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Abstract: The identification of minerals is indispensable in geological analysis. Traditional mineral identification methods are highly dependent on professional knowledge and specialized equipment which often consume a lot of labor. To solve this problem, some researchers use machine learning algorithms to quickly identify a single mineral in images. However, in the natural environment, minerals often exist in an associated form, which makes the identification impossible with traditional machine learning algorithms. For the identification of associated minerals, this paper proposes a deep learning model based on the transformer and multi-label image classification. The model uses transformer architecture to model mineral images and outputs the probability of the existence of various minerals in an image. The experiments on 36 common minerals show that the model can achieve a mean average precision of 85.26%. The visualization of the class activation mapping indicates that our model can roughly locate the identified minerals.
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1. Introduction

The identification and classification of minerals are indispensable in geological research [1,2]. Experts identify the minerals by observing the color, transparency, luster, and other physical characteristics of the hand specimen, or the optical properties of the minerals in the thin-sections under the microscope. Advanced instruments such as X-ray diffraction, electron probe, Raman spectroscopy, scanning electron microscope, and energy dispersive X-ray spectroscopy can improve the identification accuracy [1,2], but it is time consuming and costly. Compared with the above instruments, cameras are easier to operate, more efficient and convenient, and much cheaper. Therefore, artificial intelligence identification of minerals in photo images has been one new important trend [1,2].

Deep learning, which is now the most used method in the field of artificial intelligence, is widely applied in the field of photo images identification and has the highest performance [3]. Therefore, many research used deep learning methods in mineral photos identification and achieved good results [4–10]. Although deep learning methods are effective in mineral identification, they can only identify a single mineral that occupies the largest proportion in the images. On the other hand, in the natural environment, several different minerals in rocks or ores are more common, which results in the presence of multiple minerals in an image. So new methods need to be brought out to identify the multiple minerals in an image.
Multi-label classification [11–14] has been used in applications like protein subcellular localization [15,16], automatic diagnosis of Alzheimer’s disease [17], remote sensing image processing [18], and so on. These research all have one thing in common: each image contains multiple objects to be recognized and these objects are related in some way. Associated minerals contain multiple minerals to be identified, so multi-label image classification can be used in mineral identification.

In this paper, a deep learning model based on multi-label image classification is designed to identify minerals. As shown in Section 3, the model first extracts mineral features from the image and then correlates each mineral labels embedding with mineral features by using a transformer decoder. The probabilities of the existence of minerals in the image will be output to the user. Software according to the method was implemented and achieved the mean average precision of 85.26% when multiple minerals exist in an image for 36 common minerals. Compared with other work, our method can identify multiple minerals in an image with high precision. Therefore, our work can provide more information to the users. Generally, our method identifies the minerals in a quicker, easier and more economical way compared with the traditional mineral identification methods, which will benefit the related geological work.

2. Dataset

Because a large number of known images are required to teach the artificial intelligence models to identify the minerals [1,2], we use the same photo images of Zeng et al. [4] to teach and test our model. The photo images are from Mindat.org [19]. However, unlike Zeng et al. [4] used only a single label for an image, no matter how many minerals the image contains, we use multi-labels for the image, as shown in Figure 1. Label(s) here means the true mineral(s) exist in an image. As can be seen from Figure 1, the mineral images contain a variety of minerals, and it is difficult to distinguish, especially for the third one. For the third image, most people may think it contains three minerals, but actually only two minerals exist.

![Figure 1. Three example images in our dataset. The first row is the single label used by Zeng et al. [4], and the second row is the multi-labels used in the paper.](image)

There are 183,688 images of 36 mineral categories with 232,467 labels in our dataset and all images are resized to 384 × 384. The number of minerals contained in an image and the number of this kind of images are shown in Table 1. In the 183,688 images, 142,508 images contain only one mineral, 34,619 images contain two minerals, and 6561 images contain more than two minerals. The minerals and their number of labels in our dataset are shown in Table 2. The 183,688 images are divided into training set, validation set, and test set at the ratio of 18:1:1. The training set is used to teach the model, the validation set is used to determine when the training can stop, and the test set is used for evaluating the performance of the model.
Table 1. Number of minerals in an image and the number of this kind of images.

| Number of Minerals in an Image | Number of This Kind of Images |
|--------------------------------|-------------------------------|
| 1                              | 142,508                       |
| 2                              | 34,619                        |
| 3                              | 5641                          |
| 4                              | 809                           |
| 5                              | 104                           |
| 6                              | 7                             |
| Total                          | 183,688                       |

Table 2. Mineral names and the number of labels for each mineral.

| Mineral | Quantities | Mineral Name | Quantities |
|---------|------------|--------------|------------|
| 1       | agate      | 3357         | hematite   | 8012       |
| 2       | albite     | 5101         | magnetite  | 2765       |
| 3       | almandine  | 2072         | malachite  | 10,256     |
| 4       | anglesite  | 1926         | marcasite  | 2144       |
| 5       | azurite    | 8733         | opal       | 3532       |
| 6       | beryl      | 9282         | orpiment   | 740        |
| 7       | cassiterite| 3343         | pyrite     | 12,224     |
| 8       | chalcopyrite| 5408    | quartz     | 55,059     |
| 9       | cinnabar   | 1655         | rhodochrosite| 4550   |
| 10      | copper     | 5460         | ruby       | 828        |
| 11      | demantoid  | 755          | sapphire   | 1010       |
| 12      | diopside   | 1718         | scolr      | 3262       |
| 13      | elaibite   | 5699         | sphalerite | 9796       |
| 14      | epidote    | 4427         | stibnite   | 2637       |
| 15      | fluorite   | 28,290       | sulfur     | 1958       |
| 16      | galena     | 8513         | topaz      | 3758       |
| 17      | gold       | 4600         | torbernite | 1124       |
| 18      | halite     | 963          | wulfenite  | 7711       |
| Total   |            |              |            | 232,467    |

3. Method

A multi-label image classification model is proposed in the paper to identify the multiple minerals in a photo image. The model first extracts mineral features from the image and then correlates the features with the known mineral(s) by using a transformer decoder. The probabilities of the existence of the 36 minerals in the image is output to the user. The probability here means how likely a mineral exists in an image. The architecture of the model is shown in Figure 2, which consists of two parts: mineral feature extraction (Part 1) and label probability query (Part 2).

For an input mineral image \( x \in \mathbb{R}^{H_0 \times W_0 \times 3} \) \((H_0 \times W_0)\) is the height and width of an input mineral image, 3 is the RGB channel of the image), its height and width \( H_0 \times W_0 \) is resized to \( 384 \times 384 \) first. Then, the resized image is fed to Part 1 for feature extraction, and the feature map of the mineral image is obtained. Here, the Feature Extraction Network can be any convolutional neural network or any transformer-based network. If the Feature Extraction Network is a convolutional neural network, the height and width of the feature map are flattened to one dimension to meet the input requirements of the transformer decoder in Part 2.

After extracting the mineral features, the transformer decoder in Part 2 models the features and the label embeddings to acquire the probability of the existence of each mineral in the image through its attention mechanism. Finally, the model obtains the probability between 0 and 1 for each mineral via the Feature Projection operation. As before, the probability here means how likely a mineral exists in an image.
3.1. Feature Extraction Network

Many feature extraction networks have been proposed with the rapid development of computer vision in the past few years, such as ResNet [20], MobileNet-V2 [21], Big Transfer [22], Vision Transformer [23] and so on. Among them, Vision Transformer (ViT-B/16) applies a standard transformer encoder [24] for image classification by splitting each image into a sequence of embedded image patches. ViT is suitable for transfer learning [23] and has become one of the most widely used transformer-based feature extraction networks, so ViT-B/16 is used in the paper as the feature extraction network. The structure of the ViT-B/16 we used is shown in Figure 3. The input mineral image is resized to 384 × 384 and is divided into multiple 16 × 16 patches. In Linear Projection of Flattened Patches layer, a convolution kernel (16 × 16) is operated on those patches and a feature map of 24 × 24 × 768 (768 = 16 × 16 × 3) is got, then it is flattened and a feature matrix of 576 × 768 is obtained. In Position Embedding layer, position information is added, and the matrix turns to 577 × 768 and is fed to the Transformer Encoder. After the Transformer Encoder, the position embedding is removed, and the matrix is reshaped to 1728 × 256 and a convolution operation is made to project the features from the shape of 1728 × 256 to the shape of 2048 × 256 to meet the dimension requirement in Part 2 (2048 is the dimension of the transformer decoder in Part 2).

Figure 3. The structure of the ViT used in the paper.
3.2. Transformer Decoder

For an input mineral image, after the feature extraction in Part 1, its feature matrix of 2048 × 256 is obtained. Additionally, then the feature matrix is reshaped to 256 × 2048 and fed to Transformer Decoder to query the label probability of each mineral.

The architecture of the transformer decoder of the paper is shown in Figure 4, which has 3 layers as that in paper [24]. The 3 layers are a multi-head self-attention, a multi-head cross-attention and a fully connected feed-forward network (FFN), followed by a layer normalization [25] and a residual operation [20], respectively. The label embedding is a matrix of 36 × 2048 (36 is the number of types of minerals need to be identified) and is learned as that in DERT [26].

![Diagram of Transformer Decoder](image)

Figure 4. The transformer decoder of the paper.

Multi-head attention that consists of three matrices, query (Q), key (K) and value (V) is used to collect the information from different representations at different locations simultaneously, which is impossible for using only a single attention head. The correlation between the minerals is got by multiplying Q and K and the attention is obtained, as shown in Equation (1). In Equation (1), \(d_k\) is the dimension of K.

\[
\text{attention}(Q, K, V) = \frac{\text{softmax}(QK^T)}{\sqrt{d_k}}V
\]  

(1)

For the multi-head self-attention block, \(Q \in R^{36 \times 2048}\), \(K \in R^{36 \times 2048}\) and \(V \in R^{36 \times 2048}\) all come from the label embedding \((O_y \in R^{36 \times 2048})\). For the multi-head cross-attention block, \(Q \in R^{36 \times 2048}\) is from the self-attention block’s output, \(K \in R^{256 \times 2048}\) and \(V \in R^{256 \times 2048}\) are from the feature matrix in Part 1.

After going through the Transformer Decoder blocks, the output matrix \(O \in R^{36 \times 2048}\) is obtained. In the Feature projection layer, the output matrix of the Transformer Decoder is flattened and fed to a linear layer to get the vector of dimension 36. After that, the vector of 36 is operated by a sigmoid function, the model gets the probability between 0 and 1 for each mineral.

3.3. Asymmetric Loss Function

As before, an input mineral image is denoted as \(x\), and there are \(K\) categories of minerals in total. The true label of \(x\) is denoted as \(y = [y_1, \ldots, y_k]\), where \(y_k \in [0, 1]\), \(k = 1, \ldots, K\), \(y_k = 1\) if the \(k\)-th mineral is present in image \(x\), otherwise \(y_k = 0\). The classification result of \(x\) is denoted as \(y' = [y'_1, \ldots, y'_k]\), where \(y'_k \in [0, 1]\), \(k = 1, \ldots, K\).

The loss function can quantify the distance between the true label \(y\) and the classification result \(y'\). In our research, due to the problem of imbalanced distribution of mineral images which is inherent in multi-label classification [12], Asymmetric Loss (ASL) [27] function is used. ASL uses modulating factor [28] to reduce the weight of the loss function of high-confidence images and uses focusing parameters [27] to smooth the loss function so that the model can focus more on harder images during the training. The Asymmetric loss function used in this paper for each training mineral image \(x\) is shown in Equation (2).
\[ L = - \sum_{k=1}^{K} \left( -y_k (1 - y'_k)^{\gamma_+} \log(y'_k) - (1 - y_k) y'_k^{\gamma_-} \log(1 - y'_k) \right) \]  
\[ (2) \]

In Equation (2), \( \gamma_+ \) and \( \gamma_- \) are two focusing parameters, and by setting \( \gamma_+ < \gamma_- \), the contributions of harder samples during training can be better controlled [27]. In our research, we set \( \gamma_+ = 0 \) and \( \gamma_- = 1 \) as stated in [27], then the loss function is like that in Equation (3).

\[ L = - \sum_{k=1}^{K} \left( -y_k \log(y'_k) - (1 - y_k) y'_k \log(1 - y'_k) \right) \]  
\[ (3) \]

4. Experiments

The proposed model was implemented under the Linux CentOS platform and a 12 G Tesla p100 s were used. We adopted the official PyTorch implementation for both the Feature Extraction Network and the Transformer Decoder. The model was trained for 50 epochs with batch size 16 using an AdamW [29] optimizer with a learning rate of \( 1 \times 10^{-5} \). RandAugment [30] was used to improve the performance of our model on the unseen mineral images. To evaluate the performance of our model, 9184 images in our dataset unseen for the model were tested.

4.1. Evaluation Metric

In multi-label classification, the mean average precision (mAP) [12,13] is usually adopted to evaluate the performance of the models. The calculation of mAP requires the average precision (AP) of each mineral category. Additionally, the calculation of AP requires precision and recall.

In artificial intelligence, positive and negative samples are defined according to the ranking of the probability of the classification result. For top-n, the first n in the ranking are positive samples, and the rest are negative samples. In the positive samples, those that are the same as the truth are called true positive (TP), and those that are not the same as the truth are called false positive (FP). Additionally, in the negative samples, those that are the same as the truth are called true negative (TN), and those that are not the same as the truth are called false negative (FN). Obviously, \( TP + FP + FN + TN = TNS \) (Total Number of Samples). Precision and recall equations are defined, as shown in Equations (4) and (5).

\[ \text{precision}(P) = \frac{TP}{TP + FP} \]  
\[ (4) \]

\[ \text{recall} (R) = \frac{TP}{TP + FN} \]  
\[ (5) \]

After calculating the precision and recall corresponding to top-1 to top-n according to Equations (4) and (5), AP of a mineral category can be calculated according to Equation (6), where \( N = TNS \). In Equation (6), \( P_n \) and \( R_n \) are the precision and recall under top-n.

\[ AP = \sum_{n}^{N} \left( R_n - R_{(n-1)} \right) P_n \]  
\[ (6) \]

AP evaluates how good the model is in one mineral category, mAP evaluates how good the model is in all minerals categories.
4.2. Experimental Results

4.2.1. Feature Extraction Network Selection

As stated in Section 3, our Feature Extraction Network can be any convolutional neural network or any transformer-based network. In order to explore which network is more suitable for identifying multiple minerals in an image, four widely used networks, MobileNet-V2 [21], Big Transfer [22], ResNet [20], ViT [23] were tested as the feature extraction networks. The experimental results are listed in Table 3. In addition to mAP, the number of parameters in million and the training memory cost in megabits are also given. From Table 3 we can see, ViT-B/16 has the highest mAP (85.26%) and greatly exceeds the MobileNet-V2 and ResNet-101 and is also higher than the recently proposed state-of-the-art transfer learning model Big Transfer. Although ViT-B/16 has twice the number of parameters as ResNet-101, the training memory cost of ViT-B/16 is not much higher than ResNet-101. Actually, we have also tried the Swin Transformer [31] as our feature extraction network, but unfortunately it cannot work on our platform due to the memory limitation. It can be inferred that our model can achieve better performance if better computers or more advanced CNN or transformer-based networks are used.

Table 3. Experimental results of the four feature extraction networks.

| Backbone        | mAP (%) | Number of Params (M) | Training Memory Cost (MB) |
|-----------------|---------|----------------------|---------------------------|
| MobileNet-V2    | 72.38   | 2.27                 | 678.59                    |
| Big Transfer-m  | 79.55   | 42.56                | 2002.74                   |
| ResNet-101      | 81.76   | 42.57                | 1527.08                   |
| ViT-B/16        | 85.26   | 85.67                | 1847.14                   |

4.2.2. Loss Function Selection

In addition to the ASL used in the paper, other loss functions available for multi-label classification were also tested with ViT-B/16. The results are shown in Table 4. From Table 4 we can see that ASL used in this paper achieves higher mAP than Binary Cross-Entropy and Focal Loss [28]. This shows that the ASL can better handle the label imbalance problem.

Table 4. Mineral identification results using different loss functions based on the model of the paper.

| Loss Function     | mAP (%) | Parameter     |
|-------------------|---------|---------------|
| Binary Cross-Entropy | 84.52   | -             |
| Focal Loss [28]    | 84.79   | $\gamma = 2, \alpha = 0.25$ |
| Asymmetric Loss    | 85.26   | $\gamma_+ = 0, \gamma_- = 1$ |

4.2.3. Experimental Results with ViT and ASL

The average precision (AP) of each mineral category of our model using ViT-B/16 as feature extraction network and ASL as the loss function is shown in Figure 5. Figure 5 shows that AP for each mineral is higher than 50%. Among the 36 minerals, the best performer is azurite (98.40%), which means that the model can easily and accurately identify it no matter which mineral it is with. There are 18 minerals with AP higher than 90% and only 2 minerals with AP lower than 60%, they are albite (58.04%) and marcasite (58.11%). It can be seen that our model can identify the associated minerals accurately.
4.2.4. Visualization of the Class Activation Mapping

In order to understand which areas the model pays attention to when making predictions on associated mineral images, Grad-CAM [32] is used to visualize the feature extraction results obtained in the Part 1 of the model. Grad-CAM can figure out which areas the model is focusing on and is now widely used to evaluate the performance of the feature extraction [32]. In order to meet the requirement of the input of the Grad-CAM, the feature extraction matrix obtained in the Part 1 of our model is reshaped from $576 \times 768$ to $768 \times 24 \times 24$.

Three activation maps of associated minerals are shown in Figure 6. In Figure 6, the first column is the original mineral image, the second (third, fourth) column is where the model focuses on when it identifies the minerals. From Figure 6 we can see that our model has a good feature extraction ability and can locate the identified minerals roughly.

Figure 5. The average precision (AP) of each mineral for the model of the paper.

| Loss Function | mAP (%) | Parameter |
|---------------|---------|-----------|
| Binary Cross-Entropy | 84.52 | -         |
| Focal Loss [28] | 84.79 | -         |
| Binary Cross-Entropy (ours) | 85.26 | -         |

Table 5. Comparison results of our model and the modified model of research [10] on our dataset.

Figure 6. Class activation maps of three associated minerals based on Grad-CAM. The first column is the original mineral image, and the remaining columns are the Grad-CAM visualization results of a certain mineral.
4.2.5. Comparison with Other Mineral Identification Methods

As stated in Section 1, there has been a lot of work using deep learning to identify a single mineral in an image no matter how many minerals exist in the image, for example the work [4–10]. To enable the models of those work identify multiple minerals in an image, the output layer of the models can be changed from the function softmax to the function sigmoid. The model of research [10] has the highest performance among the previous work, so its output layer was changed from the function softmax to the function sigmoid to compare with our model. The modified model of research [10] was trained and tested on the same data as ours. The comparison results are shown in Table 5. It can be seen from Table 5 that our model has higher mAP than the model modified from the best single mineral identification model.

| Model                                           | mAP (%) |
|-------------------------------------------------|---------|
| ResNet-50 + Feature Fusion [10]                  | 72.13   |
| ViT + Transformer Decoder (ours)                 | 85.26   |

5. Conclusions

In this paper, a model that can identify multiple minerals in an image was proposed, which uses the transformer architecture and the multi-label classification method for mineral identification. Through the attention mechanism in the transformer decoder, this model can quickly and accurately identify all minerals that exist in the image using only the image of the mineral as input. Compared with the traditional methods based on the physical and chemical characteristics of minerals, the model proposed in this paper can accurately identify minerals without requiring mineral expertise, which greatly saves manpower. Compared to other machine learning or deep learning methods that can only identify a single mineral in an image, our method can identify multiple minerals in an image. Of the 183,688 images datasets of 36 common minerals, the experimental results show that our model can achieve a mean average precision of 85.26% and can roughly locate the identified minerals. In the future, more mineral data will be collected to identify more categories of minerals and other deep learning methods will be used to accurately locate all the minerals in the image.
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