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Abstract

This thesis studies high-dimensional vectorial data, in particular, visual information, e.g., digital images or image descriptors and addresses several of the issues dealt with these data, particularly under large-scale setups.

Attempts for general signal and image modeling in the literature are first reviewed where they are framed under the Bayesian paradigm. These are categorized roughly as basic and composite models, where the former benefits from low sample-complexity, as well as sound theoretical bases, while the latter achieves better performance benefiting from larger data samples.

This thesis pursues the algorithmic development of its models from basic to composite ones. The basic models are developed under two families of synthesis and analysis priors. Our synthesis model introduces the rate-allocation criterion as a regularization to the K-means algorithm and hence is termed the VR-Kmeans. We show that this is very successful in avoiding over-fitting of K-means at high-dimensional settings and particularly under low-sample setups.

Our analysis-like formulation leads to the framework of Sparse Ternary Codes (STC). This starts with the characterization of its information-theoretic properties and follows by investigating ways to maintain rate-distortion optimal encoding and decoding. We then notice the limitations of these models in achieving high-fidelity and low-complexity encoding and point out the need to opt for more intricate models.

The evolution from basic and single-layer architectures to composite and multi-layer models is done using the principle of successive refinement in information theory. In particular, the VR-Kmeans and the STC are extended to the RRQ and the ML-STC using additive residual-based encoding, respectively. These models are analyzed algorithmically and their rate-distortion performances are shown to be superior compared to their existing alternatives.

The ML-STC, and its more data-dependent version the ML-STC-Procrustean admit yet another evolution. This is the joint parameter update using the back-propagation framework which resembles that of artificial neural networks and hence we term it as the STNets. However, our model has certain particularities as compared to the common deep learning frameworks. Instead of starting from random weights, the STNets is first pre-trained layer-by-layer and according to the STC. This is then fine-tuned using back-propagation along with other standard recipes of training neural networks. Technically, this is possible
thanks to the properties of ternary encoding which allows us to replace the non-differentiable
discrete non-linearity with its smooth counterpart and without incurring approximation
errors. Consequently, we are able to learn discrete and compact representations for data and
under a wide range of data-availability and operational rate-regimes.

Having developed our algorithmic infrastructure, we next tailor them to three important
practical applications. First, the problem of large-scale similarity search in retrieval systems
is addressed, where complexity and memory constraints limit the naïve exhaustive scan of
the database for a given query. We develop a complete search system based on the STC
framework and show its superiority in terms of the triple complexity-memory-performance
trade-offs as compared to the two main-stream solutions from the literature, namely the
binary hashing and the vector-quantization based family of methods.

We next target the problem of learned image compression. We argue the benefits of
learning to compress w.r.t. the conventional codecs and show that it is possible to compress
high-resolution natural images using our algorithms trained on a limited number of images
and achieve comparable results to the JPEG2000, even without performing different stages
of the compression pipeline. More particularly and for a class of domain-specific images, we
show that it is possible to benefit from the extra structural redundancy present in these
images to compress them further. We also show that learning to compress can be beneficial
beyond the task of compression itself.

Finally, we show that compression can be used to solve inverse problems. This is achieved
by imposing the compressibility of data under a certain trained model as an effective prior to
regularize the solution of ill-posed inverse problems, which is invoked in an iterative algorithm.
In particular, we show that it is possible to deonise images using the JPEG2000, or recover
under-sampled and noisy auto-regressive data using the ML-STC and through our proposed
algorithm.

The thesis is concluded by pointing out some open problems and issues. This paves the
way for certain potential directions of very promising future research to be pursued in the
interplay between signal processing and machine learning and under the theme of learning
compact representations.
Résumé

Cette thèse étudie des données vectorielles de grande dimension, en particulier des informations visuelles, telles que des images numériques ou des descripteurs d’images, et aborde plusieurs des problèmes traités avec ces données, en particulier dans des configurations à grande échelle.

Les tentatives de modélisation générale du signal et de l’image dans la littérature sont d’abord examinées là où elles sont encadrées par le paradigme bayésien. Celles-ci sont classées grossièrement en deux parties: les modèles de base et les modèles composites, où le premier bénéficie d’une faible complexité d’échantillon, ainsi que de bases théoriques solides, tandis que le second offre de meilleures performances en tirant parti d’échantillons de données plus volumineux.

Cette thèse poursuit son développement algorithmique des modèles de base aux modèles composites. Les modèles de base sont poursuivis sous deux familles d’a priori de synthèse et d’analyse. Notre modèle de synthèse introduit le critère d’allocation de débit en tant que régularisation de l’algorithme K-means et est donc appelé VR-Kmeans. Nous montrons que ceci est très efficace pour éviter le sur-ajustement de K-means dans des configurations de grandes dimensions et en particulier dans des configurations de faible échantillon.

Notre formulation de type analyse conduit au cadre des Sparse Ternary Codes (STC). Cela commence par la caractérisation de ses propriétés théoriques de l’information, puis par la recherche de moyens permettant de maintenir un codage et un décodage optimaux en débit-distorsion. Nous remarquons ensuite les limites de ces modèles dans l’obtention d’un codage haute fidélité et peu complexe, et soulignons la nécessité d’opter pour des modèles plus complexes.

L’évolution des architectures de base et à couche unique vers les modèles composites et à couches multiples se fait selon le principe du raffinement successif de la théorie de l’information. En particulier, le VR-Kmeans et le STC sont étendus au RRQ et au ML-STC en utilisant un codage additif basé sur les résidus, respectivement. Ces modèles sont analysés algorithmiquement et leurs performances débit-distorsion sont supérieures à leurs alternatives existantes.

Le ML-STC et sa version plus dépendante des données, le ML-STC-Procrustean, admettent encore une autre évolution. Il s’agit de la mise à jour conjointe des paramètres à l’aide du cadre de back-propagation, qui ressemble à celui des réseaux de neurones artificiels. Nous l’appelons donc STNets. Cependant, notre modèle présente certaines particularités par
rapport aux cadres d’apprentissage profondis communs. Au lieu de commencer par des poids aléatoires, les STNets sont d’abord pré-formés couche par couche et conformément au STC. Ceci est ensuite ajusté en utilisant la back-propagation avec d’autres recettes standard de réseaux de neurones d’apprentissage. Techniquement, cela est possible grâce aux propriétés du codage ternaire qui nous permet de remplacer la non-linéarité discrète non différentiable par son équivalent lisse et sans encourir d’erreurs d’approximation. Par conséquent, nous pouvons apprendre des représentations discrètes et compactes pour les données et sous un large éventail de régimes de disponibilité d’échantillon et de débit opérationnel.

Après avoir développé notre infrastructure algorithmique, nous les adaptons ensuite à trois applications pratiques importantes. Nous abordons d’abord le problème de la recherche de similarité à grande échelle dans les systèmes de recherche d’information, où la complexité et les contraintes de mémoire limitent l’analyse exhaustive de la base de données pour une requête donnée. Nous développons un système de recherche complet basé sur le cadre STC et montrons sa supériorité en termes de triple compromis complexité-mémoire-performance par rapport aux deux solutions principales existantes dans la littérature, à savoir le hachage binaire et la famille de méthodes basées sur la quantification vectorielle.

Nous ciblons ensuite le problème de la compression d’image apprise. Nous expliquons les avantages de l’apprentissage de la compression par rapport aux codecs classiques et montrons qu’il est possible de compresser des images naturelles haute résolution à l’aide de nos algorithmes entraînés sur un nombre limité d’images et d’obtenir des résultats comparables à ceux du JPEG2000, même sans effectuer différentes étapes communs du pipeline de compression. Plus particulièrement, et pour une classe d’images spécifiques à un domaine, nous montrons qu’il est possible de tirer parti de la redondance structurelle supplémentaire présente dans ces images pour les compresser davantage. Nous montrons également qu’apprendre à compresser peut être bénéfique au-delà de la tâche de compression elle-même.

Enfin, nous montrons que la compression peut être utilisée pour résoudre des problèmes inverses. Ceci est réalisé en imposant la compressibilité des données sous un certain modèle appris en tant qu’un moyen efficace de régularisation de la solution des problèmes inverses mal posés, en utilisant un algorithme itératif. En particulier, nous montrons qu’il est possible de débruirer des images à l’aide du JPEG2000 ou de récupérer des données auto-régressives sous-échantillonnées et bruyantes à l’aide du ML-STC et grâce à notre algorithme proposé.

La thèse se termine en soulignant certains problèmes et questions en suspens. Cela ouvre la voie à certaines pistes de recherche future très prometteuses à poursuivre dans l’interaction entre le traitement du signal et l’apprentissage automatique et sous le thème de l’apprentissage des représentations compactes.
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Part I

Preliminaries
Chapter 1

Introduction

The story of big data, data-driven analytics and machine learning has widely been narrated as a phenomenal revolution affecting, changing or even entirely redefining aspects of humans lives, as well as bringing new frontiers to it.

But before being able to tell how much and to what extent these narratives are valid, or whether this is yet another hype that will be forgotten at some point, it is very obvious that a careful, rigorous and extensive understanding of what the data is, how it should be processed and the different aspects and challenges of reasoning based on the data should be regarded as a central question meriting due attention.

Within the academic societies, this has started from a century ago, continued to grow till today and perhaps due to the unprecedented attention and support it received from outside of academia, has accelerated particularly within the last one or two decades.

In spite of the large body of research work published ever since, in view of the new challenges that are faced, the potentials of new possibilities and the highly raised expectations, one may conclude that our understanding of the domain today is rather explorative than well-established.

This thesis\footnote{Some of the results presented in this thesis can be reproduced easily from https://github.com/sssohrab/PhDthesis. This repository gets gradually updated to include more reproducible results and implementations.} is an effort to study some of the aspects regarding data processing, address several of its issues, as well as provide some solutions and strategies for several data-driven applications.

This being a very broad explanation relating to a variety of fields and research communities, we next focus our scope and discuss the main themes of this thesis.
1.1 Scope of the thesis

We next clarify what we particularly mean by data in this thesis and then bring some of the important themes of this thesis into attention. We then briefly mention some of the application areas that our thesis will focus on and the communities that we relate to.

1.1.1 What data do we use?

The sources of the data are endless. Measurements of physical sensors, large collections of web data, texts, speech recordings, images and user activities are just several examples. After the data has been captured and stored in digital form, it can be represented in different ways, e.g., graphs, sequences or vectors.

In this thesis, we consider mainly vectorial data, i.e., we assume every given data example is an $n$-dimensional point in the space of $\mathbb{R}^n$, where $n$ is the number of features of that description. The first challenge faced here is that most of the intuitions we developed for the space of $\mathbb{R}^3$, i.e., the 3D physical world we live in, are unlikely to be valid and applicable to this $n$-dimensional space of data-points. This means that we should stick into formal mathematical rules rather than some limiting intuitions.

While a lot of the materials we present are valid for the larger family of correlated and non-sequential data, we focus our attention on digital images and image descriptors. These are two-dimensional arrays of pixel values that can be unraveled as vectors.

An alternative term that we use is a “signal”, which was traditionally used to refer to sensor measurements. Nowadays, thanks to the applicability of the concepts developed within signal processing to domains beyond sensors, its definition has entirely changed. In this thesis, we use the terms data and signal interchangeably to refer to the same concept.

1.1.2 Main themes

Here are a couple of themes that we will encounter in this thesis.

Unsupervised learning

Thanks to the ever-increasing availability of data and the democratized computational powers at hand, a central philosophy behind all data-driven approaches is that, rather than the conventional ways of reasoning, which are based on digging into the internal structures of a system or a phenomenon and studying their relations, we can now shift our paradigm of analysis by relying more on the study of its exemplary behavior under different conditions, i.e., by processing of the data that the system produces.

One notable instance of this idea is through supervised learning, where semantic labels are associated to vectorial data examples and the mapping of these data-label pairs are to be learned from the data. While this is perhaps the most popular and successful instance
of learning from data, this thesis focuses on unsupervised learning, where instead of the data-label mapping, internal structures of the data itself are to be revealed.

**Data versus priors**

As it has been publicized extensively within the context of artificial intelligence, it sounds very attractive to perform all the reasoning and the related tasks entirely from the data. In practice, however, this is rarely the case. For the learning algorithm to be successful, along with the data, one has to condition the reasoning on some domain knowledge or prior information about the phenomenon under study.

In fact, there is a fundamental trade-off between the amount of required data to perform a certain task and the quality and strength of the prior information incorporated. Although for many applications there is no shortage of available data, it can be shown for some tasks that without proper regularization using priors, it is impossible to achieve satisfactory results. This is the case particularly for high dimensional data, since as a rule of thumb, the linear increase of data dimensionality requires exponential growth of data examples.

In this thesis, we consider a continuum of scenarios in this respect. Starting from the hypothetical case where we know the exact probabilistic rule from which the data is generated and hence do not need the data itself, we gradually shift towards more reliance on the data and less on the assumptions and propose the solutions accordingly.

**Large-scale scenarios**

A particularly challenging aspect in a lot of data-oriented domain areas is in large-scale scenarios, where the number of data-points to be processed as well as the data dimensionality is larger than what our computational resources needed for the processing can accommodate. While the rate of growth of data is exponential, the increase of processing power, memory resources as well as communication bandwidth is logarithmic\(^2\), or at best linear.

In this thesis, we focus only on algorithms whose computational and storage requirements grow no more than linearly with the number of data samples, and no more than polynomially with the dimensionality.

Our experiments are performed usually on the scale of several thousand to a million data samples. While we were restricted by our available computational resources and did not perform experiments on billion-scale data, we believe that the developed algorithms are applicable to such scale, as well.

---

\(^2\)It has been concluded that Moore's law which was guaranteeing a linear increase in computational power for decades has stopped somewhere in the mid-2010’s.
Representation/dictionary learning

As captured from physical sensors or sampled from some underlying phenomena, it is unlikely to be able to perform meaningful analyses directly on the data in its ambient form. To make sense out of it and to make it amenable for analyses, the data has to be decomposed in some way and represented within that decomposition framework. Within the last 4 or 5 decades, this has been the central topic of a large body of extensive research among the signal processing and more recently machine learning communities.

With the addition of compactness criteria to signal representation that we describe next, this is the central most topic of this thesis.

Compact data representations

Restricted by computational, storage and particularly bandwidth constraints, starting from the early days of information and communication, the need for compression of the data has been pointed out as one of its fundamental aspects. Ever since the theoretical foundations have been laid, the quest for better compression solutions has not stopped.

Apart from this motivation, compression, and more generally finding compact representations for data is closely linked to the primary objective of unsupervised learning, i.e., trying to capture the underlying probabilistic rules that generate the data.

We pay particular attention to this notion in this thesis and provide several solutions for compactly representing the data. Apart from the task of compression itself, we show promising possibilities of such representation in performing other tasks, including inverse problems in signal processing.

1.1.3 Example applications

In our computer-simulated experiments, we focus our attention and provide numerical results for the following application areas:

Large-scale similarity search

A central idea behind a lot of data-driven paradigms is to reflect semantic meanings from our real world into vectorial representations. This means that the neighborhood within vectors, i.e., the geometrical closeness of data points in the space of $\mathbb{R}^n$ would ideally reflect semantic similarity in the real world. Researchers have already found ways to somehow achieve this idea in practice; to some limited, but sometimes acceptable extent.

An immediate application of this data is in content-based retrieval systems like reverse image search engines, where users want to search for similar images from within a large database. For example, imagine we have seen a photo on the web containing a monument or
a city landmark, but we are not sure which monument this was or where it is located. We expect to be able to find visually similar images from the search engine’s database.

This, however, poses serious and limiting challenges with regard to the computational and storage requirements. Assuming meaningful feature vectors are present, this thesis studies different aspects of this problem by addressing the fundamental triple trade-off between memory, complexity and search performance, as well as providing practical solutions for it.

**Learning to compress images**

Classical compression schemes like JPEG and JPEG2000 use data-independent image decomposition bases, i.e., the DCT and the DWT. Although these codecs are highly engineered and tailored, the use of such data-independent decompositions has limited their efficiency. In fact, it has been shown in many tasks that adapting the decompositions or the transforms to the data can bring noticeable improvements. Image compression, too, can benefit from this.

Moreover, apart from the general class of natural images, the set of images encountered in some practical applications can be highly structured. It is then expected to be able to benefit from the excess redundancies that the general-purpose image codecs cannot capture.

In this thesis, without going into the details of typical image compression pipelines, e.g., chrominance sub-sampling or entropy coding, we apply our algorithms, both to general natural images and also to a domain-specific example, where they learn to compress by adapting to the statistics of the training images.

**Compression as regularization**

To go beyond the task of compression, we showcase some examples that learning to compress can be useful for other tasks. We show that compressibility of data under a certain (trained) model can be used as a very strong regularizer to solve inverse problems. In particular, we provide some preliminary results on image compression and compressive sensing showing some advantage. We leave this line of work as an exciting and promising direction for future research and further analysis.

**1.1.4 Target communities**

Our emphasis on large-scale and high-dimensional setups made us think of basic information-theoretic concepts as the guiding principle. It is interesting to note that while high dimensionality in many domains is considered as a curse, on the contrary in information theory, this is a blessing. In fact, the promises made in information theory are achieved in asymptotic cases, and higher dimensionality only helps to approach them.

From the other hand, these theoretical results are not directly applicable to practical scenarios, since they are based on several restricting assumptions. Starting from these assumptions in information theory, in this thesis, we gradually depart from such hypothetical
cases and take more practical approaches. Therefore, rather than theoretical treatments like achievability and converse arguments, our contributions are only practical application instances for the domain of information theory.

Our initial target audience in this thesis is within signal and image processing communities since most of our derivations have the touch and feel of signal processing style treatments. Nevertheless, nowadays, the boundaries between signal processing and machine learning research are shrinking. Both communities borrow concepts from one another. A lot of the materials in this thesis are inter-disciplinary between these two domains. We made some effort to benefit from the advantages of these two disciplines together.

We believe there is still a lot more to be discovered. In fact, the best is yet to come, as the synergy between the two paradigms can radically transform existing learning-based methods.

1.2 Basic setup and notations

As it was mentioned earlier, we assume data-points are vectors in $\mathbb{R}^n$, the space of $n$-dimensional real numbers. We depict vectors with bold letters, e.g., $f = [f_1, \ldots, f_j, \ldots, f_n]^T \in \mathbb{R}^n$, consisting of scalars $f_j$'s.

We concatenate a set of $N$ data-points in columns of a matrix, e.g., $F = [f_1, \ldots, f_i, \ldots, f_N]$. All matrices are depicted as capital letters with up-right fonts

$3$ We use the $\texttt{mathrm}$ command in Latex typesetting.

$4$ We use the threshold-based ternarizing function in this thesis since it is more straightforward for analysis. However, in our experiments, we also use the “k-best” operator which picks the $k$ elements with $k$ largest magnitudes. In this case, the non-linearity is not element-wise and the threshold is adapted to all the elements.
\[ \phi_\lambda(t) = \text{sign}(t) \cdot 1_{\{|t| > \lambda\}}, \]  

(1.1)

where the indicator function \( 1_{\{|t| > \lambda\}} \) indicates whether the event \(|t| > \lambda\) has occurred. This is depicted in Fig. 3.3c.

Closely related to the discrete ternarizing function is the hard-thresholding function, which is defined as:

\[ \psi_\lambda(t) = t \cdot 1_{\{|t| > \lambda\}}, \]  

(1.2)

and whose output is not discretized. This is depicted in Fig. 3.3a. Another related operator is the soft-thresholding function, which shrinks its input and is defined as:

\[ \eta_\lambda(t) = (t - \text{sign}(t) \cdot \lambda) \cdot 1_{\{|t| > \lambda\}} = \text{sign}(t) \cdot (|t| - \lambda)^+. \]  

(1.3)

We encapsulate all our algorithms under the concept of encoding and decoding. An encoder \( Q[\cdot]: \mathbb{R}^n \rightarrow \mathcal{X}^m \) maps a data-point to a more compact and perhaps discrete space and produces the code \( x = Q[f] \). This compact encoded representation, apart from reducing the storage cost, may be useful for other purposes, e.g., performing fast search, reducing over-fitting in supervised tasks or regularization in inverse-problems.

This code may then be decoded with the decoder \( Q^{-1}[\cdot]: \mathcal{X}^m \rightarrow \mathbb{R}^n \) to produce an approximation to the original data-point as \( \hat{f} = Q^{-1}[x] \).

A fundamental aspect of the behavior of the encoder-decoder pair is its rate-distortion performance. This is first formulated in the rate-distortion theory as we briefly mention next.

### 1.2.1 Shannon source coding theorem

Following the characterization of [1], for a source \( F \sim p(f) \) emitting \( i.i.d. \) sequences \( F = [F_1, \ldots, F_n]^T \), a rate-distortion pair \((R, D)\) is said to be achievable under the encoder-decoder pair \( Q[\cdot]: \mathcal{F}^n \rightarrow \{1, \ldots, 2^{nR}\} \) and \( Q^{-1}[\cdot]: \{1, \ldots, 2^{nR}\} \rightarrow \hat{\mathcal{F}}^n \) and a distortion measure \( d(\cdot, \cdot): \mathcal{F}^n \times \hat{\mathcal{F}}^n \rightarrow [0, \infty) \), if \( \mathbb{E}[d(F, Q^{-1}[Q(F)])] \leq D \).

The fundamental result of this theory states that, for a given \( D \), all rates \( R \geq R(D) \) are achievable, if \( n \rightarrow \infty \), and such an \( R(D) \) function is calculated as in Eq. 1.4:

\[ R(D) = \min_{p(f)} I(F; \hat{F}) \]  

s.t. \( \mathbb{E}[d(F, \hat{F})] \leq D \).  

(1.4)

Two important instances of the rate-distortion theory that we will encounter extensively in this thesis are the Gaussian \( i.i.d. \) and the Gaussian \( i.n.i.d. \) sources as we mention next.
1.2.1.1 i.i.d. Gaussian sources

For a Gaussian source $F \sim \mathcal{N}(0, \sigma^2)$, the rate-distortion function is derived as:

$$\mathcal{R}(D) \geq \frac{1}{2} \log_2 \frac{\sigma^2}{D}. \quad (1.5)$$

This can provide a description for an i.i.d. Gaussian vector $F \sim \mathcal{N}(0, \sigma^2 I_n)$, as to how much and with which quality it can be compressed in its asymptotic limit.

1.2.1.2 Independent, but not identically distributed (i.n.i.d.) Gaussian sources

The joint description of $n$ Gaussian sources with different variances, i.e., the random vector $F \sim \mathcal{N}(0, \text{diag}(\sigma_1^2, \ldots, \sigma_n^2))$, is asymptotically limited by the following rate-distortion function:

$$\mathcal{R}(D) = \sum_{j=1}^{n} R_j = \sum_{i=1}^{n} \frac{1}{2} \log_2 \left( \frac{\sigma_j^2}{D_j} \right), \quad (1.6)$$

where $D_j$ for $j = 1, \ldots, n$ is the distortion of the $j$th source after rate allocation, and whose value is the solution to the following convex problem:

$$\min_{D_j} \sum_{j=1}^{n} \max[0, \frac{1}{2} \log_2 \frac{\sigma_j^2}{D_j}]$$

s.t. \hspace{1cm} \sum_{j=1}^{n} D_j = D, \quad (1.7)$$

which is solved in closed-form as:

$$D_j = \begin{cases} \gamma, & \text{if } \sigma_j^2 \geq \gamma \\ \sigma_j^2, & \text{if } \sigma_j^2 < \gamma \end{cases}, \quad (1.8)$$

where $\gamma$ is a constant, which should be chosen to guarantee that $\sum_{j=1}^{n} D_j = D$.

This problem is often referred to as the reverse water-filling paradigm, as described in Ch. 10 of [2].

The Shannon’s setup of rate-distortion theory described above, however, has serious limitations. For example, the need for storage and search within an exponentially-large codebook and the asymptotic and probabilistic assumptions related to them limit their application in practical settings. A central objective of this thesis is, therefore, to design practical encoding schemes for our applications.

1.3 Outline of the thesis

This manuscript is divided into 3 parts:
1.3 Outline of the thesis

Part I discusses the preliminary materials including this introductory chapter, as well as chapter 2, which presents an overview of signal and image modeling techniques in the literature. We regard the Bayesian framework as a central connecting point under which a lot of efforts in the literature can be explained. This consists of an “observation” part (or data part), which differentiates between certain methods and a “prior part” whose variations, the way it is injected into the objective and how the overall optimization routine is treated, is the main factor to distinguish between different methods.

We then argue that the straightforwardness, along with the richness of models within their space of possible parameters are key properties of priors that indicate how algorithms behave under different sample size regimes. We believe that the existing models in the literature fill the spectrum of such possible trade-offs, only partially. A systematic way to choose models and parameters based on the sample size regime seems to be missing. This thesis makes some effort in this direction.

Part II develops our core algorithms that will be used in the rest of the thesis. In chapter 3, we formalize a general objective function for these algorithms, which is to target rate-distortion optimality for high-dimensional data with discretized representations. We start with simple models from the literature: the synthesis and the analysis prior models. Our synthesis-like formulation leads us to the VR-Kmeans algorithm, which regularizes the famous K-means and enables it to represent high-dimensional data with a small number of training samples available.

Our analysis-like formulation results in the Sparse Ternary Codes (STC). This will be the building block for many of our further developments. We derive its information-theoretic properties and then propose 3 solutions how to decode it in a rate-distortion optimal fashion.

Having faced the limitations of these basic models under the so-called single-layer architectures, in chapter 4, we target more intricate and composite models based on these building blocks. We use the concept of successive refinement from information theory as the foundational principle to build composite models out of simpler ones. Under our setups, successive refinement simplifies as a simple residual encoding which is done in multiple layers. We use this rule to upgrade both of our models.

Our multi-layer extension of VR-Kmeans results in the RRQ framework, where a rate allocation is performed for each layer before encoding that prevents from over-fitting, reduces the number of distance computations and results in sparse dictionaries.

Using the same multi-layer residual-based principle, the basic STC model extends to the ML-STC and the more data-dependent Procrustean approach extends to the ML-STC-Procrustean. While this is a highly trained model, the algorithm is performing layer-wise training. In case a lot of training samples are available, an end-to-end extension is needed to fully use the high capacity of the model.

The analysis-like structure of ML-STC resembles that of neural networks. Therefore, for the end-to-end training of ML-STC, we can use the recipes from the deep learning literature,
e.g., the back-propagation, Adam or dropout. This leads us to the STNets model, which is pre-trained with ML-STC or ML-STC-Procrustean models. We then discuss its advantages and its differences with the standard practice of end-to-end learning within the deep-learning literature.

Part III applies these algorithms to practical applications. In chapter 5, we address the problem of similarity search in large-scale scenarios. We observe that the existing solutions follow two main strategies: The family of binary hashing that manages to perform very efficient search in the space of codes but fails to use the information in the un-encoded query which is available. Moreover, its coding efficiency in terms of distance preservation and rate-distortion trade-off is very limited, resulting in a low-performance search. The second family is based on VQ and hence maintains a very well rate-distortion balance. However, it does not benefit from fast search in the space of codes, and hence it is slower.

Our STC framework can naturally propose a middle-ground approach for similarity search. Following an information-theoretic analysis, where we demonstrate the coding efficiency of the STC, we first perform a fast search in the space of ternary codes that gives an initial approximative list. Thanks to the excellent rate-distortion performance of our ML-STC discussed in chapter 4, this is then followed by a list-refinement step where the initial short-list of candidates is further improved after reconstructing from the codes and performing the search within the original vector space. Several million-scale experiments are performed to validate this idea.

We next target image compression. In chapter 6, we advocate the recent trend in machine learning that aims at improving traditional image codecs by learning. We show how this idea can be beneficial, both for the class of general natural images and also on domain-specific data with structured redundancy.

While compression is essential on its own, chapter 7 shows some preliminary, but promising results suggesting the benefits of learning to compress beyond compression. We propose a very simple iterative algorithm that regularizes inverse problems by promoting compressible solutions. We show some interesting results on image compression, as well as compressive sensing.

1.4 Our main contributions

Here we summarize the contributions that we claim for this thesis. First, the contributions of each chapter are discussed and finally the overall achievements of the thesis are highlighted.
1.4 Our main contributions

1.4.1 Chapters

Chapter 2

A surveying chapter, particularly one that does not make any effort to be exhaustive, may not claim many contributions. Yet, we believe that the presentation of materials in this chapter is not usual and can be useful for a lot of readers.

In particular, our emphasis on the necessity to understand algorithms based on their sample complexity requirements is important. While more rigorous arguments exist within the probability and statistics literature to analyze priors within the Bayesian framework, our informal argument on the quality of the priors and the subsequent categorization of approaches in signal processing and machine learning communities under “basic” and “composite” priors is useful and constructive and lets us locate our efforts in this within a proper ground.

Chapter 3

Few methods have addressed data representation in compressed and discretized domains. We propose two families of solutions based on synthesis and analysis models, respectively.

Within the family of synthesis models, one popular solution is the family of VQ models based on the K-means algorithm. We introduce an important extension to K-means, i.e., variance regularization by rate allocation. While rate allocation is a very old concept in signal processing, the existing solutions back in the 1970’s to 90’s were based mostly on heuristics. Surprisingly enough, this concept seems to be absent in modern learning-based approaches, perhaps assuming it can be learned from the data. However, we show that one has to pay high prices in terms of sample complexity to be able to learn it from the data.

Our solution, on the other hand, systematically uses mathematical optimization to inject rate limitations as prior, for which we provide a straightforward iterative algorithm with the analysis of the solution. When regularization is imposed with infinite weight, i.e., when we generate codebooks from random distributions with data-adjusted variances, we achieve surprisingly good solutions. This can be useful for methods requiring very fast learning or methods that require randomness, possibly for privacy preservation reasons.

Our analysis model solution, i.e., the STC framework, is one of the most important contributions of this thesis. As far as this chapter is concerned, this consists of its original formulation\textsuperscript{5}, the derivation of its information-theoretic properties, as well as designing 2 types of decoders\textsuperscript{6}, for which we characterized rate and distortion.

\textsuperscript{5}The original motivation behind the STC framework was for the problem of fast similarity search and as an alternative for binary encoding. This was motivated by the famous $\ell_0$-based sparse coding of analysis dictionaries whose solution based on hard-thresholding can be approximated as the ternarizing operator. When its decoder was later designed, however, we realized it can be applied to a broad set of problems beyond similarity search.

\textsuperscript{6}Here we ignore the non-linear decoder since we did not perform experiments for it.
For many methods, particularly in binary quantization, the decaying nature of variance after projections is an undesirable phenomenon since the significance of dimensions will be lost. Therefore, these methods try to avoid such projections and spread out the variance in some way. For ternary encoding, on the other hand, this is always desired since it increases sparsity and hence smaller rate. As a result, we can use analytical solutions like PCA to initialize our algorithms (if more data-oriented and heavier training is needed). This is possible thanks to the very important weighting vector mechanism that we introduce, which links discretized (ternary) values with floating-point numbers.

Chapter 4

Our reference to the successive refinement principle from information theory is important. Although the exact prerequisites of these theories are not met in practical settings, they can provide rough analytical hints and can be very inspiring for design. Our emphasis on residual encoding and its application to both families of our algorithms stems from this root.

While residual encoding has been around for decades, its popularity diminished during the 1990’s, perhaps as a result of getting over-trained after a couple of layers. Both of our versions of residual encoding we develop in this chapter, i.e., the RRQ and the ML-STC (and its neural network extension STNets) can be trained for very high dimensions and for arbitrarily large numbers of layers.

Thanks to the advantageous structure of the ML-STC compared to the RRQ, we can benefit from end-to-end training by benefitting from the large set of practical know-how and intuitive insights developed within the deep learning communities. So while we keep the residual structure of the network (thanks to which we can analyze the role of each layer), we can further perform end-to-end fine-tuning using the back-propagation techniques. We term this evolution as STNets.

A challenging issue with training neural networks with quantization layers is the non-differentiability of quantization functions like the sign function. Existing methods to address this issue are essentially a set of tricks to approximate the quantizers with some smooth counterparts, therefore incurring approximation errors. Our ternarizing operator, however, has a favorable property in this respect. We show that as the sparsity increases, most of the information content will be concentrated in the positions of the non-zeros rather than their values. Therefore, we can safely replace the ternarizing operator with the differentiable hard-thresholding function during back-propagation. In the test time, we use again the ternary values with proper re-weighting. Provided that the sparsity is high, this imposes virtually no approximation loss. This important contribution is not limited to our architecture and may also be useful for a lot of other networks.

Comparing the STNets with usual deep learning solutions, apart from some architectural differences, e.g., the presence of the weighting vector, the ternarizing operator, or the fact
that the final objective is fed with outputs from all layers instead of only the last layer, our proposition has the following fundamental difference:

We do not start from random weights. Instead, we pre-train the model using the ML-STC or ML-STC-Procrustean. Apart from the much faster convergence gain we achieve, this technique also helps with over-fitting as we will show. So, in the end, this leaves us with a range of choices for learning which we can choose w.r.t. the sample size available. In case training data is limited, we keep the pre-trained ML-STC and we do not back-propagate at all. In the opposite case when samples are abundant, we gain considerable speed-up from pre-training.

Chapter 5

This thesis advocates an alternative solution to the similarity search, i.e., the Sparse Ternary Codes (STC) framework, instead of the binary hashing or the VQ family from the literature.

We introduce the notion of coding gain for similarity search to assess the effectiveness of an encoding scheme in terms of achieving the triple trade-off of performance-memory-complexity and with information-theoretic concepts. We assess the coding gain of the STC and demonstrate its superiority w.r.t. the binary codes, showing a vast space of possibilities to design the STC, in order to target different aspects of the triple trade-off.

Having shown its rate-distortion trade-offs in earlier chapters, along with its superior coding gain, we propose a practical pipeline for similarity search, which is a middle-ground between the family of binary hashing and VQ. Our proposition can benefit from fast search in the space of ternary codes. This is not achieved for the VQ family and is inferior for binary hashing, compared to the STC. On the other hand, similar to the VQ-based methods, we can benefit from the optimal rate-distortion behavior of our STC to approximate distances; something which is wasteful for binary hashing.

So our pipeline for search is a double-stage procedure, where the first stage is performing a fast search within binary codes and produces a short, but approximative list, while the second stage is refining the list by distance approximation. We then prototyped this pipeline and achieved promising results on million-scale databases. These results are similar or superior to the state-of-the-art package for similarity search such as FAISS from Facebook AI Research, but with much lower complexity, as we argue.

Chapter 6

As required by our algorithms developed in the previous chapters, an efficient pre-processing is introduced that whitens large images in a database in a very low complexity and by keeping its global structure.

We then investigated two scenarios for learned image compression. In the first scenario, we aimed at compressing high-resolution RGB images that do not contain a particular structure
Introduction

beyond the class of general natural images. We showed that, even without applying the entire necessary pipeline of image compression, we can learn from only 200 such images and apply the network for the compression of test images showing a performance comparable to the JPEG2000 codec and much superior to the JPEG, as measured with PSNR. This performance is also similar to the state-of-the-art deep networks that are trained on millions of images and whose training time on parallel GPUs exceeds several days to produce only one operational point. The training of our network takes around one hour on a desktop to learn all its 20 operational points.

In another experiment, we measure the effect of the block-wise division of images into patches on the quality of image compression and conclude that it does seriously degrade the performance, so more effort should be put to avoid patches in the pixel domain.

In the second scenario for image compression, we considered the case where the images are highly structured and beyond the usual structures of natural images. We picked up the case of facial images as an example to show that it is possible to learn to compress the extra redundancy in these images, as we did so by our RRQ structure achieving superior results to the JPEG2000. To the best of our knowledge, state-of-the-art deep networks for compression have not targeted such scenarios, perhaps since training data is not sufficient.

Finally, we considered another aspect of learning to compress and beyond the task of compression itself. We showed that by capturing the statistics of a collection of images through compression, we can help the task of image denoising as well. Provided that the training set consists of clean images, the test set, if contaminated with noise, is denoised as it gets reconstructed. Surprisingly, we showed that this solution can outperform the BM3D in the very noisy regimes.

Chapter 7

While the idea of regularization by compression, or more generally, model selection by minimum description length principle exists (and is somehow neglected) in the literature, our proposal is different in three ways: First, we decouple the optimization of compression from the optimization to solve the inverse problem. This brings much more flexibility and is more practical. So a compression network is trained once, is kept fixed and can always be invoked in the solution of inverse problems. This is thanks to the black-box interpretation of the network that we do not need to know its internal structures and can hence use it in a gradient descent-based optimization. The second difference is that our solution is learning-based and data-adaptive. In contrast, since the existing works date back to several decades ago, the modern interpretation of learning is absent in this line of work, and they solve single-example problems. The third difference is that the compression engine can be changed. For example, one could choose from JPEG2000, the ML-STC, RRQ or autoencoder-based compressors as the underlying engine of our iterative algorithm and benefit from their compression properties.
1.4.2 Highlights

Here we highlight some of the contributions of this thesis in the order of their appearance:

1. Introducing the rate-allocation regularization into the formulation of K-means, solving the optimization problem, analyzing its solution and showing its efficiency in avoiding over-fitting in high-dimensional scenarios.

2. Introducing the framework of Sparse Ternary Codes (STC) as a universal encoding-decoding mechanism for lossy compression of correlated vectors, solving for optimal parameters and characterizing its rate-distortion performance.

3. Developing the introduced synthesis-based and analysis-based prior models under the successive refinement principle as the RRQ and the ML-STC frameworks, and expanding their operational rate-distortion regime to arbitrary values.

4. Proposing a range of effective choices to target different trade-offs of sample complexity and model capacity for both families of methods. In particular, the RRQ fills the spectrum of possibilities by changing the regularization from infinity to zero, while the ML-STC becomes more data-dependent rather than prior-based, by shirting to ML-STC-Procrustean, STNets and STNets-Procrustean frameworks.

5. Introducing a novel neural network architecture, which is developed from basic components and is capable of significantly reducing the training time and sample-complexity by benefiting from pre-training the basic components, as well as fine-tuning using back-propagation.

6. Proposing a systematic way to be able to back-propagate in the presence of the non-differentiable quantizer function used in the network, i.e., the ternarizing operator, as the result of studying the information concentration properties of this function.

7. Defining the notion of coding gain for similarity search using information-theoretic measures and as a systematic way to measure the efficiency of achieving the triple trade-off between memory, complexity, and performance in the problem of similarity search, as well as showing the superiority of the STC as a viable alternative to binary hashing.

8. Proposing a decoding mechanism for STC that significantly reduces the computational complexity w.r.t. the exhaustive search, as well as its extension to multiple layers.

9. As compared with the two families of existing solutions in the literature of similarity search, proposing a middle-ground solution between these two families that benefits from efficient search in the space of codes, while at the same time refines the results with accurate estimates of distances, thanks to its excellent rate-distortion performance.
10. Performing learning-based image compression on the two scenarios of high-resolution natural images and domain-specific facial images, and showing promising results for compression and advocating the idea of learned compression, as an alternative to data-agnostic solutions.

11. Injecting the effective prior of learned compression on the problem of denoising of domain-specific data and showing superior performance w.r.t. the state-of-the-art under very noisy conditions.

12. Investigating compressibility as a prior to solve inverse problems and proposing an effective iterative algorithm to achieve it. The algorithm decouples the optimization of compression network from the optimization to solve the inverse problem and is hence very flexible and can be used in many practical scenarios while being able to invoke any compression paradigm as its underlying engine.
Chapter 2

Image models: literature overview

To achieve different objectives and to target different applications, a multitude of processing tasks should be performed on signals. These tasks, within their application context, try to make sense out of signals in one way or another. Focusing on images in particular, famous examples of these tasks are “image restoration”, “image compression”, “compressive sensing”, “image recognition” and “(content-based) image retrieval”.

Image restoration involves cases, where a physical phenomenon has degraded the quality of the given image, e.g. as in “image denoising”, where noise has contaminated the image, “image de-blurring”, where the image at hand is blurred, “image inpainting”, where parts of the image has been lost or degraded, “image super-resolution”, where the resolution of the given image is lower than desired. In all these tasks, the objective is to undo the degradation process, perhaps approximatively. Therefore, these tasks are also related to as “inverse-problems”.

Image compression involves finding a more compact representation for an image than what the direct representation of its pixel numerical values would take from memory. Finding compressive representations is an important focus of this thesis for which we develop different solutions in the chapters 3 and 4. Focusing on images in particular, we provide image compression solutions later in chapter 6.

Compressive sensing tries to reduce the number of times image sensors are being used to reproduce an image with a certain quality. This is important, e.g., for applications like medical tomography, where the acquisition process is very slow, expensive and exposes the patient to radiations. So given the under-sampled observations, recovering the original image is the primary objective of this application.

Image recognition involves assigning a semantic label to an image. The procedure is based on a training phase, where different images with assigned labels are present to the algorithm, and then a test phase, where the labels of some other similar images are to be predicted based on the seen examples from the training phase.
In content-based image retrieval, usually without the availability of categorical labels or keywords, an image is presented to the retrieval system and queries its similar images from a (usually large) collection of images within the system’s database. Chapter 5 is dedicated to the similarity searching within these databases by reviewing fundamental concepts and providing our contributions.

These tasks seem to be very diverse, take different forms, and are studied even in different communities. Obviously, not all of them fit within the scope of this thesis. However, it is important to point out that they all use somehow similar principles for their solutions. So the understanding of these common principles might turn out to be mutually beneficial for these applications. Next in section 2.1, we use the Bayesian framework to somehow conceptualize and unify such efforts. This is a useful start to understand how these problems are posed.

In sections 2.2 and 2.3, we then provide a generalist literature overview of signal modeling efforts within the signal processing and machine learning communities. Finally, section 2.4 positions the ideas used in this thesis with respect to the literature.

### 2.1 Bayesian framework

Almost all attempts in signal modeling can somehow be interpreted under the Bayesian framework, either explicitly, or through some of its variations like the empirical Bayes, where signal priors are learned from the data.

The general Bayesian principle involves incorporating and merging two components: First, the evidence or observations, i.e., the given data; and second the prior beliefs, i.e., the signal models or signal decompositions.

Suppose we are given the observation \( q \) that we want to infer an underlying phenomenon \( f \) from it. Within a probabilistic setup involving randomness, this task can be posed as finding the posterior probability distribution \( p(f|q) \). While this might be impractical to calculate directly, the Bayes rule provides us with an alternative:

\[
p(f|q) = \frac{p(f)p(q|f)}{p(q)},
\]

where \( p(f) \) is a (subjective) prior belief about that underlying phenomenon and is injected to our observations along with the likelihood \( p(q|f) \), which is usually much easier to handle than the direct \( p(f|q) \). The estimation of \( f \) can then be formulated as:

\[
f = \arg \max_f p(f|q) = \arg \max_f \frac{p(f)p(q|f)}{p(q)}.
\]

We next try to elaborate on these two components of the Bayesian framework through a very generalist and non-exhaustive narrative of signal modeling literature.
2.1 Bayesian framework

2.1.1 Observation setups

The first component of the Bayesian framework is trying to integrate the evidence provided by the observed data into the problem objective, which requires to somehow take into account the observation setup. For example, for the inverse problems to estimate \( f \) from the degraded observation with known stochastic model \( q = f + p \), where \( p \) is a white additive Gaussian noise, the desired \( f \) is bounded to the observation with \( \ell_2 \) penalty, i.e., \( ||f - q||^2_2 \).

This, however, should be set up, in view of the second element, i.e., the prior, as well. For example in single image denoising, where a prior about the desired image, e.g., sparsity under some bases is to be imposed into the formulation, it might not be applicable to use full-frame high-dimensional image directly. Instead, the image is divided into rectangular divisions, known as patches, and the data fidelity term \( ||f - q||^2_2 \), as well as the prior are added to the ensemble of patches.

Other than computational constraints, where working directly with high-dimensional images may not be feasible, an important reason behind the patch-wise division of images is due to the need for an ensemble of training samples for some methods. While a full-frame image can be interpreted as a single vector in \( \mathbb{R}^n \), it can be divided into \( p \) patches in \( \mathbb{R}^{n_p} \). This way, it becomes possible to train a dictionary on these \( p \) samples or to form the notion of similarity between these patches. This division, however, breaks the global structure of the image and implies a trade-off as whether to keep the global structure, or to have more training samples. This trade-off is characterized by the size of the patches and the stride of the overlap between them.

2.1.2 Priors

For a very broad range of data and signal sources, there are certain structures and priors more or less valid universally. These structures demonstrate themselves in certain ways, e.g.: intrinsic dimension being much less than the ambient dimension, low-entropy nature of signals, inter- and intra-correlations and similarities across signal dimensions and signal realizations, data being spread mostly on some manifold rather than filling the entire space, sparsity of representation under some bases, low-rankedness of the stacked representation, smoothness of neighboring pixel values and still several more.

While these priors are related in essence and are somehow different manifestations of the same underlying concept, the way they are imposed on the problem formulation and how it changes the optimization procedure makes the algorithms very different. In fact, within the Bayesian framework, rather than the observation component, most of the differences between methods arise from the way they impose priors.

We next provide an intuitive argument and point out different characteristics that make different priors suitable for different regimes of data availability.
2.1.2.1 Priors and sample complexity

Prior beliefs are highly subjective. They are enforced to the problem formulation based on the knowledge of the designer from that domain and some mathematical convenience needed to actually solve the problem. But how do they influence the quality of the solution?

One significantly important aspect of this question regards the priors and their required sample complexity. This can be studied through the asymptotic consensus theorem:

Consider two different priors $p_1(f)$ and $p_2(f)$. Assuming they agree on the set of possible values for $f$, i.e., $\{f : p_1(f) > 0\} = \{f : p_2(f) > 0\}$, in the asymptotic case when the number of training samples $N$ is unlimited, we have that:

$$\lim_{N \to \infty} p_1(f|q) = \lim_{N \to \infty} p_2(f|q).$$

So given enough samples, a “good prior” and a “bad prior” will converge to the same posterior in the end. But what if the amount of training samples is limited? Obviously the good prior here is the one that achieves a better posterior with less amount of data. This may require different factors, e.g., the mathematical optimization routine involved and how easily it can be solved, the interpretability of the prior, amenability to analysis, or some other factors.

Now what if the set of possible values of the two priors are different? In particular, assume that $\{f : p_1(f) > 0\} \in \{f : p_2(f) > 0\}$, i.e., the prior $p_1$ is more specific than $p_2$ which does not limit the space of possibilities. From the other hand, assume that $p_1$ has very convenient optimization solution and is more straightforward and intuitive for analysis.

Furthermore, assume that the set of “true answers” $f^*$ (for some application) overlaps to some reasonable extent with the domain of $p_1$, i.e., $f^* \cup \{f : p_1(f) > 0\} \neq \emptyset$, but is entirely contained in the domain of $p_2$, i.e., $f^* \in \{f : p_2(f) > 0\}$.

Then which of the $p_1$ or $p_2$ is the good prior? The answer, in fact, depends on the application and the underlying setup. In case the training data is limited, perhaps the prior $p_1$ can achieve some mediocre answer quickly while $p_2$ may not be able to achieve any good-enough answer. From the other hand, when training data is abundant and the computational resources are cheap, prior $p_2$ achieves very good answers in the end, while $p_1$ is stuck with the same mediocre answer.

The above (informal) reasoning is, in fact, the underlying explanation for the behavior of many algorithms in practice. Simpler and more specific priors give rise to interpretable results with rigorous solutions and probabilistic performance guarantees, as well as convergence analyses. However, their simplicity might be too limiting in some cases, leading to only mediocre solutions in practice. For example, it might be too restricting to expect that all data samples are exactly sparse under some over-complete dictionary.

From the other hand, less specific, off-the-shelf and very high-capacity prior models resist interpretation and rigorous analyses. However, given a large training set, good computational
resources and using a lot of practical know-how, they can outperform the first group in some cases, sometimes significantly.

Roughly speaking, the first group of priors has been common mostly in classical signal processing, while the second group is practiced during the last several years and most notably in machine learning and deep learning communities and they managed to attract much attention.

Following this reasoning and by a very rough division, we categorize prior models to two families: The basic models in section 2.2, and the composite models in section 2.3.

2.2 Basic models

Within the last three or four decades, many attempts to model signals and images within the signal processing community can roughly be divided into 2 basic categories, namely the “synthesis models” and the “analysis models”\(^1\). These models have their own advantages and shortcomings and their popularities have changed during the decades.

Synthesis models try to synthesis signals from a (perhaps sparse) combination of basis vectors while analysis models analyze the behavior of signals in some projected domains.

Let us take the case of image restoration problem\(^2\) and see how these two models approach this problem:

- **General degradation model\(^3\)** which encapsulates a lot of different applications can be formulated as the following:\(^4\)

\[
Q = T[F] + P, \tag{2.1}
\]

where \(F \in \mathbb{R}^n\) is the original signal, \(T[\cdot]: \mathbb{R}^n \to \mathbb{R}^l\) is a (usually) known degradation operation, \(P \sim \mathcal{N}(0, \sigma_P^2 I)\) is an additive random perturbation which is assumed to realize \(i.i.d.\) noise and \(Q \in \mathbb{R}^l\) realizes the observed degraded signal.

\(^1\) Although highly related to these two models, a third category can be considered as an important basic model. This is the category of “low-rank” models, which we do not allude to in this thesis. We refer the interested reader to a useful recent review on this topic in [3].

\(^2\) Although lesser of our attention in this thesis, this problem is perhaps more intuitive for such general treatment.

\(^3\) A notation remark: In the literature of signal processing, it is very common to use \(Y\) as a random vector describing the degraded signal and \(X\) as the desired signal (or vice-versa). However, to be coherent with the rest of the thesis, instead, we use \(Q\) and \(F\) for this purpose and use \(Y\) and \(X\) as their coded representations, respectively.

\(^4\) A recent interesting exception is the “image rendition” [4] problem, where the degradation is assumed to be a black-box rather than an explicit model.
The inverse problem to recover \( F \) from the observed \( Q \) is formulated within the Bayesian Maximum A Posteriori (MAP) estimation as:

\[
\hat{f} = \arg\max_f \: p(f|q) = \arg\max_f \: \frac{p(q|f)p(f)}{p(q)} \\
= \arg\max_f \: \log p(q|f) + \log p(f),
\]

(2.2)

where, \( p(q) \) (a.k.a. the evidence) is assumed to be fixed\(^5\), \( \log p(q|f) \) is the log-likelihood serving as the data-fidelity which reduces to the \( \ell_2 \) norm in our setup, and \( \log p(f) \) is the prior information about the data.

Let us next see how different methods model the prior.

### 2.2.1 Synthesis model

Synthesis model assumes that random signal \( F \) is synthesized from the column-space of dictionary or codebook \( C \in \mathbb{R}^m \times \mathbb{R}^n \) using the code vector \( X \), i.e., \( F \simeq CX \). When using such a construction, a general Boltzmann-like\(^6\) probability distribution can be assumed for \( F \), as the following:

\[
p(f) = \begin{cases} 
\kappa \exp[-\tau \|x(f)\|_p^q] & \text{if } f \in \text{col}(C) \\
0 & \text{otherwise},
\end{cases}
\]

(2.3)

where \( x(f) \) is the appropriate code to synthesize a realization \( f \), \( \tau \) and \( \kappa \) are constants, \( \| \cdot \|_p^q \) is based on the \( \ell_p \)-norm and can be interpreted as an energy functional and \( \text{col}(C) \) designates the column-space of \( C \).

Based on this setup, the MAP-estimation procedure applied to the general restoration problem described in Eq. 2.1 is derived as:

\[
\hat{f} = \arg\max_f \: \log p(q|f) + \log p(f) \\
= C \cdot \arg\min_x \left[ \|q - T(Cx)\|_2^2 + \mu \|x\|_p^q \right],
\]

(2.4)

where we used the Bayes rule, monotonicity of the \( \log(\cdot) \) function, and took into account the Gaussianity of noise in the degradation, the synthesis model and the prior Eq. 2.3.

Let us take a particular case of Eq. 2.3 as prior, which is when \( p = 0 \) and \( q = 1 \). The pseudo-norm \( \ell_0 \) in \( \|x\|_0 \) counts the number of non-zeros of \( x \). In fact, this particular case is

---

\(^5\)Note that this assumption makes the MAP only a point-wise estimation of the posterior. In the machine learning literature, sometimes the Bayesian estimation may involve the estimation of the full posterior (by calculating \( p(q) = \int p(q, f)df \)), and then MAP may not be considered exactly as a fully Bayesian approach. In this thesis, however, as is also common in the signal processing literature, we regard MAP as Bayesian, since it anyway merges prior with observations.

\(^6\)This is motivated by the maximum entropy principle and the fact that the family of Boltzmann distributions possesses several such properties.
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conceptually very important since $\ell_0$ norm quantifies the sparsity of $x$. In fact, sparsity and parsimonious representations are of fundamental significance in signal modeling.

Setting the degradation as the special case $q = f + p$, the MAP estimation problem to find the code $x$ becomes:

$$\hat{x} = \arg\min_x ||q - Cx||_2^2 + \mu ||x||_0,$$

which is referred to as the “sparse coding problem”, an active field of research in the late 1990’s and the 2000’s.

If $C$ is a square matrix whose columns are linearly independent (or equivalently its rank is complete), basic linear algebra tells us that any vector $f \in \mathbb{R}^n$ can be exactly described under $C$. However, this does not provide interesting solutions, i.e., sparse representation and learning is not feasible in this case since it does not guarantee sparse description of $f$ under $C$.

In order for $x$ to be sparse, informally speaking, the dictionary should resonate well with the signal. For example, the DCT matrix produces sparse representation for periodic signals since its basis vectors are cosine waves with varied frequencies. However, in more realistic cases, where $f$ is more complicated than that, the choice of orthonormal DCT as the dictionary does not provide both sparse and accurate representations.

Therefore, the only way to have a sparse representation under a synthesis model that is accurate enough in terms of approximation is to have $C$ as an over-complete matrix (that moreover resonates well with $f$).

This, however, brings many challenges and is the main theme of thousands of research papers during two to three decades. In order to realize a bit of such challenges, notice that solving Eq. 2.5 by restricting the sparsity to $||x||_0 = k$ will amount to $\binom{m}{k}$ possibilities, only to determine the position of non-zeros of $x$. This problem, as is, is shown to be NP-hard due to its combinatorial nature.

Next, let us see how this problem is approached in the literature.

2.2.1.1 Sparse coding algorithms

Motivated by the potential applications that it can serve, e.g., in compressive sensing, medical tomography, seismic signal processing, neuroscience, and dictionary learning, along with its theoretical elegance, this problem has attracted much attention within engineering and applied math.

Without any attempt to be exhaustive, here we mention some of the key approaches to this problem.

A group of methods relaxes the original $\ell_0$ pseudo-norm in Eq. 2.5 with the convex $\ell_1$ norm. This relaxed version of the problem, a.k.a., the basis-pursuit problem, has an important advantage that it is now a convex program. This means that it can be solved for
global optimum with polynomial complexity. So thanks to the $\ell_1$ term, the whole problem can be cast as a linear program and solved using interior-point methods.

How much is the relaxed problem related to the original problem? It has been shown in several works, e.g., [5] that for very low sparsity values, the basis-pursuit problem is equivalent to the original sparse coding problem.

A limiting difficulty with these methods, however, is due to the complexity of the optimization procedure. In the case of linear programming, e.g., thousands of constraints with millions of variables are involved to solve a medium-size problem. This limits their application to low-dimensional problems.

A group of methods follows the greedy approach. The idea is to abandon the exhaustive search for the best solution for some locally optimal solutions. While many variants are possible, a notable example is the OMP [6] that iteratively improves the estimate of the signal by choosing the column of $C$ that has the highest correlation with the residual.

These methods are widely used, yet their performance is limited. In fact, their performance guarantees are very pessimistic and limited to low sparsities. Moreover, they are not successful for high-dimensional applications.

An important family of methods iterates by applying hard or soft thresholding functions on top of a set of basic algebraic operations. These are the instances of the famous proximal methods in optimization, where, despite their easy structure consisting of the repetition of basic operations, they are very successful in practice. In fact, when it comes to high-dimensional problems, these methods are of significant importance.

A basic intuition behind these algorithms is to iteratively move towards the direction of the gradient of the observation term, while at each step a thresholding operator is applied to satisfy the sparsity-based prior. In the case of $\ell_0$-based sparsity, the sparsifying operator is the hard-thresholding function $\psi_\lambda(\cdot)$, and in the case of $\ell_1$-based sparsity, the soft-thresholding function $\eta_\lambda(\cdot)$ is applied. Notable examples of this family are the IHT [7] algorithm and the ISTA [8], the basic forms of which are depicted in the iterative procedures in Eq. 2.6a and Eq. 2.6b, respectively:

$$x^{(t+1)} = \psi_\lambda \left( x^{(t)} + C^T \left[ q - C x^{(t)} \right] \right),$$  
(2.6a)

$$x^{(t+1)} = \eta_\lambda \left( x^{(t)} + C^T \left[ q - C x^{(t)} \right] \right).$$  
(2.6b)

Without going into further details of this interesting topic, we direct the reader to useful resources like [9–11].

### 2.2.1.2 Dictionary learning

The promise of synthesis-based Bayesian estimation of Eq. 2.4 was based on the availability of a good dictionary $C$. For example, in the important case of $\ell_0$-based optimization of Eq.
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2.5, an accurate and sparse solution can be achieved if the (perhaps over-complete) dictionary $C$ resonates well with $f$.

Apart from the famous orthogonal alternatives like the DCT, DFT, and DWT, several attempts have targeted the design of good over-complete dictionaries, e.g., the Curvelets [12] or the Contourlets [13] that design dictionaries that can better capture the statistical properties of natural images.

While this is an important step towards a better approximation of natural images, a more radical solution is to learn the dictionary entirely from the data. So while for every $f_i$ a sparse representation is sought, the collection of the data samples, say a matrix $F = [f_1, \cdots, f_N]$ is used to train dictionaries.

To see this idea, let us relax the problem of restoration to the special case of approximation (i.e., putting $q = f$ in Eq. 2.1). The joint optimization of the dictionary, as well as the sparse coding problem can be formulated as:

$$\min_{C, X} \frac{1}{2} \sum_{i=1}^{N} ||F - CX||^2_F$$

subject to

$$||x_i||_0 \leq k, \quad \text{for } i = 1, \cdots, N,$$

(2.7)

where the code vectors $x_i$’s (corresponding to $f_i$’s) are gathered in $X = [x_1, \cdots, x_N]$

Eq. 2.7 is referred to as sparse (synthesis) dictionary learning problem and, after the success of the sparse coding problem, has been an active field of research, particularly since mid-2000’s.

A notable example of this line of work is the K-SVD algorithm [14], which has been very successful. While the formulation of Eq. 2.7 is the generalization of the famous K-means algorithm that we will encounter later in Eq. 3.7, the solution of K-SVD bears some similarity with that of K-means by replacing the code update step with a sparse coding algorithm like the OMP and the codebook update step with the Singular Value Decomposition (SVD).

Now that we have seen a glimpse of the basic synthesis prior models, let us next consider the other alternative, i.e., the analysis prior model.

2.2.2 Analysis model

While the synthesis model “synthesizes” the signal using columns of a dictionary, analysis model “analyses” the data within a projection domain, i.e., $\tilde{f} = Af$, where $A \in \mathbb{R}^{m \times n}$ is a projection matrix. Examples of $A$ are derivative-based operators like the Laplacian to encourage smoothness (e.g., as in the Total Variation [15] approach), or wavelet-based projection whose rows contain spatial derivatives of varying scale.

A general Boltzman-like distribution can then be assumed for $f$ as:

$$p(f) = \kappa \exp[-\tau ||Af||^2_p],$$

(2.8)
which assigns higher probability to e.g., smooth images.

Based on this analysis prior, the MAP estimation then becomes:

$$\hat{f} = \arg\min_{f} ||q - T[f]||^2_2 + \mu||Af||_p^p$$  \hfill (2.9)

An important special case is then in the sparse encoding of $f$ and reduces as:

$$x = \arg\min_{x} ||Af - x||^2_2$$

s.t. $||x||_0 = k$.  \hfill (2.10)

Eq. 2.10, however, unlike its synthesis counterpart of Eq. 2.5 is solved very easily and in closed-form as:

$$x^* = \psi_\lambda(Af),$$  \hfill (2.11)

for which the hard-thresholding function of Eq. 1.2 chooses its threshold $\lambda$ such that $||x||_0 = k$.

In general, thresholding signal in the projected domain using data-independent and analytical transforms is one of the most classical and successful practices in signal processing. Although their popularity was under-shadowed by learning-based synthesis dictionary learning for some time, there was a resurgence of analysis models in the 2010’s, but this time using data-adaptive projections as we describe next.

### 2.2.2.1 Transform learning

Following the success of synthesis-based dictionary learning, the idea of going beyond analytically-generated transforms by adapting them to the data appeared, also for the analysis model.

So, given a stack of data-points $F = [f_1, \cdots, f_N]$, the sparsifying transform learning problem can be posed as:

$$\min_{A,X} \frac{1}{2Nn}||AF - X||^2_F$$

s.t. $||x_i||_0 \leq k,$

for $i = 1, \cdots, N,$  \hfill (2.12)

where the codes are stacked as $X = [x_1, \cdots, x_N]$.

An early attempt to pose such kind of problems was in [16], where the authors considered the noiseless case.

An important work was in [17, 18], where they introduced the penalty:

$$\Omega(A): - \mu_1 \log \det A + \mu_2 ||A||^2_F,$$
to regularize the square transform for full-rank and better-conditioned solutions (as a less restrictive alternative to positive definite matrices), and avoid trivial solutions like repeated rows. They then proposed a conjugate gradient-based algorithm and showed that it outperforms image denoising using K-SVD while being much faster.

This line of work is then extended, e.g., in [19, 20] by proposing a closed-form solution (after slightly changing the objective function), or in [21] by extending the concept to over-complete transforms.

2.2.3 Synthesis versus analysis priors

Now that we have reviewed the two basic prior models, a natural question arises as to how do these models compare. While they have been shown to be related, and even equivalent under some (restricting) conditions, there is no clear answer to this question in general terms. A useful work shedding light to the relation between analysis and synthesis priors is [22], which leaves the general answer as open.

So finally which of these two basic prior models do we choose? The choice is very subjective and should be decided depending on the setup and the application at hand.

In this thesis, we build on top of both of these models and adapt them to our general objective of having compressed and discrete representations. While we do not give a decisive answer to this question, we point out that the analysis model is more compatible with neural network architectures for which excellent practical knowledge has been built during the last several years. Therefore, when it comes to building composite models out of basic ones, we tend to be more in favor of analysis models, since they can benefit from back-propagation.\(^7\)

2.3 Composite models

Not all efforts to address our problems of interest follow the structures we have seen in the previous section. In fact, some of the state-of-the-art results reported during the last several years deviate from the category of basic synthesis or analysis models. These models can be considered as composite structures made up of basic ones, and for which the inference procedure is more involved.

As discussed earlier in section 2.1.2.1, it is expected that more complex priors lift the limitations of basic ones by providing a richer space of parameters. On the other hand, their required sample complexity is not minimal, moreover, their analysis and interpretation is not straightforward.

In section 2.3.1, we make an effort to understand these models by decomposing them into simpler parts. Then in section 2.3.2, without making the effort to provide a structured

\(^7\)On the other hand, one can argue that synthesis models are more compatible with Expectation-Maximization framework and can benefit from EM-like solutions.
review, we recount some highlights from the literature, and in particular, the application of complex models to solve inverse problems.

2.3.1 Decomposition of priors

Priors need not be limited to the basic forms we saw in the previous section. For example, the image distribution may be different from the Boltzmann-like distribution of Eq. 2.8, or may be composed in a different way, perhaps from some simpler elements.

This can consist of different levels of interaction with the data and conditioning on the results of the previous stages or conditioning on different parameter sets. While it is not straightforward to model the structure of such composite priors in general, let us next see a very abstract way to explain this.

Denote the set of parameters of the model as $\theta \in \Theta$. For example, the analysis prior of Eq. 2.8 was parametrized by the projection $A$, or the synthesis model of Eq. 2.3 was parametrized by the dictionary $C$. So, for both models, we can decompose the prior symbolically as $p(f; \theta)$.8

One can think of going beyond this rigid prior and think of composite models. For example, we can consider an $L$-stage decomposition of the prior, where each stage is conditioned on previous stages of prior modeling as:

$$p(f; \theta) = p(f^{[0]}; \theta^{[1]})p(f^{[1]}|f^{[0]}, \theta^{[1]}; \theta^{[2]}) \cdots p(f^{[L-1]}|f^{[L-2]}, \ldots, f^{[0]}, \theta^{[L-1]}; \ldots, \theta^{[1]}, \theta^{[L]})$$

where $f^{[0]} = f$ is the given data, and $f^{[1]}, \ldots, f^{[L-1]}$ are the inputs to the second to the last stages of processing. These layers are parameterized each by the parameter sets $\theta^{[1]}, \ldots, \theta^{[L]}$, respectively.

This is a very general and intricate decomposition for the priors that may lead to over-complicated structures. Simplifications should be imposed by relaxing the conditioning within the layers.

One possible simplification can be considered by assuming a sort of Markovian assumption. This leads to the decomposition of the prior as:

$$p(f; \theta) = p(f^{[0]}; \theta^{[1]})p(f^{[1]}|f^{[0]}, \theta^{[1]}; \theta^{[2]}) \cdots p(f^{[L-1]}|f^{[L-2]}; \theta^{[L]})$$  \hspace{1cm} (2.13)

which can be realized in various ways as we see next.

8When learning these parameters, these models are referred to as parametric models in the statistical machine learning literature since they have a clear parameter set. This is in contrast with non-parametric models whose parameter set can adapt to the data. However, we prefer not to use this terminology here and do not make an explicit distinction between them, as they happen to be vague for some cases.
Feed-forward neural networks

A prominent instance of the prior decomposition of Eq. 2.13 is the family of feed-forward neural networks. These networks are characterized as:

\[
\begin{align*}
     f[1] &= \sigma[1](A[1]f[0] + b[1]), \\
     &\vdots \\
     f[L] &= \sigma[L](A[L]f[L-1] + b[L]),
\end{align*}
\]

(2.14)

where \( A[1], \ldots, A[L] \) are projection matrices for the first to the last layers, \( b[1], \ldots, b[L] \) are bias vectors, and \( \sigma[1](\cdot), \ldots, \sigma[L](\cdot) \) are non-linear but differentiable functions applied to the projections, respectively.

These networks are trained by first forming a cost function composed of \( f[L] \) and, perhaps a set of labels in supervised scenarios, or \( f[0] \) in unsupervised cases and in autoencoder networks, along with optional regularization consisting of norms on the projection matrices. The cost function is then minimized usually using variants of gradient descent by differentiating w.r.t. the parameters of the network, i.e., \( A[1], \ldots, A[L] \) and \( b[1], \ldots, b[L] \). The differentiation is performed using the back-propagation technique which is perhaps the most important element behind the success of neural networks. This is essentially the chain rule in multivariate calculus which is applicable, thanks to the structure of the prior in Eq. 2.13.

The configuration of the network is very flexible. Depending on the choice of the projection matrices and the non-linearities, the feed-forward structure can take different forms. For example, \( A[l] \), can be an unstructured matrix, which leads to the so-called perceptron layer, or cyclic convolution matrix, which leads to a convolutional layer.

The non-linearities also play crucial roles in the network. Famous choices for \( \sigma(\cdot) \) are the sigmoid, tanh and Re-Lu functions.

Residual networks

As the number of layers increases, training of feed-forward networks becomes increasingly involved. This is due to a set of factors leading to the vanishing (or exploding) gradient phenomenon. A remedy was proposed in [23] by introducing the so-called skip-connections that, along with the output of layer \( l \), redirects the output of layer \( l - 1 \) to the input of layer \( l + 1 \) of the network. This is equivalent to relaxing the Markovian simplification of Eq. 2.14 to conditioning on the outputs of other layers, apart from the previous layer.

This evolution has been very successful and made the training of networks with many layers feasible.

The literature of neural networks and deep learning is filled with different recipes and practical insights on how to better train these complex learning machines. This is because of their
very complicated structure for which there does not exist enough theoretical understanding and explanation.

This field has received an unprecedented amount of attention from academia and industry. So the research and practice in this field has explosively expanded during the last decade. We refer the reader to [24] that reviews the key achievements in this field.

2.3.2 Literature review

In section 2.2, we have seen the basic formulation of MAP estimation and how the basic prior models can be added to the objective function, e.g., as in Eq. 2.4 or Eq. 2.9.

For the composite models, on the other hand, this can be done in many different ways. Since these models are very flexible, and also the fact that they can benefit more from the availability of data than the basic models, one can consider many different scenarios.

Denote the equivalent network architecture of Eq. 2.14 as $f^{[L]} = N_{\theta}(f^{[0]})$, where $N_{\theta}(\cdot)$ is a network with parameters symbolized as $\theta$. One can generate a large number of degraded-clean pairs of images and learn to map the degraded images to clean ones by learning a network $f = N_{\theta}(q)$ on the training pairs. This, however, needs to learn one network for any degradation level. Attempts to learn one network for all degradations requires learning very complex networks. One such effort is in [25], where they train a 30-layer network to learn to denoise several contamination levels, simultaneously. Another effort is in [26], where they train a very complex model consisting of 80 layers with memory units.

Another possibility is to train $\hat{q} = N_{\theta_1}(q)$ on the set of degraded images and then train $\hat{f} = N_{\theta_2}(f)$ on the set of clean images. A third network can then be learned to map the set of parameter pairs $\theta_1$ and $\theta_2$, i.e., $\theta_2 = N_{\theta_3}(\theta_1)$. An example of such effort is in [27] and for the task of single-image super-resolution.

One other possibility is to learn the network parameters $\theta$ on a large set of clean images, e.g., using an autoencoder network, i.e., a network trained with reconstruction distortion as cost function, and use the trained $\hat{f} = N_{\theta}(f)$ as the prior term $p(f; \theta)$ in Eq. 2.2. Examples of these efforts can be found in [28, 29].

Another very interesting line of work tries to benefit from the learning capabilities of composite models in enriching the solution of the basic models. The idea is to take the solution structure of basic models and implement it using a neural network. The parameters of the model are trained using input-output pairs provided from the basic model. This is done using the idea of “unfolding”, which expands the iterative solutions in several iteration steps. Notable examples of this line of work are in [30] that unfolds the solution of ISTA of Eq. 2.6b into several time-steps, and in [31] that unfolds the IHT of Eq. 2.6a and solves it with a neural network, lifting some limitations of IHT w.r.t. dictionary coherence.

The recent work of [32] reveals a very interesting fact about neural structures used in image processing. They show that, contrary to the common understanding, the success of
these structures and in particular convolutional networks, is not due solely to their ability to train useful priors from the data, but also from the structure itself. In other words, the structure itself is a very powerful prior, even when not trained on large collections of images. After all, these structures have been evolving constantly over the years and it already resonates with the data very well. They then show that operating on a single image, the network prior can solve a range of inverse problems.

2.4 This thesis: the general picture

Now that we have seen some ideas on signal modeling from the literature, we should also mention the strategies of this thesis regarding the choice of the priors. So among the basic models and composite models, which ones do we choose to serve our applications?

2.4.1 Basic vs. composite models

Let us first review some of our understandings of these models in comparison to each other. In general, basic models are minimal in terms of sample complexity while composite models require more samples, sometimes much more than necessary. This is further related to the computational complexity, at least during the training phase, which can be very exaggeratedly high for certain complex models. However, even in the most modern setups, one can always consider applications, where samples are not abundant or computational resources are scarce, or when quick decisions should be made, perhaps since the data statistics is rapidly changing. Therefore, this is a shortcoming in general for the complex models.

On the other hand, however, composite models have shown to be capable of benefiting from the presence of larger amounts of data. It has been observed in multiple tasks that incorporating million-scale data into learning can noticeably boost the performance of complex models w.r.t., say thousand-scale data. Basic models, however, may saturate in performance at a much lower regime, which, in many cases, is considered as a serious and limiting disadvantage.

Moreover, composite models are very flexible and can be incorporated in many different setups, some of which we have mentioned in section 2.3.2. In general, one can decompose the whole learning or inference task at hand into many smaller components, each of which conditioned on some others and try to learn the components using an appropriate neural network structure.

Our strategy

Reviewing different ideas from the literature and seeing different instances of both of these extremes, we can come into an important conclusion:
Although it is expected, ideally, that there should exist a spectrum of different choices in the ground of models between being basic and composite, this, however, is not exactly the case. In fact, the literature seems to be quite disjoint and these two families do not seem to be able to benefit from one another using well-established ways.

For example, while within the signal processing literature, the concept of sparsity is very well established and whose importance is very well investigated and proven, deep learning does not seem to benefit from this concept as much. In fact, most important results within deep learning are achieved with models without sparsity or related structures like low-rankedness. Similarly, a lot of the key achievements from deep learning do not seem to be transferable to the domain of sparse representations.

This thesis, of course within the limitations of its scope, makes some effort to try to somehow bridge this gap.\footnote{We should also mention some efforts with similar objectives from the literature, e.g., [33, 34].} We aim at using basic models initially, and then building on top of them gradually as there appear more samples and computational resources. This way, ideally, we transfer all the insights of the basic models to their composite versions while benefiting from the high capacity of composite models and the well-established techniques to train them.

We pursue this strategy through the framework of successive refinement from information theory, as we briefly point out next.

2.4.2 The successive refinement framework as a prior model

Other than the feed-forward model of Eq. 2.14, the prior decomposition of Eq. 2.13 can be instantiated in other ways. One particular such possibility is the residual structure summarized as:

\[
\begin{align*}
    f^{[1]} &= f^{[0]} - Q^{[1]}^{-1}[Q^{[1]}[f^{[0]}]], \\
    &\vdots \\
    f^{[L]} &= f^{[L-1]} - Q^{[L]}^{-1}[Q^{[L]}[f^{[L-1]}]],
\end{align*}
\]

(2.15)

where \(Q^{[l]}[\cdot]\) and \(Q^{[l]}^{-1}[\cdot]\) are the encoder and the decoder of the layer \(l\), respectively.\footnote{Notice that this structure is different from the Residual Network framework of [23], in several ways.}

This, in fact, is a foundational skeleton for composite models that we develop throughout this thesis and whose idea comes from the framework of successive refinement from information theory. While the building-block of encoder-decoder pairs that we use will be developed in chapter 3, the concept of successive refinement, as well as the residual structure above will be clarified in chapter 4.

As an intuitive explanation, our general assumption behind the adoption of this prior is that the data, however complicated in its internal statistical structure or its underlying manifold, can be explained in several layers of processing, where each layer describes the
2.5 Conclusions

In this chapter, we reviewed some fundamental concepts from signal and image modeling and provided several important instances of the existing solutions from the literature.

We framed all attempts under the Bayesian framework that tries to systematically merge two sources of knowledge: the data and the prior.

While the data can be incorporated to the Bayesian objective in various ways, we saw that most variations that differentiate between algorithms come from the way the prior knowledge is incorporated into the formulation and its consequences on how the solution is actually achieved through mathematical optimization.

We argued that the choice of the prior directly influences the quality of the solution w.r.t. the training samples available. In particular, we noticed that methods from the literature can roughly be divided into two broad categories: the basic and the composite models, as we termed them. While the basic models are more intuitive to understand and analyze, faster to train and perhaps require less number of samples, the composite models, on the other hand, can benefit from the availability of larger amounts of training data and can provide with better solutions under this regime.

Basic models are more common in signal processing communities and can roughly be divided into two families of synthesis and analysis priors. While each of them has their own particularities, excellent theoretical treatments already exist for both. On the other hand, the composite models have developed rather within the machine learning and deep learning communities. This has provided us with excellent practical know-how leading to an advanced technology capable of achieving auspicious results.

We observed, however, that there does exist a noticeable gap between the two. In particular, we do not seem to be able to develop composite models by building on top of the basic ones in a systematic way. In fact, the performance of basic models seems to have somehow saturated, while our understanding of composite models seems to be only practical.

This thesis adopts its strategy for signal modeling as trying to develop composite models by repeatedly invoking basic ones. We realize this idea using the additive residual structure which is rooted in the concept of successive refinement of information. We pursue this idea in the next part of the thesis.
Part II

Algorithms
Chapter 3

Single-layer architectures

In chapter 2, we saw a general literature overview of signal modeling and how for a broad variety of tasks, similar ideas for signal decomposition and prior modeling can be framed under the Bayesian paradigm. We further sketched a general picture of the strategies of this thesis in using priors and how they relate to the considered literature.

In this chapter, we first conceptualize a general framework in section 3.1 to encompass most of the objectives and ideas followed in this thesis. Later in the third part of the thesis, the different flavors of these ideas show up when addressing several applications. Inspired by signal processing literature, we next pursue the solutions to these general problems by making them more concrete within two general strategies, the synthesis and the analysis prior models. Our synthesis model treatment leads us to the Variance-Regularized K-means (VR-Kmeans) algorithm in section 3.2 and our analysis formulation leads to the Sparse Ternary Codes (STC) of section 3.3. We start the development of these algorithms by assuming an underlying probability distribution for the data. We then lift these assumptions and gradually shift to more data-dependent solutions.

While the algorithms developed in this chapter follow a structure that we refer to as a “single-layer architecture”, we will see their limitations and make them more intricate and powerful in chapter 4, where we discuss “multi-layer architectures”.

3.1 General objective: encoder-decoder pair

For a lot of purposes relevant to this thesis, it can be very useful to encapsulate different objectives under the “encoder-decoder” split. This is defined as follows:

Consider an encoder \( Q[\cdot] : \mathbb{R}^n \to \mathcal{X}^m \) that assigns a code \( x = Q[f] \) to a vector \( f \in \mathbb{R}^n \). The idea is to limit the entropy of representation from \( \mathbb{R}^n \) to a lower-entropic space \( \mathcal{X}^m \), which is not necessarily a Hilbert space, perhaps for some coding or mapping efficiency. Furthermore, for some applications, we might be interested in efficiently storing and indexing this representation in memory. Therefore, we may also choose a discretized alphabet for \( x \).
For this basic setup, a general optimization objective would be to minimize some cost function $c(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R}$, that measures the deviation of the data w.r.t. some (perturbed) observation $q$ as:

$$\minimize_{Q[\cdot]} c(f, q)$$

s.t. $\Omega\{x\}$,

$$\Omega\{Q[\cdot]\}$$,  \hspace{1cm} (3.1)

where $\Omega\{x\}$ and $\Omega\{Q[\cdot]\}$ represent a set of constraints on the code and the encoder respectively.

Given the code $x$, for a certain set of tasks like compression, we are interested in reconstructing the original $f$, either exactly or approximatively. Therefore, we define accordingly a decoder $Q^{-1}[\cdot] : \mathcal{X}^m \rightarrow \mathbb{R}^n$ that reconstructs $f$ by decoding $x$, denoted as $\hat{f} = Q^{-1}[x]$.

We may then focus on the quality of reconstruction within a trade-off with a set of constraints $\Omega\{Q[\cdot], Q^{-1}[\cdot]\}$ on both the encoder and decoder. This idea can be formalized as:

$$\minimize_{Q[\cdot], Q^{-1}[\cdot]} d_E(f, \hat{f})$$

s.t. $\Omega\{x\}$,

$$\Omega\{Q[\cdot], Q^{-1}[\cdot]\}$$,  \hspace{1cm} (3.2)

where $d_E$ is the Euclidean distortion measure between two vectors $f$ and $\hat{f}$, and is defined as:

$$d_E(f, \hat{f}) \triangleq \frac{1}{n} ||f - \hat{f}||_2^2,$$  \hspace{1cm} (3.3)

and whose expected value is a fundamental property of an encoding and is referred to as the distortion, which is defined as in Eq. 3.4a, if the distribution is known; or as in Eq. 3.4b, if training samples are available instead:

$$D = \mathbb{E}[d_E(F, \hat{F})].$$  \hspace{1cm} (3.4a)

$$\hat{D} = \frac{1}{N} \sum_{i=1}^{N} d_E(f_i, \hat{f}_i).$$  \hspace{1cm} (3.4b)

$$R = \frac{1}{n} \mathbb{E}[\# \text{ bits used for encoding }].$$  \hspace{1cm} (3.4c)

Depending on the code constraints, i.e., $\Omega\{x\}$, the codes need different number of bits to represent them. In other words, $\Omega\{x\}$ specifies the rate of encoding, another fundamental property of an encoding scheme which is defined as in Eq. 3.4c.

While it is desired to reduce both the rate of encoding, i.e., to have more compact codes, and the distortion of reconstruction, i.e., more fidelity to the data, for any source of information and under any encoding scheme, these are in fact conflicting requirements.
3.2 The Variance-Regularized K-means problem

Therefore, we always encounter a rate-distortion trade-off. A large body of this thesis, as we will see later, will be dedicated to designing encoder-decoder pairs that provide efficient rate-distortion trade-offs under different models.

Let us next consider some instances of Eqs. 3.1 and 3.2 in the following two sections.

3.2 The Variance-Regularized K-means problem

Here we start elaborating on Eq. 3.2 using the synthesis model described in section 2.2.1. We let \( \hat{f} = Cx \), i.e., the vector \( f \) is approximated from the column-space of the codebook \( C \).

We should also specify \( \mathcal{X} \) by putting some constraints on the encoding procedure. So what structure do we impose on the code? We follow the strategy that we mentioned in section 2.4, i.e., keeping the single-layer architecture simple and with low representation power, then compensating using a multi-layer architecture.

So we set \( \Omega \{ x \} : ||x||_0 = ||x||_1 = 1 \), which means that we allow only one column of the codebook \( C \), and with a unit coefficient to approximate \( f \). The problem then becomes:

\[
\begin{align*}
\min_{C, x} & \quad d_E(f, Cx) \\
\text{s.t.} & \quad ||x||_0 = ||x||_1 = 1, \\
& \quad \Omega \{ Q[\cdot] \}.
\end{align*}
\]

Let us first assume that the codebook \( C \) is given. The problem of finding the code \( x \) becomes an extreme case of the sparse coding problem of section 2.2.1, where sparsity is maximal. Fortunately, this extreme case, unlike the general case of NP-hard sparse coding problem, can be solved exactly and easily. In fact, it is very easy to show that finding such \( x \) is equivalent to finding an index \( m' \) from:

\[
m' = \arg\min_{1 \leq m' \leq m} \frac{1}{n} ||f - c_{m'}||_2^2 \\
\text{s.t. } c_{m'} \text{ is a column of } C.
\]

In other words, the activity of the code \( x \) simply happens at the position corresponding to the nearest column of \( C \) to any given \( f \).

We next focus on finding the optimal codebook \( C \) under several different setups.

3.2.1 The K-means algorithm

The simplest instance of Eq. 3.5 is when there is no particular structure imposed on the codebook \( C \). So let us solve this problem using a set of training samples \( F = [f_1, \cdots, f_N] \). The problem can be written as:
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\[
\text{minimize }_{C,X} \quad \frac{1}{2N} \|F - CX\|_F^2 \\
\text{s.t.} \quad \|x_i\|_0 = \|x_i\|_1 = 1, \quad \text{for } i = 1, \ldots, N,
\]

(3.7)

where the code vectors \(x_i\)'s (corresponding to \(f_i\)'s) are gathered as \(X = [x_1, \ldots, x_N]\).

This problem is equivalent to the famous K-means which can be solved by iterating between two steps: i. Fixing \(C\) and updating each \(x_i\) from \(X\) as in Eq. 3.6, and ii. Fixing \(X\) and updating columns of \(C\) by finding the mean of all training samples that fall within the Voronoi cell of any \(c_m\). A simple description of this procedure is detailed in Algorithm 1.

**Algorithm 1 K-means**

**Input:** Training set \(F\), # of codewords \(m\)

**Output:** Codebook \(C\) and codes \(X\)

1. \(C \leftarrow m\) random samples from \(F\).
2. **while** \(\hat{D}\) not converged, **do**
   i. Fix \(C\), update \(X\):
   3. \(X \leftarrow 0_{n \times N}\) \(\triangleright\) Initialize with an all-zero matrix
   4. **for** \(i = 1, \ldots, N\) **do**
   5. \(m' \leftarrow \arg\min_{1 \leq m' \leq m} \|f(i) - c_{m'}\|_2^2\)
   6. \(x_i(m') \leftarrow 1\)
   **end for**
   ii. Fix \(X\), update \(C\):
   8. \(C \leftarrow FX^\dagger\)
   9. \(\hat{D} \leftarrow \frac{1}{nN} \|F - CX\|_F^2\)
   **end while**

The K-means algorithm, although conceptually very simple, is widely used for many applications in vector quantization and clustering. In fact, it is a very successful instance of unsupervised learning based on which further supervised tasks can successfully be addressed, e.g., as in [35, 36].

Despite its success, however, the number of training samples required to provide a good solution might be substantial, particularly at higher dimensions. In fact, K-means is unstructured since it does not impose any constraint on the codebook. That is why we try to address this issue in two complementary ways: First, keeping its single-layer architecture but imposing a useful prior as in section 3.2.3. Second, using a multi-layer structure as we will see later in section 4.2.

In order to see the lack of structure in K-means, we will next draw a probabilistic picture of the basic problem of Eq. 3.5 and discuss the solutions under two different assumptions.
3.2 The Variance-Regularized K-means problem

3.2.2 Probabilistic viewpoint

Instead of approaching the problem of Eq. 3.5 with training samples, let us first study the solution by assuming that the data follows simple but known probability distributions. This will provide useful insights for the evolution of K-means to the VR-Kmeans algorithm.

3.2.2.1 i.i.d. Gaussian sources

We assume first that the data follows simply an i.i.d. Gaussian distribution with variance $\sigma^2$, i.e., $F \sim \mathcal{N}(0, \sigma^2 I_n)$. For this setup, provided that the dimension $n$ is high enough, it is easy to show that the data will be uniformly distributed on the outer shell of an $n$-sphere of radius $\sqrt{n\sigma^2}$, with high probability.\(^1\)

It is then desired to find the optimal codebook $C = [c_1, \cdots, c_m]$ that optimizes Eq. 3.5. The best achievable distortion for this setup is known from its rate-distortion function which was described in section 1.2.1. In particular, from the inverse of Eq. 1.5, we know that the distortion is lower-bounded by $D(R) \geq \sigma^2 2^{-2R}$, for a given rate-budget $R$ which is simply $R = \frac{1}{n} \log_2 m$ for this setup, as was defined in Eq. 3.4c.

Therefore, we can write:

$$D = \frac{1}{n} \mathbb{E} \left[ ||F - C||_2^2 \right] = \sigma^2 2^{-2R} = \sigma^2 \left( m \frac{\pi}{n} \right),$$

where $C$ is a random vector corresponding to the closest column of $C$ to the given $F$. It can be shown that the optimal distribution to generate the codebook columns from is the i.i.d. Gaussian distribution. Thus, we have that $C \sim \mathcal{N}(0, \sigma_C^2 I_n)$ and we only need to find $\sigma_C^2$.

In order for $C$ to be optimal, according to the principle of orthogonality, the residual error $E \triangleq F - C$ should be orthogonal to $C$. Therefore, we have that $||C||_2^2 = ||F||_2^2 - ||E||_2^2$. Therefore, the variance of the distribution from which the codebooks are generated is easily calculated as:

$$\sigma_C^2 = \sigma^2 - \sigma^2 2^{-2R} = \sigma^2 \left( 1 - 2^{-2R} \right).$$

So to summarize, under the above setup and for a fixed rate-budget $R = \frac{1}{n} \log_2 m$, the $m$ columns of $C$ should be generated from $C \sim \mathcal{N}(0, \sigma_C^2 (1 - 2^{-2R}) I_n)$. This provides us with a geometric picture for the optimal codebook. In fact, like the data itself, the codebook columns are also uniformly distributed on the outer shell of an $n$-sphere, but with a smaller radius $\sqrt{n\sigma^2 (1 - 2^{-2R})}$.

\(^1\)To verify this, it suffices to study the behavior of $||F||_2$ in asymptotic.
3.2.2.2 *i.n.i.d.* Gaussian sources

The previous setup might be too restrictive for many practical scenarios. In fact, a much more flexible assumption on the data is the independent but not identically distributed Gaussian case where different dimensions are allowed to have different variances, i.e., $\mathbf{F} \sim \mathcal{N}(\mathbf{0}, \text{diag}([\sigma_1^2, \cdots, \sigma_n^2]^T))$. This can, at least loosely, correspond to a wide range of correlated signals after a whitening stage, where data becomes Gaussian after projection and the variance profile is exponentially decreasing or is sparse.

We also pointed out the rate-distortion behavior of this setup back in section 1.2.1 and mentioned that rate-allocation for this setup should be performed according to the so-called “reverse water-filling” paradigm. In particular, we had that $D_j$, the distortion at dimension $j$ should optimally be assigned according to Eq. 1.8, with $\gamma$ a constant to ensure that $\sum_{j=1}^{n} D_j = D$, for a total distortion level $D$.

Now imagine we want to assign optimal codewords for this setup. Obviously, unlike the *i.i.d.* case, where $\sigma_C^2$ turned out to be the same for all dimensions, the optimal variances should be different. Denote $\sigma_{C_j}^2$ as the variance of the codewords corresponding to dimension $j$. Again due to the principle of orthogonality and also the fact that different dimensions are assumed to be independent from each other, we have that $\sigma_{C_j}^2 = \min[0, \sigma_j^2 - D_j]$. Therefore, according to Eq. 1.8, the optimal assignment of the codeword variances will be a soft-thresholding of $\sigma_j^2$ with $\gamma$:

$$
\sigma_{C_j}^2 = \eta_\gamma(\sigma_j^2) = \begin{cases} 
\sigma_j^2 - \gamma, & \text{if } \sigma_j^2 \geq \gamma \\
0, & \text{if } \sigma_j^2 < \gamma.
\end{cases}
$$

(3.8)

This means that the optimal rate-allocation requires that the dimensions with variances less than $\gamma$ should not be assigned any rate at all. Notice also that for the special case, where $\sigma_j^2 = \sigma^2$ for all dimensions, Eq. 3.8 will correspond to the *i.i.d.* case above.

To summarize, the optimal codewords for the *i.n.i.d.* case should be generated according to $\mathbf{C} \sim \mathcal{N}(\mathbf{0}, \mathbf{S})$, where:

$$
\mathbf{S} \triangleq \text{diag}([\sigma_{C_1}^2, \cdots, \sigma_{C_n}^2]^T),
$$

(3.9)

and $\sigma_{C_j}^2$'s are calculated according to Eq. 3.8.

Finally, the geometric picture for this setup is obviously more general than in the *i.i.d.* case. In fact, while the data is uniformly distributed on the outer shell of an $n$-dimensional ellipsoid, depending on its elongation along different axes, the optimal codebook is distributed on the outer shell of an ellipsoid whose dimension can be smaller than the ambient dimension $n$. In fact, for highly correlated data which correspond to quickly decaying variance profiles, the effective dimensionality is much smaller than the ambient dimension and hence much fewer degrees of freedom should be foreseen in the design of the codebook than the naïve non-structured design.
3.2 The Variance-Regularized K-means problem

3.2.3 The VR-Kmeans algorithm

Now let us focus again on addressing the problem of Eq. 3.5. Our objective here is to impose some structure on the codebook that is more realistic or specific than the K-means algorithm and hopefully can reduce the sample complexity.

Although knowing the exact probability distribution of the data is an unrealistic assumption and in practice we are given only a bunch of training samples, the probabilistic picture sketched in section 3.2.2 can suggest us some useful insights on the design of codebooks. Under those probabilistic assumptions, we saw that the optimal codebook turns out to have a very clear structure. More precisely and for the i.n.i.d. Gaussian data, we saw that for the random codebook $C$:

$$\Omega\{Q[\cdot]\} : C \sim \mathcal{N}(0, S),$$

where $S$ is the optimal covariance matrix of the codebook and is derived from Eqs. 3.9 and 3.8 and $\Omega\{Q[\cdot]\}$ constraint on the encoding procedure within the language of Eq. 3.5.

In practice, however, the i.n.i.d. assumption on the data can only be partially achieved. For example, the PCA algorithm\(^2\) can only de-correlate dimensions which is a much weaker (second-order) sort of independence rather than the full statistical independence required by the setup of i.n.i.d. data. Moreover, the results of section 3.2.2 rely on rate-distortion theory, which are more realistic for the asymptotic case when $n \to \infty$. In practice though, data dimensionality is finite.

To relax matters, therefore, we introduce the structure above as a regularization to Eq. 3.5 rather than an explicit constraint.

This can still be too restrictive. In general, assuming a full covariance matrix that has $\frac{n(n+1)}{2}$ parameters is a too strong assumption. More particularly, the structure above suggested by covariance matrix $S$ forces all dimensions of the codebook to be independent of each other, which is not realistic for whitened data. Therefore, during optimization, we would instead only penalize the diagonal elements of the covariance matrix of the codebook and let the off-diagonals vary freely during optimization.

3.2.3.1 Problem formulation

Assuming that the training samples $F = [f_1, \ldots, f_N]$ are whitened such that the data dimensions are un-correlated (if not independent), we follow our treatment of Eq. 3.5 by formulating our main optimization problem of this section in Eq. 3.10 below and term it as the Variance-Regularized K-means (VR-Kmeans) formulation:

\(^2\)In chapter 6, we will introduce a better alternative of PCA for images.
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\[
\text{minimize}_{C,X} \quad \frac{1}{2Nn} \|F - CX\|^2_F + \frac{\mu}{n} \| \sum_{j=1}^{n} P_j C C^T P_j^T - mS \|^2_F \\
\text{s.t.} \quad \|x_i\|_0 = \|x_i\|_1 = 1, \\
\text{for } i = 1, \cdots, N,
\]

where \(P_j\) is defined here as an \(n \times n\) matrix with all elements equal to zero, except at the position \((j, j)\), where \(P_{(j,j)} = 1\). This is to choose only the diagonal elements of \(C C^T\) at the selected \(j^{th}\) position which corresponds to \(\sigma^2_{C_j}\) of Eq. 3.8. As discussed, this regularization tries to push the variances of codebook dimensions to follow the reverse water-filling paradigm and does not impose any structure on its off-diagonals.

### 3.2.3.2 The solution

We solve this problem like the K-means algorithm by iterating between two steps:

i. **Fix C, update X:** This is exactly like K-means and follows the recipe of Eq. 3.6.

ii. **Fix X, update C:** Eq. 3.10 is reduced to

\[
\text{minimize}_C \quad \frac{1}{2Nn} \|F - CX\|^2_F + \frac{\mu}{2n} \| \sum_{j=1}^{n} P_j C C^T P_j - mS \|^2_F.
\]

The first term can be re-written using the trace operator \(\text{Tr} \left[ \cdot \right] \) as:

\[
\frac{1}{2nN} \|F - CX\|_F^2 = \frac{1}{2nN} \text{Tr} \left[ (F - CX)^T (F - CX) \right] \\
= \frac{1}{2nN} \text{Tr} \left[ F^T F - 2FX^T C^T + X^T C^T CX \right],
\]

and the second term can be written as:

\[
\frac{\mu}{2n} \left\| \sum_{j=1}^{n} P_j C C^T P_j - mS \right\|^2_F = \frac{\mu}{2n} \text{Tr} \left[ (\sum_{j=1}^{n} P_j C C^T P_j - mS) (\sum_{j=1}^{n} P_j C C^T P_j - mS) \right] \\
= \frac{\mu}{2n} \text{Tr} \left[ (\sum_{j=1}^{n} P_j C C^T P_j)(CC^T - 2mS + m^2 S^T S) \right],
\]

where we used the cyclic shift property of trace, the fact that \(P_j^T = P_j\), and also:

\[
P_j P_{j'} = \begin{cases} 
P_j = P_{j'} & \text{if } j = j' \\
0 & \text{if } j \neq j'. \end{cases}
\]

Therefore, after dropping the constant terms, Eq. 3.11 can be simplified as:
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\[
\minimize_{\mathbf{C}} \text{Tr} \left[ -\frac{1}{N} \mathbf{F} \mathbf{X}^T \mathbf{C}^T + \frac{1}{2N} \mathbf{C} \mathbf{X} \mathbf{X}^T \mathbf{C}^T \right] + \frac{\mu}{2} \left( \sum_{j=1}^{n} \mathbf{P}_j \mathbf{C} \mathbf{C}^T \mathbf{P}_j \right) (\mathbf{C} \mathbf{C}^T - 2m \mathbf{S}) \].
\]

(3.12)

The 1-sparse encoding structure we imposed on \( \mathbf{X} \) means that every example is activated at only one position and hence the inner product of any two rows of \( \mathbf{X} \) is zero. Therefore, \( \mathbf{X} \mathbf{X}^T \) is, in fact, a diagonal matrix. Also, \( \sum_{j=1}^{n} \mathbf{P}_j \mathbf{C} \mathbf{C}^T \mathbf{P}_j \) is a diagonal matrix by construction. Moreover, the trace operator only considers the diagonal elements of its argument. Therefore, rows of \( \mathbf{C} \) can be optimized independently. As a result, the problem of minimizing Eq. 3.12 will be reduced to minimizing \( n \) independent sub-problems.\(^3\)

3.2.3.3 Solving independent sub-problems

Denote for simplicity:

\[
\mathbf{Z} \triangleq \mathbf{F} \mathbf{X}^T = [\mathbf{z}(1), \ldots, \mathbf{z}(j), \ldots, \mathbf{z}(n)]^T,
\]

and \( \mathbf{X} \mathbf{X}^T = \frac{1}{N} \text{diag}(\zeta) \) with \( \zeta = [\zeta_1, \ldots, \zeta_{m'}, \ldots, \zeta_m]^T \), where \( \zeta_{m'} \) is the ratio of examples clustered into the codeword \( c_{m'} \). Also, unlike before where we considered \( \mathbf{C} = [\mathbf{c}_1, \ldots, \mathbf{c}_m] \) in terms of its columns, consider this time \( \mathbf{C} = [\mathbf{c}(1), \ldots, \mathbf{c}(j), \ldots, \mathbf{c}(n)]^T \) in terms of its rows, \( \mathbf{c}(j) = [c_1(j), \ldots, c_m(j)]^T \). Optimization of Eq. 3.12 then simplifies as:

for \( j = 1, \ldots, n \):

\[
\minimize_{\mathbf{c}(j)} \left[ -\frac{1}{N} \mathbf{z}(j)^T \mathbf{c}(j) + \frac{1}{2} [\zeta \odot \mathbf{c}(j)]^T \mathbf{c}(j) + \frac{\mu}{2} \|\mathbf{c}(j)\|^2 \left( \|\mathbf{c}(j)\|^2 - 2m \sigma_{C_j}^2 \right) \right],
\]

(3.13)

where \( \odot \) specifies the element-wise (Hadamard) product between two vectors.

The independent sub-problems of Eq. 3.13 do not seem to have a closed-form solution.\(^4\) However, we can easily compute the gradient vector and the Hessian matrix w.r.t. each of \( \mathbf{c}(j) \)'s as in Eq. 3.14 and use Newton-like procedures to solve them:

\[
\begin{align*}
\mathbf{g}_{\mathbf{c}(j)} &= -\frac{1}{N} \mathbf{z}(j) + \mathbf{c}(j) \odot \left[ \zeta + \mu (\|\mathbf{c}(j)\|^2 - m \sigma_{C_j}^2) \mathbf{1}_m \right], \quad (3.14a) \\
\mathbf{H}_{\mathbf{c}(j)} &= \text{diag} \left[ \zeta + 2\mu (\|\mathbf{c}(j)\|^2 - m \sigma_{C_j}^2) \mathbf{1}_m \right] + 2\mu \mathbf{c}(j) \mathbf{c}(j)^T. \quad (3.14b)
\end{align*}
\]

\(^3\)Note that apart from the ease of analysis, this means that these sub-problems can be processed in parallel since they are independent.

\(^4\)Notice that putting \( \mu = 0 \) reduces to the standard K-means algorithm. It is easy to verify that in this case, we have the same closed-form solution as the codebook update step of K-means.
Fortunately, the Hessian matrix of Eq. 3.14b has a favorable form. In fact, it is the summation of a diagonal and a rank-1 matrix. This brings computational advantages while inverting the Hessian matrix for Newton’s procedure. For example, we can use the Sherman–Morrison formula for fast inversion as:

\[
H_{c(j)}^{-1} = \text{diag}\left[\frac{1}{\zeta'}\right] - \frac{2\mu \text{diag}\left[\frac{1}{\zeta'}\right]c(j)c(j)^T \text{diag}\left[\frac{1}{\zeta'}\right]}{1 + 2\mu c(j)^T \text{diag}\left[\frac{1}{\zeta'}\right]c(j)},
\]

(3.15)

where we define \(\zeta' = \zeta + 2\mu (||c(j)||^2 - m\sigma^2_{C_j})1_m\) and \(\frac{1}{\zeta'}\) is its element-wise inversion.

To guarantee that a solution returned by the Newton’s method is not a saddle point and is a (local) minimum, during optimization, we should ensure that \(\text{diag}[\zeta]\) is invertible. Furthermore, to ensure that Eq. \(c(j)^T \text{diag}\left[\frac{1}{\zeta'}\right]c(j) \neq -\frac{1}{2\mu}\) always holds and 3.15 does not become degenerate, it is sufficient to ensure for every \(c(j)\) that:

\[
c(j)^T c(j) - m\sigma^2_{C_j} > -\frac{1}{2\mu} \zeta',
\]

(3.16)

which can be achieved easily in practice, e.g., by choosing \(\mu\) not to be too large.\(^6\) This avoids all numerical issues and the procedure converges quadratically to a local minimum. In practice, we observe very smooth convergence between 3 to 10 iterations within the codebook update step.

Finally, we can reduce the number of sub-problems of Eq. 3.13 substantially. In practice and particularly for high-dimensional problems, it turns out that after whitening, data takes a very harsh variance decaying profile and hence a lot of \(\sigma_j^2\)’s and therefore, according to Eq. 3.8, a larger number of the \(\sigma_{C_j}^2\)’s will be zero. This means that we can skip a lot of the optimizations of the sub-problems corresponding to dimensions for which \(\sigma_j^2\) is very small and simply put \(c(j) = 0\), since we know that their optimization will anyway give \(c(j)\)’s that have \(||c(j)||^2 \approx 0\).

We formalize this idea by setting a global ratio \(\gamma'\) as a hyper-parameter for which we solve the sub-problems of Eq. 3.13, only if they fall into the active-set of dimensions defined in Eq. 3.16 below and set them to zero vectors otherwise:

\[
\mathcal{A}_\gamma \triangleq \{j : 1 \leq j \leq n | \sigma_j^2 \geq \gamma' \gamma^*\},
\]

(3.17)

\(^5\)This breaks the inversion complexity of Hessian matrix from \(\mathcal{O}(m^3)\) to \(\mathcal{O}(m)\).

\(^6\)Moreover, like the standard K-means, it is beneficial to ensure a strategy to avoid empty clusters, i.e., to avoid zero (or small) elements for \(\zeta\).
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where $\gamma^*$ is the so-called water-level, i.e., the threshold of Eq. 3.8 which we choose as the solution to the following optimization problem:

$$
\gamma^* = \arg\min_{\gamma} \left| \log_2 \frac{m}{n} - \frac{1}{2n} \sum_{j: \sigma_j^2 \geq \gamma} \log_2 \left( \frac{\sigma_j^2}{\gamma} \right) \right|.
$$

(3.18)

which can be solved easily using either a grid-search or simple 1D numerical root finders.

This can be seen as a further regularization; as if we set $\mu \to \infty$ for $j \in \mathcal{A}_\gamma$. Not only this regularization reduces the number of optimizations, but it also results in sparsity in the codebook $C^\gamma$, which provides both storage and computational advantages.

Note that instead of setting a fixed $\mu$ for $\mathcal{A}_\gamma$ and setting $\mu \to \infty$ for $\mathcal{A}_\gamma$ as above, a smoother way of regularization would be to vary $\mu$ for $j \in \mathcal{A}_\gamma$ as well. In practice, this can be applied using some heuristics on $\sigma_j$’s, such that larger $\sigma_j$’s get lower regularization, since their observation is more reliable.

3.2.3.4 The algorithm summary

The above steps for rate allocation, as well as the VR-Kmeans optimization can be summarized in Algorithm 2 and Algorithm 3, respectively.

___

**Algorithm 2** Rate allocation using reverse-water-filling (Rev-WFiller)

**Input:** Data dimension variances $[\sigma_1^2, \cdots, \sigma_n^2]^T$, target rate $R$, hyper-parameter $\gamma'$

**Output:** Target codebook covariance matrix $S$, the active set $\mathcal{A}_\gamma$

1. $\gamma^* \leftarrow \arg\min_{\gamma} \left| R - \frac{1}{2n} \sum_{j: \sigma_j^2 \geq \gamma} \log_2 \left( \frac{\sigma_j^2}{\gamma} \right) \right|$. \quad \triangleright As in Eq. 3.18

2. for $j = 1, \cdots, n$ do

3.   $\sigma_{j,C}^2 \leftarrow (\sigma_j^2 - \gamma)^+$ \quad \triangleright Equivalent to soft-thresholding $\sigma_j^2$ with $\gamma$.

4. end for

5. $S \leftarrow \text{diag}([\sigma_{C,1}^2, \cdots, \sigma_{C,n}^2]^T)$

6. $\mathcal{A}_\gamma \leftarrow \{j : 1 \leq j \leq n | \sigma_j^2 \geq \gamma^* \gamma^* \}$

___

3.2.4 Rate-distortion behavior

We perform several experiments to validate the usefulness of our proposal, i.e., to inject the rate-allocation prior to the formulation of standard K-means which results in the VR-Kmeans algorithm.

We train these algorithms under several setups and study their rate-distortion performance on the corresponding unseen test sets.

---

\(^7\)Not to be mistaken with the sparsity of codes.
Algorithm 3 VR-Kmeans

Input: Training set $F$ (whitened), # of codewords $m$, $S$ the target covariance matrix for $C$, active set $A_{\gamma}$, regularization hyper-parameter $\mu$, Newton’s step size $\eta$

Output: Codebook $C$ and codes $X$

1: $C \leftarrow m$ random samples from $N(0, S)$.
2: while $\mathcal{J}(C, X)$ (cost function of Eq. 3.10) not converged, do
   i. Fix $C$, update $X$:
      3: $X \leftarrow 0_{n \times N}$ \hspace{1cm} $\triangleright$ Initialize with an all-zero matrix
      4: for $i = 1, \cdots, N$ do
         5: $m' \leftarrow \arg\min_{1 \leq m' \leq m} ||f(i) - c_{m'}||_2^2$
         6: $x_i(m') \leftarrow 1$
      7: end for
   ii. Fix $X$, update $C$:
      8: for $j \in A_{\gamma}$ do
         9: while objective of Eq. 3.13 not converged, do
            10: $c(j) \leftarrow c(j) - \eta H^{-1} c(j) g_{c(j)}$ \hspace{1cm} $\triangleright$ Use Eqs. 3.14a and 3.15 for calculations.
         11: end while \hspace{1cm} $\triangleright$ Also ensure Eq. 3.16, otherwise re-initialize.
      12: end for
   13: $\mathcal{J}(C, X) \leftarrow \frac{1}{2n} ||F - CX||_F^2 + \frac{\mu}{n} \sum_{j=1}^n P_j CC^T P_j - S||_F^2$
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Comparison with asymptotic values

Fig. 3.1 shows how the VR-Kmeans pushes $\sigma_{C_j}^2$’s to the asymptotic values. It is clear from the figure how this idea helps with over-fitting since it avoids very low distortions for the training set while achieving the distortion on the test set lower than the K-means. This experiment was done for the Var-Decay database with $n = 1000$ dimensions, $m = 256$ codewords and $N = 1000$ training samples while the decay profile was generated according to $\sigma_j^2 = \exp(-0.01j)$. 
3.2 The Variance-Regularized K-means problem

The Variance-Regularized K-means problem is illustrated in Fig. 3.1. The VR-Kmeans performs rate-allocation by regularizing the codebook dimensions. (a) Optimal variance values (for $n \to \infty$) per dimension. (b) Variances of trained codebooks for different regularization levels across dimensions. Note that the standard K-means corresponds to $\mu = 0$. (c) The variances of residuals (distortions) per dimension for train and test sets. Note that regularization avoids over-fitting.

Train-test gap on various data sources

In another experiment, we measure the train and test distortions of the K-means and the VR-Kmeans on 3 different synthetic sources, i.e., the i.i.d., the Var-Decay and the AR(1) (with $\rho = 0.99$); as well as two real public databases, i.e., the MNIST digits and the C-Yale facial images. For the synthetic databases we set $n = 1000$ and for all databases we use $N = 1000$ training examples and test on 10000 test examples (except for C-Yale that has a test set of size 1207). We also use $m = 256$ centroids for all experiments.

Before compression, the AR(1) and MNIST are whitened using simple PCA. C-Yale is whitened using a procedure that we will explain later in section 6.2.1. The other two databases do not need whitening.

Table 3.1 illustrates the results of these experiments, validating the fact that the standard K-means suffers from over-training of high-dimensional data. Notice e.g., that for the i.i.d. or Var-Decay, K-means cannot compress at all.
Table 3.1 The gap between the normalized training set distortion calculated as $\hat{D} = \frac{||F - \hat{F}||^2}{||F||^2}$ on a train set $F$, and the test set distortion (ideally approaching $E[||F - \hat{F}||^2]$). The VR-Kmeans reduces this gap with respect to K-means. Results are averaged over 5 independent experiments.

It should be mentioned that by increasing the number of training samples $N$, K-means naturally improves performance and reduces the train-test gap. However, as we will see in the next experiment, the required number of training samples to achieve a certain performance increases (exponentially) with the rate. Moreover, for a lot of practical scenarios, the number of training samples is limited. For example, the compression of the C-Yale database, as we will see later in chapter 6, is not feasible using K-means (without dividing the images into patches which reduces efficiency), while the VR-Kmeans can successfully compress the full-frame images. This experiment on the C-Yale will be extended later in section 6.3.

Rate limitation

We now study the impact of the rate on the performance of the algorithms and how it deviates from the theoretical Shannon bounds. For this experiment, to simulate different levels of correlation, we use the i.i.d. database, as well as the $AR(1)$ database with 2 different correlation factors, i.e., $\rho = 0, 0.99$. We change the rate by increasing the codebook size $m$, and measure the train and test distortions for both K-means and VR-Kmeans, as in the previous experiment. The number of training samples was increased w.r.t. the increase of $m$. To give an idea about optimality, we also measure the Shannon Lower Bound (SLB), i.e., the asymptotic limit for these sources.

Fig. 3.2 illustrates the results of this experiment. As in the previous example, we can clearly observe the tendency of K-means to over-train. Moreover, the increase in rate seems to aggravates this phenomenon.
3.3 The Sparse Ternary Codes

Let us now take the other popular model used in the literature of signal processing, i.e., the analysis model described in section 2.2.2. Let \( x \approx A f \). Under this model, recall that a famous instance of Eq. 3.1 was studied in Eq. 2.10, for which a simple AWGN contamination of \( q = f + p \) was assumed. Fortunately, we saw that by choosing sparsity as the code constraint,
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\[ x = \psi_\lambda(\tilde{f}) \]

\[ p(x) \] from \( \psi \)

\[ x = \phi_\lambda(\tilde{f}) \]

\[ p(x) \] from \( \phi \)

(i) \( x = \psi_\lambda(\tilde{f}) \)

(ii) \( p(x) \) from \( \psi \)

(iii) \( x = \phi_\lambda(\tilde{f}) \)

(iv) \( p(x) \) from \( \phi \)

(weighted STC of Eq. 3.29)

Fig. 3.3 The hard-thresholding and ternarizing operators and their impact on a Gaussian input distributed as \( \tilde{F} \sim \mathcal{N}(0, \sigma^2) \).

i.e., \( \Omega\{x\} : ||x||_0 = k \), a closed-form solution exists in this case as in Eq. 2.11, which involved the hard-thresholding function of Fig. 3.3a.

For our purposes in this thesis, however, as was described earlier, we prefer to have a discretized alphabet. The simplest such alphabet that satisfies sparsity, is discrete and moreover can have zero mean (for some practical purposes) is the ternary alphabet \( \{+1, 0, -1\} \), i.e., to choose the code from:

\[ X^m_t = \{x \in \{+1, 0, -1\}^m \text{ s.t. } ||x||_0 = k\} \].

Therefore, by setting \( \Omega\{x\} : x \in X^m_t \), the solution of Eq. 3.1 becomes \( x = \phi_\lambda(Af) \), where the ternarizing operator \( \phi_\lambda(\cdot) \) was defined in Eq. 1.1 and is depicted in Fig. 3.3c. In general and for any \( f \in \mathbb{R}^n \), in order to take this solution into consideration, we choose our encoding as:

\[ x = Q[f] = \phi_\lambda(Af). \] (3.19)

Eq. 3.19 (and its weighted version Eq. 3.29), will serve us as a building block for this thesis and will lead to the Sparse Ternary Codes (STC) framework as we will see later.

However, before developing it further, let us first see a probabilistic analysis of the current STC in section 3.3.1 and under simple setups. This leads to the characterization of the information measures for the elements of ternary encoding and will help us gain a better understanding.

### 3.3.1 Information measures of STC encoding for noisy data

Now let us see what happens to the data \( f \) and its noisy version \( q \) when we encode them as in Eq. 3.19. For the sake of analysis, let us again assume a probability distribution for the data and noise.

Concretely, assume a simple AWGN model \( Q = F + P \), where \( P \sim \mathcal{N}(0, \sigma_P^2 I_n) \) is the white Gaussian noise which is added to the data.
We also assume a random structure for the projection matrix \( A \) (\( m \) by \( n \)), by assuming its elements to be \( i.i.d. \) realizations of the random variable \( A \). This random choice for projection matrix is justified for many applications, perhaps because of its performance guarantees, e.g., distance preservation as in the famous Johnson-Lindenstrauss lemma [37], and also for the sake of analysis which is useful for our theoretical treatment of this part.

A popular choice for random projections is the Gaussian distribution. However, when the projections dimensionality is high, there also exists performance guarantees for sparse random matrices, e.g., as in [38]. This way the complexity of projections can be reduced by the sparsity factor.

So suppose we choose
\[
A \sim \begin{cases} 
\pm \sqrt{s/m}, & \text{w.p. } \frac{2}{s} \\
0, & \text{w.p. } 1 - \frac{2}{s},
\end{cases}
\]
to generate the unit-norm \( A \). Denote the projected data as \( \tilde{F} = AF \) and \( \tilde{Q} = AQ \), where \( s \) is a parameter to specify sparsity.

As for the data, we assume the \( i.i.d. \) Gaussian case of \( F \sim \mathcal{N}(0, \sigma^2 I_n) \), which has the same distribution in the projected domain as \( \tilde{F} \sim \mathcal{N}(0, \sigma^2 I_n) \). Since the dimensions are independent we can simplify the analysis by considering the scalar case \( \tilde{F}_j = \tilde{F} \) from \( \tilde{F} = [\tilde{F}_1, \cdots, \tilde{F}_n]^T \), so we can assume \( \tilde{F} \sim \mathcal{N}(0, \sigma^2) \) and the corresponding noisy projected data will be distributed as \( \tilde{Q} \sim \mathcal{N}(0, \sigma^2 + \sigma^2_P) \).

This gives the joint distribution of the projected clean and noisy data as a bivariate Gaussian with
\[
\rho = \frac{\sigma}{\sqrt{\sigma^2 + \sigma^2_P}}, \text{ i.e.,:}
\]

\[
p(\tilde{f}, \tilde{q}) = \mathcal{N}\left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} \sigma^2 & \sigma^2 \\ \sigma^2 & \sigma^2 + \sigma^2_P \end{bmatrix} \right)
\]

(3.20)

Here we are interested in studying the behavior of encoded \( F \) and \( Q \) and characterizing their information measures under different noise levels and different thresholds.

We denote the encoded clean and noisy data as \( X = \phi_{\lambda_X}(\tilde{F}) \) with threshold \( \lambda_X \), and \( Y = \phi_{\lambda_Y}(\tilde{Q}) \) with threshold \( \lambda_Y \), respectively.

The relation of \( \tilde{F} \) and \( X \) (and similarly the relation of \( \tilde{Q} \) and \( Y \)) is depicted in Fig. 3.3c, where \( X \) follows a ternary distribution as:

\[
p(x) = \begin{cases} +1, & \text{w.p. } \alpha_X, \\
0, & \text{w.p. } 1 - 2\alpha_X, \\
-1, & \text{w.p. } \alpha_X,
\end{cases}
\]

where we define \( \alpha_X \) (and similarly \( \alpha_Y \)) as the code sparsity using the Q-function as:
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Fig. 3.4 Entropy of the ternary code w.r.t. (a) $\alpha_X$, and (b) $\lambda_X$.

\[ \alpha_X = \frac{1}{2} \int_{-\infty}^{\lambda_X} p(\tilde{f})d\tilde{f} + \frac{1}{2} \int_{\lambda_X}^{\infty} p(\tilde{f})d\tilde{f} = Q\left(\frac{\lambda_X}{\sigma}\right), \]

\[ \alpha_Y = \frac{1}{2} \int_{-\infty}^{\lambda_Y} p(\tilde{q})d\tilde{q} + \frac{1}{2} \int_{\lambda_Y}^{\infty} p(\tilde{q})d\tilde{q} = Q\left(\frac{\lambda_Y}{\sqrt{\sigma^2 + \sigma_p^2}}\right). \] (3.21)

We can then easily characterize the entropy of the ternary code w.r.t. its sparsity, from its definition as:

\[ H(X) = -2\alpha_X \log(\alpha_X) - (1 - 2\alpha_X) \log(1 - 2\alpha_X). \] (3.22)

Since we will extensively use $H(X)$ in this thesis, it is useful to see it in terms of both $\alpha_X$ and $\lambda_X$, as in Fig. 3.4.

Now we should see the relation between $X$ and $Y$, which is a function of $\lambda_X$, $\lambda_Y$, and also the signal-to-noise-ratio defined as $\text{SNR} = 10 \log_{10} \frac{\sigma^2}{\sigma_p^2}$. This relation can be characterized by studying the effect of ternarization on the ellipse-shaped joint distribution $p(\tilde{f}, \tilde{q})$, which is sketched in Fig. 3.5a.

While the AWGN we assumed is equivalent to a Gaussian channel between $F$ and $Q$, we can model the relation of $X$ and $Y$ as a ternary channel like in Fig. 3.5b. For this channel, we can consider the following transition probabilities:

\[ P_t = p(y|x) = \begin{bmatrix} p_{+1|+1} & p_{0|+1} & p_{-1|+1} \\ p_{+1|0} & p_{0|0} & p_{-1|0} \\ p_{+1|-1} & p_{0|-1} & p_{-1|-1} \end{bmatrix}. \] (3.23)
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The elements of $P_t$ cannot be expressed in closed-form, however, they can easily be calculated by numerical integration on the conditional distribution $p(\tilde{Q}|\tilde{F}) = \frac{p(\tilde{F}, \tilde{Q})}{p(\tilde{F})}$, with proper integral limits based on $\lambda_X$ and $\lambda_Y$. For example, $p_{+1|+1} = p_{Q|F}(+1|+1) = \frac{\int_{\lambda_Y}^{\infty} \int_{\lambda_X}^{\infty} p(\tilde{f}, \tilde{q}) d\tilde{q} d\tilde{f}}{\int_{\lambda_X}^{\infty} p(\tilde{f}) d\tilde{f}}$ and $p_{0|+1} = p_{Q|F}(0|+1) = \frac{\int_{-\lambda_Y}^{\lambda_Y} \int_{\lambda_X}^{\infty} p(\tilde{f}, \tilde{q}) d\tilde{q} d\tilde{f}}{\int_{\lambda_X}^{\infty} p(\tilde{f}) d\tilde{f}}$. Out of these 9 transition probabilities, 5 are independent and the rest are replicated due to symmetry. This can be easily verified from Fig. 3.5a.

Now that we have computed $p(x)$ and $p(y|x)$, we are ready to characterize $I(X;Y)$, the mutual information between a code $X$ and its noisy $Y$, which can easily be decomposed as:

$$I(X;Y) = H(X) + H(Y) - H(X,Y),$$  \hspace{1cm} (3.24)

where $H(X)$ and similarly $H(Y)$ are computed from Eq. 3.22. The joint entropy can also be calculated from the elements of $P_t$ as:

$$H(X,Y) = -2\alpha_X P_t(1,1) \log(\alpha_X P_t(1,1))$$
$$- 2\alpha_X P_t(1,2) \log(\alpha_X P_t(1,2)) - 2\alpha_X P_t(1,3) \log(\alpha_X P_t(1,3))$$
$$- 2(1-2\alpha_X) P_t(2,1) \log((1-2\alpha_X) P_t(2,1))$$
$$- (1-2\alpha_X) P_t(2,2) \log((1-2\alpha_X) P_t(2,2)).$$  \hspace{1cm} (3.25)

So far, we have characterized all the information measures for the $i.i.d.$ Gaussian setup. Later we will use these elements in chapter 8 and for the analysis of STC under the concept of coding gain.

Fig. 3.5 (a) A contour of the joint distribution $p(\tilde{f}, \tilde{q})$. (b) Integration of $p(\tilde{q}|p(\tilde{f}))$ characterizes the ternary channel between $X$ and $Y$. 
3.3.1.1 Maximum-likelihood decoding of STC

Let us assume the case where the (ternary) input to the channel is to be estimated from its (ternary) output. This task, as we will see later in chapter 5, can be useful particularly for similarity search applications, where memory and complexity requirements necessitate the need for inference only from encoded data.

Now that we have characterized all measures for STC and its equivalent ternary channel, we can consider the maximum-likelihood optimal estimation for this task and under our current i.i.d. Gaussian setup. So for this section and without going into the details of similarity search for now, suppose a database of \( N \) ternary codes \( X = \{ x_1, \ldots, x_N \} \) is available. At the output of the ternary channel, the code \( y \) is observed. The objective is to find an index \( i \), corresponding to a \( x_i \) from the database, based on its similarity to \( y \).

This estimation can best be calculated from the maximum-likelihood rule of Eq. 3.26 by maximizing the log-likelihood:

\[
\hat{i} = \arg\max_{1 \leq i \leq N} \log p(y|x_i) = \arg\max_{1 \leq i \leq N} \sum_{m'=1}^{m} \log p(y_{m'}|X(m',i)),
\]

(3.26)

where \( p(y_{m'}|X(m',i)) \) is calculated for the element \( m' \) of the received \( y \) and of \( x_i \), and from the corresponding element of the transition matrix \( P_t \) of Eq. 3.23. Note that this can be generalized to sort the similarities of the database items by sorting the values of \( \sum_{m'=1}^{m} \log p(y_{m'}|X(m',i)) \) for all of them.

This estimation, while optimal, however, may be slow to compute for large values of \( N \) and \( m \). Adapted to the search problem, we will introduce a sub-optimal but sub-linear and hence fast rule, later in section 5.4.

3.3.2 Reconstructing from ternary encoded data

So far, our development of Eq. 3.1 under the analysis model has led us to the framework of Sparse Ternary Codes. Similar to what was done for synthesis model in section 3.2, now let us try to take our STC framework and further develop it under the formulation of Eq. 3.2. This leads us to the formulation below:

\[
\minimize_{Q,\hat{f}} d_E(f, \hat{f}) \quad \text{s.t.} \quad x = Q[f] = \phi_\lambda(Af), \quad \hat{f} = Q^{-1}[x].
\]

(3.27)

We pursue the solution of Eq. 3.30 in 2 ways. In section 3.3.2.1 we assume a general non-linear decoder to reconstruct from STC. This formulation, however, is less practical for our purposes in this thesis, e.g., the fast similarity search that requires online decisions for

\(^8\text{Here we indexed the elements of } x_i, \text{ from the code matrix } X, \text{ as } X(m',i).\)
received queries. We, therefore, abandon this formulation and opt for linear decoding that can be implemented very fast. In section 3.3.2.2, based on the stationarity assumption for the data, and that it can be de-correlated as marginally Gaussian dimensions, we design a linear decoder that can successfully reconstruct the ternary encoded data. We also see the intrinsic limitations of this formulation that later will lead us to its multi-layer evolution in section 4.3.

Finally, in section 3.3.2.3, we relax the assumptions and learn the encoder-decoder pipeline entirely from the data using an alternating minimization approach.

3.3.2.1 Non-linear decoding

Let us assume that \( f \) is Gaussian with a known covariance matrix \( C_F \), i.e., \( F \sim \mathcal{N}(0, C_F) \), and we do not have access to a training set. Our objective here is to reconstruct the unknown \( f \), only from its corresponding STC, i.e.,

\[
x = \phi_\lambda(Af).
\]

We use a Maximum A Posteriori kind of formulation to merge the a priori distribution \( p(f) \) with our observation \( x \) that has undergone the STC. This can be formulated as:

\[
\hat{f}_{\text{MAP}} = \arg\max_f \log p(f),
\]

s.t. \( x = \phi_\lambda(Af) \).

For the a priori part, we can easily have that \( \log p(f) \propto -f^T C_F^{-1} f \). How do we take into account the observation term? We do this by analysing the encoding procedure as follows.

Let us write \( A \) (\( m \times n \)) in terms of its rows \( a(m') \)'s as \( A = [a(1), \cdots, a(m)]^T \). Denote the 3 sub-matrices of \( A \) as:

\[
A^+ = [a(m^+_1), a(m^+_2), \cdots]^T: \quad m^+_i \in \{1 \leq m^+_i \leq m | x_{m^+_i} = 1 \},
\]
\[
A^0 = [a(m^0_1), a(m^0_2), \cdots]^T: \quad m^0_i \in \{1 \leq m^0_i \leq m | x_{m^0_i} = 0 \},
\]
\[
A^- = [a(m^-_1), a(m^-_2), \cdots]^T: \quad m^-_i \in \{1 \leq m^-_i \leq m | x_{m^-_i} = -1 \},
\]

where \( A^+ \), \( A^0 \) and \( A^- \) correspond to rows of \( A \) that provide +1, 0 and -1 codes, respectively.

Our knowledge of the ternary encoding of Eq. 3.19, which was based on the ternarizing operator \( \phi_\lambda(\cdot) \) of Eq. 1.1 tells us that the projected data, before sparsification, should have had values bigger than \( \lambda \) if projected with \( A^+ \), between \( \lambda \) and \( -\lambda \) if projected with \( A^0 \), and finally smaller than \( -\lambda \) if projected with \( A^- \). This completes the formulation of our MAP estimation as:
\[
\hat{f}_{\text{MAP}} = \arg\min_{f} \quad f^T C_F^{-1} f,
\]
\[
s.t. \quad A^+ f \geq +\lambda, \quad A^0 f < \lambda, \quad A^- f \leq -\lambda,
\]
(3.28)

where inequalities are applied element-wise to vectors.

Eq. 3.30 is a quadratic program with linear inequality constraints. Moreover, since, $C_F^{-1}$ is positive-definite, it is also convex and can be solved numerically using standard convex solvers like CVX ([39, 40]).

However, unfortunately, it does not have a closed-form solution. This means that for every given $f$, a quadratic program should be solved. This is not suitable for our applications where most often the decoding should be done very fast while the encoding may have a training phase to tune its parameters. Therefore, we give up on this approach\(^9\) and seek solutions that can benefit from a training phase and instead, can be implemented fast when training is done.

### 3.3.2.2 Linear decoding: known covariance matrix

Here we restrict our decoding to be linear, i.e., consisting only of a projection step. Let us then try to learn this projection matrix from the data, i.e., we are given a training set $F = [f_1, \cdots, f_N]$. Furthermore, we assume that the data is (second-order) stationary and for which we can estimate a covariance matrix from $F$. For high-dimensional data, e.g., images, and particularly when training set size is limited, estimation of a covariance matrix that is also applicable to the test set is very difficult. However, as we will see later, since we will use only the first several eigenvectors which are more robust to estimate, our assumption of availability of the covariance matrix is safe in practice.

Therefore, concretely, assume that $C_F \triangleq \frac{1}{n} \mathbb{E}[FF^T]$ is the covariance matrix of $F$. We are interested in finding an optimal decoder that provides the best reconstruction given the ternary codes.

**Projection:** We want the codes $x$ to be as informative as possible, which requires independence (or at least no correlation) among the dimensions. Thus, we perform the PCA transform by choosing $A = U_F^T$, where $C_F = U_F \Sigma_F U_F^T$ is the eigenvalue decomposition of $C_F$.

\(^9\)Notice however, that this formulation is interesting since, in a way, it is the opposite of compressed sensing. While in compressed sensing, recovery of high-dimensional sparse signals from low-dimensional dense measurements is desired, Eq. 3.30 tries to reconstruct a dense signal from the sparsity pattern of a high-dimensional projection. Therefore, it may be considered as a future direction.
Therefore, the projected data $\tilde{f} \triangleq Af$ is de-correlated and its marginal distributions converge to Gaussian\(^{10}\) for sufficiently large $n$ as $\tilde{F}_j \sim \mathcal{N}(0, \sigma_j^2)$, where $\Sigma_F = \text{diag}([\sigma_1^2, \cdots, \sigma_n^2]^T)$ with $\sigma_i^2$'s being the eigenvalues of $C_F$, which are decaying in value for the correlated $F$.

**Encoding:** When thinking about reconstruction from codes, we should take into account the fact that the dimensions of $\tilde{f}$ have a decaying variance profile and hence different contributions in the reconstruction of $f$. However, when encoded as in Eq. 3.19, these differences will not be taken into account for reconstruction. Therefore, at this point, it makes sense to improve our encoding by a slight change as in Eq. 3.29, i.e., by weighting the codes with a weighting vector $\beta \triangleq [\beta_1, \cdots, \beta_m]^T$\(^{11}\), whose optimal values should be calculated:

$$x = Q[f] = \phi_\lambda(Af) \odot \beta. \quad (3.29)$$

**Decoding (reconstruction):** As it was mentioned in section 3.3.2.1, we prefer fast and hence linear decoding for reconstruction $\hat{f} = Q^{-1}[x]$. This is done simply using a (back-) projection matrix $B$ as:

$$\hat{f} = Bx = B\phi_\lambda(Af) \odot \beta. \quad (3.30)$$

The optimal value of $B$ can be learned from the data. In order to facilitate this, we can provide $B$ with the knowledge of the forward projection $A$. Therefore, for a general (full-rank) $A$ and without loss of generality, we decompose $B$ as $B = (A^T A)^{-1} A^T B'$, i.e., with the pseudo-inverse of $A$, and $B'$ that leaves the degrees of freedom for training.\(^{12}\) Therefore, the optimization of $B$ is equivalent to the optimization of $B'$ as:

$$B' = \arg\min_{B'} ||F - (A^T A)^{-1} A^T B' X||_F^2. \quad (3.31)$$

This can easily be re-expressed as:

$$B' = \arg\min_{B'} ||(A^T A)F - A^T B' X||_F^2$$

$$= \arg\min_{B'} \text{Tr} \left[ (AF - B'X)^T A A^T (AF - B'X) \right]$$

$$= \arg\min_{B'} \text{Tr} \left[ -2A^T AFX^T B'^T + B'X^T B'^T A A^T \right].$$

\(^{10}\)Note that, according to CLT, the Gaussianity of the marginals of $\tilde{F}$ does not require the Gaussianity of $F$, due to the projection step performed. However, the joint distribution $p(F)$ is not a (multivariate) Gaussian in General.

\(^{11}\)Note that in our general formulation, we have $A$ as an $m$ by $n$ projection and hence $m$-dimensional codes. However, during section 3.3.2.2 and for simplicity of analysis, we assume $m = n$.

\(^{12}\)This decomposition serves us with the facility of presentation, but in general and within iterative procedures, such decompositions can help convergence.
Derivation w.r.t. $B'$ and equating to zero gives:

$$B'^* = AFX^T(XX^T)^{-1}. \tag{3.32}$$

Noting that $AF = \tilde{F}$ and $X = \phi(\tilde{F}) \odot (\beta 1^T_N)$, and by expressing matrix multiplications as the sum of rank-1 matrices, $B'^*$ can be re-written as:

$$B' = \left[ \tilde{F}[\phi(\tilde{F}) \odot (\beta 1^T_N)]^T \right] \left[ [\phi(\tilde{F}) \odot (\beta 1^T_N)][\phi(\tilde{F}) \odot (\beta 1^T_N)]^T \right]^{-1}$$

$$= \left[ \sum_{i=1}^{N} \tilde{f}_i[\phi(\tilde{f}_i) \odot \beta^T] \right] \left[ [\beta \odot \beta^T] \sum_{i=1}^{N} \phi(\tilde{f}_i)\phi(\tilde{f}_i)^T \right]^{-1}.$$

As was mentioned earlier, now let us choose $A = U^T_F$, i.e., the PCA. Due to the decorrelating property of $A$, in the projected domain and hence in the code domain, the covariance matrix $\phi(\tilde{F})\phi(\tilde{F})^T$ and the cross-covariance matrix $\tilde{F}\phi(\tilde{F})^T$ are diagonals. Therefore, the expression of $B'^*$ above is a product of two diagonals and hence is a diagonal itself. This is a function only of the weighting vector $\beta$. This means that, in our encoding-decoding formulation and their optimization to minimize the reconstruction distortion, without loss of generality or loss of encoding-decoding power, we can set $B' = I_n$ and optimize for $\beta$ instead. This means that, our optimal decoder can in fact be considered as $B = (A^TA)^{-1}A^T$, and since $A$ in this case is orthonormal (due to PCA), we can simply have that $B = A^T$.

So now that $B$ is also determined, we are left only to optimize $\beta$. For this, we should first calculate distortion as follows.

**Distortion:** By noting that $\hat{\mathbf{f}} = A^T \mathbf{x}$, the expected reconstruction distortion can probabilistically be characterized as:

$$D = \mathbb{E}[d_\varepsilon(\mathbf{F}, \hat{\mathbf{F}})]$$

$$= \frac{1}{n} \mathbb{E}[\|\mathbf{F} - A^T \mathbf{X}\|^2_2]$$

$$= \frac{1}{n} \mathbb{E}[\|A\mathbf{F} - \mathbf{X}\|^2_2] \tag{3.33a}$$

$$= \frac{1}{n} \mathbb{E}[\|A\mathbf{F} - \phi_\lambda(\tilde{\mathbf{F}}) \odot \beta\|^2_2] \tag{3.33b}$$

$$= \frac{1}{n} \mathbb{E}[\|\tilde{\mathbf{F}} - \phi_\lambda(\tilde{\mathbf{F}}) \odot \beta\|^2_2],$$

where Eq. 3.33a follows from the orthonormality assumption of $A$.

This expression is useful since it links the distortion of the original domain with that of the projection domain.
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The total distortion $D$ can be expressed as the sum of the distortions at each of the dimensions, i.e., $D = \sum_{j=1}^{n} D_j$. Noting that $\tilde{F}_j$, i.e., the elements of $\tilde{F} = [\tilde{F}_1, \cdots, \tilde{F}_n]^T$ is distributed as $\tilde{F}_j \sim p(\tilde{f}_j) = N(0, \sigma_j^2)$, each $D_j$ can be expressed as:

\[
D_j = \mathbb{E}[(\tilde{F}_j - \beta_j \phi_{\lambda}(\tilde{F}_j))^2]
= \int_{-\infty}^{-\lambda} (\tilde{f}_j + \beta_j)^2 p(\tilde{f}_j) d\tilde{f}_j + \int_{-\lambda}^{+\lambda} \tilde{f}_j^2 p(\tilde{f}_j) d\tilde{f}_j + \int_{+\lambda}^{+\infty} (\tilde{f}_j - \beta_j)^2 p(\tilde{f}_j) d\tilde{f}_j.
\]

This integration leads to the expression of distortion as:

\[
D_j = \sigma_j^2 + 2\beta_j^2 Q(\frac{\lambda}{\sigma_j}) - \frac{4\beta_j \sigma_j}{\sqrt{2\pi}} \exp\left(\frac{-\lambda^2}{2\sigma_j^2}\right). \tag{3.34}
\]

Weighting vector: Now we can find optimal $\beta_j$ that minimizes $D_j$. Fortunately, this can be expressed in a closed-form as:

\[
\beta_j^* = \arg\min_{\beta_j} D_j = \frac{\sigma_j \exp\left(\frac{-\lambda^2}{2\sigma_j^2}\right)}{\sqrt{2\pi} Q\left(\frac{\lambda}{\sigma_j}\right)}. \tag{3.35}
\]

Fig. 3.3e sketches $\beta_j$ in the ternary encoding of a Gaussian distribution. Note that in the special case whe $\lambda = 0$, the ternary encoding reduces to binary encoding and Eq. 3.35 reduces to the well-known binary quantization formula $\Delta = \pm \sqrt{2/\pi} \sigma$, e.g., as in (10.1) of [2].

It should be mentioned that for the storage of codes, since $\beta$ is the same for all codes, $\bf{x}$’s can be stored as fixed-point $\{+1, 0, -1\}$ values in memory. In fact, $\beta$ is necessary to convert these fixed-point codes to floating-point values that can reconstruct the $f$’s.

Rate: Now that we have fully characterized the distortion of ternary encoding, we should also characterize its rate. In fact, this is similar to entropy calculation of section 3.3.1, where we had independent ternary variables with different sparsities. In this setup, however, we can only guarantee that these ternary variables are un-correlated. Therefore, by assuming independence, we can provide an upper-bound for rate as:

\[
R \leq \frac{1}{n} H(\bf{X}) = \frac{1}{n} \sum_{j=1}^{n} H(X_j) = -\frac{1}{n} \sum_{j=1}^{n} \left(2\alpha_j \log_2(\alpha_j) + (1 - 2\alpha_j) \log_2(1 - 2\alpha_j)\right), \tag{3.36}
\]

where we used the ternary entropy of Eq. 3.22.

Summary: Here we summarize the STC encoding of this section 3.3.2.2. Assuming that the data in the projection domain marginally follows the Gaussian distribution, we first apply the PCA transform to de-correlate the data. The ternarization is then performed
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\[
\begin{align*}
\mathbf{f} & \rightarrow \mathbf{A} \mathbf{f} \rightarrow \phi(\mathbf{A} \mathbf{f}) \rightarrow \odot \beta \rightarrow \mathbf{x} = \phi(\mathbf{A} \mathbf{f}) \odot \beta \rightarrow \mathbf{A}^T \mathbf{x} \rightarrow \hat{\mathbf{f}}
\end{align*}
\]

Fig. 3.6 A unit of STC encoding and decoding for reconstruction.

according to Eq. 3.29 for which values of $\beta$ are calculated from Eq. 3.35. The decoding step for reconstruction is then performed using Eq. 3.30 for which we showed that $B = A^T$ is the optimal choice. These steps are sketched in Fig. 3.6.

### 3.3.2.3 Linear decoding: a Procrustean approach

In section 3.3.2.2, we introduced a linear decoding scheme based on two assumptions. First, the data is stationary and admits a covariance matrix and hence we can de-correlate the data with PCA. Second, since we needed marginal Gaussianity in the projected domain, although the original data need not be a multivariate Gaussian itself, it should, however, belong to a restricted family of distributions in order for the CLT to be effective.

While these assumptions are not too restrictive, in practice, however, one might consider more complicated distributions. To put one step closer towards practicality (and hence getting one step farther from model-based derivations), we develop a learning framework that relies more on the data, and less on assumptions.\(^{13}\)

Coming back to Eq. 3.33, unlike in the previous section 3.3.2.2, let us not explicitly assume a Gaussian distribution for the projected $\tilde{F}$, for this section.

Concretely, considering a training set $\mathbf{F} = [\mathbf{f}_1, \cdots, \mathbf{f}_N]$ (instead of a hypothetic random variable $\mathbf{F}$), Eq. 3.33b can be casted as the following optimization problem:

\[
\begin{align*}
\text{minimize}_{\mathbf{A}, \beta} & \quad \frac{1}{2nN} \| \mathbf{AF} - \phi(\mathbf{AF}) \odot \beta \|_F^2, \\
\text{s.t.} & \quad \mathbf{A} \mathbf{A}^T = \mathbf{I}_n.
\end{align*}
\]

We solve this problem using the alternating minimization technique and in 2 steps:

(i) Fix $\mathbf{A}$, update $\beta$: We find the weighting vector $\beta$ according to Eq. 3.35.

(ii) Fix $\phi(\mathbf{AF})$ and $\beta$, update $\mathbf{A}$: This takes the form of the famous orthogonal Procrustean problem [41], for which a closed-form solution can be expressed for iteration $t + 1$ of the algorithm as:

\(^{13}\)Note that in section 3.3.2.2, essentially, the only training part was the PCA. For the multi-layer version of those derivations, i.e., the ML-STC framework that we will introduce later in section 4.3, however, the situation is more complicated. In fact, the ML-STC uses successive PCAs on the residuals which makes it much more intricate than its single-layer version. For this section, anyway, we focus on a more complicated training algorithm for the single-layer case.
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\[ U'\Sigma'V'^T = \left( \phi(A_{[t]}F) \odot \beta_{[t]} \right)F^T, \]
\[ A_{[t+1]} = U'V'^T, \]  \hspace{1cm} (3.38)

where \( U'\Sigma'V'^T \) is the Singular Value Decomposition (SVD) based on the current value of \( A \) at the iteration \( t \).

Note that (somehow) similar forms to the optimization problem of Eq. 3.37 appear in many applications. The works of [18, 42] are successful examples where the technique of alternating minimization is used followed by the Procrustean solution as a powerful learning algorithm.

Algorithm 4 summarizes the steps of this approach.

Algorithm 4 Procrustean-STC

Input: Training set \( F \), ternary threshold \( \lambda \)
Output: Projection matrix \( A \), weighting vector \( \beta \), database codes \( X \)

1: Estimate the covariance matrix \( C_F \) of the data and decompose it using Eigenvalue decomposition as \( C_F = U\Sigma U^T \).
2: \( A \leftarrow U^T \) \hspace{1cm} \( \triangleright \) Initialization of the projection matrix
3: while \( \hat{D} \) not converged, do
   i. Fix \( A \), update \( \beta \):
      4: for \( j = 1, \ldots, n \) do
         5: \( \beta_j \leftarrow \sigma_j \exp \left( -\frac{\lambda^2}{2\sigma_j^2} \right) \)
            \hspace{1cm} \( \triangleright \Sigma = \text{diag}(\sigma_1^2, \ldots, \sigma_n^2) \)
   ii. Fix \( \beta \), update \( A \):
      7: \( U', \Sigma', V' \leftarrow \text{SVD} \left[ \left( \phi(A_{[t]}F) \odot \beta_{[t]} \right)F^T \right] \)
      8: \( A \leftarrow U'V'^T \)
      9: \( \hat{D} \leftarrow \frac{1}{2nN} ||AF - \phi(AF) \odot \beta||_F^2 \)
4: end for
9: end while

In chapter 4, we extend this algorithm to multi-layers and develop the “ML-STC-Procrustean” algorithm as a powerful learning approach.

3.3.2.4 Rate-distortion behavior

We are now ready to study the rate-distortion behavior of the ternary encoding. Let us focus on the linear decoding case and see how it behaves in compression of correlated sources.

To model correlation, we use the AR(1) Gaussian source, i.e., \( F \sim \mathcal{N}(0, \text{Toeplitz}[\rho^0, \ldots, \rho^{n-1}]) \), which models a lot of signals in practice. Fig. 3.7 shows the distortion-rate curves under 3 different correlation levels. For every figure, three curves are shown: the Shannon Lower Bound (SLB) which is the theoretical lower bound achieved only in the asymptotic case of
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Fig. 3.7 Distortion-rate curves of (single-layer) STC under AR(1) Gaussian source with varying correlation factors: (a) $\rho = 0$, (b) $\rho = 0.5$ and (c) $\rho = 0.9$.

$n \to \infty$\textsuperscript{14} for any lossy source-coding scheme, the theoretical characterization of the STC distortion derived from Eq. 3.34 ($D = \sum_{j=1}^{n} D_j$), and the empirical distortion calculated from simulations performed on $N = 10,000$ randomly generated vectors of dimension $n = 512$. Also the extreme case of binary encoding, i.e., zero sparsity, corresponding to $\lambda = 0$ and hence $R = 1$ is marked. These curves are calculated by varying $\lambda$ from a very high value to $\lambda = 0$.\textsuperscript{15}

It is clear from Fig. 3.7 that the rate-distortion behavior, particularly for the highly correlated sources, is good only at the very low-rate regimes. This performance deviates from optimal behavior as the rate increases. In particular, for our $m = n$ assumption here, this structure cannot target rates higher than $R \simeq 1.58$.

In order to explain this behavior, we should study how the rate allocation is done and how it deviates from the optimal behavior. In fact, in our current setup we have a i.n.i.d. Gaussian distribution for $\tilde{F}$, for which the optimal rate allocation was specified in Eq. 1.6.\textsuperscript{16}

Fig. compares the rate allocation of STC from Eq. 3.36 with optimal allocation of Eq. 1.6 for 3 different rate-regimes and for the same sources of Fig. 3.7. Obvious from the figure, as the rate increases, the mismatch between optimal and actual allocations deviate. In fact, this phenomenon describes the poor performance of STC at high rates.

This phenomenon has an important practical consequence; that the ternary encoding should be operated only at very low rates, or equivalently, high sparsity levels.\textsuperscript{17} What do

\textsuperscript{14}Note that tighter bounds and more realistic results can be achieved within the finite-blocklength regimes, e.g., as in [43].

\textsuperscript{15}Note that the special curvature of rate of Fig. 3.7 is due to the ternary entropy vs. $\lambda$ of Fig. 3.4.

\textsuperscript{16}Remember we studied the rate-allocation of i.n.i.d. Gaussian sources in section 1.2.1.2 and later we used its results in section 3.2.3 to come up with the VR-Kmeans prior.

\textsuperscript{17}This means that the extreme case of binary encoding, in fact, leads to inferior RD performance. We elaborate on this later in chapter 8 and for the comparison of binary hashing and STC.
3.4 Conclusions

This chapter is the starting point for the development of our algorithms in this thesis. Driven by the applications we will encounter in the 3rd part of the thesis, we started by formalizing our objectives, albeit in a very general and abstract way, within Eqs. 3.1 and 3.2.

Motivated by the literature of signal processing we reviewed in chapter 2, we concretized our objectives within two forms, i.e., the synthesis and the analysis models. From the other hand, our large-scale applications require fast and compact encoding and particularly decoding. So we developed these two models under such constraints.

Within the family of synthesis models, to avoid slow decoding and complications due to generally NP-hard nature of synthesis dictionaries, we limited encoding to the more constraint family of Vector Quantizers. We then analyzed this structure from a probabilistic point of view and noticed that the basic form of VQ, i.e., the K-means algorithm, is too unstructured and does not take into account such probabilistic recipes. In the form of regularization to the K-means, we injected an important prior to the reverse water-filling paradigm of rate-distortion theory and formulated the VR-Kmeans of Eq. 3.10. We then solved this optimization problem and proposed an iterative procedure in Algorithm 3 and analyzed its solution and convergence. We then demonstrated the usefulness of this regularization and showed that the VR-Kmeans successfully avoids over-fitting of the K-means in high-dimensional scenarios, both for synthesized and real data.

As for the family of analysis models, inspired by the famous transform sparse coding problem of Eq. 2.10 for which the closed-form solution of Eq. 2.11 exists, and from the other hand limited by our constraints to have discretized alphabet, we use the ternarizing function

Fig. 3.8 Mismatch of rate allocation of (single-layer) STC with optimal rate allocation. Higher rate regimes show more mismatch.

we do to target higher rates? We answer this question in the next chapter and under the multi-layer architecture.

3.4 Conclusions
instead of the hard-thresholding function and hence, come up with ternary alphabets. This initiates our Sparse Ternary Codes (STC) framework which will be developed in several levels throughout the thesis.

After a brief information-theoretic analysis of the STC which will be used later in chapter 5, we consider reconstructing from such codes and provide 3 types of solutions: First, a non-linear decoder whose solution turns out to be a quadratic program with linear constraints. This, however, is slow to solve and not useful for our large-scale applications. Second, a linear decoder based on a set of assumptions that leads to a very convenient solution based on the PCA. Finally, the third solution is relaxing the assumptions and provides an alternating optimization procedure based on the orthogonal Procrustes problem.

For both these family of algorithms, however, we showed that the desirable rate-distortion performance is achievable only within a low-rate operational regime. This being a fundamental property of these single-layer architectures, motivates us to extend these models to multiple layers and while benefiting from their conveniences, increase their operational range to arbitrarily high rate-regimes. This is discussed next in chapter 4.
Chapter 4

Multi-layer architectures

We developed the theoretical and algorithmic bases for this thesis in chapter 3, where we started with basic signal decompositions under 2 main models, i.e., the synthesis and the analysis prior models. Constrained by the kind of applications we will encounter later, we then developed each of these models to intricate frameworks, i.e., the VR-Kmeans algorithm under the synthesis model, and the STC under the analysis model. We also analyzed their behaviors and shortcomings.

In particular, we saw that both of these models suffer from a severe limitation. Independent from the learning algorithm used or the over-training issues, they cannot operate at high rates. This, in fact, is the fundamental limitation of what we referred to as single-layer architectures.

In practical applications, however, it is often required to provide a very high-fidelity reconstruction within a reasonable rate budget. An obvious example is in image compression where often high-quality image content is desired while storage is limited.

What do we do to target higher rates? As was pointed out earlier in section 2.4, a general strategy of this thesis, which will be justified in this chapter, is to use low capacity algorithms, but in succession, while each time we improve upon the previous result.

Equivalently stated, the idea is to use multiple layers of low-rate algorithms to provide an equivalent high total rate to ensure a high-quality reconstruction. Therefore, while the algorithms of chapter 3, i.e., the VR-Kmeans and STC had single-layer architectures, in this chapter, they will be evolved to multi-layer architectures, i.e., the RRQ and the STNets, respectively.

Section 4.1 provides some general insights into the idea of successive approximation and in particular the framework of “successive refinement” in information theory, which inspires us for the development of the main idea of this chapter, i.e., the multi-layer processing. Section 4.2 discusses the evolution of VR-Kmeans to RRQ. We first review the concept of compositional VQ in the literature and then focus on the technique of Residual Quantization.
(RQ) based on which we develop the RRQ. Section 4.3 uses very similar ideas to develop STC to its multi-layer evolution, i.e., the ML-STC.

To further advance matters, the favorable form of the analysis model (as opposed to the synthesis model) enables us to use the “back-propagation” technique to further tune the ML-STC. We introduce this evolution in section 4.4 and term it as “STNets”, an architecture whose roots are the analysis model concepts in signal processing while it has common traits with neural networks and can now benefit from some of the practical recipes developed within the deep learning communities.

4.1 Successive Refinement of information

The idea of successive refinement involves the repeated approximation of a source of information while each stage incrementally improves the approximation quality of the previous stage. Numerous applications can benefit from this idea. Suppose for example the compression of images where due to bandwidth constraints, a coarse description of the image is initially sent to the users. Within the same bit-stream, users that have higher bandwidth can receive finer image details while others can stop the communication. Another example can be in image retrieval systems with computational restrictions, where the query can initially be matched with only very short descriptions of the entire database, and the quality of matching can improve with longer descriptions, but only within a limited number of relevant database candidates, and hence an overall speed-up.

This natural and intuitive idea has of course been considered long ago and in different forms. In information theory, perhaps inspired by earlier works and practical insights in image coding, this idea appears with information-theoretic formalizations in [44, 45]. In the famous work of [46], the necessary and sufficient conditions for a source to be successive-refinable were derived. Then [47] provided a complete characterization of the achievable rate region. It is then proved in [48] that the conditions of being successively refinable are not very restrictive and all sources are nearly successively refinable.

To gain an insight into this idea, first remember the fundamental result of the rate-distortion theory described earlier in section 1.2.1, where for \( \mathbf{F} = [F_1, \ldots, F_n]^T \) and under \( n \to \infty \), for a given distortion value \( D \), all rates above the \( \mathcal{R}(D) \) of Eq. 1.4 are achievable.

The successive refinement of the description of \( \mathbf{F} \) involves a hierarchy of approximations \( \mathbf{\hat{F}}_1, \mathbf{\hat{F}}_2, \ldots, \mathbf{\hat{F}}_L \) with a particular structure. The first approximation \( \mathbf{\hat{F}}_1 \) incurs a distortion \( D_1 \) with a description rate of \( R_1 \). The second description complements the first description with rate \( R_2 \), i.e., adds a complementary description to the first bit-stream totaling \( R_1 + R_2 \) bits, and provides the approximation \( \mathbf{\hat{F}}_2 \) with distortion \( D_2 \). Similarly, all the other descriptions incrementally add to the bit-stream and finally provide \( \mathbf{\hat{F}}_L \). Obviously, we should have that \( D_L < \cdots < D_2 < D_1 \) for this construction to be useful. Moreover, it is desired that each of
these descriptions be both independently and collectively optimal, i.e., as good as if we did a single-stage optimal description.

Thus, formally, for a source $F$ to be successively refinable, for any choice of $R_l$ with $1 \leq l \leq L$, we should be able to maintain:

$$R_1 = \mathcal{R}(D_1),$$
$$R_1 + R_2 = \mathcal{R}(D_2),$$
$$\vdots$$
$$\sum_{l=1}^{L} R_l = \mathcal{R}(D_L).$$

(4.1)

It is shown in [46] that the necessary and sufficient condition for the above criteria to be achieved is to be able to find $p(\hat{f}_l|f)$’s, such that the sequence of Eq. 4.2 be a Markov chain.

$$F \rightarrow \hat{F}_L \rightarrow \cdots \rightarrow \hat{F}_2 \rightarrow \hat{F}_1$$

(4.2)

While the Markovianity condition cannot formally be maintained for all sources, fortunately, it was further shown that the Gaussian source above, provided that $n \rightarrow \infty$, satisfies Eq. 4.2 and hence is successively refinable.

### 4.1.1 Additive structure

For general sources, the promise of successive refinability described above is realizable under general tree-like hierarchies. When $L$ is desired to be large, however, the memory constraints become exponentially critical for trees. Fortunately though, it was further shown in [46] that for the case of Gaussian sources, which is the interest of our thesis and many other practical applications, this tree-like structure can be simplified to a very “nice” particular case, i.e., the additive structure whose storage cost and also decoding complexity increases only linearly with $L$.

The additive structure for successive refinement was formalized in [49], where its rate-distortion was studied and the achievable rate-regions where characterized. Furthermore, necessary and sufficient conditions for the optimality of the additive successive refinement were derived which are valid for many sources.

An effort to realize these ideas as coding strategies is the framework of Sparse Regression Codes (SPARC) for lossy compression [50–52], which takes the linear regression codes previously used in channel coding [53] and suggests a computationally efficient source coding scheme achieving Shannon limits. While their structure is essentially very similar to what had earlier been proposed informally in [45], the authors provide much more rigorous characterizations including the error exponent of excess distortion. Moreover, they show that
the scheme achieves the rate-distortion performance of \textit{i.i.d.} Gaussian, for any ergodic source, and with a favorable error-exponent.

To see why this structure is advantageous in terms of memory and complexity, recall the encoder considered in the basic rate-distortion setup of section 1.2.1, i.e., \( Q[·] : F^n \rightarrow \{1, \cdots, 2^{nR}\} \). If the targeted rate is high, the number of code indices, i.e., \( 2^{nR} \) should accordingly be exponentially high. This is impossible to be stored in memory, even for moderate values, e.g., let \( n = 100 \) and \( R = 1 \), the required index size is more than the number of atoms in the observable universe! Moreover, on the decoder side, to provide the approximation \( \hat{F} \) with the corresponding distortion \( D \), the same scale is required to perform the exhaustive search on the corresponding codewords.

Suppose instead we have \( L \) such additive encoders, i.e., \( Q_1[·], \cdots, Q_L[·] \), each operating at rate \( \frac{R}{L} \). According to the definition of successive refinability of Eq. 4.1, to maintain the same distortion \( D \) as in the one stage-encoding, i.e., to have \( \hat{F}_L = \hat{F} \), the equivalent rate of this setup is \( \frac{R}{L} \) which is the same as the one-stage encoding above. However, due to the additive structure, the total index size is \( L \times 2^{\frac{nR}{L}} \). Suppose we set \( L = 100 \), the memory and complexity requirement of one-stage encoding, i.e., \( 2^{100} \) becomes only 200 in this additive structure, a huge reduction indeed!

To get a clearer understanding of the additive construction and its comparison with single-stage encoding, perhaps it is more intuitive to realize the idea of additive successive refinement through a synthesis codebook with sparsity one, i.e., our setup of section 3.2. In fact, this is also the structure of Shannon random codes used in the proof of his rate-distortion theorem [1].

So let us come back to the idealized setup of section 3.2.2.1, i.e., assume \( \hat{F} \sim \mathcal{N}(0, \sigma^2 I_n) \), while \( n \to \infty \).

The aim is to do the encoding in several stages as above. So imagine an initial stage of encoding at rate \( R_1 \). We showed that the optimal codebook \( C_1 \) should be generated at \( \sigma_{C_1}^2 = \sigma^2(1 - 2^{-2R_1}) \), which leaves the distortion of \( D_1 = \sigma^22^{-2R_1} \). The additive structure implies that the next stage should encode the residual \( E = F - \hat{F} \) with variance \( D_1 \), using the codebook \( C_2 \) with \( \sigma_{C_2}^2 = D_1(1 - 2^{-2R_2}) \) and with rate \( R_2 \), while leaving the distortion \( D_2 = D_12^{-2R_2} = \sigma^22^{-2(R_1+R_2)} \).

So this structure can accordingly be generalized using the following simple recursion rule:

\[
\begin{align*}
D_0 &= \sigma^2 \\
D_l &= D_{l-1}2^{-2R_l} = \sigma^22^{-2(R_1+\cdots+R_l)} \\
\sigma_{C_l}^2 &= D_{l-1} - D_l,
\end{align*}
\]

for \( l = 1, \cdots, L \).

Therefore, the sphere of ambiguity with relative entropy \( h(F) = \frac{n}{2} \log_2 \left( \frac{2\pi e \sigma^2}{2} \right) \), where we started from, gets smaller and smaller. Finally, after \( L \) stages, the ambiguity is minimized
4.2 Regularized Residual Quantization (RRQ)

In the previous section, we saw that the basic single layer structure (with sparsity $k = 1$) has serious limitations in terms of achieving arbitrary high operational rates. In particular, memory and complexity constraints limit their use to very low rates, since the required index set, and hence codebook size will be exponentially huge.

We then saw a remedy using the concept of additive successive refinement, where additive structures can virtually create the required exponentially large index size, but with actual cost linear in the number of layers. We also mentioned some works that provide theoretical guarantees for this idea in terms of achieving Shannon limits.

$$\begin{align*}
r_1^2 &= n\sigma^2 \\
r_1^1 &= r_1^2(1 - 2^{-2R_1}) \\
r_1^m &= r_1^{2m-2R_1} \\
r_2^2 &= r_2^2(1 - 2^{-2R_2}) \\
r_2^m &= r_2^{2m-2R_2} \\
r_L^2 &= r_L^2(1 - 2^{-2R_L}) \\
r_L^m &= r_L^{2m-2R_L}
\end{align*}$$

Fig. 4.1 Spheres of ambiguity diminishing as more layers describe the data.

as $h(F - \hat{F}_{L-1}) = \frac{n}{2} \log_2 \left(2\pi e\sigma^2 2^{-2(R_1 + \cdots + R_L)} \right)$ bits. This picture is schematically depicted in Fig. 4.1.

In this section, the provided arguments were based mostly on information-theoretic concepts. From the practical side, on the other hand, solutions similar to the above additive structure have extensively been used in speech and image coding. We come back to this idea shortly in section 4.2.1.3 and propose our solution in section 4.2.2.
While this need not be the only possible solution\textsuperscript{1}, due to its theoretical foundations, its practicality and its compatibility with our algorithms, we adopt the additive successive structure in the development of our algorithms in this thesis.

However, before developing this idea further, in section 4.2.1 we briefly review some of the solutions from the literature beyond the successive refinement concept. In particular, we take the existing Residual Quantization (RQ) framework, see its limitations and develop it in section 4.2.2 to what we term the Regularized Residual Quantization (RRQ) framework. We then show its advantages in terms of rate-distortion performance in section 4.2.3.

4.2.1 Multi-layer VQ: literature review

We saw earlier in section 3.2 that within the synthesis model, putting the 1-sparsity constraint into Eq. 3.2, results in the formulation of the K-means algorithm of Eq. 3.7. We then injected the so-called reverse water-filling prior into K-means and formulated the VR-Kmeans algorithm of Eq. 3.10, and saw how it helps with over-fitting.

However, both the K-means and VR-Kmeans algorithms are synthesis models with 1-sparsity. Therefore, as we explained above, and as was validated before in the experiments of section 3.2.4, they both suffer from the rate-limitation issues.\textsuperscript{2}

Let us see some of the remedies to these limitations from the literature. In particular, let us focus on the algorithms that provide discrete code spaces, i.e., the family of Vector Quantizers (VQs).

Within the setup of K-means, we assume again that we are given a set of training samples \( F = [f_1, \ldots, f_N] \). To encapsulate the family of VQs under one formulation, let us remove the 1-sparsity constraint of Eq. 3.7 and put a generic constraint on both the code and the codebook. This general formulation becomes:

\[
\begin{align*}
\minimize_{C, X} & \quad \frac{1}{2N}\|F - CX\|_F^2 \\
\text{s.t.} & \quad \Omega\{X\}, \Omega\{C\},
\end{align*}
\]

where \( \Omega\{X\} \) is a constraint on the code and \( \Omega\{C\} \) is a constraint on the codebook. We see next how different VQ methods set these constraints.

As a historical remark, the VQ-based methods were very popular, both for practice and research, during the 1970's to 1990's\textsuperscript{3} and mostly within the signal processing communities.
in particular, image and speech coding (See for example [54]). However, during the 2010’s, starting with [55], there was a resurgence of the popularity of VQ within the computer vision community and for the similarity search problem. We note that our emphasis in this review of VQ is mainly on similarity search.

### 4.2.1.1 Product Quantization (PQ)

The main idea behind Product Quantization (a.k.a. product codes) [54] (and lots of earlier works, e.g., [56]) is to consider a long vector in $\mathbb{R}^n$ as $p$ sub-vectors in $\mathbb{R}^{\frac{n}{p}}$. These sub-vectors, having lower dimensions, are easier to encode. Notice that the single-layer alphabet size of $2^{nR}$ breaks down to $p$ much smaller alphabets of size $2^{\left(\frac{n}{p}\right)R}$, providing virtually the same equivalent size. This trick is very similar to the additive quantization and provides similar storage and complexity savings. The codebook and the encoding construction adopted by PQ can be formalized as follows.

Suppose the code vector $x \in \mathbb{R}^n$ is constructed as the concatenation of $p$ sub-codes $x^{[p']}$'s for $1 \leq p' \leq p$ and $x^{[p']} \in \mathbb{R}^{\frac{n}{p}}$. PQ maintains the following structure:

$$
\Omega^{\text{PQ}}\{X\} : \quad ||x^{[p']}||_0 = ||x^{[p']}||_1 = 1,
$$

$$
\Omega^{\text{PQ}}\{C\} : \quad C =
\begin{bmatrix}
C^{[1]} & 0 & \cdots & 0 \\
0 & C^{[2]} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & C^{[p]}
\end{bmatrix},
\tag{4.5}
$$

for $p' = 1, \cdots, p$, where $0$ is an $(\frac{n}{p} \times \frac{n}{p})$ all-zero matrix.

Therefore, the equivalent codebook is the Cartesian product of each sub-codebook providing $m^p$ equivalent codewords. In fact, this structure has an underlying assumption that each of the $p$ signal chunks is independent of each other and hence can be trained independently using K-means.

While the PQ codes lack theoretical guarantees, in practice, they prove to be very successful and widely adopted, particularly for search applications. We will come back to the PQ codes in search in chapter 5.

### 4.2.1.2 Optimized Product Quantization (OPQ)

The independence assumption of PQ is not realistic in practice. This is why the OPQ [57] (or equivalently the Cartesian K-means of [58]) optimizes the PQ encoding by rotating the data before performing the PQ encoding. The OPQ is essentially solving the following optimization problem.
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\[
\begin{align*}
\text{minimize} & \quad \|F - RCX\|_F^2 \\
\text{subject to} & \quad \Omega^{PQ}\{X\}, \Omega^{PQ}\{C\}, \quad (4.6) \\
R^T R^T & = I_n,
\end{align*}
\]

where \( R \) is a rotation matrix.

Authors of [57] propose a parametric solution to Eq. 4.6, assuming an independent variance-decaying Gaussian distribution on the data dimensions, as well as a general-purpose non-parametric solution that essentially iterates between a Procrustean formulation for \( R \) and the usual K-means. Before the rotation and as a pre-processing, the dimensions are balanced in terms of variance. This makes the quantization more efficient, as long as \( p \), the number of partitions is small.

While the OPQ achieves a performance improvement w.r.t. the PQ, as we will show later, this improvement is limited to a particular rate regime.

Other than the PQ and the OPQ, there exists a couple of solutions trying somehow to put constraints on the codebooks and the encoding procedure to address the limitations of the single-layer K-means. For example, the Additive Quantization (AQ) [59] uses similar encoding to PQ but does not limit to orthogonal sub-codebooks and hence works with full-dimensional sub-codebooks. Thanks to its higher expressive power, AQ achieves superior performance to PQ, but this comes with the cost of a much slower combinatorial optimization than the K-means of PQ.

4.2.1.3 Residual Quantization (RQ)

While the family of PQ methods provides effective solutions to the limitations of the basic single-layer structures in terms of achieving arbitrary high rates, they do not have the benefits of successive approximations. For example, a PQ code learned to target a rate \( R \), cannot help with the design of a PQ operating at rate \( R' > R \). In fact, all the sub-codebooks of PQ at rate \( R' \) should be re-trained from the beginning.

A structure which admits the idea of successive refinement of section 4.1 is the framework of Residual Quantization (RQ) or Residual Vector Quantization (RVQ). Unlike PQ, RQ can provide complementary descriptions of length \( R' - R \) bits to an existing description at rate \( R \), totaling a rate \( R' > R \).

Apart from the above idea, since RQ has further an additive structure, it also solves the rate limitations of single-layer structures as we described in section 4.1.1.

The idea of RQ has been around for many years in signal processing. In particular, speech coding was addressed with RQ first in [60]. Many solutions for image coding have also been proposed based on RQ. Good reviews of these methods appear in [61–63].
4.2 Regularized Residual Quantization (RRQ)

RQ imposes a hierarchical structure on its codebooks. This comes from the training procedure, which is based on encoding the residual of the previous layer. This idea is described in Algorithm 5.

**Algorithm 5** Residual Quantization

**Input:** Training set $F$ (whitened), # of layers $L$, # of codewords $m$ (assuming equal for all layers)

**Output:** Codebooks $C^{[l]}$’s and codes $X^{[l]}$’s, for $l = 1, \cdots, L$

1: $F^{[0]} \leftarrow F$

2: $\hat{F} \leftarrow 0$ \hspace{2cm} $\triangleright$ all-zero matrix of $(n \times N)$

3: $\hat{D}^{[0]} \leftarrow 1$ \hspace{2cm} $\triangleright$ Normalized distortion on the training set.

4: for $l = 1, \cdots, L$ do

5: $C^{[l]}, X^{[l]} \leftarrow \text{K-means}(F^{[l-1]}, m)$ \hspace{2cm} $\triangleright$ Solved using Algorithm 1.

6: $F^{[l-1]} \leftarrow C^{[l]}X^{[l]}$

7: $\hat{F} \leftarrow F + F^{[l-1]}$ \hspace{2cm} $\triangleright$ Current approximation

8: $F^{[l]} \leftarrow F - \hat{F}$ \hspace{2cm} $\triangleright$ Residual (input to the next stage’s quantizer)

9: $\hat{D}^{[l]} \leftarrow \frac{||F^{[l]}||_2^2}{||F||_2^2}$ \hspace{2cm} $\triangleright$ Current (normalized) train-set distortion

end for

We saw earlier in section 3.2 that the K-means formulation lacks structure and does not benefit from any prior on the joint description of sources. In particular, we saw e.g., in Fig. 3.1 or Table 3.1 that this becomes critical at high dimensions and makes encoding impossible with K-means at those limits.

Similar to the PQ family, the RQ is based on the standard K-means algorithm. It is of no surprise, therefore, that RQ suffers from the limitations of K-means in high dimensions. It turns out that this is a severe limitation for RQ, making its design to only several layers. For example, we quote the following paragraph from [61] about different RQ-based methods:

“Nearly all RVQ literature considers the two-stage case and then inductively reasons that two-stage results can be generalized to RVQ’s with many stages. Although reasonable, there are problems that arise when this approach is adopted; design methods developed for two-stage RVQ’s may not be practical nor have satisfactory generalizations to many-stage RVQ’s due to unforeseen difficulties... There may exist a subset of the inputs of a RVQ stage where the decoded representation for each point in the subset degrades with the additional stage.”

### 4.2.2 RRQ algorithm

The “unforeseen difficulties” mentioned above, we argue, is due largely to the K-means formulation rather than the residual structure of RQ. To address these issues, we propose to replace the K-means in RQ with what we developed earlier in section 3.2.3 and referred to as the VR-Kmeans algorithm.
Fig. 4.2 The RRQ algorithm based on the VR-Kmeans and Rev-WFiller.

The resulting procedure becomes what we term as the Regularized Residual Quantization (RRQ), which is stated in Algorithm 6.

**Algorithm 6** Regularized Residual Quantization

**Input:** Training set $F$, # of layers $L$, # of codewords $m$, target rate per layer $R$, thresholding hyper-parameter $\gamma'$, optimization hyper-parameter $\lambda$, Newton step $\eta$

**Output:** Codebooks $C[l]$’s and codes $X[l]$’s, for $l = 1, \cdots, L$

1: $F[0] \leftarrow F$
2: $\hat{F} \leftarrow 0$ ▷ all-zero matrix of $(n \times N)$
3: for $l = 1, \cdots, L$ do
4: Estimate the covariance matrix of the whitened input $F[l-1]$ as $\text{diag}([\sigma_1^2, \cdots, \sigma_n^2]^T)$
5: $S, A_\gamma \leftarrow \text{Rev-WFiller}([\sigma_1^2, \cdots, \sigma_n^2], R, \gamma')$ ▷ Solved using Algorithm 2
6: $C[l], X[l] \leftarrow \text{VRK-means}(F[l-1], m, S, A_\gamma, \lambda, \eta)$ ▷ Solved using Algorithm 3.
7: $\hat{F}[l-1] \leftarrow C[l]X[l]$ ▷ Current approximation
8: $\hat{F} \leftarrow \hat{F} + \hat{F}[l-1]$ ▷ Residual (input to the next stage’s quantizer)
9: $F[l] \leftarrow F - \hat{F}$
10: end for

As the RRQ layers increase, the data approaches gradually to $i.i.d.$. This means that the variance-decaying profile diminishes, and moreover, the inter-dependencies of dimensions not captured by the whitening will also reduce. Therefore, the hyper-parameters of Algorithm 6 should also adapt accordingly.

In particular, the regularization parameter $\lambda$ should increase as there is less and less data-particularities at higher layers and more and more resemblance to the $i.i.d.$ structure of section 3.2.2.1. In practice, we find it appropriate to set $\lambda \rightarrow \infty$ after the fifth layer. This means that it is safe to avoid the optimization procedures of VR-Kmeans and simply generate the codebooks of $C[l]$ with $l \geq 5$ from the appropriate distributions. This, in fact, significantly speeds up the training procedure, making the RRQ a fast learning algorithm.
4.2.3 Rate-distortion behavior

We now experiment with the RRQ to see how it can target arbitrarily high rates. Fig. 4.3 compares the distortion-rate curves of the RRQ with RQ, on the same data as is in the experiments of Fig. 3.2.

![Distortion-rate curves for the RRQ (based on VR-Kmeans) and the RQ (based on K-means) for AR(1) Gaussian sources with $\rho = 0, 0.5, 0.99$, corresponding to (a) i.i.d., (b) mildly correlated and (c) highly correlated sources. Results are averaged over 5 independent experiments.]()

Clearly, the RQ based on the standard K-means is quickly over-fitting. Its regularized version, however, reduces the train-test gap, as prescribed by $\mu$.

We also experiment with PQ and OPQ codes. It is interesting to see that as the data becomes more correlated, they suffer more from the independence assumption they impose on the sub-codebooks. On the other hand, as the rate increases, i.e., as the number of partitions becomes larger, the disparity between them also increases for PQ and OPQ. This, however, is not an issue with the RRQ, as we see a noticeable performance improvement w.r.t. PQ.

Later in chapter 6, we will successfully use the RRQ for image compression and apply it on whitened images, as will be clarified in section 6.3.

4.3 Multi-Layer Sparse Ternary Codes

In the previous section, we mentioned the limitations of the single-layer structures in terms of their operational rate. Inspired by the successive refinement framework in information theory and the RQ from signal processing, we then extended them to multiple layers. In particular,
we proposed the RRQ algorithm as the straightforward, residual-based development of the VR-Kmeans and solved the rate limitation issues, targeting arbitrarily high rates with reasonable distortion.

While the K-means, the VR-Kmeans and hence the RQ and the RRQ are synthesis structures, on the other hand, it is of no surprise that similar concepts are valid for analysis models as well. In fact, we have already seen in section 3.3.2.2 that for the analysis-based STC framework, as the rate increases, its allocation to different dimensions deviates from optimality, an inevitable phenomenon due to design constraints which leads to poor performance for high rates as seen in Fig. 3.7.

How do we circumvent the issue with the analysis model and in particular the STC? It is very natural to ask whether similar solutions to synthesis models exist also for the STC. In fact, while the RQ solution of section 4.2 has a synthesis model shape, the theoretical framework of additive successive refinement does not have a constraint on the encoding-decoding construction. Therefore, we utilize this straightforward idea next in section 4.3.1 and validate it in practice in the experiments of section 4.3.3.

### 4.3.1 ML-STC algorithm

We are not aware of any existing solution within the analysis-shaped encoding schemes that takes advantage of successive refinement ideas. However, we now use this idea to develop the Multi-Layer STC (ML-STC) from the single-layer structure of STC developed in section 3.3.2.2.

This idea, identical to the residual encoding of the previous section, is simply put in the recursion rule of Eq. 4.7, and is illustrated in Fig. 4.4:

\[
\begin{align*}
x^{[l]} &= Q[f^{[l-1]}] = \phi_X^{[l]} (A^{[l]} f^{[l-1]}) \odot \beta^{[l]}, \\
\hat{f}^{[l-1]} &= Q^{-1}[x^{[l]}] = A^{[l]^T} x^{[l]}, \\
f^{[l]} &= f^{[l-1]} - \hat{f}^{[l-1]},
\end{align*}
\]

where the superscripts depict the index of the layer \( l = 1, \ldots, L \). The input to the algorithm at layer \( l \) is \( f^{[l-1]} \), which is the residual of the approximation from layer \( l - 1 \) and is initialized as \( f^{[0]} = f \). The rest of the procedure is the same as the single-layer case.

Fig. 4.4 ML-STC architecture.
We saw earlier in section 3.3.2.4 that, in order not to deviate from optimality, the STC should be operated only at lower rates. Therefore, we choose the ternarization threshold $\lambda$ in all the $\phi_{\lambda X}(\cdot)$’s to be very high, such that they produce very sparse $x[l]$’s.

Algorithm 7 summarizes the ML-STC.

Algorithm 7 ML-STC

Input: Training set $F$ (whitened), # of layers $L$ and threshold $\lambda$ (assuming equal for all layers)

Output: Projections $A[l]$’s, weighting-vectors $\beta[l]$’s and codes $X[l]$’s, for $l = 1, \cdots, L$

1: $F[0] \leftarrow F$
2: $\hat{F} \leftarrow 0$ \hspace{1cm} \triangleright all-zero matrix of $(n \times N)$
3: for $l = 1, \cdots, L$ do
4: Estimate the covariance matrix $C[l-1]F$ from input samples $F[l-1]$
5: $U \Sigma U^T \leftarrow \text{EIG}(C[l-1]F)$ \hspace{1cm} \triangleright Eigen-value decomposition
6: $A[l] \leftarrow U^T$
7: for $j = 1, \cdots, n$ do
8: $\beta[l]_j \leftarrow \frac{\sigma_j \exp\left(-\frac{\lambda^2}{2\sigma^2_j}\right)}{\sqrt{2\pi}Q\left(\frac{\lambda}{\sigma_j}\right)}$ \hspace{1cm} \triangleright $\Sigma = \text{diag}([\sigma_1^2, \cdots, \sigma_n^2]^T)$
9: end for
10: $X[l] \leftarrow \phi_{\lambda}(A[l]F[l-1]) \odot (\beta[l]1_N^T)$ \hspace{1cm} \triangleright Matrix form of Eq. 3.29
11: $\hat{F}[l-1] \leftarrow A[l]^T X[l]$ \hspace{1cm} \triangleright Current approximation
12: $\hat{F} \leftarrow \hat{F} + \hat{F}[l-1]$
13: $F[l] \leftarrow F - \hat{F}$ \hspace{1cm} \triangleright Residual (input to the next stage’s quantizer)
14: end for

Although the main building-blocks of training of this algorithm are the eigenvalue decomposition (using both eigenvectors and eigenvalues) of the covariance matrices, this algorithm does not rely solely on the second-order statistical properties of the data. This is because the PCA is applied successively and on the residuals of encoding, rather than once and on the input data. In fact, as the layers increase, the residuals, and hence the input to the next layers, i.e., $F[l]$’s become closer and closer to the white Gaussian noise.

We evaluate the performance of this algorithm in section 4.3.3 and section 4.4, and will utilize it in practice, later in chapter 5.

4.3.2 ML-STC-Procrustean algorithm

We saw earlier in section 3.3.2.3 that by abandoning some of the assumptions of the linear decoding of section 3.3.2.2 and relying more on the training data instead of the priors, we can formulate the learning procedure as in Eq. 3.37 and solve it using an alternating
minimization approach and by using the orthogonal Procrustes framework. This led us then to the Algorithm 4, which we dubbed the Procrustean-STC.

Within the multi-layer case, exactly similar to the ML-STC framework, we extend the Procrustean-STC algorithm by training over the residuals of the previous encoding. We term this new algorithm as ML-STC-Procrustean and summarize it as in Algorithm 8.

**Algorithm 8 ML-STC-Procrustean**

**Input:** Training set \( F \) (whitened), \# of layers \( L \) and threshold \( \lambda \) (assuming equal for all layers)

**Output:** Projections \( A^{[l]} \)'s, weighting-vectors \( \beta^{[l]} \)'s and codes \( X^{[l]} \)'s, for \( l = 1, \cdots, L \)

1. \( F^{[0]} \leftarrow F \)
2. \( \hat{F} \leftarrow 0 \) \hspace{1cm} \( \triangleright \) all-zero matrix of \((n \times N)\)
3. for \( l = 1, \cdots, L \) do
   4. \( A^{[l]}, \beta^{[l]}, X^{[l]} \leftarrow \text{Procrustean-STC}(F^{[l-1]}, \lambda) \) \hspace{1cm} \( \triangleright \) From Algorithm 4.
   5. \( \hat{F}^{[l-1]} \leftarrow A^{[l]} X^{[l]} \)
   6. \( \hat{F} \leftarrow \hat{F} + \hat{F}^{[l-1]} \) \hspace{1cm} \( \triangleright \) Current approximation
   7. \( F^{[l]} \leftarrow F - \hat{F} \) \hspace{1cm} \( \triangleright \) Residual (input to the next stage’s quantizer)
4. end for

We will evaluate this algorithm in section 4.4.

### 4.3.3 Rate-distortion behavior

Let us see how the basic ML-STC of Algorithm 7 performs at higher rates. We take the same experimental setup as in Fig. 3.7, where our performance was limited to very low rates.

This is illustrated in Fig. 4.5, where we see that the ML-STC covers the entire rate-regime and provides very reasonable distortion.
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Our multi-layer solutions so far, i.e., the synthesis RRQ and the analysis ML-STC were designed to minimize only the residual error from a previous stage of encoding. In other words, we were only encoding the causal residual errors and not the anti-causal residuals. In other words, at layer $l$ of encoding, we did not make any effort to make the encoding of layer $l+1$ optimal.

A natural question to ask is whether this strategy is jointly optimal? While the framework of additive successive refinement guarantees optimality of our simple residual-based structure for Gaussian \textit{i.i.d.} data and for the asymptotic case of $n \to \infty$, in practice, for arbitrary data, even if we perform whitening, the prerequisites of these theorems do not exactly hold. Therefore, while with proper whitening we might expect not to be very far from optimality, it still makes sense to reduce the gap by considering solutions that target joint optimality.

Let us first take the synthesis case and in particular the RQ framework. There has been some efforts in the literature (e.g., [63, 64], and a review in [61]) to try to achieve some sort of joint-optimality. They initially train the codebooks with only the causal residuals and then update each layer sequentially by fixing other codebooks. These methods, however, are essentially based on heuristics and are very hard to implement. Moreover, they show only little performance improvements. In fact, it is not straightforward to jointly train synthesis dictionaries.

Fig. 4.5 Distortion-rate curves of ML-STC under AR(1) Gaussian source with varying correlation factors: (a) $\rho = 0$, (b) $\rho = 0.5$ and (c) $\rho = 0.90$.

We next extend our multi-layer structures to a neural network, where we use the multi-layer algorithms developed in this section, i.e., the ML-STC and the ML-STC-Procrustean to pre-train neural structures.
On the other hand, for the analysis models, the situation seems more favorable. As we will show next, the analysis models may benefit from the back-propagation algorithm to jointly tune the learned transforms.

4.4.1 Building up a neural network architecture

While the ML-STC is based on layer-by-layer learning of the residuals, its structure bears some resemblance to the neural network architectures. Essentially, similar to neural structures, it is based on repeatedly performing projections followed by applying non-linearities. It is, therefore, somehow expected to think of the back-propagation optimization paradigm of neural networks to apply to the ML-STC as well.

A technical issue, however, seems to hinder the application of this idea in practice: For the back-propagation technique to work, all operations, including the non-linearities should be differentiable. Otherwise, the errors from the latter layers will be zeroed-out and not propagated to the initial layers. In fact, the ternarizing operator, as well as the binarizing sign function, or in general all quantizer functions are intrinsically non-differentiable.

Take the case of the sign function. This is used to produce binary codes and is very popular in many applications like binary hashing and image compression. Recently, motivated by the success of deep learning, both of these domains have adopted neural networks in their design architectures. A central issue in these designs remains the way the non-differentiability of the sign function is handled.

Most methods simply ignore the quantization part in the pipeline and just train the network without the non-differentiable sign function. This is later applied during the test time without being optimized.

Some other methods, e.g., [65, 66] approximate the binarizing non-linearity with an additive noise process which is differentiable. However, this approximation is not exact and the additive noise is a function of the quantization argument.

Some methods gradually anneal the differentiable approximation function to converge to the sign function during training iterations. For example, [67] parametrizes the \( \tanh(\cdot) \) nonlinearity as \( y = \tanh(\beta x) \) and gradually increases the value of \( \beta \) to approximate more closely the sign function, i.e., \( \lim_{\beta \to \infty} \tanh(\beta x) = \text{sign}(x) \).

Now let us consider the more general case of the sign function that we used in our STC paradigm.

4.4.1.1 Ternarizing operator as non-linearity

The ternarizing operator \( \phi_\lambda(\cdot) \) used at the core of STC is also non-differentiable. However, it has a favorable property w.r.t. the sign function, as we will explain next.
Fig. 4.6 Mutual information between input and output of the ternarizing and hard-thresholding functions for different values of $\lambda$ and under (a) Gaussian (b) Uniform and (c) Laplacian input sources. The sign function corresponds to $\lambda = 0$.

As is seen from this figure, as $\lambda$ is increased, and hence, as the code becomes sparser, the mutual information between the input and output of these two functions coincide. This means that most of the information content will be present in the position of the non-zeros, rather than their values.

This has a very important practical consequence for the training of neural network structures based on the ternarizing non-linearity. In fact, if operated at highly sparse regimes, instead of the non-differentiable ternarizing function, one can use the differentiable hard-thresholding function during the training phase and while applying the back-propagation technique, without losing any information content.

After the training phase is terminated, the hard-thresholding function is replaced by putting the ternarizing function back into the network. This, however, needs the weighting vector $\beta$ to be adjusted. We use the same procedure as in Eq. 3.35 to adjust $\beta$.

Notice that under whatever technique, this procedure is not possible for the binarizing sign function without incurring a significant approximation error. This is clear from Fig. 4.6, where for all the 3 shown sources, there is a significant gap between the information contents of the differentiable and non-differentiable non-linearities.

\[^5\) These values are not analytically calculated. Rather, they are estimated from the Python toolbox presented in [68].
4.4.1.2 Bias terms

Our solutions so far consisted of linear projections followed by non-linearity for the encoding and linear projections for decoding. Neural networks, however, use affine transformations, i.e., projections plus a bias term followed by non-linearity. Thanks to the back-propagation, this is very efficiently done in neural networks since the elements leading to gradient calculation for the projection matrix at a certain layer are readily useful for gradient calculation of the bias term at that layer as well.

Now that we plan to use the back-propagation paradigm in our networks, we can simply extend our model by replacing the linear terms with affine terms. So our multi-layer model generalizes as in Eq. 4.8:

\[
\begin{align*}
\mathbf{x}[l] &= Q[f[l-1]] = \phi_{\lambda}[\mathbf{x}] (A[l]f[l-1] + \mu[l]) \odot \beta[l], \\
\hat{f}[l-1] &= Q^{-1}[\mathbf{x}[l]] = A[l]^T \mathbf{x}[l] + \eta[l], \\
f[l] &= f[l-1] - \hat{f}[l-1],
\end{align*}
\]

(4.8)

where \(\mu[l]\) and \(\eta[l]\) are the newly added parameters to the network.

This means that, for any stage \(l\), we will have to train 4 parameters, i.e.: \(\{A[l], \beta[l], \mu[l], \eta[l]\}\).

4.4.1.3 STNets architecture

Fig. 4.7 sketches the architecture of our proposed \(L\)-layer network based on ternary encoding.\(^6\)

We term this structure as the Sparse Ternary Networks (STNets).

\(^6\)From the cognitive sciences and the connectionist points of view, we do not claim any similarity or compliance of our proposed network with any living being intelligent structure, as all our developments are driven by purely computational reasons. Yet we adopt the term “neural network” for our proposed structure, since it is a construct with multiple layers of processing based on simple core units and for which the back-propagation technique is applicable.
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Similar to the ML-STC structure, it consists of \( L \) layers of encoding and decoding based on the STC, where each layer encodes the residual error of the decoding of the previous layer.

As for the application of the back-propagation, the minimization of the distortion cost function \( J_D \) is performed, not only from the last layer, but also from all intermediate layers.

Apart from the distortion cost, we can think of minimization of a rate cost function \( J_R \) as well, based on the ternary entropy of Eq. 3.36. Since this is also differentiable, \( J_R \) can be added to a final loss along with the distortion loss as:

\[
J = J_D + \mu J_R, \tag{4.9}
\]

and back-propagated through, where \( \mu \) is a regularization weight. This is summarized in Eq. 4.10:

\[
J_D = \frac{1}{nN} \| f[0] - \sum_{l=0}^{L-1} \hat{f}[l] \|^2_2,
\]

\[
J_R = \frac{1}{nL} \sum_{l=1}^{L} H(X[l]) = \frac{1}{nL} \sum_{l=1}^{L} \left[ \sum_{j=1}^{n} \left( 2\alpha_j[l] \log_2(\alpha_j[l]) + (1 - 2\alpha_j[l]) \log_2(1 - 2\alpha_j[l]) \right) \right]. \tag{4.10}
\]

We have not yet implemented the rate loss in our experiments and we only minimize the distortion loss, i.e., \( J = J_D \). However, rate is constrained implicitly from \( \phi_\lambda(\cdot) \) non-linearity and for a fixed value of \( \lambda \). Minimizing it directly by explicitly imposing it to the final loss may encourage more variance decaying projections and hence the concentration of non-zero activity of the codes within a smaller subset of the dimensions.

4.4.2 Training strategies for Sparse Ternary Networks

Now that we have built up our neural network architecture, it is important to think of strategies to train it.

In general, we propose to have a double-stage training for the STNets, i.e., a pre-training stage, and a fine-tuning stage.

In the pre-training stage, the network parameters for each layer, i.e., \( A[l] \)'s and \( \beta[l] \)'s are trained layer-by-layer. Since we do not have any solution for the bias terms, i.e., \( \mu[l] \)'s and \( \eta[l] \)'s, they are initialized with zero values at this stage.

In the fine-tuning stage, the network is initialized with the results of the pre-training stage. The entire parameter set for each stage is then updated using the standard back-propagation algorithm.
Fig. 4.8 demonstrates the results of this double-stage training under the STNets architecture and for the rate-distortion optimization of the standard MNIST and CIFAR-10 databases.

Fig. 4.8 Distortion-rate curves of the STNets under 3 different sample regimes and for the MNIST and CIFAR-10 databases of digits on the test set. All networks have \( L = 15 \) layers.

The 3 plots of this figure correspond to 3 different regimes of availability of training samples. For all experiments, 10 epochs of training with equal-sized mini-batches of the training set have been performed using the Adam [69] optimization strategy for back-propagation with standard parameters. All networks had \( L = 15 \) layers\(^7\) and the fine-tuning procedure was implemented in the PyTorch [70] package.

From these experiments, the following somehow predictable, yet exciting observations can be made:

Firstly, the pre-training based on the ML-STC (Algorithm 7) and ML-STC-Procrustean (Algorithm 8) are very useful and significantly reduce the training time w.r.t. the random initializations. For this experiment, perhaps much longer training time should have been dedicated to the STNets with random initialization to catch up with pre-trained counterparts.

\(^7\)Throughout this chapter we were assuming for the simplicity of representation, that the code-length is equal to the data dimension, i.e., \( m = n \). However, in these experiments, we put \( m = 100 \) for all MNIST experiments (\( n = 784 \)) and \( m = 500 \) for all CIFAR-10 experiments (\( n = 3072 \)).
In fact, in our other experiments, we notice that the random initialization is successful, only when the number of layers is small. A lot of engineering work has been dedicated within the deep learning communities to be able to increase the number of layers of randomly-initialized networks. Our proposal to initialize with pre-training obviates the need for such techniques.

Secondly, the higher the number of training samples available, the more the intricate models can be successful. In particular, the most powerful analysis-based model we have introduced in this thesis is the STNets pre-trained with the ML-STC-Procrustean, which outperforms others in Fig. 4.8-(a),(d), when the full training set is used. In this case, the second winner is the STNets pre-trained with ML-STC which outperforms the simpler ML-STC.

Conversely, the more the training samples are scarce, the more the algorithms that rely on priors rather than the observations tend to behave more successfully. So in Fig. 4.8-(c),(f) where only \( N = 1000 \) training samples are available, the basic ML-STC outperforms all other methods. Further learning with back-propagation or with the Procrustean approach over-fits to the training set. So in this case, very strong and careful regularizations like the dropout [71] with a high probability of units turning off, or the weight-decay with a high constant should be used.

### 4.4.3 Discussions

In this chapter, we have been able to transform our layer-by-layer training paradigms of ML-STC and ML-STC-Procrustean into the STNets, which is essentially a neural network model. This has two important consequences.

First, we are able to utilize simple but powerful (analytical) solutions for smaller sub-problems within the bigger problem of training the whole model. For example, the PCA, although the solution to a very simple problem, but is in fact, optimal (under its own assumptions), implementable very efficiently, requiring the least number of training samples and has very clear and strong theoretical foundations. So within the setup of PCA, any other solution will be inferior to it. Our proposed ML-STC architecture breaks up the big problem into many such sub-problems and solves each of them efficiently (and for most parts analytically).

This, however, was based on some assumptions. To compensate for making such restricting assumptions, we used the fine-tuning stage using the back-propagation.

Second important consequence follows from the fact that our model is now a neural network structure that solves the whole problem jointly, rather than layer-by-layer. Provided that enough training data is available, this leads to better solutions as we saw in Fig. 4.8. Other than this fact, working with a neural structure results in two other important benefits.

Firstly, we may be able to benefit from a wealth of practical know-how developed within the deep learning communities. For example, we can use dropout [71] and batch-normalization.
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[72] for more successful training, while benefiting from very efficient and well-supported implementations of back-propagation like PyTorch [70] with ready-to-use options for Adam [69] optimization.

Secondly, and left as future work, other than the distortion and rate cost functions of Eq. 4.10, we may be able to impose other cost functions for other tasks. For example, we may pre-train the network to optimize for rate-distortion behavior and then add a classification loss over some semantic labels.

Notice that our proposed network has several important particularities w.r.t. the neural structures from the literature.

First, the underlying non-linearity used is the ternarizing operator. Modern neural networks usually use the ReLu and its variants, or the more classical sigmoid or tanh functions. In order to produce discrete representations, to the best of our knowledge, they all use either the binarizing sign function or simply scalar quantization of the representations. While our motivations for adopting the ternarizing function and in general, ternary representation have originated from sparsifying transform learning, as explained in chapters 3 and 5, within the back-propagation optimization paradigm, we stated the benefits of our choice of ternary w.r.t. the common binary non-linearities in section 4.4.1.1.

Second, the way the cost function of our STNets is formed is somewhat unusual. Typically, neural networks use the output of the last layer to form the loss function. STNets receives $L$ inputs from all the $L$ layers. This is somehow similar to the so-called “skip-connections” of [23] which has shown to be one of the breakthroughs in the development of deep learning. However, the reason behind the effectiveness of these skip-connections (that are fed to the next layers rather than to the cost function directly) is little known. For our network, this is explicitly required by the successive refinement idea for which clear understanding is known.

4.5 Conclusions

Following the concluding argument of chapter 3, which states that single-layer encoding structures are either very difficult to handle (e.g., the NP-hard sparse coding problem mentioned in chapter 2), or are too limited in capacity, we extended them to multiple layers and hence designed high capacity models with straightforward encoding-decoding recipes. This was based on the successive refinement framework from information theory for which performance guarantees and theoretical understandings exist and leads to the favorable residual based additive structures.

We pursued this idea under the two family of algorithms developed in chapter 3, i.e., the synthesis model and the analysis model. Our treatment of synthesis model extended the VR-Kmeans algorithm that we have developed in section 3.2.3 to the multi-layer RRQ framework of section 4.2.2, which solves the issue of over-fitting in RQ and enables it to train arbitrary number of layers of high-dimensional data, thanks to the regularization it provides,
and achieves excellent rate-distortion performance. We will use RRQ in the compression of facial images in chapter 6.

Under the analysis model, we then applied the same idea of residual-based training to the STC framework, which we have introduced in section 3.3, and developed the ML-STC framework in section 4.3. We saw that this extension lifts the rate-limitation issue of its single-layer predecessor and maintains a strong rate-distortion trade-off within the entire rate regime. We then introduced an extension of this algorithm, i.e., the ML-STC-Procrustean in section 4.3.2, which has a more data-oriented and less assumption-based learning paradigm.

We then pursue another evolution of our algorithms, that of the neural networks. The ML-STC consists of repeated projections plus non-linearities, resembling standard neural network structures. We showed how to fine-tune its parameters with the standard recipes of neural network training.

This, however, faces an obstacle. Like any quantizing function, e.g., the sign function to generate binary codes, the ternarizing operator is non-differentiable. This being a severe limitation to compression networks, which hinders them from fully benefiting the back-propagation, is not a limitation for our ternarizing function. We studied the information preservation of this function and concluded that, in the very sparse regimes, it has the same behavior as its differentiable counterpart, i.e., the hard-thresholding function, since most of the information will be concentrated in the position of non-zeros, rather than their values. So we could replace the ternarizing operator with the hard-thresholding function during training, and put it back in place during test time, followed by re-weighting.

Having resolved this obstacle, we considered several training strategies. We noticed that our neural structure, i.e., the STNets as we termed it, can be pre-trained with the ML-STC or the ML-STC-Procrustean, and fine-tuned with back-propagation. This way, simplifying assumptions, e.g., the perfect independence of dimensions after whitening, or not considering non-causal errors during layer-by-layer training will be lifted, as we use more data. From the other hand, instead of starting off with random values, as is common in standard neural networks, we reduce the training time by starting from analytically found solutions.

This leaves us with a large set of choices regarding the training strategy to pick up under different training sample regimes. When data is abundant, initialize the STNets with ML-STC-Procrustean and fine-tune with back-propagation. In case there is limitation, initialization with ML-STC would be preferred. If the limitation is severe, it would make more sense to suffice with the ML-STC and avoid back-propagation (or otherwise use stronger regularization). In the extreme case when data is too limited to even estimate the covariance matrix, one would initialize with random values, only taking into account the variance.

While we will show further applications for these algorithms in the next part of the thesis, a lot of future directions can be envisioned. An immediate direction would be to pre-train the network for rate-distortion optimality, as we did in this chapter and further tune the
parameters with label-aware losses. One would expect to reduce the training time, thanks to this pre-training.
Part III

Applications
Chapter 5

Large-scale similarity search

A fundamental task in a large variety of data-oriented domains is to search for similarities within some database and the queries provided by the users. Many applications are essentially built upon this idea. Content-based information retrieval systems, multimedia-based search engines, content identification systems, biometric-based authentication systems and many computer vision tasks can essentially be conceptualized as similarity search paradigms from semantically meaningful vectorial features.

The basic idea behind these applications is that semantic meanings like people’s identities or contents in images can somehow be reflected into vectorial spaces, such that “neighborhood” in those spaces would imply semantic “similarity”. So that if two feature vectors are close to each other under some sense, e.g., the Euclidean norm, their underlying content, e.g., topics for text documents, are also similar.

Being both practically and theoretically important, several different communities have studied different variations of this problem for their applications, including computer vision, machine learning, information theory, information forensics and theoretical computer science.

One example of such use case is in reverse image search engines\(^1\), where large collections of images are stored in a database and users wish to find similar instances to their own images, e.g., in order to locate the content of their images, or finding higher resolutions of their query images.

Other examples appear in the near-duplicate retrieval of texts, retrieval of genomic data, or in multi-class classification, where the instances per class are too few or disproportionate, the number of classes is very large and discriminative machine learning models are too expensive to run, leaving with the only option to do nearest neighbor-based classification.

While designing successful feature learning frameworks that can reflect semantic similarity into the vectorial neighborhood is already a very challenging task, how to actually perform

---
\(^1\)The term image search engine usually refers to a retrieval system, where the query is based on key-words, while “reverse image search” is when the query itself is an image.
the search on those feature vectors and the issues regarding this procedure is a central and challenging task on its own. This is the problem that we try to address in this chapter.

To get an idea about such challenges, imagine a reverse image search engine with one million images in its database. The image descriptor features are usually dense and high-dimensional vectors, around hundreds or thousands. The naïve search strategy that involves exhaustively scanning the database requires one-million inner-products between vectors in say $\mathbb{R}^{1000}$. Considering the fact that this search engine might receive thousands of such queries per second and should provide the search results within a fraction of a second, we can easily conclude that the exhaustive scan strategy is impossible to implement in practice for such systems. Therefore, the computational complexity is a central issue for large-scale search, particularly when part of the process should be performed on mobile platforms for some applications.

From the other hand, the vectorial features of the database may not fit into main memory and can fit only into disk storage. As a general rule, however, the larger the storage size of a memory device is, the slower are its connection to the processing units. This means that the similarity search computations should be performed only on compact representations of the feature vectors and I/O requests to disk storage should be avoided, as much as possible. Therefore, memory and representation compactness is another very central issue for large-scale systems.

In order to address this double challenge of complexity and memory, it makes much sense for many applications to think of approximate solutions. So instead of finding the exact closest item from the database, we search for a close enough item. This is justified since we gain computational speed-ups and use more compact representations. This leaves us with an important triple “memory-complexity-performance” trade-off in design. In fact, trading performance might very well be acceptable for many applications. The underlying feature vectors are usually not perfect after all. So it does not make much sense to use-up resources in order to provide exact search results, which would be based on imperfect features.

To obtain better memory-complexity-performance trade-offs is a topic of much research in the domains like computer vision, machine learning, and information theory, where this concept appears. This chapter tries to conceptualize some aspects of this trade-off, as well as providing practical solutions for it. While some of our arguments have flavors from information theory, our practical examples are mostly computer vision applications, where we use image feature descriptors for search.

We formally define the similarity search problem in section 5.1 and conceptualize the exact and approximative solutions for it. In section 5.2, we provide a concise overview to the literature of similarity search, distinguishing between two general families of solutions. We then outline our proposed solution and sketch its general differences with these two families. In section 5.3, we take an information-theoretic look to this problem and introduce the concept of “coding gain” for similarity search. This is where we show that the ternary encoding of
the STC framework, which we introduced earlier in chapter 3, has superior characteristics compared to the conventional binary hashing. Based on the ML-STC framework which we have introduced earlier in section 4.3, we then put all elements together and describe the complete architecture of our proposed similarity search strategy in section 5.4. We next perform practical experiments to compare our ML-STC with state-of-the-art solutions from the literature. Finally, we conclude this chapter in section 5.6.

5.1 Problem formulation

Consider a database $F = [f(1), \cdots, f(N)]$ that consists of $N$ feature vectors $f(i)$’s $\in \mathbb{R}^n$, which are assumed to convey some semantic meaning within their neighborhood structure. Common candidates for these feature vectors for computer vision applications are conventional hand-crafted features like GIST [73], aggregated features like triangulation embedding [74] or neural network-based representations like the neural codes [75].

For a given query $q$, the original task of Nearest Neighbor (NN) search requires finding a list of similar items to $q$ within $F$, i.e.,

$$L^*(q) = \{1 \leq i \leq N | d(f(i), q) \leq \epsilon\}, \quad (5.1)$$

where $\epsilon$ is a small constant, and the similarity is characterized by a distance measure $d(\cdot, \cdot) : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^+$, as $d(q, f(i))$. This is usually assumed to be the (squared) Euclidean distance $d_E(q, f(i)) = \frac{1}{n}||q - f(i)||^2_2$, that we have been using throughout the thesis. Note that other than Eq. 5.1, the desired $L^*(q)$ may be formalized slightly differently, e.g., by sorting the items in the database w.r.t. their similarities to $q$, and picking up the $T$ most similar ones.

The problem arises when either of $N$, the size or $n$, the dimensionality are high. In practice and for modern applications, it turns out that this is usually the case, both for $n$, which is typically around several hundred or thousands, and also for $N$, which can be as high as a couple of millions or billions. In fact the computational complexity, as well as the storage cost for such an operation is in $O(nN)$ of floating-points. This means that finding the exact $L(q)$ of Eq. 5.1 should be compromised for storage cost and computational complexity, but at the price of an approximative, inexact list $\hat{L}(q)$.

Addressing this problem is referred to as the Approximate Nearest Neighbor (ANN) search.

5.1.1 Approximate Nearest Neighbor (ANN) search

We conceptualize the general idea of ANN search using the concept of encoder-decoder pair. Consider an encoder $Q[\cdot] : \mathbb{R}^n \to \mathbb{X}^m$ that provides codes in $X = [x_1, \cdots, x_N]$, from the database items, i.e., $x_i = Q[f_i]$. 
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When the query is presented, the approximative list \( \hat{\mathcal{L}}(q) \) is computed, based only on \( X \) (and not \( F \)). This process can be interpreted as a sort of decoding\(^2\) based on some decoder \( \mathbb{D}[\cdot, \cdot] \). However, depending on the encoding and the search method used, the construction of the decoder can be different. We will elaborate more on this in section 5.2.

A generic pipeline for ANN search problem is depicted in Fig. 5.1.

A large amount of research, as well as the rest of this chapter, are dedicated essentially to the design of good encoder-decoder pairs. How to evaluate the goodness of this procedure is described next.

5.1.2 Evaluation protocol

Depending on the application, the quality of \( \hat{\mathcal{L}}(q) \) returned by an ANN algorithm is evaluated mostly based on two measures: the mean average precision (mAP), and the \( R\text{-Recall}@T \).

\( \text{mAP}@T \) is the mean of Average Precision over all queries, where the Average Precision is the area under the precision-recall curve. This is evaluated for a list size of \( T \) and w.r.t. the ground-truth and the returned list.

\( R\text{-Recall}@T \) indicates the frequency ratio of the presence of top \( R \) correct items retrieved by the algorithm in a list of size \( T \), where the correct items are indicated by the ground-truth. Again, this is averaged for all queries presented.

A third measure is used mostly in biometric systems which is referred to as the probability of correct identification (\( P_{id} \)). In identification systems, usually the size of the returned list is

\(^2\)Note that we have been using the concept of encoder-decoder throughout the thesis and within the context of rate-distortion theory. However, in that context, by decoder we meant an operation that reconstructs the input to the encoder, and we used \( Q^{-1}[\cdot] \) to denote this. Here, by decoder we mean an operation that returns a list of similar items and we denote it as \( \mathbb{D}[\cdot] \).
restricted to $|\hat{L}(q)| = 1$. So $P_{id}$ measures whether the one and the only related item from the database is in the result of the search. This, however, is essentially equivalent to $1$-Recall@$@1$.

These performance measures are calculated for varying memory or complexity budgets. The memory usage can be measured by the number of bits required to store a code vector $x_i$ in the database. Another way to measure memory consumption is by the entropy of representation which measures, on the average, the number of bits to store a database item, if a perfect source-coder is used.

In practical settings, the computational complexity is measured simply as the run-time of finding $\hat{L}(q)$, after $q$ has been introduced. This, however, is both system- and implementation-dependent. So the algorithm-theoretic measures should be used in theoretical studies. One such measure is the complexity ratio, which is defined as the ratio of the big-O complexity of performing the search for one query over the complexity of performing the search exhaustively in the original domain, i.e., $O(Nn)$. Since some of the computation is done in floating-point and some in fixed-point operations and they have different constants, for a fair comparison of the two algorithms, it is better to separate the complexity ratios of fixed- and floating-point operations.

The VQ-based family of methods, as we will see in section 5.2.2, is essentially based on reconstruction distortion. These algorithms, therefore, report distortion level for different bit-rates as well. In this thesis, in order for the distortion to be interpretable across all databases, we normalize the distortion by the database’s norm as $D = \frac{||F-\hat{F}||_2^2}{||F||_2^2}$. So when the description length is zero, the normalized distortion is always one.

5.2 Literature review

The literature of ANN search is cross-domain and very extensive. In fact, depending on the database size, dimensionality and available memory and computational resources, different flavors of this problem may take very different forms. As we pointed out also in chapter 1, we limit our attention to scenarios where both memory and complexity are of concern. In particular, we emphasize that we only focus on methods where both memory and computational complexities are at most linear in $N$, the database size, and at most polynomial in $n$, the dimensionality.

This excludes, e.g., graph-based methods, which are based on constructing similarity matrix of database items which is in $O(N^2)$, or space partitioning and indexing structures like k-d trees whose memory usage grows exponentially with dimension. These two restrictions, in fact are necessary when dealing with million- or billion-scale databases of dimensionality around several hundred.

Within this regime, the literature of ANN search can roughly be categorized into two families: the binary hashing methods, and the VQ-based methods.
5.2.1 Binary-hashing methods

Binary hashing methods aim at benefitting from the straightforward storage and processing facilities of binary data type by providing short binary codes both for the database items and the query.

Both for the database items and the query, this is done simply by performing a projection step, followed by a binarization as:

$$x = Q[f] = \text{sign}(Af),$$
$$y = Q[q] = \text{sign}(Aq),$$

(5.2)

where $A$ is an $(m \times n)$ projection matrix, usually with $m < n$, and the sign function is applied element-wise and produces the binary alphabets $X = \{+1, -1\}$ and $Y = \{+1, -1\}$.

Once the binary codes of the database are stored in memory, the binary hashing decoder $D_{BH} \{\cdot, \cdot\} : \mathcal{X}^m \times \mathcal{X}^m \rightarrow \{i | 1 \leq i \leq N\}$ exhaustively scans the database codes for items similar to the query code and provides the list as:

$$\hat{L}(q) = D_{BH}[y, X] = \{1 \leq i \leq N | d_H(x_i, y) \leq \epsilon\}.$$  

(5.3)

The similarity is calculated using the Hamming distance$^3$, which is simply equivalent to the XOR operation on binary strings, as $d_H(x, y) = \frac{1}{m} \sum_{m'=1}^{m} x_{m'} \oplus y_{m'}$.

The search procedure based on Hamming distance computation is very efficient in modern CPUs, thanks to the POPCNT instructions. However, notice that the search is still exhaustive.

The main challenge in the design of binary hashing is to preserve the neighborhood structure of the data in $\mathbb{R}^n$ to within the space of binary codes. Inspired by distance preservation guarantees within random projections, e.g., the Johnson-Lindenstrauss lemma [37], many methods have used random matrices for projections, e.g., the famous work of Simhash [76]. This has provided the possibility to provide probabilistic performance guarantees, e.g., [77–80]. More recently, however, within the same community, e.g., in [81], it has been concluded that data-dependent hashing can be superior to random projections.

Beyond the random design, a lot of methods try to adapt the projection matrix $A$ to the data and hence increase the coding efficiency. This has received an enormous amount of attention with solutions ranging from spectral methods, e.g., in [82] that tries to preserve neighborhood information by compressing the Laplacian of the similarity graph of the data, semi-supervised approaches like [83] that use class labels to increase the search efficiency or the more recent deep learning-based methods like [84, 85] that learn multiple layers of projection to learn a compact binary code.

---

$^3$Assuming the query is a noisy version of one of the database items, it can easily be shown that the Hamming distance is the maximum-likelihood optimal decoder for binary data.
A very prominent effort to learn projection matrices is the ITQ [42] that tries to minimize the distortion error of the projected data with its binarized version. The idea is to use PCA to reduce the dimension and then iteratively use the orthogonal Procrustes problem to find the best rotation whose binarization incurs the least distortion. This has turned out to be very successful. In fact, recent methods based on deep learning, e.g., [85], hardly show a marginal advantage over ITQ and only at limited scenarios. This work is extended in Sparse Projections of [86], where they generalize ITQ for higher rates.

While this is a very broad line of research, useful recourses reviewing the trend of such methods can be found in [87, 88].

Schematic diagram of hashing-based search is sketched in Fig. 5.2a. Note that, however the learning algorithm may be strong, the family of binary hashing methods suffers from a fundamental shortcoming. Once the query is encoded, i.e., \( y = Q[q] \), the original \( q \) is neglected in the decoding process. Although the original \( q \) is at hand, binary hashing fails to use it. Since the original feature vectors \( f_i \)'s are not available anymore after encoding, this can only be achieved if \( q \) could somehow be matched with reconstructions of database codes, i.e., \( \hat{f}(i) = Q^{-1}[x(i)] \)'s. Binary codes, however, as we have shown earlier in Fig. 3.7, suffer from poor rate-distortion performance. We will elaborate on this point later in section 5.4 and during the experiments of section 5.5.

![Diagram of hashing-based search](a) Binary Hashing family
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Fig. 5.2 ANN search pipelines for two families of methods. (a) Binary hashing methods only consider encoded query. (b) VQ-based methods perform the search only in the reconstruction domain.

### 5.2.2 VQ-based methods

The Vector Quantization family, unlike binary hashing, considers the reconstruction of the database codes for approximative search. This is sketched in Fig. 5.2b.

\(^4\)Look, e.g., at fig. 4 or fig. 5 (a-c) of [85] where only minimal performance gain over ITQ was reported and only for very low rates.
Consider the setup we had at section 3.1, where the reconstruction decoder approximates $f$ from $x$ as $\hat{f} = Q^{-1}[x]$. The VQ search decoder $D_{\text{VQ}}[\cdot, \cdot] : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \{i | 1 \leq i \leq N\}$ is then a function of the reconstructions, i.e.:

$$\hat{L}(q) = D_{\text{VQ}}[q, Q^{-1}[X]] = D_{\text{VQ}}[q, \hat{F}] = \{1 \leq i \leq N | d_{E}(q, \hat{f}) \leq \epsilon\}. \quad (5.4)$$

Therefore, unlike the hashing methods, the search decoding is done entirely in the space of vectors, rather than in the space of codes.

How is the search quality related to reconstruction quality? In fact, the fundamental idea behind all VQ-based ANN solutions is reflected in Eq. 5.5:

$$||F - Q||_2^2 \leq ||F - \hat{F}||_2^2 + ||\hat{F} - Q||_2^2,$$

$$\frac{1}{n} E[||F - Q||_2^2] - \frac{1}{n} E[||\hat{F} - Q||_2^2] \leq \frac{1}{n} E[||F - \hat{F}||_2^2],$$

$$d_{E}(F, Q) - d_{E}(\hat{F}, Q) \leq d_{E}(F, \hat{F}) = D,$$

where the first inequality is the triangle inequality between $q, f$ and $\hat{f}$.

This means that, on the average, the approximation error of replacing the true distance between the query and a database item, i.e., $d_{E}(f_i, q)$, which is what the original NN search of Eq. 5.1 is based on with the distance that the VQ uses to provide $\hat{L}(q)$, i.e., $d_{E}(\hat{f}_i, q)$, is upper bounded by the VQ’s average distortion $D$. In other words, for a fixed rate-budget, improving the search quality is tantamount to reducing the distortion of VQ.

The above reasoning was first pointed out in [89, 55], where the authors use the technique of Product Quantization (PQ) [54] to realize this idea. Ever since, a lot of attention has been paid to the VQ-based approach, providing solutions that suggest more advanced encodings.\textsuperscript{5} Examples of such methods are the OPQ ([57, 58]), the AQ ([59]), the LOPQ ([90]), the CQ ([91, 92]), the SCQ ([93]) and the RQ ([94]).

Another important contribution of [89] was to further provide a practical solution to perform the search in the reconstruction domain using Look-Up-Tables (LUTs) and within the PQ construction. Once the query is received, its distances to the database’s sub-codebooks are computed and stored in LUTs, based on which the query’s distance to all database items is virtually (and approximatively) constructed and the final list is returned.

This, however, has two issues: First, the search is still exhaustive within the items of the database. The search is then limited to million-scale data. When targeting billions of items, other measures should be taken. This is done usually using the inverted-file structures like the IVFADC in [89], or the IMI of [95]. The idea is to perform a coarse quantization

\textsuperscript{5}Remember that within the context of rate-distortion and independent from the similarity search problem, we have already reviewed VQ-based encodings including PQ earlier in section 4.2.1.
and apply the PQ on the residuals of this quantization.\textsuperscript{6} The query then finds its nearest neighbors only on more likely partitions and hence the search becomes non-exhaustive.

The idea of database partitioning based on VQ, however, is not noise-robust. In fact, when an item is clustered into some partition, depending on the spatial formation of the Voronoi-cells, a small amount of noise may be enough to cluster the noisy version into another partition, potentially even a partition with a very far centroid. This means that, in order to guarantee not to miss the true centroid, a large portion of adjacent centroids should also be checked, which is particularly critical in high dimensions. This makes the search non-efficient and these methods have to become highly engineered and implementation-oriented. Moreover, the inverted-file structures are like pre-processing to PQ, and not a native part of it, which makes the overall pipeline non-straightforward.

The second shortcoming of search based on VQ is the fact that it does not directly benefit from fast search in a discretized encoded domain and the entire search happens in the floating-point real domain. The distance calculations of VQ (mostly due to the LUT part) is more than around 5 times slower than binary hashing.

5.2.3 Binary hashing vs. VQ

Here we summarize several important highlights about the hashing-based and VQ-based methods.

**Binary hashing family:**

- Very efficient decoding based on Hamming-distance, thanks to the POCNT instructions.
- Poor rate-distortion performance, intrinsic to binary encoding.
- Due to poor rate-distortion performance, not able to benefit from the query $q$, and only using the encoded $y = Q[q]$ in search decoding.
- Poor coding-gain, as we will see later in section 5.3.
- Exhaustive search in nature.

**VQ family:**

- Very good rate-distortion performance.
- Not benefiting from a possible fast search in the encoded domain.
- Slow distance computation due to LUTs.

Within the VQ family, in particular, we can mention the following properties for the PQ-based methods:

\textsuperscript{6}The IVFADC is equivalent to performing RQ (with $L = 2$) + PQ, and the IMI is equivalent to PQ (with $p = 2$) + RQ (with $L = 2$) + PQ.
- Simple and straightforward distance formation as the sum of distances of sub-codebooks (advantage over residual-based methods).

- Exhaustive in nature and hence should be preceded by a sort of residual encoding (disadvantage w.r.t. residual-based methods).

- Rate-specific design, i.e., having to retrain all sub-codebooks for any targeted rate (disadvantage w.r.t. residual-based methods).

- Not flexible design, e.g., the number of codewords is bounded around \( m = 256 \), and the sub-codebook divisions are also limited.

So how do the two families compare overall? While the binary hashing methods may be more favorable for speed and the VQ family more efficient for memory storage, one can conclude that the VQ family is more successful overall (see, e.g., the recent survey [96]). In fact, the VQ-based methods constitute the core of the recent FAISS [97], a library for fast search developed by Facebook AI Research.

How can one benefit from both of these strategies? In particular, how can we benefit from fast search in the encoded domain, and at the same time have optimal rate-distortion performances? Before proposing our solution, we mention the one, and to the best of our knowledge the only such attempt, i.e., the Polysemous codes [98]. The idea is to reflect the distances of the learned codewords into their enumerations, i.e., if two codewords are near, e.g., in \( \mathbb{R}^n \) space, they should get close enumerations as well. This is enforced by a simulated-annealing type of optimization after the codebooks are trained. The benefit of such re-enumeration is that similar to binary codes, one can consider the encoding of database items into PQ sub-codebooks like \( \log_2(m) \)-ary codes and perform a fast Hamming-distance-based search to filter out a lot of database candidates. The remaining list of database candidates is further refined using usual PQ-based search. As a result, the authors show that by pruning around 95% of the database using fast search from codes and further refinement using PQ/OPQ, they get performances on par with OP/OPQ.

We next provide our general strategy for ANN search.

### 5.2.4 Our proposed framework

This thesis advocates a third type of solution for the problem of ANN search by proposing a middle ground between the two families: 1) We first find an initial list \( \hat{\mathcal{L}}_1(q) \), entirely within the fixed-point encoded domain. 2) This list is then refined in the original \( \mathbb{R}^n \) from the reconstructed vectors to give \( \hat{\mathcal{L}}_2(q) \). This second “list-refinement” stage, unlike the vector compression solution, is non-exhaustive and is performed only within \( |\hat{\mathcal{L}}_1(q)| \) items, far smaller than the original \( N \). As will be shown in the experiments, while the second stage adds only a small overhead to the computational cost, it significantly improves performance and requires the same storage.
The realization of this idea requires that the encoding scheme possess three important characteristics: (i) They should preserve as much amount of information about the original data in the codes as possible. (ii) Their decoding should be efficient. (iii) They should maintain good rate-distortion behavior. Except for the second point, it cannot be achieved for binary codes as we have seen before. Therefore, instead of binary codes, we use the framework of Sparse Ternary Codes (STC) that we have developed earlier in section 3.3, and in particular, its multi-layer variant, i.e., the ML-STC of section 4.3.

Fig. 5.3 sketches the general pipeline for similarity search based on this idea and Eq. 5.6 describes the construction of the lists:

\[
\hat{L}_1(q) = D_1[y, X] = \text{STC-Fast-Decoder}(y, X),
\]
\[
\hat{L}_2(q) = D_2[q, \hat{f}_{i \in \hat{L}_1(q)}] = \{i \in \hat{L}_1(q) | d_E(q, \hat{f}_i) \leq \epsilon_2\}. \tag{5.6}
\]

The fast decoding of STC-Fast-Decoder(y, X) will be described later in Algorithm 10 and other details of the whole procedure will be clarified in section 5.4.

We next describe the motivations behind choosing a ternary encoding and in particular our STC framework.

### 5.3 An information-theoretic picture

In this section, we try to analyze the problem from an information-theoretic perspective. We aim at designing “good codes” from the viewpoint of information preservation. Through this end, we introduce a simple and intuitive measure to characterize the goodness of a code and we term it the “coding gain for similarity search”. This brings us to several conclusions for
Fig. 5.4 Schema of an identification system. The query can be modeled as a noisy version of one of the database items.

code design, e.g., while the binary encoding can be interpreted as one extreme to the more general ternary encoding where sparsity is minimal, we will show that the other side of the spectrum where sparsity is high, is more advantageous from the viewpoint of coding gain.

For such information-theoretic arguments, it is inevitable to make some assumptions and limit our focus to more particular cases. Therefore, throughout this section, the underlying setup is the identification problem that we describe next.

5.3.1 Identification systems

A special case of the ANN search problem is the identification problem. While the general ANN concept is used mostly in retrieval systems and computer vision problems, where similarity is defined in a broad sense and hence a list of database items is required, in biometric applications, the similarity is usually restricted to different instances of the same underlying identity. This means that the query should find exactly one item from the database. In other words, the list size is usually restricted to $|\mathcal{L}(q)| = 1$.

This problem appears mainly in biometric systems and content identification systems. In biometric systems, a person is identified based on his/her biometric features, e.g., iris scan or fingerprint. In content identification, multimedia contents are checked if they contain pieces of registered multimedia like music or video clips. Examples of such use cases appear in copyright protection or copy detection. Fig. 5.4 sketches a generic identification system.

A simplifying element w.r.t. the more general ANN search problem is the fact that the query may be assumed to be a noisy (additive) version of some database item $f_i$. This, along with other simplifying assumptions like simple distributions for the data, make the information-theoretic analyses feasible. This was started from [99], where the authors defined the identification capacity as the exponent of the number of database items $N$ that could reliably be identified in an asymptotic case, where the feature dimension $n \to \infty$. The
authors modeled the degradation as noisy communication channels while they considered
the vectors as random channel codes. The authors then characterized the identification
capacity as $I(F; Q)$, i.e., the mutual information between the enrolled items $F$ and the
noisy queries $Q$. In this setup, however, the increase in $n$ leads to an exponential increase
in $N \simeq 2^{nI(F; Q)}$. This incurs infeasible search/memory complexities, making the system
impractical. So similar to the general ANN search, identification systems seek fast and
compact setups. Therefore, subsequent works attempted at decreasing these complexities.
For example, [100] considered a two-stage clustering-based system to speed-up the search,
while [101] considered the compression of vectors before enrollment and studied the achievable
storage and identification rates.

How could these information-theoretical arguments be useful for practical ANN search?
In fact, similar to the classical Shannon theory setup, these methods consider asymptotic
cases, where the aim is to identify as many numbers as possible under the identification
criterion $P_{id} \geq 1 - \epsilon$. It can be argued, however, that the number of items $N$ is fixed in
practice and can be well below the amount that the identification capacity can accommodate,
i.e., $N \ll 2^{nI(F; Q)}$. Moreover, this analysis is focused on achieving a negligible probability
of the error event, i.e., $P[\hat{i} \neq i] \rightarrow 0$. In practice, we might think of $|\mathcal{L}(q)| > 1$, or even
non-negligible $P[\hat{i} \neq i]$.

Now consider the case, where instead of being interested in identifying as many numbers
of items as possible, we are given a fixed number of messages or items. Instead, we want to
minimize the decoding complexity by encoding the data into a less-entropic space. This is
our motivation for the definition of the concept of coding gain that we define next.

5.3.2 Coding gain for similarity search

Which encoding scheme to choose to gain memory and computational advantages over
the exhaustive search by possibly compromising the performance in terms of identification
accuracy?

Towards this end, to quantify the efficiency of a coding scheme $Q[\cdot]$ for ANN search, the
coding gain is defined as the ratio of mutual information between the encoded version of a
database item and its noisy query, and the entropy of the encoded representations, i.e.:

$$g_F(Q) = \frac{I(X; Y)}{H(X)}, \quad (5.7)$$

where have that $X = Q[F]$ and $Y = Q[Q]$.\(^7\)

Mutual information in the definition of Eq. 5.7 takes into account all the channel transition
probabilities. In fact, independent of the decoding algorithm used, it indicates the search
performance.

\(^7\)Note that the encoding of the database items and the query need not have the same parameters. In fact,
for our ternary design, we adapt the encoding to the degradation statistics.
From the other hand, the entropy in the denominator characterizes both memory and complexity. Obviously, the cost of the database storage is directly linked to $H(X)$. One can use source coding to store the encoded data close to the entropy. As for the search complexity, since the effective space size is $|\mathcal{X}^n| \approx 2^{H(X)}$, a lower entropic space also implies a lower search complexity. This means that independent of the decoding algorithm, searching in a less entropic space is faster.

Under the following model, we will next analyze the behavior of both binary and ternary encoding and derive the coding gains w.r.t. each of them.

**Signal model:** Our signal model is the same as the setup of section 3.3.1, i.e., we have i.i.d. Gaussian data for $F$, and since we use unit-norm projections, the data in the projected domain, i.e., $\tilde{F} = [\tilde{F}_1, \ldots, \tilde{F}_m]^T$ follows the same distribution, i.e., with elements $\tilde{F} \sim \mathcal{N}(0, \sigma^2)$ and the corresponding noisy projected data is distributed as $\tilde{Q} \sim \mathcal{N}(0, \sigma^2 + \sigma_P^2)$.

### 5.3.2.1 Binary encoding

While we can model the perturbation between $F$ and $Q$ as a Gaussian channel, the bit-flipping between $X_b = \text{sign}(\tilde{F})$ and $Y_b = \text{sign}(\tilde{Q})$ can be considered a Binary Symmetric Channel (BSC). In [102], this was derived as a BSC with the probability of bit flipping $P_b = \mathbb{E}_{p,q}[Q(\frac{|q|}{\sigma_P})] = \frac{1}{\pi} \arccos(\rho)$, where $Q(u) = \int_u^\infty \frac{1}{\sqrt{2\pi}} e^{-\frac{u^2}{2}} du'$ is the Q-function.

The entropy of $X_b$ with length $m$ is simply $H(X_b) = m$ for the equiprobable bits. The mutual information for a BSC is given as $I(X_b, Y_b) = 1 - H_2(P_b)$, where the binary entropy is defined as $H_2(p) = -p \log_2 p - (1 - p) \log_2 (1 - p)$.

### 5.3.2.2 Ternary encoding

Remember we have derived the information measures for the ternary codes, earlier in section 3.3.1. In particular, the entropy was given in Eq. 3.22, while the mutual information was decomposed in Eq. 3.24 for which the joint entropy was derived in Eq. 3.25. This calculation required the computation of the transition probabilities of the ternary channel of Eq. 3.23, which was a function of the threshold values $\lambda_X$ and $\lambda_Y$.\(^8\)

### 5.3.2.3 Coding gain comparison of binary and ternary encoding

As was pointed out earlier, while the degradation between the data and query can be modeled as a noisy communication channel, e.g., the Gaussian channel, in the encoded domain, this degradation can be modeled as another channel, albeit with lower capacity. This idea is illustrated in Fig. 5.5, where binary and ternary channels model the degradations in the encoded domain.

\(^8\)Note that by putting $\lambda_X = \lambda_Y = 0$, we obtain the same entropy and mutual information as the binary case.
5.3 An information-theoretic picture

Fig. 5.5 The channel characterized by $p(y|x)$ models the degradation between the data and its corresponding query in the encoded domain. A BSC models the perturbation in binary codes, while a noise-adaptive ternary channel models the STC.

Fig. 5.6 Coding gain comparison for ternary and binary encoding. Although the $I(X_t;Y_t)$ curve has a concave shape with respect to $\lambda_X$, which means that its value decreases as the code becomes sparser, $H(X_t)$ decreases with a faster rate for increasing $\lambda_X$. This means that the coding gain increases as the code become sparser and then saturates at $\frac{I(X_t;Y_t)}{H(X_t)} = 1 - \frac{H(X_t | Y_t)}{H(X_t)} < 1$.

We are now ready to compare the coding gain of Eq. 5.7 for the binary and ternary encodings. This is calculated for three different values of SNR $= 10 \log_{10} \frac{\sigma_F^2}{\sigma_P^2}$ by varying $\sigma_P^2$, and the results are shown in Fig. 5.6.

For the ternary case, for every value of $\lambda_X$, we find the optimal $\lambda_Y^*$ that maximizes $I(X_t;Y_t)$ using a simple grid-search since we do not have a closed-form expression for that. In practice, usually $\sigma_P^2$ is fixed by the problem, $\lambda_X$ is chosen by memory constraints and $\lambda_Y^*$ may be computed using cross-validation.

As is seen from Fig. 5.6, the proper choice of thresholds leads to interesting regimes, where for the same entropy and hence the same number of bits, the ternary code preserves more mutual information compared to binary codes.
5.3.3 Identification performance of binary and ternary codes

As a simple experiment to compare the performances of the binary encoding and STC, we consider the identification of synthetic data by comparing the probability of correct identification for different pairs of memory and complexity ratio.

For the ternary case, we use the sub-optimal but fast decoder of Algorithm 10, which will be explained in the next section.

Memory usage is measured by entropy of a coded block, i.e., $m_b H(X_b)$ for the binary and $m_t H(X_t)$ for ternary. We measure the complexity as the ratio of the big-O complexity of a search algorithm to the big-O complexity of performing the original exhaustive scan. This is measured as $\frac{N m_b}{N n}$ for the binary and $\frac{\ln_X m - N m_t}{N n}$ for the STC with fast decoder of Algorithm 10.

We kept the complexity of the floating-point projection stage the same for both cases in each experiment. The results are depicted in Fig. 5.7. For equal memory usage, a large gap is observed between the complexity ratios of the two counterparts. Furthermore, usually much better performance is achieved for the STC.

5.4 Similarity search using ML-STC

Up to now, we have defined the similarity search problem and have seen how the two families of solutions, namely the binary hashing and the VQ try to address the triple trade-offs of memory, complexity, and performance for this problem. We then outlined the general schema of our proposed solution for the ANN search which consists of two stages of decoding: a fast
decoding in the space of codes and a complementary decoding based on reconstruction to refine the approximative list of the first stage. We further saw that the type of encoding proposed by the STC framework is significantly advantageous w.r.t. the binary encoding, as measured by the coding gain.

How do we actually realize this double-stage idea for similarity search? Section 5.4.1 describes the initial fast-decoding idea and section 5.4.2 presents the overall similarity search architecture that we propose.

As for the encoding and the underlying structure, we use the framework of ML-STC\textsuperscript{9} that we have developed earlier in section 4.3 and for which we have studied the rate-distortion performance.

5.4.1 Fast decoding of STC

We have seen earlier in section 3.3.1.1 that, having observed the output of a ternary channel, how we can estimate the likelihood of different candidate STC inputs to this channel. This can be used for search when the encoded query should find its nearest neighbors from the database. While this rule was maximum-likelihood optimal (Eq. 3.26), it had to scan all the database items exhaustively to find the match. More precisely, it had to check all the 9 transition probabilities of \( P_t \).

However, we saw in section 5.3.2.3 that higher coding gains are achieved when sparsity is higher. So almost for all items, most elements should be 0’s and a lot of the transitions will happen within the 0’s. This means that they are less informative and we can neglect them without losing much information. On the other hand, for complexity, this provides a significant saving since we only compute transitions to and from ±1’s which happen less often and are more informative. So out of the 9 transitions in \( P_t \), we only consider 4 and neglect the other 5.

This means that the search will no longer be exhaustive since a query with a +1 at a certain position will focus on finding items that happen to have a +1 or −1 at that certain position and neglect a lot of other items that have a 0 at that location.

Let us first concretize this idea given a single-layer code and then extend it to multiple layers.

5.4.1.1 Single-layer

Given the single-layer STC’s for all database items, i.e., \( X = [x_1, \ldots, x_N] \), the idea of fast decoding can be realized, e.g., using LUT’s in the form of inverted files where the query

\textsuperscript{9}Note that among rate-distortion-based frameworks, other than the ML-STC, we have developed the RRQ (section 4.2.2), the ML-STC-Procrustean (section 4.3.2) and the STNets (section 4.4), as well. The RRQ is VQ-based and generally, does not benefit from fast initial decoding in the space of codes. However, the ML-STC-Procrustean and the STNets both benefit from the same encoding and have superior rate-distortion performance w.r.t. the ML-STC, yet we use the latter in our experiments for the sake of simplicity.
code, depending on its non-zero activity, votes for items read from the corresponding LUT's. Algorithm 9 describes how such LUT’s can be constructed.

**Algorithm 9** LUT’s for STC

**Input:** STC’s: $X = [x_1, \cdots, x_N]$  

**Output:** Look-Up-Tables: $\text{LUT}^+$ and $\text{LUT}^-$  

1. Initialize empty lists $\text{LUT}^+ = \{\text{LUT}^+_1, \cdots, \text{LUT}^+_{m'}\}$ and $\text{LUT}^- = \{\text{LUT}^-_1, \cdots, \text{LUT}^-_{m'}\}$.
2. for $i = 1, \cdots, N$ do  
3. for $m' = 1, \cdots, m'$ do  
4. if $X(m', i) = +1$ then  
5. $\text{LUT}^+_{m'} \leftarrow \{\text{LUT}^+_m, i\}$  
6. else if $X(m', i) = -1$ then  
7. $\text{LUT}^-_{m'} \leftarrow \{\text{LUT}^-_m, i\}$  
8. end if  
9. end for  
10. end for

Once the LUT’s are constructed, the encoded query votes positively for items from the database with similar activity and votes negatively for items with dissimilar activity. Algorithm 10 details this procedure, where the voting vector $v_q$ of size $N$ is initialized with zeros. Whenever an item $i$ from the database gets a match with the query, its current value of $v_q(i)$ is increased by a constant factor $\nu^+$. On the other hand, the mismatch values, i.e., the cases where the sign of active coefficients is different, will be penalized in the voting procedure by a negative constant $\nu^-$. After all the relevant items are counted, the initial approximative list $\hat{L}_1(q)$ is returned by finding all items whose votes are higher than a certain threshold, or by picking the $|\hat{L}_1(q)|$ top elements with highest votes. The voting hyper-parameters $\nu^+$ and $\nu^-$ should be chosen as positive and negative constants, respectively. In setups where the query noise is low, the event of sign mismatch can be very rare, so the magnitude of $\nu^-$ should be chosen much larger than $\nu^+$. These values can be set using cross-validation.

**5.4.1.2 Multi-layer**

Now consider the case where we have multi-layer STC’s, as in the ML-STC encoding scheme of section 4.3. Suppose we have $L$ layers of database codes as $X^{[l]} = [x^{[l]}_1, \cdots, x^{[l]}_N]$ for $1 \leq l \leq L$, and similarly for the query we have $y^{[1]}, \cdots, y^{[l]}, \cdots, y^{[L]}$.

How do we effectively use the multi-layer codes in the initial fast-decoding procedure? The idea is to aggregate the voting vectors from different layers together. However, different layers do not have the same significance in terms of first, their overall impact in distance approximation and second the robustness against query noise. So we aggregate their votes with different weights $\omega^{[1]}, \cdots, \omega^{[l]}, \cdots, \omega^{[L]}$. 
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Algorithm 10 STC-Fast-Decoder

**Input:** STC encoded query \( y \), LUT\(^+\) and LUT\(-\) (from Algorithm 9),
- voting constants \( \nu^+ \) (to encourage match) and \( \nu^- \) (negative value to penalize mismatch)

**Output:** The initial approximative list \( \hat{L}_1(q) \) (or the voting vector \( v_q \))

1: Initialize a voting vector \( v_q (N \times 1) \) with zeros.
2: List the indices of all +1 elements of \( y \) in \( L^+ \) and all -1 elements in \( L^- \).
3: for all \( i^{++} \in L^+ \) and \( i^{--} \in L^- \) do \( \triangleright \) Encouraging sign matches.
4: \( v_q (LUT_{i^{++}}) \leftarrow v_q (LUT_{i^{++}}) + \nu^+ \)
5: \( v_q (LUT_{i^{--}}) \leftarrow v_q (LUT_{i^{--}}) + \nu^+ \)
6: end for
7: for all \( i^{+-} \in L^+ \) and \( i^{-+} \in L^- \) do \( \triangleright \) Penalizing sign mismatches.
8: \( v_q (LUT_{i^{+-}}) \leftarrow v_q (LUT_{i^{+-}}) + \nu^- \)
9: \( v_q (LUT_{i^{-+}}) \leftarrow v_q (LUT_{i^{-+}}) + \nu^- \)
10: end for
11: Report all \( i \)'s (1 \( \leq \) \( i \) \( \leq \) \( N \)) with \( v_q (i) \) bigger than some threshold as \( \hat{L}_1(q) \). \( \triangleright \) Or take the top \( |\hat{L}_1(q)| \) such values.

The impact of different layers in overall distance approximation can be measured from their relative reduction of distortion. So on the average, this can be measured as \( \frac{D_l}{D_{l-1}} \) for \( l = 1, \ldots, L \), where \( D_l \) is the normalized average distortion at layer \( l \) and \( D_0 = 1 \).

The characterization of the robustness of different layers to noise, however, requires full knowledge of noise and the degradation model, which is not known in practice. Intuitively speaking, this should follow a basic inequality in information theory often referred to as the source-channel separation theorem (Theorem 21 of [103]) or the information transmission inequality ([104]). According to this inequality, for a source with the distortion-rate function \( D(R) \) to be transmitted through a channel with capacity \( C \), one can achieve the distortions higher than the distortion-rate function, only if the rate is lower than the capacity. In other words, only \( D \geq D(R)|_{R=C} \) is achievable.

This has an important practical consequence for our multi-layer encoding. It can be concluded that only the first several layers of codes should be decoded and the codes corresponding to layers higher than some \( l' \) should entirely be ignored in the fast decoding.\(^\text{10}\) Therefore, as a heuristic rule, we choose the voting weights as \( \omega[l] = \frac{D_l}{D_{l-1}} \) for \( l \leq l' \), and \( \omega[l] = 0 \), for \( l > l' \). In practice, we find \( l' = 4 \) or \( l' = 5 \) to be appropriate.

Algorithm 11 discusses the aggregation of multi-layer codes based on the fast decoding of Algorithm 10 and using the voting weights discussed above.

\(^\text{10}\)Note, however, that, this does not say anything about the rate-distortion encoding of the database items. Obviously, all layers should be used for the reconstruction within the list-refinement procedure that we explain next.
Algorithm 11 Aggregation of votes for ML-STC

**Input:** for \( l = 1, \ldots, L \): query code \( y^l \), database \( X^l \) (or the corresponding LUT’s), voting weight \( \omega^l \)

**Output:** Initial list \( \hat{L}_1(q) \)

1. Initialize a voting vector \( v(q) \) (\( N \times 1 \)) with zeros.
2. for \( l = 1, \ldots, L \) do
3. \( v_q \leftarrow v_q + \omega^l \times \text{STC-Fast-Decoder}[y^l, X^l] \)
4. end for
5. Report all \( i \)’s (\( 1 \leq i \leq N \)) with \( v_q(i) \) bigger than some threshold as \( \hat{L}_1(q) \). ▷ Or take the top \(|\hat{L}_1(q)|\) such values.

5.4.2 Similarity search architecture

Here we summarize our proposed search architecture by putting together the different elements we have discussed so far.

**Encoding:** We use the ML-STC encoding of section 4.3, which can be summarized as in Fig. 5.8. Note however that, as we saw earlier in section 5.3, the encoding threshold \( \lambda \) need not be the same for the database items and the query.

\[
\hat{f} = \hat{f}^{[0]} + \cdots + \hat{f}^{[l]} + \cdots + \hat{f}^{[L-1]}\]

Fig. 5.8 ML-STC architecture

Once the database items are encoded, LUT’s can be formed for all layers using the procedure of Algorithm 10.

As we have outlined earlier in section 5.2.4 and sketched in Fig. 5.3, our decoding is a double-stage procedure consisting of the following:

**Initial fast decoding:** The initial decoding is performed on the encoded query and consists of a voting procedure that considers the sign matches and mismatches between the encoded query and the database. This procedure was described in Algorithm 10. The votes
of different layers are then aggregated as was described in Algorithm 11, by taking into account their relative impact in distance approximation and noise robustness. This procedure produces an initial approximative list $\hat{L}_1(q)$.

**List refinement by reconstruction:** The initial list $\hat{L}_1(q)$ is the result of a fast and sub-optimal decoding. Moreover, it only considers the encoded query $y$ and not the original query vector $q$. From the other hand, after the encoding, the original database vectors $f_i$’s are not available anymore in the memory. So we refine $\hat{L}_1(q)$ by comparing $q$ with the reconstructions of the codes $\hat{f}_i = Q^{-1}[x_i]$ using all the $L$ layers of ML-STC, i.e., $\hat{f}_i = \hat{f}_i^0 + \cdots + \hat{f}_i^{L-1}$. This list-refinement consists of re-ordering (and pruning) of $\hat{L}_1(q)$ and produces $\hat{L}_2(q)$, according to $\hat{L}_2(q) = \{ i \in \hat{L} | d_E(\hat{f}_i, q) \leq \epsilon \}$, or choosing the top $|\hat{L}_2(q)|$ values. Notice that this stage is non-exhaustive and is performed only on a very small portion ($|\hat{L}_1(q)| < 5 \times 10^{-3} N$) of the reconstructed vectors.

### 5.5 Experiments

Here we perform several experiments on our proposed similarity search pipeline. These are to validate the search performance for different memory budgets and by considering the complexity requirements into account. We next describe the databases used for the experiment, the baseline methods for comparison and the final results.

**Public Databases**

We use 4 databases in our experiments:

**AR(1)** is a toy database we have used earlier in chapter 3 and chapter 4. This is used only for assessment of rate-distortion behavior. The data is synthetically generated from a Gaussian distribution correlated with an AR(1) process. We consider 3 different correlation factors, $\rho = 0, 0.5, 0.9$ to simulate different scenarios. We train the algorithms on a limited sample size and test them on a separate set. An important motivation behind using this database is the fact that theoretical lower-bound of rate-distortion performance (for the asymptotic case of $n \rightarrow \infty$) is known for this data.

**MNIST** [105] is extensively used for benchmarking learning algorithms and consists of $28 \times 28$ image pixels of 0-9 digits. Its usage for search is limited to mid-scale scenarios. However, it is frequently reported among binary hashing literature. The database comes with a training set on which we both train the algorithms and index for search. The test set is used as the query and to report the rate-distortion performance.

The following databases are extensively used for benchmarking ANN search methods:

**SIFT-1M** [89] is a large collection of local SIFT descriptors. The database comes with a “training set” on which the parameters of the algorithms are tuned, a separate “main set”,
Large-scale similarity search

| Dimension (n) | Train-set size | Index-set size | # Queries |
|---------------|----------------|----------------|-----------|
| AR(1)-synthetic | 512           | 10,000         | -         | 10,000    |
| MNIST         | 784           | 60,000         | -         | 10,000    |
| SIFT-1M       | 128           | 100,000        | 1,000,000 | 1,000     |
| GIST-1M       | 960           | 500,000        | 1,000,000 | 1,000     |

Table 5.1 Databases used for similarity search and rate-distortion performance

which is indexed for search and also a “query set”. The rate-distortion is reported on the main set.

**GIST-1M** [89] is a large-scale database consisting of global GIST image descriptors. The set splits are the same as SIFT-1M.

Table 5.1 reports the size of the databases used.

**Baseline methods**

We compare our proposed approach with the state-of-the-art methods from both families of vector compressors and binary hashing. The choice of these methods is based on their importance and popularity and availability of their public codes.

We do not report results from billion-scale solutions like the Inverted Multi-Index [95] as they are rather pre-indexing of databases and can be used equally in conjunction with any of these methods. Although we do not experiment with the recent Polysemous codes [98], it is easy to make a comparison since their performance is upper bounded (and actually a bit worse) than PQ and they prune the database using fast search to around \(0.05N\), which is much higher than our \(|\hat{L}(q)| < 0.001N\).

**STC\(^{(L)}\)-initial** is a search based on an initial decoding of an \(L\)-layer STC, which is purely performed on the space of codes. **STC\(^{(L)}\)-refined** improves upon the initial decoding by search in the reconstructed short-listed candidates.

Besides for ternary encoding, the idea of list-refinement can also be applied for the binary hashing methods that are not designed for direct distortion minimization in the original space of vectors but only within the space of binary codes. So we can consider, e.g., **ITQ-refined** as a variant of ITQ based on list-refinement. This extension, in fact, largely increases the performance of ITQ. We apply the same procedure for Sim-Hash and Sparse Projections, observing the same behavior.

For these binary methods, the optimal reconstruction consists of pseudo-inversion of the original projection matrix followed by a scalar weighting which we learn from the training set. So for a binary code \(x = \text{sign}(Af)\), the reconstruction of the original vector is \(\hat{f} = \beta A^\dagger x\)

\(^{11}\)Furthermore, we were limited by our computational resources to run billion-scale experiments.

\(^{12}\)Up to the best of our knowledge, this is the first work that considers list-refinement along with rate-distortion characterization of binary hashing.
and the optimal weighting is formulated and derived as:

$$\beta^* = \arg\min_\beta \|F - \beta A^\dagger X\|^2_F = \frac{\text{trace}[A^\daggerXF^T]}{\text{trace}[(A^\dagger X)(A^\dagger X)^T]},$$

where $A^\dagger$ is the Moore-Penrose pseudo-inverse of $A$.

We report the results for different entropies of the short codes, i.e., the number of bits required to represent the codes on the average. For binary hashing methods, this is simply the length of the codes. For vector compression methods, this is the summation of $\log_2(\cdot)$ of the number of centroids for each sub-band. For the STC, this is the summation of the ternary entropies of each dimension of the code as in Eq. 3.36, summed over all layers.

We also detail the computational complexities of different stages of the algorithms with big-O notation for comparison. We do not report run-time results as this is implementation-dependant and involves a lot of implementation issues out of the scope of the thesis.

**Results**

**Rate-distortion behavior:** Fig. 5.9 demonstrates the distortion-rate curves for AR(1)-synthetic dataset. As was also predictable from Fig. 3.7, binary methods have inferior rate-distortion performance. STC, on the other hand, has a performance on par with PQ and OPQ and for a wider operational regime. Note that we have introduced two more advanced versions of STC in multi-layers in chapter 4, which have better rate-distortion performances than the ML-STC. In this chapter, however, we do not report them for the sake of simplicity.

![Distortion vs. rate on AR(1)-synthetic set for 3 different correlation levels. (a) i.i.d. (ρ = 0), (b) mid-correlation (ρ = 0.5), (c) high-correlation (ρ = 0.99)](image)

**ANN search:** Figures 5.10, 5.11 and 5.12 demonstrate the results of ANN search on MNIST, GIST1M and SIFT1M, respectively. For these databases the initial short-list size was chosen as $\hat{L} = 256, 1024, 512$, out of $N = 60000, 1000000, 1000000$, for the 3 experiments, respectively.
The search performance of STC is much higher than binary hashing and is on par with PQ/OPQ, while having considerably less complexity. It is seen that while STC largely outperforms PQ/OPQ on high-dimensional GIST-1M, it is slightly inferior on lower-dimensional SIFT-1M. This, in fact, is due to the fact that our assumption requires larger dimensions.

**Computational complexities**

The computational complexities of the algorithms are detailed in Table 5.2. The STC-refined has less Hamming distance computation than binary hashing, similar amount of Euclidean
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Distance computation with PQ/OPQ and no look-up-table read as in PQ/OPQ, which is their main computation bottleneck.

### Table 5.2 Computational complexities: Values in parentheses correspond to operating values at ∼256-bit codes on the GIST-1M experiment.

| Method       | Hamming distance computation | Euclidean distance computation | LUT read |
|--------------|------------------------------|--------------------------------|----------|
| STC\textsuperscript{in}\textsubscript{ini} | $4\alpha X \cap Y NmL \approx 6.8 \times 10^6$ | - | - |
| STC\textsuperscript{in}\textsubscript{ref} | $4\alpha X \cap Y NmL \approx 6.8 \times 10^6$ | $n|L| \approx 5 \times 10^5$ | - |
| ITQ\textsuperscript{ini} | $mN \approx 5.12 \times 10^8$ | $n|L| \approx 5 \times 10^5$ | - |
| ITQ\textsuperscript{ref} | $mN \approx 5.12 \times 10^8$ | $n|L| \approx 5 \times 10^5$ | - |
| PQ/OPQ       | $p_{\text{pk}} \approx 2.5 \times 10^8$ | $Npk \approx 1.6 \times 10^9$ | - |

5.6 Conclusions

Fast similarity search in large-scale databases is performed either using binary hashing that benefits from an efficient binary search, or Vector Quantization (VQ) that has excellent rate-distortion performance in approximating the vectorial distances within compact representations. While, from one hand, the first family of methods suffers from poor rate-distortion performance and restricting the search within the codes, and from the other hand, the second family cannot benefit from efficient search within the codes; in this chapter, we proposed a hybrid solution using the concept of list-refinement. This is based on pruning the majority of database candidates using an initial fast search within the space of ternary codes and then refining the result based on reconstruction from the codes.

We showed that this strategy is best achieved using ternary encoding. So we first focused on coding efficiency as measured by the coding gain, an information-theoretic measure we introduced to encompass the triple trade-off of memory-complexity-performance. In particular, we concluded that our proposed Sparse Ternary Codes (STC), have higher coding gain than dense binary codes, provided that the sparsity is higher than a certain limit.

We then proposed a decoding scheme that trades off the preservation of mutual information with a significant complexity speed-up which relies on the sparsity of the ternary codes. This was considered for single-layer, as well as multi-layer codes.

The second crucial element was the rate-distortion optimality which we have studied earlier in chapter 4. This was based on both sparsity (to minimize the rate-allocation sub-optimality), as well as multiple-layered design, for which we picked our ML-STC algorithm.

Putting these two aspects together, we sketched the entire search pipeline together and performed our experiments on mid- and large-scale setups where we showed we achieve performance, as well as, or better than the VQ-based family. However, this comes with a complexity much smaller than that of VQ codes, since most of the database items are pruned out using fixed-point efficient ternary search, rather than heavy LUTs. Moreover, thanks to its residual structure, the ML-STC codes are incremental, i.e., longer codes build on top
of shorter codes. This is in contrast with the PQ-based methods that should entirely be redesigned, once a different code-length is targeted.

This leaves us with much promise for future research. Note that the ML-STC, as we have shown earlier in chapter 4, can be extended to a neural network architecture, i.e., the STNets of section 4.4. While we have shown its superior rate-distortion performance in setups where training data is abundant (e.g., see Fig. 4.8- (a) and (d)), we can benefit further from its neural structure by defining mixed objective functions. So instead of crafted features, one can start directly from images and perhaps add label-aware loss functions to the rate-distortion objective. Note that this is not possible with VQ family since they do not have a neural structure. Moreover, for binary codes, it has been concluded that their performance is limited.
Chapter 6

Learning to compress images

In this chapter we focus our attention to images and the task of image compression. In particular, we take interest in learned scenarios where particularities of the given data may help achieve superior performance, as compared to the data-agnostic and more classical solutions.

Section 6.1 tries to answer the question why learning from the data can be beneficial for image compression. We draw into attention four motivations for such an effort and then take a brief look at the recent literature of learning-based image compression.

In section 6.2, we pick a very challenging scenario, i.e., the compression of natural color images with very high-resolution (around 2.5 megapixels) that do not possess a particular structure. Without performing all the necessary components within a typical image compression pipeline such as chrominance sub-sampling, entropy coding, bit-plane coding or careful rate-allocation, training our ML-STC-Procrustean on only 200 such images is enough to compete with the highly engineered JPEG2000 in terms of PSNR.

Under a more particular setup, in section 6.3 we take the case of facial images as an example of a domain-specific scenario. We pick the RRQ framework that we developed in section 4.2 and apply it to compression of such images and show improvements over JPEG2000.

While throughout this thesis, we were focusing more on achieving better rate-distortion trade-offs, we show in section 6.3.2 that the very task of rate-distortion optimization can be helpful also to solve inverse problems. In particular, we show that compressibility under some learned model can be used as an effective prior for the task of image de-noising. More studies in this direction will be put as promising directions for future work that we briefly investigate in chapter 7.
6.1 Why to learn to compress?

A very recent line of work has appeared within the machine learning community to try to target the task of lossy image compression using learning-based concepts. However, it is important to ask that after decades of research resulting in a large record of publications, as well as a lot of engineering work for image compression carried out by entities like the Joint Photographic Expert Group (JPEG) and having set multiple ISO standards and widely used codecs, why should we think about changing the entire paradigm of image compression and opt for more data-dependent, and possibly end-to-end approaches? One can think of 4 main reasons for such efforts:

i. Capturing more redundancies within the data:

The off-the-shelf solutions for image compression are designed for general natural images. In fact, the core image decomposition mechanisms used in these codes, i.e., the 2D-DCT transform in JPEG and the wavelet transform used in JPEG2000 are analytically-constructed transforms not learned from the data and believed to provide sparse and compressible representations on any image in general. Moreover, what if the images that we deal with have some particular structure typical for images originating from the same source? How can we benefit from this extra redundancy in the data, e.g., for satellite images and when we know that all of them look similar in some way?

This is achievable if we learn those particularities and structures directly from the data. This is where the machine learning algorithms can potentially become useful.

ii. Joint optimization of the compression pipeline:

Image compression is a very detailed task, consisting of multiple stages. This goes beyond learning a good transform or a sparsifying dictionary and consists of stages like discretization and entropy coding. While traditional methods solve these steps independently, perhaps the presence of training data may facilitate a joint optimization of the entire pipeline.

iii. Vector Quantization is superior to Scalar Quantization:

Independent from the particularities within the data for which statistical learning should help with better representations, within a certain rate-regime, Vector Quantization (VQ) should have, at least in theory and for very high dimensions and low compression rates, a superior rate-distortion behavior as compared to the Scalar Quantization (SQ) techniques. This is a fundamental concept and is the important motivation behind the study of rate-distortion theory.

To see this, let us take the extreme case that the data is i.i.d. Gaussian, i.e., $F \sim \mathcal{N}(0, 1)$. This means that there is no pattern or particularity to learn from this data. The best SQ for
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such a data at $R = 1$ bits corresponds to a binary quantizer whose non-zero quantization bins are at $\pm \sqrt{2/\pi}$ (according to Eq. 3.35). This quantizer achieves an average distortion around $D \simeq 0.36$ (according to Eq. 3.34).

If we consider the joint description of a large number of such data, i.e., $F \sim N(0, I_n)$, however, the rate-distortion theory promises a much more favorable performance, i.e., $D = 2^{-2 \times 1} = 0.25$, for the same amount of rate (which is achieved in asymptotics). This, in fact, is related to the geometry of the $\mathbb{R}^n$ space, rather than statistical properties (see e.g., [2]).

Image compression codecs, however, use SQ in the transform domain. Learning-based algorithms, on the other hand, may be able to benefit from such joint descriptions.

iv. Compression as unsupervised representation learning:

Beyond the task of image compression itself, another motivation for learning to compress is for the more general task of representation learning. During the last couple of years, a consensus has been reached within the machine learning communities that unsupervised learning is promising, and it has been shown multiple times that it can be useful for the task of supervised learning (e.g., see [106]). An important instance of unsupervised learning, in fact, is the task of compression which is closely connected or in a sense equivalent to probabilistic distribution estimation, which is the core problem in machine learning.

To see this, consider the general objective function for rate-distortion optimization, which minimizes the rate of the (latent) representation $Q[F]$, subject to a constraint on the distortion, i.e., $D(F, Q^{-1}[Q[F]]) \leq D$. The rate minimization, however, is equivalent to entropy maximization, i.e.,:

$$\max_{Q[F]} \log p(Q[f]), \quad \text{s.t.} \quad D \leq D. \quad (6.1)$$

So instead of maximizing the log-probability of the data, i.e., $\log p(f)$, by learning to compress, we maximize a function of it, i.e., $\log p(Q[f])$. This, however, should not deviate from the original data, to the extent guaranteed by the data-fidelity constraint $D$.

To see an example of this, take the case of generative modeling whose aim is to maximize $\mathbb{E}\{\log p(f)\} = -H(F)$. This can be decomposed, in particular through the framework of
Variational Auto Encoders (VAE’s) of [107] as:

\[
\log p(f) = D_{KL}(q(x)||p(x|f)) + \mathbb{E}_{x \sim q} \{ \log p(f|x) \} - D_{KL}(q(x)||p(x)) \\
\log p(f) \leq \mathbb{E}_{x \sim q} \{ \log p(f|x) \} - \frac{D_{KL}(q(x)||p(x))}{-d(F, \hat{F})} \quad \text{extra bits due to latent encoding}
\]

Notice that the maximization of \( \log p(f) \) in this formulation is conceptually similar to the general rate-distortion optimization, e.g., our Eq. 4.9 and Eq. 4.10.

This, along with other similar examples, is an important motivation to study compression as representation learning.

### 6.1.1 Autoencoders for compression: recent literature

Only very recently, the task of learning-based lossy image compression has appeared as an active area in machine learning [109, 110, 108, 111, 112]. These methods are essentially, different variations of the autoencoder neural structures. This perhaps comes after [113] showed that it is possible to reduce the dimensionality of representations using autoencoders. However, there are two fundamental issues with autoencoders.

First, they are essentially built to target one single operational rate, while a practical compression scheme requires multiple such rates, starting from very low to potentially being lossless. For example, [111, 108, 112] are methods that are designed to operate only at one rate. So one network is trained for one quantization step corresponding to a certain rate. An important question then is whether one can learn one single network for all layers and only change the step size at test time; a question that has recently been answered positively in [114].

The second issue with applying autoencoders for compression is that dimensionality reduction is not exactly equivalent to compression. While the former tries to achieve useful representations in bottlenecked dimensions, the latter further requires that the representations be discretized and whose size be measurable in bits. Applying a discretizing function within a neural network pipeline, however, makes the flow of back-propagation to stop, since the differential of such functions are zero, a phenomenon we have mentioned earlier in section 4.4.1, and for which we proposed our solution in section 4.4.1.1.

A lot of methods, e.g., [108, 115] simply remove the quantizer during the training phase and put it back in place during test time. Other methods use the soft approximation of the quantization function, e.g., tanh in [110] and might use a stochastic regularization to minimize

---

1 Notice that in our terminology, \( f \) is the data and \( x \) is the latent representation.

2 A similar argument has been provided in [108].
the approximation. Inspired by dithering in quantization literature, [108] approximates quantization as an additive noise. Another idea is to perform a kind of annealing during optimization iterations, e.g., as in [116], that starting from a soft alternative, gradually approach a hard quantizer.

Another important issue is with the resolution of the images being trained. In fact, a lot of these solutions can compress only tiny images, e.g., [66] works only on $32 \times 32$ images. Increasing the image size, in practice, is done using patch-wise division of the images which neglects the global structure of the images.

6.2 Compression of natural images using ML-STC

Image compression is a very tailored pipeline requiring a great deal of engineering work. As an example, the lossy JPEG2000 codec [117], first converts the RGB channels to the YCbCr representation. The Cb and the Cr channels are very redundant and hence can be down-sampled without any noticeable quality loss. These channels are then transformed to the wavelet domain, scalar-quantized carefully and entropy coded with a very detailed and multi-staged mechanism, taking into account bit-planes of representations and their statistical properties.

In this chapter, we are not going into any of these details. Instead, we take raw images and apply our algorithms we developed earlier in chapter 4. This, however, requires us to perform a whitening step on images as we discuss next.

6.2.1 A simple image whitening technique

Our algorithms require the input data to be somehow whitened, or at least de-correlated to some extent. For the synthetic sources like the AR(1) that we have experimented with, or for low dimensional image thumbnails like the MNIST or CIFAR databases, this could have easily been achieved using the simple PCA, as we did.

For high-resolution images, to maintain the global structure of the image, as we will elaborate more in section 6.2.3, the preference is to avoid using patches, or at least use very large patches. Applying PCA on high-resolution images, however, is hopeless. First, the complexity of PCA is in $O(n^3)$ and it becomes exceedingly difficult to apply PCA on large images. More importantly, the estimation of covariance matrix has $n^2 + n$ free parameters, which requires a significant number of images to be estimated appropriately.

So what do we do to capture the global structure of the images and whiten them with reasonable complexity? Here we propose a very basic, but fast and effective way as the following.

We first apply the 2D-DCT transform on the global image (preferably without dividing it into patches). The cost of this step is at $O(n \log n)$, hence very fast and scales well with
dimension. We then vectorize this 2D matrix (or 3D tensor if we consider images of the training set) using zig-zag scanning. While the 2D-DCT has some decorrelating properties for natural images, it is data independent and leaves some correlation in the transform domain. We capture (most of) this correlation using the PCA and using the given training set. However, instead of the full-frame data, assuming that the correlations after the 2D-DCT happen mostly at adjacent dimensions, we apply the PCA multiple times and in sub-band divisions of the whole frequency range. This is equivalent to assuming that only similar frequencies are correlated and farther frequency bands can be assumed to be orthogonal to each other. Fig. 6.1 sketches this pre-processing stage.

Assuming we have $p$ such frequency sub-bands, the complexity of this procedure is $O(n \log n + p \times \left(\frac{n}{p}\right)^3) = O\left(\frac{n^3}{p^3}\right)$, much smaller than the original $O(n^3)$ of the PCA ($\frac{n}{p}$ is chosen almost constant in practice). More importantly, the covariance estimation which originally has $\frac{n^2 + n}{2}$ parameters is now estimated with only $\frac{n^2 + np}{2p}$ parameters, reducing the chance of over-fitting.

We can interpret this procedure as a sort of regularized PCA estimation where (similar to PQ coding to K-means), instead of the full covariance matrix, the elements of $\frac{n}{p}$ sub-matrices are estimated only and the rest is set to zero. This is possible only after the 2D-DCT, which already decorrelates the image to some extent.
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6.2.2 Compression of high-resolution natural images

Here we perform a simple experiment on a database of RGB high-resolution images (around 2.5 megapixels) with varying sizes. This is very challenging since from one hand, we want to keep the global structure and hence choose larger patches. From the other hand, the redundancy introduced because of zero-padding is more obvious for larger patches and hence the coding efficiency is less. Another side of the story is the trade-off between the patch-size and the availability of enough training samples.

We take 200 images from the train set, divide the images into $64 \times 64 \times 3$ patches (without overlap, but with zero-padding) and perform the whitening described in section 6.2.1 with $p = 192$ sub-bands. This makes a total of $N = 118,258$ training samples with dimension $n = 64 \times 64 \times 3 = 12,288$.

Since this data is highly variance-decaying (a ratio of around $1.5e + 9$ between the largest and smallest values), it makes sense to perform rate-allocation before projections. So at each stage, before learning the projections, we perform a similar rate-allocation as in Algorithm 2. This way, we considerably economize on the size of the projections. So instead of $n = 12,288$, on the average across all layers, the effective dimensionality is around $n' = 1,500$.

We apply the ML-STC-Procrustean algorithm of section 4.3.2 to this data. We had $L = 20$ layers with ternary codes of $k = 20$ non-zeros in each layer.

To see a better picture of our residual structure and how different layers contribute to the successive approximation of patches, Fig. 6.2 shows two sample patches that get successively approximated in 4 layers. It is clear that most of the correlated structures happen in the initial layers. As more layers are incorporated, the data becomes less structured.

Fig. 6.3 shows two zoomed areas of compressed images under our algorithm, as compared with JPEG and JPEG2000.

In terms of compression artifacts, our algorithm is patch-based like JPEG. However, since we use $64 \times 64$ patches instead of $8 \times 8$ in JPEG, the blocking artifact is considerably reduced. JPEG2000 produces its own artifacts, which are due to its underlying wavelet decomposition. Our algorithm, overall, seems to be more successful in compressing textures, rather than edges. This, perhaps is due to the simple pre-processing that we use that can be improved in many ways.

Finally, in terms of MSE, Fig. 6.4 compares the results of the compression of these images under the JPEG, JPEG2000 and our ML-STC-Procrustean.

Our results largely outperform JPEG but outperforms JPEG2000 only in rates smaller than $BPP < 0.08$. It should, however, be mentioned that, in this experiment, we ignored two crucial steps in image compression pipelines:

---

3This database can be downloaded from http://www.compression.cc/challenge/. We do not perform validation for hyper-parameter selection of our algorithm and take the validation set with 41 images, instead of the larger test set. We use only 200 out of around 500 images in the training set.
Fig. 6.2 Successive approximation of matches at 4 different levels. Two different patch samples at left and right. The lower row is the $\hat{f}^{[l]}$'s for $1 \leq l \leq 4$. The middle row is the cumulative summation of $\hat{f}^{[l]}$'s and the first row is the input patch.

Fig. 6.3 Compression of high-resolution images with ML-STC-Procrustean.
First, we do not perform any entropy coding. When implemented, we expect to gain considerable bit saving in this respect. Second, we did not perform chrominance sub-sampling, which halves the dimension of the images without any considerable performance loss.

Apart from these steps, this experiment can be improved in many ways:

First, due to limitations in computational resources, we only used 200 images and without overlapping the patches. In case more training data is incorporated, we can perform back-propagation to fine tune these results, as was done in section 4.4.2 and Fig. 4.8.

Second, after the DCT stage, apart from the projection matrices (and bias terms), also the whitening sub-band matrices can also be tuned jointly with other parameters.

Third, the rate-allocation can be improved as well. In order to reduce complexity, we chose a very harsh regularization for rate-allocation and without any (cross-) validation. This can as well be learned from the data.

Finally, and perhaps more importantly, the current experiment was based on patch-wise dividing of the images. This is extremely inefficient, as we will show next in section 6.2.3, and can be avoided using pyramidal decompositions for images.

It would be useful to see how our compression pipeline compares with other learning-based methods from the deep learning literature. As far as the learning algorithm itself is concerned, this, however, is not straightforward to achieve, since the reported results, other than the learning algorithm, are due to the entire pipeline which consists of many other blocks that cannot be fixed due to different engineering parameters concerned.
However, generally speaking, and by comparing different results from the recent literature, it can be concluded that for compression of high-resolution RGB images, and as far as PSNR is concerned (rather than perceptual measures), most algorithms fall below the performance JPEG2000, sometimes by large margins. In fact, only a few methods get similar or slightly better performance than JPEG2000.\textsuperscript{4}

Moreover, our training procedure (with all its 20 operational points) took overall less than one hour to terminate, while using 6 threads of CPU from an average desktop. Deep-learning based methods from the literature typically require several days of training on highly parallelized GPUs and to produce only 1 operational point.

To motivate future work to abandon patch-wise processing of images, let us next quantify this effect with a simple experiment.

6.2.3 Future work: to avoid image patching

A typical high-resolution image may have around several million triple-channel pixels. For an average computational resource, however, this million-scale dimensionality is impossible to handle directly, for many training algorithms. Moreover, this dimensionality requires billion-scale sample sizes to be able to perform learning without over-fitting.

One very common remedy is to divide images into rectangular boxes known as patches. This, however, eliminates the global structure of the image, as each vectorized patch is then considered an independent data-point in the space of $\mathbb{R}^p$, where $n$ is the original image size and $p$ is the number of patches.

Here we try to measure this amount of information loss on the overall quality of image coding. For this, we contrast the JPEG with the JPEG2000 coding schemes in the following way:

JPEG first divides the images into $8 \times 8$ patches, performs the compression on each one of them and finally tries to somehow compensate the loss of global information by taking the spatial position of the patches into account through an entropy coding. JPEG2000, on the other hand, applies the transform on the full-frame image and then performs the coding.

We perform the following experiments: We first compress full images using the JPEG and the JPEG2000 coding schemes and measure their compression performance in PSNR.

Next, we divide images into patches of varying size, then randomly shuffle them and compress them with JPEG and JPEG2000. Fig. 6.5 visualizes this idea and Fig. 6.6 demonstrates the results of these experiments for 3 different compression ratios.

JPEG2000 compresses the global image and hence its performance significantly degrades when compressing randomly shuffled images. JPEG, on the other hand, fails to capture the global information and hence its performance is almost intact for randomly shuffled images.

\textsuperscript{4}As another indicator, refer to http://www.compression.cc/results/?sort=psnr for a comparison of different algorithms on the same database. The results are reported at around $BPP = 0.05$, with the best PSNR achieved as $30.89$ dB. Our result from Fig. 6.4 show very similar performance at that rate.
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Fig. 6.5 The importance of preservation of spatial structure of images for compression. A lot of the advantage of JPEG2000 over JPEG is thanks to its global encoding (rather than the basis vectors).

Fig. 6.6 Effect of patch-based division of images on compression quality w.r.t. patch size for (a) low-rate (JPEG QF = 5), (b) mid-rate (JPEG QF = 10) and (c) high-rate (JPEG QF = 70) compression. The results averaged over 10 randomly selected $1024 \times 1024$ images.

The result of this experiment reveals an important fact about the effect of dividing images into patches with various sizes: That it does significantly (at least for common patch sizes) degrade the performance of image coding, and perhaps many other tasks. This is in contrast to the common understanding that the superiority of JPEG2000 w.r.t. JPEG is due mostly to the fact that DWT is a better transform for natural images than DCT.
While this might sound an obvious observation, it is at least a highly neglected one. Notice that in convolutional networks, in general, the overlap in patches helps to keep more of the global structure. When it comes to truly high-resolution images, however, due to computational bottlenecks like the limit in memory of GPUs, this is avoided, and images are still divided into patches.

Therefore, other alternatives should be found that avoid image patching. One such possibility is the different pyramidal decompositions for images.

While we did not experiment with pyramids, we keep this idea as a future objective to follow.

6.3 Compression of facial images using RRQ

Let us now pick a different scenario than natural images and investigate whether learning to compress is possible when there is more structured similarity between images than the general class of natural images. This can be the case for domain-specific images with lots of applications, e.g., in astronomical, biomedical or satellite images, where huge collections of such images are to be stored, transmitted and processed.

Here we take the particular example of facial images. So suppose we are given a collection of face photographs, and we want to benefit from the extra redundancy present in this collection to further compress them.

Several works address this problem from within the image processing community. In particular, [118] was an early attempt based on VQ, [119] learns the dictionaries based on the K-SVD [14] while [120] uses a tree-based wavelet transform. A codec is proposed in [121] by using the Iteration Tuned and Aligned Dictionary (ITAD). In spite of their high compression performance, the problem with most of these approaches is that they rely very much on the alignment of images and they are less likely to generalize once the imaging setup is changed a bit. Some of them require the detection of facial features (sometimes manually) and then alignment by geometrical transformation into some canonical form and also a background removal stage.

We target this problem using the RRQ framework of section 4.2.2. Next in section 6.3.1, we target the compression task. Later in section 6.3.2, we go one step further and investigate whether capturing this redundancy using compression can be beneficial for the task of image denoising.

6.3.1 Compression experiments

Here we perform a simple compression experiment on facial images. We use the CroppedYale-B database [122] which contains 2414 images of size $192 \times 168$ from 38 subjects. Each subject
has between 57 to 64 acquisitions with extreme illumination changes. We choose half of the images for each subject randomly for training and the rest for testing.

We first perform whitening using the procedure described in section 6.2.1, and by choosing \( p = 96 \) sub-bands and without image patching in order to maintain the global structure of the images. This results in two equal-sized matrices of 1207 items with dimensionality \( 32256 = 192 \times 168 \), as train and test sets. After the whitening, these matrices have a very sharp variance-decaying profile.

Encoding such high-dimensional data with such little amount of available training data is impossible without the careful regularization of the RRQ.\(^5\)

Fig. 6.7a shows the distortion-rate curves of RRQ in comparison with the RQ which quickly over-trains at such training regime. Fig. 6.7b compares the RRQ with the JPEG and JPEG2000 codes and in terms of PSNR w.r.t. bits per pixel.

![D-R curve (normalized, log-scale)](image1)

![Image compression](image2)

Fig. 6.7 Compression of the CroppedYale-B set of facial images: (a) Distortion-rate performance of RQ and RRQ on the train and test sets and for different \((L, m)\) pairs. (b) Comparison of PSNR vs. bpp for RRQ, JPEG and JPEG2000. Results averaged over 20 randomly chosen images from the test set.

The RQ and RRQ were both experimented on two value-pairs of \( L \), the number of layers and \( m \), the number of codewords per layer. It should be noted that we did not perform any entropy coding over the codes. Further compression improvement can be achieved by entropy coding over the tree-like structure of the codebooks.

### 6.3.2 Compression for denoising

Having learned useful structures from a collection of images for compression, can we go one step further and use these structure to perform other tasks, e.g., image denoising?

\(^5\)From the experiments of Fig. 4.8, it is very much expected that neural architectures with random initializations (without pre-training) will quickly over-fit in this setup. Otherwise, they have to divide images into very small patches to get a bigger set. This, however, is eliminating the global structure as we have shown in Fig. 6.6.
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Fig. 6.8 Samples of image denoising. Order of columns: original image, noisy (noise variance), BM3D (PSNR) and RRQ (PSNR).

Fig. 6.9 The performance of denoising for different levels of reconstruction.

While this was not the main focus of this thesis, we elaborate more on this question in the next chapter and leave further research as an exciting direction for future research.

In this section, however, without proposing an algorithm, we perform a simple experiment to validate this idea.

So suppose we have trained our algorithm for compression of facial images, e.g., the RRQ and as we did in section 6.3.1. In the test time, however, the images happen to be contaminated with noise, perhaps since the acquisition systems are different.

What happens if we feed the noisy images to the compression network that is trained with clean data? It turns out that the network reconstructs the input image with the knowledge from clean images and hence denoises them to some extent, as well.

This experiment is demonstrated in Fig. 6.8, where samples of clean noisy and denoised images are shown. Surprisingly, at the very highly noisy regimes, this idea turns out to be more effective than the BM3D [123], which is by far one of the most successful denoising algorithms to date.

As can be seen from the samples, although BM3D produces very smooth images, it degrades the details of faces since it does not have the prior of clean facial images. Our compression network, on the other hand, injects these priors effectively while constructing the noisy images. Therefore, the borders of faces are well preserved.

Fig. 6.9 shows the average denoising performance of our network for 20 randomly selected images from the test set, under 3 different noise levels, and across all layers. This is again compared with the BM3D, showing improvements at very noisy regimes.

An interesting phenomenon is observed during denoising and across different rates. In fact, as more layers are invoked in reconstruction, the denoising performance is increased, but up

---

6Regarding the noise variances, note that the pixel values are normalized within [0, 1], and not [0, 255].
6.4 Conclusions

We first argued that learning to compress images is useful and promising. This concerns improving the performance of lossy compression in general and in domain-specific cases, as well as for representation learning.

We then targeted the very challenging task of lossy compression of natural RGB images in high resolutions. After proposing a simple image whitening procedure, we chose our ML-STC-Procrustean algorithm and trained it on 200 high-resolution images. We showed that even without applying several important elements of a compression pipeline, e.g., entropy coding, bit-plane coding or chrominance sub-sampling, our algorithm achieves comparable PSNR performance to the JPEG2000 and much better compression ratio compared to the JPEG.

We then studied the effect of block-wise dividing the images into patches and measured how it can affect the performance of a compression algorithm. We concluded that this is crucial and can perhaps be more important than finding a better data-adaptive transform. Therefore, as an important future direction, we address this issue by avoiding any block-wise division, perhaps using pyramidal decompositions.

In another scenario, we targeted compression of facial images as an example of domain-specific scenarios where there is significant structured redundancy in the data. We simply applied our RRQ algorithm to the facial images and concluded that it is possible to benefit from such extra redundancy in the images, as we outperformed the JPEG2000, and even without entropy coding.

Finally, we took this trained network, but went one step further from compression and considered reconstructing noisy images with this network that was trained on clean facial images. We noticed that these noisy images get denoised as they are reconstructed. Surprisingly enough, this technique, for highly noisy regimes can outperform the famous BM3D, which is not trained on a collection of clean images. This leaves us with a very promising direction for future research, some of which we outline next in chapter 7.
Chapter 7

Future works: beyond compression

Suppose we have trained a compression network on a set of images. As we have argued earlier in Eq. 6.1, this means that, in an indirect way, i.e., through the latent compact codes, we are maximizing the log-probability of the data.

Can this density estimation be useful to perform other tasks than compression itself? While we leave the rigorous treatment of this idea as an interesting future direction, here we demonstrate some of our preliminary results.

Among the many possibilities for the realization of this idea, next in section 7.1, we consider compressibility as an efficient prior to solve inverse problems. We experiment with the tasks of image denoising and compressive sensing and demonstrate some promising results.

7.1 Inverse problems

Consider the general inverse problem of recovering $\mathbf{f}$ from the degraded observation $\mathbf{q} = \mathbf{Tf} + \mathbf{p}$, where $\mathbf{T} \in \mathbb{R}^{l \times n}$ models the acquisition process, e.g., sampling or blurring, and $\mathbf{p}$ is an additive white Gaussian noise as $\mathbf{P} \sim \mathcal{N}(\mathbf{0}, \sigma_p^2 \mathbf{I}_l)$.

What happens if we try to inject compressibility as a prior into the Maximum A Posteriori formulation of Eq. 2.2? In other words, what happens if, instead of common priors like sparsity or smoothness, we penalize or encourage solutions based on the quality of their compression under some model?

In very general terms, this idea has been formulated already. However, it has not received much attention in the literature, perhaps since the discrete nature of compression is, in general, an obstacle for optimization.

Within the existing works, similar to this ideas is to perform the model selection with minimum description length principle and has appeared perhaps first in [124]. In [125], a data denoiser is proposed that feeds the noisy data to a compressor with a distortion equal to noise variance and takes the output as a denoised version. The work of [126] analyzes the problem from an information-theoretic perspective linking the recovery problem as rate-distortion
optimization. In [127], an image denoising scheme is proposed, where the compressor is considered as a wavelet-thresholding operator. The more recent work of [128] revisits this old idea by modeling the wavelet coefficients of noiseless data.

These works, however, focus only on particular and in fact very basic compression schemes to be suitable for joint optimization with the recovery/enhancement task. Moreover, none of these works focus on learning-based scenarios.

Unlike these works, here we propose to consider compression as a black-box operation and decouple compression and image enhancement from each other. Assuming that a good compressor already exists, e.g., it has been trained on a set of clean data, we consider the compression encoder-decoder pair as a black-box function that can be evaluated as many times as we need. We pursue this idea in an iterative algorithm that we introduce next.

7.1.1 An iterative algorithm

For an encoder-decoder pair $Q[:].Q^{-1}:[]$ operating at rate $R$, let us denote for simplicity $h_R(f) = Q^{-1}[Q[f]]$, as a function that compresses and then decompresses its input. Suppose that this pair is already trained on a set $F = [f_1, \cdots, f_N]$ using, e.g., the RRQ of section 4.2, the ML-STC of section 4.3, or is otherwise any compression framework like the JPEG or JPEG2000 for natural images.

For the task of solving inverse problems, we are not particularly interested in knowing the internal structure of the encoder-decoder, or this is entirely unknown to us, as is possible for many scenarios. However, since the encoder-decoder is provided, we can run it as many times as we want.$^1$ In other words, $h_R(f)$ is a black-box function that we can evaluate multiple times, and we do not know anything about its internal structure, except for one important property: Since $h_R(\cdot)$ involves a quantizer function, e.g., the ternary operator or the sign function, its derivative w.r.t. $f$ is either undefined at the discontinuities or equals zero. In other words, $h_R(f)' = 0$.

How do we recover $f$ from an observation $q$? We formulate our MAP-like estimation as:

$$\hat{f} = \arg\min_f \frac{1}{2}||Tf - q||^2_2 + \frac{\mu}{2}||f - h_R(f)||^2_2,$$

(7.1)

where we added the compressibility prior with a regularization constant $\mu$, such that to penalize large values of $f - h_R(f)$.

Since $h_R(\cdot)$ is unknown, Eq. 7.1 cannot be solved in closed-form. However, since all elements of its objective function are differentiable and particularly the fact that $h_R(f)' = 0$, we can use first-order routines to solve it.$^2$

$^1$The idea of optimization involving black-box functions is somehow similar to the recent work of “image rendition” in [4], where the process of image degradation is assumed to be unknown.

$^2$Note that while the zero gradient of the compression objective due to the non-smooth quantization function was a prime challenge in training networks for compression, in this formulation, however, it is in our favor since it drastically simplifies the solution of the MAP estimation.
In particular, a simple gradient descent leads to the following iterative solution of Eq. 7.1 as:

\[ f^{(t+1)} = f^{(t)} - \tau \left[ T^T [Tf^{(t)} - q] + \mu [f^{(t)} - h_R(f^{(t)})] \right], \tag{7.2} \]

where \( \tau \) is a step size which we keep as constant for simplicity.

Let us next see how the iterative algorithm of Eq. 7.2 can be useful for solving inverse problems. We provide two examples from image denoising, and noisy compressive sampling on AR(1) sources.

### 7.1.2 Image denoising using JPEG2000

Instead of learned image compression networks, for the moment, suppose that we suffice to an off-the-shelf image codec for solving inverse problems.

In particular, let us see if we can denoise images using the simple JPEG2000. The idea is then to use the iterative algorithm of Eq. 7.2 for a simple denoising, i.e., we let \( T = I_n \), and we consider the black-box function \( h_R(\cdot) \) as the compression followed by de-compression using JPEG2000, for an appropriate rate \( R \). So let us take an image, say the image “man”, contaminate it with additive noise and see if we can denoise.

This, however, may not be a sufficient regularization since JPEG2000 is not particularly trained to compress only clean images. In fact, the only compressibility prior used in JPEG2000 is the sparsity under wavelet decomposition, which is very basic. Note that the very highly engineered pipeline of JPEG2000 does not help with regularization since, e.g., the entropy coding or bit-plane coding stages do not reduce the actual entropy of representation, but only reduce bit-length of the file. In other words, the effective space size \( |\mathcal{F}_n| \simeq 2^{h_R(Q[F])} \) provided by JPEG2000 is only bounded by wavelet thresholding. However, it should be noted that the discretization is key, as simple non-quantized wavelet thresholding will not work under our iterative solution.

Therefore, we should not expect powerful denoising only using JPEG2000. As a simple additional regularization for this toy experiment, along with the compressibility prior of Eq. 7.1, we use the differentiable prior \( \frac{\mu}{2} \| \nabla I \|_2^2 \), where \( \nabla I \) is the first-order derivative of the image pixels along the \( x \) and \( y \) axes (Sobolev prior). The optimization iterations on the image \( I \) are then followed as:

\[ I^{(t+1)} = I^{(t)} - \tau \left[ I^{(t)} - I^{(0)} + \mu [I^{(t)} - h_R(I^{(t)})] + \mu' \nabla^2 I^{(t)} \right], \]

where the algorithm is initialized with \( I^{(0)} \) as the noisy image.

Fig 7.1 shows the evolution of PSNR during optimization iterations in denoising of the image “man” contaminated with additive noise of \( \sigma^2_P = 0.2 \). The results are shown both for \( I^{(t)} \) and \( h_R(I^{(t)}) \), and for different rates of JPEG2000 compression.
Surprisingly, this very simple denoising algorithm seems to be quite effective as the PSNR is increasing during iterations. Note that this algorithm is very different from simply applying JPEG2000 on the noisy image and hoping for effective denoising, as this would simply correspond to $h_{R}(I(0))$, which is not very satisfactory.

To determine the effect of each regularization, we show the results for the JPEG2000 prior alone ($\mu = 100, \mu' = 0$), the Sobolev prior alone ($\mu = 0, \mu' = 300$), as well as their joint application ($\mu = 5, \mu' = 150$). Fig. 7.2 shows the images denoised with these priors.

As was expected, however, since JPEG2000 does not have strong priors about the set of clean images, the performance is limited. In fact, BM3D denoises this image with PSNR $= 26.73$ dB, which is around 2 dB higher than our result.

But what if instead of the noisy image, we initialize our algorithm with the result of a more intricate denoiser like BM3D? It turns out that while this is not very effective for low-noise regimes and under JPEG2000 (since the denoised images are already smooth), it can be a very effective denoiser for highly noisy regimes, as can be seen from Fig. 7.3, where the algorithm improves on BM3D about 1.1 dB. Note that a lot of the artifacts of BM3D have been removed.

In fact, the idea of our iterative solution can be extended far beyond the JPEG2000 as the core compressor and for a large variety of inverse problems. Particularly, we hypothesize that the use of learned networks for compression can be very promising for our algorithm in Eq. 7.2.
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(a) Original
(b) Noisy
PSNR = 13.98 dB

(c) Denoised (JPEG2000 prior)
(d) Denoised (Sobelov prior)
(e) Denoised (both priors)
PSNR = 23.15 dB
PSNR = 22.09 dB
PSNR = 24.78 dB

Fig. 7.2 Image denoising with Eq. 7.2 when initialized with the noisy image ($\sigma_p^2 = 0.2$). (a) Original image, (b) Noisy image ($\sigma_p^2 = 0.2$), (c) Only the JPEG2000 prior used ($\mu' = 0$), (d) Only the Sobolev prior used ($\mu = 0$), (e) Both priors used together.

While we leave this for future research, we next provide another motivational example: that of noisy compressive sensing.

7.1.3 Compressive sensing of auto-regressive sources

We now consider the problem of noisy compressive sensing as another instance of inverse problems that can be addressed with the idea of “compressibility as a prior”. Let us now take the case of auto-regressive sources and in particular AR(1) sources.

So suppose we have trained a network on such data. As an example, let us pick our ML-STC of section 4.3.1 and train it on AR(1) source, as we did in Fig. 4.5.

Now that this network is trained, our objective is to recover the under-sampled and noisy measurements of the instances from the test set, i.e., to recover $f$ from the unders-sampled and noisy $q = Tf + p$, where $T \in \mathbb{R}^{l \times n}$ is a fat matrix (i.e., $l < n$) with Gaussian random values and $p$ is white Gaussian noise with variance $\sigma_p^2$. 
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Fig. 7.3 Image denoising in highly noisy regimes ($\sigma^2_P = 0.7$). (a) Noisy image, (b) Denoised with BM3D, (c) Denoised with Eq. 7.2 when initialized with BM3D.

We apply the iterative algorithm of Eq. 7.2 to recover the data. This algorithm is initialized with $f^{(0)} = (T^T T)^{-1}T^T q$, i.e., the Moore-Penrose pseudo-inverse of T to back-project q to f. Note that this is the optimal reconstruction without regularization, i.e., for $\mu = 0$.

Fig. 7.4 shows a sample of f from the test set, as well as its recovery using pseudo-inversion and our Eq. 7.2. It is clear that our regularization produces AR(1) solutions while the solution returned by pseudo-inversion does not have such structures.

Fig. 7.4 Noisy compressive sensing of AR(1) data with $n = 512$ with the iterative algorithm of Eq. 7.2. The compressability prior is imposed using the ML-STC and with $\mu = 100$. The observation is sampled with $l = 256$ and contaminated with noise of variance $\sigma^2_P = 1$.

Fig. 7.5 shows the evolution of MSE during iterations for 3 different sub-samplings in $l = 32, 128, 256$, and with noise variance $\sigma^2_P = 1$, while the data dimension was $n = 512$, and the correlation factor for the source was $\rho = 0.99$. 
7.2 Conclusions

This simple idea seems to be very efficient, and the reconstruction error is decreasing for all values of $l$. We do not provide any convergence guarantee, but we notice that when initialized other than with the pseudo-inverse, e.g., with $f^{(0)} = T^T q$, the convergence takes several more iterations, but it always converges. This, however, depends on $\mu$, and the step-size $\tau$ and the operating rate of the compressor.

7.2 Conclusions

This chapter presented some of our ongoing works, as well as some promising directions for future research based on learned compression.

Among various possibilities, we focused on one instance application that learning to compress can be useful beyond the task of compression itself. In particular, we investigated compressibility as a prior to solve inverse problems and imposed it as a regularization to the data-fidelity term. This was achieved using a black-box interpretation of the compression-decompression network, which led to a simple gradient descent on the objective.

We saw two variants of this problem. First, we considered image denoising, where the JPEG2000 codec was used to apply the compressibility prior. We saw that this can be useful to denoise natural images in highly noisy regimes. In particular, we improved on BM3D to more than 1 decibel of PSNR in these regimes.

The second variant of inverse problems that we investigated was the noisy compressive sensing. We experimented with auto-regressive sources, where we trained an ML-STC on a set of clean AR(1) examples. This was used in our iterative algorithm to recover under-sampled and noisy measurements of such data. We saw that it is possible to significantly improve upon pseudo-inversion using the proposed algorithm.
These algorithms can be improved in many ways. For image denoising, instead of JPEG2000, emphasis should be put on learned compression schemes, where training is done on clean images. This can be extended to other inverse tasks, e.g., image super-resolution, image inpainting or deblurring.

Our results on compressive sensing were promising but preliminary. We did not provide any recovery or convergence guarantees. We leave this, and a lot of other interesting possibilities for future investigation.
Concluding remarks

This thesis studies several aspects of data and signal processing, addresses some issues and proposes several solutions for them. The focus was on vectorial data and in particular images and image descriptors and the considerations and issues when dealing with them in large-scale scenarios. The similarity search and compression aspects were highlighted, where efficient and useful representations for data are to be learned from its different examples.

Our central consideration when modeling the data and learning the representations was compactness. This led us to carefully study and optimize the rate-distortion behavior of the proposed data models. We then argued that this optimization is useful beyond compression itself and can help a couple of other tasks in signal and image processing.

In the first part of the thesis, we started with reviewing a diverse range of methods and ideas from the literature of signal processing and machine learning. We interpreted all attempts under the general framework of Bayesian modeling and categorized them under two rough divisions of basic and composite models. We discussed their properties and benefits and their behavior under different sample regimes. This helped us in setting up our main strategy in design and development of the models as to start with basic ones and under simple assumption-based setups, where data-distribution is assumed and then gradually lift the assumptions and rely more on the data samples, as the models evolve from basic to composite ones.

This was pursued in the second part of the thesis, where we developed the algorithmic infrastructure based on the two families of basic prior models, i.e., synthesis and analysis models. The development of synthesis models first led us to the VR-Kmeans algorithm, which regularizes the standard K-means by imposing a rate-allocation criterion in learning the codebooks. We showed that this is very helpful in avoiding over-fitting, particularly in high-dimensional settings.

The criterion of having discrete representations led us to the development of the analysis model as the Sparse Ternary Codes (STC) framework, which is inspired by \( \ell_0 \) regularization of the data in the projected domain. The information-theoretic properties of this encoding were studied, and several possibilities for reconstruction of these codes were investigated.

Studying the rate-distortion properties of these two frameworks led us to conclude that the basic analysis or synthesis modeling is not enough. In particular, we noticed that
we cannot operate at high rates and hence high-fidelity representations while having fast encoding-decoding procedures based on these two basic models. We then concluded that composite solutions based on these basic models should be preferred.

This transition from basic to composite modeling was based on the framework of successive refinement from information theory. In particular, we chose the additive residual based encoding to enhance our basic models. The VR-Kmeans was developed to the RRQ framework which maintains a very good rate-distortion performance at arbitrary rates and for any number of layers, without getting over-fitted.

Based on the two practical decoding schemes proposed for reconstruction of STC, its multi-layer extension was the ML-STC and the ML-STC-Procrustean. The former being more assumption-based, the latter model relies more on data samples and learns multiple layers of optimal transformations from the data using a Procrustean approach.

These composite models, however, are trained layer-by-layer and without assuming the anti-causal errors between layers. For the analysis-based models, i.e., the ML-STC and the ML-STC-Procrustean, another prominent evolution is still possible. These models can be considered as neural network structures and can hence benefit from the back-propagation technique to jointly optimize all layers. This was hindered by a technical issue regarding the non-differentiability of discretizing ternary operator. Thanks to the favorable information preservation properties of ternary encoding, however, the issue was solved using a smooth surrogate without causing approximation errors.

This made the evolution of our models complete, which we termed as STNets, a neural structure with discrete representations that is pre-trained layer-by-layer and using our sample-efficient and theoretically-sound recipes and is then fine-tuned using the back-propagation technique that benefits from the practical insights and infrastructures available in deep-learning communities. We then have a range of possibilities for training to choose from, w.r.t. sample-size and computational budget available.

The third part of the thesis considers the applications of these algorithms in three directions. First, the problem of fast similarity search was addressed where we categorized the efforts in the literature under two families of binary hashing that benefits from fast search in the space of codes but degrades search quality and the VQ-based methods that have high search performance but do not benefit from fast search within the codes. We proposed that a third approach is possible using our ML-STC model that performs a double-stage procedure to search. The first stage is performing a very efficient search in the space of ternary codes, which we showed that possess superior coding gain w.r.t. the binary codes. While this stage prunes the majority of database candidates, the second stage refines the list of candidates by reconstructing the candidate codes and performing a floating-point search on them. This is also very efficient thanks to the rate-distortion behavior that we have optimized. We performed million-scale experiments on public databases showing superior performance.
The second application we addressed was the learned compression of images. We first argued that it can be beneficial under many scenarios to give up on the traditional image compression codecs and develop data-adaptive solutions instead. Two cases for learned image compression were considered: We first experimented with high-resolution and color natural images and showed that even when skipping several procedures in the compression pipeline, we can achieve results comparable to the JPEG2000 codec when training is done on 200 such images using the ML-STC-Procrustean. We then argued the necessity of avoiding block-wise division for images by measuring the loss in coding efficiency due to breaking the global spatial structure of the images into patches.

We then experimented with domain-specific images where a lot of redundancy is shared between the images of interest. In particular, we showed that we can surpass JPEG2000 in compression of facial images using a simple RRQ and without performing entropy coding. As a further step beyond compression, we tested whether this trained model can be beneficial for other tasks and in particular image denoising. Interestingly enough, we showed that by merely compressing and decompressing noisy facial images, we can outperform the BM3D in denoising of very highly noisy images, since the network has seen samples of clean images and can inject priors about face structure during reconstruction.

This led us to investigate more in this direction. So the third application of the thesis was to consider the usefulness of compression beyond itself. We presented several of our ongoing research and showed that it is possible to regularize inverse problems with compressibility as a prior, i.e., to encourage solutions that are better compressible under the (trained) model. This was achieved using an iterative algorithm that considers the compression network as a black-box that can be evaluated multiple times during iterations. In particular, we showed that highly noisy images denoised by BM3D can be improved up to more than one decibel in PSNR using our proposed algorithm when the compression engine is the JPEG2000. We then targeted the noisy compressive sampling of auto-regressive sources and showed that we can significantly improve upon pseudo-inversion.

Future works

The thesis leaves a lot of directions for further research. Instead of the ML-STC that we used for simplicity, the STNets framework can further enhance the rate-distortion behavior by benefitting from more training examples. Moreover, instead of using image descriptors, the STNets framework can very well be used to train useful features directly from raw pixels.

The image compression pipeline proposed can be improved in many ways. We did not implement several important steps like entropy coding. As was concluded, patch-based encoding of images should be replaced with pyramidal decompositions. This way, the loss of global content of images, as well as the problem with variable size images will be resolved. Our proposed whitening procedure can also be improved in many ways. For example, the global
2D-DCT can be followed by local processing in order to make the independence assumption of sub-bands more realistic. Finally, the training can benefit from larger samples.

Our presented results for solving inverse problems with compressibility prior were preliminary and ongoing. Many aspects should be considered, e.g., how much we can gain with learned compression instead of JPEG2000 for image denoising, convergence guarantees, momentum-based solvers instead of simple gradient descent, recovery guarantees for compressive sensing, and also studying inverse problems other than denoising and compressive sensing.

Beyond these aspects, we can imagine other directions that can benefit from the frameworks developed in this thesis. An important step is to model the sequential codes from different layers of the ML-STC using sequence modelers like the Recurrent Neural Networks (RNNs). This can bring a lot of possibilities, e.g., tasks like generative modeling or image classification can be addressed by adding a parallel RNN to the STNets and forming a composite cost function to be optimized jointly.
References

[1] Claude E Shannon. Coding theorems for a discrete source with a fidelity criterion. *IRE Nat. Conv. Rec.*, 4(142-163):1, 1959.

[2] T. Cover and J. Thomas. *Elements of Information Theory 2nd Edition*. Wiley-Interscience, 2 edition, 7 2006.

[3] Y. Chen and Y. Chi. Harnessing structures in big data via guaranteed low-rank matrix estimation: Recent theory and fast algorithms via convex and nonconvex optimization. *IEEE Signal Processing Magazine*, 35(4):14–31, July 2018.

[4] Peyman Milanfar. Rendition: Reclaiming what a black box takes away. *SIAM Journal on Imaging Sciences (under review)*, 2018.

[5] David L Donoho and Michael Elad. Maximal sparsity representation via ?1 minimization. *Proceedings of the National Academy of Sciences*, 100(5):2197–2202, 2003.

[6] J. A. Tropp. Greed is good: algorithmic results for sparse approximation. *IEEE Transactions on Information Theory*, 50(10):2231–2242, Oct 2004.

[7] Thomas Blumensath and Mike E. Davies. Iterative hard thresholding for compressed sensing. *Applied and Computational Harmonic Analysis*, 27(3):265 – 274, 2009.

[8] A. Chambolle, R. A. De Vore, Nam-Yong Lee, and B. J. Lucier. Nonlinear wavelet image processing: variational problems, compression, and noise removal through wavelet shrinkage. *IEEE Transactions on Image Processing*, 7(3):319–335, March 1998.

[9] Francis Bach, Rodolphe Jenatton, Julien Mairal, and Guillaume Obozinski. Optimization with sparsity-inducing penalties. *Found. Trends Mach. Learn.*, 4(1), January 2012.

[10] Mohammad Ali Maleki. *Approximate message passing algorithms for compressed sensing*. Stanford University, 2010.

[11] Michael Elad. *Sparse and Redundant Representations: From Theory to Applications in Signal and Image Processing*. Springer Publishing Company, Incorporated, 1st edition, 2010.

[12] Emmanuel J Candes and David L Donoho. Curvelets: A surprisingly effective nonadaptive representation for objects with edges. Technical report, Stanford Univ Ca Dept of Statistics, 2000.

[13] M. N. Do and M. Vetterli. The contourlet transform: an efficient directional multiresolution image representation. *IEEE Transactions on Image Processing*, 14(12):2091–2106, Dec 2005.
[14] M. Aharon, M. Elad, and A. Bruckstein. rmk-svd: An algorithm for designing overcomplete dictionaries for sparse representation. *IEEE Transactions on Signal Processing*, 54(11):4311–4322, Nov 2006.

[15] Leonid I. Rudin, Stanley Osher, and Emad Fatemi. Nonlinear total variation based noise removal algorithms. *Physica D: Nonlinear Phenomena*, 60(1):259 – 268, 1992.

[16] M. Yaghoobi, S. Nam, R. Gribonval, and M. E. Davies. Analysis operator learning for overcomplete cosparse representations. In *2011 19th European Signal Processing Conference*, pages 1470–1474, Aug 2011.

[17] S. Ravishankar and Y. Bresler. Learning sparsifying transforms for image processing. In *2012 19th IEEE International Conference on Image Processing*, pages 681–684, Sept 2012.

[18] S. Ravishankar and Y. Bresler. Learning sparsifying transforms. *IEEE Transactions on Signal Processing*, 61(5):1072–1086, March 2013.

[19] S. Ravishankar and Y. Bresler. Closed-form solutions within sparsifying transform learning. In *2013 IEEE International Conference on Acoustics, Speech and Signal Processing*, pages 5378–5382, May 2013.

[20] S. Ravishankar and Y. Bresler. Sparsifying transform learning with efficient optimal updates and convergence guarantees. *IEEE Transactions on Signal Processing*, 63(9):2389–2404, May 2015.

[21] S. Ravishankar and Y. Bresler. Learning overcomplete sparsifying transforms for signal processing. In *2013 IEEE International Conference on Acoustics, Speech and Signal Processing*, pages 3088–3092, May 2013.

[22] Michael Elad, Peyman Milanfar, and Ron Rubinstein. Analysis versus synthesis in signal priors. *Inverse Problems*, 23(3):947, 2007.

[23] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image recognition. In *2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, pages 770–778, June 2016.

[24] Ian Goodfellow, Yoshua Bengio, and Aaron Courville. *Deep Learning*. MIT Press, 2016. http://www.deeplearningbook.org.

[25] Xiao-Jiao Mao, Chunhua Shen, and Yu-Bin Yang. Image restoration using very deep convolutional encoder-decoder networks with symmetric skip connections. In *Proc. Advances in Neural Inf. Process. Syst.*, 2016.

[26] Ying Tai, Jian Yang, Xiaoming Liu, and Chunyan Xu. Memnet: A persistent memory network for image restoration. In *Proceedings of International Conference on Computer Vision*, 2017.

[27] K. Zeng, J. Yu, R. Wang, C. Li, and D. Tao. Coupled deep autoencoder for single image super-resolution. *IEEE Transactions on Cybernetics*, 47(1):27–37, Jan 2017.

[28] D. Zoran and Y. Weiss. From learning models of natural image patches to whole image restoration. In *2011 International Conference on Computer Vision*, pages 479–486, Nov 2011.
[29] J. Xu, L. Zhang, W. Zuo, D. Zhang, and X. Feng. Patch group based nonlocal self-similarity prior learning for image denoising. In 2015 IEEE International Conference on Computer Vision (ICCV), pages 244–252, Dec 2015.

[30] Karol Gregor and Yann LeCun. Learning fast approximations of sparse coding. In Proceedings of the 27th International Conference on International Conference on Machine Learning, pages 399–406. Omnipress, 2010.

[31] Bo Xin, Yizhou Wang, Wen Gao, David Wipf, and Baoyuan Wang. Maximal sparsity with deep networks? In Advances in Neural Information Processing Systems, pages 4340–4348, 2016.

[32] Dmitry Ulyanov, Andrea Vedaldi, and Victor Lempitsky. Deep image prior. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2018.

[33] Stéphane Mallat and Irene Waldspurger. Deep learning by scattering. arXiv preprint arXiv:1306.5532, 2013.

[34] Vardan Papyan, Yaniv Romano, and Michael Elad. Convolutional neural networks analyzed via convolutional sparse coding. arXiv preprint arXiv:1607.08194, 2016.

[35] Adam Coates, Andrew Ng, and Honglak Lee. An analysis of single-layer networks in unsupervised feature learning. In Proceedings of the fourteenth international conference on artificial intelligence and statistics, pages 215–223, 2011.

[36] Adam Coates and Andrew Y Ng. Learning feature representations with k-means. In Neural networks: Tricks of the trade, pages 561–580. Springer, 2012.

[37] W. Johnson. and J. Lindenstrauss. Extensions of lipschitz mappings into a hilbert space. Contemporary mathematics, 26(189-206):1, 1984.

[38] P. Li, T. Hastie J, and Kenneth W Church. Very sparse random projections. In Proc. of 12th ACM SIGKDD int. conf. on Knowledge discovery and data mining, pages 287–296. ACM, 2006.

[39] Michael Grant and Stephen Boyd. CVX: Matlab software for disciplined convex programming, version 2.1. http://cvxr.com/cvx, March 2014.

[40] Michael Grant and Stephen Boyd. Graph implementations for nonsmooth convex programs. In V. Blondel, S. Boyd, and H. Kimura, editors, Recent Advances in Learning and Control, Lecture Notes in Control and Information Sciences, pages 95–110. Springer-Verlag Limited, 2008. http://stanford.edu/~boyd/graph_ops.html.

[41] Peter H Schönemann. A generalized solution of the orthogonal procrustes problem. Psychometrika, 31(1):1–10, 1966.

[42] Y. Gong, S. Lazebnik, A. Gordo, and F. Perronnin. Iterative quantization: A procrustean approach to learning binary codes for large-scale image retrieval. IEEE Transactions on Pattern Analysis and Machine Intelligence, 35(12):2916–2929, Dec 2013.

[43] V. Kostina and S. Verdu. Fixed-length lossy compression in the finite blocklength regime. IEEE Transactions on Information Theory, 58(6):3309–3338, June 2012.
[44] VN Koshelev. Hierarchical coding of discrete sources. *Problemy peredachi informatsii*, 16(3):31–49, 1980.

[45] William Howard Robinson Equitz. Successive refinement of information. 1989.

[46] W. H. R. Equitz and T. M. Cover. Successive refinement of information. *IEEE Transactions on Information Theory*, 37(2):269–275, March 1991.

[47] B. Rimoldi. Successive refinement of information: characterization of the achievable rates. *IEEE Transactions on Information Theory*, 40(1):253–259, Jan 1994.

[48] L. Lastras and T. Berger. All sources are nearly successively refinable. In 2000 *IEEE International Symposium on Information Theory (Cat. No.00CH37060)*, pages 127–, June 2000.

[49] E. Tuncel and K. Rose. Additive successive refinement. *IEEE Transactions on Information Theory*, 49(8):1983–1991, Aug 2003.

[50] R. Venkataramanan, A. Joseph, and S. Tatikonda. Lossy compression via sparse linear regression: Performance under minimum-distance encoding. *IEEE Transactions on Information Theory*, 60(6):3254–3264, June 2014.

[51] R. Venkataramanan, T. Sarkar, and S. Tatikonda. Lossy compression via sparse linear regression: Computationally efficient encoding and decoding. *IEEE Transactions on Information Theory*, 60(6):3265–3278, June 2014.

[52] R. Venkataramanan, A. Joseph, and S. Tatikonda. Gaussian rate-distortion via sparse linear regression over compact dictionaries. In 2012 *IEEE International Symposium on Information Theory Proceedings*, pages 368–372, July 2012.

[53] A. R. Barron and A. Joseph. Toward fast reliable communication at rates near capacity with gaussian noise. In 2010 *IEEE International Symposium on Information Theory*, pages 315–319, June 2010.

[54] Allen Gersho and Robert M Gray. *Vector Quantization and Signal Compression*, volume 159. Springer Science & Business Media, 1991.

[55] H. Jégou, R. Tavenard, M. Douze, and L. Amsaleg. Searching in one billion vectors: Re-rank with source coding. In 2011 *IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, pages 861–864, May 2011.

[56] ML Sabin and R Gray. Product code vector quantizers for waveform and voice coding. *IEEE transactions on acoustics, speech, and signal processing*, 32(3):474–488, 1984.

[57] T. Ge, K. He, Q. Ke, and J. Sun. Optimized product quantization for approximate nearest neighbor search. In 2013 *IEEE Conference on Computer Vision and Pattern Recognition*, pages 2946–2953, June 2013.

[58] M. Norouzi and D. J. Fleet. Cartesian k-means. In 2013 *IEEE Conference on Computer Vision and Pattern Recognition*, pages 3017–3024, June 2013.

[59] Artem Babenko and Victor Lempitsky. Additive quantization for extreme vector compression. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 931–938, 2014.
[60] Biing-Hwang Juang and A. Gray. Multiple stage vector quantization for speech coding. In ICASSP ’82. IEEE International Conference on Acoustics, Speech, and Signal Processing, volume 7, pages 597–600, May 1982.

[61] C. F. Barnes, S. A. Rizvi, and N. M. Nasrabadi. Advances in residual vector quantization: a review. IEEE Transactions on Image Processing, 5(2):226–262, Feb 1996.

[62] N. M. Nasrabadi and R. A. King. Image coding using vector quantization: a review. IEEE Transactions on Communications, 36(8):957–971, Aug 1988.

[63] C. F. Barnes and R. L. Frost. Vector quantizers with direct sum codebooks. IEEE Transactions on Information Theory, 39(2):565–580, March 1993.

[64] F. Kossentini, M. J. T. Smith, and C. F. Barnes. Necessary conditions for the optimality of variable-rate residual vector quantizers. IEEE Transactions on Information Theory, 41(6):1903–1914, Nov 1995.

[65] Tapani Raiko, Mathias Berghlund, Guillaume Alain, and Laurent Dinh. Techniques for learning binary stochastic feedforward neural networks.

[66] George Toderici, Sean M. O’Malley, Sung Jin Hwang, Damien Vincent, David Minnen, Shumeeet Baluja, Michele Covell, and Rahul Sukthankar. Variable rate image compression with recurrent neural networks. CoRR, abs/1511.06085, 2015.

[67] Zhangjie Cao, Mingsheng Long, Jianmin Wang, and Philip S. Yu. Hashnet: Deep learning to hash by continuation. 2017 IEEE International Conference on Computer Vision (ICCV), pages 5609–5618, 2017.

[68] Zoltán Szabó. Information theoretical estimators toolbox. Journal of Machine Learning Research, 15:283–287, 2014.

[69] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980, 2014.

[70] Adam Paszke, Sam Gross, Soumith Chintala, Gregory Chanan, Edward Yang, Zachary DeVito, Zeming Lin, Alban Desmaison, Luca Antiga, and Adam Lerer. Automatic differentiation in pytorch. 2017.

[71] Nitish Srivastava, Geoffrey Hinton, Alex Krizhevsky, Ilya Sutskever, and Ruslan Salakhutdinov. Dropout: A simple way to prevent neural networks from overfitting. J. Mach. Learn. Res., 15(1):1929–1958, January 2014.

[72] Sergey Ioffe and Christian Szegedy. Batch normalization: Accelerating deep network training by reducing internal covariate shift. arXiv preprint arXiv:1502.03167, 2015.

[73] Aude Oliva and Antonio Torralba. Modeling the shape of the scene: A holistic representation of the spatial envelope. International Journal of Computer Vision, 42(3):145–175, May 2001.

[74] H. Jegou and A. Zisserman. Triangulation embedding and democratic aggregation for image search. In Computer Vision and Pattern Recognition (CVPR), 2014 IEEE Conference on, 2014.

[75] A. Babenko, A. Slesarev, A. Chigorin, and V. Lempitsky. Neural codes for image retrieval. In ECCV 2014. 2014.
[76] M. Charikar. Similarity estimation techniques from rounding algorithms. In Proceedings of the thirty-fourth annual ACM symposium on Theory of computing, 2002.

[77] A. Andoni and P. Indyk. Near-optimal hashing algorithms for approximate nearest neighbor in high dimensions. In 2006 47th Annual IEEE Symposium on Foundations of Computer Science (FOCS’06), pages 459–468, Oct 2006.

[78] Alexandr Andoni. Nearest neighbor search: the old, the new, and the impossible. PhD thesis, Massachusetts Institute of Technology, 2009.

[79] Anirban Dasgupta, Ravi Kumar, and Tamas Sarlos. Fast locality-sensitive hashing. In Proceedings of the 17th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, KDD ’11, pages 1073–1081, New York, NY, USA, 2011. ACM.

[80] Rina Panigrahy. Entropy based nearest neighbor search in high dimensions. In Proceedings of the Seventeenth Annual ACM-SIAM Symposium on Discrete Algorithm, SODA ’06, pages 1186–1195, Philadelphia, PA, USA, 2006. Society for Industrial and Applied Mathematics.

[81] Alexandr Andoni, Piotr Indyk, Huy L Nguyen, and Ilya Razenshteyn. Beyond locality-sensitive hashing. In Proceedings of the twenty-fifth annual ACM-SIAM symposium on Discrete algorithms, pages 1018–1028. Society for Industrial and Applied Mathematics, 2014.

[82] Yair Weiss, Antonio Torralba, and Rob Fergus. Spectral hashing. In D. Koller, D. Schuurmans, Y. Bengio, and L. Bottou, editors, Advances in Neural Information Processing Systems 21, pages 1753–1760. Curran Associates, Inc., 2009.

[83] J. Wang, S. Kumar, and S. Chang. Semi-supervised hashing for scalable image retrieval. In 2010 IEEE Computer Society Conference on Computer Vision and Pattern Recognition, pages 3424–3431, June 2010.

[84] K. Lin, H. Yang, J. Hsiao, and C. Chen. Deep learning of binary hash codes for fast image retrieval. In 2015 IEEE Conference on Computer Vision and Pattern Recognition Workshops (CVPRW), pages 27–35, June 2015.

[85] V. E. Liong, Jiwen Lu, Gang Wang, P. Moulin, and Jie Zhou. Deep hashing for compact binary codes learning. In 2015 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pages 2475–2483, June 2015.

[86] Yan Xia, K. He, P. Kohli, and J. Sun. Sparse projections for high-dimensional binary codes. In 2015 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pages 3332–3339, June 2015.

[87] Jingdong Wang, Heng Tao Shen, Jingkuan Song, and Jianqiu Ji. Hashing for similarity search: A survey. arXiv preprint arXiv:1408.2927, 2014.

[88] Jun Wang, Wei Liu, Sanjiv Kumar, and Shih-Fu Chang. Learning to hash for indexing big data?a survey. Proceedings of the IEEE, 104(1):34–57, 2016.

[89] H. Jegou, M. Douze, and C. Schmid. Product quantization for nearest neighbor search. IEEE Transactions on Pattern Analysis and Machine Intelligence, 33(1):117–128, Jan 2011.
[90] Y. Kalantidis and Y. Avrithis. Locally optimized product quantization for approximate nearest neighbor search. In 2014 IEEE Conference on Computer Vision and Pattern Recognition, pages 2329–2336, June 2014.

[91] Ting Zhang, Chao Du, and Jingdong Wang. Composite quantization for approximate nearest neighbor search. In ICML, number 2, pages 838–846, 2014.

[92] J. Wang and T. Zhang. Composite quantization. IEEE Transactions on Pattern Analysis and Machine Intelligence, pages 1–1, 2018.

[93] T. Zhang, Guo-Jun Qi, Jinhui Tang, and J. Wang. Sparse composite quantization. In 2015 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pages 4548–4556, June 2015.

[94] Yongjian Chen, Tao Guan, and Cheng Wang. Approximate nearest neighbor search by residual vector quantization. Sensors, 10(12):11259–11273, 2010.

[95] A. Babenko and V. Lempitsky. The inverted multi-index. IEEE Transactions on Pattern Analysis and Machine Intelligence, 37(6):1247–1260, June 2015.

[96] J. Wang, T. Zhang, j. song, N. Sebe, and H. T. Shen. A survey on learning to hash. IEEE Transactions on Pattern Analysis and Machine Intelligence, 40(4):769–790, April 2018.

[97] Jeff Johnson, Matthijs Douze, and Hervé Jégou. Billion-scale similarity search with gpus. arXiv preprint arXiv:1702.08734, 2017.

[98] Matthijs Douze, Hervé Jégou, and Florent Perronnin. Polysemous codes. In European Conference on Computer Vision, pages 785–801. Springer, 2016.

[99] F. Willems, T. Kalker, J. Goseling, and J. P. Linnartz. On the capacity of a biometrical identification system. In IEEE International Symposium on Information Theory, 2003. Proceedings., pages 82–, June 2003.

[100] F. M. J. Willems. Searching methods for biometric identification systems: Fundamental limits. In 2009 IEEE International Symposium on Information Theory, pages 2241–2245, June 2009.

[101] E. Tuncel. Capacity/storage tradeoff in high-dimensional identification systems. IEEE Transactions on Information Theory, 55(5):2097–2106, May 2009.

[102] S. Voloshynovskiy, O. Koval, F. Beekhof, F. Farhadzadeh, and T. Holotyak. Information-theoretical analysis of private content identification. In IEEE Information Theory Workshop, ITW2010, Dublin, Ireland, Aug.30-Sep.3 2010.

[103] Claude Elwood Shannon. A mathematical theory of communication. ACM SIGMOBILE mobile computing and communications review, 5(1):3–55, 2001.

[104] Toby Berger and Jerry D Gibson. Lossy source coding. IEEE Transactions on Information Theory, 44(6):2693–2723, 1998.

[105] Y. Lecun, L. Bottou, Y. Bengio, and P. Haffner. Gradient-based learning applied to document recognition. Proceedings of the IEEE, 86(11):2278–2324, Nov 1998.

[106] Dumitru Erhan, Yoshua Bengio, Aaron Courville, Pierre-Antoine Manzagol, Pascal Vincent, and Samy Bengio. Why does unsupervised pre-training help deep learning? Journal of Machine Learning Research, pages 625–660, 2010.
[107] Diederik P. Kingma and Max Welling. Auto-encoding variational bayes. *CoRR*, abs/1312.6114, 2013.

[108] J Ballé, V Laparra, and E P Simoncelli. End-to-end optimized image compression. In *Int’l. Conf. on Learning Representations (ICLR2017)*, Toulon, France, April 2017. Available at http://arxiv.org/abs/1611.01704.

[109] George Toderici, Sean M. O’Malley, Sung Jin Hwang, Damien Vincent, David Minnen, Shumeet Baluja, Michele Covell, and Rahul Sukthankar. Variable rate image compression with recurrent neural networks. *CoRR*, abs/1511.06085, 2015.

[110] George Toderici, Damien Vincent, Nick Johnston, Sung Jin Hwang, David Minnen, Joel Shor, and Michele Covell. Full resolution image compression with recurrent neural networks. In *CVPR*, pages 5435–5443, 2017.

[111] Lucas Theis, Wenzhe Shi, Andrew Cunningham, and Ferenc Huszár. Lossy image compression with compressive autoencoders. *CoRR*, abs/1703.00395, 2017.

[112] Oren Rippel and Lubomir Bourdev. Real-time adaptive image compression. In *Proceedings of the 34th International Conference on Machine Learning*, Proceedings of Machine Learning Research, International Convention Centre, Sydney, Australia, 06–11 Aug 2017. PMLR.

[113] Geoffrey E Hinton and Ruslan R Salakhutdinov. Reducing the dimensionality of data with neural networks. *science*, 313(5786):504–507, 2006.

[114] T. Dumas, A. Roumy, and C. Guillemot. Autoencoder based image compression: Can the learning be quantization independent? In *2018 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, pages 1188–1192, April 2018.

[115] Haojie Liu, Tong Chen, Qiu Shen, Tao Yue, and Zhan Ma. Deep image compression via end-to-end learning. *arXiv preprint arXiv:1806.01496*, 2018.

[116] Eirikur Agustsson, Fabian Mentzer, Michael Tschannen, Lukas Cavigelli, Radu Timofte, Luca Benini, and Luc V Gool. Soft-to-hard vector quantization for end-to-end learning compressible representations. In *Advances in Neural Information Processing Systems*, pages 1141–1151, 2017.

[117] Int Std ISO, IEC JTC, et al. Information technology-jpeg 2000 image coding system-part 1: Core coding system. *ISO/IEC 15444-1*, 2001.

[118] M. Elad, R. Goldenberg, and R. Kimmel. Low bit-rate compression of facial images. *IEEE Transactions on Image Processing*, 16(9):2379–2383, Sept 2007.

[119] Ori Bryt and Michael Elad. Compression of facial images using the k-svd algorithm. *Journal of Visual Communication and Image Representation*, 19(4):270 – 282, 2008.

[120] I. Ram, I. Cohen, and M. Elad. Facial image compression using patch-ordering-based adaptive wavelet transform. *IEEE Signal Processing Letters*, 21(10):1270–1274, Oct 2014.

[121] J. Zepeda, C. Guillelmot, and E. Kijak. Image compression using sparse representations and the iteration-tuned and aligned dictionary. *IEEE Journal of Selected Topics in Signal Processing*, 5(5):1061–1073, Sept 2011.
[122] A.S. Georghiades, P.N. Belhumeur, and D.J. Kriegman. From few to many: Illumination cone models for face recognition under variable lighting and pose. *IEEE Trans. Pattern Anal. Mach. Intelligence*, 23(6):643–660, 2001.

[123] Kostadin Dabov, Alessandro Foi, Vladimir Katkovnik, and Karen Egiazarian. Image denoising by sparse 3-d transform-domain collaborative filtering. *IEEE Transactions on image processing*, 16(8):2080–2095, 2007.

[124] Jorma Rissanen. Modeling by shortest data description. *Automatica*, 14(5):465–471, 1978.

[125] B. K. Natarajan. Filtering random noise from deterministic signals via data compression. *IEEE Transactions on Signal Processing*, 43(11):2595–2605, Nov 1995.

[126] P. Moulin and Juan Liu. Statistical imaging and complexity regularization. *IEEE Transactions on Information Theory*, 46(5):1762–1777, Aug 2000.

[127] J. Liu and P. Moulin. Complexity-regularized image denoising. *IEEE Transactions on Image Processing*, 10(6):841–851, June 2001.

[128] T. Roos, P. Myllymaki, and J. Rissanen. Mdl denoising revisited. *IEEE Transactions on Signal Processing*, 57(9):3347–3360, Sept 2009.
