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Highlights

- Phenomics allows genetic mapping of traits throughout plant growth and a better understanding of both pleiotropy and endophenotypes.
- Many GWAS identified loci are not validated and remain unused.
- Genomics provides a path to validate phenomics traits, especially the ones without direct links to agronomics traits.
- Multiple trait GBLUP remains the most sophisticated method to integrate agronomics and phenomics traits but does not demonstrate consistent advantage across traits and environments.
- Bayesian methods have been extended to incorporate multiple traits, multiple environments, and prior biological knowledge.
- Prediction using explainable machine learning incorporates domain knowledge with complex modules allowing to learn from data but guided by confirmed domain knowledge rather than less reliable human expert experiences.

Abstract

Plant breeding primarily focuses on improving conventional agronomic traits, e.g. yield, quality, and resistance to biotic and abiotic stress; however, genetic improvement methods are being rapidly enhanced through genomics and phenomics. In the Genomics-Phenomics-Agronomics (GPA) paradigm, diverse research approaches have been conducted to bridge any two of these elements, and recently, all of them together. This review first highlights the progress to link i) genomics to agronomics; ii) genomics to phenomics; and iii) phenomics to agronomics. Secondly, the GPA domain is dissected into different layers, each addressing the three elements simultaneously. These dissected layers include genetic dissection through gene mapping using genome-wide association studies and genomic selection using Best Linear Unbiased Prediction, Bayesian approaches, and machine learning. The objective of the review is to help readers to grasp the core developments among the exponentially growing literature in each of these fields. Through this review, the connections among the three elements of the GPA paradigm are coherently integrated toward the prospect of sustainable development of agronomic traits through both genomics and phenomics.
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Introduction

A key goal of agronomy is to understand and improve phenotypic characteristics such as yield, end-use quality, nutrition response, and resilience to abiotic and abiotic stress. Phenotypic variation is a product of the interactions between genotype and environment. Such interactions are inaccessible without detailed phenotypic data, even with genotypes measured accurately at both individual and genomic levels[1]. The need for accurate and efficient assessment of agronomic traits led to the creation of phenomics approaches, in which phenotypic data is collected in ways that go beyond conventional measurements such as weights and counts. From this aspect, phenomics can be classified into forward phenomics and reverse phenomics [2]. Forward phenomics screens traditionally valuable traits in either a high-throughput and low-resolution manner, or a higher-resolution and lower-throughput manner. Reverse phenomics captures traits to explore mechanisms of physiological, biochemical, or biophysical processes or collect data useful for phenomic selection [3,4]. The forward phenomic traits include previously intractable traits, such as yield evaluated at a large scale using satellites [5–7]. Reverse phenomics traits are much newer, with evolving methods described throughout this review. Some reverse phenomic traits even blur the boundary with genomics. For instance, microbial phenomics measures the expression of specific genomes through sequencing [6,8].

Merging genomics and phenomics with agronomy provides a new path toward mapping from genes to phenotypic variation. As agronomic traits of interest remain mostly the same for plant breeding [9], the technologies in genomics and phenomics continue to advance at an accelerating pace. In the Genomics-Phenomics-Agronomy (GPA) paradigm, diverse research approaches have been conducted to bridge any two of these elements, and recently, all of them together. The latter case not only brings a new path of enhancement, but also unprecedented complexity [10]. With correlation to agronomic traits, phenomic traits can be useful for the prediction of agronomic traits [11]. The impact can be further enhanced in conjunction with genomics. Latent factors can be derived to reduce the dimensions of raw phenomic traits. The prediction of agronomic traits can be improved by incorporating the genetic loci identified for the latent traits (Figure 1a). This has been done for lipid content in oats[12]. One hundred latent factors were derived from the 1668 metabolites. After dividing the whole genome into the regions associated with the latent factors and the rest to derive kinship separately, the genomic BLUP (Best Linear Unbiased Prediction) with the two separated kinship outperformed the genomic BLUP with the regular genomic kinship to predict lipid content.

An exponentially growing body of literature has focused on the benefits and the challenges resulting from GPA integration. In this review, we first recap the current state of understanding the pairwise relationships among genomics, phenomics, and agronomics (sections I, II, and III). Then, we provide an overview of how the three components as a whole are dissected through genetic mapping using genome-wide association studies (GWAS), and genomic prediction using best linear unbiased prediction, Bayesian methods, and Machine Learning (ML) (section IV to
VII) (Figure 1b and 1c). Finally, we give concluding remarks on the challenges and potential solutions. Although we discuss the strong impact of GWAS, we do not seek to specifically review the methods which have been well described in other reviews[13–17].

Figure 1. Relationship and dissection among genomics, phenomics, and agronomics. Genomics (G) and Phenomics (P) are two major factors related to and interacting with Agronomics (A). Factor analyses can be conducted on A and P separately (F_A and F_P) or jointly (F_AP). A, P, and their factors (F_A, F_P, and F_AP) can be applied to G for genomic selection or through genome-wide association studies (GWAS) to map causal nucleotide mutations (N). The linkage and interaction among the causal nucleotide mutations are beneficial to leverage in both GWAS discovery and genomic selection on A (a). Among the possible relations among GPA, three of them are critical, from G to A, from P to A, and between P and A (b). There are at least four ways to dissect these relations (c), including genetic mapping using GWAS, and prediction of agronomic traits using Best Linear Unbiased Prediction (BLUP), Bayes approaches, and Machine Learning (ML).
I. Agronomics and Genomics

Upon the development of new molecular biological technologies to assess allelic diversity in the 1980s, Marker Assisted Selection (MAS) was introduced. MAS is particularly powerful for traits with simple genetic architecture. MAS was quickly adapted in plant breeding, such as for SUB1 in rice [18], but largely unpublished in the private sector (such as disease resistance). However, many economically important traits have complex genetic architecture with the majority of genetic variance resulting from large numbers of genes with individually small effects. This has limited the number of breeding applications for which MAS is suitable.

In many plant species, genetically identical individuals can be produced in large numbers. This allows for experiments to be repeated across multiple locations and over multiple years and results in a high statistical power. In contrast, phenotypic data for most animal breeding programs come from large numbers of genetically unique individuals raised and phenotyped on production farms[19]. Therefore, the pressure to develop methods and tools to analyze large and highly unbalanced data sets with many nuisance factors was much higher in the animal breeding field[20]. This led to the development of new and more advanced methods such as Best Linear Unbiased Prediction (BLUP) by Henderson in the framework of the Mixed Linear Model (MLM) [21–23]. Multiple software packages have been developed to implement the BLUP method in practical breeding. Some of them are free to the public, including DMU [24] and MTDFREML[25].

To accommodate genes with a small effect, Henderson’s BLUP was extended by Fernando and Grossman to MAS BLUP (MBLUP) with two random genetic effects, one for a major quantitative trait locus (QTL) and the other for the total genetic effects of the remaining QTLs [26]. The covariance among individuals was defined by both pedigree and the linked marker for the QTL effect, and by pedigree only for the remaining QTLs. To deal with traits completely lacking major genes, Bernardo reduced the two random genetic effects in MAS BLUP back to one term only on the genes with small effects with covariance proportional to kinship defined by all available genetic markers across the genome [27]. This earliest genomic BLUP used RFLP markers to predict the performance of combinations of inbred maize lines. Before genomic BLUP gained its current popular abbreviation, GBLUP, the same method was independently reinvented at least twice, once in 1997 [28] and once in 2007 [29]. The 1997 reinvention proposed to replace the pedigree relationship with the marker-based relationship and demonstrated that marker-based relationship outperformed the pedigree relationship using simulation with 5, 30, and 100 QTLs. The 2007 reinvention added a new function in the MTDFREML package to conduct BLUP with kinship calculated from all available genomic markers. In 2008, the GBLUP method was implemented by VanRaden in the national dairy genetic evaluation [30], marking a milestone for practical applications of genomic selection (GS).
The success of GBLUP in dairy cattle breeding first demonstrated the advantage of GS to select individuals with intractable traits, especially for early selection. Breeding dairy cattle primarily requires selection of bulls. Biological realities mean there is no way to directly evaluate the potential of a bull for milk production. Traditional dairy breeding therefore used data from the daughters of a bull to evaluate the milk production potential of that bull’s genetics. However, bulls were up to seven years old before they had sufficient daughters with milking records to derive accurate enough estimated breeding values for selection [31]. In contrast, in a breeding program with genomic selection, bulls can be accurately selected to provide semen to the industry for artificial insemination at the age of only 12 months. This reduction of the breeding cycle has doubled the rate of genetic gain, compared with the gain of selection under the progeny testing system [31]. The same advantage of genomic selection observed in dairy was also demonstrated in other species, especially for those with long generation times such as trees [32], or low multiplication rates such as clonally propagated species [33], but also those species with shorter generation cycles such as maize [34–36].

The application of GS from dairy cattle to other species including plants emanated not only from the GBLUP invention and reinventions, but also from the adaptation of the GS concept by Meuwissen, Hayes, and Goddard in 2001, forming what we currently known as GS [37]. Using a totally different approach, the authors expanded MAS to incorporate all genetic markers, rather than only the significant ones. The authors simultaneously fit all markers as random effects to avoid overparameterization. The marker effects were assumed to have a normal distribution with a zero mean and a uniform variance. Furthermore, several prior distributions were assumed for the variances of the marker effect distribution. One prior distribution is a constant, which is equivalent to Ridge Regression. The authors named this method BLUP, which is currently known as Ridge Regression BLUP (rrBLUP). Another prior distribution is inverse Chi-square. Bayesian approaches were used to solve this type of model with the distribution of distribution parameters, including Gibbs sampling. As some genes have larger effects than others, the authors restricted some of the markers to have an effect of zero and named the Bayesian methods as BayesA and BayesB for without and with the application of the restriction, respectively. The 2001 study demonstrated that rrBLUP was much better than MAS. For some traits, BayesB outperformed BayesA, and the order reversed for other traits. Since then, the Bayes alphabet has gotten longer due to selecting prior distributions and restrictions, including BayesR [38] and BayesCpi [39]. It has become a widely accepted concept to use genomic selection with genetic markers covering the whole genome to select individuals even when their phenotypes are absent.

There was a long delay to apply GS in any species since the introduction of GBLUP in 1994 [27] and then Bayesian methods in 2001[27]. Two factors mainly contributed to the delay. First, GS required genotyping large numbers of markers across all individuals being evaluated and/or used to construct prediction models. Existing technologies were sufficient to genotype small population numbers to evaluate GS, but at the time genotyping remained comparatively
expensive at the scale needed for widespread use of GS. Second, while Bayesian methods increased public awareness of GS by demonstrating that GS results in more accurate predictions than MAS, the computing time required to produce predictions was substantially higher than existing methods. The existing computational software used conventional BLUP, which involves only a few random effects such as the additive genetic effect. The Bayesian method is the opposite, containing tens of thousands of random marker effects. The existing genetic evaluation systems implemented the BLUP models which contain only several random effects. There is no straight transition without explicitly replacing the existing software.

Table 1. BLUP methods to predict breeding values of individuals by incorporating their kinship

| Method* | Year | Kinship to define the variance structure of random genetic effect |
|---------|------|---------------------------------------------------------------|
| BLUP    | 1975 | Pedigree-based kinship with direct inverse matrix [23,40,41]   |
| MBLUP   | 1989 | Two kinships are involved; one is based on a pedigree maker linked to a QTL to capture the random QTL effect, and the other is based on pedigree to capture the remaining QTLs [26] |
| GBLUP   | 1994 | Genomic markers [27]                                         |
| TBLUP   | 2010 | Genomic markers weighted by their strength in GWAS [42]       |
| SBLUP   | 2016 | Associated markers identified by SUPER GWAS method [43]       |
| CBLUP   | 2016 | Individuals are compressed into groups and predicted accordingly [43] |

*BLUP – Best Linear Unbiased Prediction, SUPER – Settlement of MLM Under Progressively Exclusive Relationship, QTL – Quantitative Trait Loci, MBLUP – MAS BLUP, GBLUP – Genomic BLUP, TBLUP – Trait specific BLUP, SBLUP – SUPER (Settlement of MLM Under Progressively Exclusive Relationship) BLUP, CBLUP – Compression BLUP.

VanRaden demonstrated that rrBLUP had identical results with GBLUP when the kinship was derived from his efficient algorithm[30]. GBLUP has the advantage, only requiring minor modification to the existing software that uses pedigrees to derive kinship. The only addition is to import genetic markers and derive kinship for substitution[29]. Since GBLUP has higher computational efficiency than Bayesian methods, more methods have been developed to extend
the BLUP alphabet, including the transformation of the maximum likelihood methods (MLM) used for GWAS with improved statistical power over the regular MLM. In 2018, SUPER (Settlement of MLM Under Progressively Exclusive Relationship) and Compressed MLM GWAS methods were transformed for genomic selection. The corresponding GS methods were named SUPER BLUP (SBLUP) and Compressed BLUP (CBLUP). The introduction of these new methods enriched the BLUP method series, forming a BLUP alphabet, including GBLUP, SBLUP, CBLUP, and single step BLUP (SSBLUP) to integrate relative individuals without marker information (Table 1).

Many studies have been conducted to compare prediction accuracy between the Bayesian methods and GBLUP, and these revealed that superiority between the two methods depends on the genetic architecture of the specific traits evaluated (e.g., [44]). In general, Bayes B has the accuracy advantage over GBLUP for traits controlled by smaller numbers of genes; otherwise, GBLUP has the advantage [45]. Both real and simulated data demonstrated that SBLUP is superior for traits controlled by a smaller number of genes, such as Mendelian traits. Compressed BLUP is superior for traits with low heritability [43]. Recently, a method based on cloud computing was developed for GS (MMAP) that automatically selects the best prediction method for a given particular dataset. The system also avoids the difficulties users often experience when installing programs and finding computing resources. Users can easily upload the data and download the results [46].

II. Genomics and Phenomics

A major limitation in efforts to link genotype to phenotype in the past has been the time and cost required to score traits across sufficiently large populations for later quantitative genetic analyses. In recent years, major investments in plant phenotyping technologies have been made [47–50]. However, while a great deal of motivation for developing new phenomic technologies has focused on reducing the cost of data per plot or increasing the accuracy of each data point [51], many of the advances in phenomics technology have not significantly reduced the effort or cost of collecting the first data point per plot. Instead, they have dramatically reduced the marginal cost and effort required to collect additional measurements per plot beyond the first. This can include both lowering the cost or effort to score the same trait multiple times (temporally) in the growing season and lowering costs and effort to score multiple properties of a single plot at the same time. Plant phenotyping approaches in controlled environments [52–54], though less directly relevant to plant breeding and agronomic questions than field phenotyping, can often illustrate the challenges and opportunities also present in field phenotyping [51].

Fixed field platforms provide the opportunity to collect sensor data at different time points, including in intertemperate weather, and to employ sensors either too heavy or requiring too much power to be carried on flying platforms [55–57]. However, a key challenge with these systems is to collect data from a sufficiently large number of plots to conduct quantitative genetic analyses or train genomic prediction models. Gantry-based systems in Rothamsten (UK) [55] and Arizona...
(USA) [56] are able to collect data from 0.12 and 0.61 hectares of land, respectively, enough land to grow either 130 or 650 standardized maize yield plots [55,56]. Cable-based systems, while being of lower cost to construct, face similar limitations in the number of plots from a quantitative genetics and breeding perspective; one cable-based system deployed in Nebraska (USA) covers a 0.4-hectare field – estimated 430 plots – [57] and another at ETH-Zurich covering an area of 1 hectare – estimated 1070 plots [58]. The reuse of the same field for small plot phenotyping trials from one year to the next can also introduce additional spatial variation from the small plot work in previous years. Fixed field platforms are incredibly powerful as test beds, but scaling to large-scale quantitative genetic models requires data collected from more and larger fields across more environments. Efforts in the field phenotyping for quantitative genetic traits outside of field platforms fall into three large categories from most to least labor intensive.

The most labor intensive of these is likely to use technology to measure new traits in the field, which still requires individual human intervention on a per plant/per plot basis. For example, manual excavation and measurement of roots can identify QTL controlling root phenotypes under field conditions [59]. More recent efforts have automated the quantification of measurements for manually extracted roots [60] and reduced the amount of time required per root dug, making it logistically practical to collect sufficient measurements to conduct GWAS for maize and sorghum roots under field conditions [61]. Manually collected hyperspectral reflectance data similarly requires a human to walk through the field with a backpack spectrometer collecting measurements from each leaf. However, recent advances demonstrate that one sensor data type can be used to predict a range of plant nutrient, plant morphological, and photosynthesis-related parameters in maize, wheat, and tobacco [62–67].

Intermediate in required labor intensity are approaches to phenotyping that use mobile robotic platforms. These approaches require only a moderate amount of human intervention per plant/plot measured but presently still require a human supervisor whenever the robotic platform is in action. Ground-based robots can take two strategies, either larger platforms which drive above the plant canopy [68,69], or smaller rovers that fit between individual rows [70,71]. Both approaches can measure a range of heritable (genetically controlled) traits with sufficient accuracy to identify QTLs controlling variation in natural or structured populations. The Phenobot 1.0 system was able to quantify variation in leaf angle independently at the top, middle, and bottom of sorghum plants from an association panel grown at field density, conduct GWAS, and identify separate loci controlling variation in leaf angle in different parts of the plant which were validated by manual measurements [72]. TerraSense below-canopy rovers were able to decompose the 3D structure of the canopies of 890 maize hybrids into a series of latent space phenotypes [73] with a heritability of up to 0.44 [74]. However, scaling robotic platforms for large-scale breeding and quantitative genetics research will require solving problems of navigation, particularly under the leaf canopy which can interfere with high-precision Global Positioning System (GPS) signals. Automated navigation and data processing for flying robotic
Platforms are, in some ways, more advanced than ground-based ones [75,76]. In estimates from flying robotic platforms, the proportion of variance in plant height explained by genetic factors was equal to or greater than ground truth measurements collected in sorghum or maize [77]. Within the United States, flying robot platforms require a dedicated handler during data collection, like ground-based systems. However, capability for autonomous robotic data collection from flying platforms does exist [78], and autonomous phenotyping from flying platforms is already being employed elsewhere in the world where regulations permit [79]. Once a mobile robotic phenotyping platform is constructed or purchased and an operator has been trained, the barriers to frequent data collection are much lower, enabling the collection of many more data points throughout a growing season than would be practical with manual measurements [80,81].

The third class of phenotyping approaches have the theoretical potential to provide a level of phenotyping and plot evaluation with essentially no manual labor required per datapoint collected. A representative example of this group of phenotyping technologies is the estimation of plant traits from satellite images. Satellite data has been previously employed to estimate plant genetics and plant breeding relevant traits including plant height, nutrient status [82], and leaf area index [83], but with a spatial resolution of multiple meters, making it an impractical tool for plant breeding. For reference, a standard corn yield plot might measure on the order 1.5 meters x 5 meters. Commercially available satellite imagery with spatial resolutions of 0.3-0.5 meters per pixel is now available from multiple sources (As reviewed in [84]) with revisit times (how frequently new images can be collected from the same location) as short as every one to five days [85], though cloud cover can remain an issue. To date, only a modest number of studies have evaluated the potential of this technology in a quantitative genetics or breeding context. Phenotyping of large-scale yield plots of spring wheat (2.5 meters x 8.5 meters) with satellites achieved a correlation of 0.53 between satellite data and yield and a correlation of 0.58 between satellite data and biomass [86]. The seed yield and biomass of a bean diversity panel grown in 3 x 2 meter plots could be predicted with an accuracy of 0.52 and 0.55, respectively, using satellite data with a spatial resolution of 0.5 meters [87], while the grain yield of 1.5 x 5 meter plots maize hybrids could be predicted with an accuracy of 0.34 [88]. When overall correlations between predicted and ground-truth measurements are low, it is particularly important to quantify the proportion of variance explained by genetic factors both for predicted measurements and for the residual between ground truth and predicted measurements. For estimates of maize biomass from proximal image data, more than half the variance in the direction and magnitude of measurement error in estimated biomass is explained by genotype-to-genotype variation [89]. Replicated data collected from diversity panels such as described by [87] provides an opportunity to evaluate the genetic control of error in satellite data, an important question to be addressed before satellite-based estimates can be incorporated into breeding and genetics research.
Many of the technologies described are on the cusp of being adopted for genomics and breeding, but current publications focus primarily on proof of concepts and evaluations of feasibility. As these technologies progress from demonstration to application, new questions will have to be addressed. For many of the technologies described above, the marginal cost of collecting data from additional time points is much lower than the cost of deploying the phenomics infrastructure (hardware, software, and human) necessary to collect data from the first time point. Time series data can provide greater power to map causal variants, and more insight into how individual genetic variants influence phenotypes over time [80,81,90,91]. But it will take experimentation and evaluation to develop best practices for how many time points can be collected before the marginal value of new data exceeds even the low marginal cost of having a drone drive through or fly above a field in different types of experiments seeking to address different questions.

The split between sensor data collection and the extraction of numerical traits, which are unified in manual phenotyping but divided in high-throughput phenotyping, also creates unique challenges and opportunities. If sensor data are collected and stored in standardized formats, as new algorithms are developed or trained to estimate new traits, it will be possible to conduct QTL and GWAS mapping or train new genomic selection models entirely in silico using published genetic marker and sensor data. A recent example of the potential for in silico quantitative genetic research is a QTL mapping study conducted in a Setaria RIL population using published image and marker data [73]. This creates opportunities to address questions of both pleiotropy and genotype-by-environment (GxE) interactions. Pleiotropy will be detected where diverse sensor data collected from genetic mapping and GWAS populations, results in larger numbers of distinct traits being scored from a common population than would ever be feasible with manual phenotyping. GxE interactions will be dissected when development and validation of new prediction algorithms in several environments are used to measure the same trait in populations grown across other environments using previously collected and published sensor data.

III. Phenomics and Agronomics

Phenomics seeks to measure all physical properties of a plant, whether or not those properties are of direct agronomic relevance. Advances in high-throughput phenotyping technologies have made it possible to quantify those properties under a wide range of environmental conditions. However, high-throughput phenotyping generally collects raw sensor data, which must first be processed to extract meaningful features. These features may be agronomic traits themselves, indirect traits to plant phenotypes, or novel digital phenotypes with unknown, if any, relationship to agronomically relevant traits.
Different spectral sensors have been used to collect images and proximal measurements for extracting plant phenotyping traits. Different kinds of agronomic phenotyping traits have been obtained using image characteristics processing algorithms and ML methods [92,93]. The data of photosynthesis sensors without images are generally used to evaluate the crop photosynthesis status under different stress conditions by calculating the difference between carbon dioxide and water [94]. Compared with photosynthesis sensor data, images from fluorescence sensors have the advantage to explore the spatial distribution of leaf photosynthetic status and early monitoring of plant stress based on calculated maximum fluorescence, initial fluorescence, photosynthetic quantum yield, and photochemical-quenching coefficient [95–97].

Stereo cameras can be used to get three-dimensional images of plants [98]. Three-dimensional segmentation algorithms and ML methods can be applied to these images for obtaining structural phenotyping traits of plant growth and development [99]. Similarly, point clouds of Light Detection and Ranging (LIDAR) can be processed to obtain more accurate three-dimensional structural phenotyping traits based on classification and segmentation methods [100–103]. The images of RGB cameras are analyzed based on binary image processing and ML methods to obtain plant phenotyping traits, including plant density [104], canopy coverage [105], height [106], and leaf rolling [107]. Images from the multispectral and hyperspectral cameras with the high-spectral resolution are explored to estimate green area index [108], nitrogen content [109], and chlorophyll content [110] using optical physical models, data classification methods, and ML methods. Images from thermal cameras are used to estimate canopy temperature [111] and lodging [112] using a texture extracting algorithm, image segmentation algorithms, and ML methods.

In general, these sensors can be loaded by near-ground phenotyping platforms. The sensor images from the unoccupied aerial vehicles (UAVs) are first processed to export the orthomosaic and the digital elevation models (DEMs) using commercial software (such as Pix4D; Progeny (now Phenix); Hyphen; and OpenDroneMap Agisoft Photoscan Professional (Version 1.2.2, Agisoft, Saint Petersburg, Russia). The orthomosaic and DEMs data can be used to analyze dynamic traits at the plot scale throughout the entire growing season. The sensor images from the stationary platforms [55] and phenomobiles [113] are first calibrated to further estimate plant phenotyping traits of interest. Plant phenotyping traits of the images from UAVs, stationary platforms, and phenomobiles are extracted using a multisource combination method including the image extracting algorithms[114–116], ML methods[117], optical physical model[118], and data dimensionality reduction method[92]. However, the processing protocols of the stationary platforms and phenomobiles are largely different due to different image processing strategies.

Many sensors are effective to measure traits that are observable and not observable by human eyes. The observable traits include color index [108], plant density [104], ear density [119], leaf rolling [107], lodging [112,120], and other traits. The RGB, multispectral, hyperspectral,
thermal, and stereo cameras and LIDAR can be used to quickly and accurately get these plant phenotyping traits in high-throughput fashion. The images from these sensors have been combined to improve the estimation accuracy [105,112]. The non-observable traits include chlorophyll content [108], nitrogen content [96], and canopy temperature [112]. RGB, multispectral, hyperspectral, and thermal cameras; photosynthesis sensors; and fluorescence sensors could be used to quickly and efficiently monitor these traits indirectly.

In addition to direct interpretable traits, phenomics allows to create novel digital traits built by computer vision. For example, the convex hull and plant aspect ratio [121–123], convex hull mesh [124], side projected area [125], bi-angular convex-hull area ratio [126], eccentricity and compactness [127,128], as well as circularity and sphericity [129] have not yet demonstrated an actual value for plant breeders; yet phenomic selection approaches suggest value may yet be found [3]. Genomics has demonstrated its role to interpret these novel digital traits and apply them in plant breeding. For 1668 metabolites, GWAS identified genomic loci associated with the latent factors of the metabolites. The incorporation of the associated loci in GBLUP improved the prediction accuracy for lipid content, one of the breeding goals in oat [130].

The fast development of micro- and nanotechnology and advanced flexible electronic materials has enabled the design of implantable sensors for real-time, continuous, in vivo monitoring of plant molecular indicators and vital signs; optimized agrochemical and water allocation; and finished high-throughput plant physiological state measurements during all growth stages [131–133]. Implantable sensors can be used to translate plant physiological and biochemical signals into digital images with high spatiotemporal resolution. Advances in flexible electronic devices, microfluidics, and nanofabrication technologies have combined with the emergence of the internet of things paradigm to achieve continuous, minimally invasive or noninvasive, long-term and real-time high-throughput plant physiological and chemical phenotypic trait detection [134,135]. The implantable nano-sensors have been successfully applied to measure plant reactive oxygen species [136], wound-induced H$_2$O$_2$ waves [137], glucose [138,139], sucrose [140], Ca$^{2+}$ [141,142], nitric oxide [143], ethylene [144], jasmonic acid [145], methyl salicylate [146], abscisic acid [147,148], and pH [149]. Sensors that make it possible to precisely and accurately monitor the onset of stress in individual plants will promote enhancement of plant phenotyping approaches for plant breeding programs, utilizing high-throughput measurements of physiological and biochemical traits of stress-tolerant plant varieties in the future. Besides, implantable sensors will be used to monitor plant health status to improve resource use efficiency.

IV. Merge GPA through GWAS

Integrating genetic mapping with phenomics allows a better understanding of biological function across time, different phenotypes, and connecting genetic loci to agronomics. Across time, low
marginal costs in high-throughput phenomics enable four-dimensional (4D) data collection (three spatial dimensions plus time), taking repeated measurements throughout growth. Among the first 4D genetic mapping reported was [150] using a ground vehicle to measure a cotton linkage population for multiple traits throughout growth. Clear temporal patterns were identified, showing the most significant loci at early growth stages may not be detected by the end of the season [150]. Since this time, numerous other authors have had similar findings through temporal mapping in sorghum [91,151] and maize [81]. A wheat study showed a more complex pattern with two of seven primary detected QTL observed at multiple time points, despite the majority of loci only being significant at specific times [152]. The temporal importance of loci suggests mapping restricted to seedlings or juvenile stages alone is unlikely to provide insight on agronomic end traits. Such insight may require temporal phenotyping and modeling that links across development stages and does not treat each temporal measurement as a discrete phenotype. For example, when using UAVs to temporally measure maize plant height, parameters of a logistic growth model fit across growth stages resulted in more robust heritability and yield predictions than from individual temporal measurements [153]; such models also permit comparisons between disparate studies.

Phenomics can also connect genetic mapping to agronomics through the measurement of additional traits. Endophenotypes are phenotypes more closely aligned to underlying biological function, are controlled by fewer loci, and are more heritable than agronomic phenotypes of interest. As a simple example, yield components (e.g., kernel weight or number), are endophenotypes for grain yield. Furthermore, kernel weight can be dissected into endophenotypes of kernel shape and density. When incorporating digital image analysis to phenotype grain in a GWAS panel of synthetic wheat, loci for kernel length, width, thickness, and other shape traits were identified to dissect the trait of interest, grain weight [154]; In estimating the value of these endophenotypes, path analysis was used to understand the network of trait interactions. Integrating measurements into networks is important to identify the biological basis of traits [155].

Genetic mapping studies have often focused on few traits due to the effort and expense of phenotyping and can therefore miss valuable endophenotype loci; phenomics approaches are eliminating such barriers. Combining both known (e.g., plant height) and novel (e.g., plant perimeter side view) phenomic measurements in a maize linkage population, 988 QTLs were mapped for 106 different traits over 16 time points using an automated platform in a greenhouse [36]. Among the 988 QTL, several hotspots were found for multiple QTL, suggesting underlying pleiotropy to exploit or to avoid in agronomic improvement when antagonistic effects are present. Yet many such relationships may be due to major phenology loci. Frequent colocalization of biomass yield and composition are found by measuring 58 known phenotypes relating to aboveground biomass and composition in a linkage mapping population of field-grown sorghum [156].
The two largest such effects were due to known large effect flowering time and plant height phenology loci. A similar observation was for rice [52]. However, numerous other co-localizations demonstrated challenges arising from attribution of significant loci to a single measured phenotype, when other (unmeasured) pleiotropic phenotypes may also be affected. Pleiotropic endophenotype discovery can further be extended to various forms of stress resistance. Various abiotic and biotic stresses were jointly leveraged in mapping to identify loci with major pleiotropic effects in Arabidopsis by a novel multi-trait GWAS approach [157].

Genetic mapping with phenomics timepoints and traits collected in the same environments to get at function is straightforward, but it is more difficult to connect measurements across environments; crop modeling is again helpful to overcome such challenges. As a simplistic example, flowering time, measured in days, is not directly comparable between locations or even the same location over years. A rudimentary model of flowering date informed by weather information converts to growing degree days, comparable across environments and biologically more meaningful. An ecophysiological modeling approach can bridge more complicated environmental interactions with crop growth. An early such study [158] collected time-series measurement of leaf elongation ratios, directly tying these to temperature, evaporative demand, and water pressure. These parameters were used in genetic mapping, improving detection. Endophenotypes like flowering or leaf elongation turn out to be surprisingly complicated, interacting with the environment at the gene, cell, and organism level. Recently, how temperature and photoperiod time affect individual sorghum flowering genes, how these genes interact with the environment, and how the genes interact epistatically with each other were demonstrated through genetic mapping [159].

Because individual genes in a network each respond to different signals (e.g., light, temperature, or time), but can have pleiotropic effects, understanding the interplay of agronomic traits will be improved from complex simulation modeling of their endophenotypes [160,161]. Most complex crop models to date are being applied within the context of GS but would also be effective in genetic mapping by using BLUP output from such models for known or new traits [162,163].

Without a priori knowledge, such as required for crop modeling, latent space phenotyping is an approach to generate new heritable phenotypes for mapping agronomic value and distill them down. Here, abstract phenotypes are extracted from images or point clouds using ML based on consistent differences observed between plots [73,74]. Latent space approaches were found repeatable across maize plant structure [74], strawberry fruit shape [164], and several other plant image and synthetic datasets [73]. To date, only one study have used latent space phenotyping to successfully map traits, using Setaria linkage mapping and synthetic Arabidopsis plants using GWAS [73].
Genetic mapping of additional phenomic traits is not without challenges. Computational demands are linear with the number of traits and become restrictive when marker numbers reach hundreds of thousands or when significance thresholds are simulated, as in permutation tests [165]. Data visualization and presentations of more than a few traits and loci quickly become difficult to interpret and use. Integrating related traits can also potentially lead to issues with multicollinearity, which need to be considered and dealt with appropriately [166]. There are also multiple testing issues created in large p, small n studies. Statistical tests run on mapping each trait are typically corrected for marker number using one of an increasing number of false discovery rate approaches [167]. Approaches informing and reducing the number of markers selected based on gene expression or other criteria suggesting function will also reduce multiple testing issues [168,169]. All approaches are geared towards controlling positives from GWAS marker predictors, focusing on one or a few traits; however, control for many phenotype-dependent trait testing is also now needed to prevent false positives as phenomics is merged[170].

V. Merge GPA through BLUP

When extending the GBLUP model to include multiple traits as response variables, the model becomes multi-trait GBLUP (MT-GBLUP) [171]. MT-GBLUP is expected to improve breeding value prediction accuracy relative to single-trait GBLUP by enabling information to be borrowed among correlated traits. The effectiveness of this approach is demonstrated in a genomic recurrent selection program for multiple quality traits in winter squash (Cucurbita moschata)[172]. Another advantage of MT-GBLUP is that the breeding value estimates obtained from the model can be used in conjunction with economic or preference weights to estimate an optimal selection index [173].

Traits included in MT-GBLUP can be a combination of primary traits of interest for breeding and correlated ‘secondary traits’ which are included solely to increase prediction accuracy. Simulation studies have confirmed that MT-GBLUP can improve breeding value prediction accuracy on unobserved individuals, especially for low-heritability traits that have not been recorded on the entire training population [171,174]. However, empirical results have indicated that in many cases, MT-GBLUP may only improve accuracy for a given trait when one or more correlated traits are observed on both the training and validation populations [163,175–180].

Given that breeding programs already phenotype multiple agronomic and quality traits, MT-GBLUP can be readily applied to improve prediction accuracies. It’s found that for agronomic, disease resistance, and quality traits in Cassava, MT-GBLUP improved GS accuracy for unobserved individuals, especially for low-heritability traits with moderate to high genetic correlations with high-heritability traits [181]. A study that evaluated MT-GBLUP for grain yield and percent protein in the rye (Secale cereale L.) found that for the prediction of untested individuals, MT-GBLUP was more accurate than single-trait GBLUP [182], and the
improvement in accuracy was greatest for the low-heritability trait, percent protein, when that trait was scarcely recorded on the training set.

Similarly, MT-GBLUP was found to be more accurate than single-trait GBLUP for scarcely recorded end-use quality traits in wheat (*Triticum aestivum* L.). For each quality trait, the corresponding NIR- or NMR-based prediction are used as secondary traits [183].

Other studies using MT-GBLUP to model agronomic and quality traits have only observed improvements in accuracy when predicting breeding values of individuals with some phenotypic data [177–180]. This implies that MT-GBLUP will usually not be useful for accelerating breeding cycles, because individuals would still need to be phenotyped to some degree before selection. However, secondary trait data was demonstrated that they could be taken on single plants in a greenhouse and then used in MT-GBLUP to improve accuracy while maintaining rapid breeding cycles [184].

With high-throughput phenotyping (HTP) becoming mainstream, there are thousands of new secondary traits that could potentially be used in MT-GBLUP to improve prediction accuracy for traits of economic importance. Vegetation indices (VIs) and canopy temperature (CT) evaluated using an aerial HTP platform is demonstrated to improve MT-GBLUP accuracy for grain yield in wheat when measured on both the training and validation populations [176]. The authors used a simple repeatability model to combine data from time points within a growth stage, and trait-growth stage combinations were considered as separate traits in MT-GBLUP. This simple repeatability approach to pre-processing the HTP data is not ideal, because data from different time points are incorrectly assumed independent. However, a study that evaluated the use of simple repeatability, random regression, and multivariate models to combine data from different time points found that all methods performed equally well [163]. This outcome may have been due to the relatively low number of data collection time points in the dataset. A study evaluating GS models incorporating HTP data from 20 time points found that random regression outperformed MT-GBLUP [185].

Although MT-GBLUP has not yet been evaluated in an applied breeding scenario where predictions will be made across breeding cycles and at the early stages of testing, validation studies have indicated that MT-GBLUP will be effective in this context. A study that evaluated MT-GBLUP for grain yield in wheat with VIs and CT as secondary traits found that MT-GBLUP outperformed single-trait GBLUP, especially when predicting across breeding cohorts [186]. In addition to across-cohort prediction, breeding programs aspire to predict selection candidates at seed-limited stages before yield testing. Early results evaluating this approach have shown that MT-GBLUP including VIs can improve GS accuracy even when VIs are evaluated on small plots [47].
Another option for modeling large amounts of HTP in a BLUP framework is to treat the HTP variables as predictors rather than as responses; the advantage is that a large number of variables can be more easily included in the model. In 2018, VIs and CT are evaluated to aid GS for grain yield using each trait-time point combination as a fixed effect predictor variable in a GS model and using each trait across time points as a response variable in MT-GBLUP. The authors found that on average, MT-GBLUP performed better than methods that treated secondary traits as predictor variables [187]. Other studies have found that HTP data can be used in the same way as marker data in GS models to improve accuracy [11,188,189]. With this approach, a relationship matrix is estimated using trait values, which may be reflectance values from many spectral bands. The phenotypic relationship matrix is then included as an additional kernel in GBLUP. Just like with markers, another kernel can be added for the interaction of traits-by-environments [11], and the model can be extended to include multiple responses [189]. Most recently, it has been suggested that low-cost HTP data can entirely replace marker data in BLUP to save cost and potentially even improve accuracy [3]. Alternatively, HTP data could be used to impute genotypic data on large numbers of individuals that have not been genotyped [190]. In this way, breeding programs could replace some of their genotyping with low-cost phenotyping to improve efficiency.

VI. Merge GPA through Bayesian methods

Bayesian methods for genomic prediction were developed to incorporate the “prior knowledge” that, for some traits, there were mutations with moderate to large effects, as well as many mutations with small effects [37]. This is in contrast to rrBLUP or GBLUP, where the effect of all mutations on the trait is assumed to be very small and to be derived from a normal distribution. In rrBLUP, this prior assumption is very “strong” – if the single nucleotide polymorphism (SNP) effects predicted from the rrBLUP model are investigated, they are always very small. Note that this prior assumption is shared with GBLUP, which is a mathematical equivalent of rrBLUP [30]. Bayesian methods have been given different names according to the distribution of mutation effects they assume (Table 2). In practice, the effect of SNPs in linkage disequilibrium with the actual mutations causing the effects is estimated, rather than the mutation effects directly. The exception to this may occur if whole-genome sequence information is used rather than SNP array or genotyping-by-sequencing (GBS) data.

Many studies have been conducted to compare BLUP and Bayesian methods and the algorithms within each category with inconsistent conclusions or claiming the similarity among the methods. In addition to the differences in statistical power and traits investigated, systematic biases of evaluation criteria also led to the mixed results[191,192] Pearson correlation coefficient is typically used to compare observations observed and predicted using cross-validation. There are two ways to calculate the correlation coefficients. One way is to calculate the correlation instantly soon after the predictions are available for a fold of individuals. The final prediction accuracy is calculated as the averaged correlation across folds, named instant accuracy. The
other way is holding the calculation of correlation until completion of iteration so that only one correlation coefficient is calculated on all individuals, named hold accuracy. The two types of accuracy (instant vs. hold) are not equal and both have biases. The magnitude of hold accuracy is proportional to the number of the fold and reaches the maximum bias with leaving one out (Jack Knife) validation. The instant accuracy has bias only in the case that the number of individuals in each fold is small [192]. As the bias due to small samples can be corrected using the Olkin & Pratt method [193], the instant accuracy is recommended for assessment of prediction accuracy [192].

Table 2. Bayesian methods for genomic prediction

| Method* | Year | Assumption of SNP effect distribution |
|---------|------|---------------------------------------|
| rrBLUP  | 2001 | All SNPs have an effect and effects follow a normal distribution (leading to very small effects for all SNPs) [37] |
| BayesA  | 2001 | All SNP effects follow a Student’s t-distribution (allowing a small proportion of moderate to large effects) [37] |
| BayesB  | 2001 | Many SNPs with zero effect, the remainder with t-distribution of effects [37] |
| BayesCπ | 2011 | A proportion (π) of SNPs with zero effect, the remainder with a normal distribution of effects [194] |
| Bayesian LASSO | 2008 | An exponential distribution of SNP effects [195] |
| BayesR  | 2012 | The distribution of SNP effects is assumed to be from multiple normal distributions, the first with zero variance (giving zero effects), the second with very small variance (very small effects), the third with small variance (small effects), and the fourth with moderate variance (small effects) [196] |
| BMTME   | 2016 | Normal distribution of effects assumed [197] |

*rrBLUP-Ridge Regression Best Linear Unbiased Prediction, BMTME-Bayesian multi-trait multi-environment.
The accuracy of GBLUP and BayesR for 14 traits in maize, cattle, and pigs are compared in a comprehensive study [198]. They found largely similar results for the accuracy of genomic predictions from GBLUP and BayesR. However, the accuracy of prediction from BayesR was higher when traits had a moderate to high heritability, and/or there were mutations of moderate to large effect segregating. Biomass was examined on the accuracy of genomic predictions from GBLUP, BayesA, BayesB, and BayesCpi using 200 sorghum lines as a reference [199]. The study found very similar accuracies of prediction from all methods. In contrast, BayesB was found to give the highest accuracy of genomic prediction for drought tolerance in maize when GBLUP, BayesA, LASSO, and a variety of other methods were compared [200]. The accuracy of genomic prediction for GBLUP and BayesR for leaf rust, stem rust, and stripe rust in a diverse set of wheat landraces are evaluated [201]. For leaf rust and stripe rust, the accuracy of genomic prediction was similar for GBLUP and BayesR; however, for stem rust, the accuracy of genomic prediction for BayesR was considerably higher, likely because a mutation with a large effect was segregating for this trait.

The Bayesian multi-trait and multi-environment (BMTME) model in the original R package was improved for analyzing breeding data [202]. The authors introduced Bayesian multi-output regressor stacking (BMORS) functions that are efficient in terms of computational resources. This improved version of BMTME allows general covariance matrices by using the matrix normal distribution that facilitates easy derivation of all full conditional distributions and also permits a more efficient model in terms of computing time for implementation [203,204].

To summarize results across these and other studies, Bayesian methods for genomic prediction that use a prior distribution of mutation effects with a small but non-zero probability of moderate to large effects (e.g., BayesA, BayesB, BayesCpi, BayesR) appear to have an advantage, in terms of increased accuracy of prediction, when there are mutations of moderate to large effect segregating for that trait. Results from livestock suggest that the Bayesian methods have an advantage (in terms of accuracy of prediction) as the data set size increases to tens of thousands of individuals [205]. If whole-genome sequence data is used rather than random genome-wide SNP markers, Bayesian methods also appear to have an advantage, which is assumed to be a result of the possibility of setting the effects of some mutations to affecting equal to zero (e.g., BayesB, BayesCpi, BayesR) [206,207].

In practice, GBLUP is used much more widely for routine genomic evaluations than the Bayesian methods. This is because the Bayesian methods are typically implemented with Gibbs sampling or Metropolis-Hastings Markov Chain Monte Carlo (MCMC) approaches, which require long compute times[208]. Recently, several strategies have been reported which greatly reduce compute times required for the Bayesian methods. These include

- a BayesR approach which uses GWAS summary statistics (effect estimate and standard error for each SNP) as input [209]
● a hybrid expectation-maximization/Gibbs sampling algorithm implementation of BayesR [210]
● variational Bayes methods (VBM) (e.g., [211]). The VMB methods accelerated approximate inference for the parameters in the Bayesian models, representing a deterministic alternative to Monte Carlo methods [212].
● integrating ML with other approaches to rapidly infer parameters in the Bayesian models [213].

All of these approaches are leading to much wider application of the Bayesian methods. In several cases, the Bayesian methods have been applied to data sets with tens of thousands, or even one hundred thousand, individuals with (imputed) whole-genome sequence data [209,210].

The Bayesian methods have also been extended to incorporate biological knowledge in genomic predictions. Biological knowledge could include annotation of functional elements (e.g., gene space, regulatory elements), knowledge of which genes are differentially expressed in particular treatments (e.g., high and low disease resistance), and information from genome-wide association studies (which genes or genome regions harbor mutations associated with trait variants). The BayesR method was extended to incorporate such information, by allowing each class of variant to have a different distribution of effects (e.g., SNPs in and around genes that are differentially expressed between high and low yielding varieties might have more moderate to large effects than SNPs that are not in such genes) [206]. This new method was termed BayesRC. The BayesRC approach was used to incorporate prior information on mutations (from GWAS) affecting blackleg resistance in Canola [214]. They reported significantly higher accuracies of genomic prediction for blackleg resistance using BayesRC than BayesR. As more biological information becomes available for crop species (e.g., [215]), the accuracy of genomic predictions incorporating such information should improve (e.g., [216]).

There is increasing interest in multi-trait methods to incorporate both novel phenotypes (e.g., hyper-spectral drone images and NIR for grain quality) and GxE interaction in genomic prediction. The Bayesian methods have been extended to multi-trait implementations. For example, a Bayesian multi-trait-multi-environment (BMTME) [197] method was used to predict wheat quality [217]. Genomic predictions from this model had higher accuracy than genomic predictions from a multi-trait ridge regression model (a model very similar to multi-trait BLUP) for many quality traits. Extensions of BayesR for multi-trait applications have also been described [218]. As the cost of acquiring both novel phenotypes and whole-genome sequence data continues to fall, a future can be envisaged where these types of data are available on hundreds of thousands of individual varieties/lines/clones. Computationally efficient multi-trait Bayesian methods will enable accurate genomic predictions from such data.
Both visible and invisible spectral bands are modeled simultaneously by Bayesian functional regression analyses, which gave better prediction accuracy than vegetation indices constructed for predicting grain yield and biomass [219]. In maize trials, using all bands can increases prediction accuracy over vegetation indices [220]. Genomic and phenomic information were linked to model the effect of genomic, G×E, band, and band × environment (B×E) interactions [221]. The authors proposed Bayesian functional regression models with B-spline and Fourier as basis functions that take into account all available bands, genomic or/and pedigree information, the main effects of lines and environments, as well as G×E and B×E interaction effects. The authors observed that the models with B×E were the most accurate models at different time points and environments. The functional regression models are more parsimonious and computationally more efficient than the conventional regression models.

VII. Merge GPA through ML

Both BLUP and Bayesian models for analyzing the relationship between genomics, phenomics, and agronomics are top-down models, which are based on domain knowledge and scientific hypotheses using pre-programmed formulations readily solvable by specific statistical methods. The ability to integrate human knowledge from the inception of these models has resulted in parametric methods with satisfactory performance, but it also introduces explicit or implicit assumptions that may turn out to be either false or overly restrictive. On the other hand, ML models are built from the bottom up using non-parametric methods with different and complementary strategies. These methods have the flexibility to model multiple types of genetic effects, including not only additive and dominant effects, but also epistasis effects. Examples include reproducing kernel Hilbert space (RKHS) regression [222], Support Vector Regression with non-linear kernels [223], Random Forest (RF) [224], and, recently, Deep Learning (DL) [203,204,225–229].

DL is one type of ML using neural networks using a large number of simple computational units growing into more complex modeling systems. As a type of non-parametric ML approach, DL can be considered a subfield of ML, because it provides flexibility to adapt to complicated associations between data and output. An important strength of DL is the ability to adapt to patterns of unknown structure. DL models are inspired by the functioning of the brain, as they try to mimic how the brain works when performing a complex task and are based on multilayer (“deep”) artificial neural networks, in which different “neurons” receive input from the layer of the lower hierarchical level being activated according to set activation rules [230,231]. The activation defines the output sent to the next layer, which receives the information as input. Because these models incorporate fewer assumptions, it is often the case that they only become competitive with expert models as the total size of available datasets increases to train the models.
Without pre-programmed human knowledge or biases, an ML algorithm attempts to learn its lesson from massive datasets, which have successfully outperformed traditional models in many studies that are too complicated to model with traditional methods, but struggled in others where straight relationships can be identified. Prediction accuracy of ten different statistical and ML genomic selection models were compared for 18 traits from 8 datasets [232]. Although their study was unable to identify an all-purpose model or combination of models, the authors recommended Bayesian Lasso, weighted Bayesian shrinkage regression, and random forest models. Two ML methods, multi-layer perceptron and support vector machine, are compared against the Bayesian and GBLUP models for predicting ordinal traits in plant breeding based on seven datasets. It’s found the ML methods to be not as competitive as the Bayesian model and discussed the disadvantages of these methods that need to be overcome in future research [227].

Applications of DL for GP for single and multiple traits (continuous, binary, and ordinal traits under a univariate and multivariate framework) have shown that DL models provide predictions that are competitive with conventional statistical ML models, especially in cases where larger data sets are available. Nine multi-environment maize (309 lines across three environments) and wheat data sets (250-2,304 lines in different environments) from field breeding trials were analyzed using GBLUP and DL with and without G×E interaction [204]. The DL method was superior when the G×E interaction term was not included in the method under the grid of parameters implemented. This can be attributed to the fact that DL methods are capable of capturing complex relationships hidden in the data without requiring strong assumptions about the underlying mechanisms, which are frequently unknown or insufficiently defined. DL is a general-purpose approach for learning functional relationships from data that do not require any prior information, as do the GBLUP and other genomic Bayesian methods. Furthermore, continuous multi-trait deep learning (MTDL) models are compared with the BMTME model proposed in 2016 [197] with and without G×E [203]. Among models without G×E, the MTDL model was the best, while among models with G×E, the BMTME model was superior. General results indicated that the MTDL models are very competitive for performing predictions in the context of GS, with the important practical advantage that they require fewer computational resources than the BMTME model. However, it’s pointed out two main disadvantages of DL: (a) it is hard to train a DL method, because it requires testing different combinations of hyperparameters corresponding to the number of layers, the number of units, the number of epochs, the type of regularization (and the dropout percentage in the context of dropout regularization), and the type of activation function in each layer; and (b) the computational time required to implement a DL method increases as the number of layers and units increases [204].

Despite their promising performances, ML models have also shown their limitations as a bottom-up approach. For example, ML requires large training datasets, and the prediction results are often inexplicable due to the black-box nature of bottom-up models. A more recent trend in the field of ML is explainable algorithms. The challenges faced by black box models were discussed
by including the numerous application domains where transparency is absolutely critical [233]. Moreover, some ML models are not only hard to explain but also easy to fool by noise or deliberately generated data. It’s argued that even if it may not be feasible to convert ML models into fully transparent systems, partial insights into the interpretability and explainability should be developed [234]. Several recent studies have made noticeable progress in such a direction. Statistical approaches [235,236] have been proposed to interpret prediction results with respect to feature contributions. Emerging approaches and challenges for genomics and phenomics are presented using multi-omics big data integration [237]. They suggest that farmers, plant breeders, and ML researchers work together to build the next generation of ML platforms for plant breeding. Explainable ML models can be considered as a hybrid of the top-down and bottom-up approaches. They incorporate domain knowledge in the design of more complex modules from the bottom-up, still allowing the algorithm to learn from data, but guided by confirmed domain knowledge rather than less reliable human expert experiences. As such, results from these hybrid ML models are much more explainable, yet they could also become computationally more challenging due to complex modeling structures. Consequently, operations research and optimization algorithms have been combined with ML models to address such challenges in explainable ML.

One of the success stories of hybrid ML models is the Syngenta Crop Challenge in Analytics, which was inaugurated in 2016 and has become a unique competition that provides plant scientists and data scientists the opportunity to help solve some of the world's biggest agricultural challenges with access to real-world crop data. The majority of winning solutions have used hybrid models that integrate agronomic and biological knowledge with cutting-edge ML techniques. Their major properties are highlighted for the recent four years (2017-2020).

2017: A portfolio optimization model was designed for soybean seed selection, which was built on an ensemble of machine learning models for predicting the performance of seeds under diverse weather scenarios [238]. They conducted global sensitivity and uncertainty analyses and used the results to help select the optimal seed portfolio to balance expected return and risk.

2018: One of the first deep neural network models was proposed for predicting crop yield using genotype and environment data [239]. Computational results suggested that this model significantly outperformed other popular methods such as Lasso, shallow neural networks, and regression trees. As a follow-up, a convolutional neural network - recurrent neural network (CNN-RNN) model was designed for crop yield prediction [240]. The model was designed to capture the time dependencies of environmental factors and the genetic improvement of seeds over time without having their genotype information. It demonstrated the capability to generalize the yield prediction to untested environments without a significant drop in the prediction accuracy. Coupled with the backpropagation method, the model could reveal the extent to which
weather conditions, the accuracy of weather predictions, soil conditions, and management practices were able to explain the variation in the crop yields.

2019: A random forest model was used to predict the presence of drought and heat stress in corn hybrids [241]. To feed the random forest model with the most meaningful features, they calculated meteorological features for four maize growth stages. Such biological insights helped the model produce a more accurate prediction of yield performances across a range of environmental scenarios.

2020: A combinatorial optimization model was combined with a random forest for predicting the yield performance of crossing testers and inbreds in a plant breeding process [242]. The combinatorial optimization model was designed to detect genotype-by-environment interactions, and the random forest model was able to capture other types of linear and nonlinear effects.

**Concluding Remarks**

Genomics and phenomics have enhanced plant breeding for agronomic traits both directly and indirectly. On the genomics side, genetic mapping using GWAS directly aims to identify genetic loci linked to the causal mutations consequently used as criteria for selection. However, many of these genetic loci are not validated and remain unused, see Outstanding Questions. In contrast, genomic selection is widely used in breeding for agronomic traits. Genomic selection increases the frequencies of favorite alleles, even those specific favorable alleles and causal genes which are unknown, as is frequently the case for genes with small effects. Nevertheless, there are substantially more peer-reviewed publications using GWAS than GS, partially due to the discovery nature of GWAS versus the applied results of GS. Importantly, GWAS results can enhance GS, especially once a particular locus has been validated across multiple studies. Among the three major categories of GS methods (BLUP, Bayes, and ML), the best method varies across traits and datasets depending on genetic architecture, such as heritability, number of genes, and gene effect distribution. Within each of these categories, multiple methods have been developed for adaptation to the genetic architecture. On the phenomics side, many of the advances in phenomics technology have not significantly reduced the effort or cost of collecting the first data point, but instead dramatically reduced the marginal cost and effort required to collect additional measurements beyond the first. Multiple traits and multi-time point models can improve prediction accuracy through the integration of relationships among traits, including both traditional agronomic traits and high-throughput phenomic traits.
• GBLUP is used much more widely for routine genomic evaluations than the Bayesian methods regardless of the advantage of the Bayesian methods on traits with specific genetic architecture and interaction with growing conditions such as locations and periods. Adjustments of Gibbs sampling or Metropolis-Hastings Markov Chain Monte Carlo approaches remain the most challenge to dramatically reduce computing times required for the Bayesian methods.
• It is an important and open question for a biological understanding of crops if segregating loci uniquely identified as contributing to different temporal growth stages are real, repeatable, and useful in understanding the biological basis of these traits, let alone in the context of genetic improvement.
• It is a statistical challenge to correct for multiple testing of hundreds to thousands of phenotypes to prevent false discoveries in the way that multiple testing of genetic markers has become routine in large p small n problems.
• It is an important open question how to validate and compare unique high-throughput phenotyping across environments. While crop modeling approaches may play a role, new approaches are needed to parameterize crop models using high throughput traits that cannot be manually validated.
• It is a practical question as to what phenomic selection approaches are capturing; is it plant/grain composition (e.g. protein vs. yield has a known tradeoff) which would allow such models to be more portable to other untested environments and populations, or is it genetic relationships, like genomic selection, which would result in the same limitations in predicting untested genotypes in untested environments that genomic selection has had.
• Predictions from bottom-up and top-down hybrid machine learning methods are much more explainable, yet they could also become computationally more challenging due to complex modeling structures.
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