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Abstract

The main challenge of large-scale cooperative multi-agent reinforcement learning (MARL) is two-fold: (i) the RL algorithm is desired to be distributed due to limited resource for each individual agent; (ii) issues on convergence or computational complexity emerge due to the curse of dimensionality. Unfortunately, most of existing distributed RL references only focus on ensuring that the individual policy-seeking process of each agent is based on local information, but fail to solve the scalability issue induced by high dimensions of the state and action spaces when facing large-scale networks. In this paper, we propose a general distributed framework for cooperative MARL by utilizing the structures of graphs involved in this problem. We introduce three graphs in MARL, namely, the coordination graph, the observation graph and the reward graph. Based on these three graphs, and a given communication graph, we propose two distributed RL approaches. The first approach utilizes the inherent decomposability property of the problem itself, whose efficiency depends on the structures of the aforementioned four graphs, and is able to produce a high performance under specific graphical conditions. The second approach provides an approximate solution and is applicable for any graphs. Here the approximation error depends on an artificially designed index. The choice of this index is a trade-off between minimizing the approximation error and reducing the computational complexity. Simulations show that our RL algorithms have a significantly improved scalability to large-scale MASs compared with centralized and consensus-based distributed RL algorithms.

1 Introduction

Traditional Reinforcement Learning (RL) [1] aims to find an optimal policy for a single agent to accomplish a specific task by making this agent interact with the environment. Although RL has found wide practical applications such as boarding games [2], robotics [3], and power systems [4], the problem is much more complex for multi-agent reinforcement learning (MARL) due to the non-stationary environment for each agent and the curse of dimensionality. MARL, therefore, has attracted increasing attention recently, and has been studied extensively in e.g., [5–17]. The two main challenges of developing distributed cooperative RL algorithms for large-scale multi-agent systems (MASs) are: (i) how to deal with inter-agent couplings all over the network with only local information available for each agent; and (ii) how to guarantee scalability of the designed RL algorithm to large-scale network systems?

Regarding the first challenge, there are mainly three types of inter-agent couplings in MARL that have been considered in the literature, e.g., coupled dynamics (transition probability) [8,14,16], partial observations utilized in decision making [9,10], and coupled reward functions [16]. In [18,19], all the inter-agent couplings are summarized in one graph, called the coordination graph. The aforementioned references either consider only one type of couplings, or employ only one graph to characterize different types of inter-agent couplings. In fact, the distributed linear quadratic regulator (LQR) design problem involves all the three different inter-agent couplings [20, and distributed RL algorithms have been proposed in the literature to solve this problem, e.g., [21,22]. However, the three types of couplings are not fully utilized in these works. Moreover, the most general formulation of MARL has long been known as the Markov decision process (MDP) [24], while the LQR problem is only a specific application scenario.

The scalability issue, as the second challenge, is resulted from high dimensions of state and action spaces of MASs. Although each agent may represent an independent individual, the inter-agent couplings
in the objective function hinder the decomposition of large-size MARL problems. In the literature of distributed RL [5,8,10,25], when dealing with these couplings, the most common method is to make different agents exchange information with each other via a consensus algorithm, so that each agent is able to estimate the value of the global reward function. In this way, the RL algorithm can be designed based on the global information although each agent only has access to local information. However, the performance of such distributed RL algorithms will be similar to or even worse than the centralized RL algorithm because (i) it may take a long time for convergence of consensus when the network is of large scale, (ii) essentially the learning process is conducted via the global reward information. As a result, consensus-based distributed RL algorithms still suffer from significant scalability issues.

In this paper, we develop distributed scalable algorithms for cooperative MARL by utilizing the structures of graphs embedded in the problem. We consider a very general scenario where the dynamics couplings, partial observation relationships and individual rewards couplings may follow different graphs. More specifically, we define coordination graph, observation graph, and reward graph, corresponding to these three types of couplings, respectively. Based on these graphs, we derive a learning graph, which describes the required information flow during the RL process. The learning graph also provides a guidance for constructing a local value-function (LVF) for each agent, which is able to play the role of the global value-function (GVF) in learning, but only involves partial agents, and therefore, can enhance scalability of the learning algorithm.

When each agent has access to all the information involved in LVF, distributed RL can be achieved by policy gradient algorithms immediately. However, this approach may require interactions between many agents, which implies a dense communication graph. To further reduce the communication burden, we design a distributed RL algorithm based on local consensus, whose computational complexity depends on the aforementioned three graphs (see Theorem 1). Compared with global consensus-based RL algorithms, local consensus algorithms usually have an improved convergence rate as the network scale is reduced. This implies that the scalability of this RL algorithm requires specific conditions on the graphs embedded in the MARL problem. To relax the graphical conditions, we further introduce a truncation index and design a truncated LVF (TLVF), which involves fewer agents than LVF. While being applicable to MARL with any graphs, the distributed RL algorithm based TLVFs only generates an approximate solution, and the approximation error depends on the truncation index to be artificially designed (see Theorem 2). We will show that there is a trade-off between minimizing the approximation error and reducing the computational complexity (enhancing the convergence rate).

In [27], we have considered the case when no couplings exist between the rewards of different individual agents. This paper extends [27] by considering coupled individual rewards, and proposing more detailed relationships between different graphs, distributed RL algorithms via local consensus, and the TLVF-based approach.

The main novel contributions of our work that add to the existing literature are summarized as follows.

- From the formulation perspective, unlike [8,11], where the global state information is assumed to be known for all agents, we consider a more distributed setting that each agent only has partial observations, whereas both dynamics and rewards of different agents can still be coupled. Although [6,10,14,15] considered partial observations as well, the individual reward of each agent is considered to be independent of other agents in these works. In [16], the inter-agent couplings on both state transitions and rewards are considered, but the two graphs are essentially associated with the same graph. In our setting, the three coupling graphs can be fully independent.

- We establish a connection between the coordination graph, the observation graph, the reward graph, the learning graph describing how different agents affect each other, and the communication graph utilized in the learning process. Based on the learning graph, we design a LVF-based distributed policy gradient RL algorithm where only partial agents are involved in gradient estimation. This is

---

1 Although the convergence rate of a consensus algorithm depends on not only the network scale but also the communication weights, typically the convergence rate can be significantly improved if the network scale is largely reduced. In [26], the relationship between consensus convergence time and the number of nodes in the network is analyzed under a specific setting for the communication weights.
different from the policy gradient algorithms based on GVF evaluation in [10][22]. Although LVFs are designed and employed in [14][16] as well, there is always an approximation error between the partial gradient of each LVF and that of the GVF, which also affects the convergence rate. However, in our work, the partial gradient of each LVF is shown to be exactly the same as that of the GVF, see Lemma[2]

• Our distributed RL algorithm is a policy gradient algorithm based on zeroth-order optimization (ZOO) with exploration in the parameter space. It is known that the dimension of the parameter space is typically higher than that of the action space [28][29], which is the main shortage of parameter space exploration compared with action-space exploration for RL. In this paper, the sample space dimension for each agent is significantly reduced due to the use of LVFs. Moreover, under different zeroth-order oracles, we show that our learning framework always exhibits a reduced variance of the estimated gradient compared with GVF-based policy evaluation. Note that most of the existing distributed ZOO algorithms [30][33] essentially evaluate policies via GVFs. In [34][35], LVFs are shown to have reduced variance over GVFs, whereas how to obtain such LVFs in general MARL is not discussed.

• Our second RL algorithm based on TLVF is motivated by [14–16]. Our design, however, is very different from them as we artificially define clusters, and design the TLVF for each cluster by neglecting its effects on other agents that are far away in a coupling graph, whereas in [14–16], each agent has its own TLVF and it is designed by neglecting the effects it receives from agents that are far away in the coupling graph. Moreover, we propose a local consensus approach for each agent to estimate the value of its TLVF.

• A well-studied topic in computer science society called value function factorization or decomposition [18][19][36][37] is very relevant to our work as they aim to find a value function for each agent as well. However, these works directly decomposed the value function approximately according to limited resources available for each agent and were not able to give a reasonable approximation error bound rigorously or establish the relationship between this decomposition and different graphs embedded in the cooperative optimal control problem.

The rest of this paper is organized as follows. Section 2 describes the MARL formulation and the main goal of this paper. Section 3 introduces the LVF design and the learning graph derivation. Section 4 shows the distributed RL algorithm based on LVFs and local consensus, and provides convergence analysis. Section 5 introduces the RL algorithm based on TLVFs as well as the convergence analysis. Section 7 shows several simulation examples to illustrate the advantages of our proposed algorithms. Section 8 concludes the paper.

**Notation:** Throughout the paper, $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ is an unweighted directed graph, where $\mathcal{V} = \{1, ..., N\}$ is the set of vertices, $\mathcal{E} \subset \mathcal{V} \times \mathcal{V}$ is the set of edges, $(i, j) \in \mathcal{E}$ means that there is a directional edge in $\mathcal{G}$ from $i$ to $j$. A path from $i$ to $j$ is a sequence of distinct edges of the form $(i_1, i_2), (i_2, i_3), ..., (i_r-1, i_r)$ where $i_1 = i$ and $i_r = j$. We use $i \xrightarrow{\mathcal{E}} j$ to denote that there is a path from $i$ to $j$ in edge set $\mathcal{E}$. A subgraph $\mathcal{G}' = (\mathcal{V}', \mathcal{E}')$ with $\mathcal{V}' \subseteq \mathcal{V}$ and $\mathcal{E}' \subseteq \mathcal{E}$ is said to be a strongly connected component (SCC) if there is a path between any two vertices in $\mathcal{G}'$. One vertex is a special SCC. Given a directed graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, we define the transpose graph of $\mathcal{G}$ as $\mathcal{G}^T = (\mathcal{V}, \mathcal{E}^T)$, where $\mathcal{E}^T = \{(j, i) \in \mathcal{V} \times \mathcal{V} : (i, j) \in \mathcal{E}\}$. Given two edge sets $\mathcal{E}_1$ and $\mathcal{E}_2$, it can be verified that $\mathcal{E}_1 \subseteq \mathcal{E}_2$ if and only if $\mathcal{E}_1^T \subseteq \mathcal{E}_2^T$. Moreover, if $(i, j), (j, i) \in \mathcal{E}$, then $(i, j), (j, i) \in \mathcal{E}^T$. Given a set $A$ and a vector $v$, $v_A = (..., v_i, ...,)$ with $i \in A$. The $d \times d$ identity matrix is denoted by $I_d$, the $a \times b$ zero matrix is denoted by $0_{a \times b}$. $\mathbb{R}^d$ is the $d$-dimensional Euclidean space. $\mathbb{N}$ is the set of non-negative integers.

## 2 Multi-Agent Reinforcement Learning

We model a MARL as a tuple $\mathcal{M} = (\mathcal{V}, \mathcal{E}_C, \mathcal{E}_O, \mathcal{E}_R, \mathcal{E}_{cm}, \Pi_{i \in \mathcal{V}} M_i, \Pi_{i \in \mathcal{V}} O_i, \Pi_{i \in \mathcal{V}} r_i, \gamma)$ with $\mathcal{M}_i = (S_i, A_i, P_i)$ specifying the evolution process of agent $i$, where
• $\mathcal{V} = \{1, ..., N\}$ is the set of agent indices;

• $\mathcal{E}_C \subseteq \mathcal{V} \times \mathcal{V}$ is the edge set of the coordination graph $\mathcal{G}_C = (\mathcal{V}, \mathcal{E}_C)$, which specifies the coordination relationship between agents;

• $\mathcal{E}_O \subseteq \mathcal{V} \times \mathcal{V}$ is the edge set of the observation graph $\mathcal{G}_O = (\mathcal{V}, \mathcal{E}_O)$, which determines the partial observation of each agent. More specifically, agent $i$ observes the state of agent $j$ if $(j, i) \in \mathcal{E}_O$;

• $\mathcal{E}_R \subseteq \mathcal{V} \times \mathcal{V}$ is the edge set of the reward graph $\mathcal{G}_R = (\mathcal{V}, \mathcal{E}_R)$, which describes inter-agent couplings in the reward of each individual agent;

• $\mathcal{E}_{cm} \subseteq \mathcal{V} \times \mathcal{V}$ is the edge set of the communication graph $\mathcal{G}_{cm} = (\mathcal{V}, \mathcal{E}_{cm})$. An edge $(i, j) \in \mathcal{E}_{cm}$ implies that the agent $j$ is able to receive information from agent $i$;

• $S_i$ and $A_i$ are the state space and the action space of agent $i$, respectively;

• $\mathcal{P}_i : \Pi_{j \in I_i^c} S_j \times \Pi_{j \in I_i} A_j \times S_i \rightarrow P(S_i)$ is the transition probability function specifying the probability of transition to state $s_i' \in S_i$ under states $\{s_j\}_{j \in I_i^c}$ and actions $\{a_j\}_{j \in I_i}$, here $I_i^c = \{j \in \mathcal{V} : (j, i) \in \mathcal{E}_C\} \cup \{i\}$;

• $r_i : \Pi_{j \in I_i^c} S_j \times \Pi_{j \in I_i} A_j \rightarrow \mathbb{R}$ is the immediate reward returned to agent $i$ when each agent $j \in I_i^c$ takes action $a_j \in A_j$ at the current state $s_j \in S_j$, here $I_i^c = \{j \in \mathcal{V} : (j, i) \in \mathcal{E}_c\} \cup \{i\}$;

• $\mathcal{O}_i = \{\Pi_{j \in I_i} S_j\}$ is the observation space of agent $i$, which includes the states of all the agents in $I_i$, here $\mathcal{O}_i = \{j \in \mathcal{V} : (j, i) \in \mathcal{E}_O\} \cup \{i\}$;

• $\gamma \in (0, 1)$ is the discount factor that trades off the instantaneous and future rewards.

Let $S = \Pi_j S_j$, $A = \Pi_j A_j$, and $\mathcal{P} = \Pi_j \mathcal{P}_j$ denote the the state space, action space and state transition matrix of the whole multi-agent system. Note that the approach proposed in this work is also applicable to the case when $\mathcal{P}_i$ is formulated as a mapping $\Pi_{j \in I_i^c} S_j \times A_j \times S_i \rightarrow P(S_i)$, which means that the state of each agent at time step $t + 1$ is only associated with states $s_j(t)$ for $j \in I_i^c$ and its own action $a_i(t)$. Let $\pi : \Pi_i \mathcal{O}_i \times A \rightarrow P(A)$ and $\pi_i : \mathcal{O}_i \times A_i \rightarrow P(A_i)$ be a global policy function of the MAS and a local policy function of agent $i$, respectively. Here $P(A)$ and $P(A_i)$ are the sets of probability measures on $A$ and $A_i$, respectively. The global policy is the policy of the whole MAS from the centralized perspective, thus is based on the global state $s$. The local policy of agent $i$ is the policy from agent $i$’s point of view, which is based on $o_i$ composed of partial states. Note that a global policy always corresponds to a collection of local policies uniquely.

At each time step $t$ of the MARL, each agent $i \in \mathcal{V}$ executes an action $a_i(t) \in A_i$ according to its policy and the local observation $o_i(t) \in \mathcal{O}_i$, then obtains a reward $r_i(s_{\mathcal{X}^R}(t), a_{\mathcal{X}^R}(t))$. Note that such a formulation is different from that in [11], where the transition and reward of each agent are associated with the global state $s_i$. Moreover, most of MARL references assume that the reward of each agent only depends on its own state and action. In our work, we consider a more general formulation for cooperative MARL where the reward of each agent may be influenced by other agents, determined by the reward graph $\mathcal{G}_R = (\mathcal{V}, \mathcal{E}_R)$.

The long-term accumulated discounted global reward is defined as

$$R = \sum_{t=0}^{\infty} \gamma^t r(s(t), a(t)) = \sum_{i=1}^{N} \sum_{t=0}^{\infty} \gamma^t r_i(s_{\mathcal{X}^R}(t), a_{\mathcal{X}^R}(t)), \quad (1)$$

where $r(s(t), a(t))$ is the global reward for the MAS at time $t$, $r_i$ is the local reward for agent $i$ at time $t$. Note that maximizing $R$ is equivalent to maximizing its average $\frac{1}{T} R$, which has been commonly adopted as the learning objective in many MARL references, e.g. [5,6,8,10]. Based on this long term global reward, with a given policy $\pi$, we are able to define the global state value-function $V^\pi(s) = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r(s(t), a(t)) | s(0) = s \right]$ and state-action value-function $Q^\pi(s, a) = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r(s(t), a(t)) | s(0) = s, a(0) = a \right]$. \hfill \blacksquare
for each agent initial state-action pair \((s,a)\), respectively. Similarly, the local state value-function with initial state \(s'\) for each agent \(i\) can be defined as \(V_i^{s'}(s) = \mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^t r_i(s_{T_i}(t), a_{T_i}(t)) | s(0) = s\right]\).

The goal of this paper is to design a distributed RL algorithm for the MAS to find a solution to
\[
\max_{\pi} J(\pi) := \mathbb{E}_{s \sim D} V^\pi(s) = \mathbb{E}_{s \sim D} \left[ \sum_{i=1}^{N} \sum_{t=0}^{\infty} \mathbb{E}_{a(t) \sim \pi(s(t))} \gamma^t r_i(s_{T_i}(t), a_{T_i}(t)) | s(0) = s \right], \tag{2}
\]
where \(D\) denotes the distribution that the initial state follow. Our approach is also applicable to other formulations for \(J(\pi)\), for example, \(J(\pi) = \mathbb{E}_{s \sim D_s, a \sim D_a} Q^\pi(s,a)\), where \(D_s\) and \(D_a\) are the two distributions that \(s_0\) and \(a_0\) follow, respectively. Moreover, although we considered maximizing the accumulated rewards along an infinite horizon, the proposed method works for the finite horizon case as well. For convenience of analysis, we also define the expected value to be maximized corresponding to individual reward for each agent \(i\) as
\[
J_i(\pi) = \mathbb{E}_{s \sim D} V_i^{\pi}(s), i \in \mathcal{V}. \tag{3}
\]
Note that here \(J_i\) may be determined by only the local policies of partial agents, instead of the global policy \(\pi\). However, the global policy \(\pi\) is always able to determine \(J_i\), therefore, can be employed as the argument of \(J_i\).

We parameterize the global policy \(\pi(s,a)\) using parameters \(\theta = (\theta_1^T, ..., \theta_N^T)^T \in \mathbb{R}^d\) with \(\theta_i \in \mathbb{R}^{d_i}\). The global policy and agent \(i\)'s local policy are then rewritten as \(\pi^\theta(s,a)\) and \(\pi_i^\theta(a_i, a_o)\), respectively. Note that given any global state \(s \in \mathcal{S}\), a global policy and a collection of local policies can always be transformed to each other. Now we turn to solve the following optimization problem:
\[
\max_{\theta} J(\theta) := \mathbb{E}_{s \sim D} V^{\pi(\theta)}(s), \tag{4}
\]
which is an approximation of \(J\) because the feasible domain of \(\pi\) is restricted to parameterized functions.

Next we give a distributed resource allocation example to demonstrate our formulation.

**Example 1.** Consider a network of 9 warehouses \(\mathcal{V} = \{1, ..., 9\}\) with a coordination graph \(\mathcal{G}_C = (\mathcal{V}, \mathcal{E}_C)\) shown in Fig. 4. The observation graph \(\mathcal{G}_O\) only contains 3 edges involving 3 leaf nodes in graph \(\mathcal{G}_C\), as shown in Fig. 5, which implies that only warehouses 2, 3, and 5 observe states of warehouses other than itself. The motivation behind this setting is that warehouses 1, 4 and 6 do not send out resources at all, hence their neighbors need to keep monitoring their states so that the resources sent to them are neither insufficient nor redundant. The reward graph \(\mathcal{G}_R\) is shown in Fig. 6, which is the transpose graph of \(\mathcal{G}_C\). This implies that the individual reward of each warehouse involves all of its out-going neighbors in \(\mathcal{G}_C\).

Such a setting ensures that each warehouse is responsible for the resource shortages of other warehouses receiving resources from it. At time step \(t\), warehouse \(i \in \mathcal{V}\) stores resources of the amount \(m_i(t) \in \mathbb{R}\), receives a local demand \(d_i(t) \in \mathbb{R}\), sends partial of its resources to and receives resources from its neighbors \(j \in \mathcal{N}_i\), besides its neighbors, warehouse \(i\) also receives resources of the amount \(y_i(t)\) from outside. Let \(z_i(t) = y_i(t) - d_i(t)\), then agent \(i\) has the following dynamics
\[
m_i(t + 1) = m_i(t) - \sum_{j \in \mathcal{N}_i^{\text{out}}} b_{ij}(a_i(t)) m_j(t) + \sum_{j \in \mathcal{N}_i^{\text{in}}} b_{ji}(a_i(t)) m_j(t) + z_i(t), \tag{5}
\]
\[
z_i(t) = A_i \sin(w_i t + \phi_i) + \omega_i,
\]
where \(b_{ij}(a_i(t)) \in [0, 1]\) denotes the fraction of resources agent \(i\) sends to its neighbor \(j\) at time \(t\), \(0 < A_i < m_i(0)\) is a constant, \(w_i, \phi > 0\) are bounded, \(\mathcal{N}_i = \{j \in \mathcal{V} : (j, i) \in \mathcal{E}_C\}\) and \(\mathcal{N}_i^{\text{out}} = \{j \in \mathcal{V} : (i, j) \in \mathcal{E}_C\}\) are the in-neighbor set and the out-neighbor set of agent \(i\), respectively.

From the MARL perspective, besides the three graphs and transition dynamics introduced above, the rest of entries in \(M\) for each agent \(i\) at time step \(t\) can be recognized as State: \(s_i(t) = (m_i(t), z_i(t))^T\), Action: \(a_i(t) = (..., b_{ij}(a_i(t)) m_j(t), ...)_{j \in \mathcal{N}_i^{\text{out}}}^T\). Individual Policy function: \(\pi_i(a_i(t)) = a_i(t)\). Partial
observation: $o_i(t) = (...m_j(t), z_j(t),...)^T_{j\in I^O} \in \mathbb{R}^{|I^O|}$. Individual reward: $r_i(t) = \sum_{j\in I^R} \tau_j(t)$, where $\tau_j(t) = 0$ if $m_j(t) \geq 0$, and $\tau_j(t) = -m_j^2(t)$ otherwise.

The goal of the resource allocation problem is to maximize $\mathbb{E}_{s(0) \sim D} \sum_{i=1}^N \sum_{t=0}^\infty \gamma^t r_i(t)$ under the dynamics constraint [3]. In other words, we aim to find the optimal allocation policy such that each warehouse keeps having enough resources for use.

Remark 1 Note that many settings in this example can be adjusted while maintaining the applicability of the proposed approach in this paper. For example, the partial observation of each agent $i$ can be replaced by $o_i = (...m_j(t), d_j(t),...)^T_{j\in I^O}$ or $o_i = (...m_j(t),...)^T_{j\in I^O}$. Depending on different observation settings, the optimal policy may change.

Existing distributed policy gradient methods such as actor-critic [8] and zeroth-order optimization [10] can be employed to solve the problem when there is a connected undirected communication graph among the agents. However, these approaches are based on estimation of the global value-function, which requires a large amount of communications during each learning episode. Moreover, policy evaluation based on the global value-function has a significant scalability issue due to the high dimension of the state and action spaces for large-scale networks.

3 Local Value-Function and Learning Graph

In this section, we introduce how to design an appropriate LVF for each agent, which involves only partial agents, but its gradient w.r.t. the local policy is the same as that of the global value-function.

3.1 Local Value-Function Design

Although the coordination graph $G_C$, the observation graph $G_O$, and the reward graph $G_R$ can be defined independently, we observe that all of them will induce the couplings between different agents in the optimization objective. In this subsection, we will build a connection between these graphs and the couplings between agents, based on which the LVFs will be designed.

Define a new graph $G_{CO} = (\mathcal{V}, \mathcal{E}_{CO})$ where $\mathcal{E}_{CO} = \mathcal{E}_C \cup \mathcal{E}_O$. Let

$$N_{i}^{CO+} = \{j \in \mathcal{V} : i \xrightarrow{\mathcal{E}_{CO}} j\}$$
be the set of vertices in graph $G_{CO}$ that are reachable from vertex $i$. Denote $T^{CO+}_i = N^{CO+}_i \cup \{i\}$.

Define the following composite reward for agent $i$:

$$\hat{r}_i(s(t), a(t)) = \sum_{j \in I^L_i} r_j(s_{I^R_j}(t), a_{I^R_j}(t)),$$

where

$$I^L_i = \{ j \in V : T^R_j \cap T^{CO+}_i \neq \emptyset \} = \cup_{j \in T^{CO+}_i} T^R_j.$$  

Accordingly, we define a LVF for agent $i$:

$$\hat{V}^{\pi}_i(s) = \mathbb{E}\left[ \sum_{t=0}^{\infty} \gamma^t \hat{r}_i(s(t), a(t)) | s(0) = s \right].$$

Then agent $i$ is expected to maximize the following objective:

$$\hat{J}_i(\theta) = \mathbb{E}_{\theta \sim D} \hat{V}^{\pi(\theta)}_i(s) = \sum_{j \in I^L_i} J_j(\theta).$$

Different from the global value-function $J(\theta) = \sum_{j \in V} J_j(\theta)$, the LVF $\hat{J}_i(\theta)$ only involves agents in a subset $I^L_i \subseteq V$. We make the following assumption on the graphs so that $I^L_i \neq V$ for at least one agent $i$.

**Assumption 1** There exists a vertex $i \in V$ such that $I^L_i \neq V$.

Define graph $G_{COR} = G_{CO} \cup G^T_R$. The following lemma shows a sufficient graphical condition and a necessary graphical condition for Assumption 1.

**Lemma 1** The following statements are true:

(i). Assumption 1 holds if graph $G_{COR}$ has $n > 1$ SCCs.

(ii). Assumption 1 holds only if graph $G_{CO}$ has $n > 1$ SCCs.

**Proof:** The second statement is straightforward due to the definition of $I^L_i$. Next we prove the first one.

Without loss of generality, let $i$ and $j$ be two vertices such that $j$ is not reachable from $i$ in $G_{COR}$. Suppose that $T^L_i = V$, then there must exist $k \in V$ such that $j \in T^R_k$, and $k \in T^{CO+}_i$. That is, $(k, j) \in E^T_R$, implying that $j$ is reachable from $i$ in $G_{CO} \cup G^T_R$, which is a contradiction.

One may question if the converse of Lemma 1 is true. The answer is no. This is because graph $G^T_R$ may contain some edges that connect different SCCs in $G_{CO}$. For statement (i), $G_{COR}$ may be strongly connected even when there exists a vertex $j \in V \setminus T^L_i$. Fig. 3 shows a counter-example where $T^L_i = \{1, 2\}$ is only a subset of $V$ but $G_{COR}$ is strongly connected. For statement (ii), a simple counter-example can be obtained by setting $E^T_R = V \times V$.

Next we show that each agent $i \in V$ maximizing its LVF (9) is equivalent to maximizing the global value function (4).

![Figure 3: A counter-example for the converse of Lemma 1(i).](image)
Given a function \( f(\theta) : \mathbb{R}^d \rightarrow \mathbb{R} \) and a positive \( \delta \), we define
\[
f^\delta(\theta) = \mathbb{E}[f(\theta + \delta u)], \quad u \sim \mathcal{N}(0, I_d).
\] (10)

The following lemma shows the equivalence between the smoothed LVF \( \hat{J}_i^\delta(\theta) \) and the smoothed global value-function \( J^\delta(\theta) \).

**Lemma 2** The following statements are true:
(i) \( \nabla_\theta J^\delta(\theta) = \nabla_\theta \hat{J}_i^\delta(\theta) \) for any \( \delta > 0 \), \( i \in \mathcal{V} \).
(ii) If \( J_i(\theta) \), \( i \in \mathcal{V} \) are differentiable, then \( \nabla_\theta J(\theta) = \nabla_\theta \hat{J}_i(\theta) \), \( i \in \mathcal{V} \).

Lemma 2 reveals the implicit connection between graphs and the couplings between agents in the optimization objective. It is important to note that statement (i) in Lemma 2 does not require \( J_i(\theta) \), \( i \in \mathcal{V} \) to be differentiable because \( J^\delta(\theta) = \mathbb{E}[J(\theta + \delta u)] \) is always differentiable. In order to adapt our approach to the scenario when \( J(\theta) \) is not differentiable, we choose to find the stationary point of \( J^\delta(\theta) \). The gap between \( J(\theta) \) and \( J^\delta(\theta) \) can be bounded if \( J(\theta) \) is Lipschitz continuous and \( \delta > 0 \) is sufficiently small.

To guarantee the Lipschitz continuity of \( J(\theta) \), we make the following assumption on functions \( V_i^{\pi(\theta)}(\theta) \) for \( i \in \mathcal{V} \):

**Assumption 2** \( V_i^{\pi(\theta)}(s), \ i \in \mathcal{V} \) are \( L_i \)-Lipschitz continuous w.r.t. \( \theta \) in \( \mathbb{R}^d \) for any \( s \in \mathcal{S} \). That is, 
\[
|V_i^{\pi(\theta)}(s) - V_i^{\pi(\theta')}(s)| \leq L_i \|\theta - \theta'\| \text{ for any } s \in \mathcal{S}, \theta, \theta' \in \mathbb{R}^d.
\]

Assumption 2 directly implies that \( J_i(\theta) \) is \( L_i \)-Lipschitz continuous. Moreover, \( J(\theta) \) is \( L \)-Lipschitz continuous in \( \mathbb{R}^d \), where \( L \triangleq \sum_{i \in \mathcal{V}} L_i \), due to the following fact:
\[
|J(\theta) - J(\theta')| \leq \sum_{i \in \mathcal{V}} |J_i(\theta) - J_i(\theta')| \leq \sum_{i \in \mathcal{V}} |\mathbb{E}[V_i^{\pi(\theta)}(s) - V_i^{\pi(\theta')}(s)]| \leq \sum_{i \in \mathcal{V}} L_i \|\theta - \theta'\|. \quad (11)
\]

### 3.2 Learning Graph

Lemma 2 has shown that having the local gradient of a LVF is sufficient for each agent to update its policy according to the following gradient ascent:
\[
\theta_i^{k+1} = \theta_i^k + \nabla_\theta \hat{J}_i^\delta(\theta_i^k), \quad i \in \mathcal{V},
\] (12)

where \( \theta_i^k \) is the policy parameter at step \( k \), \( \nabla_\theta \hat{J}_i^\delta(\theta_i^k) \) can be estimated by evaluating the value of \( \hat{J}_i^\delta(\theta_i^k) \).

To ensure that each agent \( i \) has access to the value of \( J^\delta(\theta_i^k) \), in this subsection, we define the learning graph \( G_L = (\mathcal{V}, \mathcal{E}_L) \) based on the LVF design (7), which interprets the required reward information flow during the learning process. The edge set \( \mathcal{E}_L \) is defined as:
\[
\mathcal{E}_L = \{(j, i) \in \mathcal{V} \times \mathcal{V} : j \in \mathcal{I}_L^i, \ i \in \mathcal{V}\}. \quad (13)
\]

The definition of \( \mathcal{E}_L \) implies the following result.

**Lemma 3** If \( (j, i) \in \mathcal{E}_L \), then \( i \notin CO(j) \).

The converse of Lemma 3 is not true, see Fig. 3 as a counterexample.

To better understand the learning graph \( G_L \), we find a clustering \( \mathcal{V} = \cup_{l=1}^n \mathcal{V}_l \) for the graph \( G_{CO} \), where \( \mathcal{V}_l \) is the vertex set of the \( l \)-th maximum independent strongly connected component (SCC) in \( G_{CO} \), and \( \mathcal{V}_l \cap \mathcal{V}_{l'} = \emptyset \) for any distinct \( l_1, l_2 \in \mathcal{C} = \{1, \ldots, n\} \). According to Lemma 1 such a clustering with \( n > 1 \) can always be found under Assumption 1.

According to the definition (13), we have the following observations:

- The subgraph corresponding to each cluster \( \mathcal{V}_l \) in \( G_L \) is a clique.
RL algorithm based on local consensus algorithms. If the agents are able to exchange information via communications following graph \( G \), the zeroth-order oracle in [38] can then be employed to estimate \( \nabla_{\theta_i} J^G_i(\theta^k) \) in [12]. However, \( G_L \) is usually dense, inducing high communication costs, and having such a dense communication graph may be unrealistic in practice. To further relax the condition on the communication graph, in the next section, we will design a distributed RL algorithm based on local consensus algorithms.
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Figure 4: The learning graph \( G_L \) corresponding to \( G_{CO} \) in Fig. 1 and \( G_R \) in Fig. 2.
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Figure 5: (a). The cluster-wise learning graph \( G_{L}^{cl} \). (b). The cluster-wise graph \( G_{CO}^{cl} \) or \( G_{COR}^{cl} \).

- If there is one link in \( G_L \) from one cluster to another cluster, then there is an edge in \( G_L \) between any pair of agents in these two clusters.
- The agents in the same cluster share the same LVF.

To demonstrate the edge set definition (13), the learning graph corresponding to the coordination graph and the observation graph in Fig. 1 and the reward graph in Fig. 2 is shown in Fig. 4. According to the above-mentioned observations, the graph \( G_L \) in Fig. 4 can be interpreted from a cluster perspective, by the graph \( G_{L}^{cl} \) shown in Fig. 5 (a). For graphs \( G_{CO} \) and \( G_{COR} \), we can also define their cluster-wise graphs \( G_{CO}^{cl} \) and \( G_{COR}^{cl} \). In Example 1, due to the setting \( G_R = G_{C}^{cl} \), it holds that \( G_{CO}^{cl} = G_{COR}^{cl} \), as shown in Fig. 5 (b).

Note that the cluster-wise graph \( G^{cl} \) for a graph \( G \) is constructed by regarding each cluster as one node, and adding one edge between two clusters if there is an edge between two agents belonging to these two clusters in \( G \), respectively. However, the specific relationship between a graph and its cluster-wise version may differ, depending on the structure of the graph. More specifically, \((l_1, l_2) \in \mathcal{E}_{CO}^{cl}(or \mathcal{E}_{COR}^{cl}) \) implies that in \( G_{CO} \) (or \( G_{COR} \)), there exists one edge from SCC cluster \( V_i \) to SCC cluster \( V_j \). In other words, any vertex in cluster \( V_i \) is reachable from any vertex in cluster \( V_j \). On the other hand, \((l_1, l_2) \in \mathcal{G}_L^{cl} \) implies that there exists an edge from any vertex in cluster \( V_i \) to any vertex in cluster \( V_j \). Based on these facts, we give a specific result regarding the relationship between \( G_L^{cl} \) and \( G_{CO}^{cl} \) as below.

**Lemma 4** Given \( G_{CO}, G_{CO}, G_{R} \) and the induced \( G_{L} \), the following statements are true:

(i) \((\mathcal{E}_{CO}^{cl})^{\top} \subseteq \mathcal{E}_L^{cl} \subseteq (\mathcal{E}_{COR}^{cl})^{\top} \);
(ii) \((\mathcal{G}_{CO}^{cl})^{\top} = G_L^{cl} = (\mathcal{G}_{COR}^{cl})^{\top} \) if \( \mathcal{E}_R \subseteq \mathcal{E}_{COR}^{\top} \);
(iii) \((\mathcal{G}_{CO}^{cl})^{\top} = G_L^{cl} = (\mathcal{G}_{COR}^{cl})^{\top} \) if and only if \( i \in \mathcal{E}_{CO} \) for any \( (j, i) \in \mathcal{E}_R \).

In the existing literature of MARL, it is common to see the assumption that \( \mathcal{I}_R^L = \{i\} \). In this scenario, \( \mathcal{E}_R \subseteq \mathcal{E}_{CO} \), therefore it always holds that \( G_L^{cl} = (\mathcal{G}_{CO}^{cl})^{\top} = (\mathcal{G}_{COR}^{cl})^{\top} \).

The learning graph \( G_L \) interprets the required reward information flow in our distributed MARL algorithm. If the agents are able to exchange information via communications following \( G_L \), then each agent can acquire the information of its LVF via local communications with others. The zeroth-order oracle in [38] can then be employed to estimate \( \nabla_{\theta} J^G_i(\theta^k) \) in [12]. However, \( G_L \) is usually dense, inducing high communication costs, and having such a dense communication graph may be unrealistic in practice. To further relax the condition on the communication graph, in the next section, we will design a distributed RL algorithm based on local consensus algorithms.
4 Distributed RL Based on Local Consensus

In this section, we propose a distributed RL algorithm based on local consensus algorithms and ZOO with policy search in the parameter space. ZOO-based RL with policy search in the action space has been proposed in [29]. Compared to the action space, the parameter space usually has a higher dimension. However, the work in [29] requires the action space to be continuous and leverages the Jacobian of the policy \( \pi \) w.r.t. \( \theta \). Our RL algorithm is applicable to both continuous and discrete action spaces and even does not require \( \pi \) to be differentiable. In addition, our distributed learning framework based on LVFs is compatible with policy search in the action space.

4.1 Communication Weights and Distributed RL Design

We have shown that agents in the same strongly connected component share the same LVF. Therefore, there are \( n \) LVFs to be estimated. Moreover, it is unnecessary for an agent to estimate a LVF that is independent of this agent. For notation simplicity, we use \( C^{l} \) to denote the index set of agents involved in the LVF for the \( l \)-th cluster, \( l \in C \). As a result, \( C^{l} = I^{l} \) if \( i \in V_{l} \). Moreover, we denote by \( n_{l} \equiv |I^{l}| \) the number of agents involved in the LVF of cluster \( l \).

Suppose that the communication graph \( G_{cm} = (V, E_{cm}) \) is available. To make each agent obtain all the individual rewards involved in its LVF, we design a local consensus algorithm based on which the agents involved in each LVF cooperatively estimate the average of their rewards by achieving average consensus. Define \( n \) communication weight matrices \( C^{l} \in \mathbb{R}^{N \times N} \), as follows:

\[
C^{l}_{ij} = \begin{cases} 
0, & \text{if } i, j \in I^{l}, (i, j) \in E_{cm}; \\
1, & \text{otherwise},
\end{cases} \quad l \in C,
\]

(14)

where \( C = \{1, ..., n\} \) is the set of indices for clusters.

We assume that given an initial state, by implementing the global policy \( \pi(\theta) \), each agent is able to obtain reward \( r_{j}(t) \), \( j \in I^{l} \) at each time step \( t = 0, ..., T - 1 \). By further considering possible random effects in the transition, we rewrite the obtained local value of agent \( i \) by implementing policy \( \pi(\theta) \) as \( W_{i}(\theta, \xi) \equiv r_{i}^{l}(t) = E[W_{i}(\theta, \xi)] + \xi_{i} \), where \( \xi_{i} \sim H, \mathbb{E}[\xi_{i}] = 0, \mathbb{E}[\xi_{i}^{2}] = \sigma_{i}^{2}, i \in V, H \) is determined by randomness of both the initial state and the transition probability. When a stochastic policy function is employed, \( H \) is also affected by the randomness of the policy.

The distributed RL algorithm is shown in Algorithm 1. The consensus algorithm (15) is to make each agent \( i \) in cluster \( V_{l} \) estimate \( \frac{1}{n_{l}}W_{i}(\theta^{k} + \delta u_{i}^{k}, \xi^{k}) \equiv \frac{1}{n_{l}} \sum_{j \in I^{l}} W_{i}(\theta^{k} + \delta u_{i}^{k}, \xi^{k}) \), which is the average of the reward sum among the agents involved in the corresponding LVF.

To ensure that Algorithm 1 works efficiently, we make the following assumption on graph \( G_{cm} \).

**Assumption 3** The communication graph \( G_{cm} \) is undirected, and the agents specified by \( I^{l} \) form a connected component of \( G_{cm} \) for all \( l \in C \).

The following lemma gives a sufficient condition for Assumption 3.

**Lemma 5** Given that graph \( G_{cm} \) is undirected, Assumption 3 holds if \( E_{CO} \subseteq E_{cm} \).

**Proof**: Note that for each cluster \( l \in C \), there must exist a path in \( G_{CO} \) from cluster \( l \) to any agent in \( I^{l} \), together with the fact that \( G_{cm} \) is undirected, agents in \( I^{l} \) must be connected in \( G_{cm} \). \( \square \)

Once a communication graph \( G_{cm} \) satisfying Assumption 3 is available, we design the communication weights such that the following assumption holds.

**Assumption 4** \( C^{l} \) is doubly stochastic, i.e., \( C^{l}1_{N} = 1_{N} \) and \( 1_{N}^{T}C^{l} = 1_{N}^{T} \), for all \( l \in C \).

Assumption 4 guarantees that average consensus can be achieved among the agents involved in each LVF. Since one agent may be involved in LVFs of multiple clusters, one agent may keep multiple different
Algorithm 1 Distributed RL Algorithm

**Input:** Step-size $\eta$, initial state distribution $D$, number of learning epochs $K$, number of evolution steps $T_e$ (for policy evaluation), iteration number for consensus seeking $T_c$, initial policy parameter $\theta_0$, smoothing radius $\delta > 0$.

**Output:** $\theta^K$.

1. for $k = 0, 1, ..., K - 1$ do
2. Sample $s_k^0 \sim D$.
3. for all $i \in V$ do (Simultaneous Implementation)
4. Agent $i$ samples $u_k^i \sim \mathcal{N}(0, I_d)$, implements policy $\pi_i(\theta_k^i + \delta u_k^i)$ for $t = 0, ..., T_e - 1$, observes $W_i(\theta_k^i + \delta u_k^i, \xi_k^i)$. For $l \in C$, sets $\mu_{kl}^i(0) \leftarrow W_i(\theta_k^i + \delta u_k^i, \xi_k^i)$ if $i \in I_{cI}^l$, and sets $\mu_{kl}^i(0) \leftarrow 0$ otherwise.
5. for $v = 0, ..., T_c - 1$ do
6. Agent $i$ sends $\mu_{kl}^i(v)$, $l \in C$ to its neighbors in $G_{cm}$, and computes $\mu_{kl}^i(v + 1)$ according to the following updating law:
   \[ \mu_{kl}^i(v + 1) = \sum_{j \in I_{cm}^l} C_{ij} \mu_{kl}^j(v). \] (15)
7. end for
8. Agent $i$ estimates its local gradient
   \[ g_i(\theta_k^i, u_k^i, \xi_k^i) = \frac{n_i \mu_{kl_i}^i(T_c)}{\delta} u_k^i, \] (16)
   where $l_i$ denotes the cluster including $i$. Then agent $i$ updates its policy according to
   \[ \theta_{k+1}^i = \theta_k^i + \eta g_i(\theta_k^i, u_k^i, \xi_k^i). \] (17)
9. end for
10. end for
nonzero communication weights for the same communication link. From the definition of $C^l$ in (14), $C^l_{j,j'} = 0$ for all $j \notin \mathcal{I}^l$, and $j' \in \mathcal{V}$. Then $\mu^k_i(t) = 0$ for $j \notin \mathcal{I}^l$ for any $p \geq 0$. Moreover, let $C^l_0 \in \mathbb{R}^{n_l \times n_l}$ be the principle submatrix of $C^l$ by removing the $j$-th row and column for all $j \notin \mathcal{I}^l$, then Assumption 4 implies that $C^l_0$ is doubly stochastic for all $l \in \mathcal{L}$. Define $\rho_l = \|C^l_0 - \frac{1}{n_l} 1_n 1_n^\top\|$, it has been shown in (39) that under Assumption 4 we have $\rho_l < 1$.

Remark 2 When graph $\mathcal{G}_{\text{CO}}$ is strongly connected, all the agents form one cluster and achieve average consensus during the learning process. Algorithm 1 then reduces to a global consensus-based distributed RL algorithm. In fact, under any graph $\mathcal{G}_{\text{CO}}$, the global consensus-based framework can always solve the distributed RL problem. However, when Assumption 7 holds, our local consensus-based framework in Algorithm 1 requires consensus to be achieved among smaller-size groups, therefore exhibiting a faster convergence rate. When the whole multi-agent network is of large scale, it is possible that the number of agents involved in each LVF is significantly smaller than the number of agents in the whole network. In such scenarios, Algorithm 1 has a much faster convergence rate compared with the global consensus-based algorithm due to the following two reasons: (i) the average consensus tasks are performed within smaller-size groups; (ii) the gradient estimation based on the LVF $\hat{J}_i(\theta)$ has a lower variance compared with that based on the global value-function $J(\theta)$. See the next subsection for more details.

4.2 Convergence Analysis

In this subsection, convergence analysis of Algorithm 1 will be presented. The following assumption is made to guarantee the solvability of the problem (2).

Assumption 5 The individual reward of each agent at any time $t$ is uniformly bounded, i.e., $r_l \leq r_i(t) \leq r_u$ for all $i \in \mathcal{V}$ and $t \in \mathbb{N}$.

Lemma 6 Under Assumption 5, there exist $J_l$ and $J_u$ such that $J_l \leq J_i(\theta) \leq J_u$ for any $\theta \in \mathbb{R}^d$, $i \in \mathcal{V}$.

Lemma 6 implies that there exists an optimal policy for the RL problem (4), which is the premise of solving problem (2). Based on Lemma 6 we can bound $\hat{J}_i$ and $J = \sum_{i \in \mathcal{V}} J_i$ by $[\hat{J}_i, J_u] [J_i, J_u]$, respectively. The following lemma bounds the error between the actual LVF and the expectation of observed LVF.

Lemma 7 Under Assumption 5, the following holds for all $l \in \mathcal{C}$ and $i \in \mathcal{V}_l$:

$$|\hat{J}_i(\theta) - \mathbb{E}[\hat{W}_i(\theta, \xi)]| \leq n_l \gamma^T \sigma_0,$$

where $J_0 = \max\{|J_l|, |J_u|\} = \frac{r_u}{1 - \gamma}$, $r_0 = \max\{|r_l|, |r_u|\}$, $n_l = |\mathcal{I}^l| = |\mathcal{I}^l|$ is the number of agents involved in $\hat{J}_i(\theta)$.

Let $\mu^k_i = (\mu^k_{ij}, \ldots, \mu^k_{ij})^\top \in \mathbb{R}^{n_l \times 1}$, the following lemma bounds the LVF estimation error.

Lemma 8 Under Assumption 5 and Assumptions 3-5, By implementing Algorithm 1 the following holds for any $l \in \mathcal{L}$ and $i \in \mathcal{V}_l$:

$$|\mathbb{E}[n_l \mu^k_i(T_c)] - \hat{J}_i(\theta^k + \delta u^k)| \leq E_i,$$

$$\mathbb{E}_{\xi \sim H} \left[ (n_l \mu^k_i(T_c))^2 \right] \leq B_i^\mu,$$

where $E_i = \rho_l n_l^2 (J_u - J_l + \gamma^T J_0) + n_l^2 \gamma^T J_0$, $B_i^\mu = n_l^2 \left( \sigma_0^2 + (1 + \gamma^T)^2 J_0^2 \right)$, $\sigma_0 = \max_{i \in \mathcal{V}} \sigma_i$.

The following lemma bounds the variance of the zeroth-order oracle (16).

Lemma 9 Under Assumptions 1, 3-5, for any $i \in \mathcal{V}_l$, it holds that $\mathbb{E}[\|g_i(\theta^k, u^k, \xi^k)\|^2] \leq \frac{B_i^\mu d_{\mathcal{L}}}{\delta^2}$. 
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Lemma 9 shows that the variance of each local zeroth-order oracle is mainly associated with \( n_l \), which is the number of agents involved in the LVF for the \( l \)-th cluster. Note that if the policy is based on the global reward, the bound of \( \mathbb{E}[\|g_i(\theta^k, u^k, \xi^k)\|^2] \) will be \( \frac{N^5B^4Ld}{\pi^2h^6} \). When the network is of a large scale, \( N \) may be significantly larger than \( n_l \). As a result, the variance of the zeroth-order oracle is much higher than that in our case. Therefore, our algorithm has a significantly improved scalability to large-scale networks.

**Theorem 1** Under Assumptions 1-5, let \( \delta = \frac{\epsilon}{L \sqrt{d}}, \eta = \frac{\epsilon^{1.5}}{d^{1.5} \sqrt{K}} \). The following statements hold:

(i). \( |J^\delta(\theta) - J(\theta)| \leq \epsilon \) for any \( \theta \in \mathbb{R}^d \).

(ii). By implementing Algorithm 7 if

\[
K \geq \frac{d^3B^2}{\epsilon^5}, \quad T = \log_{\gamma} \frac{\epsilon^{1.5}}{2\sqrt{2n_l^2LdJ_0}}, \quad T_e \geq \log_{\rho\alpha} \frac{\epsilon^{1.5}}{2\sqrt{2n_l^2Ld(J_u - J_l + J_0)}},
\]

then

\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[\|\nabla_{\theta} J^k(\theta^k)\|^2] \leq \epsilon,
\]

where \( B = 2(NJ_u - J^\delta(\theta^0)) + L^4n_l^2(\sigma_0^2 + (1 + \gamma^T)^2J^2) \).

The convergence result provided in Theorem 1 can be alternatively written as \( \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[\|\nabla_{\theta} J^k(\theta^k)\|^2] \leq O(d^{1.5}K^{-1.5} + \epsilon/2) \). Note that the lower bounds of \( K, T, \) and \( T_e \) are positively associated with \( n_l \), which is the maximal number of agents involved in one LVF. According to the definition of \( I^L \) in (7), \( n_l \) is determined by the length of the path starting from cluster \( l \) in graph \( G_{CO} \). This implies that the convergence rate depends on the maximal length of a path in \( G_{CO} \) and having shorter paths benefits for enhancing the convergence rate. When graph \( G_{CO} \) is strongly connected, there is only one cluster and each path achieves its maximum length, then the distributed RL algorithm becomes a centralized algorithm based on the global value-function and the sample complexity reaches maximum. In the next section, we will provide a solution to this case.

5 Distributed RL via Truncated Local Value-Functions

Assumption 1 may not always hold in practice. According to Lemma 9, when graph \( G_{CO} \) is strongly connected, \( I^L = V \) for all \( i \in V \), namely, the LVF of each agent becomes identical to the global value-function, thereby rendering the distributed RL algorithm centralized again. Moreover, sometime even if Assumption 1 holds, the sample complexity may still be high due to the large size of some SCC or some long paths in \( G_{CO} \). In this section, motivated by [14], we resolve this issue by further dividing large size SCCs into smaller size SCCs (clusters) and ignoring agents that are far away when designing the LVF for each cluster in the graph. For each cluster, the approximation error turns out to be dependent on the distance between ignored agents and this cluster. Different from [14], where each agent neglects the effects of other agents that are far away, our design aims to make each cluster neglect its effects on other agents that are far away. Moreover, in our setting, the agents in each cluster estimate their common LVF value via local consensus, whereas in [14], each agent has its unique LVF, and it was not mentioned how this value can be obtained.

5.1 Truncated Local Value-Function Design

Different from the aforementioned SCC-based clustering for \( G_{CO} \), now we artificially give a clustering \( V = \bigcup_{i=1}^{n_l} V_l, \) where \( V_{l_1} \cap V_{l_2} = \emptyset \) for distinct \( l_1, l_2 \leq n, V_l \) still corresponds to a SCC in \( G_{CO} \). However, each cluster may no longer be a maximum SCC. That is, multiple clusters may form a larger SCC of \( G_{CO} \).
Next we define a distance function $D(i, j)$ to describe how many steps are needed for the action of agent $i$ to affect another agent $j \in \mathcal{I}_l$. According to Lemma 1(i), when $(j, i) \in \mathcal{E}_L$, there is always a path from $i$ to $j$ in $\mathcal{G}_{\text{COR}}$. Let $P(i, j)$ be the length of the shortest path from vertex $i$ to vertex $j$ in graph $\mathcal{G}_{\text{COR}}$. The distance function is defined as

$$D(i, j) = \begin{cases} 0, & i = j, \\ P(i, j), & (j, i) \in \mathcal{E}_L, \\ \infty, & (j, i) \notin \mathcal{E}_L. \end{cases}$$

(23)

We clarify the following facts regarding $D(i, j)$. (i). It may happen that there is a path from $i$ to $j$ in $\mathcal{G}_{\text{COR}}$ but $(j, i) \notin \mathcal{E}_L$, see Fig. 3 as an example. Therefore, to exclude $j \notin \mathcal{I}_l$, we artificially defined $D(i, j)$ instead of using $P(i, j)$ directly to characterize the inter-agent distance. (ii). The distance function $D(i, j)$ defined here is unidirectional and does not satisfy the symmetry property of the distance in metric space. (iii). Although the artificial SCC clustering is obtained from $\mathcal{G}_{\text{CO}}$, the path length $P(i, j)$ is calculated via graph $\mathcal{G}_{\text{COR}}$ because it always contains all the edges from $i$ to any $j \in \mathcal{I}_l$. If $\mathcal{G}_{\text{CO}}$ is used instead, some agent in $\mathcal{I}_l$, $j \in \mathcal{I}_l$ may be missing.

We further define the distance from a cluster $l$ to an agent $j$ as

$$D(V_l, j) = \min_{i \in V_l} D(i, j).$$

(24)

Denote by $D_l^\kappa = \max_{j \in V} D(V_l, j)$ the maximum distance from cluster $l$ to any agent out of this cluster that can be affected by cluster $l$. Since we have defined $n_l = |\mathcal{I}_l|$, it is observed that $D_l^\kappa = n_l - |V_l|$. Given a cluster $l \in \mathcal{C}$, for any agent $i \in V_l$, we define the following TLVF:

$$\tilde{J}_l^\delta(\theta) = \begin{cases} \sum_{j \in \mathcal{I}_l^\kappa} J_j^\delta(\theta), & \kappa \geq D_l^\kappa, \\ \sum_{j \in V_l^\kappa} J_j^\delta(\theta), & \kappa < D_l^\kappa, \end{cases}$$

(25)

where $V_l^\kappa = \{j \in V : D(V_l, j) \leq \kappa\}$ is the set of agents involved in the TLVF of cluster $l$, $\kappa \in \mathbb{N}_+$ is a pre-specified truncation index determining the maximum number of agents other than cluster $l$ that are involved in the LVF of cluster $l$. The following lemma bounds the error between the local gradients of the TLVF and the global value function.

**Lemma 10** Under Assumption 3 Given cluster $l$, and agent $i \in V_l$, the following bound holds for $\tilde{J}_l^\delta(\theta)$:

$$\|\nabla_{\theta_i} J_l^\delta(\theta) - \nabla_{\theta_i} J_l^\delta(\theta)\| \leq \gamma^{\kappa+1} \sum_{j \in V_l^\kappa} L_j \sqrt{dd_i};$$

(26)

where $V_l^\kappa = \{j \in V : \kappa < D(V_l, j) < \infty\} = V_l \setminus V_l^\kappa$. Lemma 10 implies that the error between $\nabla_{\theta_i} J_l^\delta(\theta)$ and $\nabla_{\theta_i} J_l^\delta(\theta)$ exponentially decays with the exponent $\kappa$. Therefore, when $\gamma^{\kappa+1}$ is sufficiently small, by employing $\nabla_{\theta_i} J_l^\delta(\theta)$ in the gradient ascent algorithm, the induced error should be acceptable. This is the fundamental idea of our approach. In next subsection, we will propose the detailed algorithm design and convergence analysis.

### 5.2 Distributed RL with Convergence Analysis

Next we design a distributed RL algorithm based on the TLVF. It suffices to redesign the communication weights, so that the value of $\tilde{J}_l^\delta(\theta)$ (instead of $J_l^\delta(\theta)$) can be estimated for each agent $i \in V$. For any cluster $l \in \mathcal{C}$, instead of using $\mathcal{I}_l$, we set the index set of agents involved in the LVF as $\mathcal{I}_l = \mathcal{I}_l^\kappa \cap V_l^\kappa$.

Define the number of agents involved in each TLVF as

$$n_l^\kappa = \begin{cases} n_l, & \kappa \geq D_l^\kappa, \\ |V_l| + \kappa, & \kappa < D_l^\kappa. \end{cases}$$

(27)

The length of a path refers to the number of edges included in this path.
Recall that $D_l^* = n_l - |V_l|$, it always holds that $n_l^\kappa \leq n_l$.

The $l$-th communication weight matrix is then redesigned as

$$
C_{l,i,j}^{\kappa} \begin{cases} 
    > 0, & \text{if } i, j \in T_l^\kappa, (i, j) \in \mathcal{E}_{cm}; \\
    = 0, & \text{otherwise}, 
\end{cases} 
$$

where $\mathcal{C} = \{1, \ldots, n\}$.

Similar to Assumptions 3 and 4, we make the following two assumptions.

**Assumption 6** The communication graph $\mathcal{G}_{cm}$ is undirected, and and the agents specified by $\mathcal{T}_l^\kappa$ form a connected component of $\mathcal{G}_{cm}$ for all $l \in \mathcal{C}$.

**Assumption 7** $C_l^{\kappa}$ is doubly stochastic for all $l \in \mathcal{C}$.

Note that Assumption 6 is milder than Assumption 3 because $T_l^\kappa \subseteq T_l^{\kappa_l}$, implying that fewer communication links are needed when the TLVF method is employed. Moreover, when the communication graph $\mathcal{G}_{cm}$ is available, $\kappa$ can be designed to meet Assumption 7.

The distributed RL algorithm based on TLVFs can be obtained by simply replacing the communication weight matrices $C_l$ with $C_l^{\kappa}$, for all $l \in \mathcal{C}$.

Similar to Lemmas 7, 8 and 9, we have the following results.

**Lemma 11** Under Assumption 5, the following holds for all $l \in \mathcal{C}$ and $i \in \mathcal{V}_l$:

$$
|\tilde{J}_l(\theta) - \mathbb{E}[\tilde{W}_l(\theta, \xi)]| \leq n_l^\kappa \gamma^T J_0. 
$$

**Lemma 12** Under Assumption 7, Assumptions 3, 4. By implementing Algorithm 7, the following holds for any $l \in \mathcal{C}$ and $i \in \mathcal{V}_l$:

$$
|\mathbb{E}[u_t|\mu_{kl}(T_c) - \tilde{J}_l(\theta^k + \delta u^k)]| \leq E_t^\kappa, 
$$

$$
\mathbb{E}_{\xi \sim \mathcal{N}} \left(\left[n_t^\kappa \mu_{kl}(T_c)\right]^2\right) \leq B_t^\kappa, 
$$

where $E_t^\kappa = (\rho_t^\kappa)^\kappa (n_t^\kappa)^2 (J_{u} - J_{l} + \gamma^T J_{0}) + (n_t^\kappa)^2 \gamma^T J_{0}, B_t^\kappa = (n_t^\kappa)^2 (\sigma_0^2 + (1 + \gamma^T) J_0^2), \sigma_0 = \max_{i \in \mathcal{V}} \sigma_i, \rho_t^\kappa = \|C_t^\kappa - \frac{1}{n_t^\kappa} \mathbb{1}_{n_t^\kappa} \mathbb{1}_{n_t^\kappa}^T\|$. 

**Lemma 13** Under Assumptions 3, 4, for any $i \in \mathcal{V}_l$, it holds that $\mathbb{E}[\|g_t(\theta^k, u^k, \xi^k)\|^2] \leq B_t^\kappa/\sigma_t$.

**Theorem 2** Under Assumptions 3, 4, let $\delta = \frac{\epsilon}{L^2 \sqrt{T_c}}, \eta = \frac{\epsilon^{1.5}}{m \sqrt{\kappa}}$. The following statements hold:

(i). $|J^\kappa(\theta) - J(\theta)| \leq \epsilon$ for any $\theta \in \mathbb{R}^d$.

(ii). By implementing Algorithm 7 if

$$
K \geq \frac{d^2 B^2}{\epsilon^5}, \quad T_c \geq \log \gamma_0 \frac{\epsilon^{1.5}}{4(n_0^\kappa)^2 LdJ_0}, \quad T_c \geq \log \rho_0 \frac{\epsilon^{1.5}}{4(n_0^\kappa)^2 Ld(J_u - J_l + J_\kappa)}, 
$$

then

$$
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[\|\nabla \theta J^\kappa(\theta^k)\|^2] \leq \epsilon + \gamma^{\kappa+1} \max_{l \in \mathcal{C}} |V_l^\kappa| L_0 \sqrt{dd_0}, 
$$

where $B = 2(N J_u - J^\kappa(\theta^0)) + (n_0^\kappa)^2 (\sigma_0^2 + (1 + \gamma^T) J_0^2) L^4, n_0^\kappa = \max_{l \in \mathcal{C}} n_l^\kappa$.

**Remark 3** The sample complexity provided in Theorem 2 is associated with $n_0^\kappa$, which may be significantly smaller than $n_0$ (depending on $\kappa$) in Theorem 3. On the other hand, the convergence error in Theorem 2 has an extra term associated with $\gamma^{\kappa+1}$. Therefore, there is a trade off when we choose $\kappa$. The greater $\kappa$ is, the smaller the convergence error will be, however, the convergence rate may be decreased. For example, when $\gamma = 0.6$, we have $\gamma^{\kappa+1} \leq 0.028$ if $\kappa \geq 6$. In this case, we can choose $\kappa = 6$, implying that each cluster only consider its effects on 6 agents other than this cluster even when $\mathcal{G}_{CO}$ is strongly connected. Therefore, when the network is of a huge scale with long paths in graph $\mathcal{G}_{CO}$, using the TLVFs can further reduce the sample complexity.
6 Discussions on Distributed RL with Two-Point Feedback

The two distributed RL algorithms proposed in the last two sections are based on the one-point zeroth-order oracle [16]. We observe that Algorithm 1 is always efficient as long as \( g(\theta^k, u^k, \xi^k) \) is an unbiased estimate of \( \nabla_\theta J(\theta^k) \) and \( \mathbb{E}[\|g(\theta^k, u^k, \xi^k)\|^2] \) is bounded. Therefore, the two-point feedback oracles proposed in [38] and the residual feedback oracle in [40] can also be employed in Algorithm 1. Based on the LVF design in our work, the two-point feedback oracle for each agent \( i \) in learning episode \( k \) can be obtained as

\[
\bar{g}_i(\theta^k, u^k, \xi^k) = \frac{1}{\delta} \left( \mu_i^{k_i}(T_c) - \nu_i^{k_i}(T_c) \right) u_i^k,
\]

where \( \bar{L}_i \) is the approximate estimation of \( \tilde{W}_i(\theta^k, \xi^k) \) via local consensus.

Define \( \bar{L}_i = \sum_{j \in \mathcal{E}_i} \bar{L}_i \), which is a Lipschitz constant of \( \tilde{W}_i \). Then we can show

\[
\mathbb{E}[\|\bar{g}(\theta^k, u^k, \xi^k)\|^2] = \mathbb{E}\left[\|\bar{J}_i(\theta^k + \delta u^k) - \bar{J}_i(\theta^k) + n_i \mu_i^{k_i}(T_c) - \bar{J}_i(\theta^k) + \delta u^k + \bar{J}_i(\theta^k) - n_i \nu_i^{k_i}(T_c) u_i^k\|^2\right]
\]

\[
= \mathbb{E}\left[\|\bar{J}_i(\theta^k + \delta u^k) - \bar{J}_i(\theta^k) + \mathbb{E}[n_i \mu_i^{k_i}(T_c)] - \bar{J}_i(\theta^k) + \delta u^k + \bar{J}_i(\theta^k) - \mathbb{E}[n_i \nu_i^{k_i}(T_c)] + \sum_{j \in \mathcal{E}_i} (\xi_j - \xi_j^i)\|^2\right]
\]

\[
\leq 2\bar{L}_i^2 \left( \mathbb{E}[\|u_i\|^2] + \mathbb{E}\left[\sum_{j \in \mathcal{V} \setminus \{i\}} \|u_i\|^2 \right] \mathbb{E}[\|u_i\|^2] \right) + 4(2\bar{E}_i^2 + n_i \sigma_0^2) d_i / \delta^2
\]

\[
\leq 2\bar{L}_i^2 \left( (d_i + 4)^2 + (d_i - d_i) d_i \right) + 4(2\bar{E}_i^2 + n_i \sigma_0^2) d_i / \delta^2
\]

\[
= 2\bar{L}_i^2 (d_i + 8d_i + 16) + 4(2\bar{E}_i^2 + n_i \sigma_0^2) d_i / \delta^2,
\]

where \( \xi = (\xi_1, ..., \xi_N)^T \) and \( \zeta = (\zeta_1, ..., \zeta_N)^T \) are the noises in the observations \( W_i(\theta^k + \delta u^k, \xi^k) \) and \( W_i(\theta^k, \xi^k) \), respectively, i.e., \( W_i(\theta^k + \delta u^k, \xi^k) = \mathbb{E}[W_i(\theta^k + \delta u^k, \xi^k)] + \xi_i, W_i(\theta^k, \xi^k) = \mathbb{E}[W_i(\theta^k, \xi^k)] + \zeta_i \); the first inequality used the bound \( E_i \) in [19] and the assumptions \( \mathbb{E}[\xi_i] = \mathbb{E}[\zeta_i] = 0 \) and \( \mathbb{E}[\xi_i^2] \leq \sigma_0, i \in \mathcal{V} \).

**Comparisons with one-point feedback.** Note that \( E_i \) can be arbitrarily small as long as \( T_e \) and \( T_e \) are sufficiently large. Let us first consider the ideal case where the consensus estimation is perfect \( T_e = \infty \) and the observation is exact, i.e., \( W_i = \mathbb{E}[W_i] = J_i \) \( (T_e = \infty \) and \( \xi = 0) \), then \( E_i = 0 \) and \( \sigma_0 = 0 \). As a result, the upper bound of \( \mathbb{E}[\|\bar{g}_i(\theta^k, u^k, \xi^k)\|^2] \) is independent of \( \delta \), whereas the upper bound of \( \mathbb{E}[\|\bar{g}_i(\theta^k, u^k, \xi^k)\|^2] \) becomes \( n_i^2 J_i^2 d_i / \delta^2 \), as shown in Lemma 9. This implies that the variance of the two-point zeroth-order oracle is independent of the reward value and the maximum path length \( n_i \), thus is more scalable than the one-point feedback. Now we consider a more practical scenario where both the consensus estimations and the observations are inexact. For convenience of analysis, we consider \( \delta > 0 \) as an infinitesimal quantity and neglect terms in the upper bounds independent of the network scale. Then we have \( \mathbb{E}[\|\bar{g}_i(\theta^k, u^k, \xi^k)\|^2] = \mathcal{O}(n_i^2 d_i / \delta^2) \). In Lemma 9, we showed that the variance bound for the zeroth-order oracle with one-point feedback is \( \mathcal{O}(n_i^2 d_i / \delta^2) \). Therefore, when \( \delta > 0 \) is small enough, the two-point zeroth-order oracle still outperforms the one-point feedback scheme in terms of lower variance and faster convergence speed.

7 Simulation Results

In this section, we present two examples, where the first one shows the results of applying Algorithm 1 with the communication weight matrices [14] to the resource allocation problem in Example 1 and the second one shows the results of applying Algorithm 4 with the communication weight matrices [28] to a large-scale network scenario.
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Example 2  We employ the distributed RL with LVFs in [9] to solve the problem in Example 1. To seek the optimal policy $\pi_i(o_i)$ for agent $i$ to determine its action $\{a_{ij}\}_{j\in N_i}$, we parameterize the policy function by defining

$$a_{ij} = \frac{\exp(-z_{ij})}{\sum_{j \in \mathcal{I}_i} \exp(-z_{ij})},$$

where $z_{ij}$ is approximated by radial basis functions:

$$z_{ij} = \sum_{k=1}^{n_c} \|o_i - c_{ik}\|^2 \theta_{ij}(k),$$

$c_{ik} = (\hat{c}_{ik}, \bar{c}_{ik}) \in \mathbb{R}^{|\mathcal{I}_i|+1}$ is the center of the $k$-th feature for agent $i$, here $\hat{c}_{ik} \in \mathbb{R}^{|\mathcal{I}_i|}$ and $\bar{c}_{ik}$ are set according to the ranges of $m_x$ and $d_i$, respectively, such that $c_{ik}, k = 1, ..., n_c$ are approximately evenly distributed in the range of $o_i$.

Set $m_i(0) = 1 + \chi_i$ for all $i = 1, ..., 9$, $\chi_i$ is a random variable with zero mean and is bounded by 0.01, the number of evolution steps $T_c = 10$, and the number of learning epochs $K = 600$, $g_i(t) - d_i(t) = 0.5 \sin t$. The communication graph $G_{cm} = (V, E_{cm})$ is set as $G_{cm} = G_{CO} \cup G_{CO}^\top$, which satisfies Assumption 3. Let $G_{cm}$ be the 0-1 weighted matrix of graph $G_{cm}$, that is, $G_{cm}(i, j) = 1$ if $(i, j) \in E_{cm}$ and $G_{cm}(i, j) = 0$ otherwise. Let $d_{cm}^i = \sum_{(j, i) \in E_{cm}} G_{cm}(i, j)$. The communication weights are set as Metropolis weights 44:

$$C_{ij}^l = \begin{cases} 
1 & \text{if } i \neq j, i, j \in \mathcal{I}_i, (i, j) \in E_{cm}; \\
1 - \sum_{j \neq i} C_{ij}^l & \text{if } i = j; \\
0 & \text{otherwise},
\end{cases}$$

By further setting the consensus iteration number $T_c = 10$, $\eta = 0.01$, and $\delta = 2$, Fig. 6 (left) depicts the evolution of the observed values of the global value-function by implementing 4 different algorithms repeatedly for 10 times. Here $\xi^*$ denotes the noise generated in the simulation. In each time of implementation, one perturbation vector $u^k$ is sampled and used for all the 4 algorithms during each learning episode $k$. The centralized algorithm is the zeroth-order optimization algorithm based on global value evaluation, while the distributed algorithm is based on local value evaluation (Algorithm 4). The distributed two-point feedback algorithm is Algorithm 6 with $g_i(\theta^k, u^k, \xi^k)$ replaced by $\tilde{g}_i(\theta^k, u^k, \xi^k)$ in [34]. We observe that the distributed algorithms are always faster than the centralized algorithms. Fig. 6 (middle) and Fig. 6 (right) show the comparison of centralized and distributed one-point feedback algorithms, and the comparison of centralized and distributed two-point feedback algorithms, respectively. From these two figures, it is clear that the distributed algorithms always exhibit lower variances in contrast to the centralized algorithms. This implies that the policy evaluation based on LVFs is more robust than policy evaluation based on the global value-function.

Example 3  Next, in a setting similar to Example 7, we consider a large-size case where there are 100 warehouses. The coordination graph $G_C$ and the observation graph have the same edge set:

$$\mathcal{E}_C = \mathcal{E}_O = \{(i, j) \in \mathcal{V}^2 : |i - j| = 1, i = 2k - 1, k \in \mathbb{N}\} \cup \{(1, N)\}.$$ 

The reward graph is set as $G_R = G_C^\top$. Accordingly, graph $G_L = (\mathcal{V}, \mathcal{E}_L)$ has the edge set

$$\mathcal{E}_L = \{(i, j) \in \mathcal{V}^2 : |i - j| = 1, i = 2k, k \in \mathbb{N}\} \cup \{(N, 1)\}.$$ 

The communication graph $G_{cm} = (\mathcal{V}, \mathcal{E}_{cm})$ is still set as $G_{cm} = G_{CO} \cup G_{CO}^\top$. Other parameter settings are the same as those in Example 3. Fig. 7 (left) shows the evolutions of the observed values of the global value-function by implementing 4 different algorithms repeatedly for 10 times. Observe that when the network is of a large scale, policy evaluation based on the global value-function becomes very unstable.
Figure 6: (Left) Comparison of different algorithms for 9 warehouses; (Middle) centralized and distributed algorithms under zeroth-order oracles with one-point feedback; (Right) centralized and distributed algorithms under zeroth-order oracles with two-point feedback.

Figure 7: (Left) Comparison of different algorithms for Example 3; (Middle) comparison of different algorithms for Example 4 with $\kappa = 1$; (Right) comparison of different algorithms for Example 4 with $\kappa = 4$.

due to the high variance of the gradient estimates. On the contrary, our distributed algorithms based on observing LVFs are more robust and exhibit significantly lower variances. Moreover, the two-point oracle always outperforms the one-point oracle in terms of lower variance and faster convergence. These observations are consistent with our analysis in Remark 3 and Section 6.

Example 4 Now we consider 100 warehouses with a connected undirected coordination graph. The coordination graph $G_C$ and the observation graph have the same edge set:

$$\mathcal{E}_C = \mathcal{E}_O = \{(i, j) \in V^2 : |i - j| = 1\} \cup \{(1, N), (N, 1)\}.$$

The edge set of graph $G_R = (V, \mathcal{E}_R)$ is set as $\mathcal{E}_R = \emptyset$, implying that the individual reward of each agent only depends on its own state and action. In this case, the learning graph $G_L$ is complete because $i \neq_{\mathcal{E}_R} j$ for any $i, j \in V$. Then Algorithm 1 with the LVF setting in (9) becomes a centralized algorithm. Hence, we employ the TLVF defined in (25). The communication graph is set as $G_{com} = G_C$. By choosing same parameters $m_i(0), T_c, T_e, y_i(t) - a_i(t)$ as those in Example 2 as generating matrices $C_{ij}^l$ in the same way as that in (38), the simulation results with $\kappa = 1$ and $\kappa = 4$ are shown in Fig. 7 (Middle) and Fig. 7 (Right), respectively. From the simulations, we observe that our distributed RL algorithm with $\kappa = 1$ and two-point feedback has the lowest variance and fastest convergence rate, which is consistent with our analysis in Remark 3. Moreover, the approximation error induced by $\kappa = 1$ does not affect the significantly improved performance of our RL algorithm compared with GVF-based centralized algorithms.
8 Conclusions

We have recognized three graphs inherently embedded in MARL, namely, coordination graph, observation graph, and reward graph. A connection between these three graphs and the learning graph was established, based on which we proposed our distributed RL algorithm via LVFs and derived conditions on the communication graph required in RL. It was shown that the LVFs constructed based on the aforementioned 3 graphs are able to play the same role as the GVF in gradient estimation. To adapt our algorithm to MARL with general graphs, we have designed TLVFs associated with an artificially specified index. The choice of this index is a trade off between variance reduction and gradient approximation errors. Simulation examples have shown that our proposed algorithms with LVFs or TLVFs significantly outperform RL algorithms based on GVF, especially for large-scale MARL problems.

The RL algorithms proposed in this work are policy gradient algorithms based on ZOO, which are general, but may be not the best choice for specific applications. In the future, we are interested in exploring how our distributed graph-theoretic approach can be combined with other RL techniques to facilitate learning for large-scale network systems.

9 Appendix: Proofs of Lemmas and Theorems

Proof of Lemma 3: Define

$$\hat{J}_i(\theta) = J(\theta) - J_i(\theta) = \sum_{j \in \mathcal{I}_i \setminus \mathcal{I}_i^L} E_{s_0 \sim D} V_j^{\pi(\theta)}(s_0).$$  \hfill (39)

Next we show that $\hat{J}_i(\theta)$ is independent of $\theta_i$.

Let $\mathcal{N}_i^{CO-}$ be the set of vertices in graph $\mathcal{G}_i^{CO}$ that can reach $i$ and $\mathcal{I}_i^{CO-} = \mathcal{N}_i^{CO-} \cup \{i\}$. Note that for each agent $j$, its action at time $t$, i.e., $a_j(t)$, is only affected by the partial observation $o_j(t)$, the current state $s_j(t)$, and policy $\theta_j$. Therefore, there exists a function $f_j : \mathcal{O}_j \times \mathbb{R}^{d_j} \rightarrow P(A_j)$ such that

$$a_j(t) \sim f_j(o_j(t), \theta_j) = f_j(\{s_k(t)\}_{k \in \mathcal{I}_j^C}, \theta_j).$$  \hfill (40)

Similarly, according to the definition of $\mathcal{T}_j$, there exists another function $h_j : \Pi_{k \in \mathcal{I}_j^C} S_k \times \Pi_{k \in \mathcal{I}_j^C} A_k \rightarrow P(S_j)$ such that

$$s_j(t) \sim h_j(\{s_k(t-1)\}_{k \in \mathcal{I}_j^C}, \{a_k(t-1)\}_{k \in \mathcal{I}_j^C}),$$  \hfill (41)

and

$$a_j(t) \sim f_j(h_j(\{s_k(t-1)\}_{k \in \mathcal{I}_j^C}, \{a_k(t)\}_{k \in \mathcal{I}_j^C}), \theta_j).$$  \hfill (43)

where $\mathcal{I}_j^{CO} = \mathcal{I}_j^C \cup \mathcal{I}_j^O$.

According to (42) and (43), we conclude that $\{s_j(t), a_j(t)\}$ is affected by $\theta_i$ only if $l \in \mathcal{I}_j^{CO-}$. As a result, $\{s_k(t), a_k(t)\}_{k \in \mathcal{I}_j^R}$ is affected by $\theta_i$ only if $l \in \bigcup_{k \in \mathcal{I}_j^R} \mathcal{I}_k^{CO-} \triangleq A_j$.

Next we show once $j \notin \mathcal{I}_j^L$, it must hold that $i \notin A_j$. By the definition in (7), $j \notin \mathcal{I}_j^L$ implies that $\mathcal{I}_j^R \cap \mathcal{I}_j^{CO+} = \emptyset$. That is, there are no vertices in $\mathcal{I}_j^R$ that are reachable from vertex $i$ in graph $\mathcal{G}_i^{CO}$. As a result, $i \notin A_j$.

Then we conclude that $\theta_i$ never influences $r_j(s_{A_j}(t), a_{A_j}(t))$ for any $t \geq 0$. Therefore, $\hat{J}_i(\theta)$ is independent of $\theta_i$.

Proof for (i): it has been shown in [38] that

$$\nabla_{\theta} J^A(\theta) = \frac{1}{\delta \varphi} \int_{\mathbb{R}^d} J(\theta + \delta u)e^{-\frac{1}{2}\|u\|^2} du,$$  \hfill (44)
where
\[ \varphi = \int_{\mathbb{R}^d} e^{-\frac{1}{2}\|u\|^2/2} \, du. \] (45)

Define
\[ \Phi^i = (\mathbf{0}_{d_1 \times d_1}, \ldots, I_d, \ldots, \mathbf{0}_{d_N \times d_N}) \in \mathbb{R}^{d_i \times d}, \] (46)
then \( u_i = \Phi^i u \). It follows that
\[ \nabla_{\theta_i} J^i(\theta) = \Phi^i \nabla_{\theta} J^i(\theta) \]
\[ = \frac{1}{\delta \varphi} \int_{\mathbb{R}^d} J(\theta + \delta u) e^{-\frac{1}{2}\|u\|^2/2} u_i \, du \]
\[ = \frac{1}{\delta \varphi} \int_{\mathbb{R}^d} \tilde{J}_i(\theta + \delta u) e^{-\frac{1}{2}\|u\|^2/2} u_i \, du + \frac{1}{\delta \varphi} \int_{\mathbb{R}^d} \tilde{J}_i(\theta + \delta u) e^{-\frac{1}{2}\|u\|^2/2} u_i \, du. \] (47)

Let \( \bar{\theta}_i = (\ldots, \theta_j^T, \ldots)^T \notin \mathbb{R}^{d-d_i}, \bar{u}_i = (\ldots, u_j^T, \ldots)^T \notin \mathbb{R}^{d-d_i} \). Since we have proved that \( \tilde{J}_i(\theta + \delta u) \) is independent of \( u_i \), the following holds:
\[ \int_{\mathbb{R}^d} \tilde{J}_i(\theta + \delta u) e^{-\frac{1}{2}\|u\|^2/2} u_i \, du = \int_{\mathbb{R}^{d-d_i}} \tilde{J}_i(\bar{\theta}_i + \delta \bar{u}_i) e^{-\frac{1}{2}\|ar{u}_i\|^2/2} d\bar{u}_i \int_{\mathbb{R}^{d_i}} e^{-\frac{1}{2}\|u_i\|^2/2} u_i \, du_i \]
\[ = 0. \]

Therefore,
\[ \nabla_{\theta_i} J^i(\theta) = \frac{1}{\delta \varphi} \int_{\mathbb{R}^d} \tilde{J}_i(\theta + \delta u) e^{-\frac{1}{2}\|u\|^2/2} u_i \, du = \nabla_{\theta_i} \tilde{J}_i(\theta). \] (48)

Proof for (ii): differentiability of \( J_i(\theta) \) for all \( i \in \mathcal{V} \) implies that \( \tilde{J}_i(\theta) \) for all \( i \in \mathcal{V} \) and \( J(\theta) \) are differentiable as well. Since \( \tilde{J}_i(\theta) \) is independent of \( \theta_i \), we have
\[ \nabla_{\theta_i} J^i(\theta) = \nabla_{\theta_i} (\tilde{J}_i(\theta) + \bar{J}_i(\theta)) = \nabla_{\theta_i} \bar{J}_i(\theta). \] (49)

This completes the proof. □

Proof of Lemma 6: (i). Given \((l_1, l_2) \in \mathcal{E}_{CO}^c\), there must hold that \( i \in \mathcal{V}_{l_1} \) and \( j \in \mathcal{V}_{l_2} \). Due to the definition of \( \mathcal{G}_L \), \((j, i) \in \mathcal{E}_L^c\) for any \( i \in \mathcal{V}_{l_1} \) and \( j \in \mathcal{V}_{l_2} \), implying that \((l_1, l_2) \in (\mathcal{E}_L^c)^\top\). Therefore, \( \mathcal{E}_{CO}^c \subseteq (\mathcal{E}_L^c)^\top \). It follows that \((\mathcal{E}_{CO}^c)^\top \subseteq (\mathcal{E}_L^c)^\top\).

On the other hand, for any \((l_1, l_2) \in \mathcal{E}_L^c\), we have \((i, j) \in \mathcal{E}_L^c\) for any \( i \in \mathcal{V}_{l_1} \) and \( j \in \mathcal{V}_{l_2} \). According to Lemma 4, \((j, i) \in \mathcal{E}_L^c\) for any \( i \in \mathcal{V}_{l_1} \) and \( j \in \mathcal{V}_{l_2} \). Hence, \((l_1, l_2) \in (\mathcal{E}_{CO}^c)^\top\).

(ii). By the virtue of statement (i), it suffices to show that \( \mathcal{G}_{CO}^{cl} = \mathcal{G}_{COR}^{cl} \) if \( \mathcal{E}_R \subseteq \mathcal{E}_{CO}^c \), which is true due to the definition of \( \mathcal{G}_{COR} \).

(iii). Note that \( \mathcal{G}_{CO}^{cl} = \mathcal{G}_{COR}^{cl} \) is equivalent to the statement that there is a path from \( i \) to \( j \) in \( \mathcal{G}_{CO} \) if and only if there is a path from \( i \) to \( j \) in \( \mathcal{G}_{COR} \), which is equivalent to the statement that adding the edges of \( \mathcal{E}_R^\top \) to \( \mathcal{G}_{CO} \) does not change the reachability between any two nodes in \( \mathcal{G}_{CO} \). This holds if and only if \( j \) is reachable from \( i \) for any \((i, j) \in \mathcal{E}_R\). □

Proof of Lemma 7 Given any policy \( \pi(\theta) \), it holds that
\[ \sum_{t=0}^{\infty} \gamma^t r_i(s_i(t), a_i(t)) \leq \sum_{t=0}^{\infty} \gamma^t r_u = \frac{1}{1-\gamma} r_u \triangleq J_u. \] (50)

Similarly, it can be shown that \( J_i = \frac{1}{1-\gamma} r_i \). □
Proof of Lemma 7: From the definition of $J_i(\theta)$ and $W_i(\theta, \xi)$, we have
\[
|J_i(\theta) - \mathbb{E}[W_i(\theta, \xi)]| = \mathbb{E} \left[ \sum_{t=\tau_0}^{\infty} \gamma^t r_i(s_i(t), a_i(t)) \right] \leq \sum_{t=\tau_0}^{\infty} \gamma^t r_0 = \frac{\gamma r_0}{1 - \gamma}.
\]
Then we have
\[
|\hat{J}_i(\theta) - \mathbb{E}[\hat{W}_i(\theta, \xi)]| \leq \sum_{j \in I^c_i} |J_j(\theta) - \mathbb{E}[W_j(\theta, \xi)]| \leq \frac{n_i \gamma T_\tau}{1 - \gamma} r_0.
\]
The proof is completed. \hfill \Box

Proof of Lemma 8: Note that the following holds for any step $v$: \begin{equation}
\sum_{j \in I^c_i} \mu^k_j(v + 1) = 1_n^T \mu^k(v + 1) = 1_n^T C_0^d \mu^k(v) = 1_n^T \mu^k(v),
\end{equation}
where the last equality holds because $C_0^d$ is doubly stochastic. It follows that $1_n^T \mu^k(v) = \hat{W}_i(\theta^k + \delta u^k, \xi^k)$ for any $v \in [0, T_\tau]$.

Next we evaluate the estimation error. The following holds:
\[
n_i \mu^k(v) - 1_n \hat{W}_i(\theta^k + \delta u^k, \xi^k) = n_i \mu^k(v) - 1_n 1_n^T \mu^k(v) = n_i C_0 d^k(v - 1) - 1_n 1_n^T \mu^k(v - 1)
\]
\[
= (C_0^d - 1_n 1_n^T)(n_i \mu^k(v - 1) - 1_n 1_n^T \mu^k(v - 1))
\]
\[
= (C_0^d - 1_n 1_n^T)^n (n_i \mu^k(0) - 1_n 1_n^T \mu^k(0))
\]
\[
= (C_0^d - 1_n 1_n^T)^n (n_i \mu^k(0) - 1_n \hat{W}_i(\theta^k + \delta u^k, \xi^k)),
\]
where the second equality used (53) and the third equality holds because $(C_0^d - 1_n 1_n^T) 1_n 1_n^T \mu^k(t) = 0$.

As a result, for any $v \in [0, T_\tau]$, we have
\[
\left\| \mathbb{E} \left[ n_i \mu^k(v) \right] - 1_n \hat{J}_i(\theta^k + \delta u^k) \right\| \
\leq \left\| \mathbb{E} \left[ n_i \mu^k(v) - 1_n \hat{W}_i(\theta^k + \delta u^k, \xi^k) \right] \right\| + \left\| 1_n \hat{J}_i(\theta^k + \delta u^k) - \mathbb{E} \left[ 1_n \hat{W}_i(\theta^k + \delta u^k, \xi^k) \right] \right\| \
\leq \rho_i^n \left\| \mathbb{E} \left[ n_i \mu^k(0) - 1_n \hat{W}_i(\theta^k + \delta u^k, \xi^k) \right] \right\| + n_i^2 \gamma T_\tau J_0 \
\leq \rho_i^n \left\| \mathbb{E} \left[ n_i \mu^k(0) - 1_n \hat{J}_i(\theta^k + \delta u^k) \right] \right\| + (\rho_i^n + 1)n_i^2 \gamma T_\tau J_0 \
\leq \rho_i^n \left( J_n - \rho_i^n \right) \left( J_n + \gamma T_\tau J_0 \right) + n_i^2 \gamma T_\tau J_0,
\end{equation}
where the second inequality used (54) and Lemma 7, the third inequality used Lemma 7 again, and the last inequality used the uniform bound of $J_i$ and the fact that $\mathbb{E}[\mu^k_i(0)] = \mathbb{E}[W_i(\theta^k + \delta u^k, \xi^k)] \leq J_\tau(\theta^k)$.

Due to Assumption 4, we have $\min_{j \in I^c_i} W_j(\theta^k + \delta u^k, \xi^k) \leq \mu^k_i(T_\tau) \leq \max_{j \in I^c_i} W_j(\theta^k + \delta u^k, \xi^k)$. Let $i_0 = \arg \max_{j \in I^c_i} W_j(\theta^k + \delta u^k, \xi^k)$. Then we have
\[
\mathbb{E}_{\xi \sim \mathcal{H}} \left[ n_i \mu^k_i(T_\tau) \right]^2 \leq \gamma_i^2 \mathbb{E}_{\xi \sim \mathcal{H}} \left[ W_i^2(\theta^k + \delta u^k, \xi^k) \right]
\]
\[
= \gamma_i^2 \mathbb{E}_{\xi \sim \mathcal{H}}[\xi^k]^2 + \gamma_i^2 \mathbb{E}_{\xi \sim \mathcal{H}}[W_i(\theta^k + \delta u^k, \xi^k)]^2
\]
\[
\leq \gamma_i^2 \sigma_0^2 + \gamma_i^2 (J_n(\theta^k + \delta u^k) + \gamma T_\tau J_0 - \sigma_0^2)^2
\]
\[
\leq \gamma_i^2 (\sigma_0^2 + (1 + \gamma T_\tau)^2 J_0^2).
\]
The proof is completed. \hfill\Box

\textbf{Proof of Lemma 9}. According to (16), we have

\[
\mathbb{E}[\|g_i(\theta^k, u^k, \xi^k)\|^2] = \frac{1}{\delta^2} \mathbb{E}_{\xi^k \sim \mathcal{N}} \left[ \mathbb{E}_{\xi^k \sim \mathcal{N}} \left[ \left( n_i \mu_{k}^{(i)}(T_i) \right)^2 \right] \right] \|u^k\|^2 \\
\leq \frac{B_i^0}{\delta^2} \mathbb{E} \left[ \|u^k\|^2 \right] \\
= \frac{B_i^0}{\delta^2} e^{-\frac{1}{2}\|u^k\|^2} \int_{\mathcal{B}^{d-1}} e^{-\frac{1}{2}\|v\|^2} dv \\
\leq \frac{B_i^0}{\delta^2} d_i e^{-\frac{1}{2}\|u^k\|^2} \int_{\mathcal{B}^{d-1}} e^{-\frac{1}{2}\|v\|^2} dv \tag{57}
\]

where \( \varphi \) is defined in (45), the first inequality used (20), and the second inequality holds because \( \int_{\mathcal{B}^{d-1}} \|u^k\|^2 e^{-\frac{1}{2}\|u^k\|^2} du^k \leq d_i \int_{\mathcal{B}^{d-1}} e^{-\frac{1}{2}\|v\|^2} du^k \), which has been proved in [38, Lemma 1]. \hfill\Box

\textbf{Proof of Theorem 7}. Statement (i) is obtained by using the Lipschitz continuity of \( J(\theta) \), which has been proved in [38].

Now we prove statement (ii). According to Assumption 2 and [38, Lemma 2], the gradient of \( J^\delta(\theta) \) is \( \sqrt{dL/r} \)-Lipschitz continuous. Let \( g(\theta^k) = (g_1(\theta^k), \ldots, g_N(\theta^k))^T \in \mathbb{R}^d \), the following holds:

\[
|J^\delta(\theta^{k+1}) - J^\delta(\theta^k) - \langle \nabla_\theta J^\delta(\theta^k), \eta g(\theta^k) \rangle| \leq \frac{\sqrt{dL}}{2r} \eta^2 \|g(\theta^k, u^k, \xi^k)\|^2, \tag{58}
\]

which implies that

\[
\langle \nabla_\theta J^\delta(\theta^k), \eta g(\theta^k) \rangle \leq J^\delta(\theta^{k+1}) - J^\delta(\theta^k) + \frac{\sqrt{dL}}{2r} \eta^2 \|g(\theta^k, u^k, \xi^k)\|^2. \tag{59}
\]

Lemma 9 implies that

\[
\mathbb{E}[\|g(\theta^k, u^k, \xi^k)\|^2] = \sum_{i=1}^{N} \mathbb{E}[\|g_i(\theta^k, u^k, \xi^k)\|^2] \\
\leq \sum_{i=1}^{N} B_i^0 d_i / \delta^2 \leq B_0^0 \delta^2, \tag{60}
\]

where \( B_i^0 = \max_{l \in C} B_l^0 = n_i^2 (\sigma_0^2 + (1 + \gamma T^2) J_0^2) \).

Moreover, Lemma 8 implies that

\[
\mathbb{E} \left[ \|\nabla_\theta, J^\delta(\theta^k) \| \right] = \mathbb{E}[\|\nabla_\theta, J^\delta(\theta^k) \|^2] + \mathbb{E}[\|\nabla_\theta, J^\delta(\theta^k), n_i \mu_{k}^{(i)}(T_i) u^k_i / \delta - \hat{J}_i(\theta^k + \delta u^k_i) / \delta \|] \\
\geq \mathbb{E}[\|\nabla_\theta, J(\theta^k) \|^2] - \frac{1}{2} \mathbb{E} \left[ \|\nabla_\theta, J(\theta^k) \|^2 + E_i^2 \|u^k_i\|^2 / \delta^2 \right] \\
= \frac{1}{2} \mathbb{E}[\|\nabla_\theta, J(\theta^k) \|^2] - \frac{E_i^2 d_i}{2 \delta^2}, \tag{61}
\]

where the first equality used Lemma 2 and \( \nabla_\theta, \hat{J}_i(\theta^k + \delta u^k_i) / \delta \), the inequality used \( \|v\|^2 \leq d_i \|v\|^2 / \delta^2 \).

Summing (61) over \( i \) from 0 to \( N \) yields

\[
\mathbb{E}[\|\nabla_\theta, J^\delta(\theta^k), g(\theta^k, u^k, \xi^k) \|] \geq \frac{1}{2} \mathbb{E}[\|\nabla_\theta, J(\theta^k) \|^2] - \frac{E_0 d}{2 \delta^2}, \tag{62}
\]

where \( E_0 = \max_{i \in V} E_i \).
Combining (62) and (59), and taking expectation on both sides, we obtain

\[
\frac{1}{2} \eta \mathbb{E}[\|\nabla_\theta J^k(\theta)\|^2] - \eta \mathbb{E}_0 d^2 \leq \mathbb{E}[J^k(\theta_k + 1) - J^k(\theta_k)] + LB_0^d d^{1.5} \eta^2,
\]

where the second inequality employed (60).

Note that under the conditions on \( T_c \), we have

\[
E_0 \leq \epsilon_1 \sqrt{2Ld}.
\]

Summing (63) over \( k \) from 0 to \( K - 1 \) and dividing both sides by \( K \), yields

\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[\|\nabla_\theta J^k(\theta_k)\|^2] \leq \frac{2}{\eta} \left[ \mathbb{E}[J^k(\theta_k)] - \mathbb{E}[J^k(\theta^0)] + \frac{LB_0^d d^{1.5} \eta^2}{2\delta^2} \right] + \frac{E_0^2 d}{\delta^2} \frac{\mathbb{E}[\|\nabla_\theta J^k(\theta_k)\|^2]}{\epsilon_{1.5} K}
\]

where the second inequality used (64), the last inequality used the conditions on \( \delta \) and \( \eta \). The proof is completed. \( \square \)

**Proof of Lemma 10:** When \( \kappa \geq D_1^* \), (25) implies \( \tilde{J}_i^k(\theta) = \tilde{\tilde{J}}_i^k(\theta) \). By Lemma 2 \( \|\nabla_\theta \tilde{J}_i^k(\theta) - \nabla_\theta J^k(\theta)\| = 0 \). Next we analyze the other case.

Let \( r_i^k(s_i(t), a_i(t)) \) be the individual reward of agent \( i \) at time \( t \) under the global policy \( \pi(\theta) \). Due to Lemma 2, it suffices to analyze \( \|\nabla_\theta \tilde{J}_i^k(\theta) - \nabla_\theta J^k(\theta)\| \).

Let \( \tilde{J}_{i,\kappa}(\theta) = \sum_{j \in \bar{V}_i^\kappa} \sum_{t=0}^{\kappa} \gamma^t r_j(t)(s_j(t), a_j(t)) \), and \( \tilde{\tilde{J}}_{i,\kappa}(\theta) = \sum_{j \in \bar{V}_i^\kappa} \sum_{t=\kappa+1}^{\infty} \gamma^t r_j(t)(s_j(t), a_j(t)) \). Then

\[
\tilde{J}_i^k(\theta) - \tilde{\tilde{J}}_i^k(\theta) = \tilde{J}_{i,\kappa}(\theta) + \tilde{\tilde{J}}_{i,\kappa}(\theta).
\]

Notice that if \( D(\mathcal{V}_i, j) > \kappa \), then the reward of each agent \( j \in \bar{V}_i^\kappa \) is not affected by cluster \( \mathcal{V}_i \) at any time...
where the second equality used the two-point feedback zeroth-order oracle \[38\], the third equality used the definition of \(V_{i+1}^{\pi}(\theta)\), the second inequality used Assumption \[2\] the third inequality used Holder’s inequality. The proof is completed. \(\square\)

Proof of Theorem \[2\] Here we only show the different part compared with the proof of Theorem \[1\]

\[
\begin{align*}
\mathbb{E} \left[ (\nabla_{\theta_i} J_i(\theta^k), g(\theta^k, u^k, \xi)) \right] &= \mathbb{E} \left[ \| \nabla_{\theta_i} J_i(\theta^k) \|^2 \right] \\
+ \mathbb{E} \left[ (\nabla_{\theta_i} J_i(\theta^k), n_i \mu_i^k(T_c) u_i^k / \delta - \tilde{J}_i(\theta^k + \delta u^k) u_i^k / \delta) \right] + \mathbb{E} \left[ (\nabla_{\theta_i} J_i(\theta^k), \nabla_{\theta_i} \tilde{J}_i(\theta^k) - \nabla_{\theta_i} J_i(\theta^k)) \right] \\
&\geq \mathbb{E} \left[ \| \nabla_{\theta_i} J_i(\theta^k) \|^2 \right] - \frac{1}{2} \mathbb{E} \left[ \| \nabla_{\theta_i} J_i(\theta^k) \|^2 \right] - (E_i^c)^2 u_i^k / \delta^2 \frac{d_i}{\delta^2} A_i^2 \\
&= \frac{1}{2} \mathbb{E} \left[ \| \nabla_{\theta_i} J_i(\theta^k) \|^2 \right] - (E_i^c)^2 d_i / \delta^2 - \frac{d_i}{\delta^2} A_i^2, \\
\end{align*}
\]

where \(A_i = \gamma_i^{k+1} \sum_{j \in V_i} L_i \sqrt{dd_i}\), the first equality used \(\mathbb{E}_{u_i^k} [\tilde{J}_i(\theta^k + \delta u^k) u_i^k / \delta] = \nabla_{\theta_i} \tilde{J}_i(\theta^k)\) and \(\mathbb{E}_{u_i^k} [\tilde{J}_i(\theta^k + \delta u^k) u_i^k / \delta] = \nabla_{\theta_i} \tilde{J}_i(\theta^k)\), the inequality used \(ab \geq -\frac{1}{4}a^2 - b^2\). Then we have

\[
\mathbb{E} \left[ (\nabla_{\theta_i} J_i(\theta^k), g(\theta^k, u^k, \xi)) \right] \geq \frac{1}{2} \mathbb{E} \left[ \| \nabla_{\theta_i} J_i(\theta^k) \|^2 \right] - (E_i^c)^2 d_i / \delta^2 - \frac{d_i}{\delta^2} A_i^2, \\
\]

where \(E_i^c = \max_{i \in V} E_c^i, A_0 = \max_{i \in V} A_i = \gamma^{k+1} \max_{i \in C} |V_i| L_i \sqrt{dd_i} \).

It follows that

\[
\begin{align*}
\frac{1}{2} \eta \mathbb{E} \left[ \| \nabla_{\theta_i} J_i(\theta^k) \|^2 \right] - \eta \frac{(E_i^c)^2}{2} d_i / \delta^2 - \frac{d_i}{\delta^2} A_i^2 \\
\leq \mathbb{E} \left[ J_i(\theta^{k+1}) - J_i(\theta^k) \right] + \sqrt{\frac{\alpha L}{2\delta}} \eta \mathbb{E} \left[ \| g(\theta^k, u^k, \xi) \|^2 \right] \\
\leq \mathbb{E} \left[ J_i(\theta^{k+1}) - J_i(\theta^k) \right] + \frac{L B_0^5 d_i^{1.5}}{2\delta^3} \eta^2, \\
\end{align*}
\]

where \(B_0^5 = (n_i^c)^2 (\sigma_0^2 + J_0^2)\).
Therefore, the following holds:

\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[\|\nabla_{\theta} J^k(\theta^k)\|^2] \\
\leq \frac{2}{\eta} \left[ \frac{1}{K} \left( \mathbb{E}[J^K(\theta^K)] - J^0(\theta^0) \right) + \frac{LB^2_0 d^{1.5}}{2\delta^3} \eta^2 \right] + \frac{2E^{2} d}{\delta^2} + \frac{2d}{\eta^2} A^2_0 \\
\leq \frac{2}{\eta} \left[ \frac{1}{K} \left( NJ_u - J^0(\theta^0) \right) + (n\kappa)^2(\sigma_0^2 + J^2_0) \frac{Ld^{1.5}}{2\delta^3} \eta^2 \right] + \frac{\epsilon}{2} + \frac{2d}{\eta^2} A^2_0 \\
\leq \frac{d^{1.5}}{\epsilon^{1.5}} \sqrt{K} \left[ 2(NJ_u - J^0(\theta^0)) + (n\kappa)^2(\sigma_0^2 + J^2_0)L^4 \right] + \frac{\epsilon}{2} + \frac{2d}{\eta^2} A^2_0 .
\]  

(74)

The proof is completed. \(\square\)
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