Nature-Inspired Meta-heuristic Optimization Algorithms for Breast Cancer Diagnostic Model: A Comparative Study
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Abstract- The selection of features is used to obtain a subset of features by the removal of irrelevant features with no or less predictive output. Meta-heuristic algorithms are appropriate for the selection of features because feature subset representation is direct and the evaluation is easily accomplished. This paper performed a comparative study on the impact of meta-heuristic optimization algorithms on breast cancer diagnosis using Ant Colony Optimization (ACO) and Particle Swarm Optimization (PSO). The two feature selection algorithms were used to obtain the relevant attributes from the Wisconsin breast cancer (original) dataset. The selected attributes were passed to seven learning algorithms: Support Vector Machine (SVM), Decision Tree (C4.5), Naïve Bayes (NB), K Nearest Neighbour (KNN), Neural Network (NN), Logistic Regression (LR), and Random Forest (RF). The diagnostic model was evaluated based on accuracy, precision, recall, and F1-measure. Experimental evaluation showed that the highest accuracy of 97.1388% was obtained in both PSO and ACO using RF classifier, the highest precision value of 0.9720 was recorded in ACO using KNN. Also, it was shown that ACO produced better precision using RF compared with PSO and PSO gave better recall using RF compared with ACO, PSO recorded an efficient F-measure using SVM. The best time used to build a model was obtained in PSO for KNN and NB, and also in ACO using KNN. The paper concluded that the breast cancer diagnostic model using PSO and ACO with different learning algorithms revealed that the accuracy of RF outperformed other algorithms. Also, it was shown that ACO produced better precision using RF compared with PSO and PSO gave better recall using RF compared with ACO, PSO recorded an efficient F-measure using SVM. The best time used to build a model was obtained in PSO for KNN and NB, and also in ACO using KNN.
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1 INTRODUCTION

Cancer of the breast is a sickness in which cells in the breast region grow out of control. The type of breast cancer is determined by which cells in the breast turn into cancer. Breast cancer happens in females and not often in males. Indications of breast cancer include breast lump, discharge of blood from the nipple and variations in the shape or texture of the breast or nipple. Breast cancer diagnosis and prognosis pose a major challenge to researchers in the medical (Padmapriya, 2014). The medical experts are faced with various problems in the diagnosis of some diseases in which breast cancer is included. Several issues that often influence breast cancer prediction include: the existing predictive system is expensive and time-consuming, inadequate understanding of symptoms, risk factor, lack of quality diagnostic measure for the patient and no adequate information to properly predict the case of breast cancer in the society.

In the data mining approach for the diagnosis of diseases, data almost always contains more features needed or sometimes irrelevant features to build a predictive model (Sheena, Krishan & Gulshan, 2016). The use of irrelevant features in building a model may result in more memory space used during the training process and classification phase. The selection of features has been identified to be a dynamic area of research in machine learning and data mining techniques (Kursa, 2010). Meta-heuristic optimization techniques, among the feature selection techniques have been proved to be very effective in computation compared with other techniques like the filter, wrapper, and hybrid methods (Kumari & Swarnkar, 2011).
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The selection of features is a general problem common to large datasets. To make a diagnostic model discriminative, it is necessary to employ nature-inspired meta-heuristic optimization algorithms or Swarm intelligence optimization such as Genetic algorithms (GA), Elephant Algorithm (EA), Lion Optimization Algorithm (LA), Simulated Annealing (SA), Firefly Algorithm (FA), Gravitational Search Algorithm (GSA), Ant Colony Optimization (ACO), and so on (Adi & Aldasht, 2018). These methods can be effective for this problem, which require less amount of computation time and memory. PSO is a computational approach that optimizes a problem by iteratively trying to improve a candidate solution with regard to a given measure of quality by iteratively trying to improve a candidate (Gao, Li, & Chen, 2019). Also, the ACO is a population-based metaheuristic algorithm that can be used to determine approximate solutions to difficult optimization problems (Vivek & Shetty, 2015).

This paper performed a comparative study using two meta-heuristic optimization techniques: ACO and PSO for feature selection on breast cancer dataset to show their impacts during breast cancer diagnosis. The remaining aspects of the paper are arranged as follows: related work, methodology, results and discussion, and conclusion.

2 RELATED WORK

In data mining, several studies have been carried out on breast cancer diagnosis. Singh, Choudhury, and De (2020) applied data mining to produce association rules, statistical and nature-inspired computational techniques for breast cancer diagnosis. Evolutionary algorithms were employed to obtain the best classifiers. The analysis was done in three phases, which included the training of complete dataset and creation of new tested data, tenfold, 98% training and 2% tested data) were applied to...
identify the type of disease using nine attributes of the breast cancer dataset. The result showed that a method was strategized to reduce the error of estimation in breast cancer data.

Punitha, Amuthan and Joseph (2019) developed effective breast cancer diagnosis. The study combined an improved Monarchy Butterfly Optimization Technique (IABC-EMBOT) and Artificial Bee Colony. The variation of Monarchy Butterfly Optimization that enhanced the degree of exploration applying the exploitation rate of the searching space was considered. Also, the concentration was on the removal of some ABC scheme problems by improving the probability of the process for search diversification via phenomenal updates simplified through the operator of a dynamic and adaptive butterfly. The model was evaluated using the Wisconsin dataset, an accuracy of 97.53% was obtained.

Darwish, Sayed and Hassanien (2018) presented a dual-step model for breast cancer diagnosis. Feature selection was achieved by the application of moth flame optimization, grey wolf optimizer, whale optimization and flower polination. The selected features were passed to three classifiers: SVM, K-NN, and C4.5. The evaluation of each algorithm was achieved using different parameters. The experimental analysis with Wisconsin prognosis breast cancer (WPBC) and Wisconsin breast cancer diagnosis datasets showed the effectiveness of the model for feature selection of data and breast cancer classification.

Yeh and Chan (2017) considered swarm intelligence techniques for feature selection. An application to identify Regions of Interest (ROIs) on mammograms as normal tissue, benign or malignant was introduced. A linear polynomial kernel function of SVM was applied for classification. The ROIs contained 69 benign cases, 54 malignant masses, and 68 normal tissues. A total of 277 features were obtained from each region. GA, SA, ACO, and PSO were trained and tested employing 80% for training and 20% for testing. Results revealed that GA and PSO performed better than SA and ACO in feature selection. A combination of these techniques performed better than other techniques in obtaining the best features for classification of breast cancer.

Mazen, AbulSeoud and Gody (2016) applied genetic algorithm and firefly algorithm to enhance the weights between layers and biases of the neural network to reduce the fitness function. The model was evaluated with the Wisconsin Breast Cancer dataset for efficiency. Comparison of the model outputs with the other nature-inspired computational techniques showed that the developed genetic algorithm-based firefly algorithm recorded the lowest mean squared error of 0.0014 compared with firefly which recorded 0.002, 0.003 obtained in biogeography-based optimization, ACO recorded 0.0135 and PSO gave 0.035.

3 METHODOLOGY
3.1 BREAST CANCER DIAGNOSTIC MODEL
The developed breast cancer diagnostic model was implemented in Weka 3.9.4 data mining environment. This environment was used due to its efficient results representation visualization when compared with other data analysis software. Data from Wisconsin Breast cancer dataset was converted into arff format and then loaded into WEKA environment.

3.2 ACQUISITION OF BREAST CANCER DATASET
This study used the Wisconsin breast cancer dataset to evaluate the developed breast cancer diagnosis model using data mining classification techniques. The details of the attributes can be found in the Wisconsin Breast Cancer Dataset (WDBC) dataset.

3.3 NATURE-INSPIRED OPTIMIZATION ALGORITHMS
The breast cancer diagnosis model used different meta-heuristic algorithms to perform the selection of the most relevant and discriminant features before the classification. Two nature-inspired optimization algorithms: PSO and ACO were employed. Figure 2 and 3 describe the steps of the nature-inspired optimization algorithms.
4. RESULTS AND DISCUSSION

4.1 RESULTS OF PERFORMANCE EVALUATION METRICS

Several parameters for evaluation which include accuracy, precision, recall, f-measure, kappa-statistic, and time taken to build a model were used to show the effectiveness of the breast cancer diagnostic model.

Table 1. Without Feature Selection Algorithm

| Classifier | Accuracy (%) | Precision | Recall | F-Measure | Kappa-Statistic | Time-Taken (s) |
|------------|--------------|-----------|--------|-----------|----------------|----------------|
| C4.5       | 94.5637      | 0.9460    | 0.9460 | 0.9460    | 0.8799         | 0.11           |
| KNN        | 95.1359      | 0.9510    | 0.9510 | 0.9510    | 0.8919         | 0              |
| SVM        | 96.7096      | 0.9670    | 0.9670 | 0.9670    | 0.9274         | 0.11           |
| NB         | 95.9943      | 0.9620    | 0.9600 | 0.9600    | 0.9127         | 0.02           |
| NN         | 95.8512      | 0.9590    | 0.9590 | 0.9590    | 0.9086         | 1.22           |
| LR         | 96.5665      | 0.9660    | 0.9660 | 0.9660    | 0.9240         | 0.44           |
| RF         | 96.7096      | 0.9680    | 0.9670 | 0.9670    | 0.9278         | 0.47           |

Table 2. Feature Selection Using PSO Algorithm

| Classifier | Accuracy (%) | Precision | Recall | F-Measure | Kappa-Statistic | Time-Taken (s) |
|------------|--------------|-----------|--------|-----------|----------------|----------------|
| C4.5       | 94.5637      | 0.9460    | 0.9460 | 0.9460    | 0.8799         | 0.02           |
| KNN        | 95.1359      | 0.9510    | 0.9510 | 0.9510    | 0.8919         | 0              |
| SVM        | 96.7096      | 0.9670    | 0.9670 | 0.9670    | 0.9274         | 0.11           |
| NB         | 95.9943      | 0.9620    | 0.9600 | 0.9600    | 0.9127         | 0.02           |
| NN         | 95.2790      | 0.9530    | 0.9530 | 0.9530    | 0.8958         | 0.88           |
| LR         | 96.5665      | 0.9660    | 0.9660 | 0.9660    | 0.9240         | 0.05           |
| RF         | 97.1388      | 0.9440    | 0.9750 | 0.9590    | 0.9370         | 0.11           |

Table 3. Feature Selection Using ACO Algorithm

| Classifier | Accuracy (%) | Precision | Recall | F-Measure | Kappa-Statistic | Time-Taken (s) |
|------------|--------------|-----------|--------|-----------|----------------|----------------|
| C4.5       | 94.5637      | 0.9460    | 0.9460 | 0.9460    | 0.8799         | 0.02           |
| KNN        | 95.1359      | 0.9510    | 0.9510 | 0.9510    | 0.8919         | 0              |
| SVM        | 96.9957      | 0.9700    | 0.9700 | 0.9700    | 0.9337         | 0.38           |
| NB         | 95.9943      | 0.9620    | 0.9600 | 0.9600    | 0.9127         | 0.02           |
| NN         | 95.2790      | 0.9530    | 0.9530 | 0.9530    | 0.8958         | 0.88           |
| LR         | 96.5665      | 0.9660    | 0.9660 | 0.9660    | 0.9240         | 0.03           |
| RF         | 97.1388      | 0.9720    | 0.9710 | 0.9710    | 0.9370         | 0.13           |
In Table 1, the highest accuracy of 96.7096% was obtained in the RF classifier and SVM, the highest precision value of 0.9680 was recorded in RF classifier, the highest recall value of 0.9670 was recorded in SVM and RF classifier, the highest kappa statistics of 0.9278 was obtained in RF classifier. The lowest time of 0s which was taken to build the model was achieved in the KNN classifier.

In Table 2, the highest accuracy of 97.1388% was obtained in the RF classifier, the highest precision value of 0.9700 in the SVM classifier, the highest recall value of 0.9795 was recorded in RF classifier, the highest F1-measure value of 0.9700 was obtained in SVM classifier, the highest kappa statistics of 0.9370 was obtained in RF classifier. The lowest time of 0s which was taken to build a model was recorded in KNN and NB classifier.

In Table 3, the highest accuracy of 97.1388% was obtained in RF classifier, the highest precision value of 0.9720 in RF classifier, the highest recall value of 0.9710 was recorded in RF classifier, the highest F1-measure value of 0.9370 was recorded in RF classifier, the highest kappa statistics of 0.9370 was obtained in RF classifier. The lowest time of 0s which was taken to build a model was achieved in KNN.

5 CONCLUSION

The selection of features has been identified to be one of the major problems with large datasets. In data mining, the application of irrelevant features in building a model may lead to more memory space used during the training and classification phase. To make classification faster and more accurate, it is necessary to select the subset of discriminative features. This paper conducted a performance analysis to investigate the effect of two meta-heuristic based attribute selection techniques on breast cancer disease diagnosis. The results showed the effectiveness of the attribute selection algorithms with machine learning algorithms employed for classification. It was revealed that the nature-inspired meta-heuristic optimisation algorithms employed using ACO and PSO performed effectively better than when no attributes selection was used in the selection of relevant attributes from the Wisconsin breast cancer dataset.
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