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ABSTRACT

I/O is emerging as a major bottleneck for machine learning training, especially in distributed environments. Indeed, at large scale, I/O takes as much as 85% of training time. Addressing this I/O bottleneck necessitates careful optimization, as optimal data ingestion pipelines differ between systems, and require a delicate balance between access to local storage, external filesystems, and remote nodes. We introduce NoPFS, a machine learning I/O middleware, which provides a scalable, flexible, and easy-to-use solution to the I/O bottleneck. NoPFS uses clairvoyance: Given the seed generating the random access pattern for training with SGD, it can exactly predict when and where a sample will be accessed. We combine this with an analysis of access patterns and a performance model to provide distributed caching policies that adapt to different datasets and storage hierarchies. NoPFS reduces I/O times and improves end-to-end training by up to 5× on the ImageNet-1k, ImageNet-22k, and CosmoFlow datasets.

1 INTRODUCTION

Training deep neural networks (DNNs) is an increasingly important workload on supercomputers, as deep learning (DL) is adopted by more fields. Given the high cost of training, it is critical that every aspect be as efficient as possible [66, 74]. Extensive work has been done to optimize training [14], including dedicated hardware [44, 58], compilers [21, 29], optimizing operator primitives [22, 39], and communication infrastructure [10, 11, 27, 64, 73].

From the perspective of a DL framework, training a DNN involves three aspects: computation to execute the DNN; communication, to synchronize updates across nodes; and I/O, which provides the data and labels for training to each node. The vast majority of work on optimizing training has focused on computation and communication. Consequently, the performance bottleneck in training is shifting to I/O [63, 70]. Indeed, we find that when training ResNet-50 [34] on ImageNet [26] at scale, up to 85% of runtime is I/O overhead, and we observe similar trends in other datasets. As trends in compute capability continue with improving machine learning accelerators and datasets reach hundreds of millions [76] to billions [57] of samples and terabytes [3, 59, 67] to petabytes [2] in size, this I/O bottleneck will only be exacerbated.

It is challenging to optimize training I/O, as stochastic gradient descent (SGD) randomly accesses (typically small) data samples. This problem is especially acute for distributed training, where shared filesystem contention can be detrimental to performance. Existing frameworks often overlap I/O with computation to reduce its overhead, but this is no longer sufficient. Beyond this, ad hoc solutions such as limited lookahead and double-buffering [1, 23, 68], data sharding [30, 50], prestaging and in-memory caching [40, 67], or modified access patterns [78, 79] are used. These have significant limitations, including poor scalability, requiring extra hardware, neglecting parts of the storage hierarchy, or deviating from full-dataset randomization. All of these approaches can fail to fully utilize a machine’s I/O subsystem (Tab. 1, Sec. 2).

To address the I/O bottleneck, we introduce a new I/O middleware framework, the Near-optimal Prefetching System, NoPFS. The key idea behind NoPFS is to use clairvoyance [13]: Given the seed for the pseudorandom number generator (PRNG) that generates an access stream, we know exactly which process will access a given sample when, arbitrarily far in the future. NoPFS analyzes the access stream to perform integrated prefetching and caching, rather than always reading from storage (Sec. 3). It combines this with a performance model-driven distributed caching policy that uses both on-node storage hierarchies (e.g., RAM, node-local SSDs) and distributed memory (Secs. 4, 5). This results in much-improved I/O performance, and overall improvements in runtime for ResNet-50 [34] on ImageNet [26] of up to 5×, up to 2.4× on the larger ImageNet-22k dataset, and 2.1× on CosmoFlow [59] (Sec. 7).

Using NoPFS requires no changes to deep learning frameworks and changes to only a few lines of code in existing training scripts, as it presents an iterator-style interface to accessing data like standard data loaders (Fig. 7). It can also automatically adapt to different datasets and machines, being applicable both to small-scale research clusters and large supercomputers. Further, I/O subsystems are growing increasingly complex and differ between systems (Fig. 1), a trend set to continue with future systems such as DAOS [9] and Rabbit [62], making generic, performance model-driven systems even more attractive.

We additionally develop an I/O performance simulator to compare different I/O strategies in a variety of scenarios (Sec. 6). Beyond evaluating performance, this simulator can also be used to help design future systems for training workloads by analyzing which components (e.g., larger SSDs) have the largest impact on runtime.

When using NoPFS, I/O resources are fully utilized, alleviating the I/O bottleneck such that training is necessarily limited by the dataset and hardware. Our key contributions are:

• We identify clairvoyance as a key insight for optimizing I/O and use this to perform a probabilistic analysis of access patterns and produce a near-optimal mapping of data to cache hierarchies.

• We develop a performance model-driven distributed caching policy and implement it in NoPFS, an easy-to-use I/O middleware to optimize training I/O.

| Approach | System scalability | Dataset randomization | Full independence of use | Hardware ease |
|----------|-------------------|-----------------------|-------------------------|---------------|
| Double-buffering (e.g., PyTorch [68]) | ✗ | ✓ | ✓ | ✗ |
| tf.data [1, 63] | ✓ | ✓ | ✓ | ✗ |
| Data sharding (e.g., [50]) | ✓ | ✗ | ✓ | ✗ |
| Locality-aware loading [78] | ✓ | ✓ | ✓ | ✗ |
| NoPFS (this paper) | ✓ | ✓ | ✓ | ✓ |

Table 1: Comparison of I/O frameworks.
A relaxation of this regime sometimes used in practice is to assign randomization to avoid any issues with learning. One solution would use both. In this work, we will focus on full-dataset randomization, which is capable of double-buffering, where fetching the next mini-batch is overlapped with computation, and using multiple threads to fetch and preprocess samples. This approach is taken by PyTorch’s built-in DataLoader [68], TensorFlow’s tf.data [63] extends this with longer-range lookahead, but typically performs data shuffling only in a limited-size buffer instead of over the entire dataset. These two approaches have poor system scalability, as workers contend for access to shared storage. Data sharding is widely used in practice, generally with ad hoc data staging scripts, but is necessarily limited by available system storage. None of the existing approaches are hardware independent; either they require additional hardware, such as SSDs, or they neglect the hardware when it is available.

Figure 1: Storage hierarchies in modern supercomputers.

Figure 2: Overview of I/O pipelines and potential issues.

2 BACKGROUND

Deep neural networks are almost always trained with variants of mini-batch SGD [17]. Training consists of many epochs; each epoch is a complete pass over the training dataset in a different, random order. The samples that make up a given mini-batch are randomly selected without replacement from the entire training dataset. This is typically implemented by assigning an index to each sample, randomly shuffling the indices each epoch, and then partitioning the shuffled indices into mini-batches. Hence, a given sample is accessed exactly once in each epoch. Given the seed used to shuffle the indices, we can exactly replicate the result of the shuffles, no matter the shuffle algorithm, and hence predict the access pattern, giving us clairvoyance. These access patterns hold across nearly all neural networks trained with mini-batch SGD. For distributed training, we assume a data-parallel regime [14], where a mini-batch is partitioned among workers.

2.1 Data Sharding

A relaxation of this regime sometimes used in practice is to assign each worker a shard (subset of the dataset) of data that fits in local storage, which may share samples with other workers (e.g., Kurth et al. [50]). This approach is typically adopted in order to mitigate the I/O overheads of shared storage by only using local storage. However, this has three major limitations: (1) The dataset must fit in the aggregate local storage. If it does not, then samples or even entire rare classes may be missed, impacting learning. Further, on many systems, local storage is small; e.g., Piz Daint [25] has 64 GB/node and Fugaku [71] only 32 GB/node, which must also hold the model and activations when training. (2) This can change the randomization performed by SGD, which may impact learning. It has been observed that full-dataset randomization and without-replacement sampling performs better [30, 32]. (3) This does not fully utilize the storage hierarchy, as it neglects distributed memory. For example, while accessing a node-local SSD may be faster than a contended PFS, it may be faster still to access samples from a remote node’s memory, as modern network bandwidth (often 10+ GB/s) is higher than SSD read bandwidth (2–10 GB/s); an ideal solution would use both. In this work, we will focus on full-dataset randomization to avoid any issues with learning.

• We significantly reduce I/O overhead, improving overall training time on ImageNet, ImageNet-22k, and CosmoFlow by up to 5.4×.

2.2 Machine Learning I/O Frameworks

I/O for training deep neural networks is a complex task and typically consists of multiple stages. At the highest level, “I/O” involves reading samples from storage, preprocessing them, where preprocessing may entail multiple stages itself, such as decoding images, tokenizing text, normalization, or data augmentation, and finally collating them into a mini-batch for training (see Fig. 2). Stalls at any point in this process can impact training time.

There are a number of solutions for optimizing the preprocessing stage, such as memory mapping optimizations [70]. In general, these are orthogonal to optimizations for the read stage. DALI [65] includes both preprocessing optimizations and a file cache. We focus primarily on optimizing this first stage, which we will refer to as “I/O”. In this setting, we will assume that the dataset begins in a shared storage location such as a parallel filesystem (PFS), and that training workers run on compute nodes that all have access to the storage. This matches the MLPerf-HPC requirements [61].

We identify several key characteristics of I/O frameworks:

**System scalability** Whether additional resources can be productively used when scaling to many nodes.

**Dataset scalability** Whether arbitrarily large datasets (much larger than aggregate node storage) are supported.

**Full randomization** Whether sample selection is randomized over the entire dataset without replacement in each epoch.

**Hardware independence** Whether special hardware (e.g., node-local SSDs) is used if present, but is not required. Storage hierarchies are complex and often differ between systems (Fig. 1), making this especially important.

**Ease of use** Whether significant effort is needed to incorporate the framework in workflows.

We summarize existing approaches, along with NoPFS, according to these characteristics in Tab. 1. All of these approaches are capable of double-buffering, where fetching the next mini-batch is overlapped with computation, and using multiple threads to fetch and preprocess samples. This approach is taken by PyTorch’s built-in DataLoader [68], TensorFlow’s `tf.data` [63] extends this with longer-range lookahead, but typically performs data shuffling only in a limited-size buffer instead of over the entire dataset. These two approaches have poor system scalability, as workers contend for access to shared storage. Data sharding is widely used in practice, generally with ad hoc data staging scripts, but is necessarily limited by available system storage. None of the existing approaches are hardware independent; either they require additional hardware, such as SSDs, or they neglect the hardware when it is available.
3 I/O ACCESS PATTERNS

We first review the prior work on prefetching and caching algorithms, and then analyze I/O access patterns in training. For caches, given the access stream $R$, the optimal schedule is given by Bélády’s clairvoyant algorithm [13], which replaces the data that will not be needed for the longest time. However, it is much more challenging to derive an optimal schedule for integrated prefetching and caching [19]. There exist efficient algorithms for finding the optimal schedule in the case of a single processor and disk, and approximation algorithms for the case of a single processor with a parallel disk system [5–7, 20, 42, 48]. Unfortunately, finding an optimal schedule for the parallel disk case is NP-hard [8]. Similar work has been done in the context of caches for multi-core processors, where there are results for cache hierarchies, although optimal algorithms are again NP-hard [4, 15, 33, 45–47, 55]. Our case, where there are multiple processors each possibly with multiple levels of cache, is even more challenging.

Nevertheless, we can adapt ideas from these algorithms to our situation. It can be shown that any optimal prefetching and caching strategy for a single processor and disk must follow four rules [19]:

1. **Optimal prefetching:** Every prefetch should fetch the next sample in $R$ that is not in the cache.
2. **Optimal replacement:** Every prefetch should discard the sample whose next use is furthest in the future.
3. **Do no harm:** Never discard sample $A$ to prefetch sample $B$ when $A$ will be used before $B$.
4. **First opportunity:** Never prefetch-and-replace when the same operation could have been done previously.

Some of these rules can be generalized to the case of multiple disks [48], or relaxed while still producing good approximations [42]. NoPFS is able to implement Rule 1 exactly and approximates the remaining rules within a limited time horizon, using the fact that a sample is accessed exactly once per epoch.

### 3.1 Distribution of Accesses

NoPFS utilizes a second key observation about the access pattern: Although each sample is read once per epoch, the number of times the same worker will read that sample over $E$ epochs of training varies depending on the random seed. Exploiting this access frequency disparity allows us to devise better cache policies.

Figure 3: Simulation of access frequency for a single process (of 16) when training for 90 epochs on ImageNet-1k.

To formalize this, consider a fixed worker and sample, and let $X_e$ be the probability that worker will access the sample in epoch $e$. For $N$ workers and $E$ epochs, we have that $X_e$~Bernoulli($\sqrt{\frac{E}{N}}$), and the access frequency $X$ of this sample is $X = \sum_{e=1}^{E} X_e$. As the $X_e$ are independent Bernoulli random variables with the same success probability, we have that $X$~Binomial$(E, \sqrt{\frac{E}{N}})$. Thus the mean of the distribution is $\mu = \mathbb{E}[X] = \frac{E}{N}$, and the probability that the access frequency is greater than $\mu$ by a factor $\delta$ (and hence the sample will be accessed more often by the worker) is

$$P(X > (1 + \delta)\mu) = \sum_{k=\lceil (1+\delta)\mu \rceil}^{K} \binom{E}{k} \left(\frac{1}{N}\right)^k \left(1 - \frac{1}{N}\right)^{K-k}.$$

However, we are primarily interested in the number of samples that will be accessed more often by a worker, which is the sum over all samples of $\mathbb{1}_{X > (1+\delta)\mu}$. Then, using that expectation is linear, the expected value is given by $F \cdot P(X > (1 + \delta)\mu)$, where $F$ is the size of the dataset. We verified that this works well using Monte Carlo simulations. As an example, consider a standard ImageNet-1k training run with $N = 16$, $E = 90$, $F = 1,281,167$, and $\delta = 0.8$. Our estimate gives an expected value of $\sim 31,635$: although each sample is read 6 times on average by a worker, around 31,635 samples will be accessed more than 10 times. The distribution from a Monte Carlo simulation is shown in Fig. 3. The number of samples accessed more than 10 times is 31,863, closely agreeing with the calculations.

As each sample is accessed exactly $E$ times by fully-randomized SGD without replacement, if some worker access a sample more (or less) frequently, then some other worker must access it less (or more) frequently. We formalize this as follows:

**Lemma 1.** If a worker accesses a sample $\lceil (1 + \delta)\frac{F}{N} \rceil$ times (resp. $\lfloor (1 - \delta)\frac{F}{N} \rfloor$ times), at least one other worker will access the sample at most $\lceil (N-\delta)\frac{F}{N} \rceil$ (resp. at least $\lfloor (N-\delta)\frac{F}{N} \rfloor$) times.

**Proof.** Assume towards a contradiction that every other worker accesses the sample $\lfloor (N-\delta)\frac{F}{N} \rfloor$+1 times for some $E, \delta \in [0, N-1]$,
and \( N > 1 \). Then the total accesses to this sample are

\[
\left(1 + \frac{\delta}{N}\right) \frac{E}{N} + (n - 1) \left(\frac{N - 1 - \delta}{N - 1}\right) \frac{E}{N} + 1 \geq \left(1 + \frac{\delta}{N}\right) \frac{E}{N} + (n - 1) \frac{E}{N} + N - 1 = E + N - 1 > E.
\]

This contradicts that every sample is accessed exactly \( E \) times during training. The proof of the other bound is symmetric. \( \square \)

## 4 PERFORMANCE MODELING

The I/O access frequency distribution allows us to identify frequently used samples to cache on a worker. We now turn to our performance model of training I/O, which will allow us to decide where to cache samples and where to fetch them from to minimize training time. These two analyses combined form the basis for NoPFS (Sec. 5). It also enables us to develop a simulator to compare I/O frameworks, identify bottlenecks, and help design future systems for training workloads (Sec. 6).

First we introduce some notation to define the compute environment; all associated quantities can be measured with simple benchmarks such as training microbenchmarks, STREAM [60], FIO [12], and IOR [37]. To simplify presentation, we will assume there is one worker per compute node (this is not necessary in practice).

Let there be \( N \) workers, where each worker \( i \) has:

- \( c \) [MB/s]: Compute throughput for training. This depends on the details of the neural network, hardware, and software. We model \( c \) as MB/s as it directly relates to I/O subsystem parameters; if it is known only in terms of samples/second, it can be approximated by multiplying this by the average file size. If samples are resized during preprocessing, the original size should be used.
- \( \beta \) [MB/s]: Data preprocessing rate.
- \( w_i \) [MB/s]: Inter-worker network bandwidth.
- \( t(\gamma) \) [MB/s]: Random aggregate read throughput of the PFS, as a function of the number of readers \( \gamma \). This depends on \( \gamma \) as PFS bandwidth is heavily dependent on the number of clients [24].

To account for the storage diversity present in current and upcoming systems, we will assume there are \( J \) distinct storage classes which group similar storage media. E.g., a storage class can represent RAM, SSDs, HDDs, shared global burst buffers, or emerging NVRAM technologies. Storage class 0 is defined to be the staging buffer, a (usually small) in-memory buffer that is shared with the machine learning framework. Storage class \( j \) is characterized by:

- \( d_j \) [MB]: Capacity of storage class \( j \). The total local storage of a worker is therefore \( D = \sum_{j=1}^{J} d_j \).
- \( r_j(p) \) and \( w_j(p) \) [MB/s]: Random aggregate read and write throughput for storage class \( j \) with \( p \) threads.
- \( p_j \): Number of threads used for prefetching data to storage class \( j \). We assume there is always at least one thread for prefetching to the staging buffer, i.e., \( p_0 \geq 1 \).

We model throughput as a function of \( p \) as for many storage devices, a single thread cannot saturate its bandwidth.

![Figure 4: Performance model access times.](image)

Let our training dataset consist of \( F \) samples, where sample \( k \) has size \( s_k \). Each sample may have a different size. The size of the whole dataset is \( S = \sum_{k=1}^{F} s_k \). We can have that \( S > D \), where it is not possible for the dataset to be stored on a single worker, or \( S > ND \), where the dataset cannot be stored across all workers. The mini-batch size is \( B \) and there are \( E \) epochs. One epoch consists of \( T = \lceil \frac{S}{B} \rceil \) iterations (or \( \lceil \frac{E}{B} \rceil \) if we keep the last, small iteration).

At iteration \( h \), \( 1 \leq h \leq ET \), we process a batch \( B^h \subseteq \{1, \ldots, F\} \) and worker \( i \) processes its local batch \( B^{h,i} \subseteq B^h \). We write \( b_i = |B^{h,i}| \). As each sample is read exactly once in an epoch, the sets \( B^h \) for \( rT \leq k \leq (r + 1)T \), for some \( r \in \mathbb{N} \), are pairwise disjoint, which implies the same for the \( B^{h,i} \). For data-parallelism, we have that \( B^{h,1}, \ldots, B^{h,N} \) partition \( B^h \). (Adapting this to other training regimes, e.g., model-parallelism, is straightforward.)

Lastly, we write \( B^{h,i,j} \) to be the \( i \)th sample in worker \( i \)'s \( j \)th batch. Then the worker's access stream is \( R = (B^{1,i,j}, B^{2,i,j}, \ldots, B^{N,i,j}) \).

We now define the key metric of our model, \( t_{i,f} \), the time elapsed when worker \( i \) consumes \( R_f \), the \( f \)th entry of \( R \):

\[
t_{i,f} = \max \left( \frac{\text{avail}_i(f)}{c}, \frac{s_{R_{f-1}}}{c} \right),
\]

where \( \text{avail}_i(f) \) is the time \( R_f \) is available in the staging buffer. This is illustrated in Fig. 4. Assuming threads are load balanced, we have

\[
\frac{\text{avail}_i(f)}{c} = \frac{\sum_{k=1}^{f} \text{read}_i(R_k)}{p_0}.
\]

We define \( \text{read}_i(k) = \text{fetch}_i(k) + \text{write}_i(k) \) as the time to read the \( k \)th sample into the staging buffer. Here, \( \text{fetch}_i(k) \) is the time to fetch the sample into memory and \( \text{write}_i(k) \) the time to preprocess and store it in the staging buffer. \( \text{write}_i(k) \) does not depend on the data source, and is

\[
\text{write}_i(k) = \max \left( \frac{s_k}{\beta}, \frac{s_k}{w_0(p_0)/p_0} \right).
\]

where we assume preprocessing and writing can be pipelined in parallel. For fetching data, there are three cases, and we use the fastest applicable one:

1. Reading from the PFS, while \( y - 1 \) other workers do as well: \( \text{fetch}_{i,0,0}(k) = s_k/\min(t(\gamma)) \).
2. Reading from another worker’s storage class \( j \): \( \text{fetch}_{i,1,j}(k) = s_k/\min(b_j, r_j(p_j)/p_j) \).
3. Reading from its local storage class \( j \) (assuming the sample is present): \( \text{fetch}_{i,2,j}(k) = s_k/\min(b_j, r_j(p_j)/p_j) \).

This performance model drives runtime selection of data fetching and caching in NoPFS. Note, in practice, because of remote data fetching, we may not know the exact number of threads accessing a local storage class. However, this generally does not change the rank ordering due to disparities in speed of access.
we can select the fastest location to fetch from, this becomes
\[
\sum_{k=1}^{\gamma k} \max(t(\gamma)/\gamma, \min(b_c, r_j, (p_{j_e}(p_{j_d})/p_{j_d}), r_{j_e}(p_{j_d})/p_{j_d}))
\]
where \(r_j\) and \(j_e\) are the fastest remote and local storage class of sample \(R_k\), respectively. If a file is not available locally or at any remote worker, we define the respective throughput to be 0. Letting \(r_k\) be the access frequency of sample \(k\) and assuming a static system (i.e., samples are already loaded in storage classes and no parameters change), this becomes a sum over all samples:
\[
\sum_{k=1}^{F} \max(t(\gamma)/\gamma, \min(b_c, r_j, (p_{j_e}(p_{j_d})/p_{j_d}), r_{j_e}(p_{j_d})/p_{j_d}))
\]
Assuming that samples are similarly sized, we can conclude:
1. When \(r_k\) is large (i.e., a worker accesses a sample frequently), we want \(r_j, (p_{j_d})\) to be large, and therefore should cache the sample in a fast local storage class.
2. As \(t(\gamma)/\gamma\) is often constant or decreasing with many readers, we want to minimize \(\gamma\) to reduce PFS contention. We also want \(r_j, (p_{j_d})\) to be large for samples where \(r_{j_d}(p_{j_d})\) is small (i.e., samples not cached locally, or in slow storage). These imply samples should be well-distributed among workers.

Recall that the access frequency \(r_k\) varies for different \(k\) and Lemma 1 implies that when \(r_k\) is small on one worker, it will be large on at least one other worker (and vice versa). We thus use \(r_k\) to make the fetching decision: A worker fetches samples with the largest \(r_k\) to its fastest storage class, and so on for slower classes until either it has cached the entire dataset or filled its local storage.

The last step is to define the fetch order. Our analysis has thus far assumed all storage classes have already been filled, but this would require a potentially costly prestaging step that cannot be overlapped with training. We follow Rule 1 and use \(R\) to ensure we always fetch the samples in order of access.

5.2 Implementation

We now briefly describe the implementation of this design, summarized in Fig. 6. NoPFS consists of a core backend implemented in C++ and a generic Python interface that exposes the functionality for integration with existing deep learning frameworks.

5.2.1 Python Interface. The Python interface provides the Job class, which represents the execution of a machine learning job on a particular dataset. A single Python process can run multiple jobs at the same time (e.g., training and validation). This only requires the user to specify a few parameters, such as the dataset, batch size, and the number of epochs. The random seed that generates the access sequence can either be specified manually by the caller or generated by the library.

Once initialized, the Job exposes two key features: buffer_p, a pointer to NoPFS’s staging buffer, allowing zero-copy access to samples; and a get method, which returns samples and their labels, enabling iterator-style access to data.

It is easy to incorporate this into existing training pipelines. We provide convenience wrappers to replace the data loader and commonly used datasets in PyTorch. Using these, minimal changes
Figure 6: Overview of the NoPFS implementation.

Figure 7: PyTorch versus NoPFS data loading.

5.2.2 C++ Core. The core of NoPFS comprises a central manager, generic backends for storage and prefetching, and utilities. For simplicity, the parameters for our performance model are specified by a system-wide configuration file, with parameterized values (e.g., PFS bandwidth for a given number of readers) inferred using linear regression when the exact value is not available. This could be generalized to automatically determine performance parameters.

Storage backends need only implement a generic interface, and NoPFS currently supports filesystem- and memory-based storage backends, which are sufficient to support most storage classes (including RAM, SSDs, and HDDs). Additional backends (e.g., for key-value stores or databases) can easily be added.

For tracking samples, a metadata store keeps a catalog of locally cached samples. A distributed manager class handles all distributed operations among workers, using MPI for the underlying communication infrastructure. During setup, it is responsible for distributing a worker’s access sequence $R$ to all other workers (an allgather).

It also provides functionality for serving locally cached samples to and requesting samples from remote nodes. While it is always possible for a worker to know that a sample is not cached by any other worker, it is not possible (without additional metadata traffic) for a worker to know whether a worker that will cache a sample has successfully prefetched it. As requesting a remote sample that has not yet been cached results in wasted communication and increased stall time, we use a heuristic to estimate when a sample has been cached. Assuming samples are of comparable size and prefetching is load balanced, if the local prefetching has reached the corresponding access stream location, then the remote worker likely has, too. Note that the failure of this heuristic is not an error, as NoPFS detects such cases, but we wish to minimize such occurrences due to their performance impact. We confirmed that, in practice, there are very few false positives.

The core prefetching logic is managed by prefetcher backends, which implement all the logic for prefetching to a particular storage class. Adding a new prefetcher again only requires implementing a simple, generic interface. NoPFS provides a memory-based prefetcher and a filesystem-based prefetcher (which uses mmap to access files). We also implement a special prefetcher for the staging buffer, which is filled in a circular manner. This prefetcher coordinates with the Python interface via a producer/consumer queue to ensure that the consumer knows when samples are available, and that the prefetcher knows when samples have been consumed (and therefore can be replaced). If a prefetcher for a local storage class finds that a sample that should be present has not yet been fetched, that prefetcher will retrieve and cache the sample itself, helping to smooth out load imbalance.

Finally, the configuration, storage classes, and prefetchers are managed by a prefetcher manager class, which coordinates the different components. We also provide convenience utilities, including an optimized, OpenCV-based [18] image preprocessing pipeline, and batch collation directly into a pinned memory buffer, which we observed could be a bottleneck otherwise.

6 PERFORMANCE SIMULATOR

We developed a performance simulator based on our performance model to evaluate different data loading strategies. The simulator supports arbitrary dataset, system, and I/O strategy configurations. We do not aim for a precise simulation of training, but rather to capture the relative performance of different I/O strategies. To this end, we adapt the performance model from Sec. 4, where compute/communication throughput is based on $c$, and assume I/O is overlapped to the greatest extent possible. We focus on four cases:

1. $S < d_1$: The dataset fits into the first storage class (typically RAM) of each worker. This should not be a challenging situation, but is nevertheless important, as it occurs with small datasets or workers with large amounts of RAM.

2. $d_1 < S < D$: The dataset fits in the aggregate storage of a worker. This scenario is interesting, as while a worker can cache the entire dataset, it must use multiple storage classes to do so.

3. $D < S < ND$: The dataset can be cached in the aggregate storage of all workers. This requires workers to exploit distributed caching and to minimize the number of PFS accesses.

4. $ND < S$: The dataset is too large to be cached even by the aggregate storage of all workers. While this is an uncommon scenario today when using many workers, it is interesting to
examine, especially as dataset sizes grow in the future. Further, this scenario already occurs when large datasets are used on small training clusters.

We study the following policies:

1. **Perfect**: This simulates the case where no stalls occur and provides a lower bound, although it is not realistic in practice.
2. **Naive**: Loading from the PFS with no prefetching or caching.
3. **Staging Buffer**: This fills a staging buffer according to the reference string, fetching data from a given location and dropping it after it is consumed. When configured to prefetch data from the PFS, this simulates the double buffering or tf.data policies.
4. **DeepIO**: This simulates the ordered and optimistic modes for DeepIO [79]. The latter mode may change the access order.
5. **Parallel Staging**: This simulates data sharding, which also changes the access order, as only locally-available samples are accessed by a worker.
6. **LBANN**: This simulates the LBANN data store [40] (dynamic and preloading approaches). As this only caches data in memory, it will fail if the dataset exceeds the aggregate worker memory.
7. **LocalityAware**: This simulates the locality-aware approach of Yang and Cong [78]. When using this policy, we reorder batches at the beginning of the simulation to correspond to the logic described in their paper.
8. **NoPFS**: NoPFS’s policy (Sec. 5).

### 6.1 Simulation Results

For brevity, we report simulation results for a single setup simulating a small cluster in Fig. 8. Each plot summarizes the execution time, and the stacked bars give the proportion of execution time spent fetching from a particular storage class. We use $N = 4$ workers, each on a dedicated node with a compute throughput of $c = 64$ MB/s, a preprocessing rate $\beta = 200$ MB/s, and an inter-worker bandwidth $b_c = 24,000$ MB/s. We configured a 5 GB staging buffer, and two further storage levels representing 120 GB of RAM and a 900 GB local SSD. We use eight, four, and two prefetcher threads per storage level, and set $r_0(8) = 111$ GB/s, $r_1(4) = 85$ GB/s, and $r_2(2) = 4$ GB/s. For PFS read throughput, we set $t(1) = 330$ MB/s, $t(2) = 730$ MB/s, $t(4) = 1,540$ MB/s, and $t(8) = 2,870$ MB/s. These choices were based on benchmarks of the Lassen supercomputer [54].

We simulate a set of representative datasets; datasets with different file sizes are assumed to be distributed normally and we vary the $\mu$ and $\sigma$ parameters and the number of samples, $F$, to match.

A per-worker batch size of $B = 32$ was used, except for the large CosmoFlow datasets, where $B = 16$ and $B = 1$, respectively.

**Scenario 1** ($S < d_1$, $\mu = 0.76$ KB, $\sigma = 0$, $F = 50,000$, 40 MB, MNIST [52]): This is representative of small research datasets commonly used in practice. There is relatively little difference in performance for most policies, and they are close to the lower bound. The exception is Naive, which is 1.7× slower than the best-performing policy, illustrating the importance of proper I/O handling.

**Scenario 2** ($d_1 < S < D$, $\mu = 0.1077$ MB, $\sigma = 0.1$, $F = 1,281,167$, 135 GB, ImageNet-1k [72]; and $\mu = 0.2937$ MB, $\sigma = 0.2$, $F = 1,743,042$, 500 GB, OpenImages [51]): Here, NoPFS is the best-performing policy, and is very close to the theoretical lower bound. There are several key factors behind this performance: NoPFS does not require an initialization phase (in contrast to data staging), reduces PFS reads (whereas StagingBuffer policies always read from the PFS), and utilizes all available resources (in contrast to the LBANN data store, which uses only RAM).
We use 8 workers for CosmoFlow. The standard CosmoFlow dataset, part of MLPerf-HPC [61], consists of a large number of samples. That dataset is derived from the CosmoFlow 512 dataset, which consists of a smaller number of large, 512 samples that are sliced to produce the 128 samples. That dataset consists of a smaller number of large, 128 samples that are sliced to produce the 32 samples.

We observe that, while the best performance is achieved by maximizing total storage, different combinations of storage can often be used to achieve a given performance level if other factors (e.g., cost) need to be optimized for. Notably, if memory is maximized, then SSD size becomes less relevant. Alternatively, if memory is expensive, it can be compensated for with additional SSD storage. This demonstrates why it is critical that an I/O framework be able to automatically adapt to many different storage backends.

7 EVALUATION

We now experimentally validate NoPFS and compare it to PyTorch using both its built-in DataLoader and DALI [65]. Our experiments use the Piz Daint [25] and Lassen [54] supercomputers. Fig. 1 provides system details (Lassen uses the same architecture as Sierra). All runs begin with data at rest on a PFS, in line with MLPerf-HPC guidelines [61]. We perform each run in a separate job allocation to mitigate caching effects. On Lassen, we use one rank per GPU.

Frameworks We use PyTorch 1.7 with NCCL2 for all PyTorch benchmarks. For each model, we endeavored to provide a highly-optimized baseline and all runs use the same training implementation. We evaluated four different frameworks for I/O:
- PyTorch: The built-in PyTorch DataLoader and DistributedSampler, with multiple prefetching and preprocessing threads.
- DALI: DALI 0.31.0 for prefetching and preprocessing. DALI only supports x86 CPUs, so we only report results for Piz Daint.
- NoPFS: Our NoPFS implementation, integrated into PyTorch. On Lassen, a NoPFS rank (four per node) uses a 5 GiB staging buffer with eight prefetching threads, 25 GiB of RAM with four prefetching threads, and 300 GiB of SSD with two prefetching threads. On Piz Daint, it uses a 5 GiB staging buffer with four prefetching threads and 40 GiB of RAM with two prefetching threads. (We used as much memory as possible without OOM errors.) To ensure preprocessing is not a bottleneck, we extended PyTorch and NoPFS to perform some data augmentation and conversion on a separate CUDA stream on GPU; DALI does this automatically.
- LBANN: LBANN, using its data store in dynamic mode. In this mode, each sample is cached in memory by the worker that reads it first. LBANN requires sufficient memory for its cache.

Datasets We use three datasets, of significantly different sizes and representative of different tasks:
- ImageNet-1k [72]: We train ResNet-50 on ImageNet-1k as a standard baseline. ImageNet-1k consists of 1,281,167 images and 1,000 classes, totalling 135 GB. We use the standard data layout, with one directory per class containing all images of that class. We use a per-GPU batch size of 64 on Piz Daint and 120 on Lassen. Standard data augmentation (random resizes, crops, flips, and normalization) is performed.
- ImageNet-22k [26]: We train ResNet-50 on the larger ImageNet-22k dataset, which consists of 14,197,103 samples and 21,841 classes, totalling 1.3 TB. This is more representative of larger, emerging datasets used for unsupervised or semisupervised pre-training. The configuration is otherwise identical to ImageNet-1k.
NoPFS consistently has the fastest runtimes and small variance, even on Piz Daint, where the variance of other frameworks is high. **ImageNet-1k** On Piz Daint, NoPFS is 2.2× faster than the PyTorch DataLoader and 1.9× faster than PyTorch+DALI on 256 GPUs. On Lassen, it is 5.4× faster than PyTorch and 1.7× faster than LBANN on 1024 GPUs. We observe consistent scaling, except for 128 nodes on Piz Daint, where significant system noise in the NoPFS run resulted in worse performance relative to NoPFS at 64 GPUs. Despite this, NoPFS is still faster than others. On Piz Daint, DALI offers a relatively small performance improvement over the default PyTorch DataLoader, likely because its data augmentation pipeline is already well-optimized, including offloading some augmentation to GPU. Due to PFS contention limiting I/O, PyTorch does not scale beyond 256 GPUs on Lassen. Despite LBANN being a faster framework than PyTorch in this benchmark (as its no I/O baseline indicates), NoPFS in PyTorch is still able to outperform it. At small scale, the difference in performance is minimal, but it becomes more significant at larger scale. This is because LBANN’s data store uses a simple first-touch policy for caching samples, and caches each sample in only one location. Hence, at larger scales, many samples need to be fetched from remote nodes. While this avoids issues of PFS contention, it is suboptimal compared to NoPFS’s access frequency-based caching.

In per-batch runtimes, NoPFS exhibits significantly less variance at all scales than other methods. Its batches are also fast much more consistently. This demonstrates a key performance advantage of NoPFS: reducing tail events where read performance is catastrophically slow due to system contention by using local or remote caches. After the first epoch, PyTorch and DALI exhibit tail events an order of magnitude larger than NoPFS. We also examined the batch times in the first epoch (Fig. 11) on Piz Daint. NoPFS shows comparable or only slightly lower variance to the other methods, as all must initially access data from the PFS, although NoPFS mitigates this with its prefetching. However, for PyTorch and DALI, the variance here is comparable to the variance in subsequent epochs: without caching, it is always “the first epoch” for a data loader.

**Figure 10:** Epoch & batch time for training ResNet-50 on ImageNet-1k on Piz Daint (left) and Lassen (right) (excl. epoch 0). NoPFS is up to 2.2× faster than PyTorch on Piz Daint and up to 5.4× faster on Lassen; it is also up to 1.7× faster than LBANN.

**Figure 11:** Epoch 0 batch time for ImageNet-1k on Piz Daint.

- **CosmoFlow** [59]: We use the MLPerf-HPC [61] CosmoFlow model and dataset. The data consists of 262,144 simulated 3D universes of size $128 \times 128 \times 128$ and four channels, stored in 16-bit integer format, totalling 4 TB. Instead of the original HDF5 data format, we converted the data to a simple binary format. As HDF5 requires locking to serialize I/O accesses, we found it did not perform well, with median batch times of 3.2 s. We use a per-GPU batch size of 16 and log normalization on Lassen.

**Synthetic data lower bound** To provide a lower bound for training with no I/O and minimal perturbation, we use synthetic data. We pregenerate random samples in RAM of the appropriate size and data type and use them for training. The decoding, preprocessing, augmentation, and other aspects of training are otherwise identical to regular training. We report this as “No I/O” in plots. As this measurement is experimental, some results are slightly faster. Since LBANN has slightly different performance than PyTorch, its “No I/O” performance is measured separately.

### 7.1 I/O Performance

We first compare the training performance of each framework. We evaluate ImageNet-1k on both Lassen and Piz Daint (Fig. 10), and the remaining datasets on Lassen (Figs. 14 and 15). We report median time per epoch with a 95% confidence interval, using 10 epochs for ImageNet-1k and CosmoFlow and 3 epochs for ImageNet-22k. We also show violin plots of the per-batch time, skipping the first epoch (which has consistently high variance due to initial data access).
At 1024 GPUs, NoPFS is faster at every batch size (the runtime per batch necessarily increases with larger batch sizes, due to additional I/O pressure caused by each rank fetching more data).

To break down the source of NoPFS’s improvements, Fig. 12 presents the stall time and the percent of staging buffer prefetches that were from local storage, a remote node’s cache, or the PFS, aggregated over all epochs. Stall time decreases at larger scales, as NoPFS is able to strong scale to take advantage of additional storage across the cluster. The fetch locations also demonstrate how NoPFS adapts to changing cluster conditions. At smaller scales, the PFS is under less contention, and NoPFS is able to prefetch into on-node memory quickly. Further, as the number of GPUs increases, each node sees a smaller portion of the dataset, making the prefetching task easier. However, beyond 64 GPUs, it becomes slower to read from the PFS, and NoPFS instead fetches samples from remote nodes that have already cached them.

Impact of Batch Size It is common to vary the batch size when training, depending on how one wishes to trade off memory and learning versus GPU utilization. To study this effect, we compare NoPFS with PyTorch when training ImageNet-1k on 128 GPUs on Lassen (Fig. 13). We observe that NoPFS is faster at every batch size (the runtime per batch necessarily increases with larger batch sizes, due to more samples being processed). Further, while the variance in runtime stays roughly constant for NoPFS, for PyTorch it increases significantly with larger batches, due to additional I/O pressure caused by each rank fetching more data.

ImageNet-22k & CosmoFlow Both of these datasets demonstrate similar performance trends as for ImageNet-1k on Lassen. At 1024 GPUs, NoPFS is 2.4X faster on ImageNet-22k and 2.1X faster on CosmoFlow. This demonstrates how NoPFS is able to automatically adapt to very different datasets: Either many more samples (ImageNet-22k) or much more data (CosmoFlow). For CosmoFlow in particular, NoPFS is very close to the no I/O lower bound. NoPFS also automatically takes advantage of SSDs to cache parts of the CosmoFlow dataset at small scale, when the aggregate node memory is insufficient to hold the dataset.

The batch times for CosmoFlow also exhibit an interesting bimodal distribution. This is because the samples are all the same, large size (16 MB), leading to significantly different runtimes depending on where the sample is fetched from.

Discussion While NoPFS shows large performance improvements across systems, scales, and datasets, there is still a gap between its performance and the no I/O lower bound. We profiled the ImageNet-1k training with 32 GPUs on Lassen and observed that NCCL allreduces took up to 2× longer when performing I/O than without I/O. We believe this is due to increased contention when performing I/O, as I/O threads interfere with NCCL’s communication threads and I/O traffic goes over the same network as allreduces. This problem is more acute for ImageNet than for CosmoFlow, as the former uses much larger batches and smaller, variable-sized samples, resulting in much more frequent I/O requests. Indeed, this “I/O noise” presents a more general problem: since training is bulk synchronous due to the allreduces in each mini-batch, I/O noise becomes a barrier to scalability [35, 69]. NoPFS helps to significantly reduce this, but better characterizing and mitigating I/O noise (e.g., dedicated I/O cores or storage networks) are important future work.

In general, NoPFS’s distributed caching means that samples are read from the PFS as few times as necessary; typically only once for an entire training run when the dataset fits in the aggregate storage. This has two advantages: NoPFS suffers from less noise due to contention on the PFS, and it has a lower impact on other jobs that may be using the PFS in a shared cluster environment. Further, as NoPFS scales, it can take advantage of additional distributed memory. Perhaps counterintuitively, because of very high-speed networks and better random-access performance, reading from remote memory can be faster than reading from a local SSD. While remote accesses increase network traffic, which can interfere with allreduces, not using NoPFS would still require similar network communication, since the PFS is accessed over the same network in our systems, while NoPFS avoids PFS contention. Overall, NoPFS introduces very little overhead (compared to a standard I/O framework, it only needs to compute the access sequence in advance, which is fast) and in practice demonstrates large performance improvements of $2\times-5\times$.

7.2 End-to-end Training

Finally, we performed end-to-end training of ImageNet-1k using 256 GPUs on Lassen. We use a batch size of 32 samples per GPU, for a global batch size of 8192, and follow the learning procedure in Goyal et al. [30]. The top-1 validation accuracy over time for both NoPFS and PyTorch are shown in Fig. 16. In line with our benchmarks, we achieve a 1.42× speedup over the standard PyTorch DataLoader while achieving state-of-the-art accuracy. Both runs exhibit similar learning curves, albeit with slight variation due to different random seeds for network parameters. (Note, due to the speedup, NoPFS’s curve is compressed.)
8 RELATED WORK

Beyond work on optimizing ML training I/O (see Sec. 2.2), there has been work on optimizing specific aspects or infrastructure. Pumna et al. [70] optimizes LMDB, Caffe’s [41] I/O subsystem, to address issues in mmap I/O request scheduling. Chowdhury et al. [24] study the performance of the BeeGFS filesystem for deep learning workloads. Chien et al. [23] examine the impact of multi-threading in TensorFlow’s I/O pipeline. Data preprocessing and augmentation can also be a bottleneck during training, as it is typically executed by CPUs, which may be unable to keep up with accelerators. Optimized pipelines such as DALI [65] attempt to address this with careful engineering and by splitting preprocessing between CPU and GPU.

Beyond these, efficient distributed I/O has long been studied in the context of scientific computing applications [36, 53, 77]. High-performance networks and RDMA have also been used to disaggregate memory and improve I/O performance. Infiniswap [31] used RDMA for remote memory paging. Key/value stores can leverage RDMA [43] or OpenSHMEM [28] for improved performance. A similar set of work exists for distributed filesystems, which also leverage non-volatile memory, including the Hadoop Distributed Filesystem [38], Octopus [56], and Crail [75]. Additionally, distributed and hierarchical caching has been studied in other contexts, such as for video-on-demand content [49] and content delivery networks [16].

9 CONCLUSIONS

Clairvoyance has long been an idea used in theoretical studies of prefetching and caching, but has been difficult to translate to practical applications with complex I/O access patterns. With machine learning, where the access pattern is random, but predictable given the random seed that generates it, there is now an application that fully benefits from this. Using clairvoyance, we make a probabilistic analysis of access patterns and show that there is almost always an imbalance in the frequency a worker accesses a particular sample, which we combine with a performance model to drive a hierarchical caching and prefetching policy. NoPFS provides a simple, powerful interface that can be used in existing training pipelines to improve their I/O performance and reduce overall runtime.

As the compute throughput of accelerators continues to grow faster than that of data movement, the cost of I/O—and the importance of optimizing it—will only increase. Further, storage hierarchies are only getting deeper and more complicated, necessitating dedicated infrastructure to fully utilize them. Our work here serves as an initial step toward incorporating more detailed analyses of I/O into runtime frameworks. Future directions could include NUMA and topology-awareness for data fetching; dynamic cache management, where samples can migrate between caches; and better characterizing I/O noise. We expect that by building on clairvoyance and other insights, the I/O bottleneck can be addressed.

ACKNOWLEDGMENTS

The authors thank Marc Snir for discussions inspiring this line of research, and Tim Moon, Quincey Koziol, John Ravi, and Suren
Byna for feedback. This project received funding from the European Research Council (ERC) under the European Union’s Horizon 2020 program (grant agreement MAELSTROM, No. 955513). N.D. is supported by the ETH Postdoctoral Fellowship. T.B.N. is supported by the Swiss National Science Foundation (Ambizione Project #185778). Experiments were performed at Livermore Computing and the Swiss National Supercomputing Center.

REFERENCES

[1] Martin Abadi, Ashish Agarwal, Paul Barham, Eugene Brevdo, Zhifeng Chen, Craig Citro, Greg S. Corrado, Andy Davis, Jeffrey Dean, Matthieu Devin, Sanjay Ghemawat, Ian Goodfellow, Andrew Harp, Geoffrey Irving, Michael Isard, Yangqing Jia, Rafail Jozefowicz, Lukasz Kaiser, Manjunath Kudlur, Josh Levenberg, Dandelion Mané, Rajat Monga, Sherry Moore, Derek Murray, Chris Olah, Mike Schuster, Jonathon Shlens, Benoit Steiner, Ilya Sutskever, Kunal Talwar, Kunal Talwar, Paul Tucker, Vincent Vanhoucke, Vijay Vasudevan, Fernanda Viégas, Oriol Vinyals, Pete Warden, Martin Wattenberg, Martin Wicke, Yuan Yu, and Xiaoqiang Zheng. 2015. TensorFlow: Large-Scale Machine Learning on Heterogeneous Systems. https://www.tensorflow.org/

[2] Franklin Abdo, Robert Rittmuller, Brian Sumner, and Andrew Bertheaua. 2018. Detecting Work Zones in SHRP 2 NDIS Videos Using Deep Learning Based Computer Vision. In 17th IEEE International Conference on Machine Learning and Applications (ICMLA).

[3] Sami Abu-El-Haija, Nisarg Kothari, Joonseok Lee, Paul Natsev, George Toderici, Andrei Ivanov, Nikoli Dryden, Tal Ben-Nun, Shigang Li, and Torsten Hoefler. 2016. Efficient memory disaggregation with Infiniswap. In Proceedings of the ACM-SIAM Symposium on Discrete Algorithms (SODA). 3022–3031.

[4] Christophe Ambühl and Birgitta Weber. 2003. Parallel Prefetching and Caching is NP-hard. (2003).

[5] Ammar Ahmad Awan, Karthik Vadambacheri Manian, Ching-Hsiang Chu, Hari Subramoni, and Dabalewak K Pandu. 2019. Critical prefetching and caching in single and parallel disk systems. Information and Computation 198, 1 (2005).

[6] Sami Abu-El-Haija, Nisarg Kothari, Joonseok Lee, Paul Natsev, George Toderici, Andrei Ivanov, Nikoli Dryden, Tal Ben-Nun, Shigang Li, and Torsten Hoefler. 2016. Efficient memory disaggregation with Infiniswap. In Proceedings of the ACM-SIAM Symposium on Discrete Algorithms (SODA). 3022–3031.

[7] Juncheng Gu, Youngmoon Lee, Yiwen Zhang, Mosharaf Chowdhury, and Kang G Shin. 2017. Efficient memory disaggregation with Infiniswap. In 14th USENIX Symposium on Networked Systems Design and Implementation (NSDI 17). 469–487.

[8] Sam Ade Jacobs, Brian Van Essen, David Hysom, Jae-Seung Yeom, Tim Moon, Fahim Chowdhury, Yue Zhu, Todd Heer, Saul Paredes, Adam Moody, Robin Goldstone, Kathrin Mohror, and Weiiku. 2019. I/O characterization and performance evaluation of BeeGFS for deep learning. In Proceedings of the 46th International Conference on Parallel Processing. 1–10.

[9] Liviu Andronache, Richard A Grelle, and Jochen Hartmann. 2012. Impact of source code changes on software development productivity. In Proceedings of the 2012 30th Conference on Local Computer Networks (LCN). 54–63.

[10] Liviu Andronache, Richard A Grelle, and Jochen Hartmann. 2012. Impact of source code changes on software development productivity. In Proceedings of the 2012 30th Conference on Local Computer Networks (LCN). 54–63.

[11] Liviu Andronache, Richard A Grelle, and Jochen Hartmann. 2012. Impact of source code changes on software development productivity. In Proceedings of the 2012 30th Conference on Local Computer Networks (LCN). 54–63.

[12] Mehmet Anbarjoku, Samir Armbrister, Dhanunjaya Budagavi, John Chase, Bikash Chaudhry, and Qiang Shen. 2017. I/O characterization and performance evaluation of BeeGFS for deep learning. In Proceedings of the 46th International Conference on Parallel Processing. 1–10.

[13] Liviu Andronache, Richard A Grelle, and Jochen Hartmann. 2012. Impact of source code changes on software development productivity. In Proceedings of the 2012 30th Conference on Local Computer Networks (LCN). 54–63.

[14] Liviu Andronache, Richard A Grelle, and Jochen Hartmann. 2012. Impact of source code changes on software development productivity. In Proceedings of the 2012 30th Conference on Local Computer Networks (LCN). 54–63.

[15] Liviu Andronache, Richard A Grelle, and Jochen Hartmann. 2012. Impact of source code changes on software development productivity. In Proceedings of the 2012 30th Conference on Local Computer Networks (LCN). 54–63.
In-datacenter performance analysis of a tensor processing unit. In *Proceedings of the 44th Annual International Symposium on Computer Architecture (ISCA)*.

Shahin Kamali and Helen Xu. 2020. Multicore Paging Algorithms Cannot Be Competitive. In *Proceedings of the 42nd ACM Symposium on Parallelism in Algorithms and Architectures (SPAA)*. 547–549.

Shahin Kamali and Helen Xu. 2021. Beyond worst-case analysis of multicore caching strategies. In *Symposium on Algorithmic Principles of Computer Systems (APOS)*. 1–15.

Anil Kumar Katti and Vijaya Ramachandran. 2012. Competitive cache replacement strategies for shared cache environments. In *International Parallel and Distributed Processing Symposium (IPDPS)*. 215–226.

Tracy Kiembl and Anna F Karlin. 2000. Near-optimal parallel prefetching and caching. *SIAM Journal on computing*, 29, 4 (2000).

Christian Koch, Johannes Pfannmüller, Amir Rizk, David Hausheer, and Ralf Steinmetz. 2018. Category-aware hierarchical caching for video-on-demand content on YouTube. In *Proceedings of the 46th ACM Multimedia Systems Conference (MMSys)*.

Thorsten Kurth, Sean Treichler, Joshua Romero, Mayur Mudigonda, Nathan Luehr, Derek G Murray, Jiri Simsa, Ana Klimovic, and Ihor Indyk. 2021. tf.data: A Machine Learning Data Processing Framework. In *Proceedings of the 9th ACM/IEEE Conference for High Performance Computing, Networking, Storage and Analysis (SC)*.

Alina Kuznetsova, Hassan Rom, Neil Alldrin, Jasper Uijlings, Ivan Krasin, Jordi Pont-Tuset, Shahab Kamali, Stefan Popov, Matteo Malloci, Tom Duerig, et al. 2018. Exascale deep learning for climate analytics. In *International Conference for High Performance Computing, Networking, Storage and Analysis (SC)*.

Yosuke Oyama, Naoya Maruyama, Nikoli Dryden, Erin McCarthy, Peter Harrington, Jan Ballewski, Satoshi Matsuoka, Peter Nogent, and Brian Van Essen. 2020. The case for strong scaling in deep learning: Training large 3D CNNs with hybrid parallelism. *IEEE Transactions on Parallel and Distributed Systems*.

Clairvoyant Prefetching for Distributed Machine Learning I/O

M. Andriy Sabinin, Roman Fedin, and Dmitriy Belenky. 2019. Clairvoyant prefetching for distributed machine learning I/O. In *Advances in Neural Information Processing Systems (NeurIPS)*.

Fabrizio Petroini, Darren J Kerbyson, and Scott Pakin. 2003. The case of the missing supercomputer performance. Achieving optimal performance on the 8,192 processors of ASCI Q. In *Proceedings of the 2003 ACM/IEEE conference on Supercomputing (SC)*. 55–59.

Sarunya Pumma, Min Si, Wu-Chun Feng, and Pavan Balaji. 2019. Scalable Deep Learning via I/O Analysis and Optimization. *ACM Transactions on Parallel Computing (TOPC)*, 6, 2 (2019).

RIKEN Center for Computational Science. 2021. About Fugaku. https://www.rcs.rikens.jp/en/fugaku/about/

Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng Huang, Andrej Karpathy, Aditya Khosla, Michael Bernstein, Alexander C. Berg, and Li Fei-Fei. 2015. ImageNet Large Scale Visual Recognition Challenge. *International Journal of Computer Vision (IJCV)* 115, 3 (2015).

Alexander Sergeyev and Mike Del Balso. 2018. Horovod: fast and easy distributed deep learning in TensorFlow. arXiv preprint arXiv:1802.05799 (2018).

Emma Strubell, Ananya Ganesh, and Andrew McCallum. 2019. Energy and policy considerations for deep learning in NLP. In *Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics (ACL)*.

Patrick Stuedi, Animesh Trivedi, Jonas Pfefferle, Radu Stoica, Bernard Metzler, Nikolas Ioannou, and Ioannis Koltzidas. 2017. Crail: A High-Performance I/O Architecture for Distributed Data Processing. *IEEE Data Eng. Bull.,* 40, 1 (2017), 38–49.

Chen Sun, Abhinav Shrivastava, Saurabh Singh, and Abhinav Gupta. 2017. Revisiting unreasonable effectiveness of data in deep learning era. In *Proceedings of the IEEE International Conference on Computer Vision (ICCV)*.

Rajeev Thakur, William Gropp, and Ewing Luks. 1999. Data sieving and collective I/O in ROMIO. In *Seventh Symposium on the Frontiers of Massively Parallel Computation*.

Chih-Chieh Yang and Guojing Cong. 2019. Accelerating Data Loading in Deep Neural Network Training. In *International Conference on High Performance Computing, Data, and Analytics (HiPC)*.

Yue Zhu, Fahim Chowdhury, Huansong Fu, Adam Moody, Kathryn Mohror, Kento Sato, and Weikuan Yu. 2018. Entropy-aware I/O pipelining for large-scale deep learning on HPC systems. In *International Symposium on Modeling, Analysis, and Simulation of Computer and Telecommunication Systems (MASCOTS)*.