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Introduction

The universal skeletons for coordinate algebras in classical geometry (differential geometry, algebraic geometry, etc.) are polynomial algebras. The appropriate function algebras are obtained by completions with respect to the adapted topologies and either by gluing process or by taking quotient algebras.
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Our aim here is to discuss the noncommutative generalizations of polynomial algebras which can be used similarly in various noncommutative settings, noncommutative differential geometry, noncommutative algebraic geometry, etc. as well as in the applications in physics.

At the very beginning, one has to face the question of what class of algebras should we consider as generalization of the algebras of polynomial functions on finite-dimensional vector spaces. It seems clear that one must stay within the class of the N-graded algebras which are connected, generated in degree 1 with finite presentations. There is a minimal choice which is the class of quadratic algebras which are Koszul (see below) of finite global dimension, which have polynomial growth and satisfy a version of Poincaré duality referred to as the Gorenstein property. A bigger class is the class of regular algebras in the sense of which shall be referred to as the class of AS-regular algebras in the following. We shall consider here a bigger class in that we shall drop the condition of polynomial growth included in the AS-regularity condition. We shall refer to this bigger class of algebras as regular algebras. Although polynomial growth is a very natural condition for noncommutative coordinate algebras (and from the point of view of deformation theory), it turns out that for our analysis we do not need it and that by imposing polynomial growth one eliminates algebras which in spite of the fact that they have not an interpretation of (noncommutative) coordinate algebra are very interesting and are furthermore relevant for physics. Of course, at any stage one can restrict attention to the subclass of algebras with polynomial growth, (or which are quadratic, etc.). For global dimensions \( D = 2 \) and \( D = 3 \), the regular algebras are \( N \)-homogeneous and Koszul. We shall recall what this Koszul property means. This is a very desirable property that one can formulate only for \( N \)-homogeneous algebras for the moment (i.e. algebras with relations of degree \( N \)). This is why, for global dimensions \( D \geq 4 \) we shall impose \( N \)-homogeneity and Koszulity.

In the following we shall review various concepts and results. We shall in particular give a survey of the results of in which we shall insist on the conceptual points and drop technical proofs. We shall illustrate the main points by a lot of examples. A central result is that the algebras under consideration are completely specified by multilinear forms on finite-dimensional vector spaces. Given such an algebra, the corresponding multilinear form, which is unique up to a nonvanishing scale factor, plays the role of the (noncommutative) volume form. Furthermore isomorphic algebras correspond to multilinear forms which are in the same orbit of the corresponding linear group \((GL(g) \text{ for } g \text{ generators})\). The determination of the moduli space of these algebras is of course of mathematical interest by itself. Concerning physics, the classification of these algebras can become of great importance since in a noncommutative geometrical approach to the quantum theory of space and gravitation one should expect the occurrence at some approximation of a superposition of noncommutative geometries.

It is worth noticing that the results of have been recently generalized to the quiver case in . The correspondence between and should read : multilinear forms or volumes ↔ superpotentials.
Finally one should point out that this article is not only a survey but that it also contains new results and concepts.

Let us give some indications on the notations. Throughout the paper \( \mathbb{K} \) denotes a field, all vector spaces and algebras are over \( \mathbb{K} \), the dual of a vector space \( E \) is denoted by \( E^* \) and the symbol \( \otimes \) denotes the tensor product over \( \mathbb{K} \). Without other specifications, an algebra will always be an associative unital algebra. A graded algebra will be an \( \mathbb{N} \)-graded algebra \( \mathcal{A} = \bigoplus_{n \in \mathbb{N}} A_n \). Such a graded algebra is said to be connected whenever \( A_0 = \mathbb{K} \). Given a \((r, s)\)-matrix \( A \), we denote by \( A^t \) its transposed \((s, r)\)-matrix. We use the Einstein summation convention of repeated up down indices in the formulas.

1. Regular algebras

The aim of this section is to make explicit the general class of algebras that we wish to investigate and to set up some notations.

1.1. Graded algebras. The algebras that we shall consider will be connected \( \mathbb{N} \)-graded algebras which are finitely generated in degree 1 and finitely presented with homogeneous relations of degrees \( \geq 2 \). These algebras are the objects of the category \( \text{GrAlg} \), the morphisms of this category being the homogeneous algebra homomorphisms of degree 0.

An algebra \( A \in \text{GrAlg} \) is of the form \( A = \mathbb{K}[x_1, \ldots, x_g] / \langle f_1, \ldots, f_r \rangle \) where \( f_\alpha \in E \otimes N_\alpha \), \( N_\alpha \geq 2 \). Notice that \( r = \text{dim} R \) is well defined (i.e. only depends on \( A \)).

If \( R \) is concentrated in degree \( N \) \(( \geq 2 \) i.e. if \( R \subset E \otimes N \) then \( A \) will be said to be a \( N \)-homogeneous algebra. The \( N \)-homogeneous algebras form a full subcategory \( \text{H}_N \text{Alg} \) of \( \text{GrAlg} \). [4], [6].

1.2. Dimension. Let \( A \in \text{GrAlg} \) be as above so \( A = \mathbb{K}[x_1, \ldots, x_g] / \langle f_1, \ldots, f_r \rangle \) and one can define \( M_{\alpha \lambda} \in E \otimes N_{\alpha \lambda}^{-1} \) by setting \( f_\alpha = M_{\alpha \lambda} \otimes x^\lambda \in E \otimes N_\alpha \). Then the presentation of \( A \) by generators and relations is equivalent to the exactness of the sequence of left \( A \)-modules \([1]\)

\[
A^r \xrightarrow{M} A^g \xrightarrow{x} A \xrightarrow{\varepsilon} \mathbb{K} \to 0
\]

where \( M \) means right multiplication (in \( A \)) by the matrix \( (M_{\alpha \lambda}) \), \( x \) means right multiplication by the column \((x^\lambda)\) and \( \varepsilon \) is the projection onto \( A_0 = \mathbb{K} \). In more intrinsic notations the exact sequence \([1]\) reads for \( A = A(E, R) \)

\[
A \otimes R \to A \otimes E \xrightarrow{M} A \xrightarrow{\varepsilon} \mathbb{K} \to 0
\]
where \( m \) is the multiplication of \( A \) and the first arrow is as in (1.1). The exact sequence (1.2) corresponding to the presentation of \( A \) extends as a minimal projective resolution

\[
\cdots \to E_n \to E_{n-1} \to \cdots \to E_1 \to E_0 \to K \to 0
\]

of the left \( A \)-module \( K \) which is in fact a free resolution

\[
\cdots \to A \otimes E_n \to A \otimes E_{n-1} \to \cdots \to A \to K \to 0
\]

and it follows from the very definition of \( \text{Ext}_A(K, K) \) that one can make the identifications

\[
E^*_n = \text{Ext}^n_A(K, K)
\]

which read \( R^* = \text{Ext}^2_A(K, K) \) and \( E^* = \text{Ext}^1_A(K, K) \) for \( n = 2 \) and \( n = 1 \). The Yoneda algebra \( \text{Ext}_A(K, K) \) is the cohomology of a graded differential algebra from which it follows that it carries a canonical \( A_\infty \)-structure \([11], [33]\). It turns out that one can reconstruct the graded algebra \( A \) from the \( A_\infty \)-algebra \( \text{Ext}_A(K, K) \) \([30], [33]\). Thus the \( A_\infty \)-algebra \( \text{Ext}_A(K, K) \) is a natural dual of the graded algebra \( A \). In the case of a \( N \)-homogeneous algebra \( A \), there is another natural dual of \( A \) which is its Koszul dual \( A^! \) \([6]\) (see below). In the case of a Koszul algebra these two notions are strongly connected and coincide in the quadratic case \((N = 2), [7]\).

The length of the resolution (1.3) is the projective dimension of the left module \( K \). It is classical \([11], [2]\) that the left global dimension of \( A \) (for \( A \in \text{GrAlg} \)) coincides with the projective dimension of \( K \) as left module and that it also coincides with the right global dimension (and with the projective dimension of \( K \) as right module). Furthermore it has been shown recently \([5]\) that this dimension also coincides with the Hochschild dimension of \( A \) in homology as well as in cohomology. So for an algebra \( A \in \text{GrAlg} \) there is a unique definition of the dimension from a homological point of view which will be referred to as its global dimension in the sequel. In the following, we shall only consider algebras in \( \text{GrAlg} \) with finite global dimensions.

It is worth noticing here that there is another dimension for \( A \in \text{GrAlg} \) which is the Gelfand-Kirillov dimension but since in the following polynomial growth plays no role (and therefore will not be assumed) we shall only consider the global dimension for our general analysis.

### 1.3. Poincaré duality.

We now assume that \( A = A(E, R) \in \text{GrAlg} \) is of finite global dimension \( D \). The (free) resolution (1.3) of \( K \) reads then

\[
0 \to A \otimes E_D \to \cdots \to A \otimes E_1 \to A \to K \to 0
\]

with \( E_1 = A_1 = E \).

By applying the functor \( \text{Hom}_A(\bullet, A) \) to the chain complex

\[
0 \to A \otimes E_D \to \cdots \to A \otimes E \to A \to 0
\]

of (free) left \( A \)-modules, one obtains a cochain complex \( E' \)

\[
0 \to E'_0 \to E'_1 \to \cdots \to E'_D \to 0
\]

of right \( A \)-modules. The cohomology \( H(E') \) of this complex is by definition \( \text{Ext}_A(K, A) \) that is one has

\[
H^n(E') = \text{Ext}^n_A(K, A)
\]
for any $n \in \mathbb{N}$.

By definition, $\mathcal{A}$ is said to be Gorenstein if one has $\text{Ext}^D(\mathbb{K}, \mathcal{A}) = \mathbb{K}$ and $\text{Ext}_\mathcal{A}^n(\mathbb{K}, \mathcal{A}) = 0$ for $n \neq D$. This means that

$$0 \to \mathcal{E}_0' \to \cdots \to \mathcal{E}_D' \to \mathbb{K} \to 0$$

is a free resolution of $\mathbb{K}$ as right $\mathcal{A}$-module. This resolution is then a minimal projective resolution of the right $\mathcal{A}$-module $\mathbb{K}$ which implies the isomorphisms

$$E_n^* \simeq E_{D-n}$$

of vector spaces and therefore

$$\dim(E_n) = \dim(E_{D-n})$$

for $0 \leq n \leq D$.

Thus the Gorenstein property is a variant of the Poincaré duality property.

1.4. Regularity. Let $\mathcal{A} = A(E, R)$ be a graded algebra of $\text{GrAlg}$, $\mathcal{A}$ will be said to be regular if it is of finite global dimension, $g(\dim(A)) = D < \infty$, and is Gorenstein. This definition of regularity is directly inspired from the one of $[1]$ which will be refered to as AS-regularity, the only difference is that we have dropped the condition of polynomial growth since we do not need it for the analysis in the sequel and since it would eliminate very interesting examples.

This is the class of algebras that we would like to analyse and we shall do it for low global dimensions $D = 2$ and $D = 3$. For higher global dimension, we shall restrict a little the class of algebras that we will consider. In order to understand this let us recall the following result $[7]$.

**Proposition 1.** Let $\mathcal{A}$ be a regular algebra of global dimension $D$.

(i) If $D = 2$ then $\mathcal{A}$ is quadratic and Koszul.

(ii) If $D = 3$ then $\mathcal{A}$ is $N$-homogeneous with $N \geq 2$ and Koszul.

Thus for $D < 4$, regularity implies $N$-homogeneity (with $N = 2$ for $D = 2$) and Koszulity. We shall explain later what is the Koszul property. This is a very desired property that one can formulate for the moment only for homogeneous algebras. This is why we shall restrict attention in the following to regular algebras which are $N$-homogeneous (with $N \geq 2$) and Koszul. In view of the above proposition this is not a restriction for regular algebras of global dimension $D = 2$ and $D = 3$ however one knows examples of regular algebras in global dimension 4 and more which are not homogeneous.

2. Global dimension $D = 2$

This section is devoted to the description of the regular algebras of global dimension $D = 2$.

2.1. General results. Let us use the notations of the beginning of §1.2 so let $\mathcal{A} = \mathbb{K}(x^1, \ldots, x^g)/[f_1, \ldots, f_r]$ and consider the exact sequence (1.1) corresponding to the presentation of $\mathcal{A}$. The algebra $\mathcal{A}$ has global dimension $D = 2$ if and only if (1.1) extends as an exact sequence

$$0 \to \mathcal{A} \to \mathcal{A} \xrightarrow{M} \mathcal{A} \xrightarrow{\alpha} \mathbb{K} \to 0$$

i.e. as a free resolution of $\mathbb{K}$ of length $D = 2$.

Assume now that $D = 2$ and that $\mathcal{A}$ is Gorenstein. Then the Gorenstein property
implies that \( r = 1 \), that degree \((M) = \text{degree } (x) = 1\) so \( M = (B_{\rho \lambda} x^\mu) \) and that the matrix \((B_{\rho \mu}) \in M_g(K)\) is invertible. The above free resolution of \( K \) reads then

\[
(2.1) \quad 0 \rightarrow A \xrightarrow{x^B} A^g \xrightarrow{\lambda} A \xrightarrow{\epsilon} K \rightarrow 0
\]

with obvious notations.

Conversely, let \( b \) be a nondegenerate bilinear form on \( K^g \) with matrix elements \( B_{\mu \nu} \) in the canonical basis and let \( A \) be the (quadratic) algebra generated by \( g \) generators \( x^\lambda \) with relation \( B_{\mu \nu} x^\mu x^\nu = 0 \), then \( A \) is Gorenstein of global dimension \( D = 2 \). One has the following theorem \[23\].

**Theorem 2.** Let \( b \) be a nondegenerate bilinear form on \( K^g \) \((g \geq 2)\) with components \( B_{\mu \nu} = b(e_\mu, e_\nu) \) in the canonical basis \((e_\lambda)\) of \( K^g \). Then the quadratic algebra \( A \) generated by the elements \( x^\lambda \) \((\lambda \in \{1, \ldots, g\})\) with the relation \( B_{\mu \nu} x^\mu x^\nu = 0 \) is regular of global dimension \( D = 2 \). Conversely any regular algebra of global dimension \( D = 2 \) is of the above kind for some \( g \geq 2 \) and some nondegenerate bilinear form \( b \) on \( K^g \). Furthermore two such algebras \( A \) and \( A' \) are isomorphic if and only if \( g = g' \) and \( b' = b \circ L \) for some \( L \in GL(g, K) \).

The last part of this theorem is almost obvious and gives a description of the moduli space of the regular algebras of global dimension \( D = 2 \).

The right action \( b \mapsto b \circ L \) of the linear group on bilinear forms is a particular case of the right action of the linear group \( GL(V) \) on multilinear forms on a vector space \( V \) defined for a \( n \)-linear form \( w \) by

\[
(2.2) \quad w \circ L(v_1, \ldots, v_n) = w(Lv_1, \ldots, Lv_n)
\]

for any \( v_k \in V, k \in \{1, \ldots, n\} \).

For reasons which will become clear, the algebra \( A \) (regular of global dimension \( D = 2 \)) associated to the nondegenerate bilinear form \( b \) on \( K^g \) as in Theorem 2 will be denoted \( A(b, 2) \) in the following.

**2.2. Poincaré series and polynomial growth.** Let \( A \) be a regular algebra of global dimension \( D = 2 \). Then the exact sequence (2.1) splits as

\[
0 \rightarrow A_{n-2} \xrightarrow{x^B} A_{n-1}^g \xrightarrow{\lambda} A_n \rightarrow 0
\]

for \( n \neq 0 \) with of course \( A_0 = K \) and \( A_n = 0 \) for \( n < 0 \). It follows that the Poincaré series \( P_A(t) \) of \( A \) is given by

\[
(2.3) \quad P_A(t) = \frac{1}{1 - gt + t^2}
\]

in view of the Euler-Poincaré formula.

For \( g = 2 \) one has

\[
P_A(t) = \left( \frac{1}{1-t} \right)^2
\]

so \( A \) has then polynomial growth (with \( GK\dim = 2 \)) while for \( g > 2 \) one has

\[
P_A(t) = \frac{1}{(1-k^{-1}t)(1-kt)}
\]

with

\[
k = \frac{1}{2}(g + \sqrt{g^2 - 4}) > 1
\]
so $\mathcal{A}$ has then exponential growth.
Let us now discuss the case of the regular algebras of global dimension 2 with $g = 2$ generators i.e. which have polynomial growth. In view of Theorem 2 these algebras are classified by the $GL(2, \mathbb{K})$-orbits of nondegenerate bilinear forms on $\mathbb{K}^2$. Assuming that $\mathbb{K}$ is algebraically closed, it is easy to classify these $GL(2, \mathbb{K})$-orbits of nondegenerate bilinear forms according to the rank $\text{rk}$ of their symmetric parts $[24]$

(0) $\text{rk} = 0$ - there is only one orbit which is the orbit of the bilinear form $b = \varepsilon$ with matrix of components

$$B = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$$

which corresponds to the relations $x_1^2 - x_2^2 x_1 = 0$ so $\mathcal{A}$ is isomorphic to the polynomial algebra $\mathbb{K}[x_1, x_2]$.

(1) $\text{rk} = 1$ - there is only one orbit which is the orbit of the bilinear form $b$ with matrix of components

$$B = \begin{pmatrix} 0 & -1 \\ 1 & 1 \end{pmatrix}$$

which corresponds to the relations $x_1^2 - x_2 x_1 - (x_2)^2 = 0$.

(2) $\text{rk} = 2$ - there is a 1-parameter family of orbits which are the orbits of the bilinear forms $b = \varepsilon q$ with matrices of components

$$B = \begin{pmatrix} 0 & -1 \\ q & 0 \end{pmatrix}$$

for $q \in \mathbb{K}$ with $q^2 - q \not\equiv 0$ modulo $q - 1$ which corresponds to the relations $x_1^2 - q x_2 x_1 = 0$.

The case (0) corresponds to the ordinary plane, the case (1) corresponds to the Jordanian plane and the cases (2) correspond to the Manin planes. One thus recovers the usual description of the algebras which are regular in the sense of [1] i.e. AS-regular of global dimension 2, [28], [1].

### 2.3. Hecke symmetries.

Any linear mapping

$$R : \mathbb{K}^g \otimes \mathbb{K}^g \rightarrow \mathbb{K}^g \otimes \mathbb{K}^g$$

is characterized by its components $R^{\mu \nu}_{\lambda \rho}$ defined by

$$R(e_\lambda \otimes e_\rho) = R^{\mu \nu}_{\lambda \rho} e_\mu \otimes e_\nu$$

in the canonical basis $(e_\lambda)$ of $\mathbb{K}^g$.

Let $b$ be a nondegenerate bilinear form on $\mathbb{K}^g$ with components $B_{\lambda \rho} = b(e_\lambda, e_\rho)$ and let $K^{\mu \nu}$ be the components of a bilinear form on the dual vector space of $\mathbb{K}^g$ in the dual basis of $(e_\lambda)$. Define then the endomorphism $R$ of $\mathbb{K}^g \otimes \mathbb{K}^g$ by setting

$$R^{\mu \nu}_{\lambda \rho} = \delta^\mu_\lambda \delta^\nu_\rho + K^{\mu \nu} B_{\lambda \rho}$$

for $\mu, \nu, \lambda, \rho \in \{1, \ldots, g\}$. Assume now that the above $R$ defined by (2.4) satisfies the Yang-Baxter equation

$$ (I \otimes R)(R \otimes I)(I \otimes R) = (R \otimes I)(I \otimes R)(R \otimes I) $$
on $(\mathbb{K}^g)^\otimes^3$ where $I$ denotes the identity mapping of $\mathbb{K}^g$ onto itself. One verifies that (2.5) is equivalent to

\[
\begin{align*}
\begin{cases}
K B K^t B^t + (1 + \text{tr}(K B^t)) \mathbb{1} = 0 \\
K^t B^t K B + (1 + \text{tr}(K B^t)) \mathbb{1} = 0
\end{cases}
\]
\]

where $K$ and $B$ are the matrices $(K^\mu_\nu)$ and $(B^\lambda_\rho)$ of $M_g(\mathbb{K})$ and where the product is the matrix product. Equations (2.6) imply then that one has

\[
(R - \mathbb{1})(R - (1 + \text{tr}(K B^t))) \mathbb{1} = 0
\]

which means that $R$ is a Hecke symmetry in the terminology of [26].

Given the nondegenerate bilinear form $b$, one can always solve (2.6). For instance

\[
(2.8) \quad K = q B^{-1}
\]

with $q \in \mathbb{K}$ such that

\[
(2.9) \quad q + q^{-1} + \text{tr}(B^{-1} B^t) = 0
\]

is a solution of (2.6). The corresponding Hecke symmetries will be called the standard Hecke symmetries associated with (the nondegenerate bilinear form) $b$ while more generally the Hecke symmetries associated with the solutions of (2.6) will be said to be associated with $b$. There are generically two standard Hecke symmetries corresponding to the two roots of Equation (2.9).

Notice that (2.6) implies that $K \neq 0$ so if $R$ is a Hecke symmetry associated to $b$, the defining relation of $\mathcal{A}(b, 2)$ namely $B^\mu_\nu x^\mu x^\nu = 0$ is equivalent to the quadratic relations

\[
(2.10) \quad x^\mu x^\nu = R^\mu_\nu x^\lambda x^\rho
\]

for $\mu, \nu \in \{1, \ldots, g\}$. In the case $g = 2$ with $b = \varepsilon_q$ i.e.

\[
B = \begin{pmatrix}
0 & -1 \\
q & 0
\end{pmatrix}
\]

with $q \neq 0$ which includes cases (0) and (2) of [22] one can take

\[
K = \begin{pmatrix}
0 & 1 \\
-p & 0
\end{pmatrix}, \quad p \in \mathbb{K}
\]

as solution of (2.6). Equation (2.7) reads then

\[(R - \mathbb{1})(R + pq) = 0\]

and for $p = q, R$ is a standard Hecke symmetry for $b = \varepsilon_q$. In the classical situation $q = 1$, i.e. for $\mathcal{A} = \mathbb{K}[x^1, x^2]$, both standard Hecke symmetries coincide and reduce to the flip

\[
(x \otimes y) \mapsto y \otimes x
\]

of $\mathbb{K}^2 \otimes \mathbb{K}^2$. 

2.4. Actions of quantum groups. There are quantum groups acting on the noncommutative planes corresponding to the regular algebras of global dimension $D = 2$. For the Manin planes corresponding to $A(\epsilon_q, 2)$ these are the quantum groups $SL_q(2), GL_q(2)$ and $GL_{p,q}(2)$ \[35\], \[34\]. For the noncommutative plane corresponding to $A(b, 2)$ where $b$ is a nondegenerate bilinear form on $K_g$, the generalization of $SL_q(2)$ is the quantum group of the nondegenerate bilinear form $b$. Let us recall the definition of this object. Let $\mathcal{H}(b)$ be the unital associative algebra generated by the $g^2$ elements $u^\mu_\nu$ ($\mu, \nu \in \{1, \ldots, g\}$) with the relations

\begin{equation}
\Delta(u^\mu_\nu) = u^\mu_\rho \otimes u^\rho_\nu \tag{2.11}
\end{equation}

and

\begin{equation}
\varepsilon(u^\mu_\nu) = \delta^\mu_\nu \tag{2.12}
\end{equation}

where the $B^\mu_\nu$ are the matrix elements of the inverse matrix $B^{-1}$ of the matrix $B$ of the components $B^\mu_\nu = b(e^\mu, e^\nu)$ of $b$. One verifies easily that there is a unique structure of Hopf algebra on $\mathcal{H}(b)$ with coproduct $\Delta$, counit $\varepsilon$ and antipode $S$ such that

\begin{equation}
\Delta(u^\mu_\nu) = u^\mu_\rho \otimes u^\rho_\nu \tag{2.13}
\end{equation}

\begin{equation}
\varepsilon(u^\mu_\nu) = \delta^\mu_\nu \tag{2.14}
\end{equation}

\begin{equation}
S(u^\mu_\nu) = B^\mu_\lambda B^\lambda_\rho u^\rho_\nu \tag{2.15}
\end{equation}

the product and the unit being the original ones on $\mathcal{H}(b)$.

There is a canonical algebra-homomorphism $\Delta_L : A(b, 2) \rightarrow \mathcal{H}(b) \otimes A(b, 2)$ such that

\begin{equation}
\Delta_L(x^\lambda) = u^\lambda_\mu \otimes x^\mu \tag{2.16}
\end{equation}

for $\lambda \in \{1, \ldots, g\}$. This equips $A(b, 2)$ with a structure of $\mathcal{H}(b)$-comodule. The dual object of $\mathcal{H}(b)$ is the quantum group of the nondegenerate bilinear form $b$. The analysis of the category of representations of this quantum group has been done in \[8\]. To the coaction $\Delta_L$ of $\mathcal{H}(b)$ on $A(b, 2)$ corresponds an action of this quantum group on the noncommutative plane corresponding to $A(b, 2)$.

The (quadratic) homogeneous part of the relations (2.11) and (2.12) reads

\begin{equation}
u^\mu_\nu R^\nu_\rho \alpha \beta = R^\mu_\alpha \nu^\gamma_\beta u^\gamma_\rho \tag{2.16}
\end{equation}

where $R$ is a standard Hecke symmetry of $b$. In fact (2.16) together with (2.13) and (2.14) define a bialgebra with counit for any $R$. In the case where $R$ is a standard Hecke symmetry then $B^\mu_\nu B^\rho_\gamma u^\gamma_\lambda \nu^\lambda_\nu$ is in the center and the Hopf algebra $\mathcal{H}(b)$ corresponding to the quantum group of $b$ is the quotient of the bialgebra by the ideal generated by the element

\begin{equation}
B^\mu_\nu B^\rho_\gamma u^\gamma_\lambda \nu^\lambda_\nu - g \mathbb{1} \tag{2.16}
\end{equation}

of the center. In fact $\mathcal{H}(b)$ is a quotient of a bigger Hopf algebra associated with the homogeneous relations (2.16) which is the generalization of the Hopf algebra corresponding to $GL_q(2)$ in the case $b = \varepsilon_q$, ($g = 2$). More generally if $R$ is arbitrary an Hecke symmetry associated with $b$, there is a Hopf algebra associated with the quadratic relations (2.16) which coacts on $A(b, 2)$ and corresponds to the generalization of $GL_{p,q}(2)$. 
3. Global dimension $D = 3$

In this section we shall analyse regular algebras of global dimension $D = 3$ and describe some representative examples. For global dimensions $D \geq 3$ what replace the bilinear forms of the global dimension $D = 2$ (last section) are multilinear forms so we start this section with a discussion on multilinear forms.

3.1. Multilinear forms. Let $V$ be a vector space with $\dim(V) \geq 2$, $Q$ be an element of the linear group $GL(V)$ and $m$ be an integer with $m \geq 2$. Then a $m$-linear form $w$ on $V$ (i.e. a linear form on $V^\otimes m$) will be said to be $Q$-cyclic if one has

$$w(X_1, \ldots, X_m) = w(QX_m, X_1, \ldots, X_{m-1})$$

for any $X_1, \ldots, X_m \in V$.

Let $w$ be $Q$-cyclic then one has

$$w(X_1, \ldots, X_m) = w(QX_1, \ldots, QX_m)$$

for any $X_1, \ldots, X_m \in V$ which also reads $w = w \circ Q$ and means that $w$ is invariant by $Q$.

Let now $w$ be an arbitrary $Q$-invariant $m$-linear form on $V$, then the $m$-linear form $\pi_Q(w)$ on $V$ defined by

$$\pi_Q(w)(X_1, \ldots, X_m) = \frac{1}{m} \sum_{k=1}^{m} w(QX_k, \ldots, QX_m, X_1, \ldots, X_{k-1})$$

for any $X_1, \ldots, X_m \in V$ is $Q$-cyclic and this defines a projection $\pi_Q$ of the space of $Q$-invariant $m$-linear forms onto the space of $Q$-cyclic $m$-linear forms on $V$. This projection is $GL(V)$-equivariant in the sense that if $w$ is $Q$-invariant (resp. $Q$-cyclic) then $w \circ L$ is $L^{-1}QL$-invariant (resp. $L^{-1}QL$-cyclic) for any $L \in GL(V)$.

The $m$-linear form $w$ on $V$ will be said to be preregular if it satisfies the following conditions (i) and (ii):

(i) $w(X, X_1, \ldots, X_{m-1}) = 0$ for any $X_1, \ldots, X_{m-1} \in V$ implies $X = 0$,
(ii) there is a $Q_w \in GL(V)$ such that $w$ is $Q_w$-cyclic.

Condition (i) implies that $Q_w$ is unique under (ii) and Condition (ii) and (i) imply that $w$ satisfies the following condition (i') which is stronger than (i):

(i') $w(X_1, \ldots, X_k, X, X_{k+1}, \ldots, X_{m-1}) = 0$ for any $X_1, \ldots, X_{m-1} \in V$ implies $X = 0$, for any $k \in \{0, \ldots, m-1\}$.

A $m$-linear form $w$ on $V$ satisfying (i') will be said to be 1-site-nondegenerate.

The set of preregular $m$-linear forms on $V$ is invariant by the action of $GL(V)$ and one has

$$Q_{w \circ L} = L^{-1}QwL$$

for any preregular $m$-linear form $w$ on $V$.

A bilinear form $b$ on $\mathbb{K}^2$ is preregular if and only if it is nondegenerate; one has then $Q_b = (B^{-1})^tB$ where $B$ is the matrix of components of $b$. 


The condition of preregularity will be involved throughout the paper. We now introduce a stronger condition which is involved specifically in the description of the regular algebras of global dimension $D = 3$. Let $N$ be an integer with $N \geq 2$, then a $(N + 1)$-linear form $w$ on $V$ will be said to be 3-regular if it is preregular and satisfies the following condition (iii):

(iii) If $L_0$ and $L_1$ are endomorphisms of $V$ satisfying

$$w(L_0X, X_1, X_2, \ldots, X_N) = w(X_0, L_1X_1, X_2, \ldots, X_N)$$

for any $X_0, \ldots, X_n \in V$, then $L_0 = L_1 = kI$ for some $k \in \mathbb{K}$.

The set of 3-regular $(N + 1)$-linear forms is also invariant by $GL(V)$.

Condition (iii) is a sort of 2-sites nondegeneracy condition. Consider the stronger condition (iii'):

(iii') $\sum_i w(Y_i, Z_i, X_1, \ldots, X_{N-1}) = 0$ for any $X_1, \ldots, X_{N-1} \in V$ implies

$$\sum_i Y_i \otimes Z_i = 0.$$

It is clear that (iii') $\Rightarrow$ (iii), however it is a strictly stronger condition. For instance let $\varepsilon$ be the completely antisymmetric $(N + 1)$-linear form on $\mathbb{K}^{N+1}$ with $\varepsilon(e_0, \ldots, e_N) = 1$. Then $\varepsilon$ is 3-regular but one has

$$\varepsilon(Y, Z, X_1, \ldots, X_{N-1}) + \varepsilon(Z, Y, X_1, \ldots, X_{N-1}) = 0$$

identically and this does not imply $Y \otimes Z + Z \otimes Y = 0$.

3.2. General results for $D = 3$. Let $w$ be a preregular $(N + 1)$-linear form on $\mathbb{K}^g$ with components $W_{\lambda_1, \ldots, \lambda_N} = w(e_{\lambda_1}, \ldots, e_{\lambda_N})$ in the canonical basis $(e_\lambda)$ of $\mathbb{K}^g$ and let $A(w, N)$ be the $N$-homogeneous algebra generated by the $g$ elements $x^\lambda (\lambda \in \{1, \ldots, g\})$ with the $g$ relations

$$W_{\lambda_1, \ldots, \lambda_N}x^{\lambda_1} \cdots x^{\lambda_N} = 0$$

for $\lambda \in \{1, \ldots, g\}$. In other words one has $A(w, N) = A(E, R)$ with $E = \oplus_{\lambda} \mathbb{K}x^{\lambda}$ and $R = \sum_{\lambda} \mathbb{K}W_{\lambda_1, \ldots, \lambda_N}x^{\lambda_1} \otimes \cdots \otimes x^{\lambda_N}$. Condition (i) implies that $\dim(R) = g$ that is that the latter sum is direct and that the relations (3.3) are independent.

Let us note again that the beginning of (1.2) so let $A \in \text{GrAlg}$ with $A = \mathbb{K}(x^1, \ldots, x^g)/[f_1, \ldots, f_r]$ and consider the exact sequence (1.1) corresponding to the presentation of $A$. Then $A$ has global dimension $D = 3$ if and only if (1.1) extends as an exact sequence

$$0 \to A^r \to A^r \xrightarrow{M} A^r \xrightarrow{A} A \xrightarrow{f} \mathbb{K} \to 0$$

i.e. as a free resolution of $\mathbb{K}$ of length $D = 3$. Assume now that $A$ is regular. Then the Gorenstein property (Poincaré duality) implies immediately that $r = g$, that $s = 1$, that the above resolution reads with an appropriate choice of the relations $f_\lambda$

(3.4) $$0 \to A \xrightarrow{f} A^g \xrightarrow{M} A^g \xrightarrow{A} A \xrightarrow{f} \mathbb{K} \to 0$$

and that $w = x^\lambda \otimes f_\lambda$ is homogeneous, say of degree $N + 1$, and is preregular [1]. So $A = A(w, N)$ as above. In fact one has the following theorem [23].

Theorem 3. Let $A$ be a regular algebra of global dimension $D = 3$. Then $A = A(w, N)$ for some $N \geq 2$, some $g \geq 2$ and some 3-regular $(N + 1)$-linear form $w$ on $\mathbb{K}^g$. 
The Poincaré series of \( \mathcal{A} = \mathcal{A}(w, N) \) as in the above theorem (i.e. \( \mathcal{A} \) regular with \( D = 3 \)) is given by

\[
P_A(t) = \frac{1}{1 - gt + gt^2 - t^3}
\]

in view of (3.4).

If one compares this theorem with Theorem 2 for \( D = 2 \), one sees that there are two missing items: first there is no converse of the statement in Theorem 3 and second there is no characterization of the isomorphism classes. Concerning the first point, it was conjectured in [23] that given a 3-regular \((N + 1)\)-linear form \( w \) on \( K^g \) then \( \mathcal{A}(w, N) \) is a regular algebra with \( D = 3 \), but unfortunately this is wrong and we shall give counter-examples (see below). This means that one has to find some slightly stronger condition than 3-regularity for \( w \) (for \( D = 3 \)).

Concerning the second point the following result holds (independently of the regularity of the algebras) [23].

**Proposition 4.** Let \( w \) be a 3-regular \((N + 1)\)-linear form on \( K^g \) and let \( w' \) be a 3-regular \((N' + 1)\)-linear form on \( K'^g \). Then \( \mathcal{A}(w, N) \) and \( \mathcal{A}(w', N') \) are isomorphic if and only if \( g' = g, N' = N \) and \( w' = w \circ L \) for some \( L \in GL(g, K) \).

The conditions \( g' = g \) and \( N' = N \) are clear but the 3-regularity is really involved in the proof of this proposition (see in [23]).

Following [11] one deduces from [8] that a regular algebra of global dimension \( D = 3 \) has polynomial growth if and only if \( g = 3 \) and \( N = 2 \) or \( g = 2 \) and \( N = 3 \); Otherwise it has exponential growth (for \( g \geq 2 \) and \( N \geq 2 \)).

### 3.3. Examples and counter-examples.

All AS-regular algebras of global dimension \( D = 3 \) give of course examples and our notations \( w, M, Q \) come from [1]. In fact, the classification of the regular algebras of global dimension \( D = 3 \) with polynomial growth is based on the possible Jordan decompositions of the corresponding \( Q_w \)'s. Let us give some representative examples.

(a) The 3-dimensional Sklyanin algebra [37], [36]. This is the algebra \( \mathcal{A} \) generated by 3 elements \( x, y, z \) with relations

\[
\begin{align*}
xy - qyx &= pz^2 \\
yz - qzy &= px^2 \\
zx - qzx &= py^2
\end{align*}
\]

where \( p, q \in K \) with \((p, q) \neq (0, 0)\) and \((p^4 + 1, q^3 + 1) \neq (0, 0)\).

This algebra is AS-regular with \( D = 3 \). One has \( \mathcal{A} = \mathcal{A}(w, 2) \) with

\[
w = x \otimes y \otimes z + y \otimes z \otimes x + z \otimes x \otimes y
\]

where we have identified the 3-linear form \( w \) on \( K^3 \) with the corresponding element of \( (K^3)^{\otimes 3} \). One verifies that \( w \) is 3-regular and one has

\[
Q_w = 1
\]

for the corresponding element of \( GL(3, K) \).
(b) The $q$-deformed 3-dimensional polynomial algebra. This is the algebra $A$ generated by 3 elements $x, y, z$ with relations

\[
\begin{aligned}
xy &= qcyx \\
yz &= qazy \\
zx &= qbxz
\end{aligned}
\]

with $q, a, b, c \in \mathbb{K}$, $abc = 1$ and $q \neq 0$. This algebra is AS-regular with $D = 3$ and one has $A = A(w, 2)$ with

\[
w = bx \otimes y \otimes z + cy \otimes z \otimes x + az \otimes x \otimes y - q(abx \otimes z \otimes y + bcy \otimes x \otimes z + caz \otimes y \otimes x)
\]

with the same conventions as above. One verifies that $w$ is 3-regular and one has

\[
Q_w = \begin{pmatrix}
b/c & 0 & 0 \\
0 & c/a & 0 \\
0 & 0 & a/b
\end{pmatrix}
\]

(c) Type E quadratic AS-algebra [1]. This is the algebra $A$ generated by 3 elements $x, y, z$ with relations

\[
\begin{aligned}
x^2 + \zeta^{-1}yz + \zeta zy &= 0 \\
y^2 + \zeta^{-4}zx + \zeta^4xz &= 0 \\
z^2 + \zeta^{-7}xy + \zeta^7yx &= 0
\end{aligned}
\]

where $\zeta \in \mathbb{K}$ is a primitive 9th root of 1, $\zeta^9 = 1$. This algebra is AS-regular with $D = 3$ and $A = A(w, 2)$ with

\[
w = x \otimes z \otimes x + y \otimes x \otimes y + z \otimes y \otimes z
\]

\[
+ \quad \zeta z \otimes x \otimes x + \zeta^{-1}x \otimes x \otimes z
\]

\[
+ \quad \zeta^4x \otimes y \otimes y + \zeta^{-4}y \otimes y \otimes x
\]

\[
+ \quad \zeta^7y \otimes z \otimes z + \zeta^{-7}z \otimes z \otimes y
\]

which defines a 3-regular 3-linear form on $\mathbb{K}^3$. One has

\[
Q_w = \begin{pmatrix}
\zeta & 0 & 0 \\
0 & \zeta^4 & 0 \\
0 & 0 & \zeta^7
\end{pmatrix}
\]

for the corresponding element of $GL(3, \mathbb{K})$.

It is worth noticing here that the algebras of Case (a) and Case (b) are deformations of the polynomial algebra $\mathbb{K}[x, y, z]$ while this is not the case here. In fact the algebra with relations (3.12) is quite rigid.

(d) Counter-example to the converse of Theorem [3]. Let $A$ be the algebra generated by 3 elements $x, y, z$ with relations

\[
\begin{aligned}
x^2 + yz &= 0 \\
y^2 + zx &= 0 \\
xy &= 0
\end{aligned}
\]

Then $A = A(w, 2)$ where the 3-linear form $w$ on $\mathbb{K}^3$ is given by

\[
w = x \otimes x \otimes x + y \otimes y \otimes y + x \otimes y \otimes z + y \otimes z \otimes x + z \otimes x \otimes y
\]
with the same conventions as before. One verifies that \( w \) is again 3-regular and one has \( Q_w = 1 \). However \( A \) is not regular of global dimension \( D = 3 \). Indeed the candidate for (3.4) is

\[
0 \to A \overset{x^t}{\to} A^3 \overset{M}{\to} A^3 \overset{\varepsilon}{\to} \mathbb{K} \to 0
\]

with \( x^t = (x, y, z) \) and

\[
M = \begin{pmatrix}
x & 0 & y \\
z & y & 0 \\
0 & x & 0
\end{pmatrix}
\]

but this complex is not exact in second position: One has \((yz, 0, 0, 0) \in \text{Ker}(M)\) while \((yz, 0, 0)\) is not in the image of \( x^t \).

This algebra is discussed in [1] and there is a similar one which is cubic with 2 generators.

(e) The Yang-Mills algebra [17]. The Yang-Mills algebra is the cubic algebra \( A \) generated by \( g \) elements \( \nabla_\lambda (\lambda \in \{1, \ldots, g\}) \) with relations

\[
g^{\lambda \mu}[\nabla_\lambda, [\nabla_\mu, \nabla_\nu]] = 0
\]

for \( \nu \in \{1, \ldots, g\} \), where the \( g^{\lambda \mu} \) are the components of a symmetric nondegenerate bilinear form on \( \mathbb{K}^g \). The use here of covariant instead of contravariant notations-conventions has a physical origin. This algebra is regular of global dimension \( D = 3 \). One has \( A = A(w, 3) \) where \( w \) is the 4-linear form on \( \mathbb{K}^g \) with components

\[
W_{\alpha_1 \alpha_2 \alpha_3 \alpha_4} = g^{\alpha_1 \alpha_2}g^{\alpha_3 \alpha_4} + g^{\alpha_2 \alpha_3}g^{\alpha_4 \alpha_1} - 2g^{\alpha_1 \alpha_3}g^{\alpha_2 \alpha_4}
\]

for \( \alpha_k \in \{1, \ldots, g\} \). This 4-linear form on \( \mathbb{K}^g \) is 3-regular, in fact it satisfies the strong condition (iii'), and one has \( Q_w = 1 \).

(f) The super Yang-Mills algebra [19]. There is a “super” version of the Yang-Mills algebra which is the cubic algebra \( \tilde{A} \) generated by \( g \) elements \( S_\lambda (\lambda \in \{1, \ldots, g\}) \) with relations

\[
g^{\lambda \mu}[S_\lambda, [S_\mu, S_\nu]] = 0
\]

for \( \nu \in \{1, \ldots, g\} \), where the \( g^{\lambda \mu} \) are as above and \([A, B]_+ = AB + BA\).

This algebra is again regular of global dimension 3 and \( \tilde{A} = \tilde{A}(\tilde{w}, 3) \) where \( \tilde{w} \) is the 4-linear form on \( \mathbb{K}^g \) with components

\[
\tilde{W}_{\alpha_1 \alpha_2 \alpha_3 \alpha_4} = g^{\alpha_1 \alpha_2}g^{\alpha_3 \alpha_4} - g^{\alpha_1 \alpha_3}g^{\alpha_2 \alpha_4}
\]

for \( \alpha_k \in \{1, \ldots, g\} \). This \( \tilde{w} \) is 3-regular (and satisfies (iii')) and \( Q_{\tilde{w}} = -1 \). Notice that the equations (3.19) are equivalent to

\[
[S_\lambda, g^{\mu \nu}S_\mu S_\nu] = 0
\]

i.e. to the fact that \( g^{\mu \nu}S_\mu S_\nu \) is central.

Before leaving this section, it is worth noticing that the Yang-Mills algebra is by its very definition the universal enveloping algebra of a graded Lie algebra. In the case \( g = 2 \) this is an AS-regular algebra considered in [1] which is the universal
enveloping algebra of the graded 3-dimensional Lie algebra with basis ($\nabla_1, \nabla_2$) in degree 1 and $C$ in degree 2 with Lie bracket defined by
\[
[\nabla_1, \nabla_2] = C, [\nabla_1, C] = 0, [\nabla_2, C] = 0
\]
In the case $g > 2$, the Yang-Mills algebra has exponential growth.
Similar considerations apply to the super Yang-Mills where the above Lie algebra is replaced by a super Lie algebra.

4. Homogeneous algebras

The aim of this section is to describe properties of $N$-homogeneous algebras and to introduce and discuss the Koszul property [4, 9].

4.1. Koszul duality. Let $A \in H_N \text{Alg}$ be a $N$-homogeneous algebra, that is $A = A(E, R)$ with $R \subset E^\otimes N$. One defines the (Koszul) dual $A^!$ of $A$ to be the $N$-homogeneous algebra
\[
A^! = A(E^*, R^\perp)
\]
where $R^\perp \subset E^* \otimes N = (E^\otimes N)^*$ is the annihilation of $R$, i.e. the subspace
\[
R^\perp = \{ \omega \in (E^\otimes N)^* | \omega(x) = 0, \forall x \in R \}
\]
of $(E^\otimes N)^*$ identified with $E^* \otimes N$ (there a canonical identification of $(E^\otimes N)^*$ with $E^* \otimes N$ since $E$ is finite-dimensional). One has canonically
\[
(A^!)^! = A
\]
and to any morphism $f : A \to A' = A(E', R')$ of $H_N \text{Alg}$ corresponds a morphism $f^! : A'^! \to A^!$ which is induced by the transposed of the restriction $f \mid E : E \to E'$ of $f$ to $E$. The correspondence $(A \mapsto A^!, f \mapsto f^!)$ defines a contravariant involutive functor $((f^!)^! = f)$.

4.2. The Koszul $N$-complex $K(A)$.

Let $A = A(E, R)$ be a $N$-homogeneous algebra with dual $A^! = \oplus_n A^!_n$ and consider the dual vector spaces $A^!_n$ of the $A^!_n$. One has
\[
\left\{ \begin{array}{ll}
A^!_n = E^\otimes n & \text{for } n < N \\
A^!_n = \cap_{r+s=n-N} E^\otimes r \otimes R \otimes E^\otimes s & \text{for } n \geq N
\end{array} \right.
\]
so that for any $n \in \mathbb{N}$ one has $A^!_n \subset E^\otimes n$. Let us define then the sequence of homomorphisms of (free) left $A$-modules
\[
\cdots \xrightarrow{d} A \otimes A^!_{n+1} \xrightarrow{d} A \otimes A^!_n \xrightarrow{d} \cdots \xrightarrow{d} A \to 0
\]
where $d : A \otimes A^!_{n+1} \to A \otimes A^!_n$ is induced by the map
\[
a \otimes (e_0 \otimes e_1 \otimes \cdots \otimes e_n) \mapsto ae_0 \otimes (e_1 \otimes \cdots \otimes e_n)
\]
of $A \otimes E^\otimes n$ into $A \otimes E^\otimes n-1$. Then one has
\[
d^N = 0
\]
since $A^!_n \subset R \otimes E^\otimes n-N$ for $n \geq N$. Thus [4.1] defines a $N$-complex which will be referred to as the Koszul $N$-complex of $A$ and denoted by $K(A)$.
As for any $N$-complex [21] one obtains from $K(A)$ of family $C_{p,r}(K(A))$ of ordinary
Proposition 6. Let $A$ be a Koszul $N$-homogeneous algebra. One has
$$P_A(t)Q_A(t) = 1$$
where the series $Q_{\mathcal{A}}(t)$ is defined by

$$Q_{\mathcal{A}}(t) = \sum_{n \in \mathbb{N}} (\dim(\mathcal{A}^l_{Nn})t^{Nn} - \dim(\mathcal{A}^l_{Nn+1})t^{Nn+1})$$

and where $P_{\mathcal{A}}(t) = \sum_n \dim(\mathcal{A}_n)t^n$ is the Poincaré series of $\mathcal{A}$.

In fact the Koszul $N$-complex splits into sub-$N$-complexes for the total degree

$$K(\mathcal{A}) = \oplus K^{(n)}(\mathcal{A})$$

which induces a splitting of the Koszul complex into finite-dimensional subcomplexes

$$\mathcal{K}(\mathcal{A}, \mathbb{K}) = \oplus \mathcal{K}^{(n)}(\mathcal{A}, \mathbb{K})$$

and the proposition follows from the Euler-Poincaré formula applied to each components.

Notice that in the quadratic case, one has $Q_{\mathcal{A}}(t) = P_{\mathcal{A}}(-t)$.

If $\mathcal{A}$ is a Koszul $N$-homogeneous algebra, one has clearly

$$(4.8) \quad \mathcal{A}^l_{Nn} \simeq \text{Ext}^{2n}_\mathcal{A}(\mathbb{K}, \mathbb{K}), \mathcal{A}^l_{Nn+1} \simeq \text{Ext}^{2n+1}_\mathcal{A}(\mathbb{K}, \mathbb{K})$$

and therefore by setting

$$(4.9) \quad Y_\mathcal{A}(t) = \sum_{n \in \mathbb{N}} (\dim(\text{Ext}^{2n}_\mathcal{A}(\mathbb{K}, \mathbb{K})))t^{Nn} - \dim(\text{Ext}^{2n+1}_\mathcal{A}(\mathbb{K}, \mathbb{K}))t^{Nn+1}$$

one has $P_{\mathcal{A}}(t)Y_\mathcal{A}(t) = 1$. In [31] it is shown that, conversely if $\mathcal{A}$ is a $N$-homogeneous algebra such that one has

$$(4.10) \quad P_{\mathcal{A}}(t)Y_\mathcal{A}(t) = 1$$

then $\mathcal{A}$ is Koszul. This gives an interesting numerical criterion for Koszulity which has to be compared with the fact that there are $N$-homogeneous algebras $\mathcal{A}$ satisfying $P_{\mathcal{A}}(t)Q_{\mathcal{A}}(t) = 1$ which are not Koszul, (of course then [4.3] do not hold).

In [1.3] the factors $\mathcal{A}$ are considered as left $\mathcal{A}$-modules. By considering $\mathcal{A}$ as a right $\mathcal{A}$-module and by exchanging the factors, one obtains a $N$-complex $\hat{K}(\mathcal{A})$ of right $\mathcal{A}$-modules.

$$(4.11) \quad \cdots \xrightarrow{\hat{d}} \mathcal{A}^l_{Nn+1} \otimes \mathcal{A} \xrightarrow{\hat{d}} \mathcal{A}^l_{Nn} \otimes \mathcal{A} \xrightarrow{\hat{d}} \cdots \xrightarrow{\hat{d}} \mathcal{A} \to 0$$

where $\hat{d} : \mathcal{A}^l_{Nn+1} \otimes \mathcal{A} \to \mathcal{A}^l_{Nn} \otimes \mathcal{A}$ is induced by the mapping $(e_1 \otimes \cdots \otimes e_{n+1}) \otimes a \mapsto (e_1 \otimes \cdots \otimes e_n) \otimes e_{n+1}a$ of $E^\otimes_{n+1} \otimes \mathcal{A}$ into $E^\otimes_n \otimes \mathcal{A}$. The fact that $\hat{d}^N = 0$ follows from $\mathcal{A}^l_N \subset E^\otimes_{-N} \otimes \mathcal{R}$ for $n \geq N$. Let us consider the sequences $(L, R)$

$$(4.12) \quad \cdots \xrightarrow{d_L,d_R} \mathcal{A} \otimes \mathcal{A}^l_{Nn+1} \otimes \mathcal{A} \xrightarrow{d_L,d_R} \mathcal{A} \otimes \mathcal{A}^l_{Nn} \otimes \mathcal{A} \xrightarrow{\cdots} \xrightarrow{d_L,d_R} \mathcal{A} \otimes \mathcal{A} \to 0$$

where $d_L = d \otimes I$ and $d_R = I \otimes \hat{d}$, $I$ being the identity mapping of $\mathcal{A}$ onto itself. One has $d_L^N = d_R^N = 0$ and $d_L$ and $d_R$ are homomorphisms of $(\mathcal{A}, \mathcal{A})$-bimodule, i.e. of left $\mathcal{A} \otimes \mathcal{A}^\text{opp}$-modules. The two $N$-differentials $d_L$ and $d_R$ commute so one has

$$(d_L - d_R) \left( \sum_{p=0}^{N-1} d_L^p d_R^{N-p-1} \right) = \left( \sum_{p=0}^{N-1} d_L^p d_R^{N-p-1} \right) (d_L - d_R) = d_L^N - d_R^N = 0.$$
It follows that one defines a complex of free \( \mathcal{A} \otimes \mathcal{A}^{opp} \)-modules \( \mathcal{K}(\mathcal{A}, \mathcal{A}) \) by setting
\[
\mathcal{K}_{2m}(\mathcal{A}, \mathcal{A}) = \mathcal{A} \otimes \mathcal{A}^{opp}_{N_{m}} \otimes \mathcal{A} \\
\mathcal{K}_{2m+1}(\mathcal{A}, \mathcal{A}) = \mathcal{A} \otimes \mathcal{A}^{opp}_{N_{m+1}} \otimes \mathcal{A}
\]
with differential \( \delta' \) defined by
\[
\begin{aligned}
\delta' &= d_L - d_R : \mathcal{K}_{2m+1}(\mathcal{A}, \mathcal{A}) \to \mathcal{K}_{2m}(\mathcal{A}, \mathcal{A}) \\
\delta' &= \sum_{p=0}^{N-1} d_{L}^{p} d_{R}^{N-p-1} : \mathcal{K}_{2(m+1)}(\mathcal{A}, \mathcal{A}) \to \mathcal{K}_{2m+1}(\mathcal{A}, \mathcal{A})
\end{aligned}
\]
which will be referred to as the \textit{bimodule Koszul complex} of \( \mathcal{A} \).

It turns out that \( \mathcal{K}(\mathcal{A}, \mathcal{A}) \) is acyclic in positive degrees if and only if \( \mathcal{K}(\mathcal{A}, \mathbb{K}) \) is acyclic in positive degrees that is if and only if \( \mathcal{A} \) is a Koszul algebra. On the other hand one has the obvious exact sequence of bimodules
\[
\mathcal{A} \otimes \mathcal{E} \otimes \mathcal{A} \xrightarrow{\delta'} \mathcal{A} \otimes \mathcal{A} \xrightarrow{m} \mathcal{A} \to 0
\]
where \( m \) denotes the product of \( \mathcal{A} \). This means that \( H_0(\mathcal{K}(\mathcal{A}, \mathcal{A})) = \mathcal{A} \) and therefore whenever \( \mathcal{A} \) is Koszul one has a free resolution
\[
\mathcal{K}(\mathcal{A}, \mathcal{A}) \xrightarrow{m} \mathcal{A} \to 0
\]
of the left \( \mathcal{A} \otimes \mathcal{A}^{opp} \)-module \( \mathcal{A} \) which is a minimal projective resolution of \( \mathcal{A} \) and will be referred to as the \textit{Koszul resolution} of \( \mathcal{A} \).

\[\textbf{4.4. Small complex and Poincaré duality for Koszul algebras.}\] Let \( \mathcal{A} \) be a \( N \)-homogeneous Koszul algebra and let \( \mathcal{M} \) be a \( (\mathcal{A}, \mathcal{A}) \)-bimodule considered as a right \( \mathcal{A} \otimes \mathcal{A}^{opp} \)-module. Then by interpreting the Hochschild homology \( H(\mathcal{A}, \mathcal{M}) \) of \( \mathcal{A} \) with values in \( \mathcal{M} \) as \( \text{Tor}^{\mathcal{A} \otimes \mathcal{A}^{opp}}(\mathcal{M}, \mathcal{A}) \) \([12]\), one sees that the homology of the complex \( \mathcal{M} \otimes_{\mathcal{A} \otimes \mathcal{A}^{opp}} \mathcal{K}(\mathcal{A}, \mathcal{A}) \) is the \( \mathcal{M} \)-valued Hochschild homology of \( \mathcal{A} \). We shall refer to this latter complex as the \textit{small Hochschild complex} of the Koszul algebra \( \mathcal{A} \) with coefficients in \( \mathcal{M} \) and denote it by \( \mathcal{S}(\mathcal{A}, \mathcal{M}) \). It reads
\[
\cdots \xrightarrow{\delta} \mathcal{M} \otimes \mathcal{A}^{opp}_{N_{m+1}} \xrightarrow{\delta} \mathcal{M} \otimes \mathcal{A}^{opp}_{N_{m+1}} \xrightarrow{\delta} \mathcal{M} \otimes \mathcal{A}^{opp}_{N_{m}} \xrightarrow{\delta} \cdots
\]
where \( \delta \) is obtained from \( \delta' \) by applying the factors \( d_L \) to the right of \( \mathcal{M} \) and the factors \( d_R \) to the left of \( \mathcal{M} \).

By construction the lengths of the complexes \( \mathcal{K}(\mathcal{A}, \mathbb{K}) \) and \( \mathcal{K}(\mathcal{A}, \mathcal{A}) \) coincide. Assume that \( \mathcal{A} \) is a Koszul algebra, then this implies that the projective dimension of the trivial \( \mathcal{A} \)-module \( \mathbb{K} \) coincides with the Hochschild dimension of \( \mathcal{A} \) which is a particular case of the general result of \([5]\).

The Koszul complex \( \mathcal{K}(\mathcal{A}, \mathbb{K}) \) is a chain complex since its differential is of degree -1, the same is true for \( \mathcal{K}(\mathcal{A}, \mathcal{A}) \). By applying the functor \( \text{Hom}_{\mathcal{A}}(\bullet, \mathcal{A}) \) to the chain complex of free left \( \mathcal{A} \)-modules \( \mathcal{K}(\mathcal{A}, \mathbb{K}) \) one obtains the cochain complex \( \mathcal{L}(\mathcal{A}, \mathbb{K}) \) of free right \( \mathcal{A} \)-modules
\[
0 \to \mathcal{L}^{0}(\mathcal{A}, \mathbb{K}) \to \cdots \to \mathcal{L}^{n}(\mathcal{A}, \mathbb{K}) \to \cdots
\]
where \( \mathcal{L}^{n}(\mathcal{A}, \mathbb{K}) = \text{Hom}_{\mathcal{A}}(\mathcal{K}_{n}(\mathcal{A}, \mathbb{K}), \mathcal{A}) \). Assume that \( \mathcal{A} \) is Koszul of global dimension \( D \). Then \( \mathcal{L}^{n}(\mathcal{A}, \mathbb{K}) = 0 \) for \( n > D \) and \( \mathcal{A} \) is Gorenstein if and only if \( H^{n}(\mathcal{L}(\mathcal{A}, \mathbb{K})) = 0 \) for \( n < D \) and \( H^{D}(\mathcal{L}(\mathcal{A}, \mathbb{K})) = \mathbb{K} \). When \( \mathcal{A} \) is Koszul of global dimension \( D \) and Gorenstein, this implies a precise form of the Poincaré duality...
between the Hochschild homology and the Hochschild cohomology of \( \mathcal{A} \). [7], [11], [42]. In the case of a regular algebra \( \mathcal{A} = \mathcal{A}(w, N) \) of global dimension 3, it reads for an \( \mathcal{A} \)-bimodule \( \mathcal{M} \)

\[
H_n(\mathcal{A}, \mathcal{M}) = H^{3-n}(\mathcal{A}, \mathcal{M})
\]

for \( 0 \leq n \leq 3 \) when \( Q_w = 1 \) (when \( Q_w \neq 1 \) it induces an automorphism \( \sigma_w \) of \( \mathcal{A} \) and one has to twist by \( \sigma_w \) the left multiplication of \( \mathcal{M} \) by \( \mathcal{A} \) on the right-hand side of (4.16)).

The complex \( \mathcal{L}(\mathcal{A}, \mathcal{K}) \) is also a contraction of a natural \( \mathcal{N} \)-complex \( \mathcal{L}(\mathcal{A}) \). This \( \mathcal{N} \)-complex \( \mathcal{L}(\mathcal{A}) \) is the cochain \( \mathcal{N} \)-complex of free right \( \mathcal{A} \)-modules obtained by applying the functor \( \text{Hom}_\mathcal{A}(\bullet, \mathcal{A}) \) to the Koszul \( \mathcal{N} \)-complex \( K(\mathcal{A}) \) (which is a chain \( \mathcal{N} \)-complex of free left \( \mathcal{A} \)-modules). The right \( \mathcal{A} \)-module \( L^n(\mathcal{A}) \) identifies canonically with \( \mathcal{A}_n \otimes \mathcal{A} \) while the \( \mathcal{N} \)-differential of \( \mathcal{L}(\mathcal{A}) \) is then the left multiplication by \( x_\lambda^* \otimes x_\lambda \) in \( \mathcal{A}_1 \otimes \mathcal{A} \) where \( (x_\lambda^*) \) is the dual basis of \( (x^\lambda) \) \((E = \oplus_\lambda \mathbb{K}x^\lambda)\). One has \( \mathcal{L}(\mathcal{A}, \mathcal{K}) = C_{1,0}(\mathcal{L}(\mathcal{A})) \), i.e. \( L^0(\mathcal{A}, \mathcal{K}) = \mathcal{A} = L^1(\mathcal{A}, \mathcal{K}) = \mathcal{L}(\mathcal{A}, \mathcal{K}) \), etc.

4.5. Examples of Koszul algebras. All regular algebras of global dimensions \( D = 2 \) and \( D = 3 \) are Koszul so in particular the examples of regular algebras of Sections 2 and 3 are examples of Koszul algebras. We shall describe regular Koszul algebras of higher global dimension \( D \) in Section 5. Let us give here some examples of Koszul algebras which are not generically regular.

(a) Koszul duals of quadratic algebras. It is well known and not hard to show that if \( \mathcal{A} \) is a quadratic algebra, then its Koszul dual \( \mathcal{A}' \) is Koszul if and only if \( \mathcal{A} \) is Koszul. Even if \( \mathcal{A} \) is regular, \( \mathcal{A}' \) is generically not regular.

For instance the exterior algebra \( \wedge^g \mathbb{K} \) is the Koszul dual of the algebra of polynomial functions on \( \mathbb{K}^g \) which is regular and Koszul of global dimension \( g \), however \( \wedge^g \mathbb{K} \) is not of finite global dimension.

It is worth noticing here that if \( \mathcal{A} \) is a \( \mathcal{N} \)-homogeneous algebra with \( N > 2 \), then the Koszulity of \( \mathcal{A} \) does not imply the Koszulity of its Koszul dual \( \mathcal{A}' \), (this is due to the jumps in degrees in the Koszul resolution). For instance the Koszul dual \( \mathcal{A}' \) of the Yang-Mills algebra \( \mathcal{A} \) (§3.3, example (e)) is such that \( P_{\mathcal{A}}(t)Q_{\mathcal{A}}(t) \neq 1 \) (by direct computation) so it is not Koszul in view of Proposition [6]

(b) Degenerate bilinear form [3]. In the following \( b \) is a bilinear form on \( \mathbb{K}^g \) with \( g \geq 2 \), \( B = (B_{\mu\nu}) \) is the matrix of components \( B_{\mu\nu} = b(e_\mu, e_\nu) \) of \( b \) in the canonical basis of \( \mathbb{K}^g \) and \( \mathcal{A} = \mathcal{A}(b, 2) \) is the quadratic algebra generated by \( g \) elements \( x^\lambda \) with the relation

\[
B_{\mu\nu}x^\mu x^\nu = 0
\]

i.e. we generalize the notation of Section 2 to cases where \( b \) can be degenerate. In [3] one finds the following results (Propositions 5.4 and 5.5 in [3]) which contains Theorem [2]

**Proposition 7.** Assume that \( b \neq 0 \), then \( \mathcal{A} = \mathcal{A}(b, 2) \) has the following properties:

1) \( \mathcal{A} \) is Koszul,
2) \( \mathcal{A} \) has global dimension \( D = 2 \) except in the case where \( b \) is symmetric of rank 1 in which case \( D = \infty \),
3) \( \mathcal{A} \) is Gorenstein if and only if \( b \) is nondegenerate.
Thus for $b$ degenerate one has a lot of examples of Koszul algebras which are not regular. In \[3\] there is a similar statement for $N$-homogeneous algebras with one relation ($r = 1$) which although slightly more involved permits the construction of examples (see e.g. Example (c) in the next section §5.3).

(c) The self-duality algebra \[17\]. In the case $g = 4$ and $g^\lambda \mu = \delta^\lambda \mu$, the Yang-Mills algebra (Example (c) in §3.3) admits the 2 nontrivial quotients $\mathcal{A}^{(c)}$ and $\mathcal{A}^{(c)}$ where $\mathcal{A}^{(c)} (\varepsilon = \pm)$ is the quadratic algebra generated by the 4 elements $\nabla_\lambda$ ($\lambda \in \{1, 2, 3, 4\}$) with relations

\[\nabla_i, \nabla_k = \varepsilon [\nabla_i, \nabla_m]\]

for any cyclic permutation $(k, \ell, m)$ of $(1, 2, 3)$. Let us fix $\varepsilon = +$ and call $\mathcal{A}^{(c)}$ the self-duality algebra (the study of $\mathcal{A}^{(c)}$ is similar). In \[17\] it was shown that this algebra is Koszul of global dimension $D = 2$ and that the Koszul resolution reads

\[0 \to (\mathcal{A}^{(c)})^3 \to (\mathcal{A}^{(c)})^4 \to \mathcal{A}^{(c)} \to \mathbb{K} \to 0\]

from which it follows that

\[P_{\mathcal{A}^{(c)}}(t) = \frac{1}{(1 - t)(1 - 3t)}\]

so $\mathcal{A}^{(c)}$ has exponential growth and is not Gorenstein.

It follows from the definition that $\mathcal{A}^{(c)}$ is the universal enveloping algebra of a Lie algebra which is the semi-direct product of the free Lie algebra $L(\nabla_1, \nabla_2, \nabla_3)$ by the derivation $\delta$ given by

\[\delta(\nabla_k) = [\nabla_k, \nabla_m]\]

for any cyclic permutation $(k, \ell, m)$ of $(1, 2, 3)$. Formula (4.19) as well as all the above properties of $\mathcal{A}^{(c)}$ follow also directly from this structure.

(d) The super self-duality algebra \[19\]. In a similar way as in the last example, for $g = 4$ and $g^\lambda \mu = \delta^\lambda \mu$, the super Yang-Mills algebra (Example (f) in §3.3) admits the 2 nontrivial quotients $\tilde{\mathcal{A}}^{(c)}$ and $\tilde{\mathcal{A}}^{(c)}$ where $\tilde{\mathcal{A}}^{(c)} (\varepsilon = \pm)$ is the quadratic algebra generated by the 4 elements $S_\lambda$ ($\lambda \in \{1, 2, 3, 4\}$) with relations

\[i[S_4, S_k] = \varepsilon [S_k, S_m]\]

for any cyclic permutation $(k, \ell, m)$ of $(1, 2, 3)$. Let us fix $\varepsilon = +$ and call $\tilde{\mathcal{A}}^{(c)}$ the super self-duality algebra. This algebra is again a Koszul algebra of global dimension 2 which is not Gorenstein and has Poincaré series given by

\[P_{\tilde{\mathcal{A}}^{(c)}}(t) = \frac{1}{(1 - t)(1 - 3t)}\]

so has also exponential growth. This algebra has direct relations with the 4-dimensional Sklyanin algebra (see in \[19\]).

5. Arbitrary global dimension $D$

In the previous sections, we have seen that the regular algebras of global dimensions $D = 2$ and $D = 3$ are $N$-homogeneous (with $N = 2$ for $D = 2$) and Koszul. This very desirable property permits to write explicit canonical resolutions. On the other hand one can formulate for the moment this Koszul property only for $N$-homogeneous algebras. This is why in this section we shall restrict attention to
Koszul homogeneous algebras and our aim is then to formulate the generalization of Theorem 3 for arbitrary global dimension $D$. Notice however that for global dimensions $D \geq 4$, regularity does not imply $N$-homogeneity. It is worth mentioning here that for $D = 4$ the AS-regular algebras, i.e. the regular algebras with polynomial growth, have been recently classified [32].

We shall need a class of $N$-homogeneous algebras associated with preregular multilinear forms that we now describe.

5.1. Homogeneous algebras associated to multilinear forms. In this subsection $m$ and $N$ are integers with $m \geq N \geq 2$ and $w$ is a preregular $m$-linear form on $K^g$ $(g \geq 2)$ with components $W_{\lambda_1, \ldots, \lambda_m} = w(e_{\lambda_1}, \ldots, e_{\lambda_m})$ in the canonical basis $(e_{\lambda})$ of $K^g$. Let $A = A(w, N)$ be the $N$-homogeneous algebra generated by the elements $x^{\lambda}$ $(\lambda \in \{1, \ldots, g\})$ with relation

\begin{equation}
W_{\lambda_1, \ldots, \lambda_m-1 \mu_1, \ldots, \mu_N} x^{\mu_1} \cdots x^{\mu_N} = 0
\end{equation}

for $\lambda_k \in \{1, \ldots, g\}$. Thus one has $A = A(E, R)$ with $E = \oplus_{\lambda} K x^{\lambda}$ and

$$R = \sum_{m} K W_{\lambda_1, \ldots, \lambda_m-1 \mu_1, \ldots, \mu_N} x^{\mu_1} \cdots x^{\mu_N} \subset E^{\otimes N}.$$  

Notice that this generalizes the definitions of Section 2 (which is the case $m = 2$) and Section 3 (which is the case $m = N + 1$).

Let us define the subspaces $W_n \subset E^{\otimes n}$ for $m \geq n \geq 0$ by

\begin{equation}
\begin{cases}
W_n = E^{\otimes n} & \text{for } N - 1 \geq n \geq 0 \\
W_n = \sum_{\lambda_k} K W_{\lambda_1, \ldots, \lambda_m-1 \mu_1, \ldots, \mu_n} x^{\mu_1} \cdots x^{\mu_n} & \text{for } m \geq n \geq N
\end{cases}
\end{equation}

so in particular $W_1 = E$ and $W_N = R$. The twisted cyclicity of $w$ (property (ii) of §3.1) and (4.3) implies the following proposition.

**Proposition 8.** The sequence

\begin{equation}
0 \rightarrow A \otimes W_m \xrightarrow{d} A \otimes W_{m-1} \xrightarrow{d} \cdots \xrightarrow{d} A \rightarrow 0
\end{equation}

is a sub-$N$-complex of the Koszul $N$-complex $K(A)$ of $A$.

In fact one has $W_n \subset A^+_n$ and $d(A \otimes W_{n+1}) \subset A \otimes W_n$. In particular one has $W_m = Kw \subset A^+_m$ so $w$ is a linear form on $A^+_m$. We define then the linear form $\omega_w$ on the algebra $A^+_1$ by setting

\begin{equation}
\omega_w = w \circ p_m
\end{equation}

where $p_m : A^+_1 \rightarrow A^+_m$ is the canonical projection onto the degree $m$. With $E = \oplus_{\lambda} K x^{\lambda}$, $w$ is canonically a $m$-linear form on $E^*$ and $Q_w$ an element of $GL(E^*)$. With these identifications one has the following theorem [23].

**Theorem 9.** The element $Q_w$ of $GL(E^*)$ induces an automorphism $\sigma_w$ of the $N$-homogeneous algebra $A^+_1 = A(E^*, R^1)$ and one has

\begin{equation}
\omega_w(xy) = \omega_w(\sigma_w(y)x)
\end{equation}

for any $x, y \in A^+_1$. The subset of $A^+_1$

$$\mathcal{I} = \{ y \in A^+_1 | \omega_w(xy) = 0, \quad \forall x \in A^+_1 \}$$

is a two-sided ideal of $A^+_1$ and the quotient algebra $F(w, N) = A^+_1/\mathcal{I}$ equipped with the linear form induced by $\omega_w$ is a graded Frobenius algebra.
To prove this theorem, one first verifies by using the $Q_w$-invariance of $w$ that one has $Q_w^N R^+ \subset R^+$ which implies the existence of $\sigma_w$. Then (5.5) is just a translation of the $Q_w$-cyclicity of $w$. By definition $\mathcal{I}$ is a left ideal and (5.5) implies that it is also a right ideal. The quotient $\mathcal{F} = A^l/\mathcal{I}$ is a finite-dimensional graded algebra and the pairing induced by $(x,y) \mapsto \omega_w(xy)$ is nondegenerate and is a Frobenius pairing on $\mathcal{F}$.

**Corollary 10.** Considered as an element of $GL(E)$, the transposed $Q^l_w = Q_w^t$ of $Q_w$ induces an automorphism $\sigma_w$ of the $N$-homogeneous algebra $A = A(E, R)$.

Let us end this subsection by noting that, at this level of generality and for $N = 2$ (i.e. in the quadratic case), the multilinear form $w$ induces a (twisted) noncommutative $m$-form for $A$. For this let $\omega \in \mathcal{A}^l \otimes \mathcal{A}$ be the $(\mathcal{A}, \mathcal{A})$-bimodule which coincides with $\mathcal{A}$ as right $\mathcal{A}$-module and is such that the structure of left $\mathcal{A}$-module is given by the left multiplication by $(-1)^m (m-1)^{\sigma_w} - 1$ for $a \in \mathcal{A}$.

**Proposition 11.** In the case $N = 2$ that is for $A = A(w, 2)$, $1 \otimes w$ is canonically a non trivial $w\mathcal{A}$-valued Hochschild $m$-cycle on $\mathcal{A}$.

In this statement, $1$ is interpreted as an element of $w\mathcal{A}$ while $w \in E \otimes^m$ is interpreted as an element of $\mathcal{A} \otimes^m$ $(E = A_1 \subset \mathcal{A})$ so that $1 \otimes w$ is a $w\mathcal{A}$-valued Hochschild $m$-chain.

**5.2. General results for Koszul-Gorenstein algebras.** For the $N$-homogeneous algebras which are Koszul of finite global dimension $D$ and which are Gorenstein, (a particular class of regular algebras if $D \geq 4$), one has the following theorem \cite{23}.

**Theorem 12.** Let $\mathcal{A}$ be a $N$-homogeneous algebra which is Koszul of finite global dimension $D$ and Gorenstein. Then $\mathcal{A} = \mathcal{A}(w N)$ for some preregular $m$-linear form on $K^g$ for some $g$. If $N \geq 3$ then $m = Np + 1$ and $D = 2p + 1$ for some $p \geq 1$ while for $N = 2$ one has $m = D$.

For the proof we refer to \cite{23}.

Under the assumptions of Theorem 12 the Koszul resolution of the trivial left $\mathcal{A}$-module $K$ reads

$$0 \to \mathcal{A} \otimes W_m \xrightarrow{d} \mathcal{A} \otimes W_{m-1} \xrightarrow{d} \cdots \to \mathcal{A} \otimes W_N \xrightarrow{d} \mathcal{A} \otimes E \xrightarrow{d} \mathcal{A} \xrightarrow{e} K \to 0$$

or, by setting

$$\nu_N(2k) = Nk$$
$$\nu_N(2k + 1) = Nk + 1$$

for $k \in \mathbb{N}$, (5.6)

$$0 \to \mathcal{A} \otimes W_{\nu_N(D)} \xrightarrow{d'} \cdots \to \mathcal{A} \otimes W_{\nu_N(k)} \xrightarrow{d'} \mathcal{A} \otimes W_{\nu_N(k-1)} \cdots \to \mathcal{A} \xrightarrow{e} K \to 0$$

where $d'$ is defined by

$$d' = d^{N-1} : \mathcal{A} \otimes W_{\nu_N(2k)} \to \mathcal{A} \otimes W_{\nu_N(2k-1)}$$
$$d' = d : \mathcal{A} \otimes W_{\nu_N(2k+1)} \to \mathcal{A} \otimes W_{\nu_N(2k)}$$

(5.7)
for $k \in \mathbb{N}$.

Notice that one has

\[(5.9) \quad \dim(W_\nu(N)(k)) = \dim(W_\nu(N)(D-k))\]

for $0 \leq k \leq D$. In particular $A \otimes W_\nu(N(D)) = A \otimes w$ so one sees that $1 \otimes w$ is the generator of the top module of the Koszul resolution which again corresponds to the interpretation of $1 \otimes w$ as a volume form.

It is worth noticing here that it has been already shown in [10] that the quadratic algebras which are Koszul and regular are determined by multilinear forms ($D$-linear for global dimension $D$) which correspond to volume forms in this non-commutative setting.

Let us come back on a more general situation. Assume that $D$ and $N$ are given integers with $D \geq 2$ and $N \geq 2$ and that $N = 2$ whenever $D$ is an even integer. Let then $w$ be a preregular $m$-linear form on $\mathbb{k}^g$ with $m = D$ for $N = 2$ and $m = Np+1$ for $D = 2p+1$ and consider the $N$-homogeneous algebra $A = A(w, N)$.

The complex

\[(5.10) \quad 0 \to A \otimes W_\nu(N(D)) \xrightarrow{d'} \cdots \xrightarrow{d'} A \otimes W_\nu(N(k)) \xrightarrow{d'} \cdots \xrightarrow{d'} A \to 0\]

is still well defined, with $\nu_N$ as in (5.6) and $d'$ as in (5.8), and is a subcomplex of the Koszul complex $K(A, \mathbb{k})$ of $A$ in view of Proposition 8. It is clear that if this complex is acyclic in positive degree, it coincides with the Koszul complex of $A$ and that $A$ is then Koszul of global dimension $D$ and Gorenstein. Thus as remarked in [9] one has the following result which gives a sort of converse of Theorem 12.

**Proposition 13.** Let $A = A(w, N)$ be as above then $A$ is Koszul of global dimension $D$ and Gorenstein if and only if the complex (5.10) is acyclic in positive degrees.

A weaker assumption on the complex (5.10) is to assume that it coincides with the Koszul complex. In the case where $D = 3$, one has the following proposition [23].

**Proposition 14.** Let $w$ be a preregular $(N+1)$-linear form on $\mathbb{k}^g$ and let $A = A(w, N)$ then the following conditions are equivalent.

(a) $A'_{N+1} = \mathbb{k}w$.

(b) The complex (5.10) coincides with the Koszul complex $K(A, \mathbb{k})$ of $A$.

(c) $w$ is 3-regular.

Let us consider $A = A(w, N)$ with Koszul dual $A' = \oplus_n A'_n$ and let us define the graded algebra

\[(5.11) \quad A' = A'(w, N) = \oplus_n A'_n\]

to be $A'$ for $N = 2$ and to be defined for $N > 2$ by

\[(5.12) \quad A'_n = A'_{\nu_N(n)}\]
for \( n \in \mathbb{N} \) with product \((x, y) \mapsto x \cdot y\) defined by
\[
x \cdot y = \pi(xy)
\]
where \( \pi : \mathcal{A}^1 \to \mathcal{A}' \) is the canonical projection of \( \mathcal{A}^1 \) onto \( \mathcal{A}' = \bigoplus_n \mathcal{A}_{\nu_N(n)} \subset \mathcal{A}^1 \) defined by setting \( \pi(A_k) = 0 \) whenever \( k \) is not in \( \nu_N(\mathbb{N}) \). Thus this product is defined for two homogeneous elements \( x \) and \( y \) by
\[
xy = 0
\]
whenever \( x \) and \( y \) are both of odd degree and
\[
xy = \text{product in } \mathcal{A}^1
\]
otherwise. It is clear that this product is associative. One has the following result.

**Theorem 15.** Assume that \( D, N \) and \( w \) are as above that is \( N = 2 \) for \( D \) even and \( w \) is a preregular \( m \)-linear form on \( \mathbb{K}^g \) with \( m = D \) for \( N = 2 \) and \( m = Np+1 \) for \( D = 2p+1 \). Then the following conditions are equivalent.

(a) \( \mathcal{A}'(w, N) \) equipped with the linear form induced by \( \omega_w \) is a Frobenius algebra.

(b) The complex (5.12) coincides with the Koszul complex \( K(\mathcal{A}, \mathbb{K}) \) of \( \mathcal{A}(w, N) \).

**Proof.** The proof of this proposition is almost tautological since conditions (a) and (b) are both equivalent to \( W_{\nu_N(n)} = A_{\nu_N(n)}^1 = A_n^* \) for \( n \in \mathbb{N} \). □

This is of course directly inspired by [7] and implies Theorem 1.2 of [7] since when \( \mathcal{A}(w, N) \) is Koszul one has \( A_{\nu_N(n)}^1 = \text{Ext}_{\nu_N}^n(\mathbb{K}, \mathbb{K}) \) and the product of \( \mathcal{A}'(w, N) \) is essentially the Yoneda product ([7], Proposition 3.1). Let us recall this theorem 1.2 of [7] which is an important result.

**Theorem 16.** Let \( \mathcal{A} \) be a \( N \)-homogeneous algebra which is Koszul of finite global dimension. Then \( \mathcal{A} \) is Gorenstein if and only if the Yoneda algebra \( E(\mathcal{A}) = \text{Ext}_A(\mathbb{K}, \mathbb{K}) \) is Frobenius.

As pointed out before this follows from Theorem [12] and Theorem [15] by using the fact that one has \( \mathcal{A}' = E(\mathcal{A}) \) whenever \( \mathcal{A} \) is Koszul.

**Remarks.**

1) One sees that, with \( D, N \) and \( w \) as in Theorem [15] one has two natural Frobenius algebras associated with \( \mathcal{A}(w, N) \). The first one is the algebra \( \mathcal{F}(w, N) = \mathcal{A}^1/I \) of Theorem [9] the other one is the algebra \( \mathcal{F}'(w, N) = \mathcal{A}'/I' \) where
\[
I' = \{ y \in \mathcal{A}'| \omega_w(x \cdot y) = 0, \ \forall x \in \mathcal{A}' \}
\]
is a two-sided ideal since \( \sigma_w \) induces an automorphism of \( \mathcal{A}' \) satisfying \( \omega_w(x \cdot y) = \omega_w(x)(\sigma_w(y) \cdot x) \). These two Frobenius algebras coincide for \( N = 2 \) but are different for \( N > 2 \).

2) \( D, N \) and \( w \) being as in Theorem [15] it is tempting in view of Proposition [14] to say that \( w \) is \( D \)-regular whenever the equivalent conditions (a) and (b) are satisfied. In fact Condition (a) contains several nondegeneracy conditions. This notion involves both \( D \) and \( N \) as above.
5.3. Examples. Of course one has already all the examples of Section 3. Let us give two quadratic examples and a class of \(N\)-homogeneous examples.

(a) The extended 4-dimensional Sklyanin algebra \([16, 18, 20]\). In connection with a problem of \(K\)-homology, the following quadratic algebra \(A_u\) has been been introduced in \([16]\) and analyzed in details in \([18, 20]\). The algebra \(A_u\) is the quadratic algebra generated by 4 elements \(x^\lambda (\lambda \in \{0, 1, 2, 3\})\) with relations
\[
\cos(\varphi_0 - \varphi_k)[x^0, x^k] = i \sin(\varphi_k)[x^0, x^k] + \tag{5.14}
\]
\[
\cos(\varphi_\ell - \varphi_m)[x^\ell, x^m] = i \sin(\varphi_m)[x^0, x^k] + \tag{5.15}
\]
for any cyclic permutation \((k, \ell, m)\) of \((1, 2, 3)\). The parameter \(u\) is the element \(u = (e^{i(\varphi_0 - \varphi_1)}, e^{i(\varphi_0 - \varphi_2)}, e^{i(\varphi_0 - \varphi_3)})\) of \(T^3\). Thus there are a priori 3 scalar parameters \(\varphi_0 - \varphi_1, \varphi_2 - \varphi_0\) and \(\varphi_3 - \varphi_0\). However for generic values of these parameters one can show that \(A_u\) only depends on two scalar parameters and that then by an appropriate linear change of generators it reduces to the 4-dimensional Sklyanin algebra introduced in \([39]\) and studied in \([40]\) from the point of view of general regularity.

The algebra \(A_u\) is Koszul of global dimension \(D = 4\) and is Gorenstein whenever none of the 6 relations \((5.14), (5.15)\) becomes trivial and one then has the nontrivial Hochschild cycle (in \(Z(A, A)\))
\[
w = \partial h_2(U_u) = -\sum_{\alpha, \beta, \gamma, \delta} \epsilon_{\alpha \beta \gamma \delta} \cos(\varphi_\alpha - \varphi_\beta + \varphi_\gamma - \varphi_\delta)x^\alpha \otimes x^\beta \otimes x^\gamma \otimes x^\delta + i \sum_{\mu, \nu} \sin(2(\varphi_\mu - \varphi_\nu))x^\mu \otimes x^\nu \otimes x^\mu \otimes x^\nu
\]
which defines a 4-linear form on \(K^4\) which is preregular with
\[
Q_w = -1
\]
i.e. \(w\) is graded-cyclic. One verifies that one has then \(A_u = A(w, 2)\) and that \(1 \otimes w\) is a Hochschild 4-cycle, i.e. \(1 \otimes w \in Z_4(A, A)\).

(b) The \(q\)-deformed \(D\)-dimensional polynomial algebra. This is the algebra \(A\) generated by \(D\) elements \(x^\lambda (\lambda \in \{1, \ldots, D\})\) with relations
\[
x^\mu x^\nu = q^{\mu \nu} x^\mu x^\nu
\]
for \(\mu, \nu \in \{1, \ldots, D\}\) where the \(q^{\mu \nu} \in K\) satisfy
\[
q^{\mu \nu} q^{\nu \mu} = 1, \quad q^{\lambda \lambda} = 1
\]
for any \(\lambda, \mu, \nu \in \{1, \ldots, D\}\).

This algebra is Koszul of global dimension \(D\) and Gorenstein. One has \(A = A(w, 2)\) with
\[
w = \sum_{\pi \in \mathcal{D}_D} \chi(\pi)x^{\pi(1)} \otimes \cdots \otimes x^{\pi(D)}
\]
where \(\mathcal{D}_D\) is the group of permutations of \(\{1, \ldots, D\}\) and where \(\chi: \mathcal{D}_D \to K\) is given by \(\chi(\pi) = \prod_{(\mu \nu)}(-q^{\mu \nu})\) with \(\Pi(\mu \nu)\) corresponding to the standard embedding
\[
\mathcal{D}_D \hookrightarrow \{ \prod_{(\mu \nu)} \mathcal{L}^{\mu \nu}, \mu < \nu \} \subset \mathcal{B}_D
\]
of $\mathfrak{S}_D$ into the group of braids $\mathfrak{B}_D$. One has then

$$(Q_w)^{\mu}_{\nu} = \left(\prod_{\lambda \neq \mu} (-q^{\lambda \mu})\right) \delta^{\mu}_{\nu}$$

for the matrix element of the corresponding $Q_w \in GL(D, K)$.

(c) Precommutative examples [4, 7]. Let the integers $g$ and $N$ be such that $g \geq N \geq 2$ and let $\varepsilon$ be the completely antisymmetric $g$-linear form on $\mathbb{K}^g$ with $\varepsilon(e_1, \ldots, e_g) = 1$. Consider the $N$-homogeneous algebra $A = A(\varepsilon, N)$ i.e. the algebra generated by $g$ elements $x^\lambda$ ($\lambda \in \{1, \ldots, g\}$) with the relations

$$\varepsilon_{\lambda_1 \ldots \lambda_g} \cdot x^{\mu_1 \ldots \mu_N} = 0$$

where $\varepsilon_{\lambda_1 \ldots \lambda_g} = \varepsilon(e_{\lambda_1}, \ldots, e_{\lambda_g})$. It is clear that $\varepsilon$ is preregular with

$$Q_\varepsilon = (-1)^{g-1} 1$$

as associated element of $GL(g, \mathbb{K})$.

It was shown in [4] where this algebra was introduced that $A(\varepsilon, N)$ is a Koszul algebra of finite global dimension and it was shown in [7] that it is Gorenstein if and only if either $N = 2$ or $N > 2$ and $g = Np + 1$ for some integer $p \geq 1$. For $N = 2$ this reduces to the algebra polynomial functions on $\mathbb{K}^g$ while for $N > 2$ and $g = Np + 1$ this is a regular algebra of global dimension $D = 2p + 1$. In the latter case, the ideal $I$ of Theorem [4] is generated by the quadratic elements $\alpha \beta + \beta \alpha$ of $A(\varepsilon, N)$ so that the quotient Frobenius algebra $\mathcal{F}(\varepsilon, N) = A/I$ reduces to the exterior algebra $\wedge \mathbb{K}^g$ which is precisely the Koszul dual algebra of the quadratic algebra of polynomial functions on $\mathbb{K}^g$. Thus by this process one recovers the quadratic relations implying the original $N$-homogeneous ones.

Notice that for $N > 2$ the algebra $A(\varepsilon, N)$ has exponential growth [4]. In [27] a twisted version of this example associated with a Hecke symmetry is introduced and analyzed with similar results. This paper [27] contains even a super version of these examples. See also [26] (and [43]) for the quadratic case associated with a Hecke symmetry.

Remark. In contrast to the previous example for $N > 2$, in the cases of the Yang-Mills algebra and the super Yang-Mills algebra the ideal $I$ of Theorem [4] vanishes, that is the Koszul duals are then Frobenius. The reason is that in these cases the 3-regular multilinear forms (4-linear) $w$ given respectively by (3.18) and (3.20) satisfy the stronger condition (iii') of §3.1.

5.4. Classical limit versus infinitesimal preregularity. We now consider perturbations of the algebra $\mathbb{K}[x^1, \ldots, x^g]$ of polynomial functions on $\mathbb{K}^g$. More precisely one has $\mathbb{K}[x^1, \ldots, x^g] = A(\varepsilon, 2)$ where $\varepsilon$ is the $g$-linear form on $\mathbb{K}^g$ which is completely antisymmetric with $\varepsilon_1 x^2 \ldots x^g = 1$, where $\varepsilon_{\lambda_1 \ldots \lambda_g} = \varepsilon(e_{\lambda_1}, \ldots, e_{\lambda_g})$ are the components of $\varepsilon$ in the canonical basis $(e_\lambda)$ of $\mathbb{K}^g$. Let $w_t$ be a 1-parameter family of preregular $g$-linear forms on $\mathbb{K}^g$ with $w_0 = \varepsilon$ and let us investigate what happens formally at first order in $t$. One writes

$$(5.20) \quad \begin{cases} w_t = \varepsilon + t\dot{w} + o(t^2) \\ Q_{w_t} = (-1)^{g-1} 1 + t\dot{Q} + o(t^2) \end{cases}$$
and the first order $Q_w$-cyclicity reads

\begin{equation}
\dot{W}_{\lambda_1...\lambda_g} = \dot{\mathcal{Q}}_{\lambda_g} \varepsilon_{\lambda_1...\lambda_{g-1}} + (-1)^{g-1} \dot{W}_{\lambda_1...\lambda_{g-1}}
\end{equation}

with $\dot{W}_{\lambda_1...\lambda_g} = \dot{w}(e_{\lambda_1}, \ldots, e_{\lambda_g})$. This equation implies

\begin{equation}
\text{tr}(\dot{Q}) = \dot{\mathcal{Q}}_{\lambda_1} = 0
\end{equation}

which suggests $\det(Q_w) = 1$ for a finite version. So a natural question is the following: Does a quadratic AS-regular algebra $A(w, 2)$ such that $\det(Q_w) = 1$? By looking at Example (c) of §3.3, one can see that the answer is no. Notice however that the quadratic AS-algebra of type $E$ is isolated.
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