The odd ideal gas: Hall viscosity and thermal conductivity from non-Hermitian kinetic theory
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The flow of momentum and energy in a fluid is typically associated with dissipative transport coefficients: viscosity and thermal conductivity. Fluids that break certain symmetries such as mirror symmetry and time-reversal invariance can display non-dissipative transport coefficients called odd (or Hall) viscosities and thermal conductivities. The goal of this paper is to elucidate the microscopic origin of these dissipationless transport coefficients using kinetic theory. We show that odd viscosity and odd thermal conductivity arise when the linearized collision operator is not Hermitian. This symmetry breaking occurs when collisions are chiral, i.e. not mirror symmetric. To capture this feature in a minimalistic way, we introduce a modified relaxation time approximation in which the distribution function is rotated by an angle characterizing the average chirality of the collisions. In the limit of an infinitesimal rotation, the effect of the parity-violating collisions can be described as an emergent effective magnetic field.

Introduction. Hydrodynamics describes a wide range of phenomena across scales, from the motion of cells in biological tissues [1–5] to the collective motion of electrons in solid-state systems [6–9] and from the dynamics of quark-gluon plasma [10, 11] to cosmology [12, 13] – or more modestly, the twirl of coffee in an espresso cup. Hydrodynamic theories are effective theories built upon a separation of time scales between fast degrees of freedom and slowly relaxing hydrodynamic variables arising, for instance, from the existence of conserved quantities [14–20]. As the total value of conserved quantities is fixed, the dynamics of the corresponding fields at large length scales is slow enough to warrant a hydrodynamic description. In a simple fluid such as water, there are only three independent conserved quantities: mass, linear momentum, and energy. Their conservation is expressed by the Navier-Stokes equations

\begin{align}
D_t \rho &= -\rho \nabla \cdot \mathbf{v} \\
\rho D_t \mathbf{v} &= \nabla \cdot \sigma + \mathbf{f} \\
\rho c_v D_t T &= -\nabla \cdot \mathbf{Q} - \sigma_{ij} \partial_j \mathbf{v}_i
\end{align}

that describe the evolution in time of the mass density \( \rho(t, \mathbf{r}) \), the velocity field \( \mathbf{v}(t, \mathbf{r}) \) and the temperature field \( T(t, \mathbf{r}) \). Here, \( D_t = \partial_t + \mathbf{v} \cdot \nabla \) is the convective derivative, \( n = \rho/m \) the number density of particles with mass \( m \), \( \sigma \) the stress tensor, \( \mathbf{f} \) the density of body forces, \( \mathbf{Q} \) the heat flux, and \( c_v \) the specific heat at constant volume.

In Newtonian fluids, the stress tensor is

\begin{equation}
\sigma_{ij}^{\text{tot}} = -p \delta_{ij} + \eta_{ijkl} \mathbf{e}_{kl}
\end{equation}

in which \( p \) is the hydrostatic pressure, \( \mathbf{e}_{kl} = \partial_k \mathbf{v}_l \) are velocity gradients, and \( \eta_{ijkl} \) is the viscosity tensor. Similarly, the thermal conductivity tensor relates the heat flux to temperature gradients through Fourier’s law

\begin{equation}
Q_i = -\lambda_{ij} \partial_j T.
\end{equation}

Viscosity and thermal conductivity are usually associated with dissipation. However, only their symmetric parts \( \eta_{ijkl}^{\text{sym}} = [\eta_{ijkl} + \eta_{klji}]/2 \) and \( \lambda_{ij}^{\text{sym}} = [\lambda_{ij} + \lambda_{ji}]/2 \) are dissipative. The antisymmetric parts \( \eta_{ijkl}^{\text{anti}} = [\eta_{ijkl} - \eta_{klji}]/2 \) and \( \lambda_{ij}^{\text{anti}} = [\lambda_{ij} - \lambda_{ji}]/2 \) contain, instead, non-dissipative transport coefficients. In usual fluids such as water or

\[ \text{FIG. 1. Two-body collision. (a) Two particles (1) and (2) collide. Their incoming velocities are } c_1 \text{ and } c_2, \text{ and their outgoing velocities are } c'_1 \text{ and } c'_2. \text{ (b) In the center of mass reference frame, the incoming velocities become } \pm g/2, \text{ where } g = c_2 - c_1. \text{ When momentum is conserved, the outgoing velocities are } \pm g'/2 \text{ where } g' = c'_2 - c'_1 \text{ (the particles have identical masses). By rotating the system of coordinate (this is only possible in an isotropic system), we can set } g \text{ to be along the x axis. (c) The angle between } g \text{ and } g' \text{ (in the plane defined by these vectors) is called } \theta. \text{ As the particles are identical, it is always possible to choose } -\pi < \theta \leq \pi \text{ by exchanging } c'_1 \leftrightarrow c'_2. \text{ Collisions are parity-violating when there is, on average, an imbalance between collisions with } \pm \theta. \]
coffee, these non-dissipative transport coefficients vanish because of the presence of certain symmetries, such as time-reversal invariance and mirror reflection. When these symmetries are broken, non-dissipative transverse viscosities (variously called odd viscosity, Hall viscosity, or gyroviscosity) and heat conductivities (called Hall thermal conductivity or Righi-Leduc coefficient) appear. Examples of such situations include magnetized plasma and fluids under rotation [21–24], neutral polyatomic gases under magnetic field [25–39] (under the name of Sentieben—Beenakker effect), quantum fluids such as liquid helium [40, 41], vortex matter [42, 43], or electron fluids in magnetized solids [44–47], and active matter [48–52]. Experimental observations of odd viscosities have been reported in polyatomic gases [37, 38], active rotating colloids [51, 53], graphene [47], and it has been suggested that they can occur in neural progenitor cells [54]. These lines of inquiry have led to a surge of interest in the topic [43, 55–79]. In magnetized plasma and fluids under rotation, an external field acts on the trajectories of individual particles through the Lorentz or Coriolis force. In these systems, odd viscosity is primarily a single-particle effect persisting even in the collisionless limit [21–24, 80], that can be captured within a Hamiltonian structure [77, 81–84]. The physical mechanism behind odd viscosity can be traced down to the fact that the particles follow circular orbits.

Our goal is to construct a minimal kinetic theory describing how odd viscosity and thermal conductivity can arise from collisions. Viscosity is ultimately about linear momentum transport. Hence, it should be possible to understand its origin in a gas of point particles where all internal degrees of freedom are neglected. As we shall see, we will also obtain an odd thermal conductivity in this way. In order to deviate as little as possible from an ideal gas, we will assume that both energy and linear momentum are conserved, and we will ignore correlations between the particles by using the Boltzmann equation for a dilute gas. These assumptions are not crucial, and are indeed violated in typical active matter systems. For concreteness, we focus on isotropic gases in dimension $d = 2$. Three-dimensional systems can be treated in a similar way.

Parity-violating collisions. From the point of view of symmetries, the only requirement for collision-generated odd viscosity is that collisions violate parity (Figs. 1 and 2a-c). The occurrence of odd viscosity from this asymmetry can be understood pictorially: see Fig. 2. We subject the fluid to a constant shear rate in which it undergoes vertical compression combined with horizontal expansion (panel d). As a consequence, there are more vertical collisions and less horizontal collisions compared to the fluid at rest. The change in the momentum flux compared to the fluid at rest is qualitatively obtained by looking at where particles go after collision. As the collisions are asymmetric (panel b, rotated as needed), there is an increase of the momentum flux at $45^\circ$ and a decrease of the momentum flux at $-45^\circ$. The corresponding viscous stress is the opposite of this momentum flux. Repeating the same argument for a constant shear rate at $45^\circ$ (panel e), we find an increase in the vertical momentum flux and a decrease in the horizontal momentum flux. Note that, crucially, the relations between the resulting stresses and the strain rates we apply in (d) and (e) are antisymmetric (panel c): this is odd viscosity.

Mathematically, the requirement that collisions violate parity is expressed as

$$\sigma(g, \theta) \neq \sigma(g, -\theta)$$  \hspace{1cm} (4)

where $\sigma(g, \theta)$ is the differential scattering cross-section. Here, $g$ is the relative momentum in the center of mass reference frame and $\theta$ is the angle between the incoming and outgoing momenta, see Fig. 1. The asymmetry in Eq. (4) can be observed in Fig. 2a.

In our minimal model, parity-violating collisions originate from effective parity-violating forces [52]. In actual physical systems, they arise from internal degrees of freedoms. This occurs in systems ranging from rotating colloids [51, 53] and rotating frictional grains [49] to starfish embryos [85]. Realistic microscopic descriptions of magnetized neutral polyatomic gases taking into account internal degrees of freedom indeed capture the measured non-dissipative transport coefficients [25–39].

Non-Hermitian kinetic theory. We now show how the intuitive explanations in Fig. 2 can be put on a firmer mathematical ground using kinetic theory [22, 86–91]. Consider a dilute gas of point particles with masses $m$, that collide with each other according to a cross-section $\sigma(g, \theta)$. The distribution function $f(t, \bold{r}, \bold{c})$ gives the probability $f(t, \bold{r}, \bold{c})d^3r d^3c$ to find a particle in an infinitesimal volume centered at $(\bold{r}, \bold{c})$ in phase space at time $t$, where $\bold{r}$ is the position and $\bold{c}$ is the velocity. At equilibrium, the distribution function is the Boltzmann distribution $f^0(\bold{c}) = n (\beta m/2\pi)^{d/2} e^{-\beta mc^2/2}$ in which $n$ is the number density, $\beta = (k_B T)^{-1}$ is the inverse temperature and $k_B$ is the Boltzmann constant.

The fate of perturbations $f = f^0(1 + \phi)$ on top of the equilibrium distribution is described by the linearized Boltzmann equation

$$\frac{\partial \phi}{\partial t} + c_i \frac{\partial \phi}{\partial r_i} + b_i \frac{\partial \phi}{\partial c_i} = L\phi$$  \hspace{1cm} (5)

in which $mb$ represents external forces, $b_i$ and $c_i$ are Cartesian components of $\bold{b}$ and $\bold{c}$, and

$$L\phi = \int g\sigma(g, \theta') f^0_2 [\phi'_1 + \phi'_2 - \phi_1 - \phi_2] d^d\bold{c}' d^{d-1}\Omega'$$  \hspace{1cm} (6)

is the linearized collision operator, which captures the redistribution of probabilities following a collision. Here, $\phi'_i$ is shorthand for $\phi(c'_i)$ (and similarly for the other terms, associated with the incoming and outgoing velocities represented in Fig. 1). Velocities are constrained by conservation laws (see SI), and $d^{d-1}\Omega'$ is the differential solid angle associated with $g' = c'_2 - c'_1$. The equilibrium
FIG. 2. Schematic mechanism leading to odd viscosity from parity-violating collisions. (a) Consider parity-violating collisions: the cross-section \( \sigma(g,\theta) \neq \sigma(g, -\theta) \) (see Fig. 1 for definitions), as pictorially represented in (b). Note that the collisions in panel (b) can be globally rotated. (c) Shear viscosities relate shear stress and rate of shear deformation. In a 2D isotropic system, only a normal shear viscosity \( \eta \) and an odd shear viscosity \( \eta^o \) are possible. (d) In line d, the fluid is subjected to a constant shear rate \( \dot{\varepsilon}_{xz} \) (defined below). It undergoes a rate of vertical compression combined with a rate of horizontal expansion. As a consequence, there are more vertical collisions and less horizontal collisions, compared to the fluid at rest. The change in the momentum flux (compared to the fluid at rest) is qualitatively obtained by looking at where particles go after collision. As the collisions are asymmetric (panel b), there is an increase of the momentum flux at 45° (in red) and a decrease of the momentum flux at −45° (in blue). Combining these, we find the resulting viscous stress \( -\sigma_{xz} \) in the last panel. Note that the momentum flux tensor (pressure tensor) \( P_{ij} \) is the opposite of the stress tensor \( \sigma_{ij} = -P_{ij} \). There is also a change in the horizontal and vertical momentum fluxes, not pictured there. It corresponds to normal shear viscosity (see SI Fig. S3). (e) We follow the same reasoning as in (d) when the fluid is subjected to a constant shear rate \( \dot{\varepsilon}_{x2} \) (obtained by rotating \( \dot{\varepsilon}_{xz} \) by 45°, and orthogonal to it in the sense of linear algebra). The result is a viscous stress \( \sigma_{zz} \). Hence, we have found that \( \sigma_{zz} \propto \dot{\varepsilon}_{x2} \) and \( \sigma_{zz} \propto \dot{\varepsilon}_{z1} \) (ignoring normal shear viscosity), which is indeed the effect of odd viscosity, represented by the pink coefficient \( \eta^o \) in panel c. We have defined \( \dot{\varepsilon}_{x1} = \dot{\varepsilon}_{xx} - \dot{\varepsilon}_{yy}, \dot{\varepsilon}_{x2} = \dot{\varepsilon}_{xy} + \dot{\varepsilon}_{yx} \) and \( \sigma_{x1} = (\sigma_{xx} - \sigma_{yy})/2, \sigma_{x2} = (\sigma_{xy} + \sigma_{yx})/2, \) in which \( \varepsilon_{ij} = \partial_j c_i \).

distribution allows us to define the scalar product

\[
(\chi, \phi) = \frac{1}{n} \int f^c(c_1) \overline{\chi(c_1)} \phi(c_1) d^d c_1.
\]

(7)
on functions \( c \mapsto \phi(c) \) of the velocity \( c \). A direct computation shows that the condition (4) is satisfied when

\[
L \neq L^\dagger,
\]

namely when the linearized collision operator is not Hermitian with respect to the scalar product in Eq. (7) (see Ref. [92] for a review of non-Hermitian physics and Refs. [93–95] for applications to kinetic theory).

From non-Hermitian kinetic theory to parity-violating hydrodynamics. To obtain hydrodynamic equations, we use a projection operator method [95–103]. Hydrodynamic modes correspond to conserved quantities that span the nullspace of \( L \). Hydrodynamic equations of the form of Eq. (1) are obtained by projecting Eq. (5) onto this nullspace (i.e. the long wavelength modes) under the assumption that the remaining non-hydrodynamic modes are stationary, see SI.

Inspection of the explicit form of the Navier-Stokes equations obtained in this way shows that the viscosity and thermal conductivity tensors of the dilute gas are

\[
\frac{\eta^{i k l}}{\rho} = -\frac{m}{k_B T} (c_i c_j, L^{-1} c_k c_l)
\]

(9)

and

\[
\lambda_{i j} = -\frac{m^2 n}{4 k_B T^2} (c_i^2 c_j, L^{-1} c_i^2 c_j)
\]

(10)
in which \( c_i, c_j \) are shorthands for functions \( c \mapsto c_i, c_j \) of the velocities of the particles, and \( L^{-1} \) is restricted to non-hydrodynamic modes, i.e. the orthogonal complement of the nullspace of \( L \) (SI). Equations (9) and (10) can also be obtained using the Chapman-Enskog method [22] (SI).

Non-dissipative response coefficients and Onsager-Casimir relations. In standard kinetic theory, the linearized collision operator \( L \) is Hermitian (\( L^\dagger = L \), where \( \dagger \) represents the transpose of the conjugate). Under this
hypothesis, the viscosity tensor in Eq. (9) is symmetric:
\[
\eta_{ij\ell k} = \frac{\rho m}{k_B T} \left( c_i c_j - \frac{1}{d} \right) L^{-1} c_k c_\ell = \frac{m}{k_B T} \left( L^{-1} c_i c_j , c_k c_\ell \right) = \eta_{\ell kij} = \eta_{k\ell ij}
\]  
(11)
as \eta_{ij\ell k} is real-valued. Equation (11) is known as Onsager reciprocity [104, 105]. Conversely, when the linearized collision operator \(L\) is not Hermitian, then it is possible that \(\eta_{ij\ell k} \neq \eta_{\ell kij}\). A simple extension of Eq. (11) yields the Onsager-Casimir relations \(\eta_{ij\ell k}(B) = \eta_{\ell kij}(-B)\) and \(\lambda_{ij}(B) = \lambda_{ji}(-B)\) from the assumption that \(L(B) = \tilde{L}^c(-B)\), in which \(B\) is an arbitrary parameter (see SI).

Example. We now evaluate Eqs. (9) and (10) numerically in a toy model obtained by rotating the standard hard-disk cross-section by an arbitrary angle \(\alpha\) (Fig. 3a), yielding the modified hard-disk differential cross-section
\[
\sigma^{\text{HD}}_\alpha(g, \theta) = \frac{\sigma_0}{4} \sin \left( \frac{\theta + \alpha}{2} \right). 
\]  
(12)
When \(\alpha = 0\), we recover the usual hard-disk cross-section and \(\sigma^{\text{HD}}_0(g, \theta) = \sigma^{\text{HD}}_0(g, -\theta)\). This symmetry is broken when \(\alpha \neq 0\). The results are presented in Fig. 3. The usual transport coefficients \(\lambda\) and \(\eta\) are even functions of \(\alpha\), while the non-dissipative transport coefficients \(\eta^o\) and \(\lambda^o\) are odd functions of \(\alpha\).

A concrete microscopic model is considered in Ref. [52], in which an actively rotating granular gas is analyzed in detail. The collision cross-section is indeed asymmetric, as evidenced by Fig. 2d of Ref. [52], and Fig. 1f of Ref. [52] demonstrates the existence of odd viscosity from molecular dynamics simulations. In the SI, we consider another example cross-section to illustrate how the relative magnitude of odd versus normal shear viscosities and thermal conductivities can be increased by tuning microscopic interactions. We emphasize that Eqs. (9) and (10) allow us to determine the viscosity and thermal conductivity from experimental measurements of the cross-section obtained in two-body collisions, as long as the gas is dilute.

Green-Kubo relations. Equations (9) and (10) can be cast in the form of a Green-Kubo relation for the whole viscosity and thermal conductivity tensors [52, 106]. After a few algebraic manipulations (see SI), we find that
\[
\frac{\eta_{ij\ell k}}{\rho} = \frac{m}{k_B T} \int_0^\infty \langle \tilde{\sigma}_{ij}(t) \tilde{\sigma}_{k\ell}(0) \rangle_{\text{eq}} dt
\]  
(13)
in which \(\tilde{\sigma}_{ij}(c) = c_i c_j - (1/d) c^2 \delta_{ij}\) is the microscopic stress tensor (projected on the nullspace of \(L\)); \(\langle \cdot \rangle_{\text{eq}}\) is an equilibrium average weighted by the Boltzmann distribution, and the time evolution is generated by Eq. (5) (see SI). The Green-Kubo formula (13) relates the integrated time correlations of the fluctuating stress tensor with the viscosity tensor. Note that the microscopic stress tensor of the dilute gas is symmetric by construction, as it does not contain the virial part of the Irving-Kirkwood formula [52]. A similar result can be obtained for \(\lambda_{ij}\).

Relaxation time approximation. Finally, we introduce an analytically tractable collision operator
\[
[R^S \phi](c) = -\frac{1}{\tau} \phi(R^{-1} c),
\]  
(14)
in which \(R = R(\alpha) = e^{-\alpha c}\) is a rotation matrix by the angle \(\alpha\), and \(c\) is the Levi-Civita symbol. Equation (14) is a generalized version of the relaxation time approximation (RTA) in which \(L \phi \simeq -\phi/\tau\) [107], that is recovered when
\( \alpha = 0 \). Essentially, it captures the most relevant eigenvalues of the linearized collision operator. We can directly compute the viscosity and thermal conductivity tensors in this modified RTA by first determining the inverse \( [(L^S)^{-1} \phi](\mathbf{c}) = -\tau \phi(R \mathbf{c}) \), and computing the integrals in Eqs. (9) and (10). We find

\[
\frac{\eta_{ijk}}{\rho} = \frac{\tau}{\beta m} \left( \cos(2\alpha) \left[ \delta_{ik} \delta_{j\ell} + \delta_{i\ell} \delta_{jk} - \delta_{ij} \delta_{k\ell} \right] + \sin(2\alpha) \left[ \epsilon_{ik} \delta_{j\ell} + \epsilon_{j\ell} \delta_{ik} \right] \right),
\]

and

\[
\lambda = \frac{2n k B \tau}{\beta m} \left( \frac{\cos \alpha \sin \alpha}{-\sin \alpha \cos \alpha} \right).
\]

When \( \alpha = 0 \), we recover the usual expression of the viscosity and thermal conductivity tensors of a dilute monoatomic gas in the relaxation time approximation. When \( \alpha \neq 0 \), a non-vanishing odd viscosity appears. Its magnitude \( (\tau/\beta m) \sin(2\alpha) \) is odd with the angle \( \alpha \). Microscopically, the phenomenological angle \( \alpha \) can be interpreted as an average twisting angle characterizing the parity-violating nature of the collisions. Similarly, a non-vanishing odd thermal conductivity appears, whose magnitude \( (2k \tau/\beta m) \cos \alpha \) is again odd with the angle \( \alpha \).

In the limit of small angles,

\[
L^S \simeq -\frac{1}{\tau} [1 + \alpha \mathbf{c} \times \nabla \mathbf{c}] + \mathcal{O}(\alpha^2)
\]

in which we recognize the out-of-plane component if \( \mathbf{c} \times \nabla \mathbf{c} \) of the infinitesimal generator of rotations in velocity space. This expression is formally equivalent to the contribution of an out-of-plane magnetic field proportional to \( \alpha \) in the last term in the LHS of the linearized Boltzmann equation (5). In this limit, the effect of collisions can therefore be accounted for by an effective magnetic field that depends on their average chirality.

To sum up, we have shown how odd viscosity and thermal conductivity arise from parity-violating collisions in an dilute gas through the non-Hermiticity of the linearized collision operator.
Supplemental Material

In this SI, we give a summary of the aspects of kinetic theory relevant to our analysis, and prove the results quoted in the main text. For more details on kinetic theory, we refer to the literature, including the monographs by Chapman and Cowling [22] and by Hirschfelder, Curtiss and Bird [86] and the articles by Waldmann [87] (in German) and by Grad [88]. For readable first introductions, we suggest the textbook by Reif [91] and the introductory book by Harris [89]. The recent textbook by Dorfman, van Beijeren and Kirkpatrick [90] contains both introductory chapters and discussions on recent developments.

I. THE BOLTZMANN EQUATION

Statistical mechanics trades the exact deterministic description of a many-body system for a probabilistic description, more tractable because it is more amenable to certain approximations. In the case of a dilute gas, the relevant approximation is the molecular chaos hypothesis (Stosszahlansatz) that particles about to collide are completely uncorrelated before the collision. Under this hypothesis, it is possible to obtain a closed form dynamical equation for the one-particle probability distribution function, called the Boltzmann equation, which is the basis of the kinetic theory of dilute gases.

The distribution function \( f(t, r, c) \) gives the probability \( f(t, r, c) d^3r d^3c \) to find a particle in an infinitesimal volume centered at \((r, c)\) in phase space at time \(t\), where \(r\) is the position and \(c\) is the velocity (so \(mc\) is the momentum). The Boltzmann equation describes the evolution of the distribution function \( f(t, r, c) \) as

\[
\frac{\partial f}{\partial t} + c_\mu \frac{\partial f}{\partial r_\mu} + b_\mu \frac{\partial f}{\partial c_\mu} \equiv \mathcal{D}(f) = \mathcal{C}(f) \tag{S1}
\]

in which \(mb\) is the external force applied to the system. We will write \(c \equiv c_1\) interchangeably in the following. The right-hand side is the collision integral

\[
\mathcal{C}(f) \equiv \iiint \left[ W(c_1', c_2' | c_1, c_2) f_1 f_2 - W(c_1, c_2 | c_1', c_2') f'_1 f'_2 \right] dc_2 dc_2' \tag{S2}
\]

in which \(W(c_1, c_2 | c_1', c_2') \geq 0\) is the (conditional) transition probability (rate) for two particles with incoming velocities \(c_1\) and \(c_2\) to have outgoing velocities \(c_1'\) and \(c_2'\) after collision (i.e., for the binary collision \((c_1, c_2) \to (c_1', c_2')\)). We have followed the notations of Ref. [87], in which the arguments of \(W(b|a)\) are permuted compared to the usual notation for conditional probabilities (to recover the habitual order, one can define \(w(a|b) = W(b|a)\) as in Ref. [108]). We have used the notations

\[
f_1 = f(t, r, c_1) \quad f_2 = f(t, r, c_2) \tag{S3a}
\]
\[
f_1' = f(t, r, c_1') \quad f_2' = f(t, r, c_2') \tag{S3b}
\]

Similarly, we wrote \(\mathcal{C}(f)\) as a shortcut for the function applied to the arguments \(\mathcal{C}(f)(t, r, c_1)\).

Several assumptions underlie the Boltzmann equation for a dilute gas:

- There are well-defined collisions, localized in space and time, outside of which the interaction is negligible. For instance, this would not be true with long-range interactions [108, 109]. The fluid of vortices analysed by Abanov and Wiegmann in Ref. [12] is an example of system with long-range interactions that displays odd viscosity. This is outside of the range of this work, as drastic modifications are required for kinetic theory to handle these systems.

- Just before a collision occurs, the two-point distribution function factorizes as \(f^{(2)}(t, r_1, c_1, r_2, c_2) = f^{(1)}(t, r_1, c_1) f^{(1)}(t, r_2, c_2)\) in which we have temporarily used \([n]\) to label the \(n\)-particle distribution function. This is the molecular chaos hypothesis. Systems in which correlations before collisions cannot be neglected are called “liquids” in kinetic theory, and require a more elaborate theory. We refer to Ref. [111] for the effect of correlations on odd viscosity, in which it was shown that the distortion of the pair correlation function can indeed lead to non-dissipative transverse responses.

A. Linearized Boltzmann equation

Starting from a known solution \(f^{(0)} = f^0\) of the Boltzmann equation, we can linearise it to understand the fate of perturbations by writing

\[
f = f^{(0)} + f^{(1)} = f^{(0)}(1 + \phi) \tag{S4}
\]

in which \(f^{(1)} = f^{(0)} \phi\) is a small perturbation. We assume that the unperturbed solution satisfies both \(\mathcal{C}(f^0) = 0\) and \(\mathcal{D}(f^0) = 0\) (this is indeed the case of the Boltzmann distribution describing a uniform fluid). We obtain the linearized Boltzmann equation

\[
\mathcal{D}(\phi) = L\phi \tag{S5}
\]

in which \(L\) is the linearized collision operator defined by [112]

\[
L\phi = \frac{1}{f^0} \left[ \mathcal{C}(f^0, f^0 \phi) + \mathcal{C}(f^0 \phi, f^0) \right]. \tag{S6}
\]

B. Hermiticity of the linearized collision operator

Equipped with a stationary distribution \(f^0\), we can define a scalar product on the functions of the velocity \(c \mapsto \phi(c)\) by

\[
\langle \chi, \phi \rangle = \frac{1}{n} \int f^0 (c_1) \overline{\chi(c_1)} \phi(c_1) d^3c_1. \tag{S7}
\]

We can then compute

\[
\langle \chi, L\phi \rangle - \langle L\chi, \phi \rangle = \frac{1}{2} \int \Delta W \left( \chi_1 + \chi_2 \right) (\phi_1 + \phi_2). \tag{S8}
\]
in which we have assumed that $W$ and $f^0$ are real-valued, and have defined
\[ \Delta W = W(12|1'2')f_1^0 f_2^0 - W(1'2'|12)f_1^{0'} f_2^{0'}. \] (S9)
in which we abbreviated $c_1$ as 1, etc.

Hence, the linearized collision operator is Hermitian (symmetric) provided that $\Delta W = 0$, namely
\[ L = L^\dagger \iff \Delta W = 0. \] (S10)

Non-Hermitian collision operators arise in spin-polarized gases [93] and systems under magnetic field (Ref. [94] and references therein). They also occur in the theory of dense gases [95]. Here, we will assume in section I C that the collisions conserve energy and momentum, and that they are isotropic (invariant under $SO(d)$). In space dimension $d = 3$, this is enough to guarantee that $L$ is Hermitian. In dimension $d = 2$, under these assumptions, $L = L^\dagger$ is equivalent to $\sigma(g,\theta) = \sigma(g,-\theta)$ in which $\sigma$ is the scattering cross-section [see Eq. (S15)]. This constraint can be a consequence of time-reversal or/and mirror reflection about one axis.

C. Conserved quantities and symmetries

In this work, we assume that the collisions conserve mass, energy and momentum. Note that this is not guaranteed in active systems: energy is not conserved in active systems; momentum is not conserved in collections of self-propelled particles, nor in the case of particles on a substrate; and mass can be lost and gained through chemical reactions. All of these constraints can be lifted. The kinetic theory of granular gases provides an example in which energy is not conserved [113–116] (in active systems, losses can be balanced by active forces to produce an effective equilibrium). The kinetic theory of self-propelled particles provides an example in which momentum is not conserved [117–119]. Chemically reacting gas mixtures provide an example in which the number of particles in each species is not conserved [120]. Nevertheless, we can ignore these additional complications to get a zereth-order picture of collision-generated non-dissipative transport coefficients. In addition, we assume that the system is invariant under proper rotations (i.e., under the group $SO(d)$). Under theses assumptions, the collision integral Eq. (S2) can be written in the form (see Appendix D)
\[ \mathcal{C}(f) = \int g \sigma(g,\theta') [f_1 f_2 - f_1 f_2] d^d c_2 d^{d-1} \Omega' \] (S11)
in which $\sigma(g,\theta')$ is the differential cross-section, that characterizes the two-body collisions. We have introduced $g_1 = c_1 - c_2$ and $g_2 = c_2 - c_1$ and the angle $\theta'$ between $g_1$ and $g_2$ (see Fig. 1 of the main text). The differential solid angle $d^{d-1} \Omega'$ is defined such that $d^d g' = d^{d-1} d\Omega d^{d-1} \Omega'$. Note that all the variables in the equation should be seen as functions of $(t, r, c_1)$ (arguments of the LHS) and $(c_2, \Omega')$ (integration variables) defined by the conservation laws (see Appendix E for an explicit version in the 2D case).

The linearized collision operator Eq. (S6) then becomes
\[ L \phi = \int g \sigma(g,\theta') f_2^{0'} [\phi_1 + \phi_2 - \phi_1 - \phi_2] d^d c_2 d^{d-1} \Omega'. \] (S12)

In this case, the stationary distribution of the dilute gas is the Boltzmann distribution
\[ f^0(c) = n [m \beta]^\frac{d}{2} \exp \left( - \frac{1}{2} \beta m \|c - v\|^2 \right) \] (S13)
in which $n$ is the number density and $\beta = (k_B T)^{-1}$ is the inverse temperature.

The nullspace of $L$ is spanned by collisional invariants, whose averages are conserved quantities. Here, they are (by construction) respectively the mass, the linear momentum, and the energy,
\[ m, m c_\mu, \frac{m |c|^2}{2}. \] (S14)

In two dimensions, the linearized collision operator Eq. (S12) is Hermitian provided that $\sigma(g,\theta')$ is an even function of $\theta'$, namely
\[ L = L^\dagger \iff \sigma(g,\theta') = \sigma(g,-\theta'). \] (S15)

This can be seen from Eq. (S10) as follows. First, the Boltzmann distribution Eq. (S13) satisfies the local equilibrium condition $f_1^{0'} f_2^{0'} = f_1 f_2$, so the symmetry condition Eq. (S10) becomes $W(12|1'2') = W(1'2'|12)$. Second, permuting $(c_1, c_2) \leftrightarrow (c_2, c_1)$ corresponds to permuting $g \leftrightarrow g'$. As $\theta$ is the angle from $g$ to $g'$ in the plane (see Fig. 1 of the main text), this corresponds to $\theta' \rightarrow -\theta'$.

II. FROM THE BOLTZMANN EQUATION TO HYDRODYNAMICS

A. Hydrodynamic variables

We define the local mass and number density
\[ \rho(t, r) = m n(t, r) = m \int f(c) d^d c \] (S16)
and the momentum and energy densities
\[ \rho_v(t, r) = \rho \langle e_i \rangle = \rho v_i(t, r) \]
\[ \rho_e(t, r) = \rho \langle e^2/2 \rangle = \rho v^2/2 + n e_{\text{kin}}(t, r) \] (S17)
in which
\[ \langle A \rangle = \frac{1}{n} \int A f d^d c \] (S18)

These equations also define the hydrodynamic velocity $v$, and the local kinetic energy $e_{\text{kin}}$. We also define the local temperature $T$ such that
\[ e_{\text{kin}}(t, r) = \frac{n_{\text{dof}}}{2} k T (t, r). \] (S19)

In a monoatomic gas, $n_{\text{dof}} = d$. 
B. Balance equations

Starting from the Boltzmann equation (S1), and integrating over velocities, we obtain for any quantity \( A \) the integral balance equation

\[
\int A(t, \mathbf{r}, c) \mathcal{S}(f) dc = \int A(t, \mathbf{r}, c) \mathcal{E}(f) dc. \tag{S20}
\]

The left-hand side of this equation can be converted to a local balance equation [22, § 3.13]. This is particularly simple in the case of conserved quantities \( A \) for which the right-hand side of this equation vanishes.

With the collisional invariants in Eq. (S14), we find the usual local conservation equations

\[
\begin{align*}
\frac{D \rho}{Dt} + \rho \text{div}(\mathbf{v}) &= 0 \tag{S21a} \\
\rho \frac{D v_{\mu}}{Dt} &= \rho b_{\mu} - \partial_{\mu} P_{\mu \nu} \tag{S21b} \\
n \frac{D c_{\text{kin}}}{Dt} + \text{div}(\mathbf{Q}) + P_{\mu \nu} \partial_{\nu} v_{\mu} &= 0 \tag{S21c}
\end{align*}
\]

in which we have defined the pressure tensor

\[
P_{\mu \nu} = \rho \langle U_{\mu} U_{\nu} \rangle \tag{S22}
\]

and the heat current

\[
\mathbf{Q} = n \left( \frac{1}{2} m U^2 U \right) \tag{S23}
\]

where \( \mathbf{U} = \mathbf{c} - \mathbf{v} \). It can also be convenient to work with the stress tensor

\[
\sigma_{\mu \nu} = -P_{\mu \nu}. \tag{S24}
\]

We note that the pressure tensor (and the stress tensor) of a dilute gas of point particles is symmetric by construction:

\[
P_{\mu \nu} = P_{\nu \mu}. \tag{S4}
\]

Computing the zeroth-order pressure tensor gives the ideal gas law

\[
P^{(0)}_{\mu \nu} = n k_B T \delta_{\mu \nu}. \tag{S25}
\]

Similarly, we compute the zeroth-order heat flux

\[
Q^{(0)}_{\mu} = 0. \tag{S26}
\]

and the zeroth-order kinetic energy

\[
e^{(0)}_{\text{kin}} = \frac{d}{2} k_B T^{(0)} = c_v T^{(0)} \tag{S27}
\]

in which \( c_v = (d/2) k_B \) (we have set \( n_{\text{dof}} = d \)).

The energy conservation is equivalent to the temperature equation

\[
e c_v \frac{D T}{Dt} = - \left[ \text{div}(\mathbf{Q}) + P_{\mu \nu} \partial_{\nu} v_{\mu} \right] \tag{S28}
\]

C. Linearized hydrodynamic equations

We linearize the balance equations (S21) by considering the departures from equilibrium

\[
\delta \rho = \rho - \rho^{(0)} = m n (1, \phi) \tag{S29}
\]

\[
\delta v_{\mu} = v_{\mu} - v_{\mu}^{(0)} = (c_{\mu}, \phi) \tag{S30}
\]

\[
\delta T = T - T^{(0)} = T \left( \frac{m c^2}{n_{\text{dof}} k_B} - 1, \phi \right) \tag{S31}
\]

that we have expressed as scalar products \((\cdot, \phi)\) with the perturbation \( \phi \) of the distribution function, and in which we have used that \( \mathbf{u}^{(0)} = 0 \). We obtain

\[
\partial_t \delta \rho = -\rho^{(0)} \text{div}(\delta \mathbf{v}) = 0 \tag{S32}
\]

\[
\rho^{(0)} \partial_t \delta v_{\mu} = -\partial_{\nu} P^{(1)}_{\mu \nu} \tag{S33}
\]

\[
n^{(0)} c_{\nu} \partial_t \delta T = -\text{div}(\mathbf{Q}^{(1)}) - n^{(0)} k_B T^{(0)} \text{div}(\delta \mathbf{v}) \tag{S34}
\]

in which \( c_v = (d/2) k_B \) is the specific heat at constant volume. Note that the zeroth-order quantities are given by Eqs. (S25,S26,S27) and that their space and time derivatives vanish.

Here, \( P^{(1)}_{\mu \nu} = [k_B n^{(0)} \delta T + k_B T^{(0)} \delta n] \delta_{\mu \nu} + P^{(1)}_{\mu \nu}^{\text{vis}} \) in which \( P^{(1)}_{\mu \nu}^{\text{vis}} \) is the viscous stress tensor.

D. Transport coefficients

Following Refs. [90, 95, 100, 101], we will now determine the transport coefficients by matching the linearized Boltzmann equation projected onto hydrodynamic variables with the linearized balance equations.

Applying a Fourier transform to the linearized Boltzmann equation (S5), we find in the absence of external forces \((\mathbf{b} = 0)\)

\[
\partial_t \phi + i \mathbf{q} \cdot \mathbf{c} \phi = L \phi \tag{S35}
\]

in which \( \phi = \phi(t, \mathbf{q}, \mathbf{c}) \) is the Fourier transform of the physical-space perturbation of the distribution function \( \phi(t, \mathbf{r}, \mathbf{c}) \).

Our goal is to obtain a hydrodynamic theory, which describes slow long-wavelength \((q \to 0)\) modes. Starting from the full dynamics at finite \( q \), an effective dynamics for the hydrodynamic modes is obtained by integrating out the fast degrees of freedom, namely, by solving for their value (under the assumption that they quickly relax compared to the hydrodynamic modes) and replacing it in the equation. The hydrodynamic modes are then obtained by projecting the state of the system on the linear space spanned by conserved quantities (i.e. on the nullspace of \( L(q = 0) \)). The corresponding vectors relax slowly when \( q \to 0 \) (typically as \( q^2 \) or \( q^4 \)), while non-hydrodynamic variables are assumed to relax at a finite rate in the limit \( q \to 0 \). Hence, we decompose \( \phi(q) \) into two parts \( \phi = (\phi_\parallel, \phi_\perp) \) in which \( \phi_\parallel \) is the projection of...
\( \phi(q) \) on the nullspace of \( L \) (i.e., hydrodynamic variables) and \( \phi_\perp \) is the projection on the orthogonal complement (i.e., fast non-hydrodynamic modes). Pictorially, this will produce two equations

\[
\begin{align*}
\partial_t \phi_\perp &= c \phi_\perp + d \phi_\perp \\
\partial_t \phi_\parallel &= a \phi_\perp + b \phi_\perp
\end{align*}
\] (S36a, S36b)

in which \( a, b, c, d \) are linear operators (this notation is used only in this paragraph; here, \( d \) is not the space dimension). We assume that the non-hydrodynamic modes are stationary: \( \partial_t \phi_\perp \approx 0 \) (please note that this is different from assuming that \( \phi_\perp \approx 0 \)). Solving for \( \phi_\perp \) and replacing, we obtain

\[
\partial_t \phi_\parallel = a \phi_\parallel - bd^{-1}c \phi_\parallel
\] (S37)

which is a compact version of the Navier-Stokes equations.

The method above is known as a “projection operator method”, because we will use a projection operator to project things. We refer to Refs. [96–99] for general discussions, and to Refs. [90, 95, 100] for the application to kinetic theory (see also Refs. [101–103]). Here, we only use a poor man’s projection operator method in which the fluctuations are ignored, and we refer to Ref. [52] in which a fluctuating hydrodynamic description of chiral active fluids with odd viscosity was developed.

As promised, we now define the projector \( P \) on the nullspace of the linearized collision operator \( L \) and the projector \( Q = 1 - P \) on its orthogonal complement. To do so, we orthonormalize the collisional invariants (S14) with respect to the scalar product (S7) to get the functions

\[
\Phi(c) = \begin{pmatrix} \Phi_m \\ \Phi_{v,\mu} \\ \Phi_c \end{pmatrix} = \begin{pmatrix} 1 & \sqrt{\beta m} c_\mu & \frac{q}{2} \\ \frac{1}{2} & \sqrt{\beta m} \left( c_\mu^2 - \frac{q^2}{2} \right) \end{pmatrix}
\] (S38)

that span the nullspace of \( L \) and satisfy \[121\]

\[
(\Phi_i, \Phi_j) = \delta_{ij}.
\] (S39)

The projector on the nullspace is then

\[
P = \sum_{i=1}^{n_{\text{cons}}} |\Phi_i \rangle \langle \Phi_i|
\] (S40)

and one can check by an explicit computation that it is orthogonal (\( P^\dagger = P \)).

Any operator can then be written as a block operator

\[
A \approx \begin{pmatrix} A_{ZZ} & A_{ZF} \\ A_{FZ} & A_{FF} \end{pmatrix}
\] (S41)

in which we have defined \( A_{ZZ} = P A P, A_{ZF} = P A Q, A_{FZ} = Q A P, A_{FF} = Q A Q \). Depending on context, these operators are to be interpreted as restricted to the range of the projection (i.e., only the block without all the zeros) when needed. For instance, \( A_{ZZ} \) can be interpreted either as a \( n_{\text{cons}} \times n_{\text{cons}} \) matrix, or as an infinite matrix with zeros everywhere except in a block on size \( n_{\text{cons}} \times n_{\text{cons}} \), and we use the same notation for both. Similarly, a vector \( \psi \) is decomposed as \( \psi = (\psi_Z, \psi_F) \) in which \( \psi_Z = P \psi \) and \( \psi_F = Q \psi \) (again, \( \psi_Z \) and \( \psi_F \) should be interpreted as restricted to the ranges of the projector when needed).

After performing this block decomposition, Eq. (S35) becomes

\[
\partial_t \begin{pmatrix} \phi_Z \\ \phi_F \end{pmatrix} = L(q) \begin{pmatrix} \phi_Z \\ \phi_F \end{pmatrix}
\] (S42)

where

\[
L(q) = \begin{pmatrix} -i \mu_\rho \hat{c}_{ZZ}^\mu - i \mu_\rho \hat{c}_{ZF}^\mu & -i \mu_\rho \hat{c}_{ZF}^\mu \\ -i \mu_\rho \hat{c}_{ZF}^\mu & L_{FF} \end{pmatrix}
\] (S43)

at lowest order in \( q \) in each block, in which the operator \( \hat{c}_\mu \) multiplies functions of \( c \) by \( c_\mu \). Assuming that \( \partial_t \phi_F \approx 0 \), we obtain \( \phi_F = i \mu_\rho (L_{FF})^{-1} \hat{c}_{ZF} \phi_Z \) and hence

\[
\partial_t \phi_Z = L_{\text{eff}}(q) \phi_Z
\] (S44)

where

\[
L_{\text{eff}}(q) = -i \mu_\rho \hat{c}_{ZZ}^\mu + q_\mu q_\nu \hat{c}_{ZF}^\mu (L_{FF})^{-1} \hat{c}_{ZF}^\mu
\] (S45)

The last equation can be written more explicitly as

\[
\partial_t \Phi_i, \phi_j) = \sum_j [L_{\text{eff}}(q)]_{ij} \Phi_j, \phi_i
\] (S46)

Using \( P^\dagger = P, Q^\dagger = Q, (\hat{c}_\mu)^\dagger = \hat{c}_\mu \) and \( P \Phi_i = \Phi_i \), the matrix elements of \( L_{\text{eff}}(q) \) are expressed as

\[
[L_{\text{eff}}(q)]_{ij} = -i \mu_\rho (\Phi_j, \hat{c}_{ZZ}^\mu \Phi_i) + q_\mu q_\nu (Q \hat{c}_\mu \Phi_i, (L_{FF})^{-1} Q \hat{c}_\nu \Phi_j)
\] (S47)

in which \( i, j = 1, \ldots, n_{\text{cons}} \).

The matrix elements of \( (\hat{c}_\mu)_{ZZ} \) are obtained by computing the moments of a Gaussian distribution (see for instance Ref. [122]) and we get

\[
\begin{align*}
(\Phi_m, \hat{c}_\rho \Phi_m) &= 0 \\
(\Phi_m, \hat{c}_\mu \Phi_v, \nu) &= \frac{1}{\sqrt{\beta m}} \delta_{\rho \nu} \\
(\Phi_m, \hat{c}_\mu \Phi_c) &= 0 \\
(\Phi_v, \hat{c}_\mu \Phi_m) &= \frac{1}{\sqrt{\beta m}} \delta_{\rho \mu} \\
(\Phi_v, \hat{c}_\mu \Phi_v, \nu) &= 0 \\
(\Phi_v, \hat{c}_\rho \Phi_m) &= \sqrt{\frac{2}{a}} \frac{1}{\sqrt{\beta m}} \delta_{\rho \rho} \\
(\Phi_v, \hat{c}_\rho \Phi_v, \nu) &= \sqrt{\frac{2}{a}} \frac{1}{\sqrt{\beta m}} \delta_{\rho \nu} \\
(\Phi_v, \hat{c}_\rho \Phi_c) &= 0
\end{align*}
\] (S48a, S48b, S48c, S48d, S48e, S48f, S48g, S48h, S48i)
We can then compute
\[ Q\partial_t \Phi_i = \partial_t \Phi_i - \sum_{j=1}^{n_{\text{comp}}} (\Phi_j, \partial_t \Phi_i) \Phi_j \quad (S49) \]
and using Eqs. (S48), we find
\[ Q\partial_t \Phi_m = \sqrt{\beta m} \left( c_\mu c_\mu - \frac{1}{d} c^2 \delta_{\mu\nu} \right) \quad (S50a) \]
\[ Q\partial_t \Phi_{\nu,\mu} = \sqrt{\beta m} \left( \beta \frac{1}{d} mc^2 - \frac{d + 2}{2} \right) c_\nu. \quad (S50c) \]

Let us now express the projection \( \phi_Z \) on the nullspace of the linearized collision operator of the perturbation \( \phi \) of the distribution function in terms of the departures of the hydrodynamic variables from equilibrium defined in Eq. (S29). We find
\[ \phi_Z = \begin{pmatrix} \Phi_m, \phi \\ \Phi_{\nu,\mu}, \phi \\ \Phi_{\nu}, \phi \end{pmatrix} = \begin{pmatrix} \frac{1}{mn} \delta \rho \\ \sqrt{\beta m} \delta v_\nu \\ \sqrt{\frac{d}{2}} \delta T \end{pmatrix}. \quad (S51) \]
We can then rewrite Eqs. (S46) explicitly as
\[ \partial_t \delta \rho = m n \left( -iq_\mu \right) \delta v_\mu \quad (S52a) \]
\[ \rho \partial_t \delta v_\mu = -iq_\mu (kB T \delta n + nk_b \delta T) - q_\mu q_\sigma \eta_{\mu\nu\sigma} \delta v_\nu - q_\mu q_\sigma \alpha_{\mu\sigma} \delta T \quad (S52b) \]
\[ mc_\nu \partial_t \delta T = -iq_\mu nk_b T \delta v_\mu - q_\mu q_\sigma \alpha'_{\mu\sigma} \delta v_\mu - q_\mu q_\sigma \lambda_{\mu\sigma} \delta T \quad (S52c) \]
in which we have defined the transport tensors
\[ \eta_{\mu\nu\sigma} = -\rho \beta m (Qc_\mu c_\rho, L_F^{-1} Qc_\sigma c_\sigma) \quad (S53) \]
\[ \alpha_{\mu\sigma} = -\frac{\rho}{kB T^2} \left( Qc_\mu c_\rho, L_F^{-1} \left[ \frac{mc^2}{2} - \frac{d + 2}{2\beta} \right] c_\sigma \right) \quad (S54) \]
\[ \lambda_{\mu\sigma} = -\frac{n}{kB T^2} \left( \left[ \frac{mc^2}{2} - \frac{d + 2}{2\beta} \right] c_\rho, L_F^{-1} \left[ \frac{mc^2}{2} - \frac{d + 2}{2\beta} \right] c_\sigma \right) \quad (S55) \]
\[ \alpha'_{\mu\sigma} = -n \beta m \left( \left[ \frac{mc^2}{2} - \frac{d + 2}{2\beta} \right] c_\rho, L_F^{-1} Qc_\sigma c_\mu \right) \quad (S56) \]
and where \( c_\nu = (d/2)kB \) and \( \delta n = \delta \rho/m \). Here, \( \eta_{\mu\nu\sigma} \) is the viscosity tensor, and \( \lambda_{\mu\sigma} \) is the heat conductivity tensor. The tensors \( \alpha \) and \( \alpha' \) described cross-responses between momentum and energy. We expect that these will be a generic feature of anisotropic systems, such as the 3D chiral active fluids analysed in Refs. [58, 77]. However, they vanish in a rotation-invariant 2D system (see App. B) and we will therefore ignore them in the following. Equations (S52) and (S53) give an explicit form of the viscous stress tensor \( L^{(1)}_{\mu\nu} \) in the first-order heat flux \( Q^{(1)}_\mu \) in the linearized Navier-Stokes Eq. (S32).

Note that Eq. (S52) only determines the products \( q_\mu q_\sigma \eta_{\mu\nu\sigma} \) (not directly \( \eta_{\mu\nu\sigma} \)). Hence, we have implicitly made a choice in defining \( \eta_{\mu\nu\sigma} \) in Eq. (S53). Indeed, any tensor antisymmetric in \( \nu \leftrightarrow \sigma \) can be added to \( \eta_{\mu\nu\sigma} \) in Eq. (S53) without changing Eq. (S52). This ambiguity is related to the ambiguity in defining the stress tensor in continuum mechanics, that we discuss in Appendix A. In the case of dilute gases, however, there is a good reason to prefer Eq. (S53) to any other choice, because the microscopic expression of the (purely kinetic) stress tensor of the dilute gas is unambiguous. Unfortunately, this choice cannot be justified within the projection operator formalism used here. Instead, we have to go back to the standard Chapman-Enskog theory: this is done in Appendix C. There, the linear response approximation is performed at the level of the distribution function, and the stress tensor is then computed from the perturbed distribution function. Hence, we can obtain a unique stress
tensor under the condition that the microscopic expression of the stress tensor has no ambiguity (which is the case for dilute gases, but not for liquids, see Appendix A and references therein).

E. Onsager-Casimir relations

Under certain assumptions, we can obtain Onsager-Casimir-like relations from Eq. (S53). Consider a family of linearized collision operators $L(B)$ depending on a parameter $B$, that measures how much parity and time-reversal are broken. We assume that

$$L(B) = L^1(-B).$$  \hspace{1cm} (S57)

The parameter $B$ might be a magnetic field, an angular velocity, or another parameter. As an example, $B$ can represent the angle $\alpha$ in Eqs. (S83) and (S84). The property Eq. (S57) is inherited by $[L_{FF}(B)]^{-1}$.

Starting with Eq. (S53), we find

$$\eta_{\mu\nu\sigma}(B) = -\rho\beta m \langle\gamma_{\nu\rho}(B) L_{FF}^{-1}(B) Q_{\mu\sigma}\rangle$$ \hspace{1cm} (S58a)

$$= -\rho\beta m \langle[L_{FF}^{-1}(B)]^1 Q_{\mu\rho}, Q_{\nu\sigma}\rangle$$ \hspace{1cm} (S58b)

$$= -\rho\beta m \langle Q_{\mu\rho}, [L_{FF}^{-1}(B)]^1 Q_{\nu\sigma}\rangle$$ \hspace{1cm} (S58c)

$$= -\rho\beta m \langle Q_{\mu\rho} c_{\sigma}, L_{FF}^{-1}(-B) Q_{\nu\sigma}\rangle$$ \hspace{1cm} (S58d)

$$= \eta_{\nu\sigma\rho\mu}(-B)$$ \hspace{1cm} (S58e)

where $\gamma_{\nu\rho}$ is real. Hence, we obtain the Onsager-Casimir relation

$$\eta_{\mu\nu\sigma}(B) = \eta_{\nu\sigma\rho\mu}(-B).$$ \hspace{1cm} (S59)

Similarly, we find

$$\lambda_{\mu\nu}(B) = \lambda_{\nu\mu}(-B).$$ \hspace{1cm} (S60)

The particular case of a Hermitian collision operator corresponds to $B = 0$, in which the viscosity and heat conductivity are symmetric.

F. Green-Kubo formulas

The transport coefficients obtained in Sec. II D can be rewritten as the integrals of correlation functions called Green-Kubo formulas [100, § 13.4]. In this paragraph, we temporarily omit the subscript “FF” in $L_{FF}$.

The perturbation to the distribution function $\phi$ follows the equation of motion (S33). Hence, any initial perturbation $\phi_0$ is evolved in time into $\phi(t) = U(t)\phi_0$ by the evolution operator

$$U(t) = e^{tL}. \hspace{1cm} (S61)$$

To compute time-correlation functions, it is more convenient to use the Heisenberg picture, in which the observables $A$ (here, these are functions $c \mapsto A(c)$) evolve according to

$$A(t) = U^\dagger(t)A \hspace{1cm} (S62)$$

in which $U^\dagger(t) = e^{-tL}$ (see [100, § 2.2] for details).

Let us now consider two observables $A$ and $B$, and compute

$$\int_0^\infty \langle A(t)B(0) \rangle_0 dt = \int_0^\infty \langle [e^{tL}]A \rangle_0 dt$$ \hspace{1cm} (S63)

in which

$$\langle A \rangle_0 = \frac{1}{n} \int Af^\circ d^4c \hspace{1cm} (S64)$$

where $\langle \cdot \rangle_0$ is the average defined by Eq. (S18) in which $f$ is taken to be the equilibrium distribution $f(0)$. Using the definition of the scalar projected Eq. (S7), we identify

$$\langle [e^{tL}]A \rangle_0 = \langle [L^{-1}]A, B \rangle_0 \hspace{1cm} (S65)$$

to obtain

$$\langle A, L^{-1}B \rangle = -\int_0^\infty \langle A(t)B(0) \rangle_0 dt. \hspace{1cm} (S66)$$

We have assumed that $L^1$ is invertible (it has been projected on the orthogonal complement to its nullspace), and that the real part of its eigenvalues (the relaxation times) are all positive (so that $e^{tL} \to 0$ when $t \to \infty$).

Equipped with this equality, we can rewrite the expression of the viscosity Eq. (S53) as the correlation function

$$\frac{\eta_{\mu\nu\rho}}{\rho} = \beta m \int_0^\infty \langle j_{\mu\nu}(t)j_{\nu\rho}(0) \rangle_0 dt \hspace{1cm} (S67)$$

in which we have introduced the dynamical functions $j_{\mu\nu}(c) = c_\mu c_\nu - (1/d) c^2 \delta_{\mu\nu}$ and $j_{\mu\nu}(t) = U^\dagger(t)j_{\mu\nu}$ (note that in this equation, $j_{\mu\nu}(t)$ and $j_{\mu\nu}$ are vectors in the linear space of functions of the velocity, on which $U^\dagger(t)$ acts linearly). Up to a constant prefactor, $j_{\mu\nu}$ is the projection on the nullspace of $L$ of the stress tensor. Hence, we obtain a Green-Kubo formula for the viscosity tensor. A similar procedure can be applied to other transport coefficients.

III. NONDIMENSIONALIZED EQUATIONS

To compute the transport coefficients numerically, it is convenient to first nondimensionalize all the expressions. (In this section, nondimensionalized quantities are decorated with a tilde.) To do so, we introduce

$$c_\mu = \sqrt{\frac{2}{\beta m}} \tilde{c}_\mu \hspace{1cm} \text{and} \hspace{1cm} \sigma(g, \chi) = \sigma_0 \tilde{\sigma} \tilde{g} \tilde{\chi} \hspace{1cm} (S68)$$

in which $\sigma_0$ is a characteristic cross-section and $\tilde{\sigma}$ is dimensionless.

We can then write

$$L\phi = \frac{n\sigma_0}{\pi^{d/2}} \frac{2}{\beta m} L\phi \hspace{1cm} (S69)$$
in which
\[ \tilde{L}\phi = \int \tilde{g}(\tilde{g}, \chi')e^{-\tilde{\psi}} \phi'_1 + \phi'_2 - \phi_1 - \phi_2 \, d^4\tilde{\phi}_2 \, d^4\tilde{\phi}_1 \Omega' \]  
(S70)
in which the prefactor is the inverse of a characteristic time.

We also define the nondimensionalized inner product
\[ \langle \chi, \phi \rangle_{ND} = \int e^{-\tilde{\psi}} \chi(\tilde{c}) \phi(\tilde{c}) d^4\tilde{c}. \]  
(S71)
that satisfies
\[ \langle \chi, \phi \rangle = \frac{1}{\pi \delta^2} \langle \tilde{\chi}, \tilde{\phi} \rangle_{ND} \]  
(S72)
provided that \( \tilde{\chi}(\tilde{c}) = \chi(c) \) and \( \tilde{\phi}(\tilde{c}) = \phi(c) \). For instance,
\[ (c_\mu c_\nu, c_\rho c_\sigma) = \frac{4}{(\beta m)^2} \langle \tilde{c}_\mu \tilde{c}_\nu, \tilde{c}_\rho \tilde{c}_\sigma \rangle_{ND}. \]  
(S73)

All the transport tensors in Eq. (S53) can then be expressed in terms of non-dimensionalized inner products that can be computed numerically or analytically. Explicitly, we obtain
\[ \eta_{\mu \nu, \sigma} = -(Q\tilde{c}_\mu \tilde{c}_\nu, \tilde{L}_F^{-1}Q\tilde{c}_\mu \tilde{c}_\nu)_{ND} \]  
(S74a)
\[ \lambda_{\mu \sigma} = -\left( \begin{array}{c} c^2 - d + 2 \sqrt{2} \end{array} \right) \tilde{c}_\mu \tilde{L}_F^{-1} \left( \begin{array}{c} c^2 - d + 2 \sqrt{2} \end{array} \right) \tilde{c}_\sigma \right)_{ND} \]  
(S74b)
in which
\[ \eta_0 = \frac{2\sqrt{2}}{\beta \sqrt{m}} \frac{1}{n\sigma_0} \quad \text{and} \quad \lambda_0 = \frac{\sqrt{2}k_B}{\sigma_0 \sqrt{\beta m}}. \]  
(S75)

Similar expressions can be obtained for \( \alpha \) and \( \alpha' \), but we don’t include them as both coefficients vanish from symmetry in the cases we consider.

IV. APPROXIMATION SCHEME

It is now incumbent upon us to compute the scalar products of the form \( (A, \tilde{L}^{-1}B)_{ND} \) in Eq. (S74a). This is not entirely straightforward as \( \tilde{L} \) acts on an infinite-dimensional space. Luckily, we can get a reasonable approximation \([\tilde{L}]\) of \( \tilde{L} \) by computing matrix elements on appropriate (truncated) basis functions to reduce the problem to a finite matrix. Traditionally, the basis of functions consists of orthogonal polynomials such as Sonine polynomials (also called associated Laguerre polynomials) or Hermite polynomials [88, 123]. Here, we will use normalized Hermite polynomials
\[ H_n(x) = \frac{1}{\sqrt{n!} 2^n \sqrt{\pi}} (-1)^n e^{-x^2} \frac{d^n}{dx^n} e^{-x^2} \]  
(S76)
with \( n \in \mathbb{N} \). They satisfy
\[ (H_m, H_n)_{1D} \equiv \int_{-\infty}^{\infty} e^{-x^2} H_m(x) H_n(x) dx = \delta_{mn} \]  
(S77)
and form an orthonormal basis of \( L^2(\mathbb{R}, e^{2x} dx) \). We further define the multidimensional Hermite polynomials as products of 1D Hermite polynomials
\[ H_{n_1\ldots n_d}(x_1, \ldots, x_d) = H_{n_1}(x_1) \cdots H_{n_d}(x_d) \]  
(S78)
and these satisfy
\[ (H_M, H_N) = \delta_{MN} \]  
(S79)
in which the inner product is induced by the 1D version, we have collected the indices in a single symbol \( N = (n_1 n_2 \ldots, n_d) \), and the Kronecker symbol \( \delta_{MN} \) is one iff \( m_i = n_i \) for all \( i \).

To approximate the linearized collision operator, we compute
\[ [L]_{MN} = (H_M, \tilde{L} H_N) \]  
(S80)
for \( n_i, m_i = 0, \ldots, n_{\text{max}} \) to obtain a finite matrix \([L]\) with matrix elements \([L]_{MN}\).

We want to compute a scalar product of the form \( (A, \tilde{L}^{-1}B) \) in which \( A \) and \( B \) are functions of \( \tilde{c} \). To do so, we also compute
\[ [A]_M = (H_M, A) \quad \text{and} \quad [B]_M = (H_M, B). \]  
(S81)
Then, diagonalize \([L]\) to project it (as well as \([A]\) and \([B]\)) on the orthogonal complement of its nullspace. We call \([L]_{\text{red}}, [A]_{\text{red}}, [B]_{\text{red}}\) the projections (restricted to the range of the projector, i.e. we extract the non-zero block of the block matrix). As \([L]_{\text{red}}\) is now invertible, we finally compute
\[ (A, \tilde{L}^{-1}B) \approx \langle [A]_{\text{red}}, [L]_{\text{red}}^{-1}[B]_{\text{red}} \rangle. \]  
(S82)
in which \( \langle \rangle \) is the standard scalar product on \( C^{n_{\text{max}}^d} \).

V. NUMERICAL EXAMPLES IN TWO DIMENSIONS

In this section, we compute numerically the viscosity and heat conductivity tensors for two families of scattering cross-sections in order to illustrate that \( \sigma(\theta) \neq \sigma(-\theta) \) indeed leads to odd viscosity and heat conductivity. To do so, we start with familiar examples of scattering cross-sections [124], and rotate them by an angle \( \alpha \). We will therefore consider the modified hard-disk differential cross-section
\[ \sigma_{\alpha}^{\text{HD}}(g, \theta) = \frac{\sigma_0}{4} \left| \sin \left( \frac{\theta + \alpha}{2} \right) \right|. \]  
(S83)
as well as the cross-section

$$\sigma^{KC}_\alpha(g, \theta) = \frac{\sigma_0}{\epsilon + \tilde{g}^2 \sin^2 \left( \frac{\theta + \alpha}{2} \right)}$$  \hspace{1cm} (S84)$$

in which $\tilde{g} = \sqrt{\beta m/2g}$. The cross-section Eq. (S84) qualitatively describes the scattering by a screened Coulomb interaction, where the non-dimensional parameter $\epsilon$ is inversely proportional to the screening length $[125–127]$. Typical cross-sections are plotted in Figs. S1a and S2b for $\alpha = \pi/4$. In both cases, a nonzero $\alpha$ introduces a chirality in the system, and we recover the standard non-chiral cross-section when $\alpha = 0$.

As a result of this procedure, we obtain the transport coefficients: these are tensors, and it is convenient to decompose them into physically meaningful components. In an isotropic system (such as the ones we consider), the heat conductivity tensor can be decomposed as

$$\lambda_{ab} = \lambda \delta_{ab} + \lambda^o \epsilon_{ab}$$  \hspace{1cm} (S85)$$

in which $\delta$ is the Kronecker symbol and $\epsilon$ the Levi-Civita symbol. The coefficient $\lambda$ is the standard heat conductivity, and $\lambda^o$ is the odd heat conductivity (also called thermal Hall conductivity; its existence is also known as the Righi-Leduc effect). In a system of point particles, there is no bulk viscosity and no antisymmetric stress (see Refs. [52, 58, 128] for discussions on the general case), so the viscosity tensor can be decomposed as

$$\eta_{abcd} = \eta[\delta_{ac}\delta_{bd} + \delta_{ad}\delta_{bc} - \delta_{ab}\delta_{cd}] + \eta^o[\epsilon_{ac}\delta_{bd} + \epsilon_{bd}\delta_{ac}]$$.

The coefficient $\eta$ is the usual shear viscosity, and $\eta^o$ is the odd shear viscosity (or Hall viscosity).

The results are presented in Fig. S1 for the cross-section of Eq. (S83), and in Fig. S2 for the cross-section of Eq. (S84). Qualitatively, both cases are similar: the usual transport coefficients $\lambda$ and $\eta$ are even functions of $\alpha$, while the non-dissipative transport coefficients $\eta^o$ and $\lambda^o$ are odd functions of $\alpha$. We note that in the case of the rotated hard-disk cross-section, the highest value of $\eta^o/\eta$ (or $\lambda^o/\lambda$) is approximately 1/15, while it is approximately 1/2 for the rotated regularized Kepler–Coulomb cross-section with $\epsilon = 0.1$.

**Comparison with the literature**

In this paragraph, we compare our results for $\alpha = 0$ (i.e., for a parity-preserving gas) with values of the viscosity and thermal conductivity known in the literature.

The viscosity and thermal conductivity of a dilute gas of hard disks with diameter $D$ are $[129, 130]$

$$\lambda^\text{HD}_0 = \frac{2}{D} \sqrt{\frac{\lambda T}{m\pi}} a_1(N)$$  \hspace{1cm} (S86)$$

and

$$\eta^\text{HD}_0 = \frac{1}{2D} \sqrt{\frac{mkT}{\pi}} b_0(N)$$  \hspace{1cm} (S87)$$

in which $a_1(N) \approx 1$ and $b_0(N) \approx 1$ are Sonine polynomial correction factors ($N$ is the order of the Enskog approximation, and $a_1(1) = b_0(1) = 1$).

The corresponding non-dimensional values (obtained using Eq. (S75) with $\sigma_0 = 2D$, $D$ being the diameter of the hard disks) are

$$\frac{\lambda^\text{HD}_0}{\lambda_0} = \frac{2\sqrt{2}}{\sqrt{\pi}} \approx 1.596$$  \hspace{1cm} (S88)$$

FIG. S1. Transport coefficients for a rotated hard disk cross-section. We plot (b) the shear viscosity $\eta$, (c) the odd viscosity $\eta^o$, (d) the (standard) heat conductivity $\lambda$ and (e) the odd heat conductivity (as defined by defined in Eqs. (S85) and (V)) as a function of the angle $\alpha$ determining the chirality of the collisions, for the rotated hard-disk cross-section of Eq. (S83) represented in (a) for $\alpha = \pi/4$. The usual transport coefficients $\lambda$ and $\eta$ are even functions of $\alpha$, while the non-dissipative transport coefficients $\eta^o$ and $\lambda^o$ are odd functions of $\alpha$. All quantities are nondimensionalized. We have used $n_{\text{max}} + 1$ with $n_{\text{max}} = 4$ Hermite polynomials in each Cartesian direction. The integrals are truncated up to $|\epsilon| \sim 5$, and are computed using the quasi-Monte-Carlo method Vegas of the Cuba library [106] with $n = 500,000$ points.
Fig. S2. Transport coefficients for a regularized Kepler–Coulomb cross-section. We plot (b) the shear viscosity \( \eta \), (c) the odd viscosity \( \eta' \), (d) the (standard) heat conductivity \( \lambda \) and (e) the odd heat conductivity as a function of the angle \( \alpha \) determined by the collisions, for the rotated (regularized) Kepler–Coulomb cross-section of Eq. (S84) with \( \epsilon = 0.1 \) represented in (a) for \( \alpha = \pi/4 \) and \( \tilde{g} = 1 \). The usual transport coefficients \( \lambda \) and \( \eta \) are even functions of \( \alpha \), while the non-dissipative transport coefficients \( \eta' \) and \( \lambda' \) are odd functions of \( \alpha \). All quantities are nondimensionalized. See Fig. S1 for details about the numerical computation.

and

\[
\frac{\eta^{\text{HD}}}{\eta_0} = \frac{1}{2\sqrt{2\pi}} \approx 0.199
\]

compatible within numerical uncertainty with the values \( \lambda/\lambda_0 \approx 1.60 \) and \( \eta/\eta_0 \approx 0.20 \) obtained in Fig. S1.

VI. RELAXATION TIME APPROXIMATION

The relaxation time approximation (RTA) consists in replacing the linearized collision operator \( L \) by an approximate version \[ L^{\text{RTA}} \phi = -\frac{1}{\tau} \phi. \] (S90)

Here, we introduce a generalization of the RTA designed to reproduce the main features of time-reversal and parity-violating fluids. We define the skewed relaxation time approximation (SRTA)

\[
[L^{\text{SRTA}} \phi](c) = -\frac{1}{\tau} \phi(R^{-1}c).
\] (S91)

in which \( R \) is a rotation matrix.

Let us focus on two-dimensional systems for simplicity, in which we can parameterize rotation matrices

\[
R(\alpha) = e^{-\alpha \epsilon} = \begin{pmatrix} \cos \alpha & -\sin \alpha \\ \sin \alpha & \cos \alpha \end{pmatrix}
\] (S92)

by an angle \( \alpha \). Up to the constant multiplicative factor \(-1/\tau\), the operator \( L^{\text{SRTA}} \) is a representation of the rotation group \( U(1) \) on functions, so we can directly obtain the eigenvalues \(-1/\tau_n = -e^{-i\alpha n}/\tau \) \((n \in \mathbb{Z})\) of \( L^{\text{SRTA}} \) from the characters of the irreducible representations (which are fourier modes on the circle). In this very simple case, we can obtain the inverse of \( L^{\text{SRTA}} \) exactly as

\[
[(L^{\text{SRTA}})^{-1} \phi](c) = -\tau \phi(Rc).
\] (S93)

This allows us to compute the transport tensors exactly. Using Eqs. (S53), (S50), (S38), (S7), (S13), we find that

\[
\eta_{ijk\ell} = -\rho\beta m(Q_{ik}c_{j\ell}, L^{-1}Q_{ik}c_{\ell}) = \rho\beta m\tau R_{ik\ell}R_{\ell\ell'}(Q_{ik}c_{j\ell}, Q_{ik}c_{\ell\ell'}). \]
(S94)

Using the identity

\[
\int \frac{a}{\pi}e^{-ac^2} \left( c_{ij}c_{j\ell} - \frac{1}{2}c_{ij}^2\delta_{i\ell} \right) \left( c_{ik}\delta_{\ell\ell'} - \frac{1}{2}c_{ik}^2\delta_{k\ell'} \right) d^2c = \frac{1}{4a^2} \left( \delta_{ik}\delta_{j\ell} + \delta_{ij}\delta_{k\ell'} - \delta_{ij}\delta_{k\ell'} \right)
\] (S96)

we find that

\[
\frac{\eta_{ijk\ell}}{\rho} = \frac{\tau}{\beta m} R_{ik\ell}R_{\ell\ell'} \left( \delta_{ik}\delta_{j\ell} + \delta_{ij}\delta_{k\ell'} - \delta_{ij}\delta_{k\ell'} \right).
\] (S97)

Equivalently,

\[
\frac{\eta_{ijk\ell}}{\rho} = \frac{\tau}{\beta m} \left( \cos(2\alpha) [\delta_{ik}\delta_{j\ell} + \delta_{ij}\delta_{k\ell'} - \delta_{ij}\delta_{k\ell'}] + \sin(2\alpha) [\epsilon_{ijk}\delta_{j\ell} + \epsilon_{ij\ell}\delta_{k\ell'}] \right)
\] (S98)

The viscosity tensor expresses a linear relationship between stress and strain. Hence, it can be expressed in matrix form as

\[
\begin{pmatrix} \sigma_{s1} \\ \sigma_{s2} \end{pmatrix} = \begin{pmatrix} \eta & \eta^{\text{odd}} \\ -\eta^{\text{odd}} & \eta \end{pmatrix} \begin{pmatrix} \varepsilon_{s1} \\ \varepsilon_{s2} \end{pmatrix}
\] (S99)

in which the irreducible components of the shear stress and deformation rate are defined in the caption of Fig. 2.
of the main text. We have assumed that the system is isotropic, and we have kept only the shear block (as other viscosities vanish in the current model). We refer to Ref. [52] for more details on this notation (see also Ref. [58] for a 3D system in which full rotation invariance is not assumed). Here, the viscosity matrix takes the form

$$\eta = \begin{pmatrix} \eta & -\eta^\text{odd} \\ -\eta^\text{odd} & \eta \end{pmatrix} = \frac{\beta \tau}{\beta m} \begin{pmatrix} \cos 2\alpha & \sin 2\alpha \\ -\sin 2\alpha & \cos 2\alpha \end{pmatrix}. \quad (S100)$$

The same calculation can be performed for the thermal conductivity tensor. Using the identity

$$\int \frac{a^2}{\pi} e^{-ac^2} \left( \frac{c^2}{2} - \frac{1}{a} \right)^2 c_i c_j d^2 c = \frac{1}{4a^3} \delta_{ij}, \quad (S101)$$

we find that (in $d = 2$)

$$\lambda_{ij} = \frac{2k\tau}{\beta m} R_{jj'} \delta_{ij'} \quad (S102)$$

Following Eq. (S85), we write the thermal conductivity tensor as

$$\lambda = \begin{pmatrix} \lambda & -\lambda^\text{odd} \\ -\lambda^\text{odd} & \lambda \end{pmatrix} = \frac{2k\tau}{\beta m} \begin{pmatrix} \cos \alpha & \sin \alpha \\ -\sin \alpha & \cos \alpha \end{pmatrix}. \quad (S103)$$

While it captures the essential features of the fluid, the collision operator in Eq. (S91) is slightly too simple. For any $\alpha \neq 0$, there is a $n$ high enough that the eigenvalue $-1/\tau_n$ has a strictly positive real part (meaning that the system is unstable). To solve this issue, one can consider multiple relaxation times and rotation matrices with a combination of the form

$$[L_{\text{SRTA}} \phi](c) = -\sum \frac{1}{\tau_n} \phi(R_n^{-1} c). \quad (S104)$$

This expression is less amenable to exact analytical calculations because the inverse of the linearized collision operator is not easily expressed, but we expect that approximate analytical calculations in the first Sonine polynomial approximation should be enough to capture relevant features. Both Eqs. (S91) and (S104) can in principle be applied to higher-dimensional (e.g. 3D) systems.

The limit of infinitesimal rotations

Consider now the case of an infinitesimal rotation (again in 2D for simplicity)

$$R(\alpha) = 1 - \alpha \epsilon + \mathcal{O}(\alpha^2) \quad (S105)$$

in which $\epsilon$ is the Levi-Civita symbol. When $\alpha$ is small, we therefore have

$$\phi(R(\alpha)^{-1} c) = \phi(c) + \alpha \frac{\partial \phi}{\partial c_i} \epsilon_{ij} c_j + \mathcal{O}(\alpha^2) \quad (S106)$$

Going back to Eq. (S91) in this limit, we find

$$[L_{\text{SRTA}} \phi](c) = -\frac{1}{\tau} \phi(c) - \ell \frac{\partial \phi}{\partial c_i} + \mathcal{O}(\alpha^2) \quad (S107)$$

in which we have defined $b^\text{eff}_i = (\alpha/\tau) \epsilon_{ij} c_j$. We recognize the Lorentz force

$$m b^\text{eff} = q \epsilon \times B \quad (S108)$$

due to an out-of-plane magnetic field

$$B = \frac{m}{q} \frac{\alpha}{\tau} \epsilon_z \quad (S109)$$

in which $\epsilon_z = (0, 0, 1)^T$ in Cartesian coordinates $(x, y, z)$. The same term would arise from the Boltzmann equation (S1) with a constant magnetic field (and only normal parity-preserving collisions). Upon defining the infinitesimal generator of rotations (“angular momentum” operator) in velocity space $\hat{\ell}_z$ through

$$i \hat{\ell}_z = c_x \frac{\partial}{\partial c_y} - c_y \frac{\partial}{\partial c_x} \quad (S110)$$

we also have

$$[L_{\text{SRTA}} \phi] = -\frac{1}{\tau} \phi(c) + \frac{\alpha}{\tau} i \hat{\ell}_z \phi + \mathcal{O}(\alpha^2) \quad (S111)$$

Note that $\hat{\ell}_z = -i \partial_\theta$ in polar coordinates, and its eigenvalues are $m \in \mathbb{Z}$.

Viscosity in the limit of infinitesimal rotations

In this paragraph, we compute the viscosity of a two-dimensional dilute gas subject to a Lorentz-like force in the relaxation time approximation, following Ref. [21]. We refer to [22–24] for a more detailed calculations. The Lorentz-like force can arise from an external magnetic field, but can also occur from a series expansion of the rotated RTA, as shown in the previous paragraph (see Eq. (S107)).

We start with the Boltzmann equation (S1) in the relaxation time approximation

$$\frac{\partial f}{\partial t} + c_\mu \frac{\partial f}{\partial c_\mu} + b_\mu \frac{\partial f}{\partial c_\mu} = -\frac{1}{\tau} (f - f^\epsilon) \quad (S112)$$

and consider the force

$$b_\mu(c) = \omega_B \epsilon_{ij} c_j \quad (S113)$$

due to an out-of-plane magnetic field $B$, where $\omega_B = (q/m) B$ (q is the charge) and $\epsilon$ is the Levi-Civita symbol. Multiplying both sides of Eq. (S112) with $U_k U_k$ and integrating over velocities $c$, we find

$$\partial_t P_k + \partial_t (q_k c_k + v_k P_k) + P_k \partial_t v_k + P_k \partial_t \epsilon_{ij} c_k = \omega_B \left( \epsilon_{kj} P_j + \epsilon_{ij} P_k \right) - \frac{1}{\tau} (P_k - p \delta_{k\ell}). \quad (S114)$$
Here, \( U = c - v \), \( P_{ij} \) is the pressure tensor defined by Eq. (S22), \( \rho_0 \) is its equilibrium value given by Eq. (S25), and \( g_{ijk} = \rho (U_i U_j U_k) \). The trace of this equation expresses the conservation of energy (see Eq. (S117)). After removing the trace, the time derivative, and keeping only first order quantities in deviations from equilibrium and gradients, we get

\[
p \left( \partial_t u_i + \partial_j u_k - \frac{\delta}{3} \partial_i u_k \right) = \omega_B \left( \epsilon_{km} P_{mi}^{(1)} + \epsilon_{jm} P_{mk}^{(1)} - \frac{1}{\tau} P_{ki}^{(1)} - \frac{1}{\nu_0} P_{ii}^{(1)} \right).
\]

Projecting on the shear degrees of freedom, we obtain

\[
\begin{align*}
\left( P_{\alpha \beta} \right) = -\frac{p \tau}{1 + 4 \nu^2 \omega_B^2} \left( 1 - 2 \nu \omega_B \tau \right) \left( \epsilon_{\alpha i} \dot{\epsilon}_{\beta i} \right) \quad (S115)
\end{align*}
\]

using the notation defined in Eq. (S99) (the pressure tensor is the opposite of the stress tensor). When \( \omega_B \to 0 \), we recover that the shear viscosity is \( \eta (\omega_B) = \rho \tau \). Taking \( \omega_B = \alpha / \tau \) to match Eq. (S107), we find

\[
\eta = \left( \eta - \eta_{\text{odd}} \right) = -\frac{p \tau}{1 + 4 \nu^2 \omega_B^2} \left( 1 - 2 \nu \omega_B \tau \right) \left( \begin{array}{c} \alpha \\ \nu \end{array} \right) \quad (S116)
\]

which is consistent with Eq. (S100) at first order in \( \alpha \).

### APPENDICES

#### Appendix A: The ambiguity of transport coefficients in bulk hydrodynamic equations

In this Appendix, we discuss the issue of the uniqueness of the stress tensor and its consequence on the viscosity tensor. The Navier-Stokes equations only contain the divergence \( f_i = \partial_j \sigma_{ij} \) of the stress tensor. As a consequence, we can add any divergence free tensor to the stress without changing the force, and hence without changing the bulk equations of motion. Namely, the replacement \( \sigma_{ij} \to \sigma_{ij} + \delta \sigma_{ij} \) with any \( \delta \sigma_{ij} \) satisfying \( \partial_j \delta \sigma_{ij} = 0 \) (say, \( \delta \sigma_{ij} = \epsilon_{jk} \partial_k \chi \), where \( \chi \) is an arbitrary function) does change the contribution \( f_i \) to the Navier-Stokes equations, because \( \partial_j \delta \sigma_{ij} = \epsilon_{jk} \partial_j \partial_k \chi = 0 \). Nevertheless, the stress tensor itself does change. From the point of view of the bulk theory, this divergence-free part is akin to gauge degrees of freedom: \( \sigma \) is defined modulo transformations \( \sigma \to \sigma + \delta \sigma \) with any \( \delta \sigma \) satisfying \( \text{Div}(\delta \sigma) = 0 \), in the same way as the vector potential \( A \) (related to the magnetic field \( B = \text{curl}(A) \)) is defined up to the addition of a term \( \delta A \) such that \( \text{curl}(\delta A) = 0 \). In summary, from the point of view of bulk hydrodynamics, the stress tensor is not an observable, because it is not gauge invariant.

This ambiguity can be traced back to microscopic considerations (see Ref. [131] and references therein). The stress tensor is usually expressed from microscopic quantities through the Irving-Kirkwood formula [131–133]

\[
\sigma_{\alpha \beta}(t, r) = -\sum_i m_i v_i^\alpha v_i^\beta \delta(r - r_i) - \frac{1}{2} \sum_{i \neq j} f_{ij}^{\alpha} f_{ij}^{\beta} \int_0^1 ds \delta(r - r_i + s r_{ij}). \quad (A1)
\]

The kinetic part of the stress (first term) is not problematic: the velocities of classical particles can in principle be measured; in practice, this is even relatively easy in current active matter experiments based, for instance, on colloidal systems. The virial part (second term) is however ambiguous. The integral over a straight line connecting \( r_i \) and \( r_j \) in Eq. (A1) could be replaced with an arbitrary curve \( C_{ij} \) having the same end-points without affecting the equations of motion. However, this replacements produces a divergence-free contribution to the stress tensor [133]. Several arguments have been proposed in favour of (and against) the uniqueness of a microscopic expression of stress tensor (see Refs. [131, 134–138] and references therein) [139]. However, there is no apparent consensus in the literature, and it is not clear to what extent these arguments apply in general (e.g., out of equilibrium or when usual symmetries are broken).

The ambiguity in defining the stress tensor means that the viscosity tensor can in general not be unambiguously determined from the bulk hydrodynamic equations [140, 141]. Assuming that \( \eta_{ijkl} \) is uniform, the viscous stress \( \sigma_{ijkl} = \eta_{ijkl} \partial_i v_j \) contributes the term

\[
f_i = \eta_{ijkl} \partial_i \partial_k v_k \quad (A2)
\]

in the Navier-Stokes equation. By symmetry of the second derivatives, the same force is obtained after the replacement

\[
\eta_{ijkl} \to \eta_{ijkl} + \delta \eta_{ijkl} \quad (A3)
\]

in which

\[
\delta \eta_{ijkl} = a_{ik} \epsilon_{j\ell} \quad (A4)
\]

is a “pure gauge” contribution to the viscosity. Here, \( a_{ik} \) is an arbitrary rank-2 tensor, and \( \epsilon_{j\ell} = -\epsilon_{\ell j} \) is the Levi-Civita tensor. Let us parameterize \( a_{ik} \) as

\[
a = \left( \begin{array}{ccc} a_1 + a_2 & a_3 + a_4 \\
                        a_3 - a_4 & a_1 - a_2 \end{array} \right) \quad (A5)
\]

so that the pure gauge viscosity represented as a matrix is

\[
\delta \eta = \left( \begin{array}{ccc} a_4 & -a_1 & -a_3 \\
                        a_1 & a_4 & a_3 \\
                        a_3 & -a_4 & a_1 \end{array} \right) \quad (A6)
\]

Note that this disappears when the stress tensor is symmetric, as \( a_1 = a_2 = a_3 = a_4 = 0 \).
A similar issue occurs in the heat conductivity tensor: the Hall thermal conductivity completely vanishes from the bulk heat equation. The corresponding ambiguity in the particle diffusion tensor is reviewed and analysed in Ref. [142].

Appendix B: Symmetry of the transport tensors

In this Appendix, we discuss the constraints put by rotation invariance on transport coefficients. Under a transformation \( R \in O(d) \) [\( d \) is the space dimension], the transport coefficients transform as tensors, namely

\[
\begin{align*}
\lambda_{ij} &\to R_{is} R_{js'} \lambda_{s's'} \\
\alpha_{ijk} &\to R_{is} R_{js'} R_{ks'} \alpha_{s's'k'} \\
\eta_{ijk} &\to R_{is} R_{js'} R_{ks'} \eta_{s's'k'} \\
\end{align*}
\]

Let us assume that these tensors are invariant under all rotations \( R \in SO(2) \) (in \( d = 2 \)), namely, impose that the two sides of the arrows in Eq. (B1) are equal. We find by a direct calculation that the most general tensors compatible with this symmetry are

\[
\begin{align*}
\lambda_{ij} &= \lambda \delta_{ij} + \lambda^{\text{odd}} \epsilon_{ij} \quad \text{(B2a)} \\
\alpha_{ijk} &= 0 \quad \text{(B2b)} \\
\eta_{abcd} &= \zeta \delta_{ab}\delta_{cd} - \eta^A \epsilon_{ab} \delta_{cd} - \eta^R \epsilon_{cd} \delta_{ab} + \eta^R \epsilon_{cd} \delta_{ab} \\
&+ \eta^R (\epsilon_{ac} \delta_{bd} + \epsilon_{ad} \delta_{bc} - \delta_{ab} \delta_{cd}) \quad \text{(B2c)} \\
\end{align*}
\]

in which \( \delta_{ij} \) is the Kronecker symbol and \( \epsilon_{ij} \) is the Levi-Civita symbol.

Appendix C: Chapman-Enskog procedure

In this Appendix, we apply the Chapman-Enskog method to an odd ideal gas. In this method, the stress is directly computed (instead of its divergence). Hence, it is possible to obtain some more information from the microscopic system than available at the bulk hydrodynamic level (see Appendix A).

1. Decomposition of the Boltzmann equation

The distribution function is decomposed into successive orders

\[
f = \frac{1}{\varepsilon} \left[ f^{(0)} + \varepsilon f^{(1)} + \varepsilon^2 f^{(2)} + \cdots \right] \quad \text{(C1)}
\]

and the time derivative in the Boltzmann equation is also decomposed as

\[
\partial_t = \partial_t^{(0)} + \varepsilon \partial_t^{(1)} + \cdots. \quad \text{(C2)}
\]

This can be seen as a poor man’s renormalization scheme: we are trying to reduce the full kinetic theory to simplified theory describing the evolution of slow variables (see Refs. [143, 144] for more details).

To use this decomposition in the Boltzmann equation

\[
\mathcal{D}(f) = \mathcal{E}(f) \quad \text{(C3)}
\]

let us first note that the collision term is bilinear in \( f \), and we should more appropriately write

\[
\mathcal{E}(f) = \mathcal{E}(f,f) \quad \text{(C4)}
\]

in which

\[
\mathcal{E}(f,f) \equiv \iint [W(c'_1,c'_2 | c_1,c_2)] f'_1 f'_2 - W(c_1,c_2 | c'_1,c'_2) f_1 g_2] dc_1 dc_2 dl_1 dl_2. \quad \text{(C5)}
\]

We then stipulate that the Boltzmann equation must hold order by order. This yields at order \( \varepsilon^0 \)

\[
\mathcal{E}(f^{(0)},f^{(0)}) = 0. \quad \text{(C6)}
\]

The solution to this equation is the Boltzmann distribution Eq. (S13).

Let us immediately compute some derivatives that will be required momentarily:

\[
\frac{\partial f^o}{\partial n} = \frac{1}{n} f^o \quad \text{(C7)}
\]

\[
\frac{\partial f^o}{\partial \mu} = \beta m (c\mu - v\mu) f^o = - \frac{\partial f^o}{\partial c\mu} \quad \text{(C8)}
\]

\[
\frac{\partial f^o}{\partial T} = \frac{\partial \beta}{\partial T} \frac{\partial f^o}{\partial \beta} = - k \beta \frac{d}{2} \frac{\beta m (c - v)^2}{2} f^o \quad \text{(C9)}
\]

We now wish to determine the distribution function at first order. The first-order distribution function is constrained so that the meanings of \( n, v \) and \( T \) do not change. Namely, we assume

\[
\int f^{(1)} = 0 \quad \int f^{(1)} U_\mu = 0 \quad \int f^{(1)} U^2 = 0 \quad \text{(C10)}
\]

in which we have introduced the peculiar velocity

\[
U = c - v. \quad \text{(C11)}
\]

At order \( \varepsilon^1 \) the Boltzmann equation gives

\[
\mathcal{D}^{(0)}(f^{(0)}) = \mathcal{L}^{(0)}(f^{(1)}) \quad \text{(C12)}
\]

in which we have defined

\[
\mathcal{L}^{(0)}(f^{(1)}) = \mathcal{E}(f^{(0)},f^{(1)}) + \mathcal{E}(f^{(1)},f^{(0)}) \quad \text{(C13)}
\]
as well as
\[ \mathcal{D}^{(0)}(f^{(0)}) \equiv \partial^2 f^{(0)} + c_{\mu} \frac{\partial f^{(0)}}{\partial r_{\mu}} + b_{\mu} \frac{\partial f^{(0)}}{\partial r_{\mu}}. \] (C14)

Using the notations of the main text, \( f^{(1)} = f^{(0)} \phi \), and we also define the linearized collision operator \( L \) by
\[ L\phi = \frac{1}{f^{(0)}} \mathcal{L}^{(0)}(f^{(0)} \phi). \] (C15)

In the Chapman-Enskog procedure, we assume that \( f \) depends on \( t \) and \( r \) only through the local quantities \( n(t, r), v(t, r), T(t, r) \). Namely, we replace
\[ f(t, r, c) \rightarrow f(t, n(t, r), v(t, r), T(t, r)) \] (C16)

Correspondingly, we use the replacements
\[ \frac{\partial f}{\partial t} \rightarrow \frac{\partial f}{\partial n} n + \frac{\partial f}{\partial v_{\mu}} v_{\mu} + \frac{\partial f}{\partial T} T \] (C17)
and
\[ \frac{\partial f}{\partial r_{\mu}} \rightarrow \frac{\partial f}{\partial n} n_{\mu} + \frac{\partial f}{\partial v_{\mu}} v_{\mu} + \frac{\partial f}{\partial T} T \] (C18)

The spatial derivatives of the fields \((n, v, T)\) are left untouched; they are simply gradients of our physical functions. Their time derivatives are evaluated using the zeroth-order balance equations of motion Eqs. (S21) (in which we use the zeroth-order quantities are given by Eqs. (S25,S26,S27)).

We obtain
\[ \mathcal{D}^{(0)}(f^{(0)}) = f^{(0)} \left[ \frac{m}{kT} \left( U_i U_j - \frac{1}{d} U^2 \delta_{ij} \right) \frac{\partial v_j}{\partial r_i} + \frac{1}{T} \left( \frac{m}{2kT} U^2 - \frac{d+2}{2} \right) U_i \frac{\partial T}{\partial r_i} \right] \] (C19)
in which we have assumed \( n_{\text{dot}} = d \) as we do not explicitly describe any internal degrees of freedom.

The linearized Boltzmann equation then becomes
\[ \left[ \frac{\partial}{\partial \mu} Y^{n}_{\mu}(U) + \frac{\partial}{\partial \mu} Y^{v}_{\mu}(U) + \frac{\partial T}{\partial \mu} Y^{T}_{\mu}(U) \right] = L\phi \] (C20)
in which we have defined
\[ Y^{v}_{\mu}(U) = \frac{m}{kT} \left( U_i U_j - \frac{1}{d} U^2 \delta_{ij} \right) \] (C21a)
\[ Y^{T}_{\mu}(U) = \frac{1}{T} \left( \frac{m}{2kT} U^2 - \frac{d+2}{2} \right) U_i \] (C21b)
\[ Y^{n}(U) = 0. \] (C21c)

Equation (C20) has the general form
\[ \sum_{I} G^{I} |Y^{I}_{\mu}| = L |\phi| \] (C22)
in which \( G^{I} \) represent the gradients, and kets \(|\phi|\) represent functions \( U \mapsto \phi(U) \) of the peculiar velocity \( U \). We seek an expression of the distribution function in terms of the gradients of the form
\[ |\phi| = \sum_{I} \left[ \frac{\partial \phi}{\partial r_{\mu}} \right] |X^{I}_{\mu}| \] (C23)

If \( L \) was invertible, this would imply
\[ L |X^{I}_{\mu}| = |Y^{I}_{\mu}| \] (C24)
as the gradients are arbitrary, and therefore
\[ |X^{I}_{\mu}| = L^{-1} |Y^{I}_{\mu}|. \] (C25)

Unfortunately, \( L \) is not invertible. However, it is still possible to obtain a solution using Fredholm theory under certain hypotheses on \( Y^{I}_{\mu} \), see for instance Ref. [145].

2. General expression of transport coefficients

The expansion Eq. (C1) of the distribution function induces a similar expansion of everything, including the pressure tensor
\[ P_{\mu\nu} = m \int f U_{\mu} U_{\nu} d^4 c. \] (C26)

It is expanded as
\[ P_{\mu\nu} = P^{(0)}_{\mu\nu} + P^{(1)}_{\mu\nu} + \ldots \] (C27)
that are defined by replacing \( f \) by \( f^{(n)} \) in the equation above (the expansion parameter is already set to one). Here, \( P^{(0)} \) is the equilibrium/steady-state pressure tensor, that we have already computed in Eq. (S25), while the viscous response should be contained in
\[ P^{(1)}_{\mu\nu} = m \int f^{(0)} \phi U_{\mu} U_{\nu} d^4 U. \] (C28)

Starting from Eq. (C23), we obtain
\[ P^{(1)}_{\mu\nu} = -\eta_{\mu\nu\sigma} \frac{\partial \phi}{\partial r_{\sigma}} - \alpha_{\mu\nu\rho} \frac{\partial T}{\partial r_{\rho}} \] (C29)
in which we have defined the viscosity tensor
\[ \eta_{\mu\nu\sigma} = \left[ -m \int f^{(0)}(U) U_{\mu} U_{\nu} X^{v}_{\sigma}(U) d^4 U \right]. \] (C30)

This can be written as
\[ \eta_{\mu\nu\sigma} = -m \left( B_{\mu\nu}, X^{v}_{\sigma} \right) \] (C31)
in which we have defined \( B_{\mu\nu}(U) = U_{\mu} U_{\nu} \). The coefficient \( \alpha \) is defined in a similar way as
\[ \alpha_{\mu\nu\sigma} = -m \left( B_{\mu\nu}, X^{v}_{\sigma} \right). \] (C32)
In the same way, we compute the first-order heat flux from (S23)

\[ Q^{(1)} = -\lambda_{\mu\sigma} \partial_{\sigma} T - \alpha'_{\mu\rho} \partial_{\sigma} v_{\rho} \]

in which the heat conductivity is

\[ \lambda_{\mu\sigma} = -\frac{m}{2} (A_{\mu}, X_{\sigma}^{T}) \]

with \( A_{\mu}(U) = U^{2} U_{\mu} \) and

\[ \alpha'_{\mu\rho} = -\frac{m}{2} (A_{\mu}, X_{\nu}^{\rho}). \]

**Appendix D: Symmetries of the collision operator**

In this Appendix, we discuss the symmetries of the collision operator. For the most part, we follow Ref. [87].

### 1. Symmetries and conservation laws

For classical (distinguishable) particles, the function \( W \) must satisfy [146]

\[ W(c_1, c_2 | c'_1, c'_2) = W(c_2, c_1 | c'_2, c'_1) \]  

(D1)

Note that a change of variable \( c'_1 \leftrightarrow c'_2 \) in the collision integral Eq. (S2) is equivalent to the replacement

\[ W(c_1, c_2 | c'_1, c'_2) \rightarrow W(c_1, c_2 | c'_2, c'_1) \]  

(D2)

in Eq. (S2). Hence, as far as we are only interested in \( \mathcal{C}(f) \), we can assume that \( W \) has an additional exchange symmetry (it can also be combined with Eq. (D1) to permute \( c_1 \) with \( c_2 \) without changing the primed velocities).

Galilean invariance imposes

\[ W(c_1, c_2 | c'_1, c'_2) = W(c_1 - c, c_2 - c | c'_1 - c, c'_2 - c) \]  

(D3)

Time-reversal changes the order of the collision, and also inverts the velocities \( (c \rightarrow -c) \), so it requires

\[ W(c_1, c_2 | c'_1, c'_2) = W(-c'_1, -c'_2 | -c_1, -c_2) \]  

(D4)

Spatial inversion \( (c \rightarrow -c) \) leads to

\[ W(c_1, c_2 | c'_1, c'_2) = W(-c_1, -c_2 | -c'_1, -c'_2) \]  

(D5)

When it is combined with time-reversal, we obtain space-time inversion, which imposes

\[ W(c_1, c_2 | c'_1, c'_2) = W(c'_1, c'_2 | c_1, c_2) \]  

(D6)

Conservation of linear momentum leads to

\[ W \propto \delta^{(d)} \left( \frac{1}{2} (c_1 + c_2) - \frac{1}{2} (c'_1 + c'_2) \right) \]  

(D7)

while conservation of energy leads to

\[ W \propto \delta^{(1)} \left( \frac{1}{2} (g^2 - g'^2) \right) \]  

(D8)

### 2. Collisional invariants

Each conserved quantity corresponds to a collisional invariant, defined as a quantity \( \chi(c) \) conserved by collisions as

\[ \int \chi(c_1) \mathcal{C}(f_1) dc_1 = 0 \]  

(D9)

Using the Boltzmann equation \( \mathcal{C}(f_1) = \mathcal{C}(f_1) \), this leads to a conservation law of the form

\[ \int \chi(c_1) \mathcal{C}(f_1) dc_1 = 0 \]  

(D10)

that can be remixed into the usual local conservation equations.

First, consider conservation of mass:

\[ \int \mathcal{C}(f_1) dc_1 = \int \left[ W(c'_1, c'_2 | c_1, c_2) f'_1 f'_2 \right. \]

\[ -W(c_1, c_2 | c'_1, c'_2) f_1 f_2 \]  

\[ \left. dc_1 dc_2 dc'_1 dc'_2 = 0 \right] \]  

(D11)

by a change of variables \((c_1, c_2) \leftrightarrow (c'_1, c'_2)\).

Now, let us move on to the first moment

\[ \int c_1 \mathcal{C}(f_1) dc_1. \]  

(D12)

In this case, we will see that the RHS vanishes under the assumption of momentum conservation. Indeed, a few changes of variables \((c_1 \leftrightarrow c_2)\) and \((c'_1 \leftrightarrow c'_2)\) as well as the symmetry Eq. (D1) always allow to rewrite

\[ \int c_1 \mathcal{C}(f_1) dc_1 = \int \frac{1}{2} (c_1 + c_2) \mathcal{C}(f_1) dc_1 \]  

(D13)

Using momentum conservation Eq. (D7) allows to proceed further and write

\[ \int \frac{1}{2} (c_1 + c_2) \mathcal{C}(f_1) dc_1 \]

\[ = \int \left[ W(c'_1, c'_2 | c_1, c_2) f'_1 f'_2 \frac{1}{2} (c'_1 + c'_2) \right. \]

\[ -W(c_1, c_2 | c'_1, c'_2) f_1 f_2 \frac{1}{2} (c_1 + c_2) \]  

\[ \left. dc_1 dc_2 dc'_1 dc'_2 = 0 \right] \]  

(D14)

in which the last equality comes again from a change of variables \((c_1, c_2) \leftrightarrow (c'_1, c'_2)\) in one of the integrals.

Finally, conservation of energy Eq. (D8) allows to show

\[ \int c_1^2 \mathcal{C}(f_1) dc_1 = 0. \]  

(D15)
3. Simplified collision operator

We now derived the simplified collision operator used in the main text, under the assumption of mass, linear momentum, and energy conservation combined with Galilean invariance and rotation invariance (defined as invariance under SO(d)). Because of Galilean invariance, \( W \) only depends on three variables, and we can choose to define \[ W(c_1, c_2 | c_1', c_2') = \hat{W}(c_2 - c_1, c_2' - c_1', (c_1 + c_2) - (c_1' + c_2')) \] (D16)
(The choice of these variables will be convenient later when imposing conservation laws.)

Using conservation of momentum, we note that the third argument of \( W \) is constrained to vanish, and further write
\[
\hat{W}(g, g', c_1 + c_2 - (c_1' + c_2')) = \hat{W}(g, g') \delta(d) \left( \frac{(c_1 + c_2) - (c_1' + c_2')}{2} \right) \tag{D17}
\]

We can now simplify the collision term under these assumptions by writing
\[
\mathcal{E}(f) = \int \left[ W(c_1', c_2 | c_1, c_2)f_1'f_2' - W(c_1, c_2 | c_1', c_2')f_1f_2 \right]d^d c_1'd^d c_2'
= \int \left[ \hat{W}(g, g')f_1f_2' - \hat{W}(g, g')f_1f_2 \right]d^d c_1d^d c_2d^d g' \tag{D18}
\]
in which we have used Galilean invariance Eq. (D3) and momentum conservation Eq. (D17). Here, \( c_1' \) and \( c_1' \) are now function of the other variables through \( c_2'(1) = (\pm g' + c_1 + c_2)/2 \), etc.

Further simplifications from rotation invariance depend on the dimension, as we will now see. In any case, we want to use the invariance
\[
\hat{W}(g', g) = \hat{W}(Rg', Rg) \tag{D19}
\]
under \( R \in SO(d) \). This reflects the invariance under rotation of the collision (not the fluid). In principle, we need to compute the quotient of \( \mathbb{R}^d \times \mathbb{R}^d \) by the equivalence relation \((g', g) \sim (Rg', Rg) \) (SO(d) acting diagonally), and consider functions on this quotient. In practice, however, we only need to compute functions \( \hat{W}(g', g) \) that are invariant under the action of \( SO(d) \). This is at least doable if we focus on polynomial invariants: in this case, we only need to know fundamental invariants \( I_1^{SO}, \ldots, I_n^{SO} \) that form a Hilbert basis of the ring of invariant (these are polynomials \( I_n^{SO}(g_1, \ldots, g_n, g_1', \ldots, g_n') \) of the components of the vectors). We can then write
\[
\hat{W}(g', g) = \hat{W}(I_1^{SO}, \ldots, I_n^{SO}) \tag{D20}
\]
As energy is a scalar, it is invariant under rotation. Hence (as we shall see explicitly), we will always be able to choose \( I_1^{SO} = g^2/2 \) and \( I_2^{SO} = g^2/2 \) and use conservation of energy to write
\[
\hat{W}(I_1^{SO}, \ldots, I_n^{SO}) = \tilde{\sigma}(I_2^{SO}, I_3^{SO}, \ldots) \delta^{(1)} (I_1^{SO} - I_2^{SO}) \tag{D21}
\]
Below, we will use \( I_1^{SO} = g \) and \( I_2^{SO} = g' \) because it is more practical.

Three dimensional systems. The invariants always include \((g, g'), (g', g'), (g, g')\). In 3D, there is no other fundamental invariant (Ref. [148], chapter 11, § 2.1 page 390). It will be convenient to use the combinations of invariants
\[
g = \|g\|, \quad g' = \|g'\|, \quad s = \frac{(g,g')}{g g'}. \tag{D22}
\]
to write
\[
\hat{W}(g, g', s) = \tilde{\sigma}(s) \delta^{(1)} \left( \frac{g^2 - g'^2}{2} \right). \tag{D23}
\]
Here, time-reversal provides no additional constraint \([87, 105]\) because the action of time-reversal on the \( SO(3) \)-invariants is \((g, g', s) \rightarrow (g', g, s)\) and we already have \( \hat{W}(g, g', s) = \tilde{\sigma}(g', g, s) \).

To write down the collision integral in a usable form, it is convenient to use spherical coordinates \((g, \chi, \epsilon)\) in 3D, and write
\[
gx, gy, gz = g(\sin \chi \cos \epsilon, \sin \chi \sin \epsilon, \cos \chi) \tag{D25}
\]
so that
\[
d^3 g = d^2 \Omega g^2 dg \quad \text{with} \quad d^2 \Omega = \sin(\chi) d\chi d\epsilon. \tag{D26}
\]
Here \( g \geq 0 \) is the radius, \( \chi \) is the inclination with \( 0 \leq \chi \leq \pi \), while \( \epsilon \) is the azimuth and \( 0 \leq \epsilon < 2\pi \) \([149]\). We do the same thing for \( g' \).

Because of rotation invariance we can always choose a coordinate system in which \( g = (0,0,1) \) (in Cartesian coordinates), so that \( \chi = 0 \) and \( \epsilon \) is indeterminate. In this case, \( s = \cos(\chi') \) so \( \tilde{\sigma}(g, s) = \tilde{\sigma}(g, \cos(\chi')) \) and to connect with usual notations (see Refs. [22, 89, 124]), we define the differential cross section
\[
\sigma(g, \chi') = \tilde{\sigma}(g, \cos(\chi')) \tag{D27}
\]
We then use the identity
\[
\int_0^\infty \delta^{(1)} \left( \frac{g^2 - g'^2}{2} \right) g^2 d^3 g' = g. \tag{D28}
\]
to get
\[
\mathcal{E}(f) = \int g \sigma \left( g, \frac{(g,g')}{g g'} \right) \left[ f_1' f_2' - f_1 f_2 \right] d^3 c_2 d^2 \Omega'. \tag{D29}
\]
in which we have used the fact that $\langle g', g \rangle = \langle g, g' \rangle$ to factor the scattering cross-section. Hence, we can write

$$\mathcal{E}(f) = \int g \sigma(g, \chi') [f'_1 f'_2 - f_1 f_2] d^4 c_2 d^2 \Omega' \tag{D30}$$

Note that all the variables in the equation should be seen as functions of $(t, r, c_1)$ (arguments of the LHS) and $(c_2', \chi', \epsilon')$ (integration variables), defined by the conservation laws, etc.

**Two-dimensional systems.** In 2D, we still have the invariants $(g, g)$, $(g', g')$, $(g, g')$, but there is an additional fundamental invariant for $SO(2)$, namely

$$g \times g' = \epsilon_{ij} g_i g'_j \tag{D31}$$

We can therefore write

$$\tilde{W}(g, g') = \tilde{W} \left( g, g', \frac{g \cdot g'}{g \cdot g'}, g \times g' \right). \tag{D32}$$

The action of time-reversal is then

$$\tilde{W}(g, g', s_1, s_2) \to \tilde{W}(g', g, s_1, -s_2) \tag{D33}$$

We again move to polar coordinates. By rotation invariance, we can always assume that $g = (1, 0)$ (in Cartesian components) [150]. We then write

$$g' = g'(\cos(\theta'), \sin(\theta')) \tag{D34}$$

so that

$$d^2 g' = g'dg'd\theta' \tag{D35}$$

and

$$\frac{g \cdot g'}{g \cdot g'} = \cos(\theta') \quad \text{and} \quad \frac{g \times g'}{g \cdot g'} = \sin(\theta'). \tag{D36}$$

The additional fundamental invariant gives us a tiny bit of information! We can therefore write

$$\tilde{W}(g, g') = \tilde{W}(g, g', \cos(\theta'), \sin(\theta')). \tag{D37}$$

Again, we use conservation of energy to write

$$\tilde{W}(g, g', \cos(\theta'), \sin(\theta')) = g \sigma(g, -\theta') \delta^{(1)} \left( \frac{g^2 - g'^2}{2} \right) \tag{D38}$$

in which we have added a factor $g$ and introduced the differential cross-section $\sigma(g, -\theta')$ (we have introduced a minus sign in the definition for convenience).

Finally, we use the identity

$$\int_0^\infty \delta^{(1)} \left( \frac{g^2 - g'^2}{2} \right) g'dg' = 1 \tag{D39}$$

to get

$$\mathcal{E}(f) = \int g \left[ \sigma(g, \theta') f'_1 f'_2 - \sigma(g, -\theta') f_1 f_2 \right] d^2 c_2 d\theta' \tag{D40}$$

Again, all the variables in the equation should be seen as functions of $(t, r, c_1, c_2, \theta')$ defined by the conservation laws, etc.

The identity

$$\int_{-\pi}^\pi \sigma(g, \theta')d\theta' = \int_{-\pi}^\pi \sigma(g, -\theta')d\theta' \tag{D41}$$

expresses the bilateral normalization condition, that is trivially satisfied in our simple model. (The equation above is just a change of variable, not a physical condition.) Using this, we can finally rewrite the collision integral as

$$\mathcal{E}(f) = \int g \sigma(g, \theta') [f'_1 f'_2 - f_1 f_2] d^2 c_2 d\theta' \tag{D42}$$

With the notations of Eq. (D30) and Eq. (D42), the cross-section $\sigma$ has the dimension $[\sigma] = L^{d-1}$ (an area in 3D, a distance in 2D).

We can permute $c_1 \leftrightarrow c_2$ (without touching the primed ones) and independently $c'_1 \leftrightarrow c'_2$. Hence, everything should be invariant under $\theta' \to \theta' + \pi$. The differential cross-section itself doesn’t need to be invariant under this transformation (and usually isn’t), but only the symmetrized part $[\sigma(g, \theta') + \sigma(g, \theta' + \pi)]/2$ should contribute to the collision integral.

### Appendix E: Relation between the dependent variables in the integrals

It is convenient to first write

$$c_1 = c_1(\cos(\varphi_1), \sin(\varphi_1)) \tag{E1}$$
$$c_2 = c_2(\cos(\varphi_2), \sin(\varphi_2)). \tag{E2}$$

We now express the various quantities appearing in the integrals in terms of the independent variables $(c_1, c_2, \varphi_1, \varphi_2, \theta')$ as follows

$$g = c_2 - c_1 \tag{E3}$$
$$g = |g| \tag{E4}$$
$$g' = R(\theta')g \tag{E5}$$

in which $R(\theta')$ is the rotation matrix by an angle $\theta'$, and

$$c'_1 = \frac{1}{2} \left( c_1 + c_2 - g' \right) \tag{E6}$$
$$c'_2 = \frac{1}{2} \left( c_1 + c_2 + g' \right) \tag{E7}$$
FIG. S3. Schematic mechanism leading to normal viscosity. The contributions to the pressure tensor leading to normal shear viscosity were not included in Fig. 2 of the main text of the main text for simplicity. We display them here, see the caption of Fig. 2 of the main text for details.
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