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ABSTRACT

Network contention frequently dominates the run time of parallel algorithms and limits scaling performance. Most previous studies mitigate or eliminate contention by utilizing one of several approaches: communication-minimizing algorithms; hotspot-avoiding routing schemes; topology-aware task mapping; or improving global network properties, such as bisection bandwidth, edge-expansion, partitioning, and network diameter. In practice, parallel jobs often use only a fraction of a host system. How do processor allocation policies affect contention within a partition?

We utilize edge-isoperimetric analysis of network graphs to determine whether a network partition defined by a processor allocation has optimal internal bisection. Increasing the bisection allows a more efficient use of the network resources, decreasing or completely eliminating the link contention. We study torus networks and characterize partition geometries that maximize internal bisection bandwidth, and examine the allocation policies of Mira and JUQUEEN, the two largest publicly-accessible Blue Gene/Q torus-based supercomputers. Our analysis shows that the bisection bandwidth of their partitions can often be improved by changing the partitions’ geometries, yielding up to a $\times 2$ speedup for contention-bound workloads. Benchmark experiments validate the predictions. Our analysis applies to allocation policies of other networks.
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1 INTRODUCTION

Network contention frequently dominates the run time of parallel algorithms and limits scaling performance [6]. Optimizing the internal bisection bandwidth of allocated partitions can decrease or completely eliminate the link contention of a parallel computation, improving overall performance for contention-bound workloads.

Our contribution. Our analysis utilizes a novel generalization of Bollobás and Leader’s bounds on the edge-isoperimetric problem on torus graphs [11]. A solution was known for tori with dimensions of equal size, whereas our new bound applies to torus graphs with arbitrary dimension sizes. This is useful, as the vast majority of torus networks with 3 dimensions or more have unequal dimension sizes. We apply isoperimetric analysis to compute node partition allocations allowed by the allocation of Mira and JUQUEEN, the two largest publicly-accessible Blue Gene/Q torus-based supercomputers. Our analysis demonstrates that the bisection bandwidth of their current partitions can often be improved by changing the partitions’ geometries, yielding up to a $\times 2$ speedup for contention-bound workloads. Benchmarking experiments on both systems validate the predictions.

CCS CONCEPTS

• Computer systems organization → Distributed architectures; • Networks → Network performance evaluation; • Mathematics of computing → Extremal graph theory;

ACM Reference Format:
Yishai Oltchik and Oded Schwartz. 2020. Brief Announcement: Network Partitioning and Avoidable Contention. In Proceedings of the 32nd ACM Symposium on Parallelism in Algorithms and Architectures (SPAA ’20), July 15–17, 2020, Virtual Event, USA. ACM, New York, NY, USA, 3 pages. https://doi.org/10.1145/3350755.3400242

2 PRELIMINARIES

Torus graphs. Let $D$ and $a_1, \ldots, a_D$ be integers, and let $G = (V, E)$ be a graph. If $V = \{a_1\} \times \ldots \times \{a_D\}$, and every two vertices $u = (a_1, \ldots, a_D), v = (b_1, \ldots, b_D)$ are adjacent if and only if $\exists k$ such that $a_k = b_k \pm 1 \mod a_k$ and $\forall j \neq k, a_j = b_j$, then $G$ is said to be a $D$-torus (also, $D$-dimensional torus). If $a_1 = \ldots = a_D$ then $G$ is
3.1 The Edge-Isoperimetric Problem

We obtain a novel generalization of Theorem 1 to arbitrary torus graphs. We show that the bound is optimal for cuboid subcubes, and conjecture that it is optimal for arbitrary subcubes as well.

Theorem 2 (Edge-isoperimetric ineq. for tori). Let \( G = (V, E) \) be a \( D \)-dimensional torus with \( V = [a_1] \times [a_2] \times \ldots \times [a_D] \), and let \( t \leq \frac{\sqrt{V}}{\sqrt{D}} \). Suppose, without loss of generality, that \( a_1 \geq a_2 \geq \ldots \geq a_D \). Then, for any cuboid \( S \subset V \), \( |S| = t \):

\[
|E(S, \bar{S})| \geq \min_{r \in \{0, \ldots, D-1\}} 2(D-r) \cdot n^{D-r} \cdot \frac{n^{D-r}}{D-n^{D-r}}
\]

As is the case with Theorem 1, our bound can be attained in some cases. Let \( k = \prod_{i=0}^{D-1} a_{D-i} \). If \( \exists r \) such that \( (\frac{k}{n})^{\frac{1}{D-r}} \) is an integer, define the cuboid \( S_r = \left( (\frac{k}{n})^{\frac{1}{D-r}} \right)^{D-r} \times [a_{D-r+1}] \times \ldots \times [a_D] \).

Claim 3. Let \( G = (V, E) \) be a \( D \)-dimensional torus as in Theorem 2, and let \( t, r' \) be integers such that \( t \leq \frac{\sqrt{V}}{\sqrt{D}} \) and \( (\frac{k}{n})^{\frac{1}{D-r'}} \) is an integer. Define \( S_{r'} \) as in Theorem 2, with arg min \( r' \). Then:

\[
|E(S_{r'}, \bar{S}_{r'})| = 2(D-r') \cdot \left( \prod_{i=0}^{r'-1} a_{D-i} \right)^{\frac{1}{D-r'}} \cdot t^{\frac{D-r'}{D-n^{D-r'}}}
\]

Claim 4. Let \( G, t, D, r, S_r \) be defined as in Claim 3. Let \( A \subset V \) be some cuboid \([A_1] \times \ldots \times [A_D]\) with \( |A| = t \). Suppose there are exactly \( r \) indices \( i_1, \ldots, i_r \) such that \( A_{i_k} = a_{i_k} \). Then, \( |E(S_r, \bar{S_r})| \leq |E(A, \bar{A})| \).

The proof of Theorem 2 follows directly from combining Claims 3 and Claim 4. See full version of this paper [29] for complete proofs of those Claims. The small-set expansion of \( G \) for vertex subsets of size \( t \) is defined \( h_t = \frac{|E(A, \bar{A})|}{|E(A)| + |E(\bar{A})|} \), and it can be used to test whether a given network will be inevitably asymptotically contention-bound when executing a parallel algorithm with known per-processor communication costs [7]. Isoperimetric sets in torus graphs also attain the small-set expansion as a result of Equation 1, our analysis here is sufficient also for deriving those lower bounds.

3.2 Analysis of Blue Gene/Q Systems

**JUQUEEN.** Formerly at Jülich Supercomputing Centre, JUQUEEN was ranked 5th in the November 2012 Top 500 supercomputers [16]. It had 28,672 compute nodes, with network size \( 7 \times 2 \times 2 \times 2 \). JUQUEEN’S scheduler permits all partitions that are cuboids of midplanes, and geometries may be user-specified. Partitions optimal and sub-optimal in bisection bandwidth are both permitted.

**Mira.** Formerly at Argonne National Laboratory, Mira [5] was ranked 3rd in the June 2012 Top 500 supercomputers [16]. It had 49,152 compute nodes, with network size \( 4 \times 4 \times 3 \times 2 \). Mira’s scheduler is based on a pre-defined list of partitions; in Table 1 we list the partitions whose bisection bandwidth is sub-optimal.

4 EXPERIMENTS

Executions on proposed partitions on Mira were done via special support allowing the use of a temporarily modified processor allocation policy. Only the job placement rules were changed.
We compared the average wallclock time when using currently-used algorithms. Each round, every pair of nodes simultaneously exchanges random messages sized 0.1342 Gigabyte.

We compared the average wallclock time when using currently-used and proposed partitions (best-case and worst-case on JUQUEEN). Additional experiments appear in [29].
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