An fMRI Dataset for Concept Representation with Semantic Feature Annotations
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The neural representation of concepts is a focus of many cognitive neuroscience studies. Prior works studying concept representation with neural imaging data have been largely limited to concrete concepts. The use of relatively small and constrained sets of stimuli leaves open the question of whether the findings can generalize other concepts. We share an fMRI dataset in which 11 participants thought of 672 individual concepts, including both concrete and abstract concepts. The concepts were probed using words paired with images in which the words were selected to cover a wide range of semantic categories. Furthermore, according to the componential theories of concept representation, we collected the 54 semantic features of the 672 concepts comprising sensory, motor, spatial, temporal, affective, social, and cognitive experiences by crowdsourcing annotations. The quality assessment results verify this as a high-quality neuroimaging dataset. Such a dataset is well suited to study how the brain represents different semantic features and concepts, creating the essential condition to investigate the neural representation of individual concepts.

Background & Summary

Concepts are the most fundamental unit of human cognition, which abstracts and generalizes the common essential characteristics of perceived things from perceptual knowledge to rational knowledge. Humans formulate knowledge of the outside world and communicate their thoughts with others using symbolic language based on the learning and representation of concepts. The processing and storage of concepts are thought to be performed in the brain semantic system. However, it is not clear how exactly the semantic system represents concepts.

Previous neuroimaging research has gradually converged on several brain areas associated with different aspects of concept processing and representation. For instance, the inferior parietal lobe and much of the temporal lobe have been found to be involved in multiple perceptual processing, such as motion, sound, color, olfaction, and gustatory processing. Neurons in the human medial temporal lobe (MTL) have been implicated in the representation of animals, objects or scenes. However, to ensure the quality of scanned brain images, multiple repetitions and sufficient separations for each stimulus must be ensured, which limits the number of different stimuli collected in one experiment. Consequently, these previous studies only used a relatively small number of stimuli that are constrained in semantic space.

To comprehensively explore concept representation, we describe and share a functional magnetic resonance imaging (fMRI) dataset called CRSF (concept representation with semantic features) in which participants were asked to think of 672 individual concepts that cover a large semantic space. We select concepts from the Synonymy Thesaurus published by the Harbin Institute of Technology (HITST). There are 77,343 Chinese words in HITST, covering a major part of modern Chinese vocabulary. With a specifically defined selection procedure, we selected words from HITST that reflect its broad semantic categories. Each word is further paired with 6 related images to guide the participants’ attention to think about the concept. The diversity and scale of the presented dataset enable future fine-grained analysis of the brain representations of a broad range of concepts, categories, and semantics.
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Moreover, we collected 54 semantic features of 672 words comprising sensory, motor, spatial, temporal, affective, social, and cognitive experiences. Each semantic feature of 672 words is evaluated with ratings on a 1–7 scale by a crowdsourced survey and annotated by 30 unique participants. These semantic features are summarized by Binder et al. (2016) based on previous neurobiological findings and are verified to capture important distinctions between a priori ontological types and categories, following the method proposed by Binder et al.3. Note that we exclude the 13 features of the original 67 semantic features proposed by Binder et al3, i.e., motion, biomotion, shape, texture, audition, low, high, speech, time, social, harm, pleasant, and unpleasant because they have a very high correlation (Pearson correlation > 0.8) with at least one of the other features.

In summary, this neuroimaging dataset with semantic annotations covers various concepts and semantic features. Therefore, it can be used to study a variety of research questions involving conceptual representations and is highly flexible with many different analyses67. We welcome laboratories and researchers from different backgrounds to explore this dataset in their own community and address specific questions.

Methods

Participants. For the MRI data collection, 18 participants (8 females, mean age 23.83 years ± 2.4 SD) were recruited, and the data of 7 participants were excluded because they did not complete all visits (mean 1.43 visits ± 0.73 SD). For the semantic feature annotation, 126 participants were recruited (72 females, mean age 22.72 years ± 2.13 SD), and each participant could complete as many surveys as they wanted to (mean 12.86 ± 8.53 SD) as long as they passed the quality evaluation (see Experimental Procedures for details) every time. Those who failed the quality evaluation once (24 participants) were not allowed to complete more surveys, and the failed surveys were not included in the analysis. All participants were native Chinese speakers, had normal or corrected-to-normal vision and were paid. They all provided written informed consent to the study and to the release of their data. The study was approved by the Institute of Psychology of the Chinese Academy of Sciences.

Stimuli. One key challenge of stimulus selection is the coverage of its semantic space. We select words from the Synonymy Thesaurus published by the HITST at https://www.ltp-cloud.com/download#down_cilin. There are 77,343 Chinese words in HITST, covering a major part of modern Chinese vocabulary. The format and structure of HITST are similar to WordNet. The words in HITST are organized in a tree structure. Synonyms and related words are collected under the same entry. One entry is labeled with an 8-digit code, denoting a 5-layer semantic category. The granularity of the semantic category becomes finer from the higher digit to the lower. To ensure the coverage of the selected words, we begin with the median digit, which is the third level of HITST’s semantic category. All entries with the same four highest digits were collected, and then the occurrence frequency of all words in the entries was calculated. We selected the one most frequent word in each entry and obtained 672 words. Since we selected words from all semantic categories of HITST with no bias, the chosen words should cover a broad semantic space.

In addition, each word was paired with 6 different images in the experiment. To obtain corresponding images that represent the meaning of the word, we used Baidu Search to query the target word and choose images manually.

Experimental procedures. Before each scan, participants first completed a simple informational survey form and an informed consent form. During fMRI scanning, the participants were instructed to read attentively the presented words and think about their related concepts with the guidance of the accompanying images. Stimulus presentation was implemented using Psychtoolbox-3. Specifically, as shown in Fig. 1a, at the beginning of each run, the instruction “The experiment is about to start, please pay attention” appeared on the screen, followed by a fixation screen for 2 seconds. Then, each stimulus was presented for 3 s followed by a 2 s fixation period. The fMRI recording was split into 4 visits for sub01-sub05 and 6 visits for sub06-sub11. Within each scanning session, the 672 words were divided into four or six sets of 168 or 112 words. (done separately for each participant) and distributed across 12 runs. Each participant saw 6 repetitions of a word with a different picture, and it took 2 runs to see a single repetition of the whole 168 or 112 words (i.e., 84 or 56 words in a single run). Each run thus took 450 s for sub01-sub05 and 310 s for sub06-sub11. Please see the presentation scripts and onset files at https://openneuro.org/datasets/ds0043014 for more details.

For semantic feature annotation, we used the questionnaire collection platform at https://www.wxjx.cn/ and recruited college students to participate. The participants were given the 672 words and instructions such as: “To what degree do you think of this thing as a characteristic or defining visual texture or surface pattern? (for the attribute Pattern)” with some examples. To avoid invalid surveys and ensure the effectiveness of the data, for each feature, we collected 30 surveys (with each survey include all 672 words) and calculated the correlation between the ratings of each participant and the mean ratings of the remaining participants using the reliability analysis tool in Jamovi (https://www.jamovi.org/). If the correlation was lower than 0.5, then we excluded the data of this participant and supplemented the results of a new participant until each feature has 30 valid surveys.

Data acquisition. All functional and structural volumes were acquired using a 3T GE Discovery MR750 scanner at the Magnetic Resonance Imaging Research Center of the Institute of Psychology of the Chinese Academy of Sciences (IPCAS). Functional blood oxygenation level-dependent (BOLD) data were collected with gradient-echo echo-planar imaging in an interleaved fashion in 42 near-axial slices with a resolution of 3.0-mm isotropic voxels: TR = 2000 ms; TE = 30 ms, flip angle = 70, matrix size = 64 × 64, slice thickness = 3 mm and slice spacing = 0 mm. After half of the runs were performed during the first fMRI visit, T1 weighted structural volumes...
were collected with a single run lasting 5 minutes. T1-weighted structural images are obtained with a spoiled gradient-recalled pulse sequence in 176 sagittal slices with 1.0-mm isotropic voxels.

**MRI Preprocessing.** MRI data, including anatomical and functional images, were automatically preprocessed using fMRIPrep\(^9\) (version 20.2.1, RRID:SCR_016216). As an automated and highly integrated tool, fMRIPrep has the ability to utilize the most suitable preprocessing workflow by autonomously regulating the properties of the dataset (seized by the metadata), which is regarded as a powerful fMRI reprocessing pipeline that enlists tools from distinguished neuroimaging software.

Specifically, before running fMRIPrep, we first transformed the raw DICOM files images to NIFTI files using dcm2niix at https://github.com/rordenlab/dcm2niix\(^{10}\) and then modified them to the Brain Imaging Data Structure (BIDS). While running fMRIPrep, the T1w-weighted data were skull-stripped; brain tissue was segmented into gray matter (GM), white matter (WM) and cerebrospinal fluid (CSF) on the brain-extracted T1w-weighted, brain surfaces were reconstructed using FreeSurfer, and volume-based spatial normalization to the standard space was performed through nonlinear registration. For functional MRI data, the following preprocessing was performed on each run per participant separately. First, a customized procedure of fMRIPrep with default settings was employed to generate a reference volume and its skull-stripped version. Then, FreeSurfer was employed to coregister the BOLD reference to the T1w-weighted reference. Last, BOLD runs were corrected for slice-time and were resampled to a volume-based standard space.

Based on the preprocessed BOLD data, various confounding time series were computed, which included DVARS, framewise displacement (FD), and three regionwise global signals. For each functional run, DVARS and FD were computed utilizing Nipype\(^{11}\). See the html reports at https://openneuro.org/datasets/ds004301\(^4\) generated by fMRIPrep for more details.

**Annotations.** In addition to the neuroimaging datasets, we provide rich information on the concept stimuli, including semantic features, various word embeddings and word categories:

- **Semantic features** As shown in Fig. 2a, the semantic feature includes 14 domains, i.e., vision, somatic, audition, gustation, olfaction, motor, spatial, temporal, causal, social, cognition, emotion, drive, and attention. Each domain involves several attributes (1–15). Three examples are shown in Fig. 2b. Consistent with intuition, the concept ‘教堂’ (church) as a noun and objects received relatively higher ratings on sensory and motor domains, while the concepts ‘逃跑’ (flee) and ‘安全’ (safe) as verb and adjective, respectively, received relatively higher ratings on abstract domains.

- **Static word embeddings** We used the fastText model\(^{11}\) and GloVe model\(^{12}\) to compute static word embeddings that are not sensitive to context. These models were trained on the same text corpus of approximately 1.2 billion tokens that were obtained from Wikipedia (https://dumps.wikimedia.org/zhwiki/latest/zhwiki-latest-pages-articles.xml.bz2.) with the same model parameters (i.e., window width of 2, negative number as 15 in fastText) (see Fig. 2c).

- **Contextual word embeddings** We adopted the BERT, ERNIE, GPT2 and Electra models as the contextual word embeddings that are sensitive to word context. Specifically, we extracted the 768-dimensional embeddings from all 12 layers of BERT (https://huggingface.co/bert-base-chinese), ERNIE (https://github.com/
thunlp/ERNIE) and GPT2 (this was trained utilizing the corpus from https://github.com/CLUEbenchmark/CLUE and the model from https://github.com/Morizeyao/GPT2-Chinese), and the 256-dimensional embeddings formed 12 layers of Electra (https://github.com/google-research/electra). Following the method in Chersoni et al.13, we first randomly sampled at most 1,000 sentences for each target word from the aforementioned Wikipedia corpus. Then, we fed sentences to these embedding models and extracted the vectors from the output layer. Finally, we averaged these vectors from sentences of a target word as a contextual embedding for this target word (see Fig. 2c).

Fig. 2 An example of annotation information for the stimuli. (a) Domains and meaning components in the semantic feature dataset. (b) Semantic feature ratings. (c) Word embeddings. (d) Part-of-speech tags and categories.
• **Visual embeddings** We used two ConvNet-based models, ResNet (https://huggingface.co/facebook/detr-resnet-101) and DenseNet (https://pytorch.org/vision/main/models/generated/torchvision.models.densenet169.html), and two transformer-based models, Vision Transformer (ViT) (https://huggingface.co/google/vit-base-patch16-224-in21k) and Bidirectional Encoder representation model (Beit) (https://huggingface.co/microsoft/beit-base-patch16-224-pt22k-fn22k) to compute image embeddings. Specifically, with six different images of a word as inputs separately, we extract the vectors from the last network layer and average them to obtain the image embeddings (see Fig. 2c).

- **Category** The word category was annotated by linguists based on the Harbin Institute of Technology. We also provided the part-of-speech (POS) tag of each word from PKU Chinese Treebank (see Fig. 2d).

---

**Data Records**

The data collection using the BIDS data representation is available on the OpenNeuro platform at https://openneuro.org/datasets/ds004301. As shown in Fig. 3a, our data include data description files, the raw fMRI data collected for each participant in the “sub-” folders, the code used in this experiment in the “code” folders, the preprocessed fMRI data plus various annotations in the “derivatives” folder, and the stimuli presentation of word image pair in the “stimuli” folder. More details about these folders are provided below.

- **Participant folder.** Each participant is stored in two subfolds, named “anat” and “func” (Fig. 3b). The “anat” folder includes the T1 MRI data, and the “func” folder includes functional MRI data in native space, consisting of 48 or 72 runs. The json files contain information about the acquisition parameters.

- **Derivatives folder.** The “derivatives/preprocessed_data” folder (Fig. 3c) contains the preprocessed fMRI data for each participant. The preprocessed fMRI data include all 48 or 72 runs in MNI spaces. The “derivatives/annotations” folder (Fig. 3d,e) contains word category, semantic features and various word embeddings.

- **Stimuli folder.** The stimuli words and pictures are provided in the “stimuli” folder (Fig. 3d). Note that some of the pictures have copyrights which are replaced with blank pictures. The original pictures are available upon request to the authors. In addition to this basic information, we provide rich annotations about the concept stimuli, including the word category, various word embeddings and semantic annotations.

- **Code folder.** The code for stimuli presentation during data collection, fMRI preprocessing and technical validation are provided in the “code” folder (Fig. 3f).

**Technical Validation**

To validate the quality of the neuroimaging data, we checked head motions and inherent spatial smoothness and calculated the temporal signal-to-noise ratio (tSNR) and intersubject correlation (ISC) across all participants. To further verify that semantic information is encoded in the fMRI data, we conducted neural decoding experiments. Moreover, we checked the consistency of semantic ratings across participants by using intraclass correlation coefficients (ICC).

**Analysis of motion.** The fMRIPrep generates the frame-to-frame head displacement in three translational and three rotational directions after fMRI preprocessing. To evaluate the head motion of participants during each fMRI scan, we computed the FD by adding the absolute head displacement in all six directions. Moreover, since FD values greater than 0.2 mm are usually regarded as high head motion, we also calculated the percentage of frames with FD > 0.2 mm in each run. As shown in Fig. 4a, the mean FD values for all participants are less than 0.2 mm, with minimum and maximum values of 0.04 mm and 0.16 mm, respectively. This suggests that all 11 participants had minimal head motion. Figure 4b shows that only four participants had slightly more than 20% of frames with FD > 0.2 mm in a few runs, which is comparable to or better than existing fMRI datasets.

**Spatial smoothness.** The inherent spatial smoothness of the preprocessed fMRI data was quantified using the 3dFWHMx function in AFNI, which estimates the smoothness of the fMRI data in three directions (x-axis, i.e. left–right direction; y-axis, i.e. anterior–posterior direction; z-axis, i.e. inferior–superior direction). Specifically, the smoothness in each direction was computed as the ratio of the variance in that direction to the total variance across the image, using the fMRI data without normalization. The BOLD time series temporally detrended before smoothness estimation. As shown in Fig. 5a, the spatial smoothness within the same axes is similar across participants owing to the similar acquisition parameters applied with the same scanner models.

**tSNR of fMRI.** To quantify the signal strength of fMRI, we calculated the temporal tSNR for each participant. Specifically, for each voxel, we used its temporal standard deviation to divide its temporal mean. The tSNR was computed using the preprocessed fMRI data for each run of each subject, and the group tSNR was generated by taking the mean tSNR value across all participants. As shown in Fig. 5b,c,e, the mean tSNR across all participants was 57.89 (SD = 3.18), which is comparable to or better than previous datasets. In addition, most brain regions have relatively high tSNR values.

**ISC of fMRI.** ISC is often computed to evaluate the consistency of the brain responses to stimuli across multiple participants. To conduct the ISC analysis, we calculated the correlation between the brain response of one participant and the mean response of all the remaining participants. This procedure was conducted for all participants, yielding one ISC map for each participant. Then, we calculated an average map at the group level, which
is shown in Fig. 5d,f. The brain regions located in the temporal lobe and the occipital lobe have high ISC values, which are conventionally related to language and vision processing.

**Neural decoding.** Neural decoding learns a mapping from brain activation patterns to semantic concepts, that is, predicting word embeddings from brain activation \(^6,17\). To perform neural decoding, we first conducted a first-level analysis to generate a t-map for each word. Then, following Pereira et al. \(^18\), we selected the most informative 5,000 voxels and used the t value of these voxels as the brain activation features. Finally, we trained a ridge regression model to predict word embeddings from these brain activation features using cross-validation. The decoding results were assessed by pairwise classification accuracy, which was computed by comparing the similarity between the predicted word vectors and the original vectors of the right word and a random word.
Fig. 4 Results of FD for each participant. (a) Mean FD values for each run and each participant. (b) Percentage of frames where FD > 0.2 mm for each run. The red marks are the mean FD and percentage across all runs, and the red bars represent the 95% bootstrap confidence interval.

Fig. 5 Results of fMRI technical validation. (a) Spatial smoothness in three directions for each run and each participant. (b) The mean tSNR for each run and participant. (c) Group-level mean tSNR in MNI space (glass brain). (d) Group-level mean ISC in the MNI space (glass brain). (e) Group-level mean tSNR in MNI space (axial direction). (f) Group-level mean ISC in the MNI space (axial direction).
In Fig. 6, we can see that all decoding models achieved the above-chance performance for all participants, indicating that the fMRI data encode semantic information.

Icc of Semantic feature ratings. To assess the consistency of semantic ratings across participants, we calculated the ICC, which compares the variability within a group to the variability across groups, that is, comparing the variability within semantic ratings of one participant to the variability across semantic ratings from all participants. The intuition is that if there are unreliable participants, the variability of those participants should be different than the variability of other reliable participants. To make our findings generalizable to other participants and words, we assumed that both participants and tests (672 words) are random factors and estimated the reliability with an average of k = 30 participants. Therefore, we selected the form of ICC(2,k) that uses a two-way random effect model with an average score. The results are summarized in Fig. 7. For all semantic features, the ICCs were above 0.9, indicating good reliability of our ratings.

Code availability
The stimuli presentation, data preprocessing, and technical validation scripts are available at https://openneuro.org/datasets/ds0043014.

Received: 26 July 2022; Accepted: 11 November 2022; Published: 24 November 2022

References
1. Binder, J. R. & Desai, R. H. The neurobiology of semantic memory. Trends Cognit. Sci. 15, 527–536 (2011).
2. Fernandino, L. et al. Concept representation reflects multimodal abstraction: A framework for embodied semantics. Cereb. cortex 26, 2018–2034 (2016).
3. Liang, J. C., Wagner, A. D. & Preston, A. R. Content representation in the human medial temporal lobe. Cereb. Cortex 23, 80–96 (2013).
4. Wang, S. et al. An fmri dataset for concept representation with semantic feature annotations. OpenNeuro. https://doi.org/10.18112/openneuro.ds004301.v1.0.0 (2022).
5. Binder, J. R. et al. Toward a brain-based componential semantic representation. Cognit. neuropsychology 33, 130–174 (2016).
6. Wang, S., Zhang, J., Wang, H., Lin, N. & Zong, C. Fine-grained neural decoding with distributed word representations. Inf. Sci. 507, 256–272 (2020).
7. Wang, S., Zhang, J., Lin, N. & Zong, C. Investigating inner properties of multimodal representation and semantic compositionality with brain-based componential semantics. In Proceedings of the AAAI Conference on Artificial Intelligence, vol. 32 (2018).

8. Miller, G. A. Wordnet: a lexical database for English. Commun. ACM 38, 39–41 (1995).

9. Esteban, O. et al. Fmriprep: a robust preprocessing pipeline for functional mri. Nat. methods 16, 111–116 (2019).

10. Power, J. D. et al. Methods to detect, characterize, and remove motion artifact in resting state fmri. Neuroimage 84, 320–341 (2014).

11. Bojanowski, P., Grave, E., Joulin, A. & Mikolov, T. Enriching word vectors with subword information. Trans. Assoc. computational Linguist. 5, 135–146 (2017).

12. Pennington, J., Socher, R. & Manning, C. D. Glove: Global vectors for word representation. In Proceedings of the 2014 conference on empirical methods in natural language processing (EMNLP), 1532–1543 (2014).

13. Chersoni, E., Santos, E., Huang, C.-R. & Lenci, A. Decoding word embeddings with brain-based semantic features. Computational Linguist. 47, 663–698 (2021).

14. Allen, E. J. et al. A massive 7t fmri dataset to bridge cognitive neuroscience and artificial intelligence. Nat. Neurosci. 25, 116–126 (2022).

15. Wang, S., Zhang, X., Zhang, J. & Zong, C. A synchronized multimodal neuroimaging dataset for studying brain language processing. Sci. Data 9, 1–10 (2022).

16. Forman, S. D. et al. Improved assessment of significant activation in functional magnetic resonance imaging (fmri): Use of a cluster-size threshold. Magnetic Reson. Med. 33, 636–647 (1995).

17. Sun, J., Wang, S., Zhang, J. & Zong, C. Neural encoding and decoding with distributed sentence representations. IEEE Trans. Neural Netw. Learn. Syst. 32, 589–603 (2020).

18. Pereira, F. et al. Toward a universal decoder of linguistic meaning from brain activation. Nat. Commun. 9, 1–13 (2018).

19. Shrout, P. E. & Fleiss, J. L. Intraclass correlations: uses in assessing rater reliability. Psychological Bull. 86, 420 (1979).

20. McGraw, K. O. & Wong, S. P. Forming inferences about some intraclass correlation coefficients. Psychological methods 1, 30 (1996).

Acknowledgements
This work is supported by Youth Innovation Promotion Association CAS.

Author contributions
S.W. designed the study, wrote the stimulus presentation scripts, collected and preprocessed the fMRI data and wrote the manuscript. Y.Z. performed the technical validation of the fMRI data, calculated word embeddings, prepared the OpenNeuro archive, and wrote technical validation part of the manuscript. X.Z. and J.S. helped collect the fMRI and semantic feature rating data, and revised the manuscript. N.L. discussed the fMRI data collection and semantic feature questionnaire design, and revised the manuscript. J.Z. and C.Z. discussed the study design and revised the manuscript.

Competing interests
The authors declare no competing interests.

Additional information

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2022, corrected publication 2023