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Abstract. In this paper, we will show that the limit of some quasilocal mass integrals of the coordinate spheres in an asymptotically hyperbolic (AH) manifold is the mass integral of the AH manifold. This is the analogue of the well-known result that the limit of the Brown-York mass of coordinate spheres is the ADM mass in an asymptotically flat manifold.

1. Introduction

It is well known that a good definition of quasilocal mass should satisfy positivity. It should also be such that the quasilocal mass of coordinate spheres should converge to the ADM mass of an asymptotically flat manifold. Under reasonable assumptions, the Brown-York quasilocal mass satisfies both conditions by [10, 8, 5, 12, 4]. In this work, we want to study the behavior of some quasilocal mass quantities of coordinate spheres in asymptotically hyperbolic (AH) manifolds. As for positivity, M.-T. Wang and Yau [15] proved the following. Let \((Ω, g)\) be a three-dimensional compact manifold with scalar curvature \(R \geq -6\) with smooth boundary \(Σ\) which is homeomorphic to the standard sphere \(S^2\) such that the mean curvature \(H\) of \(Σ\) is positive and the Gaussian curvature of \(Σ\) is larger than \(-1\). By [9], \(Σ\) can be isometrically embedded into the hyperbolic space \(H^3\) with positive mean curvature \(H_0\), and the embedding is unique up to an isometry of \(H^3\). Consider \(H^3\) as the hyperboloid in \(\mathbb{R}^3.1\):

\[
H^3 = \{(x^0, x^1, x^2, x^3) \in \mathbb{R}^{3.1} : (x^0)^2 - \sum_{i=1}^{3} (x^i)^2 = 1, x^0 > 0\}.
\]

Wang and Yau proved that under these assumptions on \(Ω\) and \(Σ\), there is a future timelike vector \(W\) such that \(\int_Σ (H_0 - H)W\) is a future directed nonspacelike vector, where \(W\) is obtained by solving a backward parabolic equation with prescribed data at infinity. \(W\) is not very explicit. In [11], Shi and the second author proved that if \(B_o(R_1)\) and \(B_o(R_2)\) are two geodesic balls in \(H^3\) such that \(B_o(R_1) \subset D \subset B_o(R_2)\) with \(∂D = Σ\), where \(o = (1, 0, 0, 0) \in H^3 \subset \mathbb{R}^{3.1}\), then the result of Wang-Yau is
true for \( W = W_1(x^0, x^1, x^2, x^3) = (\alpha x^0, x^1, x^2, x^3) \) with some \( \alpha > 1 \), where

\[
\alpha = \coth R_1 + \frac{1}{\sinh R_1} \left( \frac{\sinh^2 R_2}{\sinh^2 R_1} - 1 \right)^{\frac{1}{2}}.
\]

Therefore it is interesting to see if

\[
\int_{\Sigma} (H_0 - H) W_1 \text{ for coordinate spheres in an AH manifold will converge to the mass integral (see below) of the manifold. Instead, in this work we want to study the limiting behavior of the quasilocal mass integrals } \int_{\Sigma} (H_0 - H) X \text{ of coordinate spheres in an AH manifold, where } X \text{ is the position vector, because this expression is simpler, and by the estimates in sections 2 to 4, it is easy to see that } \int_{\Sigma} (H_0 - H)(W_1 - X) \text{ will tend to zero. In fact, it is an open question whether the results in [15, 11] are still true if } W = X.
\]

We will follow X. D. Wang [14] to define asymptotically hyperbolic manifolds as follows; all manifolds are assumed to be connected and orientable:

**Definition 1.1.** A complete noncompact Riemannian manifold \((M^n, g)\) is said to be asymptotically hyperbolic (AH) if \( M \) is the interior of a compact manifold \( \overline{M} \) with boundary \( \partial M \) such that:

1. there is a smooth function \( r \) on \( \overline{M} \) with \( r > 0 \) on \( M \) and \( r = 0 \) on \( \partial M \) such that \( \overline{g} = r^2 g \) extends as a smooth Riemannian metric on \( \overline{M} \);
2. \( |dr|_\overline{g} = 1 \) on \( \partial M \);
3. \( \partial \overline{M} \) is the standard unit sphere \( S^{n-1} \);
4. on a collar neighborhood of \( \partial \overline{M} \),

\[
g = \sinh^{-2}(r)(dr^2 + g_r),
\]

\( g_r \) being an \( r \)-dependent family of metrics on \( S^{n-1} \) such that

\[
g_r = g_0 + \frac{r^n}{n} h + e,
\]

where \( g_0 \) is the standard metric, \( h \) is a smooth symmetric 2-tensor on \( S^{n-1} \) and \( e \) is of order \( O(r^{n+1}) \), and the asymptotic expansion can be differentiated four times.

Note that the definition is not as general as that in [2]; see also [16]. The following positive mass theorem was proved by X. D. Wang [14] (see also [1, 2, 16]).

**Theorem 1.2 ([14] Theorem 2.5).** If \((M^n, g)\) is spin, asymptotically hyperbolic and the scalar curvature \( R \geq -n(n-1) \), then

\[
\int_{S^{n-1}} \text{tr}_{g_0}(h) d\mu_{g_0} \geq \left| \int_{S^{n-1}} \text{tr}_{g_0}(h) x d\mu_{g_0} \right|.
\]

Moreover equality holds if and only if \((M, g)\) is isometric to the hyperbolic space \( \mathbb{H}^n \).

We only consider the case that \( n = 3 \). The theorem implies that if \( M \) is not isometric to the hyperbolic space, then the vector

\[
\Upsilon = \left( \int_{S^{n-1}} \text{tr}_{g_0}(h) d\mu_{g_0}, \int_{S^{n-1}} \text{tr}_{g_0}(h) x d\mu_{g_0} \right)
\]

is a future-directed timelike vector in \( \mathbb{R}^{3,1} \), the Minkowski space. We may consider \( \Upsilon \) as the mass integral for the AH manifold.
In this work, we consider AH manifolds with the following condition (with the notation as in Definition 1.1):

**Assumption A.** \( \nabla_{S^{n-1}} e, \nabla^2_{S^{n-1}} e, \nabla^3_{S^{n-1}} e, \nabla^4_{S^{n-1}} e \) with respect to \( g_0 \) and \( \frac{\partial}{\partial r} \) are of order \( O(r^n) \).

Let \( S_a = \{ r = a \} \subset (M,g) \) and let \( H \) be its mean curvature. We identify \( S_r \) as the standard sphere \( S^2 \) with metric \( \gamma_\cdot \) induced from \( g \). Then for \( r \) small, the Gaussian curvature of \( (S_r, \gamma_r) \) is positive. Hence \( (S_r, \gamma_r) \) can be isometrically embedded in \( \mathbb{H}^3 \). Let \( X^{(r)} \) be an embedding such that \( o \) is the center the largest geodesic sphere contained in the interior of \( X^{(r)}(S_r) \) (or a smallest geodesic sphere containing \( X^{(r)}(S_r) \) in its interior).

Our main result is the following:

**Theorem 1.3.** Let \( (M, g) \) be a three-dimensional asymptotically hyperbolic manifold satisfying Assumption A. Then there are isometries \( \iota_r \) of \( \mathbb{H}^3 \) fixing \( o \) such that

\[
\lim_{r \to 0} \int_{S_r} (H_0 - H) \iota_r \circ X^{(r)} d\mu_{\gamma_r} = \frac{1}{2} \left( \int_{S^2} \text{tr}_{g_0}(h) d\mu_{g_0}, \int_{S^2} \text{tr}_{g_0}(h) x d\mu_{g_0} \right)
\]

where \( H_0 \) is the mean curvature of \( X^{(r)}(S_r) \) in \( \mathbb{H}^3 \).

By applying Theorem 1.2 to our result, if the scalar curvature of \( M \) is no less than \(-6\), then for \( r \) small enough,

\[
\int_{S_r} (H_0 - H) \iota_r \circ X^{(r)} d\mu_{\gamma_r}
\]

is either zero or is future-directed timelike. This improves the result in [11] for this particular case.

This paper is organized as follows. In Section 2, we will establish some estimates for some intrinsic and extrinsic curvatures of \( S_r \) and its embedding in the hyperbolic space. In Section 3, we will describe some basic results in hyperbolic geometry concerning the radii of the smallest geodesic sphere enclosing a given convex surface and of the largest geodesic sphere enclosed by it. In Section 4, we will normalize the isometric embedding of \( S_r \) into the hyperbolic space so that the image of the isometric embedding of \( S_r \) is close to a geodesic sphere in the hyperbolic space. We then prove the main result in Section 5.

2. **Curvature estimates**

In this section, we always assume that \( (M^3, g) \) is a three-dimensional AH manifold such that Assumption A is satisfied. Using the notation in Definition 1.1 let \( S_a = \{ r = a \} \subset M \). We will obtain some curvature estimates for \( S_r \), which will be used in the proof of the main result. First we will estimate the intrinsic scalar curvature \( R \), which is twice the Gaussian curvature of \( S_r \) with the metric \( \gamma_r \) induced by \( g \).

**Lemma 2.1.** The scalar curvature \( R \) of \( S_r \) with respect to the induced metric from \( g \) is given by

\[
R = 2 \sinh^2 r + O(r^5).
\]
Proof. Recall that \( g_r = g_0 + \frac{r^3}{3} h + e \). Then \( \gamma_r = \sinh^{-2}(r) g_r \) is the induced metric on \( S_r \) from \( g \). Let \( R \) and \( \tilde{R} \) be the scalar curvatures of \( S_r \) with respect to the metrics \( \gamma_r \) and \( g_r \), respectively. It is easy to see that \( R = \sinh^2(r) \tilde{R} \). We claim that

\[
(2.1) \quad \tilde{R} = 2 + O(r^3).
\]

The result immediately follows from this claim.

To show this, let \( \{ y_i \}_{i=1}^2 \) be the local coordinates on the lower hemisphere (say) of \( S^2 \) induced by the stereographic projection from the north pole to the plane. Let \( \tilde{g}_{ij} = g_r \left( \frac{\partial}{\partial x^i}, \frac{\partial}{\partial x^j} \right), g_{ij} = g_0 \left( \frac{\partial}{\partial y^i}, \frac{\partial}{\partial y^j} \right) \) and \( \tilde{\Gamma}^k_{ij}, \Gamma^k_{ij} \) be the Christoffel symbols with respect to \( \tilde{g}_{ij} \) and \( g_{ij} \) respectively. Let \( \tilde{g}^{ij} \) and \( g^{ij} \) be the inverses of \( \tilde{g}_{ij} \) and \( g_{ij} \) respectively. Then

\[
(2.2) \quad \left\{ \begin{array}{l}
\tilde{R} = \sum_{j,k,l} \tilde{g}^{jk} \tilde{R}^1_{ijk}, \\
R = 2 = \sum_{j,k,l} g^{jk} R^1_{ijk},
\end{array} \right.
\]

where \( \tilde{R}^1_{ijk} = \partial_i \tilde{\Gamma}^l_{jk} - \partial_j \tilde{\Gamma}^l_{ki} + \partial_k \tilde{\Gamma}^l_{ij} - \sum_p \tilde{g}^{lp} \tilde{\Gamma}^p_{jk} \Gamma^l_{ip} - \sum_p \tilde{g}^{lp} \tilde{\Gamma}^p_{ji} \Gamma^l_{kp} + \sum_p \tilde{g}^{lp} \tilde{\Gamma}^p_{kl} \Gamma^l_{jp}, \)

Assumption A implies that

\[
(2.3) \quad |\tilde{g}_{ij} - g_{ij}| = O(r^3), |\tilde{g}_{ijk} - g_{ijk}| = O(r^3) \quad \text{and} \quad |\tilde{g}_{ijkl} - g_{ijkl}| = O(r^3),
\]

where \( g_{ij} = \frac{\partial g}{\partial y^i \partial y^j} \), etc. Hence

\[
(2.4) \quad \Gamma^k_{ij} - \Gamma^k_{ij} = O(r^3) \quad \text{and} \quad \partial_i \Gamma^l_{jk} - \partial_j \Gamma^l_{ki} = O(r^3).
\]

In view of (2.2), these imply that \( \tilde{R}^1_{ijk} - R^1_{ijk} = O(r^3) \) and so \( \tilde{R} - 2 = O(r^3) \). Hence (2.1) is true. This completes the proof. \( \square \)

Next, we estimate the mean curvature \( H \) of \( S_r \) with respect to \( g \).

**Lemma 2.2.** If \( (M, g) \) is asymptotically hyperbolic satisfying Assumption A, then the mean curvature of \( S_r \) is

\[
H = 2 \cosh r - \frac{1}{2} r^3 \text{tr}_{g_0} h + O(r^4).
\]

**Proof.** Let \( \{ e_j \}_{j=1}^2 \) be a local orthonormal frame on \( (S^2, g_0) \). The outer unit normal of \( S_r \) is \( \nu = - \sinh r \frac{\partial}{\partial r} \). Denote \( g(e_i, e_j) \) by \( g_{ij} \) and \( g_r(e_i, e_j) \) by \( \sigma_{ij} \). Then

\[
H = \nu \left( \log \sqrt{\det (g_{ij})} \right) = - \sinh r \frac{\partial}{\partial r} \left( \log \left( \sinh^{-2} r \sqrt{\det (\sigma_{ij})} \right) \right) = 2 \cosh r - \frac{1}{2} \sinh r \frac{\partial}{\partial r} \sqrt{\det (\sigma_{ij})} \frac{\partial}{\partial r} \det (\sigma_{ij}).
\]

It is easy to see that \( \det (\sigma_{ij}) = 1 + r^3 \text{tr}_{g_0} h + O(r^4) \) and by the condition \( \frac{\partial}{\partial r} \det (\sigma_{ij}) = O(r^3) \), that \( \frac{\partial}{\partial r} \det (\sigma_{ij}) = r^2 \text{tr}_{g_0} h + O(r^3) \). Combining these with the above calculation, the result follows. \( \square \)

By Lemma 2.1 for sufficiently small \( r \), the Gaussian curvature \( K \) of \( (S_r, \gamma_r) \) is positive. Hence \( (S_r, \gamma_r) \) can be isometrically embedded into \( \mathbb{H}^3 \), which is unique up to an isometry in \( \mathbb{H}^3 \) by the results of Pogorelov \( \# \). Moreover, by the Gauss equation, for an orthonormal frame in \( S_r \),

\[
-1 + \chi_{11} \chi_{22} - \chi_{12}^2 = K > 0.
\]

Hence the embedded surface, which will be denoted by \( \Sigma_r \), is strictly convex. Let \( H_0 \) be the mean curvature of \( \Sigma_r \). We want to estimate \( H_0 \) and compare it with \( H \).
To estimate $H_0$, we will generalize a result on convex compact hypersurfaces in $\mathbb{R}^n$ of Li-Weinstein [7, Theorem 2] to compact hypersurfaces in $\mathbb{H}^n$.

**Lemma 2.3.** Suppose $\Sigma$ is a closed convex hypersurface in $\mathbb{H}^n$, $n \geq 3$. If the scalar curvature $R$ of $\Sigma$ satisfies $R + (n-2)(n-3) > 0$, then its mean curvature $H_0$ satisfies the inequality

$$H_0^2 \leq \max_{\Sigma} \left( \frac{2\hat{R}^2 - 2(n-1)\hat{R} - \Delta R}{R + (n-2)(n-3)} \right),$$

where $\hat{R} = R + (n-1)(n-2)$ and $\Delta$ is the Laplacian on $\Sigma$.

**Proof.** We basically follow the ideas from [7]. Let $\chi$ be the second fundamental form of $\Sigma \subset \mathbb{H}^n$. Let $p \in \Sigma$ be such that $H_0(p) = \max_{\Sigma} H_0$. Let $\{x^j\}_{j=1}^{n-1}$ be normal coordinates of $\Sigma$ around $p$ so that $\chi_{ij} = \lambda_i \delta_{ij}$ at $p$. Then at $p$, $H_{0;ij}$ is negative semi-definite. Here we use $S_k$ to denote the covariant derivative of $S$ on $\Sigma$ with respect to the induced metric. Since $(\chi_{ij}) \geq 0$ and $(H_{0;ij}) \leq 0$, at $p$ we have

$$H_0 \Delta H_0 \leq \chi_{ij} H_{0;ij} = \sum_i \lambda_i H_{0;ii}. \quad (2.4)$$

Here and below, summations will be from 1 to $n-1$. Since $\mathbb{H}^n$ has constant curvature, the Codazzi equation implies that

$$\chi_{ij;\kappa} - \chi_{ik;\jmath} = 0. \quad (2.5)$$

By the Gauss equation, we have

$$R + (n-1)(n-2) = H_0^2 - |\chi|^2. \quad (2.6)$$

Let $R_{ijkl}$ be the intrinsic curvature tensor of $\Sigma$. At $p$,

$$\Delta R = 2H_0 \Delta H_0 + 2|\nabla H_0|^2 - 2|\nabla \chi|^2 - 2 \sum_{i,k} \lambda_i \chi_{ii;kk}$$

$$\leq 2 \sum_{i,k} \lambda_i (\chi_{kk;ii} - \chi_{ii;kk}) \quad (\text{by (2.4) and } \nabla H_0 = 0)$$

$$= 2 \sum_{i,k} \lambda_i (\chi_{kk;ii} - \chi_{ki;ik}) \quad (\text{by (2.5)})$$

$$= 2 \sum_{i,k,m} \lambda_i (R_{kikm} \chi_{mi} + R_{kimm} \chi_{km}) \quad (\text{by the Ricci identity and (2.5)})$$

$$= 2 \sum_{i,k} R_{kik} (-\lambda_i^2 + \lambda_i \lambda_k)$$

$$= 2 \sum_{i,k} (-1 + \lambda_k \lambda_i) (-\lambda_i^2 + \lambda_i \lambda_k) \quad (\text{by the Gauss equation})$$

$$= 2 \left( (n-1)|\chi|^2 - H_0 \sum_i \lambda_i^3 - H_0^2 + |\chi|^4 \right).$$

By [7, Lemma 2], since $\lambda_i > 0$,

$$-2 \sum_i \lambda_i^3 \leq \left( \sum_i \lambda_i \right)^3 - 3 \left( \sum_i \lambda_i^2 \right) \left( \sum_i \lambda_i \right) = H_0^3 - 3|\chi|^2 H_0.$$
Plugging this into the above and using (2.6), at \( p \),
\[
\Delta R \leq 2(n - 1)|\chi|^2 + 3\hat{R}H_0^2 - 2H_0^4 + 2|\chi|^4 - 2H_0^2
\]
\[
= 2(n - 1)(H_0^2 - \hat{R}) + 3\hat{R}H_0^2 - 2H_0^4 + 2(H_0^2 - \hat{R})^2 - 2H_0^2
\]
\[
= -(\hat{R} - 2(n - 2))H_0^2 - 2(n - 1)\hat{R} + 2\hat{R}^2.
\]
From this it is easy to see that the lemma is true. \( \square \)

Applying the previous lemma to \( \Sigma_r \), which is the embedded image of \((S_r, \gamma_r)\), we have:

**Corollary 2.4.** With the same assumptions and notation as in Lemma 2.1, for sufficiently small \( r \), the mean curvature \( H_0 \) of \( \Sigma_r \) in \( \mathbb{H}^3 \) satisfies

\[
H_0^2 \leq \max_{S_r}(2R + 4 - \Delta R + \hat{R}),
\]

where \( \Delta \) is the Laplacian on \( S_r \) under the induced metric, \( R = 2K \) and \( K \) is the Gaussian curvature of \( S_r \).

We now estimate \( H_0 \).

**Lemma 2.5.** The mean curvature \( H_0 \) of \( \Sigma_r \) in \( \mathbb{H}^3 \) is given by

\[
H_0 = 2\cosh r + O(r^5).
\]

**Proof.** By the Gauss equation, \( 2\hat{R} \leq \hat{R} + |\chi|^2 = H_0^2 \), where \( \hat{R} = R + 2 \) and \( \chi \) is the second fundamental form of \( \Sigma_r \). By Lemma 2.1 and Corollary 2.4, we have

\[
4\cosh^2 r + O(r^5) \leq H_0^2 \leq 4\cosh^2 r + \max_{S_r} \left| \frac{\Delta R}{R} \right| + O(r^5).
\]

The proof will be complete if we can show that \( \frac{\Delta R}{R} = O(r^5) \). The proof is analogous to that of Lemma 2.1. Using the notation as in the proof of Lemma 2.1, it is easy to see that

\[
(2.7) \quad \frac{\Delta R}{R} = \frac{\sinh^4 r}{R} \Delta_{g_r} \hat{R},
\]

where \( \hat{R} \) is the scalar curvature with respect to \( g_r \). Using Assumption A, we have

\[
|\partial^{(k)}\hat{\Gamma}_{ij}^{l} - \partial^{(k)}\Gamma_{ij}^{l}| = O(r^3) \text{ for } k = 0, 1, 2, 3,
\]

with respect to the coordinates \( \{y^i\}_{i=1}^3 \). Together with (2.2), we conclude that \( \partial_i \hat{R} - \partial_i R = O(r^3) \) and \( \partial_{ij} \hat{R} - \partial_{ij} R = O(r^3) \). Hence

\[
\Delta_{g_r} \hat{R} - \Delta_{g_0} R_0 = O(r^3).
\]

As \( R_0 = 2 \) is a constant, by (2.7) and Lemma 2.1, the result follows. \( \square \)

Combining Lemma 2.1 and Lemma 2.5, we obtain

**Corollary 2.6.** On \( S_r \), we have \( H_0 - H = \frac{1}{2} r^3 \text{tr}_{g_0} h + O(r^4) \).
3. Inscribed and circumscribed geodesic spheres

It is well known that a compact convex hypersurface $\Sigma$ in $\mathbb{R}^n$ can contain and be contained in spheres with radius depending only on the upper and lower bounds of principal curvatures $\lambda_i$. In this section, we will describe the corresponding results in $\mathbb{H}^n$, which will be used later. We will sketch the proofs for the sake of completeness whenever we could not locate a reference. We only consider the case $n = 3$. The general case is similar. The following is a direct consequence of a result of Ralph Howard [6, Theorem 4.5]. We thank him for this information.

**Proposition 3.1.** Let $\Sigma$ be a compact convex surface in $\mathbb{H}^3$ and suppose
\[
\coth b = \max_{x \in \Sigma, i=1,2} \lambda_i(x) \geq \min_{x \in \Sigma, i=1,2} \lambda_i(x) > 1.
\]
Then there is a geodesic sphere of radius $b$ which is contained in the interior of $\Sigma$.

**Proof.** By [6, Theorem 4.5], since $\lambda_i > 1$ on $\Sigma$, the largest radius of geodesic balls which can roll inside $\Sigma$ is equal to the focal distance of $\Sigma$. It is not hard to see that the focal distance of $\Sigma$ in $\mathbb{H}^3$ is equal to
\[
\min_{x \in \Sigma} \{ \rho : \coth \rho = \max\{\lambda_1(x), \lambda_2(x)\} \}.
\]
This can be seen by considering the $\Sigma$-Jacobi field along the inward-pointing geodesics perpendicular to $\Sigma$; see for example [6, p. 474]. From this the result follows. \qed

For circumscribed geodesic spheres of $\Sigma$, we have the following:

**Proposition 3.2.** Let $\Sigma$ be a closed convex surface in $\mathbb{H}^3$ such that
\[
\lambda_i(x) > \coth a > 1
\]
for $i = 1, 2$ and for all $x \in \Sigma$. Then there is a geodesic sphere of radius $a$ which contains $\Sigma$ in its interior.

Since we cannot find an explicit reference for this, we will give more details of the proof. We use the idea of Andrejs Treibergs [13] to give a proof. We thank him for the idea. To show this, we need the following lemma about convex curves on $\mathbb{H}^2$, which is an extension of Schur’s theorem for plane curves.

**Lemma 3.3.** Let $\alpha$ and $\beta$ be two curves in $\mathbb{H}^2$ with the same length $l$ parametrized by arc length. Let $\gamma$ be the geodesic from $\alpha(0)$ to $\alpha(l)$ and let $\sigma$ be the geodesic from $\beta(0)$ to $\beta(l)$. Suppose $\alpha$ and $\gamma$ bound a geodesically convex region, and $\beta$, $\sigma$ bound a geodesically convex region. Suppose the geodesic curvature $k$ of $\alpha$ is larger than the geodesic curvature $\tilde{k}$ of $\beta$, which are assumed to be positive. Then the length of $\gamma$ is less than the length of $\sigma$.

**Proof.** Let us use the right half-plane model for $\mathbb{H}^2$:
\[
\mathbb{H}^2 = \{(x, y) \in \mathbb{R}^2 \mid x > 0\}
\]
with metric $ds^2 = dx^2 + dy^2$. We may assume that $\gamma$ is given by $\gamma(t) = (t, c)$, $a \leq t \leq b$ and $c$ is a constant. We also assume that $\alpha$ is below $\gamma$. That is, if $\alpha(s) = (x(s), y(s))$, then $y(s) \leq c$. We may assume that $\alpha$ touches the geodesic $(t, c')$ for some $c'$ at $\alpha(s_0)$ and some $0 < s_0 < l$. Then $\alpha$ lies between the geodesics $y = c$ and $y = c'$. Move $\beta$ such that $\beta(s_0) = \alpha(s_0)$, $\beta(s_0)$ touches $y = c'$ at $\beta(s_0)$ and $\beta$ lies above $y = c'$; i.e. $\beta$ is in the region $y \geq c'$. 
Let $\alpha(s) = (x(s), y(s))$ and $\beta(s) = (\tilde{x}(s), \tilde{y}(s))$. Let $\theta(s)$ be the oriented angle from the tangent of the geodesic $t \mapsto (t, y(s))$ to $\alpha'(s)$. Define $\tilde{\theta}(s)$ for $\beta$ similarly so that $\theta(s_0) = \tilde{\theta}(s_0) = 0$.

Note that for any $l > s > s' > s_0$, $y(s) \neq y(s')$; otherwise the curve $t \mapsto (t, y(s))$ is a part of $\alpha$ which is a geodesic. This is impossible, because $k > 0$. Hence $y$ is increasing in $(s_0, l)$. Since

\begin{equation}
\alpha \quad \text{and} \quad p
\end{equation}

We use the disk model for $\mathbb{H}^2$. Let 

\begin{equation}
\text{Lemma 3.4.}
\end{equation}

Hence $0 < \theta \leq \pi$ on $(s_0, l)$. Similarly, we have

$$k = -\sin \theta + \theta'.$$

Hence $0 < \theta \leq \pi$ on $(s_0, l)$. Similarly, we have

$$k = -\sin \tilde{\theta} + \tilde{\theta}' .$$

Since $k > \tilde{k}$ and $\theta(s_0) = \tilde{\theta}(s_0) = 0$, so for $s > s_0$ near $s_0, \theta(s) > \tilde{\theta}(s)$. Suppose there is a first $l > s_1 > s_0$ such that $\theta(s_1) = \tilde{\theta}(s_1)$. Then at $s_1$,

$$k - \tilde{k} = \theta'(s_1) - \tilde{\theta}'(s_1) \leq 0 .$$

This is impossible. Hence $0 \leq \tilde{\theta}(s) \leq \theta(s) \leq \pi$ in $(s_0, l)$.

Now

$$\log x(l) - \log x(s_0) = \int_{s_0}^{l} \frac{x'}{x} ds = \int_{s_0}^{l} \cos \theta(s) ds$$

and

$$\log \tilde{x}(l) - \log \tilde{x}(s_0) = \int_{s_0}^{l} \frac{x'}{\tilde{x}} ds = \int_{s_0}^{l} \cos \tilde{\theta}(s) ds .$$

Hence $\log \tilde{x}(l) \geq \log x(l) = \log b$. Similarly, one can prove that $\log \tilde{x}(0) \leq \log x(0) = \log c$. In particular, $\tilde{x}(0) < \tilde{x}(l)$. Now the length $L(\gamma)$ of $\gamma$ is $\log b - \log c$. Hence $L(\gamma) \leq \log \tilde{x}(l) - \log \tilde{x}(0)$.

We claim that $\log \tilde{x}(l) - \log \tilde{x}(0) \leq L(\sigma)$. We may assume $\tilde{y}(0) < \tilde{y}(l)$. Then log $\tilde{x}(l) - \log \tilde{x}(0)$ is the length of the geodesic $(t, \tilde{y}(l))$, $\tilde{x}(0) < t < \tilde{x}(l)$. Then by the sine law in $\mathbb{H}^2$, we conclude that the claim is true. This completes the proof of the lemma.

**Lemma 3.4.** Let $\alpha$ be a closed geodesically convex curve in $\mathbb{H}^2$ with geodesic curvature $k_\alpha > r > 0$. Let $\beta$ be a geodesic circle with geodesic curvature $r$. Suppose $\alpha$ and $\beta$ are tangent at $p$ such that $\alpha$ and $\beta$ lie on the same side of the geodesic through $p$ and tangent to $\alpha$ and $\beta$. Then $\alpha$ will lie inside $\beta$.

**Proof.** We use the disk model for $\mathbb{H}^2$. We may assume that $\beta$ is a Euclidean circle with center at the origin and radius $a > 0$, say. We may also assume that $p = (0, -a)$ and $\beta$ is parametrized by $(a \cos \theta, a \sin \theta), -\pi \leq \theta \leq \pi$. It is easy to see that $(\theta)$ is outside $\alpha$ near $p$, for $\theta \in (-\frac{\pi}{2}, -\theta_0, -\frac{\pi}{2} + \theta_0) = I$ for some $\theta_0 > 0$. Suppose the lemma is not true. Then $\beta$ will intersect $\alpha$ at some $\theta_1 \notin I$. Without loss of generality, we may assume that there is $\frac{\pi}{2} \geq \theta_1 \geq -\frac{\pi}{2} + \theta_0$ such that $\alpha$ and $\beta$ intersect at $q = (\theta_1)$ and $(\theta)$ lies strictly outside $\alpha$ for all $\theta \in (-\frac{\pi}{2} + \theta_0, \theta_1)$. Then
the length of $\beta$ from $p$ to $q$ is strictly greater than the length of $\alpha$ from $p$ to $q$ by the Gauss-Bonnet theorem and the fact that $k_\alpha > r$. Then there is $\theta_1 > \theta_2 > -\frac{\pi}{2} + \theta_0$ such that the length of $\beta$ from $p$ to $u = (\theta_2)$ is the same as the length of $\alpha$ from $p$ to $q$. By Lemma 3.1 we conclude that $d(p, q) \leq d(p, u)$. Since $p, q, u$ are on the geodesic circle $\beta$, this is impossible by the cosine law in $H^2$.

Proof of Proposition 3.2 Let $p \in \Sigma$. Let $S$ be the geodesic sphere with radius $a$ which is tangent to $\Sigma$ at $p$ with the same unit outward normal at $p$. Let $P$ be any normal section. That is, $P$ is the totally geodesic $H^2$ which passes through $p$ and contains the geodesic normal to $\Sigma$ (and $S$) at $p$. Let $\gamma = P \cap \Sigma$ and $\beta = P \cap S$.

Since the principal curvature of $\Sigma$ is greater than $\text{coth} a$, $\gamma$ is a closed convex curve in $P$ with geodesic curvature greater than $\text{coth} a$. $\beta$ is a geodesic circle of radius $a$ in $P$. By Lemma 3.1 $\gamma$ lies inside $\beta$ and hence is inside $S$. Since $P$ is an arbitrary normal section, the result follows.

4. Normalized embedding of $(S_r, \gamma_r)$

Let $(M^3, g)$ be an AH manifold satisfying Assumption A. Let $(S_r, \gamma_r)$ be as in Lemma 2.1. The isometric embedding of $(S_r, \gamma_r)$ in $H^3$ is unique up to an isometry of $H^3$. In order to prove the main results, we have to normalize the embedding. As a first step, using Lemmas 2.1 and 2.5, we can apply Propositions 3.1 and 3.2 to obtain the following:

Lemma 4.1. With the above assumptions and notation, we can find a positive constant $C$ such that for each small $r$, if $\Sigma_r$ is the isometric embedding of $(S_r, \gamma_r)$ in $H^3$, then there exist geodesic balls $B_{in}$ and $B_{out}$ with the same center and radii $\rho_{in}$ and $\rho_{out}$ respectively such that $B_{in}$ is in the interior of $\Sigma_r$, $B_{out}$ contains $\Sigma_r$, and $\rho_{in}, \rho_{out}$ satisfy:

$$\rho_{in} \geq \sigma - Cr^3, \rho_{out} \leq \sigma + Cr^3,$$

where $\sigma = \sigma(r) > 0$ is given by $\sinh \sigma = 1/\sinh r$.

Proof. Let $r$ be a fixed small number. Let $\lambda_j(x)$ be the principal curvatures of $\Sigma_r$. By Lemmas 2.1 and 2.5 and the Gauss equation, we have

$$\lambda_j = \cosh r + O(r^5).$$

Let $\text{coth} \rho = \lambda_j$. Then

$$\rho = \frac{1}{2} \log(\frac{\lambda_j + 1}{\lambda_j - 1}) = \frac{1}{2} \log(\frac{\cosh r + 1 + O(r^5)}{\cosh r - 1 + O(r^5)}) = \frac{1}{2} \log(\frac{\cosh r + 1}{\cosh r - 1}) + O(r^3) = \sigma + O(r^3).$$

From this and Propositions 3.1 and 3.2, the result follows.

By Lemma 4.1 the first normalization of the embedding is to normalize such that the center of the geodesic balls in Lemma 4.1 is at a fixed point $o \in H^3$. We will use geodesic polar coordinates $(\sigma, y)$ with center at $o$, where $\sigma$ is the geodesic distance from $o$ and $y \in S^2$ so that a point in $H^3$ is of the form $\exp_o(\sigma y)$. The metric $g_{\Sigma^3}$ is given by $d\sigma^2 + \sinh^2 \sigma g_0$, where $g_0$ is the standard metric on $S^2$. The isometric embedding $X^{(r)}$ is given by $X^{(r)}(x) = \exp_o(\sigma^{(r)}(x)y^{(r)}(x))$. 


Lemma 4.2. With the above notation, there exists a constant $C > 0$ such that for sufficiently small $r$ and $x_1, x_2 \in \mathbb{S}^2$,
\[ |d_{\mathbb{S}^2}(x_1, x_2) - d_{\mathbb{S}^2}(y^{(r)}(x_1), y^{(r)}(x_2))| \leq Cr^3, \]
where $d_{\mathbb{S}^2}$ is the distance on $\mathbb{S}^2$ with respect to the standard metric.

Proof. Let $x_1, x_2 \in \mathbb{S}^2$ and let $X^{(r)}$ be as above so that the embedded image $\Sigma_r$ lies between two concentric geodesic spheres $\partial B_o(R_1)$ and $\partial B_o(R_2)$ with center at $o$ and with radii $R_1 > R_2$ such that $R_i = \sigma + O(r^3)$, $i = 1, 2$, and $\sigma$ is given by $\sinh \sigma = \frac{1}{\sinh r}$, by Lemma 4.1. Here and below $O(r^k)$ will denote a quantity with absolute value bounded by $C r^k$ for some positive constant $C$ independent of $r$ and $x_1, x_2 \in \mathbb{S}^2$.

Let $l(x_1, x_2)$ be the intrinsic distance between $x_1, x_2 \in \Sigma_r$ with respect to the metric $\gamma_r$. By the definition of an AH manifold, it can be seen that
\[ l(x_1, x_2) = \frac{1}{\sinh r} d_{\mathbb{S}^2}(x_1, x_2) \left( 1 + O(r^3) \right). \]

On the other hand, let $v_1, v_2$ be the points of intersections of $\partial B_o(R_2)$ with the geodesics $o$ to $X^{(r)}(x_1)$ and $X^{(r)}(x_2)$ respectively. Since $X^{(r)}$ is an isometric embedding, the intrinsic distance between $X^{(r)}(x_1)$ and $X^{(r)}(x_2)$ in $\Sigma_r$ is equal to $l(x_1, x_2)$. Since $\Sigma_r$ is strictly convex in $\mathbb{H}^3$ by (1.2) and $R_i = \sigma + O(r^3)$, we have
\[ l(x_1, x_2) \leq d_{\partial B_o(R_2)}(v_1, v_2) + O(r^3) \]
because $l(x_1, x_2)$ is the minimum of lengths of curves in $\mathbb{H}^3$ outside $\Sigma_r$ which join $X^{(r)}(x_1)$ and $X^{(r)}(x_2)$. Here $d_{\partial B_o(R_2)}$ is the intrinsic distance function on $\partial B_o(R_2)$. So we have
\[ l(x_1, x_2) \leq \sinh \sigma d_{\mathbb{S}^2} \left( y^{(r)}(x_1), y^{(r)}(x_2) \right) + O(r^3). \]

Using the fact that $\partial B_o(R_1)$ is also strictly convex, similarly we have
\[ l(x_1, x_2) \geq \sinh \sigma d_{\mathbb{S}^2} \left( y^{(r)}(x_1), y^{(r)}(x_2) \right) + O(r^3). \]

Combining these two inequalities we have
\[ l(x_1, x_2) = \sinh \sigma d_{\mathbb{S}^2} \left( y^{(r)}(x_1), y^{(r)}(x_2) \right) + O(r^3). \]

By (1.3), (4.4) and the fact that $\sinh \sigma = \frac{1}{\sinh r}$, the result follows. 

Let $X^{(r)}$ be the isometric embeddings normalized as above.

Lemma 4.3. With the above notation, by composing $X^{(r)}$ with isometries of $\mathbb{H}^3$ fixing $o$, and the resulting isometric embeddings still denoted by $X^{(r)}$, we have
\[ \lim_{r \to 0} y^{(r)}(x) = x, \quad x \in \mathbb{S}^2. \]

The convergence is uniform in $x$.

Proof. For $x = (x^1, x^2, x^3) \in \mathbb{S}^2$, $\sum x^i = 1$. Let $e_i$ be the standard basis in $\mathbb{R}^3$. By composing with isometries of $\mathbb{H}^3$ fixing $o$, we may assume that
\[ y^{(r)}(e_1) = e_1, y^{(r)}(e_2) \in \{ x^3 = 0, x^2 \geq 0 \}, y^{(r)}(e_3) \in \{ x^3 \geq 0 \} \]
for all $r$. By Lemma 4.2,
\[ d_{\mathbb{S}^2}(y^{(r)}(e_2), e_1) = d_{\mathbb{S}^2}(y^{(r)}(e_2), y^{(r)}(e_1)) = d_{\mathbb{S}^2}(e_2, e_1) + O(r^3). \]
By (1.5), we can conclude that \( \lim_{r \to 0} y^{(r)}(e_2) = e_2 \). Let \( r_n \to 0 \) be such that \( y^{(r_n)}(e_3) \to a = (a_1, a_2, a_3) \) with \( a_3^2 \geq 0 \). By Lemma 4.2 again, we have \( d_{S^2}(e_1, a) = d_{S^2}(e_2, a) = \frac{r}{2} \) and hence \( a = e_3 \). That is, we have

\[
(4.6) \quad \lim_{r \to 0} y^{(r)}(e_i) = e_i, \quad \text{for } 1 \leq i \leq 3.
\]

Now for any \( x \in S^2 \), \( r_n \to 0 \) such that \( \lim_{n \to \infty} y^{(r_n)}(x) = b \). Then by (4.6) and Lemma 4.2, we have \( d_{S^2}(e_1, b) = d_{S^2}(e_i, x) \) for \( 1 \leq i \leq 3 \). Hence \( b = x \) and so \( \lim y^{(r)}(x) = x \) for all \( x \in S^2 \).

We claim that the convergence is uniform. Fix \( x_0 \in S^2 \) for any \( \epsilon > 0 \). By Lemma 4.2, let \( C \) be the constant in the lemma. Then for any \( x \in S^2 \) with \( d_{S^2}(x, x_0) < \epsilon \), we have

\[
d_{S^2}(y^{(r)}(x), x) \leq d_{S^2}(y^{(r)}(x), y^{(r)}(x_0)) + d_{S^2}(y^{(r)}(x_0), x_0) + d_{S^2}(x_0, x) \\
\leq 2d_{S^2}(x_0, x) + d_{S^2}(y^{(r)}(x_0), x_0) + C\epsilon \\
\leq 2d_{S^2}(x_0, x) + O(\epsilon)
\]

provided \( r \) is small enough depending only on \( x_0 \) and \( \epsilon \). Since \( S^2 \) is compact, this proves the claim that the convergence is uniform.

\[ \square \]

5. Proof of Theorem 1.3

We now prove our main results. First, we embed \( \mathbb{H}^3 \) in the \( \mathbb{R}^{3,1} \) so that \( \mathbb{H}^3 = \{(x^0, x^1, x^2, x^3) \in \mathbb{R}^{3,1} : (x^0)^2 - \sum_{i=1}^3 (x^i)^2 = 1, x^0 > 0 \} \) and the fixed point \( o \) in Section 1 is mapped to the point \((1, 0, 0, 0)\).

**Proof of Theorem 1.3.** For \( r \) small, let \( X^{(r)} \) be the embedding of \((S_r, \gamma_r)\) in \( \mathbb{H}^3 \) given by Lemma 4.3. With the notation as in Section 1 when considered as an embedding of \((S_r, \gamma_r)\) in \( \mathbb{R}^{3,1} \), \( X^{(r)} \) is of the form

\[
X^{(r)}(x) = (\cosh \sigma^{(r)}(x), \sinh \sigma^{(r)}(x), y^{(r)}(x)).
\]

Now by Corollary 2.0, Lemmas 4.1, 4.3 and Definition 1.1 as \( r \to 0 \),

\[
\begin{align*}
H_0 - H &= \frac{x^3}{2} \text{tr}_{g_0} h + O(r^4), \\
\cosh \sigma^{(r)}(x) &= \coth r + O(r^2) = \frac{1}{r} + o(1), \\
\sinh \sigma^{(r)}(x) &= \frac{1}{\sinh r} + O(r^2) = \frac{1}{r} + o(1), \\
y^{(r)}(x) &= x + o(1), \\
d\mu_\gamma &= \left(\frac{1}{\sinh r} + O(r^3)\right) d\mu_{g_0} = \left(\frac{1}{r} + o(1)\right) d\mu_{g_0}.
\end{align*}
\]

As before, \( O(r^k) \) represents a quantity with absolute value bounded by \( Cr^k \) with \( C \) being independent of \( r \) and \( x \). By (5.1), (5.2), we have

\[
\int_{S^2} (H_0 - H) X^{(r)} d\mu_\gamma = \int_{S^2} \left(\frac{x^3}{2} \text{tr}_{g_0} h + O(r^4)\right) \left(\frac{1}{r} + o(1), x + o\left(\frac{1}{r}\right)\right) \left(\frac{1}{r^2} + o(1)\right) d\mu_{g_0},
\]

\[
= \frac{1}{2} \left(\int_{S^2} \text{tr}_{g_0} h d\mu_{g_0}, \int_{S^2} \text{tr}_{g_0} h x d\mu_{g_0}\right) + o(1).
\]

From this the theorem follows. \[ \square \]
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