SKEW PRODUCTS OVER ROTATIONS WITH EXOTIC PROPERTIES

JON CHAIKA

In [10] W. Veech showed that a $\mathbb{Z}_2$ skew product of an irrational rotation can be minimal and not uniquely ergodic. He showed that this is possible when the skewing function is the characteristic function of an interval if and only if the irrational number is not badly approximable. Recall that $\alpha$ is badly approximable if $\liminf_{n \to \infty} n d(n \alpha, \mathbb{Z}) > 0$. Additionally, in a subsequent paper Veech [11] showed that skewing a badly approximable rotation by a finite group action over any finite number of intervals with rational endpoints still provided a uniquely ergodic transformation. In the first remark [11, Page 241] he wondered whether this was true if one dropped the assumption that the endpoints were rational (which he had already shown for the case of one skewing interval). The goal of this paper is to answer this question by showing that a $\mathbb{Z}_2$ skew product of a badly approximable rotation can be minimal but not uniquely ergodic. This paper will also present properties of this construction and an application to $\mathbb{Z}$ skew products of rotations.

The following two theorems and their corollaries are the main results of this paper.

**Theorem 1.** There exists a $\mathbb{Z}_2$ skew product of a badly approximable rotation over two intervals that is minimal and not uniquely ergodic.

**Corollary 1.** There exists a minimal, non-uniquely ergodic IET $T$ and a constant $c > 0$ such that $\inf_{n > 0} |T^n x - x| > c$ for all $x \in [0, 1)$.

Corollary 1 answers a question of M. Boshernitzan.

**Theorem 2.** There exists a $\mathbb{Z}$ skew product of a badly approximable rotation over two intervals that has the following properties.

1. The full orbit of almost every point has the values taken in the second coordinate bounded from below.
2. Lebesgue measure is preserved but not ergodic.
3. The ergodic measures absolutely continuous with respect to Lebesgue measure are finite.

**Corollary 2.** There exists $f : [0, 1) \to \mathbb{Z}$ with integral $0$ such that $f$ is the difference of the characteristic function of two intervals and for almost every $x$

$$\liminf_{N \to \infty} \sum_{i=0}^{N} f(R^i x) > -\infty \text{ while } \limsup_{N \to \infty} \sum_{i=0}^{N} f(R^i x) = +\infty.$$  

Remark 1 shows that this example can be modified to construct a skew product of a rotation over 4 intervals where the orbit of Lebesgue almost every point is dense but Lebesgue measure is not ergodic.
Some remarks on Corollary 1: Trying to resolve the existence of such a transformation was a motivation to investigate minimal but non-uniquely ergodic skew products over badly approximable rotations. This corollary helps show that the equivalence of Diophantine properties that holds true for rotations breaks down for IETs. In particular, when $R$ is a rotation, $\inf_{n>0} n |R^n x - x| > c$ for all $x \in [0,1)$ if $\{x, Rx, ..., R^n x\}$ is $\frac{1}{n}$ dense for all $n$ and $x$. This condition implies unique ergodicity, because two different ergodic measures must be singular as measures. In general we find that it is interesting to investigate what implications of properties for rotations survive to IETs. It is also interesting because the previous constructions of minimal but not uniquely ergodic IETs \cite{9}, \cite{7}, \cite{6} relied implicitly on good periodic approximation. The property that $\inf_{n>0} |T^n x - x| > c$ states that there is no particularly good periodic approximation.

The class of examples studied in \cite{10} was profitably studied in the context of billiards in rational polygons or flows on flat surfaces in many places. We mention two of them. In \cite{9} a closely related construction was used to show that flat surfaces of genus $g$ can have $g$ ergodic measures and \cite{4} which showed a class of flat surfaces where the set of non-uniquely ergodic directions has Hausdorff dimension $\frac{1}{2}$ (the appendix of that paper shows that for many flat surfaces the set of non-uniquely ergodic directions has Hausdorff dimension 0). We state without proof (it is straightforward) that dynamical systems in Theorem 1 and Corollary 1 can be shown to arise from a billiard in a rational polygon. In Section 2.3 we show that the skew products we construct can provide a dynamical system with a strange shrinking target property.

Some remarks of Theorem 2: Skew products by rotations over intervals have been considered in many papers. The case when the skewing function is $\chi_{[0,\frac{1}{2})} - \chi_{[\frac{1}{2},1)}$ has received the most attention. In this case the $\mathbb{Z}$ skew product of any irrational rotation is ergodic with respect to Lebesgue measure \cite{5}. For a brief discussion on similar $\mathbb{Z}$ skew products over rotations with other exotic properties see the remarks at the end of Section 3.

Corollary 2 provides an example of an ergodic transformation with a reasonable function (the difference of two characteristic functions) such that a positive measure set of points have the property that the Birkhoff sums are always greater than or equal to the expected value. A similar result was obtained earlier in \cite{3}, where the transformation was the shift on the Thue-Morse sequence and the function was the characteristic function of the set of words that have 1 in the zero\textsuperscript{th} position minus the measure of this set.

We emphasize the fact that one can think of the construction in this paper as a limit of simpler ones which have two ergodic measures but are not minimal. These transformations are chosen so that the orbit of zero becomes denser, but still stays far from being uniformly distributed.

1. Set up

First some general notation. If $S \subset \mathbb{R}$ is a set and $a \in \mathbb{R}$ then $a + S = \{x : x - a \in S\}$. Any expression with an $\alpha$ is interpreted mod 1. That is $m\alpha + k$ is interpreted $m\alpha + k - \lfloor m\alpha + k \rfloor$. 
Fix a badly approximable \( \alpha < \frac{1}{3} \). The condition that \( \alpha \) is badly approximable is unnecessary, but it is the most interesting case. The condition that \( \alpha < \frac{1}{3} \) is for convenience and clarity and is unimportant.

Let \( R : [0, 1) \rightarrow [0, 1) \) by \( R(x) = x + \alpha \). (Recall that this is interpreted mod 1.) Let \( q_i \) be the denominator of the \( i^{th} \) convergent to \( \alpha \). Let \( c_i = q_i \alpha \), \( b_i = q_i \cdot 10^i \).

This choice of \( b_i \) and \( c_i \) is for explicitness and much weaker growth conditions would suffice. See Lemmas 2 and 3 for the condition that one wants satisfied.

Notice that \( b_i \) and \( c_i \) are even. This is chosen for the sake of convenience because \( d(q_2i, \alpha, Z) = q_2i \alpha \mod 1 \). Let \( J = \left[ 0, \sum_{i=1}^{\infty} c_i \alpha \right) \).

Let \( y = \alpha + \sum_{i=1}^{\infty} b_i \alpha \). (If one wanted to consider an \( \alpha > \frac{1}{3} \) one could let \( y = q_3 \alpha + \sum_{i=1}^{\infty} b_i \alpha \).)

Let \( J' = y + J = [\alpha + \sum_{i=1}^{\infty} b_i \alpha, \alpha + \sum_{i=1}^{\infty} b_i \alpha + \sum_{i=1}^{\infty} c_i \alpha] \).

Let \( T : [0, 1) \times \mathbb{Z}_2 \rightarrow [0, 1) \times \mathbb{Z}_2 \) by \( (x, i) \rightarrow (x + \alpha, i + \chi_{J' \cup J'} (x)) \).

We now define the non-minimal approximates to \( T \). They play the role that periodic approximations often play. Let \( J_k = [0, \sum_{i=1}^{k} c_i \alpha], y_k = \alpha + \sum_{i=1}^{k} b_i \alpha \).

Let \( T_k : [0, 1) \times \mathbb{Z}_2 \rightarrow [0, 1) \times \mathbb{Z}_2 \) by \( (x, i) \rightarrow (x + \alpha, i + \chi_{J \cup J_k + J_k} (x)) \). Let \( S_k : [0, 1) \times \mathbb{Z}_2 \rightarrow [0, 1) \times \mathbb{Z}_2 \) by \( (x, i) \rightarrow (x + \alpha, i + \chi_{J \cup J_k \cup J_k - 1} + J_k (x)) \). Notice that the sequence of functions \( T_1, T_2, \ldots \) converges pointwise to \( T \). Likewise the sequence of functions \( S_1, S_2, \ldots \) converges pointwise to \( T \).

The projections onto the first and second coordinate are denoted \( \pi_1 \) and \( \pi_2 \). \( \pi_1 \) takes values in \([0, 1)\) while \( \pi_2 \) takes values in either \( \mathbb{Z}_2 \) or \( \mathbb{Z} \).

Let \( \lambda \) denote Lebesgue measure of \([0, 1)\), \( \lambda_2 \) denote Lebesgue measure of \([0, 1) \times \mathbb{Z}_2 \) and let \( \hat{\lambda} \) denote Lebesgue measure on \([0, 1) \times \mathbb{Z} \).

**Definition 1.** If \( T : X \rightarrow X \) is a dynamical system which preserves \( \mu \) then \( x \in X \) is called generic for \( \mu \) if for any continuous function \( f \) we have \[
\lim_{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} f(T^n x) = \int_X f \, d\mu.
\]

The interested reader may find it helpful and not too time consuming to work out what happens for \( T_1, S_1, T_2, S_2 \).

2. **The dynamics of \( T \)**

This section proves Theorem 1 and provides a description of generic points for the two ergodic measures. Theorem 1 could be established more quickly by Lemmas 4 and 7.

2.1. **The orbit of \((0, 0)\).** In this section we describe how the orbit of \((0, 0)\) changes in each successive nonminimal approximation. This describes the orbit of \((0, 0)\) under \( T \). By symmetry it also describes the orbit of \((0, 1)\).
The following lemma is important and its proof is similar to many proofs in this section and paper. It uses the change in behavior between consecutive non-minimal approximates to describe the behavior of $T$.

**Lemma 1.** \( \sum_{n=0}^{N} \chi_{J}(R^n(0)) \geq \sum_{n=0}^{N} \chi_{J'}(R^n(0)) \) for all \( N \in \mathbb{N} \).

**Proof.** This proof follows by induction. Assume
\[
\sum_{n=0}^{N} \chi_{J_k}(R^n(0)) \geq \sum_{n=0}^{N} \chi_{y_k+J_k}(R^n(0)) \quad \text{for all} \quad N > 0.
\]

We will show that
\[
\sum_{n=0}^{N} \chi_{J_{k+1}}(R^n(0)) \geq \sum_{n=0}^{N} \chi_{y_k+J_{k+1}}(R^n(0)) \quad \text{for all} \quad N > 0.
\]

Observe that \( J_{k+1} \setminus J_k = \left[ \sum_{i=1}^{k} c_i \alpha, \sum_{i=1}^{k} c_i \alpha \right] \) and so
\[
\min\{n > 0 : R^n(0) \in J_{k+1} \setminus J_k\} = \sum_{i=1}^{k+1} c_i \alpha
\]

Also observe that
\[
(y_k + J_{k+1}) \setminus (y_k + J_k) = \left[ \sum_{i=1}^{k} b_i \alpha + \sum_{i=1}^{k} c_i \alpha, \sum_{i=1}^{k+1} c_i \alpha \right].
\]

\[
\min\{n > 0 : R^n(0) \in y_k + J_{k+1} \setminus (y_k + J_k)\} = \sum_{i=1}^{k} b_i + \sum_{i=1}^{k+1} c_i
\]

Therefore,
\[
\min\{n > 0 : R^n(0) \in (y_k + J_{k+1}) \setminus (y_k + J_k)\} > \min\{n > 0 : R^n(0) \in J_{k+1} \setminus J_k\}.
\]

Because
\[
R^n(0) \in (y_k + J_{k+1}) \setminus (y_k + J_k) \quad \text{for} \quad n > 0
\]

implies that
\[
R^n - \sum_{i=1}^{k} b_i(0) \in J_{k+1} \setminus J_k \quad \text{and} \quad n - \sum_{i=1}^{k} b_i > 0
\]

we have
\[
\sum_{n=0}^{N} \chi_{J_{k+1} \setminus J_k} R^n(0) \geq \sum_{n=0}^{N} \chi_{(y_k + J_{k+1}) \setminus (y_k + J_k)} R^n(0) \quad \text{for all} \quad N > 0.
\]

Therefore by the inductive hypothesis
\[
\sum_{n=0}^{N} \chi_{J_{k+1}}(R^n(0)) \geq \sum_{n=0}^{N} \chi_{y_k+J_{k+1}}(R^n(0)) \quad \text{for all} \quad N > 0.
\]

We conclude the proof by showing that if
\[
\sum_{n=0}^{N} \chi_{J_k}(R^n(0)) \geq \sum_{n=0}^{N} \chi_{y_{k-1}+J_k}(R^n(0))
\]
Lemma 2. The remainder of the proof of the lemma follows as above. □

Proof. Consider the set where the skewing functions for

\[ \{ \chi_{y_k} \} \]

As with the case before,

\[ \{ \chi_{y_k+J_k} \} \]

Therefore any change between

\[ [y_{k-1}, y_k) \]

is corrected after \[ \sum_{i=1}^{k} b_i \] steps. The lemma follows because

\[ \{ n : R^n(0) \in [\sum_{i=1}^{k} c_i \alpha, \sum_{i=1}^{k+1} c_i \alpha] \} \]

Lemma 3. \( \{ n : S^n_k(0,0) \neq T^n_k(0,0) \} \) has density less than or equal to \( (\sum_{i=1}^{k} b_i) c_{k+1} \alpha \).

This follows similarly to the previous lemma by comparing \( J_k \) and \( y_{k-1} + J_k \) to \( J_k \) and \( y_k + J_k \). By examining the gap between hits to \( [y_{k-1}, y_k) \) and hits to \( [y_{k-1} + \sum_{i=1}^{k} c_i \alpha, y_k + \sum_{i=1}^{k} c_i \alpha] \) the lemma follows.
2.2. The behavior of typical points. In this subsection we describe how typical points behave. In particular, we show which points leave the ergodic component of \((0,0)\) at each successive nonminimal approximation. The results can be summed up as saying that for \(k\) large enough \(\lambda_2\)-almost every point behaves like either \((0,0)\) or \((0,1)\) under \(S_k\) and \(T_k\).

**Definition 2.** Let \(U_{0}^{(k)} = \)

\[
\{(x, t) : \lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N-1} f(T_k^n(x, t)) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N-1} f(T_k^n(0,0)) \text{ for all continuous } f\}
\]

\(U_{1}^{(k)} = \)

\[
\{(x, t) : \lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N-1} f(T_k^n(x, t)) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N-1} f(T_k^n(0,1)) \text{ for all continuous } f\}
\]

\(V_{0}^{(k)} = \)

\[
\{(x, t) : \lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N-1} f(S_k^n(x, t)) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N-1} f(S_k^n(0,0)) \text{ for all continuous } f\}
\]

\(V_{1}^{(k)} = \)

\[
\{(x, t) : \lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N-1} f(S_k^n(x, t)) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N-1} f(S_k^n(0,1)) \text{ for all continuous } f\}
\]

**Lemma 4.** If \(x \in \sum_{i=1}^{k} R_i \cdot [y_k, y_k) \) then \((x, i) \in V_{j}^{(k)} \) iff \((x, i) \in U_{1-j}^{(k)} \).

This lemma describes the set of points that switch ergodic components between two successive nonminimal components.

Denote this set \(B_k\).

**Proof.** First we show that if \((x, i) \in V_{j}^{(k)} \) and \(x \notin B_k\) then \((x, i) \in U_{j}^{(k)} \). If \((x, i) \in V_{0}^{(k)} \) and \(x \notin B_k\) then \((x, i)\) is dense in the same intervals as \((0,0)\) under \(S_k\). When one examines \(T_k\) one needs to look at what happens on \([y_k, y_k)] \cup \sum_{i=1}^{k} [y_{i}, y_{i+1}) \), the set where the skewing functions for \(S_k\) and \(T_k\) differ. The assumption that \(x \notin B_k\) implies that if \(n > 0\) and \(R^n(x) \in \sum_{i=1}^{k} [y_{i}, y_{i+1}) \) then \(n - \sum_{i=1}^{k} c_i > 0\) and \(R^n(S_k^n(x, i)) \in [y_k, y_k) \). This implies that \(\pi_2(T_k^n(x, i)) = \pi_2(S_k^n(x, i)) \) iff \(R^n x \notin B_k\). This is exactly what happens for \((0,0)\) and therefore \((x, i) \in U_{0}^{(k)} \).

If \((x, i) \in V_{0}^{(k)} \) and \(x \in B_k\) then \((x, i)\) is dense in the same intervals as \((0,0)\) under \(S_k\). However, \(R^n(x) \) hits \(\sum_{i=1}^{k} [y_{i}, y_{i+1}) \) before it hits \([y_k, y_k) \). From this it follows that \(\pi_2(T_k^n(x, i)) = \pi_2(S_k^n(x, i)) \) iff \(R^n x \in B_k\). However by the preceding paragraph \(\pi_2(T_k^n(0,0)) = \pi_2(S_k^n(0,0)) \) iff \(R^n x \notin B_k\). Therefore the copy of the line segment which contains \((0,0)\) in a given interval under \(T_k\) is opposite the copy of the circle that contains \((x, i)\) under \(T_k\). \(\square\)
Corollary 3. \( \pi_1(U_0^{(k)} \setminus V_0^{(k)}) = \sum_{j=1}^{k} b_j \cup \bigcup_{i=1}^{k+1} R_i^t(\{\sum_{j=1}^{i} c_j, \sum_{j=1}^{i} c_j\}). \)

By a similar argument we obtain

Lemma 5. \( \pi_1(U_0^{(k+1)} \setminus U_0^{(k)}) = \sum_{j=1}^{k} b_j \cup \bigcup_{i=1}^{k+1} R_i^t(\{\sum_{j=1}^{i} c_j, \sum_{j=1}^{i} c_j\}). \)

Denote this set \( C_k \).

Corollary 4. \( U_0^{(k)} \cup U_0^{(k)} = V_0^{(k)} \cup V_0^{(k)} = [0, 1) \times \mathbb{Z}_2. \)

This follows by induction. The base case is straightforward and the inductive step follows by the previous lemmas which show that the points which leave one ergodic component enter the other.

Corollary 5. \( \sum_{k=1}^{\infty} \lambda(B_k) + \lambda(C_k) < 1 < \infty. \)

This follows from the proof of Lemma 2. In particular

Lemma 6. \( T^n(0, 0) = T_k^n(0, 0) \) for all \( 0 \leq n < \sum_{i=1}^{k} c_i. \)

Proof. Consider \( A = J \setminus J_k \cup J' \setminus (y_k + J) \). It is straightforward that \( \min\{n > 0 : R^n(0) \in A\} = \sum_{i=1}^{k} c_i. \)

Proposition 1. \( T \) is minimal.

Lemma 7. If \( 0 < j < \sum_{i=1}^{k} c_i \) then \( T^{j+1+b_{k+1}}(0, 0) = T^j(0, 0) + (b_{k+1}, 1). \)

Proof. To see this notice that the statement is obvious for the first coordinate. For the second coordinate, by the composition of the intervals, for all \( 0 < i < \sum_{i=1}^{k} c_i \) we have

\[ R_i^t(0) \in J \text{ iff } R_i^{t+b_k}(0) \in J \]
and

\[ R_i^t(0) \in y + J \text{ iff } R_i^{t+b_k}(0) \in y + J. \]

Also notice that \( R_k^t(0) \notin y + J. \) Therefore \( \pi_2(T^i(0, 0)) = \pi_2(T^{i+b_k}(0, 0)) + 1 \) for all \( 1 \leq i \leq \sum_{i=1}^{k} c_i. \)

Corollary 6. Given \( \epsilon > 0 \) there exists \( N_\epsilon \in \mathbb{N} \) such that for any \( r \in \mathbb{Z} \) the set \( \{T^r(0, 0), T^{r+1}(0, 0),..., T^{r+N_\epsilon}(0, 0)\} \) is \( N_\epsilon \) dense.

Proof of Proposition 7. This follows because \( T \) is a piecewise isometry with finitely many discontinuities, no periodic points and the previous Corollary.

Let \( B'_k = \bigcup_{i=1}^{k^2 c_k} R^{-i}(\{y_k - 1, y_k\}) \) and \( C'_k = \bigcup_{i=1}^{k^2 b_k} R^{-i}(\{\sum_{i=1}^{k} c_i, \sum_{i=1}^{k} c_i\}). \)
Lemma 8. If \( x \notin \bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} (B_k \cup C_k) \cup \bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} B'_k \cup C'_k \) then

\[ \{n > 0 : T^n_k(x, i) \neq T^n(x, i)\} \]

and

\[ \{n > 0 : S^n_k(x, i) \neq T^n(x, i)\} \]

have densities that go to 0 as \( k \) goes to infinity.

Proof. By the assumption that \( x \notin \bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} (B_k \cup C_k) \cup \bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} B'_k \cup C'_k \) it follows that \( (x, i) \) is eventually in \( U_j^{(k)} \) and \( V_j^{(k)} \) for all large enough \( k \) and the same \( j \). (That is it switches ergodic components only finitely many times.) By repeating the proof of Lemma 4 if \( x \in U_j^{(k)} \cap V_j^{(k)} \) then \( T^n_k(x, i) \neq S^n_k(x, i) \) iff \( R^n(x) \in B_k \). Therefore if \( x \notin B'k \) then \( \sup_{N>0} \frac{\{|n<N:T^n_k(x, i)\neq S^n_k(x, i)\|}{N} \leq \frac{1}{k^{2+1}} \).

Likewise, if \( x \notin C'k \cup C_k \) then

\[ \sup_{N>0} \frac{\{|n<N:T^n_k(x, i)\neq S^n_k(x, i)\|}{N} \leq \frac{1}{k^{2+1}} \].

Therefore if \( x \notin \bigcup_{i=j}^{\infty} (B_i \cup C_i \cup B'_i \cup C'_i) \) then we have

\[ \sup_{N>0} \frac{\{|n<N:T^n_k(x, i)\neq T^n(x, i)\|}{N} \leq \sum_{i=j}^{\infty} \frac{2}{k^{2+1}} \] and the lemma follows.

Proposition 2. \((0, 0)\) is a generic point for one ergodic measure and \((0, 1)\) is generic for the other.

The proposition follows from the next lemma.

Lemma 9. If \( x \notin \bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} B_k \cup C_k \cup B'_k \cup C'_k \) then \((x, 0)\) and \((x, 1)\) are generic for ergodic measures of \( T \).

Proof. Let \( f \in C([0, 1] \times \mathbb{Z}_2) \). By Corollary \( \square \) the \( \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(T^n_kx) = a_k \) and

\[ \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(S_kx) = a'_k \] exist. By Lemma \( \square \) we have that the sets \( \{n : T^n_k(x, i) \neq S^n_k(x, i)\} \) and \( \{n : S^n_{k+1}(x, i) \neq T^n_k(x, i)\} \) have densities that go to 0 as \( k \) goes to infinity. By this fact and the fact that continuous functions on compact sets are uniformly continuous we have \( \lim_{k \to \infty} a_k = a_\infty = \lim_{k \to \infty} a'_k \). By Lemma \( \square \) it follows that

\[ \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(T^n x) = \lim_{k \to \infty} \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} f(T^n_kx) = a_\infty \] \( \square \)

Proposition 3. \( T \) has exactly two ergodic measures.

Proof. All ergodic probability measures are mutually singular. Any ergodic measure must project to the first coordinate as Lebesgue measure. The two previously mentioned ergodic measures have the property that they are in opposite copies of \([0, 1)\). Since the projection of each one to the first coordinate covers \([0, 1) \cup \mathbb{Z}_2\) up to a set of Lebesgue measure zero together they cover \([0, 1) \times \mathbb{Z}_2\) up to a set of Lebesgue measure zero. \( \square \)
2.3. Shrinking targets. This subsection shows that the previously constructed examples have an exotic shrinking target property. In particular, if \( \alpha \) is badly approximable then for any \( \{a_i\}_{i=1}^\infty \) that are decreasing with divergent sum we have \( \bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} B(T^i x, a_i) \) and \( \bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} T^{-i} B(x, a_i) \) have positive measure for every \( x \). However, \( \bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} B(T^i x, \frac{1}{i}) \) has measure 1 (half the measure of the space \([0, 1] \times Z_2\)).

The result in this section is a straightforward application of known results and the examples have an exotic shrinking target property. In particular, if \( \delta < \epsilon \) then

\[
\mu \left( \bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} T^{-i} B((y, 0), a_i) \right) \geq 1 \text{ for any } y \in [0, 1).
\]

The proof requires several lemmas. The next lemma appears in [3]. Its proof is included for completeness.

**Lemma 10.** Let \( \epsilon > 0, \delta > 0 \) and \( n, t \in \mathbb{N} \). If \( \{z_1, ..., z_n\} \subset \mathbb{R} \) are \( \frac{\delta}{\epsilon} \) separated and \( S \subset \mathbb{R} \) is a set of measure \( \epsilon \) that is the union of \( t \) intervals then the inequality

\[
\lambda \left( \bigcup_{i=1}^{n} B(z_i, \delta) \setminus S \right) > \left( n - 2t - \frac{nt}{\epsilon} \right) \delta
\]

holds for any \( \delta < \frac{\epsilon}{\epsilon t} \).

**Proof.** At most \( \frac{\delta}{\epsilon} + 2t \) of the points can lie within a \( \frac{\delta}{\epsilon} \) neighborhood of \( S \). This is because an interval of length \( l \) can contain at most \( \left\lfloor \frac{l}{\epsilon} \right\rfloor \) points that are \( \epsilon \) separated. Therefore all but \( \frac{\delta}{\epsilon} + 2t \) of the points \( \{z_1, z_2, ..., z_n\} \) have \( B(z_i, \delta) \cap S = \emptyset \) and the lemma follows.

The following lemma is well known and an obvious consequence of basic results relating the continued fraction expansion to homogeneous approximation.

**Lemma 11.** Let \( C \) be the largest term in the continued fraction expansion of \( \alpha \). \( \{x, R(x), ..., R^n(x)\} \) is at least \( \frac{1}{4M^2} \) separated.

**Lemma 12.** If \( \{a_i\}_{i=1}^\infty \) is a decreasing sequence of positive real numbers with divergent sum then \( \lambda_2 \left( \bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} T^{-i} B((y, 0), a_i) \right) > 0 \).

**Proof.** It suffices to show that there exist \( \epsilon, M \) such that \( \lambda_2 \left( \bigcup_{i=N_1}^{\infty} T^{-i} B((y, 0), a_i) \right) > \epsilon \)

for any \( N \) and \( a_i < \frac{1}{M_i} \). Let \( C \) be the largest term in the continued fraction expansion for \( \alpha \), \( M > 5C \) and \( \epsilon < \frac{1}{4M^2} \). By Lemma 11 and the definition of we have \( \{(x, 0), T(x, 0), ..., T^n(x, 0)\} \) are at least \( \frac{1}{6M^2} \) separated. By Lemma 11 it follows that \( \lambda_2 \left( \bigcup_{i=N_1}^{N_2} T^{-i} B((y, 0), a_i) \right) < \epsilon \) then

\[
(2) \quad \lambda_2 \left( \bigcup_{i=N_1}^{N_2} T^{-i} B((y, 0), a_i) \right) > \left( MN_2 - 2N_2 - MN_22C\frac{1}{5C} \right)a_{MN_2} > Na_{MN_2}.
\]
The final inequality is a consequence of that fact that $M > 5$. The Lemma follows by observing that $\sum_{r=k}^{\infty} M^{r-1}a_{M^r}$ diverges. □

**Lemma 13.** If $\{a_i\}_{i=1}^{\infty}$ is a decreasing sequence of positive real numbers with divergent sum then $\lambda_2(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} T^{-i}B((y,0), a_i))$ is $T$ invariant.

This lemma is obvious.

**Proof of Proposition 4.** This follows from the previous two lemmas and the fact that the two ergodic measures of $T$ are each carried on sets of Lebesgue measure at least $1$. □

**Proposition 5.** For almost every $y$ we have $\lambda_2(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} T^{-i}B((y,0), \frac{1}{i})) = 1$.

We prove this proposition with the aid of two Lemmas. These Lemmas describe how the orbit of many points approximate other points based on previous minimal approximations. As a consequence the $T$ orbit of typical points for one ergodic measure poorly approximate typical points for the other ergodic measure.

**Lemma 14.** If $N > \sum_{i=1}^{k} b_i$ and $x \notin \bigcup_{i=1}^{N} R^{-i}(\sum_{i=1}^{k} c_i \alpha) \cup y_k + (\sum_{i=1}^{k} c_i \alpha)$ then

$$\lambda_2(\bigcup_{i=1}^{k} B(S_{k+1}^i(x,0), \frac{1}{i})) \leq (c_{k+1} + \frac{2}{N}) \sum_{i=1}^{k} b_i + \lambda_2(\bigcup_{i=1}^{k} B(T_k(x,0), \frac{1}{i})).$$

**Proof.** By the assumption of the lemma, $N > \sum_{i=1}^{k} b_i$ and so by Lemma 5 $x \notin C_k$. Therefore $T_k(x, i) \notin S_{k+1}^i(x,0)$ only when $R^n(x) \in C_k$. This is $\sum_{i=1}^{k} b_i$ intervals of size $c_{k+1} \alpha$. By the assumption of the lemma the first $n > 0$ such that $R^n(x)$ is in one of these intervals is at least $N$ (because $x \notin \bigcup_{i=1}^{N} R^{-i}(\sum_{i=1}^{k} c_i \alpha)$), and therefore

$$\bigcup_{i=1}^{k} B(S_{k+1}^i(x,0), \frac{1}{i}) \subset \bigcup_{i=1}^{k} B(T_k(x,0), \frac{1}{i})$$

is contained in a $\frac{1}{N}$ neighborhood of the $\sum_{i=1}^{k} b_i$ intervals of size $c_{k+1} \alpha$ which comprise $C_k$. □

**Lemma 15.** If $N > \sum_{i=1}^{k} c_i$ and $x \notin \bigcup_{i=1}^{N} R^{-i}(\sum_{i=1}^{k} c_i + \sum_{i=1}^{k} y_k)$ then

$$\lambda_2(\bigcup_{i=1}^{k} B(T_k^i(x,0), \frac{1}{i})) \leq (b_k \alpha + \frac{2}{N} \sum_{i=1}^{k} c_i + \lambda_2(\bigcup_{i=1}^{k} B(S_k^i(x,0), \frac{1}{i})).$$

The proof is similar to the preceding proof.
Proof of Proposition 2] Notice that \((x, i) \in \bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} T^{-i}B((y, 0), a_i)\) iff 
\((y, 0) \in \bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} B(T^n(x, i), a_i)\), and thus by Fubini’s Theorem Proposition 3 implies that it suffices to show that 
\(\lambda_2(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} B(T^n(x, 0), \frac{1}{\tau})) = 1\) for almost 
every \(x\). By the fact that \(\lambda_2\) is the sum of \(2\) ergodic probability measures and 
the fact that the sets are \(T\) invariant it suffices to show that for a positive measure set of \(x\) we have 
\(\lambda_2(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} B(T^n(x, 0), \frac{1}{\tau})) < 2\). To see that 
\(\lambda_2(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} B(T^n(x, 0), \frac{1}{\tau})) < 2\) apply the previous lemmas with \(N = q_{c_{k+1}-10k}\) and 
\(N = q_{b_{k-10k}}\) respectively. It is easy to see that a positive measure set of \(x\) are in 
these sets and \(\lambda_2(\bigcap_{n=1}^{\infty} \bigcup_{i=n}^{\infty} B(T^n(x, 0), \frac{1}{\tau})) < 2\) for all such \(x\). 
\(\square\)

3. A \(\mathbb{Z}\) skew product

In this section we prove Theorem 2. As was the case before we use nonminimal approximates to do this. Notations are the same as they were in Section II and we introduce some new notation.

Let \(\hat{T}(x, j) = (x + \alpha, j + \chi_j - \chi_y + j)\).

Let \(\hat{T}_k(x, j) = (x + \alpha, j + \chi_j \sum_{i=1}^{k} c_i + \sum_{i=1}^{k+1} c_i (x) - \chi_j \sum_{i=1}^{k} c_i + \sum_{i=1}^{k+1} c_i (x))\).

Let \(\hat{S}_k(x, i) = (x + \alpha, i + \chi_{y_{k-1}, y_k})(x) - \chi_j \sum_{i=1}^{k} c_i + \sum_{i=1}^{k+1} c_i (x))\).

Notice that \(\hat{T}_k\) is very different from \(\hat{T}\). However 

\[F_k(x, i) = (x + \alpha, i + \pi_2(\sum_{i=1}^{k} \hat{T}_k(x, 0)) + \pi_2(\sum_{i=1}^{k} \hat{S}_k(x, 0)))\]

is in some senses close to \(\hat{T}\).

Lemma 16. If \(x \notin B_k\) the set \(\{n : \pi_2(\hat{T}_k^n(x, 0)) \neq 0\}\) has density \(c_{k+1} \alpha \sum_{i=1}^{k} b_i\) and 
\(\pi_2(\hat{T}_k^n(x, 0)) \in \{0, 1\}\) for all \(n\).

Proof. This is very similar to the proof of Lemma 2. Consider the support of the skewing function of \(\hat{T}_k\), \(\sum_{i=1}^{k} c_i \alpha, \sum_{i=1}^{k+1} c_i \alpha\) and \(\left[ y_k + \sum_{i=1}^{k} c_i \alpha, y_k + \sum_{i=1}^{k+1} c_i \alpha\right]\).

\(R^n(x) \in \left[ \sum_{i=1}^{k} c_i \alpha, \sum_{i=1}^{k+1} c_i \alpha\right]\) iff \(R^n + \sum_{i=1}^{k} b_i (x) \in \left[ \sum_{i=1}^{k} c_i \alpha, \sum_{i=1}^{k+1} c_i \alpha\right]\). Because, \(c_{k+1} > \sum_{i=1}^{k} b_i\) it follows that \(\pi_2(\hat{T}_k^n(x, 0)) \leq 1\) for all \(n > 0\). Moreover by our assumption that 
\(x \notin B_k\),

\[\min\{n > 0 : R^n(x) \in \left[ \sum_{i=1}^{k} c_i \alpha, \sum_{i=1}^{k+1} c_i \alpha\right]\} < \min\{n > 0 : R^n(x) \in \left[ y_k + \sum_{i=1}^{k} c_i \alpha, \sum_{i=1}^{k+1} c_i \alpha\right]\}\]

From this it follows that \(\pi_2(\hat{T}_k^n(x, 0)) \geq 0\) for all \(n > 0\). We obtain the result for 
\(n < 0\) by noticing that \(\hat{T}_k^{-1}(x, i) = (x - \alpha, i - \chi_j (x - \alpha) + \chi_y + \chi_j (x - \alpha))\) and the
Lemma 18. If $\mu_1$ and $\mu_2$ are absolutely continuous with respect to $\hat{\lambda}$ then there exists $k$ such that $\mu_1(A) = \mu_2(A + (0, k))$.

This lemma motivates us to understand a single ergodic measure.
Lemma 19. If \( x \notin \bigcup_{k=1}^{\infty} (B_k \cup C_k) \cup \bigcup_{n=1}^{\infty} (B'_k \cup C'_k) \) then \((x,0)\) is generic for \( \nu \), a finite ergodic measure absolutely continuous with respect to \( \hat{\lambda} \).

Proof. It is easy to see that the assumption \( x \notin \bigcup_{k=1}^{\infty} (B_k \cup C_k) \) implies that for all \( k < \infty \) we have that \((x,0)\) is generic for the same ergodic measure as \((0,0)\) under \( F_k \). Denote these finite measures \( \nu_k \) and observe that \( \nu_k(A) \leq \hat{\lambda}(A) \) for any measurable set \( A \). Notice that if \( f \in L_1(\hat{\lambda}) \) then for any \( \epsilon > 0 \) there exists \( l_\epsilon := l \) such that \( \int_{[0,1] \times \mathbb{Z} \setminus [-l,l]} |f|d\hat{\lambda} < \epsilon \). Analogously to Proposition 2 for any \( f \in C([0,1] \times \mathbb{Z}) \cap L_1(\hat{\lambda}) \) we have that

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} f(T^n(x,0)) = \lim_{k \to \infty} \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} f(F_k^n(x,0)) = \lim_{k \to \infty} \int_{[0,1] \times \mathbb{Z}} f d\nu_k.
\]

It is easy to see that Lemmas 16 and 17 imply that for any \( f \in L_1(\hat{\lambda}) \) we have \( \lim_{k \to \infty} \int_{[0,1] \times \mathbb{Z}} f d\nu_k \) exists. Corollary 2 implies that \( \{ n : \pi_2(T^n(x,0)) = 0 \} \) has positive density and therefore because \( \nu_k(A) < \hat{\lambda}(A) \) we have that \( \nu \) is a finite measure. \( \square \)

Corollary 9. Lebesgue measure is preserved but not ergodic.

Corollary 10. Let \( \sigma \) be an ergodic measure of \( \hat{T} \) that is absolutely continuous with respect to Lebesgue. There exists a Borel set \( U \) such that \( \sigma(U^c) = 0 \) and \( \pi_1(U) \) is almost everywhere injective.

This as a consequence of the finiteness of \( \sigma \).

Remark 1. Of course if the skewing function were \(-\chi_J + \chi_J^p\) then the typical point would have its orbit contained in a lower half strip. Motivated by this and the flexibility of \( J \) we can pick another pair of skewing intervals so that we get a \( \mathbb{Z} \) skew product over four intervals that has

1. The orbit of almost every point is dense in \([0,1] \times \mathbb{Z}\).
2. Lebesgue measure is preserved but not ergodic.
3. The ergodic measures absolutely continuous with respect to \( \hat{\lambda} \) are finite.

For explicitness let \( U = [5\alpha, 5\alpha + \sum_{i=1}^{\infty} q_{i10^i}\alpha] \) Let \( z = \sum_{i=1}^{\infty} q_{i10^i}\alpha \) and \( G : [0,1] \times \mathbb{Z} \to [0,1] \times \mathbb{Z} \) by \( G(x,i) = (x + \alpha, i + \chi_J(x) - \chi_{y+J}(x) - \chi_U(x) + \chi_{z+U}(x)) \).

This example is similar to Example 1.7 where a continuous cycocycle over an odometer is shown to have the property that the orbit of Haar almost every point is dense but the Haar measure is not ergodic.

Remark 2. These two examples provide for instances where the ergodic measures that are absolutely continuous with respect to Lebesgue measure are finite measures. One can have the ergodic measures infinite and different from Lebesgue. Let \( F : [0,1] \times \mathbb{Z} \to [0,1] \times \mathbb{Z} \) by \( F(x,i) = (x + \alpha, i + \chi_J - \chi_{y+J} + 2\chi_{[0,\frac{1}{2}]} - 2\chi_{[\frac{1}{2},1)}). \)

In this case \( \hat{\lambda} \) is the sum of 2 ergodic infinite measures each of which has the orbit of almost every point dense.
4. Concluding remarks

The previous results work for any irrational rotation. For reasons discussed in the introduction we were motivated by the case of \( \alpha \) badly approximable, in which case the base dynamics are linearly recurrent. Perhaps the most interesting case of the results described above is given by \( \alpha \) a quadratic irrational. In this case the rotation dynamics have an eventually self-similar induction procedure and in special cases (when the induction procedure is actually self-similar) arise from a substitution dynamical system.

**Question 1.** Can we do something like this for other linear recurrent IETs? Is there a way to do this with nice skewing function for substitution dynamical systems?

**Question 2.** (Masur) Let \( f_z = \chi_{[0,z)} \). Given \( \alpha \) what is the Hausdorff dimension of the set of \( z \) such that the \( \mathbb{Z}_2 \) skew product of rotation by \( \alpha \) by \( f_z \) is minimal and not uniquely ergodic.

**Question 3.** (Hooper) Does there exist \( f : [0,1) \to \mathbb{Z} \) and an IET \( T \) such that,

1. \( \int_0^1 f(x)dx = 0. \)
2. \( f \) is a finite linear combination of characteristic functions of intervals.
3. \( F_k : [0,1) \times \mathbb{Z}_k \to [0,1) \times \mathbb{Z}_k \) by \( F_k(x,i) = (T(x), i + f(x) \mod k) \) is ergodic with respect to Lebesgue measure for all \( k \).
4. \( F : [0,1) \times \mathbb{Z} \to [0,1) \times \mathbb{Z} \) by \( F(x,i) = (T(x), i + f(x)) \) is not ergodic with respect to Lebesgue measure.
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