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ABSTRACT
Recent works on learned index open a new direction for the indexing field. The key insight of the learned index is to approximate the mapping between keys and positions with piece-wise linear functions. Such methods require partitioning key space for a better approximation. Although lots of heuristics are proposed to improve the approximation quality, the bottleneck is that the segmentation overheads could hinder the overall performance.

This paper tackles the approximation problem by applying a distribution transformation to the keys before constructing the learned index. A two-stage Normalizing-Flow-based Learned index framework (NFL) is proposed, which first transforms the original complex key distribution into a near-uniform distribution, then builds a learned index leveraging the transformed keys. For effective distribution transformation, we propose a Numerical Normalizing Flow (Numerical NF). Based on the characteristics of the transformed keys, we propose a robust After-Flow Learned Index (AFLI). To validate the performance, comprehensive evaluations are conducted on both synthetic and real-world workloads, which shows that the proposed NFL produces the highest throughput and the lowest tail latency compared to the state-of-the-art learned indexes.
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1 INTRODUCTION
Learned Index [26], as an advance replacement of conventional indexes, has attracted a lot of attention in recent years. It leverages machine learning models to learn the mapping between keys and corresponding positions, greatly accelerating the data retrieval process. Existing learned indexes [7, 16, 17, 46] further address the updatable issue in the original learned index, and achieve significant improvements on various workloads. The key insight of these learned indexes is to regard linear models as a piece-wise linear function to approximate the cumulative distribution function (CDF). To obtain a good approximation, existing learned indexes propose various segmentation methods, e.g., the convex-hull-based segmentation [16]. However, such heuristic segmentation not only introduces extra time and space overhead, but also requires lots of efforts to design for both the algorithm and supportive operations. This paper solve the approximation problem from a different angle.

In this work, we propose a new methodology which transforms the original keys to a near-uniform key space before constructing the learned index, so that the learned index can make a much better approximation on the CDF. This distribution transformation tackles the approximation problem from the root, and significantly improve the performance for all aspects of learned indexes. Normalizing flows (NFs) [9, 38], as a family of generative models, could be applied to perform distribution transformation.

To reach the goal of distribution transformation, we propose a two-stage Normalizing-Flow-Learned index framework (NFL), consisting of a Numerical Normalizing Flow (Numerical NF) for distribution transformation and a robust After-Flow Learned Index (AFLI) for CDF approximation. Instead of directly segmenting the CDF curve, the proposed NFL first leverages the Numerical NF to transform the original keys into the near-uniform distributed keys, so that the CDF curve becomes roughly linear. Then, based on the transformed keys, the proposed AFLI could make a decent approximation on the transformed CDF. In addition, we also propose a new type of conflict degree metric to evaluate the transformation quality of Numerical NF.

Existing normalizing flows are not applicable for the case of learned indexes, as they are designed for high dimensional data with rich semantic or spatial features, e.g., computer vision [1, 45]. However, the learned indexes deal with numerical data with less complexity for learning. Furthermore, existing normalizing flows are based on complicated network structures stacking multiple invertible layers. Such NFs have quite high complexity thus leading to a large computational overhead. In the proposed Numerical NF, for the efficacy of NFs, we propose a feature space expansion scheme for enriching the learnable features. Moreover, a set of optimizations for efficiency is proposed, including a switching mechanism based on conflict degree.
After the transformation of Numerical NF, considering the characteristics of the transformed keys, the proposed AFILI only needs a simple and efficient structure to handle local conflicts, providing a robust performance in both throughput and tail latency. In AFILI, we replace the complex and expensive adjustments in existing learned indexes with simple Modelling operations, which turns a dense array into a model-based node.

Finally, we conduct a series of experiments on both synthetic and real-world workloads. The proposed NFL and learned index are compared with the state-of-the-art learned indexes in terms of throughput, tail latency, index size, and bulk loading time. Experimental results show that the proposed NFL beats all existing learned index in almost all kinds of workloads with the highest throughput and the lowest tail latency. Specifically, the proposed NFL can achieve 2.83x improvements on average in throughput and 37% reductions on average in tail latency.

The main contributions of this paper are:

- To the best of our knowledge, this is the first work that explores the distribution transformation to address the approximation challenge of the learned index.
- We propose a two-stage normalizing-flow-based learned index (NFL) framework, which transforms keys into another key space, where the learned index could be easier to fit a more linear CDF curve.
- To improve the transformation quality of NF in the NFL, we propose a numerical normalizing flow, which could enrich the poor feature in the indexing problem. We also make an efficient implementation of NF.
- After the distribution transformation of NF, based on the characteristics of the transformed keys, we propose an After-Flow Learned Index (AFILI), which can efficiently support almost all indexing operations, providing a robust performance in both throughput and tail latency.
- We conduct a set of experiments with both synthetic and real-world workloads to show the effectiveness and the efficiency of the proposed NFL framework.

The rest of this paper is organized as follows. Section 2 introduces the background and motivations. Section 3 presents the proposed normalizing-flow-learned index framework. Specifically, Section 3.2 introduces the numerical normalizing flow in the NFL for distribution transformation. Section 3.3 presents the after-flow learned index in detail that makes a better approximation on the transformed distribution. Section 4 presents the experimental results with discussion. Section 5 presents the literature review. Finally, in Section 6, we conclude this paper and discuss the future work.

2 BACKGROUND AND MOTIVATIONS

2.1 Preliminary

Recent works on Learned Index (LI) [26] observed that the mapping between keys and the corresponding positions can be formulated as a Cumulative Distribution Function (CDF) model,

$$pos = F(key) \times N$$  (1)

where pos is the predicted position, $F(\cdot)$ is the approximated CDF that estimates the likelihood $p(x \leq key)$ of a key $x$ smaller than or equal to the given key, and $N$ is the total number of keys. Based on the formulation, learned index can leverage ML models to approximate the CDF to predict the position, replacing multiple comparison operations in BTree with computations.

Since using a single model (e.g., a fully connected neural network) to approximate the CDF suffers the “last mile” issue, i.e., much more space and time are required to reduce the error further from thousands to hundreds, therefore, Kraska et al. [26] propose the Recursive Model Index (RMI), which is a hierarchy of linear models. As shown in the left of Figure 1, the higher-level model takes the key as input and picks the model at the next level, and so on. Later, the leaf model predicts the estimated position of the input key. Due to prediction errors, the RMI will finally use local search (e.g., binary search) to correct the estimated position.

From the description of the search process, we can find that the approximation is actually constructing a better piece-wise linear function, reducing amount of local search. As shown in the right of Figure 1, the root model in stage 1 first tries to approximate the curve of the CDF. But, since using two linear models, jointly acting as a piece-wise linear function, can make a better approximation of the curve, the root model segments the curve of the CDF into two sub-curves. The first sub-curve is then approximated by the first child model in the stage 2. Similarly, the first sub-curve is also segmented into two sub-curves, and so do other sub-curves.

Figure 1: The structure and the insight of the recursive model index.

Figure 2: Different segmentation on the CDF.
Compared to higher-level models, next-level models make a better approximation with less prediction errors as more segments are used to approximate the curve, so that the time cost of local search can be reduced. However, a deeper hierarchy/tree prolongs the traversal time, as it increases the number of stages thus the number of predictions of the ML model.

Inspired by the RMI, the follow-up learned indexes [7, 16, 46] not only address the updatable issues in the RMI, but also improve the approximation quality of linear models, making the index deliver a comparable performance on various indexing operations. As shown in the Figure 2(a), PGM-Index [16] propose a convex-hull-based segmentation to partition the key space. Specifically, the key points on the curve can be aggregated by a convex hull. If the convex hull cannot be enclosed in a rectangle of height no more than $2\varepsilon$, the set of keys in the convex hull are allocated to a segment. Then a new convex hull is created for the subsequent segmentation. Although the segmentation in PGM-Index can ensure that the prediction error is less than $\varepsilon$, the approximation quality is limited as the segmentation doesn’t refer to the global information of the CDF. Moreover, how to choose the hyper-parameter $\varepsilon$ is also a key point.

Different from PGM-Index, ALEX [7] and LIPP [46] first fit a linear model to learn the outline of the CDF, then segment the curve of the CDF based on predictions. Compared to prediction errors, LIPP is more concerned with conflict degrees, i.e., the number of keys predicted to the same position. As shown in the Figure 2(b), LIPP allocates all conflicted keys to the same segment. Figure 2(c) shows the main idea of segmentation in ALEX. ALEX exhaustively searches for the best number of segments. Specifically, before building the index, it tries different number of segments, namely fanout, calculates the cost of each kind of fanout, and chooses the best fanout with the minimal cost. Both segmentation in ALEX and LIPP significantly improve the approximation quality so that deliver a high performance.

All these variants of learned index pay their attention on how to partition the key space by designing better heuristics, to obtain better piece-wise linear approximations for the CDF. However, such segmentation requires a long period of time to process and large pre-allocated space to maintain. Furthermore, each learned index requires designing a set of supportive operations and optimizing their hyper-parameters by tuning.

2.2 Motivation

In this work, we explore in direction which is different from previous works. Instead of directly approximating the original CDF with a piece-wise linear function, the proposed method aims at transforming the original keys to another key space, where the learned index could work on a less complex key distribution. The proposed method is adaptive to different workloads, thus it alleviates the heavy dependence of expertise for designing heuristics and tuning hyper-parameters.

Conceptually, previous works segment the curve of the CDF into several sub-curves, in order to make every linear model fit the sub-curve better, so that the learned index can make a good approximation with a piece-wise linear function on the whole curve (Figure 3). The insight of such methods is to find a roughly linear sub-curve by repeatedly segmenting the curve, whose corresponding probability density function (PDF) is a local near-uniform distribution. To reach this goal, the learned index has to construct a deeper hierarchy, resulting in more traversal time and number of predictions. However, if there is an ideal key space where keys already satisfy a global near-uniform distribution, whose corresponding CDF curve is roughly linear, a single linear model is sufficient to fit such curve. Therefore, this motivates us to transform the original key space to a near-uniform key space by distribution transformation, before constructing the learned index.

In practice, there is no unified heuristic that works for transforming heterogeneous key space in real-world workloads. Based on the Change of Variables Theorem, normalizing flow [38] can learn the transformation between a base distribution and any given data distribution. Previous NFs are only designed for high dimensional data with rich semantic or spatial features, e.g., computer vision [1, 45]. For learned indexes, the keys are numerical data and with less useful features. We propose the first numerical NF that transforms the keys into a global near-uniform distribution. We illustrate the efficacy of the proposed numerical NF on real-world workloads and a representative learned index. Table 1 shows the
We want the generated distribution $G$ where $G$ is an invertible function. Once we have a well-trained $G$, $G^{-1}$ could be obtained easily by taking the inverse. Then, $G^{-1}$ could be used to encode the original key $x_i$ to the ideal key $z_i$, which conforms with our idea of distribution transformation.

Statistics of ALEX on two workloads with a highly non-linear CDF curve. After applying the proposed NF to transform the keys, the tree height of ALEX can be reduced from 11 to 3 levels on the Facebook workload. On longlat workload, although the reduction of tree levels is $4 - 3 = 1$, the prediction errors are greatly reduced as NF generates more uniform distributed keys which reduces the number of out-of-boundary keys within each node. Besides, the numbers of predictions are also reduced. Therefore, ALEX can achieve great improvements on the throughput. The above results and analysis jointly demonstrate the importance of distribution transformation.

Table 1: Statistics of ALEX [7] on longlat (LLT) and Facebook (FB) workloads. Throughput are presented in million ops/sec.

|          | Without NF | With NF |
|----------|------------|---------|
| LLT      |            |         |
| Max Tree Height | 4 | 3 |
| Average Tree Height | 2.30 | 2.01 |
| # Prediction Errors | 925,487,063 | 118,833,075 |
| # Predictions | 124,831,692 | 101,108,381 |
| Throughput | 8.21 | 11.57 |
| FB        |            |         |
| Max Tree Height | 11 | 3 |
| Average Tree Height | 5.91 | 2.02 |
| # Prediction Errors | 928,113,206 | 453,003,864 |
| # Predictions | 492,112,591 | 100,462,387 |
| Throughput | 4.13 | 9.16 |

Specifically, since $G_\theta$ is invertible, using the Change of Variables Theorem, we can derive,

$$p_G(x) = \left| \frac{\partial G_\theta(z)}{\partial z} \right|^{-1} \ p(z)$$

where $\frac{\partial G_\theta(z)}{\partial z}$ is the determinant of $G_\theta$’s Jacobian matrix. Another important point is that the determinant of the Jacobian matrix must be enough cheap to compute, otherwise the NF might introduce non-negligible overhead.

Previous NFs [10, 21] present various invertible generators with efficient computations of the determinants. Considering a high-dimensional random variable, Kingma et al. [22], Papamakarios et al. [36] combine autoregressive models and NFs to learn the hidden states from previous dimensions and improve the transformation. To make invertible functions more expressive, Cao et al. [3], Huang et al. [20] propose to learn a more complex bijection using a monotonic neural network and achieve the state-of-the-art performance on various datasets.

2.4 Challenges

Motivated by distribution transformation, this work targets at providing a novel two-stage framework, called Normalizing-Flow-Learned Index (NFL), that first transforms the key distribution by normalizing flow, then build an after-flow learned index that effectively leverages the transformed key distribution. However, this process is not straightforward and we list the following challenges:

Efficacy of normalizing flow: Naively using NF is limited in a few ways: 1) the NF perform poorly due to limited features from the numerical data of keys; 2) the uniform distribution is hard to function directly as a training objective. We design a Numerical Normalizing Flow (Numerical NF) with a enriched feature space (see Section 3.2.1) and an easy-to-operate training objective.

Efficiency of normalizing flow: The transformation must be an efficient online step. Such requirement also limits the complexity of normalizing flows. Directly reducing the number of parameters in normalizing flows might degrade the transformation quality so that learned indexes require deeper hierarchy and more models to approximate the CDF. We design a set of optimizations for efficiency, without losing the efficacy of the NF. 3.2.2).

Lack of proper indexes for transformed keys: With the transformation of Numerical NF that fundamentally makes linear models approximate better, the design of learned indexes should be reconsidered in a new perspective. Therefore, based on the characteristics of the transformed data distribution, the locality of the transformed data distribution should be considered in the design of the learned index. We propose a After-Flow Learned Index (AFLI) for fully leveraging the transformed keys. (see Section pay3.3).

3 NFL: THE NORMALIZING-FLOW-LEARNED INDEX FRAMEWORK

3.1 Framework

Figure 4 shows the structure and the workflow of the Normalizing-Flow-Learned Index framework (NFL). The framework consists of two parts, a normalizing flow for distribution transformation and a learned index for CDF approximation. The input keys are first fed...
we don’t need to know the actual form of the distribution $p$. Considering that placing data in the predicted positions can eliminate high performance, we need a new metric that connects the transformation in the NF cannot accurately evaluate how nearly uniform the distribution is and how well the learned index would perform.

First, we introduce the conflict degree on each position.

**Definition 3.1.** For a set of data $X = \{x_1, \ldots, x_n\}$ and a fitted linear model $M$, the conflict degree of position $j$ is:

$$D_M^j = |\{x_i \in X | M(x_i) = j\}|$$

where $j$ ranges from $\min(M(x_i))$ to $\max(M(x_i))$.

With the definition of the conflict degree, we further define the tail conflict degree to evaluate the transformation quality. The tail conflict degree indicates the upper bound of the conflicts for most positions.

**Definition 3.2.** For $m$ positions whose conflict degree is greater than $\theta$, we represent their conflict degree with $\{D_M^j\}$. Then, for a given tail percent $\gamma$, we let $t = \text{INT}(m \times \gamma)$, where $\text{INT}$ represents the flooring operation. The Tail Conflict Degree based on a tail percent $\gamma$ is $t$-th larger conflict degrees among $\{D_M^j\}$, represented by $D_M^t$.

In this paper, we set the tail percent to 0.99. For example, given 1000 positions $\{j_1, \ldots, j_{1000}\}$ with conflict degrees $\{D_M^{j_1}, \ldots, D_M^{j_{1000}}\}$, based on the tail percent $\gamma = 0.99$, $t = \text{INT}(1000 \times 0.99) = 990$. The tail conflict degree is 990-th larger conflict degree. The tail conflict degree is a soft measurement. It could be useful in: 1) determine the execution of flow (see Section 3.2.2); 2) determine the capacity threshold of a node (see Section 3.3.1).

### 3.2 Numerical Normalizing Flow

The proposed Numerical NF aims to transform the key distribution into a near-uniform distribution. Since training normalizing flow with a uniform distribution as the objective might encounter the “Nan-loss” issue or the “INF-loss” issue, we replace it with a near-uniform distribution, i.e., a normal distribution with a large variance. After that, we then focus on feature engineering for efficiency (See Section 3.2.1), model slimming and process optimization for efficiency (See Section 3.2.2).

**3.2.1 Feature Space Expansion.** Existing NFs are used in computer vision or natural language process to process high-dimensional images or texts. Compared with those sparse high dimensional data within a small numerical range, transforming the “super wide” 1-D distribution (millions of non-smooth 1-D digits within a large range) might be harder. The transformation of any distribution to a near-uniform distribution is and how well the learned index would perform.

3.2.1 Feature Space Expansion. Existing NFs are used in computer vision or natural language process to process high-dimensional images or texts. Compared with those sparse high dimensional data within a small numerical range, transforming the “super wide” 1-D distribution (millions of non-smooth 1-D digits within a large range) might be harder. The transformation of any distribution to a uniform distribution is with increased entropy. Therefore, one major target of feature enrichment is to increase the entropy, thus making the transformation task for NF easier while maintaining high efficiency.

**Algorithm 3.1** shows the whole process of **Key Distribution Transformation**. First, all input keys are normalized with a scaled min-max normalization to avoid keys without integral or floating part (Line 2). After the normalization, the algorithm start to expand feature space by repeatedly obtaining the integral part and the final floating part of the normalized keys (Line 3-17). This step makes each distribution over each dimensions more random (with higher entropy). After the feature expansion, the high-dimensional keys are
Algorithm 3.1 Key Distribution Transformation.

Input: A set of sorted keys $X = \{x_1, \ldots, x_n\}$ for bulk loading, the target dimension $d$, the scale factor $\theta$, the normalizing flow $F$.

Output: A set of transformed keys $Z = \{z_1, \ldots, z_n\}$.

1. $X^d = \emptyset$;
2. $\mu = \min(X)$, $\sigma = \frac{\max(X) - \min(X)}{y}$;
3. for $x_i \in X$ do
   4. $x_{\text{norm}} = \frac{x_i - \mu}{\sigma}$; /* Encoder, expand features for NF */
   5. $x_i^{\text{vec}} = [\cdot]_i$;
   6. $x_{\text{int}} = \text{INT}(x_i)$;
   7. $x_{\text{float}} = x_i - \text{INT}(x_i)$;
   8. Add $x_{\text{int}}$ into $x_i^{\text{vec}}$;
   9. for $k$ from 1 to $d - 2$ do
      10. Add $x_{\text{float}}$ into $x_i^{\text{vec}}$;
      11. $x_{\text{float}} = x_{\text{float}} + \theta$
      12. $x_{\text{int}} = \text{INT}(x_{\text{float}})$;
      13. $x_{\text{float}} = x_{\text{float}} - x_{\text{int}}$;
   14. end for
   15. Add $x_{\text{float}}$ into $x_i^{\text{vec}}$;
   16. Append $x_i^{\text{vec}}$ into $X^d$;
   17. end for
   18. $Z^d = F(X^d)$; /* Transformation by the NF */
   19. for $z_i^{\text{vec}} \in Z^d$ do
      20. Let $z_i$ be the sum of $z_i^{\text{vec}}$; /* Decoder, merge features for index */
      21. Add $z_i$ into $Z$;
   22. end for
23. return $Z$ for the index;

fed into the NF (Line 18). Finally, the decoding layer merges the high-dimensional features into 1D keys (Line 19-22) and passes them to the learned index (Line 23). The time complexity of the feature expansion is $O(n \times d)$. Such brute-force key space expansion provides a 1-to-1 mapping from 1-D keys to d-dimensional keys, while maintaining a linear complexity.

3.2.2 Efficient Processing of Normalizing Flows. Different from linear models, normalizing flows do not have an analytical solution and it takes time to train (about 38 seconds). However, since normalizing flows have much better generalization, they don’t need to re-train during every bulk loading phase or adjustments in the learned indexes. Therefore, the training stage can be processed offline with neural network accelerators (e.g., GPU or FPGA) when the index bulk loads for the first time or when the distribution significantly shifts. Meanwhile, the training of normalizing flows can be easily finished in the background without affecting the learned indexes.

However, the inference of normalizing flows must be finished online. The transformed keys cannot be stored, as it would cause another indexing problem. By comprehensive tests, there are a few key factors related to the inference efficiency: 1) the input dimensions 2) the number of layers 3) the hidden dimensions 4) the implementation platform. For the first three factors, we slightly search for the parameters without increasing the conflict degrees and with a low search cost. As Table 2 shows, the search space is small limited by the unacceptable transformation overheads of larger NFs. For the acceleration platform, we implement the key computations in C++ with Intel Math Kernel Library [29]. The computations in inference can be simplified as several matrix computations and nonlinear function computations.

Moreover, since keys in some datasets are already near-uniform distributed, it is unnecessary to spend extra time and memory to transform them. Therefore, the NFL uses a switching mechanism, referring to the tail conflict degree, to determine whether to use the Numerical NF for distribution transformation. Specifically, the NFL first tries to transform the input keys, and computes the tail conflict degree based on the input keys and the transformed keys, respectively. If the latter tail conflict is larger, the NFL determines not to use the Numerical NF.

3.3 AFLI: After-Flow Learned Index

Although different datasets have different original conflict degrees, after the transformation of normalizing flows, the conflict degrees can be kept around a low value (e.g., around 4 for the tail conflict degree). Further reduction on conflict degrees requires more efforts on the specific design of normalizing flows, which does not conform with our original goal. Meanwhile, existing learning indexes set some empirical hyper-parameters (e.g., the maximum amount of keys assigned to a node) in order to guarantee an acceptable performance on data sets with a high conflict degree at the cost of the performance degradation on data sets with a low conflict degree. Therefore, those points motivate us to propose a robust after-flow learned index, called AFLI, that takes the characteristics of transformed data sets into considerations.

The main idea of AFLI is to buffer local conflicts. For small conflicts at some positions, the conflicted keys are stored in a bucket. The linear model directly built to handle the conflicted keys lacks generalization capability [46], as there are not enough keys to provide information. However, too many keys stored in the buckets would degrade the query performance of AFLI. Therefore, AFLI needs to make a trade-off between the maximum number of keys stored in the bucket and the generalization capability of the linear model.

3.3.1 Structure of AFLI. The overall structure of AFLI is shown in Figure 5. There are three types of nodes, the model node, the bucket, and the dense node.
To make linear models produce fewer conflicts, we also scale the small sub key space are too close to be distinguished by a linear distribution, but with many localities which means that keys in tions, which guarantees that the predictions are all precise in the stored in the model nodes are directly placed in the predicted posi-

To make linear models produce fewer conflicts, we also scale the positions used to train linear models according to the scaling relationship between keys.

**Bucket**: The bucket only consists of a short data array. The maximum size of the data array is determined by the tail conflict degree $D_M^r$, but will be kept within a preset threshold range. We provide two kinds of buckets, the linear bucket (default) and the ordered bucket.

**Dense Node**: The dense node also only consists of a data array. Different from the bucket, the dense node is generally a bit larger than the bucket, but much smaller than the model node. The data array is an ordered and gapped array, the maximum number of gaps is set to $D_M^r$. Although in the Figure 5, the gap is represented by the empty space, we actually fill the slot with the data that is the closest to the front of the gap. With such fillings, we do not need an additional bitmap to indicate whether a position is empty or not, but directly compare adjacent positions to check whether store the same data.

**Analysis**: Most of nodes in the index will be model nodes. Data stored in the model nodes are directly placed in the predicted positions, which guarantees that the predictions are all precise in the model nodes. If the key space as a whole satisfies the near-uniform distribution, but with many localities which means that keys in small sub key space are too close to be distinguished by a linear model, the index will create many buckets to handle local conflicts. When the index fails to build a model node as all keys in the node are too close (i.e., the slope of the fitted linear model is 0), the index does not further partition the key space but allocates a dense node to store them. The insight of designing buckets or dense nodes is to buffer keys without increasing the height of the index, until they have enough difference to distinguish (dense nodes) or they can provide enough information to build a linear model with better generalization capability (buckets).

### 3.3.2 Operations of AFLI

In this section, we describe how our index performs lookups, insertions, and the algorithm to rebuild a bucket or a dense node into a model node.

**Queries**: To look up a key, the index recursively traverses the tree until the result is found. Firstly, the index feeds the queried key into the root node, which can only be a model node or a dense node, as the bucket is always extended from the model node. (1) If the node is a model node, the queried key will be first fed into the linear model. Based on the prediction of the linear model, we check the type of entry in the position based on two bitmaps. If it is an empty slot, the index doesn’t contain the key. If it is a data slot, we compare the stored key with the queried key. If it is a bucket pointer, we search for the key further in the bucket. If it is a node pointer, we do the same procedure in the child node. (2) If the node is a dense node, we use the binary search to find the result.

It is important to note that the predicted positions in model nodes are all precise positions, which means that there is no extra local search in model nodes, so that the query performance can be significantly improved. For queries in buckets, the linear search is enough to provide comparable efficiency. When looking up in dense nodes, we directly use the binary search for efficiency.

**Insertions**: For inserting a pair of key and payload, starting from the root node, the index performs a recursive procedure based on the node type,

- If the key-payload pair is inputted into a model node, the linear model first predicts a position based on the input key. Considering the type of the entry in the predicted position, (1) If the entry is an empty slot, we directly store the key-payload pair in the position and modify corresponding bitmaps. (2) If the entry is a data slot, which means there is already a key-payload pair, so we create a bucket to store these two conflicted key-payload pairs, set the entry to the bucket pointer, and modify corresponding bitmaps. (3) If the entry is a bucket pointer or a node pointer, we insert the key-payload pair into the bucket or the child node.
- For inserting the key-payload pair into a bucket, the key-payload pair will be directly appended to the tail of the stored data. If the bucket is in the ordered mode, the insertion will be performed as the insertion sorts.
- To insert the key-payload pair into a dense node, the index first performs a binary search on the array. If the entry in the position is an empty slot, we directly insert the key-payload pair. If the entry is a data slot, we shift the data to the closest empty slot, then insert the key-payload pair.

When the bucket or the dense node has no empty slots, we try to convert it to a model node by a **Modeling** operation (more details in the next section).
Modelling the Bucket or the Dense Node: As shown in Figure 6, although there are two types of nodes that need to be modelled as a model node, the modelling process are the same except for sorting the bucket first, as the inputs can be formulated as an array of key-payload pairs. Therefore, given an array of key-payload pairs, we use Algorithm 3.2 to implement the modelling operation.

In Algorithm 3.2, we first try to build a linear model using the Linear Regression (Line 1). Then, we determine the node type based on the prediction results. If the slope of the linear model is 0 or all keys are mapped to the same position, we build a dense node for them without further partition on the key space (Line 2-4). The reason is that those keys are too close so that the rounding operation rounds them to the same integer. If we successfully build a linear model, we build a model node for all keys. We compute the conflict degrees $D$ of each predicted position (Line 6), and use it to determine whether store the key in the data slot, or build a bucket, or build a batch of keys in child nodes. For more precise placement, the size of the entry array is the minimum value between the $\alpha$ times the number of keys and the predicted size (Line 7). Then, we iterate each predicted position, determining the entry type of each position. If the conflict degree of a position is 1, we directly store the key in the data slot (Line 10-13). If the conflict degree is larger than 1 but smaller than the maximum size of the bucket $D^Y_{ML}$, we store the conflicted keys within the position into a bucket (Line 14-17). Otherwise, for the case where the number of conflicted keys is larger than $D^Y_{ML}$, we collect the subsequent consecutive positions whose conflict degree is also larger than $D^Y_{ML}$, and allocate a new node to handle them (Line 18-21). After building the node, we duplicate the node pointer and assign the address to other collected positions (Line 22). The modelling operation will be recursively performed.

More Operations:

- **BulkLoad**: The bulkload operation first computes the tail conflict degree $D^Y_{ML}$, then follows the same procedure as the modelling operation in Algorithm 3.2. The returned result is the root node.

- **Update**: An update for the payload can be finished by a lookup and an in-place update.

- **Delete**: The deletion can be implemented by a lookup on the deleted key and a modification on the corresponding node. The modification on the model node is to unset the corresponding bit in the bitmap. The modification on the bucket or the dense node is to overwrite the deleted key with the following keys.

### Algorithm 3.2 Modelling($\{(x_1, v_1), \ldots, (x_n, v_n)\}, n$)

**Input**: An array of sorted key-payload pairs $\{(x_1, v_1), \ldots, (x_n, v_n)\}$, the node pointer $n$ that points to the node storing all key-payload pairs, the space amplification factor $\alpha$.

**Output**: The node pointer $n$ of the model node.

1. Build a linear model $M_a$ using the input keys and scaled positions.
2. If $M_a.a = 0$ or all keys are mapped to the same position then
   a. $n.size = n + D^Y_{ML}$;
   b. Allocate an array of size $n.size$ to $n.E$, and insert all key-payload pairs, evenly gapped by a total of $D^Y_{ML}$ gaps;
3. Else
   a. Compute the conflict degrees $D$ of each predicted position;
   b. $n.size = \min(n \cdot \alpha, pos_{last} - pos_{first} + 1)$;
   c. Allocate an array of size $n.size$ to $n.E$;
   d. $i = 0$;
   e. For all predicted positions do
      a. If $D[pos] <= 1$ then
         i. $n.E[pos] = \langle x_i, v_i \rangle$;
         j. $i = i + 1$;
      b. Else if $D[pos] < D^Y_{ML}$ then
         i. Build a bucket $b$ of maximum size $D^Y_{ML}$, storing key-payload pairs $\{(x_i, v_i) \}$;
         j. $n.E[pos] = b$;
         k. $i = i + D[pos]$;
      Else if $D[pos] >= D^Y_{ML}$ then
         i. Iterate the subsequent positions $pos_{seq}$ where $D[pos_{seq}] > D^Y_{ML}$, and sum all conflict degrees $D_{seq}$;
         j. Allocate a new node to $n.E[pos]$;
         k. Modelling($\{(x_i, v_i) \}$, $\langle x_i, D_{seq} \rangle$, $\langle v_i, D_{seq} \rangle$), $n.E[pos]$;
         l. For all positions from pos + 1 to pos_{seq} set the pointer value of each position to $n.E[pos]$;
         m. $i = i + D_{seq}$;
         n. end if
   f. end for
5. end if
6. return $n$
whose keys are sampled from a lognormal distribution with $\mu = 0$ and $\sigma = 2$, multiplied by $10^5$ and rounded down to the nearest integer. (4) The YCSB dataset is generated from the YCSB benchmark [5], whose keys representing user IDs. (5) The amazon (AMZN) dataset consists of book sale popularity data on the Amazon [39]. (6) The facebook (FB) dataset is an upsampled version of a Facebook user ID dataset [40]. (7) The wikipedia (WIKI) dataset is Wikipedia article edit timestamps [11].

We construct four types of workloads based on each kind of dataset. All workloads include two phases, the loading phase and the running phase. For the loading phase, we use the bulk loading operation to load 50% key-payload pairs of a dataset. For the running phase, we generate requests based on different operation ratios. (1) The read-only workloads only consist of query operations. (2) The read-heavy workloads consist of 80% query operations and 20% insertion operations. (3) The write-heavy workloads consist of 20% query operations and 80% insertion operations. (4) The write-only workloads only consist of insertion operations. For all workloads, the requested key is sampled from the given dataset based on a Zipfian distribution, and all insertions are known-key-space insertions. We run each workload for 3 times, and collect the averaged Throughput, Tail Latency, Index Size.

4.1.2 Baselines. We compare our NFL and AFLI with existing state-of-the-art indexes, (1) LIPP [46], an updatable learned index with precise positions, which directly places data on the predicted positions. (2) ALEX [7], an in-memory, updatable learned index, which uses gaps to handle new insertions. (3) PGM-Index [16], a fully-dynamic compressed learned index with provable worst-case bounds. (4) B-Tree [30], an efficient B-Tree implemented by Google. These source codes are publicly available, and we evaluate them with their default hyper-parameters except for the PGM-Index which is fine-tuned with the authors’ guidelines.

4.1.3 Environment and Parameters. We implement our proposed NFL and AFLI in C++, and perform the inference of NF by Intel Math Kernel Library [29]. We perform our evaluation via single-thread, and compile all source codes with GCC 9.3.0 in O3 optimization mode. All experiments are conducted on an Ubuntu 20.04 Linux machine with a 2.9 GHz Intel Core i7-10700 (8 cores) CPU and 64GB memory.

For NF, we train a modified B-NAF in PyTorch. The B-NAF is set to two layers, two input dimensions, two hidden dimensions, and a normal distribution with the variance of $10^{16}$ as the latent distribution. The training step is performed on the NVIDIA GeForce RTX 3080 with 10 GB GPU memory and 64 GB main memory. We only sample 10% bulk-loaded keys for three times to train the NF. We set the batch size to 256. For the proposed learned index, we limit the maximum size of buckets to no more than 6.

4.2 Throughput

Figure 7 shows the average throughput of NFL and other baselines on different workloads. To show the effectiveness of NF, we also evaluate our proposed AFLI. Since transforming the workloads with small conflict degrees (i.e., YCSB, AMZN, WIKI) increases the tail conflict degree, our NFL determines not to use NF.

Read-Only Workloads. The performance on read-only workloads reflects the approximation quality during the loading phase. Figure 7 (a) and (c) shows that our proposed NFL can achieve 2.19x, 2.35x, 3.52x, and 7.08x improvements on the throughput on average compared to LIPP, ALEX, PGM-Index, and B-Tree, respectively. Especially, for workloads with large conflict degrees (i.e., LTD and FB), our proposed NFL can achieve up to 2.29x, 3.55x higher throughput than LIPP, and ALEX, respectively. Such improvements benefit from both the Numerical NF and the proposed AFLI. The NF transforms the keys into another key space, where keys are more near-uniform
Compared to the experimental results of the proposed AFLI on workloads with large conflict degrees, the NF can achieve 2.19x improvement on the throughput. However, on workloads with a little reduction on the tail conflict degree (e.g., LTD, LGN), NF degrades the throughput. This is due to the non-negligible overhead introduced the online inference of NF. On YCSB, AMZN, and WIKI, the NFL disables the NF due to that the distribution transformation does not reduce the tail conflict degree, so the NFL achieves almost the same performance as the proposed AFLI.

Read-Write Workloads. The performance on the read-write workloads (i.e., read-heavy and write-heavy workloads) shows the adjustment efficiency of the learned index during the loading phase. Figure 7 (b) and (f) shows that NFL can still achieve the same improvements on the throughput by 66.29%, 89.92%, 445.34%, and 383.47% on average compared to LIPP, ALEX, PGM-Index, and B-Tree, respectively. Although the improvements on write-heavy workloads degrade, NFL can still improve the throughput by 27.76%, 38.69%, 68.21% and 164.86% on average compared to LIPP, ALEX, PGM-Index, and B-Tree, respectively. The reason for the drop on the improvements is that most of the buckets are almost full, and the performance of the linear search on the buckets decreases. However, compared to other learned indexes which perform lots of complex and expensive adjustments (reflected in Figure 8), such modelling operations in NFL that uses tiny buckets to buffer keys and later builds linear models for the buckets is quite cheap.

Different with the high throughput on the read-only workloads of LTD and LGN, the proposed AFLI’s performance on the read-write workloads of LTD and LGN is comparable to NFL. The reason lies in that the former performance of proposed AFLI is like the case of overfitting in Machine Learning, which means that almost all linear models are well fitted and there are fewer empty slots prepared for new insertions, thus new insertions are more likely inserted into the buckets, then causing lots of modelling operations. However, since the NF have much better generalization capability than linear models, the data array of each node will be larger than before and have more empty slots for new insertions, NFL can produce less conflict degrees and construct a lower hierarchical structure, thus maintaining a comparable performance.

Write-Only Workloads. Figure 7 (d) and (h) show that except for 51.69% degradation compared to PGM-Index, our proposed NFL improves the throughput by 21.74%, 28.83%, and 131.19% compared to LIPP, ALEX, and B-Tree, respectively. The high insertion performance of PGM-Index benefits from the LSM-Tree structure, where a small buffer of size 128 is used to receive new insertions. However, PGM-Index needs to perform the compaction operation periodically which is a quite expensive operation. The long tail latency in Figure 8 (d) and (h) also proves this point. Since the tail conflict degree barely changes after the running phase (see Table 3 below), the tiny buffer in NFL is enough to absorb locally conflicted keys without introducing more internal adjustments, thus NFL can still maintain high throughput after insertions. Moreover, with the transformation of NF, all keys in the key space become more uniform, thus more keys can be buffered in the buckets and the performance of NFL can be further improved.

4.3 Tail Latency

To further display the impact of internal adjustments, we also evaluate our proposed NFL and other baselines on the 99% (P99) latency. In each run, we collect the latency of each batch of operations, sort the latencies in the ascending order, and report the 99-th percentile batch latency divided by the batch size in Figure 8. We also collect
the 99.9% (P99.99) latency and the maximum (max) latency on some representative workloads.

**Read-Only Workloads.** The tail latency on the read-only workloads indicates the worst case of querying the learned index, corresponding to the approximation quality of the most conflicted subkey space. Figure 8 (a) and (e) shows that NFL can reduce the P99 latency by 53.32%, 34.29%, 64.01%, and 81.18% compared to LIPP, ALEX, PGM-Index, and B-Tree, respectively. Meanwhile, on the workloads with large conflict degrees (e.g., LLC, FB), NFL can still keep the P99 latency under 70 ns, while others produce over 100ns P99 latency due to expensive internal adjustments. The main reason for short P99 latency is that the normalizing flow can alleviate the worst case, reducing the conflict differences between positions and avoiding a large amount of conflicts in certain positions. The long P99 latency of proposed AFLI on the workloads LLC and FB also prove that without the transformation of NF, the learned index can be an unbalanced tree due to locally large conflicts, thus querying on those deep leaf nodes in the tree will introduce long latency.

**Read-Write Workloads.** For read-write workloads (Figure 8 (b), (c), (f), and (g)), NFL can reduce the P99 latency by 20.06%, 41.33%, 62.73%, and 63.87% compared to LIPP, ALEX, PGM-Index, and B-Tree, respectively. The long tail latency on such read-write workloads is mainly caused by two aspects, complex internal adjustments and querying on deep leaf nodes. The latter is the same as the case on read-only workloads. As the amount of insertions increases, the cost and frequency of internal adjustments for our proposed learned indexes, LIPP, and ALEX also increases, thus resulting in long P99 latency. The reduction on P99 latency for PGM-Index from read-heavy workloads to write-heavy workloads is due to the poor query performance and the high insertion performance of the LSM-Tree structure used in PGM-Index.

**Write-Only Workloads.** Figure 8 (d) and (h) show that NFL can reduce the P99 latency by 1.52%, 29.73%, 29.98%, and 49.89% on write-only workloads compared to LIPP, ALEX, PGM-Index, and B-Tree, respectively. ALEX performs expensive internal adjustments (e.g., merging or splitting nodes). Meanwhile, the cost of the shifting operations in ALEX will increase as the number of keys in a ALEX’s node increases. LIPP produces comparable P99 latency to our proposed NFL, since both indexes adopt the precise placement without shifting. The difference between LIPP and NFL is that LIPP directly builds a new node for conflicted keys while NFL uses a bucket to buffer the conflicted keys first. This building operations is a little expensive compared to appending to a data array, thus NFL can produce a bit lower P99 latency than LIPP. The compaction operation in LSM-Tree which is used by the PGM-Index requires repeatedly merging multiple sorted arrays, thus leading to the tail latency issue.

**P99.99 Latency and Max Latency.** We also collect the P99.99 latency and the max latency in one run. Due to the space limitation, we only present the results on the representative workloads. Figure 9 (a) and (b) shows that our proposed NFL can produce the lowest latency both on P99.99 latency and max latency, which also proves the effectiveness of the NF.

### 4.4 Other Results

#### 4.4.1 Conflict Degree

The conflict degree reflects the transformation quality of NF. Table 3 shows that with the transformation of NF, the conflict degree can be significantly reduced. Although NF only uses 10% of bulk-loaded keys, after inserting around 100 million new keys, the tail conflict degree is around 4. For datasets with low conflict degrees (e.g., YCSB, WIKI), the NF increases the conflict degrees. The reason is that in our setting, the transformation quality of the NF has almost reached to its upper limit. But if we can design a better NF, the conflict degrees can be further reduced.

#### 4.4.2 Bulk Loading Time

Figure 10 demonstrates the time cost of loading phase. For our proposed NFL, the time cost includes the time cost of the online transformation of bulk-loaded keys and the time cost of the bulk loading of the index. Although NFL takes 78% time to transform keys and requires 2.24x, 0.85x, 2.80x time to bulk load compared to LIPP, ALEX, and B-Tree, NFL can make a better approximation of the CDF leading to a faster loading on the learned index. Figure 7 also proves that the built learned index can deliver high performance especially for highly non-linear workloads. Although the bulk-loading time cost of NFL is much larger than that of PGM-Index, the overall performance of NFL is much better. In addition, the average time cost of NFL to bulk load 100 million keys is 13.36 seconds, which is acceptable and worthwhile considering the high performance.

#### 4.4.3 Index Size

Figure 11 shows the normalized final index size of existing learned indexes after the running phase of write-heavy workloads. Since the great improvements of the state-of-the-art learned indexes benefit from precise placements which require lots of gaps [7] in the data array, we evaluate the overall index size, including the sum size of allocated gaps, rather than the model size in the learned index. The index size of NFL is 2.26x, 3.11x times

---

**Table 3: Tail conflict degrees of workloads. The suffix "(L)" and "(R)" represent the results after the loading phase and running phase, respectively. Rows in orange are results after the transformation of NF.**

| Workload | LTD | LLT | LGN | YCSB | AMZN | FB | WIKI |
|----------|-----|-----|-----|------|------|----|------|
| Tail (L) | 8   | 146 | 14  | 3    | 4    | 386| 2    |
| Tail (R) | 7   | 147 | 13  | 3    | 4    | 454| 1    |
| Tail (L) | 4   | 5   | 4   | 4    | 4    | 4  | 4    |
| Tail (R) | 4   | 5   | 4   | 4    | 4    | 4  | 4    |
than the index size of ALEX and PGM-Index, respectively. However, the index size of NFL is only 0.51 of LIPP’s index size. Both NFL and LIPP create more space to support precise placements, but NFL makes a better trade-off between allocating more space and fitting linear models better.

5 RELATED WORK

5.1 Learned index

Recent works on the learned data structure [2, 13–15, 26] brings a new direction to the indexing field, which leverage machine learning models to predict the mapping between keys and positions. Inspired by [26], a series works fully explore the potential of machine learning models on the indexing problems. Both FITing-Tree [17] and PGM-Index [16] approximate the CDF using piece-wise linear functions to restrict the prediction error in a given bound. Without a given error bound, ALEX [7] enumerates the best partitions and places data in the gapped array, achieving a considerable performance for both query and insertion. To support precise placements, LIPP [46] uses the conflict degree to reflect the approximation quality and directly create new nodes for the conflicted keys. LIPP [46] achieves a better performance than that of previous learned indexes. However, our work indicates the fundamental problem of the approximation on the CDF which can be further improved via a distribution transformation on the key space, thus improving the performance of learned indexes. Some works [12, 28] also focus on improving the approximation while they don’t consider the impact of different key distributions. Other works investigate the effectiveness of learned indexes on spatial key space or string keys [8, 27, 34, 43, 44], construction efficiency [25], multi-threads [42]. They are different from our scope. Other works also combine the learned index with modern applications [6, 41], new hardware [4, 31]. Our works can also be adapted to their scope.

5.2 Normalizing Flows

Normalizing flows are popularised in the context of variational inference [38] and density estimation [9]. The natural and most obvious use of normalizing flows is to perform density estimation, which is the same scope of the problem in learned indexes. The key point of normalizing flows is how to design the generators, in terms of invertible transformation and efficient computations. Dinh et al. introduced a coupling method to improve the expressiveness of the transformation [9]. The key of [9] is how to partition x, which inspires a series of work [10, 21]. However, such a coupling method requires the dimension of input keys to be at least greater than 2, which is not suitable in our problem. Another widely used flow structure is auto-regressive flow, first proposed by Kingma et al. in IAF [22]. Huang et al. replace the affine univariate transformations of MAF [36] and IAF [22] with a more general class of invertible univariate transformations called monotonic neural networks. B-NAF [3] improves the structure of NAF by using a single feed-forward network to model the bijections, and becomes much more compact than NAF while remaining comparable universal approximation. For the first time, we apply the state-of-the-art auto-regressive flows to improve the approximation of learned indexes.

6 CONCLUSIONS

In this paper, we address the approximation problem by applying a distribution transformation. We present a normalizing-flow-learned index framework to transform the key space for better approximation on the CDF. We also introduce a 1D-friendly normalizing flow to achieve the distribution transformer. We further propose a lightweight and precise learned index to support efficient indexing operations. Experimental results on representative workloads demonstrate the effectiveness of our proposed framework and our proposed index.

For the future work, we plan to further investigate the potential of using normalizing flows, including co-design on normalizing flows and learned indexes, using normalizing flows on multi-dimension indexing and so on. Besides, it is also worthwhile to further accelerate the inference of normalizing flows.
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