Sensitivity of the Short-Range Precipitation Forecast in South China Region to Sea Surface Temperature Variations
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Abstract: Ocean variability plays an essential role in the climate system at different time scales through air–sea interactions. Recent studies have addressed the importance of the ocean mixed layer in cooling feedback to tropical cyclones (TCs). However, using constant sea surface temperature (SST) in short-range weather forecasts remains common, especially in high-resolution regional models. This study investigates the role of subsurface ocean mixing in the short-range forecast of non-TC extreme rainfall with the Weather Research and Forecast (WRF) model. In the simulations of 26 heavy rainfall cases, we found that using a one-dimensional mixed layer model leads to a 15% enhancement (reduction) of rainfall maximum in six (two) cases compared to using constant SST. When the initial depth of the mixed layer model is perturbed by the amount of daily variability, 13 cases exhibit larger than 15% increases or decreases. A detailed analysis of one case suggests that the radiative process dominates the overall response of SST. The warming and moistening of boundary layer air cause significant strengthening of updrafts in convection. Although the SST change in most cases due to varying mixed layer model setups is less than 0.5 K, convective motions in some cases are surprisingly sensitive to small changes.
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1. Introduction

Physical processes in the ocean play critical roles in modulating the Earth’s climate, not only for the energy transport that determines the mean climate but also for climate variability at different time scales, such as the El Niño-Southern Oscillation, the East Asia Monsoon, and the Madden-Julian oscillation [1–4]. However, for the short-term evolution of weather systems, the importance of ocean processes other than the sea surface temperature (SST) was not well appreciated until recently. Thus, to date, it is still common to prescribe persistent SST from observation or global model data in regional simulations, especially those for a short-range forecast and at high resolutions [5,6].

Met Office introduces the common practice in regional model by relying on the initialization of SST from the Operational Sea Surface Temperature and Ice Analysis (OSTIA) [7]. Utilizing the daily updates of OSTIA data, previous studies imply a better model performance in short-range forecast compared to the use of a finer resolution weekly static SST [8]. They further suggest the importance of assimilated ocean model in capturing significant differences in precipitation over the sea during a cold front case. A recent study addressed a similar result in a five-days simulation, showing reduced temperature bias by using a time-varying SST from regional numerical weather prediction [5].

Although deep ocean dynamics probably do not impact SST significantly on the time scale (1–3 days) of short-range weather forecasts, recent studies have highlighted
the notable effects of ocean mixed layer (OML) on the short-term development of tropical cyclones (TCs). Studies on Hurricane Irene show ahead-of-eye-center cooling of more than 6 °C in a large area of the coastal ocean and this is critical for reproducing the accelerated intensity reduction of Irene in simulations [9]. They also confirmed that similar ahead-of-eye-center cooling also occurred beneath another 11 TCs that traversed the Mid-Atlantic Bight continental shelf. In addition, an inclusion of a coupled ocean model in the simulations of six TCs results in a reduced intensity errors by 29–47% at 24–96 h forecast lead times [10]. The salinity-induced barrier layer at the base of the mixed layer may also potentially affect the SST response to TCs, but the specific effects depend on the stages of TCs and ocean stratification [11]. Recent studies also support the importance of ocean subsurface stratification on rapidly intensified TCs in a 24-h simulation [12]. They suggest the salinity stratification plays a role in further reducing the SST cooling by limiting the ocean mixing.

In this study, we intend to investigate the necessity of including ocean mixing processes in the short-range forecasting of extreme precipitation events that are not related to TCs. In a non-TC environment, intense air–sea interactions due to gustiness in a TC environment are likely absent. Therefore, using persistent SST in short-term simulations is seemingly fine or even preferred over coupled atmosphere-ocean models because of reduced computational costs. However, as it will be discussed later in this article, we found that the short-term variability in SST, albeit small in amplitude, has a negligible influence on large-area regional means but exerts significant impacts on local rainfall maxima.

Our study focuses on the South China coast and the pre-summer season, during which more than 50% of annual rainfall occurs but with rarely active TCs [13]. In this period, moisture transport from the South China Sea (SCS) contributed significantly to precipitation development over land [3,14]. Previous case studies suggest that low-level jets, frontal systems, and moisture transport all play important roles in the triggering and development of precipitation systems [15–18]; therefore, air–sea interactions can potentially impact rainfall by modulating boundary layer processes. Our investigation used the Weather Research & Forecast (WRF) model [19] at convection permitting resolutions coupled to a one-dimensional (1-D) ocean mixed layer (OML) model [20–22], together with experiments using persistent SST. It should be noted that we do not intend to advocate the simple 1-D OML model as a satisfying replacement of a full dynamic ocean model. We chose it because of its simplicity in varying parameters (such as the initial ocean mixed layer depth) and because it is sufficient to provide a semiquantitative estimate of the sensitivity of short-range forecasts to ocean mixed layer processes.

The remainder of the article is organized as follows: detailed model setup and statistical analysis methods are explained in Section 2; Section 3 analyses the sensitivity of precipitation forecasts to varying ocean conditions and relevant dynamic processes; our conclusions and a discussion are provided in Section 4.

2. Materials and Methods

2.1. Selection of Heavy Rainfall Cases

Observational daily rainfall data are used for selecting heavy precipitation cases. NOAA/OAR/ESRL PSL provides daily rainfall data at a 0.5° × 0.5° spatial resolution as a product of CPC Global Unified Precipitation (Colorado, USA, http://psl.noaa.gov/, accessed on 30 July 2020). The dataset is available based on the Global Telecommunication System (GTS) interpolated daily gauge rainfall dataset combined with satellite estimated and numerical model forecast data to control the quality [23].

A total of 26 coastal heavy rainfall cases are chosen with the 95th percentile of daily precipitation as the threshold from the spring months (March to May) between 2009 and 2013. The heavy rainfall case is an important parameter in assessing the time-varying SST impact on extreme rainfall over coastal regions. South China, as the focus research area, recorded numerous severe flooding during the pre-summer season. The coastal region is defined as locations with a maximum distance of 100 km from the coastline, and
precipitation in the coastal region is analyzed. In addition, the case study selection is limited to days without TC activities to restrict the analysis of mesoscale systems causing heavy rainfall events over South China. TC events are documented on the Hong Kong Observatory (HKO) website for any TCs entering the Western North Pacific (WNP) and South China Sea region (10° N–30° N, 105° E–125° E) (HKO, http://www.hko.gov.hk/en/publica/pubtc.htm, accessed on 30 July 2020).

2.2. WRF Experimental Setup

This research is conducted using the Weather Research and Forecast (WRF) model (Version 4.2) [19], which provides an option for representing ocean processes with a simple mixed layer model. The WRF simulations adopted three nested domains, and the focus area of this research is the third (innermost) domain (d03), which uses a 4-km spatial resolution and 38 vertical levels with the model top at 50 hPa. Domain d03 covers most of the South China region, and the first (outermost) domain (d01) consists of a larger domain with coarse resolution (36 km) (Figure 1). Domain 02 has a spatial resolution of 12 km with slightly larger area coverage than d03. No feedback between the domains was included (one-way nesting). In addition, each simulation includes an additional 6 h prior to and after the selected day of simulation, adding the simulation time for each case to 36 h. Table 1 listed the physical package used in the simulation. The same physical package is applied to all domains, except for the cumulus parameterization in d03. No cumulus parameterization is applied to d03 because of its fine resolution, which resolves convection.

![Figure 1. Terrain height (color shading) and WRF domain setup. Domain d01 and d03 (black box) are shown.](image)

| Category                       | Setup                                           |
|--------------------------------|-------------------------------------------------|
| Microphysics                  | Thompson [24]                                   |
| Radiation                     | Rapid Radiative Transfer Model [25]             |
| Land surface                   | Noah Land Surface Model [26]                    |
| Planetary Boundary Layer (PBL)| YSU [27]                                        |
| Cumulus parameterization       | Tiedtke [28]                                    |
| Ocean physics                  | Pollard OML model [20]                          |
The 1-D OML Pollard model is a slab model with a homogeneous and well-mixed layer [20–22]. Neglecting horizontal advection, this model considers a one-dimensional linearized Boussinesq model with surface wind stress \((\tau_x, \tau_y)\). The momentum of the mixed layer follows the equation:

\[
\frac{\partial (hu)}{\partial t} - f(hv) = \frac{\tau_x}{\rho} \quad \text{(1)}
\]

\[
\frac{\partial (hv)}{\partial t} + f(hu) = \frac{\tau_y}{\rho} \quad \text{(2)}
\]

where \(h\) is the depth of the mixed layer, \(u\) and \(v\) are the horizontal velocities of the mixed layer current, \(\rho\) is the density, and \(f\) is the Coriolis parameter. Considering the effect of total external heat flux \(Q\) through the surface, the conservation of heat is expressed as:

\[
\frac{\partial}{\partial t} \left[ \Delta T h - \frac{1}{2} \Gamma h^2 \right] = \frac{Q}{\rho c} \quad \text{(3)}
\]

in which \(\Gamma\) is the deep-layer lapse rate and \(c\) is the specific heat of seawater. Assuming that temperature does not change in time below the mixed layer, \(\Delta T\) denoted as the temperature jump across the bottom of the mixed layer,

\[
\Delta T = T_{ml,t} - \left[ T_{ml,0} + \Gamma (h_0 - h) \right] = T_{ml,t} - T_{p,t} \quad \text{(4)}
\]

where \(T_{ml,t}\) is the temperature of the mixed layer at time \(t\) and \(T_{p,t}\) is the temperature immediately below the mixed layer. The values of \((hu), (hv)\), and the term in the square brackets of Equation (3) are advanced in time by integrating Equations (1)–(3). Then, the separate values of \(h\) and \(T_{ml,t}\) are obtained based on the assumption that the Richardson number stays close to the critical value of one, i.e.,

\[
Ri \simeq \frac{g a \Delta Th}{u^2 + v^2} = Ri_{\text{critical}} = 1 \quad \text{(5)}
\]

where \(g\) is gravity and \(a\) is the thermal coefficient of expansion. In general, the external heat flux acted as an external force and further changed the ocean enthalpy in Equation (3). The external heat flux, hereafter named total energy flux, includes both net radiation and net heat flux.

The 1D OML model requires an initial condition of the OML depth (MLD) and the deep-layer lapse rate (K m\(^{-1}\)). MLD is defined as a well-mixed layer in which the temperature, salinity, and density are nearly uniform following certain criterion. Both parameters are set with horizontally uniform values for all grid points based on the area averages. The daily MLD data are obtained from the ECMWF ORAP5.0 reanalysis project during a 5-year period from 2009 to 2013 [29]. The MLD chosen from ECMWF dataset is defined as the depth at which the density exceeds a 0.01 kg m\(^{-3}\) difference from the 10 m reference depth value. The lapse rate is computed with daily temperature profiles below the MLD from the Global Ocean Physics Reanalysis (GLORYS12V1) product by the European Copernicus Marine Environment Monitoring Service (CMEMS, http://resources.marine.copernicus.eu/, accessed on 4 August 2020). Due to data availability, the MLD for lapse rate is determined with temperature threshold criterion by \(\pm 0.2 \, ^\circ C\) with a reference depth at 10 m [30]. The deep layer is defined as the ocean layer between the MLD and 225.5 m depth from the surface, as the temperature changes drastically within this layer. In addition, the initial SST value, lateral boundary condition, and the other essential variables for the simulation are obtained from the ERA5 six-hourly data at a 0.25\(^\circ\) x 0.25\(^\circ\) spatial resolution [31].

The setups above are the baseline configuration of our simulations, and we refer to the experiments of this group as “1D”. Table 2 shows the experimental setup for each simulation in terms of the SST condition and ocean coupling applied to the simulations.
To compare the model sensitivity in simulating the heavy rainfall case, a group of static SST experiments (named “Fix”) is conducted with the same physical package setup and initial condition. In addition, another two groups of experiments are conducted based on different initial MLD values, which are varied by one standard deviation (±1 std) from the daily MLD values during the whole analysis period 2009–2013. These two groups are referred to as “Deep” and “Shallow”, which are used for evaluating the sensitivity of the 1-D OML model to different initial MLD values. The standard deviation is 4.32 m, calculated from high-pass filtered MLD data, for which a 10-day moving average is removed. The MLD for the 26 cases ranges from 12.5 m to 32.8 m.

Table 2. Experimental setup for each simulation. Shallow and Deep simulations are simulated based on the same setup as 1D with ±1 standard deviation (STD) difference from the initial MLD.

| Experiment | SST Condition | Ocean Coupling |
|------------|---------------|----------------|
| Fix        | ERA5 initial SST (fixed) | None |
| 1D         | ERA5 initial SST, SST changing based on WRF 1-D OML model (initial MLD = daily MLD, lapse rate = area mean daily lapse rate from vertical temperature profile) | 1-D OML model |
| Shallow    | ERA5 initial SST, SST changing based on WRF 1-D OML model (initial MLD = daily MLD − 1 STD, lapse rate = area mean daily lapse rate from vertical temperature profile) | 1-D OML model |
| Deep       | ERA5 initial SST, SST changing based on WRF 1-D OML model (initial MLD = daily MLD + 1 STD, lapse rate = area mean daily lapse rate from vertical temperature profile) | 1-D OML model |

2.3. Particle Trajectory Model Setup

In addition to analyzing the dynamic process included in the WRF simulation, trajectories of parcels are calculated to illustrate the contribution of the oceanic boundary layer to coastal rainfall. NOAA provides the Hybrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT) Model for tracing particles backward [32]. The particle trajectory is derived from the WRF simulated hourly wind field based on the Lagrangian model. Endpoints are set at 1500, 3000, 4210, 5500, 6600, and 7500 m above ground level (AGL), and the model is integrated backward for 30 h from 100 randomly selected locations at each level inside the storm center (Figure 5) of one case. In addition, the analysis is conducted separately for two different end-times based on the time of maximum rainfall rate.

3. Results

3.1. Heavy Rainfall Cases

The analysis of heavy rainfall is conducted based on 26 selected cases. The area-mean accumulated coastal rainfall over 36-h simulations shows similar magnitudes in four different model setups, 1D and Fix (Figure 2A), together with the initial MLD sensitivity test (Figure 2B). While 1D and Fix show minimal differences in coastal rainfall, different initial MLDs (shallow vs. deep) result in more than 15% changes in some cases, e.g., cases 14, 25, and 26 (Figure 2B). Differing from area-mean rainfall analysis, the maximum accumulated coastal rainfall exhibits significant differences, with higher magnitude in 1D for 16 cases and lower magnitude in 1D for the other 10 than the Fix simulations (Figure 2C). There are six cases out of those 16 cases that show a significant difference with a more than 15% increase in rainfall for the 1D simulation. Similarly, more than half of the cases showed a higher accumulated rainfall in the Shallow group than in the Deep group (Figure 2D).
Figure 2D also shows that a total of 10 cases reached a more than 15% increase in rainfall based on the shallow experiment.

Figure 2. Thirty-six-hour accumulated coastal rainfall of 26 selected cases based on its spatial average and maximum value in Domain d03 for (A, C) 1D and Fix (B, D) Shallow and Deep Simulation.

We select eight cases and grouped them into three separate groups, each of which shared similar rainfall patterns, to analyze the large-scale circulation. The groups are selected based on the dominant pattern of simulated rainfall difference between experiments, for which we require a significant positive difference between 1D and Fix and a positive difference between Shallow and Deep. Such selection criteria are set to ensure representativeness of the composite analysis because Fix simulation is equivalent to setting an infinitely deep MLD. Thus, consistent positive differences between the two pairs of experiments suggest a more robust response to changes in mixed layer properties. In addition, a statistical analysis of the normalized accumulated rainfall based on the k-medoids clustering method is also used for the grouping cases into five groups (Supplementary Figure S1). The number of groups is limited to a maximum of five in the K-medoids cluster analysis, which results in three major groups. The other two groups only contain one case each and therefore are excluded from Figure 3. Group 1 consists of cases 7, 20, and 21, while Group 2 covers cases 8, 9, and 22. An additional Group 3 represents Case 2 and 3. The case naming follows the case order in Figure 2. The large-scale pattern for each group is presented as low-level (700 hPa) horizontal wind, moisture flux, eddy component of the temperature, and upper-level geopotential height (Figure 3). The weather variables are chosen to be those at the times with the maximum rainfall rate for each case.

The rainband of Group 1 members is generally located along the South China coast with the highest magnitude around Guangxi Province (Supplementary Figure S1a–c). The geopotential height at 500 hPa indicates a trough and low-pressure system in the upper level (Figure 3d). As a result, a low-level convergence is shown in the southeastern part of the trough. A low-level jet appears at approximately 23–27° N, inducing strong moisture transport toward the coast of Southeast China (Figure 3a). Similarly, the rainfall bands for the three cases in Group 2 are concentrated over Southeast China at approximately 27–30° N, 115–125° E (Supplementary Figure S1d–f). A weaker upper-level trough compared to Group 1 is located near the storm center with a strong low-level jet along 25° N (Figure 3b,e). The strong jet results in water vapor transport toward the eastern coastal region at approximately 115–125° E. The presence of moisture around the eastern coastal region leads to heavy rainfall events over the same region.
Figure 3. (a–c) 700 hPa wind (vector) and horizontal moisture flux (shading) and (d–f) eddy component (deviation from zonal mean) of 700 hPa temperature (shading) and 500 hPa geopotential height (contours). Data from 1D simulations are used in these composite maps. Each variable represents the mean value of the group at the time of each member’s maximum rainfall rate.

For the third group, the two members show similar accumulated rainfall patterns, with the highest value over the coastal region of Vietnam (Supplementary Figure S1g,h). The presence of low-pressure anomalies over land and high-pressure anomalies over the South China Sea generates low-level easterly flows, which transport moisture from the ocean surface toward land (Figure 3c,f). The moisture flux is not particularly strong. However, possibly due to the triggering of orographic convection along the Vietnam coast, the moderate moisture transport toward the coastal region from the SCS brings a maximum
of approximately 400 mm accumulated rain in the Vietnam coastal region (Figure 3c and Supplementary Figure S1g,h).

In summary, the common characteristics of the three groups are the presence of low-level jets, which cause moisture transport at least partially from the ocean toward coastal regions; upper-level low-pressure anomalies or troughs are present to cause local convergence and trigger convection. In addition, the long rainfall band that appeared in Groups 1 and 2 is also possibly related to the spring climatology pattern of the vertically integrated horizontal water vapor transport (IVT) within the atmospheric river (AR) plums [33]. They show that ARs contribute up to 52% of rainfall in Southeast China during the spring season (March-April-May), which is wide enough to cover most of southeast China and the western north Pacific (WNP) with a high IVT value.

In addition to cluster analysis on the weather system, a scatter plot of the SST and accumulated rainfall difference between simulations summarizes the general sensitivity test (Figure 4). One-dimensional simulation shows more than half of the cases exhibit a warming response within the range of 0–0.5 °C compared to Fix simulation. Similarly, a warming response in the Shallow experiment compared to Deep runs is also shown within a slightly smaller range (−0.05–0.3 °C). In addition, the Shallow experiment suggests that cases within 0.1–0.3 °C warming exhibit relatively more intense rainfall compared to the weak-warming groups.

Figure 4. Scatter plot of the difference in area-maximum of 36-h-accumulated coastal rainfall (mm) vs. difference in SST (°C) at the end of the simulation. The blue dots and circles represent the difference between 1D and Fix, while the red dots and circles are the difference between Shallow and Deep. Only cases with positive change in rain maxima are shown in filled circles.

3.2. A Case Study

In this section, we conduct detailed analysis for one heavy rainfall case to understand what processes are critical for causing large sensitivities of coastal rainfall to ocean mixed layer properties. Among the eight cases discussed above, Case 20 (19 May 2009) shows the highest consistent difference between the four model setups (Figure 2), and it is also one of the cases with the strongest precipitation intensity. Different experimental setups of each model result in different coastal rainfall maxima while maintaining the general rainfall spatial patterns. Therefore, it is reasonable to focus on a fixed area to analyze and understand the dynamic process related to rainstorms. For Case 20, we define a rectangular area to represent the storm center based on the liquid water and ice mixing ratio. An examination of cloud cover at 450, 500, and 600 hPa pressure level data suggests that the storm center area is located at 21.3° N–22.7° N, 107.0° E–110.2° E (white boxes in Figure 5). The area average of accumulated rainfall inside the selected region shows approximately 40% more rainfall in the 1D simulation than in the fixed simulation for
this case and a more than 20% increase in the shallow experiment compared to the deep experiment (Figure 5).

Figure 5. Accumulated rainfall of different experiments based on (a) 1D, (b) Fix, (c) Shallow, and (d) Deep Simulation.

The time series of the area-averaged water vapor path (WVP) based on column-integrated water vapor shows the temporal change over 36 h. It reaches maxima of 60 and 64 kg m$^{-2}$ around Hours 10 and 28, respectively (Figure 6). The temporal pattern indicates diurnal variability, as it hits the lowest magnitude at Hour 18 (12:00 UTC), while it peaks approximately 12 h later. The diurnal variability is probably related to the sea breeze near the coast. A recent study suggests that in the pre-summer time near the South China Coast, the nocturnal low-level jet can interact with moist monsoonal flow and trigger intense nocturnal convection [34]. The large value of WVP around Hour 28 is probably a result of the enhanced local convergence due to convection. However, there are no significant differences in WVP over the storm center (white box) between different experiments. The analysis on maximum convective available potential energy (CAPE) also shows no trace of significant difference between all four simulations (not shown), suggesting a dominant contribution from other dynamic processes in generating heavy coastal rainfall.

The minimal changes in vertically integrated moisture between different experiments suggest that the difference in accumulated rainfall is most likely due to variations in vertical motions in convection. The maximum magnitude of vertical motion in the 1D simulation indicates some diurnal variability in the 36-h simulation, while the average value within the storm area shows a single peak at hours 25–36. The vertical motion reaches its maximum value of 30 m/s at 300 hPa (Figure 7a). Similarly, the average vertical motion inside the storm center (white box) peaks at 300 hPa with an amplitude of 0.7 m/s (Figure 7b). Similar diurnal variability and area-mean vertical velocity patterns are also observed in shallow and deep simulations (not shown).
The maximum vertical motion \( (w) \) in the fixed simulation is generally weaker than that in 1D between Hours 7 and 16 (Figure 7c). In the period between Hours 22 and 31, the weaker vertical motion in Fix is persistent during this peak period of convection and rainfall. Similarly, a clear difference is observed in the average vertical motion pattern, with stronger vertical motions in 1D than in Fix during the peak period (Figure 7d). The fluctuating difference in vertical motion maxima, as in Figure 7c, also appears in the difference between shallow and deep simulations. The maximum \( w \) at the peak of convection is approximately 10 m/s stronger in the shallow simulations than in the deep simulations.

Figure 6. Area-averaged water vapor path (WVP) within the storm region (white box in Figure 5) in the simulations of Case 20.

Figure 7. Vertical velocity \( (w) \) inside the storm region (white box in Figure 5) during the simulation of Case 20. (a) Shows the area-maximum value based on 1D; (b) area-mean value based on 1D, difference between 1D and Fix simulation according to (c) the area-maximum and (d) area-mean.
3.3. Ocean Surface Flux and Boundary Layer

The air–sea interaction process is a critical part of understanding the differences between different experiments. The vertical mixing in the subsurface layer of the northern part of the SCS brings notable changes in the SST in the 36-h simulation of Case 20. Figure 8 shows the SST spatial patterns at the end of the simulations with warmer SST near the northwest coast and lower SST over the northeastern part. A warming effect up to 0.7 degrees due to the inclusion of the 1D model is observed near the coast and in the northeastern part of the SCS (Figure 8b). Furthermore, different initial MLD values also result in different SST responses. The shallow experiment exhibits temperatures 0 to 0.4 degrees warmer than the deep experiment (Figure 8c,d).

The differences in SST between different simulations can be understood by examining the energy fluxes at the ocean’s surface. In this study, the energy flux is divided into two components: the net radiation and net heat flux. The net radiation flux is a diagnostic variable calculated from the net longwave radiation (downward minus upward radiation) and net shortwave radiation at the ocean surface in the model. A standard definition of the net radiation flux follows a positive value when directed downward. Figure 9A shows the area mean net radiation flux at the ocean’s surface in Domain d03 of the simulations. It exhibits clear diurnal cycles, with the highest magnitude of 800 W/m$^2$ at local noon. The SST field also exhibits a weak diurnal cycle with an amplitude of approximately 0.06 degrees (not shown). However, there is no significant difference in net radiation flux between 1D and Fix simulations or between the Shallow and Deep experiments (not shown in Figure 9A). The similar pattern in net radiation flux response is aligned to several studies showing net heat flux domination on the SST feedback [35,36]. In contrast, the net heat flux, the sum of sensible and latent heat flux at the ocean surface, shows no significant sign of the diurnal cycle and exhibits a gradual increase after the 5th hour; the figure suggests a consistently higher magnitude in 1D than in Fix (Figure 9B). The shallow and deep simulations show a net heat flux similar to that of Fix with a slightly higher net heat flux in the shallow region among all simulations.

The energy fluxes in the experiments suggest that the relatively warm SST in the 1D and shallow simulations is contributed by the incoming solar radiation in the daytime. Although the SST difference between 1D and Fix (Shallow and Deep) is only around 0.5 (0.2) degrees, the resulting net heat flux is approximately 10–15 (5–10) W/m$^2$ (Figure 9B). Figure 10 shows the spatial distribution of net heat flux in the simulations.
Compared with Fix, the 1D simulation exhibits an approximately 15% change at the 25th–30th hour period and an approximately 25% change in the 31st to 36th hour in net heat flux. These changes are mostly concentrated over the northwestern part of the SCS (Figure 10c,d). The largest differences appear in the offshore areas near the storm center. The experiments with different initial MLD values (shallow vs. deep) also suggested significantly different net heat fluxes, with generally higher magnitudes in the shallow run (Figure 10e–h).

The difference between the simulations in net heat flux can be explained through the overall warmer SST in 1D and Shallow (Figures 8b–d and 10c–h). However, the increase in net heat flux due to warmer SST is larger over the northwestern SCS than over the northeastern part (Figure 10). Such a distribution indicates a weaker heat flux response over the area with initially cold SST (Figure 8a). In addition, the northeastern SCS is characterized by a lower net heat flux than the northwestern SCS (Figure 10a,b).

The temporal and spatial changes within the boundary layer are calculated based on the vertical average of the equivalent potential temperature (\(\theta_e\)) below the 850 hPa model level. \(\theta_e\) indicates the existence of a warm-moist tongue over the northwestern SCS (Figure 11a,b). The strong southerly wind and high \(\theta_e\) over the west SCS enhance the moisture and entropy transport from the ocean to the coastal region, where the high entropy air encounters low entropy air from the inland area. Figure 11c–f shows that the oceanic flow over the SCS has consistently higher entropy in the 1D and shallow simulations than in the fixed and deep simulations. This supply of low-level high entropy air is probably responsible for the more intense convection in the 1D and shallow simulations. Over land near the storm center, the sign of \(\theta_e\) change is uncertain, especially in Figure 11c,f. Figure 11c shows that over land, near the storm center, the 1D simulation exhibits a tendency to have a boundary layer with higher \(\theta_e\), but Figure 11f exhibits lower \(\theta_e\) over land but significantly higher \(\theta_e\) over water near the storm center. Because Figure 11c,f are the poststorm period, we believe the inconsistent \(\theta_e\) change over land is the result of the details of storm dynamics instead of the cause of the changes in storm intensity. While the change in oceanic flow entropy intensifies convection in both 1D and Shallow simulations, vertical mixing due to storms may increase or decrease local low-level entropy (compared with Fix and Deep), depending on the details of storm dynamics.
3.4. Particle Trajectory

The NOAA HYSPLIT model provides a particle back-tracing function based on predicted wind simulated in WRF. We conducted HYSPLIT analysis by choosing two different times of the particle’s ending position at the 32-nd and 29-th hours of the simulation. This choice is made based on the maximum rainfall rate time, as both simulation times show similar rainfall maxima. The source of the back-tracing analysis starts from 100 randomly selected particle positions inside the storm center at six different vertical levels (Figure 5 white box). Each trajectory is obtained by integrating the HYSPLIT model backward for 30 h. In this study, the proportion of particles that originated from the ocean was calculated based on each of the four simulations and the backward trajectory of the particles. Figure 12 shows a backward trajectory map based on the particle ending at 21.97°N 109.86°E during one of the end times at 1 a.m. UTC (Hour 32 on 19 May 2009). This illustrates that some particles come from different places in the ocean regions and end at four different altitudes, ranging from 1500 m AGL to 5500 m AGL (Figure 12).

Figure 12 shows that particles ending at 1500 m AGL inside the storm center have the longest traveling time among other altitudes. While the overall particle back-tracing shows that both end-times provide slightly different proportions, particles ending at the 32-nd hour of the simulation (01:00 UTC, 19 May 2009) have a larger portion (26%) from the ocean, and those ending at the 29-th hour of the simulation (23:00 UTC, 18 May 2009) have 21% from the ocean (Table 3). The fraction of particles originating from the ocean is lower at higher levels. The large fraction of particles originating from the ocean in the low-level
atmosphere suggests that oceanic boundary layer air can travel for a long distance while staying near the ocean surface during travel. Therefore, even when the change in ocean surface heat flux is far from coastal convection, subtle changes in the ocean boundary layer properties can still influence convection triggering and intensity over land.

Figure 11. Equivalent potential temperature, $\theta_e$ (K) for (a,b) Fix and (c–h) the difference between simulations. $\theta_e$ data is the mean value within the PBL. Vectors show the mean wind at the 850-hPa level based on the 1D simulation.

Table 3. Particles originated from the ocean based on HYSPLIT model integration. The ending points are set at 100 locations inside the storm center for each height level, and trajectories are calculated by integrating backwards for 30 h.

| End-Time          | 7500 m | 6600 m | 5500 m | 4210 m | 3000 m | 1500 m |
|-------------------|--------|--------|--------|--------|--------|--------|
| 11 p.m. UTC 18 May 2009 | 4%     | 3%     | 5%     | 6%     | 10%    | 26%    |
| 1 a.m. UTC 19 May 2009  | 6%     | 8%     | 8%     | 11%    | 15%    | 21%    |
Figure 12. The backward trajectory calculated for some particles ended at 21.97° N, 109.66° E at Hour 32 (peak time of rainfall). Different colors with marker represent six different altitudes of the particle’s ending point, red: 7500 m; dark blue: 6600 m; green: 5500 m; light blue: 4210 m; rose red: 3000 m; yellow: 1500 m. The calculation was performed by integrating the HYSPLIT model backwards for 30 h. The starting points (right ends in the bottom panel) of some trajectories are not 30 h prior to the ending time because the tracing reaches the western boundary of Domain d03.

4. Discussion and Conclusions

The active role of the ocean in the climate system has long been appreciated, and it is also known that the ocean’s memory plays a paramount role in subseasonal to seasonal weather forecasts [37]. However, for short-range weather forecasting, only the intense air-sea interaction in TCs has been addressed in previous studies [9,10,38,39]. In this study, we intend to assess the necessity in the inclusion of ocean mixing process for short-range NWP forecast of extreme rainfall. Our investigation here suggests that in the short-range forecast of non-TC precipitation events, a significant number of them are sensitive to ocean mixing processes, which improves the representation of short-term variability in SST compared with prescribing persistent SST conditions.

In our study, we conducted four groups of simulations, one of which used fixed SST conditions and the others used different setups of the initial mixed layer depth. Of the 26 extreme rainfall cases we simulated, most cases in the four experiments show similar area-mean coastal rainfall. However, the different groups exhibit substantially different rainfall maxima in a significant number of cases. Comparing the group with the standard mixed layer depth setup to that with fixed SST, six cases exhibit a more than 15% increase in rainfall maximum, and two cases exhibit a more than 15% decrease. Similarly, 10 (3) cases exhibit a greater than 15% increase (decrease) in the simulations with shallower mixed layers than in those with deeper layers. The difference in rainfall maxima based on four different experiments suggests the sensitivity to ocean mixed layer modeling, such as
the initial ocean mixed layer depth, in simulating extreme rainfall over the coastal region. Under the same initial SST value for each simulation, 1-D ocean mixed layer model added the ocean vertical mixing process to the simulation and leads to larger than 15% change (increase or decrease) in 8 out of the 26 cases.

In the detailed analysis of a single case with larger changes, we found that switching to the mixed layer model from fixed SST leads to an overall increase in SST during the simulation, albeit some locations exhibit changes close to zero. The simulation with a shallower mixed layer also exhibits overall warmer SSTs than the simulation with a deeper mixed layer depth. The SST changes are only a few tenths of a degree. We did not find a significant change in atmospheric water vapor load due to this slight warming effect, but the vertical motions in this case are strengthened substantially. Our analysis suggests that near-surface level air gains higher equivalent potential temperature due to the weak warming effect in SST and eventually leads to the intensification of ascending motions in convection. Such findings of the critical effect of low-level moisture on convection triggering and development are consistent with previous studies [40–42].

An examination of all of our simulations shows that the group with the mixed layer model consistently produces warmer SSTs (0–0.5 °C) than the group with persistent SSTs; the group with shallower mixed layers also exhibits a consistent warming effect (−0.05–0.3 °C). The consistent warming effect may be due to biases in the ERA5 reanalysis data, in which SST data do not have diurnal cycles and are updated every day at 22:00 UTC (06:00 Hong Kong time). However, as shown in Figures 2 and 4, overall warming does not always mean that the persistent SST setup would lead to underestimation of precipitation maxima. While more cases exhibit increases in rainfall maxima in response to warming, some other cases exhibit decreases. Actually, the largest change is in a case in which the average SST increases by 0.14 °C when switching from the deep to the shallow mixed layer depth setup but rainfall maxima decreases by 220 mm. The complex responses in the simulations suggest that the effect on rainfall maxima depends not only on regional mean SST but also on spatial variability, which is determined by the detailed distribution of clouds and gustiness and initial SST.

Our study here suggests that even though the short-term air–sea interaction is much less intense when TCs do not exist than when they occur, the temporal and spatial variability of SST can still significantly impact the short-range weather forecast for rainfall extremes. A full dynamic ocean model coupled with the atmosphere model may provide the most accurate representation of ocean dynamics, given that small-scale eddies in the ocean do have a non-negligible effect on storm development [43], but the substantial increase in computational cost may not be desirable for a short-range weather forecast. A simple mixed layer model adds little computational cost to the forecast, yet how to set up its parameters to optimize its accuracy and limit such tuning has not been studied before. This problem will be explored in our future work.

What is also highlighted in our study is the necessity of acquiring subsurface layer observations of the ocean. We showed that the uncertainty in the initial mixed layer depth at an amplitude comparable to its daily variability could lead to a substantial change in the forecast of rainfall extremes. Regardless of whether a full dynamic ocean model or a simple mixed layer model is the preferred choice for short-range weather forecasting, the accuracy of forecasting cannot be effectively enhanced without reliable observation data. Furthermore, an assessment of the model accuracy against observations will be another focus of the future work. The SST bias for different cases will support the analysis to link the SST bias pattern and short-range rainfall forecast. Moving the analysis period to the rainfall cases in recent years will lead to the possible use of the high-density automated station to further support the finding in this study.
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