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ABSTRACT
High-quality traffic flow generation is the core module in building simulators for autonomous driving. However, the majority of available simulators are incapable of replicating traffic patterns that accurately reflect the various features of real-world data while also simulating human-like reactive responses to the tested autopilot driving strategies. Taking one step forward to addressing such a problem, we propose Realistic Interactive Traffic flow (RITA) as an integrated component of existing driving simulators to provide high-quality traffic flow for the evaluation and optimization of the tested driving strategies. RITA is developed with consideration of three key features, i.e., fidelity, diversity, and controllability, and consists of two core modules called RITABackend and RITAKit. RITABackend is built to support vehicle-wise control and provide traffic generation models from real-world datasets, while RITAKit is developed with easy-to-use interfaces for controllable traffic generation via RITABackend. We demonstrate RITA’s capacity to create diversified and high-fidelity traffic simulations in several highly interactive highway scenarios. The experimental findings demonstrate that our produced RITA traffic flows exhibit all three key features, hence enhancing the completeness of driving strategy evaluation. Moreover, we showcase the possibility for further improvement of baseline strategies through online fine-tuning with RITA traffic flows.
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1 INTRODUCTION
With the empowered ability of artificial intelligence, autonomous driving has become one of the promising directions for both research and application. Due to the safety concern and the high cost of real vehicle testing, autopilot simulation is widely used for fast iteration and verification of driving algorithms [15, 28]. It attracts massive attention from researchers and industries to build a high-quality simulator. However, existing open-sourced autopilot simulators primarily focus on traffic modeling with hand-scripted rules to facilitate lane following, collision avoidance, etc. [17, 23]. Such heuristic rules are insufficient to model the variability and noise in real-world human driving behaviors.
To improve the fidelity of driving behavior simulation, replaying the movement in the human driving dataset [27] has become popular. However, the data replay lacks fidelity during real-time interactions, since the social vehicles cannot provide reasonable responses when the ego vehicle acts differently as in the dataset. To further generate both realistic and reactive traffic flows, supervised learning approaches have been applied in social vehicle modeling [2, 3]. Unfortunately, supervised decision models suffer from compounding errors [37] and causal confusion [13] problems, which make them perform poorly as the planning steps and traffic density increase. Adversarial imitation learning methods handle these issues through rich online interactions in driving simulators [7, 8]. However, few works have explored the potential of using them to enhance the traffic flow in existing simulators.

Another advantage of using simulations is that it allows users to design extensive and specific scenarios beyond those from the datasets to evaluate driving strategies. Prior learning-based works in building traffic flow only use a single model or multiple models separately [22, 39], which limits the configurability of the simulator. A recent work, SimNet [3], replaces the model-inferred steering angle with hard-coded values to force generating lane-changing behaviors of social vehicles. This approach sacrifices fidelity to provide specific interaction scenarios. Instead, our focus is to enable specific scenario generations while maintaining fidelity.

To provide a principled and unified solution for building high-quality traffic flows in driving simulators, in this paper, we propose RITA, a traffic generation framework with Realistic Interactive Traffic flow. RITA focuses on augmenting existing autonomous driving simulators with high-quality traffic flows, aiming at reaching three design goals: fidelity, diversity, and controllability. To meet these requirements, RITA is developed with two core modules: RITABackend and RITAKit. The first module, RITABackend, incorporates machine learning models built from real-world datasets, including vehicle control and guided traffic generation models. In particular, the vehicle control models are trained using adversarial imitation learning methods, which generate specific behaviors and generalize better outside the data distribution than supervised methods. In addition, the guided traffic generation models are for customized background traffic generation, providing specific initialization states with a guided diffusion sampling algorithm. The second module, RITAKit, is an easy-to-use toolkit that combines models from RITABackend to generate traffic flows in the simulator. RITAKit has a friendly programming interface that makes it easy to set up the different traffic flows that can be controlled.

To show the superiority of generated traffic flows and demonstrate the usages of RITA, we conduct experiments on two classes of representative tasks in highway driving, cut-in and ramp. With regard to these tasks, we first assess the quality of the generated traffic flow with regard to three design goals. Then we show two use cases of RITA to facilitate the autonomous driving workflow. On the one hand, RITA traffic flow can be used flexibly to benchmark off-the-shelf driving strategies from different aspects. Benchmarked driving strategies are either hand-crafted or trained with the history-replay traffic flow. Also, RITA traffic flow can help further improve the driving strategies’ performances by allowing online interactions with reactive and realistic social vehicles. Currently, RITA is in the process of being incorporated into Huawei’s autonomous driving platform. In the future, we hope RITA can serve as a standard building block in developing high-fidelity autonomous driving simulators and contribute to the evaluation and improvement of driving strategies for the community.

### 2 KEY FEATURES

We highlight three key features of the traffic flow in RITA.

**Fidelity.** Fidelity is an essential measure of simulators that describes the gap between the simulation and the reality [38]. In particular, driving simulators are essential for ensuring the sim-to-real performance of driving algorithms and are the most effective evaluation tool before real-world road testing. Thus, the smaller the gap between the interaction responses in the simulator and those encountered in reality, the more likely it is that a strategy achieving high performance in the simulator will also perform well in real road conditions. The fidelity of the traffic flow lies in two aspects: 1) the vehicle state distribution in the traffic flow. For example, vehicles always move fast on highways in light traffic conditions; 2) the fidelity of the responses from vehicles from the traffic flow when interacting with other vehicles, like the typical lane-changing scenario. We observe that human drivers exhibit specific noise in multiple dimensions when performing lane changes in real datasets. Therefore, we would expect that the traffic flows generated by RITA also possess similar microscopic properties to human interaction behaviors.

**Diversity.** Human driving behavior exhibits a high degree of diversity due to differences in destinations, road conditions, drivers’ personalities, and other factors. This means, in similar situations, three distinct drivers will behave differently: if driver A tries to change lanes to the left when there is a vehicle in his front, driver B can tend to maintain his current route; even if driver C also chooses to change lanes, the timing of action and the speed of lane change can be quite different. To reach that, we must ensure that RITA’s basic vehicle control models include as much behavioral diversity as possible from real data. In addition, when these models are combined to generate diversified traffic flow, the resulting behavior still maintains a high fidelity level.

**Controllability.** Building upon diversity, we can define controllability as an enhancement feature, i.e., the ability to generate customized traffic flows based on user specifications from many potential instances. For example, we can construct test tasks with different difficulty levels by adjusting the distribution and behavior of the traffic flow, or we can generate scenarios with a targeted assessment of the weaknesses of the driving strategy under test. High controllability also corresponds to high usability, allowing various researchers to build their benchmark tasks by simply changing the parameters of the traffic definition interface in RITAKit. The modular design of RITA allows it to be easily extended to more maps and datasets, or even used by other simulators.

### 3 RITA OVERVIEW

In this section, we present an overview of our proposed traffic generation framework. To achieve the three design goals, the framework needs to be able to have sufficient expressiveness to cover the diverse traffic flows in the real data and enough variable modules to
The goal of this paper is to build microscopic traffic flows that can benchmark tasks can be made with less effort, where users do not need to define each sub-model call manually. During the evaluation procedure, both RITAKit and ego strategies are plugged into SMARTS to control social vehicles and ego vehicles, respectively. RITAKit also takes ego strategies as input for rare-case generation and automatically generates customized traffic flows.

In the following, We begin by introducing four example real-world tasks used to demonstrate the construction and use of the RITA in Section 4. After that, we show the training and evaluation results for models in RITABackend in Section 5, and describe RITAKit in detail in Section 6. In Section 7, we demonstrate the benchmarking results of different ego strategies and further optimization of these strategies on RITA traffic flows.

4 EVALUATED TASKS

We focus on four typical interactive tasks on highway driving to showcase the complete pipeline of building RITABackend and using RITA to benchmark ego strategies via RITAKit. We construct these tasks from the open-source NGSIM I80 dataset for training and evaluation.

**Task 1: Left Cut-in scenario.** Social vehicles in the lane to the right of the lane in which ego vehicles are located will attempt to change lanes to the left.

**Task 2: Right Cut-in scenario.** It is a symmetrical situation with Task 1, when the social vehicles try to change to the right lane where ego vehicles are located.

**Task 3: On-ramp scenario.** This task handles the classic ramp road structure in the highway scenario. Ego vehicles start from the

Figure 1: Overview of the RITA traffic generation pipeline.

Figure 2: Compositional illustration of RITA.
right-most lane of the highway road, and there is a constant flow of social vehicles merging in from the ramp on the right.

**Task 4: Off-ramp scenario.** In this benchmarking task, ego vehicles also start from the right-most lane. Social vehicles surrounding ego vehicles attempt to exit the highway from the right-hand ramp.

In this paper, the training of models in RITABACKEND, the scenario specifications based on RITAKit, and the evaluation and optimization of ego strategies will all be based on these four tasks. We provide schematic illustrations of these four tasks in the Appendix.

# 5 BUILDING RITABACKEND

## 5.1 Model Zoo

To evaluate the ego strategies with high-fidelity traffic flows, we build a set of reactive agents that can generate traffic flows with flexible interactions. Instead of designing complex and proper reward functions for reinforcement learning driver agents, our reactive agents learn to behave like a human driver by imitating real-world data. To this end, we utilize imitation learning methods [20, 25], which provide a way to learn from demonstrations and mimic the demonstrator’s behaviors. In RITA, we maintain a model zoo that integrates a set of imitation learning algorithms for building reactive agents. There exists some previous methods that take behavior cloning (BC) to learn their reactive agent models, such as [2, 4], due to its simplicity. However, BC can suffer from serious compounding error problem when data coverage is limited [29]. On the contrary, inverse reinforcement learning (IRL) methods [1] theoretically outperform BC with less compounding error [37]. Thereafter, we take off-the-shelf Generative Adversarial Imitation Learning (GAIL) algorithm [20] and its variants to build agent models in our model zoo. In the following, we briefly introduce these methods and their features for driving strategy learning.

### 5.1.1 Single-agent GAIL

We apply GAIL, a single-agent algorithm, to multi-agent learning problems by independently learning different agents’ strategies. In our implementation, we train the policy model by iteratively replacing one history vehicle in the replay data as the ego vehicle to be controlled. Although GAIL can not automatically detect and extract different behavior modes, individual GAIL models can exhibit distinct and desired reactive behaviors if they are trained to imitate a pre-selected portion of demonstration data (e.g., left cut-in).

### 5.1.2 InfoGAIL

We include InfoGAIL [24] in our model zoo to capture the diversity of human driving patterns and produce high-quality interactive scenarios. The latent variable in InfoGAIL models can automatically detect and represent different distinct modalities of the unlabeled recorded data. Since InfoGAIL is also a single-agent algorithm, the implementation follows the independent training style as GAIL. RITA can provide diverse scenario configurations by controlling the latent variable.

### 5.1.3 MAGAIL

Considering the multi-agent nature of autonomous driving and modeling the interaction between different agents, we also include the multi-agent extension of GAIL, i.e., MAGAIL [32], to serve as a multi-agent reactive agent. During training, a parameter-sharing MAGAIL model [9] controls all the vehicles in an area.

## 5.2 Model Performance Analysis

To show the high fidelity of the learned models, we evaluate their performance from four aspects:

- **Safety:** Non-collision rate with social vehicles.
- **Completion:** Completion rate of finishing specific interaction behavior.
- **Stability:** A constant minus the mean value of acceleration and yaw rate for the trajectory. Here, we select the constant as 1.0 for better visualization.
- **Diversity:** Standard deviation of acceleration and yaw rate for the trajectory.

We evaluate whether these models are capable of serving as social vehicle strategies. Therefore, we use the trained models to control one social vehicles, and other social vehicles and ego vehicles follow the recorded trajectories in the dataset. The results are shown in Fig. 3. It is easily concluded that all GAIL-based models enjoy high safety and completion rate, which outperforms BC a lot, showing their capability for traffic generalization. The high stability provides smooth driving behavior similar to humans, along with some model-specific character. In particular, we find that the multi-agent reactive agent (MAGAIL) has the highest safety rate, while the multi-modal reactive agent (InfoGAIL) differs in diversity. These features indicate the necessity of multiple training algorithms for diverse models. Notably, the model performance does not seem high enough to create totally safe traffic, which may be because we enforce the model to make specific interactive behavior, resulting in the loss of reactivity. However, complete safety is meaningless since autonomous driving simulation needs exactly the realistic but unsafe environment for policy to make self-improvement.

## 5.3 Guided Traffic Generation

When utilizing RITA to provide traffic flows for interacting with ego vehicles, a natural way is making all social vehicles controlled by reactive agents from the model zoo. However, such an approach can be computationally expensive when there exists numerous vehicles. Also, when an increasing number of vehicles react to each other, there is a growing chance of deviating from model training distributions. To save simulation cost and alleviate the aforementioned distributional shifts, we pre-specify a special region, which is called bubble, on the map. Typically, the bubble covers the area inside which reactive behaviors are mostly expected to happen, such as the ramp merge area. Only social vehicles inside the bubble are controlled by reactive models, while others are just replaying movements in static trajectories. In such a context, these static trajectories profoundly affect the interactions within the bubble by determining the initial states of social vehicles entering it. Even if we fix the control model of social vehicles within the bubble, the performance of ego vehicles under different static trajectories can vary much due to factors such as traffic density and the distance between social vehicles and ego vehicles.

Normally, the static trajectories can be sampled using dataset sampling, i.e., directly sampled from datasets. Although dataset sampling maintains a high degree of fidelity, it has a slight chance to sample trajectories from the long tail part of its distribution (e.g., a group of quite dense traffic) as the dataset can be potentially large. Also, the sampled trajectories are agnostic to benchmarked
strategies; therefore, dataset sampling overlooks the fact that every strategy has its Achilles heel.

RITA provides guided generation for acquiring static trajectories with more flexibility and controllability. First, a diffusion-based generative model \( \psi \) is trained in RITABackend to cover the multi-vehicles trajectories distribution of the dataset. The diffusion model is trained with the same objective as in DDPM, which is a reweighed version of the evidence lower bound (ELBO):

\[
\theta^* = \arg\min_{\theta} \sum_{i=1}^{N} (1 - \alpha_i) \mathbb{E}_{p(x)} \mathbb{E}_{p_{\theta_i}(z|x)} \left[ \left\| \psi(x, i) \right\|^2 \right] - \nabla_x \log p_{\theta_i}(\tilde{x}|x) \big| \big|_{2},
\]

where \( p(x) \) is the multi-vehicle trajectories distribution in the dataset, \( \alpha_i = \prod_{j=1}^{i} (1 - \beta_j) \), \( p_{\theta_i} (\tilde{x}|x) = N(\tilde{x}; \sqrt{\alpha_i}x, (1 - \alpha_i)I) \), and \( 0 < \beta_1, \beta_2, \cdots, \beta_N < 1 \) is a sequence of positive noise scales. After training, users can specify a (differentiable) scoring function on trajectories, whose gradient is used for guided sampling from the diffusion model [33]. A prediction network \( \mathcal{J}(x) \) trained on a small labeled dataset is well suited as the scoring function. The generated static trajectories are guided towards the high-score instances while still within the real data support.

Since it is difficult to define the order of vehicles in a multi-vehicle trajectory, the diffusion model uses a shared U-Net structure to process each vehicle’s trajectory and perform an order-independent self-attention operation on all vehicles’ intermediate features of the last encoder layer. The score function we used shares the same encoder structure with the diffusion model, but only performs attention operation between ego vehicle and other vehicles rather than a complete self-attention. This is because the metrics labels we used to train the scoring functions are primarily egocentric.

6 RITAKIT: A CONFIGURABLE TRAFFIC GENERATION TOOLKIT

In this section, we present RITAKit, a traffic flow generation toolkit for interactive scenarios. RITAKit is a middle-ware that connects user specifications and RITABackend to generate traffic flow. From the user perspective, RITAKit is an easy-to-use programming interface. The following code block shows an example of creating a user-specific scenario.

```python
1    ScenarioMaker(
2        scenario = "ngsim-i80",
3        bubble = Bubble(
4            type='moving',
5            zone=Rectangle(40, 20)),
6        interaction = "CommonLeftCutin",
7        guided_generation = "Stability",
8    )
```

We elaborate on each input parameter with how it influences the traffic flow and currently supported options.

- **scenario** specifies the map and the corresponding real-world dataset used to build models in RITABackend. Two scenarios, nsgim-i80 and nsgim-us101, are already integrated and tested. We are continuously working to incorporate more open-source datasets.

- **bubble** defines a special region in the roadway area to provide high quality and the most reactive traffic flow. Only social vehicles inside the bubble are controlled by the models from RITABackend. Before entering the bubble, the traffic is simply replaying the dataset, and after exiting the bubble, vehicles are controlled by IDM [35]. Bubble can be classified into two types, moving and fixed. The moving bubble is attached to and always covers the ego vehicle, while the fixed bubble is kept still in the specified positions.

- **interaction** configures the distribution of models that control social vehicles inside the bubble. There are well-designed built-in options to choose from, e.g., CommonLeftCutin, CommonOnRamp, RareLeftCutin and RareOnRamp. In 'Common' interaction, models will be uniformly sampled from the model zoo, while 'Rare' interaction uses more proportion of InfoGAIL models.

- **guided_generation** controls whether guided states generation is used and the score function for guiding. For example,
None means not using guided generation but uniformly sampling from datasets instead. Stability refers to built-in score function stands for generating states that make the benchmarked strategy get worse stability, according to our designed metric. We support score function reconstruction in configurable interfaces as well.

We can use the above RITAKit interface to build the four tasks introduced in Section 4. For the two cut-in tasks, a moving bubble is set around the ego vehicle. And for on-ramp and off-ramp tasks, fixed bubbles are set in the surrounding area where the ramp and the highway road intersect.

### 6.1 Generalized Traffic Flow Quality Measurement

In this subsection, we evaluate the quality of traffic flows generated by RITAKit specifications. Different from Section 5.2 where individual models are evaluated, here we assess the performance of various models when they are used together to take over all social vehicles. In Fig. 4, we present results on left cut-in and on-ramp tasks, and results on the other two tasks can be found in the Appendix.

#### 6.1.1 Interaction Behavior Analysis

We first quantify how the reactive agents perform in the interaction scenario. In particular, we measure from three key dimensions: time, time-to-collision (TTC), and lateral speed. Time can reveal the fluctuation during the interaction, and the other two dimensions show us more details about behavioral intensity and safety level.

To make reasonable analysis over time, we bring in the idea of Fourier analysis, mapping the time domain to the frequency domain for an overall view of the life cycle of an interaction. In detail, we conduct the fast Fourier transform (FFT) with 512 sample rates over lateral speed on trajectories and plot the envelope of them for each model, shown in Fig. 4a. Considering the area between the envelope and the frequency axis as a representation of the interaction distribution, we compare two quantitative evaluation metrics: IoU and Coverage. IoU is computing the intersection over union area of model and human data, and Coverage is defined as:

\[
\text{Coverage} = \frac{\sum_{f=-N}^{N} \min(\hat{q}_\text{model}(f), \hat{q}_\text{human}(f))}{\sum_{f=-N}^{N} \max(\hat{q}_\text{model}(f), \hat{q}_\text{human}(f))},
\]

where \(\hat{q}(f)\) is the amplitude at frequency \(f\). For analyzing TTC and lateral speed, we draw the scatter distribution at all cut-in moments in Fig. 4b. Assuming the data distribution as Gaussian, we further show the 95% confidence ellipse of human data and the combination of models (strategies).

In Fig. 4a, both interactive models can cover almost all the frequency domain with high IoU (GAIL: 0.79, InfoGAIL: 0.73) and Coverage (GAIL: 0.91, InfoGAIL: 0.95). For the InfoGAIL model, the shadow area indicates difference between its modalities, and such diversity are particularly evident in low and high frequency areas. Furthermore, in Fig. 4b, we find that the ellipse of reactive agents successfully matches most parts of human data distribution, showing its high fidelity. Additionally, the reactive agents occupy the nearby area of human distribution, which can be seen as a reasonable enhancement of interaction, showing the diversity of making rare cases.

#### 6.1.2 Traffic Flow Analysis

We measure the traffic quality in a holistic view, i.e., qualify the traffic flow generated by multi-agent reactive agents. In particular, we use affordance [11] as the metric, which calculates metrics with neighbors in an egocentric view. Since interaction commonly happens between ego-agent and its neighbors, this metric is amenable for analyzing interactive traffic. Here we take mean distance, speed, heading of neighbor vehicles to describe traffic dynamically. With human data as baseline (normalized to 1), we plot statistical bar charts in Fig. 4c.

These statistics show clear evidence that the traffic around ego-agent is very similar to human data. Specifically, the max error rate in both distance and heading ≤ 7%, speed ≤ 12%.

### 7 BENCHMARK AND OPTIMIZATION OF DRIVING STRATEGIES

This section demonstrates two use cases of traffic flows generated by RITA. First, we show that the RITA traffic flow can be used to assess the performance of given driving strategies. Specifically, we demonstrate the results of using replay trajectories generated from guided traffic generation. Then, we demonstrate that the RITA environment successfully optimizes policy trained on history replay traffic flows.

#### 7.1 Benchmark under RITA Traffic Flow

We benchmarked four popular AD solutions, including three machine learning algorithms, Behavior Cloning (BC), Generative Adversarial Imitation Learning (GAIL), Soft Actor-Critic [19] (SAC), and a rule-based agent using keep-lane strategy based on the intelligent driver model (IDM).

We evaluate the safe-driving ability of algorithms under the interactive traffic flow built by RITA. Differing from quality measurement, here we design strong interaction patterns and let the ego vehicle deal with constant active behavior from neighboring social vehicles that affect its normal driving.

The results are depicted in Fig 5, where GAIL shows the best performance regarding safety and stability in three of the four tasks. The reason may be that GAIL can efficiently use expert training data and interact online with the simulator. On the contrary, IDM shows poor performance because of frequent interaction in the traffic, which the model itself cannot handle properly. The only exception is the off-ramp task, where GAIL underperforms IDM and ranks the second. We argue that it is because the interactions between vehicles in the Off-ramp scenario are not complex, and rule-based policies can already achieve good results. Too much modeling of interactions between vehicles by GAIL will instead negatively affect the driving safety and stability. Also, we observed that all algorithms perform well on fix-located traffic tasks like on-ramp and off-ramp, which may imply interactive traffic with moving bubble has a more challenging dynamic to deal with.

**Benchmark using Guided Generation.** For the left cut-in environment, we conduct guided sampling of replay trajectories according to driving models, and evaluation results on these trajectories are shown in Tab. 1. The definition of Stability is the same as in Section 5.2, and Distance Ratio is the ratio of the actual distance traveled by the ego vehicle in the simulator to the distance traveled in the replay trajectory. The upper limit of the distance ratio is set to 1.
Figure 4: Measurements of traffic flow qualities. The first row corresponds to the left cut-in scenario, and the second to the on-ramp scenario. For interaction, (a) Fourier Analysis discusses lateral speed features over time, while (b) Scatter Distribution focuses on the cut-in moment when the most vital interaction happens. For traffic, (c) Traffic Flow Metrics quantifies the error of neighbors’ statistics between human data and policy-generalized data in an egocentric view.

Specifically, we compare guided sampling (Guided) with two other sampling techniques, dataset sampling (Dataset) and normal sampling (Normal). Dataset sampling first samples a period of 128 time steps (12.8 seconds) from the dataset and randomly chooses one vehicle that appeared in this interval as the ego vehicle. Then the other 15 vehicles, which are most close to the ego vehicle at the first step, are chosen as social vehicles. Trajectories obtained by dataset sampling are also used to train the diffusion-based generative model. Normal sampling stands for a direct sample from the generative model. Guided sampling trains the scoring function network using the model performance on the dataset sampling trajectories, and its gradient is used to guide the generative model to produce samples resulting in the models’ low performance. For all three sampling methods, we sample 1000 trajectories for evaluation.

From Tab. 1, we observe that ego vehicles’ performance is similar when being evaluated on replay trajectories obtained by dataset and normal sampling. This shows that the trajectories sampled by the generative model are similar to the dataset trajectories in evaluating the performance of the ego strategies. On the other hand, both stability and distance ratio evaluated on the guided generated trajectories are significantly lower than the others. In particular, the distance ratio of GAIL model is lowered by 16.1% with guided sampling, and the stability of SAC model is lowered by 10.9%.

Table 1: Comparisons of different trajectory sampling techniques.

| Metric         | Sample Type | GAIL | SAC | BC |
|----------------|-------------|------|-----|----|
| Stability      | Dataset     | 0.911| 0.811| 0.822|
|                | Normal      | 0.908| 0.807| 0.824|
|                | Guided      | 0.861| 0.719| 0.775|
| Distance Ratio | Dataset     | 0.745| 0.663| 0.594|
|                | Normal      | 0.734| 0.653| 0.591|
|                | Guided      | 0.616| 0.559| 0.549|

Table 2: Completion rates of two models before and after being fine-tuned under RITA traffic flow in the cut-in scenario.

| Metric         | GAIL | GAIL-finetune | SAC | SAC-finetune |
|----------------|------|----------------|-----|--------------|
| Replay         | 0.795| 0.806          | 0.733| 0.676        |
| RITA           | 0.766| 0.878          | 0.712| 0.882        |

7.2 Optimization under RITA Traffic Flow

To further claim the advantage of RITA, we take the history replay environment as our baseline and conduct optimization tasks. We first train two policies using SAC and GAIL, respectively, until convergence. Then we execute fine-tuning with RITA interactive
traffic flow and evaluate them under the history replay environment and RITA environment.

The result can be seen in Table 2. It suggests two significant facts: (1) Policy trained by history replay shows relatively poor performance in the RITA environment, indicating that it can hardly handle a dynamic environment with realistic human response. (2) Policy fine-tuned by RITA achieves high performance in both evaluations, implying that RITA can output a more robust policy than static human replay data. Given that surrounding vehicles can make reasonable responses even if the policy itself deviates from the dataset trajectory in the RITA environment, it somehow means that collisions happening in the RITA environment are more unacceptable. The performance drop may suggest a not small loss in interaction ability and will cause agent collision when facing similar real-world situations.

8 RELATED WORK
8.1 Microscopic Traffic Simulation
Unlike macroscopic traffic simulation, which models average vehicle dynamics like traffic density, microscopic traffic simulation separately models each vehicle and its dynamics, playing a critical role in optimizing self-driving strategies in simulators. Most traffic simulators or benchmarks use heuristic-based models to simulate the background traffic [17, 18, 35], e.g., following the lane and avoiding head-on collisions [15]. Since human driving behaviors are hard to define completely with heuristic rules, these methods lack the ability to model complex multi-vehicle interactions. SimNet [3] is similar to our approach in using a data-driven approach to obtain control models for social vehicle control. However, the control models in SimNet are trained in an offline manner, which is more sensitive to distribution shifts.

Microscopic traffic simulation solutions in autonomous driving simulators need to offer easy-to-use interfaces to allow users to specify specific characteristics of the traffic flow. However, most traffic generation algorithms do not provide such interfaces [2, 6], so the additional design is required when incorporating into simulators. RITA, as a complete microscopic traffic generation framework independent of the simulator, integrates the interface for traffic definition in RITAKit.

Another group of studies on microscopic traffic simulation focus on generating traffic flows that make self-driving vehicles perform poorly. Ding et al. [14] propose to generate safety-critical scenarios by sampling from a pre-designed probability graphic model, where conditional probabilities are optimized via the policy gradient. Such optimization with reinforcement learning does not utilize real datasets, and the generated scenarios may lack fidelity. AdvSim [36] conducts black-box adversarial attacks on real-world trajectories by adding perturbations to vehicles’ behaviors. However, random perturbations may drive the final generated samples away from the true data distribution. Although the aforementioned corner-case generation methods can be used to evaluate the worst performance of a strategy, such unrealistic scenarios violate the fidelity requirement of RITA. Instead, RITA provides an adversarial sampling of scenarios given the current strategy, while constraining the generated scenarios to stay within the real data distribution.

Table 3: Comparison of microscopic traffic flows in driving simulations. Sim, bench, comp are shorts for simulator, benchmark, component respectively.

| Name      | Data-driven Models | Configurable Interface | Adversarial Generation | Type |
|-----------|--------------------|------------------------|------------------------|------|
| CARLA [15]| ✗                  | ✓                      | ✗                      | Sim  |
| SMARTS [39]| ✓                  | ✓                      | ✗                      | Sim  |
| BARK [5]  | ✓                  | ✓                      | ✓                      | Bench|
| NuPlan [10]| ✓                  | ✓                      | ✓                      | Bench|
| SimNet [3] | ✓                  | ✗                      | ✗                      | Comp |
| AdvSim [36]| ✗                  | ✓                      | ✓                      | Comp |
| RITA (Ours)| ✓                  | ✓                      | ✓                      | Comp |

We compare microscopic traffic flows in existing driving simulation literature from three aspects in Tab. 3. Specifically, we judge whether these traffic flows are generated by data-driven driving models, provide a configurable interface for controllable generation, and support generating specific rare-case traffic.

8.2 Human Behavior Modeling
To more accurately evaluate the performance of the autonomous driving model in real traffic, we choose to deploy social vehicle models that imitate human drivers in the simulator. This requires us
to adopt a practical approach to human behavior modeling. Human behavior modeling is becoming a trending research direction in the field of human-robot interaction (HRI) and has been used for various purposes. A direct motivation is to obtain control policies by imitating human data and deploying the imitated models on robots or autonomous vehicles [6, 12, 21]. Other than directly using human behavior models to control the robots, these models can also help robots make decisions by predicting the actions of humans who interact with them [26, 30]. Moreover, if learned human models are conditioned on the robots’ actions, they can be used to reason future human responses to robot behavior, which enables the robots to proactively shape or guide human behaviors [16, 34]. Another goal of building human behavior models is to build more realistic simulators that can better access or improve the model performances in human-robot interactions without real interaction with humans [10, 31]. RITA aims to accomplish this goal in autonomous driving tasks and adopts several adversarial imitation learning methods to build human behavior models. Since human behavior modeling is attracting more and more research attention, more advanced human modeling techniques can be continuously incorporated into the RITA framework.

9 CONCLUSIONS

This paper presents RITA, a framework for generating high-quality traffic flow in a driving simulator. RITA contains two main components. RITABACKEND learns vehicle control and static trajectory generation models from real-world datasets. Besides, built on top of RITABACKEND, RITAKit provides an easy-to-use interface to customize the traffic flow. Combining these two modules, RITA can deliver traffic flow with high fidelity, diversity, and controllability. Under RITA, we design two benchmark tasks with highly interactive traffic flow. Under these two tasks, we conduct experiments to show the high quality of generated traffic flows from multiple perspectives. Also, we demonstrate two use cases of RITA: evaluating the performance of existing driving strategies and fine-tuning those driving strategies.

RITA is already in the engineering schedule and will soon be integrated into SMARTS simulator. We look forward to making RITA a standard component of more driving simulators.
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