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Abstract

The ability to plan into the future while utilizing only raw high-dimensional observations, such as images, can provide autonomous agents with broad capabilities. Visual model-based reinforcement learning (RL) methods that plan future actions directly have shown impressive results on tasks that require only short-horizon reasoning, however, these methods struggle on temporally extended tasks. We argue that it is easier to solve long-horizon tasks by planning sequences of states rather than just actions, as the effects of actions greatly compound over time and are harder to optimize. To achieve this, we draw on the idea of collocation, which has shown good results on long-horizon tasks in optimal control literature, and adapt it to the image-based setting by utilizing learned latent state space models. The resulting latent collocation method (LatCo) optimizes trajectories of latent states, which improves over previously proposed shooting methods for visual model-based RL on tasks with sparse rewards and long-term goals. Videos and code: https://orybkin.github.io/latco/.

1. Introduction

For autonomous agents to perform complex tasks in open-world settings, they must be able to process high-dimensional sensory inputs, such as images, and reason over long horizons about the potential effects of their actions. Recent work in model-based reinforcement learning (RL) has shown impressive results in autonomous skill acquisition directly from image inputs, demonstrating improvements both in terms of data efficiency and generalization (Ebert et al., 2018; Hafner et al., 2019; Zhang et al., 2019; Schrittwieser et al., 2020). While these advancements have been largely fueled by improvements in modeling (Finn et al., 2016; Hafner et al., 2019), they leave much room for improvement in terms of planning and optimization. Many of the current best-performing deep model-based RL approaches use only gradient-free action sampling as the underlying optimizer (Chua et al., 2018; Nagabandi et al., 2020), and are typically applied to tasks with very short horizons, such as planning a sequence of 5 (Ebert et al., 2018) or 12 (Hafner et al., 2019) actions. On longer-horizon tasks, we observe that these shooting methods struggle with local optima, as credit assignment for individual actions becomes harder. In this work, we study how more powerful planners can be used with these models to achieve long-horizon reasoning.

It is appealing instead of optimizing a sequence of actions to optimize a sequence of states. While small deviations in actions can greatly compound over time and affect the entire trajectory, states can often be easily optimized locally just...
The main contribution of this work is an algorithm for latent-edge, our paper is the first to scale collocation to visualizable to plan under uncertainty. To the best of our knowledge, our paper is the first to scale collocation to visual states and actions in a constrained optimization problem:

$$\max_{s_2 \in T, a_2 \in T} \sum_t r(s_t) \quad \text{s.t.} \quad s_{t+1} = f(s_t, a_t). \quad (1)$$

Collocation only requires learning a dynamics model and a reward function, and can be used as a plug-and-play optimizer within common model-based reinforcement learning approaches, while providing a theoretically appealing formulation for optimizing sequences of states.

Collocation, as introduced above, can provide many benefits over other optimization techniques, but it has thus far been demonstrated (Liu & Popović, 2002; Ratliff et al., 2009; Schulman et al., 2014; Kalakrishnan et al., 2011; Posa et al., 2014) mostly in conjunction with known dynamics models or when performing optimization over state vectors with a few tens of dimensions (Bansal et al., 2016; Du et al., 2020). In this work, we are interested in autonomous behavior acquisition directly from image inputs, where both the underlying states as well as the underlying dynamics are unknown, and the dimensionality of the observations is in the thousands. Naïvely applying collocation to sequences of images would lead to intractable optimization problems, due to the high-dimensional as well as partially observed nature of images. Instead, we draw on the representation learning literature and leverage latent dynamics models, which learn a latent representation of the observations that is not only Markovian but also compact, and lends itself well to planning. In this learned latent space, we propose to perform collocation over states and actions with the joint objective of maximizing rewards as well as ensuring dynamic feasibility.

The main contribution of this work is an algorithm for latent-space collocation (LatCo), which provides a practical way to utilize collocation methods within a model-based RL algorithm with image observations. LatCo plans sequences of latent states directly from image observations, and is able to plan under uncertainty. To the best of our knowledge, our paper is the first to scale collocation to visual observations, enabling longer-horizon reasoning by drawing both on techniques from trajectory optimization and deep visual model-based RL. We show experimentally that our approach achieves strong performance on challenging long-horizon visual robotic manipulation tasks where prior shooting-based approaches fail.

2. Related Work

Planning in model-based RL. Many recent papers on deep model-based RL (Chua et al., 2018; Ebert et al., 2018) use the cross-entropy method (Rubinstein & Kroese, 2004) to optimize action trajectories in a shooting formulation. Other work has explored different optimization methods such as the iterative linear-quadratic regulator (Levine & Koltun, 2013; Watter et al., 2015; Zhang et al., 2019), or Monte-Carlo tree search (Schrittwieser et al., 2020). However, these shooting approaches rely on local search in the space of actions, which is prone to local optima. Instead, our collocation approach optimizes over (latent) states as opposed to actions, which we show often enables us to escape local minima and plan better. Another line of work, inspired by classical sampling-based planning (Kavraki et al., 1996; LaValle, 1998), uses graph-based optimization (Kurutach et al., 2018; Savinov et al., 2018; Eysenbach et al., 2019; Liu et al., 2020) or other symbolic planners (Asai & Fukunaga, 2018) to optimize a sequence of states. While this escapes the local minima problem of shooting methods, such graph-based methods require constructing a large graph of possible states and scale poorly to combinatorial state spaces and context-dependent tasks. In contrast, latent collocation provides a principled control method that is able to optimize a sequence of states using continuous optimization, and does not suffer from the drawbacks of graph-based methods.

Recent work has designed hierarchical methods that plan over extended periods of time with intermediate subgoals, and then use separate model-free (Pong et al., 2018; Nasirany et al., 2019) or model-based (Pertsch et al., 2020b; Nair & Finn, 2020; Pertsch et al., 2020a; Parascandolo et al., 2020) controllers to reach the subgoals. This can be considered a hierarchical form of collocation-based planning. However, in contrast to these approaches, which require a separate controller for reaching subgoals, we focus on the standard model-based RL setup where only a latent dynamics model is learned, and show that latent collocation performs long-horizon tasks without hierarchical planning. We further discuss state optimization objectives in Appendix F.

Many of the previously proposed model-based methods (Wahlström et al., 2015; Watter et al., 2015; Kurutach et al., 2018; Buesing et al., 2018; Zhang et al., 2019; Hafner et al., 2019) use latent state-space models for improved prediction quality and runtime. Our proposed method leverages this latent state-space design to construct an effective trajec-
Collocation-based planning. We aim to design a collocation method that plans trajectories from raw image observations. A naïve approach would learn an image dynamics model, and directly optimize an image sequence using Equation 1. However, this is impractical for several reasons. First, optimizing over images directly is difficult due to the high dimensionality of the images and the fact that valid images lie on a thin manifold. Second, images typically do not constitute a Markovian state space. We propose to instead learn a Markovian and compact space by means of a latent variable model, and then use this learned latent space for collocation.

3.1. Learning Latent Dynamics

The design of dynamics models for visual observations is challenging. Recent work has proposed learning latent state-space models that represent the observations in a compact latent space $z_t$. Specifically, this work learns a latent dynamics model $p_\theta(z_{t+1} | z_t, a_t)$, as well as observation $p_\phi(o_t | z_t)$ and reward $r(z_t)$ decoders (see Figure 2, left). This approach is powerful due to high-capacity neural network latent dynamics models, and is computationally efficient as the latent space is compact. Importantly, the Markov property of the latent state is enforced, allowing a convenient interpretation of the latent dynamics model as a Markov

---

Footnote: In this paper we use the terms “trajectory optimization” and “planning” synonymously as is common in MBRL literature.
We would like to formulate the trajectory optimization problem with distributional constraints, analogously to belief-space planning (Kwakernaak & Sivan, 1972). This problem can be defined abstractly as optimizing a sequence of distributions \( q(z_t) \), each representing an uncertain estimate of what the latent \( z_t \) will be at time \( t \):

\[
\max_{q(z_{2:T}, a_{1:T-1})} \sum_t \mathbb{E}_{q(z_t)} [r(z_t)] \\
\text{s.t. } q(z_{t+1}) = \mathbb{E}_{q(z_t)} p_\phi(z_{t+1}|z_t, a_t), \\
q(z_1) = p(z_1).
\]  

When the constraint is satisfied, this is equivalent to the original problem in Equation 3. A simplified version of this approach is illustrated in Figure 2 (right). We can express the distributional constraint in the form of a Bregman divergence or moment matching. For computational simplicity, we follow the latter approach

\[
\max_{q(z_{2:T}, a_{1:T-1})} \sum_t \mathbb{E}_{q(z_t)} [r(z_t)] \\
\text{s.t. } \text{mean}[p(z_t)] = \text{mean}[q(z_t)], \\
\text{var}[p(z_t)] = \text{var}[q(z_t)].
\]  

where we denoted with some abuse of notation \( p(z_{t+1}) = \mathbb{E}_{q(z_{t+1})} p_\phi(z_{t+1}|z_t, a_t) \). Further moments can be used for distributions with more degrees of freedom.

3.3. LatCo with Deterministic Plans

In many cases, finding a good plan without accounting for stochasticity is an effective and computationally efficient strategy. To do this, we will represent the plan distribution \( q(z_{2:T}) \) with particles \( z_{2:T} \). In practice, we will simply use a single particle. The moment matching constraints from Equation 7 therefore reduce to a single constraint: \( \text{mean}[p_\phi(z_t|z_{t-1}, a_{t-1})] = z_t \), while the variance constraint disappears since the variance of a set of one particle is a constant. This constraint, for \( \mu_\phi(z_t, a_t) = \mathbb{E}_{p_\phi(z_{t+1}|z_t, a_t)} [z_{t+1}] \), yields a simplified planning problem:

\[
\max_{z_{2:T}, a_{1:T-1}} \sum_t r(z_t) \text{ s.t. } z_{t+1} = \mu_\phi(z_t, a_t).
\]

This approximation is equivalent to assuming that the underlying dynamics model is deterministic using its expected value, and performing standard deterministic collocation. This is a common assumption known as the certainty equivalence principle, and has appealing properties for certain kinds of distributions (Aoki, 1967; Bar-Shalom & Tse, 1974; Kwakernaak & Sivan, 1972). Other approximations with a single particle are possible, such as maximizing the likelihood of the particle, but these require introduction of additional balance hyperparameters, while our constrained optimization approach is principled and automatically tunes this balance. We visualize this approach in Figure 2.

3.4. LatCo with Gaussian Plans

The simple deterministic approximation from the previous subsection can perform well in environments that are close to deterministic, however, since it approximates the distribution \( q(z_t) \) with just a single particle it is not expressive enough to represent the uncertainty in the plan. Instead, we can use more expressive distributions in our LatCo framework to perform planning under uncertainty. Specifically, since our latent dynamics \( p_\phi(z_{t+1}|z_t, a_t) \) fol-
low a Gaussian distribution, we parametrize \( q \) as a diagonal-covariance Gaussian \( q(\mathbf{z}_t) = \mathcal{N}(\mu_t, \sigma_t^2) \). More expressive distributions can be used, but we observed that diagonal-covariance Gaussian already yields good performance on stochastic environments. To evaluate the moment matching terms in Equation 5 we use \( \mu, \sigma \) directly for the mean and variance of \( q(\mathbf{z}_t) \), while the mean and variance of \( p(\mathbf{z}_t) \) are estimated with samples. Gradients are estimated with reparametrization and 50 samples.

3.5. LatCo for Visual MBRL

We discussed two objectives that either represent the plan \( q(\mathbf{z}_t) \) deterministically with a single particle or with a Gaussian distribution. Either objective can be used in our framework for latent collocation. Under some regularity conditions, we can reformulate the equivalent dual version of Equation 5 as the saddle point problem on the Lagrangian

\[
\min_{\lambda} \max_{q(\mathbf{z}_t)} \sum_t \mathbb{E}_q(z_t) [r(z_t)] - \lambda (\|\text{mean}(p(z_t)) - \text{mean}(q(z_t))\|^2 - \epsilon) - \lambda (\|\text{var}(p(z_t)) - \text{var}(q(z_t))\|^2 - \epsilon),
\]

by introducing Lagrange multipliers \( \lambda \). In our implementation, we used squared constraints \( \|\text{mean}(p(z_t)) - \text{mean}(q(z_t))\|^2 = \epsilon \), however a non-squared constraint can also be used. Similar to dual descent (Nocedal & Wright, 2006), we address this min-max problem by taking alternating maximization and minimization steps, as also used with deep neural networks by Goodfellow et al. (2014); Haarnoja et al. (2018). While this strategy is not guaranteed to converge to a saddle point, we found it to work well in practice. Following prior work, we do not learn a terminal value function and simply use the reward of a truncated state sequence; however, a value function would be straightforward to learn with TD-learning on optimized plans. We summarize the main design choices below, deterministic LatCo in Algorithm 1, and provide further details in Appendix C.

**Latent state models.** We implement the latent dynamics with convolutional neural networks for the encoder and decoder, and a recurrent neural network for the transition dynamics, following Hafner et al. (2019); Denton & Fergus (2018). The latent state includes a stochastic component with conditional Gaussian transitions, and the hidden state of the recurrent neural network with deterministic transitions. Thanks to the latent MDP design, we never need to decode images during optimization, making it memory-efficient.

**Dynamics relaxation.** The dynamics constraint can be relaxed in the beginning of the optimization, leading LatCo to rapidly discover high-reward state space regions (potentially violating the dynamics), and then gradually modifying the trajectory to be more dynamically consistent, as illustrated in Figure 1. This is in contrast to shooting methods, which suffer from local optima in long horizon tasks, since the algorithm must simultaneously drive the states toward the high-reward regions and discover the actions that will get them there. The ability to disentangle these two stages by first finding the high-reward region and then optimizing for the actions that achieve that reward allows LatCo to solve more complex and temporally extended tasks while suffering less from local optima. In our approach, this dynamics relaxation is not explicitly enforced, but is simply a consequence of using primal-dual constrained optimization.

**MPC and Online training.** LatCo is a planning method that can be used within an online model-based reinforcement learning training loop. In this setup, we use model predictive control (MPC) within a single episode, i.e. we carry out the plan only up to \( T_{\text{cache}} \) actions, and then re-plan to provide closed-loop behavior. Further, for online training, we perform several gradient updates to the dynamics model after every collected episode. This provides us with a model-based RL agent that can be trained either from scratch by only collecting its own data, or by seeding the replay buffer with any available offline data.

### Algorithm 1 Latent Collocation (LatCo)

1. Start with any available data \( \mathcal{D} \)
2. while not converged do
   3. for each time step \( t = 1 \ldots T_{\text{ion}} \) with step \( T_{\text{cache}} \) do
      4. Infer latent state: \( z_t \sim q(z_t|a_t) \)
      5. Define the Lagrangian:
         \[
         L(z_{t+1:t+H}, a_{t:t+H}, \lambda) = \sum_t [r(z_t)] - \lambda_t^{\text{dyn}} (\|z_{t+1} - \mu(z_t, a_t)\|^2 - \epsilon^{\text{dyn}}) - \lambda_t^{\text{act}} (\max(0, |a_t - a_m|)^2 - \epsilon^{\text{act}}). \]
      6. for each optimization step \( k = 1 \ldots K \) do
         7. Update plan:
            \[
            z_{t+1:t+H}, a_{t:t+H} = \nabla L \quad \triangleright \text{Eq } (9)
            \]
         8. Update dual variables:
            \[
            \lambda_{t:t+H} := \text{UPDATE}(L, \lambda_{t:t+H}) \quad \triangleright \text{Eq } (10)
            \]
      9. end for
   4. Execute \( a_{t:t+T_{\text{cache}}} \) in environment:
      \[
      o_{t:t+T_{\text{cache}}}, r_{t:t+T_{\text{cache}}} \sim p_{\text{env}}
      \]
   5. end for
   6. Add episode to replay buffer:
      \[
      \mathcal{D} := \mathcal{D} \cup (o_{1:T_{\text{ion}}}, a_{1:T_{\text{ion}}}, r_{1:T_{\text{ion}}})
      \]
   7. for training iteration \( i = 1 \ldots \text{It} \) do
      8. Sample minibatch from replay buffer:
         \[
         (o_{1:T}, a_{1:T}, r_{1:T})_{1:b} \sim \mathcal{D}
         \]
      9. Train dynamics model:
         \[
         \phi_\theta += \alpha \nabla \mathcal{L}_{\text{ELBO}}(o_{1:T}, a_{1:T}, r_{1:T})_{1:b} \quad \triangleright \text{Eq } (2)
         \]
      10. end for
   8. end while
Figure 3: Sparse MetaWorld tasks, featuring temporally extended planning and sparse rewards. The agent observes the environment only through the visual input shown here. LatCo creates effective visual plans and performs well on all tasks.

4. Optimization for Latent Collocation

The latent collocation framework described in the previous section can be used with any optimization procedure, such as gradient descent or Adam (Kingma & Ba, 2015). However, we found that the choice of the optimizer for both the latent states and the Lagrange multipliers has a large influence on runtime. We detail our specific implementation below.

**Levenberg-Marquardt optimization.** We use the Levenberg-Marquardt optimizer for the states and actions, which pre-conditions the gradient direction with the matrix $(J^T J)^{-1}$, where $J$ is the Jacobian of the objective with respect to states and actions. This preconditioner approximates the Hessian inverse, significantly improving convergence speed:

$$\hat{\nabla} = (J^T J + \lambda I)^{-1} J^T \rho.$$  \hspace{2cm} (9)

The Levenberg-Marquardt optimizer has cubic complexity in the number of optimized dimensions. However, by noting that the Jacobian of the problem is block-tridiagonal, we can implement a more efficient optimizer that scales linearly with the planning horizon (Mordatch et al., 2012). This efficient optimizer converges 10-100 times faster than gradient descent in wall clock time in our experiments.

The Levenberg-Marquardt algorithm optimizes the sum of squares $\sum_i \rho_i^2$, defined in terms of residuals $\rho$. Any bounded objective can be expressed in terms of residuals by a combination of shifting and square root operations. For the dynamics constraint, we use the $z_{t+1} - \mu(z_t, a_t)$ differences as residuals directly, with one residual per state dimension. We similarly constrain the planned actions to be within the environment range $a_m$ using the residual $\max(0, |a_i| - a_m)$. This corresponds to using a squashed constraint instead of a linear one. For the reward objective, we form residuals as the softplus of the negative reward: $\rho = \ln(1 + e^{-r})$, which we found to be an effective way of forming a nonnegative cost without the need to estimate the maximum reward.

**Constrained optimization.** The naive gradient ascent update rule $\lambda_{t+1} = \mu(z_t, a_t) ||z_{t+1} - \lambda||^2 - \epsilon$ for the multiplier $\lambda$ works poorly when the current value of the multiplier is either much smaller or larger than the cost value. While it yields good plans, it suffers from slow convergence and suboptimal runtime. We can design a better behaved update rule by applying a monotonic function that rescales the magnitude of the update while preserving the sign, which can be seen as a time-dependent learning rate. Specifically, we observed that scaling the update with the value of the multiplier itself $\lambda$ as well as using log of the constrained value $\log ||z_{t+1} - \mu(z_t, a_t)||^2 - \log \epsilon$ provided better scaled updates and led to faster convergence:

$$\lambda_{t+1} = \alpha \log \left( \frac{||z_{t+1} - \mu(z_t, a_t)||^2}{\epsilon} + \eta \right) \lambda_t,$$  \hspace{2cm} (10)

where $\eta = 0.01$ ensures numerical stability and the learning rate $\alpha = 0.1$. Using a small non-zero $\epsilon$ is beneficial for the optimization and ensures fast convergence, as the exact constraint might be hard to reach.

5. Experiments

We evaluate long-horizon planning capabilities of LatCo for model-based reinforcement learning on several challenging manipulation and locomotion tasks. Each subsection below corresponds to a distinct scientific question that we study.

5.1. Experimental Setup

**Environments.** To evaluate on challenging visual planning tasks, we adopt the MetaWorld benchmark (Yu et al., 2020) to visual observations and sparse rewards, with a reward of 1 given only when the task is solved and 0 otherwise. Figure 3 shows example visual observations provided to the agent on these seven tasks. The robot and the object position are randomly initialized. The Thermos and Hammer tasks require a complex two-stage solution using tools to manipulate another object. We use $H = 30$, $T_{\text{cache}} = 30$, $T_{\text{tot}} = 150$ for all tasks except Pushing, Thermos, and Hammer, where we use $H = 50$, $T_{\text{cache}} = 25$, $T_{\text{tot}} = 150$. In addition, we evaluate on the standard continuous control tasks with shaped rewards from the DeepMind Control Suite (Tassa et al., 2020). According to the protocol from (Hafner et al., 2020), we use an action repeat of 2 and set $H = 12$, $T_{\text{cache}} = 6$, $T_{\text{tot}} = 1000$ for all DMC tasks.

**Comparisons.** To specifically ascertain the benefits of collocation, we must determine whether they stem from gradient-based optimization, optimizing over states, or both. Therefore, we include a prior method based on zeroth-order CEM optimization, PlaNet (Hafner et al., 2019); another
We further examine how the performance changes with the addition of offline data. Table 2 shows MBRL results on the visual Sparse MetaWorld tasks and DM Control. On sparse reward tasks, Shooting only solves the simpler tasks, while the powerful trajectory optimization with LatCo finds good trajectories more consistently.

We observe that LatCo maintains good performance even for harder tasks with long-horizon goals, whereas shooting is only able to solve easier tasks.

5.2. Is LatCo better able to solve sparse reward tasks in visual model-based reinforcement learning?

First, we evaluate LatCo’s performance in the standard model-based reinforcement learning setting, where the agent learns the model from scratch and collects the data online using the LatCo planner, according to Algorithm 1. We evaluate the deterministic LatCo and other model-based agents on the Sparse MetaWorld tasks from visual input without any state information. The performance is shown in Table 1 and learning curves in the Appendix. We observe that LatCo is able to learn a good model and construct effective plans on these sparse reward tasks. Shooting trajectory optimization methods, however, struggle, not being able to optimize a sparse reward signal that requires longer-horizon planning.

We further examine how the performance changes with the required planning horizon. We plot performance with respect to different distances to the goal in Figure 4. Shooting baselines degrade significantly on harder tasks that require longer horizons, while LatCo is able to solve even these harder tasks well. This confirms our hypothesis that collocation scales better to long-horizon tasks.

In addition to the sparse reward tasks, we further evaluate our method on the more standard tasks from the DM control suite, also in Table 1 and dense MetaWorld tasks in Appendix. Figure 10. We use the experimental protocol from (Hafner et al., 2020) and our results are consistent with their Fig. 10. Since these tasks generally have dense rewards that are easy to optimize, we do not expect a significant improvement from LatCo. However, LatCo performs competitively with other methods and outperforms them on some environments, showcasing its generality.

5.3. Is LatCo able to plan for and solve long-horizon robotic tasks from images?

Our aim is to evaluate LatCo on tasks with longer horizons than used in prior work (e.g., Ebert et al. (2018); Hafner et al. (2019)), focusing specifically on the performance of the planner. Solving such tasks from scratch also presents a challenging exploration problem, with all methods we tried failing to get non-zero reward, and is outside of the scope of this work. Therefore, to focus on comparing planning methods, we use a pre-collected dataset with some successful trajectories to jump-start all agents, similar to the protocol of Rajeswaran et al. (2018); Nair et al. (2020). We initialize the replay buffer with this dataset, and some failed trajectories to jump-start all agents, similarly to the protocol of Rajeswaran et al. (2018); Nair et al. (2020). We initialize the replay buffer with this dataset, and some failed trajectories to jump-start all agents, similarly to the protocol of Rajeswaran et al. (2018); Nair et al. (2020).
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Figure 5: Planned and executed trajectories on the hammer and thermos tasks. Plans are visualized by passing the latent states through the convolutional decoder. Both tasks require picking up a tool and using it to manipulate another object. The sparse reward is only given after completing the full task, and the planner needs to infer all stages required to solve the task. LatCo produces feasible and effective plans, and is able to execute them on these challenging long-horizon tasks.

Figure 6: Dynamics violation and reward of the plan over 100 optimization steps. First, LatCo explores high-reward regions, converging to the goal state. As dynamics are enforced, the plan becomes both feasible and effective.

From Table 2, we observe that LatCo exhibits superior performance to shooting-based methods on both long-horizon tasks. These tasks are challenging for all of the methods, as the dynamics are more complex and they require accurate long-term predictions to correctly optimize the sparse signal. Specifically, since there is no partial reward for grasping the object, the planner has to look ahead into the high reward final state and reason backwards that it needs to approach the object. We observed that both of these tasks require a planning horizon of at least 50 steps for good performance. Shooting methods struggle to find a good plan on these tasks, often stuck in the local optimum of not reaching for the object. LatCo outperforms shooting methods by a considerable margin, and is often able to construct and execute effective plans, as shown in Figure 5.

5.4. What is important for LatCo performance?

In this section, we analyze different design choices in LatCo. First, we analyze the ability to temporarily violate dynamics in order to effectively plan for long-term reward. We show the dynamics violation costs and the predicted rewards over the course of optimization quantitatively in Figure 6 and qualitatively in Figure 1. Since the dynamics constraint is only gradually enforced with the increase of the Lagrange multipliers, the first few optimization steps allow dynamics violations in order to focus on discovering high rewards (steps 0 to 10 in Figure 6). Later in the optimization, the constraints are optimized until the trajectory becomes dynamically feasible. If this ability to violate dynamics is removed by initializing the Lagrange multipliers $\lambda$ to large values, the optimization performs similarly to shooting and struggles to discover rewards, as shown in App. Figure 11.

We further evaluate the importance of various design choices quantitatively in Table 3 through ablations. We see that LatCo without dynamics relaxation performs poorly, confirming our qualitative analysis above. Using a constant balance weight instead of Lagrange multipliers (LatCo no constrained opt.) requires extensive tuning of the weight, but can perform well with the optimal value of the weight. This highlights the importance of our constrained optimization framework that removes the need for this additional tuning. Using a latent dynamics model with only probabilistic states (LatCo no deterministic latent) degrades the performance slightly as this architecture produces inferior predictions, consistent with the findings of (Hafner et al., 2019). Using gradient descent instead of the Levenberg-Marquardt as well as for the Lagrange multiplier update (LatCo no second-order opt.) produces reasonable performance, but has much higher runtime complexity as it requires many more optimization steps. Optimizing images directly (Image Collocation) as opposed to optimizing latents performs better than shooting, but substantially worse than LatCo as the optimization problem is more complex.

Table 3: Ablating LatCo components on the Button task.

| Component                          | Success | Runtime (FPS) |
|-----------------------------------|---------|----------------|
| LatCo                             | 55%     | 1.6            |
| LatCo no relaxation               | 38%     | 1.6            |
| LatCo no constrained opt.         | 40%     | 1.6            |
| LatCo no deterministic latent     | 43%     | 1.6            |
| LatCo no second-order opt.        | 48%     | 0.1            |
| Image Collocation                 | 18%     | 0.2            |
5.5. Does probabilistic LatCo handle uncertainty well?

Deterministic LatCo evaluated in the previous sections performs well in standard environments as they do not require reasoning about uncertainty. However, uncertainty is important for many types of control tasks (Kaelbling et al., 1998; Thrun, 1999; Kappen, 2005). In this section, we show that deterministic LatCo and common shooting methods fail a simple lottery task, unlike Gaussian LatCo (Section 3.4).

The Lottery task has two goals (Top and Bottom). Reaching the Top goal provides 1 reward. Reaching the Bottom goal provides either 20 (65% chance) or -40 reward (35% chance). The agent needs to navigate to the goal using continuous $x - y$ actions, and only one goal can be chosen. An agent that treats uncertainty incorrectly might plan to achieve 20 reward with the Bottom goal, which leads to an expected reward of -1. The correct solution is the Top goal.

Figure 7 shows the performance of all methods, pretrained on a dataset of reaching either goal in equal proportion. As CEM chooses best sampled trajectories, it plans optimistically and prefers the incorrect Bottom goal. Deterministic LatCo and Shooting GD plan for the mean latent future, which is either optimistic or pessimistic depending on the latent space geometry. These methods visit both goals in similar proportions. Only Gaussian LatCo plans correctly by estimating the future state distribution preferring the Top goal. We further observed that while Gaussian LatCo only approximates the future using a Gaussian, this yields accurate prediction results in practice.

In Figures 8 and 10 in the Appendix we show that Gaussian LatCo performs comparably to the deterministic version on MetaWorld tasks. In contrast to commonly used shooting methods, LatCo performs well in both stochastic and deterministic environments, further showcasing its generality.

6. Discussion

Conclusion. We presented LatCo, a method for latent collocation that improves performance of visual-model based reinforcement learning agents. In contrast to the common shooting methods, LatCo uses powerful trajectory optimization to plan for long-horizon tasks where prior work fails. By improving the planning capabilities and removing the need for reward shaping, LatCo can scale to complex tasks more easily and with less manual instrumentation.

Limitations. As collocation usually requires many more optimization variables than shooting, it can be slower or take more optimization steps. While we address this with a problem-specific optimizer, future work might learn smooth latent spaces for easier planning. Further, we observed collocation can still suffer from local optima, although less so than shooting. This issue may be addressed with even larger overparameterized latent states or better optimization.

Future work. By formulating a principled approach to optimizing sequences of latent states for RL, LatCo provides a useful building block for future work. Ideas presented in this paper may be applied to settings such as state-only imitation learning or hierarchical subgoal-based RL. With state optimization, state constraints in addition to rewards could be used for more flexible task specification. As LatCo does not require sampling from the dynamics model, it allows the use of more powerful models such as autoregressive, energy-based or score-based models for which sampling is expensive. Finally, the benefits of state optimization may translate into the policy learning setting by learning an amortized policy to output future states with the LatCo objective.
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A. Model Architecture and Training Details

We use the latent dynamics and reward models from PlaNet (Hafner et al., 2019) with default hyperparameters unless specified otherwise. We set the image size to 64x64. For metaworld tasks, we train for \(T = 15\) iterations for every \(N = 1\) episode collected, while DMC uses the default hyperparameters. All models are trained on a single high-end GPU.

B. Planning Details

Algorithm 2 Gaussian LatCo

1: Start with any available data \(D\)
2: while not converged do
3: for each time step \(t = 1 \ldots T_{\text{tot}}\) with step \(T_{\text{cache}}\) do
4: Infer latent state: \(z_t \sim q(z_t | \alpha_t)\)
5: Define the Lagrangian:
6: \[
L(\mu_{t+1:t+H}, \sigma_{t+1:t+H}, \alpha_{t:t+H}, \lambda) = \sum_t \left[
\mathbb{E}_{q(z_t)}[r(z_t)] - \lambda_t^{\text{dyn}} (||\text{mean}[p(z_t)] - \mu_t||^2 - \epsilon) - \lambda_t^{\text{stdev}} (||\text{stddev}[p(z_t)] - \sigma_t||^2 - \epsilon) - \lambda_t^{\text{act}} (\max(0, |\alpha_t| - \alpha_m)^2 - \epsilon_{\text{act}})\right] \]
7: for each optimization step \(k = 1 \ldots K\) do
8: Update plan:
9: \[
\mu_{t+1:t+H}, \sigma_{t+1:t+H}, \alpha_{t:t+H} \leftarrow \nabla L \quad \text{Eq (9)}
\]
10: Update dual variables:
11: \[
\lambda_{t:t+H} \leftarrow \text{UPDATE}(L, \lambda_{t:t+H}) \quad \text{Eq (10)}
\]
12: Execute \(o_{t:t+T_{\text{cache}}}, r_{t:t+T_{\text{cache}}} \sim \text{P}_{\text{env}}\)
13: end for
14: Add episode to replay buffer:
15: \(D := D \cup (o_{1:T_{\text{tot}}}, a_{1:T_{\text{tot}}}, r_{1:T_{\text{tot}}})\)
16: for training iteration \(i = 1 \ldots \text{It}\) do
17: Sample minibatch from replay buffer:
18: \( (o_{1:T}, a_{1:T}, r_{1:T})_{1:b} \sim D \)
19: Train dynamics model:
20: \[
\phi \leftarrow \alpha \nabla L_{\text{ELBO}}(o_{1:T}, a_{1:T}, r_{1:T})_{1:b} \quad \text{Eq (2)}
\]
21: end for
22: end while

CEM & MPPI. On Metaworld tasks, we optimize for 100 iterations, where in each iteration, 10000 action sequences are sampled and the distribution is refit to the 100 best samples. On DM Control tasks, we optimize for 10 steps, where in each iteration, 1000 action sequences are sampled and the distribution is refit to the 100 best samples. The

Algorithm 3 Gaussian LatCo Lagrangian computation

1: Given: initialized plan \(\mu_{t+1:t+H}, \sigma_{t+1:t+H}, \alpha_{t:t+H}\)
2: for time \(t\) within planning horizon do
3: Sample \(K = 50\) latent states from the plan distribution: \(z_t^k \sim q(z_t)\)
4: Evaluate the reward term with samples: \(\mathbb{E}_{q(z_t)}r(z_t) \approx \sum_k r(z_t^k)\)
5: Approximate the one-step prediction distribution with samples: \(p(z_{t+1}) \approx \{z_{t+1}^k\}_k = 1..K, \text{where } z_{t+1}^k \sim p(z_{t+1} | z_t^k, \alpha_t)\)
6: Evaluate the sample mean of the one-step prediction distribution: \(\text{mean}[p(z_{t+1})] \approx \frac{1}{K} \sum_k z_{t+1}^k\)
7: Evaluate the sample standard deviation of the one-step prediction distribution: \(\text{stddev}[p(z_{t+1})] \approx \sqrt{\frac{1}{K} \sum_k (z_{t+1}^k - \text{mean}[p(z_{t+1})])^2}\)
8: end for
9: Define the Lagrangian:

\[
L(\mu_{t+1:t+H}, \sigma_{t+1:t+H}, \alpha_{t:t+H}, \lambda) = \sum_t \left[
\mathbb{E}_{q(z_t)}[r(z_t)] - \lambda_t^{\text{dyn}} (||\text{mean}[p(z_t)] - \mu_t||^2 - \epsilon) - \lambda_t^{\text{stdev}} (||\text{stddev}[p(z_t)] - \sigma_t||^2 - \epsilon) - \lambda_t^{\text{act}} (\max(0, |\alpha_t| - \alpha_m)^2 - \epsilon_{\text{act}})\right].
\]

MPPI shares most hyperparameters with CEM, with the additional parameter \(\gamma = 10\). For MPPI, we observed that both 10000 and 1000 action sequences yield similar results, so we use 1000 in our final results. We have manually tuned these hyperparameters, and we report the best results.

GD. On Metaworld tasks, we optimize for 500 iterations using the Adam optimizer (Kingma & Ba, 2015) (which is a modified version of momentum gradient descent) with a learning rate 0.05. We use dual descent to penalize infeasible action predictions. The Lagrange multipliers are updated every 5 optimization steps. On DM Control tasks, all hyperparameters are the same except that we optimize for only 100 iterations. We have manually tuned the learning rate and tried several first-order optimizers, and we report the best results.

LatCo. On Metaworld tasks, we optimize for 200 iterations using the Levenberg-Marquardt optimizer with damping \(10^{-3}\). The damping parameter controls the trust region, with smaller or zero damping speeding up convergence, but potentially leading to numerical instability or divergence. The Lagrange multipliers are updated every step using the rule from Section 4, with \(\epsilon^{\text{dyn}} = \epsilon^{\text{act}} = 10^{-4}\) and \(\eta = 0.01\).
The threshold $\epsilon$ directly controls the magnitude of the final dynamics and action violations. In general, we found this parameter to be most important for good performance, as a large threshold may cause infeasible plans, while a low threshold would make the initial relaxation of the dynamics constraint less effective. We observed that a single threshold of $10^{-4}$ works for all of our Metaworld environments. $\eta$ controls the update of the Lagrange multipliers. A larger $\eta$ makes the optimization more aggressive but less stable, and a smaller $\eta$ diminishes the effect of multiplier updates. We initialize $\lambda_{\text{dyn}}^0 = 1$, $\lambda_{\text{act}}^0 = 1$. On DM Control tasks, all hyperparameters are the same except that we optimize for 100 iterations and set $\epsilon_{\text{dyn}} = \epsilon_{\text{act}} = 10^{-2}$.

**Gaussian LatCo.** The hyperparameters for Gaussian LatCo are largely the same as for deterministic LatCo. However, we observed that Gaussian LatCo requires less optimization steps to converge and use 50 iterations. Further, since the threshold $\epsilon_{\text{dyn}}$ is now used for both the mean and the variance, it is set to $10^{-2}$.

**LatCo no relaxation.** We prevent the relaxation of dynamics constraint by initializing the Lagrange multipliers to $10^8$.

**LatCo no constrained optimization.** We manually tune the multiplier values and fix them to $\lambda_{\text{dyn}} = 8$, $\lambda_{\text{act}} = 16$ throughout optimization.

**LatCo no second order.** We use 5000 optimization steps and update the Lagrange multipliers every 5 steps instead of 1. Further, for this ablation we use the simple gradient descent update rule for lagrange multipliers with a learning rate of 1.5.

**Image Collocation.** We use the same hyperparameters as the no second-order opt ablation, except the learning rate, which is set to 0.02.

These planning hyperparameters remain fixed across the experiments as we observe that reward optimization converges in all cases. Planning a 30-step trajectory takes 12, 14, and 14 seconds for CEM, GD, and LatCo respectively on a single RTX 2080Ti graphics card. The action limits $a_m$ are set to the limits of the environment, in our case always $a_m = 1$.
Model-Based Reinforcement Learning via Latent-Space Collocation

Figure 10: Online MBRL results on the Metaworld tasks with dense rewards. With dense reward, collocation still outperforms shooting methods, however, shooting methods show more progress, especially on the reaching task. We include an additional iLQR baseline implemented with our latent dynamics model. This method performs poorly, likely due to the extremely non-linear and high-dimensional latent space. Further, we include a comparison against Gaussian LatCo. We observe that Gaussian LatCo performs comparably to the deterministic version.

Figure 11: Additional optimization curves. The dynamics coefficient (magnitude of Lagrange multipliers) increases exponentially as the dynamics constraint is enforced, and eventually converges for LatCo. LatCo No Relax does not relax the dynamics initially as the coefficient is initialized at a high value. We see that this leads to suboptimal reward optimization as the found solution is not as good as with the full LatCo.

C. Gaussian LatCo details

We provide a detailed algorithm for Gaussian LatCo in Algorithm 2 and a detailed algorithm for evaluating the Lagrangian in Algorithm 3. The gradients are estimated with reparametrization. We observed that optimization stability is improved by only optimizing the variance $\sigma$ with next step gradients. That is, for each variance parameter $\sigma_t$ we only optimize it with respect to terms of the Lagrangian that also involve $q(z_{t-1})$, but we set the gradient of any term that involves $q(z_{t+1})$ to zero. This is similar to the approach of Patil et al. (2015) and corresponds to a more shooting-like formulation since the variance information is only propagated forward in the trajectory and not backward. Even though this is not the full gradient of the Lagrangian, we observed optimization still works well as the variance can always flexibly match its target.

D. Compared Methods and Ablations Details

CEM. The Cross-Entropy Method (CEM) is a sampling-based trajectory optimization technique. The method maintains a distribution of action sequence, initialized as an isotropic unit Gaussian. In each iteration, the method samples $n$ action sequences from the current distribution and forwarded them through the model to obtain their predicted rewards. It then re-fits the distribution to the top $k$ trajectories with the highest rewards by computing their empirical mean and standard deviation.

MPPI. MPPI is a variant of CEM where instead of taking the average of the elite samples, it takes the weighted average when estimating the mean and variance of the new distribution. The weights are computed by taking the Softmax of the rewards with a temperature parameter $\gamma$. The temperature parameter effectively controls the width of the distribution.

Shooting GD. This method optimizes a single action trajectory. The trajectory is initialized from a uniform distribution and optimized with gradient descent, with the reward as the objective.

Shooting GN. This method is similar to Shooting GD, but uses the Gauss-Newton (GN) optimizer instead of gradient descent. The Gauss-Newton optimizer in this case is easy to implement and is fast since the number of optimized variables is small for shooting.

iLQR. We additionally implemented an iLQR baseline with the same latent dynamics model as used in our method. We largely follow Tassa et al. (2012) for our implementation. Specifically, we implement line search on the optimization step size, and multiply the trust-region regularizer by 2 when the $Q_{uu}$ matrix fails to be positive definite. We observed
Figure 12: Visualization of the reward predictor for the Sawyer Pushing task. The output of the reward predictor is shown for each object position on the 2D table. We see that the reward predictor correctly predicts a value of 1 at the goal, and low values otherwise. In addition, there is a certain amount of smoothing induced by the reward predictor, which creates a gradient from the start to the goal position. This explains why gradient-based planning is applicable even in this sparse reward task. We note that this reward smoothing is caused simply by the fact we are training a neural reward predictor, and does not require any additional setup.

that using feedback controllers leads to worse results and only used the actions planned during optimization.

**Image collocation.** We directly optimize images instead of latent states using the same RSSM model. Images do not constitute a Markov space, therefore we optimize them recurrently. Specifically, we evaluate the reward of image sequence by encoding them into the latent space and predicting the reward. We evaluate the dynamics constraint on the frame $I_{t+1}$ by encoding the past sequence $I_{1:t}$ into the latent space, rolling out a one-step prediction, and decoding the images. Further, we observed poor optimization performance when optimizing recurrent constraints. Instead, we treat all constraints as pairwise by setting the gradients on $I_{1:t-1}$ to zero. We use gradient descent to optimize Image Collocation.

**E. Additional experimental results**

**E.1. Learning Curves**

We provide the learning curves for results in Figures 8 and 9. The online agents were trained for 500K environment steps on the MetaWorld tasks and 800K environment steps on the DM Control tasks. The hybrid agents were trained for 400K environment steps.

**E.2. Dense MetaWorld tasks and Gaussian LatCo results**

We additionally evaluated all methods on the MetaWorld tasks with their original shaped rewards. We observed that the softplus reward transformation used by LatCo tends to squash large positive rewards, resulting in ineffective optimization of the reward objective. Thus, we keep the running mean and standard deviation of rewards during training, and normalize the environment rewards with these metrics. This keeps the reward magnitude in a reasonable range and facilitates LatCo training. Learning curves for the dense reward tasks are shown in Fig. 10.

**E.3. Analysing optimization**

We visualize the additional optimization curves in Fig 11.

**E.4. Analysing sparse reward planning**

We observed that our method is able to solve sparse reward tasks using gradient-based planning. While this may be surprising at first, similar observations were made by prior work (Singh et al., 2019). We visualize the reward predictor output on the Pushing task in Fig 12.

**F. Discussion of state optimization objectives**

We discussed graph-based methods for planning state trajectories in Sections 1 and 2. Here, we discuss in more detail other objectives for collocation, alternative to the constrained optimization objective proposed in this paper.

**Maximum likelihood.** It is appealing to formulate the problem of planning future states as a maximum likelihood problem, such as the problem of finding the most likely trajectory given the start and the goal (Rhinehart et al., 2019; Du et al., 2020; Pertsch et al., 2020a), or the most likely trajectory given a high reward (Janner et al., 2021). This casts the control problem in a probabilistic inference framework (Levine, 2018), for which many effective tools are already available. However, the solution recovered by this framework is known to be optimistic and does not correspond to the optimal control solution (Levine, 2018; Eysenbach & Levine, 2019). In a simple example, the best plan for playing the lottery is to win the lottery; however, trying to execute this plan would often lead to underwhelming outcomes and very low (indeed negative) expected reward. A similar phenomenon is demonstrated in our simple lottery task in Section 5.5.

**Goal reaching.** Another common alternative to constrained optimization is to formulate a goal-reaching objective, such as simple MSE between two observations (Nair & Finn, 2020) or the amount of time needed to reach state
B from state A (Pong et al., 2018; Nasiriany et al., 2019). In this case, a sequence of states is optimized with such an objective pairwise, with the first state being the current state and the last state being the goal state. This is appealing as this framework naturally supports hierarchical planning if the goal-reaching objective is applicable to temporally far apart states. However, it also suffers from incorrectly treating future state probabilities. Indeed, it is unclear how to constrain the future states to be dynamically feasible in the latter approach. Nasiriany et al. (2019) attempts to do so by adding a likelihood objective from a learned generative model, but this combined objective requires tuning a balance term between prior and reward and does not account for dynamics.

In practice, both above objectives are not probabilistically sound and require tuning a prior term that attempts to ensure the trajectory is physical. In contrast, our method does not require this tuning because it finds the right Lagrange multiplier automatically. Our method can be viewed as a generalization of the above approaches with the balance weight set automatically instead of manual tuning.