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Abstract. Let $u$ be a nonnegative solution to the equation

$$(-\Delta)^\alpha u = \left(\frac{1}{|x|^{n-\beta}} * |x|^a u^p\right)|x|^a u^{p-1} \quad \text{in} \quad \mathbb{R}^n \setminus \{0\},$$

where $n \geq 2$, $0 < \alpha < 2$, $0 < \beta < n$, and $\alpha > \max\{-\alpha, -\frac{\alpha + \beta}{2}\}$. By exploiting the method of scaling spheres and moving planes in integral forms, we show that $u$ must be zero if $1 \leq p < n + \beta + 2a \frac{n}{n-\alpha}$ and must be radially symmetric about the origin if $a < 0$ and $\frac{n + \beta + 2a}{n-\alpha} \leq p \leq \frac{n + \beta + a}{n-\alpha}$.

1. Introduction. In this paper, we study the fractional Choquard type equation with weights

$$(-\Delta)^\alpha u = \left(\frac{1}{|x|^{n-\beta}} * |x|^a u^p\right)|x|^a u^{p-1} \quad \text{in} \quad \mathbb{R}^n \setminus \{0\},$$

where $n \geq 2$, $0 < \alpha < 2$, $0 < \beta < n$, and $\alpha > \max\{-\alpha, -\frac{\alpha + \beta}{2}\}$ and $p \geq 1$. Here, the convolution of two functions $f$ and $g$ is defined as

$$(f * g)(x) = \int_{\mathbb{R}^n} f(x-y)g(y)dy.$$ 

The fractional Laplacian in $\mathbb{R}^n$ is the following nonlocal pseudo-differential operator

$$(-\Delta)^\alpha u(x) = C_{n,\alpha} \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^n \setminus B_\varepsilon(x)} \frac{u(x) - u(y)}{|x-y|^{n+\alpha}}dy,$$

where $n \geq 2$, $0 < \alpha < 2$, $0 < \beta < n$, and $\alpha > \max\{-\alpha, -\frac{\alpha + \beta}{2}\}$.
where $C_{n,\alpha}$ is a normalization constant, $B_{\varepsilon}(x)$ is the ball of radius $\varepsilon$ and center $x \in \mathbb{R}^n$, and $PV$ stands for the Cauchy principle value. This operator is well-defined in the Schwartz space of rapidly decreasing continuously differentiable functions in $\mathbb{R}^n$. In this space, the fractional Laplacian can also be defined via the Fourier transform

$$F[(-\Delta)^{\frac{\alpha}{2}} u](\xi) = |\xi|^\alpha F u(\xi),$$

where $F u$ is the Fourier transform of $u$. One can extend this operator to the distributions $u$ in the space $L^{\alpha}$ by

$$\langle (-\Delta)^{\frac{\alpha}{2}} u, \varphi \rangle = \int_{\mathbb{R}^n} u(-\Delta)^{\frac{\alpha}{2}} \varphi dx, \quad \text{for all } \varphi \in C_0^\infty(\mathbb{R}^n),$$

where

$$L_{\alpha} = \left\{ u \in L^{1,1}_{\text{loc}}(\mathbb{R}^n) \mid \int_{\mathbb{R}^n} \frac{|u(x)|^2}{1 + |x|^{n+\alpha}} dx < \infty \right\}.$$

It is also clear that, if $u \in L_{\alpha} \cap C^{1,1}_{\text{loc}}(\Omega)$, then $(-\Delta)^{\frac{\alpha}{2}} u(x)$ is well-defined for $x \in \Omega$, where $\Omega \subset \mathbb{R}^n$ is an open domain. In this work, we will study nonnegative solutions of (1) in the strong sense. More precisely, we call $u$ a nonnegative solution of (1) if $u$ is a nonnegative function in $L^{\alpha} \cap C^{1,1}_{\text{loc}}(\mathbb{R}^n \setminus \{0\}) \cap C(\mathbb{R}^n)$ and $u$ verifies (1) for all $x \in \mathbb{R}^n \setminus \{0\}$.

In the last decades, the fractional Laplacian has been used extensively to model several phenomena in physical sciences, such as water waves, turbulence, quasi-geostrophic flows, flame propagation, anomalous diffusion and phase transitions (see [4,6,9]). It also has several applications in probability, optimization and finance. In particular, the fractional Laplacian can be seen as the infinitesimal generator of a stable Lévy process (see [1,3,5]). Variational methods for nonlocal problems including those with the fractional Laplacian can be found in the excellent monograph [25] and the references therein.

One may observe that the right hand side of (1) is also a nonlocal term. This phenomenon causes some mathematical difficulties which make the study of such problem particularly interesting. Moreover, problem of type (1) has a strong physical motivation. In fact, it is analogous to the nonlinear stationary Choquard-Pekar equation

$$-\Delta u + V(x)u = 2 \left( \frac{1}{|x|} * |u|^2 \right) u \quad \text{in } \mathbb{R}^3.$$

This equation appears in many applications, which include the physics of multiple particle systems, the physics of laser beams, quantum mechanics and the Hartree-Fock theory. We refer to [20,26,28] for interested readers.

Elliptic problems of Choquard type have been studied extensively by several authors in recent years. An introduction to mathematical treatment of Choquard type equations can be found in the review paper [27] by Moroz and Schaftingen. Some recent existence and multiplicity results for Choquard type equations and related problems can be found in [2,12,18,21,22,24,30] and the references therein. In this paper, we focus to problem (1), which is usually called the fractional stationary Choquard or Hartree equation with Hénon-Hardy weights and vanishing potential. This problem was studied by many authors and some optimal Liouville theorems as well as classification results were established recently.
First, we consider the case $a = 0$. One may show that, if $a = 0$ and $0 < \alpha, \beta \leq 2$, then (1) can be transformed into the elliptic system
\[
\begin{cases}
(-\Delta)^{\frac{\alpha}{2}} u = u^{p-1} v & \text{in } \mathbb{R}^n \setminus \{0\}, \\
(-\Delta)^{\frac{\beta}{2}} v = C u^p & \text{in } \mathbb{R}^n \setminus \{0\},
\end{cases}
\]
where $C$ is some positive constant. By exploiting the method of moving planes for system (2), Lei [17] proved that equation (1) with $\alpha = \beta = 2$ has no positive solution in the case $1 \leq p < \frac{n+2}{n-2}$ and all positive solutions must assume a specific form in the case $p = \frac{n+2}{n-2}$. The more general cases $0 < \alpha, \beta < 2$ were studied by Ma, Shang and Zhang in [23], where they established the symmetry of positive solutions to (1) in the critical case $p = \frac{n+\beta}{n-\alpha}$ and the nonexistence of such solutions in the subcritical case $\frac{n}{n-\alpha} \leq p < \frac{n+\beta}{n-\alpha}$. The main tool used in [23] is the direct moving plane method, which was developed by Chen, Li and Li [7] for elliptic problems involving the fractional Laplacian. Obviously, the condition $0 < \beta \leq 2$ is required in this approach. Later, Dai, Fang and Qin [10] found a way to apply the method to equation (1) directly, which allowed them to classify all positive solutions of (1) when $\alpha \in (0, \min\{2, \frac{n}{\beta}\})$, $\beta = n - 2\alpha$ and $p = 2$. Very recently, these results were extended to the full range $0 < \alpha < 2$, $0 < \beta < n$ by the second author in [15]. More precisely, it was proved in [15] that, if $0 < \beta < n$ and $u \in L_{2} \cap C^{1,1}_{\text{loc}}(\mathbb{R}^n)$ is a nonnegative solution to equation (1), then $u \equiv 0$ provided that $1 < p \leq \frac{n+\beta}{n-\alpha}$ and $u$ must assume the form $u(x) = c \left( 1 + \frac{4}{n-\alpha} \right)^{-\frac{n-\alpha}{4}}$ provided that $p = \frac{n+\beta}{n-\alpha}$.

Next, we turn our attention to the weighted case, i.e., $a \neq 0$. When $a < 0$, the study of equation (1) is motivated by the doubly weighted Hardy-Littlewood-Sobolev type inequality
\[
\left( \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|u(x)|^{n+\beta+2a} |u(y)|^{n+\beta+2a}}{|x-y|^{\frac{n\alpha+\beta}{2}}-\frac{\alpha}{2}} dxdy \right)^{\frac{2}{2+n+\beta+2a}} \leq C \|(-\Delta)^{\frac{\alpha}{2}} u\|_{L^2(\mathbb{R}^n)},
\]
see [19, 29] for more details. In [13], Du, Gao and Yang proved that, if $\alpha = 2$, $\frac{n-\beta-\min\{4,\alpha\}}{2} \leq a < 0$ and $p = \frac{n+\beta+2a}{n-2}$, then every positive $D^{1,2}_{\text{loc}}(\mathbb{R}^n)$ solution of (1) must be radially symmetric about the origin. There is also a radial symmetry result for positive solutions $u$ of the Choquard type equation involving fractional $p$-Laplacian
\[
(-\Delta)^{\frac{\alpha}{p}} u = \left( \frac{1}{|x|^{n-\beta}} * |x|^a u^p \right) |x|^a u^{p-1} \quad \text{in } \mathbb{R}^n \setminus \{0\},
\]
where $a < 0$ and $p > 2$, see Le [16]. However, a priori asymptotic assumptions on $u$ is required in [16].

The main purpose of this paper is to extend the result in [15] to the case $a \neq 0$. Our first result is a Liouville type theorem for (1).

**Theorem 1.1.** Assume $n \geq 2$, $0 < \alpha < 2$, $0 < \beta < n$, $a > \max\{-\alpha, -\frac{\alpha+\beta}{2}\}$ and $1 \leq p < \frac{n+\beta+2a}{n-\alpha}$. If $u$ is a nonnegative solution of equation (1), then $u \equiv 0$.

**Remark 1.** The case $a = 0$ was already established in [15] via the direct method of moving planes. However, that method cannot be applied to the case $a \neq 0$ to derive Liouville theorems. If one uses that method on equation (1) with $a \neq 0$, one can only obtain the radial symmetry of nonnegative solutions in the range $1 \leq p < \frac{n+\beta+2a}{n-\alpha}$.
To obtain Liouville theorem in the full range $1 \leq p < \frac{n+\beta+2a}{n-\alpha}$, we will take another approach: the method of scaling spheres. This method was introduced by Dai and Qin recently in [11] and was successfully used to establish the optimal Liouville theorem for nonnegative solutions of the fractional Hénon-Hardy equation

$$(-\Delta)^{\frac{\alpha}{2}} u = |x|^{a} |u|^{p-1}$$

in $\mathbb{R}^n \setminus \{0\}$.

To prove Theorem 1.1, we will turn equation (1) into an equivalent integral system, then we extend the scaling sphere method to that system to obtain the desired result.

Our second result is concerned with the radial symmetry of nonnegative solutions when $p \geq \frac{n+\beta+2a}{n-\alpha}$.

**Theorem 1.2.** Assume $n \geq 2$, $0 < \alpha < 2$, $0 < \beta < n$, $\max\{-\alpha, -\frac{\alpha+\beta}{2}\} < a < 0$ and $\frac{n+\beta+2a}{n-\alpha} \leq p \leq \frac{n+\beta+a}{n-\alpha}$. If $u$ is a nonnegative solution of equation (1), then $u$ must be radially symmetric about the origin.

**Remark 2.** Clearly, if $\frac{n+\beta+2a}{n-\alpha} \leq p \leq \frac{n+\beta+a}{n-\alpha}$, then $a \leq 0$. Furthermore, when $a = 0$, the assumption $\frac{n+\beta+2a}{n-\alpha} \leq p \leq \frac{n+\beta+a}{n-\alpha}$ reduces to $p = \frac{n+\beta}{n-\alpha}$. This case was already studied in [15], where it was proved that every nonnegative solution must be radially symmetric about some point in $\mathbb{R}^n$ and therefore assumes an explicit form. Such an explicit form is, however, not available for equation (1) in the singular case $a < 0$.

Note that Theorem 1.2 can be proved by the direct method of moving planes as in [15]. However, in this paper, we will utilize the method of moving planes in integral forms instead, see [8]. This gives us a new proof which is simpler than that in [15] and more consistent with the proof of Theorem 1.1.

The remainder of this paper is organized as follows. In the next section, we use the maximum principle and Liouville theorem for $\alpha$-harmonic functions to transform equation (1) into an equivalent integral system. Then we exploit the method of scaling spheres for this system to prove Theorem 1.1 in Section 3. Section 4 is devoted to the proof of the radial symmetry of solutions, namely, Theorem 1.2.

Throughout this paper, we use $C$ to denote some positive constant which may vary from place to place. Moreover, we may append subscripts to $C$ to emphasize its dependence on the subscript parameters. The Lebesgue measure of a subset $\Omega \subset \mathbb{R}^n$ will be denoted by $|\Omega|$. For the sake of simplicity, we also denote by $B_R$ the ball of center 0 with radius $R > 0$.

2. Preliminaries. It is not easy to investigate the qualitative properties of solutions to (1) directly due to the presence of the convolution term in the right hand side of the equation. To overcome this difficulty, throughout this paper, we denote

$$v = \frac{1}{|x|^{n-\beta}} * |x|^{a} |u|^p,$$

then we transform (1) into an equivalent integral system. More precisely, we have

**Theorem 2.1.** If $u$ is a nonnegative solution of (1), then $(u, v)$ is a solution of the integral system

$$
\begin{align*}
  u(x) &= R_{n,\alpha} \int_{\mathbb{R}^n} |y|^{a} |u|^{p-1} \frac{v(y)}{|x-y|^{n-\alpha}} \, dy, \quad x \in \mathbb{R}^n, \\
  v(x) &= \int_{\mathbb{R}^n} \frac{|y|^{a} |u|^p(y)}{|x-y|^{n-\beta}} \, dy, \quad x \in \mathbb{R}^n,
\end{align*}
$$

(3)
where $R_{\alpha,\alpha} = \frac{\Gamma(\frac{\alpha-n}{2})}{\pi^{\frac{n-\alpha}{2}} \Gamma(\frac{\alpha}{2})}$ is the Riesz potential’s constant and $\Gamma$ denotes the gamma function.

**Lemma 2.2** (Lemma 2.2 in [11]). Assume $n \geq 2$ and $0 < \alpha < 2$. If $w$ is $\alpha$-harmonic in $B_R \setminus \{0\}$ and satisfies $w(x) = \alpha(|x|^{\alpha-n})$ as $|x| \to 0$, then $w$ can be defined at 0 so that it is $\alpha$-harmonic in $B_R$.

**Lemma 2.3** (Maximum principle [7]). Let $n \geq 2$, $0 < \alpha < 2$ and $\Omega$ be a bounded domain in $\mathbb{R}^n$. Assume that $w \in L_\alpha \cap C^{1,1}_{\text{loc}}(\Omega)$ is lower semi-continuous on $\overline{\Omega}$. If
\[
\begin{cases}
(-\Delta)^{\frac{\alpha}{2}} w(x) \geq 0, & x \in \Omega, \\
w(x) \geq 0, & x \in \mathbb{R}^n \setminus \Omega,
\end{cases}
\]
then $w(x) \geq 0$ for all $x \in \mathbb{R}^n$. Moreover, if $w = 0$ at some point in $\Omega$, then $w(x) = 0$ almost everywhere in $\mathbb{R}^n$. The same conclusions also hold for the unbounded domain $\Omega$ if we further assume $\liminf_{|x| \to \infty} w(x) \geq 0$.

**Lemma 2.4** (Liouville theorem [31]). Assume $n \geq 2$, $0 < \alpha < 2$ and $w \in L_\alpha \cap C^{1,1}_{\text{loc}}(\mathbb{R}^n)$ is a solution of
\[
\begin{cases}
(-\Delta)^{\frac{\alpha}{2}} w(x) = 0, & x \in \mathbb{R}^n, \\
w(x) \geq 0, & x \in \mathbb{R}^n.
\end{cases}
\]
Then $u \equiv C$ for some nonnegative constant $C$.

**Proof of Theorem 2.1.** Assume that $u$ is a nonnegative solution of (1). For arbitrary $R > 0$, let
\[
uR(x) = \int_{B_R} G_R^\alpha(x,y)|y|^\alpha u^{p-1}(y)v(y)dy,
\]
where $G_R^\alpha$ is the Green’s function for $(-\Delta)^{\frac{\alpha}{2}}$ on $B_R$. That is, $G_R^\alpha$ is given by
\[
G_R^\alpha(x,y) = \begin{cases}
\frac{R_{\alpha,\alpha}}{|x-y|^\alpha} \int_0^{|x-y|^\alpha} t^{\frac{\alpha-1}{2}} \left(1 + t\right)^{-\frac{\alpha}{2}} dt, & \text{if } x, y \in B_R, \\
0, & \text{if } x \text{ or } y \in \mathbb{R}^n \setminus B_R,
\end{cases}
\]
where $s = \frac{|x-y|^2}{R^2}$ and $t = \left(1 - \frac{|x|^2}{R^2}\right)\left(1 - \frac{|y|^2}{R^2}\right)$ (see [14]). Then $u_R \in L_\alpha \cap C^{1,1}_{\text{loc}}(\mathbb{R}^n \setminus \{0\}) \cap C(\mathbb{R}^n)$ and satisfies
\[
\begin{cases}
(-\Delta)^{\frac{\alpha}{2}} u_R(x) = |x|^\alpha u^{p-1}(x)v(x), & x \in B_R \setminus \{0\}, \\
uR(x) = 0, & x \in \mathbb{R}^n \setminus B_R.
\end{cases}
\]
Let $\piR(x) = u(x) - u_R(x)$, then $(-\Delta)^{\frac{\alpha}{2}} \piR = 0$ in $B_R \setminus \{0\}$. By Lemma 2.2, we have $\piR \in L_\alpha \cap C^{1,1}_{\text{loc}}(B_R)$ and
\[
\begin{cases}
(-\Delta)^{\frac{\alpha}{2}} \piR(x) = 0, & x \in B_R, \\
\piR(x) \geq 0, & x \in \mathbb{R}^n \setminus B_R.
\end{cases}
\]
By Lemma 2.3, we derive
\[
\piR(x) \geq 0, \quad x \in \mathbb{R}^n.
\]
Therefore, letting $R \to \infty$, we obtain
\[
uu(x) = R_{\alpha,\alpha} \int_{\mathbb{R}^n} |y|^\alpha u^{p-1}(y)v(y) |x-y|^{2-\alpha} dy.
\]
and \( u_\infty \in L_\alpha \cap C^{1,1}_{\text{loc}}(\mathbb{R}\setminus \{0\}) \cap C(\mathbb{R}^n) \) is a solution of
\[
(-\Delta)^{\frac{s}{2}} u_\infty (x) = |x|^\alpha u^{p-1}(x)v(x), \quad x \in \mathbb{R}^n \setminus \{0\}.
\]

Now let \( \pi_\infty (x) = u(x) - u_\infty (x) \), then by Lemma 2.2, we have \( \pi_\infty \in L_\alpha \cap C^{1,1}_{\text{loc}}(\mathbb{R}^n) \) and satisfies
\[
\begin{cases}
(-\Delta)^{\frac{s}{2}} \pi_\infty (x) = 0, & x \in \mathbb{R}^n, \\
\pi_\infty (x) \geq 0, & x \in \mathbb{R}^n.
\end{cases}
\]

Applying Lemma 2.4, we obtain \( \pi_\infty \equiv C_1 \geq 0 \), which indicates \( u \geq C_1 \). Thus,
\[
v(x) = \int_{\mathbb{R}^n} \frac{|y|^a u^p(y)}{|x - y|^{n-\beta}} dy \geq C_1^p \int_{\mathbb{R}^n} \frac{|y|^a}{|x - y|^{n-\beta}} dy = C_1^p C_2
\]
and
\[
u(x) = C_1 + R_{n,\alpha} \int_{\mathbb{R}^n} \frac{|y|^a u^{p-1}(y)v(y)}{|x - y|^{n-\alpha}} dy \geq C_1 + R_{n,\alpha} C_1^{2p-1} C_2 \int_{\mathbb{R}^n} \frac{|y|^a}{|x - y|^{n-\alpha}} dy.
\]

If we choose \( x = 0 \), then the above inequality and the fact \( a > -\alpha \) imply \( C_1 = 0 \). Therefore, \((u, v)\) satisfies integral system (3).

Conversely, assume that \((u, v)\) is a nonnegative solution of integral system (3), then
\[
(-\Delta)^{\frac{s}{2}} u(x) = \int_{\mathbb{R}^n} (-\Delta)^{\frac{s}{2}} \left( \frac{R_{n,\alpha}}{|x - y|^{n-\alpha}} \right) \frac{|y|^a u^{p-1}(y)v(y)}{|x - y|^{n-\alpha}} dy
\]
\[= \int_{\mathbb{R}^n} \delta_x(y) \frac{|y|^a u^{p-1}(y)v(y)}{|x - y|^{n-\alpha}} dy = |x|^a u^{p-1}(x)v(x).
\]

That is, \( u \) satisfies equation (1). This completes the proof of Theorem 2.1. \( \square \)

For any \( \lambda > 0 \), we denote by \( S_\lambda = \partial B_\lambda \) the sphere of center \( 0 \) and radius \( \lambda \). We also denote by
\[
x^\lambda = \frac{\lambda^2 x}{|x|^2}
\]
the inversion of \( x \in \mathbb{R}^n \setminus \{0\} \) about the sphere \( S_\lambda \). We then define
\[
u_{\lambda}(x) = \left( \frac{\lambda}{|x|} \right)^{n-\alpha} u(x^\lambda) \quad \text{and} \quad v_{\lambda}(x) = \left( \frac{\lambda}{|x|} \right)^{n-\beta} v(x^\lambda),
\]
which are called the Kelvin transform of \( u \) and \( v \), respectively, with respect to \( S_\lambda \).

One may easily check that if \((u, v)\) is a solution of (3), then \((u_{\lambda}, v_{\lambda})\) satisfies the integral system
\[
\begin{cases}
u_{\lambda}(x) = R_{n,\alpha} \int_{\mathbb{R}^n} \frac{|y|^a}{|x - y|^{n-\alpha}} \left( \frac{\lambda}{|y|} \right)^\tau u_{\lambda}^{p-1}(y)v_{\lambda}(y) dy, & x \in \mathbb{R}^n \setminus \{0\}, \\
u_{\lambda}(x) = \int_{\mathbb{R}^n} \frac{|y|^a}{|x - y|^{n-\beta}} \left( \frac{\lambda}{|y|} \right)^p u_{\lambda}^{p}(y) dy, & x \in \mathbb{R}^n \setminus \{0\},
\end{cases}
\]
where
\[
\tau = n + \beta + 2a - p(n-\alpha).
\]

From Theorem 2.1, we deduce that, if \( u \) is a nonnegative solution of (1), then \( u, v \) are both positive or \((u, v) \equiv (0, 0)\). Therefore, to prove Theorems 1.1 and 1.2, we may assume that \((u, v)\) is a positive solution of (3) in the rest of this paper.

Then we aim to obtain a contradiction in the case \( 1 \leq p < \frac{n+\beta+2a}{n-\alpha} \) and the radial symmetry of \( u \) in the case \( \frac{n+\beta+2a}{n-\alpha} \leq p \leq \frac{n+\beta+2a}{n-\alpha} \).
3. **Nonexistence of positive solutions.** In this section, we utilize the direct method of scaling spheres to prove Theorem 1.1. To this end, let \((u,v)\) be a positive solution of \((3)\) and define

\[
U_\lambda(x) = u_\lambda(x) - u(x), \quad V_\lambda(x) = v_\lambda(x) - v(x).
\]

From the first equation in \((3)\), we have

\[
u(x) = R_{n,\alpha} \int_{B_\lambda} \frac{|y|^a}{|x - y|^{n-\alpha}} u^{p-1}(y) v(y) dy + R_{n,\alpha} \int_{B_\lambda} \frac{|y|^a}{|x - y|^{n-\alpha}} \left( \frac{\lambda}{|y|} \right)^\tau u_\lambda^{p-1}(y) v_\lambda(y) dy.
\]

(5)

Similarly, from the first equation in \((4)\), we deduce

\[
u_\lambda(x) = R_{n,\alpha} \int_{B_\lambda} \frac{|y|^a}{|x - y|^{n-\alpha}} u^{p-1}(y) v(y) dy + R_{n,\alpha} \int_{B_\lambda} \frac{|y|^a}{|x - y|^{n-\alpha}} \left( \frac{\lambda}{|y|} \right)^\tau u_\lambda^{p-1}(y) v_\lambda(y) dy.
\]

(6)

By combining \((5)\) and \((6)\), we derive that, for any \(x \in B_\lambda \setminus \{0\}\),

\[
U_\lambda(x) = R_{n,\alpha} \int_{B_\lambda} \left( \frac{|y|^a}{|x - y|^{n-\alpha}} - \frac{|y|^a}{|x - y|^{n-\alpha}} \right) u^{p-1}(y) v(y) dy + \left( \left( \frac{\lambda}{|y|} \right)^\tau u_\lambda^{p-1}(y) v_\lambda(y) - u^{p-1}(y) v(y) \right) dy
\]

(7)

where we have used the fact \(\tau > 0\) and the following formulae in the last inequality

\[
\left| \frac{|y|^a}{|x - y|^{n-\alpha}} \right|^2 = \frac{|x|^2 - \lambda^2}{\lambda^2} > 0 \quad \text{for } x, y \in B_\lambda \setminus \{0\}.
\]

Notice that, for any \(0 < a \leq b \) and \(q \geq 0\), we have the elementary inequality

\[
a^q - b^q \geq \max\{q,1\} b^{q-1}(a - b).
\]

(8)

Using \((8)\), for each \(y \in B_\lambda\), we consider the following cases:

- If \(u_\lambda(y) \geq u(y)\) and \(v_\lambda(y) \geq v(y)\), then

  \[
  u_\lambda^{p-1}(y) v_\lambda(y) - u^{p-1}(y) v(y) \geq 0.
  \]

- If \(u_\lambda(y) \geq u(y)\) and \(v_\lambda(y) < v(y)\), then

  \[
  u_\lambda^{p-1}(y) v_\lambda(y) - u^{p-1}(y) v(y) \geq u^{p-1}(y) V_\lambda(y).
  \]

- If \(u_\lambda(y) < u(y)\) and \(v_\lambda(y) \geq v(y)\), then

  \[
  u_\lambda^{p-1}(y) v_\lambda(y) - u^{p-1}(y) v(y) \geq \left( u_\lambda^{p-1}(y) - u^{p-1}(y) \right) v(y) \geq \max\{p - 1,1\} u^{p-2}(y) v(y) U_\lambda(y).
  \]
If \( u_\lambda(y) < u(y) \) and \( v_\lambda(y) < v(y) \), then
\[
u_\lambda^{p-1}(y)v_\lambda(y) - u^{p-1}(y)v(y) = (u_\lambda^{p-1}(y) - u^{p-1}(y))v_\lambda(y) + u^{p-1}(y)(v_\lambda(y) - v(y)) \geq \max\{p-1,1\}u^{p-2}(y)v(y)U_\lambda(y) + u^{p-1}(y)V_\lambda(y).
\]
Consequently, we always have
\[
u_\lambda^{p-1}(y)v_\lambda(y) - u^{p-1}(y)v(y) \geq \max\{p-1,1\}u^{p-2}(y)v(y)U_\lambda^-(y) + u^{p-1}(y)V_\lambda^-(y), \quad (9)
\]
where \( t^- = \min\{t,0\} \) for \( t \in \mathbb{R} \).

From (7) and (9), we derive
\[
U_\lambda(x) > R_{n,\alpha} \int_{B_\lambda} \left( \frac{|y|^a}{|x-y|^{n-\beta}} - \frac{|y|^a}{|x-\lambda y|^{n-\beta}} \right) \left( \left( \frac{\lambda}{|y|} \right)^\tau u_\lambda^{p-1}(y) - u^p(y) \right) \, dy 
\]
\[
\geq C \int_{B_\lambda^+} \frac{|y|^a u^{p-2}(y)v(y)U_\lambda(y)}{|x-y|^{n-\alpha}} \, dy + C \int_{B_\lambda^-} \frac{|y|^a u^{p-1}(y)V_\lambda(y)}{|x-y|^{n-\alpha}} \, dy,
\]
where
\[
B_\lambda^+ = \{x \in B_\lambda \setminus \{0\} \mid U_\lambda(x) < 0\} \quad \text{and} \quad B_\lambda^- = \{x \in B_\lambda \setminus \{0\} \mid V_\lambda(x) < 0\}.
\]

By a similar argument,
\[
V_\lambda(x) = \int_{B_\lambda} \left( \frac{|y|^a}{|x-y|^{n-\beta}} - \frac{|y|^a}{|x-\lambda y|^{n-\beta}} \right) \left( \left( \frac{\lambda}{|y|} \right)^\tau u_\lambda^{p-1}(y) - u^p(y) \right) \, dy 
\]
\[
> \int_{B_\lambda} \left( \frac{|y|^a}{|x-y|^{n-\beta}} - \frac{|y|^a}{|x-\lambda y|^{n-\beta}} \right) \left( u_\lambda^{p-1}(y) - u^p(y) \right) \, dy, \quad (11)
\]
which leads to
\[
V_\lambda(x) > p \int_{B_\lambda^+} \frac{|y|^a u^{p-1}(y)U_\lambda(y)}{|x-y|^{n-\beta}} \, dy. \quad (12)
\]

To continue, we recall the following Hardy-Littlewood-Sobolev inequality.

**Lemma 3.1** (Hardy-Littlewood-Sobolev inequality [19, 29]). Let \( 0 < \alpha < n \) and \( p,q > 1 \) be such that \( \frac{1}{p} - \frac{1}{q} = \frac{\alpha}{n} \). Then
\[
\left\| \int_{\mathbb{R}^n} \frac{f(y)}{|x-y|^{n-\alpha}} \, dy \right\|_{L^q(\mathbb{R}^n)} \leq C_{n,\alpha,p} \|f\|_{L^p(\mathbb{R}^n)}
\]
for any \( f \in L^p(\mathbb{R}^n) \).

Let \( s > \frac{n}{n-\alpha} \) and \( t > \frac{n}{n-\beta} \) be such that
\[
\frac{1}{s} - \frac{1}{t} = \frac{\beta - \alpha}{2n}.
\]

Applying Hardy-Littlewood-Sobolev and Hölder’s inequality, from (10) we have
\[
\|U_\lambda\|_{L^s(B_\lambda)} \leq C \left( \|x|^a u^{p-2} vU_\lambda\|_{L^{\frac{n}{n-\alpha}}(B_\lambda)} + C \|x|^a u^{p-1} V_\lambda\|_{L^{\frac{n}{n+\beta}}(B_\lambda)} \right) 
\]
\[
\leq C \left( \|x|^a u^{p-2} v\|_{L^{\frac{n}{n-\beta}}(B_\lambda)} \|U_\lambda\|_{L^s(B_\lambda)} + C \|x|^a u^{p-1}\|_{L^{\frac{2n}{n+\beta}}(B_\lambda)} \|V_\lambda\|_{L^t(B_\lambda)} \right), \quad (13)
\]
Similarly, from (12), we have
\[
\|V_\lambda\|_{L^p(B_\lambda^0)} \leq C \|x|^{\alpha}u^{p-1}U_\lambda\|_{L^{\frac{n+\alpha}{n-\alpha}}(B_\lambda^0)} \\
\leq C \|x|^{\alpha}u^{p-1}\|_{L^{\frac{n+\alpha}{n-\alpha}}(B_\lambda^0)} \|U_\lambda\|_{L^p(B_\lambda^0)}.
\] (14)

Combining (13) and (14), we deduce
\[
\|U_\lambda\|_{L^p(B_\lambda^0)} \leq C \left(\|x|^{\alpha}u^{p-2}v\|_{L^\frac{n+\alpha}{n-\alpha}(B_\lambda^0)} + \|x|^{\alpha}u^{p-1}\|_{L^{\frac{n+\alpha}{n-\alpha}}(B_\lambda^0)}\right) \|U_\lambda\|_{L^p(B_\lambda^0)},
\] (15)
where \(C\) is independent of \(\lambda\). Inequality (15) is the key ingredient in the proof of Theorem 1.1.

**Proof of Theorem 1.1.** Assume that (3) has a positive solution \((u, v)\).

**Step 1.** (Start dilating the sphere from near \(\lambda = 0\))
We prove that
\[
U_\lambda \geq 0 \text{ in } B_\lambda \setminus \{0\}
\] (16)
for \(\lambda > 0\) sufficiently small. Indeed, since \(a > \max\{-\alpha, -\frac{\alpha+\beta}{\alpha}\}\) and \(u, v\) are continuous, there exists \(\varepsilon_0 > 0\) small enough, such that
\[
\left\|x|^{\alpha}u^{p-2}v\right\|_{L^\frac{n+\alpha}{n-\alpha}(B_\lambda)} + \|x|^{\alpha}u^{p-1}\|_{L^{\frac{n+\alpha}{n-\alpha}}(B_\lambda)} \leq \frac{1}{2C}
\]
for all \(0 < \lambda < \varepsilon_0\), where the constant \(C\) is the same as in (15). Hence, (15) indicates \(\|U_\lambda\|_{L^p(B_\lambda^0)} = 0\), which means \(B_\lambda^0 = \{0\}\). Therefore, (16) holds for all \(0 < \lambda < \varepsilon_0\).

**Step 2.** (Dilate the sphere \(S_\lambda\) outward until \(\lambda = \infty\))
Step 1 provides us a starting point to dilate the sphere \(S_\lambda\) from near \(\lambda = 0\). Now we dilate the sphere \(S_\lambda\) outward as long as (16) holds. Let
\[
\lambda_0 = \sup\{\lambda > 0 \mid U_\mu \geq 0 \text{ in } B_\mu \setminus \{0\} \text{ for all } \mu \in (0, \lambda]\}.
\]
We will point out that
\[
\lambda_0 = \infty.
\] (17)

By contradiction, let us assume \(0 < \lambda_0 < \infty\). Since \(U_\lambda\) is continuous with respect to \(\lambda\), we already have \(U_{\lambda_0} \geq 0\) in \(B_{\lambda_0} \setminus \{0\}\). From (11), we deduce \(V_{\lambda_0} > 0\) in \(B_{\lambda_0} \setminus \{0\}\). Then (7) yields \(U_{\lambda_0} \geq 0\) in \(B_{\lambda_0} \setminus \{0\}\).

Now we claim that, there exist \(C > 0\) and \(\eta > 0\) such that
\[
U_{\lambda_0}, V_{\lambda_0} \geq C \text{ in } B_{\eta} \setminus \{0\}.
\] (18)

Indeed, from (7), we can derive that, for any \(x \in B_{\lambda_0} \setminus \{0\}\),
\[
U_{\lambda_0}(x) \geq R_{n,\alpha} \int_{B_{\lambda_0}} \left( \frac{|y|^\alpha}{|x-y|^{n-\alpha}} - \frac{|y|^\alpha}{|x-y|^{\frac{n-\alpha}{\alpha}}} \right) \left( u_{\lambda_0}^{p-1}(y)v_{\lambda_0}(y) - u^{p-1}(y)v(y) \right) dy
\]
\[
\geq R_{n,\alpha} \int_{B_{\lambda_0}} \left( \frac{|y|^\alpha}{|x-y|^{n-\alpha}} - \frac{|y|^\alpha}{|x-y|^{\frac{n-\alpha}{\alpha}}} \right) u^{p-1}(y)V_{\lambda_0}(y) dy.
\] (19)
From (19) and Fatou’s lemma, we have
\[
\liminf_{|x| \to 0} U_{\lambda_0}(x) \geq R_{n, \alpha} \int_{B_{\lambda_0}} \left( \frac{1}{|y|^n} - \frac{1}{\lambda_0^n} \right) |y|^a u^{p-1}(y) V_{\lambda_0}(y) dy > 0.
\]
Hence for \( x \in B_\eta \setminus \{0\} \), where \( \eta \) is sufficiently small, we have \( U_{\lambda_0}(x) > C \).

Similarly, from (11), we can derive
\[
V_{\lambda_0}(x) > \int_{B_{\lambda_0}} \left( \frac{|y|^a}{|x-y|^{n-\beta}} - \frac{|y|^a}{|x-y|^n} \right) (u^p_{\lambda_0}(y) - u^p(y)) dy \geq C > 0
\]
for all \( x \in B_\eta \setminus \{0\} \), where \( \eta \) is chosen smaller if necessary. This proves (18).

Now we fix \( 0 < r_0 < \frac{\lambda_0}{2} \) small enough, such that
\[
\|x|^a u^{p-2}v\|_{L^\infty(B_{\lambda_0+r_0} \setminus B_{\lambda_0-r_0})} + \|x|^a u^{p-1}\|_{L^{\frac{2n}{n-\beta}}(B_{\lambda_0+r_0} \setminus B_{\lambda_0-r_0})} \leq \frac{1}{2C}, \quad (20)
\]
where the constant \( C \) is the same as in (15).

Combining (18) with the fact that \( U_{\lambda_0} \) and \( V_{\lambda_0} \) are continuous and positive in \( B_{\lambda_0} \setminus \{0\} \), we can find a constant \( C > 0 \) such that
\[
U_{\lambda_0}, V_{\lambda_0} \geq C \quad \text{in} \quad B_{\lambda_0-r_0} \setminus \{0\}.
\]

Because \( u \) and \( v \) are uniformly continuous on arbitrary compact set, there exists \( \rho_0 \in (0, r_0) \) such that, for any \( \lambda \in (\lambda_0, \lambda_0 + \rho_0) \),
\[
U_\lambda, V_\lambda \geq \frac{C}{2} > 0 \quad \text{in} \quad B_{\lambda_0-r_0} \setminus \{0\}.
\]

Therefore, for any \( \lambda \in (\lambda_0, \lambda_0 + \rho_0) \),
\[
B^x_{\lambda} \subset B_{\lambda_0+r_0} \setminus B_{\lambda_0-r_0}.
\]

Hence, estimates (15) and (20) yield \( \|U_\lambda\|_{L^\infty(B^x_{\lambda})} = 0 \), which means \( |B^x_{\lambda}| = 0 \).

Thus, for any \( \lambda \in (\lambda_0, \lambda_0 + \rho_0) \),
\[
U_\lambda \geq 0 \quad \text{in} \quad B_\lambda \setminus \{0\}.
\]

However, this contradicts the definition of \( \lambda_0 \) and (17) is proved.

**Step 3.** (Derive lower bound estimates on \( u \) and \( v \))

Since \( \lambda_0 = \infty \), we have \( U_\lambda \geq 0 \) in \( B_\lambda \setminus \{0\} \) for all \( \lambda > 0 \). That is,
\[
u(x) \geq \left( \frac{\lambda}{|x|} \right)^{n-\alpha} \frac{\lambda^2 x}{|x|^2} \quad \text{for all} \quad \lambda > 0 \quad \text{and} \quad |x| \geq \lambda.
\]
Choosing \( \lambda = \sqrt{|x|} \), we have
\[
u(x) \geq \frac{1}{|x|^\frac{n-\alpha}{2}} u \left( \frac{x}{|x|} \right) \quad \text{for all} \quad |x| \geq 1.
\]

Therefore,
\[
u(x) \geq \frac{\min_{S_{\lambda_0}} u}{|x|^{\frac{n-\alpha}{2}}} = \frac{C_0}{|x|^{\frac{n-\alpha}{2}}} \quad \text{for all} \quad |x| \geq 1.
\]

That is,
\[
u(x) \geq \frac{C_0}{|x|^{\tau_0}} \quad \text{for all} \quad |x| \geq 1,
\]
where \( \tau_0 = \frac{n-\alpha}{2} \).
Now we have for $|x| \geq 1$,

$$v(x) = \int_{\mathbb{R}^n} \frac{|y|^a u^p(y)}{|x-y|^{n-\beta}} \, dy \geq \frac{C}{|x|^{n-\beta}} \int_{|2|x| \leq |y| \leq 3|x|} \frac{dy}{|y|^{p\tau_0-a}} = \frac{C}{|x|^{p\tau_0-(a+\beta)}}$$

and hence

$$u(x) = R_{n,\alpha} \int_{\mathbb{R}^n} \frac{|y|^a u^{p-1}(y)v(y)}{|x-y|^{n-\alpha}} \, dy \geq \frac{C}{|x|^{n-\alpha}} \int_{|2|x| \leq |y| \leq 3|x|} \frac{dy}{|y|^{(p-1)\tau_0-a+p\tau_0-(a+\beta)}}$$

$$= \frac{C_1}{|x|^{(2p-1)\tau_0-(2a+\alpha+\beta)}}.$$

That is,

$$u(x) \geq \frac{C_1}{|x|^\tau_1} \quad \text{for all} \quad |x| \geq 1,$$

where $\tau_1 = (2p-1)\tau_0 - (2a + \alpha + \beta)$.

Continuing the above process, we obtain the following lower bounds of $u$ for any $k \in \mathbb{N}$,

$$u(x) \geq \frac{C_k}{|x|^\tau_k} \quad \text{for all} \quad |x| \geq 1,$$

where

$$\tau_{k+1} = (2p-1)\tau_k - (2a + \alpha + \beta).$$

If $p = 1$, then

$$\tau_k = \tau_0 - k(2a + \alpha + \beta) \to -\infty \quad \text{as} \quad k \to \infty.$$

If $1 < p < \frac{n+\beta+2a}{n-\alpha}$, then

$$\tau_k = (2p-1)^k \left( \frac{n-\alpha}{2} - \frac{2a + \alpha + \beta}{2(p-1)} \right) + \frac{2a + \alpha + \beta}{2(p-1)} \to -\infty \quad \text{as} \quad k \to \infty.$$

Therefore, in both cases, $\tau_k \to -\infty$ as $k \to \infty$. Combining this fact with (21), we arrive at

$$u(x) \geq C \quad \text{for} \quad |x| \geq 1.$$

Hence we have

$$v(x) = \int_{\mathbb{R}^n} \frac{|y|^a u^p(y)}{|x-y|^{n-\beta}} \, dy \geq \frac{C}{|x|^{n-\beta}} \int_{|2|x| \leq |y| \leq 3|x|} |y|^a \, dy = C|x|^{\alpha+\beta} \quad \text{for all} \quad |x| \geq 1.$$

Then

$$\infty > u(0) = R_{n,\alpha} \int_{\mathbb{R}^n} \frac{|y|^a u^{p-1}(y)v(y)}{|y|^{n-\alpha}} \, dy \geq C \int_{\mathbb{R}^n \setminus B_1} \frac{dy}{|y|^{n-2a-\alpha-\beta}}.$$

Since $2a + \alpha + \beta > 0$, the last integral is infinite and we have a contradiction. Therefore, system (3) has no positive solution and the proof of Theorem 1.1 is completed. \qed
4. Symmetry of positive solutions. Let \((u, v)\) be a positive solution of (3) and denote by \(\varpi\) and \(\varpi\) the Kelvin transform of \(u\) and \(v\), respectively, with respect to \(S_1\). That is,

\[
\varpi(x) = \frac{1}{|x|^{n-\alpha}} u \left( \frac{x}{|x|^2} \right) \quad \text{and} \quad \varpi(x) = \frac{1}{|x|^{n-\beta}} v \left( \frac{x}{|x|^2} \right) \quad \text{for} \ x \in \mathbb{R}^n \setminus \{0\}.
\]

From (4), we see that \((\varpi, \varpi)\) satisfies the integral system

\[
\begin{split}
\varpi(x) &= R_{n,\alpha} \int_{\mathbb{R}^n} \frac{\varpi^{p-1}(y)\varpi(y)}{|x-y|^{n-\alpha}|y|^\gamma} \, dy, \quad x \in \mathbb{R}^n \setminus \{0\}, \\
\varpi(x) &= \int_{\mathbb{R}^n} \frac{\varpi^{p}(y)}{|x-y|^{n-\beta}|y|^\gamma} \, dy, \quad x \in \mathbb{R}^n \setminus \{0\},
\end{split} \tag{22}
\]

where

\[ \gamma = n + \beta + a - p(n - \alpha) \geq 0. \]

Moreover, we have

\[
\varpi(x) \sim \frac{1}{|x|^{n-\alpha}} \quad \text{and} \quad \varpi(x) \sim \frac{1}{|x|^{n-\beta}} \quad \text{as} \ |x| \to \infty. \tag{23}
\]

To prove Theorem 1.2, we exploit the method of moving planes in integral forms. For arbitrary \(\lambda \in \mathbb{R}\), we denote

\[ T_\lambda = \{ x \in \mathbb{R}^n \mid x_1 = \lambda \} \quad \text{and} \quad \Sigma_\lambda = \{ x \in \mathbb{R}^n \mid x_1 < \lambda \}, \]

which are the moving plane and the left region of the plane, respectively.

In this section, we redefine \(x^\lambda, U_\lambda, V_\lambda\) as follows

- \(x^\lambda = (2\lambda - x_1, x_2, \ldots, x_n)\) is the reflection of the point \(x = (x_1, x_2, \ldots, x_n)\) about the plane \(T_\lambda\),
- \(\varpi_\lambda(x) = \varpi(x^\lambda)\) and \(\varpi_\lambda(x) = \varpi(x^\lambda)\),
- \(U_\lambda(x) = \varpi_\lambda(x) - \varpi(x)\) and \(V_\lambda(x) = \varpi_\lambda(x) - \varpi(x)\).

For \(\lambda < 0\), we denote

\[ \Sigma^*_\lambda = \Sigma_\lambda \setminus \{0^\lambda\}, \]

\[ \Sigma^\lambda_\lambda = \{ x \in \Sigma^*_\lambda \mid U_\lambda(x) < 0 \}, \]

\[ \Sigma^*\lambda = \{ x \in \Sigma^*_\lambda \mid V_\lambda(x) < 0 \}. \]

For any \(x \in \Sigma^*_\lambda\), we may use (22) to write

\[
\varpi(x) = R_{n,\alpha} \int_{\Sigma_\lambda} \frac{\varpi^{p-1}(y)\varpi(y)}{|x-y|^{n-\alpha}|y|^\gamma} \, dy + R_{n,\alpha} \int_{\Sigma_\lambda} \frac{\varpi^{p-1}(y)\varpi(y)}{|x-y|^{n-\alpha}|y|^\gamma} \, dy \tag{24}
\]

and

\[
\varpi_\lambda(x) = R_{n,\alpha} \int_{\Sigma_\lambda} \frac{\varpi^{p-1}(y)\varpi(y)}{|x-y|^{n-\alpha}|y|^\gamma} \, dy + R_{n,\alpha} \int_{\Sigma_\lambda} \frac{\varpi^{p-1}(y)\varpi(y)}{|x-y|^{n-\alpha}|y|^\gamma} \, dy. \tag{25}
\]

Since \(|x-y| = |x^\lambda - y|\) and \(|x-y| = |x^\lambda - y^\lambda|\), from (24) and (25), we obtain

\[
U_\lambda(x) = R_{n,\alpha} \int_{\Sigma_\lambda} \left( \frac{1}{|x-y|^{n-\alpha}} - \frac{1}{|x^\lambda - y|^{n-\alpha}} \right) \left( \frac{\varpi^{p-1}(y)\varpi(y)}{|y|^\gamma} - \frac{\varpi^{p-1}(y)\varpi(y)}{|y|^\gamma} \right) \, dy \
\geq R_{n,\alpha} \int_{\Sigma_\lambda} \left( \frac{1}{|x-y|^{n-\alpha}} - \frac{1}{|x^\lambda - y|^{n-\alpha}} \right) \frac{\varpi^{p-1}(y)\varpi(y)}{|y|^\gamma} \, dy. \tag{26}
\]
Arguing as in (9), we have
\[
\pi^{-1}_\lambda(y)\pi(y) - \pi^{-1}(y)\pi(y) \geq \max\{p - 1, 1\} \pi^{p-2}(y)\pi(y)U_\lambda^-(y) + \pi^{-1}(y)V_\lambda^-(y).
\] (27)

From (26) and (27), we deduce
\[
U_\lambda(x) \geq C \int_{\Sigma_\lambda} \frac{\pi^{p-2}(y)\pi(y)U_\lambda(y)}{|x - y|^{n-\alpha}|y|^{\gamma}} dy + C \int_{\Sigma_\lambda} \frac{\pi^{-1}(y)V_\lambda(y)}{|x - y|^{n-\alpha}|y|^{\gamma}} dy.
\] (28)

Similarly,
\[
V_\lambda(x) = \int_{\Sigma_\lambda} \left( \frac{1}{|x - y|^{n-\beta}} - \frac{1}{|x^{\lambda} - y|^{n-\beta}} \right) \left( \frac{\pi^{p}(y)}{|y|^{\gamma}} - \frac{\pi^{p}(y)}{|y|^{\gamma}} \right) dy
\]
\[
\geq \int_{\Sigma_\lambda} \left( \frac{1}{|x - y|^{n-\beta}} - \frac{1}{|x^{\lambda} - y|^{n-\beta}} \right) \frac{\pi^{p}(y)}{|y|^{\gamma}} dy,
\] (29)

which leads to
\[
V_\lambda(x) \geq p \int_{B_x^+} \frac{\pi^{-1}(y)U_\lambda(y)}{|x - y|^{n-\beta}|y|^{\gamma}} dy.
\] (30)

Similar to the previous section, we let \( s > \frac{n}{n-\alpha} \) and \( t > \frac{n}{n-\beta} \) be such that
\[
\frac{1}{s} - \frac{1}{t} = \frac{\beta - \alpha}{2n}.
\]

Then using (28), (30) and arguing as in Section 3, we derive
\[
\|U_\lambda\|_{L^s(\Sigma_\lambda)} \leq C \left( \left\| \pi^{p-2}\pi \right\|_{L^\frac{n}{2}(\Sigma_\lambda)} + \left\| \pi^{p-1}\pi \right\|_{L^{\frac{2n}{\alpha}}(\Sigma_\lambda)} \left\| \pi^{p-1}\pi \right\|_{L^{\frac{2n}{\beta}}(\Sigma_\lambda)} \right) \times \|U_\lambda\|_{L^s(\Sigma_\lambda)},
\] (31)

where \( C \) is independent of \( \lambda \).

Using (23) and the assumption \( a > \max\{-\alpha, -\frac{\alpha + \beta}{2}\} \), it is easy to check that
\[
\pi^{p-2}\pi \in L^{\frac{n}{2}}(\mathbb{R}^n \setminus B_\epsilon) \quad \text{and} \quad \pi^{p-1}\pi \in L^{\frac{2n}{\alpha}}(\mathbb{R}^n \setminus B_\epsilon) \quad \text{for all} \quad \epsilon > 0.
\] (32)

**Proof of Theorem 1.2.** There are two cases to be considered.

**Case 1:** The subcritical case \( p < \frac{n+\beta}{n-\alpha} \). In this case, \( \gamma > 0 \).

We move \( T_\lambda \) from near \( \lambda = -\infty \) along the \( x_1 \)-direction to the right until it reaches the limiting position. The proof in this case has two steps.

**Step 1.** We show that
\[
U_\lambda \geq 0 \quad \text{in} \quad \Sigma_\lambda
\] (33)

for all \( \lambda \) sufficiently negative.

Indeed, using (32), we can find \( R_0 > 0 \) sufficiently large such that for \( \lambda \leq -R_0 \), we have
\[
\left\| \pi^{p-2}\pi \right\|_{L^{\frac{n}{2}}(\Sigma_\lambda)} + \left\| \pi^{p-1}\pi \right\|_{L^{\frac{2n}{\alpha}}(\Sigma_\lambda)} \left\| \pi^{p-1}\pi \right\|_{L^{\frac{2n}{\beta}}(\Sigma_\lambda)} \leq \frac{1}{2C},
\] (34)

where the constant \( C \) is the same as in (31).

Now (31) and (34) imply \( \|U_\lambda\|_{L^s(\Sigma_\lambda)} = 0 \) and hence \( |\Sigma_\lambda|^s = 0 \) for \( \lambda \leq -R_0 \). Thus, (33) holds for \( \lambda \leq -R_0 \).

**Step 2.** Let
\[
\lambda_0 = \sup\{\lambda \leq 0 \mid U_\mu \geq 0 \quad \text{in} \quad \Sigma_\mu \quad \text{for all} \quad \mu \leq \lambda\}.
\] (35)
We point out in this step that
\[ \lambda_0 = 0. \quad (36) \]

By contradiction, assume that \( \lambda_0 < 0 \). By continuity, we already have \( U_{\lambda_0} \geq 0 \) in \( \Sigma_{\lambda_0}^* \). Therefore, (29) yields that
\[
V_{\lambda_0}(x) \geq \int_{\Sigma_{\lambda_0}} \left( \frac{1}{|x-y|^{n-\beta}} - \frac{1}{|x_{\lambda_0} - y|^{n-\beta}} \right) \left( \frac{1}{|y|^{\gamma}} - \frac{1}{|y|^{\gamma}} \right) \pi^{p}(y) dy > 0
\]
and hence (26) implies
\[
U_{\lambda_0}(x) \geq \int_{\Sigma_{\lambda_0}} \left( \frac{1}{|x-y|^{n-\alpha}} - \frac{1}{|x_{\lambda_0} - y|^{n-\alpha}} \right) \left( \frac{1}{|y|^{\gamma}} - \frac{1}{|y|^{\gamma}} \right) \pi^{p-1}(y) \pi(y) dy > 0.
\]
That means that \( U_{\lambda_0} \) and \( V_{\lambda_0} \) are positive in \( \Sigma_{\lambda_0}^* \).

To obtain a contradiction, we will show that \( T_\lambda \) can be move a little bit to the right such that (33) still holds. That is, \( U_{\lambda} \geq 0 \) in \( \Sigma_{\lambda}^* \) for all \( \lambda \in [\lambda_0, \lambda_0 + \varepsilon) \), where \( \varepsilon > 0 \) is sufficiently small.

To this end, we aim to find some \( \varepsilon > 0 \) sufficiently small such that
\[
\left\| \frac{\pi^{p-2}\pi}{|x|^{\gamma}} \right\|_{L^{\frac{n}{\pi}}(\Sigma_{\lambda}^*)} + \left\| \frac{\pi^{p-1}}{|x|^{\gamma}} \right\|_{L^{\frac{n}{\pi+\pi}}(\Sigma_{\lambda}^*)} \leq \frac{1}{2C}
\]
for all \( \lambda \in [\lambda_0, \lambda_0 + \varepsilon) \), where the constant \( C \) is the same as in (31).

Using (32), we can find some \( R > 0 \) sufficiently large such that
\[
\left\| \frac{\pi^{p-2}\pi}{|x|^{\gamma}} \right\|_{L^{\frac{n}{\pi}}(\Sigma_{\lambda}^* \setminus B_R)} + \left\| \frac{\pi^{p-1}}{|x|^{\gamma}} \right\|_{L^{\frac{n}{\pi+\pi}}(\Sigma_{\lambda}^* \setminus B_R)} \leq \frac{1}{4C},
\]
Now fix this \( R \), in order to derive (37), we only need to point out that
\[ \lim_{\lambda \to \lambda_0^+} |\Sigma_{\lambda}^* \cap B_R| = \lim_{\lambda \to \lambda_0^+} |\Sigma_{\lambda}^* \cap B_R| = 0. \quad (39) \]

Let us define \( D_\delta = \{ x \in \Sigma_{\lambda_0}^* \cap B_R \mid U_{\lambda_0}(x) > \delta \} \) and \( E_\delta = (\Sigma_{\lambda_0}^* \cap B_R) \setminus D_\delta \) for \( \delta > 0 \). Then we denote \( F_\lambda = (\Sigma_{\lambda}^* \setminus \Sigma_{\lambda_0}^*) \cap B_R \) for \( \lambda > \lambda_0 \). Clearly,
\[ \lim_{\delta \to 0^+} |E_\delta| = \lim_{\lambda \to \lambda_0^+} |F_\lambda| = 0 \]
and
\[ \Sigma_{\lambda}^* \cap B_R \subset \Sigma_{\lambda}^* \cap (D_\delta \cup E_\delta \cup F_\lambda) \subset \Sigma_{\lambda}^* \cap D_\delta \cup E_\delta \cup F_\lambda \]

Fix arbitrary \( \delta > 0 \). We will derive
\[ \lim_{\lambda \to \lambda_0^+} |\Sigma_{\lambda}^* \cap D_\delta| = 0. \quad (42) \]

In fact, \( \pi(x_{\lambda_0}) - \pi(x_\lambda) = U_{\lambda_0}(x) - U_\lambda(x) > \delta \) for \( x \in \Sigma_{\lambda}^* \cap D_\delta \). Hence \( \Sigma_{\lambda}^* \cap D_\delta \subset H_\delta := \{ x \in B_R \mid \pi(x_{\lambda_0}) - \pi(x_\lambda) > \delta \} \). Let \( e_1 = (1, 0, \ldots, 0) \). For any \( \varepsilon > 0 \) sufficiently small, we have
\[
|H_\delta \setminus B_\varepsilon(2\lambda_0 e_1)| \leq \frac{1}{\delta} \int_{H_\delta \setminus B_\varepsilon(2\lambda_0 e_1)} |\pi(x_{\lambda_0}) - \pi(x_\lambda)| \ dx
\]
\[
\leq \frac{1}{\delta} \int_{B_R(2\lambda_0 e_1) \setminus B_\varepsilon} |\pi(x) - \pi(x + 2(\lambda_0 - \lambda)e_1)| \ dx,
\]
Since \( \pi \) is continuous in \( \mathbb{R}^n \setminus \{0\} \) and \( \varepsilon \) is arbitrarily small, the above inequality indicates \( \lim_{\lambda \to \lambda_0^+} |H_\delta| = 0 \), which yields (42).
By combining (40), (41) and (42), we deduce
\[
\lim_{\lambda \to \lambda_0^+} |\Sigma_\lambda^u \cap B_R| \leq |E_\delta|.
\]
Letting \(\delta \to 0^+\) and using (40), we arrive at the first claim in (39). The second limit in (39) can be obtained by a similar reasoning. Combining (38) and (39), we arrive at (37).

From (31) and (37), we can find \(\varepsilon > 0\) sufficiently small such that \(|\Sigma_\lambda^u| = 0\) for any \(\lambda \in [\lambda_0, \lambda_0 + \varepsilon]\). Hence \(U_\lambda \geq 0\) in \(\Sigma_\lambda^u\) for any \(\lambda \in [\lambda_0, \lambda_0 + \varepsilon]\). Since this contradicts the definition of \(\lambda_0\) in (35), we must have (36) and hence \(U_0(x) \geq 0\) in \(\Sigma_0^u\).

Similarly, we can move \(T_\lambda\) from near \(\lambda = +\infty\) to the left in order to deduce \(U_0(x) \leq 0\) in \(\Sigma_0^u\). Therefore, \(U_0 \equiv 0\), which means that \(\pi\) is symmetric about \(T_0\). By repeating the previous arguments to arbitrary direction, we derive that \(u\) is radially symmetric about the origin. So is \(u\).

**Case 2:** The critical case \(p = \frac{n+\beta+a}{n-\alpha}\). In this case, \(\gamma = 0\).

Suppose on the contrary that (3) admits a positive solution \((u,v)\) such that \(u\) is not radially symmetric about the origin. Then there exists a hyperplane \(H\) passing through the origin such that \(u\) is not symmetric about \(H\). For simplicity, we may assume \(H = T_0\).

Similar to Case 1, we can show that
\[
U_\lambda \geq 0 \quad \text{in } \Sigma_\lambda^u
\]
for \(\lambda\) sufficiently negative. Let
\[
\lambda_0 = \sup\{\lambda \leq 0 \mid U_\mu \geq 0 \text{ in } \Sigma_\mu^u \text{ for all } \mu \leq \lambda\}.
\]
We will show that
\[
\lambda_0 = 0.
\]

By contradiction, assume \(\lambda_0 < 0\). We have the following possibilities.

**Possibility (i):** \(U_{\lambda_0} = 0\) in \(\Sigma_{\lambda_0}^u\). From (29), we also have \(V_{\lambda_0} = 0\) in \(\Sigma_{\lambda_0}^u\). Therefore, 0 is not a singular point of \(\pi\) and \(\pi\). Furthermore,
\[
\lim_{x \to 0} \pi(x) = \pi(0^{\lambda_0}) > 0 \quad \text{and} \quad \lim_{x \to 0} \pi(x) = \pi(0^{\lambda_0}) > 0.
\]

Hence
\[
u(x) \sim \frac{1}{|x|^{n-\beta}} \quad \text{as } |x| \to \infty.
\]
Therefore,
\[
|x|^\alpha u^{p-2}v \in L^{\frac{n}{n-\alpha}}(\mathbb{R}^n \setminus B_\varepsilon) \quad \text{and} \quad |x|^\alpha u^{p-1} \in L^{\frac{n}{n-\beta}}(\mathbb{R}^n \setminus B_\varepsilon) \quad \text{for all } \varepsilon > 0.
\]

Using this fact, we may apply the moving plane method to integral system (3) directly to get that \(u\) is symmetric about the origin, which is a contradiction. The proof is very similar to that of Case 1. The only difference is that we now deal with \(u, v, -\alpha\) instead of \(\pi, \pi, \gamma\).

**Possibility (ii):** \(U_{\lambda_0} \geq 0\), but \(U_{\lambda_0} \neq 0\) in \(\Sigma_{\lambda_0}^u\). It follows from (29) that
\[
V_{\lambda_0}(x) = \int_{\Sigma_{\lambda_0}} \left(\frac{1}{|x-y|^{n-\beta}} - \frac{1}{|x_{\lambda_0} - y|^{n-\beta}}\right) (\pi_{\lambda_0}^p(y) - \pi_{\lambda_0}^p(y)) \, dy > 0.
\]
and hence (26) implies
\[ U_{\lambda_0}(x) = R_{n,\alpha} \int_{\Sigma_{\lambda_0}} \left( \frac{1}{|x - y|^{n-\alpha}} - \frac{1}{|x - \lambda_0 y|^{n-\alpha}} \right) \times \left( \frac{u^{p-1}}{\varpi_{\lambda_0}(y)} \varpi_{\lambda_0}(y) - \frac{1}{\varpi^{p-1}(y)} \varpi(y) \right) dy > 0. \]

Similar to Case 1, we can show that \( T_{\lambda} \) can be moved a little bit to the right such that (43) still holds. However, this contradicts the definition of \( \lambda_0 \).

Therefore, \( \lambda_0 = 0 \). Similarly, one can move the plane \( T_{\lambda} \) from \( \lambda = +\infty \) to the left to finally deduce that \( u \) is symmetric about \( T_0 \), which is a contradiction.

Hence \( u \) must be radially symmetric about the origin.

\begin{proof}

\end{proof}
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