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Abstract—In the last decade, researchers have been investigating the severity of insulation breakdown caused by partial discharge (PD) in overhead transmission lines with covered conductors or electrical equipment such as generators and motors used in various industries. Developing an effective partial discharge detection system can lead to significant savings on maintenance and prevent power disruptions. Traditional methods rely on hand-crafted features and domain expertise to identify partial discharge patterns in the electrical current. Many data-driven deep learning-based methods have been proposed in recent years to remove these ad hoc feature extraction. However, most of these methods either operate in the time-domain or frequency-domain. Many research approaches have been developed to generate phase-resolved partial discharge (PRPD) patterns from raw PD sensor data. They extract the salient characteristics of these PRPD patterns and provide a visual interpretation system for a comprehensive diagnosis of the defects. These PRPD diagrams suggest a correlation between partial discharge activities occurring in an alternating electrical waveform’s positive and negative half-cycles. However, this correlation criterion between half-cycles has been remained unexplored in deep learning-based methods. This work proposes a novel feature-fusion-based Dual-CyCon Net that can utilize all time, frequency, and phase domain features for joint learning in one cohesive framework. Our proposed cycle-consistency loss exploits any relation between an alternating electrical signal’s positive and negative half-cycles to calibrate the model’s sensitivity. This loss exploits cycle-invariant PD-specific features, enabling the model to learn more robust, noise-invariant features for PD detection. A case study of our proposed framework on a public real-world noisy measurement from high-frequency voltage sensors to detect damaged power lines has achieved a state-of-the-art MCC score of 0.8455, demonstrating the effectiveness of joint learning and cycle-consistency loss.

Index Terms—System reliability, Machine learning, Partial discharge, Pattern recognition.

I. INTRODUCTION

Modern society infrastructures are built upon the backbone of robust, reliable, and undisturbed power generation and distribution of electricity. A disruption in the power distribution system can cause severe negative impacts in a society’s industrial sectors that rely on the continuous power supply. The electric power industry must have high reliability and trustworthy fault detection systems to guarantee the stability and continuity of power distribution operations [1]. One of the prominent causes for failure in the electrical equipment is the degradation of the insulation system. Continuous monitoring of the electrical equipment is required for the early identification of insulation failure to prevent the complete breakdown of a system. Intelligent monitoring systems such as computer-aided analysis of insulation failure can lead to significant savings on maintenance and avoid disruptions of power. Automation of industrial fault detections is one of the leading areas with practical applications for recently developed deep learning algorithms. Fig. 1 represents a generalized view of an active monitoring system for detecting insulation breakdown.

Medium voltage overhead power lines run for hundreds of miles to supply power to cities. These power lines utilize insulated overhead conductors (IOC) in many places around the world [2]–[4]. However, these long distances make it expensive to manually inspect the lines for damage that does not immediately result in a power outage, such as a tree branch hitting the line or an insulator flaw. Standard overcurrent protection devices also can not detect these types of faults [5]. [6]. Although invisible and undetectable to standard protection devices, these modes of damage lead to a phenomenon known as partial discharge (PD) [7]–[10]. PD is an electrical discharge that does not bridge the electrodes between an insulation system completely. PD occurs across the surface of insulating material where the electric field strength exceeds the breakdown strength of the insulating material [7]. [11]–[13]. Partial
discharges slowly damage the power line by degrading the insulation system of the IOC [5], [14], so left unrepaird, they will eventually lead to a power outage or start a fire [6]. Therefore, it is of utmost importance to continuously assess the condition of electrical equipment to detect these events to take proper preventative actions accordingly. The main obstacle to identifying PD activity lies in detecting extremely short and temporally localized events [15] and the presence of the background noise interference [16].

A significant amount of research efforts have been carried out for the computer-aided detection of PD pattern detection. Feature engineering-based methods have extracted relevant handcrafted features and utilized classical mechanical models such as support vector machine (SVM) or random forest to identify PD activity through these features [14], [17], [18]. Many data-driven deep-learning approaches have been adopted over time to remove ad hoc feature engineering processes [19]–[22]. Qu et al. [23] utilized discrete wavelet transform and long short-term memory (LSTM) for PD pattern detection, while Wang et al. [24] proposed a spectrogram feature extraction-based neural network approach for PD detection. Michau et al. [25] proposed a framework for PD detection in time series through a temporal convolutional neural network (CNN).

However, to the best of our knowledge, almost every deep learning-based previous research approaches work either in the time domain [20], [23], [25] or frequency domain [24]. Performances from each research suggest that salient features characterizing PD activity are present in both time and frequency domains. A model architecture that can utilize joint learning by implementing knowledge flow between these domains can further enhance the model’s capability to identify the pulses responsible for PD discharge. The phase-resolved partial discharge (PRPD) pattern-based algorithms rely on the generation and analysis of PRPD diagram for detection of PD activity [26]–[30]. The PRPD diagram in these research works implies a relation between the occurrences of PD activities, the phase angle, and the voltage amplitude of an alternating electrical waveform. This correlation suggests consistent PD activities in positive and negative half-cycles of an alternating electrical waveform at a relatively same phase angle. However, this criterion has been remained unexplored in deep learning-based approaches.

This paper proposes a novel cycle-consistency aware architecture named Dual-CyCon Net along with novel DDAM structured block and cycle-consistency loss. Our proposed dual-domain attention module (DDAM) enables collaborative learning by allowing the flow of knowledge between time and frequency domain branches. We propose a cycle-consistency loss between positive and negative half-cycles of a particular alternating electrical signal to enhance the model’s ability to learn more robust, noise-invariant PD detection features. The cycle-consistency loss integrates the capability for exploiting knowledge distillation between these half-cycles. We validate our proposed architecture on a public dataset of noisy real-world measurements from high-frequency voltage sensors [31]. An overview of our proposed framework is presented in Fig. 2. The contributions of this paper are summarized as follows:

- We present a novel cycle-consistency aware architecture named Dual-CyCon Net that integrates time, frequency, and phase domain characteristics in one cohesive framework.
- Our proposed dual-domain attention module enhances the capability of our model to identify PD patterns by utilizing knowledge from all available domains.
• Cycle-consistency loss tweaks the sensitivity of the model to learn more robust and noise invariant features for PD detection by exploiting the correlation of PD-specific features present in both positive and negative half-cycles of a particular alternating electrical signal.

• We evaluate our proposed framework on a real-world noisy public dataset. Our proposed Dual-CyCon Net has achieved a state-of-the-art MCC score of 0.8455, proving the efficacy of DDAM and cycle-consistency loss.

The rest of the paper is organized as follows. Section II highlights the related work. Section III describes Dual-CyCon Net along with the motivation of our study and preprocessing of the dataset. The training schemes for our proposed method are presented in Section IV. The results and analysis of comprehensive experiments and the ablation study are given in Section V. Finally, Section VI concludes the whole work.

II. RELATED WORK

The issue of PD detection is a subject of many areas of study, including artificial intelligence, signal processing, data analysis, statistic, or applied mathematics [32]–[35]. Phase-resolved partial discharge (PRPD) based methods take advantage of the property that for some systems, PD always occurs at the same phase angle in the alternating electrical current [26]–[30]. These methods implement algorithms to process the raw values from PD sensors to generate the PRPD diagrams. Experts can visually analyze and interpret these diagrams to identify the traces left by PD activity. However, aggregation of pulses over several hundred or thousands of periods and the presence of noise or superimposed pulses pose serious difficulty in analyzing these PRPD diagrams. The limitations of PRPD analysis have inspired researchers to explore statistically feature engineering-based approaches [36].

In 2014, Shang et al. [18] proposed a novel method based on a multi-kernel multi-class relevance vector machine for PD recognition. In 2017, Misak et al. [14] proposed a random-forest-based solution optimized with self-organized migrating optimization. They used the univariate denoising method and different layers of complex preprocessing to remove noisy peaks generated by discrete spectral interferences, repetitive pulses interference, and ambient noise. In 2019, Dong et al. [17] developed a unique method based on Seasonal and Trend decomposition using Loess (STL) and utilized Support Vector Machine (SVM) to recognize PD activities on insulated overhead conductors. However, extracting relevant features is time-consuming and identifying characteristics such as different types of pertinent entropy to PD requires years of domain expertise.

Many data-driven deep learning approaches have been applied in recent studies to address the feature extraction challenges mentioned above. Li et al. [19] proposed a CNN based deep architecture, which is established to extrapolate new features automatically to realize ultra-high frequency signals recognition in gas-insulated switchgear (GIS). Adam et al. [20] applied LSTM to identify different types of PD activity in insulated cables, using single PD impulses as input data. In 2018, Nguyen et al. [21] proposed an approach for detecting PD patterns in GIS using LSTM and recurrent neural networks. Khan et al. [37] utilized a time-domain CNN for end-to-end partial discharge pattern detection in power cables. Wang et al. [22] applied a CNN along with PRPD criteria to effectively and efficiently distinguish the types of GIS PD. In 2020, Qu et al. [23] used discrete wavelet transformation to decompose the signal and extract features with different resolutions to feed them to an LSTM model. Dong et al. [38] they employed LSTM to identify PD activity by extracting features from the STL residual. Wang et al. [24] utilized spectrograms generated from the time-series data and fed them to CNN for PD detection. Michau et al. [25] developed a no-feature-engineering end-to-end learning framework for PD identification.

III. METHODOLOGY

A. Motivation

Over the last decade, deep learning-based methods for PD detection have worked either in the time domain or frequency domain. Classical approaches have extracted features from time-series data and used them for PD classification. However, to the best of our knowledge, no other approaches have tried to implement algorithms that can utilize joint learning between these domains. A single model that can incorporate knowledge from all available domains such as time series, frequency bins, and phase angle property, will lead to a more robust detection technique. Our proposed DDAM block utilizes joint learning to enable this flow of knowledge between different domains to reinforce the efficiency of the learning capability of the model. This block uses the peak attention vector to adaptively recalibrate peak-wise feature responses by explicitly modeling interdependencies between peaks. Apart from the joint learning, PRPD inspired consistent PD activity between positive and negative half-cycles of an alternating electrical waveform has been remained unexplored in deep-learning-based approaches. Cycle-consistency loss is motivated by the requirement that the high-level features extracted from a particular signal’s positive and negative half-cycles be consistent. If the distribution of high-level features differs considerably, the model has not yet learned how to attenuate temporal ambient noise introduced in the signal’s positive or negative half-cycle. PD traces left in a particular signal’s positive and negative half-cycles come from the same physical fault in the insulation. The cycle-consistency loss allows the model to learn more PD-specific and noise-invariant high-level features by exploiting knowledge distillation between half-cycles.

B. VSB ENET dataset

We evaluate our proposed framework on the VSB dataset, generated and released by the Technical University of Ostrava [11], [31]. The objective of this dataset is to detect damaged three-phase, medium-voltage overhead power lines by identifying PD patterns in the observed signals. The dataset contains 2904 measurements, each containing three-phase waveforms, totalling 8712 individual samples. Each sample is associated with a label indicating whether the power line insulation was
damaged at the time of recording. However, no additional information regarding PD types, shapes, or location is provided. Out of 8712 samples, 575 samples are labelled as damaged power lines. The electric voltage waveform is recorded over one period of the grid frequency (50Hz) for all three phases simultaneously for each measurement. Each of the samples contains 800,000 values which are recorded with a sampling frequency of 40MHz. The 800,000 sample points constitute one whole cycle containing both positive and negative half-cycles.

C. Preprocessing

Only a few PD pulses can occur per period of the current utility frequency [15]. Inspired by the preprocessing steps in [24], [25], [39], we identify and extract the pulses from a particular signal. Let our signal from a phase of a particular three-phase measurement is denoted by \( X \in \mathbb{R}^N \). \( N \) represents the number of sample points for a signal. For our dataset, \( N = 800000 \). \( X \) is shown in Fig. 3a. First, we shift and rearrange \( X \) from the phase angle 0° to 360° degrees. That enables us to separate that particular signal’s positive and negative half-cycles. We apply a 10000 sample points moving average filter to smooth out the signal [40]. Afterward, we detect the zero-crossing sample points and calculate the gradients of them with respect to neighboring sample points. Based on the gradient sign, we identify sample points with phase angles 0° and 180°. Positive gradient denotes sample point with 0° phase angle, while negative gradient denotes sample point with 180° phase angle. This is shown in Fig. 3b. By shifting and aligning, we get phase-resolved signal \( X_p \), which starts at phase angle 0° and ends in 360°. \( X_p \) is shown in Fig. 3c. PDs are due to insulation failures and typically occur at particular voltage changes. They are visible in a much higher frequency band than the power grid frequency \( f_{ut} \). So we require to remove the low frequencies [25]. We flatten the signal to remove the lower frequencies by,

\[
z_i = \frac{z_{i-1} \alpha + \beta(X_p)_i}{\alpha}
\]

\[
(X_{hp})_i = (X_p)_i - z_i
\]

where, \( i \in \{1, 2, \ldots, N\} \), \( z_1 = X_1 \), \( \alpha=100 \), and \( \beta=1 \). The \( X_{hp} \) signal is shown in Fig. 3d. Then, we take the absolute value of each sample point of the signal \( X_{hp} \) and get \( X_d \) which is shown in Fig. 3e. Based on simple maximum filter, we extracted \( N_{p1} \) number of pulses and their corresponding heights \( h_{p1} \) from \( X_p \) [25]. To remove noisy peaks from them, we sorted the peaks \( N_{p1} \) according to heights \( h_{p1} \) and generate gradients \( g_{p1} \) of the heights. After that, we smooth out the gradient \( g_{p1} \) by linear convolution with a vector \( v \) of length \( L \) for utilizing knee point detection,

\[
v_j = \frac{j}{L}, \ j \in \{1, 2, \ldots, L\}, L = 9
\]

\[
(g_{p1})_i = h_{i+1} - h_i, \ i \in \{1, \ldots, N_{p1} - 1\}
\]

\[
(g_{p1})_{smooth} = g_{p1} * v
\]

Fig. 3: Visualization of the signal from each step of the preprocessing algorithm.
The sorted peaks according to their heights are shown in Fig. 3d. The gradient is shown in the semi-logarithm scale in Fig. 2g. Next, based on knee point detection, we figure out where the gradient flattens. The flatten region refers to the constant noise that is intrinsic to the PD measurement sensor. This region does not contain any valuable information as it almost exists at all phase angles of all signals. For that, we only keep pulses that are before the flatten. This processing will reduce the impact of background noises [38]. We then only keep pulses that are before the flatten. This processing almost exists at all phase angles of all signals. For that, we will reduce the impact of background noises [38]. We then

Let \( N_{p}^{bp}, N_{p}^{hp}, N_{p}^{cp} \) are the number of peaks found from the positive half-cycles of three-phase conductors \( A, B, \) and \( C \) for a particular measurement. Peaks that are found before phase angle 180° are considered as positive half-cycle peaks, while the rest of the peaks are considered as negative half-cycle peaks. These positive half-cycle peaks from three-phase signals are concatenated together and sorted in descending order according to the absolute value of their heights. Afterward, we select the first \( N_{p} \) number of peaks from these sorted peaks. Similarly, we extract \( N_{p} \) number of peaks from the concatenated and sorted \( N_{p}^{an}, N_{p}^{bn}, N_{p}^{cn} \) peaks for the negative half-cycle. Thus, we get two sets of \( N_{p} \) number of peaks, one for positive half-cycle, another for negative half-cycle. Then, we extract data from the signal \( X_{hp} \) utilizing these local maximal values using a window size of \( w_{t} \) and \( w_{f} \). That is, if the \( i^{th} \) local maximum is localized at timestamp \( t_{i} \) and if we use a window of size \( w \), we extract the interval \([t_{i} - \frac{w}{2}, t_{i} + \frac{w}{2}]\). The collection of pulses is, therefore, two 2D array of shape \( N_{p} \times w_{t} \) and \( N_{p} \times w_{f} \) separately for positive and negative half cycles. For our case, \( N_{p} = 257, w_{t} = 128, w_{f} = 512 \), which is determined through grid search in cross-validation. If a fewer number of peaks are detected in the pulse extraction step, the rest of the peaks are considered as zero-padded. This array of dimension \( N_{p} \times w_{t} \) from both positive and negative half-cycle, is considered as time-domain input for our framework. For frequency-domain input, we converted \( N_{p} \times w_{f} \) array from both positive and negative half-cycles to spectrograms by,

\[
X(i, k) = \sum_{m=0}^{N_{p}-1} X[iN_{h} + m] \omega[m] \exp(-j2\pi km/n),
\]

where \( X(i, k) \) is the short term fourier transform (STFT) of subsequence \( i \) of \( x \) with frequency \( k \). \( \omega \) is the window function with window size \( N_{w} \). \( N_{h} \) is the hop size. The hop size is defined as \( N_{h} = N_{w} - N_{o} \), where \( N_{o} \) is overlap between consecutive subsequences. We select the hanning window as window function. We apply STFT across the peak axis \( N_{p} \).

So, \( N_{h} \) and \( N_{o} \) are zero in our case. The window size \( N_{w} \) is set to \( w_{f} \). The resultant spectrogram is \( S \in \mathbb{R}^{N_{p} \times (w_{f}/2)+1} \). Now, the log-spectrogram \( S_{log} \) can be obtained by \( S_{log} = \log(|X(i, k)|^{2}) \). An example showcasing spectrograms of a PD and non-PD signal is shown in Fig. 4. The time-domain and frequency-domain inputs are normalized respectively to \([-1, 1]\) and \([0, 1]\) range before feeding to the neural network.

\[ \text{Fig. 4: Example of log spectrograms. Left one demonstrates the log spectrogram of a non-PD signal. The right one shows the log spectrogram of a PD signal.} \]

D. Dual-CyCon Net

The proposed framework is illustrated in Fig. 5. The neural network branches for frequency and time domain are made up of an identical configuration. Both time and frequency domain branches are comprised of three blocks. Each block contains one 2d convolutional layer, followed by one Rectified Linear Unit (ReLU) and a batch normalization layer [41]. The number of blocks, kernel number, and kernel size for these convolutional filters were inferred from a grid search with 5-fold stratified cross-validation. The 2d convolutional layer in all three blocks has a kernel filter of size 7×7 with stride 2 and 0 padding. They have 8, 16, 32 filters respectively for block-1, block-2, and block-3. Let \( X_{fp}, X_{fn} \in \mathbb{R}^{1 \times W_{t} \times N_{p}} \) denote the time-domain input respectively for positive and negative half-cycle, where \( W_{t} \) and \( N_{p} \) represent respectively the window length and number of peaks taken. Similarly, let \( X_{fp}, X_{fn} \in \mathbb{R}^{1 \times F \times N_{p}} \) denote the frequency-domain input respectively for positive and negative half-cycle, where \( F, N_{p} \) represents respectively the number of frequency bins and peaks taken.

Cycle-Consistency loss:

The time-domain input arrays \( X_{fp} \) and \( X_{fn} \) are passed through the shared time-domain branch of the proposed framework. Let the feature space from block-3 of the time-domain branch is \( X_{fp} \) and \( X_{fn} \) respectively for the positive and negative half-cycle. Let \( X_{fp}, X_{fn} \in \mathbb{R}^{C \times Z_{t} \times N_{p}} \) where \( C \) is the channel number, \( Z_{t} \times N_{p} \) is the feature map size. \( Z_{t} \) corresponds to high-level time feature dimension, and \( N_{p} \) is the high-level peak feature dimension. These feature maps are passed through a sigmoid layer and we get probability distributions \( p^{fp}, q^{fn} \in \mathbb{R}^{C \times Z_{t} \times N_{p}} \) by,
Fig. 5: The architecture of the proposed Dual-CyCon Net. Time-domain inputs for both positive and negative half-cycles are passed to the shared time-domain branch of the framework. Similarly, frequency-domain inputs for both positive and negative half-cycles are fed to the shared frequency-domain branch of the framework. The cycle-consistency loss works on the output from block-3 of these shared branches. The output of block-3 from both time-domain and frequency-domain branches for a particular half-cycle are fed to the DDAM block for joint learning. Each feature space from block-3 of time-domain and frequency-domain is passed through a global average pooling layer, a shared fully connected layer, and a sigmoid layer. Dual-CyCon Net makes predictions based on the weighted average of the output from these fully connected layers and the output from the DDAM block. The classification loss works on all of these outputs.

$$p_{tp}(i,j,k) = \frac{1}{1 + \exp\left(-X_{tpg}(i,j,k)\right)}$$

$$q_{tn}(i,j,k) = \frac{1}{1 + \exp\left(-X_{tng}(i,j,k)\right)}$$

where, $i \in \{1, 2, ..., C\}$, $j \in \{1, 2, ..., Z_t\}$, and $k \in \{1, 2, ..., N\}$. Afterward, we calculate cycle-consistency loss between $p_{tp}$ and $q_{tn}$ which is a bidirectional Kullback-Leibler divergence loss. We get the cycle-consistency loss $L_{ct}$ for the time-domain branch by,
DDAM takes the feature spaces \( X_{tpg} \), \( X_{fpg} \) respectively from block-3 of the time-domain and frequency-domain branch. It generates peak attention vector \( u \) from these feature spaces by utilizing a squeeze and excitation network. Then, it multiplies this attention vector with the feature spaces elementwise in the peak axis to apply the peak attention mechanism. Afterward, these feature spaces are concatenated together and passed through a convolutional layer. This convolutional layer learns salient features characterizing PD activity by using knowledge from both domains.

\[
\begin{align*}
L_{ct} &= \frac{1}{C \times Z_t \times N} \sum_{i=1}^{C} \sum_{j=1}^{Z_t} \sum_{k=1}^{N} p_{ipj,k}^t \log \left( \frac{p_{ipj,k}^t}{q_{ipj,k}^t} \right) + \\
&\quad \frac{1}{C \times Z_t \times N} \sum_{i=1}^{C} \sum_{j=1}^{Z_t} \sum_{k=1}^{N} q_{ipj,k}^t \log \left( \frac{q_{ipj,k}^t}{p_{ipj,k}^t} \right)
\end{align*}
\]

This loss quantifies how much one probability distribution differs from another probability distribution. By minimizing this loss, our model learns to identify high-level PD features that are more noise-invariant. Similarly, the spectrograms inputs \( X_{fp} \) and \( X_{fn} \) are passed through the shared frequency-domain branch of the proposed framework. Let the feature space from block-3 of the frequency-domain branch be \( X_{fpg} \) and \( X_{fng} \) respectively for positive and negative half-cycle. Let \( X_{fpg}, X_{fng} \in \mathbb{R}^{C \times Z_t \times N} \), where \( C \) is the channel number, \( Z_t \times N \) is the feature map size. \( Z_t \) corresponds to high-level frequency bin features dimension and \( N \) is the high-level peak features dimension. These feature maps are passed through a sigmoid layer and we get probability distributions \( p_{fp}, q_{fn} \in \mathbb{R}^{C \times Z_t \times N} \) by,

\[
\begin{align*}
p_{fp}(i,j,k) &= \frac{1}{1 + \exp \left( - X_{fpg}(i,j,k) \right)} \\
q_{fn}(i,j,k) &= \frac{1}{1 + \exp \left( - X_{fng}(i,j,k) \right)}
\end{align*}
\]

where, \( i \in \{1, 2, ..., C\}, \ j \in \{1, 2, ..., Z_f\}, \) and \( k \in \{1, 2, ..., N\} \). We get the cycle-consistency loss \( L_{cf} \) for the frequency-domain branch by,

\[
L_{cf} = \frac{1}{C \times Z_f \times N} \sum_{i=1}^{C} \sum_{j=1}^{Z_t} \sum_{k=1}^{N} p_{ipj,k}^f \log \left( \frac{p_{ipj,k}^f}{q_{ipj,k}^f} \right) + \\
\frac{1}{C \times Z_f \times N} \sum_{i=1}^{C} \sum_{j=1}^{Z_t} \sum_{k=1}^{N} q_{ipj,k}^f \log \left( \frac{q_{ipj,k}^f}{p_{ipj,k}^f} \right)
\]

Finally, we get the total cycle-consistency loss by,

\[
L_c = L_{ct} + L_{cf}
\]

**Dual Domain Attention Module (DDAM):**

Our proposed DDAM block takes the feature spaces of block-3 from both the time and frequency domain for a particular half-cycle as its input. Let the feature space from block-3 for time-domain and frequency-domain is \( X_{tpg} \in \mathbb{R}^{C \times Z_t \times N} \) and \( X_{fpg} \in \mathbb{R}^{C \times Z_t \times N} \) for positive half-cycle of a particular signal. Here \( C \) is the channel number, \( Z_t, Z_f \), and \( N \) represents the dimension of the high-level time-domain features, frequency-domain features, and peak features, respectively.

The architecture of the DDAM block is illustrated in Fig. 6. To give attention to high-level peak features, we adopt the “Squeeze-and-Excitation” operator \([42]\) as the peak-wise attention module, which is composed of a global average pooling layer and two consecutive fully connected (FC) layers. The squeeze operation is conducted by applying the global average pooling layer and two consecutive fully connected (FC) layers.

\[
\begin{align*}
&\text{GAP: Global average pooling} \quad \text{FC: Fully connected} \quad \text{CONCAT: Concatenation} \quad \text{BN: Batch normalization}
\end{align*}
\]
average pooling to the feature map $X_{tpg}$ and $X_{fgp}$, resulting in a vector, $z_{tp}, z_{fp} \in \mathbb{R}^N$.

\[
\begin{align*}
z_{tp}(k) &= \frac{1}{C \times Z_t} \sum_{i=1}^{Z_t} \sum_{j=1}^{C} X_{tpg}(i, j, k) \\
z_{fp}(k) &= \frac{1}{C \times Z_f} \sum_{i=1}^{Z_f} \sum_{j=1}^{C} X_{fgp}(i, j, k)
\end{align*}
\]  

Here, $k \in \{1, 2, ..., N\}$. Then, we concatenate the $z_{tp}, z_{fp}$ vectors and get a vector $z \in \mathbb{R}^{2N}$. The excitation process is formulated into two FC layers, which use ReLU and sigmoid activation. In the first FC layer, the number of neurons is set to $\alpha N$, where $\alpha$ is the dimension reduction ratio and is empirically set to $1/4$ [42]. In the second FC layer, the number of neurons is set to $N$. Defining the excitation vector as $u$, the excitation process can be formally expressed as,

\[
u(k) = \sigma(W_2(\delta(W_1(z) + b_1)) + b_2), u \in \mathbb{R}^N
\]  

where $W_1$ and $W_2$ are the weight matrices related to two FC layers, $\delta(\cdot)$ is the ReLU function, $\sigma(\cdot)$ is the sigmoid function, and $b_1, b_2$ are the bias of the linear classifiers. Each element of the excitation vector $u$ emphasizes the corresponding peak feature, which is jointly learned from both the time and frequency domain. Hence $u$ is called the peak-wise attention vector. Applying the obtained peak-wise attention vector $u$ to the input feature maps $X_{tpg}$ and $X_{fgp}$, we have,

\[
X_{tpg}^{(PA)} = X_{tpg} \odot u
\]  

\[
X_{fgp}^{(PA)} = X_{fgp} \odot u
\]  

Where $\odot$ represents element-wise multiplication in the peak axis. Afterward, we concatenate these feature spaces with peak-attention in the feature axis, which is $Z_t$ for the time-domain and $Z_f$ for the frequency-domain. We get a new feature space $X_{mp} \in \mathbb{R}^{C \times (Z_t + Z_f) \times N}$. We pass this feature space through a 2d convolution layer consists of $D$ number of kernels with $7 \times 7$ kernel size (stride 2, padding 0). For our proposed framework, $D$ is 64. The output from this convolutional filter is $X_{mp}' \in \mathbb{R}^{D \times h \times w}$. Through this convolutional filter, our model learns jointly from the time and frequency domain features. Afterward, we apply global average pooling on the $X_{mp}'$ and get vector $d_{mp} \in \mathbb{R}^{D}$. This vector is passed to an FC layer with $D$ neurons and a sigmoid layer, and we get,

\[
p_{tp} = \sigma(W_{tc}(d_{tp}) + b_{tc}), p_{tp} \in \mathbb{R}^{1}
\]  

\[
p_{fn} = \sigma(W_{tc}(d_{fn}) + b_{tc}), p_{fn} \in \mathbb{R}^{1}
\]  

\[
p_{fp} = \sigma(W_{fc}(d_{fp}) + b_{fc}), p_{fp} \in \mathbb{R}^{1}
\]  

\[
p_{fn} = \sigma(W_{fc}(d_{fn}) + b_{fc}), p_{fn} \in \mathbb{R}^{1}
\]  

Here, $W_{tc}, W_{fc}$ are the weight matrices and $b_{tc}, b_{fc}$ are the bias of the linear classifiers. The final classification loss is generated by,

\[
\mathcal{L}_{cls} = \mathcal{L}_{bce}(p_{tp}) + \mathcal{L}_{bce}(p_{fn}) + \mathcal{L}_{bce}(p_{fp}) + \mathcal{L}_{bce}(p_{fn}) + \mathcal{L}_{bce}(p_{fn})
\]\n
\[
\mathcal{L}_{bce}(\cdot) \text{ is defined as},
\]

\[
\mathcal{L}_{bce} = -\left[y \log(p) + (1 - y) \log(1 - p)\right].
\]

\[
\lambda \text{ is a hyperparameter of our framework and is selected empirically. The proposed framework make the final prediction by simple weighted average of all of these probabilities},
\]

\[
p_{final} = \frac{p_{tp} + p_{fn} + p_{tp} + p_{tn} + p_{fp} + p_{fn}}{6}
\]

\[
IV. \text{Training}
\]

In this section, we discuss the details of our training procedure. All of our experiments are performed in a hardware environment that includes an Intel Core-i7 7700k, @ 4.20 GHz CPU, and Nvidia GeForce GTX 1070 (8 GB Memory) GPU. All of the necessary codes are written in Python, and we used Pytorch deep learning library [43] to implement the neural networks.
TABLE I: Performance comparison of the proposed method with state-of-the-art approaches on the VSB ENET dataset. The best results are shown in red.

| Experiment Name | MCC   | Precision | F1    | Recall |
|-----------------|-------|-----------|-------|--------|
| STL + LSTM      | 0.3440| 0.3582    | 0.2300| 0.8100 |
| Random forest   | 0.7195| 0.7783    | 0.8073| 0.7503 |
| Resnet18 + VggNet11 | 0.7509| 0.8432    | 0.8247| 0.8625 |
| Michau et al. [25] | 0.7790| 0.7980    | 0.7300| 0.8800 |
| Ours            | 0.8455| 0.9225    | 0.9357| 0.9102 |

1 Results reported from the implementation of [25].
2 Metrics recomputed on our data split assuming constant sensitivity and specificity of the model.

A. Dataset split

We follow the same dataset split ratio done by Michau et al. [25]. We split the dataset into a training dataset of size 6972, of which 6538 are non-damaged, 434 are damaged power-line samples, and a test dataset of size 1740, of which 1599 are non-damaged, 141 are damaged power-line samples. In our pipeline, we aggregate all pulses from three-phase into a single array. This aggregation results in a training dataset of 2324 samples and a test dataset of 533 samples. We perform the detailed analysis, ablation study, and the impact of the different composing blocks of our proposed framework on this test dataset.

B. Performance metric

We evaluate the performance of our proposed method based on the Matthews Correlation Coefficient (MCC).

\[
MCC = \frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}} \tag{29}
\]

Where TP is the number of true positives, TN is the number of true negatives, FP is the number of false positives, and FN is the number of false negatives. Along with MCC, we report the F1, precision, and recall scores of our proposed method for PD signals, non-PD signals, and overall. For a fairer comparison, we follow [25] and train our model on a stratified five-folds of the training dataset. We use the best weights from each fold and use a simple average for inference on the test dataset. The best weights are saved based on their performance (MCC) on the validation dataset of each fold.

C. Hyper-parameters

For ground truth \( y \), if any of the three phases of a particular measurement is damaged, we use the ground truth 1 indicating damaged status. If all three phases are healthy, then we use the ground truth 0 [25]. We use Adam optimizer with standard parameters \( \beta_1 = 0.9 \), and \( \beta_2 = 0.99 \) [44]. The batch size is set to 64. We set the initial learning rate 0.0001 and run the training for 50 epochs.

V. EXPERIMENTAL RESULTS AND ABLATION STUDY

In this section, we first demonstrate our experimental results on the VSB ENET dataset and compare them with the state-of-the-art results. Afterward, we present the analysis of different components of our proposed framework.

A. Performance on VSB ENET dataset

We compare our proposed Dual-CyCon Net with previously published state-of-the-art approaches, including the method of [14], [17], [24], [25], [38]. As we follow the same split ratio as [25], the results of [17], [25], [38] on the test dataset are reported from the implementation of [25]. For the results of [14], [24], we recompute the value of the metrics they would achieve on our test set, assuming constant sensitivity and specificity of their model. As shown in Table I, the method of [25] is the previous state-of-the-art with an MCC score of 0.8170, while our approach exceeds all the compared methods and achieves a new state-of-the-art performance of 0.8455 MCC. Our classification results outperform others in MCC, F1, and precision categories. In the recall category, our model achieved slightly worse but competitive score. Overall, the proposed Dual-CyCon Net achieves 3.49% and 9.4% relative improvements in MCC and F1 over the former best system by utilizing knowledge from all available domains and exploiting cycle-consistency loss.
### TABLE III: Comparison of the effectiveness of the attention vector. The best results are shown in red.

| Experiment Name        | PD Signals | Non-PD Signals | Overall |
|------------------------|------------|----------------|---------|
|                        | Precision  | Recall         | F1      | Precision | Recall | F1 | MCC |
| No attention           | 0.7500     | 0.8936         | 0.8155  | 0.9904     | 0.9737 | 0.9820 | 0.8700 | 0.9336 | 0.8988 | 0.8014 |
| Channel attention      | 0.7500     | 0.8296         | 0.7879  | 0.9848     | 0.9752 | 0.9802 | 0.8674 | 0.9027 | 0.8840 | 0.7693 |
| Feature attention      | 0.9048     | 0.8085         | 0.8539  | 0.9833     | 0.9925 | 0.9879 | 0.9440 | 0.9005 | 0.9209 | 0.8434 |
| Peak attention         | 0.8864     | 0.8298         | 0.8571  | 0.9851     | 0.9906 | 0.9878 | 0.9357 | 0.9102 | 0.9225 | 0.8455 |

Fig. 7: PCA (principal component analysis) visualization of feature distribution of the decision hyper-plane for (a) joint branch (b) time-domain branch (c) frequency-domain branch.

### B. Effectiveness of Cycle-Consistency loss and DDAM

The cycle-consistency loss and DDAM are the driving forces of our method that help the model learn the salient knowledge characterizing PD by utilizing time, frequency, and phase information. Both cycle-consistency loss and DDAM work on the high-level feature maps encoded by block-3 of the model backbone. First, we run the experiment with only the time-domain branch, without the frequency-domain branch and DDAM block. We make predictions based only on $p_{tp}$ and $p_{tn}$ and do not use cycle-consistency loss (TD). Afterward, we run the same setup with cycle-consistency loss (TD+CC). Similarly, we investigate for the frequency-domain branch without cycle-consistency loss, leaving the time-domain branch and DDAM block (FD). Then we evaluate the same setup with cycle-consistency loss (FD+CC). Finally, we run the proposed Dual-CyCon Net. All those results are given in Table II along with the result of the ensemble of the time-domain and frequency-domain models with cycle-consistency losses (Ensemble). All these experiments are done with cross-validation training, and results are reported on the test dataset. Table II shows that MCC scores improve drastically when the cycle-consistency loss is added, both for time and frequency domain. Also, Dual-CyCon Net achieves a better result than ensemble, proving the efficacy of DDAM block.

### C. PCA analysis of the decision hyperplane

To characterize the decision planes, we take average of $d_{tp}$, $d_{tn}$ for time-domain branch, average of $d_{fp}$, $d_{fn}$ for frequency domain branch, and average of $d_{jp}$, $d_{jn}$ for joint branch. Then, we apply principal component analysis (PCA) of these vectors and resolve them into 3-components. The 3D plots of three PCA components for these three branches are shown in Fig. 7 In general, as can be seen, the decision planes learned by the model formed clusters of non-PD signals (green) which are separable from the PD (red) clusters.

### D. Effectiveness of peak attention vector

We use Squeeze and Excitation (SE) operation on the peak axis to attain peak attention. To demonstrate the effectiveness, we run the framework without any attention mechanism. We also report the results if the SE operation is done in the channel or feature axis instead of the peak axis. The results are reported in Table III.

### VI. Conclusion

In this paper, we proposed a new framework for PD activity detection. The proposed method offers several improvements concerning traditional power-line diagnostics. First, our proposed DDAM block can utilize time and frequency domain knowledge cohesively. Our cycle-consistency loss exploits any correlation traces left by PD activity between a particular signal’s positive and negative half-cycle. Finally, we provide a detailed analysis of each component of our proposed method. We evaluate our model with other state-of-the-art approaches on a noisy real-world dataset. Our model achieved an MCC score of 0.8455, surpassing the former best performing method.
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