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Abstract. The detection of primordial non-Gaussianity could provide a powerful means to test various inflationary scenarios. Although scale-invariant non-Gaussianity (often described by the $f_{\mathrm{NL}}$ formalism) is currently best constrained by the CMB, single-field models with changing sound speed can have strongly scale-dependent non-Gaussianity. Such models could evade the CMB constraints but still have important effects at scales responsible for the formation of cosmological objects such as clusters and galaxies. We compute the effect of scale-dependent primordial non-Gaussianity on cluster number counts as a function of redshift, using a simple ansatz to model scale-dependent features. We forecast constraints on these models achievable with forthcoming datasets. We also examine consequences for the galaxy bispectrum. Our results are relevant for the Dirac–Born–Infeld model of brane inflation, where the scale dependence of the non-Gaussianity is directly related to the geometry of the extra dimensions.
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1. Introduction

Recent cosmic microwave background (CMB) measurements, e.g. [1], have tightened constraints on cosmological parameters, verifying the inflationary predictions of a flat universe, structure formation from primordial adiabatic super-horizon perturbations and nearly scale-invariant perturbations with a slightly red spectrum, and have started ruling out specific inflationary models (e.g. $\lambda\phi^4$ model). However, the observables measured so far have limited power to distinguish between scenarios, as the efforts to reconstruct the inflationary potential demonstrate, e.g. [2]–[4]. There are at least two possible observables, accessible in the near future, that have the potential to rule out or support large classes of models: non-Gaussianity and primordial gravitational waves. Here we focus on the first
possibility, although both may be related in an interesting way which we review briefly in section 2.2. Non-Gaussianity is particularly valuable because it probes details of the inflaton self-interactions during inflation and can distinguish properties of the inflaton Lagrangian that cannot be constrained by the power spectrum alone. In this work, we would like to emphasize observable and scale-dependent non-Gaussianity as a signature of (so far) non-standard inflationary physics and demonstrate that near-future observations on a range of scales can provide important constraints for scale-dependent scenarios.

The simplest single-field, slow-roll inflation predicts nearly Gaussian initial fluctuations \[5\]–\[12\] where the deviation from Gaussianity is unobservable \[13,14\]. Multi-field models may or may not produce interesting non-Gaussianity, depending on the model \[15\]. For a review of possibilities known through 2004, see, for example, \[16\]. However, even single-field inflation may generate significant non-Gaussianity if the inflaton has a non-trivial kinetic term\[3\]. Mukhanov and others \[18,19\] have investigated the case of a Lagrangian which is a general function of the inflaton and powers of its first derivative. These models are characterized by a sound speed \[c_s\] different from 1 during inflation, which changes the time of horizon exit for scalar modes \((c_s k = aH)\) but not for tensor modes. (Here \(c_s\) is dimensionless, normalized by the speed of light \(c = 1\).) The primordial bispectrum of these scenarios has been worked out in detail \[20,21\], with the important result that higher-order derivative terms introduce new and dominant contributions to the three-point function. For small sound speed, these terms can generate non-Gaussianity that is observably large. In addition, the sound speed may change during inflation, leading to scale-dependent non-Gaussianity.

A form of non-Gaussianity of initial conditions that is widely used in the literature is \[22\]–\[24\]
\[
\zeta(x) = \zeta_G(x) + \frac{3}{5} f_{\text{NL}} \left[ \zeta_G^2(x) - \langle \zeta_G^2(x) \rangle \right],
\]
(1.1)
where \(\zeta(x)\) is the primordial curvature perturbation, \(\zeta_G(x)\) is a Gaussian random field and the degree of non-Gaussianity is parametrized by (constant) \(f_{\text{NL}}\). Here a positive \(f_{\text{NL}}\) leads to a positive skewness in the density perturbations\[4\]. For non-Gaussianity of this type, CMB data are expected to yield the strongest constraints on \(f_{\text{NL}}\) \[23,26\]. Current CMB data (WMAP3) already constrain \(-36 < f_{\text{NL}} < 100\) \[27\] and could potentially achieve \(|f_{\text{NL}}| \sim \text{a few}\) \[25,28,1,29\].

The three-point function of the Fourier transform of equation (1.1) has a particular dependence on the three momenta \((k_1, k_2, k_3)\) that has been dubbed the \textit{local} shape \[30\]. Scenarios where non-Gaussianity is generated outside the horizon (including the curvaton scenario \[31\] and the variable decay width model \[32\]) have this shape. A characteristic of the \textit{local} shape is that the magnitude of the three-point function is largest when one of the momenta is much smaller than the others (the squeezed limit). For scenarios different from the local case, an effective parameter \(f_{\text{eff}}^{\text{NL}}\) may be defined from the magnitude of the three-point function evaluated at \(k_1 = k_2 = k_3\) (the equilateral limit). This has been

\[3\] Single-field models which temporarily violate the slow-roll conditions may also give significant non-Gaussianity. The case of a step in the potential is analysed in \[17\] and is easily distinguishable from the scenarios discussed here.

\[4\] There are several different conventions in the literature for defining \(f_{\text{NL}}\) through an equation like equation (1.1). Here we use the same convention as WMAP \[25\], but see appendix A.2 for a discussion and details of some of the conventions used by previous authors.
used to indicate the amount of non-Gaussianity in various models and is the variable
CMB experiments report constraints on \([25]\). However, possibly a better single number
to compare between models is the skewness (defined in section 4.1), which integrates over
all shape configurations of the three-point function in \(k\)-space.

The dominant contribution in single-field models with higher derivative terms has
a very different shape in Fourier space: it is largest when all momenta are equal.
A momentum-dependent estimator which has its maximum in the equilateral limit
and can be efficiently compared to data has been used to constrain the magnitude
of equilateral type non-Gaussianity from the CMB \([33,27]\). We will call the \(k\)-space
configuration dependence of the estimator the \textit{equilateral} shape and the corresponding
effective parameter \(f_{\text{eq}}^\text{NL}\). From the WMAP three-year data, Creminelli \textit{et al}
find \(-256 < f_{\text{eq}}^\text{NL} < 332\) \([27]\). The equilateral shape differs by about 20% from the more general sound
speed case, as we review below. More importantly, the non-Gaussianity can be scale-
dependent, and in this case observational constraints assuming scale independence should
be revisited\(^5\). In this paper, we will concentrate on non-Gaussianity that runs (that is,
has scale dependence). Running non-Gaussianity may be a natural phenomenological
question (and in fact even the slow-roll non-Gaussianity runs if the spectral index does),
but it also has significant theoretical motivation. As we will review, the best-studied string
theory model that gives rise to large non-Gaussianity has a natural scale dependence. If
the non-Gaussianity is large enough to be observable, its scale dependence should also be
investigated.

Broadly speaking, constraints on primordial non-Gaussianity from observations of
galaxies and clusters fall under two categories: observations of rare objects (such as
galaxy clusters), which are sensitive to the tail of the probability distribution for density
fluctuations, and measurements of higher-order clustering statistics of the density field. It
has long been recognized that even small deviations from Gaussianity in the primordial
fluctuation distribution would cause significant changes in the high mass tail of the halo
distribution \([34]–[40], [26]\). Therefore observations of rare and/or high-redshift collapsed
objects could place interesting constraints on non-Gaussianity, particularly for models
in which the magnitude of the non-Gaussianity increases significantly on small scales.
Observations of galaxies and clusters of galaxies provide valuable information on scales
different from CMB observations, as illustrated in figure 1. In addition, they are subject
to a very different set of systematic errors and observational constraints, strengthening
their utility as a complement to CMB anisotropy observations.

Higher-order clustering statistics, such as the galaxy bispectrum, depend upon the
correlation statistics of the primordial curvature perturbations \([41]–[47]\). Unlike tests
of non-Gaussianity from the abundance of collapsed objects, the galaxy bispectrum
retains information about the shape dependence of the primordial three-point function.
As pointed out in \([47]\) the bispectrum is potentially a powerful tool for distinguishing
between the \textit{local} and \textit{equilateral} models we discuss in section 3. Measurements of the
galaxy bispectrum can constrain \(f_{\text{NL}}\) on scales of tens of \(h^{-1}\) Mpc. Current constraints
from large-scale structure, assuming a scale-independent \(f_{\text{NL}}\) of the \textit{local} type, are

\(^5\) The constraints on \(f_{\text{NL}}\) from WMAP are derived assuming a scale-independent \(f_{\text{NL}}\). Here we assume that the
WMAP bound is valid for \(f_{\text{NL}}(\ell_{\text{max}})\), where \(\ell_{\text{max}} = 475\) is the maximum scale used in the analysis. If the data
were reanalysed permitting a scale-dependent non-Gaussianity it is likely that the constraints on \(f_{\text{NL}}\) would be
relaxed.
Figure 1. The quantity $|f_{NL}(k)|$ for several different values of the running of the non-Gaussianity $n_{NG} - 1 \equiv \frac{d \ln f_{NL}}{d \ln k}$. The solid line has $n_{NG} - 1 = 0$, the dashed $n_{NG} - 1 = 0.2$ and the dotted-dashed $n_{NG} - 1 = 0.6$. The shaded region in the upper left-hand corner shows the range that is excluded at 95% confidence by current CMB data [27] for equilateral shape non-Gaussianity (plotted is the more conservative lower bound on $f_{NL}$). The shaded regions on the right show the range of scales probed by the galaxy bispectrum and by clusters. The range of scales probed by the bispectrum depends (among other things) on the redshift of the survey, survey volume and the number density of galaxies: the above plot assumes $V \sim 10^3 h^{-3} \text{Gpc}^3$, $z \sim 1$ and the maximum $k$ is determined by the nonlinear scale [47].

at the level $|f_{NL}| \sim 2000$ [48] but future datasets could achieve $|\Delta f_{NL}^{\text{local}}| \sim 10$ and $|\Delta f_{NL}^{\text{equil}}| \sim 100$ [45, 47]. In section 5 we briefly discuss the effects of scale-dependent primordial non-Gaussianity on the evolved bispectrum.

Before beginning a detailed discussion of observables, it is interesting to note that, from an effective field theory point of view, one does not expect to see $f_{NL}$ more than a few without significant fine-tuning. For slow-roll models with standard kinetic terms, $f_{NL}$ is proportional to slow-roll parameters. For example, the contribution from the third derivative of the potential goes like $V'''/2\pi H \ll 10^{-4}$, where the small number comes from the amplitude of scalar fluctuations and the inequality comes from demanding a flat enough potential for sufficient inflation. This was shown in detail by Maldacena [14]. Terms with a shift symmetry in the inflaton field $\phi$, as $\phi \to \phi + c$ (with $c$ a constant) may be added without spoiling slow-roll, and in particular terms like $(\nabla \phi)^2n/M^{4n-4}$, with $n > 2$ and $M$ some mass scale, may be added. In order to truncate the added terms at...
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some finite \( n \) without fine-tuning the coefficients, we need \( \nabla \phi \ll M^2 \), and so, as shown by Creminelli [49], expect \( f_{\text{NL}}^{\text{eff}} \) of order 1 at most.

However, string theory is a natural place to look for a fundamental description of inflation and, as a UV complete theory, it contains exceptions to this expectation. While there are many string-inspired scalar fields that have been explored for cosmology, brane inflation [50] is an interesting example where a non-trivial kinetic term arises naturally. In this model the position of a brane (extended in our large dimensions and moving in the six compact extra dimensions) is the inflaton. The brane dynamics are given by the Dirac–Born–Infeld (DBI) action, where the kinetic term for the inflaton \( \phi \) is proportional to \( \sqrt{1 - \dot{\phi}^2 T^{-1}(\phi)} \), and the quantity \( T \) is background dependent\(^6\). Here the square root is a natural higher-dimension extension of the relativistic action for a point particle. The square root gives a speed limit for the brane \((\dot{\phi}^2 < T(\phi))\), and the closer the brane velocity is to that limit the smaller the sound speed, \( c_s \), of the inflaton. The magnitude of non-Gaussianity goes as \( 1/c_s^2 \), which is reasonable since a small sound speed means that many terms in the expansion of the square root are important. In the notation of [49], as \( c_s \to 0 \), \( \nabla \phi / M^2 \to 1 \) from below. In a realistic scenario the speed limit is related to the background geometry of the extra dimensions and so can be quite small and \( \phi \) (time) dependent. The sound speed may change considerably during inflation, leading to scale-dependent non-Gaussianity. Although some work is still needed to see if DBI inflation can be embedded in a consistent compactification (see, e.g., [51]), the appearance of the square-root kinetic term that gives the interesting features is quite suggestive of possible stringy signatures. Its importance is enhanced by the typical difficulty of finding flat potentials in string theory. Inflationary toy models with tachyons contain similar exact summations of a series of higher-order operators [52].

From here, section 2 reviews the relevant features of general single-field models, emphasizing scale dependence and the consequent relations between observables. We use brane inflation to illustrate how scale dependence may arise naturally in scenarios where the inflaton field sees a higher-dimensional background. For readers wishing to avoid wading through equations, the key expression is equation (2.12) and its application in equation (3.6), which gives our ansatz for the scale dependence of the non-Gaussianity. Next, we derive in sections 4.1 and 4.2 a non-Gaussian probability distribution and mass function and section 4.3 presents current constraints and forecasts. In section 5 we illustrate the effect of scale dependence on the bispectrum. We summarize the utility of these observations and some issues relevant for future work in section 6. Appendix A contains a clarification of previous conventions for \( f_{\text{NL}} \). Some issues in deriving a useful non-Gaussian probability distribution function (which are also relevant for simulations) can be found in appendix B. The second half of that appendix compares our mass function with a suggestion found previously in the literature.

2. General single-field inflation: review and example

In this section we review general single-field models. For readers interested primarily in observational results, only the first subsection and equation (2.12) are necessary to

---

\(^6\) There are certainly corrections to this action in a variety of contexts, but the crucial feature of the appearance of an exact summation of powers of derivatives should remain.
continue to section 3. In section 2.2 we discuss relationships between observables when the sound speed is small and changing, with the relationship between non-Gaussianity and the tensor–scalar ratio perhaps the most interesting. The last subsection introduces an example from string theory that is easy to visualize, and where a changing sound speed is natural.

2.1. General single-field formalism

Here we follow the notation of Garriga and Mukhanov [19]. The most general single-field model can be described by the action for the inflaton field $\phi$, including gravity:

$$S = \frac{1}{2} \int d^4x \sqrt{-g} [M_p^2 R + 2P(X, \phi)],$$

(2.1)

where $X = -\frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi$ and $R$ is the curvature calculated from the 4D metric $g_{\mu\nu}$. The function $P$ is the pressure and the energy density $E$ is given by

$$E = 2XP_{,X} - P,$$

(2.2)

where $P_{,X}$ is the derivative of the pressure with respect to $X$. We use the Friedmann–Robertson–Walker metric with scale factor $a(t)$

$$ds_4^2 = -dt^2 + a^2(t)\delta_{ij} dx^i dx^j.$$  

(2.3)

The sound speed $c_s$ is given by

$$c_s^2 = \frac{P_{,X}}{E_{,X}} = \frac{P_{,X}}{P_{,X} + 2XP_{,XX}}.$$  

(2.4)

The Friedmann equation relates the Hubble parameter ($H = \dot{a}/a$) to the inflationary energy density as usual:

$$3M_p^2 H^2 = E.$$  

(2.5)

Throughout we use the reduced Planck mass, $M_p = (8\pi G_N)^{-1/2}$. To have the usual equation of state, we assume the potential energy is the dominant contribution to the total energy. Two combinations of derivatives besides the sound speed appear in the three-point function:

$$\Sigma = XP_{,X} + 2XP_{,XX},$$

$$\lambda = X^2P_{,XX} + \frac{2}{3}X^3P_{,XXX}.$$  

(2.6)

These models are not necessarily slow-roll in the sense that $V_{,\phi\phi}/V$ may not be small. However, there are suitable parameters analogous to the usual slow-roll quantities that are useful for expressing observables. These make use of the Hubble parameter $H$ and its time derivatives instead of the potential (the Hamilton–Jacobi formalism). In the notation of [20, 21] these are

$$\epsilon = -\frac{\dot{H}}{H^2},$$

$$\eta = -\frac{\dot{\epsilon}}{H\epsilon},$$

$$\kappa = \frac{\dot{c}_s}{Hc_s}.$$  

(2.7)
Inflation takes place for $\epsilon < 1$. When $\epsilon$, $\eta$ and $\kappa$ are all small, to first order the scalar index and the tensor/scalar ratio are given by

$$n_s - 1 \approx -2\epsilon - \eta - \kappa,$$

$$r = 16\epsilon c_s.$$  \hfill (2.8)

The power spectrum of the primordial curvature perturbation is given by

$$\langle \zeta(k_1)\zeta(k_2) \rangle = (2\pi)^3 \delta_D(k_1 + k_2) \frac{(2\pi)^3 P(k)}{4\pi k_1^3},$$  \hfill (2.9)

where $P(k) \propto k^{n_s-1}$ is the dimensionless variance and $\delta_D$ is the Dirac delta function.

A detailed calculation of the bispectrum for models with arbitrary sound speed can be found in [21]. The non-Gaussianity is enhanced by $1/c_s^2$, and new terms are generically present that are not suppressed by the small parameters $\epsilon$ and $\eta$. These terms vanish when $c_s = 1$ (equivalently $P_{XX} = 0$). Notice that, in the slow-roll case, self-couplings of the inflaton that appear in the potential must be small to preserve slow-roll and the small amplitude of fluctuations. For small sound speed models, higher-order derivative terms do not interfere with slow-roll and lead to terms in the three-point function which are not suppressed by $\epsilon$ and $\eta$.

For the general action in equation (2.1), the leading order contributions to the three-point function of the primordial curvature may be written [21]

$$\langle \zeta(k_1)\zeta(k_2)\zeta(k_3) \rangle = \frac{\delta_D(k_1 + k_2 + k_3) P(k)}{k_1^3 k_2^3 k_3^3} \left( A_\lambda + A_c + O(\epsilon/c_s^2) + O(\epsilon) \right),$$  \hfill (2.10)

where

$$A_\lambda = \left( \frac{1}{c_s^2} - 1 - \frac{\lambda}{\Sigma} \left[ 2 - (3 - 2c_1)l \right] \right) K \frac{3k_1^3 k_2^3 k_3^3}{2K^3},$$

$$A_c = \left( \frac{1}{c_s^2} - 1 \right) K \left( \frac{1}{K} \sum_{i>j} k_i^3 k_j^3 + \frac{1}{2K^2} \sum_{i\neq j} k_i^3 k_j^3 + \frac{1}{8} \sum_i k_i^3 \right),$$  \hfill (2.11)

where $c_1 \approx 0.577$ is the Euler constant and $l = \lambda/(H\lambda)$ is of the same order as the slow-roll parameters.\footnote{Notice that terms are not grouped completely by slow-roll order, so that some terms in $A_\lambda$ are of the same order as terms we have not explicitly written out.} There are several terms suppressed by slow-roll parameters hidden in the $O(\epsilon/c_s^2)$ and $O(\epsilon)$ terms in equation (2.10). These should also be evaluated to give a precise answer for any model. However, here we are concerned with an investigation of the magnitude of scale dependence that can be constrained by experiment, so we ignore these terms. Notice that the dimensionless power spectrum $P(k)$, evaluated at $K = k_1 + k_2 + k_3$, has been pulled out. This is a choice (a similar one is often made in the $f_{NL}$ formalism), but the full $k$ dependence of equation (2.10) is of course fixed and can be written independently of the power spectrum.

The sign of the dominant piece depends on details of the Lagrangian. In particular the first line above, $A_\lambda$, is not suppressed by a slow-roll parameter and can a priori have either sign. On the other hand, since $c_s < 1$, the second term, $A_c$, is negative. For the DBI model presented in the next section, $2\lambda/\Sigma = 1/c_s^2 - 1$ so the largest terms in $A_\lambda$ vanish, $A_c$ dominates and the skewness is negative. The consequences that we show for the $A_c$ term (which we call the ‘$A_c$ shape’) are roughly those of the DBI model.
2.2. Scale-dependent relationships

Scale dependence in the sound speed means that there is correlated scale dependence among the observables. In order for equation (2.8) to be valid, we assume the parameter $\kappa$ is a good expansion parameter ($|\kappa| < 1$). The sound speed may vary more quickly, but then the analysis of even the two-point function must be revisited (see the discussion in [21]). When the sound speed $c_s$ does not change too rapidly, its scale dependence can be characterized in a manner similar to that of power spectrum [65]. That is

$$n_{NG} - 1 = \frac{d \ln (c_s^{-2})}{d \ln k}.$$  \hspace{1cm} (2.12)

Notice that for $\kappa < 0$ the amount of non-Gaussianity increases with scale. For models where $\dot{\phi} = -2M_p^2 H' c_s$ we have

$$n_{NG} - 1 \sim -2\kappa.$$  \hspace{1cm} (2.13)

We saw in equation (2.8) that the usual slow-roll consistency equation for the tensor–scalar ratio is modified even for a constant sound speed $c_s \neq 1$:

$$r = 16\epsilon c_s.$$  \hspace{1cm} (2.14)

This expression demonstrates an interesting relationship between measurable values of $r$ and measurable non-Gaussianity. Clearly, a very small sound speed will depress the ratio. However, from effective field theory with a constant sound speed, we do not expect to find observable tensor modes anyway. This expectation is commonly expressed as the Lyth bound [53]:

$$\frac{1}{M_p} \frac{d\phi}{dN_e} = \sqrt{\frac{r}{8}},$$  \hspace{1cm} (2.15)

which, for $r$ nearly constant, says that requiring $\Delta \phi / M_p < 1$ and about 60 e-folds suggests $r$ less than a per cent. The CMB plus SDSS results constrain $r < 0.28$ at $k = 0.002$ Mpc$^{-1}$ [1], which is far above this expectation. If the sound speed changes during inflation then $r$ is no longer constant and it may be possible to find a somewhat larger tensor–scalar ratio at CMB scales. We would then also expect a non-Gaussian signal which is smaller on the largest scales and increasing at smaller scales.

2.3. An example from string theory

Here we introduce brane inflation as a model for generating and constraining large non-Gaussianity. We review a few pertinent details and discuss why it is such an informative context in which to consider smaller scale limits on non-Gaussianity. We introduce it purely as a case in point, demonstrating that small and changing sound speed arises naturally in string theory.

From a model-building perspective, brane inflation has several attractive features. First, it sits in the well-explored arena of IIB flux compactifications [54, 55] and has been extensively compared with observations [56]–[59]. More importantly, it can potentially exhibit stringy signatures, like substantial non-Gaussianity. Many models of inflation in string theory have inflaton potentials that are too steep to naturally generate 55–60 e-folds. In brane inflation the potential is also expected to be rather steep [55, 60, 61],
but the square-root kinetic term allows enough inflation by forcing the brane to ‘slow-roll’ in the sense of small $\dot{\phi}$ [62,63]. The field then spends long enough rolling down to generate enough inflation. Many of the interesting observational features (including non-Gaussianity) are linked to the ‘speed limit’ feature that is so useful for obtaining inflation. However, it is not yet clear if there is an honest way to embed this model in a fully consistent compactification. Experiment may resolve the issue faster than theory, as many parts of the parameter space can be ruled out in the near future as constraints on the tensor–scalar ratio and non-Gaussianity are improved.

The original brane inflation model used the attractive force between a $D3$-brane and an anti-brane ($\overline{D3}$) as the inflaton potential, with the brane separation as the inflaton. This simple idea can be made more realistic by placing the branes in a compactified description of the extra dimensions. We will not worry about the details of such a procedure beyond assuming a reasonable local background geometry that gives rise to scale-dependent non-Gaussianity. It is a property of that background (the warping) that causes the sound speed to change during inflation.

In brane inflation the canonical inflaton $\phi$ is related to the brane position. The basic action for a $D$-brane is the Dirac–Born–Infeld (DBI) action together with a potential $V(\phi)$ that is, in principle, known. Writing this action in a simplified form gives

$$S = - \int d^4 x \ a^3(t) \left( T(\phi) \sqrt{1 - \dot{\phi}^2/T(\phi)} + V(\phi) \right),$$

(2.16)

where $a(t)$ is the usual scale factor and $T(\phi)$ is a non-trivial function of $\phi$ that comes from the background six-dimensional geometry the brane moves in. The importance of the square root for the inflationary properties has led to the name ‘DBI model’ for brane inflation in a $\phi$-dependent background geometry. The effects of the square root are usefully captured by a Lorentz factor $\gamma$:

$$\gamma(\phi) = \frac{1}{\sqrt{1 - \dot{\phi}^2 T^{-1}}}$$

(2.17)

which again demonstrates that the speed limit for $\dot{\phi}$ depends on the function $T(\phi)$. A functional form that arises naturally is $T(\phi) \sim \phi^4$ with corrections so that $T(\phi)$ goes to a constant as $\phi$ goes to 0 [64]. Then $\gamma$ may grow quite large at small $\phi$. In the case of the above square-root action, there is a simple relationship between $\gamma$ and the sound speed:

$$c_{s,\text{DBI}} = \frac{1}{\gamma}.$$  

(2.18)

For a brane moving toward small $\phi$ in a geometry that gives $T(\phi) \sim \phi^4$, the speed limit ($\dot{\phi}^2 < T(\phi)$) becomes more constraining, so $\gamma$ grows during inflation and the non-Gaussian signature (which is $\propto 1/c_s^2 - 1$) increases. The $\phi$ dependence of the non-Gaussianity becomes scale dependence in the observed primordial gravitational field as the fluctuations are frozen in at horizon crossing, $c_s k = aH$. The parameter $\kappa$ captures the change in sound speed, and in this paper we will treat $\kappa$ as a constant (although in the full solution it is not and changes in $\kappa$ can distinguish features of the geometry). In the limit of large $\gamma$, $\kappa \rightarrow -2\epsilon$ and $\eta \rightarrow 0$, so $n_s \rightarrow 1$. In a variation of this scenario, the brane may start in the bottom of the throat and move out relativistically [65]–[68]. In this case the speed limit constraint decreases as inflation progresses, so the non-Gaussianity would be largest.
at larger scales. In other words, the scale dependence of the non-Gaussianity provides information about the geometry of the extra dimensions.

3. Sizes, shapes and scalings

So far we have discussed scale dependence of non-Gaussianity which can arise in models of inflation with varying speed of sound. An equally important feature is the configuration dependence of the higher-order correlation functions. In this section we review and discuss the value of two categories of configuration dependence or shape of the primordial bispectrum and how these may be adapted to allow for scale dependence.

3.1. The importance of shape

As discussed in [30], two qualities distinguish the primordial bispectrum from sound speed models from that of local models. The first is shape, or the difference in the dependence of the three-point functions on the relative magnitudes of $k_1$, $k_2$ and $k_3$. The second is the scale dependence of the sound speed $c_s(k)$ which gives rise to a scale-dependent non-Gaussianity which we will address in the next section.

In the literature the non-Gaussianity is often assumed to be of the ‘local’ type defined through equation (1.1). The amplitude of $\langle \zeta^2 \rangle$ is expected to be small so that the expansion is a good approximation so long as $|f_{NL}| \ll \langle \zeta^2 \rangle^{-1/2}$. Measurable quantities such as correlation functions of the non-Gaussian field $\zeta$ can be worked out from equation (1.1):

$$\langle \zeta(k_1)\zeta(k_2) \rangle = \langle \zeta_G(k_1)\zeta_G(k_2) \rangle + O(f_{NL}^2\langle \zeta^2 \rangle),$$

$$\langle \zeta(k_1)\zeta(k_2)\zeta(k_3) \rangle = (2\pi)^7\delta_D(k_1+k_2+k_3)\frac{\mathcal{P}_G(K)^2}{k_1^3k_2^3K_3}A_{local}(k_1,k_2,k_3) + O(f_{NL}^3\langle \zeta^2 \rangle^{3/2}),$$

where

$$A_{local}(k_1,k_2,k_3) = \frac{3f_{NL}}{10}K^{-2(n_s-1)}(k_1^3(k_2k_3)^{n_s-1} + k_2^3(k_1k_3)^{n_s-1} + k_3^3(k_1k_2)^{n_s-1}).$$

For general non-Gaussianity the three-point function will not have the above form. In particular if we compare equations (3.1) and (2.10) we see that the $k$ dependence is quite different: this is illustrated in panels (a) and (b) of figure 2. One can nevertheless define an $f_{NL}^{eff}$ by taking the equilateral triangle limit ($k_1 = k_2 = k_3$) of equations (2.10) and (3.1), and identifying the coefficients:

$$f_{NL}^{eff} = f_{NL}^\lambda + f_{NL}^\Sigma + O(\epsilon/c_s^2) + O(\epsilon),$$

$$f_{NL}^\lambda = \frac{5}{81}3^2(n_s-1)\left(\frac{1}{c_s^2} - 1 - \frac{\lambda}{\Sigma}[2 - (3 - 2c_1)l]\right),$$

$$f_{NL}^\Sigma = -\frac{35}{108}3^2(n_s-1)\left(\frac{1}{c_s^2} - 1\right).$$

8 Here and throughout this paper we assume the variance, $\mathcal{P}_{\Sigma}$ is described by a power law, that is $n_s - 1$ is independent of $k$. Equations allowing for a general $\mathcal{P}_{\Sigma}$ would be more complicated.

9 Note that our definitions of $f_{NL}$ for sound speed models differ from those in CHKS [21], see appendix A for a discussion of this issue.
Figure 2. (a) The shape of the primordial bispectrum for the local model, \( A_{\text{local}}(1, k_2, k_3)/(k_2 k_3)/f_{NL} \). The domain of the plot is restricted to \( k_1 + k_2 + k_3 = 0 \). (b) Contour plot of the fractional difference between the local form of non-Gaussianity and the DBI shape. Shaded regions show contours of (beginning from the upper left-hand corner) \( (A_{\text{local}} - A_{\text{c}})/A_{\text{c}} = 0, 0.05, 0.1, 0.5, 1, 2, 10 \). (c) The dominant shape in the primordial bispectrum for the DBI model. Plotted is \( A_{\text{c}}(1, k_2, k_3)/(k_2 k_3)/f_{NL}^{c} \). (d) Contour plot of the fractional difference between the equilateral form of non-Gaussianity and the DBI shape. Shaded regions show contours of (beginning from the upper left-hand corner) \( (A_{\text{equil}} - A_{\text{c}})/A_{\text{c}} = 0, 0.01, 0.02, 0.05, 0.1, 0.25 \).
Notice that equation (1.1) assumes a constant $f_{\text{NL}}$, while the models described in section 2 generally have $c_s(k)$. The $k$ dependence causes additional difficulty with assuming the local parametrization for non-Gaussianity.

One could imagine using the local form of the non-Gaussianity with the above definitions of $f_{\text{eff}}^{\text{NL}}$ to estimate the non-Gaussianity from sound speed models, but this approximation is not very good. This fact is illustrated in panel (b) of figure 2, where the fractional difference between $A_c$ (the dominant contribution for DBI inflation) and the local form $A_{\text{local}}$ using the $f_{\text{eff}}^{\text{NL}}$ value in equation (3.3) is plotted as a function of $k_2/k_1$ and $k_3/k_1$. The fractional difference is $\gtrsim 1$ for much of the allowed $k_2/k_1 - k_3/k_1$ range.

### 3.2. A scale-dependent equilateral model

Creminelli et al [28, 27] have proposed a functional form which closely approximates the behaviour of the three-point function when a single higher derivative term, $(\nabla \phi)^4/(8M^4)$, has been included in the Lagrangian and gravity has been ignored. This shape is also useful for efficient data analysis. This so-called equilateral shape has a three-point function with the form

$$A_{\text{equil}}(k_1, k_2, k_3) = \frac{9}{10} f_{\text{eq}}^{\text{NL}} K^{-2(n_s-1)} (-k_1^3 k_2 k_3)^{n_s-1} + \text{perm.} - 2(k_1 k_2 k_3)^{1+2(n_s-1)/3} k_1^{2+(n_s-1)/3} k_2^{1+2(n_s-1)/3} k_3^{n_s-1} + \text{perm.}) .$$

Unlike the local shape, the maximum signal in $A_{\text{equil}}(k_1, k_2, k_3)/(k_1^3 k_2^3 k_3^3)$ occurs for configurations with $k_1 \approx k_2 \approx k_3$. Recall that in the local shape the maximum contributions to the skewness occur for ‘squeezed’ configurations $k_1, k_2 \gg k_3$. Current (95% confidence level) constraints on the equilateral shape from the CMB are [27]

$$-256 < f_{\text{NL}}^{\text{eq}} < 332 .$$

The parametrization of equation (1.1) and previous work on the equilateral shape assume a scale-independent $f_{\text{NL}}$; with the possibility of scale-dependent non-Gaussianity the bounds on an $f_{\text{NL}}$-type parameter must be determined at various scales. Unlike the local model, there is no requirement that $f_{\text{NL}}^{\text{eq}}$ for the equilateral model be constant. As discussed in section 2.2, inflationary models with changing sound speed predict that the non-Gaussianity will run with scale. We can extend any model, including the equilateral model, to allow for scale-dependent non-Gaussianity by setting

$$f_{\text{eff}}^{\text{NL}}(k) = f_{\text{NL,CMB}}^{\text{eff}} \left( \frac{k}{k_{\text{CMB}}} \right)^{-2\kappa} ,$$

where $|\kappa| \ll 1$ is a free parameter. This choice is motivated by equation (2.13), but we only consider the simplest choice that $\kappa$ is constant, at least between CMB and cluster scales. The choice of pivot scale given as $k_{\text{CMB}}$ in equation (3.6) is, of course, arbitrary. In this paper we are primarily interested in constraining non-Gaussianity that increases at small scales (large $k$) so we choose the pivot scale to be just below the minimum scale

---

10 Of course, one can imagine a configuration that is maximal for squeezed configurations but is not the local type as given in equation (1.1). Then there can certainly be scale dependence. This is precisely the situation with the terms from standard slow-roll: they are maximum in the squeezed limit and proportional to parameters that may change during inflation.
that has been used to constrain non-Gaussianity in the CMB, \( k_{\text{CMB}} = 0.04 \) Mpc\(^{-1}\). In this case \( \kappa < 0 \). For non-Gaussianity that decreases on small scales, \( \kappa > 0 \).

In figure 2 the shapes of \( A_{\text{local}} \) and \( A_{\text{equil}} \) are compared with the shape of \( A_c \). The equilateral model is clearly a superior approximation to the true \( A_c \) shape. However the two shapes still differ by a non-negligible amount so we will continue to show predictions for both the equilateral and the ‘DBI-like’ \( A_c \) shape. Notice from equation (3.3) that the DBI model gives a negatively skewed distribution for the density fluctuations. In the case of the DBI model (keeping only the \( c \) term in equation (2.11) and ignoring the difference between the equilateral model and the \( c \) term) equation (3.5) gives a constraint on the sound speed at \( k_{\text{CMB}} \):

\[
c_s,\text{DBI}(k_{\text{CMB}}) \gtrsim 0.034.
\]

(3.7)

4. Tests of non-Gaussianity on sub-CMB scales: cluster number counts

If non-Gaussianity increases at small scales, then it could evade CMB constraints but still leave an observational imprint on large-scale structures. There are at least two ways of testing non-Gaussianity at small scales: through higher-order correlations of large-scale structure probes (e.g. galaxy bispectrum and the three-point correlation function) and, reaching even smaller scales, the abundance of collapsed objects. The first approach relies on knowledge of higher-order correlations of the primordial curvature perturbation which are then evolved by means of cosmological perturbation theory (for a review see [69]). The second approach requires knowledge of the probability distribution from which the smoothed density fluctuation is drawn. This probability distribution is most sensitive to the skewness of the primordial curvature perturbation (assuming reasonable ordering of the cumulants) but in principle requires knowledge of an infinite number of higher-order correlation functions. The evolved bispectrum retains the full information about the shape of the primordial bispectrum which is lost in the smoothed skewness used for predicting the abundance of collapsed objects. Both the galaxy bispectrum and the abundance of collapsed objects are sensitive to the scale dependence of the primordial bispectrum. We focus on cluster number counts first since these probe smaller scales. The bispectrum is considered in section 5.

While in the derivations we will try to be as general as possible we make a few assumptions about the cosmology. In what follows we assume a flat \( \Lambda \)CDM universe. In plots and calculations that require input of cosmological parameters we assume the WMAP III maximum likelihood values [1]: a Hubble parameter today of \( H_0 = 100h \) with \( h = 0.73 \), \( \Omega_m = 0.24 \), \( \Omega_\Lambda = 0.76 \) and \( \Omega_b h^2 = 0.0223 \) as the fractional densities in matter, vacuum and baryons today, a scalar spectral index \( n_s = 0.958 \), and that our power spectrum is normalized to \( \sigma_8 = 0.77 \) (corresponding to \( P^\xi(k) \approx 2.22 \times 10^{-9}(k/0.002 \text{ Mpc}^{-1})^{n_s-1} \)). We will use the transfer function of [70] with a modified shape parameter \( \Gamma = \Omega_m h \exp[-\Omega_b(1 + \sqrt{2h}/\Omega_m)] \) to calculate the linear power spectrum for matter perturbations [71].

4.1. The non-Gaussian probability distribution function for the smoothed density fluctuation

We are interested in predictions for rare objects, that is the collapsed objects that form in extreme peaks of the density field \( \delta(x) = \delta \rho/\rho \). The statistics of collapsed objects can
be described by the statistics of the density perturbation smoothed on some length scale \( R \) (or equivalently a mass scale \( M = \frac{4}{3} \pi R^3 \rho \)). This is given by

\[
\delta_R(z) = \int \frac{d^3k}{(2\pi)^3} W_R(k) \delta(k, z),
\]

where \( W_R(k) \) is the Fourier transform of a window function, which we take to be a top hat in real space giving

\[
W_R(k) = \frac{3\sin(kR)}{k^3R^3} - \frac{3\cos(kR)}{k^2R^2}.
\]

The relation between the primordial curvature perturbation \( \zeta \) and the linear perturbation to the matter density \( \delta = \delta\rho/\rho \) today is

\[
\delta(k, z) = M(k, z) \zeta(k),
\]

\[
M(k, z) = \frac{2}{5} \Omega_m H_0^2 D(z) T(k) k^2,
\]

where \( D(z) \) is the linear growth function, \( z \) is the redshift and \( T(k) \) is the transfer function which describes the suppression in amplitude of the modes that entered the horizon during the radiation-dominated era. The linear matter power spectrum is then given by \( P_L(k) = 2\pi^2 M(k, z)^2 \mathcal{P}_\zeta(k)/k^3 \).

To incorporate non-Gaussian initial conditions into predictions for the smoothed density field we need an expression for the probability distribution function (PDF) for \( \delta_R \). For a particular real-space expansion like equation (1.1), one may make a formal change of variable in the Gaussian PDF to generate a normalized distribution [40]. However, as we discuss below this expansion is not particularly well matched to the DBI scenario and it is not obvious what expression analogous to equation (1.1) captures the full \( k \) dependence of realistic models. However, there is a straightforward mathematical relationship which allows one to build up the PDF from the cumulants and a known distribution like the Gaussian. This technique leads to the well-known Edgeworth expansion and is especially useful for quantities that depend on the central part of the PDF. We will demonstrate that it is also valid in a regime that allows us to probe clusters, at least for small enough masses and redshifts.

For a probability density function \( P(\delta_R) d\delta_R \), the \( n \)th central moment is

\[
\langle \delta_R^n \rangle \equiv \int_{-\infty}^{\infty} \delta_R^n P(\delta_R) \ d\delta_R.
\]

The \( n \)th cumulant \( \kappa_n \) is the connected \( n \)-point function, so that

\[
\kappa_1 = \langle \delta_R \rangle_c,
\]

\[
\kappa_2 = \langle \delta_R^2 \rangle_c - \langle \delta_R \rangle_c^2,
\]

\[
\kappa_3 = \langle \delta_R^3 \rangle_c - 3\langle \delta_R^2 \rangle_c \langle \delta_R \rangle_c - \langle \delta_R \rangle_c^3,
\]

\[
\kappa_4 = \langle \delta_R^4 \rangle_c - 4\langle \delta_R^2 \rangle_c^2 \langle \delta_R \rangle_c - 6\langle \delta_R^2 \rangle_c \langle \delta_R \rangle_c^2 - 6\langle \delta_R \rangle_c^4,
\]

\[
\cdots,
\]

\[
\langle \delta_R^2 \rangle_c = \frac{2}{5} \Omega_m H_0^2 D(z) T(k) k^2.
\]
and the reduced cumulants are defined as
\[ S_p(R) = \frac{\langle \delta_R^p \rangle}{\langle \delta_R^2 \rangle^{p/2}}. \] (4.7)

One may define a generating function for the \( S_p \) by
\[ S(y) = \sum_{p=2}^{\infty} S_p(R) (-1)^{p-1} \frac{y^p}{p!}. \] (4.8)

Then an exact expression for the PDF in terms of the cumulants is given by
\[ P(\delta_R) \, d\delta_R = \frac{d\delta_R}{2\pi i \sigma_R} \int_{-i\infty}^{i\infty} dy \exp \left[ \frac{y\delta_R - S(y)}{\sigma_R^2} \right], \] (4.9)

where we have defined \( \sigma_R^2 = \kappa_2 \). Using the saddle point approximation in equation (4.9) and collecting terms of the same order, one arrives at the Edgeworth expansion:
\[ P(\nu) \, d\nu = \frac{d\nu}{\sqrt{2\pi}} e^{-\nu^2/2} \left[ 1 + \sigma_R \frac{S_3(R)}{6} H_3(\nu) + \sigma_R^2 \left( \frac{S_4(R)}{24} H_4(\nu) + \frac{S_6(R)}{72} H_6(\nu) \right) + \cdots \right], \] (4.10)

where \( \nu = \delta_R/\sigma_R \) and the \( H_n \) are Hermite polynomials
\[ H_3(\nu) = \nu^3 - 3\nu, \]
\[ H_4(\nu) = \nu^4 - 6\nu^2 + 3, \]
\[ H_6(\nu) = \nu^6 - 15\nu^4 + 45\nu^2 - 15. \] (4.11)

If only the first few terms in the expansion are kept the recovered probability distribution will be approximate and have a limited range of validity. For example, the PDF can develop negative regions if only the first \( S_3 \) term is kept. To use the Edgeworth expansion for given values of \( \delta_R, \sigma_R, S_3(R) \cdots \) we will therefore have to check that we remain in a region where the PDF is well behaved. This is discussed in more detail in appendix B.

The variance of the smoothed density fluctuation is
\[ \sigma^2(R) = \langle \delta_R^2 \rangle = \int \frac{d^3k}{(2\pi)^3} \int \frac{d^3k'}{(2\pi)^3} W_R(k)W_R(k')M(k,z)M(k',z) \langle \zeta(k)\zeta(k') \rangle \]
\[ = \int_0^\infty \frac{dk}{k} W_R(k)^2 M(k,z)^2 \mathcal{P}(k), \] (4.12)

where we have used equation (4.3) to relate \( \delta \) and \( \zeta \). The smoothed variance for a (real-space) top-hat window function is shown in figure 3. The smoothed skewness is calculated from the three-point function:
\[ \langle \delta_R^3 \rangle = \int \frac{d^3k_1}{(2\pi)^3} \int \frac{d^3k_2}{(2\pi)^3} \int \frac{d^3k_3}{(2\pi)^3} W_1W_2W_3M_1M_2M_3 \langle \zeta(k_1)\zeta(k_2)\zeta(k_3) \rangle \]
\[ = \int \frac{d^3k_1}{(2\pi)^3} \int \frac{d^3k_2}{(2\pi)^3} W_1W_2W_1W_2M_1M_2M_3 \left( \mathcal{P}(K) \right)^4 \frac{A(k_1,k_2,k_3)}{k_1^3k_2^3k_3^3}, \] (4.13)
Figure 3. (a) The smoothed variance. (b) The smoothed skewness for the local, equilateral and DBI-type models all with $f_{\text{NL}}^{\text{eff}} = -256$ and $\kappa = 0$. (c) The fractional difference between the smoothed skewness for the DBI-type model and that for the scale-dependent equilateral model with several values of the parameter $\kappa$. (d) The scale dependence of the non-Gaussianity is visible in $S_3\sigma = \langle \delta^3 \rangle / \langle \delta^2 \rangle^{3/2}$ for the DBI model (just the $A_c$ term).

where $k_{12} = \sqrt{k_1^2 + k_2^2 + 2k_1 \cdot k_2}$ and $K = k_1 + k_2 + k_3$. We have collapsed the $\delta$ function in equation (2.10), setting $k_3 = k_1 + k_2$ to get the second line, though in practice it will be computationally easier to use the $\delta$ function to collapse different integrals, depending on the form of the integrand (since $A$ is a sum of terms).

The smoothed skewness for the local, equilateral and $A_c$ models is shown in figure 3. As expected, the smoothed skewness for the local model is quite different in both shape and amplitude from the equilateral and $A_c$ models. In figure 3 we also show the fractional error between the equilateral and $A_c$ forms of the smoothed three-point function,
((\langle \delta_c^3(R) \rangle - \langle \delta_{\text{eq}}^3(R) \rangle)/\langle \delta_{\text{eq}}^3(R) \rangle). On the scales we are interested in the assumption of the equilateral form leads to an error of roughly 20% for several different values of \( \kappa \). Since the error is slowly varying across the range of scales clusters probe, one can imagine scaling constraints on \( f_{\text{eq}}^{\text{NL}} \) to infer constraints on \( f_{\text{c}}^{\text{NL}} \).

We will use equation (4.10) together with the smoothed cumulants for the various models to predict the effect of scale-dependent non-Gaussianity on cluster counts.

4.2. The non-Gaussian mass function

The halo mass function gives the number of collapsed structures (halos) at a given redshift, per unit volume with mass within a given mass interval (between \( M \) and \( M + dM \)). Expressions for the halo mass function in the presence of non-Gaussian initial conditions have been derived as extensions of the Press–Schechter formula [72, 36, 73, 40, 74, 75]. Our derivation of the non-Gaussian mass function follows that of [36, 73] but here we use the Edgeworth expansion (equation (4.10) keeping terms up to order \( \sigma S_3 \)) for our non-Gaussian probability distribution. The approach is similar to that of Matarrese, Verde and Jimenez (MVJ) [40]. However, we take a different approximation in order to have a better analytic understanding of the range of validity of the expansion: this is discussed further in appendix B.4.

In the spirit of Press–Schechter we assert that the fraction of a volume \( V \) that has collapsed into objects of mass \( M \) is proportional to the probability that the density fluctuation smoothed on scale \( M \) is above the threshold for collapse \( \delta_c \). This implies that

\[
 f_c = 2 P(\delta_c, M) = 2 \int_{\delta_c}^{\infty} d\delta P(\delta, M). 
\]  

(4.14)

The fraction of volume \( V \) that has collapsed into objects with masses between \( M \) and \( M + dM \) is \( |f_c(M + dM) - f_c(M)| \). This is proportional to the mass of the collapsed objects with masses between \( M \) and \( M + dM \) in \( V \) divided by the total mass in \( V \):

\[
 |f_c(M + dM) - f_c(M)| = \frac{[n(M + dM) - n(M)]MV}{\bar{\rho}V}, 
\]  

(4.15)

where \( dn(M) \) is the number density of halos with masses in the range \( (M, M + dM) \). Together with equation (4.14) this gives an expression for the mass function \( dn(M)/dM \) in terms of the probability distribution

\[
 \frac{dn}{dM}(M, z) = -2\bar{\rho} \frac{d}{dM} \left[ \int_{\delta_c/\sigma(M)}^{\infty} d\nu P(\nu, M) \right], 
\]  

(4.16)

where \( \bar{\rho} = \Omega_m \rho_{\text{crit}} \) is the average (comoving) matter density. The redshift dependence is carried by the threshold for collapse \( \delta_c(z) \approx 1.686 D(z = 0)/D(z) \), where \( D(z) \) is the linear growth function.

\[11\] For a general probability distribution the 'fudge factor' of 2 may need to be modified. References [36, 73] determine this factor by requiring \( \bar{\rho} = \int_0^\infty M(dn/dM) dM \). For the cases we consider, this condition may be reasonably imposed as long as \( \kappa \to 0 \) at some small scale.
For a Gaussian probability distribution we recover the original Press–Schechter mass function:

\[
\frac{dn}{dM}(M, z) = -\sqrt{\frac{2}{\pi}} \frac{\bar{\rho}}{M^2} \frac{\delta_c(z)}{\sigma_M} \frac{d\ln \sigma_M}{d\ln M} \exp\left[-\delta_c^2(z)/(2\sigma_M^2)\right].
\]  

(4.17)

For the non-Gaussian case, and for the skewness not too large, one can use the Edgeworth expansion for the PDF equation (4.10). Performing the integral in equation (4.16) gives\(^\text{12}\)

\[
P(\delta_c|z_c, M) = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{\delta_c}{\sqrt{2} \sigma_M} \right) \right] - \frac{S_3(M)\sigma_M}{3!} \left( 1 - \frac{\delta_c}{\sigma_M} \right)^2 \frac{e^{-\delta_c^2/(2\sigma_M^2)}}{\sqrt{2\pi}} + \cdots.
\]

(4.18)

Then the mass function is given by

\[
\frac{dn(M, z)}{dM} = -\sqrt{\frac{2}{\pi}} \frac{\bar{\rho}}{M} e^{-\delta_c^2/(2\sigma_M^2)} \left[ \frac{d\ln \sigma_M}{dM} \left( \frac{\delta_c}{\sigma_M} + \frac{S_3\sigma_M}{6} \left( \frac{\delta_c^2}{\sigma_M^2} - 2 \frac{\delta_c^2}{\sigma_M^2} - 1 \right) \right) 
+ \frac{1}{6} S_3 \frac{d\sigma_M}{dM} \left( \frac{\delta_c^2}{\sigma_M^2} - 1 \right) \right].
\]

(4.19)

For \(S_3\) and all higher reduced cumulants equal to zero, this reduces to the usual expression for a Gaussian distribution. What is the effect of including skewness \(S_3\) in the mass function? The exponential is unchanged with respect to the Gaussian case so we need only concern ourselves with the terms in the square brackets. For the models we consider \(dS_3/dM\) has the same sign as \(S_3\) on cluster scales. So, if \(S_3 > 0\) then at the low mass end where \(\delta_c/\sigma_M < 1\) the number of objects is decreased. At high masses \(\delta_c/\sigma_M\) grows rapidly so \(S_3 > 0\) increases the number of very massive halos.

Comparison with numerical simulations (with Gaussian initial conditions) have shown that the Press–Schechter form of the mass function over-predicts the abundance of low mass objects and under-predicts that of high mass objects. The discrepancy is not surprising as, for example, the spherical collapse assumption made to arrive at equation (4.17) may not hold in detail [76]. Sheth and Tormen [77] suggested a formula that is in much better agreement with simulations, and further improvements were suggested by [78,79]. Since these results have not been generalized to allow for generic non-Gaussian initial conditions, we will use a Gaussian mass function in better agreement with simulations and use the Press–Schechter-derived mass function to model departures from non-Gaussianity:

\[
\frac{dn_{NG}}{dM}(M, z) = \frac{dn_G}{dM}(M, z) \frac{(dn_{PS}/dM)(S_3, M, z)}{(dn_{PS}/dM)(S_3 = 0, M, z)}.
\]

(4.20)

In the above \(dn_G/dM\) denotes the preferred Gaussian mass function and \(dn_{PS}/dM(S_3, M, z)\) denotes the non-Gaussian extension of the Press–Schechter mass function equation (4.19), which reduces to the original Press–Schechter expression for

\(^{12}\) If the probability distribution \(P(\nu)d\nu\) is independent of mass then this step can be skipped and the mass function is just given by \(dn/dM = -2\bar{\rho}/M(\delta_c/\sigma_M)(d\ln \sigma_M/dM)P(\delta_c/\sigma_M)\), recovering the expression introduced in [36].
S_{3}(M) = 0. We discuss recent N-body simulations that have investigated the validity of this approach in the conclusions.

In our calculations we take the Sheth and Tormen mass function as \( \frac{dn_G}{dM} \) in equation (4.20). The Sheth–Tormen mass function, obtained from Gaussian initial conditions and calibrated on numerical simulations, is given by [77]

\[
\frac{dn_{ST}}{dM} = -\sqrt{2a} A \left( 1 + \left( \frac{a \delta_c^2}{\sigma^2} \right)^{-\nu} \right) \frac{\bar{\rho}}{M^2} \frac{d \ln \sigma}{d \ln M} e^{-a \delta_c^2/(2 \sigma^2)},
\]

(4.21)

where \( a = 0.707, A = 0.322184 \) and \( p = 0.3 \).

With the mass function in hand, the number of clusters per redshift interval above some mass threshold \( M_{\text{min}} \) can be calculated:

\[
\frac{dN}{dz}(M > M_{\text{lim}}) = f_{\text{sky}} \frac{dV(z)}{dz} \int_{M_{\text{min}}}^{\infty} dM \frac{dn}{dM}(M, z),
\]

(4.22)

where \( f_{\text{sky}} \) is the fraction of the sky being observed and the volume element is given by

\[
\frac{dV}{dz} = \frac{4\pi}{H(z)} \left[ \int_{0}^{z} \frac{dz'}{H(z')} \right]^2.
\]

(4.23)

4.3. Predictions for cluster number counts

Galaxy clusters are the largest virialized cosmological structures in the universe, and therefore provide a unique way to explore non-Gaussianity on scales much smaller than those accessible to CMB anisotropy measurements. In addition, probes of non-Gaussianity using cluster number counts are not subject to the same set of systematic effects as CMB measurements are, so this method provides a valuable complement to the CMB. Upcoming large mass-limited surveys of galaxy clusters with SPT [80], ACT [81] and Planck [82] will yield datasets particularly well suited to the joint analysis of cluster number counts with CMB measurements to probe scale-dependent primordial non-Gaussianity.

Given a particular form for the primordial curvature bispectrum, equations (4.13) and (4.19) can be used to calculate the non-Gaussian mass function. We consider the \( \mathcal{A}_c \) term (roughly the DBI model) and the scale-dependent equilateral model (equations (3.4) and (3.6)). For the \( \mathcal{A}_c \) term we take the sound speed to be determined by equation (3.7) and for the equilateral model we take \( f_{NL}(k_{\text{CMB}}) = -256 \) and 332 (the extrema of the current 2-\( \sigma \) bounds from WMAP). For both \( \mathcal{A}_c \) and the equilateral model we consider several values of \( \kappa \) (see equation (3.6)). Figure 4 illustrates the effect of primordial non-Gaussianity on the cluster mass function and figure 5 shows the effect on cluster number counts with mass threshold of \( M > M_{\text{lim}} = 1.75 \times 10^{14} h^{-1} M_{\odot}, \) roughly as predicted for ACT and SPT. As expected, the largest changes to the mass function are at high mass and high redshift. One can also see that the equilateral model slightly under-predicts the effect of non-Gaussianity from small sound speed models (note that the origin of the equilateral model is a case that should be contained in the \( \mathcal{A}_c \) term). Allowing for scale-dependent non-Gaussianity can dramatically increase the allowed effect of primordial skewness on the cluster mass function while remaining consistent with CMB observations. Figure 5 illustrates that, even for values of \( f_{NL}(k_{\text{CMB}}) \) that are within the CMB constraints, the
Figure 4. The ratio of the non-Gaussian mass function to the Gaussian mass function for DBI inflation (green curves, just the $c$ term) with a sound speed that saturates the bound on non-Gaussianity at the CMB scales, and for the equilateral shape of the bispectrum with $f_{NL}^{eq}(k_{CMB}) = 332$ (magenta upper curves) and $f_{NL}^{eq}(k_{CMB}) = -256$ (blue lower curves, showing smaller deviation from Gaussian than the $c$ term). The solid horizontal line is the Gaussian prediction, the dotted curves have no running of the non-Gaussianity ($\kappa = 0$), the dashed curves have non-Gaussianity that increases on small scales $\kappa = -0.1$ and the dotted–dashed curves have $\kappa = -0.3$. The shaded regions show the regimes in which corrections to the non-Gaussian mass function from the $(S_3 \sigma)^2$ term reach 5%—that is, in the shaded regions the validity of truncating the Edgeworth expansion at the first term is uncertain (see appendix B). The validity of the expansion depends on the magnitude of the skewness: the left-hand boundary is where the mass function for DBI-type with $\kappa = -0.1$ becomes invalid, while the right cross-hatched region is where the mass function for $f_{NL}^{eq}(k) = 332$ and $\kappa = 0$ breaks down. All other curves become invalid somewhere between the two boundaries, except the $\kappa = -0.3$ cases, which becomes invalid at lower mass but where the deviation from Gaussianity is larger than shown in the range of the plot. For example, for the equilateral model with $f_{NL} = -256$, $\kappa = -0.3$ and $z = 0$, the expansion is valid for $M < 1.55 \times 10^{15} h^{-1} M_{\text{sun}}$; at $z = 0.9$ the same curve is unreliable above $M = 2.25 \times 10^{14} h^{-1} M_{\text{sun}}$. 
Figure 5. (a) The number of clusters with $M > M_{\text{lim}} = 1.75 \times 10^{14} h^{-1} M_{\odot}$ per redshift interval per deg$^2$ shown for $f_{\text{NL}}(k_{\text{CMB}}) = +332$ (magenta), $f_{\text{NL}}(k_{\text{CMB}}) = -256$ (blue) and for DBI-type inflation (green curves, just the $c$ term) with a sound speed that saturates the CMB bounds. The solid curve is the Gaussian prediction, the dotted curves have $\kappa = 0$, the dashed curve has $\kappa = -0.1$ and the dotted–dashed curves have $\kappa = -0.3$. (b) The ratio of the quantities in (a) to the Gaussian $dN/dz$. (c) and (d) reproduce (a) and (b) but also show the change in $dN/dz$ for a Gaussian cosmology if the mass threshold $M_{\text{lim}}$ or $\sigma_8$ were changed. Clearly, precise knowledge of these parameters is necessary to use cluster number counts to constrain primordial non-Gaussianity. The hatched and cross-hatched regions are the same as in the previous figure.
amplitude of $dN/dz$ is changed by as much as 40%. This suggests that upcoming mass-limited cluster survey data can indeed be used in conjunction with the CMB to constrain scale-dependent primordial non-Gaussianity.

Cluster number counts are also quite sensitive to other cosmological parameters and systematic errors, so to understand the utility of cluster number counts as a constraint on scale-dependent non-Gaussianity we will need to examine degeneracies. In particular, the dominant effect of primordial non-Gaussianity is to change the expected number of clusters: however, under- or overestimating the mass threshold $M_{\text{lim}}$ or the value of $\sigma_8$ also produces significant changes to the amplitude of $dN/dz$. In the bottom panels of figure 5 we show the effect of changing the value of $\sigma_8$ and $M_{\text{lim}}$ for a Gaussian model. The change in amplitude of $dN/dz$ caused by a 5% shift in $\sigma_8$ is significantly larger than the effect of primordial non-Gaussianity for all but the most strongly scale-dependent models of $f_{\text{NL}}(k)$. On the other hand, the redshift dependence of a non-Gaussian $dN/dz$ is quite different from a Gaussian $dN/dz$ with uncertain $\sigma_8$ or $M_{\text{lim}}$ so this can be used to disentangle the two effects.

### 4.4. Forecasted constraints

We will use the Fisher matrix method to address the issue of degeneracies between cosmological parameters and primordial non-Gaussianity and forecast the sensitivities of future galaxy cluster surveys to simultaneously constrain these parameters. We account for systematic errors by allowing for an uncertainty in the mass threshold $M_{\text{lim}}$. While the Fisher matrix approach is only an approximation (it makes the simplifying assumption of a Gaussian likelihood) it is nevertheless a useful first tool for producing forecasts and exploring parameter degeneracies.

The observation of a discrete number of clusters is a Poisson process. The probability of observing $n_i$ clusters in the $i$th experimental bin (bins in redshift, mass or both, for example) is given by

$$P_i = \frac{e_i^{n_i}}{n_i!} \exp(-e_i),$$

where $n_i$ is the observed number of clusters in the $i$th bin and $e_i$ is the expected number in that bin. For a set of $N_{\text{bins}}$ uncorrelated experimental bins the probability of observing $n_1 \cdots n_{N_{\text{bins}}}$ clusters in each bin is then

$$P = \prod_{i=1}^{N_{\text{bins}}} P_i = \prod_{i=1}^{N_{\text{bins}}} \frac{e_i^{n_i}}{n_i!} \exp(-e_i).$$

The expected number of clusters in each bin $e_i$ is a function of the model parameters (e.g. $\Omega_m$, $f_{\text{NL}}$, etc). The maximum likelihood estimates for these parameters are those values that maximize the probability distribution $P$. We identify the likelihood with $-2 \times \ln P$ will behave as a $\chi^2$ distribution with the number of degrees of freedom equal to the number of parameters [83]–[85]. The Fisher information matrix is then given by

$$F_{ab} = - \left\langle \frac{\partial^2 \ln P}{\partial p_a \partial p_b} \right\rangle = \sum_{i=1}^{N_{\text{bins}}} \frac{1}{e_i} \frac{\partial e_i}{\partial p_a} \frac{\partial e_i}{\partial p_b},$$

where the $p_a$ are the model parameters we use the cluster counts to constrain.
We consider the constraints on $f_{NL}^{eq}(k_{CMB})$, $\sigma_8$, $\Omega_m$, $h$ and $\kappa$. We use a single mass bin (all clusters have $M > M_{lim} = 1.75 \times 10^{14} h^{-1} M_{sun}$), redshift bins of width $\Delta z = 0.2$ and integrate $dN/dz$ across each bin. Decreasing the bin width and increasing the total number of redshift bins does not significantly change our results. For the fiducial cosmology we assume an equilateral type bispectrum with the WMAP maximum likelihood value $f_{NL}^{eq}(k_{CMB}) = 38$ [27]. We consider $\kappa = 0.0$ and $\kappa = -0.3$ with all other cosmological parameters as given in section 4. At high redshift corrections to our mass function become important (see appendix B) so for the models with $\kappa = 0$ we limit our analysis to bins with mean redshift $\bar{z}_i < 1.3$, while for the models with $\kappa = -0.3$ we use $\bar{z}_i < 0.9$. We consider two sets of priors on $\Omega_m$, $h$, $\sigma_8$ and $f_{NL}^{eq}$. The WMAP forecast assumes an 11% prior on $\Omega_m$, 4% on $h$, 6% on $\sigma_8$ and a prior on $f_{NL}^{eq}$ of $\pm 150$, roughly reflecting the current state of knowledge from WMAP. The second forecast assumes Planck-like expectations of 3.5% prior on $\Omega_m$, 1.5% on $h$, 2% on $\sigma_8$ and a prior on $f_{NL}^{eq}$ of $\pm 75$ [86, 27]. A major source of uncertainty for cluster surveys is uncertainty in the mass threshold $M_{lim}$. We put a 10% prior on $M_{lim}$ and all quoted constraints marginalize over $M_{lim}$. The forecasted constraints are listed in table 1: for comparison we also list the constraints for fiducial models with $f_{NL}^{eq}(k_{CMB}) = -256$ and $f_{NL}^{eq}(k_{CMB}) = +332$ (the WMAP III 95% confidence bounds) and all other parameters unchanged.

A few features are apparent: while the constraints on $\Omega_m$ and $\sigma_8$ are improved beyond the prior information, the constraints on $h$ and $f_{NL}^{eq}(k_{CMB})$ are not improved by adding cluster information. What is gained by the inclusion of cluster counts is a constraint on the parameter quantifying the running of the non-Gaussianity, $\kappa$. Models with larger fiducial $f_{NL}^{eq}(k_{CMB})$ or $\kappa$ allow for better constraints on $\kappa$ while for the model with smaller $f_{NL}^{eq}(k_{CMB})$ and $\kappa = 0$ clusters provide weaker constraints on $\kappa$.

Another point is that the constraints on the cosmological parameters $\Omega_m$, $h$, and $\sigma_8$ depend on the magnitude of $f_{NL}^{eq}$. This is not too surprising because the constraints for each parameter $p_a$ depend on the magnitude of $d\epsilon_i/dp_a$ and on $\epsilon_i$ for each fiducial model. The derivative of mass function, equation (4.19), in the presence of non-Gaussian initial conditions will have a sum of terms, some of which are dependent upon $S_3$. Since $S_3 \propto f_{NL}^{eq}(k_{CMB})$, changing $f_{NL}^{eq}$ changes the sign and relative magnitude of these terms and therefore the magnitude of $d\epsilon_i/dp_a$. On the other hand, $f_{NL}(k_{CMB})$ affects the number of clusters $\epsilon_i$ and the error on $p_a$ is inversely proportional to $\epsilon_i$.

A summary of our findings can be seen in figure 6. Our Fisher analysis shows that, if $|f_{NL}^{eq}(k_{CMB})|$ is large (just within the current WMAP bounds), cluster number counts will allow one to constrain the running of the non-Gaussianity $\kappa$. If the running of the non-Gaussianity is also large ($\kappa = -0.3$) then it is likely to be detected by a complete cluster survey. On the other hand, if $f_{NL}^{eq}(k_{CMB}) \approx 38$ and $\kappa$ is large, cluster number counts may provide evidence of the running of non-Gaussianity but are unlikely to yield strong constraints. Constraints may be improved by grouping the clusters into multiple mass bins, retaining some of the information about how $dN/dM$ depends differently on each parameter. However, uncertainty in cluster masses and the rapid fall-off of the mass function at high masses cause the mass bins to be strongly correlated with one another. Finally we note that if we hadn’t imposed the prior information on $f_{NL}$ from the CMB, clusters could at best achieve joint constraints of $\sigma_{f_{NL}} \sim 1000$ and $\sigma_\kappa \sim 1$ (for WMAP priors, with the same survey specifications listed above). If no running of $f_{NL}$ is allowed ($\kappa = 0$) this improves to be $\sigma_{f_{NL}} \sim 100–500$, depending on the sign and magnitude of $f_{NL}$.
can be computed from perturbation theory. To leading order this is

\[
\delta(k_1)\delta(k_2)\delta(k_3) = (2\pi)^3\delta_D(k_1 + k_2 + k_3)B(k_1, k_2, k_3)
\]

(5.1)
can be computed from perturbation theory. To leading order this is

\[
B(k_1, k_2, k_3) = B^I(k_1, k_2, k_3) + B^G(k_1, k_2, k_3),
\]

(5.2)

5. Tests of non-Gaussianity on sub-CMB scales: the evolved bispectrum

Many planned large-scale structure surveys could be well suited to test the primordial non-Gaussianity through measurements of the bispectrum. A partial list of surveys that may measure the galaxy bispectrum is SDSS [87], HETDEX [88], BOSS [89], PAU [90], ADEPT [91], LSST [92], WFMOS [93] and SPACE [94]. A full analysis of the potential of large-scale surveys to constrain the scale dependence of the primordial bispectrum is beyond the scope of this paper. However, allowing scale dependence has an interesting feature which we would like to point out. The bispectrum of the density field:

\[
\langle \delta(k_1)\delta(k_2)\delta(k_3) \rangle = (2\pi)^3\delta_D(k_1 + k_2 + k_3)B(k_1, k_2, k_3)
\]

(5.1)
Effects of scale-dependent non-Gaussianity on cosmological structures

Figure 6. The joint constraints on $f_{NL}^{eq}(k_{CMB})$ and the running of the non-Gaussianity $\kappa$ for a full-sky cluster survey marginalized over $\Omega_m, h, \sigma_8$ and $M_{lim}$. Shown are 1-$\sigma$ contours for WMAP (blue outer curves) and Planck (red inner curves) priors. Note that the plot range varies from panel to panel. Recall $f_{NL}^{eq} \propto k^{-2}$, so the degeneracy line changes when the sign of $f_{NL}^{eq}$ is changed. The fact that $\kappa$ is a slow-roll parameter restricts its value to $\kappa \ll 1$; the dotted lines show the constraints if a Gaussian prior of $\pm 0.5$ is put on $\kappa$ to enforce this.

where $B^G$ is the gravitationally induced bispectrum and $B^I$, the initial bispectrum, is given by

$$B^I(k_1, k_2, k_3) = M(k_1, z)M(k_2, z)M(k_3, z)B^\zeta(k_1, k_2, k_3) = (2\pi)^4 M(k_1, z)M(k_2, z)M(k_3, z) \frac{P^\zeta(K)^2}{k_1^3 k_2^3 k_3^3} A(k_1, k_2, k_3).$$

For a review of the calculation leading to equation (5.2) and expressions for $B^G(k_1, k_2, k_3)$ see [69].

A useful quantity is the reduced bispectrum given by

$$Q(k_1, k_2, k_3, z) = \frac{B(k_1, k_2, k_3, z)}{P_L(k_1, z)P_L(k_2, z) + P_L(k_1, z)P_L(k_3, z) + P_L(k_2, z)P_L(k_3, z)},$$

$$Q(k, k, k, z) = \frac{4}{7} + \frac{6 f_{NL}^{eq}(k)}{5 M(k, z)}.$$
\[ P_L(k,z) = \frac{4}{7} + 6 f_{\text{eff},\text{NL}}^{\text{CMB}}(k/k_{\text{CMB}})^{-2\kappa} 5M(k,z), \quad (5.6) \]

where \( P_L(k,z) \) is the linear power spectrum given in equation (2.9). The first term in equation (5.6) is the gravitational contribution\(^{13}\), the second is from the primordial bispectrum. For small \( k \) (small compared with the horizon scale at matter radiation equality \( k_{\text{eq}} \)) \( M \sim k^2 \), while for \( k \gg k_{\text{eq}} \), \( M \sim \ln(k) \). Thus for a constant \( f_{\text{eff},\text{NL}} \), the \( k \) dependence of \( Q_1(k) \) is fixed, in particular \( |Q_1(k)| \) is a decreasing function. This is in contrast to the scale-dependent case where the dominant term has an additional dependence on \( f_{\text{eff},\text{NL}}(k) \). Recall for a sound speed model the dominant terms have \( f_{\text{eff},\text{NL}}(k) \sim (1/c_s^2(k) - 1) \) where \( c_s(k) \sim k^\kappa \). If, for example, \( |Q_1(k)| \) is an increasing function of \( k \), \( |Q_1(k)| \) can be an increasing function of \( k \). This point is illustrated in the left panel of figure 7. For models with \( \kappa < 0 \) the primordial contribution to the bispectrum turns over and begins to increase at some \( k \). Of course, the turnover scale may be at such large \( k \) that corrections due to nonlinear evolution become important and this calculation will need to be modified.

In contrast to cluster number counts, the bispectrum retains the shape dependence of the primordial bispectrum, potentially allowing one to discriminate between the local and equilateral shapes (e.g. panel (b) of figure 7 and also [47]). Additionally, the reduced bispectrum is independent of \( \sigma_8 \), which for cluster number counts is degenerate with \( f_{\text{NL}} \). On the other hand, galaxy surveys measure the perturbation to the galaxy number density \( \delta_{\text{gal}} \) rather than the matter density perturbation \( \delta \). One often assumes that the two are related by

\[ \delta_{\text{gal}}(x) = b_1 \delta(x) + b_2 \delta^2(x). \quad (5.7) \]

In [47] it was shown that, for the equilateral shape bispectrum, there is a degeneracy between \( f_{\text{NL}} \) and the bias parameters \( b_1 \) and \( b_2 \). Cluster number counts have no dependence on these parameters, so they may be useful in breaking this degeneracy. (There is no serious degeneracy between \( f_{\text{NL}} \) and the dark energy equation of state, according to [47].) Perhaps the most serious drawback of cluster number counts, that they are sensitive only to the amplitude of \( S_3 \) and not to the shape of the bispectrum, can be turned into an advantage. That is, cluster number counts will be sensitive to any shape (and scaling) of non-Gaussianity that leads to a non-zero \( S_3 \) at cluster scales, so knowledge of the particular shape of the bispectrum is less important. Finally, we mention that the systematics involved in counting collapsed objects are certainly different than those arising in measurements of correlation functions. A multi-pronged approach should be taken.

6. Conclusions

Primordial non-Gaussianity is an excellent discriminator of inflationary models. In particular, detection of large primordial non-Gaussianity (\( |f_{\text{eff},\text{NL}}| \) greater than a few) would be a signature of inflationary physics outside of the smooth, slow-roll paradigm [13, 14]. Many models that give equally viable predictions for the power spectrum can be

\(^{13}\) For a universe with \( \Omega_m \neq 1 \), there are corrections of order \( \Omega_m^{-2/63} - 1 \). We restrict our discussion to high redshift \((z = 1)\) where these corrections are \( \sim 1\% \). The exact form is calculable, see, for instance, [69].
Figure 7. (a) The reduced bispectrum including both the gravitationally induced non-Gaussianity and the evolved primordial non-Gaussianity from a scale-dependent model with $f_{NL} = 0$ (solid black line), $f_{NL}(k) = 332(k/k_{CMB})^{-2\kappa}$ (magenta upper curves) and $f_{NL}(k) = -256(k/k_{CMB})^{-2\kappa}$ (black lower curves) shown here at $z = 1$. The dotted line has $\kappa = 0$, the dashed $\kappa = -0.1$ and the dotted–dashed has $\kappa = -0.3$. The behaviour of the dominant term in DBI with a sound speed saturating CMB bounds is identical to the $f_{NL}(k) = -256(k/k_{CMB})^{-2\kappa}$. In the equilateral limit shown above the local and equilateral models agree. (b) The reduced bispectrum as a function of $\phi$ where $\hat{k}_1 \cdot \hat{k}_2 = \cos \phi$. The solid black curve has no primordial contribution. Upper magenta lines have (constant) $f_{NL} = 332$, dashed is the equilateral shape, dotted is the local shape. The green solid curve is the dominant contribution for DBI (just the $c$ term) with $\kappa = 0$. Lower blue lines have (constant) $f_{NL} = -256$, dashed is the equilateral shape, dotted is the local shape.

distinguished by their non-Gaussianity, which may be an important tool for understanding the fundamental origin of inflation. Currently there is no reason to expect scale-invariant non-Gaussianity (even the slow-roll contribution is scale-dependent, although quite small in magnitude), and a number of well-motivated inflationary models predict a non-Gaussianity that can be large and run with scale [20, 21]. The possibility of scale-dependent non-Gaussianity gives new importance to observational probes at multiple scales. From a very optimistic point of view, observably large non-Gaussianity might be a signature of stringy physics, and in that case its running may probe the geometry of the extra dimensions.

In this paper, we have motivated scale-dependent non-Gaussianity which arises in string-inspired inflationary models such as DBI inflation (section 2.3). In the models we discuss there are also well-defined relations between the ‘running’ of the non-Gaussianity and other observables such as the tensor to scalar ratio (section 2.2). We proposed a
simple power law description of scale-dependent non-Gaussianity in equation (3.6) valid for general non-Gaussian shapes.

While the CMB constrains deviations from Gaussianity at the largest observable scales, the abundance of collapsed objects is sensitive to the non-Gaussianity of the primordial density field at small scales. Allowing for scale-dependent non-Gaussianity means that models could be consistent with CMB constraints but still leave an observable imprint on other scales. For this reason we have used a new expression for the non-Gaussian halo mass function: equation (4.19), including terms proportional to the skewness, and equation (B.5) expanded to higher-order cumulants. The mass function equation (4.19) compares well with other proposed non-Gaussian mass functions and offers an analytic understanding of the range of validity of the approximations made in the derivation of the expression (see appendix B.4).

We have examined the utility of cluster number counts (relevant at a scale an order of magnitude smaller than the current smallest CMB scale) to constrain the magnitude, sign and scale dependence of primordial non-Gaussianity. A modest running of the skewness towards small scales leads to an $f_{\text{eff}}^\text{NL}$ at cluster scales that is a few times larger in magnitude than $f_{\text{NL}}^\text{eff}$ at CMB scales. Thus, despite the fact that clusters typically provide weaker constraints on (constant) $f_{\text{NL}}$ when compared with the CMB, they can nevertheless provide important bounds on scale-dependent non-Gaussianity. For example, non-Gaussianity that is within the CMB bounds can easily cause a 10–40% change in the number of clusters (figure 5). However, with upcoming experiments tight constraints on the parameter $\kappa$ (quantifying the running of the non-Gaussianity) are likely to be found only if the amplitude of the primordial contribution is just within the current CMB constraints, and/or the running of the non-Gaussianity is large (table 1 and figure 6).

The galaxy bispectrum can be used to constrain non-Gaussianity on scales between those probed by the CMB and cluster number counts. Measurements of the bispectrum are sensitive to the magnitude of the non-Gaussianity and the running parameter, and also distinguish between the various shapes (local and equilateral, for example). Figure 7 illustrates these effects.

The three types of measurements we have made use of here (cluster number counts, the galaxy bispectrum and the CMB) are all subject to different systematics and different degeneracies. For example, while uncertainties in the mass-observable relation or the value of $\sigma_8$ are particularly troublesome for cluster surveys, the reduced galaxy bispectrum is completely independent of these parameters. On the other hand, a potentially problematic degeneracy exists between galaxy bias parameters and $f_{\text{eff}}^\text{NL}$, but cluster number counts are not dependent on galaxy bias. Detection of primordial non-Gaussianity will likely require confirmation from multiple probes. Ideally, measurements across a range of scales should be combined. In addition, the current WMAP data, which by itself probes a large range of scales, should be reanalyzed to look for non-Gaussianity of a more general, scale-dependent type. It is likely that the bound we have imposed on the magnitude of $f_{\text{NL}}^\text{eff}$ at the smallest CMB scale may be relaxed.

Many of the issues in developing the probability distribution for the initial fluctuations, which limit the utility of our analysis, would be helped by further N-body simulations for more general non-Gaussian initial conditions. Three recent papers [95]– [97] have examined the validity of the extended Press–Schechter approach (which we have adopted here) for non-Gaussianity of the local type. Their conclusions differ, and clearly
more work should be done to determine the accuracy of the mass function we have used for models that are not at all like the local model. A related issue is that we have included only the skewness in our calculations. Including higher-order cumulants may allow one to extend the regime of validity of the mass function to higher masses and redshifts.

Finally, we mention that, although we have focused on the ability of near-future observations to probe scale dependence in the primordial non-Gaussianity, one might eventually hope to do much better. For example, 21 cm observations might give an enormous number of data points at higher redshift [98, 99]. The smallest scale constraint may come from primordial black holes, formed by large fluctuations that re-entered very early in the radiation-dominated era. Originally used as a constraint on the spectral index [100, 101], the requirement that primordial black holes that survive to the present day do not overclose the universe may also constrain the running of the non-Gaussianity. The relevant scale is roughly $k \approx 10^{15}$ Mpc$^{-1}$, many orders of magnitude beyond the range where the constraints we have investigated here apply. However, this is also far beyond the range of validity of the Edgeworth expansion ($\nu$ is large) and the contributions of higher-order cumulants cannot necessarily be neglected. We leave a full discussion of the conditions under which primordial black holes constrain the running of the non-Gaussianity for future work [102].
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Appendix A. Review of first-order perturbations

In this appendix we review the calculation relating perturbations in the inflaton $\delta \phi$ to primordial curvature perturbations using gauge-invariant variables, and then relate the primordial curvature perturbation to perturbations in the energy density. We begin by reviewing some of the gauge-invariant variables discussed in Bardeen [103] (for a more pedagogical introduction see, for instance, [104]). We will consider scalar perturbations to the metric only, and neglect higher-order terms that appear in gauge transformations and when relating quantities using Einstein’s equation.

We begin with the following parametrization for scalar perturbations to the flat Friedmann–Robertson–Walker metric:

$$
g_{00} = -(1 + 2A), \quad g_{0i} = g_{i0} = -a \partial_i B, \quad g_{ij} = a^2(t) [(1 + 2\psi)\delta_{ij} - 2\partial_i \partial_j E]. \tag{A.1}
$$

Bardeen’s gauge-invariant scalars are then

$$
\Phi_A = A - \frac{\partial}{\partial t} \left[ a(B - a\dot{E}) \right], \\
\Phi_H = \psi - aH \left[ B - a\dot{E} \right]. \tag{A.2}
$$
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where \( \cdot \) is the derivative with respect to \( t \) and \( H = \dot{a}/a \). We can also write down the gauge-invariant velocity perturbation
\[
v_i^{G.I.} = \partial_i \left( B - a \dot{E} \right) + \frac{\delta T^0_i}{a(\rho + p)}.
\] (A.3)

where \( \rho \) and \( p \) are the background energy density and pressure and \( \delta T^0_i \) is a perturbation to the energy–momentum tensor. For completeness let us also give the gauge-invariant energy density perturbation which is most conveniently written in Fourier space
\[
\epsilon^{G.I.} = \frac{\delta \rho}{\rho} + 3H \frac{ik^i \delta T^0_i}{k^2 \rho},
\] (A.4)

where \( k^i \) is the comoving wavenumber. Since the sum of two gauge-invariant variables is also gauge-invariant, equations (A.2) and (A.3) can be used to define a new gauge-invariant variable
\[
\zeta^{G.I.} = \Phi_H + aH \frac{-ik^i v_i^{G.I.}}{k^2}.
\] (A.5)

The expression for \( \zeta^{G.I.} \) can be simplified by using the first-order Einstein equations. For a universe filled with a perfect fluid with equation of state \( p = w\rho \) we have
\[
\zeta^{G.I.} = \frac{5 + 3w}{3 + 3w} \Phi_H + \frac{2}{3(1 + w)} H^{-1} \dot{\Phi}_H.
\] (A.6)

It can be shown that on large scales in an era where \( w \) is constant \( \dot{\Phi}_H = 0 \) so the above reduces to
\[
\zeta^{G.I.} = \frac{5 + 3w}{3 + 3w} \Phi_H,
\] (A.7)

where \( w \) is the equation of state of the dominant energy component in the universe (e.g. \( w = 1/3 \) during radiation domination and \( w = 0 \) during matter domination).

**A.1. Relating \( \delta \phi \) to \( \zeta \) and \( \zeta \) to \( \delta \)**

The ADM formalism (which is reviewed nicely in [105]) is useful for obtaining the relation between perturbations in the inflaton \( \delta \phi \) and the gauge-invariant scalar \( \zeta^{G.I.} \). Here we follow the notation of [14] writing the metric with scalar perturbations as
\[
ds^2 = -(1 + N_1)^2 dt^2 + a^2 (1 + 2\zeta) \delta_{ij} (dx^i + N^i dt) (dx^j + N^j dt),
\]
\[
N_i = a^2 \delta_{ij} N^j \equiv a^2 \partial_i \psi.
\] (A.8)

The gauge has not yet been fully specified, but we can fix it by requiring that \( \zeta = 0 \) (spatially flat gauge) or by choosing slices with \( T^0_i \propto \delta \phi = 0 \) (comoving gauge). Once the gauge is fixed the constraint equations can be used to eliminate \( N_1 \) and \( \psi \) in favour of \( \zeta \) or \( \delta \phi \). Calculations in the two gauges can be related by using gauge-invariant variables. With this parametrization of the metric
\[
\zeta^{G.I.} = \zeta - \frac{H i k^i \delta T^0_i}{k^2 (E + P)}.
\] (A.9)
We can see that in the comoving gauge where \( \delta T_0^i = 0 \), \( \zeta^{G,I} = \zeta \), while in the spatially flat gauge where \( \zeta = 0 \) and \( \delta T_0^i = -\phi \partial_i \phi \), \( \zeta^{G,I} = -H \delta \phi / \dot{\phi} \). Here we need to relate \( \zeta \) to \( \Phi_H \) during the matter-dominated era, so from equation (A.7), \( \Phi_H = 3/5 \zeta \). In conformal Newtonian gauge during the matter-dominated era the Bardeen curvature \( \Phi_H \) satisfies Poisson’s equation
\[
k^2 \Phi_H = 4\pi G a^2 \delta \rho, \tag{A.10}\]
where we are using the Fourier convention
\[
\delta(x) = \int \frac{d^3k}{(2\pi)^3} e^{i \mathbf{k} \cdot \mathbf{x}} \delta(k). \tag{A.11}\]
Now, define the linear growth factor by \( \Phi_H(k, z) = D(z)(1 + z)\Phi_H(k) \). Putting this together with equation (A.7) gives the relation between \( \delta \) and \( \zeta \) in the matter-dominated era as
\[
\delta(k, z) = \frac{2}{5} \frac{1}{\Omega_m H_0^2} D(z) T(k) k^2 \zeta(k). \tag{A.12}\]

### A.2. \( f_{NL} \) conventions

In the literature there are several conventions for the definition of the non-Gaussian parameter \( f_{NL} \). In this paper, we use the convention of [24] who define \( f_{NL} \) in terms of the Bardeen curvature \( \Phi_H \):
\[
\Phi_H = \Phi_{H,G} + f_{NL}(\Phi_{H,G}^2 - \langle \Phi_{H,G}^2 \rangle), \tag{A.13}\]
where the extra subscript \( G \) is to indicate that the field is a Gaussian random field. Physically, if \( f_{NL} \) is defined as above in terms of the curvature, then a positive \( f_{NL} \) leads to negative skewness in the temperature field and positive skewness in the density field (corresponding to more rare objects).

In a gauge where \( B - a \dot{E} = 0 \) (for example, in the often-used conformal Newtonian gauge), \( \Phi_A = -\Phi_H \).\(^{14}\) So, if one instead used the above expansion in terms of the gravitational potential \( \Phi_A \) then a minus sign would need to be introduced to compare with the WMAP \( f_{NL} \). To be completely explicit, suppose we defined \( \tilde{f}_{NL} \) by
\[
\Phi_A = \Phi_{A,G} + \tilde{f}_{NL}(\Phi_{A,G}^2 - \langle \Phi_{A,G}^2 \rangle), \tag{A.14}\]
then comparing with equation (A.13) we see \( \tilde{f}_{NL} = -f_{NL} \).

This sign change is indeed necessary to compare \( f_{NL} \) here with \( f_{NL} \) as given by Maldacena [14] and CHKS [21]. Maldacena defines \( f_{NL}^M \) by
\[
\zeta = \zeta_L - \frac{3}{5} f_{NL}^M c_s^2. \tag{A.15}\]
The 3/5 appears because during the matter-dominated era \( \zeta = 5/3\Phi_H = -5/3\Phi_A \). In summary
\[
f_{NL}^{\text{here}} = +f_{NL}^{\text{WMAP}} = -f_{NL}^M. \tag{A.16}\]

Our definitions of \( f_{NL} \) for sound speed models actually differ from those in CHKS [21] in two ways: first we have allowed for tilted spectrum \( n_s \neq 1 \) giving rise to the factors

\(^{14}\) This statement is only true if anisotropic stress is unimportant.
of $3^{n_s-1}$. Second, we differ by a minus sign because we have defined $f_{\text{NL}}$ here to agree with the WMAP convention—i.e. $f_{\text{NL}}$ here, equation (A.13), is defined in terms of the Bardeen curvature perturbation $\Phi_H$, while positive $f_{\text{NL}}$ in CHKS is defined in terms of the Newtonian potential $\Phi_A$.

The above discussion is consistent with a special case that can be understood physically. In slow-roll, in the ‘squeezed triangle’ limit where $k_1 \ll k_2, k_3$, the non-Gaussianity is proportional to the tilt of the scalar spectral index $n_s - 1$. To see this, consider a smooth potential with $\partial \phi V < 0$ and relate the Hubble parameter and the variation of the inflaton field by

$$\frac{H}{\dot{\phi}} \Delta \phi = H \Delta t,$$

(A.17)

where $t$ is time and the dot denotes a time derivative. Since $H > 0$, $\dot{\phi} > 0$, a fluctuation $\Delta \phi < 0$ (the field jumps up the potential) means $\Delta t < 0$. This is the usual way of thinking of fluctuations of the inflaton field, meaning that inflation ends at slightly different times in different patches. A fluctuation $\Delta \phi < 0$ means that inflation ends a little later in that patch and so the patch is a hotter, higher density region. In the spatially flat gauge, where the curvature perturbation $\zeta$ (which appears in the metric) is zero, the gauge-invariant curvature is related to the fluctuations of the inflaton field by $\zeta = -H\delta\phi/\dot{\phi}$ (consistent with Maldacena’s equation (2.26)).

For the squeezed limit, mode $k_1$ is frozen out much earlier than $k_2, k_3$, so a fluctuation $\zeta > 0$ only causes $k_2, k_3$ to exit the horizon a little earlier ($\Delta t = -\zeta/H$, exiting further from the end of inflation in that patch, which occurs at the same value of $\phi$ as in all other patches). If the spectrum is blue-tilted, this gives negative skewness since there will be less power in the fluctuations in that patch, and so less power in the largest density fluctuations, than if the power spectrum was flat. In his equation (4.9), Maldacena finds $-f_{\text{NL}}^M \sim -(n_s - 1)$. Then a blue tilt corresponds to $f_{\text{NL}}^M > 0$ and negative skewness. We are using the opposite sign convention from Maldacena. In DBI, then, the largest effect will give negative skewness. In other models where the first term in equation (3.3) dominates, the largest effect could give positive skewness.

Appendix B. The probability distribution function

B.1. Comparing the various distributions

The $f_{\text{NL}}$ expansion is useful for examining the effect of keeping only a few terms in Edgeworth expansion. It is also useful since one can obtain the PDF by making a formal change of variable in the Gaussian distribution. Doing so gives

$$P(\nu) d\nu = \frac{d\nu}{\sqrt{1 + 4f_{\text{NL}}\sigma(\nu + f_{\text{NL}}\sigma)}} \frac{1}{\sqrt{2\pi}} \left( \mathcal{E}_- + \mathcal{E}_+ \right),$$

$$\mathcal{E}_\pm = \exp \left[ -\frac{1}{4\sigma^2 f_{\text{NL}}^2} \left( 1 + 2f_{\text{NL}}\sigma(\nu + f_{\text{NL}}\sigma) \mp \sqrt{1 + 4f_{\text{NL}}\sigma(\nu + f_{\text{NL}}\sigma)} \right) \right].$$

(B.1)

Note that the natural combination here is $|f_{\text{NL}}\sigma|$. For $|f_{\text{NL}}\sigma| < 1/10$, this distribution is smooth and resembles the Gaussian. At larger values the shape develops a feature on the

---

15 One can make a similar comparison with other expansions, such as the Gamma expansion developed in [106]. The Gamma expansion is most useful for the case of positive skewness, so we have not developed it here.
(a) A region of the probability distribution that is negative if the Edgeworth series is truncated at $S_3$. The distributions are plotted for unsmoothed quantities, with variance $\sigma = 1$ and $f_{NL} = -0.03$. Notice that, in this case, including the kurtosis cures the negative region. (b) Examination of the negative region of the PDF, coming from truncation of the Edgeworth expansion for $f_{NL} = -256$ and $\kappa = 0$. Results for several values of the smoothing scale are shown.

suppressed tail. It also has an imaginary part on one tail for $f_{NL} < 0$. This formal change of variable is useful for comparing various truncations of the Edgeworth expansion using unsmoothed cumulants.

B.2. Validity of the Edgeworth expansion

The Edgeworth series, equation (4.10), is an exact expression for the PDF in terms of its cumulants, but in practice one often calculates just the first few cumulants. How valid is the PDF if we use, say, only the skewness? There are several issues here. First, assuming we keep only the first and second terms in the series equation (4.8) (up to linear in $S_3$), the steepest descent calculation is only valid for $\nu < 1/|S_3\sigma|$. In addition, the final distribution will not be positive definite unless higher-order cumulants are included. We truncate the Edgeworth expansion at linear order in $S_3$, since $S_4$ comes in at roughly the same order as $S_3^2$. Panel (a) of figure B.1 shows a comparison of a negative region for the change of variable distribution equation (B.1), the Edgeworth expansion, equation (4.10), including up to the $S_3\sigma$ term and the Edgeworth expansion including the $\sigma^2$ term. The Gaussian is also plotted for reference. With negative skewness, the distribution has a negative region on the $\nu > 0$ side.

If $\delta/\sigma < 1$ the Edgeworth expansion will be a good approximation to the true PDF so long as

$$1 \gg S_3\sigma \gg S_4\sigma^2 \gg S_5\sigma^3 \cdots \quad (B.2)$$

Figure B.1. (a) A region of the probability distribution that is negative if the Edgeworth series is truncated at $S_3$. The distributions are plotted for unsmoothed quantities, with variance $\sigma = 1$ and $f_{NL} = -0.03$. Notice that, in this case, including the kurtosis cures the negative region. (b) Examination of the negative region of the PDF, coming from truncation of the Edgeworth expansion for $f_{NL} = -256$ and $\kappa = 0$. Results for several values of the smoothing scale are shown.
However, for collapsed objects such as clusters $\delta/\sigma > 1$. In this case the leading term in each Hermite polynomial (see equation (4.10)) is $H_n \sim (\delta/\sigma)^n$. Then truncating the expansion requires something like

$$S_3 \sigma \left( \frac{\delta}{\sigma} \right)^3 \ll 1 \quad \text{and} \quad S_n \gg S_{n+1} \sigma \left( \frac{\delta}{\sigma} \right) \quad \text{for} \ n \geq 3. \quad (B.3)$$

Now, the number of terms that should be included in the Edgeworth expansion depends on the value of $\delta/\sigma$. For clusters, $\delta/\sigma \sim (\text{few})$ to $\delta/\sigma \to \infty$, we would in principle need an infinite number of the cumulants for a valid expansion. This is a point of concern, but since we will be interested in the PDF integrated above some threshold and the PDF drops off rapidly for $\delta/\sigma \gtrsim 1$ the situation is not as bad as it may appear. We expect then to find an expression for the PDF that has a limited range of validity. The range will depend on mass, since $\sigma$ is a decreasing function of $M$, and on redshift since the threshold for a density fluctuation to collapse, $\delta_c$, is larger at high redshift.

Below, panel (b) of figure B.1 shows the Edgeworth expansion results for the DBI case ($A_c$ term) with $f_{NL} = -256$ and $\kappa = 0$. The growth of the negative region at larger scales corresponds with expectations from panel (d) of figure 3.

### B.3. Validity of the non-Gaussian mass function

The derivation of the mass function in section 4.2 involves integrating the PDF above the threshold for collapse $\delta_c$. Using the Edgeworth expansion and keeping terms up to second order one finds

$$P(\delta_c, M) = \frac{1}{2} \erfc \left[ \frac{\delta_c}{\sqrt{2} \sigma_M} \right] + S_3(M) \sigma_M \left( \frac{\delta_c^2}{\sigma_M^2} - 1 \right) \frac{e^{-\delta_c^2/(2 \sigma_M^2)}}{\sqrt{2 \pi}}$$

$$+ \frac{1}{2} \left( \frac{S_3(M) \sigma_M}{3!} \right)^2 \frac{\delta_c}{\sigma_M} \left( \frac{\delta_c^4}{\sigma_M^4} - 10 \frac{\delta_c^2}{\sigma_M^2} + 15 \right) \frac{e^{-\delta_c^2/(2 \sigma_M^2)}}{\sqrt{2 \pi}}$$

$$+ \frac{S_4(M) \sigma_M^2}{4!} \frac{\delta_c}{\sigma_M} \left( \frac{\delta_c^2}{\sigma_M^2} - 3 \right) \frac{e^{-\delta_c^2/(2 \sigma_M^2)}}{\sqrt{2 \pi}} + \cdots. \quad (B.4)$$

From this a mass function with terms up to second order (compare with equation (4.19) which is to first order) can be obtained:

$$\frac{dn(M)}{dM} \bigg|_{2\text{nd}} = -\sqrt{2} \frac{\rho}{\pi} e^{-\delta_c^2/(2 \sigma_M^2)} \left\{ \frac{d \ln \sigma_M}{dM} \left[ \frac{\delta_c^2}{\sigma_M^2} - 1 \right] + \frac{S_3 \sigma_M}{3!} \frac{\delta_c}{\sigma_M} \left( \frac{\delta_c^4}{\sigma_M^4} - 2 \frac{\delta_c^2}{\sigma_M^2} - 1 \right) \right.$$  

$$+ \frac{1}{2} \left( \frac{S_3 \sigma_M}{3!} \right)^2 \left[ 13 \frac{\delta_c^5}{\sigma_M^5} + 25 \frac{\delta_c^3}{\sigma_M^3} + 15 \frac{\delta_c}{\sigma_M} \right]$$

$$+ \frac{S_4 \sigma_M^2}{4!} \left( \frac{\delta_c^5}{\sigma_M^5} - 4 \frac{\delta_c^3}{\sigma_M^3} - 3 \frac{\delta_c}{\sigma_M} \right) \right\}$$

$$+ \frac{\sigma_M}{6} \frac{dS_3}{dM} \left( \frac{\delta_c^2}{\sigma_M^2} - 1 \right) + \frac{S_3 \sigma_M}{3!} \frac{\delta_c}{\sigma_M} \left( \frac{\delta_c^4}{\sigma_M^4} - 2 \frac{\delta_c^2}{\sigma_M^2} + 15 \right)$$

$$+ \frac{\sigma_M^2}{4!} \frac{dS_4}{dM} \frac{\delta_c}{\sigma_M} \left( \frac{\delta_c^2}{\sigma_M^2} - 3 \right). \quad (B.5)$$
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Figure B.2. Comparison of the different mass functions for different non-Gaussian models. Shown are \( f_{NL}^{eq} = -256 \) (black), 332 (red) and 38 (cyan). (a) Dotted lines: comparison of the first order in \( S_3 \sigma \) mass function equation (4.19) and the second order in \( S_3 \sigma \) mass function equation (B.5). Plotted is (equations (4.19)–(B.5))/(B.5) with \( S_4 = 0 \). Dashed lines: comparison of the MVJ mass function equation (B.6) and the second order in \( S_3 \sigma \) mass function equation (B.5). Plotted is (equations (B.6)–(B.5))/(B.5) with \( S_4 = 0 \). (b) Dotted lines: comparison of the first order in \( S_3 \sigma \) mass function equation (4.19) and the numerically integrated all orders in \( S_3 \sigma \) mass function equation (B.7). Plotted is (equations (4.19)–(B.7))/(B.7). Dashed lines: comparison of the MVJ mass function, equation (B.6) and the all orders in \( S_3 \sigma \) mass function equation (B.7). Plotted is (equations (B.6)–(B.7))/(B.7).

Without knowledge of all higher cumulants we are forced to use an approximate form for the mass function. Since the skewness is the dominant contributor, we keep terms up to \( S_3 \sigma \). We assume that, when the \((S_3 \sigma)^2\) terms become important, it is no longer valid to neglect the \( S_4 \sigma^2 \) term. Similarly, we are assuming that the \( S_4 \sigma^2 \) terms become important no sooner than the \((S_3 \sigma)^2\) terms. Figure B.2 compares the mass functions equation (4.19) and equation (B.5) when one and two orders of \( S_3 \sigma \) are kept. We define the regime of validity for our truncated mass function (equation (4.19)) to be where corrections from including the \((S_3 \sigma)^2\) in equation (B.5) reach 5%. One can see that the range of mass scales where the mass function equation (4.19) is valid decreases both with redshift and as \( f_{NL} \) increases in magnitude.

B.4. Comparison with MVJ

In section 4.2 we presented a mass function using the Edgeworth expansion for the non-Gaussian probability distribution. Another form for the non-Gaussian mass function,
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based only on the skewness, was given in Matarrese, Verde and Jimenez\textsuperscript{16} (hereafter MVJ)\textsuperscript{40}:

\[
\frac{dn}{dM_{\text{MVJ}}} (M, z) = -\frac{2\bar{\rho}}{M^2} \frac{1}{2\pi \sigma_M} \left[ \frac{1}{6} \delta_3^3 \frac{dS_3}{d\ln M} + \delta_2 \frac{d \ln \sigma_M}{d \ln M} \right] e^{-\frac{\delta^2}{2\sigma_M^2}}, \tag{B.6}
\]

where \(\delta_* = \delta_c \sqrt{1 - S_3 \delta_c/3}\). Neither equation (4.19) nor equation (B.6) are exact expressions for the number density of massive objects. There are different ways to test these approximations. Perhaps the most reliable method is to compare with \(N\)-body simulations. Figure 3 of [96] shows that for values of \(S\) because we suspect that higher cumulants (e.g. non-Gaussianity) is left to future work.

Short of running simulations, one way to compare the approximations is, as discussed in the previous section, to consider corrections from including the \((S_3 \sigma)^2\). In figure B.2 we plot the fractional difference between the mass function of MVJ, equation (B.6), and equation (B.5). While for \(f_{\text{NL}} = 332\) equation (4.19) is a better approximation to the second-order mass function equation (B.5) than MVJ, for \(f_{\text{NL}} = 38\) and \(-256\) the mass function of MVJ is a better approximation.

Another comparison one may make is to assume the (possibly unphysical) case of non-Gaussianity that produces only \(S_3\), with all higher cumulants vanishing. In this case, an expression for the mass function can be determined from equations (4.9) and (4.16) where \(S(y)\) in equation (4.9) is truncated at \(S_3\). Exchanging the orders of integration (\(d \delta \leftrightarrow dy\)) one arrives at the MVJ equation (62) from which we can define a mass function that keeps all orders in \(S_3 \sigma\):

\[
\frac{dn}{dM_{\text{all orders}}} (M, z) = \frac{2}{\pi} \frac{\bar{\rho}}{M^2} \int_0^{\infty} \frac{d \lambda}{\lambda} e^{-\lambda^2 \sigma_M^2/2} \sin \left( \lambda \delta_c (z) + \frac{S_3(M) \sigma_M^4 \lambda^3}{6} \right), \tag{B.7}
\]

where \(\lambda = iy/\sigma_M^2\). The above expression must be numerically integrated. A comparison of the all-orders mass function with the first-order and MVJ mass functions is shown in panel (b) of figure B.2. For \(f_{\text{NL}} = 38\) and \(-256\) the mass function of MVJ more closely matches the all-orders mass function, while for \(f_{\text{NL}} = 332\) equation (4.19) is in better agreement.

In this paper we have used the mass function derived from the Edgeworth expansion because we suspect that higher cumulants (e.g. \(S_4\)) may become important at high mass and/or high redshift. With the Edgeworth-derived mass function we have a better analytic understanding of the range of masses and redshifts where we expect the mass function to be valid when truncated at \(S_3\).
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