Quantum quench from a thermal tensor state: boundary effects and generalized Gibbs ensemble
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We consider a quantum quench in a non-interacting fermionic one-dimensional field-theory. The system of size $L$ is initially prepared into two halves $L_1([-L/2,0])$ and $L_2([0,L/2])$, each of them thermalized at two different temperatures, $T_L$ and $T_R$ respectively. At a given time the two halves are joined together by a local coupling and the whole system is left to evolve unitarily. For an infinitely extended system ($L \to \infty$), we show that the time evolution of the particle and energy densities is well described via a hydrodynamic approach which allows us to evaluate the correspondent stationary currents. We show, in such a case, that the two-point correlation functions are deduced, at large times, from a simple non-equilibrium steady state. Otherwise, whenever the boundary conditions are retained (in a properly defined thermodynamic limit), any current is suppressed at large times, and the stationary state is described by a generalized Gibbs ensemble, which is diagonal and depends only on the post-quench mode occupation.

I. INTRODUCTION

In the last few years there has been a surprising growth on the theoretical study of the non-equilibrium properties of many-body quantum systems. This is chiefly due to the enhancement of the experimental techniques which allow to manipulate with great precision trapped ultra-cold atomic gases, without any significant coupling with the environment\textsuperscript{1–8}. Among all, of remarkable interest is the unitary dynamics of a quantum system initially prepared in a non-equilibrium state. In particular, an extremely important and still open question is whether such a system relaxes to a stationary state and how to eventually characterize this state. Indeed, depending on the integrability of the Hamiltonian governing the time evolution, the stationary value of local observables can be described either by an effective Canonical ensemble or by a generalized Gibbs ensemble (GGE), respectively for non-integrable and integrable systems (see Ref. 9 for a review). Many investigations have confirmed this scenario\textsuperscript{10–30}, but a complete understanding of the equilibration dynamics has not yet been reached. In particular some effort was spent in order to investigate the role of the initial state in the construction of the GGE\textsuperscript{15,30,31}.

In this respect, a very interesting non-equilibrium situation which is considered is a gas of atoms initially split into two different packets, each of them prepared at given initial temperature. The gas is then released and left to evolve freely. A similar problem has already been addressed, using different analytical approaches, for systems defined on a lattice\textsuperscript{32–36}. Nevertheless, those studies were focused on the non-equilibrium stationary state which is reached for an infinitely extended system. Indeed, such a non-equilibrium steady-state can be seen as the state asymptotically realized from the initial state with its boundaries always connected to reservoirs at the initial temperatures. In other words, such infinitely extended system will always have, at each instant of time, two infinite portions (the far left and the far right playing the role of reservoirs) that remain equilibrated at the two initial temperatures. Between these two reservoirs, the (finite portion of the) system will show non-local properties reflecting the non-local structure of the non-equilibrium steady state (which is widely believed conjecture)\textsuperscript{37–42}. Recently, by means of thermodynamic Bethe anstaz\textsuperscript{41}, the energy current in non-equilibrium steady states of any integrable model of relativistic quantum field theory has been evaluated\textsuperscript{44}.

In this paper, we focus our attention on a gas of non-interacting spinless fermions either considering the infinite-size limit or taking into account the effects of the boundaries. After preparing the system in a tensor thermal state, i.e. a tensor product of two different thermal density matrices at two different temperature, we leave it to evolve with a non-interacting fermionic Hamiltonian. In particular, for an infinite system, by means of a hydrodynamic description\textsuperscript{45,46}, we fully characterize the time-evolution of the particle density and energy density profiles. From these results, we recover the Conformal Field Theory (CFT) predictions for the energy current flowing throughout the system\textsuperscript{47}. Furthermore, we inspect the stationary state characterizing the infinitely extended system which does not agree with a local GGE description: indeed, the local conserved charges appearing in the description of the non-equilibrium stationary state combines in such a way that the resulting “effective” Hamiltonian is long-range interacting\textsuperscript{33}. In this respect, it has been shown that such a non-locality may drastically affect the mutual information between two adjacent subsystems\textsuperscript{48}.

Notwithstanding, locality in the GGE is fully recovered whenever one preserves the effects of the boundaries. We propose a genuine physical interpretation: the traveling particles, confined in a finite region, can reach the edges and, being reflected at different times, cause a global de-
phasing giving rise to a true equilibrium state (no more currents) that is described by the GGE. In other words, we show that, in a properly defined thermodynamic (TD) limit, the reduced density matrix of any finite subsystem converges for long times to the GGE one. This implies that any measurable local observable will converge to the GGE predictions.

The paper is organized as follows. In Sec. II we present the model and the post-quench Hamiltonian which governs the unitary evolution. In Sec. III we characterize the initial thermal tensor state. In Sec. IV we study the time evolution of the two-point correlation function focusing our attention on the particle and energy density profiles. We introduce a hydrodynamic approach describing those quantities and we derive the corresponding particle and energy currents. Finally, we also discuss the approach to the stationary values and we compare the two different scaling regime (with or without boundaries) which lead to different asymptotic results. In Sec. V we finally show the structure of the GGE and we stress that all local observables are described by the GGE in the fermionic momentum occupation numbers provided that the scaling limit is taken by considering the effects of the boundaries. Finally in Sec. VI we draw our conclusions.

II. THE MODEL AND THE POST-QUENCH HAMILTONIAN

We consider a non-relativistic quantum-field theory describing non-interacting spinless fermions in one spatial dimension. The system is defined in the symmetric interval \([-L/2, L/2]\), where we introduced the system length \(L\) in order to regularize infrared divergencies. At the end, we will be interested in the thermodynamic limit (TD limit) \(L \to \infty\). The Hamiltonian governing the unitary evolution of the system is given by

\[
\hat{H} = \int_{-L/2}^{L/2} dx \partial_x \hat{\Psi}^\dagger(x) \partial_x \hat{\Psi}(x),
\]

where the fields \(\hat{\Psi}(x), \hat{\Psi}^\dagger(x)\) satisfy the canonical anticommutation rules \(\{\hat{\Psi}(x), \hat{\Psi}^\dagger(y)\} = \delta(x-y)\). Introducing the normal free-fermionic operators

\[
\hat{n}_p = \int_{-L/2}^{L/2} dx \varphi_p(x) \hat{\Psi}(x), \quad \varphi_p(x) = \sqrt{\frac{2}{L}} \sin \left[ p \left( x + \frac{L}{2} \right) \right], \quad p_n = \frac{\pi}{L} n, \tag{3}
\]

with \(n \in \mathbb{N}\), the Hamiltonian (1) is readily diagonalized

\[
\hat{H} = \sum_{n=0}^{\infty} p_n^2 \hat{n}_p, \tag{4}
\]

with \(\hat{n}_p = \hat{n}_{-p}^\dagger \hat{n}_p \hat{n}_{-p}\) the fermionic mode occupation operator. Notice that the Hamiltonian commutes with the total number of particles operator

\[
\hat{N} = \int_{-L/2}^{L/2} dx \hat{\Psi}^\dagger(x) \hat{\Psi}(x) = \sum_{n=0}^{\infty} \hat{n}_p, \tag{5}
\]

therefore, \(\hat{H}\) and \(\hat{N}\) can be simultaneously diagonalized in the many-body Hilbert space. Since the excitation spectrum of the Hamiltonian is non-negative, the ground state without fixing the number of particles is the vacuum state \(|0\rangle\), such that \(\eta_{p_n}|0\rangle = 0, \forall n > 0\).

III. THE INITIAL SYSTEM

At time \(t = 0\) the system is divided into two halves \(\mathcal{L}\) \((x < 0)\) and \(\mathcal{R}\) \((x > 0)\). Therefore the two subsystems are initially uncorrelated and the total initial Hamiltonian is the direct sum of two independent Hamiltonians which can be diagonalized separately. Indeed, the Hamiltonian describing a subsystem is given by Eq.(1) where the integration domain is reduced to a half interval: \([0, L/2]\) or \([-L/2, 0]\) for the right and left subsystems respectively.

The normalized eigenfunctions, building-up the one-particle Hilbert space of the semi-intervals, are given by

\[
\phi_{q_n}^\pm(x) = \frac{2}{\sqrt{L}} \sin(q_m x) \theta(\pm x), \quad q_m = \frac{2\pi}{L} m, \quad m \in \mathbb{N}, \tag{6}
\]

where \(\theta(x)\) is the Heaviside function such that \(\theta(x) = 1\) for \(x > 0\), and zero otherwise. Thanks to these functions the half-interval Hamiltonians are straightforwardly diagonalized. For example, in the sub-interval \([0, L/2]\) one has

\[
\hat{H}_0^+ = \int_0^{L/2} dx \partial_x \hat{\Psi}^\dagger(x) \partial_x \hat{\Psi}(x) = \sum_{m=0}^{\infty} q_m^2 \hat{\xi}_{q_m}^\dagger \hat{\xi}_{q_m}, \tag{7}
\]

where the fermionic fields \(\hat{\Psi}, \hat{\Psi}^\dagger\) are related to the diagonal operators via

\[
\hat{\Psi}(x) = \sum_{m=0}^{\infty} \phi_{q_m}^+(x) \hat{\xi}_{q_m}, \quad x > 0. \tag{8}
\]

Similar arguments are valid for the negative half-interval.

A. The overlap

It is useful to express the initial one-particle eigenfunctions \(\phi_{q_n}^\pm(x)\) in terms of the post-quench one-particle eigenfunctions \(\varphi_{p_n}(x)\), i.e.

\[
\phi_{q_n}^\pm(x) = \sum_{n=0}^{\infty} A_{n,m} \varphi_{p_n}(x), \tag{9}
\]

where we have explicitly introduced the overlap

\[
A_{n,m}^\pm = \int_{-L/2}^{L/2} dx \varphi_{p_n}(x) \phi_{q_m}^\pm(x). \tag{10}
\]
Notice that Eq. (9) is exact since the post-quench one-particle eigenstates are a complete basis in the symmetric interval \([-L/2, L/2]\). Otherwise, in order to invert such a relation, and to rewrite \(\varphi_{p_n}(x)\) in terms of the pre-quench eigenstates, one needs a linear combination of both \(\phi_{q,n}^-(x)\) and \(\phi_{q,n}^+(x)\).

\[
\varphi_{p_n}(x) = \sum_{m=0}^{\infty} [A_{n,m} \phi_{q,m}^-(x) + A_{n,m}^* \phi_{q,m}^+(x)].
\]

Nevertheless, for \(n\) odd, the series in Eq.(11) is not absolutely convergent in \([-L/2, L/2]\) due to the anomalous behavior in \(x = 0\). However, such anomaly can be neglected in the thermodynamic limit since \(x = 0\) is a subset of measure zero in \(\mathbb{R}\). The overlap can be explicitly evaluated, giving

\[
A_{n,m}^\pm = \begin{cases} 
\pm \frac{4\sqrt{2}\pi \sin(n\pi/2)}{\pi(4m^2-n^2)} & \text{for } n \text{ odd}, \\
\frac{(-1)^m}{\sqrt{2}} \delta_{n,2m} & \text{for } n \text{ even}.
\end{cases}
\]

In Figure 1 we show how the series in Eq.(9) and Eq.(11) reproduce the correct post(pre)-quench one-particle eigenfunctions.

**B. Thermal tensor state**

The initial state is constructed as a tensor product of two thermal density matrices at two different temperatures, i.e. \(\hat{\rho}_0 = \hat{\varrho}_L^{-}(\beta_L) \otimes \hat{\varrho}_R^{-}(\beta_R)\), where \(\hat{\varrho}_L^{-}(\beta) = \mathbb{Z}^{-1} \exp(-\beta \hat{H}_0^L)\). This means that the two spatial regions (\(L\) and \(R\)) are initially uncorrelated. Furthermore, such a state is quadratic in the local field operators and, therefore, the Wick's theorem applies.

Thanks to this fact, the initial two-point correlation function \(C_0(x,y) \equiv \langle \hat{\Psi}(x)\hat{\Psi}(y)\rangle_0\) splits into two separate terms

\[
C_0(x,y) = C_L(x,y)\theta(-x)\theta(-y) + C_R(x,y)\theta(x)\theta(y)
\]

with

\[
C_L/R(x,y) = \frac{4}{L} \sum_{m=0}^{\infty} \frac{\sin(q_mx)\sin(q_my)}{1 + \exp(\beta_L/R q_m^2)}
\]

\[
= \frac{2}{L} \sum_{m=0}^{\infty} \frac{\cos(q_m x - y)}{1 + \exp(\beta_L/R q_m^2)}
\]

\[
- \frac{2}{L} \sum_{m=0}^{\infty} \frac{\cos(q_m x + y)}{1 + \exp(\beta_L/R q_m^2)}.
\]

Notice that the initial correlation function depends both on \(x - y\) and \(x + y\) due to the fact that the initial state breaks the translational invariance, even in the thermodynamic limit. Indeed, taking the TD limit, thanks to the parity of the fermionic distribution, we can rewrite the latter as

\[
C_L/R(x,y) = \beta_L^{-1/2} \mathcal{F}[(x-y)\beta_L^{-1/2}] - \beta_R^{-1/2} \mathcal{F}[(x+y)\beta_R^{-1/2}],
\]

where we introduced the Fourier transform

\[
\mathcal{F}(z) = \int_{-\infty}^{\infty} \frac{dq}{2\pi} \exp(iqz).
\]

Using the Taylor’s series expansion \((1 + z)^{-1} = -\sum_{n=1}^{\infty} (-1)^n z^{-n}\), we have

\[
\mathcal{F}(z) = -\frac{1}{2\sqrt{\pi}} \sum_{n=1}^{\infty} (-1)^n \frac{\exp(-z^2/(4n))}{\sqrt{n}}.
\]
which gives rise to finite energy densities $\epsilon_{L/R} \equiv 2E_{L/R}/L$.

### IV. THE QUENCH PROTOCOL

In this section we analyze the out-of-equilibrium dynamics after putting in contact the two halves $L$ and $R$. In other words, the initial state $\hat{\rho}_0$ evolves unitarily according to the post-quench Hamiltonian $\hat{H}$. In particular, since the Hamiltonian is quadratic in the fermionic operators, the evolved state keeps its gaussian character and the Wick’s theorem still applies. Consequently, all observables are derived from the two-point correlation function. Therefore, we focus our attention on the time-evolution of the two-point correlation function which is given by

$$C(x, y; t) = \sum_{n, m=0}^{\infty} \varphi_{p_n}(x)\varphi_{p_m}(y)\langle \hat{\eta}_{p_n}^\dagger \hat{\eta}_{p_m} \rangle_t,$$

where the evolution of the diagonal operators is trivially given by

$$\langle \hat{\eta}_{p_n}^\dagger \hat{\eta}_{p_n} \rangle_t = \exp[i(p_n^2 - p_m^2)t] \langle \hat{\eta}_{p_n}^\dagger \hat{\eta}_{p_m} \rangle_0.$$

Using the inverse transformation of Eq. (2), the initial correlation function of the post-quench fermionic operators can be rewritten in terms of $C_0(x, y)$

$$\langle \hat{\eta}_{p_n}^\dagger \hat{\eta}_{p_m} \rangle_0 = \int dz dw \varphi_{p_n}(z)\varphi_{p_m}(w)C_0(z, w).$$

Using the overlap between the pre-quench and the post-quench one-particle eigenfunctions one obtains

$$\langle \hat{\eta}_{p_n}^\dagger \hat{\eta}_{p_m} \rangle_0 = \sum_{l=0}^{\infty} \left[ \frac{A_{n,l}^+A_{m,l}^-}{1 + \exp(\beta CL^2)} + \frac{A_{n,l}^-A_{m,l}^+}{1 + \exp(\beta CR^2)} \right].$$
Finally, using the latter equation, we can rewrite the time-evolved correlation function as

$$C(x, y; t) = \sum_{l=0}^{\infty} \left[ \frac{\phi_q(x,t)^* \phi_{q'}(y,t)}{1 + \exp(\beta_L q_l^2)} + \frac{\phi_{q'}^+(x,t)^* \phi_{q'}^+(y,t)}{1 + \exp(\beta_R q_l^2)} \right],$$

where we introduced the time-evolved one particle eigenfunctions

$$\phi_{q_m}^\pm(x,t) = \sum_{n=0}^{\infty} A_{n,m}^\pm \rho_n(x) e^{-ipq \cdot t}.$$  

(31)

(32)

We numerically evaluated the time-dependent particle density $n(x,t) \equiv C(x,x; t)$ and we report in Figure 2 the profile at different times for a system of sizes $L = 400, 1000$. We can see how the density equilibrate toward the stationary value: a causality zone, with homogeneous density, propagates starting from the origin and determines, at each instant of time, an equilibration region $[-x^*(t), x^*(t)]$. Notice, however, that, for finite systems, the singular behavior in $x = 0$ affects the value of the density in such region, which displays size effects. However, whenever the TD limit is considered, the plateau in the density profile around $x = 0$ takes a constant value converging as the size is increased to the large-time stationary value (see Figure 2).

Furthermore, we also numerically evaluated the energy density profile $\mathcal{E}(x,t) \equiv \langle \partial_x \hat{\Psi}^\dagger(x) \partial_x \hat{\Psi}(x) \rangle_t$ which can be easily shown to be equal to $\partial^2_{xy} C(x,y; t)|_{y=x}$. In Figure 3 we plot the energy profiles for different system sizes and different initial temperatures. The same considerations that was done for the particle density applies also in this case. Nevertheless, in this case, thanks to the fact that the energy density depends on the derivative of the one-particle eigenfunctions, the anomalous behavior in the neighborhood of $x = 0$ (which is evident in the particle density) is smoothed out.

A. Hydrodynamic description of the time-dependent profile of local observables

Taking into account all the considerations of the previous paragraphs, we argue that the dynamics of the particle-density profile as well as of the energy-density profile can be fully characterized, in the TD limit, by a semi-classical description. We want to stress here that such a description, by construction, can not reproduce the dynamics of the correlations. The idea underlying the semi-classical approach was already proposed in Ref. 45,46 and is essentially based on the fact that the quantum dynamics of the local densities is well captured by a hydrodynamic description in the phase-space $(p, x)$ of the correspondent classical coarse-grained densities.

Indeed, if one considers, for example, the particle density, we can associate to each phase-space point a local initial packet of particles $n_0(p, x) dp dx$. Then, each of them evolves following a classical trajectory $x^\pm(t) = x_0 \pm v_p t$, with velocity $v_p = 2p$, where the sign refers to the left(–) and right(+) movers. The reason why we have to consider a superposition of two moving packet...
is intimately connected to the geometry of the system; indeed we can think at the initial single particle eigenfunctions like a symmetric superposition of propagative modes \( \exp(\pm ipx) \). In our case, the initial particle distribution in the phase-space is

\[
n_0(x, p) = \frac{1}{\pi} \frac{\theta(-x)}{1 + \exp(\beta_L p^2)} + \frac{1}{\pi} \frac{\theta(x)}{1 + \exp(\beta_R p^2)},
\]

from which we can straightforwardly obtain the time-evolved density profile

\[
n(x, t) = \frac{1}{2} \sum_{\sigma = \pm 1} \int dp \, dx_0 \, n_0(x_0, p) \delta(x - x_0 - \sigma 2pt).
\]

Injecting Eq. (33) in the latter equation, we finally obtain

\[
n(x, t) = \frac{1}{2} \left\{ \begin{array}{ll}
  n_R + f_L(x/2t, \infty) + f_R(0, x/2t) & x > 0 \\
  n_C + f_L(0, -x/2t) + f_R(-x/2t, \infty) & x < 0,
\end{array} \right.
\]

where we have introduced the scaling function

\[
f_{L/R}(x, y) \equiv \int_x^y \frac{dp}{\pi} \frac{1}{1 + \exp(\beta_{L/R} p^2)}.
\]

Following the same lines, we can describe the time-dependent energy-density profile. Indeed, starting from the initial energy distribution

\[
\mathcal{E}_0(x, p) = \frac{p^2}{\pi} \frac{\theta(-x)}{1 + \exp(\beta_L p^2)} + \frac{p^2}{\pi} \frac{\theta(x)}{1 + \exp(\beta_R p^2)},
\]

we straightforwardly obtain

\[
\mathcal{E}(x, t) = \frac{1}{2} \left\{ \begin{array}{ll}
  \mathcal{E}_R + g_L(x/2t, \infty) + g_R(0, x/2t) & x > 0 \\
  \mathcal{E}_C + g_L(0, -x/2t) + g_R(-x/2t, \infty) & x < 0,
\end{array} \right.
\]

with

\[
g_{L/R}(x, y) \equiv \int_x^y \frac{dp}{\pi} \frac{p^2}{1 + \exp(\beta_{L/R} p^2)}.
\]

In Figure 4 we compare the hydrodynamical predictions (35) and (38) with the numerically evaluated particle and energy density profiles for different system sizes \( L \) and rescaled times \( t/L \) where one can see a perfect agreement.

### B. Particle current and energy current

Using these last results, we can easily derive the particle and the energy currents flowing through the interface separating the two semi-infinite half systems. Indeed, from the continuity equation \( \partial_t n(x, t) = -\partial_x J_n(x, t) \) we define the particle current \( J_n(x, t) \equiv 2 \text{Im}[(\hat{\Psi}(x)\partial_z \hat{\Psi}(x)]_t) \). In particular, due to the fact that the current should be vanishing at \( x = \pm \infty \), we have

\[
J_n(x, t) = -\int_{-\infty}^x dz \, \partial_z n(z, t).
\]

Therefore, using the scaling form (35), the current of particle which flows from \( L \) to \( R \) is given by

\[
J_n \equiv J_n(0, t) = \frac{\log(2)}{2\pi} \left( \frac{1}{\beta_L} - \frac{1}{\beta_R} \right),
\]

which does not depend on time as expected in the scaling regime. Similarly, the energy current \( J_\mathcal{E}(x, t) \equiv 2 \text{Im}[(\partial_x \hat{\Psi}(x)\partial^2_z \hat{\Psi}(x)]_t) \) is given by

\[
J_\mathcal{E}(x, t) = -\int_{-\infty}^x dx \, \partial_t \mathcal{E}(x, t),
\]

which evaluated at \( x = 0 \), making use of (38), gives

\[
J_\mathcal{E} \equiv J_\mathcal{E}(0, t) = \frac{\pi}{24} \left( \frac{1}{\beta_L^2} - \frac{1}{\beta_R^2} \right).
\]

This result agrees with the Conformal Field Theory (CFT) prediction

\[
J_\mathcal{E}^{\text{CFT}} = \frac{|c|}{(12\nu_F)}(\beta_L^2 - \beta_R^2),
\]

with central charge \( c = 1 \) and Fermi velocity \( \nu_F = 2 \), \( \hbar = 1 \).

### C. Large-time limit and boundary effects

The description of the stationary-state, in the TD limit, starting from an initial thermal tensor state, was already solved for the XY chain with transverse field in
Ref. 32–34. Analogously, if we are interested in the large-time description of an infinite system, in order to avoid boundary effects, we can proceed in the following way: (i) we rewrite the two-point correlation function in the TD limit, changing all sums to integrals; (ii) we consider the $t \to \infty$ limit which allows us to use the stationary-phase approximation. Finally, in perfect agreement with Ref. 32–34, we find for the two-point correlation function the following stationary result

$$C^{\text{Stat}}(x, y) = C^{\text{Stat}}_{\text{Re}}(x - y) + i C^{\text{Stat}}_{\text{Im}}(x - y),$$

where the real part $C^{\text{Stat}}_{\text{Re}}(z)$ is simply given by the TD limit of the diagonal terms of Eq. (30) which leads to

$$C^{\text{Stat}}_{\text{Re}}(z) = \int_0^\infty \frac{dp}{\pi} \cos(p z) n(p),$$

with

$$n(p) = \frac{1}{2} \left[ \frac{1}{1 + \exp(\beta_L p^2)} + \frac{1}{1 + \exp(\beta_R p^2)} \right],$$

being the TD limit of the initial mode occupation $\langle \hat{n}_{\pi p} \rangle_0$, i.e. the diagonal terms of Eq. (30), in terms of the rescaled continuum momenta $p \equiv \pi n/L$. Indeed, by looking at the structure of the overlap $A^i_k$, we can immediately argue that, whenever $n$ is even, the Kronecker delta fixes $n = 2l$ and therefore the latter formula holds straightforwardly. Otherwise, for $n$ odd, we numerically support the validity of Eq. (46). In Figure 6, we plot $\langle \hat{n}_{\pi p} \rangle_0$ for different system sizes, showing the convergence toward the TD-limit result.

The imaginary part $C^{\text{Stat}}_{\text{Im}}(z)$ can be written as

$$C^{\text{Stat}}_{\text{Im}}(z) = \int_0^\infty \frac{dp}{2\pi} \left[ \frac{\sin(p z)}{1 + \exp(\beta_R p^2)} - \frac{\sin(p z)}{1 + \exp(\beta_L p^2)} \right],$$

which is obviously vanishing for $z = 0$. Notice that, unlike the initial correlation, the stationary correlation function depends only on $x - y$; in other words, in the large-time limit the translational invariance is restored. Therefore, the stationary density is uniform over the whole systems and equals to $\pi = (n_L + n_R)/2$, as naively expected from the conservation of the total number of

![Figure 5: Numerically evaluated correlation function $C(x,0;t)$ for a system with size $L = 400$ initially prepared with $\beta_L = 1$ and $\beta_R = 0.5$ (a) and $\beta_R = 5$ (b). Different symbols correspond to different times (filled symbols for the real part, empty symbols for the imaginary part). The lines are the real (full lines) and imaginary (dashed lines) part of the analytic correlation function in the non-equilibrium steady-state given by Eq. (44). (c) The behavior of the imaginary part of the correlation function for large times compared to the non-equilibrium steady-state (NESS) in (47). Notice the traveling peaks with velocity $w = 2\pi/L$.](image)

![Figure 6: Post-quench mode occupation evaluated for different initial temperatures $\beta_L = 1$ and $\beta_R = 0.05, 0.5, 5, 50$. Different symbols represent different sizes $L$ showing the convergence toward Eq.(46) (full lines).](image)
particles. In Figure 5 we show for two different initial conditions how the time-dependent correlation function approaches the stationary value in a region around the origin. Notice that we can not reach large value of $t/L$ if we want to be coherent with the above description of the steady-state. Indeed, as already mentioned, Eq. (44) represents the large-time limit of the two-point correlators evaluated in an infinitely extended system. In particular, the imaginary part gives rise to non-vanishing stationary currents (reproducing exactly the results already found in the previous section for $J_n$ and $J_x$) which highlight the nature of the non-equilibrium stationary state describing the system.

However, if one waits for larger times then a completely new phenomenon appears (see Figure 5 (c)): the imaginary part of the correlation function takes the shape of two traveling peaks which move with velocity $w = 2\pi/L$. In the region between these two moving peaks the imaginary part of the correlation function becomes vanishing a part from small fluctuations due to finite size effects. This behavior is reminiscent to what was already observed in Ref. 27 and shows the crucial role of the boundaries for the system equilibration. In the following we analyze in details this equilibration regime.

In principle, once the large-time limit of the correlation function exists, then it should correspond to its time average. At this point, it is extremely important, as already seen, whether we are considering an infinitely extended system or a system with boundaries. Indeed, for a system of size $L$, taking the time average of Eq. (27) over a time-window $[0, T]$ and considering the scaling regime $T/L \gg 1$ (with $T/L^2 \ll 1$ to avoid revivals), only the diagonal terms $m = n$ survive in the double sum. Therefore, the averaged correlation function in a system with boundaries reduces to a diagonal contribution:

$$\bar{C}(x,y) = \sum_{n=0}^{\infty} \varphi_n(x) \varphi_n(y) \langle \hat{n}_n \rangle_0 \equiv C^\text{Stat}_{\text{Le}}(x-y).$$ (48)

In other words, the role played by the boundaries is to force the particles to move in the interval $[-L/2, L/2]$: whenever a particle hits a boundary it is reflected conserving its total momentum. Moreover, particles with different momenta will reach the edges at different times causing a global dephasing which increases with time$^{9,27}$. In this regime, at large times, any current will be suppressed and this is reflected in the vanishing of the imaginary part of the correlation function as seen in Figure 5 (c). We further support this picture by means of a numerical analysis showed in Figure 7 (a,b) where we plot the absolute value of the imaginary part of the correlation function for larger times and two different initial conditions, i.e. $\beta_L = 1$, $\beta_R = 0.5$ and $\beta_L = 1$, $\beta_R = 5$. It is evident from this figure that, for sufficiently large rescaled times $t/L$, the imaginary part of the two-point function vanishes a part from small fluctuations which are suppressed as the system size $L$ increases. In order to make this qualitative behavior more quantitate, we introduce a measure of these fluctuations by integrating the absolute value of $\text{Im}[C(x,0;t)]$ in a local domain $[-\Delta/2,\Delta/2] \subset [-L/2, L/2]$:

$$\delta C_{\Delta}(L,t) \equiv \int_{-\Delta/2}^{\Delta/2} dx \text{Im}[C(x,0;t)].$$ (49)

We expect that this quantity goes to zero with increasing $L$. Indeed, we have numerical evidence (see Figure 7 (c,d)) that $\delta C_{\Delta}(L,t) \lesssim \epsilon_{\Delta}(L)$, for $t/L \gg 1$, $t/L^2 \ll 1$. Where the quasi-bound $\epsilon_{\Delta}(L)$ shows a numerical scaling $\sim \Delta/L$. As a consequence, if the local domain scales proportionally to the system size, the equilibration toward Eq. (48) will be never reached. This confirms the fact that the system reaches an equilibrium steady-state where the correlators are given by the equation (48) only in a local sense. Finally, another interesting feature evident from Figure 7 (d) is that the time $t/L$ required for the correlation function being almost stationary in the domain $[-\Delta/2, \Delta/2]$ increases with $\Delta$ as it should (remember that the peaks in $\text{Im}[C(x,y;t)]$ move with constant velocity $w$). For that reason, the larger is the
local domain wherein one analyzes the correlation function, the larger is the time one has to wait in order to expel out the peaks and see the stationary behavior. Summarizing, once $\Delta$ is fixed, we can individuate four regimes in the time-evolution: (i) an initial transient during which the correlation function is not yet translational invariant and it is approaching the non-equilibrium steady-state; (ii) a very short pre-equilibration regime, for $t/L \ll 1$, corresponding locally to the non-equilibrium current-carrying state, wherein the correlators are given by Eq. (44); (iii) an intermediate regime whose duration is $t^* \simeq \Delta/(2w)$ and which correspond to the intermediate almost constant plateaus in Figure 7 (d): in this regime the non-equilibrium correlators are already destroyed but the moving peaks are still inside the region $[-\Delta/2, \Delta/2]$: (iv) finally, the equilibrium stationary state characterized by the correlation function in Eq. (48). Once again, the regime (iv) will be never reached if $\Delta \sim L$ or if we remove the boundary effects from the very beginning of the calculation. Naïvely, the last condition simply means that if we consider $L \to \infty$ from the very beginning then $t/L \ll 1$ for any finite $t$ and only the regimes (i-ii) will survive.

V. THE REDUCED DENSITY MATRIX AND THE GGE

In the previous section we have found the analytical form of the stationary two-point correlation function in the large-time limit. We have seen that, whenever a proper time-space scaling is done, in order to retain the effects of the boundaries, this function depends only on the post-quench mode occupation $n(p)$, and thanks to the Wick’s theorem, all other observables can be described in terms of $n(p)$. With some abuse of language, we can say that the stationary state of the system after the quench can be described by the so called Generalized Gibbs Ensemble (GGE)\textsuperscript{10–13}

$$\hat{\rho}_{\text{GGE}} = Z_{\text{GGE}}^{-1} \exp \left\{ - \sum_j \gamma_j \hat{I}_j \right\} \equiv Z_{\text{GGE}}^{-1} e^{-\hat{H}_{\text{eff}}}, \quad (50)$$

where $\hat{I}_j$ are local integral of motion, $\text{Tr} \hat{\rho}_{\text{GGE}} = 1$, and where we defined an “effective” Hamiltonian $\hat{H}_{\text{eff}}$. The Lagrange multipliers $\gamma_j$ are fixed by the initial state trough the conditions $\text{Tr} \left[ \hat{I}_j \hat{\rho}_{\text{GGE}} \right] = \langle \hat{I}_j \rangle_0$. However, whenever a closed system evolves unitarily, even if the initial state is not prepared in a pure state, to talk about a stationary state $\hat{\rho}_{\text{GGE}}$ describing the whole system may seem paradoxical. This paradox is resolved using the reduced density matrix $\rho_A(t) \equiv \text{Tr}_B[\rho(t)]$, where $B$ is the complement of $A$ and $\rho(t) = \exp(-i\hat{H}t)\rho_0 \exp(i\hat{H}t)$ is the time-evolved density matrix of the whole system\textsuperscript{12,18,19,22,51,52}. Indeed, we should think at the GGE in a “local” sense saying that the system reaches a stationary state if, after properly taking the TD limit, the limit $\hat{\rho}_{A,\infty} \equiv \lim_{t \to \infty} \rho_A(t)$ exists for any finite $A$. Then, we say that it is described by a statistical ensemble $\hat{\rho}_E$ if the reduced density matrix $\hat{\rho}_{A,E} \equiv \text{Tr}_B[\hat{\rho}_E]$ equals $\hat{\rho}_{A,\infty}$. In practice, carrying out the time evolution of the reduced density matrix is not a trivial task. However, for a fermionic quadratic theory, it has been shown that the reduced density matrix can be written as an exponential of the fermionic fields\textsuperscript{53–55}

$$\hat{\rho}_A = Z_A^{-1} \exp \left\{ - \int_A dx dy \hat{\Psi}^\dagger(x) S_A(x,y;t) \hat{\Psi}(y) \right\}, \quad (51)$$

where the function $S_A(x,y;t)$ is connected to the restriction over the region $A$ of the correlation matrix $C(x,y;t) \equiv \langle \hat{\Psi}^\dagger(x) \hat{\Psi}(y) \rangle_t$ via the formal relation

$$S_A(x,y;t) = \ln \frac{\delta_A(x-y) - C_A(x,y;t)}{C_A(x,y;t)}, \quad (52)$$

where $C_A(x,y;t) = C(x,y;t)$, $\forall x,y \in A$, and $\delta_A(x-y)$ is the Dirac Delta function restricted in $A$. Thanks to this fact, if the two-point correlation function at large times is described by a statistical ensemble, then the expectation value of any local observable will also be.

For free fermion models, instead of using the local charges $\hat{I}_j$, we can work with the post-quench occupation modes $\hat{n}_{\vec{p}}$, which are linearly connected with the local charges\textsuperscript{26,27,56}. Therefore, in the quench from a tensor thermal state in a non-interacting fermionic theory, the
GGE will be

\[ \hat{\rho}_{\text{GGE}} = Z_{\text{GGE}}^{-1} \exp \left\{ - \sum_{n=0}^{\infty} \lambda_n \hat{n}_n \right\}, \]

\[ = Z_{\text{GGE}}^{-1} \exp \left\{ -L \int_{0}^{\infty} \frac{dp}{\pi} \lambda(p) \hat{n}(p) \right\}, \]  

where the lagrange multipliers are determined via \([1 + e^{\lambda(p)}]^{-1} = n(p)\). In Figure 8 we plot the GGE correlation function \(C_{\text{GGE}}(x,y) \equiv \text{Tr}[\hat{\Psi}^\dagger(x)\hat{\Psi}(y)\hat{\rho}_{\text{GGE}}] = \overline{C}(x,y)\), for some initial conditions.

It is worth mentioning that, expanding \(\lambda(p)\) around zero and using the parity of \(n(p)\), one can rewrite the Eq. (53) in terms of the local charges \(I_{2j} = (L/\pi) \int_{0}^{\infty} dp p^j \hat{n}(p)\) with Lagrange multipliers \(\gamma_{2j} = (\partial^2_x \lambda(p)\hat{n}(p))/(2j)\), obtaining the Eq. (50). It is straightforward to show that \(\gamma_0 = 0\) and \(\gamma_2 = (\beta_L + \beta_R)/2\). This result states that, in the asymptotic stationary state, the Lagrange multiplier associated to the post-quench Hamiltonian \(\hat{H} \equiv I_2\), i.e. the “equilibrium inverse temperature”, equals the average of the initial inverse temperatures. This particular result is an effect of the coexistence of the entire set of conserved charges and, as we will see in the next paragraph, it will not survive if one considers a truncated set of local charges. Moreover, it can be easily shown that \(\gamma_{2j}\) decays exponentially for large \(j\) making the “effective” Hamiltonian \(\hat{H}_{\text{eff}}\) short-range interacting, in contrast to what was observed in Ref. 33 for the non-equilibrium stationary state.

Once again, we want to stress that the description of the large-time stationary-state via the GGE is correct only if the effect of the boundaries is retained in the TD limit. In other words, the proper scaling which permits to see a true equilibrium state (without any current) is obtained only by considering \(L \to \infty\) with \(t/L \gg 1\) and \(t/L^2 \ll 1\).

### A. Comparing the GGE with the grand canonical ensemble

A generic non-integrable system, with conserved number of particles, admits only \(\hat{N}\) and \(\hat{H}\) as local conserved charges. Therefore, if a large-time stationary state exists it should be described by the Grand Canonical Ensemble (GCE)

\[ \hat{\rho}_{\text{GCE}} = Z_{\text{GCE}}^{-1} \exp^{-\mu_{\text{GCE}} \hat{N} - \beta_{\text{GCE}} \hat{H}}, \]  

where, once again, the chemical potential \(\mu_{\text{GCE}}\) and the inverse temperature \(\beta_{\text{GCE}}\) are fixed by the initial conditions \(\langle \hat{N} \rangle_0 = \text{Tr}[\hat{\rho}_{\text{GCE}} \hat{N}]\), \(\langle \hat{H} \rangle_0 = \text{Tr}[\hat{\rho}_{\text{GCE}} \hat{H}]\).

It is worth investigating the qualitative and quantitative differences between the grand canonical ensemble and the GGE to provide testable predictions for experiments and numerical analyses. In our case, in order to estimate the differences in the expectation values of local observables, we compare the results previously obtained in the GGE with the grand canonical ensemble. In particular, the two Lagrange multipliers \(\mu_{\text{GCE}}\) and \(\beta_{\text{GCE}}\) are fixed by the following set of equations (already in the TD limit)

\[ \int_{0}^{\infty} \frac{dp}{\pi} \frac{1}{1 + e^{\beta_{\text{GCE}} p^2 + \mu_{\text{GCE}}}} = \frac{n_L + n_R}{2}, \]

\[ \int_{0}^{\infty} \frac{dp}{\pi} \frac{p^2}{1 + e^{\beta_{\text{GCE}} p^2 + \mu_{\text{GCE}}}} = \frac{\varepsilon_L + \varepsilon_R}{2}, \]

which can be rewritten in terms of polylogarithm functions \(\text{Li}_n(z) = \sum_{k=1}^{\infty} z^k/k^n\) as

\[ \text{Li}_{1/2}(-e^{-\mu_{\text{GCE}}}) = -\beta_{\text{GCE}}^{1/2} \sqrt{\pi} (n_L + n_R) \]

\[ \text{Li}_{3/2}(-e^{-\mu_{\text{GCE}}}) = -2\beta_{\text{GCE}}^{3/2} \sqrt{\pi} (\varepsilon_L + \varepsilon_R), \]

from which \(\mu_{\text{GCE}}\) is given by the solution of

\[ \frac{\text{Li}_{1/2}(-e^{-\mu_{\text{GCE}}})}{\text{Li}_{3/2}(-e^{-\mu_{\text{GCE}}})} = \frac{2}{\pi} \frac{\varepsilon_L + \varepsilon_R}{n_L + n_R}, \]

and, therefore, \(\beta_{\text{GCE}}\) is obtained plugging the numerically found \(\mu_{\text{GCE}}\) in one of the two equations in Eq. (57). In Figure 9 (a) we compare the GGE mode occupation distribution with the grand canonical results. Notice how the GCE gives completely different predictions with respect to the exact GGE results. In particular, the discrepancy reduces as the two initial temperatures approach to each other. Actually, for \(\beta_L = \beta_R\), the initial state is already a thermal state and, in this case, the dynamics is trivial.

Nonetheless, as far as short-range correlation function is concerned, the grand canonical prediction coincides with the GGE prediction up to order \(O(z^4)\). Indeed, expanding \(C_{\text{GGE}}(z)\) around \(z = 0\) one has

\[ C_{\text{GGE}}(z) = \int_{0}^{\infty} \frac{dp}{\pi} n(p) - \frac{z^2}{2} \int_{0}^{\infty} \frac{dp}{\pi} p^2 n(p) + O(z^4) \]

\[ = \frac{n_L + n_R}{2} - \varepsilon_L + \varepsilon_R \frac{z^2}{2} + O(z^4), \]
which agrees with the $2^{nd}$-order expansion of the correlation function evaluated in the GCE. In Figure 9 (b) we compare, in log-scale, the GGE and the GCE correlation function.

VI. CONCLUSIONS

In this paper we studied analytically and numerically the non-equilibrium dynamics of a Fermi gas initially prepared into two halves at different temperatures. After putting in contact the two halves, the system is left to evolve with a non-interacting Hamiltonian. In a first step, we considered an infinitely extend system and we fully characterized the dynamics of the particles and energy profiles by means of a hydrodynamic approach. From those results we obtained the analytical expression for the particle and energy currents which perfectly matches the CFT predictions.

Nevertheless, we argued that, the non-equilibrium stationary state describing such currents represents a regime which is completely destroyed whenever the system is finite. Real systems are usually finite indeed, and the boundaries should play a crucial role in the equilibration mechanism. Thus, we stressed that the mechanism which leads to the equilibration is due to the interference of the particles going around the finite system many times. We prove that for long time and in a proper TD limit, i.e. taking into account the effects of the boundaries, any finite subsystem becomes truly stationary and its behavior is described by a GGE which only depends on the post-quench occupation mode distribution. This provides a proof of a GGE for an inhomogeneous initial state constructed from two halves at two different temperatures.
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