A polymer model for the quantitative reconstruction of chromosome architecture from Hi-C and GAM data
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Abstract

It is widely believed that the folding of the chromosome in the nucleus has a major effect on genetic expression. For example co-regulated genes in several species have been shown to colocalize in space despite being far away on the DNA sequence. In this manuscript, we present a new method to model the three-dimensional structure of the chromosome in live cells, based on DNA-DNA interactions measured in high-throughput chromosome conformation capture experiments (Hi-C) and genome architecture mapping experiments (GAM). Our approach incorporates a polymer model, and directly uses the contact probabilities measured in Hi-C and GAM experiments rather than estimates of average distances between genomic loci. Specifically, we model the chromosome as a Gaussian polymer with harmonic interactions and extract the coupling coefficients best reproducing the experimental contact probabilities. In contrast to existing methods, we give an exact expression of the contact probabilities at thermodynamic equilibrium. The Gaussian effective model (GEM) reconstructed with our method reproduces experimental contacts with high accuracy. We also show how Brownian Dynamics simulations of our reconstructed GEM can be used to study chromatin organization, and possibly give some clue about its dynamics.
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I Introduction

While the chromosome has been classically seen as the carrier of the genetic information, there has been increasing evidence that its folding is a determinant of genetic regulation [1, 2]. In particular, co-expressed genes were found to be more often in contact than unrelated genes [3–5], and the epigenetic state of the chromatin was shown to be related to its folding [6]. The advent of chromosome conformation capture (3C) experiments has provided unprecedented insights on chromosome architecture in live cells [7], and the combination of 3C techniques with high-throughput sequencing methods has enabled the measurement of contacts between thousands of loci on the chromosome. Extensive high-throughput chromosome conformation capture experiments (Hi-C) data have now been generated for several eukaryotic cells including human [8,9], yeast [10], fly [11], but also bacteria [12–14]. In eukaryotes, the patterns observed in contact matrices generated from Hi-C experiments have revealed a high-level organization in sub-megabase-pair topologically associated domains (TADs) [15, 16]. This organization displays significant changes throughout the cell cycle [17], but also during cell differentiation [18] and in the context of cell pluripotency [19] or cell senescence [20]. More recently, the genome architecture mapping (GAM) technique was developed, representing an alternative way to measure interactions between chromosomal loci [21]. Its application to mouse embryonic stem cells confirmed that actively transcribed genes sometimes separated by large genomic distances were more often in contact. Based on these experimental findings several studies have suggested that chromosome architecture and genetic expression are intimately connected [22–28].

Several methods have been proposed to reconstruct the chromosome folding from Hi-C data (see section 1 in the Supplementary Information for a short review). A first class of models aimed at reconstructing chromosome configurations such that the distances \( d_{ij} \) between chromosomal loci take prescribed values, inferred from the Hi-C contacts probabilities \( c_{ij} \) [10, 12, 29–31]. Those studies generally assumed that these average distances would scale like \( d_{ij} \sim 1/c_{ij} \). Yet a scaling analysis tells us that \( d_{ij} \sim c_{ij}^{-\gamma} \), with \( \gamma = 0.3 \) for a self-avoiding chain (see section 2 in the Supplementary Information). Another class of models aimed at finding an ensemble of chromosome configurations which reproduces the experimental contact probabilities, \( c_{ij}^{\text{exp}} \) [32, 33]. Yet most of these methods did not incorporate a realistic polymer model of the chromosome. Thus the configurations obtained may violate topological constraints imposed by the chain structure of the chromosome.

Here, we model the chromosome as a Gaussian polymer and introduce harmonic interactions to constrain its folding (see Fig. 1). The rigidity of these interactions will be determined by the cross-linking frequency between pairs of genomic loci obtained from the Hi-C protocol. This defines our Gaussian effective model (GEM). The inverse problem to solve consists in finding the effective couplings such that the contact probabilities of the model, \( c_{ij} \), reproduce the contact probabilities obtained from a Hi-C experiment, \( c_{ij}^{\text{exp}} \), similarly to previous studies [34–36]. Yet in those methods, the contact probabilities of the model could only be computed
through Monte-Carlo or Brownian Dynamics (BD) simulations. In contrast, we provide an exact relation between the contact probabilities and the harmonic couplings of our model. Based on this relation, we propose a minimization scheme to find a physical GEM with contact probabilities as close as possible to the experimental ones. We then apply our method to Hi-C and GAM data, thus demonstrating that experimental contact probability matrices can be quantitatively reproduced by our effective polymer model.

We suggest that our reconstructed GEM can be used to study chromatin organization. Typically, coarse-grained models of the chromosome are simulated by BD [37, 38]. Due to the complexity of the DNA-DNA and DNA-protein interactions, practical implementations generally require some dimensional reduction or arbitrary choices for unknown parameters such as binding energies or protein binding sites. In contrast, BD simulations of the reconstructed GEM offer a simple alternative which reproduces faithfully the contacts observed in Hi-C or GAM experiments.

**Model**

**Gaussian effective model**

We model the chromosome as a beads-on-string polymer comprising \( N + 1 \) monomers with coordinates \( \{r_i\}_{i=0...N} \), each monomer corresponding to a genomic bin with size \( b \) which, depending on the resolution, may represent from 5 kbp to 1 Mbp. Despite some controversy [39] euchromatin is generally regarded as a fiber of diameter 30 nm and persistence length \( l_p = 60 \text{ nm} \approx 6 \text{ kbp} \) [40]. Thus we choose to neglect the bending rigidity of the chromosome, and consider the Gaussian chain potential for the chromosome backbone:

\[
\beta U_0 \{\{r_i\}\} = \frac{3}{2b^2} \sum_{i=1}^{N} (r_i - r_{i-1})^2, \tag{1}
\]

where \( \beta = (k_B T)^{-1} \) is the inverse temperature.

The Hi-C protocol uses a cross-linking agent to induce proximity ligations between DNA fragments that are close to each other in the nucleus (Fig. 1A). The matrix of contacts generated subsequently encodes information on the ensemble of configurations adopted by the chromosome (Fig. 1B). We represent the underlying interactions which constrain its folding as harmonic springs with rigidity \( 3k_{ij}/b^2 \), leading to the interaction potential:

\[
\beta U_I \{\{r_i\}\} = \frac{3}{2b^2} \sum_{0 \leq i < j \leq N} k_{ij} (r_i - r_j)^2. \tag{2}
\]

The probability of a particular configuration at equilibrium is given by a Boltzmann weight. Namely, if we denote the total energy as \( U = U_0 + U_I \), we have:

\[
\Pr(\{r_i\}) = \frac{1}{Z} e^{-\beta U[\{r_i\}].} \tag{3}
\]
Actually, the total energy is quadratic in the \( \mathbf{r}_i \) variables and may be written:

\[
\beta U[\{\mathbf{r}_i\}] = \frac{3}{2b^2} \sum_{i,j} \sigma_{ij}^{-1} \mathbf{r}_i \cdot \mathbf{r}_j.
\]  

(4)

As a result, the probability distribution in Eq. 3 is Gaussian, hence the name of Gaussian effective model. The GEM is completely determined by its covariance matrix \( \Sigma = [\sigma_{ij}]_{i,j=1...N} \) or equivalently its two-points correlation functions. In particular we have \( \langle \mathbf{r}_i \cdot \mathbf{r}_j \rangle = \sigma_{ij} b^2 \) and \( \langle \mathbf{r}_i^2 \rangle = \sigma_{ii} \), where the brackets denote an average taken over the Gaussian distribution in Eq. 3.

Its inverse is expressed as:

\[
\Sigma^{-1} = T + W,
\]  

(5)

where \( T \) is a tridiagonal matrix enforcing the chain structure from Eq. 1 and \( W \) is a matrix of reduced couplings enforcing the interactions from Eq. 2. The matrix \( W \) has the structure of a Kirchhoff (or valency-adjacency) matrix as defined in graph theory \([41]\). These matrices read:

\[
T = \begin{pmatrix}
2 & -1 & \cdots & 0 & 0 \\
-1 & 2 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 2 & -1 \\
0 & 0 & \cdots & -1 & 1
\end{pmatrix},
\]

\[
W = \begin{pmatrix}
\sum_{j=0}^{N-1} k_{1j} & -k_{12} & \cdots & -k_{1N-1} & -k_{1N} \\
-k_{21} & \sum_{j=0}^{N-1} k_{2j} & \cdots & -k_{2N-1} & -k_{2N} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
-k_{N-1} & -k_{N-2} & \cdots & \sum_{j=0}^{N-1} k_{N-1j} & -k_{N-1N} \\
-k_{N1} & -k_{N2} & \cdots & -k_{NN-1} & \sum_{j=0}^{N-1} k_{Nj}
\end{pmatrix}.
\]  

(6)

As an essential feature of the GEM, the pair distances have Gaussian distributions:

\[
\Pr (\mathbf{r}_{ij} = \mathbf{r}) = \left( \frac{2\pi \langle \mathbf{r}_{ij}^2 \rangle}{3} \right)^{-3/2} \exp \left( -\frac{3}{2} \frac{\mathbf{r}^2 \langle \mathbf{r}_{ij}^2 \rangle}{\langle \mathbf{r}_{ij}^2 \rangle} \right),
\]  

(7)

where the mean-square distance \( \langle \mathbf{r}_{ij}^2 \rangle \) is related to the covariance matrix through the classical identities \( \langle \mathbf{r}_{ij}^2 \rangle = \langle \mathbf{r}_i^2 \rangle + \langle \mathbf{r}_j^2 \rangle - 2 \langle \mathbf{r}_i \cdot \mathbf{r}_j \rangle \).

We now formally express the contact probability between monomers \( i \) and \( j \) as:

\[
c_{ij} = \langle \mu(\mathbf{r}_{ij}) \rangle,
\]

\[
= \int d^3 \mathbf{r} \mu(\mathbf{r}) \langle \delta(\mathbf{r}_{ij} - \mathbf{r}) \rangle,
\]  

(8)
Figure 1 – (A) Configurations adopted by a chromosome in a cell population are retrieved using chromosome conformation capture (3C) techniques. (B) We use the count matrix generated by the Hi-C protocol, containing information on the ensemble of chromosome configurations, to reconstruct a Gaussian effective model. Harmonic interactions with elastic coefficients $k_{ij}$ are added on top of a Gaussian polymer model and adjusted to reproduce the experimental contacts.

In Eq. 8, $\mu(r_{ij})$ is the probability that a cross-link is formed between monomers $i$ and $j$ that are separated by a distance $r_{ij}$. The cross-linking agent used in Hi-C experiments, namely formaldehyde, is known to polymerize in solution, resulting in cross-links of variable lengths [42]. Therefore, in this work, we have considered a Gaussian form factor:

$$\mu_\xi(r) = \exp \left( -\frac{3 r^2}{2 \xi^2} \right),$$

(9)

where the threshold $\xi$ represents the typical distance under which two monomers can be cross-linked. With this definition, we can compute the thermodynamic average in Eq. 8 and obtain (see section 4 in the Supplementary Information):

$$c_{ij} = \left( 1 + \left( \frac{r_{ij}^2}{\xi^2} \right) \right)^{-3/2}.$$  

(10)

We have thus expressed explicitly the contact probability between monomers $i$ and $j$ as a function of their mean square distance. As might be expected, the contact probability $c_{ij}$ is a decreasing function of $\langle r_{ij}^2 \rangle$. Similar expressions can be obtained for other choices of form factors (see section 4 in the Supplementary Information).

In summary, Eq. 5 and Eq. 10 define a unique correspondence between the coupling matrix $[k_{ij}]_{i,j=0...N}$ and the contact probability matrix $[c_{ij}]_{i,j=0...N}$. The only free parameter is the threshold $\xi$. We can therefore reconstruct the GEM reproducing a given contact probability matrix. For example, we have successfully applied this method to contact probabilities obtained by sampling configurations of a predefined GEM through BD simulations (see section 4 in
the Supplementary Information). We note that our model does not take into account excluded volume effects.

**Reconstruction of an admissible GEM**

We realized that the presence of noise in the contact probabilities could lead to an unstable GEM, having a covariance matrix with negative eigenvalues and therefore a non-finite free energy (see section 3 in the Supplementary Information). To solve this issue we reasoned that although a GEM is unstable, there may exist a stable GEM with very close contact probabilities. We therefore introduce the least-square estimator (LSE) between some experimental contact probability matrix and the one of a candidate (stable) GEM:

\[
LSE = \frac{1}{(N + 1)^2} \sum_{i,j} (c_{ij} - c_{ij}^{exp})^2.
\]

(11)

In Eq. (11) the LSE is a function of the \(k_{ij}\) variables since the \(c_{ij}\) are computed from the coupling matrix using the GEM mapping introduced above. Our goal is then to minimize the LSE under the constraint that the GEM is stable. A rigorous enforcement of this principle would be to ensure that its covariance matrix \(\Sigma\) has strictly positive eigenvalues, which is difficult to implement in practice. Instead we consider the more restrictive condition:

\[
k_{ij} \geq 0,
\]

(12)

which is a sufficient condition of stability of the GEM.

**Implementation**

We use a steepest descent algorithm with projection to minimize Eq. (11) under the constraint in Eq. (12) (see section 6 in the Supplementary Information). We thus obtain the positive couplings \(k_{ij}^{\text{opt}}\) minimizing the LSE. As seen earlier, computing the \(c_{ij}\) as a function of the \(k_{ij}\) relies on the choice of a threshold \(\xi\). Therefore, we repeat the above minimization procedure for several values of \(\xi\), and choose the one with the smallest LSE. In fine, the reconstructed couplings \(k_{ij}^{\text{opt}}\) define the best physically admissible GEM with contact probabilities \(c_{ij}^{\text{opt}}\) reproducing the experimental values of the contact probabilities.

**Results**

We have applied our reconstruction method to Hi-C data generated from human lymphoblastoid cells (type GM12878) [9]. For a given chromosome, this data comes under the form of count matrices, in which each entry \(n_{ij}\) corresponds to the number of contacts detected between bins \(i\) and \(j\) on the chromosome. To compute the contact probability matrix, we applied a global normalization factor \(N_c\) to the Hi-C count matrices, \(c_{ij} = n_{ij}/N_c\) (see section 3 in the
Supplementary Information). One may picture $N_c$ as the number of cells in the experimental sample. Since this normalization is not known, we adjusted both free parameters $\xi$ and $N_c$ when applying our reconstruction method, so as to minimize the least-square estimator (LSE) between experimental and GEM contact probabilities. For data of the chromosome 8 at a bin resolution of 5 kbp, the best reconstructed GEM was obtained for $N_c = 10^3$ and $\xi = 0.96$ (see Fig. 2).

![Figure 2](image)

**Figure 2** – Application of the GEM reconstruction method to Hi-C data from [9] for chromosome 8 at bin resolution 5 kbp. The best GEM is obtained for values of $\xi$ and $N_c$ that minimize the LSE between experimental and GEM contact probabilities. The maximum number of contacts detected among $(i, j)$ bin pairs is denoted as $\max(n_{ij})$.

The typical discrepancy between experimental and GEM contact probabilities was small, $\text{LSE}^{1/2} = 0.022$, suggesting that this chromosome region can be well represented by a GEM. Much of the structure found in the experimental contact probability matrix was indeed well captured in the reconstructed model (Fig. 3A). This agreement was also readily seen when considering the average contact probability $\langle c_{ij} \rangle$ at a given contour length (Fig. 3C).

![Figure 3](image)

**Figure 3** – Best reconstructed GEM for Hi-C data of human chromosome 8 at 5 kbp resolution [9]. (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (C) Comparison of the average contact probability as a function of the contour length.

Other methods, more sophisticated than the one used above, have been proposed to estimate
contact probabilities from Hi-C count matrices [9, 43–45]. For completeness, we have also applied our reconstruction procedure to contact probabilities generated from the same Hi-C data, but using the matrix balancing normalization, which produces a stochastic matrix of contact probabilities (see section 3 in the Supplementary Information). In this case, the only free parameter to adjust was the threshold $\xi$. We found that the reconstructed GEM also reproduced well the experimental contact probabilities (see Fig. S11 in the Supplementary Information). Yet the LSE was larger than for the previous normalization. A possible explanation for this increased value may be that a stochastic contact probability matrix is a poor representation of a cross-linked polymer.

To demonstrate that the effectiveness of our method is not limited to Hi-C data only, we have also applied our reconstruction procedure to GAM experimental data of mouse embryonic stem cells [21]. Briefly, with this technique, slices of cell nuclei are obtained by making cryosections, and their DNA content is sequenced. The main output is an array of co-segregation frequencies, representing the probability for two genomic bins to be present in the same slice. We developed a normalization scheme to convert these co-segregation frequencies into contact probabilities (see section 3 in the Supplementary Information). This does not introduce additional parameters, so when applying our reconstruction procedure, we only had to adjust the threshold $\xi$. For example, we applied our method to GAM data generated from mouse embryonic stem cells, for the chromosome 19 with a bin resolution of 30 kbp (Fig. 4). Again, the reconstructed model well reproduced the experimental contact probabilities, with a typical discrepancy $\text{LSE}^{1/2} = 0.032$. Although this value is slightly greater than in the Hi-C case presented above, the size of the corresponding polymer is larger, with $N = 1000$. Therefore the quantitative agreement between experiment and reconstructed model remains very good. Note that the optimal threshold of the reconstruction was quite small, $\xi^{\text{opt}} = 0.48$. Eventually, it appears that the precise value of the threshold is not critical. Indeed, below $\xi \lesssim 1.0$, the relative variations of the LSE became very small (see Fig. S17). Hence, the threshold may actually be seen as a regularization parameter for the reconstructed contact probability matrix.

Mouse 46C ES - chr. 19 - 30 Mbp:60 Mbp - bin size: 30 kbp - GAM normalization

**Figure 4** – Best reconstructed GEM for GAM data of mouse chromosome 19 at 30 kbp resolution [21]. (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (C) Comparison of the average contact probability as a function of the contour length.

We have applied our reconstruction procedure to various chromosomes and bin resolutions
from either Hi-C or GAM data sets (see Tab. S1 together with Figs. S1 to S25). Overall, the contact probabilities of the reconstructed GEMs quantitatively reproduced the experimental ones. We found in general that the typical distance between experimental and reconstructed model contact probabilities was $LSE^{1/2} \sim 0.01 - 0.05$. Thus we conclude that our method allows to represent to a quantifiable accuracy the ensemble of configurations adopted by the chromosome.

In order to illustrate possible applications of our method to study chromosome organization, we used the reconstructed coupling matrices to perform BD simulations of the chromosome (see section 7 in the Supplementary Information). To do so, we replaced the Gaussian chain potential in Eq. 1 by a finitely-extensible non-linear elastic bond potential, we took into account the polymer bending rigidity and we introduced excluded volume interactions. We then performed BD simulations and used the sampled configurations to compute the equilibrium contact probabilities, which we compared to the ones of the GEM (see Fig. 5A, Figs. S26 and S27). In the presence of excluded volume and semi-flexibility, the obtained contact probabilities were not as close to the GEM ones. Yet the essential structure of the contact probability matrix remained. In Fig. 5B we show a typical configuration for the human chromosome 16.

Figure 5 – Brownian dynamics (BD) of the reconstructed GEM for Hi-C data of human chromosome 16 [9] (5 kbp resolution). (A) Contact probability matrices obtained through BD simulation of: (i) the GEM, (ii) the GEM with bending rigidity, and (iii) the GEM with bending rigidity and with excluded volume. The contact probabilities were computed from BD trajectories and are compared with the theoretical values for the GEM. (B) Snapshot of a configuration obtained by BD of the reconstructed GEM with bending rigidity and excluded volume. The couplings are represented by tie lines, from weak couplings (in blue) to strong couplings (in red). (C) LSE as a function of the threshold $\xi$ between contact probabilities computed from the BD trajectory and the theoretical values.
II Discussion

In this article, we have proposed a polymer model constrained by Hi-C or GAM experimental measurements to represent the chromosome. We modeled the DNA as a flexible polymer (since the resolution is much larger than the persistence length of the DNA), with harmonic interactions between chromosomal loci encoding the contact frequency in Hi-C and GAM experiments. The spring constants are chosen so as to best reproduce the experimentally measured contact probabilities. We computed the explicit mapping defined in Eqs. 5 and 10 which relates the harmonic couplings to the contact probabilities between monomers. We then used this property to reconstruct a physically admissible GEM of the chromosome by minimizing the distance between experimental and model contact probabilities. We applied this method to many chromosomes and data sets. Overall, the quantitative agreement obtained suggested that the GEM offers a good representation of the chromosome. In order to illustrate potential applications of our method, we then used the reconstructed GEM to perform BD simulation of the chromosome. While it is not a substitute to first principles molecular dynamics simulations, this approach is valuable because the trajectories simulated by BD reproduce the experimental contact probabilities.

Models for cross-linked polymer

Properties of cross-linked polymers have been extensively studied [46–48]. However, in those studies the rigidities of the harmonic interactions were uniform, \( k_{ij} = k \) in Eq. 4. A similar model was also re-introduced to account for the particular scaling of the radius of gyration of the chromosome in the interphase nucleus, in which the \( k_{ij} \) were distributed as Bernoulli variables and hence defined random loops [49, 50]. Recently, an other model with quadratic interactions was proposed to obtain polymer states with arbitrary fractal dimension [51], in which the harmonic couplings followed a power law of the contour distances. Yet these studies did not attempt to compute Hi-C contact probabilities or to predict chromatin conformations. Our model also presents some similarities with the Gaussian Elastic Network model used in the context of protein folding [52, 53].

Do the reconstructed couplings represent biological interactions?

Hi-C data are often generated from a population of cells. Thus if a pair of chromosomal loci has a number of contacts which is statistically significant, it means that specific interactions should favor their co-localization. Therefore the couplings \( k_{ij} \) can be seen as defining coarse-grained potentials representing the superimposition of many microscopical interactions, such as the bridging by divalent proteins, and used as effective interactions in coarse-grained models of the chromosome. Yet the mean pair potentials \( e_{ij} = 3/2k_{ij} \langle r_{ij}^2 \rangle \), expressed in \( k_B T \), provide a more physical interpretation of the reconstructed interactions. Yet the effective model obtained can give clues about where the major constraints that determine the folding of the chromosome are
Fractal globule scaling of the contact probabilities

It is believed that the so-called fractal globule model (or crumpled polymer) provides a more realistic framework to describe the chromosome than classical polymer models [54, 55]. In short, the presence of excluded volume and confinement results in high energy barriers from one configuration to the other, leading to a behavior different from an ideal polymer. In particular, the fractal globule was shown to reproduce the scaling for the mean contact probability as a function of the contour length, \( c_{ij} \propto |i - j|^{-1} \), observed in Hi-C experiments [8]. We note that although our GEM does not incorporate excluded volume, it reproduces the experimental scaling because the couplings are reconstructed from the experimental contacts.

Robustness of the method

In order to investigate the robustness of the reconstructed GEM, we repeated the minimization procedure but considered only a subset of the experimental contacts in the sum from Eq. 1. Specifically, we retained only the top fraction of the experimental contact probabilities. In Fig. 6A, we compared the contact probabilities of the original reconstructed GEM for the human chromosome 8 with the contact probabilities of the GEMs reconstructed by considering only the top 90%, 50% and 10%. Starting from 50%, we noticed that some artifacts appear in the reconstructed GEM for long-range contacts. These are located in regions that are sparse in contacts in the experimental contact probability matrix. As a result, very few significant contacts are retained in those regions for the minimization procedure. In fact, contacts below the thresholding quantile, that were discarded from the reconstruction, tend to be overestimated in the newly reconstructed GEM (Fig. 6B). This suggests that regions of the contact probability matrix that contain little meaningful information (significant contacts in our case) will be poorly reconstructed. Overall, Fig. 6C shows that the distance to the original reconstructed GEM increases as the fraction of contacts retained shrinks, and Fig. 6D illustrates that long-range contacts are indeed the first to suffer from reconstruction artifacts. The same analysis for other data sets are given in Figs. S28 and S29.

Future improvements

A first improvement to our model would be to explicitly include semi-flexibility in the polymer structure. This can be done by adding harmonic interactions extending to second nearest neighbors in Eq. 1. However, this refinement might appear superfluous as long as we consider bin resolutions beyond ~ 5 kbp. A second improvement would be to extend the method to several chromosomes, by adjusting the matrix \( T \) which defines the chain structure.
Figure 6 – Robustness of GEM reconstruction for Hi-C data of human chromosome 8 [9] (5 kbp resolution). For all GEM reconstructions we used a threshold $\xi = 1$ and a normalization factor $N_c = 10^3$. (A) Comparison of the contact probabilities of the reconstructed GEM with those of a GEM obtained by performing the minimization only on the top 90%, 50%, and 10% experimental contacts. (B) 2d-histograms corresponding to the matrices shown in (A). We give the Pearson correlation coefficients. The thresholding quantiles are represented by vertical dashed lines. (C) Comparison of the GEMs reconstructed from a decreasing fraction of the experimental contacts with the original GEM. $LSE^{1/2}$ is the Euclidean distance between contact probabilities divided by $(N + 1)$. (D) Average contact probability as a function of the contour length for GEMs reconstructed from a decreasing fraction of the experimental contacts.
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Table S1 – Application of the GEM reconstruction method to several experimental data sets.

| Figure | Reference | Data | Cell type | Genomic range | Resolution | Normalization | LSE$^{1/2}$ |
|--------|-----------|------|-----------|---------------|------------|---------------|-------------|
| Fig. S1 | Rao et al. (2014) | Hi-C | GM12878 (human) | Chr. 7 137:138 Mbp | 5 kbp | 200 | uniform | 0.023 |
| Fig. S2 | Rao et al. (2014) | Hi-C | GM12878 (human) | Chr. 7 130:140 Mbp | 10 kbp | 1000 | uniform | 0.013 |
| Fig. S3 | Rao et al. (2014) | Hi-C | GM12878 (human) | Chr. 8 133.6:134.6 Mbp | 5 kbp | 200 | uniform | 0.022 |
| Fig. S4 | Rao et al. (2014) | Hi-C | GM12878 (human) | Chr. 10 90.5:91.5 Mbp | 5 kbp | 200 | uniform | 0.023 |
| Fig. S5 | Rao et al. (2014) | Hi-C | GM12878 (human) | Chr. 14 94.96 Mbp | 10 kbp | 200 | uniform | 0.022 |
| Fig. S6 | Rao et al. (2014) | Hi-C | GM12878 (human) | Chr. 14 86.96 Mbp | 10 kbp | 1000 | uniform | 0.014 |
| Fig. S7 | Rao et al. (2014) | Hi-C | GM12878 (human) | Chr. 14 19:107.2 Mbp | 100 kbp | 882 | uniform | 0.013 |
| Fig. S8 | Rao et al. (2014) | Hi-C | GM12878 (human) | Chr. 16 85.5:87.5 Mbp | 5 kbp | 400 | uniform | 0.019 |
| Fig. S9 | Rao et al. (2014) | Hi-C | GM12878 (human) | Chr. 7 137:138 Mbp | 5 kbp | 200 | matrix balancing | 0.057 |
| Fig. S10 | Rao et al. (2014) | Hi-C | GM12878 (human) | Chr. 7 130:140 Mbp | 10 kbp | 1000 | matrix balancing | 0.026 |
| Fig. S11 | Rao et al. (2014) | Hi-C | GM12878 (human) | Chr. 8 133.6:134.6 Mbp | 5 kbp | 200 | matrix balancing | 0.056 |
| Fig. S12 | Rao et al. (2014) | Hi-C | GM12878 (human) | Chr. 10 90.5:91.5 Mbp | 5 kbp | 200 | matrix balancing | 0.059 |
| Fig. S13 | Rao et al. (2014) | Hi-C | GM12878 (human) | Chr. 14 94:96 Mbp | 10 kbp | 200 | matrix balancing | 0.056 |
| Fig. S14 | Rao et al. (2014) | Hi-C | GM12878 (human) | Chr. 14 86:96 Mbp | 10 kbp | 1000 | matrix balancing | 0.026 |
| Fig. S15 | Rao et al. (2014) | Hi-C | GM12878 (human) | Chr. 14 19:107.2 Mbp | 100 kbp | 882 | matrix balancing | 0.026 |
| Fig. S16 | Rao et al. (2014) | Hi-C | GM12878 (human) | Chr. 16 85.5:87.5 Mbp | 5 kbp | 400 | matrix balancing | 0.042 |
| Fig. S17 | Beagrie et al. (2017) | GAM | mouse 46C line embryonic stem cells | Chr. 19 30:60 Mbp | 30 kbp | 1000 | GAM | 0.032 |
| Fig. S18 | Beagrie et al. (2017) | GAM | mouse 46C line embryonic stem cells | Chr. 19 3:61.2 Mbp | 100 kbp | 582 | GAM | 0.028 |
| Fig. S19 | Beagrie et al. (2017) | GAM | mouse 46C line embryonic stem cells | Chr. 19 3:60 Mbp | 1 Mbp | 57 | GAM | 0.021 |
| Fig. S20 | Beagrie et al. (2017) | GAM | mouse 46C line embryonic stem cells | Chr. 12 40:70 Mbp | 30 kbp | 1000 | GAM | 0.033 |
| Fig. S21 | Beagrie et al. (2017) | GAM | mouse 46C line embryonic stem cells | Chr. 12 30:120 Mbp | 100 kbp | 900 | GAM | 0.029 |
| Fig. S22 | Beagrie et al. (2017) | GAM | mouse 46C line embryonic stem cells | Chr. 12 3:120 Mbp | 1 Mbp | 117 | GAM | 0.025 |
| Fig. S23 | Beagrie et al. (2017) | GAM | mouse 46C line embryonic stem cells | Chr. 1 135:165 Mbp | 30 kbp | 1000 | GAM | 0.032 |
| Fig. S24 | Beagrie et al. (2017) | GAM | mouse 46C line embryonic stem cells | Chr. 1 90:190 Mbp | 100 kbp | 1000 | GAM | 0.029 |
| Fig. S25 | Beagrie et al. (2017) | GAM | mouse 46C line embryonic stem cells | Chr. 1 3:196 Mbp | 1 Mbp | 193 | GAM | 0.026 |
Figure S1 – GEM reconstruction for Hi-C data of human chromosome 7 (5 kbp resolution), normalized by applying a global factor. 

(A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. 

(B) Matrix of mean pair potentials, binned with a ratio 1:4. 

(C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. 

(D) Average contact probability as a function of the contour length. 

(E) LSE as a function of the threshold $\xi$ used for the GEM mapping, and for different normalizations $N_c$ of the Hi-C counts.
Figure S2 – GEM reconstruction for Hi-C data of human chromosome 7 [9] (10 kbp resolution), normalized by applying a global factor. (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:20. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping, and for different normalizations $N_c$ of the Hi-C counts.
Figure S3 – GEM reconstruction for Hi-C data of human chromosome 8 [9] (5 kbp resolution), normalized by applying a global factor. (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:4. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping, and for different normalizations $N_c$ of the Hi-C counts.
Figure S4 – GEM reconstruction for Hi-C data of human chromosome 10 [9] (5 kbp resolution), normalized by applying a global factor. (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:4. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping, and for different normalizations $N_c$ of the Hi-C counts.
Figure S5 – GEM reconstruction for Hi-C data of human chromosome 14 \cite{9} (10 kbp resolution), normalized by applying a global factor. (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:4. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping, and for different normalizations $N_c$ of the Hi-C counts.
Figure S6 – GEM reconstruction for Hi-C data of human chromosome 14 [9] (10 kbp resolution), normalized by applying a global factor. (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:20. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping, and for different normalizations $N_c$ of the Hi-C counts.
**Figure S7** – GEM reconstruction for Hi-C data of human chromosome 14 [9] (100 kbp resolution), normalized by applying a global factor.  
(A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities.  
(B) Matrix of mean pair potentials, binned with a ratio 1:20.  
(C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient.  
(D) Average contact probability as a function of the contour length.  
(E) LSE as a function of the threshold $\xi$ used for the GEM mapping, and for different normalizations $N_c$ of the Hi-C counts.
Figure S8 – GEM reconstruction for Hi-C data of human chromosome 16 \([9]\) (5 kbp resolution), normalized by applying a global factor. (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:8. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold \(\xi\) used for the GEM mapping, and for different normalizations \(N_c\) of the Hi-C counts.
Figure S9 – GEM reconstruction for Hi-C data of human chromosome 7 [9] (5 kbp resolution), normalized by matrix balancing. (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:4. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping.
Figure S10 – GEM reconstruction for Hi-C data of human chromosome 7 [9] (10 kbp resolution), normalized by matrix balancing. (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:20. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping.
Figure S11 – GEM reconstruction for Hi-C data of human chromosome 8 (5 kbp resolution), normalized by matrix balancing. (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:4. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping.
**Figure S12** – GEM reconstruction for Hi-C data of human chromosome 10 \([5]\) (5 kbp resolution), normalized by matrix balancing. (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:4. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold \(\xi\) used for the GEM mapping.
Figure S13 – GEM reconstruction for Hi-C data of human chromosome 14 [9] (10 kbp resolution), normalized by matrix balancing. (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:4. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping.
Figure S14 – GEM reconstruction for Hi-C data of human chromosome 14 [9] (10 kbp resolution), normalized by matrix balancing. (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:20. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping.
Figure S15 – GEM reconstruction for Hi-C data of human chromosome 14 (100 kbp resolution), normalized by matrix balancing. 

(A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities.

(B) Matrix of mean pair potentials, binned with a ratio 1:20.

(C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient.

(D) Average contact probability as a function of the contour length.

(E) LSE as a function of the threshold $\xi$ used for the GEM mapping.
Figure S16 – GEM reconstruction for Hi-C data of human chromosome 16 (5 kbp resolution), normalized by matrix balancing. (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:8. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping.
Figure S17 – GEM reconstruction for GAM data of mouse chromosome 19 [21] (30 kbp resolution). (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:20. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping.
Figure S18 – GEM reconstruction for GAM data of mouse chromosome 19 [21] (100 kbp resolution). (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:10. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold ξ used for the GEM mapping.
Figure S19 – GEM reconstruction for GAM data of mouse chromosome 19 [21] (1 Mbp resolution). (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping.
Figure S20 – GEM reconstruction for GAM data of mouse chromosome 12 [21] (30 kbp resolution). (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:20. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping.
Figure S21 – GEM reconstruction for GAM data of mouse chromosome 12\textsuperscript{[21]} (100 kbp resolution). (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:20. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping.
Figure S22 – GEM reconstruction for GAM data of mouse chromosome 12 [21] (1 Mbp resolution). (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping.
Figure S23 — GEM reconstruction for GAM data of mouse chromosome 1 [21] (30 kbp resolution). (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:20. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping.
Figure S24 – GEM reconstruction for GAM data of mouse chromosome 1 (100 kbp resolution). (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials, binned with a ratio 1:20. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping.
Figure S25 – GEM reconstruction for GAM data of mouse chromosome 1 (1 Mbp resolution). (A) Comparison between experimental (lower left) and GEM (upper right) contact probabilities. (B) Matrix of mean pair potentials. (C) Comparison of experimental and GEM contact probabilities (2d-histogram). We give the Pearson correlation coefficient. (D) Average contact probability as a function of the contour length. (E) LSE as a function of the threshold $\xi$ used for the GEM mapping.
Figure S26 – Brownian dynamics (BD) of the reconstructed GEM for Hi-C data of human chromosome 8 (5 kbp resolution). (A) Contact probability matrices obtained through BD simulation of: (i) the GEM, (ii) the GEM with bending rigidity, and (iii) the GEM with bending rigidity and with excluded volume. The contact probabilities were computed from BD trajectories and are compared with the theoretical values for the GEM. (B) Snapshot of a configuration obtained by BD of the reconstructed GEM with bending rigidity and excluded volume. The couplings are represented by tie lines, from weak couplings (in blue) to strong couplings (in red). (C) LSE as a function of the threshold $\xi$ between contact probabilities computed from the BD trajectory and the theoretical values.
Figure S27 – Brownian dynamics (BD) of the reconstructed GEM for GAM data of mouse chromosome 19 [21] (30 kbp resolution). (A) Contact probability matrices obtained through BD simulation of: (i) the GEM, (ii) the GEM with bending rigidity, and (iii) the GEM with bending rigidity and with excluded volume. The contact probabilities were computed from BD trajectories and are compared with the theoretical values for the GEM. (B) Snapshot of a configuration obtained by BD of the reconstructed GEM with bending rigidity and excluded volume. The couplings are represented by tie lines, from weak couplings (in blue) to strong couplings (in red). The inset shows the same configuration with the monomers. Note that the hard-core distance is $\sigma = 1$ whereas the bond length is $b = 8$. (C) LSE as a function of the threshold $\xi$ between contact probabilities computed from the BD trajectory and the theoretical values.
Figure S28 – Robustness of GEM reconstruction for Hi-C data of human chromosome 16 [9] (5 kbp resolution).

For all GEM reconstructions we used a threshold $\xi = 1$ and a normalization factor $N_c = 10^3$. (A) Comparison of the contact probabilities of the reconstructed GEM with those of a GEM obtained by performing the minimization only on the top 90%, 50% and 10% experimental contacts. (B) 2d-histograms corresponding to the matrices shown in (A). We give the Pearson correlation coefficients. The thresholding quantiles are represented by vertical dashed lines. (C) Comparison of the GEMs reconstructed from a decreasing fraction of the experimental contacts with the original GEM. $\text{LSE}^{1/2}$ is the Euclidean distance between contact probabilities divided by $(N + 1)$. (D) Average contact probability as a function of the contour length for GEMs reconstructed from a decreasing fraction of the experimental contacts.
Figure S29 – Robustness of GEM reconstruction for GAM data of mouse chromosome 19 [21] (30 kbp resolution). For all GEM reconstructions we used a threshold $\xi = 0.5$. (A) Comparison of the contact probabilities of the reconstructed GEM with those of a GEM obtained by performing the minimization only on the top 90%, 50% and 10% experimental contacts. (B) 2d-histograms corresponding to the matrices shown in (A). We give the Pearson correlation coefficients. The thresholding quantiles are represented by vertical dashed lines. (C) Comparison of the GEMs reconstructed from a decreasing fraction of the experimental contacts with the original GEM. LSE$^{1/2}$ is the Euclidean distance between contact probabilities divided by $(N + 1)$. (D) Average contact probability as a function of the contour length for GEMs reconstructed from a decreasing fraction of the experimental contacts.
1 Existing methods to reconstruct chromosome architecture

Let us review some of the models which have been proposed in the past to address the reconstruction of chromosome architecture from 3C data. Our aim is not to review thoroughly the available methods, but rather to emphasize essential differences with our own approach. For a more detailed review of the existing methods for reconstructing chromosome architecture we refer the interested reader to [56].

1.1 Non-polymer models

1.1.1 Harmonic model

A numerical procedure relying on the introduction of harmonic potentials has been proposed to reconstruct the equilibrium configurations of the chromosome from the experimental contact probabilities [12, 29]. Harmonic interactions are introduced between each chromosomal bin pair \((i, j)\), such that the contribution to the internal energy is:

\[
U(\{r_i\}) = \sum_{i<j} k \left( r_{ij} - r_{ij}^0 \right)^2,
\]

in which \(r_{ij} = |r_j - r_i|\) is the distance between loci \(i\) and \(j\), \(k\) is an arbitrarily chosen elastic constant, and \(r_{ij}^0\) is the length of the isolated spring. A Monte-Carlo simulation is then performed to sample equilibrium configurations of the system defined in Eq. 13. These configurations are used to represent the chromosome configurations.

In this method, the elastic constant was assigned arbitrarily to \(k = 5 k_B T\). The fact that this elastic constant is the same for all \((i, j)\) is a first limitation in this approach. The spring lengths are taken such that \(r_{ij}^0 = d_{ij}\), where \(d_{ij}\) is the distance desired between beads \(i\) and \(j\). The authors assumed that the equilibrium distance between two chromosomal loci is inversely proportional to the contact probability, \(d_{ij} = 1/c_{ij}\). We will come back to this assumption.

1.1.2 Constraint satisfaction

Another approach is to cast the problem of reconstituting chromosome architecture into a constraint satisfaction problem [10]. The reformulated problem then consists in finding the coordinates \(\{r_i\}\) such that the distances between any pair of chromosomal bins \((i, j)\) is bounded from below and from above:

\[
a_{ij} < r_{ij} < b_{ij}.
\]

In Eq. 14 the upper bound is taken inversely proportional to the experimental contact probability, \(b_{ij} \propto 1/c_{ij}\), and the proportionality coefficient is a parameter of the method. The lower bound \(a_{ij}\) is introduced to take into account excluded volume between any pair of chromosomal loci, and to penalize contacts between adjacent loci due to the chromosome bending rigidity. This is a constraint satisfaction problem, which can be solved with the simplex method. The obtained solution is then used to represent a chromosome configuration.
The main limitation of this approach is clearly that the choice of the lower and upper bounds must be adjusted by the user and adapted to each data set. Beside, this is not a physical model of the chromosome architecture.

1.1.3 Singular value decomposition of the spatial correlation matrix

Let us consider the matrix $R$ of size $d \times N$, where $d = 3$ is the space dimension and $N$ is the number of bins in the Hi-C contact matrix. The matrix element $r_{\alpha i}$ is therefore the spatial coordinate of loci $i$ along the $\alpha$-axis ($\alpha = x, y, z$). Next we consider the Singular Value Decomposition (SVD) of $R$:

$$r_{\alpha i} = \sum_{\gamma=1}^{d} \lambda_{\gamma} u_{\alpha \gamma} v_{i \gamma},$$  \hspace{1cm} (15)

where $U = [u_{\alpha \gamma}]$ and $V = [v_{i \gamma}]$ are two orthogonal matrices, and $\{\lambda_{\gamma}\}_{\gamma=1,...,d}$ are the singular values of $R$. Then $C = R^T R$ and $\tilde{C} = RR^T$ have the same non-zero eigenvalues, which are $\lambda_1^2$, $\lambda_2^2$ and $\lambda_3^2$ (if $d = 3$). Finally we introduce the matrix of distances, $D$, with elements:

$$d_{ij} = \sqrt{\sum_{\alpha=1}^{d} (r_{\alpha i} - r_{\alpha j})^2}.$$  \hspace{1cm} (16)

It turns out that the correlation matrix $C$ can be obtained from the distance matrix $D$ \cite{14, 30}. Therefore, from the knowledge of the distances, one can infer the singular values of the coordinates matrix, and obtain an approximation for $R$.

1.2 Polymer models

Models presented in section 1.1 lack a physical model of the chromosome. In clear, the Hi-C bins define a gas of particles with coordinates $\{\mathbf{r}_i\}$ and minimizing Eq. 13 (resp. solving Eqs. 14 and 16) can result in configurations that violate topological constraints of the polymer chain representing the chromosome. Therefore, subsequent improvements have consisted in incorporating a polymer model of the chromosome when attempting to reconstruct chromosome architecture.

1.2.1 Random walk backbone with tethered loops

Another way to look at Hi-C data is to consider that when the contact probability between loci $i$ and $j$ is high enough, it defines a DNA loop. This is the approach taken in \cite{57}. In short, whenever

$$c_{ij} > c_{\text{min}},$$  \hspace{1cm} (17)

with an arbitrary lower bound $c_{\text{min}}$ on the contact probability, the authors considered that the DNA subchain in the interval $[i, j]$ constitutes a loop, with $\mathbf{r}_i = \mathbf{r}_j$. The chromosome is then represented by a backbone polymer with Gaussian statistics on which are tethered polymer
loops with varying sizes. Numerical simulations are then performed on the basis of this polymer model of the chromosome.

1.2.2 First-principle approach

In [26, 37], the authors start from a polymer representation of the chromosome, and add interactions between different regions of the chromosome. However, due to the complexity of chromosome interactions with proteins, this kind of studies can only be made under strong simplifying assumptions. For example, a unique generic type of protein is included and/or the variety in the binding energies with different loci on the chromosome is replaced by a single binding energy (or just a few). For this reason comparisons with experimental contact matrices have been rather qualitative.

1.2.3 Inverse approach

As mentioned in the main text, chromosome architecture might be well described with an effective model in which microscopical details, such as proteins and sequence effects, are coarse-grained. In particular, the effect of structuring proteins can be taken into account implicitly by introducing an effective potential $V_{ij}(r)$ between each $(i, j)$ monomer pair. In other words, each location on the genome experiences an effective interaction with the other loci on the genome, which mimics the effect of multivalent proteins. This type of approach was used, in which such potentials are considered to be short-range square potentials [34]:

$$V_{ij}(r) = \begin{cases} +\infty & \text{if } r < \sigma \\ -\varepsilon_{ij} & \text{if } \sigma < r < \xi \\ 0 & \text{otherwise,} \end{cases}$$  \quad (18)

where $\sigma$ is the hard-core distance and $\xi$ is a threshold which defines at the same time the range of the potential and the distance below which monomers $i$ and $j$ are said to be in contact.

By performing MC simulations on a polymer model with the pair potentials in Eq. 18 one can obtain equilibrium configurations and use them to compute contact probabilities between monomer pairs.

Let us note $c_{ij}^{\text{exp}}$ the experimental contact probability between restriction fragments $i$ and $j$ obtained from Hi-C experiments, and $c_{ij}$ the contact probability between monomers $i$ and $j$ obtained from MC simulations of a polymer model with potentials as in Eq. 18. We define the least-square estimator between the experimental and the predicted contact matrices:

$$d(c_{ij}, c_{ij}^{\text{exp}}) = \frac{2}{N(N + 1)} \sum_{i<j} \left( c_{ij} - c_{ij}^{\text{exp}} \right)^2, \quad (19)$$

Finding a good model for chromosome architecture now consists in finding a collection of potentials $V_{ij}(r)$ that minimize $d(c_{ij}, c_{ij}^{\text{exp}})$. The solution is achieved at the optimal values for $\sigma$, $\xi$ and the matrix of binding energy $\varepsilon_{ij}$. In [34], a MC simulation was performed at each
step of the minimization procedure, in order to re-sample equilibrium configurations of the chromosome and compute the $c_{ij}$ values. Therefore the computational burden is high.

2 Scaling of contact probabilities of a polymer

Several of the methods we have presented [10, 12, 30] have the inconvenience to rely on an estimate of the average distances between loci on the chromosome taken to be inversely proportional to the contact probabilities:

$$d_{ij} \propto 1/c_{ij}. \quad (20)$$

While Eq. 20 may appear to be a reasonable assumption, there is no fundamental reason to support it. As pointed out in [56], a more general functional dependence would be $d_{ij} \sim c_{ij}^{-\gamma}$. For instance, if we model the chromosome as a polymer with scaling exponent $\nu$, we have [58]:

$$\langle r_{ij} \rangle \approx b \ | i - j |^{-\nu}. \quad (21)$$

Let us consider that the contact probabilities are given by $c_{ij} = \Pr (r_{ij} = b)$, and write $d_{ij} = \langle r_{ij} \rangle$. Then, we obtain the relation:

$$d_{ij} \sim 1/c_{ij}^{1/(d+g)}. \quad (22)$$

For a Gaussian chain, we have $g = 0$, and for a self-avoiding chain, $g = 1/3$. Hence we obtain ($d = 3$), $d_{ij} \sim 1/c_{ij}^{0,33}$ and $d_{ij} \sim 1/c_{ij}^{0,3}$, in direct contradiction with Eq. 20.

Reducing chromosome architecture to a mere conformation characterized by the average pair distances $d_{ij}$ is probably unrealistic. Indeed, co-localization of loci on the chromosome results from the effect of divalent (or multivalent) proteins. We may estimate the strength of the binding by considering contributions of about one $k_BT$ per significant contact [59]. Thus, we may consider that structuring proteins have a binding energy with DNA in the range $\epsilon = 3 - 20 k_BT$. Consequently, the probability to form a DNA loop between monomers $i$ and $j$ should read:

$$\Pr (r_{ij} = b) \approx \frac{1}{| i - j |^{\nu(d+g)} e^{\beta \epsilon}} \ (b = 1), \quad (23)$$

where $\nu(d + g) = 2$ for a self-avoiding polymer chain with scaling exponent $\nu = 3/5$. For example, considering a relatively strong transcription factor, with $\epsilon = 10 k_BT$, the contact probability $c_{ij} \approx 1$ when $| i - j | = 150$ monomers and falls quickly to zero for larger contour distances. Here a monomer typically represents the diameter of the DNA fiber. In eukaryotes, a monomer typically represents 3000 bp. Therefore, it is very unlikely that chromosome loops are stable for contour length beyond 500 kbp approximatively. In other words, thermodynamic fluctuations may provide the chromosome folding with a non negligible conformational entropy.
3 Conversion of Hi-C and GAM data into contact probabilities

In this section, we present the methods that have been used in this article to estimate experimental contact probabilities from the experimental measurements.

3.1 Hi-C

After sequencing, the read-pairs obtained in Hi-C experiments are mapped to a reference genome. Provided that the genome is divided into bins of equal size, each read can then be associated to a unique bin, say $i$, on the genome. Therefore, each read-pair defines a contact between the corresponding bin-pair. In fine, a contact count matrix $[n_{ij}]$ can be constructed, where each entry $n_{ij}$ represents the number of times bins $i$ and $j$ were found in contact in the experiment. From this count matrix, the matrix of contact probabilities can be estimated. In the sequel we present the two methods that have been used in this article to compute the contact probability matrix $[c_{ij}]$ from the count matrix $[n_{ij}]$.

3.1.1 Uniform normalization

In first approximation, it seems reasonable to consider that $n_{ij}$ represents the number of cells in which bins $i$ and $j$ were found in contact. Assuming that $N_c$ is the number of cells in the experiment sample, the contact probability between bins $i$ and $j$ is simply:

$$c_{ij} = \frac{n_{ij}}{N_c}.$$  \hspace{1cm} (24)

The previous expression suggests that the matrix of contact probabilities can be obtained from the count matrix by applying a global normalization factor. In practice however, the number of cells in the sample is unknown. Therefore, when using this normalization method to reconstruct the optimal Gaussian effective model, we have tried several values for $N_c$ and chosen the value giving the smallest distance between contact probabilities of the model and of the experiment.

3.1.2 Matrix balancing

Although intuitive, the “uniform normalization” presented above suffers from several pitfalls inherent to the Hi-C protocol. Sources of bias in the $n_{ij}$ counts comprise: chromatin accessibility to the restriction enzyme, alignability (e.g. one bin containing many repeats may result in very few detected contacts because reads cannot be aligned uniquely) and restriction site density on the chromosome. For example, if one bin $i$ suffers from a bias leading to undersampling, the entry $n_{ij}$ will underestimate the contact frequency between bins $i$ and $j$.

The problem of count matrix normalization has been thoroughly studied \cite{9, 43, 44}. In short, these methods apply a different normalization factor to each entry of the count matrix.
Among them, matrix balancing can be used to construct a corrected count matrix \( \tilde{n}_{ij} \) such that the number of interactions with other bins on the chromosome is the same for every bin. To be more accurate, matrix balancing yields two vectors \( U \) and \( V \) such that:

\[
\begin{align*}
n_{ij} &= U_i \tilde{n}_{ij} V_j \\
N_c &= \sum_j \tilde{n}_{ij} = \sum_i \tilde{n}_{ij}.
\end{align*}
\]

(25)

The matrix of contact probabilities is then computed as: \( c_{ij} = \tilde{n}_{ij} / N_c \). The resulting matrix, \( [c_{ij}] \), is bistochastic: each row and column sums to one.

As pointed out in [9], the problem of matrix balancing has been well studied. In particular, an efficient algorithm is available to balance any non-negative matrix with total support [60]. Other implementations of matrix balancing dedicated to Hi-C data sets are also available (see for instance [61]).

In this article, we considered the contact probability matrix obtained by matrix balancing for the Hi-C data coming from [9]. The normalized matrices, using the algorithm from [60], were readily available.

### 3.2 GAM

Genome Architecture Mapping (GAM) is a recent experimental technique which has been proposed as an alternative to the Hi-C technique to collect information on chromosome architecture [21]. The procedure may be summarized as follows:

1. Collect slices of a cell population by cryosectioning.

2. Sequence DNA contained in each slice.

3. Map reads to genomic coordinates by aligning to a reference genome.

4. Assign genomic coordinates to bins corresponding to a regular subdivision of the genome.

Each slice collected contains thin layers of many nuclei with random orientations. Such a slice is represented in Fig. S30. Let us stress that a pair of DNA sequences detected in the same slice are not necessarily in contact. However, given that cells have been sliced in different orientations, if this pair is repeatedly found in the same slices, it means that these sequences belong to regions of the chromosome with a high contact probability. We now present the method used in this article to infer contact probabilities \( c_{ij} \) from the GAM experimental data.

The main output of GAM experiments is a segregation matrix \( [s_{ia}] \) in which: rows correspond to bins on the genome, columns correspond to slices collected and each entry \( s_{ia} = 1 \) if bin \( i \) was detected in slice \( a \) and \( s_{ia} = 0 \) otherwise. Assuming that there are \( P \) slices, we define following reference [21]:

- The segregation frequency for bin \( i \):

\[
f_i = \frac{1}{P} \sum_{a=1}^{P} s_{ia}.
\]

(26)
• The co-segregation frequency for bins $i$ and $j$:

$$f_{ij} = \frac{1}{P} \sum_{a=1}^{P} s_{ia}s_{ja}. \quad (27)$$

We now relate the segregation and co-segregation frequencies to actual contact probabilities. The probability that bins $i$ and $j$ are detected in a slice $S_a$ (i.e. $f_{ij}$) can be decomposed according to the law of total probability as:

$$\Pr (i \text{ and } j \text{ in } S_a) = \Pr (i \text{ and } j \text{ in contact} \mid i \text{ and } j \text{ in contact}) \Pr (i \text{ and } j \text{ in contact}) + \Pr (i \text{ and } j \text{ in } S_a \mid i \text{ and } j \text{ not in contact}) \Pr (i \text{ and } j \text{ not in contact}) \quad (28)$$

The probability that bins $i$ and $j$ are detected in a slice, conditioned to the fact that they are in contact (first term in the right hand side of the previous equation), is the probability that at least one of the bins is detected in the slice. Therefore, the previous expression is expressed in terms of the segregation frequencies, co-segregation frequencies and contact probabilities as:

$$f_{ij} = (1 - (1 - f_i)(1 - f_j))c_{ij} + f_if_j(1 - c_{ij}). \quad (29)$$

We finally obtain for the contact probability between bins $i$ and $j$:

$$c_{ij} = \frac{f_if_j - f_{ij}}{f_i + f_j - 2f_if_j} \quad (30)$$

In this article, we have used the above equation to estimate the contact probability matrix from the experimental segregation matrix. Actually, Eq. 30 ensures that $c_{ij} < 1$. However, the nominator can be negative, in which case we set $c_{ij} \leftarrow \max (c_{ij}, 0)$.

---

**Figure S30** – Estimation of the contact probability matrix from GAM data sets. (A) GAM experiments use cryosectioning to obtain thin slices of a cell population sample. Each slice (or nuclear profile) cuts many nuclei in random orientations. The genomic content of each slice is sequenced. (B) The segregation frequency $f_i$ is the fraction of nuclear profiles containing a specific genomic locus $i$. (C) The co-segregation frequency $f_{ij}$ is the fraction of nuclear profiles containing a pair of specific loci $i$ and $j$. The segregation and co-segregation frequencies can be used to estimate the contact probability of $c_{ij}$ (see Eq. 30).
4 The Gaussian effective model

4.1 Partition function

We consider the Gaussian effective model (GEM) with energy defined in the main text. To break the translational invariance, we attach the first monomer to the origin: \( \mathbf{r}_0 = 0 \). We can now write the GEM partition function as a Gaussian integral:

\[
Z = \int \prod_{i=1}^{N} d^3 \mathbf{r}_i \exp \left( -\beta U\left( \{\mathbf{r}_i\} \right) \right)
= \int \prod_{i=1}^{N} d^3 \mathbf{r}_i \exp \left( -\frac{3}{2b^2} \sum_{i,j} \mathbf{r}_i \cdot \mathbf{r}_j \sigma^{-1}_{ij} \right),
\]

where we have introduced the inverse covariance matrix \( \Sigma^{-1} \) with elements \( \sigma^{-1}_{ij} \) and formally expressed as:

\[
\Sigma^{-1} = T + W,
\]

with:

\[
T = \begin{pmatrix}
2 & -1 & \ldots & 0 & 0 \\
-1 & 2 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 2 & -1 \\
0 & 0 & \ldots & -1 & 1 \\
\end{pmatrix}, \quad
W = \begin{pmatrix}
\sum_{j=0}^{N-1} k_{1j} & -k_{12} & \ldots & -k_{1N-1} & -k_{1N} \\
-k_{21} & \sum_{j=0}^{N-1} k_{2j} & \ldots & -k_{2N-1} & -k_{2N} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
-k_{N-11} & -k_{N-12} & \ldots & \sum_{j=0}^{N-1} k_{N-1j} & -k_{N-1N} \\
-k_{N1} & -k_{N2} & \ldots & -k_{NN-1} & \sum_{j=0}^{N-1} k_{Nj} \\
\end{pmatrix}.
\]

(31)

The partition function can be conveniently computed by separating the integration along each dimension:

\[
Z = \prod_{a=x,y,z} \int \prod_{i=1}^{N} dx^a_i \exp \left( -\frac{3}{2b^2} \sum_{i,j} x^a_i x^a_j \sigma^{-1}_{ij} \right)
= \left[ \int \prod_{i=1}^{N} dx_i \exp \left( -\frac{3}{2b^2} \sum_{i,j} x_i x_j \sigma^{-1}_{ij} \right) \right]^3
\]

\[
= z^3, \quad \text{with} \quad z = \left( \frac{2\pi b^2}{3} \right)^{N/2} \sqrt{\det \Sigma^{1/2}}.
\]

(34)

For any function of the monomer coordinates, \( A(\{\mathbf{r}_i\}) \), we can therefore define the thermodynamical average:

\[
\langle A(\{\mathbf{r}_i\}) \rangle = \frac{1}{Z} \int \prod_{i=1}^{N} d^3 \mathbf{r}_i A(\{\mathbf{r}_i\}) \exp \left( -\beta U\left[ \{\mathbf{r}_i\} \right] \right).
\]

(35)
4.2 Pair correlation function

Let us introduce the vector \( \mathbf{r} = (r^x, r^y, r^z) \) and \( \mathbf{r}_{ij} = \mathbf{r}_j - \mathbf{r}_i \). The pair correlation function \( \langle \delta(\mathbf{r} - \mathbf{r}_{ij}) \rangle \) can be expressed as:

\[
\langle \delta(\mathbf{r} - \mathbf{r}_{ij}) \rangle = \frac{1}{Z} \int \prod_{m=1}^{N} d^3 \mathbf{r}_m \delta(\mathbf{r} - \mathbf{r}_{ij}) \exp \left( -\frac{3}{2b^2} \sum_{m,n} \mathbf{r}_m \cdot \mathbf{r}_n \sigma_{mn}^{-1} \right) \]

\[
= \int_{I(r^a)} \prod_{a=x,y,z} \left[ \frac{1}{z} \int \prod_{m=1}^{N} d^3 \mathbf{r}_m^a \delta(r^a - r^a_{ij}) \exp \left( -\frac{3}{2b^2} \sum_{m,n} r^a_m r^a_n \sigma_{mn}^{-1} \right) \right],
\]

(36)

The integral \( I(x) \) can be computed by exponentiating the \( \delta \)-function:

\[
I(x) = \frac{1}{z} \int \prod_{m=1}^{N} dx_m \int \frac{dk}{2\pi} \exp \left( ik(x - x_{ij}) - \frac{3}{2b^2} \sum_{m,n} x_m x_n \sigma_{mn}^{-1} \right) \]

\[
= \frac{1}{z} \int \frac{dk}{2\pi} \exp(ikx) \int d^N \mathbf{X} \exp \left( -\frac{3}{2b^2} \mathbf{X}^T \Sigma^{-1} \mathbf{X} - ik \mathbf{X}^T \mathbf{E}_{ij} \right),
\]

(37)

where the vector \( \mathbf{E}_{ij} = \mathbf{E}_j - \mathbf{E}_i \) and \( \mathbf{E}_i = (0, \cdots, 0, 1, 0, \cdots, 0) \), with the non-zero element being at the index \( i \). By performing a first Gaussian integration we obtain:

\[
I(x) = \int \frac{dk}{2\pi} \exp(ikx) \exp \left( -\frac{b^2}{6} k^2 (\sigma_{ii} + \sigma_{jj} - 2\sigma_{ij}) \right),
\]

(38)

Finally, by performing a second Gaussian integration and by substituting this result into Eq. 36, we obtain the expression for the pair correlation function:

\[
\langle \delta(\mathbf{r} - \mathbf{r}_{ij}) \rangle = \left( \frac{3 \pi}{2 \pi \langle r^2_{ij} \rangle} \right)^{3/2} \exp \left( -\frac{3}{2} \frac{r^2}{\langle r^2_{ij} \rangle} \right),
\]

(39)

where \( \langle r^2_{ij} \rangle = (\sigma_{ii} + \sigma_{jj} - 2\sigma_{ij})b^2 \).

4.3 Form factor dependent contact probability

The contact probability between monomers \( i \) and \( j \) can be expressed as:

\[
c_{ij} = \langle \mu(\mathbf{r}_{ij}) \rangle,
\]

\[
= \int d^3 \mathbf{r} \mu(\mathbf{r}) \langle \delta(\mathbf{r}_{ij} - \mathbf{r}) \rangle,
\]

(40)

where \( \mu(\mathbf{r}) \) is a form factor. An intuitive choice of form factor is to consider a theta function:

\[
\mu_T(\mathbf{r}) = \theta(\xi - \mathbf{r}) = \exp \left( -\frac{3}{2} \frac{r^2}{\langle r^2_{ij} \rangle} \right),
\]

(41)

In the context of Hi-C experiments, this is equivalent to consider that every restriction fragment pair separated by a distance \( r < \xi \) can be cross-linked. Or in other words, the
probability that restriction fragments separated by a distance $r$ cross-link is

$$\text{Pr} (\text{cross-link between } i \text{ and } j \mid r_{ij} = r) = \begin{cases} 1 & \text{if } r < \xi \\ 0 & \text{otherwise} \end{cases}.$$  \hfill (42)

However, formaldehyde, the cross-linking agent used in most Hi-C experiments, can polymerize. It is present in aqueous solution in the form of methylene glycol HOCH$_2$OH monomers, but it also exists in the form of oligomers HO(CH$_2$O)$_n$H, where $n$ is a polymerization index. The equilibrium of the polymerization reaction depends on the formaldehyde concentration. For instance, in an aqueous solution with 40% mass fraction of formaldehyde at 35°C, the proportion of monomers in solution is only 26.80%, the rest being oligomers with $n > 1$ \cite{42,62}. This suggests that cross-links between restriction fragments have varying size depending on the formaldehyde oligomer that made the cross-link.

For that reason, the cross-linking probability may be more accurately represented by a function which ensures that most of the cross-links occur for distances $r < \xi$, but which also allows for few cross-links to occur when $r > \xi$. Based on these considerations, it seems natural to consider a Gaussian form factor:

$$\mu_G(r) = \exp \left( -\frac{3}{2} \frac{r^2}{\xi^2} \right),$$  \hfill (43)

or an exponential form factor:

$$\mu_E(r) = \exp \left( -\frac{r}{\xi} \right).$$  \hfill (44)

Let us emphasize that the form factor $\mu(r)$ is not a probability distribution function, so it does not need to be normalized. It should rather be considered as the probability for a Bernoulli random variable. For a pair of restriction fragments separated by a distance $r$, the probability to cross-link is $\mu(r)$ and the probability not to cross-link is $1 - \mu(r)$. Note that $\mu(0) = 1$.

### 4.4 Contact probabilities of the Gaussian effective model

From Eqs. \cite{39} and \cite{40}, we can compute the contact probability $c_{ij}$ for monomers $i$ and $j$. Substituting $\mu(r)$ by the expression in Eqs. \cite{41,43} and \cite{44}, we obtain:

- For the Gaussian form factor:
  $$c_{ij} = F_G(\langle r_{ij}^2 \rangle)$$
  $$= \left( 1 + \frac{\langle r_{ij}^2 \rangle}{\xi^2} \right)^{-3/2},$$  \hfill (45)

- For the theta form factor:
  $$c_{ij} = F_T(\langle r_{ij}^2 \rangle)$$
  $$= \text{erf} \left( \frac{X}{\sqrt{2}} \right) - \sqrt{\frac{2}{\pi}} X \exp \left( -\frac{X^2}{2} \right),$$
  $$X = \sqrt{\frac{3\xi^2}{\langle r_{ij}^2 \rangle}}.$$  \hfill (46)
where we have introduced the standard error function:

$$\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x dt \ e^{-t^2}. \quad (47)$$

- For the exponential form factor:

$$c_{ij} = F_E(\langle r_{ij}^2 \rangle) = (1 + Y^2) \left(1 - \text{erf} \left(\frac{Y^2}{2}\right)\right) \exp \left(\frac{Y^2}{2}\right) - Y \sqrt{\frac{2}{\pi}}, \quad Y = X^{-1} = \left(\frac{3\xi^2}{\langle r_{ij}^2 \rangle}\right)^{-1} \quad (48)$$

The functional dependence of the contact probability $c_{ij}$ on the average square pair-distance $\langle r_{ij}^2 \rangle$ depends therefore on the choice of the form factor (Fig. S31).

**Figure S31** – In the GEM, the contact probability $c_{ij}$ is expressed as a function of the mean square distance $\langle r_{ij}^2 \rangle$. This function depends on the form factor $\mu(r_{ij})$ used in the model.

### 4.5 Equilibrium properties

#### 4.5.1 Radius of gyration

The radius of gyration of the GEM can be computed from the covariance matrix $\Sigma$. It has the expression:

$$\langle R_g^2 \rangle = \frac{1}{2(N+1)^2} \sum_{i,j=0}^{N} \langle r_{ij}^2 \rangle. \quad (49)$$

It can be used to characterize the swelling of the underlying polymer. For instance, we may monitor the ratio $\langle R_g^2 \rangle / \langle R_{g,0}^2 \rangle$ of the square radius of gyrations of the GEM with respect to the free Gaussian chain (all $k_{ij} = 0$).
4.5.2 Mean potentials of interaction

Other quantities of interest include the mean potentials of interaction at equilibrium. For any pair of monomers $i$ and $j$, it is defined as:

$$\langle e_{ij} \rangle = \frac{3}{2b^2} k_{ij} \langle r_{ij}^2 \rangle,$$

$$= -\frac{\partial \ln Z}{\partial \ln k_{ij}}. \quad (50)$$

The quantity defined in Eq. 50, expressed in $k_B T$, reflects the state of the polymer. While high energy states are not favoured, they can however occur at thermal equilibrium if they are associated with large conformational entropy.

In addition, the mean potentials of interaction are extensive quantities. For instance, the mean potential of interaction between two groups $A = \{i_1, i_2, \ldots, i_M\}$ and $B = \{j_1, j_2, \ldots, j_{M'}\}$ of monomers is given by:

$$\langle e_{AB} \rangle = \sum_{(i,j) \in A \times B} e_{ij}. \quad (51)$$

4.6 Illustration

As an example, we considered an arbitrary coupling matrix $[k_{ij}]$, specifying the interactions for a polymer of $N + 1 = 100$ monomers. The coupling matrix was constructed by choosing randomly $M = 10$ pairs $(i, j)$ and by assigning to each coupling a random number $k_{ij} = U$ between 0 and 1. Considering a Gaussian form factor with a threshold $\xi = 1.5$, we computed the contact probability of the GEM. We then sampled with Brownian Dynamics simulation configurations in the Boltzmann ensemble for this GEM. To compute the simulated contact probabilities, the average in Eq. 40 was carried over the sampled configurations. As can be seen in Fig. S32, the simulated contact probabilities converge to the model prediction when the number of sampled configuration increases.

5 Reconstruction by direct mapping

5.1 Method

In section 4, we have shown that for any GEM, the matrix of contact probabilities is uniquely determined by the matrix of couplings. Reciprocally, for any contact probability matrix $[c_{ij}^{exp}]$ obtained from Hi-C experiments, one can reconstruct the GEM with the same contact probability matrix, $[c_{ij} = c_{ij}^{exp}]$, by computing the corresponding coupling matrix. This can be done as follows:

1. Compute the matrix of mean-square distances of the GEM, $[\langle r_{ij}^2 \rangle]$, using the relation:

$$\langle r_{ij}^2 \rangle = F^{-1}(c_{ij}), \quad (52)$$

where $F^{-1}$ is the inverse of one of the maps in Eqs. 45, 46 and 48.
Figure S32 – (A) Arbitrary coupling matrix defining a GEM with $N + 1 = 100$ monomers. (B) Convergence of the contact probability matrix $c_{ij}^{exp}$ computed from a Brownian Dynamics simulations to the GEM contact probability matrix $c_{ij}$, as a function of the number of sampled configurations (we used a threshold $\xi = 1.5$ and a Gaussian form factor). (C) Comparison of the contact probability matrices $c_{ij}^{exp}$ and $c_{ij}$, for 10, 100 and 1000 configurations sampled by BD.
2. Invert the covariance matrix $\Sigma = \langle \mathbf{r}_i \cdot \mathbf{r}_j \rangle$ and compute the coupling matrix from Eqs.32 and 33.

In this method, the threshold $\xi$ used in the map $F$ is a free parameter that needs to be adjusted. We chose $\xi$ such that the Euclidean norm of the coupling matrix, $\|K\|$, is a minimum. This ensures that we select the GEM with the smallest perturbations compared to the free Gaussian chain case.

As an example, we have applied the reconstruction method by direct mapping to contact probability matrices computed from Brownian Dynamics trajectories of an arbitrary GEM. Namely, we simulated the GEM defined by the coupling matrix $k_{ij}^{th}$ in Fig. 32A. The experimental contact probability matrix were computed by carrying the thermodynamical average $c_{ij} = \langle \mu(r_{ij}) \rangle$ over the sampled configurations. We used a threshold $\xi^{exp} = 2$ and either a Gaussian or an exponential form factor. We therefore obtained two "artificial" contact probability matrices (see also Fig. S33):

| Contact matrix | Form factor | $\xi^{exp}$ |
|----------------|-------------|-------------|
| A              | Gaussian    | 2.0         |
| B              | Exponential | 2.0         |

In this specific scenario, the true coupling matrix is known, and we can therefore compute the distance between those couplings and the reconstructed ones by monitoring the quantity $\|K - K^{th}\|$. As can be seen in Fig. S33, both $\|K\|$ and $\|K - K^{th}\|$ are minimum for the same value of the threshold $\xi$ so we use one or the other as proxies to determined the optimal value of the threshold, even when the true coupling matrix is not known or when the input contact probability matrix was not generated from a GEM.

Note that for contact matrix A, the optimal threshold is the same as the threshold used to compute the “experimental” contact probabilities, $\xi = \xi^{exp}$. This is because the form factors used for computing the “experimental” contact probabilities and for the reconstruction are both Gaussian. For matrix B, the form factor used to compute the “experimental” contact probabilities is exponential, and is therefore different from the Gaussian form factor used in the reconstruction. In this case, $\|K\|$ has several local minima. Yet at the global minimum, the coupling matrix is still reconstructed to a good accuracy.

5.2 Unphysical GEM and effect of the noise

In Fig. S33, there is a region where the reconstructed GEM has a covariance matrix $\Sigma$ with negative eigenvalues. When this happens, the corresponding GEM has a non-finite free energy and does not represent a physical system. Unfortunately, when applying this reconstruction by direct mapping to contact probabilities obtained from Hi-C experiments [8, 9], this situation was almost systematic. It is therefore desirable to better understand under which conditions such instabilities occur. In particular, we may expect that Hi-C contact matrices contain some
Figure S33 – Reconstruction of a GEM by direct mapping applied to an “artificial” contact probability matrix obtained from a Brownian Dynamics (BD) trajectory of an arbitrary GEM with a threshold \( \xi^{exp} = 2 \) and: (A) a Gaussian or (B) an exponential form factor. The reconstructed coupling matrix is very close to the original one used for the BD simulation. The red area denotes values of the threshold where the reconstructed GEM has a covariance matrix \( \Sigma \) with negative eigenvalues.

noise due to inaccuracies in the measures or biases inherent to the experimental procedure, that lead to such effects.

Let us start from an artificial GEM with arbitrary couplings \( K^{th} = [k_{ij}^{th}] \). We compute the associated contact matrix \( [c_{ij}^{th}] \), using a threshold \( \xi^{th} \) and a form factor \( \mu^{th} \). When we perform Brownian Dynamics simulations of this system, we obtain configurations from which we compute the experimental contact matrix \( c_{ij}^{exp} \), using a threshold \( \xi^{exp} \) and a form factor \( \mu^{exp} \). We take \( \mu^{th} = \mu^{exp} \) as Gaussian form factors, and we chose \( \xi^{exp} = 3.00 \) to compute the experimental contact probabilities from Brownian Dynamics trajectories. Thermal fluctuations, together with the finite number of such configurations obtained from Brownian Dynamics simulations results in \( c_{ij}^{exp} \neq c_{ij}^{th} \). We may therefore write the experimental contact probabilities as:

\[
c_{ij}^{exp} = c_{ij}^{th} + \eta_{ij},
\]

where \( \eta_{ij} \) is a noise with unknown distribution, corrupting the “true” contact probabilities. For a chain with \( N + 1 = 200 \) monomers and \( M = 20 \) non-zeros couplings drawn from a uniform distribution in the interval \([0, 1]\), we computed the probability distribution function (pdf) of the
difference $c_{ij}^{th} - c_{ij}^{exp}$. We tried different values for the threshold $\xi^{th}$ used in the GEM mapping (Fig. S34) and obtained that when $\xi^{th} = \xi^{exp}$ the pdf of $\eta_{ij}$ fits well a centered Gaussian distribution.

![Figure S34](image)

Figure S34 – Distribution of the noise $\eta_{ij} = c_{ij}^{exp} - c_{ij}^{th}$, fitted to a Gaussian distribution.

Consequently, instead of running Brownian Dynamics simulations in order to compute experimental contact matrices $c_{ij}^{exp}$, we may construct pseudo-experimental contact matrices by adding a Gaussian noise with mean and variance given by

$$\langle \eta_{ij} \rangle = 0, \quad \langle \eta_{ij}^2 \rangle = \varepsilon^2,$$

(54)

to the theoretical contact matrix $c_{ij}^{th}$. This trick allows us to investigate the stability of the reconstruction method by direct mapping as a function of the noise amplitude $\varepsilon$. Furthermore, it also allows us to explore more values for $M$ than if we had to run systematically a Brownian Dynamics simulation.

Following this observation, we explored the stability of the reconstruction method by direct mapping in the $(\varepsilon, M)$ plane. We considered a large size of polymer with $N+1 = 1000$. For each value of $M$, we generated a random coupling matrix $k_{ij}^{th}$ by drawing $M$ random variables from a uniform distribution in the interval $[0, 1]$ and computed the theoretical contact probabilities $c_{ij}^{th}$ of the corresponding GEM. Then we computed a pseudo-experimental contact probability matrix $c_{ij}^{exp}$ by adding to the theoretical contact probabilities a centered Gaussian noise with standard deviation $\varepsilon$. Following our previous observation, we assumed that the contact probabilities obtained are a good approximation for the experimental contact probabilities that would be obtained by performing a Brownian Dynamics simulation of the GEM. Then we applied the reconstruction procedure to $c_{ij}^{exp}$ using $\xi = \xi^{th}$. We therefore obtained a predicted GEM with couplings $[k_{ij}]$ that we compared to the theoretical couplings by computing the distance:

$$d(\hat{k}_{ij}, k_{ij}^{th}) = \frac{1}{(N+1)} \left[ \sum_{ij} (\hat{k}_{ij} - k_{ij}^{th})^2 \right]^{1/2},$$

(55)
The result of this analysis is shown in Fig. S35 in which we shaded in grey the region where the reconstructed couplings $[k_{ij}]$ define an unstable GEM with a correlation matrix $\Sigma$ having negative eigenvalues. We observe that for each value of the number of constraints, $M$, there is an upper bound $\bar{\epsilon}$ on the noise amplitude such that for $\epsilon > \bar{\epsilon}$, the direct reconstruction method fails, in the sense that the predicted GEM is unstable. It is remarkable that for $\epsilon < \bar{\epsilon}$ the direct reconstruction methods perform very well, with $d(\hat{k}_{ij}, k_{ij}^{th}) \lesssim 10^{-2}$ in the worse cases. Therefore, the reconstruction by direct mapping appears to be robust to noise until some critical value of the noise amplitude is reached. Then the method suddenly starts to fail. We also note that the value of $\bar{\epsilon}$ seems to depend on the number of constraints of the underlying GEM. In particular, it is clear that the performances of the direct reconstruction method get worse when $M \to 0$. Specifically, for $M = 0$, we observe that even blurring the theoretical contacts with a noise of very small amplitude is sufficient to make the reconstruction fail. On the contrary, the value of $\bar{\epsilon}$ seems to be maximum for a number of constraints in a range between $M = 0.1N$ and $M = N$.

![Figure S35](image-url)

**Figure S35** – Performance of the direct reconstruction method when the theoretical contact probabilities $c_{ij}^{th}$ are blurred with a Gaussian noise such that $\langle \eta_{ij} \rangle = 0$ and $\langle \eta_{ij}^2 \rangle = \epsilon^2$. We used $N + 1 = 1000$. The region in which the predicted couplings $[k_{ij}]$ define an unstable GEM was shaded in grey. (A) $M = 0, \ldots, 1000$. (B) Zoom for $M = 0, \ldots, 100$. 
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6 Reconstruction by LSE minimization

6.1 Steepest descent approach

As emphasized in the main text, some coupling matrices can lead to an unstable GEM. More precisely, the covariance matrix $\Sigma$ has negative eigenvalues, so that it does not define a physically admissible model. In order to restrain our study to admissible GEMs, we have used a minimization scheme to find the admissible GEM reproducing as closely as possible an experimental contact probability matrix. The function to minimize is:

$$J(K) = \frac{1}{2} \| C(K) - E \|^2,$$

where the matrix $C(K) = [c_{ij}]$ is the matrix of contact probabilities of the Gaussian effective model, and $E = [e_{ij}]$ is the matrix of experimental contact probabilities. The contact probability matrix $C(K)$ is a function of the matrix of couplings $K = [k_{ij}]$. Note that $C$, $E$ and $K$ are indexed with $0 \leq i, j \leq N$, i.e. they are $(N + 1) \times (N + 1)$ matrices. Here, we used the Frobenius norm, such that for any matrix $A$, $\|A\|^2 = \text{Tr}(A^T A) = \sum_{i,j} a_{ij}^2$.

In order to minimize $J$ as a function of $K$, under the constraint $K \geq 0$ (i.e. all $k_{ij}$ are positive), we implemented a steepest descent method with projection (Fig. S36). At each iteration $n$, the matrix of couplings $K^n$ is updated according to:

$$K' = K^n - h \frac{\nabla J^n}{\|\nabla J^n\|},$$

$$K^{n+1} = p_{\mathbb{R}_+}(K'),$$

where the scalar $h$ is a small time step, and the projection operator $p_{\mathbb{R}_+}$ applies the operation $x \leftarrow \max(x, 0)$ to all entries of its matrix argument. In practise, the time step was adjusted at each iteration. Namely, if $J^{n+1} > J^n$, then we decreased the time step according to: $h \leftarrow 0.1 \times h$. Otherwise, we increased $h$ for the next iteration according to $h \leftarrow 2 \times h$.

We stopped the minimization when the relative variation in the cost function became sufficiently small:

$$\frac{2|J^{n+1} - J^n|}{|J^{n+1}| + |J^n|} < \varepsilon_r,$$

with typically $\varepsilon_r = 1 \times 10^{-9}$.

The minimization scheme that we just described requires to compute the gradient as a function of the $k_{ij}$ variables.

6.2 Expression of the gradient of the least-square estimator

We will express $J$ as the composition of several maps, and then use rules of differential calculus to find its differential form $dJ$. Since $J$ takes scalar values, we will then find its gradient as the matrix such that: $dJ_K(H) = \text{Tr}(\nabla J(K)^T H)$. 
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Figure S36 – Minimization algorithm to find the Gaussian effective model with the closest contact probability matrix to an experimental contact probability matrix.
Let us first consider the matrix of reduced couplings \( W = [w_{pq}] \), as defined in Eq.33, which is indexed with \( 1 \leq p, q \leq N \). We may introduce the linear map \( \mathcal{A} \) which transforms a coupling matrix in its reduced coupling matrix:

\[
\mathcal{A} : \mathbb{R}^{N+1} \times \mathbb{R}^{N+1} \rightarrow \mathbb{R}^N \times \mathbb{R}^N \\
K \quad \mapsto \quad \mathcal{A}(K) = W.
\] (60)

Actually, the matrix elements of the reduced couplings can be expressed as:

\[
w_{pq} = \sum_{i,j} a_{pqij}k_{ij},
\] (61)

where:

\[
a_{pqij} = \begin{cases} 
(1 - \delta_{pq}) \left[ -\frac{\delta_{pi}\delta_{qj} + \delta_{pj}\delta_{qi}}{2} \right] + \delta_{pq} \left[ \frac{\delta_{pi} + \delta_{pj}}{2} \right] & \text{if } i \neq j, \\
0 & \text{otherwise}.
\end{cases}
\] (62)

Here, \( \delta_{pq} = 1 \) if \( p = q \) and \( \delta_{pq} = 0 \) otherwise. The previous expression ensures that \( W \) is a symmetrical matrix. The expression obtained suggests to introduce the tensor \( \tilde{A} = [a_{pqij}] \) and to use the matrix-vector notation:

\[
\mathcal{A}(K) = \tilde{A}K,
\] (63)

where \( K \) is seen at a vector of \( \mathbb{R}^{2(N+1)} \) and \( \tilde{A} \) as a matrix of \( \mathbb{R}^{2(N+1)} \times \mathbb{R}^{2(N+1)} \). The differential of \( \mathcal{A} \) is expressed as:

\[
d\mathcal{A}_K : \mathbb{R}^{N+1} \times \mathbb{R}^{N+1} \rightarrow \mathbb{R}^N \times \mathbb{R}^N \\
H \quad \mapsto \quad d\mathcal{A}_K(H) = \tilde{A}H.
\] (64)

Actually, we may define the map associating to any coupling matrix the associated inverse covariance matrix \( \Sigma^{-1} = \tilde{A}(K) = \mathcal{A}(K) + T \) of a GEM, with \( T \) as in Eq.33. It is straightforward that \( d\tilde{A} = d\mathcal{A} \).

Next, following Eq.32 we can express the covariance matrix as \( \Sigma = I(W + T) \), where we introduced the inversion operator:

\[
I : \mathbb{R}^N \times \mathbb{R}^N \rightarrow \mathbb{R}^N \times \mathbb{R}^N \\
X \quad \mapsto \quad I(X) = X^{-1}.
\] (65)

The differential of \( I \) at the matrix \( X \) is:

\[
dI_X : \mathbb{R}^N \times \mathbb{R}^N \rightarrow \mathbb{R}^N \times \mathbb{R}^N \\
H \quad \mapsto \quad dI_X(H) = -X^{-1}HX^{-1}.
\] (66)

Then, we introduce the matrix of mean square distances \( \Gamma = [\gamma_{ij}] \) of a GEM, with \( \gamma_{ij} = \langle r_{ij}^2 \rangle \), indexed with \( 0 \leq i, j \leq N \). By definition, it is related to the matrix of covariance \( \Sigma = [\sigma_{pq}] \):

\[
\gamma_{ij} = \sigma_{ii} + \sigma_{jj} - 2\sigma_{ij} \quad \text{for } 0 < i, j \leq N, \\
\gamma_{0j} = \sigma_{jj} \quad \text{for } 0 < j \leq N.
\] (67)
We now introduce the map:

\[
\mathcal{B} : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}^{N+1} \times \mathbb{R}^{N+1} \\
\Sigma \mapsto \mathcal{B}(\Sigma) = \Gamma.
\] (68)

Similarly as before, we may express this map in a matrix-vector notation, \(\mathcal{B}(\Sigma) = \mathcal{B} \Sigma\), where the tensor \(\mathcal{B}\) has the elements:

\[
b_{ijpq} = (\delta_{ip} + \delta_{jq}) \delta_{pq} - 2\delta_{ip}\delta_{jq}.
\] (69)

The differential of \(\mathcal{B}\) in \(\Sigma\) is then expressed as:

\[
d\mathcal{B}_\Sigma : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}^{N+1} \times \mathbb{R}^{N+1} \\
H \mapsto d\mathcal{B}_\Sigma(H) = \mathcal{B} H.
\] (70)

The final step of the Gaussian effective model mapping is to express the matrix of contact probabilities \(C\) as a function of \(\Gamma\). To this end, we introduce the map:

\[
\mathcal{F} : \mathbb{R}^{N+1} \times \mathbb{R}^{N+1} \to \mathbb{R}^{N+1} \times \mathbb{R}^{N+1} \\
\Gamma \mapsto \mathcal{F}(\Gamma) = C.
\] (71)

In the previous expression, the matrix elements of \(C\) are given by:

\[
c_{ij} = F(\gamma_{ij}),
\] (72)

where \(F\) is one of Eqs. 45, 46 and 48, depending on the form factor used. We can then identify the differential of \(\mathcal{F}\) by performing an expansion around \(\Gamma\). We obtain:

\[
d\mathcal{F}_\Gamma : \mathbb{R}^{N+1} \times \mathbb{R}^{N+1} \to \mathbb{R}^{N+1} \times \mathbb{R}^{N+1} \\
H \mapsto d\mathcal{F}_\Gamma(H) = F'(\Gamma) \circ H,
\] (73)

where we introduced the Hadamard product such that for any two matrices \((A \circ B) = [a_{ij}b_{ij}]\), and the short-hand notation \(F'(\Gamma) = [F'(\gamma_{ij})]\).

Finally, we introduce the linear form:

\[
\mathcal{G} : \mathbb{R}^{N+1} \times \mathbb{R}^{N+1} \to \mathbb{R} \\
C \mapsto \mathcal{G}(C) = \frac{1}{2} \|C - E\|^2.
\] (74)

By definition of the Frobenius norm, \(\|A\|^2 = Tr(A^TA)\), we obtain for the differential of \(\mathcal{G}\) in \(C\):

\[
d\mathcal{G}_C : \mathbb{R}^{N+1} \times \mathbb{R}^{N+1} \to \mathbb{R} \\
H \mapsto d\mathcal{G}_C(H) = Tr \left[ (C - E)^T H \right].
\] (75)

In summary, we have introduced several maps and expressed the cost function to minimize as \(J(K) = \mathcal{G} \circ \mathcal{F} \circ \mathcal{B} \circ I \circ \tilde{\mathcal{A}}(K)\). Using the rules of composition for differential calculus, we obtain the differential of \(J\) in \(K\):

\[
dJ_K(H) = d\mathcal{G}_{\mathcal{F} \circ \mathcal{B} \circ I \circ \tilde{\mathcal{A}}(K)} \circ d\mathcal{F}_{\mathcal{B} \circ I \circ \tilde{\mathcal{A}}(K)} \circ d\mathcal{B}_{I \circ \tilde{\mathcal{A}}(K)} \circ dI_{\tilde{\mathcal{A}}(K)} \circ d\tilde{\mathcal{A}}_K(H),
\] (76)

\[
= Tr \left[ \nabla J(K)^T H \right].
\] (76)
After calculations, the gradient of $J$ in $K$ reads:

$$\nabla J(K) = -A^* [ (X^{-1})^T Y (X^{-1})^T ] ,$$

with:

$$X = AK + T \quad (77)$$

$$Y = B^* [ (C - E) \circ F'(\Gamma) ] .$$

To obtain the last expression, we introduced the adjoint tensors $A^* = [a^*_{ijpq} = a_{pqij}]$ and $B^* = [b^*_{pqij} = b_{ijpq}]$. Or writing explicitly all the summations we have:

$$\frac{dJ}{dk_{ij}} = - \sum_{m,n=1}^{N} a_{mn,ij} \sum_{p,q=1}^{N} x^{-1}_{pm} y_{pq} x^{-1}_{nq} ,$$

with:

$$y_{pq} = \sum_{k,l=0}^{N} b_{kl,pq} (c_{kl} - e_{kl}) F'(\gamma_{kl}) .$$

(78)

6.3 Computational burden

The main computational burden in evaluating the cost function $J$ as well as its gradient $\nabla J$ resides in the matrix inversion $\Sigma^{-1} \rightarrow \Sigma$, with $O(N^3)$ complexity. In this work, we have used the routines of the Intel® Math Kernel Library to perform the algebra operations and the matrix inversion. We used the parallel implementation to distribute the computation over 12 processors.

As an alternative to the cost function in Eq. 56, we have also considered minimizing:

$$J' = \frac{1}{(N+1)^2} \sum_{i,j} \left( \sum_{k} \sigma^{-1}_{ik} s_{kj} - \delta_{ij} \right)^2 ,$$

(79)

where $[s_{ij}]$ is the covariance matrix of the GEM reproducing exactly the experimental contacts $[c_{ij}^{exp}]$, and $[\sigma_{ij}]$ is the covariance matrix of a candidate (stable) GEM with couplings $k_{ij}$. The advantage of this form over the previous one is that it does not require any matrix inversion. More accurately, it is a quadratic function of the $k_{ij}$ variables. Therefore the existence of a minimum satisfying $k_{ij} \geq 0$ is guaranteed and it is unique. Consequently, it is less computationally intensive and the minimum can be found efficiently with descent methods using conjugate directions. We found this form to work very well with contact probability matrix generated from predefined GEM by Brownian Dynamics simulations. However, for Hi-C contact probabilities, we found that it was much less successful. More precisely, the least-square estimator between the contact probabilities of the Hi-C experiment and of the optimal model was not as low.

7 Brownian dynamics

7.1 Physical model

In this article, we have performed two types of Brownian Dynamics simulation. The potentials used for each of them are summarized in the following table and discussed in further details below.
Potential | BD of GEM | BD of GEM with semi-flexibility and excluded volume
---|---|---
Chain structure | $U_e$ | $U_{fene}$
GEM couplings | $U_I$ | $U_I$
Bending rigidity | - | $U_b$
Excluded Volume | - | $U_{ev}$
Total | $U_e + U_I$ | $U_{fene} + U_b + U_{ev} + U_I$

7.1.1 Chain structure

We modeled the chromosome as a beads-on-string polymer with monomers of size $b$ and coordinates $r_i$. The index varies between $i = 0$ and $i = N$. The bond vectors are $u_i = r_i - r_{i-1}$.

In the absence of excluded volume, we considered a Gaussian chain for the polymer structure, with potential:

$$
\beta U_e \{\{r_i\}\} = \frac{3}{2b^2} \sum_{i=1}^{N} (r_i - r_{i-1})^2.
$$

(80)

An important property of Gaussian chains is that the mean-square value of the end-to-end vector $R_e = r_N - r_0$ scales linearly with the contour length:

$$
\langle R_e^2 \rangle = b^2 N.
$$

(81)

In reality, approximating a polymer to a Gaussian chain is only valid for weak perturbations, $R_e \ll Nb$. Besides, a Gaussian polymer allows the bond distance to fluctuate quite a lot ($\langle u_i^2 \rangle = b^2$). This is problematic in Brownian Dynamics simulations with excluded volume interactions because this would result in possible crossings between different bonds. Therefore, for Brownian Dynamics with excluded volume interactions, we have preferred instead the finitely-extensible non-linear elastic potential (FENE):

$$
U_{fene} \{\{r_i\}\} = -\frac{3k_e r_0^2}{2b^2} \sum_{i=1}^{N} \ln \left(1 - \frac{u_i^2}{r_0^2}\right),
$$

(82)

where $r_0$ is a distance above which non-linear effects start to appear in the bonds elasticity and $k_e$ is the rigidity constant of the non-linear spring. Note that for $u_i \ll r_0$ we recover the Gaussian chain potential, i.e. a linear spring (with $k_e = 1 k_B T$). In practical applications we have taken $r_0 = 1.5 b$ and $k_e = 10 k_B T$ [63].

7.1.2 Gaussian effective model interactions

Following the model described in the main text, we introduced the GEM interaction potential:

$$
\beta U_I \{\{r_i\}\} = \frac{3}{2b^2} \sum_{0 \leq i < j \leq N} k_{ij} (r_i - r_j)^2,
$$

(83)
Figure S37 – Comparison of GEM couplings with binned couplings used in Brownian Dynamics (BD) simulations.

where the $k_{ij}$ are the couplings from a GEM. In order to have a reasonable amount of distinct couplings values in the implementation of BD simulations, we binned the GEM couplings. Specifically, we considered 1000 bins of same length in the interval $[k_{\text{min}}, k_{\text{max}}]$ where $k_{\text{min}}$ (resp. $k_{\text{max}}$) is the minimum (resp. maximum) of the reconstructed GEM couplings. Note that we discarded all couplings $k_{ij} < 0.001$. Despite this binning procedure, the couplings used in the BD simulations remained very close to the reconstructed GEM ones (see Fig. S37).

### 7.1.3 Bending rigidity

In reality, the DNA fiber opposes a certain resistance to bending. To model this effect, we used a Kratky-Porod potential:

$$
\beta U_b \left( \{ r_i \} \right) = l_p \sum_{i=1}^{N-1} (1 - \cos \theta_i),
$$

where $\theta_i$ is the angle between bonds $u_i$ and $u_{i+1}$.

For a polymer with a Gaussian chain potential plus a bending rigidity potential as defined above, the linear scaling of the mean-square end-to-end distance with the contour length still holds:

$$
\langle R_e^2 \rangle \approx l_K^2 \frac{N}{g_K},
$$

where $l_K = 2l_p$ is the Kuhn length and $g_K$ is the number of original monomers per Kuhn length. Thus a semi-flexible polymer behaves like a Gaussian chain at large scales, with $N' = N/g_K$ and $b' = l_K$. 
7.1.4 Excluded volume

A commonly used two-parameter empirical form for describing non-bonded interactions between two neutral (but possibly polarized) particles is the Lennard-Jones, or “6-12”, potential. For two monomers separated by a distance $r$, it reads:

$$V_{LJ}(r) = 4\varepsilon \left( \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6 \right), \quad (86)$$

where $\varepsilon$ is an energy scale in $k_B T$ and $\sigma$ is the hard core distance. Here, the interaction still decays as a power law of the distance $r$. A standard method to make this interaction short-range, is to introduce a threshold $r^{th}$ such that for distances $r > r^{th}$ the interaction vanishes. Therefore, in simulations, we have considered the truncated Lennard-Jones potential:

$$U_{ev}(r) = \begin{cases} V_{LJ}(r) - V_{LJ}(r^{th}) & \text{if } r < r^{th}, \\ 0 & \text{otherwise.} \end{cases} \quad (87)$$

We have considered take $\varepsilon = 1 \, k_B T$, but the hard-core distance may be different from the monomer size (see next below). To model excluded volume interactions, we set $r^{th} = 2^{1/6} \sigma$, resulting in $U_{ev}(r) > 0$ for $r < r^{th}$. In particular, this ensures that the repulsive force, $-\partial U_{ev}/\partial r$, vanishes precisely for $r = r^{th}$.

7.1.5 Numerical values

In eukaryotes, the interphase chromosome is packed into a fiber with a diameter of 30 nm, which is usually designated as chromatin. It has a linear packing fraction $\nu \approx 100$ bp nm$^{-1}$ and persistence length $l_p = 90$ nm [40]. Therefore, the appropriate size for monomers is $\sigma = 30$ nm, which correspond to $g = 3000$ bp. The persistence length expressed in units of these monomers gives $l_p = 3\sigma$, and $\sigma$ is also the hard-core distance for excluded volume interactions between monomers.

In the Brownian Dynamics simulations performed in this article, the natural unit of monomer is the Hi-C bin resolution. We have considered specifically $g_1 = 5000$ bp and $g_2 = 30\,000$ bp with corresponding monomer sizes $b_1$ and $b_2$. The persistence lengths for each case thus read

$$l_p = \nu l_p / g_1 b_1 = 1.8 \, b_1 \quad \text{and} \quad l_p = \nu l_p / g_2 b_2 = 0.3 \, b_2.$$

For the first resolution, we may consider that $g_1 \approx g$, meaning that monomers can be represented as impenetrable beads. We thus take for the hard-core distance $\sigma_1 = b_1$. The second resolution however defines monomers much larger than the chromatin fiber diameter. Following the scaling relations introduced above, we may express the monomer sizes as:

$$b_2^2 \approx \frac{g_2 l_K^2}{g_K}, \quad (88)$$

where $g_K = 18\,000$ bp is the number of monomers per Kuhn length. We obtain that $b_2 \approx 8\sigma$. Therefore, we have considered a hard-core distance $\sigma_2 = 0.125 \, b_2$.

We summarize in the following table the values of the different parameters we took for our Brownian Dynamics simulations.
Data set | GM12878 chromosome 8 | GM12878 chromosome 16 | Mouse 46C ES chromosome 19
--- | --- | --- | ---
| 133.6 Mbp:134.6 Mbp | 85.5 Mbp:87.5 Mbp | 30 Mbp:60 Mbp
| bin size: 5 kbp | bin size: 5 kbp | bin size: 30 kbp
| uniform normalization | uniform normalization | GAM normalization

| Gaussian chain | $b = 1$ | $b = 1$ | $b = 1$
| FENE chain | $b = 1$ | $b = 1$ | $b = 8$
| | $r_0 = 1.5$ | $r_0 = 1.5$ | $r_0 = 12$
| | $k_e = 10 k_B T$ | $k_e = 10 k_B T$ | $k_e = 10 k_B T$

| Bending rigidity | $l_p = 1.8$ | $l_p = 1.8$ | $l_p = 2.4$
| Excluded volume | $\sigma = 1$ | $\sigma = 1$ | $\sigma = 1$
| | $r_c = 1.1225$ | $r_c = 1.1225$ | $r_c = 1.1225$

| GEM couplings | 1000 equal sized bins $\min(k_{ij}) \geq 10^{-3}$ | 1000 equal sized bins $\min(k_{ij}) \geq 10^{-3}$ | 1000 equal sized bins $\min(k_{ij}) \geq 10^{-3}$

### 7.2 Implementation of Brownian Dynamics

Brownian dynamics simulations are molecular dynamics simulations in which many molecular details are coarse-grained. The classical framework to describe the Brownian motion of a particle is the Langevin equation. For a bead with coordinates $x(t)$ it reads:

$$m\ddot{x}(t) = -γ\dot{x} - \frac{∂U}{∂x}(x(t)) + γ\eta(t),$$  \hspace{1cm} (89)$$
in which $m$ is the mass of the bead, $γ$ is a damping term and $-∂U/∂x$ is the force applied to the bead, deriving from a potential $U$. The first two terms in the right-hand side of the above dynamics are deterministic. In addition there is a stochastic term, $η(t)$ which represents energy exchanges between the bead and a bath at temperature $T$. More accurately, $η$ is an uncorrelated Gaussian random process with two first moments:

$$\langle η(t) \rangle = 0, \quad \langle η(t)η(t') \rangle = 2Dδ(t - t'),$$  \hspace{1cm} (90)$$
where $D$ is the diffusion coefficient of the bead. It can be shown that the above dynamics converges to the Boltzmann equilibrium provided that $D$ satisfies the Stokes-Einstein relation:

$$D = k_B T/γ,$$  \hspace{1cm} (91)$$
where finally from the Stokes’ law applied to a bead of diameter $b$ we get $γ = 3πbμ$, with $μ$ being the fluid viscosity.

In order to produce Brownian Dynamics trajectories, the Langevin equation Eq. 89 was applied to each bead of our polymer model and integrated numerically with the LAMMPS simulation package [64]. It uses a standard velocity Verlet integration scheme [65]. In practise,
this requires the choice of an integration time step, and we chose the value $dt = 0.001$. We also set $\gamma = 1$ (in simulation dimensionless units).

The choice of the initial configuration is important, especially when excluded volume is included. Although we can start from an arbitrary configuration respecting excluded volume constraints, the relaxation to the Boltzmann equilibrium can be very slow. To circumvent this problem and generate quickly an initial configuration for a polymer with excluded volume interactions we have used the following procedure.

First, perform a relaxation run without excluded volume nor short-range attractive interactions. This corresponds to the dynamics of an ideal chain and aims at sampling rapidly a large number of configurations to lose the memory of the initial condition.

Second, perform an intermediate run with few iterations (generally $10^6$ iterations) with a soft pair potential:

$$U_{soft}(r) = A \left( 1 + \cos \left( \frac{\pi r}{r_{th}} \right) \right), \quad (92)$$

where $r_{th}$ is the same cutoff as in the truncated Lennard-Jones potential from Eq. 87. The magnitude $A$ is progressively increased from 1 to 60 during the run [63], so that we obtain in the end a configuration with no overlaps between the beads.

Third, the main run with excluded volume and short-range interactions is performed starting from the configuration without overlaps. Several configurations (generally 1000) are extracted from the resulting trajectory, which sample the Boltzmann ensemble. These configurations can be used to compute equilibrium averages according to the ergodic property of the Boltzmann equilibrium.

It is possible to map the simulation time to the real time. Let us write the diffusion coefficient as $D = b^2/\tau_B$. During the time $\tau_B$, a bead typically travels through a distance $b$, which is its own size. Consequently $\tau_B$ is the natural unit of time for this diffusive process and is called the Brownian time. In Brownian Dynamics simulations we take $b = 1$ and $D = 1$ (in dimensionless units), therefore a unit of simulation time correspond to the Brownian time. The diffusion coefficient in the bacterial nucleoid was found to be $D = 10 \mu m^2 s^{-1}$ [66]. Therefore, for $b = 30$ nm we find $\tau_B = 90 \mu s$. 
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