I. INTRODUCTION

The neutralization of a singly charged ion in front of a surface occurs when an electron from the solid occupies a hole in the ion, turning it into a neutral atom. Several kinds of neutralization processes can be distinguished: among them, resonant transfer and Auger neutralization processes. When the electronic state of the ion coincides in energy with the occupied conduction band states of the metal, the electron transfer is said to occur resonantly. Only one electron is involved in this process. However, when the final electronic state is far below the bottom of the valence band states in the solid, two electrons participate in the process. One is captured by the ion and the other one gets excited due to the potential energy gain of the first one. But this simple description of neutralization is not complete. The electron-electron interaction is, in fact, the ultimate reason for the Auger neutralization. Therefore, for a realistic description of these processes, a many-particle treatment of the system must be done. Presently, it is impossible to tackle this problem without doing approximations. In the literature, one finds numerous works devoted to the Auger neutralization. One of the earliest treatments was proposed by Hagstrum.\(^1,2\) He measured the electron emission from some metals such as Cu, W, and Ni due to the neutralization of noble gas ions and proposed an exponential decay of the neutralization rate as a function of the distance. Since then, many theoretical works have approached the problem.\(^3\) to 14,17 The development of experimental techniques as electron emission spectroscopy\(^18\) -\(^21\) and ion scattering spectroscopy\(^22\) to 26 also contributes to a better understanding of the microscopic nature of the Auger neutralization process.

The physics involved in the bulk metal changes considerably when the symmetry is broken by a surface. In particular, periodicity of the wave functions in the \(z\) direction normal to the surface is no longer required and the resulting new boundary conditions for the wave functions give rise to the existence of electron states at energies forbidden in the bulk. Such states are called surface states. Among them, our interest is focused on Shockley states, also called crystal-induced surface states, which have their wave function localized at the surface. Its relative position with respect to the Fermi energy determines whether it is occupied or not. It is well established that occupied Shockley states exist at the \(\overline{111}\) point of the surface Brillouin zone on the \(\overline{111}\) surfaces of the noble metals.\(^27\) It is not the case for other crystallographic orientations, like \(\{100\}\) and \(\{110\}\).

Recent experiments\(^28\) to \(^30\) have measured ion fractions from different crystallographic faces of the same material. In particular, Bandurin \textit{et al.}\(^28\) measured the ion fractions that survive to a whole scattering event for slow He\(^+\) ions impinging on different Ag faces, and show that a notable difference of this ion fraction exists. Wethekam \textit{et al.}\(^29\) measured an uncommonly high number of ions surviving the scattering event for very low incident energies of He\(^+\) ions on Ag (111). In this work we present results on Auger neutralization rates of He\(^+\) ions on different Ag surfaces, as well as, an estimation of the ion fractions surviving to the neutralization. The paper is organized as follows: Sec. II, is devoted to theoretical aspects where we explain the different ingredients that compose the evaluation of the Auger neutralization rate: (i) the response function of the surface and (ii) the Auger matrix elements. Section III presents the results of the differential and total Auger rates, as well as, the surviving ion fractions. Finally, Sec. IV summarizes the most important conclusions of the work.

Atomic units (a.u.) are used \((e=m_e=h=1)\), unless stated otherwise. Vectorial magnitudes are represented by an arrow;
II. THEORY

A. Auger neutralization rate

The Auger neutralization rate is defined as the probability per unit time of neutralizing an ion via the two-electron process schematically shown in Fig. 1. To approach the problem in a feasible way, we must distinguish the captured electron from the rest. Thus, the electrons in the conduction band can be labeled by their momentum \( \vec{k} \) and the Auger rate is given by the sum of probabilities of the electrons in the band of going to a final bound state \( s \) of the ion:\textsuperscript{14}

\[
\Gamma = \sum_{|k|<k_F} \Gamma_k = -2 \sum_{|k|<k_F} \int d\omega \int dz_1 \int dz_2 \int \frac{d\vec{Q}}{(2\pi)^2} \text{Im}\{\chi(Q,z_1,z_2,\omega)\} \times A_{\Sigma s}(Q,z_1)A_{\Sigma z}^*(Q,z_2) \times \delta(\omega - (E_k - E_s)). \tag{1}
\]

Here, we do not distinguish among the different rates that should be considered due to the spin of the electrons.\textsuperscript{15,16} The product of the Auger matrix elements \( A_{\Sigma \vec{Q}}(Q,z_1) \) and \( A_{\Sigma z}^*(Q,z_2) \) gives the probability of the electron to go from \( \psi^s_{f} \) to \( \psi_s \) state. These matrix elements are defined as follows:

\[
A_{\Sigma \vec{Q}}(Q,z_1) = \int dz \int d\vec{p} \psi^s_{f}(\vec{p},z) e^{i\vec{Q} \cdot (\vec{r} - \vec{r}_1)} \psi_s(\vec{p},z), \tag{2}
\]

where the Coulomb potential is Fourier transformed in two dimensions (2D) according to

\[
v(\vec{r} - \vec{r}_1) = \frac{1}{|\vec{r} - \vec{r}_1|} = \int \frac{d\vec{Q}}{(2\pi)^2} e^{i\vec{Q} \cdot (\vec{r} - \vec{r}_1)} V(Q,z,z_1), \tag{3}
\]

with

\[
V(Q,z,z_1) = \frac{2\pi}{Q} e^{-Q|z - z_1|}. \tag{4}
\]

Electronic excitations in the metal are described by the imaginary part of the density response function, \( \text{Im}\chi(Q,z_1,z_2,\omega) \), where \( \chi(Q,z_1,z_2,\omega) \) represents the 2D Fourier transform of the density response function of the interacting electron system.\textsuperscript{31} This magnitude accounts for the surface response to an external electric field giving rise to elementary one-particle (electron-hole pairs) and collective excitations (bulk and surface plasmons). The parallel momentum \( \vec{Q} \) and the exchanged energy \( \omega \) define the surface excitations, and thus, the available neutralization channels. At \( Q=0 \) the energy required to excite bulk and surface plasmons is \( \omega_p = \sqrt{4\pi n} \) (where \( n \) is the average valence electron density in the metal) and \( \omega_s = \omega_p / \sqrt{2} \), respectively. The minimum and maximum energy transfers correspond to the deexcitation of electrons from the bottom and the top of the valence band of the solid, respectively. Thus, \( \Delta E_{\text{min}} = \phi_I - W - E_F \) and \( \Delta E_{\text{max}} = \phi_I - W + E_F \), where \( \phi_I \) is the ionization potential of the ion, \( W \) is the work function, and \( E_F \) is the Fermi energy. For the case of a He\textsuperscript{+} ion in front of a silver surface, \( \Delta E_{\text{min}} \approx 1.58 \omega_p \) and \( \Delta E_{\text{max}} \approx 2.2 \omega_p \), where \( \omega_p \) is the bulk plasmon frequency. Therefore, both electron-hole pair and plasmon excitations are possible.

The final state of the deexcited electron in the Auger neutralization is a bound state of the atom that is near the metal surface. To describe its electron wave function we use

\[
\psi_s(\vec{r}) = \sqrt{\frac{\alpha^2}{\pi}} e^{-\alpha \sqrt{2}\sqrt{(0,0,z_0)}}, \tag{5}
\]

where \( \alpha=1.6875 \) a.u. and the position of the atom is \((0,0,z_0)\) units displaced from the surface. The origin of the \( z \) coordinate is located at the top-most layer, unless it is otherwise indicated. The atomic wave function is not expected to be significantly perturbed at typical neutralization distances \( z_0 \approx 5 \) a.u. by the metal states, since the ground-state energy is well below the conduction band of silver.

FIG. 1. Sketch of the Auger neutralization process. One electron from the conduction band of the metal is deexcited to an empty atomic level, giving rise to the excitation of another electron in the band. \( E_q \) and \( E_F = \frac{1}{2} k_F^2 \) are the vacuum level and Fermi energy, respectively. \( W = E_q - E_F \) is the work function and \( \phi_I \) the ionization potential of the He\textsuperscript{+} ion.

\[
\begin{align*}
\Gamma & = \sum_{|k|<k_F} \Gamma_k = -2 \sum_{|k|<k_F} \int d\omega \int dz_1 \int dz_2 \int \frac{d\vec{Q}}{(2\pi)^2} \text{Im}\{\chi(Q,z_1,z_2,\omega)\} \times A_{\Sigma s}(Q,z_1)A_{\Sigma z}^*(Q,z_2) \times \delta(\omega - (E_k - E_s)). \tag{1}
\end{align*}
\]
B. Surface electronic states

In case of a semi-infinite medium, and concerning the occupied (below the Fermi energy) electron states, two types of levels are distinguished: bulk and surface states. Bulk states refer to those electrons located inside the solid that are not affected significantly by the symmetry breaking due to the presence of the surface. Surface states, however, as their name indicates, have their origin in the existence of a surface. Even if the generic “surface states” name includes different kinds of electronic states, we only deal with those induced by crystal potential at the surface, also called Shockley states.

The potential experienced by an electron as it approaches a surface is rather complicated. In the vacuum region far from the surface, at a distance \( z \), the electron feels the classical image potential, \( V_{\text{im}} = -1/4(z - z_{\text{im}}) \), where \( z_{\text{im}} \) is the image plane position. However, deep inside the solid the crystal potential is dominant. The interface region potential is the most difficult to describe. From the simplest step potential to a self-consistent description of the ion-surface potential,\(^{14}\) there exist many levels of approximation. We consider a slab scheme with a parametrized potential in the normal direction to the surface for the description of the surface barrier. The solution of the Schrödinger equation with the effective potential provides the corresponding electronic wave functions of the medium. This description accounts for the band structure in the direction normal to the surface and thus, provides a realistic description of the features derived due to the presence of a surface in the system.

We consider a metal slab of finite thickness \( a \) along the \( z \) direction with large vacuum regions at each side of width \( z_{\text{vac}} \). In this model, the electrons can move freely in the plane parallel to the surface, while in the perpendicular coordinate they are bounded to an effective potential, \( V_{\text{eff}}(z) \). Thus, \( \psi_{\epsilon} \) wave functions take the form

\[
\psi_{\epsilon}(\mathbf{r}) = \psi_{\epsilon, \mathbf{k}}(\mathbf{R}, z) = \frac{1}{\sqrt{A}} e^{i\mathbf{k} \cdot \mathbf{R}} \phi_{\epsilon}(z),
\]

where \( A \) is a normalization area in the \( xy \) plane and \( \phi_{\epsilon}(z) \) satisfies the Schrödinger equation

\[
\left[ -\frac{1}{2} \frac{d^2}{dz^2} + V_{\text{eff}}(z) \right] \phi_{\epsilon}(z) = \epsilon_{\epsilon} \phi_{\epsilon}(z).
\]

The 3D energy values are composed by a parallel and perpendicular component:

\[
\epsilon_{n, \mathbf{k}} = \frac{K^2}{2m^*_{n}} + \epsilon_{\mathbf{k}}, \quad n = 1, 2, 3, \ldots
\]

\( m^*_{n} \) is the effective mass of the electrons. In this calculation we use \( m^*_{n} = 1 \) for all occupied bands. In the case of the surface state electrons, a realistic effective mass (\( m^*_{n} = 0.44 \)) would reduce the phase space where it is occupied and thus, its contribution to the total rate. The effective potential is described by a one-dimensional model potential that reproduces the experimental values of the projected band structure perpendicular to the surface. A detailed description of this potential is given in Refs. 32 and 33. Using the slab geometry, the numerical evaluation of the wave functions is largely simplified if an adequate basis set is chosen to represent the metal electrons. Thus, we introduce a Fourier cosine series to represent the wave function perpendicular to the surface:

\[
\phi_{\epsilon}(z) = \sum_{l=0}^{\infty} \left( \frac{g_l}{d} \right)^{1/2} a_l^{(n)} \cos \left( \frac{2l\pi z}{d} \right),
\]

where

\[
g_l = \begin{cases} 1, & l = 0, \\ 2, & l \neq 0, \end{cases}
\]

\( d = a + 2z_{\text{vac}} \) is the total thickness of the periodic system, and the origin is located at the center of the slab. Substituting Eq. (9) into Eq. (7) we obtain the following matrix version of Eq. (7):

\[
\sum_{l'=0}^{\infty} M_{ll'}^{(n)} a_{l'}^{(n)} = \epsilon_{\epsilon} a_l^{(n)}, \quad l = 0, 1, 2, 3, \ldots,
\]

where \( M_{ll'}^{(n)} \) matrix elements are the sum of the components corresponding to the kinetic energy and the effective potential:

\[
M_{ll'}^{(n)} = M_{ll'}^{\text{Kin}} + M_{ll'}^{\text{Eff}}
\]

and

\[
M_{ll'}^{\text{Kin}} = \left( \frac{2l\pi}{d} \right)^2 \delta_{l,l'},
\]

\[
M_{ll'}^{\text{Eff}} = \frac{g_l g_{l'}}{d} \int_0^d dz V_{\text{eff}}(z) \cos \left( \frac{2l\pi z}{d} \right) \cos \left( \frac{2l'\pi z}{d} \right).
\]

From the solution of Eq. (11) electron wave functions are obtained. Our interest is focused in those bulk and surface bands with energies below the Fermi level.

C. Crystallographic faces: Ag(100) and Ag(111)

The orientation of a crystal surface determines its structural and electronic properties. The cut of a three-dimensional crystal normal to (100), (110), and (111) crystallographic directions gives rise to crystal surfaces with the same Miller indexes. Similarly, a projection of three-dimensional bands along the direction normal to the surface is used to represent the surface electronic structure. Experimentally, these energy bands are determined by taking angle-resolved direct and inverse photoemission spectra\(^{27}\) for occupied and unoccupied states, respectively. At (111) noble metal surfaces, there exists a partially occupied surface state band. In the (100) and (110) surfaces, however, no occupied surface states at \( \Gamma \) exist.

In this paper, the (100) and (111) faces of silver are studied. Their schematic surface band structures are represented in Fig. 2. As explained above, the main difference between (100) and (111) surface band structure is the existence of an
occupied crystal-induced surface state at $\varepsilon_n = 0.2023$ a.u. with respect to the bottom of the band at $K = 0$ in the case of Ag(111) surface. The geometrical differences between both faces are also important. We are interested in the relative space between the atoms, i.e., the area per atom or inverse of surface atomic density. In the case of (100) surface, the area per atom is $\Omega_{(100)} = \frac{1}{2} a^2$, whereas in the (111) case, $\Omega_{(111)} = \frac{2}{3} a^2$. Therefore, (111) surface is more close-packed than (100). This factor will be used in the calculation of the ion trajectory to obtain an estimation of the ion fractions.

### D. Response function

For a system of interacting electrons exposed to an external potential $V^{\text{ext}}(\vec{r}, \omega)$, the induced charge density is

$$n^{\text{ind}}(\vec{r}, \omega) = \int d\vec{r}' \chi(\vec{r}, \vec{r}', \omega) V^{\text{ext}}(\vec{r}', \omega),$$

where $\chi(\vec{r}, \vec{r}', \omega)$ is, by definition, the linear density response function.

In the random-phase approximation (RPA), the electron density induced by the external potential $V^{\text{ext}}(\vec{r}, \omega)$ is approximated by the induced electron density induced in a noninteracting electron gas by the total field $V^{\text{ext}}(\vec{r}, \omega) + V^{\text{ind}}(\vec{r}, \omega)$:

$$n^{\text{ind}}(\vec{r}, \omega) = \int d\vec{r}' \chi^{\text{RPA}}(\vec{r}, \vec{r}', \omega) V^{\text{ext}}(\vec{r}', \omega)$$

$$= \int d\vec{r}' \chi^0(\vec{r}, \vec{r}', \omega) \times [V^{\text{ext}}(\vec{r}', \omega) + V^{\text{ind}}(\vec{r}', \omega)],$$

which is equivalent to

$$\chi^{\text{RPA}}(\vec{r}, \vec{r}', \omega) = \chi^0(\vec{r}, \vec{r}', \omega) + \int d\vec{r}_1 \int d\vec{r}_2 \chi^0(\vec{r}, \vec{r}_1, \omega) \times v(\vec{r}_1 - \vec{r}_2) \chi^{\text{RPA}}(\vec{r}_2, \vec{r}', \omega),$$

where $\chi^0(\vec{r}, \vec{r}', \omega)$ is the density response function of noninteracting electrons:

$$\chi^0(\vec{r}, \vec{r}', \omega) = 2 \sum_{n,K,K'} \psi_{n,K}(\vec{r}) \psi^*(n',K')(\vec{r}') \frac{e_{n,K} - e_{n',K'} + (\omega + i\eta)}{\sqrt{\eta}}$$

$$\times [\theta(E_F - e_{n,K}) - \theta(E_F - e_{n',K'})],$$

where $\psi_{n,K}(\vec{r})$ represents one-electron states of energy $e_{n,K}$, and $v(\vec{r}_1 - \vec{r}_2)$ is defined by Eq. (3).

Due to the two-dimensional translational invariance along the surface, i.e.,

$$\chi(\vec{r}, \vec{r}', \omega) = \chi(\vec{r} - \vec{r}', z, z'),$$

all magnitudes are more conveniently described using the 2D Fourier transform. Thus, equivalent equations to (15) and (17) can be written for the case of a surface:

$$n^{\text{ind}}(Q, z, \omega) = \int dz' \chi(Q, z, z', \omega) V^{\text{ext}}(Q, z', \omega)$$

and

$$\chi(Q, z, z', \omega) = \chi^0(Q, z, z', \omega) + 2\pi \frac{Q}{Q}$$

$$\times \int dz_1 \int dz_2 \chi(Q, z, z_1, \omega) e^{-iQz_1}$$

$$\times \chi(Q, z_2, z', \omega).$$

In practice, to obtain the surface response function $\chi$, we must solve Eq. (21). We begin constructing the independent electron response function $\chi^0(Q, z, z', \omega)$ by using the one-electron wave functions calculated with the effective potential. Using the slab geometry, the response functions $\chi^0(Q, z, z', \omega)$ and $\chi(Q, z, z', \omega)$ can be expanded in a sine-cosine series.

### E. Auger matrix elements

In this section, we describe the mathematical procedure used to obtain the Auger matrix elements required in the neutralization rate calculation. As the initial and final states are required to be orthogonal to avoid spurious contributions, new Auger matrix elements are defined as

$$B_{mnK} = A_{ mk} - S_{mnK} A_{ss},$$

where

$$A_{mk}(Q,z_1) = \langle \psi_m | V(Q, z_1) e^{iQ\vec{r}} | \psi_{n,k} \rangle,$$

$$S_{mnK} = \langle \psi_m | \psi_{n,k} \rangle.$$
\[ A_{\alpha}(Q,z_1) = \langle \psi_{\alpha}| V(Q,z,z_1)|e^{i\hat{Q}t}|\psi_{\alpha} \rangle, \]  

(25)

and \( V(Q,z,z_1) \) is the 2D Fourier transform of the Coulomb potential defined in Eq. (4). The evaluation of such integrals requires to take into account their multitermed nature. The integrals are long and tedious, but regardless the results are analytic.

**F. Ion fractions and trajectory**

In order to obtain ion fractions, the distance-dependent Auger rates are needed. Although the treatment of the neutralization rate is strictly valid for static projectiles, for very low ion velocities the perturbation introduced due to the ion motion can be considered as quasi-adiabatic. For low incident velocities, ion trajectories are simulated taking into account the incidence conditions and the ion-surface potential. Ideally, an \textit{ab initio} potential that considers the ion-surface system as a whole should be used. We, as a first approximation, consider the Ziegler-Biersack-Littmark (ZBL) (Ref. 34) potential, which accounts for the purely repulsive part of the interaction between the ion and the surface. Thus, the ion trajectory is given by

\[
z(t) = \int_{-\infty}^{t} dt' \sqrt{\frac{2}{M}[E_0 \sin^2 \phi - U_{ZBL}(z(t'))]}, \quad (26)
\]

where \( M \) is the projectile mass, \( E_0 \) and \( \phi \) are the incident energy and angle, and \( U_{ZBL}(z) \) is the above-mentioned potential.

The time dependence of the ion fraction that survives to the scattering event is governed by a rate equation:

\[
\frac{d}{dt} P^+ = \Gamma_1 P^0 - \Gamma_C P^+,
\]

(27)

where all the processes that have certain probability to occur should be included on \( \Gamma_1 \) (in case the ion loses an electron) or \( \Gamma_C \) (in case the ion captures an electron). In our particular case, the energy levels of the He\(^+\) ion are much lower than those of the conduction band of the silver. This feature has two consequences: (1) loss processes are much less probable than capture processes (\( \Gamma_C \gg \Gamma_1 \)) and (2) the probability of capturing an electron resonantly for a static ion is negligibly small and thus the capture rate (\( \Gamma_C = \Gamma_C^{Aug} + \Gamma_C^{resonant} \)) is dominated by the capture via the Auger neutralization process. In these conditions the rate equation yields

\[
\frac{d}{dt} P^+ = - \Gamma_C^{Aug} P^+.
\]

Then the ion survival probability is given by

\[
P^+ = \exp \left\{ - \int_{-\infty}^{t} dt \Gamma_C^{Aug}(t) \right\} = \exp \left\{ -2 \int_{z_0}^{z_{max}} \frac{d}{dz} \Gamma_C^{Aug}(z)dz \right\}.
\]

(29)

Here, the trajectory is considered to be symmetric with respect to \( z_0 \), the turning point of the trajectory.

**III. RESULTS**

The value of the neutralization rate of an ion at a certain distance from the surface is determined by the two main components that take part in the process, described in Eq. (1): the Auger matrix elements, \( B_{n,k}(Q,z_1) \), and the imaginary part of the surface response function, \( \text{Im} \gamma(Q,z_1,z_2,\omega) \). In this section, our main purpose is to understand the role played on the Auger rate and the surviving ion fractions by the occupied surface state in the (111) surface of silver. In order to do so, we analyze, one by one, the elements included in Eq. (1) and compare them for both surfaces: Ag(100) and Ag(111).

**A. Auger matrix elements and surface response function**

The penetration of the electron wave function of solid into the vacuum region is a key factor in the Auger matrix elements, as the wave function that corresponds to the atomic electron does not significantly change for a given ion-surface distance (\( z_0 > 3 \) a.u.). The bulk electrons are mainly localized inside the solid, i.e., only an evanescent tail of electronic density is extended out of the solid, in the vacuum side. This implies that the Auger matrix element will not be large. However, the charge distribution of the Shockley surface state is centered on the surface and the matrix element between surface state and atomic wave functions will certainly be higher than in the case of bulk states. This is, precisely, what can be observed in Fig. 3, where we show the spatial dependence of the Auger matrix elements for some electronic states with energies near the Fermi level for both surfaces, Ag(100) (in the top panel) and Ag(111) (in the bottom panel).

The matrix element corresponding to the occupied surface state in Ag(111) takes values much higher than any other. As the matrix elements represent a probability amplitude, the real effect in the rate equation is of more than one order of magnitude in the probability. The same result is observed in Fig. 4.

Here, we show the Auger matrix element values as a function of their perpendicular energy \( (\epsilon_n) \) in the conduction band for fixed values of \( Q \) and \( \omega \) (\( Q=0.5 \) a.u. and \( \omega=5 \) a.u.). As we go up in the band energy, we observe that the electron wave functions extend more in the vacuum side giving rise to larger matrix elements. The values corresponding to bulk states in both surfaces are quite similar. However, the surface state, which has \( \epsilon_n=0.2023 \) a.u., yields, by far, the largest value.

The second important ingredient to understand the role of the surface state in the Auger neutralization of an ion is the surface response function. The imaginary part of the surface response function accounts for the probability of creating an elementary excitation at the surface with momentum \( Q \) and energy transfer \( \omega \). In the following figures, we analyze the behavior of this magnitude for Ag(100) and Ag(111). Three different positions (inside the solid, at the surface and outside the solid) of a probe particle (represented by a filled square)
are chosen to analyze the spatial dependence of the imaginary part of the surface response function in Fig. 5. We also fix the exchanged momentum and energy values to $Q = 0.5$ a.u. and $\omega = 2\omega_p$. Here, $\omega$ is the frequency of the external particle.

As one can observe in the figure, when the probe particle is located inside the solid ($z = -6$ a.u.) (bottom panel) and at the surface ($z = 0$ a.u.) (middle panel) the behavior of $\text{Im}\chi(Q, z, z', \omega)$ is mainly local, which means that the minima of the function correspond to the $z = z'$ position. However, this is not the case when the probe particle is moved to the vacuum side of the system ($z = 6$ a.u.) (top panel). Then the response of the system to an external probe particle is nonlocal, i.e., it remains being localized at the surface while the particle is outside.

While the most significant values of the response function are located at the surface and the bulk regions of the solid, the neutralization of the ion takes place some atomic units away from the surface. Here, the probability of creating an excitation decreases rapidly. Moreover, at distances between 3 and 10 a.u. from the surface, the difference between both surfaces can hardly be estimated. This means that the presence of an occupied surface state does not change significantly the collective response of the solid to an external perturbation. However, the responses for both surfaces are not exactly equal. In Fig. 6, we zoom out this region and represent, for $z = z' = 5$ a.u., the surface response value for every exchanged energy $\omega$ from the bottom to the top of the conduction band. In the whole range of transferred energy the response of the (111) surface is approximately 10% higher than in the (100) case.

**B. Differential and total rates**

The consecutive integrals of the differential magnitudes in the different variables give rise to the total rates of neutralization. Thus, the evaluation of these integrals leads to quantities that can be measured experimentally. In our case, only the ion fractions that are deduced from the total rates of neutralization can be compared with the experimental results.

In this section, we are interested in following the influence of an occupied surface state at the Ag(111) surface as we make the different integrals. For this, we rewrite Eq. (1)
to understand the notation employed in the following figures,

\[ \Gamma_{\text{tot}}(z_0) = \sum_{\epsilon_n} \Gamma_n = \sum_{\epsilon_n} \int_0^{2\pi} \frac{dQ}{2\pi}T^{\text{tot}}_{n,K} \]

where the index \( n \) indicates the conduction band states in the direction perpendicular to the surface, \( \Gamma_n \) refers to the differential rate in the energy perpendicular to the surface, and \( \Gamma^*_{n,K} \) is the double differential rate with respect to the perpendicular energy and parallel momentum:

\[ \Gamma^{\text{tot}}_{n,K} = -\left[ \int d\zeta_1 \int d\zeta_2 \frac{dQ}{(2\pi)^2} B_{mk}(Q,\zeta_1) B_{nk}^*(Q,\zeta_2) \right] \times \text{Im} \chi(Q,\zeta_1,\zeta_2,\omega) \]  

This double differential magnitude is shown in Fig. 7 for three different fixed values of \( K \) and for 5 a.u. ion-surface distance. The chosen \( K \) values are \( K=0 \), the limit value of the occupied surface state, and \( K=k_F/2 \). In the former case, and as \( 0 < E = \epsilon_n + \frac{k^2}{2} < E_F \) must be filled, the integral in \( \epsilon_n \) is done for every state in the conduction band, or what is the same, the surface state dispersion band is below the Fermi energy and thus, corresponds to an occupied state. The second \( K \) value, however, corresponds to the \( K \) limit value where the surface state leaves being occupied. Among all the states, the intrinsic surface state stands out clearly. The contribution to the rate of this state is more than one order of magnitude higher than the magnitude of the contribution of the bulk states. This is mainly due to the Auger matrix elements, as obtained in the previous section of results.

In Fig. 8 the partial rates as a function of the band energy (measured from the Fermi level) are shown for Ag(100) and Ag(111). The relative importance of states at the bottom of the band increases after \( K \) summation is done. Among these latter states, the surface state still has a remarkable role in the partial rate, even if its effect results reduced as the total rate values are approached.

Finally, when the sum over the partial rates corresponding to different perpendicular energies is done, the total rates of neutralization are obtained. In Fig. 9 we show the results of this magnitude for different ion-surface distances. The rates for Ag(111) and Ag(100) surfaces decrease exponentially with the distance and their values differ approximately by a 30%.

Thus, one can conclude that the surface state enhances (111) neutralization rate values compared to those corresponding to the (100) surface, as can be seen in Fig. 9.

C. Ion fractions

The direct comparison with the experimental data must be done deriving from the neutralization rates the ion fractions that survive to the whole scattering event as described in Sec. II F. In this section, we compare our results with two recent experimental data sets.
outgoing from Ag behavior. They found that, around these data, measured by Wethekamtering conditions are obtained. The remarkable feature of perpendicular energy is of the order of eV and grazing scattering of the ion-surface distance.

Our calculation reproduces rather well the pronounced increase of the number of surviving ions as can be observed in Fig. 9. This sudden increase of the number of surviving ions increases considerably. The effect of changing the crystallographic orientation is investigated in the second experimental data set, presented in Fig. 11. Bandurin et al. measured the He+ ion fractions outgoing from Ag(111) and Ag(110) surfaces. They show that the results on Ag(110) are about an order of magnitude higher than those in Ag(111).

In the first one, He+ ions are scattered on a Ag(111) surface for a fixed value of the scattering angle, $\phi=1.35^\circ$, and the energy of incidence is varied in the range of 0.5 keV $< E_0 < 14$ keV. Hence, in the results shown in Fig. 10, the perpendicular energy is of the order of eV and grazing scattering conditions are obtained. The remarkable feature of these data, measured by Wethekam et al., is the low energy behavior. They found that, around $E_0=6$ keV, the ion fraction approaches a minimum and below this energy, the number of surviving ions increases considerably.

Our calculation includes results on ion fractions for Ag(111) and Ag(100) surfaces. Thus, the calculations for the Ag(100) surface allow us to extract a conclusion on the face dependence of ion fractions, since all the occupied states on (100) and (110) faces are bulk like at $\Gamma$.

The comparison between the experimental and theoretical results on Ag(111) shows a good agreement. The position of the minimum is correctly simulated and the overall behavior is qualitatively well reproduced. As was shown in Fig. 9, the rates of neutralization for Ag(100) and Ag(111) surfaces differ approximately by 30% for the whole range of ion-surface distances. These differences cause almost an order of magnitude of change in the ion fractions.

**IV. CONCLUSIONS**

In this paper we present results obtained for the Auger neutralization rates and the ion fraction surviving the scattering of He+ ions on different silver surfaces. We explain the difference between the ion fraction after He+ neutralization on Ag(111) and Ag(100) as due to the contribution of the occupied surface state present in Ag(111) and not in Ag(100). A thorough theoretical analysis permits us to understand the contribution of the surface state to the two main factors determining the value of the Auger neutralization rate, i.e., the matrix element and the surface response function that contains all the many-body effects. We find that the surface state plays a role in determining the value of the matrix element but not that of the surface response. Therefore, we can assess that it is not a many-body effect.

A comparison with the experimental data has been done for the ion fraction results presented by two different groups. The overall qualitative agreement with these data is good. We reproduce the behavior at low incident energies. The use of a repulsive potential for the trajectory simulations, results sufficient to obtain the sudden increase of the ion fraction at very low incident energies. The presence of an occupied surface state in the Ag(111) surface is the main reason to exist an order of magnitude of difference on the number of sur-
viving ions for the distinct faces, and thus, we can conclude that the surface state at the center of the Brillouin zone has an active role in the neutralization of ions scattered in such face.
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