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Abstract. We present an application of Hilbert quasi-polynomials to order domains, allowing the effective check of the second order-domain condition in a direct way. We also provide an improved algorithm for the computation of the related Hilbert quasi-polynomials. This allows to identify order domain codes more easily.

1. Introduction

Fundamental algebraic invariants of a standard-graded ring can be deduced from its Hilbert-Poincaré series and Hilbert polynomial. The Hilbert quasi-polynomial generalizes Hilbert polynomial from the standard grading case to more generalized weighted grading, but until [2] no effective algorithms for its computation were known.

Apart from its natural ideal-theoretical application, we believe that more practical applications can arise from its use, e.g. for the study of order domains and the related codes. We consider order domains as pairs of a quotient ring \( R/I \) and a generalized weighted degree ordering which satisfy some conditions that depend largely on the weights of monomials under the Hilbert staircase of the ideal \( I \) of \( R \).

An important research area in coding theory is that of algebraic geometric codes, which are known to achieve near-optimal performance since the seminal Goppa paper ([11]). A class of algebraic geometric codes that have received a lot of recent attention is formed by the so-called order domain codes ([7], [8]). These codes are defined by evaluating a polynomial vector space at points of a variety which is defined starting from an order domain, and as such they form a subclass of the so-called affine variety codes ([4], [15]). In [12], Høholdt, van Lint and Pellikaan introduced order domains for the first time. They showed how to deal with one-point geometric Goppa codes in the language of order domain theory. In [1], Andersen and Geil give an improved bound on the minimum distance of one-point geometric Goppa codes, an improved construction of one-point geometric Goppa codes and a generalization of the bound and the improved construction to algebraic structures of higher transcendence degrees. To derive these results, they consider first the problems in the most general set-up described by Miura in [18] and by Miura and Matsumoto [17].
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In this paper we present our application of Hilbert quasi-polynomials to order domains, which consists in verifying the order domain conditions in a direct way, once the Hilbert quasi-polynomial has been computed for a related quotient ring. This computation is effective thanks to our algorithm, that improves on that of [2] and can be specialized to the order domain case.

The remainder of this paper is organized as follows:

Section 2: here we provide some notation, preliminaries and known results on Hilbert functions, Hilbert quasi-polynomials, order domains and order domain codes.

Section 3: in this section we present some results on Hilbert quasi-polynomials, which lead to improvements in their effective calculation, and our main results Corollary 1 and Algorithm 10, which allow to decide effectively if the second order-domain condition is actually satisfied.

Section 4: we show some examples of application of our results. In particular, the most important family of affine-variety codes is that of codes coming from maximal curves, since these codes have large length. In this section we specialize our previous results to this family, showing some actual practical cases that can be solved easily.

Section 5: in this section we draw our conclusions and point at possible future improvements.

2. Preliminaries

In this section we fix some notation and recall some known results. We denote by \( \mathbb{N}_+ \) the set of positive integers, by \( K \) a field, by \( R := K[x_1, \ldots, x_n] \) the polynomial ring in \( n \) variables over \( K \), and by \( M = M(X) \) the set of all monomials in the variables \( x_1, \ldots, x_n \). We assign a weight \( w_i \in \mathbb{N}_+ \) to each variable \( x_i \), i.e. if \( X^{\alpha} = x_1^{\alpha_1} \cdots x_n^{\alpha_n} \in M \),

\[
    w(X^{\alpha}) := \alpha_1 w_1 + \cdots + \alpha_n w_n.
\]

Let \( \prec_{\mathbb{N}_+} \) and \( \prec_M \) be monomial orderings on \( \mathbb{N}_+^n \) and \( M \) respectively, and let \( W := [w_1, \ldots, w_n] \) be the vector of the variable weights. The generalised weighted degree ordering \( \prec_{W} \) defined from \( W \), \( \prec_{\mathbb{N}_+} \) and \( \prec_M \) is the ordering given by \( X^{\alpha} \prec_{W} X^\beta \), with \( X^{\alpha}, X^\beta \in M \), if either

\[
    w(X^{\alpha}) \prec_{\mathbb{N}_+} w(X^\beta) \quad \text{or} \quad \text{w}(X^\alpha) = \text{w}(X^\beta) \quad \text{and} \quad X^{\alpha} \prec_{M} X^\beta.
\]

Given \( f \in R \) and \( \prec_{W} \), \( \text{lm}(f) \) (resp. \( \text{lt}(f) \)) stands for the leading monomial (resp. leading term) of \( f \) w.r.t. \( \prec_{W} \). Let \( I \subseteq R \) be an ideal of \( R \), then we denote by \( \bar{I} := \text{in}_{\prec_{W}}(I) \) the initial ideal of \( I \), which is the ideal generated by \( \{ \text{lt}(f) \mid f \in I \} \), and by \( N_{\prec_{W}}(I) \) the Hilbert staircase of \( I \), which is the set of all monomials that are not leading monomials of any polynomial in \( I \). In the remainder of this paper, we suppose \( w_i \in \mathbb{N}_+ \), unless specified otherwise. When \( W = [1, \ldots, 1] \), the grading is called standard. The pair \( (R, \prec_{W}) \) stands for the polynomial ring with the generalised weighted degree ordering \( \prec_{W} \). A polynomial \( f \in (R, \prec_{W}) \) is called \( W \)-homogeneous if all non-zero terms of \( f \) have the same weight. An ideal \( I \subseteq (R, \prec_{W}) \) is called \( W \)-homogeneous if it is generated by a set of \( W \)-homogeneous polynomials.
2.1. Order Domains. In this section we are going to give the notion of order domain, which represents a relatively new tool in the study of algebraic geometric codes. We refer to [6] and [7].

Recall that an $\mathbb{K}$-algebra is a commutative ring with a unit that contains $\mathbb{K}$ as a unitary subring. The standard example of an $\mathbb{K}$-algebra is $R = \mathbb{K}[x_1, \ldots, x_n]$. 

Definition 1. Let $\Gamma$ be a semigroup and $\prec$ a well-ordering. An order function on an $\mathbb{K}$-algebra $R$ is a surjective function

$$\rho : R \to \Gamma \cup \{-\infty\}$$

such that the following conditions hold

(O.1) $\rho(f) = -\infty$ if and only if $f = 0$
(O.2) $\rho(af) = \rho(f)$ for all non-zero $a \in \mathbb{K}$
(O.3) $\rho(f + g) \leq \max\{\rho(f), \rho(g)\}$
(O.4) If $\rho(f) < \rho(g)$ and $h \neq 0$, then $\rho(fh) < \rho(gh)$
(O.5) If $f$ and $g$ are non-zero and $\rho(f) = \rho(g)$, then there exists a non-zero $a \in \mathbb{F}$ such that $\rho(f - ag) < \rho(g)$

for all $f, g, h \in R$.

Definition 2. Let $R$ be an $\mathbb{K}$-algebra, $(\Gamma, \prec)$ a well-order and $\rho : R \to \Gamma \cup \{-\infty\}$ an order function. Then $(R, \rho, \Gamma)$ is called an order domain over $\mathbb{K}$.

All order functions relevant in coding theory are actually weight functions.

Definition 3. Let $R$ be an $\mathbb{K}$-algebra. A weight function on $R$ is an order function on $R$ that satisfies furthermore

(O.6) $\rho(fg) = \rho(f) + \rho(g)$

for all $f, g \in R$. Here $-\infty + n = -\infty$ for all $n \in \mathbb{N}$.

Order domains and weight functions represent helpful tools to construct a large class of algebraic geometric codes. Actually, one can only use Groebner basis theoretical methods for constructing order domains and weight functions, instead of their formal definition, as showed by the following theorem.

Theorem 1. [6] Let $I$ be an ideal in $R = \mathbb{K}[x_1, \ldots, x_n]$ and assume $G$ is a Groebner basis for $I$ with respect to a generalized weighted degree ordering $\prec_W$, with $W \subseteq \mathbb{N}_+^n$. Suppose that

(C1) any $g \in G$ has exactly two monomials of highest weight in its support;
(C2) no two monomials in the staircase $\mathcal{N}_{\prec_W}(I)$ of $I$ are of the same weight.

Write $\Gamma = \{w(M) \mid M \in \mathcal{N}_{\prec_W}(I)\} \subseteq \mathbb{N}_+^n$. For $f \in \mathbb{K}[x_1, \ldots, x_n]/I$, denote by $F$ the unique remainder of any polynomial in $f$ after division with $G$. Then $R/I$ is an order domain with a weight function $\rho : R/I \to \Gamma \cup \{-\infty\}$ defined by $\rho(0) = -\infty$ and

$$\rho(f) = \max\{w(M) \mid M \in \text{Supp}(F)\} \text{ for } f \neq 0.$$

If $I$ and $\prec_W$ satisfy the hypotheses of Theorem 1, we call the pair $(R/I, \prec_W)$ an order domain.

Example 2. Let $g$ be a prime power and consider the so-called Hermitian polynomial $x^{q+1} - y^q - y$ and let $I$ be the ideal $I = (x^{q+1} - y^q - y) \subseteq \mathbb{F}_{q^2}[x, y]$, where $\mathbb{F}_{q^2}$ stands for a field with $q^2$ elements and $q$ is a prime power. We consider $\prec_W$ given...
by \( w(x) = q, w(y) = q + 1 \) and \( x \preceq_{\text{lex}} y \). Then \( G = \{x^{q+1} - y^q - y\} \) is a Groebner basis for \( I \), and it is not difficult to verify that \( I \) and \( \prec_w \) satisfy the order domain conditions (C1) and (C2), then \( (R/I, \prec_w) \) is an order domain.

One main advantage of Theorem 1 is that it allows to construct in a very easy way order domains of higher transcendence degree.

2.2. AFFINE-VARIETY CODES AND ORDER DOMAIN CODES. In this section, we present a class of codes, called affine-variety codes and defined in [4], obtained by evaluating functions in the coordinate ring of an affine variety on all the \( \mathbb{K} \)-rational points, i.e. points whose coordinates are in \( \mathbb{K} \), of the variety. Let \( I \) be any ideal in \( R := \mathbb{K}[x_1, \ldots, x_n] \), where \( \mathbb{K} := \mathbb{F}_q \) is the field with \( q \) elements. Put

\[
I_q := I + (x_1^q - x_1, x_2^q - x_2, \ldots, x_n^q - x_n).
\]

The points of the affine variety \( \mathcal{V}(I_q) \) defined by \( I_q \) are the \( \mathbb{F}_q \)-rational points of the affine variety defined by \( I \). Let \( \mathcal{V}(I_q) = \{P_1, P_2, \ldots, P_N\} \). Since \( I_q \) contains the polynomials \( x_i^q - x_i \) for all \( i = 1, \ldots, n \), it is a 0-dimensional and radical ideal. It follows that the coordinate ring

\[
R_q := R/I_q
\]

de \( \mathcal{V}(I_q) \) is an Artinian ring of length \( N \) and that there is an isomorphism \( \text{ev} \) of \( \mathbb{F}_q \)-vector spaces

\[
\text{ev} : R_q \rightarrow (\mathbb{F}_q)^N, \quad \bar{f} \mapsto (f(P_1), \ldots, f(P_N))
\]

where \( f \) is a representative in \( R \) of the residue class \( \bar{f} \). Let \( L \subseteq R_q \) be an \( \mathbb{F}_q \)-vector subspace of \( R_q \) of dimension \( k \). The image ev(\( L \)) of \( L \) under the evaluation map \( \text{ev} \) is called the affine-variety code and we denote it by \( C(I, L) \). The dual code \( C^\perp(I, L) \) is the orthogonal complement of \( C(I, L) \) with respect to the usual inner product on \( \mathbb{F}_q^N \).

**Theorem 3.** [4] Every linear code may be represented as an affine-variety code.

Let \( \mathcal{N}_{\prec_w}(I) \) be the Hilbert staircase of \( I \). If \( \text{Supp}(b_i) \subseteq \mathcal{N}_{\prec_w}(I_q) \), for all \( i = 1, \ldots, k \), and \( \text{Im}(b_1) \prec_w \text{Im}(b_2) \prec_w \cdots \prec_w \text{Im}(b_k) \), then the basis \( B \) is called well-behaving and we define \( \mathcal{L}(L) = \{\text{Im}(b_1), \ldots, \text{Im}(b_k)\} \).

Let \( G \) be a Groebner basis for \( I_q \). An ordered pair of monomials \( (m_1, m_2) \), with \( m_1, m_2 \) in \( \mathcal{N}_{\prec_w}(I_q) \), is said to be one-way-well-behaving (OWB) if for any \( f \) such that \( \text{Im}(f) = m_1 \) and \( \text{Supp}(f) \subseteq \mathcal{N}_{\prec_w}(I_q) \), we have

\[
\text{Im}(f m_2 \ 	ext{rem} \ G) = \text{Im}(m_1 m_2 \ 	ext{rem} \ G)
\]

where the notation “\( f \ 	ext{rem} \ G \)” stands for the remainder of \( f \) modulo \( G \).

**Theorem 4.** For any monomial ordering \( \prec \), the minimum distance of \( C(I, L) \) is at least

\[
\min_{p \in \mathcal{L}(L)} \left| \{s \in \mathcal{N}_{\prec}(I_q) \mid \exists h \in \mathcal{N}_{\prec}(I_q) \text{ s.t. } (p, h) \text{ is OWB, } \text{Im}(ph \ 	ext{rem} \ G) = s \} \right|
\]

and the minimum distance of \( C(I, L)^\perp \) is at least

\[
\min_{s \in \mathcal{N}_{\prec}(I_q) \setminus \mathcal{L}(L)} \left| \{p \in \mathcal{N}_{\prec}(I_q) \mid \exists h \in \mathcal{N}_{\prec}(I_q) \text{ s.t. } (p, h) \text{ is OWB, } \text{Im}(ph \ 	ext{rem} \ G) = s \} \right|.
\]

We are going to define the order domain codes, thus we can translate the results on their minimum distance given in Theorem 4 into the language of semigroup.
Definition 4. Let \((R/I, \prec_W)\) be an order domain and \(L \subseteq R_q\), the affine-variety code \(C(I, L)\) is called an order domain code.

Example 5. Let \(I = (x^{q+1} + y^q + y) \subseteq \mathbb{F}_q[x, y]\) and \(\prec_W\) be as in Example 2, with \(q = 2\). \((R/I, \prec_W)\) is an order domain and then the code from the curve \(x^3 - y^2 - y\) over \(\mathbb{F}_4\) is an order domain code.

We observe that this code is called Hermitian code since it is obtained by evaluating at the points of the Hermitian curve.

Observe that also other algebraic geometric codes, such as norm-trace codes, Reed-Solomon codes and Hyperbolic codes can be put into a form satisfying the order domain conditions ([8]).

Theorem 6. Let \((R/I, \prec_W)\) be an order domain and \(L \subseteq R_q\). The minimum distance of \(C(I, L)\) is at least

\[
\min_{\alpha \in \mathcal{L}(L)} \sigma(w(\alpha))
\]

and the minimum distance of \(C(I, L)^\perp\) is at least

\[
\min \{ \mu(w(h)) \mid h \in \mathcal{N}_c(I_q) \setminus \mathcal{L}(L) \} \geq \min \{ \mu(\lambda) \mid \lambda \in \Gamma \setminus w(\mathcal{L}(L)) \}
\]

and so it is at least

\[
(1) \hspace{1cm} \min \{ \mu(\lambda) \mid \lambda \in \Gamma \setminus w(\mathcal{L}(L)) \}
\]

where \(\Gamma := w(\mathcal{N}_c(I))\) is the semigroup of the variable weights, \(\mu(\lambda) := | \{ \alpha \in \Gamma \mid \exists \beta \in \Gamma \text{ s.t. } \alpha + \beta = \lambda \} |\), for \(\lambda \in \Gamma\), and \(\sigma(\alpha) := | \{ \lambda \in \mathcal{w}(\mathcal{N}(I_q)) \mid \exists \beta \in \Gamma \text{ s.t. } \alpha + \beta = \lambda \} |\), for \(\alpha \in \mathcal{w}(\mathcal{N}(I_q))\).

One of the advantages of the order domain approach to algebraic geometric codes is given by the bound on the distance (1) provided in previous theorem, since this is a bound that can be easily computed from the knowledge of the semigroup.

2.3. INTRODUCTION TO HILBERT QUASI-POLYNOMIALS. In the following we refer to [13] for standard notation.

Let \(I\) be a \(W\)-homogeneous ideal of \((R, \prec_W)\). The component of \(R/I\) of degree \(k \in \mathbb{N}\) is given by

\[
(R/I)_k := \{ f \in R/I \mid w(m) = k \ \forall m \in \text{Supp}(f) \}.
\]

The Hilbert function \(H^W_{R/I} : \mathbb{N} \to \mathbb{N}\) of \((R/I, \prec_W)\) is defined by

\[
H^W_{R/I}(k) := \dim_{\mathbb{K}}((R/I)_k)
\]

and the Hilbert-Poincaré series of \((R/I, \prec_W)\) is given by

\[
HP^W_{R/I}(t) := \sum_{k \in \mathbb{N}} H^W_{R/I}(k) t^k \in \mathbb{N}[t].
\]

When the grading given by \(W\) is clear from the context, we denote the Hilbert function and the Hilbert-Poincaré series of \((R/I, \prec_W)\) by \(H_{R/I}\) and \(HP_{R/I}\), respectively.

By the Hilbert-Serre theorem, the Hilbert-Poincaré series of \((R/I, \prec_W)\) is a rational function, which is

\[
HP_{R/I}(t) = \frac{h(t)}{\prod_{i=1}^{n} (1 - t^{w_i})} \in \mathbb{Z}[t].
\]
We recall that a function \( f : \mathbb{N} \to \mathbb{N} \) is a quasi-polynomial of period \( s \) if there exists a set of \( s \) polynomials \( \{p_0, \ldots, p_{s-1}\} \) in \( \mathbb{Q}[x] \) such that \( f(n) = p_i(n) \) when \( n \equiv i \mod s \). Let \( d := \text{lcm}(w_1, \ldots, w_n) \) and let \((R/I, \prec_W)\) be as above. We now refer to [21] for Hilbert quasi-polynomial theory. There exists a unique quasi-polynomial \( P^W_{R/I} := \{p_0, \ldots, p_{d-1}\} \) of period \( d \) such that \( H_{R/I}(k) = P^W_{R/I}(k) \) for all \( k \) sufficiently large (that we denote with \( k \gg 0 \)), i.e.
\[
H_{R/I}(k) = P_i(k) \quad \forall i \equiv k \mod d \quad \text{and} \quad \forall k \gg 0.
\]
\( P^W_{R/I} \) is called the Hilbert quasi-polynomial associated to \((R/I, \prec_W)\). Observe that if \( d = 1 \), then \( P^W_{R/I} \) is a polynomial, and it is simply the Hilbert polynomial. We underline that the Hilbert quasi-polynomial does not depend on the chosen monomial ordering \( \prec_M \), but only on the variable weights. It consists of \( d \) polynomials, which are not necessarily distinct. The minimum integer \( k_0 \in \mathbb{N} \) such that \( H_{R/I}(k) = P^W_{R/I}(k) \forall k \geq k_0 \) is called generalized regularity index and we denote it by \( r^W(R/I) \). All the polynomials of the Hilbert quasi-polynomial \( P^W_{R/I} \) have rational coefficients and the same degree \( r \leq n - 1 \), where the equality holds if and only if \( I = (0) \). In this latter case, the leading coefficient \( a_{n-1} \) is the same for all \( P_i \), with \( i = 0, \ldots, d-1 \), and \( a_{n-1} = \frac{1}{(n-1)! \prod_{i=1}^{d-1} w_i} \).

3. Computational improvements for Hilbert quasi-polynomials, with an application to order domains

In this section we present an algorithm for an effective computation of Hilbert quasi-polynomials and we show how to exploit them for checking order domain conditions.

We have improved the Singular procedures showed in [2] to compute the Hilbert quasi-polynomial for rings \( \mathbb{K}[x_1, \ldots, x_n]/I \).

Before showing the algorithm and our improvement, we give some preliminary results.

**Theorem 7.** [19] Let \( \alpha_1, \ldots, \alpha_d \) be a fixed sequence of complex numbers, \( d \geq 1 \) and \( \alpha_d \neq 0 \). The following condition on a function \( f : \mathbb{N} \to \mathbb{C} \) are equivalent:

(i) \[
\sum_{n \geq 0} f(n)x^n = \frac{P(x)}{Q(x)},
\]
where \( Q(x) = 1 + \alpha_1 x + \cdots + \alpha_d x^d \) and \( P(x) \) is a polynomial in \( x \) of degree less than \( d \).

(ii) For all \( n \geq 0 \), \( f(n+d) + \alpha_1 f(n+d-1) + \cdots + \alpha_d f(n) = 0 \).

(iii) For all \( n \geq 0 \),
\[
f(n) = \sum_{i=1}^{k} P_i(n) \gamma_i^n,
\]
where \( 1 + \alpha_1 x + \cdots + \alpha_d x^d = \prod_{i=1}^{k} (1 - \gamma_i x)^{d_i} \), the \( \gamma_i \)'s are distinct, and \( P_i(n) \) is a polynomial in \( n \) of degree less than \( d_i \).
Proposition 1. [19] Let \( f : \mathbb{N} \to \mathbb{C} \) and suppose that

\[
\sum_{n \geq 0} f(n)x^n = \frac{P(x)}{Q(x)}
\]

where \( P, Q \in \mathbb{C}[x] \). Then there is a unique finite set \( E_f \subset \mathbb{N} \) and a unique function \( f_1 : E_f \to \mathbb{C}^* = \mathbb{C} \setminus \{0\} \) such that the function \( g : \mathbb{N} \to \mathbb{C} \) defined by

\[
g(n) = \begin{cases} f(n) & \text{if } n \notin E_f, \\ f(n) + f_1(n) & \text{if } n \in E_f. \end{cases}
\]

satisfies \( \sum_{n \geq 0} g(n)x^n = R(x)/Q(x) \), where \( R \in \mathbb{C}[x] \) and \( \deg R < \deg Q \). Moreover, assuming \( E_f \neq \emptyset \) (i.e. \( \deg P \geq \deg Q \)), define \( m(f) = \max\{i : i \in E_f\} \). Then:

(i) \( m(f) = \deg P - \deg Q \),

(ii) \( m(f) \) is the largest integer \( n \) for which (2) fails to hold,

(iii) writing \( Q(x) = \prod_{i=1}^{k} (1 - \gamma_i x)^{d_i} \) as above, there are unique polynomials \( P_1, \ldots, P_k \) for which (3) holds for \( n \) sufficiently large. Then \( m(f) \) is the largest integer \( n \) for which (3) fails.

Thanks to these two results, we are able to compute the generalized regularity index of \( R/I \), once computed the Hilbert-Poincaré series of \( R/I \).

Proposition 2. Let \( (R/I, \prec_W) \) be as usual and let \( HP^W_{R/I}(t) = \frac{h(t)}{g(t)} \). Then the generalized regularity index of \( R/I \) is given by

\[
\text{ril}^W(R/I) = \max\{0, \deg h(t) - \deg g(t) + 1\}.
\]

Proof. By Theorem 7 and Proposition 1, and since

\[
\sum_{k \geq 0} H_{R/I}(k)t^k = \frac{h(t)}{g(t)}
\]

with \( g(t) = \prod_{i=1}^{n}(1 - t^{w_i}) = \prod_{j=0}^{d-1}(1 - \zeta^j t)^{\alpha_j} \), where \( \zeta \) is a primitive \( d \)-th root of unity and \( \sum_{i=1}^{n} w_i = \sum_{j=0}^{d-1} \alpha_j = \deg g(t) \), we obtain that, for all \( k \geq k_0 \) with

\[
k_0 = \begin{cases} 0 & \text{if } \deg h(t) < \deg g(t) \\ \deg h(t) - \deg g(t) + 1 & \text{if } \deg h(t) \geq \deg g(t) \end{cases},
\]

the Hilbert function can be written as

\[
H_{R/I}(k) = \sum_{i=0}^{d-1} S_i(k)\zeta^{ik}
\]

where \( S_i(k) \) is a polynomial in \( k \) of degree less than \( \alpha_i \). Then, by uniqueness of the Hilbert quasi-polynomial of period \( d \), we deduce that the \( i \)-th polynomial of \( P_{R/I} \) is given by \( P_i(t) := \sum_{j=0}^{d-1} S_j(t)\zeta^{ij} \) and that \( H_{R/I}(k) = P_i(k) \) for \( k \geq k_0 \) and \( k \equiv i \mod d \).

Remark 1. Since \( HP^W_R(t) = \frac{1}{\prod_{i=1}^{n}(1 - t^{w_i})} \), the generalized regularity index of \( R \) is 0.

Thanks to the following two results we can recover \( HP^W_{R/I}(k) \) from \( HP^W_R(k) \) and \( P^W_{R/I} \) from \( P^W_R \), where \( W \) is obtained by \( W' \) dividing each \( w_i \in W' \) by \( \gcd(W') \).
Lemma 1. \( \text{Let } P \text{ be as usual, we wish to compute its Hilbert quasi-polynomial } H_R^{W}(k) \).

\[
H_R^{W}(k) = \sum_{i=0}^{s} h_i H_R^{W}(k - i)
\]

for all \( k \geq 0 \), with \( H_R^{W}(k) = 0 \) for all \( k < 0 \).

Proof. Since

\[
\text{HP}_R(t) = \sum_{k \geq 0} H_R(k) t^k = \frac{1}{\prod_{i=1}^{n}(1 - t^{w_i})}
\]

we have

\[
\text{HP}_{R/I}(t) = \sum_{k \geq 0} H_{R/I}(k) t^k = \frac{h(t)}{\prod_{i=1}^{n}(1 - t^{w_i})} = \left( \sum_{k \geq 0} H_R(k) t^k \right) \left( \sum_{j=0}^{s} h_j t^j \right)
\]

where \( H_R(k) = 0 \) for all \( k < 0 \). Therefore, \( H_{R/I}(k) = \sum_{j=0}^{s} h_j H_R(k - j) \), for all \( k \geq 0 \).

\[\square\]

Lemma 1. \( \text{Let } W' := a \cdot W = [w'_1, \ldots, w'_n] \text{ for some } a \in \mathbb{N}_+ \text{ and let } H_R^W = \sum_{j=0}^{s} h_j t^j \frac{1}{\prod_{i=1}^{n}(1 - t^{w_i})}. \) Then it holds:

1. \( \text{HP}_{R/I}^W(k) = \sum_{j=0}^{s} h_j P_R(k - j) \) for all \( k \geq 1 \)
2. \( P_R = \{P'_0, \ldots, P'_{d-1}\} \) is such that

\[
P'_i(x) = \begin{cases} 0 & \text{if } a \nmid i \\ P_{\frac{x}{a}} & \text{if } a \mid i \end{cases}
\]

3.1. Algorithm for computing Hilbert quasi-polynomials. Let \( (R/I, <_W) \) be as usual, we wish to compute its Hilbert quasi-polynomial \( P_R^W = \{P'_0, \ldots, P'_{d-1}\} \).

Since we know some degree bounds for Hilbert quasi-polynomials, we can compute them by means of interpolation.

First of all, let us consider \( I = (0) \) and \( W \) such that the \( w_i \)'s have no common factor. Each \( P_j \) has degree equal to \( n - 1 \), so, given \( j = 0, \ldots, d-1 \), we want to calculate \( P_j(x) := a_0 + a_1 x + \cdots + a_{n-1} x^{n-1} \) such that

\[
P_j(k) = H_R(k) \quad \forall k \geq 0 \quad \text{and} \quad k \equiv j \mod d
\]

Therefore, let us consider the first \( n \) positive integers \( x_r \) such that \( P_j(x_r) = H_R(x_r) \)

\[
x_r := j + rd, \quad \text{for } r = 0, \ldots, n - 1.
\]

By construction, the polynomial \( P_j(x) \) interpolates the points \( (x_r, H_R(x_r)) \).

Since we know the leading coefficient \( a_{n-1} \), we can reduce the number of interpolation points \( x_r \), and we get a system of linear equations in the coefficients \( a_i \).
Lemma 2. Let $\alpha_1, \ldots, \alpha_n$ be distinct and non-zero values and the degree of $f$ the power series expansion of a rational function. Let $g(x)$ be a power series expansion of Equation (5). We refer to [14] for an in-depth analysis on the problem of calculating $H_R(x_r)$, for $r = 0, \ldots, n - 2$.

Let $k \in \mathbb{N}$. The problem of calculating $H_R(k)$ is equivalent to the problem of determining the number of partitions of an integer into elements of a finite set $S := \{w_1, \ldots, w_n\}$, that is, the number of solutions in non-negative integers, $\alpha_1, \ldots, \alpha_n$, of the equation

$$\alpha_1 w_1 + \cdots + \alpha_n w_n = k$$

This problem was solved in [20], [10] and the solution is the coefficient of $x^k$ in the following power series

$$\frac{1}{(1 - x^{w_1}) \cdots (1 - x^{w_n})}.$$  

We are going to give an efficient method for getting the coefficient of $x^k$ in the power series expansion of Equation (5). We refer to [4] for an in-depth analysis on the power series expansion of a rational function. Let

$$g(x) = \prod_{i=1}^{k} (1 - \lambda_i x)^{\alpha_i} \quad \text{and} \quad f(x) = \prod_{i=k+1}^{l} (1 - \lambda_i x)^{\alpha_i}$$

be polynomials in $\mathbb{C}[x]$, where $\alpha_1, \ldots, \alpha_l$ are non-negative integers, all $\lambda_i$'s are distinct and non-zero and the degree of $f(x)$ is less than that of $g(x)$.

Lemma 2. Let

$$f(x) \big/ g(x) = \sum_{n \geq 0} b(n)x^n$$

the power series expansion of $f(x)/g(x)$. Then,

$$b(n) = \sum_{r=1}^{n} \left( \sum_{i=1}^{k} \alpha_i \lambda_i^r - \sum_{i=k+1}^{l} \alpha_i \lambda_i^r \right) b(n-r).$$

Let $\zeta := \zeta_d$ be a primitive $d$th root of unity. Since

$$\prod_{i=1}^{n}(1 - x^{w_i}) = \prod_{j \in T_n} (1 - \zeta^j x)^{\alpha_j} \prod_{j \in T_{n-1}} (1 - \zeta^j x)^{\alpha_j-1} \cdots \prod_{j \in T_1} (1 - \zeta^j x)$$

for some pairwise disjoint subsets $T_1, \ldots, T_n \subseteq \{0, \ldots, d-1\}$, we can apply Lemma 2 with $g(x) := \prod_{i=1}^{k}(1 - x^{w_i})$ and $f(x) = 1$. Observing that any $j$ in $\{0, \ldots, d-1\}$ appears in exactly one of the $T_i$'s, say $T_i$, and that $\zeta^j$ appears $i$ times in the product, we obtain the following recursive formula for computing $H_R(k)$

$$H_R(k) = \frac{1}{k} \sum_{r=1}^{k} \left( \sum_{i=1}^{n} i \left( \sum_{j \in T_i} \zeta^{jr} \right) \right) H_R(k-r).$$
It follows that if we know $H_R(i)$ for all $i = 1, \ldots, k - 1$, we can easily compute $H_R(k)$ by means of (6).

Given an equation $\alpha_1 w_1 + \cdots + \alpha_n w_n = k$ the problem of counting the number of non-negative integer solutions $\alpha_1, \ldots, \alpha_n$ could be solved also using brute force. But, given $k \in \mathbb{N}$, to compute $H_R^W(k)$ with brute force needs $O(k^n)$ operations, whereas the procedure which we have implemented has a quadratic cost in $k$, in fact it needs $O(nk^2)$ operations ([2]).

Up to now we have shown how to calculate $P^W_R$. For computing a Hilbert quasi-polynomial $P^W_{R/I} = \{P_0, \ldots, P_{d-1}\}$, for any vector $W$ and any homogeneous ideal $I$ of $R$, the procedure computes first $P^W_R$, where $W$ is obtained by dividing $W$ by $\gcd(w_1, \ldots, w_n)$, and then it produces $P^W_{R/I}$ starting from $P^W_R$, using the relation between $P^W_R$ and $P^W_{R/I}$ showed in Lemma 1.b.

We reduced the complexity of the algorithm presented in [2] by exploiting formulas for the 2th and 3rd coefficient of the Hilbert quasi-polynomial of $R$, whenever possible, and by computing the values of the Hilbert function once, instead of $d$ times. In particular, the considered formulas, which are defined in [2], allow to reduce the dimension of the linear system (4) to be solved in order to compute the Hilbert quasi-polynomials $P^W_R$. We compare experimentally the difference of speed of the two algorithms for computing $H^W_R$, that in [2] and ours, with $R = \mathbb{K}[x_1, \ldots, x_n]$ where $n \in \{2, \ldots, 5\}$ and $W$ a random vector of weights $w_i \in \{1, \ldots, 12\}$. The following table summarizes the results obtained using an Intel(R) Core(TM) i3-6100 CPU @ 3.70 GHz processor and 8 GB of RAM.

| n | W     | Old Algorithm Time in ms | New Algorithm Time in ms |
|---|-------|--------------------------|-------------------------|
| 2 | [1,3] | 20                       | 0                       |
| 3 | [2,5,12] | 3300                    | 580                     |
| 4 | [1,4,5,8] | 1080                    | 140                     |
| 5 | [2,2,6,9,12] | 5340                    | 230                     |

For $n \geq 6$, we have to choose suitably low weights $w_i$, otherwise we encounter software limitation of Singular. For example, for $n = 6$ we set $W = \{1,1,1,2,2,9\}$, and the old algorithm obtains some Int-overflow errors, and then it computes wrongly 4 of the 18 polynomials of $H^W_R$, in 1050 ms, whereas our algorithm computes correctly all the 18 polynomials in 100 ms.

3.2. Hilbert quasi-polynomials for order domain codes. To test if a pair $(R/I, \prec_W)$ satisfies the order domain condition (C1), it suffices to compute a Groebner basis of $I$ w.r.t. $\prec_W$ and, for each polynomial in the basis, to check the two monomials of highest weight. Whereas, for the condition (C2) we would need to study the ideal $I$ or the semigroup $N_{\prec_W}(I)$. We give an alternative and efficient way to establish if the condition (C2) is respected by $I$ and $\prec_W$.

**Theorem 8.** Let $(R/I, \prec_W)$ be as usual. The following are equivalent:

(i) $I$ and $\prec_W$ satisfy the order domain condition (C2);
(ii) $H_{R/I}(k) \in \{0, 1\}$ for all $0 \leq k < n^W(R/\bar{I})$ and each $P_i$ in $P^W_{R/I}$ is the constant polynomial 0 or 1.

**Proof.** Since $N_{\prec_W}(I) = \{\text{lm}(f) \mid f \in R/\bar{I}\}$, then $H_{R/I}(k) = | \{m \in N_{\prec_W}(I) \mid w(m) = k\} |$. We observe that condition (C2) can be equivalently formulated as
requiring that for any possible weight there is at most one monomial in \( N_{\leq w}(I) \) enjoying that weight. In terms of Hilbert function, this condition is then equivalent to
\[
H_{R/I}(k) \in \{0,1\} \text{ for all } k \geq 0.
\]
Recalling that \( H_{R/I} \) will be eventually equal to the quasi-polynomial \( P_{R/I}^W = \{P_0, \ldots, P_{d-1}\} \), our assertion follows. \( \square \)

**Remark 2.** The only requirement that each \( P_i \) in \( P_{R/I}^W \) is the constant polynomial 0 or 1 does not imply (i), as we now show. Let \( R = \mathbb{K}[x_1, x_2] \) with standard grading, and \( I = (x_1^2, x_1x_2) \subseteq R \). The Hilbert polynomial is the constant polynomial 1 but \( H_{R/I}(1) = 2 \), then \( I \) does not satisfy (C2). That is because \( H_{R/I}(k) = P_{R/I}^W(k) \) for all \( k \geq \text{ri}^W(R/I) \), but \( P_{R/I}^W \) does not give any information for \( k < \text{ri}^W(R/I) \).

**Corollary 1.** Let \( (R/I, \prec_W) \) be as usual, \( \bar{I} = \text{in}(I) \) and \( \mathcal{G} \) a Groebner basis for \( I \). If
\begin{itemize}
  \item any \( g \in \mathcal{G} \) has exactly two monomials of highest weight in its support, and
  \item \( H_{R/I}(k) \in \{0,1\} \) for all \( 0 \leq k < \text{ri}^W(R/I) \) and each \( P_i \) in \( P_{R/I}^W \) is the constant polynomial 0 or 1.
\end{itemize}
en then \( (R/I, \prec_W) \) is an order domain.

**Example 9.** Let \( (R/I, \prec_W) \) be as in Example 5. The Hilbert-Poincaré series of \( (R/I, \prec_W) \) is given by \( \text{HP}_{R/I}(t) = \frac{1 - t^n}{(1 - t^2)(1 - t)} \), then \( \text{ri}^W(R/I) = 2 \). The Hilbert quasi-polynomial is \( P_{R/I} = \{P_0, \ldots, P_5\} \), with \( P_i = 1 \) for all \( i = 0, \ldots, 5 \). Since \( H_{R/I}(k) = P_{R/I}(k) \) for all \( k \geq 2 \), we have only to check \( H_{R/I}(1) \) which is obviously equal to 0, since 1 is a gap in the semigroup \( \Gamma = \langle 2, 3 \rangle \).

Now we are ready to describe the following

**Algorithm 10** (Check Order Domain).
\begin{itemize}
  \item **Input:** \((R/I, \prec_W)\).
  \item **Output:** \( \text{IsOrderDomain} \in \{\text{True, False}\} \).
  \begin{enumerate}
    \item \text{IsOrderDomain} := \text{False};
    \item Compute a Groebner basis \( \mathcal{G} \) for \( I \);
    \item If \( w(\text{lt}(g)) = w(\text{lt}(g - \text{lt}(q))) \) for all \( g \in \mathcal{G} \), then
      \begin{enumerate}
        \item Let \( k_1 := \max(\text{ri}^W(R/I), d(n - 1)) \);
        \item Compute \( H_R(k) \) for all \( 1 \leq k < k_1 \);
        \item If \( H_{R/I}(k) \in \{0,1\} \) for all \( 1 \leq k < k_1 \) and each \( P_i \in P_{R/I} \) is 0 or 1, then
          \text{IsOrderDomain} := \text{True}.
      \end{enumerate}
    \item Return \text{IsOrderDomain}.
  \end{enumerate}
\end{itemize}

We recall the results necessary to the description of the algorithm.
\begin{itemize}
  \item Line 3. We check the condition (C1) of Corollary 1. If it is satisfied we test the second one.
  \item Line 3a-3b. We compute the first \( k_1 \) values of the Hilbert function of the polynomial ring \( R \) using Equation (6), where \( k_1 \) is the maximum between \( d(n - 1) \), that is the number of interpolation points, and the regularity index, \( \text{ri}^W(R/I) \), which is known thanks to Proposition 2, where \( \text{deg } h(t) \) is computed by Singular.
\end{itemize}
Let \( \bar{I} \subseteq R/I \) be an ideal such that its initial ideal \( \bar{I} \subseteq \mathbb{K}[x_1, \ldots, x_{n-1}] \), up to a reordering of variables. If each polynomial in the Hilbert quasi-polynomial of \( R/I \) is 0 or 1, then \( H_{R/I}(\bar{k}) \not\in \{0, 1\} \) for all \( \bar{k} \geq 0 \).

**Proof.** Suppose by contradiction \( H_{R/I}(\bar{k}) \not\in \{0, 1\} \) for some \( \bar{k} \geq 0 \), then there exist two distinct monomials \( m_1, m_2 \in R/I \) with the same weight \( \bar{k} \). For all \( \alpha \geq 0 \) also the monomials \( m_1 x_\alpha^n, m_2 x_\alpha^n \in R/I \), and they are distinct with the same weight \( \bar{k} + \alpha \cdot w_n \). In particular, it holds also for \( \bar{k} + \alpha \cdot w_n \geq \text{ri}_W(R/I) \), but this contradicts our hypothesis on the Hilbert quasi-polynomial of \( R/I \).

We would like to point out an interesting aspect of our approach. For our computation of Hilbert quasi-polynomials it is essential to work in a characteristic-0 field. In our applications, e.g. to coding theory, we can have positive characteristic fields for the order domain. However, the actual field matters only for the computation of the Groebner basis of \( I \). Once the Groebner basis has been obtained, the monomials under the Hilbert staircase are the same for any field and so we can consider the leading monomials of the obtained Groebner basis as if they were on a characteristic-zero field.

## 4. Applications to codes from maximal curves

A maximal curve over a finite field \( \mathbb{F}_q \) is a projective geometrically irreducible non-singular algebraic curve defined over \( \mathbb{F}_q \) whose number of \( \mathbb{F}_q \)-rational points attains the Hasse-Weil upper bound

\[
q + 1 + 2\sqrt{q};
\]

where \( g \) is the genus of the curve. Maximal curves, especially those having large genus with respect to \( q \), are known to be very useful in coding theory. In this section, we show some examples of affine-variety codes constructed over maximal curves, which are also order domains.

**Example 11.** Let \( \chi \subseteq \mathbb{P}^3 \) is a \( \mathbb{F}_{49} \)-maximal curve of genus \( g = 7 \) ([3]) whose affine plane curve is

\[
y^{16} = x(x + 1)^6.
\]

Let \( I = (y^{16} - x(x + 1)^6) \subseteq \mathbb{F}_{49}[x, y] \) and let \( <_{\text{lex}} \) be given by \( w(x) = 16, w(y) = 7 \) and \( x <_{\text{lex}} y \). It is easy to verify that \( I \) and \( <_{\text{lex}} \) satisfy the order domain condition (C1). Let us check condition (C2). Obviously, \( I = (y^{16}) \). With our algorithm we have computed the Hilbert quasi-polynomial \( P_{R/I} = \{P_0, \ldots, P_{111}\} \), and each \( P_i \) is equal to 1. With Singular we have computed \( \text{HP}_{R/I}(t) = \frac{1-t^{112}}{(1-t)(1-t^{11})} \) and so \( \text{ri}_W(R/I) = 90 \), which means that we are left with computing \( H_{R/I}(\bar{k}) \), with \( 0 < k < 90 \). With our recursive algorithm we can easily see that all obtained values are in \( \{0, 1\} \). Then we can conclude that \( (R/I, <_{\text{lex}}) \) is an order domain.

In the previous example we could avoid to compute the Hilbert function for values less than 90, thanks to the following lemma.

**Proposition 4.** Let \( I \subseteq \mathbb{K}[x_1, \ldots, x_n] \) be an ideal such that its initial ideal \( \bar{I} \subseteq \mathbb{K}[x_1, \ldots, x_{n-1}] \), up to a reordering of variables. If each polynomial in the Hilbert quasi-polynomial of \( R/I \) is 0 or 1, then \( H_{R/I}(\bar{k}) \not\in \{0, 1\} \) for all \( \bar{k} \geq 0 \).

**Proof.** Suppose by contradiction \( H_{R/I}(\bar{k}) \not\in \{0, 1\} \) for some \( \bar{k} \geq 0 \), then there exist two distinct monomials \( m_1, m_2 \in R/I \) with the same weight \( \bar{k} \). For all \( \alpha \geq 0 \) also the monomials \( m_1 x_\alpha^n, m_2 x_\alpha^n \in R/I \), and they are distinct with the same weight \( \bar{k} + \alpha \cdot w_n \). In particular, it holds also for \( \bar{k} + \alpha \cdot w_n \geq \text{ri}_W(R/I) \), but this contradicts our hypothesis on the Hilbert quasi-polynomial of \( R/I \). \( \square \)
Remark 3. If $I$ and $\prec_W$ satisfy the hypothesis of Proposition 4, then $(R/I, \prec_W)$ is an order domain.

Example 12. Let $q > 2$ be a prime power. The GK-curve, introduced by Giulietti and Korchmaros in [9], is the curve $C_3 \subseteq P^3$ defined over $F_q^4$ by the affine equations
\[
v^{q+1} = u^q + u \quad \text{and} \quad w^{q+1} = vh(u)
\]
where $h(u) = (u^q + u)^{q-1} - 1$. This curve is maximal over $F_q^4$ and it is so far the only known example of a maximal curve which cannot be dominated by the Hermitian curve. It turns out in [5] that $C_3$ can also be defined by the equations
\[
v^{q+1} = u^q + u \quad \text{and} \quad w^{q+1} = v^q - v.
\]
We are going to investigate if $C_3$, with an opportune generalized weighted degree ordering $\prec_W$, defines an order domain. Let $q = 3$, and $I = (v^4 - u^3 - u, w^7 - v^9 + v) \subseteq F_q[u,v,w]$ with $u \prec_\text{lex} v \prec_\text{lex} w$. Obviously, $G = \{v^4 - u^3 - u, w^7 - v^9 + v\}$ is a Groebner basis for $I$ and $I = (v^4, w^7)$. In order to satisfy condition (C1), we set $W = [28, 21, 27]$. Note that, up to a constant factor, $W$ is unique. Since lcm$(28, 21, 27) = 756$, we have computed the Hilbert quasi-polynomial $P_{R/I} = \{P_0, \ldots, P_{755}\}$ of $(R/I, \prec_W)$. Since each $P_i$ turns out to be 1, thanks to the remark above, we can conclude that $(R/I, \prec_W)$ is an order domain.

Let us show a last example for which the condition $(C2)$ does not hold.

Example 13. Let $R(\ell)$ be the Ree curve defined by
\[
R(\ell) : \begin{cases} y^\ell - y = x^{\ell_0}(x^\ell - x) \\ z^\ell - z = x^{\ell_0}(y^\ell - y) \end{cases} \quad \text{with } \ell_0 = 3^r, \ r \geq 0, \ \ell = 3\ell_0^2.
\]
$R(\ell)$ is $F_q$-maximal for $q = \ell^6$. Consider $r = 0$ and $\ell_0 = 1$, then $I = (x^4 - x^2 - y^3 + y, xy^3 - xy - z^3 + z) \subseteq R = F_3[w][x, y, z]$ with $z \prec_\text{lex} y \prec_\text{lex} x$. The set $G = \{x^4 - x^2 - y^3 + y, xy^3 - xy - z^3 + z\}$ is a Groebner basis for $I$ and $I = (x^4, xy^3)$. In order to verify condition (C1), we choose as generalized weighted degree ordering $\prec_W$ that defined by $W = [3, 4, 5]$. The computation of the Hilbert quasi-polynomial for $(R/I, \prec_W)$ gives 60 distinct polynomials of degree 1, it means that $(R/I, \prec_W)$ is not an order domain.

5. Conclusions and further comments

Algorithm 10 allows to decide effectively if a quotient ring can be seen as an order domain w.r.t. a generalized weighted degree ordering. It can be applied to coding theory, and it can indeed solve some interesting examples, as we have shown, and as such we believe it can become a convenient tool for coding theorists working with algebraic geometric codes.

We see at least two paths to follow in order to increase the impact of our approach, as we elaborate below.

An advantage of order domain codes (with respect to more traditional codes over curves) is that we can build them on higher dimensions variety, e.g. the surface in Example 51 [1]. The higher dimension requires generalized weighted degree orderings $\prec_W$, with $W \in (N_0^r)^n$ and $r \geq 2$, that cannot be tackled by our present theory and algorithms. Therefore, we believe that this extension is natural and worth studying.
In addition, our algorithm is well-suited when a given variety has been chosen to build the code. Often it happens that we know an infinite family of varieties that would be ideal to build codes on them, e.g. known families of maximal curves. In this situation we would need to adapt our computational approach to a more theoretical one, in order to use the core ideas of our algorithm for generating general proofs.

**Acknowledgments**

These results are included in the first author’s PhD thesis and so she would like to thank her supervisors: the other two authors. The authors would like to thank the referee for valuable suggestions.

**References**

[1] H. E. Andersen and O. Geil, Evaluation codes from order domain theory, *Finite Fields Appl.*, 14 (2008), 92–123.

[2] M. Caboara and C. Mascia, A partial characterization of Hilbert quasi-polynomials in the non-standard case, *arXiv:1607.05468*, (2016).

[3] S. Fanali, M. Giulietti and I. Platoni, On maximal curves over finite fields of small order, *Adv. Math. Commun.*, 6 (2012), 107–120.

[4] J. Fitzgerald and R. F. Lax, Decoding affine variety codes using Gröbner bases, *Des. Codes Cryptogr.*, 13 (1998), 147–158.

[5] A. Garcia, C. Güneri and H. Stichtenoth, A generalization of the Giulietti–Korchmáros maximal curve, *Advances in Geometry*, 10 (2010), 427–434.

[6] O. Geil, Algebraic geometry codes from order domains, In M. Sala, T. Mora, L. Perret, S. Sakata and C. Traverso, *Groebner Bases, Coding, and Cryptography*, RISC Book Series, Springer, (2009), 121–141.

[7] O. Geil and R. Pellikaan, On the structure of order domains, *Finite Fields Appl.*, 8 (2002), 369–396.

[8] O. Geil, Evaluation codes from an affine-variety codes perspective, *Advances in Algebraic Geometry Codes*, Ser. Coding Theory Cryptol, 5 (2008), 153–180.

[9] M. Giulietti and G. Korchmáros, A new family of maximal curves over a finite field, *Mathematische Annalen*, 343 (2009), 229–245.

[10] J. W. L. Glaisher, Formulae for partitions into given elements, derived from Sylvester’s theorem, *Quart. J. Math.*, 40 (1909), 275–348.

[11] V. D. Goppa, Codes associated with divisors, *Problem of Inform. Trans.*, 13 (1977), 33–39.

[12] T. Høholdt, J. van Lint and R. Pellikaan, Algebraic geometry of codes, In *Handbook of Coding Theory*, V. S. Pless and W.C. Huffman, 1/2 (1998), 871–961.

[13] M. Kreuzer and L. Robbiano, *Computational Commutative Algebra 2*, Springer Science & Business Media, 2005.

[14] D. V. Lee, On the power-series expansion of a rational function, *Acta Arithmetica*, 62 (1992), 229–255.

[15] C. Marcolla, E. Orsini and M. Sala, Improved decoding of affine-variety codes, *Journal of Pure and Applied Algebra*, 216 (2012), 1533–1565.

[16] R. Matsumoto, Miura’s Generalization of One-Point AG codes is Equivalent to Høholdt, van Lint and Pellikaan’s generalization, *IEICE Trans. Fund.*, E82-A,10, (1999), 2007–2010.

[17] R. Matsumoto and S. Miura, On the Feng-Rao bound for the L-construction of algebraic geometry codes, *IEICE TRANSACTIONS on Fundamentals of Electronics, Communications and Computer Sciences*, 83 (2000), 923–926.

[18] S. Miura, *Linear Codes on Affine Algebraic Varieties*, IEICE Trans. Fundamentals, 1996.

[19] R. Stanley, *Combinatorics and Commutative Algebra*, Progress in Mathematics, 41. Birkhäuser Boston, Inc., Boston, MA, 1983.

[20] J. J. Sylvester, On subvarious, ie semi-invariants to binary quantics of an unlimited order, *American Journal of Mathematics*, 5 (1882), 79–136.
[21] W. Vasconcelos, Computational methods in commutative algebra and algebraic geometry, *Springer Science & Business Media*, 2 (2004).

Received October 2016; revised November 2017.

E-mail address: carla.mascia@unitn.it
E-mail address: giancarlo.rinaldo@unitn.it
E-mail address: maxsalacodes@gmail.com