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Abstract

We study quantum Markov chains on graphs, described by completely positive maps, following the model due to Gudder (J Math Phys 49:072105, 2008), which includes the dynamics given by open quantum random walks as defined by Attal et al. (J Stat Phys 147:832–852, 2012). After reviewing such structures, we examine a quantum notion of mean time of first visit to a chosen vertex. However, instead of making direct use of the definition as it is usually done, we focus on expressions for such quantity in terms of generalized inverses associated with the walk and most particularly the so-called fundamental matrix. Such objects are in close analogy with the theory of Markov chains, and the methods described here allow us to calculate examples that illustrate similarities and differences between the quantum and classical settings.
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1 Introduction

In quantum information theory, one is often interested in the problem of finding quantum versions of classical probabilistic notions. Among the several well-known statistical objects which can be studied, one may consider Markov chains [3,10,18,36]. The importance of such random processes is due to their elegant mathematical structure and the great variety of concrete phenomena which can be modeled by them.

We note that the term quantum Markov chain (QMC) has been employed in more than one context motivated by quantum mechanics [1,2,16,21,22,45]. In this work, we will focus on the model described by S. Gudder [21]: consider a graph on which a quantum particle is located, with such particle possessing some internal degree of
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freedom (e.g., spin). A transition from some chosen vertex $j$ to another vertex $i$ is described by an effect operator given by a completely positive (CP) map acting on positive semidefinite matrices [38]. The map formed by the collection of all such effect operators is then called a QMC.

We note that the QMC model mentioned above includes the class of \textit{open quantum random walks (OQWs)} [6] and, as the name suggests, such walks are not described by unitary operators in general. Instead, they are meant to describe dissipative quantum dynamics [11]. On the one hand, due to their specific properties, unitary quantum walks have attracted much attention in the study of quantum computing, most particularly in search algorithms [40], simulations of complex systems [25], the study of topological phases [29] and other topics [46]. On the other side, dissipative quantum walks on graphs seem to have received much less attention, so it is one of the goals of this work to examine a set of questions in such context. The problems of interest in this article will concern the calculation of mean time of first visit to a vertex, a well-studied topic in the unitary context [5], but not so much in open quantum settings.

From a theoretical point of view, QMCs stand in an intermediate position between (a) the classical theory of Markov chains/stochastic processes associated with contractive operators and (b) the theory of closed quantum dynamics associated with unitary operators. As a consequence, the statistics obtained for QMCs will resemble some kind of classical information which has been modified by the knowledge of the internal degree of freedom of the particles involved.

It is worth noting that problems in open quantum systems are of great relevance in the study of quantum information and quantum computation: the physical and mathematical properties of noisy communication channels and the potential usefulness of decoherence appearing in certain quantum systems are seen to be important topics of discussion [47]. In the context of OQWs, see [42] regarding implementations of dissipative quantum computing algorithms (these being illustrated by the Toffoli gate and the quantum Fourier transform) and we refer the reader to [44] for a survey of recent results on the field. In this work, we will study both QMCs and OQWs, but giving emphasis on the former (both notions are carefully defined in this work). We will be interested in understanding which parts of the theoretical formalism can be obtained from well-known classical structures and how much needs to be modified in order to describe phenomena which are typical of quantum information processing.

\section*{2 Motivation and statement of the problems: hitting times and generalized inverses}

The problem of estimating the mean times of first visit and return in quantum settings has been addressed in recent years, this being in part motivated by the study of quantum walks, their application to search algorithms and related topics on quantum information processing [2,27,31,40]. One notices that there is more than one quantum notion for the time of first visit, each with its own features, so establishing a consistent mathematical framework where problems of interest can be posed properly is an important first step.

In this work, we are interested in further studying the problem of mean hitting time to reach some chosen vertex on a graph for a particle evolving under a QMC
dynamics. Mean hitting times for OQWs have been studied in [34,35,39], and we note that although our focus is on QMCs, the model of OQWs will serve as a good guide for the general case discussed here.

We are in part motivated by the classical problem of calculating mean hitting times for a walker on a graph under a Markov chain dynamics: given a graph and transition probabilities between its vertices, what is the mean time for a walker to reach vertex $j$ for the first time, given that it has started at vertex $i$? Formally, the (classical) mean hitting time is given by

$$E_i(T_j) = \sum_i t P_i(T_j = t),$$

where $T_j$ is the random variable given by the time of first visit to vertex $j$ and $P_i(T_j = t)$ is the probability that $T_j = t$, given that the walk begins at position $i$.

From a theoretical point of view, there is interest in obtaining methods for calculating hitting times which avoid making direct use of the definition [18,36,48]. From the theory of Markov chains, we know that, alternatively, the mean hitting time can be calculated via the so-called fundamental matrix associated with a finite ergodic Markov chain with stochastic matrix $P$:

$$Z = (I - P + \Omega)^{-1},$$

where $\Omega = \lim_{m \to \infty} P^m$, and for which the following equation is valid:

$$E_i(T_j) = \frac{Z_{jj} - Z_{ij}}{\pi_j}. \quad (2.1)$$

Above $\pi = (\pi_i)$ denotes the unique fixed probability associated with the walk. This is the mean hitting time formula (MHTF) [3,10] and is one of several expressions relating $Z$ with statistical quantities of the associated walk.

Regarding the fundamental matrix, we draw attention to an important aspect of such map, namely that $Z$ is a particular example of a generalized inverse of the operator $I - P$ [24,37]. As it is well known, such inverses are in general nonunique and possess a rich algebraic theory in connection with applications to stochastic processes, linear estimation, difference equations and other areas [48]. In the setting of Markov chains, it is known that the group (Drazin) inverse enjoys a central role: if $P$ denotes a finite stochastic matrix, $A = I - P$ and if $A^\#$ denotes its group inverse, then

$$\lim_{m \to \infty} \frac{I + P + P^2 + \cdots + P^{m-1}}{m} = I - AA^\#$$

and several related results hold if one assumes, for instance, regularity or that the chain is absorbing. As one may guess, the fact that there are several kinds of generalized inverses suggests that some of them may be more or less suitable to a given problem. This is the case of the group inverse with respect to Markov chains, since it is the one which leads to greater practical and computational advantage [12]. With respect to the problem of calculating mean hitting times, Hunter [24] has shown the usefulness of such inverses in the context of discrete and continuous time Markov chains.
The previous discussion leads to the following natural questions:

(1) Regarding a setting for which one has a quantum particle on a graph and by considering a quantum channel which dictates the statistical behavior of its position, is there an associated hitting time formula?

(2) In the context of QMCs, is there an algebraic structure coming from generalized inverses which is closely related to mean hitting times?

Questions 1 and 2 above will be answered in the affirmative and formally proven in later sections. The importance of such problems is in part justified by the following remarks:

(a) Generalized inverses play a comprehensive role in the study of classical Markov chains: given a random walk, essentially every quantity of interest can be described in terms of such inverses [37], with mean hitting times being one of the most representative examples. Having in mind this nontrivial mathematical structure for classical processes, it is natural to ask what is available in the quantum setting. The practical use of generalized inverses in quantum walk settings seems to be an unexplored topic, and the existence of hitting time formulae (i.e., a formula providing mean hitting times in terms of a generalized inverse) seems to be an almost untouched problem so far. It is our perception that the search of such expressions quantum contexts may provide an improved understanding of relevant aspects of QMCs and quantum walks in general.

(b) The existence of hitting time formulae in quantum contexts may offer a new understanding regarding the quadratic gain in time that certain quantum search algorithms present over classical counterparts. For instance, regarding the Grover algorithm [38,40], while it is true that such procedure occurs in an unitary setting, one can also discuss search algorithms executed by dissipative quantum channels and study their performance [17]. The potential usefulness of noisy channels for quantum information processing has been discussed in the literature [28,47], so it is a problem of interest to understand, in formal terms, the behavior of QMCs in terms of decoherences applied to some unitary dynamics.

In a similar vein, regarding walks on the integer lattices, we recall that the expected distance from the origin is measured by the standard deviation of the probability distribution. The quantum walk on both the line and the two-dimensional lattice has a standard deviation that is directly proportional to the evolution time, this being in contrast to the standard deviation of the classical random walk, which is proportional to the square root of the evolution time [40]. Then, it is a relevant question to ask whether some hitting time formula sheds some light on this matter, perhaps in terms of some aspect of the generalized inverse appearing in such expressions.

For potential applications of hitting times in the unitary context, we refer the reader to [5,27], regarding quantum search algorithms, and in the context of OQWs we refer the reader to [35] and references therein, noting that to a great extent QMCs are also contemplated on such matters.

3 Overview of results and structure of the work

In this work, we establish the following results:
1. **Mean hitting time formula (MHTF) for ergodic QMCs in terms of generalized inverses.** One of the main objectives of this work is to illustrate how generalized inverses can be used to study mean hitting times of QMCs. In particular, we will show how a classical proof can be modified in order to produce a result in an open quantum setting. Our main result describes a method of calculating the mean time of first visit to a vertex in terms of arbitrary generalized inverses, a result we call Hunter’s formula for QMCs (Theorem 6.1). We review the theory of generalized inverses, noting that in this part we are closely motivated by the classical reference due to Hunter [24]. The QMC is assumed to be ergodic, which corresponds to the assumption of aperiodicity and irreducibility, these resembling the usual Markov chain hypothesis for the corresponding classical result (these are reviewed later in this work).

2. **Mean hitting time formulae in terms of the fundamental matrix.** A hitting time formula has been proved in [35] for finite irreducible unital OQWs. This will be reviewed later noting that such result can be generalized, namely, the formula holds for finite QMCs, including the nonunital case. This is Theorem 7.1, which we call the first MHTF. Theorem 7.2 is called the second MHTF and concerns the mean hitting time for reaching a vertex for the first time, given some initial vertex randomly chosen according to the stationary density of the channel. Both results concern the case for which the generalized inverse chosen is the fundamental matrix. We believe some of the techniques employed here will be seen to be of independent interest to the quantum information community. The results in this part are motivated by [35] and [36].

3. **Computing concrete examples.** In Sect. 8, we illustrate the theory with examples. At this point, we are able to take a brief look at the large set of possibilities for choosing a generalized inverse associated with a QMC. In particular, Example 8.2 is such that the entries of the QMC depend on a scalar parameter \( p \) and it is explained that the entries of certain generalized inverses can be written as rational functions of \( p \) (we conjecture that this is the case for every generalized inverse). However, the degree of the polynomial numerators and denominators seems to depend on the particular choice of inverse. This and other algebraic aspects may lead to other questions, not only with respect to analogies with the classical case, but also regarding the important and nontrivial case of unitary dynamics.

Finally, it is worth to point out the following: we do not claim that hitting times are somehow easier to calculate via generalized inverses than by using the definition directly. Instead, our focus is on the existence of the inverses and their applications. Although the practical calculation of large QMC examples may be difficult in general, several auxiliary results can be performed with the use of a computer and may lead to useful information regarding comparisons with their classical counterparts.

The structure of this work is as follows: in Sect. 4, we review the QMC and OQW models and define the probability notions which will be studied. In Sect. 5, we define the block matrix representation on which both theory and examples will rely on, highlighting similarities and differences with respect to the classical case of stochastic matrices. Sections 6 and 7 present the hitting time formulae according to the above statements, and Sect. 8 describes the examples. In Sect. 9, we conclude by briefly discussing possible research directions. The Appendix presents the proofs of the results.
4 Preliminaries

4.1 Quantum Markov chains on a finite graph

Consider the set
\[ D_{n;k} := \left\{ \rho = [\rho_1 \cdots \rho_n]^T : \rho_i \in M_k(\mathbb{C}), \rho_i \geq 0, \ i = 1, \ldots, n, \sum_{j=1}^n \text{Tr}(\rho_j) = 1 \right\}, \]
where \( M_k(\mathbb{C}) \) denotes the order k complex matrices and \( \rho_i \geq 0 \) means that \( \rho_i \) is positive semidefinite. We call \( n \) the number of vertices and \( k \) the internal degree of freedom. Now, let
\[ \Phi_i(\rho) := \sum_{j=1}^n \Phi_{ij}(\rho_j), \ \rho \in D_{n;k}, \ i = 1, \ldots, n, \]
where each \( \Phi_{ij} \) is a CP map, and
\[ T(\rho) = \left[ \begin{array}{cccc} \Phi_{11} & \cdots & \Phi_{1n} \\ \Phi_{21} & \cdots & \Phi_{2n} \\ \vdots & \ddots & \vdots \\ \Phi_{n1} & \cdots & \Phi_{nn} \end{array} \right] \cdot \left[ \begin{array}{c} \rho_1 \\ \rho_2 \\ \vdots \\ \rho_n \end{array} \right] = \left[ \begin{array}{c} \Phi_1(\rho) \\ \Phi_2(\rho) \\ \vdots \\ \Phi_n(\rho) \end{array} \right], \ \rho \in D_{n;k} \] (4.1)
and we assume trace preservation, that is,
\[ \text{Tr} \left( \sum_{i=1}^n \Phi_i(\rho) \right) = \text{Tr}(\rho), \ j = 1, \ldots, n, \ \rho \in D_{n;k}. \]

We will call the CP map defined by the above operator matrix \( T \) a quantum Markov chain (QMC) [21], see Fig. 1. We say a QMC is finite if it acts on a finite graph, as it will be the case in this entire work. For concrete examples of graphs and transition effects, we refer the reader to the examples in Sect. 8. A density \( \rho \in D_{n;k} \) will be called a QMC density.

An important special case of QMC is given by the following. Assume that above we have
\[ \Phi_{ij}(\rho) = B_{ij} \rho_j B_{ij}^\dagger, \ B_{ij} \in M_k(\mathbb{C}), \ \rho \in D_{n;k}, \ i = 1, \ldots, n. \]
We call \( B_{ij} \) the effect matrix of transition from vertex \( j \) to vertex \( i \). Once again, we have a CP map: if \{\ket{i} : i = 1, \ldots, n\} is an orthonormal basis for \( \mathbb{C}^n \), the above is equivalent to write
\[ T(\rho) = \sum_{i,j=1}^n M_{ij} \rho M_{ij}^\dagger, \ M_{ij} = B_{ij} \otimes \ket{i}\bra{j} \]
Fig. 1  Schematic illustration of quantum Markov chains. The walk is realized on a graph with a set of vertices denoted by $i, j, k, l, \ldots$, and each operator $\Phi_{ij}$ is a completely positive map describing a transformation in the internal degree of freedom of the particle during the transition from vertex $j$ to vertex $i$. For simplicity of illustration, some edges are not labeled. In the particular case that all maps are conjugations, i.e., for every $i, j$, $\Phi_{ij} = B_{ij} \cdot B_{ij}^\dagger$ for certain matrices $B_{ij}$ the quantum Markov chain is called an open quantum random walk with the densities of $D_{n;k}$ being written as $\rho = \sum_{i=1}^{n} \rho_i \otimes |i\rangle \langle i|$. We will be interested in the trace-preserving case, that is, we will assume that

$$\sum_{i=1}^{n} B_{ij}^\dagger B_{ij} = I, \quad j = 1, \ldots, n.$$ 

Under such condition, it is clear that $D_{n;k}$ is preserved by $T$ and in this case such map will be called an open quantum random walk on a graph with $n$ vertices, internal degree of freedom $k$ and transition effect matrices $B_{ij}, i, j = 1, \ldots, n$ [6]. We emphasize that in this work we will only consider the statistics of iterative quantum trajectories [32], meaning that we are summing square moduli of amplitudes (traces) associated with individual paths. This is in contrast to the case of unitary quantum random walks [20,40], for which one calculates probabilities via the square modulus of a sum of amplitudes. We also note that the case $k = 1$ reduces to the classical case, that is, $T$ becomes an order $n$ column stochastic matrix acting on the set of probability vectors on $\mathbb{C}^n$.

Other topics on OQWs which have been examined are the following: reducibility, periodicity, ergodic properties [13]; large deviations [14]; open quantum Brownian motions [43]; site (vertex) recurrence of OQWs [8,15,16,33]. We refer the reader to [44] for a recent survey.

We also recall that if $(\rho_n)_{n \in \mathbb{N}}$ is the sequence of densities obtained by repeated measurements of a OQW and $(X_n)_{n \in \mathbb{N}}$ denotes the position of such densities at time $n$, then the process $(\rho_n, X_n)_{n \in \mathbb{N}}$ is in fact a Markov chain in the classical sense (see [6,7,14] for more details). However, we are often interested in facts which do not follow immediately from such property and which do not have a classical correspondent. For instance, the sequence of positions $(X_n)_{n \in \mathbb{N}}$ alone is not a Markov chain, since one also
needs to carry the information on the internal degree of freedom at all times in order to calculate probabilities in a Markovian way. This has implications, for instance, on the problem of site recurrence for OQWs (see [8,15]) and also on the problem of first visit to a vertex [34,35], which is studied in this work.

Finally, it is worth noting the basic distinction between QMCs and the well-known coined unitary quantum walks [4,26,40,46]. We recall that the unitary walk acting on the integers can be written as

\[ U = S \cdot (C \otimes I), \]

where \( U \) is a linear unitary operator acting on the Hilbert space given by the tensor product of the so-called coin space and the state space. The unitary map \( C \) is defined as the coin, and the map \( S \) is the shift operator. For 1-qubit walks, we can write

\[ C = \begin{bmatrix} a & b \\ c & d \end{bmatrix}, \quad R = \begin{bmatrix} a & b \\ 0 & 0 \end{bmatrix}, \quad L = \begin{bmatrix} 0 & 0 \\ c & d \end{bmatrix} \]

and assume that at time \( t = 0 \) we prepare a state \( |\psi\rangle \) localized at \( |0\rangle \). Then, the probability of finding the particle at a certain position \( X_n = |i\rangle \) at time \( n \) is given by a square modulus of a sum of amplitudes, that is,

\[ P(|\psi\rangle \otimes |0\rangle, X_n = |i\rangle) = \left\| \sum_{\{i_1,\ldots,i_n\} \in \mathcal{P}(|0\rangle \rightarrow |i\rangle)} C_{i_1} \cdots C_{i_n} |\psi\rangle \right\|^2 \]

where \( \mathcal{P}(|0\rangle \rightarrow |i\rangle) \) is the collection of all sequences of numbers \( i_k \in \{ \pm 1 \} \) such that \( \sum_k i_k = i \) and write \( C_1 = L, C_{-1} = R \) from which we obtain products of matrices associated with paths beginning at \( |0\rangle \) and ending at \( |i\rangle \). The resulting statistics are given by the Konno distribution [30]. On the other hand, for a QMC procedure we prepare an initial density matrix, apply the channel on it and then perform a measurement to determine the vertex for which the system has evolved to. Then, by normalizing we obtain a new density and we repeat the process [6,13]. So, at each step we have a probability computation and this procedure is thus identified with a summation of square modulus of amplitudes. In this case, each modulus can be written as a trace calculation and as a result we obtain Gaussian curves or linear combinations of these as probability distributions. More precisely, it has been proved that a central limit theorem holds for OQWs [7,41], a fact which is in clear contrast with the behavior of unitary walks [4,40].

4.2 Probability notions

We note that when we refer to the position of a quantum particle on a graph, it is implicit that we are considering a monitoring procedure [9,19,20], that is, we inspect whether the particle has been found at some chosen vertex. If the answer is positive, the experiment is over. Otherwise, the particle is in the subspace given by the complement associated with the vertex inspected, the walk continues and we repeat the process iteratively. With respect to such formalism, we define the following probabilistic quantities for a QMC:
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$p_r(\rho \to j) =$ probability of reaching vertex $j$ in $r$ steps when starting at the state $\rho$.

$\pi_r(\rho \to j) =$ probability of reaching vertex $j$ for the first time in $r$ steps when starting at the state $\rho$.

$\pi(\rho \to j) =$ probability of ever reaching vertex $j$ when starting at the state $\rho$.

$\tau(\rho \to j) =$ expected time of first visit to $j$ when starting at the state $\rho$.

These notions are related to a given QMC $T$ and with the orthogonal projections onto the subspace generated by the vertices as follows. Let $P_j$ be the projection matrix on vertex $j$, and let $Q_j = I - P_j$ be its complement. Such projection is such that if $\rho$ is an OQW density, then

$$P_j \left( \sum_i \rho_i \otimes |i\rangle \langle i| \right) = \rho_j \otimes |j\rangle \langle j|$$

so we keep track to a visit to vertex $j$ regardless of the internal degree of freedom of the particle. Then, we have:

$$p_r(\rho \to j) = \text{Tr}(P_j T^r \rho)$$

$$\pi_r(\rho \to j) = \text{Tr}(P_j T(Q_j T)^{r-1} \rho)$$

$$\pi(\rho \to j) = \sum_{r \geq 1} \pi_r(\rho \to j) = \sum_{r \geq 1} \text{Tr}(P_j T(Q_j T)^{r-1} \rho)$$

$$\tau(\rho \to j) = \begin{cases} \infty & \text{if } \pi(\rho \to j) < 1 \\ \sum_{r \geq 1} r \pi_r(\rho \to j) & \text{if } \pi(\rho \to j) = 1 \end{cases}$$

In the context of generalized open quantum walks, the above notion of hitting time has been first discussed in [39], and we refer the reader to [44] for more on the case of OQWs, noting that some of the works on recurrence mentioned in such survey follow a similar line. In order to obtain formulae associated with hitting times, we will need to work with block matrices such that the individual blocks will lead to the trace calculations presented above. Having in mind technical developments of the theory, we introduce the following matrix-valued generating functions,

$$G_{ij}(z) = \sum_{m \geq 1} P_i T(Q_i T)^{m-1} P_j z^{m-1} = P_i T(I - zQ_i T)^{-1} P_j, \quad z \in \mathbb{D}$$

where $\mathbb{D} = \{ z \in \mathbb{C} : |z| < 1 \}$. We remark that we will not explore the theory of such analytic functions, as these are related to the study of the so-called Schur functions and FR functions associated with closed contractions in Banach spaces [19]. A systematic study of the hitting time versions of such objects will be the goal of a future work. Instead, in the present article we focused on the more practical problem of calculating hitting times for QMCs on a finite graph. Regarding the above expressions, we are able to write

$$\pi(\rho_j \to i) = \text{Tr}(\hat{h}_{ij} \rho_j), \quad \hat{h}_{ij} := \begin{cases} \lim_{x \to 1} G_{ij}(x) & \text{if } i \neq j \\ I & \text{if } i = j \end{cases}$$

(4.2)
\[ \tau(\rho_i \rightarrow i) = \text{Tr}(\hat{r}_i \rho_j), \quad \hat{r}_i := \lim_{x \uparrow 1} \frac{d}{dx} x G_{ii}(x) \] (4.3)

\[ \tau(\rho_j \rightarrow i) = \text{Tr}(\hat{k}_{ij} \rho_i), \quad \hat{k}_{ij} := \lim_{x \uparrow 1} \frac{d}{dx} x G_{ij}(x), \quad \text{if } i \neq j \] (4.4)

noting that in such expressions the indices are read from right to left. For instance, \( \hat{k}_{ij} \) is the transition operator from vertex \( j \) to \( i \). We define by convenience \( \hat{k}_{ii} := 0 \), since the mean time of first visit is, by definition, a time \( t \geq 0 \), whereas the mean time of first return is assumed to be a time \( t \geq 1 \). Above we note that in order to calculate \( \hat{k}_{ij} \), one makes use of the hitting probability kernel \( \hat{h}_{ij} \) together with the usual derivation rule

\[ \frac{d}{dz} (I - zA)^{-1} = (I - zA)^{-1}A(I - zA)^{-1}, \quad A \in M_k(\mathbb{C}) \]

from which we obtain

\[ \frac{d}{dx} x G_{ij}(x) = G_{ij}(x) + x G'_{ij}(x) = \mathbb{P}_i \Phi(I - zQ_i \Phi)^{-1}\mathbb{P}_j + x \mathbb{P}_j \Phi(I - xQ_i \Phi)^{-1}Q_i \Phi(I - xQ_i \Phi)^{-1}\mathbb{P}_j \]

Finally, define

\[ H = \begin{bmatrix} \hat{h}_{11} & \cdots & \hat{h}_{1n} \\ \hat{h}_{21} & \cdots & \hat{h}_{2n} \\ \vdots & \ddots & \vdots \\ \hat{h}_{n1} & \cdots & \hat{h}_{nn} \end{bmatrix}, \quad K = \begin{bmatrix} \hat{k}_{11} & \cdots & \hat{k}_{1n} \\ \hat{k}_{21} & \cdots & \hat{k}_{2n} \\ \vdots & \ddots & \vdots \\ \hat{k}_{n1} & \cdots & \hat{k}_{nn} \end{bmatrix}, \quad D = \begin{bmatrix} \hat{r}_1 & 0 & \cdots & 0 \\ 0 & \hat{r}_2 & \cdots & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & \hat{r}_n \end{bmatrix} \] (4.5)

Such matrices of operators will play a central role in the description of hitting time formulae later in this work.

5 How to write concrete calculations with QMCs

It is well known that finite Markov chains with a countable state space can be studied in terms of its associated stochastic matrix, which on its turn allows for concrete calculations in terms of linear algebra, possibly with the use of a computer: given a stochastic matrix \( P \), if \( v = (v_i) \) is a probability vector, then \( P^n v \) gives the statistical distribution of the position of the walker at time \( n \) (assuming \( P \) is column stochastic). This practical aspect of stochastic matrices is certainly an attractive feature of Markov chains and a natural question is to ask whether one has algebraic tools in the case of QMCs which are as convenient as in the classical case. In this section, we outline how this can be performed, while at the same time we illustrate similarities and differences with the case of stochastic matrices. In Sect. 8 we illustrate the constructions given here with examples.

The main idea is to regard expression (4.1) as a matrix–vector computation. In order to do this, we need to consider the matrix representations of each \( \hat{B}_{ij} \) or \( \Phi_{ij} \) so that \( T \) can be seen as a block matrix. At the same time, densities of the form \( \rho = [\rho_1 \cdots \rho_n]^T \) need to be written in vector form, as described below.
If $A \in M_k(\mathbb{C})$, the corresponding vector representation $vec(A)$ associated with it is given by stacking together the matrix rows. For instance, if $n = 2$, 

$$A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix} \Rightarrow vec(A) = \begin{bmatrix} a_{11} & a_{12} & a_{21} & a_{22} \end{bmatrix}^T$$

The $vec$ mapping satisfies $vec(AXB^T) = (A \otimes B)vec(X)$ for any $A, B, X$ square matrices so, in particular, $vec(BXB^\dagger) = vec(BX^B) = (B \otimes B^\dagger)vec(X)$ Then, we can obtain the matrix representation for any CP map $\Phi$ [23]:

$$\Phi(X) := \sum_i V_i X V_i^\dagger, \quad [\Phi] := \sum_i V_i \otimes \overline{V}_i \implies \Phi(X) = vec^{-1}([\Phi]vec(X)).$$

We will also use the notation $[A] := A \otimes \overline{A}$ for any $A \in M_k(\mathbb{C})$. For a QMC density matrix, define

$$|\rho\rangle := \begin{bmatrix} vec(\rho_1) \\ vec(\rho_2) \\ \vdots \\ vec(\rho_n) \end{bmatrix}, \quad \langle \rho | := |\rho\rangle^\dagger, \quad \rho = [\rho_1 \cdots \rho_n]^T \in \mathcal{D}_{n;k}.$$

Sometimes, we will write $|A\rangle = vec(A)$ for general matrices $A \in M_n(\mathbb{C})$ as well. In this way, one iteration of the QMC $T$ given by (4.1) is equivalent to write

$$\rho \mapsto T(\rho) \iff |\rho\rangle \mapsto \hat{T}|\rho\rangle = \begin{bmatrix} [\Phi_{11}] & \cdots & [\Phi_{1n}] \\ [\Phi_{21}] & \cdots & [\Phi_{2n}] \\ \vdots & \ddots & \vdots \\ [\Phi_{n1}] & \cdots & [\Phi_{nn}] \end{bmatrix} \cdot \begin{bmatrix} vec(\rho_1) \\ vec(\rho_2) \\ \vdots \\ vec(\rho_n) \end{bmatrix}, \quad \rho \in \mathcal{D}_{n;k}$$

(5.1)

where the above expression is the usual matrix-vector multiplication. Higher iterates are obtained similarly. Above, for a QMC $T$ we use the notation $\hat{T}$ for what we call the block matrix representation for $T$. It is worth noting that $\hat{T} \neq [T]$, as their dimensions are distinct. If the QMC acts on $n$ vertices and the internal degree is $k$, then $[B_{ij}]$ has order $k^2$ so $\hat{T}$ is an order $nk^2$ matrix and since $\rho_i \in M_k(\mathbb{C})$, for all $i = 1, \ldots, n$, we have that $|\rho\rangle \in \mathbb{C}^{nk^2}$. From this, we conclude that all spectral information of the QMC $T$ can be obtained by examining the block matrix $\hat{T}$.

### 5.1 Irreducibility, aperiodicity and ergodicity

We recall that, by definition, a Markov chain is ergodic if it is irreducible, positive recurrent and aperiodic, and we refer the reader to [10] for these classical notions. Naturally, we have the corresponding notions for CP maps. Since every positive trace-preserving map on a finite dimensional space has an invariant state, we say that a QMC $T$ is irreducible if $T$ admits a unique invariant state $\pi = \sum_i \pi_i \otimes |i\rangle\langle i|$, $\pi_i \in M_k(\mathbb{C})$, and if such $\pi$ is strictly positive, i.e., $\pi_i > 0$ for every $i$. As we will only consider irreducible CP maps acting on finite dimensional spaces, we say a QMC $T$ on a finite graph is aperiodic if 1 is the only eigenvalue of $T$ with unit modulus. Then, we say
that a finite QMC is *ergodic* if it is irreducible and aperiodic. It is well known that the iterates of an ergodic QMC acting on any initial density converge to \( \pi \) [13]. We remark that in [13] the term ergodic refers to a distinct notion than the one employed here.

### 5.2 The iterates of an ergodic chain

If \( P \) is the column stochastic matrix associated with an ergodic chain, we know that its powers converge to a limit matrix for which its columns are all equal to the (unique) stationary vector \( \pi \), that is,

\[
P^m \to \Pi = \begin{bmatrix} \pi_1 & \pi_1 & \cdots & \pi_1 \\ \pi_2 & \pi_2 & \cdots & \pi_2 \\ \vdots & \vdots & \ddots & \vdots \\ \pi_n & \pi_n & \cdots & \pi_n \end{bmatrix} = |\pi\rangle\langle 1|, \quad |\pi\rangle = \begin{bmatrix} \pi_1 \\ \vdots \\ \pi_n \end{bmatrix}, \quad \langle 1| := \begin{bmatrix} 1 & 1 & \cdots & 1 \end{bmatrix} \tag{5.2}
\]

as \( m \to \infty \). On the other hand, we may consider the class of finite ergodic QMCs and then inspect the behavior of the associated block matrix representation \( \hat{T} \). A moment’s thought makes clear that the statement analogous to (5.2), i.e., that as \( m \to \infty \), \( \hat{T}^m \) converges to a matrix for which all columns are equal, is not true in general (unless \( k \), the internal degree of freedom, equals 1). Instead, what happens is that the limit QMC is of the form

\[
\hat{T}^m \to \hat{\Omega} = |\pi\rangle\langle e_{I_k^2}|, \quad |\pi\rangle, |e_{I_k^2}\rangle := \begin{bmatrix} \text{vec}(I_k) \\ \vdots \\ \text{vec}(I_k) \end{bmatrix} \in \mathbb{C}^{nk^2} \tag{5.3}
\]

as \( m \to \infty \), where \( \pi \) is the unique stationary state for \( T \) and \( I_k \in M_k(\mathbb{C}) \) is the order \( k \) identity matrix. For instance, if \( n = k = 2 \), write

\[
\pi = \pi_1 \otimes |1\rangle\langle 1| + \pi_2 \otimes |2\rangle\langle 2| = \begin{bmatrix} \pi_{11} & \pi_{12} \\ \pi_{21} & \pi_{22} \end{bmatrix} \otimes |1\rangle\langle 1| + \begin{bmatrix} \pi_{33} & \pi_{34} \\ \pi_{43} & \pi_{44} \end{bmatrix} \otimes |2\rangle\langle 2|, \quad |\pi\rangle = \begin{bmatrix} \text{vec}(\pi_1) \\ \text{vec}(\pi_2) \end{bmatrix}
\]

so the limit matrix has the form

\[
\hat{\Omega} = |\pi\rangle\langle e_{I_2^2}| = \begin{bmatrix} \pi_{11} & 0 & 0 & \pi_{11} \\ \pi_{12} & 0 & 0 & \pi_{12} \\ \pi_{21} & 0 & 0 & \pi_{21} \\ \pi_{22} & 0 & 0 & \pi_{22} \\ \pi_{33} & 0 & 0 & \pi_{33} \\ \pi_{34} & 0 & 0 & \pi_{34} \\ \pi_{43} & 0 & 0 & \pi_{43} \\ \pi_{44} & 0 & 0 & \pi_{44} \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 & 1 & 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} \pi_{11} & 0 & 0 & \pi_{11} & 0 & 0 & \pi_{11} \\ \pi_{12} & 0 & 0 & \pi_{12} & 0 & 0 & \pi_{12} \\ \pi_{21} & 0 & 0 & \pi_{21} & 0 & 0 & \pi_{21} \\ \pi_{22} & 0 & 0 & \pi_{22} & 0 & 0 & \pi_{22} \\ \pi_{33} & 0 & 0 & \pi_{33} & 0 & 0 & \pi_{33} \\ \pi_{34} & 0 & 0 & \pi_{34} & 0 & 0 & \pi_{34} \\ \pi_{43} & 0 & 0 & \pi_{43} & 0 & 0 & \pi_{43} \\ \pi_{44} & 0 & 0 & \pi_{44} & 0 & 0 & \pi_{44} \end{bmatrix}.
\]

For simplicity, we use the notation \( |e_{I_k^2}\rangle = |e_I\rangle \) in case \( n \) and \( k \) are clear from context.

\( \odot \) Springer
5.3 Conditioning on the first step

We recall the following classical reasoning. For a walk starting at vertex \( j \), consider the mean time of first visit to vertex \( i \), \( i \neq j \): take the expected number of steps required given the outcome of the first step, multiply by the probability that this outcome occurs, and add. If the first step is to \( i \), the expected number of steps required is 1 and if it is to some other vertex, say \( l \), the expected number of steps required is \( k_{il} \) plus 1 for the step already taken (recall indices for \( k \) are read from right to left). Therefore,

\[
k_{ij} = p_{ij} + \sum_{l \neq i} (k_{il} + 1)p_{lj} = 1 + \sum_{l \neq i} k_{il}p_{lj}
\]

\[
r_i = 1 + \sum_{l} k_{il}p_{li},
\]

where \( r_i \) denotes the mean time of first return to vertex \( i \). This can be written in matrix form: for instance, in the case \( n = 3 \), we have

\[
\begin{bmatrix}
  r_1 & 0 & 0 \\
  0 & r_2 & 0 \\
  0 & 0 & r_3
\end{bmatrix}
+ 
\begin{bmatrix}
  0 & k_{12} & k_{13} \\
  k_{21} & 0 & k_{23} \\
  k_{31} & k_{32} & 0
\end{bmatrix}
\begin{bmatrix}
  1 & 1 & 1 \\
  1 & 1 & 1 \\
  1 & 1 & 1
\end{bmatrix}
+ 
\begin{bmatrix}
  0 & k_{12} & k_{13} \\
  k_{21} & 0 & k_{23} \\
  k_{31} & k_{32} & 0
\end{bmatrix}
\begin{bmatrix}
  p_{11} & p_{12} & p_{13} \\
  p_{21} & p_{22} & p_{23} \\
  p_{31} & p_{32} & p_{33}
\end{bmatrix}
\]

which we write as

\[
K = D + (K - D) = E + (K - D)P,
\]

where \( E \) denotes the matrix with all entries equal to 1 and \( D \) denotes the diagonal matrix with nonzero entries equal to the mean return time. We will write the above matrix equation, characterizing the conditioning on the first step for the classical case, as

\[
E = K - (K - D)P. \tag{5.4}
\]

Now, we turn to the case of QMCs. For \( \rho_j \) density concentrated on vertex \( j \), we obtain in a similar way as in the classical case that \[35\]

\[
k_{ij}(\rho_j) = 1 + \sum_{l \neq i} k_{il} \left( \frac{B_{ij} \rho_j B_{ij}^\dagger}{\text{Tr}(B_{ij} \rho_j B_{ij}^\dagger)} \right) \text{Tr}(B_{ij} \rho_j B_{ij}^\dagger),
\]

where traces appear on the right with the purpose of making explicit the probabilistic reasoning. By simplifying the trace,

\[
k_{ij}(\rho_j) = 1 + \sum_{l \neq i} k_{il}(B_{ij} \rho_j B_{ij}^\dagger) \implies k_{ij}(\rho_j) - \sum_{l \neq i} k_{il}(B_{ij} \rho_j B_{ij}^\dagger) = 1.
\]

Now, we note that we are able to write a block matrix expression in analogy to expression (5.4). We replace the stochastic matrix \( P \) with the CP map \( T \) describing the QMC.
and by considering the mean hitting time operator (4.5), we may define

\[
L := K - (K - D)T.
\]  

In the classical case, we know that \( L \) equals matrix \( E \). However, in the QMC case, \( L \) (i.e., its matrix representation) does not have all entries equal to 1 in general. Nevertheless, we have the important fact, proved in [35], that for every density \( \rho_j \) concentrated on a vertex \( j \), for all \( i \),

\[
\text{Tr}(\hat{L}_{ij} \rho_j) = 1,
\]

where \( \hat{L}_{ij} \) is the operator corresponding to the \((i, j)\)th block matrix representation appearing in \( \hat{L} \). If the internal degree of freedom equals 1, then (5.6) means simply that \( E_{ij} = 1 \). Such fact will play an essential role in the proof of the results on generalized inverses that follows.

### 6 Generalized inverses

**Definition** A generalized inverse, or \( g \)-inverse, of a matrix \( A \) is any matrix \( A^{-} \) such that

\[
AA^{-} A = A.
\]

(6.1)

Generalized inverses are in general not unique (unless \( A \) is nonsingular, in which case \( A^{-} = A^{-1} \)). As it is well known, by imposing additional conditions one may obtain a unique generalized inverse.

Let \( A[1] \) denote the set of one condition \( g \)-inverses \( A^{-} \) of \( A \) satisfying equation (6.1). The following results are basic to our applications and can be applied immediately to our context since these are just linear algebraic results. The proofs of the other results in this section are given in the Appendix and are motivated by the classical results seen in [24].

**Proposition 6.1** [12,24] If \( A^{-} \) is any \( g \)-inverse of \( A \), then all \( g \)-inverses can be described as members of the following equivalent sets:

\[
A[1] = \{A^{-} + H - A^{-} A H A A^{-} : H \text{ arbitrary}\}
\]

(6.2)

\[
= \{A^{-} + (I - A^{-} A) F + G(I - A^{-} A) : F, G \text{ arbitrary}\}
\]

(6.3)

**Proposition 6.2** [12,24] (a) A necessary and sufficient condition for the equation \( AX = C \) to be consistent is that \( AA^{-} C = C \), where \( A^{-} \) is any \( g \)-inverse of \( A \), in which case the general solution is given by

\[
X = A^{-} C + (I - A^{-} A) U,
\]

where \( U \) is an arbitrary matrix. (b) A necessary and sufficient condition for the equation \( XB = C \) to be consistent is that \( C B^{-} B = C \), where \( B^{-} \) is any \( g \)-inverse of \( B \), in which case the general solution is given by
where $V$ is an arbitrary matrix.

The existence of $g$-inverses associated with QMCs is established by the following result. Note that we can obtain such inverses even without the assumption of ergodicity.

**Proposition 6.3** Let $T$ be an irreducible QMC on a finite graph with stationary density $\pi$. Let $|t\rangle, |u\rangle \in \mathbb{C}^n$ be such that $\langle e_I | t \rangle \neq 0$ and $\langle u | \pi \rangle \neq 0$. Then, $I - T + |t\rangle \langle u|$ is invertible and its inverse is a $g$-inverse of $I - T$.

**Corollary 6.4** Under the conditions of Proposition 6.3, any $g$-inverse $G_0$ of $I - T$ can be written in one of the following forms:

(a) $G_0 = (I - T + |t\rangle \langle u|)^{-1} + H \frac{|t\rangle \langle e_I|}{\langle e_I | t \rangle} + \frac{|\pi\rangle \langle u|}{\langle u | \pi \rangle} H - \frac{|\pi\rangle \langle u | H | t \rangle \langle e_I|}{\langle u | \pi \rangle \langle e_I | t \rangle}$

(b) $G_0 = (I - T + |t\rangle \langle u|)^{-1} + \frac{|\pi\rangle \langle u|}{\langle u | \pi \rangle} F + G \frac{|t\rangle \langle e_I|}{\langle e_I | t \rangle}$

(c) $G_0 = (I - T + |t\rangle \langle u|)^{-1} + |\pi\rangle \langle f | + |g\rangle \langle e_I|$

where $f, g$ are arbitrary vectors, $F, G, H$ are arbitrary matrices.

Set $\langle f |, |g\rangle$ to be the null vector, $|t\rangle = |\pi\rangle$ and $|u\rangle = \langle e_I|$, so we immediately obtain:

**Corollary 6.5** Let $T$ be an irreducible QMC on a finite graph with stationary density $\pi$ and let $\Omega = |\pi\rangle \langle e_I|$. Then,

$$Z = (I - T + \Omega)^{-1}$$

is a generalized inverse of $I - T$.

The map $Z$ defined above is called the fundamental matrix associated with the QMC $T$. In Sect. 7, we will note its usefulness in the problem of hitting times for both classical and quantum Markov chains. In the classical setting, the origin of $Z$ comes from the notion of a potential matrix [10],

$$W = \sum_{m=0}^{\infty} T^m$$

so each entry of $W$ counts the mean number of visits to a particular vertex given some initial position, noting that we only consider pairs of vertices $(i, j)$ for which $i, j$ are transient (in the other situations we obtain null or infinite entries). On the other hand, it turns out that in the irreducible case we can make a proper modification of $W$, namely replace $T^n$ with $T^n - \Omega$ from which we obtain (6.4).
6.1 Stationary densities in terms of generalized inverses

The following result on fixed points may be of independent interest, and we illustrate its use in the examples.

**Proposition 6.6** Let $T$ be an irreducible QMC on a finite graph. (a) If $(I - T)^-\text{g}$ is any g-inverse of $I - T$ and if $A = I - (I - T)^-\text{g}(I - T)$, then

$$|\pi\rangle = \frac{A|v\rangle}{\langle e_I|Av\rangle}$$  \hspace{1cm} (6.5)

where $|v\rangle$ is any vector such that $\langle e_I|Av\rangle \neq 0$. (b) If we set

$$(I - T)^- = (I - T + |t\rangle\langle t|)^{-1} + |f\rangle\langle e_I|$$

where $|f\rangle$ is arbitrary and $|t\rangle$, $\langle u|$ are such that $\langle e_I|t\rangle \neq 0$ and $\langle u|\pi\rangle \neq 0$, then

$$|\pi\rangle = \frac{(I - T + |t\rangle\langle u|)^{-1}|t\rangle}{\langle e_I|(I - T + |t\rangle\langle u|)^{-1}|t\rangle}$$ \hspace{1cm} (6.6)

6.2 Hitting times in terms of generalized inverses

The following is one of our main results. The proof is inspired by the result from [24] on Markov chains, relies on the block matrix representation of the QMC and on the matrix expressions described in Sect. 5. If $B = (\hat{b}_{ij})$ is a matrix of operators, we use the notation $B_d := \text{diag}(\hat{b}_{11}, \ldots, \hat{b}_{nn})$.

**Theorem 6.1** (Hunter’s formula for QMCs) Let $T$ be an ergodic QMC on a finite graph with $n \geq 2$ vertices and internal degree $k \geq 2$, and let $\pi$ be its stationary density and $\Omega$ its limit map. Let $K = (\hat{k}_{ij})$ denote the matrix of mean hitting time operators to vertices $i = 1, \ldots, k$, $D = K_d = \text{diag}(\hat{k}_{11}, \ldots, \hat{k}_{nn})$, $G$ be any g-inverse of $I - T$, and let $E$ denote the block matrix for which each block equals the identity of order $k^2$. (a) The mean hitting time for the walk to reach vertex $i$, beginning at vertex $j$ with initial density $\rho_j$, is given by

$$\tau(\rho_j \otimes |j\rangle \rightarrow |i\rangle) = \text{Tr}(\hat{k}_{ij}\rho_j) = \text{Tr}\left(\left[D\left(\Omega G - (\Omega G)_d E + I - G + G_d E\right)\right]_{ij}\rho_j\right).$$ \hspace{1cm} (6.7)

(b) By setting $G = (I - T + |u\rangle\langle e_I|)^{-1} + |f\rangle\langle e_I|$, with $|f\rangle$ arbitrary and $|u\rangle$ such that $\langle u|\pi\rangle \neq 0$, we have that for every vertex $i$ and initial density $\rho_j$ on vertex $j$,

$$\tau(\rho_j \otimes |j\rangle \rightarrow |i\rangle) = \text{Tr}(\hat{k}_{ij}\rho_j) = \text{Tr}\left(\left[D\left(I - G + G_d E\right)\right]_{ij}\rho_j\right).$$ \hspace{1cm} (6.8)

Informally, the meaning of the theorem is: the mean time of first visit from $j$ to $i$ is an information which can be extracted from the mean return time to vertices if we have knowledge of any generalized inverse of $I - T$. This particular aspect of the above formulae will appear again in the following section.
7 The fundamental matrix and hitting time formulae

If $T$ is an ergodic QMC with limit map $\Omega = |\pi \rangle \langle e_I|$, let $Z$ denote its fundamental matrix as defined by (6.4) and denote by $\hat{Z}_{ij}$ the operator in the $(i, j)$th block of $\hat{Z}$, the block matrix representation of $Z$. We have the following:

Theorem 7.1 (First mean hitting time formula) Let $T$ be an ergodic QMC acting on a finite graph with $n \geq 2$ vertices and let $D$ denote the block diagonal matrix with block diagonal entries given by the operators $\hat{k}_{ii}$, $i = 1, \ldots, n$. (a) The mean hitting time for the walk to reach vertex $i$, beginning at vertex $j$ with initial density $\rho_j$ concentrated in vertex $j$, is given by

$$\tau(\rho_j \otimes |j \rangle \rightarrow |i \rangle) = \text{Tr}(\hat{k}_{ij} \rho_j) = \text{Tr}(\hat{k}_{ii}(\hat{Z}_{ii} - \hat{Z}_{ij}) \rho_j)$$

(7.1)

(b) (Random target lemma) If $D$ is invertible and there is a scalar such that $\text{Tr}(\hat{k}_{ii} \gamma) = c \text{Tr}(\gamma)$, all $i$ vertex, $\gamma \in M_n(\mathbb{C})$, then for every density $\rho$,

$$\text{Tr}[(D^{-1}K)_{ij} \rho] = \text{Tr}[(\hat{Z}_{ii} - \hat{Z}_{ij}) \rho]$$

(7.2)

As a consequence,

$$t_{\circ}(\rho) := \sum_i \text{Tr}[(D^{-1}K)_{ij} \rho] = \left[ \sum_i \text{Tr}(\hat{Z}_{ii} \rho) \right] - 1. \quad (7.3)$$

In particular, such quantity does not depend on $j$.

Equation (7.1) is to be regarded as a generalization of the classical expression (2.1). The fact that such block matrix version for the hitting time formula is valid is one of the main motivations for attempting further developments in the study of hitting times for QMCs. In a similar way as in Theorem 6.1, we remark on the meaning of the formula (7.1), namely the mean hitting time from $j$ to $i$ is an information which can be extracted from the mean return time to $i$ if we know the fundamental matrix of the walk.

In addition, expression (7.3) should be compared with the classical fact that if $T_i$ denotes the time of first visit to $i$, then the expected length of the walk with respect to a randomly chosen target $i$,

$$\sum_i \pi_i E_j(T_i)$$

does not depend on the initial vertex $j$ [3]. From this, we see that the density matrix degree of freedom may modify the classical case in a nontrivial way. We call the number $t_{\circ}(\rho)$ the target time of the QMC with respect to the initial density $\rho$.

Theorem 7.1 is a refinement of the result appearing in [35], which is given in terms of unital OQWs. It is clear that the result holds in the nonunital case as well, a fact which follows from our discussion on the form of $\Omega$, the limit matrix of an ergodic
QMC. In addition, the proof actually holds for any finite ergodic QMC, as the reasoning relies exclusively in the block matrix structure of such objects, for which OQWs are a particular subset of channels (because of this we regard such class as being the key example). We refer the reader to [35] for the proof of 7.1(a), and also to the examples in Sect. 8. The proof of 7.1(b) is given in the Appendix.

Now, let
\[ F_{j\pi} := \sum_i \hat{h}_{ji}(\pi_i), \quad K_{j\pi} := \sum_i \hat{k}_{ji}(\pi_i), \]
so \( \text{Tr}(F_{j\pi}) \) is the probability of ever reaching vertex \( j \) given some initial vertex randomly chosen according to the stationary density \( \pi \) and \( \text{Tr}(K_{j\pi}) \) is the mean hitting time for vertex \( j \), given an initial density randomly chosen according to \( \pi \). In our context, a random choice according to \( \pi \) means that a vertex \( i \) is chosen with probability \( \text{Tr}(\pi_i) \) and in this case the state is prepared to be \( (\pi_i/\text{Tr}(\pi_i)) \otimes |i\rangle \langle i| \).

The above definitions are naturally associated with the classical probabilistic notions
\[
P_{\pi}(X = j) = \sum_i \pi_i P_i(X = j),
E_{\pi}(X) = \sum_x x P_{\pi}(X = x) = \sum_i \pi_i \sum_x x P_i(X = x),
\]
where \( X \) is a discrete random variable. We prove:

**Theorem 7.2** (Second mean hitting time formula) Let \( T \) be an ergodic QMC acting on a finite graph with \( n \geq 2 \) vertices, and let \( \hat{Z} \) denote its fundamental matrix and \( \pi = (\pi_i) \) the unique stationary density for \( T \). Let \( D \) be the block diagonal matrix with block diagonal entries equal to the operators \( \hat{k}_{ii} \). Then, \( \text{Tr}(K_{j\pi}) \) equals the mean hitting time for vertex \( j \), given an initial density randomly chosen according to \( \pi \), and is given by
\[
\text{Tr}(K_{j\pi}) = \text{Tr}[(DZ)_{jj}F_{j\pi}].
\]

Equation (7.5) is to be regarded as a quantum version of the classical result [3,36]
\[
E_{\pi}(T_j) = \frac{Z_{jj}}{\pi_j}.
\]
In words: the mean time of first visit to \( j \), given that it has started at a vertex randomly chosen according to \( \pi \), is an information dependent on the \( j \)th diagonal position (block) of the fundamental matrix. The proof of the formula makes clear the appearance of the operator \( F_{j\pi} \), and the reason why this term does not appear in the classical expression is simple: in this case the operator equals 1.

**8 Examples**

**Example 8.1** What is the simplest nonclassical QMC on two vertices? We assume the internal degree of freedom equals \( k \geq 2 \), so we seek transition effects \( B_{ij} \) of order \( k \).
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Fig. 2 Graph with 2 vertices. In the block matrix $\hat{T}$, we have that the $(i,j)$th-order 4 block matrix equals the matrix representation $[B_{ij}] = B_{ij} \otimes B_{ij}^\dagger$ for the conjugation $B_{ij} \cdot B_{ij}^\dagger = C \cdot C^\dagger$ or $B \cdot B^\dagger$ which describes the possible transitions on such graph ($B_{ij}$ corresponds to the transition effect from vertex $j$ to vertex $i$). The choice of matrices given for such example leads to an ergodic, unital OQW.

Then, for instance, we can take appropriate multiples of the identity, but this is a trivial example which essentially reduces to the classical case. A less trivial example is given by restricting to $B_{ij}$ which are permutations of diagonal matrices, sometimes called PQ matrices [35]. The dynamics is relatively simple to study, and the statistics obtained still resemble a classical stochastic matrix. A distinct example is the following: by applying a decoherence procedure to a unitary evolution for a coined unitary walk (see e.g., the realization procedure for an OQW in [6]) we are led to consider the following effects, induced by a unitary coin,

$$B_{11} = B_{22} = B = \begin{bmatrix} a \sqrt{1-a^2} & 0 \\ 0 & 0 \end{bmatrix}, \quad B_{12} = B_{21} = C = \begin{bmatrix} 0 & 0 \\ -\sqrt{1-a^2} & a \end{bmatrix}, \quad 0 < a < 1$$

and we may define the following OQW (see Fig. 2):

$$\hat{T} := \begin{bmatrix} [B_{11}] & [B_{12}] \\ [B_{21}] & [B_{22}] \end{bmatrix} = \begin{bmatrix} a^2 & ab & ab & b^2 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & b^2 & -ab & -ab & a^2 & 0 \\ 0 & 0 & 0 & 0 & a^2 & ab & ab & b^2 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ b^2 & -ab & -ab & a^2 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad b := \sqrt{1-a^2}.$$
\[ \hat{h}_{11} = \hat{h}_{22} = \begin{bmatrix} a^2 & ab & ab & b^2 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ b^2 - ab - ab & a^2 \end{bmatrix}, \quad \hat{h}_{12} = \hat{h}_{21} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 1 \end{bmatrix} \]

\[ \hat{k}_{11} = \hat{k}_{22} = \begin{bmatrix} a^2 & ab & ab & b^2 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 3b^2 - 3ab - 3ab & 3a^2 \end{bmatrix}, \quad \hat{k}_{12} = \hat{k}_{21} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ \frac{1}{b^2} \ a \ b \ b \ b \end{bmatrix} \]

From this, we obtain that for every density and vertex the hitting probability equals 1, as expected, since this QMC is irreducible, and

\[
\begin{align*}
\text{Tr}(\hat{k}_{11} \rho) &= \text{Tr}(\hat{k}_{22} \rho) = (3 - 2a^2)\rho_{11} + (1 + 2a^2)\rho_{22} - 4ab \text{Re}(\rho_{12}) \\
\text{Tr}(\hat{k}_{12} \rho) &= \text{Tr}(\hat{k}_{21} \rho) = \frac{1}{b^2} \rho_{11} + 2\rho_{22} + \frac{2a}{b} \text{Re}(\rho_{12}).
\end{align*}
\]

(8.1)

The block matrix representation of the fundamental matrix is the order 8 matrix

\[
\hat{Z} = (\hat{I} - \hat{T} + \hat{\Omega})^{-1} = \begin{bmatrix} \hat{Z}_{11} & \hat{Z}_{12} \\ \hat{Z}_{21} & \hat{Z}_{22} \end{bmatrix}
\]

\[
= \begin{bmatrix}
\frac{5}{8b^2} & \frac{3a}{4b} & \frac{3a}{4b} & -\frac{4a^2 - 3}{8b^2} & -\frac{4a^2 - 1}{8b^2} & -\frac{a}{4b} & -\frac{a}{4b} & -\frac{1}{8b^2} \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
-\frac{4a^2 - 1}{8b^2} & -\frac{a}{4b} & -\frac{a}{4b} & -\frac{4a^2 - 3}{8b^2} & -\frac{4a^2 - 5}{8b^2} & -\frac{a}{4b} & -\frac{a}{4b} & -\frac{1}{8b^2} \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
-\frac{4a^2 - 3}{8b^2} & -\frac{a}{4b} & -\frac{a}{4b} & \frac{1}{8b^2} & -\frac{1}{8b^2} & -\frac{a}{4b} & -\frac{a}{4b} & -\frac{4a^2 - 5}{8b^2} \\
\end{bmatrix}.
\]

We can apply \(Z\) to Theorem 7.1, so

\[
\hat{k}_{11}(\hat{Z}_{11} - \hat{Z}_{12}) = \begin{bmatrix} a^2 & ab & ab & b^2 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 3b^2 - 3ab - 3ab & 3a^2 \end{bmatrix} \begin{bmatrix} \frac{1 + a^2}{2b^2} & a & a & \frac{1}{2} \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ -\frac{1}{2} & 0 & 0 & \frac{1}{2} \end{bmatrix} = \begin{bmatrix} \frac{3a^2 - 1}{2b^2} & a & a & \frac{1}{2} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \frac{3}{2} & 0 & 0 & \frac{3}{2} \end{bmatrix}.
\]

Therefore, for \(\rho = (\rho_{ij})_{i,j=1,2}\) density matrix concentrated on vertex 2,

\[
\text{vec}^{-1}[\hat{k}_{11}(\hat{Z}_{11} - \hat{Z}_{12})\text{vec}(\rho)] = \begin{bmatrix} \frac{3a^2 - 1}{2b^2} \rho_{11} + \frac{\rho_{22}}{2} + \frac{2a}{b} \text{Re}(\rho_{12}) \\ 0 \end{bmatrix} = \frac{3}{2}(\rho_{11} + \rho_{22}).
\]

from which we obtain (8.1), as expected. In a similar way, Hunter’s formula can be verified and we illustrate this by making a particular choice of \(g\)-inverse. Take \(|u|\) as before and define...
\[ G = (I - T + |\mu\rangle\langle e_1|)^{-1} = \begin{bmatrix} \hat{G}_{11} & \hat{G}_{12} \\ \hat{G}_{21} & \hat{G}_{22} \end{bmatrix} \]

\[ = \frac{1}{4} \begin{bmatrix} 5 \frac{3a}{b} & \frac{3a}{b} & -\frac{7a^2-4}{b^2} & -\frac{7a^2-3}{b^2} & -\frac{a}{b} & -\frac{a}{b} & -\frac{5a^2-2}{b^2} \\ 0 & 4 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 4 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 4 & 0 & 0 & 0 \\ 1 - \frac{a}{b} & -\frac{a}{b} & -\frac{3a^2-4}{b^2} & 3 & -\frac{a}{b} & -\frac{a}{b} & -\frac{a^2-2}{b^2} \\ 0 & 0 & 0 & 0 & 0 & 4 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 4 \end{bmatrix} \]

We set \( G_d = \text{diag}(\hat{G}_{11}, \hat{G}_{22}) \) so

\[ D(I - G + G_dE) = \begin{bmatrix} a^2 & ab & ab & b^2 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 3b^2 - 3ab - 3a^2 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & a^2 & ab & ab & b^2 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 3b^2 - 3ab - 3a^2 & 0 & 0 \end{bmatrix} \begin{bmatrix} \frac{3a^2-1}{2b^2} & a & a & \frac{1}{b} \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \frac{3a^2-1}{2b^2} & a & a & \frac{1}{b} \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \frac{3}{2} & 0 & 0 & \frac{3}{2} & 3 - 3a^2 - 3ab - 3a^2 \end{bmatrix} .\]

Then, for \( \rho \) density concentrated on vertex 2,

\[ \left[ D(I - G + G_dE) \right]_{12} \text{vec}(\rho) = \begin{bmatrix} \frac{3a^2-1}{2b^2} & a & a & \frac{1}{b} \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \frac{3}{2} & 0 & 0 & \frac{3}{2} & 3 - 3a^2 - 3ab - 3a^2 \end{bmatrix} \begin{bmatrix} \rho_{11} \\ \rho_{12} \\ \rho_{21} \\ \rho_{22} \end{bmatrix} = \begin{bmatrix} \frac{3a^2-1}{2b^2} \rho_{11} + \frac{\rho_{22}}{2} + \frac{2a}{b} \text{Re}(\rho_{12}) \\ 0 \\ 0 \\ \frac{3}{2} (\rho_{11} + \rho_{22}) \end{bmatrix} \]
Fig. 3  Graph with 2 vertices, with its associated transition maps \( \Phi_{ij} \) leading to an ergodic, nonunital QMC, for every \( 0 < p < 1 \). In general, the mean hitting times for reaching a vertex depend on \( p \) and the initial density \( \rho \). The exact values can be obtained by any of the methods discussed in the previous sections from which we conclude \( \text{Tr}([D(I - G + G_d E)]_{12}\rho) \) equals the RHS of (8.1), as expected. \( \square \)

**Example 8.2**  Consider the following nonunital QMC \( T \) on two vertices determined by

\[
\begin{align*}
\Phi_{11} &= V_1 \cdot V_1^\dagger + V_2 \cdot V_2^\dagger, \quad \Phi_{21} = V_3 \cdot V_3^\dagger + V_4 \cdot V_4^\dagger, \quad \Phi_{12} = L \cdot L^\dagger, \quad \Phi_{22} = R \cdot R^\dagger, \\
V_1 &= \sqrt{1 - \frac{3p}{4}} I, \quad V_2 = \frac{\sqrt{p}}{2} \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad V_3 = \frac{\sqrt{p}}{2} \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, \quad V_4 = \frac{\sqrt{p}}{2} \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \\
L &= \frac{1}{\sqrt{3}} \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}, \quad R = \frac{1}{\sqrt{3}} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.
\end{align*}
\]

(8.2)

where we assume \( 0 < p < 1 \) (Fig. 3). The matrix representations are order 4 matrices, and the block matrix representation for \( T \) is

\[
\hat{T} = \begin{bmatrix}
[\Phi_{11}] & [\Phi_{12}] \\
[\Phi_{21}] & [\Phi_{22}]
\end{bmatrix} = \begin{bmatrix}
1 - \frac{3p}{4} & 0 & 0 & \frac{p}{4} & \frac{1}{3} & \frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\
0 & 1 - \frac{3p}{4} & \frac{p}{4} & 0 & 0 & \frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\
0 & \frac{p}{4} & 1 - \frac{3p}{4} & 0 & 0 & 0 & \frac{1}{3} & \frac{1}{3} \\
\frac{p}{4} & 0 & 0 & 1 - \frac{3p}{4} & 0 & 0 & 0 & \frac{1}{3} \\
0 & -\frac{p}{4} & -\frac{p}{4} & 0 & -\frac{1}{3} & \frac{1}{3} & 0 & 0 \\
0 & -\frac{p}{4} & -\frac{p}{4} & 0 & -\frac{1}{3} & 0 & \frac{1}{3} & 0 \\
\frac{p}{4} & 0 & 0 & \frac{p}{4} & \frac{1}{3} & -\frac{1}{3} & -\frac{1}{3} & \frac{1}{3}
\end{bmatrix}.
\]

Let \( P_i \) denote the projection on (the space generated by) vertex \( i \),

\[
P_1 = \begin{bmatrix} I_4 & 0_4 \\ 0_4 & 0_4 \end{bmatrix}, \quad P_2 = \begin{bmatrix} 0_4 & 0_4 \\ 0_4 & I_4 \end{bmatrix}, \quad Q_i = I - P_i, \quad i = 1, 2.
\]

(8.3)

where \( I_4 \) and \( 0_4 \) denote the order 4 identity and zero matrices, respectively. Then, for instance, by letting \( \rho = \rho_1 \otimes |1\rangle \langle 1| \) we have that \( \text{Tr}(P_2 \hat{T} \rho) = \text{Tr}(\Phi_{21} \rho_1) \) denotes the probability that the walk will be at vertex 2 after one step given that it has started at vertex 1 with internal degree \( \rho_1 \). Regarding its spectrum, \( \hat{T} \) has 1 as the unique eigenvalue with unit modulus. By formula (6.6), the unique fixed point is faithful and given by

\( \odot \) Springer
\[ \pi = \pi_1 \otimes |1\rangle \langle 1| + \pi_2 \otimes |2\rangle \langle 2| \]
\[ = \frac{1}{32 + 45p} \left( \begin{bmatrix} 13 & 12 \\ 12 & 19 \end{bmatrix} \otimes |1\rangle \langle 1| + \begin{bmatrix} 12p & -15p \\ -15p & 33p \end{bmatrix} \otimes |2\rangle \langle 2| \right). \]

Let
\[ \Omega = |\pi \rangle \langle \pi| = \frac{1}{32 + 45p} \begin{bmatrix} 13 & 0 & 0 & 13 & 0 & 0 & 13 \\ 12 & 0 & 0 & 12 & 0 & 0 & 12 \\ 12 & 0 & 0 & 12 & 0 & 0 & 12 \\ 19 & 0 & 0 & 19 & 0 & 0 & 19 \\ 12p & 0 & 0 & 12p & 0 & 0 & 12p \\ -15p & 0 & 0 & -15p & 0 & 0 & -15p \\ -15p & 0 & 0 & -15p & 0 & 0 & -15p \\ 33p & 0 & 0 & 33p & 33p & 0 & 0 & 33p \end{bmatrix}. \]

The fundamental matrix \( Z \) can be obtained explicitly as a function of \( p \), but we omit its expression here for brevity. In this example, every entry \( Z_{ij} \) can be written as a rational function of \( p \) with numerator and denominator being polynomials of degree at most 2 and 3, respectively. Also,
\[ \hat{h}_{11} = p \begin{bmatrix} \frac{1}{p} - \frac{1}{2} & -\frac{1}{8} & -\frac{1}{8} & \frac{1}{8} \\ \frac{3}{16} & \frac{1}{p} - \frac{3}{4} & \frac{1}{4} & \frac{3}{16} \\ \frac{1}{4} & \frac{1}{8} & \frac{1}{8} & \frac{1}{8} \\ \frac{1}{2} & \frac{1}{8} & \frac{1}{8} & \frac{1}{8} \end{bmatrix}, \quad \hat{h}_{12} = \frac{1}{4} \begin{bmatrix} 2 & 1 & 1 & 2 \\ 1 & -1 & -2 \end{bmatrix}, \quad \hat{h}_{21} = \frac{1}{2} \begin{bmatrix} 1 & 0 & 0 & 1 \\ 0 & -1 & -1 & 0 \\ 0 & -1 & -1 & 0 \\ 1 & 0 & 0 & 1 \end{bmatrix}, \quad \hat{h}_{22} = \frac{1}{6} \begin{bmatrix} 3 & 1 & 1 & 2 \\ -2 & 1 & -1 & -2 \\ -2 & -1 & 1 & -2 \\ 3 & -1 & -1 & 4 \end{bmatrix}. \]

Then, the hitting probabilities are all equal to 1, as expected. Also,
\[ \hat{k}_{11} = p \begin{bmatrix} \frac{1}{p} - \frac{1}{2} & -\frac{1}{8} & -\frac{1}{8} & \frac{31}{32} \\ \frac{21}{32} & \frac{1}{p} - \frac{9}{16} & \frac{7}{16} & \frac{21}{32} \\ \frac{21}{32} & \frac{7}{16} & \frac{1}{p} - \frac{9}{16} & \frac{21}{32} \\ \frac{37}{32} & \frac{1}{2} & \frac{1}{2} & \frac{1}{p} + \frac{5}{32} \end{bmatrix}, \quad \hat{k}_{12} = \frac{1}{4} \begin{bmatrix} \frac{9}{2} & 0 & 0 & 3 \\ \frac{9}{2} & 0 & -3 & 3 \\ \frac{9}{2} & -3 & 0 & 3 \\ \frac{15}{2} & -3 & -3 & 3 \end{bmatrix}, \quad \hat{k}_{21} = \frac{1}{p} \begin{bmatrix} 1 & 0 & 0 & 1 \\ 0 & -1 & -1 & 0 \\ 0 & -1 & -1 & 0 \\ 1 & 0 & 0 & 1 \end{bmatrix}, \quad \hat{k}_{22} = \frac{1}{6p} \begin{bmatrix} 3p + 2 & p + 2 & p + 2 & p + 2 \\ -2p & p - 2 & -(p + 2) & -(2p + 2) \\ -2p & -(p + 2) & p - 2 & -2(p + 2) \\ 3p + 2 & -(p - 2) & -(p - 2) & \frac{1}{4}(p + 1) \end{bmatrix}. \]
From this, we obtain, for $\rho = (\rho_{ij})_{i,j=1,2}$ density matrix,

$$\text{Tr}(\hat{k}_{11}\rho) = 1 + p \left[ \frac{9}{8} + \frac{3}{4} \text{Re}(\rho_{12}) \right], \quad \text{Tr}(\hat{k}_{12}\rho) = 3 \left[ \rho_{11} + \frac{1}{2} \rho_{22} - \frac{1}{2} \text{Re}(\rho_{12}) \right],$$

$$\text{Tr}(\hat{k}_{21}\rho) = \frac{2}{p}, \quad \text{Tr}(\hat{k}_{22}\rho) = \frac{1}{3p} \left[ 2 + 3p + 2\rho_{22} + 4\text{Re}(\rho_{12}) \right].$$

A long but routine calculation allows us to check formula (7.1) and obtain, as expected, the same results via matrix $Z$. All such calculations are easily performed by a computer, but we omit the intermediate steps for brevity since, in this example, the practical calculation with $Z$ seems to be more complicated than by proceeding via the definition of $\hat{k}_{ij}$. Because of this, it is natural to ask what happens with other generalized inverses, so we could proceed via formula (6.8). As in the previous example, by choosing $|u| = [1 0 0 0 0 0 0 0]^T$ we can define $G = (I - T + |u\rangle\langle e_1|)^{-1}$ which, in a similar way as for $Z$, its entries can be written as a rational function of $p$ but this time with numerator and denominator being polynomials of degree at most 1 and 2, respectively. A calculation shows that, in fact, $\hat{G}_{ii} = \hat{k}_{ii}$, $i = 1, 2$, but that $\hat{G}_{ij} \neq \hat{k}_{ij}$ if $i \neq j$. We have

$$\hat{G}_{21}(\rho) = \frac{1}{p(32 + 45p)} \begin{bmatrix}
\frac{1}{2}(9p^2 + 46p + 64) & 6(3p + 4) & 6(3p + 4) & -\frac{1}{2}(9p^2 - 50p - 64) \\
-2(9p + 8) & \frac{1}{2}(15p + 8) & -\frac{3}{2}(9p + 8) & -2(16 + 21p) \\
-2(9p + 8) & -\frac{3}{2}(9p + 8) & \frac{1}{2}(15p + 8) & -2(16 + 21p) \\
-\frac{1}{2}(9p^2 - 134p - 64) & -6(3p + 4) & -6(3p + 4) & \frac{1}{2}(9p^2 + 130p + 64)
\end{bmatrix} \begin{bmatrix}
\rho_{11} \\
\rho_{12} \\
\rho_{21} \\
\rho_{22}
\end{bmatrix},$$

where

$$\rho_{11}' = \frac{1}{2p(32 + 45p)} \left[ (9p^2 + 46p + 64)\rho_{11} + (50p + 64 - 9p^2)\rho_{22} \\
+ 2p(36p + 48)\text{Re}(\rho_{12}) \right]$$

$$\rho_{22}' = -\frac{1}{2p(32 + 45p)} \left[ (9p^2 - 134p - 64)\rho_{11} + (-9p^2 - 130p - 64)\rho_{22} \\
+ 2p(36p + 48)\text{Re}(\rho_{12}) \right]$$

from which we obtain, as expected, that $\text{Tr}(\hat{G}_{21}\rho) = \rho_{11}' + \rho_{22}' = \text{Tr}(\hat{k}_{21}\rho) = 2/p$, for every $\rho$ density. A similar procedure allows us to confirm that $\text{Tr}(\hat{G}_{21}\rho) = \text{Tr}(\hat{k}_{12}\rho)$ for every $\rho$ density. \hfill \Box

**Example 8.3** In this set of examples, we illustrate the random target lemma, stated in Theorem 7.1(b). We note that in some special cases such quantity makes sense even if the assumption of such item is not valid, but then we will have a result for a subset of densities only. This notion can be seen as a kind of classical character of the walk, a property which is not possessed by examples in general. We also check the second hitting time formula, as such results are better exemplified via graphs with at least 3
vertices (Fig. 4). Here, we are able to see how a single pair of matrices can lead to several distinct situations.

(a) Let

\[
B_{11} = B_{22} = B_{33} = \frac{1}{2} \begin{bmatrix} 1 & 1 \\ 0 & 0 \end{bmatrix},
\]

\[
B_{13} = B_{32} = B_{21} = \frac{1}{2} \begin{bmatrix} 0 & 0 \\ 1 & -1 \end{bmatrix}
\]

\[
B_{12} = B_{23} = B_{31} = \frac{1}{\sqrt{2}} I
\]

and consider the ergodic unital OQW on 3 vertices with transition effects given by the \( B_{ij} \), that is, with block representation matrix and limit operator

\[
\hat{T} := \begin{bmatrix} [B_{11}] & [B_{12}] & [B_{13}] \\ [B_{21}] & [B_{22}] & [B_{13}] \\ [B_{31}] & [B_{32}] & [B_{33}] \end{bmatrix}, \quad \hat{\Omega} = |\pi\rangle \langle eI| = \begin{bmatrix} \Omega_{11} & \Omega_{12} & \Omega_{13} \\ \Omega_{21} & \Omega_{22} & \Omega_{23} \\ \Omega_{31} & \Omega_{32} & \Omega_{33} \end{bmatrix}, \quad \Omega_{11} = \frac{1}{6} \begin{bmatrix} 1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 \end{bmatrix}
\]

Also,

\[
\hat{h}_{ii} = \hat{k}_{ii} = \begin{bmatrix} 9/16 & 9/32 & 9/32 & 7/16 \\ 0 & 8/32 & 0 & 0 \\ 0 & 0 & 1/8 & 0 \\ 7/16 & -9/32 & -9/32 & 9/16 \end{bmatrix}, \quad i = 1, 2, 3
\]

\[
\hat{h}_{12} = \hat{h}_{23} = \hat{h}_{31} = \begin{bmatrix} 3/4 & 1/8 & 1/2 \\ 0 & 7/8 & 0 \\ 0 & 0 & 1/2 \\ 1/4 & -1/8 & 1/4 \end{bmatrix}, \quad \hat{k}_{12} = \hat{k}_{23} = \hat{k}_{31} = \begin{bmatrix} 19/14 & 11/56 & 11/56 & 6/14 \\ 0 & 7/56 & 0 & 0 \\ 0 & 0 & 1/7 & 0 \\ 13/14 & -19/56 & -19/56 & 7 \end{bmatrix}
\]

\[
\hat{h}_{13} = \hat{h}_{21} = \hat{h}_{32} = \begin{bmatrix} 1/2 & 3/16 & 3/16 & 1/4 \\ 0 & 4/16 & 0 & 0 \\ 0 & 0 & 1/4 & 0 \\ 1/2 & -3/16 & -3/16 & 3/4 \end{bmatrix}, \quad \hat{k}_{13} = \hat{k}_{21} = \hat{k}_{32} = \begin{bmatrix} 11/7 & 19/28 & 19/28 & 15/14 \\ 0 & 7/28 & 0 & 0 \\ 0 & 0 & 1/7 & 0 \\ 9/7 & -1/28 & -1/28 & 25/14 \end{bmatrix}
\]
\[
\hat{Z}_{ii} = \begin{bmatrix} 15 & 61 & 61 \\ 14 & 147 & 14 \\ 0 & 8 & 0 \\ 0 & 8 & 0 \\ -\frac{1}{6} & -\frac{47}{147} & \frac{47}{42} \end{bmatrix}, \quad i = 1, 2, 3
\]

\[
\hat{Z}_{12} = \hat{Z}_{23} = \hat{Z}_{31} = \begin{bmatrix} 17 & 55 & 55 \\ \frac{42}{7} & 147 & \frac{147}{6} \\ 0 & 7 & 0 \\ 0 & 4 & 0 \\ -\frac{11}{42} & -\frac{41}{147} & -\frac{41}{42} \end{bmatrix},
\]

\[
\hat{Z}_{13} = \hat{Z}_{32} = \hat{Z}_{21} = \begin{bmatrix} 1 & 31 & 31 \\ \frac{42}{147} & 147 & \frac{147}{14} \\ 0 & \frac{7}{7} & 0 \\ 0 & \frac{2}{7} & 0 \\ -\frac{1}{14} & -\frac{59}{147} & -\frac{59}{14} \end{bmatrix}.
\]

A routine calculations gives

\[
\text{Tr}(\hat{k}_{12}\rho) = \text{Tr}(\hat{k}_{23}\rho) = \text{Tr}(\hat{k}_{31}\rho) = \frac{16}{7} - \frac{2}{7}\text{Re}(\rho_{12})
\]

\[
\text{Tr}(\hat{k}_{13}\rho) = \text{Tr}(\hat{k}_{32}\rho) = \text{Tr}(\hat{k}_{21}\rho) = \frac{20}{7} + \frac{9}{7}\text{Re}(\rho_{12}).
\]

Now, we note that assumption of Theorem 7.1(b) is not valid, since

\[
\text{Tr}(\hat{k}_{ii}\rho) = 3(\gamma_{11} + \gamma_{22}) - \frac{1}{4}(\gamma_{12} + \gamma_{21}).
\]

However, we still have that (7.2) is valid for any diagonal density matrix as a simple inspection shows, so with respect to such densities we have the associated target time

\[
t_{\text{circle}}(\rho_{\text{diag}}) = \sum_{i=1}^{3} \text{Tr}((D^{-1}K)_{ij}\rho_{\text{diag}}) = \left[\sum_{i=1}^{3} \text{Tr}(Z_{ii}\rho_{\text{diag}})\right] - 1 = \frac{12}{7}, \quad j = 1, 2, 3.
\]

As discussed before, this is the expected length of the walk, given a randomly chosen target vertex \(i\), beginning at some fixed vertex with any diagonal density \(\rho_{\text{diag}}\). In order to illustrate such vertex independence in a situation which is not as symmetric as this one, see example c) below. As for the second hitting time formula, we inspect both sides of such equation to illustrate their equality. Noting that in this example all \(\pi_{i}\) are equal, we obtain

\[
(\hat{k}_{11} + \hat{k}_{12} + \hat{k}_{13})\pi_{i} = \begin{bmatrix} 503 & 41 & 41 & 349 \\ 172 & 32 & 32 & 172 \\ 0 & 8 & 0 & 0 \\ 0 & 8 & 0 & 0 \\ 409 & 33 & 33 & 563 \end{bmatrix} \begin{bmatrix} \frac{1}{6} \\ 1/6 \end{bmatrix} = \begin{bmatrix} 71/56 \\ 0 \\ 0 \\ 0 \\ 81/56 \end{bmatrix},
\]

\[
(DZ)_{11}(\hat{h}_{11} + \hat{h}_{12} + \hat{h}_{13})\pi_{i} = \begin{bmatrix} 439 & 43 & 43 & 397 \\ 172 & 48 & 48 & 172 \\ 0 & 8 & 0 & 0 \\ 0 & 8 & 0 & 0 \\ 473 & 43 & 43 & 515 \end{bmatrix} \begin{bmatrix} \frac{1}{6} \\ 1/6 \end{bmatrix} = \begin{bmatrix} 209/168 \\ 0 \\ 0 \\ 0 \\ 247/168 \end{bmatrix}.
\]
Therefore, by (7.5),

\[
\text{Tr}(K_{j\pi}) = \sum_i \text{Tr}(\hat{k}_{ji}\pi_i) = \text{Tr}((DZ)_{jj}F_{1\pi}) = \sum_i \text{Tr}((DZ)_{jj}\hat{h}_{ji}\pi_i) = \frac{19}{7}, \quad j = 1, 2, 3
\]

which is the mean time of first visit to \(j\), given that it has started at a vertex randomly chosen according to \(\pi\).

(b) Consider a slight variation of the above, namely

\[
B_{11} = B_{22} = B_{33} = \frac{1}{\sqrt{2}} I, \quad B_{13} = B_{32} = B_{21} = \frac{1}{2} \begin{bmatrix} 0 & 0 \\ 1 & -1 \end{bmatrix}
\]

\[
B_{12} = B_{23} = B_{31} = \frac{1}{2} \begin{bmatrix} 1 & 1 \\ 0 & 0 \end{bmatrix}
\]

and consider the OQW on 3 vertices with transition effects given by the \(B_{ij}\). Once again this is an ergodic unital channel, but now the assumption of Theorem 7.1(b) holds: we have that

\[
\hat{k}_{ii}\gamma = \begin{bmatrix} \frac{7}{4} - \frac{21}{36} - \frac{7}{36} \frac{5}{4} \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} \gamma_{11} \\ \gamma_{12} \\ \gamma_{21} \end{bmatrix} = \begin{bmatrix} \frac{7}{4}\gamma_{11} + \frac{5}{4}\gamma_{22} - \frac{7}{36}(\gamma_{12} + \gamma_{21}) \\ \frac{1}{2}\gamma_{12} \\ \frac{1}{2}\gamma_{21} \end{bmatrix}, \quad i = 1, 2, 3
\]

from which we obtain \(\text{Tr}(\hat{k}_{ii}\gamma) = 3\text{Tr}(\gamma)\) for every \(\gamma \in M_2(\mathbb{C}), i = 1, 2, 3\). Then, for every \(\rho\) density, by choosing \(j = 1\),

\[
t_\odot(\rho) = \sum_{i=1}^3 \text{Tr}((D^{-1}K)_{i1}\rho) = 0 + \frac{4}{3}[1 + \text{Re}(\rho_{12})] + \frac{4}{3}[1 - \text{Re}(\rho_{12})] = \frac{8}{3}
\]

and the same result is obtained by choosing \(j = 2, 3\), as expected. This can also be verified via the block diagonal of \(Z\), as in (a). As for the second hitting time formula,

\[
\text{Tr}(K_{1\pi}) = \text{Tr}((DZ)_{11}F_{1\pi}) = \text{Tr}((DZ)_{11}\hat{h}_{11}\pi_1) + \text{Tr}((DZ)_{11}\hat{h}_{12}\pi_2)
\]

\[+ \text{Tr}((DZ)_{11}\hat{h}_{13}\pi_3) = \frac{11}{3}
\]

and similarly \(\text{Tr}(K_{2\pi}) = \text{Tr}(K_{3\pi}) = 11/3\).

(c) Still considering the above matrices, we can make a modification in order to obtain a less symmetric, nonunital OQW. Let

\[
B_{11} = B_{22} = \frac{1}{\sqrt{5}} I, \quad B_{33} = \sqrt{\frac{4}{5}} I, \quad B_{21} = B_{32} = \sqrt{\frac{2}{5}} \begin{bmatrix} 0 & 0 \\ 1 & -1 \end{bmatrix},
\]

\[
B_{13} = B_{23} = \frac{1}{\sqrt{10}} I, \quad B_{31} = B_{12} = \sqrt{\frac{2}{5}} \begin{bmatrix} 1 & 1 \\ 0 & 0 \end{bmatrix}.
\]
The unique stationary density for the associated OQW is

\[ \pi = \pi_1 \otimes |1\rangle \langle 1| + \pi_2 \otimes |2\rangle \langle 2| + \pi_3 \otimes |3\rangle \langle 3| \]

\[ = \left[ \frac{1}{3} \ 0 \ \frac{1}{3} \right] \otimes |1\rangle \langle 1| + \left[ \frac{1}{3} \ \frac{1}{3} \right] \otimes |2\rangle \langle 2| + \left[ \frac{1}{3} \ 0 \right] \otimes |3\rangle \langle 3| . \]

In a similar way as in item a), (7.2) is valid for any diagonal density matrix. Then, we calculate its target time:

\[ t_\otimes (\rho_{\text{diag}}) = \sum_{i=1}^{3} \text{Tr}([D^{-1}K]_{ij}\rho_{\text{diag}}) = \sum_{i=1}^{3} \text{Tr}(Z_{ii}\rho_{\text{diag}}) - 1 = \frac{5}{2}, \ j = 1, 2, 3. \]

As for the second hitting time formula, we inspect both sides,

\[ \hat{k}_{11}\pi_1 + \hat{k}_{12}\pi_2 + \hat{k}_{13}\pi_3 = \begin{bmatrix} 265 \\ \frac{72}{72} \\ 0 \\ 0 \\ \frac{227}{72} \end{bmatrix}, \quad (DZ)_{11}(\hat{h}_{11}\pi_1 + \hat{h}_{12}\pi_2 + \hat{h}_{13}\pi_3) = \begin{bmatrix} 21 \\ \frac{8}{24} \\ 0 \\ 0 \\ \frac{101}{24} \end{bmatrix}. \]

Hence, both traces are equal to \( \text{Tr}(K_{1\pi}) = 41/6. \) Similarly, \( \text{Tr}(K_{2\pi}) = \text{Tr}(K_{1\pi}) \) and \( \text{Tr}(K_{3\pi}) = 11/6. \)

## 9 Outlook

In this work, we have discussed generalized inverses associated with QMCs acting on a finite dimensional space and we focused on describing some of the basic constructions needed to study a notion of mean hitting time. Inspired by a collection of results which are valid for stochastic matrices, we realize that several of them admit a version which is valid for the class of CP maps studied here, thus leading to applications in a quantum setting. We have also concluded that one is able to develop concrete calculations with relative ease, thus leading to a basic theory with a considerable collection of examples.

The following are natural topics of discussion:

1. **Hitting times for states** What can be said about the mean hitting time to a pure state? On first sight, it is not clear whether a hitting time formula such as (2.1) is available in this case. It is instructive to attempt to modify the proof for vertices so that one may recognize the convenience of the block matrix representation when it comes to monitoring the visit to vertices, but much remains to be done in this direction.

2. **Infinite graphs** Are there analogous results for quantum walks on infinite graphs? This leads to the problem of studying generalized inverses of operators. This endeavor would most likely have connections with the theory of FR functions and related generating functions such as the ones seen in [19].

3. **Unitary evolutions** Are generalized inverses useful for the study of mean hitting times of iterative unitary evolutions? In this situation, the coherences which modify the density matrix contents at every step must be examined in a way which
is quite distinct from the analysis of individual paths. If such inverses produce relevant information, do they lead to useful hitting time formulae? A fundamental issue seems evident: if we adopt a linear algebraic approach, what kind of matrix representation one has to employ in the unitary case?
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10 Appendix: Proofs

Throughout the proofs, we recall the notation $|e_I\rangle = |e_I^n\rangle$ as $n, k$ are clear from context.

Proof of Proposition 6.3 The proof is inspired by [24]. We recall that if $M_{ij}$ denotes the $(i, j)$th minor of a matrix $A$, we define the adjugate matrix as $\text{adj}(A) := ((-1)^{i+j} M_{ji})_{i,j \leq n}$, and it holds that

$$A \text{adj}(A) = \text{adj}(A) A = \det(A) I.$$ 

By Sylvester’s determinant theorem, we have $\det(I_m + AB) = \det(I_n + BA)$, from which we obtain as a consequence that

$$\det(X + |c\rangle\langle r|) = \det(X) + \langle r| \text{adj}(X)|c\rangle$$

for any vectors $|c\rangle, |r\rangle$. Let $\pi$ be the (unique) fixed point of $T$, so $(T - I)\pi = 0$ and $T - I$ is singular. Then,

$$\det(I - T + |t\rangle\langle u|) = \det(I - T) + \langle u|\text{adj}(I - T)|t\rangle = \langle u|\text{adj}(I - T)|t\rangle$$

and

$$\text{adj}(I - T)(I - T) = (I - T)\text{adj}(I - T) = \det(I - T)I = 0.$$

If we write $A := \text{adj}(I - T)$, then

$$(I - T)A = 0 \implies TA = A$$

and

$$A(I - T) = 0 \implies AT = A.$$ 

As $T$ has a unique fixed point, $A$ must be of rank 1, so that we can write $A = |v\rangle\langle w|$, and $|v\rangle$ is a multiple of the fixed point of $T$. On the other hand, since $[T^\dagger] = [T]^\dagger$, we have that $AT = A$ implies $T^\dagger A^\dagger = A^\dagger$ and $A^\dagger = |w\rangle\langle v|$, so $|w\rangle$ is a multiple of the unique fixed point of $T^\dagger$, which is the identity. For instance, in the case of a QMC with 2 vertices, this corresponds to write

$$|w\rangle = |e_I\rangle := \begin{bmatrix} 1 & 0 & 0 & 1 & 0 & 0 & 1 \end{bmatrix}^T$$

and analogously for larger graphs. Therefore,
adj(I - T) = A = |v\rangle\langle w| = k|\pi\rangle\langle e_I|.

Let \( \mu_1, \ldots, \mu_m \) be the eigenvalues of \( A \), \( \mu_1 = 0 \). Then, \( \text{Tr}(\text{adj}(A)) = \prod_{j=2}^{m} \mu_j \). As \( T \) is irreducible, its eigenvalues \( \lambda_1, \ldots, \lambda_m \) are such that \( \lambda_1 = 1 \) is the only eigenvalue equal to 1, so \( \text{Tr}(\text{adj}(I - T)) = \prod_{j=2}^{m} (1 - \lambda_j) \neq 0 \). But \( \text{Tr}(\text{adj}(I - T)) = k \text{Tr}(|\pi\rangle\langle e_I|) \), so \( k \neq 0 \) since \( \langle e_I|\pi\rangle \) is always nonzero and thus

\[
\det(I - T + |t\rangle\langle u|) = k\langle u|\pi\rangle\langle e_I|t\rangle
\]

which proves nonsingularity if \( \langle u|\pi\rangle \neq 0 \) and \( \langle e_I|t\rangle \neq 0 \). Now, note that

\[
(I - T + |t\rangle\langle u|)^{-1}(I - T + |t\rangle\langle u|) = I
\]

which implies

\[
(I - T + |t\rangle\langle u|)^{-1}(I - T) = I - (I - T + |t\rangle\langle u|)^{-1}|t\rangle\langle u|. \tag{10.1}
\]

But \( (I - T)|\pi\rangle = 0 \), so

\[
(I - T + |t\rangle\langle u|)|\pi\rangle = (I - T)|\pi\rangle + |t\rangle\langle u|\pi\rangle = |t\rangle\langle u|\pi\rangle
\]

and thus

\[
\frac{1}{\langle u|\pi\rangle}|\pi\rangle = (I - T + |t\rangle\langle u|)^{-1}|t\rangle. \tag{10.2}
\]

Replace (10.2) into (10.1) to obtain

\[
(I - T + |t\rangle\langle u|)^{-1}(I - T) = I - \frac{1}{\langle u|\pi\rangle}(I - T)|\pi\rangle\langle u| = (I - T), \tag{10.3}
\]

Hence,

\[
(I - T)(I - T + |t\rangle\langle u|)^{-1}(I - T) = (I - T) - \frac{1}{\langle u|\pi\rangle}(I - T)|\pi\rangle\langle u| = (I - T),
\]

showing that \( (I - T + |t\rangle\langle u|)^{-1} \) is a g-inverse of \( I - T \).

**Proof of Corollary 6.4** In a similar way as in Proposition 6.3, we may write

\[
(I - T + |t\rangle\langle u|)(I - T + |t\rangle\langle u|)^{-1} = I
\]

\[
(I - T)(I - T + |t\rangle\langle u|)^{-1} = I - |t\rangle\langle u|(I - T + |t\rangle\langle u|)^{-1}. \tag{10.4}
\]

Moreover,

\[
\langle e_I|I - T + |t\rangle\langle u|\rangle = \langle e_I|(I - T) + \langle e_I|t\rangle\langle u| = \langle e_I|t\rangle\langle u|
\]
which implies
\[
\frac{1}{\langle e_I| t \rangle} \langle e_I \rangle = \langle u|(I - T + |t\rangle \langle u|)^{-1}.
\]

Insert this into Eq. (10.4), so
\[
(I - T)(I - T + |t\rangle \langle u|)^{-1} = I - \frac{1}{\langle e_I| t \rangle} |t\rangle \langle e_I|.
\]

Now, set \( A = I - T \) and \( A^- = (I - T + |t\rangle \langle u|)^{-1} \) in characterization (6.2) to obtain
\[
A^- + H - A^- A H A A^- \\
= (I - T + |t\rangle \langle u|)^{-1} + H \\
- \left[ (I - T + |t\rangle \langle u|)^{-1} (I - T) H (I - T)(I - T + |t\rangle \langle u|)^{-1} \right] \\
= (I - T + |t\rangle \langle u|)^{-1} + H - \left[ \left( I - \frac{1}{\langle u| \pi \rangle} \langle \pi \rangle \langle \pi \rangle H \left( I - \frac{1}{\langle e_I| t \rangle} |t\rangle \langle e_I| \right) \right) \right] \\
= (I - T + |t\rangle \langle u|)^{-1} + H - \left[ \left( H - \frac{1}{\langle u| \pi \rangle} \langle \pi \rangle H \left( I - \frac{1}{\langle e_I| t \rangle} |t\rangle \langle e_I| \right) \right) \right] \\
= (I - T + |t\rangle \langle u|)^{-1} + H - \left[ H - \frac{1}{\langle e_I| t \rangle} H |t\rangle \langle e_I| - \frac{1}{\langle u| \pi \rangle} \langle \pi \rangle \langle u| H \\
+ \frac{1}{\langle u| \pi \rangle} \langle \pi \rangle \langle u| H |t\rangle \langle e_I| \right] \\
= (I - T + |t\rangle \langle u|)^{-1} + \frac{1}{\langle e_I| t \rangle} H |t\rangle \langle e_I| + \frac{1}{\langle u| \pi \rangle} \langle \pi \rangle \langle u| H \\
- \frac{1}{\langle u| \pi \rangle} \langle \pi \rangle \langle u| H |t\rangle \langle e_I| \\
\]

where in the second equality we have used (10.3) and (10.5). Similarly, from characterization (6.3) we obtain
\[
A^- + (I - A^- A) F + G (I - AA^-) \\
= (I - T + |t\rangle \langle u|)^{-1} + \left( I - \frac{1}{\langle u| \pi \rangle} \langle \pi \rangle \langle \pi \rangle F \right) \\
+ G \left( I - \frac{1}{\langle e_I| t \rangle} |t\rangle \langle e_I| \right) \\
= (I - T + |t\rangle \langle u|)^{-1} + \frac{1}{\langle u| \pi \rangle} \langle \pi \rangle \langle \pi \rangle F + G \frac{1}{\langle e_I| t \rangle} |t\rangle \langle e_I|.
\]
Now, we prove c): if
\[ G_0 = (I - T + |t\rangle\langle u|)^{-1} + \frac{|\pi\rangle\langle u|}{\langle u|\pi\rangle} F + G \frac{|r\rangle\langle e_I|}{\langle e_I|r\rangle} \]
set \( F = |\pi\rangle\langle f| \) and \( G = |g\rangle\langle e_I| \). Conversely, take
\[
|f\rangle = \frac{\langle u|F}{\langle u|\pi\rangle}, \quad |g\rangle = \frac{G|r\rangle}{\langle e_I|r\rangle}.
\]
Then,
\[ G_0 = (I - T + |t\rangle\langle u|)^{-1} + H \frac{|t\rangle\langle e_I|}{\langle e_I|r\rangle} + \frac{|\pi\rangle\langle u|}{\langle u|\pi\rangle} H - \frac{|\pi\rangle\langle u|H|r\rangle\langle e_I|}{\langle u|\pi\rangle\langle e_I|r\rangle}. \]
Set \( H = |\pi\rangle\langle f| + |g\rangle\langle e_I| \), and the conclusion follows by a simple inspection. Conversely, set, for instance,
\[
|f\rangle = \frac{\langle u|H}{\langle u|\pi\rangle}, \quad |g\rangle = \left[I - \frac{|\pi\rangle\langle u|}{\langle u|\pi\rangle}\right] \frac{H|r\rangle}{\langle e_I|r\rangle}.
\]

\[Q.E.D.\]

**Proof of Proposition 6.6** (a) Equation \((I - T)|\pi\rangle = 0\) has the form \(AX = C\), where \(X = |\pi\rangle\), \(A = I - T\), \(C = |0\rangle\). The consistency condition \(AA^{-1}C = C\) is clearly satisfied so the general solution is given by
\[|\pi\rangle = (I - (I - T)^{-1}(I - T))|z\rangle = A|z\rangle\]
noting that \(z\) must satisfy \(\langle e_I|\pi\rangle = 1 = \langle e_I|Az\rangle\). Let \(|v\rangle\) be any vector such that \(\langle e_I|Av\rangle \neq 0\) and set \(|z\rangle = |v\rangle/\langle e_I|Av\rangle\). Therefore, \(|\pi\rangle\) has the stated form. (b) From map \(A\) chosen in Proposition 6.6, we have
\[A = I - \left[(I - T + |t\rangle\langle u|)^{-1} + |f\rangle\langle e_I|\right](I - T)\]
\[= I - (I - T + |t\rangle\langle u|)^{-1}(I - T) - |f\rangle\langle e_I|(I - T)\]
\[= I - I + (I - T + |t\rangle\langle u|)^{-1}|t\rangle\langle u| = (I - T + |t\rangle\langle u|)^{-1}|t\rangle\langle u|\]
the third equality due to (10.1) and since \(\langle e_I|\) is a fixed point of \(T^\dagger\). Substituting such expression in (6.5) gives
\[|\pi\rangle = \frac{(I - T + |t\rangle\langle u|)^{-1}|t\rangle\langle u|v\rangle}{\langle e_I|(I - T + |t\rangle\langle u|)^{-1}|t\rangle\langle u|v\rangle} = \frac{(I - T + |t\rangle\langle u|)^{-1}|t\rangle}{\langle e_I|(I - T + |t\rangle\langle u|)^{-1}|t\rangle}\]
noting that we can always choose \(v\) such that \(\langle u|v\rangle \neq 0\) and that the expression in the denominator is nonzero due to (10.2). \[Q.E.D.\]
**Proof of Theorem 6.1** (a) We begin with the definition \( L := K - (K - D)T \), so that we can write

\[
K(I - T) = L - DT.
\]

By Proposition 6.2, we have that

\[
K = (L - DT)G + V(I - (I - T)G)
\]

if the consistency condition holds:

\[
(L - DT)G(I - T) = L - DT \iff (L - DT)[I - G(I - T)] = 0.
\]

This is in fact true, since

\[
(L - DT)[I - G(I - T)] = (L - DT)[I - [(I - T + |r\rangle\langle u|)^{-1} + |\pi\rangle\langle f| + |g\rangle\langle e_I|](I - T)]
\]

\[
= (L - DT)[I - (I - T + |r\rangle\langle u|)^{-1}(I - T) - |\pi\rangle\langle f|I - T| - |g\rangle\langle e_I|(I - T)]
\]

\[
= (L - DT)[I - I + |\pi\rangle\langle u|_{\langle u|\pi\rangle} - |\pi\rangle\langle f|(I - T)]
\]

\[
= (L - DT)|\pi\rangle - D|\pi\rangle - (I - T)|\pi\rangle - D|\pi\rangle = 0
\]

noting that \( L|\pi\rangle = D|\pi\rangle \). To see why, just note that as \( |\pi\rangle \) is fixed for \( T \),

\[
L|\pi\rangle = K|\pi\rangle - KT|\pi\rangle + DT|\pi\rangle = K|\pi\rangle - K|\pi\rangle + D|\pi\rangle = D|\pi\rangle.
\]

Then,

\[
V(I - (I - T)G) = V\left( I - (I - T)(I - T + |r\rangle\langle u|)^{-1} + |\pi\rangle\langle f| + |g\rangle\langle e_I| \right)
\]

\[
= V\left( I - (I - T)(I - T + |r\rangle\langle u|)^{-1} - (I - T)|\pi\rangle\langle f| - (I - T)|g\rangle\langle e_I| \right)
\]

\[
= V\left( |r\rangle\langle e_I| + (I - T)|g\rangle\langle e_I| \right)
\]

\[
= V\left( |r\rangle\langle e_I| + (I - T)|g\rangle\langle e_I| \right)
\]

\[
= V|h\rangle\langle e_I| = |b\rangle\langle e_I|.
\]

In particular,

\[
I - G + TG = |h\rangle\langle e_I| \quad (10.7)
\]

and (10.6) can be written as

\[
K = (L - DT)G + |b\rangle\langle e_I|. \quad (10.8)
\]
Let us examine such equation. For simplicity, we illustrate the case of 2 vertices, so

$$\begin{align*}
L G &= \begin{bmatrix}
L_{11} G_{11} + L_{12} G_{21} & L_{11} G_{12} + L_{12} G_{22} \\
L_{21} G_{11} + L_{22} G_{21} & L_{21} G_{12} + L_{22} G_{22}
\end{bmatrix}.
\end{align*}$$

Then,

$$\begin{align*}
\rho := \begin{bmatrix}
\rho_1 \\
0
\end{bmatrix} \implies L G \rho &= \begin{bmatrix}
(L_{11} G_{11} + L_{12} G_{21}) \rho_1 \\
(L_{21} G_{11} + L_{22} G_{21}) \rho_1
\end{bmatrix},
G \rho = \begin{bmatrix}
G_{11} \rho_1 \\
G_{21} \rho_1
\end{bmatrix}.
\end{align*}$$

Let $\text{Tr}^{(i)}(\gamma)$ denote the trace of the positive map on the $i$th vertex of an OQW density $\gamma$, $i = 1, 2$. Then, by the positivity of the maps $G_{ij}$ and (5.6), we have

$$\begin{align*}
\text{Tr}^{(1)}(L G \rho) &= \text{Tr}(L_{11} G_{11} \rho_1) + \text{Tr}(L_{12} G_{21} \rho_1) = \text{Tr}(G_{11} \rho_1) + \text{Tr}(G_{21} \rho_1) = \text{Tr}(G \rho).
\end{align*}$$

On the other hand, if we write

$$|\pi\rangle = \begin{bmatrix}
|\pi_a\rangle \\
|\pi_b\rangle
\end{bmatrix}, \quad |\pi_a\rangle := \begin{bmatrix}
\pi_1 \\
\pi_2 \\
\pi_3 \\
\pi_4
\end{bmatrix}, \quad |\pi_b\rangle := \begin{bmatrix}
\pi_5 \\
\pi_6 \\
\pi_7 \\
\pi_8
\end{bmatrix},$$

then

$$D |\pi\rangle \langle e_I | = \begin{bmatrix}
\hat{k}_{11} & 0 \\
0 & \hat{k}_{22}
\end{bmatrix} \begin{bmatrix}
|\pi_a\rangle \langle e_I | \\
|\pi_b\rangle \langle e_I |
\end{bmatrix} = \begin{bmatrix}
\hat{k}_{11} |\pi_a\rangle \langle e_I | \hat{k}_{11} |\pi_a\rangle \langle e_I | \\
\hat{k}_{22} |\pi_b\rangle \langle e_I | \hat{k}_{22} |\pi_b\rangle \langle e_I |
\end{bmatrix}$$

and so

$$D \Omega G \rho = D |\pi\rangle \langle e_I | G \rho = \begin{bmatrix}
k_{11} |\pi_a\rangle \langle e_I | (G_{11} + G_{21}) k_{11} |\pi_a\rangle \langle e_I | (G_{12} + G_{22}) & 0 \\
k_{22} |\pi_b\rangle \langle e_I | (G_{11} + G_{21}) k_{22} |\pi_b\rangle \langle e_I | (G_{12} + G_{22})
\end{bmatrix} \begin{bmatrix}
\rho_1 \\
0
\end{bmatrix}
$$

$$= \begin{bmatrix}
k_{11} |\pi_a\rangle \langle e_I | (G_{11} + G_{21}) \rho_1 \\
k_{22} |\pi_b\rangle \langle e_I | (G_{11} + G_{21}) \rho_1
\end{bmatrix}$$

By Kac’s lemma for OQWs [[8], Thm. 4.5], and noting that $|e_I \rangle (G_{11} + G_{21}) |\rho_1\rangle = \text{Tr}[(G_{11} + G_{21}) |\rho_1\rangle$,

$$\text{Tr}^{(1)}(D \Omega G \rho) = \text{Tr}[(G_{11} + G_{21}) |\rho_1\rangle = \text{Tr}(G \rho)$$

and we conclude that $\text{Tr}^{(1)}(L G \rho) = \text{Tr}^{(1)}(D \Omega G \rho)$ for every $\rho$. Similarly, by defining $\rho := [0 \rho_2]^T$ we conclude $\text{Tr}^{(2)}(L G \rho) = \text{Tr}^{(2)}(D \Omega G \rho)$ and by linearity we conclude that there is $W_\alpha$ such that

$$\diamond Springer$$
and \( \text{Tr}(W_\alpha \rho) = 0 \), for every \( \rho \). The case of 3 or more vertices follows in an analogous manner.

Now, motivated by a classical reasoning we seek a matrix \( B \) such that \( \text{Tr}(B E \rho) = \text{Tr}(|b\rangle\langle e_1| \rho) \) for every \( \rho \), where \( E \) is the block matrix for which each block equals the identity (of order \( k^2 \), where \( k \) is the internal degree of the QMC). For this, we need to find \( B_\alpha \) such that

\[
BE + B_\alpha = |b\rangle\langle e_1|, \quad \text{Tr}(B_\alpha \rho) = 0, \quad \forall \rho
\]

(10.10)

We will see that it is enough to find \( B \) which is diagonal. For instance, in the case of \( n = 1 \) vertex and degree of freedom \( k = 2 \), by writing \( |b\rangle = [b_1 \ldots b_4]^T \), \( B = \text{diag}(c_1, \ldots, c_4) \), then by writing (10.10) explicitly, \( E \) is the order 4 identity matrix, so

\[
B_\alpha = |b\rangle\langle e_1| - BE = \begin{bmatrix}
    b_1 - c_1 & 0 & 0 & b_1 \\
    b_2 & -c_2 & 0 & b_2 \\
    b_3 & 0 & -c_3 & b_3 \\
    b_4 & 0 & 0 & b_4 - c_4
\end{bmatrix}
\]

\[
\implies \text{Tr}(B_\alpha \rho) = (b_1 + b_4 - c_1)\rho_{11} + (b_1 + b_4 - c_4)\rho_{22}
\]

for \( \rho = (\rho_{ij})_{i,j=1,2,} \), we conclude that we may set \( c_1 = c_4 = b_1 + b_4 \), with \( b_2, b_3 \) arbitrary. In the case of \( n = 2 \) vertices and \( k = 2 \), by writing \( B = \text{diag}(c_1, \ldots, c_8) \), then we obtain that we may set \( c_1 = c_4 = b_1 + b_4 \), \( c_5 = c_8 = b_5 + b_8 \) and the remaining entries are arbitrary. The case of \( n \) or \( k \geq 3 \) follows in a similar way. Therefore, we have:

Claim 1: for every \( |b\rangle \) there is \( B \) diagonal matrix and \( B_\alpha \) such that (10.10) holds.

Now, write \( K_d = D \) and note that

\[
(DT G)_d = D(TG)_d.
\]

From (10.8),

\[
K = (L - DT)G + |b\rangle\langle e_1|
\]

\[
\implies D = (LG)_d - (DT G)_d + B = D(\Omega G)_d - D(TG)_d + B + W_\alpha
\]

which implies

\[
B = D(I - (\Omega G)_d + (TG)_d) + W_\alpha.
\]

(10.11)

Now, replace (10.10) into (10.8):

\[
K = (L - DT)G + BE + B_\alpha \quad (10.11) \equiv (L - DT)G + \left(D(I - (\Omega G)_d + (TG)_d) + W_\alpha\right)E + B_\alpha
\]

(10.9)

\[
D\Omega G + W_\alpha - DT G + DE - D(\Omega G)_d E + D(TG)_d E + W_\alpha E + B_\alpha
\]

\[\text{Springer}\]
\[
\begin{align*}
&= D\left(\Omega G - (\Omega G)_d E - TG + (TG)_d E + E\right) + W_\alpha + W_\alpha E + B_\alpha \\
&= D\left(\Omega G - (\Omega G)_d E\right) + D\left(E - TG + (TG)_d E\right) + A_\alpha.
\end{align*}
\]

(10.12)

Claim 2: there is \( W_\beta \) such that

\[
|h\rangle\langle e_I| = (I - G + TG)_d E + W_\beta
\]

and \( \text{Tr}(W_\beta \rho) = 0 \), for every \( \rho \). The proof is identical to the one given for Claim 1.

By (10.7),

\[
I - G + TG = E - G_d E + (TG)_d E + W_\beta
\]

which implies that

\[
E - TG + (TG)_d E = I - G + G_d E - W_\beta.
\]

Substitute this into (10.12) to conclude that

\[
K = D\left(\Omega G - (\Omega G)_d E + I - G + G_d E\right) + A_\alpha - DW_\beta.
\]

By taking the trace of the above applied to a density and noting that the terms outside the parenthesis all lead to null traces, we are done.

b) The expression for \( G \) above is obtained from the first expression of Corollary 6.4, namely,

\[
G = (I - T + \langle t|\langle t\rangle)^{-1} + H \frac{|t\rangle\langle e_I|}{\langle e_I|t\rangle} + \frac{|\pi\rangle\langle u|}{\langle u|\pi\rangle} H - \frac{|\pi\rangle\langle u|H|t\rangle\langle e_I|}{\langle u|\pi\rangle\langle e_I|t\rangle}
\]

by first exchanging \( |t\rangle \) with \( |u\rangle \), by setting \( |t\rangle = |e_{I_2}\rangle \) and \( H = |f\rangle\langle e_{I_2}| \). Now,

\[
\Omega G = |\pi\rangle\langle e_{I_2}|(I - T + |u\rangle\langle e_{I_2}|)^{-1} + |\pi\rangle\langle e_{I_2}|f|e_{I_2}\rangle = |\pi\rangle\langle e_{I_2}|(I - T + |u\rangle\langle e_{I_2}|)^{-1} + |e_{I_2}|f|\pi\rangle\langle e_{I_2}|f|\rangle
\]

But

\[
|\pi\rangle\langle e_{I_2}|(I - T + |u\rangle\langle e_{I_2}|) = |\pi\rangle\langle e_{I_2}|(I - T) + |e_{I_2}|u|\pi\rangle\langle e_{I_2}| = |e_{I_2}|u|\pi\rangle\langle e_{I_2}|f|\rangle
\]

and so

\[
\frac{|\pi\rangle\langle e_{I_2}|}{\langle e_{I_2}|u\rangle} = |\pi\rangle\langle e_{I_2}|(I - T + |u\rangle\langle e_{I_2}|)^{-1}.
\]

Replacing this expression into the one for \( \Omega G \) above gives

\[
\Omega G = \frac{|\pi\rangle\langle e_{I_2}| + |e_{I_2}|f|\pi\rangle\langle e_{I_2}|}{\langle e_{I_2}|u\rangle} = \beta \Omega, \quad \beta = \frac{1}{\langle e_{I_2}|u\rangle} + \langle e_{I_2}|f|\rangle.
\]
Finally, note that

$$(\Omega G)_{ij} E = \beta \Omega_{ij} E = \beta \Omega = \Omega G.$$ 

By replacing this in the formula obtained in (a), we are done. \hfill \Box

**Proof of Theorem 7.1b**) Note that

$$\text{Tr}(\hat{k}_{ii} \gamma) = c \text{Tr}(\gamma), \forall \gamma \implies \text{Tr}(\hat{k}_{ii} (\hat{k}_{ii})^{-1} \rho) = c \text{Tr}((\hat{k}_{ii})^{-1} \rho) \implies \text{Tr}((\hat{k}_{ii})^{-1} \rho) = \frac{1}{c} \text{Tr}(\rho),$$

Therefore,

$$\text{Tr}((D^{-1} N)_{ij} \rho) = \text{Tr}((\hat{k}_{ii})^{-1} N_{ij} \rho) = \frac{1}{c} \text{Tr}(N_{ij} \rho) = \frac{1}{c} \text{Tr}((\hat{k}_{ii} \hat{Z}_{ii} - \hat{k}_{ii} \hat{Z}_{ij}) \rho)$$

$$= \frac{1}{c} \text{Tr}((\hat{Z}_{ii} - \hat{Z}_{ij}) \rho) = \text{Tr}((\hat{Z}_{ii} - \hat{Z}_{ij}) \rho).$$

The last statement on the independence of $j$ follows from \cite{35}, Cor. 2. \hfill \Box

**Proof of Theorem 7.2** This proof is inspired by a classical result \cite{36}. Let, for any vertices $x, y$,

$$\hat{P}^n(x, y) := \sum_n \sum_{C \in \mathcal{P}(x \rightarrow y; n)} \hat{C},$$

where $\mathcal{P}(x \rightarrow y; n)$ denotes the set of products of effect matrices of $T$ associated with all paths of length $n$ moving from vertex $x$ to $y$, and $\hat{C}$ is the conjugation map $\hat{C} \rho := C \rho C^\dagger$ so by going through all paths $C = B_{i_n i_{n-1}} \cdots B_{i_3 i_2} B_{i_2 i_1}$ allowed by the QMC $T$ we obtain the above operator. The fact that such operator is well defined follows from the reasoning described, for instance, in \cite{8}. Now, let

$$\hat{f}_j^k := \sum_i \sum_{C \in \mathcal{P}_{f \nu}(i \rightarrow j; k)} \hat{C} \pi_t, \quad F(s) := \sum_{k=0}^{\infty} \hat{f}_j^k s^k$$

where $\mathcal{P}_{f \nu}(i \rightarrow j; k)$ denotes the set of paths from $i$ to $j$ of length $k$ such that the first visit to $j$ occurs at time $k$. Also, let

$$u_k := \hat{P}^k(j, j) - \hat{\Omega}_{jj}, \quad U(s) := \sum_{k=0}^{\infty} u_k s^k, \quad j \in \Omega.$$ 

Then, we have

$$\pi_j = \sum_{k=0}^{m} \hat{P}^{m-k}(j, j) \hat{f}_j^k = \sum_{k=0}^{m} \left[ \left( \hat{P}^{m-k}(j, j) - \hat{\Omega}_{jj} \right) + \hat{\Omega}_{jj} \right] \hat{f}_j^k$$

\hfill Springer
\[ = \sum_{k=0}^{m} \left[ u_{m-k} + \hat{\Omega}_{jj} \right] f_{j}^{k}. \]

Thus, the constant sequence equal to \( \pi_j \) is the convolution of the sequence of matrices \( \{u_k + \hat{\Omega}_{jj}\}_{k=0}^{\infty} \) with the sequence of vectors \( \{f_{j}^{k}\}_{k=0}^{\infty} \). Then, the generating function of \( \{\pi_j\} \) equals the product of the generating functions of \( \{u_k + \hat{\Omega}_{jj}\}_{k=0}^{\infty} \), which is

\[ \sum_{m=0}^{\infty} [u_m + \hat{\Omega}_{jj}] s^m = U(s) + \frac{\hat{\Omega}_{jj}}{1-s} \]

and of \( \{\hat{f}_{j}^{k}\}_{k=0}^{\infty} \) (which is \( F(s) \)). Therefore,

\[ \frac{\pi_j}{1-s} = \sum_{m=0}^{\infty} \pi j s^m = \left[ U(s) + \frac{\hat{\Omega}_{jj}}{1-s} \right] F(s) \implies \pi_x = [(1-s)U(s) + \hat{\Omega}_{jj}] F(s) \]

which also holds for \( s = 1 \). Differentiating with respect to \( s \) at \( s = 1 \) gives

\[ 0 = -U(1) F(1) + \hat{\Omega}_{jj} F'(1) \]

and so

\[ \hat{\Omega}_{jj} F'(1) = U(1) F(1) \implies \hat{\Omega}_{jj} F'(1) = \hat{Z}_{jj} F_{\pi}. \]

Applying \( \hat{D}_{jj} \) on the left and, noting that \( \text{Tr}(\hat{D}_{jj} \hat{\Omega}_{jj} \rho) = \text{Tr}(\rho) \) and that \( (\hat{D} \hat{Z})_{jj} = \hat{D}_{jj} \hat{Z}_{jj} \), we obtain, after taking the trace,

\[ \text{Tr}(N_{j\pi}) = \text{Tr}((\hat{D} \hat{Z})_{jj} F_{j\pi}). \]

\( \square \)
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