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ABSTRACT

Uncertainty quantification is a key part of astronomy and physics; scientific researchers attempt to model both statistical and systematic uncertainties in their data as best as possible, often using a Bayesian framework. Decisions might then be made on the resulting uncertainty quantification - perhaps whether or not to believe in a certain theory, or whether to take certain actions. However it is well known that most statistical claims should be taken contextually; even if certain models are excluded at a very high degree of confidence, researchers are typically aware there may be systematics that were not accounted for, and thus typically will require confirmation from multiple independent sources before any novel results are truly accepted. In this paper we compare two methods in the astronomical literature that seek to attempt to quantify these ‘unknown unknowns’ - in particular attempting to produce realistic thick tails in the posterior of parameter estimation problems, that account for the possible existence of very large unknown effects. We test these methods on a series of case studies, and discuss how robust these methods would be in the presence of malicious interference with the scientific data.

1. INTRODUCTION

Uncertainty quantification is a key part of the scientific method and modern physics and astronomy (Andrae [2010]; Barlow [2002]). When data is taken from an experiment or observation, as well as finding what model is most supported by the data (be that an estimation of a numerical value, for example measuring Hubble’s constant, or deciding between two physical models for example does the data favour Newtonian gravity or General Relativity), we also typically want an estimation of how confident we are in that inference. Were the measurements very tightly constraining, or are we still very uncertain between different possibilities? Uncertainty quantification is a large field, but one common framework popular in physics is Bayesian statistics (Von Toussaint [2011]). For parameter estimation a prior is chosen over a set of parameters, a model of how the data is produced is used to calculate the likelihood, and they are combined to produce a posterior e.g. [Li et al. [2016]]. The resulting posterior is however very highly dependent on the choice of the model; if the model is false (misspecified) then the resulting posterior is likely to be misleading (Draper [1995]; Walker [2013]).

Posterior distributions in this way are thus highly conditional on the model used being true, and essentially capture uncertainty from the ‘known unknowns’. ‘Known unknowns’ are any sources of uncertainty the researcher is aware of and includes in the analysis - they might be statistical, systematic, numerical, or any of the many other sources of uncertainty. For actually making decisions however this may not be sufficient (Draper et al. [1987]; Grado [2002]). Real data can often have missing parts, be censored in some way and be correlated in ways we had not anticipated (Osborne et al. [2012]). Making a decision might mean a number of things; in the context of blue sky scientific research it might correspond to deciding whether or not to believe in a new particle, for applied applications it might be a choice of whether or not to launch a crewed spaceflight. For either scenario we wish to know the true uncertainty and remove the conditionality on the truth of the model. We would wish to quantify the possibility of the ‘unknown unknowns’ as well as the known unknowns. Quantifying unknown unknowns is a challenging task, and is to some degree an ill-defined problem (Taleb [2012]) - they might be statistical or systematic (Sinervo [2003]) - here we define an unknown unknown as anything not included in the modelling or otherwise anticipated. However one possible approach to at least make some constraints on the possible sizes of unknown unknowns is to use multiple independent probes of the physics; if multiple methods give consistent answers then we are much more likely to believe the result as we would expect systematics to be uncorrelated on the different data sets. Conversely if multiple independent probes give different answers/predictions then we should conclude that the physics is poorly understood and thus should have large uncertainty about conclusions, and expect there to be a reasonable chance of currently unanticipated processes impacting outcomes.

One approach in the literature to formalise inference

1 By which is meant uncertainties that are well calibrated in the sense that things assigned x% chance of happening happen x% of the time, but also in the sense that one would be prepared to truly rely on the calculation - would you be prepared to bet your goldfish, your dog, or your life on the estimate? https://blog.sciencemuseum.org.uk/the-science-of-the-multiverse/

2 ‘...as we know, there are known knowns; there are things we know we know. We also know there are unknown unknowns; that is to say we know there are some things we do not know. But there are also unknown unknowns - the ones we don’t know we don’t know.’ - United States Secretary of Defense Donald Rumsfeld, 12th February 2002

3 C.f. the Swiss Cheese Model in risk analysis
from multiple possibly inconsistent probes is to introduce a hierarchical model where hyperparameters describe in some way ‘the probability of being wrong’ (in this paper we focus on Press [1996] and Bernal et al. [2018]). This is a ‘model expansion’ approach (Kennedy & O’Hagan [2001]). These parameters can then be inferred at the same time as the parameters of interest, and then marginalised out as nuisance parameters. This approach is essentially an evolution of the well known methods for treatment of outliers/erratic data where the noise on measurements is unknown, or allows individual data points in curve fitting are assigned probabilities of being an outlier (Sivia & Skilling [2006]) - it is simply applying these methods at the level of whole probes rather than individual data points. Accounting for the possibility of unknown systematics can to some degree be thought of as a extension of ‘Cromwell’s rule’ that prior beliefs should always be non-zero (even if very small) - we should also always allow a non-zero probability that our measurements are flawed in some currently unknown manner.

Whether or not attempting to account for unknown unknowns is useful or necessary depends on the context, for example it depends how costly an extreme deviation from predictions is; if the occasional bad prediction is unproblematic then allowing the extra freedom for unknown systematics may be unnecessary. In addition the model-dependent estimates and uncertainties are still the primary calculations for the purposes of advancing science, as comparing different estimates is part of the process of improving our understanding of the physics and converting unknown unknowns to known unknowns. However for situations where decisions must be made and tail risks are problematic we should attempt to include a possibility that the scientific models used are flawed. Possible physics cases where we suggest accounting for tail risk from unknown physics could be important include crewed spaceflight (Shayler [2000]), nuclear weapon anti-proliferation and treaty verification (Niemeyer et al. [2020]), climate change and energy security (Katzfuss et al. [2017]), Earth Observation for disaster monitoring (Le Cozannet et al. [2020]), space weather (Camporeale [2019]), and space debris collisional cascades (Walker et al. [1998]).

In this paper in section 2 I briefly describe the methods of Press [1996] and Bernal et al. [2018], in section 3 I apply the methods to three case studies, in section 4 I discuss possible application of the methods to protect against malicious interference of the data, in section 5 I discuss practical aspects of the methods, and finally in section 6 I conclude. In the Appendix I describe a simple real world example, applying the methods to modelling the evolution of the COVID-19 pandemic.

2. METHODS

4 Although there are a few other approaches, Pritynchenko & Mughabghab [2012], MacMahon et al. [2004], Pritynchenko et al. [2012], Pritynchenko [2017].

5 See also the concept of robust statistical methods

6 Named by Dennis Lindley (referring to Oliver Cromwell, who wrote to the General Assembly of the Church of Scotland on 3 August 1650 ‘I beseech you, in the bowels of Christ, think it possible that you may be mistaken’, Jackman [2009].

We highlight two methods that seek to model the possible existence of unknown systematics. Both were developed in the context of cosmological parameter estimation, and were written in the context of emerging tensions (Di Valentino et al. [2021]) between estimates of the Hubble constant (albeit at the 20% level in the 1990’s, and at the few percent level in the 2010’s/2020’s) from different probes of the physics (both independent telescopes, as well as different physical methods). Both meta-analysis approaches rely on essentially introducing new parameters that describe how the probes might be biased, that are then constrained alongside the parameters of interest, and then marginalised out to give final cosmological parameter posteriors. Hierarchical Bayesian Models have been used in many areas of physics e.g. Peenev et al. [2018], Hall et al. [2021], Hinton et al. [2019], Huang 2010; Nayak et al. 2020.

Hobson et al. [2002] note that introducing parameters that describe unknown systematics is introducing new parameters, so is effectively increasing the model complexity, and therefore are not necessarily justified, and us calculations of Bayes Factors to justify whether the new parameters are necessary or not. However in this text we mainly consider scenarios where we have good reason to believe that there are unknown systematics, so in this text we will largely assume the extra model complexity is justified (many authors have considered different ways to test if data is internally consistent e.g. Köhlinger et al. [2019]). However an approach that accounts for this may be needed to get realistic uncertainties for intermediate cases where there could be moderate unknown systematics, but the measurements are not in terrible disagreement.

We leave the definition of ‘independent probe’ slightly ill-defined throughout this text (Bernal et al. [2018] refer to independent classes of data). Ideally probes would be completely different explorations of the phenomena; for example in the cosmological example, the Cosmic Microwave Background and Supernovae redshift measurements are both highly independent ways of studying the physics of the expansion of the Universe. Treating two different telescopes both measuring the Cosmic Microwave Background as separate probes might help identify instrument systematics, but not unidentified systematics in our understanding of the physics. Many other fields have identified the need for highly independent qualitatively different sources of data - the notion of an ‘independent probe’ could be viewed as being similar to the doctrine of ‘dual phenomenology’, Futter [2018], for attack warning systems.

For illustrative purposes Figure 1 shows the posteriors from the two methods for a simple example case of two probes, with means $\mu = 0$ and standard deviations $\sigma = 0.5$. Scripts similar to those used for this toy model are available at https://github.com/pwhatfield/unknown_unknowns/

2.1. Non-Informative Prior

All choices of prior involve some judgement; sometimes there might be weak physically motivated choices of prior that can be used, or a prior can be used based on previous experimental findings. However there are also well established methods to assign sensible non-informative priors
when you are highly ignorant e.g. the Jeffreys prior. For our purposes this normally amounts to selecting a uniform prior for a location-like parameter and a uniform prior in log-space for a scalar positive parameter. For a Bernoulli distribution we use the appropriate beta distribution \((\beta(1,1) = [1-x])^{-1}\) for the prior (e.g. Gelman et al. [2014]), truncated to lie between 0.15 and 0.95 (a semi-arbitrary choice that depends on the problem in question, to always allow some probability of a probe being ‘right’ or ‘wrong’).

2.2. Conventional Application of Bayes’ Theorem

Ordinarily if there are multiple independent probes of a physical phenomenon, one can use Bayesian updating, the experimentalist/observer starts with some prior, sees the data from Probe 1, constructs a likelihood, finds their posterior, which becomes the new prior and continues iterating. The order in which the data are seen doesn’t matter, so the likelihood from the data as a whole can be considered to be the likelihoods from each individual probe multiplied together. We will subsequently refer to this as Conventional Bayes’ (CB).

2.3. Press 1996

Press [1996] (subsequently P96) introduces freedom to the modelling for each probe to be either ‘right’ or ‘wrong’. It introduces a parameter \(\phi\) which describes the probability of a given measurement of a parameter being ‘good’ or ‘bad’. Marginalisation is done over \(\phi\), and the vector \(V\) of \(N\) truth values representing the probabilities of different measurements being right or wrong. So if the original model had \(K\) parameters to apply Bayes’ theorem to, the new model to use Bayes’ theorem over is \(K+1\) parameters and \(N\) binary values. \(\phi\) itself requires a prior, and may be well known (e.g. we know in advance that measurements are only ‘right’ about 25% of the time, or it may be poorly known in which case we might allow it to take a broad range of values). A strong prior of \(\phi = 1\) would correspond to reverting to CB. A strong prior of \(\phi = 0\) would correspond to never trusting any data and sticking resolutely to prior beliefs. \(V\) similarly requires a prior, which has a natural one based on the prior on \(\phi\), but in principle could be chosen in a bespoke manner (say some individual probes were known to be secure, but others were not). \(\phi\) and \(V\) can be marginalised out to get a \(K\)-dimensional posterior over the parameters of interest. Similarly the parameters of interest can be marginalised out to get posteriors over \(\phi\) (and \(V\)). P96 illustrates clearly that this method prevents individual measurements with unrealistically small uncertainties dominating other measurements that are in greater agreement with each other - and gave a posterior for the cosmological parameter \(H_0\) that many years later has been shown to be accurate. We make the minor modification to P96 of reverting to the parameter prior rather than a very wide Gaussian of width \(S\) when the measurement is considered ‘bad’ but this change doesn’t have a huge impact on results.

It can be seen in Figure 1 that P96 posteriors are essentially mixture models of the \(2^N\) (where \(N\) is the number of probes) probability distributions that correspond to each possible set of ‘right’ and ‘wrong’ assignments, weighted appropriately (c.f. Bayesian model averaging).

2.4. Bernal and Peacock 2018

Bernal et al. [2018] (subsequently B18) assumes the calculated likelihood from each probe is distorted both in location and dispersion. Each likelihood is modelled to be shifted in parameter space, and rescaled, by some unknown quantities. Location shifts are assumed to be sampled from a Gaussian with mean zero, and unknown standard deviation (that becomes a new unknown parameter), and rescalings are sampled from an exponential distribution. The values of the shifts, the standard deviation of the distribution they are sampled from, and the rescalings are new unknowns and are given uninformative priors, and are then included in the application of Bayes’ theorem, and then subsequently marginalised out. A similar process is applied to the dispersion of the likelihoods. For the estimation of 1D parameters it therefore introduces \(2N+1\) new parameters, \(N\) for the location, one for the standard deviation of the distribution from which shifts are sampled, and \(N\) for dispersion. B18 also describes in detail how to deal with inference in higher dimensional spaces and how to put priors on covariance of parameters, neither of which we consider here. They apply this to a number of cosmological data sets, and find that more realistic uncertainties are found, and in particular illustrate that systematics on both location and dispersion are required. B18 posteriors reduce to the Student-t distribution in the limit of multiple inconsistent measurements with unreasonably small uncertainties, see Figure 1.

We note that B18 does not permit inferences when there is only one probe, as then it is very difficult to constrain the unknown Gaussian parameters with only one measurement, so if only one probe is available it would be necessary to use user-defined priors on those parameters. B18 also perform detailed working checking for convergence of MCMC chains, which we do not discuss in depth here but is important for proper sampling of tails. We largely use the pre-set approach of the BACCUS implementation made available by the authors of B18.

2.5. Comparison

The different resulting posteriors from P96 and B18 can be seen in Figure 1. Firstly both give wider central estimates, and fatter tails, than conventional Bayes’ Theorem. It can also be seen that for intermediate deviations (\(\pm 3\) in the toy example) B18 gives the greater probability, as the possibility of shifts on the estimates is permitted. However for larger deviations P96 gives greater tail probabilities, as B18 finds large shifts to be unlikely, but P96 accepts the possibility of both probes being completely ‘bad’. In addition P96 and B18 both also capture the benefit of having additional low-precision probes -

---

7 Not given a symbol in P96
8 It should be emphasised that in this method, and in none of the case studies considered in section 3 in no way is it a low value of \(\phi\) indicative of poor scientific work, more it is indicative of a challenging area of physics with lots of ‘surprises’. Similarly ‘good/bad’ and ‘right/wrong’ are not value judgements.
9 See Zhoulud [2014] for a discussion of appropriate tails to expect in different small sample scenarios.
10 https://github.com/jl-bernal/BACCUS
Fig. 1.— The posteriors for a toy example of two probes with means $\mu = \pm 1$ and standard deviation $\sigma = 0.5$. Black shows conventional posteriors, green shows the posteriors from P96, blue shows B18 posteriors and the light red are the distributions from the individual separate probes. The top and bottom sub-plots show the same distributions, with a log-scale for the upper plot, and a linear scale for the lower plot.

adding new probes with large uncertainties don’t change the central estimates much, but does reduce the probability in the tails.

The hierarchical models described in P96 and B18 are themselves models, and thus subject to systematics - they will not perfectly represent the way that unknown unknowns are generated. Thus even these methods likely still won’t capture the true uncertainty of tail probabilities - for example if the systematics on the uncertainties on individual probes are correlated unknown to us. In particular they also disagree, illustrating that they aren’t perfect representations of the true uncertainty. Note in particular that the nature of the unknowns is presumed to be different in the two methods. P96 assumes that if a probe is not ‘correct’ then it is completely wrong and essentially reverts to the prior - colloquially it allows for the possibility that measurements may be qualitatively wrong. B18 conversely assumes that no method is completely wrong, merely that the methods and uncertainty calculations can be very badly biased - colloquially assuming that measurements may be quantitatively wrong. Thus it can be seen that the main factor in estimating tail risks is whether or not one believes qualitative or quantitative risks are dominant.

3. CASE STUDIES

In this section we apply the methods of P96 and B18 to three scientific cases studies where there is the potential for unknown physics. In all three cases the goal is to illustrate the methods, rather than to make specific claims in each of the domains; researchers may wish to do their own versions of the analysis with their own likelihoods and priors. In the Appendix we also discuss an example relevant to the ongoing problem of modelling the COVID-19 crisis. Figure 2 shows the posteriors acquired from conventional application of Bayes’ Theorem, P96 and B18. Figure 3 shows the implied global probabilities of being ‘wrong’ and the probabilities for individual probes from P96. Table 1 shows the medians, the 16th and 84th percentiles (’1−$\sigma$’) and 5th-95th percentile range. In all case studies we use Gaussian likelihoods for each individual probe, however the methods can be applied regardless of the form of the likelihood.

We comment on the specific cases studies in the follow sub-sections, but here briefly summarise some common features. Firstly the central estimate of uncertainty is always increased, normally by a factor of about 2. Secondly P96 and B18 give increased estimates of tail probabilities by many orders of magnitude. Thirdly P96 and B18 don’t normally perfectly agree, but normally only differ by about a factor of ten, which is comforting given the challenges of extrapolating to low probabilities.

3.1. Galaxy-Halo Connection

P96 and B18 were both developed for the problem of estimating cosmological parameters. Constraining the galaxy-halo connection is a closely related problem in astrophysics, where the relationship between galaxies and dark matter haloes is measured for example what is the mass of a galaxy as a function of its dark matter halo mass). This is particularly challenging as dark matter is believed to be largely invisible, so instead a large number of indirect methods are used. There are several such methods to probe the relationship, but each has several differing systematics, some of which are known, some of which are likely unknown.

Here we apply P96 and B18 to modelling from Hatfield et al. [2016], which used data from the VIDEO survey (Jarvis et al. [2013]) to constrain the galaxy-halo connection. Hatfield et al. [2016] used Bayes’ Theorem and MCMC to constrain the parameters of a 5-parameter model using two probes, galaxy number counts, and galaxy clustering, by simply multiplying the two likelihoods together (Conventional Bayes’). Here we seek a posterior that accounts for unknown systematics, by fitting the same parameters to first just the number counts, and then second to just the clustering measurements. Then we combine the resulting posteriors using P96 and B18. We only display one of the parameters, $M_{\text{min}}$, from the modelling, although the methods can be extended to the multi-dimensional distributions. We use a prior uniform in log-space over $M_{\text{min}}$ as mass is a scalar parameter.

The new posteriors in figure 2 is not too dissimilar to the original posterior, except it has thicker tails, and has a larger central uncertainty (16th and 84th percentiles). This method is likely sensitive to systematics that are particular to each probe (for example a non-uniform galaxy detection efficiency across the sky would impact...
clustering substantially but not the number counts) but not those common to all probes e.g. redshift systematics (Hatfield et al. [2019]). Figure 3 shows after studying the two probes we ought to favour slightly higher $\phi$ values (as the probes were consistent).

In reality we have other probes of the galaxy-halo connection; for example, Coupon et al. [2015] also add galaxy-galaxy lensing to the modelling, so in practice we have good reason to believe that the tails are thinner than portrayed here. However when a similar analysis is done in future on all-sky surveys such as will be performed at the Rubin Observatory [Ivezić et al. [2019]], there will be $\sim 10,000$ times as much data, so the nominal uncertainties will be much smaller and real tensions are likely to emerge. Current studies already disagree with each other to a greater degree than quoted error bars, so there are already some constraints on the sizes of unknown systematics [Ishikawa et al. [2020]13]. To some

---

### Table 1

| Probability Distribution                        | Prior    | CB          | P96       | B18       |
|-----------------------------------------------|----------|-------------|-----------|-----------|
| **Galaxy-Halo Connection** ($\log_{10}(M_{\text{min}}/M_\odot)$) | Central Estimate: $12.5^{+0.2}_{-0.1}$ | $12.2^{+0.3}_{-0.1}$ | $12.3^{+0.4}_{-0.2}$ | $12.2^{+0.7}_{-0.3}$ |
|                                               | 90% CI: $[10.3, 14.8]$ | $[11.8, 12.6]$ | $[11.2, 13.8]$ | $[10.9, 13.8]$  |
| **Matter from Light** ($\log_{10}(\sigma/\sigma_{\text{QED}})$) | Central Estimate: $0.0^{+0.5}_{-0.7}$ | $-0.03^{+0.01}_{-0.0}$ | $-0.02^{+0.2}_{-0.0}$ | $0.00^{+0.2}_{-0.0}$ |
|                                               | 90% CI: $[0.9, 0.9]$, $[0.05, 0.01]$ | $[0.64, 0.68]$, $[0.36, 0.04]$ |
| **Inertial Confinement Fusion** (MJ)           | Central Estimate: $14^{+40}_{-10}$ | $11^{+1}_{-1}$ | $12^{+1}_{-2}$ | $9^{+3}_{-1}$ |
|                                               | 90% CI: $[2, 82]$, $[9, 12]$ | $[7, 53]$, $[4, 73]$ |
In which case estimates of halo masses are meaningless. Even beyond what P96 and B18 allow for, in this case it will likely make sense to combine probes in ways that account for unknown systematics, particularly as we likely don’t anticipate being able to model the complex baryonic physics of galaxy formation to the precision of the surveys by the time the surveys are complete. Finally we would emphasise the possibility of radical uncertainty even beyond what P96 and B18 allow for, in this case it is unlikely, but possible, that dark matter doesn’t exist - in which case estimates of halo masses are meaningless.

3.2. Matter from Light

When matter meets anti-matter, the particles annihilate, producing gamma rays \( E = mc^2 \), ‘light from matter’). Less well commonly known is that it is theoretically predicted that two photons are able to ‘collide’ and produce an electron and positron (Breit & Wheeler [1934], \( m = E/c^2 \), ‘light from matter’, the Breit-Wheeler process). This phenomenon can be probed in several ways in the laboratory, and is also believed to happen in several astrophysical scenarios. Several experiments and astrophysical observations have attempted to measure the Breit-Wheeler process, and in some of the probes Beyond Standard Model (BSM) physics has been suggested. If true this would be a highly impactful result, indicating a fundamental change in our understanding of quantum electrodynamics (QED). However these methods all have large numbers of unknown systematics, and probe the physics in different ways, making it important to combine the probes in a robust way, to confirm that a detection of novel physics is more likely than the presence of an unknown systematic (a point made in B18). Historically many 5\( \sigma \) claims of non-standard model physics have latter found to be inaccurate not because they were one-in-a-million fluctuations, but because of some previously unappreciated physics e.g. the size/impact of cosmic dust in the case of possible gravitational wave detection by BICEP-2 (Cowen [2015]) and problems in a fiber optic cable and clock oscillator in the case of possible superluminal measurements from OPERA (Adam et al. [2012], c.f. Reece et al. [2009]).

Here we consider three experiments/observations that have attempted to measure the possible existence of pair-production, and their consistency with QED; a Stanford Linear Accelerator Center (SLAC) experiment (non-linear pair production, \( \log_{10}(\sigma/\sigma_{\text{QED}}) = -0.13 \pm 0.04 \)) Burke et al. [1997], experiments at the Large Hadron Collider (LHC, linear, but of virtual-virtual photon pairs, \( \log_{10}(\sigma/\sigma_{\text{QED}}) = 0.08 \pm 0.04 \)), Abbas et al. [2013], and through observation of high energy gamma rays (real photons, but subject to unknown astrophysical systematics, \( \log_{10}(\sigma/\sigma_{\text{QED}}) = -0.05 \pm 0.012 \)), Horns et al. [2012]; Biteau & Williams [2015]. These represent highly independent probes of the underlying physics and would not expect any correlation in unknown systematics. We see that the robust posteriors are perfectly consistent with
the Standard Model (Figure 2 and Table 1), suggesting there is no reason yet to believe there is anything fundamentally wrong with QED. However the uncertainty is still up to an order of magnitude, so modifications to the theory of this size are still plausible. In addition it can be seen in Figure 3 that we would now favour slightly lower values of $\phi$, due to the level of inconsistency between the probes. Further experiments in photon-photon physics for example 2018 experiments (Kettle et al. [2021]) at the Gemini laser (based on Pike et al. [2014]) will hopefully help reduce the size of the tails. Finally many science challenges require the combination of laboratory and observational data (e.g. Evans et al. [2019]) - we have shown here that Bayesian model expansion methods are one robust way to do this.

This case study illustrates the difference between qualitative (captured by P96) and quantitative (captured by B18) systematics on the probes. Quantitative unknown systematics might take the form of the energy of the photons involved being different than calculated, or perhaps the efficiency of the detector used was different than modelled. Qualitative unknown systematics might correspond to a scenario where mistakenly the detected electrons and positrons were not actually produced by the Breit-Wheeler process - perhaps the experiment is mistakenly detecting particles produced by the Bethe-Heitler or the Trident process, in which case the number of particles detected would have no connection to the Breit-Wheeler cross-section.

The physical meaning of the ‘cross section’ as implemented here is debatable, as all the experiments probe pair-production at slightly different energies and forms of the process i.e. one could conceive of BSM theories that modified the QED cross-sections to a much greater degree at some energies but not at others. There is thus a trade off - the more highly independent the probes are, the greater the risk that they are no longer truly comparable. However analysis like this is likely necessary if we want to prove the existence of non-Standard Model physics (e.g. axions) via experiments subject to large unknown systematics (like high-powered lasers). Demonstrating a non-Standard Model measurement of the cross-section from just one of these methods would likely not be believable: if several highly independent probes started to indicate a deviation from the SM, and an uncertainty quantification that incorporated unknown systematics still supported deviation from SM, then it may start to gain credibility.\footnote{See also medical meta-analyses, Haidich 2010.}

It should also be noted that unlike the Galaxy-Halo example, some of the parameter values have greater importance than others e.g. \( \log_{10}(\sigma/\sigma_{\text{QED}}) = 0 \) corresponds to QED being correct. Thus a larger analysis might involves calculating Bayes’ Factors between QED and a free parameter model that included unknown unknowns.

3.3. Inertial Confinement Fusion

Inertial Confinement Fusion (ICF) is one possible pathway to nuclear fusion as an industrial power source - as well as the only way to test a range of astrophysical and cosmological physics in the lab.\footnote{As noted in a lecture by Professor Jeremy Chittenden, ‘Thermonuclear fusion versus Murphy’s Law’, https://www.youtube.com/watch?v=XtrHatynvL0l.} Rose & Hatfield [2021]. The main ICF facility in the world is the National Ignition Facility (NIF) at Lawrence Livermore National Laboratory (LLNL) in California, USA [Lindl et al. [2004]. NIF is a ∼2MJ laser, and before being built was expected to reach ignition (in the context of energy production, achieving the goal of more energy given out than put in), but unfortunately this target was not reached (Hurricane et al. [2016]), although a huge number of engineering and scientific accomplishments have been made. Upgrading NIF to a larger system is now under consideration (Rose et al. [2020]; Rose & Hatfield [2021]), with current work attempting to quantify a) how many MJ a successor laser would have to be to reach ignition and b) what the uncertainty on that prediction is.

There has recently been increased interest in the use of statistical methods for ICF (Hatfield et al. [2021]). It was emphasised in Kasim et al. [2019] that using Bayes’ Theorem was necessary to avoid underestimating uncertainty for the field of high energy density physics (of which ICF is a part).\footnote{https://lanl.gov/10-years-of-dedication/laser-leadership}.\footnote{https://lanl.gov/10-years-of-dedication/laser-leadership} Gaffney et al. [2019] pioneered the use of Bayesian calibration taking into account data from multiple NIF shots to make predictions on energy yield from future shots (see also Ruby et al. [2021]). Finally Osthus et al. [2019] illustrated the combination of multiple different possible extrapolation models to get more realistic uncertainties on predictions. But what is the probability of none of the models being correct?

As discussed, uncertainties typically are conditional on the assumptions on the model being correct (as Nakhlé et al. [2021] emphasise). The history of ICF unfortunately has been subject to large numbers of unanticipated physics effects each time a new scale is reached, so we likely should be wary of such possibilities in future.\footnote{Some have argued there is a similar problem with the age of the Universe: https://www.lockhaven.edu/~dsimanek/cutting/ageuni.htm}

In the context of P96 we might expect the value of $\phi$ for the field to be quite low. For NIF 1MJ was predicted to be the ignition scale (Hammer et al. [2005]), but ‘unknown unknowns’ including the impact of greater than expected 3D imperfections and mixing effects prevented it from reaching its goal at 2MJ. Previous laser\footnote{16} have had similar challenges: for example SHIVA (∼0.01MJ) and NOVA (∼0.2 MJ, which was expected to achieve gain before it was built), were impacted by a range of unanticipated phenomena/known phenomena that were much more problematic than anticipated, e.g. variation in laser intensity in the beams, filamentation, laser coupling with hot electrons, Non-Local Thermodynamic Equilibrium (NLTE) atomic physics for the high-Z hohlraum walls, and many aspects of target performance (Lindl [1995]). Estimates of ignition scale often increased by many factors in just a few short years as more was understood about the problem\footnote{17}.\footnote{As noted in a lecture by Professor Jeremy Chittenden, ‘Thermonuclear fusion versus Murphy’s Law’, https://www.youtube.com/watch?v=XtrHatynvL0l.} It is beyond the scope of this paper to consider further, but it has been noted in the literature that estimates with uncertainties should not change as fast at this if you are betting on them (i.e. if odds have changed so much to date, you should also expect them to change in future) - interesting future work could investigate the statistical properties of the time series of ICF

\footnote{As noted in a lecture by Professor Jeremy Chittenden, ‘Thermonuclear fusion versus Murphy’s Law’, https://www.youtube.com/watch?v=XtrHatynvL0l.}
ignition scale forecasts (e.g. the Martingale condition, Taleb [2018]). Current estimates of ignition scale are at approximately 5-10MJ (depending on models used); Randewich et al. [2020] note that it is ‘unlikely to be above 5 MJ’ unless unknown physics kicks in’ - hopefully this case study can illustrate how to calculate the rough probability of unknown physics becoming relevant.

With regards to choice of prior on ignition scale, prediction in ICF is very challenging, but has one major advantage (as compared to other pathways to fusion like magnetic confinement) in that it is known to work as it has been empirically demonstrated i.e. there is a strong upper bound on ignition scale, see Broad [1988]; Evans [2010]; Randewich et al. [2020]. Broad [1988] suggests this value is approximately 100MJ, the true value may be different. The scale of NIF (2MJ) serves as a lower bound. The uninformative prior for a scale is uniform in log-space (or $\propto \frac{1}{x}$ for a parameter $x$), so for this case study we use a prior uniform in log-space between 2MJ and 100MJ, and zero elsewhere.

We assume in this case that we have one estimate of ignition scale with uncertainty, of $10 \pm 1$MJ, based on an analysis similar to Gaffney et al. [2019]. For both the methods P96 or B18 ideally there would multiple independent estimates of a parameter to begin to constrain the parameters that describe possible unknown systematics, however for this case study we potentially would have only one such estimate. For P96 we can use the previous success rate of predictions for facilities to constrain $\phi$, which can then be used as a prior for this analysis. For this toy example we start with a Jeffery’s prior of a Bernoulli distribution (the non-informative prior for a Bernoulli distribution parameter) as discussed earlier. We then assume we have seen two predictions of ignition proved wrong (NOVA and NIF say) and one good one (correctly predicting SHIVA would not ignite suppose), and update this distribution, and use that as our prior for $\phi$. It is slightly harder to do something similar for B18 as we don’t have multiple simultaneous estimates of ignition scale but we do have historical estimates. Here we use the estimate of $1 \pm 0.5$ prior to NIF, and combine it with our dummy post-NIF $10 \pm 1$MJ estimate, and use them to obtain a posterior that we would have found if these estimates had been made simultaneously. We then shift it to be centred on the post-NIF estimate.

In figure 2 we show the resulting conservative posteriors for ignition scale. In particular it should be noted that even if $\sim 10$MJ is most likely, it would still be necessary to build a $\sim 50$MJ laser to really achieve certainty that ignition would be achieved. N.B. Gaffney et al. [2019] allows for some unknown systematics in their analysis, allowing for an unknown source of shot-to-shot variation, so a small amount of unknown systematic is likely allowed for here, but that is more uncertainty at the individual data point, rather than at the probe level. It should also be noted that if a measurement is known to be an underestimate, that is a known unknown, and should be incorporated into the likelihood, P96 and B18 assume that the likelihood are ‘honest’ best efforts at quantification of the uncertainty. P96 and B18 here both allow for unknown unknowns allowing ignition scale to be lower than expected, but past experience might suggest unanticipated physics in ICF normally increases expected ignition scale. In addition, note that Figure 3 shows that the central estimate of the $\phi$ for ICF increases slightly because the single likelihood is consistent with the prior.

ICF experiments are very complex so there are a large number of possible systematics, but possible quantitative systematics include systematics on microphysics like opacity and equation-of-state, or perhaps Rayleigh-Taylor or laser-plasma instabilities being worse than anticipated. Qualitative systematics would correspond to a new phenomenon becoming key that was not previously anticipated e.g. the effects of electrons and ion distributions being non-Maxwellian (if one hadn’t anticipated this possibility).

How could independent estimates of ignition scale be calculated, to further constrain $\phi$, ideally so that a higher value of $\phi$ could be justified and more certainty for a given ignition scale claimed? One possible way would be to extrapolate to ignition scale from NIF and Omega shots working independently, using independent simulation code, e.g. (HYDRA, Marinak et al. [2001], and LILAC, Delettrez & Goldman [1976], respectively). It might well be said that the NIF extrapolation will be higher quality and should be trusted more - certainly true. Omega is extrapolating more so the uncertainty on the estimate of ignition scale should be lower. But the degree to which it agrees or not with the NIF extrapolation will constrain to what extent we expect unknown systematic uncertainty; if we estimate $10 \pm 1$MJ from NIF+Hydra and $10 \pm 5$MJ from Omega+LILAC, then we have reduced the probability of unknown systematics. If we estimate $10 \pm 1$MJ from NIF+Hydra and $3 \pm 5$MJ from Omega+LILAC then clearly there is scope for unknown systematics. Some might say that HYDRA (or LILAC) is simply more accurate than LILAC (or HYDRA) as it incorporates more physics - however HYDRA (or LILAC) also will not incorporate all physics, so the size of the discrepancy is key. NIF and Omega use slightly different ignition schemes (indirect and direct respectively) so the described exercise would be non-trivial, but represents one possibility of creating independent estimates. Another complication not discussed here is the possibility of alternative ignition schemes (e.g. Point Design versus Double Shell) - we have implicitly been assuming a 1D parametrisation of the Point Design. Finally we would again note the existence of more radical un-

\[ \phi = \frac{1}{2} \]  

\[ \text{If two probes are used, unless one has hard priors, so it is fortunate in this case that we have hard upper and lower limits.} \]  

\[ \text{Trying to understand this uncertainty for ICF had an early analysis in section 3b of Rose et al. [2020].} \]  

\[ \text{Readers may wish to make their own judgements over what facilities to include when forming a prior for success rate in ICF prediction and favour a slightly higher or lower set of values, but to the author the 20-80% range seems reasonable.} \]  

\[ \text{B18 note that their methodology produces unnormalisable posteriors when only two probes are used, unless one has hard priors, so it is fortunate in this case that we have hard upper and lower limits.} \]  

\[ \text{Compare to the recent calls for more multi-team analysis in Wagenmakers et al. [2022].} \]  

\[ \text{Roughly speaking, there is a trade-off between computational expense and inclusion of physics.} \]
certainly e.g. maybe it is possible to reach ignition at <2MJ if a currently unidentified manufacturing issue is affecting current experiments, perhaps ignition does in fact require more than the historically identified upper threshold because the experiments giving that limit were misinterpreted in some way - both unlikely, but possible.

Not from ICF, but we would note that methods that account for unknown unknowns have been applied in making predictions in other areas of nuclear physics. Before the Trinity Test during WWII Manhattan project scientists took bets on what the yield would be. The winning prediction was from Isidor Rabi, who picked 18 kilo-tonnes by simply picking in the middle of the biggest gap with no bet essentially taking a uniform prior and picking the value that maximised expected gain given the other bets. In the field of nuclear power plant safety, Downer & Ramana [2020] claim that ‘expert knowledge-claims made about catastrophic reactor accidents’ normally underestimate risk because reactors normally fail for reasons not previously anticipated (Ramana [2021] - reactors sometimes claim failure rates of 1 per million years of reactor time, but there have been 15,000 reactor-years to date and more than zero incidents. The incident rate is still likely very small - just much higher than the calculated rate, due to the impact of unexpected phenomena.

Addendum: This sub-section was written before the 2nd August 2021 i.e. prior to the authors knowledge of the campaign leading to the highly successful 8th August 2021 NIF shot[26]. This shot produced approximately 10 times are much energy as the previous best experiment, and although perhaps not quite reaching full ignition (the full details are still to be published), it likely would suggest the energy required is much lower than some had feared. Would this result surprise someone who had accounted for unknown unknowns? In Figure 2 although the probe indicated 10MJ, P96, and in particular B18 assign moderate probabilities to values less than 5MJ. Although the 10MJ prediction (and the 100MJ upper limit) was simply chosen to be illustrative, it was comparable with estimates prior to the new result, LLNL [2020].

4. ROBUSTNESS TO MALICIOUS INTERFERENCE

How can one make robust statistical inferences in the presence of the possibility of an unknown third party maliciously interfering with your scientific data? This is not a theoretical concern; there are many cases of hospitals being hit with malicious data breaches[27], the Stuxnet computer worm caused centrifuge safety systems to incorrectly give normal data readings[28] a hacker increased the amount of sodium hydroxide in water supplies in a treatment plant in Florida to dangerous levels[29] and the Netherlands Organisation for Scientific Research has been subject to cyberattacks[30]. Mirsky et al. [2019] showed that generative adversarial networks (GANs) could generate fake medical data that fooled real medical practitioners, and speculated that it could be used to manipulate data individuals, by selectively making it appear that they did/didn’t have lung cancer. Scientists working at LIGO detecting gravitational waves (work which was awarded the 2017 Nobel Prize) had genuine concerns (which they ultimately decided were unfounded) at the time that their first detection could be the work of a hoaxer (Collins [2017]).

This risk is also identified in Delaportas & Stephens [2020] where Sir Adrian Smith comments ‘Well, if you are training machines on data collected by humans, in some sense you have to model the human process that collected it and what the biases and the prejudices and the shortcomings are in that. But, turning this on its head again, could you use mathematics and technology to uncover those biases and correct the learning data sets? In defence and security, depending who you think the good and the bad guys are, what we’re all trying to do is subvert the opposition’s training data sets by corrupting them. We understand outliers and robustness, so in a scatter plot if I give you a billion concentrated points and one at a distance, a fitted straight line would go through the distant one. Now that’s easy to visualise and understand, but what if we’ve got 10,000 dimensions and a hundred million data points on each, how would you spot that somebody’s manipulated a subset in order to disrupt the data set?’ - emphasising the need to model the human process that generated the data.

From the perspective of ‘unknown unknowns’, malicious interference is essentially another source of unmodelled systematic. Treating deliberately incorrect data in a Bayesian manner has also been considered by other authors e.g. Phillips & Pohl [2021], and there is an extensive literature of treatment of unknown unknown sensor faults (Reece et al. [2009]). Intuitively P96 seems structured to be more robust to malicious interference[31] as it can be interpreted as modelling qualitative ‘wrongness’, when considering a scenario of multiple probes of some physics, and an adversary has replaced (unknown to us) one of the probes with data indicating a different value to the true value. P96 also gives a probability of being ‘wrong’ for individual measurements which might help prompt which measurements need further investigation (although of course it doesn’t give any indication of whether the discrepancy results from malicious interference or scientific error).

To test the robustness of inference when using P96 and B18 I generated 100 sets of data with 4 independent probes, and then altered one of the 4 probes, and saw how many times the correct inference was still made. Specifically for each trial I selected a random point uniformly in the range [0,1] to be the ‘true’ value. I then sampled three points from a Gaussian centred on this point with standard deviation 0.05. I then constructed three Gaussians centred on these three points each also with standard deviation 0.05 to be the un-tampered probes. I then constructed one ‘tampered with’ probe by selecting...
another point uniformly in [0,1], and centring a Gaussian with s.d. 0.05 on top. Counting an estimate as a ‘success’ if the peak of the posterior was within 0.05 of the true value, CB was correct 40% of the time, P96 was correct 90% of the time, and B18 was correct 41% of the time. This robustness-check only investigates point estimates, not the realism of the tails, which the rest of this paper focusses on. B18 point estimates were approximately the same as CB but correctly had larger uncertainties. It should also be noted that the P96 method does not just reject ‘outliers’ - the fact that outliers are now known to exist weakens the confidence even in the grouped data points.

Figure 4 shows a representative example from the malicious data injection experiment. One can see that P96 is reasonably robust to outliers - this is not too surprising seeing as the data was generated in the exact way that P96 models, but still illustrates the robust nature of the formation of the posterior. To some degree these conservative posteriors can be thought of as error-correcting forms of inference. Similarly to error correcting codes, the correcting only works up to a point; if a malicious actor was able to corrupt multiple independent sources of data then your inference would eventually be corrupted. We might also note increased generation of synthetic data might make it easier to substitute the ‘real’ data for simulated data. Approaches like this have also been shown to be successful when there is non-malicious interference with data e.g. [Lang & Hogg 2012] use a similar Bayesian model to combine a large number of images of a comet extracted from the internet, most of which really were from the comet, but a small minority were mislabeled images of other objects.

5. DISCUSSION

5.1. Different Forms of Systematic and Correlations

There are two broad classes of possible systematic present in the above case-studies. Firstly systematics in the data; two groups using the same methodology will come to different conclusions if they have access to different probes each of which might have its own systematics. Secondly systematics in the modelling; two research groups working independently with access to the same data can still come to different conclusions because of different choices and judgements about how to model the data. These are often hard to disentangle and might be ill-defined. But obviously in the second case multiplying likelihoods is probably not justified as they are not independent. In B18 this could be done by placing a prior on the covariance between estimates, in P96 a simple correction might perhaps be to replace products of N likelihoods with the product taken to the Nth root as done in [Duncan et al. 2018a].

What constitutes an independent probe is also quite challenging to define. For example in the original problem of cosmological parameter estimation there are multiple independent probes, which disagree to varying degrees. However some of these probes are ‘early Universe’ and some are ‘late Universe’, so it is possible that if the systematics are dependent on whether the probe is late/early, then the systematics will be correlated. Ultimately for true ‘unknown unknowns’ it is intrinsically hard to model the existence of possible correlations like this, but hopefully using a method like P96 or B18 will give better posteriors for making choices even if it is still possible to be ‘caught out’. In addition P96 and B18 could of course be combined, either heuristically by taking the more conservative posterior in a given scenario, or alternatively by allowing individual probes to be either qualitatively or quantitatively wrong.

One other possible way to make a quasi-independent prediction could be to use machine learning. Machine learning methods typically give biased predictions, but as long as the bias is different to other methods, then they can potentially be used to constrain the size of unknown systematics. [Duncan et al. 2018a] use a method similar to P96 to combine theory-based galaxy photometric redshifts with machine learning based empirical galaxy photometric redshifts, giving overall better predictions.

5.2. Other Possible Approaches to Radical Uncertainty

P96 and B18 represent just two ways of trying to give realistic posteriors in the presence of unknown systematics. Creating Zipf plots are one alternative approach that contains similar ideas to that presented here. Essentially one would plot a histogram of historical deviations between predicted and true values - in a large set of scenarios measurements like these forms a power law [Clauset et al. 2009][33] the index n of which can be measured. This value n could be measured for each situation, which could give a rough indication of how often we might expect unanticipated large systematic discrepancies. Zipf plots are often uses in analysis of distributions of quantities like deaths in wars, where there is no good generative model. Note that many of the P96 and B18 posteriors exhibit power-law like-behaviour.

The key role of unanticipated, low probability, high impact events is noted in the book ‘The Black Swan’ [Taleb 2007]). In it the author identifies 4 quadrants, in a 2x2 matrix, which has ‘how subject to the unanticipated’ on one axis, and ‘how complex or extreme payoffs can be’ on the other axis. The galaxy-halo problem, pair-production and ICF are likely mainly in the third quadrant, in that they dominated by unanticipated physics, but losses are capped e.g. even if you built a new ICF facility and unanticipated physics prevented it from reaching ignition, the worst that can happen is that it doesn’t ignite, and you still learn a multitude of new physics. COVID-19 and pandemics are in the 4th quadrant, where there are many unanticipated effects, and losses are complex and uncapped. For example in the Appendix, deaths per day are capped in the prior at 10,000, but that is not a hard limit, and furthermore we might find that ‘long covid’ effects are more damaging over time etc. More formal methodologies from this area [Castillo et al. 2005]; [Taleb 2020] would be interesting to apply to these problems in future.

In the mathematical literature of Bayesian statistics, a distinction is made between $M$-closed, $M$-complete and

32 Perhaps similar in some regards to error correcting and detecting codes (forms of message where the full message can be recovered even if part of the message is lost e.g. human speech, DNA, some forms of computer memory)

33 The importance of power laws in uncertainty quantification is also emphasised in [Taleb 2012]
Fig. 4.— Illustrative example of robustness to malicious interference in our simple model of one altered probe. The plots show the Conventional Bayes’, P96, B18, and individual probe posteriors (on a log scale for the top sub-plot, and on a linear scale for the lower sub-plot). The dashed line at $x = 0.3$ indicates the real value of the parameter, the dashed line at $x = 0.7$ indicates where the malicious probe was placed.

$\mathcal{M}$-open problems, which has some overlap with the issues discussed here, and have a range of treatments, Høge et al. [2020]; Yao et al. [2018]. $\mathcal{M}$-closed problems are ones for which there are a finite number of known models, and one of them definitely generated the data. $\mathcal{M}$-complete describes situations where the true model is in some sense ‘known’, but is not in the list of models under consideration because it is too computationally expensive, or has low interpretability, or some other undesirable feature. Finally $\mathcal{M}$-open problems there is no conception of the true model. The galaxy-halo connection and ICF likely fall into $\mathcal{M}$-complete category, in that the models normally used are proxies, but we could in principle do humongous high resolution hydrodynamical cosmological and rad-hydro simulations respectively that would capture all the physics if we had infinite computing power. Pair-production is more of a $\mathcal{M}$-open problem; the true model could be conventional quantum electrodynamics, it could be an axion-based model, or it could be something not yet conceived. Similarly pandemic modelling probably falls into the $\mathcal{M}$-open in that we don’t even in principle know how to model everything involved e.g. societal effects. $\mathcal{M}$-closed problems are normally dealt with by summing the predictions of the models, weighted by the implied probabilities from the relevant Bayes factors (essentially what is done in Osthus et al. [2019]); $\mathcal{M}$-complete and $\mathcal{M}$-open are more challenging and have a range of approaches in the literature, Le & Clarke [2017].

There are a range of other statistical methods and concepts that capture related notions to ‘unknown unknowns’ in different ways to those discussed here. There is the notion of aleatoric versus epistemic uncertainty (Ulksen & Fox [2011]), where in a scientific context aleatoric uncertainty roughly corresponds to stochastic uncertainty, and epistemic uncertainty corresponds to model uncertainty. Our ‘unknown unknowns’ can thus be considered an extreme form of epistemic uncertainty. Not all model uncertainties are ‘unknown unknowns’ however; when measuring a temperature one might know that the thermometer is systematically biased by some unknown amount within some range, a form of model uncertainty - but this is still a ‘known unknown’ as this effect can still be incorporated into the analysis. Then there is the notion of ‘Fuzzy Logic’, which captures some of the idea of allowing something to be partially true, which has some similarities to the notion in P96 of letting a measurement be ‘good’ or ‘bad’ (Cox [1994]).

There are a range of subtly different definitions in the literature, here we use that of Clydec & Iversen [2013].

34 There are a range of subtly different definitions in the literature, here we use that of Clydec & Iversen [2013].

35 Of course one could also stack the P96 and B18 methods, or do some sort of model comparison between them.
chine learning context there is a large literature of work to develop methods for scenarios where the model space doesn’t contain a true representation of the data generating process. Methods tackling this problem include using mixtures of Dirichlet processes (Lyddon et al. [2018]; Fong et al. [2019]). Finally there is also an extensive literature on finding the optimal weightings for combining different neural network predictions, Penny [1999], and merging hypotheses, Reece & Roberts [2010].

5.3. Practical Use

The expression ‘All models are wrong, some are useful.’ is also applicable to the construction of our conservative posteriors with P96 and B18. In particular neither P96 and B18 are likely to perfectly represent how unknown systematics in physical systems are generated. More interesting is whether or not these conservative error-correcting posteriors are actually useful.

It is quite hard to test whether or not these posteriors are more accurate. Firstly because these methods are estimating the probability of rare events, which requires a large number of test cases to compare. Secondly to some degree the purpose of these methods are to identify if there unacceptable risks are being taken (even if of low probability), in which case actions might be taken to mitigate against this possibility (in which case as with the COVID-19 case study in the Appendix, we never get to find out what actually would have happened if no action were taken). One way to determine if posterior accounting for unknown unknowns were more accurate might be to make blind posterior predictions/calculations for a large number of heterogeneous test cases, and see if the Probability Integral Transform (PIT, e.g. Dawid [1984]) plots were improved.

Another reasonable argument might be that researchers are largely aware of these issues, and that decision makers don’t normally take the very low probabilities implied by Gaussian tails literally. When making a decision based on multiple probes normally one might have qualitative expert judgement alongside (e.g. ‘We know method A and B are highly correlated, that is why they are giving the same value’, ‘Method C is known to be very unreliable’ etc.). In response to this it might be argued a) that some of this expert judgement is still known unknowns, and should be incorporated to the modelling (e.g. if it is known that Method C is poor it should be given a very large uncertainty) and b) these conservative error-correcting posteriors are attempting to give indicative order of magnitude estimates of how likely extreme deviations are (as opposed to exact statistics), which might be hard to do qualitatively. Finally we would reiterate the comment in the Introduction that what qualifies as a good posterior is typically highly dependent on the problem, which typically demand different statistical properties - some problems might have high costs to extreme results, others might not.

It might also fairly be commented that these methods are uninformative in that they do not tell you the physical source of discrepancy. P96 and B18 don’t tell you what the cause of the fat tails is - they are just saying that models aren’t agreeing strongly enough to justify claiming that you have ruled out unknown unknowns. The methods also still require a moderate amount of judge-

Ment e.g. choosing what probes to count as independent probes, construction of prior on \( \phi \), P96 versus B18. In response to this issue I would again comment that this is not ‘precision statistics’, more an attempt to get tail probabilities correct to an order of magnitude, up to a few orders of magnitudes away from the bulk of the data.

The issues discussed here are also potentially relevant to the use of statistics in the presentation of scientific evidence in other scenarios e.g. perhaps in court (where a trial is of course a form of decision making), Evett et al. [2016]. For example DNA evidence historically was presented with claims of very high levels of reliability (along the lines that there was ‘only a 1 in ten billion chance the sample not from the defendant’ etc.). This may well be the probability of an incorrect match of two DNA samples, but what is the probability of two samples being mixed up, or someone working in the lab being involved in the case and tampering with the data and so on ad infinitum? Quite low, but likely more probable than 1 in ten billion, so in that regard calculating the probability of scientific consistency is sub-dominant to the role of unknown unknowns that could impact the data.

6. CONCLUSION

Conventional application of Bayes’ Theorem gives good estimates of confidence, but still underestimates the true uncertainty as it doesn’t account for the possibility of unknown systematics, both in data, and in modelling. In particular this usually leads to underestimates of the thickness of posterior tails. This is often appreciated, but not often quantified. In this paper we discussed two methods in the literature to attempt to get more realistic uncertainties (even though the possible existence of rare unknown unknowns is intrinsically hard to model), and applied them to a series of case studies. The Galaxy-Halo Connection case study illustrated a scenario where we had separate probes of some underlying physics, but the probes likely would still have some correlated systematics, as the probes both came from the same instrument. The Matter from Light case illustrated a scenario where the probes really were highly independent, but risked becoming so different that the underlying physics wasn’t comparable. Finally the ICF case study illustrated an example where only one probe was available. We have shown the exact shape and size of tail risks depends on if qualitative or quantitative unknowns are dominant. We also speculate that P96 or similar approaches might be useful to mitigate against malicious interference of data. If one is in a scenario where unknown systematics are likely to be mainly of quantitative physical origin B18 may be better, if there is a reasonable fear of deliberate interference P96 might be more informative.

Key Conclusions:

- Hierarchical Bayesian models that incorporate the probability of ‘being wrong’ can be used to give more realistic posteriors

36 Note that having multiple ‘probes’ is also considered by some to be beneficial for robust inference in the context of court cases, Sangero & Halpert [2007].
• Qualitative and quantitative unknown unknowns can be modelled in different ways
• In the presence of unknown systematics, different probes and models should be kept as far apart as possible to maintain independence
• A form of error-correcting physical inference should be used in situations where there are risks scientific data could be tampered with
• These attempts to model unknown systematics are still just models and thus will still fail in some circumstances
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APPENDIX

Although not an astronomy or physics example, in the course of preparing this manuscript the events of the coronavirus pandemic in the UK did present an opportunity to test the calculation of conservative posteriors in a real life emergency. The author would note that they have no epidemiological or medical expertise, so this Appendix should be regarded as a toy example, as opposed to a serious comment on the COVID-19 pandemic. Similarly the author claims no particular insight into how the decisions were actually made (for example how much weight was given to different models in the formation of the scientific advice, and to what degree the probability of tail risks was qualitatively known). In particular however this toy model was implemented ‘blind’ before the fact (on 10th November 2020), so the analysis does constitute an attempt at deploying these methods in a semi-realistic scenario. Bayesian ensembling methods have been used successfully by other authors in the literature for COVID-19 forecasting.

During the COVID-19 pandemic governments have used epidemiological models (e.g. Moore et al. 2021) to try and understand how many deaths might be expected under certain scenarios, under what timeframes, to what degree of confidence. These models typically take large quantities of data (number of positive tests etc.) as input and again use some model fitting process (often a variant on Bayes’ theorem) to make predictions by running the model forwards in time. Different models typically don’t perfectly agree, include different assumptions and rely on different sets of data etc. A particular decision making point we focus on is the decision to go into the second English lockdown, announced 31st October 2020, lasting from the 5th November 2020 to 2nd December 2020. This was based to some degree on the predictions from four models, from Imperial, Warwick, Public Health England (PHE), Cambridge and The London School of Hygiene & Tropical Medicine (LSHTM). The Imperial, Warwick and LSHTM models predicted deaths peaking at about 2,000 a day, with the PHE/Cambridge model predicting higher numbers, around 4,000. All predicted this peak occurring late December/early January. However on the 5th November 2020 the UK Statistics Authority criticised the inclusion of that version of the PHE/Cambridge model in decision making on the grounds that it was known to be based on slightly out of date data (known to me when I did my initial analysis). However, over the winter of 2020/2021 the situation changed dramatically with the emergence of the ‘Kent’ or ‘UK’ variant (B.1.1.7, or ‘Alpha’) of the virus, a mutated form that spread much faster (Davies et al. 2021), identified to be the cause of faster spread of the virus on approximately the 21st December 2020 (i.e. unknown to me at time of my blind analysis). The emergence of the new variant was essentially an unknown unknown that presumably would have rendered many of the assumptions in the models incorrect and changed predictions by more than quoted uncertainties. In reality deaths peaked at about ~1,400 deaths per day around the 20th January 2021 - although this cannot be directly compared to the predictions as the models were attempting to describe what would happen if no further interventions were taken.

This scenario is slightly different to the earlier case studies in that the different estimates are not clear distinct probes but rather a more complex mix of different models (which take different but overlapping input data). We therefore slightly modify our analysis. For Conventional Bayes we instead take the mixture model of the four models (equal weighting, simple model averaging), and for P96 we restrict it to only allow one of the models to be true at a time (e.g. a mixture model of the four models and the prior, with weights as per P96). Rigorously modifying B18 would require a more complex understanding of the covariances between the models (potentially quantified with a bootstrapping method), but for the illustrative purposes here we replace the pdf from each probe with its Nth root (c.f. Dahlen et al. 2013; Duncan et al. 2018b). In the analysis I used predicted peak deaths per day of 1700 ± 600, 1800 ± 700, 2200 ± 700 and 4100 ± 1400 results shown in Figure 5 and 6. Both P96 and B18 give fat tails to higher numbers of deaths, although a peak of around 2,000 remains the

37 What is presented here is a slightly updated analysis, original 2020 analysis available on request.
most probable value in the model. In particular they give non-trivial probabilities to numbers beyond the contribution in CB from the PHE/Cambridge model, giving some small probability for mechanisms beyond those imagined in any model. The probes are fairly consistent, so the estimate of $\phi$ increases. It is hard to definitively prove that P96 and B18 better capture the uncertainties as the distributions make a prediction for a one-off event, and we can never measure what would have happened with no interventions. However hopefully the reader will agree in the light of unanticipated events like B.1.1.7 that even worse unexpected events (not necessarily a worse mutation - winter weather combined with COVID might have had much worse than anticipated combined effects, national oxygen supplies for hospitals might have run out, the unrelated chicken bird flu taking place in the UK at the same time might have crossed to humans and caused greater mortality when an individual had both COVID-19 and bird flu...) that might have pushed deaths up to even higher levels were possible. New phenomena like variants might count as qualitative unknown unknowns; something like the virus incubation period being shorter than believed might count as a quantitative unknown unknown. It might also be noted that the emergency nature of a pandemic potentially makes the risk of human error in assembling data that is incorporated into inference greater e.g. statistics about tests lost. Doctors in the BMA have commented that several aspects of the evolution of the pandemic were unanticipated and others have emphasised the role of ‘unknown unknowns’, Luo [2021]. The fat-tailed nature of pandemic risk has been emphasised by some authors e.g. Cirillo & Taleb [2020] point out that damage from pandemics likely follows a power-law distribution. Finally it is important to note that the PHE/Cambridge estimate that differed from the other estimates did not predict the cause of the unknown effect (the new variant), it differed for other reasons. Instead P96 and B18 are using the fact that the quasi-independent methods (to which here we are agnostic about which to prefer) did not completely agree to constrain how likely possible severe unanticipated deviations are.

Fig. 5.— The posteriors for the coronavirus case study. Probabilities are shown in both log (top) and log space (bottom). Black shows the conventional posterior, green shows the P96 posterior, blue shows the B18 and the light red are the distributions from the individual separate models.

---

43 https://www.theguardian.com/environment/2020/dec/14/new-measures-begin-to-help-curb-british-bird-flu-cases-in-poultry
44 https://www.bbc.co.uk/news/technology-54423988
45 https://www.bmj.com/content/371/bmj.m3979
Fig. 6.— The parameters describing the probabilities of measurements being correct in the P96 model for the coronavirus case study. The top sub-figure shows the global probabilities (the red curves corresponding to the prior, and the blue curves to the posterior), the lower sub-plot shows the probabilities for individual models.
