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Abstract

In health related machine learning applications, the training data often corresponds to a non-representative sample from the target populations where the learners will be deployed. In anticausal prediction tasks, selection biases often make the associations between confounders and the outcome variable unstable across different target environments. As a consequence, the predictions from confounded learners are often unstable, and might fail to generalize in shifted test environments. Stable prediction approaches aim to solve this problem by producing predictions that are stable across unknown test environments. Stable prediction approaches aim to solve this problem by producing predictions that are stable across unknown test environments. These approaches, however, are sometimes applied to the training data alone with the hope that training an unconfounded model will be enough to generate stable predictions in shifted test sets. Here, we show that this is insufficient, and that improved stability can be achieved by deconfounding the test set features as well. We illustrate these observations using both synthetic data and real world data from a mobile health study.

1. Introduction

A standard assumption in supervised machine learning (ML) is that the training and test sets are independent and identically distributed. In practice, however, this assumption is often violated, and dataset shifts (Quinonero-Candella et al 2009) are commonly observed in the real world. At the same time, ML models are often capable of leveraging subtle statistical associations between the input ($X$) and outcome ($Y$) variables in the training data, including spurious associations generated by confounders ($C$) and other sources of biases in the data. As a consequence, predictions from confounded learners are often unstable across shifted test sets, and can fail to generalize.

In anticausal prediction tasks (i.e., tasks where the outcome is a cause of the input variables) dataset shifts in the joint distribution of the confounders and outcome variable, $P(C,Y)$, are often caused by selection biases. As described in more detail in the Background section, selection biases (Heckman 1979; Bareinboim and Pearl 2012) occur when certain subpopulations are under-represented (or over-represented) in the training data relative to the test data, so that $P(C,Y)$ is different in these datasets. (See Supplementary Section 7, for an illustrative hypothetical example.)

While simple approaches such as matching and inverse probability weighting can be used to neutralize these issues in situations where the joint distribution of $C$ and $Y$ in the target population is known (see Supplementary Section 8 for an example),
here we focus on the case where the test set can be shifted in unknown ways w.r.t. \( P(C, Y) \). This more challenging setting requires more sophisticated adjustment methods, which we review and discuss in Supplementary Section 9. These approaches, however, are sometimes applied to the training data alone with the hope that training an unconfounded model will be enough to generate stable predictions in shifted test sets. Here, we show that this is insufficient, and that deconfounding both the training and test set features can produce more stable predictions. We illustrate this point using the causality-aware approach (Chaibub Neto 2020a) which is able to leverage unlabeled test set data in order to adjust the test set features, even when the shifts in \( P(C, Y) \) are unknown.

2. Background

Throughout the paper we let \( X \), \( C \), and \( Y \) represent the features, confounders, and outcome variables, respectively. The confounded anticausal prediction task influenced by selection bias is described by the causal graph in Figure 1, where the auxiliary variable \( S \) indicates the presence of a selection mechanism contributing to the association between \( C \) and \( Y \) (see Suppl. Section 7 for further details). We assume that the causal effect of \( C \) on \( Y \) is stable, and that the dataset shifts in \( P(C, Y) \) are generated by selection mechanisms. We also assume that the causal effects of \( C \) and \( Y \) on \( X \) are stable, so that \( P(X \mid C, Y) \) does not change between training and test sets.

In the particular context of linear models, these stable causal effects are represented by stable path coefficients (Wright 1934) in the linear structural equations describing the anticausal prediction task. As described in Chaibub Neto (2020a), the causality-aware approach is implemented by generating counterfactual data that no longer contains the spurious associations generated by the confounders, and only retains the associations generated by the causal effects of the output on the features. For example, in the particular case of a single feature and single confounder we have that the linear structural equation for the feature is given by \( X = \beta_{XC} C + \beta_{XY} Y + U_X \), while the causality-aware feature is estimated by, \( \hat{X}_{tr}^* = \beta_{XY}^* Y_{tr} + \hat{U}_X = X_{tr} - \beta_{XC}^* C_{tr} \) in the training set, and by \( \hat{X}_{ts}^* = X_{ts} - \beta_{XC}^* C_{ts} \) in the test set\(^1\). (See Chaibub Neto (2020a) for the general case.) Note that under the assumptions that the causal effects are stable and that the training set is large, we have that \( \beta_{XC}^* \) converges to \( \beta_{XC} \), so that \( \hat{X}_{ts}^* \) converges to,

\[
X_{ts}^* = X_{ts} - \beta_{XC} C_{ts} = \beta_{XY} Y_{ts} + U_X .
\]  

In the next section we present our main contribution in the particular context of linear models\(^2\).

3. On the need to deconfound the test set features

While it might seem intuitive that training a learner on unconfounded data will prevent it from learning the confounding signal and, therefore, will lead to more stable predictions in shifted target populations\(^3\), here we show that this is insufficient and better stability can be achieved by deconfounding the test set features as well.

We illustrate this point using a toy linear model example (our result, nonetheless,

---

1. Here, we use the subscripts (superscripts) “\( tr \)” and “\( ts \)” to represent the training and test sets, respectively.
2. As described in Chaibub Neto (2020b), the causality-aware approach can also be used to deconfound feature representations learned by deep neural network (DNN) models. This point is illustrated in Section 5 with a real data example.
3. Examples of approaches that only adjust the training data include pre-processing techniques to reduce discrimination in ML (Calder, Kamiran, and Pechenizkiy 2009; Kamiran and Calder 2012). See also Supplementary Section 9.1.
holds for more general linear models, as described in Supplementary Section 10). Assuming (without loss of generality) that the data has been centered, we consider the causal graph $C \xleftarrow{X} Y$ where $C = U_C$, $Y = \beta_Y C + U_Y$, and $X = \beta_X Y + \beta_X C + U_X$, with $E[U_Y] = 0$, $Var(U_Y) = \sigma_Y^2$, for $V = \{C,Y,X\}$. The goal is to predict the outcome $Y$ using the feature $X$. Let $\hat{Y} = X \hat{\beta}_{tr}$ represent the test set prediction from a linear regression model, where $\hat{\beta}_{tr}$ represents the coefficient estimated with the training data, and $X_{ts}$ represents the test set feature. By definition the expected MSE is given by,

$$E[(\hat{Y}_{ts} - \hat{Y})^2] = E[Y_{ts}^2] + E[\hat{Y}^2] - 2E[Y_{ts} \hat{Y}_{ts}]$$

$$= Var[Y_{ts}] + E[\hat{Y}^2] - 2Cov(\hat{Y}, Y_{ts})$$

$$= Var[Y_{ts}] + \beta_Y^2 Var(Y_{ts}) - 2\beta_Y Cov(X_{ts}, Y_{ts}),$$

where the expectation is w.r.t. the test set (so that $\hat{\beta}_{tr}$ represents a fixed constant).

For any approach which does not process the test set features we have that,

$$Var(X_{ts}) = Var(\beta_X Y_{ts} + \beta_X C + U_X)$$

$$= \sigma_X^2 + \beta_X^2 Var(Y_{ts}) + \beta_X^2 Var(C_{ts}) + 2 \beta_X Y Cov(Y_{ts}, C_{ts}),$$

$$Cov(X_{ts}, Y_{ts}) = Cov(\beta_X Y_{ts} + \beta_X C + U_X, Y_{ts})$$

$$= \beta_X Y Var(Y_{ts}) + \beta_X C Cov(Y_{ts}, C_{ts}),$$

showing that both $Var(X_{ts})$ and $Cov(X_{ts}, Y_{ts})$ depend on $Cov(Y_{ts}, C_{ts})$ (so that the $E[MSE]$ will be unstable under dataset shifts of the association between the confounder and the outcome variable across the test sets). Note that this is true even when we apply a confounding adjustment to the training set (a situation where the $\hat{\beta}_{tr}$ estimate is not influenced by the spurious associations generated by the confounder).

On the other hand, from eq. (1) we have that for the causality-aware approach,

$$Var(X_{ts}) = Var(\beta_X Y_{ts} + U_X)$$

$$= \sigma_X^2 + \beta_X^2 Var(Y_{ts}),$$

$$Cov(X_{ts}, Y_{ts}) = Cov(\beta_X Y_{ts} + U_X, Y_{ts})$$

$$= \beta_X Y Var(Y_{ts}),$$

does not depend on $Cov(Y_{ts}, C_{ts})$, and will be stable w.r.t. this particular type of dataset shift (although it will be still influenced by dataset shifts on $Var(Y_{ts})$).

4. Synthetic data experiments

Here, we illustrate the better stability of the causality-aware approach under dataset shifts caused by selection biases in two synthetic data experiments. The first is a regression task where predictive performance is evaluated with MSE. This experiment, compares three adjustment approaches: the causality-aware, where we adjust both the training and test set features; a “poor man’s” version of the causality-aware, where we only adjust the training set features; and the “no adjustment” approach, where we evaluate the stability in the fully confounded data. The second experiment is a classification task where we evaluate predictive performance using AUROC. In addition to the three adjustment approaches described above we also evaluate under-sampling (by matching) applied to the training data alone in this experiment.

In each experiment we evaluate the performance of the trained model across 9 distinct test sets showing increasing amounts of dataset shift in $P(C,Y)$ (generated by varying $Cov(C_{ts}, Y_{ts})$, $Var(C_{ts})$ and $Var(Y_{ts})$, as described in Supplementary Section 11). The causal effects $\beta_{XY}$, $\beta_{XC}$, and $\beta_{YC}$ were the same across the training and test sets to guarantee that $P(X \mid C, Y)$ was stable.

Figure 2 reports the results (based on 1000 replications) and illustrates the better stability of the causality-aware approach in both experiments. (In both plots the dots represent the mean across the 1000 replications, while the vertical bars represent one standard deviation around the mean.)
5. Real data experiments
Here, we illustrate the better stability of the causality-aware approach using logistic regression models trained on feature representations learned by deep neural network (DNN) models. As pointed in Chaibub Neto (2020b) the causality-aware approach can still be employed to deconfound feature representations learned by DNNs. In our experiments we adopted the features learned by a top performing deep learning team in the Parkinson’s Disease Digital Biomarker Dream Challenge (Sieberts et al. 2020), where the goal is to build classifiers of disease status (i.e., Parkinson’s disease (PD) vs non-PD) using accelerometer data. We split the data into a training set and 2 test sets: one having the same joint distribution of PD labels and (discretized) age confounder as the training set, denoted the “no shift” test set; and the other having a flipped association between the PD labels and the age confounder, denoted the “shifted” test set.

In this illustration we compare the causality-aware adjustment against matching, approximate IPW, “poor man’s” causality-aware, and the “no adjustment” approaches. Figure 3 reports the results and illustrate the stronger stability of the causality-aware approach (note the considerably smaller drop in performance between the no shift and shifted experiments), compared to the other methods that only adjust the training data. Further details about these experiments are presented in the Supplementary Section 12.

6. Final remarks
Selection bias represents a common and challenging issue in ML applications. Here, we show that, in the particular context of anticausal tasks, deconfounding both the training and test set features leads to more stable predictions under dataset shifts of $P(C,Y)$ generated by unstable selection biases. We show that the expected MSE of linear predictions generated by adjustment approaches that fail to deconfound the test set features will still be unstable w.r.t. shifts in the association between $C_{ts}$ and $Y_{ts}$, even when the ML models are trained with unconfounded data and there are no shifts in $Var(Y_{ts})$. This is an important observation that (we feel) is not well appreciated in the ML community.

We illustrate this point using the causality-aware adjustment, which deconfounds the test set features (without having access to the test set labels), in addition to the training set features. The approach, however, requires access to test set confounder data, $C_{ts}$, and, therefore, cannot be leveraged in applications where $C_{ts}$ is unavailable. We anticipate, however, that it will be particularly useful in diagnostic health applications, where demographic risk factors such as gender, age, race, etc represent potential confounders and are likely recorded in the target (test) populations.
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7. Hypothetical illustrative example of selection bias

Consider an hypothetical scenario where we are interested in developing a ML model for predicting disease severity (represented by the outcome variable, $Y$) using some of the disease symptoms (represented by $X$) as the input variables. Suppose that a given demographic variable (such as gender, age, or race) is a risk factor for the disease, and also affects the disease symptoms. In this scenario, the demographic variable (represented by $C$) will be a confounder of the disease/symptoms relationship.

For concreteness, suppose the confounder is race and the disease severity status of each patient can be classified as “mild” or “severe”. A causal graph representation of this data generation process is given in Figure S1, where the arrow $C \rightarrow Y$ indicates that race is a risk factor for the disease, the arrow $Y \rightarrow X$ indicates that the disease causes the symptoms, and the arrow $C \rightarrow X$ indicates that race also directly affects the symptoms.

![Figure S1: Biological aspects of the data generation process.](image)

Note that the above graph represents the causal relations that are governed by biological aspects of the data generation process. For instance, the arrow $C \rightarrow Y$ indicates that people from different races have different risks to develop the disease. In this work, we assume that these biological aspects are stable across different training and test sets (e.g., we assume that the risk of white individuals in the training set is the same as the risk of white individuals in any distinct test set).

Now, suppose that the training data comes from hospital $A$ located in a city whose population is predominantly white. Suppose, as well, that hospital $A$ is the best equipped hospital in the city to treat severe cases of the disease. (So, that most severe cases tend to be sent to this hospital). In this scenario we might see an over-representation of white patients with severe disease in the training set. This additional source of association between race and disease status is represented by the auxiliary variable $S_A$ in the graph in Figure S2a, which represents the data generation process biased by the selection mechanism operating at hospital $A$. Here, $S_A$ represents a binary variable assuming the value 1 when the data is generated in hospital $A$, and 0 otherwise. The squared frame around $S_A$ indicates that the data generation process giving rise to the data is conditional on the fact that $S_A = 1$, that is, on the fact that the data is coming from hospital $A$. Note that, application of the d-separation criterion to the causal graph in Figure S2a shows that, because $S_A$ is a collider, we have that conditional on $S_A = 1$ the additional path $C \rightarrow S_A \leftarrow Y$ is open and, therefore, contributes to the association between $C$ and $Y$. This additional association, however, is usually different across different cities, communities, and hospitals.

![Figure S2: Data generation processes affected by selection biases.](image)
For instance, consider a hospital $B$ located in a different city whose population is composed predominantly of non-white individuals. Suppose, as well, that hospital $B$ is also the best equipped hospital in town to handle the more severe cases. Now, for hospital $B$ we have a different selection mechanism at work (Figure S2b), and we would expect to see an over-representation of non-white patients with severe cases of the disease, so that the association between race and disease severity is flipped in this second subpopulation.

In other words, the associations generated by selection mechanisms tend to be unstable across different hospitals/subpopulations. As a consequence, a classifier trained on the data generated by hospital $A$ might fail to generalize when deployed in a different subpopulation where the association between $C$ and $Y$ is flipped relative to the training set.

8. Simple balancing adjustments when the test set population is known a priori

In situations where the target (test set) population where the ML model will be deployed is known a priori, simple balancing adjustments can be used to make sure that the joint distribution $P(C, Y)$ is the same in the training and test sets. As an illustration, consider a confounded classification task where the goal is to classify disease status (case vs control) and gender is a risk factor for the disease. Suppose that it is known, a priori, that a disease affects one third of the population and is two times more common in males than in females in the target population. The mosaic plot in Figure S3a describes the joint distribution of gender and disease status in the target population. Suppose, as well, that we have access to a training set containing 10,000 samples, but that, due to selection mechanisms, gender and disease status are more strongly associated in the training dataset than in the target population. Figure S3b shows a mosaic plot describing the joint distribution of gender and disease status in the development dataset. In this situation we can correct the shift in the training set distribution $P(C_{tr}, Y_{tr})$ relative to the test set $P(C_{ts}, Y_{ts})$ by simply rebalancing the training data to match the test set distribution. We can for instance apply a matching procedure where we randomly undersample from the majority classes in training set in order to obtain an adjusted dataset that matches the label/confounder class proportions in the target population (S3c). Similarly, we can over-sample from the minority classes in order to match the class proportions in the target population (S3d). (Or still apply a combination of under- and over-sampling to match the proportions in the target population.)

9. Related work

As clearly articulated by Subbaswamy and Saria (2020) there are, broadly speaking, two types of stable prediction approaches: (i) reactive methods, that use data (or knowledge) from the intended deployment/target population to correct for shifts; and (ii) proactive methods, that do not require data from the deployment/target populations, and are able to learn models that are stable with respect to unknown dataset shifts.
Many reactive approaches in the literature (Shimodaira 2000; Sugiyama et al 2007; Dudik, Phillips, and Schapire 2006; Huang et al 2007; Gretton et al 2009; Bickel, Bruckner, and Scheffer 2009; Liu and Ziebart 2014) deal with dataset shift by reweighting the training data to make it more closely aligned with the target test distribution. In this paper, however, we focus on anticausal prediction tasks (Scholkopf et al 2012) and address only dataset shifts in the joint distribution of the confounders and outcome variable, \( P(C, Y) \), caused by selection biases (Heckman 1979; Bareinboim and Pearl 2012). In our particular context, we can still use simple reactive approaches when the target (test set) joint distribution, \( P(C_{ts}, Y_{ts}) \) is known. For instance, if we know, a priori, the prevalence of a disease with respect to a given demographic risk factor in the target population, then we can either subsample or oversample the training data in order to make the training set distribution \( P(C_{tr}, Y_{tr}) \) as close as possible \( P(C_{ts}, Y_{ts}) \). (Figure S3 provides an illustrative example.) In classification tasks, simple balancing approaches, such as matching or approximate inverse probability weighting, can be used to subsample or oversample the training data. In regression tasks, approaches such as propensity scores for continuous variables (Hirano and Imbens 2004), covariate balancing propensity score methods for continuous variables (Fong, Hazlett, and Imai 2018), or standard propensity score matching applied to dichotomized outcome data, can be used.

The more challenging case where we face unknown shifts in \( P(C_{ts}, Y_{ts}) \) (the case we address in this paper) requires more sophisticated adjustment approaches. Several proactive methods have been proposed in the literature. For instance, invariant learning approaches (Peters et al 2016; Rojas-Carulla et al 2018; Magliacane et al 2018; Arjovsky et al 2019) employ multiple training datasets in order to learn invariant predictions. The causality-aware approach (adopted in this paper), on the other hand, only requires a single training set.

Another proactive approach, which can be applied to anticausal tasks based on a single training set, is the counterfactual normaliza-
tion method proposed by Subbaswamy and Saria (2018). The approach requires full knowledge of the causal graph describing the data generation process and is implemented in several steps. First, it identifies a set vulnerable variables that make the ML model susceptible to learning unstable relationships that might lead to poor generalization across shifted dataset. Second, the approach performs a node-splitting operation in order to augment the causal graph with counterfactual variables which isolate unstable paths of statistical associations and allow the retention of some stable paths involving vulnerable variables. Third, the approach determines a stable set of input variables that can be used to train a more stable ML model. In practice, the approach is implemented with linear (or additive) models.

Similarly to counterfactual normalization, the causality-aware approach also leverages counterfactual features to improve stability and is also implemented with linear (or additive) models. There are, nonetheless, important differences. The key idea (in the context of anticausal prediction tasks) is to train and evaluate supervised ML algorithms on counterfactually simulated data which retains only the associations generated by the causal influences of the output variable on the inputs. Noteworthy, as described in detail in Chaibub Neto (2020a), in the particular context of linear structural causal models, it is always possible to reparameterize the model in a way that the covariance among the features and among the confounders is pushed towards the respective error terms. This allows the generation of
counterfactual features without even knowing the causal relations among features and the causal relations among the confounders. As a consequence, the causality-aware approach does not require knowledge of the full data generation process (at least for linear models). Contrary to counterfactual normalization, where the full causal diagram needs to be specified, the causality-aware approach only requires knowledge of which variables are confounders.

Finally, the methods proposed by Kuang et al (2018) and Kuang et al (2020) represent another set of stable prediction approaches. The key idea behind these methods is to find a set of covariates for which the expected value of the outcome is stable across distinct test set environments. These covariates fall into two classes: stable variables ($S$) that have a structural relationship with the outcome, and unstable variables ($V$) that can be associated with both the outcome and the stable variables but do not have a causal relation with the outcome. Assuming that there exists a stable function $f(s)$ such that for all testing environments $E(Y \mid S = s, V = v) = E(Y \mid S = s) = f(s)$ - a condition which is fulfilled when $Y \perp \perp V \mid S$ - the approach is able to learn the stable function $f(s)$ without prior knowledge about which variables are stable or unstable. These methods, however, are tailored to causal prediction tasks (i.e., where the inputs have a causal effect on the outcome), and cannot be directly applied in anticausal tasks.

### 9.1. A note on the use of data balancing approaches to combat selection biases

Matching and data reweighting approaches are widely used confounding adjustment methods for dealing with selection biases in health related ML applications (likely due to their non-parametric nature and ease of implementation). For instance, in mobile health studies, the development data is often split into i.i.d. training and test sets, and then matching (or any other sort of data reweighting technique) is applied to both the training and test sets (Arora et al. 2015, Chaibub Neto et al. 2017, Brestel et al. 2018, Chan et al. 2019, Badgley et al. 2019, Evers et al. 2020, Wang et al. 2020, Sieberts et al. 2020).

While training a classifier on matched data (where the joint distribution of the confounders and the labels is perfectly balanced) can prevent it from learning the confounding signal, this does not imply that the predictions will be stable. As described in Section 3 in the main text (and in Section 10 in the Supplement), because ML predictions are a combination of both the trained model and the test set features we have that classifiers trained with matched data will still show unstable predictive performance when deployed in shifted target populations since the input data still retains the confounding signal. While the application of data balancing approaches to both the training and test data can be used to estimate the predictive performance that can be achieved by a stable ML algorithm, it is important to clarify that this practice does not actually produce stable learners, since matching and data re-weighting do not deconfound the learner inputs. As illustrated by our experiments in Sections 4 and 5 of the main text (and Sections 11 and 12 in the Supplement), the deployment of classifiers trained

---

6. Note that in anticausal prediction tasks $S$ might be a collider. Hence, if $S$ is a collider, it follows that conditional on $S$, $Y$ cannot be independent of $V$, and the assumption $Y \perp \perp V \mid S$ cannot hold.
with balanced data will still be unstable under dataset shifts.

10. Expected MSE for arbitrary anticausal prediction tasks based on linear models

Consider the arbitrary anticausal prediction task model in Figure S4, where

\[
\begin{align*}
C_j &= U_{C_j} , \\
Y &= \sum_i \beta_{YC_i} C_i + U_Y , \\
X_j &= \beta_{X_j Y} Y + \sum_i \beta_{X_j C_i} C_i + U_{X_j} ,
\end{align*}
\]

for \( j = 1, \ldots, p \) and \( i = 1, \ldots, m \). The causality-aware features are estimated as,

\[
\hat{X}_j^* = X_j - \sum_i \hat{\beta}_{X_j C_i} C_i ,
\]

and converge to,

\[
X_j^* = X_j - \sum_i \beta_{X_j C_i} C_i
\]

\[
= \beta_{X_j Y} Y + U_{X_j} ,
\]

asymptotically.

Now, let \( \hat{Y} = X_{ts} \hat{\beta}_{tr} \) represent the prediction of a linear regression model, where \( X_{ts} \) represents the test set features, and \( \hat{\beta}_{tr} \) represents the regression coefficients estimated from the training set. By definition, the expected mean squared error of the prediction is given by,

\[
E[MSE] = E[(Y_{ts} - \hat{Y})^2] = E[Y_{ts}^2] + E[\hat{Y}^2] - 2E[\hat{Y} Y_{ts}]
\]

\[
= Var(Y_{ts}) + E[\hat{Y}^2] - 2Cov(\hat{Y}, Y_{ts}) ,
\]

since \( E[Y_{ts}] = 0 \). Direct computation shows that,

\[
E[\hat{Y}^2] = E[(\sum_{j=1}^p X_{j,ts} \hat{\beta}_{tr,j})^2]
\]

\[
= \sum_{j=1}^p (\hat{\beta}_{tr,j})^2 Var(X_{j,ts}) +
\]

\[
+ 2 \sum_{j<k} \hat{\beta}_{tr,j} \hat{\beta}_{tr,k} Cov(X_{j,ts}, X_{k,ts}) ,
\]

and,

\[
Cov(\hat{Y}, Y_{ts}) = \sum_{j=1}^p \hat{\beta}_{tr,j} Cov(X_{j,ts}, Y_{ts}) ,
\]
so that,

\[ E[MSE] = Var(Y_{ts}) + \]
\[ + \sum_{j=1}^{p} (\hat{\beta}_{j}^{tr})^2 Var(X_{j,ts}) + \]
\[ + 2 \sum_{j<k} \hat{\beta}_{j}^{tr} \hat{\beta}_{k}^{tr} Cov(X_{j,ts}, X_{k,ts}) - \]
\[ - 2 \sum_{j=1}^{p} \hat{\beta}_{j}^{tr} Cov(X_{j,ts}, Y_{ts}) . \]

Next, we derive the expressions for \( Var(X_{j,ts}) \), \( Cov(X_{j,ts}, X_{k,ts}) \), and \( Cov(X_{j,ts}, Y_{ts}) \) and show that they still depend on \( Cov(Y_{ts}, C_{i,ts}) \). From equation (5) we have that,

\[ Var(X_{j,ts}) = \]
\[ = Var(\beta_{X,Y} Y_{ts} + \sum_{i} \beta_{X,C_i} C_{i,ts} + U_{X_j}) \]
\[ = \sigma^2_{X_j} + \beta^2_{X,Y} Var(Y_{ts}) + \]
\[ + \sum_{i} \beta_{X,C_i} Var(C_{i,ts}) + \]
\[ + 2 \sum_{i<i'} \beta_{X,C_i} \beta_{X,C_{i'}} Cov(C_{i,ts}, C_{i',ts}) + \]
\[ + 2 \beta_{X,Y} \sum_{i} \beta_{X,C_i} Cov(Y_{ts}, C_{i,ts}) , \]

\[ Cov(X_{j,ts}, X_{k,ts}) = \]
\[ = Cov(\beta_{X,Y} Y_{ts} + \sum_{i} \beta_{X,C_i} C_{i,ts} + U_{X_j}, \]
\[ \beta_{X,Y} Y_{ts} + \sum_{i} \beta_{X,C_i} C_{i,ts} + U_{X_k}) \]
\[ = \beta_{X,Y} \beta_{X,Y} Var(Y_{ts}) + \]
\[ + \beta_{X,Y} \sum_{i} \beta_{X,C_i} Cov(Y_{ts}, C_{i,ts}) + \]
\[ + \beta_{X,Y} \sum_{i} \beta_{X,C_i} Cov(Y_{ts}, C_{i,ts}) + \]
\[ + \sum_{i} \sum_{i'} \beta_{X,C_i} \beta_{X,C_{i'}} Cov(C_{i,ts}, C_{i',ts}) + \]
\[ + Cov(U_{X_j}, U_{X_k}) \]

\[ Cov(X_{j,ts}, Y_{ts}) = \]
\[ = Cov(\beta_{X,Y} Y_{ts} + \sum_{i} \beta_{X,C_i} C_{i,ts} + U_{X_j}, Y_{ts}) \]
\[ = \beta_{X,Y} Var(Y_{ts}) + \sum_{i} \beta_{X,C_i} Cov(Y_{ts}, C_{i,ts}) , \]

showing that these three quantities still depend on \( Cov(Y_{ts}, C_{i,ts}) \) (in addition to depending on \( Var(Y_{ts}) \), \( Var(C_{i,ts}) \), and \( Cov(C_{i,ts}, C_{i',ts}) \)). This observation implies that the \( E[MSE] \) will still be unstable w.r.t. shifts in these quantities, even when the regression model is trained in unconfounded data (a situation where the estimates \( \hat{\beta}_{j}^{tr} \) are not influenced by spurious associations generated by the confounders). This explains why it is not enough to deconfound the training features alone. While training a regression model using deconfounded features allows us to estimate deconfounded model weights, \( \hat{\beta}_{j}^{tr} \), the prediction \( \hat{Y} = X_{ts} \hat{\beta}_{j}^{tr} \) is a function of both the trained model \( \beta_{j}^{tr} \) and the test set features, \( X_{ts} \). As a consequence, if we do not deconfound the test set features, the expected MSE will still be influenced by the confounders (since, in anticausal prediction tasks, the features are functions of both the confounder and outcome variables).

The expected MSE of models trained with test set features processed according to the causality-aware approach, on the other hand, do not depend on \( Cov(Y_{ts}, C_{i,ts}) \), \( Var(C_{i,ts}) \), or \( Cov(C_{i,ts}, C_{i',ts}) \), since the approach also deconfounds the test set features. Note that direct computation of \( Var(X_{j,ts}^{*}) \), \( Cov(X_{j,ts}^{*}, X_{k,ts}^{*}) \), and \( Cov(X_{j,ts}^{*}, Y_{ts}) \) based on the causality-aware features, \( X_{j,ts}^{*} = \beta_{X,Y} Y_{ts} + U_{X_j} \), shows that,

\[ Var(X_{j,ts}^{*}) = Var(\beta_{X,Y} Y_{ts} + U_{X_j}) \]
\[ = \sigma^2_{X_j} + \beta^2_{X,Y} Var(Y_{ts}) , \]

\[ Cov(X_{j,ts}^{*}, X_{k,ts}^{*}) = \]
\[ = Cov(\beta_{X,Y} Y_{ts} + U_{X_j}, \beta_{X,Y} Y_{ts} + U_{X_k}) \]
\[ = \beta_{X,Y} \beta_{X,Y} Var(Y_{ts}) + Cov(U_{X_j}, U_{X_k}) , \]
of point out, however, that the dependence Var still be influenced by shifts in these approach will be stable against shifts in these unavoidable since, by definition, E no longer depend on Cov(Y, C), Cov(C, Y), or Cov(C, C', Y), so that the dependence of $E[\text{MSE}]$ on $Var(Y)$ is, in general, unavoidable since, by definition, $E[\text{MSE}] = Var(Y) + E[\hat{Y}^2] - 2Cov(\hat{Y}, Y)$.)

11. Additional details - synthetic data experiments

Here, we present synthetic data experiments for both regression and classification tasks. In both cases we generate data from an anticausal prediction task involving five features and one confounder variable. We describe next, the simulation details for each of these tasks.

11.1. Regression task illustrations

For the regression task illustrations we simulate data from the model,

$$Cov(X^*_j, Y_{ts}) = Cov(\beta_{X,Y} Y_{ts} + U_{X_j}, Y_{ts}) = \beta_{X,Y} Var(Y_{ts}) ,$$

no longer depend on $Cov(Y_{ts}, C_{ts})$, $Var(C_{ts})$, or $Cov(C_{ts}, C_{ts}', Y_{ts})$, so that the approach will be stable against shifts in these quantities. Observe, nonetheless, that it will still be influenced by shifts in $Var(Y_{ts})$. (We point out, however, that the dependence of $E[\text{MSE}]$ on $Var(Y_{ts})$ is, in general, unavoidable since, by definition, $E[\text{MSE}] = Var(Y_{ts}) + E[\hat{Y}^2] - 2Cov(\hat{Y}, Y_{ts})$.)

The model is described by the following set of linear structural causal equations,

$$C = U_C ,$$

$$Y = \beta_{Y,C} C + U_Y ,$$

$$X_j = \beta_{X,Y} Y + \beta_{X,C} C + U_{X_j} ,$$

for $j = 1, \ldots, 5$, and where the error terms $U_C$ and $U_Y$ are distributed according to,

$$(U_C, U_Y) \sim N_2 \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} \phi_{CC} & \phi_{CY} \\ \phi_{CY} & \phi_{YY} \end{pmatrix} \right) ,$$

and $X = (X_1, \ldots, X_5)^T$ is distributed according to a multivariate normal distribution,

$$U_X \sim N_5(0, \Sigma_{U_X}) ,$$

where the $ij$th entry of the covariance matrix $\Sigma_{U_X}$ is given by 1 for $i = j$, and by $\rho^{|i-j|}$ for $i \neq j$.

Note that, for the above model, we have that,

$$Var(C) = \phi_{CC} ,$$

$$Cov(Y, C) = Cov(\beta_{Y,C} C + U_Y, C) = \beta_{Y,C} Var(C) + Cov(U_Y, C) = \beta_{Y,C} \phi_{CC} + \phi_{CY} ,$$

$$Var(Y) = Var(\beta_{Y,C} C + U_Y) = \beta_{Y,C}^2 Var(C) + Var(U_Y) + 2 \beta_{Y,C} Cov(C, U_Y) = \beta_{Y,C}^2 \phi_{CC} + \phi_{YY} + 2 \beta_{Y,C} \phi_{CY} ,$$

so that for fixed values of $Var(C)$, $Cov(Y, C)$, $Var(Y)$, and $\beta_{Y,C}$ we can determine the values of $\phi_{CC}$, $\phi_{CY}$, and $\phi_{YY}$ as follows,

$$\phi_{CC} = Var(C) ,$$

$$\phi_{CY} = Cov(Y, C) - \beta_{Y,C} Var(C) ,$$

$$\phi_{YY} = Var(Y) - \beta_{Y,C}^2 Var(C) - 2 \beta_{Y,C} Cov(Y, C) .$$

In our experiments, we simulate data as follows:
1. Sample the simulation parameters $\beta_{X,Y}$, $\beta_{X,C}$, and $\beta_{Y,C}$ from a $U(-1,1)$ distribution, and $\rho$ from a $U(-0.5,0.5)$ distribution.

2. Given the fixed values for $\text{Var}(C)$, $\text{Cov}(Y,C)$, and $\text{Var}(Y)$, and the sampled value for $\beta_{YC}$, we compute $\phi_{CC}$, $\phi_{CY}$, and $\phi_{YY}$ as described in equations (17), (18), and (19).

3. Sample the error terms $U_C$ and $U_Y$ according to (12), and then simulate the $C$ and $Y$ data according to equations (9) and (10), respectively.

4. Sample the error terms $U_X$ according to (13), and then simulate the feature data according to equation (11).

In order to illustrate the influence of $\text{Var}(Y_{ts})$ in the stability of the predictions, we performed two regression task experiments. In the first, (whose results were presented in the main text) we kept the $\text{Var}(Y_{ts})$ constant across the test sets. In the second, we increased $\text{Var}(Y_{ts})$ across the test sets. Each of these experiments were based on 1000 simulations. For each simulation replication we:

1. Generate the training set ($n = 1,000$) by setting $\text{Var}(C_{tr}) = 1$, $\text{Cov}(Y_{tr},C_{tr}) = 0.8$, and $\text{Var}(Y_{tr}) = 1$ and then simulating the data as described above.

2. Generate 9 distinct test sets (each containing $n = 1,000$ samples). Each test set was generated with an increasing amount of shift in the $P(C,Y)$ distribution. In the first experiment this was accomplished by varying $\text{Cov}(Y_{ts},C_{ts})$ according to $\{0.8, 0.6, 0.4, 0.2, 0.0, -0.2, -0.4, -0.6, -0.8\}$ across the 9 test sets, and by varying $\text{Var}(C_{ts})$ according to $\{1.00, 1.25, 1.50, 1.75, 2.00, 2.25, 2.50, 2.75, 3.00\}$, while keeping $\text{Var}(Y_{ts})$ fixed at 1. In the second experiment, we varied $\text{Cov}(Y_{ts},C_{ts})$ as before, but kept $\text{Var}(C_{ts})$ fixed at 1, while varying $\text{Var}(Y_{ts})$ according to $\{1.00, 1.25, 1.50, 1.75, 2.00, 2.25, 2.50, 2.75, 3.00\}$ across the test sets.

3. For the causality-aware approach we: adjust the training set, and each of the 9 distinct test sets; fit a regression model on the adjusted training set data; use the same trained model to predict on the 9 adjusted test sets; and evaluate the test set performances using MSE.

4. For the “poor man’s” version of the causality-aware approach we: only adjust the training data; fit a regression model to the deconfounded training data; use the trained model to predict on the 9 unadjusted test sets; and evaluate the test set performances using MSE.

5. For the “no adjustment” approach we: fit a regression model to the confounded training data; use the trained model to predict on the 9 unadjusted test sets; and evaluate the test set performances using MSE.

Note that in our experiments, only $\text{Cov}(Y,C)$, $\text{Var}(C)$, and $\text{Var}(Y)$ may vary across the training and test sets. We still adopt the same values of the $\beta_{X,Y}$, $\beta_{X,C}$, $\beta_{Y,C}$, and $\rho$ parameters in the simulation of the training and test sets, so that $P(X \mid C,Y)$ is still stable across the datasets. Observe, as well, that the first test set is generated using the same values of $\text{Cov}(Y,C)$, $\text{Var}(C)$, and $\text{Var}(Y)$ as the training set, so that it illustrates the case where the training and test sets are i.i.d.

Figure S5 reports the results for the first experiment (these same results are also presented in Figure 2a in the main text). Note that because we kept $\text{Var}(Y_{ts})$ constant.
across the test sets we see perfect stability for the causality-aware approach. (Note that varying *Cov*(Y_{ts}, C_{ts}) and *Var*(C_{ts}) has no influence on the stability of the results, since the expected MSE for the causality-aware approach only depends on *Var*(Y_{ts}).)

Figure S6 reports results for the second experiment based on varying *Var*(Y_{ts}) values. As expected, we now observe instability in the causality-aware approach too. The causality-aware predictions, however, are still more stable than the predictions from the other approaches.

Panel d on Figures S5 and S6 present a comparison of the stability-errors, defined as the standard deviation of the MSE scores across the 9 test sets in each simulation replication. It again illustrates the better stability of the causality-aware approach.

Note that, for the particular causal graph used in our experiments, application of counterfactual normalization (Subbaswamy and Saria 2018) approach to deconfounded the training data would augment the causal graph with the counterfactual variables  \( X_j(C = \emptyset) \) (which correspond to the values of  \( X_j \) we would have seen, had  \( C \) not being a parent of  \( X_j \)), and would return the counterfactual variables  \( X_j(C = \emptyset) \) as the stable set for predicting  \( Y \).

Note that, for this particular example, the counterfactual features,  \( X_j(C = \emptyset) \), are computed in exactly the same way as the causality-aware training features,  \( X_j^* = X_j - \hat{\beta}_{X_j C} C. \) Therefore, application of the coun-
terfactual normalization approach to the training set alone would produce the same results as the poor man’s causality-aware method, while application of counterfactual normalization to both training and test set features would produce the same results as the causality-aware approach in this example.

11.2. Classification task experiments

Even though our analyses were based on the expected MSE metric, and are not applicable to other performance metrics, here we provide empirical evidence that it is still important to deconfound the test set features in classification tasks evaluated with the AUROC metric\(^8\).

For the classification task experiments we simulate large datasets according to the model,

\[
\begin{align*}
C & \sim \text{Bernoulli}(1/2) , \\
Y & \sim \text{Bernoulli}(p) , \\
p & = 1/(1 + \exp \{-\beta_{YC} C\}) \\
X_j & = \beta_{XjY} Y + \beta_{XjC} C + U_{Xj} ,
\end{align*}
\]

for \(j = 1, \ldots, 5\), where the correlated error terms \(U_{X1}, \ldots, U_{X5}\) are simulated as described before.

Since \(C\) and \(Y\) are binary we have that the support of the joint distribution \(P(C, Y)\) contains only the values, \(\{C = 0, Y = 0\}\), \(\{C = 0, Y = 1\}\), \(\{C = 1, Y = 0\}\), and \(\{C = 1, Y = 1\}\) and we generate selection biases by selectively subsampling the large dataset using different probabilities \(p_{ij} = P(C = i, Y = j)\) for selecting a pair \(\{C = i, Y = j\}\). For instance, in order to generate a subsample with strong positive association between \(C\) and \(Y\) we can select samples from the large dataset according to the probabilities, \(p_{00} = 0.4\), \(p_{01} = 0.10\), \(p_{10} = 0.10\), and \(p_{11} = 0.4\). Similarly, in order to generate a subsample with strong negative association, we can select samples with, for example, \(p_{00} = 0.1\), \(p_{01} = 0.40\), \(p_{10} = 0.40\), and \(p_{11} = 0.1\).

Note that by subsampling from the large dataset according to \(p_{00}, p_{01}, p_{10}, \text{ and } p_{11}\) we enforce that our samples of the \(\{C, Y\}\) variables are distributed according to a bivariate Bernoulli distribution (Dai, Ding, and Wahba 2013) where,

\[
\text{Cov}(C, Y) = p_{11} p_{00} - p_{01} p_{10} .
\]

Furthermore, because the marginal distributions for \(C\) and \(Y\) correspond, respectively, to Bernoulli distributions with probability of success equal to \(p_{10} + p_{11}\) and \(p_{01} + p_{11}\) (Dai, Ding, and Wahba 2013), we have that,

\[
\begin{align*}
\text{Var}(C) & = (p_{01} + p_{11})(1 - p_{01} - p_{11}) , \\
\text{Var}(Y) & = (p_{10} + p_{11})(1 - p_{10} - p_{11}) .
\end{align*}
\]

As before, we perform two experiments. The first, where \(\text{Var}(Y_{ts})\) is constant across the test sets, and the second, where it varies. Our experiments were based on 1000 simulations. For each simulation replication we:

1. Sample the simulation parameters \(\beta_{XjY}, \beta_{XjC}, \text{ and } \beta_{YC}\) from a \(U(-1,1)\) distri-

---

\(^8\) See Chaibub Neto 2020a for analogous results for general performance metrics, and Chaibub Neto 2020b for analogous results for the classification accuracy metric.
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1. Generate a large dataset ($n = 10,000$) according to equations (20), (21), and (22), using the simulation parameter values sampled in step 1, and then generate the training set by sampling from the large population with probabilities $p_{00} = 0.45$, $p_{01} = 0.05$, $p_{10} = 0.05$, and $p_{11} = 0.45$.

2. Generate a large dataset ($n = 10,000$) according to equations (20), (21), and (22), using the simulation parameter values sampled in step 1, and then generate the training set by sampling from the large population with probabilities $p_{00} = 0.45$, $p_{01} = 0.05$, $p_{10} = 0.05$, and $p_{11} = 0.45$.

3. Generate 9 distinct test sets (each containing $n = 1,000$ samples). Each test set was generated as follows:

   (a) Generate a large dataset ($n = 10,000$) according to equations (20), (21), and (22) using the simulation parameter values sampled in step 1.

   (b) Obtain the test set ($n = 1,000$) by sampling from the large dataset according to the probabilities presented in Table S1 for the first experiment, and from Table S2 for the second experiment.

4. For the causality-aware approach we: adjust the training set, and each of the 9 distinct test sets; fit a logistic regression model on the adjusted training set data; use the same trained model to predict on the 9 adjusted test sets; and evaluate the test set performances using AUROC.

5. For the “poor man’s” version of the causality-aware approach we: only adjust the training data; fit a logistic regression model to the deconfounded training data; use the trained model to predict on the 9 unadjusted test sets; and evaluate the test set performances using AUROC.

6. For the matching approach we: match the training data alone; fit a logistic regression model to the matched training data; use the trained model to predict on the 9 unadjusted test sets; and evaluate the test set performances using AUROC.

7. For the “no adjustment” approach we: fit a logistic regression model to the confounded training data; use the trained model to predict on the 9 unadjusted test sets; and evaluate the test set performances using AUROC.

Note that, as before, only $\text{Cov}(Y,C)$, $\text{Var}(C)$, and $\text{Var}(Y)$ are allowed to vary across the training and test sets, while we still use the same values of the $\beta_{Xj,Y}$, $\beta_{Xj,C}$, $\beta_{YC}$, and $\rho$ parameters in the simulation of the training and test sets (so that the feature model $P(X \mid C,Y)$ is still stable across the datasets). Observe, as well, that we again have that the first test set is generated using the same values of $\text{Cov}(Y,C)$, $\text{Var}(C)$, and $\text{Var}(Y)$ as the training set, illustrating the case where the training and test sets are independent and identically distributed.

Figure S7 reports the results from experiment 1 (which are also reported in Figure 2b in the main text) where $\text{Var}(Y_{ts})$ is kept constant across the test sets, while Figure S8 reports the results from experiment 2, where $\text{Var}(Y_{ts})$ varies across the test sets. Both experiments illustrate the better stability of the causality-aware approach.

Quite interesting these results based on the AUROC metric are less impacted by shifts in $\text{Var}(Y_{ts})$ than the regression task results. This observation illustrates the fact that stability results can also depend on the type of metric used the evaluate the predictive performance.

12. Additional details - real data experiments

We also validated our stability results using the mPower data (Bot et al. 2016), a
| train. set | test 1 | test 2 | test 3 | test 4 | test 5 | test 6 | test 7 | test 8 | test 9 |
|------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| $p_{11}$   | 0.45   | 0.45   | 0.35   | 0.30   | 0.25   | 0.20   | 0.15   | 0.10   | 0.05   |
| $p_{10}$   | 0.05   | 0.05   | 0.10   | 0.15   | 0.20   | 0.25   | 0.30   | 0.35   | 0.40   |
| $p_{01}$   | 0.05   | 0.05   | 0.10   | 0.15   | 0.20   | 0.25   | 0.30   | 0.35   | 0.40   |
| $p_{00}$   | 0.45   | 0.45   | 0.35   | 0.30   | 0.25   | 0.20   | 0.15   | 0.10   | 0.05   |
| $Var(C)$   | 0.25   | 0.25   | 0.25   | 0.25   | 0.25   | 0.25   | 0.25   | 0.25   | 0.25   |
| $Var(Y)$   | 0.25   | 0.25   | 0.25   | 0.25   | 0.25   | 0.25   | 0.25   | 0.25   | 0.25   |
| $Cov(C,Y)$ | 0.20   | 0.20   | 0.15   | 0.10   | 0.05   | 0.00   | -0.05  | -0.10  | -0.15  | -0.20  |
| $Cor(C,Y)$ | 0.80   | 0.80   | 0.60   | 0.40   | 0.20   | 0.00   | -0.20  | -0.40  | -0.60  | -0.80  |

Table S1: Sampling probabilities for the first experiment (fixed $Var(Y_{ts})$).

| train. set | test 1 | test 2 | test 3 | test 4 | test 5 | test 6 | test 7 | test 8 | test 9 |
|------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| $p_{11}$   | 0.45   | 0.45   | 0.35   | 0.30   | 0.25   | 0.20   | 0.15   | 0.10   | 0.05   |
| $p_{10}$   | 0.05   | 0.05   | 0.15   | 0.25   | 0.35   | 0.45   | 0.55   | 0.65   | 0.75   |
| $p_{01}$   | 0.05   | 0.05   | 0.05   | 0.05   | 0.05   | 0.05   | 0.05   | 0.05   | 0.05   |
| $p_{00}$   | 0.45   | 0.45   | 0.35   | 0.30   | 0.25   | 0.20   | 0.15   | 0.10   | 0.05   |
| $Var(C)$   | 0.25   | 0.25   | 0.2475 | 0.2400 | 0.2275 | 0.2100 | 0.1875 | 0.1600 | 0.1275 |
| $Var(Y)$   | 0.25   | 0.25   | 0.2475 | 0.2400 | 0.2275 | 0.2100 | 0.1875 | 0.1600 | 0.1275 |
| $Cov(C,Y)$ | 0.20   | 0.20   | 0.1525 | 0.1100 | 0.0725 | 0.0400 | 0.0125 | -0.0100 | -0.0275 |
| $Cor(C,Y)$ | 0.80   | 0.80   | 0.6102 | 0.4583 | 0.3187 | 0.1905 | 0.0667 | -0.0625 | -0.2157 |

Table S2: Sampling probabilities for the second experiment (varying $Var(Y_{ts})$).

Figure S7: Classification task synthetic data experiments.

Figure S8: Classification task synthetic data experiments.

mHealth study in Parkinson’s disease. As pointed by Chaibub Neto et al (2019), age is an important confounder in this dataset, and our goal is to build classifiers of disease status (i.e., PD vs non-PD) using feature representations learned by a deep model trained on the raw accelerometer data. (For our analyses we discretize age into three levels, “young age”, “middle-age”, and “senior-age”.) In our experiments we adopted the features learned by a top performing deep learning team (“ethz-dreamers”) in the Parkinson’s
Disease Digital Biomarker (PDDB) Dream Challenge (Sieberts et al 2020). We selected the “ethz-dreamers” submission as it represents the best deep learning-based submission to the Challenge. (This team got 2nd place in the Challenge. An ensemble method secured the 1st place).

In order to generate test sets that are shifted with respect to the training data (denoted “drift test set”), as well as, test sets that are not shifted (denoted “no drift test set”), we adopted the following strategy (illustrated in Figure S9). First, we split the original data into a “drift test set” and a “remaining data” set by taking a subsample \( n = 900 \) of the original data where the association between the (discretized) age confounder and the disease labels is flipped relative to the original data (as described by arrows 1 and 2 in Figure S9). Second, we split the remaining data into a training set \( n = 2933 \) as shown in arrow 3) and an identically distributed test set, the “no drift test set” \( n = 901 \) as shown by arrow 4 in Figure S9). For our analyses we perform 100 distinct data-splits using this procedure.

In these experiments we compared 5 distinct adjustment approaches:

1. The causality-aware approach, where we adjusted both the training and test set features.

2. The poor man’s version of the causality-aware approach, where only the training set features are adjusted.

3. The matching approach (applied to the training set alone), where we remove the association between the (discretized) age confounder, \( C \), and the PD status labels, \( Y \), by randomly selecting a perfectly balanced subsample of the training set.

4. The approximate inverse probability weighting approach (applied to the training set alone), where we remove the association between \( C \) and \( Y \) by oversampling from the training data according to weights derived from standard propensity scores (estimated with logistic regression) in order to generated a perfectly balanced augmented training set.

5. The “no adjustment” approach, where no adjustment is applied to the training or test set.

The results are presented in Figure 3 in Section 5, and illustrate the better stability (i.e., the considerably smaller gap between the performances in the “shift” vs “no shift” test sets). Finally, observe that, in this example, we have that the confounding adjustment reduces the predictive performance because the spurious associations generated by the age confounder increase the total association between the features and the outcome. (This is illustrated by the drop in performance observed across all adjustment methods relative to the “no adjustment” approach in the “no shift” test set.) However, observe, as well, that the “no adjustment” approach generates the most unstable results as it shows the largest gap in performance between the “shift” and “no shift” test sets (as illustrated in Figure S10).
Figure S10: Drop in performance due to dataset shift. Delta AUROC is computed as the difference in the AUROC from the “no shift” test set minus the AUROC from the “shifted” test set.