Data-Driven Occupancy Grid Mapping using Synthetic and Real-World Data
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Abstract—In perception tasks of automated vehicles (AVs) data-driven have often outperformed conventional approaches. This motivated us to develop a data-driven methodology to compute occupancy grid maps (OGMs) from lidar measurements. Our approach extends previous work such that the estimated environment representation now contains an additional layer for cells occupied by dynamic objects. Earlier solutions could only distinguish between free and occupied cells. The information whether an obstacle could move plays an important role for planning the behavior of an AV. We present two approaches to generating training data. One approach extends our previous work on using synthetic training data so that OGMs with the three aforementioned cell states are generated. The other approach uses manual annotations from the nuScenes [1] dataset to create training data. We compare the performance of both models in a quantitative analysis on unseen data from the real-world dataset. Next, we analyze the ability of both approaches to cope with a domain shift, i.e. when presented with lidar measurements from a different sensor on a different vehicle. We propose using information gained from evaluation on real-world data to further close the reality gap and create better synthetic data that can be used to train occupancy grid mapping models for arbitrary sensor configurations. Code is available at https://github.com/ika-rwth-aachen/DEviLOG.

Index Terms—AD, perception, simulation, deep learning

I. INTRODUCTION

An automated vehicle can determine the drivable space in the static environment by localizing itself on a high-definition map. These HD maps describe the exact road geometry and traffic rules applying to each lane. However, these maps can be outdated so that it becomes necessary to substitute them with measurement-based representations to determine the actual drivable space. Grid-based environment representations are particularly suitable for this as they discretize a defined area around the vehicle into cells that can be aligned with the HD map. Distances measured e.g. by a lidar sensor can be used to assign an occupancy state to each cell in an OGM. Such OGMs are also used in the UNICARagil project [2], [3], where our approach is also developed. The trajectories planned by an AV are constrained
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Fig. 1. The left OGM was predicted by a model trained on synthetic data and the right OGM was predicted by a model trained on labels generated from annotations of the nuScenes [1] dataset. Green indicates belief mass for free, red for statically occupied and blue for dynamically occupied cells. The lidar point cloud as input data is superimposed and colored by the class annotations, i.e. vehicles are orange, drivable surface is yellow and occupied space is grey.
by static obstacles (e.g. road boundaries, barricades) as well as potentially dynamic obstacles (e.g. cars, pedestrians). While static obstacles always constrain the drivable space, the impact of dynamic obstacles depends on their future motion. Hence it is necessary to predict their future behavior. This is often achieved using object-based approaches estimating the motion states of objects in the vehicle’s environment. Several approaches for detection, tracking and prediction of objects using cameras, lidar and radar sensors have been published in the past years. However, object-based algorithms are often trained on a fixed set of classes and objects that do not appear in the training dataset may not be detected or falsely classified. On the other hand, OGMs can represent obstacles of arbitrary shape and class. For object-based detectors a threshold usually needs to be found that minimizes both the false-positive-rate and the false-negative-rate. If free space can be estimated with high certainty using an OGM, which is combined with the object-based representation, it is possible to allow a higher false-positive-rate to further reduce the false-negative-rate and the robustness of perception can be increased. Semantic grid maps (SGMs) extend the task of occupancy grid mapping to assigning semantic classes (e.g. road, sidewalk, pedestrian, car) to each cell [4], [5]. While the aforementioned works focus on creating semantic grid maps for a wide variety of classes, we extended our previous approach [6] to the three classes free, statically occupied and dynamically occupied. Our goal is to estimate OGMs with very high performance on these classes and to increase the robustness of perception by fusing them with object-based representations. As detecting and estimating the actual motion of objects is a more complex task, we want to separate this into another module to increase the robustness of the module developed in this work. To enable sensor fusion and cooperative perception [7], it is necessary to quantify uncertainties in the outputs of a perception algorithm, which is implemented in our approach by predicting evidential OGMs.

A conventional way to generate OGMs is using a geometric inverse sensor model (ISM) with range measurements [8]. A grid map obtained from one measurement is usually quite sparse and does not contain semantic information. A denser OGM including dynamic information can be obtained by tracking it over time [9] or by using deep ISMs, which use supervised learning to estimate OGMs or SGMs from measurements. Some approaches use cross-modal training [10] but suffer from the restrictions of the underlying geometric ISM as the generated labels are just an estimation of the ground-truth. Other works use manually annotated datasets [4], [11]–[13] to generate ground truth OGMs or SGMs, e.g. using semantically labeled point clouds or bounding boxes. These manually annotated datasets have to be created with high effort and can only represent the sensor setup and environment conditions that were recorded. Our approach presented in [6] uses advanced sensor models to generate synthetic training data to train a deep neural network to predict OGMs from lidar measurements, which outperforms a geometric approach. This approach allows generating training data for arbitrary sensor configurations with low effort. While the presented qualitative analysis on real-world data was already quite promising, a quantitative analysis on real-world data was still due and is presented in this work among other things.

In this work, we extend our previous approach to predict OGMs with cell states free, statically occupied and dynamically occupied. Additionally, we provide a quantitative performance analysis on the real-world nuScenes dataset [1]. The performance of the model trained on synthetic data is compared to a model trained on labels generated from the manual annotations of the dataset. Finally, we compare the transferability of both approaches to a new sensor configuration by applying them to one of our research vehicles. As a result, we propose a methodology of using real-world datasets to identify blind spots in the simulation and improve the domain adaptation of models trained on synthetic data to real-world measurements. By making our baseline and evaluation algorithm open-source, we enable others to compare their approaches with ours.

II. BACKGROUND

This section gives an overview of current approaches for computing OGMs and SGMs. Evidence theory, the basis for the output of the proposed neural network, is briefly introduced and we will give an short overview on the state of the art for using synthetic training data for automotive perception tasks.

A. Occupancy Grid Maps

An OGM [14] is a grid-based representation of the vehicle’s environment. Each cell in this grid contains occupancy information. First approaches used a binary Bayes filter to generate an OGM from distance measurements. Recent approaches are often based on evidence theory, which is described in Section II-C. This allows to distinguish unobservable cells from cells with conflicting evidence. Hand-crafted geometric approaches have often been used in the context of OGMs. They assume a ground model to separate drivable from occupied area but have problems in non-flat and dynamic environments. Recent approaches use deep learning models to predict OGMs from distance measurements. Wirges et al. [15] use sequential sparse measurement OGMs to create a dense label OGM to be predicted from one measurement OGM. In [16], a model is trained to predict future OGMs using lidar measurements as input data. The approach is still based on a naive model that solely treats all reflection points in a specific height as obstacles. Bauer et al. [10] transform radar data into an OGM with two channels containing static and dynamic detections. [17] and [11] both use sequential lidar point clouds to create label OGMs including velocity information from tracked or annotated objects. The authors of [13] create label OGMs with occupancies estimated by a particle-based approach and velocities from bounding box annotations and train a recurrent neural network to predict dynamic OGMs from measurement OGMs that were created using a geometric ISM.
B. Semantic Grid Maps

SGMs assign semantic information on the obstacle class to each cell instead of occupancy information. They usually do not quantify the uncertainty of the classification. Wu et al. [18] presented a model that predicts SGMs with information on occupancy, object class and motion information in one shot. The input data consists of sequential lidar point clouds represented as binary matrices stacked along a third dimension. Annotations from the nuScenes dataset [1] are used to train the model. The authors of [4], [19] and [12] combine multiple semantically segmented lidar point clouds from manually annotated datasets to create label SGMs that are to be predicted by the trained model from sparse lidar measurements.

C. Evidence Theory and Subjective Logic

In contrast to Bayesian probability theory, in the framework of Evidence Theory [20] it is possible to consider epistemic uncertainty, which has already been used with OGMs before [9], [15]. Each cell in the OGM contains belief masses \( m \) for the possible cell states. In this work, these are the mutually exclusive cell states free (\( F \)), statically occupied (\( O_s \)) and dynamically occupied (\( O_d \)) forming the frame of discernment \( \Theta \).

\[
\Theta = \{ F, O_s, O_d \}
\]

During evaluation, we will consider the reduced power set \( \mathcal{E} = \{ \{ F \}, \{ O_s \}, \{ O_d \}, \{ O_s, O_d \}, \Theta \} \)

which extends the FOD with the two additional states statically or dynamically occupied and unknown. The belief mass distribution \( m(\mathcal{A}) \) can also be interpreted as a subjective opinion in the framework of Subjective Logic [21]. Motivated by the work of Sensoy et al. [22] showing that these parameters can be predicted by a neural network to quantify uncertainty in classification tasks, we created a deep neural network to predict evidential OGMs and use their proposed loss function in our previous [6] and in this work. Dempster’s Rule of Combination [23] can be used to combine evidence from different sources, e.g. evidence for the occupancy state of a grid cell. It allows to compute the joint mass \( m_{12}(X) \) for a hypothesis \( X \), which is an element in the power sets of the combinable FODs \( 2^\Theta \) and \( 2^{\mathcal{E}} \) of the different sources.

D. Synthetic Training Data

The performance of deep learning models usually drops when presented with test data from a different domain. For perception tasks, this comprises different countries or weather conditions as well as different sensor models or mountings. A domain shift is also caused by the so-called reality gap when a model that has only seen synthetic data during training is presented with test data from the real world. Reiher et al. [24] presented a methodology for the transformation of camera images into an SGM using synthetic training data. They use segmented camera images predicted by a model trained on real-world data as intermediate representation and thus successfully bridge the reality gap. Zeng et al. [25] propose a network architecture that improves generalization of lidar object detection models to other domains. They observed that BEV features are more transferable, which is supported by our previous results [6], where we have shown that it is possible to train a model for evidential occupancy grid mapping from lidar measurements using synthetic data only and obtain qualitatively promising results on real-world test data, as well. In this work, we will present an extension of this algorithm that separates static from dynamic obstacles and evaluate the performance quantitatively on the nuScenes dataset [1].

On the other hand, sensor simulation is also improving. While Virtual Test Drive (VTD) [26] uses a physics-based sensor model, the authors of [27] propose a deep neural network that predicts realistic from synthetic lidar points clouds.

III. DATA-DRIVEN OCCUPANCY GRID MAPPING

We treat occupancy grid mapping as a supervised learning problem and present our neural network architecture as well as two methods for generating training data. One uses synthetic data generated using simulation and the other one uses labels generated from a manually annotated dataset.

A. Network Architecture

Our network architecture is based on PointPillars [28], which performs well for object detection in lidar point clouds. We use the same feature encoding layer and an adapted version of the CNN backbone. The prediction heads are replaced by our Evidential Prediction Head [6], which is extended to three layers in this work to comprise evidence for the possible cell states \( A \in \Theta \). The model is trained with the Expected Mean Squared Error loss function proposed by Sensoy et al. [22]. It is possible to convert evidence \( e_A \geq 1 \) to a subjective opinion \((b, u)\). Here, \( K = |\Theta| \) is the number of classes and \( S = \sum_{A \in \Theta} \alpha_A \) is the Dirichlet strength.

\[
\alpha_A = e_A + 1, \quad A \in \Theta
\]

\[
b_A = \frac{e_A}{S}
\]

\[
u = \frac{K}{S}
\]

This belief masses \( b_A \in [0, 1] \) are used in the evidential OGM predicted by our network.

B. Synthetic Training Data from Simulation

As already in [6], we use VTD [26] to create simulation scenarios in an urban 3D environment including static obstacles (e.g. traffic lights, benches, poles) as well as dynamic objects (e.g. pedestrians, bicycles, vehicles) from a large catalogue of vehicle types. The simulated ego vehicle is of a similar size and type as the one used to record the test dataset and uses a vehicle dynamics model to achieve e.g. realistic roll and pitch angles when accelerating or turning. It is equipped with a virtual lidar sensor with a pose similar to the real vehicle. Laser beams are simulated using ray casting in 900 horizontal directions on 32 vertical layers similar to the real sensor. A
Fig. 2: Training samples are generated using simulation and from the nuScenes dataset [1]. One sample consists of a lidar point cloud (grey) and an OGM, where green indicates belief mass for free, red for statically occupied and blue for dynamically occupied cells.

second virtual lidar sensor with the same pose and field of view but using 3000 instead of 32 vertical layers creates denser lidar point clouds. These synthetic point clouds contain information about the material, which caused the reflection, which is interpreted as evidence for the occupancy state of the grid cell containing the reflection point and its surrounding cells in the label OGMs. In contrast to our previous approach [6], only reflections on legally drivable material (i.e. asphalt, road marks) contributes a belief mass of \( b(F) = 0.1 \) and all reflections on non-drivable material (e.g. sidewalks, buildings) contribute \( m(O_s) = 0.1 \). By combining all belief masses assigned to one cell using Dempster’s Rule of Combination, the uncertainty in the created grid map increases with higher distance from the sensor due to a lower density of the lidar rays affecting one cell. In addition to this, a belief mass \( m(O_d) = \sum_{C} m_c(O_s) \) is assigned to all cells covered by dynamic objects, where \( C = \{ c \} \) is the set of cells occupied by the object. However, information that cannot be inferred from the input data should not be contained in the labels. Thus, only objects that were hit by a minimum of 20 simulated laser beams are processed. One such training sample is shown in Figure 2a.

C. Training Data from Annotations

Our second method uses the manually annotated nuScenes dataset [1] to create training samples consisting of lidar point clouds and OGMs. While raw lidar measurements can be directly obtained from the dataset, OGM labels have to be generated from the annotations available. We create OGMs of the same size and resolution as in the previous method and assign a belief mass \( m(O_d) = 1.0 \) to all cells covered by objects that are represented by a minimum of 20 points in the lidar point cloud. Additionally, nuScene’s map expansion is used to assign a belief mass \( m(F) = 1.0 \) to all cells mapped as drivable surface and not occupied by objects. All other cells are assigned a belief mass \( m(O_s) = 1.0 \). As also in the previous method, we want to respect observability and ensure that labels contain only information that can be inferred from the input data. Using two-dimensional ray casting from the sensor to the grid borders, all cells behind static or dynamic obstacles are assigned a maximum uncertainty \( m(\Theta) = 1 \), with the exception of all cells covered by dynamic objects as it is assumed that their size can be inferred from the input data if they are represented by at least 20 reflection points in the measurement. An example of such a label is shown in Figure 2b.

IV. EXPERIMENTAL SETUP AND RESEARCH QUESTIONS

Using the methods described above, 10,000 synthetic training samples as well as 30,000 samples using nuScenes’ training split were generated. We used the same neural network architecture as described in [6] to predict OGMs of 81.92 m length, 56.32 m width and a cell size of 32 cm x 32 cm. A minimum loss was achieved after approx. 50 epochs of training for both models. Their performance is evaluated on 6000 samples from nuScene’s validation split using the metrics described next. The ground-truth OGMs for evaluation are created as described in Section III-C. As is apparent in Figure 2, the synthetic labels contain significantly more static cells than the labels created from nuScenes. To get comparable results, only cells with a known state (i.e. \( m(\Theta) < 0.5 \)) in the ground-truth OGM are evaluated. As there is no uncertainty quantification in these labels, we use a threshold of \( m_d = 0.5 \) to classify cells in the predicted OGM into classes free, statically occupied and dynamically occupied. This allows us to compute the Precision \( P_A = \frac{TP}{TP + FP} \) and Recall \( R_A = \frac{TP}{TP + FN} \) from the numbers of true positive (TP), false positive (FP) and false negative (FN) cell classifications for the relevant states \( A \in \mathcal{E} \). By analyzing these metrics we want to answer the following research questions:

- Is it possible to train a deep neural network to predict an evidential OGM, which distinguishes between statically and dynamically occupied areas, when presented with a single lidar measurement?
- If such a model was trained with synthetic data only, is it possible to perform a domain shift and achieve a sufficient performance on real-world data, as well?
- If such a model was trained with annotated data, how well does it perform when presented with unseen data from the same dataset?
- Which of both approaches generalizes better to new sensor configurations, i.e. which model performs better when presented with input data from another sensor on another vehicle?

V. RESULTS AND DISCUSSION

First, we analyze the performance of both models quantitatively on validation data from the nuScenes [1] dataset. Then we will perform a domain shift and use both approaches
TABLE I. Quantitative evaluation of both approaches on unseen real-world data. Model A uses synthetic training data and model B uses labels created from manual annotations.

|       | $P_F$ | $R_F$ | $P_{O_s}$ | $R_{O_s}$ | $P_{O_d}$ | $R_{O_d}$ | $P_{O_{sd}}$ | $R_{O_{sd}}$ |
|-------|-------|-------|-----------|-----------|-----------|-----------|-------------|-------------|
| A     | 0.98  | 0.34  | 0.06      | 0.44      | 0.55      | 0.64      | 0.23        | 0.73        |
| B     | 0.99  | 0.71  | 0.33      | 0.45      | 0.85      | 0.82      | 0.64        | 0.72        |

with lidar measurements recorded with our research vehicle to evaluate the generalization capability of both approaches qualitatively. Model A is trained using synthetic data and model B is trained using labels generated from annotations.

A. Evaluation on nuScenes

Figure 1 shows predictions of both trained models on lidar measurements from unseen data of nuScene’s validation split. Both models successfully predict evidential OGMs and take observability into account. Both approaches have also learned to estimate statically occupied and dynamically occupied areas where also the dimensions of dynamic objects are being estimated. The most noticeable difference is the number of statically occupied cells, which results from the different methods for creating the labels. As the labels from synthetic data are created using a simulated lidar sensor, the field of view can be estimated better than with the ray casting approach used to create labels from annotations. This is also reflected in the quantitative evaluation and explains the low precision for statically occupied cells in Table I. The table summarizes the precision and recall for the cell states free ($F$), statically occupied ($O_s$), dynamically occupied ($O_d$) and for the combined state statically or dynamically occupied ($O_{sd}$) that were achieved with both approaches on the validation data. A high precision of 0.98 for model A and 0.99 for model B is achieved for free space estimation, while the recall is considerably lower. A qualitative analysis shows that free space is missed especially in higher distance from the sensor where lidar measurements are only sparse. This makes it hard to estimate the cell states from a single lidar measurement and could be solved by tracking the OGM over time. The higher recall of model B can be explained by the higher diversity of road conditions in real-world data. E.g. elevation is not represented yet in the simulated scenarios so that free space cannot be estimated correctly at inclinations. While both models have a similar recall when combining statically and dynamically occupied cells, model B can better distinguish dynamic from static obstacles. This can be explained with the higher diversity of dynamic and static objects in the real world. However, the evaluation on an annotated dataset allows to detect missed object types so that they can also be modeled in simulation.

B. Evaluation of Generalization After Domain Shift

We also want to analyze the ability of both presented methods to generalize to a new domain, in particular when used with a new sensor configuration. We tested both approaches our research vehicle having a Velodyne VLP32C mounted on its roof. For the approach relying on synthetic training data, it is possible to generate new training data using a simulated vehicle and sensor setup similar to our research vehicle with low effort. This is not the case for a manual annotated dataset so that the performance of a model trained on this data is compared to the model trained on annotations from nuScenes. Figure 3 shows predictions of both models. It is apparent that the distribution of reflection points differs from the sensor used in the nuScenes dataset (cf. Figure 1b). The model trained on data from this dataset shows a substantially lower performance when confronted with a domain shift, while the model trained on new synthetic data shows similar results in both domains (cf. Figure 1a).

VI. CONCLUSION

We presented two data-driven methods for occupancy grid mapping from lidar measurements. One approach uses synthetic training data while the other approach uses labels generated from manual annotations of the nuScenes [1] dataset. An evaluation on real-world data shows that both approaches are able to predict evidential OGMs that distinguish between static and potentially dynamic obstacles and take observability into account. A quantitative analysis shows that the model trained on synthetic data achieves lower performance on separating static from dynamic obstacles while free space is estimated with high precision with both approaches. However, the model trained on the annotated dataset performs significantly worse when presented with lidar measurements from another sensor model on another vehicle while the approach using synthetic data can be easily transferred. By an evaluation on annotated real-world data it becomes possible to identify the blind spots of simulation, e.g. falsely classified static and dynamic obstacles or road layouts. This information can be used to improve the simulation and further close the reality gap so that
synthetic training data can be generated for arbitrary sensor configurations.
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