CONVOLUTIONAL NEURAL NETWORK PRUNING TO ACCELERATE MEMBRANE SEGMENTATION IN ELECTRON MICROSCOPY
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ABSTRACT

Biological membranes are one of the most basic structures and regions of interest in cell biology. In the study of membranes, segment extraction is a well-known and difficult problem because of impeding noise, directional and thickness variability, etc. Recent advances in electron microscopy membrane segmentation are able to cope with such difficulties by training convolutional neural networks. However, because of the massive amount of features that have to be extracted while propagating forward, the practical usability diminishes, even with state-of-the-art GPU’s. A significant part of these network features typically contains redundancy through correlation and sparsity. In this work, we propose a pruning method for convolutional neural networks that ensures the training loss increase is minimized. We show that the pruned networks, after retraining, are more efficient in terms of time and memory, without significantly affecting the network accuracy. This way, we manage to obtain real-time membrane segmentation performance, for our specific electron microscopy setup.
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1. INTRODUCTION

State-of-the-art imaging devices such as electron microscopy (EM) allow life science researchers to study biological structures at high resolution. Due to advanced EM imaging, researchers have found e.g. a correlation between mitochondria and endoplasmic reticula (ER) on the one hand and diseases such as cancer and Parkinson on the other hand [1, 2]. Consequently, high throughput image analysis of these structures has gained a lot of attention in the last years.

Because of the big data volumes and complex image content, this analysis requires computationally efficient and high-quality segmentation algorithms. However, state-of-the-art segmentation algorithms typically require more computational effort in order to capture more feature variability or modeling. Advanced and expensive 3D EM devices are therefore not fully exploited as long as real-time and high-quality segmentation (jointly) is not possible.

Generally speaking, mitochondria and ER are delineated by membranes with the same visual characteristics (Fig. 1). We propose a membrane extraction method based on convolutional neural networks that can help segmenting complete mitochondria and ER in Sec. 2. In order to improve the practical usability, we prune and retrain the original network such that the most relevant features remain present and redundancy is reduced (Sec. 3). The obtained networks are more efficient in terms of runtime and memory requirements, without significantly affecting the original accuracy (Sec. 4).

2. MEMBRANE SEGMENTATION IN EM

2.1. RELATED WORK

Mitochondria and ER segmentation has been a challenging research topic in recent literature [3, 4]. Since their correspond-
ing outer membrane has the same visual characteristics (Fig. 1), there have been various membrane segmentation proposals in literature [5–13]. We differentiate between model-driven and machine learning based methods.

Model-driven segmentation methods model the image and object of interest through energy functions by using a priori knowledge: e.g. active contours [5, 6] and graph-based methods [7, 8]. Even though it is possible to obtain high quality results using these techniques, they tend to be highly parameter dependent and are hard to generalize because of the specific image and object assumptions that were made.

The availability of annotated EM data [14] has allowed supervised machine learning to improve the field of EM membrane segmentation (e.g. using random forests [9, 10]). Most of these techniques rely on greedy feature selection from the image, e.g. intensity, edge, texture or shape-based. Recent convolutional neural network (CNN) approaches [11–13] have allowed researchers to train relevant features directly from the labeled data and improve the state-of-the-art.

CNN’s extract a large amount of features by combining various layers of convolutions, making them computationally intensive. Even with the most advanced GPU’s, this can become an issue. Therefore, pruning methods have been proposed [15–17]. These techniques remove feature maps, based on particle filters [15] or weight sparsity [16, 17], and retrain the pruned network. In this work, we propose a pruning method based on training loss minimization, while maintaining the original network accuracy. Our method shows competitive performance, compared to state-of-the-art sparsity-based pruning.

2.2. PROPOSED NETWORK

Similar to most approaches [11–13], our proposed membrane segmentation algorithm follows a pixel-based classification strategy. For a given image \(I : \mathbb{R}^2 \rightarrow \mathbb{R}^+\) (where \(\mathbb{R}^+\) is the set of positive real numbers) we extract a local \(n \times n\) patch \(P_{i,j}\) centered around each pixel position \((i, j)\) (we observed an optimal trade-off between local information and computational effort for \(n = 32\)). Each patch \(P_{i,j}\) is propagated forward in an 8-layer CNN in order to classify the center pixel \(I(i, j)\) of the patch as being either a membrane pixel or not.

Motivated by the architecture proposed in [11], our network consists of three convolutional layers, denoted by \(c_i\) \((i = 1, 2, 3)\), with stride 1 and kernel size 7, 5 and 3 (and respectively 100, 75 and 50 output maps). Each convolutional layer \(c_i\) is followed by a max-pooling layer \(p_i\) with stride 2 and kernel size 3. The last two layers of the network are fully connected, consist of respectively 200 and 2 output maps and are denoted by \(f_{c_i}\) \((i = 4, 5)\). A detailed overview is shown in Figure 2.

In order to train this network, we annotated mitochondria in a 3069 × 2301 × 689 scanning electron microscopy (SEM) dataset (Fig. 1 shows a crop) and extracted the membrane pixels (approximately 300,000 in total). We randomly annotated the same number of non-membrane pixels in the same dataset. This resulted in a training dataset \(\{P_{i,j}^{\text{train}}\}_{1 \leq i \leq N}\) of \(N = 300,000\) equally represented positive and negative membrane patches and a validation dataset \(\{P_{i,j}^{\text{val}}\}_{1 \leq i \leq N}\) of the same size.

Given this setup, we minimized the loss function:

\[
\mathcal{L}(W) = \sum_{i=1}^{N} f_W(P_{i,j}^{\text{train}}) + \lambda \|W\|_2^2
\]  

(1)

w.r.t. the network weights \(W\), i.e. the convolution, inproduct and bias variables. In Eq. 1, \(f_W(P)\) denotes the entropy classification loss on patch \(P\) w.r.t. the weights \(W\). Note we also applied \(L_2\) regularization in the optimization for the weights with its corresponding regularization parameter \(\lambda \geq 0\). An estimation \(\hat{W}\) for \(W\) was obtained by stochastic gradient descent (SGD), using the Caffe framework [18]. We obtained good convergence with a linearly decreasing learning rate initialized at 0.001, a momentum of 0.9 and regularization value of \(\lambda = 0.01\).
3. NETWORK FEATURE SELECTION

The estimated feature parameters $\hat{W}$ have many commonalities within each layer, resulting into redundant features that contribute little to the network performance. We propose a pruning method where feature parameters are discarded such that the training loss increase is minimized.

Each convolutional and fully connected layer has a specific number of outputs that correspond to a specific feature (i.e., a convolution kernel or an inproduct parameter). Consider the first layer ($c_1$), where that number of trained features is $n_1 = 100$. We compute the training loss increase in case feature $f \in [1,n_1]$ would be discarded from the network (i.e., its corresponding parameters would be set to 0). In a greedy sense, the feature that corresponds to the smallest training loss should be a good candidate to discard from the network:

$$f_1 = \arg \min_{f \in [1,n_1]} \mathcal{L}(\hat{W}_f).$$

where $\hat{W}_f$ is equal to $\hat{W}$, except for the convolution (or inproduct, in case of full connections) and bias parameters that correspond to each feature $f \in F$ in the current layer. In our approach the loss was computed as the average loss on a randomly selected set of mini-batches.

Similarly, assuming a set of features $\{f_1, \ldots, f_l\}$ have already been removed from the first layer, we will select the next feature $f_{l+1}$ from the remaining ones in that layer as the one that results in a minimal training loss, when discarded:

$$f_{l+1} = \arg \min_{f \in [1,n_1] \{f_1, \ldots, f_l\}} \mathcal{L}(\hat{W}_{\{f_1, \ldots, f_l, f\}}).$$

This way, by recursion, we can determine a feature ordering $F_1 = (f_1, \ldots, f_{n_1})$ such that features $f_i$ ($i = 1, \ldots, d$) are the best candidates (w.r.t. the training loss) to discard from the network if we want to prune $d$ output maps in the first layer. Note that, assuming a specific subset of features has been removed from layers 1 through $m$, it is possible to obtain a similar ordering $F_{m+1}$ for layer $m + 1$. This way, we obtain a feature ordering for all layers except for the last layer $f_{c_5}$, since the network output should obviously remain 2 class probabilities. Note it is also possible to derive this feature ordering over the complete network, instead of layer per layer. The reason why we did not choose to do so, is to reduce the computational workload during pruning and to see how different layers respond to pruning. We obtained the best results by first pruning the bottom layers, and proceeding as we go deeper in the network. We think this is due to the fact that bottom layer adjustments might affect the top layers more than the other way around.

After the pruning procedure, we retrained the network in order to optimize the smaller architecture. The previous obtained parameters were used as an initialization, which results in less required retraining iterations. We also had to decrease the learning rate since the network parameters are already in a near-optimal state.

4. RESULTS & DISCUSSION

We implemented our proposed neural network (denoted by $N$) and 7 pruned variants of the network (denoted by $N_i$). In the first network $N_1$ we pruned 10, 0, 10 and 50 feature maps from the $c_1$, $c_2$, $c_3$ and $f_{c_4}$ layers, respectively, of the initial network. These numbers were chosen such that the network accuracy was not negatively influenced. Networks $N_2$ through $N_5$ differ from $N_1$ in exactly one layer, so as to see how different layers respond to pruning. Network $N_6$ combines the latter networks by selecting the minimal amount of feature maps in each layer. Lastly, we pruned an extremely large amount of feature maps in the $N_7$ network (more than 90% of the parameters were dropped) in order to see how the network performance is influenced. A detailed description of the networks is given in Table 1. We implemented, trained and validated our CNN’s using an NVIDIA GeForce GTX 1080 GPU and an Intel Core i7-3930K CPU @ 3.20GHz.

Fig. 3 plots the ordered features $F_m$ against their corresponding loss defined by Eq. 3 for each layer.

![Fig. 3. Plots of the ordered features $F_m$ against their corresponding loss defined by Eq. 3 for each layer.](image)
Table 1. Number of output feature maps of the original proposed network N and the number of output maps that were kept in the pruned networks N_7.

|   | N | N_1 | N_2 | N_3 | N_4 | N_5 | N_6 | N_7 |
|---|---|-----|-----|-----|-----|-----|-----|-----|
| c_1 | 100 | 90 | 65 | 90 | 90 | 65 | 30 |
| c_2 | 75 | 75 | 75 | 60 | 75 | 60 | 20 |
| c_3 | 50 | 40 | 40 | 40 | 30 | 30 | 10 |
| f/c_4 | 200 | 150 | 150 | 150 | 150 | 110 | 110 | 10 |

Table 2. Performance comparison of the original network N and the pruned networks N_i. We specify the validation accuracy A (for both our proposed loss-based pruning method and the one proposed in [16]), required segmentation time T (in seconds) for one 3069 × 2301 slice of our dataset, percentage of pruned parameters ΔP and network memory usage M for a batch size of 1 (in kilobytes).

|   | A (prop.) | A ([16]) | T (s) | ΔP | M (kB) |
|---|-----------|----------|-------|----|--------|
| N  | 93.18     | 93.18    | 114.7 | 0.0 | 654    |
| N_1| 93.34     | 93.08    | 104.5 | 12.7 | 594    |
| N_2| 93.33     | 93.07    | 83.5  | 33.0 | 445    |
| N_3| 93.29     | 93.10    | 86.3  | 29.3 | 583    |
| N_4| 92.91     | 93.26    | 104.5 | 16.2 | 593    |
| N_5| 93.29     | 93.24    | 104.4 | 13.5 | 593    |
| N_6| 92.87     | 93.00    | 69.9  | 49.1 | 434    |
| N_7| 91.27     | 90.86    | 29.5  | 92.2 | 197    |

Fig. 4. Resulting probability maps (left) after pixel-based forward propagation of the networks N and N_7 on an EM image. The result obtained by our proposed pruning method and [16] are both shown. The probability maps are thresholded in order to obtain the final membrane segmentation (right).

The corresponding probability maps and segmentation result of the original network N and the stripped network N_7 (both our proposed loss-based pruning and the method proposed in [16]) are shown in Fig. 4. The probability maps corresponding to the N_7 pruned network are very similar to the one obtained by the network N. Due to the accuracy drop of approximately 2%, we note that the original network is able to delineate the membranes more closely, whereas the N_7 probability map is more blurred. When comparing the pruned network, we see that the result obtained by sparsity-based pruning is slightly more noisy than our approach.

5. CONCLUSIONS
Membrane segmentation can be a helpful tool in segmenting cell content in electron microscopy (EM) images. State-of-the-art methods such as convolutional neural networks, require large amounts of time and cannot keep up with the high throughput nature of EM. Therefore, we have proposed a convolutional neural network that achieves 93% pixel classification accuracy and a pruning method that minimizes the training loss function of the network. This way, one of our pruned networks was able to accelerate the original network by a factor 4 at a limited accuracy cost of 1.9%. Additionally, we have shown that our loss-based pruning method is competitive with a state-of-the-art sparsity-based method. Future work consists of network optimization, further feature analysis and reduction, instance selection and transformation in order to train neural networks more efficiently.
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