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Abstract

This paper details the system NILC.USP that participated in the Semeval 2014: Aspect Based Sentiment Analysis task. This system uses a Conditional Random Field (CRF) algorithm for extracting the aspects mentioned in the text. Our work added semantic labels into a basic feature set for measuring the efficiency of those for aspect extraction. We used the semantic roles and the highest verb frame as features for the machine learning. Overall, our results demonstrated that the system could not improve with the use of this semantic information, but its precision was increased.

1 Introduction

Sentiment analysis, or opinion mining, has gained lots of attention lately. The importance of this field of study is linked with the grown of information in the internet and the commercial attention it brought.

According to Liu et al. (2010), there are two kinds of information available in the internet: facts and opinions. Facts are objective statements about entities and events in the world. Opinions are subjective statements that reflect people’s sentiments or perceptions about the entities and events. According to Liu, by that time, there was a lot of attention on the processing of facts but little work had been done on the processing of opinions.

Three levels of analysis for sentiment analysis are known (Liu, 2012): document level, sentence level and aspect level. The aspect-based sentiment analysis is the name of the research topic that aims to extract the sentiments about the aspects present in the text.

This work presents a system evaluated in the SemEval Task4: Aspect Based Sentiment Analysis shared task (Pontiki et al., 2014). Our system participated only in subtask 1: Aspect Term Extraction. In this subtask, given a text, the system should extract all aspects that are present. There were two different domains for this task: restaurants and laptops.

The goal of our system was to verify how semantic labels used in machine learning classification would improve the aspect extraction task. For this goal, we used two kinds of semantic labels: the semantic roles (Palmer et al., 2010) and the semantic frames (Baker et al., 1998).

Liu et al. (2012) categorizes the works for aspect extraction in four types, regarding the approach they follow, using: frequent terms, infrequent terms, machine learning, and topic modeling. This work uses a machine learning approach that consists in training a sequential labeling algorithm for aspect detection and extraction.

In what follows, we present some related work in Section 2. Section 3 and 4 introduce our system and report the achieved results. Some conclusions are presented in Section 5.

2 Related work

Jin and Hovy (2009) reported one the first works using sequential labeling for aspect extraction. In this work, the authors used a Lexicalized Hidden Markov Model to learn patterns to extract aspects and opinions. Jakob and Gurevych (2010) trained
a Conditional Random Field for aspect extraction. In this work, the authors report the results for a single domain and a cross domain experiment. They show that even in other domains the method could be good.

Kim and Hovy (2006) explored the semantic structure of a sentence, anchored to an opinion bearing verb or adjective. Their method uses semantic role labeling as an intermediate step to label an opinion holder and topic using data from FrameNet.

Houen (2011) presented a system for opinion mining with semantic analysis. The author explores the use of the semantic frame-based analyzer FrameNet (Baker et al., 1998) for modeling features in a machine learning approach. The author found that the FrameNet information was not helpful in this classifier.

3 System Description

Our system uses a sequential labeling algorithm. In our work, we use the Conditional Random Field (Lafferty et al., 2001) algorithm provided by the CRF++ tool\(^1\).

For training the sequential labeling algorithm, we give as input features for each word in the corpus. The algorithm will then learn how to classify those words. In our approach, the possible classes are: True, representing an aspect word; and False, representing the remaining words.

The goal of our system was to evaluate the performance of the semantic labels for the task. In order to model our system, we built a feature set consisting of 6 features.

1. the word
2. the part-of-speech
3. the chunk
4. the named-entity category
5. the semantic role label (SRL)
6. the most generic frame in FrameNet

The use of the first four features is consistent with the best approaches in aspect-based sentiment analysis. The last two features are the ones we are testing in our work.

In order to extract the features, we used two important tools: the Senna (Collobert et al., 2011), a semantic role labeling system, and the ARK SEMAFOR, a Semantic Analyzer of Frame Representations (Das et al., 2010).

The Senna system uses a deep learning neural network (Collobert, 2011) to provide several predictions for natural language processing. The system output is represented in the CONLL format, the same used in CRF++.

Our first 5 features were directly provided by the Senna output. In these features, we decided to keep the IOBE information since the initial experiments showed the results were better with it than without.

Our fifth feature, the semantic role label, was retrieved from Senna as well. In the corresponding paper, they reported Senna could achieve a F1 of 75% for the SRL task.

The example below shows how the features were represented. In this example, we are only showing four features: the word, the part-of-speech, the chunk and the SRL. The classes are in the last column.

| WORD | POS | CHUNK | SRL | IS_ASPECT? |
|------|-----|-------|-----|------------|
| Great | JJ  | B-NP  | B-A0 | False      |
| laptop | NN  | E-NP  | E-A0 | False      |
| that  | WDT | S-NP  | S-R-A0 | False |
| offers | VBZ | S-VP  | S-V  | False      |
| many  | JJ  | B-NP  | B-A1 | False      |
| great | JJ  | I-NP  | I-A1 | False      |
| features | NNS | E-NP  | E-A1 | True       |
| !     | O   | -     |      | False      |

The last feature was retrieved by ARK SEMAFOR tool. ARK SEMAFOR uses a probabilistic frame-semantic parsing using the FrameNet resource. The ARK SEMAFOR output is the analysis of the frames present in the text for a given verb. As our feature set has only word related features, we decided to use the most upper level structure in the frame. In case of multiple verbs in the sentence, we used the structure for the verb that is closest to the word of interest.

The following example shows how the frames were added into the training model. We limit to show only the word, frame and the class. For training, we used the full training set with the six features plus the class.

| WORD | FRAME | IS_ASPECT? |
|------|-------|------------|
| I    | Shopping | False     |
| shopped | Shopping | False     |
| around | Relational_quantity | False |
| before | Relational_quantity | False |

\(^1\)Available at http://crfpp.googlecode.com/
The organization from SemEval-2014 Task 4: Aspect Based Sentiment Analysis provided two domains for evaluation: restaurants and laptops. For each domain, the organization provided three datasets: a trainset, a devset and a testset.

We executed our algorithm with C parameter equal to 4.0. The experiment code is fully available at the weblink https://github.com/pedrobalage/

4 Results

Tables 1 and 2 show our system results for the restaurants and laptops domains respectively. In these tables, the results are discriminated by the feature sets that were used. The reader may see that a “+ Frame” system, for example, stands for all the features discriminated above (Word, POS, Chunk, NR, SRL) plus the Frame feature. The last line shows the results scored by our system in the SemEval shared task with all the features. We also show the results for the baseline system provided by the shared task (Pontiki et al., 2014).

Table 1: Results for restaurants domain

| System  | Precision | Recall | F1-mesaure |
|---------|-----------|--------|------------|
| Baseline | 52.54     | 42.76  | 47.15      |
| Word + POS | 83.76    | 68.69  | 75.48      |
| + Chunk  | 83.38     | 68.16  | 75.01      |
| + NE     | 83.45     | 68.07  | 74.98      |
| + SRL    | 82.79     | 67.46  | 74.34      |
| + Frame  | **87.72** | **34.03** | **49.04** |

Comparing with the baseline, we may noticed that our submitted system (+Frame) outperformed the baseline for the restaurants domain but it did not outperformed the baseline for the laptops domain (considering F1-mesasure).

When we look in detail for the inclusion of features in our feature set, we may notice that, at every new feature, the precision goes up, but the recall goes down. We believe this is due to the behaviour of the conditional random field algorithm for compensating for a sparser feature set.

In general, the semantic labels (SRL and Frame) could not improve the results. However, if we are interested only on precision, these features are helpful. This may be the case in scenarios where a lot of information is available, as in the web, and we want to be sure about the retrieved information. Certainly, there is a conflict between precision and computational complexity, since the semantic features are more expensive to be achieved (in relation to the usual simpler features that may be used).

Despite of that, we judge to be necessary to conduct more experiments in order to better evaluate the impact of semantic labels in the aspect extraction task.

5 Conclusion

We presented an aspect extraction system built on a conditional random field algorithm. We used a rich feature set with the semantic roles and the FrameNet upper frames for each word. We have showed that the semantic labels may help to achieve a more precise classifier, but it did not help to improve the overall F-measure of the system.

Regarding the shared task, our system achieved the second best precision value among the competing systems, but the lowest recall value. Future work should investigate ways of also improving recall without penalty for the achieved precision.
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