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Abstract

The effective application of neural networks in the real-world relies on proficiently detecting out-of-distribution examples. Contemporary methods seek to model the distribution of feature activations in the training data for adequately distinguishing abnormalities, and the state-of-the-art method uses Gaussian distribution models. In this work, we present a novel approach that improves upon the state-of-the-art by leveraging an expressive density model based on normalizing flows. We introduce the residual flow, a novel flow architecture that learns the residual distribution from a base Gaussian distribution. Our model is general, and can be applied to any data that is approximately Gaussian. For novelty detection in image datasets, our approach provides a principled improvement over the state-of-the-art. Specifically, we demonstrate the effectiveness of our method in ResNet and DenseNet architectures trained on various image datasets. For example, on a ResNet trained on CIFAR-100 and evaluated on detection of out-of-distribution samples from the ImageNet dataset, holding the true positive rate (TPR) at 95%, we improve the true negative rate (TNR) from 56.7% (current state-of-the-art) to 77.5% (ours).

1. Introduction

Deep neural networks (DNNs) are powerful models that achieve high performance in various tasks in computer vision [24], speech and audio recognition [20], and language processing [7]. Leading DNN architectures are known to generalize well and achieve impressive performance when evaluated on samples drawn from the distribution observed at the training phase [2, 18, 21, 24, 35]. However, DNNs tend to behave unexpectedly when encountering input taken from an unfamiliar distribution. In such instances, an out-of-distribution input causes the majority of models to mis-predict, often with high confidence [17, 25, 27, 29, 38]. This behaviour poses a severe concern about the reliability of predictions made by DNNs and hinders their applicability to real-world scenarios [1].

Contemporary work aimed at predicting classification uncertainty adopt an approach of constructing a confidence score based on characteristics of the feature space of trained neural networks. In [19], Hendrycks and Gimpel propose a baseline method, which taps into features of the penultimate layer and use the soft-max score as the confidence score. Their method is further improved by Liang et al. [26], by incorporating the soft-max score with temperature scaling, alongside input pre-processing that emphasizes the score difference between in- and out-of-distribution samples. The current state-of-the-art is the method of Lee et al. [25], which models the feature distribution in different layers of a trained network by a Gaussian distribution under the LDA assumption (i.e., different mean but same covariance for different classes), and forms a confidence score for each layer based on the posterior distribution of the LDA model, averaged over different layers. Lee’s method shows superior performance compared with previous methods; in some cases surpassing by a large margin [25].

Building on the fact that a Gaussian model of network activations is an effective confidence measure, in this work we ask: can we improve novelty detection performance by using more expressive distributions of network activations? In particular, there is no reason to expect that features in mid-layers of the network follow an exact Gaussian distribution, and we expect that a more expressive model should capture their distribution more accurately.

We present a new approach for novelty detection and propose a more expressive density function, based on deep normalized flow, for modeling the distribution of the feature space of trained neural networks. As a prelude, we posit that training a linear flow on the feature space of neural networks is equal to fitting a Gaussian distribution, as proposed in [25]. Then, we leverage this property to propose a novel flow architecture that adds a non-linear residual to the linear flow to produce a more expressive mapping. The residual flow model is of independent interest, and should be effective for any data that is approximately Gaussian distributed. For out-of-distribution detection in image classifi-
cation, modeling the network activations as a residual from Gaussian distribution allows us a principled improvement over the state-of-the-art, and in some cases yields superior performance by a large margin. Furthermore, the proposed residual flow model enables class-conditional density learning that improves performance, even in cases of limited training examples of each class (as in CIFAR100). Lastly, to make in- and out-of-distribution samples more separable, we extend the input preprocessing ideas of \cite{26} to our flow-based model, and perturb test samples to increase their likelihood under our model. We show that this perturbation can increase the contrast between in- and out-of-distribution samples, leading to further performance improvement.

We demonstrate the effectiveness of our method using trained convolution neural networks such as DenseNet \cite{21} and ResNet \cite{18}, trained on various datasets, and tested on various out-of-distribution examples. Our method outperforms the state-of-the-art method \cite{25} for detecting out-of-distribution samples in all tested cases. For example, for a ResNet trained on CIFAR-100, we improve the true negative rate (TNR) of detecting samples from the LSUN dataset at a true positive rate (TPR) of 95\% (i.e. 95\% of the CIFAR-100 test images were correctly classified) from 38.4\% \cite{25} to 70.4\% (ours), even without any input preprocessing and with all hyper-parameters tuned strictly from the training dataset. Our results demonstrate that the feature space of neural networks does not necessarily conform with a Gaussian distribution, and a more accurate model can significantly improve confidence estimates.

The rest of this paper is organized as follows: Section 2 provides background for our method and review current methods for generative flow and novelty detection. The proposed deep residual flow model is presented in Section 3. In Section 4 we discuss previous and related works for novelty detection. Section 5 describes our experiments, and compares our method with previously published approaches. Section 6 concludes this work.

2. Background

We present preliminaries on normalizing flows and novelty detection.

2.1. Normalizing Flows for Density Estimation

Normalizing flows are an effective model for high-dimensional data distributions, originally studied in classical statistics \cite{39,40}, and recently popularized in the deep learning community (e.g., NICE \cite{10}, RealNVP \cite{11}, and GLOW \cite{22}). Let $x \in X$ denote data sampled from an unknown distribution $x \sim p_X(x)$. The main idea in normalizing flows is to represent $p_X(x)$ as a transformation of a Gaussian distribution $z \sim p_Z(z) = \mathcal{N}(0, I)$, i.e.,

$$x = g(z).$$

Moreover, we assume the mapping to be bijective $x = g(z) = f^{-1}(z)$. As such, the data log-likelihood is given by the change of variable formula:

$$\log(p_X(x)) = \log(p_Z(f(x))) + \log \left| \det \left( \frac{\partial f(x)}{\partial x} \right) \right|,$$

(1)

where $\frac{\partial f(x)}{\partial x}$ is the Jacobian of the map $f(x)$ at $x$. The functions $f, g$ can be learned by maximum likelihood, where the bijectivity assumption allows to train expressive mappings, such as deep neural networks by backpropagation. Further, given a sample data $x$, its likelihood can easily be inferred from \cite{11}.

To achieve a tractable, yet flexible Jacobian for the map $f(x)$, the authors of NICE \cite{10} and RealNVP \cite{11} proposed to stack a sequence of simple bijective transformations, such that their Jacobian is a triangular matrix. This way, its log-determinant is simply determined by the sum of its diagonal elements. In NICE \cite{10}, the authors proposed the additive coupling layer for each transformation. This was further improved in RealNVP \cite{11} which proposed the affine coupling layer. In each affine coupling transformation, the input vector $x \in \mathbb{R}^d$ is split into two halves $x_1$ and $x_2$, where $x_1$ contains the first $d/2$ elements of $x$, and $x_2$ contains the remaining $d/2$ elements. These are plugged into the following transformation, referred to as a single flow-block $f_i$:

$$z_1 = x_1, \quad z_2 = x_2 \circ \exp(s_i(x_1)) + t_i(x_1),$$

(2)

where $\circ$ denotes element-wise multiplication, and $s_i$ and $t_i$ are non-linear mappings (e.g., deep neural networks) that need not be invertible. Given the output $z_1$ and $z_2$, this affine transformation is trivially invertible by:

$$x_1 = z_1, \quad x_2 = (z_2 - t_i(z_1)) \circ \exp(-s_i(z_1)).$$

Let $r$ denote a switch-permutation, which permutes the order of $x_1$ and $x_2$ in the input. A RealNVP flow comprises a sequence of $k$ reversible flow-blocks with switch-permutations between them\footnote{The RealNVP paper \cite{11} also considered other types of permutations, such as checkerboard masks for 2-dimensional image input. Here, we focus on 1-dimensional data, and only consider the switch-permutation, which was first proposed in \cite{10}.}.

$$f_{\text{RealNVP}} = f_k \cdot r \cdot f_2 \cdot r \cdot f_1.$$  

According to the chain rule, the log-determinant of the Jacobian of the whole transformation $f$ is computed by summing the log-determinant of the Jacobian of each $f_i$, making the likelihood computation \cite{11} tractable. In GLOW \cite{22}, additional permutations between flow-blocks are added, to reduce the structural constraint of separating the input into two halves:

$$f_{\text{GLOW}} = f_k \cdot p_{k-1} \cdot \ldots \cdot p_2 \cdot f_2 \cdot p_1 \cdot f_1,$$
where \( p_i \) are fixed (random) or learned permutation matrices. Since permutations are easily inverted, the likelihood computation \( \prod_l \) remains tractable.

### 2.2. Novelty detection

Consider a deep neural network classifier trained in the standard supervised learning setting (i.e., using labeled data). The novelty detection problem seeks to assign a confidence score to the classifier predictions, such that classification of out-of-distribution data would be given a lower score than in-distribution data. Liang et al. [26] applied temperature-scaling to the network’s soft-max output as the confidence score. Let \( \sigma_i(x) \) denote the network’s logit output for class \( i \) and input \( x \). Then the temperature-scaled score is:

\[
S_{TS}(x; T) = \max_i \left( \frac{\exp(\sigma_i(x)/T)}{\sum_{j=1}^N \exp(\sigma_j(x)/T)} \right),
\]

where \( T \) is the temperature. In addition, Liang et al. [26] proposed to pre-process the input \( x \) by modifying it in a direction that increases the soft-max score:

\[
\tilde{x}_{TS}(x) = x - \epsilon \cdot \text{sign}(-\nabla_x \log S_{TS}(x; T)),
\]

where the intuition is that in-distribution samples would be more susceptible to an informative pre-processing, leading to better discrimination between in- and out-of-distribution samples. The final method, termed ODIN is given by:

\[
S_{ODIN}(x; T) = S_{TS}(\tilde{x}_{TS}(x); T).
\]

Lee et al. [25] improve on the ODIN method by considering different layers of the network, and measuring the Mahalanobis distance from the average network activations. For some network layer \( l \) and class label \( c \), let \( \phi_i(x) \) denote the feature activations at layer \( l \) for input \( x \)\(^2\), let \( \hat{\mu}_{l,c} \) denote the empirical mean of feature activations for training data from class \( c \), and let \( \hat{\Sigma}_l \) denote the empirical covariance matrix of feature activations, calculated across all classes. Given a test example \( x \), Lee et al. [25] calculate the score as the weighted Mahalanobis distance:

\[
S_M(x) = \sum_l w_l \cdot \max_i \{- (\phi_i(x) - \hat{\mu}_{l,c})^T \hat{\Sigma}_l^{-1} (\phi_i(x) - \hat{\mu}_{l,c}) \},
\]

where \( w_l \) are weights. Using the Mahalanobis distance as a score is equivalent to modeling the feature space of every layer as a \( C \) class-conditional Gaussian distribution with a tied covariance \( \hat{\Sigma} \), i.e., \( P(\phi_i(x)|y = c) = \mathcal{N}(\phi_i(x)|\hat{\mu}_{l,c}, \hat{\Sigma}) \), and measuring the score as the likelihood of the features (under the most likely class, and averaging over all layers).

Lee et al. [25] motivate the Mahalanobis score from a connection between the softmax output of the final layer and a generative classifier with a class-conditional Gaussian distribution model with tied covariance. This generative model is a special case of Gaussian discriminant analysis (GDA), also known as linear discriminant analysis (LDA).

Lee et al. [25] also propose a pre-processing method similar to ODIN, where

\[
\tilde{x}_M(x) = x - \epsilon \cdot \text{sign}(-\nabla_x \log S_M(x)).
\]

### 3. Residual Flow for Novelty Detection

Our aim is to detect out-of-distribution examples, equipped with an already trained neural network classifier at our disposal. This is achieved by learning the distribution of the feature space of various layers of the network, given valid, in-distribution inputs that were observed during the training phase. Motivated by the empirical success of the Gaussian distribution model of Lee et al. [25], in this section we propose a normalizing flow architecture that allows for a principled extension of the Gaussian model to non-Gaussian distributions. We hypothesize that the activations of general neural network layers do not necessarily follow a Gaussian distribution, and thus a more expressive model should allow for better novelty detection performance. Our model is composed of a linear component, which we show is equivalent to a Gaussian model, and a non-linear residual component, which allows to fit more expressive distributions using deep neural network flow architectures.

#### 3.1. Linear Flow Model

We start by establishing a simple relation between the maximum-likelihood estimate of a Gaussian model (e.g., as in Gaussian discriminant analysis; GDA) and linear flow. The next proposition shows that for a linear flow model, the maximum likelihood parameters are equivalent to the empirical mean and covariance of the data.

**Proposition 1.** Let \( X = \{x_1, x_2, ..., x_N\} \) be a dataset of vectors in \( \mathbb{R}^d \), i.e \( \forall i : x_i \in \mathbb{R}^d \). Consider a linear normalizing flow, i.e \( X = AZ + b \), where \( Z \sim \mathcal{N}(0, I) \), \( A \in \mathbb{R}^{d \times d} \) and \( b \in \mathbb{R}^d \). Let \( p_{A,b}(x_i) \) denote the probability of \( x_i \) under this flow model. The parameters \( A, b \) that maximize the likelihood of the dataset \( X \) under this model satisfy:

\[
b = \frac{1}{N} \sum_{n=1}^N x_i = \hat{\mu},
\]

\[
AA^T = \frac{1}{N} \sum_{n=1}^N (x_i - \hat{\mu})(x_i - \hat{\mu})^T = \hat{\Sigma},
\]

\( ^2 \)For a convolutional neural network, Lee et al. [25] propose to take the average activation across the spatial dimensions for each channel in the layer. In this work we similarly adopt this approach, but our method can be applied without change to the actual feature activations.
where $\hat{\mu}$ and $\hat{\Sigma}$ are the empirical mean and covariance of the data $X$.

Proof. Since $X$ is a linear transformation of $Z \sim \mathcal{N}(0, I)$, the probability of $X$ under this model is given by:

$$p_{A,b}(x_i) \sim \mathcal{N}(b, AA^T).$$ (3)

On the other hand, the maximum likelihood (ML) estimators $\hat{\mu}, \hat{\Sigma}$ for $X$ under Gaussian distribution assumption are known to be the empirical mean and covariance $[12]$:

$$\hat{\mu} = \frac{1}{N} \sum_{n=1}^{N} x_i = \bar{x}$$ (4)

$$\hat{\Sigma} = \frac{1}{N} \sum_{n=1}^{N} (x_i - \hat{\mu})(x_i - \hat{\mu})^T = \hat{\Sigma}.$$

By combining (3) and (4) we get the desired results. $\square$

The linear flow transformation $A$ can be obtained analytically by exploiting the spectral decomposition for the symmetric positive semi-definite (PSD) matrix $\hat{\Sigma} = QDQ^T$, where $Q$ is an orthogonal matrix whose columns are the eigen-vectors of $\hat{\Sigma}$ and $D$ is a diagonal matrix whose entries are the eigen-values of $\hat{\Sigma}$. The resulting invertible linear flow transformation for data $X$ can be written as:

$$X = AZ + b, \quad Z = A^{-1}(X - b),$$

where

$$b = \hat{\mu}, \quad A = QD^{\frac{1}{2}}, \quad A^{-1} = D^{-\frac{1}{2}}Q^T.$$

In the sequel, we propose an extension of the linear flow that adds non-linear components, which we term a residual flow model.

3.2. Residual Flow Model

In this section, we describe how to extend the linear flow model to include non-linear components. Rather than directly using a fully non-linear model like RealNVP or GLOW, as described in Section 3, we would like a model that can be viewed and trained as an extension to the linear model. This approach will allow a principled improvement over the Gaussian model of Lee et al. [25], which we already know to perform well.

We begin by producing a linear flow, which is then composed with a residual flow model as:

$$f_{res} = f_{k-non-lin} \cdot p_{k-1} \ldots p_2 \cdot f_{2-non-lin} p_1 \cdot f_{1-non-lin} \cdot A^{-1},$$

with the following log determinant:

$$\log \left( \left| \det \left( \frac{\partial f(x)}{\partial x^T} \right) \right| \right) = \log \left( |\det (A^{-1})| \right) + \sum_i \log \left( |\det \left( \frac{\partial f_{i-non-lin}(x)}{\partial x^T} \right) \right).$$

Note that, from Eq. (3), when $s_i$ and $t_i$ are set to zero, the non-linear terms $f_{i-non-lin}$ are reduced to the identity map. In this case, the permutation terms have no effect, as the components of $z$ have identical and independent distributions. Thus, in this case, the residual flow $f_{res}$ is equivalent to the linear flow $f_{lin} = A^{-1}$. Therefore, we can initialize the residual flow by fixing the networks $s_i$ and $t_i$ to be zero, which is equivalent to fitting a Gaussian distribution model to our data. Consequently, we can fine-tune the non-linear components in the model to obtain a better fit to the data. In practice, setting only the last layer of the networks $s_i$ and $t_i$ to zero is sufficient for the initialization step.$^4$

Similar to the GLOW model [22], we found that the permutation terms $p_i$ have an important contribution, by diversifying the inputs of the non-linear components. In our implementation, we alternate between fixed (initially random) permutation matrices and switch permutation matrices to mediate the non-linear flow blocks. Concretely, $p_i$ stands for a random permutation for odd $i$ and switch permutation for even $i$. The full architecture implementation is described in Section 3.3.

3.2.1 Degenerate case

If the covariance matrix $\hat{\Sigma}$ is not full rank, then the multivariate normal distribution is degenerate: its vector elements are linearly dependent, and the covariance matrix does not correspond to a density over the $d$-dimensional space. In this case, Lee et al. [25] instead propose to use $\Sigma^\dagger$ – the pseudo-inverse of $\hat{\Sigma}$, to calculate the Mahalanobis distance:

$$- (X - \hat{\mu})^T \Sigma^\dagger (X - \hat{\mu}),$$

which is equivalent to restricting attention to a subset of $k = \text{rank}(\hat{\Sigma})$ of the coordinates of $X$, such that the covariance matrix of this subset is positive definite (PS); the remaining coordinates are regarded as an affine function of the selected coordinates. In our model we handle degenerate distributions with a similar approach: We set $Z = A^T X$ to be a $k$-dimensional vector with a $k$-dimensional Gaussian distribution, using a dimensionality reduction transformation $A^T \in \mathbb{R}^{k \times d}$.

We construct $A^T = D^{-\frac{1}{2}}Q^T$ with

$^4$ We found this to perform better in fine-tuning the non-linear terms, as most of the network is not initialized to zero and obtains large gradients in the initial training steps.

$^5$ Note that here $A^T$ is not the inverse of $A$. 
In our implementation, we use a single linear flow block \( f^{\text{lin}} = A^{-1} \), followed by 10 non-linear flow blocks \( f^{\text{non-lin}} \), producing a map \( f^{\text{res}} \) totalling in 11 flow blocks. As for the mediating layer \( p_i \), which interconnects the blocks \( f^{\text{non-lin}} \), we alternate between switch and random\footnote{The random permutation shuffles the elements of the preceding layers input in a predetermined random order that remains consistent throughout training.} permutation matrices. We use three fully connected layers per non-linear block function (in each \( s_i \) and \( t_i \)) with leaky ReLU activation functions in the intermediate layers. We use a batch size of 256 and Adam optimizer for learning the non-linear blocks with learning rate of \( 10^{-5} - 10^{-6} \), chosen via a separate validation set of 10K examples.

3.4. Input pre-processing

Motivated by the success of input pre-processing in ODIN \cite{ODIN} and Mahalanobis \cite{Mahalanobis}, we propose an extension of this idea to our approach. Since the Mahalanobis pre-processing can be seen as maximizing the likelihood of the input under the Gaussian model, we similarly introduce the following input pre-processing stage for our flow-based model:

\[
\tilde{x} = x - \epsilon \cdot \text{sign}(-\nabla_x \log p(\phi_l(x); \hat{c})) \tag{5}
\]

where \( \hat{c} = \arg \max_{c \in C} p(\phi_l(x); c) \) and \( p(\phi_l(x); \hat{c}) \) is the probability distribution of the feature space of the \( l \)-th layer of class \( \hat{c} \), learned by our flow model. Note that this score aims to increase the probability of the in-distribution data.

3.5. Novelty Detection Algorithm

In this section we describe the proposed procedure for novelty detection. Using the training set, we first train a collection of residual flows for each layer and each class \( \{f_{\text{res}, l, c} : \forall \ell, c\} \) according to Section 3.2. Given a test example \( x \), we extract the layers’ activations for this example \( \{\phi_l(x) : \forall \ell\} \), and calculate the most probable class for each layer \( \hat{c}_\ell \). Using \( \hat{c}_\ell \) we calculate \( x \)’s pre-processed version \( \tilde{x} \), according to Eq. 5, and calculate again the layers’ activations for the pre-processed input \( \{\phi_l(\tilde{x}) : \forall \ell\} \). The probability of the most probable class serves as a score of the layer \( S_\ell = \max_c p_c (\phi_l(\tilde{x}) - \mu_{l,c}) \). Finally, the effective score is a weighted average of the layers’ scores \( \sum_\ell \alpha_\ell S_\ell \). The weights are obtained using a similar strategy as in \cite{Mahalanobis}, where the weight of each layer \( \alpha_\ell \) is computed by training a logistic regression detector on a validation set. The full algorithm is detailed in Algorithm 1.

4. Related Work

Novelty detection has mostly been studied in the unlabelled setting, where the data contains only samples (e.g., images) but not class labels. Classical methods include one-class SVM \cite{one-class-SVM} and support vector data description \cite{SVDD}, and more recently, deep learning methods have become popular \cite{DeepSVDD}. Methods such as \cite{one-class-SVM, ODIN, Mahalanobis, DeepSVDD} extract features using unsupervised learning techniques, and feed them to classical novelty detection methods. Deep SVDD \cite{DeepSVDD} learns a neural-network encoding that minimizes the volume of data around a predetermined point in feature space.
Algorithm 1 Computing the Residual-Flow-based confidence score.

**Input:** Test sample $x$, weights of logistic regression detector $\alpha$, noise $\epsilon$ and $C$ residual-flow for each layer: $\{f_{res,l,c} : \forall \ell, c\}$

Initialize score vectors: $S_{RF}(x) = [S_{\ell,c} : \forall \ell, c]$ for each layer $\ell \in 1, \ldots, L$ do

Find the most probable class:

$$\hat{c} = \arg \max_c p_c(\phi(\hat{x}) - \mu_{\ell,c})$$

Add small noise to test sample:

$$\hat{x} = x - \epsilon \text{sign} \nabla_x \sum_c p_c(\phi(\hat{x}) - \mu_{\ell,c})$$

Computing confidence score:

$$S_{\ell} = \max_c p_c(\phi(\hat{x}) - \mu_{\ell,c})$$

end for

return Confidence score for test sample $\sum_{\ell} \alpha_{\ell} S_{\ell}$

Recently, Golan and El-Yaniv [16] proposed to learn features by applying a fixed set of geometric transformations to images, and training a deep network to classify which transformation was applied. Density estimation methods for detecting out-of-distribution examples have originally been studied in low dimensional space [30, 8, 15]. Recently, deep generative models such as generative adversarial networks, variational autoencoders, and deep energy-based models have been proposed for novelty detection in high-dimensional spaces [2, 3, 33, 42, 45, 56].

Our work focuses on the labelled setting, where a network trained for image classification is provided, along with the training data and labels. Hendrycks and Gimpel [19] proposes the soft-max output as a confidence score for out-of-distribution examples, and [14] compared this approach with the Monte-Carlo dropout ensemble method. Liang et al. [26] proposed ODIN, which combines temperature scaling and input pre-processing. The geometric transformations method of Golan and El-Yaniv [16] can also be applied to the labelled setting. The state-of-the-art is the method of Lee et al. [25] that uses the Mahalanobis distance in feature space. In our work we show that providing a better density model, leads to a marked improvement over Lee et al.’s results.

Concurrent with our work, several OpenReview postings suggested improvements to the method of [25]. Sastry et al. [32] propose a scoring function for OOD detection based on the correlation between different features of the same layer, using higher-order Gram matrices, which can be seen as a different form of incorporating higher-order statistics beyond the Gaussian model. Yu et al. [44] investigate the benefit of combining the global average of the feature maps with their spatial pattern information, while using the Gaussian model assumption. In principle, their approach can be combined with our improved flow-based density model.

5. Experiments

In our experiments, we aim to answer the following questions: (1) How does the residual flow model compare with conventional flow and Gaussian distribution models? (2) How does our novelty detection method compare with the state-of-the-art?

Our novelty detection evaluation follows the data sets and experiments in [25], and consists of 3 training data sets: CIFAR10, CIFAR100, and SVHN, and 4 out-of-distribution (OOD) data sets: CIFAR10, Tiny ImageNet, SVHN, and LSUN. In the supplementary material we provide additional experiments, which draw a comparison between residual flow, LDA (Mahalanobis) and the GDA model.

5.1. Advantages of residual flow over regular flow

In this section we compare the performance of learning residual flow model over learning regular non-linear flow model, and empirically show the advantages of the residual flow model. First, we inspect the performance of the proposed approach on the task of distinguishing in- and out-of-distribution examples based on the first layer of ResNet, trained on CIFAR-100, where Tiny-ImageNet is used as OOD. In our comparison, we evaluate residual flow against regular non-linear flow and linear-flow/Mahalanobis density modeling. Figure 1 presents a ROC curve comparison of the three methods demonstrating the superiority of the residual flow model in modeling feature layer distribution of a neural network. Next, in Figure 2 we evaluate the area under the ROC curve (AUROC) as function of training iterations. Note that the linear flow, as expected, converges to the same AUROC as the baseline Mahalanobis density model. The residual flow, however, starts at baseline performance (as it is initialized with the linear model), and monotonically improves upon it, as the non-linear components allow for better modelling of the data. The conventional non-linear flow, on the other hand, starts training from scratch, and is not guaranteed to improve upon the baseline. Indeed, we found this model to be much less stable in our evaluation.

5.2. Novelty Detection Evaluation

We conduct a series of experiments to evaluate the performance in detecting out-of-distribution examples. These tests are used by contemporary state-of-the-art methods [19, 26, 25] to benchmark the efficacy of an algorithm in distinguishing abnormalities. We follow the practices presented in [25], in which already-trained neural networks are

\[ \text{The training of the flow models thought all this paper (residual and regular) is conducted using a validation set of 10K samples that are portioned from the training set, and the stopping criterion is the overfit set-point at which the validation likelihood ceases to increase.} \]
used in conjunction with conventional datasets. The experiments use DenseNet with 100 layers [21] and ResNet with 34 layers [18] as target networks, trained on one of the following datasets: CIFAR-10, CIFAR-100 [23] and SVHN [28]. Feature extraction is performed as proposed by Lee et al. [25]. At the outset, we extract the output of specific layers from the target network and average over the spatial domain to produce a set of 1-dimensional feature vectors, whose size matches the number of feature maps in the corresponding layer. The selected layers are the terminal layers of every dense-block (or residual-block) of DenseNet (or ResNet). Next, we train a set of residual flow networks, each observing a different output layer of the target network (e.g. DenseNet) activated by an entire class of examples from its original dataset. A portion of the training set, 10K in total, is set aside as a validation set, to prevent overfit during training. The process repeats for all classes of the dataset and for all end-block layers of the target network, yielding a set of trained residual flows. At the test phase, a score is calculated for every layer of the target network and the final confidence score is obtained using weights produced by training a logistic regression detector (see Algorithm 1).

The weights of the logistic regression decoder and the input pre-processing parameter, $\epsilon$, are the hyperparameters of our model, tuned using a separate validation set of in- (positive class) and out-of-distribution (negative class) pairs, consisting of 1,000 images of each class. Similarly to Lee et al. [25], we also investigate performance when a validation set of OOD samples is not available, and in this case we tune the hyperparameters using validation sets of both in-distribution samples and corresponding adversarial samples generated by FGSM [17] as out-of-distribution samples.

The networks are tested using their original test set, with the introduction of OOD samples from either LSUN [43], CIFAR-10 [23], Tiny-ImageNet [9] or SVHN [28]. The following performance measures are evaluated: true negative rate (TNR) at 95% true positive rate (TPR), area under the receiver operating characteristic curve (AUROC), area under the precision-recall curve (AUPR), and detection accuracy. We compare our method to the state-of-the-art, which employs Mahalanobis score as a confidence score [25]. Note that to accommodate a fair comparison, we adopt the hyperparameter selection procedure presented in [25].

Table 1 aggregates the performance of our method compared to Mahalanobis for the task of OOD detection across all in- and out-of-distribution dataset pairs, when an OOD validation set is available. Table 2 compares the performance when the validation set is produced using FGSM, as described above. We present the detection performance measures of our method with and without input pre-processing (right and middle columns respectively), and compare it to Mahalanobis score method with input pre-processing (left column). Tables 1 and 2 demonstrably show that our method surpasses the current state-of-the-art, significantly outperforming the Mahalanobis approach in some cases – even without input pre-processing. For example, applying our method on ResNet trained on CIFAR-100 samples, when LSUN is used as OOD dataset, improves the AUROC from 66.2% to 82.0% (without input pre-processing) and 87.2% (with input pre-processing). In summary, the results in tables 1 and 2 demonstrate that better modeling of feature activations leads to better novelty detection.

Figure 3 further demonstrates the contribution of our method compared to Mahalanobis [25]. We produce a ROC curve using ResNet trained on CIFAR-100, with LSUN...
dataset used as OOD. Note that the performance in Figure 3 was obtained without any preprocessing of the data. As seen from Figure 3, our method significantly outperforms the Mahalanobis score method.

In this section, we consider a more challenging task of near-distribution novelty detection. We apply our algorithm to differentiate CIFAR-10 from CIFAR-100 and vice versa, with target networks of DenseNet and ResNet. Tables 3 and 4 compare the performance of our algorithm to Mahalanobis [25]. The tables clearly show that when training on CIFAR-10, our algorithm outperforms the Mahalanobis method. When training on CIFAR-100, the results are mixed. We attribute this to the low number of samples from CIFAR-100 (only 400 examples for training each class-dependent residual flow model, while the number of features in ResNet at the last layer is 512). That said, the significantly worse performance (for both our method and Mahalanobis) on this task compared with the results in the tasks of Section 5.2 suggests that there is much more progress to be made in near-distribution OOD research.

6. Conclusions

We proposed an efficient method for detecting out-of-distribution inputs for trained neural networks, without retraining the network or modifying its underlying architecture, nor compromising its classification accuracy on in-distribution data. Key to our approach is a novel deep generative model – the residual flow, which is a principled extension of a Gaussian distribution model using a non-linear normalizing flow. This model, which is of independent interest, is most suitable for modelling distributions that are approximately Gaussian. Our method is general, and in principle can be applied to various data such as speech recognition and natural language processing.

On deep networks trained for image classification, we obtain state-of-the-art novelty detection performance.
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Supplementary Materials

This Supplementary material elaborates on the Residual flow algorithm and provides additional experiments and comparisons.

1. Comparison: Proposed approach vs. LDA (Mahalanobis) and GDA models

In this section we examine the performance of our approach compared with LDA (Mahalanobis) and GDA models. In GDA, feature activations of neural networks are modeled using Gaussian discriminant analysis, i.e. different mean and different covariance matrix for each class. In LDA (Mahalanobis), the feature activations are modeled using linear discriminant analysis, i.e. different mean but with identical covariance matrix for all classes, calculated from the centered data. We compare these models without using input-preprocessing stage. Figure 4 compares OOD detection performance of the three models using DenseNet trained on CIFAR-10 (in-distribution) and tested on various OOD datasets. The Figure shows that our method consistently improves upon the state-of-the-art (LDA model). Note that GDA may produce inferior results in some cases. Figure 5 and 6 show the AUROC comparison on various in- and out-of-distribution datasets of DenseNet and ResNet, respectively. The Figures affirm the observation that modeling feature activations with GDA can deteriorate performance in some cases, especially when the number of per-class training examples is limited - as in the case of CIFAR-100 (Figure 5(c)). Estimating the empirical covariance matrix for each class (GDA) suffers from high variance, exacerbated in scenarios of a small training set. By learning the residual from the LDA model, our method overcomes this limitation, resulting in consistently superior performance over state-of-the-art.
Figure 4. Receiver operating characteristic (ROC) curve comparison of our method, Mahalanobis (LDA) and GDA for the task of OOD detection. The target network is DenseNet with 100 layers trained on CIFAR-10. We compare the three models using the following out-of-distribution datasets: (a) TinyImageNet, (b) SVHN and (c) LSUN. The x-axis and y-axis of the figures represent the false positive rate (FPR) and true positive rate (TPR), respectively.

Figure 5. Area under the receiver operating characteristic (AUROC) (%) curve comparison using DenseNet with 100 layers as a target network. We compare our results with LDA and GDA models across different in- and out-of-distribution datasets. The in-distribution datasets are: (a) CIFAR-10, (b) SVHN and (c) CIFAR-100, and the OOD datasets are presented on the x-axis of the figures.

Figure 6. Area under the receiver operating characteristic (AUROC) (%) curve comparison using ResNet with 34 layers as a target network. We compare our results with LDA and GDA models across different in- and out-of-distribution datasets. The in-distribution datasets are: (a) CIFAR-10, (b) SVHN and (c) CIFAR-100, and the OOD datasets are presented on the x-axis of the figures.