Towards Large-eddy Simulation of Turbulent Flows with Complex Geometric Boundaries Using Immersed Boundary Method
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Approximate immersed boundary conditions for large-eddy simulation (LES) of turbulent flows in combination with immersed boundary method are proposed. The approximate immersed boundary conditions are based on the fluxes and the shear stresses in order to ensure the momentum conservation: the velocity boundary conditions are imposed to the convection terms and the shear stress boundary conditions imposed to the diffusion terms. On a body-fitted grid, they are exactly the same as the non-penetration and wall stress boundary conditions, for the immersed boundary method they are now the generalized off-wall boundary conditions. This strategy is tested in turbulent channel flows with the wall not being aligned with Cartesian grids. The results obtained show the promising of this strategy in simulations of high Reynolds number turbulent flows. The effects of different eddy-viscosity models used in conjunction with approximate immersed boundary conditions need to be further investigated.

Nomenclature

\( \tilde{u}_i \) = filtered velocity
\( t \) = time
\( x_i \) = global coordinate
\( \rho \) = density of the fluid
\( p \) = pressure
\( \nu \) = molecular viscosity
\( \nu_t \) = eddy viscosity
\( f_i \) = body force
\( \bar{u}_i \) = velocity in wall model
\( \eta_i \) = local coordinate
\( F_i \) = right-hand-side term in wall-layer model using boundary-layer equation
\( u_f \) = friction velocity defined as \( \sqrt{\tau_w / \rho} \) where \( \tau_w \) is the shear stress at the wall
\( \delta \) = half width of channel
\( \text{Re}_f \) = Reynolds number defined as \( \text{Re}_f = u_f \delta / \nu \)
\( U_b \) = bulk velocity
\( U_o \) = the velocity at the centerline of the channel
\( \text{Re} \) = Reynolds number defined as \( \text{Re} = (2\delta)U_o / \nu \)
\( \kappa \) = Karman constant

¹ Graduate student, LNM, Institute of Mechanics, No.15 Beisihuanxi Road, Beijing 100190, China
² Professor, LNM, Institute of Mechanics, No.15 Beisihuanxi Road, Beijing 100190, China
³ Associate Professor, LNM, Institute of Mechanics, No.15 Beisihuanxi Road, Beijing 100190, China
I. Introduction

Immersed boundary (IB) method [1] exhibits its advantage in simulating flows with complex geometric boundaries and moving boundaries [2, 3] and it has been successfully applied to laminar flows. In industrial and environmental applications, the Reynolds numbers of flows are usually very high. Large-eddy simulation (LES) can be used to capture the large eddies and the unsteadiness of these flows at high Reynolds numbers. LES has been successfully applied to free shear flows at moderate Reynolds numbers. But it is less successful for wall-bounded flows at high Reynolds number due to the grid resolution requirement in the near-wall region. In order to resolve the wall-layer structures, the number of grid needs to be proportional to $Re^{-2}$ [4] in the near-wall region. Instead of resolving the wall-layer, one alternative is to use the wall-layer model. The approximate boundary conditions for LES are obtained from the wall models, which represents the effects of the wall-layers on the outer flows. Generally, the shear stress boundary conditions are used for the streamwise and spanwise velocity components, and the non-penetration boundary conditions are used for the wall-normal velocity component. There are different ways to calculate the wall shear stress on the wall. Deardorf [5] and Schumann [6] used the equilibrium laws to calculate the shear stress. Balaras and Benocci [7] proposed to use boundary-layer equations to calculate the shear stress. Wang and Moin develop the boundary layer equations to calculate trailing edge noise [8]. The relevant reviews can be found in the papers by Cabot and Moin [9], Piomelli and Balaras [10] and Piomelli [11]. Most of the previous studies focus on wall-layer model for body-fitted grid. There is little work on its combination with IB method. Choi et al. [12] used the power law to reconstruct the tangential velocity near the wall. Log-law was used by Chester et al. [13] to calculate the shear stress. In their work, turbulent flows past fractal trees were simulated. Tessicini et al. [14] used a simplified version of the boundary-layer equations named as the equilibrium stress balance model for LES. Roman et al. [15] proposed to model the wall shear stress by imposing a RANS-like viscosity at the immersed boundary.

In this paper, we propose a new strategy in the IB method for LES with wall models. A LES is used to simulate the outer flows using Cartesian grids with immersed boundary methods while inner flows in near-wall regions are simulated using wall models on either body-fitting or non-body-fitting grids. Coupling the LES with the wall models is made in the overlapping region. In the simplest case, the boundary conditions for the LES are reconstructed by interpolation of the velocity fields from the wall models, while the LES offers the boundary conditions for wall models. The inner domains are usually extended to the log-law regions so that the interpolation can be better carried out on the LES regions.

II. Immersed boundary method for LES with wall-layer models

In the LES of wall-bounded turbulent flows in combination with immersed boundary method, outer flows are simulated using LES on Cartesian grids with immersed boundary methods while inner flows in near-wall regions are simulated using wall models on either body-fitting or non-body-fitting grids. Coupling the LES with the wall models is made in the overlapping region. In the simplest case, the boundary conditions for the LES are reconstructed by interpolation of the velocity fields from the wall models, while the LES offers the boundary conditions for wall models. The inner domains are usually extended to the log-law regions so that the interpolation can be better carried out on the LES regions.

In the LES, the filtered Navier-Stokes equations with a body force are given by

$$
\frac{\partial \tilde{u}_i}{\partial t} + \frac{\partial \tilde{u}_i \tilde{u}_j}{\partial x_j} = -\frac{1}{\rho} \frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ (\nu + \nu_t) \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right) \right] + f_i
$$

$y^+ = \text{distance to the wall normalized defined as } y^+ = y \frac{u_*}{v}$

$A = \text{constant in damping function}$
\[ \frac{\partial \bar{u}_i}{\partial x_i} = 0 \]  
(2)

They are discretized on the Cartesian grids as shown in figure 1. The \( x_1, x_2, x_3 \) represent the streamwise, crosswise and spanwise coordinates in a global coordinate system, respectively. The grid points in the Cartesian coordinate system are classified into three types: the fluid points, the solid points and the forcing points as shown in figure 2. The forcing points represent the boundary for LES by which outer flows are simulated. For wall-resolved simulations, the velocities at the forcing points are obtained by interpolation of the velocities at the surrounding fluid points and the ones at the solid boundaries.

In near-wall region, the turbulent boundary layer equations are used in the following form

\[ \frac{\partial}{\partial \eta_i} \left( \nu + v_i \right) \frac{\partial \bar{u}_i}{\partial \eta_i} = F_i, \quad (i = 1, 3) \]  
(3)

\[ \frac{\partial \bar{u}_i}{\partial \eta_i} = 0 \]  
(4)

where

\[ F_i = \frac{\partial \bar{u}_i}{\partial t} + \frac{\partial \bar{w}_i \bar{u}_i}{\partial \eta_j} + \frac{1}{\rho} \frac{\partial \bar{p}}{\partial \eta_i}. \]  
(5)

The \( \eta_1, \eta_2, \eta_3 \) represent the wall-tangent, wall-normal and spanwise coordinates in a local coordinate system, respectively. The velocities in the wall-tangent \((i=1)\) and the spanwise \((i=3)\) directions are solved from equation (3). The wall-normal velocity \((i=2)\) is determined by the continuity equation (4). The eddy viscosity in equation (3) is determined by the mixing-length eddy viscosity model with near-wall damping

\[ \frac{\nu^t}{\nu} = \kappa \left( \frac{y^+}{\nu^+} \right)^2 \left( 1 - e^{-y^+/A} \right)^2 \]  
(6)

where \( y^+ = y_\tau \nu / \nu \) is the distance to the wall in wall units, \( \kappa \) is the model coefficient, and \( A = 19 \). Since \( F_{i=1,3} \) are treated as source term in the wall model, equations (3)and (4) are only integrated in the wall-normal direction with its refined mesh as shown in figure 1. The pressure gradients are provided by the outer flows, so that no Poisson equation is required to determine the pressure. In this paper, only the equilibrium stress balance model with \( F_i = 0 \) is considered.

The velocities and their gradients at the forcing points can be obtained from either LES or wall models: the velocities at the forcing points are interpolated from the velocities at the surrounding points; the shear stresses at the forcing points are interpolated from the wall stresses at the wall and the shear stresses at the interface of LES and wall model, and then, the
velocity gradients at the forcing points can be obtained from the shear stresses at the same forcing points. In the LES with near wall resolution, the interpolation is a reasonable approximation. However, in the LES without wall resolution, the grid points for interpolation have to be located on the walls and the LES boundaries.

In the present work, the forcing points serve as the boundaries for LES. Since the velocities and their derivatives at the forcing points can be obtained, it is problematic how to choose appropriate boundary conditions for the LES. We propose to use the velocity boundary conditions for the convection term and the velocity gradient boundary conditions for the dissipation term respectively. Conventionally, only one type of boundary conditions, either velocities or velocity gradients, is used for both convection and dissipation terms. However, in the present IB method, we use different boundary conditions for the convection and dissipation terms. The velocity boundary conditions for the convection term ensure the correct representation of fluxes and the velocity gradient boundary conditions ensure the correct representation for shear stresses. If the forcing points are coincident with the solid points, the proposed boundary conditions are the same as the non-penetration and wall stress conditions. The latter has been successfully used to the wall modeling on body-fitting grids.

### III. Numerical results

The performance of the present implementation of wall model in IB method is examined by fully developed turbulent channel flows at $Re_\tau$ = 1000, 2000 and 4000 on a coarse grid. The channel size is $2\pi\delta \times 2\delta \times \pi\delta$ in the streamwise ($i=1$), wall-normal ($i=2$) and spanwise directions ($i=3$), where $\delta$ is the channel half-width. The number of the computational cell in the channel flow region, which are used for simulations with $Re_\tau$ = 2000 and 4000. In grid 1, the distance of the first off-wall grid point from the lower wall is $8 \times 10^{-4}$ for the velocity components parallel to the wall. In grid 2, the distance from the wall to the first off-wall point is $1.2 \times 10^{-4}$. In grid 3, the total cell number in the wall-normal direction is 45 with approximate 35 cells in the channel flow region. The distance from the wall to the first off-wall point is $3.92 \times 10^{-4}$ for grid 3. The boundary conditions used in wall model are applied directly at the top wall. At the bottom wall, the procedure proposed in this work is used to apply the boundary conditions. The dynamic Smagorinsky model is used in the large-eddy simulation. The model constant $K$ in mixing-length eddy viscosity model is chosen as 0.41.

### Table 1 Errors of wall shear stress and centerline velocity for channel flow

| $Re_\tau$          | Error $\tau$ | $U_\tau / U_\delta$ | Error $U_\tau / U_\delta$ |
|--------------------|--------------|---------------------|---------------------------|
| 1000 on grid 3     | 975.23 (1015.63) | 3.98%               | 1.12 (1.16)               | 3.45%                     |
| 2000 on grid 2     | 1960.20 (2032.14) | 3.54%               | 1.10 (1.13)               | 2.65%                     |
| 4000 on grid 1     | 4303.75 (4196.60) | 2.55%               | 1.07 (1.10)               | 2.73%                     |
| 4000 on grid 2     | 4023.47 (4065.34) | 1.03%               | 1.08 (1.10)               | 1.82%                     |
| 4000(VEL BC) on grid 1 | 5059.11 (4064.17) | 24.48%              | 1.09 (1.10)               | 0.91%                     |
| 4000(VEL BC) on grid 2 | 3850.52 (4064.07) | 5.25%               | 1.08 (1.10)               | 0.91%                     |

The numerical results are summarized as follows. Firstly, the results from simulations at $Re_\tau$ = 1000, 2000 and 4000 on the grid of $y^+(1) = 48$ are presented. Secondly, the effect of the distance of the first off-wall grid point to the wall is examined by simulating channel flows at $Re_\tau = 4000$ on the grid of $y^+(1) = 3.2$. Lastly, the present procedure is compared with another method of using wall-modeling in conjunction with the IB method to simulate the channel flow at $Re_\tau = 4000$ on the grid 1 and grid 2. In that method, boundary condition for the wall-parallel velocities (other than the stresses) from the solution of wall-model is used. The wall-normal velocity is also interpolated from the outer flow the value at the wall as in the present procedure. This procedure is named as “VEL BC”.

Table 1 gives the errors in Reynolds number based on the computed friction velocity and centerline velocity relative to the approximate formulae as follows

$$Re_\tau = 0.09Re^{0.88}$$

(7)
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where \( Re \) is based on the bulk velocity and the whole channel width, \( U_0 \) is the centerline velocity. By using the bulk velocity from the simulation, the Reynolds number based on friction velocity and the ratio of centerline velocity to the bulk velocity can be computed from formulae (7) and (8). It can be seen that all the errors are within 5% except for the wall shear stress predicted by using the boundary conditions of ‘VEL_BC’.

Fig. 3 gives the results from turbulent channel flows at \( Re = 1000, 2000 \) and \( 4000 \) at grid 2 with \( y^+ (1) = 48 \). Left plot: mean velocity profiles; the mean velocity profiles are skipped by five units for clarity in visualization. Right plot: root-mean-square (RMS) velocity fluctuations. The References are in solid line. For Reynolds number at 1000 and 2000, the reference data is from the DNS results of Hoyas and Jiménez [17]. The reference data for Reynolds number at 4000 is from the LES data of [18].
Fig. 4 compares the results of turbulent channel flows at $Re_\tau = 4000$ with different grid near the lower wall. From the left plot, it can be seen that the mean velocity profiles agree well with the log-low, independent of the distance of the first off-wall grid from the wall. The right plot shows the RMS velocity fluctuations. For the RMS velocity fluctuations, results for the wall-normal and spanwise components on the two grids with $y' (1) = 3.2$ and $y' (1) = 48$ are very close to each other. For the streamwise components, the two results look very similar with small discrepancies.

Fig. 5 shows the turbulence statistics from the simulations using the “VEL_BC” method. The left plot shows the mean velocity profile. For the results from the grid 2 with $y' (1) = 3.2$, both the mean velocity profile and the RMS velocity fluctuations show large discrepancies from the reference data [18] since the friction velocity is too highly over-predicted. For the results from the grid 1 with $y' (1) = 48$, the mean velocity profiles show good agreement with the log law. The wall-normal and spanwise RMS velocity fluctuations components show good agreement with the reference in the outer flows. The streamwise component is over-predicted, especially near the wall. In general, the results in Fig. 5 show that the performance of the “VEL_BC” method depends on the distance of the first off-wall grid sensitively. The results are acceptable when the first off-wall points are in the logarithmic layer. The results are very poor when the first off-wall points are beneath the logarithmic layer.

IV. Summary

Approximate immersed boundary conditions in the framework of immersed boundary method are proposed for Large Eddy Simulation (LES) of high Reynolds number turbulent flows. In an ‘inner layer’ adjacent to the boundary, the Boundary Layer Equation (BLE) is solved on a body-fitting grid. The solution of the BLE serves as the wall model for the outer layer, where LES is performed in conjunction with the immersed boundary method.

In the immersed boundary method, a linear reconstruction near the wall is sufficient to impose the correct boundary condition when the grid resolution is high enough to resolve the wall-layer. However, this is not true for the case in which the grid is substantially coarse such that the first off-wall point is typically located in logarithmic region. In this work, we proposed to enforce the non-penetration condition of velocity in LES by using the conventional method of linear extrapolations. This provides the boundary condition only for the convection term, while for the diffusion term, a boundary condition of shear stress is provided by the BLE.
The ability of the present method is primarily tested by simulating the fully developed turbulent channel flows. The results obtained show its promise in simulating turbulent flows of high Reynolds numbers. Our test on the flows over periodic hills finds the discrepancies in the predictions of flows with separation. Those are probably due to the oversimplifications in the BLE used in the present work. More sophisticated wall-layer models, presumably, could be the remedy. Other issues which are also crucial to the present approach but are not discussed are the overlapping width between the two layers and the eddy viscosity model used. More works are required to investigate their influence on the prediction.
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