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Abstract

A key problem in a variety of applications is that of domain adaptation from a public source domain, for which a relatively large amount of labeled data with no privacy constraints is at one’s disposal, to a private target domain, for which a private sample is available with very few or no labeled data. In regression problems with no privacy constraints on the source or target data, a discrepancy minimization algorithm based on several theoretical guarantees was shown to outperform a number of other adaptation algorithm baselines. Building on that approach, we design differentially private discrepancy-based algorithms for adaptation from a source domain with public labeled data to a target domain with unlabeled private data. The design and analysis of our private algorithms critically hinge upon several key properties we prove for a smooth approximation of the weighted discrepancy, such as its smoothness with respect to the $\ell_1$-norm and the sensitivity of its gradient. Our solutions are based on private variants of Frank-Wolfe and Mirror-Descent algorithms. We show that our adaptation algorithms benefit from strong generalization and privacy guarantees and report the results of experiments demonstrating their effectiveness.

1 Introduction

In a variety of applications in practice, the amount of labeled data available from the domain of interest is too modest to train an accurate model. Instead, the learner must resort to using labeled samples from an alternative source domain, whose distribution is expected to be close to that of the target domain. Additionally, typically a large amount of unlabeled data from the target domain is also at one’s disposal.

The problem of generalizing from that distinct source domain to a target domain for which few or no labeled data is available is a fundamental challenge in learning theory and algorithmic design known as the domain adaptation problem. We study a privacy-constrained and thus even more demanding scenario of domain adaptation, motivated by the critical data restrictions in modern applications: in practice, often the labeled data available from the source domain is public with no privacy constraints, but the unlabeled data from the target domain is subject to privacy constraints.

Differential privacy has become the gold standard of privacy-preserving data analysis as it offers formal and quantitative privacy guarantees and enjoys many attractive properties from an algorithmic design perspective [DR14]. Despite the remarkable progress in the field of differentially private machine learning, the problem of differentially private domain adaptation is still not well-understood. In this work, we present several new differentially private adaptation algorithms for the scenario described above that we show benefit from strong generalization guarantees. We also report the results of experiments demonstrating their effectiveness. Note that there has been a sequence of publications that provide formal differentially private learning guarantees assuming access to public data [CH11, BNS13, BTT18, ABM19, NB20, BCM+20]. However, their results are not applicable to the adaptation problem we study, since they assume that the source and target domains coincide.

The design of our algorithms and their guarantees benefit from the theoretical analysis of domain adaptation by a series of prior publications, starting with the introduction of a $d_A$-distance between distributions by [KBG04] and [BCCP06]. These authors used this notion to derive learning bounds
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We further compare the benefits of these algorithms as a function of the sample sizes. We variants of Frank-Wolfe and Mirror-Descent algorithms, and they are computationally efficient. We Q domain as the one corresponding to a distribution (h any x,y is included in a bounded interval of diameter R subset of X Y). Let X 2 Preliminaries results. generalization guarantees in the context of adaptation. Finally, in Section 7, we report our experimental and convergence guarantees of our algorithm in a general problem setting, and then derive its over (a Cartesian product of) domains with different geometries. We formally prove the privacy discrepancy. Since attaining the minimum in this case is generally intractable due to non-convexity of a differentially private update of the weights and a non-private update of the predictor. In Our algorithm is comprised of a sequence of Frank-Wolfe updates, where each update consists of the objective, instead, our algorithm finds an approximate stationary point of this objective. discrepancy analysis of adaptation motivating that approach.

The design and analysis of our private algorithms crucially hinge upon several key properties we prove for a smooth approximation of the weighted discrepancy, such as its smoothness with respect to the l1-norm and the sensitivity of its gradient (Section 4). In Section 5, we present new two-stage adaptation algorithms that can be viewed as private counterparts of the discrepancy minimization algorithm of [CM14]. As with that algorithm, the first stage consists of finding a reweighting of the source sample that minimizes the discrepancy, the second stage of minimizing a regularized weighted empirical loss based on the reweighting found in the first stage. Since the second stage does not involve private data, only the first stage requires a private solution. Our solutions are based on private variants of Frank-Wolfe and Mirror-Descent algorithms, and they are computationally efficient. We describe these solutions in detail and prove privacy and generalization guarantees for both algorithms. We further compare the benefits of these algorithms as a function of the sample sizes.

In Section 6, we present a new, computationally efficient, single-stage differentially private adaptation algorithm seeking to directly minimize the sum of the weighted empirical loss and the discrepancy. Since attaining the minimum in this case is generally intractable due to non-convexity of the objective, instead, our algorithm finds an approximate stationary point of this objective. Our algorithm is comprised of a sequence of Frank-Wolfe updates, where each update consists of a differentially private update of the weights and a non-private update of the predictor. In fact, our algorithm can be used in much more general settings of private non-convex optimization over (a Cartesian product of) domains with different geometries. We formally prove the privacy and convergence guarantees of our algorithm in a general problem setting, and then derive its generalization guarantees in the context of adaptation. Finally, in Section 7, we report our experimental results.

We start with the introduction of preliminary concepts and definitions relevant to our analysis.

2 Preliminaries

Let X \in \mathbb{R}^d denote the input space and Y the output space, which we assume to be a measurable subset of \mathbb{R}. We assume that X is included in the \ell_2 ball of radius r, B_r(0). We will also assume that Y is included in a bounded interval of diameter Y > 0. Let H be a family of hypotheses mapping from X to Y. We focus on the family of linear hypotheses H = \{ h : x \mapsto w \cdot x : \|w\| \leq \Lambda \}. We will be mainly interested in the regression setting, though some of our results can be extended to other contexts. For any h \in H, we denote by \ell(h(x), y) = (h(x) - y)^2 the familiar squared loss of h for the labeled point (x, y) \in X \times Y. We denote by M > 0 an upper bound on the loss: \ell(h(x), y) \leq M, for all (x, y).

Learning scenario: We identify a domain with a distribution over X \times Y and refer to the source domain as the one corresponding to a distribution \Omega and the target domain, the one corresponding to
We will be using the two-sided versions of these expressions. For example, we will use $Differential Privacy \ [DMNS06, DKKM^\prime06]$.

In this section, we briefly present some background material on discrepancy-based generalization bounds.

### Background on discrepancy-based generalization bounds

**Discrepancy notions:** Clearly, the success of adaptation depends on the closeness of the distributions $\mathcal{P}$ and $\mathcal{Q}$, which can be measured according to various divergences. The notion of discrepancy has been shown to be an appropriate measure of divergence between distributions in the context of domain adaptation. We will distinguish the so-called $\delta$-discrepancy $\text{dis}_\delta (\mathcal{P}, \mathcal{Q})$, which can only be estimated when sufficient labeled data is available from both distributions, and the standard discrepancy $\text{dis}(\mathcal{P}, \mathcal{Q})$, which can be estimated from finite unlabeled samples from both distributions:

$$
\text{Dis}_\delta (\mathcal{P}, \mathcal{Q}) = \max_{h \in \mathcal{H}} \{ \mathcal{L}(\mathcal{P}, h) - \mathcal{L}(\mathcal{Q}, h) \}
$$

$$
\text{Dis}(\mathcal{P}, \mathcal{Q}) = \max_{h, h' \in \mathcal{H}} \left[ \mathbb{E}_{x \sim \mathcal{P}_X} [\ell(h(x), h'(x))] - \mathbb{E}_{x \sim \mathcal{Q}_X} [\ell(h(x), h'(x))] \right].
$$

We will be using the two-sided versions of these expressions. For example, we will use

$$
\text{dis}(\mathcal{P}, \mathcal{Q}) \pm \max \{ \text{Dis}(\mathcal{P}, \mathcal{Q}), \text{Dis}(\mathcal{Q}, \mathcal{P}) \}
$$

though part of our analysis holds with one-sided definitions too.

**Matrix definitions:** We will adopt the following matrix definitions and notation. We denote by $\mathcal{M}_d$ the set of real-valued $d \times d$ matrices and by $\mathcal{S}_d$ the subset of $\mathcal{M}_d$ formed by symmetric matrices. We will denote by $\langle \cdot, \cdot \rangle$ the Frobenius product defined for all $M, M' \in \mathcal{M}_d$ by $\langle M, M' \rangle = \sum_{i,j=1}^{d} M_{ij} M'_{ij} = \text{Tr}(M^T M')$. For any matrix $M \in \mathcal{S}_d$, we denote by $\lambda_i(M)$ the $i$th eigenvalue of $M$ in decreasing order and will also denote by $\lambda_{\max}(M) = \lambda_1(M)$ its largest eigenvalue, and by $\lambda_{\min}(M) = \lambda_d(M)$ its smallest eigenvalue. We also denote by $\lambda(M)$ the vector of eigenvalues of $M$. For any $p \in [1, +\infty]$, we will denote by $\|M\|_{(p)}$ the $p$-Schatten norm of $M$ defined by $\|M\|_{(p)} = \|\lambda(M)\|_p = \left[ \sum_{i=1}^{d} \lambda_i(M)^p \right]^{\frac{1}{p}}$. Note that $p = +\infty$ corresponds to the spectral norm: $\|M\|_{(\infty)} = \|\lambda(M)\|_{\infty}$, which we also denote by $\|M\|_2$.

**Smoothness:** We will say that a continuously differentiable function $f$ defined over a vector space $\mathcal{E}$ is $\gamma$-smooth for norm $\|\cdot\|$ if $\forall x, x' \in \mathcal{E}, \| \nabla f(x) - \nabla f(x') \| \leq \gamma \| x - x' \|$, where $\| \cdot \|$ is the dual norm associated to $\| \cdot \|$. When $f$ is twice differentiable, it is known that the condition on the Hessian $\forall x, z \in \mathcal{E}, |z^T \nabla^2 f(x) z| \leq \gamma \| z \|^2$, implies that $f$ is $\| \cdot \| - \gamma$-smooth [Sid19][Chapter 5; lemma 8].

**Differential Privacy [DMNS06, DKKM^\prime06]:** Let $\varepsilon, \delta > 0$. A (randomized) algorithm $A: \mathcal{Z}^n \rightarrow \mathcal{R}$ is $(\varepsilon, \delta)$-differentially private if for all pairs of datasets $T, T' \in \mathcal{Z}$ that differ in exactly one entry, and every measurable $\mathcal{O} \subseteq \mathcal{R}$, we have: $\mathbb{P}(A(T) \in \mathcal{O}) \leq e^{\varepsilon} \mathbb{P}(A(T') \in \mathcal{O}) + \delta$. We consider differentially private algorithms that have access to an auxiliary public dataset $S$ in addition to their input private dataset $T$. In such case, we view the public set $S$ as being “hardwired” to the algorithm, and the constraint of differential privacy is imposed only w.r.t. the private dataset.

## 3 Background on discrepancy-based generalization bounds

In this section, we briefly present some background material on discrepancy-based generalization guarantees. A more detailed discussion is presented in Appendix A. Let the output label-discrepancy...
\( \eta_{SC}(S, \overline{T}) \) be defined as follows:

\[
\eta_{SC}(S, \overline{T}) = \min_{h_0 \in \mathcal{H}} \left\{ \sup_{(x,y) \in S} |y - h_0(x)| + \sup_{(x,y) \in \overline{T}} |y - h_0(x)| \right\},
\]

where \( \overline{T} \) is the labeled version of \( T \) (i.e., \( \overline{T} \) is \( T \) associated with its (hidden) labels). Note that \( \text{dis}(\mathcal{P}_X, q) \) measures the difference of the distributions on the input domain. In contrast, \( \eta_{SC}(S, \overline{T}) \) accounts for the difference of the output labels in \( S \) and \( T \). Note that under the covariate-shift and separability assumption, we have \( \eta_{SC}(S, \overline{T}) = 0 \). In general, adaptation is not possible when \( \eta_{SC}(S, \overline{T}) \) is large since the labels received on the training sample would then be very different from the target ones. Thus, we will assume, as in previous work, that we have \( \eta_{SC}(S, \overline{T}) \ll 1 \). Then, the following learning bound, expressed in terms of the empirical unlabeled discrepancy \( \text{dis}(\overline{\mathcal{P}}_X, q) \), \( \eta_{SC}(S, \overline{T}) \), and the Rademacher complexity of \( \mathcal{H} \), holds with probability at least \( 1 - \beta \) for all \( h \in \mathcal{H} \) and all distributions \( q \) over \( S \) [CM14, CMMM19]:

\[
\mathcal{L}(\mathcal{P}, h) \leq \sum_{i=1}^{m} q_i \ell(h(x_i), y_i) + \text{dis}(\overline{\mathcal{P}}_X, q) + \eta_{SC}(S, \overline{T}) + 2M \mathcal{R}_n(\mathcal{H}) + M \sqrt{\frac{\log \frac{\gamma}{\beta}}{2n}}. \tag{1}
\]

The following more explicit upper bound on the Rademacher complexity holds when \( \mathcal{H} \) is the class of linear predictors and the support of \( \mathcal{P}_X \) is included in the \( \ell_2 \)-ball of radius \( r : \mathcal{R}_n(\mathcal{H}) \leq \sqrt{\frac{2X^2}{n}} \) [MRT18]. [CM14] proposed an adaptation algorithm motivated by these learning bounds and other pointwise guarantees expressed in terms of discrepancy. Their algorithm can be viewed as a two-stage method seeking to minimize the first two terms of this learning bound. It consists of first finding a minimizer \( q \) of the weighted discrepancy (second term) and then minimizing (a regularized) \( q \)-weighted empirical loss (first term) w.r.t. \( h \) for that value of \( q \).

We will design private adaptation algorithms for a similar two-stage approach, as well as a single-stage approach seeking to choose \( h \) and \( q \) to directly minimize the first two terms of the bound. The privacy and accuracy guarantees of our algorithms crucially rely on a careful analysis of the smooth approximation of the discrepancy term, which we present in the following section.

## 4 Discrepancy analysis and smooth approximation

### 4.1 Analysis

For the squared loss and \( \mathcal{H} = \{ x \mapsto w \cdot x : \| w \| \leq \Lambda \} \), the weighted discrepancy term of the learning bound (1) can be expressed in terms of the spectral norm of a matrix that is an affine function of \( q \).

**Lemma 1** ([MMR09]). For any distribution \( q \) over \( S_X \), the following inequality holds:

\[
\text{dis}(\overline{\mathcal{P}}, q) = 4\Lambda^2 \| M(q) \|_2 = 4\Lambda^2 \max \{ \lambda_{\max}(M(q)), \lambda_{\min}(M(q)) \},
\]

where \( M(q) = M_0 - \sum_{i=1}^{m} q_i M_i \), and where \( M_0 = \sum_{x \in X} \overline{\mathcal{P}}_X(x) xx^T \), and \( M_i = x_i x_i^T \), \( i \in [m] \).

For completeness, the short proof is given in Appendix B. In view of that, the learning bound (1) suggests seeking \( h \in \mathcal{H} \) and \( q \in \Delta_m \) to minimize the first two terms:

\[
\min_{h \in \mathcal{H}} \min_{q \in \Delta_m} \sum_{i=1}^{m} q_i \ell(h(x_i), y_i) + 4\Lambda^2 \| M(q) \|_2. \tag{2}
\]

Note that the second term of the bound is sub-differentiable but it is not differentiable both because of the underlying maximum operator and because the maximum eigenvalue is not differentiable at points where its multiplicity is more than one. Furthermore, the first term of the objective function is convex with respect to \( h \) and convex with respect to \( q \), but it is not jointly convex.

The private algorithms we design require both the smoothness of objective, which would not hold given the first issue mentioned, and the sensitivity of the gradients. Thus, instead, we will use a uniform \( \alpha \)-smooth approximation of the second term, for which we analyze in detail the smoothness and gradient sensitivity.
4.2 Softmax smooth approximation

A natural approximation of $\lambda_{\text{max}}(q)$ is based on the softmax approximation:

$$F(q) = \frac{1}{\mu} \log \left[ \sum_{i=1}^{d} e^{\mu \lambda_i(M(q))} \right].$$

Note that while $F$ is a function of the eigenvalues, which are not differentiable everywhere, it is in fact infinitely differentiable since it can be expressed in terms of the trace of the exponential matrix or the trace of powers of $M(q)$: $F(q) = \frac{1}{\mu} \log \left[ \text{Tr} \left[ \exp(\mu M(q)) \right] \right]$. The matrix exponential can be computed in $O(d^3)$, using an SVD of matrix $M(q)$. The following inequalities follow directly the properties of the softmax:

$$\lambda_{\text{max}}(M(q)) \leq F(q) \leq \lambda_{\text{max}}(M(q)) + \frac{\log(\text{rank}(M(q)))}{\mu}. \quad (3)$$

Note that we have $\text{rank}(M(q)) \leq \min(m+n,d)$. Thus, for $\mu = \frac{\log(m+n)}{\alpha}$, $F(q)$ gives a uniform $\alpha$-approximation of $\lambda_{\text{max}}(M(q))$. Note that the components of the gradient of $F$ are given by

$$\nabla F(q)_j = -\frac{\langle \exp(\mu M(q)), M_j \rangle}{\text{Tr}(\exp(\mu M(q)))}, \quad j \in [m]$$

where $\langle \cdot, \cdot \rangle$ denotes the Frobenius inner product. Both the smoothness and sensitivity of $\nabla F$ will be needed for the derivation of our algorithm. We now analyze these properties of function $F$, using function $f$ which is defined for any symmetric matrix $M \in \mathbb{S}_d$ as follows:

$$f(M) = \frac{1}{\mu} \log \left[ \sum_{k=0}^{\infty} \frac{\mu^k}{k!} \langle M^k, I \rangle \right].$$

The following result provides the desired smoothness result needed for $F$, which we prove by using the $\mu$-smoothness of $f$.

**Theorem 1.** The softmax approximation $F$ is $\mu\left(\max_{i \in [m]} \|x_i\|^2_2\right)$-smooth for $\|\cdot\|_1$.

The proof is given in Appendix C.1. Next, we analyze the sensitivity of $\nabla F$, that is the maximum variation in the $\ell_\infty$-norm of $\nabla F(q)$ when a single point $x$ in the sample of size $n$ drawn from $\hat{P}_x$ is changed to another one $x'$.

**Theorem 2.** The gradient of the softmax approximation $F$ is $\frac{2\mu a^2}{n} \max_{i \in [m]} \|x_i\|^2_2$-sensitive.

The proof is given in Appendix C.1.

Note that the softmax function $f$ is known to be convex [BV14]. Since $M(q)$ is an affine function of $q$ and that composition with affine functions preserves convexity, this shows that $F$ is also a convex function. The following further shows that $F$ is $\max_{i \in [m]} \|x_i\|^2_2$-Lipschitz.

**Theorem 3.** For any $q \in \Delta_m$, the gradient of $F$ is bounded as follows: $\|\nabla F(q)\|_\infty \leq \max_{i \in [m]} \|x_i\|^2_2$.

The proof is given in Appendix C.1. In view of the expression of the weighted discrepancy $\text{dis}(\bar{P}, q) = \max\{\lambda_{\text{max}}(M(q)), \lambda_{\text{max}}(-M(q))\}$, the smooth approximation $F(q)$ of the maximum eigenvalue of $M(q)$ leads immediately to a smooth approximation $\bar{F}(q) = f(M(q))$ of $\text{dis}(\bar{P}, q)$, with

$$\bar{M}(q) = \begin{bmatrix} M(q) & 0 \\ 0 & -M(q) \end{bmatrix}.$$

Thus, $\bar{F}$ inherits the key properties of $F$ gathered in the following corollary.

**Corollary 1.** The following properties holds for $\bar{F}$:

1. $\bar{F}$ is convex and is a uniform $\mu\left(\max_{i \in [m]} \|x_i\|^2_2\right)$-approximation of $q \mapsto \text{dis}(\bar{P}, q)$.
2. $\bar{F}$ is $\mu\left(\max_{i \in [m]} \|x_i\|^2_2\right)$-smooth for $\|\cdot\|_1$. 
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3. \( \| \nabla \tilde{F} \|_\infty \) is \( \frac{2m^2}{n} \max_{i\in[m]} \| x_i \|_2^2 \)-sensitive.

4. for any \( q \in \Delta_m \), \( \| \nabla \tilde{F}(q) \|_\infty \leq \max_{i\in[m]} \| x_i \|_2^2 \).

The proof is given in Appendix C.2. In Appendix C.3, we also present and analyze a \( p \)-norm smooth approximation of the discrepancy. This approximation can be used to design private adaptation algorithms with a relative deviation guarantee that can be more favorable in some contexts.

## 5 Two-stage private adaptation algorithms

Here, we discuss private solutions for a two-stage approach that consists of first finding \( q \) that minimizes the empirical discrepancy and next fixing \( q \) to that value and minimizing the empirical \( q \)-weighted loss over \( h \in \mathcal{H} \). In the absence of privacy constraints, this coincides with the two-stage algorithm of \([CM14]\). The first stage consists of seeking \( q \in \Delta_m \) to minimize an \( \ell_2 \)-regularized version of the discrepancy, the second stage simply consists of fixing the solution \( q \) obtained in the first stage and seeking \( h \in \mathcal{H} \) minimizing the \( q \)-weighted empirical loss:

\[
\min_{q \in \Delta_m} \| M(q) \|_2 + \frac{\lambda}{2} \| q \|_2^2 \quad \text{and} \quad \min_{w \in \mathbb{R}^d} \sum_{i=1}^m q_i \ell((w, x_i), y_i),
\]

where \( \mathbb{B}_d^2(\Lambda) \) is the Euclidean ball in \( \mathbb{R} \) of radius \( \Lambda \). Equivalently, we can define an \( \ell_2 \)-regularized version of the weighted empirical loss and minimize it over \( \mathbb{R}^d \); namely, solve

\[
\min_{w \in \mathbb{R}^d} \sum_{i=1}^m q_i \ell((w, x_i), y_i) + \overline{\lambda} \| w \|_2^2,
\]

where \( \overline{\lambda} > 0 \) is a hyperparameter. Regularization in the first stage is done to ensure that the resulting weights \( q \) are not too sparse since sparse solutions can lead to poor output model in the second stage of the adaptation algorithm.

In the second stage, no private data is involved. Thus, in this section, we give two private algorithms for the first stage of discrepancy minimization. Our private algorithms aim at minimizing an \( \ell_2 \)-regularized version of the smooth approximation, \( \tilde{F} \), of the discrepancy discussed in Section 4.2. To emphasize its dependence on the private unlabeled dataset \( T \), we will use the notation \( \tilde{F}_T \). Namely, our algorithms aim at privately minimizing an \( \ell_2 \)-regularized version of \( \tilde{F}_T \):

\[
\tilde{F}_T^\lambda \doteq \tilde{F}_T(q) + \frac{\lambda}{2} \| q \|_2^2.
\]

As mentioned earlier, the regularization term is used to avoid sparse solutions \( q \) that may impact the accuracy of the output model in the second stage of the adaptation algorithm. Our algorithms are based on private variants of the Frank-Wolfe algorithm and the Mirror Descent algorithm. The general structure of these algorithms follow known private constructions devised in the context of differentially private empirical risk minimization \([TGTZ15, BGN21, AFKT21]\). However, we note that the guarantees of both algorithms crucially rely on the smoothness and sensitivity properties of the approximation proved in the previous section. Solving the optimization with respect to the smooth approximation of the discrepancy enables us to bound the sensitivity of the gradients (see Theorem 2), which helps us devise private solutions for this problem.

We defer the description of these algorithms to Appendix D. We state below their formal guarantees.

**Theorem 4.** The Noisy Frank-Wolfe algorithm (Algorithm 2 in Appendix D.1) is \((\varepsilon, \delta)\)-differentially private. Let \( q^* \in \text{argmin}_{q \in \Delta_m} \text{dis}(\tilde{P}, q) \). There exists a choice of the parameters of Algorithm 2 such that with high probability over the algorithm’s internal randomness, the output \( \bar{q} \) satisfies

\[
\text{dis}(\tilde{P}, \bar{q}) \leq \text{dis}(\tilde{P}, q^*) + \frac{\lambda}{2} \| q^* \|_2^2 + O\left(\frac{1}{(\varepsilon n)^{1/3}}\right).
\]
The smoothness we created in $\tilde{F}_T$ also enables us to use a private variant of the Frank-Wolfe algorithm, whose optimization error scales only logarithmically with $m$.

**Theorem 5.** The Noisy Mirror Descent algorithm (Algorithm 3 in Appendix D.2) is $(\epsilon, \delta)$-differentially private. Let $q^* \in \text{argmin}_{q \in \Delta_m} \text{dis}(\tilde{P}, q)$. There exists a choice of the parameters of Algorithm 3 such that with high probability over the algorithm’s randomness, the output $\tilde{q}$ satisfies

$$\text{dis}(\tilde{P}, \tilde{q}) \leq \text{dis}(\tilde{P}, q^*) + \frac{\lambda}{2} \|q^*\|_2^2 + O\left(\frac{m^{1/4}}{\sqrt{\epsilon \delta}}\right).$$

Note that compared to the guarantees of the private Frank-Wolfe algorithm in Theorem 4, the optimization error of the Noisy Mirror Descent algorithm (Theorem 5) exhibits a better dependence on $n$ at the expense of worse dependence on $m$. In Appendix D, we give full proofs of these theorems.

Note that by standard stability arguments, the minimum weighted empirical loss of the second stage when training with $q^*$ is close to the minimum weighted empirical loss when training with $\tilde{q}$ when the discrepancy between $\tilde{q}$ and $q^*$ is small [MMR09]. Theorems 4 and 5 precisely supply guarantees for that closeness in discrepancy via the inequality $\text{dis}(\tilde{q}, q^*) \leq \text{dis}(\tilde{P}, \tilde{q}) - \text{dis}(\tilde{P}, q^*)$, thereby guaranteeing the closeness of the loss of our private predictor (output of the second stage) to the minimum $q^*$-weighted empirical loss. This together with the learning bound (1) immediately provide a bound on the expected loss of our private predictor.

### 6 Single-stage private adaptation algorithm

In this section, we give a novel private algorithm for that outputs an approximate stationary point of the smooth approximation of the learning bound: $L_T(q, w) = \sum_{i=1}^m q_i ((w, x_i) - y_i)^2 + 4\lambda^2 \tilde{F}_T(q)$. Here, $\tilde{F}_T(q), q \in \Delta_m$, is the smooth approximation of the discrepancy discussed in Section 4.2 (where the subscript $T$ in $L_T$ and $\tilde{F}_T$ is used to emphasize the dependence on the private dataset $T$).

As discussed earlier, the function $L_T$ is generally non-convex in $q, w$. Since attaining a global minimizer of $L_T$ is generally intractable, a reasonable alternative is to find (an approximate) stationary point of $L_T$. Note that $L_T(q, w)$ is smooth in $q$ w.r.t. $\|\cdot\|_1$ (as discussed in Section 4.2) and smooth in $w$ w.r.t. $\|\cdot\|_2$ (due to the nature of the squared loss). These smoothness properties allow us to design our private solution. Given the approximation guarantee (3), the data-dependent terms in the learning bound (1) can thus be approximated by $L_T(q, w)$. Hence, our strategy here is to find an approximate stationary point $(\tilde{q}, \tilde{w})$ of $L_T$ via our private algorithm, and then derive a learning bound in terms of $L_T(\tilde{q}, \tilde{w})$. The formal definition of an approximate stationary point is given next.

**Definition 1** (α-approximate stationary point). Let $f : C \to \mathbb{R}$ be a differentiable function over a convex and compact subset $C$ of a normed vector space. Let $\alpha \geq 0$. We say that $u \in C$ is an $\alpha$-approximate stationary point of $f$ if the stationarity gap of $f$ at $u$, defined as $\text{Gap}_f(u) = \max_{c \in C} (-\nabla f(u) \cdot v - u)$ is at most $\alpha$.

First, we will give a generic differentially-private algorithm for approximating a stationary point of smooth non-convex objectives $f_T : \mathcal{Q} \times \mathcal{W} \to \mathbb{R}$ (defined by a private dataset $T$) that satisfy certain smoothness and Lipschitzness conditions. We give formal definitions of these conditions below.

**Definition 2** ($((\gamma_q, \|\cdot\|_{p_1}), (\gamma_w, \|\cdot\|_{p_2}))$-Lipschitz function). Consider a function $f : \mathcal{Q} \times \mathcal{W} \to \mathbb{R}$, where $\mathcal{Q}$ is a convex set whose $\|\cdot\|_{p_1}$-diameter is bounded by $D_q$ (we refer to $\mathcal{Q}$ as a $(D_q, \|\cdot\|_{p_1})$-bounded set), and $\mathcal{W}$ is a convex $(D_w, \|\cdot\|_{p_2})$-bounded set. Let $\gamma_q, \gamma_w \geq 0$. We say that $f$ is $((\gamma_q, \|\cdot\|_{p_1}), (\gamma_w, \|\cdot\|_{p_2}))$-Lipschitz if for any $w \in \mathcal{W}$, $f(\cdot, w)$ is $\gamma_q$-Lipschitz w.r.t. $\|\cdot\|_{p_1}$ over $\mathcal{Q}$, and for every $q \in \mathcal{Q}$, $f(q, \cdot)$ is $\gamma_w$-Lipschitz w.r.t. $\|\cdot\|_{p_2}$ over $\mathcal{W}$.

**Definition 3** ($((\mu_q, \|\cdot\|_{p_1}), (\mu_w, \|\cdot\|_{p_2}))$-smooth function). This notion is defined analogously. We say that $f$ is $((\mu_q, \|\cdot\|_{p_1}), (\mu_w, \|\cdot\|_{p_2}))$-smooth if for any $w \in \mathcal{W}$, $f(\cdot, w)$ is $\mu_q$-smooth w.r.t. $\|\cdot\|_{p_1}$ over $\mathcal{Q}$, and for every $q \in \mathcal{Q}$, $f(q, \cdot)$ is $\mu_w$-smooth w.r.t. $\|\cdot\|_{p_2}$ over $\mathcal{W}$.

Our private algorithm (Algorithm 1 below) takes as input an objective $f_T : \mathcal{Q} \times \mathcal{W} \to \mathbb{R}$, where $\mathcal{Q}$ is a convex polyhedral set with bounded $\|\cdot\|_{1}$-diameter and $\mathcal{W}$ is a convex set with bounded $\|\cdot\|_{2}$-diameter. Hence, our objective $L_T$ mentioned earlier is a special case. The algorithm is comprised of
Algorithm 1 Private Frank-Wolfe for approximating stationary points of \( f_T : Q \times W \rightarrow \mathbb{R} \)

Require: Private dataset: \( T = (z_1, \ldots, z_n) \in \mathbb{Z}^n \), privacy parameters \((\epsilon, \delta)\), a convex \((D_q, \|\cdot\|_1)\)-bounded polyhedral set \( Q \subset \mathbb{R}^m \) with \( J \) vertices \( V = \{v_1, \ldots, v_J\} \), a convex \((D_w, \|\cdot\|_2)\)-bounded set \( W \subset \mathbb{R}^d \), a function \( f_T(q, w) \), \( q \in Q, w \in W \) (defined via the dataset \( T \)), bound on the global \( \|\cdot\|_\infty\)-sensitivity of \( \nabla_q f_T(q, w) : \tau_q > 0 \), bound on the global \( \|\cdot\|_2\)-sensitivity of \( \nabla_w f_T(q, w) : \tau_w \geq 0 \), step size: \( \eta \), number of iterations: \( K \).

1: Set \( \sigma_q := \frac{4\epsilon \sqrt{2K \log(\frac{1}{\delta})}}{\tau_q} \).
2: Set \( \sigma_w := \frac{4\epsilon \sqrt{2K \log(\frac{1}{\delta})}}{\tau_w} \).
3: Choose arbitrarily \((q^0, w^0) \in Q \times W\).
4: for \( k = 0 \) to \( K - 1 \) do
5: \( \nabla^k_q := \nabla_q f_T(q^k, w^k) \).
6: Draw \((b^k_v : v \in V)\) independently \(\sim \text{Lap}(\sigma_q)\).
7: \( v^k := \arg\min_{v \in V} \langle \nabla^k_q, v \rangle + b^k_v \).
8: \( G^k_b := -\left( \langle \nabla^k_q, v^k - q^k \rangle + b^k_v \right) \).
9: \( q^{k+1} := (1 - \eta) q^k + \eta v^k \).
10: \( \nabla^k_w := \nabla_w f_T(q^k, w^k) \).
11: \( G^k_w := \nabla^k_w + g^k \), where \( g^k \sim \mathcal{N}(0, \sigma_w^2 I_d) \).
12: \( w^{k+1} := \arg\min_{w \in W} (\nabla^k_w, u) \).
13: \( G^k_{\|w\|^2} := -(\nabla^k_w, w^k - w^k) \).
14: \( w^{k+1} := (1 - \eta) w^k + \eta w^k \).
15: end for
16: return \((\bar{q}, \bar{w}) = (q^{k*}, w^{k*})\), where \( k^* = \arg\min_{k \in [K]} (G^k_b + G^k_w) \).

a number rounds, where in each round, two private Frank-Wolfe update steps are performed; one for \( q \) and another for \( w \). The privacy mechanism for each is different due to the different geometries of \( Q \) and \( W \). We note that in the special case where \( f_T = L_T \), there is no need to privatize the Frank-Wolfe step for \( w \) due to the fact that such update step depends only on the \( q \)-weighted empirical loss over the public data and the fact that differential privacy is closed under post-processing (the previous update step for \( q \) is carried out in a differentially private manner).

When \( f_T \) satisfies the Lipschitzness and smoothness properties defined above w.r.t. \( \|\cdot\|_1 \) and \( \|\cdot\|_2 \), we give formal convergence guarantees to a stationary point in terms of a high-probability bound on the stationarity gap of the output (see Definition 1). Despite the different geometries of \( Q \) and \( W \), our final bound is roughly the sum of the bounds we would obtain if we ran two separate Frank-Wolfe algorithms (one over \( Q \) and the other over \( W \)). This is mainly due to the hybrid Lipschitzness and smoothness conditions \((\|\cdot\|_1 \text{ for } q \text{ and } \|\cdot\|_2 \text{ for } w)\), which enable us to decompose the bound on the convergence rate over \( q \) and \( w \).

**Theorem 6.** Algorithm 1 is \((\epsilon, \delta)\)-differentially private. Assume that the objective \( f_T: Q \times W \rightarrow \mathbb{R} \) is \((\gamma_q, \|\cdot\|_1), (\gamma_w, \|\cdot\|_2)\)-Lipschitz and \((\mu_q, \|\cdot\|_1), (\mu_w, \|\cdot\|_2)\)-smooth. Assume further that for all \( q \in Q \), and \( w, w' \in W \), \( \|\nabla_q f_T(q, w) - \nabla_q f_T(q, w')\|_\infty \leq \gamma_{q,w} \| w - w' \|_2 \). Then, for any \( \beta \in (0, 1) \), there exists a choice of \( K \) and \( \mu \) such that with probability at least \( 1 - \beta \) (over the algorithm’s randomness), the stationarity gap of the output \( \bar{w} \) is upper bounded by

\[
\text{Gap}_{f_T}(\bar{q}, \bar{w}) \leq 5 \sqrt{D \left( \sigma_q^2 \log(\frac{D_I}{\sigma_q^2}) \right) + D_w \sigma_w \sqrt{d \log(\frac{D}{\mu_w \sigma^2_w})}}.
\]

The proof is given in Appendix E. We note that our adaptation objective \( L_T(q, w) \) satisfies all the conditions in Theorem 6. In Appendix E.1, we give a detailed discussion regarding instantiating Algorithm 1 with \( L_T(q, w) \) and the specific settings of all the parameters in this special case. As a result, we immediately reach the following corollary.
Hence, bound (1) implies that w.p. $\geq 1 - 2\beta$ over the choice of the public and private datasets and the algorithm’s internal randomness, the expected loss of the predictor $h_\theta$ (defined by the output $\tilde{w}$) w.r.t. the target domain is bounded as

$$\mathcal{L}(\mathcal{Q}, h_\theta) \leq \mathcal{L}(\mathcal{Q}, \tilde{w}) + O\left(\frac{1}{\mu} + \frac{1}{\sqrt{n}}\right) + \eta_{\mathcal{Q}}(S, \tilde{T}).$$

Remark. Note that $(\mathcal{Q}, \tilde{w})$ is an approximate stationary point of $L_T$. In practice, $(\mathcal{Q}, \tilde{w})$ can be an approximation of a good local minimum of $L_T$ as demonstrated by our experiments. In such situations, the above bound implies a good prediction accuracy for the output predictor. Note also that the bound above is given in terms of the soft-max approximation parameter $\mu$. In general, this parameter should be treated as a hyper-parameter and tuned appropriately to minimize the above bound. One reasonable choice of $\mu$ can be obtained by balancing the bound on the stationarity gap with the error term $\log(n + n)/\mu$ due to the soft-max approximation. In such case, $\mu = O((\varepsilon n)^{2/7})$.

7 Experiments

The objective of this section is to provide proof-of-concept experiments to demonstrate that reasonable privacy guarantees could be achieved, when using our private domain adaptation algorithms. We use a setting similar to that of [CM14, Section 7.1] and demonstrate that the utility of private adaptation degrades gracefully with increased privacy guarantees and that the single-stage Frank-Wolfe algorithm performs best in most scenarios.

We carried out experiments with the following synthetic dataset. Let $d = 10$ and $\sigma^2 = 1/(9d)$. Let $P_X$ be a spherical Gaussian centered around $(-1/\sqrt{2d}, 1/\sqrt{2d}, \ldots, -1/\sqrt{2d}, 1/\sqrt{2d})$ and with variance $\sigma^2$ in all directions. Let $Q_X$ be a Gaussian distribution with mean $(1/\sqrt{2d}, \ldots, 1/\sqrt{2d})$ and with variance $\sigma^2$ in all directions. We defined the labeling function via $f(x) = x \cdot \tilde{1}$ if $\tilde{1} \cdot x > 0$, $(\frac{1}{2}x \cdot 1)$ otherwise, where $\tilde{1} = (1/\sqrt{d}, \ldots, 1/\sqrt{d})$. We chose the target distribution to be $P_X$ and the source distribution as a mixture of $P_X$ and $Q_X$ with the weight of $P_X$ set to 25%. We fixed the number of source samples to be 1,000 and varied the number of unlabeled target samples from 1,000 to 8,000. All experiments were repeated ten times for statistical consistency. We set $K = 1,000$, $\lambda = 0.001$, the privacy parameter $\delta = 1/8,000$, and varied $\epsilon$ in experiments. The standard deviations were calculated over 10 runs in experiments.
In this setup, we first ran differentially private discrepancy minimization using Algorithms 2 and 3. We plotted $\|M(q)\|_2$ for different values of $\epsilon$ in Figure 1(a). The performance of the noisy Frank-Wolfe algorithm degrades smoothly with $\epsilon$ and improves with $n$. However, the performance of the noisy mirror decent algorithm is much worse. This is in line with the theoretical guarantees as $m = \Omega(n^{2/3})$ in these experiments and noisy Frank-Wolfe algorithm has a better convergence guarantee in this regime. We expect mirror descent to perform better with much larger values of $n$. Furthermore, observe that the noisy mirror descent has a high standard deviation compared to Frank-Wolfe algorithm as the noise added in mirror descent scales polynomially in $m$, whereas it scales only logarithmically in $m$ for the Frank-Wolfe algorithm.

We next compared our single-stage (Algorithm 1) and the two-stage differentially private algorithms with the model trained only with the public dataset (Figure 1(b)). As an oracle baseline, we also plotted the model trained with the labeled private dataset. Note that this model uses extra information that is not available during training and is plotted for illustration purposes only. The single-stage Frank-Wolfe algorithm without privacy admits the same performance as the model trained on the labeled private dataset. It performs better than the two-stage Frank-Wolfe algorithm, however the gap decreases as the privacy guarantee $\epsilon$ improves. The performance of the mirror descent algorithm without differential privacy is similar to that of Frank-Wolfe algorithm, however as theory indicates, the performance degrades quickly with the privacy parameter. Similar to Figure 1(a), the performance of the noisy mirror descent algorithm is much worse and has a high standard deviation.

8 Conclusion

We presented new differentially private adaptation algorithms benefitting from strong theoretical guarantees. Our analysis can form the basis for the study of privacy for other related adaptation scenarios, including scenarios where a small amount of (private) labeled data is also available from the target domain and those with multiple sources. Our single-stage private algorithm is further likely to be of independent interest for private optimization of other similar objective functions.
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A Background on discrepancy-based generalization bounds

In this section, we briefly present some background material on discrepancy-based generalization guarantees.

The following learning bound was given by [CMMM19]: for any \( \beta > 0 \), with probably at least \( 1 - \beta \) over the draw of a sample \( S \sim \Omega^m \), for any distribution \( q \) over \( S \), for all \( h \in H \), the following inequality holds:

\[
\mathcal{L}(\mathcal{P}, h) \leq \sum_{i=1}^{m} q_i \ell(h(x_i), y_i) + \text{dis}_{\gamma}(\mathcal{P}, q) + 2\mathcal{R}_n(\ell \circ H) + M \sqrt{\frac{\log \frac{1}{\beta}}{2n}}. \tag{6}
\]

This bound is tight in the sense that for the hypothesis reaching the maximum in the definition of the \( \gamma \)-discrepancy, the bound coincides with the standard Rademacher complexity bound on \( \mathcal{P} \) [CMMM19]. The bound suggests choosing \( h \in H \) and the distribution \( q \) to minimize the right-hand side. The first term of the bound is not jointly convex with respect to \( h \) and \( q \). Instead, the algorithm suggested by [CM14] (see also [MMR09]) consists of a two-stage procedure: first choose \( q \) to minimize the \( q \)-weighted empirical discrepancy, next fix \( q \) and choose \( h \) to minimize the \( q \)-weighted empirical loss \( \sum_{i=1}^{m} q_i \ell(h(x_i), y_i) \).

In practice, we do not have labeled data from \( \mathcal{P} \) or too few to be able to accurately minimize the \( \gamma \)-discrepancy, since otherwise adaptation would not be even necessary and we could directly use labeled data from \( \mathcal{P} \) for training. Instead, we upper bound the \( \gamma \)-discrepancy in terms of the discrepancy \( \text{dis}(\mathcal{P}_X, q) \) and the output label-discrepancy \( \eta_{\mathcal{P}}(S, \bar{T}) \) defined as follows:

\[
\eta_{\mathcal{P}}(S, \bar{T}) = \min_{h_0 \in H} \left( \sup_{(x, y) \in S} |y - h_0(x)| + \sup_{(x, y) \in \bar{T}} |y - h_0(x)| \right),
\]

where \( \bar{T} \) is the labeled version of \( T \) (i.e., \( \bar{T} \) is \( T \) associated with its true (hidden) labels). Note that \( \text{dis}(\mathcal{P}_X, q) \) measures the difference of the distributions on the input domain. In contrast, \( \eta_{\mathcal{P}}(S, \bar{T}) \) accounts for the difference of the output labels in \( S \) and \( T \). We will assume that \( \eta_{\mathcal{P}}(S, \bar{T}) \ll 1 \). Note that under the covariate shift assumption and separable case, we have \( \eta_{\mathcal{P}}(S, \bar{T}) = 0 \). In general, adaptation is not possible when \( \eta_{\mathcal{P}}(S, \bar{T}) \) can be large since the labels received on the training sample can be different from the target ones.

We will say that a loss function \( \ell \) is \( \gamma \)-admissible if \( |\ell(h(x), y) - \ell(h'(x), y)| \leq \gamma |h(x) - h'(x)| \) for all \( (x, y) \in \mathcal{X} \times \mathcal{Y} \) and \( h, h' \in H \) [CMMM19]. Note that this is a slightly weaker condition than that of \( \gamma \)-Lipschitzness of the loss with respect to its first argument.

**Theorem 7.** Let \( \ell \) be a \( \gamma \)-admissible loss. Then, the following upper bound holds:

\[
\text{dis}(\mathcal{P}, \Omega) \leq \text{dis}(\mathcal{P}_X, q) + \gamma \eta_{\mathcal{P}}(\text{supp}(\mathcal{P}), \text{supp}(\Omega)).
\]

The proof is given in Appendix B. Note that the squared loss is \( 2M \)-admissible: since the function \( x \mapsto x^2 \) is 2-Lipschitz on \([0, 1]\), we have \( |\ell(h(x), y) - \ell(h'(x), y)| = M \left| \frac{\ell(h(x), y) - \ell(h'(x), y)}{M} \right| \leq 2M|h(x) - h'(x)| \). Thus, the learning bound (6) can be expressed in terms of the discrepancy and the Rademacher complexity of \( H \) as follows, using the fact \( R_n(\ell \circ H) \leq 2M R_n(H) \) [MRT18][Prop. 11.2]:

\[
\mathcal{L}(\mathcal{P}, h) \leq \sum_{i=1}^{m} q_i \ell(h(x_i), y_i) + \text{dis}(\mathcal{P}_X, q) + \eta_{\mathcal{P}}(S, S') + 2M \mathcal{R}_n(H) + M \sqrt{\frac{\log \frac{1}{\beta}}{2n}}.
\]

We will be considering a family of linear hypotheses \( H = \{ x \mapsto w \cdot x : \|w\| \leq \Lambda \} \) and will be assuming that the support of \( \mathcal{P}_X \) is included in the \( \ell_2 \) ball of radius \( r \). The following more explicit upper bound on the Rademacher complexity then holds when the support of \( \mathcal{P}_X \) is included in the \( \ell_2 \)-ball of radius \( r \):

\[
\mathcal{R}_n(H) \leq \sqrt{\frac{2n \Lambda^2}{n}} \tag{MRT18}.
\]
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B Discrepancy analysis and bounds

Theorem 7. Let \( \ell \) be a \( \gamma \)-admissible loss. Then, the following upper bound holds:

\[
\text{dis}_y(\mathcal{P}, \Omega) \leq \text{dis}(\mathcal{P}_X, q) + \gamma \eta_{\mathcal{H}}(\text{supp}(\mathcal{P}), \text{supp}(\Omega)).
\]

Proof. For any hypothesis \( h_0 \) in \( \mathcal{H} \), we can write

\[
\begin{align*}
\text{dis}_y(\mathcal{P}, q) &= \sup_{h \in \mathcal{H}} \left\{ \mathbb{E}_{(x,y) \sim P} \left[ \ell(h(x), y) \right] - \sum_{i=1}^{m} q_i \ell(h(x_i), y_i) \right\} \\
&\leq \sup_{h \in \mathcal{H}} \mathbb{E}_{(x,y) \sim P} \left[ \ell(h(x), h_0(x)) \right] - \sum_{i=1}^{m} q_i \ell(h(x_i), h_0(x_i)) \\
&\quad + \sup_{h \in \mathcal{H}} \mathbb{E}_{(x,y) \sim P} \left[ \ell(h(x), y) \right] - \mathbb{E}_{(x,y) \sim P} \left[ \ell(h(x), h_0(x)) \right] \\
&\quad + \sup_{h \in \mathcal{H}} \left\{ \sum_{i=1}^{m} q_i \ell(h(x_i), h_0(x_i)) - \sum_{i=1}^{m} q_i \ell(h(x_i), y_i) \right\} \\
&\leq \text{dis}(\mathcal{P}_X, q) + \gamma \mathbb{E}_{(x,y) \sim P} \left[ |y - h_0(x)| \right] + \gamma \sum_{i=1}^{m} q_i |y_i - h_0(x_i)| \\
&\leq \text{dis}(\mathcal{P}_X, q) + \gamma \left\{ \sup_{(x,y) \in \text{supp}(\mathcal{P})} |y - h_0(x)| + \sup_{(x,y) \in \text{supp}(\Omega)} |y - h_0(x)| \right\} \\
&= \text{dis}(\mathcal{P}_X, q) + \gamma \eta_{\mathcal{H}}(\text{supp}(\mathcal{P}), \text{supp}(\Omega)),
\end{align*}
\]

which completes the proof.

\[\square\]

Lemma 1 ([MMR09]). For any distribution \( q \) over \( S_X \), the following inequality holds:

\[
\text{dis}(\mathcal{P}, q) = 4\lambda^2 \| M(q) \|_2 = 4\lambda^2 \max \{ \lambda_{\max}(M(q)), \lambda_{\max}(-M(q)) \},
\]

where \( M(q) = M_0 - \sum_{i=1}^{m} q_i M_i \), and where \( M_0 = \sum_{x \in X} \mathcal{P}_X(x) xx^T \) and \( M_i = x_i x_i^T, i \in [m] \).

Proof.

\[
\begin{align*}
\text{dis}(\mathcal{P}, q) &= \max_{\|w\|, \|w'\| \leq \lambda A} \mathbb{E}_{x \sim \mathcal{P}_X} \left[ \|w - w'\| \cdot x \right] - \mathbb{E}_{x \sim \mathcal{P}_X} \left[ \|w - w'\| \cdot x \right] \\
&= \max_{\|u\| \leq 2\lambda} \left\{ \mathbb{E}_{x \sim \mathcal{P}_X} \left[ (\mathcal{P}(x) - q(x)) (u \cdot x) \right] \right\} \\
&= \max_{\|u\| \leq 2\lambda} \left\{ u^T \sum_{x \in X} (\mathcal{P}(x) - q(x)) xx^T u \right\} \\
&= 4\lambda^2 \max_{\|u\| \leq 1} u^T M_0 - \sum_{i=1}^{m} q_i M_i u \equiv 4\lambda^2 \max_{\|u\| \leq 1} u^T M(q) u \equiv 4\lambda^2 \max \{ \lambda_{\max}(M(q)), \lambda_{\max}(-M(q)) \}.
\end{align*}
\]

This completes the proof. \[\square\]
C Smooth approximations

C.1 Softmax approximation

**Proposition 1.** Assume that \( f \) is \( \gamma \)-smooth w.r.t. \( \| \cdot \|_2 \), then \( F \) is \( \gamma (\max_{i \in [m]} \| x_i \|^2) \)-smooth w.r.t. \( \| \cdot \|_1 \).

**Proof.** For any \( q, q' \in \Delta(m) \), the following upper bound on the spectral norm of \( M(q) - M(q') \) holds:

\[
\| M(q) - M(q') \|_2 = \left\| \sum_{i=1}^{m} (q_i - q'_i) x_i x_i^T \right\|_2 \leq \sum_{i=1}^{m} |q_i - q'_i| \| x_i x_i^T \|_2 \leq \| q - q' \|_1 \max_{i \in [m]} \| x_i x_i^T \|_2 \leq \| q - q' \|_1 \| x_i \|_2^2,
\]

(inequality (7))

We have \( F(q) = f(M(q)) \), thus the gradient of \( F \) can be expressed as follows:

\[
\nabla F(q) = -\left[ \langle \nabla f(M(q)), M_i \rangle \right]_{i \in [m]}.
\]

Thus, for any \( q, q' \in \Delta(m) \), we have:

\[
\| \nabla F(q) - \nabla F(q') \|_\infty = \max_{i \in [m]} | \langle \nabla f(M(q)) - \nabla f(M(q')), M_i \rangle |
\]

\[
\leq \max_{i \in [m]} \| \nabla f(M(q)) - \nabla f(M(q')) \|_{(1)} \| M_i \|_{(\infty)} \} \}
\]

(definition of \( \| \cdot \|_{(\infty)} \)

\[
= \gamma \max_{i \in [m]} \| M(q) - M(q') \|_{(\infty)} \| M_i \|_{(\infty)} \}
\]

(Hölder’s ineq.)

\[
\leq \gamma \max_{i \in [m]} \left\{ \| q - q' \|_1 \max_{i \in [m]} \| x_i \|_2^2 \right\} \| x_i \|_2^2
\]

(inequality (7))

\[
\}
\]

This completes the proof. \( \square \)

We will use the following bound for the Hessian of \( f \).

**Lemma 2 ([Nes07]).** The following upper bound holds for the Hessian of \( f \) for any two symmetric matrices \( M, U \in S_d \):

\[
\langle \nabla^2 f(M), U \rangle \leq \mu \| U \|_2^2,
\]

where \( \| U \|_2 = \| \lambda(U) \|_{(\infty)} \) denotes the spectral norm of \( U \).

**Theorem 1.** The softmax approximation \( F \) is \( \mu \left( \max_{i \in [m]} \| x_i \|^2 \right) \)-smooth for \( \| \cdot \|_1 \).

**Proof.** In view of Lemma 2, \( f \) is \( \| \cdot \|_2 \)-\( \mu \)-smooth. The result thus follows by Proposition 1. \( \square \)

**Theorem 2.** The gradient of the softmax approximation \( F \) is \( 2 \mu^2 \max_{i \in [m]} \| x_i \|^2 \)-sensitive.

**Proof.** For \( M(q) \) and \( M'(q) \) differing only by point \( x \) and \( x' \) in \( \mathcal{P}_X \), we have:

\[
\| M(q) - M'(q) \|_2 = \left\| \frac{1}{n} \left[ x x^T - x' x'^T \right] \right\|_2 \leq \frac{2 \mu^2}{n}.
\]

(8)
Thus, following the proof of Proposition 1, the sensitivity is bounded by
\[
\max_{i \in [m]} |\nabla f(M(q)) - \nabla f(M'(q))|, M_i| \leq \max_{i \in [m]} \|\nabla f(M(q)) - \nabla f(M'(q))\|_{\infty} M_i \|_2 (Hölder’s ineq.)
\]
\[
\leq \mu \max_{i \in [m]} \|M(q) - M(q')\|_{\infty} M_i \|_2 (\mu\text{-smoothness of } f)
\]
\[
= \mu \max_{i \in [m]} \|M(q) - M(q')\|_2 M_i \|_2 (definition of } \|\cdot\|_{\infty})
\]
\[
\leq \frac{2\mu^2}{n} \max_{i \in [m]} \|X_i\|_2^2.
\]
This completes the proof.

**Proposition 2.** The following inequality holds for the spectral norm of the Hessian of $F$:
\[
\|\nabla^2 F\|_2 \leq \mu \left\| \sum_{i=1}^m x_i x_i^T \right\|_2 \leq \mu \left\| \sum_{i=1}^m \|x_i\|_2^2 \right\|.
\]

**Proof.** The second-partial derivatives of $F(q)$ can be expressed as follows:
\[
\frac{\partial^2 S}{\partial q_i \partial q_j} = -\left( \frac{\partial}{\partial q_j} \nabla f(M(q)), M_i \right)
\]
\[= + \left( \nabla^2 f(M(q)) \right) M_j, M_i.
\]
Thus, using the shorthand $\overline{M} = \sum_{i=1}^m X_i M_i$, for any $X \in \mathbb{R}^m$, we can write:
\[
X^T \nabla^2 F X = \sum_{i,j=1}^d X_i X_j \left( \nabla^2 f(M(q)) M_j, M_i \right)
\]
\[= \left( \nabla^2 f(M(q)) \right) \left( \sum_{j=1}^d X_j M_j \right) \left( \sum_{i=1}^d X_i M_i \right)
\]
\[= \left( \nabla^2 f(M(q)) \right) \left( \overline{M}, \overline{M} \right)
\]
\[\leq \mu \|\overline{M}\|^2 \quad \text{(Lemma 2)}
\]
\[= \mu \left( \sum_{i=1}^m \|X_i x_i x_i^T\|_2^2 \right)^2
\]
\[= \mu \left( \max_{|u| \leq 1} \sum_{i=1}^m X_i u^T x_i x_i^T u\right)^2 \quad \text{(def. of spectral norm)}
\]
\[= \mu \left( \max_{|u| \leq 1} \sum_{i=1}^m X_i (u^T x_i)^2 \right)^2
\]
\[\leq \mu \left( \max_{|u| \leq 1} \|X\| \sqrt{\sum_{i=1}^m (u^T x_i)^2} \right)^2 \quad \text{(Cauchy-Schwarz ineq.)}
\]
\[= \mu \left( \|X\| \sqrt{\max_{|u| \leq 1} \sum_{i=1}^m (u^T x_i)^2} \right)^2
\]
\[= \mu \left( \sum_{i=1}^m x_i x_i^T \right) \|X\|^2.
\]
This completes the proof.

**Theorem 3.** For any $q \in \Delta_m$, the gradient of $F$ is bounded as follows: $\|\nabla F(q)\|_{\infty} \leq \max_{i \in [m]} \|x_i\|^2_2.
Proof. By inequality (4), for any $i \in [m]$, we have
\[
\|\nabla F(q)_i\|_1 = \frac{\|\exp(\mu M(q)) M_i\|}{\text{Tr}(\exp(\mu M(q)))} \\
= \frac{x_i^T \exp(\mu M(q)) x_i}{\text{Tr}(\exp(\mu M(q)))} \\
\leq \|x_i\|^2 \frac{\max_{\|u\|_2 = 1} u^T \exp(\mu M(q)) u}{\text{Tr}(\exp(\mu M(q)))} \\
= \|x_i\|^2 \frac{\lambda_{\max}(\exp(\mu M(q)))}{\text{Tr}(\exp(\mu M(q)))} \leq \|x_i\|^2.
\]
This completes the proof. \hfill \Box

C.2 Properties of $\tilde{F}$

Corollary 1. The following properties holds for $\tilde{F}$:

1. $\tilde{F}$ is convex and is a uniform $\frac{\log(2\min(n, m))}{n}$-approximation of $q \mapsto \text{dis}(\tilde{P}, q)$.
2. $\tilde{F}$ is $\mu(\max_{i \in [m]} \|x_i\|^2_2)$-smooth for $\|\cdot\|_1$.
3. $\|\nabla \tilde{F}\|_\infty$ is $\frac{2\mu^2}{n} \max_{i \in [m]} \|x_i\|^2_2$-sensitive.
4. For any $q \in \Delta_m$, $\|\nabla \tilde{F}(q)\|_\infty \leq \max_{i \in [m]} \|x_i\|^2_2$.

Proof. The results follow directly the definition of $\tilde{F}$ and Theorems 1, 2, 3 and the discussion above. In particular, since $\tilde{F}(q) = f(\tilde{M}(q))$, the gradient of $\tilde{F}$ can be expressed as follows in terms of $f$:
\[
\nabla \tilde{F}(q) = -\langle \nabla f(\tilde{M}(q)), \text{diag}(M_i, -M_i) \rangle.
\]
Thus, for any $i \in [m]$, we have:
\[
[\nabla \tilde{F}(q)]_i = -\frac{\langle \exp(\mu \tilde{M}(q)), \text{diag}(M_i, -M_i) \rangle}{\text{Tr}(\exp(\mu \tilde{M}(q)))}.
\]
In particular, we can write:
\[
\|\nabla \tilde{F}(q)_i\|_1 = \frac{\|\exp(\mu M(q)) - \exp(-\mu M(q))\|_1}{\text{Tr}(\exp(\mu M(q))) + \text{Tr}(\exp(-\mu M(q)))} \\
\leq \|x_i\|^2 \frac{\max_{\|u\|_2 = 1} u^T \exp(\mu M(q)) u}{\text{Tr}(\exp(\mu M(q))) + \text{Tr}(\exp(-\mu M(q)))} \\
\leq \|x_i\|^2 \frac{\lambda_{\max}(\exp(\mu M(q))) + \lambda_{\max}(\exp(-\mu M(q)))}{\text{Tr}(\exp(\mu M(q))) + \text{Tr}(\exp(-\mu M(q)))} \\
\leq \|x_i\|^2.
\]
This completes the proof. \hfill \Box

In the following, we further give explicit proofs of some of these statements.

Proposition 3. Assume that $f$ is $\gamma$-smooth w.r.t. $\|\cdot\|_2$, then $\tilde{F}$ is $\gamma(\max_{i \in [m]} \|x_i\|^2_2)$-smooth w.r.t. $\|\cdot\|_1$. 
Proof. For any \( q, q' \in \Delta(m) \), the following upper bound on the spectral norm of \( M(q) - M(q') \) holds:

\[
\| \overline{M}(q) - \overline{M}(q') \|_2 = \| \text{diag}(M(q) - M(q'), -[\text{diag}(M(q) - M(q'))] ) \|_2 \\
= \| M(q) - M(q') \|_2 \\
= \left\| \sum_{i=1}^m (q_i - q'_i) x_i x_i^T \right\|_2 \\
\leq \max_{i \in [m]} \| q_i - q'_i \|_1 \| x_i x_i^T \|_2 \\
\leq \| q - q' \|_1 \| x_i \|_2^2 \tag{Hölder’s ineq.}
\]

We have \( F(q) = f(M(q)) \), thus the gradient of \( F \) can be expressed as follows:

\[
\nabla F(q) = -\left( \{ \nabla f(M(q)), M_i \} \right)_{i \in [m]}.
\]

Thus, for any \( q, q' \in \Delta(m) \), we have:

\[
\| \nabla \overline{F}(q) - \nabla \overline{F}(q') \|_\infty = \max_{i \in [m]} \| \nabla f(\overline{M}(q)) - \nabla f(\overline{M}(q')) \|_\infty \\
\leq \max_{i \in [m]} \| \nabla f(\overline{M}(q)) - \nabla f(\overline{M}(q')) \|_{(1)} \| \text{diag}(M_i, -M_i) \|_{(\infty)} \\
\leq \gamma \max_{i \in [m]} \| \overline{M}(q) - \overline{M}(q') \|_{(\infty)} \| M_i \|_{(\infty)} \\
= \gamma \max_{i \in [m]} \left\| \| q_i - q'_i \|_1 \| x_i \|_2^2 \| x_i \|_2^2 \right\|_2 \\
\leq \gamma \left( \max_{i \in [m]} \| x_i \|_2^4 \| q - q' \|_1. 
\]

This completes the proof.

Proof. For \( M(q) \) and \( M'(q) \) differing only by point \( x \) and \( x' \) in \( \overline{\mathcal{P}}_X \), we have:

\[
\| \overline{M}(q) - \overline{M}(q') \|_2 = \| M(q) - M'(q) \|_2 \\
= \left\| \frac{1}{n} \left[ xx^T - x'x'^T \right] \right\|_2 \leq \frac{2\gamma^2}{n}. 
\]

Thus, following the proof of Proposition 3, the sensitivity is bounded by:

\[
\max_{i \in [m]} \| \nabla f(\overline{M}(q)) - \nabla f(\overline{M}(q'), \text{diag}(M_i, -M_i)) \|_\infty \\
\leq \max_{i \in [m]} \| \nabla f(\overline{M}(q)) - \nabla f(\overline{M}(q')) \|_{(1)} \| \text{diag}(M_i, -M_i) \|_{(\infty)} \\
\leq \mu \max_{i \in [m]} \| \overline{M}(q) - \overline{M}(q') \|_{(\infty)} \| M_i \|_{(\infty)} \\
= \mu \max_{i \in [m]} \| M(q) - M(q') \|_2 \| M_i \|_2 \\
\leq \frac{2\mu^2}{n} \max_{i \in [m]} \| x_i \|_2^2.
\]

This completes the proof.
C.3 \( p \)-norm approximation

A smooth approximation of \( \|M(q)\|_2^2 = \|\lambda(M(q))\|_\infty \) can be defined as follows:

\[
G(q) = \text{Tr}[M(q)^{2p}]^\frac{1}{2p} = \left[ \sum_{i=1}^{d} \lambda_i(M(q))^{2p} \right]^\frac{1}{2p},
\]

for \( p \) sufficiently large. The following inequalities hold for this approximation:

\[
\|\lambda(M(q))\|_\infty^2 \leq G(q) \leq [\text{rank}(M(q))] \frac{1}{2p} \|\lambda(M(q))\|_\infty^2.
\]

The gradient of the smooth approximation is given by:

\[
[\nabla G(M(q))]_i = -\frac{2}{\lambda_i^{2p-1}}(q), M_i \text{ Tr}[M^{2p}(q)]^\frac{1}{2p-1}.
\]

We can write \( G(q) = g(M(q)) \) where \( g \) is defined for all \( M \in S_d \) by

\[
g(M) = \text{Tr}[M^{2p}]^\frac{1}{2p} = (M^{2p}, I)^\frac{1}{2p}.
\]

The following result provides the desired smoothness result needed for \( G \), which we prove by using the smoothness property of \( g \).

**Theorem 8.** The \( p \)-norm approximation function \( G \) is \( \left(2p - 1\right)\left(\max_{i \in [m]} \|x_i\|_2^\frac{2}{p}\right) \)-smooth for \( \| \cdot \|_1 \).

The proof is given in Appendix C.3. Next, we present a sensitivity bounds for \( G \).

**Theorem 9.** Assume that the support of \( \mathcal{P} \) is included in the \( \ell_2 \) ball of radius \( r \). Then, the gradient of the \( p \)-norm approximation \( G \) is \( 2(2p-1)r^2 \max_{i \in [m]} \|x_i\|_2^\frac{2}{p} \)-sensitive.

The proof is given in Appendix C.3.

**Proposition 4.** Assume that \( g \) is \( \gamma \)-smooth with respect to the norm \( \| \cdot \|_{(2p)} \):

\[
\forall M, M' \in S_d, \quad \|\nabla g(M) - \nabla g(M')\|_{(r)} \leq \gamma \|\nabla g(M) - \nabla g(M')\|_{(2p)},
\]

with \( \frac{1}{r} + \frac{1}{2p} = 1 \). Then, \( G \) is \( \gamma\left(\max_{i \in [m]} \|x_i\|_2^\frac{2}{p}\right) \)-smooth:

\[
\forall q, q' \in \mathbb{R}^d, \quad \|\nabla G(q) - \nabla G(q')\|_\infty \leq \gamma \left(\max_{i \in [m]} \|x_i\|_2^\frac{2}{p}\right) \|q - q'\|_1.
\]

**Proof.** The proof is similar to that of Proposition 1. For any \( q, q' \in \Delta(m) \), the following upper bound on the norm-(2p) of \( \lambda(M(q) - M(q')) \) holds:

\[
\|M(q) - M(q')\|_{(2p)} = \left\| \sum_{i=1}^{m} (q_i - q'_i) x_i x_i^T \right\|_{(2p)} \quad (15)
\]

\[
\leq \sum_{i=1}^{m} |q_i - q'_i| \|x_i x_i^T\|_{(2p)} \quad \text{(Hölder’s ineq.)}
\]

\[
\leq |q - q'|_1 \max_{i \in [m]} \|x_i x_i^T\|_{(2p)} \quad \text{(Hölder’s ineq.)}
\]

We have \( G(q) = g(M(q)) \), thus the gradient of \( G \) can be expressed as follows:

\[
\nabla G(q) = -[(\nabla g(M(q)), M_i)]_{i \in [m]}.
\]
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Thus, for any \( q, q' \in \Delta(m) \), we have:
\[
\| \nabla G(M(q)) - \nabla G(M(q')) \|_\infty = \max_{i \in [m]} |(\nabla g(M(q)) - \nabla g(M(q')), M_i)| \\
\leq \max_{i \in [m]} \| \nabla g(M(q)) - \nabla g(M(q')) \|_{(r)} \| M_i \|_{(2p)} \quad \text{(Hölder’s ineq.)}
\]
\[
\leq \gamma \max_{i \in [m]} \| M(q) - M(q') \|_{(2p)} \| M_i \|_{(2p)} \quad \text{($\gamma$-smoothness of \( f \))}
\]
\[
\leq \gamma \left( \max_{i \in [m]} x_i^2 \right) \| q - q' \|_1^2 \quad \text{(inequality (15))}
\]

This completes the proof. \( \square \)

We will use the following bound for the Hessian of \( g \).

**Lemma 3** ([Nes07]). The following upper bound holds for the Hessian of \( f \) for any two symmetric matrices \( M, U \in \mathbb{S}_d \):
\[
\left\langle \nabla^2 g(M) U, U \right\rangle \leq (2p - 1) \| \lambda(U) \|_{2p}^2,
\]
where \( \| \lambda(U) \|_{2p} = \left( \text{Tr} \left[ U^{2p} \right] \right)^{\frac{1}{2p}} \).

**Theorem 8.** The \( p \)-norm approximation function \( G \) is \((2p - 1) \left( \max_{i \in [m]} \| x_i \|_2 \right)^2\)-smooth for \( \| \cdot \|_1 \).

**Proof.** In view of Lemma 3, \( g \) is \( \| \cdot \|_{(2p)} \)-smooth. The result thus follows by Proposition 4. \( \square \)

**Theorem 9.** Assume that the support of \( \mathbb{P} \) is included in the \( \ell_2 \) ball of radius \( r \). Then, the gradient of the \( p \)-norm approximation function \( G \) is \( \frac{2(2p-1)r^2}{n} \max_{i \in [m]} \| x_i \|_2 \)-sensitive.

**Proof.** For \( M(q) \) and \( M'(q) \) differing only by point \( x \) and \( x' \) in \( \mathbb{P}_\Delta \), we have:
\[
\| M(q) - M'(q) \|_2 = \left\| \frac{1}{n} \left[ xx^T - x'x'^T \right] \right\|_2 \leq \frac{2r^2}{n}. \tag{16}
\]

Thus, following the proof of Proposition 4, the sensitivity is bounded by
\[
\max_{i \in [m]} \| \nabla g(M(q)) - \nabla g(M'(q)) \|_{(r)} \| M_i \|_{(2p)} \leq (2p - 1) \max_{i \in [m]} \| M(q) - M(q') \|_{(2p)} \| M_i \|_{(2p)} \quad \text{(Hölder’s ineq.)}
\]
\[
\leq 2(2p - 1) \left( \frac{r^2}{n} \max_{i \in [m]} \| x_i \|_2 \right)^2. \quad \text{(inequality (16))}
\]

This completes the proof. \( \square \)

**Proposition 5.** The following holds for the spectral norm of the Hessian of \( F \):
\[
\| \nabla^2 G \|_2 \leq (2p - 1) \left( \sum_{i=1}^{m} \| x_i \|_2^2 \right).
\]

**Proof.** As in the proof of Proposition 2, we have:
\[
\frac{\partial^2 G}{\partial q_i \partial q_j} = -\left( \frac{\partial}{\partial q_j} \nabla f(M(q)), M_i \right) = +(\nabla^2 g(M(q)) M_j, M_i).
\]
Thus, using the shorthand $\overline{M} = \sum_{i=1}^{m} X_i M_i$, for any $X \in \mathbb{R}^m$, we can write:

$$X^T \nabla^2 G X = \sum_{i,j=1}^{d} X_i X_j \left( \nabla^2 f(M(q)) M_j, M_i \right)$$

$$= \left( \nabla^2 f(M(q)) \left( \sum_{j=1}^{d} X_j M_j \right) \left( \sum_{i=1}^{d} X_i M_i \right) \right)$$

$$= \left( \nabla^2 f(M(q)) \left( \overline{M}, \overline{M} \right) \right)$$

$$\leq (2p - 1) \| \overline{M} \|_{(2p)}^2 \quad \text{(Lemma 3)}$$

$$= (2p - 1) \left( \left\| \sum_{i=1}^{m} X_i x_i^T x_i^T \right\|_{(2p)} \right)^2$$

$$= (2p - 1) \left( \left\| \sum_{i=1}^{m} X_i x_i^T x_i^T \right\|_{(2p)} \right)^{\frac{1}{p}}$$

$$\leq (2p - 1) \left( \sum_{i=1}^{m} |X_i| \| x_i x_i^T \|_{(2p)} \right)^2$$

$$\leq (2p - 1) \| X \|_2 \| \sum_{i=1}^{m} x_i x_i^T \|_{(2p)}^2$$

$$= (2p - 1) \| X \|_2^2 \sum_{i=1}^{m} \| x_i \|_2^2.$$

This completes the proof. \(\square\)
D Private Two-Stage Algorithms for Discrepancy Minimization

D.1 The Noisy Frank-Wolfe Algorithm and its Guarantees

We first start with our noisy Frank-Wolfe algorithm. The algorithm is formally described in Algorithm 2 below.

Algorithm 2: Noisy Frank-Wolfe Algorithm

**Require:** Private unlabeled dataset $T = (\tilde{x}_1, \ldots, \tilde{x}_n) \in \mathcal{X}^n$, public unlabeled dataset $S_X = (x_1, \ldots, x_m) \in \mathcal{X}^m$, privacy parameters $(\varepsilon, \delta)$, smooth-approximation parameter $\mu$, regularization parameter $\lambda$, # of iterations $K$.

1. Let $r = \max_{x \in \mathcal{X}} \|x\|_2$.
2. Let $\bar{r} = \max_{i \in [m]} \|x_i\|_2$.
3. Let $\Delta_m$ be the $(m-1)$-dimensional probability simplex.
4. Define $\hat{F}_T^\lambda(q) \equiv \min_{q \in \Delta_m} \hat{F}_T^\lambda(q) + \frac{\lambda}{2}\|q\|_2^2$, $q \in \Delta_m$.
5. Choose an arbitrary point $q_1 \in \Delta_m$.
6. Set $\sigma = \frac{4\mu r^2 \sqrt{2K \log(\frac{1}{\delta})}}{\varepsilon}$.
7. for $k = 1$ to $K$ do
8. Compute $\nabla \hat{F}_T^\lambda(q_k) = \nabla \hat{F}_T(q_k) + \lambda q_k$, where $\nabla \hat{F}_T(q_k)$ is computed as described in Section 4.2.
9. Draw $\{b_{i,k}\}_{i \in [m]}$ i.i.d. from Lap$(\sigma)$.
10. Find $j_k = \arg\min \{ (e_i, \nabla \hat{F}_T(q_k)) + b_{i,k}, e_i \in \{e_i\}_{i \in [m]}$ are the standard unit vectors in $\mathbb{R}^m$.
11. Update $q_{k+1} = (1 - \eta_k)q_k + \eta_k e_{j_k}$, where $\eta_k = \frac{1}{\lambda r^2}$.
end for
12. return $\hat{q} = q_K$.

**Theorem 4.** The Noisy Frank-Wolfe algorithm (Algorithm 2 in Appendix D.1) is $(\varepsilon, \delta)$-differentially private. Let $q^* \in \arg\min_{q \in \Delta_m} \text{dis}(\hat{P}, q)$. There exists a choice of the parameters of Algorithm 2 such that with high probability over the algorithm’s internal randomness, the output $\hat{q}$ satisfies

$$\text{dis}(\hat{P}, \hat{q}) \leq \text{dis}(\hat{P}, q^*) + \frac{\lambda}{2}\|q^*\|_2^2 + \tilde{O}\left(\frac{1}{\varepsilon n}ight)^{1/3}.$$ 

The above theorem follows as a corollary of the following theorem.

**Theorem 10.** Algorithm 2 is $(\varepsilon, \delta)$-differentially private. Let $\beta \in (0, 1)$. With probability $1 - \beta$ over the algorithm’s randomness (the Laplace noise), the output $\hat{q}$ satisfies

$$\hat{F}_T^\lambda(\hat{q}) \leq \min_{q \in \Delta_m} \hat{F}_T^\lambda(q) + 2(\mu r^4 + \lambda) K + \frac{8\mu r^2 \sqrt{2K \log(\frac{1}{\delta})} \log(K) \log(\frac{mnK}{\delta})}{\varepsilon n}.$$ 

The proof relies on the smoothness property of $\hat{F}_T^\lambda$ and the sensitivity bound on $\nabla \hat{F}_T(q)$. Using the approximation guarantee of $\hat{F}_T$ given in Corollary 1 together with Theorem 10 above, we reach the result of Theorem 4, which can be more precisely stated as the following corollary.

**Corollary 3.** Let $q^* \in \arg\min_{q \in \Delta_m} \text{dis}(\hat{P}, q)$. Let $\beta \in (0, 1)$. There exists a choice of $K$ and $\mu$ in Algorithm 2 for which the following holds: assuming w.l.o.g. that $\lambda \leq \mu r^4$, w.p. at least $1 - \beta$, the output $\hat{q}$ satisfies

$$\text{dis}(\hat{P}, \hat{q}) \leq \text{dis}(\hat{P}, q^*) + \frac{\lambda}{2}\|q^*\|_2^2 + \tilde{O}\left(\frac{\Lambda^4 \beta^{2/3} \mu^{1/3}}{\varepsilon n} \right)^{1/3},$$

where $\Lambda$ is the $\|\cdot\|_2$-bound on the predictors in $\mathcal{H}$. 

23
Proof of Theorem 10 For the privacy guarantee of Algorithm 2, first note that the global $\|\cdot\|_\infty$-sensitivity of $\nabla \tilde{F}_T^\lambda$ (w.r.t. replacing any data point in the private dataset) is the same as that of $\nabla \tilde{F}_T$, which is bounded by $2\mu r^2$ as established in Corollary 1 (Part 3). Hence, by the setting of the scale of the Laplace noise and the privacy guarantee of the Report-Noisy-Max mechanism [DR14, BLST10], it follows that a single iteration of Algorithm 2 is $(\frac{\varepsilon}{\sqrt{8K\log(\frac{1}{\delta})}}, 0)$-differentially private. The advanced composition theorem of differential privacy [DR14] thus implies that the algorithm is $(\varepsilon, \delta)$-differentially private.

We now prove the convergence guarantee. Let $\tilde{q} \in \text{argmin}_{q \in \Delta_m} S_q(q)$. First, by Corollary 1 (Part 2), $\tilde{F}_T$ is $\mu r^2$-smooth w.r.t. $\|\cdot\|_1$. Note also that $\frac{\lambda}{2}\|q\|_2^2$ is $\lambda$-smooth over $q \in \Delta_m$ w.r.t. $\|\cdot\|_1$. This follows from the fact that for any $q, q' \in \Delta_m$,

$$\|\nabla \left(\frac{\lambda}{2}\|q\|_2^2\right) - \nabla \left(\frac{\lambda}{2}\|q'\|_2^2\right)\|_\infty = \lambda \|q - q'\|_\infty \leq \lambda \|q\|_1.$$ 

Hence, we get that the objective $\tilde{F}_T^\lambda$ is $(\mu r^2 + \lambda)$-smooth w.r.t. $\|\cdot\|_1$ over $\Delta_m$. Thus, by standard analysis of the Noisy Frank-Wolfe algorithm (see, e.g., [TGTZ15, BGM21]), we have

$$\tilde{F}_T^\lambda(q) - \tilde{F}_T^\lambda(\tilde{q}) \leq \frac{2(\mu r^2 + \lambda)}{K} + \sum_{k=1}^{K} \eta_k \alpha_k,$$

where $\alpha_k = \langle \nabla \tilde{F}_T^\lambda(q_k), e_k \rangle - \min_{i \in [m]} \langle \nabla \tilde{F}_T^\lambda(q_k), e_i \rangle$. By the tail properties of the Laplace distribution together with the union bound, we get that w.p. $\geq 1 - \beta$, for all $k \in [K]$, $\alpha_k \leq \sigma \log(K m/\beta) = \frac{4\mu r^2}{\sqrt{n}} \log(K m/\beta)$. Hence, given the setting of $\eta_k$, w.p. $\geq 1 - \beta$, the above bound simplifies to

$$\tilde{F}_T^\lambda(q) - \tilde{F}_T^\lambda(\tilde{q}) \leq \frac{2(\mu r^2 + \lambda)}{K} + \frac{8\mu r^2}{\sqrt{n}} \log(\frac{1}{\beta}) \log(K m/\beta),$$

which completes the proof.

Proof of Corollary 3. The result can be obtained with the following choices of $K$ and $\mu$:

$$K = \frac{\mu r^{4/3}(\varepsilon n)^{2/3}}{3\mu r^{3/2} \log^{1/3}(\frac{1}{\delta}) \log^{2/3}(n) \log^{2/3}(\frac{m+n}{\delta})},$$

$$\mu = \sqrt{\frac{K \log(m+n)}{8\mu r^2}}.$$

D.2 The Noisy Mirror-Descent Algorithm and its Guarantees

Next, we give an alternative private algorithm for minimizing the regularized smooth approximation of the discrepancy, $\tilde{F}_T^\lambda$. Our algorithm is described in Algorithm 3 below. Compared to the guarantees of the private Frank-Wolfe algorithm, the optimization error of this algorithm exhibits a better dependence on $n$ at the expense of worse dependence on $m$. In particular, the excess error with respect to the minimum discrepancy scales as $\tilde{O}\left(\frac{m^{1/3}}{\sqrt{\varepsilon n}}\right)$ (see Corollary 4). When $m = \tilde{O}(n^{2/3})$, Algorithm 3 below benefits from more favorable generalization error guarantees than Algorithm 2.

Theorem 5. The Noisy Mirror Descent algorithm (Algorithm 3 in Appendix D.2) is $(\varepsilon, \delta)$-differentially private. Let $q^* \in \text{argmin}_{q \in \Delta_m} \text{dis}(\bar{P}, q)$. There exists a choice of the parameters of Algorithm 3 such that with high probability over the algorithm’s randomness, the output $\bar{q}$ satisfies

$$\text{dis}(\bar{P}, \bar{q}) \leq \text{dis}(\bar{P}, q^*) + \frac{\lambda}{2}\|q^*\|_2^2 + \tilde{O}\left(\frac{m^{1/4}}{\sqrt{\varepsilon n}}\right).$$

The above theorem follows as a corollary of the following theorem.
We reach the result of Theorem 5, which can be more precisely stated as the following corollary.

Let \( \hat{\theta} \) be the \( \hat{\theta} \)-differentially private. Note also that the privacy guarantee of the Gaussian mechanism [DKM] from the sensitivity bound in Corollary 1. Thus, given the setting of the Gaussian noise in the

Proof of Theorem 11 First, we show that Algorithm 3 is \((\varepsilon, \delta)\)-differentially private. Note that for any \( \hat{q} \in \Delta_m \) the \( \| \cdot \|_2 \)-sensitivity of \( \hat{\theta} \) can be upper bounded as:

\[ \| \nabla \hat{\theta}_T(q) - \nabla \hat{\theta}_T(\hat{q}) \|_2 = \| \nabla \hat{\theta}_T(q) - \nabla \hat{\theta}_T(\hat{q}) \|_\infty \leq 2\mu\varepsilon^2 \sqrt{m} \]

where the last inequality follows from the sensitivity bound in Corollary 1. Thus, given the setting of the Gaussian noise in the algorithm, the privacy guarantee of the Gaussian mechanism [DKM*06, DR14] together with the Moments Accountant technique [ACG*16] show the claimed privacy guarantee.

Next, we prove the convergence guarantee. The analysis here is similar to the analysis of noisy mirror descent in [BGN21, AKFT21]. First, it is known that \( \Phi(q) = \frac{\|q\|^2}{p'} \), where \( p = 1 + \frac{1}{\log(m)} \), is 1-strongly convex w.r.t. \( \| \cdot \|_1 \) (see, e.g., [NY83]). Moreover, \( D_{\Phi} \leq \max_{q,q'} |\Phi(q) - \Phi(q')| \leq 2 \log(m) \).

Note also that \( \hat{\theta}_T \) is \( \gamma' = (\varepsilon^2 + \lambda) \)-Lipschitz w.r.t. \( \| \cdot \|_1 \), which follows from the Lipschitz property.
of $\tilde{F}_T$ (Corollary 1) and the fact that $\frac{1}{2}\|q\|_2^2$ is $\lambda$-Lipschitz w.r.t. $\|\cdot\|_1$ over $\Delta_m$. Hence, by standard analysis of (noisy) mirror descent [NY83, NJLS09], we have (letting $\tilde{q} = \arg \min_{q \in \Delta_m} \tilde{F}_T^\lambda(q)$)

$$
\tilde{F}_T^\lambda(q) - \tilde{F}_T^\lambda(\tilde{q}) \leq \frac{D_{\Phi}}{2} \sqrt{\frac{2\log(m)}{2\eta K}} + \frac{\eta}{2K} \sum_{k=1}^{K} \|Z_k\|_2^2 \\
\leq \frac{2\log(m)}{\eta K} + \frac{\eta(\lambda + \tilde{r})^2}{2} + \frac{\eta}{2K} \sum_{k=1}^{K} \|Z_k\|_2^2
$$

where $\{Z_k : k \in [K]\}$ are i.i.d. from $N(0, \sigma^2 \bar{I}_m)$. By a concentration argument in non-Euclidean norms [JN08, Theorem 2.1], w.p. $\geq 1 - \beta$, we have $\frac{1}{K} \sum_{k=1}^{K} \|Z_k\|_2^2 \leq 4\sigma^2 \log(\frac{2m}{\beta})$. Hence, w.p. $\geq 1 - \beta$, we have

$$
\tilde{F}_T^\lambda(q) - \tilde{F}_T^\lambda(\tilde{q}) \leq \frac{2\log(m)}{\eta K} + \frac{\eta(\lambda + \tilde{r})^2}{2} + 2\eta\sigma^2 \log(\frac{2m}{\beta}).
$$

Thus, given the setting of $\sigma$ (Step 5 of Algorithm 3), optimizing the bound above in $\eta$ and $K$ yields $\eta = \frac{\lambda + \tilde{r}}{\sqrt{\lambda + \tilde{r}}} \sqrt{\frac{\log(m)}{K}}$ and $K = \frac{(\lambda + \tilde{r})^2}{2\lambda \sigma^2 m \log(\frac{4m}{\beta}) \log(\frac{1}{\beta})}$. Plugging these values in the above bound yields the claimed bound.

**Proof of Corollary 4.** The following is the choice of $\mu$ yielding the statement of the corollary:

$$
\mu = \frac{\sqrt{\pi n} \log^{1/4} (m+n)}{4r \sqrt{\lambda + \tilde{r}} \log(\frac{2m}{\beta}) \log(\frac{1}{\beta})^{1/4}}.
$$

### E  Proof of Theorem 6

**Theorem 6.** Algorithm 1 is $(\varepsilon, \delta)$-differentially private. Assume that the objective $f_{\tau} : \mathcal{Q} \times \mathcal{W} \to \mathbb{R}$ is $((\gamma_q, \|\cdot\|_1), (\gamma_w, \|\cdot\|_2))$-Lipschitz and $((\mu_q, \|\cdot\|_1), (\mu_w, \|\cdot\|_2))$-smooth. Assume further that for all $q \in \mathcal{Q}$, and $w, w' \in \mathcal{W}$, $\|\nabla_q f_T(q, w) - \nabla_q f_T(q, w')\|_\infty \leq \gamma_{q,w} \|w - w'\|_2$. Then, for any $\beta \in (0, 1)$, there exists a choice of $K$ and $\mu$ such that with probability at least $1 - \beta$ (over the algorithm’s randomness), the stationarity gap of the output $\bar{w}$ is upper bounded by

$$
\text{Gap}_{f_{\tau}}(\bar{w}, \bar{q}) \leq 5 \sqrt{D_{\tilde{q}} \left( \sigma^0_q \log \left( \frac{D_{\tilde{q}}}{\sigma^0_w} \right) \right) + D_w \sigma^0_w \sqrt{d \log \left( \frac{D}{\sigma^0_{\tilde{w}} \sigma^0_{\tilde{q}}} \right)}}.
$$

The statement holds with the following choice of $K$ and $\mu$:

$$
K = \sqrt{2\hat{D}} \frac{\sigma^0_q \log \left( \frac{D_{\tilde{q}}}{\sigma^0_q} \right) + D_w \sigma^0_w \sqrt{d \log \left( \frac{D}{\sigma^0_{\tilde{w}} \sigma^0_{\tilde{q}}} \right)}} \eta = \sqrt{\frac{2(D_{\tilde{q}} \gamma_q + D_w \gamma_w)}{D_{\tilde{q}}^2 \mu_q + D_w^2 \mu_w + 2\gamma_{q,w} D_q D_w} K},
$$

where $\hat{D} = \sqrt{D_{\tilde{q}} \gamma_q + D_w \gamma_w} (D_{\tilde{q}}^2 \mu_q + D_w^2 \mu_w + 2\gamma_{q,w} D_q D_w)$, $\sigma^0_q = \frac{\sigma_q}{\sqrt{K}}$, and $\sigma^0_w = \frac{\sigma_w}{\sqrt{K}}$ (where $\sigma_q, \sigma_w$ are as given in steps 1 and 2).

**Proof.** The privacy proof follows by combining the guarantees of the Report-Noisy-Min mechanism (steps 1, 7, and 8) and the Gaussian mechanism (steps 2 and 11) together with the application of the advanced composition theorem of differential privacy over the $K$ rounds of the algorithm.
We now prove the convergence (stationarity gap) guarantee. By the smoothness of $f_T$, we have

\[ f_T(q^{k+1}, w^{k+1}) \]

\[ \leq f_T(q^k, w^{k+1}) + (\nabla q_k q^{k+1} - q^k) + (\nabla q f_T(q^k, w^{k+1}) - \nabla q f_T(q^k, w^k), q^{k+1} - q^k) + \frac{\mu q}{2} \|q^{k+1} - q^k\|_1^2 \]

\[ \leq f_T(q^k, w^{k+1}) + (\nabla q_k q^{k+1} - q^k) + \gamma_{q,w} \|w^{k+1} - w^k\|_2 \|q^{k+1} - q^k\|_1 + \frac{\mu q}{2} \|q^{k+1} - q^k\|_1^2 \]

\[ \leq f_T(q^k, w^k) + (\nabla q_k q^{k+1} - q^k) + (\nabla q_w, w^{k+1} - w^k) + \gamma_{q,w} \|w^{k+1} - w^k\|_2 \|q^{k+1} - q^k\|_1 + \frac{\mu q}{2} \|q^{k+1} - q^k\|_1^2 \]

\[ + \frac{\mu w}{2} \|w^{k+1} - w^k\|_2 \]

\[ \leq f_T(q^k, w^k) + \eta(\nabla q_k q^{k+1} - q^k) + \eta(\nabla q_w, w^{k+1} - w^k) + \gamma_{q,w} \eta^2 D_q D_w + \frac{\eta^2 \mu q D_q^2}{2} + \frac{\eta^2 \mu w D_w^2}{2} \]

\[ \leq f_T(q^k, w^k) + \eta(\nabla q_k q^{k+1} - q^k) + \eta(\nabla q_w, w^{k+1} - w^k) + \eta(\nabla q_w - \nabla q_k, w^{k+1} - w^k) + \gamma_{q,w} \eta^2 D_q D_w \]

\[ + \frac{\eta^2 \mu q D_q^2}{2} + \frac{\eta^2 \mu w D_w^2}{2} \]

Define $v^k_w \pm \text{argmin}(\nabla q^k, v^k)$. Also, define $u^k_w \pm \text{argmin}(\nabla q^k, u^k)$. Hence, noting that $(\nabla q^k, v^k - u^k) \leq (\nabla q^k, u^k - w^k)$ (which follows from the definition of $u^k_w$ in Step 12 in Algorithm 1), the bound on $f_T(q^k, w^k)$ above can be further upper bounded as

\[ f_T(q^k, w^k) + \eta(\nabla q_k q^{k+1} - q^k) + \eta(\nabla q_w, u^k - w^k) + \gamma_{q,w} \eta^2 D_q D_w \]

\[ + \frac{\eta^2 \mu q D_q^2}{2} + \frac{\eta^2 \mu w D_w^2}{2} \]

\[ \leq f_T(q^k, w^k) + \eta(\nabla q_k q^{k+1} - q^k) + \eta(\nabla q_w, u^k - w^k) + \gamma_{q,w} \eta^2 D_q D_w + \frac{\eta^2 \mu q D_q^2}{2} + \frac{\eta^2 \mu w D_w^2}{2} \]

\[ \leq f_T(q^k, w^k) + \eta(\nabla q_k q^{k+1} - q^k) + \eta(\nabla q_w, u^k - w^k) + \gamma_{q,w} \eta^2 D_q D_w \]

\[ + \frac{\eta^2 \mu q D_q^2}{2} + \frac{\eta^2 \mu w D_w^2}{2} \]

\[ \leq f_T(q^k, w^k) + \eta(\nabla q_k q^{k+1} - q^k) + \eta(\nabla q_w, u^k - w^k) + \gamma_{q,w} \eta^2 D_q D_w \]

\[ + \frac{\eta^2 \mu q D_q^2}{2} + \frac{\eta^2 \mu w D_w^2}{2} \]

\[ \leq f_T(q^k, w^k) + \eta(\nabla q_k q^{k+1} + q^k) + \eta(\nabla q_w, u^k - w^k) + \gamma_{q,w} \eta^2 D_q D_w \]

\[ + \frac{\eta^2 \mu q D_q^2}{2} + \frac{\eta^2 \mu w D_w^2}{2} \]

\[ \leq f_T(q^k, w^k) + \eta(\nabla q_k q^{k+1} + q^k) + \eta(\nabla q_w, w^k - u^k) + \gamma_{q,w} \eta^2 D_q D_w \]

\[ + \frac{\eta^2 \mu q D_q^2}{2} + \frac{\eta^2 \mu w D_w^2}{2} \]

\[ \leq f_T(q^k, w^k) + \eta(\nabla q_k q^{k+1} - q^k) + \eta(\nabla q_w, w^k - u^k) + \gamma_{q,w} \eta^2 D_q D_w \]

\[ + \frac{\eta^2 \mu q D_q^2}{2} + \frac{\eta^2 \mu w D_w^2}{2} \]

\[ \leq f_T(q^k, w^k) + \eta(\nabla q_k q^{k+1} - q^k) + \eta(\nabla q_w, w^k - u^k) + \gamma_{q,w} \eta^2 D_q D_w \]

\[ + \frac{\eta^2 \mu q D_q^2}{2} + \frac{\eta^2 \mu w D_w^2}{2} \]

\[ \leq f_T(q^k, w^k) + \eta(\nabla q_k q^{k+1} - q^k) + \eta(\nabla q_w, w^k - u^k) + \gamma_{q,w} \eta^2 D_q D_w \]

\[ + \frac{\eta^2 \mu q D_q^2}{2} + \frac{\eta^2 \mu w D_w^2}{2} \]

Note $(\nabla q^k, v^k - q^k) + (\nabla q_w^k, u^k - w^k) = -\text{Gap}_{f_T}(q^k, w^k)$. Moreover, with standard bounds on then tail of Laplacian and Gaussian random variables, with probability at least $1 - \beta$, for all $k \in [K]$, $\alpha^k \leq \sigma q \log(2JK/\beta)$ and $\|\nabla q_w - \nabla q_k\|_2 \leq \sigma w \sqrt{d \log(2K/\beta)}$. We will condition on this event for the rest of the proof. Hence, the bound becomes:

\[ f_T(q^k, w^k) - \eta \text{Gap}_{f_T}(q^k, w^k) + \eta q \log \left( \frac{2JK}{\beta} \right) + \eta D_w \sigma w \sqrt{d \log(2K/\beta)} + \gamma_{q,w} \eta^2 D_q D_w \]

\[ + \frac{\eta^2 \mu q D_q^2}{2} + \frac{\eta^2 \mu w D_w^2}{2} \]
Rearranging terms, and then averaging over \(k \in [K]\), we get
\[
\frac{1}{K} \sum_{k=1}^{K} \text{Gap}_{f_{r}}(q^{k}, w^{k}) \leq f_{T}(q^{0}, w^{0}) - f_{T}(q^{K+1}, w^{K+1}) + \eta \left[ \gamma_{q,w} D_{q} D_{w} + \frac{\mu_{q} D_{q}^{2}}{2} + \frac{\mu_{w} D_{w}^{2}}{2} \right] \tag{17}
\]
\[
+ \frac{\sigma_{q} \log \left( \frac{2JK}{\beta} \right)}{\eta K} + D_{w} \sigma_{w} \sqrt{\frac{d \log \left( \frac{2K}{\beta} \right)}{2}}. \tag{18}
\]
\[
\leq \frac{D_{q} \gamma_{q} + D_{w} \gamma_{w}}{\eta K} + \eta \left[ \gamma_{q,w} D_{q} D_{w} + \frac{\mu_{q} D_{q}^{2} + \mu_{w} D_{w}^{2}}{2} \right] \tag{19}
\]
\[
+ \sqrt{K} \left[ \sigma_{q}^{0} \log \left( \frac{2JK}{\beta} \right) + D_{w} \sigma_{w}^{0} \sqrt{\frac{d \log \left( \frac{2K}{\beta} \right)}{2}} \right].
\]

Optimizing this bound in \(\eta\) and \(K\) results in the settings of \(K\) and \(\eta\) in the theorem statement. Substituting with these settings and simplifying, we get that the average gap is upper bounded by \(A/2\), where \(A\) is the bound in the theorem; namely, \(A = 5 \sqrt{D \left( \sigma_{q}^{0} \log \left( \frac{\eta J}{\beta} \right) + D_{w} \sigma_{w}^{0} \sqrt{\frac{d \log \left( \frac{\eta}{D \beta} \sigma_{w} \sigma_{q} \sigma_{r} \right)}{2}} \right)}\).

Now, to conclude the proof, we show that \(\text{Gap}_{f_{r}}(\bar{q}, \bar{w}) \leq \frac{1}{K} \sum_{k=1}^{K} \text{Gap}_{f_{r}}(q^{k}, w^{k}) + A/2\). By the definition of \(\bar{q}, \bar{w}\) and using a similar analysis as above (and using the tail bounds on the Gaussian and Laplace r.v.s as before), observe that \(\text{Gap}_{f_{r}}(\bar{q}, \bar{w})\) can be upper bounded as
\[
\text{Gap}_{f_{r}}(\bar{q}, \bar{w}) \leq \min_{k \in [K]} \text{Gap}_{f_{r}}(q^{k}, w^{k}) + \sigma_{q} \log \left( \frac{2JK}{\beta} \right) + D_{w} \sigma_{w} \sqrt{\frac{d \log \left( \frac{2K}{\beta} \right)}{2}}.
\]
\[
\leq \frac{1}{K} \sum_{k=1}^{K} \text{Gap}_{f_{r}}(q^{k}, w^{k}) + \sqrt{K} \left[ \sigma_{q}^{0} \log \left( \frac{2JK}{\beta} \right) + D_{w} \sigma_{w}^{0} \sqrt{\frac{d \log \left( \frac{2K}{\beta} \right)}{2}} \right].
\]

Observe that the term \(\sqrt{K} \left[ \sigma_{q}^{0} \log \left( \frac{2JK}{\beta} \right) + D_{w} \sigma_{w}^{0} \sqrt{\frac{d \log \left( \frac{2K}{\beta} \right)}{2}} \right]\) above is the last term in (19). Hence, by substituting with the values of \(K\) and \(\eta\), we can show that this term is upper bounded by \(A/2\). This leads to the following:
\[
\text{Gap}_{f_{r}}(\bar{q}, \bar{w}) \leq \frac{1}{K} \sum_{k=1}^{K} \text{Gap}_{f_{r}}(q^{k}, w^{k}) + A/2,
\]
which completes the proof.

\[\square\]

**Proof of Corollary 2.**

**Corollary 2.** Let \(L_{T}(q, w) = \sum_{i=1}^{m} q_{i}((w, x_{i}) - y_{i})^{2} + 4\Lambda^{2} F_{T}(q)\) be the input to Algorithm 1. Let \(\beta \in (0, 1)\). There exists a choice of \(K\) and \(\eta\) such that, with probability at least 1 - \(\beta\), the output of the algorithm is an approximate stationary point of \(L_{T}\) with stationarity gap upper bounded as
\[
\text{Gap}_{L_{T}}(\bar{q}, \bar{w}) \leq \tilde{O} \left( \frac{\mu^{3/4}}{\sqrt{\varepsilon n}} \right).
\]

Hence, bound (1) implies that w.p. \(\geq 1 - 2\beta\) over the choice of the public and private datasets and the algorithm’s internal randomness, the expected loss of the predictor \(h_{\theta}\) (defined by the output \(\bar{w}\)) w.r.t. the target domain is bounded as
\[
\mathcal{L}(\mathcal{P}, h_{\theta}) \leq L_{T}(\bar{q}, \bar{w}) + \tilde{O} \left( \frac{1}{\mu} + \frac{1}{\sqrt{n}} \right) + \eta_{\varepsilon}(S, T).
\]

More precisely, the stationarity gap is bounded as
\[
\text{Gap}_{L_{T}}(\bar{q}, \bar{w}) \leq \frac{32(1 + 2\mu^{2})^{3/4}(\Lambda F)^{3/2} \sqrt{\Lambda F + Y} \log(\frac{mn}{\delta}) \log^{1/4}(1/\delta)}{\sqrt{\varepsilon n}}.
\]
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This is done by choosing \( K \) and \( \eta \) as follows:

\[
K = \frac{\epsilon n (\Lambda \hat{r} + Y) \sqrt{1 + 2 \mu r^2}}{4 \Lambda \hat{r} \gamma \mu \log \left( \frac{mn}{\beta} \right) \sqrt{\log \left( \frac{1}{\beta} \right)}} \quad \eta = \frac{\sqrt{2(\Lambda \hat{r} + Y)}}{\Lambda \hat{r} \sqrt{1 + 2 \mu r^2}} K.
\]

Hence, bound (1) implies that w.p. \( \geq 1 - 2\beta \) over the choice of the public and private datasets and the algorithm’s internal randomness, the expected loss of the predictor \( h_{\|^*} \) (defined by the output \( \hat{w} \)) w.r.t. the target domain is bounded as

\[
\mathcal{L}(\mathcal{P}, h_{\|^*}) \leq L_T(q, \hat{w}) + \frac{2 \log (m + n)}{\mu} + \frac{2 \Lambda r (\Lambda r + Y)^2}{\sqrt{n}} + \frac{(\Lambda r + Y)^2}{2n} + \eta \mathcal{E}(S, \hat{T}).
\]

### 1.1 Instantiating Algorithm 1 with \( L_T(q, w) \)

We now show that the smooth approximation of our adaptation objective function \( L_T(q, w) = \sum_{i=1}^{m} q_i \ell(h_w(x_i), y_i) + 4 \Lambda^2 L(q) \) (where \( \ell(h_w(x_i), y_i) = ((w, x_i) - y_i)^2 \) is the squared loss) is an instance of the family of functions \( L_T \) in Theorem 6.

Recall that we assume that \( \mathcal{V} \subseteq B_2^2(\Lambda) \) (the \( \| \cdot \|_2 \) ball of radius \( \Lambda \) in \( \mathbb{R}^d \)), \( \mathcal{X} \subseteq B_2^2(r) \), and \( \mathcal{Y} \subseteq [-Y, Y] \) for some \( Y > 0 \). Also, recall that we denote the maximum norm of the feature vectors in the public dataset, \( \max_{i \in [m]} \| x_i \|_2 \), by \( \hat{r} \).

First, note that \( Q \) in Algorithm 1 is instantiated with the simplex \( \Delta_m \) and hence, \( V \) is \( \{ e_1, \ldots, e_m \} \).

Second, since the private dataset \( T \) only appears in \( \hat{F}_T \), note that \( \nabla w L_T(q, w) \) does not involve \( T \). Thus, \( \sigma_w \) in Algorithm 1 can be set to zero. That is, we do not need to privatize the Frank-Wolfe steps over \( w \).

Third, note that the global \( \| \cdot \|_\infty \)-sensitivity of \( \nabla \gamma L_T(q, w), \gamma_T \), is the same as that of \( 4 \Lambda^2 \nabla q \hat{F} \), which follows from Corollary 1 (Part 3), namely, \( \gamma_T = \frac{8 \Lambda^2 \mu r^2}{\gamma} \), where \( \gamma \) is the approximation parameter of the soft-max and \( \hat{r} = \max_{i \in [m]} \| x_i \|_2 \).

Fourth, note that \( L_T(\cdot, \cdot) \) is \((\gamma_q, \| \cdot \|_1), (\gamma_w, \| \cdot \|_2)\)-Lipschitz, where \( \gamma_q = (\Lambda \hat{r} + Y)^2 + 4 \Lambda^2 \hat{r}^2 \), which follows from \( \| \nabla \gamma L_T(q, w) \|_\infty \leq \max_{i \in [m]} \ell(h_w(x_i), y_i) + 4 \Lambda^2 \| \nabla q \hat{F}(q) \|_\infty \) together with Corollary 1 (Part 4), and \( \gamma_w = 2(\Lambda \hat{r} + Y) \hat{r} \), which follows directly from the \( \| \cdot \|_2 \)-bound on the gradient of the squared loss over \( B_2^2(\Lambda) \).

Moreover, \( L_T(\cdot, \cdot) \) is \((\mu_q, \| \cdot \|_1), (\mu_w, \| \cdot \|_2)\)-smooth, where \( \mu_q = 4 \Lambda^2 \mu r^4 \), which follows from the fact that the smoothness of \( L_T(q, w) \) w.r.t. \( q \) is given by the smoothness of \( 4 \Lambda^2 \hat{F} \), which follows from Corollary 1 (Part 2), and \( \mu_w = \hat{r}^2 \), which follows from the fact that the squared loss \( \ell(h_w(x), y) \) is \( \| x \|_2^2 \)-smooth w.r.t. \( \| \cdot \|_2 \).

Additionally, the condition on \( \| \nabla q L_T(q, w) - \nabla q L_T(q, w') \|_\infty \) in Theorem 6 is satisfied in our case with \( \gamma_{q, w} = 2(\Lambda \hat{r} + Y) \), which follows from the fact that \( \| \nabla q L_T(q, w) - \nabla q L_T(q, w') \|_\infty = \max_{i \in [m]} | \ell(h_w(x_i), y_i) - \ell(h_w(x_i), y_i) | \) together with the Lipschitzness property of the squared loss over \( B_2^2(\Lambda) \).

Finally, note that \( D_q = 2 \) and \( D_w = 2 \Lambda \).