ABSTRACT  Radial Based Function Neural Network models (RBFNN) are currently used deep-rooted methods for assessing the stages of diagnosis of chronic diseases. The goals of this research are to suggest a model for the diagnosis of breast cancer, and to be able to estimate the stages of development of pre-malignant breast tumors. The significance of the study is to develop an integrated RBF neural network with ensemble features using the boosting method. The importance of the ensemble boosting method is to generate a sequence of models to achieve more precise predictions. One of the ensemble boosting advantages is that it can take longer to build and to score than a RBF NN standard model. By using ensemble boosting, the accuracy of breast tumor diagnosis increased and thus it became easier to know the stage of the tumor, and whether it was malignant or benign. This will help doctors to select appropriate treatment for each tumor stage, consequently leading to the salvage of cancer patients with this type of tumor. The suggested RBFNN method was examined on the different type of UCI breast cancer datasets. The general diagnosis accuracy based on 10-fold cross validation using RBFNN method obtained 97.4%, 98.4%, 97.7% and 97.0% for the WBC, BCD, BCP, and WBCD UCI datasets respectively. The effectiveness of the proposed method was confirmed by comparing accuracy improvement both before and after using ensemble boosting, and it was found to be more accurate compared with other breast cancer diagnosis methods such as Logistic Regression (91.5%), KNN (96%), SVM (89%), Decision tree (95.13), CNN (97.66%), and Naive Bayes (91%).
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the discrete class of new input [3]. The main objectives of this research are: to investigate the current breast cancer prediction model in order to improve its prediction diagnosis results; to improve the accuracy of breast cancer diagnosis; and to reduce the misdiagnosis errors based on the ensemble boosting learning method with RBF neural network algorithm. In the diagnosis of tumors and follow-up investigations, identifying and treating early breast cancer can save lives. A tumor that has been diagnosed early on is more likely to be treated successfully if it is not too large and has not spread. When cancer has spread, efficient diagnosis is tougher, and chances of survival are usually significantly lower [4]. The study of conventional machine learning indicates that the techniques are only used in a limited fashion, although data mining methods have great potential for medical research and enhance the diagnosis capacity of current computer-aided diagnosis (CAD) systems such as ALzubi et al. [5] and Kumar et al. [6].

Emphasize and investigation of the proposed method on premalignant breast tumors is one of the main tasks for this study. This study aims to predict the real suspected cancer cases and classify the tumors situations to (begin and malignant). The contributions of this study has been investigated by training the proposed method with real different cancer cases, and then examine them with whole parts of the real data samples to highlight the discrimination pattern of the premalignant breast tumors.

This research is organized into six sections. Section I has described the introduction of this research. Section II discusses the related studies. Section III describes the material and method that was used to build the proposed model and its necessary approach. The deep discussion of integrated model is presents in Section IV. Experiments results discussion of the proposed model will be illustrated in Section V. Finally, the summary and future work will be concluded in Section VI.

II. RELATED WORKS

Data extraction is the process of finding useful patterns in order to represent information from large data sets in medical filed such as Breast cancer [7]–[11], brain tumor diagnosis [6], [12]–[14], and diabetes diagnosis [15], [16]. This experience is useful for improving decision-making support, prevention, diagnosis and disease treatment [17]. The data extraction process with multiple attributes which may handle large volumes of data is known as a logical process for detecting interesting patterns in big data [15]. Data mining is intended to find patterns, reduce complexity and save time on processing. The prediction model for benign and malignant breast cancer has been developed by Chaurasia et al. [18]. The data set for Wisconsin’s breast cancer consisted of sixty-nine cases, two categories (malignant and benign) and nine integer clinical attributes, for example cell size uniformity. To develop the data set of 683 examples, the researchers deleted 16 cases with the missing values from the data set. Results were, benign: 458 (65.5%) and malignant: 241 (34.5%) [19]. Yue et al. examined machine learning (ML) techniques used for the diagnosis and prognostics of breast cancer [20]. The researchers based their study on studies with the aid of SVM [21], NN [22], KNN [23], [24], and DT algorithms [25]. In addition, the breast cancer list from Wisconsin was used. Classification and prediction accuracy of master learning systems have demonstrated their significant capability. A concise and informative knowledge collection was provided by the researchers. This data has been provided in a table of sources, algorithms, sampling methods and reliability of classification. Banu and Thirumalaikolundusubramanian [26] introduced a breast cancer prediction classifying technique. The researcher reported that Bayes classifications such as Boosted Augmented Naïve Bayes, Tree Augmented Naïve Bayes, and Bayes Belief Network can be used for the best classification performance and accuracy. To improve the accuracy, the gradient boosting techniques (GB) are combined with all classifiers. The three classifiers achieved approximately a comparable 90.1% accuracy before using the GB system. All classificatory tests were, however, enhanced by GB [24]. Akinsola et al. [27] proposed a prediction method for breast cancer that can help doctors identify a breast cancer diagnosis based on patients’ clinical data (classes were a benign tumor). The home dataset was used in Lagos, which included more than 1700 cases. Eleven attributes were picked, such as cell size, cell shape and rank. To identify data on breast cancer, three supervised learning algorithms were used. C4.5, WEKA’s toolkit was used to study Multilayer Perceptron (MLP) and Naïve Bayes. The Naïve Bayes classification data mining algorithm was predicted by Mirajkar and Lakshmi [22]. The proposed approach was used for estimating the risk of certain cancer types. The Naïve Bayes algorithm was used to classify cancer symptoms as the risk of breast and ovarian cancer. In the medical sector, the diagnosis was always a major issue on the basis of various tests carried out in different patients. Tests are designed to help a doctor diagnose correctly and reliably mass informative tumor information and cancer research feature data can now be accessed using information systems. The study reported that the breast cancer rate among women in the world, with about 1.7 million cases diagnosed in 2012, is counted as the second most common cancer among humans. The goal of the study is to collect data for the work of a program of learning machine to facilitate accurate diagnosis of breast cancer in the early stages of the disease. It is the main common category of cancer in America, with an average of eight out of every eight American women with breast cancer (12%). Most of these cases were recorded in the US state of Wisconsin and began to study and collect data [28]. Potdar and Kinnerkar [29] presented a comparison of the problem of learning the problem on the predecessors of the manner that has been the most important information on the basis of the disease that can be used in diagnosis of diseases. The search for the nature of the manner in the manner cannot be used to compare the identification of the manner in the predictor of the manner in the predictor of the manner in the breast cancer. The algorithms that were adopted were compared to the
Kit-Nearest Neighbors (KNN), and Bayesian Network Classifiers Research[29]. The alternative nitrate networks is the best so that the accuracy of the prediction by 97.4% [30]. Osman [21] proposed automatic breast cancer diagnostic approach using two-step clustering method and support vector machine algorithm. The hybrid approach aims to improve diagnosis precision and the medical misdiagnosis identification, thus solving breast-tumor-related screening problems. The two-step method and SVM algorithm was combined and used to distinguish the incoming tumors in order to determine the hidden characteristics of benign and malignant cancer. When analyzed in the UCI-WDBC, the evolved hybrid method improves its precision by 99.1%. [21]. To properly understand hidden breast cancer patterns, the analysis of the sequence of symptoms using machine learning (ML) is an important process. ML algorithms require the necessary extracting pattern from the huge corpus [31]. Cruz-Roa et al. [32] also divided the slide in breast histology into 100 × 100 patches that could be used to identify invasive carcinoma regions using his deep learning network. To classify eight groups of breast cancer, Han et al. [33] has used the deep learning framework. The Euclidean distance was minimized with the implementation of deep learning frameworks in the same class, while the Euclidean distance was maximized between two random class samples. Correspondingly, Wimmer et al. [34] merged the CNN with a layer of Fisher functions to encode the regional characteristics of tumors of breast cancer in a more selective region which effectively distinguishes breast cancer forms. Chen et al. [35] suggested a deep cascaded networks architecture, which would easily recover mitosis candidates while maintaining high-sensitivity. The candidates obtained were then identified by the next deep CNN, which can more specifically distinguish between mitosis and hard imitations. This method has therefore provided high performance in the identification of images of breast cancer. Future work on CAD systems will focus on improving quality for breast cancer diagnosis. The selection of features for the creation of a CAD program is a major step. In recent years a wide range of features have been created to describe breast cancer. Further work is therefore required to calculate robustness characteristics that can deliver a high level of classification precision. Choosing the optimal subset of features for guided learning problems involves a thorough search. The potential for bias in CAD systems varies. The above discussions indicate that the cancer research community uses both supervised and unregulated data mining approaches, although the majority of the work uses the semi-controlled approach. The provided literature is intended to assist clinicians in early diagnosis of breast cancer and in developing a strong and computationally efficient CAD program. Because data mining needs enough annotated training data, many researchers use a combination of public and private data and data enhancement techniques to overcome the problem of data scarcity.

This paper introduces an automated system for classifying breast cancer based on ensemble boosting learning and Radial Based Function Neural Network for the improvement of the classification of breast tumors (RBF-EBL). It is intended to assist medical professionals in the treatment of breast cancer.

The important of this research in the diagnosis and control of tumors of breast cancer is to diagnose and treat breast cancer at an early stage. When not so large and has not spread at an early stage, this is more likely to be successfully treated. When cancer spreads, effective treatment is difficult and chances of survival are usually much lower.

III. MATERIALS AND METHODS

The technique used to diagnose breast cancer is discussed in this section. A reliable approach must be developed in order to enhance the identification of breast cancer measures before this work is conducted. The procedure for developing this approach is provided based on different stages. These stages are demonstrated in Figure 1, as follows:

![Proposed model](image)

**FIGURE 1. Proposed model.**

A. DATASET

To accurately detect cancer as being benign or malignant, a collection of specimens the proposed method tested based on four types of the breast cancer UCI repository. There are: Wisconsin Data set for Diagnostic Breast Cancer (WDBC) [36]; Breast Cancer Original (WBC) [19]; Breast Cancer Prognostic (BCP) [37]; and Breast Cancer Diagnosis (BCD) [19]. Features are computed from a digitized image of a fine needle aspirate (FNA) of a breast mass. They describe characteristics of the cell nuclei present in the image.

The characteristics of the fine needle aspirator (FNA) in the breast mass are calculated from a digitalized image. Some of the images identified by Bennett[38]. Applicable characteristics were nominated using comprehensive search in the space of (1-4) characteristics and (1-3) separating planes. The real linear program applied to achieve the separating plane in the 3-dimensional space as defined by Bennett[39]. Some samples reach regularly as Dr. Wolberg reports his medical cases. The dataset consequently reflects the chronological data groups from (1989 to 1991).
TABLE 1. Features of the (WDBC) samples.

| Feature | Feature Name        | Description                                    |
|---------|---------------------|------------------------------------------------|
| F1      | ID                  | ID number                                      |
| F2      | Diagnosis           | The diagnosis of breast tissues (M = malignant, B = benign) |
| F3      | Radius              | Distances from center to points on the perimeter |
| F4      | Texture             | Standard deviation of gray-scale values         |
| F5      | Perimeter           | Size of the core tumor                         |
| F6      | Area                | -                                              |
| F7      | Smoothness          | Local variation in radius lengths              |
| F8      | Compactness         | Perimeter^2 / area - 1.0                       |
| F9      | Concavity           | Severity of concave portions of the contour     |
| F10     | Concave Points      | Number of concave portions of the contour       |
| F11     | Symmetry            | -                                              |
| F12     | Fractal dimension   | coastline approximation - 1                     |

This section provides information details of the WDBC as examples of the used breast cancer dataset. The WDBC is a selection of the machine learning library in the University of California, Irvine [36]. Table 1 demonstrates the WDBC dataset.

There are 569 instances and different features of actual value. Table 1 provides the summary of the attributes. The class feature of the dataset is benign or malignant. 357 cases are benign and 212 are malignant in this dataset. No sample has a missing value of the attribute.

B. PREPROCESSING STAGE

Preprocessing is a major data mining stage in which the dataset is cooked prior to the learning process. Outliers within the dataset are removed and missing values are updated, and data cleaning processes are carried out. In addition, the dataset features are analyzed as a data preparation step to specify the standard error, maximum and mean value for each attribute.

C. DATA SEGMENTATION BASED ON CROSS-VALIDATION STAGE

The proposed model is often used in practical applications to deal with problems still unresolved. In addition to matching the target function in the training sets, the highly practical of the suggested model has outstanding generalization quality on the testing set. A part of the data set is used for verifying the proposed model’s performance, which the algorithm’s weights have been determined for, and a method for determining the number of data features is used to improve the performance of generalization. The following procedure is used to optimize the use of the data set:

1. Divide the dataset into sub-sets of (K), where (i)th is validation and the rest of the sub-sets (K-1) are the training sets.
2. Switch I from (1 – K), practice, and validate the proposed method, using the development method for achieving an optimum number of features within the dataset in training and testing stage.
3. The average number (K) obtained is estimated and then the optimum number of features is obtained for the entire data set.

D. RBF NEURAL NETWORK ARCHITECTURE

RBF has benefits of good generalization, faster training, easy design, and robust tolerance to feature noise. In 1988, Broomhead and Lowe developed the RBF network framework [40]. The RBF network structure is considered an important learning strategy for data classification in a neural network. The traditional estimation hypothesis is based on the RBF network structure. It has the capacity to calculate extensively. The RBF organization, as well as its smoother structure and a much speedier method of planning, is a contrasting and well-known approach for the excellent Multilayer Perceptron. The RBF scheme is responsible for the precise implementation of a multidimensional data arrangement[41]. It can be regarded as a kind of useful link network [42]. It is considered as one of the most simple and powerful network architectures[43]. Broomhead and Lowe introduced radial-base functions in the development of neural networks and explored how RBF models non-linear relations and generalized or interpolated data points [43].

The RBF neural network architecture consists of three layers:

1) INPUT LAYER

The input layer is represent dataset feature includes the main features of breast cancer dataset that discussed and reported in table 1. These features are illustrated in Figure 1 and Figure 2 as (x1, x2,... x12) except x2 that represent the output of the RBF neural network.

2) HIDDEN LAYER

In the hidden layer are put the activation features which are the exponential functions. The RBF feature is an inverter neural network with three layers (J1-J2-J3), as demonstrated in Figure 1. In the hidden-layer, each node uses a RBF defined by \( \phi(r) \) as its non-linear activation function. The hidden layer transforms the input non-linear and the output-layer represents a linear integrator that maps non-linearity to a new
space. Commonly, the RBF is utilized on all nodes; that is, the radial base function nodes have the non-linearity:

\[ \phi_i(\vec{x}) = \phi(\vec{x} - \vec{c}_i), \quad i = 1 \ldots J \]

(1)

where:

- \( \vec{c}_i \) is the prototype of the sample or the middle of the \( i \)th node
- \( \phi(\cdot) \) is a radial base function

In the hidden layer, addition of a neuron with a permanent \( \phi_0(\cdot) = 1 \) activation function that model the biases of the output layer neurons. With the linear optimization strategy, the RBF network provides an overall optimum solution for weighting variable in the mean-square (MS) error as discussed by Osman and Alzahrani [44]. Figure 2 shown the RBF neural network architecture:

3) OUTPUT LAYER
The \( y_i(\vec{x}) \) is the \( i \)th output values, and it equal the joining weight from the hidden layers to the output layers. The RBF is characteristically nominated as the Gaussian function, and such an RBF is typically labeled the Gaussian RBF network.

The reason of using the RBF neural network is that the RBFN can define any arbitrarily complex decision boundary. In other words, you can always improve its accuracy by using more RBF neurons. In addition, the significance function of each node in RBNN’s hidden layer can be easily interpreted. However, this reason is complicated in many of data classifiers.

The input layers, hidden layers, and output layers have define as \( J_1, J_2, \) and \( J_3 \) neurons respectively. In Figure 2, an activation function \( \phi_0(\vec{x}) = 1 \) corresponds to the bias in the output layers, whereas \( \phi_i(\vec{x}) \)’s define the non-linearity at the hidden nodes. Only non-linear activation functions allow such networks to compute non-trivial problems with just a few nodes. It can be shown that the activation functions as a “(1) digital network, depending on the input. The values of hidden layer determined by converts the input into a non-linear one and a linear combination maps the non-linearity into a new space is the output layer. The RBF network is a receptive area or a localized network with localized RBFs such as the Gaussian RBF network. When the input is close to the node prototype, the localized approach method provides the highest output. Input vectors close together generate mostly identical outputs for a well-trained and localized RBF network, whereas distant input-vectors generate quite independent outputs. It is the intrinsic property of local generalization. A receptive field networks is an associated neural network, since the input to the network determines only a small subspace. This property is highly attractive as the receptive field function changes.

E. ENSEMBLE BOOSTING LEARNING METHOD
Boosting means a family of algorithms that can transform weak learners into powerful learners. The key principle of improvements is the adaptation of a set of soft learners to weighted data versions—models that are only marginally better than random guessing, such as small decision trees. Cases that were misclassified as ‘error’ by earlier rounds were given more weight [29]. The classifications are then combined to generate the final classification by weighted majority voting (classification) or a weighted total (regression). The main difference between the methods of boosting and bagging, for example, is that base learners are sequenced in a weighted data version [30], the error rate of which is slightly below a random selection. AdaBoost originally developed the first soft C1(x), which is a decision stump in most cases. When the weight of that observation is increased — when at least a misclassification is made by one of the classification methods — subsequently, the second classifier builds with new weight. The predictions of all classification systems are combined with weighted majority voting techniques, thus generating a final prediction which can be calculated as:

\[ C(x) = \text{sign}(M = 1 \cdot a \cdot C_m(x)) \]

(2)

where \( a_1, a_2, \ldots \) and \( a_m \) are numbers that are generated by the boosting algorithm for the improvement of the sequence [32].

The most popular approach for ensemble learning is bagging and boosting, with both focused on adding variety by adjusting the training set, so that the learning algorithm is applied repeatedly over different training settings. Each boosting phase adds weight to each of the training data points. Bagging conducts a random sampling of the data by substitution, uses bootstrap sampling to obtain the subsets of data for basic apprenticeship learning, uses voting for classifying and averaging for regression to combine the performance of basic apprentices and uses category voting and average regression to measure the results of specific students. When boosting, the weights of these weights is modified by means of random sampling and is substituted for the weighted data to give greater importance to the previously unclassified samples. Ensemble classification is a general term for the combination of several classification algorithms to improve the system’s predictive efficiency [20], [37]. Previously, various scientists [38]–[41] used classification ensembles and debated their supremacy over individual classification [42]. The Ensemble Boosting Learning algorithm is shown as:

**Ensemble Boosting Learning Algorithm**

**AdaBoost***(sample, L, T)*

1) \( D_1(i) \leftarrow 1/m \) for each of \( m \) examples
2) For \( t \leftarrow 1 \) to \( T \)
3) \( h_t \leftarrow \text{apply L to samples using } D_t \text{ distribution} \)
4) \( \epsilon_t \leftarrow \text{sum of } D_t(i) \text{ for examples miss-classified by } h_t \)
5) \( \beta_t \leftarrow (1 - \epsilon_t) / \epsilon_t \)
6) \( D_{t+1}(i) \leftarrow \begin{cases} D_t(i) \beta_t \text{ if } h_t \text{ mis-classifies example } i \\ D_t(i) \text{ otherwise} \end{cases} \)
7) normalize \( D_{t+1} \) so it sums to 1
8) return \( h_1, \ldots, h_T \) and \( \beta_1, \ldots, \beta_T \)
can be defined as: breast cancer dataset and characteristics of the cell nuclei present in the Wisconsin x1, x2, .., x12 network. The Parameters (x1, x2, ..) are describing the breast cancer features that content noise samples. The main reason for using the RBF neural network in this paper is that the proposed model not needs to have multiple hidden layers because of combining the ensemble boosting learning approach which focuses to increase the learning process during the RBF prediction procedure.

The unanimous ballot was taken, because the real world application of this study needs great trust, since the division of patients with breast cancer in bio-classes, among a variety of decision-making fusion methods, present in the report. The main objectives of using the ensemble boosting learning in this study is to improve the learning level by collecting the breast cancer samples with similar patterns together thus, the complexity will be reduced and the diagnosis interpretation will be accurate. The integration structure between the ensemble boosting learning method and RBF neural network (RBF-EBL) is demonstrated in Figure 3.

The hybrid module uses the integration between the ensemble boosting classifier with RBF neural network algorithm for breast cancer diagnostic and indicated that the ensemble approach imitates human reasoning as multiple perspectives are taken into account before making a final decision. The RBF have benefits of flexible design and solid tolerance to breast cancer features that content noise samples. The main reason for using the RBF neural network in this paper is that the proposed model not needs to have multiple hidden layers because of combining the ensemble boosting learning approach which focuses to increase the learning process during the RBF prediction procedure.

In contrast, a combination of winner-takes-all and weighted-most majority strategies refers to the combination of the ensemble boosting learning algorithm. This combination method aims to both reduce the misdiagnosis which existed and increase the accuracy of healthy breast cancer diagnosis. The majority model with small value predictions would benefit from minority models with much higher value predictions in the weighted majority rule. The prediction coefficients of the majority of models with appropriate large values are lost in the winning process in contrast with the only model with the greatest value. The integrated module is built in the learning stage of the ensemble boosting process. Each RBF network extracts a classification result for each cross-validation fold from the data set. This classification must then be integrated to scheme the final classification model.

V. EXPERIMENTATION AND RESULTS DISCUSSION
In the experiments, the breast cancer datasets were utilized to specify the breast tumor level as either malignant or benign. The data had each case described as either a malignant or a benign sample. The integrated method employed by learning and testing the data based on an integration ensemble boosting learning method and RBF NN technique. The main objective of ensemble boosting learning in this study is to improve the learning level by gathering the breast tumor cases composed of similar samples thus decreasing the misdiagnosis.
and increasing the accurate medical analysis accordingly. The obtained results from the learning and testing procedure on the datasets are explained in Table 1, which proves a set of results achieved by RBF neural network model without EBL and with EBL algorithm. The RBF model was applied once more with the production of the ensemble boosting learning algorithm with the aim of obtaining greater accuracy. The average accuracy results have been achieved based on different types of the breast cancer dataset, as mentioned in Section III. The results of the proposed method are shown in Table 2.

The outcomes of the RBFNN predictor with ensemble boosting learning evidenced an enhancement diagnosis when the RBFNN method predicted the datasets with ensemble boosting learning results. Interestingly, the ensemble boosting learning algorithm increases the diagnosis accuracy with 98.4% rate. The best diagnosis results using RBF are demonstrated in Figure 4, while the improvement prediction accuracy is illustrated in Figure 5, as shown.

Figures 4 and 5 show the both learning and testing results of the RBFNN model without learning improvement and with learning improvement using ensemble boosting learning algorithm. The 10-fold cross-validations were considered and the diagnosis accuracy based on RBFNN without EBL achieved 97.6%, 96.58%, 97.7% and 96.12% for the WBC, BCD, and WBCD datasets respectively. In contrast, the average testing analysis results based on RBFNN with EBL obtained 97.4%, 98.4%, 97.7% and 97.0% for the WBC, BCD, BCP, and WBCD datasets respectively.

It can be noted that, through Figures 4 and 5, the best result achieved using RBFNN classifier with EBL is 97.09% in the learning results and 98.4% in the testing experimentations. The deduction is that there is an improvement when using the ensemble boosting learning method. The results of the RBFNN with ensemble boosting learning are improved, and the breast tumor analysis is more precise when using the RBFNN results with the ensemble boosting learning method in the BCD dataset.

The proposed model has been compared with different breast cancer classification models in term of diagnosis accuracy using UCI Breast cancer dataset. The comparison between the proposed method and the state of the art methods that were discussed in Section II is shown in Table 4.

Table 4 shows the comparison of diagnosis accuracy for the state-of-the-art classification algorithms with EBL-RBF neural network method). It can be noted that the obtained result of the proposed method using EBL-RBF neural network is better than several diagnosis classification algorithms in term of prediction accuracy with 98.4% ratio. In addition, the practical experimental results between the proposed EBL-RBFNN with other classification methods such as random forest, SVM, RBFNN, NN, etc. represented in different views as shown in Figure 6.

Figure 6 demonstrates the comparison of practical experimental results between the proposed EBL-RBFNN with other classification methods in terms of Breast cancer diagnosis.

![Figure 4. Best diagnosis result using RBF.](image_url)

![Figure 5. Best diagnosis result using EBL-RBF.](image_url)

![Figure 6. Practical experimental results between the proposed EBL-RBFNN with other classification methods.](image_url)

### Table 2. The average accuracy results of the proposed method.

| Dataset | Average Accuracy based on RBF N.N | Average Accuracy based on EBL-RBF N.N |
|---------|----------------------------------|--------------------------------------|
|         | Training | Testing | Training | Testing | Training | Testing |
| WBC     | 95.92%   | 97.6%   | 97.36%   | 97.4%   |
| BCD     | 94.96%   | 96.58%  | 97.09%   | 98.4%   |
| PCB     | 95.57%   | 97.7%   | 96.8%    | 97.7%   |
| WBCD    | 95.37%   | 96.12%  | 96.47%   | 97.0%   |
TABLE 3. T-test Statistical significance outcomes.

| Dataset Results between RBF-NN boosting ensemble & RBF-NN | Mean | Std. Deviation | Std. Error | Interval of the Difference | T | df | Sig. (2-tailed) |
|----------------------------------------------------------|------|----------------|------------|--------------------------|---|----|----------------|
| Breast Cancer WBC Original                              | -1.17000 | 1.84213             | .58253     | -1.48778                 | 1.14777 | -.292 | 9 | .777 |
| Breast Cancer Diagnosis                                  | 1.84000 | 2.42634             | .76728     | 1.10430                  | 3.57570 | 2.398 | 9 | .040 |
| Breast Cancer Prognostic                                 | .01000  | 3.30066             | 1.04376    | -2.35115                | 2.37115 | .010 | 9 | .993 |
| Breast Cancer WBC Diagnostic                             | .88000  | 3.20513             | 1.01355    | -1.41282                | 3.17282 | .868 | 9 | .408 |

VI. CONCLUSION AND FUTURE WORK

This research tried to investigate the breast cancer disease diagnosis to adjust the prediction process based on the RBF neural network and ensemble boosting learning methods. The quality of breast cancer disease prediction was emphasized using integrated EBL RBF neural network algorithms. In this study, the experiments were conducted based on four types of UCI breast cancer datasets. The experiments concluded that the diagnosis results have been applied by using EBL-RBF neural network algorithm with different types of breast cancer features and datasets. Also, the deep examinations highlighted that the integrated RBFN and ensemble boosting method obtained the best result in terms of diagnosis accuracy with Breast Cancer Diagnosis dataset (BCD) with 98.4%. Through this research, it can be noted that the limitation of this study is that the system needs to deal with the doctor to support the diagnostic stance of the cancer stage. This process requires several steps that may delay the detection of cancer which starting from collecting the patient’s laboratory data and inserting them into the proposed system then predict and detect the cancer stage. The current research needs an intelligent prediction system that interacts with the patient and disease without a doctor’s intervention to facilitate the early detection of cancer.

In future, more focus should be on how to improve the current study using some of the optimization techniques to enhance the diagnosis accuracy of the breast cancer disease.
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