Exploration of Fine-Grained Parallelism for Load Balancing Eager K-truss on GPU and CPU
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Abstract—In this work we present a performance exploration on Eager K-truss, a linear-algebraic formulation of the K-truss graph algorithm. We address performance issues related to load imbalance of parallel tasks in symmetric, triangular graphs by presenting a fine-grained parallel approach to executing the support computation. This approach also increases available parallelism, making it amenable to GPU execution. We demonstrate our fine-grained parallel approach using implementations in Kokkos and evaluate them on an Intel Skylake CPU and an Nvidia Tesla V100 GPU. Overall, we observe between a 1.26-1.48x improvement on the CPU and a 9.97-16.92x improvement on the GPU due to our fine-grained parallel formulation.
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I. INTRODUCTION

The K-trusses of a graph $G$ are highly connected subgraphs of $G$ where each edge in a subgraph is an edge in at least $K - 2$ distinct triangles in the subgraph [1].

In this work, we present a fine-grained parallel implementation of the Eager K-truss algorithm [2], a linear algebraic formulation of an edge-centric K-truss algorithm, on both the CPU and the GPU. The key observation is that the existing Eager K-truss algorithm uses a coarse-grained approach to parallelism by dividing the edges into blocks that are distributed between parallel workers based on the common vertex that the edges are connected to; typically the ‘source’ vertex. As each edge may be connected to different number of neighboring edges (i.e. edges that share the same vertex), the performance of this approach suffers from potential load imbalance. In addition, the Eager K-truss algorithm computes with an upper-triangular adjacency matrix, which means this load imbalance may be skewed significantly as the algorithm proceeds.

We resolve the load imbalance problem by introducing a finer-grained task unit upon which parallel workers compute edge membership in triangles - the edge support values. This, in essence, introduces parallelism within each block of edges assigned to a processing element.

In Sections [1] and [11], we present details of our proposed algorithm. For an efficient implementation, we use a performance portable parallel programming model, Kokkos [3]. In particular, we report our K-truss performance for several fixed K values on NVIDIA V100 and Intel Skylake architectures.

We report our results in millions of edges processed per second for each graph, and provide a summary table with timings in milliseconds for specific configurations.

II. BACKGROUND

To keep this paper self-contained, we provide a brief description of the Eager K-truss algorithm in this section. For the detailed algorithmic derivation, we refer to Low et al. [2].

A. Linear Algebraic K-truss Algorithm

Similar to many other K-truss implementations, Eager K-truss takes a two-step approach. Specifically, the first step computes the support of all edges, and the second step prunes edges whose support are below a specified threshold. This two-step approach is then repeated on the pruned graph(s) until no more edges can be removed.

These two steps of the K-truss algorithm can generally be expressed using linear algebraic notation as described in Algorithm [1], where $A$ is given as the adjacency matrix of the input graph, and $M$ is a binary matrix where $M[i, j] = 1$ when $S[i, j] \geq (k - 2)$ [4]. The $\circ$ operator represents an element-wise multiplication of the input operands. Note that Step 1 computes matrix $S$, where each value at $S[i, j]$ is the number of triangles containing the edge between nodes $i$ and $j$.

B. Eager K-truss Algorithm

The Eager K-truss algorithm derives its name for the eager manner in which it updates the support values of all edges.

Algorithm 1: Linear algebraic K-truss algorithm. Lower-case letters are vectors and capital letters are matrices.

| Input: $A$ is the adjacency matrix of input graph |
| Output: $S$ represents the support of edges in $A$ |
| $\text{converge} \leftarrow \text{false}$ |
| $\text{while not converge do}$ |
| $S \leftarrow A^T A \circ A \quad /\!\!/ \text{Step 1: computeSupports}$ |
| $M \leftarrow S \geq (k - 2) \quad /\!\!/ \text{Step 2: pruneEdges}$ |
| $A \leftarrow A \circ M$ |
| $\text{converge} \leftarrow \text{isUnchanged}(M)$ |
| $\text{return } S$ |
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Algorithm 2: computeSupports in Eager K-truss. Greek, lower-case and upper-case letters are scalars, vectors and matrices respectively. Loop range is defined with a start value and a non-inclusive upper bound.

**Input:** $A$ is the upper-triangular adjacency matrix of the input graph

**Output:** $S$ represents the support of edges in $A$

1. parallel for $i$ in range(0, numRows(A))
2. \[ A_{i0} \]
3. \[ s_{22}^i \leftarrow s_{22}^i + A_{i2}^T A_{22} A_{22}^T \]
4. \[ S_{22} \leftarrow S_{22}^i + A_{12} A_{12}^T \]

5. return $S$

for each triangle that has been identified. Specifically, the support of all three edges that form a triangle is updated by the edge with the smallest two vertex labels. By re-arranging $S \leftarrow A^T A \circ A$, using a block-partitioned matrix form, the first step of the Eager K-truss algorithm is described in Algorithm 2. To be consistent with the notation used in [2], we use upper-case, lower-case and Greek letters to represent matrices, column vectors, and scalar elements, respectively. Since Eager K-Truss specifically focuses on undirected and unweighted graphs, it uses the upper triangular adjacency matrix in its computations. Therefore, the adjacency matrix $A$ used in algorithm 2 is upper-triangular.

Iterating over the rows of the adjacency matrix $A$ and exploiting the symmetry of the undirected graph, the computation of the support matrix $S$ follows two updating rules: lines 3 and 4 depicted in Algorithm 2. From now on we will refer to these as the $s_{12}$ and $S_{22}$ update rules, respectively. As data dependencies exist among different iterations, the updates are performed in an atomic fashion.

In essence, the Eager algorithm in Algorithm 2 computes edge supports by performing set intersections for vertex neighborhoods on either side of a current edge and updating all edges in each triangle found. Neighborhood intersections are grouped by their common source vertex, whose outgoing neighborhood is $a_{12}$. Imbalances can occur since vertices do not have identically sized outgoing neighborhoods.

III. FINE-GRAINED PARALLEL EAGER K-TRUSS

In this section, we discuss the source of load imbalance in the existing coarse-grained approach and describe our fine-grained solution. We also discuss implementation details of our approach using the Kokkos framework.

A. Source of Load Imbalance in Eager K-truss

For each matrix partitioning $i$ at a given iteration, the $s_{12}$ and $S_{22}$ update rules are applied. As matrix $A$ is upper triangular, the computational cost of the two updates may decrease as the iteration count $i$ increases. Further, the imbalanced nature of the graph connectivity can lead to significant performance degradation especially when a large number of computing units are used in parallel. Intuitively, this imbalance arises

Algorithm 3: computeSupports in fine-grained Eager K-truss. Greek, lower-case and upper-case letters are scalars, vectors and matrices respectively. Loop and vector or matrix dimension ranges are defined with a start value, colon, and either a non-inclusive upper bound or no upper limit indicating inclusion of the remaining space.

**Input:** $A$ is the upper-triangular adjacency matrix of the input graph

**Output:** $S$ represents the support of edges in $A$

1. parallel for $i$ in range(0, numRows(A))
2. \[ A_{i0} \]
3. \[ s_{22}^i \leftarrow s_{22}^i + A_{i2}^T A_{22} A_{22}^T \]
4. \[ S_{22} \leftarrow S_{22}^i + A_{12} A_{12}^T \]

5. return $S$

Fig. 1: Partitioning $i$ corresponding to a specific set of inputs to the support updates. The left side illustrates that the the work is roughly proportional to the number of non-zero elements in $a_{12}^T$. The right side shows a fine-grained set of tasks, where each task is further refined by the $i^{th}$ partitioning and the $j^{th}$ non-zero value in $a_{12}^{T_{i,j}}$. Task $(i,j)$ updates $s_{12}$ on the $i^{th}$ row, and a row in $S_{22}$ indicated by the $j^{th}$ value in $a_{12}^{T_{i,j}}$, in part from the decrease in length of vector $a_{12}^{T_{i,j}}$ and also from the shrinking size, both in width and height, of the sub-matrix $A_{i_{12}}$. However, because the matrix $A$ is typically highly sparse, the width and height of $A_{i_{12}}$ is far less relevant than the number of non-zero elements in $a_{12}^{T_{i,j}}$. Even the number of non-zero elements in $A_{i_{12}}$ does not directly influence imbalance. The major reason for this is that the number of row vectors in $A_{i_{12}}$ that are relevant to the update rules is directly determined by the non-zero elements present in $a_{12}^{T_{i,j}}$.

B. Fine-grained Tasks for Updating Edge Supports

Our load balancing strategy is to take advantage solely of the information provided by a particular $a_{12}^{T_{i,j}}$: the number of non-zero elements which directly indicate the number of neighborhoods in $A_{i_{12}}$ that must be visited. Thus, a fine-grained task can be defined as a row-wise update by selecting a row in $A_{i_{22}}$ based on the $j^{th}$ value of $a_{12}^{T_{i,j}}$ rather than updating multiple rows in $A_{i_{22}}$ from the outer product of $a_{12}^{T_{i,j}}$. 

Coarse-Grained Task Fine-Grained Tasks
As a result, our fine-grained Eager algorithm iterates over a pair iterator \((i, j)\) that corresponds to the number of non-zero elements of \(A\). Fig. 1 illustrates the difference between the two parallel approaches. To distinguish these two algorithms, we refer the original Eager K-truss algorithm as coarse-grained parallel since each parallel task in the algorithm operates on a group of edges that share the same source vertex. In contrast, we refer to our parallel approach using tasks defined by each non-zero element of the matrix as fine-grained parallel; it is described in Algorithm 3.

The actual work to be performed is determined by both the number of non-zero elements in \(a_{ij}^{T}\) and the non-zero elements within the relevant row of \(A_{22}\) indicated by a non-zero value in \(a_{ij}^{T}\). Therefore, the update rules could then further divided into smaller tasks by grouping the elements within a row of \(A_{22}\). However the information as to exactly how many elements of a row of \(A_{22}\) should be grouped is not straightforward and precise determination of this information can cost similarly to the actual cost of applying the update rules. Therefore we leave it to future work to explore the merits of such ultra-fine-grained tasks. Finally, we note that in either approach outlined above, the Eager K-truss algorithm is still edge-centric; it is simply that the expression of parallelism is changed from parallel over groups of edges within a row (on the order of number of vertices) to parallel over tasks identified by individual edges (on the order of non-zero elements).

Listing 1: Fine-grained support computation using Kokkos. The pruning subroutine is identical to 2 and is omitted for brevity. As input, the code expects an upper-trianglular CSR input matrix of \(IA\) and \(JA\) arrays where they represent row pointers and column indices. \(S\) indicates an array for storing edge supports and the array is decorated with an Atomic memory trait. Using Kokkos, this code works for both CPUs and NVIDIA GPUs by changing a single line of the code specifying an execution space. Note that while we use a flat range policy in the implementation, Algorithm 3 is expressed as nested parallel for readability.

D. Zero-terminated CSR

Recognize that the information determining which \(a_{ij}\) and \(A_{ij}\) (noted \(A(\kappa, :)\) in Algorithm 3) sub-vectors are used as inputs to a particular task is almost entirely characterized by the location and contents of the element in \(a_{ij}\) located at \(A(i,j)\). By defining each task based on the matrix element, we are able to avoid adding an additional data structure for tracking tasks.

However, we did modify the triangularized CSR graph representation such that each vertex neighborhood is terminated with an additional zero value. This increases the length of the entire vector of non-zero elements by the number of vertices, but allows the ends of each task’s input vectors to be implicitly coded without external bookkeeping. This change is minor because the pruning step already introduces zeros as a way of early terminating some tasks. Therefore, zero-terminating the rows at the start simplifies the implementation and enables fine-grained parallel implementation.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In this section we cover our experimental setup for testing performance of our parallel implementations on CPU and GPU. We then present and discuss selected performance results on a set of graphs.

A. Experimental Setup

Input graphs from the Stanford Network Analysis Project (SNAP) [5] were downloaded from the GraphChallenge collection [6]. These graphs were made upper-trianglular before being used as inputs. Our CPU test platform was a single-node, dual-socket machine with two 24-core, 48-thread Intel
Xeon Platinum 8160 CPUs, each operating at 2.10 GHz with a total of 187 GB of main memory. Our GPU is an Nvidia Tesla V100 hosted on a second machine with a Power9 IBM processor. Experiments were run for the cases when $K = 3$, and $K = K_{\text{max}}$, i.e. the largest value of $K$ that returns a non-empty K-truss. The $K = 3$ case is consistent with experiments in Bisson et al. [7], [8]. Performance numbers are provided in terms of millions of edges processed per second (ME/s), and the mean of 10 trials is reported. Correctness of all implementations was verified against the reference K-truss code provided by Low et al. [2].

Table 1 reports runtimes and ME/s results comparing between the coarse- and fine-grained using 48 CPU threads and on the GPU for the $K = 3$ case. Due to space constraints, we do not also include a similar table for $K = K_{\text{max}}$. Where named in a plot, graphs are ordered from least number of edges (non-zero entries) to greatest, left to right. Where a plot bar for coarse-grained performance is not visible, vertical text is placed to state the ME/s rate achieved.

**CPU Performance**

Fig. 2 shows speedup of fine-grained versus coarse-grained parallelism for $K = K_{\text{max}}$. We omit the plot for $K = 3$ except to state that speedups are slightly higher. Speedup is above unity for most graphs, indicating that fine-grained has better performance per graph and per number of threads. Some larger graphs show drops in speedup below unity for threads greater than 8. This may be because $K = K_{\text{max}}$ aggressively prunes edges from the graph and reduces overall opportunities for parallelism. Some graphs show peaks in speedup for 32 threads even if the 16 thread run has worse speedup than 8. In future work we will examine the graphs’ properties to determine causes for these peaks and troughs.

Fig. 3 shows performance of the CPU parallel implementations across all input graphs for 48 threads. Overall, the geometric mean speedup across graphs of the fine-grained parallel implementation over coarse-grained is 1.48x for $K = 3$ and 1.26x for $K = K_{\text{max}}$, both for 48 threads.

**GPU Performance**

The difference in performance between the two parallelism approaches is much larger on the GPU. Fig. 4 shows that, for the majority of the input graphs, the fine-grained implementation achieves significantly higher performance. For the case of $K = 3$, the mean geometric speedup between the two parallel schemes on the GPU is 16.93x; for $K = K_{\text{max}}$, it is 9.97x.

In addition to reducing load imbalance, executing in parallel over fine-grained tasks appears to benefit the GPU by increasing the amount of parallel work. This seems to be the case for the oregon networks and as-caida20071105, which have on the order 10,000 - 1,000 vertices and are among the smallest. However, larger graphs such as the roadNet graphs and cit-Patents show lower performance on the GPU. Determining the sources of these performance degradations will be the subject of future work. Overall, the fine-grained GPU implementation are 1.92x and 1.56x faster, for $K = 3$ and $K = K_{\text{max}}$ respectively, than the fine-grained CPU implementation.

**V. Conclusions and Future Work**

This paper presents a Kokkos implementation of the Eager K-truss algorithm and improves performance by exploiting fine-grained parallelism. We presented results for our fine-grained approach of Eager K-truss on both CPU and GPU, showing that fine-grained parallelism gives significantly improved performance on GPUs and some benefits on the CPU system. By switching parallelism strategies, we observe a mean improvement of 16.93x and 9.97x on the GPU for $K = 3$ and $K = K_{\text{max}}$, respectively, and an improvement on the CPU of 1.48x and 1.26x for the two $K$ settings.

An alternative to the presented parallel approach is hierarchical parallelism (team parallelism in Kokkos) for expression of ultra-fine-grained parallelism and further improved workload balancing. In addition, while the fine-grained approach generally performs well on both platforms, larger graphs tend to show nearly the same performance on the GPU for both approaches. Determining the source of this behavior will be the subject of future work.
Fig. 3: Performance for 48 CPU threads of coarse- and fine-grained implementations. Top: $K = 3$. Bottom: $K = K_{\text{max}}$.

Fig. 4: Performance on GPU of coarse- and fine-grained implementations. Top: $K = 3$. Bottom: $K = K_{\text{max}}$.  

Graph rebalancing via full or partial sorting is another strategy to improve load-balancing. This approach could complement our fine-grained parallelism for Eager K-truss and warrants further investigation. Finally, our fine-grained approach may enable speedups in other motif-counting problems, such as butterfly counting for bipartite networks [10], [11].
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