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Abstract

In this work, we present a family of vector quantization schemes \textit{vqSGD} (Vector-Quantized Stochastic Gradient Descent) that provide an asymptotic reduction in the communication cost with convergence guarantees in first-order distributed optimization. In the process we derive the following fundamental information theoretic fact: $\Theta(\frac{d}{R^2})$ bits are necessary and sufficient (up to an additive $O(\log d)$ term) to describe an unbiased estimator $\hat{g}(g)$ for any $g$ in the $d$-dimensional unit sphere, under the constraint that $\|\hat{g}(g)\|_2 \leq R$ almost surely. In particular, we consider a randomized scheme based on the convex hull of a point set, that returns an unbiased estimator of a $d$-dimensional gradient vector with almost surely bounded norm. We provide multiple efficient instances of our scheme, that are near optimal, and require only $o(d)$ bits of communication at the expense of tolerable increase in error. The instances of our quantization scheme are obtained using the properties of binary error-correcting codes and provide a smooth trade-off between the communication and the estimation error of quantization. Furthermore, we show that \textit{vqSGD} also offers some automatic privacy guarantees.

1 Introduction

Recent surge in the volumes of available data has motivated the development of large-scale distributed learning algorithms. Synchronous Stochastic Gradient Descent (SGD) is one such learning algorithm widely used to train large models. In order to minimize the empirical loss, the SGD algorithm, in every iteration takes a small step in the negative direction of the \textit{stochastic gradient} which is an unbiased estimate of the true gradient of the loss function.

In this work, we consider the data-distributed model of distributed SGD where the data sets are partitioned across various compute nodes. In each iteration of SGD, the compute nodes send their computed local gradients to a parameter server that averages and updates the global parameter. The distributed SGD model is highly scalable, however, with the exploding dimensionality of data and the increasing number of servers (such as in a Federated learning setup [22]), communication becomes a \textit{bottleneck} to the efficiency and speed of learning using SGD [11].

In the recent years various quantization and sparsification techniques [2, 5, 7, 21, 26, 29, 33, 35, 37] have been developed to alleviate the problem of communication bottleneck. Recently, [19] even showed the effectiveness of gradient quantization techniques for ReLU fitting. The goal of the quantization schemes is to efficiently compute either a low precision or a sparse unbiased estimate of the $d$-dimensional gradients. One also requires the estimates to have a bounded second moment in order to achieve guaranteed convergence.

Moreover, the data samples used to train the model often contain sensitive information. Hence, preserving privacy of the participating clients is crucial. Differential privacy [13, 14] is a mathematically rigorous and standard notion of privacy considered in both literature and in practice. Informally, it ensures that the information from the released data (e.g. the gradient estimates) cannot be used to distinguish between two \textit{neighboring} data sets.

Our Contribution: In this work, we present a family of \textit{privacy-preserving vector-quantization} schemes that incur low communication costs while providing convergence guarantees. We provide explicit and efficient quantization schemes based on convex hull of specific structured point sets in $\mathbb{R}^d$ that require $O(d\log d/R^2)$
bits to communicate an unbiased gradient estimate that has variance bounded above by \( R^2 \); this is within a \( \log d \) factor of the optimal amount of communication that is necessary and sufficient for this purpose.

At a high level, our scheme is based on the idea that any vector \( \mathbf{v} \in \mathbb{R}^d \) with bounded norm can be represented as a convex combination of a carefully constructed point set \( C \subset \mathbb{R}^d \). This convex combination essentially allows us to chose a point \( \mathbf{c} \in C \) with probability proportional to its coefficient, which makes it an unbiased estimator of \( \mathbf{v} \). The bound on the variance is obtained from the circumradius of the convex hull of \( C \). Moreover, communicating the unbiased estimate is equivalent to communicating the index of \( \mathbf{c} \in C \) (according to some fixed ordering) that requires only \( \log |C| \) bits. We provide matching upper and lower bounds on this communication cost.

Large convex hulls have small variation in the coefficients of the convex combination of any two points of bounded norm. This observation allows us to obtain \( \epsilon \)-differential privacy (for any \( \epsilon > \epsilon_0 \), where \( \epsilon_0 \) depends on the choice of the point set. We also propose Randomized Response (RR) [36] and RAPPOR [15] based mechanisms that can be used over the proposed quantization to achieve \( \epsilon \)-differential privacy (for any \( \epsilon > 0 \)) with small trade-off in the variance of the estimates.

The family of schemes described above is fairly general and can be instantiated using different structured point sets. The cardinality of the point set bounds the communication cost of the quantization scheme. Whereas, the diameter of the point set dictates the variance bounds and the privacy guarantees of the scheme.

We provide a strong characterization of the point-sets that can be used for our quantization scheme. Using this characterization, we propose construction of point-sets that allow us to attain a smooth trade-off between variance and communication of the quantization scheme. We also propose some explicit structured point sets and show tradeoff in the various parameters guaranteed by them. Our results\(^1\) (summarized in Table 1) are the first quantization schemes in literature to achieve privacy directly through quantization. While our randomized construction is optimal in terms of communication, the explicit schemes are within \( \log d \) factor of a lower bound that we provide.

Empirically we compare our quantization schemes to the state-of-art schemes [5, 33]. We observe that our cross-polytope vqSGD performs equally well in practice while providing asymptotic reduction in the communication cost. The communication results are compared in Table 2.

While differential privacy for gradient based algorithms [1, 30] were considered earlier in literature, cpSGD [4] is the only work that considered achieving differential privacy for gradient based algorithms and simultaneously minimizing the gradient communication cost. The authors propose a binomial mechanism to add discrete noise to the quantized gradients to achieve communication-efficient \((\epsilon, \delta)\)-differentially private gradient descent with convergence guarantees. The quantization schemes used are similar to those presented in [33] and hence require \( \Omega(d) \) bits of communication per compute node. The parameters of the binomial noise are dictated by the required privacy guarantees which in turn controls the communication cost.

In this work we show that certain instantiations of our quantization schemes are \( \epsilon \)-differentially private. Note that this is a stronger privacy notion than \((\epsilon, \delta)\)-privacy. Moreover, we get this privacy guarantee directly from the quantization schemes and hence the communication cost remains sublinear (\( \log d \)) in dimension. We also propose a Randomized Response [36] based private-quantization scheme that requires \( O(\log d) \) bits of communication per compute node to get an \( \epsilon \)-differential privacy while losing a factor of \( O(d) \) in convergence rate. Table 3 compares the guarantees provided by our private quantization schemes with the results of cpSGD [4].

**Organization:** In Section 2, we describe some other related work on communication efficiency in the federated learning setup. We start in Section 3 describing the settings for our results. The vqSGD quantization scheme is presented in Section 4. In Section 5 we provide a handle to test whether a point-set is a valid vqSGD scheme, and prove existence of a point-set that achieves a communication cost equal to the dimension divided by the variance, which matches a lower bound we prove. We provide a few structured deterministic constructions of point sets in this section as well. Section 6 emphasizes the privacy component of vqSGD - and derives the privacy parameters of several vqSGD schemes. Due to space constraint, the section containing experiments (Section A) is delegated to the appendix in the supplementary material. Missing proofs of all theorems/lemmas, and some further schemes can be found in the supplementary material.

### 2 Related Work

The foundations of gradient quantization was laid by [27] and [32] with schemes that require the compute nodes to send exactly 1-bit per coordinate of the grad-

\(^1\)Note that \( \epsilon \) denotes the privacy parameter and \( \epsilon \) refers to the packing parameter of \( \epsilon \)-nets.

\(^1\)\( O_d \) hides terms involving \( \delta \).
were no theoretical guarantees provided for convergence.

Table 3: Comparison of non private quantization schemes.

Table 2: Comparison of non private quantization schemes. (N: number of worker nodes, d: dimension).

Table 3: Comparison of private quantization schemes. (N: number of worker nodes, s, c: tuning parameter (≥ 1)).

Quantization & Sparsification: [5, 35, 37] propose stochastic quantization techniques to represent each coordinate of the gradient using small number of bits. The proposed schemes always return an unbiased estimator of the local gradient and require c = Ω(√d) bits of communication per compute node to compute the global gradient with variance bounded by a multiplicative factor of O(d/c). The quantization techniques for distributed SGD, can be used in the more general setting of communication efficient distributed mean estimation problem, which was the focus of [33]. The quantization schemes proposed in [33] require O(d) bits of communication per compute node to estimate the global mean with a constant (independent of d) squared error (variance). Even though the tradeoff between communication and accuracy achieved by the above mentioned schemes are near optimal [39], they were unable to break the √d barrier of communication cost (per compute node). Moreover, the schemes proposed in [5, 33] are variable length codes that achieve low communication in expectation. The worst case communication cost could be higher. In a parallel work [26], the authors propose an efficient fixed-length quantization scheme that achieves near-optimal convergence with T-rounds of SGD. However, the goal of their work is different from ours, and the methodologies are different as well.

In this work, we propose (fixed length) quantization schemes that require o(d) (as low as log d) bits of communication per iteration of SGD, and are almost optimal as well. In fact for any c-bits of communication, the quantization scheme with Gaussian points achieves a variance of O(d/c) that meets the lower bounds for any unbiased quantization scheme (also shown in the current work).

Gradient sparsification techniques with provable convergence (under standard assumptions) were studied in [2, 6, 18, 31]. The main idea in these techniques is to communicate only the top-k components of the d-dimensional local gradients that can be accumulated globally to obtain a good estimate of the true gradient. Unlike the quantization schemes described above, gradient sparsification techniques can achieve O(log d) bits of communication, but are not usually unbiased estimates of the true gradients. [29] suggest randomized sparsification schemes that are unbiased, but are not known to provide any theoretical convergence guarantees in very low sparsity regimes.

See Table 2 for a comparison of our results with the state of the art quantization schemes.
Error Feedback: Many works [17, 20] focused on providing techniques to reduce the error incurred due to quantization using locally accumulated errors. In this work, we focus on gradient quantization techniques, and note that the variance reduction techniques of [17] can be used on top of the proposed quantization.

3 Preliminaries

Let \([n]\) denote the set \(\{1, 2, \ldots, n\}\) and let \(1_d, 0_d\) denote the all 1’s vector and all 0’s vector in \(\mathbb{R}^d\) respectively. For any \(x, y \in \mathbb{R}^d\), we denote the Euclidean \((\ell_2)\) distance between them as \(\|x - y\|_2\). For any vector \(x \in \mathbb{R}^d\), \(x_i\) denotes its \(i\)-th coordinate. For any \(c \in \mathbb{R}^d\), and \(r > 0\), let \(B_d(c, r)\) denote a \(d\)-dimensional \(\ell_2\) ball of radius \(r\) centered at \(c\). Also, let \(\mathbb{S}^{d-1}\) denote the unit sphere about \(0_d\). Let \(e_i \in \mathbb{R}^d\) denote the \(i\)-th standard basis vector which has 1 in the \(i\)-th position and 0 everywhere else. Also, for any prime power \(q\), let \(\mathbb{F}_q\) denote a finite field with \(q\) elements.

For a discrete set of points \(C \subseteq \mathbb{R}^d\), let \(\text{conv}(C)\) denote the convex hull of points in \(C\), i.e., \(\text{conv}(C) := \{\sum_{c \in C} a_c \cdot c \mid a_c \geq 0, \sum_{c \in C} a_c = 1\}\).

Suppose \(w \in \mathbb{R}^d\) be the parameters of a function to be learned (such as weights of a neural network). In each step of the SGD algorithm, the parameters are updated as \(w \leftarrow w - \eta \hat{g}\), where \(\eta\) is a possibly time-varying learning rate and \(\hat{g}\) is a stochastic unbiased estimate of \(g\), the true gradient of some loss function with respect to \(w\). The assumption of unbiasedness is crucial here, that implies \(\mathbb{E}\hat{g} = g\).

The goal of any gradient quantization scheme is to reduce cost of communicating the gradient, i.e., to act as an first-order oracle, while not compromising too much on the quality of the gradient estimate. The quality of the gradient estimate is measured in terms the convergence guarantees it provides. In this work, we will develop a scheme that is an almost surely bounded oracle for gradients, i.e., \(\|\hat{g}\|_2^2 \leq B\) for probability 1, for some \(B > 0\). The convergence rate of the SGD algorithm for any convex function \(f\) depends on the upper bound of the norm of the unbiased estimate, i.e., \(B\), cf. any standard textbook such as [28].

Although we provide an almost surely bounded oracle as our quantization scheme, previous quantization schemes, such as [5], provides a mean square bounded oracle, i.e., an unbiased estimate \(\hat{g}\) of \(g\) such that \(\mathbb{E}\|\hat{g}\|_2^2 \leq B\) for some \(B > 0\). It is known that, even with a mean square bounded oracle, SGD algorithm for a convex function converges with dependence on the upper bound \(B\) (see [9]). As discussed in [5], one can also consider the variance of \(\hat{g}\) without any palpable difference in theory or practice. Therefore, below we consider the variance of the estimate \(\hat{g}\) as the main measure of error.

In distributed setting with \(N\) worker nodes, let \(g_i\) and \(\hat{g}_i\) are the local true gradient and its unbiased estimate computed at the \(i\)th compute node for some \(i \in \{1, \ldots, N\}\). For \(g = \frac{1}{N} \sum g_i\), the variance of the estimate \(\hat{g} = \frac{1}{N} \sum \hat{g}_i\) is defined as

\[
\text{Var}(\hat{g}) := \mathbb{E} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} g_i - \frac{1}{N} \sum_{i=1}^{N} \hat{g}_i \right\|_2^2 \right] = \frac{1}{N^2} \sum_{i=1}^{N} \mathbb{E} \left[ \left\| g_i - \hat{g}_i \right\|_2^2 \right].
\]

In this work, our goal is to design quantization schemes to efficiently compute unbiased estimate \(\hat{g}_i\) of \(g_i\) such that \(\text{Var}(\hat{g})\) is minimized.

For the privacy preserving gradient quantization schemes, we consider the standard notion of \((\epsilon, \delta)\)-differential privacy (DP) as defined in [14]. Consider data-sets from a domain \(\mathcal{X}\). Two data-sets \(U, V \in \mathcal{X}\), are neighboring if they differ in at most one data point.

**Definition 1.** A randomized algorithm \(M\) with domain \(\mathcal{X}\) is \((\epsilon, \delta)\)-differentially private (DP) if for all \(S \subseteq \text{Range}(M)\) and for all neighboring data sets \(U, V \in \mathcal{X}\),

\[
\Pr\left[M(U) \in S\right] \leq e^\epsilon \Pr\left[M(V) \in S\right] + \delta,
\]

where, the probability is over the randomness in \(M\). If \(\delta = 0\), we say that \(M\) is \(\epsilon\)-DP.

We will need the notion of an \(\varepsilon\)-nets subsequently.

**Definition 2 (\(\varepsilon\)-net).** A set of points \(N(\varepsilon) \subseteq \mathbb{S}^{d-1}\) is an \(\varepsilon\)-net for the unit sphere \(\mathbb{S}^{d-1}\) if for any point \(x \in \mathbb{S}^{d-1}\) there exists a net point \(u \in N(\varepsilon)\) such that \(\|x - u\|_2 \leq \varepsilon\).

There exist various constructions for \(\varepsilon\)-net over the unit sphere in \(\mathbb{R}^d\) of size at most \((1 + 2/\varepsilon)^d\) [12].

**Definition 3 (Hadamard Matrix).** A Hadamard matrix \(H_n\) of order \(n\) is a \(n \times n\) square matrix with entries from \(\pm 1\) whose rows are mutually orthogonal. Therefore, it satisfies \(HH^T = nI_n\), where \(I_n\) is the \(n \times n\) identity matrix.

Sylvester’s construction [16] provides a recursive technique to construct Hadamard matrices for orders that are powers of 2 which can be defined as follows. Let \(H_1 = [1]\) be the Hadamard matrix of order \(2^0\), and let \(H_p\) denote the Hadamard matrix of order \(2^p\), then a Hadamard matrix of order \(2^{p+1}\) can be constructed as

\[
H_{p+1} = \begin{bmatrix} H_p & H_p \\ H_p & -H_p \end{bmatrix}.
\]
4 Quantization Scheme

We first present our quantization scheme in full generality. Individual quantization schemes with different tradeoffs are then obtained as specific instances of this general scheme.

Let $C = \{c_1, \ldots, c_m\} \subset \mathbb{R}^d$ be a discrete set of points such that its convex hull, $\text{conv}(C)$ satisfies

$$B_d(0_d, 1) \subset \text{conv}(C) \subseteq B_d(0_d, R), R > 1. \quad (1)$$

Let $v \in B_d(0_d, 1)$. Since $B_d(0_d, 1) \subseteq \text{conv}(C)$, we can write $v$ as a convex linear combination of points in $C$. Let $v = \sum_{i=1}^{m} a_i c_i$, where $a_i \geq 0, \sum_{i=1}^{m} a_i = 1$. We can view the coefficients of the convex combination $(a_1, \ldots, a_m)$ as a probability distribution over points in $C$. Define the quantization of $v$ with respect to the set of points $C$ as follows:

$$Q_C(v) := c_i \text{ with probability } a_i$$

It follows from the definition of the quantization that $Q_C(v)$ is an unbiased estimator of $v$.

Lemma 1. $\mathbb{E}[Q_C(v)] = v$.

We assume that $C$ is fixed in advance and is known to the compute nodes and the parameter server.

Remark 1. Communicating the quantization of any vector $v$, amounts to sending a floating point number $\|v\|_2$, and the index of point $Q_C(v)$ which requires $\log |C|$ bits. For many loss functions, such as Lipschitz functions, the bound on the norm of the gradients is known to both the compute nodes and the parameter server. In such settings we can avoid sending $\|v\|_2$ and the cost of communicating the gradients is then exactly $\log |C|$ bits.

Any point set $C$ that satisfies Condition (1) gives the following bound on the variance of the quantizer.

Lemma 2. Let $C \subset \mathbb{R}^d$ be a point set satisfying Condition (1). For any $v \in B_d(0_d, 1)$, let $\hat{v} := Q_C(v)$. Then, $\|\hat{v}\|_2^2 \leq R^2$ almost surely, and $\mathbb{E}[\|v - \hat{v}\|_2^2] \leq R^2$.

Remark 2. If, for any vector $v$, we send the floating point number $\|v\|_2$ separately, instead of there being a known upper bound on gradient, we can just assume without loss of generality that $v \in S^{d-1}$. In this case, the subsequent bounds on variance $\mathbb{E}[\|v - \hat{v}\|_2^2] = \mathbb{E}[\|\hat{v}\|_2^2] - \|v\|_2^2$ can be replaced by $R^2 - 1$.

From the above mentioned properties, we get a family of quantization schemes depending on the choice of point set $C$ that satisfy Condition (1). For any choice of quantization scheme from this family, we get the following bound regarding the convergence of the distributed SGD.

Theorem 3. Let $C \subset \mathbb{R}^d$ be a point set satisfying Condition (1). Let $g_i \in \mathbb{R}^d$ be the local gradient computed at the $i$-th node. Define $\hat{g}_i := \frac{1}{N} \sum_{i=1}^{N} g_i$, where $\hat{g}_i := \|g_i\| \cdot Q_C(g_i/\|g_i\|)$. Then,

$$\mathbb{E}[\hat{g}_i] = g \quad \text{and} \quad \mathbb{E}[\|g - \hat{g}_i\|^2] \leq \frac{(R/N)^2}{s} \sum_{i} \|g_i\|^2.$$

Remark 3. Computing the quantization $Q_C(.)$ amounts to solving a system of $d+1$ linear equations in $\mathbb{R}^{|C|}$. For general point sets $C$, this takes about $O(|C|^3)$ time (since $|C| \geq d + 1$). However, we show that for certain structured point sets, the quantization $Q_C(.)$ can be computed in linear time.

Note that Theorem 3 holds even when $g_i$ is an unbiased stochastic gradient and not the true local gradient. The quantization error is then computed with respect to this estimate of the local gradient.

From Theorem 3 we observe that the communication cost of the quantization scheme depends on the cardinality of $C$ while the convergence is dictated by the circumsphere $R$ of the convex hull of $C$. In the Section 5, we present several constructions of point sets which provide varying tradeoffs between communication and variance of the quantizer.

Also note that the convex combination computed for a particular vector $v$ with respect to the point set $C$ need not be unique and any convex combination using the point set $C$ gives an unbiased estimate of the vector $v$. However, we will later see that the appropriate choice of convex combination dictates the privacy guarantees of the quantization scheme.

Reducing Variance: In this section, we propose a simple repetition technique to reduce the variance of the quantization scheme. For any $s > 1$, let $Q_C(s, v) := \frac{1}{s} \sum_{i=1}^{s} Q_C(v)$ be the average over $s$ independent applications of the quantization $Q_C(v)$. Note that even though $Q_C(s, v)$ is not a point in $C$, we can communicate $Q_C(s, v)$ using an equivalent representation as a tuple of $s$ independent applications of $Q_C(v)$ that requires $s \log |C|$ bits. Using this repetition technique, the variance reduces by factor of $s$ while the communication increases by the exact same factor.

Proposition 4. Let $C \subset \mathbb{R}^d$ be a point set satisfying Condition (1). For any $v \in B_d(0_d, 1)$, and any $s \geq 1$, let $\hat{v} := Q_C(s, v)$. Then, $\mathbb{E}[\|v - \hat{v}\|_2^2] \leq \frac{R^2}{s}$.

5 Constructions of Point Sets and Lower Bound

In this section, we propose constructions of point sets that satisfy Condition (1) and provide varying tradeoffs
between communication and variance of the quantization scheme. But first, we start with a lower bound that shows that one must communicate $\Omega(d/\sqrt{d})$ bits to achieve an error of $O(R^2)$ in the estimate of the gradient as per Condition (1).

**Theorem 5.** Let $C \subseteq \mathbb{R}^d$ be a discrete set of points that satisfy Condition (1). Then

$$|C| \geq \exp(\alpha d/R^2)$$

for some absolute constant $\alpha > 0$.

To prove the lower bound, we show a strong characterization of the point sets that satisfy Condition (1), and later use this characterization to construct point sets with optimal tradeoffs.

**Theorem 6.** Let $C = \{c_1, \ldots, c_m\} \subseteq \mathbb{R}^d$ be a discrete set of points. The unit ball $B_d(0, 1) \subseteq \text{conv}(C)$ if and only if for any $x \in S^{d-1}$, there exists a point $c \in C$ such that $\langle x, c \rangle \geq 1$.

**Proof.** Assume that for some $x \in S^{d-1}$, $\langle x, c \rangle < 1$ for all $c \in C$. Which implies that all points of $C$, and therefore the $\text{conv}(C)$, are separated from $x$ by the hyperplane $H_w := \{w \in \mathbb{R}^d | \langle w, x \rangle = 1\}$. Therefore $x \notin \text{conv}(C)$.

To prove the other side, assume $B_d(0, 1) \nsubseteq \text{conv}(C)$. Let $H_w := \{z \in \mathbb{R}^d | \langle w, z \rangle = 1\}$ be the separating hyperplane that partitions $B_d(0, 1)$ such that $\text{conv}(C)$ lies on one side of the hyperplane. Without loss of generality, we assume $\text{conv}(C) \subset H_w := \{z \in \mathbb{R}^d | \langle w, z \rangle < 1\}$. Since $H_w$ partitions the unit ball, the distance of $H_w$ from the origin is $1/||w|| \leq 1$.

Now consider the point $x := w/||w|| \in S^{d-1}$. For this point, $\langle x, c \rangle = \frac{1}{||w||} \langle w, c \rangle < 1$ for all $c \in C$.

**Proof of Theorem 5.** The proof of this theorem will use a packing argument for $S^{d-1}$. Let $c \in C$. We will estimate the cardinality of the set $P(c) := \{x \in S^{d-1} : \langle x, c \rangle \geq 1\}$ under the uniform measure over $S^{d-1}$. Using Theorem 6, size of $C$ must be at least

$$\frac{\text{area}(S^{d-1})}{\max_{c \in C} \text{area}(P(c))}$$

for it to satisfy Condition (1).

Note that, $P(c)$ is a hyperspherical cap with angle $\phi$ such that $\cos \phi \geq \frac{1}{1+\frac{1}{\exp|c|}} \geq \frac{1}{2}$, since $C$ satisfy Condition (1). The area of a cap can be computed using the incomplete beta functions, however a probabilistic argument below will serve to lower bound this.

If we uniformly at random choose a vector $z$ from $S^{d-1}$, then the probability $p$ that it is within an angular distance $\phi$ of a fixed unit vector, $u$, will exactly be the ratio of the areas of the hyperspherical cap and the sphere. Again this probability is known to follow a shifted Beta distribution, but we can estimate it from above using concentration bounds.

Since the area of the hyperspherical cap is invariant to its center, we can take $u$ to be the first standard basis vector. It is known that if $g = (g_1, g_2, \ldots, g_d) \in \mathbb{R}^d$ is a random vector with i.i.d. Gaussian $\mathcal{N}(0, 1)$ entries, then $z := g/||g||$ is uniform over $S^{d-1}$. Therefore,

$$\Pr(\langle z, u \rangle \geq 1/R) = \Pr(g_1/||g|| \geq 1/R)$$

$$\leq \Pr(g_1 \geq ||g||/R | ||g|| \geq \sqrt{d}/4) + \Pr(||g|| < \sqrt{d}/4)$$

$$\leq \Pr(g_1 \geq \sqrt{d}/4R) + \Pr(||g|| < \sqrt{d}/4).$$

Now since $g_1$ is $\mathcal{N}(0, 1)$, $\Pr(g_1 \geq \sqrt{d}/4R) \leq \exp(-225d/32R^2)$ from Chernoff bound. On the other hand $||g||^2$ is a $\chi^2$ distribution of $d$ degrees of freedom. Since that is subexponential, we have $\Pr(||g|| < \sqrt{d}/4) \leq \Pr(||g||^2 < d/16) \leq \exp(-225d/32R^2)$ for any $R \geq 1$.

This implies, $|C| \geq (2 \exp(-d/(32R^2)))^{-1}$. 

**5.1 Gaussian point set**

We provide a randomized construction of point set using the characterization defined above, that is optimal in terms of communication.

**Theorem 7.** Let $R \in [5, 6\sqrt{d}]$. There exists a set $C$ of $\exp(O(d/R^2 + \log d))$ points of $\ell_2$ norm at most $R$ each, that satisfy Condition (1).

The above stated theorem provides a randomized algorithm to generate a point set of size about $\exp(O(d/R^2))$ such that the quantization scheme defined in Section 4 instantiated with this point set achieves a variance of $O(R^2)$ while communicating $O(d/R^2)$ bits, hence meeting the lower bound of Theorem 5. In particular, there exists a quantization scheme that achieves $O(1)$ variance with $O(d)$ bits of communication (see supplementary material for a deterministic construction). Also, at the cost of communicating only $O(\log d)$ bits, our quantization scheme can achieve a variance of $O(d/\log d)$.

**5.2 Derandomizing with Reed Muller Codes**

In this section, we propose a deterministic construction of point set based on first order Reed-Muller codes that satisfy Condition 1. We assume $d$ to be a power of 2, i.e., $d = 2^p$ for some $p \geq 1$.

Our quantization scheme is based on the first order Reed-Muller codes, $\text{RM}(1, p)$ (25). Each codeword of $\text{RM}(1, p)$ is given as the evaluations of a degree 1,
\(p\)-variate polynomial over all points in \(\mathbb{F}_2^2\). Mapping these codewords to reals using the coordinate-wise map \(\phi : \mathbb{F}_2 \rightarrow \mathbb{R}\) defined as \(\phi(b) = (-1)^b\) will give us a set of 2d points in \(\{\pm1\}^d\). Let \(C_{RM}\) denote this set of mapped codewords.

We show that the set of points in \(C_{RM}\) satisfy the characterization of Theorem 6, and therefore will give us a quantization scheme with log 2d communication and the following guarantees:

**Proposition 8.** For any \(v \in B_d(0_d, 1)\), let \(\hat{v} := Q_{C_{RM}}(v)\). Then, \(E[\hat{v}] = v\) and, \(E[\|v - \hat{v}\|^2_2] = O(d)\).

**Remark 4.** Instead of first order Reed-Muller codes, we can use any binary linear code \(C \subseteq \mathbb{F}_2^d\) to construct the point set as follows. Map all the codewords from \(\mathbb{F}_2^d\) to \(\mathbb{R}^d\) using \(\phi\) described above. The point set containing all such mapped codewords, and their complements will give a quantization scheme with variance \(O(d)\). The communication will however be \(\log(2|C|)\), where \(|C|\) denotes the number of codewords in \(C\). In this regard, the first order Reed-Muller codes described above provide the best communication guarantees and the quantization is also efficiently computable.

### 5.3 Other Deterministic Constructions

We now present several explicit constructions of point sets that give quantization schemes with varying trade-offs. On one end of the spectrum, the cross-polytope scheme requires only \(O(\log d)\) bits to communicate an unbiased estimate of a vector in \(\mathbb{R}^d\) with variance \(O(d)\). While on the other end, the \(\varepsilon\)-net based scheme achieves a constant variance at the cost of \(O(d)\) bits of communication.

#### 5.3.1 Cross Polytope Scheme

Consider the following point set of 2d points in \(\mathbb{R}^d\):

\[C_{cp} := \{\pm \sqrt{d} \ e_i \mid i \in [d]\}\]

The convex hull \(\text{conv}(C_{cp})\) is a scaled cross polytope that satisfies Condition (1) with \(R = \sqrt{d}\) (see Proposition 9 for the proof). Let \(Q_{C_{cp}}\) be the instantiation of the quantization scheme described in Section 4 with the point set \(C_{cp}\).

To compute the convex combination of any point \(v \in \text{conv}(C_{cp})\), we need a non-negative solution to the following system of equations

\[
\begin{bmatrix}
\sqrt{d}I_d & -\sqrt{d}I_d \\
\vdots & \vdots \\
\sqrt{d}I_d & -\sqrt{d}I_d
\end{bmatrix}
\begin{bmatrix}
a_1 \\
\vdots \\
a_d
\end{bmatrix}
= \begin{bmatrix}
v_1 \\
\vdots \\
v_d
\end{bmatrix}
\]

\[\text{s.t. } \sum_{i=1}^{2d} a_i = 1, \quad (2)\]

where, \(I_d\) is the \(d \times d\) identity matrix. Equation 2 leads to the following closed form solution that can be computed in \(O(d)\) time:

\[a_i = \begin{cases} 
\frac{v_i}{\sqrt{d}} + \frac{\gamma}{2d} & \text{if } v_i > 0 \text{ and } i \leq d \\
-\frac{v_i}{\sqrt{d}} + \frac{\gamma}{2d} & \text{if } v_i \leq 0 \text{ and } i > d \\
\frac{\gamma}{2d} & \text{otherwise}
\end{cases} \quad (3)
\]

where, \(\gamma := 1 - \frac{\|v\|_1}{\sqrt{d}},\) is a non-negative quantity for every \(v \in B_d(0_d, 1)\).

The bound on the variance of the quantizer follows directly from Lemma 2.

**Proposition 9.** For any \(v \in B_d(0_d, 1)\), let \(\hat{v} := Q_{C_{cp}}(v)\). Then, \(E[\hat{v}] = v\) and \(E[\|v - \hat{v}\|^2_2] = O(d)\).

Moreover, using the variance reduction technique described in Section 4 with \(s = O(d \log d)\), the cross polytope based quantization \(Q_{C_{cp}}\) achieves a variance of \(O(\log d)\) at the cost of communicating \(O(d)\) bits.

We note that the cross-polytope quantization scheme described above when used along with the variance reduction technique (by repetition), is in essence similar to Maurey sparsification ([2]).

#### 5.3.2 Scaled \(\varepsilon\)-nets

On the other end of the spectrum, we now show the existence of points sets of exponential size that are contained in a constant radius ball. This point set allows us to obtain a gradient quantization scheme with \(O(d)\) communication and \(O(1)\) variance. We show that an appropriate constant scaling of an \(\varepsilon\)-net points (see Definition 2) satisfies Condition (1).

**Lemma 10.** For any \(0 < \varepsilon < 1\), let \(R = \frac{1}{1-\varepsilon}\). The point set \(C_{net} := \{R \cdot u \mid u \in N(\varepsilon)\}\) satisfies Condition (1).

Let \(Q_{net}\) be the instantiation of \(\vqSGD\) with point set \(C_{net}\). From Lemma 2, we then get the following guarantees for the quantization scheme obtained from scaled \(\varepsilon\)-nets, \(C_{net}\) for some constant \(\varepsilon < 1\).

**Proposition 11.** For any \(v \in B_d(0_d, 1)\), let \(\hat{v} := Q_{C_{net}}(v)\). Then, \(E[\hat{v}] = v\) and \(E[\|v - \hat{v}\|^2_2] = \frac{1}{(1-\varepsilon)}\).

Moreover, \(Q_{net}\) requires \(O(d \log \frac{1}{\varepsilon})\) bits to represent the unbiased gradient estimate.

### 6 Private Quantization

In this section we show that under certain conditions the quantization scheme \(Q_{C}(\cdot)\) obtained from the point set \(C\) is also \(\varepsilon\)-differentially private. First, we see why the quantization scheme described in Section 4 is not privacy preserving in general.

Let \(C\) be any point set with \(|C| > d + 1\). For any point \(x = \sum_{i=1}^{|C|} a_i c_i \in \text{conv}(C)\), let \(\text{supp}(x, C) = \{c_i \in C \mid a_i \neq 0\}\)
Moreover, we now present two constructions of point sets $Q_C(x)$. In order for $Q_C$ to be $\epsilon$-DP for any $\epsilon > \epsilon_0$, we have to show for gradients $x, y \in \mathbb{R}^d$ of any two neighboring datasets and for any $z \in \text{supp}(x, C) \cup \text{supp}(y, C)$,

$$
\text{Pr}[Q_C(x) = z] \leq e^{\epsilon_0} \cdot \text{Pr}[Q_C(y) = z].
$$

If $|C| > d + 1$, there may exist two gradients $x, y \in \text{conv}(C)$ such that $\text{supp}(x, C) \neq \text{supp}(y, C)$. Therefore, for any $z$ in the symmetric difference of the sets $\text{supp}(x, C)$ and $\text{supp}(y, C)$, Eq. (4) will not hold for any finite $\epsilon_0$.

The discussion above establishes a sufficient condition for the quantization scheme $Q_C$ to be differentially private. Essentially, we want all points in $B_d(0_d, 1)$ to have full support on all the points in $C$. This is definitely possible when $|C| = d + 1$. Therefore if the point set satisfying Condition (1) has size $|C| = d + 1$, then the quantization scheme $Q_C$ is $\epsilon$-differentially private, for some $\epsilon > \epsilon(C)$.

We now present two constructions of point sets $C$ of size exactly $d + 1$ satisfying Condition (1) that give an $\epsilon$-differentially private quantization scheme. Both the schemes achieve a communication cost of $\log(d+1)$, but the variance is a factor $d$ larger than the non-private scheme, $Q_{C_{cp}}$.

(1) Simplex Scheme: Consider the following set of $d + 1$ points

$$
C_S = \{2d \cdot e_i | i \in [d]\} \cup \{-41_d\}.
$$

The convex hull of $C_S$ satisfies Condition (1) with $R = O(d)$ (see Proposition 12 for proof). Since the size of the set is exactly $d + 1$, every point in the unit ball can be represented as a convex combination of all the points in $C_S$ (i.e., all coefficients of the convex combination are non-zero). This fact will be used crucially to show that this scheme is also $\epsilon$-DP.

The coefficients of the convex combination of any point $v \in \text{conv}(C_S)$ can be computed from the following system of linear equations:

$$
\begin{bmatrix}
-a_0 \\
2d I_d \\
\vdots \\
a_d
\end{bmatrix}
\begin{bmatrix}
a_0 \\
v_1 \\
\vdots \\
v_d
\end{bmatrix}
\begin{bmatrix}
1 \\
2d \\
\vdots \\
1
\end{bmatrix}
\text{s.t. } \sum_{i=0}^{d} a_i = 1. \quad (5)
$$

Equation 5 leads to the following closed form solution that can be computed in linear-time:

$$
a_0 = 1/3 - \frac{\sum_{i=1}^{d} v_i}{6d}, \quad a_i = \frac{v_i}{2d} + \frac{2a_0}{d} \forall i \geq 1. \quad (6)
$$

Proposition 12. For any $v \in B_d(0_d, 1)$, let $\hat{v} := Q_{C_S}(v)$. Then, $E[\hat{v}] = v$ and $E[\|v - \hat{v}\|^2] = O(d^2)$. Moreover, $Q_{C_S}$ is $\epsilon$-DP for any $\epsilon > \log 7$.

(2) Hadamard Scheme: We now propose another quantization scheme with same communication cost, but provides better privacy guarantees. This quantization scheme is similar to the one presented in Section 5.2 and is based on the columns of a Hadamard matrix (see Definition 3) formed using the Sylvester construction.

Let us assume that $d + 1$ is a power of $2$, i.e., $d + 1 = 2^p$ for some $p \geq 1$. For any $i \in [d + 1]$, let $h_i \in \mathbb{R}^d$ denote the $i$-th column of $H_p$ with the first coordinate punctured. Consider the following set of $d + 1$ points obtained from the punctured columns of $H_p$:

$$
C_H = \{2\sqrt{d} \cdot h_i | i \in [d + 1]\}
$$

The quantization scheme $Q_{C_H}$ can be implemented in linear time since computing the probabilities requires computing a matrix vector product,

$$(d + 1) \cdot [a_1 \quad \cdots \quad a_{d+1}]^T = H_p^T \begin{bmatrix} 1 & v^T / (2\sqrt{d}) \end{bmatrix}^T
$$

that has closed form solution for each $a_i$ as:

$$
a_i = \frac{1}{d + 1} \left(1 + \frac{h_i^T v}{2\sqrt{d}}\right) \quad (7)
$$

Proposition 13. For any $v \in B_d(0_d, 1)$, let $\hat{v} := Q_{C_H}(v)$. Then, $E[\hat{v}] = v$ and $E[\|v - \hat{v}\|^2] = O(d^2)$. Moreover, $Q_{C_H}$ is $\epsilon$-DP for any $\epsilon > \log(1 + \sqrt{2})$.

Finally, we remark that even though $C_{cp}$ in the cross-polytope scheme (in Section 5.3.1) has more than $d + 1$ points, it still gives us $\epsilon$-DP for any $\epsilon > O(\log d)$. Note that differential privacy for such large parameters is also of interest to the community [3].

Proposition 14. Let $C_{cp}$ be the set of point in the cross-polytope point set scaled by a factor of 2. Let $\tilde{C}_{cp} = \{\pm 2\sqrt{d}e_i | i \in [d]\}$, then $Q_{\tilde{C}_{cp}}$ is $\epsilon$-DP for any $\epsilon > \log d$.

We now show a Randomized Response (RR) scheme that can be used on top of any of our quantization schemes to achieve privacy. This scheme incurs the same communication as the original quantizer, however, the price of privacy is paid by a factor of $d$ increase in the variance. We also propose a weaker version using RAPPOR, that incurs a higher communication cost depending on the point set of choice.

6.1 Randomized Response

We present a Randomized Response (RR) mechanism, introduced by [36], that can be used over the output of $Q_C$ to make it $\epsilon$-DP (for any $\epsilon > 0$). This modified scheme retains the original communication cost of $Q_C$, but the cost for privacy is paid by a factor of $O(d)$ in the variance term.
Recall that the quantization scheme described in Section 4, $Q_C(v)$, takes a vector $v \in B_d(0_d, 1)$ and returns a point $c_i \in C$. The RR scheme takes the output of $Q_C(v)$ and returns another random vector from $C$.

For any $\epsilon > 0$, define $p := p(\epsilon) = \frac{e^\epsilon - 1}{e^\epsilon + |C| - 1}$ and $q := \frac{1-p}{|C|-1} = \frac{1}{e^\epsilon + |C|-1}$. We define the private quantization of a vector $v \in B_d(0_d, 1)$ as

$$\hat{v} = PQ_{C, \epsilon}(v) = \frac{1}{p-q} \sum_{i=1}^{|C|} (1_{\{y=c_i\}} - q) c_i,$$

where $1_{\{y=c_i\}}$ is an indicator of the event $y = c_i$ and $y := \text{RR}_p(Q_C(v), C)$ is defined as

$$\text{RR}_p(Q_C(v), C) = \{ Q_C(v) \quad z \in C \setminus \{Q_C(v)\} \} \quad \text{w.p.} \quad p$$

$$\text{RR}_q(Q_C(v), C) = \{ Q_C(v) \quad z \in C \setminus \{Q_C(v)\} \} \quad \text{w.p.} \quad q$$

We claim that the quantization scheme $PQ_{C, \epsilon}$ is $\epsilon$-differentially private.

**Theorem 15.** Let $C \subset \mathbb{R}^d$ be any point set satisfying Condition (1). For any $\epsilon > 0$, let $p = \frac{e^\epsilon - 1}{e^\epsilon + |C| - 1}$ and $q = \frac{1}{e^\epsilon + |C| - 1}$. For any $v \in B_d(0_d, 1)$, let $\hat{v} = PQ_{C, \epsilon}(v) = \frac{1}{p-q} \sum_{i=1}^{|C|} (1_{\{y=c_i\}} - q) c_i$, where, $y := \text{RR}_p(Q_C(v), C)$. Then, $E[\hat{v}] = v$ and $E \left[ \|v - \hat{v}\|_2^2 \right] = O(|C|R^2)$, where the expectation is taken over the randomness in both $Q_C$ and $\text{RR}_p$. Moreover, the scheme is $\epsilon$-differentially private.

6.2 Privacy using Rappor

In this section, we present an alternate mechanism to make the quantization scheme $\epsilon$-DP (for any $\epsilon > 0$). The main idea is to use the RAPPORT mechanism ([15]) over a 1-hot encoding of the indices of vertices in $C$. Though in doing so, we have to tradeoff on the communication a bit. Instead of sending $\log |C|$ bits, this scheme now requires one to send $O(|C|)$ bits to achieve privacy.

Recall that the quantization scheme described in Section 4, $Q_C(v)$, takes a vector $v \in B_d(0_d, 1)$ and returns a point $c_i \in C$. We can interpret the output as the bit string $b \in \{0, 1\}^{|C|}$ which is the indicator of the point $c_i$ in $C$ (according to some fixed arbitrary ordering of $C$). Note that this is essentially the 1-hot encoding of $c_i$. In the RAPPORT scheme each bit of the 1-hot bit string $b$ is flipped independently with probability $p := p(\epsilon) = \frac{1}{e^\epsilon + |C| - 1}$.

For any $\epsilon > 0$, let $p = \frac{1}{e^\epsilon + |C| - 1}$. Define, the private quantization of a vector $v \in B_d(0_d, 1)$ as

$$\hat{v} = PQ_{C, \epsilon}(v) = \frac{1}{(1-2p)} \sum_{j=1}^{|C|} (y_j - p) c_j$$

where, $y := \text{RAPPORT}_p(1\text{-hot} (Q_C(v), C)) \in \{0, 1\}^{|C|}$.

We claim that the quantization scheme $PQ_{C, \epsilon}$ is $\epsilon$-differentially private. Moreover, adding the noise over the 1-hot encoding maintains the unbiasedness of the gradient estimate but incurs a factor of $|C|$ in variance term while the communication cost is $O(|C|)$.

**Theorem 16.** Let $C \subset \mathbb{R}^d$ be any point set satisfying Condition (1). For any $\epsilon > 0$, let $p = \frac{1}{e^\epsilon + |C| - 1}$. For any $v \in B_d(0_d, 1)$, let $\hat{v} := \frac{1}{1-2p} \sum_{j=1}^{|C|} (y_j - p) c_j$, where, $y := \text{RAPPORT}_p(1\text{-hot} (Q_C(v), C))$. Then, $E[\hat{v}] = v$ and $E \left[ \|v - \hat{v}\|_2^2 \right] = O(|C|R^2)$. Moreover, the scheme is $\epsilon$-differentially private.

7 Conclusion

We propose a general framework of convex-hull based private vector quantization schemes for distributed SGD that can be instantiated with any point set satisfying certain properties. The communication, variance and privacy tradeoffs for these mechanisms depend on the choice of point set. The proposed cross-polytope quantization scheme with low communication overhead is shown experimentally to achieve convergence rates similar to the existing state-of-the-art quantization schemes which use orders of magnitudes more communication. While the explicit efficient schemes seems to have a log $d$-factor communication overhead, we believe it will be hard but interesting to get rid of the factor with deterministic construction.

Information theoretically, we are asking the question of computing the variance of an unbiased estimator of points in the unit sphere, in terms of its unconditional entropy. We have established the exact trade-off between variance and entropy for almost surely bounded estimators. We, in this paper, have tried to minimize the communication: but we believe our techniques will be applicable to variance reduction techniques as well at the expense of $\Omega(d)$ communication.
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