A non-uniform corner-cutting subdivision scheme with an improved accuracy
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Abstract

The aim of this paper is to construct a new non-uniform corner-cutting (NUCC) subdivision scheme that improves the accuracy of the classical (stationary and nonstationary) methods. The refinement rules are formulated via the reproducing property of exponential polynomials. An exponential polynomial has a shape parameter so that it may be adapted to the characteristic of the given data. In this study, we propose a method of selecting the shape parameter, so that it enables the associated scheme to achieve an improved approximation order (that is, three), while the classical methods attain the second order accuracy. An analysis of convergence and smoothness of the proposed scheme is conducted. The proposed scheme is shown to have the same smoothness as the classical Chaikin’s corner-cutting algorithm, that is, $C^1$. Finally, some numerical examples are presented to demonstrate the advantages of the new corner-cutting algorithm.
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1. Introduction

Subdivision schemes are recursive processes of generating smooth curves or surfaces from a given sequence of control points. By applying a set of refinement rules to an initial sequence of points iteratively, a subdivision scheme computes denser sequences of points under a suitable convergence criteria. Due to the algorithmic efficiency in geometric modeling and design, subdivision schemes are extensively studied and utilized in many research fields such as computer-aided geometric design, computer graphics, image processing, scientific computing etc. General discussions on subdivision schemes may be found in the references [3, 17, 21].

The smoothness and approximation order of limit functions obtained by the recursive refinement process are two key features of a convergent subdivision scheme. They are strongly related to the generation or reproduction properties of a class of functions such as a set of algebraic polynomials [3, 4, 5, 8, 10, 14, 18, 30] and exponential polynomials [19, 22, 31]. Mostly well-known subdivision schemes based on algebraic polynomials are the B-spline [4, 8] and Delauriers-Dubuc interpolatory schemes [14], which respectively provide optimal smoothness and approximation order. Recent studies have reported that exponential polynomials are useful and effective in designing and approximating various geometric shapes. The refinement rules of the associated subdivision scheme are level-dependent, in which case we call the scheme nonstationary. Since the earlier works as [19, 22, 31] on exponential B-splines, important theoretical progress has been achieved during the last two decades, especially in regards to the reproducing and generation properties of exponential polynomials [5, 22, 25] and the construction of wavelets [29, 34, 35]. Also, important practical subdivision algorithms have been reported. The readers are referred to [1, 11, 12, 13, 22, 26, 28] and the references therein.
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The quadratic B-spline, known as Chaikin’s corner-cutting algorithm \([5]\), is one of the most popular and fundamental scheme with various extensions and applications \([2, 15, 14, 25, 32, 33]\). The exponential B-spline scheme of degree 2 is its natural nonstationary extension. It has advantages because it can reproduce geometrically important shapes in CAGD. Such merits are attributed to the ability to reproduce exponential polynomials. At this point, one should notice that an exponential polynomial has a shape parameter that can be tuned to the characteristic of the given data. Thus, the final approximation may be more faithful to the data initially given. Motivated by this observation, this study aims to introduce a new non-uniform corner-cutting algorithm that generalizes the exponential B-spline of degree 2. In particular, we propose an optimal method of selecting the shape parameter in the exponential polynomial, so that the proposed scheme achieves the improved approximation order (that is, three), while the classical corner-cutting (stationary and nonstationary) methods have the second order accuracy. (e.g., see \([27, 30]\)). Further, we show that the proposed scheme provides the same smoothness (that is, \(C^1\)) as the classical Chaikin’s corner-cutting algorithm. Finally, some numerical examples are presented to demonstrate the advantages of the new scheme.

The remaining contents of this study are organized as follows. Section 2 is devoted to provide some basic concepts of (non-uniform) subdivision schemes and related basic notions. In Section 3, the new subdivision masks are constructed via the local reproducing property of exponential polynomials, along with a method for selecting the shape parameter in the exponential polynomial. The convergence and smoothness of the proposed scheme are investigated in Section 4. Also, in Section 5, we analyze its approximation order. Finally, some numerical examples supporting the theoretical results are presented in Section 6.

2. Preliminaries

In this section we present some necessary notation and background material. Let \(\mathbb{Z}\) be the set of all integers, and denote by \(\mathbb{Z}_+\) the set of nonnegative integers. For a given sequence \(f^k := \{f^k_j : j \in \mathbb{Z}\}\), the refinement rule of a non-uniform subdivision scheme \(\{S_k : k \in \mathbb{Z}_+\}\) is defined by

\[
f^{k+1}_{j\nu} := S_k f^k_{j\nu} := \sum_{i \in \mathbb{Z}} a^{j,k}_{\nu+i} f^k_{j-i}, \quad \nu = 0, 1. \tag{1}
\]

This can be written formally as \(f^{k+1} := S_k f^k\). The sequence \(a^{j,k} := \{a^{j,k}_n : n \in \mathbb{Z}\}\) is called the subdivision mask and is assumed to be finitely supported. In fact, some fundamental characteristics of a subdivision are embedded in its symbol associated with the mask \(a^{j,k}\):

\[
a^{j,k}(z) := \sum_{n \in \mathbb{Z}} a^{j,k}_n z^n.
\]

Since the mask \(a^{j,k}\) is finitely supported, the symbol \(a^{j,k}(z)\) becomes a Laurent polynomial. The norm of a subdivision operator \(S_k\) associated with the refinement masks \(\{a^{j,k} : j \in \mathbb{Z}\}\) is defined by

\[
\|S_k\|_\infty = \sup_{j \in \mathbb{Z}} \left\{ \sum_{i \in \mathbb{Z}} |a^{j,k}_{\nu+i}| : \nu = 0, 1 \right\}.
\]

It is of necessity to recall the concept of parametrization for a subdivision scheme. For each level \(k\), the value \(f^k_j\) can be attached to a grid point value \(t^k_j := 2^{-k}j\) or \(2^{-k}(j-1/2)\), which are respectively called primal and dual parametrization. The value \(k\) indicates the scale parameter while \(j - \frac{1}{2}\) (or \(j\)) stands for the location parameter. For a given parametrization \(\{t^k_j\}\), a subdivision scheme \(\{S_k\}\) is convergent if for any initial data \(f^0\), there exists a function \(f \in C(\mathbb{R})\) such that for any compact subset \(\Omega \subset \mathbb{R},\)

\[
\lim_{k \to \infty} \sup_{j \in \mathbb{Z} \cap 2^k \Omega} |f^k_j - f(t^k_j)| = 0.
\]
and \( f \neq 0 \) for some \( f^0 \). Also, a subdivision scheme \( \{ S_k \} \) is said to be stable if there exists a constant \( C > 0 \) such that for any \( f \in L^\infty(\mathbb{Z}) \),

\[
\sup_{k,n \in \mathbb{Z}_+} \| S_{k+n} \cdots S_k f \|_\infty \leq C \| f \|_\infty.
\]

In this study, the term ‘reproduction’ is used to indicate the capability of a subdivision scheme of reproducing the functions from which the initial sequence of data values are sampled. Below, we specify the definition of exponential polynomial reproduction.

**Definition 2.1.** Let \( E \) be a space of exponential polynomials. We say that a subdivision scheme \( \{ S_k \} \) reproduces the functions in \( E \) if for the initial data \( f^0 := \{ f(t^0_j) : j \in \mathbb{Z} \} \) with \( f \in E \), each sequence \( f^k := S_{k-1} \cdots S_0 f^0 \) with \( k \geq 1 \) satisfies the relation \( f^k_j = f(t^k_j) \) for any \( j \in \mathbb{Z} \).

It is well-known that the exponential B-splines can reproduce at most two exponential polynomials if a suitable normalization factor is taken. Hence, this study is focused on the following type of space

\[
E_2 := \text{span}\{ \varphi_0, \varphi_1 \},
\]

where \( \varphi_0 \) and \( \varphi_1 \) are linearly independent exponential polynomials. A basic requirement for \( \{ \varphi_0, \varphi_1 \} \) is that its Wronskian matrix at \( \vartheta = 0 \) is invertible, that is,

\[
\det\left( \varphi^{(\beta)}(0) : \alpha, \beta = 0, 1 \right) \neq 0.
\]

It is clear that if this condition is satisfied, then the functions \( \varphi_0 \) and \( \varphi_1 \) are linearly independent.

In addition, for later use, we introduce some notations. For a given sequence \( f^k := \{ f^k_j : j \in \mathbb{Z} \} \) with density \( 2^{-k} \), \( \Delta f^k \) indicates its second-order difference defined by

\[
\Delta f^k_j := 2^{2k}(f^k_{j+1} - 2f^k_j + f^k_{j-1}).
\]

Also, denote \( \nabla f^k_{j+1} = 2^k(f^k_{j+1} - f^k_j) \). In addition, letting \( f^0 \) be the initial sequence of data, put \( d^0 = \Delta f^0 \), and then, for each refinement level \( k \in \mathbb{N} \), \( d^k \) is defined as

\[
d^k := S_k d^0 = S_k \Delta f^0,
\]

where \( S_k \) is the subdivision of the B-spline of degree 2, i.e., the classical corner-cutting method.

### 3. Nonuniform corner-cutting subdivision scheme

The objective of this section is to construct a novel non-uniform corner-cutting (referred to as ‘NUCC’) subdivision scheme. The new subdivision masks are defined via the property of reproducing two exponential polynomials \( \{ \varphi_0, \varphi_1 \} \) based on the dual parametrization. The exponential polynomials \( \{ \varphi_0, \varphi_1 \} \) and the internal shape parameter are adjusted by reflecting the local data feature to improve the accuracy. To this end, for a given data \( f^k_j \) at level \( k \), we assume without great loss that \( f^k_j \) and \( \nabla f^k_{j+1} \) do not vanish simultaneously. If this is not the case, one may put the internal shape parameter as zero, then the scheme becomes the classical corner-cutting method.

- **Non-uniform Subdivision Mask.** For a given sequence of data \( f^k \) at level \( k \), we first assume that \( f^k_j \) are nonzero (practically, away from zero). The subdivision mask \( a^{j,k} := \{ a^{j,k}_n : n \in \mathbb{Z} \} \) is formulated via the reproducing property of two exponential polynomials \( \{ \varphi_0, \varphi_1 \} \) at the evaluation point, say \( t^k \), \( \ell = 2j, 2j + 1 \). According to the parity of location \( \ell \), we determine the two sets of nonzero coefficients: even mask \( \{ a^{j,k}_2, a^{j,k}_0 \} \) and odd mask \( \{ a^{j,k}_1, a^{j,k}_2 \} \). To derive the even mask, consider the following local reproduction property of the two exponential functions \( \{ \varphi_0, \varphi_1 \} \):

\[
L_0(t^k) \varphi_n(t^k_j) + L_1(t^k) \varphi_n(t^k_{j+1}) = \varphi_n(t^k), \quad n = 0, 1.
\]
where \( \mathcal{L}_0 \) and \( \mathcal{L}_1 \) are the Lagrange functions in the space \( E_2 = \text{span}\{\varphi_0, \varphi_1\} \). Representing this linear system explicitly yields the matrix form

\[
\begin{bmatrix}
\varphi_0(t^k_j) & \varphi_0(t^k_{j+1}) \\
\varphi_1(t^k_j) & \varphi_1(t^k_{j+1})
\end{bmatrix}
\begin{bmatrix}
\mathcal{L}_0(\mathbf{t}) \\
\mathcal{L}_1(\mathbf{t})
\end{bmatrix}
= \begin{bmatrix}
\varphi_0(\mathbf{t}) \\
\varphi_1(\mathbf{t})
\end{bmatrix}.
\]

The even mask of the proposed subdivision scheme (associated to the location \( \mathbf{t} \)) is defined as the solution of this linear system. To be more precise, letting \( \mathbf{t} := t^k_{2j+1} \) be an evaluation point at level \( k+1 \), we select

\[
\{\varphi_0, \varphi_1\} := \{\exp(\gamma_{2j}(\cdot - \mathbf{t})), \exp(-\gamma_{2j}(\cdot - \mathbf{t}))\},
\]

where \( \gamma_{2j} \) is real or pure imaginary. Then the solution of the above linear system can be formulated specifically as

\[
a^{j,k}_0 := \mathcal{L}_0(\mathbf{t}) = \frac{\sinh(\frac{3}{4} \gamma_{2j+1}^2 - k)}{\sinh(\gamma_{2j+1}^2 - k)}, \quad a^{j,k}_1 := \mathcal{L}_1(\mathbf{t}) = \frac{\sinh(\frac{3}{4} \gamma_{2j+1}^2 - k)}{\sinh(\gamma_{2j+1}^2 - k)}.
\]

The odd mask is defined in a similar way. Letting \( \mathbf{t} := t^k_{2j+1} \), we consider the reproduction of two exponential functions \( \{\varphi_0, \varphi_1\} = \{\exp(\gamma_{2j+1}(\cdot - \mathbf{t})), \exp(-\gamma_{2j+1}(\cdot - \mathbf{t}))\} \). Under this setting, the odd mask is also formulated as the solution of the linear system \([3]\):

\[
a^{j,k}_1 = \frac{\sinh(\frac{3}{4} \gamma_{2j+1}^2 - k)}{\sinh(\gamma_{2j+1}^2 - k)}, \quad a^{j,k}_{-1} = \frac{\sinh(\frac{3}{4} \gamma_{2j+1}^2 - k)}{\sinh(\gamma_{2j+1}^2 - k)}.
\]

As a conclusion, the new subdivision mask is of the form

\[
a^{j,k} = \begin{bmatrix}
\sinh(\frac{3}{4} \gamma_{2j+1}^2 - k) & \sinh(\frac{3}{4} \gamma_{2j+1}^2 - k) \\
\sinh(\gamma_{2j+1}^2 - k) & \sinh(\gamma_{2j+1}^2 - k)
\end{bmatrix}.
\]

In this study, we especially suggest to choose the shape parameter \( \gamma_{2j+\nu} \) for \( \nu \in \{0, 1\} \) as

\[
\gamma_{2j+\nu} := \gamma_{2j+\nu,k} := \sqrt{\frac{\frac{d^k_{j+\nu}}{f^k_{j+\nu} + \epsilon}}{f''(\mathbf{t})}} = \text{sign}(\mathbf{t}^k_j) = \text{sign}(\epsilon)
\]

where a nonzero number \( \epsilon \) is employed to prevent the denominator becoming too small or zero.

**Remark 3.1.** Suppose that the initial data values are sampled from a smooth function \( f \). Let \( \mathbf{t} := t^k_{2j+1} \), be an evaluation point at level \( k+1 \). It can be easily deduced from \([3]\) that

\[
\gamma_{2j+\nu} \approx \frac{f''(\mathbf{t})}{f(\mathbf{t})}.
\]

We will see later that this choice of the shape parameter enables the proposed scheme to provide improved order of accuracy. For better readability of this paper, the specific discussion on the motivation for this choice \( \gamma_{2j+\nu} \) is postponed to Section \([8]\).

**Remark 3.2.** We suggest to choose the non-zero value \( \epsilon \) depending on the density of the given initial data. For instance, one may put \( \epsilon \) as \( |\epsilon| = 2^{-2k_0} \). Accordingly, the shape parameter \( \gamma_j \) can be uniformly bounded independent of \( j \).

This study is mainly focused on the mask in \([3]\). However, the denominator in \([7]\) is zero or very small, the refinement rule may be amended as below.

- **Alternate Approach.** If \( f^k_{j+\nu}(\nu = 0, 1) \) is zero or very close to zero, an alternative way to construct the subdivision masks is given as follows. Let \( \mathbf{t} := t^k_{2j+1} \) be the grid point associated to \( f^k_{j+\nu} \). Then we consider the space of exponential polynomials

\[
E_2 = \text{span}\{1, \exp(\gamma_{2j+\nu}(\cdot - \mathbf{t}))\}
\]

for
and then select the shape parameter as

\[ \gamma_{2j+\nu} := \gamma_{2j+\nu,k} := \frac{d_{j+\nu}^k}{\nabla f_{j+1}} = 2^k (f_{j+1}^k - f_j^k). \]  

(8)

Accordingly, by following the same technique as above, the new subdivision mask can be derived as the form

\[ a_{j,k} = \frac{e^{\gamma_{2j+\nu}^k} - 1}{e^{\gamma_{2j+\nu}^k} - 1}, \quad a_{j,k} = \frac{e^{\gamma_{2j+\nu}^k} - 1}{e^{\gamma_{2j+\nu}^k} - 1}, \quad a_{0,j} = 1 - a_{-2,j}, \quad a_{1,j} = 1 - a_{-1,j}. \]  

(9)

One should note that the above even and odd rules satisfy the partition of unity, respectively. Hence, for later use, it is necessary to remark that its Laurent polynomial \( a^{j,k}(z) \) satisfies the equations

\[ a^{j,k}(1) = \sum_{n \in \mathbb{Z}} a_n^{j,k} = 2, \quad a^{j,k}(-1) = \sum_{n \in \mathbb{Z}} a_n^{j,k}(-1)^n = 0. \]  

(10)

**Remark 3.3.** It is obvious that the mask \( a^{j,k} \) converges to \( a = \{ \frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{1}{4} \} \), as \( k \to \infty \), which is the mask of B-spline of degree 2 (known as Chaikin’s corner cutting method). If \( d_k \) is zero, then the NUCC scheme turns out to be the corner-cutting method. So, the NUCC method is nonlinear and it can be understood as a perturbation of the Chaikin’s corner-cutting algorithm. In this regard, without great loss, we assume throughout this paper that

\[ -\frac{1}{4} + a_n < a_n^{j,k} < a_n + \frac{1}{4} \]

for the mask \( a_n \) of the Chaikin’s algorithm.

### 4. Analysis of convergence and smoothness

In this section, we discuss the convergence and the smoothness of the NUCC scheme \( \{ S_k \} \) with the masks defined in (6). Our specific goal is to prove that the scheme \( \{ S_k \} \) generates \( C^1 \) limit curves. Our analysis basically relies on the concept of the ‘asymptotic equivalence’ relation between two subdivision schemes.

**Definition 4.1.** A non-uniform subdivision scheme \( \{ S_k \} \) with the mask \( \{ a_n^{j,k} \} \) is said to be **asymptotically equivalent** to a uniform stationary scheme \( S \) with the mask \( \{ a_n \} \) if

\[ \sup_{k \in \mathbb{Z}_+} \sum_{j \in \mathbb{Z}} \sum_{n \in \mathbb{Z}} |a_n^{j,k} - a_n| < \infty. \]  

(11)

Based on this concept, we first show that the NUCC scheme is stable and convergent. To do this, we cite a result [23, Proposition 3.2].

**Lemma 4.2.** [23] Suppose that a non-uniform subdivision scheme \( \{ S_k \} \) is asymptotically equivalent to a uniform stationary scheme \( S \). If \( S \) is stable and convergent, then so is the scheme \( \{ S_k \} \).

**Theorem 4.3.** The NUCC scheme \( \{ S_k \} \) is stable and convergent, that is \( C^0 \).

**Proof.** Using the Maclaurin series expansion of \( \sinh(\gamma x) \) which appears in the explicit form of the mask \( a_n^{j,k} \) in (5), it is clear that

\[ |a_n^{j,k} - a_n| \leq c \gamma_{2j+\nu}^k 2^{-2k}, \quad \forall j \in \mathbb{Z}, \quad \nu = 0, 1 \]  

(12)

for the mask \( a_n \) of the quadratic B-spline scheme. In view of the discussion in Remark 3.2, \( \gamma_{2j+\nu} \) is uniformly bounded. Hence, the relation \( \{ 11 \} \) is readily satisfied. Similarly, we can prove \( |a_n^{j,k} - a_n| \leq c \gamma_{2j+\nu}^k 2^{-k} \) for the mask in (9). It ensures that the NUCC scheme \( \{ S_k \} \) is asymptotically equivalent to the quadratic B-spline scheme \( S_\alpha \). Since \( S_\alpha \) is stable and convergent, by Lemma 4.2 the scheme \( \{ S_k \} \) is also stable and convergent. \( \square \)
To analyze the smoothness of a scheme \( \{ S_k \} \), we use the so-called ‘Property A’ introduced in [23], which is described in terms of the Laurent polynomial

\[
D_{m,k}^j(z) := \sum_{\ell=0}^{m} (-1)^{\ell} \binom{m}{\ell} z^{\ell} a^{j-\ell,k}(z),
\]

(13)

where \( a^{j,k}(z) \) is the symbol associated to the mask \( \{ a^{j,k}_n : n \in \mathbb{Z} \} \).

**Definition 4.4.** A non-uniform subdivision scheme \( \{ S_k \} \) is said to satisfy the Property A of order \( m \) if

\[
\sum_{k=0}^{\infty} 2^k (m-\alpha) \left| \frac{d^\alpha}{dz^\alpha} D_{m,k}^j (\pm 1) \right| < \infty, \quad 0 \leq \alpha < m.
\]

A sufficient condition for the smoothness of a non-uniform subdivision scheme is discussed in [23].

**Theorem 4.5.** [23] Suppose that a non-uniform binary scheme \( \{ S_k \} \) is asymptotically equivalent to a stationary scheme \( S_a \). If \( \{ S_k \} \) satisfies Property A of orders \( 1 \leq \ell \leq m \) and \( S_a \) is a \( C^m \) scheme with a stable basic limit function, then \( \{ S_k \} \) is also \( C^m \).

**Theorem 4.6.** The NUCC scheme \( \{ S_k \} \) is \( C^1 \).

**Proof.** We first prove that the NUCC satisfies Property A of order 1. To this end, we need to estimate the Laurent polynomial \( D_{1,k}^j(z) = a^{j,k}(z) - za^{j-1,k}(z) \) at \( z = -1, 1 \). Let \( a(z) \) be the symbol of the quadratic B-spline. It follows that

\[
|D_{1,k}^j(\pm 1)| \leq |a^{j,k}(\pm 1) - a(\pm 1)| + |a(\pm 1) - (\pm 1)a^{j-1,k}(\pm 1)|.
\]

where \( a(1) = 2 \) and \( a(-1) = 0 \). Here, to estimate the above terms, we need to consider the Laurent polynomial \( a^{j,k}(z) \) associated to both of the cases (6) and (9) respectively. It is easy to see that \( a^{j,k}(z) \) of (6) satisfies

\[
a^{j,k}(\pm 1) = a(\pm 1) + O(2^{-2k}).
\]

Also, as observed in (10), the mask of the NUCC of (9) satisfies the partition of unity such that \( a^{j,k}(1) = 2 \) and \( a^{j,k}(-1) = 0 \). So, clearly, \( a^{j,k}(\pm 1) = a(\pm 1) \). Consequently, it is immediate that

\[
|D_{1,k}^j(\pm 1)| \leq c 2^{-2k}
\]

for a constant \( c > 0 \). It verifies that the NUCC scheme fulfills the Property A. Moreover, as shown in the proof of Theorem 4.3, the NUCC scheme \( \{ S_k \} \) is asymptotically equivalent to the quadratic B-spline subdivision \( S_a \). Since \( S_a \) is \( C^1 \) and its basic limit functions is stable, by Theorem 4.5, \( \{ S_k \} \) is also \( C^1 \). It completes the proof.

**Remark 4.7.** A bivariate subdivision scheme for modeling surfaces can be easily constructed via the tensor product of the univariate schemes. Hence, it clearly follows from [9, Corollary 1] that the tensor product of univariate NUCC schemes is \( C^1 \).

5. Approximation order

This section aims to show that the NUCC scheme \( \{ S_k \} \) achieves the approximation order 3, while the classical methods provide the second order accuracy. Suppose that the initial data is of the form

\[
f^0 = \{ f(2^{-k_0}(n - \frac{1}{2})) : n \in \mathbb{Z} \}
\]

with \( k_0 \in \mathbb{Z}_+ \). We shall show that

\[
\| f^\infty - f \|_\infty \leq cf 2^{-3k_0}
\]
where \( f^\infty = \lim_{k \to \infty} S_k \cdots S_0 f^0 \). This work especially focuses on approximating functions in the Sobolev space
\[
W^r_\infty(\mathbb{R}) := \{ f : \mathbb{R} \to \mathbb{R} : \| f \|_{r, \infty} := \sum_{n=0}^r \| f^{(n)} \|_\infty < \infty \}
\]
for \( r \in \mathbb{Z}_+ \). Since the proposed scheme is data-dependent, the techniques commonly used for the proof in the uniform case are not applicable to our case. Eventually, the technique for this proof is more involved. In order to facilitate our proof, throughout this section, we use the following notation. For a given \( k \in \mathbb{Z}_+ \), denote by
\[
\hat{f}^k := \{ f(2^{-k_0}t_j^k) : j \in \mathbb{Z} \}
\]
the sequence sampled from a smooth function \( f(2^{-k_0}) \) at the \( k \)th level grid points \( t_j^k \). In the following lemma, we discuss the approximation properties of the subdivision operator \( S_k \) to the sequence of data \( \hat{f}^k \).

**Lemma 5.1.** For a given function \( f \in W^2_\infty(\mathbb{R}) \), let \( \hat{f}^k \) be the sequence of data of the form (14). If \( \{ S_k \} \) is the NUCC scheme acting on the initial data of the form \( f^0 = \{ f(2^{-k_0}(n - \frac{1}{2})) : n \in \mathbb{Z} \} \), then we have
\[
|S_k \hat{f}^k_j - \hat{f}^{k+1}_j| \leq c_f 2^{-2k_0-k}, \quad j \in \mathbb{Z},
\]
with a constant \( c_f > 0 \) depending on \( f \).

**Proof.** Letting \( S_a \) be the subdivision operator of the quadratic B-spline scheme with the mask \( a \), we can express
\[
S_k \hat{f}^k_j - \hat{f}^{k+1}_j = (S_k \hat{f}^k_j - S_a \hat{f}^k_j) + (S_a \hat{f}^k_j - \hat{f}^{k+1}_j)
\]
Since the quadratic B-spline \( S_a \) provides the second-order accuracy for smooth functions and the data \( \hat{f}^k \) has the density \( 2^{-k_0-k} \), it holds clearly that \( |S_a \hat{f}^k_j - \hat{f}^{k+1}_j| = O(2^{-2(k_0+k)}) \). Thus, it remains to estimate the term \( |S_k \hat{f}^k_j - S_a \hat{f}^k_j| \). From the proof of Theorem 4.3 and Remark 3.2, we have
\[
|S_k \hat{f}^k_j - S_a \hat{f}^k_j| \leq \| a^{j,k} - a \|_\infty \| \hat{f}^k \|_\infty \leq c 2^{-k} \| d^k \|_\infty \| \hat{f}^k \|_\infty
\]
with a constant \( c > 0 \). By construction, \( d^k = S_a^k \Delta f^0 \). Since the initial data \( f^0 \) is sampled from the dilated function \( f(2^{-k_0}) \), it is clear that \( |\Delta f^0_j| \leq \| f^{(2)}(2^{-k_0}(n - \frac{1}{2})) \| + c' 2^{-2k_0} \| f'' \|_\infty \) for some constant \( c' > 0 \). It concludes \( |S_k \hat{f}^k_j - S_a \hat{f}^k_j| \leq c_f 2^{-2k_0-k} \) with \( c_f > 0 \) independent of \( k \). Hence, we obtain the lemma’s claim. \( \square \)

**Lemma 5.2.** Suppose that the initial data \( f^0 := \{ f(2^{-k_0}(n - \frac{1}{2})) : n \in \mathbb{Z} \} \) is sampled from a function \( f \in W^2_\infty(\mathbb{R}) \), and let \( \hat{f}^k \) be the sequence of data of the form (14). If \( \hat{f}^k = S_{k-1} \cdots S_0 f^0 \) with the NUCC scheme \( \{ S_k \} \), we obtain
\[
\| f^k - \hat{f}^k \|_\infty \leq c_f 2^{-2k_0},
\]
where \( c_f > 0 \) is a positive constant depending on \( f \) but independent of \( k_0 \).

**Proof.** We can represent \( \hat{f}^k \) as the following telescoping sum:
\[
\hat{f}^k = S_{k-1} \hat{f}^{k-1} + \sum_{\ell=1}^{k-1} S_{k-1} \cdots S_{k-\ell} (S_{k-\ell} \hat{f}^{k-\ell-1} - \hat{f}^{k-\ell}).
\]
According to Theorem 4.3, the NUCC scheme \( \{S_k\} \) is stable such that \( \|S_{k-1} \cdots S_{k-\ell}\|_\infty \leq c \) for any \( k \) and \( \ell \) with \( k \geq \ell \). It induces the relation

\[
|f^k_j - \hat{f}^k_j| \leq \|S_{k-1} \cdots S_{k-\ell} - \hat{f}^k\|_\infty + \sum_{\ell=1}^{k-1} \|S_{k-1} \cdots S_{k-\ell}\|_\infty \|S_{k-\ell} - \hat{f}\|_\infty
\]

\[
\leq c \sum_{\ell=0}^{k-1} \|S\hat{f}^\ell - \hat{f}^{\ell+1}\|_\infty.
\]

Further, by Lemma 5.1, \( \|S\hat{f}^\ell - \hat{f}^{\ell+1}\|_\infty \leq c_f 2^{-2k_0-\ell} \). Hence, it leads to the bound

\[
\sum_{\ell=0}^{k-1} \|S\hat{f}^\ell - \hat{f}^{\ell+1}\|_\infty \leq c_f \sum_{\ell=0}^{k-1} 2^{-2k_0-\ell} \leq c_f 2^{-2k_0},
\]

which finishes the proof.

Based on the above results, we shall investigate the approximation order of the NUCC scheme. For better readability of this paper, our proof will be done by focusing on the mask in (6); the other case in (9) can be done similarly. In advance to proceed further, we introduce some notation. For each \( j \in \mathbb{Z} \) and \( \nu = 0, 1 \), we use the abbreviation

\[
\hat{j}_\nu := 2j + \nu.
\]

Denote by

\[
\hat{f}^{\nu k} := \{ f''(2^{-k_0}t^k_j) : j \in \mathbb{Z} \} \tag{17}
\]

the sequence sampled from a smooth function \( f''(2^{-k_0} \cdot ) \) at the \( k \)th level grid points \( t^k_j \). Let \( \bar{7} = 2^{-k_0}t^k_{\hat{j}_\nu} \) with \( \nu = 0, 1 \) be the evaluation points at level \( k + 1 \) between \( 2^{-k_0}t^k_j \) and \( 2^{-k_0}t^k_{j+1} \). Then, for a given smooth function \( f \), consider an auxiliary function \( Q_\nu f \) defined by

\[
Q_\nu f(t) = \mathcal{L}_{0,\nu}(t)f(2^{-k_0}t^k_j) + \mathcal{L}_{1,\nu}(t)f(2^{-k_0}t^k_{j+1}) \tag{18}
\]

where \( \mathcal{L}_{0,\nu} \) and \( \mathcal{L}_{1,\nu} \) are the Lagrange functions as given in (3) in the exponential space

\[
\mathbb{E}_2 := \operatorname{span}\{ \exp(\hat{\gamma}_{j_\nu}(\cdot - \bar{7})), \exp(-\hat{\gamma}_{j_\nu}(\cdot - \bar{7})) \} \tag{19}
\]

satisfying \( \mathcal{L}_{n,\nu}(t^k_{j+\ell}) = \delta_{\ell,n} \) for \( \ell, n = 0, 1 \). Here, we suppose that the shape parameter is chosen as

\[
\hat{\gamma}_{j_\nu} := \hat{\gamma}_{j_\nu,k} := \sqrt{\hat{f}^{\nu k}_{j_\nu}}. \tag{20}
\]

where \( \hat{f}^{\nu k}_{j_\nu} := f''(2^{-k_0}t^k_{\hat{j}_\nu}) \). It is obvious that

\[
\hat{f}^{\nu k}_{j_\nu} = f''(\bar{7}) + O(2^{-2k_0-\ell}). \tag{21}
\]

Note that the shape parameter \( \gamma_{j_\nu} \) in the mask of the NUCC scheme (see (7)) is an approximation to \( \hat{\gamma}_{j_\nu} \). The only difference is that the shape parameter (20) is given in terms of the original function values. Further, in view of Section 5, it is obvious that the operator \( Q_\nu \) locally reproduces the exponential polynomials in the space \( \mathbb{E}_2 \).

**Lemma 5.3.** For each \( \nu = 0, 1 \), let \( Q_\nu f \) be defined as in (18) with \( f \in W^3_\infty(\mathbb{R}) \). Let \( \bar{7} := 2^{-k_0}t^k_{\hat{j}_\nu} \) and assume that \( |f(t)| \geq \tau \) for \( |t - \bar{7}| \leq 2^{-k_0-k} \) with a constant \( \tau > 0 \). Then, we have the estimate

\[
|Q_\nu f(2^{-k_0}t^k_{\hat{j}_\nu}) - f(2^{-k_0}t^k_{\hat{j}_\nu})| \leq c_f \tau 2^{-3(k_0+k)} \tag{22}
\]

for some constant \( c_f, \tau > 0 \) depending on \( f \) and \( \tau \).
Lemma 5.4. Let \( \{S_k\} \) be the NUCC scheme acting on the initial data \( \tilde{f}^0 = \{ f(2^{-k_0}(n - \frac{1}{2}) : n \in \mathbb{Z} \} \) with a function \( f \in W_\infty^3(\mathbb{R}) \). Let \( \tilde{f}^k = \{ f(2^{-k_0}j) : j \in \mathbb{Z} \} \) as given in (29) and \( \tilde{f}^k_{j+1} := 2^{-k_0}t_{j+1}^k \) for \( \nu = 0, 1 \). If \( |f(t)| \geq \tau \) for \( |t - \tilde{t}| \leq 2^{-k_0-\nu} \) with a constant \( \tau > 0 \), then we get

\[
|S_k \hat{f}_{j_0} - \hat{f}_{j_0}^{k+1}| \leq c_{f,\tau} 2^{-(3k_0+2\nu)},
\]

where \( c_{f,\tau} > 0 \) is a constant dependent upon \( f \) and \( \tau \).

Proof. Using the auxiliary function \( Q_\nu f \) in (18), let us write

\[
|S_k \hat{f}_{j_0} - \hat{f}_{j_0}^{k+1}| \leq |S_k \hat{f}_{j_0} - Q_\nu f(\tilde{t})| + |Q_\nu f(\tilde{t}) - \hat{f}_{j_0}^{k+1}|.
\]

Then we first consider the case \( \nu = 2j \), i.e., \( \nu = 0 \). To investigate the first term in the right-hand side of this inequality, we see that

\[
S_k \hat{f}_{j_0} - Q_0 f(\tilde{t}) = (a_1^k - L_{0,0}(\tilde{t})) \hat{f}_j^k + (a_{-2}^k - L_{1,0}(-\tilde{t})) \hat{f}_{j+1}^k
\]
with the Lagrange functions $L_{n,0}$ in (18). Recall that the mask $a^{i,k}$ of the NUCC scheme and $L_{0,0}(\tilde{t})$ are written in terms of the function $\frac{\sinh(\frac{\tilde{t}}{\gamma})}{\sinh(\gamma)}$ with a suitable $\gamma$ respectively. By using the Maclaurin series expansion argument, we have

$$\left| \left( a^{i,k}_0 - L_{0,0}(\tilde{t}) \right) \frac{d^k}{f_j^k} \right| \leq c_1 \left| \left( \frac{2^{-2k}d^k_j}{f_j^k} - \frac{2^{-2(k_0+k)}f^k_j}{f_j^k} \right) \frac{d^k}{f_j^k} \right| + c_2 2^{-4(k_0+k)}$$

for some constants $c_1, c_2 > 0$. Here, $d^k = S^k_{\Delta} f^0$ and the data $f^0$ has the density $2^{-k_0}$. So, obviously,

$$S^k_{\Delta} f^0 = 2^{-k_0} f''(2^{-k_0} t_{2j+1}) + O(2^{-3k_0}).$$

Also, by (21), $\hat{f}_{j}^k = f''(2^{-k_0} t_{2j+1}) + O(2^{-k_0})$. Moreover, by Lemma 22, $f_{j}^k = \hat{f}_{j}^k + O(2^{-2k_0})$. Thus a direct computation from (30) yields

$$\left| \left( a^{i,k}_0 - L_{0,0}(\tilde{t}) \right) \frac{d^k}{f_j^k} \right| \leq c_{f,\tau} 2^{-3k_0-2k}$$

for a constant $c_{f,\tau} > 0$ depending on $f$ and $\tau$. In a similar way, we can get

$$\left| \left( a^{i,k}_0 - L_{1,0}(\tilde{t}) \right) \frac{d^k}{f_j^k} \right| \leq c_{f,\tau} 2^{-3k_0-2k}$$

which estimates the second term in the right-hand side of (29). It concludes that

$$|S_k f^k - Q_0 f(\tilde{t})| \leq c_{f,\tau} 2^{-3k_0-2k}.$$  

Due to Lemma 5.3 the last term in (28) satisfies $|Q_0 f(\tilde{t}) - \hat{f}_{2j}^k| \leq c_{f,\tau} 2^{-3(k_0+k)}$. This together with the bound (31) implies the estimate (27). The proof for the case $j_0 = 2j + 1$ can be done similarly. So, we finish the proof.

We are now ready to prove our main result.

**Theorem 5.5.** Let $\{S_k\}$ be the NUCC scheme acting on the initial data of the form $f^0 = \{ f(2^{-k_0}(n - \frac{1}{2})) : n \in \mathbb{Z} \}$ with a function $f \in W^3_{\infty}(\mathbb{R})$. Put $\tilde{t} = 2^{-k_0} t_{2j+1}$ be a dyadic point. Then if $|f(t)| \geq \tau$ with $\tau > 0$ for $|t - \tilde{t}| \leq 2^{-k_0-k}$, then the limit function $f^\infty = \lim_{k \to \infty} S_k \cdots S_0 f^0$ satisfies the estimate

$$|f^\infty(\tilde{t}) - f(\tilde{t})| \leq c_{f,\tau} 2^{-3k_0}$$

for a constant $c_{f,\tau} > 0$ dependent upon $f$ and $\tau$ but independent of $k_0$.

**Proof.** Using the telescoping sum (as in the proof of Lemma 5.2) and applying Lemma 5.3, we can estimate the error between $f^{k+1}$ and $\hat{f}^{k+1}$ as

$$\| f^{k+1} - \hat{f}^{k+1} \| \leq c \sum_{f=0}^{k} \| S_t f^{f} - \hat{f}^{f+1} \| \leq c_{f,\tau} 2^{-3(k_0+2f)} \leq c_{f,\tau} 2^{-3k_0}$$

for a constant $c_{f,\tau} > 0$ depending on $f$ and $\tau$. Since this relation holds for any dyadic point $t_{2j+1}^{k+1}$, we can obtain the desired result.

**Corollary 5.6.** Let the initial data be of the form $f^0 = \{ f(2^{-k_0}(n + \frac{1}{2})) : n \in \mathbb{Z} \}$ with $f \in W^3_{\infty}(\mathbb{R})$. Assume that $\| f^0 \|_{\infty} \geq \tau$ for some $\tau > 0$. Under the same conditions of Theorem 5.5, we have

$$\| f^\infty - f \|_{\infty} \leq c_{f,\tau} 2^{-3k_0}.$$
Theorem 5.7. Let \( f \in W^2_\infty(\mathbb{R}) \) and put \( t = 2^{-k_0} k^{k+1} \) be a dyadic point. Assume that \( |f'(t)| \geq \tau \) with \( \tau > 0 \) for \( |t - \bar{t}| \leq 2^{-k_0-k} \). Then, under the same conditions and assumptions of Theorem 5.5, we have

\[
|f^\infty(\bar{t}) - f(\bar{t})| \leq c_{f,\tau} 2^{-3k_0}
\]

for a constant \( c_{f,\tau} > 0 \).

Proof. The proof can be done by applying the same technique above.

6. Numerical examples

In this section, we present some numerical examples to demonstrate the performance of the NUCC scheme. The first example verifies that the proposed NUCC scheme is \( C^1 \). It supports the theoretical result in Section 5.

Example 6.1. (Smoothness) In this example, we put the initial data \( f^0 \) as the Kronecker delta sequence, i.e., \( f^0 = \{ \delta_j,0 : j \in \mathbb{Z} \} \) where \( \delta_{j,0} \) equals zero, if \( j \neq 0 \), and one otherwise. In order to get the limit function, we recursively apply the refinement rule \( \{ S_k \} \) to \( f^0 \) using the mask given in (6). In this experiment, we set \( \epsilon \) in the shape parameter \( \gamma_j \) as \( |\epsilon| = 1 \). We compare the limit function with the one generated by the classical corner-cutting algorithm. Figure 1 depicts the two limit functions, and their first- and second-order derivatives.

The following example treats the approximation order of the NUCC scheme discussed in Section 5.
Figure 2: Curve-fitting results: classical corner-cutting method (dashed line) and the new algorithm with $|\epsilon| = 1$ (real line).

Example 6.2. (Approximation order) This example tests the numerical approximation order of the NUCC scheme for the (scaled one-dimensional Franke) function

$$f(t) := \frac{3}{4} e^{-(2t-2)^2/4} + \frac{3}{4} e^{-(2t+1)^2/4} + \frac{1}{2} e^{-(2t-7)^2/4} - \frac{1}{5} e^{-(2t-4)^2}. \quad (34)$$

The initial data is sampled from the function $f$ with density $2^{-k_0}$ for $k_0 = 0, \ldots, 9$. As verified in [27], an exponential B-spline subdivision can provide the approximation order at most two when a suitable normalization factor is taken. Thus, we employ the normalized exponential B-spline scheme of degree 2 reproducing two exponential polynomials $\{\exp(\gamma \cdot), \exp(-\gamma \cdot)\}$ with $\gamma = 1/2$. The corresponding subdivision masks are given by

$$a_{k-2}^{[k]} = \frac{\sinh(2^{-k-3})}{\sinh(2^{-k-1})}, \quad a_{k-1}^{[k]} = \frac{\sinh(3 \cdot 2^{-k-3})}{\sinh(2^{-k-1})}, \quad a_0^{[k]} = a_{-1}^{[k]}, \quad a_1^{[k]} = a_{-2}^{[k]}.$$ 

Table 1 displays the experimental results. As one can see in Table 1, the NUCC scheme achieves the third-order accuracy while the exponential B-spline scheme attains the second order accuracy.

Example 6.3. (Curve fitting) In this example, we compare the curve-fitting performance of the classical corner-cutting method and the NUCC algorithm. Figure 2 shows the resulting curves generated from several initial data. For this experiment, we used $|\epsilon| = 1$. The limit curves of the proposed algorithm better follow the sharp corners than those of the classical scheme.
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