BILINEAR EMBEDDING FOR REAL ELLIPTIC DIFFERENTIAL OPERATORS IN DIVERGENCE FORM WITH POTENTIALS
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Abstract. We present a simple Bellman function proof of a bilinear estimate for elliptic operators in divergence form with real coefficients and with nonnegative potentials. The constants are dimension-free. The $p$-range of applicability of this estimate is $(1, \infty)$ for any real accretive (nonsymmetric) matrix $A$ of coefficients.

1. Motivation

The bilinear-embedding-type theorems as the one we prove below for general second order operators in divergence form with potentials, $Lu := -\text{div}(Au) + Vu$, where $A$ is a real accretive matrix and $V$ a nonnegative locally integrable function on $\mathbb{R}^n$, have so far played an important part in estimates of several singular integral operators. In [17,11] the bilinear embedding was used for $L^p$ estimates of the Ahlfors-Beurling operator $T$. In particular, that implied a regularity result for solutions of Beltrami equations at the critical exponent, which, in its turn, had a geometric significance for the theory of quasiregular maps; see [4].

When applied to families of operators on spaces of arbitrary dimensions, the bilinear embedding tends to give dimension-free estimates with sharp behaviour in terms of $p$. The first such example is [9], where dimension-free estimates were obtained for Riesz transforms associated to the classical and the Ornstein-Uhlenbeck Laplacians. This approach was continued in [8] in the context of arbitrary Schrödinger operators with nonnegative potentials. As a special case, dimension-free estimates for the Hermite-Riesz transforms on $L^p$ were confirmed, with linear behaviour with respect to $p$.

Recently, A. Carbonaro and the first author [6] studied a class of Riesz transforms in the fairly general setting of complete Riemannian manifolds whose Bakry-Emery Ricci curvature is bounded from below. The study of such operators was initiated by Strichartz [19]. Bakry [5] proved the first dimension-free estimates, whereupon the work of Li [12] implied that in the general case the behaviour of the norms with respect to $p$ is at most quadratic as $p \to \infty$. In [6] this was improved by giving linear estimates. They are sharp. Also, while the proofs in [5] and [12] are probabilistic, [6] features the first analytic proof. The bilinear embedding was instrumental for obtaining all of these results.

The operators we consider are also called generalized Schrödinger operators, see [7]. When $A \equiv I$ we have the usual Schrödinger operators $-\Delta + V$. The fact that $A \equiv I$ makes them comparatively easy in the theory of general second order accretive operators in divergence form, so the emphasis in, say, [9,8,6,10] is on independence of estimates on the dimension of the underlying manifold.
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Yet another place where the bilinear embedding featured (under a slight disguise) is the sharp estimate of the weighted Hilbert transform in terms of the $A_p$ norm of the weight \[16, 18\].

Of course the dimension-free estimates of Riesz transforms were known before. One can find an extensive bibliography in \[9\] and \[12\]. We think the approach in \[9, 8, 6, 10\] is a sort of a unified one. Namely, there the proofs are divided into two steps: 1) the proof of the bilinear embedding (always dimension-free) and 2) a formula which involves holomorphic calculus of the operator $L$. We would like to emphasize the importance of the second step because of its relations with Kato’s problem. The holomorphic calculus of general second order accretive operators in divergence form also plays crucial part in proving estimates for the related Riesz transforms, see e.g. \[2, 4\].

Finally, we would like to acknowledge that the completion of this paper was decisively motivated by recent appearance of a closely related preprint \[3\] by Auscher, Hoffman and Martell. In particular, \[3\] explains the connection between the results in this paper and square function estimates in the context of accretive matrices.
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2. Elliptic differential operators in divergent form

Let $A = [a_{ij}(x)]_{i,j=1}^n$ be a real accretive $n \times n$ matrix function on $\mathbb{R}^n$ with $L^\infty$ coefficients which is uniformly elliptic, meaning that for some $\gamma > 0$ and $\forall \xi \in \mathbb{C}^n$, $x \in \mathbb{R}^n$,

$$\text{Re} (A(x)\xi \cdot \overline{\xi}) \geq \gamma \|\xi\|^2,$$

(1)

where $z \cdot w := \sum_{i=1}^n z_i w_i$ for $z, w \in \mathbb{C}^n$.

Let $V$ be a nonnegative locally integrable function on $\mathbb{R}^n$. We consider the operator

$$Lu := -\text{div}(A\nabla u) + Vu = -\sum_{i,j=1}^n \frac{\partial}{\partial x_i} \left( a_{ij}(x) \frac{\partial u}{\partial x_j}(x) \right) + V(x)u(x)$$

and the associated semigroup $(P_t := e^{-tL})_{t \geq 0}$. For precise definitions see \[7\] Section 1.8] or \[15\] Section 4.7. Denote furthermore $f(x,t) = (P_t f)(x)$.

Next, for a smooth complex-valued function $\phi = \phi(x,t)$ on $\mathbb{R}^n \times (0, \infty)$ introduce $|\phi|^2 := |\nabla \phi|^2 + V|\phi|^2$, where $x = (x_1, \ldots, x_n)$ and $\nabla = (\partial_{x_1}, \ldots, \partial_{x_n})$ is the spatial gradient. That is,

$$|\phi(x,t)|^2 := \sum_{j=1}^n \left| \frac{\partial \phi}{\partial x_j}(x,t) \right|^2 + V(x)|\phi(x,t)|^2.$$

(2)

Take any number $p \in [2, \infty)$ and denote by $q$ its conjugate exponent, i.e. $1/p + 1/q = 1$. What follows is the main result of the paper, which we call bilinear embedding theorem.

Theorem 1. Let the operator $L$ be as above. For any $f, g \in C_\infty^c(\mathbb{R}^n)$ we have

$$\int_0^\infty \int_{\mathbb{R}^n} |\tilde{f}(x,t)|^* |\tilde{g}(x,t)|^* \, dx \, dt \leq C_{\gamma,p} \|f\|_p \|g\|_q.$$
The theorem is also valid for $1 < p < 2$, in which case the factor on the right becomes $C \gamma q$. Moreover, it will emerge from the proof of the theorem that one might take $C \gamma = C \max \{1, \gamma^{-1}\}$, where $C$ is some absolute constant.

When $V = 0$, Theorem 1 would obviously follow if we had the following estimate from above:

$$\int_{\mathbb{R}^n} (G_L u(x))^p \, dx \leq C \int_{\mathbb{R}^n} |u(x)|^p \, dx$$

for all $p \in (1, \infty)$, where $G_L u$ is the square function, i.e.

$$G_L u(x) := \left( \int_0^\infty |\nabla P_t u(x)|^2 \, dt \right)^{\frac{1}{2}}.$$

In general this inequality is proved for $p \in (q_-(L), q_+(L))$. Even when $A$ is a real matrix, (3) holds only for $p \in (1, 2 + \varepsilon(n))$. See [2, Corollaries 6.3 - 6.7]. On the other hand, an interesting paper by Auscher, Hofmann and Martell [3] shows that the cone square function estimate for real matrices $A$ can be made for the whole range of $p \in (1, \infty)$. The proof seems to be rather delicate, and as far as it stands now the estimates depend on the dimension. Our theorem has a strange feature of being dimension-free.

### 3. Bellman function

The Bellman function technique was introduced into harmonic analysis by Nazarov, Treil and the second author in the 1994 preprint version of their paper [14]. The main tool in our proofs will be a particular Bellman function, drawn from a function defined by Nazarov and Treil [13]. Their example was later extended by the present authors in [8]. In this paper we work with a simplified variant of the function from [8]; it comprises only two variables, while the functions from [13] [8] have four.

Throughout this section we assume that $p \geq 2$, $q = p/(p - 1)$ and $\delta = q(q - 1)/8$ are fixed. Observe that $\delta \sim (p - 1)^{-1}$.

Let $\phi : \mathbb{R}_+ \times \mathbb{R}_+ \rightarrow \mathbb{R}_+$ be defined by

$$\phi(u, v) = u^p + v^q + \delta \begin{cases} u^2 v^{2-q} & ; u^p \leq v^q \\ \frac{2}{p} u^p + \left(\frac{2}{q} - 1\right) v^q & ; u^p \geq v^q \end{cases}.$$  

(4)

The Bellman function we use is simply the function $Q : \mathbb{C} \times \mathbb{C} \rightarrow \mathbb{R}_-$, defined by

$$Q(\zeta, \eta) := -\frac{1}{2} \phi(|\zeta|, |\eta|).$$

(5)

Our proofs will to a great extent involve estimates of the first- and second-order derivatives of $Q$. Estimating the gradient of $\phi$ is straightforward:

$$\partial_u \phi \leq C(p) \max\{u^{p-1}, v\} \quad \text{and} \quad \partial_v \phi \leq C v^{q-1} \leq C(v + 1).$$

(6)

For the last inequality we used that $q - 1 \leq 1$. Now the chain rule naturally implies the estimates of $\partial_\zeta Q$ and $\partial_\eta Q$.

Yet while $Q$ is of class $C^1$, it is not globally $C^2$, because $\phi$ fails to be $C^2$ along the curves $\{v = 0\}$ and $\{u^p = v^q\}$ in $\mathbb{R}^2_+$. This proved not to be a major obstacle, since smoothening $Q$ by standard mollifiers enables one in various contexts to apply $Q$ completely rigorously, see [8, 6, 9]. Hence, for the sake of the clarity of the presentation, we will further proceed as if $Q$ were $C^2$ everywhere, referring the reader to [8, 6, 9] for the mollifying procedure. A similar smoothening argument was also carried out in [17]. With this understanding, the properties of $Q$ are summarized in the theorem below.
Theorem 2. For any $u, v \geq 0$,
(i) $0 \leq \phi(u, v) \leq (1 + \delta)(u^p + v^q)$.

If $\xi = (\zeta, \eta) \in \mathbb{C} \times \mathbb{C}$ then there exists $\tau = \tau(|\zeta|, |\eta|) > 0$ such that
(ii) $-d^2 Q(\xi) \geq \delta \left( \tau |d\zeta|^2 + \tau^{-1}|d\eta|^2 \right)$
(iii) $Q(\xi) - dQ(\xi) \xi \geq \delta \left( |\zeta|^2 + \tau^{-1}|\eta|^2 \right)$.

The first property follows immediately from the definition of $\phi$, while the last two were proved in \[8\].

Let us clarify the notation appearing in the preceding theorem. Denote by $z_j$ the variables of $Q$, i.e.

$$(z_1, z_2) := (\zeta, \eta).$$

Write $z_j = \xi_j + i\eta_j$ for $j = 1, 2$, so that

$$\frac{\partial}{\partial z_j} = \frac{1}{2} \left( \frac{\partial}{\partial \xi_j} - i \frac{\partial}{\partial \eta_j} \right) \quad \text{and} \quad \frac{\partial}{\partial \bar{z}_j} = \frac{1}{2} \left( \frac{\partial}{\partial \xi_j} + i \frac{\partial}{\partial \eta_j} \right).$$

Take $\sigma = (\sigma_1, \sigma_2) \in \mathbb{C}^2$. Then we define

$$dQ(\xi)\sigma = \sum_{j=1}^2 \left( \frac{\partial Q}{\partial z_j}(\xi) \sigma_j + \frac{\partial Q}{\partial \bar{z}_j}(\xi) \bar{\sigma}_j \right). \quad (7)$$

As for the second differential form, when $\xi, \sigma, \varsigma \in \mathbb{C}^2$, define

$$\langle d^2 Q(\xi)\sigma, \varsigma \rangle := \sum_{k,m=1}^2 \left( \frac{\partial^2 Q}{\partial z_k \partial z_m}(\xi) \sigma_k \varsigma_m + \frac{\partial^2 Q}{\partial z_k \partial \bar{z}_m}(\xi) \bar{\sigma}_k \varsigma_m + \frac{\partial^2 Q}{\partial \bar{z}_k \partial z_m}(\xi) \sigma_k \bar{\varsigma}_m + \frac{\partial^2 Q}{\partial \bar{z}_k \partial \bar{z}_m}(\xi) \bar{\sigma}_k \bar{\varsigma}_m \right).$$

Note that this expression is always real. It is also symmetric, in the sense that

$$\langle d^2 Q(\xi)\sigma, \varsigma \rangle = \langle d^2 Q(\xi)\varsigma, \sigma \rangle. \quad (8)$$

The meaning of $\mathbb{[8]}$ above is the inequality

$$\langle -d^2 Q(\xi)\sigma, \sigma \rangle \geq \delta \left( |\sigma_1|^2 + \tau^{-1}|\sigma_2|^2 \right),$$

while $\mathbb{[7]}$ should be understood through $\mathbb{[7]}$, with $\sigma = \xi$, of course.

3.1. Setup of the proof. Given $C^\infty$ functions $f, g : \mathbb{R}^n \to \mathbb{C}$, define

$$v_1(x, t) = P_t f(x) \quad \text{and} \quad v_2(x, t) = P_t g(x) \quad (9)$$

and $v := (v_1, v_2)$, i.e.

$$v(x, t) = (P_t f(x), P_t g(x)).$$

Put $b := Q \circ v$, that is,

$$b(x, t) = Q(P_t f(x), P_t g(x)). \quad (10)$$

When proving Theorem 3 we will try to imitate $\mathbb{[9]}$. Let us explain what this means.

Suppose $\psi \in C^\infty(\mathbb{R}^n)$ is a radial function, $\psi \equiv 1$ in the unit ball, $\psi \equiv 0$ outside the ball of radius 2, and $0 < \psi < 1$ everywhere else. For $R > 0$ define

$$\psi_R(x) := \psi\left(\frac{x}{R}\right).$$

Furthermore, let

$$L' := \frac{\partial}{\partial t} + L.$$
Take $R, T > 0$ and consider the integral

$$I_{R,T}(f,g) := \int_0^T \int_{\mathbb{R}^n} \psi_R(x) L' b(x,t) \, dx \, dt,$$

where $f, g$ are the same functions as in (10). The proof of Theorem 1 will rest on the following two estimates of $I_{R,T}$ (lower and upper, respectively).

**Proposition 1.** Let $\gamma, \delta$ be as in (11) and (4). For every $(x, t) \in \mathbb{R}^n \times (0, \infty)$ we have

$$L' b(x,t) \geq 2 \delta \min\{1, \gamma\} |\tilde{f}(x,t)|_* |\tilde{g}(x,t)|_* .$$

**Proposition 2.** For arbitrary test functions $f, g$ and $T > 0$,\n
$$\limsup_{R \to \infty} \int_0^T \int_{\mathbb{R}^n} \psi_R(x) L' b(x,t) \, dx \, dt \leq \|f\|_p^p + \|g\|_q^q .$$

**Proof of Theorem 1.** We use the standard trick of “polarization”. Together the Fatou lemma and Propositions 1 and 2 imply

$$\int_0^\infty \int_{\mathbb{R}^n} |\tilde{f}(x,t)|_* |\tilde{g}(x,t)|_* \, dx \, dt \leq \frac{\max\{1, \gamma^{-1}\}}{2 \delta} (\|f\|_p^p + \|g\|_q^q) .$$

Now replace $f, g$ by $\lambda f, \lambda^{-1} g$, respectively, and take the infimum over $\lambda > 0$. \qed

So what remains is to prove Propositions 1 and 2. This will be done in Sections 4 and 5, respectively.

### 4. Proof of Proposition 1

We would like to apply properties (11) and (13) of the function $Q$ that were given in Theorem 2. To this end we must first link them to $L' b$.

**Lemma 1.** Fix $(x, t) \in \mathbb{R}^{n+1}$. If $[a_{ij}]$ is a real accretive $n \times n$ matrix function, then

$$L' b(x,t) = \sum_{i,j=1}^n a_{ij}(x) \left(-d^2 Q(v) \frac{\partial v}{\partial x_i}(x,t), \frac{\partial v}{\partial x_j}(x,t)\right) + V(x)[Q(v) - d Q(v) v].$$  \hfill (11)

**Proof.** By applying the chain rule repeatedly we calculate

$$\frac{\partial b}{\partial x_j}(x,t) = 2 \sum_{k=1}^n \left[ \frac{\partial Q}{\partial z_k}(v(x,t)) \frac{\partial v_k}{\partial x_j}(x,t) + \frac{\partial Q}{\partial v_k}(v(x,t)) \frac{\partial v}{\partial x_j}(x,t) \right]$$

and

$$\frac{\partial^2 b}{\partial x_i \partial x_j}(x,t) = \left\langle d^2 Q(v) \frac{\partial v}{\partial x_i}, \frac{\partial v}{\partial x_j} \right\rangle + 2 \sum_{k=1}^n \left( \frac{\partial Q}{\partial v_k}(v) \frac{\partial^2 v_k}{\partial x_i \partial x_j} + \frac{\partial Q}{\partial v_k}(v) \frac{\partial v}{\partial x_i} \frac{\partial v}{\partial x_j} \right) .$$

Now we are ready to compute

$$L' b = \frac{\partial b}{\partial t} - \text{div}(A \nabla b) + V b .$$  \hfill (12)

Fix $k$ and consider only those terms in (12) which contain $\partial_{z_k} Q(v)$ as a factor. We get

$$\frac{\partial Q}{\partial z_k}(v(x,t)) \left[ \frac{\partial v_k}{\partial t}(x,t) - \text{div}(A \nabla v_k)(x,t) \right] ,$$

which is the same as

$$\frac{\partial Q}{\partial z_k}(v(x,t))(L' v_k)(x,t) - \frac{\partial Q}{\partial z_k}(v(x,t)) V(x)v_k(x,t) .$$
But each \( v_k \) is, by (9), a function of the form \( e^{-Lt} \varphi \), therefore \( L'v_k = 0 \).

If we now factor out \( \partial z_k Q(v) \), we get
\[
\frac{\partial Q}{\partial z_k} \left( \frac{\partial v_k}{\partial t} - \text{div}(\overline{A} \nabla v_k + V(x)v_k) \right) - \frac{\partial Q}{\partial z_k} V(x)v_k,
\]
where \( \overline{A} \) is the matrix with entries \( \{a_{ij}\} \). Since \( A \) was assumed to be real, the term in parentheses is again equal to \( L'v_k \), hence it disappears.

Putting together the remaining terms gives (11).

\[\square\]

**Proof of Proposition** \([2]\) We would like to rewrite
\[
\sum_{i,j=1}^{n} a_{ij}(x) \left( d^2 Q(v) \frac{\partial v}{\partial x_i}(x,t), \frac{\partial v}{\partial x_j}(x,t) \right)
\]
in terms of quadratic forms, i.e. in a way where instead of \( \partial x_i v \) and \( \partial x_j v \) we would get identical vectors. This would clear the road for applying Theorem 2 (ii).

For any square matrix \( A = [a_{ij}] \) let
\[
d_{ij} = \frac{a_{ij} + a_{ji}}{2}
\]
and \( \tilde{A} = [\tilde{a}_{ij}] \). If \( A \) is real accretive, then so is \( \tilde{A} \), but it is, in addition, also symmetric.

First note that the symmetry (8) quickly implies
\[
\Theta_k := \tilde{A}^{1/2}v_k =: (\theta_1^k, \ldots, \theta_n^k)
\]
and
\[
\hat{a}_{ij} = \frac{\tilde{a}_{ij} + \tilde{a}_{ji}}{2}
\]
by introducing new vectors
\[\Theta_k := \tilde{A}^{1/2}v_k =: (\theta_1^k, \ldots, \theta_n^k)\]
and using that $\tilde{A}^{1/2} \nabla v_k = \overline{A^{1/2} \nabla v_k}$ we can rewrite the last sum again as

$$\sum_{k,m=1}^{2} \left( \frac{\partial^2 Q}{\partial z_k \partial z_m} (v) (\Theta_k \cdot \Theta_m) + \frac{\partial^2 Q}{\partial z_k \partial z_m} (v) (\Theta_k \cdot \Theta_m) + \frac{\partial^2 Q}{\partial z_k \partial z_m} (v) (\Theta_k \cdot \Theta_m) \right)$$

$$= \sum_{j=1}^{n} \sum_{k,m=1}^{2} \left( \frac{\partial^2 Q}{\partial z_k \partial z_m} (v) \theta^j_k \theta^m_j + \frac{\partial^2 Q}{\partial z_k \partial z_m} (v) \theta^j_k \theta^m_j + \frac{\partial^2 Q}{\partial z_k \partial z_m} (v) \theta^j_k \theta^m_j + \frac{\partial^2 Q}{\partial z_k \partial z_m} (v) \theta^j_k \theta^m_j \right).$$

This expression we can write in turn as $\sum_{j=1}^{n} \langle d^2 Q(v) \theta_j, \theta_j \rangle$, where $\theta_j := (\theta^1_j, \theta^2_j) \in \mathbb{C}^2$ for $j \in \{1, \ldots, n\}$. So we proved

$$\sum_{i,j=1}^{n} a_{ij}(x) \left( d^2 Q(v) \frac{\partial v}{\partial x_i} (x,t), \frac{\partial v}{\partial x_j} (x,t) \right) = \sum_{j=1}^{n} \langle d^2 Q(v) \theta_j, \theta_j \rangle.$$

We can finally apply Lemma 1 and properties (11), (13) from Theorem 2. The result is

$$L'(b,x,t) = \sum_{j=1}^{n} \langle -d^2 Q(v) \theta_j, \theta_j \rangle + V(x)[Q(v) - dQ(v) v]$$

$$\geq \delta \sum_{j=1}^{n} (|\theta^1_j|^2 + \tau^{-1} |\theta^2_j|^2) + V(x) \delta (|v_1|^2 + \tau^{-1} |v_2|^2)$$

$$\geq 2\delta \sqrt{V|v_1|^2 + \sum_{j=1}^{n} |\theta^1_j|^2} \sqrt{V|v_2|^2 + \sum_{j=1}^{n} |\theta^2_j|^2}$$

$$= 2\delta \sqrt{V|v_1|^2 + \Theta_1|^2} \sqrt{V|v_2|^2 + \Theta_2|^2}.$$

Recall that $\Theta_k = \tilde{A}^{1/2} \nabla v_k$ and use that $\tilde{A} \xi \cdot \xi = \text{Re}(A \xi \cdot \xi)$. Therefore, (11) gives

$$\geq 2\delta \min\{1, \gamma\} \sqrt{V|v_1|^2 + |v_1|^2} \sqrt{V|v_2|^2 + |v_2|^2}.$$

Finally, by (2) and (3), this is the same as $2\delta \min\{1, \gamma\} |f(x,t)|_s |g(x,t)|_s$. □

5. INTEGRATION BY PARTS: PROOF OF PROPOSITION 2

In order to prove Proposition 2 we will first integrate by parts, as summarized in the following inequality.

**Lemma 2.** Let $A$ be a real accretive matrix (not necessarily symmetric) and $p \geq 2$. Then

$$\limsup_{R \to \infty} \int_0^T \int_{\mathbb{R}^n} \psi_R(x) L'b(x,t) \, dx \, dt \leq \limsup_{R \to \infty} \int_0^T \int_{\mathbb{R}^n} \psi_R(x) \frac{\partial h}{\partial t}(x,t) \, dx \, dt.$$

**Proof.** We first recall (12) and notice that $Vb \leq 0$. Hence it suffices to prove that

$$\limsup_{R \to \infty} \int_0^T \int_{\mathbb{R}^n} \psi_R(x) \text{div}(A \nabla b)(x,t) \, dx \, dt = 0.$$

Because of the integration by parts and the uniform boundedness of $A$ it is sufficient to show

$$\lim_{R \to \infty} \int_0^T \int_{\omega_R} |\nabla \psi_R(x)| \, |\nabla b(x,t)| \, dx \, dt = 0.$$
Here \( \omega_R := \text{supp} \nabla \psi_R = \{ x \in \mathbb{R}^n ; R \leq |x| \leq 2R \} \). When \( R \) is large,
\[
d(\omega_R, \text{supp} f) \sim R.
\] (15)

Since \( |(\nabla \psi_R)(x)| \leq R^{-1} \| \nabla \psi \|_{\infty} \), our inequality boils down to showing
\[
\lim_{R \to \infty} \int_0^T \int_{\omega_R} |\nabla b(x,t)| \, dx \, dt = 0.
\]

By (14), this will in turn follow once we demonstrate
\[
\lim_{R \to \infty} \int_0^T \int_{\omega_R} \left( |\partial Q / \partial \zeta(v)| |\nabla P_t f(x)| + |\partial Q / \partial \eta(v)| |\nabla P_t g(x)| \right) \, dx \, dt = 0. \tag{16}
\]

For that purpose we resort to the so-called off-diagonal estimates for operators \( L \) which were proven in [2] Section 2.3. That is a result stating that for any \( V \)
\[
\text{For that purpose we resort to the so-called off-diagonal estimates for operators } L \text{ which were proven in [2] Section 2.3. That is a result stating that for any } V, \text{ supported in a closed set } E \subset \mathbb{R}^n, \text{ the following holds:}
\]
\[
\|T_t h\|_{L^2(F)} \leq Ce^{-\frac{t}{d(E,F)^2}} \|h\|_{L^2(E)}. \tag{17}
\]

Here \( F \subset \mathbb{R}^n \) is closed and \( T_t \) can be anything from \( P_t, tLP_t, \sqrt{t} \nabla P_t \). While the proof in [2] was done for the case \( V = 0 \), it can be repeated so as to cover the case of general nonnegative potential \( V \in L^1_{\text{loc}}(\mathbb{R}^n) \).

In order to estimate the partial derivatives of \( Q \) with respect to \( \zeta \) and \( \eta \) we first recall (4), which suggests considering separately the domains
\[\begin{align*}
\Lambda_1 := \{ (\zeta, \eta) \in \mathbb{C}^2 : |\zeta|^p \leq |\eta|^q \} \quad \text{and} \quad \Lambda_2 := \{ (\zeta, \eta) \in \mathbb{C}^2 : |\zeta|^p > |\eta|^q \}.
\end{align*}\]

The upper estimates of \( \nabla Q \) in \( \Lambda_1 \) and \( \Lambda_2 \) can now be directly inferred from (5) and (6).

Fix \( t > 0 \) and define, for \( j \in \{1, 2\} \),
\[V_j = V_j(t) := \{ x \in \mathbb{R}^n : v(x,t) \in \Lambda_j \}.\]

1.) Let us estimate \( |\partial_\zeta Q(v)| |\nabla P_t f| \) in domain \( V_1 \), that is, when \( |P_t f|^p \leq |P_t g|^q \). This condition is equivalent to \( |P_t f|^{p-1} \leq |P_t g| \), therefore, by (5) and (6),
\[|\partial_\zeta Q(v)| \leq C |P_t g|. \tag{18}\]

This and the H"older’s inequality imply
\[
\int_{\omega_R} \chi_{V_1} \left| \frac{\partial Q}{\partial \zeta}(v) \right| |\nabla P_t f| \leq \frac{C}{\sqrt{t}} \|P_t g\|_{L^2(\omega_R)} \|\nabla \nabla P_t f\|_{L^2(\omega_R)}.
\]

By the off-diagonal estimates (17) and the similarity (15) we get
\[
\leq \frac{C(f, g, n)}{\sqrt{t}} e^{-\frac{t}{R^2}}.
\]

Finally, integrate in \( t \) and send \( R \) to infinity. Now it is clear that
\[
\lim_{R \to \infty} \int_0^T \int_{\omega_R} \chi_{V_1(t)}(x) \left| \frac{\partial Q}{\partial \zeta}(v(x,t)) \right| |\nabla P_t f(x)| \, dx \, dt = 0.
\]

2.) In the domain \( V_2 \) we similarly get
\[|\partial_\zeta Q(v)| \leq C |P_t f|^{p-1}.\]

Applying the H"older’s inequality again gives
\[
\int_{\omega_R} \chi_{V_2} \left| \frac{\partial Q}{\partial \zeta}(v) \right| |\nabla P_t f| \leq C \left( \int_{\omega_R} |P_t f|^{2(p-1)} \right)^{1/2} \|\nabla \nabla P_t f\|_{L^2(\omega_R)}.
\]
Since the semigroup $P_t$ is $L^\infty$-contractive \cite[Proposition 4.32]{15} we can continue as

$$\leq C \|f\|_\infty^{p-1} \|\omega_R\|^{1/2} \|\nabla P_t f\|_{L^2(\omega_R)}.$$  

Note that $|\omega_R| = C R^n$. Together with (17) this implies

$$\leq C \frac{f, p, n}{\sqrt{t}} R^{n/2} e^{-\frac{c}{t} R^2},$$

which again disappears after performing $\lim_{R \to \infty} \int_0^T dt$.

3.) Finally, the estimates with respect to $\eta$ can be treated without splitting the cases $x \in \mathcal{V}_{1,2}(t)$. Indeed, for any $(x, t) \in \mathbb{R}^{n+1}$ we have, by (5) and (6),

$$\left| \frac{\partial Q}{\partial \eta} (v) \right| \leq C (|P_t g| + 1).$$

Thus we got a sum of two terms, of which the first is the same as in (18), hence it become zero after multiplying with $|\nabla P_t g|$, integrating and taking the limit. As for the last remaining term (i.e. the constant 1), the Hölder’s inequality and (17) give

$$\int_{\omega_R} |\nabla P_t g| \leq \frac{|\omega_R|^{1/2}}{\sqrt{t}} \|\sqrt{t} \nabla P_t g\|_{L^2(\omega_R)} \leq C \frac{g, n}{\sqrt{t}} R^{n/2} e^{-\frac{c}{t} R^2}.$$  

These estimates combine into (16), which finishes the proof.

\[ \square \]

**Proof of Proposition 2.** In view of Lemma 2 it is enough to prove

$$\limsup_{R \to \infty} \int_0^T \int_{\mathbb{R}^n} \psi_R(x) \frac{\partial b}{\partial t}(x, t) \, dx \, dt \leq \|f\|_p^p + \|g\|_q^q.$$  

We start by another integration by parts:

$$\int_0^T \int_{\mathbb{R}^n} \psi_R(x) \frac{\partial b}{\partial t}(x, t) \, dx \, dt = \int_{\mathbb{R}^n} \psi_R(x) [b(x, T) - b(x, 0)] \, dx.$$  

Remember that $Q$ was a nonpositive function, therefore $b(x, T) \leq 0$, by (10). Moreover, (10) and (5) also mean we can continue as

$$\leq \frac{1}{2} \int_{\mathbb{R}^n} \phi(|f(x)|, |g(x)|) \psi_R(x) \, dx.$$  

By Theorem 2 (ii) we get

$$\leq \int_{\mathbb{R}^n} (\|f\|_p^p + \|g\|_q^q) \psi_R(x) \, dx,$$

which tends to $\|f\|_p^p + \|g\|_q^q$ as $R \to \infty$, by the dominated convergence theorem.  

\[ \square \]

**References**

[1] K. Astala, T. Iwaniec, E. Saksman: Beltrami operators in the plane, Duke Math. J. 107 (2001), no. 1, 27–56.

[2] P. Auscher: On Necessary and Sufficient Conditions for $L^p$–estimates of Riesz Transforms Associated to Elliptic Operators on $\mathbb{R}^n$ and Related Estimates, Memoirs of the AMS 186, no. 871, 2007.

[3] P. Auscher, S. Hofmann, J. M. Martell: Vertical versus conical square functions, preprint (2010), \url{http://arxiv.org/abs/1012.4184}.

[4] P. Auscher, A. McIntosh, A. Nahmod: The square root problem of Kato in one dimension, and first order elliptic systems, Indiana Univ. Math. J. 46 (1997), no. 3, 659–695.

[5] D. Bakry: Étude des transformations de Riesz dans les variétés riemanniennes a courbure de Ricci minorée, Séminaire de probabilités de Strasbourg 21 (1987), no. 1, 137–172.
[6] A. Carbonaro, O. Dragičević: Bellman function and dimension-free estimates in a theorem of D. Bakry, preprint (2011).
[7] E. B. Davies: Heat kernels and spectral theory, Cambridge tracts in mathematics 92, Cambridge University Press, 1989.
[8] O. Dragičević, A. Volberg: Linear dimension-free estimates in the embedding theorem for Schrödinger operators, accepted for publication by the London Mathematical Society.
[9] O. Dragičević, A. Volberg: Bellman functions and dimensionless estimates of Littlewood-Paley type, J. Oper. Theory 56 (2006), no. 1, 167–198.
[10] O. Dragičević, A. Volberg: Bellman function for the estimates of Littlewood-Paley type and asymptotic estimates in the $p − 1$ problem, C. R. Math. Acad. Sci. Paris 340 (2005), no. 10, 731–734.
[11] O. Dragičević, A. Volberg: Bellman function, Littlewood-Paley estimates and asymptotics for the Ahlfors-Beurling operator in $L^p(\mathbb{C})$, Indiana Univ. Math. J. 54 (2005), no. 4, 971–995.
[12] X.-D. Li: Martingale transforms and $L^p$ norm estimates of Riesz transforms on complete Riemannian manifolds, Probab. Theory Relat. Fields 141 (2008), 247–281.
[13] F. Nazarov, S. Treil: The hunt for a Bellman function: applications to estimates for singular integral operators and to other classical problems of harmonic analysis, (Russian) Algebra i Analiz 8 (1996), no. 5, 32–162; translation in St. Petersburg Math. J. 8 (1997), no. 5, 721–824.
[14] F. Nazarov, S. Treil, A. Volberg: The Bellman functions and two-weight inequalities for Haar multipliers, J. Amer. Math. Soc. 12 (1999), no. 4, 909–928.
[15] E. M. Ouhabaz: Analysis of Heat Equations on Domains, London Mathematical Society Monograph Series, vol. 31, Princeton and Oxford, 2005.
[16] S. Petermichl: The sharp bound of the Hilbert transform on weighted Lebesgue spaces in terms of the classical $A_p$ characteristic, Amer. J. Math. 129, no. 5 (2007), 1355–1375.
[17] S. Petermichl, A. Volberg: Heating of the Ahlfors-Beurling operator: weakly quasi-regular maps on the plane are quasi-regular, Duke Math. J. 112 (2002), no. 2, 281–305.
[18] S. Petermichl, J. Wittwer: A sharp estimate for the weighted Hilbert transform via Bellman functions, Michigan Math. J. 50 (2002), no. 1, 71–87.
[19] R. Strichartz: Analysis of the Laplacian on the Complete Riemannian Manifold, J. Funct. Anal. 52 (1983), 48–79.

Oliver Dragičević, Department of Mathematics, Faculty of Mathematics and Physics, University of Ljubljana, Jadranska 19, SI-1000 Ljubljana, Slovenia
E-mail address: oliver.dragicevic@fmf.uni-lj.si

Alexander Volberg, Department of Mathematics, Michigan State University, East Lansing, MI 48824, USA
E-mail address: volberg@math.msu.edu