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Abstract

In a previous paper we proved a Carlson-type density theorem for zeroes in the critical strip for the Beurling zeta functions satisfying Axiom A of Knopfmacher. There we needed to invoke two additional conditions: the integrality of the norm (Condition B) and an “average Ramanujan Condition” for the arithmetical function counting the number of different Beurling integers of the same norm $m \in \mathbb{N}$ (Condition G).

Here we implement a new approach of Pintz using the classic zero-detecting sums coupled with Halász’ method, but otherwise arguing in an elementary way avoiding, e.g., large sieve-type inequalities or mean value estimates for Dirichlet polynomials. In this way we give a new proof of a Carlson-type density estimate—with explicit constants—avoiding any use of the two additional conditions needed earlier.

Therefore it is seen that the validity of a Carlson-type density estimate does not depend on any extra assumption—neither on the functional equation present for the Selberg class, nor on growth estimates of coefficients say of “average Ramanujan-type”—but is a general property presenting itself whenever the analytic continuation is guaranteed by Axiom A.
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1 Introduction

1.1 Beurling’s theory of generalized integers and primes

Beurling’s theory fits well to the study of several mathematical structures. A vast field of applications of Beurling’s theory is nowadays called arithmetical semigroups, which are described in detail, e.g., by Knopfmacher in [36].

Here $\mathcal{G}$ is a unitary, commutative semigroup with a countable set of indecomposable generators called the primes of $\mathcal{G}$ and denoted usually as $p \in \mathcal{P}$ (with $\mathcal{P} \subset \mathcal{G}$ the set of all primes within $\mathcal{G}$) which freely generate the whole of $\mathcal{G}$, i.e., any element $g \in \mathcal{G}$ can be (essentially, i.e., up to the order of terms) uniquely written in the form $g = p_{1}^{k_{1}} \cdots p_{m}^{k_{m}}$; two (essentially) different expressions of this form are necessarily different as elements of $\mathcal{G}$, while each element has its (essentially) own unique prime decomposition. Moreover, there is a norm $| \cdot | : \mathcal{G} \rightarrow \mathbb{R}_{+}$ so that the following hold.

First, the image of $\mathcal{G}$, $|\mathcal{G}| \subset \mathbb{R}_{+}$, is locally finite$^1$, hence the function

$$\mathcal{N}(x) := \# \{ g \in \mathcal{G} : |g| \leq x \}$$

exists as a finite, nondecreasing, right-continuous, nonnegative integer-valued function on $\mathbb{R}_{+}$.

Second, the norm is multiplicative, i.e., $|g \cdot h| = |g| \cdot |h|$; it follows that, for the unit element $e$ of $\mathcal{G}$, $|e| = 1$ holds, and that all other elements $g \in \mathcal{G}$ have norms strictly larger than 1.

Arithmetical functions can also be defined on $\mathcal{G}$. We will use in this work the Möbius function $\mu$: its definition, which is analogous to the classical case see pages 36–37 in [36]. The generalized von Mangoldt function $\Lambda_{G}(g)$ will appear below in [41].

$^*$Sz. Gy. Révész was supported in part by the Hungarian National Research, Development and Innovation Office, project #s K-132097, K-147153 and K-146387.

$^1$Sometimes this property is mentioned as “discreteness”, but what we mean is that any finite interval of $\mathbb{R}_{+}$ can contain the norm of only a finite number of elements of $\mathcal{G}$. 


In this work we assume Axiom A (in its normalized form to $\delta = 1$) of Knopfmacher, see page 75 (and for the normalization pages 78–79) of his fundamental book [36].

**Definition 1.** We say that $N$ (or, loosely speaking, $\zeta$) satisfies Axiom A — more precisely, Axiom $(\kappa, A, \theta)$ with suitable constants $\kappa, A > 0$ and $0 < \theta < 1$ — if we have

$$R(x) := N(x) - \kappa(x - 1)$$

the estimate

$$|R(x)| \leq Ax^\theta \quad (x \geq 1). \quad (2)$$

It is clear that under Axiom A the Beurling zeta function

$$\zeta(s) := \zeta_G(s) := \int_1^\infty x^{-s}dN(x) = \sum_{g \in G} \frac{1}{|g|^s} \quad (3)$$

admits a meromorphic, essentially analytic continuation $\kappa \frac{1}{s-1} + \int_1^\infty x^{-s}dR(x)$ up to $\Re s > \theta$ with only one simple pole at 1.

### 1.2 Analytic theory of the distribution of Beurling generalized primes

The Beurling $\zeta$ function (3) makes it possible to express the values of the generalized von Mangoldt function

$$\Lambda(g) := \Lambda_G(g) := \begin{cases} \log |p| & \text{if } g = p^k, \ k \in \mathbb{N} \text{ with some prime } p \in \mathcal{P} \\ 0 & \text{if } g \in \mathcal{G} \text{ is not a prime power in } \mathcal{G} \end{cases}, \quad (4)$$

as coefficients of the logarithmic derivative of the zeta function:

$$-\frac{\zeta'}{\zeta}(s) = \sum_{g \in \mathcal{G}} \frac{\Lambda(g)}{|g|^s} \quad (5)$$

Beurling’s theory of generalized primes is mainly concerned with the analysis of the summatory function

$$\psi(x) := \psi_G(x) := \sum_{g \in \mathcal{G}, \ |g| \leq x} \Lambda(g) \quad (6)$$

The generalized PNT (Prime Number Theorem) is the asymptotic equality $\psi(x) \sim x$. The remainder term in this equivalence is denoted, as usual,

$$\Delta(x) := \Delta_G(x) := \psi(x) - x \quad (7)$$

In the classical case of prime number distribution, as well as regarding some extensions to primes in arithmetical progressions and the distribution of prime ideals in algebraic number fields, the connection between the location and distribution of zeta-zeroes and the oscillatory behavior of the remainder term $\Delta(x)$ in the prime number formula $\psi(x) \sim x$ is well understood [29, 32, 33, 35, 42, 43, 44, 45, 50, 51, 52, 53, 54, 55, 56, 57]. On the other hand, in the generality of Beurling primes and the zeta function, investigations so far were focused on mainly four directions. First, better and better minimal conditions were sought in order to have a Chebyshev-type formula $x \ll \psi(x) \ll x$, see, e.g., [70, 71, 16, 17]. Understandably, as in the classical case,
this relation requires only an analysis of the $\zeta$ function of Beurling in and on the boundary of the convergence half-plane. Second, conditions for the PNT to hold were sought, see, e.g., [3, 55, 12, 13, 18, 72, 73]. Again, this relies on the boundary behavior of $\zeta$ on the one-line $\sigma = 1$. Third, rough (as compared to our knowledge in the natural prime number case) estimates and equivalences were worked out in the analysis of the connection between the $\zeta$ zero distribution and the error term behavior for $\psi(x)$, see, e.g., [20, 41]. Fourth, examples were worked out for arithmetical semigroups with very “regular” (such as satisfying the Riemann Hypothesis RH and the error estimate $\psi(x) = x + O(x^{1/2+\varepsilon})$) and very “irregular” (such as having no better zero-free regions than [3] below) and no better asymptotic error estimates than [39] behavior and zero or prime distribution, see, e.g., [1, 9, 13, 20, 73]. Here we must point out that the above citations are just examples and are far from being a complete description of the otherwise formidable literature. For a thorough analysis of these directions as well as for much more information the reader may consult the monograph [19].

The main focus of our study presented in the recent papers [58, 59] was to establish as precisely as possible connections between the distribution of the zeros of the Beurling zeta function $\zeta$ on the one hand and the order of magnitude estimates or oscillatory properties of $\Delta(x)$ on the other hand.

Apart from generality and applicability to, e.g., distribution of prime ideals in number fields, the interest in the Beurling theory was greatly boosted by a construction of Diamond, Montgomery and Vorhauer [15]. They basically showed that under Axiom A RH may still fail; moreover, nothing better than the most classical zero-free region and error term [39] of

$$\zeta(s) \neq 0 \quad \text{whenever} \quad s = \sigma + it, \quad \sigma > 1 - \frac{c}{\log t},$$

and

$$\psi(x) = x + O(x \exp(-C \sqrt{\log x}))$$

follows from (2) at least if $\theta > 1/2$.

### 1.3 Carlson-type density estimates for the Beurling $\zeta$ function

In [57] we proved a Carlson-type density result for the zeros of the Beurling zeta function. We needed this for our studies of the Littlewood- and Ingham-type questions studied in the Beurling context in our recent works [58, 59], prior to [57] no density estimates were known for the Beurling zeta function.

A predecessor of such results—the only one in the Beurling context which touched upon the topic of density-type estimates—was worked out by Kahane [34], who proved that, under a suitable (strong) condition on the prime counting function, the number of Beurling zeta zeros lying on some vertical line $\Re s = \sigma = a > \max(1/2, \theta)$ has finite upper density. That is already a nontrivial fact because the total number $N(T)$ of zeros with imaginary part not exceeding $T$ may grow in the order $T \log T$.

For deriving the density theorem below in [57] we needed two additional assumptions. One was that the norm would actually map to the natural integers. Following Knopfmacher, this was called Condition B. So we said that Condition B is satisfied if $| \cdot | : G \to \mathbb{N}$, that is, the norm $|g|$ of any element $g \in G$ is a natural number. That was necessary mainly for using some large sieve type estimates from the classic book of Montgomery [39]. Without this condition, the terms of the arising generalized Dirichlet polynomials occurring in our proof could not be controlled well, and such strong tools could not be used.

As is natural, we will write $\nu \in G$ if there exists $g \in G$ with $|g| = \nu$. Under Condition B we can introduce the arithmetical function $G(\nu) := \sum_{|g| = \nu} 1$, which is then a super-multiplicative arithmetical function on $\mathbb{N}$. The next condition, called Condition G and also taken from [36], was a so-called “average Ramanujan condition”, meaning that the arithmetical function $G(\nu)$ is $O(\nu^\varepsilon)$, at least on the (say $p$-th power) average.

---

3 E.g., a natural, but somewhat different direction, going back to Beurling himself, is the study of analogous questions in case the assumption of Axiom A is weakened to e.g. an asymptotic condition on $N(x)$ with a product of $x$ and a sum of powers of $\log x$, or sum of powers of $\log x$ perturbed by almost periodic polynomials in $\log x$, or $N(x) = \pm x$ periodic, see [3, 12, 20, 53].

4 Let us call attention to the very nice further sharpening of this breakthrough result, which appeared very recently [5].

5 This particular result enabled Kahane to draw deep number theoretical consequences regarding the oscillation (sign changes) of the error term in the prime number formula. Obviously, obtaining a much sharper result – estimating the total number of zeros in a full rectangle, not only on one individual vertical line, and with a quantity essentially below the order of $T$ if $a$ is getting close to $1$ – provides an even stronger foothold for deriving number theoretical consequences.

6 That is, $G(\mu \nu) \geq G(\mu)G(\nu)$ whenever $(\mu, \nu) = 1$. 3
Denote the number of zeroes of the Beurling zeta function in \([b,1] \times [-iT,iT]\) as
\[
N(b,T) := \# \{ \rho = \beta + i\gamma : \zeta(\rho) = 0, \beta \geq b, |\gamma| \leq T \}.
\] (10)

The main result of the paper \cite{57} was the following.

**Theorem A.** Assume that \(G\) satisfies besides Axiom A also Conditions B and G, too. Then for any \(\varepsilon > 0\) there exists a constant \(C = C(\varepsilon, G)\) such that for all sufficiently large \(T\) and \(\alpha > (1 + \theta)/2\) we have
\[
N(\alpha, T) \leq CT^{\frac{6-28\varepsilon}{3-5\varepsilon} + \varepsilon}.
\] (11)

Theorem A was somewhat surprising, because we lack a functional equation essential in the treatment of the Selberg class, where zero density estimates are known to hold \cite{30}. However, as one referee pointed out to us, the functional equation is mainly used in the Selberg class to estimate \(\zeta\), and so we could possibly succeed only because similar estimates can be derived directly from our extra conditions.

Two main questions can be naturally posed after this result. First, if solely under Axiom A such a density result can be obtained. Here we give an affirmative answer to this question\footnote{Note that, by the (standard) Lemma \ref{lem:6} below, \(N(\alpha, T) = O(T^{1+\varepsilon})\) for \(\alpha > \theta\) always. Thus, the statement is nontrivial only if \(\alpha\) is close to 1, more precisely when \(\alpha > \frac{1+\varepsilon}{2}\).}

**Theorem 1.** Let \(G\) be a Beurling system subject to Axiom A. Then for any \(\sigma > (1 + \theta)/2\) the number of zeroes of the corresponding Beurling zeta function \(\zeta(s)\) admits a Carlson-type density estimate
\[
N(\sigma, T) \leq 10000 \frac{(A + \kappa)^4}{(1 - \theta)^3(1 - \sigma)^4} T^{\frac{11+\varepsilon}{2} + \varepsilon} \log^5 T
\] (12)
for all \(T \geq T_0\), where also \(T_0\) depends explicitly on the parameters \(A, \kappa, \theta\) of Axiom A and on the value of \(\eta := 1 - \sigma\). In particular, for \(\sigma > \frac{11+\varepsilon}{2}\) we have \(N(\sigma, T) = o(T)\).

This means that even without any extra assumptions, order or regularity, just by the mere Axiom A, (which is the natural assumption to guarantee the analytic continuation of \(\zeta(s)\) to some larger half-plane \(\Re s > \theta\) with \(\theta < 1\)), a Carlson-type density theorem holds true, always. So, in a philosophical sense, density results hold not because of some extra assumptions, but because of the basic analytical nature of the Beurling \(\zeta\) function; in particular, the role of a functional equation can fully be suspended for such a result to hold.

Second, in case of the classical Riemann zeta function, advanced Vinogradov type estimates and corresponding zero-free regions (and other advances) were all exploited in getting even stronger density results with \(o(1 - \sigma)\) exponents at least in the vicinity of \(\sigma = 1\), the very first such result being achieved by Halász and Turán \cite{22,23}. For further advances on this issue of key number theory importance see, e.g., \cite{4,24,49} and in particular \cite{20} and \cite{47}, whose direct and simplified method we follow here to a great extent. As the fundamental work \cite{15} demonstrated, however, Vinogradov-type strong estimates cannot be expected in the generality of Beurling systems, as in particular it can well happen that only the classical de la Vallée-Poussin–Landau-type zero free region \cite{25} exists and only the classical de la Vallée-Poussin error estimate \cite{21} holds true. So the natural question regarding density results is: are Carlson-style \(O(T^{C(1 - \sigma) + \varepsilon})\) estimates optimal (at least “in their nature”, leaving the still important question of the value of \(C\) still subject to further optimization), or can there be hoped some Halász–Turán-type \(T^{o(1 - \sigma) + \varepsilon}\) improved density estimate, too?

This second question has already been answered, too. Indeed, F. Broucke and G. Debruyne \cite{53} constructed a Beurling system (by a nontrivial adaptation of the Diamond–Montgomery–Vorhauer construction) subject to Axiom A, but having \(\Omega(T^{c(1 - \sigma)})\) zeroes in some rectangle \([\sigma, 1] \times [-iT, iT]\) with \(\sigma\) arbitrarily close to 1. That is, Carlson-type density estimates might be seen in general as the best possible in the generality of Beurling systems satisfying Axiom A.

### 1.4 Consequences of density theorems regarding the error term of the PNT of Beurling

In the recent papers \cite{58,59} we investigated the questions of Littlewood and Ingham together with their converse about the connection of the location of \(\zeta\)-zeros and order resp. oscillation estimates for the error...
term $\Delta(x)$ in the PNT of Beurling. As we said before, to obtain our results originally (e.g. in the first ArXiv version) we needed to use Theorem A at several occurrences. Therefore, several of our results were restricted to Beurling systems and zeta functions satisfying also Conditions B and G, moreover, the implied constants also depended on the somewhat implicit ones of these conditions and the density result of Theorem A.

Extending the generality of the density theorem serves also to extend several of our number theoretical results. The following basic lemmas are just slightly more explicit forms of well-known basic estimates, like, e.g., 4.2.6. Proposition, 4.2.8. Proposition and 4.2.10. Corollary of [54]. In [56] we elaborated on the proofs of some of them only for explicit handling of the arising constants in these estimates. Those which did not appear in [56], we briefly prove here without considering them original.

2 Lemmata on the Beurling $\zeta$ function

The following basic lemmas are just slightly more explicit forms of well-known basic estimates, like, e.g., 4.2.6. Proposition, 4.2.8. Proposition and 4.2.10. Corollary of [54]. In [56] we elaborated on the proofs of some of them only for explicit handling of the arising constants in these estimates. Those which did not appear in [56], we briefly prove here without considering them original.

2.1 Basic estimates of the Beurling $\zeta$ function and its partial sums

Lemma 1. For any $s = \sigma + it$, $\Re s = \sigma > 1$ we have

$$|\zeta(s)| \leq \zeta(\sigma) \leq \frac{(A + \kappa)\sigma}{\sigma - 1} \quad (\sigma > 1),$$

(13)

and also

$$|\zeta(s)| \geq \frac{1}{\zeta(\sigma)} > \frac{\sigma - 1}{(A + \kappa)\sigma} \quad (\sigma > 1).$$

(14)

Lemma 2. Denote the “partial sums” (partial Laplace transforms) of $N_{[1, X]}$ as $\zeta_X$ for arbitrary $X \geq 1$:

$$\zeta_X(s) := \int_1^X x^{-s} dN(x).$$

(15)

Then $\zeta_X(s)$ is an entire function and for $\sigma := \Re s > \theta$ it admits

$$\zeta_X(s) = \begin{cases} 
\zeta(s) - \frac{\kappa X^{1-\sigma}}{s-\sigma} - \int_X^\infty x^{-s} dR(x) & \text{for all } s \neq 1, \\
\kappa \log X + \int_1^X \frac{dR(x)}{x} & \text{for } s = 1,
\end{cases}$$

(16)

together with the estimate

$$|\zeta_X(s)| \leq \zeta_X(\sigma) \leq \begin{cases} 
\min \left( \frac{\kappa X^{1-\sigma}}{1-\sigma}, \frac{\kappa X^{1-\sigma} \log X}{\sigma-1} \right) & \text{if } \theta < \sigma < 1, \\
\kappa \log X + \frac{A}{\sigma-1} & \text{if } \sigma = 1, \\
\min \left( \frac{\sigma(A+\kappa)}{\sigma-1}, \kappa \log X + \frac{\sigma A}{\sigma-1} \right) & \text{if } \sigma > 1.
\end{cases}$$

(17)

Moreover, the above remainder terms can be bounded as follows:

$$\left| \int_X^\infty x^{-s} dR(x) \right| \leq A \frac{|s| + \sigma - \theta}{\sigma - \theta} X^{\theta-\sigma},$$

(18)

and

$$\left| \int_1^X x^{-s} dR(x) \right| \leq A \left( \frac{|s| - X^{\theta-\sigma}}{\sigma - \theta} + X^{\theta-\sigma} \right) \leq A \min \left( \frac{|s|}{\sigma - \theta}, |s| \log X + X^{\theta-\sigma} \right).$$

(19)
Lemma 3. For any \( X \geq 1 \) and \( s = \sigma + it \) with \( \Re s = \sigma < 1 \), it holds
\[
|\zeta_X(s)| \leq \zeta_X(\sigma) \leq \frac{A + \kappa}{1 - \sigma} X^{1 - \sigma} \tag{20}
\]
and also
\[
|\zeta_X(s)| \leq \zeta_X(\sigma) \leq \frac{A + \kappa}{\sigma - \theta} X^{1 - \sigma} \log X, \tag{21}
\]
Proof. We have
\[
|\zeta_X(s)| \leq \zeta_X(\sigma) = \int_1^X \frac{dN(t)}{t^\sigma} = [N(t)t^{-\sigma}]^X + \sigma \int_1^X \frac{N(t)}{t^{\sigma+1}} dt.
\]
The integrated first term is \( N(X)X^{-\sigma} \leq (A + \kappa)X^{1 - \sigma} \). For the second term we find
\[
\sigma \int_1^X \frac{N(t)}{t^{\sigma+1}} dt \leq \sigma \int_1^X \frac{A + \kappa}{t^\sigma} dt = (A + \kappa) \frac{\sigma}{1 - \sigma} (X^{1 - \sigma} - 1) < (A + \kappa) \frac{\sigma}{1 - \sigma} X^{1 - \sigma}.
\]
Adding the two estimates, we get (20).
The second part of the first line of (17) directly implies (21). \( \square \)

2.2 Behavior of the Beurling zeta function in the critical strip

Lemma 4. We have
\[
\left| \zeta(s) - \frac{\kappa}{s-1} \right| \leq \frac{A|s|}{\sigma - \theta} \quad (\theta < \sigma, \ t \in \mathbb{R}, \ s \neq 1). \tag{22}
\]
In particular, for large enough values of \( t \) it holds
\[
|\zeta(s)| \leq \sqrt{2} \frac{(A + \kappa)|t|}{\sigma - \theta} \quad (\theta < |t|), \tag{23}
\]
while for small values of \( t \) we have
\[
|\zeta(s)(s-1) - \kappa| \leq \frac{A|s|(s-1)}{\sigma - \theta} \leq \frac{100A}{\sigma - \theta} \quad (\theta < \sigma \leq 4, \ |t| \leq 9). \tag{24}
\]
As a consequence, we also have
\[
\zeta(s) \neq 0 \quad \text{for} \quad |s - 1| \leq \frac{\kappa(1 - \theta)}{A + \kappa}. \tag{25}
\]

Lemma 5. For arbitrary \( X \geq 2 \) and \( s = \sigma + it, \theta < \Re s = \sigma < 1 \) and \( t \geq 2 \) the following estimates hold true:
\[
|\zeta(s) - \zeta_X(s)| \leq \frac{1}{\sigma - \theta} \left( \frac{X^{1 - \sigma}}{t} + 2A \frac{t}{X^{\sigma - \theta}} \right) \leq \frac{A + \kappa}{\sigma - \theta} \left( \frac{X^{1 - \sigma}}{t} + \frac{t}{X^{\sigma - \theta}} \right), \tag{26}
\]
\[
|\zeta(s)| \leq \frac{(A + \kappa)(1 - \theta)}{(1 - \sigma)(\sigma - \theta)} t^{1 - \sigma}, \tag{27}
\]
\[
|\zeta(s)| \leq \frac{4A + 3\kappa}{(\sigma - \theta)(1 - \theta)} t^{1 - \sigma} \log t. \tag{28}
\]
In particular, by the triangle inequality, it also holds
\[
|\zeta_X(s)| \leq \min \left( \frac{(A + \kappa)(1 - \theta)}{(1 - \sigma)(\sigma - \theta)} t^{1 - \sigma}, \frac{4A + 3\kappa}{(\sigma - \theta)(1 - \theta)} t^{1 - \sigma} \log t \right) + \frac{2A + \kappa}{\sigma - \theta} \left( \frac{X^{1 - \sigma}}{t} + \frac{t}{X^{\sigma - \theta}} \right). \tag{29}
\]
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Proof. For estimating \( \zeta(s) - \zeta_X(s) \) we combine the first line of \( (16) \) and \( (18) \) to infer
\[
|\zeta(s) - \zeta_X(s)| \leq \frac{\kappa}{|s - 1|} X^{1-\sigma} + A|s|\theta - \theta X^{\sigma-\sigma} \leq \frac{\kappa}{t} X^{1-\sigma} + A\frac{t + 2\sigma - \theta}{\sigma - \theta} X^{\sigma-\sigma}.
\]
Taking into account \( 2\sigma - \theta < 2 \leq t \), this also furnishes \( (20) \).

Further, substituting into the first form of \( (26) \) the particular choice \( X := t^{\frac{1}{1-\sigma}} (\geq t \geq 2) \) leads to
\[
|\zeta(s) - \zeta_X(s)| \leq \frac{2A + \kappa}{\sigma - \theta} t^{\frac{1}{1-\sigma}}.
\]
From here a trivial triangle inequality and \( (20) \) of Lemma 3 yield \( (27) \):
\[
|\zeta(s)| \leq |\zeta(s) - \zeta_X(s)| + |\zeta_X(s)| \leq \frac{2A + \kappa}{\sigma - \theta} t^{\frac{1}{1-\sigma}} + \frac{A + \kappa}{1 - \sigma} t^{\frac{1}{1-\sigma}} < (2A + \kappa) \left( \frac{1}{\sigma - \theta} + \frac{1}{1 - \sigma} \right) t^{\frac{1}{1-\sigma}}.
\]
If we apply here \( (21) \) instead of \( (20) \) then we get
\[
|\zeta(s)| \leq \frac{2A + \kappa}{\sigma - \theta} t^{\frac{1}{1-\sigma}} + \frac{A + \kappa}{1 - \sigma} \frac{1}{\log t} t^{\frac{1}{1-\sigma}} \log t < \frac{4A + 3\kappa}{(\sigma - \theta)(1 - \theta)} \log t,
\]
whence \( (28) \), too. \( \square \)

Let us introduce the notation
\[
M(\sigma, T) := \max\{|\zeta(s)| : s = \sigma + it, \Re s = \sigma, 2 \leq |t| \leq T\}. \tag{30}
\]
The combination of \( (22), (24) \) and \( (25) \) leads to the following.

**Corollary 1.** For arbitrary \( s = \sigma + it \) with \( \Re s = \sigma \in (\theta, 1) \) and for arbitrary \( T \geq 0 \) we have
\[
M(\sigma, T) \leq \min \left\{ \frac{(2A + \kappa)(1 - \theta)}{(1 - \sigma)(\sigma - \theta)}, \frac{4A + 3\kappa}{(\sigma - \theta)(1 - \theta)} \log T \right\} \max(1, T^{\frac{1}{1-\sigma}}). \tag{31}
\]

### 2.3 Estimates for the number of zeros of \( \zeta \)

Denote the set of all \( \zeta \)-zeros in the rectangle \( [b, 1] \times i[-T, T] \) as \( \mathcal{Z}(b; T) \) and the set of \( \zeta \)-zeros in \( [b, 1] \times i([-T, -\theta] \cup [R, T]) \) as \( \mathcal{Z}(b; R, T) \), while their cardinality is denoted by \( N(b; T) \) and \( N(b; R, T) \), respectively. Also, we will write \( \mathcal{Z}_+(b; R, T) \) for the part of \( \mathcal{Z}(b, : ; R, T) \) lying in the upper half-plane.

**Lemma 6.** Let \( \theta < b < 1 \) and consider any height \( T \geq 5 \). Then the number of zeta-zeros \( N(b, T) \) satisfy
\[
N(b, T) \leq \frac{1}{b - \theta} \left\{ \frac{1}{2} T \log T + \left( 2 \log(A + \kappa) + \log \frac{1}{b - \theta} + 3 \right) T \right\}. \tag{32}
\]

**Lemma 7.** Let \( \theta < b < 1 \) and consider any heights \( T > R \geq 5 \). Then \( N(b; R, T) \) satisfy\(^9\)
\[
N(b; R, T) \leq \frac{1}{b - \theta} \left\{ \frac{1}{3\pi} (T - R) \left( \log \left( \frac{1.4(A + \kappa)^2}{b - \theta} - T \right) \right) + \frac{16}{3} \log \left( \frac{60(A + \kappa)^2}{b - \theta} - T \right) \right\}. \tag{33}
\]

In particular, for the zeros between \( T - 1 \) and \( T + 1 \) we have for \( T \geq 6 \),
\[
N(b; T - 1, T + 1) \leq \frac{1}{b - \theta} \left\{ 6.2 \log T + 6.2 \log \left( \frac{(A + \kappa)^2}{b - \theta} \right) + 24 \right\}. \tag{34}
\]

\(^9\)Here and below in \( (33) \) a formulation with slightly different numerical constants is presented correcting the original calculation of \( 56 \). About the error made in \( 56 \) and the description of the corrections see \( 57 \).
3 Proof of the density estimate of Theorem 1

The constants $A$ and $\kappa$ frequently occur in our calculations and sometimes we take logarithms and reciprocals of their sum $A + \kappa$. To overcome technical distinctions and difficulties when, e.g., the logarithm is negative, let us note that once a constant $A$ is admissible, then the possibly enlarged value $A^* := \max(A, 1 - \kappa)$ is admissible, too, so that in what follows we will automatically consider that $A + \kappa \geq 1$.

At the outset we fix some parameter $\xi$ with $\theta < \xi < \sigma(1)$, and also write $\eta := 1 - \sigma$ and $\delta := \sigma - \xi$, so that, e.g., $1 - \xi = \delta + \eta$. We will need later on the restriction $\xi > \frac{1 + \theta}{2}$ anyway, so we assume that once and for all. Further, note that the statement (12) of Theorem 1 directly follows from Lemma 6 if $\eta > \frac{1}{2}(1 - \theta)$, so that we can assume in the following that $\eta \leq (1 - \theta)/12 \leq 1/12$. In the course of the proof we will finally specify $\delta$ as $\delta = 1.5\eta$, so that we will also have $\delta \leq (1 - \theta)/8 \leq 1/8$. The numerical estimates $\eta \leq 1/12$ and $\delta \leq 1/8$ will thus be capitalized on without further mention. Let us also note that with these assumptions $\xi = 1 - 2.5\eta > \frac{1 + \theta}{2}$ is guaranteed, too.

Further, we take three large parameters $X > Y > e^{10}$ and $T > e^{10}$, and denote $\lambda := \log Y$, $L := \log T$. In fact, in two steps we will restrict $X$ first to be at least $e^{2}\gamma Y$, and then to be exactly this value, so that we can as well consider $X := e^{2}\gamma Y$ right away. (We can also foretell that we will choose $X := T^{1+\rho}$ at the end.)

3.1 The zero detecting method

The starting point of the proof is the following quantity defined by a complex integral:

$$ I := \frac{1}{2\pi i} \int_{(\Re s=3)} \frac{1}{s} \exp \left( \frac{s^2}{L} + \lambda s \right) \, ds = 1 + \frac{1}{2\pi i} \int_{(-L)} \frac{1}{s} \exp \left( \frac{s^2}{L} + \lambda s \right) \, ds, $$

where the last formula can be obtained by the Residue Theorem upon shifting the line of integration to the left until $\Re s = -L$. From this second expression it follows,

$$ |I - 1| \leq \frac{1}{\pi} \int_{0}^{\infty} \frac{1}{L} e^{L-t^2/L-\lambda L} dt = \frac{1}{\pi L} e^{-(\lambda-1)L/2} < T^{-(\lambda-1)} < 0.1. \quad (35) $$

The very simple base idea of the proof, with which we copy Pintz, is to write here $1 = \frac{1}{\zeta(s+\rho)} \zeta(s+\rho)$, and thus involve a $\zeta(s)$-dependent (zero-detecting) expression into the simple mean $I$ defined above. Namely, for any complex number $\rho = \beta + i\gamma$ in the critical strip, i.e., with $\Re \rho = \beta \in (\theta, 1)$, we now write in this trivial identity and reformulate it as follows:

$$ I := \frac{1}{2\pi i} \int_{(\Re s=3)} \frac{1}{s} \exp \left( \frac{s^2}{L} + \lambda s \right) \, ds = \frac{1}{2\pi i} \int_{(\Re s=3)} \frac{1}{\zeta(s+\rho)} \frac{\zeta(s+\rho)}{s} \exp \left( \frac{s^2}{L} + \lambda s \right) \, ds $$

$$ = \frac{1}{2\pi i} \int_{(\Re s=3)} \sum_{g \in \mathcal{G}} \frac{\mu(g)}{|g|^\rho} \frac{\zeta(s+\rho)}{s} \exp \left( \frac{s^2}{L} + \lambda s \right) \, ds $$

$$ = \sum_{g \in \mathcal{G}} \frac{\mu(g)}{|g|^\rho} \frac{1}{2\pi i} \int_{(\Re s=3)} \frac{\zeta(s+\rho)}{s} \exp \left( \frac{s^2}{L} + (\lambda - \log |g|) s \right) \, ds. $$

Later we will need three more restrictions on the choice of $\rho$: it will be restricted to the strip $\Re \rho = \beta \in (\sigma, 1)$, its imaginary part will be chosen to satisfy $\Im \rho = \gamma \in [10L, T]$, and finally we will also assume that it is a zero of the Beurling zeta function $\zeta(s)$. That is, altogether we will have $\rho \in \mathcal{Z}_{+}(\sigma; 10L, T)$. However, for the moment we do not need these restrictions yet.

Defining for arbitrary $h \in \mathbb{R}$ the weight function

$$ w(\rho, h) := \frac{1}{2\pi i} \int_{(\Re s=3)} \frac{\zeta(s+\rho)}{s} \exp \left( \frac{s^2}{L} + h s \right) \, ds, $$

10Also we will use without notice that $\log u \leq \frac{1}{2}u$ and $\log u \leq \frac{1}{2}\sqrt{u}$, always.

11The exact value of $I$ is of no importance for us here, but it is clear that its limit for either $L = \log T \to \infty$ or for $\lambda = \log Y \to \infty$ is 1.
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the last expression of \( I \) takes the form

\[
I = \sum_{g \in \mathcal{G}} \frac{\mu(g)}{|g|^p} w(\rho, \lambda - \log |g|). \tag{36}
\]

### 3.2 Evaluation of terms with \( w(\rho, h) \) where \( h \) is small (negative)

Our next aim is to evaluate the weighted quantity \( w(\rho, h) \) for the case when \( h \leq -2 \). Then we shift the line of integration to the line \( \Re s = -\frac{1}{2} hL \), which is positive (as \( h < 0 \)), whence the integrand is analytic between the old and new lines of integration, and in view of the fast decrease of the integrand towards \( i\infty \), the formula \( w(\rho, h) = \frac{1}{2\pi i} \int_{-\frac{1}{2} hL} \exp\left(\frac{s(\rho + \lambda \xi)}{s}\right) ds \) is justified. Therefore, taking into account \( 38 \), we obtain the estimate

\[
|w(\rho, h)| \leq \frac{1}{2\pi}(A + \kappa)\beta - hL/2 - \frac{2}{L} \int_0^\infty e^{\frac{\pi}{4} h^2 L - \pi^2 L - \frac{4}{2} h^2 L} dt < (A + \kappa)e^{-\frac{4}{2} h^2 L}.
\]

So we assume now \( X \geq e^2 Y \), i.e., \( \log X \geq \lambda + 2 \), and consider \( g \in \mathcal{G} \) with \( |g| \geq X \), i.e., \( h = \lambda - \log |g| \leq -2 \). The part with \( |g| \geq X \) of the above sum \( 38 \) can be estimated as

\[
\left| \sum_{|g| \geq X} \frac{\mu(g)}{|g|^p} w(\rho, \lambda - \log |g|) \right| \leq \sum_{|g| \geq X} (A + \kappa)e^{-\frac{4}{2} (\log |g| - \lambda)^2 L} = (A + \kappa) \int_X^\infty e^{-\frac{4}{2} (\log x - \lambda)^2 L} d\mathcal{N}(x). \tag{37}
\]

For the integral partial integration yields

\[
\begin{align*}
&= \left[ e^{-\frac{4}{2} (\log x - \lambda)^2 L} \mathcal{N}(x) \right]_X^\infty + \int_X^\infty \frac{L}{2} (\log x - \lambda) e^{-\frac{4}{2} (\log x - \lambda)^2 L} dx \\
&\leq (A + \kappa) \int_X^\infty \frac{L}{2} (\log x - \lambda) e^{-\frac{4}{2} (\log x - \lambda)^2 L} dx \\
&= (A + \kappa) \int_{\log(X/Y)}^\infty \frac{L}{2} y e^{-\frac{4}{2} y^2 L} dy \\
&\leq (A + \kappa) \int_{\log(X/Y)}^\infty 2 \left( \frac{L}{2} y - 1 \right) e^{-\frac{4}{2} y^2 + y} dy \\
&= 2(A + \kappa) e^{-\frac{4}{2} \log^2(X/Y) + \log(X/Y)} \leq 2(A + \kappa) e^{2 - L} = 2e^2(A + \kappa) \frac{1}{T},
\end{align*}
\]

because the expression in the exponent is a decreasing function in \( \log(X/Y) \geq 2 \). Thus, we are led to

\[
\left| \sum_{|g| \geq X} \frac{\mu(g)}{|g|^p} w(\rho, \lambda - \log |g|) \right| \leq 2e^2(A + \kappa)^2 \frac{1}{T} < 0.1, \tag{39}
\]

if \( T \geq T_1 := 200(A + \kappa)^2 \), say. Altogether from \( 35 \) and \( 39 \) we get for \( T \geq T_1 \) and \( X \geq e^2 Y \) the estimate

\[
|I(\rho, X) - 1| \leq 0.2, \quad \text{where} \quad I(\rho, X) := \sum_{|g| \leq X} \frac{\mu(g)}{|g|^p} w(\rho, \lambda - \log |g|). \tag{40}
\]

### 3.3 The terms with large (positive) \( h \) in \( w(\rho, h) \)

The evaluation of the terms in \( I(\rho, X) \) (i.e., the ones with \( h \geq -2 \)) will be done differently, not melting into a comprised quantity \( h \) the two exponents \( \lambda \) and \( -\log |g| \), but handling them separately. Recalling that \( \xi \in (\theta, \sigma) \), and \( \eta := 1 - \sigma > 0 \), \( \delta := \sigma - \xi > 0 \), so that \( 1 - \xi = \eta + \delta \), the line of integration in \( w(\rho, h) \) is moved from the line with \( \Re s = 3 \) to the left, to the line \( \Re s = \xi - \beta \). In view of the fast decrease of the integrand towards \( i\infty \), transferring the line is without any problem, but the strip \( \xi - \beta < \Re s < 3 \) between the old and new vertical lines of integration may contain singularities of the integrand.
Namely, the function $\zeta(s + \rho)$ has a first order pole singularity at $s = 1 - \rho$ whose real part is $1 - \beta$, whence it is in the strip $\xi - \beta < \Re s < 3$. As the residue of $\zeta(s)$ at $s = 1$ is $\kappa$, at $s + \rho = 1$, i.e., at $s = 1 - \rho$ the residuum of the whole integrand amounts to $\kappa \cdot \frac{e^{1/2 + (\lambda - \log |g|) \lambda - \gamma^2/L}}{2\pi i} e^{(1 - \rho)^2/2L + (\lambda - \log |g|)(1 - \rho)}$ with absolute value not exceeding $\frac{\kappa}{\gamma} e^{1/2 + (\lambda - \log |g|)(1 - \gamma^2/L)}$. From here on, we will also use that $\Re \rho = \beta > \sigma = 1 - \eta$, (with $0 < \eta \leq 1/12$) and $\Im \rho = \gamma \geq 10L$. Then the above residuum is at most

$$\frac{\kappa}{\gamma} e^{1/2 + (\lambda - \log |g|) + 2\eta - 2(1 - \beta) - \gamma^2/L} \leq \frac{\kappa e^{1/2 + 2\eta}}{\gamma |g|^\eta} Y^\eta e^{-10\gamma} < \frac{2\kappa}{\gamma |g|^\eta} Y^\eta e^{-10\gamma}.$$

Further, when $s = 0$, in principle there is another singularity of the integrand. Therefore, here we finally assume that $\rho$ is a zero of $\zeta(s)$, so that the vanishing of $\zeta(s + \rho)$ extinguishes the first order pole of the kernel $\frac{1}{\kappa} e^{s^2/L + \rho hs}$ at $s = 0$, making the point a removable singularity, harmless for the transfer of the line of integration. In sum, we take $\rho = \beta + i\gamma \in \mathbb{Z}_+(\sigma, 10L, T)$, a zero with real part at least $\sigma$ and imaginary part between $10L$ and $T$.

Let us add up all the contributions arising from the residue of the translated zeta function $\zeta(s + \rho)$ at its pole at $s = 1 - \rho$. We get, using also $\beta > \sigma$, i.e., $\beta + \eta > 1$, the estimate

$$\left| \sum_{|g| \leq X} \frac{\mu(g)}{|g|^\rho} \Res \left[ \frac{\zeta(s + \rho)}{s} \exp(s^2/L + (\lambda - \log |g|)s) ; s = 1 - \rho \right] \right|,$$

$$\leq \frac{2eY^\eta}{\gamma e^{10\eta}} \int_{t=1}^{X} \frac{1}{\gamma e^{10\eta}} dN(t) \leq \frac{2eY^\eta}{\gamma e^{10\eta}} \int_{t=1}^{X} \frac{1}{t} dN(t) = \frac{2eY^\eta}{\gamma e^{10\eta}} \zeta X(1) \leq \frac{(A + \kappa)^2 Y^\eta |\log X|}{1 - \theta} LT^{100},$$

aplying Lemma 2 [17], the middle line in the last estimate.

The essential part of $I(\rho, X)$ is to be the integral on the changed path $\Re s = \xi - \beta \in (-1, 0)$. More precisely, we will find that the essential contribution of the integral over the whole line comes from the part where $\Im s = t \in [-2L, 2L]$. Denoting $D := D(A, \kappa, \theta, \xi) := \frac{(A + \kappa)(1 - \theta)}{(1 - \xi)(1 - \sigma)}$, we get from Corollary 11 for any $h > -2$

$$\left| \frac{1}{2\pi i} \int_{s=1-\beta, |s| \geq 2L} \frac{\zeta(s + \rho)}{s} \exp(s^2/L + hs) \, ds \right| \leq \left\{ \begin{array}{l}
\frac{e^{1/L + (\xi - \beta) h}}{2\pi} \int_{2L}^{\infty} \frac{M(\xi, t + \gamma)}{t} e^{-t^2/L} \, dt \\
\frac{e^{1/L + (\xi - \beta) h}}{\pi} \int_{2L}^{\infty} \frac{2D(t + \gamma)}{t} e^{-t^2/L} \, dt \\
\frac{2eL^{1/4} D}{2L} \int_{2L}^{\infty} (2 \max(t, \gamma)) \frac{1}{t} e^{-t^2/L} \, dt \\
\frac{2 \cdot e^{1/10} \sqrt{D}}{\pi} \left\{ \int_{2L}^{\infty} \frac{1}{t} e^{-t^2/L} \, dt + \int_{10L}^{\infty} \frac{t}{10L} e^{-t^2/L} \, dt \right\}.
\end{array} \right.$$
Next, similarly to (44) we add up all these contributions for all \( |g| \leq X \) in the sum for \( I(\rho, X) \). With a reference to the first form in the first line of (44) and using again \( \beta > \sigma \) we get

\[
\left| \sum_{|g| \leq X} \mu(g) \frac{1}{|g|^\rho} \int_{\mathbb{R}^2} \frac{\zeta(s + \rho)}{s} \exp \left( \frac{s^2}{L + hs} \right) ds \right| \\
\leq \sum_{|g| \leq X} \frac{|\mu(g)|}{|g|^\rho} 3D s \left( 1 \right) 3D \left( \frac{T}{T} \right) \leq 3D \left( \frac{A + \kappa}{\sigma - \theta} \right) X^\eta \frac{T}{T}.
\]

So assuming now the light condition that \( \log X < T^{1/7} \) and collecting (41) and (42) we find that the residues and the integrals in \( w(\rho, \lambda - \log |g|) \) restricted to \( t = 3s \notin [-2L, 2L] \) contribute at most

\[
\frac{3(A + \kappa)^2(1 - \theta)}{(1 - \xi)(\xi - \theta)(\sigma - \theta) \frac{T}{T}} \leq 0.1,
\]

provided that \( T \geq T_2(\xi, \sigma, X) := \max \left( \log^{1/97} X ; \left( \frac{30(A + \kappa)^2(1 - \theta)}{(1 - \xi)(\xi - \theta)(\sigma - \theta)} \right)^{1/3} X^{\eta/3} \right) \). In other words, if we introduce the notation

\[
I(\rho, X, L) := \sum_{|g| \leq X} \mu(g) \frac{1}{|g|^\rho} \int_{-2L}^{2L} \frac{\zeta(\xi + i(t + \gamma))}{\xi - \beta + it} e^{(\xi - \beta + it)2/L + (\lambda - \log |g|)(\xi - \beta + it)} dt
\]

\[
= \frac{1}{2\pi} \int_{-2L}^{2L} \sum_{|g| \leq X} \mu(g) \frac{1}{|g|^\gamma(\gamma + t)} \frac{\zeta(\xi + i(t + \gamma))}{\xi - \beta + it} e^{(\xi - \beta + it)^2/L + (\lambda - \log |g|)(\xi - \beta + it)} dt,
\]

then we have already derived the following estimate.

**Lemma 8.** For the quantity defined in (43) we have for all \( T \geq T_1, T_2 \) the estimate

\[
|I(\rho, X, L) - 1| \leq 0.3.
\]

### 3.4 An application of Halász’ method for the upper estimation of \( I(\rho, X, L) \)

Next we compute an upper estimation for the quantity \( I(\rho, X, L) \). Since \( |g| \leq T \) and \( t \in [-2L, 2L] \), in the integral we can estimate \( \zeta(\xi + i(t + \gamma)) \) by \( M(\xi, 2T) \). Therefore, writing \( M := M(\xi, 2T) \) for short,

\[
\int_{-2L}^{2L} \frac{\zeta(\xi + i(t + \gamma))}{\xi - \beta + it} \frac{\exp(\xi - \beta)^2/L - t^2/L + 2it(\xi - \beta)/L + (\lambda - \log |g|)(\xi - \beta + it)}{\xi - \beta + it} dt \leq M e^{(\xi - \beta)^2/L + (\lambda - \log |g|)(\xi - \beta + it)} \int_{0}^{\infty} \frac{e^{-t^2/L}}{\max(\delta, t)} dt \leq 2M \int_{0}^{\infty} \frac{e^{-t^2/L}}{\max(\delta, t)} dt \leq 4MY^{-\delta} \log L,
\]

if we assume \( T > T_3(\delta) := e^{1/\delta} \), whence \( \log(1/\delta) \leq \log L \), too. Thus, we must have for all \( T \geq T_1, T_2, T_3 \)

\[
|I(\rho, X, L)| \leq \frac{1}{2\pi} \left. \max_{-2L \leq t \leq 2L} \sum_{|g| \leq X} \mu(g) \frac{1}{|g|^\gamma(\gamma + t)} \right| \cdot 4MY^{-\delta} \log L.
\]

However, we have already seen that \( |I(\rho, X, L)| \) appearing on the left hand side is at least 0.7. It follows that there exist some \( \tau := \tau(\rho) \in [-2L, 2L] \) and a corresponding complex unit \( \alpha := \alpha(\rho, \tau) := e^{i\varphi(\rho, \tau)} \), where \( \varphi := \varphi(\rho, \tau) := \arg \left( \sum_{|g| \leq X} \mu(g) \frac{1}{|g|^\gamma(\gamma + t)} \right) \), such that

\[
\alpha \sum_{|g| \leq X} \mu(g) \frac{1}{|g|^\gamma(\gamma + t)} \geq \frac{2\pi \cdot 0.7}{4} \frac{Y^\delta}{M \log L} > 1.1 \cdot \frac{Y^\delta}{M \log L} \quad (M := M(\xi, 2T)).
\]
Now let us take a subset $\mathcal{S}$ of $\mathcal{Z}_+ (\sigma; 10L, T)$ of Beurling $\zeta$ zeros, numbered as $\mathcal{S} = \{ \rho_k = \beta_k + i\gamma_k : k = 1, \ldots, K \}$, so that $\# \mathcal{S} = K$. The corresponding parameter values from the above considerations will be denoted as $\tau_k := \tau (\rho_k)$ and $\omega_k := \alpha (\rho_k, \tau_k)$. Following Halász, we sum up the inequalities (44) for all $\rho_k$ ($k = 1, \ldots, K$), square both sides, and apply the Cauchy–Schwartz inequality. This yields

$$1.2 \cdot K^2 \cdot \frac{Y^{2\ell}}{M^2 \log^2 L} \leq \left( \sum_{k=1}^{K} \alpha_k \sum_{|g| \leq X} \frac{\mu (q)}{|g|^2 + \Im (\zeta_k + \tau_k)} \right)^2 = \left( \sum_{|g| \leq X} \frac{\mu (q)}{|g|^2 + \Im (\zeta_k + \tau_k)} \sum_{k=1}^{K} \alpha_k \right)^2 \leq \zeta_X (1) \left( \sum_{|g| \leq X} \sum_{k=1}^{K} \sum_{j=1}^{K} \frac{\alpha_k \alpha_j}{|g|^{\xi - 1/2 + i\omega_k}} \right)
$$

$$= \zeta_X (1) \left( \sum_{k=1}^{K} \sum_{j=1, j \neq k}^{K} \frac{1}{|g|^{\xi - 1/2 + i\omega_k - i\omega_j}} + \sum_{k=1}^{K} \sum_{|g| \leq X} \frac{1}{|g|^{\xi - 1/2}} \right)
$$

$$= \zeta_X (1) \left( \sum_{k=1}^{K} \sum_{j=1, j \neq k}^{K} \alpha_k \alpha_j \zeta_X (2\xi - 1 + i(\omega_k - \omega_j)) + K \zeta_X (2\xi - 1) \right)
$$

$$\leq \frac{A + \kappa}{1 - \theta} \log X \left( \sum_{k=1}^{K} \sum_{j=1, j \neq k}^{K} |\omega_k (2\xi - 1 - i(\omega_k - \omega_j))| + K (A + \kappa) \frac{X^{2 - 2\xi}}{2\xi - 1 - \theta} \log X \right), \quad (45)
$$

taking into account the middle line of (17) from Lemma 2 and also (21) of Lemma 3 in the last step.

The interesting terms come from the double sum. We assume, as it will be justified below, that the different $\omega_k$ are at least 2 apart, so that each $\zeta_X (2\xi - 1 + i(\omega_k - \omega_j))$ term in this double sum can be estimated by (29) from Lemma 3. If we choose the log-free part from the first minimum expression in (29), then the double sum is seen not exceeding

$$\frac{(2A + \kappa)}{(2\xi - 1 - \theta)} \sum_{k=1}^{K} \sum_{j=1, j \neq k}^{K} \left\{ 1 - \frac{\theta}{2 - 2\xi} |\omega_k - \omega_j|^{2 - 2\xi} \right\} \leq \frac{(2A + \kappa) (1 - \theta)}{(2\xi - 1 - \theta) (2 - 2\xi)} K^2 \left( T^{\frac{2 - 2\xi}{2 - \theta}} + \frac{T}{X^{2\xi - 1 - \theta}} \right) + \frac{2A + \kappa \cdot K}{2\xi - 1 - \theta} \sum_{k=1}^{K} \sum_{j=1, j \neq k}^{K} \frac{X^{2 - 2\xi}}{|\omega_k - \omega_j|}.
$$

(46)

Assume, as we may, that the $\omega_k$ are indexed according to increasing magnitude, and take the (minimal) separation between any two as a parameter $Q$. (We will see in a moment that the concrete set $\mathcal{S}$ admits such a separation.) Then the separation between $\omega_k$ and $\omega_j$ is at least $|k - j|Q$. Using this, we are led to

$$\sum_{k=1}^{K} \sum_{j=1, j \neq k}^{K} |\omega_k - \omega_j| \leq 2 \sum_{k=1}^{K} \sum_{k=1}^{K} \sum_{j=1, j \neq k}^{K} \frac{1}{(j - k)Q} < \frac{2}{Q} K (1 + \log K).
$$

Assume further (as we will see in a moment from the concrete definition of the set $\mathcal{S}$ right below) that $K \leq T/e$. Then $(1 + \log K) \leq \log T = L$, and we are led to

$$\sum_{k=1}^{K} \sum_{j=1, j \neq k}^{K} \frac{X^{2 - 2\xi}}{|\omega_k - \omega_j|} \leq \frac{2L}{Q} X^{2 - 2\xi}.
$$

(47)

At this point we finally specify the set $\mathcal{S}$. As said, it will be a subset of $\mathcal{Z}_+ (\sigma; 10L, T)$ chosen with a maximal number of elements under the condition that the imaginary parts $\gamma_k = 3\rho_k$ are at least 10L apart. In other words, take $\rho_1$ from $\mathcal{Z}_+ (\sigma; 10L, T)$ with minimal possible imaginary part $\gamma_1$, and then inductively choose $\rho_{k+1}$ with minimal imaginary part $\gamma_{k+1}$ not below $\gamma_k + 10L$ once $\rho_k$ is already selected. The construction then terminates after at most $T/(10L)$ steps, justifying our assumption that $K \leq T/e$. Also, recalling that $|\omega_k - \gamma_k| \leq 2L$, we find that the separation between the elements of the sequence $(\omega_k)$ is at least $Q = 6L$. (Note also that the indexing is in the natural, increasing order of the $\omega_k$.)
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Winding up the estimations done, from (13), (13) and (17) after a cancellation by \( K \) we are led to
\[
1.2 \cdot K \cdot \frac{Y^{2\delta}}{M^2 \log^2 L} \leq \frac{(A + \kappa)^2}{(1 - \theta)(2\xi - 1 - \theta)} \log^2 X \ X^{2\xi - 2\kappa} + \frac{A + \kappa}{1 - \theta} \log X \frac{2A + \kappa}{2\xi - 1 - \theta} 3 \ X^{2\xi - 2\kappa} + \frac{(2A + \kappa)(A + \kappa)}{(2\xi - 1)} \log X \ K \left( \frac{T^{\frac{2\xi - 2\kappa}{(2\xi - 1)}}}{T^{\frac{2\xi - 2\kappa}{(2\xi - 1)}}} + \frac{T}{X^{2\xi - 1 - \theta}} \right) \tag{48}
\]

\[
\leq \frac{1.1 \cdot (A + \kappa)^2}{(1 - \theta)(2\xi - 1 - \theta)} \log^2 X \ X^{2\xi - 2\kappa} + \frac{(A + \kappa)^2}{(1 - \theta)(2\xi - 1 - \theta)} \log X \ K \left( \frac{T^{\frac{2\xi - 2\kappa}{(2\xi - 1)}}}{T^{\frac{2\xi - 2\kappa}{(2\xi - 1)}}} + \frac{T}{X^{2\xi - 1 - \theta}} \right) K.
\]

### 3.5 Estimation of \( K \)

Here we specify our parameters. We take \( X := T^{\frac{3A}{14}} \) and \( \delta := 1.5\eta \) so that \( 1 - \xi = \delta + \eta = 2.5\eta \) and the condition \( \xi > \frac{14}{5} \) will be met as long as \( \eta < \frac{1}{5}(1 - \theta) \).

**Lemma 9.** Let \( T_4 := T_4(A, \kappa, \theta, \eta) := (A + \kappa)^{\frac{4(1-\eta)}{\eta}} \) and \( T_5 := T_5(\kappa, \eta) := \exp \left( \frac{25(1-\theta)}{\eta} \log \frac{1}{\eta} \right) \). With the above parameter choices and for \( T \geq \max(T_4, T_5) \) we have
\[
K \leq 90 \frac{(A + \kappa)^4}{(1 - \theta)^2 \eta^3} \ L^3 \ T^{\frac{12A}{7}} \tag{49}
\]

**Proof.** Recall that at the outset we restricted the argument to \( \eta \leq (1 - \theta)/12 \) (as otherwise Lemma 9 already furnished the assertion of the theorem). In view of this stronger condition the inequalities
\[
\xi - \theta = 1 - 2.5\eta - \theta \geq \frac{19}{24}(1 - \theta) \quad \text{and} \quad 2\xi - 1 - \theta = 1 - 5\eta - \theta \geq \frac{7}{12}(1 - \theta) \tag{50}
\]
are obtained easily, so that (48) entails
\[
1.2 \cdot K \cdot \frac{Y^{2\delta}}{M^2 \log^2 L} \leq \frac{1.1 \cdot 12 \cdot (A + \kappa)^2}{7(1 - \theta)^4} 3.5^2 \log^2 T \ T^{\frac{7(1-\xi)}{1-\eta}} + \frac{12 (A + \kappa)^2}{2.5\eta 7 (1 - \theta)^2} 3.5 \log T \left( \frac{T^{\frac{2\kappa - 2\xi}{(2\xi - 1)}}}{T^{\frac{2\kappa - 2\xi}{(2\xi - 1)}}} + \frac{T^{\frac{17.5\eta - 2.5(1-\xi)}}{1-\theta}}{1-\theta} \right) K
\]
or, cancelling \( T^{\frac{17.5\eta - 2.5(1-\xi)}}{1-\theta} \) but otherwise equivalently,
\[
1.2 \cdot K \cdot \frac{e^{-6\eta}}{M^2 \log^2 L} \leq \frac{23.1 \cdot (A + \kappa)^2}{(1 - \theta)^4} L^2 \ T^{\frac{7\eta}{1-\theta}} + \frac{12 (A + \kappa)^2}{5\eta 7 (1 - \theta)^2} L \left( T^{\frac{17.5\eta - 2.5(1-\xi)}}{1-\theta} + T^{\frac{17.5\eta - 2.5(1-\xi)}}{1-\theta} \right) K. \tag{51}
\]

Since \( \eta < (1 - \theta)/12 \) and \( 17.5\eta < 18\eta < 1.5(1 - \theta) \), here on the right hand side we have \( T^{\frac{17.5\eta - 2.5(1-\xi)}}{1-\theta} \leq T^{-1} \leq T^{\frac{17.5\eta - 2.5(1-\xi)}}{1-\theta} \) so in view of \( T \geq 200 > 14^2 \) also \( T^{\frac{17.5\eta - 2.5(1-\xi)}}{1-\theta} \leq \frac{1}{14} T^{\frac{5\kappa}{1-\theta}} \). Using this and on the left hand side also \( 6\eta < (1 - \theta)/2 \leq 1/2 \) and \( \log^2 L \leq (2/e)^2 L \), we get
\[
1.34 \cdot \frac{K}{M^2 L} < 1.2 \cdot K \cdot \frac{e^{-6\eta}}{M^2 \log^2 L} \leq 1.2 \cdot K \cdot \frac{e^{-6\eta}}{M^2 \log^2 L} \leq \frac{23.1 \cdot (A + \kappa)^2}{(1 - \theta)^4} L^2 \ T^{\frac{7\eta}{1-\theta}} + \frac{18 (A + \kappa)^2}{7\eta 1(1 - \theta)^2} L \ T^{\frac{5.5\eta}{1-\theta}} K,
\]
or in other words
\[
1.34 \cdot K \leq \frac{23.1 \cdot (A + \kappa)^2}{(1 - \theta)^4} L^3 M^2 \ T^{\frac{7\eta}{1-\theta}} + \frac{18 (A + \kappa)^2}{7\eta 1(1 - \theta)^2} L^2 M^2 \ T^{\frac{5.5\eta}{1-\theta}} K. \tag{52}
\]

Recall that \( M = M(\xi, 2T) \). A reference to Corollary 9 furnishes from here (also using \( 2^{\frac{2(1-\xi)}{1-\theta}} = 2^{\frac{5\eta}{1-\theta}} \leq \sqrt{2} \))
\[
1.34 \cdot K \leq \frac{23.1 \cdot (A + \kappa)^2}{(1 - \theta)^2} \sqrt{2} \frac{(2A + \kappa)^2}{(1 - \xi)(\xi - \theta)} L \ T^{\frac{12\eta}{1-\theta}} + \frac{18 (A + \kappa)^2}{7\eta} L^2 \sqrt{2} \frac{(2A + \kappa)^2}{(1 - \xi)(\xi - \theta)} T^{\frac{-0.5\eta}{1-\theta}} K,
\]
so that according to (51) we get
\[
1.34K \leq \frac{23.1 \cdot \sqrt{2} (A + \kappa)^4}{(1 - \theta)^2} L^3 \frac{16 \cdot 12}{25\eta^2 7^2 \eta^2} L \ T^{\frac{12\eta}{1-\theta}} + \frac{18 \sqrt{2} (A + \kappa)^2}{7\eta} L^2 \frac{16(A + \kappa)^2}{25\eta^2 7^2 \eta^2} T^{\frac{-0.5\eta}{1-\theta}} K.
\]
For the second term we apply \( L = \log T = \frac{5(1-\theta)}{\eta} \log \left( \frac{\theta^{2} + \eta^{2}}{1-\theta} \right) \leq \frac{10}{e} \frac{L}{T} \) and get
\[
1.34K \leq \frac{23.1 \cdot \sqrt{2} (A + \kappa)^{4}}{(1-\theta)^{2} \eta^{4}} L^{3} \frac{16 \cdot 12^{2}}{352 \eta^{4}} T^{\frac{12}{7} \eta} + \frac{18 \sqrt{2} (A + \kappa)^{4}}{7 \eta} 1600 \frac{L}{T} \cdot \frac{10^{-0.3 \eta}}{K},
\]
or, computing the constants,
\[
1.34K \leq 62 \frac{(A + \kappa)^{4}}{(1-\theta)^{2} \eta^{4}} L^{3} T^{\frac{12}{7} \eta} + 0.65 \frac{(A + \kappa)^{4}}{\eta^{4}} T^{-0.3 \eta} K. \tag{53}
\]
As \( T \geq \max(T_{4}, T_{5}) \) we get \((A + \kappa)^{4} \leq T^{\frac{1}{1-\theta}}\) and also \( \frac{1}{\eta} \leq T^{\frac{\eta}{1-\theta}} \), so that on the right hand side the last term is estimated by a constant times \( K \), more precisely
\[
1.34K \leq 62 \frac{(A + \kappa)^{4}}{(1-\theta)^{2} \eta^{4}} L^{3} T^{\frac{12}{7} \eta} + 0.65 K,
\]
whence \( 0.69K \leq 62 \frac{(A + \kappa)^{4}}{(1-\theta)^{2} \eta^{4}} L^{3} T^{\frac{12}{7} \eta} \) and Lemma 9 follows. \( \square \)

### 3.6 Conclusion of the proof of Theorem 1

It remains to compare \( K \) with \( N(\sigma, T) \). By construction, the union of the intervals \([\gamma_{k}, \gamma_{k} + 10L]\) covers \( Z_{+}(\sigma, 10L, T) \). Therefore, Lemmas 6 and 7 furnish
\[
N(\sigma, T) \leq N(\sigma, 10L) + 2 \left( \sum_{k=1}^{K-1} N(\sigma, \gamma_{k}, \gamma_{k} + 10L) + N(\sigma, \gamma_{K}, \min(\gamma_{K}, T)) \right)
\]
\[
\leq N(\sigma, 10L) + 2K \max_{10 \leq R \leq T} N(\sigma, R, \min(R + 10L, T))
\]
\[
\leq \frac{1}{\sigma - \theta} \left\{ \frac{1}{2} 10L \log(10L) + \left( \log \frac{(A + \kappa)^{2}}{\sigma - \theta} + 3 \right) 10L \right\}
\]
\[
+ 2K \cdot \frac{1}{\sigma - \theta} \left\{ \frac{4}{3} 10L \left( \log \left( \frac{11.4 (A + \kappa)^{2}}{\sigma - \theta} \right) \right) + \frac{16}{3} \log \left( \frac{60 (A + \kappa)^{2}}{\sigma - \theta} \right) \right\}. \tag{54}
\]

Let us also assume \( T \geq T_{6} := T_{6}(\theta) := \frac{1}{1-\theta} \), say. Then \( L \geq 100 \log \frac{1}{1-\theta} \). Further, \( L \geq 10L T_{4} \) entails \( L \geq 480 \log(A + \kappa) \), and \( T \geq T_{5} \) entails \( L \geq 300 \), whence taking into account also \( \sigma - \theta \geq \frac{1}{12} (1-\theta) \) we obtain
\[
\log \left( \frac{(A + \kappa)^{2}}{\sigma - \theta} \right) \leq \log \left( \frac{12}{11} \right) + \frac{L}{240} + \frac{L}{100} \leq L \left( \frac{1}{3300} + \frac{1}{240} + \frac{1}{100} \right) \leq 0.02L.
\]

Applying this and \( \log u/u \leq 1/e \) or \( \log u/u \leq \log u_{0}/u_{0} \) whenever \( u \geq u_{0} \geq e \) we are led to
\[
N(\sigma, T) \leq \frac{12}{11(1-\theta)} \left\{ 50L \log \frac{3000}{3000} L + (0.02L + 0.01L) \cdot 10L \right\}
\]
\[
+ 2K \left\{ 40 \frac{3}{3} L (L + \log 13 + 0.02L) + \frac{16}{3} \left( \log 60 + 0.02L + L \right) \right\}
\]
\[
\leq \frac{12}{11(1-\theta)} \left\{ 0.5L^{2} + 8.6K \cdot L (L + 0.01L + 0.02L) + 10.8K (4.1 + 1.02L) \right\}
\]
\[
\leq \frac{1}{1-\theta} \left\{ L^{2} + 10K \cdot L^{2} + 13KL \right\} \leq \frac{10.5}{1-\theta} (K+1)L^{2}.
\]

Using (49) in this last estimate we obtain (12). Therefore, the theorem is proved as soon as we check that all our conditions are met. The assumptions were always of the form \( T \geq T_{k} \) with some explicit \( T_{k} \), except for the condition about \( T_{2} \), where we assumed \( T \geq T_{2}(\xi, \sigma, X) := \max \left( \log^{1/97} X; \left( \frac{30 (A + \kappa)^{2} (1-\theta)}{11 \xi (\xi - \theta) (\sigma - \theta)} \right)^{1/3} X^{-n/3} \right) \).
The first part, \( T^{0.7} \geq \log X = \frac{3}{2} \log T \) is obvious. Also the constant part of the second condition is easy, because \( T \geq T_1 = 200(A + \kappa)^2 \) according to the first assumption with \( T_1 \), while 

\[
\frac{1-\theta}{2.5\eta(1-\theta)} \leq \frac{0.3(1-\theta)}{(1-\theta)^2} \leq \exp \left( \frac{0.3(1-\theta)}{\eta(1-\theta)} \right) \leq T^{0.3/25} \cdot T_0^{1/50} \leq T \text{ in view of } (50)
\]

and \( \sigma - \theta = 1 - \eta - \theta \geq \frac{11}{12}(1 - \theta) \). That is, we surely have \( T^2 \geq \frac{30}{\theta(1-\theta)}(1-\theta) \). What remains to be checked is if we have \( T \geq X^\eta \), too. However, \( \eta < (1 - \theta)/12 \), whence \( X^\eta \leq T^{1/3} \), and the condition is met.

This concludes the proof of Theorem \([\text{I}]\) with \( T_0 := \max(T_1, T_3, T_4, T_5, T_6) \).

### 4 Concluding remarks

In this section we attempt to give an overview of some of the current fast development of Beurling’s theory connected with the emerging of density type estimates and with an emphasis on our own research interest in the matter. The results explained in this section are very fresh, but they can already be read in other recent papers with full proofs, hence we do not give proofs here. The open problems we mention here seem to be within reach by now, but they are of varying degree of difficulty.

#### 4.1 Some consequences of the extended effective Carlson-type density estimate

As said, our detailed study of the distribution of zeroes of the Beurling zeta function was motivated by the goal to investigate the questions of Littlewood and Ingham—together with the sharpness of the obtained results—in the Beurling context. Satisfactorily precise results on these questions were obtained in \([58]\) and \([59]\). In the work on the Littlewood question in \([58]\), we referred to the density theorem only in the heuristic considerations on which our construction for the proof of sharpness was based. However, in the original version of \([59]\) we needed to use Theorem \([\text{A}]\) heavily in the arguments, hence our results there were restricted to Beurling systems satisfying Conditions B and G of this density result. Moreover, the constants depended also on these conditions and the somewhat implicit handling of them. During the revision process of \([59]\), however, we could replace this use of Theorem \([\text{A}]\) by a reference to Theorem \([\text{I}]\), thus obtaining stronger forms of the results. These we will recall below, too.

Here we made every effort to handle the dependence of our density estimates on Axiom A and the natural parameters of the problem (basically, the quantity \( \eta := 1 - \sigma \)) fully explicitly in order to guarantee that the dependence on the order and oscillation results of \([59]\) can be made explicit, too. The arguments in this paper somewhat suffer from the clumsy explicit calculations with all the arising constants, while the result was not fully optimized\(^{12}\) regarding neither the log \( T \) power nor the exponent of \( T \). One may also note that the dependence of the constant in \([12]\) on the value of \( \eta \) can be eliminated by noting that the result holds true trivially if \( \alpha \) is so large that \( \zeta(s) \) has no zero at all in the rectangle. This is certainly true (and nothing more can in general be expected in view of \([15]\)) if \( \alpha > 1 - c/\log T \), that is, if \( 1/\eta > (1/c) \log T \). Using that provides the corollary that \( N(\sigma, T) \leq 1000(4/\eta)^{1/2} T^{(1-\sigma)/3} \log^9 T \) always. However, the value of \( c \)—even if it is plausible that it could be expressed explicitly by means of the main parameters \( A, \kappa \) and \( \theta \) of Axiom A—has not been estimated yet. So in order to preserve the effective nature of our estimate we opted for saving its current form in the main result.

Below we give the consequent effective and generalized formulations of our main results from \([59]\) that we could obtain by replacing the original use of Theorem \([\text{A}]\) by the new Theorem \([\text{I}]\).

The first corollary answers Ingham’s question in the Beurling context. We recall the setup of Ingham. Denote by \( \eta(t) : (0, \infty) \to (0, 1/2) \) a nonincreasing function and consider the domain

\[
D(\eta) := \{ s = \sigma + it \in \mathbb{C} : \sigma > 1 - \eta(t), \ t > 0 \}. \tag{55}
\]

Following Ingham \([28]\) consider also the derived function (the Legendre transform of \( \eta \) in logarithmic variables)

\[
\omega_\eta(x) := \inf_{y \geq 1} (\eta(y) \log x + \log y). \tag{56}
\]

\(^{12}\)Nevertheless, our calculations seemed to suggest that the optimization of the exponent could not bring down 12, that is \( \frac{12(1-\sigma)}{1-\eta} \) in the exponent, too much—certainly not below 11. Our final choice was therefore to get a round, integer exponent with a somewhat less messy calculus.
Theorem 2. Let \( \mathcal{G} \) be an arithmetical semigroup satisfying Axiom A. Then we have for any \( \varepsilon > 0 \) and any sufficiently large \( x > x_0(\varepsilon, A, \kappa, \theta) \) the estimate
\[
\Delta_{\mathcal{G}}(x) \leq A_3(\varepsilon, A, \kappa, \theta) x \exp(-(1 - \varepsilon)\omega_\eta(x)),
\]
where both \( x_0 \) and \( A_3 \) are effectively computable constants depending on the given parameters only.

Actually, sharper results with an \( \omega \)-function directly derived from the set of zeros (and not depending on a domain boundary function \( \eta(t) \)) hold also true, see in particular Theorem 10 in [59]. Also, other PNT-and \( \zeta(s) \)-related quantities are estimated similarly in [59]. However, we refrain from the technicalities necessary in formulating them here.

Finally, we address the sharpness of the above Ingham-type result, i.e., a generalization of Pintz’ oscillation theorem [13]. We present here Theorem 6 from [59].

Theorem 3. Let \( \mathcal{G} \) be an arithmetical semigroup satisfying Axiom A, and consider a function \( \eta(t) \) which is convex in logarithmic variables (i.e., \( \eta(e^t) \) is convex). Further, consider the conjugate function \( \omega_\eta \) defined above in (56). Assume that there are infinitely many zeroes of \( \zeta(s) \) within the domain \( \mathcal{G} \).

Then we have for any \( \varepsilon > 0 \) the oscillation estimate \( \Delta(x) = \Omega(x \exp(-(1 + \varepsilon)\omega_\eta(x))) \) with effective implied constants (depending only on \( \varepsilon, A, \kappa \) and \( \theta \)).

As above, similar versions with an \( \eta \)-independent \( \omega \) function hold also true, but we skip the exact details.

It is interesting to compare this result with the one, obtained by Hilberdink and Kazyulite [27] a few month before our work. While our result provides an essentially sharp error estimate when the boundary of the zero-free region tends to the one-line (and uses the density estimates presented here), Hilberdink and Kazyulite worked independently of any zero-density results. They derived the estimate \( \Omega(x^b \exp(-c\omega_b(x))) \) with \( b := \sup\{\Re \rho : \rho(\zeta) = 0\} \) and
\[
\omega_b(x) := \inf_{y>1} \{(\eta(y) - (1 - b)) \log x + \log y\}
\]
measuring the oscillation with a comparison of the zero-free region and its boundary line \( \Re s = b \). One can say that they use the Legendre transform of \( \eta_b(t) := \eta(t) - (1 - b) \) for a more delicate analysis when \( b < 1 \). Now if \( b = 1 \), then Theorem 3 is sharper in that the constant is \( 1 + \varepsilon \), not just a constant \( c \), but if \( b < 1 \), then it only gives \( \Omega(x^{b+\varepsilon}) \), which is much less precise than the Hilberdink–Kazyulite result. It would be interesting (but challenging) to determine if even in case \( 1/2 < b < 1 \) sharp results of the order \( x^b \exp(-(1 \pm \varepsilon)\omega_b(x)) \) hold.

Let us offer some comments on the role of density results in the seemingly different questions of Littlewood and Ingham and the converse results showing the sharpness of these results. As said, the original de la Vallée-Poussin argument for the classical zero-free region [8] and error term [9] was worked out in greater generality by Landau [37], who derived the latter with any \( C < \sqrt{\pi} \). Later Ingham generalized Landau’s argument [28] to general zero-free regions and their corresponding conjugate functions \( \omega_\eta \), but his result suffered from the same loss of precision (a factor halving the constant in the exponent, i.e., getting only \( |\Delta(x)| \ll x \exp((1/2 - \varepsilon)\omega(x)) \)). It turned out only much later [43] that (some) density theorem needs to be invoked to obtain sharp conclusions in this direction (sharpness demonstrated by the exact converse, i.e., an oscillation result). In this regard, any density theorem with \( o(1) \) exponent as \( \sigma \to 1^- \) suffices, so after Carlson’s result [11] the necessary tools were more than available—still it took quite a while until number theorists realized what the sharp form of Landau’s and Ingham’s estimates would be. In fact, the realization of this possibility of sharpening the original estimates (so, e.g., in Landau’s case to get \( C = 2\sqrt{\pi} - \varepsilon \)) was prompted by the search for the sharp converse, i.e., an oscillatory result, because until the error term estimate itself is not sharp, a precisely corresponding converse cannot be obtained either.

4.2 Some further questions of interest

Let us finally mention a few related questions of varying degree of difficulty that we consider interesting at this stage of development of the Beurling theory of arithmetical semigroups. As mentioned above, we would
be interested to see—a possibly optimal in principle—effective zero-free region estimate of the form (8). This would immediately imply by Theorem 2 above the respective effective error term estimate in the PNT. Note that in case of the Riemann zeta function many later tricky improvements were combined to sharpen the effective zero-free region, all being started by an insightful paper of Stechkin [65], and continued, e.g., in [31] and [40]. However, from Stechkin on, these authors capitalize on the fact that together with each root of the Riemann ζ function the symmetric (about the critical line ℜs = 1/2) point is a zero, too, which essentially refers to the functional equation. In case we have no such information, only the classic method of Landau and optimization of the Landau extremal problem on the respective auxiliary nonnegative trigonometric polynomials is possible. For that direction see [2] and [55].

Naturally, we do not think that the constant 12 in the exponent would be optimal. In fact, later developments improved on it already. After we finalized this paper (and it was under evaluation at a journal), Frederik Broucke and Gregory Debruyne obtained Theorem 1 with some better exponent [6]. In particular, in the case when Condition G is also satisfied, they could also recover our earlier exponent 6θ1−θ.

The proof goes along different, more classical, lines following the large sieve type Dirichlet polynomial mean value estimate approach. Very recently, these estimates were further improved in [5] applying a combination of several ideas and results including a nice, also very recent mean value estimate result from [10].

Once we have a density theorem, much of classical number theory—e.g., estimates for primes in short intervals—can possibly be extended to Beurling systems. In fact, some more assumptions are needed for that, but with extra assumptions this is indeed possible, see [2], too.

It is an interesting question [13] if assuming extra hypotheses such as some Vinogradov-type better estimates on ζ(s) either exclusively on ℜs = 1 or possibly in some neighborhood of it, entail in themselves the drastic improvement known about the prime distribution (as is proved in the case of the Riemann zeta and natural prime numbers, but invoking in the proofs not only Vinogradov’s estimates, but also further extra information known only for the very case). This assertion can only be analysed if only a generalized setup is fixed without additional special information characteristic to the natural number system and the Riemann zeta function. Beurling systems offer themselves as a very natural general setup for studying these issues.

Naturally, the same questions are there both for zero-free regions and also for density estimates.
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