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Abstract

Several papers have proposed deep-learning-based models to predict the mean opinion score (MOS) of synthesized speech, showing the possibility of replacing human raters. However, inter- and intra-rater variability in MOSs makes it hard to ensure the generalization ability of the models. In this paper, we propose a method using multi-task learning (MTL) with spoofing detection (SD) and spoofing type classification (STC) to improve the generalization ability of a MOS prediction model. Besides, we use the focal loss to maximize the synergy between SD and STC for MOS prediction. Experiments using the results of the Voice Conversion Challenge 2018 show that both auxiliary tasks help MOS prediction. They also demonstrate that SD can create more synergy with STC by using the focal loss.

2. Proposed methodology

2.1. MOS prediction model

For MOS prediction, we adopt the recently proposed MOSNet [9] that predicts the MOS of synthesized speech with a deep neural network using a large open dataset. In [9], three different architectures were proposed: CNN, BLSTM, and CNN-BLSTM. Among them, we use the CNN-BLSTM-based MOSNet as our baseline model since it achieved the best results.

The architecture of the model is shown in gray in Fig. [1] The input and output of MOSNet are a 257-dimensional magnitude spectrogram and a MOS of an utterance, respectively. First, the CNN-BLSTM network extracts frame-level features. The following two fully-connected (FC) layers predict frame-level scores from the frame-level features. Finally, we obtain the utterance-level MOS by averaging the frame-level scores.

The overall loss function is as follows:

$$L = \frac{1}{U} \sum_{u=1}^{U} \left[ (\hat{Q}_u - Q_u)^2 + \alpha_f \sum_{t=1}^{T_u} (Q_{u,t} - \hat{Q}_{u,t})^2 \right],$$

where the first and second terms are mean squared errors (MSEs) for the utterance-level MOS and frame-level MOS, respectively. $u$ is an utterance index, and $U$ is the number of training utterances. $Q_u$ and $\hat{Q}_u$ are the ground-truth MOS and predicted MOS for the $u$-th utterance, respectively. $t$ is a frame index, and $T_u$ is the length of the $u$-th utterance. $\hat{Q}_{u,t}$ is the predicted frame-level MOS at the $t$-th frame of the $u$-th utterance. $\alpha_f$ is a loss weight for frame-level MOS prediction.

2.2. Multi-task learning setup

To improve MOS prediction, we propose MTL with two auxiliary tasks: spoofing detection (SD) and spoofing type classification (STC). In this work, SD refers to a task to classify human speech as “human” and synthesized speech as “spoofing.” STC is a task to identify the source of input speech, which can be a speech generation system or a human speaker. Since the synthesized speech is used for spoofing, we call the speech generation system a “spoofing system,” and all the spoofing systems and human speakers are collectively called “spoofing types.”

Fig. [1] shows the architecture of our MTL model where 14 layers are shared by all the tasks, consisting of the CNN-BLSTM network and FC layer with 128 nodes (FC-128). For MOS prediction, the FC-1 layer is used to predict frame-level MOS prediction. We also present a detailed analysis of the effect of our approach. Besides, we use the focal loss [20] for SD to improve our MTL approach. Experiments using the evaluation results of the Voice Conversion Challenge (VCC) 2018 show that both auxiliary tasks help MOS prediction. They also demonstrate that SD can create more synergy with STC by using the focal loss.

1. Introduction

Speech generation tasks such as text-to-speech and voice conversion have achieved great success in recent years with advances in deep learning [1][5]. In terms of the quality of synthesized speech, state-of-the-art systems have reached human-level performance. However, researchers still rely on a subjective mean opinion score (MOS) test to evaluate the quality of the synthesized speech. Researchers need to employ enough human raters and give them a guideline to evaluate synthesized utterances, which is expensive and time-consuming [6]. Additionally, different studies may produce inconsistent results when evaluating the same speech generation system.

Therefore, researchers have recently proposed deep-learning-based models to predict the subjective MOS of synthesized speech [7][9]. Patton et al. [8] proposed AutoMOS, based on long short-term memory (LSTM), to predict the MOS. Lo et al. [9] proposed MOSNet on convolutional neural network-bidirectional LSTM (CNN-BLSTM), which produces an utterance-level MOS using frame-level scores. Furthermore, to evaluate and compare the performance of systems, a system-level MOS is calculated by averaging utterance-level MOSs.

However, inter- and intra-rater variability of MOSs fundamentally limits the generalization ability of the predictor. We expect that multi-task learning (MTL) [10][11], a famous regularization technique, can alleviate the problem. MTL helps a model to generalize better by using the information in related tasks, which are used as auxiliary tasks for the main task. It has been successfully applied to various research areas [12][17].

As suggested by [13], identifying beneficial auxiliary tasks is important in MTL. For example, for slot filling in language understanding, [19] proposed to use named entity recognition as an auxiliary task. In this work, we propose to apply MTL with spoofing detection (SD) and spoofing type classification (STC) to help MOS prediction. To the best of our knowledge, this is the first work that uses MTL for MOS prediction. We
MOSs, and the following average pooling layer is used to predict the utterance-level MOS. For each auxiliary task, we assign an additional task-specific layer, which consists of FC, average pooling, and softmax layers. The number of nodes of the FC layer is the same as the number of classes for each task, i.e., 2 for SD, and the number of spoofing systems plus 2 (corresponding to the source and target speakers) for STC.

We use the cross-entropy loss for both auxiliary tasks. Then we define the final loss function as follows:

\[
L = \frac{1}{U} \sum_{u=1}^{U} \{\alpha_m (\hat{Q}_u - Q_u)^2 + \alpha_f \sum_{T_u} (\hat{Q}_u - q_{u,t})^2 - \alpha_d \sum_{i=1}^{2} \hat{D}_{u,i} \log D_{u,i} - \alpha_c \sum_{j=1}^{M} C_{u,j} \log C_{u,j}\},
\]

where \(\hat{D}_{u,i}\) and \(D_{u,i}\) are the \(i\)-th dimension of the ground-truth and predicted probability of spoofing for the \(u\)-th utterance, respectively. \(C_{u,j}\) and \(C_{u,j}\) are the ground-truth and predicted probability of \(j\)-th spoofing type for the \(u\)-th utterance, respectively. M is the number of spoofing types. \(\alpha_m, \alpha_d, \) and \(\alpha_c\) are the loss weights for utterance-level MOS prediction, SD, and STC, respectively. In this setup, the number of parameters only increases by 1.438\% (from 358,833 to 363,993).

2.3. Analysis of auxiliary tasks for MOS prediction

Fig. 2 is a conceptual illustration of the decision boundary in the SD task that separates the shared features of human speech and spoofed (or synthesized) speech, which are extracted from the shared layers. From now on, we give a detailed analysis of the proposed MTL approach based on this figure.

We first discuss the difficulty of MOS prediction, especially for high MOS. Human speech usually has higher MOS than synthesized speech, as also can be seen in Fig. 2. Among the synthesized utterances, there are much fewer utterances with high MOSs (i.e., high-quality speech) than those with low MOSs (i.e., low-quality speech), which makes it difficult for a MOS prediction model to predict high MOSs. We show that using the SD task can alleviate this problem.

In SD, the model is trained to discriminate between human speech and synthesized speech. Then it learns a decision boundary in a zone marked as “Concentrating effect zone” in Fig. 2, where both human speech and high-quality synthesized speech exist. Therefore, if we train a model on the SD task, the model can learn to distinguish between the human speech and high-quality synthesized speech by giving more attention to high-quality speech than when trained only on MOS prediction. As a result, in MOS prediction, the model will predict high MOSs better by concentrating on the utterances with high MOSs. Accordingly, we call the effect above concentrating effect.

As discussed in Section 2.2 in STC, the model is trained to identify the source of speech, called the spoofing type, and thus learns low-level features that are useful for distinguishing between various types of speech. Here, the spoofing type fundamentally determines the way of vocalization and intonation, which has a large effect on the MOS of speech. In addition to these reasons, we believe that the independence of these two tasks from the raters may be helpful for inter- and intra-rater variability. Experimental results in Section 4 support the effectiveness of using these auxiliary tasks.

2.4. Focal loss for the spoofing detection task

In this section, we describe our motivation to use the focal loss for SD. The SD model is trained to classify synthesized utterances into the same class, “spoofing,” even though the utterances are generated by various spoofing systems. Then MTL with SD would prevent the model from distinguishing between spoofing systems. We call this effect of SD ignoring effect as it ignores the difference between unique spoofing systems.

However, when we train a MOS predictor with STC, the model will be able to distinguish between the spoofing types in training data, which we call distinguishing effect. Then, when testing the model using the same spoofing types in training data, using SD as another auxiliary task causes a conflict between the ignoring effect and distinguishing effect. To maximize the synergy between SD and STC, we want to prevent SD from having the ignoring effect. Note that there are much more synthesized utterances far from the decision boundary, having lower MOSs and SD losses, than those near the decision boundary, having higher MOSs and SD losses (see Fig. 2). Those low-quality synthesized utterances having low SD losses contribute to only the ignoring effect but not the concentrating effect, marked as “Ignoring effect zone.” To reduce the contribution of the utterances with low SD losses, we adopt the focal loss (20) for SD.

The cross-entropy (CE) loss of the \(u\)-th utterance for the SD task is as follows:

\[
CE(D_u, \hat{D}_u) = \begin{cases} -\log D_{u,1}, & \text{if } \hat{D}_u = (1, 0) \\ -\log D_{u,2}, & \text{if } \hat{D}_u = (0, 1). \end{cases}
\]

The first and second dimensions of \(\hat{D}_u\) corresponds to the “human” and “spoofing,” respectively. Please note that \(D_{u,2} = 1 - D_{u,1}\) since we use the softmax layer.

Now we define \(p_u \in [0, 1]\) as follows for convenience:

\[
p_u = \begin{cases} D_{u,1}, & \text{if the } u\text{-th utterance } \in \text{“human”} \\ 1 - D_{u,1}, & \text{otherwise.} \end{cases}
\]

Then the CE loss can be rewritten as \(CE(p_u) = -\log(p_u)\). To down-weight the contribution of easy samples (that have lower
loss) and focus on hard samples (that have higher loss), the focal loss (FL) is defined as $FL(p_u) = -(1 - p_u)\gamma \log(p_u)$ with a parameter $\gamma \geq 0$ that adjusts the rate at which easy samples are down-weighted.

3. Experiments

3.1. Dataset

We use the MOS evaluation results of the VCC 2018 (VCC’18) [22], which is a large, open, and intrinsically-predictable dataset. A total of 38 systems participated in VCC’18, including two human speakers (target and source speakers). The ground-truth MOS of a system was obtained by averaging the ground-truth MOSs of all the utterances from the system.

A total of 267 people rated a total of 20,580 utterances on a scale of 1 (completely unnatural) to 5 (completely natural). An average of 4 people per utterance participated in the evaluation, leading to a total of 82,304 evaluation results. The ground-truth of the utterance-level MOS was obtained as the average of all the MOSs of the utterance. Fig. 3 shows the distribution of ground-truth utterance-level MOSs.

From 20,580 utterances, we randomly select 15,580, 3,000, and 2,000 pairs for training, validation, and testing, respectively.

We also use the MOS evaluation data from the VCC 2016 (VCC’16) [23] to evaluate the robustness of the models to unseen spoofing types and raters. Including a target speaker, source speaker, and baseline system, a total of 20 systems exist. For each system, 1,600 utterance-level evaluation results exist with no specification of the utterances or raters. Therefore, we cannot use the utterance-level MOSs and only use the system-level MOSs with a total of 26,028 utterances.

3.2. Implementation details

All the models are implemented using PyTorch and trained on a single GTX 1080 Ti GPU. We use a batch size of 32 and the Adam optimizer with a learning rate of $10^{-4}$ for all the models. We set the weights for utterance- and frame-level MOS predictions to 1 and 0.8, respectively. For MTL, we set the weight of the loss for each auxiliary task to 1. When we adopt the focal loss (FL) for the SD task, we set $\gamma$ to 0.8.

For testing, we use the model that has the lowest MSE on the VCC’18 validation set during 200 epochs of training. Note that we train all the models using only the VCC’18 training set and test them on both the VCC’18 test set and VCC’16 data. We conduct the experiments for each model with four different random seeds and report the average value of the four results as the performance of each model. The performance is evaluated in terms of the MSE, linear correlation coefficient (LCC) [24], and Spearmans rank correlation coefficient (SRCC) [25]. We report both utterance- and system-level performance for the VCC’18 test set. For the VCC’16 data, we report only system-level performance because the utterance-level MOSs for the VCC’16 are not available, as mentioned in Section 3.1.

4. Results and Discussion

4.1. Effectiveness of auxiliary tasks

Table 1 shows the effectiveness of the proposed MTL approach. The results of MTL with SD (+SD) and STC (+STC) are in the second and fourth rows of Table 1, respectively. +SD improved the baseline in terms of all the scores with the VCC’18 data. Moreover, +STC achieved better performance compared to the baseline, not only on the VCC’18 data but also on the VCC’16 data. +STC yielded better results than +SD, which corresponds to the intuition that the model learns more information with a multi-class classification task (i.e., STC) than with a simple binary classification task (i.e., SD).

The MTL model with both auxiliary tasks (+STC +SD) improved the performance of the baseline in terms of all the metrics except the utterance-level SRCC for the VCC’18, which is almost the same as the baseline. However, the performance on the VCC’18 data was not better than that of +STC due to the conflict between the ignoring effect and distinguishing effect. In Section 4.3, we will see that the focal loss reduces the ignoring effect and thus improves the performance of +STC +SD.

Fig. 3 shows the scatter plots of system-level MOSs for four models. Each dot corresponds to individual system. Comparing (a) and (b), we can see that the systems with high MOSs are better aligned using MTL with SD. This indicates that using SD is useful for MOS prediction in high MOS, as discussed in Section 2.3. Comparing (a) and (c), we can see that the dots get closer to the $y = x$ line using MTL with STC, which means that predicted MOSs are more close to ground-truth MOSs. The scatter plot of system-level MOSs for +STC +SD, shown in (d), looks like the combination of (b) and (c).

4.2. Generalization to unseen spoofing types and raters

As mentioned in the introduction, inter- and intra-rater variability exists in MOSs. Different raters evaluate speech quality based on their own subjectivity without objective criteria, leading to high variance within the evaluated scores of the same speech [9]. This variability caused by the raters fundamentally limits the generalization ability of a MOS predictor. As spoofing types and raters are not overlapping between
Table 1: Results of ablation study. MOS and F-MOS are utterance- and frame-level MOS, respectively. +SD and +STC denote using the SD and STC task, respectively. RI is the average relative improvement of nine metrics. The best results are shown in bold.

| Model          | Loss weights | VCC 18 | VCC 16 | RI (%) |
|----------------|--------------|--------|--------|--------|
|                | α_m (MOS)   | α_f (F-MOS) | α_g (SD) | α_c (STC) | MOS | LCC | SRCC | MSE | LCC | SRCC | MOS | LCC | SRCC | RI    |
| Baseline       | 0.445       | 0.655   | 0.621   | 0.029   | 0.971 | 0.934 |        | 0.316 | 0.896 | 0.858 |        | 2.34 |
| +SD            | 0.448       | 0.651   | 0.619   | 0.039   | 0.966 | 0.924 |        | 0.283 | 0.907 | 0.847 |        | 4.31 |
| +STC +SD       | 0.434       | 0.666   | 0.625   | 0.020   | 0.982 | 0.955 |        | 0.226 | 0.915 | 0.859 |        | 10.2 |
| +STC +SD w/ FL | 0.431       | 0.668   | 0.622   | 0.016   | 0.985 | 0.944 |        | 0.208 | 0.904 | 0.864 |        | 11.6 |

Figure 5: t-SNE plots of shared features of six different models. The legends are sorted in descending order based on system-level MOS.

4.3. Effect of the focal loss for spoofing detection

As discussed in Section 4.2, if we use the FL for SD in training, a model tends to keep learning from the utterances with high SD losses but to stop learning from those with relatively low SD losses. That is, the FL increases the concentrating effect and decreases the ignoring effect on SD. For the VCC’18 test set, +SD w/ FL plays a similar role with +SD in terms of that it helps MOS prediction by the concentrating effect. For the VCC’16 data, however, it improved +SD by relieving the ignoring effect that acted as a disadvantage for +SD, as we discussed in Section 4.2. Applying the FL to +STC +SD improved the performance for the VCC’18 test set by relieving the ignoring effect that limited the performance of +STC +SD. For the VCC’16 data, +STC +SD w/ FL achieved better than +STC +SD. In summary, +STC +SD w/ FL achieved the best relative improvement of 11.6% compared to the baseline.

4.4. Visualization of shared features

To further support our analysis, we visualized the shared features using t-distributed stochastic neighbor embedding (t-SNE) [29] in Fig. 5. We displayed a frame-level shared feature of an utterance as a single dot and colorized it according to the system to which the utterance belongs.

The VCC’16 and 18, we can see the generalization ability of the models to unseen spoofing types and raters from the test results on the VCC’16 in Table 1. +SD degrades the performance of the baseline on the VCC’16 since it tends to prevent the model from distinguishing between spoofing systems by the ignoring effect while there are more variations in spoofing systems in the VCC’16; the ground-truth system-level MOSs of the spoofing systems have a higher standard deviation in the VCC’16 (0.59) than in the VCC’18 (0.49).

Meanwhile, we can see that +STC shows better generalization ability than the baseline on the VCC’16. We argue that it is because, in the process of distinguishing various systems, the shared layers learn useful low-level features that can be generalized to unseen spoofing types and raters. Moreover, by using the SD task to +STC, +STC +SD achieves a 10% relative improvement compared to +STC on the VCC’16 data. We provide a detailed analysis of the result in Section 4.4.

4.5. Conclusion

We proposed MTL with SD and STC to improve the deep MOS predictor. With experimental results on the VCC’18 and VCC’16 evaluation data, we showed that both the SD and STC tasks improve MOS prediction. Furthermore, we adopt the FL to maximize the synergy between the two tasks. The proposed MTL model can be used to automatically evaluate and compare several speech generation systems. For future work, we will consider the ranks of the utterance-level MOSs to increase the SRCC. By providing the MOS predicted by our proposed model, we will also directly guide a speech generation model to synthesize speech with high MOS as well as low MSE.
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