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ABSTRACT

Automated age estimation is an important processing task that serves many purposes such as surveillance monitoring, marketing of products, authentication systems, find out the fugitive or missing person and security control etc. Therefore, estimating age from still face images by using facial features is trending research topic from past few years. An automated age group prediction system using wrinkle features of facial images and neural network is proposed in this paper. Three age groups including child, young, and old, are considered in the classification system. The prediction process is divided into three phases: image accumulation from different website, wrinkles feature extraction using image processing technique, and age classification using Neural Network. Different facial images of different age groups are collected from several websites. The wrinkles features are extracted from each image using image processing techniques and make a corresponding database. Finally, an Artificial Neural Network (ANN) is constructed for classification of new images which will use the wrinkle features as inputs to classify the image into one of three age groups. Using this process, we can predict the age group of a face of a person with satisfactory accuracy.
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INTRODUCTION

Face is a prolific information source. People can effortlessly extract many kinds of useful information from a face image, such as identity, expression, emotion, gaze, gender, age, etc. Since human faces provide a lot of information, many topics have drawn lots of attentions and thus have been studied intensively. Human facial image processing has been an active and interesting research issue for years. Human being can easily predict the age of any person by looking at their facial features as we have been in the environment with them for a long time. So our brain can easily predict their approximate age but, a computer can’t do it. So, it is very interesting to design an expert system which can at least estimate or predict the approximate age of a person by scanning its image automatically. Age estimation is an important processing task that serves many purposes which are given as follows.

1. In marketing, companies may increase their profits by measuring the demographics of groups interested on their billboard or street advertising through age estimation.

2. In security control and surveillance monitoring, an age estimation system, with the input of a monitoring camera, can warn or stop under-age drinkers from entering wine shops; prevent minors from purchasing tobacco products from vending machines; refuse the aged when he or she wishes to try a roller coaster at an amusement park; and deny children access to adult websites or restricted films.

3. In addition, estimated age also provides a type of soft biometric information which provides ancillary parameters for user identity. It can be used to complement primary biometric features, such as face, fingerprint, iris, and hand geometry, to improve the performance of a primary (hard) biometrics system.

4. Face-based authentication systems which typically compare age separated face images are also bound to benefit from facial ageing models and from faces.

5. It can also help to find out the fugitive or some missing person locates at remote place.
Thus, estimating age automatically from still face images is a trending research topic from past few years. A lot of approaches and models [1-8] came forward as the research progressed. The process of age estimation attempts to label a face image automatically with an age group of the individual face. Age prediction is concerned with the use of a training set to train a model that can estimate the age of the facial images. The training dataset consists of facial features for different persons with different age groups. The model is any of well-known artificial intelligent classifiers which can learn from the data and be able to take decision.

Ageing is the process of becoming older. In the narrow sense the term refers to biological ageing of human beings, animals and other organisms. From studying the aging process of adult humans, one can observe that the facial skin of an older person is not as taut as in a younger adult or baby. These unique changes are known as facial features based on which age of a person can be estimated. There are several face features [9-10] which are already known like geometric feature and wrinkle features. Geometric features, precisely on the basis of two-dimensional facial images. Facial characteristic points can be defined as a standard reference points on human face used by scientists. For baby the shape of face is almost circular in 2D. But as the baby grows, the distance between eyes, distance between eye and nose, distance between nose and mouth etc. are changed; consequently facial features are also changed. The second type of facial feature is adulthood. During adulthood, the main changes in this stage are changes in skin texture. Skin becomes thinner, darker, less elastic and more leathery. Facial hair become denser and change color. Also, wrinkles, under chin, sagging cheeks and lowered bags under the eyes appear. Wrinkles are a good indication of the loosening skin with respect to age (although, in general, these aging-wrinkles must not be confused with creases formed from facial expressions). Therefore, in this work, we have selected wrinkles feature as the classification parameters.

There are various popular artificial intelligence methods [11, 12] for classification problem such as Artificial Neural Network [13-15], Decision Tree [16-18], Bayesian Network [19-21] etc. These intelligent systems help computers to take the decision after training or learning. However, Artificial Neural Network (ANN) derives its origin from the working of human brain [22]. ANN is an information processing model which consists of multiple single processing units (neurons), these neurons are massively parallel in nature which performs highly complex computations. The sole goal of ANN is to make a computer learn something so that network would adapt to a given dataset. ANN, like people learn by example. These abilities make ANN suitable for pattern recognition, speech recognition or data classification problem. Therefore, in this work, we have chosen ANN for classification or prediction of age group.

Here, wrinkle features and Neural Network have been used to predict the age group of facial images. This paper is organized in the following way. In next section, we revise some theoretical concept of some topic related with this project. Next, proposed approach and results are discussed. Finally, future work and conclusion is given followed by references.

METHODOLOGY

This automated age prediction methodology is divided into three phases: image acquisition from different websites or real-life, wrinkles feature extraction using image processing technique, and age prediction using neural network.

Image Acquisition

Initially, for this project, we select the range of ages to classify them in different age groups. Following table shows three age groups (child, young, old) and corresponding range of ages for classification purpose. We have searched and saved different images with different age groups from several websites or real-life pictures. 10 images per age group are collected by this method. During acquisition of images following points must be considered.

- Facial images should be expressionless (no crying or laughing etc.). During laughing or crying, extra lines are included into the facial images. Therefore, extraction of wrinkle features from these images will be erroneous.
- The images should be makeup less as much as possible. Because if any face is covered with some makeup then the wrinkle lines may not be properly visible and extraction of wrinkle features from this images will also be erroneous.
Presence of spectacles, any kind of head gadget, hats, etc. are not acceptable as they will covered a certain portion of faces and that may leads to inaccurate results.

The faces that have hair fringes on forehead, beard on face etc. should be avoided as much as possible for the same reason.

### Table 1. Age groups and corresponding ages

| Age group     | Range (years) | No of images |
|---------------|---------------|--------------|
| Child         | 0 to 20       | 10           |
| Young         | 21 to 50      | 10           |
| Old           | 51 and above  | 10           |

Following figures shows a sample of facial images which consists of three initial facial images for each of age groups i.e. child, young and old respectively.

![Sample of true color images for different age groups](image1)

**Fig 1. A sample of true color images for different age groups**

### Feature Extraction and Database Preparation

Next for each of input true color images, the pre-processing is required i.e. to crop the face portion from a whole image. It may be done manually or some automated process using Computer Vision Toolbox. The pre-processing is required to remove unwanted portions of an image except facial portion which is area of our interest.

Now, for extraction of the wrinkle features from an image (using MATLAB), it is necessary to convert true color image into a gray scale image so that different techniques for edges detection from an image can be employed only on gray scale image. Figure 2 shows the cropped and gray scaled image of above sample images.

*Sobel* operator is very popular Matlab operator used for edge detection of an image. We assumed that the prominent edges of a gray scale image are corresponding to wrinkles of that face. Figure 3 denotes extracted edges or wrinkles from above mentioned samples.

![Cropped and gray scale image of above samples](image2)

**Fig 2. Cropped and gray scale image of above samples**
In this work, we only consider the wrinkle features for the classification of the different age groups. We divide a facial image into six regions like forehead, left eye, right eye, left chicks, right chicks and chin for extraction of wrinkles features. By calculating the numbers of prominent edges or wrinkles in these six different areas, six wrinkle features are calculated. Following figure shows these six different areas of a face from where numbers of different wrinkles are identified. Feature 1, Feature 2, Feature 3, Feature 4, Feature 5 and Feature 6 denote number of wrinkles in forehead, right under eye, left under eye, left under eye, right chick, left chick and chin respectively.

Finally, we create a database to store the extracted information about number of wrinkle features and age groups. This database consists of seven columns and 30 numbers of rows i.e. total 30 facial images (10 from each age group). The first six columns denote six different wrinkle features and last column denotes age groups. Here we consider baby as 1, young as 2 and old as 3. Following table shows a portion of the data base. This data base is used for training of Neural Network.

**Table2. A sample of database consist of wrinkle features information**

| F1 | F2 | F3 | F4 | F5 | F6 | Age Group |
|----|----|----|----|----|----|-----------|
| 0  | 0  | 0  | 0  | 0  | 0  | 1         |
| 0  | 0  | 0  | 0  | 0  | 0  | 1         |
| 0  | 1  | 1  | 0  | 0  | 1  | 2         |
| 3  | 2  | 1  | 1  | 2  | 1  | 2         |
| 4  | 2  | 2  | 3  | 3  | 2  | 3         |
| 10 | 3  | 3  | 4  | 4  | 6  | 3         |
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Construction of Neural Network

In the next phase of this work, a feed forward neural network is constructed for age group classification problem which will use the wrinkle features to classify the image into any one of three age groups. The database which was created after the extraction of facial features from the images is used for training of neural network. For age classification using neural network, the six wrinkle features and age group are acted as input nodes and output node respectively.

![Neural Network Diagram](image)

**Fig5. Neural Network (Single-Layer Feed Forward) modeling of age prediction problem**

We have used MATLAB 7.6 for training of Neural Network. After the training of NN, machine can learn optimal values of weights, bias, and thresholds by minimizing the training error during iteration. After training of neural network, it is necessary to validate the proposed model for age classification problem. Following is the stepwise process of the proposed approaches:

- **Step1:** Input RGB Images
- **Step2:** Cropping of face portion (manually or automatically)
- **Step3:** Convert into Gray Scale Image
- **Step4:** Wrinkle features extraction using Edge Detection techniques
- **Step5:** Repeat step1 to step 4 for different person with different age (child, young, old) and make a database
- **Step7:** Use this database for training Artificial Neural Network.
- **Step8:** Choose new image of person and predict age group of the image using ANN model and check the accuracy.

EXPERIMENTAL RESULTS AND DISCUSSION

So, using above mention process we can identify the number of wrinkles in six different regions which are nothing bit the wrinkles features. By extracting and storing the wrinkle features and age group information, the database is generated. 90% of this database (9 images from each group i.e. 27) is used for learning of ANN structure. Rest of 10% data (1 image from each group i.e. 3) is remained for testing purpose. Two types of validation are performed to observe the accuracy of the model. First one is cross validation and another one is testing new cases. In case of cross validation, we apply or test the trained neural network model on training data itself i.e. trained neural network is used to predict the age group of input training images. In second case, we test the new data (which is not used during training) by trained neural network i.e. the model is used to predict the age group of new images those are taken from the internet.

Neural Network with No Hidden Layer

Initially, we have used a single-layer feed forward NN (with no hidden layer) for age prediction purpose. The classification accuracy for cross validation is 77.78%. Corresponding confusion matrix for cross validation is given as
Table 3. Confusion matrix for cross validation with single-layer feed forward NN

| Actual | Predicted |
|--------|-----------|
| Age Group | Child | Young | Old |
| Child | 8 | 1 | 0 |
| Young | 2 | 7 | 0 |
| Old | 0 | 3 | 6 |

Accuracy for cross validation = \(\frac{8 + 7 + 6}{27} = 77.78\%\)

In the next phase of our work we apply the trained single-layer feed forward NN model on three new facial images which are not used as training data. The classification accuracy for testing new faces using single layer feed forward NN is 66.67%.

Table 4. Confusion matrix for testing new cases with single-layer feed forward NN

| Actual | Predicted |
|--------|-----------|
| Age Group | Child | Young | Old |
| Child | 0 | 1 | 0 |
| Young | 0 | 1 | 0 |
| Old | 0 | 0 | 1 |

Accuracy for classifying new images = \(\frac{1 + 1}{3} = 66.67\%\)

It can be clearly observed that the accuracy for single layer feed forward NN is not satisfactory. The reason behind it is that some wrinkles features information of (young and old) or (child and young) age group faces are similar for few cases. Moreover, wrinkles features due to ageing are somewhat person dependent i.e. they also depend on bone structure and facial expression of that person. The relationship between these wrinkles features.

It is obvious that relationships between the different wrinkles features are nonlinear and complex in nature. Therefore, accuracy for this case is not good as single-layer feed forward NN is suitable for classification of linear separable data.

Neural Network with Hidden Layer(s)

In the next phase of this work, we have tried to improve the classification accuracy by introducing nonlinearity using Multilayer Feed Forward Neural Network (MLFFNN) [23]. Here, different numbers of hidden layers with different number of nodes in it are incorporated between the input and output layer to observe the improvement in classification accuracy. It has been found that for a NN structure 2 hidden layers with two nodes on each layer is can classify the whole system with 100% accuracy for both cross validation and testing new cases. That means, MLFFNN can predict all ages correctly and it can deal with non linearity of the data.

Following figures shows multi-layer feed forward Neural Network model along with its performance.

Fig 5. (a) MLFFNN model for age prediction (b) Performance during training
Table 5 and 6 denote the confusion matrix for cross validation and testing new cases respectively with multi-layer feed forward NN.

**Table 5: Confusion matrix for cross validation with multi-layer feed forward NN**

| Confusion Matrix | Predicted |
|------------------|-----------|
| Age Group        | Child     | Young    | Old      |
| Actual           |           |          |          |
| Child            | 9         | 0        | 0        |
| Young            | 0         | 9        | 0        |
| Old              | 0         | 0        | 9        |

Accuracy for cross validation with MLFFNN = \( \frac{9 + 9 + 9}{27} = 100\% \)

**Table 6. Confusion matrix for cross validation with multi-layer feed forward NN**

| Confusion Matrix | Predicted |
|------------------|-----------|
| Age Group        | Child     | Young    | Old      |
| Actual           |           |          |          |
| Child            | 1         | 0        | 0        |
| Young            | 0         | 1        | 0        |
| Old              | 0         | 0        | 1        |

Accuracy for testing new cases with MLFFNN = \( \frac{1 + 1 + 1}{3} = 100\% \)

**CONCLUSION**

Human facial image processing has been an active and interesting research issue for years. Using facial features and artificial intelligence technique like, it is possible to predict the age group with satisfactory accuracy. In this work, we propose an automated age predication form facial images using like wrinkle feature and Neural Network which is a very popular artificial intelligence technique for classification of data.

Here, we are able to identify facial features such as wrinkles of an image by using MATLAB. Wrinkle features are extracted from the gray scale facial image using ‘sobel’ operator. We only consider three age groups i.e. is child, young and old. The facial images were obtained from different websites and real-life photo. The generated database for wrinkle features information is used to train the Neural Network. For age classification using neural network, the six wrinkle features and age group are acted as input nodes and output node respectively. Two types of validation technique are used: cross validation and testing new cases. Initially, single-layer feed forward NN is used. For both cases, we achieved classification accuracy slightly less. In next phase, accuracy can be improved by incorporating different number of hidden layer and nodes in the Neural Network structure. For multi-layer feed forward NN, we have achieved 100% prediction accuracy for both cases.

However, our model is not robust against presence of spectacles, hats, gadgets, makeup, hair fringes and beards etc. as our proposed model based on wrinkle features only. In future, we will try to incorporate the automated face detection technique to crop the faces from a group of photo. Moreover, geometric features must be included as inputs to the Neural Network to improve the accuracy, robustness and efficiency of the proposed model.
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