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ABSTRACT

Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), a causative agent of COVID-19 disease, poses a significant threat to public health. Since its outbreak in December 2019, Wuhan, China, extensive collection of diverse data from cell culture and animal infections as well as population level data from an ongoing pandemic, has been vital in assessing strategies to battle its spread. Mathematical modelling plays a key role in quantifying determinants that drive virus infection dynamics, especially those relevant for epidemiological investigations and predictions as well as for proposing efficient mitigation strategies. We utilized a simple mathematical model to describe and explain experimental results on viral replication cycle kinetics during SARS-CoV-2 infection of animal and human derived cell lines, green monkey kidney cells, Vero-E6, and human lung epithelium cells, A549-ACE2, respectively. We conducted cell infections using two distinct initial viral concentrations and quantified viral loads over time. We then fitted the model to our experimental data and quantified the viral parameters. We showed that such cellular tropism generates significant differences in the infection rates and incubation times of SARS-CoV-2, that is, the times to the first release of newly synthesised viral progeny by SARS-CoV-2-infected cells. Specifically, the rate at which A549-ACE2 cells were infected by SARS-CoV-2 was 15 times lower than that in the case of Vero-E6 cell infection and the duration of latent phase of A549-ACE2 cells was 1.6 times longer than that of Vero-E6 cells. On the other hand, we found no statistically significant differences in other viral parameters, such as viral production rate or infected cell death rate. Since in vitro infection assays represent the first stage in the development of antiviral treatments against SARS-CoV-2, discrepancies in the viral parameter values across different cell hosts have to be identified and quantified to better target vaccine and antiviral research.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

Severe acute respiratory syndrome coronavirus 2 or SARS-CoV-2, a causative agent of the coronavirus disease 2019 (COVID-19), is an enveloped, positive-sense, single-stranded RNA virus belonging to the Sarbecovirus subgenus of the Betacoronavirus genus along with several other zoonotic coronaviruses (Hu et al., 2021; Wells et al., 2021). Since December 2019, almost 200 million people have been confirmed to have contracted the virus worldwide and over 4 million fatalities have been reported in relation to COVID-19. Clinically approved antiviral drugs have been tested to be repurposed to treat COVID-19 and a set of pharmaceutical agents have displayed antiviral activity and inhibited SARS-CoV-2 growth (Hoffmann et al., 2020; Gordon et al., 2020; Pizzorno et al., 2020). One of these therapeutic agents, remdesivir, has already been approved for treatment of patients hospitalized with COVID-19. It showed superiority to placebo in shortening the time to recovery in adults (Beigel et al., 2020). Moreover, monoclonal antibodies have also been assessed as a therapy, but due to their high cost are not widely available (Taylor et al., 2021). Despite the lack of diverse antiviral treatment, recent efforts in vaccine development has resulted in successful mass deployment of several vaccine candidates (Mulligan et al., 2020; Polack et al., 2020; Voysey et al., 2021; Logunov et al., 2021).

Epidemiological investigations of the SARS-CoV-2 spread and possible effects of different mitigation strategies have been
conducted by a growing number of scientists around the globe. Public health approaches rely heavily on quantitative analysis of the available data, the results of which can prove essential in identifying and quantifying the most influential determinants of the COVID-19 dynamics (Li et al., 2020; Endo et al., 2020; Ferretti et al., 2020; Dickens et al., 2020). Thus, mathematical modelling is an important tool that can help design efficient strategies to control COVID-19 pandemic.

SARS-CoV-2 infects predominantly epithelium of the human upper and lower respiratory tract (Wölfel et al., 2020), but has been reported to be capable of invading other tissue types and cells including human endocine and exocrine pancreas (Müller et al., 2021), lung carcinoma, intestinal and liver cell lines (Chu et al., 2020). Thus, there is an urgent need for information on the SARS-CoV-2 replication, incubation period and infectivity in different tissues and cellular hosts. Since cellular tropism as well as genetic variability in the viral RNA can generate differences in the SARS-CoV-2 growth phenotype, obtaining such information is crucial to identify the most promising targets for vaccine development.

In this study, we used a combined approach of mathematical modelling and experimental data to describe replication kinetics of SARS-CoV-2 in animal and human cellular hosts. This approach has been used to explain in vitro and in vivo kinetics of other respiratory viruses, such as influenza A virus (Baccam et al., 2006; Pinilla et al., 2012; Paradis et al., 2015; Heldt et al., 2013; Smith and Ribeiro, 2010; Bai et al., 2019; Schelker et al., 2016; Schmid and Dobrovolsky, 2020) and respiratory syncytial virus (Beauchemin et al., 2019; Westhington et al., 2019; González-Parr and Dobrovolsky, 2019). We infected the human lung epithelioid cell line expressing the ACE2 receptor, A549-ACE2 and the green monkey kidney cell line, Vero-E6, with the SARS-CoV-2 using two distinct multiplications of infection (MOIs) and tracked the infection progression by measuring the total extracellular viral load over time. We chose the highly permissive Vero-E6 cells because they are commonly used to establish cytopathic effect protocols, characterize the viral kinetics and isolate viruses from clinical samples to generate virus stocks. However, there is a large variation in the SARS-CoV-2 growth phenotype and the Vero-E6-specific findings cannot be extrapolated to other types of host cells (Ogando et al., 2020; Milewskas et al., 2020). For this reason, we also infected A549-ACE2 cells with the SARS-CoV-2 as they represent a more realistic model to mathematically study SARS-CoV-2 growth. We fitted the mathematical model to our experimental data and estimated the parameters determining the basic steps of the SARS-CoV-2 replication cycle. We found that the virus infected the A549-ACE2 cells at a significantly reduced rate and had prolonged incubation period compared to Vero-E6 cells. In addition, the associated dynamics of infected cells were significantly different as virus-producing Vero-E6 were removed from the dynamics due to virus-induced death at much earlier times compared to A549-ACE2. These result highly correlate with the findings from in vitro experimental studies on SARS-CoV-2 cellular tropism, replication kinetics and cell damage (Chu et al., 2020; Ogando et al., 2020).

2. Materials and methods

Cells. A549 cells stably expressing ACE2 (A549-ACE2, kindly provided by Dr. Olivier Schwartz) and Vero-E6 cells (Vero 76, clone E6) were maintained and propagated at 37°C, 5% CO2 in DMEM with L-glutamine (Gibco) supplemented with 10% (v/v) FBS (Invitrogen) and 5 units/ml penicillin and 5 µg/ml streptomycin (Life Technologies). A549-ACE2 cells were supplemented with 20 µg/ml blasticidin S.

Virus. The SARS-CoV-2 strain used (BetaCoV/France/IDF0372/2020 strain) was propagated once in Vero-E6 cells and is a kind gift from the National Reference Centre for Respiratory Viruses at Institut Pasteur, Paris, originally supplied through the European Virus Archive goes Global platform.

RT-qPCR. Viral load was assessed by RT-qPCR. Briefly, the cell culture supernatant was collected, heat inactivated at 95°C for 5 min and used for RT-qPCR analysis. SARS-CoV-2 specific primers targeting the N gene region: 5’-TAATCAGACAGAAGACTGATTA-3’ (Forward) and 5’-CGAGGTGACTCCATG-3’ (Reverse) were used with the Luna Universal One-Step RT-qPCR Kit (New England Biolabs) in an Applied Biosystems QuantStudio 6 thermocycler, with the following cycling conditions: 55°C for 10 min, 95°C for 1 min, and 40 cycles of 95°C for 10 s, followed by 60°C for 1 min. The number of viral genomes is expressed as PFU equivalents/ml, and was calculated by performing a standard curve with RNA derived from a viral stock with a known viral titer.

Growth curves. 75,000 A549-ACE2 and Vero-E6 cells were seeded per well in a 24-well plate the day before infection and incubated at 37°C, 5% CO2. At the time of infection, the medium was replaced and washed with 250 µl virus-containing media (MOI 0.1 or 1 PFU per cell) and incubated at 37°C for 1 h. Following this adsorption period, the virus-containing media was removed, cells washed three times with PBS and replaced with fresh media (0.5 mL). This point is considered time 0 h post infection. At 16, 24, 48, 72 or 96 h p.i., 50 µl supernatant from triplicate wells was removed for RT-qPCR analysis. At each point, the medium removed was replaced with fresh media.

Mathematical model. We use a viral dynamics model developed by (Baccam et al., 2006) and extended for a distributed delay in the latent phase of infected cells to capture the time course changes in the accumulation of extracellular virions (Pinilla et al., 2012; Paradis et al., 2015; Kakizoe et al., 2015; Beauschmin et al., 2017; Hurtado and Kirosingh, 2019; Beauchemin et al., 2019). Briefly, susceptible cells S are infected with virus V (expressed in plaque forming unit equivalents per mL, PFU/mL) at the rate ρ (measured in (PFU/mL × h)−1), after which they enter the latent phase (Anderson and Watson, 1980; Krylova and Earn, 2013). Since our data suggest a delay in SARS-CoV-2 accumulation (Fig. 1), the latent phase, that is the time between the entry of the virus into the cell and the first release of new viral particles out of the cell, is assumed to be separated into nI stages and the mean duration of the latent phase τI, to follow Erlang distribution (Kakizoe et al., 2015). The latent cells lI, i = 1, . . . , nI move through each stage at the rate nI/τI, (measured in h−1). Those in the last stage, lIn, become infectious cells, I, and produce virus at the rate p (measured in (PFU/mL × cells × h)) Here, we consider a simple exponential distribution for the mean duration of the infectious phase, and thus for the infection-induced death rate µI (measured in h−1) of infectious cells I. Erlang distributed duration of infectious phase T1 = 1/µI has been suggested, for example, for SHIV in vitro infection (Beauchemin et al., 2017) and supported by kinetic data that revealed temporal changes in the population of infected cells which could be fit to determine the appropriate number of compartments. Since we do not have such cellular data available, we opted for a simple exponentially distributed µI. Finally, viral particles may degrade at the rate c (measured in h−1). The full model is as follows
initial multiplicity of infection (MOI), despite using the same tools. Distinct infection experiments, including those with different initial conditions, can exhibit variability for parallel measurements of biologically distinct virus, such as SARS-CoV-2.

Fig. 1. Experimental SARS-CoV-2 infection of (a), (c) A549-ACE2 and (b), (d) Vero-E6 cells. Infection was performed at an MOI of (a), (b) 0.1 PFU/cell (low MOI infection) and (c), (d) 1 PFU/cell (high MOI infection).

\[
\begin{align*}
    S &= -\beta V(t) S(t), \\
    \dot{I}_i &= \beta V(t) S(t) - \frac{n_i}{\tau_i} I_i(t), \\
    \dot{I}_i &= \frac{n_i}{\tau_i} \left( I_{i-1}(t) - I_i(t) \right), i = 2, \ldots, n_i, \\
    \dot{I}_i &= \frac{n_i}{\tau_i} I_i(t) - \mu_i I_i(t), \\
    \dot{V} &= pI(t) - cV(t) - \omega(t) V(t).
\end{align*}
\]

The washing procedure is, in the viral dynamics, manifested as a sudden drop in the viral load one hour post infection. The parameter \( \omega(t) \) is the 'strength' of the washing process which, in general, can exhibit variability for parallel measurements of biologically distinct infection experiments, including those with different initial multiplicity of infection (MOI), despite using the same tools and protocols. Since we infected both A549-ACE2 and Vero-E6 cells with an MOI of 0.1 (low MOI infection) and 1 (high MOI infection) virus per cell, we thus model the washing process separately for low and high MOI infections and consider the respective washing rates to be \( \omega_{low} \) and \( \omega_{high} \), respectively. The strengths of the washing process are, in the case of low and high MOI infection experiments, denoted as \( \omega_{low} \) and \( \omega_{high} \), respectively. The parameter \( \omega_2 \) is the timing of the washing process and was set to \( \omega_2 = 1 \) h. The parameter \( \omega_4 \) is the standard deviation of the washing process.

The initial conditions are set as follows: \( S(0) = S_0, L_{i-1}(0) = 0, I(0) = 0, V_{low}(0) = 0.1 \times S_0 \) in the case of low MOI infection and \( V_{high}(0) = S_0 \) in the case of high MOI infection. The initial number of A549-ACE2 and Vero-E6 cells, \( S_0 \), seeded was 75,000. Since 24 h incubation took place, at the time of infection the initial number of cells to be infected doubled and was set to \( S_0 = 150,000 \) cells.

Virus reproduction ratio, \( R_0 \), for the Eqs. (1)-(5) is \( R_0 = p\beta T_0/[\mu_i(c + \omega(0))] \) and gives the total number of newly infectious cells that were infected by \( p/\mu_i \) viral units released from one infectious cell. However, with \( c = 0 \) and \( \omega(0) \approx 0 \), that is assumptions that, as previously described, best reflect the experimental conditions, it follows that \( p\beta T_0/\mu_i > 0 \). Thus, the infection will always be established.

**Experimental data fitting.** We used Bayesian inference to estimate the parameters of the model (1)-(5) and employed the MATLAB implementation of the Goodman and Weare affine invariant ensemble Markov Chain Monte Carlo (MCMC) sampler, gwmcmc (Goodman and Weare, 2010). Estimates from the minimization of
the weighted sum of squared residuals between the logarithms of experimental data and the solution of the model (1)–(5), given as

$$\sum_{ij} \left( \frac{\log_{10}\text{data}_i(t_j) - \log_{10}\text{model}_i(t_j)}{\sigma(t_j)} \right)^2$$

(7)

were used to initiate the MCMC process. The model was fitted to the low and high MOI infection datasets simultaneously and the individual fits to each dataset were included in the calculation of the weighted sum of squared residuals. The weights $1/\sigma^{\text{low}}(t_j)$ and $1/\sigma^{\text{high}}(t_j)$ were chosen to be the inverse of the low and high MOI infection data variances calculated from their log-values, respectively, at each measured time. Uniform priors were assumed for all model parameters subject to estimation, i.e. $\beta$, $\tau_1$, $\mu_1$, $p$, $\omega_0^{\text{low}}$ and $\omega_0^{\text{high}}$ while the number of compartments, $n_L$, of the latent phase was kept fixed. The $\text{mcmcm}$ was initiated by an ensemble of walkers within a Gaussian ball centered around the initial estimates. We used a Gaussian likelihood function and maximized its log-likelihood

$$-\frac{1}{2} \sum_{ij} \left[ \frac{\log_{10}\text{data}_i(t_j) - \log_{10}\text{model}_i(t_j)}{\sigma(t_j)} \right]^2 - \ln \left( \sqrt{2\pi}\sigma(t_j) \right)$$

(8)

to evaluate the goodness of the proposed fit in the MCMC process. We initiated $2 \times$ (number of fitted parameters) of walkers and posterior distributions were constructed using 30,000 samples with a burn-in of 50% of all drawn samples and thinnning by storing every 15th sample. Thus, each posterior parameter distribution comprised of 1000 samples.

Statistical analysis. Statistical significance was quantified using the bootstrap (Efron and Tibshirani, 1993) Mann Whitney U-test. To determine whether there were statistically significant differences between two posterior distributions, we randomly drew 100 samples with replacement out of the total of 1000 accepted posterior samples for each distribution and calculated the Mann Whitney U-test associated $P$-value using MATLAB’s function ranksum. We repeated the procedure 500 times and calculated the final $P$-value as the mean of all bootstrap $P$-values.

3. Results

Experimental infection of A549-ACE2 and Vero-E6 cells with SARS-CoV-2. To study the SARS-CoV-2 time course kinetics in vitro and to quantify the basic parameters of its replication cycle, we infected the A549-ACE2 cells and Vero-E6 cells using two distinct initial concentrations of infectious virus or multiplicity of infection (MOI), namely 0.1 and 1 infectious virus per cell (Fig. 1). In Vero-E6 cells, the viral loads increased 6- to 16-fold between 16 and 24 h post infection (h p.i.); whereas the accumulation of viral particles was delayed in A549-ACE2 cells, which had comparable viral loads at these time points for both low and high MOI infections. In Vero-E6 cells infection, the viral load reached its plateau at 48 h for both low and high MOI infections, suggesting that production of new virions was delayed in A549-ACE2 cells, which had comparable viral loads at these time points for both low and high MOI infections.

Quantification of the SARS-CoV-2 replication cycle parameters. We used the mathematical model (1)–(5) to reproduce our experimental data and to quantify the basic parameters of SARS-CoV-2 replication cycle during an infection of A549-ACE2 and Vero-E6 cells, namely the infection rate $\beta$, the duration of latent phase $\tau_1$, the rate of infected cells death $\mu_1$, and the per-cell virion production rate $p$. The washing rate parameters characterizing the strength of the washing procedures for the low and high MOI infections, $\omega_0^{\text{low}}$ and $\omega_0^{\text{high}}$, were also considered as free parameters. We estimated the parameters of the model (1)–(5) using Markov chain Monte Carlo (MCMC) approach (details in Materials and Methods). This allowed us to extract the parameter posterior distributions and construct the 95% credible regions (CRs).

Since we considered the latent cells to go through $n_L$ stages before entering the infectious phase, we decided on $n_L$ by fitting the model (1)–(5) to low and high MOI infection data using the MCMC approach. We varied $n_L$ between 1 and 60 with an increment of 10 and determined that the model (1)–(5) with $n_L = 30$ yielded statistically equivalent fits for A549-ACE2 cell line and with $n_L = 50$ yielded statistically equivalent fits for Vero-E6 cell line. We thus fixed $n_L = 30$ when fitting the time course infection of A549-ACE2 cells and $n_L = 50$ when fitting the time course infection of Vero-E6 cells. We note that the parameter posterior distributions associated with each two $n_L$ were subject to a bootstrap Mann–Whitney U-test to decide the minimal number of compartments above which the difference between the parameter posterior distributions were not statistically significant (i.e., $P$-value < 0.05, details on the statistical analysis are in Materials and Methods).

Preliminary fitting showed a positive correlation between the infectious cell death rate $\mu_1$ and virus production rate $p$ and a tendency of the optimization process towards biologically infeasible values of $\mu_1$. To avoid ever-increasing values for these two parameters, we put a biologically meaningful upper limit to $\mu_1$, so that the mean lifetime of an infectious cell $1/\mu_1$ is not shorter than 6 min, i.e. $\mu_1 < 10^{-1}$.

Differences in the SARS-CoV-2 parameters during A549-ACE2 and Vero-E6 cell infections. The fitted parameter values and their associated 95% CRs are in Table 1. The MCMC inference showed that A549-ACE2 cells are infected by SARS-CoV-2 at a much slower rate (approximately ten times less) than Vero-E6 cells with the median $\beta = 1.59 \times 10^{-6}$ (PFU$_S$ x h$^{-1}$) for A549-ACE2 cells and $\beta = 2.4 \times 10^{-5}$ (PFU$_S$ x h$^{-1}$) for Vero-E6 cells (Fig. 2a). We detected statistically significant differences ($P$-value < 0.05) in the inferred posterior distributions of all the model (1)–(5) parameters except for the death rate of infectious cells, $\mu_1$, and the rate of per-cell virus production $p$. The medians of the posterior distributions of $\mu_1$ were 7.43 h$^{-1}$ for A549-ACE2 cells and 7.5 h$^{-1}$ for Vero-E6 cells (Fig. 2b). The medians of the rate of per-cell virus production $p$ of infected A549-ACE2 and Vero-E6 cells were determined to be 23.9 PFU$_S$ x (cell x h$^{-1}$) and 25.1 PFU$_S$ x (cell x h$^{-1}$), respectively, with largely overlapping 95% CRs (Fig. 2c). Because the posterior distributions of $\mu_1$ were skewed towards the upper limit and due to the strong positive correlation between $\mu_1$ and $p$, the posterior distributions of $p$ were also right-skewed. This positive correlation suggests that we cannot separate $\mu_1$ from $p$; if one increases the other increases in order to reproduce the data. For this reason, the model does not allow to find the accurate values of $\mu_1$ and $p$. Mean durations of the latent phase $\tau_1$ were significantly different for A549-ACE2 and Vero-E6 cells, with the respective medians equal to 42.7 h and 27.1 h (Fig. 2d). Correlations between all the parameters are depicted in Figures S.1 and S.2 in Supplementary Material.

Statistically significant differences were detected also for the parameters determining the strength of the washing process $\omega_0^{\text{low}}$ and $\omega_0^{\text{high}}$. We found statistically significant differences in the posterior distributions of $\omega_0^{\text{low}}$ and $\omega_0^{\text{high}}$ between A549-ACE2 and Vero-E6 cells with the washing process being more efficient for the Vero-E6 infection experiment (Fig. 2e and 2f). Statistically significant differences were identified also between $\omega_0^{\text{low}}$ and $\omega_0^{\text{high}}$ within each cell infection experiment. The medians and 95% CRs...
relations between resulting viral dynamics. Briefly, we divided the infection time to demonstrate that sampling had only a negligible effect on the punctual extraction of the supernatant at measured times compared to the total extracellular viral load, we simulated the ume. Although such a small sample can be considered negligible ume was immediately replaced by fresh medium of the same vol-

| Parameter | Description | Units | Median | 95% Credible Region |
|-----------|-------------|-------|--------|---------------------|
| \( \beta \) | infection rate | (PFU \times \text{h})^{-1} | 1.59 \times 10^{-6} | \[8.37, 39.8\] \times 10^{-7} |
| \( \mu_I \) | infected cell death rate | h^{-1} | 7.43 | \[1.76, 9.88\] |
| \( p \) | virus production rate | (PFU \times \text{cell} \times \text{h})^{-1} | 23.91 | \[5.62, 35.65\] |
| \( \tau_L \) | duration of latent phase | h | 42.74 | \[34.82, 53.82\] |
| \( c_{0\text{low}} \) | washing strength (low MOI) | – | 2.18 | \[2.03, 2.35\] |
| \( c_{0\text{high}} \) | washing strength (high MOI) | – | 2.00 | \[1.89, 2.13\] |

for the posterior distributions of \( c_{0\text{low}} \) and \( c_{0\text{high}} \) are in Table 1. Correlations between \( c_{0\text{low}} \) and \( c_{0\text{high}} \) and other parameters are in Figures S.1 and S.2 in Supplementary Material.

The time course kinetics of the SARS-CoV-2 infection of A549-ACE2 and Vero-E6 cells predicted by the model (1)–(5) are depicted in Fig. 3. The model reproduced our experimental data with high accuracy. The associated changes in the population of SARS-CoV-2 infected cell death rate \( \mu_I \) and other parameters are in Fig-

\[
S(t_i), L_1(t_i), \ldots, L_n(t_i), I(t_i) \text{ and } V(t_i)\text{ at each measured time were used as initial conditions for the numerical integration in the next sub-interval with the viral load } V(t_i) \text{ reduced by the factor } 0.1 \text{ (i.e. to } 0.9 V(t_i)), \text{ as we assumed the sample to be well mixed.}
\]

We again fitted the Eqs. (1)–(5) to the experimental data using MCMC, including the extraction of the viral supernatant. We again assumed \( n_L = 30 \) for A549-ACE2 cell infection and \( n_L = 50 \) for Vero-E6 cell infection. Statistically significant differences in the posterior likelihood distributions were again determined by the bootstrap Mann–Whitney U-test. In the case of A549-ACE2 cell infection, fits were found to be statistically equivalent (\( P\)-value > 0.05, Figure S.3a in Supplementary Material). In the case of Vero E6 cell infection, we found that the assumption of sampling worsened the fits of the model (Figure S.3b in Supplementary Material). Thus, we concluded that punctual sampling did not improve the model performance and relaxed this assumption from the model. The time course dynamics of SARS-CoV-2 infection of A549-ACE2 and Vero-E6 cells as predicted by the model (1)–(5) assuming sampling is captured in Figure S.4 in Supplementary Material. This corroborates the results we obtained for \textit{in vitro} Zika virus infection, where sampling of the virus had negligible effect on the overall virus dynamics (Bernhauerová et al., 2020).

\textit{Mathematical model with MOI-specific death rate of infectious cells } \( \mu_I \) increases accuracy of fits to Vero-E6 cell infection data. The model

Table 1
Parameter values of the model (1)–(5) and their 95% credible regions.

| Parameter | Description | Units | Median | 95% Credible Region |
|-----------|-------------|-------|--------|---------------------|
| \( \beta \) | infection rate | (PFU \times \text{h})^{-1} | 1.59 \times 10^{-6} | \[8.37, 39.8\] \times 10^{-7} |
| \( \mu_I \) | infected cell death rate | h^{-1} | 7.43 | \[1.76, 9.88\] |
| \( p \) | virus production rate | (PFU \times \text{cell} \times \text{h})^{-1} | 23.91 | \[5.62, 35.65\] |
| \( \tau_L \) | duration of latent phase | h | 42.74 | \[34.82, 53.82\] |
| \( c_{0\text{low}} \) | washing strength (low MOI) | – | 2.18 | \[2.03, 2.35\] |
| \( c_{0\text{high}} \) | washing strength (high MOI) | – | 2.00 | \[1.89, 2.13\] |

Fig. 2. Posterior parameter distributions associated with the MCMC fits of the model (1)–(5) to the time course SARS-CoV-2 infection of A549-ACE2 (purple) and Vero-E6 (green) cells. Parameters: A549-ACE2 (purple): \( n_L = 30 \), Vero-E6 (green): \( n_L = 50 \).
Fig. 3. MCMC fits of the model (1)–(5) to the time course SARS-CoV-2 infection of (a), (c) A549-ACE2 and (b), (d) Vero-E6 cells. Infection was performed at an MOI of (a), (b) 0.1 PFU/cell (low MOI infection) and (c), (d) 1 PFU/cell (high MOI infection). Parameters: (a), (c): $n_L = 30$, (b), (d): $n_L = 50$.

Fig. 4. Population dynamics of susceptible ($S$), latent ($L$) and infectious ($I$) cells yielded by the model (1)–(5) and associated with the MCMC-accepted parameters for (a), (e), (i) low MOI infection of A549-ACE2 cells, (b), (f), (j) high MOI infection of A549-ACE2 cells, (c), (g), (k) low MOI infection of Vero-E6 cells and (d), (h), (l) high MOI infection of Vero-E6 cells. Parameters: (a), (b), (e), (f), (i), (j): $n_L = 30$, (c), (d), (g), (h), (k), (l): $n_L = 50$. 
(1)–(5) predicted lower SARS-CoV-2 burden in the late phase of the low MOI Vero-E6 infection and slightly higher SARS-CoV-2 burden in the middle phase of the high MOI Vero-E6 infection. This discrepancy in the model fits to the low and high MOI Vero-E6 infection data may be the result of a relatively large difference in the total viral yield at 96 h p.i. for low and high MOI infection (high MOI infection yield was almost 60% lower than that of low MOI infection yield) and an a priori assumption that the model parameters are independent of the initial viral inoculum. However, it has been shown that higher viral concentration can increase cellular cytotoxicity (Saccon et al., 2020; Chu et al., 2020). To assess whether the MOI-specific cellular cytotoxicity could explain and improve the fits to the low MOI Vero-E6 infection data, we introduced the MOI-specific death rates of infectious cells, $\mu_{\text{low}}$ and $\mu_{\text{high}}$, into the mathematical model (Eqs. (A.1)–(A.10) in Appendix A). Fitting the model (A.1)–(A.10) to Vero-E6 infection data and incorporating MOI-specific death rates of infectious cells yielded significantly improved predictions (Fig. 5), particularly for the low MOI Vero-E6 infection (Fig. 5a). Statistical comparison of the models (1)–(5) and (A.1)–(A.10) was performed using the Bayes Information Criterion (Figure S.6, details are in Appendix B).

Model (A.1)–(A.10) predicted lower values of $\beta$, $\tau_1$ and higher values of $\omega^{\text{low}}_0$ (Fig. 6, Table 2) compared to the model (1)–(5). The median for $\beta$ was predicted to be 2.8 times lower, but the median for $\tau_1$ was only 1.04 times lower than the values predicted by the model (1)–(5). Indeed, $\mu_{\text{low}}$ was statistically significantly lower (median equal to 4.2 h$^{-1}$) than of $\mu_{\text{high}}$ (Figs. 6b and S.5 in Supplementary Material). This supports the hypothesis that high viral inoculum may induce increased cytotoxic responses in the host cells. All parameter values are in Table 2 and parameter correlations associated with the model (A.1)–(A.10) are in Figure S.5 in Supplementary Material.

4. Discussion

Cellular tropism can generate variation in the time profile of the viral infection, including differences in the slope capturing the exponential phase of the viral growth, time of the infection peak and the slope capturing the post-peak dynamics. The origins of these differences are difficult to identify exclusively from experimental data. Mathematical models have helped to extract such information from time course viral load data and quantify the main
determinants of the replication cycle of numerous viruses (Baccam et al., 2006; Zitzmann et al., 2020; Bernhauerová et al., 2020; Wei et al., 1995). In this paper, we performed experimental infections of two host cell lines with the SARS-CoV-2, namely the human lung carcinoma cell line stably expressing the ACE2 receptor, A549-ACE2, and Vero-E6 cell line derived from the green monkey kidney cell line, Vero. We fitted a simple mathematical model to our data in order to numerically evaluate the model parameters. This allowed us to reproduce our experimental observations and compare the viral replication cycles in both types of cells.

We found statistically significant differences between the rates at which the SARS-CoV-2 infects the two cell lines, $\beta$, and the durations of the latent phase, $\tau_1$, in the two cell lines. The SARS-CoV-2 infected Vero-E6 cells at a more than ten times higher rate than A549-ACE2 cells. Moreover, Vero-E6 cells remained in the latent phase for a significantly shorter time than A549-ACE2 cells. This result corresponds with the fact that Vero-E6 is a highly susceptible and permissive cell line and as such is widely used in virus research for plaque assays or rapid multiplication of virus in vaccine development (Ogando et al., 2020; Synowiec et al., 2021). On the other hand, since it is not a credible target for studying human respiratory virus replication in conditions comparable with natural infection or for in vitro drug screening (Milewska et al., 2020; Krammer, 2020; Hoffmann et al., 2020), A549 cells overexpressing ACE2 receptor constitute a more realistic in vitro model (Cagno, 2020; Meyer et al., 2020).

We found no statistically significant differences between the virus production rates, $p$, and the death rates of infectious cells, $\mu_v$, of the two host cell types. Consequently, the total viral burst sizes, given as $p/\mu_v$, produced by the two cell lines were comparable. This was corroborated by viral yields of the high MOI infections to have reached comparable levels at 97 h post infection in both culture types (magnitude of about $10^{17}$ viral particles per milliliter). This suggests that the observable differences in the viral growth in the two cell lines can be attributed to the differences in the infection rates, $\beta$, and the duration of the latent phase $\tau_1$, specific to each cell line.

Determining the possible relationship between the transmitted infectious virus load and the severity of the disease has been a challenge from the earliest days of the COVID-19 pandemic (Guallar et al., 2020; Karimzadeh et al., 2021). At the in vitro level, the role of the initial MOI as a critical factor influencing viral dynamics has been observed for various viruses, including SARS-CoV-2, and partially explained by mathematical modelling (Li and Handel, 2014; Fain and Dobrovolsky, 2020). Our results suggest that SARS-CoV-2 dynamics may depend on the initial viral inoculum and that the particle production may be arrested more rapidly for high initial viral concentrations. On the other hand, we did not observe such a relation in the case of A549-ACE2 infection. In addition, immune responses to high and low viral inoculi may differ extensively. For example, human U937 cells infected at high MOI Sendai virus were shown to induce less subtypes of type I interferon than those infected at low MOI, which affected the viral dynamics (Zaritsky et al., 2015). This is not the case for Vero-E6 cells since they lack type I interferon encoding genes. Thus, MOI dependence of viral dynamics may as well be dependent on the cell type and more experimental work would be desirable to address these issues.

Results from our simulations suggested that by 48 h Vero-E6 cells are no longer producing new SARS-CoV-2 virions. For drug screening assays, the model suggests that Vero-E6 cells are not a suitable system to test drug efficacy if the drug is administered later than a day post-infection. A number of compounds have displayed antiviral activity against SARS-CoV-2 in vitro, such as remdesivir, lopinavir, chloroquine, umifenovir or berberine (Gordon et al., 2020; Pizzorno et al., 2020). We simulated the effects of antiviral administration on the SARS-CoV-2 growth by reducing the viral production rate $p$ by a factor $(1-\epsilon)$, where $\epsilon$ is the efficiency of the antiviral treatment and is determined by the administered drug concentration (details are in Appendix C). As expected, when administered at the time of virus inoculation, high drug concentrations caused viral load to decrease in both A549-ACE2 and Vero-E6 cells (Figures S.7 and S.8 in Supplementary Material). However, late introduction of the antiviral drug resulted in a considerably lower reduction of viral load in Vero-E6 cells as opposed to A549-ACE2 cells (Figures S.9 and S.10). Especially for high MOI Vero-E6 infection, administration of a drug later than 24 h p.i. did not have any effect on the SARS-CoV-2 viral load (Figures S.9d and S.10b). This would imply that after infection, the window of opportunity to administer the substance and still detect a sufficient enough effect is rather short. The results would therefore be skewed toward pretreatment regimens where the drug is given before the virus infection, even though in reality, patients are treated considerable time after they are infected. Therefore, it is crucial that for post-infection, repeated or long-term drug screening assays, appropriate cell lines are used that can withstand infections by viruses that induce strong apoptotic effects.

There are several limitations to our study. Fitting a mathematical model to the extracellular viral load data is a common practice when attempting to numerically characterize the virus replication cycle. However, it is important to note that we fitted the model only to the infectious virus equivalents derived from the standard curve capturing the relationship between the Ct-values of serial dilutions of the SARS-CoV-2 RNA as determined by qRT-PCR and the number of PFUs of virus present in the sample. Since this technique allows to quantify the concentration of infectious virus only approximately, quantifications by plaque assay would allow to determine specific infectivity of the SARS-CoV-2 in both cell lines and the cell-specific production rates of infectious virus as well as accurately determine $R_0$. Thus, more diverse data including temporal measurements of the momentary state of the viral and host populations would significantly improve the inference and quantification of the model parameters.
Predictions from this work are limited to the studied SARS-CoV-2 strain (BetaCoV/France/IDF0372/2020) and the cell lines used to measure SARS-CoV-2 replication kinetics, that is, Vero-E6 cells and AS49 cells, stably expressing ACE2 receptor. However, viral growth profiles may be different for different SARS-CoV-2 isolates or may be affected by susceptibility and permissivity of various cellular systems (Chu et al., 2020). As a consequence, parameter estimates could vary rather significantly for infections by different variants. Further quantitative investigations are thus needed which would support the development of diverse therapeutics against SARS-CoV-2.

Since December 2019, SARS-CoV-2 has become the focus of extraordinary research activity. Quantitative understanding of the most fundamental stages of the SARS-CoV-2 replication cycle during in vitro infection is thus crucial, particularly in the initial stages of antiviral treatment development when various compounds inhibiting viral growth are tested in vitro in diverse cell types. Such studies can therefore assist in assessing the efficacy of the therapeutics and determining the appropriate doses and times to administer the compound.
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**Appendix A. Mathematical model with MOI-specific death rates of infectious Vero-E6 cells, \( \mu_l^\text{low} \) and \( \mu_l^\text{high} \)**

The mathematical model with MOI-specific death rates of infectious Vero-E6 cells is as follows:

\[
S^\text{low} = - \beta V^\text{low}(t) S^\text{low}(t), \\
I_1^\text{low} = \beta V^\text{low}(t) S^\text{low}(t) - \frac{N}{\tau_1} I_1^\text{low}(t), \\
I_i^\text{low} = \frac{N}{\tau_i} \left( I_{i-1}^\text{low}(t) - I_i^\text{low}(t) \right), \quad i = 2, \ldots, n, \\
p^\text{low} = \frac{N}{\tau_1} \left( p - \mu_l^\text{low} V^\text{low}(t) \right), \\
V^\text{low} = p V^\text{low}(t) - c I_l^\text{low}(t) - \alpha V^\text{low}(t), \\
S^\text{high} = - \beta V^\text{high}(t) S^\text{high}(t), \\
I_1^\text{high} = \beta V^\text{high}(t) S^\text{high}(t) - \frac{N}{\tau_1} I_1^\text{low}(t), \\
I_i^\text{high} = \frac{N}{\tau_i} \left( I_{i-1}^\text{high}(t) - I_i^\text{high}(t) \right), \quad i = 2, \ldots, n, \\
p^\text{high} = \frac{N}{\tau_1} \left( p - \mu_l^\text{high} V^\text{high}(t) \right), \\
V^\text{high} = p V^\text{high}(t) - c V^\text{high}(t) - \alpha V^\text{high}(t). \\
\]

The parameters specific to the low and high MOI infections are highlighted in bold.

**Appendix B. Bayesian Information Criterion (BIC).**

Bayesian Information Criterion (BIC)

\[
\text{BIC} = k \log n - 2 \log \text{likelihood},
\]

was used to determine which of the two models, (1)–(5) and (A.1)–(A.10), is more suitable to describe the experimental data. BIC was calculated for each model and each MCMC-associated log-likelihood and a penalty term \(k \log n\), where \(k\) is the number of parameters in the candidate model and \(n\) is the number of experimental observations. The total number of observations were \(n = 30\). The number of free parameters in the models (1)–(5) and (A.1)–(A.10) were \(k = 6\) and \(k = 8\), respectively.

**Appendix C. Antiviral therapy**

We assume that the viral production rate \(p\) in the Eqs. (5), (A.5) and (A.10) is reduced by the inhibition factor \((1 - \epsilon)\), where \(\epsilon\) is modelled by the Hill function

\[
\epsilon = \frac{\epsilon_{\text{max}} C^l}{IC_{50} + C^l},
\]

where \(\epsilon_{\text{max}}\) is the maximal inhibition efficacy, \(C\) is the administered drug concentration, \(IC_{50}\) is the drug concentration at which half of the maximal inhibition efficacy is achieved and \(N\) is the Hill coefficient dictating the shape of the curve (A.12) such that for \(N = 1\), Eq. (A.12) yields a concave Michaelis–Menten response curve and for \(N > 1\), a sigmoid shaped Hill curve is achieved. We assume that for large values of drug concentrations, that is, \(C \to \infty\), inhibition is perfect and set \(\epsilon_{\text{max}} = 1\). The half-inhibition constant \(IC_{50}\) may vary and depends on the type of antiviral drug. Here, we set \(IC_{50} = 0.987 \mu M\) as this value was determined by (Pizzorno et al., 2020) from in vitro inhibition assays for remdesivir. Since the value of Hill coefficient was not provided in (Pizzorno et al., 2020), we assume the Michaelis–Menten relationship for (A.12) and set \(N = 1\). Changes in the viral dynamics as a result of varying drug concentration \(C = 0.1, 0.2, 0.5, 1, 2, 5, 10\) and \(20 \mu M\) are in Figure S.7 for the model (1)–(5) and in Figure S.8 for the model (A.12). Changes in the viral dynamics as a result of varying time of drug administration, where the drug was administered at 0 h, 24 h, 36 h and 48 h
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