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Abstract

This work concerns video-language pre-training and representation learning. In this now ubiquitous training scheme, a model first performs pre-training on paired videos and text (e.g., video clips and accompanied subtitles) from a large uncurated source corpus, before transferring to specific downstream tasks. This two-stage training process inevitably raises questions about the generalization ability of the pre-trained model, which is particularly pronounced when a salient domain gap exists between source and target data (e.g., instructional cooking videos vs. movies). In this paper, we first bring to light the sensitivity of pre-training objectives (contrastive vs. reconstructive) to domain discrepancy. Then, we propose a simple yet effective framework, CUPID, to bridge this domain gap by filtering and adapting source data to the target data, followed by domain-focused pre-training. Comprehensive experiments demonstrate that pre-training on a considerably small subset of domain-focused data can effectively close the source-target domain gap and achieve significant performance gain, compared to random sampling or even exploiting the full pre-training dataset. CUPID yields new state-of-the-art performance across multiple video-language and video tasks, including text-to-video retrieval [72, 37], video question answering [36], and video captioning [72], with consistent performance lift over different pre-training methods.

1. Introduction

Recent advances in contrastive learning for computer vision [45, 25, 9] and language model pre-training in natural language processing [13, 40, 5] have brought forth a new wave of innovations on self-supervised representation learning. Vision and language, used to be widely disparate fields, have started to exhibit considerable similarities and synergy, considering the adoption of convolution networks for language modeling [31] and Transformer for image classification [14]. This inspired a line of research [61, 41, 10, 71, 44, 74, 43, 47, 29] in the intersection of vision and language, encapsulated in large-scale multimodal pre-training with paired textual and visual content, which captures the essence of self-supervision from both sides. Video, in particular, contains both complex visual information and rich semantic information from speech that are easy to harvest from the wild at a massive scale, providing a fertile field for multimodal studies.

Existing pre-training methods often assume ready access to a large corpus with paired videos and captions (e.g., video clips and accompanied subtitles). The training scheme comprises of two stages: a model first performs either contrastive or reconstructive pre-training on paired videos and text, and then the pre-trained model is transferred to specific downstream tasks. This two-stage training process...
inevitably raises questions about the generalization ability of the pre-trained model, which is particularly pronounced when a salient domain gap exists between source and target data (e.g., instructional cooking videos vs. movies).

In this paper, we aim to answer the following questions. Does the prevailing pretrain-then-finetune paradigm imbue vision-and-language models with strong generalization ability? If there exists a domain gap between the pre-training and downstream datasets, how can we close the gap efficiently? We start our quest by first rolling out an overview of existing video datasets (Figure 2). Under this framing, we conduct a probing analysis and propose a measurement for pre-training transferability that is faithful to the pre-training objective. From this analysis, we reveal a major performance degradation when pre-trained models are transferred to out-of-domain data.

To this end, we propose CUPID (CUration Of Pre-training Data), a simple yet effective framework for video-language pre-training. Our goal is to filter the pre-training source dataset to select a small portion of videos similar to downstream target datasets so as to eliminate domain discrepancy, if any. Training on such focused dataset is faster than using the full dataset for pre-training, as well as yielding better pre-training transferability thanks to better domain match. As during full pre-training, even though the same data have been seen by the model, they can be diluted by the massive amount of “distractors” from other distant domains. Therefore, the aim of our proposed strategies is to enable the model to automatically discover the “gold nuggets” from the enormous noisy source dataset, followed by a laser-focused pre-training on domain data.

To fulfill the data curation process, we propose two strategies that measure the similarity between source and target videos, either by measuring the distance between two videos in the embedding space, or the relevance of video metadata such as category and title. We comprehensively evaluate the proposed adaptive pre-training method over state-of-the-art (SotA) video-language pre-trained models, across a variety of tasks including text-to-video retrieval [37, 72], video captioning [72], and video question answering [36]. CUPID achieves new SotA performance on these tasks and gains surprising superior performance even over full pre-training (with 80% fewer data) on some of these tasks.

Our contributions are summarized as follows. (i) We propose CUPID, a task-adaptive video-language pre-training framework that effectively closes the domain gap between source (for pre-training) and target (for finetuning) data. (ii) We provide a probing study to examine domain sensitivity over contrastive and reconstructive pre-training objectives. (iii) We provide a comprehensive evaluation of CUPID on a wide range of video-language and video tasks, with consistent improvement and SotA performance.

2. Related Work

Self-supervised video representation learning has been widely applied, from predicting future sequence [48, 59], to sorting or classifying correct frame order [16, 34], and most recently to contrastive learning [46, 24]. Universal language model pre-training has emerged in recent years with notable success such as BERT [13], RoBERTa [40] and GPT-3 [5]. At their intersection, video-language representation learning takes inspiration from both worlds and has become a nascent research area with growing attention from both vision and NLP community.

The learning objectives of existing methods largely fall into two categories: contrastive and reconstructive. The first efforts on contrastive video-language pre-training include [44] and [60], where ranking loss or noise contrastive estimation (NCE) is used to distinguish paired video-subtitle data with distractors while learning joint video-language representation. One limitation of this approach is that the paired video clip and subtitle might not correspond to each other semantically, due to potential misalignment between the visual scene and semantics in the subtitle. A follow-up work named MIL-NCE [43] addresses this issue by multiple instance learning (MIL), where a video clip is associated with multiple neighbouring subtitles instead of one instance to facilitate better vision-language grounding.

Reconstructive methods heavily rely on masked language modeling (MLM) which is originated from language pre-training BERT [13] and its visual counterpart masked region modeling (MRM). VideoBERT [61] converts video frames to tokens through clustering, so a joint masked video-text modeling can fit into a MLM framework. ActBERT [74] introduces masked action classification and masked object classification, which leverages fine-grained language semantics for self-supervised learning. Li et al. propose HERO [38], which relies on reconstructive proxy tasks such as frame order prediction and masked frame modeling (it also resorts to contrastive objective such as video subtitle matching). Another work UniVLM [42] introduces a language decoder to reconstruct masked input in an auto-regressive fashion. Besides language, other modalities such as audio and speech [2, 53, 3] are also studied.

In this paper, we propose a generic framework that can be readily applied to any of the methods aforementioned. We select the best-performing model from each category as the surrogate in our experiments, but similar analysis can be applied to other models. To the best of our knowledge, we are the first to systematically study the domain gap issue in video-language pretrain-then-finetune frameworks. Even though [44] demonstrates that the representation learned from pre-training instructional videos can generalize across domains to movies after task-specific finetuning, we show that this is not enough. Domain gap is still persistent after pre-training and if we close the gap, the finetuned mod-
els get further boosted. A related work [57] observes that pre-training on generated texts in a domain similar to the downstream task (e.g., questions for VQA [21]) is better than pre-training on natural data but from a different domain (e.g., captions from Conceptual Captions [55]). Our method shares some merit with a recent trend in the NLP field on domain-specific pre-training [23, 56], but we focus on a multimodal setting with an in-depth analysis on how video models react to domain gap. Due to space limit, we review downstream tasks in the Appendix.

3. Understanding the Domain Gap

In this section, we start with an overview of video understanding landscape. This cartography exercise and its consequent observations are followed by a probing analysis on domain gap and its impact on pre-training transferability.

3.1. Domain Cartography

Existing video datasets largely fall into two camps of content: Motion and Narration, as illustrated in Figure 2. Motion videos are visually dynamic and often exude complex motion flows and transitions. Narration videos, on the other hand, are more static and often contain rich monologue narrations. Note that these two types are not mutually exclusive; for instance, instructional videos with narrations sometimes involve human activities, even though monotonous (Figure 2). Under this umbrella, different domains of videos have been widely studied in the community, such as sports and human actions videos (e.g., HMDB51 [33], UCF101 [58], ActivityNet [6], AVA [22], and Kinetics [7]), entertainment videos (e.g., MovieQA [63], LSMDC [50], TVQA [36], and TVR [37]), and how-to videos (e.g., MPII Cooking [52], Narrated Videos [1], YouCook2 [72], Epic-Kitchens [12], How2 [54], HowTo100M [44], COIN [62], and CrossTask [73]).

This ontology can be further combed down to a finer-grained level, e.g., cooking videos as one sub-domain of how-to videos (Figure 2). Note that the taxonomy here is by no means comprehensive, with notable exceptions such as driving time-lapses (e.g., KITTI [19] and Cityscapes [11]) and surgical recordings (e.g., JIGSAWS [18] and m2cai16-tool [65]). For simplicity, our discussion focuses on the domains outlined earlier as mainstream benchmarks, and leaves other orphan categories to future study.

Domain gap has been a consistently challenging issue in video understanding studies. Due to drastic disparity between different video domains (e.g., sports vs. cooking videos), a well-trained model learned from one domain often scales poorly to another video domain if applied directly. With the discussed hierarchical domain cartography in mind, we search for a systematic and simple framework that can capture different cases of domain gap, so that it can consequently guide us to better model design for domain generalization. To this end, given a pivotal domain, we define three general types of domain relations:

- **In-domain**: Video types are the same as or a subset of the pivotal domain;
- **Near-domain**: Video types overlap with the pivotal domain to some extent;
- **Out-of-domain**: Video types barely overlap with the pivotal domain.

Given that HowTo100M [44] is by far the largest video dataset, including 120M paired video clips and ASR subtitles on instructional videos, we use this large-scale dataset as our pivotal domain, or source dataset, in our investigation. We select one representative dataset from each general category (sports and human actions, entertainment, how-to) that are widely studied in the literature, and use them as the target datasets in our analysis.

**In-domain Datasets.** YouCook2 [72] is considered as in-domain, which consists of 2000 untrimmed cooking videos sourced from YouTube. Recipe steps in each video are localized temporally with start and end timestamps and described by a caption. We treat each video clip as a standalone video and conduct standard evaluations on two tasks: video captioning and text-to-video retrieval (or retrieval for simplicity). Since the test set annotation is unavailable, results are reported on the validation set.

**Near-domain Datasets.** HMDB51 [33] is a dataset for human action recognition. It contains 7K clips distributed across 51 human action classes. The goal is to classify a given video into one of the pre-defined action classes.

**Out-of-domain Datasets.** TVQA [36] and TVR [37] datasets are based on the TV dataset [36] mentioned earlier and have identical train, val, and test splits. TV dataset is considered as out-of-domain which has no overlap with Howto100M videos. In TVQA, the goal is to answer a

![Figure 2. The landscape of video understanding datasets.](image-url)
multiple-choice question about a given video. A temporal grounding (locating start and end timestamps) of the question is provided as a part of the annotation. TVR dataset concerns the problem of video corpus moment retrieval where given a query caption, a model needs to retrieve the most relevant video from the corpus and temporally ground the query in the retrieved video.

Standard recall metrics are used for text-to-video retrieval assessment. The overall accuracy is reported on QA and action recognition tasks. Standard language matching metrics including BLEU, METEOR, CIDEr, and sometimes ROUGE-L are reported for captioning. Note that datasets that have the same distribution as the source domain (e.g., How2R/How2QA [38]) or from an open domain (e.g., [67, 39]) are not considered in this work as the domain gap is not applicable and a generic pre-training is sufficient.

### 3.2. Pre-training Transferability

The de-facto approach to evaluating pre-trained model is through finetuning on downstream tasks and evaluating on task-specific metrics. However, two main caveats advise caution. First, downstream finetuning introduces intractable factors to the training process (e.g., the auxiliary layer(s) for downstream tasks [57, 44], task-specific hyperparameter search [44]), which impedes the assessment of general pre-training quality over a common ground. Second, metrics on different tasks might not be comparable, and finetuning on individual tasks takes significant amount of time. To gain insights on how source-target domain gap impacts the transferability of a pre-trained model, we conduct a probing analysis by evaluating pre-training objectives directly, and measuring their performance on downstream data (only data, hence task-agnostic).

In popular pre-trained frameworks, both reconstructive (such as BERT) and contrastive learning objectives (such as NCE) are adopted. Here, we choose MLM (masked language modeling) accuracy as the transferability measurement for reconstructive objectives, and zero-shot text-to-video retrieval accuracy for contrastive objectives. We adopt HERO model architecture for MLM training, and MIL-NCE for contrastive training.

As aforementioned, we use HowTo100M as the source dataset in our analysis. For MLM, we choose TV data [36] as our out-of-domain target dataset. When applying a model pre-trained with Howto100M training set (Model I) to HowTo100M val set, the accuracy of recovering masked word is 54.51%. When the model is pre-trained on TV training set (Model II) and evaluated on TV val set, accuracy is 69.93%. Both models show relatively good generalization, as training/val are from the same video type. But when Model I is directly applied to TV val set, accuracy drops to 31.17%, indicating significant domain discrepancy.

Then, we evaluate an MIL-NCE model pre-trained on HowTo100M over two datasets: YouCook2 (cooking) and TV. On the in-domain dataset YouCook2, we observe 5.8%/13.8%/19.2% on Recall@1/@5/@10. On the out-of-domain dataset TV, the accuracy is drastically low (0.49%/1.93%/3.50%), indicating again a pronounced domain gap. We later show that our proposed method in Section 4 closes this gap significantly, achieving superior performance over current state of the art.

### 4. Adaptive Pre-training via Data Curation

With these various video domains in mind, our goal is to introduce an adaptive data curation strategy to filter source data into a selective, much smaller, subset of data that is most relevant to any given target domain. We introduce two simple yet highly effective methods for adaptive data curation, with the goal of locating a small portion of videos in the source dataset that are visually and semantically similar to target domain: (i) heuristic-based; and (ii) similarity-based.

#### 4.1. Heuristic Adaptive Pre-training (HAP)

First, we start with a straightforward heuristic method, to tackle in-domain/near-domain data curation. The meta information of video, such as video category and title, serves as informative indicator of semantic content in the video. For instance, in HowTo100M, 1.3% of data belongs to the pre-defined category of “Sports and Fitness”, and 40.9% belongs to “Food and Entertaining”. To leverage this given guidance, we design a host of heuristic rules to rely on video metadata for effective subset curation. For example, the video category of “Sports and Fitness” in source data is selected for downstream tasks in domain genre sports and human actions, and the video category of “Food and Entertaining” is selected for downstream domain genre cooking. We further shrink the candidate pool by constraining the source video title to contain at least one word that exists in the metadata of downstream video and have user-uploaded subtitles (roughly 10% of YouTube videos are accompanied with human-generated subtitles; the rest 90% are ASR-generated). In this way, we collect around 15K videos for sports and human actions and 15K for cooking (i.e., 1.2-1.3% of the original HowTo100M dataset).

#### Results on In-domain/Near-domain Tasks.

Results on adaptive pre-training with heuristic data curation are presented in Table 1, including in-domain data YouCook2 and

---

1. Note that for captioning on YouCook2, current evaluation diverges into two modes: micro-averaging and macro-averaging. Micro-averaging indicates that metric scores are averaged across all segments. Macro-averaging indicates that metric scores are first averaged within each (long) video and then averaged across the entire split. For completeness and fair comparison, we include both modes.

2. Subtitles for YouCook2 obtained from Azure Speech to Text Service.
Given a video from the source dataset $v_S^i$ and a video from the target dataset $v_T^j$, we define the similarity between
$v_S^i$ and $v_T^j$ as:

$$K_{ji} = \Phi(v_S^i, v_T^j),$$

where the output of the similarity function $\Phi$ is a scalar.

Since instructional videos usually consist of multiple scenes with varying appearances and activities, a single embedding vector for the entire video often fails to capture the rich semantics of the full video. We therefore decompose each video into clips, with the start and end timestamps determined either by subtitle boundaries, or uniform segmenting intervals, or manually-annotated event boundaries provided in the target datasets [72]. Let $Q$ be the number of clips in $v_S^i$ and $L$ be the number of clips in $v_T^j$. We project all the clips into the same embedding space using a pre-trained feature extractor to obtain an embedding vector of dimension $d$ for each clip (note that the feature vector does not necessarily have to be normalized to have $l_2$ norm equal to one). Thus, the final representation for
video \(v_S^i\) with clip embedding vectors stacked horizontally as a matrix \(M_S^i \in \mathbb{R}^{d \times Q}\). Similarly, \(v_T^j\) is represented as \(M_T^j \in \mathbb{R}^{d \times L}\). Eq. 1 is now computed as:

\[
K_{ji} = \text{Mean}\left((M_T^j)^\top M_S^i\right),
\]

where \text{Mean}\(\cdot\) performs an element-wise average on the input matrix. We also experiment with other trivial pooling strategies such as max pooling, which yields inferior empirical results. A similarity matrix \(K \in \mathbb{R}^{P \times N}\) can be constructed in this way, with \(K_{ji}\) representing the similarity score of the video pair \((v_S^i, v_T^j)\).

**Curation Strategies.** Two strategies are adopted to populate the curated video clips, given a pre-defined pre-training data capacity \(c\) (\(c\) varies from 1.2% to the full dataset; we experiment on its impact on downstream performance later in this section).

(i) **Averaged Similarity (Avg. Sim.).** We mean-pool the similarity matrix \(K\) by column to obtain the averaged similarity score between each source video and the entire target dataset. Videos with the top \(c\) values are selected. This filtering strategy relies on an overall “visual impression” of the target data.

(ii) **K-Nearest Neighbours (KNN).** For each row in \(K\), we select the top values according to a fixed number to ensure the total number of selected source videos is \(c\). This filtering strategy is instance-aware and requires more rigorous combing than curation by Avg. Sim. We observe in our experiments that this over-discrimination negatively impacts data diversity. As a trade-off, we loosen the constraint by first obtaining a pool 2-4x larger than the target \(c\), then randomly select \(c\) videos from this pool.

Note that each video clip is usually associated with either a subtitle or a human-annotated caption, so the same methodology is applicable to text embeddings or video-text embeddings. However, the accompanying text is not guaranteed (e.g., [33]) and is not discussed in this work.

**More Advanced Curation Strategies.** Inspired by incremental learning, where training samples are ranked by their difficulty and are learned in an incremental fashion, we propose a similar approach for data curation. We first rank each pre-training video according to their similarity to the downstream dataset by using the two aforementioned strategies. Then, the model is exposed to top \(c\) training samples in an incremental fashion, where \(c\) is decreasing throughout the training (e.g., from 200k to 15k). Despite the sophistication of this approach, we do not observe any significant empirical boost compared to other simpler methods. Therefore, we leave the discussion for the Appendix.

**Pre-processing and Pre-training.** Clip boundaries during video decomposition are defined as follows. For YouCook2, clip boundaries are determined by the ground-truth event segments from the corresponding training set. For HMDB51, which consist of much shorter videos, we uniformly divide a whole video into 20 windows. For TV and HowTo100M dataset, clips are determined by subtitle boundaries. For a fair comparison to all baseline methods, we preserve the same pre-training & fine-tuning strategy, hyper-parameters, and optimizers, unless otherwise specified in Section 4.3, to exclude factors other than the pre-training data itself. For all experiments in our work, the pre-training data is carefully filtered to exclude overlapping with any downstream data.

### Results on Out-of-domain Tasks

| Method          | Curated Data | TVR \(R@1\) | TVR \(R@10\) | TVQA \(R@1\) | TVQA \(R@10\) | TVQA Acc. |
|-----------------|--------------|-------------|-------------|--------------|--------------|-----------|
| HERO            | None         | 2.98        | 10.65       | 18.25        | 70.65        |           |
|                 | Random       | 5.20        | 24.54       | 74.35        |              |           |
| CUPID           | KNN          | 5.55        | 25.65       | 74.67        |              |           |
|                 | Avg. Sim.    | 5.55        | 25.73       | 74.92        |              |           |

Table 2. Results on out-of-domain tasks with our proposed SAP.

Table 3. Comparison between HAP and SAP on YouCook2 captioning.
Comparison Between HAP and SAP. We conduct experiments on the in-domain task YouCook2 captioning to put HAP and SAP in a side-by-side comparison (Table 3). To maintain a fair setting on pre-training data size $c$, we set $c = 15K$ in all methods to be consistent with the data size obtained from heuristic curation. Key observations are: Avg. Sim. works consistently the best across tasks; our best performing method Avg. Sim. brings 18-30% over random sampling baseline and 2-6% over HAP.

4.3. Comparison with SotA

Among the numerous video-language pre-training methods proposed recently, we adopt two competitive open-sourced models: HERO [38], which is reconstructive$^3$ and MIL-NCE [43], which is contrastive. On certain datasets (e.g., HMDB51), surprisingly, we observe that MIL-NCE severely underperforms its image counterpart CLIP pretrained on image-text corpora [47] (54.9 vs. 60.7 in accuracy), despite that the latter only takes in a single frame of each video. We therefore replace the S3D backbone from MIL-NCE with the Visual Transformer [14] in CLIP. We further make modifications to CLIP such that it can take in multi-frame input. We name this method CUPID-CLIP. CUPID-CLIP deploys the WebImageText (WIT) [47] pretrained ViT-B/32 as the backbone. To support multi-frame input, we sample frames from each video clip at a fixed frame rate (in our case, 16 frames at 5 fps, same as in MIL-NCE), patchify each frame into 32x32 patches, and then sequentially feed patches from each frame into the Transformer model. Note that the context input is now 16x longer compared to CLIP and the positional embedding needs to adjust accordingly. We initialize the positional embeddings for each frame separately from CLIP and finetune them during training such that the model can learn to leverage temporal positional information. During inference, we adopt the same strategy from MIL-NCE that aggregates clip embedding output from multiple windows to further boost the performance.

The aforementioned methods lean heavily towards understanding-based tasks, such as video QA and retrieval. To assess our proposed framework on generation-based tasks, there are few open-sourced solutions in the video domain. We resort to an alternative in the image domain, VLP [71], one of the best-performing methods on image captioning. We name our method CUPID-VLP. CUPID-VLP accepts segment-level features [43] extracted from uniformly divided video fragments, which empirically yields better results than frame-wise region proposal features in the original VLP. We sample 20 uniform windows in each video. For pre-training, the misalignment issue between video clip and ASR subtitle is pronounced when the clip is short. To alleviate this issue, we concatenate every 3 consecutive subtitles as one training sample.

A summary of downstream tasks, methods, and pre-training settings see Tab. 4.

Implementations Details. The batch size in CUPID-VLP is set to 300 and 256 for pre-training and fine-tuning. The learning rate is set to 2e-4 and 5e-5, respectively, after a light hyper-parameter search. We perform the pre-training for 30 epochs. For CUPID-CLIP, the model is optimized with the same contrastive loss from MIL-NCE, with batch size 160 and learning rate 1e-6 for 300 epochs. For HERO, the only change we made is adjusting the number of training steps. We set it to 300K steps only for pre-training experiments in Table 2 and 6. We finetune TVR for 10k vs. 5k in the paper, as we observed the latter does not always guarantee convergence. Our pre-training only takes 6 days vs. the original three weeks under the same hardware configuration. For MIL-NCE, compared to the original setting, we can fit at most a batch of 600 into a 8x 32GB V100 machine, versus 8192 from the original paper (with a massive 64 x 128GB Cloud TPU v3 cluster). On the other hand,

| Downstream Task | Domain       | Method       | Feature Extractor                        | Our Curated Pre-training                      |
|-----------------|--------------|--------------|-----------------------------------------|-----------------------------------------------|
| TVR and TVQA    | Out-of-domain| HERO         | ImageNet/Kinetics pre-trained           | 200k from HowTo100M and TV                     |
| HMDB51          | Near-domain  | CUPID-CLIP   | WIT [47] pre-trained backbone           | 15k from HowTo100M                             |
| YouCook2 captioning | In-domain  | CUPID-VLP    | HowTo100M pre-trained                   | 15k from HowTo100M                             |
| YouCook2 retrieval | In-domain | MIL-NCE      | HowTo100M pre-trained backbone          | 15k from HowTo100M                             |

Table 4. A summary of downstream tasks, domain genres, methods, and pre-training settings.

3HERO uses video-subtitle matching (VSM), so it is not strictly reconstructive. But considering that it is based on BERT, and MLM is its core objective, here we use it to represent “reconstructive” methods.
| Method         | Curated PT Data | Micro-Averaging | Macro-Averaging |
|---------------|----------------|-----------------|-----------------|
|               |                | B@3            | B@4            | M    | C    | B@3  | B@4  | M    | C    |
| Masked Trans. [73] | None           | 7.53           | 3.85           | 10.68 | 37.9 | -     | 1.42 | 11.20 | -    |
| VideoBERT [61]    | 312K videos    | 7.59           | 4.33           | 11.94 | 55.0 | -     | 1.79 | 10.80 | -    |
| ActBERT [74]      | Full 1200K HT100M | 8.66         | 5.41           | 13.30 | 65.0 | -     | -    | -     | -    |
| CUPID-VLP (Ours) | 15K HT100M     | **14.42**      | **9.34**       | **16.47** | **110.45** | **12.64** | **6.37** | **17.07** | **117.99** |

Table 5. Comparison of our method CUPID-VLP and SotA methods on YouCook2 video captioning. \(^1\)Erratum. Initially reported in [61] as 11.55 and rerun with the official coco-caption evaluation protocol.

| Method         | TVR          | TVQA         | YouCook2 Text-to-Video Retrieval | HMDB51 |
|---------------|--------------|--------------|----------------------------------|--------|
|               | R@1 R@10 | Acc. R@1 | R@5 R@10 | mR (↓) | Acc. | R@1 R@5 R@10 |
| SotA [38, 30, 43, 2] \(^1\) | 6.21 19.34 | 36.66 | 74.09 | 13.90 | 36.34 | 48.87 | 11 | **67.10** |
| MIL-NCE [43] (reproduced) \(^\ast\) | - - - - | - | - | 14.68 | 37.32 | 49.97 | 11 | 54.90 |
| + YouCook2 FT | - - - - | - | - | 15.80 | 40.34 | 54.10 | 8 | - |
| CUPID (ours)   | **7.09** 20.35 | **40.53** | **74.21** | **17.67** | **43.21** | **57.06** | 7 | **65.45** |

Table 6. Comparison of our method CUPID and SotA methods on TVQA, TVR, YouCook2 retrieval, and HMDB51. Results on TVQA and TVR are on the test-public set. Action recognition on HMDB51 is conducted with linear evaluation on the (public) test set. “FT” indicates fine-tuning. \(^\ast\)We re-evaluated MIL-NCE based on the public split. The numbers reported from the paper are based on a private smaller split and hence unfairly better. \(^\ast\)Our reproduced MIL-NCE results under the zero-shot setting. See text for details.

existing work [9] observes a positive correlation between batch size and performance for contrastive loss. To mitigate the performance degradation due to a smaller batch size, we propose a strategy called N\(^2\)-NCE that expands the negative set with weak negatives by always using all the mismatched pairs from the batch (the number of negatives is quadratic to the batch size; see Appendix for details).

**Evaluation Results.** Results on YouCook2 video captioning are shown in Tab. 5, all methods are benchmarked on the val set, as the test set is not publicly available. We exclude work such as [26, 27] that take in subtitles during inference as subtitles might not always be available. Our proposed method leads the current best model ActBERT by a wide margin and sets new state of the art. Since our method CUPID-VLP leverages a HowTo100M pre-trained feature extractor, it also showcases that general pre-training and our curated pre-training could be complementary.

For TVQA and TVR, we select the best model (Avg. Sim.) from our model validation (Tab. 2) to compare with SotA methods on the official test-public set. Results are shown in Table 6. On TVR, CUPID even outperforms the SotA model with full HowTo100M pre-training in [38] by 5-14% relatively, with significantly 80% fewer training data and 60% fewer training steps. On TVQA, CUPID outperforms both the base model HERO (test accuracy: 73.61) and the latest SotA method [30]. As of the date of submission, our method tops both TVR and TVQA leaderboard.

Next, we compares results on YouCook2 text-to-video retrieval, where the base model is MIL-NCE. We first want to draw attention to our reproduced MIL-NCE, where we adopt an improved inference strategy that samples the middle point of each video window, rather than the start [43]. This along with finetuning on YouCook2 brings up our base model a notch. CUPID further widens the gap between our method and the current SotA to 27% on R@1, 19% on R@5, 17% on R@10, all relatively. Note that we exclude results from concurrent unpublished work such as [20] because their val set only has 3.2k clips vs. ours from the public split with 3.4k clips. We are under an unfair disadvantage while still performing better (17.67 vs. 16.70 at R@1). Finally on HMDB51, our proposed method CUPID-CLIP is on par with the SotA method [2] which leverages more pre-training data and the extra audio modality. It demonstrates the effectiveness of curated video-language pre-training in improving standalone video representation, echoing the conclusion from general pre-training [43].

**5. Conclusion**

We propose a new adaptive pre-training approach with domain-focused data curation for video-and-language representation learning. From a probing study on pre-training transferability across video domains, we observe a clear domain gap between the source pre-training data and out-of-domain downstream data, which hinders source-to-target knowledge transfer and leads to inferior downstream performance. We propose an effective framework CUPID to bridge this domain gap by filtering and adapting source data to the target domain, which achieves new state of the art on various tasks across multiple domains.
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6. Appendix

6.1. Related Work

Here, we further review the downstream tasks including text-to-video retrieval, video question answering, and video captioning in terms of task types, objectives, and datasets.

Text-to-Video Retrieval. We categorize existing work on text-to-video retrieval into three types: Video Corpus Retrieval (VCR), Single Video Moment Retrieval (SVMR), and Video Corpus Moment Retrieval (VCMR). VCR is the most well-established task, where the goal is to retrieve a single video from a video corpus given a language query. Notable dataset examples serving this purpose include MSVD [8], MSR-VTT [67], and YouCook2 [72]. SVMR is proposed more recently by Hendricks et al. [26] and Gao et al. [17]. It retrieves a video moment (bounded by the start and end timestamps) from a given video that relates to the language query. DiDeMo [4], ActivityNet Captions [32], and Charades-STA [17] are among the benchmarks for this task. Finally, VCMR came even more recently from [15] and [37] which extends the searching scope of SVMR to the entire video corpus.

Video Question Answering. Overall, video question answering (VideoQA) addresses the video counterpart of the well-known VQA problem in the image domain [21]. Given a video reference and a query question, the model needs to answer the question in terms of multiple choices [69], natural language (for open-ended questions) [66], or fill-in-the-blank [51]. Depending on the duration of the video, VideoQA could target on short videos such as GIFs (e.g., TGIF-QA [28]), longer video clips (e.g., MSRVT-QA [66] and MovieQA [63]), or an entire YouTube video (e.g., ActivityNet-QA [70]). For long video contexts, sometimes a model needs to first ground the question to a related visual scene, before attempting the question (e.g., TVQA [36]).

Video Captioning. The aforementioned tasks are all understanding-based, aiming to understand the relationship between the visual modality and the language modality. For the sake of task diversity, we also consider a generation-based task: video captioning. The most standard video captioning task aims to describe a (short) video in a natural language sentence. Major benchmarks include MSVD [8], MPII-MD [49], M-VAD [64], and MSR-VTT [67]. When it comes to long videos, they often consist of multiple events with clear boundaries whose essence can hardly be captured by a single sentence. Therefore, there is a trend recently to first detect events out of a video and then render them into captions, or often called Dense Video Captioning. Representative datasets are ActivityNet Captions [32] and YouCook2 [72]. When event boundaries are provided beforehand, a task called video paragraph captioning is considered [68, 35].

Figure 4. Comparison between NCE and our NCE with augmented weak negatives ($N^2$-NCE). In this example, the batch size is 5 and each cell represents a video-text pair. The diagonal indicates positive pairs and all others are negatives. For the video-text pair marked with green “+”, in the original MIL-NCE, negatives are marked with red “-”. In our $N^2$-NCE, we further leverage the weak negatives (marked by blue “-”) to compensate our smaller batch size.

| Curation Data | B@3 | B@4 | M  | C  |
|---------------|-----|-----|----|----|
| 15K HT100M (Random) | 11.05 | 5.03 | 15.82 | 106.28 |
| 15K HT100M (Heuristic) | 12.16 | 5.85 | 16.67 | 113.51 |
| 15K HT100M (KNN) | 12.22 | 5.80 | 16.73 | 114.77 |
| 15K HT100M (Avg. Sim.) | 12.64 | 6.37 | 17.07 | 117.99 |

Table 7. Comparison between HAP and SAP on YouCook2 captioning.

6.2. Implementation Details

$N^2$-NCE. In MIL-NCE and CUPID-CLIP, to mitigate the performance degradation due to a smaller batch size (mentioned in Sec. 4.3 of the main paper), we propose a strategy called $N^2$-NCE. $N^2$-NCE expands the negative set with weak negatives by always using all the mismatched pairs from the batch (see Fig. 4). Hence, with the augmented weak negatives, we expand the negative set from linear w.r.t. the batch size to quadratic w.r.t. the batch size. We set the learning rate to $1e-4$. Training takes roughly a day for 300 epochs on a 8x 32GB V100 machine. We further finetune the model on the training set of YouCook2 for 30 epochs.

6.3. More Results

Comparison Between HAP and SAP. Results on “Macro-Averaging” are in Table 7, in addition to results from Table 3.

Data Curation with Incremental Learning. Under this setup, we uniformly distribute the total number of training steps to curated dataset with descending sizes $c = \{200K, 100K, 15K\}$. On TVR, the R@1/10/100 are 5.44, 16.69, and 25.08 respectively. On TVQA, the accuracy is 74.50. On both tasks, this method underperforms the simpler static strategy Avg. Sim.