Assessment of Region Economic Development on the Basis of Neural Network Model
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Abstract. The paper considers the possibility to use neural network modeling for assessing the economic development of regions exemplified by the Arctic region of the Russian Federation – Murmansk region. The paper presents assessing and reasoning of this usage, describes its opportunities and threats. The author analyzes four indicators as main economic characteristics: gross regional product, an amount of investments into the fixed capital, retail turnover, foreign trade turnover. The study shows which factors have the most significant effect on these characteristics and comments on the obtained results. The author describes methodology of building the model and checks it empirically. In order to assess the model more accurately, it includes autoregression elements, which allows estimating not only direct interaction, but monitoring possible temporary inertia. Assessment results based on neural network modeling are compared with the results obtained on the basis of ADL equations (autoregressive distributed lag model). Accuracy of the final calculations is analyzed with using the mean absolute percentage error (MAPE) in further preference to the model of neural networks.

1. Introduction

The world is changing. All spheres of science and technology undergo changes. More and more statistical data arise to describe in detail some processes and phenomena. More advanced methods of data aggregation, analysis and processing are expected to replace recently progressive methods and techniques. From year to year the amount of information shows a dramatic rise. In 2016 the total amount of the information retrieved and replicated by the humanity accounted for about 16 zettabytes, whereas by 2025 the information is anticipated to have reached 163 zettabytes, which is actually 10 times more. What is astonishing is that it will have happened within a decade. The shift to the Era of Big Data in the economy has occurred, and though it has almost been invisible for common people, it has affected significantly the methods of economic analysis. An increase in the amount of accessible information ensures econometric model building with higher accuracy, which leads to higher accuracy of forecasts and opportunities for point effects on elements of the economic sectors. However, despite all the advantages of this progress, there are disadvantages. Processing a great amount of information requires a substantial increase in the computing power, improved algorithms and maximum automation. The most cutting-edge technology in this area can truly be considered neural network modeling, as this approach can allow imitating the human activity with high tech devices. Neural network models based on the systematic study of big data arrays enable identifying econometric links at any levels in the most logical and effective way, considering these levels separately or as the combined models. The given paper exemplifies building and learning the neural network model of interaction between various economic sectors on the basis of links identified with the ADL-model, and its further independent development and comparison of calculational results in the learnt neural network and the classical ADL-model [1].
2. Indicators for building the general neural network model of region development

Economic development of any region can be characterized by indicators which specify factors according to various industries and sectors. In order to build the primary assessment model, which will identify main regularities and correlations, it is advisable to consider a maximum wide range of indicators as the analytical base. After the assessment most of these indicators will be excluded, due to their insignificance in relation to resulting variables. Initially, resulting from the logic of most economic significance of the region under consideration, a number of exogenous variables were selected.

Gross regional product as the main aggregate indicator of the region’s economic performance characterizes production of goods and services.

An amount of investments into the fixed capital is the most important driving force for the increase in production capacity and its economic growth. Undoubtedly, investments into the fixed capital contribute to more flexible and accurate regulation of product pricing, revenue increase, production structuring and innovating, which has a positive impact on the economic development.

Retail turnover. The cost of consumer goods sold to people fully characterizes the purchasing power of the population and shows a welfare rate of the population.

Foreign trade turnover is also one of the essential indicators which shows the potential of the region in terms of demand and supply for goods and services.

The model considered in the given paper as the analytical base is exemplified by the Arctic region of the Russian Federation – Murmansk region, with the array of input endogenous variables including 140 indicators for description of the region’s socio-economic development. After determining correlations and ratios for each of the exogenous indicators, it was revealed that most of them had an insignificant effect and could be excluded from the final form of the model. Therefore, the model includes the following factors: consumer price index, unemployment rate, natural growth rate, income per head, quantity of economically active population, retail turnover, industrial index, production index, agricultural index.

3. Literature review

Assessment of regions’ economic development is not a new issue in the modern economics; most researchers have suggested a variety of techniques for this assessment. A number of publications are devoted to development assessment on the basis of the quality approach and analysis of empirical statistical data without mathematical modeling. [2-7] If considering more global approaches, they are usually based on building regressive models or autoregressive distributed lag model (ADL-models). [8-16] These approaches can be visual from the standpoint of structure coherence of the built model and simplicity of calculations. However, in the area of big data the apparent simplicity turns into processing large arrays of data, which requires considerable temporal and calculational resources.

Principles of building models based on neural networks are considered by a number of scientists, especially in the area of IT and mathematical research. [17-18] However, problems of using the neural networking model for forecasting the economic development of regions are not touched upon in the literature, which makes the problem raised in this paper up-to-date.

4. Analytical technique of model building

The research methodology is based on the conventional understanding of the mathematical model of the neural network. The input data in the model are economic indicators, divided into endogenous and exogenous. The Dickey-Fuller test checks whether the time series are stationary. The test is aimed at finding a unit root in an autoregressive equation

\[ Y_t = \beta_0 + \beta_1 \cdot Y_{t-1} + e_t, \quad (1) \]

Where \( Y_t \) is a time series of the indicator under analysis, \( e_t \) is an error, and \( \beta \) are coefficients of the autoregressive equation.
If \(|\beta_1| < 1\), then the time series is stationary; if \(|\beta_1| = 1\), then the time series is not stationary, but the integrated series of the first order. In this case it is necessary to check whether the time series is cointegrated with Engle-Granger cointegration tests. This is related to requirements of the model to exclude the absence of interactions in the series in a long-term run. The method consists of two stages: 1) analysis of the DF-test (Dickey-Fuller test) to check stochastic properties of random deviations in the model:

\[ Y_t = \beta_0 + \beta_1 \cdot x_t + \cdots + e_t \]  

(2)  

2) analysis of the DW-test (Durbin-Watson test) to assess cointegration in time series.

\[ DW = \frac{\sum_{t=2}^{T} (e_t - e_{t-1})^2}{\sum_{t=1}^{T} e_t^2} \]  

(3)

where \( t \) is a value of the time series, \( T \) is a time lag, \( e_t \) shows random errors.

According to the criterion, it is assumed that autocorrelation is detected if the obtained statistical data are within the value between \( 4 - d_l < DW < 4 \) and \( 0 < DW < d_l \).

In addition, the research is based on the assumption about the linear form of potential interactions between variables. All possible non-linear interactions are excluded and regarded as insignificant for model building. The quality view of ADL-model represents a few related equations, each of which expresses one of the exogenous variables.

\[
\begin{align*}
    y_1^t &= f(y_{t-1}^k x_{t-1}^l) \\
    y_2^t &= f(y_{t-1}^k x_{t-1}^l) \\
    y_3^t &= f(y_{t-1}^k x_{t-1}^l) \\
    y_4^t &= f(y_{t-1}^k x_{t-1}^l)
\end{align*}
\]  

(4)

where \( y \) indicates exogenous variables, \( x \) indicates endogenous variables, \( k \) and \( l \) are ordinal numbers of variables, \( i \) is a lag value.

Firstly, on the basis of the collected statistics Pearson’s linear correlation values are defined.

\[
r_{xy} = \frac{n \sum_{t=1}^{T} x_t y_t - \sum_{t=1}^{T} x_t \sum_{t=1}^{T} y_t}{\sqrt{(n \sum_{t=1}^{T} x_t^2 - (\sum_{t=1}^{T} x_t)^2)(n \sum_{t=1}^{T} y_t^2 - (\sum_{t=1}^{T} y_t)^2)}}
\]  

(5)

where \( x \) and \( y \) are variables, the interaction of which has to be assessed.

Afterwards, Student’s t-test is used to assess significance of the obtained values. This allows determining a range of variables included in the equation, hereby excluding those endogenous variables which do not affect much exogenous variables, or their effect is non-linear. Furthermore, the extent of autocorrelation of the exogenous variables and cross-correlation are detected in order to specify formation of the autoregressive distributed lag model. Ultimately, the quantity view of the ADL-model is built. The quality structure of the ADL-model is the foundation for building the neural network model, with endogenous value settings as input values [19-20] and exogenous value settings as output values (fig. 1).
In order to train the neural network, it is necessary to create a final set of significant endogenous variables, similar to those which were components of the quantity ADL-model. In the process of iterations, values of the weights of the neural network will aim for the values of the ADL-model coefficients until they eventually coincide during some iteration. Hence the training of the neural network will be completed, it can be used as an independent calculation too. Furthermore, the forecast values of the trained neural network and the ADL-model will be checked and compared. The quality of the models is estimated using MAPE approach, i.e. by calculation and comparison of absolute percentage errors in forecasting.

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{Y_i - \tilde{Y}_i}{Y_i} \right|
\]

where \( Y_i \) is an actual value of the indicator, \( \tilde{Y}_i \) is an anticipated value.

### 5. Data and initial data analysis

Data preparation for further study includes two main stages:

1. upon defining the required variables, the data base has been formed in the form of tables;
2. numerical data were scaled in order to obtain more accurate results and to minimize calculation errors;
3. data were divided into endogenous and exogenous variables;
4. endogenous variables were divided into blocks to build homogeneous data sets;
5. variables underwent initial processing in compliance with requirements of the model.

Statistical data were collected within the 20-year period, from 1998 to 2017. The main resources of information were the following e-statistics resources: Federal State Statistics Service of the Russian Federation, [http://gsk.ru](http://gsk.ru); Euromonitor passport base, [http://www.euromonitor.com/](http://www.euromonitor.com/); WorldBankOpenData, [http://data.worldbank.org/](http://data.worldbank.org/).

### 6. Empirical test of the model

The obtained statistical data were analyzed to determine whether they were stationary or not. Most coefficients of autoregressive equations lay within the required range, being estimated from 0.12308 to 0.9976. The series which proved to be non-stationary were tested for cointegration. Endogenous and exogenous variables were tested to reveal whether they showed multicollinearity. As a result, several non-stationary non-cointegrated time series and several endogenous variables, due to their significant multicollinearity, were rejected. The final quality view of the model represents the following:

\[
\begin{align*}
  y_t^1 &= f(y_{t-1}^1 x_{t-5}^1 y_{t-1}^2 x_{t-1}^2 y_{t-1}^3 x_{t-1}^3 y_{t-1}^4 x_{t-1}^5) \\
  y_t^2 &= f(y_{t-1}^3 y_{t-1}^4 x_{t-1}^6 y_{t-1}^1) \\
  y_t^3 &= f(y_{t-1}^3 x_{t-1}^4 x_{t-1}^5) \\
  y_t^4 &= f(x_{t-1}^3 x_{t-1}^8 x_{t-1}^5 x_{t-1}^7 x_{t-1}^6 y_{t-1}^3 x_{t-1}^9)
\end{align*}
\]

Solving a set of equations, it is possible to determine coefficients.
\[
\begin{aligned}
y^1_t &= 0.75y^1_{t-1} + 1.58x^1_{t-5} + 0.69y^2_{t-1} - 2.62x^2_{t-1} - 0.12y^3_{t-1} + 1.77x^4_{t-1} - 0.47y^4_{t-1} + 0.02x^5_t \\
y^2_t &= 6.31y^3_{t-1} + 2.67y^4_{t-1} + 0.58x^6_t - 3.16y^1_{t-1} \\
y^3_t &= 3.13y^2_{t-1} - 4.01x^4_{t-1} - 0.11x^7_t \\
y^4_t &= 0.06x^3_{t-1} + 5.17x^8_t + 1.35x^5_t + 3.36x^7_t - 4.38x^6_t - 0.12y^3_{t-1} + 3.55x^9_{t-5}
\end{aligned}
\]

The obtained results were interpreted as the foundation of neural network training. It was built using the Python programming language. After 893 iterations calculation results of the two models coincided, the training was stopped. Further forecast results were received on the basis of the autoregressive distributed lag model (ADL) and the neural network model (NW) (table 1).

|       | Y1    | Y2       | Y3       | Y4     |
|-------|-------|----------|----------|--------|
| **ADL** | 2018  | 347190.00| 258.86   | 162689 | 219849.90 |
|       | 2019  | 394946.4 | 269.77   | 179699 | 242836.60 |
| **NW** | 2018  | 347269.85| 258.92   | 162726 | 219900.47 |
|       | 2019  | 395037.24| 269.832  | 179740 | 242892.45 |

Afterwards, using the error calculation method, the author estimated deviations.

\[
\text{MAPE}_{\text{ADL}} = 0.62 \\
\text{MAPE}_{\text{NW}} = 0.54
\]

The errors were almost similar, but the least significant was in the neural network model.

7. Results and conclusions

Analyzing the obtained results, it is possible to draw a number of conclusions. Firstly, the assumption about the opportunity to use a neural network model for estimating the economic development of the region has been valid; actually, such a model can contribute to solving this task. Secondly, the results of the calculated forecasts of the neural network model with sufficient training and the autoregressive distributed lag model (ADL) are quite similar. This can be explained by accurate model building and by the fact that at the training stage the neural network relies on the regularities resulted from the ADL-model. Therefore, it can be noted that in the present research the neural network model represents a new step in the evolution of regression modeling due to automation as at the stage of estimating significance of endogenous variables as at the stage of calculating weights (coefficients) of these variables. Thirdly, it is worth mentioning that the neural network can be trained on the basis of other, more complicated models. In particular, it comes to situations with possible non-linear interactions, which were not considered in this paper. Having an algorithm of building a neural network, we can easily suggest any model in the capacity of data for training, depending on goals and tasks of the study. This greatly simplifies quantity estimation in the field of regional economic development and provides rapid reliable forecasting in accordance with required parameters. Thus, an opportunity to receive up-to-date information contributes to more effective management of the region.

Specifying the particular economic significance of the built model, it can be claimed that out of 140 indicators, selected for characterizing the socio-economic development of Murmansk region, only 7 indicators showed an actual contribution, they are the following: consumer price index, unemployment rate, natural growth rate, per capita income, economically active population, retail turnover, industrial production index, agricultural production index.
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