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Abstract—Channel estimation is one of the main tasks in realizing practical intelligent reflecting surface-assisted multi-user communication (IRS-MUC) systems. However, different from traditional communication systems, an IRS-MUC system generally involves a cascaded channel with a sophisticated statistical distribution. In this case, the optimal minimum mean square error (MMSE) estimator requires the calculation of a multidimensional integration which is intractable to be implemented in practice. To further improve the channel estimation performance, in this paper, we model the channel estimation as a denoising problem and adopt a deep residual learning (DReL) approach to implicitly learn the residual noise for recovering the channel coefficients from the noisy pilot-based observations. To this end, we first develop a versatile DReL-based channel estimation framework where a deep residual network (DRN)-based MMSE estimator is derived in terms of Bayesian philosophy. As a realization of the developed DReL framework, a convolutional neural network (CNN)-based DRN (CDRN) is then proposed for channel estimation in IRS-MUC systems, in which a CNN denoising block equipped with an element-wise subtraction structure is specifically designed to exploit both the spatial features of the noisy channel matrices and the additive nature of the noise simultaneously. In particular, an explicit expression of the proposed CDRN is derived and analyzed in terms of Bayesian estimation to characterize its properties theoretically. Finally, simulation results demonstrate that the performance of the proposed method approaches that of the optimal MMSE estimator requiring the availability of the prior probability density function of channel.
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I. INTRODUCTION

RECENTLY, intelligent reflecting surface (IRS), which has the capability of shaping the wireless channels between the users and the base station (BS) to enhance the system performance, has been proposed as a promising technology for the future smart radio environment [2]–[6]. In particular, thanks to the development of advanced materials, a reconfigurable and passive metasurface made of electromagnetic materials has been introduced to design the IRS to make it deployable and sustainable in practice [7], [8]. Generally, an IRS is composed of a large number of passive reflecting elements while each element is reconfigurable and can be independently controlled to adapt its phase shift to the actual environment to alter the reflection of the incident signals. As such, by jointly adjusting the phase shifts of all the passive elements, a desirable reflection pattern can be obtained which establishes a favourable wireless channel to improve the transmission quality with a low system power consumption [9]–[11]. Based on this, an IRS can be adopted in communication systems to enhance the energy efficiency or the spectral efficiency of communication networks through passive beamforming techniques, i.e., designing an efficient configuration of phase shifts to improve the received signal-to-noise ratio (SNR) at the desired receivers [12]. Therefore, IRS-assisted communication systems and the related studies such as the network capacity or received SNR maximization [13], [14], the energy efficiency or spectral efficiency maximization [15], [16], and the IRS-assisted physical layer security [17], [18], etc., have drawn vast attention from both the academia and the industry.

In practice, the promised performance gain brought by an IRS relies on accurate channel state information (CSI) for beamforming. Yet, the aforementioned studies were conducted under the assumption of perfect knowledge of CSI, which
is usually not available. In fact, an indispensable task for realizing IRS-assisted communication systems is to perform accurate channel estimation. In contrast to the channel estimation in traditional systems, the IRS is passive and cannot perform training sequence transmission/reception or signal processing, i.e., the channel of IRS to user/BS is generally not available separately and only a cascaded channel of user-to-IRS-to-BS can be estimated. More importantly, the cascaded channel brings two main challenges to IRS-assisted communication systems which are listed as follows: (i) Limited channel estimation accuracy: Note that the cascaded user-to-IRS-to-BS channel does not follow the conventional Rayleigh fading model. In this case, the optimal minimum mean square error (MMSE) estimator involves a multidimensional integration which is overly computationally intensive for practical implementation. Meanwhile, the performance of the available linear MMSE (LMMSE) and least squares (LS) estimators still has a large gap compared with that of the optimal MMSE estimator. Thus, the channel estimation accuracy is unsatisfactory for practical IRS-assisted communication systems. (ii) Large channel estimation training overhead: The IRS generally consists of a large number of elements. Thus, the cascaded channel is with a high dimension and the corresponding channel estimation via conventional methods, e.g., the LS method and the LMMSE method, is computationally costly.

To overcome the challenge of limited channel estimation performance in IRS-assisted systems (i.e., challenge (ii)), a variety of effective algorithms and efficient schemes have been proposed recently. For example, in [19], a binary reflection controlled least squares (LS) channel estimation scheme was developed for single-user systems by switching on only one reflecting element of the IRS and switching off the rest reflecting elements for each time slot. In this case, the BS only receives interference from the direct link and does not receive any interference from the other reflection elements [20]. Thus, the BS can estimate the cascaded channel successively, which paves the way for the channel estimation in IRS-assisted systems. However, since the binary reflection scheme only active one element each time, only a small received SNR can be obtained at the BS for estimation. Besides, an exceeding long delay may introduce to the system if there is a large number of IRS elements. To further improve the received SNR and shorten the required time for channel estimation, [21] proposed to switch on all the reflecting elements of the IRS for each time slot. In particular, the authors proposed a discrete Fourier transform (DFT) training sequence-based minimum variance unbiased estimator which can achieve satisfactory estimation accuracy. Moreover, the authors in [22] developed two parallel factor (PARAFAC)-based methods where the LS estimator was first adopted to obtain coarse channel coefficients and then more accurate estimation results can be obtained through exploiting the least squares Khatri-Rao factorization and the bilinear estimation techniques. On the other hand, some initial attempts have been devoted to the design of efficient schemes to reduce the required training overhead of channel estimation (i.e., challenge (iii)). For instance, [23] and [24] developed a subsurface-based channel estimation scheme where the IRS is divided into several independent subsurfaces and each subsurface is composed of multiple adjacent reflecting elements applying one common phase shift. Hence, by adopting the sharing strategy, the training overhead is dramatically reduced. Besides, [25] introduced a cascaded channel estimation framework and proposed the related algorithm based on the sparse matrix factorization and the matrix completion. Moreover, [26] studied the channel estimation in IRS-aided multiple-input multiple-output (MIMO) systems. Specifically, the authors first formulated the channel estimation as a problem of recovering a sparse channel matrix and then proposed a compressed sensing-based scheme to explore the sparsity of the cascaded channel. Also, in [27] and [28], the authors investigated the application of an IRS to a multi-user system and developed a three-phase channel estimation framework to shorten the required time duration for channel estimation by exploiting the redundancy in the reflecting channels of different users. Different from the previous works, [29] developed a novel IRS architecture equipped with a single active radio frequency (RF) chain for channel estimation at the IRS side, which further shortens the training overhead. However, despite the significant research efforts devoted in the aforementioned literature, the problem of limited channel estimation performance in (i) has not been well addressed, thus an effective and practical algorithm which can further improve the estimation accuracy is expected.

Recently, in contrast to the traditional model-driven approaches, data-driven deep learning (DL) techniques [30]–[32] have proved their effectiveness in IRS-assisted communication systems, such as the DL-based passive beamforming design [33]–[36], the deep reinforcement learning (DRL)-based phase shift optimization [37], and the DRL-based secure wireless communications for IRS-MUC systems [38]. Although these DL-based methods are promising, they still require the availability of perfect CSI for implementation in IRS-assisted systems. Note that the channel estimation problem is essentially a denoising problem. In particular, the DL technique, especially the deep residual learning (DReL) which adopts a deep residual network (DRN) to improve the network performance and accelerate the network training speed, has been recognized by its powerful capability in denoising in various research areas [39]–[41]. Motivated by these facts, in this paper, we focus on IRS-assisted multi-user communication (IRS-MUC) systems and adopt a DReL approach to intelligently exploit the channel features to further improve the channel estimation accuracy. Note that different from the existing work in [33] where the IRS requires the installation of additional active channel sensors, our work focuses on a general IRS without deploying any active sensors to address the challenging channel estimation problem in IRS-assisted communication systems. Besides, in contrast to the MMSE channel estimation [42]–[44], our proposed method adopts the LS-based channel estimation value as the initial coarse estimated value, models the channel estimation as a denoising problem, and exploits the neural network to design a denoiser.
Thus, our proposed method is model-free and does not require any prior statistical information. The main contributions of this work are listed as follows:

(1) In contrast to existing channel estimation methods, e.g., [19], [21]–[28], [42]–[44], we model the channel estimation problem in IRS-MUC systems as a denoising problem and develop a DReL-based channel estimation framework which adopts a DRN to implicitly learn the residual noise for recovering the channel coefficients from the noisy pilot-based observations. Specifically, according to the MMSE criterion, a DRN-based MMSE (DRN-MMSE) estimator is derived in terms of Bayesian philosophy which enables the design of an efficient estimator.

(2) To realize the developed framework, we adopt a convolutional neural network (CNN) to facilitate the DReL and propose a CNN-based DRN (CDRN) for channel estimation, in which a CNN-based denoising block with an element-wise subtraction structure is specifically designed to exploit both the spatial features of the noisy channel matrices and the additive nature of the noise simultaneously. Inheriting from the superiorities of CNN and DReL in feature extraction and denoising, the proposed CDRN method could further improve the estimation accuracy.

(3) Although it is generally intractable to analyze the performance of a neural network, we formulate the proposed CDRN as a mathematical function and derive an explicit expression of the proposed CDRN estimator to explain the mechanism of the proposed algorithm theoretically, which proves that the proposed CDRN estimator can achieve the same performance as that of the LMMSE estimator.

(4) Extensive simulations have been conducted to verify the efficiency of the proposed method in terms of the impacts of SNR and channel size on normalized MSE (NMSE), respectively. Additionally, visualizations of the proposed CDRN are also provided to illustrate the denoising process. Our results show that the performance of the proposed method approaches that of the optimal MMSE estimator requiring the computation of a prior probability density function (PDF) of cascaded channel.

The reminder of our paper is organized as follows. Section II introduces the system model of the IRS-MUC system and derives the optimal MMSE estimator, the LMMSE estimator, and the LS estimator as benchmarks. In Section III, we model the channel estimation as a denoising problem and develop a versatile DReL-based channel estimation framework. As a realization of the developed framework, a CDRN architecture and a CDRN-based channel estimation algorithm are designed in Section IV. Extensive simulation results are provided in Section V to verify the effectiveness of the proposed scheme, and finally Section VI concludes the work of this paper.

Note that this paper mainly focuses on improving the estimation accuracy of CSI, but not on reducing the training overhead. As such, the proposed method in this paper adopts the LS-based channel estimation value as the network input and exploits a neural network to further improve the estimation accuracy. In this case, the training overhead of our proposed method comes from the LS method which can be addressed by adopting the low overhead grouping scheme for IRS elements [23], [24].

---

**II. System Model**

In this paper, we consider an IRS-MUC system adopting the time division duplex (TDD) protocol, which consists of one base station (BS), one IRS, and $K$ users, as shown in Fig. 1. The BS is equipped with an $M$-element antenna array and $N$ passive reflecting elements are installed at the IRS to assist the BS to serve the $K$ single-antenna users. By joint beamforming design at both the BS and the IRS, the throughput of the IRS-MUC system could be further enhanced. However, the downlink beamforming design critically depends on the availability of accurate CSI. Due to the property of channel reciprocity in TDD systems, the downlink CSI could be acquired from the uplink channel estimation in the IRS-MUC system. The uplink system model is illustrated in Fig. 1, where $U_k$, $k \in \{1, 2, \ldots, K\}$, denotes the $k$-th user. The channels of the $U_k$-BS link, the $U_k$-IRS link, and the IRS-BS link are represented by $d_k \in \mathbb{C}^{M \times 1}$, $f_k \in \mathbb{C}^{N \times 1}$, and $G \in \mathbb{C}^{M \times N}$, respectively. The reflecting link $U_k$-IRS-BS can be regarded as a dyadic backscatter channel [2], [7], where each element at IRS combines all the arriving signals and re-scatters them to the BS behaving as a single point source. Denote $\mathbf{R} = \text{diag}(\mathbf{r}) \in \mathbb{C}^{N \times N}$ with $\mathbf{r} = [\beta e^{j\varphi_1}, \beta e^{j\varphi_2}, \ldots, \beta e^{j\varphi_N}]^T$ as the phase-shift matrix, where $0 \leq \varphi_n \leq 2\pi$ are the amplitude and the phase shift at the $n$-th, $n \in \{1, 2, \ldots, N\}$, element of IRS, respectively. The channel response from $U_k$ to the BS via the IRS can be expressed as $\mathbf{GRf}_k \in \mathbb{C}^{M \times 1}$. In this
case, the channel response of the reflecting link \( U_k \)-IRS-BS can be altered through adjusting the phase-shift matrix \( R \) at the IRS. Since it is obvious that \( \text{diag}(r)f_k = \text{diag}(f_k)r \), the channel of reflecting link \( U_k \)-IRS-BS can be expressed as \( G\text{diag}(r)f_k = G\text{diag}(f_k)r \). Therefore, the objective of the uplink channel estimation is to estimate

\[
H_k = [d_k, B_k] \in \mathbb{C}^{M \times (N+1)}, \quad \forall k,
\]

where

\[
B_k = G\text{diag}(f_k) \in \mathbb{C}^{M \times N}, \quad \forall k,
\]

is a cascaded channel. Therefore, the downlink channels can be obtained by the conjugate transpose of the uplink channels via exploiting the channel reciprocity in TDD systems.

Based on these, we then develop a channel estimation protocol for the considered IRS-MUC system. As shown in Fig. 2, each frame in the data stream has an identical frame structure which consists of a channel estimation phase and a data transmission phase. In this paper, we mainly focus on the channel estimation phase to estimate \( H_k \) as defined in (1). In the channel estimation phase, the IRS generates different reflection patterns through \( C \) different phase-shift matrices, denoted by

\[
A = [R_1, R_2, \ldots, R_C]^T.
\]

Here, \( R_c = \text{diag}(r_c) \) is the \( c \)-th, \( c \in \{1, 2, \ldots, C\} \), phase-shift matrix with \( r_c = [\beta_c e^{j\varphi_{c,1}}, \beta_c e^{j\varphi_{c,2}}, \ldots, \beta_c e^{j\varphi_{c,N}}] \), where \( \beta_c \in [0, 1] \) and \( 0 \leq \varphi_{c,n} \leq 2\pi \) are the amplitude and the phase shift at the \( n \)-th element of the IRS under the \( c \)-th phase-shift matrix, respectively. In addition, \( K \) orthogonal pilot sequences are adopted to distinguish different users, i.e., for \( U_k \), \( \forall k \), a pilot sequence with a length of \( L \), \( L \geq K \), is adopted for each IRS phase-shift matrix, denoted by \( u_k = [u_{k,1}, u_{k,2}, \ldots, u_{k,L}]^T \) with \( u_k^H u_k = \mathcal{P}L \) and \( u_k^H u_a = 0 \), where \( \mathcal{P} \) is the power of each user, \( a, b \in \{1, 2, \ldots, K\} \), and \( a \neq b \). According to Fig. 2, the channel estimation phase consists of \( C \) sub-frames and each sub-frame consists of \( L \) pilot symbols. For the IRS, the phase-shift matrix keeps unchanged within one sub-frame and it switches to different phase-shift matrices for different sub-frames. As for the \( k \)-th user, \( U_k \), \( \forall k \), it sends its identity pilot sequence \( u_k \) in each sub-frame. Therefore, the \( l \)-th, \( l \in \{1, 2, \ldots, L\} \), received pilot signal vector at the BS in the \( c \)-th sub-frame can be expressed as

\[
s_{c,l} = \sum_{k=1}^{K}(d_k + G\text{diag}(r_c)f_k)u_{k,l} + v_{c,l}
\]

\[
= \sum_{k=1}^{K}H_k p_c u_{k,l} + v_{c,l}.
\]

Here, \( H_k \) is the channel matrix needed to be estimated as defined in (1) and \( p_c = [1, r_c]^T \in \mathbb{C}^{(N+1) \times 1} \). Equation (5) is due to the property of \( \text{diag}(r_c)f_k = \text{diag}(f_k)r_c \). In addition, \( v_{c,l} \in \mathbb{C}^{M \times 1} \) is the \( l \)-th sampling noise vector at the BS in the \( c \)-th sub-frame. Generally, \( v_{c,l} \) is assumed to be a CSCG random vector, i.e., \( v_{c,l} \sim \mathcal{C}\mathcal{N}(0, \sigma^2_v I_M) \), where \( \sigma^2_v \) denotes the noise variance of each antenna at the BS. Stacking the \( L \) received pilot signal vectors at the BS during the \( c \)-th sub-frame into a matrix form:

\[
S_c = \sum_{k=1}^{K}H_k p_c u_k^H + V_c,
\]

where \( S_c = [s_{c,1}, s_{c,2}, \ldots, s_{c,L}] \) and \( V_c = [v_{c,1}, v_{c,2}, \ldots, v_{c,L}] \). Since the pilot sequences of each two users are orthogonal, the received signal from \( U_k \) can be separated by multiplying a sequence \( u_k \) with \( S_c \), i.e.,

\[
x_{c,k} = H_k p_c + z_{c,k}.
\]

Here, \( x_{c,k} = \frac{1}{\sqrt{L}}S_c u_k \in \mathbb{C}^{M \times 1} \) is the received signal vector at the BS from \( U_k \) within the \( c \)-th sub-frame. \( z_{c,k} = \frac{1}{\sqrt{L}}V_c u_k \in \mathbb{C}^{M \times 1} \) with \( z_{c,k} \sim \mathcal{C}\mathcal{N}(0, \sigma^2_z I_M) \), where \( \sigma^2_z \) is the variance of each element of \( z_{c,k} \). Based on this and after \( C \) sub-frames, we can then obtain the matrix form of (7):

\[
X_k = [x_{1,k}, x_{2,k}, \ldots, x_{C,k}] \text{ which can be expressed as}
\]

\[
X_k = H_k P + Z_k,
\]

where \( P = [p_1, p_2, \ldots, p_C] \in \mathbb{C}^{(N+1) \times C} \) with \( p_c = [1, r_c]^T \) as defined in (5) and \( Z_k = [z_{1,k}, z_{2,k}, \ldots, z_{C,k}] \in \mathbb{C}^{M \times C} \).

According to [21], an optimal scheme of \( P \) in terms of improving received signal power at the BS is to design \( P \) as a discrete Fourier transform (DFT), i.e.,

\[
P = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
1 & W_C & \cdots & W_C^{C-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & W_C^N & \cdots & W_C^{N(C-1)}
\end{bmatrix} \in \mathbb{C}^{(N+1) \times C},
\]

where \( W_C = e^{2\pi i/C} \) and \( PP^H = C I_{N+1} \). The \( C \) different phase-shift matrices \( A = [R_1, R_2, \ldots, R_C]^T \) defined in (3) are based on \( P \) in (9).

Therefore, the task of channel estimation in IRS-MUC is to recover \( H_k \), \( \forall k \), by exploiting \( X_k \) and \( P \). Based on the models in (8) and (9), we then first introduce three commonly adopted methods as three benchmarks, namely the LS method, the MMSE method, and the LMMSE method.

A. LS Channel Estimator

According to [45], the estimated \( H_k \) using LS estimator is given by

\[
\hat{H}_k^{LS} = X_k P^H,
\]

where \( P^H = (PP^H)^{-1} \) denotes the pseudoinverse of \( P \).
B. MMSE Channel Estimator

Different from the LS method where \( H_k \) is assumed to be an unknown but deterministic constant, the Bayesian approach assumes that \( H_k \) is a random variable with a prior PDF \( p(H_k) \). Therefore, the Bayesian approach can take advantage of prior knowledge to further improve the estimation accuracy. According to [46], the optimal Bayesian estimator is the MMSE estimator which can be expressed as

\[
\hat{H}_k^{\text{MMSE}} = \mathbb{E}[H_k|X_k] = \int H_k p(H_k|X_k) dH_k, \tag{11}
\]

where \( p(H_k|X_k) = \frac{p(X_k|H_k)p(H_k)}{\int p(X_k|H_k)p(H_k) dH_k} \) is the posterior PDF and \( p(X_k|H_k) \) is the conditional PDF.

C. LMMSE Channel Estimator

Note that the optimal MMSE estimator in (11) is computationally intensive to be implemented in practice when the channel distribution is complicated. Thus, the LMMSE estimator can be selected as a more practical approach with a simple explicit expression\(^2\) [46]:

\[
\tilde{H}_k^{\text{LMMSE}} = X_k (P^H R_{H_k} P + M \sigma^2 I_C)^{-1} P^H R_{H_k}, \tag{12}
\]

where \( R_{H_k} = \mathbb{E}(H_k^H H_k) \) denotes the statistical channel correlation matrix [45].

Note that the LS estimator requires no prior knowledge of channel and is widely used in practice. If the channel follows the Rayleigh fading model and the statistical channel correlation matrix is available, the optimal MMSE estimator is equivalent to the LMMSE estimator [46] and it can be adopted to capture the statistical characteristics of the channel to further improve the estimation performance. However, for IRS-MUC systems, \( H_k \) includes a cascaded channel which generally does not follow the Rayleigh fading model. In this case, the optimal MMSE estimator involves the calculation of a multidimensional integration and thus it is intractable to be implemented in practice due to its intensive computational cost. Meanwhile, the LMMSE estimator still has a performance gap compared with the optimal MMSE estimator [46].

To further improve the estimation performance, in the next section, we will still retain the MSE criterion but adopt a data driven DL approach to design a practical channel estimation method, i.e., a DReL-based channel estimation scheme.

III. DEEP RESIDUAL LEARNING-BASED CHANNEL ESTIMATION FRAMEWORK

Note that the additive noise in the system model is a key obstruction for recovering the channel coefficients. In this section, we first model the channel estimation as a denoising problem and then develop a DReL-based framework to learn the residual noise from the noisy observations for paving the way in recovering the channel coefficients. In the developed DReL framework, a DRN with a subtraction architecture is designed to exploit both the features of received observations and the additive nature of the noise to further improve the estimation performance. In the following, we will introduce the derived denoising model and the developed DReL-based channel estimation framework, respectively.

A. Denoising Model for Channel Estimation

Since a salient feature of the LS estimator is that it does not require any statistical characterization of the data, it is widely adopted in practice due to its convenience of implementation. According to (10), the estimation error of the LS estimator is [45]

\[
\varepsilon_{\text{LS}} = E(\|\tilde{H}_k - \tilde{H}_k^{\text{LS}}\|^2_F) = M \sigma^2 \text{tr}(P P^H)^{-1} = \frac{M \sigma^2}{(N + 1) C} \tag{13}
\]

It can be observed that \( \varepsilon_{\text{LS}} \) is essentially a function of the noise power and its value decreases with the increase of \( C \).

Therefore, if we exploit the LS-based channel estimation value as the initial coarse estimated value, then the channel estimation in the IRS-MUC system can be regarded as a denoising problem: recovering \( H_k \) from a noisy observation

\[
\tilde{X}_k = H_k + \tilde{Z}_k, \tag{14}
\]

where \( \tilde{X}_k = X_k P^\dagger \in \mathbb{C}^{M \times (N+1)} \) is the noisy observation based on the LS estimator and \( \tilde{Z}_k = Z_k P^\dagger \in \mathbb{C}^{M \times (N+1)} \) denotes the noise component. According to (14), \( H_k \) includes a cascaded channel \( B_k \) of which the prior PDF is not a Gaussian PDF, thus, the data model in (14) is not a Bayesian general linear model [46]. In this case, it is intractable to derive a Bayesian estimator with an explicit expression as the one adopted in the model driven approach. In contrast, we will adopt a data-driven approach to develop a DReL-based channel estimation framework for IRS-MUC systems in the following section.

B. The Developed DReL-Based Channel Estimation Framework

Based on the denoising model, we develop a DReL-based channel estimation framework which consists of an offline training phase and an online estimation phase, as shown in Fig. 3. In the offline training phase, a DRN training process is operated to obtain a well-trained DRN, i.e., the DRN-based channel estimator. For the online estimation phase, the test data is sent to the well-trained DRN to obtain the estimated channel coefficients directly. In the following, we will introduce the phases of offline training and online estimation, respectively.

1) Offline Training: Denote by

\[
(\mathcal{X}, \mathcal{H}) = \{(X_k^{(1)} , H_k^{(1)}), (X_k^{(2)} , H_k^{(2)}), \cdots , (X_k^{(N_t)} , H_k^{(N_t)})\} \tag{15}
\]
Based on the raw training set, where \(X^{(i)}_k\) and \(H^{(i)}_k\) are the input and the ground truth of the \(i\)-th, \(i \in \{1, 2, \ldots, N_t\}\), training example, respectively. To obtain the coarse estimated channel coefficients as defined in the denoising problem of (14), we then send \((\hat{X}, \mathcal{H})\) to the LS estimator in (10) and obtain the LS-based training set:

\[
(\hat{X}, \mathcal{H}) = \{(\hat{X}^{(1)}_k, H^{(1)}_k), (\hat{X}^{(2)}_k, H^{(2)}_k), \ldots, (\hat{X}^{(N_t)}_k, H^{(N_t)}_k)\},
\]

(16)

where \((\hat{X}^{(i)}_k, H^{(i)}_k)\) is the \(i\)-th training example of \((\hat{X}, \mathcal{H})\). According to Fig. 3, \((\hat{X}, \mathcal{H})\) is then sent to DRN for training. The DRN consists of a DNN and an element-wise subtraction operator between the DNN input and the DNN output. Note that the DNN can be any kind of neural networks, e.g., multi-layer perceptron [48], CNN [49], etc. Denote by \(\hat{f}_\theta()\) the expression of the DNN where \(\theta\) denotes the total parameters of DNN, the output of the DRN can be expressed as

\[
O = \hat{f}_\theta(A) = A - \hat{f}_\theta(A),
\]

(17)

where \(A\) and \(O\) are the input and output of DRN, and \(\hat{f}_\theta()\) denotes the expression of DRN.

In the following, we select the cost function for DRN training. According to the MMSE criterion, the optimal MMSE estimator is derived by minimizing the Bayesian MSE, i.e.,

\[
B_{\text{MSE}} = E[\|\hat{H}_k - H_k\|_F^2],
\]

(18)

where \(\hat{H}_k\) and \(H_k\) denote the estimated channel matrix and the ground truth of the channel matrix. To achieve the optimal performance, an intuitive selection of the cost function is the Bayesian MSE expression. However, the number of training examples is finite in practice and thus the statistical Bayesian MSE is not available and only the empirical MSE can be adopted which is defined as

\[
E_{\text{MSE}}(N_t) = \frac{1}{2N_t} \sum_{i=1}^{N_t} \|\hat{H}^{(i)}_k - H^{(i)}_k\|_F^2.
\]

(19)

where \(\hat{H}^{(i)}_k = \hat{f}_\theta(\hat{X}^{(i)}_k)\) is the \(i\)-th estimated channel matrix based on \(\hat{X}^{(i)}_k\) by the DRN. In this case, we can only select the empirical MSE as the cost function which can be expressed as

\[
J_{\text{MSE}}(\hat{\theta}) = \frac{1}{2N_t} \sum_{i=1}^{N_t} \|\hat{f}_\theta(\hat{X}^{(i)}_k) - H^{(i)}_k\|_F^2.
\]

(20)

Based on this, the DRN can adopt the backpropagation (BP) algorithm to obtain a well-trained DRN by progressively updating the network parameters. Therefore, the well-trained DRN, i.e., the DRN-based MMSE (DRN-MMSE) estimator can be expressed as

\[
\hat{H}^{\text{DRN}}_k = \hat{f}_\theta(\hat{X}_k),
\]

(21)

where \(\hat{X}_k\) represents an arbitrary LS-based input and \(\theta^*\) denotes the well-trained network parameters by minimizing \(J_{\text{MSE}}(\hat{\theta})\).

For further understanding, we then analyze the performance of the DRN-based estimator in terms of Bayesian philosophy. As shown in Fig. 4, there are two approaches to design the MMSE estimator: model driven approach and data driven approach. Traditionally, given a prior PDF, the MMSE estimator can be derived by minimizing the Bayesian MSE in a model driven manner. However, for the cascaded channel, it is intractable to implement the MMSE estimator due to a lack of...
closed-form expression and the associated high-cost in computation. Alternatively, the proposed DRN-MMSE estimator is obtained by minimizing the empirical MSE based on the training set in a data driven approach. Note that it is obvious that

$$\lim_{N_t \to \infty} E_{\text{mse}}(N_t) = \lim_{N_t \to \infty} \frac{1}{2N_t} \sum_{i=1}^{N_t} \| \mathbf{H}^{(i)}_k - \mathbf{H}^{(i)}_k \|_F^2 = B_{\text{mse}}. \quad (22)$$

Hence, the DRN estimator converges to the MMSE estimator when $N_t \to \infty$. As a summary, the DRN estimator is a data driven approach by minimizing the empirical MSE based on a training set while the optimal MMSE is a model driven approach by minimizing Bayesian MSE based on a prior PDF. In particular, the performance of the DRN estimator converges to the optimal MMSE estimator when the training set is sufficiently large. Next, we will introduce the online estimation phase of the developed framework.

2) **Online Estimation:** Given the test data $\mathbf{X}_k$, we first adopt the LS estimator to obtain the initial coarse channel estimation $\hat{\mathbf{X}}_k \mathbf{P}^\dagger$ and then send it to the well-trained DRN to operate the channel estimation, as shown in Fig. 3. Finally, the estimated channel coefficients by the proposed DRN estimator can be expressed as

$$\hat{\mathbf{H}}_{l}^{\text{DRN}} = f_{\theta^*}(\hat{\mathbf{X}} \mathbf{P}^\dagger) = \hat{\mathbf{X}} \mathbf{P}^\dagger - f_{\theta^*}(\hat{\mathbf{X}} \mathbf{P}^\dagger). \quad (23)$$

**Remark 1:** Note that the DRN in the developed DReL framework can be realized by any kind of DNN architecture, e.g., the dense neural network [48] and the CNN [31]. Therefore, the developed DReL based channel estimation framework is a universal channel estimation framework which can strike a balance between system performance and computational complexity via the selection of DRN. Specifically, the DRN makes the best use of the DNN with an element-subtraction operator to exploit both the channel features and additive nature of noise to further improve the channel estimation performance for IRS-MUC systems.

IV. **CNN-BASED DEEP RESIDUAL NETWORK FOR CHANNEL ESTIMATION**

In this section, we introduce a practical approach for implementing the developed DReL framework via a CNN. Note that CNN has powerful capability in extracting features from the noisy observation matrices, meanwhile the subtraction structure of DReL contributes to exploiting the additive nature of the noise [39]–[41]. Therefore, we adopt a CNN to facilitate the application of DReL, resulting a CDRN for channel estimation. In the following, we will introduce the CDRN architecture and the CDRN-based channel estimation algorithm, respectively.

A. **CDRN Architecture**

As shown in Fig. 5, the CDRN consists of one input layer, $D$ denoising blocks, and one output layer. The denoising block utilizes the CNN with a subtraction structure to learn the residual noise from the noisy channel matrix for denoising. In addition, considering the channel matrix is a complex-valued matrix, we divide the input into two different parts:

---

**Table I**

**Hyperparameters of the Proposed CDRN**

| Input: | | | |
|---|---|---|---|
| Noisy channel matrix with the size of $M \times (N+1) \times 2$ | | | |

**Denoising Block:**

| Layers | Operations | Filter Size |
|---|---|---|
| 1 | Conv + BN + ReLU | $64 \times (3 \times 3 \times 2)$ |
| $2 \sim N_t - 1$ | Conv + BN + ReLU | $64 \times (3 \times 3 \times 64)$ |
| $N_t$ | Conv | $2 \times (3 \times 3 \times 64)$ |

**Output:**

Denoised channel matrix with the size of $M \times (N+1) \times 2$

the real part and the imaginary part for the convenience of extracting features\(^3\). The hyperparameters of CDRN are summarized in Table I and the details of each layer of CDRN are introduced as follows.

1) **Input Layer:** To extract features from the complex-valued noisy channel matrix, it is necessary to adopt two neural network channels for the real part and imaginary part of the noisy channel matrix, respectively. Thus, the input layer can be expressed as

$$\mathbf{A} = \mathcal{F}(\{\text{Re}\{\mathbf{X}_k^{(i)}\}, \text{Im}\{\mathbf{X}_k^{(i)}\}\}), \quad (24)$$

where $\mathbf{A} \in \mathbb{R}^{M \times (N+1) \times 2}$ is the input of CDRN, $\mathcal{F}() : \mathbb{R}^{M \times (N+1) \times 2} \mapsto \mathbb{R}^{M \times (N+1) \times 2}$ represents the mapping function, and $\mathbf{X}_k^{(i)}$ is the LS-based input from an arbitrary training example.

2) **Denoising Blocks:** In CDRN, we adopt $D$ denoising blocks to gradually enhance the denoising performance and all denoising blocks have an identical structure. Specifically, a denoising block consists of a residual subnetwork and an element-wise subtraction operator, as depicted in Fig. 5. The residual subnetwork of each denoising block has $N_t$ layers. For the first $N_t - 1$ layers, the “Conv + BN + ReLU” operations denoted by the green arrows are adopted for each of the first $N_t - 1$ layers. The convolution (Conv) operation and the rectified linear unit (ReLU) are adopted together to exploit the spatial features of the channel matrix. To improve the stability of the network and to accelerate the training speed of CDRN, a batch normalization (BN) [51] is added between Conv and ReLU. For the last layer, a convolution operation denoted by the yellow arrows is finally adopted to obtain the residual noise matrix for the subsequent element-wise subtraction. Since the noise in the received signals is of additive nature, an element-wise subtraction is added between the input and the output of the residual subnetwork to obtain the denoised channel matrix.

Denote by $\mathcal{R}_{\theta_d}(\cdot)$ the function expression of the $d$-th, $d \in \{1, 2, \cdots, D\}$, residual subnetwork where $\theta_d$ is the network parameters. The $d$-th denoising block can be expressed as

$$\mathbf{A}_d = \mathbf{A}_{d-1} - \mathcal{R}_{\theta_d}(\mathbf{A}_{d-1}), \quad \forall d, \quad (25)$$

where $\mathbf{A}_0 = \mathbf{A}$, $\mathbf{A}_{d-1}$ and $\mathbf{A}_d$ are the input and the output of the $d$-th denoising block, respectively.

\(^3\)Since the real part and the imaginary part of the input channel matrix are generally orthogonal [50], we divide the neural network input into two independent parts and adopt the real-valued convolution to exploit features from the real part and the imaginary part of channel matrix, respectively.
3) **Output Layer**: The output layer is the denoised channel matrix based on \( D \) denoising blocks, i.e., the output of the \( D \)-th denoising block:

\[
A_D = A_{D-1} - \mathcal{R}_{\theta_d}(A_{D-1}).
\]

According to (25) and (26), the output of the CDRN can be finally expressed as

\[
g_\theta(A) = A - \sum_{d=1}^{D} \mathcal{R}_{\theta_d}(A_{d-1}),
\]

where \( g_\theta(\cdot) \) denotes the function expression of CDRN with parameters \( \theta = [\theta_1, \theta_2, \cdots, \theta_D] \) and \( \sum_{d=1}^{D} \mathcal{R}_{\theta_d}(A_{d-1}) \) represents the residual noise component. Therefore, the denoised channel matrix is the result of the element-wise subtraction between the noisy channel matrix \( A \) and the residual noise component \( \sum_{d=1}^{D} \mathcal{R}_{\theta_d}(A_{d-1}) \).

**Remark 2**: Note that the neural network is of powerful scalability [48]. Although the channel size changes with the settings of the IRS-MUC systems, the proposed CDRN architecture is still scalable and can be easily extended to different shapes accordingly, as will be shown in the simulation results of Section V.

### B. CDRN-Based Channel Estimation Algorithm

Based on the designed CDRN, we apply it to the developed DReL framework and propose a CDRN-based channel estimation algorithm, as shown in Fig. 6. The proposed CDRL algorithm consists of an offline training and an online estimation.

1) **Offline Training of CDRN Algorithm**: Based on the LS-based training set defined in (16), we can obtain the following training set:

\[
(\hat{Y}, \mathcal{H}) = \{(\hat{Y}_k^{(1)}, \mathcal{H}_k^{(1)}), (\hat{Y}_k^{(2)}, \mathcal{H}_k^{(2)}), \cdots, (\hat{Y}_k^{(N_t)}, \mathcal{H}_k^{(N_t)})\},
\]

where \( \hat{Y}_k^{(i)} = \mathcal{F}([\text{Re}\{\mathcal{X}_k^{(i)}\}, \text{Im}\{\mathcal{X}_k^{(i)}\}]) \in \mathbb{R}^{M \times (N+1) \times 2} \) and \( (\hat{Y}_k^{(i)}, \mathcal{H}_k^{(i)}) \) represents the \( i \)-th training example of \( (\hat{Y}, \mathcal{H}) \).

According to (20) and (27), the cost function of CDRN can be expressed as

\[
J_{\text{CDRN}}(\theta) = \frac{1}{2N_t} \sum_{i=1}^{N_t} \left\| h_\theta(\hat{Y}_k^{(i)}) - \mathcal{H}_k^{(i)} \right\|_F^2.
\]

| Algorithm 1 | CDRN-Based Channel Estimation Algorithm |
|-------------|-----------------------------------------|
| **Initialization**: | \( i_t = 0, \) real-valued training set \( (\hat{Y}, \mathcal{H}) \) |
| **Offline Training**: | 1: Input: Training set \( (\hat{Y}, \mathcal{H}) \)  
2: while \( i_t \leq I_t \) do  
3: Update \( \theta \) by BP algorithm to minimize \( J_{\text{CDRN}}(\theta) \)  
4: \( i_t = i_t + 1 \)  
end while |
| **Online Estimation**: | 6: Input: Test data \( \hat{Y} = \mathcal{F}([\text{Re}\{\mathcal{X}_k^1\}, \text{Im}\{\mathcal{X}_k^1\}]) \)  
7: do Channel Estimation using CDRN estimator in (30)  
8: Output: \( \tilde{H}_k^{\text{CDRN}} = h_{\theta^*}(\hat{Y}) \) |

Here, \( h_{\theta^*}(\hat{Y}) = \mathcal{M}(g_{\theta^*}(\hat{Y})) \) where \( \mathcal{M}(\cdot) : \mathbb{R}^{M \times (N+1) \times 2} \rightarrow \mathbb{C}^{M \times (N+1)} \) represents a function that builds the complex-valued matrix based on the real-valued matrices. As shown in Fig. 6, we can then use the BP algorithm to progressively update the network parameters to finally obtain the well-trained CDRN, i.e., the CDRN estimator:

\[
\tilde{H}_k^{\text{CDRN}} = h_{\theta^*}(\hat{Y}) = \mathcal{M}(g_{\theta^*}(\hat{Y})),
\]

where \( \hat{Y} \) denotes the input matrix and \( g_{\theta^*}(\cdot) \) is the function expression of the well-trained CDRN with the well-trained network parameters \( \theta^* = [\theta_1^*, \theta_2^*, \cdots, \theta_D^*] \) and \( h_{\theta^*}(\cdot) \) is the complex-valued form of \( g_{\theta^*}(\cdot) \).

2) **Online Estimation of CDRN Algorithm**: Given a test data denoted by \( \mathcal{X}_k \), we first send it to the LS estimator to obtain a coarse channel estimation denoted by \( \mathcal{X}_k \mathcal{P}^1 \), and then send it to the CDRN estimator to obtain a refined channel estimate matrix:

\[
\tilde{H}_k^{\text{CDRN}} = h_{\theta^*}(\hat{Y}) = \mathcal{M}\left( \hat{Y} - \sum_{d=1}^{D} \mathcal{R}_{\theta_d^*}(\hat{Y}_{d-1}) \right),
\]

where \( \mathcal{Y} = \mathcal{F}([\text{Re}\{\mathcal{X}_k^1\}, \text{Im}\{\mathcal{X}_k^1\}]) \), \( \mathcal{Y}_0 = \hat{Y} \), and \( \mathcal{Y}_{d-1} \) and \( \mathcal{Y}_d \) are the input and output of the \( d \)-th denoising block of CDRN as defined in (25).

3) **CDRN-Based Channel Estimation Algorithm Steps**: Based on the above analysis, we then summarize the proposed CDRN-based channel estimation algorithm in Algorithm 1, where we use \( i_t \) and \( I_t \) to denote the iteration index and the maximum iteration number, respectively.

---

Fig. 5. The network architecture of the proposed CDRN for channel estimation in the IRS-MUC system.
C. Theoretical Analysis

To offer more insight of the proposed estimation algorithm, we then analyze the proposed CDRN and characterize its properties theoretically. Although it is difficult to analyze the neural network which consists of a large number of parameters, we formulate the proposed CDRN as an explicit mathematical function and analyze the output of the CDRN theoretically. As shown in Fig. 5, the CDRN involves D identical denoising blocks and the d-th denoising block can be expressed as the subtraction between the input $A_{d-1}$ and the output of the residual subnetwork $R_{\theta_d}$. For the convenience of analysis, a simplified real-valued channel matrix is considered as the network input and it can be easily extended to a complex-valued model via a similar approach as in [46]. In this case, the input matrix becomes two-dimensional matrix and the function $M(\cdot)$ should be removed for (29)-(31). Note that $R_{\theta_d}$ consists of $N_1$ convolutional layers and both BN and ReLU operations have been shown to be able to improve the network stability and the training speed [48], [52].

For simplicity, we mainly focus on the effect of the convolution and ReLU operations on the network output. Since the convolution operation can be expressed as the production of two matrices [48], for each residual subnetwork, we have

$$R_{\theta_d}(A_{d-1}) = Q_N f_R(Q_{N-1} \cdots f_R(Q_2 f_R(Q_1 A_{d-1})) \cdots)$$

$$= A_{d-1} A_{d-1}^\dagger Q_N f_R(Q_{N-1} \cdots f_R(Q_2 f_R(Q_1 A_{d-1})) \cdots)$$

$$= A_{d-1} W_d. \quad(32)$$

Here, $W_d = A_{d-1}^\dagger Q_N f_R(Q_{N-1} \cdots f_R(Q_2 f_R(Q_1 A_{d-1})) \cdots)$, where $A_{d-1}^\dagger = A_d^H (A_{d-1} A_{d-1}^H)^{-1}$ is the pseudoinverse of $A_{d-1}$ and $Q_l$ represents the network weights at the l-th, $l \in \{1, 2, \cdots, N_1\}$, layer. In addition, $f_R(x) = \max(0, x)$ denotes the ReLU activation function. Note that although the output of the d-th residual subnetwork can be expressed as the product of two matrices, the elements in $W_d$ are obtained through the non-linear operation and the residual subnetwork is still a non-linear network. Thus, the output of the d-th denoising block can be expressed as

$$A_d = A_{d-1} - R_{\theta_d}(A_{d-1}) = A_{d-1} W_d = \prod_{i=1}^{d} A \hat{W}_i, \quad(33)$$

where $A_0 = A$ as defined in (25) and $\hat{W}_d = I_{N+1} - W_d, \forall d \in \{1, 2, \cdots, D\}$. Based on (33), the equation (32) can be rewritten as

$$R_{\theta_d}(A_{d-1}) = \prod_{i=1}^{d-1} A \hat{W}_i W_d. \quad(34)$$

Thus, substituting (34) into (27), the expression of CDRN can be written as

$$g_\theta(A) = A - \sum_{d=1}^{D} R_{\theta_d}(A_{d-1})$$

$$= A - A W_1 - \sum_{d=2}^{D} \prod_{i=1}^{d-1} A \hat{W}_i W_d$$

$$= A - A \hat{W}_1, \quad(35)$$

where $\hat{W} = W_1 + I_{\Omega(D)} \sum_{d=2}^{D} \prod_{i=1}^{d-1} \hat{W}_i W_d$ with $\Omega = \{a|a \geq 2, a \in \mathbb{Z}\}$. Note that we adopt the coarse estimated value obtained by the LS method as the input of the proposed CDRN. Therefore, through learning from a large amount of LS-based training examples, the proposed CDRN estimator can exploit distinguishable features for denoising the LS-based input, i.e., our proposed method can further improve the estimation accuracy compared with the LS method. Based on this, we have $A = \tilde{H}_k^{LS}$. In this case, the CDRN estimator, i.e., the well-trained CDRN can be formulated as

$$\tilde{H}_k^{CDRN} = g_\theta(A) = \tilde{H}_k^{LS} - \tilde{H}_k^{LS} W^*$$

$$= \tilde{H}_k^{LS} (I_{N+1} - W^*), \quad(36)$$

where $W^* = W_1^* + I_{\Omega(D)} \sum_{d=2}^{D} \prod_{i=1}^{d-1} W_i^* W_d$ denotes the well-trained matrix obtained from a well-trained network with parameter $\theta^*$. Thus, the proposed CDRN is a data-driven non-linear estimator which can exploit more distinguishable
features from a large amount of training examples to further improve estimation accuracy. On the other hand, according to (10) and (12), the LMMSE estimator can be rewritten as

\[
\hat{\mathbf{h}}^{LMMSE}_k = \mathbf{H}^L_k \left( \mathbf{R}_{\mathbf{H}_k} + \frac{M \sigma^2}{C} \mathbf{I}_{N+1} \right)^{-1} \mathbf{R}_{\mathbf{H}_k}^{-1} \\
= \mathbf{H}^L_k \left( \mathbf{I}_{N+1} - \mathbf{R}_{\mathbf{H}_k}^{-1} \left( \mathbf{R}_{\mathbf{H}_k}^{-1} + \frac{C}{M \sigma^2} \mathbf{I}_{N+1} \right) \right)^{-1}. \tag{37}
\]

Based on (36) and (37), the proposed CDRN estimator is equivalent to the LMMSE estimator when \( \mathbf{W}^* = \mathbf{R}_{\mathbf{H}_k}^{-1} \left( \mathbf{R}_{\mathbf{H}_k}^{-1} + \frac{C}{M \sigma^2} \mathbf{I}_{N+1} \right)^{-1} \) is adopted. That is, the proposed CDRN estimator is a generalized framework which subsumes an LMMSE estimator in a data driven manner as a subcase.

According to the universal approximation theorem [53], the neural network has powerful capability in algorithmic learning and has been proven to be a universal function approximator. Therefore, based on (36), (37), and the universal approximation theorem, the proposed CDRN estimator is capable of approximating the LMMSE estimator through exploiting distinguishable features from a large amount of training examples, i.e., the proposed CDRN estimator can achieve the same performance as that of the LMMSE estimator. Specifically, since the optimal MMSE estimator behaves the same as the LMMSE estimator when the prior PDF of \( \mathbf{H}_k \) is a Gaussian PDF, the proposed CDRN estimator may achieve the optimal performance for the case of a Rayleigh fading channel. On the other hand, when the prior PDF of \( \mathbf{H}_k \) is not a Gaussian PDF, the optimal MMSE estimator does not admit a closed-form. Then, the proposed CDRN estimator can exploit more distinguishable features from a large amount of training samples to achieve satisfactory estimation performance, while the LMMSE estimator can only obtain the limited estimation performance which is merely based on a second order channel correlation matrix. These observations will be verified through simulations in the following section.

V. NUMERICAL RESULTS

In this section, extensive simulations are provided to verify the efficiency of the proposed algorithm. In the simulations, an IRS-MUC system consists of a BS equipped with \( M \) antennas, an IRS with \( N \) reflecting elements, and \( K \) single-antenna users is considered, as defined in Fig. 1. Unless further specified, the IRS operates with continuous phase shifts and the default settings of the considered IRS-MUC system are \( M = 8, N = 32, K = 6, \) and \( C = N + 1 = 33 \). A path loss model is adopted in the simulations and the path losses of each channel can be modeled as 

\[
\alpha_k^{UB} = \alpha_0 \left( \frac{\lambda_k^{UB}}{\lambda_0} \right)^{-\gamma_1}, \quad \alpha_k^{UI} = \alpha_0 \left( \frac{\lambda_k^{UI}}{\lambda_0} \right)^{-\gamma_1}, \quad \alpha_k^{BI} = \alpha_0 \left( \frac{\lambda_k^{BI}}{\lambda_0} \right)^{-\gamma_1},
\]

where \( \gamma_i, i \in \{1, 2, 3\} \), is the path loss exponent, \( \lambda_0 = 10 \) m is the reference distance, \( \alpha_0 = -15 \) dB is the path loss at the reference distance, and \( \lambda_k^{UB}, \lambda_k^{UI}, \lambda_k^{BI} \) represent the distances of \( U_k \)-BS, \( U_k \)-IRS, and IRS-BS, respectively. Specifically, we set \( \lambda_k^{UB} = 100 \) m, \( \lambda_k^{UI} = 16 \) m, and \( \lambda_k^{BI} = 90 \) m. In addition, a Rician fading model is considered for all the channels to characterize the small-scale fading. In this case, the channel of IRS-BS link can be expressed as

\[
\mathbf{G} = \sqrt{\beta_k^{UB}} \mathbf{G}_{LOS} + \frac{1}{\beta_k^{BI}} \mathbf{G}_{NLOS}, \tag{38}
\]

where \( \beta_k^{UB} \) represents the Rician factor of IRS-BS channel, and \( \mathbf{G}_{LOS} \) and \( \mathbf{G}_{NLOS} \) are the line-of-sight (LOS) component and the Rayleigh component, respectively. Note that the above model expression is a general model which involves both the LOS channel model (when \( \beta_k^{UB} \to \infty \)) and the Rayleigh channel model (when \( \beta_k^{UB} = 0 \)). The channels of BS-\( U_k \)-IRS and IRS-\( U_k \) are generated similarly as defined in (38). Similarly, we define the Rician factors of channels of \( U_k \)-BS and \( U_k \)-IRS as \( \beta_k^{UB} \) and \( \beta_k^{UB} \), respectively. To consider the impacts of path loss factors, the elements in \( \mathbf{G} \) should then be multiplied by \( \sqrt{\alpha_k^{UB}} \). The detailed settings of the simulations are summarized in Table II, where the settings of \( U_k \)-BS link, i.e., \( \beta_k^{UB} = 0 \) and \( \gamma_1 = 3.6 \), are due to the rich scattering environment and the relatively large distance between \( U_k \) and the BS. Specifically, a normalized MSE (NMSE) is adopted as the estimation performance metric: 

\[
\text{NMSE} = \frac{E((\mathbf{H} - \hat{\mathbf{H}})^2)}{E(||\mathbf{H}||^2)},
\]

where \( \mathbf{H} \) and \( \hat{\mathbf{H}} \) denote the estimated channel and the ground truth of the channel, respectively. In addition, the signal-to-noise ratio (SNR) used in the simulation results refers to the transmit SNR, i.e., \( \text{SNR} = \mathcal{P}/\sigma^2 \). To evaluate the estimation performance, we also provide the simulation of the following algorithms for comparisons: the optimal MMSE method [46], the LMMSE method [46], the LS method [45], the bilinear alternating least squares (BALS) method [22], and the binary reflection controlled LMMSE (B-LMMSE) method. For the B-LMMSE method, we exploit the binary reflection controlled strategy proposed in [19] and then adopt the LMMSE estimator for channel estimation. In addition, a CDRN equipped with \( D = 3 \) denoising blocks is adopted for our proposed method and the hyperparameters of CDRN are set according to Table I. Each simulation point of the presented results is obtained by averaging the performance over 100,000 Monte Carlo realizations.\(^4\)

Next, we will verify the channel estimation performance of the proposed CDRN method in terms of NMSE and unveil its relationship with SNR and channel dimensionality, respectively. Besides, visualizations of our proposed CDRN are provided to illustrate the denoising process. Finally, the complexity analysis is also investigated to evaluate the computational complexity.

\(^4\)The source code is available at https://github.com/XML124/CDRN-channel-estimation-IRS.
Fig. 7. NMSE performance with different SNRs under \( M = 8, N = 32, \) and \( C = 33. \)

A. NMSE Versus SNR

The results of NMSE under different SNRs are presented in Fig. 7. Since the cascaded channel does not follow the Rayleigh fading model, it is generally intractable to design the optimal MMSE estimator and derive the closed-form of LMMSE estimator. Hence, only an empirical LMMSE (denoted by E-LMMSE) can be obtained where the required statistical channel correlation matrix is replaced by a Monte Carlo based empirical channel correlation matrix. As expected, the NMSEs of all the algorithms decrease with the increase of SNR since a higher transmit power can effectively mitigate the impact of noise. Now, we first investigate the estimation performance in terms of different IRS control strategies. It can be seen that the DFT controlled methods (denoted by LS, E-LMMSE, and CDRN) outperform the B-LMMSE method significantly, especially under the high SNR regions. This is because for each time slot, all the \( N \) elements are switched on for reflecting the incident signals when adopting the DFT controlled strategy, while only one element is switched on under the binary controlled strategy, leading to insufficient received signal power for channel estimation. We then discuss the performance of the schemes adopting the DFT controlled methods. It is noticed that the LS method has a performance gap compared with the E-LMMSE method since the E-LMMSE can capture the statistical knowledge of the channel, while the LS method is designed by treating the channel as a deterministic but unknown constant. Compared with LMMSE, the proposed CDRN method further improves the estimation performance and thus achieves the best performance among all the considered algorithms. For example, the proposed CDRN method achieves a SNR gain of 5 dB in terms of the NMSE \( \approx 10^{-1} \) compared with the E-LMMSE method. The reason is that the E-LMMSE method is developed based on the constrained linear estimator. In contrast, the proposed method adopts the non-linear CDRN to recover the channels by intelligently exploiting the spatial features of channels in a data driven approach. Besides, it can be observed from Fig. 7 that our proposed method can achieve a better NMSE performance compared with the BALS method. This is because the BALS method does not explore the statistical features of channels. In contrast, our proposed method can further improve the estimation performance by exploiting the channel statistical features from a large amount of LS-based training examples. On the other hand, low-quality phase shifters with a small number of quantization levels may be deployed to reduce the implementation cost [8], [12], [24]. Therefore, it is necessary to investigate if the proposed channel estimation scheme is robust against the quantization of IRS phase shifts. As shown in Fig. 7, the proposed CDRN method with a 2-bit uniformly quantized IRS phase shift [8], [24] (denoted by CDRN with 2-bit quantization) almost behaves the same as the CDRN method with a continuous IRS phase shift. This is because through offline training, the proposed CDRN can learn distinguishable features to address the introduced noise terms by the phase quantization errors.

To further evaluate the estimation performance, we present the NMSE results of the direct channel \( B_k \) and the reflection channel \( d_k \) in Fig. 8(a) and Fig. 8(b), respectively. Similar to the results in Fig. 7, Fig. 8(a) shows that the proposed CDRN still achieves the best performance in terms of the channel estimation of the reflection channel \( B_k \). Since the direct channel follows Rayleigh fading model, the optimal MMSE method and the LMMSE method achieve the same performance as they have the same mathematical expression as in (12). Therefore, we compare three methods in Fig. 8(b): the LS method, the optimal MMSE method, and the proposed CDRN method. It is shown that the CDRN method outperforms the LS method and achieves almost the same estimation performance as that of the optimal MMSE method, which presents the optimality of the proposed method.

B. NMSE Versus Channel Dimensionality

Note that the channel dimensionality is also an important parameter which affects the estimation performance. To illustrate the scalability of the proposed CDRN, we conduct simulations to evaluate the estimation performance with different channel dimensionality. Specifically, the number of elements of IRS, denoted by \( N \), directly affects the number of columns of channel matrix \( H_k \) and thus Fig. 9 plots the curves of
Fig. 9. NMSE performance with different numbers of reflecting elements of IRS under $M = 8$, $C = N + 1$, and SNR = 5 dB.

Fig. 10. NMSE performance with different numbers of antennas at the BS under $N = 16$, $C = 17$, and SNR = 10 dB.

Fig. 11. NMSE performance with different numbers of pilots under $M = 8$, $N = 16$, and SNR = 5 dB.

NMSE versus $N$ for different algorithms. It can be seen that the NMSE of DFT controlled methods (denoted by LS, E-LMMSE, and CDRN) decrease with the increase of $N$, while the NMSE binary controlled strategy based method, i.e., the B-MMSE method, remains almost a constant value for different $N$. This is because the B-MMSE method only switches on one element each time slot despite the total number of reflecting elements at the IRS. In addition, the proposed CDRN method still achieves the best performance among all the considered algorithms since it is able to exploit more distinguishable features of channels from a larger size of input channel matrix. Besides $N$, the number of antennas at the BS, denoted by $M$, determines the number of rows of $H_k$ which also plays an important role in estimation performance. Therefore, Fig. 10 investigates the effect of $M$ on the NMSE performance. It is obvious that the NMSE is insensitive to the change of $M$. This is because in the metric of NMSE, the array gain due to the increase of $M$ achieved in the numerator is neutralized by the one in the denominator.

Moreover, the number of pilots $C \geq N + 1$ has also impacts on the NMSE. It is shown in Fig. 11 that the NMSEs of all the algorithms decrease with the increase of the number of pilots and different methods have different slopes with respect to $C$. In particular, the NMSE of B-LMMSE method decreases gently with the increase of $C$, while the NMSEs of LS, E-LMMSE, and CDRN methods decrease sharply. The reason is that for the B-LMMSE method, the power of the received signal at the BS is very limited which is only $1/N$ times of that of the other methods. In addition, the proposed CDRN could exploit more distinguishable spatial features from a larger scale input matrix to enhance the estimation accuracy, and thus achieves the best performance among all the considered algorithms, as presented in Fig. 11.

C. Visualization of CDRN

To offer more insights of our proposed CDRN, we present the visualization of the outputs of each denoising block of a well-trained CDRN. For the convenience of understanding, we only present the denoising process of ten points of a channel matrix, i.e., only these ten points are the received signals at the BS while the remaining points are the noise samples. For visualization, we transform the input matrix and the output matrices of each denoising block to the grayscale images. In particular, the elements of each matrix are normalized to an interval of $[0, 1]$, where 0 and 1 are represented by black color and white color, respectively.

According to Fig. 5, the input of CDRN, the output of the first, second, and last denoising blocks are represented by $A$, $A_1$, $A_2$, and $A_3$, respectively. The grayscale image of $A$ is shown in Fig. 12(a), where the ten distinguishable bright pixels are the interest channel coefficients while the remaining pixels are the noise samples. The cluttered noise pixels indicate that the noise samples have a large variance. Subsequently, Fig. 12(b) and Fig. 12(c) are the visualizations of $A_1$ and $A_2$, where we find that the noise pixels become tidy, i.e., the noisy channel matrix are denoised progressively. Finally, the output of $A_3$, i.e., the output of CDRN is visualized in Fig. 12(d), where the noise pixels are largely eliminated and thus a denoised channel matrix is obtained. In fact, the proposed CDRN method adopts a stage-by-stage denoising mechanism and achieves a satisfactory performance.

D. Complexity Analysis

Finally, we analyze the computational complexities of the considered algorithms and summarize the results in Table III.
Fig. 12. A visualization of denoising blocks of a well-trained CDRN with $D = 3$ denoising blocks under SNR = 16 dB. (a) $A$, the input of CDRN; (b) $A_1$, the output of the first denoising block; (c) $A_2$, the output of the second denoising block; (d) $A_3$, the output of the last denoising block, i.e., the output of CDRN.

### TABLE III

| Algorithm | Online Estimation | Offline Training |
|-----------|------------------|------------------|
| LS        | $O(MC\log_2(MC))$ | -                |
| LMMSE     | $O(C^3 + MC^2)$   | -                |
| CDRN      | $O\left(DM(N + 1) \sum_{l=1}^{N_t} n_{l-1} \cdot s_l^2 \cdot n_l\right)$ | $O\left(N_tDM(N + 1) \sum_{l=1}^{L} n_{l-1} \cdot s_l^2 \cdot n_l\right)$ |

### TABLE IV

| Algorithm | Online Estimation | Offline Training |
|-----------|------------------|------------------|
| LS        | $1.26 \times 10^{-3}$ | -                |
| LMMSE     | $4.56 \times 10^{-3}$ | -                |
| CDRN      | $2.66 \times 10^{-3}$ | 492.58           |

Here, $n_0$ denotes the input dimension, $n_l$ and $s_l$ represent the number of neural network channels and the spatial size (length of side) of the filter of the $l$-th, $l \in \{1, 2, \ldots, N_t\}$, convolutional layer, respectively. In addition, $N_t$ and $I_t$ are both defined in Algorithm 1. Specifically, both the B-LMMSE method and the E-LMMSE method have the same computational complexity, thus we use LMMSE to denote the B-LMMSE/E-LMMSE method. Note that the computational complexities of the LS and LMMSE methods only arise from the online estimation, while the proposed CDRN method has an additional computational complexity due to the offline training. Specifically, the LS method can be realized via the inverse fast Fourier transform (IFFT). While the computational cost of the LMMSE method mainly comes from the matrix inversions. As for the proposed method, its computational cost is dominated by the computations of the CDRN [54] and the LS-based input. For simplicity, we only present the highest order terms of the complexities in Table III, as commonly adopted in e.g., [55]. It can be seen from Table III that compared with the LS and LMMSE methods, the proposed CDRN method can achieve the best system performance at the expense of a higher computational complexity. On the other hand, although the proposed CDRN involves a large number of parameters, the required actual online estimation time can be greatly reduced by exploiting the parallelization of a graphics processing unit (GPU) [48]. This conclusion can be verified in Table IV, where each result is obtained by executing the algorithms on a desktop computer with an i7-8700 3.20 GHz central processing unit (CPU) and a Nvidia GeForce RTX 2070 GPU. Therefore, although the proposed CDRN method has a relatively higher computational complexity compared with the LS and LMMSE methods, the associated computation time can be greatly reduced through exploiting the parallel computing of GPU.

### VI. CONCLUSION

This paper proposed a data-driven DReL approach to address the channel estimation problem for IRS-MUC systems operating with TDD protocol. Firstly, we formulated the channel estimation problem in IRS-MUC systems as a denoising problem and developed a versatile DReL-based channel estimation framework. Specifically, according to the Bayesian MMSE criterion, a DRN-based MMSE was derived and analyzed in terms of Bayesian philosophy. Under the developed DReL-based framework, we then designed a CDRN to denoise the noisy channel matrix for channel recovery. For the proposed CDRN, a CNN-based denoising block with an element-wise subtraction structure was specifically designed to exploit both the spatial features of the noisy channel matrices and the additive nature of the noise simultaneously. Taking advantages of the superiorities of CNN and DReL in feature extraction and denoising, the proposed CDRN estimation algorithm can further improve the estimation accuracy. Simulation results demonstrated that the proposed method can achieve almost the same estimation accuracy as that of the optimal MMSE estimator based on a prior PDF of channel.
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