The origin of underdense plasma downflows associated with magnetic reconnection in solar flares
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Magnetic reconnection is a universal process that powers explosive energy-release events such as solar flares, geomagnetic storms and some astrophysical jets. A characteristic feature of magnetic reconnection is the production of fast reconnection outflow jets near the plasma Alfvén speeds1–3. In eruptive solar flares, dark finger-shaped plasma downflows moving toward the flare arcade have been commonly regarded as the principal observational evidence for such reconnection-driven outflows4–6. However, they often show a speed much slower than that expected in reconnection theories7–9, challenging the reconnection-driven energy-release scenario in standard flare models. Here we present a three-dimensional magnetohydrodynamics model of solar flares. By comparing the model predictions with the observed plasma downflow features, we conclude that these dark downflows are self-organized structures formed in a turbulent interface region below the flare termination shock where the outflows meet the flare arcade, a phenomenon analogous to the formation of similar structures in supernova remnants. This interface region hosts a myriad of turbulent flows, electron currents and shocks, crucial for flare energy release and particle acceleration.

In eruptive solar flares, various plasma flows above the post-reconnection flare arcades have been frequently reported in the literature10–12. In particular, for flare current sheets that have a face-on viewing geometry (see Fig. 1a,c for examples), rapidly descending, dark finger-like features, usually referred to as supra-arcade downflows (SADs), have often been observed in extreme ultraviolet (EUV) and soft X-ray images. These SADs are embedded in a diffuse fan-like structure above the post-reconnection flare arcades. Owing to their close resemblance to the morphology and dynamics of the predicted reconnection outflows in magnetohydrodynamics (MHD) simulations, SADs are commonly interpreted as the signature of such outflows residing in the large-scale current sheet, although the detailed mechanism responsible for their dark appearance is under continued debate13,14. Their much slower speeds (≤15% of the Alfvénic speed) have been discussed in numerical models containing the bursty jet12 or Rayleigh–Taylor-type instabilities13 in reconnection downflow regions. However, several observational thermal features of SADs have challenged the above model predictions15. Another possible interpretation involves reconnection outflows that are slowed down by the aerodynamic drag force along their path (which arises when a fast-moving structure cuts through a quasi-static medium)16, yet observations of the SADs often show that they flow downward at a nearly constant speed with no sign of appreciable deceleration until they reach the top of the flare arcade.1

One important feature that is often overlooked is the ‘interface’ region, where the downflows fast reconnection outflows impinge upon the closed flare arcades. This interface region has also often been referred to as the ‘cusp’ (from the appearance of the highly bent field lines viewed edge on; Fig. 1b) or the ‘above-the-looptop’ region17. Recently, it has been suggested that this interface region may play a dominant role in flare energy release, particle acceleration and plasma heating18–20. The violent impact between reconnection downflows and closed flare arcades may induce a variety of physical processes, including fast- and slow-mode shocks20–22, collapsing magnetic traps22, waves23 or turbulence24. This interface region above the flare arcade is analogous to the highly turbulent region sandwiched between the forward and reverse shock in supernova remnants, which hosts a variety of instabilities that enable the plasma to develop distinctive, finger-like structures25. A well-known example of such finger-like structures are those observed in supernova remnants25, which share a similar appearance to SADs observed in solar flares (see Fig. 1c,d for a comparison).

As this interface region appears different in face-on and edge-on viewing perspectives, three-dimensional (3D) numerical studies are required to reveal its true nature. Here, we perform 3D resistive MHD simulations with an initial standard flare configuration by symmetrically extending a well-developed two-dimensional (2D) flare model to three dimensions (Methods and Supplementary Fig. 2). A 3D view of the flare reconnection geometry is shown in Fig. 1a. Our model reproduces several characteristics of reconnection-driven flare phenomena in accordance with the standard flare scenario: (1) the reconnection drives fast bi-directional outflows, which can become supermagnetosonic in certain locations, inducing patchy fast-mode shocks (referred to as the ‘termination shocks’; TS); (2) dense flare arcades form below the interface region due to the accumulation of reconnected magnetic flux and the evaporation of plasma from the lower atmosphere (Fig. 1b); and (3) an interface region is formed below the extended reconnection current sheet and above the flare arcades, where high-speed reconnection outflows abruptly slow down. In this region, highly bent magnetic field lines initially with a cusp shape quickly relax to a more potential state with smaller curvatures (Fig. 1b).

Our model also reveals new features of the interface region not included in previous flare models: it hosts a myriad of turbulent
plasma flows that, in turn, induce a mixture of strong positive and negative electric currents where turbulent reconnection may readily occur (Fig. 2a). As the flare proceeds, multitudes of narrow, finger-like descending flows start to appear in this turbulent interface region (Fig. 1a and Supplementary Video 1). These fingers have a lower density than the surrounding plasma. Thanks to the thermal dynamics treatment included in our simulations (Methods), we can reliably reconstruct the EUV images to compare with the observations directly. At each spatial location, the synthetic EUV intensity is obtained by integrating the density and temperature distribution of the plasma over all cells along the line of sight, folding through the instrument response (Methods). We show the synthetic Solar Dynamics Observatory (SDO)/Atmospheric Imaging Assembly (AIA) 131 Å EUV map in Fig. 2c. The finger-like density-depletion structures in the simulation appear as dark voids seen in the synthetic 131 Å image, which closely resemble the observed features of SADs. We note that the density-depletion nature of the SADs has been supported by previous studies based on the differential emission measure inversion techniques\(^{14,26}\).

Remarkably, the SADs are not located in the reconnection current sheet. Instead, they are located in the interface region below the lower tip of the current sheet. Such a distinction is clearly shown in Fig. 2, which demonstrates that the SADs reside in the interface region characterized by a weak but highly non-uniform current density as well as a steeply decreasing intensity profile in height. In contrast, the reconnection current sheet, by definition, features a strong current density and shows a much shallower intensity profile. The two regions are demarcated by the lower end of the reconnection current sheet where a fast-mode shock may be present. Such distinctively different intensity profiles between the interface region and the current sheet region are also evident in observations (solid orange curve in Fig. 2e). This distinction is due to the different variations in plasma density and column depth as a function of height between the two regions when observed from a face-on viewing perspective of the current sheet. In both the observed and simulated intensity profiles, the SADs are located in the region below the lower tip of the current sheet, which has a very steeply decreasing intensity profile (Fig. 2e).

Consistent with the observations of SADs, the propagation speeds of the finger-like structures in our simulations are much slower than that of the Alfvénic reconnection outflows. In Fig. 3, we trace the downward plasma flows along a vertical cut in the simulation, producing time–distance maps (right panels). Two types of downflow feature can be clearly identified: (1) fast flows with a speed of \(-400–600\) km s\(^{-1}\) that are either more dense or more tenuous than surrounding plasma inside the current sheet region and...
The reconnection current sheet, are consistent with the properties of 'bubbles' and 'spikes', and eventually the formation of dark fingers24 (Fig. 1d). The instabilities can appear at both the shock limit, where the plasma flow interacts with the flare arcade transmitted shocks. In our model, the initial development of perpendicular instabilities (RTI) and the Richtmyer–Meshkov instability in the turbulent interface region due to a mixture of the Rayleigh–Taylor instability (RTI) and the Richtmyer–Meshkov instability, which may hold the key to magnetic energy conversion (Fig. 4c), and consequently results in the development of a turbulent 'interface' region. This scenario is consistent with the intermittent features observed in SADs20.

In addition to the SADs, our model also offers insights for interpreting other highly relevant observed phenomena. For example, Fig. 1a (and the accompanying animation, Supplementary Video 1) shows both fast-contracting magnetic loops in the reconnection outflow region and relatively slower ones in the underlying interface region, which may exhibit themselves in EUV/soft X-ray observations as bright plasma downflows or shrinking loops4,5,9. In addition, with sufficient contrast against the background, the relatively faint reconnection outflows in the current sheet region (Figs. 3b,c) may also be detected. Although rather rare in the literature, there have been reports of such oppositely directed plasma outflows above the flare arcade, which are sometimes referred to as ‘disconnection events’27,28. Further joint observation–modelling studies are required to place these phenomena observed in different flare events from various viewing perspectives into a coherent, reconnection-driven physical picture.

Finally, our results reveal the rich complexity of the highly turbulent interface region, which may hold the key to magnetic energy release and conversion during solar flares. As discussed above, the structure and dynamics of the plasma developed in the interface region offer new insights into interpreting multiple observed phenomena, including SADs and other reconnection-driven plasma outflows. Another important implication is on the derivation of the dimensionless reconnection rate ($M = v_m/v_A$), which is an important measure of the reconnection efficiency, defined as the ratio between the speed of the inflowing plasma toward the reconnect current sheet ($v_m$) and the local Alfvén speed ($v_A$). Methods). Previously, the observed speeds of plasma flows above the flare arcade, including SADs, have often been used as a proxy for $v_A$. However, in some cases, this practice may lead to a substantial overestimate

(2) slower flows with a speed of ~50–200 km s$^{-1}$ below the lower end of the current sheet that are less dense than their surroundings. The former, which have slightly sub-Alfvénic speeds (the local Alfvén speed is ~750–900 km s$^{-1}$ in the inflow region just outside the reconnection current sheet), are consistent with the properties of reconnection outflows predicted in MHD and particle-in-cell (PIC) simulations5. Observationally, they may be the counterpart of the fast bright downflows observed in the post-eruption plasma sheets6. The latter, in both strong and weak reconnection conditions (Methods and Supplementary Fig. 4), have speeds that are consistent with the speeds of the SADs that have been reported in the literature4.

Due to the distinctively different locations and speeds between the SADs and the reconnection outflows, in stark contrast to previous interpretations, we conclude that the SADs are indirect results of reconnection outflows, rather than the outflows themselves. As we demonstrate below, they are self-organized structures formed in the turbulent interface region due to a mixture of the Rayleigh–Taylor instability (RTI) and the Richtmyer–Meshkov instability (RMI), similar to the case of the post-shock region in supernova remnants24 (Fig. 1d).

The RTI/RMI usually develops at the material interface separated by different densities due to vorticity deposited by gravity or transmitted shocks. In our model, the initial development of perturbations can be understood as the result of RTI/RMI in the weak shock limit, where the plasma flow interacts with the flare arcade (Supplementary Figs. 5–7). The instabilities can appear at both the upper and lower boundary of the interface region (Fig. 4a): (1) the lower one separating dense inner post-flare loops and the upper tenuous region containing newly reconnected shrinking magnetic field, and (2) the higher density boundary due to compressed post-shocked plasma below the current sheet. These instabilities cause the rippled appearance of the interfaces and the formation of 'bubbles' and 'spikes', and eventually the formation of dark fingers with reduced density in the nonlinear phase of the RTI/RMI (Fig. 4b). Moreover, the RTI/RMI repeats at the top surface of the fully developed 'bubbles', where more new 'spikes' appear continuously (Fig. 4c), and consequently results in the development of a turbulent 'interface' region. This scenario is consistent with the intermittent features observed in SADs20.
of the reconnection rate, because certain observed plasma outflows are substantially slower than the Alfvén speed as suggested by our model. Last but not least, the turbulent flows and fast- and slow-mode shocks in the interface region can also lead to plasma compression and heating, while the corresponding complex magnetic configuration and the turbulent plasma can facilitate efficient particle acceleration and small-scale magnetic reconnection18,19.

Our results highlight the importance of including detailed 3D effects in studying magnetic reconnection and interpreting certain key observable phenomena associated with flare energy release.

Methods
Numerical simulation code. The 2.5-dimensional (2.5D)/3D MHD simulations are performed using the open-source astrophysical code Athena30 (https://github.com/athena-team/athena). Athena solves the full equations of MHD in one, two or three dimensions. The system of equations evolved by Athena includes Ohmic resistivity, ambipolar diffusion (for partially ionized plasmas), the Hall effect,
isotropic and anisotropic thermal conduction, optically thin radiative cooling and gravity (either self-gravity or static gravitational potential). The code is based on the directionally split high-order Godunov method, and it combines the corner transport upwind and constrained transport methods. It provides superior performance for capturing shocks as well as contact and rotational discontinuities. The low numerical diffusion provides a significant advantage for resistive MHD simulations of processes such as magnetic reconnection. Another feature of Athena is that the magnetic divergence-free constraint is satisfied to very high accuracy \((10^{-8} - 10^{-10})\), which is necessary for performing magnetic reconnection simulations.

**Observational data.** We analyse images observed by the AIA on board the SDO. SDO/AIA is a narrowband imaging instrument in EUV and UV wavelengths. SDO/AIA has the ability to capture dynamic phenomena with a high temporal and spatial resolution \((\text{cadence of 12 s and 0.6" pixel}^{-1})\). It includes six wavebands that measure emission predominately from coronal iron lines including 94 Å, 131 Å, 171 Å, 193 Å, 211 Å and 335 Å. The temperature sensitivities range from \(-4 \times 10^8 \text{ K}\) to \(-2 \times 10^9 \text{ K}\) (Fe xxv). Flare fans and SADs have been observed in all hot AIA channels (including 94, 131, 193 and 335 Å), but are best seen in the 94 and 131 Å images. Therefore, in this work, we focus on the 94 Å and 131 Å bands that are, respectively, mainly sensitive to Fe xxvii plasma, formed at temperatures of \(-6 \times 10^6 \text{ K}\), and Fe xxii, formed at temperatures of \(-10 \times 10^6 \text{ K}\), in solar flare regions\(^2\). The AIA images are obtained and calibrated using the standard calibration routines in AIApy (https://pypi.org/project/aiaypy/) and SunPy (https://github.com/sunpy). In this work, we show the flare fan and SAD features of a well-reported eruptive flare event observed by AIA on 2015 June 18, as shown in Fig. 1c and Supplementary Video 2.

**Simulation setup.** We perform a series of resistive MHD simulations to investigate the dynamic features of magnetic reconnection current sheets and the plasma flows above flare loops during flare eruptions. The evolution of the system can be obtained by solving the initial and boundary value problem governed by the resistive MHD equations. We then solve the following MHD equations using the Athena code:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0, \\
\frac{\partial \rho \mathbf{v}}{\partial t} + \nabla \cdot (\rho \mathbf{v} \otimes \mathbf{v} - \mathbf{B} \times \mathbf{v} + \mathbf{P}) = -\rho \nabla \phi, \\
\frac{\partial \mathbf{B}}{\partial t} - \nabla \times (\mathbf{v} \times \mathbf{B}) = \eta_m \nabla^2 \mathbf{B}, \\
\frac{\partial E}{\partial t} + \nabla \cdot \left[ (E + P) \mathbf{v} - \mathbf{B} (\mathbf{B} \cdot \mathbf{v}) \right] = \mathcal{S},
\]

where \(\rho, \mathbf{v}\) and \(\mathbf{B}\) are plasma density, velocity and magnetic field, respectively. \(\phi\) is static gravitational potential, \(\mathbf{P}\) is a diagonal tensor with components \(P = P + B^2/2\) (with \(P\) being the gas pressure), and \(E\) is the total energy density, given by

\[
E = \frac{P}{\gamma - 1} + \frac{1}{2} \rho v^2 + B^2, \\
\gamma = \frac{5}{3} \quad \text{is the adiabatic index, and the energy source term} \\
\mathcal{S} = \rho \mathbf{u} \cdot \nabla \mathbf{v} + \nabla \cdot \left( \frac{\gamma - 1}{\gamma} \mathbf{P} \right),
\]

where \(\rho, \mathbf{u}\) and \(\mathbf{B}\) are density, velocity and magnetic field, respectively. \(\eta_m\) is the magnetic permeability of free space, \(\mu_0\) is the magnetic diffusivity, \(\mathcal{S}\) is the source term, and \(\mathbf{P}\) is the Spitzer thermal conduction tensor, and \(\mathbf{v}\) is the parallel differential operators, respectively.

### Supplementary Table 1

| Boundary Conditions | Details |
|--------------------|---------|
| Bottom boundary    | Set to ensure that the magnetic field is line-tied to the photosphere, and the plasma does not slip as well. The other boundaries of the simulation domain are all open, such that the plasma and the magnetic flux are allowed to enter or exit freely through them\(^{1,2}\). |

Anisotropic thermal conduction, static gravity and radiative cooling terms are included in this model. We use the SuperTimeStepping scheme\(^2\) to solve the thermal conduction part in equation (1) and include the optically thin cooling term \(\rho \mathbf{u} \cdot \nabla \mathbf{v}\), where \(\mathcal{S}\) is the electron density and \(\mathcal{S}\) is the hydrogen atoms. (\(\mathcal{S}\) is the plasma density). Here, the optically thin radiative loss function \(Q(T)\) is calculated using a piece-wise linear approximation\(^3\). An additional density-dependent coronal heating term \(\rho \mathbf{H}\) is included in the energy equation to balance the radiative cooling in the background coronal regions. To include the contribution from the dense photosphere, we set up a thin cooler and denser layer at the bottom boundary to represent the chromosphere and transition region following the practice of other successful flare models\(^4,5\). The minimum temperature at the bottom boundary is lower than \(5.5 \times 10^6 \text{ K}\). The transition width from coronal temperatures to the bottom of the simulation domain is about \(2.5 \times 10^5 \text{ K}\) according to general estimations for the height of the chromospheric layer. At the bottom of the simulation domain, where the plasma density is extremely high, we assume that the cooling terms are always balanced by coronal heating by adding an artificial heating term. However, we note that there are additional contributions from the chromosphere due to the chromospheric evaporation induced by precipitated electrons, which are not modelled in our MHD simulations.

### Supplementary Video 2

Our simulations are comprised of 2.5D models and 3D models. The 2.5D model is run first, to form the classic Kopp–Pneuman configuration of tworibbon flares\(^6\). We initialize the system from a pre-existing Harris-type current sheet along the y direction with a non-dimensional width \(w = 0.03\). The current sheet is in mechanical and thermal equilibrium and separates two magnetic field regions with opposite polarities (see details in refs.\(^{1,2}\)). The only difference from our previous setting is that we include the guide field \(B_0\) inside this initial current
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**Fig. 4** Schematic of the development of RTI/RMI instabilities in the turbulent interface region beneath the reconnection current sheet. a, Schematic of the 3D configuration of the flare reconnection geometry as shown in Fig. 1a. b, Instabilities develop in the turbulent interface region, causing ‘spikes’ and ‘bubbles’ characteristic of the RTI/RMI scenario. c, The downwards ‘spikes’ evolve into underdense finger-like flow structures, as in the observations, during the nonlinear phases of the instabilities when secondary instabilities also play a role.
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sheet to balance the gas pressure. At the beginning of the 2.5D simulations, we introduce a perturbation on the initial Harris-type current sheet following the previous models. The magnetic field then starts to diffuse at the perturbation position, where the two sides of the current sheet move toward each other due to the Lorentz-force attraction. A pair of reconnection outflows gradually form, and closed magnetic field loops appear at the solar surface due to the accumulation of reconnected magnetic flux. Supplementary Figure 2 shows the above evolution process for current density $j_f$, velocity component $v_y$, and gas pressure $P_g$.

Once closed flare loops are well-formed at the bottom of the simulation domain, we start 3D simulations at time $=17 t_e$ and $18 t_e$ for simulations Case A and B (see details in Supplementary Table 1), respectively. The magnetic configurations from the 2.5D simulations are used as the initial conditions. The system can self-consistently evolve by symmetrically extending all primary variables from the 2D plane onto a 3D axis ($z$) and using the time step $\Delta t$ for the 3D simulations in the full 3D framework. We also use the same boundary conditions and keep all parameters, including Reynolds number, cooling rates and gravity, consistent with the 2.5D simulation.

**Synthetic SDO/AIA intensity.** To compare our models with observations, we have calculated synthetic SDO/AIA intensities in two channels (94 $\AA$ and 131 $\AA$) that are sensitive to high-temperature flare plasma. Once we compute the plasma density and temperature on each cell from the 3D MHD simulations, the intensity (count rates) of AIA filter-band $m$ is obtained by using the formula

$$I_m = \sum_i n_i^2 f(T_i) dl,$$

summed over all cells along the line of sight. Here, $n_i$ is the plasma number density, $T_i$ is the temperature, and $dl$ is the column depth of each grid cell along the line of sight. $f(T_i)$ is the SDO/AIA response function of AIA filter-band $m$, which is obtained using the CHIANTI v.9.0.1 database and the 'aia_get_response.pro' routine in SolarSoft (SSW) (https://www.lmsal.com/solarsoft/ssw). We assume equilibrium ionization and coronal abundances.

**Strong/weak magnetic reconnection situation.** Following two classic solar flare systems formed in superslow magnetosonic and submagneto sonic reconnection regimes, we investigated the plasma flows related to magnetic reconnection in two cases with fast and slow magnetic reconnection, respectively. The mechanism for driving fast magnetic reconnection in solar flares is an ongoing research topic. Several reconnection models have been suggested, such as the Sweet– Parker current sheet with anomalous resistivity, Petschek-type reconnection, and plasmoid instabilities that develop inside a reconnecting current sheet. In addition, it has also been suggested that the different dissipation processes may work together to achieve a more efficient diffusion.

Based on our previous numerical experiments, we set a uniform resistivity for driving fast magnetic reconnection. The magnetic reconnection becomes bursty once line structures (for example, magnetic islands due to tearing instabilities) appear inside the reconnecting current sheet. Therefore, the reconnection outflows can exceed the local fast-mode magnetosonic speed that drives the termination shocks at the lower tips of the reconnecting current sheet.

As a comparison, we run Case B with a low magnetic Reynolds number ($R_e \approx 10^3$) that just approaches the lower threshold for triggering the plasmoid instability in the 2D framework. The equivalent diffusion in MHD simulations is usually slightly larger than the input physical resistivity due to the numerical diffusion (see details in ref. 9). In Case B, the magnetic reconnection gradually takes place over a longer period of time without the development of magnetic islands, causing relatively weaker magnetic reconnection outflows in the 2.5D models. Therefore, Case A is used to simulate the unsteady magnetic reconnection process with predominantly superslow magnetosonic outflows and, consequently, the formation of termination shocks, while Case B reveals the relatively weaker reconnection in the submagneto sonic regime under most circumstances. We estimate the non-dimensional reconnection rate ($M = v_{re} \rho_0 / L$) in Case A and Case B monitoring the ratio of reconnection inflow speed and the local Alfvénic speed near the x points on a set of planes along the z axis. During the period we are interested in, the non-dimensional median reconnection rate in Case A is larger than that of Case B by a factor of 2, and it ranges from ~0.05 to 0.08 in Case A and ~0.02 to 0.05 in Case B, respectively. We notice that the inhomogeneous evolution in 3D reconnecting current sheets may enhance the local reconnection rate even in Case B, which is not strongly limited by the Reynolds number.

Therefore, the outflows in Case B can occasionally reach superslow magnetosonic speeds at certain locations/times, even though the overall reconnection process is relatively slow. In Supplementary Fig. 4, we show such a case where a localized region with superslow magnetosonic speeds can be identified (solid contour in B). The primary variables, density and velocity, and integrated synthetic AIA 94 and AIA 131 intensities are shown in Supplementary Fig. 4 in a similar manner to those shown in Fig. 3. Particularly, several dark fingers (or SADs) can be seen from both the plasma density maps and the synthetic AIA 131 $\AA$ and 94 $\AA$ images. The downflow speeds (~60 km s$^{-1}$) can also be obtained from AIA running-ratio images, which are within the same range as those estimated from Fig. 3. Our practice demonstrates that the formation of the filament-like structure in the interface region beneath the reconnection current sheet may be a universal phenomenon under very different reconnection regimes.

**RTI/RMI at the density interface.** We performed a detailed analysis of the initial development of the perturbations by identifying the variation of several primary physical variables across the density interface. Supplementary Figure 5 shows the evolution of the density interface at the central plane (z = 0), as shown in Fig. 3.

At time $t = 1.8 t_e$, a density interface appears around $y = 0.35 P_{m}$ separating the dense plasma ($\rho > 6 \rho_0$) from the tenuous gas ($\rho \approx 2 \rho_0$) as shown in Supplementary Fig. 5a. At later times ($t = 1.9–2.0 t_e$), this density interface is disturbed and develops ripples due to the linear RTI/RMI. We show the gas pressure and vertical velocity component $v_z$ (Supplementary Fig. 5e–g) as well as their respective gradients (Supplementary Fig. 5h–j) at three selected times (1.8, 1.9 and 2.0 $t_e$) along a sample vertical dashed line. The location of the density interface can be identified as the sharp transition in the gas pressure, which corresponds to the local minimum in the gradient profiles, as shown by the grey shadow regions in Supplementary Fig. 5h,i. Both density and pressure gradients are negative, which means that they point downward across the interface, while the vertical velocity gradient (or $\partial v_z / \partial y$) is directed upwards, as shown in Supplementary Fig. 5j.

The property of this interface matches the condition for driving the classical RMI well. In general, the RMI occurs when the sign of the density or pressure gradient is opposite to each other ($\partial P / \partial y < 0$) if the shock propagates from the light to dense gas. Conversely, if the shock propagates from the dense to tenuous gas with $\partial P / \partial y > 0$, the random numerical perturbations at this density interface then can develop into ripple structures and eventually evolve into ‘spikes’ and ‘bubbles’ at the two sides of the interface. At later times (red line in Supplementary Fig. 5j), this upward $\nabla v_y$ bump developed two separated components: one fast upward part on the upper side and a slower downward one on the downside that is similar to the classic RMI

Further, we investigate the evolution of the interface during the nonlinear RMI phases and compare it with a theoretical model. In Supplementary Fig. 6a, we show the evolution of bubbles at the density interface in Case A, in which the different colours indicate different times in the simulation ranging from 2.0–2.6 $t_e$. In general, the RMI quickly evolves into nonlinear phases once the penetration depth of the bubble (or spike) reaches a significant fraction of the perturbation wavelength, as can be seen in Supplementary Fig. 6b. We then monitor the density variation across the interface and obtain the average Atwood number ($A = (\rho_1 - \rho_2)/(\rho_1 + \rho_2)$, a measure of the relative density jump) in Supplementary Fig. 6b. Here $\rho_1$ is the density on the dense side and $\rho_2$ is for the tenuous side. It is clear that this interface follows the low Atwood number condition where $A$ ranges from ~0.5 to 0.44 during this period. Theoretical models of the RMI and relevant simulations suggest that a power-law function can be used for approximately describing the growth of the heights of the bubbles (or spikes) in the case of multi-mode initial perturbations:

$$h(t) \propto t^\theta,$$

where $h$ is the amplitude of perturbation, $t$ is a linear function of time $t$ and $\theta$ is the power-law growth index. This power law has been widely investigated based on theoretical models, experiments and simulations where $\theta$ has been suggested to range from ~0.25 to 2/3 (ref. 9). For instance, Alon et al. predicted that $\theta \approx 0.4$ for both bubble and spike for all values of $A$. In Supplementary Fig. 6c, we plot the predicted growth profile of the bubbles based on that model by setting the initial perturbation wavelength and velocity to 0.02 and comparing the simulation profiles with the prediction. Supplementary Fig. 6c shows that the two profiles roughly match. We conclude that the nonlinear development of the bubble agrees with the classic RMI theory, although the power-law index may slightly differ in some simulations. Because the Atwood number is less than one, the growth of the bubble and spikes is not symmetrical in the later phases. We will briefly discuss the behaviour of the spikes in the following sections. We note that, occasionally, upward plasma motion in the interface region can also be identified. Indeed, observations of such phenomena have been reported in the literature. However, these may only represent localized events in the interface region where the overall downward contracting magnetic loops dominate the plasma motion.

Although the discussions above focus on the RMI, in practice, the RTI and the RMI might be involved simultaneously in various environments. The growth rate of instabilities is then different from the pure RMI system, especially in situations with gravity including in our MHD models. Therefore, in our case, it is reasonable to consider the initial development of the instabilities as the combined result of both RTI and RMI.
We note that there is a significant difference between our case and the classic hydrodynamic RTI/RMI because of the presence of a magnetic field\(^*.\) It is beyond the scope of the current work to directly compare our simulations with other RTI/RMI experiments that include the magnetic field, because the magnetic field configuration can be different on a case-by-case basis and the magnetic field also dynamically evolves during a flare eruption. However, for demonstration purposes, we perform a qualitative analysis to discuss the effects of the magnetic field by monitoring the variation of plasma $\beta$, the ratio of the plasma gas pressure to the magnetic pressure. Supplementary Fig. 5 shows the average $\beta$ in the $y$ direction at these times. It is worth noting that the RTI/RMI features appear at the interface region ($\beta \approx 1$), where the plasma conditions change from magnetically dominated ($\beta < 1$) in the upstream region and elsewhere in the flaring site to the fluid dominated ($\beta > 1$) regime.

A similar RTI/RMI feature can be found at the upper location just below the lower tip of the current sheet, as shown in Supplementary Fig. 7. The upper dense layer forms due to the compression of the post-shocked plasma during the intermittent reconnection, which is commonly predicted in solar eruption models. The profiles of the primary values across this density interface are similar to those in Supplementary Fig. 5, except that the density structure is reversed.

**Data availability**

The SDO/AIA data are publicly available and obtained using the SunPy module Fido.

**Code availability**

The MHD code is accessible at https://princetonuniversity.github.io/Athena-Cversion/. The AIA data are analysed using the SunPy (https://github.com/sunpy/sunpy). The SolarSoft (SSW) package is obtained from https://www.lmsal.com/solarsoft/ssw. The Chianti atomic data are obtained through https://www.chiantidatabase.org/.
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