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Abstract
We develop a new finite volume method using unstructured mesh-vertex grids for coupled systems modeling shallow water flows and solute transport over complex bottom topography. Novel well-balanced positivity preserving discretization techniques are proposed for the water surface elevation and the concentration of the pollutant. For the hydrodynamic system, the proposed scheme preserves the steady state of a lake at rest and the positivity of the water depth. For the scalar transport equation, the proposed method guarantees the positivity and a perfect balance of the scalar concentration. The constant-concentration states are preserved in space and time for any hydrodynamic field and complex topography in the absence of source terms of the passive pollutant. Importantly and this is one of the main features of our approach is that the novel reconstruction techniques proposed for the water surface elevation and concentration satisfy the discrete maximum-minimum principle for the solute concentration. We demonstrate, in a series of numerical tests, the well-balanced and positivity properties of the proposed method and the accuracy of our techniques and their potential advantages in predicting the solutions of the shallow water-transport model.
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1. Introduction
The shallow water equations(SWEs), also called the Saint-Venant system [17], is a system of partial-differential equations, commonly used to predict and describe flows where the water depth is much smaller than the horizontal length scale of motion and the variations of the
flow in the vertical direction is negligible compared to its horizontal variations [43, 41, 6]. 

The SWEs are widely used in many applications involving free-surface flows in lakes, rivers, 
and oceans, and become an efficient tool for studying a wide range of hydraulic engineering 
problems, as well as tsunami and weather predictions [9, 21, 18, 14, 44]. The coupled 
system of SWEs and transport equation is used in many studies to predict the dynamics 
and the distribution of the concentration of pollutant in flows [14, 3, 2, 32], which have 
various applications in environmental risk assessment for the development of solutions for 
sustainable water resources management. The evolution of pollutants is complex, and is 
subject to various phenomena such as advection, dispersion and diffusion.

In the absence of viscous terms, the SWEs can be considered as a non-linear hyperbolic 
system of conservation (if the topography is constant) or balance (if the topography is 
not constant) law. While some analytical solutions are available for the SWEs, they are 
mainly limited to simple geometries and specific initial and boundary conditions, and in most practical contexts, we need appropriate numerical techniques to approximate the solutions of the system. The design and analysis of numerical schemes for SWEs with different source terms is a very challenging task due to the non-linearity of the system and to the nature of the solutions which can exhibit singularities (shock waves) appearing in finite time even from smooth initial conditions ([30] and references therein). Among the different numerical techniques used to numerically solve the SWEs, the finite volume methods are most convenient to preserve the mass and momentum of the conservative system. Moreover, in the presence of source terms such as variable bottom topography, appropriate numerical techniques should be used to numerically solve the obtained system of balance law to respect a delicate balance between the flux and source terms. The numerical scheme should satisfy the well-balanced property, where the lake at rest steady-state solutions of the system should be preserved, and the numerical scheme should guarantee the positivity of the computed values of the water depth [38, 19, 1, 22, 28, 33, 39].

Various classes of shock-capturing schemes have been proposed in previous studies to numerically solve the system of SWEs. Godunov-type central schemes [12, 16, 40], and upwind schemes [7, 10, 13, 29] using finite volume techniques were proposed for this system. Upwind schemes are based on approximation techniques of the resolution of Riemann problems at the interfaces of each computational cell, whereas in central schemes no Riemann solvers are used. Kurganov et al. [26, 27] introduced central-upwind schemes for hyperbolic conservation laws, where the approximation of fluxes at cell interfaces of the control volumes are based on information obtained from the local speeds of non-linear wave propagation. Their main advantages are the high resolution and simplicity of implementation. Central-upwind schemes were used in many recent works to approximate solutions of the SWEs [24, 11, 15, 22, 33, 8] and for solving nonlinear hyperbolic conservation laws on curved geometries [4]. Beljadid et al. [5] developed a central-upwind finite volume method on cell-vertex grids for shallow water flow over complex bottom topography, which has an advantage of using more cell interfaces providing more information on the waves propagating in different directions. Their techniques enjoy the well-balanced, non-oscillatory and positivity properties and have the advantage to be extended to multidimensional coupled models with unknown eigenstructure where it may be hard to obtain the analytical solution of the Riemann problem or its
In the present study, we propose a new finite volume method for the simulation and prediction of pollution concentration in water bodies. We consider the coupled system of SWEs and the scalar transport equation [14, 3, 44, 2, 32], with different source terms, such as variable bottom topography, bottom friction effects and diffusion. Novel techniques are proposed to numerically solve the resulting non-linear system where we extended the methodology proposed in [5] to our system. The proposed method performs well in terms of numerical dissipation compared to the original scheme [5, 25], especially for the solute transport equation. The developed scheme is well-balanced and preserves the positivity of the computed water depth and the concentration of the pollutant in each point of the computational domain at all times. Furthermore, the proposed numerical scheme satisfies the maximum-minimum principle for the concentration [20, 23], and the constant-concentration state is preserved in space and time for any hydrodynamic field of the flow in the absence of source terms of the passive pollutant.

The paper is organized as follows. In Section 2, we present the coupled model for water flow and solute transport system. The proposed numerical scheme is introduced in Section 3. In Section 4, we present the reconstruction of the hydrodynamic variables and we prove the positivity of the water depth for the semi-discrete form of the proposed method. The discretizations of the different source terms are given in Section 5. In Section 6, a new well-balanced and positivity preserving reconstruction for the scalar concentration is proposed and we prove the maximum and minimum principles for the scalar concentration. In Section 7, we demonstrate the accuracy and stability of the proposed scheme using a variety of numerical examples. Finally, some concluding remarks are drawn in Section 8.

2. Model equations

In this study, we focus on the following coupled model of shallow water flow and solute transport system:

\[
\begin{align*}
\frac{\partial h}{\partial t} + \frac{\partial hu}{\partial x} + \frac{\partial hv}{\partial y} &= 0, \\
\frac{\partial hu}{\partial t} + \frac{\partial}{\partial x} \left( hu^2 + \frac{g}{2} h^2 \right) + \frac{\partial}{\partial y} \left( huv \right) &= -gh \frac{\partial B}{\partial x} - \frac{\tau_x}{\rho}, \\
\frac{\partial hv}{\partial t} + \frac{\partial}{\partial x} \left( hv^2 + \frac{g}{2} h^2 \right) &= -gh \frac{\partial B}{\partial y} - \frac{\tau_y}{\rho}, \\
\frac{\partial hc}{\partial t} + \frac{\partial huc}{\partial x} + \frac{\partial huc}{\partial y} &= \frac{\partial}{\partial x} \left( \gamma h \frac{\partial c}{\partial x} \right) + \frac{\partial}{\partial y} \left( \gamma h \frac{\partial c}{\partial y} \right),
\end{align*}
\]

(2.1)

where \( h \) is the water depth, \( \mathbf{u} := (u, v)^T \) is the depth averaged velocity field of the flow, \( c \) is the concentration of the pollutant, the function \( B(x, y) \) represents the bottom elevation, \( \rho \) is the water density, \( g \) is the gravity acceleration, and \( \gamma \) is the effective diffusivity.
The components of the friction term are expressed using the Manning formulation as follows:

\[
\begin{align*}
\frac{\tau_x}{\rho} &= g \frac{n_f^2}{h^{1/3}} \|u\| u, \\
\frac{\tau_y}{\rho} &= g \frac{n_f^2}{h^{1/3}} \|u\| v,
\end{align*}
\]  

(2.2)

where \( n_f \) is the Manning coefficient and \( \|u\| \) is the norm of the vector velocity field of the flow.

We introduce the new variables of the system: \( s := hc \) is the conservative variable for the scalar transport equation, \( w := h + B \) is the water surface elevation, and \( q := hv \) are the water discharges in the \( x \)- and \( y \)-directions, respectively. With these definitions, the system (2.1) can be expressed in the following form using the vector variable \( \mathbf{U} = (w, p, q, s)^T \) for the flux vector and the bottom topography source term:

\[
\mathbf{U}_t + F(U, B)_x + G(U, B)_y = S(U, B) + I + T,
\]

(2.3)

where the components of the flux vector \( (F, G)^T \), and source terms \( S, I \) and \( T \) are as follows:

\[
F(U, B) = \begin{pmatrix} p - \frac{p^2}{w-B} + \frac{g}{2}(w-B)^2, \frac{pq}{w-B}, \frac{ps}{w-B} \end{pmatrix}^T,
\]

\[
G(U, B) = \begin{pmatrix} q - \frac{pq}{w-B}, \frac{q^2}{w-B} + \frac{g}{2}(w-B)^2, \frac{qs}{w-B} \end{pmatrix}^T,
\]

\[
S(U, B) = \begin{pmatrix} 0, -g(w-B)B_x, -g(w-B)B_y, 0 \end{pmatrix}^T,
\]

\[
I = \begin{pmatrix} 0, -g \frac{n_f^2}{h^{1/3}} \|u\| u, -g \frac{n_f^2}{h^{1/3}} \|u\| v, 0 \end{pmatrix}^T,
\]

\[
T = \begin{pmatrix} 0, 0, \frac{\partial}{\partial x} \left( \gamma h \frac{\partial c}{\partial x} \right), \frac{\partial}{\partial y} \left( \gamma h \frac{\partial c}{\partial y} \right) \end{pmatrix}^T.
\]

3. The proposed cell-vertex method

3.1. Semi-discrete form of the central-upwind scheme

In this section, we will first extend the formulation of the cell-vertex central-upwind scheme developed in [5] for our coupled system (2.3)-(2.4). We used unstructured cell-vertex grids where the domain is partitioned into non-overlapping computational cells \( D_j \) of area \( |D_j| \), obtained by connecting the centroids of the primary triangular grids as shown in Figure 1. Let \( D_{jk} \) \( k = 1, 2, ..., m_j \) be the neighboring cells of \( D_j \) with common edges \( e_{jk} \) of length \( \ell_{jk} \), and define \( \mathbf{n}_{jk} = (\cos(\theta_{jk}), \sin(\theta_{jk}))^T \) the outward unit normal vector to the cell interface \( e_{jk} \). Denote by \( (x_j, y_j) \) the coordinates of the center of mass \( C_j \) of the cell \( D_j \), and \( N_{jk} = (x_{m_{jk}}, y_{m_{jk}}) \) the midpoint of the cell interface \( e_{jk} \) having the vertices \( N_{jk,i} \) \( i = 1, 2 \).

We consider the approximation of the cell average of the computed solution \( \mathbf{U}_j \) over the cell-vertex \( D_j \):

\[
\bar{\mathbf{U}}_j \approx \frac{1}{|D_j|} \int_{D_j} \mathbf{U}(x, y, t) \, dx \, dy.
\]
Figure 1: Sample of triangular grids (dashed lines) and control volumes (solid lines).

The Jacobian of the system (2.3)-(2.4) is:

\[
J_{jk} := \frac{\partial}{\partial U} \left( (F, G)^T \cdot \mathbf{n}_{jk} \right) = \cos(\theta_{jk}) \frac{\partial F}{\partial U} + \sin(\theta_{jk}) \frac{\partial G}{\partial U},
\]

with

\[
\frac{\partial F}{\partial U} = \begin{bmatrix}
0 & 1 & 0 & 0 \\
-u^2 + \tilde{c}^2 & 2u & 0 & 0 \\
-uv & v & u & 0 \\
-uc & c & 0 & u
\end{bmatrix}, \quad \frac{\partial G}{\partial U} = \begin{bmatrix}
0 & 0 & 1 & 0 \\
-uv & v & u & 0 \\
-v^2 + \tilde{c}^2 & v & u & 0 \\
-vc & 0 & c & v
\end{bmatrix}.
\]

This yields to the following expression of the Jacobian matrix:

\[
J_{jk} = \begin{bmatrix}
0 & n_x & n_y & 0 \\
(n^2 - u^2)n_x - vn_y & 2un_x + vn_y & un_y & 0 \\
-uvn_x + (\tilde{c}^2 - v^2)n_y & vn_x & un_x + 2vn_y & 0 \\
-ucn_x - vcn_y & cn_x & cn_y & un_x + vn_y
\end{bmatrix},
\]

and its eigenvalues are given by:

\[
\lambda_{jk}^1 = un_x + vn_y - \tilde{c}, \quad \lambda_{jk}^2 = \lambda_{jk}^3 = un_x + vn_y, \quad \lambda_{jk}^4 = un_x + vn_y + \tilde{c},
\]

where, \(\tilde{c} = \sqrt{gh}\), \(n_x = \cos(\theta_{jk})\), \(n_y = \sin(\theta_{jk})\) and \(u, v\) and \(h\) are the approximate values of the velocity and water depth at the midpoint of the cell interface \(e_{jk}\).

The cell-vertex central-upwind scheme [5] is applied to the coupled model of water flow.
and solute transport system (2.1), and its semi-discrete form is written as follows:

\[
\frac{d \bar{U}_j}{dt} = -\frac{1}{|D_j|} \sum_{k=1}^{m_j} \ell_{jk} \left( \cos(\theta_{jk}) \left[ a_{jk}^\text{in} F(\bar{U}_{jk}(N_{jk}), B_{jk}) + a_{jk}^\text{out} F(U_j(N_{jk}), B_{jk}) \right] + \sin(\theta_{jk}) \left[ a_{jk}^\text{in} G(\bar{U}_{jk}(N_{jk}), B_{jk}) + a_{jk}^\text{out} G(U_j(N_{jk}), B_{jk}) \right] \right)
\]

\[ - a_{jk}^\text{in} a_{jk}^\text{out} \left[ U_{jk}(N_{jk}) - U_j(N_{jk}) \right] + \bar{S}_j + \bar{I}_j + \bar{T}_j, \]

(3.5)

where \( \bar{S}_j \approx \frac{1}{|D_j|} \int_{D_j} S(\bar{U}(x, y, t), B(x, y)) \, dx \, dy \), \( \bar{I}_j \approx \frac{1}{|D_j|} \int_{D_j} I(x, y, t) \, dx \, dy \) and \( \bar{T}_j \approx \frac{1}{|D_j|} \int_{D_j} T(x, y, t) \, dx \, dy \) are the cell averages of the source terms. We denote by \( B_{jk} := B(N_{jk}) \) the approximate values of the bottom topography at the midpoints \( N_{jk} \), and \( U_j(N_{jk}) \) and \( U_{jk}(N_{jk}) \) correspond respectively to the left and right reconstructed values of the vector variable \( \bar{U} \) at the midpoint \( N_{jk} \) of the cell interface \( e_{jk} \).

The extreme values of speeds \( a_{jk}^\text{in} \) and \( a_{jk}^\text{out} \) are respectively the absolute values of the smallest and largest eigenvalues of the Jacobian of the system

\[
\begin{align*}
a_{jk}^\text{in} &= -\min \left\{ \lambda_1[J_{jk}(U_j(N_{jk}))], \lambda_1[J_{jk}(U_{jk}(N_{jk}))], 0 \right\}, \\
a_{jk}^\text{out} &= \max \left\{ \lambda_4[J_{jk}(U_j(N_{jk}))], \lambda_4[J_{jk}(U_{jk}(N_{jk}))], 0 \right\},
\end{align*}
\]

which can be expressed as follows:

\[
\begin{align*}
a_{jk}^\text{in} &= -\min \left\{ u_j^\theta(N_{jk}) - \sqrt{gh_j(N_{jk})}, u_{jk}^\theta(N_{jk}) - \sqrt{gh_{jk}(N_{jk})}, 0 \right\}, \\
a_{jk}^\text{out} &= \max \left\{ u_j^\theta(N_{jk}) + \sqrt{gh_j(N_{jk})}, u_{jk}^\theta(N_{jk}) + \sqrt{gh_{jk}(N_{jk})}, 0 \right\},
\end{align*}
\]

(3.6)

where

\[
\begin{align*}
u_j^\theta(N_{jk}) &:= \cos(\theta_{jk}) u_{jk}(N_{jk}) + \sin(\theta_{jk}) v_{jk}(N_{jk}), \\
u_{jk}^\theta(N_{jk}) &:= \cos(\theta_{jk}) u_j(N_{jk}) + \sin(\theta_{jk}) v_j(N_{jk}).
\end{align*}
\]

(3.7)

While the central upwind scheme [5] performs well for modeling SWEs, its extension (3.5) leads to numerical diffusion for the scalar transport equation. As will be shown in our numerical experiments, this is mainly due to the last term \( a_{jk}^\text{in} a_{jk}^\text{out} [U_{jk}(N_{jk}) - U_j(N_{jk})] \), which has a role to adjust the dissipation in the original scheme but its magnitude leads to numerical diffusion for the scalar concentration for the scheme (3.5).

3.2. The semi-discrete form of the proposed scheme

In this section, we introduce the proposed scheme for the coupled SWEs and scalar transport equation. First, we consider the following class of semi-discrete finite volume
\[
\frac{d \mathbf{U}^{(i)}_j}{dt} = - \frac{1}{|D_j|} \sum_{k=1}^{m_j} \ell_{jk} \left[ \cos(\theta_{jk}) \left( a_{jk}^{in} F^{(i)}(\mathbf{U}_{jk}(N_{jk}), B_{jk}) + a_{jk}^{out} G^{(i)}(\mathbf{U}_{j}(N_{jk}), B_{jk}) \right) \right]
+ \sin(\theta_{jk}) \left[ a_{jk}^{in} G^{(i)}(\mathbf{U}_{jk}(N_{jk}), B_{jk}) + a_{jk}^{out} G^{(i)}(\mathbf{U}_{j}(N_{jk}), B_{jk}) \right]
- \delta_{jk} \left[ \mathbf{U}^{(i)}_{jk}(N_{jk}) - \mathbf{U}^{(i)}_{j}(N_{jk}) \right] + \mathbf{S}^{(i)} + \mathbf{I}^{(i)} + \mathbf{T}^{(i)}, \quad i = 1, 4,
\]
(3.8)

where \( \delta_{jk} \) is a symmetric parameter depending on the variables of our system at the cell \( D_j \) and the neighboring cell \( D_{jk} \) to guarantee the conservation of the method.

The parameter \( \delta_{jk} = a_{jk}^{in} a_{jk}^{out} \) leads to the original central-upwind scheme \([5, 28, 11]\). Our aim is to propose a numerical scheme (3.8) which has an advantage in reducing the numerical dissipation of the original central-upwind scheme \([25]\), especially for the scalar concentration. The main idea is to reduce the last term \( a_{jk}^{in} a_{jk}^{out} \left[ \mathbf{U}_{jk}(N_{jk}) - \mathbf{U}_{j}(N_{jk}) \right] \) which is responsible for the numerical dissipation of the original central-upwind scheme (3.5) for the scalar transport equation. To this end, we propose a new term \( \delta_{jk} \left[ \mathbf{U}_{jk}(N_{jk}) - \mathbf{U}_{j}(N_{jk}) \right] \), by introducing a symmetric parameter \( \delta_{jk} \) smaller than \( a_{jk}^{in} a_{jk}^{out} \) in the semi-discrete form of the proposed scheme. While the numerical dissipation decreases by decreasing \( \delta_{jk} \), appropriate values will be proposed to avoid numerical oscillations and to ensure the underlying physical properties of our method such as the positivity properties of the water depth and the scalar concentration, and the discrete maximum-minimum principle for the concentration of the pollutant. For this purpose, in our approach, first we consider the same values of the parameter \( \delta_{jk} \) for both the continuity equation and the scalar transport equation where \( \delta_{jk} \lesssim a_{jk}^{in} a_{jk}^{out} \). According to the methodology developed for central-upwind schemes \([5, 28, 11]\), to guarantee the positivity of both water depth and concentration of our system, \( \delta_{jk} \) should satisfy the following conditions:

\[
\delta_{jk} \geq u_{jk}^{\theta} a_{jk}^{in}, \quad \text{and} \quad \delta_{jk} \geq -u_{jk}^{\theta} a_{jk}^{out}.
\]

Therefore, the optimum parameter which guarantees the positivity of the water depth and scalar concentration, is given by:

\[
\delta_{jk}^+ = \max \left\{ u_{jk}^{\theta} a_{jk}^{in}, -u_{jk}^{\theta} a_{jk}^{out}, 0 \right\}.
\]
(3.9)

We note that, the selected parameter \( \delta_{jk}^+ \) can reduce the numerical dissipation of the scheme, but may lead to spurious (unphysical) oscillations. We propose to use a linear combination of \( \delta_{jk}^+ \) and \( a_{jk}^{in} a_{jk}^{out} \) which will be confirmed by our numerical experiments as an appropriate choice for the proposed scheme.

\[
\delta_{jk} = \nu \delta_{jk}^+ + (1 - \nu) a_{jk}^{in} a_{jk}^{out},
\]
(3.10)

where \( \nu \in [0, 1] \).
The parameters $\delta_{jk}$ satisfy also the following properties, that we will need to prove both
the positivity of water depth and scalar concentration. Following Eq. (3.9), we have:
\[ \nu \delta_{jk}^+ \geq \nu a_{jk}^in u_{jk}^\theta(N_{jk}) \quad \text{and} \quad \nu \delta_{jk}^+ \geq -\nu a_{jk}^out u_{jk}^\theta(N_{jk}). \] (3.11)
Using Eq. (3.6) related to the extreme values of speeds, we obtain:
\[ a_{jk}^in a_{jk}^out \geq a_{jk}^in u_{jk}^\theta(N_{jk}) \quad \text{and} \quad a_{jk}^in a_{jk}^out \geq -a_{jk}^out u_{jk}^\theta(N_{jk}), \] then
\[ (1 - \nu)a_{jk}^in a_{jk}^out \geq (1 - \nu)a_{jk}^in u_{jk}^\theta(N_{jk}) \quad \text{and} \quad (1 - \nu)a_{jk}^in a_{jk}^out \geq -(1 - \nu)a_{jk}^out u_{jk}^\theta(N_{jk}). \] (3.12)
By combining (3.11) and (3.12), we get:
\[ \delta_{jk} \geq a_{jk}^in u_{jk}^\theta(N_{jk}), \quad \text{and} \quad \delta_{jk} \geq -a_{jk}^out u_{jk}^\theta(N_{jk}). \] (3.13)

4. Reconstruction of the hydrodynamic variables

4.1. Minmod reconstruction

For the bottom topography, we consider the continuous piecewise linear approximation
introduced in [5] where it is assumed that the topography is initially known at the vertices
of each cell-vertex. Following the procedure developed in [5], the approximate values of the
bottom topography $B_{jk} := B(N_{jk})$ at the midpoints $N_{jk}$ are obtained from the topography
at the vertices $N_{jk1}$ and $N_{jk2}$ as shown in Figure 1 by:
\[ B_{jk} = \frac{B(N_{jk1}) + B(N_{jk2})}{2}, \] (4.1)
and the topography at the center of mass $C_j$ is reconstructed by [5]:
\[ B_j = \sum_{k=1}^{m_j} \mu_k B_{jk}, \] (4.2)
where $\mu_k := A_{jk}/|D_j|$ and $A_{jk}$ is the area of the triangle $C_j N_{jk1} N_{jk2}$.

The reconstruction of the topography is the union of $m_j$ planes where each plane is
defined by the connection of the altitudes of the three points $C_j$, $N_{jk1}$, and $N_{jk2}$. For the
coupled model of water flow and solute transport (2.1), we extend the procedure developed in
[5] to reconstruct the values $U_j(N_{jk})$ and $U_{jk}(N_{jk})$ at the midpoints of the cell interface $e_{jk}$.

The numerical gradient $\nabla W_j$ at each cell-vertex is computed using the procedure developed in [5] to obtain the piecewise linear reconstruction for $W := (w, p, q)^T$
\[ W_j(x, y) := \bar{W}_j + (W_x)_j(x - x_j) + (W_y)_j(y - y_j). \] (4.3)

The reconstruction (4.3) is modified for the water surface elevation $w$ by introducing the parameter $\alpha \in [0, 1]$ to respect the positivity of the water depth [5]
\[ w_j(x, y) := \bar{w}_j + \alpha(\nabla w)_j(x - x_j, y - y_j), \] (4.4)
where we consider the maximum value of the parameter $\alpha$ such that the computed values of the water surface elevation at the cell vertices, obtained from (4.4) satisfy $w_{jk} \geq B_{jk}$. The reconstruction of the water surface elevation and water depth satisfies the following relationships:

$$\bar{w}_j = \sum_{k=1}^{m_j} \mu_k w_j(N_{jk}), \quad \bar{h}_j = \sum_{k=1}^{m_j} \mu_k h_j(N_{jk}).$$

(4.5)

**Remark 4.1.** The computed values of velocities can be obtained using $u := p/h$ and $v := q/h$, respectively. We apply the following desingularization formula [28] to avoid division by very small values of the water depth.

$$u = \frac{\sqrt{2} p}{\sqrt{h^4 + \max(h^4, \varepsilon)}}, \quad v = \frac{\sqrt{2} q}{\sqrt{h^4 + \max(h^4, \varepsilon)}},$$

(4.6)

where in our simulations $\varepsilon = \max\{|D_j|^2\}$.

The new well-balanced positivity preserving reconstruction developed in this study for the scalar concentration will be presented in Section 6.

### 4.2. The positivity property the water depth

We apply the forward Euler temporal discretization to the semi-discrete form of the proposed scheme (3.8) to obtain the following explicit form for the water depth:

$$\bar{w}_j^{n+1} = \bar{w}_j^n - \frac{\Delta t}{|D_j|} \sum_{k=1}^{m_j} \frac{\ell_{jk} \cos(\theta_{jk})}{a_{jk}^{in} + a_{jk}^{out}} \left[ a_{jk}^{in} (hu)_{jk} (N_{jk}) + a_{jk}^{out} (hu)_{jk} (N_{jk}) \right]$$

$$- \frac{\Delta t}{|D_j|} \sum_{k=1}^{m_j} \frac{\ell_{jk} \sin(\theta_{jk})}{a_{jk}^{in} + a_{jk}^{out}} \left[ a_{jk}^{in} (hv)_{jk} (N_{jk}) + a_{jk}^{out} (hv)_{jk} (N_{jk}) \right]$$

$$+ \frac{\Delta t}{|D_j|} \sum_{k=1}^{m_j} \ell_{jk} \frac{\delta_{jk}}{a_{jk}^{in} + a_{jk}^{out}} \left[ w_{jk}(N_{jk}) - w_j(N_{jk}) \right].$$

(4.7)

Due to (4.5), and since the piecewise linear reconstruction of the bottom topography is continuous, we have $w_{jk}(N_{jk}) - w_j(N_{jk}) = h_{jk}(N_{jk}) - h_j(N_{jk})$ and Eq.(4.7) can be rewritten in the following form:

$$\bar{h}_j^{n+1} = \sum_{k=1}^{m_j} h_j(N_{jk}) \left[ \mu_k - \frac{\Delta t \ell_{jk}}{|D_j| (a_{jk}^{in} + a_{jk}^{out})} \left[ \delta_{jk} + a_{jk}^{out} u_{jk}^\theta(N_{jk}) \right] \right]$$

$$+ \frac{\Delta t}{|D_j|} \sum_{k=1}^{m_j} h_{jk}(N_{jk}) \frac{\ell_{jk}}{a_{jk}^{in} + a_{jk}^{out}} \left[ \delta_{jk} - a_{jk}^{in} u_{jk}^\theta(N_{jk}) \right],$$

(4.8)

where $u_{jk}^\theta(N_{jk})$ and $u_{jk}^\theta(N_{jk})$ are given by Eq. (3.7). The positivity is achieved by using $\delta_{jk} \geq a_{jk}^{in} a_{jk}^\theta(N_{jk})$ as already mentioned in Eq. (3.13)
and \( h_{jk}(N_{jk}) \geq 0 \). The last term in (4.8) is positive and since \( h_{j}(N_{jk}) \geq 0 \) and
\[
\frac{\Delta t \ell_{jk}}{|D_j|} \left( a_{jk}^m + a_{jk}^{out} \right) \left[ \delta_{jk} + a_{jk}^{out} \theta_j(N_{jk}) \right] \leq \frac{\Delta t}{|D_j|} \ell_{jk} a_{jk}^{out},
\]
then, the first term will be also positive under the following condition:
\[
\Delta t \leq \mu_k |D_j| \ell_{jk} a_{jk}^{out}. \tag{4.9}
\]
This condition is valid under the following time step restriction:
\[
\Delta t_h \leq \frac{d_m}{2a}, \tag{4.10}
\]
where \( a := \max_{j,k} \{a_{jk}^m, a_{jk}^{out}\} \) and \( d_m := \min_{j,k} \{d_{jk}\} \), with \( d_{jk} \) is the distance between the center of mass \( C_j \) of the cell \( D_j \) and its \( k \)th interface \( e_{jk} \).

5. Discretization of the source terms

5.1. Discretization of the bottom topography and the friction term

The nonzero components of the bottom topography \( \bar{S}_j \) are approximated using the following well-balanced discretizations [5, 11]:
\[
\bar{S}_j^{(2)} = \frac{g}{2|D_j|} \sum_{k=1}^{m_j} \ell_{jk} (w_j(N_{jk}) - B_{jk})^2 \cos(\theta_{jk}) - g(w_x)_{j} (\bar{w}_j - B_j),
\]
\[
\bar{S}_j^{(3)} = \frac{g}{2|D_j|} \sum_{k=1}^{m_j} \ell_{jk} (w_j(N_{jk}) - B_{jk})^2 \sin(\theta_{jk}) - g(w_y)_{j} (\bar{w}_j - B_j). \tag{5.1}
\]

For the discretization of the friction source term \( \bar{I}_j \), we use the following semi-implicit scheme:
\[
\bar{I}_j = \frac{1}{|D_j|} \int_{D_j} I(x,y,t) \, dx \, dy = - \frac{1}{|D_j|} \left( g \frac{n_j^2 \sqrt{\bar{u}_j^2 + \bar{v}_j^2}}{\bar{h}_j^{4/3}} \right)^n \left( \begin{array}{c} 0 \\ \frac{\bar{p}_j^n + \bar{p}_j^{n+1}}{2} \\ \frac{\bar{q}_j^n + \bar{q}_j^{n+1}}{2} \\ 0 \end{array} \right). \tag{5.2}
\]

According to (4.6), Eq. (5.2) becomes:
\[
\bar{I}_j = - \frac{1}{|D_j|} \left( g \frac{2n_j^2 \bar{h}_j^{5/3} \sqrt{\bar{p}_j^2 + \bar{q}_j^2}}{\bar{h}_j^3 + \max(\bar{h}_j^3, \varepsilon)} \right)^n \left( \begin{array}{c} 0 \\ \frac{\bar{p}_j^n + \bar{p}_j^{n+1}}{2} \\ \frac{\bar{q}_j^n + \bar{q}_j^{n+1}}{2} \\ 0 \end{array} \right). \tag{5.3}
\]
The discretization quadrature (5.1) is well-balanced in the sense that it exactly preserves the steady-state solution of “lake at rest”, since under the conditions \( w = \text{constant}, \ u = 0 \) and \( v = 0 \), the friction source term becomes zero \( I = 0 \) and it has no impact on the well-balanced property.

5.2. Discretization of the diffusion term

The diffusion term in the scalar transport equation is discretized using the following approach \([37, 36, 35]\):

\[
\bar{T}_j^{(4)} = \frac{1}{|D_j|} \int_{D_j} T^{(4)}(x, y, t) \, dx \, dy,
\]

\[
= \frac{1}{|D_j|} \int_{D_j} \nabla \cdot (\gamma h \nabla c) \, dx \, dy.
\]

By applying the divergence theorem we obtain the following expression for the diffusion term where the notation \((.)_{f\,jk}\) is used for the estimated values at interfaces:

\[
\bar{T}_j^{(4)} = \frac{1}{|D_j|} \sum_{k=1}^{m_j} \ell_{jk} (\gamma h \nabla c)_{f\,jk} \cdot n_{jk},
\]

\[
= \frac{1}{|D_j|} \sum_{k=1}^{m_j} \ell_{jk} \gamma \hat{h}_{jk} \left( \frac{\bar{c}_{jk} - \bar{c}_j}{\bar{d}_{jk}} \right), \tag{5.4}
\]

with \( \hat{h}_{jk} \) is the value of water depth at the cell interface \( e_{jk} \) and \( \bar{d}_{jk} \) is the distance between the projections of the centers of mass \( C_j \) and \( C_{jk} \) on the line with direction vector \( n_{jk} \) \([36]\), given by:

\[
\bar{d}_{jk} = \overrightarrow{C_j C_{jk}} \cdot n_{jk}. \tag{5.5}
\]

In order to avoid diffusion in wet/dry interfaces the water depth at the cell interface \( \hat{h}_{jk} \) is approximated as \([35]\):

\[
\hat{h}_{jk} = \min\{h_j, h_{jk}\}, \tag{5.6}
\]

where \( h_j \) and \( h_{jk} \) are respectively the left and right reconstructed values of the water depth at the midpoint \( N_{jk} \) of the cell interface \( e_{jk} \).

6. Well-balanced and positivity of the concentration

In this section, we propose a new reconstruction for the scalar concentration based on the following three physical properties: (\( i \)) for a passive scalar, constant-concentration state should be preserved in space and time for any hydrodynamic field of the flow in the absence of source terms in the scalar transport equation; (\( ii \)) the scalar concentration should remain positive at all times; (\( iii \)) it should satisfy the discrete maximum-minimum principle.
6.1. Positivity preserving reconstruction for the concentration

In our approach, the proposed reconstruction will be based on the conservative variable \( s = hc \), and we will require the following properties: (\( \pi_1 \)) the reconstruction should satisfy similar relationships (4.5) for the water depth and water surface elevation, \( s_j = \sum_{k=1}^{m_j} \mu_k s_j(N_{jk}) \); (\( \pi_2 \)) the reconstruction should satisfy: \( s_j := h_j \bar{c}_j \), \( s_j := h_j c_j \) and \( s_{jk} := h_{jk} c_{jk} \); (\( \pi_3 \)) for each cell interface \( e_{jk} \), the reconstructed values \( s_j = h_j c_j \) and \( s_{jk} = h_{jk} c_{jk} \) are functions of the cell averages \( \bar{c}_j \) and \( \bar{c}_{j1}, \bar{c}_{j2}, \ldots, \bar{c}_{jm} \) at the cell \( D_j \) and its neighboring cells \( D_{j1}, D_{j2}, \ldots, D_{jm} \), respectively.

\[
s_j = \psi \left( \bar{s}_j, \bar{s}_{j1}, \bar{s}_{j2}, \ldots, \bar{s}_{jm} \right),
= \psi \left( \bar{c}_j h_j, \bar{c}_{j1} h_{j1}, \bar{c}_{j2} h_{j2}, \ldots, \bar{c}_{jm} h_{jm} \right),
\]

where the function \( \psi \) should satisfy the condition: if \( \bar{c}_j \equiv \bar{c}_{j1} \equiv \bar{c}_{j2} \equiv \ldots \equiv \bar{c}_{jm} \equiv constant \), then \( c_j \equiv c_{jk} \equiv constant \), for any hydrodynamic field of the flow.

To develop a reconstruction which respects the aforementioned properties, we start by rewriting the conservative variable \( s_j \) using the following expressions:

\[
s_j = c_j h_j = (\bar{c}_j + \delta_c) h_j,
= \bar{c}_j h_j + \delta_c h_j + \delta_c (\bar{h}_j + \delta h),
= \bar{c}_j h_j + \delta_c \bar{h}_j + \delta_c \delta h, \quad (6.1)
\]

where \( \delta_c \) is computed using the gradient of \( c \), \( \delta_c = (\nabla c)_j \cdot \bar{X}_j \), with \( \bar{X}_j \equiv \bar{C}_j N_{jk} \).

A linear reconstruction based on the conservative variable \( s \) may cause problem for the well-balanced property of the concentration since the water depth can be nonlinear. The linear reconstruction based on the concentration may cause problem to respect the equality of the cell average of the computed solution of the conservative variable \( \bar{s}_j = \frac{1}{|\Omega|} \int_{\Omega} s(x, y, t) \, dx \, dy \) used in the finite volume method framework. To remedy to these situations, we choose the following reconstruction based on the first two terms of the last equation (6.1):

\[
s_j = \bar{c}_j h_j + \delta_c \bar{h}_j,
\]

which leads to the following expression for the conservative variable \( s \) at the midpoints of cell interfaces:

\[
s_j(N_{jk}) = \bar{c}_j h_j(N_{jk}) + \delta_c \bar{h}_j.
\]

In order to guarantee the positivity of \( s_j \) we choose the largest parameter \( \beta_{\text{max}} \in [0, 1] \), so that \( s_j(N_{jk}) \geq 0 \)

\[
s_j(N_{jk}) = \bar{c}_j h_j(N_{jk}) + \beta_{\text{max}} \bar{h}_j (\nabla c)_j \cdot \bar{X}_{jk}. \quad (6.2)
\]

To compute \( (\nabla c)_j \), we apply the same procedure used for \( \mathbf{W} \) as explained in Section 4.1.

**Remark 6.1.** For reason of convexity, the positivity of the concentration is achieved throughout computational cells \( D_j \), by using Eq. (6.2) at the vertices instead of the midpoints of cell interfaces

\[
s_j(N_{jkv}) = \bar{c}_j h_j(N_{jkv}) + \beta_{\text{max}} \bar{h}_j (\nabla c)_j \cdot \bar{X}_{jkv}, \quad (6.3)
\]

and imposing the positivity of \( s_j(N_{jkv}) \) at all cell vertices to deduce the value of \( \beta_{\text{max}} \).
With the proposed positivity preserving reconstruction, the properties $\pi_1$, $\pi_2$, and $\pi_3$ can be justified as follows:

According to Eq. (6.2), we have:

$$s_j(N_{jk}) = \bar{c}_j h_j(N_{jk}) + \beta_{max} \bar{h}_j (\nabla c)_j \cdot \vec{X}_{jk},$$

since

$$\bar{h}_j = \sum_{k=1}^{m_j} \mu_k h_j(N_{jk}) \quad \text{and} \quad \sum_{k=1}^{m_j} \mu_k \vec{X}_{jk} = 0,$$

then

$$\sum_{k=1}^{m_j} \mu_k s_j(N_{jk}) = \bar{c}_j \bar{h}_j = \bar{s}_j.$$ 

Since we compute the values of the concentration from the values of $s$ and $h$, then our reconstruction satisfies $\bar{s}_j = \bar{c}_j \bar{h}_j$, $s_j = c_j h_j$ and $s_{jk} = c_{jk} h_{jk}$.

If the discrete concentration is constant $\bar{c}_j = c_0$, then $(\nabla c)_j = 0$ and Eq. (6.2) reduces to $s_j(N_{jk}) = \bar{c}_j h_j(N_{jk}) = c_0 h_j(N_{jk}) = c_j h_j(N_{jk})$ and we get $c_j = c_0$.

### 6.2. Well-balanced of the concentration

Here, we will prove that in the absence of sources terms in the scalar transport equation, the constant-concentration states are preserved in space and time for any hydrodynamic field of the flow. We apply the forward Euler temporal discretization to the semi-discrete form of the proposed scheme (3.8) for the scalar transport equation to obtain the following explicit discretization:

$$\bar{s}_j^{n+1} = \bar{s}_j^n - \frac{\Delta t}{|D_j|} \sum_{k=1}^{m_j} \ell_{jk} \cos(\theta_{jk}) \left[ \frac{a_{in}^{jk}}{c_{jk}^n} \left( p_{\bar{s}} \right)_{jk} (N_{jk}) + \frac{a_{out}^{jk}}{c_{jk}^n} \left( q_{\bar{s}} \right)_{jk} (N_{jk}) \right]$$

$$- \frac{\Delta t}{|D_j|} \sum_{k=1}^{m_j} \ell_{jk} \sin(\theta_{jk}) \left[ \frac{a_{in}^{jk}}{c_{jk}^n} \left( q_{\bar{s}} \right)_{jk} (N_{jk}) + \frac{a_{out}^{jk}}{c_{jk}^n} \left( p_{\bar{s}} \right)_{jk} (N_{jk}) \right]$$

$$+ \frac{\Delta t}{|D_j|} \sum_{k=1}^{m_j} \ell_{jk} \delta_{jk} \left[ s_{jk}(N_{jk}) - s_j(N_{jk}) \right] + \bar{T}_{j}^{(4)}.$$

We assume that $\bar{c}_n = c_0$ at time $t = t^n$, where $c_0$ is a constant. Under this condition, $\bar{c}_{jk} = \bar{c}_j$, in Eq. (5.4), the discrete diffusion term becomes zero $\bar{T}_{j}^{(4)} = 0$.  
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Finally, by using the property $\pi_3$ we obtain:

$$s_{j}^{n+1} = s_{j}^{n} - c_0 \left[ \frac{\Delta t}{D_j} \sum_{k=1}^{m_j} \ell_{jk} \cos(\theta_{jk}) \frac{\ell_{jk}}{a_{jk}^{in} + a_{jk}^{out}} \left[ a_{jk}^{in}(hu)_{jk}(N_{jk}) + a_{jk}^{out}(hu)_{jk}(N_{jk}) \right] 
- \frac{\Delta t}{D_j} \sum_{k=1}^{m_j} \ell_{jk} \sin(\theta_{jk}) \frac{\ell_{jk}}{a_{jk}^{in} + a_{jk}^{out}} \left[ a_{jk}^{in}(hv)_{jk}(N_{jk}) + a_{jk}^{out}(hv)_{jk}(N_{jk}) \right] 
+ \frac{\Delta t}{D_j} \sum_{k=1}^{m_j} \ell_{jk} \frac{d_{jk}}{a_{jk}^{in} + a_{jk}^{out}} \left[ h_j(N_{jk}) - h_{jk} \right] \right],$$

$$= c_0 \tilde{h}_j^{n} + \sum_{k=1}^{m_j} \ell_{jk} \frac{d_{jk}}{a_{jk}^{in} + a_{jk}^{out}} \left[ \tilde{c}_j - c_j \right],$$

$$= c_0 \tilde{h}_j^{n+1}.$$  

Since $s_{j}^{n+1} = c_{j}^{n+1} \tilde{h}_j^{n+1} = c_0 \tilde{h}_j^{n+1}$, then $\tilde{c}_j^{n+1} = c_0$ and this shows the well-balanced of the concentration for any hydrodynamic field of the flow.

### 6.3. The positivity property of the concentration

In this section we will prove the positivity of the concentration for our system where we consider both the advection and the diffusion effects in the scalar transport equation. The explicit form of the proposed scheme (3.8) applied to the scalar transport equation using the forward Euler temporal discretization yields:

$$s_{j}^{n+1} = s_{j}^{n} - \frac{\Delta t}{D_j} \sum_{k=1}^{m_j} \ell_{jk} \cos(\theta_{jk}) \frac{\ell_{jk}}{a_{jk}^{in} + a_{jk}^{out}} \left[ a_{jk}^{in}(us)_{jk}(N_{jk}) + a_{jk}^{out}(us)_{jk}(N_{jk}) \right] 
- \frac{\Delta t}{D_j} \sum_{k=1}^{m_j} \ell_{jk} \sin(\theta_{jk}) \frac{\ell_{jk}}{a_{jk}^{in} + a_{jk}^{out}} \left[ a_{jk}^{in}(vs)_{jk}(N_{jk}) + a_{jk}^{out}(vs)_{jk}(N_{jk}) \right] 
+ \frac{\Delta t}{D_j} \sum_{k=1}^{m_j} \ell_{jk} \frac{d_{jk}}{a_{jk}^{in} + a_{jk}^{out}} \left[ s_j(N_{jk}) - s_{jk} \right] 
+ \frac{\Delta t}{D_j} \sum_{k=1}^{m_j} \ell_{jk} \gamma \tilde{h}_j \left( \frac{\tilde{c}_j - c_j}{d_{jk}} \right),$$

which can be rewritten as:

$$s_{j}^{n+1} = s_{j}^{n} - \frac{\Delta t}{D_j} \sum_{k=1}^{m_j} \ell_{jk} \gamma \tilde{h}_j \frac{\tilde{c}_j}{d_{jk}} - \frac{\Delta t}{D_j} \sum_{k=1}^{m_j} \ell_{jk} \gamma \tilde{h}_j \left( \frac{\ell_{jk}}{a_{jk}^{in} + a_{jk}^{out}} \left[ \delta_{jk} + a_{jk}^{out} u_j^\theta(N_{jk}) \right] \right) 
+ \frac{\Delta t}{D_j} \sum_{k=1}^{m_j} \ell_{jk} \gamma \tilde{h}_j \left[ \frac{s_j(N_{jk})}{a_{jk}^{in} + a_{jk}^{out}} \left[ \delta_{jk} - a_{jk}^{in} u_j^\theta(N_{jk}) \right] + \gamma \tilde{h}_j \frac{\tilde{c}_j}{d_{jk}} \right],$$

(6.7)
We have, $\tilde{h}_{jk} \bar{c}_j = \min \{h_{jk}, h_{jk}\} \bar{c}_j \leq h_j \bar{c}_j$, and $\bar{h}_j = \sum_{k=1}^{m_j} \mu_k h_j(N_{jk}) \geq \mu_k h_j(N_{jk})$, for any $k$, $1 \leq k \leq m_j$, then, $\tilde{h}_{jk} \bar{c}_j \leq \mu_k^{-1} \bar{h}_j \bar{c}_j = \mu_k^{-1} \bar{s}_j$.

According to Eq.(6.7) we deduce:

$$
\tilde{s}_{j}^{n+1} \geq \tilde{s}_{j}^{n} (1 - \Delta t \lambda_j \gamma) - \frac{\Delta t}{|D_j|} \sum_{k=1}^{m_j} s_j(N_{jk}) \left[ \frac{\ell_{jk}}{a_{jk}^{in} + a_{jk}^{out}} \right] \left[ \delta_{jk} + a_{jk}^{out} u_{j}^{\theta}(N_{jk}) \right] \\
+ \frac{\Delta t}{|D_j|} \sum_{k=1}^{m_j} \ell_{jk} \left[ \frac{s_{jk}(N_{jk})}{a_{jk}^{in} + a_{jk}^{out}} \left[ \delta_{jk} - a_{jk}^{in} u_{j}^{\theta}(N_{jk}) \right] + \gamma \tilde{h}_{jk} \bar{c}_j \right],
$$

(6.8)

where the geometrical parameter $\lambda_j$ is given by:

$$
\lambda_j = \frac{1}{|D_j|} \sum_{k=1}^{m_j} \mu_k^{-1} \ell_{jk} d_{jk} = \sum_{k=1}^{m_j} \frac{1}{d_{jk} d_{jk}}.
$$

(6.9)

Due to $\pi_1$, we use the relationship $\tilde{s}_{j}^{n} = \sum_{k=1}^{m_j} \mu_k s_j(N_{jk})$ to get the following inequality:

$$
\tilde{s}_{j}^{n+1} \geq \sum_{k=1}^{m_j} s_j(N_{jk}) \left[ \mu_k (1 - \Delta t \lambda_j \gamma) - \frac{\Delta t \ell_{jk}}{|D_j| (a_{jk}^{in} + a_{jk}^{out})} \left[ \delta_{jk} + a_{jk}^{out} u_{j}^{\theta}(N_{jk}) \right] \right] \\
+ \frac{\Delta t}{|D_j|} \sum_{k=1}^{m_j} \ell_{jk} \left[ \frac{s_{jk}(N_{jk})}{a_{jk}^{in} + a_{jk}^{out}} \left[ \delta_{jk} - a_{jk}^{in} u_{j}^{\theta}(N_{jk}) \right] + \gamma \tilde{h}_{jk} \bar{c}_j \right].
$$

(6.10)

The last term of (6.10) is non-negative since $\delta_{jk} \geq a_{jk}^{in} u_{j}^{\theta}(N_{jk})$ as shown in Eq.(3.13), $s_{jk}(N_{jk}) \geq 0$ and $\bar{c}_{jk} \geq 0$. The first term on the right-hand side of (6.10) will be non-negative under a time step restriction to be determined using the condition

$$
\mu_k - \Delta t \left( \mu_k \lambda_j \gamma + \frac{\ell_{jk}}{|D_j| (a_{jk}^{in} + a_{jk}^{out})} \left[ \delta_{jk} + a_{jk}^{out} u_{j}^{\theta}(N_{jk}) \right] \right) \geq 0,
$$

(6.11)

which is satisfied by requiring the following inequality:

$$
\mu_k - \Delta t \left( \mu_k \lambda_j \gamma + \frac{\ell_{jk}}{|D_j| a_{jk}^{out}} \right) \geq 0.
$$

(6.12)

The condition (6.12) is simply:

$$
\Delta t \leq \frac{d_{jk}}{d_{jk} \lambda_j \gamma + 2a_{jk}^{out}}.
$$

(6.13)

It is straightforward to show that the positivity of the conservative variable $s$ is guaranteed by imposing the following time step restriction:

$$
\Delta t_e \leq \frac{d_m}{d_m \lambda_M \gamma + 2a},
$$

(6.14)

where $\lambda_M := \max_j \{\lambda_j\}$, and as already defined $d_m = \min_{j,k} \{d_{jk}\}$ and $a = \max_{j,k} \{a_{jk}^{out}, a_{jk}^{in}\}$.
6.4. The time step restriction of the proposed scheme

The stability condition of the proposed scheme using the explicit Euler method in the temporal discretization is determined by the combination of advection and diffusion where the time step is limited by both the Courant-Friedrichs-Lewy number, \(CFL\), and the Peclet number, \(P_e\) \([31, 35]\), as follows:

\[
CFL + P_e \leq 1,
\]

The extreme local speeds at interfaces used in the proposed scheme are the same as those used for cell-vertex central upwind scheme for shallow water system \([5]\). The time step restriction of this scheme can be applied for our case for the advection where the following CFL number is used \([5]\):

\[
CFL = \frac{a}{\min_{j,k}\{d_{jk}\}} \Delta t_s.
\]

The von-Neumann stability analysis of the proposed discretization of the diffusion term leads to a time step restriction using the following Peclet number:

\[
P_e = \gamma \sum_{k=1}^{m_j} \frac{2\mu_k}{d_{jk}d_{jk}} \Delta t_s,
\]

\[
= \gamma \tilde{\lambda}_j \Delta t_s,
\]

where we used the following geometrical parameter of the same order as the parameter \(\lambda_j\) defined in (6.9) in the condition developed for the positivity of the proposed scheme:

\[
\tilde{\lambda}_j = \sum_{k=1}^{m_j} \frac{2\mu_k}{d_{jk}d_{jk}}.
\]

Then, the stability requirement of the proposed numerical scheme is given by the following time step restriction:

\[
\Delta t_s \leq \frac{d_m}{d_m \tilde{\lambda}_M \gamma + a},
\]

where \(\tilde{\lambda}_M := \max_j \{\tilde{\lambda}_j\}\).

Remark 6.2. The terms on the right-hand sides in Eqs. (6.14) and (6.19) for the time step restrictions respectively for the positivity and stability of the proposed scheme, have the same order thanks to the expressions of the geometrical parameters \(\tilde{\lambda}_M\) and \(\lambda_M\). Under the conditions (6.14) and (6.19), the positivity of the water depth and the concentration can be preserved if we use the three-stage third-order SSP Runge-Kutta method as temporal scheme since it is a convex combination of three forward Euler methods.

6.5. Maximum and minimum principles for the concentration

In this section, we will prove the maximum and minimum principles for the scalar concentration. First, we will complement our reconstruction of the conservative variable \(s = hc\).
In the proposed procedure of the reconstruction, the parameter $\beta_{\text{max}}$ used in Eq. (6.3) should also satisfy:

$$\min(c_j, \bar{c}_j) \leq c_j(N_{jk}) \leq \max(c_j, \bar{c}_j).$$

(6.20)

To avoid division by very small values of the water depth in the computation of the cell average of the concentration, we propose the following formula:

$$\bar{c}_j = \begin{cases} \frac{s_j}{h_j} & \text{if } h_j > \xi, \\
\min\{c_{\text{max}}, \max\{c_{\text{min}}, R_j\}\} & \text{otherwise}, \end{cases}$$

(6.21)

where $c_{\text{max}}$ and $c_{\text{min}}$ are respectively the maximum and the minimum values of the concentration $c_j$ and the concentrations $\bar{c}_{jk}$ at the neighboring cells, in the previous step and $R_j$ are obtained from the desingularization formula:

$$R_j = \frac{\sqrt{2} \bar{h}_j s_j}{\sqrt{h_j^4 + \max(h_j^4, \varepsilon)}},$$

where we use the same $\varepsilon$ given in (4.6) and $\xi = 10^{-6}$.

In the following, we will prove that the proposed scheme satisfies the maximum and minimum principles for the scalar concentration.

**Theorem 6.3.** The semi-discrete form of the proposed scheme (3.8) for the scalar transport equation without diffusion term, together with the proposed reconstruction (6.2) with the properties (6.20-6.21), ensure the maximum and the minimum principles for the scalar concentration:

$$\min(c^n_j, c^n_{j1}, c^n_{j2}, \ldots, c^n_{jm_j}) \leq c^{n+1}_j \leq \max(c^n_j, c^n_{j1}, c^n_{j2}, \ldots, c^n_{jm_j}).$$

(6.22)

**Proof 6.4.** Let $c_{\text{min}} = \min(c^n_j, c^n_{j1}, c^n_{j2}, \ldots, c^n_{jm_j})$ and $c_{\text{max}} = \max(c^n_j, c^n_{j1}, c^n_{j2}, \ldots, c^n_{jm_j})$. Following Eq. (6.20), we have $c_{\text{min}} \leq c_j(N_{jk}) \leq c_{\text{max}}$ and by combining these inequalities with Eq. (6.6) with $T_j^{(4)} = 0$ and using $s_j(N_{jk}) = c_j(N_{jk})h_j(N_{jk})$ and $s_{jk}(N_{jk}) = c_{jk}(N_{jk})h_{jk}(N_{jk})$, we obtain:

$$s_{j}^{n+1} \leq c_{\text{max}} \left\{ \sum_{k=1}^{m_j} h_{jk}(N_{jk}) \left[ \mu_k - \frac{\Delta t \ell_{jk}}{|D_j|} \left( a^\text{in}_{jk} + a^\text{out}_{jk} \right) \left[ \delta_{jk} + a^\theta_{jk} u^\theta_{jk}(N_{jk}) \right] \right] \\
+ \frac{\Delta t}{|D_j|} \sum_{k=1}^{m_j} h_{jk}(N_{jk}) \frac{\ell_{jk}}{a^\text{in}_{jk} + a^\text{out}_{jk}} \left[ \delta_{jk} - a^\theta_{jk} u^\theta_{jk}(N_{jk}) \right] \right\},$$

(6.23)

$$\leq c_{\text{max}} \left\{ \sum_{k=1}^{m_j} h_{jk}(N_{jk}) \mu_k - \frac{\Delta t}{|D_j|} \sum_{k=1}^{m_j} \frac{\ell_{jk}}{a^\text{in}_{jk} + a^\text{out}_{jk}} \left[ \delta_{jk} + a^\theta_{jk} u^\theta_{jk}(N_{jk}) \right] \\
+ \frac{\Delta t}{|D_j|} \sum_{k=1}^{m_j} h_{jk}(N_{jk}) \frac{\ell_{jk}}{a^\text{in}_{jk} + a^\text{out}_{jk}} \left[ \delta_{jk} - a^\theta_{jk} u^\theta_{jk}(N_{jk}) \right] \right\},$$
and
\[ s_j^{n+1} \geq c_{\min} \left\{ \sum_{k=1}^{m_j} h_j(N_{jk}) \left[ \mu_k - \frac{\Delta t f_{jk}}{|D_j|} \left( a_{jk}^{\text{in}} + a_{jk}^{\text{out}} \right) \left[ \delta_{jk} + a_{jk}^{\text{out}} u_j^\theta(N_{jk}) \right] \right] \right. \\
+ \frac{\Delta t}{|D_j|} \sum_{k=1}^{m_j} h_{jk}(N_{jk}) \frac{\ell_{jk}}{a_{jk}^{\text{in}} + a_{jk}^{\text{out}}} \left[ \delta_{jk} - a_{jk}^{\text{in}} u_j^\theta(N_{jk}) \right] \left. \right\}, \] (6.24)
\[ \geq c_{\min} \left\{ \sum_{k=1}^{m_j} h_j(N_{jk}) \mu_k - \frac{\Delta t}{|D_j|} \sum_{k=1}^{m_j} \frac{h_{jk}(N_{jk}) \ell_{jk}}{a_{jk}^{\text{in}} + a_{jk}^{\text{out}}} \left[ \delta_{jk} + a_{jk}^{\text{out}} u_j^\theta(N_{jk}) \right] \right. \\
+ \frac{\Delta t}{|D_j|} \sum_{k=1}^{m_j} h_{jk}(N_{jk}) \frac{\ell_{jk}}{a_{jk}^{\text{in}} + a_{jk}^{\text{out}}} \left[ \delta_{jk} - a_{jk}^{\text{in}} u_j^\theta(N_{jk}) \right] \left. \right\}. \]

Using \( \sum_{k=1}^{m_j} \mu_k h_j(N_{jk}) = \bar{h}_j^n \), we obtain:
\[ c_{\min} \bar{h}_j^n \leq s_j^{n+1} \leq c_{\max} \bar{h}_j^{n+1}. \] (6.25)

Since, \( s_j^{n+1} = c_j^{n+1} \bar{h}_j^{n+1} \) we conclude that \( c_{\min} \leq c_j^{n+1} \leq c_{\max} \) and this completes the proof.

7. Numerical experiments

In this section, the proposed scheme for the coupled model for water flow and solute transport system (2.1), is validated against several benchmark tests. In all of the numerical experiments, we have set \( g = 9.81 \) and we used different values of the parameter \( \nu \). In the numerical example 7.1, a dam-break problem with constant concentration is considered to test the ability of the proposed scheme to preserve constant state of concentration for any hydrodynamic where we consider rapidly varying flow. The numerical tests 7.2 and 7.4 are performed for convection-diffusion problems. In the numerical example 7.5, a dam-break problem over three humps is used to assess the model’s ability for the prediction of the flow over complex bottom topography with scalar concentration, involving wet/dry areas.

7.1. Example 1: Dam break with scalar transport

We start our numerical experiments with the following example, where wet and dry bed dam-break problems are considered. A computational domain \([0, 10] \times [0, 5]\) with frictionless bed is discretized using an average cell area \( |D_j| = 4.962 \times 10^{-3} \). The dam is located at \( x_0 = 10 \), and the initial water depth is set to \( h_l = 1 \) upstream of the dam, whereas downstream the depth is \( h_r = 0.1 \) for wet bed dam and \( h_r = 0 \) for dry bed dam, with zero velocity field. We perform the numerical simulations using outflow boundary conditions and we compare the results of the proposed numerical method with the analytical solutions for our problem which are described in [18].

Figure 2 shows the profile of the computed water depth, compared with the analytical solution in dry dam-break and in wet dam-break at time \( t = 1 \). To show the well-balanced property of the proposed scheme for the concentration, we consider an initial condition
with a constant concentration over the domain. The results of our numerical simulations demonstrate that the well-balanced property is satisfied where the constant state of the concentration is preserved in the whole domain for any hydrodynamic field of the flow.

Figure 2: Numerical and analytical solutions for the water depth and concentration at time $t = 1$ for dry dam-break (a) and wet dam-break (b) problems. The computed solutions of the concentration are shown with $\epsilon = 10^{-15}$.

7.2. Example 2: Passive scalar advection

In this numerical example, we consider the advection of an amount of pollutant by shallow water flows over flat and smooth bed. The computational domain is $[0, 10] \times [0, 10]$ which is discretized using an average cell area $|\bar{D}_j| = 1.243 \times 10^{-3}$. The water depth is initially constant everywhere with $h = 1$, the velocity field of the flow is uniform $u = v = 0.5$, and the concentration is given by:

$$c(x, y, 0) = \begin{cases} 
1, & \text{if } \|x - x_0\| \leq 1, \\
0, & \text{otherwise}
\end{cases} \quad (7.1)$$

where, $x = (x, y)$ and $x_0 = (1.5, 1.5)$.

In our numerical simulations, inflow and outflow conditions are applied at the boundaries. Figure 3 (right) shows the two-dimensional evolution of the computed scalar concentration at different times where the advection of the passive concentration follows the motion of the flow and moves diagonally across the domain with the constant speed of the flow. In Figure 3 (left), we present the cross section along the $x$-axis of the numerical solutions for both the proposed scheme and the original central-upwind scheme compared with the analytical solution. Our results show that the proposed method performs well in terms of numerical diffusion compared to the original central-upwind scheme [5] and the numerical solution can be further improved by using a refined mesh.
Figure 3: Modeling of a passive scalar concentration using the proposed method and the original scheme. Left: profiles of the concentration at time $t = 1$, $t = 4$, $t = 8$ and $t = 12$. Right: two-dimensional evolution of the computed scalar concentration using the proposed method.
7.3. Example 3: Scalar diffusion process

In this example we consider the diffusion phenomenon of a Gaussian distribution of the concentration of a pollutant in still water [3, 42]. We used the proposed numerical model to perform numerical simulations of the diffusion process of a pollutant and compare our results to available analytical solutions. The computational domain is \([-2, 2] \times [-2, 2]\), and the water surface is initially at rest over a flat bottom topography with water depth \(h = 0.01\). Our system is discetized using an average cell area \(|D_j| = 7.292 \times 10^{-4}\). In the numerical test, the following analytical solution of the concentration [3, 42] is employed with outflow boundary conditions on all sides of the domain.

\[
c(x, y, t) = \frac{\sigma^2}{4\gamma t + \sigma^2} \exp \left( -\frac{(x - x_0)^2}{4\gamma t + \sigma^2} + \frac{-(y - y_0)^2}{4\gamma t + \sigma^2} \right),
\]

(7.2)

The initial distribution of the concentration is a Gaussian centered at \(x_0 = y_0 = 0\) with a standard deviation \(\sigma = 0.1\) and diffusion coefficient \(\gamma = 0.01\). The numerical results of the proposed scheme are displayed in Figure 4, where the computed concentration is compared with the analytical solution at different times. Our results confirm that the predicted concentration profiles, which are obtained using the proposed numerical model, agree quite well with the analytical solution.

To assess the accuracy of our results, we compute the following \(L_2\)-error for the concentration of the pollutant:

\[
E = \sqrt{\frac{\sum_j |D_j| |c_j^{(n)} - c_j^{(a)}|^2}{\sum_j |D_j|}},
\]

(7.3)

where \(c_j^{(n)}\) and \(c_j^{(a)}\) are the numerical and analytical solutions at the center of mass of the cell \(D_j\), respectively. The computed solution by the proposed scheme at time \(t = 15\) using 20201 computational cells has an \(L_2\)-error \(E = 4.02 \times 10^{-6}\) which confirms the accuracy of our results.

7.4. Example 4: Convection-diffusion process

To further validate the capability of the proposed numerical scheme to predict the solute distribution in the presence of the diffusion term, we perform numerical simulations for an advection-diffusion problem [42]. The numerical test is performed using the following analytical solution of the scalar concentration, given by [42, 3]:

\[
c(x, y, t) = \frac{M_s}{4\pi \hbar \gamma t} \exp \left( -\frac{(x - ut - x_0)^2}{4\gamma t} + \frac{-(y - vt - y_0)^2}{4\gamma t} \right),
\]

(7.4)

where in our numerical test we used the diffusive coefficient \(\gamma = 0.01\), \(M_s = 0.1\) and \(x_0 = y_0 = -0.45\).

We start our numerical simulations using an initial condition for the concentration obtained by setting \(t = 0.1\) in (7.4). We consider an uniform velocity field of the flow \(u = v = 0.5\) and a constant water depth \(h = 1\) as initial condition. The computational
domain is $[-1, 1] \times [-1, 1]$ with a flat and frictionless bed. The system is discretized using an average cell area $|\bar{D}_j| = 4.97 \times 10^{-5}$ and we used inflow and outflow conditions at the boundaries of the domain. The predicted concentration by using the proposed scheme is compared with the analytical solution in Figure 5 (left) at different times, while Figure 5 (right) presents the two-dimensional view of the computed solution. The results of our numerical simulations show that the proposed scheme performs well in the prediction of the solution of the convection-diffusion process. The scalar concentration moves diagonally across the domain with the constant speed of the hydrodynamic field $u = v = 0.5$, and the peak level of the concentration decreases from 8.9 to 0.51, due to the presence of the physical diffusion term with accurate results compared to the analytical solution. The numerical solution at time $t = 1.5$ for the concentration of the pollutant, computed by the proposed method using 80401 cells, has an $L_2$-error of $E = 2 \times 10^{-3}$. 

Figure 4: Modeling of the scalar diffusion process using the proposed method. The computed and analytical solutions of the scalar concentration at different times $t = 0, t = 7.5$ and $t = 15$. 
7.5. Example 5: Pollutant transport over complex bottom topography

Here we perform a numerical test which is widely used in previous studies [2, 3, 34, 42, 32] as a benchmark utilized to measure the performance of numerical models to simulate problems involving flows with scalar transport over wet/dry areas. In this numerical example, the computational domain $[0, 75] \times [-15, 15]$ and we consider a 2-D dam-break located at $x = 16$ with still water in the initial condition in which the water depth $h = 1.875$ is used upstream the dam, whereas downstream the dam the water depth is set to zero. The pollutant has an uniform concentration $c = 1$ in the wet part for $x \leq 10$ and $c = 0$ in the remaining wet part. Hence the initial conditions are:

$$h(x, y, 0) = \begin{cases} 
1.875, & \text{if } x \leq 16, \\
0, & \text{otherwise},
\end{cases} \quad c(x, y, 0) = \begin{cases} 
1, & \text{if } x \leq 10, \\
0, & \text{otherwise},
\end{cases} \quad u(x, y, 0) = 0. \quad (7.5)$$

We consider the following variable topography with three humps, two of which are small and located respectively at $(x, y) = (30, 6)$ and $(x, y) = (30, 24)$, and the bigger one is
located at \((x, y) = (47.5, 15)\).

\[
B(x, y) = \max \left( 0, 1 - \frac{1}{8} \sqrt{(x - 30)^2 + (y + 9)^2}, 3 - \frac{3}{10} \sqrt{(x - 47.5)^2 + y^2}, 1 - \frac{1}{8} \sqrt{(x - 30)^2 + (y + 9)^2} \right),
\]

and the Manning’s coefficient is set to \(n_f = 0.018\).

Our numerical simulations are performed using wall boundary conditions at all sides of the domain which is discretized using an average cell area \(\bar{D}_j = 2.98 \times 10^{-2}\). Figures 6 and 7 illustrate the evolution of computed solutions of the water depth (left) and the scalar concentration (right). The results of this numerical tests using the proposed numerical scheme are comparable with those of previous studies [34, 3, 42, 2, 32]). As shown in these figures at time \(t = 2\), the water reaches the two smaller humps, and the front of the zone with solute concentration is still located approximately at \(x = 10\). At time \(t = 6\), the dam-break flow has passed and submerged the two smaller humps and water started to climb the big one, and the pollutant concentration had evolved by keeping an aligned front. At time \(t = 12\), we observe that the scalar concentration is affected by the flow and its shape is deformed while keeping a symmetrical distribution. At \(t = 18\), the water has reached the end of our domain and a small water wave is created which returns inside the domain. The flow start to stabilize with time and finally, at time \(t = 250\) steady state is almost achieved with velocities approaching zero and the three humps are partially wet (dry on the pick). At the same time, the distribution of the scalar concentration in the wet region has smooth profile.

8. Concluding remarks

In this study, we proposed a well-balanced positivity preserving finite volume scheme for modeling coupled systems of shallow water flows and scalar transport model over variable topography with diffusion term and source term due bottom friction effects. Our approach is based on the semi-discrete formulation of the central-upwind scheme on cell-vertex grids [5] where we developed new discretization techniques for the water surface elevation and the concentration of the pollutant. The proposed techniques have advantages in reducing numerical dissipation observed in the original scheme [5] for the scalar concentration. The developed method preserves the steady state of a lake at rest and the positivity of the water depth. For the scalar concentration, the proposed scheme preserves the positivity and a perfect balance of the concentration where constant-concentration states are preserved in space and time for any hydrodynamic field of the flow over variable bottom topography in the absence of source terms in the scalar transport equation. We proved that the proposed scheme satisfies the discrete maximum-minimum principle for the scalar concentration. Our numerical simulations have confirmed the well-balanced and positivity preserving properties of the proposed scheme and the accuracy of our techniques in predicting the solutions of the coupled model of shallow water flow and solute transport.
Figure 6: Distribution of water depth (left) and the concentration (right) in a dam break over complex bottom topography at times $t = 2$, $t = 6$, $t = 12$, and $t = 18$. 
Figure 7: Distribution of water depth (left) and the concentration (right) in a dam break over complex bottom topography at times $t = 24$, $t = 30$, $t = 36$, and $t = 250$.
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