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Abstract

Group sequential design (GSD) is widely used in clinical trials in which correlated tests of multiple hypotheses are used. Multiple primary objectives resulting in tests with known correlations include evaluating 1) multiple experimental treatment arms, 2) multiple populations, 3) the combination of multiple arms and multiple populations, or 4) any asymptotically multivariate normal tests. In this paper, we focus on the first 3 of these and extend the framework of the weighted parametric multiple test procedure from fixed designs with a single analysis per objective [32] to a GSD setting where different objectives may be assessed at the same or different times, each in a group sequential fashion. Pragmatic methods for design and analysis of weighted parametric group sequential design (WPGSD) under closed testing procedures are proposed to maintain the strong control of family-wise Type I error rate (FWER) when correlations between tests are incorporated. This results in the ability to relax testing bounds compared to designs not fully adjusting for known correlations, increasing power or allowing decreased sample size. We illustrate the proposed methods using clinical trial examples and conduct a simulation study to evaluate the operating characteristics.
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1 Introduction

Modern clinical trials are increasingly complex due to the intent to answer multiple clinical questions within a single trial. Addressing simultaneous inference problems driven by hypotheses concerning multiple biomarker-defined populations and/or assessing multiple experimental arms versus a common control are examples of such multiplicity issues. Multiple endpoints may also be tested.
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1.1 Multiple test procedures in fixed design

To evaluate a complex study hypothesis structure while still maintaining strong control of family-wise Type I error rate (FWER), many innovative multiplicity methods have been proposed in a fixed design setting.

Bretz et al. [2] focused on extended graphical approaches by dissociating the underlying weighting strategy from the employed test procedure. This allows deriving suitable weighting strategies that reflect study objectives and subsequently applying appropriate test procedures, such as weighted Bonferroni tests, weighted Simes tests, or weighted parametric tests [2]. Weighted parametric tests accounting for the correlation between the test statistics can increase study power or save sample size compared to procedures not accounting for the correlation. Based on the closure principle, Xi et al. [32] proposed a unified framework for weighted parametric multiple test procedures (MTPs) utilizing general weighting strategies that covers many procedures in previous literature as special cases. These procedures include the step-down parametric procedure by Dunnett and Tamhane [5] for multi-arm designs, the parametric fallback procedure by Huque and Alosh [14] which can be applied to testing subgroups and the overall population, and the parametric weighted Holm test noted by Xie [33].

Sometimes the entire joint distribution among multiple endpoints is not fully known, with only subsets the hypotheses having known joint distributions. For these cases, Xi et al. [32] and Bretz et al. [2] suggested applying a hybrid approach of parametric tests within subsets of hypotheses with known correlation and a Bonferroni approach to control FWER between these subsets. Seneta and Chen [27] increased power from the Bretz et al. [2] approach by proposing a step-wise procedure using all known pairwise correlations in boundary calculations. However, since the adjustment is to be conducted for each pair of the test statistics, it may not be practical to handle designs with many hypotheses. Therefore, in this paper, only the Bretz et al. [2] approach of partial parametric MTPs is discussed.

Xi et al. [32] showed that parametric weighted Holm test, using the Bonferroni-Holm weighting scheme (defined in Section 3.1.1) in the graphical approach ensures consonance, thus simplifying testing compared to the broader class of closed testing procedures. In addition, according to Fu [9], the parametric fall-back procedure by Huque and Alosh [14] also has the consonance property.

1.2 Multiple test procedures in group sequential design

In this paper, we extend the Xi et al. [32] framework from fixed designs to GSD. The proposed unified framework of weighted parametric group sequential design (WPGSD) focuses on closed testing procedures for GSD with multiple endpoints by Tang and Geller [29] and the graphical approach in GSD of Maurer and Bretz [23]. While it is not obvious how to use spending functions to calculate boundaries for the test statistics in Tang and Geller [29], detailed algorithms to compute boundaries in WPGSD are described in this paper. The proposed framework comprehensively covers many procedures in the previous literature as special cases: for example, multi-arm multi-stage designs (MAMS), multiple population GSD, or general GSD with multiple correlated endpoints.
For MAMS designs, Follmann et al. [8] demonstrated the asymptotic multivariate normal distribution of logrank tests, including weighted logrank, but used simulation to derive bounds. Magirr et al. [22] used numerical integration to calculate the stopping boundaries. Ghosh et al. [10] generalized the GSD of two-arm design to MAMS to multi-stage adaptive designs, including a generalization of Dunnett’s test but with a more efficient computational algorithm to calculate the boundaries than Magirr et al. [22]. Ghosh et al. [11] introduced an adaptive MAMS approach which allows dropping arms based on binding futility analysis at interim analysis. Sugitani et al. [28] adopted treatment selection with Bonferroni-based graphical approaches in adaptive group-sequential designs using the combination \( p \)-value method. Jin [17] extends Sugitani’s work to incorporate correlations among the test statistics. These stage-wise methods are outside the scope of this paper.

For GSD with hypotheses for multiple populations (e.g., a biomarker-enriched populations and the overall population), Rosenblum et al. [26] proposed two approaches combining temporal and between population correlations into testing. However, their approach requires \textit{a priori} ordering of the hypotheses to derive critical values. No such requirement is needed in the WPGSD presented here. Chen et al. [4] focused on WPGSD, while this paper extends to a broader scope.

For general GSD with multiple endpoints, Xi and Tamhane [31] focused on pre-specifying \( \alpha \) re-allocation from rejected hypotheses to those not rejected ones in the stages of GSD per Bonferroni-based graphical approaches. That is, correlations among the hypothesis tests are not considered. Fu [9] extended the parametric weighted Holm procedure in fixed design (i.e. Xie [33]) to GSD. As Wolbers et al. [30] pointed out that the Type I error may not be controlled in Fu [9]. Wolbers modified Fu’s method so that Type I error rate is strongly controlled, but also pointed out that an exact step-down parametric procedure for testing correlated endpoints in a group-sequential trial which allows for flexible trial monitoring is still lacking. The unified framework in our paper addresses this gap.

The rest of the paper is organized as the following: Section 2 introduces motivating examples for GSD with multiple hypotheses having tests with known correlations; Section 3 illustrates pragmatic algorithms to compute the boundaries for the test statistics in WPGSD; motivating examples are revisited by implementing the proposed methods and providing simulation studies in Section 4; Section 5 provides conclusions and discussion.

## 2 Motivating examples

We first consider a 2-arm controlled clinical trial example with one primary endpoint \( E \) and 3 patient populations defined by the status of two biomarkers. The 3 primary hypotheses of the trial are: \( H_1 \) to test that the experimental treatment is superior to the control in the biomarker 1 positive population (Population 1); \( H_2 \) to test the superiority in the biomarker 2 positive population (Population 2); and \( H_3 \) to test the superiority in the overall population (Population 3), each with respect to the same primary endpoint \( E \). Assume an interim analysis and a final analysis are planned for the study. Group sequential design
is used to control total Type I error across the interim and final analyses for each hypothesis, and the graphical approach is employed to reallocate \( \alpha \) between hypotheses after one or more null hypotheses are rejected \[23\]. This and variations of such a design are fairly common in recent clinical trials of immuno-oncology drug development due to the challenge that the cutoff value, the prevalence and/or the magnitude of the enriched effects of the targeted biomarkers may not be fully available at the time of study design. One example is the KEYNOTE-181 trial \[18\], which was a phase 3 study evaluating pembrolizumab vs. investigator’s choice of chemotherapy as second-line therapies for patients with advanced or metastatic squamous cell carcinoma and adenocarcinoma of the esophagus or Siewert type I adenocarcinoma of the esophagogastric junction. The 3 primary hypotheses were overall survival in the squamous cell carcinoma subgroup (Population 1), the subgroup with PD-L1 CPS \( \geq 10 \) (Population 2), and the intent-to-treat population (Population 3). Tests of these null hypotheses were inherently correlated due to the overlapping populations. In particular, Populations 1 and 2 were contained within Population 3 while overlapping with each other (Figure 1). In current practice, the closed weighted Bonferroni approach is often used to split \( \alpha \) among hypotheses, leaving room for improvement using methods that account for correlation among tests.

**FIGURE 1: The 3 populations of Example 1**

![Diagram of the 3 populations](image)

To facilitate our discussion, we assume a hypothetical example designed under this the graphical approach from Maurer and Bretz \[23\]. The multiplicity graph is presented in Figure 2. The initial weight for each hypothesis is shown in the ellipse representing the hypothesis; the reallocation weights from each hypothesis to others are represented in the boxes on the lines connecting hypotheses. This approach allows reallocation of \( \alpha \) from \( H_1 \) to \( H_3 \), or from \( H_2 \) to \( H_3 \), if \( H_1 \) or \( H_2 \) is rejected, respectively. Similarly, if \( H_3 \) is rejected, the corresponding \( \alpha \) can be reallocated equally to \( H_1 \) and \( H_2 \). The Hwang-Shih-DeCani (HSD) spending function with parameter \( \gamma = -4 \) is used for \( \alpha \)-spending \[15\]. Table 1 lists the assumed number of events at the interim and the final analyses for each population as well as the overlapping portion of Populations 1 and 2.

Another common example where correlation among primary hypotheses could be taken into account is a group sequential design with multiple experimental arms versus a
### Table 1

Number of events at each analysis for each population in Example 1

| Population          | Number of Events at IA | Number of Events at FA |
|---------------------|------------------------|------------------------|
| Population 1        | 100                    | 200                    |
| Population 2        | 110                    | 220                    |
| Population 1 ∩ 2    | 80                     | 160                    |
| Overall Population  | 225                    | 450                    |

IA: interim analysis. FA: final analysis.

common control [8, 10, 11, 22]. As an example, assume subjects are randomized 1:1:1:1 among 4 treatment arms: 3 experimental arms and a single control arm. The 3 experimental arms could be different dose levels of the same drug (e.g., low-dose, mid-dose, and high-dose), or different combinations of multiple drugs (e.g., Drug A, Drug B, and Drug A + Drug B). Suppose the primary endpoint of the trial is a single time-to-event endpoint, with a hypothesis for each experimental arm vs. control. With one planned interim and one final analysis, the trial has a total of 6 test statistics that are inherently correlated; see Table 2 for event counts used in illustrative calculations below. Correlations among test statistics from the same hypothesis are the usual temporal correlation in a group sequential design. Correlations among hypotheses arise from the fact that the control arm events are utilized in comparisons for multiple experimental arms.

### 3 Methods

The unified framework in this paper extends that of Xi et al. [32] to group sequential trials and is a realization of weighted parametric tests in group sequential trials with graphical approaches proposed by Maurer and Bretz [23]. Since consonance may not always hold,
the testing procedure in this section is a closed testing procedure [29]. If there are \( m \) hypotheses and \( K \) analyses in a group sequential trial, at each analysis, \( 2^m - 1 \) intersection hypotheses need to be tested. In Section 3.2.4, the relationship of consonance, which leads to short-cut procedures with fewer steps, and the Bonferroni-Holm weighting strategy (defined in Section 3.1.1) in the graphical approach are discussed. We note that the increased requirements of testing in absence of known consonance is quite manageable for the most complex cases we consider here.

3.1 Notation

3.1.1 Graphical method for multiplicity

Suppose that in a group sequential trial there are \( m \) elementary null hypotheses \( H_i, i \in I = \{1, ..., m\} \) to be included to control the family-wise error rate (FWER) at level \( \alpha \), and there are \( K \) analyses. Let \( k \) be the index for the interim analyses and final analysis, \( k = 1, 2, \ldots, K \). For any non-empty set \( J \subseteq I \), we denote the intersection hypothesis \( H_J = \cap_{j \in J} H_j \). We note that \( H_I \) is the global null hypothesis.

According to Bretz et al. [2], a weighting strategy for a graphical approach of the hypotheses is defined through the weights \( w_i(I), i \in I \), for the global null hypothesis \( H_I \) and the transition matrix \( G = (g_{ij}) \), where \( 0 \leq g_{ij} \leq 1 \), \( g_{ii} = 0 \), \( \sum_{j=1}^{m} g_{ij} \leq 1 \), for all \( i, j \in I \). Then for any \( J \subseteq I \), the weights of each elementary hypothesis \( w_i(J), i \in J \) can be calculated by Algorithm 1 in Bretz et al. [2]; when correlations are not considered, the intersection hypothesis \( H_J \) can then be rejected if any individual hypothesis \( H_i \) for \( i \in J \) is rejected at level \( \alpha \times w_i(J) \). The R package \texttt{gMCP} can simplify this.

As a special case of interest, we consider weighting corresponding to the Bonferroni-Holm (BH) approach where \( w_i(J) = w_i(I) / \sum_{j \in J} w_j(I) \). In fact, this weighting scheme implies the weights are always proportional to the initial weights and \( \sum w_i(J) = 1 \) for \( i \in J \subseteq I \). This may be a particularly useful approach to minimize consonance issues as noted in 3.2.4.

3.1.2 Correlated hypotheses

Among the tests of the \( m \) individual hypotheses, some of them can have known correlations. One example is to test the treatment effect of the same endpoint but in nested or overlapping populations as in the first example in Section 2. Another example is to test the treatment effect of different treatment arms or doses versus a shared control arm as in... 

\begin{table}
\centering
\begin{tabular}{|l|c|c|}
\hline
Treatment Arm & Number of Events at IA & Number of Events at FA \\
\hline
Experimental 1 & 70 & 135 \\
Experimental 2 & 75 & 150 \\
Experimental 3 & 80 & 165 \\
Control & 85 & 170 \\
\hline
\end{tabular}
\end{table}

IA: interim analysis. FA: final analysis.
the second example in Section 2. For simplicity, we assume the plan is for all hypotheses to be tested at each of the $K$ planned analyses if the trial continues to the end for all hypotheses. We assume further that the distribution of the $m \times K$ tests of $m$ individual hypotheses at all $K$ analyses is multivariate normal with a completely known correlation matrix. Neither of these assumptions is necessary, but they are common and enable a more straightforward presentation of the methods. Extensions to cases with a partially known correlation structure are discussed in Section 3.2.3.

Let $Z_{ik}$ be the standardized normal test statistic for hypothesis $i \in I$, analysis $1 \leq k \leq K$. Let $n_{ik}$ be the number of observations (or number of events for time-to-event endpoints) collected cumulatively through stage $k$ for hypothesis $i$. We use the wedge operator in $n_{i,k\wedge k'}$ to denote the number of observations (or events) included in both $Z_{ik}$ and $Z_{i'k'}$, $i \in I$, $1 \leq k \leq K$. The key of the parametric tests is to utilize the correlation among the test statistics. As demonstrated in [4], the correlation between $Z_{ik}$ and $Z_{i'k'}$ is

$$\text{Corr}(Z_{ik}, Z_{i'k'}) = \frac{n_{i\wedge i', k\wedge k'}}{\sqrt{n_{ik}n_{i'k'}}}. \quad (1)$$

The full correlation matrix of $Z_{ik}$ and $Z_{i'k'}$ ($mK \times mK$) can be derived this way and is referred to as the complete correlation structure (CCS) in Chen et al. [4].

In the first example of Section 2, the hypotheses are correlated due to overlapping populations. Suppose that the number of events at the interim and the final analyses for each hypothesis are those shown in Table 1. Populations 1 and 2 are not nested but overlapping with each other. The correlation matrix for the test statistics of these three hypotheses are shown in Table 3. In detail, we consider the correlation between population 1 at the interim and population 2 at the final analysis. The numerator in equation (1) is the 80 events in both population 1 and population 2 at the interim as assumed in Table 1. The factors in the denominator are the number of events in population 1 at the interim ($n_{11} = 100$) and in population 2 at the final analysis ($n_{22} = 220$). This is reflected by the formula in row 1, column 5 as well as the value of 0.54 in row 5, column 1 of Table 3.

In the second example of Section 2, the hypotheses are correlated due to the shared control arm. The asymptotic distribution theory was first given by [8]. They included weighted logrank tests, suggesting that would be easily generalized to weighted logrank tests; however, since logrank is most commonly used and is particularly intuitive, we have focused on that here. Suppose that the number of events at the interim and the final analyses for each treatment arm are those shown in Table 2. At the interim analysis, $70 + 85 = 155$ events contribute to $Z_{11}$, and $75 + 85 = 160$ events contribute to $Z_{21}$. The number of events included in both $Z_{11}$ and $Z_{21}$ is the 85 events in the control arm. Therefore $\text{Corr}(Z_{11}, Z_{21}) = 85/\sqrt{155 \times 160}$, and similarly $\text{Corr}(Z_{11}, Z_{22}) = 85/\sqrt{155 \times 320}$. The full correlation matrix of the test statistics for Example 2 is presented in Table 4.

A multiple arm multiple population GSD similar to KEYNOTE 010 is described in A.6. This is a case where there are both multiple experimental arms and multiple populations being evaluated. Rather than compute the correlation matrix there, we note that for the complete intersection hypothesis at the final analysis, there is a substantial nominal $\alpha$ testing relaxation (55% increase) when all correlations are accounted for versus a
TABLE 3
Correlation Matrix of Test Statistics for Example 1

| i,k | 1,1  | 2,1  | 3,1  | 1,2  | 2,2  | 3,2  |
|-----|------|------|------|------|------|------|
| 1,1 | 1    | 0.80 | 0.10 | 0.80 | 0.10 | 0.80 |
| 2,1 | 0.76 | 1    | 0.80 | 0.11 | 0.80 | 0.11 |
| 3,1 | 0.67 | 0.70 | 1    | 0.10 | 0.11 | 0.225|
| 1,2 | 0.71 | 0.54 | 0.47 | 1    | 0.160| 0.220|
| 2,2 | 0.54 | 0.71 | 0.49 | 0.76 | 1    | 0.220|
| 3,2 | 0.47 | 0.49 | 0.71 | 0.67 | 0.70 | 1    |

Identical numeric values (lower triangular) and formulas (upper triangular) shown.

Bonferroni-Holm approach with no accounting for correlations.

3.1.3 Well-ordered family of group sequential bounds

A restriction of spending functions to those that produce well-ordered bounds as α-levels change is required to apply the graphical and closed testing procedures for group sequential design of [23]. We briefly remind the reader of the nature of this requirement here. We fix statistical information for each analysis at $0 < I_1 < \ldots < I_K$. For simplicity of notation, we just assume that bounds $c_{ik}(\gamma)$ will be defined for $H_i$ at all levels of $\gamma$ satisfying $0 < \gamma < 1$.

$$\gamma = 1 - P(\bigcup_{k=1}^{K} \{Z_{ik} \geq c_{ik}(\gamma)\}).$$

For a well-ordered family Maurer and Bretz [23], we require for any $0 < \gamma_1 < \gamma_2 < 1$ and $1 \leq k \leq K$ that $c_{ik}(\gamma_1) \geq c_{ik}(\gamma_2)$. Maurer and Bretz [23] generate such bounds using a well-ordered spending function family. While we will let the reader review their paper for full details, we note that the O’Brien-Fleming-like and Pocock-like spending functions of Lan and DeMets [19], the power spending functions [16], and the Hwang-Shih-DeCani spending function [15] all produce well-ordered boundary families. Where we use spending function families for boundary setting as in Maurer and Bretz [23], we will assume they are well-ordered. A completely-ordered family Liu and Anderson [21] adds the requirement that $c_k(\gamma)$ is strictly increasing in $\gamma$ and as $\gamma \downarrow 0$, we have $c_{ik}(\gamma) \uparrow \infty$. 
3.2 Design and Analysis of WPGSD

3.2.1 Full correlation of individual hypothesis tests known

The steps to design and analyze a WPGSD with a graphical approach are described below. Further practical considerations on analysis timing and spending are given in Section 3.2.2.

1. Specify a weight \( w_i(I) > 0 \) for each \( i \in I \) and transition matrix \( G \) as laid out in Section 3.1.1. Then for any non-empty \( J \subseteq I \), we will reject the intersection null hypothesis \( H_J \) at level \( \alpha \) if any individual hypothesis \( H_i \) for \( i \in J \) is rejected at the nominal level computed in Step 4 below. An elementary hypothesis \( H_i \) is then rejected if all intersection hypotheses \( H_J \) with \( i \in J \subseteq I \) are rejected.

2. Specify the timing of the analyses for the trial; this will be discussed further in Section 3.2.2.

3. Specify the FWER \( \alpha > 0 \) for testing and, for each \( J \subseteq I \), let \( \alpha_k(J) \) be the cumulative \( \alpha \) spent up to analysis \( k \) for the intersection hypothesis \( H_J \).

We introduce three approaches to specify the \( \alpha \)-spending:

(a) **Fleming-Harrington-O’Brien (FHO) approach**[7]. Specify \( 0 < \alpha_1(J) < \alpha_2(J) < \ldots < \alpha_K(J) = \alpha \) for all \( J \subseteq I \). For example, for a trial with two interim analyses and the final analysis (i.e., \( K = 3 \)) and \( \alpha = 0.025 \), if 0.001 incremental \( \alpha \) is spent at each interim analysis, \( \alpha_1(J) = 0.001 \), \( \alpha_2(J) = 0.002 \), \( \alpha_3(J) = 0.025 \) for all intersection hypotheses \( H_J, J \subseteq I \). This Haybittle-Peto-like approach to incremental spending allocation may be preferred ([7][24]) rather than more aggressive early spending.
(b) **α-spending approach 1.** We choose a spending function family $f(t, \alpha)$ satisfying requirements of Maurer and Bretz [23]. For each intersection hypothesis $J$, we specify how to determine $0 < t_1(J) < \ldots < t_K(J) = 1$ based on observations at and timing of interim analysis. Once $t_k(J)$ is determined, we set $\alpha_k(J) = f(t_k(J), \alpha)$ for $1 \leq k \leq K$ for all intersection hypotheses $J \subseteq I$.

(c) **α-spending approach 2.** For each elementary hypothesis $i$ ($i = 1, 2, \ldots, m$), specify the α-spending function family $f_i(t, \gamma)$ where $\gamma$ is the α level for the hypothesis and $f(t_{ik}, \gamma)$ determines how much α to spend up to analysis $k$ for hypothesis $i$ when level $\gamma$ is allocated to the hypothesis. Then

$$\alpha_k(J) = \sum_{i \in J} f_i(t_{ik}, w_i(J)\alpha).$$

(2)

4. Determine the efficacy bounds. The boundaries are determined sequentially from the first interim analysis, then the second, and so on through the final analysis. At each analysis, for every intersection hypothesis $H_J$, determine the efficacy boundaries $c_{ik}(J)$ for $Z_{ik}$. If there is at least one $i \in J$ that $Z_{ik} \geq c_{ik}(J)$ for any $i \in J$, then $H_J$ is rejected at analysis $k$. Alternatively, using the nominal 1-sided p-value $p_{ik} = 1 - \Phi(Z_{ik})$ and rejection boundary $p_{ik}(J) = 1 - \Phi(c_{ij}(J))$, we reject $H_J$ at analysis $k$ if $p_{ik} \leq p_{ik}(J)$ for any $i \in J$.

(a) Assume for $j < k$ that bounds $c_{ij}(J), i \in J, j < k$, have already been set and remain unchanged.

(b) At analysis $k$, compute the correlation matrix of $Z_{ij}$ based on equation (1), $i \in J, j = 1, \ldots, k$. If $\alpha_k(J)$ is specified as in Step 3(a) or 3(b), use the algorithm below which was described as Algorithm 2 in the Appendix of [4]:

i. Initialize $\alpha_k^*(J) = \alpha_k(J) - \alpha_{k-1}(J)$.

ii. Set $b_{ik} = \Phi^{-1}(1 - w_i(J)\alpha_k^*(J))$, $i \in J$.

iii. Compute type I error rate up to analysis $k$

$$1 - Pr(\cap_{i \in J} \{Z_{ik} < b_{ik}\} \cap_{i \in J, j < k} \{Z_{ij} < c_{ij}(J)\}).$$

iv. Update $\alpha_k^*(J)$ using root-finding with steps ii - iii until the type I error rate through analysis $k$ is controlled at $\alpha_k(J)$ for $H_J$. That is,

$$1 - Pr(\cap_{i \in J} \{Z_{ik} < b_{ik}\} \cap_{i \in J, j < k} \{Z_{ij} < c_{ij}(J)\}) = \alpha_k.$$

v. Set $c_{ik}(J) = b_{ik}$ from the previous step. The corresponding nominal $p$-value boundary is $p_{ik}(J) = 1 - \Phi(c_{ik}(J)) = w_i(J)\alpha_k^*(J)$.

If $\alpha_k(J)$ is specified as in Step 3(c) with each hypothesis having its own α-spending function, use the algorithm below:

i. Determine what the nominal $p$-value boundary would be for each elementary hypothesis in $J$ for a weighted Bonferroni test in a group sequential design as described in [23]. Let these nominal $p$-value boundaries be $\alpha'_{ik}$.
Choose an inflation factor $\xi_k(J) > 1$ and set

$$b_{ik} = \Phi^{-1}(1 - \xi_k(J)\alpha_{ik}'(J)).$$

Note that for $k = 1$ we have $\xi_1(J) = 1$.

If $k > 1$, update $\xi_k(J)$ until this type I error rate up to analysis $k$ is controlled at $\alpha_k(J)$ for $H_J$. That is,

$$1 - Pr(\cap_{i \in J} \{Z_{ik} < b_{ik}\} \cap_{i \in J, j < k} \{Z_{ij} < c_{ij}(J)\}) = \alpha_k(J).$$

After the appropriate $\xi_k(J)$ has been derived, the nominal $p$-value boundaries are $p_{ik}(J) = \xi_k(J)\alpha_{ik}'(J)$, and $b_{ik}$ is computed as in step ii, we set $c_{ik}(J) = b_{ik}$.

At each analysis, after going through all the intersection hypothesis tests, the individual hypotheses which can be rejected by the closed testing procedure can be removed from the weighting graph. The hypotheses remaining form the graph considered for the next analysis. This procedure continues until all individual hypotheses are rejected or the final analysis is completed, whichever comes first. However, continuing to the final analysis is not required if a DMC and sponsor decide the trial has adequately resolved trial objectives at an interim analysis.

In terms of sample size and power calculation, the trial can be first designed as if the testing would be done with closed weighted Bonferroni procedure as in [23]. To adjust the sample size downward, the Bonferroni-based bounds for conservative power approximations can be relaxed as illustrated at the end of Section 4.1.

### 3.2.2 Practical considerations

There are many issues regarding analysis timing and cumulative spending that may arise in trials with multiple hypotheses, particularly for time-to-event endpoints and multiple populations. Careful planning at the time of design can help avoid unintended boundary consequences and/or a later need for protocol amendment. If these issues are not considered at time of design, more stringent final bounds than anticipated may result. A useful discussion of spending issues to consider and approaches to deal with them is provided in Section 6.7 of [25]. Potential problem areas we note particularly are:

1. the prevalence of the populations may be unknown or different than expected,
2. the time-to-event distribution differs in different populations studied or with different experimental regimens,
3. the overall accumulation of events occurs prior to adequate characterization of survival distribution tail behavior for critical hypotheses considered, or
4. one or more hypotheses does not accrue the targeted events for a long time, particularly at the final analysis.
We have no universally optimal approach to deal with the above issues. When designing trials, trade-offs will need to be carefully considered and variations on the following themes could be considered. In each case, we would recommend a careful specification of the timing triggers for an interim or final analysis to be performed. One approach to address such practical challenges in defining the interim and final analysis timing is to determine the timing based on one hypothesis which must have certain number of patients (or events) to achieve enough power. If an additional interim analysis is added during the course of the trial, the thoughts of [24] should be considered. Following are some potential alternatives for $\alpha$-spending:

- [8] suggested applying algorithm 3b) with spending based on the information fraction that is the minimum for all hypotheses in $J$. That is, we set $t_k(J) = \min_{m \in J}(t_{mk})$. Alternatively, if $I_k$ is the set of individual hypotheses not rejected prior to analysis $k = 2, \ldots, K$, we could set $t_k(J) = \min_{m \in I_k}(t_{mk})$ for all $J \subseteq I_k$; that is, $t_{kJ}$ does not depend on $J$, only on $I_k$. A potential challenge here is whether or not to wait for all hypotheses to achieve their final targeted information (event count) and to specify that all in all cases $t_{JK} = 1$. Another challenge is that this may not enable sufficient follow-up to describe tail behavior if not carefully planned.

- [20] suggested calendar-based spending. The values for spending would generally accrue faster than with event-based spending. Thus, a more conservative spending function might be used based on predicted event accrual to try to mimic event-based spending to some extent. The issue here is that the final analysis may be under- or over-powered.

- The FHO [7] approach (algorithm 3a) with 0.001 spent at a set of pre-planned calendar times until some criterion for final statistical information is reached, at which time any remaining $\alpha$ would spent (i.e., $\alpha_K = 1$ in algorithm 2a). This approach is simple, flexible and should have no issue with preserving adequate $\alpha$ for testing at the final analysis. While the 0.001 interim incremental spending may seem stringent, it is worth evaluating approximate treatment effect required to cross a bound as it can be quite reasonable.

- Another spending approach considered for algorithm step 3b or 3c is to spend according to the minimum of planned and actual event counts. Thus, at interim analysis spending will be no more than planned based on anticipated or realized event counts. This means at the final analysis, at least the planned incremental $\alpha$-spending is allowed. If not all hypotheses are required to achieve final design event counts, the modification to this is that at the final analysis, full spending ($t_K = 1$ in algorithm step 3b or 3c) is used to completely use all available $\alpha$.

- A hybrid of the above could be considered. For example, consider a trial with two experimental treatments versus a common control where a subgroup and the overall population are to be examined for a single endpoint (e.g., overall survival). If the minimum of planned and actual spending approach, taking the minimum for testing
across the two tests (overall population and sub-population) ensures adequate $\alpha$ is preserved for the final analysis test which presumably performed when there are both sufficient events and follow-up duration for both populations.

We consider recent oncology trials of pembrolizumab with multiple hypotheses where different spending issues were addressed by the different $\alpha$-spending approaches above.

The KEYNOTE-010 study \[\text{[12]}\] provides an example that provided FWER control for nested populations, multiple treatment arms versus a common control, interim analysis and multiple endpoints. KEYNOTE-010 studied two doses of pembrolizumab versus chemotherapy in patients with previously treated non-small-cell lung cancer (NSCLC). Note that the publication includes the study protocol as an online addendum and the following summary of multiplicity is based on information provided there. The study had an interim and final analysis that studied both PFS and OS in a subset (PD-L1 strong positive) and overall population (PD-L1 positive). Thus, there were known correlations based both on multiple experimental treatments versus a common control as well as nested populations. While correlation between tests related to PFS and OS were not known, all tests for a particular endpoint were correlated. The study achieved its objectives for all endpoints without adjusting for any known correlations, but provides an example where bounds could be relaxed based on taking advantage of these known correlations. For any given endpoint (OS or PFS), analysis (interim or final) and population (PD-L1 positive or PD-L1 strong positive), an $\alpha$ level was assigned and the sum of these totaled the FWER of 2.5%, one-sided. For control of Type I error for the 2 experimental regimen comparisons for any one of the above comparisons, a Hochberg procedure was used to control Type I error for the given endpoint, population and analysis. Timing of analyses was specified based on achieving endpoint counts in the PD-L1 strong-positive group. In the approach presented here, algorithm step 3a with fixed incremental $\alpha$-spending) was used to provide adequate $\alpha$ for testing at each analysis. While the Hochberg approach does not generally provide strong control, its use here was in situations with positive correlation which does ensure strong control of Type I error \[\text{[13]}\]; there are situations where this Hochberg approach would have power advantages and others where there would be disadvantages as noted by \[\text{[6]}\].

The KEYNOTE-048 study \[\text{[3]}\] controlled FWER for 14 hypotheses and group sequential testing with 2 interim analyses using the method of Maurer and Bretz \[\text{[23]}\]. There were separate sets of hypotheses for PFS and OS where within each family correlations of all tests were known. Testing was conservative given that the design did not take advantage of these known correlations associated both with nested populations and 2 experimental regimens versus a common control. Timing of analyses for progression free survival, following protocol amendment, was based on a minimum follow-up period from last patient enrolled and spending time was calendar-based \[\text{[20]}\]. This avoided the possibility of interim analysis over-spending for some hypotheses and also reaching the final analysis without accumulating all planned events for a hypothesis which would result in not spending all $\alpha$ for that hypothesis if event-based spending were used. For each endpoint, a common spending function was used, corresponding to our spending algorithm approach in step 3b.
3.2.3 Part of correlation matrix for hypothesis tests known

Sometimes the correlation among the hypotheses is only known for subsets of the hypotheses. For example, suppose there are 4 elementary hypotheses in a trial: \( H_1 \) is for PFS in the biomarker-positive population, \( H_2 \) is for PFS in the overall population, \( H_3 \) is for OS in the biomarker-positive population, and \( H_4 \) is for OS in the overall population. Based on the overlapping number of events, the correlation is known between hypotheses concerning the same endpoint (i.e., \( H_1 \) and \( H_2 \) for PFS, and \( H_3 \) and \( H_4 \) for OS), but not between hypotheses concerning different endpoints (e.g., \( H_1 \) and \( H_3 \), or \( H_1 \) and \( H_4 \)).

Extending from Xi et al. [32], assume that \( I \) can be partitioned into \( l \) mutually exclusive subsets \( I_h \) such that \( I = \bigcup_{h=1}^{l} I_h \). For each subset \( I_h \), \( h = 1, \ldots, l \), we assume that the correlations between elementary hypotheses in \( I_h \) are fully known. For any \( J \subseteq I \), let \( J_h = J \cap I_h, h = 1, \ldots, l \). At each analysis \( k \), go through Step 3 and Step 4 in Section 3.2.1 for each \( J_h \). That is, to find \( \alpha_k^*(J_h) \) such that the type I error rate up to analysis \( k \) for \( H_{J_h} \) is controlled at \( \alpha_k(J_h) \). Then the overall type I error rate for \( H_J \) up to analysis \( k \) is bounded above by

\[
\sum_{h=1}^{l} \alpha_k(J_h) = \alpha_k(J).
\]

3.2.4 Consonance

A closed procedure is called consonant if the rejection of the complete intersection null hypothesis \( H_I \) further implies that at least one elementary hypothesis \( H_i \), \( i \in I \), is rejected. Consonance is a desirable property leading to short-cut procedures that give the same rejection decisions as the original closed procedure but with fewer operations [32].

The following condition ensures consonance in the weighted parametric testing procedure described in Section 3.2.1 in group-sequential designs for all \( i \in J' \subseteq J \) and \( k = 1, \ldots, K \):

\[
w_i(J)\alpha_k^*(J) \leq w_i(J')\alpha_k^*(J')
\]  

or equivalently,

\[
c_{ik}(J) \geq c_{ik}(J')
\]

We show that the Bonferroni-Holm (BH) weighting scheme noted earlier in Section 3.1.1 ensures consonance when only two hypotheses are tested (e.g., two populations or two experimental arms with a shared control arm) and when spending satisfies \( f_1(t, \gamma_1)/f_1(t, \gamma_2) = \gamma_1/\gamma_2, 0 < \gamma_1, \gamma_2 \leq \alpha, t > 0 \). We note that for the MAMS design, [8] demonstrated consonance for their approach with 3 hypotheses. For BH with only hypotheses \( H_1 \) and \( H_2 \), the initial weights \( w_1 + w_2 = 1 \) and the transition weights are \( g_{12} = g_{21} = 1 \) since there are only 2 hypotheses.

Further, for the \( \alpha \) spending in GSD if it is specified as Step 3(a) or Step 3(b) or if the spending function in Step 3(c) is HSD spending functions and the spending time is the same for \( H_1 \) and \( H_2 \), we have \( \alpha_k(J) = \alpha_k(J') = \alpha_k \) for \( J' \subseteq J \subseteq I \). From Step
4(b) in Section 3.2.1, we know the higher the correlation between $Z_{1k}$ and $Z_{2k}$, the larger $\alpha_k^*(H_{12})$ is largest when $Z_{1k}$ and $Z_{2k}$ are perfectly correlated. Therefore, it can be shown that

$$\alpha_k^*(H_{12}) \leq \frac{\min(\alpha_k^*(H_1), \alpha_k^*(H_2))}{\max(w_1, w_2)}$$

Then $w_i\alpha_k^*(H_{12}) \leq \min((\alpha_k^*(H_1), \alpha_k^*(H_2)) \leq \alpha_k^*(H_i), i = 1, 2$, which is the consonance condition (3). For three or more hypotheses, we can prove that consonance holds for the first interim analysis with the BH weighting scheme and $\alpha$-spending approaches in which $\alpha_k(J) = \alpha_k(J') = \alpha_k$ for $J' \subseteq J \subseteq I$, using the same method as in Xi et al. [32]; this argument will not be repeated here.

However, for analyses after the first interim analysis, the consonance condition may not hold. This will be demonstrated in Section 4.1 with details for Example 1.

4 Numerical results

4.1 Motivating example 1 bounds

In this section, we revisit example 1 of Section 2 to illustrate the proposed method (trial with overlapping populations for a single time-to-event endpoint). Example 2 of Section 2 (multiple experimental arms vs. a common control) is provided in the Appendix. In example 1, there are three populations with Populations 1 and 2 nested within Population 3, while Populations 1 and 2 also overlap with each other (Figure 1). Following the closed testing procedure, with 3 elementary hypotheses, the trial has a total of 7 intersection hypotheses as seen in Table 5. Given Figure 2, the weighting strategy for each intersection hypothesis is computed accordingly, also in Table 5.

| $H_J$  | $w_1(J)$ | $w_2(J)$ | $w_3(J)$ |
|--------|----------|----------|----------|
| $H_1 \cap H_2 \cap H_3$ | 0.3 | 0.3 | 0.4 |
| $H_1 \cap H_2$ | 0.5 | 0.5 | - |
| $H_1 \cap H_3$ | 0.3 | - | 0.7 |
| $H_2 \cap H_3$ | - | 0.3 | 0.7 |
| $H_1$ | 1 | - | - |
| $H_2$ | - | 1 | - |
| $H_3$ | - | - | 1 |

Following the correlation matrix of the standardized test statistics for these 3 populations at the interim and final analyses ($Z_{11}, Z_{12}, Z_{21}, Z_{22}, Z_{31}, Z_{32}$) was presented in Table 3. With the correlation matrix, Step 4 of the algorithm of Section 3.2.1 is applied to compute the nominal $p$-value boundaries for each hypothesis within each intersection hypothesis at both the interim and the final analyses. In this illustrative example, for the WPGSD method we assume an HSD(-4) spending function was used for overall $\alpha$-spending with minimum information fraction (i.e., Method 3(b) in Section 3.2.1); for the
Bonferroni approach, each hypothesis employs an HSD(-4) $\alpha$-spending separately. Of note, the information fraction was 0.5 at the interim for all hypotheses given the number of events in Table 1. The R program for key computations is provided in the Appendix. Table 6 shows the $p$-value boundaries obtained using the weighted Bonferroni and the WPGSD methods, while the corresponding Z-statistic boundaries are provided in Table A1. The WPGSD method provides relaxed $p$-value boundaries compared to the weighted Bonferroni method for all intersection hypotheses containing more than 1 individual hypothesis, particularly at the final analysis.

**Table 6**

$p$-value boundaries of weighted Bonferroni and WPGSD methods for Example 1

| $H_J$ | Weighted Bonferroni | WPGSD |
|-------|---------------------|-------|
|       | $p_{1k}(J)$ | $p_{2k}(J)$ | $p_{3k}(J)$ | $\xi_k(J)$ | $p_{1k}(J)$ | $p_{2k}(J)$ | $p_{3k}(J)$ |
| $k = 1$, interim analysis, cumulative $\alpha_1 = \text{HSD (} \gamma = -4, t = 0.5) = 0.0030$ | | | |
| $H_1 \cap H_2 \cap H_3$ | 0.0009 | 0.0009 | 0.0012 | 1.176 | 0.0011 | 0.0011 | 0.0014 |
| $H_2 \cap H_3$ | 0.0015 | 0.0015 | 0.0021 | 1.071 | 0.0010 | - | 0.0022 |
| $H_1 \cap H_2$ | 0.0009 | - | 0.0021 | 1.084 | - | 0.0010 | 0.0023 |
| $H_1$ | 0.0030 | - | - | 1 | 0.0030 | - | - |
| $H_2$ | - | 0.0030 | - | 1 | - | 0.0030 | - |
| $H_3$ | - | - | 0.0030 | 1 | - | - | 0.0030 |
| $k = 2$, final analysis, cumulative $\alpha_2 = 0.025$ | | | |
| $H_1 \cap H_2 \cap H_3$ | 0.0070 | 0.0070 | 0.0094 | 1.310 | 0.0092 | 0.0092 | 0.0123 |
| $H_2 \cap H_3$ | 0.0118 | 0.0118 | - | 1.225 | 0.0144 | 0.0144 | - |
| $H_1 \cap H_3$ | 0.0070 | - | 0.0166 | 1.131 | 0.0080 | - | 0.0187 |
| $H_2 \cap H_3$ | - | 0.0070 | 0.0166 | 1.148 | - | 0.0081 | 0.0189 |
| $H_1$ | 0.0238 | - | - | 1 | 0.0238 | - | - |
| $H_2$ | - | 0.0238 | - | 1 | - | 0.0238 | - |
| $H_3$ | - | - | 0.0238 | 1 | - | - | 0.0238 |

We immediately see the lack of consonance for the WPGSD procedure in that a nominal $p$-value of 0.0011 for $H_1$ at interim 1 (0.0092 at final analysis) would reject the complete intersection hypothesis $H_1 \cap H_2 \cap H_3$, but not the intersection $H_1 \cap H_3$ which has a bound of 0.0010 (0.0080 at final analysis). Thus, we can reject $H_1 \cap H_2 \cap H_3$ without rejecting any individual hypothesis, contradicting the consonance requirement. By contrast, if we use a BH weighting scheme for this example we can see in Appendix A1 that consonance holds.

In Section 3.2.1 we noted that the bounds for the complete intersection hypothesis derived using the [23] method could be used to power a design. These are in the $H_1 \cap H_2 \cap H_3$ rows of the weighted Bonferroni sections of Table 6, for $H_2$, these are $p_{2k}(J) = 0.0009$ for $k = 1$ and $p_{2k}(J) = 0.0070$ for $k = 2$. As noted, these can be relaxed slightly by taking the minimum $p$-value bound for a given individual hypothesis and analysis from the right-hand part (WPGSD) of the table. For $H_2$, this is $\min(0.0011, 0.0017, 0.0010, 0.0030) = 0.0010$ for $k = 1$ and $\min(0.0092, 0.0144, 0.0081, 0.0238) = 0.0081$ for $k = 2$. Then the $H_2$ bounds of 0.0010
(k = 1) and 0.0081 (k = 2) can be used to power $H_2$. Similarly, for the Bonferroni-Holm weighting scheme where there is consonance, the $H_2$ bounds of 0.0011 (k = 1) and 0.0092 (k = 2) from $H_1 \cap H_2 \cap H_3$ rows of Tables A3 can be used to power $H_2$.

Finally, we note the $\xi_k(J)$ parameter in Table 6 was back-calculated as the ratio between $\alpha^*_k(J)$ in Algorithm step 4b and the sum of the nominal p-value boundaries of the corresponding intersection hypothesis obtained from the weighted Bonferroni approach. $\xi_k(J)$ denotes the nominal $\alpha$ inflation factor enabled by accounting for test correlations among overlapping populations. Of particular note, at the final analysis, the nominal p-value bounds are inflated by a factor of 1.31 for the complete null hypothesis compared to bounds adjusted only for the group sequential design but not for correlations between tests of different hypotheses.

### 4.2 Simulation study

We perform a simulation study to evaluate the power and Type-I error of the WPGSD method versus the weighted Bonferroni method using the `simtrial` package [11]. This is a continuation and expansion of Example 1 of Section 4.1. $H_1$, $H_2$, and $H_3$ represent the null hypothesis corresponding to Population 1, 2, and 3, respectively, with Population 1 and 2 overlapping each other and nested within Population 3 as illustrated in Figure 1. The weighting scheme shown in Table 5 applies. One interim analysis and one final analysis are planned. We vary the true underlying hazard ratio (HR) and prevalence for each population. The correlations among test statistics under these settings are provided in the Appendix (Table A8 to Table A10). For simplicity, we assume the total number of events required for the overall population at final analysis is set to 450 events for all scenarios and the criteria to perform the interim analysis is to achieve information fraction of 0.5 in the overall population (Population 3, interim event = 225). For the WPGSD approach an HSD(-4) $\alpha$-spending function with the observed information fraction from the overall population (0.5 at the interim) was used to spend the overall $\alpha$ for the study (Method 3(b) of Section 3.2.1). Similarly, for the weighted Bonferroni method we assume an HSD(-4) $\alpha$-spending function with information fraction of 0.5 at the interim for $\alpha$ spending of each hypothesis separately. The stratified logrank test was used in hypothesis testing. The simulation results based on 100,000 replications are presented in Table 7.

We compare the rejection rates obtained from the weighted Bonferroni test with those from the WPGSD method. The closed testing procedure was applied. For Cases 1-9, the rejection rate equals power; for Cases 10-12 (truth is null), the rejection rate equals Type-I error. Under all cases where the alternative hypotheses are true (Cases 1-9), the WPGSD approach constantly yields higher power as compared to the Bonferroni method. Under the null hypothesis (Cases 10-12), the Bonferroni test always has a FWER lower than the nominal level of 0.025, and becomes more conservative as correlation increases. On the contrary, the WPGSD method controls FWER much closer to the nominal level of 0.025.
Simulation results. The rejection rates of $H_1$, $H_2$, $H_3$, and any hypothesis are presented. HR$_{1+2-}$, HR$_{1-2+}$, HR$_{1+2+}$, and HR$_{1-2-}$ represent the true hazard ratio for subjects in population 1 but not 2, population 2 but not 1, the intersection of populations 1 and 2, and subjects not in population 1 or 2. $p_{1+2-}$, $p_{1-2+}$, $p_{1+2+}$, and $p_{1-2-}$ represent the prevalence of each corresponding population, respectively.

| Case | HR$_{1+2-}$ | HR$_{1-2+}$ | HR$_{1+2+}$ | HR$_{1-2-}$ | $p_{1+2-}$ | $p_{1-2+}$ | $p_{1+2+}$ | $p_{1-2-}$ | Method | Rej$_{H_1}$ | Rej$_{H_2}$ | Rej$_{H_3}$ | Rej$_{any}$ |
|------|--------------|--------------|--------------|--------------|-------------|-------------|-------------|-------------|--------|-------------|-------------|-------------|-------------|
| 1    | 0.75         | 0.70         | 0.65         | 1.5          | 0.2         | 0.2         | 0.5         | 0.1         | Bonferroni | 0.867       | 0.891       | 0.829       | 0.924       |
|      |              |              |              |              |            |            |             |             | WPGSD   | 0.882       | 0.905       | 0.845       | 0.937       |
| 2    | 0.75         | 0.70         | 0.65         | 1.0          | 0.2         | 0.2         | 0.4         | 0.2         | Bonferroni | 0.742       | 0.792       | 0.501       | 0.863       |
|      |              |              |              |              |            |            |             |             | WPGSD   | 0.762       | 0.811       | 0.509       | 0.878       |
| 3    | 0.3          | 0.3          | 0.1          | 0.3          | Bonferroni | 0.371       | 0.493       | 0.116       | 0.635       |
|      |              |              |              |              | WPGSD   | 0.385       | 0.508       | 0.120       | 0.652       |
| 4    | 0.80         | 0.75         | 0.70         | 1.0          | 0.2         | 0.2         | 0.5         | 0.1         | Bonferroni | 0.897       | 0.914       | 0.920       | 0.944       |
|      |              |              |              |              |            |            |             |             | WPGSD   | 0.907       | 0.924       | 0.934       | 0.956       |
| 5    | 0.2          | 0.2          | 0.4          | 0.2          | Bonferroni | 0.814       | 0.847       | 0.832       | 0.897       |
|      |              |              |              |              |            |            |             |             | WPGSD   | 0.826       | 0.860       | 0.849       | 0.913       |
| 6    | 0.3          | 0.3          | 0.1          | 0.3          | Bonferroni | 0.476       | 0.577       | 0.589       | 0.720       |
|      |              |              |              |              |            |            |             |             | WPGSD   | 0.485       | 0.588       | 0.607       | 0.739       |
| 7    | 0.80         | 0.75         | 0.70         | 1.0          | 0.2         | 0.2         | 0.5         | 0.1         | Bonferroni | 0.728       | 0.759       | 0.767       | 0.817       |
|      |              |              |              |              |            |            |             |             | WPGSD   | 0.747       | 0.781       | 0.799       | 0.847       |
| 8    | 0.2          | 0.2          | 0.4          | 0.2          | Bonferroni | 0.618       | 0.661       | 0.642       | 0.743       |
|      |              |              |              |              |            |            |             |             | WPGSD   | 0.638       | 0.683       | 0.670       | 0.771       |
| 9    | 0.3          | 0.3          | 0.1          | 0.3          | Bonferroni | 0.295       | 0.383       | 0.395       | 0.527       |
|      |              |              |              |              |            |            |             |             | WPGSD   | 0.304       | 0.395       | 0.414       | 0.548       |
| 10   | 1.00         | 1.00         | 1.00         | 1.0          | 0.2         | 0.2         | 0.5         | 0.1         | Bonferroni | 0.010       | 0.010       | 0.012       | 0.018       |
|      |              |              |              |              |            |            |             |             | WPGSD   | 0.012       | 0.013       | 0.017       | 0.024       |
| 11   | 0.2          | 0.2          | 0.4          | 0.2          | Bonferroni | 0.009       | 0.009       | 0.011       | 0.018       |
|      |              |              |              |              |            |            |             |             | WPGSD   | 0.011       | 0.011       | 0.015       | 0.023       |
| 12   | 0.3          | 0.3          | 0.1          | 0.3          | Bonferroni | 0.009       | 0.008       | 0.011       | 0.022       |
|      |              |              |              |              |            |            |             |             | WPGSD   | 0.010       | 0.009       | 0.013       | 0.025       |
5 Discussion

In this paper we extend the framework of the weighted parametric MTP under the closure principal from fixed designs with a single analysis to group sequential designs (WPGSD). The proposed method takes correlations among tests of hypotheses into consideration to relax group sequential boundaries. Studies with multiple primary objectives including multiple populations, multiple experimental treatments, or multiple endpoints all fall into this framework. Under situations where the full correlation among all hypotheses is known, the complete correlation structure can be derived to manage the temporal correlation within a hypothesis and correlation between different hypotheses in group sequential designs simultaneously. In situations where the correlation among hypotheses is only known for subsets of the hypotheses, the method is extended by applying the proposed method within each subset separately. In recent oncology clinical trials it is common to have multiple correlated hypotheses which resulted in splitting $\alpha$ among hypotheses, and it is not uncommon to see cases where the nominal $p$-value barely missed statistical significance for some primary hypotheses. For example, in the final analysis of KEYNOTE-181, the $p$-value for the primary endpoint of overall survival in patients with squamous cell carcinoma was 0.0095 while the statistical significance boundary was 0.0077 \cite{18}. In situations like this, the relaxed boundaries obtained from the proposed WPGSD approach may enable converting the conclusion from failure to success. As another example, in the last appendix example inspired by KEYNOTE 010 \cite{12} with multiple populations and multiple experimental treatment regimens, a relative increase in the nominal testing bound of just over 1.5 times was found (0.0062 versus 0.004) for the complete null hypothesis.

In practice when a study contains multiple hypotheses with group sequential designs, different hypotheses will almost always reach their planned event targets at different times. As such, it is important to pre-specify the criteria to conduct each analysis, for example, whether it is based on reaching the target events of all hypotheses or a single hypothesis. In addition, selection of an $\alpha$-spending approach deserves careful thought at the time of design. We have provided algorithms that can accommodate three different $\alpha$-spending approaches: the FHO approach \cite{7} with fixed incremental FWER accumulation specified for each analysis, a single $\alpha$-spending function to spend total $\alpha$ for all hypotheses, or independent $\alpha$-spending function for each hypothesis separately. Often, regulators have expressed preference for the individual hypothesis specific event-based spending of approach 3c. The first issue is to ensure a stopping time for final analysis is set so that the planned final events are achieved for all hypotheses so that all $\alpha$ can be spent (utilized). The event-based spending in 3c approach has also been problematic since it may result in over-spending or under-spending of $\alpha$ at the time of interim analyses for some of the hypothesis. In contexts where we wish to ensure sufficient follow-up for multiple hypotheses before performing an interim analysis, using event-based spending may utilize larger interim $\alpha$-spending than planned for some hypotheses. This has the potential to leave little or no $\alpha$-spend at a time of sufficient follow-up for a final analysis. This has led us to consider other spending approaches such as 3a, or 3b, or the minimum spending approach which have been discussed in Section 3.2.2 to ensure a reasonable $\alpha$-spend is available for the final analysis.
In general, consonance is not required to apply the proposed WPGSD approach and can be secondary to other allocation and reallocation strategies. When consonance does not hold, the full closed testing procedure needs to be performed. With the examples presented here, this is manageable. We have proved that with the weighted Bonferroni-Holm weighting scheme, consonance always holds when only two hypotheses are involved, or for the first interim analysis when three or more hypotheses are being tested. As such, a shortcut procedure is available under these special cases \[23\]. Of note, although the proposed method is not restricted to a specific weighting scheme, the weighted Bonferroni-Holm weighting scheme may be preferred for its simplicity and higher potential for achieving consonance.

In this paper we have focused on methods deriving the nominal $p$-value boundaries for each hypothesis in the presence of correlation among hypotheses. More complete utilization of FWER with these methods results in more relaxed testing bounds that can ensure increased power, especially in cases with intermediate power due to less than anticipated underlying treatment effects.

**Limitations** While we have provided R code to implement specific examples here, an R package to support more general applications is under preparation. Also, we have not included the rich adaptive design literature within our scope; see, e.g., Ghosh et al. \[11\].
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A Appendices

A.1 Motivating Example 1

The $Z$ statistic boundaries of Example 1 are presented in Table A1.

**Table A1**

| $H_J$          | Weighted Bonferroni | WPGSD |
|----------------|---------------------|-------|
|                | $b_{1k}(J)$ | $b_{2k}(J)$ | $b_{3k}(J)$ | $b_{1k}(J)$ | $b_{2k}(J)$ | $b_{3k}(J)$ |
| $H_1 \cap H_2 \cap H_3$ | 3.12   | 3.12   | 3.04   | 3.08   | 3.08   | 2.99   |
| $H_1 \cap H_2$    | 2.97   | 2.97   | -      | 2.93   | 2.93   | -      |
| $H_1 \cap H_3$    | 3.12   | -      | 2.86   | 3.10   | -      | 2.84   |
| $H_2 \cap H_3$    | -      | 3.12   | 2.86   | -      | 3.10   | 2.84   |
| $H_1$             | 2.75   | -      | -      | 2.75   | -      | -      |
| $H_2$             | -      | 2.75   | -      | -      | 2.75   | -      |
| $H_3$             | -      | -      | 2.75   | -      | -      | 2.75   |

$k = 1$, interim analysis, cumulative $\alpha_1 = HSD (\gamma = -4, t = 0.5) = 0.0030$

| $H_J$          | Weighted Bonferroni | WPGSD |
|----------------|---------------------|-------|
|                | $b_{1k}(J)$ | $b_{2k}(J)$ | $b_{3k}(J)$ | $b_{1k}(J)$ | $b_{2k}(J)$ | $b_{3k}(J)$ |
| $H_1 \cap H_2 \cap H_3$ | 2.46   | 2.46   | 2.35   | 2.36   | 2.36   | 2.25   |
| $H_1 \cap H_2$    | 2.26   | 2.26   | -      | 2.19   | 2.19   | -      |
| $H_1 \cap H_3$    | 2.46   | -      | 2.13   | 2.41   | -      | 2.08   |
| $H_2 \cap H_3$    | -      | 2.46   | 2.13   | -      | 2.40   | 2.08   |
| $H_1$             | 1.98   | -      | -      | 1.98   | -      | -      |
| $H_2$             | -      | 1.98   | -      | -      | 1.98   | -      |
| $H_3$             | -      | -      | 1.98   | -      | -      | 1.98   |

$k = 2$, final analysis, cumulative $\alpha_2 = 0.025$

For comparison, we also evaluated the boundaries of Example 1 using the Bonferroni-Holm weighting scheme as shown in Table A1. The weighting strategy for each intersection hypothesis can then be computed accordingly (Table A2). The results are presented in Table A3 and Table A4. From either of these tables, we can see that we have consonance for the WPGSD with this weighting scheme since p-value bounds never decrease when an individual hypothesis is eliminated.

A.2 Motivating Example 2 illustrated

We further illustrate the proposed WPGSD method using Example 2 of Section 2. The numbers of events of each treatment arm are presented in Table 2 and the full correla-
We use the Lan-DeMets O’Brien-Fleming $\alpha$-spending function to distribute $\alpha$ among the interim and final analyses for each hypothesis separately (i.e., Method 3(c) of Section 3.2.1). The actual information fraction of each hypothesis is used for its respective $\alpha$-spending. For example, the information fraction at the interim for Hypothesis 1 is $(70+85)/(135+170) = 0.51$. The $p$-value and $Z$-statistic boundaries obtained from the weighted Bonferroni and the WPGSD methods are presented in Table A6 and Table A7, respectively. Once again, we can quickly see that consonance holds with the WPGSD since $p$-value bounds never decrease as individual hypotheses are eliminated.

### A.3 Correlations in the simulation

The correlation matrices among test statistics for the simulation example under null hypotheses are presented in Table A8 to Table A10. The correlations under alternative hy-
**Table A3**
p-value boundaries of weighted Bonferroni and WPGSD methods for Example 1 with the Bonferroni-Holm weighting scheme

| $H_J$ | Weighted Bonferroni | WPGSD |
|-------|---------------------|-------|
|       | $p_{1k}(J)$ | $p_{2k}(J)$ | $p_{3k}(J)$ | $\xi_k(J)$ | $p_{1k}(J)$ | $p_{2k}(J)$ | $p_{3k}(J)$ |

$k = 1$, interim analysis, cumulative $\alpha_1 = \text{HSD} (\gamma = -4, t = 0.5) = 0.0030$

| $H_1 \cap H_2 \cap H_3$ | 0.0009 | 0.0009 | 0.0012 | 1.177 | 0.0011 | 0.0011 | 0.0014 |
|-------------------------|--------|--------|--------|--------|--------|--------|--------|
| $H_1 \cap H_2$          | 0.0015 | 0.0015 | -      | 1.136 | 0.0017 | 0.0017 | -      |
| $H_1 \cap H_3$          | 0.0013 | -      | 0.0017 | 1.080 | 0.0014 | -      | 0.0018 |
| $H_2 \cap H_3$          | -      | 0.0013 | 0.0017 | 1.095 | -      | 0.0014 | 0.0019 |
| $H_3$                   | 0.0030 | -      | -      | 1     | 0.0030 | -      | -      |
| $H_2$                   | -      | 0.0030 | -      | 1     | -      | 0.0030 | -      |
| $H_3$                   | -      | -      | 0.0030 | 1     | -      | -      | 0.0030 |

$k = 1$, final analysis, cumulative $\alpha_2 = 0.025$

| $H_1 \cap H_2 \cap H_3$ | 0.0070 | 0.0070 | 0.0094 | 1.312 | 0.0092 | 0.0092 | 0.0123 |
|-------------------------|--------|--------|--------|--------|--------|--------|--------|
| $H_1 \cap H_2$          | 0.0118 | 0.0118 | -      | 1.224 | 0.0144 | 0.0144 | -      |
| $H_1 \cap H_3$          | 0.0101 | -      | 0.0135 | 1.151 | 0.0116 | -      | 0.0155 |
| $H_2 \cap H_3$          | -      | 0.0101 | 0.0135 | 1.172 | -      | 0.0118 | 0.0158 |
| $H_3$                   | 0.0238 | -      | -      | 1     | 0.0238 | -      | -      |
| $H_2$                   | -      | 0.0238 | -      | 1     | -      | 0.0238 | -      |
| $H_3$                   | -      | -      | 0.0238 | 1     | -      | -      | 0.0238 |

**Table A4**
Z-statistic boundaries of weighted Bonferroni and WPGSD methods for Example 1 with the Bonferroni-Holm weighting scheme

| $H_J$ | Weighted Bonferroni | WPGSD |
|-------|---------------------|-------|
|       | $b_{1k}(J)$ | $b_{2k}(J)$ | $b_{3k}(J)$ | $b_{1k}(J)$ | $b_{2k}(J)$ | $b_{3k}(J)$ |

Interim analysis, cumulative $\alpha_1 = \text{HSD} (\gamma = -4, t = 0.5) = 0.0030$

| $H_1 \cap H_2 \cap H_3$ | 3.12 | 3.12 | 3.04 | 3.08 | 3.08 | 2.99 |
|-------------------------|------|------|------|------|------|------|
| $H_1 \cap H_2$          | 2.97 | 2.97 | -    | 2.93 | 2.93 | -    |
| $H_1 \cap H_3$          | 3.02 | -    | 2.93 | 2.99 | -    | 2.90 |
| $H_2 \cap H_3$          | -    | 3.02 | 2.93 | -    | 2.99 | 2.90 |
| $H_3$                   | 2.75 | -    | -    | 2.75 | -    | -    |
| $H_2$                   | -    | 2.75 | -    | -    | 2.75 | -    |
| $H_3$                   | -    | -    | 2.75 | -    | -    | 2.75 |

Final analysis, cumulative $\alpha_2 = 0.025$

| $H_1 \cap H_2 \cap H_3$ | 2.46 | 2.46 | 2.35 | 2.36 | 2.36 | 2.25 |
|-------------------------|------|------|------|------|------|------|
| $H_1 \cap H_2$          | 2.26 | 2.26 | -    | 2.19 | 2.19 | -    |
| $H_1 \cap H_3$          | 2.32 | -    | 2.21 | 2.27 | -    | 2.16 |
| $H_2 \cap H_3$          | -    | 2.32 | 2.21 | -    | 2.26 | 2.15 |
| $H_3$                   | 1.98 | -    | -    | 1.98 | -    | -    |
| $H_2$                   | -    | 1.98 | -    | -    | 1.98 | -    |
| $H_3$                   | -    | -    | 1.98 | -    | -    | 1.98 |
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**Figure A2: Multiplicity strategy for Example 2**

![Figure A2](image)

**Table A5**

| $H_J$                  | $w_1(J)$ | $w_2(J)$ | $w_3(J)$ |
|------------------------|----------|----------|----------|
| $H_1 \cap H_2 \cap H_3$ | 1/3      | 1/3      | 1/3      |
| $H_1 \cap H_2$         | 1/2      | 1/2      | -        |
| $H_1 \cap H_3$         | 1/2      | -        | 1/2      |
| $H_2 \cap H_3$         | -        | 1/2      | 1/2      |
| $H_1$                  | 1        | -        | -        |
| $H_2$                  | -        | 1        | -        |
| $H_3$                  | -        | -        | 1        |

Hypotheses are similar with the exception of minor differences caused by differential hazard ratios among populations.
### Table A6

**p-value boundaries of weighted Bonferroni and WPGSD methods for Example 2**

| $H_J$ | p<sub>1k</sub>(J) | p<sub>2k</sub>(J) | p<sub>3k</sub>(J) | $\xi_k(J)$ | p<sub>1k</sub>(J) | p<sub>2k</sub>(J) | p<sub>3k</sub>(J) |
|-------|-----------------|-----------------|-----------------|------------|-----------------|-----------------|-----------------|
| $H_1 \cap H_2 \cap H_3$ | 0.0002 | 0.0002 | 0.0002 | 1.035 | 0.0002 | 0.0002 | 0.0002 |
| $H_1 \cap H_2$ | 0.0005 | 0.0004 | - | 1.027 | 0.0005 | 0.0004 | - |
| $H_1 \cap H_3$ | 0.0005 | - | 0.0004 | 1.025 | 0.0005 | - | 0.0004 |
| $H_2 \cap H_3$ | - | 0.0004 | 0.0004 | 1.023 | - | 0.0004 | - |
| $H_1$ | 0.0017 | - | - | 1 | 0.0017 | - | - |
| $H_2$ | - | 0.0015 | - | 1 | - | 0.0015 | - |
| $H_3$ | - | - | 0.0014 | 1 | - | - | 0.0014 |

$k = 1$, interim analysis

| $H_J$ | b<sub>1k</sub>(J) | b<sub>2k</sub>(J) | b<sub>3k</sub>(J) | b<sub>1k</sub>(J) | b<sub>2k</sub>(J) | b<sub>3k</sub>(J) |
|-------|-----------------|-----------------|-----------------|------------|-----------------|-----------------|
| $H_1 \cap H_2 \cap H_3$ | 3.52 | 3.55 | 3.58 | 3.51 | 3.54 | 3.57 |
| $H_1 \cap H_2$ | 3.31 | 3.34 | - | 3.31 | 3.34 | - |
| $H_1 \cap H_3$ | 3.31 | - | 3.37 | 3.31 | - | 3.37 |
| $H_2 \cap H_3$ | - | 3.34 | 3.37 | - | 3.34 | 3.37 |
| $H_1$ | 2.94 | - | - | 2.94 | - | - |
| $H_2$ | - | 2.96 | - | - | 2.96 | - |
| $H_3$ | - | - | 2.99 | - | - | 2.99 |

$k = 2$, final analysis

### Table A7

**Z-statistic boundaries of weighted Bonferroni and WPGSD methods for Example 2**

| $H_J$ | b<sub>1k</sub>(J) | b<sub>2k</sub>(J) | b<sub>3k</sub>(J) | b<sub>1k</sub>(J) | b<sub>2k</sub>(J) | b<sub>3k</sub>(J) |
|-------|-----------------|-----------------|-----------------|------------|-----------------|-----------------|
| $H_1 \cap H_2 \cap H_3$ | 2.40 | 2.40 | 2.40 | 2.35 | 2.35 | 2.35 |
| $H_1 \cap H_2$ | 2.25 | 2.25 | - | 2.21 | 2.21 | - |
| $H_1 \cap H_3$ | 2.25 | - | 2.25 | 2.21 | - | 2.21 |
| $H_2 \cap H_3$ | - | 2.25 | 2.25 | - | 2.21 | 2.21 |
| $H_1$ | 1.97 | - | - | 1.97 | - | - |
| $H_2$ | - | 1.97 | - | - | 1.97 | - |
| $H_3$ | - | - | 1.97 | - | - | 1.97 |
### Table A8

**Correlation Matrix of Simulation Case 10**

| $i, k$ | 1,1 | 2,1 | 3,1 | 1,2 | 2,2 | 3,2 |
|--------|-----|-----|-----|-----|-----|-----|
| 1,1    | 1.000 | 0.714 | 0.837 | 0.707 | 0.505 | 0.592 |
| 2,1    | 0.714 | 1.000 | 0.837 | 0.505 | 0.707 | 0.592 |
| 3,1    | 0.837 | 0.837 | 1.000 | 0.592 | 0.592 | 0.707 |
| 1,2    | 0.707 | 0.505 | 0.592 | 1.000 | 0.714 | 0.837 |
| 2,2    | 0.505 | 0.707 | 0.714 | 0.714 | 1.000 | 0.837 |
| 3,2    | 0.592 | 0.592 | 0.707 | 0.837 | 0.837 | 1.000 |

### Table A9

**Correlation Matrix of Simulation Case 11**

| $i, k$ | 1,1 | 2,1 | 3,1 | 1,2 | 2,2 | 3,2 |
|--------|-----|-----|-----|-----|-----|-----|
| 1,1    | 1.000 | 0.667 | 0.775 | 0.707 | 0.471 | 0.548 |
| 2,1    | 0.667 | 1.000 | 0.775 | 0.471 | 0.707 | 0.548 |
| 3,1    | 0.775 | 0.775 | 1.000 | 0.548 | 0.548 | 0.707 |
| 1,2    | 0.707 | 0.471 | 0.548 | 1.000 | 0.667 | 0.775 |
| 2,2    | 0.471 | 0.707 | 0.548 | 0.667 | 1.000 | 0.775 |
| 3,2    | 0.548 | 0.548 | 0.707 | 0.775 | 0.775 | 1.000 |

### A.4 R program for Example 1

```r
library(gsDesign)
library(mvtnorm)
library(tibble)
library(dplyr)
library(kableExtra)

# Example 1

#### Event Counts #####

```c
n11 <- 100
n21 <- 110
n31 <- 225	n12_1 <- 80  # Intersection of population 1 and 2 at IA

#### Correlation Matrix for (Z11, Z21, Z31, Z12, Z22, Z32) #####

```r
library(gsDesign)
library(mvtnorm)
library(tibble)
library(dplyr)
library(kableExtra)

# Example 1

#### Event Counts #####

```c
n11 <- 100
n21 <- 110
n31 <- 225	n12_1 <- 80  # Intersection of population 1 and 2 at IA

#### Correlation Matrix for (Z11, Z21, Z31, Z12, Z22, Z32) #####

```r

### Table A10

**Correlation Matrix of Simulation Case 12**

| $i, k$ | 1,1 | 2,1 | 3,1 | 1,2 | 2,2 | 3,2 |
|--------|-----|-----|-----|-----|-----|-----|
| 1,1    | 1.000 | 0.250 | 0.632 | 0.707 | 0.177 | 0.447 |
| 2,1    | 0.250 | 1.000 | 0.632 | 0.177 | 0.707 | 0.447 |
| 3,1    | 0.632 | 0.632 | 1.000 | 0.447 | 0.447 | 0.707 |
| 1,2    | 0.707 | 0.177 | 0.447 | 1.000 | 0.250 | 0.632 |
| 2,2    | 0.177 | 0.707 | 0.447 | 0.250 | 1.000 | 0.632 |
| 3,2    | 0.447 | 0.447 | 0.707 | 0.632 | 0.632 | 1.000 |
## top 3x3 is IA correlation ##
cor_fn <- function(n1, n2, n3) {
  return(n1/sqrt(n2*n3))
}
cor_mat <- matrix(c(1, cor_fn(n12_1, n11, n21), cor_fn(n11, n11, n31),
                    cor_fn(n11, n11, n22), cor_fn(n12, n12, n22), cor_fn(n11, n11, n32),
                    cor_fn(n12, n12, n12), cor_fn(n21, n21, n22), 1, cor_fn(n11, n11, n31),
                    cor_fn(n11, n11, n31), cor_fn(n12, n12, n12), 1, cor_fn(n21, n21, n22),
                    cor_fn(n21, n21, n22), 1, cor_fn(n11, n11, n31),
                    cor_fn(n11, n11, n31), cor_fn(n21, n21, n22),
                    cor_fn(n11, n11, n31), cor_fn(n21, n21, n22),
                    cor_fn(n21, n21, n22), 1, cor_fn(n11, n11, n31),
                    cor_fn(n11, n11, n31), cor_fn(n21, n21, n22),
                    cor_fn(n21, n21, n22), 1, cor_fn(n11, n11, n31),
                    cor_fn(n11, n11, n31), cor_fn(n21, n21, n22),
                    cor_fn(n21, n21, n22), 1, cor_fn(n11, n11, n31),
                    cor_fn(n11, n11, n31), cor_fn(n21, n21, n22),
                    cor_fn(n21, n21, n22), 1, cor_fn(n11, n11, n31),
                    cor_fn(n11, n11, n31), cor_fn(n21, n21, n22),
                    cor_fn(n21, n21, n22), 1, cor_fn(n11, n11, n31),
                    cor_fn(n11, n11, n31), cor_fn(n21, n21, n22),
                    cor_fn(n21, n21, n22), 1, cor_fn(n11, n11, n31))
})

# Weighted Bonferroni Boundaries
# Although in this example all 3 hypotheses have 0.5 information fraction at IA, we illustrate with below code which is more general assuming common spending time at IA using population 3 information fraction 0.5 while actual event counts are used to account for correlation when computing bound

e1 <- c(n11, n12)
e2 <- c(n21, n22)
e3 <- c(n31, n32)

# Individual Hypothesis at full alpha, boundaries at IA and FA
al_ind <- 1 - pnorm(gsDesign(k=2, test.type=1, usTime=0.5, n.I=e1, alpha=0.025, sfu=sfHSD, sfupar=-4)$upper$bound)
a2_ind <- 1 - pnorm(gsDesign(k=2, test.type=1, usTime=0.5, n.I=e2, alpha=0.025, sfu=sfHSD, sfupar=-4)$upper$bound)
a3_ind <- 1 - pnorm(gsDesign(k=2, test.type=1, usTime=0.5, n.I=e3, alpha=0.025, sfu=sfHSD, sfupar=-4)$upper$bound)

# H1 and H2
al_12 <- 1 - pnorm(gsDesign(k=2, test.type=1, usTime=0.5, n.I=e1, alpha=0.025*0.5, sfu=sfHSD, sfupar=-4)$upper$bound)
a2_12 <- 1 - pnorm(gsDesign(k=2, test.type=1, usTime=0.5, n.I=e2, alpha=0.025*0.5, sfu=sfHSD, sfupar=-4)$upper$bound)
a3_12 <- 1 - pnorm(gsDesign(k=2, test.type=1, usTime=0.5, n.I=e3, alpha=0.025*0.4, sfu=sfHSD, sfupar=-4)$upper$bound)

# H1 and H3
al_13 <- 1 - pnorm(gsDesign(k=2, test.type=1, usTime=0.5, n.I=e1, alpha=0.025*0.4, sfu=sfHSD, sfupar=-4)$upper$bound)
a2_13 <- 1 - pnorm(gsDesign(k=2, test.type=1, usTime=0.5, n.I=e2, alpha=0.025*0.4, sfu=sfHSD, sfupar=-4)$upper$bound)
a3_13 <- 1 - pnorm(gsDesign(k=2, test.type=1, usTime=0.5, n.I=e3, alpha=0.025*0.3, sfu=sfHSD, sfupar=-4)$upper$bound)

# H2 and H3
al_23 <- 1 - pnorm(gsDesign(k=2, test.type=1, usTime=0.5, n.I=e1, alpha=0.025*0.3, sfu=sfHSD, sfupar=-4)$upper$bound)
a2_23 <- 1 - pnorm(gsDesign(k=2, test.type=1, usTime=0.5, n.I=e2, alpha=0.025*0.3, sfu=sfHSD, sfupar=-4)$upper$bound)
a3_23 <- 1 - pnorm(gsDesign(k=2, test.type=1, usTime=0.5, n.I=e3, alpha=0.025*0.2, sfu=sfHSD, sfupar=-4)$upper$bound)
Weighted parametric GSD

alpha = 0.025 * 0.3,
sfu = sfHSD, sfupar = -4) \$ upper \$ bound

\[ a_{3,13} \leftarrow 1 - \text{pnorm}(\text{gsDesign}(k=2, \text{test.type}=1, \text{usTime}=0.5, \text{n.I}=e3, \alpha=0.025*0.7, \text{sfu}=sfHSD, \text{sfupar}=-4) \$ upper \$ bound) \]

# H2 and H3
\[ a_{2,23} \leftarrow 1 - \text{pnorm}(\text{gsDesign}(k=2, \text{test.type}=1, \text{usTime}=0.5, \text{n.I}=e2, \alpha=0.025*0.3, \text{sfu}=sfHSD, \text{sfupar}=-4) \$ upper \$ bound) \]
\[ a_{3,23} \leftarrow a_{3,13} \]

################################################################################
# WPGSD Boundaries
################################################################################

########################################################################
# IA
########################################################################

# Overall cumulative spending at IA
\[ a_{1} \leftarrow \text{sfHSD}(t=0.5, \alpha=0.025, \text{param}=-4) \$ spend \]

# function to find astar at IA
\[ \text{astar\_ia\_find} \leftarrow \text{function}(a, \text{astar}, w, \text{sig}) \{
  \text{# a is cumulative spending for the intersection hypotheses}
  \text{# astar is the total nominal alpha level from WPGSD method}
  \text{# w is the vector of weights}
  \text{# sig is the correlation matrix}
  1 - a - \text{pmvnorm}(\text{lower} = -Inf, \text{upper} = \text{qnorm}(1 - w \times \text{astar}), \text{sigma} = \text{sig}, \text{algorithm} = \text{GenzBretz(maxpts=50000,abseps=0.00001)})
\}

# H1 and H2 and H3, astar\_ia represent WPGSD boundary at IA for all hypotheses in the intersection hypothesis
\[ w \leftarrow c(0.3, 0.3, 0.4) \]
\[ a_{\text{astar\_ia\_123}} \leftarrow w \times \text{uniroot}(\text{astar\_ia\_find}, \text{lower} = a_{1}, \text{upper} = 0.025, \text{a} = a_{1}, \text{w} = w, \text{sig} = \text{cor\_mat}[1:3,1:3], \text{tol} = 1e-10) \$ root \]

# H1 and H2
\[ w \leftarrow c(0.5, 0.5) \]
\[ a_{\text{astar\_ia\_12}} \leftarrow w \times \text{uniroot}(\text{astar\_ia\_find}, \text{lower} = a_{1}, \text{upper} = 0.025, \text{a} = a_{1}, \text{w} = w, \text{sig} = \text{cor\_mat}[1:2,1:2], \text{tol} = 1e-10) \$ root \]

# H1 and H3
\[ w \leftarrow c(0.3, 0.7) \]
\[ a_{\text{astar\_ia\_13}} \leftarrow w \times \text{uniroot}(\text{astar\_ia\_find}, \text{lower} = a_{1}, \text{upper} = 0.025, \text{a} = a_{1}, \text{w} = w, \text{sig} = \text{cor\_mat}[c(1,3), c(1,3)], \text{tol} = 1e-10) \$ root \]

# H2 and H3
\[ w \leftarrow c(0.3, 0.7) \]
\[ a_{\text{astar\_ia\_23}} \leftarrow w \times \text{uniroot}(\text{astar\_ia\_find}, \text{lower} = a_{1}, \text{upper} = 0.025, \text{a} = a_{1}, \text{w} = w, \text{sig} = \text{cor\_mat}[c(2,3), c(2,3)], \text{tol} = 1e-10) \$ root \]

########################################################################
# FA
########################################################################

\[ \text{astar\_fa\_find} \leftarrow \text{function}(a, \alpha_{\text{ia}}, \text{astar}, w, \text{sig}) \{
  \text{# a is cumulative spending for the intersection hypotheses}
  \text{# alpha\_ia is the alpha boundary at IA using the WPGSD approach}
  \text{# astar is the total nominal alpha level from WPGSD method}
  \text{# w is the vector of weights}
  \text{# sig is the correlation matrix}
\}
```r
# Weighted parametric GSD

l - a - pmvnorm(lower = -Inf,
upper = c(qnorm(1 - alpha_ia), qnorm(1 - w * astar)),
sigma = sig,
algorithm = GenzBretz(maxpts=50000, abseps=0.00001))

# H1 and H2 and H3
w <- c(0.3, 0.3, 0.4)
astar_fa_123 <- w*uniroot(astar_fa_find,
lower = 0.0001, upper = 0.5, a = 0.025,
alpha_ia = astar_ia_123, w = w,
sig = cor_mat,
tol = 1e-10)$root

# H1 and H2
w <- c(0.5, 0.5)
astar_fa_12 <- w*uniroot(astar_fa_find,
lower = 0.0001, upper = 0.5, a = 0.025,
alpha_ia = astar_ia_12, w = w,
sig = cor_mat[c(1,2,4,5), c(1,2,4,5)],
tol = 1e-10)$root

# H1 and H3
w <- c(0.3, 0.7)
astar_fa_13 <- w*uniroot(astar_fa_find,
lower = 0.0001, upper = 0.5, a = 0.025,
alpha_ia = astar_ia_13, w = w,
sig = cor_mat[c(1,3,4,6), c(1,3,4,6)],
tol = 1e-10)$root

# H2 and H3
w <- c(0.3, 0.7)
astar_fa_23 <- w*uniroot(astar_fa_find,
lower = 0.0001, upper = 0.5, a = 0.025,
alpha_ia = astar_ia_23, w = w,
sig = cor_mat[c(2,3,5,6), c(2,3,5,6)],
tol = 1e-10)$root

## Bonferroni bounds summary
bonf_bounds <- dplyr::bind_rows(
  tibble(Hypothesis = "H1_H2_H3", Analysis = c(1,2), a1 = a1_123, a2 = a2_123, a3 = a3_123),
  tibble(Hypothesis = "H1_H2", Analysis = c(1,2), a1 = a1_12, a2 = a2_12, a3 = NA),
  tibble(Hypothesis = "H1_H3", Analysis = c(1,2), a1 = a1_13, a2 = NA, a3 = a3_13),
  tibble(Hypothesis = "H2_H3", Analysis = c(1,2), a1 = NA, a2 = a2_23, a3 = a3_23),
  tibble(Hypothesis = "H1", Analysis = c(1,2), a1 = a1_ind, a2 = NA, a3 = a3_ind),
  tibble(Hypothesis = "H2", Analysis = c(1,2), a1 = NA, a2 = a2_ind, a3 = NA),
  tibble(Hypothesis = "H3", Analysis = c(1,2), a1 = NA, a2 = NA, a3 = a3_ind))

## WPGSD bounds summary
mtp_bounds <- dplyr::bind_rows(
  tibble(Hypothesis = "H1_H2_H3", Analysis = 1, a1 = astar_ia_123[1], a2 = astar_ia_123[2], a3 = astar_ia_123[3]),
  tibble(Hypothesis = "H1_H2", Analysis = 1, a1 = astar_ia_12[1], a2 = astar_ia_12[2], a3 = NA),
  tibble(Hypothesis = "H1_H3", Analysis = 1, a1 = astar_ia_13[1], a2 = NA, a3 = astar_ia_13[2]),
  tibble(Hypothesis = "H2_H3", Analysis = 1, a1 = NA, a2 = astar_ia_23[1], a3 = astar_ia_23[2]),
  tibble(Hypothesis = "H1_H2_H3", Analysis = 2, a1 = astar_fa_123[1], a2 = astar_fa_123[2], a3 = astar_fa_123[3]))
```
tibble(Hypothesis = "H1_H2", Analysis = 2,
   a1 = astar_fa_12[1], a2 = astar_fa_12[2], a3 = NA),
   tibble(Hypothesis = "H1_H3", Analysis = 2,
   a1 = astar_fa_13[1], a2 = NA, a3 = astar_fa_13[2]),
   tibble(Hypothesis = "H2_H3", Analysis = 2,
   a1 = NA, a2 = astar_fa_23[1], a3 = astar_fa_23[2]),
   tibble(Hypothesis = "H1", Analysis = c(1,2),
   a1 = a1_ind, a2 = NA, a3 = NA),
   tibble(Hypothesis = "H2", Analysis = c(1,2),
   a1 = NA, a2 = a2_ind, a3 = NA),
   tibble(Hypothesis = "H3", Analysis = c(1,2),
   a1 = NA, a2 = NA, a3 = a3_ind)
)

# 2 stat bounds and xi
bonf_bounds <- bonf_bounds %>% mutate(z1=-qnorm(a1),
   z2=-qnorm(a2),
   z3=-qnorm(a3))

mtp_bounds <- mtp_bounds %>% mutate(z1=-qnorm(a1),
   z2=-qnorm(a2),
   z3=-qnorm(a3))

# Combine and back-calculate xi
bounds <- left_join(bonf_bounds, mtp_bounds,
   by=c("Hypothesis","Analysis"),
   suffix=c(".B", ".M"))

bounds <- bounds %>% rowwise() %>%
   mutate(xi = sum(a1.M, a2.M, a3.M, na.rm=TRUE) /
   sum(a1.B, a2.B, a3.B, na.rm=TRUE))

## A.5 R program for Example 2

library(gsDesign)
library(mvtnorm)
library(dplyr)
library(kableExtra)

### Example 2 ###

#### Event Counts ####

## Each Arm at IA
nt11 <- 70
nt21 <- 75
nt31 <- 80
nc1 <- 85

## Each Arm at FA
nt12 <- 135
nt22 <- 150
nt32 <- 165
nc2 <- 170

## Each Hypothesis at IA
n11 <- nt11+nc1
n21 <- nt21+nc1
n31 <- nt31+nc1

## Each Hypothesis at FA
n12 <- nt12+nc2
n22 <- nt22+nc2
Weighted parametric GSD

n32 <- nt32+nc2

######## Correlation Matrix for (Z11,Z21,Z31,Z12,Z22,Z32) #########
cor_fn <- function(n1,n2,n3) {
  return(n1/sqrt(n2*n3))
}
cor_mat <- matrix(c(1,cor_fn(nc1,n11,n21), cor_fn(nc1,n11,n31),
  cor_fn(n11,n11,n12), cor_fn(n11,n11,n22), cor_fn(n11,n11,n32),
  cor_fn(n11,n11, n21), 1, cor_fn(nc1,n21,n31),
  cor_fn(nc1,n31,n12), cor_fn(nc1,n31,n22), cor_fn(nc1,n31,n32),
  cor_fn(n11,n11,n31), cor_fn(nc1,n21,n31), 1,
  cor_fn(nc1,n31,n12), cor_fn(nc1,n31,n22), cor_fn(nc1,n31,n32),
  cor_fn(n11,n11,n31), cor_fn(nc1,n21,n31), cor_fn(n11,n11,n22),
  cor_fn(nc1,n21,n22), cor_fn(n21, n21, n22), cor_fn(nc1,n31,n22),
  cor_fn(nc2,n12,n22), 1, cor_fn(nc2,n22,n32),
  cor_fn(nc1,n11,n32), cor_fn(nc1,n21,n32), cor_fn(n31,n31,n32),
  cor_fn(nc2,n12,n32), cor_fn(nc2,n22,n32), 1),
  nrow=6, byrow=TRUE)

##################################################################
# Weighted Bonferroni Boundaries
# Although in this example the information fraction is the ratio
# of the actual event counts at IA/FA. In practice at the time
# of IA, one does not know the final actual event count.
# Information fraction used for spending needs to be calculated as
# Actual event at IA / Planned event at FA. The actual event at FA
# should be used to account for correlation to compute bounds.
# Example code below accounts for this situation.
# Information fraction of each hypothesis
if1 <- n11/n12
d <- n21/n22
e3 <- n31/n32

# event count of each hypothesis at IA and FA
e1 <- c(n11, n12)
e2 <- c(n21, n22)
e3 <- c(n31, n32)

# Individual Hypothesis at full alpha
a1_ind <- 1- pnorm(gsDesign(k=2, test.type=1, usTime=if1, n.I=e1, alpha=0.025, sfu=sfLDOF, sfupar=0)$upper$bound)
a2_ind <- 1- pnorm(gsDesign(k=2, test.type=1, usTime=if2, n.I=e2, alpha=0.025, sfu=sfLDOF, sfupar=0)$upper$bound)
a3_ind <- 1- pnorm(gsDesign(k=2, test.type=1, usTime=if3, n.I=e3, alpha=0.025, sfu=sfLDOF, sfupar=0)$upper$bound)

# H1 and H2 and H3
a1_123 <- 1- pnorm(gsDesign(k=2, test.type=1, usTime=if1, n.I=e1, alpha=0.025/3, sfu=sfLDOF, sfupar=0)$upper$bound)
a2_123 <- 1- pnorm(gsDesign(k=2, test.type=1, usTime=if2, n.I=e2, alpha=0.025/3, sfu=sfLDOF, sfupar=0)$upper$bound)
a3_123 <- 1- pnorm(gsDesign(k=2, test.type=1, usTime=if3, n.I=e3, alpha=0.025/3,
sfu=sfLDOF, sfupar=0)$upper$bound)

# H1 and H2
a1_12 <- 1 - pnorm(gsDesign(k=2, test.type=1, usTime=if1, n.I=e1, 
alpha=0.025/2, 
sfu=sfLDOF, sfupar=0)$upper$bound)

a2_12 <- 1 - pnorm(gsDesign(k=2, test.type=1, usTime=if2, n.I=e2, 
alpha=0.025/2, 
sfu=sfLDOF, sfupar=0)$upper$bound)

# H1 and H3
a1_13 <- a1_12
a3_13 <- 1 - pnorm(gsDesign(k=2, test.type=1, usTime=if3, n.I=e3, 
alpha=0.025/2, 
sfu=sfLDOF, sfupar=0)$upper$bound)

# H2 and H3
a2_23 <- a2_12
a3_23 <- a3_13

########################################################################
########################################################################
# IA
########################################################################
## function to find inflation factor xi at IA

x_{ia} \text{\_find} \leftarrow \text{function}(a, a'_{\text{IA}}, x_{\text{IA}}, \text{cor}){

# a is cumulative spending for the intersection hypotheses
# a'_{\text{IA}} is the nominal p-value boundary at IA from Bonferroni
# x_{\text{IA}} is the inflation factor
# cor is the correlation matrix

1 - a - pmvnorm(lower = -Inf, 
upper = qnorm(1 - x_{IA}a'_{\text{IA}}), 
sigma = cor, 
algorithm = GenzBretz(maxpts=50000,abseps=0.00001))
}

# H1 and H2 and H3
aprime_{ia\_123} \leftarrow c(a_{1\_123}[1], a_{2\_123}[1], a_{3\_123}[1])
x_{ia\_123} \leftarrow \text{unroot}(x_{ia\_\text{\_find}}, lower = 1, upper = 10,
a = \text{sum}(aprime_{ia\_123}), 
aprime = aprime_{ia\_123}, 
sig = \text{cor\_mat}[1:3,1:3], 
\text{tol} = 1e-10)$root

astar_{ia\_123} \leftarrow x_{ia\_123} \times aprime_{ia\_123}

# H1 and H2
aprime_{ia\_12} \leftarrow c(a_{1\_12}[1], a_{2\_12}[1])
x_{ia\_12} \leftarrow \text{unroot}(x_{ia\_\text{\_find}}, lower = 1, upper = 10,
a = \text{sum}(aprime_{ia\_12}), 
aprime = aprime_{ia\_12}, 
sig = \text{cor\_mat}[1:2,1:2], 
\text{tol} = 1e-10)$root

astar_{ia\_12} \leftarrow x_{ia\_12} \times aprime_{ia\_12}

# H1 and H3
aprime_{ia\_13} \leftarrow c(a_{1\_13}[1], a_{3\_13}[1])
x_{ia\_13} \leftarrow \text{unroot}(x_{ia\_\text{\_find}}, lower = 1, upper = 10,
a = \text{sum}(aprime_{ia\_13}), 
aprime = aprime_{ia\_13}, 
sig = \text{cor\_mat}[c(1,3), c(1,3)], 
\text{tol} = 1e-10)$root

astar_{ia\_13} \leftarrow x_{ia\_13} \times aprime_{ia\_13}

# H2 and H3
aprime_ia_23 <- c(a2_23[1], a3_23[1])
xi_ia_23 <- uniroot(xi_ia_find, lower = 1, upper = 10,
               a = sum(aprime_ia_23),
               aprime = aprime_ia_23,
               sig = cor_mat[c(2,3), c(2,3)],
               tol = 1e-10)$root
astar_ia_23 <- xi_ia_23*aprime_ia_23

########## FA ##########
## function to find inflation factor xi at FA
xi_fa_find <- function(a, aprime, alpha_ia, xi, sig){
  # a is cumulative spending for the intersection hypotheses
  # aprime is the nominal p-value boundary at FA from Bonferroni
  # alpha_ia is the alpha boundary at IA using the WPGSD approach
  # xi is the inflation factor
  # sig is the correlation matrix
  1 - a - pmvnorm(lower = -Inf,
                 upper = c(qnorm(1 - alpha_ia), qnorm(1 - xi*aprime)),
                 sigma = sig,
                 algorithm = GenzBretz(maxpts=50000,abseps=0.00001))
}

#### H1 and H2 and H3
aprime_fa_123 <- c(a1_123[2],a2_123[2],a3_123[2])
xi_fa_123 <- uniroot(xi_fa_find, lower = 1, upper = 10,
               a = 0.025,
               aprime = aprime_fa_123,
               alpha_ia = astar_ia_123,
               sig = cor_mat,
               tol = 1e-10)$root
astar_fa_123 <- xi_fa_123*aprime_fa_123

#### H1 and H2
aprime_fa_12 <- c(a1_12[2],a2_12[2])
xi_fa_12 <- uniroot(xi_fa_find, lower = 1, upper = 10,
               a = 0.025,
               aprime = aprime_fa_12,
               alpha_ia = astar_ia_12,
               sig = cor_mat[c(1,2,4,5), c(1,2,4,5)],
               tol = 1e-10)$root
astar_fa_12 <- xi_fa_12*aprime_fa_12

#### H1 and H3
aprime_fa_13 <- c(a1_13[2],a3_13[2])
xi_fa_13 <- uniroot(xi_fa_find, lower = 1, upper = 10,
               a = 0.025,
               aprime = aprime_fa_13,
               alpha_ia = astar_ia_13,
               sig = cor_mat[c(1,3,4,6), c(1,3,4,6)],
               tol = 1e-10)$root
astar_fa_13 <- xi_fa_13*aprime_fa_13

#### H2 and H3
aprime_fa_23 <- c(a2_23[2],a3_23[2])
xi_fa_23 <- uniroot(xi_fa_find, lower = 1, upper = 10,
               a = 0.025,
               aprime = aprime_fa_23,
               alpha_ia = astar_ia_23,
               sig = cor_mat[c(2,3,5,6), c(2,3,5,6)],
               tol = 1e-10)$root
astar_fa_23 <- xi_fa_23*aprime_fa_23
## Bonferroni bounds summary

```r
bonf_bounds <- dplyr::bind_rows(
  tibble(Hypothesis = "H1_H2_H3", Analysis = c(1,2),
         a1 = a1_123, a2 = a2_123, a3 = a3_123),
  tibble(Hypothesis = "H1_H2", Analysis = c(1,2),
         a1 = a1_12, a2 = a2_12, a3 = NA),
  tibble(Hypothesis = "H1_H3", Analysis = c(1,2),
         a1 = a1_13, a2 = NA, a3 = a3_13),
  tibble(Hypothesis = "H2_H3", Analysis = c(1,2),
         a1 = NA, a2 = a2_23, a3 = a3_23),
  tibble(Hypothesis = "H1", Analysis = c(1,2),
         a1 = a1_ind, a2 = NA, a3 = NA),
  tibble(Hypothesis = "H2", Analysis = c(1,2),
         a1 = NA, a2 = a2_ind, a3 = NA),
  tibble(Hypothesis = "H3", Analysis = c(1,2),
         a1 = NA, a2 = NA, a3 = a3_ind))
```

## WPGSD bounds summary

```r
mtp_bounds <- dplyr::bind_rows(
  tibble(Hypothesis = "H1_H2_H3", Analysis = 1, xi = xi_ia_123,
         a1 = astar_ia_123[1], a2 = astar_ia_123[2], a3 = astar_ia_123[3]),
  tibble(Hypothesis = "H1_H2", Analysis = 1, xi = xi_ia_12,
         a1 = astar_ia_12[1], a2 = astar_ia_12[2], a3 = NA),
  tibble(Hypothesis = "H1_H3", Analysis = 1, xi = xi_ia_13,
         a1 = astar_ia_13[1], a2 = NA, a3 = astar_ia_13[2]),
  tibble(Hypothesis = "H2_H3", Analysis = 1, xi = xi_ia_13,
         a1 = NA, a2 = astar_ia_23[1], a3 = astar_ia_23[2]),
  tibble(Hypothesis = "H1_H2_H3", Analysis = 2, xi = xi_fa_123,
         a1 = astar_fa_123[1], a2 = astar_fa_123[2], a3 = astar_fa_123[3]),
  tibble(Hypothesis = "H1_H2", Analysis = 2, xi = xi_fa_12,
         a1 = astar_fa_12[1], a2 = astar_fa_12[2], a3 = NA),
  tibble(Hypothesis = "H1_H3", Analysis = 2, xi = xi_fa_13,
         a1 = astar_fa_13[1], a2 = NA, a3 = astar_fa_13[2]),
  tibble(Hypothesis = "H2_H3", Analysis = 2, xi = xi_fa_23,
         a1 = NA, a2 = astar_fa_23[1], a3 = astar_fa_23[2]),
  tibble(Hypothesis = "H1", Analysis = c(1,2), xi = 1,
         a1 = NA, a2 = NA, a3 = NA),
  tibble(Hypothesis = "H2", Analysis = c(1,2), xi = 1,
         a2 = a2_ind, a3 = NA),
  tibble(Hypothesis = "H3", Analysis = c(1,2), xi = 1,
         a2 = NA, a3 = a3_ind))
)
A.6 Correlation matrix of test statistics in multi-arm multi-population GSD

One hypothetical example of a multi-arm multi-population GSD is a simplified version of KEYNOTE-010 study. Suppose that there are six hypotheses comparing OS in the trial:

- H1: Biomarker strong positive (Biomarker++), Low-dose vs. control
- H2: Biomarker positive (Biomarker+), Low-dose vs. control
- H3: All patients, Low-dose vs. control
- H4: Biomarker strong positive (Biomarker++), High-dose vs. control
- H5: Biomarker positive (Biomarker+), High-dose vs. control
- H6: All patients, High-dose vs. control

We will assign $w_i(I) = 1/6, i = 1, 2, \ldots, 6$. Also, we will use the FHO [7] approach to spending with 0.001, 0.025 as the cumulative $\alpha$-level for the interim and final analysis, respectively. Let the test statistics be $Z_{ijk}$, where $i$ denotes experimental arm, $j$ denotes population, and $k$ denotes analysis time. To calculate the correlation between $Z_{ijk}$ and $Z_{i'j'k'}$,

1. for $i = i'$, the correlation calculation is as same as in multiple population GSD.

2. for $i \neq i'$, the correlation is $\sqrt{\frac{n_{0,j,k} + n_{i,j,k}}{n_{0,j,k} + n_{i,j,k}}}$, where the 0 in the subscript denotes the number of subjects (events) in the control arm.

The essential data to determine the needed correlations are in the following table.

| Table A11 | Number of events at each analysis for each population and treatment group in the multi-arm, multi-population example |
|-----------|--------------------------------------------------------------------------------------------------|
| Analysis  | Treatment | Population | All Patients |
| Interim   | Control   | Biomarker++ | 140 | 200 | 300 |
|           | Low-dose  |            | 100 | 140 | 220 |
|           | High-dose |            | 90  | 130 | 210 |
| Final     | Control   | Biomarker++ | 185 | 264 | 396 |
|           | Low-dose A|            | 132 | 186 | 312 |
|           | High-dose B|           | 120 | 174 | 300 |

With 6 hypotheses and 2 analyses, there are 12 individual tests and thus a $12 \times 12$ correlation matrix to compute. We note that for the final analysis, the nominal level for each individual hypothesis in the complete intersection hypothesis 0.0062 rather than the 0.024/6 = 0.004 if no correction were made for any correlations. Thus, accounting for all correlations versus none we have an inflation factor of 0.0062/0.0004 > 1.5 which seems quite worthwhile to account for. Given the small amount of interim spending, most of this inflation can be accounted for by correlations between tests for different hypotheses.