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Abstract: Over the past two decades, we have seen an increased demand for 3D visualization and simulation software in medicine, architectural design, engineering, and many other areas, which have boosted the investigation of geometric data analysis and raised the demand for further advancement in statistical analytic approaches. In this paper, we propose a class of spline smoothers appropriate for approximating geometric data over 3D complex domains, which can be represented in terms of a linear combination of spline basis functions with some smoothness constraints. We start with introducing the tetrahedral partitions, Barycentric coordinates, Bernstein basis polynomials, and trivariate spline on tetrahedra. Then, we propose a penalized spline smoothing method for identifying the underlying signal in a complex 3D domain from potential noisy observations. Simulation studies are conducted to compare the proposed method with traditional smoothing methods on 3D complex domains.
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1. Introduction

Recent advances in computer and information technology have dramatically boosted the availability of three-dimensional (3D) geometric data in many fields, as illustrated in Figure 1.1, including manufacturing ((a)–(c)), medical science ((d)–(e)), arts ((f)–(g)) and animation ((h)–(i)). For example, by utilizing 3D technology within medical imaging, we are able to take and combine those two-dimensional (2D) cross-section slices into a concise 3D visual of the area being scanned. With 3D medical imaging, healthcare professionals can now access new angles, resolutions, and details that offer an all-around better understanding of the body part in question. As a result, statistical learning for 3D geometry is emerging as a critical research area in many fields.

In reality, 3D geometric data usually contains unwanted noise that obscures the features of the volumes of interest. Consequently, denoising is critical in the 3D geometric analysis; for example, in many imaging studies, smoothing methods are widely adopted in image processing tasks \cite{Goldsmith2014,Kang2020}. As shown in Figure 1.1, the objects (or regions) of...
interest are usually irregularly shaped. Many conventional denoising methods, such as Kernel smoothing (Zhu et al., 2014), tensor product smoothing (Reiss and Ogden, 2010), thin plate spline smoothing (Duchon, 1976; Yue and Speckman, 2010), and wavelet smoothing (Morris and Carroll, 2006), suffer from the problem of “leakage” across the complex domains, which refers to the poor estimation over difficult regions caused by smoothing inappropriately across boundary features (Ramsay, 2002; Wang and Ranalli, 2007; Kim and Wang, 2021). Several techniques have been developed in the last decades to tackle the “leakage” problem when recovering the true signals. Many of the work focus on 2D manifold domains, such as the spline smoothing (Wang and Ranalli, 2007; Wilhelm et al., 2016), finite element analysis (Lindgren et al., 2011), and Kernel smoothing (Guo et al., 2010). For 3D cases, Chung et al. (2018) applied the discrete heat kernel smoothing to irregular image domains, and Huo et al. (2020) considered the finite element method for irregular 3D subjects.

To deal with this prevalent challenge in 3D geometric data analysis, we propose to use trivariate penalized spline smoothing methods based on tetrahedral partitions. To handle the complex 3D domains, it is crucial to construct an ideal representation of the 3D geometry. In computer graphics and geometric-aided design, tetrahedral partitions are the standard representation of 3D objects. For example, many 3D scanners use the laser to capture an object’s exact size and shape into the computer as a digital 3D triangle mesh representation. Although traditional medical planning systems often use either voxel-based or surface-based models, tetrahedral meshes are more flexible than both data structures because complex volu-

Figure 1.1: Examples of 3D geometric data and corresponding tetrahedral meshes generated with iso2mesh toolbox and distmeshnd function using MATLAB.
metric data sets can be represented with few primitives. After an appropriate partition of the domain, we can construct the trivariate spline basis function on the tetrahedral partition to approximate data distributed over 3D complex domains.

Moreover, the characteristics of 3D geometry data create substantial challenges in analysis (Wong et al., 2016). First, we need to take into account the large scale and high resolution of the collected data. For example, a standard PET scan from one subject contains \((79 \times 95 \times 68)\) 510,340 voxels. Therefore, even for a single image, the number of observations is very high. One of the significant advantages of the spline smoothing method lies in its computational simplicity. As a global estimation with an explicit model expression, the fitting of splines techniques is achieved by solving a single linear system.

Besides the computation issues raised by the large volume of data, the challenges also arise from the complicated structure of the signal. On one hand, the underlying data may vary mildly or sharply according to the location. We propose the Adaptive Trivariate Penalized Spline on Tetrahedral Partitions (ATPST) by adopting adaptive weights in smoothing spline to overcome this challenge. On the other hand, missing data is common and inevitable in 3D geometry data acquisition. For example, in 3D seismology, the incomplete and sparse data in the collection is often caused by physical and economic constraints (Chai et al., 2020). In our simulation study, we mimic the cases in real life and conduct experiments on missing data with multiple missing schemes. The simulation results reveal the superiority of the proposed estimators, regardless of the setting.

Other than denoising or deblurring, the reconstruction of 3D geometry data in a different (usually higher) resolution is another important task in analysis. In terms of statistics, this is equivalent to providing an accurate prediction based on estimation. The proposed spline smoothing methods illustrate supreme prediction power in simulation studies.

The rest of the paper is structured as follows. In Section 2, we give an overview of the tetrahedral partitions of a 3D domain. Once a tetrahedral partition has been constructed, we can construct the spline space over the tetrahedral partition. In Section 3, we introduce the penalized spline estimators. We then demonstrate the smoothers’ performance on simulated problems in Section 4. Finally, this paper is concluded, and future work is outlined in Section 5.

2. Tetrahedral partitions and trivariate splines on tetrahedr

In this section, we provide a basic framework for tetrahedral partitions and trivariate splines on those partitions. More detailed introductions can be referred to online supplementary materials (Appendices A and B).

Let \( Y_i \) be the response variable observed on the \( i \)th location or design point \( \mathbf{v}_i = (x_i, y_i, z_i) \),
Suppose all \( v_i \)'s range over a bounded domain \( \Omega \subseteq \mathbb{R}^3 \) of arbitrary shape, for example, the 3D horseshoe domain shown in Figure 1.1(a). For any given dataset with design points located on \( \Omega \), one can find a polygonal domain (a domain with a piecewise linear boundary) to include all the design points. With this principle, in the following, we assume that \( \Omega \) is a polygonal domain itself, which may have one or multiple holes not containing any design points.

2.1. Tetrahedral partitions

In the following, we use \( T \) to denote a tetrahedron, which is a convex hull of four non-coplanar points in \( \mathbb{R}^3 \). A collection \( \Delta = \{T_1, \ldots, T_N\} \) of \( N \) tetrahedra is called a \textit{tetrahedral partition} of \( \Omega = \bigcup_{h=1}^{N} T_h \) provided that any pair of tetrahedra in \( \Delta \) intersect at most at a common vertex, along a common edge, or along a common triangular face. In this paper, we restrict our attention to tetrahedralizations of \( \Omega \) because any polygonal domain of arbitrary shape can be partitioned into finitely many tetrahedra. Without loss of generality, we assume that all the location points \( v_i \)'s are inside tetrahedra of \( \Delta \), that is, they are not on edges, vertices, or faces of tetrahedra in \( \Delta \). Otherwise, we can simply count them twice or multiple times if any observation is located on a face, an edge, or at a vertex of \( \Delta \) (Lai and Schumaker, 2007).

2.2. Tetrahedral partitions in practice

We use Figure 2.1 to illustrate the flowchart of obtaining a tetrahedral partition in practice, given a 3D object (taking the cow model in Figure 1.1(h) as an example) with arbitrary complex shape. This mesh generation procedure also works for other typical 3D data objects, like those in Figure 1.1.

For practical purposes, there are plenty of tetrahedral partitions that satisfy our definition in Section 2.1, wherein the Delaunay tetrahedral partition is most preferred. The Delaunay tetrahedral partition has been well-studied with superior properties for 2D objects (Chew, 1989; Lee and Schachter, 1980), for example, a 2D Delaunay triangulation is “angle optimal”, i.e., it maximizes the minimum angle in a triangulation. Extending the 2D Delaunay triangulation to higher dimensionality, a 3D Delaunay tetrahedral partition possesses similar property that it maximizes the minimal solid angle in the tetrahedra.

In the past few decades, Delaunay-based mesh generation algorithms for 3D domains have also been implemented in various software packages and toolboxes, such as the functions delaunayTriangulation, delaunay and distmesh/distmeshnd (Persson and Strang, 2004) in MATLAB, QualMesh (Cheng et al., 2005) and the CGAL library (Jamin et al., 2015) The CGAL Project, 2020) for C++, TetGen (Si, 2015) and iso2mesh (Fang and Boas, 2009) built on CGAL as well.
Figure 2.1: A flowchart demonstrating how a tetrahedral partition can be obtained from a 3D object with arbitrary complex shape.

as TetGen for MATLAB/Octave. Note that even though all the algorithms can be used to generate triangular meshes, the implementation details and usages differ. For example, the functions distmesh and distmeshnd take distance functions as representations of boundary geometry, while delaunayTriangulation generates Delaunay 2D/3D triangulation based on given point sets. In practice, when the mathematical representations of boundary geometry or the vertex sets for Delaunay triangulations are not immediately available, one can employ TetGen instead, whose inputs are triangular surface mesh on domain boundaries, as shown in Figure 2.1.

2.3. Trivariate splines on a tetrahedra partition

Given a tetrahedron $T = \langle v_1, v_2, v_3, v_4 \rangle$, any fixed point $v := (x, y, z) \in \mathbb{R}^3$ has a unique representation in terms of $\langle v_1, v_2, v_3, v_4 \rangle$,

$$v = b_1 v_1 + b_2 v_2 + b_3 v_3 + b_4 v_4, \quad \text{with } b_1 + b_2 + b_3 + b_4 = 1,$$

where $(b_1, b_2, b_3, b_4)$ are called the barycentric coordinates of $v$ relative to the tetrahedron $T$, and they are nonnegative if $v$ is inside or on the faces of $T$. Accordingly, for some nonnegative integers $i, j, k, l$ with $i + j + k + l = d$, define trivariate Bernstein basis polynomial of degree $d$ relative to $T$ as

$$B_{ijkl}^d(v) := \frac{d!}{i!j!k!l!} b_1^i b_2^j b_3^k b_4^l, \quad \text{with } i + j + k + l = d.$$

For any positive integer $d$ and tetrahedron $T$, let $P_d(T)$ be the space of all trivariate polynomials defined on $T$ with degrees less than or equal to $d$. Note that the dimension of $P_d(T)$ is $\binom{d+3}{3}$. 
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According to Theorem 15.8 in Lai and Schumaker (2007) and Lemma D.1 in Section D.1 in the supplement, the set of Bernstein basis polynomials

\[ B^d_T(v) := \{ B^d_{ijkl}(v) : i,j,k,l \geq 0, i+j+k+l = d \} \]

forms a basis for the space of polynomials \( P_d(T) \). Thus, given Bernstein basis functions \( \{ B^d_{ijkl}(v) \}_{i+j+k+l=d} \), any polynomial \( p(v) \in P_d(T) \) can be written uniquely as \( B \)-form,

\[ p(v)|_T = \sum_{i+j+k+l=d} \gamma_{T;ijkl} B^d_{ijkl}(v) = B^d_T(v)^\top \gamma_T, \]

where the coefficients \( \gamma_T = \{ \gamma_{T;ijkl} \}_{i+j+k+l=d} \) are called \( B \)-coefficients of \( p \).

Consider the whole domain \( \Omega \) and let \( C^r(\Omega) \) be the collection of all \( r \)-th continuously differentiable functions over \( \Omega \) for some nonnegative integer \( r \). For tetrahedral partition \( \Delta = \{ T_1, \ldots, T_N \} \), let \( S^r_d(\Delta) = \{ s \in C^r(\Omega) : s|_T \in P_d(T), T \in \Delta \} \) be a spline space of degree \( d \) and smoothness \( r \) over \( \Delta \), where \( s|_T \) is the polynomial piece of spline \( s \) restricted on tetrahedron \( T \).

**Remark 1.** There are a variety of choices for \( d \) and \( r \). According to Lai (1989), space \( S^r_d(\Delta) \) with tetrahedral partition \( \Delta \) and \( d \geq 6r+3 \), reach the full approximation power.

According to (B.1) in Section B.1 in the supplement, for any \( s \in S^r_d(\Delta) \), there exists \( \gamma_T = \{ \gamma_{T;ijkl} \}_{i+j+k+l=d} \) such that

\[ s|_{T_J}(v) = \sum \gamma_{T;ijkl} B^d_{ijkl}(v) = B^d_{T_J}(v)^\top \gamma_T, \quad J = 1, \ldots, N. \]

Consequently, let \( B_d = ((B^d_{T_1})^\top, \ldots, (B^d_{T_N})^\top)^\top \) and \( \gamma = (\gamma_{T_1}^\top, \ldots, \gamma_{T_N}^\top)^\top \), one has \( s(v) = B_d(v)^\top \gamma \). To satisfy the smoothness conditions in \( s \), certain smoothness constraints are imposed on the \( B \)-coefficients \( \gamma \). One can obtain a smoothness constraint matrix \( H \) such that \( H\gamma = 0 \) by repeatedly applying the equation (B.8) over all shared triangular faces, and more details are available in Section B.2 in the supplement.

### 3. Penalized spline estimators

With all the preparations in the previous introduction, we apply the trivariate spline over tetrahedral partition to estimate functions on a topologically and/or geometrically complex 3D domain \( \Omega \) in this section. For observations \( \{(v_i, Y_i)\}_{i=1}^n \), we consider the following nonparametric regression model

\[ Y_i = m(v_i) + \epsilon_i, \]

where \( m \) is some smooth but unknown function, and \( \epsilon_i \) is random error with mean zero.
In nonparametric smoothing, the roughness penalty approach is widely used when smoothing noisy data (Green and Silverman, 1994; Wood, 2003; Lai and Wang, 2013). Including a roughness penalty and choosing a proper tuning parameter can avoid overfitting problems and balances the bias and variance of the estimator of \( m \). We formulate the roughness penalty approach as the following penalized least squares problem:

\[
\min_m \sum_{i=1}^{n} \{Y_i - m(v_i)\}^2 + \lambda \mathcal{E}(m),
\]

where \( \mathcal{E}(m) \) is a penalty function with details given in Section 3.1, and \( \lambda \) is the roughness penalty parameter. A larger \( \lambda \) leads to a less fluctuating \( m \). If \( \lambda \) goes to infinity, our estimator shrinks to linear functions where the roughness penalty \( \mathcal{E}(m) = 0 \). A proper penalty parameter \( \lambda \) balances the goodness of fit for the data and the volatility of estimated functions. We propose to seek for the minimizer of (3.1) in \( S^d_{\Delta} \) and denote it as \( \hat{m}_\lambda \), which is the Trivariate Penalized Spline over Tetrahedral partition (TPST) estimator of \( m \).

### 3.1. Tetrahedral partitions

In this section, we describe the details of implementing the TPST method. For the penalty function in (3.1), we consider

\[
\mathcal{E}(m) = \sum_{i+j+k=2} \left(2_i \right) \left(2 - i \right) \int_{\Omega} \{D^i_x D^j_y D^k_z m(v)\}^2 dv
\]

as the roughness penalty. The penalty \( \mathcal{E}(m) \) is a commonly used penalty, the second-order derivative to zero for surface smoothing, see Green and Silverman (1994) for the two-dimensional case.

For a spline function \( s \in S^d_{\Delta} \), the roughness penalty can be written as the following:

\[
\mathcal{E}(s) = \sum_{T \in \Delta} \mathcal{E}(s_T) = \sum_{T \in \Delta} \sum_{i+j+k=2} \left(2_i \right) \left(2 - i \right) \int_T \{D^i_x D^j_y D^k_z s_T(v)\}^2 dv,
\]

where \( s_T(v) = \sum_{i+j+k+l=d} \gamma_{T;ijkl} B_{ijkl}^T(v) \) is a function restricted on \( T \). Specifically, we have

\[
\mathcal{E}(s_T) = \sum_{g,g' \in \{x,y,z\}} \int_T \left\{ \sum_{i+j+k+l=d} \gamma_{T;ijkl} D_g D_{g'} B_{ijkl}^T(v) \right\}^2 dv
\]

\[
= \sum_{g,g' \in \{x,y,z\}} \gamma_{g,g'}^T \mathbf{P}_{g,g'}^T \gamma_{g,g'} = \gamma_T^T \mathbf{P}_T \gamma_T,
\]

where \( \gamma_T = \{\gamma_{T;ijkl}\}_{i+j+k+l=d} \) and \( \mathbf{P}_{g,g'}^T \), for \( g, g' = x, y, z \) are the \( \binom{d+3}{3} \times \binom{d+3}{3} \) matrices with entries being \( \int_T \left\{ D_{g,g'}^2 B_{ijkl}^T(v) \right\} \left\{ D_{g,g'}^2 P_{ijkl}^T d\nu \right\} dv \), respectively. See Appendix C for more details in calculations of penalty matrices \( \mathbf{P}_{g,g'}^T \), for \( g, g' \in \{x, y, z\} \) and \( T \in \Delta \).
Remark 2. For a spline function \( s \in \mathcal{S}_d^r(\triangle) \) with B-coefficients \( \gamma \), its roughness penalty \( \mathcal{E}(s) \) can be written as some quadratic function of \( \gamma \), that is, \( \mathcal{E}(s) = \gamma^\top P \gamma \), where \( P = \text{diag}(P_T, T \in \triangle) \) is a block diagonal matrix.

Accordingly, we have \( \mathcal{E}(B_d^\top \gamma) = \gamma^\top P \gamma \), where \( P \) is the block diagonal penalty matrix. Thus, the objective function can be written as

\[
\min_\gamma \sum_{i=1}^n \left\{ Y_i - B_d(v_i)^\top \gamma \right\}^2 + \lambda \gamma^\top P \gamma, \quad \text{subject to } H \gamma = 0. \tag{3.3}
\]

One can use QR decomposition to get rid of the constraint. Specifically, \( H^\top = QR = (Q_1 \ Q_2)(R_1 \ R_2) \), where \( Q \) is an orthogonal matrix, \( R \) is an upper triangular matrix, \( R_1 \) is a full rank matrix with the same rank as \( H \), and \( R_2 \) is a matrix of zeros. Note that for any vector \( \gamma \) satisfying \( H \gamma = 0 \), there exists some \( \theta \) such that \( \gamma = Q_2 \theta \). Also, for any \( \theta \), \( H(Q_2 \theta) = 0 \) holds. Thus, (3.3) is equivalent to a penalized regression problem without constraint:

\[
\sum_{i=1}^n \left\{ Y_i - B_d(v_i)^\top Q_2 \theta \right\}^2 + \lambda \theta^\top Q_2^\top P Q_2 \theta. \tag{3.4}
\]

Let \( Y = (Y_1, \ldots, Y_n)^\top, \ B_d = (B_d(v_1), \ldots, B_d(v_n))^\top \). Then, the solution of (3.4) is given by \( \hat{\theta}_\lambda = (Q_2^\top B_d^\top B_d Q_2 + n^{-1} \lambda Q_2^\top P Q_2)^{-1} Q_2^\top B_d^\top Y \) and \( \hat{\gamma}_\lambda = Q_2^\top \hat{\theta}_\lambda \), which yields the TPST estimator \( \hat{m}_\lambda(v) = B_d(v)^\top \hat{\gamma}_\lambda \). Several methods can be used for choosing the penalty parameter, such as the block cross-validation and generalized cross-validation. Detailed discussion about these methods is given in Section C.4 in the supplement.

3.2. The ATPST estimator

To deal with the complicated variation on the complex 3D domain, we propose a total variation based estimator, ATPST, by adjusting the smoothness penalty part in the TPST estimator.

In (3.2), the roughness penalty function imposes unique penalty weights across \( \Omega \), which is not ideal for functions with various degrees of volatility among different regions. To provide a precise estimation for functions with various volatility, we consider an adaptive penalty function where the penalty weights are assigned according to the local volatility. To be specific, we update the adaptive energy function \( \mathcal{E} \) as

\[
\mathcal{E}^\omega(s) = \sum_{T \in \triangle} \omega_T \sum_{i+j+k=2} \binom{2}{i} \binom{2-i}{j} \int_T \{D_x^i D_y^j D_z^k s_T(v)\}^2 dv,
\]

where \( \omega_T \) are the weights measuring local volatility. Similar to Remark 2 in Section 3.1, for \( s \in \mathcal{S}_d^r(\triangle) \) with B-coefficients \( \gamma \), \( \mathcal{E}^\omega(s) = \sum_{T \in \triangle} \omega_T \gamma_T^\top P_T \gamma_T \). Then, one can obtain the ATPST
by minimizing
\[
\sum_{i=1}^{n} \left\{ Y_i - \mathbf{B}_d(v)^\top \mathbf{\gamma} \right\}^2 + \lambda \sum_{T \in \Delta} \omega_T \mathbf{\gamma}_T^\top \mathbf{P}_T \mathbf{\gamma}_T, \text{ subject to } \mathbf{H} \mathbf{\gamma} = \mathbf{0}.
\]

We define \( \omega_T = (C - C_m^{-1} V_T^{-1} \|m\|_{T;TV})^\tau \), where \( C_m = \max \{ V_T^{-1} \|m\|_{T;TV}, T \in \Delta \} \), \( C \) and \( \tau \) are some positive constants, which can be chosen through cross validation, and \( \|m\|_{T;TV} \) is the total variation of the function \( m \) within tetrahedron \( T \). Note that \( \omega_T \) is a monotonically decreasing function of \( \|m\|_{T;TV} \), which generates high gradient for regions with large variation. Specifically,
\[
\|m\|_{T;TV} = \sup \left\{ \int_T m(v) \text{div} f(v) dv : f \in C^1_c(\Omega, \mathbb{R}^3), \|f\|_{\infty, \Omega} \leq 1 \right\},
\]
where \( C^1_c(\Omega, \mathbb{R}^3) \) is the set of continuously differentiable vector functions of compact support contained in \( \Omega \), \( \text{div} f(v) \) is the divergence of function \( f \), and \( \| \cdot \|_{\infty, \Omega} \) is the essential supremum norm. If \( m \) is a differentiable function, one has \( \|m\|_{T;TV} = \int_T \{D_x m(v)\}^2 + \{D_y m(v)\}^2 + \{D_z m(v)\}^2 \}^{1/2} dv \).

In practice, we suggest using the TPST estimator as an initial estimator for the total variation at tetrahedron \( T \). Figure 3.1 shows the plot of the estimated \( \omega_T \) based on a typical data sample in our simulation study, from which one sees that larger weights are assigned to the less fluctuant region. By the property of the first-order partial derivative of spline functions, \( \|m\|_{T;TV} \) can be approximated by \( \int_T \{\hat{\gamma}_T^\top \mathbf{C}_d^{(1)}(x) \mathbf{B}_{d-1}(v)\}^2 + \{\hat{\gamma}_T^\top \mathbf{C}_d^{(1)}(y) \mathbf{B}_{d-1}(v)\}^2 + \{\hat{\gamma}_T^\top \mathbf{C}_d^{(1)}(z) \mathbf{B}_{d-1}(v)\}^2 \}^{1/2} dv \), where \( \hat{\gamma}_T \) is the spline coefficient of the TPST estimator at tetrahedron \( T \).

### 4. Simulation studies
In this section, we conduct various simulation studies to assess the performance of the proposed methods, TPST and ATPST. For the ATPST, we consider the weight functions defined in Section 3.2 with \( \tau = 2 \) and \( C \) being selected from a set of grid points ranging from 1 to 3 based on the GCV criteria. We compare the proposed methods with the traditional tensor product spline method (Stone, 1994) and thin plate spline smoothing (Wood, 2003). We then implement the tensor product spline and the thin plate spline smoothing using the function \texttt{gam} in R package \texttt{mgcv}.

In all simulation examples in this section, the data are generated from the following model:

\[
Y_i = m(v_i) + \epsilon_i, \; v_i \in \Omega, \; i = 1, \ldots, n.
\]

The random noises, \( \epsilon_i \)'s, are independent and identically distributed and generated from \( N(0, \sigma^2) \), where \( \sigma \) is chosen according to the peak signal-to-noise ratios (PSNR) defined as

\[
\text{PSNR} = 10 \log_{10} \left[ \frac{\max_i m(v_i)^2}{\sigma^2} \right].
\]

In the simulation studies, we set PSNR = 5 and 10, representing scenarios of high and moderate noise levels, respectively. Depending on the nature of the design points, we conduct numerical experiments with both random and fixed designs. In a fixed design, the locations \( v_i \)'s are deterministic, and this is commonly used in imaging analysis; on the other hand, the case of random design is more towards the statistical learning setup.

**4.1. Random design with complete data**

In this example, we consider a random design in which the observations are randomly generated over the entire domain. To be more specific, we set the sample size \( n = 20,000 \) and \( 50,000 \). To mimic some complicated scenarios in practice, we consider two different domains: (i) a cube with a hole inside (\( \Omega_1 \)); (ii) a 3D horseshoe (\( \Omega_2 \)). These domains are illustrated in Figure 4.1. To compare the TPST and the ATPST, we consider two types of functions with different degrees of variation for each domain. The true functions shown in the first column of Figure 4.1 are smooth functions with less volatility, while the functions shown in the second column are more waggling. Furthermore, in this simulation study, we investigate the effect of sample size, degree of spline polynomial, and tetrahedral partition.

To evaluate the estimation and prediction performance of each method, we calculate the out-of-sample mean integrated squared error (MISE). Figure 4.2 presents the average of the MISEs over 200 replications for all different scenarios. Based on Figure 4.2, one can observe that as the sample size or the PSNR increases, the estimation and prediction accuracy improves for all the methods. Regardless of the simulation scenarios, the proposed TPST and ATPST methods outperform the other two traditional methods since the traditional methods cannot handle the “leakage” problem over the complex domain.
Figure 4.1: True functions and tetrahedral partitions over domains $\Omega_1$ and $\Omega_2$.

For the ATPST, as discussed in Section 3.2, we adaptively assign weights for each penalty term based on the total variation within each tetrahedron $T$; see Figure 3.1. Comparing the TPST and the ATPST, one can see that when the actual underlying function is relatively smooth, the performance of the TPST and the ATPST are similar to each other. However, when the actual underlying function is fluctuant, the ATPST improves the estimation and prediction accuracy of the TPST for most of the simulation scenarios.

Figure 4.2: Plots of average MISEs based on different methods under random design.

To evaluate the effect of tetrahedral partitions on the TPST and ATPST, we consider a relatively coarse mesh $\triangle_1$ and a fine mesh $\triangle_2$ for each domain. An illustration of these partitions is given in the third and the fourth columns of Figure 4.1 and the number of vertices and the number of tetrahedrons are summarized in Table 4.1. From Figure 4.2, we can see that for each domain, both TPST and ATPST estimators have similar performance.
based on the two partitions. Moreover, for the proposed penalized splines, when the number of the tetrahedron is sufficiently large to capture the pattern and features of the data, finer tetrahedral partitions will not further benefit the estimation.

Table 4.1: Number of tetrahedrons (vertices) in each partition.

|               | Ω₁ − △₁ | Ω₁ − △₂ | Ω₂ − △₁ | Ω₂ − △₂ |
|---------------|----------|----------|----------|----------|
|               | 240 (120) | 456 (180) | 504 (207) | 1236 (426) |

To study the effect of the degree of spline on the proposed TPST and ATPST. Based on Figure 4.2, one can see that the difference between estimates with \( d = 3 \) and \( d = 4 \) are relatively small. When we use a larger \( d \), the estimators are usually less biased but with larger variance and more computationally intensive. In this example, \( d = 3 \) is preferred as they are more computationally efficient. In general, the choice of \( d \) depends on the smoothness of the underlying function, the strength of signals, and computing resources.

As discussed previously, the spline methods are computationally efficient since they provide a global estimator. In this simulation example, the TPST method takes less than twenty seconds to fit the model for most of the simulation samples. The speed is comparable to tensor product and thin plate spline estimators. The ATPST needs a little more time to select the best weight functions, and it usually takes less than five minutes to obtain the estimates under all scenarios.

4.2. Fixed design with missing data

This example further investigates the proposed method on a fixed design at two different scales/resolutions. Noticing that missing areas or voxels may occur within the domain, we mimic three types of missing schemes in this example, including (i) complete data with no missing, (ii) missing at random, and (iii) missing in a contiguous block as well as at random. Figures 4.3–4.5 illustrate different types of missing data we deal with in this example. Furthermore, we explore various missing rates under different missing mechanisms. For missing at random, we consider the missing rates ranging uniformly from 0 to 0.5, where 0 represents no missing voxels, and 0.5 means half of the voxels are missing. The contiguous block shown in Figures 4.4 (b) and (j) contains 12% of the data, and thus the lowest missing rate in the second missing type is 12%.

Based on simulation example 1, we can see that the performance for various methods is relatively consistent. Thus, in this example, we only consider the first domain, \( Ω₁ \), and try the same tetrahedral partitions as in example 1. We consider two fixed resolutions/scales here: the lower resolution/scale is \( 60 \times 20 \times 20 \) with 22,160 voxels falling within the domain, and the
Similar to example 1, we calculate the average MISEs over 200 replications with different missing types and missing rates and summarize them in Tables 4.2–4.3, while demonstrating them in Figure 4.6. In addition, Figures 4.3 and 4.4 show a typical simulation example for \( n = 50,000 \) and PSNR = 5 based on different methods under different missing schemes. Based on these tables and figures, one can clearly see that the prediction accuracy improves for all of the methods as the missing rate decreases. The proposed methods outperform the two traditional methods regardless of the type of missing scheme and the missing rate.

Furthermore, the type of missing does not affect the two proposed methods very much and the MISEs are very comparable for similar missing rates for the two types of missing. However, the thin plate spline smoothing usually performs better for missing at random, while the tensor product spline is better when missing a contiguous block and at random.

5. Conclusions and Discussion

Challenges in 3D visualization and modern computer-aided design motivated the advanced statistical analysis of 3D geometric data. Conventional smoothing methods sometimes perform poorly over complex domains. The proposed approaches are able to effectively denoise or deblur the collected data while preserving inherent geometric features or spatial structures and provide multi-resolution reconstruction. The experimental results demonstrate the effectiveness of the proposed approaches in comparison to existing smoothing techniques.

Advancements in information technology have dramatically enhanced the resolution of images. Even for a single high-quality image, the number of observations is very high, and thus, the computational burden could also be high. To address the “big” data issue, the divide and conquer algorithm is an appealing method that recursively breaks down a problem into two or more sub-problems of the same or related type until these become simple enough to be solved directly. It then aggregates solutions to the sub-problems to produce a global solution.

Unlike tensor product spline or thin-plate spline, one unique feature of the proposed TPST is its great scalability in computing, because the spline basis function is generated restricted to each triangle without any overlap, while the constraints on the spline coefficients achieve smoothness. Based on this feature, a divide and conquer algorithm could be considered in future works.
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Figure 4.3: True and estimated functions when missing at random based on different methods for a typical replication with $n = 50,000$, missing rate = 30%, and PSNR = 5.
Figure 4.4: True and estimated functions when missing a contiguous block based on different methods for a typical replication with $n = 50,000$, and PSNR = 5.
Figure 4.5: True and estimated functions when missing a contiguous block & at random based on different methods for a typical replication with $n = 50,000$, missing rate = 30%, and PSNR = 5.
Figure 4.6: Plots of average MISEs based on different methods under a fixed design.
Table 4.2: MISEs of different methods under fixed design with missing at random.

| \(m\) | PSNR | Grid | Missing | Plate | Product |
|------|------|------|---------|-------|---------|
|      |      |      | Rate    | \(\Delta_1\) | \(\Delta_2\) | \(\Delta_1\) | \(\Delta_2\) |
| 1    | 5    | 0.1370 | 0.1341 | 0.1.20 | 0.1220 | 0.8397 | 0.9077 |
|      | 0.1  | 0.1453 | 0.1424 | 0.1.31 | 0.1300 | 0.8465 | 0.9186 |
| 2    | 0.2  | 0.1555 | 0.1528 | 0.1.41 | 0.1405 | 0.8515 | 0.9556 |
|      | 0.3  | 0.1688 | 0.1662 | 0.1.51 | 0.1537 | 0.8672 | 0.9533 |
|      | 0.4  | 0.1864 | 0.1839 | 0.1.61 | 0.1713 | 0.8831 | 0.9807 |
|      | 0.5  | 0.2048 | 0.2027 | 0.1.71 | 0.1907 | 0.9027 | 1.0141 |
| 5    | 0    | 0.0944 | 0.0911 | 0.0828 | 0.0816 | 0.8091 | 0.8525 |
|      | 0.1  | 0.1002 | 0.0969 | 0.0884 | 0.0870 | 0.8138 | 0.8607 |
| 10   | 0    | 0.0601 | 0.0587 | 0.0614 | 0.0639 | 0.7926 | 0.8300 |
|      | 0.1  | 0.0639 | 0.0625 | 0.0652 | 0.0632 | 0.7952 | 0.8337 |
| 10   | 0    | 0.0612 | 0.0636 | 0.0416 | 0.0397 | 0.7807 | 0.8060 |
|      | 0.1  | 0.0438 | 0.0422 | 0.0443 | 0.0457 | 0.7826 | 0.8124 |
| 10   | 0    | 0.0469 | 0.0453 | 0.0475 | 0.0456 | 0.7847 | 0.8116 |
| 2    | 0    | 0.0510 | 0.0494 | 0.0518 | 0.0498 | 0.7874 | 0.8181 |
|      | 0.1  | 0.0559 | 0.0545 | 0.0569 | 0.0549 | 0.7910 | 0.8237 |
|      | 0.5  | 0.0623 | 0.0610 | 0.0636 | 0.0617 | 0.7958 | 0.8303 |
| 5    | 0    | 1.3008 | 1.2930 | 1.3021 | 1.3021 | 2.3709 | 3.4282 |
|      | 0.1  | 1.3668 | 1.3572 | 1.3097 | 1.3097 | 2.4189 | 3.0703 |
| 10   | 0    | 1.0951 | 1.0606 | 1.4232 | 1.4232 | 2.7460 | 3.2162 |
| 1    | 0.3  | 1.8524 | 1.8124 | 1.5607 | 1.5607 | 2.5584 | 3.0800 |
|      | 0.4  | 2.0584 | 2.0118 | 1.7274 | 1.7274 | 2.6645 | 3.7881 |
|      | 0.5  | 2.3183 | 2.2649 | 1.9632 | 1.9632 | 2.7985 | 3.5030 |
| 5    | 0    | 0.9754 | 0.9715 | 0.7414 | 0.7414 | 2.1619 | 3.2866 |
|      | 0.1  | 1.0415 | 1.0326 | 0.7953 | 0.7953 | 2.1910 | 2.9860 |
| 2    | 0.3  | 1.2325 | 1.1123 | 0.8655 | 0.8655 | 2.2263 | 2.5162 |
|      | 0.3  | 1.2248 | 1.2080 | 0.9575 | 0.9575 | 2.2689 | 2.9415 |
|      | 0.4  | 1.3558 | 1.3329 | 1.0845 | 1.0845 | 2.3296 | 3.1860 |
|      | 0.5  | 1.5255 | 1.4955 | 1.2532 | 1.2532 | 2.4061 | 2.9414 |
| 10   | 0    | 0.6116 | 0.6144 | 0.5636 | 0.5696 | 2.0510 | 2.9641 |
|      | 0.1  | 0.6506 | 0.6519 | 0.6023 | 0.6037 | 2.0888 | 2.6100 |
| 1    | 0    | 0.6978 | 0.6975 | 0.6444 | 0.6433 | 2.0907 | 2.7000 |
|      | 0.3  | 0.7572 | 0.7552 | 0.6948 | 0.6936 | 2.1213 | 2.4602 |
|      | 0.4  | 0.8361 | 0.8319 | 0.7668 | 0.7636 | 2.1615 | 3.0898 |
|      | 0.5  | 0.9410 | 0.9344 | 0.8655 | 0.8596 | 2.2123 | 2.6386 |
| 10   | 0    | 0.9347 | 0.9465 | 0.4946 | 0.4934 | 1.9710 | 2.6668 |
|      | 0.1  | 0.4603 | 0.4683 | 0.4244 | 0.4323 | 1.9879 | 2.7417 |
| 2    | 0    | 0.4891 | 0.4961 | 0.4495 | 0.4569 | 2.0011 | 2.5429 |
|      | 0.3  | 0.5255 | 0.5309 | 0.4823 | 0.4887 | 2.0168 | 2.6908 |
|      | 0.4  | 0.5721 | 0.5761 | 0.5246 | 0.5298 | 2.0386 | 2.8260 |
|      | 0.5  | 0.6490 | 0.6501 | 0.5956 | 0.5974 | 2.0753 | 2.5289 |
Table 4.3: MISEs of different methods under fixed design with missing both in a contiguous block and at random.

| $m$ | PSNR | Grid Missing Rate | TPST $\triangle_1$ | TPST $\triangle_2$ | ATPST $\triangle_1$ | ATPST $\triangle_2$ | Thin Plate Product | Tensor Product |
|-----|------|------------------|---------------------|---------------------|---------------------|---------------------|------------------|----------------|
| 5   |      |                  |                     |                     |                     |                     |                  |                |
| 1   | 0.12 | 1.643            | 0.1628              | 0.1561              | 0.1554              | 0.9323              | 0.8481           |                |
|     | 0.2  | 1.710            | 0.1691              | 0.1625              | 0.1618              | 0.9439              | 0.8536           |                |
|     | 0.3  | 1.812            | 0.1798              | 0.1737              | 0.1731              | 0.9598              | 0.8626           |                |
|     | 0.4  | 1.985            | 0.1972              | 0.1895              | 0.1893              | 0.9852              | 0.8760           |                |
|     | 0.5  | 2.171            | 0.2158              | 0.2085              | 0.2082              | 1.0197              | 0.8915           |                |
|     | 2    | 1.1168           | 0.1142              | 0.1081              | 0.1072              | 0.8728              | 0.8152           |                |
|     | 0.2  | 1.224            | 0.1193              | 0.1138              | 0.1129              | 0.8769              | 0.8193           |                |
|     | 0.3  | 1.303            | 0.1282              | 0.1226              | 0.1215              | 0.8874              | 0.8257           |                |
|     | 0.4  | 1.397            | 0.1373              | 0.1312              | 0.1304              | 0.9004              | 0.8334           |                |
|     | 0.5  | 1.537            | 0.1521              | 0.1453              | 0.1446              | 0.9182              | 0.8438           |                |
| 10  |      |                  |                     |                     |                     |                     |                  |                |
| 1   | 0.12 | 0.0794           | 0.0792              | 0.0847              | 0.0825              | 0.8345              | 0.7969           |                |
|     | 0.2  | 0.0827           | 0.0824              | 0.0870              | 0.0858              | 0.8499              | 0.7992           |                |
|     | 0.3  | 0.0883           | 0.0882              | 0.0930              | 0.0915              | 0.8560              | 0.8028           |                |
|     | 0.4  | 0.0963           | 0.0963              | 0.1010              | 0.0996              | 0.8656              | 0.8081           |                |
|     | 0.5  | 0.1057           | 0.1058              | 0.1102              | 0.1088              | 0.8758              | 0.8143           |                |
| 2   | 0.12 | 0.0559           | 0.0550              | 0.0582              | 0.0574              | 0.8211              | 0.7843           |                |
|     | 0.2  | 0.0584           | 0.0579              | 0.0613              | 0.0600              | 0.8210              | 0.7860           |                |
|     | 0.3  | 0.0628           | 0.0623              | 0.0659              | 0.0646              | 0.8250              | 0.7887           |                |
|     | 0.4  | 0.0676           | 0.0672              | 0.0709              | 0.0696              | 0.8298              | 0.7916           |                |
|     | 0.5  | 0.0746           | 0.0743              | 0.0781              | 0.0768              | 0.8370              | 0.7959           |                |
| 5   |      |                  |                     |                     |                     |                     |                  |                |
| 1   | 0.12 | 1.7368           | 1.7060              | 1.2766              | 1.2741              | 2.6896              | 2.4587           |                |
|     | 0.2  | 1.8429           | 1.8063              | 1.3653              | 1.3625              | 2.8285              | 2.4906           |                |
|     | 0.3  | 1.9842           | 1.9453              | 1.5069              | 1.4934              | 2.9021              | 2.5590           |                |
|     | 0.4  | 2.1575           | 2.1107              | 1.6449              | 1.6452              | 2.9690              | 2.6538           |                |
|     | 0.5  | 2.4060           | 2.3554              | 1.8783              | 1.8608              | 3.2190              | 2.7878           |                |
| 10  |      |                  |                     |                     |                     |                     |                  |                |
| 1   | 0.12 | 1.1926           | 1.1747              | 0.8785              | 0.8785              | 2.3785              | 2.2406           |                |
|     | 0.2  | 1.2536           | 1.2322              | 0.8332              | 0.8321              | 2.3984              | 2.2651           |                |
|     | 0.3  | 1.3544           | 1.3262              | 0.9096              | 0.9064              | 2.4507              | 2.3055           |                |
|     | 0.4  | 1.4779           | 1.4502              | 1.0130              | 1.0103              | 2.5459              | 2.3520           |                |
|     | 0.5  | 1.6444           | 1.6110              | 1.1742              | 1.1695              | 2.6820              | 2.4205           |                |
| 2   | 0.12 | 0.7024           | 0.7038              | 0.6167              | 0.6224              | 2.1975              | 2.1215           |                |
|     | 0.2  | 0.7394           | 0.7398              | 0.6505              | 0.6539              | 2.2987              | 2.1310           |                |
|     | 0.3  | 0.7904           | 0.7901              | 0.6970              | 0.6986              | 2.3045              | 2.1567           |                |
|     | 0.4  | 0.8546           | 0.8514              | 0.7534              | 0.7533              | 2.2841              | 2.1929           |                |
|     | 0.5  | 0.9470           | 0.9423              | 0.8374              | 0.8360              | 2.3999              | 2.2423           |                |
| 10  |      |                  |                     |                     |                     |                     |                  |                |
| 1   | 0.12 | 0.5122           | 0.5192              | 0.4347              | 0.4353              | 2.1131              | 2.0442           |                |
|     | 0.2  | 0.5328           | 0.5388              | 0.4618              | 0.4709              | 2.1144              | 2.0534           |                |
|     | 0.3  | 0.5670           | 0.5709              | 0.4999              | 0.4970              | 2.1341              | 2.0682           |                |
|     | 0.4  | 0.6093           | 0.6135              | 0.5270              | 0.5342              | 2.1744              | 2.0855           |                |
|     | 0.5  | 0.6673           | 0.6696              | 0.5804              | 0.5870              | 2.2680              | 2.1112           |
A. Detailed Introduction of Tetrahedral Partitions

A.1. Tetrahedral partitions

To recall you memory, we use $T$ to denote a tetrahedron, that is, a convex hull of four noncoplanar points in $\mathbb{R}^3$.

**Definition A.1** (Definition 16.5 in Lai and Schumaker (2007)). A collection $\triangle = \{T_1, \ldots, T_N\}$ of $N$ tetrahedra is called a **tetrahedral partition** of $\Omega = \bigcup_{h=1}^N T_h$ provided that any pair of tetrahedra in $\triangle$ intersect at most at a common vertex, along a common edge, or along a common triangular face.

An example of tetrahedral partition is illustrated in Figure A.1(a), where tetrahedron $T_1 = \langle v_5, v_1, v_4, v_3 \rangle$ and tetrahedron $T_2 = \langle v_2, v_1, v_3, v_4 \rangle$ form a tetrahedral partition of $\Omega = \langle v_2, v_5, v_3, v_4 \rangle$. In contrast, the partition in Figure A.1 (b) is not a tetrahedral partition, in which tetrahedra $T_4 = \langle v_2, v_1, v_6, v_4 \rangle$ and $T_3 = \langle v_2, v_1, v_3, v_6 \rangle$ form a tetrahedral partition of $\langle v_2, v_1, v_3, v_4 \rangle$, but tetrahedra $T_1$ and $T_3$ and $T_4$ do not form a tetrahedral partition of $\Omega$. In general, any type of polygon shapes can be used for the partition of $\Omega$.

**Definition A.2** (Definition 15.4 in Lai and Schumaker (2007)). A tetrahedron $T = \langle v_1, v_2, v_3, v_4 \rangle$ with $\{v_i := (x_i, y_i, z_i)\}_{i=1}^4$ is **nondegenerate** provided that it has nonzero volume, and the vertices of $T$ are in **canonical order** provided that if we rotate and translate $T$ so that the triangular face $\langle v_1, v_2, v_3 \rangle$ lies in the $xy$-plane with $v_1, v_2, v_3$ in counterclockwise order, then $z_4 > 0$.

**Definition A.3** (Definition 16.1 in Lai and Schumaker (2007)). Let $|T|$ be the length of the longest edge of $T$, and $\varrho_T$ be the radius of the largest ball which can be inscribed in $T$ (inradius of $T$), then the ratio $\beta_T := |T|/\varrho_T$ is called the **shape parameter** of $T$.

**Remark A.1.** The shape parameter $\beta_T$ describes the shape of $T$. If $T$ is a tetrahedron whose six edges are all of the same length, then $\beta_T = 2\sqrt{6}$. Such a tetrahedron is called a **regular tetrahedron**. For any other tetrahedron, $\varrho_T$ is larger, and the larger $\varrho_T$ becomes, the flatter the tetrahedron $T$ becomes. Another way to describe the shape of a tetrahedron is in terms of certain angles at the vertices of $T$.

**Definition A.4.** A tetrahedral partition $\triangle$ is **$\beta$-quasi-uniform** if there is a positive value $\beta$ such that $\triangle$ satisfies

$$|\triangle|/\varrho_T \leq \beta < \infty, \quad \text{for all } T \in \triangle,$$  \hspace{1cm} (A.1)
Figure A.1: (a) and (b) provides an illustration of an example and a counterexample of tetrahedral partition; (c) shows an illustration of the shape parameters; (d) shows an example of a non-β-quasi-uniform tetrahedral partition; and (e) provides an example of two tetrahedra sharing a common face.
where $|\triangle| := \max\{|T|, T \in \triangle\}$ is referred as the size of $\triangle$, i.e., the length of the longest edge of $\triangle$.

Given a domain $\Omega$, we seek a tetrahedral partition whose minimum angle is as large as possible. When $\beta$ is small, the tetrahedra are relatively uniform in the sense that all angles of tetrahedra in the tetrahedral partition $\triangle$ are relatively the same. Thus, the tetrahedral partition looks more like a uniform tetrahedral partition which has the largest minimum angle. Figure A.1 (d) gives an example of non-$\beta$-quasi-uniform tetrahedral partition

$$\triangle = \{T_1 = \langle v_2, v_1, c_1, v_4 \rangle, T_2 = \langle v_1, c_2, c_1, v_4 \rangle, T_3 = \langle c_1, v_1, c_3, c_2 \rangle, \]
$$

where the edges $\langle v_4, c_1 \rangle$ and $\langle c_2, c_3 \rangle$ are perpendicular to the edge $\langle v_2, v_3 \rangle$, and $\langle c_3, c_4 \rangle$ are perpendicular to $\langle v_3, v_4 \rangle$.

Let $N$ be the number of the tetrahedra in the polygonal domain $\Omega$. From (A.1), we have

$$N \leq (4\pi|\triangle|^3)^{-1}3V_\Omega\beta^3,$$

where $V_\Omega$ denotes the volume of $\Omega$.

A.2. Computer representation of tetrahedra partitions

A widely adopted data structure for efficiently storing a tetrahedral mesh is using two separate matrices for nodes and tetrahedra elements in the mesh. We first use a 3-column matrix to store all the nodes in the partition, where each row corresponds to the Cartesian coordinates $(x, y, z)$ of one node. Then, each tetrahedron within the partition can be represented concisely by specifying the indices of the four nodes that define the tetrahedron. Therefore, the list of tetrahedra elements can be simplified to a matrix with four columns.

**Example A.1.** Two adjacent tetrahedra $T = \langle v_2, v_1, v_3, v_4 \rangle$ and $\tilde{T} = \langle v_5, v_1, v_4, v_3 \rangle$ share a common triangular face $F = \langle v_1, v_3, v_4 \rangle$, as illustrated in Figure A.1 (e), where the Cartesian coordinates of the five vertices are $v_1 = (0, 0, 0)$, $v_2 = (1, 0, 0)$, $v_3 = (0, 1, 0)$, $v_4 = (0, 0, 1)$, $v_5 = (-1, 0, 0)$, respectively.

A.3. Delaunay tetrahedral partitions

Delaunay triangulation is one of the central topics in mesh generation due to its theoretical properties that have been well-studied in 2D space (Chew, 1989; Lee and Schachter, 1980) and can be extended to 3D or even higher. In this section, we mainly focus on Delaunay tetrahedral partition in the 3D Euclidean space. Given a set of vertices $\mathcal{V}$, a tetrahedral partition $\triangle$ is called Delaunay tetrahedral partition if for every
tetrahedron $T$ in $\triangle$, there is no vertex $v \in V$ lying in the interior of the ball passing through the vertices of $T$. The 3D Delaunay tetrahedral partition maximizes the minimal solid angle appearing in the tetrahedra in $\triangle$. Chapter 16 in [Lai and Schumaker (2007)] provides a detailed discussion of various theoretical properties for tetrahedral partitions.

![Figure A.2: Tetrahedral partitions that can/cannot form a Delaunay partition.](image)

Due to the mathematical guarantees of mesh quality, there have been extensive efforts to develop Delaunay-based algorithms that can efficiently handle arbitrarily complicated geometry for 2D domains ([Ruppert, 1995]; [Shewchuk, 1996]). However, extending these algorithms to 3D is challenging. In the past three decades, many studies have been conducted regarding the construction of tetrahedral partitions given complex domains ([Shewchuk, 1998]; [Shewchuk and Si, 2014]; [Cheng et al., 2005]; [Jamin et al., 2015]). Different in the ways of handling domain boundaries and improving mesh quality, the tetrahedralization methodologies can be roughly characterized into three groups: boundary-constrained, Delaunay refinement, and variational methods; see [Si (2015)] for more detailed descriptions.

The Delaunay-based mesh generation algorithms for 3D domains have been embedded in computational softwares, for example, the `delaunayTriangulation` and `delaunay` functions in MATLAB. It has also been implemented in various software packages and toolboxes, including `QualMesh` ([Cheng et al., 2005]), the CGAL library ([Jamin et al., 2015]; [The CGAL Project, 2020]) for C++, `TetGen` program ([Si, 2015]), `iso2mesh` ([Fang and Boas, 2009]) built on CGAL and `TetGen` for MATLAB/Octave, and some MATLAB functions such as `distmesh/distmeshnd` ([Persson and Strang, 2004]). These implementations differ in their methodologies of handling domain boundaries, generating quality meshes, and input formats, and therefore are suitable for various applications. For example, the functions `distmesh` and `distmeshnd` take distance functions as representations
of boundary geometry, while \texttt{delaunayTriangulation} generates Delaunay 2D/3D triangulation based on given point sets. If mathematical representations of boundary geometry or the vertex sets for Delaunay triangulations are not immediately available for complex real 3D objects, one can also use \texttt{TetGen} which requires triangular surface mesh on domain boundaries as input.

We illustrate the overall procedure of mesh generation for a general 3D object with the above tools using the example of a cow in Figure \ref{fig:cow}. Given a 3D object, we first identify the boundary of the domain of interest and generate a triangular surface mesh of the boundary using \texttt{CGALmesh} or \texttt{iso2mesh}. Then, a tetrahedral partition for the complex object can be generated using \texttt{TetGen} or \texttt{iso2mesh}. As one of the most commonly used programs for generating quality tetrahedral meshes, \texttt{TetGen} is based on a mixture of the boundary constrained method (George et al., 1991) and the Delaunay refinement method (Ruppert, 1995; Shewchuk, 1998). It takes triangular surface meshes as inputs and then conducts Delaunay tetrahedralization followed by constrained Delaunay tetrahedralization to preserve some desired constraints, such as domain boundaries and special geometrical features. After these steps, it further applies the Delaunay refinement techniques in boundary constrained methods to improve the quality of tetrahedralizations based on user-specified criteria. The introduced programs and toolboxes have greatly facilitated the construction of tetrahedral meshes used in a wide range of applications, such as medical imaging analysis, engineering, computer science, and others. Figure \ref{fig:mesh} presents a few mesh examples we generated with these tools.

**B. Detailed Introduction of Trivariate Splines on Tetrahedra**

In this section, we give the detailed discussion of the trivariate splines on tetrahedra, along with the introduction for some theoretical properties. In Section B.1, we first introduce the barycentric coordinates associated with a tetrahedron and show that a trivariate polynomial can be written in a convenient form using the barycentric coordinates. In Section B.2, we describe the directional derivatives of a polynomial, and smoothness conditions for polynomials on adjoining triangular face. The introduction of trivariate splines on a tetrahedra partition is given in Section 2.3 in main part.

**B.1. Barycentric coordinates and Bernstein basis polynomials**

Given a tetrahedron $T = \langle \mathbf{v}_1, \mathbf{v}_2, \mathbf{v}_3, \mathbf{v}_4 \rangle$, any fixed point $\mathbf{v} := (x, y, z) \in \mathbb{R}^3$ has a unique representation in terms of $\langle \mathbf{v}_1, \mathbf{v}_2, \mathbf{v}_3, \mathbf{v}_4 \rangle$,

$$\mathbf{v} = b_1 \mathbf{v}_1 + b_2 \mathbf{v}_2 + b_3 \mathbf{v}_3 + b_4 \mathbf{v}_4, \quad \text{with } b_1 + b_2 + b_3 + b_4 = 1,$$

where $(b_1, b_2, b_3, b_4)$ are called the barycentric coordinates of $\mathbf{v}$ relative to the tetrahedron.
$T$. When the point $v$ is inside or on the faces of $T$, all $b_1, b_2, b_3$ and $b_4$ are nonnegative. By Cramer’s rule, the barycentric coordinate corresponding to vertex $v_i$, satisfies $b_i = \det(M_i)/\det(M), i = 1, \ldots, 4$, where

$$M := \begin{pmatrix} 1 & 1 & 1 & 1 \\ x_1 & x_2 & x_3 & x_4 \\ y_1 & y_2 & y_3 & y_4 \\ z_1 & z_2 & z_3 & z_4 \end{pmatrix}$$

and $M_i$ replaces $M$’s $i$-th column with $(1 \ x \ y \ z)^\top$.

The barycentric coordinates $(b_1, b_2, b_3, b_4)$ also have an interesting geometric interpretation. As shown in Figure B.1 for any $v \in T$, it divides the tetrahedron $T$ to four sub-tetrahedra, $T_1, T_2, T_3$ and $T_4$. Notice that $\det(M) = 6V_T$, then $b_i = V_{T_i}/V_T$, where $T_i$ replace the vertex $v_i$ in $V_T$ with $v, i = 1, \ldots, 4$.

![Figure B.1: Illustration of barycentric coordinates of a point $v$ in a tetrahedron $T$.](image)

For a nondegenerate tetrahedron $T$ and a point $v \in T$ with barycentric coordinates $(b_1, b_2, b_3, b_4)$, for nonnegative integers $i, j, k, l$ with $i + j + k + l = d$, define trivariate Bernstein basis polynomial of degree $d$ relative to $T$ as

$$B^{d,T}_{ijkl}(v) := \frac{d!}{i!j!k!l!} b_1^i b_2^j b_3^k b_4^l,$$ with $i + j + k + l = d$.

For any positive integer $d$ and tetrahedron $T$, let $\mathcal{P}_d(T)$ be the space of all trivariate polynomials defined on $T$ with degrees less than or equal to $d$. Note that the dimension of $\mathcal{P}_d(T)$ is $\binom{d+3}{3}$.

According to Theorem 15.8 in Lai and Schumaker (2007) and Lemma [D.1] in the Appendix, the set of Bernstein basis polynomials

$$B^d_T(v) := \{B^{d,T}_{ijkl}(v) : i, j, k, l \geq 0, i + j + k + l = d\}$$
forms a basis for the space of polynomials $\mathcal{P}_d(T)$. In addition, Bernstein basis functions $\{B_{ijkl}^{d,T}(\mathbf{v})\}_{i+j+k+l=d}$ have the following properties:

1. $\{B_{ijkl}^{d,T}\}$ form a partition of unity, i.e., for all $\mathbf{v} \in T$, $\sum_{i+j+k+l=d} B_{ijkl}^{d,T}(\mathbf{v}) = 1$;

2. for all $\mathbf{v} \in T$, $0 \leq B_{ijkl}^{d,T}(\mathbf{v}) \leq 1$;

3. $B_{ijkl}^{d,T}$ has a unique maximum at the point $d^{-1}(iv_1 + jv_2 + kv_3 + lv_4)$.

**Remark B.1.** Barycentric coordinates are invariant to linear transformations of Cartesian coordinates, that is, they do not depend on the orientation or location of the tetrahedra. Consequently, the trivariate splines based on Bernstein basis polynomials, which are constructed with barycentric coordinates, are also invariant to linear transformations.

To further illustrate the Bernstein basis functions, we present an example of $\{B_{ijkl}^{d,T}(\mathbf{v})\}_{i+j+k+l=d}$ for $d = 4$ in Figure B.2. In this example, there are $\binom{4}{3} = 35$ basis functions in total. Note that all the function values vary between 0 and 1, and the colors scale to the quantiles of function values.

Thus, given Bernstein basis functions $\{B_{ijkl}^{d,T}(\mathbf{v})\}_{i+j+k+l=d}$, any polynomial $p(\mathbf{v}) \in \mathcal{P}_d(T)$ can be written uniquely as $\mathbf{B}$-form,

$$p(\mathbf{v})|_T = \sum_{i+j+k+l=d} \gamma_{T;ijkl} B_{ijkl}^{d,T}(\mathbf{v}) = \mathbf{B}_T^d(\mathbf{v}) \gamma_T,$$

where the coefficients $\gamma_T = \{\gamma_{T;ijkl}\}_{i+j+k+l=d}$ are called $\mathbf{B}$-coefficients of $p$. For the purpose of computer implementation, in this paper, we employ the lexicographical order for ordering of the coefficients $\gamma_T$. To be specific, $\gamma_{T;ijkl}$ orders ahead of $\gamma_{T;i'j'k'l'}$ either (i) $i > i'$, or (ii) $i = i'$ and $j > j'$, or (iii) $i = i', j = j'$ and $k > k'$, or (iv) $i = i', j = j', k = k'$ and $l > l'$. Consequently, we can express

$$\mathbf{B}_T^d(\mathbf{v}) = \left( B_{d,0,0,0}^{d,T}(\mathbf{v}), B_{d-1,1,0,0}^{d,T}(\mathbf{v}), B_{d-1,0,1,0}^{d,T}(\mathbf{v}), \ldots, B_{0,0,1,d-1}^{d,T}(\mathbf{v}), B_{0,0,0,d}^{d,T}(\mathbf{v}) \right)^\top$$

and

$$\gamma_T = (\gamma_{T;d,0,0,0}, \gamma_{T;d-1,1,0,0}, \gamma_{T;d-1,0,1,0}, \ldots, \gamma_{T;0,0,1,d-1}, \gamma_{T;0,0,0,d})^\top. \tag{B.2}$$

Accordingly, in (B.2), the index of the element $\gamma_{T;ijkl}$ in the vector $\gamma_T$ is:

$$\sum_{m=0}^{d-i} \frac{(m+1)m}{2} + \sum_{n=0}^{d-i-j} (n+1) - k.$$

Note that using a different ordering method will not affect the evaluation results for the trivariate polynomial functions.
Figure B.2: Illustrations of Bernstein basis functions \( \{ B_{ijkl}(v) \} \).
It is convenient to derive conditions of continuous connection for polynomials defined on adjacent tetrahedra in using barycentric coordinates and Bernstein basis polynomials. Consider Example A.1 illustrated in Figure A.1(e), for two tetrahedra \( T = \langle v_2, v_1, v_3, v_4 \rangle \) and \( \tilde{T} = \langle v_5, v_1, v_4, v_3 \rangle \) sharing a common triangular face \( F = \langle v_1, v_3, v_4 \rangle \), assume two sets of Bernstein polynomial basis \( \{B_{ijkl}^d(T)(v)\}_{i+j+k+l=d} \) and \( \{\tilde{B}_{ijkl}^d(T)(v)\}_{i+j+k+l=d} \) are defined on \( T \) and \( \tilde{T} \) using the barycentric coordinates, respectively. Consider two degree-
\( d \) polynomials \( p(v) \) and \( \tilde{p}(\tilde{v}) \) defined on \( T \) and \( \tilde{T} \), respectively, with B-forms

\[
p(v) = \sum_{i+j+k+l=d} \gamma_{ijkl} B_{ijkl}^d(T)(v), \quad \tilde{p}(\tilde{v}) = \sum_{i+j+k+l=d} \tilde{\gamma}_{ijkl} \tilde{B}_{ijkl}^d(\tilde{v}).
\]

For \( w \in F \), the barycentric coordinates with respect to \( T \) and \( \tilde{T} \) are \((0, b_1, b_3, 1-b_1-b_3)\) and \((0, b_1, 1-b_1-b_3, b_3)\), respectively. Accordingly, we have

\[
p(w) = \sum_{j+k+l=d} \gamma_{ijkl} \frac{d!}{j!k!l!} b_1^j b_3^k (1-b_1-b_3)^l,
\]

\[
\tilde{p}(w) = \sum_{j+k+l=d} \tilde{\gamma}_{ijkl} \frac{d!}{j!k!l!} b_1^j (1-b_1-b_3)^k b_3^l.
\]

Therefore, \( p \) and \( \tilde{p} \) are continuous on \( F \) if and only if

\[
\gamma_{ijkl} = \tilde{\gamma}_{ijkl}
\]

for \( j, k, l \geq 0 \) and \( j + k + l = d \).

**B.2. Directional derivatives and smoothness**

To generalize the smoothness restriction over the joint triangular face for two adjacent tetrahedra, we need to introduce the definitions of directional derivative first. For a general multivariate smooth function \( p \), the directional derivative at point \( v \) with respect to direction \( u \) is defined as

\[
D_u p(v) := \frac{\partial}{\partial t} p(v + tu) \bigg|_{t=0} = \lim_{t\to 0} \frac{p(v + tu) - p(v)}{t}.
\]

Accordingly, for vector \( u := (u_x, u_y, u_z) \in \mathbb{R}^3 \) and trivariate function \( p \), the directional derivative at \( v = (x, y, z) \) is

\[
D_u p(x, y, z) := \frac{\partial}{\partial t} p(x + tu_x, y + tu_y, z + tu_z) \bigg|_{t=0}.
\]

**Remark B.2.** If \( p \) is a polynomial of degree \( d \), by calculus, \( D_u p(x, y, z) = u_x D_x p(x, y, z) + u_y D_y p(x, y, z) + u_z D_z p(x, y, z) \), so \( D_u p \) is a polynomial of \( d-1 \).
Consider direction \( \mathbf{u} = \mathbf{w}_1 - \mathbf{w}_2 \), where for \( i = 1, 2 \), \( \mathbf{w}_i \in \mathbb{R}^3 \) have barycentric coordinates \((w_{1i}, w_{2i}, w_{3i}, w_{4i})\) with respect to \( T \). Then \( \mathbf{u} \) is uniquely described by the directional coordinates \( \mathbf{a} = (a_1, a_2, a_3, a_4) = (w_{1i} - w_{21}, w_{12} - w_{22}, w_{13} - w_{23}, w_{14} - w_{24}) \). Obviously, \( a_1 + a_2 + a_3 + a_4 = 0 \). Direct calculation gives the directional derivative of the Bernstein basis polynomial \( B_{ijkl}^d \).

**Lemma B.1** (Lemma 15.12 in Lai and Schumaker (2007)). Consider direction \( \mathbf{u} \) with directional coordinates \( \mathbf{a} = (a_1, a_2, a_3, a_4) \). Then

\[
D_u B_{ijkl}^d (\mathbf{v}) = d \left\{ a_1 B_{i-1,j,k,l}^{d-1} (\mathbf{v}) + a_2 B_{i,j-1,k,l}^{d-1} (\mathbf{v}) \\
+ a_3 B_{i,j,k-1,l}^{d-1} (\mathbf{v}) + a_4 B_{i,j,k,l-1}^{d-1} (\mathbf{v}) \right\},
\]

for any \( \mathbf{v} \in T \) and \( i + j + k + l = d \).

Consequently, one can obtain the directional derivative for any trivariate polynomial \( p \).

**Theorem B.1** (Theorems 15.13 and 15.14 in Lai and Schumaker (2007)). Consider direction \( \mathbf{u} \) with directional coordinates \( \mathbf{a} = (a_1, a_2, a_3, a_4) \). Then for any trivariate polynomial \( p \) with \( B \)-form in \( \overline{B} \), the directional derivative is

\[
D_u p (\mathbf{v}) = d \sum_{i+j+k+l = d-1} \gamma_{ijkl}^{(1)} (\mathbf{a}) B_{ijkl}^{d-1} (\mathbf{v}),
\]

where

\[
\gamma_{ijkl}^{(1)} (\mathbf{a}) = a_1 \gamma_{i+1,j,k,l} + a_2 \gamma_{i,j+1,k,l} + a_3 \gamma_{i,j,k+1,l} + a_4 \gamma_{i,j,k,l+1}.
\]

In general, given \( \mathbf{u}_1, \ldots, \mathbf{u}_m \) with associated directional coordinates \( \mathbf{a}^{(i)} = (a_1^{(i)}, a_2^{(i)}, a_3^{(i)}, a_4^{(i)}) \), \( i = 1, \ldots, m \),

\[
D_{u_m} \cdots D_{u_1} p (\mathbf{v}) = \frac{d!}{(d-m)!} \sum_{i+j+k+l = d-m} \gamma_{ijkl}^{(m)} (\mathbf{a}^{(1)}, \ldots, \mathbf{a}^{(m)}) B_{ijkl}^{d-m} (\mathbf{v}),
\]

where the coefficients are defined recursively as follows:

\[
\gamma_{ijkl}^{(m)} (\mathbf{a}^{(1)}, \ldots, \mathbf{a}^{(m)}) = a_1^{(m)} \gamma_{i+1,j,k,l}^{(m-1)} (\mathbf{a}^{(1)}, \ldots, \mathbf{a}^{(m-1)}) + a_2^{(m)} \gamma_{i,j+1,k,l}^{(m-1)} (\mathbf{a}^{(1)}, \ldots, \mathbf{a}^{(m-1)}) \\
+ a_3^{(m)} \gamma_{i,j,k+1,l}^{(m-1)} (\mathbf{a}^{(1)}, \ldots, \mathbf{a}^{(m-1)}) + a_4^{(m)} \gamma_{i,j,k,l+1}^{(m-1)} (\mathbf{a}^{(1)}, \ldots, \mathbf{a}^{(m-1)}),
\]

for \( i = 1, \ldots, m \), \( m = 1, \ldots, d \), with \( \gamma_{ijkl}^{(0)} (\mathbf{a}) = \gamma_{ijkl} \).

In preparation for the discussion of trivariate spline and spline spaces, we need the following conditions for a smooth join between two polynomial on adjoining tetrahedra, like Example A.1 illustrated in Figure A.1 (e).
**Theorem B.2.** Suppose \( \{ \gamma_{ijkl} \} \) and \( \{ \tilde{\gamma}_{ijkl} \} \) are B-coefficients of \( p \) and \( \tilde{p} \) relative to two tetrahedra \( T = \langle \mathbf{v}_2, \mathbf{v}_1, \mathbf{v}_3, \mathbf{v}_4 \rangle \) and \( \tilde{T} = \langle \mathbf{v}_5, \mathbf{v}_1, \mathbf{v}_4, \mathbf{v}_3 \rangle \), respectively, where \( T \) and \( \tilde{T} \) share a common face \( F = \langle \mathbf{v}_1, \mathbf{v}_3, \mathbf{v}_4 \rangle \). Then the following statements are equivalent:

1. \( p \) and \( \tilde{p} \) join together with \( C^r \) continuity across the face \( F \);
2. For all \( w \in F \), \( m = 0, \ldots, r \) and for all directions \( u \),
   \[
   D^m_u p(w) = D^m_u \tilde{p}(w);
   \]
3. For \( p \) and \( \tilde{p} \) with B-forms in \( \text{[B.3]} \), for \( i + j + k = d - m \), \( m = 0, \ldots, r \),
   \[
   \tilde{\gamma}_{mijk} = \sum_{\nu+\mu+k+\delta=m} \gamma_{\nu,i+\mu,k+j+\delta} B^m_{\nu\mu\nu\delta}(\mathbf{v}_5). \tag{B.8}
   \]

Consider the case of \( d = 2 \) piecewise polynomial. There are in total 10 Bernstein basis polynomials with coefficients

\[
\{ \gamma_{ijkl} \} = (\gamma_{2000}, \gamma_{1100}, \gamma_{1010}, \gamma_{1001}, \gamma_{0200}, \gamma_{0110}, \gamma_{0101}, \gamma_{0020}, \gamma_{0011}, \gamma_{0002})^T,
\]
\[
\{ \tilde{\gamma}_{ijkl} \} = (\tilde{\gamma}_{2000}, \tilde{\gamma}_{1100}, \tilde{\gamma}_{1010}, \tilde{\gamma}_{1001}, \tilde{\gamma}_{0200}, \tilde{\gamma}_{0110}, \tilde{\gamma}_{0101}, \tilde{\gamma}_{0020}, \tilde{\gamma}_{0011}, \tilde{\gamma}_{0002})^T. \tag{B.9}
\]

Note that the barycentric coordinate of \( \mathbf{v}_5 \) with respect to \( T \) is \( (2, -1, 0, 0) \).

If the trivariate polynomial is continuous over the whole region, then applying (B.8) for \( m = r = 0 \) generates

\[
\tilde{\gamma}_{0ijk} = \gamma_{0ijk} B^0_{0000}(\mathbf{v}_5) = \gamma_{0ijk}, \quad i + j + k = d, \tag{B.10}
\]

which matches the conclusion in \( \text{[B.4]} \).

Based on the de Casteljau Algorithm (Theorem D.1 in Appendix), we propose the following computationally efficient algorithm to calculate the derivatives of \( p(\mathbf{v}) \).

**B.3. Example of the constraint matrix**

We illustrate the construction of the constraint matrix \( \mathbf{H} \) using the Example A.1 presented in Figure A.1 (e).

Continue our discussions in Section B.2 and consider the case of \( d = 2 \) piecewise polynomial. Recall that there are in total 10 Bernstein basis polynomials, with coefficients \( \{ \gamma_{ijkl} \} \) and \( \{ \tilde{\gamma}_{ijkl} \} \) in \( \text{[B.9]} \), and the barycentric coordinate of \( \mathbf{v}_5 \) with respect to \( T \) is \( (2, -1, 0, 0) \).
Inputs: Polynomial with B-form
\[ p(v) = \sum_{i+j+k+l = d} \gamma_{ijkl}(v) B_{ijkl}^d(v), \]
directions \( u_1, \ldots, u_m \) with
associated directional coordinates
\[ a^{(ii)}(v^1, v^2, v^3, v^4), \]
ii = 1, ..., m

Initialize: \( ii := 0, \gamma_{ijkl}^{(0)} := \gamma_{ijkl} \)

Outputs: \( D_{u_m} \ldots D_{u_1} p(v) \)

for \( ii = 1, \ldots, m \) do
  for \( i + j + k + l = d - ii \) do
    \[ \gamma_{ijkl}^{(ii)}(a^{(1)}, \ldots, a^{(m)}) \]
    \[ = a_{1}^{(ii)} \gamma_{i+1,j,k,l}^{(ii)}(a^{(1)}, \ldots, a^{(i+1-1)}) + a_{2}^{(ii)} \gamma_{i,j+1,k,l}^{(ii)}(a^{(1)}, \ldots, a^{(i-1)}) \]
    \[ + a_{3}^{(ii)} \gamma_{i,j,k+1,l}^{(ii-1)}(a^{(1)}, \ldots, a^{(i-1)}) + a_{4}^{(ii)} \gamma_{i,j,k,l+1}^{(ii-1)}(a^{(1)}, \ldots, a^{(i-1)}), \]
  end
end

\[ D_{u_m} \ldots D_{u_1} p(v) = \frac{d!}{(d-m)!} \sum_{i+j+k+l = d-m} \gamma_{ijkl}^{(m)}(a^{(1)}, \ldots, a^{(m)}) B_{ijkl}^{d-m}(v) \]

Algorithm 1: Algorithm for Derivatives of \( p(v) \).

As shown in (B.10), if the trivariate polynomial is continuous over the whole region, then
\[ \tilde{\gamma}_{0ijk} = \gamma_{0ijk} \]
for \( i + j + k = d \). In this case, we can write the constraint matrix \( H \) as

\[
H = \begin{pmatrix}
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

(B.11)

Furthermore, if the trivariate polynomial has continuous first derivatives over the whole region, then (B.8) holds for both \( m = r = 0 \) and \( m = 1 \). Thus, in addition, we also need for any non-negative integers \( i, j, k \) such that \( i + j + k = 1 \),
\[
\tilde{\gamma}_{1ijk} = \gamma_{1ijk} B_{1000}^1(v_5) + \gamma_{0,i+1,j} B_{1010}^3(v_5) + \gamma_{0,i+1,k} B_{1010}^3(v_5) + \gamma_{0,i,k+1} B_{1001}^3(v_5) + \gamma_{0,i,k+1} B_{0001}^3(v_5)
\]
\[ = 2 \gamma_{1ijk} - \gamma_{0,i+1,k,j}. \]

(B.12)

Therefore, for \( r = 1 \) where the trivariate spline has continuous first derivatives over the
whole region, we will obtain the following $H$

$$
H = \begin{pmatrix}
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
\end{pmatrix}.
$$

Here, the first six rows match the form in (B.11), and the last three rows correspond to (B.12).

C. Detailed Implementation of TPST

C.1. Directional derivatives for basis functions

Based on the conclusion in (B.7), the $m$th order directional derivatives for all the Bernstein basis functions with degree $d$ can be written as some linear combination of Bernstein basis functions with degree $d - m$. Specifically, for directions $u_1, \ldots, u_m$, there exists a $\binom{d+3}{3} \times \binom{d+3-m}{3}$ matrix $C^{(m)}_{d}(u_1, \ldots, u_m)$ such that

$$
D_{u_m} \cdots D_{u_1} B_d(v) = C^{(m)}_{d}(u_1, \ldots, u_m) B_{d-m}(v).
$$

Remark C.1. Suppose $D_{u_{m-1}} \cdots D_{u_1} B_d(v) = C^{(m-1)}_{d}(u_1, \ldots, u_{m-1}) B_{d-m+1}(v)$, then we have

$$
D_{u_m} D_{u_{m-1}} \cdots D_{u_1} B_d(v) = C^{(m)}_{d}(u_1, \ldots, u_{m-1}) D_{u_m} B_{d-m+1}(v) = C^{(m-1)}_{d}(u_1, \ldots, u_{m-1}) C^{(1)}_{d-m+1}(u_m) B_{d-m}(v),
$$

which implies $C^{(m)}_{d}(u_1, \ldots, u_m) = C^{(m-1)}_{d}(u_1, \ldots, u_{m-1}) C^{(1)}_{d-m+1}(u_m)$. Keep decomposing matrix $C^{(m-1)}_{d}(u_1, \ldots, u_{m-1})$, we can have

$$
C^{(m)}_{d}(u_1, \ldots, u_m) = C^{(1)}_{d}(u_1) \cdots C^{(1)}_{d-m+1}(u_m).
$$

Next, we introduce the explicit form of matrix $C^{(1)}_{d}(u)$. Recall that $D_{u} B_{d}^{(1)}(v)$ can be written as

$$
d \left\{ a_1 B^{d-1}_{i_1,j,k,l}(v) + a_2 B^{d-1}_{i_2,j,k,l}(v) + a_3 B^{d-1}_{i_3,j,k,l}(v) + a_4 B^{d-1}_{i_4,j,k,l}(v) \right\},
$$

where $(a_1, a_2, a_3, a_4)$ is the barycentric coordinate of direction $u$. Then, the $(\sum_{m=0}^{d-i} \binom{m+1}{2} + \sum_{n=0}^{d-i-j} (n+1) - k)$th row of matrix $C^{(1)}_{d}(u)$ is $d(a_1 e_{I_1} + a_2 e_{I_2} + a_3 e_{I_3} + a_4 e_{I_4})$, where $e_{I}$
is unit vector with $I$th element being one, $I_1, I_2, I_3$ and $I_4$ are indexes of basis functions $B_{t-1,j,k,l}^{d-1}(v), B_{t,j-1,k,l}^{d-1}(v), B_{t,j,k,l-1}^{d-1}(v)$, and $B_{t,j,k,l}^{d-1}(v)$.

In the following, we provide a simple example for the first and second order derivatives. Consider a case on the tetrahedron $T$ in the Figure [B.1] with $d = 3$. The barycentric coordinates of $x = v_1 - v_2$. Then, the first and second order derivatives of all the Bernstein basis function are $D_x B_3(v) = C_3^{(1)}(x) B_2(v)$ and $D_{x x} B_3(v) = C_3^{(2)}(x, x) B_1(v) = C_3^{(1)}(x) C_2^{(1)}(x) B_1(v)$, where matrices $C_2^{(1)}(x)$ and $C_3^{(1)}(x)$ are

$$C_2^{(1)}(x) = \begin{pmatrix} 2 & 0 & 0 & 0 \\ -2 & 2 & 0 & 0 \\ 0 & 0 & 2 & 0 \\ 0 & 0 & 0 & 2 \\ 0 & -2 & 0 & 0 \\ 0 & 0 & -2 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad C_3^{(1)}(x) = \begin{pmatrix} 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ -3 & 3 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 3 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 3 & 0 & 0 & 0 & 0 \\ 0 & -3 & 0 & 0 & 3 & 0 & 0 & 0 \\ 0 & 0 & -3 & 0 & 0 & 3 & 0 & 0 \\ 0 & 0 & 0 & 0 & -3 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & -3 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & -3 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & -3 \end{pmatrix}.$$

C.2. Details of constructing penalty matrix

In this section, we introduce the details of constructing penalty $P$ matrix. Applying the results in Section C.1, the second order derivative of Bernstein basis functions $B_{d}(v)$ at directions $u_1$ and $u_2$ are

$$D_{u_2} D_{u_1} B_{d}(v) = C^{(2)}(u_1, u_2) B_{d-2}(v).$$

Therefore, for directions $g, g' = x, y, z$, we have

$$\int_{T} \left\{ D^2_{gg'} B_{d}(v) \right\} \left\{ D^2_{gg'} B_{d}(v) \right\}^{\top} dv = C^{(2)}(g, g') \int_{T} B_{d-2}(v) B_{d-2}(v)^{\top} dv \left\{ C_{d}^{(2)}(g, g') \right\}^{\top}.$$

Let $L_{d-2}^{T} = \int_{T} B_{d-2}(v) B_{d-2}(v)^{\top} dv$ be the $(d+1) \times (d+1)$ matrix with entries $\int_{T} D_{\nu \mu \delta}^{d-2} D_{\nu' \mu' \delta'}^{d-2} (v) dv$.
By the Lemma 15.29 in \cite{Lai2007}, we have

\[
\int_T B_{\nu,\mu,\kappa,\delta}^{T,d-2}(v) B_{\nu',\mu',\kappa',\delta'}^{T,d-2}(v) \, dv = \frac{(\nu+\nu')(\mu+\mu')(\kappa+\kappa')(\delta+\delta')}{2d-4} \left( \int_T B_{\nu+\nu',\mu+\mu',\kappa+\kappa',\delta+\delta'}^{T,2d-4}(v) \, dv \right) V_T,
\]

recall that \( V_T \) is the volume of tetrahedron \( T \). We finally obtain

\[
P_{gg'}^T = C_d^{(2)}(g,g') L_T^{d-2} \{ C_d^{(2)}(g,g') \}^\top
\]

and

\[
P_T = \sum_{g,g' \in \{x,y,z\}} P_{gg'}^T.
\]

Recall that \( \mathcal{E}(s) = \sum_{T \in \Delta} \mathcal{E}(s_T) \) and \( \mathcal{E}(s_T) = \gamma_T^\top P_T \gamma_T \). Then, one can have \( \mathcal{E}(s) = \gamma^\top P \gamma \), where \( \gamma = (\gamma_1^\top, \ldots, \gamma_N^\top)^\top \), and \( P = \text{diag}(P_T, T \in \Delta) \) is the block diagonal matrix.

### C.3. An example of the penalty matrix

In this section, we provide a simple example for \( P_T \). Consider a case on the tetrahedron \( T \) in the Figure \ref{fig:example} with \( d = 3 \). The barycentric coordinates of \( x = v_1 - v_2 \), \( y = v_3 - v_2 \) and \( z = v_4 - v_2 \) are \((1, -1, 0, 0), (0, -1, 1, 0), \) and \((0, -1, 0, 1)\), respectively. The second directional derivative of these Bernstein basis polynomials are the linear combination of \( B_{1000}^T(v), \ldots, B_{0001}^T(v) \). For example, we have \( D_x B_{2100}^T(v) = 3B_{1100}^T(v) - 3B_{2000}^T(v) \), and \( D_{xx} B_{2100}^T(v) = -12B_{1000}^T(v) + 6B_{0100}^T(v) \). According to the results in Section C.1, the coefficient matrices for second order derivatives are \( C_3^{(2)}(x,x), C_3^{(2)}(y,y), C_3^{(2)}(z,z)\),
$C_3^{(2)}(x, y), C_3^{(2)}(x, z),$ and $C_3^{(2)}(y, z)$

$$
\begin{align*}
C_3^{(2)}(x, x) &= \begin{pmatrix}
6 & 0 & 0 & 0 \\
-12 & 6 & 0 & 0 \\
0 & 0 & 6 & 0 \\
0 & 0 & 0 & 6 \\
6 & -12 & 0 & 0 \\
0 & 0 & -12 & 0 \\
0 & 0 & 0 & -12 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \\
C_3^{(2)}(y, y) &= \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 6 & 0 \\
0 & 0 & 0 & 6 \\
-12 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
6 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \\
C_3^{(2)}(z, z) &= \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-12 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
\end{align*}
$$

$$
\begin{align*}
C_3^{(2)}(x, y) &= \begin{pmatrix}
0 & 0 & 0 & 0 \\
-6 & 0 & 0 & 0 \\
6 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
6 & -6 & 0 & 0 \\
-6 & 6 & -6 & 0 \\
-6 & 6 & 0 & -6 \\
0 & 0 & 6 & 0 \\
0 & 0 & 0 & 6 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 6 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \\
C_3^{(2)}(x, z) &= \begin{pmatrix}
0 & 0 & 0 & 0 \\
-6 & 0 & 0 & 0 \\
6 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
6 & -6 & 0 & 0 \\
-6 & 6 & -6 & 0 \\
-6 & 6 & 0 & -6 \\
0 & 0 & 6 & 0 \\
0 & 0 & 0 & 6 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 6 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \\
C_3^{(2)}(y, z) &= \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-12 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
\end{align*}
$$
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Applying the results in Section C.2, we have
\[
L_T^1 = \frac{1}{12} \begin{pmatrix}
2 & 1 & 1 & 1 \\
1 & 2 & 1 & 1 \\
1 & 1 & 2 & 1 \\
1 & 1 & 1 & 2
\end{pmatrix},
\]
and
\[
P_T = \sum_{g, g' \in \{x, y, z\}} C_3^{(2)}(g, g') L_T^1 \{C_3^{(2)}(g, g')\}^T.
\]

C.4. Penalty parameter selection

To balance the bias and variance of the proposed estimator and achieve a good estimation and prediction performance, it is crucial to choose a suitable value of the penalty parameter \(\lambda\). A large \(\lambda\) tends to shrink the second-order derivative function of splines functions to zero and gives a smooth function with large fitting errors. On the other hand, a small \(\lambda\) may generate a more wiggly function and result in an overfitting problem.

Note that 3D object data are often generated with spatial dependence. When performing cross-validation (CV), these dependence structures are usually ignored, leading to underestimating the predictive error (Roberts et al., 2017). To tackle this problem, we adopt the block cross-validation strategy in Roberts et al. (2017) and Valavi et al. (2019). All the sample points are first divided into 3D blocks with similar volumes. Then, these blocks are randomly allocated to the CV folds. In this paper, we adopt the tetrahedral partition to divide the 3D object data into small 3D blocks. Each tetrahedron is considered as one single 3D block. Figure C.1 shows an illustration of block CV using a tetrahedral partition. In Figure C.1, we divide the domain into 384 equal-size tetrahedra and randomly assign these tetrahedra into five folds with color indicating different folds.

D. Proof of Theorems

D.1. Theoretical Properties of Bernstein Bases

Lemma D.1. For the Bernstein basis functions \(\{B_{ijkl}^{d}(v)\}_{i+j+k+l=d}\), each \(B_{ijkl}^{d}\) has a unique maximum at the point \(d^{-1}(iv_1 + jv_2 + kv_3 + lv_4)\).

To show Lemma D.1, we first need to show Lemma B.1.

Proof of Lemma B.1. Suppose \(b = (b_1, b_2, b_3, b_4)\) are the barycentric coordinates of \(v\). Then the barycentric coordinates of \(v + tu\) are \((b_1 + ta_1, b_2 + ta_2, b_3 + ta_3, b_4 + ta_4)\). Thus,
Figure C.1: Illustration of block CV using tetrahedral partition. Tetrahedra with same color belong to same folds.

for $i + j + k + l = d,$

$$B^d_{ijkl}(v + tu) = \frac{d!}{i!j!k!l!} (b_1 + ta_1)^i(b_2 + ta_2)^j(b_3 + ta_3)^k(b_4 + ta_4)^l.$$ 

Hence,

$$D_u B^d_{ijkl}(v) = \frac{\partial}{\partial t} p(v + tu) \bigg|_{t=0}$$

$$= \frac{d!}{i!j!k!l!} (ia_1b_1^{i-1}b_2^j b_4 + ja_2b_1^{j-1}b_3^k b_4 + ka_3b_1^k b_2^l b_4 + la_4b_1^l b_3^k b_4^{l-1})$$

$$= d \{a_1 B^d_{i-1,j,k,l}(v) + a_2 B^{d-1}_{i,j-1,k,l}(v) + a_3 B^{d-1}_{i,j,k-1,l}(v) + a_4 B^{d-1}_{i,j,k,l-1}(v)\}.$$ 

\[\square\]

**Proof of Lemma [D.1]** For $T = \langle v_1, v_2, v_3, v_4 \rangle$, the barycentric coordinates for $v_1, v_2, v_3$, and $v_4$ are $(1,0,0,0), (0,1,0,0), (0,0,1,0)$, and $(0,0,0,1)$, respectively. Accordingly, the directional coordinates of $u_1 = v_1 - v_2$, $u_2 = v_1 - v_3$, and $u_3 = v_1 - v_4$ are $(1,-1,0,0), (1,0,-1,0)$, and $(1,0,0,-1)$, respectively. For $v \in T$ with barycentric coordinates $b = (b_1, b_2, b_3, b_4)$, consider derivatives of $B^d_{ijkl}(v)$ with respect to directions $u_1, u_2$ and $u_3$, then

$$D_{u_1} B^d_{ijkl}(v) = B^d_{ijkl}(v)(ib_1^{-1} - jb_2^{-1}), \quad D_{u_2} B^d_{ijkl}(v) = B^d_{ijkl}(v)(ib_1^{-1} - kb_3^{-1}),$$

$$D_{u_3} B^d_{ijkl}(v) = B^d_{ijkl}(v)(ib_1^{-1} - lb_4^{-1}).$$

Set these equations to zero and combine $b_1 + b_2 + b_3 + b_4 = 1$ gives $(b_1, b_2, b_3, b_4) = d^{-1}(i, j, k, l).$ 

\[\square\]
D.2. Proof of Theorems B.1 and B.2

Proof of Theorem B.1. For \( p(v) = \sum_{i+j+k+l=d} \gamma_{ijkl} B_{ijkl}^d(v) \), by Lemma B.1

\[
D_u p(v) = \sum_{i+j+k+l=d} \gamma_{ijkl} D_u B_{ijkl}^d(v)
\]

\[
= \sum_{i+j+k+l=d} \gamma_{ijkl} \left\{ a_1 B_{i-1,j,k,l}^{d-1}(v) + a_2 B_{i,j-1,k,l}^{d-1}(v) + a_3 B_{i,j,k-1,l}^{d-1}(v) + a_4 B_{i,j,k,l-1}^{d-1}(v) \right\}
\]

\[
= d \sum_{i+j+k+l=d} \left( a_1 \gamma_{i+1,j,k,l} + a_2 \gamma_{i,j+1,k,l} + a_3 \gamma_{i,j,k+1,l} + a_4 \gamma_{i,j,k,l+1} \right) B_{ijkl}^{d-1}(v).
\]

Thus, (B.6) follows. Consequently, one can obtain (B.7) by repeatedly applying (B.6) for directions \( u_1, \ldots, u_m \).

To show Theorem B.2, we need the following results.

Theorem D.1 (Theorems 15.10 in Lai and Schumaker (2007)). Suppose \( p(v) \) is a trivariate polynomial with B-form \( p(v) = \sum_{i+j+k+l=d} \gamma_{ijkl} B_{ijkl}^d(v) \). Define \( \gamma_{ijkl}^{(0)} := \gamma_{ijkl} \), \( i + j + k + l = d \). Suppose \( v \) has barycentric coordinates \( b = (b_1, b_2, b_3, b_4) \). Then

\[
p(v) = \sum_{i+j+k+l=d-m} \gamma_{ijkl}^{(m)} B_{ijkl}^{d-m}(v),
\]

where for \( m = 1, \ldots, d \), \( \gamma_{ijkl}^{(m)} \) are computed by the recursion

\[
\gamma_{ijkl}^{(m)} = b_1 \gamma_{i+1,j,k,l}^{(m-1)} + b_2 \gamma_{i,j+1,k,l}^{(m-1)} + b_3 \gamma_{i,j,k+1,l}^{(m-1)} + b_4 \gamma_{i,j,k,l+1}^{(m-1)}, \quad (D.1)
\]

for \( i + j + k + l = d - m \).

Remark D.1. The recursive formula (D.1) is also referred as de Casteljau algorithm. See Section 15.6 in Lai and Schumaker (2007) for more details.

Lemma D.2. The coefficients in the recursive formula of de Casteljau algorithm (D.1) are given by

\[
\gamma_{ijkl}^{(m)} = \sum_{i'+j'+k'+l' = m} \gamma_{i'+j'+k'+l'+v} B_{i'l'}^{m}(v), \quad (D.2)
\]

where \( i + j + k + l = d - m \).

Proof. Define operators \( E_1 \gamma_{ijkl} = \gamma_{i+1,j,k,l} \), \( E_2 \gamma_{ijkl} = \gamma_{i,j+1,k,l} \), \( E_3 \gamma_{ijkl} = \gamma_{i,j,k+1,l} \) and \( E_4 \gamma_{ijkl} = \gamma_{i,j,k,l+1} \). Thus, by (D.1), for \( i + j + k + l = d - m \),

\[
\gamma_{ijkl}^{(m)} = (b_1 E_1 + b_2 E_2 + b_3 E_3 + b_4 E_4) \gamma_{ijkl}^{(m-1)} = (b_1 E_1 + b_2 E_2 + b_3 E_3 + b_4 E_4)^m \gamma_{ijkl}
\]

\[
= \sum_{i'+j'+k'+l' = m} B_{i'l'}^{m}(v) E_1^{i'} E_2^{j'} E_3^{k'} E_4^{l'} \gamma_{ijkl} = \sum_{i'+j'+k'+l' = m} \gamma_{i'+j'+k'+l'+v} B_{i'l'}^{m}(v).
\]

\[
\square
\]
Lemma D.3. Suppose \( p(v) \) is a trivariate polynomial with B-form \( p(v) = \sum_{i+j+k+l=d} \gamma_{ijkl} B_{ijkl}^{d}(v) \). Then for any \( 1 \leq n \leq d \), the \( n \)-th order directional derivative of \( p \) with respect to the direction \( u = v_4 - v_2 \) is given by

\[
D_{u}^{n} p(v) = \frac{d!}{(d-n)!} \sum_{i+j+k+l=d-n} \gamma_{ijkl}^{(n)} B_{ijkl}^{d-n}(v)
\]

with

\[
\gamma_{ijkl}^{(n)} = \sum_{m=0}^{n} \binom{n}{m} (-1)^{m} \gamma_{i+m,j,k,l+n-m}, \quad i + j + k + l = d - n.
\]

Proof. The directional coordinates of \( u = v_4 - v_2 \) is \( a = (-1,0,0,1) \). By \((D.2)\),

\[
\gamma_{ijkl}^{(n)} = \sum_{i'+j'+k'+l'=n} \gamma_{i'+j'+j'+k'+l'+l} B_{ijkl}^{m}(v) = \sum_{i'+j+k+l+n} \gamma_{i'+j+k,l+n-l} \frac{n!}{l!n!} (-1)^{l'}
\]

\[
= \sum_{m=0}^{n} \binom{n}{m} (-1)^{m} \gamma_{i+m,j,k,l+n-m}, \quad i + j + k + l = d - n.
\]

Proof of Theorem B.2. The equivalence between Statements 1 and 2 is obvious by definition. Thus, we just show the equivalence between Statements 2 and 3.

i) We start to consider when \( r = 0 \). It is equivalent to consider directions \( \tilde{u} \) along \( F \), where the directional coordinates are \((0,1-\tilde{b}_3-\tilde{b}_4,\tilde{b}_3,\tilde{b}_4)\) and \((0,1-\tilde{b}_3-\tilde{b}_4,\tilde{b}_4,\tilde{b}_3)\) with respect to the tetrahedron \( T \) and \( \tilde{T} \), respectively. Thus, \( p \) and \( \tilde{p} \) join continuously along \( F \) if and only if

\[
\sum_{j+k+l=d} \gamma_{ijkl} \frac{d!}{j!k!l!} (1-\tilde{b}_3-\tilde{b}_4)j(\tilde{b}_3)k(\tilde{b}_4)l = \sum_{j+k+l=d} \tilde{\gamma}_{ijkl} \frac{d!}{j!k!l!} (1-\tilde{b}_3-\tilde{b}_4)j(\tilde{b}_3)k(\tilde{b}_4)l,
\]

That is, \( \gamma_{ijkl} = \tilde{\gamma}_{ijkl} \), with \( j + k + l = d \), which matches our conclusion in \((B.8)\).

ii) Then we consider for \( r > 0 \). First note that

\[
D_{u}^{n} p(v) = D_{u}^{n} \tilde{p}(\tilde{v})
\]

(holds for any \( v \in F \), \( n = 0, \ldots, r \), if and only if \((D.3)\) holds for the direction \( u = v_5 - v_3 \). It is a fact because by the argument in i), all derivatives of \( p \) and \( \tilde{p} \) corresponding to the directions \( v_3 - v_1 \) and \( v_4 - v_1 \), agree at every point on \( F \). And derivatives in all other directions can be written as linear combinations of \( D_u \), \( D_{v_3-v_1} \) and \( D_{v_4-v_1} \).

Let \( b = (b_1,b_2,b_3,b_4) \) be the barycentric coordinates of \( v_5 \) relative to the tetrahedron \( T \). Correspondingly, the directional coordinates of \( u \) are \( a = (b_1,b_2,b_3-1,b_4) \) and \( \tilde{a} = (1,0,0,-1) \) with respect to \( T \) and \( \tilde{T} \), respectively.
By Theorem [B.1], for each $0 \leq n \leq r$,

$$D^n u p(v)|_F = \frac{d!}{(d-n)!} \sum_{j+k+l=d-n} \gamma_{0jkl}^{(n)}(a) B_{0jkl}^{d-n}(v),$$

$$D^n \tilde{u} p(v)|_F = \frac{d!}{(d-n)!} \sum_{j+k+l=d-n} \gamma_{0jkl}^{(n)}(\tilde{a}) B_{0jkl}^{d-n}(v).$$

Since for points $v \in F$, $\tilde{B}_{0jkl}^{d-n}(v) = B_{0jkl}^{d-n}(v)$, it follows that (D.3) holds if and only if for $j + k + l = d - n$, $n = 0, \ldots, r$,

$$\tilde{\gamma}_{0jkl}^{(n)}(\tilde{a}) = \gamma_{0jkl}^{(n)}(a). \quad \text{(D.4)}$$

By Lemma [D.3] for $j + k + l = d - n$,

$$\tilde{\gamma}_{0jkl}^{(n)}(\tilde{a}) = \sum_{m=0}^{n} (-1)^{n-m} \binom{n}{m} \tilde{\gamma}_{m,j,k,d-m-j-k}^{(m)}(a). \quad \text{(D.5)}$$

In another direction, following the proof of Lemma [D.2] for $j + l + k = d - n$,

$$\gamma_{0jkl}^{(n)}(a) = \{b_1 E_1 + b_2 E_2 + (b_3 - 1) E_3 + b_4 E_4\}^n \gamma_{0jlk}$$

$$= \{b_1 E_1 + b_2 E_2 + b_3 E_3 + b_4 E_4 - E_3\}^n \gamma_{0jlk}$$

$$= \sum_{m=0}^{n} (-1)^{n-m} \binom{n}{m} (b_1 E_1 + b_2 E_2 + b_3 E_3 + b_4 E_4)^n \gamma_{0,j,l+n-m,k}^{(m)}$$

$$= \sum_{m=0}^{n} (-1)^{n-m} \binom{n}{m} \gamma_{0,j,d-j-k-m,k}^{(m)}(b). \quad \text{(D.6)}$$

Combining (D.5) and (D.6), (D.4) holds if and only if for $j + k + l = d - n$ and $n = 0, \ldots, r$,

$$\tilde{\gamma}_{njk} = \gamma_{njk}^{(n)}(b).$$

By Lemma [D.2],

$$\gamma_{0jkl}^{(n)}(b) = \sum_{i' + j' + k' + l' = n} \gamma_{i',j',k',l'+l} B_{i',j',k',l'}^{n}(v_5).$$

Thus, (D.3) holds if and only if

$$\tilde{\gamma}_{njk} = \sum_{i' + j' + k' + l' = n} \gamma_{i',j',k',l'+l} B_{i',j',k',l'}^{n}(v_5),$$

that is, (B.8) follows. \hspace{1cm} \square
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