Determining reliable parameter estimates for within-host and within-vector models of Zika virus
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\textbf{ABSTRACT}
In this paper, we introduce three within-host and one within-vector models of Zika virus. The within-host models are the target cell limited model, the target cell limited model with natural killer (NK) cells class, and a within-host-within-fetus model of a pregnant individual. The within-vector model includes the Zika virus dynamics in the midgut and salivary glands. The within-host models are not structurally identifiable with respect to data on viral load and NK cell counts. After rescaling, the scaled within-host models are locally structurally identifiable. The within-vector model is structurally identifiable with respect to viremia data in the midgut and salivary glands. Using Monte Carlo Simulations, we find that target cell limited model is practically identifiable from data on viremia; the target cell limited model with NK cell class is practically identifiable, except for the rescaled half saturation constant. The within-host–within-fetus model has all fetus-related parameters not practically identifiable without data on the fetus, as well as the rescaled half saturation constant is also not practically identifiable. The remaining parameters are practically identifiable. Finally we find that none of the parameters of the within-vector model is practically identifiable.
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1. Introduction
Zika Virus (ZIKV) is a mosquito-transmitted flavivirus which is associated with significant increase in Guillain–Barre syndrome, a disease caused by immune attack on the nervous system, and in microcephaly in newborns, a disease characterized by a reduced size of the cerebral cortex [9,32,33]. Other members of the flavivirus family are West Nile virus (WNV), Dengue Fever (DENV), yellow fever and Japanese encephalitis viruses [49]. Although ZIKV is an arbovirus and in many respects similar to dengue and chikungunya viruses, it has a number of features that distinguish it both on within-host and between-host levels. WNV is known to cause encephalitis but not microcephaly [53]. Baffet et al. compared the ZIKV infection to two other flavivirus members, WNV and DENV by infecting mouse embryonic brain tissues [8]. This study revealed that ZIKV infects and damages stem cells that have not yet developed into neurons, unlike WNV that only infects neurons. Like other vector-borne diseases, the transmission of ZIKV into the host is initiated
through blood meal of female Aedes mosquito. What differs ZIKV from other vector-borne disease at the population level is that it also transmits through a sexual contact which is modelled via direct transmission term [43]. The vector-borne transmission of ZIKV occurs during blood-feeding when the Aedes mosquito inoculates the ZIKV into the human skin cells. Hamel et al. extensively studied the interaction of ZIKV with human cells via in vitro experiments and found out that human skin cells such as fibroblasts, keratinocytes and immature dendritic cells are all susceptible to Zika infection and support replication [18]. Once the virus is deposited on the epidermis and dermis of the host, there is a rapid increase in RNA copy numbers and ZIKV particles, which indicate active viral replication. The initial round of viral replication occurs in the skin and then these infected cells migrate to draining lymph nodes where innate immune response is activated.

Following viral infection, the host’s immune system recognizes viral proteins and elicits an immune response. The immune system is designed to protect the infected host from any invading pathogens at two stages: innate immunity and adaptive immunity [50]. Innate immunity is the first and immediate response which takes place within hours of virus inoculation and hence is not virus specific. Since, the response is more generic the innate immunity does not provide any long-lasting immunity [50]. The innate immune response to viruses starts with detection of the virus and is followed by the introduction of cellular and molecular effectors such as natural killer (NK) cells [51]. The infected cells release signalling proteins, called interferons (IFN) to induce the antiviral immune activity.

Zika outbreaks have severe consequences for public health. As a result, multiple animal (mice/monkey) models of ZIKV infection have been used to understand the mechanisms of Zika infection. Infection experiments in animals have provided insights as to the interaction between flaviviruses and the host immune system. Initial mouse models showed little to no infectious virus or viral RNA in tissues of wild-type mice infected with Zika strains from French Polynesia, Brazil or Puerto Rico [22,23,38]. But, more recent studies demonstrated that ZIKV antagonizes the human type I interferon (IFN) response. The non-structural NS5 protein of ZIKV suppresses the human type I IFN response to ZIKV, allowing for proliferation of the virus [16,21]. These results are consistent with the mouse experiments, since mice deficient in IFNAR1 are susceptible to ZIKV infection, lose weight, and develop neurologic disease [23]. Studies show that ZIKV NS5 did not promote degradation of mouse STAT2 which mediates signalling by the type I IFN receptor, IFNAR [16].

Another important component of the antiviral response is the adaptive immune response which includes CD4+ and CD8+ T cells [52]. Winkler et al. showed that adaptive immune response plays an important role in the control of Zika infection especially when the type I IFN response is suppressed as it is in humans [46]. Since ZIKV infection induces a strong adaptive immune response, vaccination which drives a strong T-cell response may prevent ZIKV-related diseases [46]. Comparing the CD8+ T-cell responses of pregnant and non-pregnant mice, Winkler et al. claim that the diminished cell-mediated immunity during pregnancy could increase virus spread to the fetus [46].

In this paper, we develop with-host and within-vector models of ZIKV. Our goal is to use data to reliably estimate within-host parameters of ZIKV infection, which in turn may help further simulations. We start with a simple within-host model of a non-pregnant host and progress to more complex models including NK cells and within-host
models of pregnant host with infection of the fetus. Our choice of models is motivated by the available data [48]. We derive the model parameters from fitting and study the structural and practical identifiability of the models as compared to ZIKV infection data collected in monkeys [48]. Further, we develop within-vector model, and we study its structural and practical identifiability relative to data in the literature. In the next section, we introduce the models. In Section 3, we discuss the parameter estimation problem that we are faced with. In Section 4, we discuss the structural identifiability of the within-host and within-vector models. In Section 5, we discuss the practical identifiability of the within-host and within-vector models. Section 6 summarizes our results.

2. Within-host and within-vector models of the Zika virus infection

2.1. Within-host modelling of ZIKV

Within-host models of virus infection are necessary tools to understand the ZIKV-immune system dynamics and how to make that dynamics more favourable for the host. Further, because medications work on within-host level, it is imperative to have good, validated within-host models of ZIKV both for non-pregnant and pregnant hosts so that we can test in silico potential drug candidates. Within-host models of Zika are rare. In [34], the authors adapted a well-studied target cell-limited model to Zika data for non-pregnant monkeys, and in [6] authors study the impact of antiviral medications on within-host dynamics of Zika based on the model used in [34], which after a model selection, is found to be the best for non-pregnant hosts. Best and Perelson [7] use more elaborate models of within-host ZIKV infection, where they incorporate the immune response to viral dynamics. Authors consider IFN$\alpha$ levels or NK cells as a time-dependent parameter in the within-host model with viral dynamics. The significant difference in our modelling approach is that we consider the immune response as a dynamic state variable. Our goal is to develop models, specific to Zika, both for pregnant and non-pregnant hosts, motivated by available data and validate it with experimental data on monkeys, taken from [48].

We begin by modelling the ZIKV infection in non-pregnant hosts. The simplest possible model is a target cell-limited model which describes the dynamics of uninfected target cells $T(t)$, infected target cells $T_i(t)$ and virus $P(t)$. Such models have been extensively studied for HIV and also for WNV and influenza infections [1,17,35,36,40] and recently for ZIKV [6,7,34]. The process of virus infection within cell is modelled by the mass action term $\beta PT$, which states that the rate at which the virus finds a target cell, successfully binds to the surface of the cell and/or enters the target cell, is assumed to be proportional to the product of the numbers of target cells and free virus. The infected (virus-producing) target cells, $T_i$, produce free virus at rate $\pi$ and are cleared at rate $\delta$, that is, the average life span of infected cells is $1/\delta$. Free virus is cleared at rate $c$. We use the target cell-limited model as the first model as in [6,34] to describe the within-host dynamics of ZIKV infection. The model takes the following form,

\[
\text{Within - Host Model (M}_1) : \begin{cases} 
T' = -\beta PT, \\
T'_i = \beta PT - \delta T_i, \\
P' = \pi T_i - cP. 
\end{cases}
\]
The initial viral load and the initial number of target cells are denoted \( P_0 \) and \( T_0 \), respectively. The initial density of infected cells is assumed to be zero, \( T_i(0) = 0 \). For within-host model (1), time series data for the viremia levels are available.

Dudley et al. studied both innate and adaptive immune responses to Zika infections and showed that immune responses limit viral replication in blood, and provide complete protection against ZIKV re-infection [12]. In the data set, NK cell counts are available at 16 time points distributed until 67 days-post-infections (dpi) [48]. Since innate immunity is triggered rapidly and is active while the virus is still present, we augment the baseline target-cell model with an equation for the dynamics of the NK cells. The innate response can impact the virus dynamics in multiple ways, one of which is the NK cells killing infected cells, which we assume dominates the infected cell deaths. Let \( N(t) \) denote the number of NK cells at time \( t \) after infection, then

\[
\begin{align*}
T' &= -\beta PT, \\
T_i' &= \beta PT - \delta T_i N, \\
P' &= \pi T_i - cP, \\
N' &= \frac{\alpha T_i^2 N}{T_i^2 + \gamma} - dN.
\end{align*}
\]

Because we only model activated NK cells due to Zika infection, we do not incorporate an NK-cell source term in within-host model (2) and we model the activation NK cells by a Hill function with coefficient 2. For within-host model (2) time series data of viremia load (\( P \)) and activated NK cell counts (\( N \)) are available.

ZIKV infection in pregnant hosts displays prolonged viremia in comparison to non-pregnant hosts. The virus is able to persist longer in pregnant hosts due to a modified immune response that puts pregnant individuals at higher risk of infectious diseases [46]. Also, ZIKV infects and proliferates in the fetus and then is shed back into the pregnant host [30,48]. Dudley et al. [12] report experiments with ZIKV infections in early (first trimester) and late pregnancy (third trimester) [31], which all resulted in infected fetuses. Since ZIKV infects the fetus, let \( P_f \) denote the viremia level in the fetus, and \( H(t) \) be the number of human placental macrophages called Hofbauer cells within pregnant host at time \( t \). Let \( H_i(t) \) be the number of infected Hofbauer cells, then a within-host model of ZIKV infection of a pregnant host takes the following form:

\[
\begin{align*}
T' &= -\beta PT, \\
T_i' &= \beta PT - \delta T_i N, \\
P' &= \pi T_i + p_f P_f - cP, \\
N' &= \frac{\alpha T_i^2 N}{T_i^2 + \gamma} - dN, \\
H' &= -\beta_f P_f H, \\
H_i' &= \beta_f P_f H - \delta_f H_i, \\
P_f' &= pP + \pi_f H_i - c_f P_f.
\end{align*}
\]

The term \( pP \) models the transition of the Zika virus from the mother to the fetus, the term \( p_f P_f \) models the transition of the Zika virus from the fetus to the mother, and the
term $\pi_f H_t$ models the infected Hofbauer cells producing virions in the fetus. For within-pregnant-host model (3) time series data of viremia load ($P$) and activated NK cell counts ($N$) are available but unfortunately no data are available regarding infection of the fetus.

### 2.2. Within-vector modelling of ZIKV

The population-level dynamics of arboviruses includes at least two species: a vector and a host. The pathogen is transmitted between them. After a blood meal on an infectious host, the vector (a mosquito for ZIKV) can become infected. The infected mosquito becomes infectious when the virus reaches the salivary gland, a process that may take a period of 7–15 days [29]. This period is called extrinsic incubation period and is significant compared to the lifespan of the mosquito in the wild (15–30 days). Mathematical models of population-level disease spread typically include the extrinsic incubation period either by including an exposed class or by including a delay [42,45]. Another approach to modelling the extrinsic incubation period, that we favour here, is by modelling the within-vector dissemination of ZIKV. We consider a model of the within-vector dynamics of ZIKV.

Various articles measure the viral load in the mosquito, typically in the midgut where ZIKV first enters, then in the salivary glands where the virus is ready for transmission to the next host [24,44]. Drawing on these data, we develop a within-vector model given by the time-post-infection of the mosquito. Let $P_m(t)$ be the virus in the midgut, $P_s(t)$ be the virus in the salivary glands, then the within-vector model is given by the following dynamical system:

\[
\text{Within-vector model (M}_4\text{) : } \begin{cases} 
P'_m = r_m P_m (1 - P_m/K_m) - m_t P_m, \\
P'_s = m_t P^2_m B + P^2_m + r_s P_s (1 - P_s/K_s),
\end{cases}
\]

where $r_m$ and $r_s$ are the reproductive rates in the midgut, and the salivary glands, respectively, and $K_m, K_s$ are their respective carrying capacities. The parameter $m_t$ is the dissemination rate of the virus from the midgut to salivary glands. We mimic the delay in the transition of ZIKV from the midgut to the salivary glands with a Hill function with Hill coefficient 2 because incorporating additional compartments eliminates our ability to reliably estimate the parameters from the given data. The Hill function reduces virus input to the salivary glands while $P_m$ is low relative to $B$, so higher $B$ mimics a longer incubation period. Environmental temperature often impacts this incubation period; however, ZIKV seems to establish local transmission only in areas where temperature varies little throughout the year (such as Miami, FL). As a result we neglect variation due to temperature. The dependent variables in the within-host and within-vector models are listed in Table 1. The parameters in the within-host and within-vector models are listed in Table 2.

### 3. Data and parameter estimation

**Within-Host Data:** Experimentalists infected eight monkeys subcutaneously with ZIKV, including non-pregnant (male and female) and pregnant monkeys (infected in the first or third trimester) [12,31] (Data was accessed from zika.labkey.com [48] prior to December 2019. Due to a reorganization of the site, this data is not publicly available at the time of the
Table 1. Definition of the variables in the within-host and within-vector models $M_1$, $M_2$, $M_3$ and $M_4$. vRNA is viral RNA.

| Variable | Meaning | Unit |
|----------|---------|------|
| $T(t)$  | Target cell population | cells/ml |
| $T_i(t)$ | Infected target cell population | cells/ml |
| $P(t)$  | Free Zika virus | vRNA/ml |
| $N(t)$  | Natural Killer cell population | cells/ml |
| $H(t)$  | Hofbauer cell population | cells/ml |
| $H_i(t)$ | Infected Hofbauer cell population | cells/ml |
| $P_f(t)$ | Free Zika virus in fetus | vRNA/ml |
| $P_m(t)$ | Free Zika virus in midgut of mosquito | vRNA/ml |
| $P_s(t)$ | Free Zika virus in salivary glands of mosquito | vRNA/ml |

publication [D. O’Connor, personal communication].) The experiments and the results are described in detail in [12,31]. The monkeys were injected with $1 \times 10^4$ to $1 \times 10^6$ plaque forming units (pfu), estimated amount a mosquito on average would infect a human with after one bite [41]. Zika virus RNA was detected in plasma one day post-infection (dpi) in all animals; viral RNA was also present in saliva, urine and cerebrospinal fluid (CSF), consistent with case reports from infected humans. Viral RNA was cleared from plasma and urine by 21 dpi in non-pregnant animals. In contrast, pregnant animals remained viremic longer, up to 71 days. Experimentalists followed the transient increases in proliferating NK cells, CD8$^+$ T cells, CD4$^+$ T cells and plasmablasts. Neutralizing antibodies were detected in all animals by 21 dpi. The researchers concluded that ‘These data establish that Asian-lineage Zika virus infection of rhesus macaques provides a relevant animal model for studying pathogenesis in pregnant and non-pregnant individuals and evaluating potential interventions against human infection, including during pregnancy’. Without accepting lightly the use of surrogate species [3] in deriving conclusions about human infection, these studies provide data that are invaluable for studying within-host Zika infection and developing mathematical models with and without an immune response.

NK cells (innate immunity), CD8$^+$ T cells and CD4$^+$ T cells (cellular adaptive immunity) were measured by staining peripheral blood mononuclear cells [12]. NK cell counts are available for each day till 10 dpi and then at 14, 17, 21, 28, 64, 67 dpi. The innate immunity is triggered rapidly and the activated NK cells are observed on the day of the inoculation [48]. The adaptive response takes longer to reach high levels, hence the T cells are not observed till 21 dpi and count data are available at 21, 28, 64 and 67 dpi. Authors showed that there are ZIKV-specific T-cell responses in all animals tested. Both the humoral component (B-cells, antibodies) and the cellular component (T-cells) of the adaptive immunity have been found to play a role during ZIKV infections.
**Table 2.** Definition of the parameters in the within-host within-vector models $M_1, M_2, M_3, M_4$.

| Parameter | Meaning | Unit |
|-----------|---------|------|
| $\beta$  | infection rate of the target cells with ZIKV | $ml/vRNA \times day$ |
| $\beta_f$ | infection rate of the Hofbauer cells with ZIKV | $ml/vRNA \times day$ |
| $\delta$ | death rate of infected target cells (for model $M_1$) | $day^{-1}$ |
| $\delta_f$ | death rate of infected Hofbauer cells (for model $M_3$) | $day^{-1}$ |
| $\delta$ | clearance rate of infected target cells by NK cells (for models $M_2, M_3$) | $ml/day \times cells$ |
| $\pi$ | rate infected target cells shedding the ZIKV | $vRNA/cells \times day$ |
| $\pi_f$ | rate infected Hofbauer cells shedding the ZIKV | $vRNA/cells \times day$ |
| $c$ | death rate of the ZIKV | $day^{-1}$ |
| $c_f$ | death rate of the ZIKV in fetus | $day^{-1}$ |
| $\alpha$ | immune response activation rate | $day^{-1}$ |
| $\gamma$ | half saturation constant | $cells^2/day^2$ |
| $d$ | clearance rate of NK cells | $day^{-1}$ |
| $p_f$ | rate at which fetus is passing the ZIKV to mother | $day^{-1}$ |
| $p$ | rate at which mother is passing the ZIKV to fetus | $day^{-1}$ |
| $r_m$ | reproduction rate of the ZIKV in midgut of mosquito | $day^{-1}$ |
| $K_m$ | carrying capacity of ZIKV in midgut of mosquito | $vRNA$ |
| $m_t$ | virus dissemination rate | $day^{-1}$ |
| $B$ | half saturation constant | $vRNA^2$ |
| $r_s$ | reproduction rate of the ZIKV in salivary glands of mosquito | $day^{-1}$ |
| $K_s$ | carrying capacity of ZIKV in salivary glands of mosquito | $vRNA$ |

It has been shown that ZIKV infection in pregnant host displays prolonged viremia level in comparison to non-pregnant host [48]. The virus is able to persist longer in the pregnant host due to modified immune response during pregnancy [46]. ZIKV infects and proliferates in the fetus and then being shed back into the pregnant host. Dudley et al. [12] model ZIKV transmission in early (first trimester in monkey 827577) and late pregnancy (third trimester for monkey 357676) which demonstrated that all maternal infections result in
infected fetuses, and therefore, ZIKV vertical transmission in the rhesus macaque is highly efficient. The average macaque pregnancy is about 160 days long [54].

**Within-Vector Data:** Experimentalists infected eight *Aedes aegypti* mosquitoes by feeding them with an infectious blood meal containing ZIKV [24]. The virus titres of the midgut and salivary glands of each mosquito were obtained each day until 7 dpi and on 10 and 14 dpi. Authors report that ZIKV was found in the salivary glands of some of the mosquitoes by 5 dpi, and by 10 dpi, all mosquitoes were infective.

### 3.1. *P* parameter estimation

Without loss of generality, we will represent the within-host and within-vector models of ZIKV (1), (2), (3) and (4) in the following compact form:

\[
\frac{dx}{dt} = f(x(t), p) \quad x(0) = x_0
\]  

where \( x(t) \) denotes the state variables of the within-host and within-vector models, and the vector \( p \) denotes the parameters of the corresponding model. The observations, given by the output function \( g(x(t), p) \) are the viremia level and activated NK cell counts for the host, or viremia in the midgut and viremia in the salivary glands for the vector. The observations \( \{y_i\}_{i=1}^n \) are obtained at discrete time points \( t_1, t_2, \ldots, t_n \). We then define the statistical model by [2],

\[
y_i = g(x(t_i), \hat{p}) + E_i
\]  

where \( \hat{p} \) denotes the true parameters that generate the observations \( \{y_i\}_{i=1}^n \) and \( E_i \) are the random variables that represent the observation or measurement error which cause the observations not fall exactly on the points \( g(x(t_i), \hat{p}) \) of the smooth path \( g(x(t), \hat{p}) \). In a general setting, the measurements errors are assumed to have the following form:

\[
E_i = g(x(t_i), \hat{p})^\xi \epsilon_i
\]  

where \( \xi \geq 0 \) and \( \epsilon_i \) are independent and identically distributed with mean zero and constant variance \( \sigma_0^2 \). The random variables \( y_i \) have mean \( \mathbb{E}(y_i) = g(x(t_i), \hat{p}) \) and variances \( \text{Var}(y_i) = g(x(t_i), \hat{p})^2 \sigma_0^2 \). Varying \( \xi \) allows for varying error scales in the measurements.

For the parameter estimation problem, we suppose that the within-host and within-vector models of ZIKV are exactly described by the deterministic models (1), (2), (3) and (4), that is there is no modelling error and the expected value of the random variables \( \epsilon_i \) is zero, hence \( \mathbb{E}(\epsilon_i) = 0 \). The parameter estimation in terms of likelihood approach can be stated as, finding the parameter set \( p \) that maximizes the likelihood of observing the given data. Maximum likelihood is a general approach for estimating model parameters. Let likelihood, that is the probability of observing the data given the model parameters, be denoted by \( L(y|p) \), then

\[
\hat{p} = \arg\max_p L(y|p).
\]  

We set \( \xi = 0 \) in the statistical model (6)–(7), then the observed data \( y_i \) have normal distribution with mean \( g(x(t_i), \hat{p}) \) and constant variance \( \sigma_0^2 \). In this case, the maximum
Table 3. Fitting results $SM_1, SM_2, SM_3, M_4$.

| Parameter | $SM_1$ (393422) | $SM_1$ (912116) | Unit |
|-----------|-----------------|-----------------|------|
| $\beta$   | 0.0008          | 0.000008        | $ml$ |
| $\delta$  | 3.1675          | 1.5197          | $day^{-1}$ |
| $c$       | 0.3192          | 1.5196          | $day^{-1}$ |
| Parameter | $SM_2$ (181856) | $SM_2$ (393422) | $ml$ |
| $\beta$   | 0.0002          | 0.0006          | |
| $\delta$  | 0.0658          | 0.1483          | $day \times cells$ |
| $c$       | 1.8875          | 0.2156          | $day^{-1}$ |
| $\alpha$  | 0.1320          | 0.2365          | $day^{-1}$ |
| $\gamma$  | 48.9525         | $1.7 \times 10^{-10}$ | $day^2$ |
| $d$       | 0.0126          | 0.0277          | $day^{-1}$ |

| Parameter | $SM_3$ (827577) | Unit |
|-----------|-----------------|------|
| $\beta$   | $5.05 \times 10^{-6}$ | $ml$ |
| $\delta$  | 0.0426          | $day \times cells$ |
| $c$       | 19.8990         | $day^{-1}$ |
| $\alpha$  | 0.4851          | $day^{-1}$ |
| $\gamma$  | $1.4772 \times 10^5$ | $day^{-2}$ |
| $d$       | 0.2794          | $day^{-1}$ |
| $\beta_f$ | $7.06 \times 10^{-6}$ | $day^{-1}$ |
| $\beta$   | 0.0563          | $day^{-1}$ |
| $\gamma_t$| 0.0220          | $day^{-1}$ |

The likelihood estimate is equivalent to least square estimate, that is

$$\hat{p} = \min_p \sum_{i=1}^{n} (y_i - g(x(t_i), p))^2.$$  (9)

A parameter estimation problem (8) or (9) is an ill-posed problem, hence there might not be a unique solution; there might exist infinitely many solutions; or the parameter estimates might be very sensitive to the measurement noise. We study whether the within-host and within-vector models are structured to reveal their parameters in the following section (Section 4). We then fit the scaled models which are structured to reveal their parameters from the observed data. We present the parameter estimates of within-host and within-vector models in Tables 3 and 4 respectively. We fit the scaled within-host model, $SM_1$, (13) to two sets of viremia data; the free virus in male monkey 393422 and male monkey 912116. The model predictions are plotted in Figure 1 (a) and (b). To be able to estimate the parameters of the within-host model (13) from viremia levels in 393422, we had to eliminate the outlier in the data on 6 dpi. Further, we fit the scaled within-host model, $SM_2$, (14) to viral load and NK cell count of male monkey 393422 obtained from [48]. In this fit, we were able to fit the viremia data with the outlier. The fit is shown in Figure 1 (c) and (d). We also fit the scaled model (14) to viral load and NK cell count of female non-pregnant monkey 181856 obtained from [48]. The fit is shown in Figure 1 (e) and (f). Finally, we fit the scaled within-pregnant-host model $SM_3$, (15) to viral load and NK cell count of female pregnant
Table 4. Fitting Results $M_4$.

| Parameter | $M_4$ | Unit     |
|-----------|-------|----------|
| $r_m$     | 1.26  | day$^{-1}$|
| $K_m$     | 4.33 x 10^5 | vRNA     |
| $m_t$     | 0.11  | day$^{-1}$|
| $B$       | 1.95 x 10^4 | vRNA^2   |
| $r_s$     | 1.77  | day$^{-1}$|
| $K_s$     | 6.84 x 10^6 | vRNA     |

monkey 827577 obtained from [48]. The fit is shown in Figure 1 (g) and (h). Separately we fit model (4) to the free virus in the midgut and the salivary glands of a mosquito [24]. The fit is given in Figure 2. The estimated values of the parameters from the fittings of the within-host models are shown in Table 3. As it is presented in Table 3, the estimated parameters of SM1 and SM2 are within at most 3 magnitudes order of each other with the exception of $\tilde{\gamma}$. The estimated values of the parameters of the within-vector model are given in Table 4.

4. Structural identifiability analysis of within-host and within-vector models of Zika infection

Structural identifiability analysis examines whether the model parameters can be uniquely determined from the output function $g(x(t), p)$, under ideal conditions such as noise-free data and error-free model. If the within-host model reveals all its parameters uniquely from the given output function, then the model (or its parameters) is said to be structurally (globally) identifiable. Structural identifiability analysis can be done without the actual experimental data, hence it is also called the prior identifiability analysis. When real data with noise is used to estimate the model parameters, a model which is structurally identifiable, might be unidentifiable in practice. It is crucial to check both structural and practical identifiability analysis of within-host and within-vector models before validating them with experimental data and using them for further insight. The definition of the structural identifiability is given as [27].

**Definition 1:** A parameter set $p$ is called **structurally globally (or uniquely) identifiable** if for every $q$ in the parameter space, the equation

$$g(x(t), p) = g(x(t), q) \implies p = q.$$  

That is any distinct parameter set yields different observations and hence the corresponding noise-free data are as well distinct.

**Definition 2:** Let $\mathcal{N}(p)$ denote the neighbourhood of the parameter $p$, then $p$ is called **structurally locally identifiable** if for every $q$ in the parameter space, the equation

$$g(x(t), p) = g(x(t), q) \quad \text{and} \quad q \in \mathcal{N}(p) \implies p = q.$$  

There are many mathematical methods to study the structural identifiability of dynamic system ODE models. Some of these methods are differential algebra approach, Taylor
Figure 1. $SM_1$, $SM_2$, and $SM_3$ model predictions for the estimated parameters given in Table 3 and the data used in the fitting.
series approach, generating series approach and a method based on the Implicit Function Theorem \[5,13,25,27,37\]. For details about these methods, we refer the reader to the good reviews written on the topic \[11,27\]. In this study, we use differential algebra approach to study the structural identifiability. We will briefly summarize the differential algebra approach here, but for more details reader is referred to \[5,27\]. The first step in differential algebra approach is to find the input–output equations of the system (5), which is obtained by reducing the system to its characteristic set via Ritt’s algorithm. The characteristic set of a dynamical system is not unique and it depends on the chosen ranking of the state variables. However, the coefficients of the input–output equation(s) can be fixed uniquely by normalizing the equation(s) to make them monic. The input–output equation(s) can also be obtained by eliminating the unobserved state variables. For instance, the observed state \( P \) of the model (1) satisfies the following differential algebraic equation, which we obtained by eliminating the unobservable state variables, \( T \) and \( T_i \).

\[
P''''P - P'''P' - \delta c P'P - (\delta + c)(P')^2 + \beta P''P^2 + \beta \delta c P^3
+ \beta (\delta + c) P'P^2 + \delta c P'P + (\delta + c)P'''P = 0
\]

(10)

The input–output equation is a differential algebraic equation of the output, which in this case is the viremia level in plasma, \( P(t) \) and its derivatives, with coefficients being the parameters of the model. The within-host model (1) is said to be structurally identifiable if the map from the parameter space to the coefficients of the input–output equation is injective \[13\]. Thus the definition of the structural identifiability becomes

**Definition 3:** The dynamical model is structurally globally identifiable if and only if

\[ c(p) = c(q) \implies p = q \]

where \( c(p) \) are the coefficients of the normalized input–output equation.
Suppose there exists a parameter set \( q = [\hat{\beta}, \hat{\delta}, \hat{\pi}, \hat{c}] \) which produced the same observed state \( P \). Then, equalling the coefficients of the differential algebraic equation (10), we obtain

\[
\beta = \hat{\beta}, \quad \delta c = \hat{\delta} \hat{c}, \quad \delta + c = \hat{\delta} + \hat{c} \tag{11}
\]

Solving the nonlinear equation system (11), results in two sets of solutions,

\[
\beta = \hat{\beta}, \quad \delta = \hat{\delta}, \quad c = \hat{c} \quad \text{or} \quad \beta = \hat{\beta}, \quad \delta = \hat{\delta}, \quad c = \hat{c}.
\]

Hence, the model parameters \( \delta \) and \( c \) are only locally identifiable from viral load observations. On the other hand, the parameter \( \pi \) does not appear in the input-output equation (10). Hence it is not identifiable. This could also be seen by scaling the unobserved state variables by \( \sigma \): \( x = \sigma T, \ y = \sigma T_i, \ z = V \). We obtain

\[
\text{Within infected host model : } \begin{cases}
x' = -\beta zx, \\
y' = \beta zx - \delta y, \\
z' = \hat{\pi} y - cz,
\end{cases} \tag{12}
\]

Thus \((T, T_i, P)\) solves the system (1) and \((\sigma T, \sigma T_i, P)\) solves the system (12) where \( \hat{\pi} = \frac{\pi}{\sigma} \). Hence, \( \pi \) is not identifiable from the viral load observations. Thus we have proven the following proposition:

**Proposition 1:** The within-host model (1) is not structurally identifiable from the viremia observations. Only the parameter \( \beta \) is structurally identifiable, parameters \( \delta \) and \( c \) are only locally structurally identifiable and the parameter \( \pi \) is not identifiable from the viremia observations.

Both the structural and practical identifiability of the target cell-limited model (1) have been studied extensively [28,40]. In summary, the model parameters \( \delta \) and \( c \) are only locally identifiable from viral load observations, while the parameter \( \pi \) is not identifiable. Since, (1) is not structurally identifiable, we scale the unobserved state variables, target cells and infected target cell with the unidentifiable parameter, \( \pi \) to obtain a structurally identifiable model,

\[
\text{Scaled within-host Model (SM1) : } \begin{cases}
\hat{T}' = -\beta P \hat{T}, \\
\hat{T}_i' = \beta P \hat{T} - \delta \hat{T}_i, \\
\hat{P}' = \hat{T}_i - c \hat{P},
\end{cases} \tag{13}
\]

where \( \hat{T} = \pi T \) and \( \hat{T}_i = \pi T_i \). The scaled within-host model (13) is locally identifiable. In this model, \( \pi \) essentially has value 1 and similar investigations as before show that \( \delta \) and \( c \) are locally identifiable.

Next, we study the structural identifiability of the within-host model (2). Even though data for two state variables are available, model (2) is not identifiable.

**Proposition 2:** The within-host model (2) is not structurally identifiable from the viremia observations and activated NK cell counts. Only the parameters \( \beta, \delta, c, \alpha \) and \( d \) are identifiable. The parameters \( \pi \) and \( \gamma \) are not identifiable, but the parameter combination \( \pi^2 \gamma \) is identifiable from the observations of viremia load and activated NK cell counts.
**Proof:** We obtain the input–output equations using the software package Differential Algebra for Identifiability of Systems (DAISY) [5]. DAISY gives the differential algebraic equations for the observed state variables $P$ and $N$ which are presented in Appendix. Solving

$$c(p) = c(q)$$

where $p = [\beta, \delta, \pi, c, \alpha, \gamma, d]$ and $q = [\hat{\beta}, \hat{\delta}, \hat{\pi}, \hat{c}, \hat{\alpha}, \hat{\gamma}, \hat{d}]$ we obtain,

$$\beta = \hat{\beta}, \quad \delta = \hat{\delta}, \quad \pi^2\gamma = \hat{\pi}^2\hat{\gamma}, \quad c = \hat{c}, \quad \alpha = \hat{\alpha}, \quad d = \hat{d}$$

We scale the unobserved state variables, target cells and infected target cells with the unidentifiable parameter, $\pi$ by $\hat{T} = \pi T$ and $\hat{T}_i = \pi T_i$ and obtain the following scaled model of (2)

$$\begin{align*}
\dot{\hat{T}} &= -\beta P \hat{T}, \\
\dot{\hat{T}}_i &= \beta P \hat{T} - \delta \hat{T}_i N, \\
\dot{P}' &= \hat{\hat{T}}_i - cP, \\
\dot{N}' &= \frac{\alpha \hat{T}_i^2 N}{\hat{T}_i^2 + \hat{\gamma}} - dN,
\end{align*}$$

where $\hat{\gamma} = \pi^2\gamma$. The scaled within-host model (14) is structurally identifiable because the parameter $\hat{\gamma}$ is identifiable and the remaining parameters are identifiable.

Next, we study the structural identifiability of within pregnant host model, $M_3$. However, obtaining an input–output equation for the observed state variable $P$ and $N$ for model $M_3$ using DAISY was computationally expensive. Therefore, we use the Identifiability Analysis package in MATHEMATICA to test for the local identifiability of the within pregnant host model $M_3$. For detailed information on Identifiability Analysis package in MATHEMATICA, we refer to [20]. The Identifiability Analysis package gives that the parameters $\beta_f, \delta, \gamma, \pi, p_f, \pi_f, p$ of the within pregnant host model $M_3$ cannot be identified from the viremia observations and activated NK cell counts. To obtain a model whose parameters are identifiable, we scale the unobserved state variables as $\hat{T} = \pi T$, $\hat{T}_i = \pi T_i$, $\hat{H} = \pi_j H$, $\hat{H}_i = \pi_j H_i$ and $\hat{P}_f = p_f P_f$ and get

$$\begin{align*}
\dot{\hat{T}} &= -\beta P \hat{T}, \\
\dot{\hat{T}}_i &= \beta P \hat{T} - \delta \hat{T}_i N, \\
\dot{P}' &= \hat{\hat{T}}_i + \hat{P}_f - cP, \\
\dot{N}' &= \frac{\alpha \hat{T}_i^2 N}{\hat{T}_i^2 + \hat{\gamma}} - dN, \\
\dot{\hat{H}} &= -\beta_f \hat{P}_f \hat{H}, \\
\dot{\hat{H}}_i &= \beta_f \hat{P}_f \hat{H} - \delta_f \hat{H}_i, \\
\dot{\hat{P}}_f &= \hat{\hat{P}} + \hat{H}_i - c_f \hat{P}_f,
\end{align*}$$

Scaled Within Pregnant Host Model (SM$_3$) :
where \( \hat{\gamma} = \pi^2 \gamma, \hat{p} = pp_f, \hat{\beta_f} = \frac{\beta_f}{p_f} \). The Identifiability Analysis package gives that the scaled model SM3 is locally identifiable.

Finally, we test the identifiability of the within-vector model. When composing the model, we were very careful with the number of classes and we included only as many classes as data sets. We expect that would improve the structural identifiability of the model. Indeed the next proposition states that the within-vector model is structurally identifiable.

**Proposition 3:** The within-vector model (4) is structurally identifiable from the viremia observations in the midgut and salivary glands.

**Proof:** The following differential algebraic equations for the observed state variables \( P_m \) and \( P_s \) can be easily obtained from (4),

\[
P'_m + P_m^2 \frac{r_m}{K_m} + P_m (m_t - r_m) = 0 \tag{16}
\]

and

\[
P'_s P_m^2 + BP'_s + \frac{r_s}{K_s} P_s^2 - r_s P_m P_s - m_t P_m^2 + \frac{Br_s}{K_s} P_s^2 - Br_s P_s = 0 \tag{17}
\]

Solving \( c(p) = c(q) \) where \( p = [r_m, K_m, m_t, B, r_s, K_s] \) and \( q = [\hat{r}_m, \hat{K}_m, \hat{m}_t, \hat{B}, \hat{r}_s, \hat{K}_s] \) we obtain the following solution,

\[
r_m = \hat{r}_m, \quad K_m = \hat{K}_m, \quad m_t = \hat{m}_t, \quad B = \hat{B}, \quad r_s = \hat{r}_s, \quad K_s = \hat{K}_s
\]

**5. Practical identifiability analysis of within-host and within-vector models of Zika infection**

We first perform global sensitivity analysis by using Latin hypercube sampling (LHS) method to determine the key factors that affect the peak Zika viral load [26]. Banarjee et al. determined the range of biological parameters of within-host mathematical models of WNV which describe viral replication, spread and host immune response in wild-type and immunocompromised mice [1]. The viral production rate, \( \pi \), of flavivirus is low, ranges between \([0.3, 120]\) [1], compared to HIV, which is estimated as \(3.26 \times 10^4\) [19]. To perform the global sensitivity analysis, the parameters of the model (2) are sampled randomly using uniform distribution whose range is given in [1]. The sample size is set to 1000. Partial rank correlation coefficients (PRCC) [26] and their \( p \)-values are given in Figure 3. PRCC results show that Zika viral load and NK cell count are most sensitive to \( d \), clearance rate of the NK cells and \( \alpha \) – immune response activation rate. As seen from Figure 3, the infectious rate of susceptible target cells also has significant impact on the output \( (p-value < 0.05) \). On the other hand, peak viral load is not very sensitive to initial viral load or initial number of target cell. Insensitivity of the viremia level of the infected host to the initial viral load has also been established previously [1,40]. Sensitivity analysis of model (2) based on LHS shows that only the parameters \( \alpha \) and \( d \) have PRCC values greater than 0.5 or less than
−0.5 for both viral load and NK cell counts (see Figure 3 (a) and (c)). On the other hand, Zika viral load and NK cell counts are not sensitive to $\gamma$, $\pi$, $P_0$ or $T_0$.

To further analyse the identifiability of the models, we perform Monte Carlo simulations which have been widely used for practical identifiability of ODE models [27,43]. We generate 1000 synthetic datasets using the true parameter set $\hat{p}$ and adding noise at increasing levels. The true parameter set $\hat{p}$ for each model is obtained through the fitting to the data [48] and is as given in Table 3 and Table 4. We outline the Monte Carlo simulations in the following steps.

(1) Solve the within-host and within-vector models, SM₁, SM₂, SM₃, and M₄ numerically with the true parameters $\hat{p}$ and obtain the output vector $g(x(t), \hat{p})$ at the discrete data time points $\{t_i\}_{i=1}^{n}$

(2) Generate $M = 1000$ data sets from the statistical model (6) with a given measurement error. Data sets are drawn from a normal distribution whose mean is the output vector obtained in step (1) and standard deviation is the $\sigma_0\%$ of the mean. That is, we set
\( \xi = 1 \) in the error structure given in (6)

\[
y_i = g(x(t_i), \hat{p}) + g(x(t_i), \hat{p})\epsilon_i \quad i = 1, 2, \ldots, n.
\]

Hence, the random variables \( y_i \) have mean \( \mathbb{E}(y_i) = g(x(t_i), \hat{p}) \) and variances \( \text{Var}(y_i) = g(x(t_i), \hat{p})^2 \sigma_0^2 \).

(3) Fit the model \( x' = f(x, t, p), x(0) = x_0 \) to each of the \( M \) simulated data sets to estimate the parameter set \( p_j \) for \( j = 1, 2, \ldots, M \). That is

\[
p_j = \min_{p} \sum_{i=1}^{n} (y_i - g(x(t_i), p))^2, \quad j = 1, 2, \ldots, M.
\]

(4) Calculate the average relative estimation error for each parameter in the set \( p \) by

\[
\text{ARE}(p^{(k)}) = 100\% \frac{1}{M} \sum_{j=1}^{M} \left| \hat{p}^{(k)} - p^{(k)}_j \right| \frac{p^{(k)}}{\hat{p}^{(k)}}
\]

where \( p^{(k)} \) is the \( k^{th} \) parameter in the set \( p \), \( \hat{p}^{(k)} \) is the \( k^{th} \) parameter in the true parameter set \( \hat{p} \), and \( p^{(k)}_j \) is the \( k^{th} \) parameter in the set \( p_j \).

(5) Repeat steps 1 through 5 with increasing level of noise, that is take \( \sigma_0 = 0, 1, 5, 10, 20, 30\% \).

We perform Monte Carlo simulations by generating 1000 random data sets for each measurement error level, and fitting each data set to the within-host or within-vector model. We then compute the average relative estimation errors (ARE) for each parameter in the model. AREs give us insight about how much the estimated parameters are sensitive to the noise in the data. When \( \sigma_0 = 0 \), that is when there is no noise in the data, the AREs of the estimated parameters of a structurally (globally) identifiable model should be 0 or very close to 0. As the noise level in the data increases, the AREs of the model parameters increase as well. If a parameter is not practically identifiable, then the AREs of that parameter will be significantly high even for a reasonable level of measurement error. Some of the parameters will be very sensitive to the noise in the data, and increasing the measurement errors will result in significantly higher AREs. In this case, we claim that the parameter is practically unidentifiable. If the AREs of the parameter are lower than the measurement error \( \sigma_0 \) or higher at least a couple of times, then we say that the parameter is practically identifiable.

Monte Carlo simulations that compute AREs give a local identifiability result. Looking at Table 5 and AREs of scaled model SM1, we see that the AREs of the estimated parameters of SM1 from the monkey 393422 are smaller than the measurement error \( \sigma_0 \). That is we conclude that parameters of SM1 are practically identifiable. As for the second data set (monkey 912116), we see that not all the AREs are less than the measurement error \( \sigma_0 \) (see AREs of parameters \( \delta \) and \( c \)). But AREs are controlled and we still conclude that the scaled target limited cell model is practically identifiable. Next, consider the practical identifiability of scaled within-host model (14). Looking at Table 6 and Table 7 we see that with the exception of \( \tilde{\gamma} \) all other parameters have AREs smaller than the measurement error \( \sigma_0 \), or AREs are slightly higher but we can still conclude that the parameters \( \beta, \delta, c, \alpha \) and
Table 5. AREs and practical identifiability of model (13).

|            | SM1 Monkey 393422 |                     | SM1 Monkey 912116 |                     |
|------------|-------------------|---------------------|-------------------|---------------------|
|            | σ₀ β δ c          | σ₀ β δ c            |                   |                     |
| 0%         | 0.0% 0.0% 0.0%    | 0% 0.0% 0.0%        | 0% 0.0% 0.0%      |                     |
| 1%         | 0.2% 0.8% 0.7%    | 0.2% 0.7% 0.6%      | 1% 0.2% 0.1%      | 5.1% 5.9%           |
| 5%         | 1.1% 3.9% 3.7%    | 1.1% 3.4% 3.7%      | 5% 1.1% 11.3%     | 14.4% 17.7%         |
| 10%        | 2.2% 7.8% 7.6%    | 2.2% 7.8% 7.6%      | 10% 3.6% 14.2%    | 17.7% 14.4%         |
| 20%        | 4.6% 16.0% 15.9%  | 4.6% 16.0% 15.9%    | 20% 7.4% 20.6%    | 20.1% 20.1%         |

Table 6. AREs and practical identifiability of model (14).

|            | SM2 Monkey 393422 |                     |                   |                     |
|------------|-------------------|---------------------|-------------------|---------------------|
|            | σ₀ β δ c α ˜γ d   | σ₀ β δ c α ˜γ d     |                   |                     |
| 0%         | 0.0% 0.0% 0.0%    | 0.0% 0.0% 0.0%      | 0.0% 0.0% 0.0%    | 0.0% 0.0%           |
| 1%         | 0.2% 0.5% 0.7%    | 0.2% 0.7% 0.6%      | 1% 0.2% 12.1%     | 0.6% 3.7%           |
| 5%         | 1.1% 2.8% 3.5%    | 1.1% 2.8% 3.5%      | 5% 1.1% 243.9%    | 3.7% 3.7%           |
| 10%        | 2.2% 5.8% 7.1%    | 2.2% 5.8% 7.1%      | 10% 4.9% 958.2%   | 3.7% 7.4%           |
| 20%        | 4.6% 11.75% 14.4% | 4.6% 11.75% 14.4%   | 20% 9.8% 1.4 x 10⁴%| 14.7% 14.7%         |

Table 7. AREs and practical identifiability of model (14).

|            | SM2 Monkey 181856 |                     |                   |                     |
|------------|-------------------|---------------------|-------------------|---------------------|
|            | σ₀ β δ c α ˜γ d   | σ₀ β δ c α ˜γ d     |                   |                     |
| 0%         | 0.0% 0.0% 0.0%    | 0.0% 0.0% 0.0%      | 0.0% 0.0%         | 0.0% 0.0%           |
| 1%         | 2.6% 1.9% 2.2%    | 2.6% 1.9% 2.2%      | 1% 0.7% 57.4%     | 0.6% 3.2%           |
| 5%         | 10.4% 12.9% 12.8% | 10.4% 12.9% 12.8%   | 5% 3.7% 958.2%    | 3.2% 6.5%           |
| 10%        | 16.2% 19.8% 20.3% | 16.2% 19.8% 20.3%   | 10% 6.7% 958.2%   | 6.5% 6.5%           |
| 20%        | 23.0% 25.1% 28.6% | 23.0% 25.1% 28.6%   | 20% 13.3% 9.6 x 10⁶%| 12.5% 12.5%         |

d are practically identifiable. However, the AREs of ˜γ are so high that we conclude that ˜γ is not practically identifiable. Actually, this phenomenon is observed quite often: when we ‘fold in’ a structurally unidentifiable parameter into a structurally identifiable parameter, then this structurally identifiable parameter that embeds an unidentifiable parameter fails to be practically identifiable, as is the case with ˜γ. Finally from the within-host models, we performed the Monte Carlo simulations for the scaled model (15). Even though the scaled model (15) is structurally identifiable, not surprisingly, without data on the fetus, the fetus-related parameters ˜β f, δ f, ˜p and ˜cf are not practically identifiable (see Table 8). In addition, as in model (14) we have that ˜γ is not practically identifiable. The AREs for d are such that they leave the question of practical identifiability of d somewhat of an open question. The lack of practical identifiability of pretty much all parameters of the within-vector model was somewhat of a surprise (see Table 9). We believe that this result is due to the low quality of the data which are positioned so that do not define well the carrying capacity or the initial growth rate in either compartment. Although other data sets exit in the literature, they are in principle smaller with fewer data points and do not give expectation of better results.
Table 8. AREs and practical identifiability of model (15).

| SM3 Pregnant Monkey 827577 Infected During First Trimester |
|------------------------------------------------------------|
| $\sigma_0$ | $\beta$ % | $\delta$ % | $c$ % | $\bar{\alpha}$ % | $\bar{\gamma}$ % | $d$ % | $\hat{p}$ % | $\hat{\delta}$ % | $\hat{\beta}$ % | $\sigma$ % |
| 0% | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.2 | 8.8 | 0.0 | 0.0 |
| 1% | 0.7 | 0.7 | 0.8 | 1.9 | 8.6 | 3 | 23.5 | 29.7 | 2.1 | 3.9 |
| 5% | 3.7 | 2.7 | 5 | 10.4 | 41.5 | 15.9 | 86.3 | 66.8 | 24.1 | 28.1 |
| 10% | 7.7 | 5.3 | 10.4 | 18.9 | 1541.1 | 27.8 | 22661.8 | 7280.7 | 928.5 | 33748.3 |
| 20% | 16.9 | 10.9 | 22.5 | 35.6 | 241.9 | 50.2 | 246.4 | 218.4 | 157.4 | 496 |

Table 9. AREs and practical identifiability of model (4).

| $M_4$ |
|-------|
| $\sigma_0$ | $r_m$ | $K_m$ | $m_c$ | $B$ | $r_s$ | $K_s$ |
| 0% | 0.0% | 0.0% | 0.0% | 0.0 | 0.0% | 0.0% |
| 1% | 2.2% | 6.2% | 19.4% | 112.8% | 1.9% | 11.9% |
| 5% | 13.7% | 38.8% | 125.4% | 160.7% | 10.2% | 69.4% |
| 10% | 657.8% | 7.2 $\times$ 10^3% | 7.4 $\times$ 10^5% | 4.8 $\times$ 10^3% | 20.1% | 1.8 $\times$ 10^5% |
| 20% | 2.9 $\times$ 10^4% | 3.7 $\times$ 10^5% | 2.2 $\times$ 10^6% | 7.8 $\times$ 10^6% | 38.6% | 3.4 $\times$ 10^6% |

5.1. Simulations with patient data and anti-viral therapy

Medications work on the within-host level, we would like to assess their impact using structurally and practically identifiable model (SM1). In the context of Zika, as of yet, CDC states ‘There is no specific medicine or vaccine for Zika virus’ [55]. The main effort in developing Zika medications seems to be directed at repurposing of existing medications [10,47]. Several articles review currently promising medications, as well as their parameters and effect on Zika virus [39]. From the perspective of our models here, viral medications have two mechanisms of action: (a) preventing the virus from entering target cells, (b) preventing the infected target cells from producing new viable viral particles [4,6]. We incorporate both antiviral mechanisms in our within-host model and can ‘turn off’ either one, depending on the specific medication. To understand the impact of anti-viral therapy, we estimated the model parameters using patient data from [15]. The initial viral load of a female patient is detected 4 days after the onset of symptoms, and viral load at 7, 9, 12, 16 and 25 days after the symptoms onset is presented in Table 1 in [15]. The mean incubation period, time from ZIKV exposure to symptoms, is estimated to be 6.8 days, with 95% confidence interval being 5.8–7.8 days [14].

Within-host Model (SM1) with anti-viral efficacy:

\[
\begin{align*}
\hat{T}' & = -\beta (1-e_1) \hat{P} \hat{T}, \\
\hat{T}_i' & = \beta (1-e_1) \hat{P} \hat{T} - e \hat{T}_i, \\
P' & = (1-e_2) \hat{T}_i - c \hat{P},
\end{align*}
\]

Numerical simulations suggest that anti-virals inhibiting the ZIKV from entering/binding to target cells produce smaller therapeutic effect compared to anti-virals inhibiting infected cells producing viral particles (see Figure 4). Viral replication inhibiting antivirals are effective in reducing the viral load in an infected patient at 90% efficacy, on the other hand anti-virals inhibiting viral entry are not lowering the viral loads significantly even at 99%
Figure 4. Efficacy of Zika anti-viral therapy: top figure presents the efficacy of antivirals inhibiting the ZIKV from entering/binding to target cells ($e_2 = 0$). Efficacy $e_1 = 0\%$ is the model fitting to the female patient data [15]; 180, 270, 120, 160, 560, 0, copies of VRNA per ml has been observed at 11, 14, 16, 19, 23 and 32 dpi. Bottom figure presents the efficacy of antivirals inhibiting the infected cells from replicating viral particles ($e_1 = 0$). Efficacy $e_2 = 0\%$ is the model fitting to the patient data.

efficacy. In addition, Figure 4 suggests that antiviral inhibiting ZIKV from entering cells have the impact of postponing peak and increasing the time of infection. In contrast, medications that decrease the number of viral particle produced decrease the viral peak as well as the duration of infection.
6. Discussion

In this paper, we consider three within-host models for ZIKV and one within-vector model for ZIKV. The within-host models include a target cell-limited model as $M_1$, often used and studied in the literature, the target cell limited model complemented with a class for the NK cells, as model $M_2$. The addition of the NK cells was motivated by the availability of NK cells data. We further considered a model of within-host and with-fetus viral dynamics for pregnant hosts. Although many pathogens infect the fetus, the dynamics in the fetus has rarely been considered. The within-host-within-fetus model is model $M_3$. The within-vector model describes the dynamics of ZIKV within the midgut and the salivary glands, motivated by the data that are typically collected within-vector. This model is model $M_4$.

We study the structural identifiability of the models relative to data obtained from [48]. For model $M_1$, we use data for the viremia. For model $M_2$ and $M_3$, we use data for the viremia and the NK-cell counts. We show that none of the within-host models is structurally identifiable as originally composed. After scaling out the non-identifiable parameters, the scaled within-host models are locally structurally identifiable. This is somewhat surprising for model $M_3$ as we do not use data for the fetus. We also find that the within-vector model is structurally identifiable.

We further perform global sensitivity analysis of model $M_2$ by using Latin hypercube sampling (LHS) method to determine the key factors that affect the Zika viral load on the peak viremia day. PRCC results show that Zika viral load and NK-cell count are most sensitive to $d$, clearance rate of the NK cells and $\alpha$-immune response activation rate. On the other hand, Zika viral load on the peak viremia day is not very sensitive to initial viral load or initial number of target cells. Other parameters to which Zika viral load and NK-cell counts are not sensitive to are $\gamma$ – half saturation constant and $\pi$ – the number of viral particles shedded by an infected target cell.

Finally we perform Monte Carlo simulations to determine the practical identifiability of the parameters of the models. We first fit each of the scaled within-host models to the data and determine the ‘true parameters’. The true parameters are valuable because they would allow any future numerical explorations with the models. With regard to practical identifiability, our results show that the scaled target cell limited model, the scaled $M_1$, has all its parameter practically identifiable. This result is confirmed with two different data sets which suggests that it is robust. Most parameters of the scaled model $M_2$ are practically identifiable, except the composite parameter $\tilde{\gamma}$ which embeds the structurally unidentifiable parameter $\gamma$. This result is also confirmed with two data sets and it is robust. Among the within-host models, the scaled model $M_3$ has most parameters that are not practically identifiable. First, all parameters related to the fetus are not practically identifiable. We conclude that such within-host-within-fetus models cannot be properly parametrized without data from the fetus. Scaled model $M_3$ also has the composite parameter $\tilde{\gamma}$ as not practically identifiable. The remaining parameters are practically identifiable but this is about half of the parameters of the model.

A surprising outcome of the Monte Carlo simulations was that none of the parameters of the within-vector model was clearly practically identifiable. We surmise that the most likely reason for this lack of practical identifiability is the quality of the data which do not delineate well the carrying capacities or the initial growth rates. Although other data sets in
the literature exist, we believe the one we are working with is one of the best that currently exist.

Finally we studied the impact of potential Zika medications on the Zika viral load in a female patient. The initial recorded viral load is 4 days post symptoms appearance. Fitting to these data, after assuming that data given start 7 days past exposure, we found the peak viral load to be somewhat smaller than that in monkeys. Further Zika medications that disrupt the entry of the virus into the target cells have the impact of both delaying the peak viral load (symptoms) and reducing the peak. Medications that decrease the number of new viral particles produced by infected cell only reduce the peak of the viral load. Medications reducing the number of particles produced are much more impactful, reducing significantly the viral load even at 50% efficacy compared to medications reducing entrance of the virus into target cells which need 90% efficacy to show results.

In summary, creating structurally identifiable models for data sets that could be collected is possible and imperative to do as a minimal requirement to the models we work with. Practical identifiability, however, is a lot harder to achieve. One step in that direction is fixing parameters to which the output is not sensitive, such as $\gamma$ and $\pi$ in our models, to some sensible values obtained from additional biological information. That would improve the practical identifiability of the models.
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Appendix

For the identifiability analysis of the within-host model (2), DAISY produces the following differential-algebraic equations:

\[(P')^2 N' + (d - \alpha)(P')^2 N + 2cP'N'P + 2c(d - \alpha)P'PN + c^2 P^2 N' + \pi^2 \gamma N' + c^2(d - \alpha)P^2 N + \pi^2 \gamma dN = 0\]  \hspace{1cm} (A1)

and

\[P'''(P')^2 P + 2cP'''P'P^2 + c^2 P'''P^3 + \pi^2 \gamma P'''P\]

\[- P''(P')^3 + \beta P''(P')^2 P^2 + \delta P''(P')^2 P - \alpha P''(P')^2 P
+ 2\beta cP''P'P^3 + 2\delta cP''P'P^2 N + c^2 P''P'P^2 - \pi^2 \gamma P''P
+ \beta c^2 P''P^4 + \delta c^2 P''P^3 N + \pi^2 \gamma P''P^2
+ \delta \pi^2 \gamma P''PN + \pi^2 c\gamma P''P - \delta (P')^4 N - \gamma c(P')^4
+ \beta \delta (P')^3 P^2 N + \beta c(P')^3 P^2 + \delta(-2c + \alpha + d)(P')^3 PN - 2c^2(P')^3 P
+ 3\delta c(P')^2 P^3 N + 2\beta c^2(P')^2 P^3 + \delta c(3\alpha - c - 3d)(P')^2 P^2 N
- c^2(P')^2 P^2 - \delta \pi^2 \gamma (P')^2 N - \pi^2 c\gamma (P')^2 + 3\beta c^2 (P')^4 N
+ \beta c^3 P^4 + 3\delta c(\alpha - d)P'P^3 N + \beta \delta \pi^2 \gamma P^2 P^2 N
+ \beta c^2 P^2 - P'PN\delta \pi^2 \gamma d + \beta \delta c^3 P^3 N + \delta c^3(\alpha - d)P^4 N
\]

\[\beta \delta \pi^2 c\gamma P^3 N - \delta \pi^2 c\gamma dP^2 N = 0\]  \hspace{1cm} (A2)

The MATLAB code used in this research is freely available at https://github.com/NecibeTuncer/Zika-Within-Host-Within-Vector-Models.