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Minimization of deterministic automata on finite words results in a canonical automaton. For deterministic automata on infinite words, no canonical minimal automaton exists, and a language may have different minimal deterministic Büchi (DBW) or co-Büchi (DCW) automata.

In recent years, researchers have studied good-for-games (GFG) automata – nondeterministic automata that can resolve their nondeterministic choices in a way that only depends on the past. Several applications of automata in formal methods, most notably synthesis, that are traditionally based on deterministic automata, can instead be based on GFG automata.

The minimization problem for DBW and DCW is NP-complete, and it stays NP-complete for GFG Büchi and co-Büchi automata. On the other hand, minimization of GFG co-Büchi automata with transition-based acceptance (GFG-tNCWs) can be solved in polynomial time. In these automata, acceptance is defined by a set $\alpha$ of transitions, and a run is accepting if it traverses transitions in $\alpha$ only finitely often. This raises the question of canonicity of minimal deterministic and GFG automata with transition-based acceptance.

In this paper we study this problem. We start with GFG-tNCWs and show that the safe components (that is, these obtained by restricting the transitions to these not in $\alpha$) of all minimal GFG-tNCWs are isomorphic, and that by saturating the automaton with transitions in $\alpha$ we get isomorphism among all minimal GFG-tNCWs. Thus, a canonical form for minimal GFG-tNCWs can be obtained in polynomial time. We continue to DCWs with transition-based acceptance (tDCWs), and their dual tDBWs. We show that here, while no canonical form for minimal automata exists, restricting attention to the safe components is useful, and implies that the only minimal tDCWs that have no canonical form are these for which the transition to the GFG model results in strictly smaller automaton, which do have a canonical minimal form.

1 Introduction

Automata theory is one of the longest established areas in computer science. A classical problem in automata theory is minimization: generation of an equivalent automaton with a minimal number of states. For deterministic automata on finite words, a minimization algorithm, based on the Myhill-Nerode right congruence [18, 19], generates in polynomial time a canonical minimal deterministic automaton [11]. Essentially, the canonical automaton, a.k.a. the quotient automaton, is obtained by merging equivalent states.

A prime application of automata theory is specification, verification, and synthesis of reactive systems [25, 13]. Since we care about the on-going behaviors of nonterminating systems, the automata run on infinite words and define $\omega$-regular languages. Acceptance in such automata is determined according to the set of states that are visited infinitely often during the run. In Büchi automata [5] (NBW and DBW, for nondeterministic and deterministic Büchi word automata, respectively), the acceptance condition is a subset $\alpha$ of states, and a run is accepting iff it visits $\alpha$ infinitely often. Dually, in co-Büchi automata (NCW and DCW), a run is accepting iff it visits $\alpha$ only finitely often.

For $\omega$-regular languages, no canonical minimal deterministic automaton exists, and a language may have different minimal DBWs or DCWs. Consider for example the DCWs $A_1$ and $A_2$ appearing in
Figure 1. Both are minimal DCWs for the language $L = (a + b)^* \cdot (a^\omega + b^\omega)$ (“only finitely many $a$’s or only finitely many $b$’s”; it is easier to see this by considering the dual DBWs, for “infinitely many $a$’s and infinitely many $b$’s”).

Figure 1: The DCWs $A_1$ and $A_2$.

Since all the states of $A_1$ and $A_2$ recognize the language $L$ and may serve as initial states, Figure 1 actually presents six different DCWs for $L$, and more three-state DCWs for $L$ exist. The DCWs $A_1$ and $A_2$, are however “more different” than variants of $A_1$ obtained by changing the initial state: they have a different structure, or more formally, there is no isomorphism between their graphs.

In some applications of automata on infinite words, such as model checking, algorithms can proceed with nondeterministic automata. In other applications, such as synthesis and control, they cannot. The algorithms for these applications involve solving a game that is played on an arena that is based on the automaton. The difficulty in using nondeterministic automata in such game-based algorithms lies in the fact that when a player resolves nondeterminism, her choices should accommodate all possible futures.

A study of nondeterministic automata that can resolve their nondeterministic choices in a way that only depends on the past started in [14], where the setting is modeled by means of tree automata for derived languages. It then continued by means of good for games (GFG) automata [10]. A nondeterministic automaton $A$ over an alphabet $\Sigma$ is GFG if there is a strategy $g$ that maps each finite word $u \in \Sigma^*$ to the transition to be taken after $u$ is read; and following $g$ results in accepting all the words in the language of $A$. Note that a state $q$ of $A$ may be reachable via different words, and $g$ may suggest different transitions from $q$ after different words are read. Still, $g$ depends only on the past, namely on the word read so far. Obviously, there exist GFG automata: deterministic ones, or nondeterministic ones that are determinizable by pruning (DBP); that is, ones that just add transitions on top of a deterministic automaton. In fact, the GFG automata constructed in [10] are DBP.

In terms of expressive power, it is shown in [14, 20] that GFG automata with an acceptance condition $\gamma$ (e.g., Büchi) are as expressive as deterministic $\gamma$ automata. The picture in terms of succinctness is diverse. For automata on finite words, GFG automata are always DBP [14, 17]. For automata on infinite words, in particular NBWs and NCWs, GFG automata need not be DBP [8]. Moreover, the best known determinization construction for GFG-NBWs is quadratic, whereas determinization of GFG-NCWs has an exponential blow-up lower bound [12]. Thus, GFG automata on infinite words are more succinct (possibly even exponentially) than deterministic ones [8]. Further research studies characterization, typeness, complementation, and further constructions and decision procedures for GFG automata [12, 4, 2], as well as an extension of the GFG setting to pushdown $\omega$-automata [15].

Recall that for automata on finite words, a minimal deterministic automaton can be obtained by merging equivalent states. For general DBWs (and hence, also DCWs, as the two dualize each other), merging equivalent states fails, and minimization is NP-complete [21]. Proving NP-hardness, Schewe

---

1 GFGness is also used in [6] in the framework of cost functions under the name “history-determinism”.

2 As explained in [10], the fact that the GFG automata constructed there are DBP does not contradict their usefulness in practice, as their transition relation is simpler than the one of the embodied deterministic automaton and it can be defined symbolically.

3 We note that some of the succinctness results are known only for GFG automata with transition-based acceptance.
used a reduction from the vertex-cover problem \cite{21}. Essentially, the choice of a vertex cover in a given graph \( G \) is reduced to a choice of a set of states that should be duplicated in a DBW induced by \( G \). The duplication is needed for the definition of the acceptance condition, and is not needed when the DBW is defined with a *transition-based* acceptance condition. In such automata, the acceptance condition is given by a subset \( \alpha \) of the transitions, and a run is required to traverse transitions in \( \alpha \) infinitely often (in Büchi automata, denoted tNBW), or finitely often (in co-Büchi automata, denoted tNCW). Thus, while minimization is NP-complete for DBW and DCW, its complexity is open for tDBWs and tDCWs. Beyond the theoretical interest, there is recently growing use of transition-based automata in practical applications, with evidences they offer a simpler translation of LTL formulas to automata and enable simpler constructions and decision procedures \cite{8,7,23,16}.

In \cite{1}, we described a polynomial-time algorithm for the minimization of GFG-tNCWs. Consider a GFG-tNCW \( A \). Our algorithm is based on an analysis of the *safe components* of \( A \), namely its strongly connected components obtained by removing transitions in \( \alpha \). Note that every accepting run of \( A \) eventually reaches and stays forever in a safe component. We showed that a minimal GFG-tNCW equivalent to \( A \) can be obtained by defining an order on the safe components, and applying the quotient construction on a GFG-tNCW obtained by restricting attention to states that belong to components that form a frontier in this order. Considering GFG-tNCWs rather than DBWs involves two modifications of the original question: a transition to GFG rather than deterministic automata, and a transition to transition-based rather than state-based acceptance. A natural question that arises is whether both modifications are crucial for efficiency. It was shown recently \cite{22} that the NP-completeness proof of Schewe for DBW minimization can be generalized to GFG-NBW and GFG-NCW. This suggests that the consideration of transition-based acceptance has been crucial, and makes the study of tDBW and tDCW very appealing.

Minimization and its complexity are tightly related to the canonicity question. Recall that \( \omega \)-regular languages do not have a unique minimal DBW or DCW. In this paper we study canonicity for GFG and transition-based automata. We start with GFG-tNCWs and show that all minimal GFG-tNCWs are *safe isomorphic*, namely their safe components are isomorphic. More formally, if \( A_1 \) and \( A_2 \) are minimal GFG-tNCWs for the same language, then there exists a bijection between the state spaces of \( A_1 \) and \( A_2 \) that induces a bijection between their \( \bar{\alpha} \)-transitions (these not in \( \alpha \)). We then show that by saturating the GFG-tNCW with \( \alpha \)-transitions we get isomorphism among all minimal automata. We suggest two possible saturations. One adds as many \( \alpha \)-transitions as possible, and the second does so in a way that preserves \( \alpha \)-homogeneity, thus for every state \( q \) and letter \( \sigma \), all the transitions labeled \( \sigma \) from \( q \) are \( \alpha \)-transitions or are all \( \bar{\alpha} \)-transitions. Since the minimization algorithm of \cite{1} generates minimal \( \alpha \)-homogenous GFG-tNCWs, it follows that both forms of canonical minimal GFG-tNCW can be obtained in polynomial time.

We then show that, as has been the case with minimization, GFGness is not a sufficient condition for canonicity, raising the question of canonicity in tDCWs. Note that unlike the GFG-tNCW setting, here dualization of the acceptance condition complements the language of an automaton, and thus our results apply also to canonicity of tDBWs. We start with some bad news, showing that as has been the case with DCWs and DBW, minimal tDCWs and tDBWs need not be isomorphic. Moreover, being deterministic, we cannot saturate their transitions and make them isomorphic. On the positive side, safe isomorphism is helpful also in the tDCW setting: Consider an \( \omega \)-regular language \( L \). Recall that the minimal GFG-tNCW for \( L \) may be smaller than a minimal tDCW for \( L \) \cite{12}. We say that \( L \) is *tDCW-positive* if this is not the case. We prove that all minimal tDCWs for a tDCW-positive \( \omega \)-regular language are safe isomorphic.

\footnote{In our results, we assume the GFG-tNCWs are *nice*: they satisfy some syntactic and semantic properties that can be easily obtained from every GFG-tNCW.}
Note that for such languages, we also know how to generate a minimal tDCW in polynomial time. For \( \omega \)-regular languages that are not tDCW-positive, safe isomorphism is left open. For such languages, however, we care more about minimal GFG-tNCWs, which do have a canonical form. Also, all natural \( \omega \)-regular languages are tDCW-positive, and in fact the existence of \( \omega \)-regular languages that are not tDCW-positive has been open for quite a while [3]. Accordingly, we view our results as good news about canonicity in deterministic automata with transition-based acceptance.

2 Preliminaries

For a finite nonempty alphabet \( \Sigma \), an infinite word \( w = \sigma_1 \cdot \sigma_2 \cdot \cdots \in \Sigma^\omega \) is an infinite sequence of letters from \( \Sigma \). A language \( L \subseteq \Sigma^\omega \) is a set of words. We denote the empty word by \( \varepsilon \), and the set of finite words over \( \Sigma \) by \( \Sigma^* \). For \( i \geq 0 \), we use \( w[i,i] \) to denote the (possibly empty) prefix \( \sigma_1 \cdot \sigma_2 \cdot \cdots \sigma_i \) of \( w \) and use \( w[i+1,\infty] \) to denote its suffix \( \sigma_{i+1} \cdot \sigma_{i+2} \cdot \cdots \).

A nondeterministic automaton over infinite words is \( A = (\Sigma, Q, q_0, \delta, \alpha) \), where \( \Sigma \) is an alphabet, \( Q \) is a finite set of states, \( q_0 \in Q \) is an initial state, \( \delta : Q \times \Sigma \to 2^Q \setminus \emptyset \) is a transition function, and \( \alpha \) is an acceptance condition, to be defined below. For states \( q \) and \( s \) and a letter \( \sigma \in \Sigma \), we say that \( s \) is a \( \sigma \)-successor of \( q \) if \( s \in \delta(q, \sigma) \). The size of \( A \), denoted \( |A| \), is defined as its number of states, thus, \( |A| = |Q| \). Note that \( A \) is total, in the sense that it has at least one successor for each state and letter, and that \( A \) may be nondeterministic, as the transition function may specify several successors for each state and letter. If \( |\delta(q, \sigma)| = 1 \) for every state \( q \in Q \) and letter \( \sigma \in \Sigma \), then \( A \) is deterministic.

When \( A \) runs on an input word, it starts in the initial state and proceeds according to the transition function. Formally, a run of \( A \) on \( w = \sigma_1 \cdot \sigma_2 \cdot \cdots \in \Sigma^\omega \) is an infinite sequence of states \( r = r_0, r_1, r_2, \ldots \in Q^\omega \), such that \( r_0 = q_0 \), and for all \( i \geq 0 \), we have that \( r_{i+1} \in \delta(r_i, \sigma_{i+1}) \). We sometimes extend \( \delta \) to sets of states and finite words. Then, \( \delta : 2^Q \times \Sigma^* \to 2^Q \) is such that for every \( S \in 2^Q \), finite word \( u \in \Sigma^* \), and letter \( \sigma \in \Sigma \), we have that \( \delta(S, \varepsilon) = S \), \( \delta(S, \sigma) = \bigcup_{s \in S} \delta(s, \sigma) \), and \( \delta(S, u \cdot \sigma) = \delta(\delta(S, u), \sigma) \). Thus, \( \delta(S, u) \) is the set of states that \( A \) may reach when it reads \( u \) from some state in \( S \).

The transition function \( \delta \) induces a transition relation \( \Delta \subseteq Q \times \Sigma \times Q \), where for every two states \( q, s \in Q \) and letter \( \sigma \in \Sigma \), we have that \( (q, \sigma, s) \in \Delta \) iff \( s \in \delta(q, \sigma) \). We sometimes view the run \( r = r_0, r_1, r_2, \ldots \) on \( w = \sigma_1 \cdot \sigma_2 \cdot \cdots \) as an infinite sequence of successive transitions \( \langle r_0, \sigma_1, r_1 \rangle, \langle r_1, \sigma_2, r_2 \rangle, \ldots \in \Delta^\omega \). The acceptance condition \( \alpha \) determines which runs are “good”. We consider here transition-based automata, in which \( \alpha \) refers to the set of transitions that are traversed infinitely often during the run; specifically, \( \alpha \subseteq \Delta \). We use the terms \( \alpha \)-transitions and \( \bar{\alpha} \)-transitions to refer to transitions in \( \alpha \) and in \( \Delta \setminus \alpha \), respectively. We also refer to restrictions \( \delta^\alpha \) and \( \delta^\bar{\alpha} \) of \( \delta \), where for all \( q, s \in Q \) and \( \sigma \in \Sigma \), we have that \( s \in \delta^\alpha(q, \sigma) \) iff \( \langle q, \sigma, s \rangle \in \alpha \), and \( s \in \delta^\bar{\alpha}(q, \sigma) \) iff \( \langle q, \sigma, s \rangle \in \Delta \setminus \alpha \). For a run \( r \in \Delta^\omega \), let \( \text{inf}(r) \subseteq \Delta \) be the set of transitions that \( r \) traverses infinitely often. Thus, \( \text{inf}(r) = \{ \langle q, \sigma, s \rangle \in \Delta : q = r_i, \sigma = \sigma_{i+1} \text{ and } s = r_{i+1} \text{ for infinitely many } i \}'s \). In co-Büchi automata, a run \( r \) is accepting iff \( \text{inf}(r) \cap \alpha = \emptyset \), thus if \( r \) traverses transitions in \( \alpha \) only finitely often. A run that is not accepting is rejecting. A word \( w \) is accepted by \( A \) if there is an accepting run of \( A \) on \( w \). The language of \( A \), denoted \( L(A) \), is the set of words that \( A \) accepts. Two automata are equivalent if their languages are equivalent. We use tNCW and tDCW to abbreviate nondeterministic and deterministic transition-based co-Büchi automata over infinite words, respectively.

We continue to definitions and notations that are relevant to our study. See Section 7 for a glossary. For an automaton \( A = (\Sigma, Q, q_0, \delta, \alpha) \), and a state \( q \in Q \), we define \( A^q \) to be the automaton obtained from \( A \) by setting the initial state to be \( q \). Thus, \( A^q = (\Sigma, Q, q, \delta, \alpha) \). We say that two states \( q, s \in Q \) are equivalent, denoted \( q \sim_A s \), if \( L(A^q) = L(A^s) \). The automaton \( A \) is semantically deterministic if
different nondeterministic choices lead to equivalent states. Thus, for every state \( q \in Q \) and letter \( \sigma \in \Sigma \), all the \( \sigma \)-successors of \( q \) are equivalent: for every two states \( s, s' \in Q \) such that \( (q, \sigma, s) \) and \( (q, \sigma, s') \) are in \( \Delta \), we have that \( s \sim_A s' \). The following proposition follows immediately from the definitions.

**Proposition 2.1.** Consider a semantically deterministic automaton \( A \), states \( q, s \in Q \), letter \( \sigma \in \Sigma \), and transitions \( (q, \sigma, q'), (s, \sigma, s') \in \Delta \). If \( q \sim_A s \), then \( q' \sim_A s' \).

An automaton \( A \) is **good for games** (GFG, for short) if its nondeterminism can be resolved based on the past, thus on the prefix of the input word read so far. Formally, \( A \) is GFG if there exists a strategy \( f : \Sigma^* \to Q \) such that the following holds:

1. The strategy \( f \) is consistent with the transition function. That is, for every finite word \( u \in \Sigma^* \) and letter \( \sigma \in \Sigma \), we have that \( \langle f(u), \sigma, f(u \cdot \sigma) \rangle \in \Delta \).

2. Following \( f \) causes \( A \) to accept all the words in its language. That is, for every infinite word \( w = \sigma_1 \cdot \sigma_2 \cdots \in \Sigma^\omega \), if \( w \in L(A) \), then the run \( f(w[1,0]), f(w[1,1]), f(w[1,2]), \ldots \), which we denote by \( f(w) \), is accepting.

We say that the strategy \( f \) witnesses \( A \)’s GFGness. For an automaton \( A \), we say that a state \( q \) of \( A \) is GFG if \( A^q \) is GFG. Note that every deterministic automaton is GFG. We say that a GFG automaton \( A \) is **determinizable by pruning** (DBP) if we can remove some of the transitions of \( A \) and get a deterministic automaton that recognizes \( L(A) \).

Consider a directed graph \( G = (V, E) \). A **strongly connected set** in \( G \) (SCS, for short) is a set \( C \subseteq V \) such that for every two vertices \( v, v' \in C \), there is a path from \( v \) to \( v' \). A SCS is **maximal** if it is maximal w.r.t containment, that is, for every non-empty set \( C' \subseteq V \setminus C \), it holds that \( C \cup C' \) is not a SCS. The **SCC graph** of \( G \) is the graph defined over the SCCs of \( G \), where there is an edge from a SCC \( C \) to another SCC \( C' \) iff there are two vertices \( v \in C \) and \( v' \in C' \) with \( \langle v, v' \rangle \in E \). A SCC is ergodic iff it has no outgoing edges in the SCC graph. The SCC graph of \( G \) can be computed in linear time by standard SCC algorithms [24].

An automaton \( A = (\Sigma, Q, q_0, \delta, \alpha) \) induces a directed graph \( G_A = (Q, E) \), where \( \langle q, q' \rangle \in E \) iff there is a letter \( \sigma \in \Sigma \) such that \( \langle q, \sigma, q' \rangle \in \Delta \). The SCSs and SCCs of \( A \) are those of \( G_A \). We say that a tNCW \( A \) is **safe deterministic** if by removing its \( \alpha \)-transitions, we get a (possibly not total) deterministic automaton. Thus, \( A \) is safe deterministic if for every state \( q \in Q \) and letter \( \sigma \in \Sigma \), it holds that \( |\delta^\alpha(q, \sigma)| \leq 1 \). We refer to the SCCs we get by removing \( A \)’s \( \alpha \)-transitions as the **safe components** of \( A \); that is, the **safe components** of \( A \) are the SCCs of the graph \( G_{A^0} = (Q, E^\alpha) \), where \( \langle q, q' \rangle \in E^\alpha \) iff there is a letter \( \sigma \in \Sigma \) such that \( q' \in \delta^\alpha(q, \sigma) \). We denote the set of safe components of \( A \) by \( S(A) \). For a safe component \( S \in S(A) \), the size of \( S \), denoted \( |S| \), is the number of states in \( S \). Note that an accepting run of \( A \) eventually gets trapped in one of \( A \)’s safe components. A tNCW \( A \) is normal if there are no \( \alpha \)-transitions connecting different safe components. That is, for all states \( q \) and \( s \) of \( A \), if there is a path of \( \alpha \)-transitions from \( q \) to \( s \), there is also a path of \( \alpha \)-transitions from \( s \) to \( q \).

We now combine several properties defined above and say that a GFG-tNCW \( A \) is nice if all the states in \( A \) are reachable and GFG, and \( A \) is normal, safe deterministic, and semantically deterministic. As Theorem 2.2 below shows, each of these properties can be obtained in at most polynomial time, and without the properties being conflicting.

**Theorem 2.2.** [12] Every GFG-tNCW \( A \) can be turned, in polynomial time, into an equivalent nice GFG-tNCW \( B \) such that \( |B| \leq |A| \).

Consider a tNCW \( A = (\Sigma, Q, q_0, \delta, \alpha) \). A run \( r \) of \( A \) is safe if it does not traverse \( \alpha \)-transitions. The **safe language** of \( A \), denoted \( L_{saf}(A) \), is the set of infinite words \( w \) such that there is a safe run of \( A \) on
Recall that two states \( q, s \in Q \) are equivalent \( (q \sim_A s) \) if \( L(A^q) = L(A^s) \). Then, \( q \) and \( s \) are strongly-equivalent, denoted \( q \approx_A s \), if \( q \sim_A s \) and \( L_{safe}(A^q) = L_{safe}(A^s) \). Finally, \( q \) is subsafe-equivalent to \( s \), denoted \( q \gtrsim_A s \), if \( q \sim_A s \) and \( L_{safe}(A^q) \subseteq L_{safe}(A^s) \). Note that the three relations are transitive. When \( A \) is clear from the context, we omit it from the notations, thus write \( L_{safe}(q), q \approx s \), etc. The tNCW \( A \) is safe-minimal if it has no strongly-equivalent states. Then, \( A \) is safe-centralized if for every two states \( q, s \in Q \), if \( q \gtrsim s \), then \( q \) and \( s \) are in the same safe component of \( A \). Finally, \( A \) is \( \alpha \)-homogenous if for every state \( q \in Q \) and letter \( \sigma \in \Sigma \), either \( \delta_{A}(q, \sigma) = \emptyset \) or \( \delta_{\bar{A}}(q, \sigma) = \emptyset \). Thus, either all the \( \sigma \)-labeled transitions from \( q \) are \( \alpha \)-transitions, or they are all \( \bar{\alpha} \)-transitions.

**Example 2.1.** Consider the tDCW \( A \) appearing in Figure 2. The dashed transitions are \( \alpha \)-transitions. All the states of \( A \) are equivalent, yet they all differ in their safe language. Accordingly, \( A \) is safe-minimal.

![Figure 2: The tDCW A.](image)

The following properties of nice GFG-tNCWs are proven in [1].

**Proposition 2.3.** Consider a nice GFG-tNCW \( A \) and states \( q \) and \( s \) of \( A \) such that \( q \approx s \) \( (q \gtrsim s) \). For every letter \( \sigma \in \Sigma \) and \( \bar{\alpha} \)-transition \( \langle q, \sigma, q' \rangle \), there is an \( \alpha \)-transition \( \langle s, \sigma, s' \rangle \) such that \( q' \approx s' \) \( (q' \gtrsim s', \text{respectively}) \).

**Proposition 2.4.** Let \( A \) and \( B \) be equivalent nice GFG-tNCWs. For every state \( p \) of \( A \), there are states \( q \) of \( A \) and \( s \) of \( B \), such that \( p \gtrsim q \) and \( q \approx s \).

**Lemma 2.5.** Consider a nice GFG-tNCW \( A \). If \( A \) is safe-centralized and safe-minimal, then for every nice GFG-tNCW \( B \) equivalent to \( A \), there is an injection \( \eta : S(A) \to S(B) \) such that for every safe component \( T \in S(A) \), it holds that \( |T| \leq |\eta(T)| \).

### 3 Minimizing GFG-tNCW

A GFG-tNCW \( A \) is minimal if for every equivalent GFG-tNCW \( B \), it holds that \( |A| \leq |B| \). In this section, we review the minimization construction of [1], highlighting its properties that are important for the canonization results. The algorithm is based on the following theorem.

**Theorem 3.1.** Consider a nice GFG-tNCW \( A \). If \( A \) is safe-centralized and safe-minimal, then \( A \) is a minimal GFG-tNCW for \( L(A) \).

Thus, minimization involves two steps: safe centralization and safe minimization.
**Step 1: Safe centralization** Consider a nice GFG-tNCW $A = \langle \Sigma, Q, q_0, \delta, \alpha \rangle$. Recall that $S(A)$ denotes the set of safe components of $A$. Let $H \subseteq S(A) \times S(A)$ be such that for all safe components $S, S' \in S(A)$, we have that $H(S, S')$ iff there exist states $q \in S$ and $q' \in S'$ such that $q \preceq q'$. The relation $H$ is transitive: for every safe components $S, S', S'' \in S(A)$, if $H(S, S')$ and $H(S', S'')$, then $H(S, S'')$. We say that a set $S \subseteq S(A)$ is a frontier of $A$ if for every safe component $S \in S(A)$, there is a safe component $S' \in S$ with $H(S, S')$, and for all safe components $S, S' \in S$ such that $S \neq S'$, we have that $\neg H(S, S')$ and $\neg H(S', S)$. Once $H$ is calculated, a frontier of $A$ can be found in linear time. For example, as $H$ is transitive, we can take one vertex from each ergodic SCC in the graph $\langle S(A), H \rangle$. Note that all frontiers of $A$ are of the same size, namely the number of ergodic SCCs in this graph.

**Proposition 3.2.** Consider safe components $S, S' \in S(A)$ such that $H(S, S')$. Then, for every state $p \in S$ there is a state $p' \in S'$, such that $p \preceq p'$.

Given a frontier $S$ of $A$, we define the automaton $B_S = \langle \Sigma, Q_S, q_0^S, \delta_S, \alpha_S \rangle$, where $Q_S = \{ q \in Q : q \in S \text{ for some } S \in S' \}$, and the other elements are defined as follows. The initial state $q_0^S$ is chosen such that $q_0^S \sim_A q_0^A$. Specifically, if $q_0^A \in Q_S$, we take $q_0^S = q_0^A$. Otherwise, by Proposition 3.2 and the definition of $S$, there is a state $q' \in Q_S$ such that $q_0^A \preceq q'$, and we take $q_0^S = q'$. The transitions in $B_S$ are either $\alpha$-transitions of $A$, or $\alpha$-transitions that we add among the safe components in $S$ in a way that preserves language equivalence. Formally, consider a state $q \in Q_S$ and a letter $\sigma \in \Sigma$. If $\delta_S^A(q, \sigma) \neq 0$, then $\delta_S^A(q, \sigma) = \delta_S^A(q, \sigma)$ and $\delta_S^A(q, \sigma) = 0$. If $\delta_S^A(q, \sigma) = 0$, then $\delta_S^A(q, \sigma) = 0$ and $\delta_S^A(q, \sigma) = \{ q' \in Q_S : \text{there is } q'' \in \delta_A^A(q, \sigma) \text{ such that } q' \sim_A q'' \}$. Note that $B_S$ is $\alpha$-homogenous.

**Example 3.1.** Consider the nice tDCW $A$ from Figure 2. By removing the $\alpha$-transitions of $A$, we get the safe components described in Figure 3. Since $q_2 \preceq q_0$, we have that $A$ has a single frontier $S = \{\{q_0, q_1\}\}$. The automaton $B_S$ appears in Figure 4. As all the states of $A$ are equivalent, we direct a $\sigma$-labeled $\alpha$-transition to $q_0$ and to $q_1$, for every state with no $\sigma$-labeled transition in $A$.

![Figure 3: The safe components of A.](image)

![Figure 4: The tNCW $B_S$ for $S = \{\{q_0, q_1\}\}$.](image)

**Proposition 3.3.** Let $q$ and $s$ be states of $A$ and $B_S$, respectively, with $q \sim_A s$. It holds that $B_S^e$ is a GFG-tNCW equivalent to $A^e$.

**Proposition 3.4.** For every frontier $S$, the automaton $B_S$ is a nice, safe-centralized, and $\alpha$-homogenous GFG-tNCW equivalent to $A$.

**Step 2: Safe minimization** Let $B = \langle \Sigma, Q, q_0, \delta, \alpha \rangle$ be a nice, safe-centralized, and $\alpha$-homogenous GFG-tNCW. For $q \in Q$, define $\langle q \rangle = \{ q' \in Q : q \approx_B q' \}$. We define the tNCW $C = \langle \Sigma, Q_C, [q_0], \delta_C, \alpha_C \rangle$ as follows. First, $Q_C = \{ [q] : q \in Q \}$. Then, the transition function is such that $\langle [q], \sigma, [p] \rangle \in \Delta_C$ iff there are $q' \in [q]$ and $p' \in [p]$ such that $\langle q', \sigma, p' \rangle \in \Delta$, and $\langle [q], \sigma, [p] \rangle \in \Delta_C$ iff $\langle q', \sigma, p' \rangle \in \Delta$. Note that $B$ being $\alpha$-homogenous implies that $\alpha_C$ is well defined; that is, independent of the choice of $q'$ and $p'$. To see why, assume that $\langle q', \sigma, p' \rangle \in \tilde{\alpha}$, and let $q''$ be a state in $[q]$. As $q' \approx_B q''$, we have, by Proposition 2.3 that there is $p'' \in [p]$, such that $\langle q'', \sigma, p'' \rangle \in \tilde{\alpha}$. Thus, as $B$ is $\alpha$-homogenous, there is no $\sigma$-labeled
Proposition 3.5. For every \([p] \in Q_C\) and \(s \in [p]\), we have that \(C^{[p]}\) is a GFG-tNCW equivalent to \(B^s\).

Proposition 3.6. The GFG-tNCW \(C\) is a nice, safe-centralized, safe-minimal, and \(\alpha\)-homogenous GFG-tNCW equivalent to \(A\).

Example 3.2. The safe languages of the states \(q_0\) and \(q_1\) of the GFG-tNCW \(B_S\) from Figure 3 are different. Thus, \(q_0 \not\approx q_1\), and applying safe minimization to \(B_S\) results in the GFG-tNCW \(C\) identical to \(B_S\).

4 Canonicity in GFG-NCWs

In this section we study canonicity for GFG-tNCWs. We first show that the sufficient conditions for minimality of nice GFG-tNCWs specified in Theorem 3.1 are necessary.

Theorem 4.1. Nice minimal GFG-tNCWs are safe-centralized and safe-minimal.

Proof. Consider a nice minimal GFG-tNCW \(A\). We argue that if \(A\) is not safe-centralized or not safe-minimal, then it can be minimized further by the minimization construction of [1]. Assume first that \(A\) is not safe-centralized. Then, there are two different safe components \(S, S' \in S(A)\) and states \(q \in S\) and \(q' \in S'\) such that \(q \not\approx q'\). Then, \(H(S, S')\), implying that the safe components in \(S(A)\) are not a frontier. Then, Step 1 of the construction minimizes \(A\) further. Indeed, in the transition to the automaton \(B_S\), at least one safe component in \(S(A)\) is removed from \(A\) when the frontier \(S\) is computed. Assume now that \(A\) is safe-centralized. Then, for every two different safe components \(S, S' \in S(A)\), it holds that \(\neg H(S, S')\) and \(\neg H(S', S)\). Hence, every strict subset of \(S(A)\) is not a frontier. Thus, \(S(A)\) is the only frontier of \(A\). Hence, the automaton \(B_S\) constructed in Step 1 has \(S = S(A)\), and is obtained from \(A\) by adding \(\alpha\)-transitions that do not change the languages and safe languages of its states. Accordingly, \(B_S\) is safe-minimal iff \(A\) is safe-minimal. Therefore, if \(A\) is not safe-minimal, then applying Step 2 in the construction to \(B_S\) merges at least two different states. Hence, also in this case, \(A\) is minimized further. 

We formalize relations between tNCWs by means of isomorphism and safe isomorphism. Consider two tNCWs \(A = (\Sigma, Q_A, q^0_A, \delta_A, \alpha_A)\) and \(B = (\Sigma, Q_B, q^0_B, \delta_B, \alpha_B)\), and a bijection \(\kappa : Q_A \to Q_B\). We say that \(\kappa\) is:

- \(\alpha\)-transition respecting, if \(\kappa\) induces a bijection between the \(\alpha\)-transitions of \(A\) and \(B\). Formally, for all states \(q, q' \in Q_A\) and letter \(\sigma \in \Sigma\), we have that \(q' \in \delta^A_A(q, \sigma)\) iff \(\kappa(q') \in \delta^B_B(\kappa(q), \sigma)\).

- \(\bar{\alpha}\)-transition respecting, if \(\kappa\) induces a bijection between the \(\bar{\alpha}\)-transitions of \(A\) and \(B\). Formally, for all states \(q, q' \in Q_A\) and letter \(\sigma \in \Sigma\), we have that \(q' \in \delta^A_A(q, \sigma)\) iff \(\kappa(q') \in \delta^B_B(\kappa(q), \sigma)\).

Then, \(A\) and \(B\) are safe isomorphic if there is a bijection \(\kappa : Q_A \to Q_B\) that is \(\bar{\alpha}\)-transition respecting. If, in addition, \(\kappa\) is \(\alpha\)-transition respecting, then \(A\) and \(B\) are isomorphic. Note that if \(\kappa\) is \(\bar{\alpha}\)-transition respecting, then for every state \(q \in Q_A\), we have that \(q\) and \(\kappa(q)\) are safe equivalent. Also, if \(\kappa\) is both \(\alpha\)-transition respecting and \(\bar{\alpha}\)-transition respecting, then for every state \(q \in Q_A\), we have that \(q \approx \kappa(q)\).
4.1 Safe isomorphism

Theorem 4.2. Every two equivalent, nice, and minimal GFG-tNCWs are safe isomorphic.

Proof. Consider two equivalent, nice, and minimal GFG-tNCWs $A$ and $B$. By Theorem 4.1, $A$ is safe-minimal and safe-centralized. Hence, by Lemma 2.5, there is an injection $\eta : S(A) \to S(B)$ such that for every safe component $T \in S(A)$, it holds that $|T| \leq |\eta(T)|$. For a safe component $T \in S(A)$, let $p_T$ be some state in $T$. By Proposition 2.4, there are states $q_T \in Q_A$ and $s_T \in Q_B$ such that $p_T \not\preceq q_T$ and $q_T \approx s_T$. Since $A$ is safe-centralized, the state $q_T$ is in $T$, and in the proof of Lemma 2.5, we defined $\eta(T)$ to be the safe component of $s_T$ in $B$. Likewise, $B$ is safe-minimal and safe-centralized, and there is an injection $\eta' : S(B) \to S(A)$. The existence of the two injections implies that $|S(A)| = |S(B)|$. Thus, the injection $\eta$ is actually a bijection. Hence,

$$|A| = \sum_{T \in S(A)} |T| \leq \sum_{T \in S(A)} |\eta(T)| = \sum_{T \in S(B)} |T'| = |B|$$

Indeed, the first inequality follows from the fact $|T| \leq |\eta(T)|$, and the second equality follows from the fact that $\eta$ is a bijection. Now, as $A$ and $B$ are both minimal, we have that $|A| = |B|$, and so it follows that for every safe component $T \in S(A)$, we have that $|T| = |\eta(T)|$. We use the latter fact in order to show that $\eta$ induces a bijection $\kappa : Q_A \to Q_B$ that is $\alpha$-transition respecting.

Consider a safe component $T \in S(A)$. We define a bijection $\kappa_T : T \to \eta(T)$. The desired bijection $\kappa$ is then the union of the bijections $\kappa_T$ for $T \in S(A)$. By Lemma 2.5, we have that $|T| \leq |\eta(T)|$. The proof of the lemma associates with a safe run $r_T = q_0, q_1, \ldots, q_m$ of $A$ that traverses all the states in the safe component $T$, a safe run $r_{\eta(T)} = s_0, s_1, \ldots, s_m$ of $B$ that traverses states in $\eta(T)$ and $q_i \approx s_i$, for every $1 \leq i \leq m$. Moreover, if $1 \leq i_1, i_2 \leq m$ are such that $q_{i_1} \neq q_{i_2}$, then $s_{i_1} \neq s_{i_2}$. Now, as $A$ is safe-minimal, every two states in $T$ are not strongly equivalent. Therefore, the function $\kappa_T$ that maps each state $q_i$ in $r_T$ to the state $s_i$ in $r_{\eta(T)}$ is an injection from $T$ to $\eta(T)$. Thus, as $|T| = |\eta(T)|$, the injection $\kappa_T$ is actually a bijection.

Clearly, as $\eta : S(A) \to S(B)$ is a bijection, the function $\kappa_T$ that is the union of the bijections $\kappa_T$ is a bijection from $Q_A$ to $Q_B$. We prove that $\kappa$ is $\alpha$-transition respecting. Consider states $q, q' \in Q_A$ and a letter $\sigma \in \Sigma$ such that $\langle q, \sigma, q' \rangle$ is an $\alpha$-transition of $A$. Let $T$ be $q$’s safe component. By the definition of $\kappa_T$, we have that $q \approx \kappa_T(q)$. By Proposition 2.3, there is an $\alpha$-transition of $B$ of the form $t = \langle \kappa(q), \sigma, s' \rangle$, where $q' \approx s'$. As $t$ is an $\alpha$-transition of $B$, we know that $s'$ is in $\eta(T)$. Recall that $B$ is safe-minimal; in particular, there are no strongly-equivalent states in $\eta(T)$. Hence, $s' = \kappa(q')$, and so $\langle \kappa(q), \sigma, \kappa(q') \rangle$ is an $\alpha$-transition of $B$. Likewise, if $\langle \kappa(q), \sigma, \kappa(q') \rangle$ is an $\alpha$-transition of $B$, then $\langle q, \sigma, q' \rangle$ is an $\alpha$-transition of $A$, and so we are done. \qed

4.2 Isomorphism

Theorem 4.2 implies that all nice minimal GFG-tNCWs for a given language are safe isomorphic. We continue and show that it is possible to make these GFG-tNCWs isomorphic. We propose two canonical forms that guarantee isomorphism. Both are based on saturating the GFG-NCW with $\alpha$-transitions. One adds as many $\alpha$-transitions as possible, and the second does so in a way that preserves $\alpha$-homogeneity.

Consider a nice GFG-tNCW $A = (\Sigma, Q, q_0, \delta, \alpha)$. We say that a triple $\langle q, \sigma, s \rangle \in Q \times \Sigma \times Q$ is an allowed transition in $A$ if there is a state $s' \in Q$ such that $s \sim s'$ and $\langle q, \sigma, s' \rangle \in \Delta$. Thus, $\langle q, \sigma, s \rangle$ is allowed if there is a state $s'$ equivalent to $s$ such that $s' \in \delta(q, \sigma)$. We now define two types of $\alpha$-maximality:
• We say that $A$ is $\alpha$-maximal if all allowed transitions in $Q \times \Sigma \times Q$ are in $\Delta$.

• We say that $A$ is $\alpha$-maximal up to homogeneity if $A$ is $\alpha$-homogenous, and for every state $q \in Q$ and letter $\sigma \in \Sigma$, if $q$ has no outgoing $\sigma$-labeled $\bar{\alpha}$-transitions, then all allowed transitions in $\{q\} \times \{\sigma\} \times Q$ are in $\Delta$.

Thus, $\alpha$-maximal automata include all allowed transitions, and $\alpha$-maximal up to homogeneity automata include all allowed transitions as long as their inclusion does not conflict with $\alpha$-homogeneity.

**Example 4.1.** Recall the minimal GFG-tNCW $B_S$ appearing in Figure 4. The GFG-tNCWs $C_1$ and $C_2$ in Figure 5 are obtained from $B_S$ by removing a $c$-labeled $\bar{\alpha}$-transition from $q_0$. This does not change the language and result in two minimal equivalent GFG-tNCWs that are safe isomorphic yet are not $\alpha$-maximal nor $\alpha$-maximal up to homogeneity.

![Figure 5: Two safe-isomorphic yet not isomorphic minimal equivalent GFG-tNCWs.](image)

We now see that both types of $\alpha$-maximality guarantee isomorphism.

**Theorem 4.3.** Every two equivalent, nice, minimal, and $\alpha$-maximal GFG-tNCWs are isomorphic.

**Proof.** Consider two equivalent, nice, minimal, and $\alpha$-maximal GFG-tNCWs $C_1$ and $C_2$. By Theorem 4.2, we have that $C_1$ and $C_2$ are safe isomorphic. Thus, there is a bijection $\kappa : Q_{C_1} \rightarrow Q_{C_2}$ that is $\bar{\alpha}$-transition respecting. The bijection $\kappa$ was defined such that $q \approx \kappa(q)$, for every state $q \in Q_{C_1}$. We show that $\kappa$ is also $\alpha$-transition respecting. Let $\langle q, \sigma, s \rangle$ be an $\alpha$-transition of $C_1$. Then, as $\kappa$ is $\bar{\alpha}$-transition respecting, and $\langle q, \sigma, s \rangle$ is not an $\bar{\alpha}$-transition in $C_1$, the triple $\langle \kappa(q), \sigma, \kappa(s) \rangle$ cannot be an $\bar{\alpha}$-transition in $C_2$. We show that $\langle \kappa(q), \sigma, \kappa(s) \rangle$ is a transition in $C_2$, and thus it has to be an $\alpha$-transition. As $C_2$ is nice, in particular total, there is a transition $\langle \kappa(q), \sigma, s' \rangle$ in $C_2$. As $q \sim \kappa(q)$ and both automata are nice, in particular, syntactically deterministic, Proposition 2.1 then implies that $s \sim s'$. Now since $s \sim \kappa(s)$, we get by the transitivity of $\sim$ that $s' \sim \kappa(s)$. Therefore, the existence of the transition $\langle \kappa(q), \sigma, \kappa(s) \rangle$ in $C_2$ implies that the transition $\langle \kappa(q), \sigma, \kappa(s) \rangle$ is an allowed transition, and so $\alpha$-maximality of $C_2$ implies that it is also a transition in $C_2$. Likewise, if $\langle \kappa(q), \sigma, \kappa(s) \rangle$ is an $\alpha$-transition in $C_2$, then $\langle q, \sigma, s \rangle$ is an $\alpha$-transition in $C_1$, and so we are done.

**Theorem 4.4.** Every two equivalent, nice, minimal, and $\alpha$-maximal up to homogeneity GFG-tNCWs are isomorphic.

**Proof.** The proof is identical to that of Theorem 4.3, except that we also have to prove that $\kappa(q)$ has no outgoing $\sigma$-labeled $\bar{\alpha}$-transitions in $C_2$. To see this, assume by way of contradiction that there is an $\bar{\alpha}$-transition $\langle \kappa(q), \sigma, s' \rangle$ in $C_2$. Then, as $q \approx \kappa(q)$, Proposition 2.3 implies that $q$ has an outgoing $\sigma$-labeled $\bar{\alpha}$-transition in $C_1$, contradicting the fact that $C_1$ is $\alpha$-homogenous.
5 Obtaining Canonical Minimal GFG-tNCWs

In this section we show how the two types of canonical minimal GFG-tNCWs can be obtained in polynomial time. We start with $\alpha$-maximality up to homogeneity and show that such an $\alpha$-maximization is performed by the minimization construction of $[1]$. We continue with $\alpha$-maximality, show that adding allowed transitions to a GFG-tNCW does not change its language, and conclude that $\alpha$-maximization can be performed on top of the minimization construction of $[1]$.

5.1 Obtaining canonical minimal $\alpha$-maximal up to homogeneity GFG-tNCWs

Theorem 5.1. Consider a nice GFG-tNCW $A$, and let $C$ be the minimal GFG-tNCW produced from $A$ by the minimization construction of $[1]$. Then, $C$ is $\alpha$-maximal up to homogeneity.

Proof. Consider the minimization construction of $[1]$. We first show that the safe-centralized GFG-tNCW $B_S$, defined in Step 1, is $\alpha$-maximal up to homogeneity. Then, we show that $\alpha$-maximality up to homogeneity is maintained in the transition to the GFG-tNCW $C$, defined in Step 2. By Theorem 3.4 we know that $B_S$ is $\alpha$-homogenous. Assume that $q$ is a state in $B_S$ with no outgoing $\sigma$-labeled $\bar{\alpha}$-transitions, and assume that $(q, \sigma, s)$ is an allowed transition. We need to show that $(q, \sigma, s)$ is a transition in $B_S$. As $(q, \sigma, s)$ is an allowed transition, there is a transition $(q, \sigma, s')$ in $B_S$ with $s \sim_{B_S} s'$, and by the assumption, $(q, \sigma, s')$ has to be an $\alpha$-transition. By the definition of the transition function of $B_S$, we have that $s' \sim_A q'$ for some state $q' \in \delta_A^\sigma(q, \sigma)$. As $A$ is semantically deterministic, we get that the state $s'$ is $A$-equivalent to every state in $\delta_A^\sigma(q, \sigma)$. So again, by the definition of the transition function of $B_S$, we can write $\delta_A^\sigma(q, \sigma) = \{ p \in Q_S : p \sim_A q' \}$. Now, as $s \sim_{B_S} s'$, Proposition 3.3 implies that $L(A^0) = L(B_S) = L(B_S^0) = L(A^0)$; that is, $s \sim_A s'$, and since $s' \sim_A q'$, we get by the transitivity of $\sim_A$ that $s \sim_A q'$, and so $(q, \sigma, s)$ is a transition in $B_S$.

We show next that the GFG-tNCW $C$ is $\alpha$-maximal up to homogeneity. By Theorem 3.6, we have that $C$ is $\alpha$-homogenous. Assume that $[q]$ is a state in $C$ with no outgoing $\sigma$-labeled $\bar{\alpha}$-transitions, and assume that $([q], \sigma, [s])$ is an allowed transition. We need to show that $([q], \sigma, [s])$ is a transition in $C$. As $([q], \sigma, [s])$ is an allowed transition, there is a transition $([q], \sigma, [s'])$ in $C$ with $[s] \sim [s']$. Thus, by Proposition 3.3, we have that $L(B_S^0) = L(C^0) = L(C^0) = L(B_S^0)$; that is, $s' \sim_{B_S} s$. By the assumption, $([q], \sigma, [s'])$ has to be an $\alpha$-transition. Therefore, by the definition of $C$, there are states $q'' \in [q]$ and $s'' \in [s']$, such that $(q'', \sigma, s'')$ is an $\alpha$-transition in $B_S$. Now, by transitivity of $\sim_{B_S}$ and the fact that $s'' \sim_{B_S} s'$, we get that $s'' \sim_{B_S} s$. Finally, as $B_S$ is $\alpha$-homogenous, we get that $q''$ has no outgoing $\sigma$-labeled $\bar{\alpha}$-transitions in $B_S$, and so by the $\alpha$-maximality up to homogeneity of $B_S$, we have that $(q'', \sigma, s)$ is a transition in $B_S$. Therefore, by the definition of $C$, we have that $([q], \sigma, [s])$ is a transition in $C$, and we are done.

We can thus conclude with the following.

Theorem 5.2. Every GFG-tNCW $A$ can be canonized into a nice minimal $\alpha$-maximal up to homogeneity GFG-tNCW in polynomial time.

5.2 Obtaining canonical minimal $\alpha$-maximal GFG-tNCWs

Consider a nice GFG-tNCW $A = (\Sigma, Q, q_0, \delta, \alpha)$. We say that a set of triples $E \subseteq Q \times \Sigma \times Q$ is an allowed set if all the triples in it are allowed transitions in $A$. For every set $E \subseteq Q \times \Sigma \times Q$, we define the tNCW $A_E = (\Sigma, Q, q_0, \delta_E, \alpha_E)$, where $\Delta_E = \Delta \cup E$ and $\alpha_E = \alpha \cup E$. Clearly, as $A$ and $A_E$ have the same set of states and the same set of $\bar{\alpha}$-transitions, they are safe equivalent.
Proposition 5.5. Consider states $q$ and $s$ of $\mathcal{A}$ and $\mathcal{A}_E$, respectively, a letter $\sigma \in \Sigma$, and transitions $\langle q, \sigma, q' \rangle$ and $\langle s, \sigma, s' \rangle$ of $\mathcal{A}$ and $\mathcal{A}_E$, respectively. If $q \sim_{\mathcal{A}} s$, then $q' \sim_{\mathcal{A}} s'$.

Proof. If $\langle s, \sigma, s' \rangle \notin \mathcal{E}$, then, by the definition of $\Delta_E$, it is also a transition of $\mathcal{A}$. Hence, since $q \sim_{\mathcal{A}} s$ and $\mathcal{A}$ is nice, in particular, semantically deterministic, Proposition 2.1 implies that $q' \sim_{\mathcal{A}} s'$. If $\langle s, \sigma, s' \rangle \in \mathcal{E}$, then, by the definition of $\Delta_E$, it is an allowed transition of $\mathcal{A}$. Therefore, there is a state $p' \in Q$ such that $s' \sim_{\mathcal{A}} p'$ and $\langle s, \sigma, p' \rangle \in \Delta$. As $q \sim_{\mathcal{A}} s$ and $\mathcal{A}$ is semantically deterministic, Proposition 2.1 implies that $q' \sim_{\mathcal{A}} p'$. Therefore, using the fact that $p' \sim_{\mathcal{A}} s'$, the transitivity of $\sim_{\mathcal{A}}$ implies that $q' \sim_{\mathcal{A}} s'$, and so we are done.

Proposition 5.4. Let $p$ and $s$ be states of $\mathcal{A}$ and $\mathcal{A}_E$, respectively, with $p \sim_{\mathcal{A}} s$. Then, $\mathcal{A}^E_p$ is a GFG-tNCW equivalent to $\mathcal{A}^p$.

Proof. We first prove that $L(\mathcal{A}^E_p) \subseteq L(\mathcal{A}^p)$. Consider a word $w = \sigma_1 \sigma_2 \ldots \in L(\mathcal{A}^E_p)$, and let $s_0, s_1, s_2, \ldots$ be an accepting run of $\mathcal{A}^E_p$ on $w$. Then, there is $i \geq 0$ such that $s_i, s_{i+1}, \ldots$ is a safe run of $\mathcal{A}^E_p$ on the suffix $w[i+1, \infty]$. Let $p_0, p_1, \ldots, p_i$ be a run of $\mathcal{A}^p$ on the prefix $w[1,i]$. Since $p_0 \sim_{\mathcal{A}} s_0$, we get, by an iterative application of Proposition 5.3, that $p_i \sim_{\mathcal{A}} s_i$. In addition, as the run of $\mathcal{A}^E_p$ on the suffix $w[i+1, \infty]$ is safe, it is also a safe run of $\mathcal{A}^p$. Hence, $w[i+1, \infty] \in L(\mathcal{A}^p)$, and thus $p_0, p_1, \ldots, p_i$ can be extended to an accepting run of $\mathcal{A}^p$ on $w$.

Next, as $\mathcal{A}$ is nice, all of its states are GFG, in particular, there is a strategy $f^s$ witnessing $\mathcal{A}^p$’s GFGness. Recall that $\mathcal{A}$ is embodied in $\mathcal{A}_E$. Therefore, every run in $\mathcal{A}$ exists also in $\mathcal{A}_E$. Thus, as $p \sim_{\mathcal{A}} s$, we get that for every word $w \in L(\mathcal{A}^p)$, the run $f^s(w)$ is an accepting run of $\mathcal{A}^p$ on $w$, and thus is also an accepting run of $\mathcal{A}^E_p$ on $w$. Hence, $L(\mathcal{A}^p) \subseteq L(\mathcal{A}^E_p)$ and $f^s$ witnesses $\mathcal{A}^E_p$’s GFGness.

Proposition 5.5. For every allowed set $\mathcal{E}$, the GFG-tNCW $\mathcal{A}_E$ is nice.

Proof. It is easy to see that the fact $\mathcal{A}$ is nice implies that $\mathcal{A}_E$ is normal and safe deterministic. Also, as $\mathcal{A}$ is embodied in $\mathcal{A}_E$ and both automata have the same state-space and initial states, then all the states in $\mathcal{A}_E$ are reachable. Finally, Proposition 5.4 implies that all the states in $\mathcal{A}_E$ are GFG. To conclude that $\mathcal{A}_E$ is nice, we prove below that it is semantically deterministic. Consider transitions $\langle q, \sigma, s_1 \rangle$ and $\langle q, \sigma, s_2 \rangle$ in $\Delta_E$. We need to show that $s_1 \sim_{\mathcal{A}_E} s_2$. By the definition of $\Delta_E$, there are transitions $\langle q, \sigma, s'_1 \rangle$ and $\langle q, \sigma, s'_2 \rangle$ in $\Delta$ for states $s'_1$ and $s'_2$ such that $s_1 \sim_{\mathcal{A}} s'_1$ and $s_2 \sim_{\mathcal{A}} s'_2$. As $\mathcal{A}$ is nice, in particular, semantically deterministic, we have that $s'_1 \sim_{\mathcal{A}} s'_2$. Hence, as $s_1 \sim_{\mathcal{A}} s'_1$ and $s'_2 \sim_{\mathcal{A}} s_2$, we get by the transitivity of $\sim_{\mathcal{A}}$ that $s_1 \sim_{\mathcal{A}} s_2$. Then, Proposition 5.4 implies that $L(\mathcal{A}^{s_1}) = L(\mathcal{A}^{s'_1})$ and $L(\mathcal{A}^{s_2}) = L(\mathcal{A}^{s'_2})$, and so we get that $s_1 \sim_{\mathcal{A}_E} s_2$. Thus, $\mathcal{A}_E$ is semantically deterministic.

Let $\mathcal{C}$ be a nice minimal GFG-tNCW equivalent to $\mathcal{A}$, and let $\hat{\mathcal{E}}$ be the set of all allowed transitions in $\mathcal{C}$. By Propositions 5.4 and 5.5, we have that $\mathcal{C}_E$ is a nice minimal GFG-tNCW equivalent to $\mathcal{A}$. Below we argue that it is also $\alpha$-maximal.

Proposition 5.6. Let $\mathcal{C}$ be a nice GFG-tNCW, and let $\hat{\mathcal{E}}$ be the set of all allowed transitions in $\mathcal{C}$. Then, $\mathcal{C}_E$ is $\alpha$-maximal.
Theorem 6.1. Theorem 6.1 below, we extend the “no canonicity” result to GFG-NCWs. By applying Example 5.1.

Proposition 5.4 implies that \( \alpha \)-maximization to the GFG-tNCW

\[
\alpha_{maximizing} B
\]

such that for every \( q \in Q_A \), we have that \( q \in \alpha_A \) iff \( \kappa(q) \in \alpha_B \), and for every letter \( \sigma \in \Sigma \), and state \( q' \in Q_A \), we have that \( q' \in \delta_A(q, \sigma) \) iff \( \kappa(q') \in \delta_B(\kappa(q), \sigma) \). It is easy to see that the DCWs \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) from Figure 1 are not isomorphic, which is a well known property of DCWs and DBWs [13]. In Theorem 6.1 below, we extend the “no canonicity” result to GFG-NCWs.

Theorem 6.1. Nice, equivalent, and minimal GFG-NCWs need not be isomorphic.

Proof. Consider the language \( L = (a + b)^* \cdot (a^\omega + b^\omega) \). In Figure 1 we described the non-isomorphic DCWs \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) for \( L \). The DCWs \( \mathcal{A} \) and \( \mathcal{B} \) can be viewed as nice GFG-NCWs. It is not hard to see that there is no 2-state GFG-NCW for \( L \), implying that \( \mathcal{A} \) and \( \mathcal{B} \) are nice, equivalent, and minimal GFG-NCWs that are not isomorphic, as required.

In Example 4.1 we saw that nice, equivalent, and minimal GFG-tNCWs need not be isomorphic too, yet they may be made isomorphic by \( \alpha \)-maximization. For the GFG-NCWs in the proof of Theorem 6.1 this does not work for every definition of \( \alpha \)-maximization that makes sense: we cannot add transitions and make the automata isomorphic. This suggests that the consideration of automata with transition-based acceptance is more crucial for canonization than the consideration of GFG automata, and makes the study of canonization for tDCWs very interesting. In particular, unlike the case of GFG automata, here results on tDCWs immediately apply also to tDBWs. We start with some bad news, showing that there is no canonicity also in the transition-based setting.
**Theorem 6.2.** Nice, equivalent, and minimal tDCWs and tDBWs need not be isomorphic.

**Proof.** The GFG-tNCW $B_S$ from Figure 4 is DBP. In Figure 7 below, we describe two tDCWs obtained from it by two different prunnings. It is not hard to see that both tDCWs are equivalent to $B_S$, yet are not isomorphic.

![Figure 7: Two non-isomorphic equivalent minimal nice tDCWs, obtained by different prunnings of $B_S$.](image)

By removing the $a$-labeled transitions from the tDCWs in Figure 7, we obtain a simpler example. Consider the tDCWs $D'_1$ and $D'_2$ in Figure 8. It is easy to see that $L(D'_1) = L(D'_2) = (b + c)^* \cdot (b \cdot c)^\omega$. Clearly, there is no single-state tDCW for this language. Also, the tDCWs are not isomorphic, as a candidate bijection $\kappa$ has to be $\alpha$-transition respecting, and thus have $\kappa(q_0) = s_0$ and $\kappa(q_1) = s_1$, yet then it is not $\alpha$-transition respecting. By dualizing the acceptance condition of $D'_1$ and $D'_2$, we obtain two non-isomorphic tDBWs for the complement language, of all words with infinitely many occurrences of $bb$ or $cc$.

![Figure 8: Two nice, minimal, equivalent, and non-isomorphic tDCWs](image)

The GFG-NCWs used in the proof of Theorem 6.1 cannot be made isomorphic by changing membership of states in $\alpha$ or by adding transitions. Likewise, since tDCWs cannot be $\alpha$-maximized, as adding transitions conflicts with determinism, the tDCWs used in the proof of Theorem 6.2 cannot be made isomorphic either. Hence, we have the following.

**Theorem 6.3.** There is no canonicity for minimal GFG-NCWs and for minimal tDCWs.

The tDCWs in the proof of Theorem 6.2 are safe isomorphic. We continue and study safe-isomorphism between minimal tDCWs. Here too, we restrict attention to nice minimal tDCWs. Note that here, some of the properties of nice GFG-tNCWs are trivial: being minimal and deterministic, then clearly all states are reachable and GFG, the automata are semantically deterministic and safe deterministic, and we only have to make them normal by classifying transitions between safe components as $\alpha$-transitions.

We say that an $\omega$-regular language $L$ is tDCW-positive if a minimal tDCW for $L$ is not bigger than a minimal GFG-tNCW for $L$. Thus, tDCWs for $L$ are as succinct as GFG-tNCWs for it.

**Theorem 6.4.** Consider an $\omega$-regular language $L$. If $L$ is tDCW-positive, then every two nice and minimal tDCWs for $L$ are safe isomorphic.
Proof. Consider a language \( L \) that is tDCW-positive, and consider two nice minimal tDCWs \( A_1 \) and \( A_2 \) for \( L \). Since \( L \) is tDCW-positive, then \( A_1 \) and \( A_2 \) are also nice minimal GFG-tNCWs for \( L \). Hence, by Theorem 4.2, they are safe isomorphic.

Note that safe isomorphism for \( \omega \)-regular languages that are not tDCW-positive is left open. Theorem 6.4 suggests that searching for a language \( L \) that has two minimal tDCWs that are not safe isomorphic, we can restrict attention to languages that are not tDCW-positive. Such languages are not natural. Moreover, their canonicity is less crucial, as working with a minimal GFG-tNCW for them is more appealing. Examples of languages that are not tDCW-positive can be found in [12], where it was shown that GFG-tNCWs may be exponentially more succinct than tDCWs.

7 Glossary

All notations and definitions refer to a GFG-tNCW \( A = \langle \Sigma, Q, q_0, \delta, \alpha \rangle \).

Relations between states

- Two states \( q, s \in Q \) are equivalent, denoted \( q \sim s \), if \( L(A^q) = L(A^s) \).
- Two states \( q, s \in Q \) are safe equivalent if \( L_{\text{safe}}(A^q) = L_{\text{safe}}(A^s) \).
- Two states \( q, s \in Q \) are strongly-equivalent, denoted \( q \approx s \), if \( q \sim s \) and \( L_{\text{safe}}(A^q) = L_{\text{safe}}(A^s) \).
- A state \( q \in Q \) is subsafe-equivalent to a state \( s \), denoted \( q \preceq s \), if \( q \sim s \) and \( L_{\text{safe}}(A^q) \subseteq L_{\text{safe}}(A^s) \).

Properties of a GFG-tNCW

- \( A \) is semantically deterministic if for every state \( q \in Q \) and letter \( \sigma \in \Sigma \), all the \( \sigma \)-successors of \( q \) are equivalent: for every two states \( s, s' \in \delta(q, \sigma) \), we have that \( s \sim s' \).
- \( A \) is safe deterministic if by removing its \( \alpha \)-transitions, we get a (possibly not total) deterministic automaton. Thus, for every state \( q \in Q \) and letter \( \sigma \in \Sigma \), it holds that \( |\delta^\alpha(q, \sigma)| \leq 1 \).
- \( A \) is normal if there are no \( \bar{\alpha} \)-transitions connecting different safe components. That is, for all states \( q \) and \( s \) of \( A \), if there is a path of \( \bar{\alpha} \)-transitions from \( q \) to \( s \), then there is also a path of \( \bar{\alpha} \)-transitions from \( s \) to \( q \).
- \( A \) is nice if all the states in \( A \) are reachable and GFG, and \( A \) is normal, safe deterministic, and semantically deterministic.
- \( A \) is \( \alpha \)-homogenous if for every state \( q \in Q \) and letter \( \sigma \in \Sigma \), either \( \delta^\alpha(q, \sigma) = \emptyset \) or \( \delta^\bar{\alpha}(q, \sigma) = \emptyset \).
- \( A \) is safe-minimal if it has no strongly-equivalent states.
- \( A \) is safe-centralized if for every two states \( q, s \in Q \), if \( q \preceq s \), then \( q \) and \( s \) are in the same safe component of \( A \).
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