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ABSTRACT
Error analysis in NLP models is essential to successful model development and deployment. One common approach for diagnosing errors is to identify subpopulations in the dataset where the model makes mistakes. However, existing approaches typically define subpopulations based on pre-defined features, which requires users to form hypotheses of errors in advance. To complement these approaches, we propose iSEA, an Interactive Pipeline for Semantic Error Analysis in NLP Models, which automatically discovers semantically-grounded subpopulations with high error rates in the context of a human-in-the-loop interactive system. iSEA enables model developers to learn more about their model errors through discovered subpopulations, validate the sources of errors through interactive analysis on the discovered subpopulations, and test hypotheses about model errors by defining custom subpopulations. The tool supports semantic descriptions of error-prone subpopulations at the token and concept level, as well as pre-defined higher-level features. Through use cases and expert interviews, we demonstrate how iSEA can assist error understanding and analysis.

CCS CONCEPTS
• Human-centered computing → Interactive systems and tools;  
• Computing methodologies → Natural language processing.
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1 INTRODUCTION
Being able to understand and analyze when and why a model makes mistakes is essential for developing accurate and robust NLP models. One common approach for error analysis is to identify the subpopulations, or subsets, of the dataset where the error rate is high. Typically these subpopulations are constructed based on higher-level pre-defined features, for example document length [16] (e.g. the subpopulation contain the second person pronoun). While such pre-defined criteria may be effective at identifying certain classes of errors, they are not able to capture the full range of error conditions, in particular those errors that are grounded in specific semantic concepts. Moreover, they require someone with prior knowledge of a domain to form hypotheses about error causes in order to construct such features.

Some recently developed tools, such as Errudite [32], enable users to define a rich array of custom rules for extracting subpopulations, including word-level features for capturing semantically meaningful subpopulations. However, users must learn a new query language to define such subpopulations and must have sufficient prior knowledge on the model to form relevant queries. Other interactive tools, such as LIT [27], enable users to select an instance of interest and then derive a group of similar instances for analysis. However, there is no interpretable description of such a group and thus users need to manually inspect the group to determine its characteristics.

To address the limitations of existing error analysis tools for NLP models, we introduce iSEA1, an Interactive Pipeline for Semantic Error Analysis of NLP Models. Rather than constructing subpopulations based on a narrow set of predefined features, iSEA defines subpopulations based on individual words present in the input text (e.g. all inputs containing “delicious”), or a collection of words defining a semantic concept (e.g. all inputs containing “delicious,” “tasty,” or “yummy”). Most importantly, the tool supports automated discovery of the subpopulations with the highest error rates, so that no advanced knowledge of the task or domain is required. To support human insight and control over the process, the tool embeds this automated discovery process within a human-in-the-loop pipeline: users may modify and iterate on the discovered subpopulations and also define custom subpopulations. The pipeline is instantiated in a graphical user interface that also supports exploration of the data and interactive analysis. We evaluate iSEA based on interviews with domain experts and exploration of two use cases.

In summary, our contribution in this work includes: (1) an human-in-the-loop pipeline for semantic error analysis of NLP models, (2) an interactive visual analytics system as an instantiation of this pipeline, and (3) use cases on two NLP tasks and domain expert interview as an evaluation of iSEA.

The paper is organized as follows. Section 2 presents background and related work. Section 3 provides an overview of the pipeline and the design goals. Section 4 describes in detail the methods for error discovery and validation, as well as the system architecture of iSEA. Section 5 introduces the iSEA interface. Section 6 evaluates the usefulness of the system by two hypothetical usage scenarios.

1https://github.com/salesforce/iSEA
and interviews with three domain experts. The societal impact of this work and limitations are discussed in Section 7 and Section 8.

2 BACKGROUND AND RELATED WORK

In recent years, there has been increasing interest in interactive tools that help users understand where their models are failing. Being able to understand errors in a model is important for robustness testing [11], improving overall performance [32], and increasing user trust [2]. Many methods and systems are introduced for model debugging and model diagnosis [1, 4, 11, 15, 27, 30, 33]. However, these works support error analysis by enabling users to select or filter instances by pre-defined metrics, and then understand the model behavior, in order to diagnose the model weakness. Our work, instead, tries to automatically discover the error-prone subpopulations so that the users can first learn where the errors happen, then validate the potential error cause proposed by the system and further test their own hypothesis on error causes. In the latter part of this section, we discuss existing error analysis approaches for NLP models and methods that suggest error-prone subpopulations.

Subpopulation-level Error Analysis for NLP Models: Inspecting model errors from a perspective of subpopulation is common for NLP tasks. For example, in QA tasks, researchers have analyzed the error distribution across question types [17] and document length [16]. In recent years, research has increasingly focused on subpopulation-level error analysis. Errudite [32], for example, introduces a custom query language to explore subpopulations of interest. However, constructing these queries requires users to form hypotheses of potential causes of errors in advance. In our work, we instead provide users with initial “hypotheses” by automatically extracting error-prone subpopulations across the broad range of lexically-defined groupings. Checklist [23] also provides suggestions for which subpopulation to inspect. However, the goal of Checklist is assisting users to create testing sets to find potential bugs in a model and test the model robustness, while the goal of our work is to help users understand and analyze existing errors. LIT [27], another interactive tool for explaining and inspecting NLP models, enables users to search and inspect a group of instances that are similar to a specific instance, but does not summarize how these features are similar. Another recent work from Gururangan et. al [12] found that models may overfit to annotation artifacts in the training set and perform poorly on more realistic datasets. In our work, we try to assist users to understand what annotation artifacts the model has learned that may lead to more errors. Manifold [33], also provides subpopulation-level model inspection for model understanding and diagnosis. However, it focuses more on model comparison and analysis of where models agree or disagree. Similarly, Responsible-AI-Widgets [20] supports error analysis in subpopulations, but it is a general dashboard not customized for NLP data. In Section 4, we introduced multiple features and principles of discovering and describing error-prone subpopulations in NLP data.

Automatic Error Discovery: Innovations in error analysis methods have come from both the machine learning and HCI communities.

A recent work, FairVis [5] integrates a technique to automatically generate subpopulations with high error rates based on clustering. However, their work focus more on the notions of fairness and is designed for tabular data. Although FairVis extracts “dominant features” to describe a discovered subpopulation, such description is just an approximation of the discovered subpopulation, which brings uncertainty to the understanding of a subpopulation. Chung et. al [7] also pointed out that clustering usually finds arbitrary subsets for errors.

Different from the bottom-up approaches, which discover subpopulations and then summarize their characteristics, a top-down approach is to keep adding feature values as constraints of a subpopulation. For example, rule-based models which end up with a set of if-then rules can provide interpretable descriptions of different subpopulations. In recent years, rules have been widely used for text classification based on high-level lexical features [13], syntactic- and meta-level [6] features. However, automatic rule generation for error analysis is still remained to be explored. In our work, we apply token-level features in rules to provide semantic context for error analysis. Most similar to our work, Slice Finder [7] automatically generates interpretable data slices (subpopulations) containing errors based on decision tree and breadth search. It keeps adding features for more granular groups until the training loss is statistically significant. Our error discovery method is different in several key ways. First, we aim to analyze NLP models so that we apply several optimization techniques for text data. Not only do we support multiple levels of features, we also pre-process text data by feature importance to reduce the amount for searching, which accelerates the process of error discovery. Second, we take a different set of metrics for subpopulation discovery, including thresholds of error rates, number of features, and support (data coverage), which ensure us to use as few features as possible to find large enough subpopulations with high error rates.

3 ERROR ANALYSIS PIPELINE

In this section we outline the design goals for a human-in-the-loop error analysis pipeline and provide an overview of the resulting pipeline (Fig. 1).

3.1 Design Goals

The goal of this work is to assist model developers and other users in understanding the errors made by an NLP model through a human-in-the-loop pipeline. More precisely, our objective is to guide users to understand, given a model and its input and output, where the model makes mistakes and to form hypotheses about why the model makes mistakes.

We decompose the error analysis problem into the following design goals, which we express as a set of questions:

G1: What is the performance of the model? The overall information of the model, data and error is necessary in order to place the performance of a specific subpopulation in context and gain an general understanding of error distribution.

G2: What aspects of the data does the model fail to understand? For example, does the model fail to understand particular words, or a particular style of text? Being able to answer such questions may help the user develop actionable insights to improve the model.

G3: What characteristics of the training data might not generalize to an out-of-distribution dataset? Another cause of error comes
from learning spurious correlation between a feature and a specific outcome in the training data that may not be present in the test set. Thus the tool should enable users to compare the model performance on in-distribution (ID) data and out-of-distribution (OOD) data.

**G4: What is the model performance for a user-defined subpopulation?** Being able to test model performance on customized subpopulations enables users to test their hypotheses about the causes of errors and to investigate types of errors that have been observed in other models. For example, users may wish to better understand whether the model has biases related to gender or race [10, 26, 29].

The interactive pipeline has three main stages, each supported by visual interfaces as shown in Fig. 1.

**Learning.** The first stage focuses on discovery of error-prone subpopulations, as well as assessing overall model performance (G1). We compute and present the descriptions of discovered subpopulations where the error rate is higher than the baseline error rate. We present the model performance disaggregated over several high-level features, for example document length and class label, using a set of bar charts.

**Validating.** The second stage is to further analyze specific subpopulations where the model makes more errors. The tool provides explanations that highlight the role of specific tokens within a subpopulation based on aggregated SHAP values (see Section 4). This can help users understand whether a particular word is contributing to the errors, or simply correlates with another concept that may be causing the errors (G2). Users may also manually inspect examples within the subpopulations to form their own opinions of the causes of the errors. The tool also supports comparison between the training and subpopulation distributions to help determine whether the errors are caused by OOD data (G3).

**Hypothesis Testing.** The third stage enables the users to test the model performance over a custom subpopulation. Users may define rules at different levels of granularity including token-level, concept-level, and metric-level, allowing them to easily test a specific hypothesis (G4).

Although error analysis usually starts from the learning stage where users gain a general understanding of model performance and error distribution, users may enter the pipeline at any stage and finish their tasks in a flexible manner. For example, if a model developer is already familiar with the data and model behaviors, they may prefer to test hypotheses directly and then validate the generated insights.

To instantiate this pipeline, we developed iSEA, an interactive visual analytics tool for semantic error analysis in NLP models. The system supports the introduced human-in-the-loop pipeline and integrates all the features to reach the design goals, which we will describe in the following sections.

## 4 ERROR ANALYSIS METHOD

In this section, we describe the techniques used in iSEA to conduct semantic error analysis on NLP models, which consists primarily of two parts: (1) automated error discovery: identifying subpopulations where the model consistently makes mistakes, and (2) interpretation of errors: correlating the erroneous subpopulation with the model behavior explanations. We first describe the features we use to define subpopulations and the principles that guide us to extract and present rules. We then go through the methods of automatic error discovery and error interpretation. Finally, we introduce the overall system architecture that we employ to support interactive semantic error analysis.

### 4.1 Features and Rule Presentation Principles

The system of iSEA followed an iterative design process. In each iteration, we tested whether the extracted rules and the presented information can sufficiently answer the questions posed in Section 3.1. To better support the error analysis, we defined three types of features to describe subpopulations and four principles for more interpretable rule representation.

The three types of features for our pipeline are: *token, concept, and high-level features*. Tokens refer to unigram (e.g., ”want”), bigram (e.g., ”want to”) and trigram (e.g., ”want to be”) in this work. Token-level features are semantically meaningful and may describe a broad range of subpopulations; therefore these are the main features we use to define subpopulations.

A *concept* is a group of semantically similar *tokens*. For example, tokens that belong to the same named entity (e.g., country names), tokens that refer to pronouns related to female (e.g. ”she”, ”her”, ”hers”). This feature is mainly used for hypothesis testing as introduced in Section 3.

*High-level features* include a list of pre-defined high-level metrics that are commonly used in error analysis, such as document length [16], part-of-speech tags [14], and word overlap (for the NLI task) [19]. iSEA supports error analysis on high-level features across the three stages we defined in the pipeline.

We also identified four principles of presenting rules to achieve human interpretability and ensure that the rules describe subpopulations with a significantly higher error rate.

**Limit the number of conditions.** Subpopulations where several token-level features exist in the same document are usually small, which makes the description of errors unreliable. Long rules with too many features are also hard to interpret. As such, we limit the maximum number of conditions in each rule to two in this work.

**Test significance.** To ensure that a high error rate in a subpopulation does not occur by chance, we apply statistical significance testing. We provide two ways of testing significance: (1) calculating the p-value of the null hypothesis that the error rate in the subpopulation is higher than the baseline error rate, which is the error rate on the whole data set: (2) running bootstrap [8] to compute 95% confidence interval of the error rate on a subpopulation.

**Limit the cardinality of features.** Given a condition of ”document length > 23”, users need to understand whether such document length is actually long or short relative to other examples in the dataset. In this work, we use the value of 10th percentile and 90th percentile as the thresholds for high-level features to differentiate the three ranges, which makes low and high extreme cases that are important to error analysis. As for the token-level features or concept-level features, we use binary values of whether such tokens or concepts appear in the document in order to provide an easily interpretable description of the subpopulation.
We view the problem of finding error-prone subpopulation as a classification task. Assume we have a model \( M \) that generates predictions \( \mathcal{Y}_{\text{pred}} = \{y^{(i)}_{\text{pred}}\}_{i=1}^{N} \) on a set of \( N \) input documents \( \mathcal{X} = \{x^{(i)}\}_{i=1}^{N} \) with ground truth defined as \( \mathcal{Y}_{\text{gt}} = \{y^{(i)}_{\text{gt}}\}_{i=1}^{N} \). To analyze the errors made by \( M \), we define the labels of whether the documents are predicted incorrectly by \( M \) as the error set \( \mathcal{Y}_{\text{error}} \):

\[
\mathcal{Y}_{\text{error}} = \{(y^{(i)}_{\text{pred}} \neq y^{(i)}_{\text{gt}})\}_{i=1}^{N}
\]  

where \( y^{(i)}_{\text{pred}} \neq y^{(i)}_{\text{gt}} \) evaluates to 1 if \( y^{(i)}_{\text{pred}} \neq y^{(i)}_{\text{gt}} \) and 0 otherwise. By applying rule-based models, the extracted if-then rules used to classifying whether a document is predicted incorrectly by \( M \) becomes a set of descriptions for error-prone subpopulations.

However, applying existing rule-based models (or tree-based models) cannot fulfill the principles we introduced in the previous subsection. So in this work, we use a tree-based model, random forest, as a preliminary step of filtering important features, that is, features that are useful for describing an error-prone subpopulation. This is important for error discovery involving token-level features because of the large number of such features. After this step, we usually get fewer than 500 tokens to process.

The algorithm of discovering error-prone subpopulations contains four steps. First, we train a random forest where we limit the max depth to 3 in order to accelerate the model training. Next, we filter the features with non-zero feature importance as candidate features for the next step. The two steps can be skipped for high-level features because the number of pre-defined high-level features is usually small. We then directly test the error rate in a subpopulation described by one feature (contains a token or not; or low/medium/high value of a high-level feature), as well as the combination of two or three features. Given a pre-defined minimal error rate and support threshold, we report the results with high error rate. Finally we test the significance of the difference between the discovered error-prone subpopulation and the full test set by computing p-values for the null hypothesis and the 95% confidence intervals of the subpopulation error rate through bootstrapping. In the implementation, we take the minimal error rate as the error rate over the entire test set, and the threshold for support as 5% of the data.

### 4.2 Error Discovery

We view the problem of finding error-prone subpopulation as a classification task. Assume we have a model \( M \) that generates predictions \( \mathcal{Y}_{\text{pred}} = \{y^{(i)}_{\text{pred}}\}_{i=1}^{N} \) on a set of \( N \) input documents \( \mathcal{X} = \{x^{(i)}\}_{i=1}^{N} \) with ground truth defined as \( \mathcal{Y}_{\text{gt}} = \{y^{(i)}_{\text{gt}}\}_{i=1}^{N} \). To analyze the errors made by \( M \), we define the labels of whether the documents are predicted incorrectly by \( M \) as the error set \( \mathcal{Y}_{\text{error}} \):

\[
\mathcal{Y}_{\text{error}} = \{(y^{(i)}_{\text{pred}} \neq y^{(i)}_{\text{gt}})\}_{i=1}^{N}
\]  

where \( y^{(i)}_{\text{pred}} \neq y^{(i)}_{\text{gt}} \) evaluates to 1 if \( y^{(i)}_{\text{pred}} \neq y^{(i)}_{\text{gt}} \) and 0 otherwise. By applying rule-based models, the extracted if-then rules used to classifying whether a document is predicted incorrectly by \( M \) becomes a set of descriptions for error-prone subpopulations. However, applying existing rule-based models (or tree-based models) cannot fulfill the principles we introduced in the previous subsection. So in this work, we use a tree-based model, random forest, as a preliminary step of filtering important features, that is, features that are useful for describing an error-prone subpopulation. This is important for error discovery involving token-level features because of the large number of such features. After this step, we usually get fewer than 500 tokens to process.

The algorithm of discovering error-prone subpopulations contains four steps. First, we train a random forest where we limit the max depth to 3 in order to accelerate the model training. Next, we filter the features with non-zero feature importance as candidate features for the next step. The two steps can be skipped for high-level features because the number of pre-defined high-level features is usually small. We then directly test the error rate in a subpopulation described by one feature (contains a token or not; or low/medium/high value of a high-level feature), as well as the combination of two or three features. Given a pre-defined minimal error rate and support threshold, we report the results with high error rate. Finally we test the significance of the difference between the discovered error-prone subpopulation and the full test set by computing p-values for the null hypothesis and the 95% confidence intervals of the subpopulation error rate through bootstrapping. In the implementation, we take the minimal error rate as the error rate over the entire test set, and the threshold for support as 5% of the data.

### 4.3 Model Behavior Explanation for Error Validation

To better understand how the token or tokens that define a subpopulation actually contribute to the errors, we present explanations of model behaviors based on SHAP values [18], which indicate how strongly particular tokens influence the model predictions. For a given class \( C \), e.g. positive sentiment, a token with positive SHAP value means that this token increases the probability of predicting this document as class \( C \), and decreases the probability if the SHAP value is negative. We use SHAP values instead of other methods such as LIME [22] and DeepLift [25] because SHAP has better computational performance and has constraints to ensure that they have better consistency with human intuition [18], which are important in a human-in-the-loop pipeline.

To give an overview of how the tokens are relevant to the model predictions, we also provide a subpopulation-level model explanation aggregating the SHAP values on all the documents in a given subpopulation. Given \( \text{SHAP}(t|x,C) \) as the SHAP value of the token \( t \) in the input \( x \) for a given class \( C \), we define \( \text{cnt}_{\text{pos}}(t) \) as the number of documents that contains token \( t \) which has a positive SHAP value for model prediction of class \( C \):

\[
\text{cnt}_{\text{pos}}(t) = \sum_{x \in \mathcal{X}^*} \left[ \text{SHAP}(t|x,C) > 0 \right]
\]  

where \( \mathcal{X}^* \) is a given subpopulation, and \( \text{cnt}_{\text{pos}}(t|x,C) = 1 \) if \( \text{SHAP}(t|x,C) > 0 \), 0 otherwise. Similarly, we define \( \text{cnt}_{\text{neg}}(t) \) as:

\[
\text{cnt}_{\text{neg}}(t) = \sum_{x \in \mathcal{X}^*} \left[ \text{SHAP}(t|x,C) < 0 \right]
\]
As shown in Fig. 3, the iSEA interface provides seven views to assist users in understanding and analyzing errors in an NLP model: (1) the model performance view provides an overview of model performance such as tokens and high-level features that are relevant to a high error rate; (2) the rule discovery view presents a list of automatically extracted rules and the error rate in the described subpopulation; (3) the document projection view shows the distribution of documents based on the techniques of sentence embedding [21] and t-SNE [28] as well as whether the documents are predicted correctly or not by the model; (4) the statistics view shows how the errors distribute across pre-defined high-level features on the whole data set (the tab of Overall stat.) and on a specific subpopulation (the tab of Subpopulation stat.); (5) the document detail view displays the actual documents that match a selected/created rule and integrated SHAP values to assist users to understand how the model makes decisions in a subpopulation; (6) the rule editing view allows users to edit the discovered rules or create their own rules using tokens, concepts or high-level features; (7) the concept construction view enables the construction and comparison of user-defined concepts. All the views are interactively connected to assist error analysis through the three stages of (1) learning the general information of the model and the data, as well as where errors may happen, (2) understanding and validating the actual causes of errors, (3) testing hypothesis of model performance based on user defined rules. In the following subsections, we introduce the coordinated views according to how they support the three stages in the pipeline.

5.2 Learning: Model, Data, and Errors

The model performance view (Fig. 3①) provides an overview of the model and data, including the overall accuracy, the baseline error rate, as well as a preview of tokens and high-level feature values that describe subpopulations with a high error rate. By reading the information in this view, users can gain a general understanding of the model performance and the potential causes of errors.

In the rule discovery view (Fig. 3②), we present the complete list of automatically extracted rules and the error rates of the respective subpopulations. For each rule, we also show a p-value that indicates the probability that an observed difference between the subpopulation-level error rate and the baseline error rate could have occurred by chance; the smaller the p-value, the greater the statistical significance of the observed difference. Alternatively, users can choose to view the 95% confidence interval of the subpopulation-level rate; the smaller the range, the greater the statistical significance of the observed error rate. The support of a rule—the size of the associated subpopulation—is also shown at the beginning of each rule to help users understand the frequency of the error pattern.

To provide an overview of these automatically extracted rules, a histogram of the error rates is shown on the top of the view, which also provides a slider for filtering rules based on error rate. Additionally, iSEA supports filtering by number of conditions and ordering rules based on either rule support or error rate to assist users in finding subpopulations of interest.

5.3 Error Understanding and Validating

The document projection together with views at the bottom (Fig. 3③④⑤) aim at helping users understand model behaviors and the document content to validate the causes of errors (G2, G3).
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Figure 3: iSEA contains seven linked views: (1) Model Performance View, (2) Rule Discovery View, (3) Document Projection View, (4) Statistics View, (5) Document Detail View, (6) Rule Editing View, (7) Concept Construction View.

The document projection view (Fig. 3 3) on the top provides an overview of the document distribution. In this view, each point represents a document in the data set, and the color indicates whether this document is predicted correctly by the model. To map the documents to a 2-dimensional space, we first extract document embedding vectors using Sentence Transformers [21], a state-of-the-art framework of computing dense vector representations for sentences, paragraphs, and images based on their semantic meaning. Then we apply t-SNE [28], a dimensionality reduction technique, to project the high-dimensional document embedding vectors to a 2-dimensional space. These techniques ensure that semantically similar documents are also closer in the 2D space.

When there is no rule selected or created by the user for inspection, this view presents the distribution of the documents from the entire test set. Once the user selects or creates a rule for analysis, this view shows the distribution of documents in the corresponding subpopulation, enabling users to better understand the semantic relationships, as illustrated by the example in Fig. 4. The documents in Fig. 4(a) are more distributed, indicating that these documents are not semantically similar, while documents shown in Fig. 4(b) tend to cluster together because all of them mention the word medicare and are similar in terms of their semantic meanings.

At the bottom of the interface, the statistics view (Fig. 3(4)) and document view (Fig. 3(5)) support further validation of error causes through feature disaggregation, posthoc model explanations, and manual inspection of documents.

In the statistics view, we show the number of errors across labels, model predictions, as well as other high-level features. Under the tab of Overall stat., the statistics are based on the errors on the entire test set. Once the user selects or creates a specific rule, the statistics for that subpopulation will be shown under the tab of Subpopulation stat. As shown in Fig. 3a, we also provide the distribution of the tokens mentioned in a rule across the labels in the training set.

The document detail view provides a bar chart of aggregated SHAP values for documents in a subpopulation (Fig. 3b) and shows the actual documents below the chart. The integrated bar chart displays the model explanation as described in Section 4.3. We use the height of bars in yellow to represent the value of cnt_pos, and the height of blue bars for cnt_neg in an opposite direction at the same column. To highlight the tokens that are frequently considered important by the model, we sort the columns (tokens) in a descending order by either the value of cnt_pos or cnt_neg according to whether there are more documents contain tokens with positive SHAP values or negative ones.

As for the list of the documents, we show the incorrectly predicted documents in the beginning of the list. In each document, we highlight in red the tokens used in the rule. These features help users to quickly find the documents on which the model makes mistakes and focus on the potential error causes mentioned in a rule.
5.4 Hypothesis Testing

Once the users gain enough knowledge about the model and the data, they can create rules to test their own hypotheses (G4) through the views on the right-hand side (Fig. 3 (Ο–Ω)), and then further validate them through the views described in the previous subsection.

The rule editing view (Fig. 3 (Ω)) allows the users to edit any selected rules or create a new rule. Any selected rule will be added to this view directly so that users can add or remove conditions based on extracted rules. Users may also create their own rules by clicking “Reset” to clear all the existing conditions. iSEA supports the combination of three types of features: token, concept, and high-level features.

The concept construction view (Fig. 3 (Ω)) enables users to add a new concept or edit an existing concept. Initially, a newly added concept box is editable as shown in Fig. 3 (Ω):concept_2. A submitted concept (Fig. 3 (Ω):concept_1) shows the user-defined token/phrase list for this concept, as well as a summary visualization of the subpopulation contains the concept. The summary visualization is illustrated in Fig. 3c. Such visualization enables visual comparison of subpopulations containing different concepts to test the hypothesis related to multiple concepts.

6 EVALUATION

To demonstrate how iSEA can help with ML model development and deployment, we present usage scenarios on two NLP tasks: natural language inference (NLI) and sentiment analysis. The design goals set out in Section 3.1 are used to evaluate the performance of the tool and are referenced directly in the use cases. We then present interviews with three domain experts in order to illustrate how iSEA is used in practice.

6.1 Usage Scenario: Natural Language Inference (NLI)

In this hypothetical scenario, we show how iSEA helps model developers understand the robustness of their model by analyzing the model errors on an out-of-distribution (OOD) dataset.

A model developer, Alice, trains a DistilBERT model [24] on a set of documents from the government genre in the Multi-NLI dataset [31]. This model will be used for an NLI task: given a premise sentence and a hypothesis sentence, the model predicts whether the hypothesis is an entailment, or a contradiction of the premise, or just neutral. At present, this model can reach 80% accuracy on the test set. Alice wants to know the robustness of this model so she tests the model on a data set from the travel genre in Multi-NLI dataset. This test ends up with only 72% accuracy, which shows a drop of 8% for this OOD data compared to the in-distribution data.

To understand the accuracy drop and analyze the error causes, Alice first gains a general understanding of where the model makes mistakes (G1) from the model performance view as shown in Fig. 5a, which provides an overview of the data set and potential causes of errors. Under Top 10 Tokens/Phrases, which shows the tokens that define subpopulations with the highest error rates, she sees that the first word is “island”, which stands out because it is directly related to the travel genre and may be an OOD error. Under Top 5 High-Level Features, which shows the pre-defined features associated with the highest error rates, she see that the model has the greatest error rate when overlap=Low, which indicates when the word overlap between a premise and a hypothesis is low.

Alice then focuses on a specific subpopulation to validate the actual error causes related to the presence of the island token. From the rule discovery view (Fig. 5b), she selects the rule of “contains island” in order to view the examples in that subpopulation and better understand whether the errors may be caused by OOD data (G3) Alice first takes a look at the high-level statistics to gain an overview of the “island” subpopulation. In Fig. 5c in the Subpopulation Statistics tab she sees that the size of the subpopulation in the training set (government genre) is extremely small, with just 15 examples containing the word “island.” Also, most of the errors appear when the model predicts neutral, possibly because the model has low confidence about the relationship between hypothesis and premise in this subpopulation.

Next, she still wants to explore what kind of relationship the model needs to learn to improve the robustness. These relationships may not be learned well (G2) in the training or may be related to unseen data (G3). So she refers to the document detail view. After reading the actual sentences that contain “island”, she realizes that the errors may be caused by a combination of factors. The typical examples are listed in Fig. 5d1-d3. In the first case (Fig. 5d1), the model may not link “botanical estate” with “many flowers”, and in the second case (Fig. 5d2), the model may not know that “Milos” is not in “Africa”. The errors in both cases may be due to OOD issues. Specifically, the model may not know botanical concepts and geographical relationships. However, in the third case (Fig. 5d3), the error may occur due to the model not linking “financial center” with “banks” and “financial institutions” which is supposed to be covered in the government related materials. To further confirm this, Alice creates a rule of “contain financial” to test this finding (G4) and finds that “financial” appears more than 1000 times in the training data (Fig. 5e) which is not an OOD issue. Alice continued to inspected several rules and documents. She then made a summary on the robustness test. In short, Alice finds that there are some OOD issues for the model on the travel-related text and there are still some errors caused by knowledge that the model did not learn well during the training. She decides to fine-tune her model with some geographical knowledge because this is potentially important for the government documents. Meanwhile, she decides to further inspect more cases such as finance-related words and phrases in the text from government genre to improve the model performance.

6.2 Usage Scenario: Sentiment Analysis on Twitter

In this hypothetical scenario, we illustrate the case when a product manager, who does not have a technical background, needs to understand when the model makes mistakes before the model is actually deployed.

A product manager, Bob, wants to apply an open-sourced model twitter-roberta-base-sentiment [3] for sentiment analysis on twitter data [3]. Before the actual model deployment in his product, he wants to understand where the model makes errors and wants to test a few sensitive cases he used to have trouble with. He first looks at the automatically extracted rules (Fig. 3 (Δ)) to gain an overview of where the model makes more mistakes (G1).
To reason about the errors (G2,G3), he starts inspection of specific subpopulations. He sets the number of conditions to 1 to filter simple rules that lead to high error rate. Then he inspects the rule for phrases containing “isis”. Under the subpopulation stat. tab, he notices that the distribution of labels changes between the training and testing set in terms of the number of tweets containing “isis”. The primary reason for this data shift is that the training set is based on tweets from 2013 to 2016, while the test set is from 2017 and there were not many cases containing “isis” in the training set as shown in Fig. 3a). However, although only a few cases appeared in the training set, the model still learns a strong correlation between “isis” and a negative sentiment as shown in the aggregated bar chart of SHAP values (Fig. 3b). He finds that the token “isis” increases the probability of predicting negative sentiment and decreases the probability of positive sentiment. This is a spurious correlation because after reading the tweets, he notices several cases that relay news stories about ISIS, which are neutral. Next, Bob inspects the errors in the documents containing “kim_jong_un” (R11 in Fig. 3c). He then finds that there is no such name in the training set. Therefore, the model may not be able to make a good prediction of sentiment and thus produces neutral predictions. After inspecting more cases, Bob lists a few takeaways of using this model. For example, there are a few cases that may need to involve human input, and some tweets may contain important tokens, e.g. entities, that do not appear in the training set.

In the model performance view, Bob notices that the model has low performance when a tweet contains a high percentage of pronouns. He then wants to test a few concepts of pronouns for different...
genders to check whether the model has different performance based on gender (G4). He thus creates a concept list as shown in Fig. 6 and finds that the subpopulation that contains the three concepts are different in size. Although the female pronoun concept (concept_1) has a higher error rate, there is no significant difference between the error rates for this subpopulation and the male pronoun (concept_2) and a non-binary or plural pronoun (concept_3) as can be seen by the overlap between the 95% confidence intervals. Based on these initial findings, further analysis may be required to more rigorously assess gender bias.

6.3 Evaluation via Expert Interviews
To evaluate how well iSEA can support error analysis in practice and how people use iSEA, we conduct in-depth interviews with three domain experts (E1, E2, E3) from a commercial software company. They are all research engineers that specialize in NLP (2 female, 1 male).

Procedure. We conducted the interview in the form of a case study with a real-word Twitter dataset for sentiment analysis [3] and an open-sourced sentiment classification model provided by the authors of the dataset. Interviews were conducted remotely and lasted 45 minutes each. We began each interview with an introduction, during which we clarified the goal of iSEA and provided a tutorial regarding the usage of the tool. Then we asked the experts to conduct an error analysis task on the Twitter data to determine where and how the model makes mistakes. In the process, we instructed the experts to follow a “think-aloud” protocol [9] in which they reason out loud and explicitly mention what questions they were trying to answer during the exploration and what insights they gleaned. In the final phase, we conducted a semi-structured interview which incorporated several questions about the overall usefulness, and general pros and cons of iSEA.

Exploration of tool. In general, all the experts were able to finish the analytical task with iSEA and make use of all the functions in iSEA. All the experts went through the three stages of learning, validating and hypothesis testing. They spent most time in the document detail view to read the actual documents and reason about the SHAP values. However, we still observed some different patterns of using the tool. E1 and E3 spent more time on the concept creation view, while E2 focused more on the statistics view.

Feature comparison. When asked about the most useful features of the tool, E2 and E3 listed the rule discovery view. E2 liked that the discovered rules provided a guide for further explorations. During the error analysis phase of the interview, the rule discovery view also inspired two of the experts when constructing concepts, as they chose combinations of words they had previously seen among the discovered rules. E1 and E2 also described the document detail view as a favorite feature. E1 in fact stated that they would spend the majority of their time exploring individual examples and liked having the ability to search for examples of a particular type for model debugging. E1 and E2 even found that there may be problems with the original labeling in some subpopulations. E1 and E3 liked the document projection view, although were not as certain how they would directly apply it. E1 mentioned that this view would be most useful if the projection provided a separation between examples with and without errors.

Concept creation. When queried about concepts that they would find most useful for hypothesis testing, all three experts mentioned concepts related to model bias, for example race or gender. E3 was broadly interested in different types of entities, such as places and person names. E2 also expressed interest in collections of hashtags describing particular events or topics.

Suggestions for improvement. We also prompted the experts for suggestions on how to improve the tool. E1 suggested supporting regular expression for concept construction. E2 and E3 mentioned that other users might not be familiar with some terms such as SHAP value, subpopulation, and concept, and they suggested including more guidance from the tool, e.g. tooltips, to explain these terms. E2 found that the interface tried to leverage a lot of different statistics and suggested grouping similar things. E2 and E3 also suggested simplifying the visualization of concept summary. E2 also mentioned that it was challenging to interpret some of the extracted rules, for example, rules containing prepositions.

7 DISCUSSION
As a pipeline for error analysis of NLP models, we hope that iSEA will have a positive impact on the development and deployment of NLP models or even other types of models. We discuss the impact with respect to the following aspects:

Enabling semantic error analysis without coding. Enabling people to analyze model behaviors, especially erroneous behaviors increases the transparency and fairness of the whole machine learning pipeline. The user interface of iSEA enables all the stakeholders, who even do not have a technical background, to understand the model mistakes without any coding. Although we present the evaluation of two usage scenarios of model development and deployment, we expect that iSEA can be used even by the end-users of the actual AI techniques with proper guidance and explanations to increase their trust of the model decisions, be aware of model uncertainty, and understand when user input is necessary.

Importance of the human-in-the-loop pipeline with intelligent UI. We also confirm the importance of involving humans in the loop with the assistance of an intelligent UI for error analysis through the development of this work. Although the automatically extracted rules provide a description of error-prone subpopulations, they do not reveal the underlying reason for the errors. For example, the errors related to some person names may be caused by an OOD issue or incorrect labeling. These actual causes of errors need further analysis and validation from a human user. Regardless, these automatically extracted error explanations still provide value during the error analysis, because they guide the users to a subpopulation that should be investigated and inspire the users to reason about the errors and create their own rules. We expect to see more work that integrates human and machine intelligence in error analysis.

Understanding model bias. The interviewed experts showed an interest in testing and comparing the model performance in terms of different tokens or concepts. They mentioned concepts related to gender, race, and geographical locations, for example.

We note that some prepositions such as “from” and “after” are related to location and time logic which can be useful in some cases, while others may represent noise in the data that should be filtered out.
Although a more systematic exploration and evaluation of such impact is needed, it is good to see that people think of such comparison during the usage of iSEA. We expect iSEA to encourage model developers to test and improve the model performance for a more diverse group of people and data.

**Extension to error analysis of other models.** Although this work focuses on the error analysis of NLP models, the presented error analysis pipeline and system architecture can be widely applicable. The high-level synthesis of building an error analysis system can be summarized as follows: (1) the pipeline as shown in Fig. 1 illustrates the key points of learning, validating, and hypothesis testing in a procedure of error analysis that involves humans in the loop, which can be extended to other model debugging and model diagnosis problems; (2) the rule presentation principles for errors, such as \textit{“limit the number of conditions and cardinality of features”} and \textit{“test significance”} are also applicable to other types of model and data, while \textit{“avoid negation”} may be unnecessary for other data because the negative values can still be meaningful in many cases; (3) the system architecture we described in Fig. 2 provides a manageable method that integrates model, analysis process, and pre-mined results with an interactive user interface, which can be applied to other analysis problems related to machine learning models.

**8 LIMITATIONS**

This work is the first step in our goal to provide a full user-centered error analysis tool. The system currently has certain limitations. The first limitation is the understanding of complex semantics and context of a document. In iSEA, we use token-level features to discover semantically-grounded subpopulations that contain errors. However, token-level features may ignore the context of the text. For example, “This is not her best work.” and “This is her best work, not to be missed.” share similar vocabulary (tokens) but have quite different semantic meanings. To better capture the semantics in the documents, we include concepts and high-level features (e.g., number of adjectives) in the system, which supports more flexible subpopulation discovery and construction. Although these features are complementary to tokens, the context of a document still may not be well depicted. More research is needed to explore interpretable features and representations that may assist users in understanding more complex semantics in their full context.

Further, iSEA only supports error analysis of classification tasks that require textual information, including sentiment analysis, NLI, text classification, and yes/no question answering. The tasks such as VQA which involves image information, and translation which are also applicable to other types of model and data, while “avoid negation” may be unnecessary for other data because the negative values can still be meaningful in many cases; (3) the system architecture we described in Fig. 2 provides a manageable method that integrates model, analysis process, and pre-mined results with an interactive user interface, which can be applied to other analysis problems related to machine learning models.

**9 CONCLUSION AND FUTURE WORK**

In this paper, we present an interactive pipeline for users to discover and analyze the errors made by an NLP model. To extract present rules that describe error-prone subpopulations with improved interpretability, we developed three different types of features for rules and followed four principles of rule generation and presentation. As a result of this, we designed and implemented iSEA, a graphical interface for semantic error analysis that allows users to learn and validate the causes of errors, as well as test hypothesis on model performance. We demonstrated the usefulness of iSEA through two usage scenarios with two NLP tasks: NLI and semantic analysis, and in-depth interviews with domain experts. In the future, we plan to apply iSEA to more NLP tasks, and develop more intelligent assistance in concept creation and evaluation. Moreover, we intend to conduct a formal user study to demonstrate the usability of different views in our system and compare our approach with existing error analysis tools.
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