Path planning of mobile robot based on particle swarm optimization algorithm
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Abstract. Aiming at the premature convergence problem of particle swarm optimization (PSO) due to the loss of population diversity in the late stage of search, this paper improves the traditional PSO and proposes the elite mean deviation induction strategy, which improves the convergence speed and accuracy of PSO. The experimental results show that the convergence speed and accuracy of the improved PSO are improved. The effectiveness of the improved algorithm is proved.

1. Introduction
Mobile robot path planning is one of the most important technologies in robotics, which marks the level of robot intelligence to a certain extent. Relevant scholars at home and abroad have tried to use various optimization methods to solve the problem of mobile robot path planning, and have made a lot of contributions to the development of robot path planning technology. Path planning of mobile robot is to optimize a collision free optimal path from the starting position to the target position in the working environment according to a certain optimization objective.[2]

Different classification index can divide the path planning of mobile robot into different categories. According to the needs of researchers, the corresponding content is often selected to find the appropriate algorithm for path solving, which is mainly divided into global path planning and local path planning. Global path planning is the state of all the information in the environment, especially the shape and position of obstacles. [8] Traditional algorithms mainly include visual graph method, artificial potential field method, element decomposition method and so on. These traditional methods have the disadvantages of large amount of calculation, low efficiency and easy to fall into local optimum.

Particle swarm optimization is an intelligent algorithm, which is very simple and efficient, strong global search ability and fast convergence speed. Many scholars began to study the application of particle swarm optimization in mobile robot path planning. However, PSO algorithm has the disadvantages of slow convergence speed and easy to fall into local extremum, and its effect in mobile robot path planning is not very ideal. Therefore, it is of great significance to study how to make PSO keep the diversity of the population in the later stage of the search and effectively escape from the local optimum, so as to ensure that the robot can reach the target point safely and efficiently. [5]

2. Heuristic cost particle swarm optimization algorithm
Particle swarm optimization (PSO) is a stochastic global optimization technique, which finds the global optimal solution through cooperation and information sharing among individuals. Suppose that the
problem is solved in d-dimensional search space, the population is composed of M particles [9], and the population can be expressed as 
\[ S = x_1^{(k)}, x_2^{(k)}, ..., x_m^{(k)} \] 
Where \( k \) is the number of iterations. In the \( k \)-th iteration, the position of the i-th particle is expressed as d-vector 
\[ x_i^{(k)} = (x_1^{(k)}, x_2^{(k)}, ..., x_d^{(k)}) \] 
among \( i = 1, 2, ..., m \), represents the position of each particle I in the search space, and also represents a solution. The velocity of each particle can be expressed as 
\[ v_i^{(k)} = (v_1^{(k)}, v_2^{(k)}, ..., v_d^{(k)}) \] 
represents the velocity of each particle in each dimension of the population. The fitness value is expressed as 
\[ fitness = f(X_i) \] 
In each iteration, according to the particle's own vector, velocity vector, and each particle's history information and population [4] information to constantly update their own state. In the PSO algorithm, once the iteration starts, the position and velocity of all particles will be updated recursively:

\[ v_i^{(k+1)} = \omega v_i^{(k)} + c_1 \phi_1 (p_i^{(k)} - x_i^{(k)}) + c_2 \phi_2 (p_{gd}^{(k)} - x_i^{(k)}) \]  \( \text{(1)} \)

\[ x_i^{(k+1)} = x_i^{(k)} + v_i^{(k+1)} \] \( \text{(2)} \)

In the type, \( \omega \) is the inertia weight factor; \( c_1, c_2 \) are the acceleration coefficient; \( \phi_1, \phi_2 \) are two random numbers of uniform distribution; \( v_i^{(k)} \) is the velocity of particle I in d-Dimension; \( x_i^{(k)} \) is the position of particle I in D Dimension; \( p_i^{(k)} \) is the best position that the particle experiences in the D dimension; \( p_{gd}^{(k)} \) is the best position in the current population.

The standard PSO algorithm will lose the diversity of the population in the later stage of the search, resulting in the algorithm can not converge to the local extremum, It leads to premature convergence and slow convergence. Aiming at this defect of PSO algorithm, this paper proposes an elite mean deviation induction strategy. The elite individual particles are initialized to increase the diversity of the population, improve the speed update model of particle swarm optimization, and improve the convergence speed of the algorithm.

The elite mean deviation is used to characterize the diversity of particle distribution in the population by observing the dispersion degree of fitness function distribution. Let the kth generation population of particle swarm s consist of particles \( x_1(t), x_2(t), ..., x_s(t) \) its fitness is \( fitness_1(t), fitness_2(t), ..., fitness_s(t) \). The average fitness of individual population

\[ fitness = \frac{1}{s} \sum_{i=1}^{s} fitness_i(t) \] 

is the fitness of the optimal individual is denoted as \( fitness_{max}(t) \) [7] individuals whose fitness is less than the average fitness are called elite individuals, the average of all elite individuals is recorded as \( \bar{f}_{all}(t) \), the mean deviation of elite is \( \Delta \tau(t) = \bar{f}_{all}(t) - fitness_{max}(t) \) When the population diversity is lost, the elite retaining strategy is used to induce the population. For the elite individuals whose fitness is better than the average fitness, in addition to retaining the global optimal individuals, all other sub optimal elite individuals are initialized according to the probability P. As the particles are initialized, and the position of the particles after initialization is random, the population diversity is increased.

Secondly, the particles in the region with poor fitness are induced to leave this region and continue to search in other regions that may contain global optimal solution. Here, the particles with fitness greater than average fitness are regarded as poor particles, it needs to be induced. The induction rules are as follows:
\[ \mu_{id}(t+1) = \begin{cases} \eta \cdot k_1, & \text{fitness}(x_i(t)) \geq \text{fitness}(x_i(t-1)) \\ \eta \cdot k_2, & \text{fitness}(x_i(t)) < \text{fitness}(x_i(t-1)) \end{cases} \] (3)

In the type, \( \mu \) is the inducing factor; \( \eta \) is a random number, \( \eta \in (0,1) \), \( k_1 \) is a positive number less than 1, \( k_2 \) is a positive number greater than 1. The update formula of particle velocity is as follows:

\[ v_{id}^{(k+1)} = \alpha v_{id}^{(k)} + c_1 k_1 (P_{id}^{(k)} - x_{id}^{(k)}) + c_2 k_2 (P_{gd}^{(k)} - x_{id}^{(k)}) + c_3 k_3 (P_{wd}^{(k)} - x_{id}^{(k)}) \] (4)

\( P_{wd}^{(k)} \) is the location of particles with poor fitness.

3. Simulation results and analysis

In order to verify the effectiveness of improved algorithm, eight commonly used standard test functions are selected to test its performance, and the improved algorithm and PSO algorithm are tested on these eight benchmark functions. The experimental times of each algorithm on the same test function are 100. This paper mainly compares the Best, Mean, Worst and Iter of each algorithm.

| Test function | Dimension | Range    | Extremum |
|---------------|-----------|----------|----------|
| \( f_1(X) = \sum_{j=1}^{d} x_j^2 \) | 30        | [-100,100] | 0        |
| \( f_2(X) = 10d + \sum_{j=1}^{d} [x_j^2 - 10\cos(2\pi x_j)] \) | 30        | [-5.12,5.12] | 0        |
| \( f_3(X) = \sum_{j=1}^{d} [100(x_{j+1} - x_j)^2 + (x_j - 1)^2] \) | 30        | [-30,30] | 0        |
| \( f_4(X) = \sum_{i=1}^{d} (\sum_{j=1}^{i} x_j)^2 \) | 30        | [-100,100] | 0        |
| \( f_5(X) = 0.5 - \frac{\sin(\sqrt{x_1^2 + x_2^2}) - 0.5}{(1 + 0.01(x_1^2 + x_2^2))^2} \) | 30        | [-2.048,2.048] | 0        |
| \( f_6(x) = \sum_{i=1}^{d} x_i \sin(\sqrt{x_i}) \) | 30        | [-500,500] | -12659.4 |
| \( f_7 = \frac{1}{4000} \sum_{i=1}^{d} x_i^2 - \prod_{i=1}^{d} \cos(\sqrt{x_i}) + 1 \) | 30        | [-600,600] | 0        |
| \( f_8 = \sum_{i=1}^{d} (x_i - (i - 0.5d))^2 \) | 30        | [-100,100] | 0        |

Table 2. test results of improved algorithm and PSO algorithm on test function.

| Test function | \( f_1 \) | \( f_2 \) | \( f_3 \) | \( f_4 \) | \( f_5 \) | \( f_6 \) | \( f_7 \) | \( f_8 \) |
|---------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| BPSO          | 0.793e-52 | -0.80432  | 0         | 96.7218   | 0         | 0         | 0.24779   |
| Mean          | 6.005e-51 | -0.00431  | 2.3739    | 20.7321   | 89.3741   | 0         | 0         | 1.107e+02 |
| Worst         | 5.743e-51 | -0.00327  | 19.4758   | 69.8432   | 90.7539   | 0         | 0         | 3.0789    |
| Iter          | 498       | 298       | 539       | 150       | 100       | 140       | 151       | 101       |
| BPSO          | 0         | -0.85456  | 0         | 96.8345   | 0         | 0         | 0.23815   |
| Mean          | 0.037481  | 21.2178   | 151.3749  | 0         | 0         | 0         | 0.7932e+02 |
| Worst         | 0         | -0.39543  | 75.3728   | 237.4123  | 0         | 0         | 1.37833   |
| Iter          | 291       | 317       | 405       | 78        | 231       | 24        | 21        | 59        |
It can be seen from table 2 that improved algorithm has achieved high convergence accuracy in the test function, followed by the convergence accuracy of improved algorithm, and the number of times to obtain the global optimal solution is also the largest. From the test results of iteration times, improved algorithm has faster convergence speed than PSO algorithm; The results of improved and PSO are the same. In general, the improved PSO algorithm in this paper is better than PSO algorithm in both convergence progress and convergence speed.
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Figure 1. The fitness curve of the improved algorithm and PSO algorithm on the test function.

Figure 1 shows the convergence curves of the two algorithms on the test function. The convergence curves of the two algorithms are obtained through 200 experiments on the test function. It can be proved that the improved algorithm has faster convergence speed.

4. Conclusion

According to the loss of population diversity in the late iteration of particle swarm optimization, the algorithm converges prematurely, easily falls into local extremum, and reduces the convergence speed. The elite mean deviation is used to increase the diversity of particle swarm and avoid falling into local extremum. The particles with poor fitness are induced to accelerate the convergence speed of
particle swarm optimization, and the particle velocity update model is improved. The improved algorithm is tested in some test functions, and the simulation results show that the algorithm has high search speed and precision.
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