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Abstract: Under the data-driven environment, market competition is increasingly fierce. Enterprises begin to pay attention to precise marketing to make costs down, improve marketing efficiency and competitiveness. E-mail marketing is widely used in enterprises due to its advantages of low cost and wide audience. This paper uses machine-learning techniques such as decision tree, cluster analysis and Naive Bayes algorithm to analyze customer characteristics and attributes with historical purchase records, and further analyzes the key factors that affect potential customers' purchase behavior by selecting models with high promotion degree through promotion graph, to realize accurate marketing. The results show that the prediction effect of decision tree is better than clustering analysis and Naive Bayesian algorithm, and has a higher promotion degree. The customers who are 45-55 years old and commute 1-2 kilometers away are more likely to make purchases if they do not have a car or have a car at home.
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1 INTRODUCTION

With the arrival of the area of "Internet plus" and the explosive growth of all kinds of data, the age of big data has come. The advent of the era of big data makes the development of any business more dependent on data. The production data and operation data of enterprises, and related data of customers all have the vital impact on the development of enterprises. In addition, the data mining is the core competitive ability for the development of enterprises. Nevertheless, the traditional techniques of data mining are long-time spent and inaccuracy, and many data are not mined and utilized effectively. With the continuous development of database and data mining technologies, the needs of data mining in many enterprises are met better [1].

In foreign countries, the research of the application of data mining in retail industry was carried out early. The data mining in business is mainly focused on customers and commodities. There into, most of them are applied for sales forecasting, inventory demand, retail point selection and price analysis. The analysis of shopping baskets in Wal-Mart is a classical case praised by industry and business, especially the beer and diapers of Wal-Mart.

At present, many researchers have applied data mining technology into the data analysis of electronic commerce except traditional methods of mathematical and statistical theories. Liu Weixiao [2] proposed a kind of hybrid intelligent prediction algorithms combining artificial neural network (ANN) and discrete grey prediction model (DGM(1,1)). He obtained influencing variables with high correlation degree by correlation degree analysis. And the idea of quadratic residuals was introduced after the prediction using the combination of DGM(1,1) and ANN. Furthermore, the residuals of actual sales data and the prediction results of the combination of DGM(1,1) and ANN were added to the influence variables and the second residuals prediction was made by ANN. Finally, the feasibility and accuracy of the algorithm prediction were verified by real fashion sales data. In addition, Wang Jianwei [3] proposed a product reclassification prediction model based on sales data is presented. Product cluster was extracted according to the commonness of product sales, and the prediction result was obtained by time series model. At the same time, the probability distribution of prediction results was given by using hidden Markov prediction model. Besides, the marketing strategy of timely adjusting shelf position and dynamic predicting commodity sales trend was proposed by Zhang Qing et al. [4]. In their work, a model of data management, analysis and decision-making was established. Moreover, the model could be solved using data mining algorithm of Apriori and Vague set. Eventually, a model of data management, analysis and decision-making was established based on the model. What's more, on the basis of data mining technology, Zhou Shang et al. [5] discovered the relationship between customers' purchasing commodities from massive supermarket transaction data and constructed a multi-objective commodity pricing model considering sales profit and sales volume. As a result, the reasonable pricing of commodities was acquired by using artificial intelligence algorithm, so as to provide reasonable pricing scheme for supermarket management.

Additionally, data mining has been applied in medical, power system, education, logistics and other fields to varying degrees, and some progress has been made. Zhou Yunhui et al. [6] focused on the information mining of breast cancer therapeutic data in medical field and achieved the mining of treatment data by Bayesian network algorithms (Bayes Net) on the WEKA data mining platform. In the statistical analysis of the cost of hematological diseases developed by Lv Feng et al. [7], the number and treatment costs of different blood diseases were achieved by k-means algorithm optimized by genetic algorithm, so as to realizing the goal of reducing treatment cost. Xu Jun et al. [8] predict electricity by the algorithms of time series, multivariate linear regression and grey prediction etc. They enriched the means of electricity forecasting and improved the ability of short, medium and long-term electricity forecasting. Besides, they also visualized the forecasting results to provide reliable data support for electricity forecasting. Xu Yuan et al. [9] designed an improved fuzzy K-means clustering based on MapReduce parallel programming model, and a new method of medium and long term load forecasting was proposed on the basis of the designed K-means clustering. Furthermore, using the method of association rules in educational data mining technology, with the help of Apriori algorithm on WEKA platform, Wu Wenling et al. [10] explored the association rules between general education curriculum and basic subject curriculum. The
association rules would contribute to improve the teaching and learning effect and provide decision-making and opinions for curriculum construction in universities, and further improve the teaching quality of universities. Besides, Peng Yuqing et al. [11] used data mining technology to carry out regression analysis, cluster analysis, principal component analysis and association rules mining for a large number of existing teaching databases to extract valuable information, which would help teaching staff to arrange teaching work reasonably, strengthen the management of colleges and departments, and play a guiding role in improving the teaching performance. Guo et al. [12] used the data mining method based on ant colony algorithm to optimize the logistics distribution path, and verified the effectiveness of the algorithm, which provided the basis for decision analysis and data processing. Zhao et al. [13] proposed an improved Apriori algorithm that combines Apriori algorithm with logistics information to build a logistics decision support system, which can find the possible changes in the future logistics market. Zheng Jun et al. [14] applied clustering analysis technology to optimize the classification of goods in logistics management, then solved the problem of logistics network distribution by using data mining technology. Zhao et al. [15, 16] analyzed bi-objective problem with time windows and scheduling optimization. Zhang et al. [17][18] used weighted combination method and Fuzzy RDF Model to solve the Big Data problem. Most of the previous researches predict the accuracy from the perspective of products, but few people analyze the customer attributes and purchasing behaviors. There is still plenty of room for the sales strategy research based on product characteristics to target customers.

Previous studies mainly concentrated on the analysis and discussion of the target user's behavior with a single method, and the conclusions obtained have certain limitations. The marketing department of Adventure Works Cycles hopes to improve sales by predicting the attributes of target users and sending emails to specific customers. Therefore, the paper uses decision trees, cluster analysis and Bayesian algorithms to deeply analyze user behavior characteristics, explores the commonalities and characteristics of the attributes of these customers, and finds the algorithm model with higher degree of promotion, which is conducive to improving sales performance and company efficiency, so as to improve the scientific and effective decision-making of market departments.

2 METHODS

2.1 The Prediction Process of Purchase Behavior

For accurately predicting the characteristics of customers' purchasing behaviors from the historical data of customers who have purchased a scooter, machine learning related technology was used to analyze and predict the characteristics of customers' purchasing behaviors. Data mining tools include linear regression, time series decomposition, moving average, autoregression, exponential smoothing and gray theory. And machine learning mainly includes logistic regression, support vector machine, decision tree, neural network, Bayesian network and other methods. Data mining is a complete process, which mines previously unknown, effective and practical information from large databases, and uses this information to make decisions or broaden knowledge. On the basis of data mining, machine learning algorithm is used to predict customer purchase behavior. The prediction process is shown in Fig. 1.

![Figure 1 Prediction process of purchase behavior of customers](image)

### 2.2 Decision Trees

Decision trees are directed and acyclic tree structures which used to classify instances. A decision tree consists of a node and a directed edge. The node includes internal nodes and leaf nodes. Internal nodes are used to distinguish between different attributes or features, and leaf nodes represent different categories. For different attributes or features, leaf nodes represent different classifications. Among them, the root node has no parent node, the other nodes have and only one parent node and the node without child node is called Leaf Node. Each leaf node corresponds to the value of a class identifier C, and the other internal nodes correspond to the Splitting Attribute. The core idea of decision tree is to select appropriate labels for input values, select test attributes at the decreasing speed of information entropy, process training sets with location attribute values by information gain or information gain rate, and classify unknown attribute values by estimating the probabilities of various possible results until the decision tree can train classification data effectively [20].

In information theory, entropy is a measure of uncertainty of random variables. The greater the entropy value, the higher the uncertainty of random variables, the more disorderly the data classification, and the smaller the entropy value, the better. Entropy of random variable $X$ is defined below

$$H(X) = -\sum_{i=1}^{n} p_i \log p_i$$

(1)

Information Entropy is defined as

$$I = -\sum_{i=1}^{m} p_i \log_2 p_i$$

(2)

$M$ means that the sample is divided into $m$ parts. The smaller the information entropy is, the higher the information purity is, and the fewer classification categories are included. Therefore, the bigger the difference between the original information entropy and the classification effect is, the better the classification effect is.

Information Gain is a measure of the degree to which information complexity decreases under certain conditions. It is used to measure the impact of a feature on classification results.
\[ GAIN = \text{Entropy}(p) - \frac{\sum_{i=1}^{k} \frac{n_i}{n} \text{Entropy}(i)}{n} \] (3)

In the process of building decision tree, maximizing information gain is chosen [21] as the test condition to partition the nodes. However, due to the fact that the information gain tends to take more values, the information Gain Ratio is introduced to correct the problem.

Based on information gain, information gain rate adds penalty items. Considering the number and size of branches, it is defined below

\[ \text{GainRatio}(A) = \frac{\text{Gain}(A)}{-\text{Entropy}(A)} \] (4)

When the information gain is higher than the average level of feature [22], the feature with high information gain rate is selected.

Decision tree is a common classification and prediction algorithm in data mining. It is generated by repeatedly dividing data into homogeneous data groups. Its generalization ability is strong. It mainly includes two steps: starting from the root node, data points are divided into two groups according to similarity, and then each group is divided into two groups according to similarity, until the data points of leaf nodes are the same prediction category or further divided. The branch terminates when the homogeneity cannot be improved because it exceeds the minimum threshold. Finally, the termination criteria can be selected by cross validation. Decision tree has low requirement on data set. It can process both continuous data and categorized data. The algorithm complexity is not high, and it is easy to understand and implement.

2.3 Cluster Analysis

Cluster analysis is a process of dividing the research object into several classes based on similarity. The similarity between the same classes is high, while the similarity between the different classes is low. Clustering analysis belongs to unsupervised learning with simple logic and strong ability to process low-dimensional data. Classification mainly depends on the characteristics, nature and clustering purpose of the data itself. It aims to divide the samples in the data set into several disjoint subsets. The specific process is shown in Fig. 2.

K-Means algorithm is a classical clustering analysis method, which distributes clustering members by average distance value. Input a data set containing \( n \) objects, randomly select \( k \) objects as clusters, select the nearest cluster according to the distance between the remaining objects and the center of each cluster, and then recalculate the average value of each cluster until the function converges, so that the similarity within the cluster is high, while the similarity between clusters is low [23]. Generally, the square error criterion is used:

\[ E = \sum_{i=1}^{k} \sum_{p \in C_i} |p - m_i|^2 \] (5)

Among them, \( E \) represents the sum of squares of errors

\[ [24], p \text{ is the point in space, and } m_i \text{ is the average value of cluster } C_i. \]

![Processing of Cluster Analysis](Image)

2.4 Naive Bayes

Bayesian classification is a general term for a class of classification algorithms, which are based on classical Bayesian probability theory. Naive Bayes is a classification algorithm based on Bayesian theorem and independent assumption of characteristic conditions. It describes the possibility of an event on the basis of prior knowledge.

Bayesian theory expresses uncertainty by judging the probability of occurrence of one event. Based on prior knowledge and posterior knowledge, it calculates the probability of occurrence of another event according to the probability of occurrence. The theorem is expressed by formula:

\[ P(c | x) = \frac{P(c)P(x | c)}{P(x)} = \frac{P(x, c)}{P(x)} \] (6)

For data set \( D \), formula \( C \) represents a case where random events occur. \( X \) refers to the factors related to random events. \( P(c|x) \) is the probability of the occurrence of case \( C \) [25] under the condition of \( x \), which is called a posteriori probability; \( P(c) \) represents the probability of occurrence of case \( C \) under the condition of \( x \); \( P(x|c) \) denotes the probability of occurrence of case \( C \) under the condition of known event \( c \), which is called a prior probability; similarly, \( P(x|c) \) denotes the probability of occurrence of case \( x \) under the condition of known event \( C \). Usually, \( x \) is related to many factors, and the attribute values that need to be considered can be expressed as:

\[ x = (x_1, x_2, x_3, ..., x_n) \] (7)

Naive Bayes Classifier (NBC) is obtained by assuming that the possibility of each attribute taking its values is independent of each other and not related to the values of other attributes. It can be expressed as:

\[ P(c | x) = \frac{P(c)P(x | c)}{P(x)} = \frac{P(c)}{P(x)} \prod_{i=1}^{d} P(x_i | c) \] (8)

When \( x_i \) attribute is discrete, \( P(x_i | c) = \frac{D_{c, x}}{D_i} \); If the properties of \( x_i \) are continuous, assuming \( p(s_i | c) \sim \)
\[ N(\mu_{c,i}, \sigma^2_{c,i}), \text{ that:} \]

\[ P(x_i | c) = \frac{1}{\sqrt{2\pi}\sigma_{c,i}} \exp \left[ -\frac{(x_i - u_{c,i})^2}{2\sigma^2_{c,i}} \right] \] (9)

Naive Bayesian algorithm has high practical value. The calculation based on prior probability effectively avoids errors caused by objective problems such as insufficient samples. It has less time and space consumption, good robustness, insensitivity to missing data and stable classification effect.

3 PREDICTION OF THE TARGET CUSTOMS

3.1 Data Preparation

Adventure Works Cycles is a large multinational manufacturer that produces metal and composite substitutes for bicycles, which are exported to North America, Europe and Asia. This paper is based on the data of existing customers and potential new customers in Adventure Works DW database of Adventure Works Company, including the historical data of surrogate bicycle buyers and the data of expected surrogate bicycle buyers. The historical data of bicycle buyers are used to construct and test the prediction model. And select the model with good prediction effect to predict the possibility of potential new customers to purchase behavior.

The subjects of the experiment are the customers who have purchased substituted bicycles. The historical data of satisfied customers are collected and de-privacy processed. 18484 pieces of data are obtained. The specific information is shown in Tab. 1.

The basic attributes of customer commuting distance, occupation, marital status, the number of cars and the number of children in the family are shown in Tab. 2.

3.2 Data Preprocessing

Effective data discretization can reduce the complexity of the algorithm, reduce computing time and save space, and decision tree and naive Bayesian algorithm are based on discrete data. Therefore, discretization of data can improve the classification ability and anti-noise ability of the algorithm. The recorded data of customer's age and annual income are continuous, and the discretization process is shown in Tab. 3.

The reasons for missing values are various, including random missing and completely non-random missing. The data missing in this paper does not depend upon any other variables and belongs to random missing. The missing values in data sets are dealt with by deleting cases.

A total of 17484 valid data were obtained by data preprocessing, of which 9004 were males and 8480 were females. The distribution of customer commuting distance was shown in Fig. 3.
the Microsoft SQL Server Analysis Services database.

Data mining model usually divides data into training set and test set. Training set is used to train sample data, discover and predict the potential relationship between sample data, and test set is used to test the precision of trained model. Here, the training set is 70% and the test set is 30%.

Decision tree, clustering analysis and Naive Bayesian algorithm are used to analyze the factors affecting customer purchasing, and to explore the dependence between different factors. The specific analysis is as follows.

1) Decision Tree Analysis

Decision tree model will provide the importance and dependence of various factors affecting the purchase of surrogate bicycles. The results show that among 17484 historical customers, 8639 (49.41%) have the purchase behavior of surrogate bicycles, and 8845 (50.59%) have no purchase behavior of surrogate bicycles. Among them, customers between 44 and 52 years old and without automobiles are the most likely to buy surrogate bicycles, which is 85.92%. Further analysis shows that customers between 47 and 52 years old more tend to buy surrogate bicycles. If there are no children and the profession is a clerk, it is usually 100% sure that the customer will buy surrogate bicycles. Through the above analysis, we can see that the most important factor affecting customer buying behavior is age and the number of cars in the family.

2) Cluster analysis

Cluster analysis is grouped according to customer attributes. The classification diagram shows all the classifications in the mining model, as shown in Fig. 4. Lines between different classifications represent the magnitude of correlation between different classes, and their brightness depends on the similarity between classifications. The color of each classification represents the frequency of occurrence of variables and states in the classification.

![Classification diagram](image)

The mining model that graphically represents the mining model provides a comparison of the improvement scores for random speculation, improvement, and metrics. Fig. 6 shows an elevation map for creating a target delivery model with a target value of 1, indicating that the customer will generate purchase behavior.

As can be seen from the lift chart: the random speculation model sends the target mail to all potential customers. It could receive the response of half of the target users, which is the baseline for evaluating the lift. The peak of the ideal model is about 48%, that is, with the accuracy of the error, only need to send mail to 48% of potential customers, you can get 100% of the target customer response. When determining the target group of 48%, the actual prediction model has a degree of improvement between 60% and 75%. Decision trees, cluster analysis, and Naive Bayes algorithms all achieve higher response rates than random guess models. The response rate of decision tree is 73.43%, cluster analysis is 61.66% and Naive Bayes is 63.89%. So the decision tree model shows the biggest improvement, and the response is better than cluster analysis and Naive Bayes model.

Further, use the decision tree to further analyze the customer's scooter purchase behavior. In order to understand whether there are differences in customer purchase behaviors between different genders, the marketing department will modify the model to better meet the needs of Adventure Works Cycles target email
delivery, then choose the appropriate advertising methods and channels.

The forecast results show that there are 980 customers who have a tendency to purchase. Different customers have different characteristics and different purchase possibilities. Among them, there are six potential customers who must have purchase behavior, and their age is 47 years old. In addition, those people whose age range is 45-55 years old, commuting distance is 1-2 kilometers, and do not have car at home, are more likely to purchase.

4 CONCLUSION

In this paper, data mining technology is applied to the target user prediction analysis of purchasing scooter. Cluster analysis, Decision tree analysis and Naive Bayesian algorithm are used to explore the characteristics of target groups in which purchase behavior will occur. The performance of different algorithms for customer behavior prediction and the accuracy of prediction results are compared and analyzed, so that targeted services can be provided to satisfy the individual requirement of customers and improve customer satisfaction. Breaking the customer behavior predicted by experience to traditional single method, the actual results of target user classification and prediction show that the decision tree model provides the greatest improvement, and its performance is better than cluster analysis and Naive Bayes model. The prediction result can provide useful information for the production and sales of the scooter, and provides a research idea for satisfying the individualized needs of the user, and has a bright market application prospect. Customer segmentation is mainly based on company history data, but the factors affecting the market environment are complex and diverse. This article is lacking in this aspect, which will be the focus of further research.
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