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Abstract—We propose a novel framework for 3D-aware object manipulation, called Auto-Encoding Neural Radiance Fields (AE-NeRF). Our model, which is formulated in an auto-encoder architecture, extracts disentangled 3D attributes such as 3D shape, appearance, and camera pose from an image, and a high-quality image is rendered from the attributes through disentangled generative Neural Radiance Fields (NeRF). To improve the disentanglement ability, we present two losses, global-local attribute consistency loss defined between input and output, and swapped-attribute classification loss. Since training such auto-encoding networks from scratch without ground-truth shape and appearance information is non-trivial, we present a stage-wise training scheme, which dramatically helps to boost the performance. We conduct experiments to demonstrate the effectiveness of the proposed model over the latest methods and provide extensive ablation studies.

Index Terms—I implicit 3D representation, neural radiance field, 3D-aware image manipulation, 3D reconstruction

I. INTRODUCTION

Manipulating an object image in a 3D-aware fashion, e.g., deforming 3D shapes, adjusting textures, or moving camera viewpoints, is one of the most fundamental and essential tasks in Computer Vision (CV) and Computer Graphics (CG) fields with numerous applications such as 3D content creation [1, 2] or augmented/virtual reality [3, 4, 5]. Due to its challenges, 2D image manipulation techniques [6, 7, 8] often fail to solve this problem due to lacking 3D awareness.

Exploring how to extract disentangled 3D attributes such as 3D shape, appearance, and camera viewpoint, and how to render a high-quality image from these attributes is the key to the 3D-aware object manipulation. For the first task, conventional techniques for monocular 3D reconstruction [9, 10, 11] rely on explicit 3D models such as mesh or voxels. They formally learn a model to extract disentangled 3D attributes, including 3D shape, texture, and camera viewpoint, from an image, and render an image from the attributes in an analysis-by-synthesis framework, where a consistency between the input and rendered image is encouraged [12, 13, 14, 15]. However, acquiring a high-quality explicit 3D model is notoriously challenging due to its limited representation capacity.

Recently, many literature have shown that an implicit volumetric representation allows for capturing and rendering high-resolution 3D structures [16, 17, 18, 19, 20, 21]. Among these works, Neural Radiance Field (NeRF) [22] has recently proven success for novel view synthesis of a scene, which motivates us to use such representations for 3D-aware object manipulation task. However, since NeRF is an implicit model optimized per scene, it is non-trivial that directly controlling and editing an implicit continuous volumetric representation of a 3D object. To overcome this, some works presented image-conditional NeRF [23, 24] that extracts an image feature through an image encoder and conditions the NeRF, which enables partially conducting 3D-aware manipulation, e.g., moving camera viewpoint [23, 25, 26]. Nevertheless, they are not capable of editing 3D shape or appearance due to the lack of ability to extract full disentangled 3D attributes from an image.

On the other hand, some works such as GRAF [27] and GIRAFFE [28] presented a disentangled conditional NeRF, which aims to learn a generative model for radiance fields that renders a high-resolution image from the disentangled 3D attributes, such as 3D shape, appearance, and camera viewpoint. Since they are generative models starting from randomly-sampled latent vectors, they cannot be directly used for manipulation of given image. Some recent methods such as CodeNeRF [29], EditNeRF [30], and CLIP-NeRF [31] presented techniques to invert such disentangled conditional NeRF through a test-time optimization to explicitly edit a given image. However, due to extremely high dimensionality of 3D shape, appearance, and camera viewpoint space, such optimization is also challenging, which generates sub-optimal results, as exemplified in 2D GAN inversion literature [32, 33].

In this paper, we present a novel framework for 3D-aware object manipulation, dubbed Auto-Encoding Neural Radiance Fields (AE-NeRF), to tackle the aforementioned issues. Inspired by auto-encoder [34], we formulate, for the first time, an auto-encoder architecture for this task, consisting of encoder and decoder, where the former is designed to extract disentangled 3D attributes from an image and the latter is designed to render a high-quality image through disentangled conditional NeRF. In comparison to existing monocular 3D reconstruction methods [9, 10, 11] that rely on explicit 3D representations, our architecture allows for reconstructing an image more accurately by leveraging implicit volumetric representations, thereby realizing an analysis-by-synthesis framework better. To train the networks by exclusively using 2D image supervision without any 3D supervision, we apply image rendering loss and perceptual reconstruction losses for better reconstruction and an adversarial loss for more realistic generation. To boost the disentanglement performance, we present two losses, namely global-local attribute consistency.
loss and swapped-attribute classification loss. We also present a stage-wise training scheme to stably learn our auto-encoder architecture. Comparison of our AE-NeRF with relevant existing works is summarized in Table I.

The presented approach is evaluated on several standard benchmarks and examined in an ablation study. The experimental results for 3D-aware object manipulation show that this model outperforms the latest methods.

II. RELATED WORK

A. Learning-based Monocular 3D Reconstruction

Previous works on learning explicit 3D representation from an image can be categorized with respect to the representation types used to express an object, such as point clouds [36, 37], meshes [38, 39], or voxels [40, 41]. As shown in Fig. 1 (a), they formally learn a model to extract disentangled 3D attributes, including 3D shape, texture, and camera viewpoint, from an image, and render an image from the attributes in an analysis-by-synthesis framework, where a consistency between the input and rendered image is encouraged [10, 9, 1, 2, 13, 42, 15]. Some others attempted to relax the constraints of using 3D supervisions, such as keypoints, camera pose [2, 1], or categorical mean shape [43]. Meanwhile, others [13, 42, 15] tried to improve approximation process of rasterization, that yields more compelling results on reconstruction tasks. However, since its innate memory inefficiency, such explicit representation results in limited rendering quality.

B. Implicit Neural 3D Representation

Recent works have investigated the representation of continuous 3D shape by mapping xyz coordinates to occupancy fields [16] or signed distance functions [44]. Recently, NeRF [22] shows the success of the implicit representation of 3D models, which encodes a continuous volume representation of shape and view-dependent appearance with MLP. Their success inspired many follow-up works [45, 46, 47, 48, 49]. Although NeRF demonstrates outstanding results on novel view synthesis task, per-scene optimization induces high computational demands and requires multiple images with calibrated camera parameters for training a specific scene. Many approaches [26, 23, 25] focus on acquiring a scene prior to extract features from input images to an image-conditioned rendering, which is often called conditional NeRF, as shown in Fig. 1 (b), but they are limited to manipulate given image, e.g., by disentangling its attributes.

C. Generative NeRF

To reformulate the NeRF in a generative fashion, the adversarial learning framework [27, 28, 50, 51] has been explored, where the mapping function is learned between an image and randomly-sampled attributes, e.g., 3D shape, appearance, and camera pose, as shown in Fig. 1 (c). GRAF [27] first took NeRF in an adversarial framework, and achieved high-quality generation performance. GIRAFFE [28] modeled a scene with multiple entities by feeding coarse feature volume to simple CNN-based neural renderer. More recently, some other works [50, 51] adopt advanced neural rendering techniques, or [52, 53] propose efficient point sampling strategy to achieve high-resolution image generation. Even though they achieved promising results, process of generating images from random latent codes cannot be directly used for image manipulation.

D. Disentangled Image Manipulation

Disentangling an image as interpretable attributes can be used in many downstream applications, such as image-to-image translation [54, 55, 56], domain adaptation [57], or image manipulation [6, 58, 59, 60]. For instance, Swapping Auto-encoder [8] learns a disentangled embedding space and manipulates an image. However, these works mainly focused on modeling 2D attributes. For 3D-aware object manipulation, a few recent works [29, 30, 31] presented the use of NeRF. CodeNeRF [29] estimated shape, texture, and camera viewpoint of an object from a single image by optimizing a pre-trained NeRF. CoNeRF [61] trained NeRF with a small number of mask annotations via auto-decoding optimization so that the user can manipulate the semantic parts of the image at test time. EditNeRF [30] learned to disentangle color from shape when predicting the radiance of a point, enabling editing shape and color. As a concurrent work, CG-NeRF [35] disentangles attributes given an input with pose-consistent diversity loss for view-consistent multi-modal outputs. CLIP-NeRF [31] exploits the GAN inversion [62] to effectively optimize disentangled latent codes. Our method differs from these methods in that our model directly predicts the disentangled 3D attributes through a learned encoder, as shown in Fig. 1 (d).

III. METHODOLOGY

A. Motivation and Overview

Let us denote an image as $I$ that we would like to manipulate. Here, our objective is to manipulate $I$ in a 3D-aware
Fig. 1: Intuition of AE-NeRF: (a) monocular 3D reconstruction [10, 13, 11, 63] that extracts disentangled 3D attributes from input, (b) image-conditional NeRF [23, 24, 26, 25] that trains the feature encoder and NeRF as decoder, (c) disentangled generative NeRF [27, 28] that renders images from randomly sampled disentangled 3D attributes, and (d) auto-encoding NeRF (AE-NeRF) that extracts the disentangled 3D attributes from input and renders images from these attributes through disentangled generative NeRF, which can be effectively used for 3D-aware object manipulation.

B. Encoder: Disentangled 3D Attribute Extraction

To understand 3D perspective of an object, disentangling camera pose and object properties, e.g., shape and appearance, from an image is of prime importance [27]. However, achieving this from a single image is notoriously challenging. Existing image renderers for inverse graphics such as DIB-R [13] demand explicit 3D representation such as mesh, thus having limited image generation quality. Unlike those [13, 10], we leverage a neural rendering technique based on NeRF [22, 27, 28] that encodes an image as a continuous volumetric radiance field of color and density. Thanks to its strong capability in capturing high-resolution geometry [22, 27, 28], it enables rendering photorealistic images in the current camera view and even novel camera views, which allows for building an accurate cycle across an image to latent space and to the image within our auto-encoder architecture.

C. Decoder: Disentangled Conditional NeRF

To design an auto-encoder architecture, we design the decoder $\mathcal{F}$ to form a mapping between disentangled 3D attributes $\{z_a, z_s, \pi\}$ and an image $I$. Existing image renderers encourage the networks to more focus on context information, we artificially hide a patch $I_p$ and make the networks recover the patch, which is proven to be effective in vision tasks [69, 70]. We formulate this with $l_2$ loss function between $I_p$ and $G_p$ as

$$\mathcal{L}_{\text{render}}(I) = \sum_{I_p} \|I_p - G_p(I_p)\|_2.$$  

1) Image Reconstruction Loss.: Thanks to auto-encoding nature, we can utilize a 2D rendering loss between an input image $I$ and a rendered image $\mathcal{G}(I)$. However, due to high-computational burden of volume rendering in NeRF [22], generating an image at each iteration during training would be non-trivial. To overcome this, instead of an image, we render a patch $G_p(I)$ similar to the GRAF [27]. In addition, to encourage the networks to more focus on context information, we artificially hide a patch $I_p$ and the networks recover the patch, which is proven to be effective in vision tasks [69, 70]. We formulate this with $l_2$ loss function between $I_p$ and $G_p$ as

$$\mathcal{L}_{\text{render}}(I) = \sum_{I_p} \|I_p - G_p(I_p)\|_2.$$  

The viewing direction $d$ is derived by estimated camera pose $\pi$. 

During training, to encourage the networks to focus more on the context information, we hide a part of input image (i.e., patch $I_p$) randomly. This simple technique dramatically improves the performance, as exemplified in Fig. 2.
2) **Perceptual Reconstruction Loss.** To improve the generation quality, we further utilize a perceptual loss [71, 72] between the extracted features from an input image patch \(I_{\text{patch}}\) and a rendered patch \(G_{\text{patch}}(I)\) such that
\[
\mathcal{L}_{\text{percep}}(I) = \sum_{I,J} \|\mathcal{R}(I_{\text{patch}}) - \mathcal{R}(G_{\text{patch}}(I))\|_2,
\]
where \(\mathcal{R}\) represents VGG feature extractor [73]. Here, as [71] suggests, we compare the feature output of the first convolutional block of pretrained VGG-16 [73], extracted from input image and the generated patch.

3) **Adversarial Loss.** To generate the photo-realistic output and apply losses on the novel views projected from another camera pose, we leverage an adversarial learning with a non-saturating GAN objective [74] and \(R_3\) gradient penalty [75]:
\[
\mathcal{L}_{\text{GAN}}(I,p) = \mathbb{E}_{I,p}[\log(D(G_{\text{patch}}(I,p))) + \lambda \|\nabla D(G_{\text{patch}}(I,p))\|_1],
\]
where \(D(\cdot)\) is a discriminator and \(p\) is a perturbation that is applied to latent attributes for better modelling an image manifold, which will be discussed in Sec. III-E. We apply the GAN loss to not only reconstructed patches, but also the generated patches from the combinations of swapped attributes.

4) **Swapped-Attribute Classification Loss.** To improve the disentanglement, we first swap the estimated attributes across different instances \(I\) and \(J\) to render attribute-swapped images, and then distinguish which attribute-swapping is applied, e.g., appearance swap or shape swap. In specific, we design a swapped-attribute classifier \(M\) that takes \(I_{\text{patch}}, J_{\text{patch}}\), and a rendered patch from swapped-attribute as input and outputs the probability whether the swapped attribute is either shape or appearance. Even though there exist many possible combinations of swapped-attributes, we only consider appearance swap and shape swap from \(J\) to \(I\), since estimating camera pose swap is notoriously challenging. We define a swapped-attribute classification loss such that
\[
\mathcal{L}_{\text{SwAC}}(I,J) =
- \sum_{I,J} y \log(M(I_{\text{patch}}, J_{\text{patch}}, F(z_a^I, z_s^J, \pi^J)))
+ (1 - y) \log(1 - M(I_{\text{patch}}, J_{\text{patch}}, F(z_a^I, z_s^J, \pi^J))),
\]
where we arbitrarily set the label \(y\) as 0 when the shape attribute is swapped and set the label as 1 in the other case. During training, \(I_{\text{patch}}\) and \(J_{\text{patch}}\) are randomly sampled to maximize generalization ability. Supervised with this binary classification loss, the encoder can strictly differentiate the shape and appearance attributes.

5) **Global-Local Attribute Consistency Loss.** To further improve the disentanglement ability of the network, we synthesize a patch from swapped attributes and pass it through the encoder, enforcing the output of encoder to be the same as the swapped attributes. In detail, given the rendered patch from swapped-attributes, e.g., \(F(z_a^I, z_s^J, \pi^J)\), we extract the attributes from the patch. We then constrain the output attributes to follow the original swapped attributes, which helps the encoder to boost the disentanglement performance and to relate the attributes from local patch and the corresponding attributes from global images. This can be interpreted as the local patch contains the attribute information from the two images that generate the swapped attribute pairs. Note that it is possible to extract the attribute from inputs with different resolutions by the same encoder as our encoder contains a global average pooling (GAP) module [68]. We define the
global-local attribute consistency loss in case of appearance swapping for image J as:

$$\mathcal{L}_{GLAC}(I, J) = \sum_{I,J} S_{\text{latent}}(\{z_a^I, z_a^J\}, \mathcal{E}(\mathcal{F}(z_s^I, z_s^J, \pi^I))),$$

where $\mathcal{E}'(I)$ outputs $\{z'_s, z'_a\}$ and $S_{\text{latent}}(z'_I, z'_J) = \|z'_I - z'_J\|^2$. In this loss, we ignore the camera pose consistency since it is extremely challenging to estimate a camera pose from a local patch unlike appearance and shape codes. We swap shape attribute for image J by replacing $z_a^J$ to $z_a^J$ and $z_a^J$ to $z_a^J$.

E. Stage-Wise Training

Training the proposed auto-encoder model end-to-end from a scratch is extremely challenging due to inherent ambiguity of disentangled 3D attributes. To overcome this, we propose a novel stage-wise training scheme tailored for our auto-encoder architecture, described in the following.

1) Stage 1: Pre-training Decoder $\mathcal{F}$: We first train the decoder $\mathcal{F}$. Before training an image-conditioned model, we first sample random latent vectors for appearance and shape codes, $z_a$ and $z_s$, from a Gaussian distribution such that $z_a, z_s \sim N(0, I)$ and sample camera pose parameters $\pi$ from uniform distribution on the upper hemisphere of neural radiance field, and then learn a volume renderer that renders a patch image $I_{\text{patch}}$ from $z_a$, $z_s$ and $\pi$. Note that the patch center $u = (u, v) \in \mathbb{R}^2$ and the scale $s \in \mathbb{R}^+$ of the virtual $K \times K$ patch are randomly sampled from a uniform distribution. The total loss for stage 1 training is defined as

$$\mathcal{L}_{\text{stage-1}} = \mathcal{L}_{\text{GAN}}(I, p).$$

Since this loss function is learned with random latent codes $z_a$, $z_s$, and camera $\pi$, the perturbation $p$ is inherently considered. After training, we render an image with learned $\mathcal{F}$ and use $\{z_a^I, z_s^I, \pi, I_{\text{pseudo}}\}$ as pseudo pairs for next stages.

2) Stage 2: Pre-training Encoder $\mathcal{E}$: After stage 1, we now have the pre-trained decoder $\mathcal{F}$, and pseudo pairs $\{z_a, z_s, \pi, I_{\text{pseudo}}\}$. In stage 2, we train the encoder $\mathcal{E}$ that extracts shape, appearance codes and camera pose from an image given $\{z_a, z_s, \pi, I\}$. In addition, we use the pre-trained decoder with its parameters fixed to better train the encoder. The total loss for stage 2 is defined as follows:

$$\mathcal{L}_{\text{stage-2}} = \lambda_{\text{render}} \mathcal{L}_{\text{render}}(I_{\text{pseudo}}) + \lambda_{\text{percep}} \mathcal{L}_{\text{percep}}(I_{\text{pseudo}}) + \lambda_{\text{pseudo}} \mathcal{L}_{\text{pseudo}}(\mathcal{E}(I_{\text{pseudo}}), z_a^I, z_s^I, \pi),$$

where $\mathcal{L}_{\text{pseudo}}$ is defined such that

$$\mathcal{L}_{\text{pseudo}}(\mathcal{E}(I_{\text{pseudo}}), z_a^I, z_s^I, \pi) = \|z_a^I - z_a^I\|^2 + \|z_a^I - z_a^I\|^2 + \mathcal{L}_{\text{cam}}(z_a^I, \pi),$$

where $\{z_a^I, z_a^I, \pi, I_{\text{pseudo}}\} = \mathcal{E}(I_{\text{pseudo}})$ and $\mathcal{L}_{\text{cam}}(z_a^I, \pi) = \|s_a^I - s_a^I\|^2 + \|t_a^I - t_a^I\|^2 + \|R_a^I - I_{3 \times 3}\|^2$, with $s_a^I$, $t_a^I$, and $R_a^I$ are the predicted camera parameters, respectively, with scale $s \in \mathbb{R}^1$, translation $t \in \mathbb{R}^3$, and rotation matrix $R \in \mathbb{R}^{3 \times 3}$. We use an identity matrix $I_{3 \times 3}$ for the rotation matrix loss. $\lambda_{\text{render}}$, $\lambda_{\text{percep}}$, and $\lambda_{\text{pseudo}}$ are the weight parameters for corresponding losses.

3) Stage 3: Fine-tuning Encoder $\mathcal{E}$.: After stage 2, we now have the pre-trained encoder $\mathcal{E}$ and the decoder $\mathcal{F}$, which can be an auto-encoder themselves. Now we have the pre-trained encoder $\mathcal{E}$ and the decoder $\mathcal{F}$ after stage 2, which can be an auto-encoder themselves. However, the disentanglement performance still depends on the architectural designs of the decoder. In addition, the encoder $\mathcal{E}$ only takes a pseudo label, which is a generated image itself, and thus, it may be sub-optimal to handle a real image. To overcome these, in stage 3, we use all the proposed loss functions including global-local attribute consistency loss as $\mathcal{L}_{GLAC}$ and swapped-attribute classification loss $\mathcal{L}_{\text{SwAC}}$.

The total loss for stage 3 training is defined as

$$\mathcal{L}_{\text{stage-3}} = \lambda_{\text{GAN}} \mathcal{L}_{\text{GAN}}(I) + \lambda_{\text{render}} \mathcal{L}_{\text{render}}(I) + \lambda_{\text{percep}} \mathcal{L}_{\text{percep}}(I) + \lambda_{\text{GLAC}} \mathcal{L}_{\text{GLAC}}(I,J) + \lambda_{\text{SwAC}} \mathcal{L}_{\text{SwAC}}(I,J).$$

where $\lambda_{\text{GLAC}}$ and $\lambda_{\text{SwAC}}$ are the weight parameters for corresponding losses.

IV. EXPERIMENTS

A. Implementation Details

Our decoder architecture follows the default setting for GRAF [27]. To extract feature from a given input, we use a ResNet-18 model [68] pre-trained on ImageNet. We dropped the last fully connected layer and instead attached 2 fully connected layers followed by shape, appearance, and camera pose estimators. For the shared 2 layers we use batch normalization and ReLU activation and its final activation as LeakyReLU. We use a PatchGAN discriminator, following Pix2Pix [76]. We sample 1,024 rays within the bounding box in an image. We use CNNs with additional fully connected layers for a swapped-attribute binary classifier. The encoder predict 6 dimensional vector for camera pose regression, following the representation of 6D rotation [77]. Camera translation vector is extracted from the rotation matrix, identical to the implementation of GRAF [27].
Fig. 4: **Examples of proposed dataset for measuring disentanglement quality.** Given pairs of images (col. 1-2, 4-5, 7-8), we set the image with swapped attribute as a ground-truth image for attribute-swap; shape-swapped (col. 3), appearance-swapped (col. 6), and camera-swapped (col. 9).

Fig. 5: **Comparison of auto-encoding results** of AE-NeRF with SA [8], EditNeRF [30], and CodeNeRF [29] on CARLA [78] benchmark.

Fig. 6: **Auto-encoding results** of AE-NeRF compared with CLIP-NeRF [31] on CARLA [78] and Photoshapes [79] benchmark.
Fig. 7: **Random perturbation comparison**: results of AE-NeRF with SA [8], EditNeRF [30], and CodeNeRF [29] on CARLA [78] benchmark of applying random perturbations on shape (row 2-5), appearance codes (row 6-9) and camera (row 10-12) respectively while maintaining other attributes consistent.
Fig. 8: **Qualitative comparison on swapping disentangled shape and appearance on CARLA [80] benchmark.** Given images (row 1) as a pair of input images, we compare the attribute swapping results in the order of shape, appearance, and camera pose: SA [8] (row 2), CodeNeRF [29] (row 3), EditNeRF [30] (row 4), and AE-NeRF (row 5).

Fig. 9: **Code swapping comparison with ClipNeRF on CARLA [78] and Photoshapes [79] dataset.**

**B. Experimental Settings**

1) **Datasets:** We evaluate our method on two publicly available datasets of varying complexity: cars from GRAF CARLA dataset [78] and chairs are images from Photoshapes dataset [79], following the rendering protocol of [81]. CARLA contains 10K synthetic car images which are 18 different kinds of car models in different rendering viewpoints and colors with resolution $256 \times 256$. Photo contains 150k images with resolution $256 \times 256$.

2) **Test Dataset for Quantitative Evaluation:** In addition, there is no public dataset to quantitatively measure the model performance of disentangling attributes from given images and 3D-aware manipulation quality, we build a new test subset of CARLA [78], where there are pairs of images that share one of such attributes, as exemplified in Fig. 4.

3) **Evaluation Metric:** To measure the model performance of disentangling 3D attributes from a given image, we use Fréchet Inception Distance (FID) score [82] to measure the degree of fidelity for generated images on 1k dataset of CARLA [78] whose optimized style codes are offered by EditNeRF [30].
Fig. 10: Comparison of attribute interpolation and extrapolation between (EditNeRF [30] (1-4, 9-12 rows) and AE-NeRF (5-8, 13-16 rows). We manipulate shape, appearance, camera viewpoint attribute and the combination of the three between two images. Given two different images, our AE-NeRF smoothly interpolates the generated images within real data distribution as well as disentangles the shape, appearance, and camera poses, while EditNeRF [30] often fails.
Fig. 11: **Results of stage-wise training**: Given a row of input image GT, following rows are results from different learning framework, in terms of stage-wise training. Direct training from scratch tends to generates blurry images, and frequently fails in reconstruction. Comparing stage2 and stage3, the latter represent better quality on predicting suitable shape and appearance code for reconstruction.

### TABLE II: Quantitative evaluation of 3D reconstruction using metric evaluation on CARLA dataset [78]. The best result is shown in bold, and the second best is underlined.

| Method   | FID  |
|----------|------|
| SA [29]  | 58.31|
| CodeNeRF [29] | 128.82|
| EditNeRF [30] | 76.63|
| AE-NeRF  | **42.92** |

**C. Reconstruction**

We quantitatively evaluate the image quality and accuracy of auto-encoding results using the Frechet Inception Distances (FID) [82] by reconstructing randomly selected 1K images for CARLA Dataset [78] and 1K images for Photoshapes [79] Dataset. Quantitative and qualitative results showed in Table II and Fig. 5 prove that we have significantly higher results compared to previous 3D attribute controlling models such as CodeNeRF [29] and EditNeRF [83]. More importantly, as our encoder first learns to map the distribution of generative models and then optimizes the output in an instance-wise manner, the accurate reconstruction with high-fidelity is enabled. We also demonstrate the qualitative results of CLIP-NeRF [31] in a GAN-inversion manner in Fig. 9. Note that at test time the CLIP-NeRF additionally optimizes the model for a given input while AE-NeRF directly predicts the output.

### TABLE III: Comparison of AE-NeRF to SA [8], CodeNeRF [29], EditNeRF [30] on code swapping results with CARLA [78]. We evaluate the swapping attribute results of a source object instance to match a target instance. The best result is shown in bold, and the second best is underlined.

| Method   | Percep. FID | Sh. App. Cam. FID |
|----------|-------------|-------------------|
| SA [8]   | 0.2390      | 0.2831            |
| CodeNeRF [29] | 0.3421      | 0.3311 102.5      |
| EditNeRF [30] | 0.1912      | 0.1142 97.27      |
| AE-NeRF  | **0.1731**  | **0.1948 42.88**  |

**D. Image Manipulation for a Single Image**

In this section, we first evaluate 3D-aware attribute manipulation from a single image. We prove that the proposed method disentangles each attribute of the given image by injecting perturbations to each attribute separately. The results in Fig. 7 show that our model is aware of each attribute and thus separately manipulate the attribute very well while maintaining the others more consistently than compared methods [8, 30, 29]. In addition, since EditNeRF [30] and CodeNeRF [29] optimize the radiance field focused on given camera pose, 3D attributes are disentangled based on their viewpoint. This property discourages EditNeRF and CodeNeRF to generate realistic images using disentangled attributes which are insufficient for novel viewpoints. On the other hand, AE-NeRF can disentangle 3D attributes regardless of viewpoints by using stage 1 (adversarial learning) where the model is focused on synthesize realistic images from any latent attributes or viewpoints. This ensures the high fidelity of generated images and consecutively reconstructed images and even synthesized images from novel viewpoints.

**E. Image Manipulation Across Multiple Images**

We then compare our 3D-aware image manipulation across multiple images, e.g., swapping appearance, shape, or camera
propose a stage-wise training, where we pre-train the decoder. In addition, as shown in Table III, we evaluate our model by swapping the attribute codes, where given a pair of source and target images the source image is manipulated by replacing an extracted certain attribute code from target image, either shape, appearance or camera pose, so that the source image eventually obtains the attribute of target image. We measure the code swapping performance on proposed test set as a ground truth pair. Comparing functional aspects, EditNeRF [30] manipulates the radiance field given user’s editing scribbles by only optimization procedures. This is rather time-consuming for manipulating overall texture or shape of given instance. Furthermore, EditNeRF optimize their radiance field only in the editor’s viewpoint, giving inconsistent manipulation result from novel viewpoint. AE-NeRF on the other hand, since the latent features are provided by trained encoder, manipulation of the objects’ overall shape and texture is relatively faster than the optimization-based methods.

F. User Study

We conducted user study on 300 participants to compare the synthesized results obtained from different models. First, we obtained 10 reconstructed images from SA [8], EditNeRF [30], CodeNeRF [29], and ours. We showed them to respondents and asked them to indicate 10 images they prefer in aspect of the image reconstruction quality with high-fidelity. Second, to compare disentanglement ability of 3 models and ours, we synthesized 10 images with each attributes swapped. Then we asked subjects to choose 10 images that show preferable disentanglement quality. Finally, we generated 10 images with each attributes swapped. Then we asked users to choose 10 images that show preferable disentanglement ability from 3 models and ours. We asked subjects to choose 10 images that show preferable disentanglement ability.

G. Ablation Study

1) Effectiveness of Stage-wise Training.: Table IV and Fig. 11 show the effectiveness of stage-wise training. As described in Sec. III-E, training the proposed auto-encoder model from scratch (Table IV (I), Fig. 11 (Scratch)) is extremely challenging and easy to get stuck in local minima. Thus, we propose a stage-wise training, where we pre-train the decoder in stage 1 to generate pseudo labels used for encoder training in stage 2, followed by stage 3 with losses for disentanglement. We figured out that the performance of our model gets boosted when the model is supervised with pseudo data as this strongly enforce the model to map the given image and the generated attributes. The comparison of Table IV (III), (IV) proves that mapping the output distribution of encoder with pseudo labels highly contributes in performance improvement.

2) Effectiveness of Each Loss.: Here, we evaluated effectiveness of each loss function compared to the basic loss for the auto-encoder, i.e., \( L_{\text{render}} \) and \( L_{\text{stage-2}} \), as shown in Table V. Note that, with \( L_{\text{cam}} \), that belongs to the \( L_p \) on pseudo data, our model is capable of extracting the camera pose given a single image. \( L_{\text{GAN}} \) helps the model to synthesize images with fine details such as object’s surface and edge. The additional \( L_{\text{GLAC}} \) raises the disentanglement performance with understanding of consistent object attribute in generated local patch from swapped attributes. With additional convolutional binary classifier, \( L_{\text{SwAC}} \) improves the disentanglement performance of our model by supervising our encoder with more accurate paired attribute-swapped image.

3) Effectiveness of The Number of Pseudo Data.: We evaluated how the number of generated pseudo data affects the final model performance. Diverse set of images of high fidelity, with a high variance in the pseudo shape and appearance codes, is essential for supervising the encoder in stage 2. Based on this idea, we first sampled 5k to 20k images and compared the diversity by the mean of MS-SSIM [84] which measures the similarity across all pseudo images generated in stage 1. In this study, we regard the high MS-SSIM as low diversity across images. Note that increasing the number...
of pseudo data does not always guarantee the data diversity proportionally, described in Table VI (right). Then we measure Fréchet Inception Distance (FID) score [82] of the final model performance depending on different numbers of pseudo data. As illustrated in Table VI, the model achieves better performance with more pseudo data.

V. CONCLUSION

In this paper, we have presented, for the first time, an autoencoder architecture based on conditional NeRF for 3D-aware object manipulation, dubbed Auto-Encoding Neural Radiance Fields (AE-NeRF). We designed our model consisting of the encoder to extract disentangled 3D attributes from an image, and the decoder to render an output image through disentangled generative NeRF, which is well tailored for 3D-aware object manipulation. To improve the disentanglement, we present two losses, global-local attribute consistency loss and swapped-attribute classification loss. In addition, since training the networks from a scratch is extremely challenging, we presented a stage-wise training scheme, which dramatically helps to boost the performance. We have shown that our method surpasses other state-of-the-art in several benchmarks and manipulation tasks. Moreover, we have conducted extensive ablation studies to validate our design choices.
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