Abstract

This paper presents a view-guided solution for the task of point cloud completion. Unlike most existing methods directly inferring the missing points using shape priors, we address this task by introducing ViPC (view-guided point cloud completion) that takes the missing crucial global structure information from an extra single-view image. By leveraging a framework that sequentially performs effective cross-modality and cross-level fusions, our method achieves significantly superior results over typical existing solutions on a new large-scale dataset we collect for the view-guided point cloud completion task.

1. Introduction

Point cloud has attracted increasing research interest due to its wide range of applications in various fields such as auto-driving [16], robotics [27], geography [29], phenomics [19], and archaeology [4]. In practice, the point cloud's data quality directly acquired by the depth scanning devices can be affected by many factors such as occlusions between objects and low scanning precision, which may lead to the poor-quality point cloud, e.g., incomplete, sparse, and noisy point cloud.

Existing methods, mainly including point cloud completion [42], denoising [5], and super-resolution (up-sampling) [38], have been proposed for the task of point cloud enhancement. Early methods generated enhanced point cloud by mainly using shape prior information [17] or hand-crafted geometric regularities [35]. In recent years, data-driven methods, especially deep learning techniques like PointNet [28] and DGCNN [37], have made significant progress on this problem. Compared to traditional methods, these deep learning based methods have demonstrated significant advantages in processing objects with irregular structure and geometry.
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tel Real Sense D455 and Microsoft Kinect devices). The key challenge of solving this problem is how to effectively fuse the information of pose and local details provided by the partial point cloud and the global structure information provided by the single-view image. This is not trivial because it involves a two-dimensional challenge: “cross-modality” (the information is from both image and point cloud modalities) and “cross-level” (local details and global structure are information from different levels). We address the problem by a three-stage framework which first address the cross-modality challenge and then the cross-level challenge. Specifically, the cross-modality challenge is addressed by reconstructing a coarse point cloud from the single-view image and transferring all the information required by the completion to the identical point cloud domain. The cross-level challenge is addressed by a differential refinement strategy empowered by a network called “Dynamic Offset Predictor” which can deferentially refine the points in a coarse point cloud: performing a light refinement for low-quality points while a heavy refinement for high-quality points.

To better investigate the problem, we have built a large-scale dataset called ShapeNet-ViPC on existing ShapeNet dataset [6]. Our dataset includes 38,328 objects from 13 categories. Each object has 24 sets of ground-truth data consisting of two incomplete point clouds produced under two typical data acquisition scenarios, a view-aligned image and a complete ground-truth point cloud. Extensive evaluations on ShapeNet-ViPC demonstrate that the proposed approach can achieve significantly superior results than existing state-of-the-art approaches.

In summary, the main contributions of our methods are threefold:

1. We propose a new solution for point cloud completion, in which an extra single-view image explicitly provides the crucial global structural prior information for completion.
2. We design a new general deep network for point cloud refinement which can deferentially refine the points in a point cloud.
3. We build a large-scale dataset for the point cloud completion task on the ShapeNet dataset. This dataset simulates point cloud defects caused by various kinds of occlusions. It could be used as a benchmark for future research of point cloud completion.

2. Related Works

Existing point cloud completion methods can be generally classified into three types of approaches: geometry-based, alignment-based and learning-based.

Geometry-based Methods. Geometry-based methods predict the invisible shape part from the observed shape part directly by prior geometric assumptions [20, 14]. More specifically, some methods fill the surface holes locally by generating smooth interpolations [1, 34], such as Laplacian smoothing [23] and Poisson surface reconstruction [17]. Other methods detect the regularities in model structures and repeat them to predict missing data based on the identified symmetry axes [21, 26, 35]. These methods infer the missing data directly from the observed region and show impressive results. However, they need the hand-crafted geometric regularities that are predefined for specific kinds of models and only applied to models with a small degree of incompleteness.

Alignment-based Methods. Alignment-based methods retrieve identical models similar to the target object in a shape database, then align the input with temple models and complete the missing region. Some methods retrieve 3D shapes directly, such as the whole model [25] or part of them [15, 18]. Other methods use synthesized models after deformation [30] or non-3D geometric primitives such as planes and quadrics [7, 31, 41] in place of 3D shapes in the database. These methods are applicable to many different types of models and can be applied to varying degrees of incompleteness, but they require expensive cost during inference optimization and database construction; also they are sensitive to noise.

Learning-based Methods. Learning-based methods construct a parameterized model to learn a mapping between the two feature spaces of the incomplete and complete point cloud of a shape. Most of them are encoder-decoder based neural networks. As for shape representation, most existing models use voxels to represent a shape [9, 13], which are intuitive and convenient for 3D convolution. In order to preserve more geometric information (i.e., local geometric details) in the completed point cloud, several models perform the operation on point sets directly [42, 40, 33]. Since both points or voxels are a mono-modality input, it is difficult to infer an accurate mapping between an incomplete point cloud with a large-scale incompleteness and a complete point cloud. Therefore, those methods may perform well only on specific categories of objects or the shapes with a small-scale incompleteness. The work leveraging auxiliary data to supplement the missing information of the input point cloud for the enhancement task has rarely been studied.

3. Methods

3.1. Overview

Problem Definition. The proposed view-guided completion solution is based on an assumption that the input image contains the necessary structural information of the
missing shape part. Our goal is to recover a 3D shape $S$ consisting of two parts, i.e., $S = (S_0, \Delta S)$, where $S_0$ is a shape part that is close to the input partial shape $\hat{S}_0$ (i.e., the difference between $S_0$ and $\hat{S}_0$ is limited), and $\Delta S$ is the unknown missing shape part. Formally, we denote $\mathcal{M}(S)$ as the representation of shape $S$ in modality $\mathcal{M}$, i.e., $\mathcal{M} = \mathcal{P}$ for point cloud and $\mathcal{M} = \mathcal{I}$ for image. The input of the task could be formulated as:

- The partial point cloud $\mathcal{P}(S_0)$.
- The single-view image $\mathcal{I}(S_I)$, where $S_I$ refers to the observed shape from the view of image.

**Pipeline.** The proposed three-stage framework is shown in Figure 2. The first stage is used to address the cross-modality fusion problem. It maps $\mathcal{I}$ to a coarse representation of point cloud in $\mathcal{P}$. The second stage generates a coarse point cloud and the last stage enhances it and produces a higher-quality completed point cloud. These two stages work together to perform the cross-level fusion.

Specifically, the first stage termed as Modality Transfer maps $\mathcal{I}$ to a coarse representation of point cloud in $\mathcal{P}$ and then aligns the reconstructed point cloud to the input partial shape $\hat{S}_0$ in 3D space. Then the second stage termed as Part Filter generates a coarse point cloud from the two aligned point cloud. Additionally, this stage also makes a distinction between the points which are mainly from the input partial point cloud and the other points which are mainly reconstructed from input image $\mathcal{I}(S_I)$. We term the former as the Fine Part and the latter as the Coarse Part. In general, the Fine part has much higher shape quality than the Coarse part and needs only a light refinement. Lastly, the third stage termed as Part Refinement takes as input both the Coarse and Fine parts and produces a completed higher-quality point cloud. In this stage, we mainly refine the shape of the Coarse but use the Fine part as the constraint for the refinement. This can achieve better results than a global refinement which refines all the points without any constraint.

---

**3.2. Modality Transfer**

It would be challenging to directly reconstruct a high-quality point cloud which preserves rich local details from the image $\mathcal{I}(S_I)$. Thus, the transferred point cloud is expected to work as an initialized shape mainly used for structure guidance. Let the point cloud reconstructed from the image $\mathcal{I}(S_I)$ as $\mathcal{P}_r(S_I)$. A light-weight point cloud reconstruction network with an encoder-decoder architecture shown in Figure 3 is employed. The encoder maps the input image into a latent space vector, and the decoder outputs an $N_r \times 3$ matrix, each row of which represents the Cartesian coordinates of a point. In our implementation, the encoder comprises a series of convolutional layers with ReLU activation, and outputs feature map in $7 \times 7 \times 512$ as the latent space vector. The decoder applies a series of deconvolutional layers and flatten the output to generate $N_r$ point coordinates. Feature maps from each layer of the encoder are also preserved as additional guidance for the following processes in this stage. After reconstructing $\mathcal{P}_r(S_I)$ from the single-view image, we align it with the input partial point cloud.

**3.3. Part Filter**

The reconstructed $\mathcal{P}_r(S_I)$ can roughly describe the view-observed shape $S_I$, which is assumed to contain the major information of the missing shape part $\Delta S$. In this stage, we firstly merge $\mathcal{P}(S_0)$ and $\mathcal{P}_r(S_I)$ and extract a...
subset \((N_c \text{ points})\) of it as a coarse representation of shape \(S_0 \cup S_I\). Since point density may differ in \(P(S_0)\) and the reconstructed \(P_c(S_I)\) and the concatenation leads to redundant points in the overlap space between \(S_0\) and \(S_I\). We would like this coarse point cloud with \(N_c\) points to be uniformly dense and preserve the global structure but also as many local details of the shape as possible. Specifically, we use the farthest point sampling (FPS) \([22]\) on \(P_c(S_0 \cup S_I)\) to achieve this goal.

After that, we identify the points that do not need heavy refinement as the Fine part and leave the remaining points as the Coarse part, i.e., dividing the coarse point cloud with \(N_c\) points into the Coarse part \((N_m \text{ points})\) and Fine part \((N_c - N_m \text{ points})\). To search \(N_c - N_m\) points that are close to the points in \(P(S_0)\) for the Fine part, we construct the correspondence between points in \(P(S_0)\) and \(P_c(S_0 \cup S_I)\) by Chamfer Distance (CD) \([11]\). For each point \(p\) in \(P_c(S_0 \cup S_I)\), we calculate its distance to the closest point in \(P(S_0)\), i.e. \(d(p) = \min_{q \in P(S_0)} \|p - q\|^2\). If the distance \(d(p)\) is less than an adaptive threshold \(d_{thr}\), we select it as a candidate point in the the Fine part. In the implementation, the threshold \(d_{thr}\) can adapt to the density varying of point cloud. Technically, we randomly divide the points from \(P_c(S_0 \cup S_I)\) into two subsets, and calculate the closest distance \(d(p)\) of all points between the two subsets. Then the average distance value could be an estimation of the point cloud density and it serves as the threshold \(d_{thr}\).

### 3.4. Part Refinement

Part Refinement stage further refines (up-samples) the coarse point cloud consisting of the Fine and Coarse parts to produce a complete point cloud. To achieve an effective refinement, besides of the coarse point cloud itself (represented by the point coordinates \([x, y, z]\)), the refinement also leverages the guidance of four other types of features which can be obtained from the stages of Modality Transfer and Part Filter as shown in Figure 4. Those four types of features which can be classified into 2D- or 3D-guidance, together with the point coordinates \([x, y, z]\) of the coarse point cloud, are concatenated into a global feature vector shared by each points in the coarse point cloud. The proposed Dynamic Offset Predictor network takes \(N_c\) repeated global feature vectors as input and predicts the coordinate offset value for \(N_c \times R \ (R\) defines the up-sampling rate) output points.

**3D Guidance.** In recent learning-based completion methods, it has been verified that completion based on the existing shape and prior knowledge is a feasible way. For example, the symmetry of airplane could help us to complete the missing wing in one side. Thus, we extract global features by applying the common encoder PointNet \([28]\) on the partial point cloud \(P(S_0)\) and the reconstructed \(P_c(S_I)\).

**2D Guidance.** The single-view image \(I(S_I)\) serves the guidance for the recovery of both the structure and geometrical details of the Coarse part. During the stage of modality transfer, the feature of the image \(I(S_I)\) has been extracted into feature maps with different sizes, e.g. \(56 \times 56, 28 \times 28, 14 \times 14, 7 \times 7\). Inspired by the perceptual feature pooling in Pixel2Mesh \([36]\), for each point, we search the features in the image feature maps corresponding to each point in the coarse point cloud using the coordinates and camera parameters. These features are stacked as \(f_{pixel}\) for a kind of guidance feature. In addition, to increase variations among the local points and prevent predicting the same offset for different points, inspired by FoldingNet \([40]\), we generate a 2D-grid and reshape to a feature vector as \(f_{grid}\) to boost slight disturbance.

**Dynamic Offset Predictor.** Unlike the previous folding-based or tree structure methods, Dynamic Offset Predictor predicts the spatial offset of each point towards its current position rather than directly predicting the coordinates, which simplifies the regression. The data flow of Dynamic Offset Predictor shown in Figure 4 is as follows: 1. The \(f_{fusion}\) is repeated \(N_c\) times and fed into a series of 1D convolutional layers to output the hidden embeddings \(f_{point}\). 2. The \(f_{point}\) is tiled \(R\) times for point movements and up-sampling. 3. The 2D convolutional layers with kernel size \(1 \times R\) are applied to perceive the local information of each point with \(R\) offsets. 4. The offset vector in \(R \times N_c \times 3\) is predicted by the 1D convolutional layers. 5. A protective mask in \(1 \times (N_c - N_m) \times 3\) with a small offset value \(\epsilon\) is generated to cover the offset vector, aiming to limit the movement of Fine Part’s points. The coordinates of \(P_{coarse}\) are then stacked \(R\) times \((R \times N_c)\) and added with corresponding offsets as the completed point cloud. Therefore, Part Refinement with Dynamic Offset Predictor refines and up-samples \(P_{coarse}\) without changing the Fine Part’s detail.
3.5. Loss Function

The loss function measures the difference between dense point cloud and ground truth. Since the point cloud are unordered data, the loss function must be permutation invariant, Chamfer Distance (CD) and Earth Mover’s Distance (EMD) is considered in this work. Given two subsets $P \subseteq \mathbb{R}^3$ and $Q \subseteq \mathbb{R}^3$, Chamfer distance calculates the average closest point distance between $P$ and $Q$. We use the symmetric version of CD as formulated in (1), where the first term forces the output point cloud to move close to ground truth, and the second term ensures that the output point cloud covers the ground truth point cloud.

$$L_{CD} = \frac{1}{|P|} \sum_{p \in P} \min_{q \in Q} ||p-q||^2_2 + \frac{1}{|Q|} \sum_{q \in Q} \min_{p \in P} ||p-q||^2_2$$  \hspace{1cm} (1)

The Earth Mover’s Distance (EMD) is an algorithm to evaluate the dissimilarity between two multi-dimensional distributions. Let $\phi : P \rightarrow Q$ be a bi-jection between two point clouds, which finds the minimal average distance between two point sets. In practice, searching the optimal $\phi$ is computationally expensive, we thereby use an iterative $(1 + \epsilon)$ approximation scheme as [2].

$$L_{EMD} = \min_{\phi: P \rightarrow Q} \frac{1}{|P|} \sum_{p \in P} ||p - \phi(p)||^2_2$$  \hspace{1cm} (2)

We combine these two distance with $L = \alpha L_{CD} + \beta L_{EMD}$ as the loss function, where $\alpha$, $\beta$ are the trade-off hyper-parameters. We use $\alpha = 1$ and $\beta = 0.0001$ as a default value in the training stage.

4. Experimental Settings

4.1. ShapeNet-ViPC

To simulate the defects related to the task of ViPC and evaluate the performance of the proposed approach, we build a new dataset called ShapeNet-ViPC based on the ShapeNetRendering[6]. It contains 38,328 objects from 13 categories, i.e., airplane, bench, cabinet, car, chair, monitor, lamp, speaker, firearm, sofa, table, cellphone, watercraft. For each object, we generate two types incomplete point cloud (with or without noise) under 24 view points, as illustrated in Figure 5. The 24 view points follow the same view point setting as ShapeNetRendering [6] (this setting is also used in 3D-R2N2 [8], PointSetGeneration [11] and Pixel2Mesh [36]). For each set we uniformly sample 2,048 points from the mesh surface of a target shape under the corresponding view point setting as the ground-truth complete point cloud. Specifically, each 3D shape is normalized into the bounding sphere with radius of 1, and rotated to the pose corresponding to a specific view point lastly. For the image data, we use the same 24 rendered views as ShapeNetRendering. ShapeNet-ViPC contains 38, 328 $\times$ 24 = 919, 872 sets of training data in total. Each set contains one ground-truth complete point cloud, two incomplete (partial) point clouds, and an image view. In this paper, we use 31,650 objects (759,600 sets) of eight categories for all experiments, 80% for training and 20% for test.

4.2. Implementation details and evaluation metrics

In our implementation, the size of input image is $224 \times 224$, from which we reconstruct a point cloud with $N_m = 784$ points. The partial input contains 2,048 points. We sample a coarse point cloud with $N_c = 1024$ points by FPS [22] from the combination of the input partial point cloud and the reconstructed point cloud (i.e., $P_c(S_0 \cup S_I)$). The output complete cloud contains 2,048 points (i.e., $R = 2$). The network for modality transfer is pre-trained with batch size of 64 and learning rate of 1e-4 for 100 epochs. The Part Refinement network is trained with batch size of 1 and learning rate 1e-6 for 200 epochs. Category-specific parameters are trained for each object category. To quantify the completion performance, we use both the Chamfer Distance (CD) [32] and F-Score [32] as the quantitative evaluation metrics. Results with lower CD value and/or higher F-Score correspond to better completion quality.

5. Experimental Results and Analysis

5.1. Comparisons

We compare our method with several state-of-the-art methods on the task of point cloud completion, including AtlasNet [12], FoldingNet [40], point completion network (PCN) [42] and TopNet [33]. AtlasNet recovers a complete point cloud by estimating a collection of parametric surface elements. FoldingNet, 2D-grid based auto-encoder, is a pioneer grid based method for point cloud completion. PCN is an encoder-decoder framework which completes a partial input point cloud with a typical coarse-to-fine scheme. TopNet completes an imperfect point cloud by a tree structure network. All the above baseline methods take as input only a partial point cloud.
Quantitative results. We normalize the output point clouds produced by the comparison methods and calculate the CD and F-Score on the 2,048 points of each shape. The results on each categories and the average are summarized in Tables 1 and 2. It is found that the proposed method consistently outperforms other methods with a significant margin on all the eight categories on both CD and F-Score metrics. Besides, our method demonstrates more advantages on the categories of airplane, watercraft, lamp, and car.

Qualitative results. We also visualize the results produced by the comparison methods for a more comprehensive evaluation. Results on the representative examples from the eight categories are shown in Figure 6. It is easy to observe that the completed point clouds produced by FoldingNet are relatively messy. The generated point clouds do not show clear structures on some shape parts, e.g., the wings of the airplane, the chair legs, the table legs. PCN and AtlasNet produce improved qualitative results compared to FoldingNet overall. However, local small-scale structural details are still missing (e.g., the fuel tank of the airplanes, the arms of the chairs) in the results. The structured-tree based TopNet method achieves better visual results than PCN and AtlasNet in general. We can see the evidences on the airplane, lamp, sofa, and watercraft, which exhibits much clearer part structures and points arranged more neatly. However, some part details in the input partial point clouds are not preserved in the completed point clouds, e.g., the points of the fuel tank of the airplane and the trestle of the table have been moved to other parts. Results produced by our method have no this problem and show visually better performance on all eight categories than baselines. This is because unlike other comparison methods inferring the locations of all points, our method instead uses the points in the other part of the shape (i.e., Fine part) as a completion constraint and infers a local point distribution of a part of the shape (i.e., Coarse part). This makes the network preserve the local detail from the input partial point cloud, produce a more reasonable completion for the missing structure (see the reconstructed left trestles of the table), as well as converge much faster.

5.2. Experimental Analysis

Ablation Studies. We conduct ablation experiments to study the individual contributions of each stage in our method. As shown in Table 3, we quantitatively compare the point cloud qualities of the reconstructed point clouds $P_{rec}$ generated by Modality Transfer, the coarse point clouds $P_{coarse}$ generated by Part Filter, and the completed point clouds $P_{complete}$ generated by Part Refinement. In addition, we also study how much the differential refinement strategy that differentiates between the Fine and Coarse parts contributes. Specifically, we modify the Dynamic Offset Predictor network and disable the constraint that the points in the Fine part should be moved within a small sphere, i.e., the points from both the Fine and Coarse parts are processed without any difference. We term the results produced by this architecture as $P_{global}$. By comparing with $P_{global}$ and $P_{complete}$, we can obtain the quantitative contribution of the differential refinement strategy.
Figure 6. Qualitative comparison on ShapeNet-ViPC. Our method outperforms other baseline methods with significant margins. The resolution for partial, completed and ground truth point clouds are 2,048.

Figure 7. Views provides more complementary information for the input partial point clouds can produce better completion results. Each input partial point clouds are shown on the left; quantitative completion performance measured by the average CD (unit: $10^{-3}$) is reported below each input reference view.

Contribution of the Single-view Image. In this set of experiments, we study what kind of input view can better improve the completion. We randomly select $50 \times 8 = 400$ partial point clouds (50 partial point clouds for each category) from the test set of ShapeNet-ViPC for the evaluation. For each partial point cloud, we produce 24 complete point clouds, each of which is generated with the reference of an image from the 24 rendered views. We quantify the completion quality of those 400 completion point clouds with the CD metric and demonstrate some representative results in Figure 7. It indicates that different image views can provide different improvement. The image views which can provide more information for the missing part of the partial point would produce better results.
| Category  | Mean Chamfer Distance per point |
|----------|---------------------------------|
|          | $P_{\text{rec}}$ | $P_{\text{coarse}}$ | $P_{\text{global}}$ | $P_{\text{complete}}$ |
| Airplane  | 4.479            | 2.360            | 1.993            | 1.760            |
| Cabinet   | 7.381            | 5.531            | 4.807            | 4.558            |
| Car       | 4.975            | 3.921            | 3.308            | 3.138            |
| Chair     | 12.198           | 6.967            | 6.098            | 2.476            |
| Lamp      | 4.573            | 3.549            | 3.186            | 2.867            |
| Sofa      | 7.809            | 5.340            | 4.681            | 4.481            |
| Table     | 10.967           | 6.719            | 5.891            | 4.990            |
| Watercraft| 5.626            | 3.156            | 2.669            | 2.197            |
| mean      | 7.241            | 4.693            | 4.079            | 3.308            |

Table 3. Quantitative results for the ablation study; average CD (unit: $10^{-3}$) are reported.

| Methods    | PSG [11] | $P_{\text{rec}}$ | $P_{\text{complete}}$ |
|------------|----------|------------------|----------------------|
| CD ($10^{-3}$) | 7.092    | 7.241            | 3.308                |

Table 4. Quantitative comparison with PSG.

| Remove     | $xyz$ | $f_{\text{partial}}$ | $f_{\text{recon}}$ | $f_{\text{pixel}}$ | $f_{\text{grid}}$ | none |
|------------|-------|-----------------------|---------------------|-------------------|-------------------|------|
| CD ($10^{-3}$) | 3.348  | 3.325                 | 3.324               | 3.321             | 3.316             | 3.308 |
| Decline(%)  | 1.22  | 0.52                  | 0.49                | 0.39              | 0.24              | -    |

Table 5. Quantitative results of removing different features and their relative decline compared with fusion of all features.

**Contrast to SVR Methods.** In this set of experiments, we study if the proposed ViPC is superior to the SToA single-view based reconstruction method PSG [11]. We compare three different architectures: PSG, the point generation network in the Modality Transfer stage (i.e., $P_{\text{rec}}$ in Table 3), and the entire proposed framework (i.e., $P_{\text{complete}}$ in Table 3) on the test set of ShapeNet-ViPC. We compute the average CD value of the results produced by the three comparison architectures. We summarize the quantitative results in Table 4 and visualize representative results in Figure 8. Those results indicate that the entire proposed framework outperforms PSG with a large performance margin. We also find the results generated by PSG show better quality than $P_{\text{rec}}$. Replacing the adopted network in Modality Transfer with a more effective network like PSG may provide a better solution.

**Feature Ablation Studies.** We remove $xyz$, $f_{\text{partial}}$, $f_{\text{recon}}$, $f_{\text{pixel}}$, $f_{\text{grid}}$ from $f_{\text{fusion}}$, respectively, to study the contribution of different features in $f_{\text{fusion}}$ during the Part Refinement. The results of completion performance are shown in Table 5. Their contributions can be ranked as $xyz > f_{\text{partial}} > f_{\text{recon}} > f_{\text{pixel}} > f_{\text{grid}}$.

### 5.3. Limitations

**Point cloud registration.** To ensure the Part Filter and Part Refinement giving full play to their effects, the input partial point cloud and the reconstructed point cloud should be aligned accurately. Because the camera parameters are not hard to obtain in calibrated devices. We align the input partial point cloud with the reconstructed point cloud by using camera parameters in Modality Transfer stage. As for non-calibrated devices, we tried several classical unsupervised point cloud registration methods such as ICP [3] and ICP-MCC [10] to perform the point cloud registration. Unfortunately, due to the sparsity of the reconstructed point clouds and the incompleteness of the partial input, it is hard to achieve an accurate alignment. Replacing the current registration solution in Modality Transfer with an effective learning based one is worthy of further study in the future.

**Completion in real-world scenes.** We have also evaluated the proposed method in real-world scenes where we captured the single view images by mobile phone and collected the partial point clouds by the Li-DAR device in the iPad Pro. Because we train our model on rendered images where the rendered textures can not reflect the illumination in the real environment, it leads to poor-quality reconstructed point clouds in the Modality Transfer stage and thus produces unsatisfactory completion results. Training on real-world data may solve this problem.

### 6. Conclusion

We propose a pioneer sensor fusion work called ViPC for the task of point cloud completion. ViPC is a view-guided point cloud completion framework. It takes the missing global structural information from an extra single-view image to complete a partial point cloud. The core technical contribution in ViPC is a point cloud refinement network called “Dynamic Offset Predictor” which can deferentially refine the points in a coarse point cloud. We compare ViPC with existing single-modality based STOA methods that reconstruct a complete point cloud based on either the point cloud modality or the image modality. It demonstrates significant quality improvement on a new large-scale dataset we collected for the point cloud completion task.
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