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Quantum Approximate Optimisation (QAOA) is the most studied gate based variational quantum algorithm today. We train QAOA one layer at a time to maximize overlap with an $n$ qubit target state. Doing so we discovered that such training always saturates—called training saturation—at some depth $p^*$, meaning that past a certain depth, overlap can not be improved by adding subsequent layers. We formulate necessary conditions for saturation. Numerically, we find layerwise QAOA reaches its maximum overlap at depth $p^* = n$. The addition of coherent dephasing errors to training removes saturation, recovering robustness to layerwise training. This study sheds new light on the performance limitations and prospects of QAOA.

I. INTRODUCTION

Variational quantum algorithms are the centerpiece of study in modern quantum computing. Such algorithms are designed to alleviate certain systematic limitations of near term devices, including variability in pulse timing and coherence limitations [1–4], at the cost of classical outer loop optimization. In particular, the Quantum Approximate Optimization Algorithm (QAOA) [5] was developed to approximate solutions to combinatorial optimization problems [3–17]. Recent milestones include experimental demonstration of 3p-QAOA (depth-three, corresponding to six tunable parameters) using 23 qubits [1], universality results [2, 8], as well as several results that aid and improve on the original implementation of the algorithm [2, 11, 18]. Although QAOA recovers optimal query complexity in Grover’s search [19] and offers a pathway towards quantum advantage [12], limitations are known for low depth QAOA [13, 20, 21]. Exact analysis is scarce and only describes QAOA on specific instances including e.g. fully connected graphs and projectors [14–16, 18].

As to most variational algorithms, QAOA consists of an outer loop classical optimization which tunes parameters of a quantum circuit to minimize (or maximize) an objective function. Optimization becomes increasingly challenging by considering more parameters, which increase linearly with depth. Various techniques have been developed to aid in optimization—leveraging problem symmetries [22], and parameter concentrations [18, 23], which these same authors previously studied. Several heuristic strategies have been explored to speed-up this challenging outer loop optimization step.

Layerwise training, a greedy learning strategy employed to reduce optimization time, has been shown to function via a reparameterization of search parameters [17], and to be helpful at avoiding barren plateaus [24]. Although promising, such strategies can become suboptimal in certain scenarios i.e. when stacking single layers is not expressive enough and adding more layers per stack is required to minimize a cost function, see abrupt training transitions [25].

We studied this layerwise training strategy, where the objective function is the overlap, maximized by the target state. We discovered the onset of saturation at depth $p = n$ with maximal optimization returning trivial optimal angles for subsequent layers. Hence we discovered the maximal point for layerwise training. We found that layerwise QAOA always saturates and we derive necessary conditions for the circuit output (Proposition IV).

Our results demonstrate that local coherent phase errors sampled from a Gaussian distribution remove the effect of saturation, suggesting a means to avoid non-trainable states that would otherwise satisfy the necessary saturation conditions. This systematic error can be considered as a local coherent noise model [20]. Several works have demonstrated noise resilience of variational algorithms [27–31], while [32] demonstrated performance benefits that noise can induce for training a quantum autoencoder.

The present paper defines layerwise QAOA in Sec. II. We introduce the definition of training saturation and numerically demonstrate that layerwise training saturates in Sec. III. In Sec. IV, we derive the necessary conditions satisfied by families of saturated states. Sec. V presents strategies to mitigate the effects of saturation focusing on the use of coherent phase noise. We reflect on the obtained results in the Discussion section.

II. LAYERWISE QAOA

QAOA can be viewed as variational state preparation: let $|t\rangle$ be the target state in the computational basis. The task is to variationally prepare a candidate state with high overlap with $|t\rangle$. In QAOA, the candidate state $|\psi_p(\gamma, \beta)\rangle$—prepared by a $p$ depth circuit—is parametrized as:

$$|\psi_p(\gamma, \beta)\rangle = \prod_{k=1}^{p} e^{-i\beta_k H_k} e^{-i\gamma_k |t\rangle\langle t|} |+\rangle^\otimes n,$$  

(1)
with real parameters $\gamma_k \in [0, 2\pi)$, $\beta_k \in [0, \pi)$. Here $\mathcal{H}_x = \sum_{i=1}^n X_i$ is the standard one-body mixer Hamiltonian with Pauli matrix $X_i$ applied to the $i$-th qubit.

The optimization task maximizes the overlap between the candidate state $|\psi_p(\gamma, \beta)\rangle$ and the target state $|t\rangle$ given by

$$ 0 \leq \max_{\gamma, \beta} |\langle t|\psi_p(\gamma, \beta)\rangle|^2 \leq 1 \tag{2} $$

The global optimization strategy for fixed circuit depth $p$ is to maximize the overlap function (2) over all $2p$ variational parameters. The optimization task is evidently challenging for deep circuits. Several approaches have been suggested to simplify optimization including leveraging parameter concentrations [18, 23] and exploiting problem symmetries [22].

An alternative strategy suggests training circuits layerwise which reduces time, and to avoid barren plateaus [24]. In this greedy approach, parameters of each layer are optimized one layer at a time: in each iteration a new layer is added, and only the new layer parameters are exclusively optimized (with all antecedent layers fixed as per previous iterations). The process is iterated subject to certain termination criteria (reaching a threshold overlap).

Whereas layerwise training significantly simplifies outer loop optimization, it necessitates deeper circuits compared to global optimization.

### III. SATURATION

Here we consider numerical results of training layerwise QAOA. It was shown previously in [15] that the overlap is insensitive to the target state $|t\rangle$, therefore without loss of generality we consider the case $|t\rangle = |0\rangle^\otimes n$.

**Definition 1 (Saturation).** Training saturates for depth $p^*$, the smallest depth for which

$$ |\langle t|\psi_{p^*+1}\rangle|^2 \leq |\langle t|\psi_{p^*}\rangle|^2 \neq 1, \tag{3} $$

where the overlaps are maximized layerwise.

In other words, training saturates when an extra layer (and thus all subsequent layers) does not allow for overlap improvement.

Our results demonstrate layerwise training always saturates, which limits this method’s performance compared to globally optimized QAOA. Specifically we observed an $n$-dependent threshold depth $p^*$ beyond which overlap cannot be improved further by optimizing additional layers. The induced saturation is also evident as the overlap for any new layer achieves optimality at trivial values of variational parameter $\beta_p$, leaving the circuit output state invariant when optimizing subsequent layers. We find that saturation always occurs from the threshold depth $p^* = n$ (see Fig. [1]).

Given the onset, this result appears to severely limit layerwise training as an approach towards alleviating the tedious computational cost suffered in global optimization.

Being a greedy algorithm, layerwise training, in contrast to global training, maximizes overlap increase from layer to layer. Therefore, we observe that for a set of globally optimized parameters $\{\gamma^*, \beta^*\}$ and a set of layerwise optimized parameters $\{\gamma^#, \beta^#\}$, there exists a certain depth $c$:

$$ |\langle 0|\psi_c(\gamma^*, \beta^*)\rangle|^2 < |\langle 0|\psi_c(\gamma^#, \beta^#)\rangle|^2, \tag{4} $$

In other words, comparing overlaps at each layer/depth, layerwise optimization may achieve better overlaps than global optimization for a few initial layers, hence one observes intermediate greedy layerwise gains. However, such a strategy becomes inferior as greedy gains stagnate, see Fig. [2].

---

**Figure 1.** Saturation in layerwise training. Saturation occurs at $p^* = n$ as indicated by the highlighted points.

**Figure 2.** Overlap comparison between layerwise and global training at every layer. While global optimization aims at overall overlap improvement, the layerwise approach maximally increases overlap from layer to layer.
IV. NECESSARY SATURATION CONDITIONS

To understand the structure of candidate states prepared by layerwise optimisation and to derive conditions necessary for saturation we recall the following:

**Definition 2** (Symmetric subspace). \( H_s = \text{Span}\{|\psi\rangle : P_{ij} |\psi\rangle = |\psi\rangle \} \), where \( P_{ij} \) is a permutation of arbitrary qubits \( i \) and \( j \).

**Definition 3** (Dicke basis vectors). \( |c_k\rangle = \frac{1}{\sqrt{C_n^k}} \sum_{\text{nontrivial}} P_{ij} |11...1,0...0\rangle \) with \( k \) ones and \( n-k \) zeros.

Dicke state \( |c_k\rangle \) is a uniform superposition of all \( n \) qubit states with Hamming weight \( k \), (a.k.a. 1-norm \( k \)). These vectors form a \( n+1 \) dimensional orthonormal basis of \( H_s \).

Symmetric subspace \( H_s \) plays a key role in our consideration: since \( H_s \) commutes with any qubit permutation \( P_{ij} \) and \( |0\rangle^\otimes n \equiv |00...0\rangle \in H_s \), then all QAOA ansatz states prepared as \( \langle 1 \rangle \) with \( |t\rangle = |0\rangle^\otimes n \) belong to the symmetric subspace.

Let us denote a state prepared with optimized \( c \)-depth QAOA circuit as \( |\psi_c\rangle \equiv |\psi_c(\gamma^c, \beta^c)\rangle \). The ansatz states of different depth circuits are related recursively as \( |\psi_c\rangle = e^{-i\gamma_c H_x} e^{-i\beta_c (t)} |\psi_{c-1}\rangle \) with the initial state \( |\psi_0\rangle = |+\rangle^\otimes n \). Since \( |\psi_c\rangle \in H_s \), one can expand over the Dicke basis to obtain \( n+1 \) components \( A_{c_k}^c \). The optimization task of layerwise training is to maximize the overlap at each depth \( c \). This overlap can be written in terms of wave function coefficients \( A_{c_k}^{c-1} \) of the previous layer:

\[
g_c \equiv \langle 0|\psi_c\rangle = g_{c-1} \cos \beta_c e^{-i\gamma_c} + \\
+ \sum_{k=1}^{n} (\cos \beta_c)^{n-k} (i \sin \beta_c)^k |C_n^k| \sqrt{C_n^k},
\]

(5)

(notice that \( g_{c-1} \equiv A_{0}^{c-1} \)).

All the coefficients \( A_{c_k}^{c-1} \) are functions of \( 2(c-1) \) variational parameters of the previous layers. In layerwise optimization these values are already fixed from previous training iterations, thus leaving \( g_c \) to be a function of only current layer parameters \( \beta_c \) and \( \gamma_c \).

Optimization of expression (5) over the region of \( \gamma_c \) can easily be performed using a geometrical fact that for any complex numbers \( A \) and \( B \), \( \max_{\gamma} |Ae^{-i\gamma} + B| = |A| + |B| \):

\[
g(\beta_c) \equiv \max_{\gamma_c} |g_c| = \cos \beta_c (g_{c-1}) + \\
+ \sum_{k=1}^{n} (-i \tan \beta_c)^k A_{c_k}^{c-1} (|C_n^k|/C_n^k),
\]

(6)

The above expression should be supplemented with the iterative expression for amplitudes \( A_{c_k}^{c-1} \). One should then calculate the action of mixer \( e^{-i\beta H_x} \) on the Dicke basis vectors, which implies representation of the Hadamard transformation in the Dicke basis. However, the result of this procedure is messy and further solution requires a consideration of the general optimization problem.

Expression (6) allows for derivation of necessary conditions for observing saturation at some depth. Assuming that saturation already happened at depth \( c \) we study the structure of the output state (coefficients \( A_{c_k}^{c-1} \)). Saturation implies that the circuit output state cannot be trained further and optimization of additional layer parameters only returns trivial values of \( \beta \). Thus, (6) should have a global maximum at position \( \beta_c = 0 \). We calculate derivatives \( \frac{dg}{d\beta_c}(0) = \sqrt{C_n^k} A_{c_k}^{c-1} \) and \( \frac{d^2g}{d\beta_c^2}(0) = -n|g_{c-1}| + \sqrt{C_n^k} A_{c_k}^{c-1} \) and use standard conditions for maxima \((g'(0) = 0, g''(0) \leq 0)\) to finally arrive at

**Proposition 1** (Necessary saturation conditions). States \( |\psi\rangle \in H_s \) that cannot be trained by QAOA with target state \( |0\rangle^\otimes n \) necessarily satisfy

\[
A_1 = \langle e_1|\psi\rangle \propto (0|\otimes n H_x|\psi\rangle \propto (0|\otimes n X|\psi\rangle = 0,
\]

\[
|A_2| = |\langle e_2|\psi\rangle| \leq \sqrt{\frac{2n}{n-1}} |(0| \otimes n |\psi\rangle|.
\]

Physically, (7) and (8) imply that states \( |e_1\rangle \) and \( |e_2\rangle \) (if their amplitudes in \( |\psi\rangle \) are large enough) are the source of state \( |0\rangle^\otimes n \) under the action of QAOA: probability flows from states \( |e_1\rangle, |e_2\rangle \) to the target state \( |0\rangle^\otimes n \). If training saturates, this sources should be drained, as formulated in conditions (7) and (8). Fig. 3 illustrates that when one observes saturation, the circuit output state indeed satisfies necessary saturation conditions (7) and
we plot the top 10%

This effect is illustrated in Fig. 

errors (e.g., phase noise or bit-flipping) are considered.

A more algorithmic approach, i.e., to perturb the coefficient structure and thus improve layerwise training, is to limit QAOA performance on each individual layer. Limiting perfect optimization (e.g. inducing cutoff at 90% of maximal improvement at the current layer) necessarily perturbs the amplitudes and thus avoids saturation. This effect is illustrated in Fig. 4. Notice that threshold $p^* = n$ is now removed, allowing overlap to increase with circuit depth.

Layerwise optimization need not preserve candidate states in the symmetric subspace $H_s$ when systematic errors (e.g., phase noise or bit-flipping) are considered. Here, 7 and 8 are no longer applicable and therefore saturation may be avoided. On one hand low probability coherent phase noise could reduce overlap by just a fraction, thus allowing further training. But on the other hand, bit flip noise would radically alter the state amplitudes thus hampering training. Indeed these are confirmed by our numerical simulations.

We layerwise trained QAOA circuits of $p = n$ with a gradient free optimizer in the presence of coherent phase noise described as:

$$S(\phi) = |0\rangle\langle 0| + e^{i\phi} |1\rangle\langle 1|$$

where $\phi$ is sampled from a normal distribution centered around 0 with variance 1. The noise is applied with a probability $P$ to any qubit after each gate application. Experimentally, this type of noise engineering has been used to test the limits of variational algorithms in identifying and quantifying quantum phase transitions with noisy qubits [33, 34]. In Fig. 5 we plot the top 10% overlaps obtained in 100 trials versus the probability of applying noise. The curves are polynomial fits for the best, average and worst of the top 10% overlaps.

For a trial emulation of the algorithm, we can expect a 10% probability of obtaining an overlap inside the red shaded area, which for some values of $P$ are significantly higher than the overlap obtained by training layerwise in an ideal system as illustrated by the dotted green line.

Moreover, the overlap can further be increased with the addition of more layers since we are no longer limited by saturation at $p = n$. The use of a constant probability of noise may not be optimal to obtain the maximum possible overlap, but it is enough to show that its presence can offer an advantage over noiseless systems in certain scenarios.

V. INTRODUCING VARIABILITY TO QAOA

Saturation strongly limits the performance of layerwise optimization. It results from the particular structure that the greedy layerwise algorithm imposes on coefficients $A_k$. Deviating from this greedy strategy by violating conditions 7 and 8 and thus altering the structure imposed, one might avoid saturation and thereby improve training. The simplest approach would be to push amplitude $A_1$ up, for example, by perturbing amplitudes $A_1, A_2, \ldots, A_n$. This will violate condition 7, thus non-zero amplitude $A_1$ might further be transferred to $|0\rangle^\otimes n$, removing saturation at the current layer.

A more algorithmic approach, i.e., to perturb the coefficient structure and thus improve layerwise training, is to limit QAOA performance on each individual layer. Limiting perfect optimization (e.g. inducing cutoff at 90% of maximal improvement at the current layer) necessarily perturbs the amplitudes and thus avoids saturation. This effect is illustrated in Fig. 4. Notice that threshold $p^* = n$ is now removed, allowing overlap to increase with circuit depth.

Layerwise optimization need not preserve candidate states in the symmetric subspace $H_s$ when systematic errors (e.g., phase noise or bit-flipping) are considered. Here, 7 and 8 are no longer applicable and therefore saturation may be avoided. On one hand low probability coherent phase noise could reduce overlap by just a fraction, thus allowing further training. But on the other hand, bit flip noise would radically alter the state amplitudes thus hampering training. Indeed these are confirmed by our numerical simulations.

We layerwise trained QAOA circuits of $p = n$ with a gradient free optimizer in the presence of coherent phase noise described as:

$$S(\phi) = |0\rangle\langle 0| + e^{i\phi} |1\rangle\langle 1|$$

where $\phi$ is sampled from a normal distribution centered around 0 with variance 1. The noise is applied with a probability $P$ to any qubit after each gate application. Experimentally, this type of noise engineering has been used to test the limits of variational algorithms in identifying and quantifying quantum phase transitions with noisy qubits [33, 34]. In Fig. 5 we plot the top 10% overlaps obtained in 100 trials versus the probability of applying noise. The curves are polynomial fits for the best, average and worst of the top 10% overlaps.

For a trial emulation of the algorithm, we can expect a 10% probability of obtaining an overlap inside the red shaded area, which for some values of $P$ are significantly higher than the overlap obtained by training layerwise in an ideal system as illustrated by the dotted green line.

Moreover, the overlap can further be increased with the addition of more layers since we are no longer limited by saturation at $p = n$. The use of a constant probability of noise may not be optimal to obtain the maximum possible overlap, but it is enough to show that its presence can offer an advantage over noiseless systems in certain scenarios.

VI. DISCUSSION

The formulated necessary saturation conditions 7 and 8, in general, may not be sufficient for observing saturation since the amplitudes: $A_1, \ldots, A_n$ are also a source for $A_0$ under QAOA. In other words, the necessary saturation conditions ensure that overlap function 9 has a maximum at $\beta_c = 0$, which still may just be a local maximum. The absolute maximum for layerwise training, searched and found by the optimizer, can be located in the middle of parameter region, thus could not be captured by conditions 7 and 8.

However, based on the values of optimal parameters obtained numerically (Fig. 5) for large $n$ we see not only that optimal $\beta$s are small, they decrease with increasing depth. As a result, global maximum of the overlap shifts towards smaller values of $\beta$, and it finally stagnates at $\beta = 0$ (causing saturation). Thus we conclude that the formulated conditions for maximum overlap at $\beta_c = 0$, 7 and 8 are not only necessary for observing saturation, but also sufficient provided that the optimal angles are small.

For large $n$ it can be understood as follows: It was shown in 8 that first layer optimal parameter $\beta_1 \approx \frac{7}{n}$
is small. That implies, the first layer marginally affects amplitudes $A_k$ for large $k$, leaving the $|+\rangle^{\otimes n}$ state almost unmodified up to a global phase. Therefore, optimal parameters at subsequent layers also remain small, which again preserve $|+\rangle^{\otimes n}$ state. Thus in the output state only the lowest amplitudes are modified, while the others stay almost the same, as illustrated in Fig. 3. In other words, layerwise QAOA manages to modify only slightly the initial state, keeping the large amplitudes almost preserved, causing it to saturate.

While we formulated necessary saturation conditions, expression (8) allows one to show (see Appendix) the existence of several families of states in the symmetric subspace for which layerwise QAOA does not allow for overlap improvement. The observed saturation effect implies that layerwise QAOA necessarily reaches one of these non-trainable states which causes saturation.

Multiple strategies can be employed in order to avoid non-trainable states in QAOA. The perturbation to the state has to be able to violate $\mathcal{C}$ and/or $\mathcal{S}$ but not big enough to loose the amplitude $A_0$ that accumulates with every layer, illustrated in Fig. 3. Noise of the form $e^{-i\sigma\phi}$, where $\sigma$ is a Pauli matrix and $\langle\phi\rangle = 0$, makes small changes to the inner product for a state $|\psi\rangle$

$$
\langle\psi\rangle e^{-i\sigma\phi} |\psi\rangle \approx \langle\psi\rangle \left(1 - i\sigma\phi - \frac{\phi^2}{2}\right) |\psi\rangle = 1 - \frac{\langle\phi^2\rangle}{2}
$$

(10)

In contrast, bit flip noise does not have a good representation as a series expansion, thus altering the structure of the state in a way that harms the training.

**Appendix A: Non-trainable states**

From expression (8) also allows to see, that in the symmetric subspace there exist some states different from $|0\rangle^{\otimes n}$ that cannot be trained by QAOA to improve the overlap with $|0\rangle^{\otimes n}$. For instance, it is easy to see that if one tries to implement QAOA on the state

$$
|\psi\rangle = A_0 |0\rangle + A_2 |e_2\rangle,
$$

with $|A_2| \leq \frac{|A_0|}{\sqrt{C_n^2}}$, the resulting overlap (6) would be

$$
g = (|A_0| - \sqrt{C_n^2}|A_2|) \cos^n \beta + \sqrt{C_n^2}|A_2| \cos^{n-2} \beta,
$$

(A2)

with maximum at $\beta = 0$. Therefore, QAOA is not able to improve overlap of state $|A1\rangle$ with $|0\rangle$. 
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