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Abstract

The Herman Protocol Conjecture states that the expected time \( E(T) \) of Herman’s self-stabilizing algorithm in a system consisting of \( N \) identical processes organized in a ring holding several tokens is at most \( \frac{4}{27} N^2 \). We prove the conjecture in its standard unbiased and also in a biased form for discrete processes, and extend the result to further variants where the tokens move via certain Lévy processes. Moreover, we derive a bound on the expected value of \( E(\alpha T) \) for all \( 1 \leq \alpha \leq (1 - \varepsilon)^{-1} \) with a specific \( \varepsilon > 0 \). Subject to the correctness of an optimization result that can be demonstrated empirically, all these estimations attain their maximum on the initial state with three tokens distributed equidistantly on the ring of \( N \) processes. Such a relation is the symptom of the fact that both \( E(T) \) and \( E(\alpha T) \) are weighted sums of the probabilities \( P(T \geq t) \).
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1 Introduction

The simplified setup of Herman’s self-stabilizing algorithm consists of a directed circular graph of \( N \) elements and \( K \) tokens put on \( K \) different nodes of the graph. The vertices represent identical processes connected along the edges. Ideally, if the system is in a legitimate state, only one process holds a token in the configuration. However, errors may occur when the system enters into a multiple token state. Herman’s algorithm is a randomized protocol to reach a one-token state after an error, hence the name self-stabilizing; cf. [4, 5].

The method of the algorithm is the following: in every step of the discretely treated time, if a process holds a token then it keeps it with probability \( \frac{1}{2} \) or passes it to its clockwise neighbor with probability \( \frac{1}{2} \), independently of the other token-passes. If a process kept its token in a step but also receives one, then both tokens disappear. By the implementation of the processes, we can guarantee that Herman’s algorithm starts at a configuration where there is an odd number of tokens, hence the mentioned algorithm will eventually yield a one-token state with probability 1. We note that it is just as reasonable from a mathematical point of view to start with an even number of tokens and run the process until all tokens disappear. Interestingly, this setup is much easier to handle, and was solved in [6].

Several questions arise naturally about the distribution of the execution time of self-stabilization, i.e., the hitting time \( T \) of a one-state configuration [12]. Since the complete description of the distribution \( P(T \geq t) \) did not turn out to be an accessible problem, the analysis focused mainly on the derived quantity \( E(T) \). The denominator, Herman, proved the upper bound \( \frac{1}{2} N^2 \log N \) on \( E(T) \) in the original paper [10], which was improved to \( O(N^2) \) by multiple authors independently [6, 8, 13, 14].

To find a tight bound, it is reasonable to search for the extremum of \( E(T) \) as a function of the initial configuration of the tokens. Assuming that the stabilization process starts with three tokens, the maximum of \( E(T) \) is realized on the equidistant starting position of the tokens (or the closest configuration to that, if \( N \) is not divisible by 3). This is a consequence of the description of \( E(T) \) given by [13] for all the initial configurations with three tokens. They
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found an explicit formula for \( \mathbb{E}(T) \) in terms of the “distances” of the tokens, where by distance of the tokens \( X_1 \) and \( X_2 \) we mean the length of the arc connecting \( X_1 \) and \( X_2 \) avoiding the third token \( X_3 \). Given these distances \( a, b, c \in \mathbb{N} \) of the tokens (where necessarily \( a + b + c = N \) by definition), the expectation of \( T \) can be expressed as

\[
\mathbb{E}(T) = \frac{4abc}{N}
\]

This expression clearly has the maximum at the states where \( a, b, c \) are the nearest integers around \( \frac{N}{3} \) summing up to \( N \). In particular, \( a = b = c = \frac{N}{3} \) if \( N \) is divisible by 3. In [13], it was also conjectured to be the only maximum of \( \mathbb{E}(T) \) considering all possible initial configurations, not necessarily with three tokens.

We give a proof to this conjecture by using a method that can be generalized in many directions. In the original phrasing of the conjecture, in every round of the discrete process, each token either keeps its current position or makes a move in the positive direction, and both events occur with equal probability \( p = \frac{1}{2} \). We treat the unbiased version where all tokens make a move independently with the same probability \( p \); cf. [14]. The argument is not purely combinatorial in its intrinsic nature. Hence, it can be generalized to the case when the movement of each token is described by a Poisson process or when the circular graph is replaced by a continuous circle on which the tokens move by independent Brownian motions with the same parameters.

Moreover, we show that in the (unbiased) discrete version of the protocol with parameters \( p, N \), and for \( \varepsilon = 4p(1-p)\sin^2\left(\frac{\pi}{2N}\right) \), we have \( \mathbb{E}\left(\left(\frac{1}{1-\varepsilon}\right)^T\right) \leq \frac{3}{2} \), with equality if and only if we start from the three-token equidistant configuration. Furthermore, subject to the correctness of an optimization result that we tested by computer, the maximum of \( \mathbb{E}(\alpha^T) \) is attained at the three-token equidistant configuration for all \( 1 \leq \alpha \leq \frac{1}{1-\varepsilon} \). All the evidence point towards the potential result that \( \mathbb{P}(T \geq t) \) is maximized by the equidistant three-token configuration for all \( t \). Indeed, \( \mathbb{E}(\alpha^T) \) is also a linear combination of \( \mathbb{P}(T \geq t) \) just like \( \mathbb{E}(T) \), but with weights \( \alpha^t - \alpha^{t-1} \) rather than 1’s, as in the case of \( \mathbb{E}(T) \). In [12], a formula was established to \( \mathbb{P}(T \geq t) \) assuming that there are three tokens. As a consequence, they have shown that the maximum of \( \mathbb{P}(T \geq t) \) is indeed attained at the equidistant three-token starting state when we consider the three-token initial states. The next step could be to obtain this theorem with no restriction on the number of tokens.

This paper is an extended and improved version of the manuscript [3], which proved the Herman Protocol Conjecture parallelly with and independently of [1].

2 Main results

2.1 Basic setup and three-token states

We implement a somewhat modified viewpoint on the described processes. Since the arguments require some symmetry, for our purposes it is better to rotate the base space by \( \frac{2\pi}{N} \) after every step counter-clockwise, where \( N \) stands for the number of nodes. This slight notational modification have the effect that the number of nodes gets doubled, but half of them is necessarily avoided by the tokens in every step. At least this is the case in the classical, discrete version of the protocol, but not necessarily in the other variants we consider in this paper. In the sequel we refer to \( 2N \) as the number of nodes. Moreover, the tokens now move in a symmetrized way. In the standard Herman protocol, they either move to the clockwise neighboring new node with probability \( \frac{1}{2} \) or move in the opposite direction to the counter-clockwise neighbor with probability \( \frac{1}{2} \), all independently.

We now generalize this setup by choosing another parameter (besides \( N \)).

**Definition 2.1.** Given a \( p \in [0, 1[ \), the discrete Herman protocol with parameters \( p, N \) is the process where a number of tokens are moved independently along a circle with \( 2N \) nodes, such that each token moves to its counter-clockwise neighboring node with probability \( p \), and to the other neighbor with probability \( 1-p \), all independently. In other words, tokens are taking independent biased random walks \( \mod 2N \).

Using this reformulation, it is natural to consider further variants. We define two more setups that we can handle in essentially the same way as the classical discrete version. In these new variants, the movement of each token
is a continuous time process, in fact, a Lévy process. It is vital in some arguments that the tokens cannot jump over one another. Hence, if we intend to preserve the symmetry between the tokens in the sense that the processes describing their movements are independent copies of the same Lévy process, only the following two special types can be considered.

**Definition 2.2.** In the exponential clock (or Poisson) variant, the tokens are still positioned on the $2N$ nodes along the circle, and steps are discrete. Each token moves to its neighbor in the positive direction with probability $p$, and to the other one with probability $1 - p$. However, the timeline is continuous, and each token has a corresponding exponential clock with mean 1: whenever it goes off, the token takes a step.

**Definition 2.3.** The Brownian (or Wiener) variant is continuous, making the nodes irrelevant. The tokens can be positioned anywhere around the circle with perimeter $2N$, and they each independently move via a Brownian motion with variation 1. In this setup, $N$ need not be an integer.

If one were only interested in the Brownian variant, a somewhat more natural parametrization could be chosen. However, in order to be consistent with the other variants, and to easily compare the three situations, we use this one.

![Figure 1: Illustration of a three-token configuration with $N = 9$. On the left, the distances between the tokens are indicated. On the right, the same configuration is placed in the complex plane.](image)

The three-token states play a crucial role in the argument, thus we first determine the expected time to absorption from such initial states. The formula in the unbiased discrete setup ($p = \frac{1}{2}$) was shown in [15]. In the standard discrete protocol, a three-token state was usually represented by three numbers $a, b, c$, the distances between the three pairs of tokens, i.e. the number of nodes on the arcs connecting two tokens while avoiding the third. Then the expected runtime of the process is $\frac{4abc}{N}$ according to [15]. Note that in our modified setup with the circle having perimeter $2N$ rather than $N$, we require a slight adjustment to get the same formula: the distances $a, b, c$ are now half the arc lengths connecting each pair of tokens, as the nodes are doubled. So in order to obtain $\frac{abc}{2N}$ for the expected runtime for three-token states, in our formulation with the $2N$ nodes and each arc between neighboring nodes having length 1, the actual arc lengths between the tokens are $2a, 2b, 2c$, respectively. In order to keep the consistency, we still refer to the distances as $a, b, c$; see the left hand side of Figure 1. This is a common feature for all three variants considered in the paper. Throughout the paper, we make several references to the *equidistant three-token configuration* without elaborating on the cases where $2N$ is not divisible by 3.
Lemma 2.4. Let $x$ be an initial three-token state with distances $a$, $b$, $c$ between the three pairs of tokens. Then the Herman protocol is expected to terminate in $\mathbb{E}(T(x)) = \mu \frac{abc}{N}$ steps, where

- $\mu = \frac{1}{p(1-p)}$ for the discrete version with parameters $p$, $N$;
- $\mu = 4$ for the exponential clock variant with parameters $p$, $N$;
- $\mu = 4$ for the Brownian process with parameter $N$.

In particular, we have the upper bound $\mathbb{E}(T(x)) \leq \frac{\mu N^2}{27}$ for all three-token states $x$, with equality if and only $x$ is the equidistant three-token configuration. Moreover, $\mathbb{E}(T)$ is finite for all three variants and arbitrary initial states.

Proof. The system of linear equations obtained from first step analysis has a unique solution. Hence, to solve the discrete case, it is enough to check that the formula $\frac{abc}{p(1-p)N}$ is consistent with the Law of Total Expectation. That is, the value of the expression $\frac{abc}{p(1-p)N}$ drops by 1 in average after one step. After the first step, the process can be in eight different states. E.g., if the tokens is, the value of the expression $\mathbb{E}(T(x))$ is 2.

Similarly, if the motion of tokens are independent Wiener processes, then let $\frac{abc}{p(1-p)N}$ be dealt with similarly. If we have an exponential clock, then under a small probability of values of the above formula is $\frac{abc}{p(1-p)N} = \frac{2}{27}$.

\[ \frac{abc}{p(1-p)N} - (p^2(1-p) + p(1-p)^2) \frac{a + b + c}{p(1-p)N} = \frac{abc}{p(1-p)N} - \frac{a + b + c}{N} = \frac{abc}{p(1-p)N} - 1 \]

The weighted average of values of the above formula is

\[ \frac{p^3 \frac{abc}{p(1-p)N} + p^2 (1-p) \frac{a(b-1)(c+1)}{p(1-p)N} + p^2 (1-p) \frac{(a+1)b(c-1)}{p(1-p)N} + p^2 (1-p) \frac{(a+1)(b+1)c}{p(1-p)N} + p(1-p) \frac{a(b+1)(c-1)}{p(1-p)N} + p(1-p) \frac{(a+1)b(c+1)}{p(1-p)N} + p(1-p) \frac{(a+1)(b-1)c}{p(1-p)N} + (1-p)^3 \frac{abc}{p(1-p)N}}{p(1-p)N} = \]

\[ (1-3\Delta t) \frac{4abc}{N} + (1-p)\Delta t \frac{4a(b-\frac{1}{2})(c+\frac{1}{2})}{N} + (1-p)\Delta t \frac{4(a+\frac{1}{2})b(c-\frac{1}{2})}{N} + (1-p)\Delta t \frac{4(a+\frac{1}{2})(b+\frac{1}{2})c}{N} + p\Delta t \frac{4a(b+\frac{1}{2})(c-\frac{1}{2})}{N} + p\Delta t \frac{4(a-\frac{1}{2})b(c+\frac{1}{2})}{N} + p\Delta t \frac{4(a+\frac{1}{2})(b-\frac{1}{2})c}{N} + O(\Delta t^2) = \]

\[ = \frac{4abc}{N} \Delta t - \frac{a + b + c}{N} + O(\Delta t^2) = \frac{4abc}{N} - \Delta t + O(\Delta t^2) \]

Thus, as $\Delta t \to 0$, we have that the derivative of $\frac{4abc}{N}$ is $-1$ in expectation.

Similarly, if the motion of tokens are independent Wiener processes, then let $A, B, C$ denote the original position of the tokens. After a small amount of time $\Delta t$, the new position of the tokens are $A + W_A, B + W_B, C + W_C$, where $W_A, W_B, W_C \sim \text{Gaussian}(0, \Delta t)$, with a negligible error due to the circular nature of the processes. Hence, the new distances are $a' = a + \frac{1}{2}(W_C - W_B), b' = b + \frac{1}{2}(W_A - W_B), c' = c + \frac{1}{2}(W_B - W_A)$ with a negligible error, making the expression $\frac{4abc}{N}$ after a small time $\Delta t$ equal to

\[ \frac{4}{N} \left( a + \frac{1}{2}(W_C - W_B) \right) \left( b + \frac{1}{2}(W_A - W_C) \right) \left( c + \frac{1}{2}(W_B - W_A) \right) = \]
\[
= \frac{4abc}{N} + \frac{1}{N} (a(W_A - W_C)(W_B - W_A) + b(W_B - W_A)(W_C - W_B) + c(W_C - W_B)(W_A - W_C))
\]

which after taking expectation, and keeping in mind that \(W_A, W_B, W_C\) are i.i.d. Gaussian variables with mean zero and variance \(\Delta t\) is:

\[
\mathbb{E} \left( \frac{4abc}{N} + \frac{1}{N} (a(W_A - W_C)(W_B - W_A) + b(W_B - W_A)(W_C - W_B) + c(W_C - W_B)(W_A - W_C)) \right) = \\
= \frac{4abc}{N} - \frac{1}{N} (a\mathbb{E}(W_A^2) + b\mathbb{E}(W_B^2) + c\mathbb{E}(W_C^2)) = \frac{4abc}{N} - \frac{a + b + c}{N} \Delta t = \frac{4abc}{N} - \Delta t
\]

Thus as \(\Delta t \to 0\), we have that the derivative of \(\frac{4abc}{N}\) is \(-1\) in expectation.

The second assertion about initial configurations with three tokens is a simple application of the AM-GM inequality.

Finally, given any initial configuration with more than one tokens, pick any three tokens. Then the expected time of first collision is at most the expected runtime of the process with initial configuration containing those three tokens. Thus as long as there are more than one tokens, in a time that is finite in expectation, there is a collision. The sum of \(\frac{K-1}{2}\) variables with finite expected value also has a finite expected value. \(\square\)

The main goal of the paper is to generalize the upper bound \(\mathbb{E}(T(x)) \leq \mu N^2\) to all possible initial states \(x\) for all three variants of the protocol.

**Theorem 2.5.** Let \(T(x)\) denote the hitting time of the one-token state starting from the initial state \(x\) for any of the three variants of the Herman protocol. Then \(\mathbb{E}(T(x)) \leq \mu N^2\), with equality if and only if \(x\) is the equidistant three-token configuration, where \(\mu = \frac{1}{\mathbb{E}(\frac{1}{X^2})}\) for the discrete variant, and \(\mu = 4\) for the exponential clock version and for the Brownian process.

To verify the bound in Theorem 2.5 it seems natural not only to keep count on when the process is terminated, but to have a way to measure “how far” we are from the end in expectation. Then the goal becomes to show that this measure is the worst (i.e. the highest) throughout the whole process if and only if the initial state is the equidistant three-token configuration. To this end, we define two “potentials” that are expected to grow, and that start off and end up in \([0, 1]\). The first such potential is \(\Phi\), see Definition 2.6. It is only relevant for three-token states; it assigns to a three-token state \(x\) the expected value of the remaining time until the process terminates starting from \(x\), rescaled into \([0, 1]\). Note that Lemma 2.4 guarantees that \(\Phi\) is indeed between 0 and 1.

**Definition 2.6.** Let \(x\) be an initial three-token state with distances \(a, b, c\) between the three pairs of tokens. Then for all three variants of the Herman protocol we define \(\Phi(x) = 1 - \mathbb{E}(T(x)) / \left(\mu N^2\right) = 1 - \frac{27abc}{N^2}\).

### 2.2 The other potential

The following arguments are explained for the discrete variant of the process, but it is easy to see that everything generalizes to the other versions, as well. The only relevant nontrivial property that we make use of is that the tokens have a circular order that cannot change without a collision of tokens. That is, tokens cannot jump through another without first occupying the same position; this was exactly the property that we focused on when defining the three variants.

To define the non-trivial potential, the core idea of the paper, we number the nodes by 0, 1, 2, \ldots, \(2N - 1\). The location of the \(j\)-th token at time \(t \in \mathbb{N}_{\geq 0}\) is described by the random variable \(X_t(j)\) where \(j = 1, 2, \ldots, K_t\) and \(K_t\) stands for the number of tokens at time \(t\), where the tokens are numbered compatible to their ordering on the circle (but the beginning of the enumeration is arbitrary). Generalizing the notation \(K_t\) we will write \(K_t(x)\) for the (random) number of tokens at time \(t\) for the process starting at the initial state \(x\). In particular, \(K(x) := K_0(x)\) denotes the number of tokens at state \(x\). As before, \(T := T(x) := \min\{t \mid K_t(x) = 1\}\) is the hitting time of a one-token state, i.e. the execution time of the self-stabilizing algorithm. Note that this notion is not affected by the symmetrization of the process we implemented in the previous chapter. Also, we need a notation for the
hitting time of a three-token state, as it turns out to be a crucial point in the evolution of the process, so we put \( \tau := \min \{ t \mid K_t(x) = 3 \} \).

Just like \( \Phi(x) \), the new potential \( x \mapsto \Psi(x) \in [0, 1] \) also measures how far our state is from the final state in expectation. The growth speed of \( \Psi \) can be estimated without trying to compute the first potential \( \Phi \) for all configurations with an arbitrary number of tokens, a seemingly impossible challenge. However, we can show that the two potentials are reasonably close to each other on three-token states; see Lemma 2.11.

In the definition of \( \Psi \), we use the complex exponential function \( k \mapsto e^{\frac{2\pi i}{N}k} = e^{\frac{\pi i}{N}k} \). This notation also implicitly contains an identification of the circle with the complex unit circle (the identification was essentially chosen when we numbered the nodes); see the right side of Figure 2.1. This arbitrary choice could in principle cause some trouble. But as we will soon see, the potential \( \Psi \) is invariant under rotation of the circle (i.e., the choice of the node with number 0), solving the issue; see Proposition 2.8.

**Definition 2.7.** Let \( x \) be an arbitrary state and assume that \( 0 \leq x(1) < x(2) < \cdots < x(K) \leq 2N - 1 \) where \( x(j) \) is the position of the \( j \)’th token of the state \( x \) using counter-clockwise enumeration of the tokens starting at the direction \( 1 \in \mathbb{C} \) (the node with number 0); see the right side of Figure 2.1. Then the potential \( \Psi \) is

\[
\Psi(x) := \left| \sum_{j=1}^{K(x)} e^{\frac{\pi i}{N}x(j)}(\frac{1}{2})(-1)^j \right|^2
\]

Geometrically, \( x \mapsto \Psi(x) \) can be described as summing up the (directed) angle bisectors of the vectors \( e^{\frac{\pi i}{N}x(j)} \) and the fixed unit vector 1 with an extra twist. Namely, for odd \( j \) we reflect the resulting angle bisector vector to the origin. Informally, this reflection is applied to stabilize the quantity under the disappearance of two colliding tokens. Formally, it means that if \( x(j) = x(j+1) \) then deleting these two tokens from the vector \( x \) does not change the value of \( \Psi(x) \). Also the alternating sign is responsible for the independence of \( \Psi \) from the choice of the direction, i.e., the identification of the circle with the unit circle in the complex plane.

**Proposition 2.8.** For any state \( x \) we have

1. The choice made at the identification of the plane with \( \mathbb{C} \) does not affect \( \Psi(x) \). That is, \( \Psi(x) \) is invariant under the simultaneous translation of the \( x(j) \), even if during the translation, a token jumps over \( 1 \in \mathbb{C} \).
2. The disappearance of two colliding tokens does not affect \( \Psi(x) \).
3. \( \Psi(x) \leq 1 \), with equality if and only if there is only one token at state \( x \).
4. \( \Psi(x) \geq 0 \), with equality if and only if \( x \) is an equidistant configuration with at least three tokens.

**Proof.** For the first statement, note that a \(-2\pi \frac{1}{2N}\) rotation of the choice of 1 in \( \mathbb{C} \) corresponds to a multiplication of every vector by a length 1 complex number. Assuming that \( 0 \leq x(j) \) implies \( 0 \leq x(j) + k \) for all \( j \), i.e., no token jumps over the abstract border between 0 and \( 2N - 1 \), this transformation does not alter \( \Psi(x) \) since

\[
\left| \sum_{j=1}^{K(x)} e^{\frac{\pi i}{2N}x(j)}(-1)^j \right|^2 = \left| \sum_{j=1}^{K(x)} e^{\frac{\pi i}{2N}(x^*(j)+k)}(-1)^j \right|^2 = \left| e^{\frac{\pi i}{2N}k} \cdot \sum_{j=1}^{K(x)} e^{\frac{\pi i}{2N}x^*(j)}(-1)^j \right|^2 = \left| \sum_{j=1}^{K(x)} e^{\frac{\pi i}{2N}x^*(j)}(-1)^j \right|^2
\]

where \( x^* \) stands for the renumbered sequence. So it is enough to consider the case when there is a (special) token at the node with index 0, i.e., \( x(1) = 0 \), and we rotate the nodes and tokens by the angle \(-2\pi \frac{1}{2N}\). That rotation changes several things. The enumeration of tokens is altered, leading to the change in the sign \((-1)^j \) for all the vectors in the sum except for the special one corresponding to the token that ends up in \( 2N - 1 \): both its original and new sign \((-1)^j \) in the sum is negative, as \((-1)^1 = (-1)K = -1 \). Moreover, the value \( x(j) \) is decreased by 1 for all \( j \) except for the one corresponding to the special token, which increases from 0 to \( 2N - 1 \). Therefore, every summand in the expression \( \sum_{j=1}^{K(x)} e^{\frac{\pi i}{2N}x(j)}(-1)^j \) which does not correspond to the special token is multiplied...
by $-e^{-\frac{\pi}{N}}$. The special summand is multiplied by $e^{\frac{\pi}{N}}(2N-1) = -e^{-\frac{\pi}{N}}$, the same factor. As this complex number has modulus 1, the value $\left| \sum_{j=1}^{K(x)} e^{\frac{\pi}{N} j x(j)} (-1) \right|^2$ is unaltered, verifying the first item of the assertion.

The second statement is clear, since if $x(j) = x(j+1)$ then they represent the same vector contributing to the sum with different signs, so their sum is zero:

$$e^{\frac{\pi}{N} j x(j)} (-1) + e^{\frac{\pi}{N} j x(j+1)} (-1) = 0$$

and the change of the enumeration (indices after sum of several directed chords on a half-circle plus the vector where each $x$ vector is sufficiently small; much smaller than the distance of the two closest tokens at time $\Delta t$).

To prove the third statement, we may assume by the first item that $x(1) = 0$. Then we can partition the remaining tokens into $\frac{K(x)-1}{2}$ consecutive pairs so that the sum of the corresponding vectors can be expressed as

$$\left| \sum_{j=1}^{K(x)} e^{\frac{\pi}{N} j x(j)} (-1) \right|^2 = \left| 1 + \sum_{j=2}^{K(x)} e^{\frac{\pi}{N} j x(j)} (-1) \right|^2 = \left| 1 + \sum_{k=1}^{\frac{K(x)-1}{2}} (e^{\frac{\pi}{N} 2 k x(2k)} - e^{\frac{\pi}{N} 2 (k+1) x(2k+1)}) \right|^2$$

where each $e^{\frac{\pi}{N} j x(j)} - e^{\frac{\pi}{N} j x(j+1)}$ can be pictured as the vector starting at the end-point of the angle bisector unit vector $e^{\frac{\pi}{N} j x(2k)}$ and ending at the endpoint of $e^{\frac{\pi}{N} j x(2k+1)}$, so it is a chord of the unit-circle. It is clear that the sum of several directed chords on a half-circle plus the vector $(1,0)$ will not sum up to vector longer than 1. Indeed, the sum of their projection to any line in the plane has length at most 1, which is equivalent to having length at most 1. The case of equality means that there is a projection such that this sum of vectors has length 1 in one direction. But as the chords must not meet (since $x(j) \neq x(j+1)$ for all $j$) and also no angle bisector can end at $-1$, it is possible only if that projection is on a horizontal line, so there is no token besides the one at the node 0.

The inequality in the fourth item is obvious, since the modulus of any complex number is non-negative. The case of equality can be investigated by the same geometric argument as in the third item. Namely, a sum of vectors is the zero vector if and only if all of its projections are zero.

Now, we fix the initial state $x$ of the process $t \mapsto X_t$. Let us denote by $Y_t = \Psi(X_t)$ the value of the potential defined above on the random process at time $t$. As usual, $F_t := \sigma(X_s(j) \mid s \leq t, j \leq K_t)$ is the standard filtration of the process, and the number of tokens $K_t = K_t(x)$ at time $t$ was defined earlier.

The evolution of $Y_t$ is described by the following lemma.

**Lemma 2.9.**

- **Given the discrete version of the Herman protocol with parameters $p, N$, let $\varepsilon = 4p(1-p)\sin^2 \left( \frac{\pi}{2N} \right)$. Then for any $t \in \mathbb{N}$ we have**

  $$\mathbb{E}(Y_{t+1} - Y_t \mid F_t) = \varepsilon (K_t - Y_t)$$

- **In the exponential clock variant, let $\varepsilon = 4\sin^2 \left( \frac{\pi}{4N} \right)$. Then**

  $$\lim_{\Delta t \to 0} \frac{1}{\Delta t} \mathbb{E}(Y_{t+\Delta t} - Y_t \mid F_t) = \varepsilon (K_t - Y_t).$$

- **In the Brownian version, let $\varepsilon = \frac{\pi^2}{4N^2}$. Then**

  $$\lim_{\Delta t \to 0} \frac{1}{\Delta t} \mathbb{E}(Y_{t+\Delta t} - Y_t \mid F_t) = \varepsilon (K_t - Y_t).$$

**Proof.** Let $\delta_t(j, \Delta t) = X_{t+\Delta t}(j) - X_t(j)$ be the increment of the position of the $j$-th token at time $t$ measured in the signed distance on the circle. In particular, in the discrete variant, $\delta_t(j, 1) = X_{t+1}(j) - X_t(j)$ is $\pm 1$: it is $+1$ if the $j$-th token moved in the positive direction, and $-1$ if the $j$-th token moved in the negative direction. The choice $\Delta t = 1$ in the discrete case is recommended as in one move, tokens cannot jump over one another, hence the ordering of tokens after this particular amount of time is the same along the circle. In the continuous variants, such small amount of time is not possible to choose: in principle, any token could jump over another in any positive amount of time if colliding tokens were not removed. However, the error introduced by this imprecision is negligible if $\Delta t$ is sufficiently small; much smaller than the distance of the two closest tokens at time $t$. Note that the distribution of $\delta_t(j, \Delta t)$ only depends on the variant of the process considered and the choice of $\Delta t$: at any given time $t$ for any given index $j$, the increment of the $j$-th token has a fixed distribution for all three processes, provided that we
disregard the negligibly small possibility of collision with another token before the ∆t amount of time, and allow the token to keep moving if that happens. So we should let the tokens make their move, and take stock after the ∆t amount of time, removing those that should have been removed. Let δ be the distribution of the difference of two independent samples from δ_j(j, ∆t): in order to simplify the notation, we do not indicate its dependence on ∆t. As ∆t can be considered fixed for all our purposes, this should not cause any confusion in the sequel. In other words, δ is the distribution δ_k(a, ∆t) − δ_l(b, ∆t) for two different indices a, b at any given time t.

In the discrete version, δ is the difference of two Rademacher distributions with parameter p (here, ∆t = 1). That is, \( \mathbb{P}(\delta = 0) = 1 − 2p + 2p^2 \) and \( \mathbb{P}(\delta = 1) = \mathbb{P}(\delta = −1) = p − p^2 \), with characteristic function \( \chi_δ(s) = 1 − 4p(1 − p)\sin^2(s) \).

In the exponential clock version, under an appropriately small time ∆t, a token stays still with probability \( 1 − ∆t + O(∆t^2) \), makes one move in the positive direction with probability \( p∆t + O(∆t^2) \), and makes one move in the negative direction with probability \( (1 − p)∆t + O(∆t^2) \); every other possible move has negligible probability. Hence, \( \mathbb{P}(\delta = 0) = 1 − 2∆t + O(∆t^2) \), \( \mathbb{P}(\delta = 1) = \mathbb{P}(\delta = −1) = ∆t + O(∆t^2) \), and the other possibilities can be ignored. The characteristic function of the difference is \( \chi_δ(s) = 1 − ∆t · 4\sin^2(s/2) + O(∆t^2) \).

Finally, in the Brownian variant, the increments have normal distribution with mean 0 and variance ∆t, thus the difference of two such distributions is once again normal with mean 0 and variance 2∆t. Hence, \( \chi_δ(s) = e^{−∆t · s^2} = 1 − ∆t · s^2 + O(∆t^2) \).

Now we are ready to compute \( \mathbb{E}(Y_{t+1} − Y_t \mid F_t) \) with essentially the same calculation for all three versions of the protocol.

\[
\mathbb{E}(Y_{t+1} − Y_t \mid F_t) = \mathbb{E}(\Psi(X_{t+∆t}) \mid F_t) − Y_t = \frac{1}{2}\sum_{a,b} (-1)^a e^{\frac{2\pi}{\Delta t}X_a} e^{\frac{2\pi}{\Delta t}(X_b − X_a)} \left( \mathbb{E} \left( \sum_{b=1}^{K_t} (-1)^b e^{−\frac{2\pi}{\Delta t}X_b} \right) - Y_t \right)
\]

\[
= \mathbb{E} \left( \sum_{a,b} (-1)^a e^{\frac{2\pi}{\Delta t}(X_a − X_b)} \right) \mathbb{E} \left( \sum_{b=1}^{K_t} (-1)^b e^{−\frac{2\pi}{\Delta t}X_b} \right) \left( 1 − \mathbb{E} \left( e^{\frac{2\pi}{\Delta t}δ} \right) \right) K_t − Y_t
\]

\[
= Y_t \chi_δ \left( \frac{2π}{N} \right) + \left( 1 − \chi_δ \left( \frac{2π}{N} \right) \right) K_t − Y_t = \left( 1 − \chi_δ \left( \frac{2π}{N} \right) \right) (K_t − Y_t) = \varepsilon(K_t − Y_t)
\]

according to the formulas for characteristic functions computed above.
Corollary 2.10. For all three versions of the Herman protocol we have $E(Y_t) \geq 4\varepsilon E(\tau) + Y_0$.

Proof. Observe that Lemma 2.9 item 3. of Proposition 2.8 and the fact that in a state with more than three tokens there are at least five tokens imply

$$E(Y_{t+\Delta t} - Y_t | F_t) \geq \varepsilon \Delta t(5 - 1) = 4\varepsilon \Delta t$$

whenever $t < \tau$. Here, $\Delta t = 1$ for the discrete variant and an infinitesimally small amount of time in the other two versions. Hence, the process

$$Z_t = \begin{cases} 
Y_t - 4\varepsilon t & \text{if } t < \tau \\
Y_t - 4\varepsilon \tau & \text{if } t \geq \tau 
\end{cases}$$

is a submartingale. To show that $Z_t$ is indeed integrable, first note that $|Y_t| \leq 1$ yields the trivial bound $|Z_t| \leq 1 + 4\varepsilon t$. In particular, if $t/E(\tau) \leq 1$ then $E[Z_t] \leq 1 + 4\varepsilon \cdot E(\tau)$; note that $E(\tau)$ is finite according to Lemma 2.4. If $t/E(\tau) = C > 1$ then we can apply the Law of Total Expectation and the Markov inequality to obtain

$$E[Z_t] = P(t < \tau) \cdot E(|Z_t| \mid t < \tau) + P(t \geq \tau) \cdot E(|Z_t| \mid t \geq \tau) \leq \frac{1}{C} (1 + 4C \cdot E(\tau)) + 1 \cdot E[Y_t - 4\varepsilon t] \leq \frac{1}{C} (1 + 4C \cdot E(\tau)) + 1 \cdot E[Y_t - 4\varepsilon t] \leq \frac{1}{C} (1 + 4C \cdot E(\tau)) + 1 + 4\varepsilon \cdot E(\tau) \leq 2 + 8\varepsilon \cdot E(\tau)$$

Hence, according to the Optional Stopping Theorem $E(Z_{\tau}) \geq E(Z_0)$, and consequently, $E(Y_t) - 4\varepsilon E(\tau) \geq Y_0$.

Informally, this corollary means that the potential $\Psi$ grows fast enough until we hit a three-token state. After time $\tau$ however, it slows down, as we can only guarantee a $2\varepsilon \cdot \Delta t$ growth under a (small) time period of length $\Delta t$ by the same argument as in the proof of Corollary 2.10. Fortunately, we have an exact formula to the other potential $\Phi$ for three-token states, see Definition 2.6. As we will see, it is easy to find an exact formula for $\Psi$ on three-token states, as well. So the vague idea is to estimate the growth of the potential $\Psi$ before the hitting time $\tau$ of three-token states by Corollary 2.10 and then switch to the other potential $\Phi$. In order to show that this switch can be carried out without a major loss in expectation, we need to compare the two potentials on three-token states.

Lemma 2.11. For any state $x$ with three tokens $\Phi(x) \geq 0.87 \cdot \Psi(x)$.

Proof. Let us denote the distance of the tokens of state $x$ (i.e. the number of original nodes on the arc connecting two tokens and avoiding the third) by $a$, $b$ and $c$ as in [12] and earlier on in the paper. So $a, b, c \in \{1, \ldots, N\}$ (rather than $2N$) and $a + b + c = N$. Then $\Phi(x) = 1 - \frac{27abc}{N^3}$, and

$$\Psi(x) = \left| (-1) e^{\frac{2\pi i}{N} x(1)} + e^{\frac{2\pi i}{N} x(2)} - e^{\frac{2\pi i}{N} x(3)} \right|^2 =$$

$$= 3 - 2\text{Re}\left( e^{\frac{2\pi i}{N} x(1)-x(2)} \right) - 2\text{Re}\left( e^{\frac{2\pi i}{N} x(2)-x(3)} \right) + 2\text{Re}\left( e^{\frac{2\pi i}{N} x(3)-x(1)} \right) =$$

$$= 3 - 2\cos\left(\frac{\pi}{2N} (x(1) - x(2))\right) - 2\cos\left(\frac{\pi}{2N} (x(2) - x(3))\right) + 2\cos\left(\frac{\pi}{2N} (x(3) - x(1))\right) =$$

$$= 3 - 2\cos\left(\frac{\pi a}{N}\right) - 2\cos\left(\frac{\pi b}{N}\right) + 2\cos\left(\frac{\pi c}{N}\right)$$

Notice that both expressions vanish at $a = b = c = \frac{N}{3}$ so we re-parametrize them: let $u_1 = \frac{a}{N} - \frac{1}{3}$, $u_2 = \frac{b}{N} - \frac{1}{3}$, $u_3 = \frac{c}{N} - \frac{1}{3}$. Then $u_i \in \left[ -\frac{1}{3}, \frac{2}{3} \right]$ and $u_1 + u_2 + u_3 = 0$. By the Newton-Girard formulas, the potential $\Phi$ is

$$\Phi(u_1, u_2, u_3) = 1 - 27\left(\frac{1}{3} + u_1\right)\left(\frac{1}{3} + u_2\right)\left(\frac{1}{3} + u_3\right) = 1 - (1 - 3u_1)(1 - 3u_2)(1 - 3u_3) =$$


While the other potential is inner points of the domain, the computations are easier to carry out using this parametrization. Hence, introduces a certain symmetry, as minimum must be at an inner point of the domain.

\[ x \text{ is strictly decreasing. The derivative is} \]

\[ \frac{d}{dx} \left( \phi \left( u, u_2, u_3 \right) \right) = \frac{1}{\pi \sqrt{1 - x^2}} (u - 3u^2 - \lambda) - \frac{\arccos(x_i)}{\pi} = 0. \]

By expressing \( \lambda \) and putting \( f(x) = u - 3u^2 - \frac{1.74\pi^2}{9} \sqrt{1 - x^2} \), where once again \( u \) is short for \( \frac{2}{3} - \frac{\arccos(x_i)}{\pi} \), we obtain \( f(x_1) = f(x_2) = f(x_3) \).

We show that \( f \) has a strictly monotone increasing segment on \( ]-1,0[ \) followed by a decreasing one on \( ]0,1[ \). The derivative of \( f \) is \( f'(x) = \frac{1}{\pi \sqrt{1 - x^2}} (1 - 6u + \frac{1.74\pi^2}{9} x) \), thus \( f'(0) = 0 \). In order to verify the claim, it is enough to show that \( 1 - 6u + \frac{1.74\pi^2}{9} x \) is positive on \( ]-1,0[ \) and negative on \( ]0,1[ \). Hence, it suffices to show that \( 1 - 6u + \frac{1.74\pi^2}{9} x \) is strictly decreasing. The derivative is

\[ \left( 1 - 6u + \frac{1.74\pi^2}{9} x \right)' = -\frac{6}{\pi \sqrt{1 - x^2}} + \frac{1.74\pi^2}{9} \leq -\frac{6}{\pi} + \frac{1.74\pi^2}{9} \approx -0.0017 < 0 \]

finishing the argument.

In particular, every value is attained at most twice by \( f \), and then by the pigeonhole principle, at least two of \( x_1, x_2, x_3 \) coincide. By the symmetry of the variables, we may assume that \( x_1 = x_2 = x \) for some \( x \in ]-1,1[ \), making \( u_1 = u_2 = u \) and \( u_3 = -2u \) for some \( u \in ]-\frac{1}{3}, \frac{2}{3}[ \).
Hence, we can restrict our analysis to the section \( \frac{1}{3} \Phi(u,u,-2u) - \frac{0.87}{9} \Psi(u,u,-2u) \), a univariate function with domain \([-\frac{1}{3}, \frac{1}{5}]\); indeed, since \(-2u \geq -\frac{1}{3}\) we have \( u \leq \frac{1}{5} \). By changing the variable as above, we have \( x \in [-1,0] \) this time, as \( u \leq \frac{1}{5} \) translates to \( x \leq 0 \). That is, the optimization problem is to find the minimum of \( 3u^2 + 6u^3 - \frac{0.87}{9} (3 + 4x - 2 \cos \left( \pi \left( -2u + \frac{1}{3} \right) \right)) \). Note that \(-2u + \frac{1}{3} = -2 \left( u + \frac{1}{3} \right) + 1\), leading to the simplification
\[
-2 \cos \left( \pi \left( -2u + \frac{1}{3} \right) \right) = 2 \cos \left( -2 \pi \left( u + \frac{1}{3} \right) \right) = 2 \cos \left( \pi \left( u + \frac{1}{3} \right) \right) - 2 = 4x^2 - 2
\]
Consequently, the univariate function is \( 3u^2 + 6u^3 - \frac{0.87}{9} (2x + 1)^2 \). After a division by 3, the assertion of the lemma reduces to the following claim: the function \( g(x) = u^2 + 2u^3 - \frac{292}{9} (2x + 1)^2 \) defined on \([-1,0]\) has a (unique) global minimum at \( x = -\frac{1}{2} \), where \( u = 0 \) and \( g \left( -\frac{1}{2} \right) = 0 \). Note that \( g(-1) = g(0) = \frac{0.87}{9} \) and \( g(-\frac{1}{2}) = 0 \), showing that the minimum is at an inner point \( x \in [-1,0] \). The derivative of the function is
\[
g'(x) = \frac{1}{\pi \sqrt{1-x^2}} (2u + 6u^2) - \frac{1.16}{9} (2x + 1) = \frac{2}{\pi \sqrt{1-x^2}} 
\left( u + 3u^2 - \frac{0.58\pi \sqrt{1-x^2}}{9} (2x + 1) \right)
\]
Clearly \( g'(-\frac{1}{2}) = 0 \), and by L'Hôpital's rule \( g'(-1) = \frac{1.16}{9} - \frac{2}{\pi} \approx -0.364 < 0 \). In order to prove the claim, it is sufficient to verify that the sign of \( g' \) is negative, 0, and positive on \([-1, -0.5], \{-0.5\}, \) and \([-0.5,0] \), respectively. For simplicity, we verify the analogous claim to the function \( \frac{\pi \sqrt{1-x^2}}{2} g'(x) = u + 3u^2 - \frac{0.58\pi \sqrt{1-x^2}}{9} (2x + 1) \), with the only difference that this function has value 0 at \(-1\). Note how this problem is similar to the original claim regarding the function \( g \), but we have reduced the degree of \( u \). Obviously, if the revised claim holds, then the function must start off by a decreasing segment, followed by an increasing one, with the local minimum at \(-1,-0.5\). It suffices to show that this is exactly the behavior of \( \frac{\pi \sqrt{1-x^2}}{2} g'(x) \) on \([-1,0]\); that is, its derivative is negative on \([-1,-\alpha\] and positive on \([\alpha,0]\) for some \( \alpha \in [-1,-0.5] \).

The derivative is
\[
\left( \frac{\pi \sqrt{1-x^2}}{2} g'(x) \right)' = \frac{1}{\pi \sqrt{1-x^2}} \left( 1 + 6u + \frac{0.58\pi^2}{9} x(2x + 1) - \frac{1.16\pi^2}{9} (1 - x^2) \right) = 
\]
\[
= \frac{1}{\pi \sqrt{1-x^2}} \left( 1 + 6u + \frac{0.58\pi^2}{9} (4x^2 + x - 2) \right)
\]
This time, the limit at \(-1\) is \(-\infty\). Nevertheless, by omitting the factor \( \frac{1}{\pi \sqrt{1-x^2}} \) again, we need to show that the resulting function \( h(x) = 1 + 6u + \frac{0.58\pi^2}{9} (4x^2 + x - 2) \) has the behavior described above: negative on \([-1,-\alpha\] and positive on \([\alpha,0]\) for some \( \alpha \in [-1,-0.5] \). The limit \( \lim_{x \to (-1)^+} h(x) \) is indeed negative, approximately \(-0.364\). Note how the degree of \( u \) has dropped again.

We have \( h''(x) = \frac{12x^2 + 48}{\pi (1-x^2)^2} > 0 \), making \( h' \) a strictly convex function. It is easy to verify by computer aid that \( h'(-0.99) > 0 \), \( h'(-0.66) < 0 \), and \( h'(-0.33) > 0 \): thus the strictly convex function \( h' \) has exactly two roots, one in each of the intervals \([-0.99,-0.66]\) and \([-0.66,-0.33]\). Via a numerical approximation we can find these roots \( r_1 \approx -0.859622 \) and \( r_2 \approx -0.589783 \). Thus \( h(x) \) is strictly increasing on \([-1,r_1]\), decreasing on \([r_1,r_2]\), and increasing on \([r_2,0]\). Finally, \( h(r_2) \approx 0.033 > 0 \), thus \( h \) indeed has a unique root \( \alpha \), and it is in the interval \([-1,r_1]\). Hence, \( \alpha < -0.5 \).

Remark 2.12. The constant 0.87 in the estimate \( \Phi(x) \geq 0.87 \cdot \psi(x) \) is nearly optimal. Taylor expansions around \((0,0,0)\) show that the ratio \( \Phi(x) / \psi(x) \) converges to \( \frac{9}{22} \approx 0.4091 \) as \( u_1, u_2, u_3 \) tend to 0 simultaneously. Somewhat surprisingly, we cannot replace 0.87 in the lemma by \( \frac{9}{22} \). A similar analysis as in the proof shows that \((0,0,0)\) is in fact not the locus of the global minimum of the function \( \Phi(x) - \frac{9}{22} \cdot \psi(x) \): the minimum is at \((u, u, -2u)\) where \( u \approx -0.67378 \) with function value approximately \(-0.000377\). An elaborate computer analysis puts the optimal coefficient in the estimate around 0.908; however this would require a rather meticulous calculation to verify.

We are ready to prove the main result of the paper.
Proof. (of Theorem 2.5) First, let’s investigate what happens to the potential \( \Phi \) at the moment of the potential interchange:

\[
\Phi(X_\tau) = 1 - \frac{\mathbb{E}(\mathbf{T}(x)|x=X_\tau)}{\mu N^2} = 1 - \frac{27}{\mu N^2} \mathbb{E}(\mathbf{T}(X_\tau)|X_\tau) = 1 - \frac{27}{\mu N^2} \mathbb{E}(\mathbf{T} - \tau|X_\tau)
\]

Hence, taking expectation yields

\[
\mathbb{E}(\Phi(X_\tau)) = 1 - \frac{27}{\mu N^2} \mathbb{E}(\mathbf{T} - \tau)
\]

So now, we can estimate \( \mathbb{E}(\mathbf{T}) \) as:

\[
\mathbb{E}(\mathbf{T}) = \mathbb{E}(\tau) + \mathbb{E}(\mathbf{T} - \tau) = \mathbb{E}(\tau) + \frac{\mu N^2}{27} \cdot \left(1 - \mathbb{E}(\Phi(X_\tau))\right) \leq \mathbb{E}(\tau) + \frac{\mu N^2}{27} \cdot \left(1 - 0.87 \cdot \mathbb{E}(\Psi(X_\tau))\right)
\]

where we can apply Lemma 2.11

\[
\leq \mathbb{E}(\tau) + \frac{\mu N^2}{27} \cdot \left(1 - 0.87 \cdot (4\epsilon \mathbb{E}(\tau) + Y_\tau)\right) = \frac{\mu N^2}{27} + \left(1 - \frac{1.16}{9} \mu \epsilon N^2\right) \mathbb{E}(\tau) - \frac{0.29}{9} \mu N^2 Y_0
\]

To finish the proof, it suffices to show that the second term is negative, or equivalently, \( 1 - \frac{1.16}{9} \mu \epsilon N^2 < 0 \). In the discrete version \( \mu \epsilon = 4 \sin^2 \left(\frac{\pi}{27N}\right) \), in the Poisson variant \( \mu \epsilon = 16 \sin^2 \left(\frac{\pi}{3N}\right) \), and in the Brownian version \( \mu \epsilon = \frac{\pi^2}{27} \). Thus \( \mu \epsilon N^2 \) is roughly \( \pi^2 \approx 9.87 \) in all three cases. To be more accurate, this is exactly the case for the Brownian version. In the other two variants, the worst constant is obtained for \( N = 3 \): \( 4 \sin^2 \left(\frac{\pi}{27}\right) \cdot 3^2 = 9 \) and \( 16 \sin^2 \left(\frac{\pi}{3}\right) \cdot 3^2 \approx 9.65 \), making the coefficient \( 1 - \frac{1.16}{9} \mu \epsilon N^2 \) negative. To see the case of equality, note that in the last inequality we estimated from below \( \mathbb{E}(\tau) \) by zero and \( Y_\tau \) by zero as well. If we did not lose anything here, then \( \mathbb{E}(\tau) = 0 \), thus we start from a three-token state. Moreover, \( Y_0 = 0 \) hence we started from the equidistant configuration by item 4. of Proposition 2.8.

3 More general estimates

We note that the last proof provides a somewhat stronger statement than the conjecture in all three variants. In the right hand side of the inequality \( \mathbb{E}(\mathbf{T}) \leq \frac{\mu N^2}{27} + \left(1 - \frac{1.16}{9} \mu \epsilon N^2\right) \mathbb{E}(\tau) - \frac{0.29}{9} \mu N^2 Y_0 \), the coefficient \( 1 - \frac{1.16}{9} \mu \epsilon N^2 \) is at most \(-0.23 \) (assuming that \( N \geq 5 \), as otherwise \( \mathbb{E}(\tau) = 0 \)), so we obtain \( \mathbb{E}(\mathbf{T}) + 0.23 \mathbb{E}(\tau) \leq \frac{2N^2}{27} - \frac{0.29}{9} \mu N^2 Y_0 \).

In fact, Corollary 2.10 can be slightly improved by noticing that the speed of the expected elevation of \( \Psi \) is at least \( 2k \epsilon \Delta t \) in states with \( K = 2\ell - 1 \) tokens. Putting \( \tau_k := \min\{t \mid K_t(x) = 2\ell - 1\} \), this yields the refined estimate

\[
\mathbb{E}(\mathbf{T}) + 0.23 \mathbb{E}(\tau) + \sum_{\ell=3}^{(k_0+1)/2} 0.61 \mathbb{E}(\tau_\ell) \leq \frac{\mu N^2}{27} - \frac{0.29}{9} \mu N^2 Y_0
\]

Informally, this means that even if we reward the process for being in states with more than three tokens by making the contribution of such a step a linear function of \( \ell \) (roughly \( 0.61 \ell \) rather than 1, as in the computation of the runtime \( \mathbf{T} \)), the maximum of the expected total contribution is still attained at the three-token equilibrium state.

We now focus on the discrete variant of the process, and show that the presented method can yield further estimates to the distribution of the runtime. We can view the process as an absorbing Markov chain; cf. 11 for an introduction. As usual, the transition matrix is given in a canonical form: that is, indices corresponding to absorbing states (those with one token) are at the end, making the transition matrix a block matrix of the form
$$P = \begin{pmatrix} Q & R \\ 0 & I \end{pmatrix}$$. Moreover, if the states are clustered according to the number of tokens in them, then $$Q$$ is also a block matrix, all of whose diagonal blocks are non-negative irreducible matrices. The spectral radius $$\varrho$$ of $$Q$$ carries an important probabilistic meaning: clearly, the supremum of those $$\alpha \geq 1$$ such that $$E(\alpha^T)$$ is finite is $$\varrho^{-1}$$. Moreover, the vector $$\varphi'$$ of values $$E(\alpha^T)$$ assigned to all non-absorbing states is the restriction of the unique solution to the system of linear equations

$$\begin{pmatrix} \alpha Q & \alpha R \\ 0 & I \end{pmatrix} \mathbf{u} = \mathbf{u}'$$

where the coordinates of $$\mathbf{u}'$$ corresponding to absorbing states are all 1. Equivalently, $$\begin{pmatrix} Q & R \\ 0 & I \end{pmatrix} \mathbf{u} = \mathbf{u}'$$, where components of $$\mathbf{u}'$$ corresponding to absorbing states are still 1, and the rest is filled with $$1/\alpha$$ times the values $$E(\alpha^T)$$, that is $$\varphi' = (1/\alpha) \mathbf{u}'$$. As we are interested in such expected values, we compute the spectral radius $$\varrho$$ of $$Q$$, and provide a formula to $$E(\alpha^T)$$ for three-token initial states.

**Lemma 3.1.** Given the discrete version of the protocol with parameters $$p$$, $$N$$ and $$\varepsilon = 4p(1-p)\sin^2 \left( \frac{\pi}{2N} \right)$$. Then the spectral radius of $$Q$$ is $$\varrho = 1 - 4p(1-p)\sin^2 \left( \frac{\pi}{2N} \right)$$. In particular, $$\varrho \approx 1 - 4\varepsilon$$, and we have the precise bounds $$1 - 4\varepsilon \leq \varrho \leq 1 - 3\varepsilon$$. Moreover, given an $$\alpha \geq 1$$, the expected value $$E(\alpha^T)$$ is finite if and only if $$\alpha < \varrho^{-1}$$, and then for three-token states with distances $$a, b, c$$ the tokens it is $$E(\alpha^T) = \frac{\beta_a - \beta_b - \beta_c + \beta_a - \beta_b - \beta_c}{1 - \beta}$$, where $$\beta$$ is any of the two solutions of the equation $$\beta + \beta^{-1} = \frac{1}{\varrho} - 1$$.

**Proof.** According to the min-max Collatz-Wielandt formula [2], the spectral radius $$\varrho$$ is bounded from above by

$$\max \frac{[Q(1 - \psi)]}{1 - \psi}$$

for any positive vector $$\mathbf{x}$$ with j-th coordinate $$x_j$$. Let $$\psi$$ and $$\kappa$$ be the vectors that assign to any non-absorbing state the value 1, and $$\Psi$$ and $$K$$, respectively. Note that both $$1 - \psi$$ and $$1 - \kappa - \psi$$ are zero in the absorbing states. Thus the evolution of $$\Psi$$, that is, Lemma 2.9 translates to the equation $$Q(1 - \psi) = (1 - \psi) - \varepsilon (1 - \psi)$$. At a given non-absorbing state with index j, potential value $$\Psi$$ and number of tokens $$K$$, we have

$$\frac{[Q(1 - \psi)]}{(1 - \psi)} = \frac{((1 - \psi) - \varepsilon (1 - \psi))}{(1 - \psi)} = 1 - \varepsilon \frac{K - 1}{1 - \Psi} - \varepsilon \frac{1 - \Psi}{1 - \Psi} \leq 1 - \varepsilon \frac{3 - 1}{1 - \Psi} - \varepsilon \leq 1 - \varepsilon \frac{3 - 1}{1 - \Psi} = 1 - 3\varepsilon$$

yielding $$\varrho \leq 1 - 3\varepsilon$$. We can repeat the same argument for the truncated absorbing chain that halts when a state with at most three tokens is reached. Let $$Q'$$ be the corresponding upper-left corner: that is, the upper-square of the transition matrix corresponding to states with at least five tokens. In that case, it is not possible to turn the formula for the evolution of $$\Psi$$ to a clear matrix equation that only involves $$Q'$$: the problem is that the vector $$(1 - \psi)$$ has non-zero coordinates in the absorbing states (those with three tokens). However, as those values are positive, we still have the inequality $$Q'(1 - \psi) \leq (1 - \psi) - \varepsilon (1 - \psi)$$, where the primes represent restriction to states with at least five tokens. By repeating the above calculation, we obtain

$$\frac{[Q'(1 - \psi)]}{(1 - \psi)} = \frac{((1 - \psi) - \varepsilon (1 - \psi))}{(1 - \psi)} = 1 - \varepsilon \frac{K - 1}{1 - \Psi} - \varepsilon \frac{1 - \Psi}{1 - \Psi} \leq 1 - \varepsilon \frac{5 - 1}{1 - \Psi} - \varepsilon \leq 1 - \varepsilon \frac{5 - 1}{1 - \Psi} = 1 - 5\varepsilon$$

So all the blocks corresponding to states with at least five tokens have a spectral radius at most $$1 - 5\varepsilon$$. Hence, in order to prove that the spectral radius of $$Q$$ is indeed $$\varrho = 1 - 4p(1-p)\sin^2 \left( \frac{\pi}{2N} \right) = 1 - 4p(1-p)\sin^2 \left( \frac{\pi}{2N} \right) \cos^2 \left( \frac{\pi}{2N} \right) \geq 1 - 4\varepsilon$$, we need to show the same assertion to the block corresponding to three-token states. That is, we are only interested in the process starting from three-token initial states.

Let $$g(a, b, c) = \frac{\beta_a - \beta_b - \beta_c + \beta_a - \beta_b - \beta_c}{1 - \beta}$$ and let $$1 \leq \alpha < \varrho^{-1}$$. If $$f(a, b, c)$$ denotes $$E(\alpha^T)$$ from the initial state with distances $$a, b, c$$, then the linear equation obtained from first step analysis (see the explanation before the lemma) is

$$\alpha^{-1} f(a, b, c) = (p^3 + (1 - p)^3) f(a, b, c) + \alpha p^2 (1 - p) (f(a - 1, b + 1, c) + f(a, b - 1, c + 1) + f(a + 1, b, c - 1) + f(a - 1, b, c + 1)) + p(1 - p)^2 (f(a + 1, b - 1, c) + f(a, b + 1, c - 1) + f(a - 1, b, c + 1))$$

If $$(a, b, c)$$ represents an absorbing state (with one token), that is, $$a, b$$ or $$c$$ is 0, then $$f(a, b, c) = 1$$. (We only write the equations for non-absorbing triples $$(a, b, c)$$ on the left, but an absorbing triple can occur on the right hand
Clearly $E(\alpha^T)$ is continuous in the given range of $\alpha$, and the expression $g(a, b, c)$ claimed to be equal to it is also continuous between singularities. The smallest singularity of $g(a, b, c)$ for $\alpha \in [1, \infty]$ appears when $\beta = 1$ and $\beta + \beta^{-1}$ is largest possible, that is, when $\beta = e^{\frac{\pi}{2}i}$. Then $\beta + \beta^{-1} = 2 \cos \left( \frac{\pi}{2} \right) = 2 - 4 \sin^2 \left( \frac{\pi}{4} \right)$, making $\alpha^{-1} = 1 - 4p(1 - p)\sin^2 \left( \frac{\pi}{4} \right)$. Thus in the range $1 \leq \alpha < (1 - 4p(1 - p)\sin^2 \left( \frac{\pi}{4} \right))^{-1}$, the expression $g(a, b, c)$ is indeed finite (and continuous). Also note that $g(a, b, c) = 1$ for absorbing states.

We show that $g$ is a solution to all the equations above. This can be verified by a straightforward calculation

$$
(p^3 + (1 - p)^3)g(a, b, c) + p^2(1 - p)(g(a - 1, b, c) + g(a, b - 1, c + 1) + g(a + 1, b, c - 1)) + \\
+ p(1 - p)^2(g(a + 1, b, c) + g(a, b + 1, c - 1) + g(a - 1, b, c + 1)) = \\
(p^3 + (1 - p)^3)g(a, b, c) + \frac{\beta a + \beta b + \beta c}{1 - \beta N} \left( 2p(1 - p) \left( \beta^{-1} + 1 + \beta \right) + p(1 - p)^2 \left( \beta^{-1} + 1 \right) \right) - \\
- \frac{\beta N - a + \beta N - b + \beta N - c}{1 - \beta N} \left( 2p(1 - p) \left( \beta^{-1} + 1 + \beta \right) + p(1 - p)^2 \left( \beta^{-1} + 1 \right) \right) = \\
g(a, b, c) \left( (p^3 + (1 - p)^3) + (2p(1 - p) + p(1 - p)^2) \left( \beta^{-1} + 1 \right) \right) = \\
g(a, b, c) \left( 1 + p(1 - p) \left( \beta^{-1} + 1 \right) \right) = g(a, b, c) \alpha^{-1}
$$

To summarize: given any $1 \leq \alpha < (1 - 4p(1 - p)\sin^2 \left( \frac{\pi}{4} \right))^{-1}$ the expressions $g(a, b, c)$ form a vector that is all 1 in absorbing states, and that satisfies the matrix equation $\begin{pmatrix} \alpha Q & \alpha R \\ 0 & I \end{pmatrix} u = u$. Hence, in the given range $1 \leq \alpha < (1 - 4p(1 - p)\sin^2 \left( \frac{\pi}{4} \right))^{-1}$, we have $E(\alpha^T) = g$. As $\alpha \to (1 - 4p(1 - p)\sin^2 \left( \frac{\pi}{4} \right))^{-1}$, the formula $g(a, b, c)$ tends to infinity, thus the expected values cannot be finite for $\alpha = (1 - 4p(1 - p)\sin^2 \left( \frac{\pi}{4} \right))^{-1}$. Hence, $g = 1 - 4p(1 - p)\sin^2 \left( \frac{\pi}{4} \right)$.

**Lemma 3.2.** Given the discrete version of the protocol with parameters $p$, $N$, and $\varepsilon = 4p(1 - p)\sin^2 \left( \frac{\pi}{4N} \right)$. Let $1 \leq \alpha \leq (1 - \varepsilon)^{-1}$. Then

- $\varepsilon \alpha E \left( \frac{\alpha - 1}{\alpha + 1} (5 - Y_\tau) \right) \leq E(Y_\tau) - Y_0$, and
- $2\varepsilon \alpha E \left( \frac{\alpha - 1}{\alpha + 1} \right) \leq 1 - Y_0$.

**Proof.** We focus on the first inequality; the second one can be shown analogously. The starting point of the calculation is a slightly rephrased form of Lemma 2.9 namely $E(Y_{t+1} | F_t) = (1 - \varepsilon)Y_t + \varepsilon K_t$. Multiplying both sides by $\alpha^{t+1}$ results in

$$E(\alpha^{t+1}Y_{t+1} | F_t) = (1 - \varepsilon)\alpha^{t+1}Y_t + \varepsilon \alpha^{t+1}K_t
$$

If $0 \leq t < \tau$, then $K_t \geq 5$, which yields

$$E(\alpha^{t+1}Y_{t+1} - \alpha^tY_t | F_t) \geq ((1 - \varepsilon)\alpha^{t+1} - \alpha^t)Y_t + 5\varepsilon \alpha^{t+1} = ((1 - \varepsilon)\alpha + 1)Y_t + 5\varepsilon \alpha^t
$$

Let us apply the operator $E(\sum_{t=0}^{\tau-1})$ to both ends. Every summand contributes a convergent sum by Lebesgue’s Dominated Convergence, as $1 \leq \alpha \leq (1 - \varepsilon)^{-1}$ is well below $\varrho^{-1}$. The telescoping sum on the left yields $E(\alpha^\tau Y_\tau - Y_0)$. Note that the constant $((1 - \varepsilon)\alpha + 1)$ is at most 0, and $Y_t$ is increasing in expectation according to the above evolution formula. That is, $E(Y_t) \geq E(Y_t)$ for all $t < \tau$. We obtain

$$E(\alpha^\tau Y_\tau - Y_0) \geq \sum_{t=0}^{\tau-1} E((1 - \varepsilon)\alpha + 1)Y_t + 5\varepsilon \alpha \sum_{t=0}^{\tau-1} E(\alpha^t) \geq (1 - \varepsilon)\alpha - 1)E \left( \frac{\alpha^\tau - 1}{\alpha - 1} Y_\tau \right) + 5\varepsilon \alpha E \left( \frac{\alpha^\tau - 1}{\alpha - 1} \right) \geq$$
Corollary 3.3. Given the discrete version of the protocol with parameters \( p, N \) and \( \varepsilon = 4p(1-p)\sin^2 \left( \frac{\pi}{2N} \right) \), we have
\[
\mathbb{E}
\left[
\frac{1}{1 - \varepsilon}^T
\right] \leq \frac{3}{2}
\]
with equality if and only if we start from the equidistant three-token configuration.

Proof. By applying the second item of Lemma 3.2 for \( \alpha = (1 - \varepsilon)^{-1} \), we have
\[
1 \geq 1 - Y_0 \geq 2\varepsilon(1 - \varepsilon)^{-1}\mathbb{E}
\left[
\frac{(1 - \varepsilon)^{-T} - 1}{(1 - \varepsilon)^{-1} - 1}
\right] = 2\varepsilon\mathbb{E}
\left[
\frac{(1 - \varepsilon)^{-T} - 1}{1 - (1 - \varepsilon)}
\right] = 2\mathbb{E}
\left[
(1 - \varepsilon)^{-T} - 1
\right]
\]

The case of equality holds exactly if we did not lose anything in the estimations. Those in Lemma 3.2 that were used in the second item are tight if and only if \( K_0 = 3 \). (Note that the constant \( (1 - \varepsilon)\alpha - 1 = 0 \) if \( \alpha = (1 - \varepsilon)^{-1} \).) Equality in \( 1 \geq 1 - Y_0 \) holds if and only if \( Y_0 = 0 \), which is equivalent to the assumption that the tokens are distributed equidistantly by item 4. of Lemma 2.8.

Corollary 3.4. Given the discrete version of the protocol with parameters \( p, N \) and \( \varepsilon = 4p(1-p)\sin^2 \left( \frac{\pi}{2N} \right) \), we have
\[
\mathbb{E}
\left[
\frac{5 - Y_\tau}{(1 - \varepsilon)^\tau}
\right] \leq 5
\]
with equality if and only if we start from the equidistant three-token configuration.

Proof. By applying the first item of Lemma 3.2 for \( \alpha = (1 - \varepsilon)^{-1} \), we have
\[
\mathbb{E}(Y_\tau) \geq \mathbb{E}(Y_\tau) - Y_0 \geq \varepsilon(1 - \varepsilon)^{-1}\mathbb{E}
\left[
\frac{(1 - \varepsilon)^{-\tau} - 1}{(1 - \varepsilon)^{-1} - 1}(5 - Y_\tau)
\right] = \varepsilon(1 - \varepsilon)^{-1}\mathbb{E}
\left[
\frac{(1 - \varepsilon)^{-\tau} - 1}{\varepsilon(1 - \varepsilon)^{-1}}(5 - Y_\tau)
\right] = \mathbb{E}
\left[
((1 - \varepsilon)^{-\tau} - 1)(5 - Y_\tau)
\right] = \mathbb{E}
\left[
\frac{5 - Y_\tau}{(1 - \varepsilon)^\tau}
\right] - 5 + \mathbb{E}(Y_\tau)
\]

\[\square\]
Proof. Given any initial state, consider the probability distribution of the set of pairs \( \{(x, t) \mid K(x) = 3, t \in \mathbb{N}_0\} \) induced by the process: namely, the probability that \( t = \tau \) and \( x_\tau = x \), that is, we hit the set of three-token states at time \( t \) and in the particular state \( x \). Then

\[
\mathbb{E}(\alpha^T) = \mathbb{E}(\alpha^t g(x)) \leq \left( \sup_{K(x)=3} \frac{g(x)}{5 - \Psi(x)} \right)^\gamma \cdot \mathbb{E}(\alpha^t (5 - \Psi(x))^\gamma) = \left( \sup_{K(x)=3} \frac{g(x)}{5 - \Psi(x)} \right)^\gamma \cdot \mathbb{E}(\frac{5 - \Psi(x)}{(1 - \varepsilon)^t})^\gamma.
\]

By using Jensen’s inequality here, and then later Corollary 3.4, we obtain

\[
\mathbb{E}(\alpha^T) \leq \left( \sup_{K(x)=3} \frac{g(x)}{5 - \Psi(x)} \right)^\gamma \cdot \mathbb{E}(\frac{5 - \Psi(x)}{(1 - \varepsilon)^t})^\gamma \leq \left( \sup_{K(x)=3} \frac{g(x)}{5 - \Psi(x)} \right)^\gamma \cdot 5^\gamma = \sup_{K(x)=3} \frac{g(x)}{(1 - \Psi(x)/5)^\gamma}.
\]

As for the second assertion of the theorem, if the maximum is attained at the three-token equidistant state \( x_0 \), then in that state we have \( \Psi(x_0) = 0 \), thus \( \frac{g(x_0)}{(1 - \Psi(x_0)/5)^\gamma} = g(x_0) \) is exactly the expected value of \( \mathbb{E}(\alpha^T) \) with the three-token equidistant state as the initial state.

4 Closing remarks and open problems

The question whether the probabilities \( P(T \geq t) \) are maximal for all \( t \) in the three-token equidistant configuration remains open, and it seems out of reach at the moment. It would be interesting to extend Theorem 3.5 to the whole interval \([1, 1/2]\) where the expectation is finite; cf. Lemma 3.1. Note that this certainly requires some new ideas: in the proof of Theorem 3.3 we use Jensen’s inequality for the real concave function \( x^\gamma \) where \( 0 < \gamma \leq 1 \). If \( \gamma > 1 \), then the inequality is reversed, as \( x^\gamma \) is convex rather than concave. A similar problem occurs when trying to extend the domain to the left, say, to \([0, 1]\).

It also seems plausible to show that every moment of \( T \) attains its maximum on the three-token state (in all three variants of the protocol).

Another natural problem is to study \( \mathbb{E}(T) \) for initial states where there is a token in every original position, i.e., the essentially unique equidistant \( N \)-token state (for odd \( N \)). Surprisingly, it is useful to combine the two completely different methods in the present paper and in [1].

**Proposition 4.1.** Given an odd integer \( N \geq 3 \) and \( p = 1/2 \). Let \( T \) be the runtime of the (unbiased) discrete version of the process from the equidistant \( N \)-token state. Then for large enough \( N \) we have \( CN^2 < \mathbb{E}(T) \), where \( C \approx 0.072 \).

Proof. The vector of expected times to absorption (with coordinates corresponding to the transient states as initial states) in a finite absorbing Markov chain is \( Z_1 \), where \( Z = (I - Q)^{-1} \) is the fundamental matrix of the chain and \( 1 \) is the all-one vector; cf. [11]. More generally speaking, \( Z \mathbf{v} \) is the expected sum of the entries of the vector \( \mathbf{v} \) corresponding to the states reached during the walk. The equation shown in the proof of Lemma 3.1 that is,
In our terminology, it translates to \((I - Q)v_3 = \frac{1}{2}(k - 1)\), that is, \(Z(k - 1) = 2v_3\). Here, \(v_3\) is the vector whose coordinate in a transient state \(x\) is \(4N^2f_3(K)(h(x))/N\), where \(f_3(K)\) is the cubic polynomial \(f_3(K)(y) = \sum y_iy_jy_k\) with the summation running through those triples of indices \(i \leq i_1 < i_2 < i_3 \leq K\) such that both \(i_2 - i_1\) and \(i_3 - i_2\) are odd, and \(h(x)\) is the gap vector containing the list of distances between the \(K\) consecutive pairs of tokens in the given state \(x\).

By combining the above two equations involving \(Z\), we obtain \(\frac{1}{2}(1 - \psi) - 2v_3 = Z(1 - \psi) \leq Z\frac{1}{\psi} = E(T)\). In the \(N\)-token equidistant state, the entry of \(1 - \psi\) is 1 according to item 4. of Proposition 2.8, the entry of \(v_3\) is \(\frac{N^2}{6}\), and \(\frac{1}{6} \approx 4N^2\), yielding the lower estimate for \(E(T)\).

It is reasonable to assume that \(T_N/N^2\) is convergent in distribution; here we emphasize that the runtime \(T_N\) depends on \(N\), and only on \(N\), since the initial position is fixed. Intuitively, the three variants of the protocol evolve similarly. Hence, by the scale invariance of the Wiener process, if the perimeter of the circle is 1, and the distance between two tokens is the actual (half)-length of the shorter arc connecting them, then spreading more and more tokens uniformly on a circle, and moving each of them via i.i.d. Brownian motions with variance 1, the process should fizzle out in a time with finite expectation \(\lim_{N \to \infty} E(T_N/N^2)\) and limiting distribution that is the weak limit of \(T_N/N^2\).

This can provide a simple viewpoint to the limiting process where one-dimensional Brownian motions are uniformly spread all over a circle. For the analogous game on a line rather than a circle, see the recent paper [9].

In fact, it is possible that the three variants are even more closely related. We can compute \(E(\alpha^T)\) for three-token initial states in all three variants, yielding similar formulas as the one in Lemma 3.1. In the Poisson variant with arbitrary \(p\), we have \(E(\alpha^T) = \frac{\beta^{\alpha-\beta N^{-2}}+\beta^{\alpha-\beta N^{-2}}+\beta^{\alpha-\beta N^{-2}}}{1-\beta^{\alpha-\beta N^{-2}}}\) where \(\beta\) is any of the two solutions of the equation \(\beta + \beta^{-1} = 2 - \log \alpha\). Similarly, in the Brownian version, we have \(E(\alpha^T) = \frac{\beta^{\alpha-\beta N^{-2}}+\beta^{\alpha-\beta N^{-2}}+\beta^{\alpha-\beta N^{-2}}}{1-\beta^{\alpha-\beta N^{-2}}}\) where \(\beta\) is any of the two solutions of the equation \(\log \beta = 4\log \alpha\).

The similarity of these three formulas suggests that there might be a correspondence between (a pair of) the three versions. Perhaps each pair \((N, \alpha)\) corresponds to some \((N', \alpha')\) such that \(E(\alpha^T)\) for the Poisson variant with parameters \(p = 1/2, N\) coincides with \(E(\alpha^T)\) for the discrete variant with parameters \(p = 1/2, N'\) (for all possible initial states). A similar question can be posed involving any pair of the three variants. In principle, even the distribution of \(\alpha^T\) could coincide after a proper identification; this, however is only plausible for an identification between the Poisson and the Poisson variants, as the range of \(\alpha^T\) is countable in these two versions, but not in the third one.

Should any such correspondence exist, it would have to be complicated. By applying the scale invariance of the Wiener process once again, it is clear that in the Brownian version the pair of parameters \((N, \alpha)\) can be replaced by just the single parameter \(\alpha^{-N^2}\). If the expression \(\alpha^{-N^2}\) coincide for two pairs \((N_1, \alpha_1)\) and \((N_2, \alpha_2)\), then \(E(\alpha^T)\) is the same for any initial state, where the initial state is represented by the ratio of all (half) arc lengths over the perimeter of the circle for each arc connecting consecutive tokens. For example, for three-token states, we consider two initial states with the two different pairs of parameters \((N_1, \alpha_1)\) and \((N_2, \alpha_2)\) equivalent, if \((a/N, b/N, c/N)\) yields the same triple (up to a cyclic permutation).

Using computer assistance we have verified that no such phenomenon occurs neither in the discrete nor in the Poisson variant.

In the discrete version, we chose \(N = 5\) and \(\alpha = 1.083287067675\). The only 5-token state yielded the expected value \(E(\alpha^T) = 1.28979128\). For \(N = 10\) and \(\alpha = 1.01999733375993\), which is the \(\alpha\) value we need to pick so that the expectations coincide for all three-token states (cf. the formula for \(E(\alpha^T)\) in the discrete variant), we obtained \(E(\alpha^T) = 1.29889246\) for the equidistant five-token state.

In the Poisson version, we chose \(N = 5\) and \(\alpha = 1.083287067675\). The only 5-token state yielded the expected value \(E(\alpha^T) = 1.0677968\). For \(N = 10\) and \(\alpha = 1.02030439850809\), which is the \(\alpha\) value we need to pick so that the expectations coincide for all three-token states (cf. the formula for \(E(\alpha^T)\) in the Poisson variant), we obtained \(E(\alpha^T) = 1.06577509\) for the equidistant five-token state.
Hence, these numerical results suggest that there shouldn’t be a reasonably simple correspondence between any one of these two versions and the Wiener variant. We pose it as a question here to turn this anticipation into a rigorous proof, and to clarify the analogous question for the two discrete-time variants as well. We expect a negative answer, which justifies the separate treatment of the three versions throughout this paper.
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