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ABSTRACT The understanding and analyzing of available content on Social media Platforms such as Twitter and Facebook, through various topic modeling methods is not supervised. However, despite several existing conventional techniques, they have had limited success when applied directly for filtering and quick comprehension of short-text contents due to text sparseness and noise. Thus, it always has been challenging to discover reliable latent topics from online discussion texts that prevail with low words co-occurrence and availability of large size social media benchmark datasets, even for resource-rich languages. The existing literature lacks such work for Urdu text to unveil niche topics even with conventional topic models, mainly due to the lack of benchmark datasets, limited availability of pre-processing tools/ algorithms, and time and compute limitations on large-sized datasets. This work presents experiments with multiple approaches of topic modeling like Latent Semantic Analysis (LSA), Probabilistic Latent Semantic Analysis (PLSA), Latent Dirichlet Allocation (LDA), and Non-negative Matrix Factorization (NMF) on 0.8 million Urdu tweets. These tweets are collected through Twitter API by giving various hashtags as a query to avoid dominance of single topic in the dataset. In addition, we have pre-processed the text of the tweets, prepared the three variants of the collected dataset, and extracted multiple features to represent documents on different n-grams. Furthermore, all these techniques are compared and evaluated on the dataset variants, using both qualitative and quantitative measures. We have also demonstrated the results of these approaches through visualization methods, graphs depicting tweets size per topic, word clouds, and hashtags analysis, giving insights about algorithms performances on finalized topics. Observed results reveal that NMF outperformed the techniques with TF-IDF feature vectors in Urdu tweets text, while LDA performed best with merging short-text strategy into long pseudo documents.

INDEX TERMS Natural language processing, short-text topic model, topic evaluation, topic modeling, Urdu text processing.

I. INTRODUCTION

With the prevalence of content sharing platforms, like online forums, macro, and microblogs, social networks, photos and videos sharing websites, people are relatively more familiar with expressing and sharing their opinions on the Internet. The increasing popularity of platforms, like Twitter, leads to large amounts of online discussions every day. As indicated by the 2020 statistics [10], around 340 million people use Twitter every month, 500 million tweets are sent every day and on average around 6,000 tweets are posted every second. This platform permits users to post a short tweet in 34 different languages that include Urdu, Arabic, English, Bengali, Chinese, French, Spanish, including others. However, the massive quantity of Twitter messages makes it impossible to manually process these tweets to determine the subject of public discussions. Topic modeling is an unsupervised machine learning technique that can serve as a useful tool to auto-discover the subject about a document from enormous texts and also can assist people to better understand the most clues and semantic structures. In linguistics, the concept of “topic” was initially described as an item about which a sentence is written. When this idea was extended to an entire document, the concept of “topic” became a certain distribution of words in a document.
Earlier, topic modelling was notably achieved through most popular techniques such as Latent Semantic Analysis (LSA) [9], Probabilistic Latent Semantic Analysis (PLSA) [14], Latent Dirichlet Allocation (LDA) [4] and Non-negative Matrix Factorization (NMF) [18]. Models like LSA, PLSA, and LDA are based on the same basic assumption i.e., each document consists of a mixture of topics and each topic consists of a collection of words. These models split the document-word matrix into the document-topic and topic-word matrices. The distribution of the document-topic matrix represents the degree of each document that belongs to each topic, whereas the topic-word matrix indicates the degree of each word that belongs to each topic. Alternatively, NMF can also be applied to textual data to reveal topical structures. It learns topics by directly decomposing the term-document matrix into two low-rank factor matrices. These types of models have shown outstanding performance for high-dimensional data in dimension reduction and clustering tasks [41]. Conventional topic models have achieved great success in various applications but experienced a large performance degradation over short texts due to a high degree of noise (slang words, emojis, etc.) and data sparsity in social media text. Former techniques deal with the occurrences of words in short documents, as they have a less discriminating role as compared to the lengthy documents. Latter techniques address unproductive jokes, insults, and cursing in tweets, comments, reviews, etc. that are not related to the underlying topics. Hence, document-level word co-occurrence information lacks in the short-text document and the use of informal language causes an increase in dictionary size. Multiple strategies have been adopted in literature to tackle these problems in the short-text including aggregating short text into long-pseudo documents, using auxiliary information like hashtags, time, authors, etc., and self-aggregation strategy that uses prior knowledge to guide conventional models in the form of an external corpus or word embedding, leveraging conversational tree structures and global word co-occurrences. All these strategies are discussed in detail in section II.

The language support provided by Twitter and various other online platforms opens research opportunities in low-resource languages like Urdu. Urdu is the national language of Pakistan. There are approximately 16 million native Urdu speakers, up to 94 million second-language Urdu speakers in Pakistan and more than 300 million speakers are in various parts of the world [8]. Due to advancement in language typing tools for Urdu language, its speakers progressively communicate their opinions on government initiatives, societal problems, religious affairs, and other domains on online platforms including Twitter. However, it has been explored that most of the work done to date in the domain of topic modeling, is relevant to English and other resource-rich languages, only. Urdu is a low-resource language and is different in its syntax and morphological structure from English and many other resource-rich languages. This requires extensive preprocessing efforts and also demands some knowledge about the language, while handling Urdu text before applying topic models. In Urdu, words are not always separated by whitespaces, so applying an English language tokenizer directly based on whitespaces can create many bad tokens or long phrases that either causes a model to crash while processing the text, or oftentimes ends with poor results. Additionally, Urdu text can be written in various ways like words having the same meanings can be written in various forms e.g. ‘ۡل”، as ‘ۡلا”. Urdu letters changes shapes depending upon their position in the word; e.g. Urdu letter ‘ۡه” has different shapes, see figure 1. Moreover, the major hindrances in way of Urdu text processing are that most common text editing software do not support Urdu text, common language-specific resources, such as NLP tools are either limited or unavailable, domain-specific frequent or stopwords lists, lexicons, and benchmark tagged corpora. Thus, without handling these issues, noise and data sparsity problems due to the limited number of co-occurrences can be increased in topic models. Furthermore, existing datasets used for different tasks do not always consist of texts carefully collected by experts, nor are they always appropriate with the model’s purpose and desired outcome, small in size, or often biased towards particular contexts. Similarly, evaluation of results is also challenging due to the unavailability of large sized benchmark datasets.

In this connection, this paper aims to devise an analysis of topics people discuss on Twitter in the Urdu language. Due to the lack of a standard benchmark dataset in the Urdu language, we have first collected tweets by leveraging the Twitter API, Tweepy. Since advanced topic modeling techniques have their limitations that either need additional resources like trained word embedding, gold standard datasets, prior knowledge, etc or imposed additional restrictions besides global word co-occurrences, like single topic assumption by losing the flexibility of capturing multiple topics and directly capturing bi-term frequencies with less semantic relatedness, etc. So, different conventional topic modeling algorithms, such as LSA, PLSA, LDA with its extension Hierarchical Dirichlet Processes (HDP) and NMF have been experimented with and compared as an initial step to devise a deeper analysis about these models for Urdu text tweets. We have attempted to established a baseline for advanced techniques to observe their performances in comparison to conventional models. Variants of the collected dataset have been prepared to observe the performance of these models. As tweets come under the short-text document, so we have also experimented with the short text strategy i.e., merged tweets based on long
pseudo documents with hashtag correlation analysis and then applied the LDA model on aggregated Urdu text. The major contributions of our work are as follows:

- Collecting a large number of Urdu tweets for modeling topics and clustering.
- Preparing dataset due to unavailability of any gold-standard dataset in the Urdu language for different experiments.
- Preparing multiple variants of the dataset based on common word co-occurrences.
- Developing an approach for modeling topics based on multiple feature representations with different n-grams extracted from the dataset.
- Analyzing hashtags for abstract comprehension of the topics.
- Comparing, evaluating, and visualizing topic modeling algorithms for Urdu tweets using both qualitative and quantitative methods.

The rest of the paper is organized as follows. Section II presents the literature review of topic modeling in Urdu, English, and other languages. The proposed methodology is illustrated in Section III, while Section IV describes the experimental setup and evaluation of various topic modeling techniques. Results and findings are also discussed in this Section. Section V describes the Evaluation techniques used in this paper with their limitations. Finally, Section VI concludes the paper with future work.

II. LITERATURE REVIEW

In this section, we have discussed the topic modeling techniques for long and short-text and their analysis. We have also discussed the topic modeling techniques for the Urdu language.

A. CONVENTIONAL TOPIC MODELLING FOR LONG TEXT

Topic models have been extensively researched with an aim to discover latent topics and often involve the use of LSA, PLSA, LDA, and NMF to reveal topical structures through considering document-level word co-occurrence patterns. The early LSA follows a matrix factorization approach, constructing a sparse document-term matrix with a row for every document, whereas columns represent all unique terms within the dataset at hand. LSA finds low-dimension representation of documents and words using the Singular Value Decomposition (SVD) technique. However, LSA lacks the differentiation of polysemous words, and the cost of applying SVD is very high. It also fails to update new documents immediately. Afterward, Probabilistic Latent Semantic Analysis uses a probabilistic method, instead of SVD to tackle the problem that exists in LSA. The core idea is to find a probabilistic model $P(d, w)$ with latent topics, such that for any document $d$ and word $w$, $P(d, w)$ corresponds to an entry in the document-term matrix. Since, PLSA had no prior parameters to the model distribution of words in the corpus, so it resulted in overfitting, given linear increments in the number of documents. Then, LDA was introduced, which allows multiple topics that are represented by multi nominal topic-word distributions for one document. The documents may possess different topic structures that are represented by the document-topic distribution. The usage of Dirichlet priors $\alpha$ and $\beta$ help to estimate document-topic density and topic-word density, respectively. Thus, LDA overcame the problem parameter estimation process. Nevertheless, LDA also has some limitations that cause it to produce irrelevant topics. Therefore, it has been extended for advanced modeling techniques in terms of supervised models, weighted models, determining the correlations among topics, finding other statistics besides words co-occurrences, removing bag-of-words assumption by considering word order, etc. to tackle its limitations [24]. For example, HDP is one of its extensions that model topics as mixtures of words much like LDA, rather than documents being mixtures of a fixed number of topics. It regulates the number of topics itself during posterior inference. Likewise, some studies are based on replacing uniform term weighting in LDA and aimed at punishing irrelevant words by giving more weight to informative words for topic inference. On other hand, NMF is a factorization-based algorithm that decomposes high-dimensional vectors into a lower-dimensional representation, where we constrain the coefficients of matrices to be non-negative [18]. NMF gives two matrices $W$ and $H$, where $W$ is the topics found, and $H$ is the coefficients (weights) for those topics.

B. TOPIC MODELLING FOR SHORT TEXT

With the rise of social media in recent years, many studies have specifically covered the contribution of topic models used for online social media networks short texts, like Twitter, Facebook, etc. These researches have demonstrated that although, conventional topic models have achieved great success for the normal text, yet they are not suitable for short text topic modeling due to the high degree of noise and data sparsity in short texts. All of the techniques adopted in literature to tackle such problems have been summarized in Tab 1 alongside their limitations for short-text documents. In this connection, merging short texts into long-pseudo documents by leveraging auxiliary information like author, time, hashtags, location, etc. has been widely adopted to apply standard conventional models on pooled documents. For example, Steinskog et al. utilized the idea of pooling schemes by aggregating similar tweets with analysis of hashtags co-occurrences and tweets sharing common author into single long pseudo-document [42]. However, this strategy has limitations, like auxiliary information is not always available, e.g. news title, irrelevant short text can be aggregated, unnecessary hashtags in training data, topics can be biased towards generated pseudo document, and semantically related words may have less or zero co-occurrence. In the meanwhile, researchers introduced another emerging solution to prepare long-pseudo documents without using auxiliary information for short text. Such models utilized a self-aggregation strategy to combine text as a part of their own generative process and provide
informative cross-text word co-occurrences rather than a direct aggregation of short texts. Zuo et al. introduced novel probabilistic models called Pseudo-document-based Topic Model (PTM) and Sparsity-enhanced PTM (SPTM) for a short text that was based on self-aggregation strategy to merge short text implicitly into long pseudo-document by utilizing much fewer pseudo-documents [56]. SPTM also used Spike and Slab prior with the purpose of eliminating undesired correlations between pseudo-documents. This approach still could not deal with the data sparsity problem as the clustering method faces the same limited word co-occurrences information. Moreover, time complexity and over-fitting issues have been observed in these models due to an increase in parameters with data size. Several attempts of the like have been made for model improvements and captured corpus-level word co-occurrences to model topics. Some methodologies imposed additional restrictions beside global word co-occurrences that each document consists of a single topic to alleviate the problem of sparsity [37], [54], [56]. However, this assumption becomes too strong in some situations, loses the flexibility of capturing multiple topics in a document, causes over-fitting, and fails to resolve data sparsity issues. Some researchers directly captured disordered word-pairs, co-occurred in the same document as bi-terms, and modeled topics on them by assuming that these bi-terms are generated from the same topic-word distribution [7], [15], [50]. Another line of research focused on enriching prior knowledge into topic models for their guidance towards topic inference by utilizing some external corpus. This helps them perform focused analysis towards finding interesting topics on a particular feature. For example, Wang et al. have proposed a novel idea of Targeted Topic Model (TMM) to enable focused analysis on any specific aspect instead of performing a full analysis of the entire dataset for discovering inherent topics [46]. Miller et al. have proposed an informed LDA topic model to noisily label the documents without any supervision in order to train classifiers with labeled instances [28]. Crowd-sourced knowledge contained in Wikipedia was used in this context as informed prior to LDA. Many studies are based on trained word embedding concepts used as prior knowledge to leverage internal semantic information as well beyond simple word co-occurrence information. Shi et al. have proposed a Semantics-assisted Non-negative Matrix Factorization (SeaNMF) model based on a block coordinate descent algorithm to discover topics from microblog short texts [41]. Semantic correlations of contextual words were incorporated into the model using the Skip-gram view of the corpus. Gupta et al. addressed the problem of less context and data sparseness in short text for modeling topics and proposed a model named iDocNADE [12]. The proposed model was an extension of the DocNADE model that incorporated full contextual information in terms of word embedding. Furthermore, there are some models that jointly learn word embedding and infer topics on the same corpus in a unified manner, instead of using existing word embedding trained on some external corpus. Shai et al. proposed a framework, the Skip-gram Topical word Embedding (STE) model, which can learn word embedding and latent topics with mutual interaction between two paradigms [40]. The framework combines the Expectation-Maximization (EM) method with the negative sampling scheme to improve the quality of discovered topics. Lu et al. have proposed a model named RNN-IDF based Biterm Short-text Topic Model (RIBS-TM) [25]. This model makes use of Recurrent Neural Network (RNN) for relationship learning between words and inverse document frequency (IDF) for filtering high-frequency words. Preparing word embedding in the generation process of topic models can relieve the curse of data sparsity but can suffer from unacceptable time complexity. Little work has been conducted on using conversational tree structures as prior information or exploiting discussion threads to organize post messages in form of parent-child relation to discover topics.

C. TOPIC MODELLING FOR URDU LANGUAGE

As far as the Urdu language is concerned, a limited number of studies have addressed the topic modeling domain especially for self-generated short-text corpora, and just the LDA model has been experimented with for modeling topics in all of the studies [31], [32], [39]. Furthermore, their experimental results in terms of topics evaluation have not been explained well. Comparison with other standard topic models has not been discussed at all with their coherence scores or with some downstream tasks. For example, Munir et al. performed experiments for comparison of various topic modeling approaches, including LSI, LDA, and HDP on Urdu poetry and news headlines texts [31]. They concluded that LDA outperformed on Urdu news headlines text but all of them were not suitable for Urdu poetry text. However, topics that have been compared by pyLDAvis visualization technique, is deemed not to be an appropriate approach for topics comparison due to no relation among information obtained through its different projections (e.g., t-SNE, pca, mmds) [6], [26]. Moreover, it is quite difficult to determine the relative size of circles and the distance between them to analyze importance of the topic. Likewise, Nasim and Haider [32] experimented with clustering approaches including K-means, Bisecting K-Means, and Affinity Propagation algorithms on various features (e.g., TF-IDF and embedding) extracted from tweets dataset and then compared with the LDA topic model on its default feature vector. The main focus of the study was on clustering algorithms and other topic models including LDA. It has been concluded that TF-IDF feature vector combined with the K-means clustering algorithm outperformed the adopted techniques and LDA performance is not up to the mark with a short text document. Again, there is no discussion about topic coherence, their merging the tweets with hashtags, and hashtag pooling technique results. Shakeel et al. proposed a framework for modeling topics, specifically for Urdu text called Topic Model for Urdu (ULDA) that combined pre-processing techniques and LDA model with Gibbs sampling.
### TABLE 1. Comparative analysis of techniques for short text topic modelling.

| Strategy | Techniques | Used by | Data sets | Limitations |
|----------|------------|---------|-----------|-------------|
| Conventional | LSA, PLSA, LDA, NMF, ULDA | [34], [56], [41], [25], [46], [47], [51] | 20-Newsgroups (online posts on 20 topics), TagMyNews (news), Sanders Twitter corpus, News titles, DBLP (paper titles), Questions, Tweets, yahooAns, Product reviews, Urdu news headlines, and articles, Urdu Textbooks, Urdu miscellaneous poetry, Urdu Wikipedia dump, Urdu tweets | Severe data sparsity issue due to document-level word co-occurrence. Ignore metadata information in semi-structured texts like tweets. Bag-of-words assumption neglects word order. No prior knowledge and cannot self-regulate topics. Consider no relation among topics. Uniform term weighing inside topics. Fail to leverage semantic information between words | yes |
| Term weighing based | TWLDA, WTM, BWTM, CEW | [51], [19], [21] | Amazon reviews, 20-Newsgroups (online posts on 20 topics), TREC (questions), Snippets (web searches), Biomedical, StackOverflow, WebKB (web pages), Reuters (news documents) and abstracts | Static weighing (e.g. TF-IDF) and high computation cost, punish just meaningless words like stopwords, ignore topic discriminatory words by focusing just on documents | No |
| Long pseudo-document using auxiliary information | LDA, ATM, HGT | [27], [44], [36], [47], [42] | Tweets | Highly data dependent, Semantically related words may have zero or less probability. Discovered topics may be biased towards pseudo document, Irrelevant text may be aggregated e.g. unnecessary hashtags in the data | yes |
| Self-aggregation based | SATM, PTM, DSTM | [37], [56], [23] | DBLP (paper titles), 20-Newsgroups, Tweets, Online news, Questions, NIPS (conference paper information), Yahoo! Q&A | Clustering method faces the same problem of limited word co-occurrences to corpus itself. Parameters increases with data size causing over-fitting and time complexity problems, Unable to fully capture the semantic relatedness among words, No prior knowledge to ensure the quality of aggregated text | No |
| Single topic per document assumption / Global word co-occurrence based | Twitter-LDA, MU, PTM, SATM, DMM and its variants (GPU-DMM, GS-DMM, LF-DMM), BTM, BPTM, PMI-PTM, WNTM, GPU-PDMM | [34], [35], [50], [7], [20] | Tweets, News, DBLP, Questions, NIPS, Yahoo! Q&A, 20-Newsgroups, TagMyNews (news), Snippets, BaiduQA, Sanders Twitter corpus | Single topic assumption loses the flexibility of capturing multiple topics in document and causes over-fitting. Simple bi-term frequency causes topics containing common words, Limited corpus-level word co-occurrence information can’t alleviate data sparsity issue completely, Fail to utilize external semantic information to deal with less context | No |
| Prior Knowledge based/Embedding based | TTM, InformedLDA, RLM-SK, LF-LDA, LF-DMM, WEI-PTM, SeaNMF, SSeaNMF, IATM, CGTM, iDocNADE, GPU-DMM, ETM, STE, GLDA, MetaLDA, GTP-DPPM | [28], [48], [41], [13], [49], [20] | Amazon product reviews, 20-Newsgroups, TagMyNews, Sanders Twitter corpus, Reuters, KOS, Snippets, TagMyNews, Tweets, DBLP, Yahoo! Q&A, News, BaiduQA, | High dependency on the quality and availability of external corpus in same domain, Domain difference may cause noise and bias in topics, Benchmark large size corpus in same domain is not always available | No |
| Topical Embedding based | STE, RIBSTEM, VTMRL | [40], [25], [11] | Chinese online questions and news, 20-newsgroup, NIPS | Semantic information is limited to target corpus itself, Computationally expensive | No |
| Conversational Tree Structure based | LeadLDA, HDP, CSATM, IATM | [20], [45], [43], [13] | micro-blogs conversation trees, Reddit (online messages) | May have time complexity for computing root to leaf path model robustness issues, Unable to build hierarchical structure of topics, Fail to discover topics with multi-conversation tree | No |
to boost the performance of information retrieval (IR) system [39]. The proposed model was implemented on three self-generated corpora with relatively small sizes, including normal and short text. Nevertheless, the performance of the model specifically on short text, their coherence scores, and any abstract knowledge about several topics inside the corpus has not been discussed. In addition, Anwar et al. proposed LDA instance-based and LDA profile-based approaches to classify authors of Urdu texts in an unsupervised manner [3]. The presented work dealt with diversity in writing styles and ambiguity of normal size text inherent in the Urdu language. Recent research in the domain of topic modeling for the Urdu language has indicated that this field has not been explored well, despite progressive research in other resource-rich languages. Even basic conventional models and strategies to deal with short text have not been experimented with and evaluated properly to see their overall performance; besides LDA to some extent with little discussion about results. Therefore, our work is the first step with detailed quantitative and qualitative evaluation results on these models with Urdu text on a comparatively very large tweets dataset. A comparison of approaches applied to the Urdu language with other short text strategies has been conducted in Table 1.

III. METHODOLOGY

The proposed methodology is divided into three major steps, as shown in figure 2. Initially, we have observed top Twitter trends irrespective of the specific domain by using Twitter API and filtered English or other language tweets, retweets as well as truncated tweets. Extracted tweets are stored in a database, where duplicate tweets are filtered and further preprocessing and hashtags correlation analysis is carried out. Different variants of the dataset are prepared based on their analysis and their multiple features are extracted for thorough experimentation. Further details of these steps are discussed in the following steps:

A. DATASET COLLECTION AND CONSTRUCTION

We have collected Twitter data by leveraging Python Twitter mining and authentication API, tweepy. The period for collecting tweets spans from April 2020 till August 2020. Twitter API allows the extraction of tweets for the last 7 days using a single hashtag as a query term with some simple operators. Moreover, there is a limit of searching tweets in standard API i.e., 180 requests per 15 minutes window for a single authenticated user on Twitter, and a maximum of 100 tweets can be scrapped per query request. We have collected approximately 5 million tweets in 5 months by querying the Twitter track multiple times. Our query terms consisted of top Twitter hashtag trends in Pakistan observed on daily basis. We drew out Urdu tweets and also filtered out truncated tweets and retweets. Furthermore, our dataset is based on generic query terms irrespective of specific hashtags category, thus covering almost all topics discussed in tweets for the given period. For conducting multiple experiments, we have generated multiple versions of the datasets, as given in Table 2. These versions are discussed below:

1) GENERIC DATASET (DATASET-A)

This dataset consists of 0.89 million pre-processed tweets collected using hashtags as a generic query term. Further, two forms of this dataset were prepared with little difference.

2) BI-GRAM READY GENERIC DATASET (DATASET-B)

Frequent co-occurrences of words were observed in the dataset and if two words appear at least five times together, they were treated as a single word by replacing space with an underscore, for example, عمران خان e.g. as عمران خان (Imran Khan as Imran_Khan).

3) BI-GRAM AND TRIGRAM READY GENERIC DATASET (DATASET-C)

Frequent co-occurrences of words were observed in the dataset and if three words appear at least five times together, they were treated as a single word by replacing spaces with underscores, for example, وزیراعظم عمران خان e.g. as وزیراعظم عمران خان (PrimeMinister Imran Khan as PrimeMinister_Imran_Khan).

4) HASHTAGS ANALYSED DATASET (DATASET-H)

A single tweet may contain several related hashtags that give an idea about subject discourse in a tweet. Hashtag correlation analysis can help in estimating the number of topics discussed in tweets. In this regard, we have analyzed the frequency of each hashtag and selected the top frequent hashtags that appeared more than 3000 times in the tweets dataset. Afterward, we tried to understand the strength of relationships among them to combine related hashtags into a single group. Tweets that come under one group can be merged into one long-pseudo document. Hence, we computed Pearson’s coefficient using equation (1):

$$p(X, Y) = \frac{COV(X, Y)}{\sigma_X \sigma_Y}$$ (1)

where COV(X, Y) is a covariance between X and Y to analyze the pairwise relationships between hashtags. We have considered only the positive relationships between X and Y by indicating threshold value 0.01, thus ignoring the negative correlations to filter irrelevant hashtags. Hashtag correlations are given in figure 3. The intensity of the blue color indicates a strong positive correlation among hashtag pairs. We have extracted unique and positively correlated pairs, grouped them by taking common hashtag as a key among these pairs, for example, (#ImranKhan, #PTIGovernment) and (#ImranKhan, #LockdownPakistan) into a single group as (#ImranKhan, #PTIGovernment, #LockdownPakistan).

We constructed 38 correlated hashtags groups this way, as well as, long pseudo-documents belonging to each particular correlated hashtags group. Tweets consisting of a minimum of three related hashtags in a hashtag group.
were merged and treated as a single long pseudo-document. We have also removed duplicate tweets to overcome the poor performance of generative topic models on short-text documents. Preparing pooled documents with this strategy helps overcoming its shortcomings, like avoiding irrelevant text to be gathered under specific hashtags group. Moreover, hashtags are collected generically based on top Twitter trends, so it avoids generating biased topics towards a particular domain after doing their analysis and grouping related hashtags in one domain. Besides, it will help analyzing the extent of improvement in the results of topic models by overcoming the limitations of short-text documents (like sparsity issues) for Urdu language text. The process followed to generate Dataset-H is given in figure 4.

### B. TWEETS PRE-PROCESSING

The acquired tweets from Twitter API consist of many irrelevant features that are not required for detecting topics. We are considering the tweets in the Urdu language, which also require pre-processing for the removal of unnecessary and redundant features. Pre-processing steps performed on tweets are:

1) **DUPLICATE TWEETS REMOVAL**

A single tweet may consist of many related hashtags for example, ‘#Covid_19’, ‘#Coronavirus’, ‘#lockdown’ etc. By using these hashtags as a single query term may extract one tweet multiple times. So, we kept only the single instance of each duplicated tweet in our dataset.

2) **NULL VALUES REMOVAL**

Some extracted tweets from the API may contain unnecessary data or no text, so we removed such tweets from our dataset.

---

**TABLE 2.** Outline of datasets, feature representations, topic models and evaluation methods used in study.

| Datasets | Dataset-A: Generic dataset |
|----------|----------------------------|
|          | Size = 892,749 pre-processed tweets |
|          | Number of words = 16,748,557 |
| Modifications of Dataset-A |
| Dataset-B: Bi-gram ready generic dataset |
| Number of words = 13,588,118 |
| Dataset-C: Tri-gram ready generic dataset |
| Number of words = 11,870,269 |
| Dataset-H: Correlated hashtags merged tweets |
| 38 long-pseudo documents |

| Feature Vectors | F1: Bow N-grams: uni-gram and bi-gram |
|                | F2: TF-IDF N-grams: uni-gram and bi-gram |

| Topic models | LSA, PLSA, LDA, NMF |
| Quantitative Evaluation | Coherence Measures (CM): C_v, C_u, C_uq, C_uqa, C_npmi, Perplexity, Precision |
| Qualitative Evaluation | 3 human judgments with Cohen’s Kappa agreement score |
3) NORMALIZATION

By Normalization of Urdu text, we brought all text under the specific range of UTF-8 encoding of Urdu language. This also replaced the Arabic characters with relevant Urdu characters. Moreover, we have observed multiple forms of common words and standardize them in a single form. e.g. ‘کا’ as ‘ک’.

4) STOP WORDS REMOVAL

Stop words are normally the high-frequency words so we removed the top frequent words in our dataset by observing a specific threshold value, as well as other stop words common in the Urdu language especially in tweets text.

5) PUNCTUATION, DIACRITICS AND EXTRA WHITE SPACES REMOVAL

We removed punctuation, like ’ ’ ’’%&‘’’’()*)+,-<=>::/@”[]‘’?’, diacritics and extra white spaces from tweets text. As diacritics are only useful for correct pronunciation of words and single white space between words is sufficient.

6) HASHTAGS, URLS AND MENTIONS REMOVAL

We cleaned tweets text from hashtags, URLs, and mentions (@) as these were irrelevant in the text being prepared for topic modeling.

7) EMOJIS REMOVAL

Emojis are used to express emotions as they have no use in modeling topics, so we removed them from the data.

All above mentioned pre-processing steps brought our dataset down to 0.89 million unique tweets. Tweet pre-processing steps are shown in figure 5.

C. FEATURE EXTRACTION

Feature extraction plays a crucial role to discover the significant patterns to acquire information. The extracted features are the distribution of different numbers in vector form. These values are known as weights to represent words in some documents. Various techniques to find the values of these weights include: Bag of Words (BOW) vectorization, Term Frequency (TF) vectorization, Term Frequency - Inverse Document Frequency (TF-IDF), context window-based word embeddings, document embeddings, etc. In this research, we have experimented with TF-IDF and BOW vectorizations and built metrics consisting of uni-grams and bi-grams on the generic dataset and its variants as well.

IV. EXPERIMENTATION AND RESULTS

In this section, we have experimented with the most widely used topic models on our Urdu text tweets datasets, feature vectors, evaluation measures, and advances to handle short-text documents, like an aggregated dataset to prepare a long pseudo document. A detailed flow chart of the experiments is given in figure 6. In this regard, we have selected LDA,
NMF, LSA, pLSA, and HDP models for exploring relevant topics in our tweets’ dataset. All these models except HDP required selecting the number of topics beforehand, so we randomly chose topic counts for this model. We needed to decide an appropriate number of topics, as well as the best model for our Urdu tweets dataset to gain quality results. It is important to look at the highly weighted keywords selected by the model and their semantic relation with each other to identify any topic. Different coherence measures are used to interpret a set of words fitting together with some semantic relationship. These measures can be applied to compare the models by their average coherence score on multiple topics. The best performing model with high coherence score on some specific topic count can be chosen as a final model with that topic value.

### A. COHERENCE MEASURE

Coherence measures evaluate a single topic by measuring the degree of semantic similarity between high-scoring words inside a topic. These measures help distinguish between topics that are semantically interpretable from other topics that are artifacts of statistical inference. We have employed four topic coherence metrics in our study to assess the models’ performance, including $C_v$, $C_{uci}$, $C_{umass}$, and $C_{npmi}$. $C_v$ evaluates based on a sliding window, a one-set segmentation of the top words, and an indirect confirmation measure that uses Normalized Point-wise Mutual Information (NPMI) and the cosine similarity. This measure has been proven particularly appropriate to evaluate the quality of topics based on a large-scale empirical comparison with other widely used topic coherence measures and provides scores closest to human evaluation [38]. $C_{uci}$ is based on a sliding window and computes the Point-wise Mutual Information (PMI) score of all word pairs in the top words list [33]. $C_{umass}$ defines score based on document co-occurrence counts, a one-preceding segmentation, and a logarithmic conditional probability as confirmation measure [29]. $C_{npmi}$ is an advanced version of the $C_{uci}$ that uses NPMI [5].

### B. MODEL SELECTION

Due to LDA’s popularity in literature, we selected it to conduct the experiments to find out its effectiveness on 45 topics using four coherence measures with step size 5, as shown in figure 7 (i). Since topics count from 5 to 10 was best in all four coherence measures in LDA, so we decided to experiment further to determine the exact number of topics that are best between 5 and 10 with step size 1 (see figure 7 (ii)). Figure 7 (ii) results showed that the coherence score for topic 9 was good in all coherence measures. Unfortunately, it was not sufficient to cover all dataset topics with significant results. Through hashtags analysis, we had some idea about prevailing topics, but predicted results showed that some topics were missed. Even though we experimented with uni-grams and bi-grams of BOW and TF-IDF feature vectors for LDA and NMF respectively. Uni-gram topics made no sense about the label, see figure 9 and Table 4 for topic 3 and 5. Bi-gram results were somehow better than uni-gram still, topics were more general and overlapping with each other (see figure 9 Topic 7). It was hard to decide an exact subject about topic 7. Analysis of results given in Table 3 with respect to coherence measures is given below:

1. $C_v$: NMF proved the best model among all other models on our Dataset-A. LDA and PLSA were quite close to each other in $C_v$ coherence score.
2. $C_{umass}$: PLSA performed best in comparison to other models. While, LDA and NMF performed equally well and there was a minor difference between coherence scores of LDA, NMF and PLSA.
3. $C_{uci}$: NMF and LSA performed equally well in their coherence scores.
4) $C_{npmi}$: NMF achieved the best score against other models. LDA and PLSA were somewhat close to each other. Afterward, by examining the number of topics, where LDA performed well in all the coherence measures, we choose topics 9, 10, 14, 15, 20, and 25 as topic counts and compared
models for various coherence measures on these topic counts as shown in figure 10 and Table 3.

Consequently, we kept up with NMF and LDA for further experimentation on the dataset to explore enhanced quality topics. We picked NMF for its performance in contrast to other models and LDA due to its affinity with NMF in the achievement of coherence scores. Additionally, we applied the HDP model that automatically divides the dataset into relevant topics without pre-specifying the topic count. Thus, it generated 19 topics on our Dataset-A, which we compared with LDA and NMF concerning $C_v$ measure only on 19 topics. Figure 8 showed NMF as the best model and LDA ranked as the second-best model among three models.

C. TOPIC SELECTION

We have investigated n-gram features to model topics with NMF and LDA on all variants of tweets datasets. In this connection, instead of choosing just selected topics count, we tried looking in detail at the selection of best topic count without any big interval between topic series. Previously, all coherence measures were calculated on a selected number of topics and only uni-gram features were being considered on Dataset-A. Now, we computed $C_v$ coherence for NMF and LDA models with uni-gram and bi-gram TF-IDF and BOW feature vectors, respectively, on multiple topics with little or no gap between topics count. Firstly, we experimented with NMF on our tweets datasets for recognizing appropriate topics count. Table 5 showed that NMF performed well on Dataset-A rather on the rest of the datasets and the highest coherence score was achieved for Dataset-A on topic count 18 for uni-gram vectors also shown in figure 11 (i)a. While, figure 11 (i)b and figure 11 (i)c showed that it reached to the highest scores for topic counts 16 and 20 on the other two variants of the dataset, yet their coherence scores were quite low as compared to Dataset-A. We further experimented with NMF with a topic range between 22-30 beyond topic count 20 to investigate the best number of topics with $C_v$ coherence scores. Figure 12(a) showed the best coherence score was found on topic count 24 and there was no major difference in performances for bi-grams, figure 12(b).

We applied LDA on Dataset-A and computed $C_v$ coherence with the same number of topics as for NMF. We also got the benefit of LDA likelihood and perplexity measures [4] with an intention to discover more appropriate results. It performed well on topic count 16 in terms of $C_v$ coherence score and 15 for perplexity and likelihood with minor difference in coherence values as shown in figure 13 and Table 5. Since, LDA overall coherence was lower than NMF results on Dataset-A, so we did not experiment any further for LDA on other variants of the dataset and also based on previously learned experiences (see Table 3), where no model exceeded NMF’s $C_v$ coherence score.

Additionally, we tried to explore results with bi-gram feature vectors between NMF and LDA on multiple topics of datasets, shown in Table 6. Again, NMF performed better on Dataset-A, also shown in figure 11. It also performed well on Dataset-C but the coherence score on topic 10 is highest as compared to all other topics scores of Dataset-C. Moreover, increasing the number of topics causes low coherence in the case of Dataset-B, and we knew by hashtag analysis that our dataset must contain at least 14 topics, while any topics below this count were insufficient to deal with all prevailing topics.
On the other hand, Table 6 showed LDA coherence scores were quite low on Dataset-A. Later we applied the Grid search technique to find the leading LDA model with the best hyperparameter settings for bi-gram feature vectors, due to its low coherence values on all topic counts. Since, LDA was computationally expensive so we selected only 2 topics, 18 and 20, where perplexity, likelihood, and coherence scores were comparatively good to learn about best learning decay by the model. Analysis showed that 18 topics were best with 0.7 learning decay. Despite using the best learning decay found by the Grid search algorithm, discovered topics were semantically less coherent than NMF. Here once again we dropped the notion of further experimentation with LDA on other variants of the dataset. So far, the outcomes revealed that the NMF model was verified to be the best model with 20 topics on Dataset-A. Lastly, we compared all models with NMF for $C_v$ coherence scores with bi-gram vectorization to get improved justification of achieved results. NMF demonstrated the best score amongst other models on all topic counts as presented in figure 14. Finally, results achieved by NMF on topic count 20 can be seen in Table 7, where coherence score for the individual topic has been given and also labels have been assigned to each topic by looking at the top 10 high ranked words. Only topics 4, 11, 15, and 19 have low coherence scores, i.e. less than 0.5.

1) TOPIC MODELLING ON LONG PSEUDO DOCUMENTS

We performed LDA on merged tweets of hashtags analyzed Dataset-H with topic range 5-30 at step size 5 and measured $C_v$ coherence on each topic count for uni-gram as well as bi-gram feature vectors. Table 5 revealed better coherence scores than previously performed experiments, in which every tweet was treated as an individual document. Furthermore, we also calculated perplexity and log-likelihood on each topic count of the aforementioned topic range and the best scores are displayed in bold figures. The best coherence was found on topic count 5, while perplexity and log-likelihood were best on topic count 15 for uni-gram vectors. We analyzed the top 10 words of each individual topic along with their coherence values. Results given in Table 8 showed that topics were few and more general with topic count 5. On other hand, mixed and unknown types in topic labels were more with topic count 15. Hence, we decided to reduce the count from 15 to 10, a second-best option in terms of coherence score. We achieved a better outcome as

---

**TABLE 3.** Models coherence measures scores with uni-grams on multiple topics.

| Model | LDA | NMF |
|-------|-----|-----|
| Feature | BOW uni-gram | TF-IDF uni-gram | BOW uni-gram | TF-IDF uni-gram |
| Topic | $C_v$ | $C_{umass}$ | $C_{uci}$ | $C_{npmi}$ | $C_v$ | $C_{umass}$ | $C_{uci}$ | $C_{npmi}$ | $C_v$ | $C_{umass}$ | $C_{uci}$ | $C_{npmi}$ |
| 9     | 0.45 | 0.49 | 0.58 | 0.77 | 0.44 | 0.48 | 0.57 | 0.76 | 0.43 | 0.46 | 0.55 | 0.75 |
| 10    | 0.47 | 0.51 | 0.54 | 0.74 | 0.46 | 0.49 | 0.58 | 0.78 | 0.44 | 0.47 | 0.57 | 0.79 |
| 14    | 0.51 | 0.53 | 0.56 | 0.75 | 0.49 | 0.51 | 0.61 | 0.82 | 0.46 | 0.49 | 0.58 | 0.80 |
| 15    | 0.51 | 0.53 | 0.55 | 0.76 | 0.50 | 0.52 | 0.62 | 0.83 | 0.49 | 0.52 | 0.63 | 0.84 |
| 20    | 0.51 | 0.54 | 0.56 | 0.78 | 0.50 | 0.53 | 0.64 | 0.85 | 0.51 | 0.54 | 0.65 | 0.86 |
| 25    | 0.52 | 0.55 | 0.57 | 0.79 | 0.50 | 0.56 | 0.66 | 0.87 | 0.52 | 0.57 | 0.68 | 0.88 |

**TABLE 4.** Topics word cloud english translation (top 10 words).

| Topic | People, talk, you, brother, home, time, salam, life, eat, take |
|-------|-----------------------------------------------|
| Topic 3(a) | Any, ever, go, not, heart, God, today, talk, colonel, time |
| Topic 5(a) | Labaik, end, zindabad, proophethood, army, eyes, Pakistan, Tarig, belief, death |
| Topic 7(b) | You, no, any, people, talk, today, day, life, aid, time |
| Topic 5(c) | Pakistan, lockdown, molana, Tarig, bestow, Mubarak, aid, multi, alive, Aameen |
| Topic 2(d) | Today, him, country, molana, tear, home, people, moon, divide, tie |

**FIGURE 9.** Topics word cloud (a) NMF uni-gram (b) NMF bi-gram (c) LDA uni-gram (d) LDA bi-gram.

**FIGURE 10.** Models’ coherence measures with uni-gram (a) $C_v$ (b) $C_{umass}$ (c) $C_{uci}$ (d) $C_{npmi}$.
moving forward with our experiments on bi-gram feature vectors, we examined less coherence score than uni-gram feature vectors but still better than LDA results on bi-gram vectors for Dataset-A (Table 8 and 9). Here we found that 25 is the best number of topics in terms of coherence score and 5 topics in terms of perplexity and log-likelihood. Again 5 topics explored by LDA were more like uni-gram vector results, while topics with count 25 contained many irrelevant topics. Based on previous experience and less difference in coherence score of topic count 10, we also investigated results of LDA with bi-gram vectors on topic count 10 and found unsatisfactory results of less coherent topics.

D. PARAMETERS SETTING

For the settings of NMF, we have used Singular Value Decomposition (SVD) based initialization instead of random seed in order to get more reliable results. In all topic models, we removed the words that exist in less than 10 documents and more than 80% documents. The top 20 high probability words were used to calculate the average coherence with all coherence measures for all models in the selection process; whereas, the top 10 words coherence score of each topic has been computed for our final selected model. $\alpha = 0.7$ for LDA has been estimated using the Greedy search algorithm. All other parameters remain the same as per default settings of the Sklearn library in all topic models.

V. EVALUATION MEASURES AND LIMITATIONS

Evaluating a topic model becomes a complicated task in the absence of a gold standard corpus with authenticated topic list, to which results could be compared and measured with well-established tools available to the NLP community. Despite the common use of various topic modeling approaches, it is really hard to evaluate for the right number of topics with a lack of underlying knowledge about actual true labels. Therefore, it is worth emphasizing that evaluation is just a guide to select a better model. Strong hypotheses about the relations between documents should be adopted among a population of topic models, and with differing numbers of topics. Some previous work has been done on evaluating topic modeling results, but they do not directly address the issue of the correct set of topics. Topic evaluation approaches can be grouped into four categories, like Eyeballing models (Termite, pyLDAvis), intrinsic evaluation metrics, human judgments, and extrinsic evaluation metrics. Intrinsic evaluation metrics do not require ground truth labeled datasets, like coherence measures, perplexity, likelihood, etc., while classification techniques come under the umbrella of extrinsic evaluation measures requiring labeled datasets, like Accuracy, Precision, Recall and F1-measure [1], [22]. Furthermore, topic evaluation techniques have their own limitations, which cannot be avoided [6], [16], [26], [38].
TABLE 7. NMF produced topics on dataset-A.

| Topic | 10 Words | Label |
|-------|----------|-------|
| 1     | 0.98     | Prophet Mohammed (SAW) |
| 2     | 0.96     | Imam Muhammad |
| 3     | 0.94     | Inam Khan (IS) Prince minister (PM) |
| 4     | 0.91     | Inam Khan (IS) Prince minister (PM) |
| 5     | 0.86     | Inam Khan (IS) Prince minister (PM) |

FIGURE 14. Models C_v coherence evaluation with bi-gram.

A. EYE BALLING MODELS

It is difficult to determine the relative size of circles and distance between circles in eyeballing models, i.e. difficulty in the distinction of topic importance than others and the extent of the difference. Secondly, information obtained from different projections is not related (e.g., t-SNE, pcoa, mmds).

B. INTRINSIC EVALUATION METRICS

Perplexity and log-likelihood do not consider semantic relations between words. On the other hand, topic coherence does that, but multiple metrics of topic coherence (C_umass, C_npmi, C_v, C_uci, etc) had different evaluation scores on the same dataset that makes them difficult to compare. Besides, a model can be worse due to extra ‘junk topics’ that are not accounted for in this measure.

C. EXTRINSIC EVALUATION METRICS

This method requires a benchmark dataset with true labels. Unfortunately, we are lacking benchmark datasets in the Urdu language.

D. HUMAN JUDGMENTS

This process is really time-consuming, and conflict may occur due to differences in observations. The evaluator needs to indicate intruding words that are different from other true words of the topics. In this study, we have used both quantitative and qualitative ways to evaluate results. We have chosen C_v metric quantitatively assess each discovered topic based on the boolean sliding window and combining the normalized point-wise mutual information and indirect cosine similarity. Also, topic coherence has been proven to match well with human judgments [38]. Precision is a commonly used metric in information retrieval [30], [55], and we have used it to evaluate the top probability words produced by the topic models in each topic with values of \( n = 5 \) and 10. We have chosen the top ten words of each topic and presented them to three human judges who
TABLE 8. LDA topics and coherence scores on dataset-H.

| Topics | CV  | Top 10 Words (LDA topic count=5) | Labels |
|--------|-----|----------------------------------|--------|
| 1      | 0.59| Justice, Fais, Qazi, supreme, court, reference, abusive, talk, case, wife | Justice Qazi Fais Isa case |
| 2      | 0.76| Persons, times, thousands, deaths, health, Punjab, corona virus, patients, case, patient | Covid report |
| 3      | 0.91| Exchange, stock, attack, terrorism, police, attacks, greeting, failed, martyred, help | Karachi stock exchange attack |
| 4      | 0.93| Moon, eid, Fawad, multi, chauhdary, Muneeb, science, committee, chauhdary, ruwad | Crescent moon sighting |
| 5      | 0.41| Molana, Jameel, Tariq, Kashmir, forgiveness, petrol, Mir, India, Niazi | Unknown |

| Topics | CV  | Top 10 Words (LDA topic count=10) | Labels |
|--------|-----|----------------------------------|--------|
| 1      | 0.92| Justice, Fais, Qazi, supreme, court, reference, abusive, talk, case, wife | Justice Qazi Fais Isa case |
| 2      | 0.76| Times, people, thousands, deaths, health, Punjab, corona virus, patients, case, patient | Covid report |
| 3      | 0.66| Plane, accidents, Sarwar, accident, police, voice, terrorism, off, place, planes | Plane Crash |
| 4      | 0.93| Moon, eid, Fawad, multi, chauhdary, Muneeb, science, committee, chauhdary, ruwad | Crescent moon sighting |
| 5      | 0.57| Molana, Jameel, Tariq, Kashmir, forgiveness, petrol, Mir, Hamid, India, India | Hamid mir remarks on M Tariq Jameel |

| Topics | CV  | Top 10 Words (LDA topic count=15) | Labels |
|--------|-----|----------------------------------|--------|
| 1      | 0.92| Justice, Fais, Qazi, supreme, court, reference, abusive, talk, case, wife | Justice Qazi Fais Isa case |
| 2      | 0.53| Black, virtues, representative, machine, come, turn, pictures, judge, appeal, Pakistan | Unknown |
| 3      | 0.40| Sarwar, martyr, voice, off, servant, movement, terrorism, assembly, petrol, opinion | Kashmir |
| 4      | 0.75| Kashmir, India, Indian, army, occupied, free, China, martyr, Kashmiri, Kashmiri | Kashmir |
| 5      | 0.61| Molana, Jameel, Tariq, pardon, Mir, Hamid, petrol, petrol, truth, mada | Unknown |

We are familiar with common knowledge about tweets, for labeling their topics. We have also asked them to mark topic non-discriminatory words that do not make any sense related to the underlying topic. A topic has been considered wrong if it contains more than half semantically incorrect words or uninterpretable by humans to relate them in
any topic. Later, we increased the number of words to 20 for taking consent from judges about decided labels of topics and computed Cohen’s kappa value of these judges to analyze their agreement to ensure correct topic annotation [17]. Table 7 and 8 represent the number of incorrect topics highlighted with red color, commonly decided by judges for each approach. Table 10 represents their Cohen’s Kappa score alongside average precision values. Here Cohen’s Kappa score of 0.8 on topics produced by the NMF model indicates a good agreement between judges alongside the precision values on top 5 and 10 words. Whereas, 0.7 kappa score is a fair agreement between judges with their precision score.

### VI. CONCLUSION AND FUTURE WORK

This paper has reported our analysis of conventional topic models on Urdu language tweets. Traditional topic models like LSA, pLSA, LDA, and HDP have performed below par, when applied directly to the short text in the Urdu language. From coherence analysis, hashtag analysis, and topic words visualizations, we selected NMF and LDA as our final models for advanced experimentation and demonstrated that generative model, like LDA gives better outcomes on the strategy of aggregated Urdu tweets by hashtag correlation analysis treated as a long pseudo document. Nevertheless, topic modeling via NMF outperformed when applied directly on Urdu tweets than other probabilistic topic models, especially with TF-IDF bi-gram vectors. In future, we intend to apply recent developments in deep learning methods after preparing embedding in the domain to infer niche topics for our Urdu language tweets.
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