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Abstract In this paper, a new discrete memristive chaotic system with infinitely wide parameter range is designed. Firstly, a discrete memristor based on a triangular wave function is constructed. The memristor conforms to the definition of generalized memristor, and a new three-dimensional memristive chaotic system is designed based on it. Numerical simulations show that it can generate chaotic sequences with high complexity. Otherwise, an improved perturbation method is proposed to estimate the output sequence of the differential system. At the same time, it is proved mathematically that the new system can always be in chaotic or hyperchaotic state with infinitely wide parameter range under certain conditions. By observing the Lyapunov exponent spectrum and the phase diagram, it is found as the absolute value of the parameter increases, the output range and ergodicity of the new system are also enhanced, and the new system has super multi-stability. This paper analyzes the mechanism of the discrete memristive chaotic system generating infinitely coexisting attractors, puts forward a method to make ordinary chaotic systems easier to obtain super multi-stability, and verifies it. The results show it is effective.
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1 Introduction

As a new type of nonlinear components, memristors have widely used in artificial neural networks[1, 2], logic operations[3], non-volatile memory[4], chaotic oscillator circuit design[5, 6, 7, 8] and other fields. Compared with typical chaotic circuits, the chaotic signal generated by the memristive chaotic system has better dynamic behavior, and it is easier to design chaotic circuits with super multi-stability properties[9, 10]. Therefore, it is of great significance to study and design the memristive chaotic circuits with superior performance.

Compared with the continuous chaotic system, discrete chaotic map has the advantages of faster operation speed and higher bit rate. Therefore, it is more suitable for constructing pseudo-random sequences. Common one-dimensional(1D) discrete chaotic maps, such as Logistic mapping, Tent map, Sine map, and Gauss map, usually have the disadvantages of simple structure, small chaotic area, and uneven signal distribution[11]. Otherwise, high-dimensional chaotic map has a larger key space and better chaotic performance, and are more likely to produce hyperchaotic attractors[12, 13]. Besides, the high-dimensional discrete hyperchaotic systems with super multi-stability have richer dynamic behaviors[14], which can be well applied in practice.

Many existing chaotic systems have small and discontinuous chaotic intervals, which means that there have many periodic windows in the chaotic intervals of these systems. Small disturbances to their control parameters can easily cause the parameters to fall into the periodic window, thus making the system lose chaotic behavior. However, compared with a system with narrow range, the chaotic system with wide range or even an infinite range of parameters has stronger anti-interference, and it tends to be more flexible, reliable, and sta-
ble in the practical engineering applications. Therefore, it is necessary to study and design the chaotic systems with wide parameter range.

At present, most continuous chaotic systems with wide parameter range are studied. In 2013, Liu proposed a 3D chaotic system with a parameter range of [-100, 100]. In 2019, Xu proposed a 3D continuous chaotic system with a parameter range of [0, 107]. Zhou proposed a hyperchaotic system with a parameter range of [1, 107] and implemented it with FPGA. In 2020, Xu, Zhong proposed a large-scale chaotic system with coexisting attractors. In 2021, Zhang proposed a 5D conservative hyperchaotic system with a parameter range of [0, 1500]. However, discrete chaotic systems with wide or even infinite wide parameter ranges are rarely studied.

Based on above-mentioned research, this paper designs a new discrete memristive chaotic system with infinite wide parameter range. Under suitable conditions, this new system can keep chaotic state or a hyperchaotic state within an infinitely wide parameter range. By comparing the Lyapunov exponent and phase diagram, it can be found that the dynamic behavior of the system will be strengthened with the increase of the absolute value of the control parameters. Meanwhile, the new system also has super multi-stability properties. The attractors of the system, including periodic, chaotic and hyperchaotic attractors, will be changed by the initial value. By analyzing this phenomenon, this paper summarizes the method of transforming the common discrete chaotic map to obtain super multi-stability properties. When applying it to an ordinary 3D discrete chaotic map, the result proves that the method is feasible. Finally, the new system is accomplished by using the DSP hardware platform.

The rest of this paper is organized as follows. Section 2 constructs a discrete memristor and proves that it meets the definition of generalized memristor. Section 3 presents a new 3D discrete memristive chaotic system, and analyses the influence of the control parameters, which mathematically proved that the new system has a chaotic region with an infinitely wide parameter range. Section 4 analyses and verifies the mechanism of the discrete memristive chaotic system generating infinitely coexisting attractors. Section 5 implements the memristive chaotic system in a hardware platform. Finally, Section 6 draws a conclusion of this paper.

2 Construction of a new discrete memristor

First, we will construct a new discrete memristor and the memristive function is shown in Equation (2-1).

\[ M(q_n) = \text{tri}(q_n) \]  

(2-1)

The memristive function is a triangular wave function with a period of 2 and an amplitude of 1, and \( q_n \) is the input of the triangular wave function.

Among them, \( q_n \) is the value of the electric charge at the \( n \)th iteration, and the waveform of the triangular wave function \( y(t) = \text{tri}(t) \) is shown in the Fig.1.

In order to verify the properties of the discrete memristor, set the input current as \( i_n = A \sin(\omega n) \) and the input voltage as \( v_n = M(q_n) i_n \). Referring to the literature of Li et al. [14], define \( q_{n+1} = q_n + i_n \) and fix \( A = 0.1, q_0 = 1 \), and the tight hysteresis loop of the memristor at different frequencies is shown in the Fig.2.
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3 New three-dimensional discrete memristive chaotic system
Define the difference equations of a 3D discrete system as:
\[
\begin{align*}
x_{n+1} &= 0.2 \sin (\pi x_n) + k M(q_n) y_n \\
y_{n+1} &= a \cos (\pi x_n) + \cos (\pi y_n) \\
z_{n+1} &= q_n + 0.6 \sin (\pi q_n) + 0.2 \sin (\pi y_n)
\end{align*}
\]
(3-1)
Where
k
and
a
are the control parameters of the system, 
x
, 
y
, and 
q
are the state variables of the system, and 
M(q_n)
is the memristive function as shown in Equation (2-1).

3.1 The influence of control parameters
We expands the triangular wave function into Fourier series to approximate it, as shown in Formula (3-2).
\[
y(t) = \sum_{i=1}^{\infty} \frac{4}{(i\pi)^2} [\cos(i\pi) - 1] \cos(i\pi t)
\]
(3-2)
To obtain a better approximation effect, set
i
= 1000, as shown in the Fig.3.
When the initial value is [1,1,0.8], let the system parameters and gradually increase. We get the 3D maximum Lyapunov exponent
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and dynamic map as shown in the Fig.4.
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| \(k, a\) |
|------------------|
| \(LEs\) |
| \(system state\) |
| 0.01, 0.01 | -0.131,-0.461,-2.299 | Cycle 1 |
| 0.04, 0.4 | -0.414,-0.603,-1.303 | Cycle 4 |
| 0.35, 0.14 | -0.353,-0.436,-0.884 | Chaotic state |
| 0.8, 3 | 0.940, 0.602, 0.045 | Hyperchaotic state |
| 10, 10 | 2.533, 2.292, 1.403 | Hyperchaotic state |
| 10^{10}, 10^{10} | 23.230,23.210,22.080 | Hyperchaotic state |

Table 1: Several different values of system parameters and the corresponding values of Lyapunov exponents and states

Fig. 3: Fourier series expansion of the triangular wave function

It can be seen from the Fig.2 that the memristor model conforms to the relevant definition of memristor[20, 21].
Fig. 4: The maximum Lyapunov exponent of the new system and its corresponding dynamic map

Fig. 5: Phase diagrams of several different states of the new system
3.2 Chaos zone with infinite parameter range

To show that the system (3-1) is chaotic or hyperchaotic within an infinitely wide range of parameters, it only needs to meet the following two criteria[22]:

1) The orbit is globally bounded;
2) The Lyapunov exponents are positive.

A strict mathematical proof will be given below.

3.2.1 Proof of global boundedness

Obviously, no matter what the initial value is, when \( k, a \in \mathbb{R} \) (\( \mathbb{R} \) is the real number domain), \( x_{n+1} \) and \( y_{n+1} \) in the difference equation are always bounded functions. Therefore, \( x_{n+1} \) and \( y_{n+1} \) are globally bounded.

In order to prove the global boundedness of \( q_n \), the function \( f(x) \) is defined as follows:

\[
 f(x) = x + 0.6 \sin(\pi x) - 0.2, \quad x \in [-1.4, 2] \quad (3-3)
\]

The function \( f(x) \) is continuously differentiable in the domain \( x \in [-1.4, 2] \), and its maximum and minimum values are taken at the endpoints or poles. It can be obtained by calculation:

\[
\begin{align*}
 f(x)_{\text{max}} &= f(2) = 1.8 \\
 f(x)_{\text{min}} &\approx f(-0.678) \approx -1.387
\end{align*}
\]

That is, the equation \( f(x) \) satisfies:

\[
-1.4 \leq x \leq 2, -1.4 \leq f(x) \leq 2 \quad (3-4)
\]

Construct the difference equation:

\[
u_{n+1} = u_n + 0.6 \sin (\pi u_n) - 0.2 \quad (3-5)\]

Let the difference equation (3-5) iterate with different initial values \( u_0 \) until the \( n \)th iteration value is \( u_n \), then the output matrix is as follows:

\[
\begin{bmatrix}
u_0 & u_1 & \cdots & u_n \\
u_0^2 & u_1^2 & \cdots & u_n^2 \\
\vdots & \vdots & \ddots & \vdots \\
\end{bmatrix}
\]

Let \( u_0^i \in [0, 2] \), it is easy to prove is globally bounded, and its range is \(-1.4 \leq u_n^i \leq 2 \). The proof process is as follows:

1) When \( n = 0 \), it is obvious that,

\[
-1.4 \leq u_0^i \leq 2
\]

the proposition is true;

2) Suppose when \( n = m, m \in \mathbb{N}^* (\mathbb{N}^* \text{is a positive integer})\),

\[
-1.4 \leq u_m^i \leq 2
\]

are still above 0. Although the first and second Lyapunov exponents generally increase with the increase of parameters and gradually approach each other, the increasing speed is getting slower, while the smallest Lyapunov exponent remains stable around 1.6. Besides, after the system enters the hyperchaotic state, the state will remain unchanged without any periodic window.
3.2.2 Proof of positive Lyapunov exponent

In order to prove that the new system has an infinitely wide parameter range of the positive Lyapunov exponent, when \( k \) and \( a \) are directly used as unknown variables to obtain the analytical solution of the system’s Lyapunov exponent, a large number of iterative operations on the system (3-1) are needed to obtain its output sequence. This method has a huge amount of calculation and almost impossible to complete. Therefore, this paper proposes an improved perturbation method, which can estimate the output sequence of the difference equation without substituting specific parameter values. This method avoids a large number of iterative operations on substituting equations, and can obtain the output sequence of the equation with little loss of accuracy. It should be noted that this method is to estimate the output sequence of the system, which requires the Lyapunov exponent, and the traditional Lyapunov exponent calculation should be carried out on the basis of the output sequence.

The basic idea of the perturbation method is that if a system contains a parameter \( \gamma \) which is difficult to locate accurately, the system can be degenerated to \( \gamma_0 = 0 \) first, and in the case of solving the motion expression of the system \( \gamma_0 = 0 \), the system is regarded as a disturbed system formed by a small perturbation at the parameter \( \gamma_0 = 0 \), that is, \( \gamma = \gamma_0 + \varepsilon \) at this time. Based on this, the solution of the system under the disturbance can be found, so as to simplify the mathematical processing difficulty. The improved perturbation method will be introduced below.

Suppose the expression of the difference equation is as follows:

\[
\begin{align*}
  x_1(n + 1) &= f_1(u, x_1(n), x_2(n), \ldots, x_j(n)) \\
  x_2(n + 1) &= f_2(u, x_1(n), x_2(n), \ldots, x_j(n)) \\
  &\vdots \\
  x_j(n + 1) &= f_j(u, x_1(n), x_2(n), \ldots, x_j(n))
\end{align*}
\]  

(3-7)

\( x_j(n) \) is the \( n \)th iteration value of the \( j \)th state variable, and \( u \) is the control parameter, \( f : \mathbb{R}^j \rightarrow \mathbb{R}^j \).

Now take \( u = u_0 \) as the base point, and set the initial value \( [x_1(0), x_2(0), \ldots, x_j(0)]^T \). At this time, there is no unknown quantity in the system, then the iterative output matrix of the system (3-7) is:

\[
H = \begin{bmatrix}
  x_1(0) & x_1(1) & \cdots & x_1(n) \\
  x_2(0) & x_2(1) & \cdots & x_2(n) \\
  \vdots & \vdots & \ddots & \vdots \\
  x_j(0) & x_j(1) & \cdots & x_j(n)
\end{bmatrix}
\]
Set \( u_1 = u_0 + \Delta u \), \( \Delta u \) is a small increment, and the output matrix is:

\[
H_\Delta = \begin{bmatrix}
  x_1(0) & x_1(1) & \cdots & x_1(n) \\
  x_2(0) & x_2(1) & \cdots & x_2(n) \\
  \vdots & \vdots & \ddots & \vdots \\
  x_j(0) & x_j(1) & \cdots & x_j(n)
\end{bmatrix}
\]

On the basis of the output matrix, the improved perturbation method makes \( x_j(n) (n \in N^*) \) perform Taylor series expansion near the base point \( u = u_0 \), namely:

\[
x_j^1(n) = f_j + (u_1 - u_0) f_j + \cdots + \frac{(u_1 - u_0)^n f_j^{(n)}}{n!} + R_n
\]

According to the requirements of calculation accuracy, select a suitable position for truncation, and then substitute \( x_j^1(n) \) back into \( H_\Delta \) to obtain the output matrix of the system at the parameter \( u_1 = u_0 + \Delta u \) is obtained.

For the system (3-1), as \( k \) only exists in the expression \( x_{n+1} \), and \( k \) is a first-order term, \( x_{n+1} = f_1(k, x_n, y_n, q_n) \) can be regarded as a first-order function of the parameter \( k \), and the influence of parameter \( k \) on \( y_{n+1} \) and \( q_{n+1} \) is ignored here. Therefore, when Taylor series expansion is carried out, the perturbation range can get rid of the limitation that only a small amount can be taken.

Set the initial value as \( [1, 1, 0, 8] \), fix \( a = 10 \), and set \( k_0 = 10 \) as the base point. Then, when \( k_i = k_0 + i \), \( i \in N^* \), and \( i \) is the perturbation increment, the system output matrix is:

\[
\begin{bmatrix}
x_0 & x_1 + i \text{tri} (q_1) & \cdots & x_n + i \text{tri} (q_n) \\
y_0 & y_1 & \cdots & y_n \\
q_0 & q_1 & \cdots & q_n
\end{bmatrix}
\]

Let \( a = 10 \), Table 2 makes a comparison of the Lyapunov exponents solved by two different methods.

Next, this paper will use mathematical induction to prove the positive Lyapunov exponent of the infinitely wide parameter range of the system (3-1), and prove that \( LE_1 \) gradually increases with the increase of the parameter \( k \).

First, solve Lyapunov exponent by definition method as follows:

\[
\varepsilon e^\lambda = |F^n (x_0 + \varepsilon) - F^n (x_0)|
\]

Take the limit \( \varepsilon \to 0, n \to \infty \), then

\[
\lambda = \lim_{n \to \infty} \frac{1}{n} \ln \left| \frac{F^n (x_0 + \varepsilon) - F^n (x_0)}{\varepsilon} \right|
\]

\( \lambda \) is the Lyapunov exponent of the system.

Set \( a = 10, k_0 = 10 \), and the Lyapunov exponents obtained by QR orthogonal method are \( LE_1^0 = 2.533 \), \( LE_2^0 = 2.292 \) and \( LE_3^0 = 1.403 \). When using the definition method to solve the Lyapunov exponent, set the two initial values \( [x_0, y_0, q_0] \) and \( [x_0 + \varepsilon, y_0, q_0] \), with small differences firstly, and the output matrices respectively are:

\[
\begin{bmatrix}
x_0 & x_1 & \cdots & x_n \\
y_0 & y_1 & \cdots & y_n \\
q_0 & q_1 & \cdots & q_n
\end{bmatrix}
\]

\[
\begin{bmatrix}
x_0 + \varepsilon & x_1 & \cdots & x_n \\
y_0 & y_1 & \cdots & y_n \\
q_0 & q_1 & \cdots & q_n
\end{bmatrix}
\]

From equation (3-8) and \( LE_1^0 = 2.533 \), we can obtain:

\[
LE_1^0 = \lim_{n \to \infty} \frac{1}{n} \ln \frac{x_{nn} - x_n}{\varepsilon} > 0
\]

Set

\[
\frac{x_{nn} - x_n}{\varepsilon} = S_1
\]

Then we can obtain:

\[
|S_1| > 1
\]

(1) When \( i = 1 \), that is, \( k_1 = k_0 + 1 = 11 \), it is easy to calculate that the specific Lyapunov exponents of the system (3-1) are \( LE_1^1 = 2.553 \), \( LE_2^1 = 2.315 \) and \( LE_3^1 = 1.4909 \). In this case, the Lyapunov exponents of the system are all positive, and \( LE_1^1 > LE_1^0 \).

When using the definition method to solve the Lyapunov exponent, the output matrices of the system at different initial values are first obtained as follows:

\[
\begin{bmatrix}
x_0 & x_1 & \cdots & x_n \\
y_0 & y_1 & \cdots & y_n \\
q_0 & q_1 & \cdots & q_n
\end{bmatrix}
\]

\[
= \begin{bmatrix}
x_0 & x_1 + \text{tri} (q_1) & \cdots & x_n + \text{tri} (q_n) \\
y_0 & y_1 & \cdots & y_n \\
q_0 & q_1 & \cdots & q_n
\end{bmatrix}
\]
The Lyapunov exponent are as follows:

\[ \begin{bmatrix} x_0 + \varepsilon & x_1 & \cdots & x_{kn} \\ y_0 & y_1 & \cdots & y_{kn} \\ q_0 & q_1 & \cdots & q_{kn} \end{bmatrix} = \begin{bmatrix} x_0 + \varepsilon & x_1 + \text{tri}(q_1) y_1 & \cdots & x_n + \text{tri}(q_n) y_n \\ y_0 & y_1 & \cdots & y_n \\ q_0 & q_1 & \cdots & q_n \end{bmatrix} \]

Then the definition method of the first Lyapunov exponent is solved as:

\[
LE_1^m = \lim_{\varepsilon \to 0} \frac{1}{n} \ln \left| S_1 + \frac{\text{tri}(q_{mn}) y_{mn} - \text{tri}(q_n) y_n}{\varepsilon} \right| > 0
\]

Set

\[
\text{tri}(q_{mn}) y_{mn} - \text{tri}(q_n) y_n = S_2
\]

Then we can obtain:

\[
|S_1 + S_2| > 1
\]

\[
|S_1 + S_2| - |S_1| > 0 \quad (3-10)
\]

The proposition is true.

(2) Suppose the proposition is true when \( i = m \), that is, \( k_m = k_0 + m \). At this time, the \( LE_1^m > 0 \), and \( LE_1^m \geq LE_1^{m-1} \). The output matrix and the first Lyapunov exponent are as follows:

\[
\begin{bmatrix} x_0 & x_1 + m \text{tri}(q_1) y_1 & \cdots & x_n + m \text{tri}(q_n) y_n \\ y_0 & y_1 & \cdots & y_n \\ q_0 & q_1 & \cdots & q_n \end{bmatrix}
\]

\[
LE_1^m = \lim_{\varepsilon \to 0} \frac{1}{n} \ln |S_1 + mS_2| > 0
\]

where

\[
|S_1 + mS_2| > 1 \quad (3-11)
\]

\[
|S_1 + mS_2| - |S_1 + (m + 1)S_2| > 0 \quad (3-12)
\]

(3) When \( i = m + 1 \), the output matrix and the first Lyapunov exponent are as follows:

\[
\begin{bmatrix} x_0 & \cdots & x_n + (m + 1) \text{tri}(q_n)y_n \\ y_0 & \cdots & y_n \\ q_0 & \cdots & q_n \end{bmatrix}
\]

\[
LE_1^{m+1} = \lim_{\varepsilon \to 0} \frac{1}{n} \ln |S_1 + (m + 1)S_2| > 0
\]

From the inequality (3-10), it is easy to obtain (I) \( S_1 \) and \( S_2 \) have the same positive and negative properties; (II) When \( S_1 \) and \( S_2 \) are different in positive and negative properties, \( |S_2| > 2|S_1| \).

(1) When the positive and negative properties of \( S_1 \) and \( S_2 \) are the same:

We can obtain from (3-11):

\[
|S_1 + (m + 1)S_2| > |S_1 + mS_2| > 1
\]

Proposition is proved.

(II) When the positive and negative properties of \( S_1 \) and \( S_2 \) are different, and \( |S_2| > 2|S_1| \):

From (3-9), (3-10), \( |S_1| > 1 \), \( m \in \mathbb{N}^* \), we can obtain:

\[
|S_1 + mS_2| > |(2m - 1)S_1| > 1
\]

That is

\[
|S_1 + (m + 1)S_2| > |(2m + 1)S_1| > 1
\]

From relation (II) and inequality (3-12), it can be seen that \( S_1 + S_2 \) and \( S_2 \) have the same positivity and negativity, and \( S_1 + mS_2 \) and \( S_2 \) also have the same positivity and negativity. The deduction can be obtained,

\[
|S_1 + (m + 1)S_2| - |S_1 + mS_2| > 0
\]

The proposition is proved.

In fact, as long as the parameter \( a \neq 0 \), a positive number \( \xi \) can always be found, so that within the infinite wide parameter range of \( [\xi, \infty] \), the system has at least one Lyapunov exponent that is always greater than 0 and gradually increases as \( k \) increases, that is, the state of the new system can always remain a chaotic state or a hyperchaotic state within this infinitely wide parameter range. Similarly, the parameter also has an infinitely wide range of chaotic or hyperchaotic parameters, the proving process is similar to the above.
4 Super multi-stability phenomenon

In a dissipative chaotic system, without changing the system parameters, the system presents a variety of phase trajectories of different positions or topological structures with the change of initial conditions, that is, the coexistence of multiple attractors. This phenomenon is also called multi-stability. Particularly, when the number of coexisting attractors tends to be infinite, this behavior is called the super multi-stability.

Let $a = 10$, $k = 10$, and $x_0$ and $y_0$ are 1 and change $q_0$. The phase diagram is shown in the Fig. 8.

It can be seen from the Fig. 8 that when other conditions remain unchanged, $q_0 = q_0 + 2m$ is assigned, and $m$ is an arbitrary integer, an infinite number of coexisting attractors can be generated in the phase space.

In order to better analyze the super multi-stability of the system, $x_0$ and $q_0$ are taken as horizontal and vertical coordinates to describe the suction basin of the system, as shown in the Fig. 9.

As shown in the Fig. 9, the different color areas in the suction basin represent different attractors. The new system as a whole has an attraction area with infinite number of the system, as shown in the Fig. 9.

4.1 Analysis of the emergence mechanism of super multi-stability

In fact, no matter what the values of $a$ and $k$ take, when only the initial value $q_0$ is changed, and at this time, let $q_0 = q_0 + 2m$, $q_0$ is any constant, and $m$ is any integer, the system can present the properties of an infinite number of attractors.

This phenomenon is very interesting, and the mechanism by which an infinite number of coexistence attractors are generated will be analyzed below.

When the initial value is $[x_0, y_0, q_0]$, the output will be $[x_1, y_1, q_1]$, $[x_2, y_2, q_2]$, ..., $[x_n, y_n, q_n]$ under the iteration of the difference equation.

Then, set the initial value as $[x_0, y_0, q_0 + 2m]$, the output is:

$$[x_{11}, y_{11}, q_{11}] = [x_1, y_1, q_1 + 2m]$$

Substitute $[x_{11}, y_{11}, q_{11}]$ as input into the iterative equation, the output is:

$$[x_{22}, y_{22}, q_{22}] = [x_2, y_2, q_2 + 2m]$$

If the iteration is repeated, the output is always:

$$[x_{nn}, y_{nn}, q_{nn}] = [x_n, y_n, q_n + 2m]$$

Therefore, by changing the initial value $q_0$, an infinite number of coexisting attractors can be described in the phase space. At the same time, inspired by the mechanism of generating infinite multiple coexisting attractors in this system, this paper proposes a new method, which makes it easier for ordinary discrete chaotic systems by a slight modification to obtain super multi-stability. This paper takes the transformation of a 3D discrete chaotic system as an example, and it can expand the transformation of other $n$D systems. The method can be summarized as follows:

(1) Set one of the state variables in the differential equation as the input of the memristor (2-1) without loss of generality, and set $z_n$ as the input, then the memristor function is $M(z_n) = \text{tr}(\pi z_n)$;

(2) Let the memristor be coupled with two other state variables. In particular, in the equations of $x_{n+1}$ and $y_{n+1}$, there should be no other item containing $z_n$ except as the input of the memristive function and the input with the same period as the memristive function;

(3) Let $z_{n+1} = z_n + f(x_n, y_n, z_n)$, and in the same way, the term containing $z_n$ in $f(x_n, y_n, z_n)$ can only appear as the input with the same period as the memristive function.

4.2 Application of Super Multi Stability Mechanism

Literature [23] proposed a new 3D discrete chaotic system

$$\begin{align*}
x_{n+1} &= -a - x_n + y_n + x_n^2 - x_n y_n + y_n^2 \\
y_{n+1} &= b - x_n + x_n y_n \\
z_{n+1} &= -x_n y_n - y_n z_n - x_n z_n
\end{align*} \tag{4-1}$$

Among them, $a$ and $b$ are system parameters. When $a = 0.32$, $b = 3$, and the initial values are $[0.7, 0.3, 0.4]$, the Lyapunov exponent of the system is $(0.167, -0.410, -0.428)$, and the system is in a state of chaotic motion.

Using the above method to modify the system (4-1) to make its new kinetic equation as follows:

$$\begin{align*}
x_{n+1} &= -a - x_n + y_n + x_n^2 - x_n y_n + y_n^2 \\
y_{n+1} &= b - x_n + x_n y_n + kM(z_n) x_n \\
z_{n+1} &= z_n - x_n y_n - y_n z_n - x_n z_n
\end{align*} \tag{4-2}$$
Where $a$, $b$, and $k$ are the system control parameters. Set $a = -0.62$, $b = 0.22$, $x_0 = 0.7$, $y_0 = 0.3$, and the initial value $z_0$ of $z_0$ as different values, the bifurcation diagram of the Lyapunov exponent spectrum and state variable $z_n$ can be shown in the Fig.11.

The third Lyapunov exponent is a small negative number, which is not shown in Fig.11.

Set the initial value as $[0.7, 0.3, 0.4]$, and by changing the values of $a$, $b$, $k$ and of the system (4-2), the different states can be obtained, as shown in Table 3.

Keep other conditions remain unchanged, and change the initial value $z_0$, as shown in the Fig.12, the existence of the coexistence attractor of the system can be observed in the phase space.

From the Fig.11, 12 and Table 1, it is obvious that when using the above method to modify an ordinary 3D discrete chaotic system, the new system not only has super multi-stability properties, but also produces a hyperchaotic state that the original system does not have. Compared with the original system, the modified system has more complex dynamic behaviors. It is proved that this method is effective to modify the ordinary chaotic system.
5 Hardware platform implementation

The key to the application of the chaotic system is the design of the hardware circuit. Because the system (3-1) has super multi-stability properties which depends on the initial conditions. In actual engineering, certain requirements are put forward for the stability and reliability of the hardware platform. The circuit composed of discrete electronic components has a complex structure and low accuracy, which is particularly sensitive to interference of the external environment, such as changes in temperature and humidity, while the DSP hardware platform is affected a little. Therefore, this paper uses the DSP hardware platform with chip model TMS320F28335 to implement the new system.

Set $k = 0.35$, $a = 0.14$, and the initial value is $[1,1,0.8]$. At this time, the system (3-1) is in a chaotic state. Observe the result with an oscilloscope, as shown in the Fig.13.

Keep other conditions remain unchanged and set the initial values of $q_0$ as 0.8 and 2.8 respectively. The results display on the oscilloscope as shown in the Fig.14.

Set $k = 0.8$, $a = 0.3$, and the initial value is $[1,1,q_0]$, the system (3-1) is in a hyperchaotic state. Similarly, change the value of $q_0$ to 0.8 and 2.8 respectively, as shown in the Fig.15.

Compared with the Fig.5, it is found that the chaotic signal generated based on The DSP hardware platform is consistent with the simulations.

6 Conclusion

In this paper, a discrete memristor model based on triangular wave function is designed, and a new 3D discrete memristive chaotic map with infinitely wide parameter range based on it is proposed. The Lyapunov exponent spectrum, bifurcation diagram, phase diagram, etc. are analyzed, which show that the new system can maintain the hyperchaotic characteristics within a large parameter range. Furthermore, an improved perturbation method is proposed to prove that the new system has an infinitely wide range of chaotic state parameter. At the same time, the maximum Lyapunov exponent of the system increases with the increase of the control parameters, and the dynamic behavior and ergodicity are enhanced. Next, the super multi stability property of the new system is analyzed, and the generation mechanism of this property is analyzed and summarized. Then, an ordinary 3D discrete chaotic map is modified to obtain super multi stability property, which proves that the modification method is effective. Finally, the new system is implemented by using the DSP hardware platform, which lays a foundation for its future applications in chaotic secure communication.
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