ABSTRACT
BERT-based Neural Ranking Models (NRMs) can be classified according to how the query and document are encoded through BERT's self-attention layers - bi-encoder versus cross-encoder. Bi-encoder models are highly efficient because all the documents can be pre-processed before the query time, but their performance is inferior compared to cross-encoder models. Both models utilize a ranker that receives BERT representations as the input and generates a relevance score as the output. In this work, we propose a method where multi-teacher distillation is applied to a cross-encoder NRM and a bi-encoder NRM to produce a bi-encoder NRM with two rankers. The resulting student bi-encoder achieves an improved performance by simultaneously learning from a cross-encoder teacher and a bi-encoder teacher and also by combining relevance scores from the two rankers. We call this method TRMD (Two Rankers and Multi-teacher Distillation). In the experiments, TwinBERT and ColBERT are considered as baseline bi-encoders. When monoBERT is used as the cross-encoder teacher, together with either TwinBERT or ColBERT as the bi-encoder teacher, TRMD produces a student bi-encoder that performs better than the corresponding baseline bi-encoder. For P@20, the maximum improvement was 11.4%, and the average improvement was 6.8%. As an additional experiment, we considered producing cross-encoder students with TRMD, and found that it could also improve the cross-encoders.1

CCS CONCEPTS
• Information systems → Language models;
• Computing methodologies → Neural networks.
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1 INTRODUCTION
During the past few years, a variety of neural ranking models (NRMs) based on BERT have been suggested in the information retrieval (IR) community. Starting with monoBERT [13], a number of document ranking models [8, 10, 11] have adopted BERT for NRMs. These BERT-based models tend to be robust against the vocabulary mismatch problem because they learn semantic representations of query–document pairs in a latent space [12].

Table 1: BERT-based document ranking algorithms.

| Algorithm      | BERT encoder | BERT representation |
|----------------|--------------|----------------------|
| monoBERT [13]  | cross-encoder| CLS                  |
| CEDR-KNRM [11] | cross-encoder| CLS,query/document   |
| TwinBERT [10]  | bi-encoder   | query/document       |
| ColBERT [8]    | bi-encoder   | CLS,query/document   |

We categorize BERT-based NRMs according to BERT encoder type and BERT representation usage. First, following Humeau et al.[6], we classify BERT-based NRMs into 'cross-encoder' and 'bi-encoder' models. Cross-encoder models perform a full self-attention over the entire query-document pair, whereas bi-encoder models perform two independent self-attentions over the query and the document. The BERT layers of cross-encoder NRMs can model the interaction between a query and a document, and the resulting BERT representations contain contextualized embedding. On the other hand, the BERT self-attention layers of bi-encoder NRMs cannot model the interaction. Therefore, a document is mapped to a fixed BERT representation regardless of the choice of a query. This makes it possible for bi-encoder models to pre-compute document representations offline, significantly reducing the computational load per query at the time of inference. In general, cross-encoder models tend to perform better than bi-encoder models but at the expense of a higher computational cost. Second, we classify BERT-based NRMs into 'CLS', 'query/document', and 'CLS,query/document', according to which BERT output representations are used for the relevance score calculation. The known BERT-based NRMs use one of the three representation choices. For example, monoBERT uses only CLS representation for calculating the relevance score, whereas ColBERT uses both CLS and query/document representations. Table 1 summarizes four of the well-known algorithms with their categorization according to BERT encoder type and BERT representation usage.
To improve the performance of bi-encoder models that are computationally efficient, we propose a method of employing a two-ranker structure and multi-teacher distillation [2, 4]. The method is named as TRMD (Two Rankers and Multi-teacher Distillation). Here, the word ‘ranker’ refers to the post-BERT part of the NRM model where BERT representations are used as the ranker’s input, and the relevance score is calculated as the ranker’s output. Examples can be found in Figure 1. With TRMD, the student model utilizes two rankers. One ranker is assigned to use the representation that is distilled from a high-performance cross-encoder as the input. The other ranker is assigned to use the representation that is distilled from an efficiently-structured bi-encoder as the input. Obviously, the encoders become the two teachers.

In our experiments, monoBERT [13] is chosen as the cross-encoder teacher, while either TwinBERT [10] or ColBERT [8] is chosen as the bi-encoder teacher. As shown in the third column of Table 1, different models use different parts of BERT representations for estimating the relevance score. TRMD forces the student’s BERT representations to become similar to the respective teacher’s BERT representations. An example is shown in Figure 1 where monoBERT and ColBERT are used as the two teachers. In this case, the bi-encoder student learns both of monoBERT’s CLS representation and ColBERT’s CLS and query/document representations. As will be shown in the experiment section, the results on Robust04 and Clueweb09 datasets show that TRMD can significantly improve the performance of the existing bi-encoder models: TwinBERT and ColBERT.

2 METHODOLOGY

Figure 1 shows the architecture of TRMD-ColBERT in the middle, where TRMD-ColBERT is the name of a bi-encoder student that is produced by improving ColBERT using TRMD. When TwinBERT is improved using TRMD, the resulting bi-encoder is called TRMD-TwinBERT. While there is no restriction on what model to use as the cross-encoder teacher, we only consider monoBERT in this work, and therefore the naming does not reflect the choice of the cross-encoder. In this section, we illustrate how TRMD process works when monoBERT and ColBERT are employed as the two teachers.

2.1 Architecture

As shown in Figure 1, TRMD-ColBERT combines two rankers on top of the BERT encoder such that it can learn from two different teachers. With this structural modification, the bi-encoder student (ColBERT) can directly integrate the knowledge of both teachers (monoBERT and ColBERT). Each ranker in the resulting TRMD-ColBERT uses the same BERT representation as what the ranker of its respective teacher uses.

While ColBERT has two CLS representations (for query and document), a ranker in monoBERT uses only one CLS representation. To address this issue, we combine two CLS representation vectors of ColBERT into one vector. Following TwinBERT [10], we apply residual function [3] to combine the two vectors, where the formal definition of the residual function is as follows.

\[
CLS = F(x, W, b) + x \quad (1)
\]

Here, \(x\) is the max of the query’s and document’s CLS vectors and \(F\) is a linear mapping function from \(x\) to the residual with parameters \(W\) and \(b\). A student’s ranker corresponding to monoBERT uses the resulting CLS representation to estimate the score \(S_{\text{monoBERT}}\). TRMD-ColBERT also utilizes a ColBERT ranker for relevance estimation, producing \(S_{\text{ColBERT}}\). A ranker corresponding to ColBERT uses the same method to calculate the relevance score as in the original ColBERT teacher. The total score of TRMD-ColBERT, \(S_{\text{total}}\), is obtained by adding the two scores from the two rankers.

\[
S_{\text{total}} = S_{\text{monoBERT}} + S_{\text{ColBERT}} \quad (2)
\]

TRMD-TwinBERT can be constructed in the same manner as in constructing TRMD-ColBERT. One notable point is that TwinBERT ranker can use either CLS representation or query/document representation. In our experiment, we chose TwinBERT using query/document representation to make TwinBERT ranker use a different representation from monoBERT’s choice of representation.
2.2 Learning through Multi-teacher Distillation

Knowledge distillation [4] has been used to train a small but high-performing model by forcing a small student model to learn from a large teacher model or from multiple teachers [2, 14]. TRMD trains a student model by distilling knowledge from two teachers with different BERT encoder types, a cross-encoder and a bi-encoder. As shown in Figure 1, monoBERT and ColBERT become the teachers, a single bi-encoder ColBERT becomes the student model, and each teacher distills the knowledge contained in its BERT output representation to the student’s representation. Before applying knowledge distillation, we independently fine-tune the pre-trained teacher models such that their individual performance is optimized.

During the training of the student model with knowledge distillation, we introduce three loss terms. First, the hard prediction loss $L_{hard-pred}$ is defined as the hinge loss between the student’s prediction score and the true relevance score of the document, and it is shown in Equation (3). Second, CLS loss $L_{CLS}$ encourages the student model to learn the CLS representation from the monoBERT teacher using MSE as in Equation (4). Third, representation loss $L_{REP}$ forces the student’s representations to resemble the representations of ColBERT using MSE between the two representations as in Equation (5).

$$L_{hard-pred} = \text{Hingeloss}(\text{softmax}(z^S))$$  
$$L_{CLS} = \text{MSE}(\text{CLS}^T, \text{CLS}^S)$$  
$$L_{REP} = \text{MSE}(\text{REP}^T, \text{REP}^S)$$  

In Equations (3), (4), and (5), $z$ is a vector whose elements are the predicted scores of a positive document and a negative document, CLS stands for a CLS representation vector of BERT, REP is the whole representation generated by BERT including CLS, query and document representation vectors, and $(\cdot)^T$ and $(\cdot)^S$ indicate the teacher model and the student model, respectively. We define the total loss for the distillation process as the sum of these three losses as in Equation (6).

$$L_{total} = L_{hard-pred} + L_{CLS} + L_{REP}$$

3 EXPERIMENTAL RESULT

The goals of the experiment are as the following. First, we would like to confirm that a performance gap exists between cross-encoder NRMs and bi-encoder NRMs. Second, we demonstrate that the teachers in TRMD can effectively distill their knowledge to the student by examining the loss values during training. Third, we show that applying TRMD significantly improves the performance of TwinBERT and ColBERT. Finally, with an ablation study, we investigate if the improvements mainly come from the simple architectural change of using two rankers or from the knowledge distillation.

3.1 Experimental Setup

3.1.1 Datasets and Metrics. We conduct our experiments on Robust04 and WebTrack 2009 datasets as in [11]. Following [7], we divide each data into five folds and use three folds for training, one for validation, and the remaining one for test. We use document collections from TREC discs 4 and 5 of Robust04 and from ClueWeb09b of WebTrack 2009. For evaluation metrics, we used P@20, nDCG@5, and nDCG@20.

3.1.2 Implementation. Our models are implemented with Python 3 and PyTorch 1. We use the popular transformers library for the pre-trained BERT model. We used 1-2 GPUs each of which is RTX2080ti with 11G memory in parallel.

3.1.3 Training and optimization. To train BERT-based models, we generate data in a triplet form. A sample of a triplet consists of a query, a positive document, and a negative document. A positive(negative) document is arbitrarily selected from top-k positive(negative) documents filtered by BM25. The batch size for training is 32. We use pairwise hinge loss [1] that is known to work well with triplet data. All parameters other than BERT parameters are trained using the Adam [9] optimizer with a learning rate of 0.001 for 50 epochs, while the BERT parameters are trained at a learning rate of 1e-6 following the prior work [5]. Documents are truncated to have up to 800 tokens. For validation, P@20 was used.

In the training process, we first train monoBERT, TwinBERT, and ColBERT independently, and then we train our student model while the weights of the teacher BERT models are frozen. As our GPU can handle only one BERT model at a time owing to the memory capacity, we use multi-GPUs in parallel using the model parallel provided by PyTorch. Throughout the training, we feed the same training and validation data to both teacher models in each step.

3.1.4 Baseline Models. For TRMD, we use three BERT-based models - monoBERT, TwinBERT, and ColBERT - that are also used as the baseline models. Besides TRMD, we additionally experiment models with two rankers, but without any distillation from the teachers, to investigate the effect of the suggested distillation method. These models are used for ablation study, and they are called TR (Two Rankers) in contrast to TRMD.

3.2 Result and Analysis

Table 2 shows the overall result of the experiment. We first compare the performances of cross-encoder monoBERT and bi-encoder TwinBERT and ColBERT. Comparing P@20, monoBERT shows better performance than the two bi-encoder models by more than 20% on Robust04 and ClueWeb09. This result confirms that bi-encoder...
Table 2: Re-ranking performance on Robust04 and Clueweb09b. TR stands for Two Rankers, and TRMD stands for Two Rankers and Multi-teacher Distillation.

| Model         | BERT encoder | Robust04 P@20 | Robust04 NDCG@5 | Robust04 NDCG@20 | Clueweb09b P@20 | Clueweb09b NDCG@5 | Clueweb09b NDCG@20 |
|---------------|--------------|---------------|-----------------|-----------------|-----------------|-------------------|-------------------|
| monoBERT      | cross        | 0.39320       | 0.53996         | 0.47874         | 0.30964         | 0.32912           | 0.30176           |
| TwinBERT      | bi           | 0.30172       | 0.38018         | 0.34766         | 0.21092         | 0.18074           | 0.19034           |
| TR-TwinBERT   | bi           | 0.30208       | 0.37270         | 0.34434         | 0.21004         | 0.17686           | 0.18522           |
| TRMD-TwinBERT | bi           | 0.33600       | 0.40950         | 0.37930         | 0.22056         | 0.18668           | 0.19106           |
| ColBERT       | bi           | 0.32542       | 0.40312         | 0.37540         | 0.25074         | 0.22730           | 0.23648           |
| TR-ColBERT    | bi           | 0.31958       | 0.36180         | 0.35254         | 0.24818         | 0.21682           | 0.22674           |
| TRMD-ColBERT  | bi           | 0.34500       | 0.42692         | 0.39452         | 0.26418         | 0.25672           | 0.25312           |
| TRMD-TwinBERT | cross        | 0.40226       | 0.54454         | 0.47376         | 0.32352         | 0.33736           | 0.31362           |
| TRMD-ColBERT  | cross        | 0.40384       | 0.54962         | 0.47611         | 0.30992         | 0.32796           | 0.30132           |

NRMNs generally perform worse than cross-encoder NRMNs, supporting the need to improve the performance of bi-encoder models. We then examine the change of each loss in TRMD to check whether the teachers effectively distill knowledge to the student. Figure 2 shows that three losses, $L_{CLS}$, $L_{REP}$, and $L_{hard-pred}$, all decrease as the epoch increases. This result demonstrates that the learning dynamics of TRMD works well as we intended and that information in the representation of both teachers is effectively distilled to the student model through TRMD.

Next, we compare the performances of TRMD models with the baseline models. In Table 2, P@20 score of TRMD-TwinBERT on Robust04 is approximately 11.4% higher than that of TwinBERT, with $p$-value smaller than 0.01. TRMD-ColBERT also outperforms ColBERT by more than 6.0% on Robust04. Experiments on Clueweb09b show similar results with 4.6% and 5.4% improvements respectively, ensuring that TRMD significantly improves the ranking performance of the bi-encoder NRMNs.

Finally, we compare the performance of TRMD and TR, where TR uses two rankers without any distillation, as an ablation study. The performance of P@20 on Robust04 shows that TR-TwinBERT is not significantly better than TwinBERT. The performance of TR-TwinBERT is even worse than that of TwinBERT when tested on Clueweb09b, indicating that simply using two rankers without knowledge distillation does not improve performance.

We suggest a possible explanation on why TRMD improves the performance of the bi-encoder models. Through TRMD, the student model is trained to learn from a bi-encoder teacher and a cross-encoder teacher. Figure 2 confirms that the student model successfully learns from both of the teachers. Between the two teachers, the cross-encoder teacher easily outperforms the bi-encoder teacher because the BERT part of a cross-encoder is allowed to utilize the relationship between query and document. Then, the cross-encoder’s BERT representation can contain useful information on the relationship between query and document. Our results indicate that the student bi-encoder has learned to utilize the relationship by distilling the cross-encoder teacher’s BERT representation. Simply having two rankers is not sufficient as we can tell from the performance of TR-TwinBERT and TR-ColBERT. Ensemble effect cannot explain the gain of TRMD, either. The cross-encoder teacher’s output cannot be directly utilized as an input of an ensemble model because the student is constrained to be a bi-encoder. Therefore, our results indicate that even a bi-encoder can learn useful rules and patterns that are related to the relationship between query and document by having a powerful cross-encoder as a teacher.

We mainly implement TRMD for improving bi-encoder models, but it is also possible to apply the TRMD approach to the models with cross-encoder structures. We experimented TRMD-TwinBERT and TRMD-ColBERT after changing the bi-encoder students into a cross-encoder monoBERT student. As shown at the bottom of Table 2, TRMD-TwinBERT using monoBERT as a student outperforms monoBERT by more than 4% on Clueweb09b, and other cross-encoder TRMDs also outperform monoBERT. These results demonstrate that TRMD can be used to enhance the performance of cross-encoder NRMNs as well.

4 CONCLUSION

In this paper, we propose TRMD, a method enabling a bi-encoder model to learn from cross-encoder and bi-encoder teachers by applying multi-teacher knowledge distillation. We train a student model with three different losses (i.e., hard prediction, CLS, and representation losses) to enhance the performance. We verify that the improvement comes from the distillation process by comparing TRMD with TR. Building a high-performing neural ranking model with less computation is an important research topic in the IR community. We believe that TRMD can effectively use knowledge distillation to improve bi-encoder neural ranking models.
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