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ABSTRACT. We construct smooth localized orthonormal bases compatible with homogeneous mixed-norm Triebel-Lizorkin spaces in an anisotropic setting on $\mathbb{R}^d$. The construction is based on tensor products of so-called univariate brushlet functions that are constructed using local trigonometric bases in the frequency domain. It is shown that the associated decomposition system form unconditional bases for the homogeneous mixed-norm Triebel-Lizorkin spaces.

In the second part of the paper we study nonlinear $m$-term nonlinear approximation with the constructed basis in the mixed-norm setting, where the behaviour, in general, for $d \geq 2$, is shown to be fundamentally different from the unmixed case. However, Jackson and Bernstein inequalities for $m$-term approximation can still be derived.

1. INTRODUCTION

The notion of sparse stable expansions of functions plays a fundamental role for many applications of harmonic analysis since it allows for discretization of various problems making them suitable for numerical analysis and general mathematical modeling, one example being wavelet expansions of $L_p$-functions, or of functions with some prescribed smoothness such as measured on the Besov space scale. The success of this approach is well-known with a corresponding diverse spectrum of algorithms for e.g. signal compression.

From the point of view of mathematical modeling, it is desirable to have as flexible tools as possible as it allows one to incorporate and capture finer properties of various natural phenomena in the model. Recently, function spaces in anisotropic and mixed-norm settings have attached considerable interest, see for example [1,5,12,15,27,28] and reference therein. This is in part driven by advances in the study of partial and pseudodifferential operators, where there is a natural desire to be able to better model and analyse anisotropic phenomena.

In this paper, we focus on stable expansions in Besov and Triebel-Lizorkin spaces in an anisotropic setting. The Besov and Triebel-Lizorkin spaces form a family of smoothness spaces defined on $\mathbb{R}^d$ that include the Hardy and Lebesgue spaces as special cases.

Recently, homogeneous Besov and Triebel–Lizorkin spaces in a mixed-norm anisotropic setting were introduced in [17], along with an adapted notion of a $\varphi$-transform that provides a universal, but redundant, decomposition of the various
Besov and Triebel–Lizorkin spaces. This follows parallel to the original construction by Frazier and Jawerth, where they successfully applied the \( \varphi \)-transform to an in-depth study of some of the finer properties of the properties of isotropic Besov spaces and Triebel–Lizorkin space. Later the \( \varphi \)-transform techniques were refined to obtain orthonormal wavelets, see [23, 34].

The interest in mixed-norm smoothness spaces is not new. The Russian school investigated mixed-norm Besov, Sobolev and Bessel potential spaces, even in the anisotropic setting, more than four decades ago [7, 8].

The main contribution of the present paper is to offer a construction of a universal orthonormal basis for \( L^2(\mathbb{R}^d) \), once the anisotropy has been fixed, that extends to unconditional basis for all mixed-norm Besov and Triebel–Lizorkin spaces. The fact that the representation system is non-redundant allows for a more precise analysis of the approximation properties of the system. For example, it will be shown in Section 6 that it is possible to derive an inverse estimate of Bernstein type for the system. Obtaining a Bernstein estimate is a longstanding open problem for the redundant \( \varphi \)-transform, even in the unmixed case, cf. [35].

We believe that our construction is the first example of a universal non-redundant representation system for mixed-norm Besov and Triebel–Lizorkin spaces, except for unmixed cases associated with a lattice preserving dilation, where orthonormal \( r \)-regular wavelet bases have been constructed to provide such expansion systems, see [11, 14].

The orthonormal basis is constructed in Section 4 using a carefully calibrated tensor product approach based on so-called univariate brushlet systems. Brushlets are the image of a local trigonometric basis under the Fourier transform, and such systems were introduced in [32]. Brushlets have been used as a tool for image compression, see [33]. Univariate brushlet bases are extremely flexible and can be adapted to any type of exponential covering of the frequency axis, where e.g. wavelets are restricted to only dyadic decompositions. We will use this flexibility in each variable separately in the the tensor product construction presented in Section 4 in order to obtain compatibility with the overall anisotropic structure on \( \mathbb{R}^d \). We give a full characterization of the mixed-norm Besov and Triebel–Lizorkin spaces in Section 5, using the constructed orthonormal basis.

A relevant question that must be considered is whether the mixed-norm spaces really brings anything new to the table. In Section 6 we address this question by studying nonlinear \( m \)-term nonlinear approximation with the constructed basis in the mixed-norm setting. Non-linear approximation with wavelets in the unmixed Triebel-Lizorkin setting has previously been studied in detail, see e.g. [19, 31]. Non-linear approximation in a discrete Besov and Triebel-Lizorkin space setting has been studied in [24].

In Section 6, we show that the approximation behaviour in the mixed-case, in general, for \( d \geq 2 \), is fundamentally different from the unmixed case. In particular, it is shown that the constructed orthonormal basis cannot, in general, be normalized to form a greedy basis for the mixed-norm Triebel-Lizorkin spaces. Despite the lack of the greedy property, it is shown in Section 6 that Jackson and Bernstein inequalities for nonlinear \( m \)-term approximation can be derived. However, as it turn out, the inequalities have non-matching exponents, so a complete characterization of the approximation spaces for \( m \)-term approximation is not possible using the standard machinery of nonlinear \( m \)-term approximation.
2. THE ANISOTROPIC SETUP AND SOME PRELIMINARIES

Let us first introduce the anisotropic structure on $\mathbb{R}^d$ that will be used for defining the mixed-norm Besov and Triebel-Lizorkin spaces at the end of this section. Let $b, x \in \mathbb{R}^d$ and $t > 0$. We denote by $t^b x := (t^{b_1} x_1, \ldots, t^{b_d} x_d)$. We fix a vector $\vec{a} \in [1, \infty)^d$ and we introduce the anisotropic quasi-norm $| \cdot |_{\vec{a}}$ as follows: We set $|0|_{\vec{a}} := 0$ and for $x \neq 0$ we set $|x|_{\vec{a}} := t_0$, there $t_0$ is the unique positive number such that $|t_0^{-\vec{a}} x| = 1$. One observes immediately that

$$(2.1) \quad |t^b x|_{\vec{a}} = t |x|_{\vec{a}}, \quad \text{for every } x \in \mathbb{R}^d, \, t > 0.$$  

From this it follows that $| \cdot |_{\vec{a}}$ is not a norm unless $\vec{a} = (1, \ldots, 1)$, in which case it is equivalent with the Euclidean norm $| \cdot |$.

The anisotropic distance can be directly compared to the Euclidean norm, see e.g. [3,13], in the sense that there are constants $c_1, c_2 > 0$ such that for every $x \in \mathbb{R}^d$,

$$(2.2) \quad c_1 (1 + |x|_{\vec{a}})^{\alpha_m} \leq 1 + |x| \leq c_2 (1 + |x|_{\vec{a}})^{\alpha_m},$$

where we denoted $a_m := \min_{1 \leq j \leq d} a_j$, $a_M := \max_{1 \leq j \leq d} a_j$.

We will also need the following anisotropic bracket. We consider $(1, \vec{a}) \in \mathbb{R}^{d+1}$ and define

$$\langle x \rangle_{\vec{a}} := |(1, x)_{\vec{a}}|, \quad x \in \mathbb{R}^d.$$  

This quantity has been studied in detail in [10,36]. It holds that there are constants $c_3, c_4 > 0$ such that

$$(2.3) \quad c_3 \langle x \rangle_{\vec{a}} \leq 1 + |x|_{\vec{a}} \leq c_4 \langle x \rangle_{\vec{a}}, \quad x \in \mathbb{R}^d.$$  

One can show that there is a constant $c_5 > 0$ such that

$$(2.4) \quad \langle x + y \rangle_{\vec{a}} \leq c_5 \langle x \rangle_{\vec{a}} \langle y \rangle_{\vec{a}}, \quad x, y \in \mathbb{R}^d.$$  

Furthermore, we define the homogeneous dimension by

$$(2.5) \quad \nu := |\vec{a}| := a_1 + \cdots + a_d,$$

which will play an important role later when we estimate certain maximal functions. Also, by going to polar coordinates one can deduce that for $\tau > \nu$,

$$(2.6) \quad \int_{\mathbb{R}^d} \langle x \rangle_{\vec{a}}^{-\tau} \, dx \leq c_7 < \infty.$$  

We will also need balls adapted to the anisotrophy $\vec{a}$. Let $x \in \mathbb{R}^d$ and $r > 0$. We denote by $B_{\vec{a}}(x, r) := \{ y \in \mathbb{R}^d : |x - y|_{\vec{a}} < r \}$, the ball of radius $r$, centred at $x$. Note that $B_{\vec{a}}(x, r)$ is convex and $|B_{\vec{a}}(x, r)| = |B_{\vec{a}}(0, 1)| r^\nu$.

2.1. Maximal operators and mixed-norm Lebesgue spaces. Maximal operator estimates will be of fundamental importance for our study of Triebel-Lizorkin spaces. Let $1 \leq k \leq d$. We define

$$(2.7) \quad M_k f(x) := \sup_{I \in I_k^d} \frac{1}{|I|} \int_I |f(x_1, \ldots, y_k, \ldots, x_d)| \, dy_k, \quad f \in L^1_{\text{loc}}(\mathbb{R}^d),$$

where $I_k^d$ is the set of all intervals $I$ in $\mathbb{R}^d$ containing $x_k$.

We will use extensively the following iterated maximal function:

$$(2.8) \quad M\theta f(x) := \left( M\theta \cdots (M_1 \{ f^\vartheta \}) \cdots \right)^{1/\vartheta} (x), \quad \vartheta > 0, \, x \in \mathbb{R}^d.$$
Remark 2.1. If \( R \) is a rectangle \( R = I_1 \times \cdots \times I_n \), it follows easily that for every locally integrable \( f \)

\[
\int_R |f(y)| dy \leq |R| \mathcal{M}_1 f(x) = |R| \mathcal{M}_0^\theta f|^{1/\theta} (x), \ \theta > 0, \ x \in \mathbb{R}^d.
\]

Mixed-norm Lebesgue spaces will play an important role for defining mixed-norm smoothness spaces. Let \( \vec{p} = (p_1, \ldots, p_d) \in (0, \infty)^d \) and \( f : \mathbb{R}^d \to \mathbb{C} \). We say that \( f \in L_{\vec{p}} := L_{\vec{p}}(\mathbb{R}^d) \) if

\[
\|f\|_{L_{\vec{p}}} := \left( \int_\mathbb{R} \cdots \int_\mathbb{R} \left( \int_\mathbb{R} |f(x_1, \ldots, x_d)|^{p_1} dx_1 \right)^{\frac{q_1}{p_1}} \cdots dx_d \right)^{\frac{1}{q_d}} < \infty.
\]

The quasi-norm \( \| \cdot \|_{\vec{p}} \) is a norm when \( \min(p_1, \ldots, p_d) \geq 1 \) and turns \( (L_{\vec{p}}, \| \cdot \|_{\vec{p}}) \) into a Banach space. Note that when \( \vec{p} = (p, \ldots, p) \), then \( L_{\vec{p}} \) coincides with \( L_p \). For additional properties of \( L_{\vec{p}} \), see for example [3, 4].

For \( \vec{p} = (p_1, \ldots, p_d) \in (0, \infty)^d \), \( 0 < q \leq \infty \), and a sequence \( f = \{f_j\}_{j \in \mathbb{N}} \) of \( L_{\vec{p}}(\mathbb{R}^d) \) functions, we define the (quasi-)norm

\[
\|f\|_{L_{\vec{p}}(\ell_q)} := \| (\sum_{j \in \mathbb{N}} |f_j|^q / q) \|_{\vec{p}}^{1/q}
\]

Where there is no risk of ambiguity we will abuse notation slightly and write \( \|f_k\|_{L_{\vec{p}}(\ell_q)} \) instead of \( \|f_k\|_{L_{\vec{p}}(\ell_q)} \).

We shall need a variation of the Fefferman-Stein vector-valued maximal inequality, see [3, 29]. Suppose \( \vec{p} = (p_1, \ldots, p_d) \in (0, \infty)^d \), \( 0 < q \leq \infty \) and \( 0 < \tilde{\theta} < \min(p_1, \ldots, p_d, q) \), then

\[
\|\mathcal{M}_{\tilde{\theta}}(f_j)\|_{L_{\vec{p}}(\ell_q)} \leq C_B \|f_j\|_{L_{\vec{p}}(\ell_q)}.
\]

with \( C_B := C_B(\theta, \tilde{\theta}, q) \).

We mention that using a slight variation on standard techniques, see e.g. [10, Proposition 3.3], the following Petree type estimate can be derived: For every \( \tilde{\theta} > 0 \), there exists a constant \( \epsilon = \epsilon_\theta > 0 \), such that for every \( t > 0 \), and \( f \) with \( \text{supp}(\tilde{f}) \subset t^d [-2, 2]^d \),

\[
\sup_{y \in \mathbb{R}^d} \frac{|f(y)|}{(t^d (x-y))^{\nu/\tilde{\theta}}} \leq c \mathcal{M}_\tilde{\theta} f(x), \ x \in \mathbb{R}^d.
\]

By combining the Petree estimate with the Fefferman-Stein vector-valued maximal inequality, calling on (2.4) and (2.6), and again using a very slight variation on standard techniques, see e.g. [10, Theorem 3.5], we can derive the multiplier result given in Proposition 2.2 below, which will be used in Section 5. The details of the proof are left to the reader.

For \( \Omega = \{\Omega_n\} \) a sequence of compact subsets of \( \mathbb{R}^d \), we let

\[
L_{\vec{p}}^\Omega(\ell_q) := \{\{f_n\}_{n \in \mathbb{N}} \in L_{\vec{p}}(\ell_q) \mid \text{supp}(f_n) \subseteq \Omega_n, \ \forall n\}.
\]

For \( s \in \mathbb{R}_+ \), and \( f : \mathbb{R}^d \to \mathbb{C} \), we let

\[
\|f\|_{H_s^m} := \left( \int |\mathcal{F}^{-1} f(x)|^2 \langle x \rangle^{2m} dx \right)^{1/2}
\]

where \( \mathcal{F} \) is the Fourier transform.
denote the (anisotropic) Sobolev norm, where the Fourier transform is defined by 
\[ \mathcal{F}(f)(\xi) := (2\pi)^{-d/2} \int_{\mathbb{R}^d} f(x)e^{-ix\cdot\xi} \, dx, \quad f \in L_1(\mathbb{R}^d). \]
We have,

**Proposition 2.2.** Suppose \( \vec{p} \in (0, \infty)^d \) and \( 0 < q \leq \infty \), and let \( \Omega = \{T_kC\}_{k \in \mathbb{N}} \) be a sequence of compact subsets of \( \mathbb{R}^d \) generated by a family \( \{T_k = t_k^{a} \cdot \xi_k\}_{k \in \mathbb{N}} \) of invertible affine transformations on \( \mathbb{R}^d \), with \( C \) a fixed compact subset of \( \mathbb{R}^d \). Assume \( \{\psi_j\}_{j \in \mathbb{N}} \) is a sequence of functions satisfying \( \psi_j \in H^m_{\vec{p}} \) for some \( m > \frac{n}{\vec{p}} + \frac{\nu}{\min(P_1, \ldots, P_d, q)} \). Then there exists a constant \( C < \infty \) such that
\[ \|\{\psi_k(D)f_k\}\|_{L^p(\ell_q)} \leq C \sup_j \|\psi_j(T_j\cdot)\|_{H^m_{\vec{p}} \cdot \ell_p} \cdot \|\{f_k\}\|_{L^p(\ell_q)} \]
for all \( \{f_k\}_{k \in \mathbb{N}} \in L^p_{\vec{p}}(\ell_q) \), where \( \psi_k(D)f := \mathcal{F}^{-1}\{\psi_k\mathcal{F}(f)\} \).

2.2. Schwartz functions and tempered distributions. Finally, let us recall some basic facts about Schwartz functions and tempered distributions. We denote by \( \mathcal{S} = \mathcal{S}(\mathbb{R}^d) \) the Schwartz space of rapidly decreasing, infinitely differentiable functions on \( \mathbb{R}^d \). A function \( \varphi \in \mathcal{C}^{\infty} \) belongs to \( \mathcal{S} \), when for every \( k \in \mathbb{N}_0 \) and every multi-index \( \alpha \in \mathbb{N}_0^d \), with \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \), there exists \( c = c_{k,\alpha} > 0 \) such that
\[ |\partial^\alpha \varphi(x)| \leq c(1 + |x|)^{-k}, \quad \text{for every} \ x \in \mathbb{R}^d. \]

The dual space \( \mathcal{S}' = \mathcal{S}'(\mathbb{R}^d) \) of \( \mathcal{S} \) is the space of tempered distributions. We will denote by
\[ \mathcal{S}_\infty := \mathcal{S}_\infty(\mathbb{R}^d) = \left\{ \varphi \in \mathcal{S} : \int_{\mathbb{R}^d} x^\alpha \varphi(x) \, dx = 0, \ \forall \alpha \in \mathbb{N}_0^d \right\}. \]

We notice that \( \mathcal{S}_\infty \) is a Fréchet space, because it is closed in \( \mathcal{S} \) and its dual is \( \mathcal{S}'_\infty = \mathcal{S}' / \mathcal{P} \), where \( \mathcal{P} \) the family of polynomials on \( \mathbb{R}^d \). The anisotropic homogeneous mixed-norm Besov and Triebel-Lizorkin spaces will be based on distributions in \( \mathcal{S}' / \mathcal{P} \).

3. Dyadic rectangles, the \( \varphi \)-transform, and mixed-norm smoothness spaces

For \( j \in \mathbb{Z} \) and \( k \in \mathbb{Z}^d \), we denote by \( Q_{jk} \) the dyadic rectangle
\[ Q_{jk} = \left\{ (x_1, \ldots, x_d) \in \mathbb{R}^d : k_i \leq 2^j a_i x_i < k_i + 1, \ i = 1, \ldots, d \right\}. \]

For every \( Q = Q_{jk} \) we denote by \( x_Q = 2^{-j\vec{a}}k \) the “lower left-corner”, and by \( |Q| = 2^{-j\nu} \), the volume. We also notice that
\[ Q_{jk} = 2^{-j\vec{a}}((0,1)^d) + x_{Q_{jk}}. \]

For now on we will denote by \( Q \) the set of all dyadic rectangles of volume \( |Q| = 2^{-j\nu} \), \( j \in \mathbb{Z} \) and by \( Q \) the set of all dyadic rectangles. Note that for every \( j \in \mathbb{Z} \), the set of all the dyadic rectangles of the same volume \( Q_j \) is a disjoint partition of \( \mathbb{R}^d \).

We now briefly present the resolution of the identity that will be needed for the \( \varphi \)-transform and will form the framework for introducing the mixed-norm Besov and Triebel-Lizorkin spaces. It is known, see e.g. [6, Lemma 6.1.7], that we can choose \( \varphi, \psi \) satisfying the following conditions
\[ \varphi, \psi \in \mathcal{S}(\mathbb{R}^d), \]
\[ \text{supp } \hat{\varphi}, \hat{\psi} \subseteq \{ \xi \in \mathbb{R}^d : 2^{-1} \leq |\xi| \leq 2 \}. \]
where \( \ell \) the have and the anisotropic homogeneous mixed-norm \( T \)riebel-Lizorkin space

\[
M \supp(\varphi_j) = \varphi(2^{-j} \xi) \text{ for every } \xi \in \mathbb{R}^d, \text{ so by (3.2)}
\]

\[
\sum_{j \in \mathbb{Z}} \varphi(2^{-j} \xi) \hat{\psi}(2^{-j} \xi) = 1 \text{ if } \xi \neq 0.
\]

We then put \( \varphi_j(x) = 2^{j\nu} \varphi(2^j x) \) and define \( \psi_j, j \in \mathbb{Z} \), in a similar way. We have \( \hat{\varphi}_j(\xi) = \hat{\varphi}(2^{-j} \xi) \) for every \( \xi \in \mathbb{R}^d \), so by (3.2)

\[#3.5\] \[
\text{supp}(\hat{\varphi}_j), \text{ sup}(\hat{\psi}_j) \subseteq 2^{j} \{ \xi \in \mathbb{R}^d : 2^{-1} \leq |\xi| \leq 2 \} =: T_j.
\]

We deduce from (2.1)-(2.2) that there exists an \( M \in \mathbb{N} \), such that \( T_j \cap T_i = \emptyset \) when \( |i - j| > M \).

For every \( \tau > 0 \) there exists a constant \( c_\tau > 0 \) such that

\[
(3.6) \quad |\varphi_j(x)|, |\psi_j(x)| \leq c_\tau 2^{j\nu}(2^j x)^{-\tau}, \quad x \in \mathbb{R}^d.
\]

**Definition 3.1.** Functions \( \varphi, \psi \) satisfying (3.1)-(3.3) will be called admissible.

### 3.1. Mixed norm smoothness spaces.

We now recall the definition of anisotropic mixed-norm Triebel-Lizorkin and Besov spaces.

For \( \varphi, \psi \) are admissible, we have the following definition of the homogeneous anisotropic mixed-norm Triebel-Lizorkin and Besov spaces

**Definition 3.2.** Let \( s \in \mathbb{R}, \vec{p} = (p_1, \ldots, p_d) \in (0, \infty)^d, q \in (0, \infty) \) and \( \vec{a} = (0, \infty)^d \). The anisotropic homogeneous mixed-norm Besov space \( \dot{B}_p^s(\vec{a}) \) is defined as the set of all \( f \in S'(\mathbb{R}^d) / P \) such that

\[
(3.7) \quad \|f\|_{\dot{B}_p^s(\vec{a})} := \left( \sum_{j \in \mathbb{Z}} \left( \sum_{\xi \in \mathbb{R}^d} |\varphi_j * f(\xi)|^p \right)^{q/p} \right)^{1/q} < \infty,
\]

and the anisotropic homogeneous mixed-norm Triebel-Lizorkin space \( \dot{F}_p^s(\vec{a}) \) is defined as the set of all \( f \in S'(\mathbb{R}^d) / P \) such that

\[
(3.8) \quad \|f\|_{\dot{F}_p^s(\vec{a})} := \left( \sum_{j \in \mathbb{Z}} \left( \sum_{\xi \in \mathbb{R}^d} |\varphi_j * f(\xi)|^q \right)^{1/q} \right)^{1/q} < \infty,
\]

with the \( \ell_q \)-norm replaced by \( \sup_j \) if \( q = \infty \) for both \( \dot{B}_p^s(\vec{a}) \) and \( \dot{F}_p^s(\vec{a}) \).

We will also need the associated discrete versions of the functions spaces.

**Definition 3.3.** For \( s \in \mathbb{R}, \vec{p} = (p_1, \ldots, p_d) \in (0, \infty)^d, q \in (0, \infty] \) and \( \vec{a} = (0, \infty)^d \) we define the sequence space \( \dot{b}_p^s(\vec{a}) \), as the set of all complex-valued sequences \( a = \{a_Q\}_Q \in \mathbb{Q} \) such that

\[
(3.9) \quad \|a\|_{\dot{b}_p^s(\vec{a})} := \left( \sum_{j \in \mathbb{Z}} \left( \sum_{Q \in \mathbb{Q}, j} |Q|^{-s/j} |a_R(\vec{I}_Q)\| \right)^q \right)^{1/q} < \infty
\]

and the sequence space \( \dot{f}_p^s(\vec{a}) \), as the set of all complex-valued sequences \( a = \{a_Q\}_Q \in \mathbb{Q} \) such that

\[
(3.10) \quad \|a\|_{\dot{f}_p^s(\vec{a})} := \left( \sum_{j \in \mathbb{Z}} \left( \sum_{Q \in \mathbb{Q}, j} \|Q|^{-s/j} |a_R(\vec{I}_Q)\| \right)^q \right)^{1/q} < \infty
\]

where \( \vec{I}_Q = |Q|^{-1/2} \vec{I}_Q \), the function \( I_Q \) is the characteristic of the rectangle \( R \) and the \( \ell_q \)-norm is replaced by the \( \sup_j \) if \( q = \infty \).
We are now ready to define the $\varphi$-transform $S_\varphi$ that provides an important and universal discrete decomposition of the various smoothness spaces on the Besov and Triebel-Lizorkin scale.

**Definition 3.4.** Let $\varphi$ be an admissible function. The $\varphi$-transform $S_\varphi$, or the analysis operator, is the map sending each $f \in S' / \mathcal{P}$ to the complex-valued sequence

$$S_\varphi f = \{(S_\varphi f)_Q\}_Q,$$

with $(S_\varphi f)_Q = \langle f, \varphi_Q \rangle$, for every $Q \in \mathcal{Q}$.

Let $\psi$ be admissible. The so called inverse $\varphi$-transform $T_\psi$, or the synthesis operator, is the map taking a sequence $a = \{a_Q\}_Q$ to $T_\psi a = \sum_{Q \in \mathcal{Q}} a_Q \psi_Q$.

**Remark 3.5.** It is not entirely trivial that $T_\psi$ is well defined. For an approach to this question in the mixed-norm case, see [25].

One of the main results presented in [16, 17], extending the seminal work by Frazier and Jawerth [21, 22], is the following discrete decomposition and norm characterisation using the $\varphi$-transform.

**Theorem 3.6.** Let $s \in \mathbb{R}$, $\vec{p} = (p_1, \ldots, p_d) \in (0, \infty)^d$, $q \in (0, \infty]$, $\vec{a} \in [1, \infty)^n$ and $\varphi, \psi$ admissible. The $\varphi$-transform $S_\varphi : \dot{F}^s_{\vec{p}q}(\vec{a}) \to \dot{f}^s_{\vec{p}q}(\vec{a})$ and the inverse $\varphi$-transform $T_\psi : \dot{f}^s_{\vec{p}q}(\vec{a}) \to \dot{F}^s_{\vec{p}q}(\vec{a})$ are bounded. Furthermore $T_\psi \circ S_\varphi$ is the identity on $\dot{F}^s_{\vec{p}q}(\vec{a})$. In particular, $\|f\|_{\dot{F}^s_{\vec{p}q}(\vec{a})} \sim \|S_\varphi f\|_{\dot{f}^s_{\vec{p}q}(\vec{a})}$ for every $f \in \dot{F}^s_{\vec{p}q}(\vec{a})$. The same characterisation result holds for the Besov spaces $B^s_{\vec{p}q}(\vec{a})$ with associated sequence space $\dot{b}^s_{\vec{p}q}(\vec{a})$.

One potential issue with the decomposition system $\{\psi_R\}_R$ is the redundancy of the system, which makes the analysis of the systems approximation properties much more difficult, see the discussion in [35]. The goal in the sequel is to construct an orthonormal basis for $L_2(\mathbb{R}^d)$, i.e., a non-redundant system, that will support a similar type of universal decomposition of $B^s_{\vec{p}q}(\vec{a})$ and $\dot{F}^s_{\vec{p}q}(\vec{a})$, respectively, as provided by Theorem 3.6.

4. **Orthonormal brushlet bases**

A universal method to create orthonormal bases for multivariate $L_2$ is to use a tensor product construction based on a univariate orthonormal basis for $L_2(\mathbb{R})$. Often this method works well, but the approach can be considered problematic for wavelet bases and similar systems as basis elements with long "skinny" support in the frequency plane are created. Such elements are often not well-adapted for the analysis of smoothness spaces of Besov or Triebel-Lizorkin type due to the incompatible time-frequency structure. In this section, we will still rely on a tensor product construction, but it will be based on a more stable decomposition of the frequency space. The specific coverings will be introduced in Section 4.1, and the corresponding bases will be based on tensor products of so-called univariate brushlets. The construction of brushlets is a well-establish approach [32, 33], but for the convenience of the reader we have included a summary of the needed facts about brushlets in Appendix A.

4.1. **Lizorkin coverings of $\mathbb{R}^d$ and associated decomposition systems.** In order to combine individual multivariate brushlet systems in a coherent way to obtain an orthonormal basis for the full space $L^2(\mathbb{R}^d)$, it will be convenient to have a suitable partition made up of rectangles of the frequency space $\mathbb{R}^d \setminus \{0\}$. Moreover, the
partitions should also be constructed to be compatible with the frequency structure of the anisotropic Triebel-Lizorkin space. We will now introduce such partitions based on an idea first considered by Lizorkin in an isotropic setting.

Given an anisotropy $a = (a_1, \ldots, a_d)$, define the rectangles

$$R_j = \{ x : |x_i| \leq 2^{ja_i}, i = 1, \ldots, d \}, \quad \text{for } j \in \mathbb{Z},$$

and the corridors $K_j = R_j \setminus R_{j-1}$ for $j \in \mathbb{Z}$. Let $E_2 = \{ \pm 1, \pm 2 \}$, $E_1 := \{ \pm 1 \}$, and put $E := E_2^\otimes \setminus E_1^\otimes$, where we notice that $|E| = 4^n - 2^n$. For each $j \in \mathbb{Z}$, and $k \in E$, define

$$R_{j,k} = \{ x \in \mathbb{R}^d : \text{sgn}(x_i) = \text{sgn}(k_i), \text{ and } (|k_i| - 1)2^{j-1} \leq |x_i|^{1/a_i} < |k_i|2^{j-1} \},$$

where the construction ensures that $K_j = \cup_{k \in E} R_{j,k}$. Clearly, $R_{j,k}$ is a $d$-dimensional rectangle, so we may write

$$R_{j,k} = I_{j,k_1}^1 \times I_{j,k_2}^2 \times \cdots \times I_{j,k_d}^d, \quad j \in \mathbb{Z}, k \in E,$$

where each $I_{j,k_i}^d$ is an half-open interval in $\mathbb{R}$. Letting $c_{j,k} \in \mathbb{R}^d$ denote the center of $R_{j,k}$, we also have the affine representation

$$R_{j,k} = 2^{j\tilde{d}}B(k)(-1,1)^d + c_{j,k},$$

where $B(k) : \mathbb{R}^d \to \mathbb{R}^d$, $k \in E$, is the matrix given by

$$B(k) = \text{diag}(b(k)_1, \ldots, b(k)_d), \quad \text{with } b(k)_i := \begin{cases} 2^{-(a_i+1)}, & \text{if } |k_i| = 1 \\ (1 - 2^{-a_i})/2, & \text{if } |k_i| = 2. \end{cases}$$

The family $\mathcal{R} := \{ R_{j,k} \}_{j \in \mathbb{Z}, k \in E}$ gives an anisotropic Lizorkin partition of $\mathbb{R}^d \setminus \{0\}$. For notational convenience, we also define $\mathcal{R}_j := \{ R_{j,k} \}_{k \in E}$.

We now construct univariate brushlet bases, following the outline in Appendix A, adapted to the intervals $\{ I_{j,k}^d \}_{k \in E}$. More specifically, we consider the intervals,

$$(4.1) \quad \{ \pm [0, 2^{(j-1)a_1}) \} \cup \{ \pm [2^{(j-1)a_1}, 2^{ja_1}) \}$$

where we choose corresponding cutoff radii $2^{(j-2)a_1}$ at $\pm 2^{ja_1}$ and cutoff radii $2^{(j-3)a_1}$ at $\{0, \pm 2^{(j-1)a_1}\}$, where we again refer to Appendix A for a discussion of cutoff radii.

For each $R_{j,k} = I_{j,k_1}^1 \times I_{j,k_2}^2 \times \cdots \times I_{j,k_d}^d$, $j \in \mathbb{Z}, k \in E$, we define the orthonormal brushlet system,

$$\{ w_{n,R_{j,k}} : n \in \mathbb{N}_0^d \},$$

with $w_{n,R_{j,k}}$ defined as the tensor product in Eq. (A.16), see Appendix A,

$$w_{n,R_{j,k}} := \prod_{i=1}^d w_{n_i,R_{j,k_i}}.$$

**Remark 4.1.** It is important to observe that by the construction in Appendix A, $w_{n,R_{j,k}} \in S_\infty(\mathbb{R}^d)$, since the (compact) frequency support of the smooth function $w_{n,R_{j,k}}$ does not contain the zero frequency. Hence, the expansion coefficient $\langle f, w_{n,R_{j,k}} \rangle$ is well-defined for $f \in S'/\mathcal{P}$ (and, in particular, for $f \in \hat{F}_{pq}^* \cup \hat{B}_{pq}^*$).

We claim that the full system

$$(4.2) \quad \mathcal{W} := \{ w_{n,R_{j,k}} : n \in \mathbb{N}_0^d, j \in \mathbb{Z}, k \in E \},$$
is an orthonormal basis for \( L_2(\mathbb{R}^d) \) that provides the wanted universally stable decomposition of the Besov and Triebel-Lizorkin spaces. The claim will be substantiated in the following sections.

5. Stability of the Multivariate Brushlet Systems

We have the following fundamental property of the system \( \{w_{n,R,j,k}\} \) defined in the previous section.

**Proposition 5.1.** Given any anisotropy \( a = (a_1, \ldots, a_d) \in (0, \infty)^d \), the corresponding system \( \mathcal{W} \) defined in Eq. (4.2) forms an orthonormal basis for \( L_2(\mathbb{R}^d) \).

The proof on the Proposition can be found in Appendix B.

### 5.1. Characterizations of \( \dot{M}^s_{\vec{p},q}(\vec{a}) \) and \( \dot{F}^s_{\vec{p},q}(\vec{a}) \)

We claim that the spaces \( \dot{F}^s_{\vec{p},q}(\vec{a}) \) and \( \dot{M}^s_{\vec{p},q}(\vec{a}) \) can be completely characterized using the brushlet system considered in Proposition 5.1. We focus on proving this claim for the Triebel-Lizorkin type spaces \( \dot{F}^s_{\vec{p},q}(\vec{a}) \). For many of the proofs in this Section, we will call on results on vector-valued multiplies as discussed in Section 2.1. The corresponding results for the Besov spaces \( \dot{M}^s_{\vec{p},q}(\vec{a}) \) are easier to handle due to the (simpler) structure of the space, and we will just state the results for \( \dot{M}^s_{\vec{p},q}(\vec{a}) \) and leave most details to the reader.

For \( R := R_{j,k} = I^d_{j,k_1} \times I^d_{j,k_2} \times \cdots \times I^d_{j,k_d} \in \mathcal{R} \), we define for \( n \in \mathbb{N}_0^d \),

\[
U(R, n) = \{ y \in \mathbb{R}^d : 2^j y - \pi(n + a) \in [-1, 1]^d \},
\]

where \( a := [\frac{1}{2}, \ldots, \frac{1}{2}]^T \in \mathbb{R}^d \). It is easy to verify there exists \( L < \infty \) so that uniformly in \( x \) and \( R \), \( \sum_n \| \mathbb{I}_{U(R, n)}(x) \| \leq L \). One may also verify that for \( n, n' \in \mathbb{N}_0^d \),

\[
U(R, n') = U(R, n) + \pi 2^{-j} (n' - n), \quad \text{and} \quad |U(R, n)| = 2^{-j} |R|^{-1}.
\]

Let us now prove that the canonical coefficient operator is bounded on \( \dot{F}^s_{\vec{p},q}(\vec{a}) \). We mention that the operator is well-defined according to Remark 4.1 in the sense that the quantity \( S^a_q(f) \) defined below in Proposition 5.2 can be computed for any \( f \in \mathcal{S}'(\mathbb{R}) \).

**Proposition 5.2.** Suppose \( s \in \mathbb{R} \), \( \vec{p}, \vec{q} \in (0, \infty)^d \), and \( 0 < q \leq \infty \). Then

\[
\| S^a_q(f) \|_{\mathcal{F}} \leq C \| f \|_{\dot{F}^s_{\vec{p},q}(\vec{a})}, \quad f \in \dot{F}^s_{\vec{p},q}(\vec{a}),
\]

where

\[
S^a_q(f) := \left( \sum_{R} \sum_{n} \| f_{\vec{R},n} \|_{L^2(\mathbb{R}^d)}^{\frac{q}{2}} \right)^{1/q},
\]

with \( \| f_{\vec{R},n} \|_{L^2(\mathbb{R}^d)} := |R|^{1/2} \mathbb{I}_{U(R,n)} \).

**Proof.** Take \( f \in \dot{F}^s_{\vec{p},q}(\mathbb{R}^d) \cap \mathcal{S}_c(\mathbb{R}^d) \) and consider \( R \in \mathcal{R}_j \), for some \( j \in \mathbb{Z} \), i.e., \( |R| \asymp 2^{j} \) (uniformly in \( j \)). We write the cosine term in Eq. (A.6) as a sum of complex exponentials, and we take a tensor product to create \( w_{n,R} \). This process creates a multivariate function with \( 2^d \) "humps", and, as it turns out, we will consequently need \( 2^d \) terms to control the inner product \( \langle f, w_{n,R} \rangle \). By (A.17),

\[
|\langle f, w_{n,R} \rangle| \leq C 2^{-d} |R|^{1/2} \sum_{m=1}^{2^d} |\langle f, G_R(\Delta(x + U_m n, R)) \rangle|,
\]
We now apply the maximal inequality (2.12), where we notice by the construction of $H_R(\cdot) := G_R(\Delta \cdot)$.

Now, notice for $x \in U(R, n)$ we have $(2^j \bar{a}(e_n, R - x))^\delta \leq c$. Hence, for $0 < t < \min(p_1, \ldots, p_d, q)$,

$$\sum_{m \in \mathbb{N}_0^d} (|R|^s/\nu |(f, w_{n,R})\|^q_U(R,m)(\cdot))^q$$

$$\leq \sum_{m=1}^{2^d} \sum_{n \in \mathbb{N}_0^d} |R|^s/\nu |f * H_R(U_m e_n R)|^q U(R,n)(x)$$

$$\leq c \sum_{m=1}^{2^d} \sum_{n \in \mathbb{N}_0^d} \frac{2^{-sj} |f * H_R(U_m e_n R)|}{(2^j (e_n, R - x))^\nu/t} U(R,n)(x)$$

$$\leq c \sum_{m=1}^{2^d} \sum_{n \in \mathbb{N}_0^d} \left( \sup_{y \in U(R,n)} 2^{-sj} |f * H_R(U_m y)| \right)^q U(R,n)(x).$$

We now apply the maximal inequality (2.12), where we notice by the construction of $H_R$, $H_R \subseteq 2^j \mathbb{Z}^d [-2, 2]$, so consequently $\text{supp}[(f * H_R) \circ U_m] \subseteq 2^j \mathbb{Z}^d [-2, 2]$. We obtain

$$\sum_{n \in \mathbb{N}_0^d} (|R|^s/\nu |(f, w_{n,R})\|^q_U(R,n)(\cdot))^q \leq c \sum_{m=1}^{2^d} \left( 2^{-sj} M_d (f * H_R)(U_m x) \right)^q,$$

for every $x \in \mathbb{R}^d$. We now pass to the discrete Triebel-Lizorkin norm of $S_{\varphi,f}$, where we notice that, due to the frequency localization of $H_R$ around $R$,

$$f * H_R = \sum_{i \in F_R} \varphi_i * \psi_i * f * H_R,$$

for $F_R := \{i : T_i \cap \text{supp}(H_R) \neq \emptyset\} \subset j + \{-M, -M + 1, \ldots, M - 1, M\}$, where the dyadic structure of $\cup_j \mathcal{P}_j$, and the support sets $\{T_j\}$, ensure that $M$ can be chosen independent of $R$.

One can also verify, using the specific structured compact support in frequency, that both systems $\{\psi_j\}_j$ and $\{H_R\}_{R \in \mathcal{R}}$ satisfy the conditions stated in Proposition 2.2 for any $m > \frac{\nu}{2} + \frac{\min(p_1, \ldots, p_d, q)}{\nu}$. Hence, by substituting (5.4) in (5.3), and using Proposition 2.2 twice, we obtain

$$\|S^d_q(f)\|_{\bar{F}} \leq c \sum_{m=1}^{2^d} \left\| \left( \sum_{R \in \mathcal{R}} \left( \sum_{i \in F_R} \varphi_i * \psi_i * f * H_R(U_m \cdot) \right)^q \right)^{1/q} \right\|_{\bar{F}}$$

$$\leq c \sum_{m=1}^{2^d} \left\| \left( \sum_{R \in \mathcal{R}} \sum_{i \in F_R} \left( 2^{-sj} \varphi_i * \psi_i * f * H_R(\cdot) \right)^q \right)^{1/q} \right\|_{\bar{F}}$$

$$\leq c \sum_{m=1}^{2^d} \left\| \left( \sum_{R \in \mathcal{R}} \sum_{i \in F_R} \left( 2^{-sj} \varphi_i * \psi_i * f(\cdot) \right)^q \right)^{1/q} \right\|_{\bar{F}}$$

$$= C 2^{-d} |R|^{1/2} \sum_{m=1}^{2^d} |f * H_R(U_m e_n R)|.$$
and the general result then follows from a limiting argument using that $S_\infty(\mathbb{R}^d)$ is dense in $\dot{F}_{p,q}^s(\vec{a})$.

**Remark 5.3.** Clearly, the quantity $\|S_\infty^p(f)\|_\vec{p}$ is closely related to the $\dot{F}_{p,q}^s$-norm given in (3.10), but slightly different domains for the sequences are used in the two cases due the structure imposed by the Lizorkin-decomposition. Rather than applying a potentially complicated re-indexing, we will slightly abuse notation below and (re-)define

$$\|\{c_{n,R}\}_{n,R}\|_{\dot{F}_{p,q}^s(\vec{a})} := \left\| \left( \sum_{R \in \mathcal{R}} \sum_{n \in \mathbb{N}_0^d} |R|^{s/p} |c_{n,R}| \|\tilde{W}_{U(R,n)}(\cdot)\|_p \right)^{1/q} \right\|_p,$$

and

$$\|\{c_{n,R}\}_{n,R}\|_{\dot{B}_{p,q}^s(\vec{a})} := \left( \sum_{R \in \mathcal{R}} \left\| \left( \sum_{n \in \mathbb{N}_0^d} |R|^{s/p} |c_{n,R}| \|\tilde{W}_{U(R,n)}(\cdot)\|_p \right)^{q} \right\|^{1/q}_p,$$

for sequences $\{c_{n,R}\}_{n,R}$ with index domain $\mathbb{N}_0^d \times \mathcal{R}$.

With the adjusted notation, Proposition 5.2 can be rephrased more naturally proving that the canonical analysis operator $S_W$, defined for $f \in \mathcal{S}'/\mathcal{P}$ by

$$S_W f = \{ (S_W f)_{n,R} \}_{n,R}, \text{ with } (S_W f)_{n,R} = \{ f, w_{n,R} \}, \text{ for } (n,R) \in \mathbb{N}_0^d \times \mathcal{R},$$

is bounded on $\dot{F}_{p,q}^s(\vec{a})$,

$$S_W : \dot{F}_{p,q}^s(\vec{a}) \rightarrow \dot{F}_{p,q}^s(\vec{a}),$$

with a similar result for $\dot{B}_{p,q}^s(\vec{a})$ and $\dot{B}_{p,q}^s(\vec{a})$.

We now turn to a companion result to Proposition 5.2 and (5.7) that will imply that the canonical reconstruction operator $T_W$ for $\{w_{n,R}\}$, defined for (finite) sequences $c = \{c_{n,R}\}$ by

$$T_W c := \sum_{n,R} c_{n,R} w_{n,R},$$

is bounded on $\dot{F}_{p,q}^s(\vec{a})$ and $\dot{B}_{p,q}^s(\vec{a})$, respectively, using the interpretation specified in (5.5).

**Proposition 5.4.** Suppose $s \in \mathbb{R}, \vec{p} \in (0, \infty)^d$ and let $0 < q < \infty$. Then for any finite sequence $s = \{s_{n,R}\}_{n,R}$, we have

$$\|T_W s\|_{\dot{F}_{p,q}^s(\vec{a})} \leq C\|s\|_{\dot{F}_{p,q}^s(\vec{a})}.$$

A similar estimate holds for $\dot{B}_{p,q}^s(\vec{a})$ and $\dot{B}_{p,q}^s(\vec{a})$.

**Proof.** Assume that $\varphi$, $\psi$ is an admissible pair as specified in Definition 3.1. We will use the associated system $\{\varphi_j\}_{j \in \mathbb{Z}}$ to calculate the norm in $\dot{F}_{p,q}^s(\vec{a})$. Using the structure given by (A.6), and Proposition 2.2, we get

$$\left\| \sum_{n,R} s_{n,R} w_{n,R} \|_{\dot{F}_{p,q}^s(\vec{a})} = \left\| \left\{ 2^{js} \varphi_j * \left( \sum_{n,R} s_{n,R} w_{n,R} \right) \right\} \right\|_{L_p(\ell_q)}$$
where we used the (quasi-)triangle inequality and straightforward substitutions.

\[ \text{Lemma 5.5.} \]

Let \( \tilde{N}_j = \{ R' \in \mathcal{P} : T_j \cap \text{supp}(h_{R'}) \neq \emptyset \} \). It follows easily that \# \( \tilde{N}_j \) is uniformly bounded, and we obtain

\[
\left\| \left\{ 2^{js} \sum_{R \in \tilde{N}_j} \sum_n s_{n,R} w_{n,R} \right\} \right\|_{L_\rho(t_\rho)} \leq C \left( \sum_{R \in \tilde{N}_j} \left( 2^{js} \sum_n |s_{n,R}||w_{n,R}| \right)^q \right)^{1/q}.
\]

Fix \( 0 < r < \min(p_1, \ldots, p_d, q) \). Then by Lemma 5.5 below, and the Fefferman-Stein maximal inequality (2.11), we obtain

\[
\left\| \left\{ 2^{js} \sum_n |s_{n,R}||w_{n,R}| \right\} \right\|_{L_\rho(t_\rho)} \leq C \left( \sum_{R \in \tilde{N}_j} \left( 2^{js} \sum_n |s_{n,R}||w_{n,R}| \right)^q \right)^{1/q}.
\]

where we used the (quasi-)triangle inequality and straightforward substitutions in the integrals. The result now follows since the sum over \( n \) is locally finite with a uniform bound on the number of non-zero terms, which implies that

\[
\left( \sum_n |s_{n,R}||w_{n,R}| \right)^q \lesssim \sum_n |s_{n,R}|^q |\mathbb{1}_{U(R,n)}|,
\]

uniformly in \( R \), where we also recall that \( \mathbb{1}_{U(R,n)} := |R|^{1/2} |\mathbb{1}_{U(R,n)}| \).

The following estimate was used in the proof of Proposition 5.4.

\textbf{Lemma 5.5.} Let \( 0 < r \leq 1 \). There exists a constant \( C \), independent of \( R \in \mathcal{R} \), such that for any finite sequence \( \{ s_{n,R} \}_{n,R} \) we have

\[
\sum_n |s_{n,R}||w_{n,R}(x)| \leq C |R|^{1/2} \sum_{m=1}^{d} \mathcal{M}_r \left( \sum_n |s_{n,R}| |\mathbb{1}_{U(R,n)}| \right) (U_m x), \quad x \in \mathbb{R}^d,
\]

with \( U_m \) defined in Eq. (A.18).

The proof of Lemma 5.5 can be found in Appendix B. We now use Proposition 5.2 and Proposition 5.4 to obtain the main result of this paper, that \( \{ w_{n,R} \} \) is an orthonormal basis that universally captures the norm of \( B_{p,q}^s(\bar{a}) \) and \( F_{p,q}^s(\bar{a}) \), respectively. Moreover, the system forms an unconditional basis for \( B_{p,q}^s(\bar{a}) \) and for \( F_{p,q}^s(\bar{a}) \) in the Banach space case.
Theorem 5.6. Let $s \in \mathbb{R}, \vec{p} \in (0, \infty)^d, 0 < q < \infty$. The maps $S_W$ and $T_W$ provide isomorphisms between $\dot{F}^s_{\vec{p}, q}(\vec{a})$ and $\dot{f}^s_{\vec{p}, q}(\vec{a})$, with $T_W \circ S_W = \text{Id}_{\dot{F}^s_{\vec{p}, q}(\vec{a})}$. In particular, we have the norm characterization

$$
\|f\|_{\dot{F}^s_{\vec{p}, q}(\vec{a})} \asymp \|S_W\|_{\dot{f}^s_{\vec{p}, q}(\vec{a})}, \quad f \in \dot{F}^s_{\vec{p}, q}(\vec{a}),
$$

with $\dot{f}^s_{\vec{p}, q}(\vec{a})$ defined in (5.6). Moreover, $\{w_{n,R}\}_{n \in \mathbb{N}_0, R \in \mathbb{R}}$ forms an unconditional basis for $\dot{F}^s_{\vec{p}, q}(\vec{a})$.

Similar characterisation results holds for the Besov spaces $\dot{B}^s_{\vec{p}, q}(\vec{a})$ with associated sequence space $\dot{b}^s_{\vec{p}, q}(\vec{a})$.

Proof. The norm characterization follows at once by combining Proposition 5.2 and Lemma 5.4. The claim that the system forms an unconditional basis when $1 \leq p, q < \infty$ follows easily from the fact that $\dot{F}^s_{\vec{p}, q}(\vec{a})$ is a Banach space, and that finite expansions in $\{w_{n,R}\}$ have uniquely determined coefficients giving us a norm characterization of such expansions by the $L_\vec{p}$-norm of $S^s_q(\cdot)$.

The proof in the Besov space case $\dot{B}^s_{\vec{p}, q}(\vec{a})$ is similar, but somewhat more simple. We leave the details to the reader. \qed

We mention that for a lattice preserving dilation, one can construct $r$-regular wavelets forming orthonormal bases for $L_2(\mathbb{R}^d)$, see [11, 14]. Theorem 5.6 can easily be extended to this case with a simplified proof.

The norm characterisation obtained in Theorem 5.6 may appear similar to the characterisation obtained for tight frames in [16, 18], but one should notice the important additional fact that $\{w_{n,R}\}$ forms an unconditional basis. This fact has significant implications for, e.g., $m$-term nonlinear approximation using the system $\{w_{n,R}\}$, where the linear independence will allow one to prove inverse estimates of Bernstein type. Inverse estimates are currently out of reach for the redundant $\varphi$-transform frames considered in [16, 18], see a discussion of this longstanding open problem in [35].

6. Nonlinear $m$-term approximation

We now consider $m$-term nonlinear approximation with the system $W$ in $\dot{F}^\beta_{\vec{p}, q}(\vec{a})$. Let us first introduce some needed notation.

We use the notation $V \hookrightarrow W$ to indicate $V$ is continuously embedded in $W$ for two (quasi)normed spaces $V$ and $W$, i.e., $V \subset W$ and there is a constant $C < \infty$ such that $\|\cdot\|_W \leq C\|\cdot\|_V$.

A dictionary $\mathcal{D} = \{g_n\}_{n \in \mathbb{N}}$ in $\dot{F}^\beta_{\vec{p}, q}(\vec{a}), \vec{p} \in (0, \infty)^d, 0 < q \leq \infty, \beta \geq 0$, is a countable collection of quasi-normalized elements from $\dot{F}^\beta_{\vec{p}, q}(\vec{a})$ in the sense that there exists $C \geq 1$ such that

$$
C^{-1} \leq \|g_n\|_{\dot{F}^\beta_{\vec{p}, q}(\vec{a})} \leq C, \quad n \in \mathbb{N}.
$$

Given $\mathcal{D}$, we consider the collection of all possible $m$-term expansions with elements from $\mathcal{D}$:

$$
\Sigma_m(\mathcal{D}) := \left\{ \sum_{i \in \Lambda} c_i g_i \mid c_i \in \mathbb{C}, \#\Lambda \leq m \right\}.
$$
The error of the best \(m\)-term approximation to an element \(f \in \hat{F}^\beta_{p,q}(\tilde{a})\) is then

\[
\sigma_m(f, D)_{\hat{F}^\beta_{p,q}(\tilde{a})} := \inf_{m \in \Sigma_m(D)} \| f - f_m \|_{\hat{F}^\beta_{p,q}(\tilde{a})},
\]

The approximation space \(A_q^\alpha(\hat{F}^\beta_{p,q}(\tilde{a}), D)\) essentially consists of all functions that can be approximated at the rate \(O(m^{-\alpha})\). The parameter \(q\) is for fine-tuning only.

**Definition 6.1.** The approximation space \(A_q^\alpha(\hat{F}^\beta_{p,q}(\tilde{a}), D)\) is defined by

\[
|f|_{A_q^\alpha(\hat{F}^\beta_{p,q}(\tilde{a}), D)} := \left( \sum_{m=1}^{\infty} \left( m^\alpha \sigma_m(f, D)_{\hat{F}^\beta_{p,q}(\tilde{a})} q \frac{1}{m} \right)^q \right)^{1/q} < \infty,
\]

and (quasi)normed by \(\|f\|_{A_q^\alpha(\hat{F}^\beta_{p,q}(\tilde{a}), D)} = \|f\|_{\hat{F}^\beta_{p,q}(\tilde{a})} + |f|_{A_q^\alpha(\hat{F}^\beta_{p,q}(\tilde{a}), D)}\) for \(0 < q, \alpha < \infty\). When \(q = \infty\), the \(\ell_q\) norm is replaced by the sup-norm.

Now a fundamental question is whether it is possible to completely characterize \(A_q^\alpha(\hat{F}^\beta_{p,q}(\tilde{a}), D)\) in terms of known smoothness spaces. Often this problem is addressed by studying Jackson and Bernstein estimates for the dictionary \(D\). Suppose \(Y \rightarrow \hat{F}^\beta_{p,q}(\tilde{a})\) is a quasi-normed linear subspace. Then a Jackson inequality with exponent \(r_J > 0\) is a so-called direct estimate of the type

\[
\sigma_m(f, D)_{\hat{F}^\beta_{p,q}(\tilde{a})} \leq C m^{-r_J} \|f\|_Y, \quad m \in \mathbb{N}, f \in Y,
\]

while a Bernstein estimate with exponent \(r_B > 0\) is an inverse estimate of the type

\[
\|S\|_Y \leq C m^{r_B} \|S\|_{\hat{F}^\beta_{p,q}(\tilde{a})}, \quad S \in \Sigma_m(D).
\]

Whenever it is possible to find an appropriate subspace \(Y\) with corresponding Jackson and Bernstein estimates matching exponents, one can call on general theory to obtain a characterisation of \(A_q^\alpha(\hat{F}^\beta_{p,q}(\tilde{a}), D)\) in terms of certain interpolation spaces between \(Y\) and \(\hat{F}^\beta_{p,q}(\tilde{a}), D\), we refer to [20, Chap. 7] for further details.

A general challenge is to obtain good estimates of \(\sigma_m(f, D)_{\hat{F}^\beta_{p,q}(\tilde{a})}\) as \(m \rightarrow \infty\). Sometimes this can be accomplished by using a simple thresholding approach. We will need some additional terminology to study this question further.

For \(\Gamma \subset \mathbb{N}\), put \(\Sigma_{\Gamma} := \sum_{j \in \Gamma} g_j\). We say that \(D\) is democratic if there exists \(c \geq 1\) such that for all finite sets \(\Gamma, \Gamma' \subset \mathbb{N}\) with \(\#\Gamma = \#\Gamma'\),

\[
e^{-1} \|\Sigma_{\Gamma}\|_{\hat{F}^\beta_{p,q}(\tilde{a})} \leq \|\Sigma_{\Gamma'}\|_{\hat{F}^\beta_{p,q}(\tilde{a})} \leq c \|\Sigma_{\Gamma}\|_{\hat{F}^\beta_{p,q}(\tilde{a})}.
\]

Let us add some more structure to make thresholding well defined. Let us suppose \(D \subset L_2(\mathbb{R}^d) \cap \hat{F}^\beta_{p,q}(\tilde{a})\) is such that there exists an associated dual system \{\(\hat{g}_j\)\} \(\subset L_2(\mathbb{R}^d)\) satisfying

\[
\langle \hat{g}_i, g_j \rangle = \delta_{i,j}, \quad i, j \in \mathbb{N}.
\]

A greedy algorithm of step \(N\) is defined as a correspondence

\[
G_N(f) := \sum_{\ell=1}^{N} \langle f, \hat{g}_{n_\ell} \rangle g_{n_\ell},
\]

for any permutation \(\{n_\ell\}_{\ell=1}^{\infty}\) of \(\mathbb{N}\) such that

\[
\|\langle f, \hat{g}_{n_1} \rangle g_1\|_{\hat{F}^\beta_{p,q}(\tilde{a})} \geq \|\langle f, \hat{g}_{n_2} \rangle g_2\|_{\hat{F}^\beta_{p,q}(\tilde{a})} \geq \|\langle f, \hat{g}_{n_3} \rangle g_3\|_{\hat{F}^\beta_{p,q}(\tilde{a})} \geq \cdots
\]
We say that $D$ is \textit{greedy} provided there exists a constant $C \geq 1$ such that
\[
\|f - \mathcal{G}_m(f)\|_{\dot{F}^\beta_{p,q}(\vec{a})} \leq C\sigma_m(f, D)_{F^\beta_{p,q}(\vec{a})}, \quad m \in \mathbb{N},
\]
for all $f \in \dot{F}^\beta_{p,q}(\vec{a})$.

Let us turn our attention to the system $W$. We have the following first observation regarding the basis $W$ and greediness.

\[\text{Lemma 6.2.} \quad \text{Let } \vec{p} = (p_1, p_2, \ldots, p_d) \in (0, \infty)^d, \ 0 < q < \infty \text{ and } \beta \in \mathbb{R}. \ \text{Let } \mathcal{W}_\vec{p} \text{ be a re-scaled quasi-normalized version of } W \text{ in } \dot{F}^\beta_{\vec{p},q}(\vec{a}). \ \text{Then } \mathcal{W}_\vec{p} \text{ is greedy in } \dot{F}^\beta_{\vec{p},q}(\vec{a}) \text{ if and only if } W_\vec{p} \text{ is democratic in } \dot{F}^\beta_{\vec{p},q}(\vec{a}). \]

\[\text{Proof.} \quad \text{A general result by Temlyakov and Konyagin, see [30] and [24], yields that } \mathcal{W}_\vec{p} \text{ is greedy if and only if } W_\vec{p} \text{ is democratic and forms an unconditional basis for } \dot{F}^\beta_{\vec{p},q}(\vec{a}). \ \text{We have from Theorem 5.6 that } \mathcal{W}_\vec{p} \text{ forms an unconditional basis for } \dot{F}^\beta_{\vec{p},q}(\vec{a}), \ \text{so } \mathcal{W}_\vec{p} \text{ is greedy if and only if it is democratic.} \]

\[\text{Remark 6.3.} \quad \text{Temlyakov and Konyagin [30] proved their result in a Banach space setting, but the reader can easily verify that their arguments also work in a quasi-Banach setting as the one used in Lemma 6.2. This generalisation has also been observed in [24].} \]

We can now characterise exactly when $W_\vec{p}$ is democratic in $\dot{F}^\beta_{\vec{p},q}(\vec{a})$.

\[\text{Proposition 6.4.} \quad \text{Let } \vec{p} = (p_1, p_2, \ldots, p_d) \in (0, \infty)^d, \ d \geq 2. \ \text{Let } \mathcal{W}_\vec{p} \text{ be a re-scaled quasi-normalized version of } W \text{ in } \dot{F}^\beta_{\vec{p},q}(\vec{a}). \ \text{Then } \mathcal{W}_\vec{p} \text{ is democratic in } \dot{F}^\beta_{\vec{p},q}(\vec{a}) \text{ if and only if } p_1 = p_2 = \cdots = p_d. \]

\[\text{Proof.} \quad \text{By calling on the characterization given in Theorem 5.6, we notice that quasi-normalization of } W \text{ in } \dot{F}^\beta_{\vec{p},q}(\vec{a}) \text{ implies that}
\]
\[\mathcal{W}_\vec{p} = \{c_{n,R,j,k} w_n, R, j, k \in E \}, \]

with normalisation constants $\{c_{n,R,j,k}\}$ satisfying
\[c_{n,R,j,k} \geq 2 \left(\frac{2d}{p_1} + \cdots + \frac{2d}{p_d} - \beta\right),\]

uniformly in $n, j$ and $k$, with the exponent $\beta - \left(\frac{2d}{p_1} + \cdots + \frac{2d}{p_d}\right)$ representing the differential dimension of $\dot{F}^\beta_{\vec{p},q}(\vec{a})$. Let us suppose $\mathcal{W}_\vec{p}$ is democratic in $\dot{F}^\beta_{\vec{p},q}(\vec{a})$. For $m, n \in \{1, 2, \ldots, d\}$, with $m \neq n$, and $N > 1$, put
\[F_N(x) := \sum_{\ell=1}^{N} c_{\ell, R_0, k} w_{\ell, R_0, k}, \quad G_N(x) := \sum_{\ell=1}^{N} c_{\ell, R_0, k} w_{\ell, R_0, k},\]

where $e_i$ is the \textit{i}th basis vector from the canonical basis for $\mathbb{R}^d$, and $k \in E$ is fixed.

We are supposing that $\mathcal{W}_\vec{p}$ is democratic, so
\[\|F_N\|_{\dot{F}^\beta_{\vec{p},q}(\vec{a})} \asymp \|G_N\|_{\dot{F}^\beta_{\vec{p},q}(\vec{a})} \]

uniformly in $N \in \mathbb{N}$. However, using the characterization given in Theorem 5.6, we see that
\[\|F_N\|_{\dot{F}^\beta_{\vec{p},q}(\vec{a})} \asymp \left\| \sum_{\ell=1}^{N} 1_{U(R_0, k, e_\ell)}(\gamma) \right\|_{\vec{p}} \asymp N^{1/p_0},\]
and
\[ \|G_N\|_{\tilde{\mathcal{F}}_{\tilde{p},q}(\tilde{\alpha})} \asymp \left\| \sum_{\ell=1}^{N} \mathbb{1}_{U(R_{0,k}, \ell, \ell_m)}(\cdot) \right\|_{\tilde{p}} \asymp N^{1/p_m}, \]
so we obtain \( N^{1/p_m} \asymp N^{1/p_m} \) and conclude that \( p_n = p_m \) by letting \( N \to \infty \). Hence, the only case where the \( \mathcal{W}_F \) can possibly be democratic is the unmixed case \( p_1 = p_2 = \cdots = p_d \).

Now suppose \( p_1 = p_2 = \cdots = p_d = p \) for some \( p \in (0, \infty) \). Calling on the characterization given in Theorem 5.6, democracy of \( \mathcal{W}_{(p,p, \ldots, p)} \) will follow if we can prove that the special sequence,
\[ \hat{1}_\Gamma := \sum_{F \in \ell} \frac{\mathbb{1}_F}{\|\mathbb{1}_F\|_{\tilde{f}_{\tilde{p}, \ldots, \tilde{p}, q}(\tilde{\alpha})}}, \]
where \( \mathbb{1}_F \) denotes the sequence defined on \( \mathcal{R} \times \mathbb{N}_0^d \) with entry 1 at \( F \) and zero otherwise, satisfies
\[ \|\hat{1}_\Gamma\|_{\tilde{f}_{\tilde{p}, \ldots, \tilde{p}, q}(\tilde{\alpha})} \asymp (\#\Gamma)^{1/p}, \]
uniformly, for every finite subset \( \Gamma \subset \mathcal{R} \times \mathbb{N}_0^d \).

However, this particular sequence space estimate in the unmixed setting has been studied in detail by Garrigos and Hernández in [24], where a minor modification to the proof of [24, Prop. 3.2], in order to adapt to (5.5), confirms the estimate (6.2).

We have the following corollary.

**Corollary 6.5.** Let \( \tilde{p} = (p_1, p_2, \ldots, p_d) \in (0, \infty)^d \), \( d \geq 2 \). Let \( \mathcal{W}_{\tilde{p}} \) be a re-scaled quasi-normalized version of \( \mathcal{W} \) in \( \tilde{f}_{\tilde{p}, q}(\tilde{\alpha}) \). Then \( \mathcal{W}_{\tilde{p}} \) is greedy in \( \tilde{f}_{\tilde{p}, q}(\tilde{\alpha}) \) if and only if \( p_1 = p_2 = \cdots = p_d \).

**Proof.** Clearly, by the characterization given in Theorem 5.6, \( \mathcal{W}_{\tilde{p}} \) is greedy in \( \tilde{f}_{\tilde{p}, q}(\tilde{\alpha}) \) if and only if \( \{\mathbb{1}_F\}_{F \in \mathbb{R} \times \mathbb{N}_0^d} \) is greedy in \( \tilde{f}_{\tilde{p}, q}(\tilde{\alpha}) \). We notice that \( \tilde{f}_{\tilde{p}, q}(\tilde{\alpha}) \) satisfies the hypothesis of [24, Theorem 2.1], and invoking [24, Theorem 2.1], we obtain that \( \mathcal{W}_{\tilde{p}} \) is greedy in \( \tilde{f}_{\tilde{p}, q}(\tilde{\alpha}) \) if and only if
\[ \left\{ \frac{\mathbb{1}_F}{\|\mathbb{1}_F\|_{\tilde{f}_{\tilde{p}, q}(\tilde{\alpha})}} \right\}_{F \in \mathbb{R} \times \mathbb{N}_0^d} \]
is democratic in \( \tilde{f}_{\tilde{p}, q}(\tilde{\alpha}) \). As noted in (the proof of) Proposition 6.4, this happens if and only if \( p_1 = p_2 = \cdots = p_d \). \( \square \)

**6.1. A mixed-norm Bernstein estimate.** Now we consider a Bernstein estimate for the system \( \mathcal{W} \), where we choose a Besov space to be the embedded smoothness space. The technique we employ below to obtain the estimate for \( \mathcal{W} \) is to “unmix” the problem by using the embedding result given in the following Lemma 6.6, which is proven in [18, Proposition 3.4].

**Lemma 6.6.** Let \( s, t \in \mathbb{R} \), \( \tilde{p} = (p_1, \ldots, p_d) \in (0, \infty)^d \), \( q \in (0, \infty] \) and \( \tilde{\alpha} \in [1, \infty)^n \). We set \( p_{\min} := \min(p_1, \ldots, p_d) \) and \( p_{\max} := \max(p_1, \ldots, p_d) \), then
\[ \tilde{B}_{p_{\max} q}(\tilde{\alpha}) \hookrightarrow \tilde{B}_{p q}(\tilde{\alpha}) \hookrightarrow \tilde{B}_{p_{\max} q}(\tilde{\alpha}) \quad \text{and} \quad \tilde{F}_{p_{\max} q}(\tilde{\alpha}) \hookrightarrow \tilde{F}_{p q}(\tilde{\alpha}) \hookrightarrow \tilde{F}_{p_{\max} q}(\tilde{\alpha}), \]
where
\[ t = s - \left( \frac{a_1}{p_1} + \cdots + \frac{a_d}{p_d} \right) + \frac{\nu}{p_{\min}} \quad \text{and} \quad \tau = s - \left( \frac{a_1}{p_1} + \cdots + \frac{a_d}{p_d} \right) + \frac{\nu}{p_{\max}}. \]

We have the following Bernstein inequality for the system \( \mathcal{W} \).

**Proposition 6.7.** Let \( \vec{p}, \vec{r} \in (0, \infty)^d \), with \( \tau_i < p_i, \ i = 1, \ldots, d \), where we also suppose \( \tau_{\min} := \min \{ \tau_1 \} \leq \min \{ p_1 \} = \max \{ p_i \} \), and let \( 0 < q < \infty \). Then there exists a constant \( C \) such that for any \( m \geq 1 \), \( 0 < r \leq \infty \), and \( \alpha > 0 \),
\[
\| S \|_{\dot{B}_{\vec{r},q}^{\alpha}(\vec{a})} \lesssim \| S \|_{\dot{B}_{\tau_{\min},q}^{\alpha}(\vec{a})} \lesssim \| \{ \langle S, w_n, R \rangle \}_{n, R} \|_{\dot{B}_{\tau_{\min},q}^{\alpha}(\vec{a})}.
\]

We continue the estimate, where we call on the known Bernstein estimate for sequence spaces in the unmixed setting [24, Theorem 5.4], with parameters
\[
\alpha - \beta = \sum_{j=1}^{d} \frac{a_i}{\tau_i} - \sum_{j=1}^{d} \frac{a_i}{p_i},
\]
and \( \tau_{\min} = \min \{ \tau_i \} \) and \( p_{\max} = \max \{ p_i \} \). Moreover, the exponent \( 1/\tau_{\min} - 1/p_{\max} \) is the best possible.

**Proof.** Let \( S \in \Sigma_m(\mathcal{W}) \). Using the (lower) Besov embedding from Lemma 6.6, with
\[
(6.3) \quad t = \alpha - \sum_{j=1}^{d} \frac{a_i}{\tau_j} + \frac{\nu}{\tau_{\min}},
\]
we obtain
\[
\| S \|_{\dot{B}_{\vec{r},q}^{\alpha}(\vec{a})} \lesssim \| S \|_{\dot{B}_{\tau_{\min},q}^{\alpha}(\vec{a})} \lesssim \| \{ \langle S, w_n, R \rangle \}_{n, R} \|_{\dot{B}_{\tau_{\min},q}^{\alpha}(\vec{a})}.
\]
We continue the estimate, where we call on the known Bernstein estimate for sequence spaces in the unmixed setting [24, Theorem 5.4], with parameters
\[
(6.4) \quad s = t + \frac{\nu}{p_{\max}} - \frac{\nu}{\tau_{\min}}.
\]
We obtain, for \( 0 < r \leq \infty \),
\[
\| \{ \langle S, w_n, R \rangle \}_{n, R} \|_{\dot{B}_{\tau_{\min},q}^{s}(\vec{a})} \lesssim m^{1/\tau_{\min} - 1/p_{\max}} \| \{ \langle S, w_n, R \rangle \}_{n, R} \|_{\dot{B}_{p_{\max},r}^{s}(\vec{a})} \lesssim m^{1/\tau_{\min} - 1/p_{\max}} \| \{ \langle S, w_n, R \rangle \}_{n, R} \|_{\dot{B}_{p_{\max},r}^{s}(\vec{a})} \lesssim m^{1/\tau_{\min} - 1/p_{\max}} \| \{ \langle S, w_n, R \rangle \}_{n, R} \|_{\dot{B}_{p_{\max},r}^{s}(\vec{a})},
\]
where the last inequality follows by the upper embedding from Lemma 6.6 with
\[
(6.5) \quad \beta = s + \sum_{j=1}^{d} \frac{a_i}{p_j} - \frac{\nu}{p_{\max}}.
\]
Hence, we obtain
\[
\| S \|_{\dot{B}_{\vec{r},q}^{\alpha}(\vec{a})} \lesssim C m^{1/\tau_{\min} - 1/p_{\max}} \| S \|_{\dot{B}_{p_{\max},r}^{\beta}(\vec{a})},
\]
where, solving for \( \alpha \) and \( \beta \) in the system of equations given by (6.3), (6.4), and (6.5),
\[
\alpha - \beta = \sum_{j=1}^{d} \frac{a_i}{\tau_i} - \sum_{j=1}^{d} \frac{a_i}{p_i}.
\]
Finally, to verify that the exponent $1/\tau_{\min} - 1/p_{\max}$ is optimal, we consider the scenario where for some $n \in \{1, 2, \ldots, d\}$, $\tau_{\min} = \tau_n$ and $p_{\max} = p_n$. Then we consider the function $F_n \in \Sigma_n(W)$ given in Eq. (6.1), where we use the same calculation as in the proof of Proposition 6.4 to deduce that, uniformly in $N$,

$$\|F_n\|_{\dot{B}^{\beta}_{p,q}(\tilde{a})} \asymp N^{1/\tau_n} \quad \text{and} \quad \|F_n\|_{\dot{F}^\beta_{p,q}(\tilde{a})} \asymp N^{1/p_n}.$$ 

Hence,

$$\|F_n\|_{\dot{B}^{\beta}_{p,q}(\tilde{a})} \asymp N^{1/\tau_n - 1/p_n} \|F_n\|_{\dot{F}^\beta_{p,q}(\tilde{a})},$$

which proves the claim.

**Remark 6.8.** In the unmixed case, we recover a Bernstein estimate similar to the known estimate for wavelet system with the perhaps more familiar looking smoothness relation $(\alpha - \beta)/\nu = 1/\tau - 1/p$. However, we allow for a completely arbitrary anisotropy $\tilde{a}$, so even in the unmixed case, Proposition 6.7 covers new cases.

### 6.2. A mixed-norm Jackson estimate

We have the following Jackson inequality for the system $W$.

**Proposition 6.9.** Let $\tilde{p}, \tilde{q} \in (0, \infty)^d$, with $\tau_i < p_{ij}$, $i = 1, \ldots, d$, where we also suppose $\tau_{\max} := \max\{\tau_i\}_{i=1}^d < p_{\min} := \min\{p_i\}_{i=1}^d$, and let $0 < q < \infty$. Then there exists a constant $C$ such that for any $m \geq 1$, $0 < r \leq \infty$, and $\alpha \in \mathbb{R}$,

$$\sigma_m(f, W)_{\dot{F}^\beta_{\tilde{p},q}(\tilde{a})} \leq C m^{- (1/\tau_{\max} - 1/p_{\min})} \|f\|_{\dot{B}^\beta_{\tilde{p},q}(\tilde{a})}, \quad f \in \dot{B}^\beta_{\tilde{p},q}(\tilde{a}),$$

with

$$\alpha - \beta = \sum_{j=1}^d \frac{a_j}{\tau_j} - \sum_{j=1}^d \frac{a_j}{p_j}.$$

**Remark 6.10.** It will actually follow from the proof of Proposition 6.9 below that we do have the embedding $\dot{B}^\beta_{\tilde{p},q}(\tilde{a}) \hookrightarrow \dot{F}^\beta_{\tilde{p},q}(\tilde{a})$, so $\sigma_m(f, W)_{\dot{F}^\beta_{\tilde{p},q}(\tilde{a})}$ is well-defined for $f \in \dot{B}^\beta_{\tilde{p},q}(\tilde{a})$ with the specified parameters.

**Proof of Proposition 6.9.** Given $f \in \dot{B}^\beta_{\tilde{p},q}(\tilde{a})$, $m \in \mathbb{N}$, and $S_m \in \Sigma_m(W)$. Using the (lower) Triebel-Lizorkin embedding from Lemma 6.6, with

$$s = \beta - \frac{d}{p_{\min}} + \frac{\nu}{p_{\min}},$$

we obtain

$$\|f - S_m\|_{\dot{F}^\beta_{\tilde{p},q}(\tilde{a})} \lesssim \|f - S_n\|_{\dot{F}^\beta_{\min}(\tilde{a})} \lesssim \|\{f - S_m, w_{n,R}\}\|_{\dot{F}^\beta_{\min}(\tilde{a})}.$$

We now choose $S_m$ such that

$$\|\{f - S_m, w_{n,R}\}\|_{\dot{F}^\beta_{\min}(\tilde{a})} \leq 2 \sigma_m(\{f, w_{n,R}\})_{\dot{F}^\beta_{\min}(\tilde{a})}.$$

Hence, with this choice of $S_m$,

$$\|f - S_m\|_{\dot{F}^\beta_{\tilde{p},q}(\tilde{a})} \lesssim \sigma_m(\{f, w_{n,R}\})_{\dot{F}^\beta_{\min}(\tilde{a})}.$$
We now call on a known Jackson estimate for sequence spaces in the unmixed setting [24, Theorem 4.3], with parameters

\begin{equation}
 t - s = \frac{\nu}{\tau_{\text{max}}} - \frac{\nu}{p_{\text{min}}}. \tag{6.7}
\end{equation}

We obtain, for \(0 < r \leq \infty\),

\[
\sigma_m(\{\langle f, w_n, R \rangle \}_{n,R})^{\dot{f}_{\min,r} \langle \vec{a} \rangle} \lesssim m^{-(1/\tau_{\text{max}} - 1/p_{\text{min}})}\|\{\langle f, w_n, R \rangle \}_{n,R}\|_{\dot{f}_{\tau_{\text{max}},r} \langle \vec{a} \rangle}
\lesssim m^{-(1/\tau_{\text{max}} - 1/p_{\text{min}})}\|f\|_{\dot{B}_{\tau_{\text{max}},r} \langle \vec{a} \rangle}
\lesssim m^{-(1/\tau_{\text{max}} - 1/p_{\text{min}})}\|f\|_{B_{\tau_{\text{max}},r} \langle \vec{a} \rangle},
\]

where the last inequality follows from the Besov space embedding in Lemma 6.6 with

\begin{equation}
\alpha = s + \sum_{j=1}^{d} \frac{a_j}{\tau_j} - \frac{\nu}{\tau_{\text{max}}}. \tag{6.8}
\end{equation}

Hence,

\[
\sigma_m(\mathcal{F}, \mathcal{W})_{\dot{F}_{\tau_{\text{max}},r} \langle \vec{a} \rangle} \lesssim \|f - S_m\|_{\dot{F}_{\tau_{\text{max}},r} \langle \vec{a} \rangle} \lesssim m^{-(1/\tau_{\text{max}} - 1/p_{\text{min}})}\|f\|_{B_{\tau_{\text{max}},r} \langle \vec{a} \rangle},
\]

where, solving for \(\alpha\) and \(\beta\) in the system of equations given by (6.6), (6.7), and (6.8),

\[
\alpha - \beta = \sum_{j=1}^{d} \frac{a_j}{\tau_j} - \sum_{j=1}^{d} \frac{a_j}{p_i}.
\]

\[\square\]

**Remark 6.11.** The fact that \(W\) cannot be normalized to be greedy in \(\dot{F}_{\tau_{\text{max}},r} \langle \vec{a} \rangle\), except in the unmixed case, makes an estimate of the error of best \(m\)-term approximation more illusive, and at present we do not know whether the Jackson inequality exponent in Proposition 6.9 is optimal.

However, we may replace best \(m\)-term approximation by greedy \(m\)-term approximation in Proposition 6.9, relying on exactly the same proof. For greedy \(m\)-term approximation, the Jackson exponent in Proposition 6.9 is optimal. To verify this, consider the scenario where for some \(n \in \{1, 2, \ldots, d\}\), \(\tau_{\text{max}} = \tau_n\) and \(p_{\text{min}} = p_n\). Then we consider the function \(F_N\) given in Eq. (6.1). We notice, for small \(\varepsilon > 0\),

\[
(F_{2N} - \varepsilon F_N) - \mathcal{G}_N(F_{2N} - \varepsilon F_N) = (1 - \varepsilon)F_N,
\]

which implies that

\[
\| (F_{2N} - \varepsilon F_N) - \mathcal{G}_m(F_{2N} - \varepsilon F_N) \|_{\dot{F}_{\tau_{\text{max}},r} \langle \vec{a} \rangle} \asymp N^{1/p_n},
\]

while

\[
\|F_N\|_{B_{\tau_{\text{max}},r} \langle \vec{a} \rangle} \asymp N^{1/\tau_n},
\]

so

\[
\| (F_{2N} - \varepsilon F_N) - \mathcal{G}_N(F_{2N} - \varepsilon F_N) \|_{\dot{F}_{\tau_{\text{max}},r} \langle \vec{a} \rangle} \asymp N^{1/\tau_n - 1/p_n} \|F_N\|_{B_{\tau_{\text{max}},r} \langle \vec{a} \rangle},
\]

and letting \(N \to \infty\) proves optimality.
6.3. Embeddings of the mixed-norm approximation spaces. It is well-known from the general theory of non-linear approximation that Jackson and Bernstein estimates can be used to obtain embedding results for the approximation spaces $A^a_q((\dot{F}^\beta_{\vec{p},\vec{q}}(\vec{a})), D)$, and in the optimal scenario, where the exponents of the Bernstein and Jackson estimates match, we get a full characterization of $A^a_q((\dot{F}^\beta_{\vec{p},\vec{q}}(\vec{a})), D)$ as a real interpolation space.

However, we notice from Propositions 6.7 and 6.9 that the exponents in the present setup, in general, do not match up. In fact, the only case where we obtain matching exponents is in the unmixed case. We summarize the embeddings that can be obtained directly from Propositions 6.7 and 6.9 in the following Corollary that will conclude this paper, where we refer to [20] for a discussion of interpolation spaces, including the real method of interpolation, which is used in the statement of the result.

Corollary 6.12. Let $\vec{p}, \vec{\tau} \in (0, \infty)^d$, with $\tau_i < p_i$, $i = 1, \ldots, d$, where we also suppose $\tau_{\text{max}} := \max\{\tau_i\}_{i=1}^d < p_{\text{min}} := \min\{p_i\}_{i=1}^d$, and suppose $0 < q < \infty$. Put

$$r_J := \frac{1}{\tau_{\text{max}} - 1} - \frac{1}{p_{\text{min}}}$$

and

$$r_B := \frac{1}{\tau_{\text{min}} - 1} - \frac{1}{p_{\text{max}}}.$$

For $0 < s < r_J$, and $0 < t \leq \infty$, we have the Jackson embedding

$$(\dot{F}^\beta_{\vec{p},\vec{q}}(\vec{a}), \dot{B}^\alpha_{\vec{\tau},\vec{\tau}}(\vec{a}))_{s/r_J,t} \hookrightarrow A^a_s((\dot{F}^\beta_{\vec{p},\vec{q}}(\vec{a})), W).$$

For $0 < s < r_B$, and $0 < t \leq \infty$, we have the Bernstein embedding

$$A^a_s((\dot{F}^\beta_{\vec{p},\vec{q}}(\vec{a})), W) \hookrightarrow (\dot{F}^\beta_{\vec{p},\vec{q}}(\vec{a}), \dot{B}^\alpha_{\vec{\tau},\vec{\tau}}(\vec{a}))_{s/r_B,t}.$$

Proof. Follows from Propositions 6.7 and 6.9 combined with standard embedding results, see e.g. [20, Chap. 7].

APPENDIX A. UNIVARIATE BRUSHLET BASES

We first introduce brushlets in a univariate setting. Each univariate brushlet basis is associated with a partition of the frequency axis $\mathbb{R}$. The partition can be chosen with almost no restrictions, but in order to have good properties of the associated basis we need to impose some growth conditions on the partition. We have the following definition.

Definition A.1. A family $\mathbb{I}$ of intervals is called a disjoint covering of $\mathbb{R}$ if it consists of a countable set of pairwise disjoint half-open intervals $I = [\alpha, \alpha')$, $\alpha < \alpha'$, such that $\bigcup_{I \in \mathbb{I}} I = \mathbb{R}$. If, furthermore, each interval in $\mathbb{I}$ has a unique adjacent interval in $\mathbb{I}$ to the left and to the right, and there exists a constant $A > 1$ such that

$$A^{-1} \leq \frac{|I|}{|I'|} \leq A,$$

we call $\mathbb{I}$ a moderate disjoint covering of $\mathbb{R}$.

Given a moderate disjoint covering $\mathbb{I}$ of $\mathbb{R}$, assign to each interval $I \in \mathbb{I}$ a cutoff radius $\varepsilon_I > 0$ at the left endpoint and a cutoff radius $\varepsilon'_I > 0$ at the right endpoint, satisfying

$$\begin{cases}
(i) & \varepsilon'_I = \varepsilon_I, \text{ whenever } \alpha'_I = \alpha_I, \\
(ii) & \varepsilon_I + \varepsilon'_I \leq |I|, \\
(iii) & \varepsilon_I \geq c|I|,
\end{cases}$$

where $c$ is a constant.
with \( c > 0 \) independent of \( I \).

We are now ready to define the brushlet system. For each \( I \in \mathbb{I} \), we will construct a smooth bell function localized in a neighborhood of this interval. Take a non-negative ramp function \( \rho \in C^\infty(\mathbb{R}) \) satisfying

\[
\rho(\xi) = \begin{cases} 
0 & \text{for } \xi \leq -1, \\
1 & \text{for } \xi \geq 1,
\end{cases}
\]

with the property that

\[
\rho(\xi)^2 + \rho(-\xi)^2 = 1 \quad \text{for all } \xi \in \mathbb{R}.
\]

Define for each \( I = [\alpha_I, \alpha_I'] \in \mathbb{I} \) the bell function

\[
b_I(\xi) := \rho\left(\frac{\xi - \alpha_I}{\varepsilon_I}\right) \rho\left(\frac{\alpha_I' - \xi}{\varepsilon_I'}\right).
\]

Notice that \( \text{supp}(b_I) \subset [\alpha_I - \varepsilon_I, \alpha_I' + \varepsilon_I'] \) and \( b_I(\xi) = 1 \) for \( \xi \in [\alpha_I + \varepsilon_I, \alpha_I' - \varepsilon_I'] \).

Now the set of local cosine functions

\[
\{ g_{n,I} : n \in \mathbb{N}_0, \ I \in \mathbb{I} \}
\]

constitute an orthonormal basis for \( L_2(\mathbb{R}) \), see e.g. [2]. The collection \( \{w_{n,I} : I \in \mathbb{I}, n \in \mathbb{N}_0\} \) is called a brushlet system. The brushlets also have an explicit representation in the time domain. Define the set of central bell functions

\[
\hat{w}_{n,I}(\xi) = \sqrt{\frac{2}{|I|}} b_I(\xi) \cos\left(\pi (n + \frac{1}{2}) \frac{\xi - \alpha_I}{|I|}\right), \quad n \in \mathbb{N}_0, \ I \in \mathbb{I},
\]

with \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \), constitute an orthonormal basis for \( L_2(\mathbb{R}) \), see e.g. [2]. The collection \( \{w_{n,I} : I \in \mathbb{I}, n \in \mathbb{N}_0\} \) is called a brushlet system. The brushlets also have an explicit representation in the time domain. Define the set of central bell functions

\[
\hat{g}_I(\xi) := \rho\left(\frac{|I|}{\varepsilon_I} \xi\right) \rho\left(\frac{|I|}{\varepsilon_I'} (1 - \xi)\right),
\]

such that \( b_I(\xi) = \hat{g}_I(|I|^{-1}(\xi - \alpha_I)) \), and let for notational convenience

\[
e_{n,I} := \frac{\pi (n + \frac{1}{2})}{|I|}, \quad I \in \mathbb{I}, \ n \in \mathbb{N}_0.
\]

Then,

\[
w_{n,I}(x) = \sqrt{\frac{|I|}{2}} e^{i \alpha_I x} \left\{ g_I(|I|(x + e_{n,I})) + g_I(|I|(x - e_{n,I})) \right\}.
\]

By a straightforward calculation it can be verified, see, e.g., [9], that for \( r \geq 1 \) there exists a constant \( C := C(r) < \infty \), independent of \( I \in \mathbb{I} \), such that

\[
|g_I(x)| \leq C(1 + |x|)^{-r}.
\]

Thus a brushlet \( w_{n,I} \) essentially consists of two well localized humps at the points \( \pm e_{n,I} \).

Given a bell function \( b_I \), define an operator \( \mathcal{P}_I : L_2(\mathbb{R}) \to L_2(\mathbb{R}) \) by

\[
\mathcal{P}_I f(\xi) := b_I(\xi) [b_I(\xi) \hat{f}(\xi) + b_I(2\alpha_I - \xi) \hat{f}(2\alpha_I - \xi) - b_I(2\alpha_I' - \xi) \hat{f}(2\alpha_I' - \xi)]
\]

It can be verified that \( \mathcal{P}_I \) is an orthogonal projection, mapping \( L_2(\mathbb{R}) \) onto

\[
\text{span}\{w_{n,I} : n \in \mathbb{N}_0\}.
\]

Below we will need some of the finer properties of the operator given by \( \mathcal{P}_I \).

Let us list properties here, and refer the reader to [26, Chap. 1] for a more detailed discussion of the properties of local trigonometric bases.
Suppose $I = [\alpha_I, \alpha_I']$ and $J = [\alpha_J, \alpha_J']$ are two adjacent compatible intervals (i.e., $\alpha_I = \alpha_J$ and $\varepsilon_I' = \varepsilon_J$). Then it holds true that

$$P_I f + P_J f = \hat{f}(\xi), \quad \xi \in [\alpha_I + \varepsilon_I, \alpha_J' - \varepsilon_J], \quad f \in L_2(\mathbb{R}).$$

One can verify (A.11) using the fact that $b_I \equiv 1$ on $[\alpha_I + \varepsilon_I, \alpha_I' - \varepsilon_I']$, and that $b_J \equiv 1$ on $[\alpha_J + \varepsilon_J, \alpha_J' - \varepsilon_J']$, together with the fact that

$$\text{supp}(b_I(\cdot) b_I(2\alpha_I - \cdot)) \subseteq [\alpha_I - \varepsilon_I, \alpha_I + \varepsilon_I]$$

and

$$\text{supp}(b_I(\cdot) b_I(2\alpha_I' - \cdot)) \subseteq [\alpha_I' - \varepsilon_I', \alpha_I' + \varepsilon_I'].$$ 

For $\xi \in [\alpha_I' - \varepsilon_I', \alpha_I + \varepsilon_J]$ we notice that

$$P_I f + P_J f = [b_I^2(\xi) + b_J^2(\xi)(\xi)] \hat{f}(\xi)$$

$$+ b_J(\xi)b_J(2\alpha_I' - \xi)\hat{f}(2\alpha_I' - \xi) - b_I(\xi)b_I(2\alpha_I - \xi)\hat{f}(2\alpha_I - \xi).$$

One can then conclude that (A.11) holds true using the following facts (see [26, Chap. 1])

$$b_I(\xi) = b_J(2\alpha_I' - \xi), \quad b_J(\xi) = b_I(2\alpha_I' - \xi), \quad \text{for } \xi \in [\alpha_I' - \varepsilon_I', \alpha_J + \varepsilon_J],$$

and

$$b_I^2(\xi) + b_J^2(\xi) = 1, \quad \text{for } \xi \in [\alpha_I + \varepsilon_I, \alpha_I' - \varepsilon_J'].$$ 

Moreover,

$$P_I + P_J = P_{I \cup J}$$

with the $\varepsilon$-values $\varepsilon_I$ and $\varepsilon_J$ for $I \cup J$.

Now we turn to the multivariate tensor product construction. For a rectangle $R = I_1 \times I_2 \times \cdots \times I_d \subset \mathbb{R}^d$, with $I_i = [\alpha_i, \alpha_i']$, we define

$$P_R = \bigotimes_{j=1}^d P_{I_j}.$$ 

Clearly, $P_R$ is a projection operator

$$P_R : L_2(\mathbb{R}^d) \rightarrow \text{span}\left\{ \bigotimes_{j=1}^d w_{i_j, I_j} : i_j \in \mathbb{N}_0 \right\}.$$ 

Notice that,

$$P_R = b_R(D) \left[ \bigotimes_{j=1}^d (\text{Id} + R_{\alpha_{ij} - \alpha_{ij}'}) \right] b_R(D),$$

where

$$b_R := \bigotimes_{j=1}^d b_{I_j}, \quad \text{and} \quad R_{\alpha} f(x) := e^{2\pi i \alpha x}, \quad x, \alpha \in \mathbb{R}.$$ 

The corresponding orthonormal tensor product basis of brushlets is given by

$$w_{n, R} := \bigotimes_{j=1}^d w_{n_j, I_j}, \quad n = (n_1, \ldots, n_d) \in \mathbb{N}_0^d.$$
Let $\Delta = \text{diag}(|I_1|, |I_2|, \ldots, |I_d|)$. Repeated use of (A.8) yields
\[
|w_{n,R}(x)| \leq 2^{-d} |R|^{-1/2} \prod_{i=1}^{d} \left( |g_{I_i}(|I_i|) (x_i + e_{n_i,I_i})| + |g_{I_i}(|I_i|) (x_i - e_{n_i,I_i})| \right)
\]
(A.17)
\[
\leq 2^{-d} |R|^{-1/2} \sum_{m=1}^{2^d} |G_R(\Delta + U_m e_{n,R})|,
\]
where $G_R := g_{I_1} \otimes \cdots \otimes g_{I_d}$, $e_{n,R} := [e_{n_1,J_1}, \ldots, e_{n_d,J_d}]^T$, and
(A.18)
\[
U_m := \text{diag}(v_m),
\]
with $v_m \in \mathbb{R}^d$ chosen such that $\cup_{m=1}^{2^d} v_m = \{-1, 1\}^d$. We also notice that for any $r > 0$, using (A.9) and (2.2),
(A.19)
\[
|G_R(x)| \leq C_r \langle x \rangle_r^{-r}, \quad x \in \mathbb{R}^d,
\]
with $C_r$ independent of $R$.

**APPENDIX B. SOME TECHNICAL PROOFS**

We first give a proof of Proposition 5.1.

**Proof of Proposition 5.1.** Let us consider orthonormality. Let $\mathcal{S}_j := \{w_{n,R_{j,k}} : k \in E, n \in \mathbb{N}_0^d\}$ and notice that the functions in $\mathcal{S}_m$ and $\mathcal{S}_n$ have disjoint frequency support for $|m - n| > 1$. Also notice, using the separable structure of the multivariate brushlet functions, that the partitioning of the sets $K_j$ ensures that $\mathcal{S}_m$ is orthogonal to $\mathcal{S}_{m \pm 1}$, where it is essential that we have chosen compatible $\varepsilon$-values for the univariate systems at levels $j = m$ and $j = m \pm 1$, see the specification following (4.1). Within each $\mathcal{S}_j$, orthonormality follows directly from the separable structure of the bi-variate brushlet system and the orthogonality of the respective univariate brushlet systems.

We will now verify completeness of the system, where we first notice that for $f \in L_2(\mathbb{R}^d)$,
\[
\sum_{R \in \mathcal{P}_{j,k}, j \in \mathbb{Z}, k \in E} \hat{P}_R f(\xi),
\]
where we use the notation introduced in Appendix A, is well-defined and converges pointwise as the support of each term in the sum overlaps with at most $2^d$ other terms corresponding to adjacent rectangles. We will exploit the tensor product structure of $P_R$, where we first sum "too many" terms in the sense that we consider the product set $\hat{E} := E_2^d \supset E$, where $E_2 := \{\pm 2, \pm 1\}$ is defined as before. We have,
\[
\sum_{k \in E} P_{R_{j,k}} = \sum_{k \in E} P_{1_{j,k_1}} \otimes P_{1_{j,k_2}} \otimes \cdots \otimes P_{1_{j,k_d}}
\]
\[
= \left( \sum_{k_1 \in E_2} P_{1_{j,k_1}} \right) \otimes \left( \sum_{k_2 \in E_2} P_{1_{j,k_2}} \right) \otimes \cdots \otimes \left( \sum_{k_d \in E_2} P_{1_{j,k_d}} \right)
\]
\[
= P_{1_{j}} \otimes P_{1_{j}} \otimes \cdots \otimes P_{1_{j}},
\]
where \( I_j := [-2^{j+1}, 2^{j+1}) \) with cutoff radius \( 2^{(j-2)a} \) at \( \pm 2^j \). In a similar fashion, we deduce that
\[
\sum_{k \in \{ \pm 1 \}^d} P_{R,j,k} = P_{I_j} \otimes P_{I_{j-1}} \otimes \cdots \otimes P_{I_{j-1}}.
\]
Hence,
\[
\sum_{k \in E} P_{R,j,k} = \sum_{k \in E} P_{R,j,k} - \sum_{k \in \{ \pm 1 \}^d} P_{R,j,k}
\]
(B.1)
\[
= P_{I_j} \otimes P_{I_{j-1}} \otimes \cdots \otimes P_{I_{j-1}} - P_{I_{j+1}} \otimes P_{I_{j+1}} \otimes \cdots \otimes P_{I_{j+1}}.
\]
Noticing the telescoping structure of (B.1), we obtain for \( n > 0 \), we have
\[
\sum_{j=0}^{N} \sum_{k \in E} P_{R,j,k} = P_{I_0} \otimes P_{I_{0+1}} \otimes \cdots \otimes P_{I_{0+1}} \]
\[
- P_{I_{0-N}} \otimes P_{I_{0-N}} \otimes \cdots \otimes P_{I_{0-N}}.
\]
It thus follows easily that
\[
\lim_{N \to \infty} \sum_{j=0}^{N} \sum_{k \in E} P_{R,j,k} = Id_{L_2(\mathbb{R}^d)},
\]
in the strong operator topology. This completes the proof. \( \square \)

We now give a proof of Lemma 5.5, which was used in the proof of Proposition 5.4.

Proof of Lemma 5.5. From (A.19) we have that
\[
|w_{n,R}(x)| \leq C_N |R|^{1/2} \sum_{m=1}^{N} \langle U_m 2^{j \bar{a}}x - \pi(n+a) \rangle_{\bar{a}}^{-N},
\]
for any \( N > 0 \), with \( C_N \) independent of \( R \). Fix \( N > d/r \). We can, without loss of generality, suppose \( x \in U(R,0) \). For \( j \in \mathbb{N} \), we let
\[
A_j = \{ n \in \mathbb{N}^d_0 : 2^{-j-1} \leq |\pi(n+a)|_{\bar{a}} \leq 2^j \},
\]
and let \( A_0 := \{ n \in \mathbb{N}^d_0 : \pi(n+a)|_{\bar{a}} \leq 1 \} \). Notice that \( \cup_{n \in A_j} U(R, n) \) is a bounded set contained in the ball \( B_{\bar{a}}(0, c2^{j+1}|R|^{-1/2}) \). Now, since \( |U(R, n)| \sim |R|^{-1} \) uniformly, and \( 0 < r \leq 1 \), and using (2.3),
\[
\sum_{n \in A_j} |s_{n,R} (2^{j \bar{a}}x - \pi(n+a))_{\bar{a}}^{-N}
\]
\[
\leq C2^{-jN} \sum_{n \in A_j} |s_{n,R}|
\]
\[
\leq C2^{-jN} \left( \sum_{n \in A_j} |s_{n,R}|^r \right)^{1/r}
\]
\[
\leq C2^{-jN} |R|^{1/r} \left( \int \sum_{n \in A_j} |s_{n,R}|^r |U(R,n)(y)| dy \right)^{1/r}
\]
We then use the substitutions $x$ and $y$ to obtain
\[
\sum_{n \in \mathbb{N}_0} |s_{n,R}||2^{j/2}x - \pi(n + a)|^{-N} \leq C \sum_{n \in \mathbb{N}_0} |s_{n,R}||U(x)|.
\]

We now perform the summation over $j \in \mathbb{N}_0$ to obtain
\[
\sum_{n \in \mathbb{N}_0} |s_{n,R}||2^{j/2}x - \pi(n + a)|^{-N} \leq C \sum_{n \in \mathbb{N}_0} |s_{n,R}||U(x)|.
\]

We then use the substitutions $x = R_m z$, $m = 1, \ldots, 2^d$, to cover all $2^d$ terms on the right-hand side of (B.2), where we use that $U_m$ and $2^{j/2}$ commute.
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