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Abstract

The modified Lommel function $t_{\mu,\nu}(x)$ is an important special function, but to date there has been little progress on the problem of obtaining functional inequalities for $t_{\mu,\nu}(x)$. In this paper, we advance the literature substantially by obtaining a simple two-sided inequality for the ratio $t_{\mu,\nu}(x)/t_{\mu-1,\nu-1}(x)$ of modified Bessel functions of the first kind, thereby allowing one to exploit the extensive literature on bounds for this ratio. We apply this result to obtain two-sided inequalities for the condition numbers $x t_{\mu,\nu}'(x)/t_{\mu,\nu}(x)$, the ratio $t_{\mu,\nu}(x)/t_{\mu,\nu}(y)$ and the modified Lommel function $t_{\mu,\nu}(x)$ itself that are given in terms of $x I_{\nu}'(x)/I_{\nu}(x)$, $I_{\nu}(x)/I_{\nu}(y)$ and $I_{\nu}(x)$, respectively, which again allows one to exploit the substantial literature on bounds for these quantities. The bounds obtained in this paper are quite accurate and often tight in certain limits. As an important special case we deduce bounds for modified Struve functions of the first kind and their ratios, some of which are new, whilst others extend the range of validity of some results given in the recent literature.
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1 Introduction

The ratios of modified Bessel functions $I_{\nu}(x)/I_{\nu-1}(x)$ and $K_{\nu-1}(x)/K_{\nu}(x)$ arise throughout the applied sciences, with applications in epidemiology [50], chemical kinetics [44] and signal processing [35]; see [60] and references therein for some further applications. These ratios are also important computational tools in the construction of numerical algorithms for computing modified Bessel functions; see, for example, Algorithms 12.6 and 12.7 of [23]. There now exists a substantial literature on lower and upper bounds for these ratios of modified Bessel functions [1, 6, 18, 25, 29, 30, 31, 36, 39, 41, 43, 49, 53, 54, 59, 60, 61, 64, 72]. There is also a extensive literature on bounds for the ratios $I_{\nu}(x)/I_{\nu}(y)$ and
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The modified Struve and modified Lommel functions are related to the modified Bessel functions, and, likewise, they arise in manyfold applications. Modified Struve functions appear in leakage inductance in transformer windings [27], perturbation approximations of lee waves in a stratified flow [15], scattering of plane waves by circular cylinders [63] and lift and downwash distributions of oscillating wings in subsonic and supersonic flow [69, 70]; see [8] for a list of further application areas. Modified Lommel functions arise in the study of steady-state temperature distribution [40], the vortex theory of screw propellers [24], scattering amplitudes in quantum optics [67], stress distributions in cylindrical objects [63], and the physics of two-dimensional diffusions [68] and heat conduction [15].

The first detailed study of inequalities for modified Struve functions was [34], in which two-sided inequalities for modified Struve functions and their ratios were obtained, together with Turán and Wronski type inequalities. Recently, [9, 11, 21] have used results from the extensive study of modified Bessel functions and their ratios to obtain monotonicity results and functional inequalities for the modified Struve function of the first kind $L_\nu(x)$ (some similar results for the modified Struve function of the second kind $M_\nu(x) = L_\nu(x) - I_\nu(x)$ are given in [10]). In particular, [21] obtained a simple but accurate two-sided inequality for the ratio $L_\nu(x)/L_{\nu-1}(x)$ in terms of the ratio $I_\nu(x)/I_{\nu-1}(x)$ of modified Bessel functions of the first kind. This result allows one to take advantage of the literature on bounds for the ratio $I_\nu(x)/I_{\nu-1}(x)$ to obtain a variety of accurate bounds for $L_\nu(x)/L_{\nu-1}(x)$. [21] also obtained two-sided inequalities for the ratio $L_\nu(x)/L_\nu(y)$ and the condition numbers $xL_\nu'(x)/L_\nu(x)$ in terms of the analogous terms involving $I_\nu(x)$, for which there also exists an extensive literature.

The modified Lommel function $t_{\mu,\nu}(x)$ is an important special function (see Section 2 for references and basic properties), which generalises the modified Struve function $L_\nu(x)$ (see also Section 2) and has numerous applications, but despite this interest only the recent preprint [16] has touched on the problem of obtaining inequalities for this function. In that work, some monotonicity properties of modified Lommel functions were established and a Redheffer type bound was obtained for the function $t_{\mu-1/2,1/2}(x)$. Some difficulties in obtaining inequalities for modified Lommel functions arise from the fact that, despite sharing close analogues of certain standard properties of $I_\nu(x)$ and $L_\nu(x)$ (see again Section 2), in some circumstances the modified Lommel function $t_{\mu,\nu}(x)$ is more difficult to work with. For example, the integral representation of $t_{\mu,\nu}(x)$ (see [66]) is more complicated than those of $I_\nu(x)$ and $L_\nu(x)$ (see Sections 10.32(i) and 11.5(i) of [47]). This means that the proof of the main result, Theorem 2.1, of [21] which bounds $L_\nu(x)/L_{\nu-1}(x)$ in terms of $I_\nu(x)/I_{\nu-1}(x)$ cannot easily be adapted to the ratio $t_{\mu,\nu}(x)/t_{\mu-1,\nu-1}(x)$.

In this paper, we obtain the first bounds in the literature for the ratios $t_{\mu,\nu}(x)/t_{\mu-1,\nu-1}(x)$ and $t_{\mu,\nu}(x)/t_{\mu,\nu}(y)$, the condition numbers $xt'_{\mu,\nu}(x)/t_{\mu,\nu}(x)$ and the function $t_{\mu,\nu}(x)$ itself (except for the special case considered by [46]). The starting point for these inequalities is Theorem 3.3 in which we obtain a simple but accurate two-sided inequality for $t_{\mu,\nu}(x)/t_{\mu-1,\nu-1}(x)$ in terms of $I_\nu(x)/I_{\nu-1}(x)$. This result is quite powerful because it allows one to exploit the extensive literature on bounds for $I_\nu(x)/I_{\nu-1}(x)$ to bound
We therefore progress the literature from having no bounds for the ratio $t_{\mu,\nu}(x)/t_{\mu-1,\nu-1}(x)$ to a wide variety, and we note some examples. As a special case of Theorem 3.4 we obtain the same two-sided inequality for the ratio $L_\nu(x)/L_{\nu-1}(x)$ that was obtained in Theorem 2.1 of [21], but with a larger range of validity for the lower bound. This arises from an alternative method of proof that avoids the use of integral representations of the functions $L_\nu(x)$ and $I_\nu(x)$ which were used to prove Theorem 2.1 of [21]. In Section 4 we apply our bounds for $t_{\mu,\nu}(x)/t_{\mu-1,\nu-1}(x)$ to obtain a number of further functional inequalities involving $t_{\mu,\nu}(x)$. Amongst other results, we obtain two-sided inequalities for $xt_{\mu,\nu}'(x)/t_{\mu,\nu}(x)$, $t_{\mu,\nu}(x)/t_{\mu,\nu}(y)$ and $t_{\mu,\nu}(x)$ that are given in terms of $xI_\nu(x)/I_\nu(x)$, $I_\nu(x)/I_\nu(y)$ and $I_\nu(x)$, respectively, which again allows one to exploit the literature on these quantities. Through a combination of asymptotic analysis of the bounds and numerical results, we find that, in spite of their simple form, the bounds obtained in this paper are quite accurate and often tight in certain limits.

2 Modified Lommel functions

In this section, we collect some basic properties of modified Lommel functions that will be needed in the sequel. Particular solutions of the modified Lommel differential equation [66, 57] (the Lommel differential equation was originally studied by [40])

$$x^2 f''(x) + xf'(x) - (x^2 + \nu^2)f(x) = x^{\mu+1}$$

are the modified Lommel function of the first kind $t_{\mu,\nu}(x)$, as given by the hypergeometric series

$$t_{\mu,\nu}(x) = \frac{x^{\mu+1}}{(\mu - \nu + 1)(\mu + \nu + 1)} \frac{\Gamma(\frac{\mu + \nu + 1}{2})}{\Gamma(\frac{\mu - \nu + 1}{2})} \sum_{k=0}^{\infty} \left( \frac{1}{x} \right)^{\mu+2k+1} \frac{\Gamma(k + \frac{\mu - \nu + 3}{2})}{\Gamma(k + \frac{\mu + \nu + 3}{2})},$$

(2.1)

and the modified Lommel function of the second kind $T_{\mu,\nu}(x)$, as given by

$$T_{\mu,\nu}(x) = t_{\mu,\nu}(x) - 2^{\mu-1} \Gamma\left(\frac{\mu - \nu + 1}{2}\right) \Gamma\left(\frac{\mu + \nu + 1}{2}\right) I_\nu(x).$$

(2.2)

In the literature, different notation is used for the modified Lommel functions; we adopt that used by [73]. The terminology modified Lommel function of the first kind and second kind is not standard in the literature, but we consider it to be natural and adopt it for the following reasons. Firstly, as we shall shortly see, the modified Lommel functions of the first and second kind generalise (up to a multiplicative constant) the modified Struve functions of the first and second kind. Secondly, [7] have used the terminology Lommel function of the first kind for the Lommel function $s_{\mu,\nu}(x)$. Since $t_{\mu,\nu}(x) = -i^{1-\mu}s_{\mu,\nu}(ix)$ [57, 73], in analogy with the terminology for the Bessel, Struve and modified Bessel and Struve functions, it is natural to call $t_{\mu,\nu}(x)$ a modified Lommel function of the first kind, and $T_{\mu,\nu}(x)$ a modified Lommel function of the second kind. At this stage, we note that the focus of this paper is the function $t_{\mu,\nu}(x)$; we introduce $T_{\mu,\nu}(x)$ solely to fix notation and to allow us to state a result from the literature that will be required in the sequel.
As the modified Lommel functions arise as Lommel functions with imaginary argument, many of their properties can be inferred from those of Lommel functions that are given in references, such as [2, 16, 42, 43, 47, 71]. The following relations involving modified Lommel functions that were given by [57] will be needed in the sequel:

\[ t_{\mu+2,\nu}(x) = x^{\mu+1} + [(\mu + 1)^2 - \nu^2] t_{\mu,\nu}(x), \]
\[ \frac{2\nu}{x} \tilde{t}_{\mu,\nu}(x) = (\mu + \nu - 1)t_{\mu-1,\nu-1}(x) - (\mu - \nu + 1)t_{\mu-1,\nu+1}(x), \]
\[ 2t_{\mu,\nu}'(x) = (\mu + \nu - 1)t_{\mu-1,\nu-1}(x) + (\mu - \nu + 1)t_{\mu-1,\nu+1}(x). \]

Combining these expressions gives the relations

\[ (\mu + \nu - 1)t_{\mu-1,\nu-1}(x) - \frac{1}{\mu + \nu + 1} t_{\mu+1,\nu+1}(x) = \frac{2\nu}{x} t_{\mu,\nu}(x) + \frac{x^\mu}{\mu + \nu + 1}, \]  

\[ (\mu + \nu - 1)t_{\mu-1,\nu-1}(x) + \frac{1}{\mu + \nu + 1} t_{\mu+1,\nu+1}(x) = 2t_{\mu,\nu}'(x) - \frac{x^\mu}{\mu + \nu + 1}. \]

The modified Lommel function \( t_{\mu,\nu}(x) \) is related to the modified Bessel function \( I_\nu(x) \) through the indefinite integral formula (see [17, 57] and apply [272])

\[ \int x^\mu I_\nu(x) \, dx = x((\mu + \nu - 1)I_\nu(x)t_{\mu-1,\nu-1}(x) - I_\nu-1(x)t_{\mu,\nu}(x)). \]

For the purposes of this paper, the following normalization is particularly convenient and will remove a number of multiplicative constants from our calculations:

\[ \tilde{t}_{\mu,\nu}(x) = \frac{1}{2^{\mu-1} \Gamma\left(\frac{\mu+\nu+1}{2}\right) \Gamma\left(\frac{\mu-\nu+1}{2}\right)} t_{\mu,\nu}(x) \]  

\[ = \sum_{k=0}^{\infty} \frac{(1/2)^{k+\mu+\nu+1}}{\Gamma(k+\mu+\nu+3) \Gamma(k+\mu+\nu+1)}. \]

Analogously, we introduce the normalization

\[ \widetilde{T}_{\mu,\nu}(x) = \frac{1}{2^{\mu-1} \Gamma\left(\frac{\mu+\nu+1}{2}\right) \Gamma\left(\frac{\mu-\nu+1}{2}\right)} T_{\mu,\nu}(x) = \tilde{t}_{\mu,\nu}(x) - I_\nu(x). \]

For ease of exposition, we shall also refer to \( \tilde{t}_{\mu,\nu}(x) \) and \( \widetilde{T}_{\mu,\nu}(x) \) as modified Lommel functions of the first and second kind. From now on, we shall work with the functions \( \tilde{t}_{\mu,\nu}(x) \) and \( \widetilde{T}_{\mu,\nu}(x) \); it is easy to translate results back to \( t_{\mu,\nu}(x) \) and \( T_{\mu,\nu}(x) \). For example, using (2.6) and the standard formula \( u\Gamma(u) = \Gamma(u + 1) \) gives that

\[ \frac{t_{\mu,\nu}(x)}{t_{\mu-1,\nu-1}(x)} = (\mu + \nu - 1) \frac{\tilde{t}_{\mu,\nu}(x)}{\tilde{t}_{\mu-1,\nu-1}(x)}. \]

It is evident from (2.7) that

\[ \tilde{t}_{\mu,\nu}(x) = \tilde{t}_{\mu,\nu}(x). \]
Also, from the power series representations of the modified Bessel function of the first kind \( I_\nu(x) \) and the modified Struve function of first kind \( L_\nu(x) \), as given by

\[
I_\nu(x) = \sum_{k=0}^{\infty} \frac{(\frac{1}{2}x)^{2k+\nu}}{k!\Gamma(k+\nu+1)}, \quad L_\nu(x) = \sum_{k=0}^{\infty} \frac{(\frac{1}{2}x)^{2k+\nu+1}}{\Gamma(k+\frac{3}{2})\Gamma(k+\nu+\frac{3}{2})},
\]

we can record the important special cases

\[
\tilde{t}_{\nu-2n-1,\nu}(x) = I_\nu(x), \quad n = 0, 1, 2, \ldots, \quad \tilde{t}_{\nu,\nu}(x) = L_\nu(x), \quad \tilde{\nu}_{\nu}(x) = M_\nu(x),
\]

where \( M_\nu(x) = L_\nu(x) - I_\nu(x) \) is the modified Struve function of the second kind. With our normalization, formulas (2.3), (2.4) and (2.5) become

\[
\tilde{t}_{\mu-1,\nu-1}(x) - \tilde{t}_{\mu+1,\nu+1}(x) = \frac{2\nu}{x}\tilde{t}_{\mu,\nu}(x) + a_{\mu,\nu}(x),
\]

\[
\tilde{t}_{\mu-1,\nu-1}(x) + \tilde{t}_{\mu+1,\nu+1}(x) = 2\tilde{t}_{\mu,\nu}(x) - a_{\mu,\nu}(x),
\]

where \( a_{\mu,\nu}(x) = \frac{(x/2)^\mu}{\Gamma(\frac{\mu}{2})\Gamma(\frac{\nu}{2})} \) (in the exceptional cases that \( \mu - \nu = -1, -3, -5, \ldots \) or \( \mu + \nu = -3, -5, -7, \ldots \) we have \( a_{\mu,\nu}(x) = 0 \)), and

\[
\int x^\mu I_\nu(x) \, dx = 2^{\nu-1}\Gamma(\frac{\nu+1}{2})\Gamma(\frac{\mu+1}{2})x(I_\nu(x)\tilde{t}_{\mu-1,\nu-1}(x) - I_{\nu-1}(x)\tilde{t}_{\mu,\nu}(x)).
\]

The function \( \tilde{t}_{\mu,\nu}(x) \) has the following asymptotic behaviour:

\[
\tilde{t}_{\mu,\nu}(x) \sim \frac{(\frac{1}{2}x)^{\mu+1}}{\Gamma(\frac{\mu+3}{2})\Gamma(\frac{\nu}{2})} \left( 1 + \frac{x^2}{(\mu+3)^2 - \nu^2} \right), \quad x \downarrow 0, \quad \mu > -3, \ |\nu| < \mu + 3, \quad (2.11)
\]

\[
\tilde{t}_{\mu,\nu}(x) \sim \frac{e^x}{\sqrt{2\pi x}} \left( 1 - \frac{4\nu^2 - 1}{8x} + \frac{(4\nu^2 - 1)(4\nu^2 - 9)}{128x^2} \right), \quad x \to \infty, \ \mu, \nu \in \mathbb{R}. \quad (2.12)
\]

Here, (2.11) follows directly from (2.7), and (2.12) can be obtained by using the large \( x \) asymptotic expansions of generalized hypergeometric functions [47 Section 16.11].

We end this section by recording that the modified Bessel function of the first kind satisfies the relations

\[
I_{\nu-1}(x) - I_{\nu+1}(x) = \frac{2\nu}{x}I_\nu(x),
\]

\[
I_{\nu-1}(x) + I_{\nu+1}(x) = 2I'_\nu(x),
\]

and has the following asymptotic behaviour:

\[
I_\nu(x) \sim \frac{x^\nu}{2^{\nu}\Gamma(\nu+1)}, \quad x \downarrow 0, \ \nu \neq -1, -2, -3 \ldots, \quad (2.15)
\]

\[
I_\nu(x) \sim \frac{e^x}{\sqrt{2\pi x}} \left( 1 - \frac{4\nu^2 - 1}{8x} + \frac{(4\nu^2 - 1)(4\nu^2 - 9)}{128x^2} \right), \quad x \to \infty, \ \nu \in \mathbb{R} \quad (2.16)
\]

(see [47] for these and further properties). It is instructive to note the similarity between these properties and those of the modified Lommel function \( \tilde{t}_{\mu,\nu}(x) \).
3 Upper and lower bounds for the ratio $t_{\mu,\nu}(x)/t_{\mu-1,\nu-1}(x)$

3.1 Preliminaries and first results

We will need the following old result of [13] in the sequel. The importance of this result and its consequences in a general setting was first realised by [55].

**Lemma 3.1.** Suppose that the power series $f(x) = \sum_{n \geq 0} a_n x^n$ and $g(x) = \sum_{n \geq 0} b_n x^n$, where $a_n \in \mathbb{R}$ and $b_n > 0$ for all $n \geq 0$, both converge on $(-r, r)$, $r > 0$. If the sequence \( \{a_n/b_n\}_{n \geq 0} \) is increasing (decreasing), then the function $x \mapsto f(x)/g(x)$ is also increasing (decreasing) on $(0, r)$.

We note that Lemma 3.1 equivalently also holds true when both the power series $f(x)$ and $g(x)$ are even, or both are odd functions.

In the following proposition, we give a simple inequality for the modified Lommel function $\tilde{f}_{\mu,\nu}(x)$ that will be needed in the proof of Lemma 3.3, which in turn will be used in the proof of Theorem 4.2. When $\mu = \nu$, the inequality reduces to an inequality of [9] for the modified Struve function $L_{\nu}(x)$, and our method of proof follows theirs. We also note that similar results for the modified Lommel function of the first kind $t_{\mu,\nu}(x)$ are given in parts (iv) and (v) of Theorem 2.1 of [46].

**Proposition 3.2.** For $x > 0$,

$$
\frac{x^\mu \sinh(x)}{\tilde{t}_{\mu,\nu}(x)} \leq \frac{x^\mu \sinh(x)}{2^{\nu+1}\Gamma(\frac{\mu-\nu+3}{2})\Gamma(\frac{\mu+\nu+3}{2})},
$$

(3.17)

if $\mu \geq -\frac{1}{2}$ and $(\mu+3)^2 - \nu^2 \geq 6$. The inequality is reversed if $-3 < \mu \leq -\frac{1}{2}$, $(\mu+3)^2 - \nu^2 \leq 6$ and $|\nu| < \mu + 3$, and we have equality if and only if $\mu = \nu = -\frac{1}{2}$.

**Proof.** From the series representation (2.7) of $\tilde{f}_{\mu,\nu}(x)$ and $\sinh(x) = \sum_{k=0}^{\infty} \frac{x^{2k+1}}{(2k+1)!}$, we can write

$$
\frac{x^\mu \sinh(x)}{\tilde{t}_{\mu,\nu}(x)} = 2^{\nu+1} \sum_{k=0}^{\infty} \alpha_k x^{2k}
$$

where

$$
\alpha_k = \frac{1}{(2k+1)!} \quad \text{and} \quad \beta_{\mu,\nu,k} = \frac{1}{2^{\nu+1}\Gamma(\frac{k+\mu+3}{2})\Gamma(\frac{k+\nu+3}{2})}.
$$

We now let $q_k = \alpha_k/\beta_{\mu,\nu,k}$ and calculate that

$$
\frac{q_{k+1}}{q_k} = \frac{(k + \frac{\mu-3}{2})(k + \frac{\mu+3}{2})}{(k + \frac{\nu+3}{2})(k + 1)}.
$$

For a given $k = 0, 1, 2, \ldots$, this ratio is $\geq 1$ if

$$
\mu^2 + 6\mu - \nu^2 + 3 + 2k(2\mu + 1) \geq 0,
$$

and therefore $q_{k+1}/q_k \geq 1$ for all $k = 0, 1, 2, \ldots$ if $\mu \geq -\frac{1}{2}$ and $(\mu+3)^2 - \nu^2 \geq 6$. Similarly, $q_{k+1}/q_k \leq 1$ for all $k = 0, 1, 2, \ldots$ if $\mu \leq -\frac{1}{2}$ and $(\mu+3)^2 - \nu^2 \leq 6$. The assumptions
on \(\mu\) and \(\nu\) in the statement of the proposition imply that \(\mu - \nu > -3\) and \(\mu + \nu > -3\), which ensures that all coefficients in the power series of \(\tilde{t}_{\mu,\nu}(x)\) are positive. Now, as the radius of convergence of the power series of \(\sinh(x)\) and \(\tilde{t}_{\mu,\nu}(x)\) is infinity, it follows from Lemma 3.1 that the function \(x \mapsto x^\mu \sinh(x)/\tilde{t}_{\mu,\nu}(x)\) is increasing on \((0, \infty)\) if \(\mu \geq -\frac{1}{2}\) and \((\mu + 3)^2 - \nu^2 \geq 6\), and decreasing on \((0, \infty)\) if \(-3 < \mu \leq -\frac{1}{2}\), \((\mu + 3)^2 - \nu^2 \leq 6\) and \(|\nu| < \mu + 3\). Thus, on computing the limit \(\lim_{x \to 0} x^\mu \sinh(x)/\tilde{t}_{\mu,\nu}(x)\) using (2.11) we obtain inequality (3.17) and its reverse.

We now introduce a function that will appear throughout this paper. For \(\mu > -2\) and \(|\nu + 1| < \mu + 2\), we define the function \(x \mapsto b_{\mu,\nu}(x) : (0, \infty) \to (0, \frac{1}{2}(\mu - \nu + 1))\) by

\[
\frac{x a_{\mu,\nu}(x)}{2 t_{\mu,\nu}(x)} = \frac{(\frac{1}{2} x)^{\mu+1}}{\Gamma(\frac{\mu+1}{2}) \Gamma(\frac{\mu+\nu+3}{2}) \tilde{t}_{\mu,\nu}(x)}. \tag{3.18}
\]

**Lemma 3.3.** Let \(\mu > -2\) and \(|\nu + 1| < \mu + 2\) throughout this lemma. Then the following assertions are true:

(i) For fixed \(\mu\) and \(\nu\),

\[
b_{\mu,\nu}(x) \sim \frac{\mu - \nu + 1}{2} \left(1 - \frac{x^2}{(\mu + 3)^2 - \nu^2}\right), \quad x \downarrow 0, \tag{3.19}
\]

\[
b_{\mu,\nu}(x) \sim \sqrt{\pi x^{\mu+3/2}} e^{-x} \frac{\Gamma(\mu+\nu+1) \Gamma(\mu+\nu+3)}{2^{\mu+1/2} \Gamma(\mu+1/2) \Gamma(\mu+\nu+1/2)}, \quad x \to \infty. \tag{3.20}
\]

(ii) For fixed \(\nu\) and \(x > 0\), \(b_{\mu,\nu}(x)\) increases as \(\mu\) increases in the interval \((\max\{\nu - 1, -\nu - 3\}, \infty)\).

(iii) For fixed \(\mu\) and \(\nu\), \(b_{\mu,\nu}(x)\) is a decreasing function of \(x\) in \((0, \infty)\). Therefore

\[
b_{\mu,\nu}(x) < b_{\mu,\nu}(0^+) = \frac{\mu - \nu + 1}{2}, \quad x > 0.
\]

This inequality can be improved further to

\[
b_{\mu,\nu}(x) < \frac{\mu - \nu + 1}{2} \left(1 + \frac{x^2}{(\mu + 3)^2 - \nu^2}\right)^{-1}, \quad x > 0. \tag{3.21}
\]

(iv) For \(x > 0\),

\[
\frac{\mu - \nu + 1}{2} x \text{csch}(x) \leq b_{\mu,\nu}(x), \tag{3.22}
\]

if \(\mu \geq -\frac{1}{2}\) and \((\mu+3)^2 - \nu^2 \geq 6\). The inequality is reversed if \(\mu \leq -\frac{1}{2}\) and \((\mu+3)^2 - \nu^2 \leq 6\), and we have equality if and only if \(\mu = \nu = -\frac{1}{2}\).

**Proof.** (i) Combine (2.11) and (2.12) with (3.18).

(ii) A short calculation shows that

\[
\frac{1}{b_{\mu,\nu}(x)} = \frac{2}{\mu - \nu + 1} \sum_{k=0}^{\infty} \left(\frac{1}{2} x\right)^{2k} \frac{(\mu - \nu + 3)_{k}}{k(\mu + \nu + 3)_{k}}, \tag{3.23}
\]
where \((a)_k = a(a + 1) \cdots (a + k - 1)\) is the Pochhammer symbol. The assertion now follows.

(iii) It is clear from (3.23) that \(b_{\mu,\nu}(x)\) is a decreasing function of \(x\) in \((0, \infty)\) with \(b_{\mu,\nu}(0^+) = \frac{\mu - \nu + 1}{x}\). Inequality (3.24) follows from truncating the series expansion of \(\tilde{t}_{\mu,\nu}(x)\) at the second term.

(iv) This is immediate from Proposition 3.2.

\[ \]

### 3.2 Bounding \(t_{\mu,\nu}(x)/t_{\mu,-1,\nu-1}(x)\) via bounds for \(I_{\nu}(x)/I_{\nu-1}(x)\)

The following theorem gives a two-sided inequality for \(\tilde{t}_{\mu,\nu}(x)/\tilde{t}_{\mu,-1,\nu-1}(x)\) in terms of the ratio \(I_{\nu}(x)/I_{\nu-1}(x)\), which constitutes the main result of this paper. The importance of the result is not only due to the fact that one is able to immediately exploit the literature on bounds for \(I_{\nu}(x)/I_{\nu-1}(x)\) to bound \(\tilde{t}_{\mu,\nu}(x)/\tilde{t}_{\mu,-1,\nu-1}(x)\), but because, as we shall see in Section 4, the inequality will be used to obtain bounds for the condition numbers \(xt_{\mu,\nu}(x)/\tilde{t}_{\mu,\nu}(x)\), the ratio \(\tilde{t}_{\mu,\nu}(x)/\tilde{t}_{\mu,\nu}(y)\) and the function \(\tilde{t}_{\mu,\nu}(x)\) itself.

The theorem generalises Theorem 2.2 of [21], which gives analogous results for the modified Struve function \(L_{\nu}(x)\). The method of proof of [21], which is based on integral representations of \(L_{\nu}(x)\) and \(I_{\nu}(x)\), does not easily generalise, owing to the fact that the corresponding integral representation of \(\tilde{t}_{\mu,\nu}(x)\) is significantly more complicated than that of \(L_{\nu}(x)\) (see \[66\]). We are, however, able to provide an alternative simple proof, which has the advantage of extending the range of validity of the bounds of [21]; see Corollary 3.5 and Remark 3.6.

**Theorem 3.4.** (i) For \(x > 0\),

\[
I_{\nu}(x)\tilde{t}_{\mu,-1,\nu-1}(x) - I_{\nu-1}(x)\tilde{t}_{\mu,\nu}(x) > 0,
\]

which holds if \(\mu > -1, \nu \geq -1, |\nu| < \mu + 1\), or \(\mu > -1, \nu > -1, -\mu - 1 \leq \nu < \mu + 1\). We have equality in (3.24) if \(\mu - \nu = -1\), or \(\nu = -1, \mu = 0\) (for which \(\mu + \nu = -1\)). Also, for \(x > 0\),

\[
I_{\nu}(x)\tilde{t}_{\mu,-1,\nu-1}(x) - I_{\nu-1}(x)\tilde{t}_{\mu,\nu}(x) < a_{\mu,\nu}(x)I_{\nu}(x),
\]

\[
I_{\nu}(x)\tilde{t}_{\mu,-1,\nu-1}(x) - I_{\nu-1}(x)\tilde{t}_{\mu,\nu}(x) < a_{\mu-1,\nu-1}(x)I_{\nu-1}(x),
\]

where \(a_{\mu,\nu}(x) = \frac{(x/2)^{\nu}}{\Gamma(\nu + 1)\Gamma(\nu + 1/2)}\) (\(a_{\mu,\nu}(x) = 0\) if \(\mu - \nu = -1\) or \(\mu + \nu = -3\)). Inequality (3.25) holds for \(\mu > -2, \nu \geq -2, |\nu + 1| < \mu + 2\), or \(\mu > -2, \nu > -2, -\mu - 2 \leq \nu + 1 < \mu + 2\), and we have equality if \(\mu - \nu = -1\), or \(\mu = -1, \nu = -2\). Inequality (3.26) holds for \(\mu > 0, \nu \geq 0, |\nu - 1| < \mu\), or \(\mu > 0, \nu > 0, -\mu \leq \nu - 1 < \mu\), with equality if \(\mu - \nu = -1\), or \(\mu = 1, \nu = 0\).

(ii) For \(x > 0\),

\[
\left(\frac{I_{\nu-1}(x)}{I_{\nu}(x)} + \frac{2b_{\mu,\nu}(x)}{x}\right)^{-1} < \frac{\tilde{t}_{\mu,\nu}(x)}{\tilde{t}_{\mu,-1,\nu-1}(x)} < \frac{I_{\nu}(x)}{I_{\nu-1}(x)},
\]

where both the lower and upper bounds hold for \(\mu > -1, 0 \leq \nu < \mu + 1\). We have equality in the upper bound if \(\mu - \nu = -1, \nu \geq 0\).
Proof. (i) We focus on proving inequality \((3.24)\); inequalities \((3.25)\) and \((3.26)\) follow from substituting the relations \((2.8)\) and \((2.13)\) into \((3.24)\) and performing some basic manipulations.

Let us first prove inequality \((3.24)\) under the assumption \(\mu > -1, \nu \geq -1, |\nu| < \mu + 1.\) For such \(\mu\) and \(\nu,\) we can use the indefinite integral formula \((2.10)\) to obtain

\[
\int_0^x u^\mu I_\nu(u) \, du = 2^{\mu-1} \Gamma\left(\frac{\mu-\nu+1}{2}\right) \Gamma\left(\frac{\mu+\nu+1}{2}\right) x I_\nu(x) \tilde{t}_{\mu-1,\nu-1}(x) - I_{\nu-1}(x) \tilde{t}_{\mu,\nu}(x), \tag{3.28}
\]

where we used that \(\lim_{x \to 0^+} x I_\nu(x) \tilde{t}_{\mu-1,\nu-1} = \lim_{x \to 0^+} x I_{\nu-1}(x) \tilde{t}_{\mu,\nu}(x) = 0\) (which can be seen from the series representations of \(I_\nu(x)\) and \(I_{\nu-1}(x)\)). Here, the assumptions \(\mu + \nu > -1\) and \(\nu \geq -1\) ensure that the integral exists and is in fact positive, since \(I_\nu(x) > 0\) for all \(x \geq 0\) if \(\nu \geq -1,\) and, as \(x \to 0, I_\nu(x) = O(x^\nu)\) for all \(\nu \geq -1\) and \(I_{\nu-1}(x) = I_1(x) = O(x).\) Furthermore, as \(\mu - \nu > -1\) and \(\mu + \nu > -1,\) the gamma functions in \((3.28)\) are positive, and we thus deduce inequality \((3.24)\) from \((3.28)\).

We now prove that inequality \((3.24)\) is also valid for \(\mu > -1, \nu > -1, -\mu - 1 \leq \nu < \mu + 1.\) Given what we have already shown, it suffices to consider the case \(\nu > -1, -\mu - 1 = \nu < \mu + 1.\) Note that \(-1 < \nu < 0.\) In this case, as \(\tilde{t}_{\mu-\nu}(x) = \tilde{t}_{\mu,\nu}(x)\) and \(\tilde{t}_{\nu-3,\nu}(x) = \tilde{t}_{\nu-1,\nu}(x) = I_\nu(x),\) we have

\[
I_\nu(x) \tilde{t}_{\mu-1,\nu-1}(x) - I_{\nu-1}(x) \tilde{t}_{\mu,\nu}(x) = I_\nu(x) \tilde{t}_{\nu-2,\nu-1}(x) - I_{\nu-1}(x) \tilde{t}_{\nu-1,\nu}(x) = I_\nu(x) I_{\nu-1}(x) - I_{\nu-1}(x) I_{\nu}(x) \tag{3.29}
= -\frac{2 \sin(\pi \nu)}{\pi x} > 0.
\]

To obtain the final equality we used the standard formulas (see \[47\])

\[
I_{-\nu}(x) - I_\nu(x) = \frac{2 \sin(\pi \nu)}{\pi} K_\nu(x), \quad I_\nu(x) K_{\nu+1}(x) + I_{\nu+1}(x) K_\nu(x) = \frac{1}{x},
\]

where \(K_\nu(x)\) is the modified Bessel function of the second kind.

Finally, we consider the boundary cases in which there is equality in \((3.24)\). When \(n\) is an integer, \(I_{-n}(x) = I_n(x)\) and we can therefore see from \((3.29)\) that \(I_\nu(x) \tilde{t}_{\mu-1,\nu-1}(x) - I_{\nu-1}(x) \tilde{t}_{\mu,\nu}(x)\) is equal to zero if \(\mu = 0\) and \(\nu = -1.\) The final case to be considered is \(\mu - \nu = -1.\) Here, since \(\tilde{t}_{\nu-1,\nu}(x) = I_\nu(x),\) we have

\[
I_\nu(x) \tilde{t}_{\nu-2,\nu-1}(x) - I_{\nu-1}(x) \tilde{t}_{\nu-1,\nu}(x) = I_\nu(x) \tilde{t}_{\nu-2,\nu-1}(x) - I_{\nu-1}(x) \tilde{t}_{\nu-1,\nu}(x) = I_\nu(x) I_{\nu-1}(x) - I_{\nu-1}(x) I_{\nu}(x) = 0,
\]

which completes the proof of part (i).

(ii) The two-sided inequality follows from rearranging inequalities \((3.24)\) and \((3.25)\) using the facts that \(I_\nu(x) > 0\) for all \(x > 0\) if \(\nu \geq -1,\) and \(\tilde{t}_{\mu,\nu}(x) > 0\) for all \(x > 0\) if \(\mu - \nu \geq -3\) and \(\mu + \nu \geq -3\) (this can be seen from the series representation of \(t_{\mu,\nu}(x)\)), together with the formula \(b_{\mu,\nu}(x) = \frac{\pi x}{2 \Gamma_{\mu,\nu}(x)}\). The lower bound is valid for \(\mu > -2, \nu \geq 0, |\nu + 1| < \mu + 2\) and the upper bound is valid for \(\mu > -1, \nu \geq 0, |\nu| < \mu + 1,\) but both these constraints reduce to \(\mu > -1, 0 \leq \nu < \mu + 1,\) as stated in the theorem. \(\square\)
Corollary 3.5. Define $a_\nu(x) := a_\nu,\nu(x) = \frac{(\pi/2)^\nu}{\sqrt{\pi}\Gamma(\nu + \frac{1}{2})}$ (where $a_\nu,\nu(x) = 0$) and $b_\nu(x) := b_{\nu,\nu}(x) = \frac{x a_\nu(x)}{2L_\nu(x)}$. Then:

(i) For $x > 0$,
\[
I_\nu(x)L_{\nu-1}(x) - I_{\nu-1}(x)L_\nu(x) > 0, \quad \nu \geq -\frac{1}{2}, \quad \text{(3.30)}
\]
\[
I_\nu(x)L_{\nu-1}(x) - I_{\nu-1}(x)L_\nu(x) < a_\nu(x)I_\nu(x), \quad \nu \geq -\frac{3}{2}, \quad \text{(3.31)}
\]
\[
I_\nu(x)L_{\nu-1}(x) - I_{\nu-1}(x)L_\nu(x) < a_{\nu-1}(x)I_{\nu-1}(x), \quad \nu \geq \frac{1}{2}. \quad \text{(3.32)}
\]

(ii) Let $\nu \geq 0$. Then, for $x > 0$,
\[
\left(\frac{I_{\nu-1}(x)}{I_\nu(x)} + \frac{2b_\nu(x)}{x}\right)^{-1} < \frac{L_\nu(x)}{L_{\nu-1}(x)} < \frac{I_\nu(x)}{I_{\nu-1}(x)}.
\]
\[
\text{(3.33)}
\]

Proof. Set $\mu = \nu$ in Theorem 3.4 and use that $\tilde{t}_{\nu,\nu}(x) = L_\nu(x)$. \qed

Remark 3.6. Corollary 3.5 extends the range of validity of the bounds of Theorem 2.1 of [21]. One can write down analogous corollaries to Theorems 3.1 and 3.2 below, which extend the range of validity of some of the bounds of Theorems 3.1 and 3.3 of [21] that bound the condition numbers $xL_\nu(x)/L_\nu(x)$, and the ratio $L_\nu(x)/L_\nu(y)$ and modified Struve function $L_\nu(x)$, respectively. For space reasons, we omit these corollaries, and just record that the range of validity of inequalities (3.34) and (3.43) of [21] are extended in this paper. On the other hand, for $\mu = \nu$ the range of validity of inequalities (3.33), (4.41), (4.52) and (4.56) are the same as those for the corresponding inequalities of [21].

The range of validity for all inequalities of Corollary 3.5 is best possible. To see this, we first recall that $M_\nu(x) = L_\nu(x) - I_\nu(x)$ has the asymptotic behaviour [47, 11.6.1]
\[
M_\nu(x) \sim -\frac{(\frac{1}{2}x)^{\nu-1}}{\sqrt{\pi}\Gamma(\nu + \frac{1}{2})}, \quad \nu \neq -\frac{1}{2}, -\frac{3}{2}, -\frac{5}{2}, \ldots, x \to \infty.
\]
Together with (2.16) we then have that, for $\nu \neq -\frac{1}{2}, -\frac{3}{2}, -\frac{5}{2}, \ldots$,
\[
I_\nu(x)L_{\nu-1}(x) - I_{\nu-1}(x)L_\nu(x) = I_\nu(x)M_{\nu-1}(x) - I_{\nu-1}(x)M_\nu(x)
\]
\[
\sim \frac{e^x}{\sqrt{2\pi x}} \cdot \frac{(\frac{1}{2}x)^{\nu-1}}{\sqrt{\pi}\Gamma(\nu + \frac{1}{2})},
\]
as $x \to \infty$. Now, for $\nu = -\frac{1}{2} - \epsilon$, where $0 < \epsilon < 1$, we have $\Gamma(\nu + \frac{1}{2}) < 0$. Thus, the range of validity of inequality (3.30) is best possible. Similar considerations show that the range of validity of inequalities (3.31) and (3.32) are best possible. Finally, the range of validity of (3.33) cannot be extended, because $I_\nu(x)$ takes negative values for $\nu \in (-2, -1)$.

Remark 3.7. Lower and upper bounds for integrals of the form $\int_0^x u^\mu I_\nu(u) \, du$ are given in [17, 21, 22]. These bounds are given in terms of the modified Bessel function of the first kind and a number of both the lower and upper bounds are tight in the limits $x \downarrow 0$ and $x \to \infty$. It is therefore possible to obtain more accurate bounds for the quantities $I_\nu(x)i_{\nu-1,\nu-1}(x) - I_{\nu-1}(x)i_{\nu,\nu}(x)$ and $i_{\nu,\nu}(x)/i_{\mu,\nu}(x)$ than those given in Theorem 3.4. However, the price one pays for this is that the resulting bounds are more complicated and consequently more difficult to work with than the two-sided inequality (3.27), which is used throughout this paper.
Remark 3.8. Let $l^a_{\mu,\nu}(x)$, $u^a_{\mu,\nu}(x)$ denote the lower and upper bounds of $(3.27)$ and let $h_{\mu,\nu}(x) = \tilde{l}_{\mu,\nu}(x)/\tilde{l}_{\mu-1,\nu-1}(x)$. From the asymptotic formulas $(2.10)$ and $(3.20)$, we have

$$
\frac{u^a_{\mu,\nu}(x)}{l^a_{\mu,\nu}(x)} - 1 = \frac{2b_{\mu,\nu}(x)}{x} \frac{I_{\nu}(x)}{I_{\nu-1}(x)} = O(x^{\mu+1/2}e^{-x}), \quad x \to \infty,
$$

and so the double inequality $(3.27)$ is tight as $x \to \infty$. From $(2.13)$ and $(2.17)$, we have that in the limit $x \downarrow 0$ the relative error in approximating $h_{\mu,\nu}(x)$ by $u^a_{\mu,\nu}(x)$ is $\frac{\nu+1}{2\nu}$. This error blows up as $\nu \downarrow 0$, but the bound is tight when $\nu \to \infty$ and $\mu/\nu \to 1$ simultaneously. The relative error is equal to 0 if $\mu - \nu = -1$, as we know must be so from the final assertion of Theorem 3.4. The lower bound $l^a_{\mu,\nu}(x)$ is tight as $x \downarrow 0$. To gain further insight, we use $(2.13)$, $(2.17)$ and $(3.19)$ to obtain that, as $x \downarrow 0$,

$$
l^a_{\mu,\nu}(x) \sim \frac{x}{\mu+\nu+1} - \frac{((\mu-\nu)^2 + 4\mu + 7)x^3}{2(\nu+1)(\mu+\nu+1)^2((\mu+3)^2 - \nu^2)},
$$

$$
h_{\mu,\nu}(x) \sim \frac{x}{\mu+\nu+1} - \frac{2x^3}{(\mu+\nu+1)^2((\mu+3)^2 - \nu^2)}. \quad (3.34)
$$

The second term in the expansion of $l^a_{\mu,\nu}(x)$ approaches that of $h_{\mu,\nu}(x)$ when $\nu \to \infty$ and $(\mu - \nu)^2/\nu \to 1$ simultaneously.

Numerical results, obtained using Mathematica, are given in Tables 1 and 2. We consider three cases of $\mu - \nu = k, \quad k = -0.5, 2.5$, and in each case let $\nu = 0, 1, 2.5, 5, 10$. (Tables for the case $\mu = \nu$ are given in [21].) In agreement with the above analysis, we see that, as a result of the exponential decay of $b_{\mu,\nu}(x)$, the bounds are very accurate for larger values of $x$, particularly for smaller values of $\mu$, whilst both bounds improve for ‘small’ $x$ as $\nu$ increases. The bounds are most accurate in the case $\mu - \nu = -0.5$.

Table 1: Relative error in approximating $\tilde{l}_{\mu,\nu}(x)/\tilde{l}_{\mu-1,\nu-1}(x)$ by $(I_{\nu-1}(x)/I_{\nu}(x) + 2b_{\mu,\nu}(x)/x)^{-1}$.

| $(\mu, \nu)$ | $x$ | 0.5 | 1   | 2.5 | 5   | 7.5 | 10  | 15  | 25  |
|---------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| (-0.5,0)      | 0.082 | 0.0829 | 0.0577 | 0.0067 | 0.0006 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| (0.5,1)       | 0.0026 | 0.0088 | 0.0203 | 0.0073 | 0.0012 | 0.0001 | 0.0000 | 0.0000 | 0.0000 |
| (2.5)         | 0.0004 | 0.0016 | 0.0059 | 0.0053 | 0.0017 | 0.0003 | 0.0000 | 0.0000 | 0.0000 |
| (4.5,5)       | 0.0001 | 0.0003 | 0.0015 | 0.0025 | 0.0015 | 0.0006 | 0.0000 | 0.0000 | 0.0000 |
| (9,10)        | 0.0000 | 0.0000 | 0.0003 | 0.0007 | 0.0008 | 0.0005 | 0.0001 | 0.0000 | 0.0000 |
| (2,9)         | 0.0231 | 0.0764 | 0.1759 | 0.1106 | 0.0313 | 0.0059 | 0.0001 | 0.0000 | 0.0000 |
| (3,1)         | 0.0052 | 0.0191 | 0.0710 | 0.0773 | 0.0340 | 0.0091 | 0.0003 | 0.0000 | 0.0000 |
| (4.5,2.5)     | 0.0013 | 0.0051 | 0.0242 | 0.0423 | 0.0293 | 0.0120 | 0.0008 | 0.0000 | 0.0000 |
| (7,5)         | 0.0003 | 0.0012 | 0.0068 | 0.0170 | 0.0181 | 0.0117 | 0.0018 | 0.0000 | 0.0000 |
| (12,10)       | 0.0001 | 0.0002 | 0.0014 | 0.0043 | 0.0066 | 0.0007 | 0.0028 | 0.0000 | 0.0000 |
| (5,10)        | 0.0148 | 0.0596 | 0.1591 | 0.1881 | 0.1268 | 0.0562 | 0.0042 | 0.0000 | 0.0000 |
| (6,1)         | 0.0046 | 0.0172 | 0.0739 | 0.1242 | 0.1042 | 0.0580 | 0.0067 | 0.0000 | 0.0000 |
| (7,5,2.5)     | 0.0015 | 0.0058 | 0.0296 | 0.0676 | 0.0727 | 0.0521 | 0.0104 | 0.0000 | 0.0000 |
| (10,5)        | 0.0004 | 0.0017 | 0.0097 | 0.0280 | 0.0389 | 0.0368 | 0.0140 | 0.0000 | 0.0000 |
| (15,10)       | 0.0001 | 0.0004 | 0.0022 | 0.0076 | 0.0132 | 0.0164 | 0.0127 | 0.0008 | 0.0000 |

We now note two applications of the double inequality $(3.27)$ to deduce bounds for the ratio $\tilde{l}_{\mu,\nu}(x)/\tilde{l}_{\mu-1,\nu-1}(x)$ from existing bounds for $I_{\nu}(x)/I_{\nu-1}(x)$. It was shown in [29] that, for $x > 0$,

$$
\frac{x \tanh(x)}{x + (2\nu - 1) \tanh(x)} \leq \frac{I_{\nu}(x)}{I_{\nu-1}(x)} \leq \tanh(x), \quad (3.35)
$$
Table 2: Relative error in approximating \( \tilde{t}_{\mu,\nu}(x)/\tilde{t}_{\mu-1,\nu-1}(x) \) by \( I_\nu(x)/I_{\nu-1}(x) \).  

| (\( \mu,\nu \)) | 0.5 | 1 | 2.5 | 5 | 7.5 | 10 | 15 | 25 |
|------------------|-----|---|-----|---|-----|----|----|----|
| (-0.5,0)         | 3.7736 | 0.7966 | 0.0468 | 0.0012 | 0.0001 | 0.0000 | 0.0000 | 0.0000 |
| (0.5,1)          | 0.2329 | 0.1938 | 0.0684 | 0.0068 | 0.0006 | 0.0000 | 0.0000 | 0.0000 |
| (2.2.5)          | 0.0975 | 0.0905 | 0.0557 | 0.0135 | 0.0022 | 0.0003 | 0.0000 | 0.0000 |
| (4.5,5)          | 0.0494 | 0.0477 | 0.0375 | 0.0167 | 0.0065 | 0.0011 | 0.0000 | 0.0000 |
| (9.5,10)         | 0.0249 | 0.0245 | 0.0218 | 0.0145 | 0.0074 | 0.0030 | 0.0003 | 0.0000 |
| (2,0)            | 23.9073 | 5.8999 | 0.8305 | 0.1102 | 0.0159 | 0.0021 | 0.0000 | 0.0000 |
| (3,1)            | 1.4319 | 1.2576 | 0.6412 | 0.1601 | 0.0339 | 0.0059 | 0.0001 | 0.0000 |
| (4.5,2.5)        | 0.5907 | 0.5640 | 0.4194 | 0.1796 | 0.0579 | 0.0147 | 0.0005 | 0.0000 |
| (7,5)            | 0.2980 | 0.2920 | 0.2540 | 0.1592 | 0.0774 | 0.0298 | 0.0024 | 0.0000 |
| (12,10)          | 0.1496 | 0.1482 | 0.1391 | 0.1109 | 0.0759 | 0.0443 | 0.0091 | 0.0000 |
| (5,0)            | 48.5491 | 12.5115 | 2.2421 | 0.5352 | 0.1578 | 0.0422 | 0.0018 | 0.0000 |
| (6,1)            | 2.8830 | 2.5823 | 1.4970 | 0.5521 | 0.2022 | 0.0662 | 0.0042 | 0.0000 |
| (7.5,2.5)        | 1.1854 | 1.1436 | 0.9123 | 0.4979 | 0.2357 | 0.0976 | 0.0100 | 0.0000 |
| (10,5)           | 0.5970 | 0.5882 | 0.5319 | 0.3834 | 0.2370 | 0.1279 | 0.0236 | 0.0001 |
| (15,10)          | 0.2994 | 0.2975 | 0.2848 | 0.2442 | 0.1898 | 0.1338 | 0.0480 | 0.0013 |

where both the lower and upper bounds are valid for \( \nu \geq \frac{1}{2} \) and we have equality if and only if \( \nu = \frac{1}{2} \), and by \( \text{[60]} \) (see also \( \text{[1, 39, 59]} \)) that, for \( x > 0 \),

\[
\frac{x}{\nu - \frac{1}{2} + \sqrt{\left(\nu - \frac{1}{2}\right)^2 + x^2}} < \frac{I_\nu(x)}{I_{\nu-1}(x)} < \frac{x}{\nu - \frac{1}{2} + \sqrt{\left(\nu - \frac{1}{2}\right)^2 + x^2}},
\]

where the lower bound holds for \( \nu \geq 0 \) and the upper bound is valid for \( \nu \geq \frac{1}{2} \). Combining with \( \text{(3.27)} \) then gives the following corollary, the bounds of which will in turn be used in the proofs of Theorems \( \text{4.1 and 4.2} \)

**Corollary 3.9.** For \( \mu > -\frac{1}{2}, \frac{1}{2} \leq \nu < \mu + 1 \) and \( x > 0 \),

\[
\frac{x \tanh(x)}{x + (2\nu - 1 + 2b_{\mu,\nu}(x))\tanh(x)} < \frac{\tilde{t}_{\mu,\nu}(x)}{\tilde{t}_{\mu-1,\nu-1}(x)} < \tanh(x) < 1.
\]

Also, for \( x > 0 \)

\[
\frac{x}{\nu - \frac{1}{2} + 2b_{\mu,\nu}(x) + \sqrt{(\nu + \frac{1}{2})^2 + x^2}} < \frac{\tilde{t}_{\mu,\nu}(x)}{\tilde{t}_{\mu-1,\nu-1}(x)} < \frac{x}{\nu - \frac{1}{2} + \sqrt{(\nu - \frac{1}{2})^2 + x^2}},
\]

where the lower bound holds for \( \mu > -1, 0 \leq \nu < \mu + 1 \) and the upper bound holds for \( \mu > -\frac{1}{2}, \frac{1}{2} \leq \nu < \mu + 1 \).

**Remark 3.10.** As \( b_{\mu,\nu}(x) < \frac{\mu - \nu + 1}{2} \) for all \( x > 0 \), we can obtain the simpler lower bounds

\[
\frac{\tilde{t}_{\mu,\nu}(x)}{\tilde{t}_{\mu-1,\nu-1}(x)} > \frac{\tanh(x)}{\mu + \nu + 1},
\]

\[
\frac{x}{\mu + \frac{1}{2} + \sqrt{(\nu + \frac{1}{2})^2 + x^2}},
\]

which have the same range of validity as \( \text{(3.37)} \) and \( \text{(3.38)} \), respectively. Similar simplifications can be made to all bounds given in this paper.
Remark 3.11. All bounds given in Corollary 3.9 are tight as \( x \to \infty \) and of the correct asymptotic order as \( x \downarrow 0 \). For a comparison, an asymptotic analysis shows that, for fixed \( \mu \), when \( \frac{1}{2} \leq \nu < 1 \) the double inequality (3.34) performs better in the limit \( x \downarrow 0 \), whilst the double inequality (3.38) is better in this limit for \( \nu \geq 1 \), and is most accurate as \( x \to \infty \), expect for the single case \( \nu = \frac{1}{2} \). Moreover, we used Mathematica to observe that, for fixed \( \mu \), if \( \nu \geq 1 \) then both bounds of (3.38) outperform those of (3.37). Except for when \( \nu \) is quite close to \( \frac{1}{2} \), we find (3.38) to be preferable, and as this estimate will be used throughout this paper it is useful to gain some insight into the quality of the approximation.

Denote the lower and upper bounds of (3.38) by \( l_{\mu, \nu}^b(x) \) and \( u_{\mu, \nu}^b(x) \), respectively, and write \( h_{\mu, \nu}(x) = \tilde{t}_{\mu, \nu}(x)/\tilde{t}_{\mu-1, \nu-1}(x) \). From the asymptotic formula (2.11), we see that in the limit \( x \downarrow 0 \) the relative error in approximating \( h_{\mu, \nu}(x) \) by \( u_{\mu, \nu}^b(x) \) is \( \frac{\mu-\nu+2}{2\nu^2} \). The error blows up as \( \nu \downarrow \frac{1}{2} \), but decreases as \( \nu \) increases, and the bound is tight when \( \nu \to \infty \) and \( \mu/\nu \to 1 \) simultaneously. The relative error in approximating \( h_{\mu, \nu}(x) \) by \( l_{\mu, \nu}^b(x) \) is 0 in the limit \( x \downarrow 0 \), and furthermore

\[
l_{\mu, \nu}^b(x) \sim \frac{x}{\mu + \nu + 1} - \frac{((\mu - \nu)^2 + 5\mu - \nu + 8)x^3}{(2\nu + 1)(\mu + \nu + 1)^2((\mu + 3)^2 - \nu^2)}, \quad x \downarrow 0.
\]

From (3.34), we see that second term in the expansion of \( l_{\mu, \nu}^b(x) \) approaches that of \( h_{\mu, \nu}(x) \) when \( \nu \to \infty \) and \( (\mu - \nu)^2/\nu \to 0 \) simultaneously, as we observed for the lower bound of (3.27). Also, as \( x \to \infty \), \( u_{\mu, \nu}^b(x)/l_{\mu, \nu}^b(x)-1 \sim \nu/x^2 \), and so for ‘large’ \( x \) the accuracy of the double inequality (3.38) decreases as \( \nu \) increases. The \( O(x^{-2}) \) error in the approximation is much larger than the \( O(x^{\nu+1/2}e^{-x}) \) error of (3.27). These comments are supported by numerical results given in Tables 3 and 4.

Table 3: Relative error in approximating \( \tilde{t}_{\mu, \nu}(x)/\tilde{t}_{\mu-1, \nu-1}(x) \) by the lower bound of \( l_{\mu, \nu}^b(x) \).

| \((\mu, \nu)\) | 0.5 | 1   | 2.5 | 5   | 7.5  | 10  | 15  | 25  | 50  |
|-------------|-----|-----|-----|-----|------|-----|-----|-----|-----|
| (-0.5, 0)   | 0.1583 | 0.2333 | 0.1147 | 0.0193 | 0.00357 | 0.0028 | 0.0012 | 0.0004 | 0.0001 |
| (0.5, 1)    | 0.0101 | 0.0313 | 0.0593 | 0.0285 | 0.0122 | 0.0067 | 0.0031 | 0.0011 | 0.0003 |
| (2.2, 5)    | 0.0015 | 0.0054 | 0.0200 | 0.0144 | 0.0093 | 0.0049 | 0.0020 | 0.0006 |
| (4.5, 5)    | 0.0003 | 0.0010 | 0.0050 | 0.0105 | 0.0106 | 0.0088 | 0.0058 | 0.0029 | 0.0009 |
| (9.5, 10)   | 0.0000 | 0.0002 | 0.0009 | 0.0027 | 0.0041 | 0.0047 | 0.0053 | 0.0014 |
| (2.0)       | 0.0495 | 0.1201 | 0.1935 | 0.1197 | 0.0360 | 0.0086 | 0.0013 | 0.0004 | 0.0001 |
| (3.1)       | 0.0990 | 0.6308 | 0.9141 | 0.0352 | 0.0440 | 0.0156 | 0.0034 | 0.0011 | 0.0003 |
| (4.5, 2.5)  | 0.0020 | 0.0077 | 0.0343 | 0.0559 | 0.0407 | 0.0206 | 0.0056 | 0.0020 | 0.0006 |
| (7.5)       | 0.0005 | 0.0018 | 0.0097 | 0.0238 | 0.0263 | 0.0196 | 0.0075 | 0.0029 | 0.0009 |
| (12, 10)    | 0.0000 | 0.0003 | 0.0019 | 0.0062 | 0.0097 | 0.0107 | 0.0073 | 0.0034 | 0.0014 |
| (5.0)       | 0.0284 | 0.0756 | 0.1715 | 0.1936 | 0.1302 | 0.0658 | 0.0054 | 0.0004 | 0.0001 |
| (6.1)       | 0.0070 | 0.0247 | 0.0892 | 0.1349 | 0.1116 | 0.0635 | 0.0097 | 0.0012 | 0.0003 |
| (7.5, 2.5)  | 0.0020 | 0.0077 | 0.0371 | 0.0778 | 0.0816 | 0.0595 | 0.0151 | 0.0020 | 0.0006 |
| (10.5)      | 0.0005 | 0.0022 | 0.0120 | 0.0336 | 0.0458 | 0.0436 | 0.0195 | 0.0031 | 0.0009 |
| (15, 10)    | 0.0001 | 0.0005 | 0.0027 | 0.0092 | 0.0160 | 0.0200 | 0.0169 | 0.0041 | 0.0014 |

4 Further bounds for modified Lommel functions of the first kind and their ratios

In this section, we apply the bounds of Section 3 for the ratio \( \tilde{t}_{\mu, \nu}(x)/\tilde{t}_{\mu-1, \nu-1}(x) \) to obtain further functional inequalities for the modified Lommel function \( \tilde{t}_{\mu, \nu}(x) \).
and thus bounds for \( \tilde{t}_{\mu,\nu}(x) / \tilde{t}_{\mu-1,\nu-1}(x) \) immediately lead to bounds for the condition number \( C(\tilde{t}_{\mu,\nu}(x)) \). In the following theorem, we give a two-sided inequality for \( C(\tilde{t}_{\mu,\nu}(x)) \) in terms of \( C(I_\nu(x)) \). This result parallels inequality (3.27) of Theorem 3.4 by allowing one to use the literature on bounds for \( C(I_\nu(x)) \) (see [11, 25, 39, 51, 54, 60]) to bound \( C(\tilde{t}_{\mu,\nu}(x)) \). The first inequalities for \( C(I_\nu(x)) \), due to [25], were motivated by a problem in wave mechanics, and some comments on the utility of the condition numbers \( C(f(x)) = |xf'(x)/f(x)| \) for comparing functions are given in [60].

**Theorem 4.1.** The following inequalities hold:

(i) For \( x > 0 \),

\[
C(I_\nu(x)) < C(\tilde{t}_{\mu,\nu}(x)) < C(I_\nu(x)) + 2b_{\mu,\nu}(x),
\]

where the lower bound is valid for \( \mu > -1, 0 \leq \nu < \mu + 1 \) and the upper bound is valid for \( \mu > -2, -1 \leq \nu < \mu + 1 \).

(ii) For \( x > 0 \),

\[
\sqrt{(\nu - \frac{1}{2})^2 + x^2 - \frac{1}{2}} < C(\tilde{t}_{\mu,\nu}(x)) < \sqrt{\left(\nu + \frac{1}{2}\right)^2 + x^2 + 2b_{\mu,\nu}(x) - \frac{1}{2}},
\]

and

\[
x \coth(x) - \nu < C(\tilde{t}_{\mu,\nu}(x)) < x \tanh(x) + \nu + 2b_{\mu,\nu}(x),
\]

where the lower bounds of (4.44) and (4.45) hold for \( \mu > -\frac{1}{2}, \frac{1}{2} \leq \nu < \mu + 1 \), and the upper bounds of (4.44) and (4.45) hold for \( \mu > -\frac{3}{2}, -\frac{1}{2} \leq \nu < \mu + 1 \).
Proof. (i) From the relations (4.41) and (4.42) for \( \tilde{t}_{\mu,\nu}(x) \), as well as the corresponding relations (2.13) and (2.14) for \( I_{\nu}(x) \), and the upper bound of inequality (3.27), we obtain, for \( \mu > -1 \), \( 0 \leq \nu < \mu + 1 \),

\[
\frac{x I_{\mu,\nu}(x)}{\tilde{t}_{\mu,\nu}(x)} = \frac{x \tilde{t}_{\mu-1,\nu-1}(x)}{\tilde{t}_{\mu,\nu}(x)} - \nu > \frac{x I_{\nu-1}(x)}{I_{\nu}(x)} - \nu = \frac{x I'_{\nu}(x)}{I_{\nu}(x)},
\]

and, for \( \mu > -2 \), \( -1 \leq \nu < \mu + 1 \),

\[
\frac{x \tilde{t}_{\mu,\nu}(x)}{\tilde{t}_{\mu,\nu}(x)} = \frac{x \tilde{t}_{\mu+1,\nu+1}(x)}{\tilde{t}_{\mu,\nu}(x)} + \nu + 2b_{\mu,\nu}(x) < \frac{x I_{\nu+1}(x)}{I_{\nu}(x)} + \nu + 2b_{\mu,\nu}(x) = \frac{x I'_{\nu}(x)}{I_{\nu}(x)} + 2b_{\mu,\nu}(x).
\]

(ii) Combine the upper bounds of (3.37) and (3.38) with formulas (4.41) and (4.42). \( \square \)

4.2 Bounds for the ratio \( t_{\mu,\nu}(x)/t_{\mu,\nu}(y) \) and the modified Lommel function \( t_{\mu,\nu}(x) \)

In the spirit of Section 4.1, we note that some basic manipulations allow one to exploit the bounds of Section 3 to bound the ratio \( \tilde{t}_{\mu,\nu}(x)/\tilde{t}_{\mu,\nu}(y) \). To this end, on integrating the relations

\[
\frac{\tilde{t}'_{\mu,\nu}(u)}{\tilde{t}_{\mu,\nu}(u)} = \tilde{t}_{\mu-1,\nu-1}(u) - \frac{\nu}{u}, \quad \frac{\tilde{t}'_{\mu,\nu}(u)}{\tilde{t}_{\mu,\nu}(u)} = \frac{\tilde{t}_{\mu+1,\nu+1}(u)}{\tilde{t}_{\mu,\nu}(u)} + \frac{\nu}{u} + \frac{a_{\mu,\nu}(u)}{\tilde{t}_{\mu,\nu}(u)}
\]

between \( x \) and \( y \) one obtains

\[
\frac{\tilde{t}_{\mu,\nu}(x)}{\tilde{t}_{\mu,\nu}(y)} = \left( \frac{y}{x} \right)^\nu \exp \left( - \int_x^y \frac{\tilde{t}_{\mu-1,\nu-1}(u)}{\tilde{t}_{\mu,\nu}(u)} \, du \right),
\]

(4.46)

\[
\frac{\tilde{t}_{\mu,\nu}(x)}{\tilde{t}_{\mu,\nu}(y)} = \left( \frac{x}{y} \right)^\nu \exp \left( - 2 \int_x^y \frac{b_{\mu,\nu}(u)}{u} \, du \right) \exp \left( - \int_x^y \frac{\tilde{t}_{\mu+1,\nu+1}(u)}{\tilde{t}_{\mu,\nu}(u)} \, du \right).
\]

(4.47)

If \( \mu > -2 \) and \( |\nu + 1| < \mu + 2 \), then by inequality (3.21) we have

\[
2 \int_x^y \frac{b_{\mu,\nu}(u)}{u} \, du < \int_x^y \frac{\mu - \nu + 1}{u(1 + \frac{1}{(\mu + 3)^2 - \nu^2} u^2)} \, du = (\mu - \nu + 1) \log \left( \frac{y}{x} \sqrt{\frac{(\mu + 3)^2 - \nu^2 + x^2}{(\mu + 3)^2 - \nu^2 + y^2}} \right),
\]

(4.48)

and substituting into (4.47) then yields the lower bound

\[
\frac{\tilde{t}_{\mu,\nu}(x)}{\tilde{t}_{\mu,\nu}(y)} > \left( \frac{x}{y} \right)^\nu \left( \frac{(\mu + 3)^2 - \nu^2 + y^2}{(\mu + 3)^2 - \nu^2 + x^2} \right)^{\frac{\mu + 1}{2}} \exp \left( - \int_x^y \frac{\tilde{t}_{\mu+1,\nu+1}(u)}{\tilde{t}_{\mu,\nu}(u)} \, du \right).
\]

(4.49)

Also, if \( \mu \geq -\frac{1}{2} \) and \( (\mu + 3)^2 - \nu^2 \geq 6 \), then using inequality (3.22) gives

\[
2 \int_x^y \frac{b_{\mu,\nu}(u)}{u} \, du \geq (\mu - \nu + 1) \int_x^y \text{csch}(u) \, du = (\mu - \nu + 1) \log \left( \frac{\tanh \left( \frac{1}{2} x \right)}{\tanh \left( \frac{1}{2} y \right)} \right),
\]

on
and combining with (4.47) then yields the upper bound
\[
\frac{\tilde{t}_{\mu,\nu}(x)}{\tilde{t}_{\mu,\nu}(y)} \leq \left( \frac{x}{y} \right)^{\nu-1} \left( \frac{\mu + 3}{\mu + 3} - \nu^2 + y^2 \right)^{\frac{\mu-\nu+1}{2}} \exp \left( - \int_x^y \frac{\tilde{t}_{\mu+1,\nu+1}(u)}{\tilde{t}_{\mu,\nu}(u)} \, du \right).
\] (4.50)

We combine (4.46), (4.49) and (4.50) with the results of Section 3 to prove the following theorem. In this theorem, we give several different bounds for \( \tilde{t}_{\mu,\nu}(x)/\tilde{t}_{\mu,\nu}(y) \) and \( \tilde{t}_{\mu,\nu}(x) \), some of which are based on the estimates of the doubles inequalities (3.33) and (3.36) of [29] and [60] for \( I_\nu(x)/I_{\nu-1}(x) \). However, we note that the extensive literature on bounds for \( I_\nu(x)/I_{\nu}(y) \) (with a number of such bounds surveyed in [5]) allow for many other bounds to be readily obtained, which we omit for space reasons.

**Theorem 4.2.** The following inequalities hold:

(i) For \( 0 < x < y \),

\[
\left( \frac{x}{y} \right)^{\nu-1} \left( \frac{(\mu + 3)^2 - \nu^2 + y^2}{(\mu + 3)^2 - \nu^2 + x^2} \right)^{\frac{\mu-\nu+1}{2}} I_\nu(x) I_{\nu}(y) < \frac{\tilde{t}_{\mu,\nu}(x)}{\tilde{t}_{\mu,\nu}(y)} < \frac{I_\nu(x)}{I_{\nu}(y)},
\] (4.51)

where the lower bound holds for \( \mu > -2 \), \(-1 < \nu < \mu + 1 \) and the upper bound holds for \( \mu > -1 \), \( 0 \leq \nu < \mu + 1 \).

(ii) For \( 0 < x < y \),

\[
\frac{e^{\sqrt{(\nu+1/2)^2 + x^2}}}{e^{\sqrt{(\nu+1/2)^2 + y^2}}} \left( \frac{x}{y} \right)^{\mu+1} \left( \frac{(\mu + 3)^2 - \nu^2 + y^2}{(\mu + 3)^2 - \nu^2 + x^2} \right)^{\frac{\mu-\nu+1}{2}} \left( \frac{\nu + 1/2 + \sqrt{(\nu + 1/2)^2 + y^2}}{(\nu + 1/2 + \sqrt{(\nu + 1/2)^2 + x^2})} \right)^{\nu+\frac{1}{2}} < \frac{\tilde{t}_{\mu,\nu}(x)}{\tilde{t}_{\mu,\nu}(y)} < \frac{e^{\sqrt{(\nu+3/2)^2 + x^2}}}{e^{\sqrt{(\nu+3/2)^2 + y^2}}} \left( \frac{\mu + 3/2 + \sqrt{(\nu + 3/2)^2 + y^2}}{(\mu + 3/2 + \sqrt{(\nu + 3/2)^2 + x^2})} \right)^{\mu+\frac{3}{2}},
\] (4.52)

where the lower bound holds for \( \mu > -3/2 \), \(-1/2 < \nu < \mu + 1 \), \((\mu + 3)^2 - \nu^2 \geq 6 \) and the upper bound holds for \( \mu > -1/2 \), \(-1 \leq \nu < \mu + 1 \), \((\mu + 3)^2 - \nu^2 \geq 6 \).

(iii) Under the same assumptions as part (ii), we have, for \( 0 < x < y \),

\[
\left( \frac{(\mu + 3)^2 - \nu^2 + y^2}{(\mu + 3)^2 - \nu^2 + x^2} \right)^{\frac{\mu-\nu+1}{2}} \left( \frac{x}{y} \right)^{\mu+1} \frac{\cosh(x)}{\cosh(y)} < \frac{\tilde{t}_{\mu,\nu}(x)}{\tilde{t}_{\mu,\nu}(y)} < \left( \frac{x}{y} \right)^{\nu} \left( \frac{\tanh(\frac{1}{2}x)}{\tanh(\frac{1}{2}y)} \right)^{\mu-\nu+1} \frac{\cosh(x)}{\cosh(y)} \left( \frac{\cosh(x)}{\cosh(y)} \right)^{\frac{1}{e+\pi}}.
\] (4.53)

(iv) For \( x > 0 \),

\[
I_\nu(x) < \left( \frac{x^2}{(\mu + 3)^2 - \nu^2 + x^2} \right)^{-\frac{\mu-\nu+1}{2}} \tilde{t}_{\mu,\nu}(x) < C_{\mu,\nu} I_\nu(x),
\] (4.54)
where
\[ C_{\mu,\nu} = \frac{((\mu + 3)^2 - \nu^2)^{\frac{\mu+1}{2}} \Gamma(\nu + 1)}{2^{\mu-\nu+1} \Gamma\left(\frac{\mu+\nu+3}{2}\right) \Gamma\left(\frac{\mu-\nu+3}{2}\right)}. \]

Here both the lower and upper bounds hold for \( \mu > -2, -1 < \nu < \mu + 1 \). Also,
\[ \tilde{I}_{\mu,\nu}(x) < I_{\nu}(x), \quad x > 0, \mu > -1, 0 \leq \nu < \mu + 1. \] (4.55)

(v) Let \( \mu > -\frac{3}{2}, -\frac{1}{2} \leq \nu < \mu + 1 \). Then, for \( x > 0 \),
\[ \frac{1}{\sqrt{2\pi}} < \frac{((\mu + 3)^2 - \nu^2 + x^2)^{\frac{\mu+1}{2}}}{x^{\mu+1} \Gamma\left(\frac{\mu+\nu+3}{2}\right)} \left(\nu + \frac{1}{2} + \sqrt{\left(\nu + \frac{1}{2}\right)^2 + x^2}\right)^{\nu+\frac{1}{2}} \tilde{t}_{\mu,\nu}(x) < C'_{\mu,\nu}, \] (4.56)
where
\[ C'_{\mu,\nu} = \frac{((\mu + 3)^2 - \nu^2)^{\frac{\mu+1}{2}} \Gamma\left(\frac{\mu-\nu+3}{2}\right) \Gamma\left(\frac{\mu+\nu+3}{2}\right)}{2^{\mu-\nu+1} \Gamma\left(\frac{\mu-\nu+3}{2}\right) \Gamma\left(\frac{\mu+\nu+3}{2}\right)}. \]

(vi) For \( x > 0 \),
\[ \frac{1}{2^\nu \Gamma\left(\frac{\mu-\nu+3}{2}\right) \Gamma\left(\frac{\mu+\nu+3}{2}\right)} x^{\nu} \tanh^{\mu-\nu+1}\left(\frac{1}{2}x\right) \cosh^{1-\nu+\frac{1}{2}}(x) < \tilde{t}_{\mu,\nu}(x) < \]
\[ \frac{1}{2^{\nu+1} \Gamma\left(\frac{\mu-\nu+3}{2}\right) \Gamma\left(\frac{\mu+\nu+3}{2}\right)} x^{\mu+1} \left(\frac{\nu^2 - (\mu + 3)^2 - \nu^2 + x^2}{\nu^2 - (\mu + 3)^2 - \nu^2 - x^2}\right)^{\frac{\mu+1}{2}} \cosh(x), \] (4.57)
where the lower bound holds for \( \mu \geq -\frac{1}{2}, -1 \leq \nu < \mu + 1, (\mu + 3)^2 - \nu^2 \geq 6 \) and the upper bound holds for \( \mu > -\frac{3}{2}, -\frac{1}{2} \leq \nu < \mu + 1 \).

Proof. (i) Let us first note the following integral formula (see [21, p. 561]):
\[ \int_x^y \frac{I_{\nu+1}(u)}{I_{\nu}(u)} \ du = \log \left( \frac{I_{\nu}(y)}{I_{\nu}(x)} \right) + \nu \log \left( \frac{y}{x} \right). \]

With the aid of this formula, combining the upper bound of (3.27) with (4.46) and (4.49) leads to the upper and lower bounds, respectively.

(ii) We proceed as in part (ii) and first note the integral formula
\[ \int_x^y \frac{u}{a + \sqrt{b^2 + u^2}} \ du = \sqrt{b^2 + y^2} - \sqrt{b^2 + x^2} + a \log \left( \frac{a + \sqrt{b^2 + x^2}}{a + \sqrt{b^2 + y^2}} \right). \] (4.58)

With this formula at hand, applying inequality (3.40) to (4.50) yields the upper bound, whilst combining the upper bound of (3.38) with (4.49) yields the lower bound.

(iii) The lower bound follows from combining the upper bound of (3.37) with inequality (4.49), and the upper bound is obtained from substituting inequality (3.39) into (4.50).

(iv) For the lower bound in (4.54) and inequality (4.55), let \( y \to \infty \) in the double inequality (4.51). For the upper bound in (4.54), let \( x \downarrow 0 \) in the lower bound of (4.51), and then replace \( y \) by \( x \). In computing the limits, we use (2.12), (2.16) and (2.11).

(v) and (vi) Proceed as in part (iv) by taking appropriate limits in (4.52) and (4.53).
Remark 4.3. For fixed $y > 0$, both bounds of (4.52) are $O(x^{\mu+1})$, as $x \downarrow 0$. For fixed $x > 0$, as $y \to \infty$, the lower bound is $O(y^{1/2}e^{-y})$, which is the correct order (see (2.12)), whereas the upper bound is $O(y^{3/2}e^{-y})$. That the upper bound is not of the correct order as $y \to \infty$ can be at least partly traced back to the use of the inequality $b_{\mu,\nu}(x) < \frac{\mu-\nu+1}{2}$ (which is very crude for large $x$) in obtaining inequality (3.39) from the lower bound of (3.38). In deriving the lower bound (4.52), we used the refined inequality (3.21) to obtain inequality (4.48), which enabled us to obtain the correct order as $y \to \infty$, but using this inequality to bound the lower bound of (3.38) leads to an integral that is less tractable than (4.58). The upper bound of (4.53) is of the much worse order $O(y^{-\nu}e^{-y/(\mu+\nu+3)})$ as $y \to \infty$, which results from the fact that inequality (3.39) is much less accurate than (3.40) in this limit.

Remark 4.4. By applying inequalities (2.1) and (2.3) of [29] to the upper bound of (4.51) and the lower bound of (4.54), respectively, we obtain

$$\tilde{t}_{\mu,\nu}(x) < \left(\frac{x}{y}\right)^{\nu} \left(\frac{\cosh(x)}{\cosh(y)}\right)^{\frac{1}{\mu+1}}, \quad 0 < x < y, \mu > -1, \frac{1}{2} \leq \nu < \mu + 1,$$

$$\tilde{t}_{\mu,\nu}(x) > \frac{1}{2\pi\Gamma(\nu+1)} \frac{x^{\mu+1} \cosh^{\frac{1}{\nu+1}}(x)}{((\mu+3)^2 - \nu^2 + x^2)^{\frac{\mu+1}{2}}}, \quad x > 0, \mu > -2, -\frac{1}{2} \leq \nu < \mu + 1,$$

which complement the inequalities of parts (iii) and (vi) of Theorem 4.2.

Remark 4.5. Setting $\mu = \nu$ in (4.54) yields the upper bound

$$L_{\nu}(x) < \frac{\Gamma(\nu+1)\sqrt{3(2\nu+3)}}{\sqrt{\pi\Gamma(\nu+\frac{3}{2})}} \frac{xI_{\nu}(x)}{\sqrt{x^2 + 3(2\nu+3)}}, \quad x > 0, \nu > -1,$$

(4.59)

which complements the following inequality of [3]:

$$L_{\nu}(x) \leq \frac{2\Gamma(\nu+2)}{\sqrt{\pi\Gamma(\nu+\frac{3}{2})}}I_{\nu+1}(x), \quad x > 0, \nu \geq -\frac{1}{2},$$

(4.60)

with equality if and only if $\nu = -\frac{1}{2}$. Both inequalities are tight as $x \downarrow 0$ and are of the correct asymptotic order as $x \to \infty$. An application of Stirling’s inequality [47, 5.6.1] shows that the multiplicative constant in (4.59) is bounded between $\sqrt{6/\pi}$ and $\sqrt{6}$ for all $\nu \geq -\frac{1}{2}$, but that the constant in (4.60) is $O(\sqrt{\nu})$ as $\nu \to \infty$.

Remark 4.6. The upper bound in (4.56) generalises the upper bound of inequality (3.45) of [27], which gives a bound for the modified Struve function $L_{\nu}(x)$; see Remark 3.6 of that paper for comments on the performance of the bound. Our upper bound is tight as $x \downarrow 0$ and of the correct asymptotic order as $x \to \infty$, with relative error $\sqrt{2\pi}C'_{\mu,\nu} - 1$ in this limit (recall that $\tilde{t}_{\mu,\nu}(x) \sim \frac{1}{\sqrt{2\pi x}} e^x$ as $x \to \infty$). The constant $C'_{\mu,\nu}$ is quite complicated, but we can gain some insight by using Stirling’s approximation [47, 5.6.1]. For fixed $\nu \geq -\frac{1}{2}$, $C'_{\mu,\nu} = O(\mu^{-\nu-1}e^\mu)$ as $\mu \to \infty$. Now, let $k = \mu - \nu$ be fixed. Then, as $\mu \to \infty$,

$$C'_{\mu,\nu} \sim g(k) := \frac{(k+3)^{\frac{k+1}{2}}}{\sqrt{2\pi\Gamma\left(\frac{k+3}{2}\right)}}.$$
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One can check that $g$ is an increasing function of $k$ on $[-\frac{1}{2}, \infty)$, with minimum value $g(-\frac{1}{2}) = 0.5125 \ldots$. This is consistent with our findings in Remarks 3.8 and 3.11, which suggest that the double inequalities (3.27) and (3.38) become more accurate as $k = \mu - \nu$ decreases.

In contrast to the upper bound of (4.56), the lower bound is tight as $x \to \infty$ but only correct up to asymptotic order as $x \downarrow 0$, with a relative error of $1 - (\sqrt{2\pi C_{\nu,\nu}'})^{-1}$ in this limit. On setting $\mu = \nu$ in the lower bound of (4.56) we obtain the new bound

$$L_{\nu}(x) > \frac{(2\pi)^{-\frac{1}{2}} x^{\mu+1} e^{\sqrt{(\nu+1)^2 + x^2}}}{\sqrt{3(2\nu + 3) + x^2 (\nu + \frac{1}{2} + \sqrt{(\nu + \frac{1}{2})^2 + x^2})^\nu + \frac{1}{2}}}$$

$x > 0, \nu \geq -\frac{1}{2}$, \hspace{1cm} (4.61)

which when combined with the upper bound of inequality (3.45) of [21] gives a two-sided inequality for $L_{\nu}(x)$ that is of the correct asymptotic order in both the limits $x \downarrow 0$ and $x \to \infty$. Numerical results (see Table 5) suggest that, for fixed $\nu$, the relative error in approximating $L_{\nu}(x)$ decreases from the initial value of $1 - (\sqrt{2\pi C_{\nu,\nu}'})^{-1}$ at $x = 0$ down to 0 as $x$ increases.

Lastly, we note that setting $x \downarrow 0$ in the upper bound of (4.52) and then replacing $y$ by $x$ gives the following alternative to the lower bound of (4.56):

$$\tilde{t}_{\mu,\nu}(x) > \frac{e^{\sqrt{(\nu+3)^2/2 + x^2} - \nu - 3/2}}{2^\nu \Gamma(\frac{\mu-\nu+3}{2}) \Gamma(\frac{\mu+\nu+3}{2}) x^\nu \tanh^{\mu-\nu+1}(\frac{x}{2}) \left( \frac{2\mu + 3}{\mu + \frac{3}{2} + \sqrt{(\nu + \frac{3}{2})^2 + x^2}} \right)^{\mu+\frac{3}{2}}}$$

$x > 0, \mu \geq -\frac{1}{2}, -1 \leq \nu < \mu + 1, (\mu + 3)^2 - \nu^2 \geq 6$. This inequality is tight as $x \downarrow 0$, but is $O(x^{-3/2}e^x)$ as $x \to \infty$, which is smaller than the $O(x^{-1/2}e^x)$ rate of $\tilde{t}_{\mu,\nu}(x)$.

Table 5: Relative error in approximating $L_{\nu}(x)$ by (4.61).

| $\nu$ | 0.5 | 1 | 2.5 | 5 | 10 | 15 | 25 | 50 | 100 | 200 |
|-------|-----|---|-----|---|----|----|----|----|-----|-----|
| 0     | 0.6300 | 0.5729 | 0.3783 | 0.1830 | 0.0655 | 0.0359 | 0.0171 | 0.0068 | 0.0030 | 0.0014 |
| 1     | 0.5745 | 0.5555 | 0.4588 | 0.2944 | 0.1327 | 0.0781 | 0.0407 | 0.0178 | 0.0082 | 0.0039 |
| 2.5   | 0.5421 | 0.5352 | 0.4920 | 0.3840 | 0.2118 | 0.1333 | 0.0734 | 0.0336 | 0.0159 | 0.0077 |
| 5     | 0.5213 | 0.5188 | 0.5016 | 0.4451 | 0.3023 | 0.2068 | 0.1213 | 0.0584 | 0.0284 | 0.0140 |
| 10    | 0.5069 | 0.5062 | 0.5005 | 0.4785 | 0.3937 | 0.3035 | 0.1963 | 0.1023 | 0.0519 | 0.0261 |
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