Accuracy comparison between statistical and computational classifiers applied for predicting student performance in online higher education

Rosa Leonor Ulloa Cazarez

Received: 18 August 2021 / Accepted: 10 May 2022 / Published online: 18 May 2022
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2022

Abstract
Educational institutions abruptly implemented online higher education to cope with sanitary distance restrictions in 2020, causing an increment in student failure. This negative impact attracts the analyses of online higher education as a critical issue for educational systems. The early identification of students at risk is a strategy to cope with this issue by predicting their performance. Computational techniques are projected helpful in performing this task. However, the accurateness of predictions and the best model selection are goals in progress. This work objective is to describe two experiments using student grades of an online higher education program to build and apply three classifiers to predict student performance. In the literature, the three classifiers, a Probabilistic Neural Network, a Support Vector Machine, and a Discriminant Analysis, have proved efficient. I applied the leave-one-out cross-validation method, tested their performances by five criteria, and compared their results through statistical analysis. The analyses of the five performance criteria support the decision on which model applies given particular prediction goals. The results allow timely identification of students at risk of failure for early intervention and predict which students will succeed.
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1 Introduction
For the past 20 years, online Higher Education (OHE) has been the most growing instructional modality globally (Clinefelter & Aslanian, 2016). Thanks to its flexibility, it reaches students and teachers outside the institutional and geographic
contexts that give OHE adaptation and evolution capacities and help build learning communities of great diversity (Kardan et al., 2013) which complicates the replicability and reproducibility of prediction models and the modelling of student performance (Gašević et al., 2016).

Because of the COVID-19 pandemic, OHE gained popularity among institutions that needed to incorporate emergent measures to save social distance (Tzivinikou et al., 2020). The sudden and massive incorporation of higher education programs into OHE is not fully measured. However, we can form some ideas based on previous online programs’ performance regarding terminal efficiency, dropout (Buenaño-Fernández et al., 2019), and students’ achievements (Thakar et al., 2015).

OHE context invites more research to widen the understanding of student performance and to prevent risk cases. Educational analytics became essential for these analyses and OHE development (Banihashem et al., 2018; Guan et al., 2020).

Research documents advanced technological tools to monitor students (Lemay & Doleck, 2020) and classification algorithms to predict student performance early (Buenaño-Fernández et al., 2019). Applying prediction algorithms in terms of classification guided by an adequate pedagogical and psychological theoretical basis provides more elements for decision-making due to their ease of interpretation than algorithms with other types of outputs, such as prediction numerical (Gobert et al., 2015). Once applied, these data mining methods can be used directly to support decision-making and develop strategies for improving student retention and performance (Helal et al., 2018).

Under this context, in this study, I trained a support vector machine classifier (SVM) and compared its results against a Probabilistic Neural Network (PNN) and a Discriminant Analysis (DA). Following literature review findings, I selected these classifiers by their suitability and prediction efficiency in several fields, including education (Paliwal & Kumar, 2009; Romero & Ventura, 2010; Romero et al., 2010; Dutt et al., 2017; Guan et al., 2020; Naicker et al., 2020).

To validate the models, I used the leave-one-out cross-validation method (LOOC) to train and test the models. Random sampling is a weakness in standard validation methods, such as hold-out or k-fold, and by using LOOC, I prevent this issue (Witten et al., 2011). I calculated the imbalance ratio (IR) of the data sets and compared the classifiers based on five criteria performance analyses: Accuracy, Recall, Sensitivity, Specificity, and the f-measure, to provide more insights into the utility of the prediction and a better overview of the algorithm performances and the educative problem.

Although the literature on the early prediction of student performance enables timely actions to prevent failure (He et al., 2018), some issues data-related are pointed out: the quality, standardisation, and difficulty of gathering the data (Banihashem et al., 2018). Academic grades are the standard SP (Aydoğdu, 2020; Namoun & Alshanqiti, 2021) and are accessible to most stakeholders, including teachers who often have no access to Learning Management Systems (LMS) data. Thus, I collected students’ grades in four first-semester courses of an OHE program and used them as data to build the prediction models.
I attend the prediction of these students’ performance in passing or failing the course from a single predictor variable that corresponds to the first scores obtained by the student on the academic course. In this way, I guarantee the early construction of the model and enable prediction.

The predictor variable contains course first-unit grades. SP categorical dependent variable contains the same course final grades. It belongs to one of the following two classes: "pass", which corresponds to the final scores equal to or above 60 points, and "fail" corresponds to the final grades equal to or below 59 points.

This study can respond to different analytical purposes according to the OHE stakeholder’s utility. Suppose interest is knowing who and how many are failing and succeeding students; results will guide their identification. If the stakeholder interest is in selecting the most suitable algorithm to predict SP, this study provides which classification algorithm is the most accurate to predict student performance given conditions.

I developed two experiments, one with the total records of students’ scores and the other using a subset of the first one: without the dropout records to analyse if dropouts interfere with the prediction goal. I trained and tested the machine learning-based classifiers, and their performances were compared with that of the DA. I formulated the following null and alternative hypotheses to be tested:

| H₀a: | The SVM performance is equal to that of the DA |
| H₁a: | The SVM performance is not equal to that of the DA |
| H₀b: | The SVM performance is equal to that of the PNN |
| H₁b: | The SVM performance is not equal to that of the PNN |
| H₀c: | The PNN performance is equal to that of the DA |
| H₁c: | The PNN performance is not equal to that of the DA |

This document develops the following four sections. Section 2 presents the literature review on computational applications for predicting SP. Section 3 describes the methodology, including the full description of the data used and the theory that supports the three models proposed for comparison, the SVM, the PNN, and the DA. Section 4 details the results obtained, and Section 5 presents the conclusion, discussion, and identification of future work. I remark that this manuscript focuses on predictive modelling, but I enhanced the conclusions by explaining the possible implications of the predictions. This focus is developed using a single predictor variable that prevents the intention of analysing several other variables discussed in the literature.

2 Related work

Machine learning and Education intersected in research and interests helping each other evolve (Guan et al., 2020; Sood & Saini, 2021). The joint investigation benefits and allows the growth of both research fields.
2.1 Computational applications in student prediction

Computational applications have been helpful for education, such as improving student performance and its prediction. Several academic publications on educational issues implement computational techniques approaching solutions with different goals and using various variables related to a final grade, for instance, enrolment data and LMS data records (Helal et al., 2018; Lemay & Doleck, 2020). This research approach is the most common and has improved computational techniques and predictive algorithms. However, these types of data are challenging to track and often unavailable because of regulations that protect individuals’ sensitive data (Nunn et al., 2016).

A literature review including 42 papers stated that Learning Analytics involving computational techniques benefited education by identifying students at risk (Banhashem et al., 2018). Another recent literature review on Artificial Intelligence (AI) in education included 425 papers and found that predictive modelling accounts for 5.2% of the AI implementations in education. None of these reviews reports the use of PNN and SVM to predict student performance in OHE.

Academic publications present several computational techniques approaching solutions with different goals; in a literature review of Learning Analytics, counting 44 studies, Avella et al. (2016) list data analysis techniques, social network analysis, semantic and educational data mining, including prediction, clustering, relationship mining, discovery, and separation of data.

The most-reported classification algorithms for a broad of prediction purposes are decision trees, rule induction, and k-nearest neighbours (Kotu & Deshpande, 2015); followed by C4.5, EM, Naïve Bayes (Nuun et al., 2016), and methods based on rules and decision trees (Helal et al., 2018).

Neural Networks are applied in several fields: business, logistics, banking, sales, medicine, and engineering, among others (Paliwal & Kumar, 2009; Yan & Au, 2019), and prediction as to the principal approach (Romero & Ventura, 2010) showing promising results (Guan et al., 2020). In such cases, neural networks were compared against their statistical counterparts.

Despite the increasing number of neural network applications in educational settings (Dutt et al., 2017), they are considered the less used though the outstanding precision in predicting SP (Rastrollo-Guerrero et al., 2020). It is noticeable a particular gap in their use in OHE settings.

The work of Ulloa-Cazarez (2020) applied a Discriminant Analysis (DA), the standard, statistical-based classifier, and a Probabilistic Neural Network (PNN) on just one metric and compared the Accuracy, which is the most common measure in literature (Abu Zohair, 2019). This author predicted SP in OHE, and the results favoured PNN in five out of eight data sets. The three left data sets show no statistical differences in performances between the two classifiers.

SVM are classification techniques proven to be effective for prediction problems in several fields, including education (Romero et al., 2010; Rastrollo-Guerrero et al., 2020). However, their use is primarily an optimisation technique and is referred to as a gap in predicting SP (Naicker et al., 2020; Rastrollo-Guerrero et al., 2020). In traditional educational settings, SVMs have been applied to predict student performance...
performance (Burman & Som, 2019; Naicker et al., 2020), student dropout (Rastrollo-Guerrero et al., 2020), degree completion (Cardona & Cudney, 2019), and for classification of attentiveness (Ross et al., 2013).

Two works applied SVM to predict SP, one in OHE (Kotsiantis et al., 2004) and one in traditional education (Bydžovská, 2015). Both works used traditional education data from institutional information systems such as student demographics, synchronous meetings attendance, and scores on the first four assignments.

The basis of my proposal is to apply SVM (proved in traditional education settings) and compare it against a PNN (a less used but efficient prediction technique) and a DM (the standard classification algorithm). The results will help scrutinise this work’s outputs compared with similar studies. The main difference is using a single predictor variable: early student grades.

The outputs of prediction algorithms commonly fall into three types: classification, regression, and density estimation (Ulloa-Cazarez et al., 2018; Avella et al., 2016), each one provides educational analytics with a rich perspective to be explored and are helpful, if the stakeholder has access to student digital prints. However, given the specific configuration of LMS, instructional design, and population variety, most of these studies show data issues related to reproducibility because of data types and their interpretation (Sclater, 2014).

Prediction outputs and models applied varied for practical applications in the studies reviewed (Namoun & Alshanqiti, 2021), complicating building a common source of knowledge and requiring highly trained people in the data mining field to apply these models (Alyahyan & Düstegör, 2020). This encourages providing less trained people with a more accessible method to apply prediction models, which would help expand knowledge on SP and prediction models.

Regarding prediction algorithms, I identify a lack of studies with the approach to this work. Given the gap in studies with this perspective and the efficiency of these algorithms in other fields, this proposal results would provide insights on the use of SVM, PNN, and DA, to predict SP.

2.2 Predictor variables of student performance

Three recent literature reviews on the prediction of SP coincide in the most common sources of predictor variables: enrolment data (Lemay & Doleck, 2020), data collected from software and educational platforms; assessment grades, and historical grades (Namoun & Alshanqiti, 2021; Rastrollo-Guerrero et al., 2020; Buenano-Fernández et al., 2019). These are gathered by LMS automatised processes such as logs files and scores reports, which is the same data gathering method in this work.

Data from LMS can be of several types; LMS logs are widely used and known as students’ digital prints (Helal et al., 2018); they have improved the understanding of particular educational phenomena using computational techniques and predictive algorithms (Sclater, 2014).

Data interpretation and reproducibility issues arose from these studies, and the resultant models are complicated to replicate and understand. Moreover, these data
types are challenging to track and often unavailable because of regulations that protect individuals’ sensitive data (Nunn et al., 2016). Therefore, the purposes of this work include the construction of an easy build model that allows practitioners with a few modifications to replicate this analysis.

Other studies explore factors collected through instruments such as questionnaires and surveys. These factors were correlated with SP and proposed as input data for the prediction models: the student’s context, psychological and personality traits, learning practices (Yeh et al., 2019); students’ emotions (Rastrollo-Guerrero et al., 2020), instructional conditions, and technology use (Gašević et al., 2016). Their methodological procedures and results varied, sometimes presenting divergent results and data-related issues (Thakar et al., 2015).

Furthermore, the multiplicity of educational models, evaluation systems, and learning output measures (Namoun & Alshanqiti, 2021) displays a great variety in learning settings, avoiding generalising technical, practical, and pedagogic terms.

In researching SP prediction, Gašević et al. (2016) advise that studies should include instructional characteristics and differentiate how technology is implemented in the particular learning setting to make more accurate assertions, implying no standardisable model. It suggests that educational actors should perform their experimentation to apply a prediction model instead of advantage of knowledge created. Nevertheless, in general terms, the variety of predictor variables is a researcher’s concern, whereas they want to improve the accuracy or identify the importance of certain features of the models (Voss, 2005).

This advised particularity (Gašević et al., 2016) is not far from my reflections—the institutional technological infrastructure is diverse according to each institution generating a diversity of data types, obscuring the reproduction and generalisation of analyses (McDermott et al., 2021). Further, the lack of clarity and quality in the management, collection, and validation of the data, prevents the application of prediction models documented in different learning settings and building a body of knowledge.

As concluded, I built the prediction models with student grades data to prevent the data issues listed and provide a manageable method to reproduce this work. Moreover, by building these algorithms with student grades, I provide the means to reproduce this study.

2.3 Issues in student performance prediction

AI studies, in general, observe reproducibility problems (Gundersen & Kjensmo, 2018). In 2020 these problems were more noticeable when the number of COVID-19 related publications exponentially grew and identified data issues that compromised the veracity and impact of the research results (Jalali et al., 2020). Accordingly, researchers identify this lack of reproducibility in AI studies applied to other fields.

In practical terms, the SP prediction models are not manageable by educational administrators, teachers, or mentors (Gobert et al., 2015) and considering confusing enough for most stakeholders (Namoun & Alshanqiti, 2021). These limitations also
prevent their application in different educational scenarios. Building classification algorithms (more readable than other algorithm types) with data easier to gather and few predictor variables (I used a single predictor variable) diminishes the inherent difficulties of creating prediction models.

Most educational publications are based on Social Sciences and Humanities approaches. These fields do not force researchers to report data or experimental procedures that allow replication; however, the need for more documented practices (Hardwicke et al., 2020). Scientific editorials recommend sharing data in public repositories to solve reproducibility and partially solve the data accessibility problem (AlQuraishi & Sorger, 2016). However, this hallmarks the inherent problems of data management and policies such as individual privacy.

OHE was the modal instruction with more growth during 2020 because of the COVID-19 pandemic (Tzivinikou et al., 2020); it is imperative to provide experimental and research results that the educational community could easily apply. The first step is to develop prediction models of student performance readably by most educational actors. I attend this call by applying classification algorithms that are readable prediction outputs.

2.4 Summary of related work

Several computational models are described in this section, using various predictor variables relating them to a final grade. The application of PNN stands out because of the absence of SP prediction studies reporting it. However, PNNs are proven adequate for binary problems, such as the one described here with two classes, "pass" and "fail."

I did not identify SVMs applied for predicting SP in OHE, but one work. To provide knowledge to the AI and Learning Analytics fields about SVM performance when predicting SP in OHE, I include the study of SVM, whose methods are effective for classification problems either in binary or multi-class classification (Vapnik, 1998).

Student grades are common and recognised data, easy to obtain and understand. They are spotlighted because of the number of publications that used and described them as accessible and manageable (Maurya et al., 2021; Namoun & Alshanqiti, 2021; Rastrollo-Guerrero et al., 2020; Buenaño-Fernández et al., 2019). These data allow the easy implementation of several analytic operations as recommended practices for AI applications (PFA Community, 2015). Moreover, student grades are an observable and measurable summary of SP, which permit comparisons on the assumption that reflects the whole learning outputs and processes, integrating qualitative and quantitative criteria in a single quantity, based on the teacher’s perspective as an expert judge (Adelfio et al., 2014).

Student failure has transcended as the main OHE issue, but the variety of OHE systems worldwide prevents building a body of knowledge in terms of SP.

In accordance, I build three prediction models from student grades, addressing the need to use accessible and standardisable data which facilitate the experiments’ replication. The results of this work may produce methodologically and theoretically
independent applications, eliminating the limitations of particular focus and improving prediction models by their replication in different OHE settings.

3 Methodology

3.1 Description of the data

One of the purposes of this work is to facilitate the use and application of the prediction models proposed by people with no full access to student data. Therefore, I use data accessible as described in the Related Work section: the students’ grades obtained through the reporting tools that virtually all learning management systems have and can be generated and accessed by professors, tutors, and educational administrators. The data sets constituted a holistic representation of student performance based on the teacher’s judgment (Adelfio et al., 2014).

The data corresponds to one fully OHE program where students do not need to attend synchronic meetings or sessions; instead, the educational dynamic takes place on two LMS platforms. One is Moodle, and the other is an LMS developed by the higher education institution of the study case (Rodríguez Armenta, 2006); I used the automated grades reports from the two platforms, meaning that I do not have to calculate the scores.

The Metacampus platform was developed to host courses with social, economic, and humanistic content. It is the first step for people who have no previous context with LMSs and online education. The Metacampus only generates general statistics of student activity.

Moodle is a very known LMS openly distributed. In the context of the OHE institution of this study, it is used for more complex, technical and practical courses. It generates reports of the whole students’ activity exhaustively.

In an unintrusive way, I downloaded the grades from both platforms, obtaining four first-semester subjects of an OHE program in the Information Technologies field, which make up the following four data sets described in Table 1, with complete closure of people’s identities.

The final grades are calculated automatically on both platforms by obtaining the average (sets 1, 2, and 3) or the sum (set 4) of each activity’s weighted values. The teachers manually assigned the scores for each activity based on their educational and field expertise and the evaluation rubrics with criteria specified

| Subject                        | #Set | Total Enrolment | Pass | Fail | Attrition | Average Final grade |
|--------------------------------|------|-----------------|------|------|-----------|---------------------|
| Logical-mathematical thinking (DPLM) | 1    | 180             | 51   | 99   | 30        | 36.09               |
| Project planning (DPP)         | 2    | 165             | 45   | 56   | 64        | 29.69               |
| Situational diagnosis (DS)     | 3    | 178             | 61   | 65   | 52        | 38.70               |
| Computer Fundamentals (CFC)    | 4    | 169             | 42   | 69   | 58        | 28.35               |
in advance by an academic experts group, combining quantitative and qualitative aspects (Sistema de Universidad Virtual, 2021).

I calculated the first unit scores for each course in unity with the evaluation system established per course, as the average or the summation of that unit’s activities scores. I verified each case with the respective course teacher, and the official scores report to detect missing values. Later I changed the missing values in correspondence (all cases were zero).

I performed two experiments—the first, using the complete database called BD1 with 692 records. Then to analyse the model behaviour in terms of prediction accuracy, I created the second database (BD2) by eliminating the students who dropped out of the course. The total number of students on BD2 is 488 (Table 2).

3.2 Support vector machine (SVM)

SVMs are used for classification problems either in binary, as in this study (fail and pass) or in multi-class classification such as excellent, good, regular, and insufficient (Vapnik, 1998).

An SVM represents the data in the $p$-dimensional space. The training algorithm takes these data dots as a $p$-dimensional vector, looking for the hyperplane that separates them into two classes. The training algorithm searches for the linear decision surface that separates the two classes and maximises the margin between that linear decision and the vectors closest to it. Those vectors are called support vectors. Figure 1 shows a hypothetical perfectly linear separable case.

When the decision surface results in non-linear, the input vectors are non-linearly mapped into the feature space (Cortes & Vapnik, 1995).

A linear decision surface ensures maximal margin and low generalisation error. The machine does that by an optimal generalisation between all the hypothetical hyperplanes, which, in turn, improves the model’s predictive ability, minimising errors from the classification tasks.

There are three concepts in the SVM algorithm:

(1) A solution obtained from an optimal hyperplane
(2) Allowing non-linear solution surfaces by convoluting the dot product
(3) Soft margins allow flexibility from the original hard margin model

| Table 2 | Statistics of BD1 and BD2 data sets |
|---------|-------------------------------------|
| Subject | U1 Scores | Final scores | BD2 – 488 records | U1 Scores | Final scores |
| DPLM | 57.20 | 36.09 | 68.65 | 43.31 |
| DPP | 36.31 | 29.69 | 59.31 | 48.50 |
| DS | 56.44 | 38.70 | 78.93 | 54.13 |
| CFC | 42.43 | 28.35 | 65.64 | 43.90 |
Equation 1 expresses these concepts and describes the search for the weight vector $w$ and the scalar $b$, satisfying the inequality in the problem restrictions.

$$\min_{w,b,\xi} \frac{1}{2} w^T w + C \sum_{i=1}^{l} \xi_i,$$

Subject to $y^i (w^T \phi(x^i) + b) \geq 1 - \xi_i$

When the restrictions are met, the decision surface has the maximum margin and achieves the optimal generalisation. The element $\phi(x^i)$ in Eq. 1 is a non-linear function that impacts the problem by mapping the input vector to a higher dimensional space.

The SVM includes the slack variables $\xi_i$, which are the distance of the input vector $x^i$ from the decision hyperplane. These variables help work with the problem of data that is not linearly separable. The $\xi_i$ variables are associated with the parameter $C$ ($C > 0$), which helps control over-training. When the value of the $C$ parameter is high, the tolerance to classification errors is low. Thus, this parameter should be adjusted depending on the classification problem.

The problem described in Eq. 1 is complicated because of the high dimensionality of $w$ and the significant number of training vectors; the solution is proposed through its dual form (Lagrange Multipliers, n.d.; Cortes & Vapnik, 1995), and the optimal vector of weights satisfy the constraint shown in Eq. 2.

$$w = \sum_{i=1}^{l} \alpha_i \phi(x^i).$$

The SVM training algorithm achieves the optimisation problem’s solution and builds the decision function, represented in Eq. 3, for any test pattern $x$. 

---

**Fig. 1** Perfectly linear separable case. Note: adapted from James et al. (2013)
The Kühn-Tucker coefficients of Eq. 3, (or Lagrange multipliers), are used to solve the dual problem. The kernel function \( K(x^i, x) = \phi(x^i)^T\phi(x) \) implements the three previously mentioned concepts and the model known as the support vector network (Cortes & Vapnik, 1995). The most common kernel functions (Maimon & Rokach, 2010) and used in this study are depicted in Eqs. 4, 5, 6, and 7:

\[
\begin{align*}
  f(x) &= \text{sgn}(w^T\phi(x) + b) = \text{sgn}\left(\sum_{i=1}^{l} y_i\alpha_i K(x^i, x) + b\right). \quad (3) \\
  \text{Linear} & \quad K(x, y) = x \cdot y. \quad (4) \\
  \text{Polynomial} & \quad K(x, y) = (\gamma(x \cdot y) + c_0)^d. \quad (5) \\
  \text{Radial basis function} & \quad K(x, y) = \exp(-\gamma |x - y|^2). \quad (6) \\
  \text{Sigmoid} & \quad K(x, y) = \tanh(\gamma(x \cdot y) + c_0). \quad (7)
\end{align*}
\]

### 3.3 Probabilistic neural network (PNN)

A PNN was introduced in 1990 by Specht (1990), who demonstrated breaking up the Bayes–Parzen classifier into several processes. The PNN has a four-layer structure, independently performed in parallel by a multilayer neural network. A PNN performs a nonparametric method to classify high reliability and speed observations. In this study, these observations correspond to those obtained from online students into \( g \) groups or categories, and in this case, \( g = 2 \) corresponds to pass or fail. The PNN uses \( v \) quantitative variables. Here, \( v \) is equal to 1, which corresponds to the independent variable, \( U_1 \), whose value is related to students’ grades when the course’s first unit has finished.

The PNN constructs a nonparametric estimate of each density function for each group at the desired location based on neighbouring observations from that group. This estimation is obtained from a Parzen window, which weights observations from each group, considering the distance from the specified location.

A PNN consists of the following four layers:

1. **Input layer.** It has \( v \) neurons, where \( v = 1 \) (an input variable, which corresponds to the grade obtained in the first unit by each student);
2. **Pattern layer.** It has \( n \) neurons, where \( n = 180 \) patterns, that in Fig. 2 corresponds to the number of students for the first course (i.e., DPLM).
3. **Summation layer.** It consists of \( g \) neurons, where \( g = 2 \) (corresponding to those two types of classifications: “pass” and “fail”)
4. **Output layer.** It contains a binary neuron for each category \( g \). Whether a determined student is/is not assigned to the corresponding category, it turns on or off.
Figure 2 describes the data flow across the PNN as follows: the predictor variable $U_1$ of the input layer is standardised based on the mean of its values divided by the standard deviation. These values are the input for the pattern layer that passes them utilising an activation function, which applies those input values to estimate the probability density function for each $g$ category at a specific location. Equation 8 corresponds to the activation function used if the student $i$ belongs to the category $j$; that is, Eq. 8 would be equal to zero if the student $i$ do not belong to the category $j$ ($g_{ij} = 0$), where:

- $X$ corresponds to the set of values for the input variable: the set of grades of the first unit obtained by each student.
- $x_i$ corresponds to the $i$-th grade of the $i$-th student
- $\sigma$ is the standard deviation calculated from the set of the degrees of the group

$$g_{ij} = W\left(\frac{X - x_i}{\sigma}\right)$$  \hspace{1cm} (8)

The $W$ function corresponds to that Gaussian described in Eq. 9, where $X - x_i^2$ is the Euclidean distance between $X$ and $x_i$:

$$\exp\left[-\frac{||X - x_i||^2}{\sigma^2}\right]$$  \hspace{1cm} (9)

These density estimates are shifted to the summation layer, which combines the information received with the $n$ students’ data with their related costs of
probability and misclassification to derive a score for each $g$ category. These scores are passed on to the binary neurons in the output layer.

3.4 Discriminant analysis (DA)

The DA finds linear relationships between the independent variables that best discriminate the students in the categories, which are two in this study: pass or fail; the independent variables are numerical, corresponding to only one in our study, U1. These variables help determine to which category the students belong.

Next, the DA constructs a decision rule to assign a new student to one of the pre-established categories, that is, a rule that answers the question "which category should be given to a student with a given grade obtained in their first unit of the course?"

The objective in a statistical model of DA is to construct $n$ linear combinations of the $v$ independent variables to better discriminate between the $g$ categories. The discriminant functions come from the eigenvalues of $W^{-1}B$, where $W$ corresponds to the output of the categories sum of squares and the matrix of the cross products. In contrast, $B$ corresponds to the sum of squares between the categories and the cross-product matrix. The $j$-th discriminant function has the form of Eq. 10, where each value of $Z$ is standardised based on the mean of its values divided by its standard deviation. The coefficients of the discriminant functions are obtained from eigenvectors (McLachlan, 1992).

$$D_j = d_{j1}Z_1 + d_{j2}Z_2 + \cdots + d_{jv}Z_v. \quad (10)$$

The ranking functions are derived from ranking a new student, and a score is consequent for each category. The $j^{th}$ category score is calculated based on Eq. 11; the new student is classified within a particular category with the largest value for $C_j*prior_j$, where $prior_j$ corresponds to the prior probability of belonging to the $j$-th category.

$$C_j = c_{j1}X_1c_{j2}X_2 + \cdots + X_{jv}Z_v + C_{j0}. \quad (11)$$

3.5 Training and testing of models

Several cross-validation methods exist, such as hold-out, k-fold, and leave-one-out. I used the method LOOC to train and test the three models because it is deterministic and allows the training and testing of the model with the complete database records (Witten et al., 2011).

The LOOC method trains each model with records of N-1 students, where N is the size of the students’ dataset. The model already trained is tested with the left student. The procedure is performed N times, calculating each accuracy measure per model.
3.6 Metrics for evaluating classifier performance

The measures used to evaluate a classifier’s performance are calculated from the confusion matrix shown in Table 3 (Han et al., 2012). Their formulae are included in Table 4, and the meaning of their initials for the present study are as follows:

- **True positives (TP).** The classifier labels correctly the number of students who failed the course.
- **True negatives (TN).** The classifier labels correctly the number of students who passed the course.
- **False positives (FP).** The classifier mislabels the number of students who failed the course as passing students.
- **False negatives (FN).** The classifier mislabels the number of students who passed the course (as failing students).

The size of each class shows that the number of students in each is not the same. Therefore, I used the IR of applied classifiers as an additional suitable performance measure. IR is helpful for binary problems (Ortigosa-Hernández, 2017) and is calculated by dividing the majority class frequencies by the minority class frequencies. If IR > 1.5, then a data set is considered as imbalanced (Fernández et al., 2008). Table 5 shows the IR results by data set, indicating that just using the accuracy measures of Table 3 is insufficient for a performance comparison of classifiers for all of the data sets.

I executed the five performance analysis based on the measures described in Table 3 for each data set.

Then, I performed three types of analyses based on the results:

1. Based on the number of data sets having the best performance by model.
2. Based on the central tendency measures: mean and median.
3. Based on statistical significance.

### Table 3 Confusion matrix

| Actual Class | Predicted Class | Fail | Pass | Total |
|--------------|----------------|------|------|-------|
| Fail         | TP             | FN   |      | P     |
| Pass         | FP             | TN   |      | N     |
| P+N          |                |      |      |       |
Table 4  Evaluation measures for classifier performance

| Measure    | Formula                      | Description                                                                 |
|------------|------------------------------|-----------------------------------------------------------------------------|
| Accuracy   | $\frac{TP + TN}{P + N}$      | Refers to the total percentage of cases that the model correctly labels, meaning the recognition rate |
| Recall     | $\frac{TP}{TP + FP}$         | Describes the quality of the model in terms of the number of positive cases correctly labelled from the total positive cases labelled |
| Sensitivity| $\frac{TP}{P}$               | Reports the number of correct cases identified as positive from the total number of positive cases |
| Specificity| $\frac{TN}{N}$               | Reports the number of correct cases identified as negative from the total number of negative cases |
| f-measure  | $\frac{2 \times \text{Recall} \times \text{Sensitivity}}{\text{Recall} + \text{Sensitivity}}$ | Combines the Sensitivity and Recall measures to avoid the impact of unbalanced data |
The SVM, PNN, and DA were trained and tested using the LOOC method. The first experiment, BD1, implemented the total records (693). The second experiment used BD2 with 488 records.

I tested the parameters for each model by an exhaustive search until obtaining the best performance by applying LOOC. SVM obtained the best result (Table 6) with the linear kernel described in Section 3.2 and $C = 1$, suggesting the data allow a clear separation between fail and pass classes.

### Table 5 Imbalance ratio by data set

| Exp | Subject | Size | Class | Class size | IR  |
|-----|---------|------|-------|------------|-----|
| BD1 | DPLM   | 180  | Fail  | 131        | 2.67|
|     |         |      |       | Pass       | 49  |
|     | DPP     | 165  | Fail  | 119        | 2.58|
|     |         |      |       | Pass       | 46  |
|     | DS      | 179  | Fail  | 119        | 1.98|
|     |         |      |       | Pass       | 60  |
|     | CFC     | 169  | Fail  | 126        | 2.93|
|     |         |      |       | Pass       | 43  |
| BD2 | DPLM$_b$| 150  | Fail  | 101        | 2.06|
|     |         |      |       | Pass       | 49  |
|     | DPP$_b$ | 101  | Fail  | 56         | 1.24|
|     |         |      |       | Pass       | 45  |
| DS$_b$|       | 128  | Fail  | 68         | 1.13|
|     |         |      |       | Pass       | 60  |
| CFC$_b$|      | 109  | Fail  | 66         | 1.53|
|     |         |      |       | Pass       | 43  |

### 4 Results

The SVM, PNN, and DA were trained and tested using the LOOC method. The first experiment, BD1, implemented the total records (693). The second experiment used BD2 with 488 records.

I tested the parameters for each model by an exhaustive search until obtaining the best performance by applying LOOC. SVM obtained the best result (Table 6) with the linear kernel described in Section 3.2 and $C = 1$, suggesting the data allow a clear separation between fail and pass classes.
Table 6 Results in SVM, PNN, and AD performances by data set, using BD1 and BD2. The Size column corresponds to the total records by subject used

| Exp | Data set | Size | Accuracy | Recall | Sensitivity | Specificity | f-measure |
|-----|----------|------|----------|--------|-------------|-------------|-----------|
|     |          |      | SVM      | PNN    | SVM         | PNN         | SVM       | PNN       | DA         | SVM         | PNN         | DA         | SVM       | PNN       | DA         |
|     |          |      |          |        |             |             |           |           |            |             |             |            |           |           |            |
| BD1 | DPLM     | 180  | 84.44    | 81.67  | 77.22       | 91.20       | 94.55     | 79.39     | 70.23      | 77.55       | 87.75       | 95.91      | 89.06     | 86.31     | 81.78      |
|     | DP       | 165  | 94.55    | 94.55  | 93.33       | 98.25       | 98.25     | 94.12     | 94.12      | 92.44       | 95.65       | 95.65      | 91.30      | 96.14     | 96.14      | 95.24      |
|     | DS       | 178  | 84.91    | 86.03  | 75.98       | 92.59       | 92.73     | 98.72     | 84.03      | 85.71       | 64.71       | 86.66      | 86.66      | 98.33      | 88.11     | 89.08      | 78.17      |
|     | CFC      | 169  | 85.80    | 85.80  | 85.80       | 93.22       | 100       | 100       | 87.30      | 80.95       | 80.95       | 81.39      | 100       | 100       | 90.16      | 89.47      | 89.47      |
|     | Mean     |      | 87.43    | 87.01  | 83.08       | 93.82       | 96.38     | 98.71     | 88.12      | 85.04       | 77.08       | 85.31      | 92.52      | 96.39      | 90.87      | 90.25      | 86.17      |
|     | Median   |      | 85.36    | 85.92  | 81.51       | 92.91       | 96.40     | 98.49     | 87.16      | 83.33       | 75.59       | 84.03      | 91.70      | 97.12      | 89.61      | 89.28      | 85.63      |
| BD2 | DPLM_{b} | 150  | 81.33    | 80.67  | 73.33       | 88.42       | 91.86     | 96.92     | 83.17      | 78.22       | 62.38       | 77.55      | 85.71      | 95.91      | 85.71      | 84.49      | 75.90      |
|     | DP_{b}   | 101  | 92.07    | 90.10  | 90.10       | 96.15       | 92.59     | 96.00     | 89.29      | 89.29       | 85.71       | 95.55      | 91.11      | 95.55      | 92.59      | 90.91      | 90.57      |
|     | DS_{b}   | 126  | 78.91    | 81.25  | 74.22       | 85.96       | 86.67     | 84.31     | 72.06      | 76.47       | 63.24       | 86.66      | 86.66      | 86.66      | 78.40      | 81.25      | 72.27      |
|     | CFC_{b}  | 109  | 79.92    | 79.92  | 79.92       | 86.21       | 97.83     | 89.29     | 75.76      | 68.18       | 75.76       | 81.39      | 97.67      | 86.04      | 80.65      | 80.36      | 81.97      |
|     | Mean     |      | 83.03    | 82.99  | 79.39       | 89.19       | 92.24     | 91.63     | 80.07      | 78.04       | 71.77       | 85.29      | 90.29      | 91.04      | 84.34      | 84.25      | 80.18      |
|     | Median   |      | 80.63    | 80.96  | 77.07       | 87.32       | 92.23     | 92.65     | 79.47      | 77.35       | 69.50       | 84.03      | 88.89      | 91.11      | 83.18      | 82.87      | 78.94      |

Exp: experiment; SVM: Support Vector Machine; PNN: Probabilistic Neural Network; DA: Discriminant Analysis; BD1: Database 1; BD2: Database 2
4.1 Best performance results, based on the number of data sets having the best scores

4.1.1 BD1

- **Accuracy**: the SVM
  - outperformed DA in DPLM, DPP, and DS; and outperformed PNN in DPLM;
  - was equal to DA in CFC and PNN in DPP and CFC
- **Recall**: the SVM
  has the equal performance to PNN and DA in DPP
- **Sensitivity**: the SVM
  outperformed DA in all data sets;
  outperformed PNN in DPLM and CFC and was equal in DPP.
- **Specificity**: the SVM
  outperformed DA in DPP;
  was equal to PNN in DPP and DS
- **f-measure**: the SVM
  outperformed DA in all data sets;
  outperformed PNN in DPLM and CFC and was equal in DPP.

4.1.2 BD2

- **Accuracy**: the SVM
  outperformed DA in DPLM, DPP, and DS; and was equal in CFC;
  outperformed PNN in DPLM and DPP and was equal in CFC.
- **Recall**: the SVM
  outperformed DA in DPP and DS;
  outperformed PNN in DPP.
- **Sensitivity**: the SVM
  outperformed DA in DPLM, DPP, and DS; it was equal in CFC;
  outperformed PNN in DPLM and CFC and was equal in DPP.
- **Specificity**: SVM
  was equal to DA in DPP and DS;
  outperformed PNN in DPP and was equal in DS.
- **f-measure**: SVM
  outperformed DA in DPLM, DPP, and DS;
  outperforms PNN in DPLM, DPP, and CFC.
4.2 Results based on central tendency measures such as mean and median

4.2.1 BD1

- SVM presented the best mean and median than DA in terms of Accuracy, Sensitivity, and f-measure. Also, it had the best mean and median than PNN in terms of Sensitivity and F-measure.
- DA presented the best mean and median between SVM and PNN in terms of Recall and Specificity measures.

4.2.2 BD2

- SVM presented the best mean and median than PNN and DA in terms of the Sensitivity and f-measure.
- DA presented the best mean and median than PNN and DA in the Specificity measure.

4.3 Performance results based on statistical significance

To know if the performance differences are statistically significant, I select a suitable statistical test called the Friedman test (Conover, 1998), considering:

- the number of data sets to compare (three data sets, one by prediction model)
- the data are dependent (three models applied to the same data sets)
- their variance is unknown (I have only four data sets; thus, it is impossible to perform any statistical normality test).

Table 7 shows the p-value for all performance measures and allows identifying a statistically significant difference in BD1 between the three models at the 95% confidence level for Accuracy, Sensitivity, and f-measure. There was no statistically significant difference between the models in BD2.

To determine which means/medians are significantly different for the three measures, I created a data set with each pair of model differences, SVM-DA, PNN-DA, and SVM-PNN, to perform a statistical test compare them. Since four data sets

| Measure       | BD1     | BD2     |
|---------------|---------|---------|
| Accuracy      | 0.0459  | 0.1482  |
| Recall        | 0.0597  | 0.7788  |
| Sensitivity   | 0.0495  | 0.2231  |
| Specificity   | 0.3678  | 0.4412  |
| f-measure     | 0.0439  | 0.3678  |
integrate BD1, it is useless to perform a normality test. Thus, a Wilcoxon nonparametric test is selected to compare the medians included in Table 8.

5 Conclusions

Based on the results presented in Tables 6, 7, and 8, I can elaborate on the following conclusions:

1. The SVM outperforms DA in the three performance measures. However, Accuracy results should be analysed carefully, seeing that the number of students who fail surpasses the number of students who succeed. The IR analysis (Table 5) invites us to consider the risks of unbalanced data for DPLM and CFC.

2. The SVM was better than DA but equal to PNN in terms of the Sensitivity measure, which helps identify which model better predicts risk students, enabling early decision-take to prevent these failures. Also, these results indicate that applying SVM enables more in-depth analyses, such as the characterisation of low performers at a specific time of the scholar calendar.

3. The three models decreased their performances in terms of the mean and the median for the five performance criteria when using BD2 (Table 6). I recommend using the complete data set (BD1), which guarantees a more accurate representation of the actual educational scenario (Rancati, 2019).

4. The Specificity criterion is adequate when the goal is to identify successful online students, enabling profiling of these students. However, there were no statistically significant differences between the models.

5. The f-measure combines the Sensitivity and Recall measures and helps to deal with the risks of unbalanced data, which is the case. In two data sets, DPLM and DPP, SVM outperforms DA and PNN, whereas SVM was better than DA in DS and PNN in CFC. Therefore, I recommend using SVM for predicting students at risk of failure in OHE courses.

6. Under the results presented in Tables 6, 7, and 8, in comparing SVM and DA for the experiment BD1, we can reject the null hypothesis and accept the alternative in favour of the SVM \(H_{1a}: \text{the SVM performance is not equal to that of the DA}\), for the Accuracy, Sensitivity, and f-measure criteria. Likewise, we accept the null hypothesis \(H_{0b}: \text{the SVM performance is equal to that of the PNN}\) for all the cases.

7. When comparing PNN and DA for both BD1 and BD2, we can accept the null hypothesis \(H_{0c}: \text{the PNN performance is equal to that of the DA}\) in all the cases.

| Measure    | SVM-DA | PNN-DA | SVMPNN |
|------------|--------|--------|--------|
| Accuracy   | 0.0477 | 0.1814 | 0.9955 |
| Sensitivity| 0.0395 | 0.0914 | 0.2387 |
| f-measure  | 0.0495 | 0.3114 | 0.7892 |
8. We can apply SVM to predict student performance in OHE programs using only early student grades following the presented results, which is in the best interest of practitioners with only access to student grades.

6 Discussion and future work

The COVID-19 pandemic forces institutions and people to incorporate remote work and learning into their lives; OHE became an immediate solution, abruptly implemented, preventing institutions and people from generating technology appropriation strategies and increasing the magnitude of OHE issues. These conditions increase the negative perception of OHE outputs (Al-Mawee et al., 2021).

Issues of OHE have been identified and discussed in the past, where SP prediction is listed as a strategy helpful for decision-making, improving OHE outputs, and enabling further analyses of OHE educational phenomena.

Unlike common studies on SP prediction, I provide a practical prediction method to habilitate practitioners with minimum data access, more accessible for people with brief training, by using just early students’ grades as a single predictor variable applying SVM. These results will help them identify and classify students at risk, implement remedial actions, and more profound research on students’ conditions.

I applied three classifiers; two were identified in previous studies as practical means of predicting SP: PNN and DA; only one study compared them using a single accuracy measure (Ulloa-Cazarez, 2020); this would be the second study using SVM to predict student performance in OHE environments in ten years to the best of my knowledge.

Three literature reviews (Avella et al., 2016; Rastrollo-Guerrero et al., 2020; Romero & Ventura, 2010) on the use of computational algorithms to predict educational variables report the use of several neural networks: feedforward, backpropagation, radial basis, multilayer perceptron, generalised regression, but not probabilistic neural networks. Additionally, I identified one paper applying a multilayer neural network (Aydoğdu, 2020).

Generally, the neural networks obtained better prediction accuracy when compared to statistical techniques.

Two differences between previous studies with my proposal are:

1. Comparing the three algorithms (I add the SVM) by using five measures, whereas other papers use just one metric; in this way, I provide answers for different interest domains as explained in the Introduction and further in the Methodology section.

2. I performed a second analysis by eliminating dropouts from the dataset to test the impact of these records on the accuracy of the models, as described in the Methodology section.

The SVMs often used as optimisation techniques and for predicting several variables, such as student dropout in traditional education (Rastrollo-Guerrero et al.,
In most cases, SVMs provided the most accurate predictions, but their use of predicting SP in OHE is scarce. In this work, the results contribute to the understanding and improving SVM, PNN and DA when applied to predict SP in OHE.

I generated three classifiers using only the students’ numerical grades marked by the teachers, which are easier to obtain and understand, enabling the performance of further experiments based on the ease of data access and standardisation (Abuzohair, 2019). Working with these data allows for making decisions on time and deploying remedial strategies, as stated in the literature review section providing the data’s precedence (Reis & Judd, 2014).

The achieved prediction accuracy enables identifying students at risk of failure, strengthening decision-making in remedial actions. These results also allow identifying good performance students and profiling them to, for instance, improve their academic routes. The algorithms directly interpret the classification and present it in a simple format that allows understanding of the prediction output. This classification supports several courses of action as informed interventions to improve student selection and experience.

The generation of two experiments is highlighted by creating a second database with the students’ grades, eliminating those who dropped out of the course (BD2). My results may prove that this is unnecessary since the models’ performances decreased.

This work contributes to applied AI knowledge by implementing computational algorithms for binary classification (pass/fail). Also, this work can be used for reproduction purposes, changing the type of students, for instance, online vs traditional education (Plessier, 2018). Moreover, the replication of this study is enabled under the conditions stipulated in Section 3, a necessary step to move forward with the generalisation of methodology and results achieved in terms of educational goals and computational analyses.

The SVM is barely used to predict student performance, though its speed of response and precision make it a more viable alternative than the DA. Therefore, we recommend the application of SVM to predict SP in OHE.

This work has one data-related limitation. I use relatively small data sets corresponding to only one semester of one OHE Engineering program. However, this limitation enables more practitioners with data access issues to perform and replicate this study.

There is an external validation threat: the biases related to the expert judgment, meaning the teacher’s experience who scores students’ activities. Identifying teachers’ pedagogical stands and their inclusion in mathematical analyses may prevent biases.

I consider collecting data from successive semesters and different OHE programs to analyse and apply these prediction models for future work. I include classifiers based on decision trees whose performance will be compared with those obtained from SVM, PNN, and DA. Also, it is relevant to include the analysis of teachers’ impact on the scores obtained by the students.
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