Co-simulation perspective on evaluating the simulation with the engine test bench in the loop
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ABSTRACT
This article shows how a hardware in the loop (HIL) simulation can be formulated in such a way that the quality of the simulation can be assessed by evaluating the total energy residual (TER). The validity of this approach was checked with the standard co-simulation to show that TER can be used to compare non-iterative Jacobi and Gauss-Seidel co-simulation masters. The given example with the known global error shows that the value of TER can correctly determine which of the co-simulation masters is better. In the experimental part of the article, the example of a HIL simulation with an engine test bench in the loop is presented. The experiments show that such a quality assessment approach can be used to determine the speed controller parameters for the engine test bench.

1. Introduction

Hardware in the loop (HIL) simulations are used to test and simplify the design of complex systems. Its utility in the automotive area is covered in [1,2]. There are reports of using engine test benches for virtual testing [3,4,5,6]. In such a test, simulation models are connected to the engine test bench in order to form a HIL simulation. However, there is not a lot of work which focuses on the quality of such a co-simulation. The quality of the engine in the loop simulation can be assessed using the data collected from the vehicle [7]. In that case, the underlying model represents an already existing vehicle and the data for its identification is collected through an experiment. However, such data is not available in the vehicle design phase and can be expensive to obtain afterwards. This article presents a quality criterion with which the quality of a HIL simulation can be assessed without reference data. The proposed quality criterion can be used to set the test bench speed controller. Such a criterion can be used to automatically configure the co-simulation similar to [8].

This topic has been researched for power HIL simulations. In [9,10,11,12] methods for evaluating hardware interfaces have been assessed. A dynamometer with its control system presents a hardware interface between the engine and a simulation on the engine test bench. However, these methods evaluate the hardware interface using test simulations or their frequency responses. In a general nonlinear simulation, it is difficult to give guarantees based on such an analysis.

In this article, a hardware in the loop (HIL) simulation is a network of co-simulation slaves. The hardware co-simulation slave is an engine with the dynamometer, and other slaves are co-simulation Functional Mock-up Units (FMUs) according to Functional Mock-up Interface (FMI) standard [13]. The use of the FMI standard enables the HIL simulation to run models that have been exported from a variety of modelling tools [14]. In this article, a co-simulation consisting of co-simulation FMUs is referred to as a model in the loop (MIL) simulation (Figure 1a). It is assumed that such a co-simulation does not have real-time requirements and could run on a simple office PC. A HIL simulation (Figure 1b) introduces hardware into a co-simulation loop and requires all slaves to run in real time. MIL and HIL simulations are part of model based development processes [15,16,17,18].

This article shows how an existing quality criterion for the co-simulation evaluation [19] can be applied to a HIL simulation. This criterion is based on the calculation of power residual. It is applicable to complex systems that connect two subsystems with a power bond (Figure 2). Each bond in a bond graph consists of two power variables that represent flow and effort. Effort and flow are generalizations of voltage and current, force and translational speed, or torque and rotational speed, depending on the physical domain of a bond graph [20]. The method used in this article can be used on any system that can be modelled as a bond graph. This makes the method generally applicable to a variety of systems, including actuated systems such as...
(a) MIL simulation does not have real-time requirements and can run on an office PC.

(b) During a HIL simulation, a test bench PC should ensure that the simulation runs in real time in order to keep up with the hardware.

Figure 1. This article suggests a technique that can be used to assess the co-simulation quality regardless of whether the hardware is in the loop or not.

Figure 2. A power bond can be used to measure the consistency of a connection between two co-simulation slaves. The influence of the automation system, its actuators and sensors on power bonds can be modelled with the help of power residuals.

An alternative that can be used to evaluate MIL and HIL simulation can be found in [21]. The advantage of the energy-based evaluation of the co-simulation quality is that errors can easily be aggregated across several power bonds. An energy control approach is used in [22] to create a coupling element that controls the error introduced in a single connection. In [23] the authors suggest that for the presented two-mass oscillator test problem, the energy error is a better indication of the co-simulation quality than the position error. Furthermore, the used criterion enables the monitoring of simulation errors that are aggregated over several power bonds.

There are additional methods for assessing the quality of the co-simulation. The introduction of an engine test bench in the co-simulation loop, however, represents a significant limitation on the number of options. A test bench cannot repeat a communication step. This prevents the use of quality assessment criteria based on the Richardson extrapolation [24,25] or any backwards differentiation techniques [26]. It also prevents the usage of methods that rely on internal solver functions of co-simulation slaves [27,28]. In addition, the introduction of hardware prevents the step size from changing during the simulation. In [19] the quality criterion is used to vary the step size of co-simulation slaves.

In the second section, the total energy residual (TER) is presented and linked to the defect analysis of the system of coupled ordinary differential and algebraic equations. The defect analysis provides a theoretical justification for the co-simulation quality measurement proposed in the article. In the next section, the
TER is used to compare standard co-simulation masters when co-simulating a rotational oscillator with two inertias. The example shows that such an evaluation can show the same results as a global error. Publicly available FMUs are used to give a practical confirmation of the proposed quality criterion. In the fourth section, the structure of the HIL simulation with an engine test bench is presented. The structure is visualized in order to see how to apply the quality measurement to the simulation with an engine test bench in the loop. This shows how the same quality measurement can be used to evaluate MIL and HIL simulations. The fifth section describes an experimental approach for tuning the speed controller for the engine test bench. This approach is used to show how the quality measurement can be applied to set up the simulation with an engine test bench in the loop. The last section contains conclusions and ideas for future work.

2. Co-simulation quality evaluation

This section is dedicated to introducing the power residual and its usage to define the co-simulation quality criterion. It also shows the relationship between this criterion and numerical defect analysis.

Suppose the model is defined as a system of coupled ordinary differential and algebraic equations.

\[
\begin{align*}
\frac{dx_i(t)}{dt} &= f_i(x_i(t), u_i(t)) \\
y_i(t) &= g_i(x_i(t), u_i(t)) \\
u_i(t) &= y_j(t), \quad (i,j) = L(i,j) \\
x_i(0) &= x_{i0}
\end{align*}
\]  

(1)

where

- \( i, t \) are subsystem indices,
- \( x_i(t), u_i(t) \) and \( y_i(t) \) are the state, input and output signals of the \( i \)-th subsystem, respectively,
- \( f_i \) is the state transition function of the \( i \)-th subsystem,
- \( g_i \) is the output function of the \( i \)-th subsystem,
- \( x_{i0} \) is the initial state,
- \( j \) is the index of an input port,
- \( j \) is the index of an output port,
- and \( L \) is the connection function.

The connection function \( L \) describes connections between subsystems. It takes the reference of a destination input port and returns the reference to the source output port. The reference to the destination input port is given by the subsystem index \( i \) and the input port index \( j \). The reference to the source input port is given by the subsystem index \( i \) and the output port index \( j \). Suppose a numerical solution satisfies the following system.

\[
\begin{align*}
\frac{d\tilde{x}_i(t)}{dt} &= f_i(\tilde{x}_i(t), \tilde{u}_i(t)) + \delta\tilde{x}_i(t) \\
\tilde{y}_i(t) &= g_i(\tilde{x}_i(t), \tilde{u}_i(t)) + \delta\tilde{y}_i(t) \\
\tilde{u}_j(t) &= \tilde{y}_j(t) + \delta\tilde{u}_j(t), \quad (i,j) = L(i,j) \\
\tilde{x}_i(0) &= x_{i0}
\end{align*}
\]  

(2)

for each interval \( t_{k-1} < t \leq t_k \) where.

- \( \tilde{x}_i(t) \) is the state signal of the \( i \)-th subsystem found by the numerical solution,
- \( \tilde{u}_i(t) \) is the input signal of the \( i \)-th subsystem found by the numerical solution,
- \( \tilde{y}_i(t) \) is the output signal of the \( i \)-th subsystem found by the numerical solution,
- \( \delta\tilde{x}_i(t) \) is the integration defect of the \( i \)-th subsystem,
- \( \delta\tilde{y}_i(t) \) is the output defect of the \( i \)-th subsystem,
- and \( \delta\tilde{u}_j(t) \) is the connection defect on the \( j \)-th port of the \( i \)-th subsystem.

The numerical defects introduced in (2) give an indication of how closely the numerical solution corresponds to the underlying model it is trying to solve (1). In [29,30] it is shown that global errors.

\[
\begin{align*}
\Delta\tilde{x}_i(t) &= \tilde{x}_i(t) - x_i(t), \quad \Delta\tilde{y}_i(t) = \tilde{y}_i(t) - y_i(t), \\
\Delta\tilde{u}_i(t) &= \tilde{u}_i(t) - u_i(t)
\end{align*}
\]  

(3)

are bounded if numerical defects are bounded.

Figure 2 shows a power bond and four related variables. The effort of a power bond in the modelled system is equal to.

\[
e(t) = u_{i1j1}(t) = y_{i2j1}(t), \quad (i_1,j_1) = L(i_1,j_1)
\]

(4)

and the flow is.

\[
\varphi(t) = u_{i2j2}(t) = y_{i1j2}(t), \quad (i_2,j_2) = L(i_2,j_2)
\]

(5)

The effort found by the numerical solution (2) is equal to.

\[
\tilde{e}(t) = \tilde{u}_{i1j1}(t) = \tilde{y}_{i2j1}(t) + \delta\tilde{e}(t), \quad (i_2,j_1) = L(i_1,j_1)
\]

(6)

where the effort defect \( \delta\tilde{e}(t) \) is the connection defect introduced by solving the respective connection equation (2c). The flow found by the numerical solution (2) is equal to.

\[
\tilde{\varphi}(t) = \tilde{u}_{i2j2}(t) = \tilde{y}_{i1j2}(t) + \delta\tilde{\varphi}(t), \quad (i_1,j_2) = L(i_2,j_2)
\]

(7)

where the effort defect \( \delta\tilde{\varphi}(t) \) is the connection defect introduced by solving the respective connection equation (2c).

The power residual is the difference between the power transferred between two slaves.

\[
\delta\tilde{P}(t) = \tilde{u}_{i1j1}(t)\tilde{y}_{i2j1}(t) - \tilde{u}_{i2j2}(t)\tilde{y}_{i1j2}(t)
\]
\[
\delta \tilde{E}(t_{\text{end}}) = \sum_{k \in \mathbb{N}} \int_{t_{k-1}}^{t_k} |\delta \tilde{P}(t)| \, dt \tag{10}
\]

The symbol for TER includes the letter E to indicate that it has a physical unit of energy. The prefix \( \delta \) is inserted to emphasize the connection to the power residual. The argument \( t_{\text{end}} \) means that the power residual is integrated until the end of the co-simulation. This criterion can be evaluated after the co-simulation run has ended, provided the corresponding input and output signals are available. The criterion can also be calculated during the run, which can possibly lead to an error detection mechanism.

The variable \( k \in \mathbb{N} \) is used to enumerate communication points of both connected slaves. In this article, zero order hold is used to reconstruct input and output signals and fixed step size co-simulation is used.

\[
\delta \tilde{E}(t_{\text{end}}) = h \sum_{k \in \mathbb{N}} |\delta \tilde{P}(t_k)| \tag{11}
\]

where \( h \) is the communication step size. It should be possible to calculate the exact value of the criterion (10) for multi-rate or variable step co-simulations using higher order extrapolation techniques. This article uses single rate co-simulation with zero order hold to ease the application of the criterion.

### 3. Co-simulation master comparison

This section shows how TER (11) can be used to evaluate co-simulation masters. A test model for validating such an evaluation is the co-simulation network shown in Figure 3. The Python code used for the examples in this section is available in [31]. The source code of the example co-simulation slaves is available in [32]. The slaves are co-simulation FMUs according to [13]. The modelled system is a rotational oscillator with two inertias. A similar oscillator is often used for benchmark co-simulation master algorithms [21,33,34,35,36,37].

The example in this section uses a rotational mechanical interface that is similar to the engine test bench interface presented in the next section. There are two subsystems.

\[
\frac{dx_1}{dt}(t) = A_1 x_1(t) + B_1 u_1(t),
\]

\[
\frac{dx_2}{dt}(t) = A_2 x_2(t) + B_2 u_2(t),
\]

\[
y_1(t) = C_1 x_1(t) + D_1 u_1(t),
\]

\[
y_2(t) = C_2 x_2(t) + D_2 u_2(t),
\]

\[
x_1(0) = x_{10}, x_2(0) = x_{20} \tag{12}
\]

connected by.

\[
u_1(t) = y_2(t), \quad u_2(t) = y_1(t) \tag{13}
\]

where

\[
y_1(t) = [\tau_1(t)], \quad u_1(t) = [\omega_2(t)],
\]

\[
x_1(t) = [\phi_1(t) \quad \omega_1(t) \quad \phi_2(t)]^T,
\]

\[
x_{10} = [\phi_{10}(t) \quad \omega_{10}(t) \quad \phi_{20}(t)]^T,
\]

\[
A_1 = \begin{bmatrix}
0 & 1 & 0 \\
c_1 + c_k & -d_1 + d_k & c_k \\
\frac{1}{f_1} & \frac{d_1 + d_k}{f_1} & \frac{c_k}{f_1}
\end{bmatrix},
\]

\[
B_1 = \begin{bmatrix}
0 \\
d_k \\
\frac{d_k}{f_1}
\end{bmatrix},
\]

\[
C_1 = [c_k \quad d_k \quad -c_k], \quad D_1 = [-d_k] \tag{14}
\]

and

\[
y_2(t) = [\omega_2(t)], \quad u_2(t) = [\tau_1(t)],
\]
Figure 3. A rotational oscillator with two inertias is used as a test system.

Figure 4. During the co-simulation, each subsystem is solved with an internal solver and the co-simulation master ensures that samples of the connected signals are exchanged between subsystems. In the monolithic simulation, a solver solves the entire system of equations.

\[
\begin{align*}
x_2(t) & = [\phi_2(t) \omega_2(t)]^T, \quad x_{20} = [\phi_{20}(t) \omega_{20}(t)]^T, \\
A_2 & = \begin{bmatrix} 0 & 1 \\ -\frac{c_2}{J_2} & \frac{d_2}{J_2} \end{bmatrix}, \quad B_2 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \\
C_2 & = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad D_2 = [0] \\
\end{align*}
\]

The system parameters are set to

\[
\begin{align*}
J_1 & = 10 \text{ kg m}^2, \quad c_1 = 1 \frac{\text{N m}}{\text{rad}}, \\
d_1 & = 1 \frac{\text{N m s}}{\text{rad}}, \quad c_k = 1 \frac{\text{N m}}{\text{rad}}, \\
d_k & = 2 \frac{\text{N m s}}{\text{rad}}, \quad \phi_{10} = 0.1 \text{ rad}, \\
\omega_{10} & = 0.1 \frac{\text{rad}}{s}, \quad J_2 = 10 \text{ kg m}^2, \\
c_2 & = 1 \frac{\text{N m}}{\text{rad}}, \quad d_2 = 2 \frac{\text{N m s}}{\text{rad}}, \\
\phi_{20} & = 0.2 \text{ rad}, \quad \omega_{20} = 0.1 \frac{\text{rad}}{s}
\end{align*}
\]

The test model in this section does not contain a displacement in the interface between two subsystems. A displacement is the integral of a flow. Flow and displacement are translation speed and position in the translational mechanical domain or rotational speed and angle in the rotational mechanical domain. This is the difference to the models used in [36] and [37]. The reason for this change is that the subsystem interface is similar to that used for the engine test bench presented in the next section.

Gauss-Seidel and Jacobi masters are the standard options for co-simulation masters that run at a single rate [36,39]. Their execution policies are shown in Figure 5 using the example of the co-simulation of two slaves. A Gauss-Seidel co-simulation master is a sequential co-simulation master. The assignment of the input variables and the integration of the slaves take place in the specified sequence.

In [36] it is suggested that the execution of FMUs with direct output-input dependency should follow the execution of FMUs without such a dependency. For this reason, the execution order of the Gauss-Seidel master
Figure 5. The actions that are performed in non-iterative co-simulation masters for the example with two slaves. The dashed lines represent the data exchange between slaves and the solid lines the integration of slaves.

(a) Jacobi

(b) Gauss-Seidel

Figure 6. The simulation response for the step size $h = 1\, \text{s}$. The plot shows the signals obtained from the subsystem outputs shown in Figure 3.

Figure 7. The TER (10) compared to the total error energy (20) for standard co-simulation masters. In both plots, both axes are logarithmic. The co-simulation masters are described in Figure 5.

The total error energy.

$$\Delta E(t_{\text{end}}) = \sum_{k \in \mathbb{N}} \int_{t_{k-1}}^{t_k} |\Delta \hat{p}(t)| \, dt \approx h \sum_{k \in \mathbb{N}} |\Delta \hat{p}(t_k)|$$  \hspace{1cm} (20)

is compared to the TER (11) in Figure 7. The figure compares the Gauss-Seidel co-simulation master and the Jacobi co-simulation master. The plot was obtained using the procedure residual_analysis found in the file demo.py in [31].

The plot shows that the total error energy is linear with respect to the step size. This is expected because zero order hold is used to extrapolate output and input signals. In [29] it was shown that the global error is bounded in terms of integration and algebraic defects. If zero order hold is used for extrapolation, the output defect (2b) is asymptotically linear with respect to the

is set to.

\begin{align*}
1 & : \text{OscillatorTau2Omega} \\
2 & : \text{OscillatorOmega2Tau}
\end{align*}

\hspace{1cm} (17)

in the example.

A Jacobi co-simulation master updates the input variables of all slaves independently of one another and then integrates them. This allows slaves to be updated in parallel if several processors are available. Figure 6 compares the response of two different non-iterative co-simulation masters with the monolithic solution. The plot was obtained using the procedure plot_signals found in the file demo.py in [31].

In [36] a two-mass oscillator test system is analyzed to find out which standard co-simulation master is better. This section shows that the TER can be used for the same purpose. The power signal.

$$p(t) = \varphi(t) \varepsilon(t) = \omega_2(t) \tau_1(t)$$

\hspace{1cm} (18)

is the basis for comparing co-simulation masters. In the example presented in this section, the above power signal is calculated using the monolithic simulation. Its source is available in the repository [32]. The error
step size. A connection with a delay in the transfer of the signals (Figure 5) has the connection defect (2c) asymptotically linear with respect to the step size. In addition, it was shown in [19] that the total energy residual (TER) can be used to control the total error energy by varying the communication step size.

However, the main purpose of Figure 7 is not to confirm the expected results. It shows an indication that the TER can be used to compare two non-iterative co-simulation masters (Figure 5). The total error energy (20) shows that the Gauss-Seidel co-simulation master (Figure 5b) is better than the Jacobi master (Figure 5a) for the example system (16) shown in Figure 3. The TER (11) shows the same result. This comparison together with the analysis carried out in [19] suggests that (11) can be used to evaluate a co-simulation master. Ideally, the error would be used for that purpose. In practice, however, an ideal reference solution is almost never available to enable global error calculation.

4. Hardware in the loop simulation setup

This section describes how the TER (11) can be used to evaluate the simulation with an engine test bench in the loop (Figure 8). The tests were carried out on an engine test bench with the automation system AVL Puma Open 2 R5.4 [40] and the 200 kW dynamometer AVL DynoForce ASM500 [41]. The engine used in the experiments is a 4-cylinder, 1395 cc, 103 kW (@4500 − 6000 rpm) gasoline engine. The speed was measured with the rotary encoder ROD426—2048 [42] and the torque with the torque converter HBM TI2HP [43]. The sensor data was transferred to the automation system via EtherCAT [44]. This section argues that control system, actuators and control system influence on the HIL simulation can be evaluated using the TER.

The model of the system simulated with the engine test bench is shown in Figure 9. The system consists of the gasoline engine, the first order load subsystem.

\[
\frac{d\omega}{dt}(t) = \tau(t) \quad (21)
\]

and the following percentage gasoline flow signal

\[
\alpha(t) = \begin{cases} 
100 \%, & 1 \leq t < 2 \\
0, & \text{otherwise} 
\end{cases} \quad (22)
\]

The load model (21) is a simple inertia that was set to \( J = 1 \text{ kg} \cdot \text{m}^2 \) during the experiments in this section. Figure 9 shows the underlying model of the system that is simulated with HIL simulation. However, the behaviour of such a simulation is not completely
The TER measurement (11) is implemented in Simulink and deployed as a co-simulation FMU [13]. Coloured thick lines correspond to the thick lines with the matching colour in Figure 9. A red dashed line is added to highlight the difference in information flow in the HIL simulation compared to the underlying model.

determined by that model. The results of the HIL simulation are influenced by the communication network, the assignment of variables, controllers and actuators (Figure 10). This article argues that the diagram in Figure 10 corresponds to the numerical solution (2) and the model in Figure 9 corresponds to the analytical solution (1). This analogy suggests that the TER (10) can be used to compare different settings for a HIL simulation.

There is another analogy between the example HIL and the numerical simulation. The error in the controlled engine speed corresponds to the numerical defect of the flow signal (7). During the HIL simulation (Figure 10), the controllers and dynamometer are used to control engine speed. As a result, both the speed control error and the flow defect is equal to the difference between the reference and measured engine speed.

\[
\delta \tilde{\omega}(t) = \delta \tilde{\omega}(t) = \omega_{ref}(t) - \omega_{meas}(t) \quad (23)
\]

Figure 10 is a more detailed schematic representation of Figure 1b. It shows which software and hardware components are used in the data flow of the HIL simulation and how the TER is measured. Figure 9 shows the underlying model that is simulated by the HIL simulation. TER can be viewed as a measure of the influence of software and hardware components on the ideal underlying model.

The effort defect in the HIL simulation (Figure 10) is equal to.

\[
\delta \tilde{\tau}(t) = \delta \tilde{\tau}(t) = \tau_{meas}(t) - \tau_{sim}(t) \quad (24)
\]

The power residual of the mechanical shaft in the HIL simulation is

\[
\delta \tilde{P}(t) = \omega_{ref}(t) \tau_{sim}(t) - \omega_{meas}(t) \tau_{meas}(t) \quad (25)
\]

In the example HIL simulation, the zero order hold is used for signal reconstruction. This enables the TER to be calculated using (11). The calculation is implemented in a Simulink model and compiled as a co-simulation FMU. Grey lines in Figure 10 point to the FMU. This FMU runs with the fixed communication step size of 0.1 ms. The communication step size should be small enough to capture all the changes in the connected signals. The measurement signals are sampled with the step size of 0.1 ms and the inertia FMU is running with the communication step size of 1 ms. This setup is used in the next section to tune the parameters of the speed controller.

5. Controller tuning

This section presents how the TER (11) can be used to set the speed controller parameters (Figure 11). In Section 3, the TER is used to compare two non-iterative co-simulation masters, Jacobi and Gauss-Seidel (Figure 5). Section 4 shows how the TER is calculated for the HIL simulation using the engine test bench. The HIL simulation setup can be optimized by such a quality evaluation. The proportional gain $K_p$ and the integral time constant $T_I$ of the speed controller are varied in this section to adjust the HIL simulation.

The HIL simulation is described in Section 4 and shown in Figure 10. The simulation experiments are
carried out for \( t_{\text{end}} = 10 \) s. The speed controller parameters are varied in the range that is considered safe from the practical commissioner’s experience. The parameters of the speed controller vary in the range that has been verified in practice for the engine test bench used.

\[
\begin{align*}
K_P &\in \{10, 11, \ldots, 25 \}, \\
T_I &\in \{150 \, \text{ms}, 160 \, \text{ms}, \ldots, 250 \, \text{ms} \}
\end{align*}
\] (26)

A simulation experiment is performed for each combination of controller parameters and the TER (11) is recorded.

The results are presented in Figure 12 as a heat map. The heat map is not perfectly smooth since each experiment is performed only once and physical devices are used in the simulation loop. However, it shows areas with good controller parameters. The red area in the lower left corner shows parameters with higher TER values.

The results in Section 3 indicate that parameters in red areas should result in a larger global error. This indicates that the combination of the parameters \( K_P = 10 \) and \( T_I = 150 \) ms should lead to a worse response than the combination \( K_P = 14 \) and \( T_I = 220 \) ms

\[
\begin{align*}
K_P = 10, \ T_I = 150 \; \text{ms} : \quad &\delta \tilde{E}(t_{\text{end}}) = 13.5 \; \text{kWs} \\
K_P = 14, \ T_I = 220 \; \text{ms} : \quad &\delta \tilde{E}(t_{\text{end}}) = 9.0 \; \text{kWs}
\end{align*}
\] (27)

The output signals of the two experiments are shown in Figure 13. The global error of this hardware in the loop simulation is not known because the engine is a physical system. This is the main reason to suggest the TER for evaluating different experiments.

There is no guarantee that the controller parameters will be robust to changing the simple inertia model. The inertia model was replaced by a more complex vehicle model (Figure 14) in the HIL simulation (Figure 10). The vehicle model was developed in AVL Cruise 2020 R1 [45]. The gear box within the vehicle model was set to first gear at the beginning of the simulation and to second gear at \( t = 2 \) s. The second gear remains constant until the end of the simulation. The throttle signal was replaced by

\[
\alpha(t) = \begin{cases} 
15 \%, & 1 \leq t < 2 \\
50 \%, & 10 \leq t < 13 \\
60 \%, & 23 \leq t < 23 \\
0, & \text{otherwise}
\end{cases}
\] (28)

in order to observe additional dynamics in the experiment. The experiments were carried out for \( t_{\text{end}} = 35 \) s.

The experiments have been performed with the two combinations of controller parameters \( K_P = 10, T_I = 150 \) ms and \( K_P = 14, T_I = 225 \) ms

\[
\begin{align*}
K_P = 10, \ T_I = 150 \; \text{ms} : \quad &\delta \tilde{E}(t_{\text{end}}) = 44.4 \pm 1.1 \; \text{kWs} \\
K_P = 14, \ T_I = 225 \; \text{ms} : \quad &\delta \tilde{E}(t_{\text{end}}) = 48.3 \pm 1.3 \; \text{kWs}
\end{align*}
\] (29)

each combination 5 times. Samples of speed and torque signals on the engine shaft are shown in Figure 15. The presented results suggest two topics for future work.

Inequality (9) suggests that by minimizing torque and speed signals the TER should be minimized. When the torque and speed are minimized, the mechanical power exchanged between the dynamometer and the engine should also be minimized. One topic of future work is the question of whether the minimization of TER leads to a minimization of the mechanical power on the shaft. Figure 15 shows a slight decrease in the measured speed for \( K_P = 10, T_I = 150 \) ms compared to \( K_P = 14, T_I = 225 \) ms in the small time window around the fifth second. At about the same time, however, there is an increase in the torque oscillations for \( K_P = 10, T_I = 150 \) ms compared to \( K_P = 14, T_I = 225 \) ms can be observed. These two observations do not allow any statement to be made as to
Figure 14. An additional HIL simulation is developed by replacing the simple inertial model with a more complex vehicle model. The vehicle model developed in AVL Cruise is a front-wheel drive car 1530 kg.

whether there is a connection between mechanical performance and TER. In future work, the experiments will be planned in such a way that this problem is thoroughly addressed. If minimizing TER minimizes the mechanical power transmitted through the shaft, this can be beneficial for the longevity of the test bench.

In this section, two sets of controller parameters are evaluated in two different HIL simulations, which are shown in Figure 10 and Figure 14. The respective TER values are shown in (27) and (29). This was done to see if a good combination of parameters according to the heat map in Figure 12 is still good when a more complex vehicle model is used. It can be seen that one parameter set is better according to (27) and the other is better according to (29). This is expected because the dynamics of two HIL simulations are different. Even if the results in (27) and (29) are different, the control parameters seem to deliver stable results in both cases. This result suggests the possibility of building a HIL simulation with a simpler model. However, to ensure that this is safe, a rigorous analysis of the approach will be carried out as part of future work. It is a plan to analyze how the simple experiment can be made most robust to the changes in the simulation model.

Figure 15. The speed and torque signals measured on the engine shaft when running a complex vehicle model (Figure 14) with various controller parameters.
6. Conclusion and future work

This article shows an analogy between a standard co-simulation and the HIL simulation. This analogy enables the use of co-simulation quality measurements such as TER (10). In [19] this criterion was used to solve a standard co-simulation with a variable communication step size. Section 3 of this article shows that the proposed criterion can be used to compare standard co-simulation masters. The criterion (10) is generally applicable to variable step, multiple rate co-simulations using higher order extrapolation techniques. In this article, this criterion is used on a co-simulation system with a small number of components running with a single rate and zero order hold (11). In future work, the system simulation should be divided into more subsystems, which should lead to a multi-rate co-simulation.

Section 4 shows the structure of the HIL simulation with an engine test bench and a simple inertia model (Figure 10). This section presents the underlying model simulated by the HIL simulation in Figure 9. The HIL simulation (Figure 10) corresponds to the numerical solution (2) and the underlying model of the HIL simulation (Figure 9) corresponds to the analytical model (1). This comparison makes it possible to measure with the TER how much the results of the HIL simulation differ from the ideal results of the underlying model. Actuators, controllers, sensors, the communication system and the co-simulation master can influence the results and contribute to the TER. Figure 10 shows the calculation of the TER with a Simulink model that was compiled as an FMU.

Section 5 shows an experimental approach for tuning the speed controller parameters of such a HIL simulation. The approach consists of repeating experiments with different parameters and evaluating them for the simulation quality using TER. The approach repeats experiments with different parameters and uses TER to evaluate the simulation quality (Figure 10). Such an approach can require a prohibitive number of experiments, and there are methods for selecting controller parameters [46,47] that can be more efficient. The presented experimental approach was used to demonstrate the possibility of using TER to set up an engine test bench. The main goal of Section 5 was to show that the TER can be used to evaluate a HIL simulation setup and not just a MIL simulation running on the office computer. Such an approach could possibly be generalized to other parts of the HIL simulation.

An example of a valuable benefit of such an approach would be to evaluate the influence of a communication network (Figure 10). In the work described in this article EtherCAT [44] is used to transfer power bond signals between the test bench and the computer running the FMUs. This computer is usually physically located next to the test bench. In practice it is interesting to see if a personal computer dislocated in a office building can be used for the same purpose. One of the potential solutions for this problem would be to replace EtherCAT protocol with UDP. If power residual introduced to a power bond transferred via communication network could be calculated, it would allow to assess the impact of such a change on the HIL simulation quality. The work presented in this paper suggests that TER can be used in evaluating controllers. The topic of future work is to confirm that such application can be generalized to other parts of the HIL simulation and see if repeated experimentation can be completely avoided.

In Section 5 a simple inertia model (Figure 10) was replaced by a more complex vehicle model (Figure 14). Two pairs of parameters that were tested with the simpler HIL simulation (27) were tested with the more complex one (29). The TER analysis shows that in the first case one pair is better, in the second case the other. Such results are not surprising due to the different dynamics of the simulated parts of the HIL simulation. However, this approach gives a suggestion on how to prepare an engine test bench for a complex simulation. If the setup found with a simpler simulation is robust to parameter changes in such a simulation, such a setup could potentially be very useful. One topic of the future work would be to rigorously define and analyze the robustness of the HIL simulation with respect to the TER.

The goal of this article is to enable the comparison of two co-simulation setups without internal knowledge of the simulation models. Such a quality evaluation enables a commissioning engineer to set up the HIL simulation without being familiar with the simulation models. This enables a faster initial setup of a HIL simulation with an engine in the loop and reduces the time and costs involved in preparing the experiments. This article presents an initial attempt to use the total energy residual (TER) for this purpose. The usefulness of such a measure was demonstrated in this article using an experimental approach. In the future, the robustness, the influence on the power consumption and the possibility of tuning different parts of an engine test bench will be investigated.

Notes

1. It is important to note that the integration error of the co-simulation slaves is ignored in this section.
2. This is a vehicle model without an engine because a physical engine is present during the HIL simulation.
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