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ABSTRACT

Sound Event Localization and Detection refers to the problem of identifying the presence of independent or temporally-overlapped sound sources, correctly identifying to which sound class it belongs, and estimating their spatial directions while they are active. In the last years, neural networks have become the prevailing method for Sound Event Localization and Detection task, with convolutional recurrent neural networks being among the most used systems. This paper presents a system submitted to the Detection and Classification of Acoustic Scenes and Events 2020 Challenge Task 3. The algorithm consists of a convolutional recurrent neural network using rectangular filters, specialized in recognizing significant spectral features related to the task. In order to further improve the score and to generalize the system performance to unseen data, the training dataset size has been increased using data augmentation. The technique used for this is based on channel rotations and reflection on the xy plane in the First Order Ambisonic domain, which allows improving Direction of Arrival labels keeping the physical relationships between channels. Evaluation results on the development dataset show that the proposed system outperforms the baseline results, considerably improving Error Rate and F-score for location-aware detection.

Index Terms— Sound Event Detection, Direction of Arrival estimation, CRNN, First Order Ambisonic, data augmentation, SELD

1. INTRODUCTION

Sound Event Localization and Detection (SELD) refers to the combined task of Sound Event Detection (SED) and Sound Event Localization (SEL), whose aim is the recognition of sound sources and their spatial location. In particular, SED requires to identify, instantaneously, the onset and offset of sound events and their correct classification, labeling the event according to the sound class that they belong to. SEL is defined as the estimation of the sound event direction in space with respect to a microphone when an event is active, referred to as Direction-of-Arrival (DOA) estimation. Formerly, SED and SEL have been explored as two standalone tasks. Only in recent times they started to be considered jointly. In fact, until 2018, the proposed systems considering SELD as a single task were scarce, with only one method based on deep neural network \cite{adavanne2018}. In 2018, Adavanne et al. introduced SELDNet \cite{adavanne2018}, a convolutional recurrent neural network (CRNN) which simultaneously recognizes, localizes and tracks sound event sources, being the first method to address the localization and recognition of more than two concurrent overlapping sound events. The system was proposed as baseline for the Detection and Classification of Acoustic Scenes and Events (DCASE) Challenge 2019 Task 3 \cite{mesaros2019} and for the same task of DCASE Challenge 2020 \cite{mesaros2020}. This year’s baseline system includes some modifications inspired by the highest ranked architectures of last year’s challenge submissions, among which we can highlight \cite{59265, 61607} and \cite{72602}. The network receives as input features log-mel spectral coefficients, together with generalized cross-correlation (GCC) for the microphone array (MIC) format, and the acoustic intensity vector in the First Order Ambisonic (FOA) domain. Regarding the network architecture, the model is initially trained with a SEL loss only, and then continued with a joint SELD loss. The localization part of the joint loss is masked with the ground truth activations of each class, so that if an event is not active, it does not contribute to the training of the network.

The methodology proposed in this paper is based on the SELDNet proposed by Adavanne et al. \cite{adavanne2018}, including some of the adopted additions in the baseline algorithm of the DCASE 2020 Task 3, such as the use of log-mel spectral coefficients and acoustic intensity vector for the FOA format. However, the system proposed in this paper differs from the baseline system presented for the DCASE 2020 Challenge in several points such as (i) data augmentation, (ii) network architecture and (iii) training loss functions. With respect to (i), -90°, +90° and +180° channel rotations of the azimuth angle $\phi$ and its position reflection on the xy and xz planes are used as data augmentation technique, implementing the 16 patterns spatial augmentation proposed by Mazzon et al. \cite{mazzon2020}. Regarding (ii), the network has been increased, adding 2 convolutional layers. Furthermore, the receptive field has been expanded using rectangular filters (instead of squared ones) in order to make the network able to recognize spectral features relevant for the task. With regard to (iii), we used the same loss functions proposed on the baseline system of last year challenge \cite{adavanne2018}. Instead of masked mean square error (used in the baseline system of this year), we used binary cross-entropy loss for SED prediction task and mean square error (MSE) loss for DOA estimation.

Results on the development dataset are evaluated considering the metrics proposed by Mesaros et. al. \cite{mesaros2020}, which take into account the joint nature of localization and detection. These are the metrics used as evaluation criteria for the challenge.

The paper is structured as follows: Section \textsuperscript{2} presents the methodology and the architecture of the proposed system. Section \textsuperscript{3} describes the experiment setup. Section \textsuperscript{4} reports the development results compared with the baseline method. Conclusions and future work are presented in Section \textsuperscript{5}.

In order to promote reproducibility, the code is available under
an open-source license on GitHub.

2. METHOD

The method proposed for the DCASE Challenge Task 3 is based on a enhancement of the system proposed by Adavanne et al. [2].

2.1. Feature Extraction

This method uses Ambisonic format data. Log mel magnitude spectrogram together with acoustic intensity vector are used as input features for the network. Both are represented in the log mel space to better concentrate the input information of the network, as proposed by Cao et al in [5] and also implemented in the baseline system of the challenge.

FOA uses four channels to encode spatial information of a sound field, typically denoted as W, X, Y and Z. The channel W corresponds to an omnidirectional microphone recording the sound pressure. The channels X, Y and Z correspond to directional figure-of-eight microphones oriented along the components of the homonym cartesian axes, and measure the acoustic velocity of each directional component. The acoustic intensity vector expresses the energy carried by sound waves per area unit in a direction perpendicular to that area, providing DOA information. The intensity vector is computed as in [6].

2.2. The network

Figure 1 shows the overall architecture of our system with the relative parameter values used in our implementation.

The proposed system is based on the SELDNet introduced by Adavanne et al. in [2], with some modifications. In a similar manner, it features a CRNN network using Gated Recurrent Units (GRU) as recurrent layers. This is followed by two parallel branches of Fully Connected (FC) layers, one for SED and one for DOA estimation, sharing weights along time dimension. The first FC layer of both branches uses linear activation, while the last FC layer of each branch uses a different activation function according to the task. The last FC layer in the SED branch contains 14 nodes using sigmoid activation (one node for each sound event class to be detected), while the last FC layer in the DOA branch consists of 42 nodes using tanh activation (one node for each sound event class to be detected, as proposed by Cao et al in [6]). We use binary cross-entropy as loss function for the SED branch and mean square error (MSE) loss for DOA estimation branch, keeping the two branches separated.

Regarding the differences respect to the baseline in this implementation, firstly, we added 2 CNN blocks in order to help the network learn more features, increasing the number of CNN blocks from 3 to 5. Each CRNN block consists of a convolutional layer with rectified linear unit (ReLU) activation, batch normalization to normalize the activation output, and MaxPooling along frequency axis to reduce the dimensionality. Although adding layers to a neural network usually helps it to learn more features, it has the disadvantage of leading to possible overfitting, especially when the training dataset size is small as in this case. To prevent overfitting, we use Dropout in each convolutional block, after reducing the dimensionality.

Secondly, we used rectangular filters instead of squared ones, mainly inspired by Pons et al. [10]. In the mentioned paper, the authors studied how filter shapes can help to proper model CNN motivated by musical aspects, achieving positive results in music classifications. Filters used in convolutional layers are principally inspired by image processing literature, typically being small and squared (3x3 or 5x5). Considering that, in the audio domain, filter dimensions corresponds to time and frequency axes, wider filters may be capable of learning longer temporal dependencies in the audio, while higher filters may be capable of learning more frequency features. We propose the same concept, applying it to sound event detection. We used rectangular filters of shape 1xM, being 1 the time dimension and the M the frequency dimension. We hypothesize that setting the time dimension to 1 and increasing the frequency dimension, taking into consideration nearly all the mel-bands, would lead the network to better model the frequency dimensions, helping the system to learn the presence or absence of an event, and consequently improving the metrics for location-aware detection. Such horizontal filters increase the receptive field only on frequency dimension. Anyway, the temporal information is taken care by the recurrent GRU layers.

The last addition is the use of data augmentation as described in Section 2.3, expanding the number of DOA represented in it and consequently raising the scores related to classification-dependent localization metrics.
the FOA domain. Among others, this system implements the rotation based on channel rotations and reflection on the \(xy\) plane, the training dataset size has been increased using data augmentation.

With the aim of improving the results and to reduce system overfitting, the training dataset size has been increased using data augmentation. We augmented the data of this method is the possibility to be applied regardless of the number of overlapping sound sources [11], which makes it an easy and straightforward data augmentation method. We augmented the data following the transformations suggested in [11], considering only channel swapping and channel sign inversion. The suggested data manipulations correspond to rotations of 0°, -90°, +90°, and +180° of the azimuth angle \(\phi\) and its reflection with respect to the \(xz\) plane, leading to 8 rotations around the \(z\) axis, and a reflection with respect to the \(xy\) plane (considering the opposite elevation angle), for a total of 15 new patterns plus the original one. Figure 2 shows an example of channel rotation on intensity vector, after applying a reflection with respect to \(xy\) plane. The figure shows the reflection of channel \(Z\). The reader is referred to [11] for further details. In [8], Mazzon et al. compute the augmented dataset in time domain and extract the features offline for each of the augmented signals. All the possible transformations are computed offline, and the data generator randomly chooses one of them at each iteration. In our system we implemented only 15 patterns, without considering the original one as data augmentation pattern. We also implemented the data augmentation offline, but, for memory reasons, instead of computing all the transformations for each audio file, we randomly select one out of the 15 patterns to augment the data during the feature extraction process. The pattern selected for a particular audio file is also used for augmenting the corresponding label. All the new generated files, together with the original ones, are used to train the network.

### 2.3. Data augmentation

With the aim of improving the results and to reduce system overfitting, the training dataset size has been increased using data augmentation based on channel rotations and reflection on the \(xy\) plane in the FOA domain. Among others, this system implements the 16 patterns technique proposed for the first time by Mazzon et al. in [8], with some small changes. This approach allows to increase DOA combination and correctly compute the corresponding ground truth DOA labels of the augmented data. Moreover, a relevant advantage of this method is the possibility to be applied regardless of the number of overlapping sound sources [11], which makes it an easy and straightforward data augmentation method. We augmented the data following the transformations suggested in [11], considering only channel swapping and channel sign inversion. The suggested data manipulations correspond to rotations of 0°, -90°, +90°, and +180° of the azimuth angle \(\phi\) and its reflection with respect to the \(xz\) plane, leading to 8 rotations around the \(z\) axis, and a reflection with respect to the \(xy\) plane (considering the opposite elevation angle), for a total of 15 new patterns plus the original one. Figure 2 shows an example of channel rotation on intensity vector, after applying a reflection with respect to \(xy\) plane. The figure shows the reflection of channel \(Z\). The reader is referred to [11] for further details. In [8], Mazzon et al. compute the augmented dataset in time domain and extract the features offline for each of the augmented signals. All the possible transformations are computed offline, and the data generator randomly chooses one of them at each iteration. In our system we implemented only 15 patterns, without considering the original one as data augmentation pattern. We also implemented the data augmentation offline, but, for memory reasons, instead of computing all the transformations for each audio file, we randomly select one out of the 15 patterns to augment the data during the feature extraction process. The pattern selected for a particular audio file is also used for augmenting the corresponding label. All the new generated files, together with the original ones, are used to train the network.

### 2.4. Hyper-parameters

All the dataset audio files are sampled at 24kHz. For the STFT, we used a 960 point Hanning window with a 50% hop size. Considering that the temporal resolution of the label is 100 ms, we interpolated the sub-frames of 20ms as suggested in the baseline system.

The number of mel-band filter is set to 64.

The training development set has been increased from 400 to 1200 files using the aforementioned augmentation technique. With regard to the optimization technique, we used Adam method [12].

### 3. EXPERIMENTS

The dataset used for the evaluation of the system is the one provided for the DCASE 2020 Challenge Task 3: TAU-NIGENS Spatial Sound Events 2020 [13]. The dataset consists of sound samples belonging to 14 different sound classes, which have been convolved with real spatial room impulse responses (RIRs). The dataset is presented in two spatial recording formats, MIC and FOA, and it is divided between development and evaluation set. The results presented in this paper are based on the FOA development set of the dataset, which consists of 6 predefined splits. We followed the same specification given in the task description, using split 1 for testing, split 2 for evaluation and split 3-6 for training. Further information regarding the dataset can be found at [13].

The network predictions have been evaluated considering the joint nature of localization and detection, as proposed in [9]. In particular, \(LR_{20}^\text{CD}\) and \(LR_{20}^\text{LE}\) are related to the SED task and they are location-dependent. A prediction is considered true positive only if it is under a distance threshold of 20° from the reference. \(LE_{20}^\text{CD}\) (localization error) and \(LR_{20}^\text{CD}\) (localization recall) are related to DOA estimation, being classification-dependent, which means they are going to be calculated only between sounds with the same label in each frame. All metrics are computed in one-second non-overlapping frames. For more information about the evaluation metrics refer to [9].

Several architecture configurations, filter dimensions and data augmentation techniques have been explored before reaching the network architecture described in Section 2.2. It is possible to consider the full experiment as the combination of two minor sub-experiments. The first one has concentrated on finding the rectangular filter shape which gives the best performance. The second has been focused on considering different data augmentation methods to select the most appropriate technique.

During the first experiment, we explored different rectangular shapes in order to understand the filters size which gives the best performance and helps the network to properly learn frequency features and correctly detect events. To do so, the results of the baseline system, which uses rectangular filters of shape 3x3, have been compared with the results of the proposed system using rectangular filters of shape \(T_x M\) of size 1x46, 1x48, 2x48, 3x48, 1x50, 1x52, 1x54, 1x56, and completely dense filters of dimension 1x64 (being 64 the size of mel-band filter). We supposed that the use of rectangular filters would lead the network to better model the frequency features. We also tested filters of shape 2x48 and 3x48 to investigate if increasing the time dimension would facilitate the network to learn temporal information.

After selecting the filter which best performs, different data augmentation techniques have been considered to increase the
The terms of results are negligible, while increasing the time dimension improves the results. Comparing 2x48 and 1x48, the difference in increasing the receptive field also in the time dimension does not help the relation with temporal information. As it is possible to observe, in the second stage of the study, respectively. In particular, Table 1 shows the evaluation results on the development dataset using different rectangular filters shapes. Table 2 details the results on the same dataset, using 1x48 filters with different data augmentation methods. In both tables, the results are compared with the baseline system.

Table 1: Evaluation results on development set for first stage of the experiment using different filters shapes.

| Filter shape | ER_{20\text{°}} | F_{20\text{°}} | LE_{CD} | LR_{CD} | SELD |
|--------------|----------------|-----------|---------|---------|------|
| Baseline (3x3) | 0.72 | 37.4% | 22.8\text{°} | 60.7% | 0.47 |
| 1x46 | 0.69 | 40.1% | 21.7\text{°} | 62.3% | 0.45 |
| 1x48 | 0.69 | 40.3% | 20.9\text{°} | 62.4% | 0.45 |
| 1x50 | 0.70 | 40.4% | 21.1\text{°} | 61.1% | 0.45 |
| 1x52 | 0.70 | 39.9% | 21.6\text{°} | 61.4% | 0.45 |
| 1x54 | 0.72 | 37.1% | 21.7\text{°} | 59.7% | 0.47 |
| 1x56 | 0.72 | 38.2% | 21.2\text{°} | 59.4% | 0.47 |
| 1x64 | 0.72 | 38.1% | 23.1\text{°} | 61.4% | 0.46 |
| 2x48 | 0.70 | 40.6% | 20.8\text{°} | 61.1% | 0.45 |
| 3x48 | 0.75 | 36.0% | 23.1\text{°} | 58.6% | 0.48 |

Table 2: Evaluation results on development for the second stage of the experiment using different data augmentation techniques. TS stands for time stretching, PS stands for pitch shifting, and CR stands for channel rotations.

| Method | ER_{20\text{°}} | F_{20\text{°}} | LE_{CD} | LR_{CD} | SELD |
|--------|----------------|-----------|---------|---------|------|
| Baseline | 0.72 | 37.4% | 22.8\text{°} | 60.7% | 0.47 |
| TS | 0.86 | 22.8\% | 27.9\text{°} | 51.0% | 0.57 |
| PS | 0.86 | 22.3\% | 28.7\text{°} | 51.0% | 0.57 |
| CR | 0.59 | 50.6\% | 17.6\text{°} | 66.2\% | 0.38 |

Across all the experiments, the batch size has been set to 128, and the systems have been trained for 50 epochs at most. An early stopping strategy has been implemented, stopping the training if the validation loss does not improve for 20 epochs.

4. RESULTS AND DISCUSSION

Tables 1 and 2 report the evaluation results of the first and second stage of the study, respectively. In particular, Table 1 shows the evaluation results for the development dataset on the testing split using different rectangular filters shapes. Table 2 details the results on the same dataset, using 1x48 filters with different data augmentation methods. In both tables, the results are compared with the baseline system.

Table 1 reports the results related to the first sub-experiment. In order to select the filters shapes which give the best results, several sizes has been tested. As it is possible to observe, between all the filters of size $1 \times M$, the best results are reached with filter shapes of 1x48 and 1x50. Among those, almost all the tested rectangular shapes outperform the baseline results. The only filter which does not improve the metrics is the 1x54, which is otherwise comparable to it. Between the two filter shapes which better perform, we selected the 1x48 to continue the experiment. In particular, the selection of the 1x48 filters instead of 1x50 is based on the fact that, while the difference on sound event detection metrics is negligible, localization-aware classification scores for the first shape are better than the second one. The table also report the results of filters’s size 2x48 and 3x48 (on the same table for space limitations), which have been tested (after selecting 1x48 filter shape) to explore their relation with temporal information. As it is possible to observe, increasing the receptive field also in time dimension does not help improve the results. Comparing 2x48 and 1x48, the difference in terms of results is negligible, while increasing the time dimension also increase the training time of the network and its size. For this reasons, we selected the 1x48 as the best performant and as the final filter size to follow to study with. This shows that using rectangular filters increasing the receptive field only in frequency dimension helps the network to better model frequency features while GRU layers take care of the temporal information. Moreover, it also highlights the importance of understanding the training datasets in order to properly design the model architecture for a determined task.

The second sub-experiment is based on the exploration of several data augmentation techniques with the aim to increase the score and prevent overfitting. We focused the study on three methods: time stretching, pitch shifting and channel rotation. Results are shown in Table 2. As it is possible to observe, channel rotation is the only method that outperforms the baseline results, substantially increasing location-aware detection scores. This might be explained by the fact that channel rotations maintains the physical relations between channels, making the manipulations of sound more realistic. Moreover, the noticeable improvement of SED-related scores ($ER$ and $F-scores$) could be explained by the joint nature of localization and detection of the evaluation metrics. In fact, the results suggest that channel rotation augmentation technique increases the DOA information, helping the network to better localize sound sources. It is possible that, without the expansion of the dataset size, the same sound source would have been considered as active, but the system would have been wrong in localizing it, considering the prediction wrong. By augmenting the data and by giving the network more DOA examples for training, the algorithm’s results improve in a substantial way.

5. CONCLUSIONS AND FUTURE WORK

This paper describes a system submitted for the DCASE Challenge 2020 Task 3. The method is based on SELDNet presented by Adavanne et al. [2], with some differences. Data augmentation based on Ambisonic rotations, network architecture and training loss functions are the main changes. The main contribution of the proposed system is the usage of rectangular filters, highlighting the importance of modeling the network architecture according to the dataset used for training. Data augmentation also helped to increase the evaluation score, especially $ER_{20\text{°}}$ and $F_{20\text{°}}$ related to the SED task. The proposed system considerably outperforms the state-of-the-art method presented as baseline, significantly increasing the location-dependent metrics related to SED task.

Future work will include further investigation of different data augmentation techniques based on preserving physical relations between channels, such as random rotation matrices to rotate the acoustic scene of random angles, and explore rectangular filter shapes performances on different dataset formats.
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