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Abstract Recent years have seen the development of 1-D and 2-D regional-scale hydrologically-hydrodynamic models, which differ greatly from reach-scale applications in terms of subgrid assumptions, parameterization, and applied resolution. Although 1-D and 2-D comparisons have already been performed at reach and local scales, model differences at regional scale are poorly understood. Moreover, there is a need to improve the coupling between hydrological and hydrodynamic models. It is addressed here by applying the MGB model at 1-D and 2-D dimensions for the whole ~700,000 km² Negro basin (Amazon), which presents different wetland types. Long-term continuous simulations are performed and validated with multisatellite observations of hydraulic variables. Results showed that both approaches are similarly able to estimate discharges and water levels along main rivers, especially considering parameter uncertainties, but differ in terms of flood extent and volume and water levels in complex wetlands. In these latter, the diffuse flow and drainage patterns were more realistically represented by the 2-D scheme, as well as wetland connectivity across the basin. The 2-D model led to higher drainage basinwide, while the 1-D model was more sensitive to hydrodynamic parameters for discharge and flood extent and had a similar sensitivity for water levels. Finally, tests on the coupling between hydrologic and hydrodynamic processes suggested that their representation in an online way is less important for tropical wetlands than model dimensionality, which largely impacts water transfer and repartition.

1. Introduction

Recent years have seen the development of regional- to global-scale river hydrodynamic models at increasing resolution, using either the full Saint-Venant equation or its simplifications (diffusive and local inertia) and adopting either 1-D or 2-D schemes (Bates et al., 2018; Dottori et al., 2016; Falter et al., 2016; Getirana et al., 2017; Mateo et al., 2017; Paiva et al., 2013; Paiva et al., 2011; Pontes et al., 2017; Sampson et al., 2015; Schumann et al., 2016; Yamazaki et al., 2013; Yamazaki, Sato, et al., 2014). These models are important tools for flood risk assessment (Pappenberger et al., 2012; Trigg et al., 2016; Winsemius et al., 2016), flood...
forecasting (Kauffeldt et al., 2016), climate change studies (Hirabayashi et al., 2013; Sorribas et al., 2016), and understanding of biogeochemical cycles and hydrological processes (Getirana et al., 2017; Paiva et al., 2013). Modeling continental river dynamics faces great challenges such as quantitatively evaluating the implications of upscaling Saint-Venant river models to continental scale and estimating river geometry (Hodges, 2013), and its ultimate goal is to provide locally relevant estimates at hyperresolution (Bierkens et al., 2015; Fleischmann et al., 2019; Wood et al., 2011). Intercomparison projects between global models have showed the necessity of improving routing schemes with hydrodynamic modules (Zhao et al., 2017) and the potentiality of continental 1-D models with floodplain modules to represent large-scale flooding (Trigg et al., 2016). In this latter, however, a case study in the African continent showed relevant discrepancies between models in large deltas and arid/semiarid wetlands (Trigg et al., 2016), which frequently present complex 2-D hydrodynamic flow patterns.

1-D models have often proved satisfactory to represent river processes such as flood wave diffusion, floodplain storage, backwater effects, and river discharges (Paiva et al., 2013; Yamazaki et al., 2011). However, many floodable regions across the globe are subject to a more complex hydrodynamics than what 1-D models can address, since a single upstream-downstream connectivity is not able to represent the floodplain flows subparallel to the main river channel and the complex diffuse flow, connectivity, and multichannel patterns that actually exist (Aldorf et al., 2007; Altenau et al., 2017; Czuba et al., 2019; Park & Latrubesse, 2017; Pinel et al., 2019; Trigg et al., 2009; Wilson et al., 2007). CaMa-Flood (Yamazaki et al., 2011; Yamazaki, Satō, et al., 2014) and MGB (Pontes et al., 2017) are examples of large-scale 1-D hydrodynamic models that have implemented bifurcation and lateral connection schemes (i.e., connections among multiple neighbor river reaches) to improve the connectivity across floodable areas, trying to move away from a single upstream-downstream flow direction. Indeed, it is generally expected that 2-D (or coupled 1-D/2-D) models should provide a more realistic and coherent framework for representing flood inundation dynamics, in comparison to 1-D large-scale hydrodynamic models with simple storage floodplain units (Neal et al., 2012; Schumann et al., 2016). However, the extension of these differences were not well explored in the literature. Classically hindered by computational limits, 2-D models are now feasible at regional to global scales for both extreme events (Alfieri et al., 2013; Dottori et al., 2016; Sampson et al., 2015; Wing et al., 2017) and continuous simulation (Andreadis et al., 2017; Hoch et al., 2017; Schumann et al., 2016). The advent of new remote sensing missions dedicated to surface hydrology, such as the Surface Water and Ocean Topography (SWOT), also push toward the development of more detailed hydrodynamic models.

Furthermore, while most large-scale hydrologic-hydrodynamic models perform an offline coupling by forcing a hydrodynamic model with outputs from a rainfall-runoff model (Biancamaria et al., 2009; Getirana, Kumar, et al., 2017; Grimaldi et al., 2019; Hoch et al., 2017; Mejia & Reed, 2011) or with observed discharges (Sampson et al., 2015; Schumann et al., 2016), current efforts are aiming to perform strong (two-way) coupling with feedbacks between the hydrological and hydrodynamic modules. Examples include the applications by Da Paz et al. (2014) in the Pantanal and Fleischmann et al. (2018) in the semiarid Niger Inner Delta. In the latter case, the modeling framework represented both the dynamic evapotranspiration in flooded areas and infiltration from flooded areas into the unsaturated soil column. The extent to which these coupling strategies may be relevant for tropical wetlands is still unknown.

The extent to which 2-D regional-scale models are preferable from 1-D ones, and for which purposes or variables of interest, remains an open question. If 2-D hydrologic-hydrodynamic models at the regional scale are now feasible due to increasing remote sensing data sets and computational power, should we favor it to the detriment of the 1-D approach? One important step then is to understand how much detail 1-D models miss in comparison to 2-D ones with dynamic floodplain fluxes, in terms of changes in relevant hydrodynamic variables or missing hydrodynamic process representation, and to which extent the high uncertainty in 2-D model parameterization reduced the benefit of increased dimensionality. Although comparisons between 1-D and 2-D hydraulic models have already been carried out in the literature for the reach scale and often for urban areas (Alho & Aaltonen, 2008; Chatterjee et al., 2008; Cook & Merwade, 2009; Dimitriadis et al., 2016; Horritt & Bates, 2002), this is not the case for regional-scale models, which differ from the reach scale ones in terms of applied resolution, parameterizations, and subgrid assumptions. Such assessments also require intense validation procedures, considering not only water levels and discharges at few observation locations in main rivers but also basinwide distributed information of water
levels (at-a-station and longitudinal profiles) and flood extent (Fleischmann et al., 2019). Of special interest, regional model validation of the dynamics of wetlands (connected or not to adjacent rivers) need to be better addressed, and this is now possible under the satellite era with multiple remote sensing-derived products.

In this context, three main goals are defined for this study: first, to develop and evaluate a 2-D hydrologic-hydrodynamic model with a two-way coupling scheme for regional-scale applications, where the 2-D scheme is applied to the whole basin domain and not only to flood-prone areas; second, to assess the importance of the 2-D scheme in comparison to a 1-D one, in terms of processes representation and impacts on important hydrodynamic and hydrological variables such as discharge, water level, and flood extent and volume. For this, a thorough model validation is performed with multiple in situ and remote sensing products at the regional scale (flood extent, water levels, and water surface slope). Finally, we aim to evaluate the importance of the two-way coupling between hydrology and hydrodynamics in the 2-D and 1-D approaches. We believe that our discussion will provide new insights on the direction of regional-to-continental-scale modeling, especially for the simulation of basins with complex wetlands.

2. Material and Methods

2.1. MGB Model

2.1.1. Model Overview

MGB is a semidistributed rainfall-runoff model developed for large-scale basins (Collischonn et al., 2007; Pontes et al., 2017). The basin is divided into unit-catchments using a fixed-length, vector-based discretization (Siqueira et al., 2018), which in turn are divided into hydrologic response units (HRUs) where vertical hydrological processes as canopy interception, evapotranspiration, and soil infiltration are considered to model the generation of surface, subsurface, and groundwater flows. Each unit-catchment is forced with observed precipitation and climate data, which are interpolated to the corresponding centroid. The calculated flux is routed within three linear reservoirs (surface, subsurface, and groundwater). The inertial flood wave routing method (Bates et al., 2010; Neal et al., 2012) is then employed for propagating flows along the drainage network. Evapotranspiration (i.e., soil/vegetation evapotranspiration and open water evaporation) is dynamically computed considering the cell flood fraction at each time step. The 1-D hydrodynamic model version considers floodplains as storage units, where the main channel and floodplain have the same water level, and river-floodplain flow exchange is proportional to the floodplain flooded area at a given water level (Paiva et al., 2011). Its potential drawbacks are related to the expected low capabilities of 1-D models to represent complex or 2-D flow patterns. For more details and equations on both rainfall-runoff modeling and 1-D routing approaches, see the Supplementary Material S1 in Siqueira et al. (2018).

2.1.2. 2-D Scheme for Surface Hydrodynamics

A 2-D (or quasi-2-D) hydrodynamic propagation method was adapted and implemented into the MGB model framework, enhancing the current version by incorporating fluxes in the two horizontal directions and by separately computing floodplain and channelized flows. Within the 2-D scheme, the basin is discretized into a cell grid instead of unit-catchments (Figure 1). A subgrid method is applied, where a high-resolution digital elevation model (DEM) is used to derive subgrid information for the coarse-resolution cells. A cell is defined as the coarse-resolution grid element (i.e., the model calculation unit or model resolution) and a pixel as the high-resolution DEM grid element, following literature (see Figure 2 in Paz et al. (2006) for a clear definition). For a given cell, floodplain flow is calculated for its D4 faces (i.e., orthogonal cell neighbors), while channel flow is computed between a cell and all its D8 neighbors that contain channels. The adopted conceptualization is based on the LISFLOOD-FP subgrid model developed by Neal et al. (2012), while integrating new features such as the consideration of local runoff generation within each cell in a coupled hydrologic-hydrodynamic strategy, that is, by allowing feedbacks between flooded areas and the adjacent soils, and by dynamically representing evapotranspiration in the flooded/nonflooded soil surfaces. Also, floodplain topography is derived from a high-resolution DEM, instead of considering a two-stage compound channel. A drainage network is derived from DEM processing and a predefined area threshold (i.e., a number of pixels that defines the beginning of drainage) upon a flow accumulation map, following the algorithms proposed by Siqueira et al. (2016), and the channel cross section is considered as rectangular based on bankfull width and depth parameters.

At each time step, the ith cell storage (continuity equation; Equation 1) is updated with the respective flows (see Equation 2) and local runoff (hydrological module):
Figure 1. General representation of the MGB model for 1-D and 2-D schemes, with the distinction between hydrological and hydraulic (or hydrodynamic) modules and the coupling between them. The adopted scheme for cross sections for 1-D and 2-D models are depicted, together with the 2-D conceptualization for floodplain (FP) flow depth and width.
From the updated storage, the cell water level is obtained from the storage (canopy interception, evapotranspiration, and soil infiltration) and the generated runoff within a given cell at each time step based on vertical hydrological processes (canopy interception, evapotranspiration, and soil infiltration) and hillslope routing. The local runoff is computed by the rainfall-runoff module, which estimates the generated runoff within a given cell at each time step based on vertical hydrological processes (canopy interception, evapotranspiration, and soil infiltration) and hillslope routing. The local runoff is affected by the hydraulic model in the adopted online coupling strategy, as described below in “Online coupling.”

From the updated storage, the cell water level is obtained from the storage-level relationship derived from DEM processing (Paiva et al., 2011; Yamazaki et al., 2011). This relationship is obtained in a preprocessing step by considering the incremental storage for each increment of stage (trapezium integration). Although it is a commonly adopted approach in 1-D models, large-scale 2-D models as LISFLOOD-FP have been considering two-stage channels for each cell, where flow is either confined to the main channel (with predefined channel width and bankfull depth) or to the second stage floodplain (with width computed as the whole cell size) (Neal et al., 2012).

The model topology for channel-floodplain interactions is based on predefined pair lists of neighbor floodplain and channel cells. For each time step, channel and floodplain fluxes between neighbor cells are decoupled from each other, that is, the coupling is performed through the mass balance in Equation 1 by accounting for various lateral fluxes on a cell. Then, they are computed separately in an explicit scheme at the connecting face $j$ with the dynamic equation developed by Bates et al. (2010):

$$
\frac{V_{i}^{t+\Delta t} - V_{i}^{t}}{\Delta t} = \sum_{nCh} nCh_{i} Q_{ch,j}^{t+\Delta t} - \sum_{nFP} nFP_{i} Q_{fp,j}^{t+\Delta t} + Q_{cell,i}^{t+\Delta t} - E_{f,i}^{t+1} + P_{f,i}^{t} - Inf_{f,i}^{t+1}
$$

(1)

where $ch$ stands for channel, $fp$ for floodplain, $cell$ for cell, and $f$ for flooded areas. $V_{i}^{t+\Delta t}$ is the stored volume in cell $i$ in time $t + \Delta t$, $\Delta t$ the time step, $Q_{ch,j}^{t+\Delta t}$ the channel flows for each of the $nCh$ channel cell faces, $Q_{fp,j}^{t+\Delta t}$ the floodplain flows for each of the $nFP$ floodplain cell faces, $Q_{cell,i}^{t+\Delta t}$ the local runoff at cell $i$, $E_{f,i}$ and $P_{f,i}$ the evaporation and precipitation over flooded areas, respectively, and $Inf_{f,i}$ the infiltration from flooded areas into soils. The local runoff is computed by the rainfall-runoff module, which estimates the generated runoff within a given cell at each time step based on vertical hydrological processes (canopy interception, evapotranspiration, and soil infiltration) and hillslope routing. The local runoff is affected by the hydraulic model in the adopted online coupling strategy, as described below in “Online coupling.”

Flow depth ($h$ in Equation 2). For a given cell, flow depth is computed as

$$
h_{i} = \max(y_{i}^{t}, y_{i}^{t+1}) - \max(z_{i}^{t}, z_{i}^{t+1})
$$

(3)

where $y_{i}$ is the water surface elevation at cell $i$ and time step $t$, and $z_{i}$ the floodplain or channel bottom (or bed) elevation. $y_{i}$ is obtained from the DEM-derived stage-volume relationship, and $z$ is constant for channels and level-dependent for floodplains flows.

For channelized flow, the bottom elevation $z$ is obtained from the bank elevation ($z_{ref}$) subtracted by the channel bankfull depth ($h_{bf}$). $z_{ref}$ is defined as the average of high-resolution DEM pixels located above the drainage network within the cell. The raw (original) DEM is used to estimate $z_{ref}$ since a hydrologically conditioned DEM (e.g., after correction from pit filling/removal methods) may have unrealistic elevations. The drainage network is obtained from geoprocessing with the IPH-HydroTools package. $h_{bf}$ may be obtained from in situ observations or simplified geomorphic relationships (see next section for the data used in this study). The main channel cross section is assumed to be rectangular.

For floodplain flow, $z$ is calculated within a cell for each time step as the difference between water surface elevation ($y$) and the average floodplain water depth ($h_{m,FP}$), where $h_{m,FP}$ is computed as the ratio between floodplain volume and floodplained area. This means that the floodplain average bottom elevation for
a given cell is level-dependent, that is, it depends on how much of the floodplain is flooded. The higher is the flood level, the higher will be the average floodplain bed elevation. For each time step, $z$ is assumed the same for all cell faces.

Flow width ($b$ in Equation 2). For a given pair of neighbor cells, channel flow width is estimated as the average bankfull width of the two connected cells, which are typically obtained with hydraulic geometry relationships (i.e., simplified relationships using predictive variables as upstream drainage area or average discharge, which are then applied to each river reach) or satellite data (Allen & Pavelsky, 2018; Frasson et al., 2019; Yamazaki, O’Loughlin, et al., 2014).
Floodplain flow width is computed by counting, for each cell face and for a given water level, the number of pixels that are connected at both faces. When the whole face is connected, the cell size is adopted as the flow width (Figure 1).

**Water surface slope (S in Equation 2).** Water surface slope is computed for both channel and floodplain flows as the difference between water levels in neighbor cells divided by a length. The latter is defined as the cell size for orthogonal fluxes (i.e., between the cell and its orthogonal neighbors) and as the cell diagonal length for fluxes between neighbors in the diagonal direction.

**Time step and flow limiter.** Time step (Δt) is calculated following the Courant condition with an additional alpha parameter (α) for ensuring model stability (Bates et al., 2010; Yamazaki et al., 2011):

\[
\Delta t = \frac{\alpha \Delta x}{\sqrt{gh}}
\]

where Δx is the cell length. To further enhance stability, a simple flow limiter was adopted to avoid supercritical regime. This was carried out by constraining velocity at each face so that the Froude number does not exceed unity:

\[
Q_f = \min \left( Q_f, bh^{1.5}g^{0.5} \right)
\]

This criterion was sufficient to avoid mass balance errors basinwide and in practice was only applied for very steep upstream reaches, leading to very small differences in downstream reaches.

**Online coupling.** Finally, a tight coupling strategy is performed through online coupling between hydrologic and hydraulic modules. For each cell within the basin domain, infiltration from flooded areas into the variably saturated soil column (\(I_{nflux}\), in Equation 1) is considered following the approach by Fleischmann et al. (2018), where the infiltration rate is proportional to the soil dryness. In addition, evapotranspiration is dynamically computed considering the cell flooded fraction at each time step (as defined by Equation 4) as the surface area available for open water evaporation with Penman equation and evapotranspiration in the remaining nonflooded area with Penman-Monteith equation.

### 2.2. Case Study: Negro River Basin, Amazon

Given its large dimensions and the varied wetland types associated to it, the Negro River Basin in the Amazon was considered an interesting case study for evaluating regional-scale river hydrodynamic models, especially in terms of their capacity of simulating complex river-wetlands systems. The Negro River (Figure 2) has a drainage area of ~700,000 km² and is the second largest tributary of the Amazon River (after the Madeira River). More than 90% of the basin is located within Brazil (Latrubesse & Stevaux, 2015), and its confluence with the Amazon River is located in the city of Manaus. Backwater effects from Amazon mainstem occurs in its downstream 300–400 km reach (Meade et al., 1991). The main tributary is the Branco River, which is the main sediment provider for the basin. The Negro River has also two huge fluvial archipelagoes (Mariuá—between Serrinha and Moura stations; and Anavilhanas, downstream of Moura; see Figure 2), which are associated to anabranching geomorphological patterns with a multichannel system with stable islands (Latrubesse & Stevaux, 2015). The basin has a seasonal precipitation regime with maximum (minimum) at MJJ (DJF) months and average annual rainfall around 2,000–2,200 mm (Latrubesse & Stevaux, 2015). Altitudes range from ~3,000 m highlands in the Pico da Neblina (highest peak in Brazil; 2,995 m) and “tepuis” Precambrian table mountains (e.g., the Monte Roraima) to the lowlands around Manaus city at 92 m.

Wetlands in the basin can be divided into two main groups: river floodplains and interfluvial wetlands, which sum up to 119,600 km² of floodable areas (Melack & Hess, 2010) and have a floodplain seasonal storage variation ranging from ~170 km³ (Frappart et al., 2008) to 331 km³ (Frappart et al., 2005). Floodplains along the Negro River mainstem and its tributaries are locally known as “igapós.” They are acid, black-water river systems and are generally nutrient and sediment poor, presenting small biodiversity in contrast to the sediment-rich, white rivers’ floodplains (“várzeas”) in the Amazon basin.
Besides river floodplains, the Negro River Basin presents complex and poorly known interfluvial wetlands (Figure 2b), which are very different from the well-studied Central Amazon wetlands (Belger et al., 2011), and were called the “Septentrional Pantanal” by Santos et al. (1993) given their large extension. They occur in flat terrains associated to low density vegetation, called “campinas” (open, herbaceous vegetation) and “campinaranas” (mixed herbaceous-arboreal formation) and present hydromorphic, spodosol sandy soils. Most of them have been recently described as formed by neotectonic events associated to megafan systems (Rossetti et al., 2012). Flooding in these areas are typically related to high water table levels associated with local rainfall and is less dependent of flooding from adjacent large rivers. During the dry period, there can occur water deficit and a deep water table (Guimarães & Bueno, 2016). A detailed description of the Viruá megafan, the most well-studied interfluvial wetland in the Negro basin, is presented in Rossetti et al. (2017). In the Roraima Brazilian state in the basin northeast, wetlands in savanna-like vegetation are also present (the Rupununi wetlands), usually associated to small river floodplains (Hamilton et al., 2002) (Figure 2b).

### 2.3. Model Application in the Negro River Basin

The MGB model was applied to the Negro River Basin with both 1-D and 2-D schemes. It was run from 1 January 1999 to 31 August 2015 and was forced with daily TMPA 3B42 precipitation (Huffman et al., 2007) and long-term climate averages from CRU database (New et al., 2002) for wind speed, relative humidity, air temperature, and sunlight hours variables, which are used for evapotranspiration computation.

The vegetation-corrected, high-resolution MERIT DEM (Yamazaki et al., 2017) was used to estimate floodplain topography at 250 m resolution, and a low-pass filter was used to filter out noise across the floodplain terrain. Channel bank elevation was derived from the average of DEM pixels above river reaches, following the methodology by Siqueira et al. (2018) and using the IPH-HydroTools GIS toolkit (Siqueira et al., 2016). The same bank elevation values were adopted for both 1-D and 2-D approaches. The stage-area-volume relationships were computed by integrating areas with a level-pool method for the 2-D model (i.e., by horizontally computing the flooded pixels below a given water level). For the 1-D model, it was based on a HAND contour map (Height Above The Nearest Drainage; Rennó et al., 2008), considering the flooded area associated to each height above the bankfull elevation (see a description of this method in Siqueira et al. (2018)).

For the 2-D model, it is necessary to identify cells with channels, which were defined to match the same drainage network as the 1-D model, in order to ensure model comparability. The only exception was made for wetlands areas, since many interfluvial wetlands have predominantly a diffuse flow pattern without a well-defined drainage pattern. Thus, the high-resolution drainage network developed by Seyler et al. (2009) and based on JERS-1 image classification was combined with the flood extent map by Hess et al. (2015) to infer wetland cells without channels (Figure S1d in the supporting information).

Bankfull width \( W \) was defined with geomorphic relationships with drainage area \( A_d \), based on an adjustment with in situ surveyed cross sections, while depth values \( D \) were derived from the regression equation by Paiva et al. (2013), multiplied by a calibration parameter \( a \) (assumed constant for the whole basin). Depth values must be calibrated since they have high uncertainties and are difficult to be observed from remote sensing in comparison to other variables as width.

\[
W = 0.1419A_d^{0.7662}, \text{ for the Negro River} \tag{6}
\]

\[
W = 0.2568A_d^{0.7057}, \text{ for the Branco River} \tag{7}
\]

\[
D = a1.26A_d^{0.20}, \text{ for the whole basin}. \tag{8}
\]

The model was manually calibrated considering only two in situ discharge gauges (Serrinha and Caracarai, see Figure 2a) to avoid model overparameterization; that is, only two rainfall-runoff parameter sets were calibrated for the whole basin. This is important to yield more physically based, parsimonious model parameter sets (Siqueira et al., 2018) in the way that a sufficient (yet small) number of parameter sets were adopted to allow a good representation of the physical processes. The rainfall-runoff module parameters and the \( a \) multiplier (Equation 8) were also parsimoniously calibrated. HRUs were used to define homogeneous regions for the rainfall-runoff parameters and were derived from the South America HRU map developed by Fan et al. (2015) and available at <https://www.ufrgs.br/lsh/products/remote-sensing/simplified-hydrological-response-units-map-for-south-america/>.
Figure 1 compares the 1-D and 2-D model configurations. The 2-D model was set with ~4 km spatial resolution (a 4.17 km actual resolution was obtained from an upscaling of 3 arcsec resolution by a factor of 4.5), totaling 39,882 units with area 17.4 km², while the 1-D model is based on 24,115 unit-catchments (average area ± standard deviation equaling 28.8 ± 11.2 km²) defined as the local drainage area of 10 km river reaches. In both cases, the basin downstream boundary condition was set as the observed in situ water level at Manaus, the Manning coefficient was globally set to 0.035 for channel and 0.1 for floodplains, and the time step alpha parameter for model stability adopted as α = 0.3, leading to time step values around a few minutes. Mass conservation was assessed for all model runs.

The 1-D and 2-D models were compared in terms of their capacity to represent hydrodynamic variables (discharge, absolute water level, water level anomaly—i.e., water level minus long term average, and flood extent and volume). The coupling scheme between hydrological and hydrodynamic processes was assessed through simulation tests with and without coupling and its impact on the water balance components (evapotranspiration and runoff). The considered scenarios were ”default” (i.e., with open water evaporation and without infiltration), “Inf” (with infiltration from floodplain into soil), and “NoETw” (without flooded areas open water evaporation). To compare time series of models and observations and the 1-D and 2-D model estimates between them, the following performance metrics were calculated: Nash-Sutcliffe coefficient (NSE), Pearson correlation (r), root mean square error (RMSE), relative RMSE (RMSEr), mass conservation (a 4.17 km actual resolution was obtained from an upscaling of 3 arcsec resolution by a factor of 4.5), and delay index (DI—time lag in days that leads to maximum cross-correlation between simulation and observation; Paiva et al., 2013), and bias (relative difference between long term averages). Differences between 1-D and 2-D models are reported as RMSD and RMSDr (i.e., root mean square deviation). To compare maximum flood extents, the critical success index (CSI) was computed:

\[
CSI = 100(A \text{ and } B)/(A \cup B)
\]  

where A and B are the observed and simulated flood extents for a given area, respectively. CSI ranges from 0% to 100%, where 100% is the optimum value.

2.4. Validation Data Sets

Model outputs were validated against independent flood extent and water level data. Flood extent and surface water estimates from Global Inundation Extent from Multi-Satellites-D3 (GIEMS-D3; Aires et al., 2017), Surface WATer Fraction-High Resolution (SWAF-HR; Parrens et al., 2019) and Hess et al. (2015) were used for model validation.

GIEMS-D3 (Aires et al., 2017) is a unique data set that provides high-spatial-resolution (~90 m) inundation extent globally at a monthly time scale over the 1993–2007 period. It relies on the downscaling of GIEMS data set (Prigent et al., 2007, Papa et al., 2010), which is based on the data fusion of multiple satellite observations (passive and active microwave and visible and near-infrared reflectances). This downscaling is performed from the original 25 km resolution to the 90 m resolution through a floodability index model derived from a global topography and hydrology from HydoSHEDS (Lehner et al., 2008). Compared to other global high-resolution data sets based on visible or infrared observations, GIEMS-D3 has the advantage to detect water below the vegetation (Aires et al., 2018). GIEMS is being extended over four decades to present time; GIEMS-D3 should then become available for this long time record too. For comparison with MGB model, monthly averages were considered for the period from 1999 to 2007.

SWAF-HR (Parrens et al., 2019) is a high-resolution (1 km) inundation data set derived from downscaling of the SWAF product specifically developed for the Amazon basin. The SWAF product (Parrens et al., 2017) is derived from the Soil Moisture Ocean Salinity (SMOS; Kerr et al., 2001) L-band passive microwave brightness temperatures (Al Bitar et al., 2017) with 3-day temporal resolution during the 2010-present period and has the significant advantage to detect water under dense vegetation. The SWAF-HR product was downscaled from its original resolution at 25 km to 1 km by using the Global Surface Water Occurrence from Landsat (Pekel et al., 2016) and the DEM Multi-Error-Removed-Terrain (MERIT DEM; Yamazaki et al., 2017). For comparison with MGB model, monthly averages were considered for the period from 2010 to August 2015.
Hess et al. (2015) surface water extent product (called hereafter Hess) is based on classification of Japanese Earth Resources Satellite-1 (JERS-1) Synthetic Aperture Radar (SAR) imagery for the years 1995–1996 (high and low water maps available) and is available at 90 m spatial resolution.

Time series of water level were acquired from 107 satellite altimetry virtual stations and 11 in situ gauges from ANA (Brazilian National Water Agency; available at <www.snirh.gov.br/hidroweb/>). Rivers satellite altimetry water levels time series were obtained from the THEIA/Hydropewb website. Data processing description can be found in Santos da Silva et al. (2010). Time series range from 2002 to 2010 and from 2008 to 2016 for ENVISAT and Jason-2 missions, respectively, and the estimated accuracy is around 10–40 cm. To complete the geographical validation, we manually processed three water elevation time series from the recently released Sentinel3-A mission at VSs (Virtual Stations) located in the wetlands (see Figure 9c for location of VS1, VS2, and VS3). The manual processing of the land products (SR_2_LAND) from Sentinel3-A SRAL mission was based on a simple filtering of high-resolution observations with a low backscatter coefficient, assuming that the SAR mode allows a low echo contamination. More information on S3-A altimetry mission can be found on the dedicated ESA website (available at <https://sentinel-3.earth.esa.int/web/sentinel/user-guides/sentinel-3-altimetry>). A visual inspection was also performed to ensure that the selected high-resolution measurements come from the considered area. Although there is no overlap between the MGB run (1999–2015) and the S3-A data (mid-2016 to today), it is hoped that satellite altimetry provides an interesting insight on water levels fluctuations in the ungauged interfluvial areas. Finally, we used longitudinal profiles of surface water slope derived for 25 km long reaches for the Negro mainstem, the same used by Montazem et al. (2019). These data sets were obtained in two field campaigns with survey ships (25 September 2009 during falling limb and 17 October 2010 during low flow) and are available for the reach between São Gabriel da Cachoeira location to the confluence with Amazon River. A datum correction was performed to convert the observations into EGM96 datum through field measurements.

3. Results

3.1. 1-D Versus 2-D River Discharge

The MGB model rainfall-runoff parameters were calibrated based on discharge data from Caracarai and Serrinha gauges, which are the most downstream stations along the Branco and Negro Rivers (except for Moura station, which is downstream of the Negro-Branco confluence), respectively. The calibrated rainfall-runoff parameters are provided as Supporting Information S1. Figure 3 presents simulated and observed discharges for the two gauges and shows an overall satisfactory agreement between both 1-D and 2-D observations. Nash-Sutcliffe efficiency coefficient (NSE) values were 0.76 (1-D) and 0.66 (2-D) at Caracarai and 0.53 (1-D) and 0.53 (2-D) at Serrinha. The deviation between 1-D and 2-D models (RMSD = 22%) is comparable to the errors between the models and observations (26%) in the Negro but are smaller in the Branco (29% against 41–49%). There is an overall discharge underestimation in the Upper Negro River which may be related to a biased TMPA precipitation in the region (Getirana et al., 2011). Simulated discharges suggest a higher hydrograph attenuation from river floodplains by the 1-D model in both Negro and Branco Rivers.

3.2. 1-D Versus 2-D River Water Levels

A spatial analysis of the performance of water level anomalies for all stations is shown in Figure 4a. Both 1-D and 2-D models have similar performance basinwide. The differences between 1-D and 2-D water level estimates are presented through a reach by reach analysis in Figure 4b. Deviation is relatively small, with most simulated reaches with RMSD <1 m for anomalies. On the other hand, absolute water levels indicate some discrepancies between the model estimates, with RMSD between 2 and 5 m for most reaches along the Negro River. RMSD values were smaller along upstream reaches and throughout the Branco River, which also presents smaller water level amplitude in comparison to the Negro.

Absolute water level time series along rivers (Figure 5) depict the overall coherence between 1-D and 2-D models in the Branco, where the deviation between them (RMSDk) is smaller than between model and observations. The opposite occurs with the Negro stations, with better agreement among models and observations than among them. The 1-D model has generally higher water levels in the Negro, which is associated to more floodplain storage as discussed in the next section. Water levels become more attenuated in the downstream parts of the Negro mainstem, which is also depicted by both models. On the other hand,
RMSE values below 2 m as obtained here may be considered satisfactory given all uncertainties related to regional hydrodynamic models in poorly gauged basins as the Negro (e.g., DEM errors, simplified parameter calibration, and uncertain model forcing).

The water surface slope is also a very relevant hydrodynamic variable to define flood extent and fluxes. Figure 6 shows a comparison between simulated and observed water level slopes obtained in two field campaigns carried out during receding waters, for which RMSE values around 3.3–3.6 cm/km were obtained for both 1-D and 2-D. These errors are very high if compared with the average slope across the whole assessed profile (3.1 cm/km). Discrepancies between model and observations are higher than between 1-D and 2-D models (RMSD 1.9–2 cm/km), and errors are higher along the Negro-Branco confluence (chainage between 250 and 400 km) and in the Upper Negro River close to São Gabriel da Cachoeira (chainage larger than 700 km). The observed slope decreases around Barcelos (450 km; Figure 2), maintaining a plateau until Moura, which is located just downstream of the Negro-Branco confluence (chainage 250 km). Downstream of it, slopes sharply decrease to almost 0 cm/km close to the Amazon-Negro confluence at Manaus. While the latter reach is subjected to backwater effects from the Amazon (Meade et al., 1991), the reach between Barcelos and Moura is associated to the Mariuá fluvial archipelago, which has dozens of stable vegetated islands and is considered the largest in world (Montero & Latrubesse, 2013). Along the Branco-Negro confluence, just downstream of Mariuá, the Negro River width is largely reduced to around 2 km due to a delta feature, which was formed during Late to Mid Holocene period when the Branco River carried abundant suspended load, being a nonactive landform today (Latrubesse & Franzinelli, 2005). This region acts thus as a hydraulic control for upstream Negro reaches (i.e., creating backwater effects, as discussed by O’Loughlin et al., 2013).

Some hypotheses could explain the poor 1-D and 2-D estimates around upstream Negro and Branco-Negro confluence regions. Around the confluence, both models show a sharp decrease in water slope further upstream than it really is (near chainage 400 km). The adopted simple channel parameterization (i.e., regional geomorphic relationships between effective width and depth parameters and drainage area) provides...
some explanation: Important changes on the river width (e.g., around the confluence region) were not represented in the model, so important hydraulic controls were not represented, which largely affects the simulated slopes (O’Loughlin et al., 2013) and should be addressed in future developments. The adopted coarse grid resolution (4–10 km) also hampers a proper representation of such local-scale (yet regionally relevant) features. Along the upstream Negro reaches, there is a somehow constant observed slope value throughout most of the river at around 4 cm/km, while simulation values reach values as high as 15 cm/km in certain reaches. This region is associated to rapids (Latrubesse & Franzinelli, 2005), and the relatively smaller river widths increase the DEM derived noises in the bed elevation parameter, possibly increasing the variation in simulated slopes. The adopted, simplified subgrid model conceptualization, which defines floodplain flows among cells, also adds some uncertainty to the slope representation.

Figure 4. (a) Performance (RMSE) of 1-D and 2-D models for water level anomalies. Locations (see map in Figure 2) refer to SG: São Gabriel da Cachoeira; BA: Barcelos; CA: Caracaraí; and BV: Boa Vista. (b) Water level deviation (RMSD) between 1-D and 2-D models for anomalies and absolute water levels. Values presented only for drainage area >1,000 km² for figure readability. Please note that the scales have different ranges.
Finally, there are also expected errors in the observed profiles, which were obtained during 10 days boat surveys (given the 900 km survey length) and are also subject to uncertainties related to Geoid model correction and GPS processing.

### 3.3. 1-D Versus 2-D Flood Dynamics Across Wetland Types

In this section, the differences between 1-D and 2-D models in representing the complex wetland dynamics in Negro River Basin are assessed. First, maximum flood extent estimates by the models and SWAF-HR, GIEMS-D3, and Hess remote sensing products are compared in Figure 7. There is an overall good spatial agreement between all estimates, particularly considering the uncertainties existent in the adopted methods and the different mapping period for each data set (2000–2015 for MGB, 1995–1996 for Hess, 1993–2007 for GIEMS-D3, and 2010–2016 for SWAF-HR). The CSI metric (Equation 9) for flood extent spatial assessment (Table 1) indicates that all data sets have similar spatial coherence with the modeling outputs, for both interfluvial and mainstem wetlands, while the spatial agreement between 1-D and 2-D (37% and 76% for interfluvial and mainstem, respectively) was higher than between models and remote sensing data sets. On the other hand, the 2-D model shows a poorer performance in comparison to 1-D, which in turn was associated to more flooding than the 2-D (overall bias between 11% and 18%). It must be noted that the 2-D model is dependent on the definition of which 2-D wetland cells have river channels—in this study, the intersection between Hess product with the drainage network by Seyler et al. (2009) was used (Figure S1d). Smaller river floodplains are represented in MGB and Hess but to a lesser extent in SWAF-HR and GIEMS-D3.

Figure 5. Absolute water level time series in Negro River at four locations across the basin (see location in Figure 4a).
while GIEMS-D3 for instance is downscaled from a low-resolution global product (GIEMS) which is known to have limitations in capturing small water bodies (see Figure 7 of Prigent et al., 2007 for a comparison between GIEMS and Hess over the Amazon). Wetlands in the southern side of the Negro mainstem (as the Cuini wetland; Belger et al., 2011; Figure 2b) are not mapped by SWAF-HR because of radio frequency interference (RFI) and topography effect filtering, while across the basin, GIEMS-D3 depicts less smaller size river floodplains than SWAF-HR.

Flood extent time series for the interfluvial wetlands and the Negro mainstem regions (Figure 8 and Table 1 for metrics) indicate a higher agreement between MGB and SWAF-HR for the interfluvial wetlands (RMSE 24% to 31%; correlation 0.82 to 0.87; bias −5% to 2%) than between MGB and GIEMS-D3. For the mainstem, there is a similar performance in terms of RMSE between MGB 2-D and SWAF-HR (21%) and GIEMS-D3 (17%), while MGB 1-D is in better agreement with SWAF-HR (14%). The time series show that MGB,

Figure 6. Simulated and observed longitudinal water level slope profiles for the Negro mainstem for 25 September 2009 and 17 October 2010. Chainage is the distance from the basin outlet (at Manaus), as presented in the bottom figure map.
GIEMS-D3, and SWAF-HR estimates are contained within the maximum–minimum range of Hess product (green lines), except for dry years in SWAF-HR and most dry periods in GIEMS-D3. Additionally, SWAF-HR indicates that the minimum annual flood extent decreased during the last 3 years due to an intense drought that affected the region (Parrens et al., 2019), while MGB represents this effect to a lesser extent. The smallest errors are found between MGB 1-D and SWAF-HR in both mainstem and interfluvial areas, and deviations between 1-D and 2-D models are generally similar to the errors in relation to remote sensing products. Regarding flood extent range, MGB 2-D has a smaller amplitude than 1-D in the interfluvial areas and a similar one in the mainstem. In turn, GIEMS-D3 indicates a relatively small amplitude along the Negro mainstem but a similar range in the interfluvial wetlands.

Figure 7. Maximum flood extent maps from 1-D and 2-D MGB model simulations and remote sensing based products (Hess, SWAF-HR, and GIEMS-D3) in the Central Negro River Basin.
Table 1
Performance Metrics Between Simulated and Observed Flood Extent Time Series (RMSE/RMSE, r, and Bias) and Maximum Extent (CSI) for Three Remote Sensing-Based Products (GIEMS-D3, SWAF-HR, and Hess) and Two Model Types (MGB 1-D and 2-D)

| Interfluval wetlands | 1-D validation | 2-D validation | 1-D × 2-D |
|----------------------|----------------|----------------|-----------|
| GIEMS                | 59% 24%        | 46% 31%        | 27%       |
| SWAF                 |                |                |           |
| Hess                 |                |                |           |
| GIEMS                | 27% 14%        | 17% 21%        | 25%       |
| SWAF                 |                |                |           |
| Hess                 |                |                |           |
| CSI                  | 43% 44%        | 25% 24%        | 37%       |
|                       |                |                |           |
| Negro Mainstem       | 27% 14%        | 17% 21%        | 25%       |
| RMSE/D               |                |                |           |
| r                    | 0.59 0.79      | 0.74 0.75      | 0.75      |
| Bias                 | 19% 3%         | -3% -14%       | 18%       |
| CSI                  | 66% 72%        | 63% 64%        | 62% 76%   |

Simulated flood volume (Figure 8b) reveals additional interesting aspects on the wetlands dynamics. The overall behavior of 1-D and 2-D models is similar to the one obtained for flood extent, that is, the 1-D has more flood volume than the 2-D in the interfluval wetlands, and it is similar in the mainstem. However, one must notice the magnitude and flood season length differences between both regions. While in the interfluval areas flood extent varies between 4,600 (5,700) km² and 21,000 (15,000) km² for the 1-D (2-D) model, it ranges from 2,700 (2,900) km² to 7,810 (7,760) km² in the mainstem. For flood volume, the ranges are 8.6 (6.1) km³ to 43 (29) km³ for interfluval and 12 (11) km³ to 45 (46) km³ for mainstem. This shows that flood volume magnitudes are similar between both areas, and since the interfluval areas have a larger total flood extent, water depths are far higher in the Negro mainstem river. Additionally, satellite altimetry virtual stations indicate that water levels have an annual amplitude between 0.3 and 1.0 m in interfluval wetlands but may reach up to 8 m in adjacent rivers (Figure 9a). It is worth noting that the absolute amplitude of the water surface elevation variation may be slightly underestimated due to the 27-day temporal sampling of the S3-A mission. The 2-D model is able to represent the small water level variation in interfluval areas, while the 1-D implementation, which has river channels in all its computational grids, has amplitudes higher than 1 m in all virtual stations. Interestingly, this is in contrast with the Negro mainstem, for which the 2-D model had less attenuation and thus a higher amplitude.

Simulated transects for the maximum water level (Figure 9b) stress the higher connectivity ensured by the 2-D model, which has less variation in its water levels in comparison to the 1-D one (e.g., along the Negro mainstem between distances 0.5° and 1°). This occurred because of the existing connection among all neighbor 2-D cells, in comparison to the single upstream-downstream connectivity in the 1-D simulation.

Finally, 2-D model outputs were used to estimate floodplain flow directions across the different wetland types for a high water period (Figure 10). While the 1-D model simulates floodplains as storage units and computes channelized flow along the single upstream-downstream connectivity direction, the 2-D model allows floodplain flows among all orthogonal neighbors and channelized flow among all neighbor cells with a predefined channel. Figure 10 shows how the drainage of interfluval wetlands (details in Figures 10b and 10c) occurs with a diffuse pattern, although there are channels that ultimately drain the wetlands, leading to a flow convergence toward them. The 2-D flow direction is largely dependent on the terrain elevation, so the wetland in Figure 10b is mainly drained through the Demini River (large downward yellow arrows) but also through other adjacent rivers. The 1-D model, however, did not represent correctly this pattern. Since the 1-D drainage network was automatically derived with a GIS technique, it can create a wrong stream definition in some regions (especially the flat ones). For the case of the Demini River, it was delineated as if it was a small river flowing northward, so the main river draining the interfluval area was the (incorrect) south tributary located in the center of the figure (thick blue line). As a consequence, the smaller drainage capacity of the interfluval wetlands led to the higher estimated flood volume with the 1-D model. This highlights the potential errors that may arise with GIS preprocessing steps, which could be corrected with a DEM processing technique (e.g., burning the DEM with the correct drainage), but which are also avoided when the 2-D model is employed. Finally, the highest floodplain flows in the Negro basin occur along the river mainstem, especially along the Mariuá archipelago near the Negro-Branco confluence.

3.4. 1-D Versus 2-D Model Sensitivity to Hydrodynamic Parameters
To further understand the differences between 1-D and 2-D models, a local, one-at-a-time sensitivity analysis of model estimates to hydrodynamic parameters is performed by altering the following parameters: channel bankfull depth, width and length, channel and floodplain Manning coefficients, and floodable areas (i.e., the area from the stage-area relationship used to estimate floodplain storage and conveyance) (Figure 11). The assessed variables are basin outflow, water level at Moura location, and flood extent in interfluval wetlands. All values were altered from −50% to +50% of its default value, except for floodplain Manning friction, which
were varied from $-50\%$ to $+500\%$ (i.e., from 0.05 to 5). The large range of the latter parameter was chosen because of its uncertainties and the interest on analyzing the effect of floodplain storage, since a very high floodplain roughness value would make the 2-D model closer to the 1-D with storage floodplain unit.

For discharge and flood extent, the 2-D model presented a smaller sensitivity than the 1-D to all parameters (with the exception of floodplain Manning, which only varied in the 2-D model since the 1-D has storage floodplain units). In turn, water levels had similar estimated uncertainties for 1-D and 2-D.

For the $\pm 50\%$ range, channel width, depth, and Manning led to the highest uncertainties in all variables, followed by channel length and then floodable areas. The 2-D model had a small sensitivity to floodplain

Figure 8. Time series of (a) flood extent and (b) volume in the Negro mainstem and interfluvial wetlands.
Manning. The reported sensitivity for the 1-D model width, depth, and Manning parameters is similar to the values presented by Paiva et al. (2013) and Yamazaki et al. (2011) for 1-D hydrodynamic regional models. For flood extent, the smaller sensitivity of the 2-D model occurs due to its higher capacity to drain out flood waters, while altering 1-D parameters leads to biases in the estimated flood extent. Results are similar for Negro mainstem flood extent and are not presented here for brevity.

Figure 9. (a) Water level anomaly (i.e., water level subtracted by the long-term average) time series (simulation and altimetry) for six locations across the Negro basin: three virtual stations located in interfluvial areas (VS1, VS2, and VS3) and three along rivers (VS4, VS5, and VS6). Vertical and horizontal scales are different between the upper and lower figures. (b) Maximum simulated elevation along a transect (dashed black line in panel (c)) for 1-D and 2-D models. (c) Location of the virtual stations and transect. Only large rivers are presented in the drainage network for figure readability.
Within the assessed range, with different parameter values both 1-D and 2-D can yield similar estimates. For instance, a channel Manning value reduction of 50% would lead to an increase in discharge (i.e., the upper bound values of 1-D estimates in Figure 11) that would make the 1-D estimate very close to the 2-D one. This shows the higher drainage capacity of the 2-D model since a decrease in 1-D Manning is necessary to achieve a similar performance. It is important to stress, on the other hand, the equifinality problem existent in Manning parameterization, which must be taken into account to attain realistic model estimates.

3.5. On the Coupling Between Hydrological and Hydrodynamic Processes

The developed 1-D and 2-D MGB modeling approaches allow a coupling strategy between hydrological and hydrodynamic processes, through (i) infiltration from flooded areas into adjacent unsaturated soils (the default parameter KINF = 20 mm/day was adopted for simplicity, see Fleischmann et al., 2018) and (ii) evapotranspiration computation considering the variable cell flooded fraction. In this section, simulation tests with and without these two mechanisms are analyzed.

Evapotranspiration over the whole basin (Figure 12) shows that the 1-D model has higher rates than the 2-D when open-water evaporation of flooded areas is considered. The scenario without dynamic evapotranspiration (i.e. NoETw, solid lines), that is, considering evapotranspiration as if the cell had no flooding areas, indicates that the 1-D rates would be smaller and similar to the 2-D NoETw estimates. These lower ET rates would lead to higher discharges in the Negro River at Serrinha (red solid lines in Figure 12), which is already subjected to floodplain effects at this location, and smaller differences in the Branco River at Caracaraí, less subjected to flood storage. Differences among evapotranspiration estimates are smaller in 2-D than 1-D due to smaller flooded areas, which is also reflected on the simulated discharges. In turn, the effect of infiltration from flooded areas is practically negligible. Different infiltration parameters were tested (a large range between 0 and 40 mm/day as in Fleischmann et al., 2018) and led to a similar conclusion.
Figure 11. Variability of 1-D and 2-D simulated variables (discharge, water level at Moura location, and flood extent of interfluvial wetlands) to alterations in hydrodynamic parameters (values changed from −50% to +50%): channel bankfull depth and width, channel length, channel and floodplain Manning coefficients, and floodable areas (i.e., the area from the stage-area relationship used to estimate floodplain topography storage). Floodplain Manning is evaluated for the range between −50% and +500% and only for the 2-D model, since the 1-D adopts storage floodplain units.
4. Discussion

4.1 1-D Versus 2-D Hydrodynamic Model Estimates: Comparison and Uncertainties

In this study, a comprehensive comparison between 1-D and 2-D approaches applied at regional scale (~700,000 km²) was performed. A simplified, local sensitivity analysis with one-at-a-time parameter variation (Pianosi et al., 2016) was performed due to computational constraints, as done by previous studies of regional/continental models (Decharme et al., 2008; Paiva et al., 2013; Yamazaki et al., 2011). This study focused on hydrodynamic modeling only, so the uncertainty in the rainfall-runoff generation process was not assessed. However, it must be recognized that part of the mismatch between simulation and observation come from uncertainty in the runoff estimates, for which the input precipitation is usually assumed to lead to the highest uncertainties (Liu et al., 2012). This is certainly the case for the Negro basin where rainfall rates are among the highest in the Amazon and associated to major uncertainties (Getirana et al., 2011). Recent studies have discussed the role of runoff (and other water balance components) uncertainty on regional hydrodynamic models (Bermúdez et al., 2017; David et al., 2019; Grimaldi et al., 2019). Adding to this literature, we have performed tests on the role of an online (two-way) coupling between hydrologic and hydrodynamic processes. Considering a dynamic evapotranspiration and infiltration from floodplains into soils did not lead to major impacts on both 1-D and 2-D estimates, and model dimensionality and parameterization were more important in defining differences between the models. This is in accordance with Paiva et al. (2013) for an application in the Amazon, where soils are often wet, making vegetation ET close to open water evaporation and reducing the coupling relevance. A higher impact of the coupling approach is expected for wetlands as the Pantanal (Da Paz et al., 2014), Okavango Delta (Bauer et al., 2006), and Niger Inner Delta (Fleischmann et al., 2018). The latter, for instance, is a semiarid wetland where the interaction between wetlands and regional climate is very relevant (Taylor, 2010). The online coupling also requires a proper parameterization of open water evaporation (Penman equation in our case) as well as wetland infiltration capacity, which is complicated in large ungauged wetlands. This, however, suggests that more research should be performed to better understand how feedbacks occur between wetlands and the adjacent soils and atmosphere, for example, by using micrometeorological and eddy-covariance flux towers across wetland systems (Borma et al., 2009).

Both 1-D and 2-D MGB models were capable of estimating satisfactory discharges and water levels along major rivers. Major differences occurred between 1-D and 2-D models for flood extent and volume estimates. The 2-D model generally led to less flooding (lower flood extent and flood volume and less attenuated discharges), due mainly to an enhanced drainage capacity through floodplain and channel cells. Changes in parameter values mainly altered the flood extent during high water periods, while low water values remained similar. In turn, the 1-D led to far more flooding than the 2-D (i.e., it totally filled the interfluvial depressions), and it was also more sensitive to hydrodynamic parameters.

Regional-scale models differ from the reach scale ones through coarser resolution and typical subgrid approach. The decoupled formulation presented here has been called 1.5-D or quasi-2-D and usually do not represent momentum transfers at confluences, while proper 2-D models should be able to account for local-scale processes as recirculation zones and mixing layers and more localized head losses (Chen et al., 2018), associated, for example, to local-scale floodplain obstacles and channel bends. In this study, a 4 km spatial resolution was adopted, which is in accordance with current regional models for continuous simulation (O’Loughlin et al., 2020). Increasing resolution will not necessarily improve model performance.
Our results show that in the River Basin, where a large dam is planned to be built in the next years (Latrubesse et al., 2017), the capability of regional hydrodynamic models to represent processes at varying wetland types. While river floodplains typically have high water level variation and volume derived from both local and upstream catchments, interfluvial wetlands are more dependent on local runoff and rainfall (Junk et al., 2011; Reis et al., 2019) and present smaller water level amplitudes. The way that 1-D and 2-D models represent these divergent flows defines the overall capacity of each one to simulate flood dynamics. Furthermore, the diverse wetlands may have different sensitivity to extreme events. For instance, a recent drought has caused a large decrease in the Negro interfluvial wetlands flood extent (see the decrease in SWAF-HR estimates during the last 3 years in Figure 8a), while the floods along the mainstem, which respond to a much larger upstream drainage area, seemed to be less impacted. The hydrological regime in interfluvial wetlands may also be less impacted by human alterations in the mainstem than in river floodplains, given the smaller surface connectivity between mainstem and interfluvial areas. However, this hypothesis must be further assessed, including possible wetland-groundwater interactions and especially considering the current scenario in the Branco River Basin, where a large dam is planned to be built in the next years (Latrubesse et al., 2017).

Our results show that 1-D and 2-D models respond differently for each wetland type, while 1-D and 2-D models had similar performance for flood extent and volume, discharges, and water levels in the Negro mainstem, the main difference related to the interfluvial wetlands. 1-D models are developed for river floodplains, and they are expected to be sufficient for large-scale in-channel river hydrodynamics only (Schumann et al., 2013). They have typically adopted floodplains as storage units, although exceptions do exist (Getirana, Peters-Lidard, et al., 2017).

Along the interfluvial wetlands, no channel dominates the flow pattern, so the consideration of channels in the 1-D model led to high and erroneous water level amplitude (Figure 9). The 2-D model was able to reproduce the small amplitude (<1 m) which is characteristic of rain-fed wetlands. An interesting future validation for such poorly gauged wetlands relates to fusing model estimates with remote sensing, swath-based water level estimates (Alsdorf et al., 2007; Cao et al., 2018; Kim et al., 2017) and assessing the assumption of a horizontal water level in the models’ cells. In our modeling framework, following the current
state-of-the-art regional scale models, water level was assumed horizontal within a model unit (~4 to 10 km). Although a high-resolution 2-D model (e.g., 90 m) may correctly represent the heterogeneous water surface elevation reported in floodplains (Alsdorf, 2003), this is certainly not the case of coarse resolution 1-D and 2-D models.

The 1-D model could not represent the drainage that occurs along the interfluvial wetlands, so water storage was erroneously large. With the 1-D model, the wetland behaved as a laterally constrained floodplain (in the sense of Hunter et al. (2007)). The 2-D regional model also enhanced connectivity (especially for large wetlands), as showed for the Negro mainstem, which is in accordance with recent regional hydrodynamic model studies (Altenau et al., 2017; Bernhofen et al., 2018; Fleischmann et al., 2018; Mateo et al., 2017; Neal et al., 2012). This study outcomes are relevant for the modeling of other basins such as the Congo (Revel et al., 2019; Tshimanga & Hughes, 2014), which presents complex hydraulic controls (O’Loughlin et al., 2013) and interfluvial wetlands (Jung et al., 2010; Kim et al., 2017; Yuan et al., 2017) along the large Cuvette Centrale that are still poorly understood.

Water storage is a fundamental variable to understand global biogeochemical cycles and wetland water balance and to foster water resources and flood risk management related to climate variability (Frappart et al., 2014, 2012, 2005; Papa et al., 2013; Schumann et al., 2016; Yuan et al., 2017). In the case of the Negro basin, flood storage is generally smaller in interfluvial wetlands due to smaller water depths than river floodplains. Both 1-D and 2-D models agreed on it, although 1-D seemed to overestimate floods in the former. The structure of 1-D models is designed for river floodplains, and complex wetlands with diffuse patterns and many outflow drainage channels may lead to overestimation of flood storage. On the other hand, the 2-D model applied here suggested that flood storage was too small, and a better parameterization could perhaps be achieved, for example, by refining the definition of cells without channel flows (Figure S1d).

Finally, discrepancies between flood extent estimated by models and remote sensing highlight the importance of better understanding and considering the uncertainties inherent to each classification method. Part of the disagreement is related to the fact that the remote sensing products are not fully consistent among themselves. Also, data sets driven by passive microwave observations (GIEMS-D3 and SWAF-HR, typically of ~25 km spatial resolution before being downscaled) have difficulties to retrieve very small wetlands due to the inherent low resolution of original data (Parrens et al., 2019; Prigent et al., 2007), while the models and SAR based products can better achieve this. Small allocation errors or noise can slightly change the results, even if the overall pattern is satisfactory. The better agreement between model and SWAF-HR may be explained by the fact that the latter uses an improved DEM (MERIT) in comparison to GIEMS-D3. Since MGB also uses MERIT as auxiliary information, it might reinforce the agreement with SWAF-HR. Furthermore, SWAF-HR was developed specifically for the Amazon (as is Hess product), so it is expected to have a better performance than global products as GIEMS-D3. Comparison and validation of flood extent is not trivial because of the lack of in situ data. The conclusions here should be considered with care as the remote sensing data sets do not all cover the same time period and one of them was used for model calibration (i.e., Hess map to define 2-D cells without channels).

4.3. Toward Better Estimates With 1-D and 2-D Regional Hydrologic-Hydrodynamic Models

The choice between 1-D or 2-D physically based models to realistically simulate river-wetland processes depends on the scale and variables of interest and the intended application with its required accuracy (e.g., environmental impact assessment, flood hazard studies, and biogeochemical and sediment estimates). Data availability is also a fundamental element of decision, since good DEMs are required for accurate, locally relevant 2-D flood modeling, but seem to be less important for 1-D models that aggregate floodplain storage within coarse units (Fleischmann et al., 2019). Our results showed that the type of wetlands being simulated is also relevant: A river floodplain can be satisfactorily represented by both 1-D and 2-D approaches for variables as discharges, water levels, and flood extent, but interfluvial wetlands, which are less connected to the main river systems, would require a 2-D approach, given the nature of the diffuse flow pattern. Besides, given that the 2-D scheme was less sensitive to most hydraulic parameters than the 1-D one, it could be chosen preferably. The higher 2-D computational cost is also relevant, since it computes flows across all neighbor cells and not only along upstream-downstream direction as in the 1-D case. When fast models are required, and especially for estimating discharges, simplifications of model equations (e.g.,
Conclusions

This study presents a comparison between 1-D and 2-D regional-scale, fully coupled hydrologic-hydrodynamic models for an entire large river basin with extensive wetlands, and its relevance relies on the fact that most previous evaluations of hydraulic model dimensionalities were performed for local/reach scales only. Conclusions of this study are as follows:

- Effective parameters in large-scale models should be estimated by aiming at reach-scale estimates with more local relevance (Fleischmann et al., 2019) and considering meaningful hydraulic information (Garambois & Monnier, 2015) by, for example, understanding the river hydraulic visibility and considering remote sensing data sets and location of hydraulic controls for drainage segmentation (Frasson et al., 2017; Montazem et al., 2019). Previous regional-scale studies have adopted simplified empirical hydraulic geometry relationships for estimating channel width and depth (Beighley et al., 2009; Coe et al., 2008; Decharme et al., 2008, 2012; Häfliger et al., 2015; Luo et al., 2017; Neal et al., 2012; Paiva et al., 2013; Siqueira et al., 2018; Yamazaki et al., 2012), but distributed parameter values are required, especially for channel cross sections (Fleischmann et al., 2019; Grimaldi et al., 2018; Neal et al., 2015; Tuozzolo et al., 2019). There are now ways of estimating cross sections from remote sensing data (Domeneghetti, 2016; Frappart et al., 2019), for example, with lateral groundwater interactions (Flipo et al., 2014; Miguez-Macho & Fan, 2012). Although MGB simplistically simulates different water table level conditions in the simplified bucket approach within a given model cell, more studies should be performed to understand the extent to which groundwater level interacts with the interfluvial wetlands to maintain their flood levels. On the other hand, earth system models should also include hydrodynamic routings in their frameworks (Zhao et al., 2017). Finally, this study analyzed a coupled hydrologic-hydrodynamic model with calibrated rainfall-runoff parameters. It has been showed even for the continental scale that it is now feasible to satisfactorily calibrate rainfall-runoff parameters to force hydrodynamic models (Siqueira et al., 2018), and it should be pursued by current hydrologic-hydrodynamic models in order to ultimately provide the necessary flow peak estimates (Grimaldi et al., 2019).

- Finally, effective parameters in large-scale models should be estimated by aiming at reach-scale estimates with more local relevance (Fleischmann et al., 2019) and considering meaningful hydraulic information (Garambois & Monnier, 2015) by, for example, understanding the river hydraulic visibility and considering remote sensing data sets and location of hydraulic controls for drainage segmentation (Frasson et al., 2017; Garambois et al., 2017; Montazem et al., 2019). Previous regional-scale studies have adopted simplified empirical hydraulic geometry relationships for estimating channel width and depth (Beighley et al., 2009; Coe et al., 2008; Decharme et al., 2008, 2012; Häfliger et al., 2015; Luo et al., 2017; Neal et al., 2012; Paiva et al., 2013; Siqueira et al., 2018; Yamazaki et al., 2012), but distributed parameter values are required, especially for channel cross sections (Fleischmann et al., 2019; Grimaldi et al., 2018; Neal et al., 2015; Tuozzolo et al., 2019). There are now ways of estimating cross sections from remote sensing data (Domeneghetti, 2016; Garambois & Monnier, 2015; Grimaldi et al., 2018), especially in the context of the forthcoming SWOT mission (Biancamaaria et al., 2016).

5. Conclusions

This study presents a comparison between 1-D and 2-D regional-scale, fully coupled hydrologic-hydrodynamic models for an entire large river basin with extensive wetlands, and its relevance relies on the fact that most previous evaluations of hydraulic model dimensionalities were performed for local/reach scales only. Conclusions of this study are as follows:
• Both 1-D and 2-D models can provide similar discharge, water levels, and flood extent and volume for large rivers, especially considering parameter uncertainty;
• Regional 1-D and 2-D hydrodynamic models do not provide similar results for complex interfluvial wetlands, where the accurate representation of the diffuse flow pattern and local drainage processes and distributaries is fundamental. In this case 2-D models are preferable;
• The 2-D model generally led to more connectivity among cells and thus facilitated water drainage throughout the basin;
• Model calibration of 1-D or 2-D models can lead to similar discharge and water surface elevation results; however, effective parameter values (e.g., bankfull width and depth and Manning roughness) may be out of the realistic parameter ranges expected at local scales. In this study, the adopted parameter values were parsimoniously kept within realistic ranges;
• A sensitivity test indicated that the 1-D model has an overall larger sensitivity to hydrodynamic parameters for discharge and flood extent but not for water levels; and
• The coupling between hydrologic and hydrodynamic processes is less important than differences in hydrodynamic model dimensionality and parameter uncertainty in the case study (Negro basin, a major tributary of the Amazon).

Such comparison studies are fundamental to foster better understanding of current regional-scale models and to provide important insights for guiding future model developments, especially in the context of future remote sensing observations capabilities and improved computational capacity. Especially, given SWOT and other high-resolution remote sensing data that are arising for estimating hydrodynamic parameters, there is a great opportunity to improve regional-scale models toward hyperresolution and more detailed process representation.
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