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Abstract. Let $W_1, \ldots, W_N$ be a sample of Pareto($\alpha$) random variables normalized by their sum, such that $\sum W_i = 1$. The $W_i$ may represent the weights of valleys in a spin glass (if $0 < \alpha < 1$), or the frequency of different lineages (families) in a genealogy. This paper considers a population in which there are $N$ individuals reproducing with Pareto($\alpha$) offspring-number distribution ($1 < \alpha < 2$). The probability of two randomly-chosen individuals being siblings, $Y_2 = \sum W_i^2$, gives the sample mean of the normalized size of families, and its reciprocal gives the effective number of families (or reproducing lineages) in the population, $N_e = 1/Y_2$. The typical sample mean is very different from the average over all possible samples, i.e. $Y_2$ is not a self-averaging quantity. The typical $Y_2$ and its reciprocal do not vary with $N$ in opposite ways. Non-self-averaging effects are crucial in understanding genetic diversity in mass spawning species such as marine fishes.

1. Introduction

Motivated by considering mass spawning species with type-III (exponential) survivorship curve, many authors [1–3] have been studied patterns of genetic variation within marine populations and obtained convincing results suggesting that reproductive skew among individuals explains the pattern of coalescence of ancestral lineages. While the recruitment process has exponential decay in survival probability, the exponential amplification of the number of matured offspring (or siblings) in a family compensates the exponentially small probability of their surviving to reproductive maturity. The combination of these two exponentials leads to power laws in the offspring-number distribution [4,5].

Since annual recruitment is calculated by summing random offspring numbers, when the offspring-number distribution is broad, the sum deserves serious consideration, i.e. the system requires two different kinds of averages. One might take the average of relevant properties (or variables) over the whole population existing at any given time. However, these averages may fluctuate in time even for very large populations. One can thus envisage taking the time average of these population averages over a very long time stretch, which, if some sort of ergodic property is assumed, may be represented by the average over all possible realizations of the stochastic reproduction process. Such a stochastic nature of sums of a large number of random variables goes under the name of “lack of self-averaging” [6].

This paper studies the distribution properties of family (or sibship) sizes in the population, where their reproductive success follows a power-law distribution. Let $W_i$ be the relative frequency or weight of the $i$-th family (satisfying $\sum W_i = 1$).

Key words and phrases. non-self-averaging; $\alpha$-stable distribution; effective population size; genetic drift; coalescent.
The weight $W_i$ is the probability for a given individual to be found in the $i$-th family, so the sum of squared weights of families, $Y_2 = \sum_i W_i^2$, is the expected weight of the family containing it. The $Y_2$ gives the sample mean weight of families, and its reciprocal $N_e (= Y_2^{-1})$ gives the effective number of families (or reproducing lineages) in the population [7]. The effective population size $N_e$ is a measure of how many individuals contribute to the next generation. The $Y_2$ also gives the probability of two randomly-chosen individuals being siblings (i.e. the coalescence probability). Write $\rho(w)$ for the distribution of the weights, such that $\rho(w) \, dw$ is defined as the average number of families with weights between $w$ and $w+dw$ among an infinite number of replicate populations each undergoing the same reproduction process. Note that $w \rho(w)$ is the probability that a randomly chosen individual belongs to a family of weight $w$. From the knowledge of $\rho(w)$, I compute the probability distributions of the sample mean ($Y_2$) and its reciprocal ($N_e$).

Closely related questions concerning the moments of the distribution $\rho(w)$ have been studied in genealogical, or coalescent, models. Schweinsberg [8] built coalescents from a population model with power-law offspring-number distribution. Huillet [9] derived coalescents from sampling from a power-law distribution, including size-biasing on the total recruitment effects.

The non-self-averaging effects are present in a large variety of disordered systems in statistical physics, in particular of spin glasses [6, 10]. Derrida and Peliti [11] computed the genealogy statistics under the Wright-Fisher model, and by exploiting the equivalence with spin glasses they showed that similar non-self-averaging effects occur. The random structure of family trees was analyzed to show that the mean distance between individuals (number of generations from the common ancestor) fluctuates on time scale of the order of $N$ (population size) generations [12, 13]. Coalescent processes arise in a natural way from spin-glass models [14], which allows one to make related predictions concerning the non-self-averaging properties of the genealogies of evolving populations [15–17].

In population genetics the non-self-averaging effects are observed, when considering heterozygosity $H$ over many realizations of the neutral evolutionary process. The standard deviation of $H$, calculated under the Wright-Fisher model, is of the same order of magnitude as the mean for large populations with small mutation rates [18]. The large variations in $H$ are to be expected between different gene loci, which was observed in Drosophila melanogaster [19]. Tajima’s estimator [20] of population-scaled mutation rate ($\propto N_e$) has a similar non-self-averaging property, even when sampling infinitely many loci [21].

In ecology, $H$ is the probability that two randomly selected individuals are of different species. Based on the log-series distribution of the species abundances [22] in a (neutral) community, the variance of $H$ does not go to zero even in the limit of large community size [23].

Usually, demographic stochasticity has effects on small populations. Variances of family-size frequencies in a large population average out, so that such microscopic fluctuations at the individual level may not be extracted from macroscopic (i.e. population-level) measurements (e.g. interannual recruitment variability). This paper explains that, as a consequence of non-self-averaging effects, macroscopic measurements may give access to microscopic fluctuations (and vice versa), which is important for marine ecological applications.
This paper is organized as follows. In §2, after providing a population model, I show that the weights of the families are not self-averaging. In §3, the probability distributions of $Y_2$ and $N_e$ are computed. In §4, these probability distributions are obtained numerically. In §5, as an application example, I explain how genetic diversity varies with annual recruitment strength. The analysis is based on the asymptotic (i.e. large-population limit) behavior of the model.

2. Pareto sampling

2.1. Population model. Consider a population with a fixed number $N$ of individuals reproducing asexually. Each individual $i (=1,\ldots,N)$ in a given generation is assigned a random value $X_i$ of reproductive success. The variables $X_1,\ldots,X_N$ are independent and identically distributed copies of $X$ with Pareto density

$$f_X(x) = \alpha x^{-\alpha-1}$$

and cumulative distribution function $F_X(x) = 1 - x^{-\alpha}$ (with $\alpha > 0$ and $x \geq 1$). Let $\mu$ be the mean; one has $\mu = \alpha/(\alpha - 1)$ when $\alpha > 1$, and $\mu = \infty$ when $\alpha \leq 1$.

Upon normalizing $X_1,\ldots,X_N$ by their sum $R_N = \sum_{i=1}^N X_i$, one defines the weight $W_i$ of the term $X_i$ in the sum as

$$W_i = X_i/R_N$$

($i = 1,\ldots,N$). Each $W_i$ gives the probability of reproductive success of individual $i$. Given the population at some generation, for each individual at the following generation, one chooses at random with probability $W_i$ one parent $i \in \{1,\ldots,N\}$. Any generation is replaced by a new one. The values $X_i$ are drawn afresh in each generation. Note that when the $W_i$’s are identical, the sampling procedure is equivalent to Wright-Fisher sampling.

The $X_i$ gives an analog of the number of potential offspring (i.e. surviving young to reproductive maturity) of individual $i$, and the sum $R_N$ corresponds to the annual recruitment, i.e. the total number of offspring entering the (potentially reproductive) population. Then, a fixed number $N$ of reproducing individuals are chosen at random among $R_N$ individuals of that generation. When $\alpha > 1$, by the law of large numbers, one has $R_N > N$.

In this paper I mainly consider the case $1 < \alpha < 2$.

2.2. Domination by the largest term. It is well known that $(R_N - E[R_N])/N^{1/\alpha}$ with $1 < \alpha < 2$ has a maximally asymmetric $\alpha$-stable distribution for large $N$ [24], where $E[R_N] = \mu N$. The width of the distribution of the sum $R_N$ (i.e. the typical value of the difference $R_N - E[R_N]$) is of order $N^{1/\alpha}$, while the variance $E[R_N^2] - E[R_N]^2$ is infinite. $E[\cdot]$ denotes an average over all possible samples (realizations).

Define $X_{1,N} \geq X_{2,N} \geq \cdots \geq X_{N,N}$ by ranking in decreasing order the values encountered among the $N$ terms of the sum $R_N$. When $1 < \alpha < 2$, one has [25]

$$E[X_{1,N}] = \frac{N! \Gamma(1 - 1/\alpha)}{\Gamma(N + 1 - 1/\alpha)} = \Gamma(1 - 1/\alpha)N^{1/\alpha}$$

$$E[X_{2,N}] = \frac{\alpha - 1}{\alpha} E[X_{1,N}]$$
and while $X_{1,N}$ has an infinite second moment, one has

$$E[X_{2,N}^2] = \frac{N! \Gamma(2 - 2/\alpha)}{\Gamma(N + 1 - 2/\alpha)} = \Gamma(2 - 2/\alpha)N^{2/\alpha}$$

$$E[X_{1,N}X_{2,N}] = \frac{\alpha}{\alpha - 1}E[X_{2,N}^2]$$

for large $N$. The rescaled random variable $X_{1,N}/N^{1/\alpha}$ also has a Pareto($\alpha$) distribution and $X_{1,N} \gtrsim N^{1/\alpha}$ [26][27]. Importantly, all but the largest order statistics have finite second moment. Therefore, the sum $R_{2,N} = \sum_{i=2}^{N} X_{i,N}$ of the $(N-1)$ lower order statistics converges to a normally distributed random variable with first two moments given by

$$E[R_{2,N}] = \frac{\alpha}{\alpha - 1} \left( N - \Gamma(2 - 2/\alpha)N^{2/\alpha} \right) = E[R_N]$$

$$E[R_{2,N}^2] = \left[ \sum_{i=2}^{N} X_{i,N}^2 \right] + \left[ \sum_{i \neq j} X_{i,N}X_{j,N} \right] \sim N^{2/\alpha}$$

where

$$E\left[ \sum_{i=2}^{N} X_{i,N}^2 \right] = \frac{\alpha}{\alpha - 2} \left( N - \Gamma(2 - 2/\alpha)N^{2/\alpha} \right) = \frac{\alpha}{2 - \alpha} E[X_{2,N}^2],$$

and

$$E[X_{2,N}X_{3,N}] = \frac{2\alpha}{2\alpha - 1} E[X_{3,N}^2]$$

$$E[X_{2,N}X_{4,N}] = \frac{6\alpha^2}{(2\alpha - 1)(3\alpha - 1)} E[X_{4,N}^2]$$

etc. Accordingly, the statistical variation of the sum $R_N$ is dominated by its largest term $X_{1,N}$, so the fraction $(R_N - E[R_N])/R_N$ can be linked to one parent. The concept of the statistical domination by the largest term is especially useful when describing processes with large deviations, as I show later.

2.3. Moments of weights. The fluctuations of the weights $W_i$ of the term $X_i$ in the sum $R_N$ can be described by considering their moments. When the sum of the $k$-th power of weights ($k \geq 0$),

$$Y_k = \sum_{i=1}^{N} W_i^k,$$

is averaged over the $X_i$'s, one gets the moments $E[Y_k]$. Obviously one has $E[Y_0] = N$ and $E[Y_1] = 1$. Using the following identity

$$\sum_{i=1}^{N} X_i^k / \left( \sum_{j=1}^{N} X_j \right)^k = \int_0^\infty s^{k-1} ds e^{-s} \frac{\sum_{j=1}^{N} X_j}{\Gamma(k)} \sum_{i=1}^{N} X_i^k$$

(this is a direct consequence of the Euler integral for the gamma function), one can calculate $E[Y_k]$ in the large-$N$ limit,

$$E[Y_k] = \frac{N}{\Gamma(k)} \int_0^\infty s^{k-1} ds E[e^{-sX_1}]^{N-1}E[X_2^k e^{-sX_2}],$$

(2)
where the integral is dominated by the small $s$ behavior. I refer to [6, 9]. One sees, via integration by parts $\lfloor \alpha \rfloor + 1$ times, that for small $s$

$$E[e^{-sX}] = \sum_{0 \leq k < \alpha} \left( -s \right)^k \frac{k! E[X^k]}{k!} e^{-s \Gamma(1 - \alpha)}$$ (3)

for $\alpha \neq 1, 2, \ldots$, where $\lfloor \cdot \rfloor$ denotes the integer part of the argument. It is easy to check that

$$E[e^{-sX}] = \int_1^\infty e^{-sx} f_X(x) \, dx = \begin{cases} 1 - \alpha \int_0^\infty x^{-1-\alpha} (1 - e^{-sx}) \, dx & (0 < \alpha < 1) \\ e^{-s} + s \int_1^\infty (F_X(x) - 1) \, dx - s \int_1^\infty (F_X(x) - 1)(1 - e^{-sx}) \, dx & (\alpha > 1) \end{cases}$$

where the third term on the last line reduces to

$$s \int_0^\infty x^{-\alpha} (1 - e^{-sx}) \, dx = \frac{s^2}{\alpha - 1} \int_0^\infty x^{-\alpha + 2} e^{-sx} \, dx$$

for $1 < \alpha < 2$, and to

$$\frac{s(1 - e^{-s})}{\alpha - 1} + \frac{s^2 e^{-s}}{(\alpha - 1)(\alpha - 2)} - \frac{s^3}{(\alpha - 1)(\alpha - 2)} \int_1^\infty x^{-\alpha + 2} e^{-sx} \, dx$$

for $\alpha > 2$. Take note that, for small $s$, only large values of $x$ contribute to the integral. One views the boundary case $\alpha = 1$ (resp. $\alpha = 2$, etc.) as the limiting critical case of Eq. (3) as $\alpha \to 1 + 0$ (resp. $\alpha \to 2 + 0$, etc.). So one gets

$$E[e^{-sX}] = 1 - s + s \ln s$$

for $\alpha = 1$, and

$$E[e^{-sX}] = 1 - s\mu + \frac{s^2}{2} - s^2 \ln s$$

for $\alpha = 2$, etc. Thus, one can see that for $k > \alpha$

$$E[X^k e^{-sX}] = s^\alpha \Gamma(k - \alpha).$$

When $0 < \alpha < 1$, Eq. (2) gives the equation (11) of [6]. When $1 \leq \alpha < 2$, one obtains for $k \geq 2$

$$E[Y_k] = c_N \frac{\text{Beta}(k - \alpha, \alpha)}{\text{Beta}(2 - \alpha, \alpha)}$$

with scaling constant

$$c_N = \begin{cases} \frac{\alpha \text{Beta}(2 - \alpha, \alpha)}{\mu^\alpha N^{\alpha - 1}} & (1 < \alpha < 2) \\ (\ln N)^{-1} & (\alpha = 1) \end{cases}$$

where $\text{Beta}(a, b) = \Gamma(a) \Gamma(b) / \Gamma(a + b)$ is the beta function.

When $\alpha \geq 2$, one gets

$$E[Y_k] = \begin{cases} \frac{\alpha \text{Beta}(k - \alpha, \alpha)}{\mu^\alpha N^{\alpha - 1}} & (\alpha < k) \\ \frac{E[X^k]}{\mu^k N^{k-1}} & (2 \leq k < \alpha) \end{cases}$$ (4)
and
\[
E[Y_\alpha] = \frac{\alpha \ln N}{\mu^\alpha N^{\alpha - 1}}
\] (5)
for integer \(\alpha = 2, 3, \ldots\).

The correlations between the \(Y_k\)'s can also be calculated as
\[
E[Y_k Y_\ell] = E \left[ \sum_{i=1}^N W_i^{k+\ell} \right] + E \left[ \sum_{i \neq j} W_i^k W_j^\ell \right]
\] 
\[= \frac{N}{\Gamma(k + \ell)} \int_0^\infty s^{k+\ell-1} ds \ E[e^{-sX_1}]^{N-1} E[X_2^{k+\ell}e^{-sX_2}]
\] 
\[+ \frac{N^2}{\Gamma(k + \ell)} \int_0^\infty s^{k+\ell-1} ds \ E[e^{-sX_1}]^{N-2} E[X_2^k e^{-sX_2}] E[X_3^\ell e^{-sX_3}].
\]

When \(1 \leq \alpha < 2\), one obtains the \((k, \ell)\)-th moment \((k, \ell \geq 2)\) of weights of two different families,
\[
E \left[ \sum_{i \neq j} W_i^k W_j^\ell \right] = E[Y_k]E[Y_\ell] \frac{\text{Beta}(k, \ell)}{\text{Beta}(\alpha, \alpha)}.
\] (6)

Therefore, the correlations \(E[Y_k Y_\ell]\) dominate over the factorized terms \(E[Y_k]E[Y_\ell]\).

When \(0 < \alpha < 1\), the correlations \(E[Y_k Y_\ell]\), as well as the moments \(E[Y_k]\), depend only on \(\alpha, k\) and \(\ell\), and become independent of \(N\); see the equation (12) of [6].

2.4. Fluctuation dominance. To characterize fluctuations in the weights of families, consider the relative fluctuations (i.e., coefficient of variation) of the \(Y_2\),
\[
\text{CV}[Y_2] = \sqrt{E[(Y_2 - E[Y_2])^2]/E[Y_2]}.
\]

When \(1 < \alpha < 2\), one has
\[
\text{CV}[Y_2] = c_3^{-1/2} \sqrt{(3 - \alpha)(2 - \alpha)/6},
\]
which diverges in \(O(N^{(\alpha-1)/2})\). There is no approximately deterministic property of the \(Y_2\)-distribution at large population sizes, as the fluctuations of the \(Y_2\) dominate the average value. Each realization of the \(Y_2\) may be very different from its other realizations. The fact that \(E[Y_k^2]/E[Y_k]^2 = O(N^{\alpha - 1})\) indicates that the \(Y_k\)'s for \(k \geq 2\) are non-self-averaging.

When \(\alpha \geq 2\), one sees that \(\text{CV}[Y_2] = O(N^{(3-\alpha)/2})\) for \(2 < \alpha < 4\), or \(\text{CV}[Y_2] = \Theta \left(\sqrt{N}/\ln N\right)\) for \(\alpha = 2\). Although one ignores the probability that three or more randomly chosen individuals are siblings, i.e., \(\lim_{N \to \infty} E[Y_k]/E[Y_2] = 0\) for all \(k \geq 3\), one cannot ignore the relative fluctuations in the probability of being siblings when \(2 \leq \alpha \leq 3\). Then, the probability of having four siblings from a family is greater than or equal to the probability of having two pairs of siblings from two different families.

2.5. Distribution of the weights of families. Since all the moments of weights are known, the function \(E[Y_k]^{-1} w^k \rho(w)\) with \(k \geq 2\) is known [28], which is the \(\text{Beta}(k - \alpha, \alpha)\) distribution on \(0 \leq w \leq 1\). For \(1 \leq \alpha < 2\), the distribution
\[
\rho(w) = c_\alpha \frac{w^{-\alpha-1}(1-w)^{\alpha-1}}{\text{Beta}(2-\alpha, \alpha)}
\] (7)
diverges like \( w^{-\alpha-1} \) for small \( w > 0 \). Although there are a large number of very small families, the expected number of siblings of an individual, \( Nc_N \), grows as \( N^{2-\alpha} \) for large \( N \). The functions \( \rho(w) \) and \( w\rho(w) \) are not integrable on \( 0 \leq w \leq 1 \).

If introducing a cut-off

\[
\varepsilon_N = (\mu N)^{-1}
\]

in the region of small \( w \), the total number of families having a weight larger than \( \varepsilon_N \) is

\[
\int_{\varepsilon_N}^1 \rho(w) \, dw = \frac{c_N \varepsilon_N^{-\alpha}}{\alpha \text{Beta}(2 - \alpha, \alpha)} = N,
\]

and their total weight is

\[
\int_{\varepsilon_N}^1 w\rho(w) \, dw = \frac{c_N \varepsilon_N^{1-\alpha}}{(\alpha - 1) \text{Beta}(2 - \alpha, \alpha)} = 1,
\]

as \( N \to \infty \).

Let \( \rho(w, w') \) be the joint distribution (or the correlation function) of weights of two families,

\[
\rho(w, w') = \rho(w)\delta(w - w') + \rho^*(w, w').
\]

The second term captures the average number of pairs of different families having weights \( w \) and \( w' \),

\[
\rho^*(w, w') = c_N^2 \frac{(ww')^{-\alpha-1}(1-w-w')^{2\alpha-1}}{\text{Beta}(2 - \alpha, \alpha)^2} \Theta(1-w-w'),
\]

which is extracted from Eq.(9) for \( 1 \leq \alpha < 2 \), where \( \Theta(\cdot) \) is the Heaviside step function. I refer to [10, 29]. The correlated probability of finding two families of weights \( w \) and \( w' \) is given by \( w w' \rho(w, w') \).

For \( \alpha \geq 2 \), while when \( 2 \leq k \leq \alpha \), the functions \( w^k \rho(w) \) with

\[
\rho(w) = \frac{\alpha w^{-\alpha-1}(1-w)^{\alpha-1}}{\mu^\alpha N^{\alpha-1}}
\]

is not integrable on \( 0 \leq w \leq 1 \), one sees that

\[
\int_{\varepsilon_N}^1 w^k \rho(w) \, dw = E[Y_k]
\]

with \( E[Y_k] \) as in Eq.(4) or (5). Further, the function \( E[Y_2]^{-1}w^2 \rho(w) \) reduces to the Dirac delta function, as one sees as follows. Define a function

\[
\delta_N(w) = E[Y_2]^{-1}w^2 \rho(w)\Theta(w - \varepsilon_N)
\]

with \( \rho(w) \) as in Eq.(9). When \( N \to \infty \), the \( \delta_N(w) \) approximates the Dirac delta distribution at zero.

The joint distribution of the sequence \( \{W_1, \ldots, W_N\} \), in the case \( 0 < \alpha < 1 \), has been studied in mathematics and physics. The sequence of \( W_1, \ldots, W_N \) in decreasing order, as \( N \to \infty \), has the two-parameter Poisson-Dirichlet distribution with parameters \((\alpha, 0)\) [30]. The distribution \( \rho(w) \) and the joint distributions \( \rho(w, w'), \rho(w, w', w''), \ldots \) of weights of two or more families are derived in [10]. Although families are mostly concentrated around \( w = 0 \), these \( w \simeq 0 \) families do not contribute to the total weight, as

\[
\int_0^w w' \rho(w') \, dw' \sim w^{1-\alpha}
\]
with \( \rho(w) \) given by the equation (34) of [10]. So any one of them has an extremely small weight. The expected number of siblings of an individual is \((1 - \alpha)N\) and there are a few families with weights of \(\mathcal{O}(1)\) in \(1/N\).

3. Distributions of \( Y_2 \) and \( N_e \)

Given the weights of families, \( W_1, \ldots, W_N \), write \( W_{1,N} \) and \( W_{2,N} \) for the weights of the largest and second largest families. Let \( \Pi_{W_{1,N}}(w) \) (resp. \( \Pi_{W_{2,N}}(w) \)) be the probability of the largest family (resp. the second largest family) having a weight \( w \). These probability distributions can be computed from the knowledge of the distribution \( \rho(w) \) and the joint distributions of weights; refer to [31, 32]. If there is a family with weight \( w > 1/2 \), this weight must be the largest one, and thus \( \Pi_{W_{1,N}}(w) = \rho(w) \) for \( w > 1/2 \). Letting \( \rho^\ast(w_1, \ldots, w_n) \) be a joint distribution of \( n \) \((\geq 2)\) weights of different families, and denoting

\[
I_n(w) = \int_w^1 dv_1 \int_w^{v_1} dv_2 \cdots \int_w^{v_{n-2}} dv_{n-1} \rho^\ast(v_1, v_2, \ldots, v_{n-1}, w),
\]

one has, in the interval \( 1/(n+1) < w < 1/n \),

\[
\Pi_{W_{1,N}}(w) = \rho(w) - I_2(w) + \cdots + (-1)^{n-1} I_n(w)
\]

and

\[
\Pi_{W_{2,N}}(w) = \int_w^1 dv \rho^\ast(v, w) - 2I_3(w) + \cdots + (-1)^{n-2}(n-1)I_n(w).
\]

The successive terms in these summations rapidly decrease for large \( N \), because \( I_n(w) \) is an integral over more and more variables and diminishes in magnitude with increasing \( n \).

Consider the case \( 1 < \alpha < 2 \). Since \( W_{1,N} \simeq X_{1,N}/(\mu N) \), one has \( W_{1,N} \gtrsim N^{1/\alpha - 1} \). Accordingly, one has, up to the leading term,

\[
\Pi_{W_{1,N}}(w) = \rho(w) \tag{10}
\]

on \( N^{1/\alpha - 1} \lesssim w \leq 1 \), and

\[
\Pi_{W_{2,N}}(w) = \int_w^1 dv \rho^\ast(v, w) = \frac{C_2 w^{-2\alpha - 1}(1 - w)^{2\alpha - 1}}{\alpha \text{Beta}(2 - \alpha, \alpha)} \tag{11}
\]

on \( N^{1/\alpha - 1} \lesssim w \leq 1 \). Integrating Eq.(10), one gets

\[
\int_{N^{1/\alpha - 1}/\mu}^1 \Pi_{W_{1,N}}(w) dw = 1.
\]

One then sees that the the second moment of the largest weight

\[
\int_{N^{1/\alpha - 1}/\mu}^1 w^2 \Pi_{W_{1,N}}(w) dw = c_N
\]

for large \( N \), which demonstrates that the sum of the squared weights of families, \( Y_2 = \sum_{i=1}^N W_i^2 \), is dominated by its largest term \( W_{1,N} \).

Now compute the probability of the random variable \( Y_2 \) taking a value \( y \). The probability distribution \( \Pi_{Y_2}(y) \) of \( Y_2 \) is defined as

\[
\Pi_{Y_2}(y) = \mathbb{E} \left[ \delta \left( \sum_{i=1}^N W_i^2 - y \right) \right].
\]
Since the sums which contribute to the average are those in which one term dominates, one may replace the sum with its maximal summand

$$\Pi_{Y_2}(y) = E[\delta(W_{1,N}^2 - y)].$$

From the probability density \(\Pi_{W_1,N}(w)\) of the largest weight, one obtains

$$\Pi_{Y_2}(y) = \int_{N^{1/\alpha - 1}/\mu}^1 dw \Pi_{W_1,N}(w)\delta(w^2 - y) = \frac{c_y y^{-\alpha/2 - 1} (1 - \sqrt{y})^{\alpha - 1}}{2\text{Beta}(2 - \alpha, \alpha)}$$

(12)
on \(N^{2(1/\alpha - 1)} \lesssim y \leq 1\). Integrating the right side of Eq.(12) gives

$$\int_{N^{2(1/\alpha - 1)}/\mu^2}^1 \Pi_{Y_2}(y) dy = 1,$$

and one sees that

$$\int_{N^{2(1/\alpha - 1)}/\mu^2}^1 y \Pi_{Y_2}(y) dy = c_y.$$

The most probable value of \(Y_2\) is close to \(N^{2(1/\alpha - 1)}\), and therefore differs from its mean value \(c_y \sim N^{1-\alpha}\).

The same kind of argument applies to the probability distribution \(\Pi_{N_e}(y)\) of \(N_e = Y_2^{-1}\), yielding

$$\Pi_{N_e}(y) = \frac{c_y y^{\alpha/2 - 1} (1 - 1/\sqrt{y})^{\alpha - 1}}{2\text{Beta}(2 - \alpha, \alpha)}$$

(13)
for \(1 \leq y \lesssim N^{2(1-1/\alpha)}\). Integrating the right side of Eq.(13) gives

$$\int_{\mu^2 N^{2(1-1/\alpha)}}^{\mu^2 N^{2(1-1/\alpha)}} \Pi_{N_e}(y) dy = 1.$$

The function \(\Pi_{N_e}(y)\) must break at \(y \sim N^{2(1-1/\alpha)}\) and will decay rapidly when \(y \to \infty\). Moreover, the most probable value of \(N_e\) is \((2 - \alpha)^{-2}\) and very different from the harmonic mean of \(N_e\)'s \(\langle c_y^{-1} \sim N^{\alpha - 1}\rangle\) over replicate populations.

Remark. While one might naively expect an increase of the typical \(N_e\) with \(N\), the typical \(N_e\) shows no increase with population size \(N\). The paper presents the striking scaling behavior of the sample mean reciprocal. The \(Y_2\)-distribution is of reciprocal symmetry breaking, in the sense that the typical sample mean and its reciprocal do not vary with population size in opposite ways. The typical \(Y_2\) decreases with the population size like \(N^{2(1/\alpha - 1)}\), while the typical reciprocal of \(Y_2\) is independent of \(N\). Such counter-intuitive behavior emerges in some broad distributions [33].

4. Numerical reconstruction of probability distributions

I use a trick given in [31,32] to generate distributions of \(W_{1,N}, W_{2,N}, \text{ and } Y_2\) for \(1 < \alpha < 2\). Suppose one has a set \(\{W_1, \ldots, W_{N-1}\}\) of \((N - 1)\) weights of families and a corresponding value of \(Y_2\). Let \(W_{\text{max}}\) and \(W'_{\text{max}}\) be the two largest values of this set of weights. One can add another family of weight \(W_N\) with probability distribution \(N^{-1} \rho(w)\) where \(\rho(w)\) is as in Eq.(7), and simultaneously shrink all the other weights by a factor \((1 - W_N)\). One now has a new set with a new value given by the recursion relation

$$\tilde{Y}_2 = W_N^2 + (1 - W_N)^2 Y_2.$$

(14)
If $\hat{W}_{\text{max}}$ and $\hat{W}_{\text{max}}'$ are the two largest weights of the new set, then one has the recursions

\begin{align*}
\hat{W}_{\text{max}} &= \max(W_N, (1 - W_N)W_{\text{max}}) \\
\hat{W}_{\text{max}}' &= \max(\min(W_N, (1 - W_N)W_{\text{max}}), (1 - W_N)W_{\text{max}}').
\end{align*}

I just calculate a random sequence \{\(y_k\) \((k = 0, 1, 2, \ldots)\) with \(y_0\) being randomly chosen between 0 and 1, where the recursion relation which gives the \(y_k\)’s is

\[ y_{k+1} = W_k^2 + (1 - W_k)^2 y_k \]  

and where the \(W_k\)’s are randomly chosen between \(\varepsilon_N\) and 1 according to \(\rho(w)\), where \(\varepsilon_N\) is as in Eq. (6). The \(y_k\)’s (resp. \(y_k^{-1}\)’s), generated by this iterative procedure, are distributed according to \(\Pi_{Y_2}\) (resp. \(\Pi_{N_e}\)). One can also construct in the same way sequences of \(w_k\) and \(w_k'\) by iterative procedures

\begin{align*}
\hat{w}_{k+1} &= \max(W_k, (1 - W_k)w_k) \\
\hat{w}_{k+1}' &= \max(\min(W_k, (1 - W_k)w_k), (1 - W_k)w_k').
\end{align*}

where again the \(W_k\)’s are distributed according to \(\rho(w)\). By drawing the histograms of \(w_k\)’s, \(w_k'\)’s, \(y_k\)’s and \(y_k^{-1}\)’s, one can get the probabilities \(\Pi_{W_1,N}, \Pi_{W_2,N}, \Pi_{Y_2}\) and
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\( \Pi_{N_i} \), respectively. Fig. 1 shows the results obtained after \( 2 \times 10^8 \) iterations with parameters being set to \( \alpha = 1.2 \), and with populations of \( N = 10^4, 10^5 \) and \( 10^6 \).

The simulation results of the Pareto sampling are also shown in Fig. 1, where \( X_i \)'s (\( N = 10^6 \) trials) are drawn from the Pareto distribution (Eq. 1) with \( \alpha = 1.2 \), and the histograms of \( W_{1,N} \)'s, \( W_{2,N} \)'s, \( Y_2 \)'s and \( Y_2^{-1} \)'s are obtained from \( 10^5 \) independent realizations.

5. Genetic variation in marine populations

Highly fecund marine species undergo large and intermittent fluctuations in recruitment [34]. Very large interfamilial, or sweepstakes, variation in reproductive success has been documented [35]. While sweepstakes reproduction appears to be prevalent in marine systems, it is somewhat paradoxical to have observed the absence of reduced genetic diversity from a single reproduction event [36–46]. Even a species that showed evidence for sweepstakes in one place may not show evidence for it at another time or in another place [47, 48]. This limited evidence can be attributed to variation in intensity of sweepstakes reproduction across time, that is, “the right place, but the wrong time” as stated in [35], but it has not yet been fully proved or explained.

As an application example, the concept of the statistical domination by the largest term is used to assess an increasing reduction in genetic variation at larger recruitment \( R_N \). \((N - 1)\) lower order statistics, \( X_{2,N} \geq \cdots \geq X_{N,N} \), of \( N \) independent Pareto(\( \alpha \)) random variables with \( 1 < \alpha < 2 \) have finite first and second moments. Letting \( U_2 \) be the sum of squared weights of these \((N - 1)\) lower order statistics,

\[
U_2 = \sum_{i=2}^{N} \left( \frac{X_{i,N}}{R_{2,N}} \right)^2,
\]

one has, from Eq. (14),

\[
Y_2 = W_{1,N}^2 + (1 - W_{1,N})^2 U_2 = \left( 1 - \frac{\mu N}{R_N} \right)^2 + \left( \frac{\mu N}{R_N} \right)^2 \frac{\Gamma(2 - 2/\alpha)N^2(1/\alpha - 1)}{\alpha(\alpha - 2)}
\] (18)
with the second term being negligible. Eq. (18) agrees with the result from the simulation of random Pareto sampling (performed in § 4), as shown in Fig. 2. The typical value of $Y_2/c_N$ is of order $N^{(\alpha-1)(\alpha-2)/\alpha} (= 10^{-0.8}$ with $\alpha = 1.2$ and $N = 10^6$). One sees the non-self-averaging effect, that is, $Y_2$ depends on the recruit sample. A large reduction in genetic variation will occur in years of large recruitment.

6. Conclusions

When tracing a history of realizations of family-size frequencies in a population with Pareto($\alpha$) offspring-number distribution of index $1 < \alpha < 2$, one may take the average of the weights of families over the whole population existing at any given time. The statistical domination by the largest family leads to large fluctuations in the population average. So the non-self-averaging behavior emerges.

I have studied the fluctuations for the largest and second largest weights of families, and the fluctuations for the average weight $Y_2$ and for its reciprocal (i.e. the effective population size $N_e$). I have obtained asymptotic expressions for the probability distributions of these quantities. The most probable value of the $Y_2$ is close to the typical value of squared weight of the largest family ($\sim N^{2/\alpha-2}$), and differs from its mean value $E[Y_2]$ ($\sim N^{1-\alpha}$) of the reproduction process. The $N_e$ has a broad distribution, with an upper cut-off corresponding to the inverse square of the typical largest weight. The most probable $N_e = (2 - \alpha)^{-2}$, independent of the population size $N$, is close to the lower bound of the distribution and very different from the harmonic mean of $N_e$’s over replicate populations. There is a broken symmetry for scaling of the typical $Y_2$ and of its reciprocal.

Non-self-averaging effects are crucial in understanding the complexities surrounding intermittent, large recruitment events typical in marine populations. In occasional years of large recruitment, only a few parents will contribute a dominant fraction of the recruitment. Random changes in genetic diversity are associated with recruitment strength, and large recruitment events enhance genetic drift with reduced $N_e$.
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