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Abstract

The gradostat consists of multiple chemostats interconnected by mass flows and diffusion. It has been used to model biochemical systems such as wastewater treatment networks and microbial activity in soil. In this paper we maximize the production of biogas in a gradostat at steady state. The physical decision variables are the water, substrate, and biomass entering each tank and the flows through the interconnecting pipes. Our main technical focus is the nonconvex constraint describing microbial growth. We formulate a relaxation and prove that it is exact when the gradostat is outflow connected, its system matrix is irreducible, and the growth rate satisfies a simple condition. The relaxation has second-order cone representations for the Monod and Contois growth rates. We extend the steady state models to the case of multiple time periods by replacing the derivatives with numerical approximations instead of setting them to zero. The resulting optimizations are second-order cone programs, which can be solved at large scales using standard industrial software.
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1. Introduction

The gradostat consists of multiple chemostats interconnected by mass flows and diffusion, and is mathematically represented by a networked nonlinear dynamical system. In each chemostat, microbial growth converts a substrate to biomass. This also produces biogas, a useful energy source. Our primary motivation for this setup is the design and operation of a network of wastewater treatment plants [1].

We seek to maximize the production of biogas in gradostats with two standard growth rates: Monod [2] and Contois [3]. There are several physical decision variables, including the inflows of water, substrate, and biomass at each tank, and the installation of pipes between tanks. To make the problem more tractable, we start with a steady state model obtained by setting the derivatives in the gradostat to zero. The resulting algebraic equations specify a feasible set, which is nonconvex due to the nonlinear growth in each tank and, in some setups, discrete and bilinear mass flows between the tanks.

Nonconvex optimization can be difficult even at small scales (see, e.g., [4]). Second-order cone programming is a convex optimization class that is often used to approximate nonconvex problems [5]. We will use the acronyms SOC to refer to the phrase ‘second-order cone’ and SOCP to refer to ‘second-order cone programming.’ SOCP is tractable in that it can be solved efficiently at large scales and, due to convexity, all optima are global. In this paper, we construct SOC and mixed-integer (MI)SOC relaxations of the gradostat. Our main original contributions, listed below, center on the convexification of the growth rate constraint.

• In Section 3 we formulate a simple relaxation of the gradostat. The relaxation is obtained by allowing the conversion of substrate to biomass to be less than or equal to the growth kinetics. In Theorem 1, we prove that when the gradostat is outflow connected, its system matrix is irreducible, and a simple condition on the growth rate is satisfied, this relaxation is exact, which is to say that the inequality is satisfied with equality.

• In Section 4 we identify original SOC representations of the relaxed growth constraints. Specifically, the Contois growth constraint is exactly representable as an SOC constraint. The Monod growth constraint is SOC under a constant biomass approximation. We use the convex envelopes of [6] to obtain an SOC outer approximation of the Monod growth constraint in the general case.
In Section 6, we give two extensions. In Section 6.1 we give simple linear underestimators of the growth constraints for when the relaxations are not exact. In Section 6.2 instead of setting the derivatives in the gradostat to zero, we replace them with linear numerical approximations. This leads to an optimization with multiple time periods, which can accommodate transient conditions.

The end result is a family of SOCPs and MISOCPs for optimizing the gradostat in steady state. Today, SOCPs with tens of thousands of variables and constraints can be solved in seconds on a typical personal computer. MISOCPs are also reasonably tractable because, like mixed-integer linear programs, there are powerful mathematical tools for speeding up their solution [17,8,9], and they are handled by industrial solvers such as Gurobi [10]. This enables us to solve each MISOCP to optimality in seconds at minutes at moderate scales, typically up to one hundred binary variables.

We now review some relevant literature. We refer the reader to [11,12] for comprehensive coverage of the chemostat. The gradostat was originally formulated in [14] as a single series of tanks and later generalized to a network of interconnected chemostats. Chapter 6 in [11] contains many of the known technical results, as well as illustrations of some relevant concepts. There is an ongoing literature stream focusing on its nonlinear analysis [14] and control [15]. To date, there have been no applications of numerical convex optimization to the gradostat in steady state.

From a technical viewpoint, the nearest topic to ours is the optimization of chemical process networks [16]. Common features include bilinear mass flows, which we similarly linearize using disjunctive programming [17,18], and quotients of variables, which we approximate with convex envelopes [6,19,20] in Section 4.2.2. The main feature of the gradostat that is not present in chemical process networks is the microbial growth in the tanks, which is the core focus of this paper.

The design of chemical reactors has been studied for decades, see, e.g., [21]. A handful of papers within this stream have focused on optimal design, some using the chemostat and gradostat. An early text is [22], which uses dynamic programming, but not the chemostat. Several later studies model growth with the Monod equation and derive analytical expressions for parameters such as concentration, residence time, and tank volume [23,24,25]. References [26,27,28,29] build on this approach, deriving numerical and qualitative conditions for optimizing reactors modeled as 'steady-state equivalent biological systems.'

More recent studies have explicitly optimized the design and operation of interconnected tanks. The volumes of series bioreactors with Monod and Contois growth are optimized in [30,31] for a given output substrate concentration at steady state. The operation of two chemostats in series is optimized in [32], and the volumes and diffusion rate of a chemostat with a side compartment are optimized in [33]. Of particular relevance are [34,35], which model interconnected wastewater treatments plants as a gradostat. The latter formulates inflow management as a model predictive control problem, which it solves using particle swarm optimization. While closely related to our perspective, these papers focus on different problem statements with specific network structures, and do not employ convex relaxations or SOCP.

The rest of the paper is organized as follows. Section 2 covers the relevant background and states the nonconvex optimization problem. Section 3 gives a simple relaxation and analyzes when it is exact. SOC representations of the Monod and Contois growth constraints are given in Section 4, and the bilinear mass balance constraints are linearized in Section 5. Section 6 gives linear underestimators of the growth constraint and extends the models to the case of multiple time periods. In Section 7, we summarize the models and implement those that are SOCPs and MISOCPs in numerical examples.

2. Setup

2.1. Definitions

We consider a gradostat with \( n \) interconnected tanks, and denote the set of tanks \( \mathcal{N} \). Tank \( i \) has water inflow \( Q_{in}^i \) and outflow \( Q_{out}^i \). The concentrations of the substrate and biomass inflows are \( S_{in}^i \) and \( X_{in}^i \). The tank is assumed to be perfectly mixed and has substrate and biomass concentrations \( S_i \) and \( X_i \). We suppress the subscript to denote the vectors of these quantities in \( \mathbb{R}^n \). We use \( s \) and \( x \) to refer to generic scalar substrate and biomass concentrations. \( V \in \mathbb{R}^{nxn} \) is a diagonal matrix in which \( V_{ii} \) is the volume of tank \( i \).

The substrate in tank \( i \) is converted to biomass at the rate \( r(S_i, X_i)/y = \mu(S_i, X_i)X_i/y \), where the growth rate, \( \mu(s, x) \), is positive for \( s > 0 \) and \( x > 0 \), and \( y \) is the yield. We refer to \( \mu(s, x) \) as the kinetics. We will focus on the following two growth rates.

- **Monod**:\[ \mu_M(s) = \frac{\mu_{max} s}{K + s}. \]

- **Contois**:\[ \mu_C(s, x) = \frac{\mu_{max} s}{K x + s}. \]

We let all tanks have the same \( \mu_{max}, K, \) and \( y \), and note that our results straightforwardly extend to the case where they are not identical due to, for instance, temperature or pH variation. Some of our results apply to other growth rates as well. We refer the reader to Appendix 1 of [36] for a comprehensive list.

The Monod growth rate, \( \mu_M(s) \), is concave. The corresponding kinetics, \( \mu_M(s)x \), are quasiconcave [37], but not concave. The Contois growth rate, \( \mu_C(s, x) \), is not
are positive matrices [38]. We also know that perspective of a concave function is always concave (see, e.g., Section 3.2.6 of [37]).

We let \(Q_{ij}\) denote the flow from tank \(i\) to tank \(j\). Flow conservation implies that

\[
Q_i^{\text{in}} + \sum_{j \in \mathcal{N} \setminus i} Q_{ji} = Q_i^{\text{out}} + \sum_{j \in \mathcal{N} \setminus i} Q_{ij} \tag{1}
\]

for \(i \in \mathcal{N}\). Let \(\tilde{d}_{ij}\) denote the diffusion between tanks \(i\) and \(j\), where \(\tilde{d}_{ij} d_{ji}\). Note that this could represent the sum of the diffusions in multiple pipes. For example, if \(d_{ij}\) is the diffusion in a pipe with flow from \(i\) to \(j\), and \(d_{ji}\) for another with flow from \(j\) to \(i\), then \(\tilde{d}_{ij} = d_{ij} + d_{ji}\). We encounter this scenario in Section 5 in which one has the decision to build a pipe in either direction.

Let \(C = \text{diag} \{Q_{ii}^{\text{in}}\}\), \(G = \text{diag} \{Q_{ii}^{\text{out}}\}\), and

\[
M_{ij} = \begin{cases}
Q_{ji}, & i \neq j \\
- Q_{ii}^{\text{out}} - \sum_{k \in \mathcal{N} \setminus i} Q_{ik}, & i = j
\end{cases}
\]

and

\[
L_{ij} = \begin{cases}
\tilde{d}_{ij}, & i \neq j \\
- \sum_{k \in \mathcal{N} \setminus i} \tilde{d}_{ik}, & i = j
\end{cases}.
\]

M and L are respectively matrices of forced flows and diffusions between tanks. Together they specify the network structure of the gradostat. Let \(1 \in \mathbb{R}^n\) be the vector of all ones. In matrix form (1) is given by \((M + C)1 = 0\). Observe that because \(L1 = 0\), we also have \((M + L + C)1 = 0\). Similarly, \(1^\top(M + G) = 0\) and \(1^\top(M + L + G) = 0\).

The gradostat is a type of compartmental system, and \(M\) is a compartmental matrix. A compartmental system is outflow connected if there is a directed path from every tank to a tank with outflow, i.e., a tank \(i\) with \(Q_{ii}^{\text{out}} > 0\). A key property of compartmental matrices is that the matrix \(M\) is irreducible if and only if the system is outflow connected. \(M\) is irreducible if it cannot be made block lower triangular by reordering its indices. In the gradostat, this means that there is a directed path from each tank to every other tank. Note that if the gradostat is outflow connected and \(M\) is irreducible, then \((M + L)\) is respectively irreducible and invertible. We refer the reader to [38] for a thorough discussion of compartmental systems.

We henceforth assume that all gradostats are outflow connected. The matrices \(M\) and \(M + L\) are invertible, and therefore

\[
-(M + L)^{-1} C 1 = 1 \tag{2a}
\]

\[
-(M^\top + L)^{-1} G 1 = 1. \tag{2b}
\]

We also know that \(-M\) and \(-M - L\) are \(M\)-matrices [38]. This implies that \(-M^{-1}\) and \(-(M + L)^{-1}\) are nonnegative matrices. If \(M\) is irreducible, then \(-M^{-1}\) and \(-(M + L)^{-1}\) are positive matrices [39].

2.2. Equilibria of the gradostat

The dynamics of the gradostat are

\[
V \dot{S} = -\frac{1}{y} VR(S, X) + (M + L)S + CS^n
\]

\[
V \dot{X} = VR(S, X) + (M + L)X + CX^n,
\]

where \(\dot{\cdot}\) denotes the time derivative, and, with a slight abuse of notation, we let \(r(S, X)\) denote the vector of growth kinetics in all tanks. We obtain a steady state model by setting the derivatives to zero. We now briefly discuss when the solution to the steady state model corresponds to a unique, stable equilibrium of the gradostat.

Let \(Z = X + yS\). \(Z\) does not depend on the kinetics and evolves as a linear time invariant system, which makes it straightforward to analyze. The dynamics of \((Z, X)\) are

\[
V \dot{Z} = (M + L)Z + C (X^n + yS^n)
\]

\[
V \dot{X} = VR((Z - X)/y, X) + (M + L)X + CX^n.
\]

Because the gradostat is outflow connected, \(M + L\) is negative definite and \(Z\) is globally asymptotically stable with equilibrium \(\dot{Z} = -(M + L)^{-1} C (X^n + yS^n)\). Due to the cascade structure of the gradostat, the dynamics of \(X\) are asymptotically equivalent to those obtained by replacing \(Z\) with \(\dot{Z}\). We assume that \(\dot{Z} > 0\); the following are two simple conditions that guarantee this.

- If \((X^n + yS^n)\) is not the zero vector and \(M\) is irreducible, then \((M + L)^{-1}\) is strictly negative [39] and \(\dot{Z} > 0\).

- Because \(M\) is a negative definite \(M\)-matrix, \((M + L)^{-1}\) is negative definite and nonpositive [39]. If \((X^n + yS^n) > 0\), i.e., there is inflow of substrate and/or biomass at every tank, then \(\dot{Z} > 0\).

We now briefly describe the equilibria of the gradostat, and refer the reader to [40] and Chapter 9 of [11] for more thorough discussions. If \(X^n = 0\), a ‘washout’ equilibrium with \(X = 0\) always exists. A positive equilibrium with \(S > 0\) and \(X > 0\) exists if \(\mu (Z_i/y, 0) > -M_{ii} - L_{ii}\) for all \(i \in \mathcal{N}\). Intuitively, this means that the system can convert substrate to biomass faster than it ejects biomass. In this case, the washout equilibrium is repulsive in the positive domain. If \(r (S_i, Z_i - yS_i)\) is increasing in \(S_i\) and strictly concave on \([0, Z_i/y]\), then there is at most one positive equilibrium. It is easy to verify that this last condition holds for Monod and Contois growth.

The steady state approximation by definition limits the range of scenarios we can consider. For example, a wastewater treatment system is clearly not in steady state during a storm surge. On the other hand, it may be a useful approximation when choosing where to install new pipes to improve efficiency under average operating conditions. Later in Section 6.2 we drop the steady state assumption and instead numerically approximate the derivatives. This enables us to optimize trajectories of the gradostat under time-varying conditions.
2.3. Objectives

The objective is to maximize the production of biogas. This amounts to maximizing the conversion of substrate to biomass at a subset of output tanks, $M \subseteq N$. The corresponding objective is

$$\max \sum_{i \in M} V_i r(S_i, X_i).$$

(3)

All formulations in this paper are valid with the objective (3), but the theoretical results of Section 3 might not hold if $M \subseteq N$. If $M = N$, mass conservation implies that

$$\sum_{i \in N} Q_i^{\text{in}} S_i^{\text{in}} = \sum_{i \in N} Q_i^{\text{out}} S_i + \frac{1}{y} V_i r(S_i, X_i).$$

If the left hand side is fixed and $M = N$, (3) is equivalent to

$$\min \sum_{i \in N} Q_i^{\text{out}} S_i.$$

This corresponds to minimizing the substrate leaving the network.

To streamline exposition, we use the new variable $T$ represent the growth kinetics, i.e., $T = r(S, X)$. We henceforth focus on maximizing the generic objective $F(T)$. This corresponds to biogas production if $F(T) = \sum_{i \in M} V_i T_i$. It can also accommodate additional features, e.g., concavity could reflect diminishing returns due to limited ability to store biogas.

2.4. Problem statement

The full problem is given by

$$\mathcal{P}: \max F(T)$$

such that

$$T_i = r(S_i, X_i), \quad i \in N \quad (4a)$$

$$\frac{1}{y} V_i^T = (M + L)S + CS^{\text{in}} \quad (4b)$$

$$- V_i T = (M + L)X + CX^{\text{in}} \quad (4c)$$

$$0 = (M + C)I \quad (4d)$$

$$V_i = (d, Q, Q^{\text{in}}, S, S^{\text{in}}, X, X^{\text{in}}) \in \Omega. \quad (4f)$$

The variables are $d, Q, Q^{\text{in}}, S, S^{\text{in}}, X, X^{\text{in}}$, and $T$. The growth constraint, (4b), equates $T_i$ to the kinetics in tank $i$. (4c) and (4d) balance the substrate, biomass, and water in each tank. The set $\Omega$ in (4f) represents generic constraints on design and/or operation. Several possibilities are listed in Use Case 1 below. Note that the tank volumes are not variables, but could in principle be incorporated in a tractable manner using the techniques of Section 3.

Use Case 1. The following are operational constraints that could be represented by the set $\Omega$.

- $X^{\text{in}} = 0$. All biomass in the system either is converted from substrate or was already present before the system came to steady state.

- For each $i \in N$, $Q^{\text{out}} S_i \leq \bar{S}_i$. The mass of the substrate released from each tank per unit of time cannot exceed some limit.

- $Q^{\text{in}} = S$. The total mass of substrate that enters the network per unit of time, $\bar{S}$, is allocated over the tanks. This could also be the case with biomass.

- $\mathbf{1}^T Q^{\text{in}} \leq Q$. The total inflow (and, by conservation, outflow) of water is limited. Observe that if the inflow is too small, the system will run inefficiently, but if it is too large, washout will be a stable equilibrium.

- For each $i \in N$, $\mu (Z_i/y, 0) \geq \delta - M_{ii} - L_{ii}$. This ensures that the gradostat has a positive equilibrium and that the washout equilibrium, if it exists, is repulsive. Note that here $Z$ is an optimization variable, subject to the constraints

$$0 = (M + L)Z + C (X^{\text{in}} + y S^{\text{in}})$$

$$\mu (Z_i/y, 0) \geq \delta - M_{ii} - L_{ii}.$$

where $\delta$ is a small positive constant that makes the inequality strict. If $\mu(s, 0)$ is concave in $s$, then this is a convex constraint. In the case of Contois growth, $\mu_C (Z_i/y, 0)$ is a constant. In the case of Monod growth, the latter constraint has an SOC representation, which has the same form as that given in (3).

The growth constraint in $\mathcal{P}$, (4f), is nonconvex. Sections 2 and 3 construct SOC relaxations of this constraint. We consider two cases for the rest of the problem.

- When the variables $d, Q$, and $Q^{\text{in}}$ are constant, (4c) and (4d) are linear. Then the resulting relaxations of $\mathcal{P}$ are SOCPs. In this case, the physical decisions are the concentrations of the substrate and biomass inflows, $S^{\text{in}}$ and $X^{\text{in}}$. Note that $S, X$, and $T$ are also optimization variables, but are not under direct control of a system operator.

- When $d, Q$, and $Q^{\text{in}}$ are discrete variables, (4c) and (4d) are bilinear. We use disjunctive programming to linearize these constraints in Section 3. In this case, the relaxations of $\mathcal{P}$ are MISOCPs. The physical decisions are $S^{\text{in}}, X^{\text{in}}$, the flows between tanks, $Q$, and the flows into the tanks, $Q^{\text{in}}$. $Q_{ij}$ could represent, for example, the decision to turn on a fixed speed pump in the pipe from tank $i$ to $j$, or the decision to build a pipe from $i$ to $j$. We give more detail on the forms of $d, Q$, and $Q^{\text{in}}$ in this case in Section 5.

Use Case 2. Microbial activity in soil produces biogas, which, because it is not captured, contributes to the greenhouse effect. This is often modeled with Monod dynamics [24]. It has also been shown to be dependent on spatial heterogeneity [13, 25], motivating the use of compartmental modeling. While there are no true design variables, it
is of interest to understand which spatial structures lead to the greatest release of biogas. We can estimate this by maximizing a gradostat’s biogas production over its water inputs, \( Q_{\text{in}} \), and flows, \( Q \) and \( d \). The biomass in soil evolves slowly \(^{12}\) and is thus often treated as a constant parameter \(^{25, 27}\). We model this by dropping constraint \((4c)\) from \( P \) and setting \( X = X^\circ \). In Section 2.2.1, we show that in this case the kinetics corresponding to the Monod growth rate have an SOC representation.

3. Relaxation of the growth constraint

The growth constraint, \((4b)\), is a nonlinear equality, and hence specifies a nonconvex set. We relax \((4b)\) by replacing it with the inequality

\[ T_i \leq r(S, X_i), \quad i \in N. \tag{5} \]

We refer to \( P \) with \((5)\) instead of \((4b)\) as \( P_R \). Unlike the equality \((4b)\), \((5)\) is convex for some growth rates, and can sometimes be represented as an SOC constraint; this is the focus of Section 3. In this section, we analyze when \( P_R \) is exact, which is to say has the same optimal solution as \( P \).

First, observe that if the optimal solution to \( P_R \) satisfies \((5)\) with equality for all \( i \in N \), then \( P_R \) is exact. Given a solution to \( P_R \), we can therefore determine if it is feasible and optimal for \( P \) by simply checking if \((5)\) binds.

**Definition 1.** Let \( E \subseteq N \) be such that for each \( i \in E \), \( Q_{ji} + d_{ji} = 0 \) for all \( j \in N \), i.e., it receives no flow from other tanks. A gradostat is fully fed if for each \( i \in E \), \( Q_{ji}^{\text{in}} > 0 \), \( S_i^{\text{in}} > 0 \), and \( X_i^{\text{in}} > 0 \).

**Lemma 1.** Suppose the gradostat is fully fed and outflow connected. Then \( S > 0 \) and \( X > 0 \).

**Proof.** Consider a path, \( L \), from tank \( s \) to tank \( t \). Assume that \( S_s^{\text{in}} > 0 \) and \( X_s^{\text{in}} > 0 \), and that for each edge \( ij \in L \), \( Q_{ij} + d_{ij} > 0 \). We proceed by induction on the path.

Observe that because flow must enter every tank and \( S_s^{\text{in}} > 0 \) and \( X_s^{\text{in}} > 0 \), we must have \( S_s > 0 \) and \( X_s > 0 \) for \((4c)\) and \((4d)\) to be feasible at tank \( s \). Now suppose that \( jk \in L \) and that \( S_j > 0 \) and \( X_j > 0 \). Then \( S_k > 0 \) and \( X_k > 0 \) for \((4c)\) and \((4d)\) to be feasible at tank \( k \). Therefore, by induction, \( S_i > 0 \) and \( X_i > 0 \) for each \( i \in L \).

Because we have assumed that the gradostat is outflow connected and fully fed, all tanks must lie on a path like \( L \). Therefore, \( S > 0 \) and \( X > 0 \).

In an outflow connected gradostat, there can only be zero substrate and biomass at tanks which have no inflow of substrate or biomass and receive no flow or diffusion from other tanks. Such tanks cannot exist in a fully fed gradostat. Observe that another sufficient condition for \( S > 0 \) is for the graph of diffusive couplings to be connected, which is equivalent to \( \text{rank}(L) = n - 1 \).

**Assumption 1.** \( r(s, x) \) is concave, differentiable, and for all \( s \geq 0 \) and \( x \geq 0 \), one has

\[ \frac{1}{y} \frac{\partial r(s, x)}{\partial s} - \frac{\partial r(s, x)}{\partial x} \geq 0. \]

We will discuss Assumption 1 for specific growth rates in Section 4.

In Theorem 1 below, \( S, X, \) and \( T \) are the only variables in \( P_R \), the remaining variables in \( P \) are regarded to be constant, and we drop the operational and design constraints in \((4c)\) and \((4d)\). We will discuss how the theorem extends to the general case after the proof.

**Theorem 1.** \( P_R \) is exact if \( F(T) \) is concave and differentiable, the gradostat is outflow connected, Assumption 1 holds, and either of the following is true:

- \( M \) is irreducible and \( (M^T + L) V^{-1} \nabla F(T) \leq 0 \) and is not uniformly zero for all \( T \geq 0 \); or
- the gradostat is fully fed and \( (M^T + L) V^{-1} \nabla F(T) < 0 \) for all \( T \geq 0 \).

**Proof.** \( P_R \) is convex due to Assumption 1. If \( P_R \) satisfies a constraint qualification such as Slater’s condition, any optimal solution must satisfy the Karush-Kuhn-Tucker (KKT) conditions \(^{37}\). \( P_R \) satisfies Slater’s condition if there is a feasible solution for which \((5)\) is strict. Because the gradostat is outflow connected and either is fully fed or has an irreducible \( M \), if there is any inflow of substrate and biomass, then we must have \( S > 0 \) and \( X > 0 \) for \((4c)\) and \((4d)\) to be feasible. Therefore \( r(S_i, X_i) > 0 \) for all \( i \in N \). We obtain a feasible solution for which \((5)\) is strict by setting \( T = 0 \). Therefore, a Slater point exists, and any optimal solution of \( P_R \) satisfies the KKT conditions.

Let \( \rho \in \mathbb{R}_+^n \) be the vector of dual multipliers of constraint \((5)\), and let \( \sigma \in \mathbb{R}^n \) and \( \epsilon \in \mathbb{R}^n \) be the respective multipliers of \((4c)\) and \((4d)\). Let \( U^S \) and \( U^X \) be diagonal matrices with

\[ U^S_{ii} = \frac{\partial r(S_i, X_i)}{\partial S_i}, \quad U^X_{ii} = \frac{\partial r(S_i, X_i)}{\partial X_i} \]

for each \( i \in N \). The KKT conditions for \( P_R \) are given by

\[ \rho = \nabla F(T) + V \left( \frac{1}{y} \sigma - \epsilon \right) \tag{6a} \]

\[ U^S_{ii} \rho = (M^T + L) \sigma \tag{6b} \]

\[ U^X_{ii} \rho = (M^T + L) \epsilon \tag{6c} \]

\[ 0 = \rho_i (T_i - r(S_i, X_i)), \quad i \in N. \tag{6d} \]

The complementary slackness condition, \((6d)\), implies that if \( \rho > 0 \), then constraint \((5)\) binds for all \( i \in N \) and \( P_R \) is exact.

Let \( U = \frac{1}{y} U^S - U^X \) and \( W = (M^T + L) V^{-1} - U \). \( U \) is positive semidefinite due to Assumption 1. Because the
gradostat is outflow connected, \((M^T + L) V^{-1}\) is negative definite, and therefore so is \(W\). Arithmetic with (6a)-(6c) yields
\[
\rho = W^{-1} (M^T + L) V^{-1} \nabla F(T),
\]
Because \(-W\) is a positive definite \(M\)-matrix, \(W^{-1}\) is nonpositive. We have \(\rho > 0\) in both of the following two cases.

- If \(M\) is irreducible, \(W^{-1}\) is strictly negative. Therefore, if \((M^T + L) V^{-1} \nabla F(T) \leq 0\) and is not uniformly zero for all \(T \geq 0\), then \(\rho > 0\).

- If \((M^T + L) V^{-1} \nabla F(T) < 0\) for all \(T \geq 0\), then \(\rho > 0\) because \(W^{-1}\) is negative definite and nonpositive.

These are the two conditions we assumed in the theorem. Therefore, \(\rho > 0\), constraint (5) is met with equality, and \(P_R\) is exact.

We now discuss Theorem 1 and its proof. We have regarded all variables except \(\bar{S}, X,\) and \(T\) to be fixed. The theorem therefore indicates when a solution to \(P_R\), \((S,X,T)\), solves equations (11b)-(11d). Theorem 1 also holds when \(d, Q, Q^{\text{in}}, S^{\text{in}},\) and \(X^{\text{in}}\) are variables, so long as its assumptions hold at their optimal values. If constraint (11) only affects \(d, Q, Q^{\text{in}}, S^{\text{in}},\) and \(X^{\text{in}}\), it will not change the exactness. However, if (11) constrains \(S\) or \(X\), then Theorem 1 is not guaranteed to hold.

**Corollary 1.** Suppose that
\[
F(T) = \sum_{i \in N} V_i T_i.
\]

\(P_R\) is exact if the gradostat is outflow connected, Assumption 7 holds, and either of the following is true:

- \(M\) is irreducible; or
- the gradostat is fully fed and \(Q^{\text{out}} > 0\).

**Proof.** The result is obtained by substituting \(\nabla F(T) = V_1\) in (7) and using (2b) to simplify the right hand side to \(\rho = \rho - Q^{\text{out}}\).

There are likely further possible refinements and generalizations. For example, if \(F(T)\) is not differentiable, then the conditions of Theorem 1 need to hold for all of its subgradients, or, alternatively, subgradient at the optimal solution. On the other hand, there are surely systems of interest for which the relaxation is not exact. From this point of view, Theorem 1 does not specify the entire set of gradostats for which \(P_R\) is an exact relaxation. Rather, it is theoretical evidence that \(P_R\) is exact for a meaningful class of gradostats and may be a high quality approximation for others.

4. SOC representations of \(P_R\)

In this section we construct original SOC representations and approximations of the growth constraint in \(P_R\), (5).

4.1. Contois growth

With the Contois growth rate, constraint (5) takes the form
\[
T_i \leq \frac{\mu_{\text{max}} S_i X_i}{K X_i + S_i}, \quad i \in N.
\]

This is a convex constraint because, as discussed in Section 2.1, the right hand side is concave.

**Theorem 2.** (8) is equivalent to the hyperbolic constraint
\[
\hat{S}_i^2 + \hat{T}_i^2 \leq (\hat{S}_i - \hat{T}_i) \left(2\mu_{\text{max}} K X_i + \hat{S}_i - \hat{T}_i\right), \quad \hat{S}_i \hat{T}_i 
\]

where \(\hat{S}_i = \mu_{\text{max}} S_i\) and \(\hat{T}_i = KT_i, i \in N\).

This can be shown straightforwardly by simplifying (9a), i.e., using arithmetic to show that it is equivalent to (8). Note that (9b) ensures the nonnegativity of both multiplicative terms on the right hand side of (9a), and is implied by (8). We refer to \(P_R\) with (6) in place of (5) as \(P_{\text{RC}}\).

Hyperbolic constraints are a special case of SOC constraints. In standard SOC form, (9a) is written
\[
\begin{bmatrix}
\hat{S}_i \\
\hat{T}_i \\
\mu_{\text{max}} K X_i
\end{bmatrix} \leq \mu_{\text{max}} K X_i + \hat{S}_i - \hat{T}_i.
\]

We now test Assumption 1 for \(P_{\text{RC}}\). We have
\[
\frac{\partial r(s, x)}{\partial s} - \frac{\partial r(s, x)}{\partial x} = \frac{\mu_{\text{max}} (K x^2 - y s^2)}{y (K x + s)^2}.
\]

Clearly this is negative for some \(s \geq 0\) and \(x \geq 0\), and hence does not perfectly satisfy Assumption 1. However, given that there is usually more biomass than substrate, \(y < 1\), and typically \(K \approx 1\), we expect it to hold around the optimal solution for most realistic systems. Therefore, we expect Theorem 1 to hold most of the time for \(P_{\text{RC}}\).

4.2. Monod growth

With the Monod growth rate, constraint (5) takes the form
\[
T_i \leq \frac{\mu_{\text{max}} S_i X_i}{K + S_i}, \quad i \in N.
\]

We refer to \(P_R\) with (10) in place of (5) as \(P_{\text{RM}}\).

Because the right side of (10) is not concave, Assumption 1 is not fully satisfied, and Theorem 1 does not directly apply. However, it is differentiable, which means that the KKT conditions hold at any local optimum. If the derivative condition in Assumption 1 is satisfied along with the other conditions of Theorem 1 or Corollary 1 then \(P_{\text{RM}}\) is exact. Evaluating the derivative condition in Assumption 1 yields
\[
\frac{1}{y} \frac{\partial r(s, x)}{\partial s} - \frac{\partial r(s, x)}{\partial x} = \frac{\mu_{\text{max}} (K x^2 - y s (K + s))}{y (K + s)^2}.
\]
As with the Contois growth rate, this is negative for some $s \geq 0$ and $x \geq 0$, but is likely to be nonnegative around the solution for a realistic system. Therefore, we expect $\mathcal{P}_{RM}$ to be exact, albeit at a possibly local optimum.

Unfortunately, without a more tractable representation of $\mathcal{P}_{RM}$ will be difficult to solve at larger scales. In Sections 4.2.1 and 4.2.2, we construct two different SOC approximations of $\mathcal{P}_{RM}$.

4.2.1. Constant biomass

In some applications, the biomass, $X$, does not change significantly relative to $S$. We now assume that biomass is constant, i.e., $X = X^c$. Given this assumption, (5) takes the form
\[
T_i \leq \frac{\mu_{\text{max}} S_i X_i^c}{K + S_i}, \quad i \in \mathcal{N}.
\]
(11)

This is a convex constraint because the right hand side, $a_{\mu_{\text{max}}} X_i^c$, Monod function, is concave.

Theorem 3. (11) is equivalent to the hyperbolic constraint
\[
\tilde{S}_i^2 + \tilde{T}_i^2 \leq \left( \tilde{S}_i - \tilde{T}_i \right) \left( 2\mu_{\text{max}} K X_i^c + \tilde{S}_i - \tilde{T}_i \right)
\]
(12a)
\[
0 \leq \tilde{S}_i - \tilde{T}_i,
\]
(12b)
where $\tilde{S}_i = \mu_{\text{max}} S_i X_i^c$ and $\tilde{T}_i = K T_i$, $i \in \mathcal{N}$.

As with Theorem 2, this can be shown by simplifying. We refer to $\mathcal{P}_{RM}$ with (12) in place of (5) and without the biomass balance, (4c), as $\mathcal{P}_{RMX}$. In standard SOC form, (12) is written
\[
\begin{bmatrix}
\tilde{S}_i \\
\tilde{T}_i \\
\mu_{\text{max}} K X_i^c
\end{bmatrix} \leq \left| \begin{bmatrix}
\tilde{S}_i \\
\tilde{T}_i \\
\mu_{\text{max}} K X_i^c
\end{bmatrix} \right| \leq \mu_{\text{max}} K X_i^c + \tilde{S}_i - \tilde{T}_i.
\]
(13)

Theorem [1] does not directly apply to $\mathcal{P}_{RMX}$ because $X = X^c$. The proof may be adapted by simply disregarding constraint (4d) in $\mathcal{P}_{RM}$; we omit the details because they are straightforward. Evaluating Assumption 1 for (11) yields
\[
\frac{1}{y} \frac{\partial r(s, x)}{\partial s} = \frac{\partial r(s, x)}{\partial x} = \frac{\mu_{\text{max}} X^c K}{y (K + s^2)},
\]
which is always nonnegative. Therefore, (a slightly modified version of) Theorem [1] always holds for $\mathcal{P}_{RMX}$. Given the approximation $X = X^c$, $\mathcal{P}_{RMX}$ is exact.

4.2.2. Convex envelopes

As stated above, the relaxed Monod constraint (10) does not lead to a tractable optimization problem. In this section, instead of making a physical approximation, we construct an SOC approximation of the non-relaxed Monod constraint,
\[
T_i = \frac{\mu_{\text{max}} S_i X_i}{K + S_i}, \quad i \in \mathcal{N}.
\]
(13)

Note that (13) is an equality, whereas (10) is an inequality. We relax this constraint using the concave and convex envelopes in Sections 3.1 and 3.2 of [6]; see also [19, 20].

We can rewrite (13) as $\mu_{\text{max}} S_i X_i = T_i + K T_i / S_i$, $i \in \mathcal{N}$. The only nonconvexity is due to the term $T_i / S_i$. To apply the convex envelopes, we need upper and lower bounds of the form $\bar{S}_i \leq S_i \leq \bar{S}_i$ and $\bar{X}_i \leq X_i \leq \bar{X}_i$ for each $i \in \mathcal{N}$. Given such bounds, we use (13), and the fact that the right hand side is increasing, to obtain the following upper and lower bounds on $T_i$:
\[
\bar{T}_i = \frac{\mu_{\text{max}} \bar{S}_i X_i}{K + \bar{S}_i}, \quad \bar{T}_i = \frac{\mu_{\text{max}} \bar{S}_i X_i}{K + \bar{S}_i}.
\]
(14)

We know that $S \geq 0$, $X \geq 0$, and therefore $T \geq 0$. We now derive several other bounds.

Lemma 2. For each $i \in \mathcal{N}$, in steady state,
1. $S_i \leq \max_{j \in \mathcal{N}} S_j^m$,
2. $X_i \geq \min_{j \in \mathcal{N}} X_j^m$, and
3. $X_i \leq \max_{j \in \mathcal{N}} X_j^m + y S_i^m$.

Proof. We proceed casewise.

1. Starting from (4d), because $T \geq 0$ we have $(M + L) S + C S^m \geq 0$, which implies that $(M + L) S + C_1 \max_{j \in \mathcal{N}} S_j^m \geq 0$. Applying (2a), we have $S \leq 1 \max_{j \in \mathcal{N}} S_j^m$, i.e., $S_i \leq \max_{j \in \mathcal{N}} S_j^m$ for $i \in \mathcal{N}$.
2. Starting from (4d), because $T \geq 0$ we have $(M + L) X + C X^m \leq 0$, which implies that $(M + L) X + C \min_{j \in \mathcal{N}} X_j^m \leq 0$. As above, this leads to $X \geq 1 \min_{j \in \mathcal{N}} X_j^m$, i.e., $X_i \geq \min_{j \in \mathcal{N}} X_j^m$ for $i \in \mathcal{N}$.
3. We combine (4c) and (4d) to obtain $(M + L) Z + C Z^m = 0$, where $Z = X + y S$ and $Z^m = X^m + y S^m$. From here, similar to the previous cases, we can show that for each $i$, $\min_{j \in \mathcal{N}} Z_j^m \leq X_i + y S_i \leq \max_{j \in \mathcal{N}} Z_j^m$. Because $S \geq 0$, this implies that for all $i \in \mathcal{N}$, $X_i \leq \max_{j \in \mathcal{N}} X_j^m + y S_i^m$. □

Note that if $S^m$ and $X^m$ are variables, we can simply replace them with their upper and lower bounds in Lemma 2. We can now apply the convex envelopes of [6]. For each $i \in \mathcal{N}$, the Monod equation is represented by
\[
\mu_{\text{max}} X_i = T_i + K \beta_i.
\]
(15a)
\[\beta_i \leq \tilde{T}_i - \frac{\bar{S} T_i + \bar{T} S_i}{\bar{T} S_i + \bar{S} T_i} \quad (15b)\]
\[\beta_i \leq \frac{\bar{T} S_i - \bar{S} T_i}{\bar{T} S_i + \bar{S} T_i} \quad (15c)\]
The convex underestimator is given by
\[
\gamma_i \psi_i \geq \left( \frac{T_i - T_j}{T_i - T} \right)^2 (15d)
\]
\[
(\beta_i - \gamma_i)(S_i - \psi_i) \geq T \left( \frac{T_i - T_j}{T - T_i} \right)^2 (15e)
\]
\[
\psi_i \geq \max \left\{ \frac{T_i}{T - T_i}, S_i - \frac{T_i}{T - T_i} \right\} (15f)
\]
\[
\psi_i \leq \min \left\{ \frac{T_i}{T - T_i}, S_i - \frac{T_i}{T - T_i} \right\} (15g)
\]
\[
\beta_i - \gamma_i \geq 0, \quad \gamma_i \geq 0. (15h)
\]
The first two constraints are hyperbolic SOC like [11] and [12], and the rest are linear. \( \psi_i \) and \( \gamma_i \) are auxiliary variables.

We refer to \( P \) with (15) instead of (11b) as \( P_{RME} \). \( P_{RME} \) may be a very good approximation to \( P \), but there are no theoretical results guaranteeing exactness.

5. Linearization of bilinear terms

When \( d, Q \), and \( Q^m \) are variables, the mass flow terms in constraints (4c) and (4d) are bilinear. Bilinear constraints are nonconvex and in general difficult to optimize over. Two common ways to deal with bilinearities are convex relaxations, e.g., McCormick [15] and lift-and-project [16], and disjunctive programming [17]. Disjunctive programming techniques have been used in several mathematically similar problems, including chemical process optimization [18] and transmission network expansion in power systems [17]. Here we let the flows be discrete, in which case disjunctive programming leads to exact linearization. We note that relaxations are more appropriate when the flows are continuous instead of discrete.

We denote the set of pipes \( J \). For each pipe \( ij \in J \), define the binary variable
\[
\lambda_{ij} \in \{0, 1\}. (16)
\]
This could represent the decision to build a new pipe, or the decision to turn on a fixed-speed pump. If both \( ij \in J \) and \( ji \in J \), we prohibit simultaneous flow in both directions with the constraint
\[
\lambda_{ij} + \lambda_{ji} \leq 1. (17)
\]
The flow rate through pipe \( ij \in J \) is given by
\[
Q_{ij} = Q^b_{ij} + \lambda_{ij}Q^1_{ij},
\]
where the constants \( Q^b_{ij} \) and \( Q^1_{ij} \) are respectively the base flow and the added flow if \( \lambda_{ij} = 1 \). Introduce the variable \( F^b_{ij} \) and the bilinear constraint
\[
F^b_{ij} = \lambda_{ij}Q^1_{ij}S_i.
\]
The flow of substrate from \( i \) to \( j \) is \( Q^b_{ij}S_i + F^b_{ij} \). Because \( \lambda_{ij} \in \{0, 1\} \), we can rewrite this as the pair of linear disjunctive [17] constraints
\[
(1 - \lambda_{ij})\Gamma \geq |Q^b_{ij}S_i - F^b_{ij}|, \quad (1 - \lambda_{ij})\Gamma \geq |F^b_{ij}|, (18a)
\]
where \( \Gamma \) is a large positive number. Hence \( F^S_{ij} = 0 \) when \( \lambda_{ij} = 0 \), and \( F^S_{ij} = Q^1_{ij}S_i \) when \( \lambda_{ij} = 1 \). We can similarly represent the constraint \( F^X_{ij} = \lambda_{ij}Q^1_{ij}X_i \) as the pair of linear constraints
\[
(1 - \lambda_{ij})\Gamma \geq |Q^1_{ij}X_i - F^X_{ij}|, \quad \lambda_{ij}\Gamma \geq |F^X_{ij}|. (18b)
\]
The diffusion of substrate in pipe \( ij \in J \) is \( d_{ij}^0 + \lambda_{ij}d_{ij}^1 \) \((S_i - S_j)\). Introduce the variables \( G^s_{ij} \) and \( G^s_{ij} \) and the bilinear constraints \( G^s_{ij} = \lambda_{ij}d_{ij}^1(S_i - S_j) \) and \( G^s_{ij} = \lambda_{ij}d_{ij}^1(X_i - X_j) \). We can similarly represent these as
\[
(1 - \lambda_{ij})\Gamma \geq |d_{ij}^1(S_i - S_j) - G^s_{ij}|, \quad \lambda_{ij}\Gamma \geq |G^s_{ij}|. (19a)
\]
If \( S^m_{in} \) and \( X^m_{in} \) are variables, then the products \( Q^m_{in}S^m_{in} \) and \( Q^m_{in}X^m_{in} \) are bilinear as well. We linearize them by noting that, due to flow conservation, \( 1 \), and the fact that \( Q^m \) is fixed, \( \lambda \) fully determines \( Q^m \). Let
\[
H^S_{ij} = \lambda_{ij}Q^1_{ij}S^m_{in}, \quad H^X_{ij} = \lambda_{ij}Q^1_{ij}X^m_{in}, \quad H^X_{ij} = \lambda_{ij}Q^1_{ij}X^m_{in}, \quad H^X_{ij} = \lambda_{ij}Q^1_{ij}X^m_{in},
\]

These are equivalent to
\[
(1 - \lambda_{ij})\Gamma \geq |Q^1_{ij}S^m_{in} - H^S_{ij}|, \quad \lambda_{ij}\Gamma \geq |H^S_{ij}|. (20a)
\]
\[
(1 - \lambda_{ij})\Gamma \geq |Q^1_{ij}X^m_{in} - H^X_{ij}|, \quad \lambda_{ij}\Gamma \geq |H^X_{ij}|. (20b)
\]
\[
(1 - \lambda_{ij})\Gamma \geq |Q^1_{ij}X^m_{in} - H^X_{ij}|, \quad \lambda_{ij}\Gamma \geq |H^X_{ij}|. (20c)
\]
\[
(1 - \lambda_{ij})\Gamma \geq |Q^1_{ij}X^m_{in} - H^X_{ij}|, \quad \lambda_{ij}\Gamma \geq |H^X_{ij}|. (20d)
\]

After making the appropriate substitutions, we obtain the following replacements for constraints (4c)–(4d), which we write in scalar form for each \( i \in N \). For clarity, we indicate beneath each new term the corresponding entry in the original constraint. The flow balance, (4c), becomes
\[
Q^m_{in} + \sum_{j \in N \setminus i} Q^0_{ij} + \lambda_{ij}Q^1_{ij} = Q^m_{out} + \sum_{j \in N \setminus i} Q^0_{ji} + \lambda_{ij}Q^1_{ij}. (21a)
\]
The substrate balance, (4d), becomes
\[
\frac{1}{y} V_i T_i + Q^m_{in}S_i + \sum_{j \in N \setminus i} Q^0_{ij}S_i + F^S_{ij} + d^0_{ij}(S_i - S_j) + G^S_{ij} = Q^m_{out}S_i + \sum_{j \in N \setminus i} (Q^0_{ij} - Q^b_{ij}) S_i + H^S_{ij} - H^S_{ij} + \sum_{j \in N \setminus i} Q^0_{ij}S_j + F^S_{ij} + d^0_{ij}(S_j - S_i) + G^S_{ij}. (21b)
\]
The biomass balance, (4d), takes the same form as (21b), but with \( X \) in place of \( S \).

We now make several comments. \( Q^m_{in} \) and \( V_i \) are constant. If they were instead binary variables, we could linearize the resulting bilinearities using the same technique.
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The same binary variables, $\lambda$, appear throughout [16]-[21]. We could also straightforwardly generalize this to integer capacities by associating multiple binary variables with each pipe.

6. Extensions

We now consider two basic extensions to $P_R$ and its SOC representations.

6.1. Convex underestimators of the growth constraint

When $P_R$ is not an exact relaxation, it is useful to constrain $T$ from below using an underestimator of the kinetics. To retain tractability, the underestimator should be a convex function. There are multiple ways to do this, such as using lift-and-project relaxations [46] or convex envelopes [19].

In this section, we design simple underestimators using bounds of the form $S \leq S \leq S, X \leq X \leq X$, and $T \leq T \leq T$. These bounds could be from Lemma 2, which makes no assumption about the growth rate except that it is nonnegative, and therefore applies for both Monod and Contois. Alternatively, such bounds might be implied by operational constraints in [41].

We first consider the Contois growth rate, the kinetics of which are increasing in both $S_i$ and $X_i$. Let

$$T_i = \frac{\mu_{\max} S_i X_i}{KX_i + S_i}, \quad T_i^S = \frac{\mu_{\max} S_i X_i}{KX_i + S_i}, \quad T_i^X = \frac{\mu_{\max} S_i X_i}{KX_i + S_i}.$$ (20)

For each $i \in \mathcal{N}$, we have

$$T_i - T_i^S \geq \max \left\{ \frac{T_i^S - T_i}{S_i - S_i} (S_i - S_i), \right.$$ (21)

$$\left. \quad \frac{T_i^X - T_i}{X_i - X_i} (X_i - X_i) \right\}. $$ (22)

The first argument of the maximum is a linear interpolator with $X$ fixed at its lower bound, and the latter with $S$ at its lower bound.

Now consider the Monod growth rate. In the exact case, an underestimator is given by the convex envelope, [15]. Under the constant biomass approximation in Section 4.2.1 $X = X^c$, the kinetics only depend on $S$, and we can again use the linear interpolator. Let $T$ and $T$ be as in [41]. For each $i \in \mathcal{N}$, we have

$$T_i - T_i^S \geq \frac{T_i - T_i}{S_i - S_i} (S_i - S_i). $$ (23)

6.2. Multiple time periods

The steady state approximation in Section 2.2 is not appropriate if the system is undergoing a transient. Instead of setting the gradostat’s derivatives to zero, we now replace them with numerical approximations that are linear in the variables.

Suppose that there are multiple time periods, indexed by the set $\mathcal{T}$ and each of length $\Delta$. We index each time-varying-quantity by $(t)$, e.g., $S(t)$ is the substrate concentration at time $t$. The objective is to maximize biogas over all time periods:

$$\sum_{t \in \mathcal{T}} \alpha^t \mathcal{T}(T(t)), $$ (24)

where $\alpha \in (0, 1)$ is a discount factor.

Let $D_t$ be a numerical approximation of the derivative at time $t$. For example, in the case of Euler’s implicit method with time step $\Delta$, $D_t[S] = (S(t+1) - S(t))/\Delta$. The substrate and biomass balances, (4c) and (4d), become

$$VD_t[S] = \frac{1}{y} VT(t) + (M + L)S(t) + CS^m(t) $$ (25a)

$$VD_t[X] = VT(t) + (M + L)X(t) + CX^m(t) $$ (25b)

for $t \in \mathcal{T}$. Note that there are more accurate choices for $D_t$, e.g., higher order Runge-Kutta schemes [43].

The network, as parametrized by $M$, $L$, and $C$, is constant, but could easily be made time-varying as well. The remaining constraints in $P_R$ are simply enforced for all $t \in \mathcal{T}$.

Below are three scenarios modeled by this setup.

- $M, L, C$ depend on a single vector of binary variables, $\eta$. This corresponds to designing the system, e.g., adding new pipes, so that its performance is optimized for a trajectory, e.g., a sequence of operating points in a representative day.

- $M(t), L(t), C(t)$ depend on a sequence of vectors of binary variables, $\eta(t), t \in \mathcal{T}$. This corresponds to dynamically reconfiguring the system through time, e.g., choosing which valves to open or which fixed speed pumps to run in each time period.

- $M, L, C$ are constant. This corresponds to optimizing the trajectory of the substrate and biomass over time, subject to other operational constraints. The physical decisions, $S^m(t)$ and $X^m(t), t \in \mathcal{T}$, represent schedules of substrate and biomass inflow concentrations.

The last two scenarios could be implemented via receding horizon control [19]. In this case, only the decisions corresponding to the first time period are implemented. The time horizon is then pushed forward by one period, the optimization is resolved, the ‘new’ first period’s decisions are implemented, and so on. This accommodates uncertainty by allowing the user to update the parameters, e.g., inflows and constraints on $S^m(t)$ and $X^m(t)$, as new information becomes available.

7. Examples

We implement $P_{BC}$, $P_{RMX}$, and $P_{RME}$ on numerical examples. We solve each optimization using the parser
We measure the quality of the approximations in terms of the relative difference between the kinetics and the variables $T$:

$$\mathcal{E} = \max_i \frac{|r(S_i, X_i) - T_i|}{r(S_i, X_i)}.$$ 

If Theorem 1 holds, then $\mathcal{E}$ will be zero for $\mathcal{P}_{RC}$ and/or $\mathcal{P}_{RMX}$. We expect $\mathcal{E}$ to usually be positive for $\mathcal{P}_{RME}$ because exactness is never guaranteed.

7.1. Variable flows

In these examples, the flows and diffusions depend on binary variables, as described in Section 5. In this case, $\mathcal{P}_{RC}$, $\mathcal{P}_{RMX}$, and $\mathcal{P}_{RME}$ are MISOCPs. MISOCPs are NP-hard, but can be solved at moderate scales.

We first state the models in full. The objective in each case is to maximize biogas production, with $\mathcal{M} = \mathcal{N}$. The constraints are as follows:

- A maximum budget, $\sum_{ij \in J} c_{ij} \lambda_{ij} \leq B$, where $c_{ij}$ is the cost to install a pipe from tank $i$ and $j$, and $B$ is the budget. This corresponds $\Omega$ in (4).
- For each $i \in \mathcal{N}$, the SOC growth constraint. If $\mathcal{P}_{RC}$, this is (9); if $\mathcal{P}_{RMX}$, (12); if $\mathcal{P}_{RME}$, (15). In the case of $\mathcal{P}_{RMX}$, $X = X^c$, and the other constraints on $X$ are dropped.
- For each $i \in \mathcal{N}$, a linear underestimator of the growth constraint. If $\mathcal{P}_{RC}$, this is (22); if $\mathcal{P}_{RMX}$, (23).
- Binary and linear discrete constraints on the flows and diffusions. For each $ij \in J$, (10), (17), (18), (19). Note that we do not include (20) because $S_i^m$ and $X_i^{in}$ are constant in these examples.
- Flow, substrate, and biomass balances. For each $i \in \mathcal{N}$, (21).

7.1.1. Four tanks

We first consider a small example, four tanks. The growth rate parameters (Monod and Contois) are $\mu_{max} = K = y = 1$. There is no base network, i.e., $Q^0 = d^0 = 0$. All pairs of tanks are candidates for new pipes in either direction, so that there are twelve binary variables. For all $ij \in J$, $Q_{ij}^1 = 1$ and $d_{ij}^1 = 0.3$. The cost of each new pipe is $c_{ij} = 1$, and the budget is $B = 4$. The tank parameters are $V = diag[1 2 3 4]$, $Q^m = [2 1 3 2]^T$, $S^m = [1 3 1 2]^T$, and $X^m = [4 3 2 1]^T$. In $\mathcal{P}_{RMX}$, we set $X^c = X^{in}$. We set $\Gamma = 50$ in all disjunctive constraints.

The results are summarized in Table 2. The last column of Table 2 shows the new pipes specified in each solution, expressed in terms of the pairs of tanks they link. $\mathcal{P}_{RC}$ and $\mathcal{P}_{RMX}$ are both exact, as predicted by Theorem 1, and both result in the same pipe additions. $\mathcal{P}_{RME}$ is not exact and has a slightly different solution.

We now change the objective from $\sum_{i=1}^4 V_i T_i$ to $\sum_{i=2}^4 V_i T_i$, and leave all other parameters the same. In this case, Theorem 1 does not apply. The results are summarized in Table 3. The pipe additions are unchanged, but now neither $\mathcal{P}_{RC}$ nor $\mathcal{P}_{RMX}$ are exact. In both, $T_i$ binds with its underestimator, (22) or (23), and $T_i = r(S_i, X_i)$ for $i = 2, 3, 4$. This indicates that the assumptions of Theorem 1 are somewhat rigid, and that when they are violated, inexactness tends to occur locally.

7.1.2. n tanks in a wheel

We now look at a larger example to see how the MISOCPs scale, using $\mathcal{P}_{RC}$ as the representative model.

The gradostat has $n$ tanks arranged in a wheel. The first tank is a central hub, and the other $n-1$ tanks are around rim. There is no base network. A pipe can be installed in either direction from the hub tank to any rim tank, i.e., $i \in J$ and $i \in J$ for $i \in \mathcal{N} \setminus \{1\}$. A pipe can also be installed in either direction between each rim tank and its neighbor, i.e., $2n \in J$, $n2 \in J$, and $i, i+1 \in J$ and $i+1, i \in J$ for $i \in \mathcal{N} \setminus \{1, n\}$. If there are $n$ tanks, then there are $4n-1$ binary variables.

We consider an easy case and a hard case. In the easy case, for $i \in \mathcal{N}$, the volumes are $V_i = i$ and the outflows
$Q_{\text{out}}^i = 1$. In the hard case, they are $V_i = 1 + (i \mod 6)$ and $Q_{\text{out}}^i = 1 + (i \mod 7)$. The other parameters, which are the same in both cases, are $S_{\text{in}}^i = i, X_{\text{in}}^i = n - i + 1,$ and maximum budget $B = 1.5n$, and the rest are the same as in the previous example.

Figure 1 shows the results. In the easy case, the computation time increases roughly linearly, taking around a minute with 60 tanks and 236 binary variables. In the hard case, the computation time increases exponentially, and more than an hour is needed with 11 tanks and 44 binary variables.

The reason for the difference is that in the easy case, tanks with larger volumes are significantly better represented in the objective. This enables the solver to rapidly eliminate solutions with many pipes added to the smaller tanks, whereas in the harder case, the solver must search the feasible set more evenly. $\mathcal{P}_{\text{RC}}$ is exact in all cases.

### 7.2. Constant flows and multiple time periods

We now implement $\mathcal{P}_{\text{RC}}$ on an example with multiple time periods, as described in Section 6.2. The water flows and diffusions are constant, which makes $\mathcal{P}_{\text{RC}}$ an SOCP. Our intention here is to demonstrate that this version of the problem can be solved at very large scales. This enables us to deal with larger systems and, as in this example, to choose the time step small enough that the continuous dynamics of the gradostat are well-represented.

There are four tanks, all with unit volume and growth rate parameters. The inflow vector is $Q_{\text{in}} = [2 \ 1 \ 1 \ 1]^T$. The flows between tanks are: $Q_{12} = 1$, $Q_{23} = 2$, $Q_{34} = 1$, $Q_{42} = 1$, and the diffusion is $d = 0.3Q$.

There are $\tau = 1000$ time periods of length $\Delta = 1$. We approximate the derivative with Euler’s method. The inflow substrate concentrations, shown in the top plot of Figure 2 are $S_{\text{in}}^i(t) = 1 + \sin(4\pi t/\tau), S_{\text{in}}^2(t) = 0,$ $S_{\text{in}}^3(t) = \begin{cases} 1/2, & \tau/4 < t \leq 3\pi/4, \\ 0, & \text{otherwise} \end{cases},$ and $S_{\text{in}}^4(t) = 1 + \cos(4\pi t/\tau)$ for $t \in \mathcal{T}$.

The objective is to maximize the cumulative biogas production over all time periods, (24). The constraints are listed below.

- At each time $t \in \mathcal{T}$, the total biomass added must satisfy $Q_{\text{in}}^T X(t) \leq 3$.
- For each $i \in \mathcal{N}$ and $t \in \mathcal{T}$, the SOC Contois growth constraint, (9).
- At each time $t \in \mathcal{T}$, the dynamic substrate and biomass balances, (25). These constraints couple the variables in consecutive time periods.
- As boundary conditions we require that $S(1) = S(\tau + 1)$ and $X(1) = X(\tau + 1)$.

There are roughly 16,000 variables in this problem. The computation time was 281 seconds, of which only 1.49 were taken by the solver and the rest by the parser. The optimal objective was 1140.18 units of biogas mass.

Figure 2 shows $S_{\text{in}}^i(t)$, which is as specified above, and the optimal $X_{\text{in}}^i(t)$. Figure 3 shows the optimal $S(t)$, $X(t)$, and $T(t)$. $X_{\text{in}}^i(t)$ is zero in tanks 2 and 3, except after $S_{\text{in}}^3(t)$ jumps up to 1/2 and briefly when it drops back to zero. Notice that $\Delta$ is small enough for $X_{\text{in}}^i(t)$ and the curves in Figure 3 to capture the oscillations caused by these transitions.

While $S_{\text{in}}^3(t) = 1/2$, the substrate, biomass, and production in all tanks except the first jump, although slightly in tanks 2 and 4. This is because the additional substrate injected into tank 3 reaches tanks 2 and 4 through the
The solution was exact in all time periods. However, we observed that when there were fewer time periods and a larger time step, the solution was not always exact, indicating that exactness depends on the discretization scheme. We also remark that trajectories produced by $P_\text{RC}$ do not necessarily lead to better stability or disturbance rejection. Such control objectives could be incorporated through a tracking objective and a receding horizon implementation. Characterizing the exactness of dynamic optimizations with different objectives is a topic of future work.

8. Conclusions

We have formulated SOCPs for optimizing the gradostat with Contois or Monod growth rates. The SOCPs are convex relaxations, which we proved are exact under simple conditions. We also gave linear underestimators, which are useful when the relaxations are not exact, and a dynamic extension in which the derivatives are replaced with numerical approximations instead of set to zero.

We now informally discuss some directions of future work. More physical features could be incorporated, including continuous variable flows via convex relaxations, recirculation of biomass, multi-reactions with several substrates, and other growth rates such as Teissier and Hal-dane [20]. Such additional detail is necessary to describe most real applications, e.g., wastewater treatment. The constraints of the SOCPs could be used for a number of other purposes, such as state estimation, setpoint tracking, and receding horizon control. As in this paper, the KKT conditions could be used to identify conditions under which each of these modifications is exact.
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