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Abstract

Understanding the dynamics of complex systems is a central task in many different areas ranging from biology via epidemics to economics and engineering. Unexpected behaviour of dynamic systems or even system failure is sometimes difficult to comprehend. Such a data-mismatch can be caused by endogenous model errors including misspecified interactions and inaccurate parameter values. These are often difficult to distinguish from unmodelled process influencing the real system like unknown inputs or faults. Localizing the root cause of these errors or faults and reconstructing their dynamics is only possible if the measured outputs of the system are sufficiently informative.

Here, we present criteria for the measurements required to localize the position of error sources in large dynamic networks. We assume that faults or errors occur at a limited number of positions in the network. This invariable sparsity differs from previous sparsity definitions for inputs to dynamic systems. We provide an exact criterion for the recovery of invariable sparse inputs to nonlinear systems and formulate an optimization criterion for invariable sparse input reconstruction. For linear systems we can provide exact error bounds for this reconstruction method.

1 Introduction

In this paper, we study the localization and reconstruction of invariable sparse faults and model errors in complex dynamic networks described by ordinary differential equations (ODEs). Invariable sparsity means here that there is a maximum number of state variables (state nodes) \( k \) affected by an error and that the set of these states targeted by errors is invariant in time. Typically, \( k \) is much smaller than the total number of state nodes \( N \). In contrast to fault isolation approaches [1,2], we do not require the a priori specification of certain types of faults, but we allow for the possibility that each state node in the network can potentially be targeted by errors (or faults). The invariable sparse error assumption is often realistic in both the cases of a poor model and the fault detection context. Faults often affect only a small number of nodes in the network because the simultaneous failure of several components in a system is unlikely to occur spontaneously. For example, a hardware error or a network failure usually occurs at one or two points in the system, unless the system has been deliberately attacked simultaneously at several different positions. Similarly, gene mutations often affect a restricted number of proteins in a larger signal transduction or gene regulatory network. In the context of model error localization and reconstruction, the invariable sparsity assumption implies that the model is incorrect only at a limited number of positions or, alternatively, that small inaccuracies are ignored and that we focus only on the few (less than \( k \)) state variables with grossly misspecified governing equations.

A model error is often understood as a poor specification of the model structure, the interaction terms and the parameter values. These endogenous errors are then distinguished from exogenous influences acting on the real system including unknown inputs and faults. One could, however, regard unknown inputs and faults as part of the real system. Then, the absence of terms in the model representing inputs and faults can be considered as unmodelled dynamics or model error. This is in accordance with the fact that faults, model errors, and interactions with the environment can all mathematically be represented as unknown inputs to the system [3–7]. Thus, throughout this paper we use model error, fault, and unknown input as synonyms.

Sparsity of control inputs has been studied in previous publications in various contexts, which we can only briefly review here: Hands-off control is a paradigm...
to deal with limitations in equipment by searching for controls with minimum support per unit time [8,10]. For discrete time systems, sparsity is often defined by a maximum number of inputs at each time instance [11,13]. Here, we consider the reconstruction of invariable sparse inputs in continuous time, which means that zero inputs remain zero throughout time. This is related to the problem of minimal controllability [14], where the aim is to find a minimum set of state variables to be targeted by a control, which renders the resulting system controllable [15].

To summarize, our main contributions are:

1. We provide a graphical criterion for the recovery of invariable sparse model errors, unknown inputs or faults in nonlinear dynamic systems. To derive this criterion, we combine structural control theory and gammoid theory to define sets of input states which are independent in the sense that they can independently be reconstructed. This abstraction allows us to transfer the concept of the spark from compressed sensing theory [16–19] to nonlinear dynamic systems.

2. Computation of the spark can be very demanding in large systems. Therefore, we provide efficient approximations for the spark based on the concept of coherent input states for linear systems.

3. We provide a method for the recovery of invariable sparse inputs based on the solution of a convex optimisation problem. We propose a function space norm for model errors which promotes invariable sparsity. The resulting optimisation problem is different from the $L_1$ or $L_1/L_2$ regularization used in other sparse optimal control settings [8,10].

4. For linear systems, we also present a variant of the Restricted-Isometry-Property [20], which guarantees the recovery of invariable sparse inputs in the presence of measurement noise using our convex optimization method.

Please note that the proofs of all theorems can be found in the Supplemental Text.

2 Background

2.1 Open dynamic systems with errors and faults

The models we want to consider are dynamic input-output systems of the form

$$
\dot{x}(t) = f(x(t)) + w(t) \\
x(0) = x_0 \\
y(t) = c(x(t)),
$$

where $x(t) \subseteq \mathbb{R}^N$ denotes the state of the system at time $t \in [0,T]$ and $x_0 \in \mathbb{R}^N$ is the initial state. The vector field $f$ encodes the model of the system and is assumed to be Lipschitz. The function $c : \mathbb{R}^N \to \mathbb{R}^P$ describes the measurement process and maps the system state $x$ to the directly observable output $y$.

Model errors are represented as unknown input functions $w : [0,T] \to \mathbb{R}^N$. This ansatz incorporates all types of errors, including missing and wrongly specified interactions, parameter errors [3,5,6,21–23] as well as faults [1,2] and unobserved inputs from the environment [7].

The system (1) can be seen as an input-output map $\Phi : W \to Y, w \to y$. The input space $W = W_1 \oplus \ldots \oplus W_N$ is assumed to be the direct sum of suitable (see below) function spaces $W_i$, $i = 1,\ldots,N$. For zero errors $w \equiv 0$ (i.e. $w(t) = 0 \forall t \in [0,T]$) we call the system (1) a closed dynamic system. Please note that we do not exclude the possibility of known inputs for control, but we suppress them from our notation.

The residual between the measured output data $y^{\text{data}}(t)$ and the output $y^{(0)}(t) = \Phi(0)(t)$ of the closed system

$$
r(t) := y^{\text{data}}(t) - y^{(0)}(t)
$$

(2)
carries all the available information about the model error. To infer the model error aka unknown input $w(t)$ we have to solve the equation

$$
\Phi(w) = y^{\text{data}}
$$

(3)
for $w$.

In general, there can be several solutions to the problem (3), unless we either measure the full state of the system or we restrict the set of unknown inputs $w$. In fault detection applications [1,2], the restriction is given by prior assumptions about the states which are targeted by errors. We will use the invariable sparsity assumption instead. For both cases, we need some notation: Let $\mathcal{N} = \{1,2,\ldots,N\}$ be the index set of the $N$ state variables and $S \subseteq \mathcal{N}$ be a subset with complement $S^c = \mathcal{N} \setminus S$. By $w_S(t)$ we indicate the vector function obtained from $w(t)$ by setting the entries $(w_i)_S$, with $i \in S$ to the zero function. If $S$ is of minimal cardinality and $w_S = w$ we call $S$ the support of $w$. The corresponding restriction on the input space is defined via

$$
W_S := \{w \in W| \text{supp } w \subseteq S\}
$$

(4)
Thus, $S$ characterizes the states $x_i$ with $i \in S$ which can potentially be affected by a non-zero unknown input $w_i$. We will also refer to $S$ as the set of input or source nodes. The restricted input-output map $\Phi_S : W_S \to Y$ is again given by (1), but all input components $w_i$ with $i \not\in S$ are restricted to be zero functions.

Now, we can formally define invertibility [24,25]:

**Definition 1.** The system (1) with input set $S$ and input-output map $\Phi$ is called invertible, if for two different solutions $w^{(1)}, w^{(2)} \in W_S$ of (3) and for any data set $y^{\text{data}} : [0,T] \to \mathbb{R}^P$ we have

$$
w^{(1)}(t) - w^{(2)}(t) = 0
$$

(5)
almost everywhere in $[0,T]$.
In other words, invertibility guarantees that (3) with an input set \( S \) has only one solution \( \mathbf{w}^* \) (up to differences of measure zero), which corresponds to the true model error. In the following, we mark this true model error with an asterisk, while \( \mathbf{w} \) without asterisk denotes an indeterminate input function.

2.2 Structural invertibility and independence of input nodes

There are several algebraic or geometric conditions for invertibility [24–28], which are, however, difficult to test for large systems and require exact knowledge of the systems equations [1], including all the parameters. Structural invertibility of a system is prerequisite for its invertibility and can be decided from a graphical criterion [29], see also Theorem 1 below. Before, we define the influence graph (see e.g. [15]).

**Definition 2** The influence graph \( g = (\mathcal{N}, \mathcal{E}) \) of the system \([1]\) is a digraph, where the set of nodes \( \mathcal{N} = \{1,2,\ldots,N\} \) represents the \( N \) state variables, \( x = (x_1,\ldots,x_N) \), and the set of directed edges \( \mathcal{E} = \{(i_1 \rightarrow l_1, i_2 \rightarrow l_2,\ldots)\} \) represents the interactions between those states in the following way: There is a directed edge \( i \rightarrow l \) for each pair of state nodes \( i,l \in \mathcal{N} \) if and only if \( \partial f_l(x) \neq 0 \) for some \( x \) in the state space \( \mathcal{X} \).

In addition to the set of input nodes \( S \subseteq \mathcal{N} \) we define the output nodes \( Z \subseteq \mathcal{N} \) of the system \([1]\). The latter are determined by the measurement function \( c \). Without restriction of generality we assume in the following that a subset \( Z \subseteq \{1,2,\ldots,N\} \) of \( P \) state nodes are sensor nodes, i.e., they can directly be measured, which corresponds to \( c_i(x) = x_i \) for \( i \in Z \). All states \( x_l \) with \( l \notin Z \) are not directly monitored.

A necessary criterion for structural invertibility is given by the following graphical condition [29]:

**Theorem 1** Let \( g = (\mathcal{N}, \mathcal{E}) \) be an influence graph and \( S, Z \subseteq \mathcal{N} \) be known input and output node sets with cardinality \( M = \text{card} S \) and \( P = \text{card} Z \), respectively. If there is a family of directed paths \( \Pi = \{\pi_1,\ldots,\pi_M\} \) with the properties

1. each path \( \pi_i \) starts in \( S \) and terminates in \( Z \),
2. any two paths \( \pi_i \) and \( \pi_j \) with \( i \neq j \) are node-disjoint,

then the system is structurally invertible. If such a family of paths exists, we say \( S \) is linked in \( g \) into \( Z \).

In the Supplemental Text we discuss why we have the strong indication that this theorem provides also a sufficient criterion for structural invertibility up to some pathological cases.

A simple consequence of this theorem is that for an invertible system, the number \( P \) of sensor nodes cannot be smaller than the number of input nodes \( M \). This is the reason, why for fault detection the set of potentially identifiable error sources \( S \) is selected in advance [2]. Without a priori restriction on the set of potential error sources, we would need to measure all states. Please note that there are efficient algorithms to check, whether a system with a given influence graph \( g \) and given input and sensor node set \( S \) and \( Z \) is invertible (see [2] for a concrete algorithm and references therein).

2.3 Independence of input nodes

If the path condition for invertibility in Theorem 1 is fulfilled for a given triplet \( (S, g, Z) \) we can decide, whether the unknown inputs targeting \( S \) can be identified in the given graph \( g \) using the set of sensor nodes \( Z \). Without a priori knowledge about the model errors, however, the input set \( S \) is unknown as well. Therefore, we will consider the case that the input set \( S \) is unknown in the results section. To this end, we define an independence structure on the union of all possible input sets:

**Definition 3** The triple \( \Gamma := (\mathcal{L}, g, Z) \) consisting of an influence graph \( g = (\mathcal{N}, \mathcal{E}) \), an input ground set \( \mathcal{L} \subseteq \mathcal{N} \), and an output set \( Z \) is called a gammoid. A subset \( S \subseteq \mathcal{L} \) is understood as an input set. An input set \( S \) is called independent in \( \Gamma \), if \( S \) is linked in \( g \) into \( Z \).

The notion of (linear) independence of vectors is well known from vector space theory. For finite dimensional vector spaces, there is the rank-nullity theorem relating the dimension of the vector space to the dimension of the null space of a linear map. The difference between the dimension of the vector space and the null space is called the rank of the map. The main advantage of the gammoid interpretation lies in the following rank-nullity concept:

**Definition 4** Let \( \Gamma = (\mathcal{L}, g, Z) \) be a gammoid.

1. The rank of a set \( S \subseteq \mathcal{L} \) is the size of the largest independent subset \( \hat{S} \subseteq S \).
2. The nullity is defined by the rank-nullity theorem

\[
\text{rank} S + \text{null} S = \text{card} S. \tag{6}
\]

Note that the equivalence of a consistent independence structure and a rank function (see definition 3.1) as well as the existence of a rank-nullity theorem (see definition 4.2) goes back to the early works on matroid theory [30]. It has already been shown [31] that the graph theoretical idea of linked sets (see definition 3) fulfills the axioms of matroid theory and therefore inherits its properties. The term gammoid for such a structure of linked sets was probably first used in [32] and since then investigated under this name, with slightly varying definitions. We find the formulation above to be suitable for our purposes (see also the Supplemental Text for more information about gammoids).
3 Results

Here, we consider the localization problem, where the input set \( S \) is unknown. However, we make an invariant sparsity assumption by assuming that \( S \) is a small subset of the ground set \( \mathcal{L} \subseteq \mathcal{N} \).

Definition 5 The input signal \( w \) with the input set \( S \) is invariant \( k \)-sparse if the cardinality of \( S \) is at most \( k \).

Please note that invariable sparsity refers to the input set \( S \), i.e., to the invariable support of the input \( w \). This should not be confused with other sparsity definitions used for continuous time signals \([8,10]\) which take the temporal support. Invariable sparse input functions \( w(t) \) have zero components \( w_i(t) = 0 \) for all times \( t \in [0,T] \), if \( i \in S^c \). Depending on the prior information, the ground set \( \mathcal{L} \) can be the set of all state variables \( \mathcal{N} \) or a subset.

The invariable sparsity assumption together with the definition of independence of input nodes in Definitions 3 and 4 can be exploited to generalize the idea of sparse sensing \([16,18,20]\) to the solution of the dynamic problem \((3)\). Sparse sensing for matrices is a well established field in signal and image processing (see e.g. \([18,19]\)). There are, however, some nontrivial differences: First, the input-output map \( \Phi \) is not necessarily linear. Second, even if \( \Phi \) is linear, it is a compact operator between infinite dimensional vector spaces and therefore the inverse \( \Phi^{-1} \) is not continuous. This makes the inference of unknown inputs \( w \) an ill-posed problem, even if \( \Gamma \) has a unique solution \([33]\).

3.1 Invariable sparse error localization and spark for nonlinear systems

Definition 3 enables us to transfer the concept of the spark \([16]\) to dynamic systems:

Definition 6 Let \( \Gamma = (\mathcal{L},g,Z) \) be a gammoid. The spark of \( \Gamma \) is defined as the largest integer, such that for each input set \( S \subseteq \mathcal{L} \)

\[
\text{card} S < \text{spark} \Gamma \Rightarrow \nexists S = 0. \tag{7}
\]

Let’s assume we have a given dynamic system with influence graph \( g = (\mathcal{N},\mathcal{E}) \) and with an output set \( Z \subseteq \mathcal{N} \). In addition, we have chosen an input ground set \( \mathcal{L} \). Together, we have the gammoid \( \Gamma = (\mathcal{L},g,Z) \). The spark gives the smallest number of inputs that are dependent. As for the compressed sensing problem for matrices \([16]\), we can use the spark to check, under which condition an invariable sparse solution is unique:

Theorem 2 For an input \( w \) we denote \( \|w\|_0 \) the number of non-zero components. Assume \( w \) solves \((3)\). If

\[
\|w\|_0 < \frac{\text{spark} \Gamma}{2}, \tag{8}
\]

then \( w \) is the unique invariant sparsest solution. This theorem provides a necessary condition for the localizability of an invariable \( k \)-sparse error in a nonlinear dynamic system. The analogous condition for sparse sensing of matrices is also sufficient \([34,35]\). More research is needed to check whether this carries over to Theorem 2 for the dynamic systems setting.

For instance, if we expect an error or input to target a single state node like in Fig. 2(a), we have \( \|w^\ast\|_0 = 1 \) and we need spark \( \Gamma \geq 3 \) to pinpoint the exact position of the error in the network. If an edge in the network is the error source, then two nodes are affected and \( \|w^\ast\|_0 = 2 \). Such an error could be a misspecified reaction rate in a biochemical reaction or a cable break in an electrical network. To localize such an error we need spark \( \Gamma \geq 5 \).

For smaller networks like the one in Fig. 2(a), it is possible to exactly compute the spark (Definition 6) of a gammoid (Definition 5) using a combinatorial algorithm iterating over all possible input node sets. However, the computing time grows rapidly with the size of the network. Below we present bounds for the spark, which can efficiently be computed.

3.2 Coherence of potential input nodes in linear systems

So far we have given theorems for the localizability of invariable sparse errors in terms of the spark. However, computing the spark is again a problem whose computation time grows rapidly with increasing systems size. Now, we present a coherence measure between a pair of state nodes \( i,j \) in linear systems indicating how difficult it is to decide whether a detected error is localized at \( i \) or at \( j \). The coherence provides a lower bound for the spark and can be approximated by an efficient shortest path algorithm. Computing the coherence for each pair of state nodes in the network yields the coherence matrix, which can be used to isolate a subset of states where the root cause of the error must be located.

If the system \((1)\) is linear, i.e., \( f(x) = Ax \) and \( c(x) = Cx \), we can use the Laplace-transform

\[
T(s)\hat{w}(s) = \hat{y}(s), \quad s \in \mathbb{C} \tag{9}
\]

to represent the input-output map \( \Phi \) by the \( L \times P \)-transfer matrix \( T(s) \). The tilde denotes Laplace-transform. Again, we assume that \( w_i \equiv 0 \) for all \( i \notin \mathcal{L} \) and \( \hat{w}(s) \) is the vector of Laplace-transforms of the components of \( w \) which are in the ground set \( \mathcal{L} \). Recall that \( L \leq N \) is the number of states in the ground set \( \mathcal{L} \) and \( P \) the number of measured outputs. As before, \( \mathcal{L} = \mathcal{N} \) is still a possible special case.

We introduce the input gramian

\[
G(s) := T^\ast(s)T(s) \tag{10}
\]

where the asterisk denotes the hermitian conjugate. Note that the input gramian is an \( L \times L \) matrix. Assume that we have chosen an arbitrary but fixed numbering of the states in the ground set, i.e., \( \mathcal{L} = \{l_1,\ldots,l_L\} \) is ordered.
Definition 7 Let $G$ be the input gramian of a linear dynamic system. We call
\[ \mu_{ij}(s) := \frac{|G_{ij}(s)|}{\sqrt{G_{ii}(s)G_{jj}(s)}} \quad s \in \mathbb{C} \]
the coherence function of nodes $l_i$ and $l_j$. We call
\[ \mu(s) := \max_{i \neq j} \mu_{ij}(s) \]
the mutual coherence at $s \in \mathbb{C}$.

It should be noted that $\mu_{ij} : \mathbb{C} \to [0, 1]$ has no singularities, because poles in the transfer function $T$ can easily be seen to cancel each other. Coherence measures to obtain lower bounds for the spark have been used for signal decomposition \[50\] and compressed sensing for matrices \[16,34\]. In the next theorem, we use the mutual coherence for linear dynamic systems in a similar way to provide bounds for the spark.

Theorem 3 Consider a linear system with gammoid $\Gamma = (\mathcal{L}, g, Z)$ and mutual coherence $\mu(s)$ at some point $s \in \mathbb{C}$. Then
\[ \text{spark} \Gamma \geq \frac{1}{\mu(s)} + 1 \quad \forall s \in \mathbb{C}. \]

Since \[13\] is valid for all values of $s \in \mathbb{C}$, it is tempting to compute $\inf_{c \in \mathbb{C}} \mu(s)$ to tighten the bound as much as possible. Please note, however, that $\mu(s)$ is not a holomorphic function and thus the usual trick of using a contour in the complex plane and the maximum/minimum modulus principle can not be applied (see e.g. \[37\]). Instead, we will introduce the shortest path coherence, which can efficiently be computed and which can be used in Theorem 3 to obtain lower bounds for the spark.

3.3 Shortest path coherence

There is a one-to-one correspondence between linear dynamic systems and weighted gammoids. The weight of the edge $j \to i$ is defined by the Jacobian matrix
\[ F(j \to i) := \frac{\partial f_i(x)}{\partial x_j} \]
and is constant for a linear system. We extend this definition to sets of paths in the following way: Denote by $\pi = (i_0 \to i_1 \to \ldots \to i_l)$ a directed path in the influence graph $g$. The length of $\pi$ is $\text{len}(\pi) = l$ and the weight of $\pi$ is given by the product of all edge weights along that path:
\[ F(\pi) = \prod_{k=1}^{l} F(i_{k-1} \to i_k). \]
Let $\Pi = \{\pi_1, \ldots, \pi_M\}$ be a set of paths. The weight of $\Pi$ is given by the sum of all individual path weights:
\[ F(\Pi) = \sum_{k=1}^{M} F(\pi_k). \]

Figure 1: Gammoid representation of the input gramian. (a) An exemplary gammoid $\Gamma$. The nodes in red represent the input ground set $\mathcal{L}$ and the nodes in blue (squares) the output set $Z$. (b) The transposed gammoid $\Gamma'$. Compared to (a), the arrows are flipped. The red nodes (squares) represent the input ground set $Z'$ and the nodes in blue the output set $\mathcal{L}'$. (c) The combined gammoid $(\Gamma \circ \Gamma')$. The outputs $Z$ of $\Gamma$ are identified with the inputs $Z'$ of $\Gamma'$. Again, red nodes represent the inputs $\mathcal{L}$ and the blue nodes represent the outputs $\mathcal{L}'$ of the gammoid $(\Gamma \circ \Gamma')$.

The input gramian $G(s)$ \[10\] is the composition of the transfer function $T$ and its hermitian conjugate $T^*$. The transfer function $T$ can be interpreted as a gammoid $\Gamma = (\mathcal{L}, g, Z)$, where the input nodes from $\mathcal{L}$ correspond to the columns of $T$ and the output nodes from $Z$ correspond to the rows of $T$.

There is also a transposed gammoid \[4\]
\[ \Gamma' = (Z', g', \mathcal{L}'), \]
with $g'$ obtained by flipping the edges of the original graph $g$. The input ground set $Z'$ of the transposed gammoid $\Gamma'$ corresponds to the output set $Z$ of $\Gamma$. Similarly, the output set $\mathcal{L}'$ of $\Gamma'$ is given by the input ground set $\mathcal{L}$ of $\Gamma$.

As we have gammoid representations $\Gamma$ and $\Gamma'$ for $T$ and $T^*$, also the gramian has such a gammoid representation which we denote as $(\Gamma \circ \Gamma')$. To obtain $(\Gamma \circ \Gamma')$ we identify the outputs $Z$ of $\Gamma$ with the inputs $Z'$ of $\Gamma'$, see Fig. 1(c).

Definition 8 Let $\Gamma$ be a weighted gammoid with ground set $\mathcal{L} = \{l_1, \ldots, l_L\}$. For two nodes $l_i, l_j \in \mathcal{L}$ let $\psi_{ij}$ denote the shortest path from $l_i$ to $l_{ij} \in (\Gamma \circ \Gamma')$. We call
\[ \mu_{ij}^{\text{short}} := \frac{|F(\psi_{ij})|}{\sqrt{F(\psi_{ii})F(\psi_{jj})}} \]
the shortest path coherence between $l_i$ and $l_j$.

Theorem 4 We find that
\[ \mu_{ij}^{\text{short}} \geq \lim_{|s| \to \infty} \frac{|G_{ij}(s)|}{\sqrt{G_{ii}(s)G_{jj}(s)}}. \]
We see that
\[ \inf_{s \in \mathbb{C}} \max_{i \neq j} \mu_{ij}(s) \leq \max_{i \neq j} \mu_{ij}^{\text{short}} \]
\[1\]Weights are understood as real constant numbers.
\[2\]The transposed gammoid should not be confused with the notion of a dual gammoid in matroid theory \[30\].
and therefore the shortest path mutual coherence can also be used in theorem \[3\] to get a (more pessimistic) bound for the spark. The advantage of the shortest path mutual coherence is that it can readily be computed even for large \((N > 100)\) networks.

3.4 Convex optimization for invariable sparse input reconstruction

As in compressed sensing for matrices, finding the solution of \((\ref{eq:compress-sens})\) with a minimum number of non-zero components \(\|w\|_0\) is an NP-hard combinatorial problem. Here, we formulate a convex optimal control problem as a relaxed version of this combinatorial problem. We define a Restricted-Isometry-Property (RIP) \[20\] for the input-output operator \(\Phi\) defined by \[1\] and provide conditions for the exact recovery of invariable sparse errors in linear dynamic systems by solutions of the relaxed problem. As a first step it is necessary to introduce a suitable norm promoting invariable sparsity of the vector of input functions \(w(t)\). 

Say, \(L\) is an input ground set of size \(L\). The space of input functions

\[
W := \bigoplus_{i \in L} W_i
\]

is composed of all function spaces \(W_i\) corresponding to input component \(w_i\). Assume that each function space \(W_i = L^p([0, T])\) is a Lebesgue space equipped with the \(p\)-norm

\[
\|w_i\|_p = \left( \int_0^T |w_i(t)|^p dt \right)^{1/p}.
\]

We indicate the vector

\[
w := \begin{pmatrix} \|w_1\|_p \\ \vdots \\ \|w_L\|_p \end{pmatrix} \in \mathbb{R}^L
\]

collecting all the component wise function norms by an underline. Taking the \(q\)-norm in \(\mathbb{R}^L\)

\[
\|w\|_q = (w_1^q + \ldots + w_L^q)^{1/q}
\]

of \(w\) yields the \(p\)-\(q\)-norm on \(W\)

\[
\|w\|_q := \|w\|_q.
\]

The parameter \(p\) appears implicitly in the underline. Since our results are valid for all \(p \in [1, \infty)\), we will suppress it from the notation.

Similarly, for the \(P\) outputs of the system, the output space

\[
Y = Y_1 \oplus \ldots \oplus Y_P
\]

can be equipped with a \(p\)-\(q\)-norm

\[
\|y\|_q := \|y\|_q.
\]

An important subset of the input space \(W\) is the space \(\Sigma_k\) of invariable \(k\)-sparse inputs

\[
w \in \Sigma_k \Rightarrow \|w\|_0 \leq k.
\]

In analogy to a well known property \[20\] from compressed sensing we define for our dynamic problem:

**Definition 9** The Restricted-Isometry-Property (RIP) of order \(2k\) is fulfilled, if there is a constant \(\delta_{2k}\) \((0, 1)\) such that for any two vector functions \(u, v \in \Sigma_k\) the inequalities

\[
(1 - \delta_{2k})\|u - v\|_2^2 \leq \|\Phi(u) - \Phi(v)\|_2^2 \leq (1 + \delta_{2k})\|u + v\|_2^2
\]

hold.

The RIP is well established in the literature on compressed sensing for finite dimensional maps \[19, 20, 35, 38\]. For this matrix case, bounds for the constants \(\delta_{2k}\) \[39\] were derived and the null space property was formulated, see for instance \[40\] for recent work on a robust null space property. Connections to the mutual coherence also exist, see \[34\], where the mutual coherence inequality is investigated as an alternative to the RIP and where it was argued that in practical contexts such alternatives might be easier to handle. Our results on the newly defined coherence and RIP show that these notions are useful in the treatment of model errors of a dynamic system. It is currently an open question, whether it is possible to draw an analogous connection for our function space setting. Note that the structure of the input space \(W\) as a direct sum of Banach spaces makes the introduction of the underline \[23\] necessary. The underline, however, is a nonlinear operation. As a consequence, even for linear systems it is not obvious whether such a one-to-one analogy between compressed sensing for matrices and for dynamic systems can be established.

The reconstruction of invariable sparse unknown inputs can be formulated as the optimization problem minimize \(\|w\|_0\) subject to \(\|\Phi(w) - y_{\text{data}}\|_2 \leq \epsilon\) \((31)\)

where \(\epsilon > 0\) incorporates uniform bounded measurement noise. A solution \(w\) of this problem will reproduce the data \(y_{\text{data}}\) according to the dynamic equations \((1)\) of the system with a minimal set of nonzero components, i.e., with a minimal set \(S\) of input nodes. As before, finding this minimal input set is a NP-hard problem. Therefore, let us consider the relaxed problem minimize \(\|w\|_1\) subject to \(\|\Phi(w) - y_{\text{data}}\|_2 \leq \epsilon\) \((32)\)

The following result implies that for a linear system of ODEs with \(f(x) = Ax\) and \(c(x) = Cx\) with matrices \(A \in \mathbb{R}^{N \times N}\) and \(C \in \mathbb{R}^{P \times N}\) in \((1)\) the optimization problem \((32)\) has a unique solution.

**Theorem 5** If \(\Phi\) is linear, then \((32)\) is a convex optimization problem.

For a given input vector \(w \in W\) we define the best invariable \(k\)-sparse approximation in \(q\)-norm as \[19\]

\[
\sigma_k(w)_q := \min_{u \in \Sigma_k} \|w - u\|_q,
\]

i.e., we search for the function \(u\) that has minimal distance to the desired function \(w\) under the condition.
that \( u \) has at most \( k \) non-vanishing components. If \( w \) is invariable \( k \)-sparse itself, then we can choose \( u = w \) and thus the distance between the approximation and the desired function vanishes, \( \sigma_k(w) = 0 \).

**Theorem 6** Assume \( \Phi \) is linear and the RIP of order \( 2k \) holds. Let \( w^* \) be the solution of (31). The optimal solution \( \hat{w} \) of (32) obeys

\[
\|w - w^*\|_2 \leq C_0 \frac{\sigma_k(w^*)}{\sqrt{k}} + C_2 \epsilon
\]

with non-negative constants \( C_0 \) and \( C_2 \).

It is known, see for instance [19] that problem (32) can be reformulated via the cost functional

\[
J[w] := \frac{1}{2}\|\Phi(w) - y^{\text{data}}\|_2^2 + \beta \|w\|_1
\]

with given data \( y^{\text{data}} \) and regularization constant \( \beta \). The solution of the optimization problem in Lagrangian form

\[
\text{minimize } J[w] \text{ subject to } (1), \quad (36)
\]

provides an estimate for the input \( \hat{w} \). Examples are be provided in the next section, see Fig. 2. A practical method to chose a suitable value for the regularisation parameter \( \beta \) is the discrepancy method, see e.g. [41]. The basic idea is to increase \( \beta \) up to the point where the data can not be fitted anymore to a given tolerance \( \epsilon \). The tolerance can for example be inferred from the standard deviation of the measurement noise.

4 Numerical example for the reconstruction of an invariable sparse model error

In this section we illustrate by example, how our theoretical results from the previous section can be used to localize and reconstruct unknown inputs. These inputs can be genuine inputs from the environment or model errors or faults in a dynamic system [67].

4.1 Error reconstruction in a linear dynamic system

Assume, we have detected some unexpected output behaviour in a given dynamic system. Now, we want to reconstruct the root cause for the detected error. If the location of the state nodes would be known, then this would be a systems inversion problem [7, 24, 26]. However, we assume here that we have no information about the location of the error. Thus, we need to reconstruct both the position of the states targeted by the error and its time course.

We simulated this scenario for a linear system with \( N = 30 \) state nodes \( N = \{1, \ldots, 30\} \) and randomly sampled the interaction graph \( g \), see Fig 2(a).

The outputs are given as time course measurements \( y^{\text{data}}_1(t), \ldots, y^{\text{data}}_P(t) \) of \( P = 10 \) randomly selected sensor nodes \( Z \), see Fig 2(b). In our simulation, we have added the unknown input \( w^*(t) \) with the only nonzero component \( w^*_i(t) \) (Fig 2(c)). However, we assume that we have no information about the location of this unknown input. Thus, the ground set is \( L = N \).

For a network of this size, it is still possible to exactly compute the spark (Definition 6) of the gamoid \((L, g, Z) \) (Definition 3). This straightforward algorithm iterates over two different loops: In the inner loop we iterate over all possible input sets \( S \) of size \( r \) and check, whether \( S \) is linked in \( g \) into \( Z \) (see Theorem 1). In the outer loop we repeat this for all possible \( r = 1, 2, \ldots, N \). The algorithm terminates, if we find an input set which is not linked into \( Z \). If \( r \) is largest subset size for which all \( S \) are linked in \( g \) into \( Z \), the spark is given by \( r + 1 \).

In larger networks, an exact computation of the spark can be too longsomal. Then, we have to rely on the shortest path coherence (see definition 8) as an upper bound for the coherence (compare (20)).

For the network in Fig 2(a) we find that spark \( \Gamma = 3 \). From [8] we conclude that an unknown input targeting a single node in the network can uniquely be localized. Thus, under the assumption that the output residual was caused by an error targeting a single state node, we can uniquely reconstruct this input from the output. In this example, the shortest path mutual coherence \( \max_{i \neq j} \mu^\text{short}(i) \) turns out to be equal to one and therefore leads to the bound spark \( \Gamma \geq 2 \). A spark of two, however, would mean that an unknown input on a single node can not be localized. This example illustrates that the shortest path coherence bounds on the spark and the error localizability can be quite conservative. This is the price to be paid for the much higher computational efficiency.

The reconstruction is obtained as the solution of the regularized optimization problem in (36), see Fig 2(c). For the fit we allowed each node \( z_i \) to receive an input \( \hat{w}_i \). We used a regularization constant of \( \beta = 0.01 \) in (36) and \( p = 2 \) for the components of the error (see (35)). The numerical solution was obtained by a discretisation of (36), see the Supplemental Text for an example program.

Please note that a necessary condition for the reconstruction to work is an assumption about the invariable 1-sparcity of the unknown input. If we would assume that more than one state node is targeted by an error, we would need a larger spark to exactly localize and reconstruct the error. This would either require a smaller ground set \( L \) or a different set of sensor nodes \( Z \), or both.

4.2 Recovering the nonlinearities of the chaotic Lorenz system

To illustrate that the reconstruction method (36) is also useful for nonlinear systems we considered the
Figure 2: Reconstruction of an invariable sparse unknown input. (a) The influence graph of a linear dynamic system with $N = 30$ states. The nodes correspond to the state variables and the edges indicate their interactions. The simulated error signal $\mathbf{w}^*(t) = (0, \ldots, 0, w_6^*(t), 0, \ldots, 0)^T$ targets the state variable $x_6$. The squares indicate the $P = 10$ sensor nodes providing the output $\mathbf{y} = (y_1, \ldots, y_{10})^T$. (b) The measured output data $\mathbf{y}_{\text{data}}(t) = (y_{\text{data}}^1(t), \ldots, y_{\text{data}}^{10}(t))^T$ (solid lines) can be fitted (dashed lines) by the output $\hat{\mathbf{y}}(t)$ corresponding to the solution $\hat{\mathbf{w}}(t)$ (see (c)) of the convex optimal control problem in (36). (c) This estimate $\hat{\mathbf{w}}(t)$ simultaneously reconstructs the true unknown input $\mathbf{w}^*(t)$. One can see that among the thirty inputs the node $i = 6$ ($w_6$) was localized as the root cause of the error.

Figure 3: Reconstruction of the nonlinearities in the Lorenz system using the optimization based error reconstruction method (36). (a-c) The reconstructed error signals $\hat{\mathbf{w}} = (\hat{w}_1, \hat{w}_2, \hat{w}_3)^T$ when the linear system (38) is used as a model for the Lorenz system (37). The small signal $\hat{w}_1(t)$ for the first component suggests that this error could be neglected. (d-e) Constraining the first unknown input component to zero ($w_1 = 0$) still provides an accurate reconstruction of true error.
Lorenz system \[42\]

\[
\begin{align*}
\dot{x}(t) &= \sigma y(t) - \sigma x(t) \\
\dot{y}(t) &= -x(t) y(t) + \rho x(t) - y(t) \\
\dot{z}(t) &= x(t) y(t) - \beta z(t),
\end{align*}
\]

with initial value \((x_0, y_0, z_0) = (1, 1, 1)\) and the standard choice of parameters \(\rho = 28, \sigma = 10, \) and \(\beta = 8/3.\)

Cancelling the nonlinearities of \((37)\) we obtain

\[
\begin{align*}
\dot{x}(t) &= \sigma y(t) - \sigma x(t) \\
\dot{y}(t) &= \rho x(t) - y(t) \\
\dot{z}(t) &= -\beta z(t),
\end{align*}
\]

(38)

Can we reconstruct the error incurred by this linear model using data from the "true system" \((37)\)? We assumed that we can only measure variables \(x\) and \(z\) as output data from \((37).\)

The reconstructed error signal \(\hat{w}\) and the true error \(w^*\) are compared in Fig. 3(a-c). Clearly, the estimated signal \(\hat{w}_1\) is small compared to the scale of the other components. This suggests a basic thresholding procedure were we set \(w_1(t) = 0.\) Indeed, the reconstruction of the other components is still very accurate under this constraint, see Fig. 3(d-f).

Please note that the system \((38)\) has a nonlinear, more precisely an affine input-output map \(\Phi.\) This suggests that the reconstruction method \((36)\) can still be useful for nonlinear systems as well as nonlinear input-output maps, even if we have currently no proven accuracy bounds in the spirit of Theorem \(6.\)

5 Discussion

Finding the root cause of errors or faults is important in many contexts. We have presented a mathematical theory for the localization of invariable sparse errors in ODE-models, which overcomes the need to a priori assume certain types of errors. This restriction is replaced by the invariable sparsity assumption, which is plausible in many real world settings, where the failure of a small number of components is observed from the sensors, but the localization of the fault is unknown. Similarly, for the problem of modelling dynamic systems, it is important to know where the model is wrong and which states in the model need a modified description. This includes also open systems, which are influenced by unknown inputs from their environment.

We have used the gammoid concept to define the notion of independence for inputs to dynamic systems. This allowed us to generalize concepts from sparse sensing to localize and recover such invariable sparse unknown inputs. Theorem \(2.\) is general and applies to nonlinear systems. It is of note that Theorem \(2.\) can also be used to test, how sparse the errors have to be in order to reconstruct their location for a given system with a given number of outputs. We are currently working towards a sensor node placement algorithm to relocate or add output measurements in order to increase the spark and therefore increase the number of error sources which can be localized with a minimum number of additional sensors.

The other results are only proved for linear systems. However, our numerical experiment with the Lorenz system suggests that the optimization based recovery method in \((32)\) is also suitable for fairly nonlinear dynamics. In addition, the RIP-condition in Definition \(9.\) is already hard to test for linear systems, a situation we already know from classical compressed sensing for matrices \(18.\) Thus, one important question for future research is a more operational criterion for the recovery of invariable sparse errors from solutions of the optimization problem \((32)\) in linear and nonlinear systems in the presence of measurement errors.

There is a further complication in the problem of estimating the inverse of the input-output map \(\Phi\) corresponding to the dynamic system \((1):\) The map \(\Phi\) is compact and maps from an infinite dimensional input space to the infinite dimensional output space. Inverse systems theory \(53\) tells us that the inversion of such operators is discontinuous. Thus, more research on the numerics of this \(L_1\)-regularized estimation problem is needed \(13.\) Our results in Fig. 3 suggest that the idea of iterative thresholding \(19\) from classical compressed sensing can be transferred to our functional recovery problem. It will also be very intriguing to see, whether noniterative algorithms \(44\) can be designed for our dynamic system setting. In addition, stochastic dynamic systems with unknown inputs will provide another interesting direction for further research.

Our results are complementary to recent work on Data-Driven Dynamic Systems, where the the goal is to discover the dynamics solely from measurement data \(15, 18.\) For data sets of limited size, these purely data driven methods might be restricted to situations where all state variables are measured or time delays are used. In the more realistic case that not all the states can directly be measured, it might be useful to incorporate the prior knowledge encoded by a possibly imperfect but informative model. Our work suggests a promising approach to combine models and data driven methods: For a given model, the error signals should be estimated and then analysed with a data driven method to discover their inherent dynamics. In this way, the data driven method could be used to correct the informative but incomplete model. This could potentially decrease the number of measurements necessary in comparison to an \(ab initio,\) purely data driven model discovery approach. We believe that the combination of data driven systems with the prior information from interpretable mechanistic models will provide major advances in our understanding of dynamic networks.
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