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Abstract  In this study, we investigate how total factor productivity (TFP), alongside income, price, and population, shapes energy consumption in the long-run in Saudi Arabia, the world’s number one oil exporter. To do so, we first estimate a production function and construct the associated TFP series, and then assess TFP’s impact on energy consumption. To take into consideration the stochastic properties of the variables, we employ unit root and cointegration methods. We also correct estimations and test results for potential small sample bias. Our main finding is that TFP has a statistically significant impact on energy consumption in the long-run. The main contribution of our research is that to the best of our knowledge this is the first study that estimates energy consumption effects of TFP for Saudi Arabia. We believe that our research would be useful for Saudi Arabian policymakers in understanding how TFP, a representation of technological progress, institutional development, innovations, openness, and R&D development, influences energy consumption over time. Saudi Vision 2030, the strategic road map of Saudi Arabian development, implies...
rational behavior and lowering the pace of energy consumption in the country. Thus, TFP improvement is a sustainable way to attain these goals.
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1 Introduction

The study of productivity is a very important topic in the applied literature, as the analysis of productivity is crucial to an understanding of the economy and how it changes. The pursuit of productivity growth and productivity stimulation is also one of the central goals that emerging countries are pursuing in the face of globalization. In the past, changes in gross domestic product per capita were used as a simple measure of output growth and productivity growth. The more recent sophistication of the empirical analysis of productivity has highlighted the importance of the developments in production technology and the efficiency whose dynamics can be represented by total factor productivity (TFP). Among the many lines of analysis, there is the analysis of the role of energy in the economic growth of many developing countries, pioneered by the study of Kraft and Kraft [1], who unveiled the causal relation between energy consumption and economic growth. In addition, the new environmental awareness has highlighted that economic development may create a conflict with environmental sustainability, addressing the issue of enhancing productivity to mitigate the impact of energy consumption on economic growth through deterioration of the quality of the environment. Most of the recent literature has continued to investigate the impact of energy consumption on TFP ([2–4] inter alia). At the same time, one can think that TFP as a representative of technological progress and efficiency measures may also have certain implications in lowering energy consumption. Theoretically, it can be derived from the production function framework and empirically; some studies (e.g., see [4–6]) have found the causality running from TFP to energy consumption. However, to the best of our knowledge, there has not been a comprehensive investigation of the impact of TFP on energy consumption.

In this study, we conduct an econometric analysis of how TFP alongside income, price, and population shapes energy consumption in Saudi Arabia, the world’s number one oil exporter. We believe that there is a value in conducting this analysis for developed, developing, and less-developed countries. For Saudi Arabia, it would be additionally useful because of the following two reasons. First, there is a policy willing to stimulate rational consumption of energy as highlighted in the Fiscal Balance Program of Saudi Vision 2030 [7]. Second, a number of studies show that domestic energy consumption in Saudi Arabia is considerably high compared to other similar countries, which can lead to some consequences [8–12]. Both of these would imply lowering the pace of domestic energy consumption, for which TFP can be considered as one of the sustainable factors. We first estimate the production function, construct the TFP series, and then explore its impact on energy consumption over the period 1989–2015.
The key finding of this study is that TFP has a statistically significant negative effect on energy consumption in the long-run, which is theoretically expected and empirically explainable. We also find that income and population have a positive impact on energy consumption while energy price is negatively associated with energy consumption. To the best of our knowledge, this is the first study that estimates the long-run energy consumption effects of TFP in the case of Saudi Arabia and, thus, intends to fill this gap in the literature. This is the main contribution of this research. Another contribution is that the study employs different unit root and cointegration methods in testing and estimating the long-run elasticities to get robust results. Also, it applies a small sample bias correction to the obtained estimations and test results. We believe that our research would be useful for Saudi Arabian policymakers to understand how TFP as a representation of factors such as technological progress, institutional development, innovations, openness, and R&D development can shape energy consumption over time in Saudi Arabia. This understanding can be helpful particularly in implementing policy measures aimed at achieving some targets in Saudi Vision 2030 related to energy efficiency and lowering the pace of energy consumption in the country. Policymakers may also wish to consider how and which factors can be improved to lower energy consumption.

The remainder of the study is organized as follows. Section 2 reviews the related literature. Section 3 presents the theoretical framework, while Sect. 4 discusses the econometric methodology. The data used in the study is documented in Sect. 5. Section 6 conducts an empirical analysis for the production function and TFP calculation, while Sect. 7 analyzes energy consumption. Section 8 discusses the results of the empirical analyses. Section 9 concludes the paper.

2 Literature Review

There is a vast literature devoted to the (potential) causal relationship between energy consumption and economic growth. Ozturk [13], Smyth and Narayan [14], and Hasanov et al. [15] reviewed many of these papers. Unlike the energy consumption-economic growth nexus, few papers investigate the relationship between energy consumption and TFP. In addition, the existing studies mainly focused on causality; only a few investigated the impact of energy consumption on TFP. Again, the first (and main) strand of the existing literature examines the causality between aggregate/disaggregated energy consumption and TFP. Since the main focus of our study is not investigating causality but rather estimating TFP elasticity of energy consumption, we will shortly mention some of the causality-related studies. Tugcu and Tiwari [16] investigate the direction of the causal relationship between different types of energy consumption and TFP growth in the BRICS countries from 1992 to 2012 using the panel bootstrap Granger causality test. The Granger causality and dynamic panel estimation technique is also used in Al-Iriani [17], Costantini and Martini [18], Ladu and Meleddu [6] to examine the long-run relationship between TFP and energy consumption. Jorgenson [19], Kelly et al. [20], and Boyd and Pang [5] investigated the causality impacts between TFP and energy consumption for the
US, while Adenikinju [21] did the same for Nigeria, and Sahu and Narayanan [22] for did the same for India. Moreover, Worrell et al. [23] reviewed more than 70 studies examining the effects of energy efficiency on TFP in the case of US industry.

The second strand of the literature is devoted to investigating the impact of energy consumption (aggregate or disaggregated) on TFP. Hisnanick and Kymn [2] studied the impact of petroleum and non-petroleum energy consumption on TFP growth in the US manufacturing sector using data from 1958 to 1985. Using the relationship as described by Eq. (7), and disaggregating energy consumption to petroleum and non-petroleum types, Hisnanick and Kymn [2] investigated the productivity slowdown, analyzing the simple growth rates of manufacturing output and relevant factor inputs. The study concluded that the decline in productivity is mainly influenced by disaggregated energy components, namely petroleum and non-petroleum energy consumption. Likewise, Moghaddasi and Pour [3] studied the impact of energy consumption on agricultural TFP in the case of Iran, using data from 1974 to 2012. The study first estimated the respective elasticities of input factors using the Cobb–Douglas production function and then calculated TFP using the Solow residuals approach. After calculating TFP, the study estimated TFP growth as a function of agricultural energy consumption and concluded that a 1% increase in the sector’s energy consumption leads to a 0.56% decrease in TFP growth. Tugcu [4] studied the impact of three types of energy consumption, namely alternative, fossil, and renewable energy consumption on TFP for the Turkish economy, employing the autoregressive distributed lag (ARDL) bound testing approach to data ranging from 1970 to 2011. The study concludes that renewable energy consumption has a positive impact on TFP, while other two types of energy consumption have a negative impact on TFP. The study calculated TFP using the Cobb–Douglas production function with two factors. In addition, the estimated long-run and short-run elasticities of alternative, fossil, and renewable energy consumption were $-0.29, -2.1, \text{ and } 0.8; -0.24, -1.7, \text{ and } 0.7$, respectively. Furthermore, the study concludes that there are bidirectional causalities between TFP and these types of energy consumption. Ladu and Meleddu [6] examined the causality relationship between energy consumption and TFP for the regions of Italy, applying the dynamic panel estimation technique to the data from 1996 to 2008, and found that there is a bidirectional relationship between the variables. Furthermore, the study concluded that in the short-run, TFP has a negative impact on energy consumption, while its impact is positive in the long-run. The study employed the Cobb–Douglas production function with two inputs in order to calculate TFP.

An interesting stream of this literature focuses on energy productivity. Haider and Ganaie [24] investigated the impact of energy productivity (GDP per unit of energy use), trade openness, and CO$_2$ emissions on TFP employing a vector error correction model (VECM) to Indian data from 1971 to 2013. The study used TFP data from Penn World Table version 8.1 and concluded that energy productivity has a negative impact on TFP. In addition, Haider and Ganaie [24] found that there is one-directional causality from energy productivity to TFP. The long-run energy productivity elasticity of TFP is found to be $-0.8$. One of the conclusions from the reviewed studies above is that there is causality running from TFP to energy.
consumption ([4–6] inter alia). In addition, from a theoretical point of view, TFP as a representation of factors like improvements in applied equipment and machinery, technological progress, and increases in research and development (R&D) would be expected to reduce energy consumption through efficiency gains—something that could be tested empirically. However, as can be seen from the reviewed literature, there is no study that explicitly estimates the impact of TFP on energy consumption, either in aggregate or in disaggregated form. This is the gap in the existing literature that our study addresses.

3 Theoretical Framework

3.1 TFP Calculation

As detailed in Diewert [25, 26], TFP can be calculated using either direct or indirect methods. Direct methods involve the calculation of an aggregated index as representative of all inputs used in production. Here TFP is approximated as a ratio of output quantity to the aggregated input index. There are two widely used direct TFP calculation methods: the model proposed by Kendrick [27] and the one proposed by Divisia [28] (see Diewert [25] inter alia for detailed information). The indirect methods involve estimating an appropriate production function, from which TFP is calculated. As in direct methods case, there are two often used approaches: Solow residual method and Solow model [29–31]. Since we used the Solow residual method, only this method is described here. In this approach, first the logarithm expression of the Cobb–Douglas-type production function in the case of two inputs is estimated econometrically [32, 33]:

\[
\ln Q_t = \alpha_0 + \alpha_1 \ln L_t + \alpha_2 \ln K_t + \ln A_t
\]  

where \( Q, L, \) and \( K \) are output, labor, and capital, respectively. \( \alpha_1 \) and \( \alpha_2 \) are the elasticities of output with respect to labor and capital, respectively. \( \ln \) represents the natural logarithm, and \( t \) denotes time. If we take derivatives of both sides of (1) with respect to time, and consider that

\[
\Delta Y_t \approx dY_t = Y'_t dt = Y'_t \Delta t
\]  

and

\[
\Delta t = t - (t - 1) = 1
\]

1 At the beginning of the study, we also included energy as a factor of production in (1). However, with the short sample represented by the available data, we could not find any significant impact of energy on production in the empirical analysis. Hence, we excluded it from the empirical analysis.
here $\Delta$ is difference operator and ‘$\prime$’ stands for derivative, then we get:

$$Y'_t = \Delta Y_t$$

(4)

Considering (4) in the expression for derivative, we obtain the below equation:

$$\frac{\Delta Q_t}{Q_t} = \frac{\Delta A_t}{A_t} + \alpha_1 \frac{\Delta L_t}{L_t} + \alpha_2 \frac{\Delta K_t}{K_t}$$

(5)

Here the TFP growth can be found solving (5) for $\frac{\Delta A}{A}$:

$$\frac{\Delta A_t}{A_t} = \frac{\Delta Q_t}{Q_t} - \alpha_1 \frac{\Delta L_t}{L_t} - \alpha_2 \frac{\Delta K_t}{K_t}$$

(6)

With new notations, (6) can be written in the below form:

$$\dot{t}\hat{p}_t = \dot{Q}_t - \alpha_1 \dot{L}_t - \alpha_2 \dot{K}_t$$

(7)

where $\dot{t}\hat{p}_t = \frac{\Delta A}{A}$ is TFP growth, $\dot{Q}_t$ is output growth and $\dot{L}_t$ and $\dot{K}_t$ are growth values of inputs, respectively. From (7), it can be interpreted that growth in TFP is a part of production growth which cannot be explained by the inputs’ growth. $\dot{t}\hat{p}_t$ is called the ‘Solow residual.’

### 3.2 Energy Consumption Modeling

The conventional energy demand equation can be written as a function of income, $Y$, and price, $P$, as follows (see [34, 35] inter alia):

$$EC = f(Y, P)$$

(8)

As discussed in Beenstock and Dalziel [36] and recently in Hasanov [37], among other studies, demographic factors, such as population, POP, or population age group, can be considered as drivers of energy consumption [38–42]. Thus, (8) can be augmented to (9):

$$EC = f(Y, P, POP)$$

(9)

Finally, (9) can be extended with TFP following the functional specification similar to the one in Nordhaus [34]. Actually, it is not difficult to see how TFP can be included in the energy demand equation in the production function framework (theoretical derivations of this extension are provided in Mikayilov and Hasanov [43]).
\[ \text{EC} = f(Y, P, \text{POP}, \text{TFP}) \]  

(10)

Evidently, (10) differs from the conventional energy demand equation as it has TFP as an individual independent variable in the modeling framework. For the econometric estimation purposes of our study here, (10) can be re-written as the following explicit functional form:

\[ \text{ec}_t = b_0 + b_1 \text{tfp}_t + b_2 \text{gdp}_t + b_3 \text{ep}_t + b_4 \text{pop}_t + e_t \]  

(11)

where \( \text{ec} \), \( \text{tfp} \), \( \text{gdp} \), \( \text{ep} \), and \( \text{pop} \) stand for energy consumption, TFP, gross domestic product, energy price, and population, respectively; \( e \) is the error term; \( b_0, \ldots, b_4 \) are the coefficients to be estimated econometrically. It is expected that \( b_1 < 0 \) and \( b_3 < 0 \), while \( b_2 > 0 \) and \( b_4 > 0 \). All variables are in the natural logarithmic form.

### 4 Econometric Methodology

We begin the investigation by testing the employed variables for unit root. To examine the unit root properties of variables, the augmented Dickey–Fuller (ADF, [44]) and Phillips–Perron (PP, [45]) unit root tests are applied. We also conduct unit root tests with structural breaks, namely the ADF with structural breaks (ADFBP hereafter), which is advanced by Perron [46], Perron and Vogelsang [47, 48], and Vogelsang and Perron [49]. Once the integration order of the variables is identified, the existence of a long-run relationship among the variables should be tested. We employed a bound test for cointegration proposed by Pesaran and Shin [50], and Pesaran et al. [51] as a principal tool in our cointegration analysis. In addition, as a robustness check of the existence of long-run comovement, the Johansen and Juselius [52] and Johansen [53] cointegration test is also used. We select the Johansen test over other cointegration tests given that this is only the test that can deal with more than one cointegrating relationship if more than one explanatory variable is involved in the analysis. Unlike the Johansen method, other cointegration tests assume only one cointegrating relationship between the variables regardless of the number of explanatory variables in the analysis. Obviously, this can lead to improper analysis and inferencing. Also note that we apply the small sample bias correction developed by Reinsel and Ahn [54] and Reimers [55] to the Johansen test results to get more robust conclusions.

After determining the cointegration relationship among the variables, the long-run relationship/coefficients need to be estimated. In empirical estimations, the autoregressive distributed lag (ARDL) [50, 51] is used as the main estimation method, since it outperforms other cointegration techniques in the small sample case. As with the cointegration exercise, in empirical estimations of the long-run relationship, we also employed the VECM [52, 53] approach. As the employed unit root tests and cointegration techniques are commonly used methods, they are not described here. Instead, interested readers can refer to Dickey and Fuller [44], Phillips and Perron.
Enders [56], Stock and Watson [57], and Dolado et al. [58], for the unit root tests, and Pesaran and Shin [50], Pesaran et al. [51], Johansen and Juselius [52], and Johansen [53], for the cointegration tests and techniques.

5 Data

The study uses annual data for Saudi Arabia from 1989 to 2015. The description of the variables is as follows:

**GDP** is real gross domestic product at 2010 prices, measured in million riyals, and used as a proxy for income variable. This data is taken from the General Authority for Statistics of the Kingdom of Saudi Arabia [59].

**CS** is the real total economy capital stock, in million riyals, 2010 prices, calculated based on the perpetual inventory method using the investment data taken from GASTAT [59]. Initial capital output ratio and depreciation rate were set to 1.5 and 5%, respectively, following the related studies for the Saudi Arabian economy ([60, 61] inter alia). This variable is used to measure the capital input.

**ET** is total employment in thousand persons and is taken from GASTAT [59]. This variable is used as a measure for labor input.

**EC** is demand for energy in the total economy, in million tons of oil equivalent (MTOE). It is calculated as the sum of sectorial energy consumption based on IEA data [62]. This is our dependent variable in energy demand specification.

**POP** is the total domestic population, in thousand persons, taken from the United Nations [63] database. POP is used in energy consumption specification as one of the main drivers of energy consumption.

**EP** is the real domestic crude oil price, in riyals per ton of oil equivalent. Nominal price values are collected from different royal decrees and publicly available documents of the related government institutions. Then it is deflated by the GDP deflator, 2010 = 100, to get real values. We use the domestic price of crude as a measure for energy prices, since the domestic prices of other energy types in Saudi Arabia are mainly determined by the domestic price of crude.

**TFP** is calculated based on the production function estimation results using the growth accounting framework. Details of the calculation are provided in Sect. 6.3.

The graphs of the variables, in logarithmic forms, are given in Fig. 1, while descriptive statistics are presented in Table 1.
Fig. 1 Graphical illustration of the variables
Table 1  Descriptive statistics of the variables

|      | GDP    | CS     | ET     | TFP    | EC     | EP     | POP    |
|------|--------|--------|--------|--------|--------|--------|--------|
| min  | 95.69  | 252.59 | 46.50  | 95.15  | 34.38  | 92.66  | 158.13 |
| mean | 164.06 | 331.54 | 69.39  | 126.08 | 72.32  | 198.40 | 231.38 |
| max  | 254.52 | 611.42 | 112.30 | 134.38 | 132.49 | 298.39 | 315.40 |
| st. dev. | 43.20 | 110.35 | 20.96  | 7.48   | 31.25  | 75.84  | 48.42  |
| CoV (%) | 26    | 33     | 30     | 6      | 43     | 38     | 21     |

Notes: min = minimum, max = maximum, st. dev. = standard deviation, CoV = coefficient of variation. GDP and CS in ten billion riyals, ET and POP persons in hundred thousand, EC in MTOE, EP in riyals per TOE. The Saudi riyal is the domestic currency, 1 USD = 3.75 Riyals.

6  Empirical Analysis

This section documents the results of the unit root tests, cointegration tests, and long- and short-run estimations.

6.1 The Unit Root Test Results

Table 2 reports the results of the ADF and PP unit root tests.

It is straightforward that the null hypothesis of unit root cannot be rejected for the log levels of the variables according to both the ADF and PP test results as the upper part of the table presents. Regarding the first differences of the log levels, i.e., growth rates of the variables, again the ADF and PP test results decidedly indicate stationarity for all the variables except for cs. Also pop does not seem to be the first difference stationary according to the PP test statistic. The graphical illustration of cs shows something like a gradual break in its development trend since 2004. Therefore, we apply the ADF test with structural breaks, i.e., ADFBP to cs and Δcs. For cs, we set an intercept and a trend in the test equation and allow a break in trend. Then we specify three lags as a maximum and use the Schwarz selection criteria to determine the optimal lag. Finally, we select innovative break type as the break happens gradually and specify 2004 as the first year of the new regime. The estimated sample ADFBP statistic is $-3.49$, while the critical values are $-4.56$, $-3.96$, and $-3.67$ at the 1%, 5%, and 10% significance levels. These suggest that cs has a unit root with the structural break. In other words, the variable is non-stationary. If there is a break in the trend of a variable, then there should be a shift in the first difference of it (e.g., see [64, 65]). This implies that Δcs has a shift in its level starting in 2004. In testing Δcs, we include an intercept and a trend in the test equation and allow a break in the intercept. The rest of the setup is the same as for cs. Now, the estimated sample ADFBP statistic is $-4.35$, while the critical values are $-4.37$, $-3.76$, and $-3.46$ at the 1%, 5%, and 10% significance levels. This implies that Δcs...
| Variable | ADF test | PP test |
|----------|----------|---------|
|          | Test value | C | t | None | k | Test value | C | t | None |
| gdp      | −1.52     | x | x | None | 0 | −1.34     | x | x |       |
| cs       | −1.74     | x | x | 2   | 0 | −0.29     | x | x |       |
| et       | −1.35     | x | x | 0   | 0 | −1.35     | x | x |       |
| tfp      | −3.15     | x | x | 0   | 3 | −3.19     | x | x |       |
| ec       | −1.05     | x | x | 0   | 3 | −2.73     | x | x |       |
| ep       | −1.95     | x | x | 0   | 2 | −1.95     | x | x |       |
| pop      | 1.10      | x | x | 2   | 0 | −0.44     | x | x |       |
| Δgdp     | −5.18***  | x | None | 0 | 3 | −5.18***  | x | x |       |
| Δcs      | −2.868    | x | x | 1   | 1 | −1.95     | x | x |       |
| Δet      | −3.21**   | x | None | 0 |     | −3.21**   | x |     |       |
| Δtfp     | −6.45***  | x | None | 1 | 3 | −15.24*** | x |     |       |
| Δec      | −5.31***  | x | None | 2 | 3 | −8.46***  | x |     |       |
| Δep      | −4.28***  | x | None | 0 | 3 | −4.27***  | x |     |       |
| Δpop     | −3.92**   | x | None | 1 | 3 | −2.02     | x | x |       |

Notes: ADF and PP denote the augmented Dickey–Fuller and Phillips–Perron tests, respectively. The maximum lag order is set to three, and the optimal lag order \((k)\) is selected based on the Schwarz criterion; *** and ** indicate rejection of the null hypotheses of having unit root at the 1% and 5% significance levels, respectively; the critical values for the tests are taken from MacKinnon [73]. None means neither the intercept nor the trend is included in the test equation. Note that the final unit root test equation can include one of the three: intercept \((C)\), intercept and trend \((t)\), and none of them (None). x indicates that the corresponding option is selected in the final unit root test equation.

is stationary at the 5% significance level. Thus, our conclusion for cs is that it is non-stationary at the level but stationary when the first difference is considered both in the presence of the structural break. As for pop variable, the ADF suggests that the variable is I(1) process, i.e., non-stationary in levels but stationary in first differences. Moreover, conventional wisdom and the findings of the earlier studies also indicate that the variable is I(1). Hence, we consider population as an I(1) process. Thus, our conclusion for the unit root test exercise is that all the variables are non-stationary in their levels but are stationary when they are first-differenced, i.e., all the variables follow I(1) processes.
6.2 The Results from the Cointegration Tests and Long-Run Estimations

The conclusion about the integration orders of the variables makes it reasonable for us to test whether our variables are cointegrated. As mentioned in Sect. 4, the ARDL is our main cointegration test and long-run estimation method as we have a small sample size. At the same time, in order to make more proper inferences about the long-run relationship among the variables, we also use the Johansen cointegration tests for robustness.

6.2.1 The Results from ARDL Method

In the ARDL estimation of Eq. (1), we set the maximum lag order to be three and use the Schwarz information criterion to select the optimal lag length following the seminal studies by Pesaran and Shin [50] and Pesaran et al. [51]. The results are reported in Table 3.

Table 3 shows that the selected specification, ARDL (1, 0, 3), successfully passes the serial correlation, ARCH, heteroscedasticity, normality, and mis-specification tests. Besides, the sample value of $F$-statistic from the Wald test strongly suggests a

| Table 3 | ARDL estimation and test results |
|---|---|
| **Panel A: Residual diagnostics, mis-specification, and cointegration** | |
| Test | $F_{SC}(2)$ | $F_{ARCH}(2)$ | $F_{HETR}$ | $F_{BB}$ | $F_{FF}$ | $F_{W}$ |
| Value | 0.74 | 0.77 | 1.10 | 1.03 | 1.89 | 25.10$^A$ |
| Prob. | 0.50 | 0.48 | 0.41 | 0.60 | 0.19 | |
| **Panel B: Estimated long-run elasticities** | |
| Coefficient | $\alpha_0$ | $\alpha_1$ | $\alpha_2$ |
| Value | 5.44*** | 0.60*** | 0.24*** |
| Std. error | 0.44 | 0.08 | 0.06 |

Notes: gdp is the dependent variable; $F_{SC}$, $F_{ARCH}$, $F_{HETR}$, $F_{BB}$ and $F_{W}$ denote $F$-statistics to test the null hypotheses of no serial correlation, no autoregressive conditioned heteroscedasticity, no heteroscedasticity in the residuals, no functional form mis-specification, and no cointegration in the Wald test, respectively; $F_{BB}$ indicates the Jarque–Bera statistic to test the null hypotheses of normal distribution of the residuals. $^A$Indicates that the sample statistic is greater than the upper bound of the critical value of Narayan [74] at the 1% significance level in the given combination of the regressors, the number of observations and intercept is included in the long-run equation. *** denotes rejection of null hypothesis at the 1% significance level.

---

2 We include two pulse dummy variables to capture the 1999 and 2002 crises in the ARDLBT estimations. Also note that our estimation and testing period here and hereafter is 1992–2015 as our data starts in 1989 and three lags are considered as a maximum.
cointegrating relationship among the variables even after a small sample adjustment. The estimated long-run coefficients of labor and capital have theoretically expected signs and magnitudes, and they are statistically significant.

### 6.2.2 The Results from Johansen Method

First, we construct a VAR specification for Eq. (1). Intercept and time trend are included in the VAR as exogenous variables. Then, we specify three lags as a maximum order as we did in the ARDL analysis. The Schwarz information criterion, which is more relevant in small samples, suggests two lags as optimum. Additionally, the lag exclusion test shows that two lags should not be reduced to one. Hence, we specify two lags as the optimum which provides non-correlated residuals as tabulated in Panel A of Table 4. The table also reports other diagnostics and also cointegration test results.

**Table 4 Results of the Johansen method**

| Panel A: Serial correlation LM test | Panel D: VAR stability test |
|-----------------------------------|-----------------------------|
| Lags    | LM-statistic | P-value | #  | Root | Modulus |
| 1       | 7.69         | 0.57    | 1  | 0.93 − 0.18i | 0.94 |
| 2       | 14.31        | 0.11    | 2  | 0.93 + 0.18i | 0.94 |
| 3       | 5.95         | 0.75    | 3  | 0.38 − 0.60i | 0.71 |

| Panel B: Normality test | Panel E: Johansen cointegration test results |
|-------------------------|---------------------------------------------|
| Statistic | χ² | d.f. | P-value | Null hypothesis | r = 0 | r ≤ 1 | r ≤ 2 |
| Skewness   | 5.85 | 3 | 0.12 |
| Kurtosis   | 1.99 | 3 | 0.57 | λ Trace | 30.41** | 11.15 | 0.36 |
| Jarque–Bera | 7.84 | 6 | 0.25 | λ Max | 19.27* | 10.79 | 0.36 |

| Panel C: Heteroscedasticity test | Panel F: Estimated long-run elasticities |
|----------------------------------|----------------------------------------|
| White | χ² | d.f. | P-value | Coefficient | α₀ | α₁ | α₂ |
| Statistic | 91.45 | 84 | 0.27 | Value | 6.11*** | 0.56** | 0.22** |

Notes aThe null hypothesis in the serial correlation LM test is that there is no serial correlation at lag order h of the residuals; bSystem normality test (square root of correlation) with the null hypothesis of the residuals is multivariate normal; cWhite heteroscedasticity test takes the null hypothesis of no cross-term heteroscedasticity in the residuals; χ² is chi-squared; d.f. means degree of freedom; r is rank of Π matrix, i.e., number of cointegrated equations; λ Trace and λ Max are the Trace and Max-Eigenvalue statistics, while λ Trace and λ Max are adjusted versions of them; *** and ** denote rejection of null hypothesis at the 1% and 5% significance levels; critical values for the cointegration test are taken from MacKinnon et al. [75]
Evidently, the residuals of the VAR successfully pass normality and heteroscedasticity tests, and it is stable as no root lies outside the unit circle. The cointegration test option that we employ includes an intercept but not a trend. We select this option as none of the other options provides economically meaningful and statistically significant results.\(^3\) The adjusted Trace and Max-eigenvalue statistics show that there is only one cointegrating relationship among the variables at the 5\% and 10\% significance levels, respectively. Since we find a cointegration among the variables, it would be meaningful to estimate this long-run relationship for GDP, although the small sample span here would not allow us to rely on these estimates. Nonetheless, we reported them in Panel F just for comparison purposes. The main message of Sect. 6.2.1 is that the ARDL findings, that there is one cointegrating relationship among the variables, are supported by the Johansen method. Additionally, the estimated long-run elasticities from the methods are quite close to each other.

### 6.3 Constructing TFP Series

In this section, we first calculate the TFP growth following the growth accounting approach, i.e., using Eq. (7). We use labor and capital elasticities of output estimated using ARDL method reported in Table 3.\(^4\) Then, we construct the TFP level as we will investigate whether it has an impact on energy consumption in the long-run. The second graph in the second row of Fig. 1 above illustrates the level values of the constructed TFP series. Finally, we compare our constructed TFP growth series with the one retrieved from the Penn World Table [66] for a robustness check. In order to make the TFPs comparable, we re-scaled the PWT TFP from 1 to 100 scale and then take the difference. Figure 2 illustrates both TFPs’ growth patterns.

The time profiles of both series are quite similar. We will not discuss the profiles here, but it is worth mentioning that such a similar pattern would indicate that our estimations and calculations seem quite reasonable.

Our main conclusions from Sect. 6 can be summarized as follows:

- Our variables can be considered I(1) processes. In other words, they are non-stationary at their log levels and stationary at their growth rates.
- There is a long-run relationship between output, labor, and capital. This estimated relationship is consistent with production function theory, given both the capital and labor elasticities are positive and the latter is greater than the former.

\(^3\) The test results on the other cases can be obtained from the authors under request. Also note that we include the pulse dummy variables in the VAR as we did in the ARDL estimations, but we exclude them when we perform the cointegration test.

\(^4\) We prefer the labor and capital elasticities estimated using ARDL to those from the VEC in constructing the TFP because it is well known that the former provides more reliable estimates in the small samples. VEC estimation-based TFP construction can be obtained from the authors in the case of interest. Note that the VEC-based TFP is very similar to the ARDL-based TFP since the estimated numerical values from the methods are quite close to each other.
• The calculated TFP and given TFP from PWT follow a very similar pattern over the period considered.

7 An Empirical Analysis of Energy Consumption

This section first tests the existence of cointegration between energy consumption and the considered factors in Eq. (11), and then estimates the long-run relationship between them. Our main cointegration test and long-run estimation tool is the ARDL, and the Johansen method is used for a robustness check as we did in Sect. 6.

7.1 The Results from ARDL Method

The number of explanatory variables in Eq. (11) is twice that of Eq. (1). Besides, we have a small number of observations. Therefore, we set the maximum lag number to one to avoid over-parameterization and save some degree of freedom in the estimations. If this lag order of one is not sufficient to remove the serial correlation from the

---

5Note that we do not analyze the short-run effects of the TFP and other factors on energy consumption, but this could be considered in future research.

6We include a pulse dummy in the ARDL estimation as a deterministic regressor to capture an increase in the energy consumption in 2008 which is caused by the boom in the Saudi Arabian
Table 5  ARDL estimations and test results

Selected specification: ARDL(1, 0, 1, 1, 1)

Panel A: Residual diagnostics, mis-specification, and cointegration

| Test          | $F_{SC}(2)$ | $F_{ARCH}(2)$ | $F_{HETR}$ | $JBN$ | $FF$ | $W$ |
|---------------|-------------|---------------|------------|-------|------|-----|
| Value         | 0.20        | 0.33          | 1.11       | 1.51  | 0.55 | 9.40A |
| Prob.         | 0.82        | 0.72          | 0.42       | 0.47  | 0.47 | 0.47 |

Panel B: Estimated long-run elasticities

| Coefficient   | $b_0$       | $b_1$         | $b_2$      | $b_3$ | $b_4$ |
|---------------|-------------|---------------|------------|-------|-------|
| Value         | $-8.64^{***}$ | $-0.90^{***}$ | $0.20^{***}$ | $-0.11^{***}$ | $1.49^{***}$ |
| Std. error    | 1.16        | 0.11          | 0.07       | 0.03  | 0.05  |

Notes: $ec$ is the dependent variable; $F_{SC}$, $F_{ARCH}$, $F_{HETR}$, $FF$ and $W$ denote $F$-statistics to test the null hypotheses of no serial correlation, no autoregressive conditioned heteroscedasticity, no heteroscedasticity in the residuals, no functional form mis-specification, and no cointegration in the Wald test, respectively; $JBN$ indicates the Jarque–Bera statistic to test the null hypotheses of normal distribution of the residuals; $A$ indicates that the sample statistic is greater than the upper bound of the critical value of Narayan [74] at the 1% significance level in the given combination of the regressors, number of observations and intercept is included in the long-run equation; $^{***}$ denotes a rejection of the null hypothesis at the 1% significance level.

residuals of the ARDL estimation, then we will increase the lag order to two or three until we will have serially uncorrelated residuals in our estimations. Fortunately, the estimated ARDL specification, with a maximum lag order of one, does not have any issue with the residuals’ serial correlation. Moreover, it successfully passes all the other post-estimation tests as Table 5 documents.

The sample values of the $F$-statistic from the Wald tests strongly suggest a cointegrating relationship between energy consumption and the explanatory variables after small sample adjustments. The estimated long-run coefficients of the explanatory variables have the theoretically expected signs and are statistically significant.

7.2 The Results from the Johansen Method

We construct VAR specifications for Eq. (11). Regarding exogenous variables, we included only an intercept since including a time trend leads to instability in the VAR.7 Then, we set one lag maximum, as we did in the ARDL analysis, because of the number of variables and small sample size. The Schwarz information criterion, economy in the same year as it is not fully captured by GDP. The dummy variable appears statistically significant. However, we do not include it in the long-run estimation.

7 We include a pulse dummy in the estimations as a deterministic exogenous regressor for the same reason as we did in the ARDL estimation (see footnote 5). However, we do not include it in the cointegration test although the inclusion of it does not change the results at all. Details can be obtained from the authors under request.
### Table 6 Results of the Johansen method

#### Panel A: Serial correlation LM test\(^a\)

| Lags | LM-statistic | P-value | # | Root | Modulus |
|------|--------------|---------|---|------|---------|
| 1    | 33.03        | 0.13    | 1 | 0.97 | 0.97    |
| 2    | 24.82        | 0.47    | 2 | 0.85 - 0.03i | 0.85   |
| 3    | 25.51        | 0.43    | 3 | 0.85 + 0.03i | 0.85   |

#### Panel B: Normality test\(^b\)

| Statistic   | \(\chi^2\) | d.f. | P-value | Null hypothesis | \(r = 0\) | \(r \leq 1\) | \(r \leq 2\) | \(r \leq 3\) | \(r \leq 4\) |
|-------------|-------------|------|---------|-----------------|------------|---------------|---------------|---------------|---------------|
| Skewness    | 8.33        | 5    | 0.14    |                 |            |               |               |               |               |
| Kurtosis    | 7.55        | 5    | 0.18    | \(\lambda_{\text{Trace}}^2\) | 80.32***   | 36.87         | 16.75         | 8.10          | 1.25          |
| Jarque–Bera | 15.88       | 10   | 0.10    | \(\lambda_{\text{Max}}^2\) | 43.44***   | 20.12         | 8.64          | 6.86          | 1.25          |

#### Panel C: Heteroscedasticity test\(^c\)

| White       | \(\chi^2\) | d.f. | P-value | Coefficient | \(b_0\) | \(b_1\) | \(b_2\) | \(b_3\) | \(b_4\) |
|-------------|-------------|------|---------|-------------|--------|--------|--------|--------|--------|
| Statistic   | 150.98      | 150  | 0.46    | Value       | -8.52**| -0.93***| 0.16** | -0.09**| 1.54***|
|             |             |      |         | Std. error  | 1.66   | 0.09   | 0.06   | 0.03   | 0.05   |

#### Panel D: VAR stability test

| Lags | Root | Modulus |
|------|------|---------|
| 1    | 0.97 | 0.97    |
| 2    | 0.85 | 0.85    |
| 3    | 0.85 | 0.85    |

#### Panel E: Johansen cointegration test results

| Statistic   | \(\chi^2\) | d.f. | P-value | Null hypothesis | \(r = 0\) | \(r \leq 1\) | \(r \leq 2\) | \(r \leq 3\) | \(r \leq 4\) |
|-------------|-------------|------|---------|-----------------|------------|---------------|---------------|---------------|---------------|
| Skewness    | 8.33        | 5    | 0.14    |                 |            |               |               |               |               |
| Kurtosis    | 7.55        | 5    | 0.18    | \(\lambda_{\text{Trace}}^2\) | 80.32***   | 36.87         | 16.75         | 8.10          | 1.25          |
| Jarque–Bera | 15.88       | 10   | 0.10    | \(\lambda_{\text{Max}}^2\) | 43.44***   | 20.12         | 8.64          | 6.86          | 1.25          |

#### Panel F: Estimated long-run elasticities

| Coefficient | \(b_0\) | \(b_1\) | \(b_2\) | \(b_3\) | \(b_4\) |
|-------------|--------|--------|--------|--------|--------|
| Value       | -8.52**| -0.93***| 0.16**| -0.09**| 1.54***|
| Std. error  | 1.66   | 0.09   | 0.06   | 0.03   | 0.05   |

Notes: \(^a\) The null hypothesis in the serial correlation LM test is that there is no serial correlation at lag order \(h\) of the residuals; \(^b\) System normality test (square root of correlation) with the null hypothesis of the residuals are multivariate normal; \(^c\) White heteroscedasticity test takes the null hypothesis of no cross-term heteroscedasticity in the residuals; \(\chi^2\) is chi-squared; d.f. means the degree of freedom; \(r\) is rank of \(\Pi\) matrix, i.e., number of cointegrated equations; \(\lambda_{\text{Trace}}^2\) and \(\lambda_{\text{Max}}^2\) are the Trace and Max-Eigenvalue statistics, while \(\lambda_{\text{Trace}}^2\) and \(\lambda_{\text{Max}}^2\) are adjusted versions of them; *** and ** denote rejection of null hypothesis at the 1% and 5% significance levels; critical values for the cointegration test are taken from MacKinnon et al. [75]
which is more relevant in small samples, as well as the lag exclusion test and lag selection criteria all indicate that one lag is optimal. One lag provides non-correlated residuals as documented in Panel A of Table 6.

Additionally, the estimated VAR is well-behaved in terms of residual diagnostics and stability tests. We employ the cointegration option of intercept but not trend in the test equation. We select this option since none of the other options provide economically meaningful and statistically significant results. Panel E in the table reports that the adjusted Trace and Max-eigenvalue statistics reject the null hypothesis of no cointegration in favor of the alternative hypothesis of at most one cointegrating relationship among the variables in Eq. (11) at the 1% significance level. We can estimate the numerical values of the long-run relationships for ec as we find that there is a cointegrating relationship among the variables in Eq. (11). However, the sample size that we have does not allow us to rely on these estimates. Nonetheless, we report them in Panel F of the tables just to compare them to the long-run relationships estimated by the ARDL method in Table 5. The finding of the Johansen method supports that of the ARDL, i.e., there is one cointegrating relationship between the variables. Additionally, the estimated long-run elasticities of all the variables from ARDL and the VEC specifications are quite close to each other in magnitude.

8 Discussion

8.1 Unit Root and Cointegration

We concluded that our variables are I(1) processes, i.e., the log level of the variables is non-stationary, but their growth rates are stationary. Non-stationarity implies that impacts to the log level of the variables can result in permanent changes. Such impacts can be internal, as a result of policy, or external, such as fluctuations in oil and other commodity prices or movements in international labor or financial markets. Hence, the (log) levels of the variables should not be used for predicting future trends because of their non-stationarity. Unlike non-stationarity, stationarity implies that any impacts to the variables can create only temporary changes. Therefore, mean, variance, and covariance values of the stationary variables do not change over time as they ‘dance’ around their mean value. Since we found that the levels of our variables are non-stationary, there is the possibility that the relationship among such variables is meaningless or spurious, unless a theoretically articulated/predicted relationship can be established. Two different tests were used to determine the cointegration properties of our variables. The test results presented in Table 3 and Table 4 indicated that the level relationship between output, labor, and capital is not spurious and it is in line

---

8The test results on the other cases can be obtained from the authors on request.
9Socioeconomic variables follow weak stationarity but not strong stationarity, as their mean, variance, and covariance are not strictly constant over time. Strong stationarity is the case in the natural sciences. A detailed discussion of this can be found in econometrics textbooks (e.g., [56]).
with the theory of production function for the Saudi Arabian economy. The theory of production function simply articulates that labor and capital are the main drivers of economic growth (see, [32, 33]). Likewise, the test results reported in Tables 5 and 6 showed that the level of energy consumption moves together with the levels of income, price, population, and TFP in the long-run. In other words, the variables established a long-run relationship, which can be explained theoretically. Indeed, the theory of consumption predicts that income and price are its main determinants.

8.2 Production Function, TFP Calculation, and Growth Accounting

Again, we found a long-run relationship between output, labor, and capital in the Saudi Arabian economy, which is consistent with the theory of production. The results of the long-run estimations using ARDL reported in Table 3 and those obtained from the Johansen method reported in Table 4 are quite close to each other, which would be an indication of robustness. According to the results, a 1% increase in employment is associated with a 0.6% increase in GDP in the long-run ceteris paribus. Likewise, the Saudi Arabian economy grows by 0.2% if the capital stock increases by 1% in the long-run if other factors are constant. Both findings are, again, in line with the theory of production and therefore, we think that they do not need any detailed explanation. However, some findings are worth mentioning. It appears that labor has a greater role than capital in the production of goods and services in the Saudi Arabian economy during the period 1989–2015. This finding is in line with the theory of production and economic growth (see, [32, 33, 29–31]). We are only aware of one study, Aljebrin [67], that estimates the elasticities of output with respect to labor and capital coefficients of production inputs, being 0.57 and 0.67, respectively. The labor elasticity is very close to ours, while that of the capital stock is higher than what we find. Additionally, Aljebrin [67] finds an increasing return to scale for the Saudi Arabian economy, which would be difficult to justify as its is a developing economy.

The estimations suggest that there are decreasing returns to scale, as the sum of the elasticities is slightly smaller than unity, in the economy during the period considered. A constant return to scale (i.e., the sum of the elasticities equal to one) was rejected statistically. So, there is not a strict one-to-one relationship between production and its inputs. In other words, if both labor and capital increased by 1%, then GDP will increase by 0.84%. We do not conduct a detailed investigation for this as it is beyond the scope of our main focus, which is the relationship between energy consumption and TFP. But it could be an interesting area for future research.

We calculated TFP using growth accounting, and Fig. 1 and 2 illustrate the level and growth rates of TFP, respectively. Overall, the TFP level has an upward trend if we consider the entire period 1989–2015. However, if we ignore the first three years, in which the TFP level has a huge jump, and only consider the remaining period, we observe that its overall trend declines until 2002, then moves upward up to 2008,
then declines again, and finally trends up from 2010. This pattern can be associated, among other things, with the dynamics of the international oil price, a factor that plays a significant role in the Saudi Arabian economy. The IMF [68] and Mitra et al. [69], among others, also find a similar association for the TFP in Saudi Arabia. In addition, there is another association between the TFP level and the budget spending since the economy, in particular its fiscal stance, relies on oil exports and thereby oil revenues, which are significantly shaped by the international price of oil. Figure 3 illustrates the TFP level, the price of Arabian Light, and the budget spending on a normalized scale to make them comparable.

Evidently, from the graph, the TFP level follows the dynamics of the oil price and budget spending. This might show that TFP improvements in the Saudi Arabian economy are mainly driven by government support among other determinants such as openness and institutional development.

Finally, we very briefly did a growth accounting to determine how the factors of production contribute to Saudi Arabia’s economic growth over time. Table 7 presents the results for sub-periods.

Some findings from this growth accounting are worth mentioning. It seems that the labor contribution was the main driver of economic growth in Saudi Arabia in all periods except for 1989–1994. Also, labor has a growing contribution over time. The capital contribution increases over time, indicating a growing role for capital in economic development. The TFP contribution to economic growth can be characterized as ‘on’ and ‘off.’ We think this is simply because TFP developed with ups and downs as discussed above. Our conclusion from this accounting exercise is that the role of the non-oil sector in economic growth outweighs that of the oil sector. This is because the oil sector is not labor intensive (as is well known). In contrast,
Table 7  Contributions to GDP growth, 1989–2015

| Period     | GDP growth | Capital contribution | Labor contribution | TFP contribution |
|------------|------------|----------------------|--------------------|------------------|
| 1989–1994  | 5.48       | 0.00                 | 1.22               | 4.26             |
| 1995–1999  | 0.62       | 0.01                 | 0.76               | −0.15            |
| 2000–2004  | 4.16       | 0.43                 | 2.25               | 1.48             |
| 2005–2009  | 2.88       | 1.67                 | 2.37               | −1.16            |
| 2010–2015  | 5.15       | 1.82                 | 3.33               | 0.00             |

Fig. 4  Sector contributions to GDP, %

the non-oil sector is labor and capital intensive. In fact, Fig. 4 illustrates the growing share of the non-oil sector in the overall economy.

We compare our findings with those of earlier studies on the Saudi Arabian economy. Our findings are similar in terms of magnitude of calculated TFP for Saudi Arabia to the results of Alkhareif et al. [70], Algarani [71], Mousa [61]. Moreover, Dubey et al. [72] also mentioned that Saudi Arabia experienced slightly positive TFP growth in the non-oil sector.

8.3 Energy Consumption and TFP

Finally, we estimated the impact of the TFP level on energy consumption in the long-run alongside income, price, and population. For robustness, we used two different approaches, namely the ARDL and Johansen methods. The estimation results from these two methods are documented in Tables 5 and 6, respectively, and are very close to each other. According to the results, a 1% increase in TFP level leads to a 0.9% decrease in energy consumption in the long-run, keeping other factors unchanged. Theoretically, the negative energy consumption effects of TFP can be derived from the production function framework. One explanation for this negative
association is that theoretically, TFP is representative of technological progress, institutional development, R&D development, awareness, and the use of efficient technology, which would all lead to efficiency gains and thereby result in less energy consumption. Figure 5 portrays the Saudi Arabian data on energy intensity and TFP on a normalized scale.

Evidently from the figure, any increases in TFP coincide with lowering energy intensity and vice versa over the period. One can easily see an empirical negative association between energy consumption and TFP here for the Saudi Arabian economy. Another observation from the figure is that energy intensity has two significant downward level shifts in its path: one since 2003 and another since 2011. The last development not only caused a level downshift but also formed a flatter slope of the energy intensity trend. These developments in energy intensity might be related to the above-mentioned elements of TFP improvements.

Estimation results also show that a 1% increase in income and population cause a 0.2% and 1.5% rise in energy consumption in the long-run, respectively. Besides, the results indicate that energy consumption can be reduced by 0.1% if the energy price is raised by 1%. Since our main interest in this study is TFP, we do not discuss the impacts of income, price, and population in detail. However, the findings are in line with the theoretical expectations and the findings of prior empirical studies of the Saudi Arabian economy, although there are not enough studies using total energy consumption. For example, 0.27 was estimated for the GDP elasticity of total energy consumption both in per capita term by Gazder [11].

Gazder [11] does not report the estimation period. Our guess from Table 4 of the study is that the estimation period is 1990–2011.
9 Conclusions and Policy Insights

As stated in the introduction, the analysis of TFP is very important, and existing studies either estimate the impact of energy consumption on TFP or test for Granger causality between the two. However, to the best of our knowledge, none of the earlier studies examined the impact of TFP on energy consumption, although it is theoretically straightforward and empirically useful to do so. This motivated us to estimate the long-run energy consumption effects of TFP in the Saudi Arabian economy. In the cointegration analysis framework, we first estimated a production function and constructed the associated TFP series. Then we assessed how TFP, alongside income, price, and population, shapes energy consumption in Saudi Arabia, the world’s number one oil exporter. The key finding of this study was that TFP has a statistically significant negative effect on energy consumption in the long-run. We additionally found that income and population have positive impacts on energy consumption, while the energy price has a negative impact.

We believe that our research would be useful in helping Saudi Arabian policymakers to understand how TFP can lower energy consumption in the long-run. Usually, TFP is thought to reflect factors like technological progress, institutional development, innovations, openness and R&D development. In this regard, policymakers could consider how and which of those mentioned factors might be improved, while also considering the stylized facts of the economy, in order to lower the pace of energy consumption. Saudi Vision 2030—the strategic roadmap of Saudi Arabia’s development—implies greater energy efficiency and a lower pace of energy consumption in the country. Thus, TFP improvement would be a sustainable way to obtain these goals.
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