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Abstract. With the rapid development of the Internet and artificial intelligence, intelligent question answering systems have become current research hotspots because they can provide users with accurate answers and intelligent services. They are gradually entering the e-commerce field to replace some manual work. In this paper, we proposed several models including a user intent recognition model, a pattern of association rule mining model and a model of the entire e-commerce auto answering system. In addition, the application effects of these models were analysed. The models and analysis in this work are useful for constructing e-commerce automatic question answering system or making personalized recommendations and related services.

1. Introduction

E-commerce is the use of the Internet, electronic data exchange, electronic funds transfer and other information technology in the country, companies and individuals to carry out economic businesses. In these businesses, buyers and sellers do not meet each other and all activities are conducted online. This introduce some problems since buyers are not able to get the product information such as quality, function and usage through physical contact, while the merchants are struggling to cope with numerous buyers with the same or different problems and consultations, which consumes a lot of energy and time. Therefore, the use of data mining technology to design a high-intelligence e-commerce online automatic question answering system makes it possible for a large number of customers in e-commerce operations to randomly ask questions without the need for online answers from e-commerce customer service people.

1.1. E-Commerce Automatic Question Answering System

In recent years, people want quick access to effective information, prompting question answering systems to become a hot topic in the field of natural language processing. Both industry and academia are actively researching and exploring related theories and techniques for constructing automatic question answering systems [2]. The e-commerce question answering system is proposed for the universality and commonness of consumer issues [3]. In simple terms, the e-commerce customer service first saves a large number of frequently asked questions and answers in the system problem database. When the user randomly asks questions online, the system looks for the same problem or highly relevant problems in the problem database and submits it to the user for reference. When the
user thinks that the question and answer are consistent, the online consultation is completed; when the user thinks it is inconsistent, the question will be sent to the electricity supplier customer service, and the customer service answers the question and adds it to the system question bank [4].

For example, when a user issues a question to a merchant through an e-commerce platform on the Internet (such as Taobao, Jingdong, etc.), the system first understands the problem, and then calls the problem-matching algorithm to calculate the matching degree of the relative new problem for all questions in the problem bank. The most relevant matching result sequence is sent to the client. The user selects and submits the answers to the questions from the answers provided. If there is an answer that matches the new question in the recommended question answer sequence, the recommended question visit frequency value is automatically increased by 1; if it does not exist, the system considers that there is no similar problem in the question bank. The system sends the new question to the e-commerce customer service. The customer service answers the question to the user who asked the question in the system, and saves the answer to the question bank, so that the specific question answer is also guaranteed.

The question raised by the user is called the question to be solved \( Q \); after the system analyses the question \( Q \), the question set that is related to it is called the related question \( \{Q_1, \ldots, Q_n\} \). The process of dispelling the traditional e-commerce question answering model is mainly as follows: (1) knowledge point and semantic word decomposition of the problem to be solved \( Q \); (2) process of finding related problems \( \{Q_1, \ldots, Q_n\} \); (3) calculation of correlation degree of related problems \( \{Q_1, \ldots, Q_n\} \) and sorting.

### 1.2. Key Technologies of Automatic E-Commerce Question Answering System

The ultimate goal of the automated question answering system is to understand the questions raised by customers in natural language and to make correct answers quickly. It involves many aspects of technology, including knowledge representation technology, knowledge storage technology and information extraction technology. In general, the automatic question answering system has the key technical components of problem analysis, information retrieval, and answer extraction [5].

The key technology in the problem-solving section can be used to analyse the customer's question semantically to determine the intention of the user's question [6]. It is very difficult for a computer to understand a language. For example, the word "apple" has a variety of meanings, including the "Apple" of fruits, and the famous "Apple" technology company. So sometimes we need to judge with contextual context. The problem-solving part needs to analyse the syntax, lexical and semantic information to analyse the semantic types of the problem and extract keywords.

The key technology of the information retrieval part can search for relevant data from an off-line or on-line database according to the keywords extracted from the problem-solving link, so as to obtain a candidate answer to the question. For example, you can search keywords in an online search engine and then obtain the first few results in the returned results as candidate results.

The key technique of the answer extraction part is to extract the answer from the preliminary candidate results, that is, to calculate the weight of each candidate result according to a certain strategy, such as calculating the user's problem and the similarity of each candidate answer, and then according to the weights, the candidate results. Sorting, and finally according to the selection strategy such as the type of problem to filter out the final answer.

### 1.3. Main Contributions

There are three main contributions in this paper: (1) we analysed the core technology of an automated question answering system and summarized recent research progress in this area; (2) It proposed several models including a user intent recognition model, a pattern of association rule mining model and a model of the entire e-commerce auto answering system; (3) the application effects of these models were analysed. The models and analysis in this work are useful for constructing e-commerce automatic question answering system or making personalized recommendations and related services.
2. E-Commerce Question Answering System Model

2.1. User Intention Recognition Model

In the automatic question and answer in the field of e-commerce, the system first needs to identify the user's intention through a single round or multiple rounds of dialogue, and then use different subsystems (such as customer service, assistant, chat) to deal with. Therefore, the architecture abstraction can be implemented by dividing the scene into sub-fields, and then different machine learning methods can be used to design the technology according to different layers and scenes. The e-commerce user intent recognition model can identify the real intention of the user's language, classify the intent and extract the intent attribute. This model is a process of inferring intentions based on contextual data and domain data models in the database, as shown in Fig. 1. In common e-commerce scenarios, there are three common types of user problems: question and answer, task and chat. Question-and-answer examples include "What if the username and password are forgotten?" This type of question can be answered by constructing a knowledge map and retrieving the model match. Examples of tasks include "I want to book a bouquet of 99 red roses and send it to my home at noon tomorrow". Such questions can be answered based on intention-based decision making and deep reinforcement based learning. Examples of chat types include “How do you feel good?” You can use a combination of search models and deep learning to get answers.

![Figure 1. User intention recognition model.](image)

2.2. Pattern Association Rules Mining Model

2.2.1 Mining association rules. The way to answer the question is to give the user some related questions. The user chooses to view the most relevant questions. There is a default premise: from the overall point of view, the problem that the user first chooses is generally related to the problem to be solved Q; the order of viewing reflects the order of the degree of relevance of the problem. It reflects the knowledge of dependence or association between an event and other events. If there is an association between two or more attributes, the attribute value of one of the attributes can be predicted based on other attribute values. The most famous discovery method for association rules is the Apriori algorithm proposed by R. Agrawal.

The discovery of association rules can be divided into two steps. The first step is to iteratively identify all frequent item sets, requiring that the support rate for frequent item sets is not lower than the user-set minimum value; the second step is to build confidence from frequent item sets to be no lower than the user-set minimum value. The rule of identifying or discovering all frequent item sets is the core of the association rule discovery algorithm and the most computational part. The mining of
association rules can be described formally as following: let \( I = \{ i_1, i_2, i_3, ..., i_m \} \) be a set of \( m \) different attributes, also called items; a set of items is called an item set; each transaction \( T \) in database \( D \) has a unique identifier \( TID \) and contains a set of items \( T \subseteq I \). An association rule can be represented as \( A \Rightarrow B \), where \( A, B \subseteq I \) and \( A \cap B = \text{NULL} \). The support degree of an item set is \( s \), if \( s\% \) of transactions in \( D \) contain the item set; a set of items is said to be frequent, if the item set's support degree is no less than the frequency threshold determined by the user, that is, the minimum support degree; say \( c \) is the credibility of an association rule. If a transaction that contains \( A \)'s transaction contains \( c\% \), it also contains \( B \), that is, \( c = \text{support}(A \cap B) / \text{support}(A) \).

2.2.2 Answer data preprocessing of resource mining - from related issues to related model conversions. For the initial question \( Q \) raised by the user, a series of related questions \( (Q_1, ..., Q_m) \) will be generated after the system analysis. In turn, the \( Q \) and one of the related problems \( Q_p \) are decomposed into a sequence of knowledge points and semantic words \( (K_1, ..., K_m, Y_1, ..., Y_n) \) and \( (K_{p1}, ..., K_{p(m)}, Y_{p1}, ..., Y_{p(n)}) \). The sequence \( (K_1, ..., K_m, Y_1, ..., Y_n) \) is converted to \( m \times n \) pairs of patterns \( (K_i, Y_j) \) consisting of knowledge points and semantic words. Decomposing and transforming each pair of \( \{Q, Q_p\} \), respectively can get the related pattern item set \( T_i = \{(K_i, Y_j), (K_{pi}, Y_{pj})\} \). This translates the problem into a pattern that constitutes a targeted source of data mining.

2.2.3 A pattern tree consisting of a knowledge tree and a semantic tree. The structure of the knowledge tree is a tree-like network structure. As a node in the knowledge network, the connection between knowledge points is very complicated. It is generally believed that there are mainly the following types of links between knowledge points: forerunner/successor; inclusions; brothers; citations. The knowledge point relationship applied in the generalization of the pattern is a knowledge point tree concerning the containment relationship of knowledge points. Similarly, the point relationships of the semantic tree used are also based on the inclusion relationship between semantics, similar to the structure of the knowledge tree. In the construction of the pattern tree, the partial order relationship between one pattern and other patterns is determined according to the following principle: If for \( M_1(K_1, Y_1) \) and \( M_2(K_2, Y_2) \), \( K_1 \subseteq K_2 \) and \( Y_1 \subseteq Y_2 \), then \( M_1 \subseteq M_2 \). If \( K_1 \subseteq K_2 \) but does not satisfy \( Y_1 \subseteq Y_2 \), there is only a hierarchical relationship instead of an inclusion relationship between \( M_1 \) and \( M_2 \). Their hierarchy level is judged by the hierarchy sum of \( K1 \) and \( Y1 \) and the hierarchy sum of \( K2 \) and \( Y2 \).

The e-commerce auto answering system knowledge tree specifically refers to the knowledge of various commodities (including brands, features, parameters, utilities, etc.), depending on the technical experts of the commodity or marketing experts to participate in the construction.

![Figure 2](image-url) Mining multi-level association rules based on pattern tree generalized correlation patterns.
2.2.4 Mining multi-level association rules based on pattern tree generalized correlation patterns. The application pattern tree performs data generalization processing for all patterns to a certain level and obtains generalized related pattern data. Because the access order of the questions in each model is different and the obtained patterns has a corresponding degree of relevance after the generalization of the order of the questions, the categories of the relation degree are related to the category coefficients. This results in a series of patterns containing correlation coefficients. By applying the correlation rules mining on the generalized relational model, we can get some rules listed in a certain level of the model. More ideal rules can be obtained by applying the adjustment algorithm to merge or delete some rules, as shown in Fig. 2.

2.3. A Complete Model of E-Commerce Question Answering System

The automatic question answering model is briefly summarized as follows: (1). decompose knowledge points and semantic words of the initial problem Q; (2). generate relevant problems (Q₁... Qₘ) and related patterns using rule bases, problem databases, etc.; (3). use rule bases, problem banks, etc. to calculate and rank related issues (Q₁...Qₘ); (4). match the most relevant questions or store them in the problem bank without related problems; (5). e-commerce customer service maintenance library in non-real-time.

Using the rule results of multi-level association rule mining based on correlation patterns of decision tree (pattern tree) generalization, we propose a complete model of e-commerce question answering system, as shown in Fig. 3.

![Figure 3. Automatic question answering system model.](image)

The product knowledge points in the better rule pattern are extracted and added as knowledge points to the database of knowledge points. In word segmenting, these knowledge points are given higher priorities. In this way, the word segmentation is not only fast, but also highly accurate.

In calculating the degree of correlation based on the splitting the original problem, we analyse the existing problems and the patterns on the left and right sides of the existing rules in the rule base to match, and the calculation of the correlation of the original problems is obtained by the following formula:

\[
F(Q_l) = G(k_l) + M(L_1, L_k) + N(r_l) = k_l + L_1 \ldots L_k + 5 * r_l
\]  (1)
3. Analysis of Application Effects of E-Commerce Auto Answering Model
The adoption of e-commerce auto answering model can provide consumers with fast and efficient consulting services in real-time. Compared with current e-commerce customer services, online communication software often causes interruptions or delays in online response, which wastes valuable time of consumers. An e-commerce auto answering system is expected to save 60% of the time and more than 80% of customer service and customer service equipment. When a large number of consumers consult at the same time, it will result in insufficient customer service and increased manpower. At the same time, it also restricts customer service to be on-line at all times, which wastes human resources. Therefore, the practical application of the automatic question answering model will greatly improve the efficiency of e-commerce operations.

However, after all, the intelligence of the online automated Q&A model cannot be completely comparable to that of the customer service. When encountering some difficult-to-understand or more specific problems, it may fail to get a satisfactory answer. At this time, customer service is still required. Manually complete the response, so I believe that in the operation of e-commerce using automatic question and answer system model to deal with customer-based consulting, supplemented by customer service manual answer is the most ideal model.

4. Conclusion
E-commerce has gotten rid of the limitations of time and space, and saved a lot of manpower costs, realized the global sharing of various resources, and is rapidly developing with unparalleled advantages. The automated question answering system can save manpower and can therefore be used in e-commerce. This article analysed the core technology of an automated question answering system and summarized recent research progress in this area. It then proposed several models including a user intent recognition model, a pattern of association rule mining model and a model of the entire e-commerce auto answering system. Finally, the application effects of these models were analysed. The models and analysis in this work are useful for constructing e-commerce automatic question answering system or making personalized recommendations and related services. As of future work, we are going to explore how to use optimization algorithms [7][8][9] to search valid solutions for user intention understanding and answer extraction. We’ll also design more efficient models for e-commerce automatic question answering system.
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