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ABSTRACT. We consider the Surface Quasi-Geostrophic equation (SQG) driven by space-time white noise and show the existence of a local in time solution by applying the theory of regularity structures. A main difficulty is the presence of Riesz-transforms in the non-linearity. We show how to lift singular integral operators with a particular structure to the level of regularity structures and using this result we deduce the existence of a solution to SQG by a renormalisation procedure. The fact that the Riesz-transforms act only in the spatial variable makes it necessary to use inhomogeneous models instead of the standard ones.

1. Introduction

The dissipative Surface Quasi-Gestrophic equation (SQG) in the torus $\mathbb{T} = \mathbb{R}^2/Z^2$ with forcing $f$ is given by
\[
\partial_t \theta + u \cdot \nabla \theta + \nu (-\Delta)^{\mu} \theta = f,
\]
\[
u \nabla \perp (-\Delta)^{-1/2} \theta = R \perp \theta,
\]
where $\mu \in (0, 1]$ and $\nu > 0$. Here, $R = (R_1, R_2)$ is the vector of Riesz-transforms, $\nabla \perp = (-\partial_y, \partial_x)$ and $u \cdot \nabla = u_1 \partial_1 + u_2 \partial_2$. It has applications in both meteorological and oceanic flows, and it describes the temperature $\theta$ in a rapidly rotating stratified fluid with uniform potential vorticity. In mathematics, it received a lot of attention because of structural similarities to the 3D Navier-Stokes equations as pointed out in [10] and [11], e.g. vortex stretching. For simplicity, we normalize $\nu = 1$.

For $\mu = 1/2$ the equation has a geophysical application, it describes the evolution of the temperature on the 2D boundary of a rapidly rotating half-space with small Rossby and Ekman numbers, the dissipative term $(-\Delta)^{1/2}$ models the Ekman-pumping (8). Dimensionally, it is the analogue of the 3D Navier-Stokes equations (12). For more information on the geophysical background see [22,31]. There are several reasons to investigate stochastic aspects of PDEs with a background in fluid dynamics. Stochastics can on the one hand be used to account for numerical and empirical uncertainties and thus provide a way to study the robustness of a basic model. On the other hand complex phenomena related to turbulence may also be produced by stochastic perturbations and there are examples for intrinsic
stochasticity within the physical model, see [13, 16, 24, 23, 28] and the references therein. To take such effects into account, we will consider the SQG equation driven by space-time white noise.

Let us first give an overview of existence and uniqueness results for the system, both in the deterministic and stochastic setting. Global weak solutions for initial data \( \theta_0 \in L^2(\mathbb{T}^2) \) and \( f = 0 \) exist for the full range \( \mu \in (0, 1) \) ([32]). Also, for initial data \( \theta_0 \in L^p(\mathbb{T}^2) \) \((4/3 \leq p < \infty)\) there are global weak solutions and one can go down to initial data \( \theta_0 \in H^{-1/2}(\mathbb{T}^2) \) and obtain corresponding global weak solutions ([27]). The uniqueness of these weak solutions is an open problem. The non-uniqueness of weak solutions with less regularity than the above ones is established by the technique of convex integration in [5].

For \( \mu > 1/2 \) and initial data \( \theta_0 \in H^\beta(\mathbb{T}^2) \) with \( \beta + \mu > 2 \) strong solutions exist globally ([12]). The global regularity issue for \( \mu = 1/2 \) was solved by different methods in [6] and [24], for initial data in \( L^2(\mathbb{T}^2) \) the solution is smooth for all times \( t > 0 \) and exists globally in time. For further results on the deterministic dissipative SQG equation and also for the inviscid SQG equation see [9] and the references therein.

The stochastic SQG equation has been studied extensively in [33] with additive and multiplicative noise. They show for \( \mu \in (0, 1) \) the existence of weak solutions for multiplicative noise and the uniqueness and existence of pathwise strong solutions for \( \mu > 1/2 \). Additionally, for additive noise and \( \mu > 1/2 \) ergodicity, a law of large numbers and the polynomial convergence of the corresponding Markov semigroup to the invariant measure is established. If \( \mu > \frac{3}{4} \), they improve the result to exponential convergence by showing that not only the asymptotical strong Feller property but the strong Feller property itself holds. For \( \mu > 1/2 \) large deviation principles are shown for small multiplicative noise and small times in [20], and the existence of a random attractor is proven if the noise is additive or linear multiplicative in [35]. In these works the noise is assumed to be a cylindrical Wiener process over some Hilbert space.

We will consider here the case of additive space-time white noise \( \xi \), i.e. the equation

\[
\partial_t \theta + (R^\perp \theta) \cdot \nabla \theta + (-\Delta)^\mu \theta = \xi.
\]

The methods of the previous works on the stochastic SQG cannot be applied to our situation due to the roughness of the noise. The Riesz-transforms leave the regularity of the function it is applied to invariant, see [13], hence, a solution is not regular enough to give a meaning to the nonlinearity as the product of a distribution and a function in the classical way since both factors have negative regularity. Instead, the theory of regularity structures leads to the following result. For the definition of the function spaces see Subsection 1.1.

**Theorem 1.1.** Let \( \mu > 2/3, \eta \in (-2\mu+1, 0), \varepsilon > 0 \) and \( \rho \) be a symmetric mollifier, \( \rho_\varepsilon := \rho(\cdot/\varepsilon) \) and \( \xi_\varepsilon = \rho_\varepsilon \ast \xi \). Then for any initial condition \( \theta_0 \in C^\eta \) there is a \( T > 0 \) such that the sequence of solutions \( \theta_\varepsilon \) to

\[
\partial_t \theta_\varepsilon + (R^\perp \theta_\varepsilon) \cdot \nabla \theta_\varepsilon + (-\Delta)^\mu \theta_\varepsilon = \xi_\varepsilon,
\]

\( \theta_\varepsilon(0) = \theta_0 \) can be renormalised and the renormalized solutions \( \hat{\theta}_\varepsilon \) converge in probability to a limit \( \theta \in C_0^{\delta, -2+2\mu-2\kappa}(\varepsilon \to 0) \), where \( 0 < \delta < 3\mu - 2 - \kappa \) for \( \kappa \) sufficiently small. The limit \( \theta \) is independent of the particular choice of the mollifier \( \rho \).
In general, the theory of regularity structures works as follows, see [17] and [19] for an introduction to the topic. First, in an algebraic step, one builds a regularity structure, associated to the equation at hand, rich enough to reformulate the equation as an abstract fixed point problem. Second, in an analytical step, the abstract fixed point problem will be solved using classical analysis theory like the Banach fixed point theorem. Third, in a probabilistic step, one reconstructs solutions with respect to more regular instances of the driving noise and ensures the convergence of the reconstructed solutions when removing the regularisation. The convergence cannot be expected for the sequence itself if the driving noise is rough, in these cases one needs to renormalise the solutions in order to obtain a limiting process.

This approach leads to a local in time solution for subcritical equations under mild assumptions on the nonlinearity which is shown in a series of papers [3], [4] and [7], where a black box theorem [3, Theorem 2.22] for local well-posedness of SPDEs is finally obtained. Subcritical means in this context that the smoothing of the linear part is stronger than the loss of regularity by the nonlinearity. For SQG it is easy to check that one needs $\mu > 2/3$ to guarantee this property.

However, before applying those results to SQG we first need to define the abstract version of the Riesz-transform, so that the analytic step can be carried out. Our result is Theorem 2.30 and it will turn out, that the lift of the Riesz-transform is a continuous (and linear) mapping on the function spaces considered to find solutions on the abstract level.

We face two difficulties compared to the lift of smoothing kernels carried out in [19]. Firstly, we want to lift a convolution only in the spatial variables, which means that it is formally a convolution with the Dirac distribution in time and so the kernel is not regular enough to carry over the approach.

Secondly, the kernel of the Riesz-transform has a polynomial divergence at the origin whose order equals the spatial dimension, and so certain non-convergent series appear when following directly the ideas of [19].

To work around the first problem, we use inhomogeneous models introduced in [20] where the time and spatial variables are stronger separated than in the standard setting. The disadvantage here is, that we need to be able to interpret all terms appearing in a representation of the solution as functions in time (and distributional valued). It will turn out, that in our case, this is no restriction but in general it can lead to stronger regularity assumptions compared to the standard models. Another approach we want to mention was applied in [2] to the Allen-Cahn equation where an integration in time has to be lifted to take into account a Fitz-Hugh Nagumo type equation. Here, the key observation is that not the non-smoothing kernel itself has to be lifted but that it is sufficient to lift the composition of the kernel describing the linear smoothing with this non-smoothing one. In this case, the standard models can be used, but the combined kernel has a singularity along the $t = 0$ hyperplane. That approach is not convenient if the dimension of the hyperplane is large, so we do not follow it to lift a convolution acting in all spatial variables.

To tackle the second problem we need more structure of the kernel. Our proofs are based on the assumption that the associated kernel can be written as the derivative of a smoothing kernel. This allows us to shift derivatives from the kernel to test-functions. The fact, that we need more structure than just a certain scaling
behave near the singularity is not only a technical point. One cannot expect to be able to lift any kernel that behaves like $|x|^{-d}$, since these kernels do not induce a well-behaved operator, see Example 2.23.

Examples of operators which can be lifted by our method include the Riesz transforms, the Helmholtz resp. Leray projection and also the Bogovskii-operator.

Having lifts of all analytic operations at hand to formulate SQG on the level of regularity structures, we then turn to (1). We construct the regularity structure associated to SQG and perform the analytic step to show that the lifted equation has a unique solution for all $\mu > 2/3$ in Theorem 3.3. The nonlinearity has certain symmetries leading to cancellations, which helps to handle it in spaces of low regularity (see e.g. [5, 15]). We carry out the renormalisation in detail for $\mu > 4/5$ on the one hand to provide a self-contained result for readers not familiar with [3] and on the other hand to show that in this case no renormalisation constants in the approximating equations appear when carrying out the limit process. The local existence theorem is a first step towards the treatment of the critical case.

Furthermore, if $s,t \in \mathbb{R}$ we denote the norm by $|s| := \sup_{1 \leq i \leq d} |x_i|$ and for $(t,x) = (t,x_1,\ldots,x_d) \in \mathbb{R}^{1+d}$ we define the scaled norm $||(t,x)||_s = |t|^{1/s_0} \vee |x|$. For $k = (k_0,\ldots,k_d) \in \mathbb{N}_0^{1+d}$ we set $|k|_s := s_0 k_0 + \sum_{i=1}^d k_i$. We use the multiindex notation $x^{k} = x_1^{k_1} \cdots x_d^{k_d}$ and $(t,x)^{k} = t^{k_0} x_1^{k_1} \cdots x_d^{k_d}$ if $k \in \mathbb{N}_0^d$ or resp. in $\mathbb{N}_0^{d+1}$.

Furthermore, if $s, t \in \mathbb{R}$ we write $|s,t|_0 := |t|^{1/s_0} \wedge |s|^{1/s_0} \wedge 1$ and $|t|_0 := |t,t|_0 = |t|^{1/s_0}$.
By $S'(\mathbb{R}^d)$ we denote as usual the space of all Schwartz distributions. Given an integer $r > 0$, we define
\[ \mathcal{B}_r := \{ \varphi \in C^r(\mathbb{R}^d, \mathbb{R}) : \|\varphi\|_{C^r} \leq 1 \text{ and } \text{supp } \varphi \subset B_1(0) \} \]
and for $\varphi \in \mathcal{B}_r$, $x \in \mathbb{R}^d$ and $\lambda \in (0, 1]$, we define the scaled test-function $\varphi^\lambda_x$ by
\[ \varphi^\lambda_x(y) := \lambda^{-d} \varphi(\lambda^{-1}(y - x)) \quad (y \in \mathbb{R}^d). \]
The space of $\alpha$-Hölder continuous functions on $\mathbb{R}^d$ is for $\alpha \in (0, 1)$ defined by
\[ C^\alpha(\mathbb{R}^d) := \{ f \in C^0(\mathbb{R}^d) : |f(x) - f(y)| \leq C|x - y|^\alpha \text{ uniformly in } x, y \in \mathbb{R}^d \}. \]
For $\alpha = n + \beta$ with $n \in \mathbb{N}_0$ and $\beta \in (0, 1)$ the space $C^\alpha(\mathbb{R}^d)$ consists of all $n$-times continuously differentiable functions, such that all $n$-th derivatives of $f$ are in $C^\beta(\mathbb{R}^d)$.
If $\alpha < 0$ let $r = -\alpha$. We define for $\xi \in S'(\mathbb{R}^d) \cap (C^r_c(\mathbb{R}^d))'$ where $(C^r_c(\mathbb{R}^d))'$ denotes the dual of all $C^r(\mathbb{R}^d)$ functions with compact support
\[ \|\xi\|_{C^\alpha} := \sup_{x \in \mathbb{R}^d} \sup_{\lambda \in (0, 1]} \sup_{\varphi \in \mathcal{B}_r} \lambda^{-\alpha} |\langle \xi, \varphi^\lambda_x \rangle| \]
and set
\[ C^\alpha(\mathbb{R}^d) := \{ \xi \in S'(\mathbb{R}^d) \cap (C^r_c(\mathbb{R}^d))' : \|\xi\|_{C^\alpha} < \infty \}. \]
We write $C^\alpha$ for $C^\alpha(\mathbb{R}^d)$ to shorten the notation.
Finally, for a function $\xi : (0, T) \to C^\alpha$, where $T > 0$, $\alpha \in \mathbb{R} \setminus \mathbb{N}_0$ we define for $\delta > 0$, $\eta \leq 0$ with $\alpha - \delta \notin \mathbb{N}_0$ the weighted norm
\[ \|\xi\|_{C^\alpha_{\eta,T}} := \sup_{t \in [0,T]} |t|^{-\eta} \|\xi(t)\|_{C^\alpha} + \sup_{s \neq t \in [0,T]} \frac{\|\xi(t) - \xi(s)\|_{C^{\alpha-\delta}}}{|t-s|^\eta |t-s|^{\delta/\eta}} \]
and
\[ C^\alpha_{\eta,T} := \{ \xi : (0, T) \to \mathbb{R}^d : \|\xi\|_{C^\alpha_{\eta,T}} < \infty \}. \]
For the evaluation of a function at some $t$ we will use both notations $\xi_t = \xi(t)$.

For space-time test-functions for which we reserve the notation $\tilde{\varphi}$. For $(t, x) \in \mathbb{R}^{1+d}$ the scaled test-functions are then
\[ \tilde{\varphi}^\lambda_{t,x}(s, y) := \lambda^{-s_0-d} \tilde{\varphi}(\lambda^{-s_0}(t - s), \lambda^{-1}(y - x)) \quad (s \in \mathbb{R}, y \in \mathbb{R}^d) \]
and define the corresponding space $C^\alpha$ as above. The convolution in time and space we denote by $*$ and the convolution only in the spatial variable by $*_\mathbb{R}^d$.

2. Regularity structures and non-smoothing kernels

In this section we will give the definitions and results in the case that the domain is $\mathbb{R}^{1+d}$, but all the results also hold in the torus.

Definition 2.1. A regularity structure $\mathcal{T} = (A, T, G)$ consists of the following elements:
- An index set $A \subset \mathbb{R}$ such that $0 \in A$, $A$ is bounded from below and locally finite.
• A model space $\mathcal{T}$, which is a graded vector space $\mathcal{T} = \bigoplus_{\alpha \in A} T_\alpha$, with each $T_\alpha$ a Banach space. Elements in $T_\alpha$ are said to have homogeneity $\alpha$. Furthermore, $T_0 = \{1\} \cong \mathbb{R}$. Given $\tau \in T$, we will write $\|\tau\|_\alpha$ for the norm of its component in $T_\alpha$.

• A structure group $G$ of linear operators acting on $\mathcal{T}$ such that, for every $\Gamma \in G$, every $\alpha \in A$, and every $\tau_\alpha \in T_\alpha$, one has
$$
\Gamma \tau_\alpha - \tau_\alpha \in T_{\leq \alpha} := \bigoplus_{\beta < \alpha} T_\beta.
$$
Furthermore, $\Gamma 1 = 1$ for every $\Gamma \in G$.

For the neutral element in $G$ we will simply write 1. One easy example is the polynomial regularity structure. We will need it later on, so let us give the precise definition.

**Definition 2.2.** The polynomial regularity structure $\mathcal{F}_P = (A, \mathcal{T}, G)$ on $\mathbb{R} \times \mathbb{R}^d$ is given by:

- The set of homogeneities $A = \mathbb{N}_0$.
- The model space $\mathcal{T} = \bigoplus_{\alpha \in \mathbb{N}_0} \langle X^k : k \in \mathbb{N}_0, |k|_s = \alpha \rangle = \mathbb{R}[X_0, \ldots, X_d]$.
- The structure group $G := \{ \Gamma_h \in \mathcal{L}(T, T) : h \in \mathbb{R} \times \mathbb{R}^d \} \sim (\mathbb{R}^{1+d}, +)$ acting on $\mathcal{T}$ via
$$
\Gamma_h P(X) := P(X + h1), \quad h \in \mathbb{R} \times \mathbb{R}^d,
$$
for any polynomial $P$.

To associate a distribution to an abstract element $\tau \in \mathcal{T}$, so-called models are used.

**Definition 2.3.** Given a regularity structure $\mathcal{F} = (A, \mathcal{T}, G)$, an inhomogeneous model $M = (\Pi, \Gamma, \Sigma)$ for $\mathcal{F}$ on $\mathbb{R} \times \mathbb{R}^d$ consists of maps

$$
\Pi : \mathbb{R} \times \mathbb{R}^d \to \mathcal{L}(\mathcal{T}, S'(\mathbb{R}^d)), \quad (t, x) \mapsto \Pi_t^x,
\Gamma : \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^d \to G, \quad (t, x, y) \mapsto \Gamma_{xy}^t
\Sigma : \mathbb{R} \times \mathbb{R} \times \mathbb{R}^d \to G, \quad (t, s, x) \mapsto \Sigma_{sx}^t
$$
such that for $x, y, z \in \mathbb{R}^d, t, s, r \in \mathbb{R}$

$$
\Gamma_{xx}^t = 1, \quad \Gamma_{xy}^t \Gamma_{yx}^t = \Gamma_{xx}^t,
\Sigma_{tt}^x = 1, \quad \Sigma_{sx}^t \Sigma_{tx}^r = \Sigma_{st}^x
$$
and

$$
\Sigma_{sx}^t \Gamma_{xy}^t = \Gamma_{sx}^t \Sigma_{ty}^r,
\Pi_t^x \Gamma_{xy}^t = \Pi_y^x \Gamma_{xy}^t.
$$

Furthermore, for every $T > 0$ and every $\gamma > 0$, there exists a constant $C = C(T, \gamma)$ such that the bounds

$$
\langle \Pi_t^x \tau, \varphi_x^\gamma \rangle \leq C \chi^\gamma \|\tau\|_\alpha,
\|\Gamma_{xy}^t \|_\beta \leq C |x - y|^{\alpha - \beta} \|\tau\|_\alpha,
\|\Sigma_{sx}^t \|_\beta \leq C |t - s|^{(\alpha - \beta)/s_0} \|\tau\|_\alpha
$$
(2)
hold uniformly over \( \varphi \in \mathcal{B}_{k}, \ x, y \in \mathbb{R}^{d}, t, s \in [-T, T], \lambda \in (0, 1], \ \tau \in \mathcal{T}_{\alpha} \) with \( \beta < \alpha \leq \gamma \) and \( k > \lfloor \min A \rfloor \).

We say that \( \Pi \) has time regularity \( \delta > 0 \) if additionally

\[
|\langle \Pi_{x}^{t}, \tau \rangle - \Pi_{x}^{t}, \tau, \varphi_{x}^{\lambda} \rangle | \leq C |t-s|^{\delta/80} \lambda^{\alpha-\delta} \| \tau \|_{\alpha}
\]

holds under the above restrictions.

**Remark 2.4.**

(a) The map \( \Pi_{x} \) realizes abstract elements as a distribution with base point \( (t, x) \) while the map \( \Gamma_{xy}^{t} \) together with the identity \( \Pi_{x}^{t} \Gamma_{xy}^{t} = \Pi_{y}^{t} \) reflects the turning of an expansion around \( y \) into an expansion around \( x \). Respectively, \( \Sigma \) describes shifts in time.

(b) If we have an inhomogeneous given model \( M = (\Pi, \Gamma, \Sigma) \) given we define \( \tilde{M} := (\tilde{\Pi}, \tilde{\Gamma}) \) by setting

\[
(\tilde{\Pi}_{(t,x)}(\tilde{\varphi}) := \int_{\mathbb{R}} (\Pi_{x}^{t} \Sigma_{x}^{s})_{\tau}(\tilde{\varphi}(s, \cdot)) ds,
\]

\[
(\tilde{\Gamma}_{(t,x)(s,y)} := \Gamma_{xy}^{t} \Sigma_{y}^{s} = \Sigma_{x}^{t} \Gamma_{xy}^{s}
\]

for any test-function \( \tilde{\varphi} : \mathbb{R} \times \mathbb{R}^{d} \) and \( (t, x), (s, y) \in \mathbb{R}^{1+d} \). Then \( \tilde{M} \) is a model in the sense of [19].

(c) In the applications we will only need to consider a finite set of homogeneities bounded by some \( \gamma > 0 \) and the corresponding subset \( \mathcal{T}_{\gamma} := \oplus_{A, \alpha < \gamma} \mathcal{T}_{\alpha} \) of the model space \( \mathcal{T} \).

(d) For an inhomogeneous given model \( M = (\Pi, \Gamma, \Sigma) \) on a regularity structure \( \mathcal{F} \) and \( \gamma > 0 \) we denote by \( \| \Pi \|_{\gamma; T}, \| \Gamma \|_{\gamma; T} \) and \( \| \Sigma \|_{\gamma; T} \) the smallest constants such that the bounds (2) hold. If the model has time regularity \( \delta > 0 \) we denote by \( \| \Pi \|_{\delta, \gamma; T} \) the smallest constant such that (3) holds. We set

\[
\| M \|_{\gamma; T} := \| \Pi \|_{\gamma; T} + \| \Gamma \|_{\gamma; T} + \| \Sigma \|_{\gamma; T},
\]

\[
\| M \|_{\delta, \gamma; T} := \| \Pi \|_{\delta, \gamma; T} + \| \Pi \|_{\gamma; T}.
\]

If \( \mathcal{M} := (\tilde{\Pi}, \tilde{\Gamma}, \tilde{\Sigma}) \) is second model, then in general \( (\Pi - \widetilde{\Pi}, \Gamma - \widetilde{\Gamma}, \Sigma - \widetilde{\Sigma}) \) is not a model, but the bounds (2) and (3) still make sense and we define

\[
\| M \|_{\gamma; T} := \| \Pi \|_{\gamma; T} + \| \Gamma \|_{\gamma; T} + \| \Sigma \|_{\gamma; T},
\]

\[
\| M \|_{\delta, \gamma; T} := \| \Pi \|_{\delta, \gamma; T} + \| M \|_{\gamma; T}.
\]

With the definition of an inhomogeneous model at hand, we are now able to construct such an inhomogeneous model for the polynomial regularity structure \( \mathcal{S}_{p} \) given in Definition 2.2.

**Definition 2.5.** For \( \mathcal{S}_{p} \) we define the inhomogeneous model \( M = (\Pi, \Gamma, \Sigma) \) by

\[
\Pi_{x}^{t} X^{k} := \begin{cases} (x-y)^{k}, & k_{0} = 0 \smallskip 0, & k_{0} > 0, \end{cases}
\]

\[
\Gamma_{xy}^{t} := \Gamma_{(0,x-y)}, \quad \Sigma_{x}^{t} := \Gamma_{(t-s,0)}
\]

for \( x, y \in \mathbb{R}^{d}, t, s \in \mathbb{R} \) and \( k = (k_{0}, \vec{k}) \in \mathbb{N}_{0} \times \mathbb{N}_{0}^{d} \), where \( \Gamma_{h} \) is defined as in Definition 2.2.
Remark 2.6. a) We defined $\Pi^\xi$ here as a function and not as a distribution, this has to be interpreted as the regular distribution generated by the function.

b) If we define the model $\tilde{M}$ as in (2.4) b) then it acts on the polynomials in the usual way.

For functions taking values in $T_{<\gamma}$ we have a norm (weighted in time) and we can define the function space of modelled distributions using this norm.

Definition 2.7. Let $\mathcal{S}$ be a regularity structure equipped with an inhomogeneous model $M = (\Pi, \Gamma, \Sigma)$ over $\mathbb{R} \times \mathbb{R}^d$ and $\gamma > 0$, $\eta \in \mathbb{R}$.

For $T > 0$ and $F : (0, T) \times \mathbb{R}^d \to T_{<\gamma}$ we define

$$
\|F\|_{\infty; \gamma; T} := \sup_{t \in (0, T)} \sup_{x \in \mathbb{R}^d} \sup_{m \in A, m < \gamma} \|F(t, x)\|_m,
$$

$$
[F]_{\gamma; T}^{\text{space}} := \sup_{t \in (0, T)} \sup_{x \in \mathbb{R}^d} \sup_{m \in A, m < \gamma} \left\|F(t, x) - \Gamma^t_{xy} F(t, y)\right\|_m,
$$

$$
[F]_{\gamma; T}^{\text{time}} := \sup_{t \in (0, T)} \sup_{x \in \mathbb{R}^d} \sup_{m \in A, m < \gamma} \left\|F(t, x) - \Sigma^t_x F(s, x)\right\|_m,
$$

and the space of inhomogeneous modelled distributions

$$
\mathcal{D}^{\gamma; \eta}(T; M) := \{F : (0, T) \times \mathbb{R}^d \to T_{\gamma}; \|F\|_{\gamma; T} < \infty\}.
$$

If $\mathcal{M} = (\Pi, \Gamma, \Sigma)$ is a second model and $\mathcal{D}^{\gamma; \eta}(T; \mathcal{M})$ the corresponding space of modelled distribution, we define the distance between functions $F \in \mathcal{D}^{\gamma; \eta}(T; M)$ and $\mathcal{F} \in \mathcal{D}^{\gamma; \eta}(T; \mathcal{M})$ as

$$
\|F; \mathcal{F}\|_{\gamma; T} := \|F - \mathcal{F}\|_{\infty; \gamma; T}
$$

$$
+ \sup_{t \in (0, T)} \sup_{x \in \mathbb{R}^d} \sup_{m \in A, m < \gamma} \left\|F(t, x) - \Gamma^t_{xy} F(t, y) - (\mathcal{F}(t, x) - \Gamma^t_{xy} \mathcal{F}(t, y))\right\|_m,
$$

$$
\|F; \mathcal{F}\|_{\gamma; T} := \|F - \mathcal{F}\|_{\infty; \gamma; T}
$$

$$
+ \sup_{t, s \in (0, T)} \sup_{x \in \mathbb{R}^d} \sup_{m \in A, m < \gamma} \left\|F(t, x) - \Gamma^t_{xy} F(t, y) - (\mathcal{F}(t, x) - \Sigma^t_x \mathcal{F}(s, x))\right\|_m.
$$

Remark 2.8. a) We will often write $F_t := F(t, \cdot)$.

b) Let us emphasis that the space $\mathcal{D}^{\gamma}(T; M)$ depends on $\Gamma$ and $\Sigma$, but not on $\Pi$. We will drop the dependence on the model from time to time.

c) Let $M = (\Pi, \Gamma, \Sigma)$ be an inhomogeneous model and $\tilde{M} = (\tilde{\Pi}, \tilde{\Gamma})$ be the model defined in Remark 2.2. Then the corresponding spaces of modelled distributions $\tilde{D}^{\gamma; \eta}(T; \tilde{M})$ defined in [19] satisfy $\tilde{D}^{\gamma; \eta}(T; \tilde{M}) \subset D^{\gamma; \eta}(T; M)$ (in general $\supset$).

One of the most important results is the existence of the reconstruction operator, which is a mapping from $(0, T] \times \mathcal{D}^{\gamma; \eta}(T; M)$ onto the space of H"older distributions $C^\alpha(\mathbb{R}^d)$. In case of an inhomogeneous model with time regularity $\delta > 0$ this yields functions in a weighted space $C^{\gamma, \alpha}_{\eta \gamma; T}$.
Theorem 2.9 (Reconstruction). Let \( M = (\Pi, \Gamma, \Sigma) \) be an inhomogeneous model for a regularity structure \( \mathcal{T} \) on \( \mathbb{R} \times \mathbb{R}^d \), \( \alpha := 0 \wedge \min A \) and \( \gamma > 0, \eta \in \mathbb{R} \).

(i) There exists a unique linear map
\[
\mathcal{R} : (0, T] \times \mathcal{D}^{\gamma, \eta}(T; M) \to C^\alpha(\mathbb{R}^d)
\]
such that
\[
\left| \left( \mathcal{R}_t F_\tau - \Pi_\tau^x F_t(x) \right) \right| \leq C \lambda^L |t|^{\gamma-\eta} \| F \|_{\gamma, \eta; T} \| \Pi \|_{\gamma; T},
\]
uniformly over all \( \varphi \in \mathcal{B}_r, \lambda \in (0, 1], F \in \mathcal{D}^{\gamma, \eta}(T; M), t \in (0, T] \) and \( x \in \mathbb{R}^d \), where \( r \) is the smallest integer such that \( r > |A| \).

(ii) If \( \Pi \) has additionally time regularity \( \delta > 0 \) then for any \( \delta \in (0, \delta] \) such that \( \delta < m - \zeta \) for all \( \zeta, m \in A \cup \{ \gamma \} \) with \( \zeta < m \leq \gamma \) the function \( t \mapsto \mathcal{R}_t F_t \) satisfies
\[
\| \mathcal{R} F \|_{C^\alpha_{\gamma-\eta; T}} \leq C \| \Pi \|_{\delta, \gamma; T} (1 + \| \Sigma \|_{\gamma; T}) \| F \|_{\gamma, \eta; T},
\]
(iii) Let \( \mathcal{T}' = (\Pi', \Gamma', \Sigma) \) be another model for \( \mathcal{T} \) and \( \mathcal{T} \) be the corresponding operator as in (i). If \( \Pi \) and \( \Pi \) have time regularity \( \delta > 0 \) and \( \delta \) is as in (ii), then for every \( F \in \mathcal{D}^{\gamma, \eta}(T; M) \) and \( \mathcal{F} \in \mathcal{D}^{\gamma, \eta}(T; \mathcal{M}) \) the maps \( t \mapsto \mathcal{R}_t F_t \) and \( F \mapsto \mathcal{R}_t F_t \) satisfy
\[
\| \mathcal{R} F - \mathcal{R} F' \|_{C^\alpha_{\gamma-\eta; T}} \leq C \| \Pi \|_{\delta, \gamma; T} \| \Pi' \|_{\delta, \gamma; T} \| F \|_{\gamma, \eta; T} \text{ and } \| \mathcal{F} \|_{\gamma, \eta; T},
\]
where \( C \) depends on the maximum of \( \| \Pi \|_{\delta, \gamma; T}, \| \Pi' \|_{\delta, \gamma; T} \| F \|_{\gamma, \eta; T} \text{ and } \| \mathcal{F} \|_{\gamma, \eta; T} \).

Remark 2.10. a) We call \( \mathcal{R} \) the reconstruction operator.

b) The map \( \mathcal{R}_t \) can be viewed as a nonlinear map from the space of all inhomogeneous models and all modelled distributions into \( C^\alpha \). For \( \Gamma \) and \( \Sigma \) fixed, the map \( \mathcal{R} \) is actually bilinear in \( F \) and \( \Pi \).

c) If \( \Pi_\tau^x \) is a continuous function for every \( \tau \in \mathcal{T} \) and every \( (t, x) \in \mathbb{R}^{1+d} \), then \( \mathcal{R} F \) is also a continuous function and \( \mathcal{R} \) is given by the explicit formula
\[
(\mathcal{R}_t F_t)(x) = (\Pi_\tau^x F_t(x))(x).
\]
d) If \( M \) is an inhomogeneous model with \( \mathcal{D}^{\gamma, \eta}(T; M) \) the space of inhomogeneous distributions and \( \mathcal{R} \) the reconstruction operator and \( \mathcal{M}, \mathcal{D}^{\gamma, \eta}(T; \mathcal{M}) \) as in Remark 2.8 then we have for the reconstruction operator \( \mathcal{R} \) from [19] that \( \mathcal{R} = \mathcal{R}_t \) on \( \mathcal{D}^{\gamma, \eta}(T; M) \) (note, that the domain of definition of \( \mathcal{R} \) is in general smaller than the one of \( \mathcal{R} \)).

Next, we lift different analytic operations to the level of regularity structures. We cannot define all operations on the whole structure and to take that into account we first introduce sectors of a regularity structure.

Definition 2.11. Given a regularity structure \( \mathcal{T} = (A, \mathcal{T}, G) \) equipped with a model \( M = (\Pi, \Gamma, \Sigma) \) and \( \gamma > 0, \eta \in \mathbb{R} \). We call a subspace \( V \subset \mathcal{T} \) a sector if

(i) \( V \) is invariant under the action of \( G \), i.e. \( \Gamma V \subset V \) for every \( \Gamma \in G \),

(ii) \( V \) can be written as \( V = \bigoplus_{\alpha \in A} V_\alpha \) with \( V_\alpha \subset \mathcal{T}_\alpha \).
Furthermore, we define the space of modelled distributions whose range is contained in a sector $V$ as
\[ \mathcal{D}^\gamma;\eta(T;V;M) := \{ F \in \mathcal{D}^\gamma;\eta(T;M) : F(t,x) \in V \text{ for all } (t,x) \in (0,T) \times \mathbb{R}^d \}. \]

We call the minimal $\alpha_0 < \gamma$ such that $V_{\alpha_0} \neq 0$ the regularity of the sector. We will write
\[ \mathcal{D}^\gamma;\eta_{\alpha_0}(T;V;M) := \left\{ f \in \mathcal{D}^\gamma;\eta(T;V;M) : f(x) \in T_{\geq \alpha_0} = \bigoplus_{\beta \geq \alpha_0} T_\beta \right\} \]
to indicate the regularity of the sector in the notation of the space of modelled distributions.

**Definition 2.12.** Given a regularity structure $\mathcal{F} = (A, \mathcal{T}, G)$ and two sectors $V, \tilde{V} \subset \mathcal{T}$, a *product* on $(V, \tilde{V})$ is a bilinear continuous map $\star : V \times \tilde{V} \to \mathcal{T}$ such that, for any $\tau \in V_\alpha$, $\tilde{\tau} \in \tilde{V}_\beta$, and $\Gamma \in G$, one has
\[ \tau \star \tilde{\tau} \in \mathcal{T}_{\alpha+\beta} \quad \text{and} \quad \Gamma(\tau \star \tilde{\tau}) = \Gamma \tau \star \Gamma \tilde{\tau}, \]

With such a product at hand, we want to know if the pointwise product of two modelled distributions yields again a modelled distribution. The next theorem answers this question.

**Theorem 2.13.** Given a regularity structure $\mathcal{F} = (A, \mathcal{T}, G)$ and sectors $V, \tilde{V} \subset \mathcal{T}$. Let $f_1 \in \mathcal{D}^{\gamma_1;\eta_1}(T;V;M)$, $f_2 \in \mathcal{D}^{\gamma_2;\eta_2}(T;\tilde{V};M)$, and let $\star$ be a product on $(V, \tilde{V})$. Then, the function $f$ given by $f(x) = f_1(x) \star f_2(x)$ belongs to $\mathcal{D}^{\gamma_1+\gamma_2;\eta_1+\eta_2}(T;M)$ with
\[ \alpha = \alpha_1 + \alpha_2, \quad \gamma = (\gamma_1 + \alpha_2) \wedge (\gamma_2 + \alpha_1), \quad \eta = (\eta_1 + \alpha_2) \wedge (\eta_2 + \alpha_1) \wedge (\eta_1 + \eta_2). \]

### 2.1. Integration against Singular Kernels

Next we want to include the integration against singular kernels into the setting of regularity structures. For smoothing kernels (in space and time) this has been done already and we only cite the needed results, but for non-smoothing kernels like the Riesz transform the result is new. Additionally, the Riesz transform acts only in the spatial variable which is the reason to consider inhomogeneous models.

To lift such nonlocal operators we need regularity structures which contain the polynomials in a certain sense.

**Definition 2.14.** We call a regularity structure $\mathcal{F} = (A, \mathcal{T}, G)$ normal, if there exists a sector $\mathcal{T} \subset \mathcal{T}$ isomorphic to the space of abstract polynomials in $1 + d$ commuting variables, meaning $\mathcal{T}_\alpha \neq 0$ if and only if $\alpha \in \mathbb{N}$, and one can find basis vectors $X^k$ of $\mathcal{T}_{|k|}$ such that every element $\Gamma \in G$ acts on $\mathcal{T}$ by $\Gamma X^k = (X + h1)^k$ for some $h \in \mathbb{R}^d$.

**Definition 2.15.** Let $\mathcal{F} = (A, \mathcal{T}, G)$ be a normal regularity structure. Given a sector $V \subset \mathcal{T}$, a linear map $\mathcal{I} : V \to \mathcal{T}$ is an *abstract integration map of order $\beta \geq 0$* if it satisfies the following properties:

(i) For every $\alpha \in A$ one has $\mathcal{I} : V_\alpha \to \mathcal{T}_{\alpha+\beta}$.
(ii) For every $\tau \in V \cap \mathcal{T}$ one has $\mathcal{I} \tau = 0$.
(iii) For every $\tau \in V$ and every $\Gamma \in G$ one has $\mathcal{I} \Gamma \tau - \Gamma \mathcal{I} \tau \in \mathcal{T}$.

In the case of $\alpha + \beta \notin A$, (i) is understood as $\mathcal{I} \tau = 0$ if $\tau \in V_\alpha$. 

2.1.1. Integration against Regularizing Kernels. Let us first turn to regularising kernels and make precise what we mean exactly when we said that $K$ “improves regularity by order $\beta > 0$”.

**Definition 2.16.** We call a kernel $K : \mathbb{R}^{1+d} \setminus \{0\} \to \mathbb{R}$ $\beta$-regularising if it is smooth and if one can write $K = \sum_{n \geq 0} K_n$ where each of the kernels $K_n : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}$ is smooth and compactly supported in a ball of radius $2^{-n}$ around the origin.

Furthermore, we assume that for every multi-index $k \in \mathbb{N}^{1+d}$, there exists a constant $C$ such that

$$
\sup_{(t,x) \in \mathbb{R} \times \mathbb{R}^d} |D^k K_n(t,x)| \leq C 2^{(d+s_0-\beta+|k|)n}
$$

holds uniformly in $n$. Finally, we assume that there exists $N \in \mathbb{N}$ sufficiently large such that $\int_{\mathbb{R}} \int_{\mathbb{R}^d} K_n(t,x)P(t,x)dx \, dt = 0$ for every polynomial $P$ of degree at most $N$.

**Remark 2.17.** Lemma 5.5 in \cite{[19]} shows, that it is possible under certain scaling behaviours to decompose a smooth function $\bar{K} : \mathbb{R} \times \mathbb{R}^d \setminus \{0\} \to \mathbb{R}$ as $\bar{K}(t,x) = K(t,x) + R(t,x)$ such that $R$ is $C^\infty$ and $K$ is regularising in the sense of Definition 2.16.

From now on, we assume that $K(t,x) = 0$ for $t < 0$, i.e., $K$ is non-anticipative.

To define models that are “compatible” with a regularising kernel we need a function that helps us to force $\Pi_x \mathcal{I}_x$ to vanish at the correct order. For this, given a kernel $K$ satisfying Assumption 2.16 for every $t \in \mathbb{R}, x \in \mathbb{R}^d$ and $\tau \in T_0$, with $\alpha \in A$, we define a function $\mathcal{J}(t,x) : T \to \mathcal{T}$ by

\begin{equation}
\mathcal{J}(t,x) := \sum_{|k| < \alpha + \beta} \sum_{n \geq 0} \frac{X^k}{k!} \int_0^t \langle \Pi^{\alpha}_x \Sigma^{\alpha}_x \tau, D^K K_n(t-s,x-\cdot) \rangle \, ds,
\end{equation}

which reads formally as

$$
\mathcal{J}(t,x) = \sum_{|k| < \alpha + \beta} \frac{X^k}{k!} \int_0^t \int_{\mathbb{R}^d} \langle \Pi^{\alpha}_x \Sigma^{\alpha}_x \tau \rangle(s,y) D^K K(t-s,x-y) \, dy \, ds
$$

$$
= \sum_{|k| < \alpha + \beta} \frac{X^k}{k!} \langle (\Pi^{\alpha}_x \Sigma^{\alpha}_x \tau) * D^K K \rangle(t,x).
$$

$\mathcal{J}(t,x)$ is well-defined since the sum converges absolutely by \cite{[19]} Lemma 5.19. We can now define suitable models.

**Definition 2.18.** Let $K$ be a $\beta$-regularising kernel and $\mathcal{J}$ a normal regularity structure. Further, let $\mathcal{I} : V \to \mathcal{T}$ be an abstract integration map of order $\beta > 0$ defined on some sector $V$. We say that an inhomogeneous model $M = (\Pi, \Gamma, \Sigma)$ realizes $K$ for $\mathcal{I}$ if the identity

\begin{equation}
\Pi^{\alpha}_x \mathcal{I}_x = K * \Pi^{\alpha}_x \Sigma^{\alpha}_x \mathcal{J}(t,x) - \Pi^{\alpha}_x \mathcal{J}(t,x)
\end{equation}

holds for every $\tau \in V$ with $|\tau| \leq N$ and if for all $s, t \in \mathbb{R}, x, y \in \mathbb{R}^d$

$$
\Gamma^{\alpha}_x(t,s,y) = (\mathcal{I} + \mathcal{J}(t,x)) \Gamma^{\alpha}_x(t,s,y),$$

$$
\Sigma^{\alpha}_x(t,s,x) = (\mathcal{I} + \mathcal{J}(t,x)) \Sigma^{\alpha}_x(t,s,x).
$$

The existence of an abstract integration map and a realizing model is guaranteed by the following theorem under rather mild assumptions.
Theorem 2.19 (Extension Theorem). Let \( \mathcal{T} = (A, T, G) \) be a normal regularity structure, let \( \beta > 0 \) and \( V \subset \mathcal{T} \), \( \gamma > 0 \), be a sector with the property that for every \( \alpha \notin \mathbb{N} \) with \( V_\alpha \neq \{0\} \), one has \( \alpha + \beta \notin \mathbb{N} \). Let furthermore \( W \subset V \) be a subsector of \( V \) and let \( K \) be a \( \beta \)-smoothing kernel. Let \( M = (\Pi, \Gamma, \Sigma) \) be an inhomogeneous model for \( \mathcal{T} \), and let \( \mathcal{I} : W \to \mathcal{T} \) be an abstract integration map of order \( \beta \) such that \( M \) realizes \( K \) for \( \mathcal{I} \).

Then, there exists a regularity structure \( \mathcal{T} \) containing \( \mathcal{T} \), in the sense that \( \mathcal{T} \subset \mathcal{T} \) and the action of \( G \) on \( \mathcal{T} \) is compatible with that of \( G \), a model \( \hat{M} = (\hat{\Pi}, \hat{\Gamma}, \hat{\Sigma}) \) for \( \mathcal{T} \) extending \( M \), and an abstract integration map \( \hat{\mathcal{I}} : V \to \mathcal{T} \) of order \( \beta \) such that the model \( \hat{M} \) realizes \( K \) for \( \hat{\mathcal{I}} \), and the map \( \hat{\mathcal{I}} \) extends \( \mathcal{I} \) from \( W \) to \( V \).

Proof. The proof is virtually the same as for the statement regarding homogeneous models, see [19, Theorem 5.14]. The only differences are in the definition of the extended model \( (\Pi, \hat{\Gamma}, \hat{\Sigma}) \) and the additional algebraic properties that the inhomogeneous model requires.

Using the same notation as in the original proof, we define

\[
\hat{\Pi}^t(a, b) := \Pi^t a + K * \Pi^t \Sigma^t b - \Pi^t \mathcal{J}(t, x) b,
\]

where \((a, b) \in T \oplus W \). It is then straightforward to verify that \( \hat{\Pi} \) satisfies \( \mathcal{R} \) on the extended model space \( T \oplus W \).

In complete analogy to the original proof, we define

\[
\hat{\Gamma}_{xy}^t := \Gamma_{xy}^t, \quad \hat{\mathcal{I}}_{xy}^t = \mathcal{I}_{xy}^t - \mathcal{J}(t, y), \\
\hat{\Sigma}_{x}^t := \Sigma_x^t, \quad \hat{\mathcal{J}}(s, x) = \Sigma_x^t \mathcal{J}(t, x)
\]

and obtain that \((\hat{\Pi}, \hat{\Gamma}, \hat{\Sigma})\) is a model realising \( K \) for \( \hat{\mathcal{I}} \).

Remark 2.20. The above theorem allows the case for \( W \) to be empty, which implies, under the above assumptions, the existence of abstract integration maps as well as realizing models.

Next, we aim at the actual lift of the convolution with \( K \) to the level of regularity structures. We define

\[
(NF)(t, x) := \sum_{[k]<\gamma+\beta} \frac{X_k}{k!} \int_0^t \mathcal{R}_s F_s - \Pi^t \Sigma^t F_t(x), D^k K_n(t - s, x - \cdot)ds.
\]

Then we have the following result, see [20, Theorem 2.21] for the proof.

Theorem 2.21. Given a normal regularity structure \( \mathcal{T} = (A, T, G) \) equipped with an inhomogeneous model \( M = (\Pi, \Gamma, \Sigma) \) and a sector \( V \subset \mathcal{T} \) of regularity \( \alpha_0 \). Let \( \alpha := 0 \land \alpha_0, \gamma, \beta > 0 \) with \( \gamma + \beta \notin \mathbb{N} \) and \( K \) be a \( \beta \)-regularizing kernel with \( N \geq \gamma + \beta \land |\alpha| \). Further, let \( \mathcal{I} : V \to \mathcal{T} \) be an abstract integration map of order \( \beta \) and let \( M \) realize \( K \) for \( \mathcal{I} \). For \( \eta \in (\gamma - \delta, \gamma) \) and \( T > 0 \) define the operator \( \mathcal{K} \) for \( F \in \mathcal{D}_{\eta}(T; V; M) \) by

\[
(KF)(t, x) = \mathcal{I} F(t, x) + \mathcal{J}(t, x) F(t, x) + (NF)(t, x).
\]

Then, \( \mathcal{K} \) maps \( \mathcal{D}_{\eta}(T; V; M) \) onto \( \mathcal{D}_{\gamma+\beta,(\gamma+\beta) \land |\alpha|}(T; M) \) with

\[
\|KF\|_{\gamma+\beta,(\gamma+\beta) \land |\alpha|; T} \leq C \|F\|_{\gamma,T} \|\Pi\|_{\gamma,T} \|\Sigma\|_{\gamma,T} (1 + \|\Gamma\|_{\gamma+\beta; T} + \|\Sigma\|_{\gamma+\beta; T})
\]

where \( C \) is a universal constant.
and the identity
\[ R_s K F_t = (K * R_s F_t)(t) \]
holds for \( t \in (0, T) \).

If \( \mathcal{M} = (\mathcal{P}_T, \Sigma) \) is another inhomogeneous model realizing \( K \) for \( \mathcal{I} \) under the same assumptions as above and \( \gamma, \eta \) are the identity, then we have for all \( F \in \mathcal{D}^{\gamma, \eta}(T; V; \mathcal{M}) \) and \( \overline{F} \in \mathcal{D}^{\gamma, \eta}(T; V; \mathcal{M}) \)
\[ \| K F ; \gamma, \eta \|_{\mathcal{D}^{\gamma, \eta}(T; V; \mathcal{M})} \leq C(\| F ; \gamma, \eta \|_{\mathcal{D}^{\gamma, \eta}(T; V; \mathcal{M})} + \| M ; \mathcal{M} \|_{\mathcal{D}^{\gamma, \eta}(T; V; \mathcal{M})}), \]
where \( C \) depends on the maximum of \( \| F ; \gamma, \eta \|_{\mathcal{D}^{\gamma, \eta}(T; V; \mathcal{M})}, \| \overline{F} ; \gamma, \eta \|_{\mathcal{D}^{\gamma, \eta}(T; V; \mathcal{M})}, \| \mathcal{P} ; \gamma, \eta \|_{\mathcal{D}^{\gamma, \eta}(T; V; \mathcal{M})}, \| \mathcal{H} ; \gamma, \eta \|_{\mathcal{D}^{\gamma, \eta}(T; V; \mathcal{M})}, \| \big| \big| \mathcal{I} ; \gamma, \eta \big| \big| \|_{\mathcal{D}^{\gamma, \eta}(T; V; \mathcal{M})}, \| \big| \big| \Sigma ; \gamma, \eta \big| \big| \|_{\mathcal{D}^{\gamma, \eta}(T; V; \mathcal{M})}, \| \big| \big| \big| \Sigma ; \gamma, \eta \big| \big| \|_{\mathcal{D}^{\gamma, \eta}(T; V; \mathcal{M})} \) and \( \| \mathcal{I} ; \gamma, \eta \|_{\mathcal{D}^{\gamma, \eta}(T; V; \mathcal{M})} \).

### 2.1.2. Integration against Non-regularizing Kernels

Now, let us turn to a non-regularising kernel \( R \) depending only on the spatial variables, which corresponds to the case \( \beta = 0 \) in the above definitions. The convolution with such a kernel is in general not a well-defined operator and hence we cannot expect that only the behaviour of the singularity is enough to lift it without any additional assumptions. Our framework is, that we can write the behaviour of the singularity is enough to lift it without any additional assumptions. This is slightly more general than assuming that \( L \) is exactly of order \( \beta \) and even so we do not need this generalization for the Riesz transform it can be helpful in other applications.

Since such a kernel does not improve the regularity in time we can only aim to prove that we get a mapping from \( \mathcal{D}^{\gamma, \eta} \) into itself, which is the reason to call all these kernels non-regularizing. Let us make the definition precise.

**Definition 2.22.** We call a kernel \( R : \mathbb{R}^d \to \mathbb{R} \) non-regularising if there exist \( \beta_L \in \mathbb{N}_0, \ 0 \neq \beta \geq \beta_L \), a kernel \( G : \mathbb{R}^d \setminus \{0\} \to \mathbb{R} \) and a differential operator \( L \) of order \( \beta_L \) with constant coefficients such that \( R = LG \).

Furthermore, we assume \( G = \sum_{n \geq 0} G_n \) where each of the kernels \( G_n : \mathbb{R}^d \to \mathbb{R} \) is smooth and compactly supported in a ball of radius \( 2^{-n} \) around the origin and that for every multi-index \( k \in \mathbb{N}_0^d \), there exists a constant \( C \) such that
\[ \sup_{x \in \mathbb{R}^d} | D_k G_n(x) | \leq C 2^{(d+|k|_\beta)n} \]
holds uniformly in \( n \). Finally, we assume that there exists \( N \in \mathbb{N} \) sufficiently large such that \( \int_{\mathbb{R}^d} G_n(x) P(x) dx = 0 \) for every polynomial \( P \) of degree at most \( N \).

We have for such a kernel \( R = \sum_{n \geq 0} R_n := \sum_{n \geq 0} LG_n, \) \( \sup_{x \in \mathbb{R}^d} | D_k R_n(x) | \leq C 2^{(d+|k|_\beta-L_\beta)n} \) and \( \int_{\mathbb{R}^d} R_n(x) P(x) dx = 0 \) for every polynomial \( P \) of degree at most \( N + \beta_L \).

**Example 2.23.**

- a) The Riesz transform \( R_i \) given by \( \partial_i \Delta^{-1/2} \) fits in our setting, since the Kernel corresponding to \( \Delta^{-1/2} \) is 1-regularizing on \( \mathbb{R}^d \).
- b) The Helmholtz (or Leray) projection is given by \( P = 1 - \nabla \Delta^{-1} \) where \( \Delta \) is the Laplacian operator. Integration by parts yields \( P u = u - \nabla K * u \) where \( K \) is the kernel corresponding to \( \Delta^{-1} \). Integration by parts yields \( u_0 = u + \nabla (\sum_{i=1}^d \partial_i K * u_i) = u + \sum_{i=1}^d \nabla \partial_i K * u_i \). The kernels \( \nabla \partial_i K \) are non-regularizing in the above sense and so the results of this section can be applied to \( P - 1 \), which also yields a way to lift \( P \) itself.
c) The convolutions with the kernel $K(x) = |x|^{-d}$ is not a well-defined operator. Considering any positive smooth function which is constant and non-zero in a small ball around the origin, the convolution is infinite in this ball.

For a non-regularizing kernel $R, t \in \mathbb{R}, x \in \mathbb{R}^d$ and $\tau \in T_\alpha$ with $\alpha \in A, \alpha + \beta \notin \mathbb{N}_0$, we formally define the function $J(t, x) : T \to \mathbb{T}$ by

\begin{equation}
J(t, x) := \sum_{|k| < \alpha} \sum_{n \geq 0} \frac{X^k}{k!} (\Pi^x_\tau R_n(x - \cdot)).
\end{equation}

Note, that we will need the additional structure of $R$ to guarantee that the sum converges absolutely and that $J(t, x)$ is well-defined. We are interested in models that realize $R$ in the following sense.

**Definition 2.24.** Let $R$ be a non-regularising kernel and $\mathcal{F}$ a normal regularity structure. Further, let $I : V \to T$ be an abstract integration map of order 0. We say that an inhomogeneous model $M = (\Pi, \Gamma, \Sigma)$ realizes $R$ for $I$ if the identity

\begin{equation}
\Pi^t I \tau = K \ast_R \Pi^t \tau - \Pi^t J(t, x) \tau
\end{equation}

holds for every $\tau \in T$ with $|\tau| \leq N$ and if for all $t, s \in \mathbb{R}, x, y \in \mathbb{R}^d$

\begin{align*}
\Gamma^t_{xy}(I + J(t, y)) & = (I + J(t, x))\Gamma^t_{xy}, \\
\Sigma^t_{s,x}(I + J(s, x)) & = (I + J(t, x))\Sigma^t_{s,x}.
\end{align*}

To show that $J$ is well-defined and that the right-hand side of (12) makes sense, we prove an estimate for $\langle \Pi^t \tau, D^k R_n(x - \cdot) \rangle$ first.

**Lemma 2.25.** Let $R$ be a non-regularising kernel and $\mathcal{F}$ a regularity structure equipped with an inhomogeneous model $(\Pi, \Gamma, \Sigma)$. Then for every $\alpha \in A$ with $\alpha + \beta \notin \mathbb{N}_0, T > 0, \tau \in T_\alpha$, $k = (k_1, \ldots, k_d) \in \mathbb{N}_0^d$ we have

\[ |\langle \Pi^t \tau, D^k R_n(x - \cdot) \rangle| \leq C 2^{(\beta_L - |\beta| + k)n} \|\Pi\|_{\alpha; T} \]

uniformly over $t \in [0, T]$ and $x \in \mathbb{R}^d$.

For $|k| \leq \alpha$ this implies that $J$ is well-defined. Also the proof of the extension theorem makes use of this bound. In detail, this is required to show the analytic bound on $\Gamma^t_{xy}$ as can be seen in the proof of Lemma 5.21 in [19].

We begin the proof of Lemma 2.25 with an estimate which is useful in regimes of large scales, meaning for those $n$ such that $\|x - y\|_a \leq 2^{-n}$. For this case we can follow the proof of Lemma 5.18 in [19]. To shorten the notation let us define

\[ R_{n,xy}^{k,\alpha}(z) := D^k R_n(y - z) - \sum_{|k+l|_a < \alpha} \frac{(y-x)^l}{l!} D^{k+l} R_n(x - z). \]

**Lemma 2.26.** Let $n \in \mathbb{N}$. Under the conditions of Lemma 2.25 we have for $\tau \in T_\alpha$

\[ |\langle \Pi^t_{xy} \rangle (R_{n,xy}^{k,\alpha})| \leq C \|\Pi\|_{\alpha; T} (1 + \|\Gamma\|_{\alpha; T}) \sum_{\delta > 0} 2^{\delta n} \|x - y\|^{\delta + \alpha + \beta - |\beta| - k}\]

uniformly over $t \in [0, T], x, y \in \mathbb{R}^d$ and $\|x - y\|_a \leq 2^{-n}$ and where the sum runs over finitely many $\delta$. 
Remark 2.27. Note, that \( \beta - \beta_{L} + (\gamma_{A_{s}} \wedge s_{A_{s}}) > 0 \)
where
\[
\gamma_{A_{s}} = \min \{ \alpha - \min \{ \alpha' \in A : \alpha' < \alpha \} : \alpha \in A, \alpha < \gamma \} > 0,
\]
\[
s_{A_{s}} = \min \{ |k|_{s} - \alpha : k \in N_{0}^{d}, \alpha \in A, \alpha < \gamma \} > 0
\]
is necessary here.

Next, we need an estimate in regimes of small scales, meaning for those \( n \) such that \( \|x - y\|_{s} \geq 2^{-n} \).

Lemma 2.28. Let \( n \in \mathbb{N} \) and the conditions of Lemma 2.25 hold. Define
\[
Y_{n}^{{\lambda}}(z) := \int_{\mathbb{R}^{d}} R_{n}(y - z) \psi_{x}^{{\lambda}}(y)dy,
\]
\[
Z_{n,l}^{{\lambda}}(z) := D^{l} R_{n}(x - z) \int_{\mathbb{R}^{d}} (y - x)^{l} \psi_{x}^{{\lambda}}(y)dy.
\]
Then we have for \( \tau \in \mathcal{T}_{\alpha} \)
\[
|\langle \Pi_{x}^{\tau} (Y_{n}^{{\lambda}}) \rangle| \leq C \|\Pi\|_{\alpha;T} 2^{-\beta n} \lambda^{\alpha - \beta_{L}},
\]
\[
|\langle \Pi_{x}^{\tau} (Z_{n,l}^{{\lambda}}) \rangle| \leq C \|\Pi\|_{\alpha;T} 2^{(-\alpha - \beta + |l_{a} + \beta_{L})n} \lambda^{|l_{s}|},
\]
uniformly over \( t \in [0, T] \), \( x, y \in \mathbb{R}^{d} \) and \( \|x - y\|_{s} \geq 2^{-n} \).

Proof. To show this estimate we employ \( R = LG \) to obtain
\[
|Y_{n}^{{\lambda}}(z)| \leq \lambda^{\beta_{L}} \int_{\mathbb{R}^{d}} G_{n}(y - z) (L \psi_{x}^{{\lambda}}(y)dy.
\]
Here, we shifted a part of the singular behaviour of the kernel to the test-function, so that the convolution with \( G_{n} \) gives the factor \( 2^{-\beta n} \). This step is crucial, since without any decay in \( n \) on the right-hand side, summing up the \( Y_{n}^{{\lambda}}(z) \) doesn’t yield a helpful bound.
The estimate
\[
\int_{\mathbb{R}^{d}} G_{n}(y - z) (L \psi_{x}^{{\lambda}}(y)dy \leq C \|\Pi\|_{\alpha;T} 2^{-\beta n} \lambda^{\alpha}
\]
can be deduced now in the same way as the proof of Lemma 5.19 in [19] and for \( Z_{n,l}^{{\lambda}}(z) \) we proceed similarly.

Combining all these bounds as it has been done in Lemma 5.19 in [19], we finally obtain the estimate that shows the well-definedness of \( J \) and the right hand side of (12).

Lemma 2.29.
\[
\sum_{n \geq 0} \int_{\mathbb{R}^{d}} \langle \Pi_{x}^{\tau} (R_{n,2}^{0,\alpha} \psi_{x}^{{\lambda}}(y)dy \leq C \|\Pi\|_{\alpha;T} (1 + \|\Gamma\|_{\alpha;T}) \lambda^{\alpha + \beta - \beta_{L}}.
\]

The Extension Theorem 2.19 carries directly over to non-regularizing kernels, whenever \( J \) is well defined, so we can go directly to the actual lift of the convolution with \( R \) to the level of regularity structures. Define for \( \gamma > 0, T > 0 \) and \( F \in \mathcal{D}(\gamma,M) \)
\[
(NF)(t,x) := \sum_{|k| \leq \gamma} \sum_{n \geq 0} X_{k}^{n} \langle \mathcal{R}_{\gamma} F_{t} - \Pi_{x}^{\tau} F_{t}(x), D^{k} R_{n}(x - \cdot) \rangle,
\]

(13)
where \( t \in (0, T], x \in \mathbb{R}^d \).

**Theorem 2.30.** Given a normal regularity structure \( \mathcal{F} = (A, \mathcal{T}, G) \) equipped with an inhomogeneous model \( M = (\Pi, \Gamma, \Sigma) \) and a sector \( V \subset \mathcal{T} \) of regularity \( \alpha_0 \). Let \( \alpha := 0 \wedge \alpha_0, \gamma > 0 \) and \( R \) be a non-regularizing kernel with \( \gamma + \beta \notin \mathbb{N} \) and \( N \geq \gamma + \beta - \beta_k \vee |\alpha| \). Further, let \( \mathcal{I} : V \to \mathcal{T} \) be an abstract integration map of order 0 and let \( M \) realize \( R \) for \( \mathcal{I} \). For \( \eta \in (\gamma - s_0, \gamma) \) and \( T > 0 \) define the operator \( \mathcal{R} \) for \( F \in \mathcal{D}^{\gamma, \eta}(T; V; M) \) by

\[
(\mathcal{R} F)(t, x) = \mathcal{I} F(t, x) + \mathcal{J}(t, x) F(t, x) + (\mathcal{N} F)(t, x).
\]

Then, \( \mathcal{R} \) maps \( \mathcal{D}^{\gamma, \eta}(T; V; M) \) onto \( \mathcal{D}^{\gamma, \eta}(T; M) \) with

\[
\| \mathcal{R} F \|_{\gamma, \eta; T} \leq C \| F \|_{\gamma, \eta; T} \| \Pi \|_{\gamma, \eta; T} \| \Sigma \|_{\gamma, \eta; T} (1 + \| \Gamma \|_{\gamma, \eta; T} + \| \Sigma \|_{\gamma, \eta; T})
\]

and the identity

\[
\mathcal{R}_t F_t = (R \ast \mathcal{R} F)(t)
\]

holds for \( t \in (0, T] \).

If \( \mathcal{M} = (\Pi, \Gamma, \Sigma) \) is another inhomogeneous model realizing \( R \) for \( \mathcal{I} \) under the same assumptions as above and \( \mathcal{M} \) be defined as in (14), then we have for all \( F \in \mathcal{D}^{\gamma, \eta}(T; V; M) \) and \( \mathcal{F} \in \mathcal{D}^{\gamma, \eta}(T; V; \mathcal{M}) \)

\[
\| \mathcal{R} F \|_{\gamma, \eta; T} \leq C \| F \|_{\gamma, \eta; T} \| \Pi \|_{\gamma, \eta; T} \| \Sigma \|_{\gamma, \eta; T} (1 + \| \Gamma \|_{\gamma, \eta; T} + \| \Sigma \|_{\gamma, \eta; T})
\]

where \( C \) depends on \( \| F \|_{\gamma, \eta; T}, \| \Pi \|_{\gamma, \eta; T}, \| \Sigma \|_{\gamma, \eta; T} \) and \( \| \mathcal{M} \|_{\gamma, \eta; T} \).

**Proof.** The proof follows the lines of [19], see also [20]. Here we only show the estimate

\[
\| (\mathcal{R} F)(t, x) \|_l \leq C |t|^{(\eta - l) \wedge 0},
\]

where \( l \) is an integer. The other parts of the proof can be carried over by similar adaptations. Using the uniform in time estimates for our inhomogeneous model yields for \( k = (k_1, \ldots, k_n) \in \mathbb{N}_0^n \) with \( |k| = l \)

\[
| \langle (\mathcal{R}_t F_t - \Pi_l^t F_l(x)), D^k R_n(x - \cdot) \rangle | \leq C 2^{(l - \gamma) n} |t|^{\eta - \gamma}
\]

Considering now \( |t| \geq 2^{-(n+1)} \) we obtain by summing over those \( n \)

\[
\sum_{n \in \mathbb{N}, |t| \geq 2^{-(n+1)}} 2^{(l - \gamma) n} |t|^{\eta - \gamma} \leq C |t|^{\eta - l}
\]

and for \( |t| < 2^{-(n+1)} \) we get

\[
\sum_{n \in \mathbb{N}, |t| < 2^{-(n+1)}} 2^{(l - \gamma) n} |t|^{\eta - \gamma} \leq C \sum_{n \in \mathbb{N}, |t| < 2^{-(n+1)}} 2^{(l - \eta) n} \leq C |t|^{\eta - l}.
\]

Writing \( J(t, x) = \sum_{n \geq 0} \sum_{|k| < \alpha} \chi_k^\alpha \langle \Pi_l^t \tau, D^k R_n(x - \cdot) \rangle =: \sum_{n \geq 0} J^n(t, x) F_l(x) \) we see that

\[
\| J^n(t, x) F_l(x) \|_l \leq C \sum_{\zeta \in A, l < \zeta < \gamma} 2^{(l - \zeta) n} |t|^{(\eta - \zeta) \wedge 0}
\]

and from this we conclude as above

\[
\| J(t, x) F_l(x) \|_l \leq C |t|^{\eta - l},
\]

which gives the desired estimate. \( \square \)
2.2. Functions with prescribed Singularities. We will need some information about the behaviour of products and convolutions of smooth functions having a singularity of prescribed strength at the origin. Let us begin with a definition that captures this behaviour.

Definition 2.31. Let $K : \mathbb{R}^{1+d} \setminus \{0\} \to \mathbb{R}$ be a smooth function and $\zeta \in \mathbb{R}$. Then $K$ is a kernel of order $\zeta$ if there exists a constant $C$ such that for every $k \in \mathbb{N}_{0}^{1+d}$ the bound

$$|D^{k}K(z)| \leq \begin{cases} C \|z\|_{s}^{-k|z|_{s}}, & \zeta - |k|_{s} \neq 0, \\ C \log \|z\|_{s}, & \zeta - |k|_{s} = 0 \end{cases},$$

holds for every $z = (t, x) \in \mathbb{R}^{d+1}$ with $\|z\|_{s} \leq 1$.

Remark 2.32. (i) By definition, if $K$ is of order $\zeta$, then it is also of order $\tilde{\zeta}$ for every $\tilde{\zeta} < \zeta$.
(ii) If $K$ is of order $\zeta$, then $D^{k}K$ is by definition of order $\zeta - |k|_{s}$.

For a proof of the next Lemma we refer to Lemma 10.14 in [19], see also Lemma 7.3 in [20].

Lemma 2.33. Let $K_{1}$ and $K_{2}$ be compactly supported kernels of orders $\zeta_{1} \leq 0$ and $\zeta_{2} \leq 0$, respectively. Then $K_{1}K_{2}$ is of order $\zeta_{1} + \zeta_{2}$. If $\zeta_{1} \land \zeta_{2} > -|s|$ and $\tilde{\zeta} := \zeta_{1} + \zeta_{2} + |s| \leq 0$, then $K_{1} \ast K_{2}$ is of order $\tilde{\zeta}$.

As we are working with regularized versions $\xi_{\varepsilon} = \xi \ast \rho_{\varepsilon}$ of white noise, we will also encounter regularized versions of integral kernels of the form

$$K_{\varepsilon} := K \ast \rho_{\varepsilon}.$$ 

The following lemma describes their behaviour and shows that they converge to the original kernel as the regularization gets removed. Again, for a proof we refer to [19, Lemma 10.17].

Lemma 2.34. Let $K$ be a kernel of order $\zeta \in (-|s|, 0)$. Then, there exists a constant $C = C(K)$ such that one has the bound

$$|K_{\varepsilon}(z)| \leq C(\|z\|_{s} + \varepsilon)^{\zeta},$$

for all $z \in \mathbb{R}^{1+d}$. In particular, $K_{\varepsilon}$ is a kernel of order $\zeta$. Moreover, for all $\nu \in (0, 1]$, one has the bound

$$|K(z) - K_{\varepsilon}(z)| \leq C\varepsilon^{\nu} \|z\|_{s}^{-\nu},$$

for all $z \in \mathbb{R}^{1+d}$.

For handling SQG we need later the order of the kernel which is given by the spatial convolution of the fractional heat kernel with the one of the Riesz transform. Using that this convolution for fixed $t > 0$ decays as $|x|^{-d}$ and that it obeys the same scaling as the heat kernel, we obtain that it is also of the same order as the fractional heat kernel, see e.g. [25].
3. SQG

Now let us return to the SQG equation \([1]\) driven by a space-time white noise, i.e., in this section we consider,

\[
\begin{aligned}
\partial_t \theta + (-\Delta)^\mu \theta &= -R^\perp \theta \cdot \nabla \theta + \xi \quad \text{in } [0,\infty) \times \mathbb{T}^d, \\
\theta(0, \cdot) &= \theta_0 \quad \text{in } \mathbb{T}^d,
\end{aligned}
\]

where \(\theta_0 : \mathbb{T}^d \to \mathbb{R}\) is the initial data.

We work with the scaling \(s = (2\mu, 1, 1)\). Using that \(R^\perp \theta\) is divergence free we obtain

\[R^\perp \theta \cdot \nabla \theta = \operatorname{div}(\theta R^\perp \theta),\]

hence,

\[K \ast (R^\perp \theta \cdot \nabla \theta) = (\nabla K) \ast (\theta R^\perp \theta),\]

where \(K\) is the fractional heat kernel associated to the linear operator \(\partial_t + (-\Delta)^\mu\). It is well-known that the fractional heat kernel in \(d\)-dimensions has the scaling property \(K(t, x) = t^{-d/(2\mu)} K(1, t^{-1/(2\mu)} x)\) (see e.g. \([1]\)). Hence, it is a kernel of order \(d = 2\) in the sense of Definition 2.31 with respect to our scaling. The mild formulation of (17) now reads

\[\theta = (\nabla K) \ast (\theta R^\perp \theta) + K \ast \xi + K \ast \tau \theta_0.\]

The smoothing by the kernels \(\partial_j K\) are described by the parameter \(\tilde{\mu} := 2\mu - 1\), they are indeed \(\tilde{\mu}\)-smoothing since \(K\) is \(2\mu\)-smoothing as it is shown in \([1]\).

Let us also make clear what we mean by space-time white noise on \(\mathbb{T}^d\).

**Definition 3.1.** Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space. A random variable \(\xi : \Omega \to \mathcal{D}(\mathbb{T}^d)\) is called (Gaussian) space-time white noise if

(i) for each \(\varphi \in \mathcal{D}(\mathbb{T}^d)\), the random variable \(\omega \mapsto \langle \xi(\omega), \varphi \rangle\) is a Gaussian random variable,

(ii) for all \(\varphi, \psi \in \mathcal{D}(\mathbb{T}^d)\) one has

\[\mathbb{E}[\xi(\varphi, \psi)] = \langle \varphi, \psi \rangle_{L^2(\mathbb{T}^d)}\text{.}\]

Therefore, the mapping \(\varphi \mapsto \langle \xi, \varphi \rangle\) uniquely extends to a bounded linear operator from \(L^2([0, \infty) \times \mathbb{T}^d)\) to \(L^2(\Omega)\). Moreover, for any \(\kappa > 0\), it holds

\[\mathbb{P}\left(\xi \in C^{-\frac{d+1}{2\mu}-\kappa}([0, \infty) \times \mathbb{T}^d)\right) = 1,\]

which is shown in \([19]\), Lemma 10.2, see also \([35]\).

To construct a regularity structure for SQG we proceed in the standard way, i.e., we first define a basis \(\mathcal{F}\) of abstract symbols. The non-linearity is given by \((\nabla K) \ast (\theta R^\perp \theta) = (\partial_1 K) \ast (\theta R_2 \theta) - (\partial_2 K) \ast (\theta R_1 \theta)\), which leads us to the following algorithm to construct the regularity structure.

We define \(\mathcal{I}[\xi]\) as the symbol for \(K \ast \xi\), i.e., the solution to \(\partial_t \theta + (-\Delta)^\mu \theta = \xi\) with zero initial data) and we denote by \(\mathcal{F}_P := \{X^k \mid k \in \mathbb{N}_0^{d+2}\}\) the basis of the polynomial regularity structure with \(X^0 := 1\), see Definition 2.22 and \(\mathcal{F}_0 := \mathcal{F}_0 := \mathcal{I}[\tau], \mathcal{F}_0 = \emptyset\).

Now, if we have a collection \(\mathcal{F}_{n-1} = \mathcal{F}_{n-1} \cup \overline{\mathcal{F}}_{n-1}\) of basis symbols given, we first construct the set \(\mathcal{F}_n\) by defining new symbols \(\mathcal{R}_i[\tau], \mathcal{R}_i[\tau] \overline{\tau}, \mathcal{R}_i[\tau]X^k\) and \(\tau X^k\) for \(i = 1, 2, \tau \in \mathcal{F}_{n-1}, \overline{\tau} \in \mathcal{F}_l\) for some \(l \leq n - 1\) and \(X^k \in \mathcal{F}_P\). Here, we identify \(\tau 1 = \tau\) and we set \(\tau \overline{\tau} := \tau \overline{\tau}\) for any basis symbols \(\tau, \overline{\tau}\). Then, we define new symbols
For $\tau \in \tilde{F}_n \cup F_{n-1}$ and these symbols form the set $\tilde{F}_n$.

Finally, we set $F_n := \tilde{F}_n \cup F_{n}$, $F_a := \bigcup_{n=0}^{\infty} F_n$ and $F := F_P \cup F_a$. Next, we fix some $\kappa \in (0, \tilde{\mu})$ and define the corresponding homogeneities by

$$|I[\Xi]| = -1 + \mu - \kappa, \quad |X^k| = |k|_a,$$

$$|I[\tau]| = |\tau| + \tilde{\mu}, \quad |R_i[\tau]| = |\tau|,$$

$$|R_i[\bar{\tau}]| = |\tau| + |\bar{\tau}|, \quad |\bar{\tau}X^k| = |\tau| + |k|_a$$

and set $A$ to be the set of all homogeneities. Then $A$ is bounded from below and does not contain any accumulation point. We define the model space

$$\mathcal{T} = \bigoplus_{\alpha \in A} T_\alpha := \bigoplus_{\alpha \in A} \langle \tau : \tau \in F, \ |\tau| = \alpha \rangle$$

and denote by $\mathcal{T}_P$ the sector generated by $F_P$. Note that $T_\alpha$ is finite dimensional for any $\alpha \in A$ by construction.

We only need to define the lift of the Riesz transforms $R_i$ on a substructure. Hence, we define the sector $V$ as the subspace of $\mathcal{T}$ generated by $F_P$, $I[\Xi]$ and all symbols $\tau \in F_a$ of the form $\tau = I_1[\bar{\tau}]$ or $\tau = I_2[\bar{\tau}]$ for some $\bar{\tau} \in F_a$. This is indeed a sector, provided that our models are admissible.

To describe the image of $R_i$ we define in a similar way the sector $W$ as the subspace of $\mathcal{T}$ generated by $F_P$ and all symbols $\tau \in F_a$ of the form $\tau = R_1[\bar{\tau}]$ or $\tau = R_2[\bar{\tau}]$ for some $\bar{\tau} \in F_a$.

It will turn out, that we only need to consider functions taking values in $\mathcal{T}_{< \gamma}$ where we need choose $\gamma > 1 - \mu + \kappa$. Since the homogeneity of our symbols increases when choosing $\kappa$ smaller we can choose $\kappa, \gamma$ such that $\mathcal{T}_{< \gamma} = \mathcal{T}_{< 1 - \mu}$.

Let us introduce a handy graphical notation which gives a good overview of the abstract symbols in the model space $\mathcal{T}$. This notation is also independent of the indices $i$ and $j$ as the corresponding symbols share the same properties. An appearance of $\Xi$ is represented as a simple dot $\cdot$. The symbol that represents convolution with $K$, i.e. $I[\cdot]$, is viewed as a straight line $\cdot$. Hence, the symbol $I[\Xi]$ has the graphical representation $\cdot$. The symbol $R_i[\cdot]$ associated to a component of the orthogonal Riesz transform is represented as a dotted line $\cdot$ and the symbol $I_2[\cdot]$ associated to a derivative of the fractional heat kernel is viewed as zigzag line $\cdot$. The multiplication of two such trees is done by joining them at the root. For example, we have

$$R_i[I[\Xi]] = \Xi_i, \quad R_i[I[\Xi]][I[\Xi]] = \Xi_i^2, \quad I_j[R_i[I[\Xi]][I[\Xi]]] = Y_{ij}.$$
It will also turn out, that all symbols containing a polynomial have a regularity strictly larger than 0. We get, by dropping those symbols,

\[ F_0 = \{ 1 \} \]
\[ -1 - \kappa + \mu \]
\[ \tilde{F}_1 = \{ u, v \} \]
\[ -1 - \kappa + \mu, -2 - 2\kappa + 2\mu \]
\[ F_1 = \left\{ \ell_{ji}, v_{ji} \right\} \]
\[ -2 - \kappa + 3\mu, -3 - 2\kappa + 4\mu \]
\[ \tilde{F}_2 = \left\{ \ell, \ell_{ij}, \ell_{ijk}, \ell_{ijkl}, v, v_{ij}, v_{ij}, v_{ijl}, v_{ijkl} \right\} \]
\[ -2 - \kappa + 3\mu, -3 - 2\kappa + 4\mu, -3 - 2\kappa + 4\mu, -4 - 3\kappa + 5\mu, -4 - 2\kappa + 6\mu, -5 - 3\kappa + 7\mu, -5 - 3\kappa + 7\mu, -6 - 4\kappa + 8\mu. \]

We also dropped the indices in \( \tilde{F}_2 \) for simplicity. We obtain that \( V, W \) have regularity \(-1 - \kappa + \mu\) and \( \min A = -2 - 2\kappa + 2\mu \) (this minimum is the homogeneity of \( u, v \)). Hence, any basis symbol containing a polynomial has at least the homogeneity of \( i_k \), i.e., \( 2\mu - 2 - 2\kappa + |k|_s \). For \( k \neq 0 \) we already have \( 2\mu - 2 + |k|_s > 0 \) since \( \mu > 2/3 \). This implies that if we choose \( \kappa \) small enough, no symbols containing any polynomial appear in \( T_{<0} \).

The only missing piece in the regularity structure \( T_{SQG} \) describing the SQG equation is the structure group \( G \). It can be constructed for the full model space \( T \) as in [19, Theorem 8.24], we will not go into the details here. Then \( T_{SQG} := (A, T, G) \) is the regularity structure generated by SQG.

Next, we will lift any continuous approximation \( \xi \) to the driving noise \( \xi \) to a model \( M_{\xi} = (\Pi_{\times}^\varepsilon, \Gamma_{\varepsilon, \Sigma}) \) in a canonical way. Therefore, let \( \rho : \mathbb{R}^{1+2} \to \mathbb{R} \) be a symmetric mollifier and set \( \rho_\varepsilon(t, x) := \varepsilon^{-4} \rho(\varepsilon^{-2} t, \varepsilon^{-1} x) \). Then \( \xi_\varepsilon := \xi * \rho_\varepsilon \) is a smooth approximation to \( \xi \) and we can define the canonical model \( (\Pi_{\times}^\varepsilon, \Gamma_{\varepsilon, \Sigma}) \) as follows. First, for \( t \in \mathbb{R} \), \( x, y \in \mathbb{R}^2 \) and \( k = (k_0, \vec{k}) \in \mathbb{N}^{1+2} \), we set for the symbols in \( \mathcal{F}_P \)

\[ (\Pi_{\times}^\varepsilon X^k)(y) := \begin{cases} (y - x)^{k_0}, & k_0 = 0 \\ 0, & k_0 > 0. \end{cases} \]

Then, we recursively define for \( \tau, \bar{\tau} \in \mathcal{F} \) such that \( \tau \bar{\tau} \in \mathcal{F} \)

\[ (\Pi_{\times}^\varepsilon \tau \bar{\tau})(y) := (\Pi_{\times}^\varepsilon \tau)(y)(\Pi_{\times}^\varepsilon \bar{\tau})(y) \]

and for \( \tau \in \mathcal{F}_a \)

\[ (\Pi_{\times}^\varepsilon \mathcal{I}_j[\tau])(y) := (\partial_j K * (\Pi_{\times}^\varepsilon \Sigma_{\times}^\varepsilon \tau))(t, y) \]

\[ - \sum_{|\vec{\tau}| < |\tau| + \bar{\mu}, k_0 = 0} \frac{(y - x)^{k_0}}{k!} (D^{\bar{\tau}} \partial_j K * (\Pi_{\times}^\varepsilon \Sigma_{\times}^\varepsilon \tau))(t, x). \]
Similarly, we define for $\tau \in \mathcal{F}_n$

$$(\Pi_x^t \mathcal{R}_l[\tau])(y) := R_i \ast_{\mathbb{T}^d} (\Pi_x^t \tau)(y) - \sum_{|k| < |\tau|, k_0 = 0} \frac{(y - x)^k}{k!} (\mathbb{D}^x \mathcal{R}_l) \ast_{\mathbb{T}^d} (\Pi_x^t \tau)(x)$$

and $0 = \Pi_x^t \mathcal{I}_j[\tau] = \Pi_x^t \mathcal{R}_l[\tau]$ for $\tau \in \mathcal{F}_P$. These maps are then (bi-)linearly extended to $\mathcal{T}$. The maps $\Gamma^{t,\varepsilon}_{x,y}$ and $\Sigma^{x,t,\varepsilon}$ are completely determined by the algebraic relations in the definition of a model. The analytical bounds follow as in [19].

**Remark 3.2.** In order to explicitly construct the mappings $\Gamma_{x,y}^{t,\varepsilon}$ and $\Sigma^{x,t,\varepsilon}$, one rather builds the mappings $\hat{\Gamma}_{(t,x)(s,y)}$ for the homogeneous model first as it has been done in [19]. Then, one sets $\Gamma_{x,y}^{t,\varepsilon} := \hat{\Gamma}_{(t,x)(t,y)}$ and $\Sigma^{x,t,\varepsilon} := \hat{\Sigma}_{(t,x)(s,x)}$.

### 3.1. Abstract Fixed Point Equation

In order to lift the SQG equation to an abstract fixed point equation in some $\mathcal{D}^{\gamma',\eta'}(T;M)$ we assume that we are given a model $M$ and some constants $\gamma > 0$, $\eta < 0$. We will later on give the precise assumptions on those quantities and on $M$.

We define the abstract integration maps $\mathcal{I}_j$ of order $\tilde{\mu}$ for $\mathcal{F}_{SQG}$ by

$$\mathcal{I}_j[\tau] := \begin{cases} \mathcal{I}_j[\tau], & \tau \in \mathcal{F} \setminus \mathcal{F}_P, \\ 0 & \tau \in \mathcal{F}_P, \end{cases}$$

and linearly extended to $\mathcal{T}$. It is then immediate that $\mathcal{I}_j$ satisfies the first two requirements of an abstract integration map while the third requirement follows from the general construction of the structure group.

In the following we assume that we have an admissible model $M = (\Pi, \Sigma, \Gamma)$ for $\mathcal{F}_{SQG}$ given. The canonical models $(\Pi^c, \Gamma^c, \Sigma^c)$ built in the previous section satisfy this condition directly and also when renormalising them this holds true.

In order to define the lift $K_j$ of the heat kernel $\partial_t K =: K_j$, we decompose it as

$$K_j = \tilde{K}_j + L^1_{j1},$$

where $\tilde{K}_j$ is a kernel satisfying Assumption 2.14 for $\beta = \tilde{\mu}$ (see 1) and $L^1_{j1}$ is a smooth function. For $f \in \mathcal{D}^{\gamma',\eta'}(T;V;M)$, where $0 < \gamma' \leq \gamma$ and $\eta' \leq \eta \in \mathbb{R}$, we define for $t \leq T$

$$(\mathcal{L}^1_{j} f)(t, x) := \sum_{|k| \leq \gamma'} \frac{1}{k!} \sum_{|k| \leq \gamma'} \int_0^t R_s f_s (D^k L^1_{j}(t - s, x, \cdot)) \, ds,$$

where $\mathcal{R}$ denotes the corresponding reconstruction operator on $\mathcal{D}^{\gamma',\eta'}(T;M)$, and it is immediate to see that $\mathcal{L}^1_{j} : \mathcal{D}^{\gamma',\eta'}(T;M) \to \mathcal{D}^{\gamma',\eta'}(T;V;M)$, since the function $L^1_{j} \ast \mathcal{R} f$ is smooth.

Now, if $\eta' \in (\gamma' - 2\tilde{\mu}, \gamma')$, by Theorem 2.21 we have that

$$K_j : \mathcal{D}^{\gamma',\eta'}(T;M) \to \mathcal{D}^{\gamma' + \tilde{\mu},(\eta' - 2\tilde{\mu} + 2\tilde{\mu}) + \tilde{\mu}}(T;V;M),$$

$$(K_j f)(t, x) := \mathcal{I}_j f(t, x) + J_j(t, x) f(t, x) + (N_j f)(t, x),$$

where $J_j$ and $N_j$ are given by (7) and (9), respectively, is the lift of $\tilde{K}_j$.  

To build an operator that represents the Riesz transform $R^\perp$ on the level of regularity structures we proceed in the same way and decompose $R_i$ as $R_i = \bar{R}_i + L^2_i$, where $\bar{R}_i$ satisfies Assumption \ref{assumption:linear_extension}, $L^2_i$ can be lifted as $L^1_i$,

\begin{equation}
(L^2_i f)(t, x) := \sum_{|k| \leq \gamma} \frac{1}{\kappa}(D^k L^1_i * \tau_2 \bar{R}_i f)(t, x)
\end{equation}

which gives $L^1_i : \mathcal{D}^{\gamma, \eta'}(T; V; M) \to \mathcal{D}^{\gamma', \eta'}(T; W; M)$, see also the proof of Theorem \ref{thm:lifted_riesz_transform}.

We set

\[ \mathcal{I}_{\bar{R}_i} := \begin{cases} \mathcal{R}_i[\tau], & \tau \in \mathcal{F}, n \in \mathbb{N} \\ 0, & \text{else,} \end{cases} \]

and linearly extended to $T$.

Next, for models realizing $R_i$ we define $J_{\bar{R}_i}$ and $N_{\bar{R}_i}$ as in \cite{2.13} and \cite{2.15}.

Now, if $\mu \in (\gamma - 2\mu, \gamma)$, by Theorem \ref{thm:lifted_riesz_transform} the lift of the Riesz transform is given by

\[ (\mathcal{R}_i f)(t, x) := \mathcal{I}_{\bar{R}_i} f(t, x) + J_{\bar{R}_i}(t, x) f(t, x) + (N_{\bar{R}_i}) f(t, x). \]

Finally, we define for $\tau_1, \tau_2 \in \mathcal{F}$ with $\tau_1 = \mathcal{R}_i \bar{\tau}$ for some $\bar{\tau} \in \mathcal{F}$ the abstract product by

\[ \tau_1 \ast \tau_2 := \mathcal{R}_i \bar{\tau} \tau_2, \]

$X^{k_1} \ast X^{k_2} \equiv X^{k_1+k_2}$ and bilinearly extended to all of $W \times T$. By Theorem \ref{thm:abstract_product} we have for $f_1 \in \mathcal{D}^{\gamma-\kappa+\mu}(T; W; M)$, $f_2 \in \mathcal{D}^{\gamma, \eta'}(T; V; M)$ that $f_1 \ast f_2 \in \mathcal{D}^{\gamma', \eta'}(T; M)$ with

\[ \alpha = -2 - 2\kappa + 2\mu, \quad \gamma' = \gamma - 1 - \kappa + \mu, \quad \eta' = (\eta - 1 - \kappa + \mu) \wedge 2\eta. \]

What is left is to determine $\gamma$ and $\eta$. For $\Theta \in \mathcal{D}^{\gamma, \eta}(T; V; M) = \mathcal{D}^{\gamma-\kappa+\mu}(T; W; M)$ with $\gamma > 0$ and $\gamma - 2\mu < \eta < \gamma$ we obtain

\[ \Theta \ast \mathcal{R}_i \Theta \in \mathcal{D}^{\gamma-\kappa+\mu, (\eta - 1 - \kappa + \mu) \wedge 2\eta}(T; M). \]

We need $\gamma > 1 + \kappa - \mu$, which also implies $\gamma > 0$ and $\gamma - 1 - \kappa - \mu < (\eta - 1 - \kappa + \mu) \wedge 2\eta < \gamma - 1 - \kappa + \mu$ to apply $K_j$ to this function. We then obtain

\[ K_j(\Theta \ast \mathcal{R}_i \Theta) \in \mathcal{D}^{\gamma-\kappa+3\mu, ((\eta - 1 - \kappa + \mu) \wedge 2\eta) + 2\mu - 1}(T; V; M). \]

Aiming for a self-mapping property we need here $\gamma - 2 - 3\mu > \gamma, -3 - 2\kappa + 4\mu > -1 - \kappa + \mu$ and $((\eta - 1 - \kappa + \mu) \wedge 2\eta) + 2\mu > 1 > \eta$. It follows from $\mu > 2/3$ that all these inequalities are satisfied for $\kappa$ sufficiently small if we have $\eta > -2\mu + 1 = -\mu$ and choose $\gamma = 1 + 2\kappa - \mu$.

With all these abstract linear operators at hand we can formulate the abstract version of the fixed point equation \cite{19} as follows. Given the regularity structure $\mathcal{S}_{SQG}$ together with any admissible model $M$. Let $\gamma > 0, \eta < 0$ and $\theta_0 \in C^\eta(T^2)$. Then by Lemma 3.6 in \cite{20} the function $S(t)\theta_0 : = K(t, \cdot) * \tau_2 \theta_0$ can be lifted to
\( \mathcal{S}_{T}^{\gamma,\eta}(T; V) \) such that \( \|S(\cdot)\theta\|_{\gamma,\eta;T} \leq c\|\theta_0\|_{C^\eta} \). We denote this lift by \( S\theta_0 \) and consider the fixed point problem

\begin{equation}
(22) \quad \Theta = (K_1 + L_1^1)P_{\leq -3\mu}(\Theta \ast (K_2 + L_2^1)) - (K_2 + L_2^1)P_{\leq -3\mu}(\Theta \ast (K_1 + L_1^1)) + I[\Xi] + S\theta_0
\end{equation}

for \( \Theta \in \mathcal{D}^{\gamma,\eta}(T; V; M) \), where \( P_{\leq -3\mu} \) is the projection onto \( \mathcal{T}_{\leq -3\mu} \). Let us conclude this section with a theorem concerning existence and uniqueness of solutions.

**Theorem 3.3.** Let \( \mathcal{S}_{SQG} \) be the regularity structure for the SQG equation with \( 2/3 < \mu \leq 1 \) and let \(-2\mu + 1 < \eta < 0\).

Then, for \( \gamma = 1 + 2\kappa - \mu \) and \( \kappa \) small enough there exists for every admissible model \( M = (\Pi, \Gamma, \Sigma) \), and \( \theta_0 \in C^\eta(T^2) \), a time \( T' \in (0, \infty) \) such that, for every \( T < T' \) the equation \( (22) \) admits a unique solution \( \Theta \in \mathcal{D}^{\gamma,\eta}(T; V) \) in \( [0, T) \times T^2 \).

Furthermore, if \( T' < \infty \), then

\[
\lim_{T \to T'} \|R_T S_T(\theta_0, M)|_T\|_{C^\eta} = \infty,
\]

where \( S_T : (\theta_0, M) \to \Theta \) is the solution map up to time \( T \). Finally, for every \( T < T' \), the solution map \( S_T \) is jointly Lipschitz continuous in a neighbourhood around \( (\theta_0, M) \) in the following sense. Let \( (\overline{\theta}_0, \overline{M}) \) be some initial data and define \( \overline{\Theta} := S_T(\overline{\theta}_0, \overline{M}) \), then for any \( \varepsilon_0 > 0 \) there is \( L > 0 \) such that \( \|\Theta; \overline{\Theta}\|_{\gamma,\eta;T} \leq L\varepsilon \) whenever \( \|\theta_0 - \overline{\theta}_0\|_{C^\eta} + \|M; \overline{M}\|_{\gamma,\eta;T} \leq \varepsilon \) for \( \varepsilon \in (0, \varepsilon_0) \).

**Proof.** This theorem can be seen as special case of Theorem 3.10 of [20] combined with the estimates on \( \mathcal{S}_{\epsilon} \), from Theorem 2.21 as well as the fact that, whenever \( \Theta \in \mathcal{D}^{\gamma,\eta}_{-1-\kappa+\mu}(T; V; M) \), the right hand side of \( (22) \) belongs to \( \mathcal{D}^{\gamma,\eta}_{-1-\kappa+\mu}(T; V; M) \). \( \square \)

A direct calculation yields that the solution \( \Theta \) to \( (22) \) for any admissible model and \( \mu > 3/4 \) and \( \kappa \) small enough is given by

\begin{equation}
(23) \quad \Theta(t, x) = t + Y_{12} - Y_{21} + \Theta_1(t, x)1 + r(t, x),
\end{equation}

where \( r(z) \) is a modelled distribution with components of homogeneity greater than \( \gamma \), meaning this part can be ignored for the description of \( R\Theta \).

In view of Theorem 2.21(ii) the reconstruction operator maps \( \mathcal{D}^{\gamma,\eta}(T; V) \) onto \( C^{\delta,\gamma}_{\eta,-\gamma,\tau} \) where \( \alpha = -2 + 2\mu - 2\kappa \) and \( \delta = -2 + 3\mu - \kappa \).

### 3.2. Renormalization and Convergence of Models

The canonical models constructed above do not converge in a suitable sense for \( \varepsilon \to 0 \), hence we have to renormalize them, i.e., to find models \((\Pi^\varepsilon, \Gamma^\varepsilon, \Sigma^\varepsilon)\) which converge.

In the following, we concentrate on the case for \( \mu > 4/5 \) to keep the presentation short.

Therefore, let \( \mathcal{F}_{\varepsilon} \) be the set of basis symbols of negative homogeneity of the regularity structure \( \mathcal{S}_{SQG} \). The key stochastic estimates are the following: We need to define the renormalised models in such a way that there are constants \( \nu, \nu', \delta > 0 \) such that for every \( \tau \in \mathcal{F}_{\varepsilon} \) there is random variable \( \Pi^\varepsilon \tau \) with

\begin{equation}
(24) \quad \mathbb{E}\left[\left|\Pi^\varepsilon \tau \varphi^\varepsilon(z)\right|^2\right] \leq C\lambda^{2(|\tau|+\nu)},
\end{equation}

\begin{equation}
(25) \quad \mathbb{E}\left[\left|\Pi^\varepsilon \tau - \Pi^\varepsilon \tau \varphi^\varepsilon(z)\right|^2\right] \leq C\lambda^{2(|\tau|+\nu-\delta)}|t-s|^{2\delta/s_0}
\end{equation}
and
\[
E \left( \left| \left( \hat{\Pi}^\varepsilon_{t \to r} - \Pi^\varepsilon_{t \to r}, \varphi^\lambda \right) \right|^2 \right) \leq C \varepsilon^\nu \lambda^2 |r|^{\nu},
\]
(26)
\[
E \left( \left| \left( \hat{\Pi}^\varepsilon_{t \to r} - \Pi^\varepsilon_{t \to r} + \Pi^\varepsilon_{t \to r}, \varphi^\lambda \right) \right|^2 \right) \leq C \varepsilon^\nu \lambda^2 |r|^{\nu - \delta} |t - s|^{2\delta/s_0}
\]
(27)
uniformly over \( \varepsilon, \lambda \in (0, 1) \) and \( \varphi \in B_r \) for some \( r > 0 \) and (locally) uniformly in \( x \) and \( t, s \). Then the renormalised models converge to a model \((\Pi, \Gamma, \Sigma)\) with time regularity \( \delta \) and we have \( \mathcal{R}_\varepsilon \Theta \to \mathcal{R} \Theta \), where \( \mathcal{R}_\varepsilon \) and \( \mathcal{R} \) are the reconstruction operator of the models \((\Pi^\varepsilon, \hat{\Gamma}^\varepsilon, \hat{\Sigma}^\varepsilon)\) resp. \((\Pi, \Gamma, \Sigma)\) and \( \Theta \) is the solution of \((22)\). Hence, \( \mathcal{R} \Theta \) is the solution to the SQG equation driven by space-time white noise. For the precise statement and its proof we refer to [19, Theorem 10.7] and [20, Remark 6.3].

Due to the local subcriticality of the SQG equation the number of symbols in \( \mathcal{F}_- \) is finite. One can easily verify that
\[
\mathcal{F}_- = \{ 1, \downarrow, \uparrow_1, \uparrow_2 \},
\]
where we listed the symbols in increasing homogeneity. The homogeneities are
\[-1 - \kappa + \mu, -1 - \kappa + \mu, -2 - 2\kappa + 2\mu, -2 - 2\kappa + 2\mu.\]

**Remark 3.4.** The fact that \( \xi \) is Gaussian implies that we have to check only the second moments, hence we do not have to show the moment bounds \((24) - (27)\) for \( \mathcal{F}_- \). This is due to Nelson’s Estimate, see [20].

To prove the needed estimates we will use the Wiener chaos expansions. Here, we only briefly exemplify the idea and refer to Chapter 1 in [30] as well as Section 10.1 in [19] for more details.

To illustrate the idea, let us consider the symbol \( \uparrow_1 \) which belongs to \( \mathcal{F}_- \). Because our aim is to show the estimates \((24)\) and \((26)\), we begin with the following calculation. For any spatial test function \( \varphi \) we have
\[
(\Pi_0, t \downarrow_1, \varphi^\lambda) = \int_{\mathbb{T}^2} (R_t K \ast \xi_\varepsilon)(t, x) (\xi_\varepsilon)(t, x) \varphi^\lambda_0(x) dx
\]
\[
= \int_{M_t} \int_{M_t} \left( \int_{\mathbb{T}^2} \varphi^\lambda_0(x) R_t K(t - t_1, x - x_1) K(t - t_2, x - x_2) dx \right) \xi_\varepsilon(t_1, x_1) \xi_\varepsilon(t_2, x_2) dt_1 dx_1 dt_2 dx_2
\]
\[
= I_2 \left( \int_{\mathbb{T}^2} \varphi^\lambda_0(x) R_t K(t - \cdot, x - \cdot) K(t - \cdot, x - \cdot) dx \right),
\]
where \( M_t = (0, t) \times \mathbb{T}^2 \). This shows that \((\Pi_0, t \downarrow_1, \varphi^\lambda)\) can be understood as an iterated stochastic integral against \( \xi_\varepsilon \). In view of \((24)\), one would ideally have an Itô-isometry for such integrals or rather an estimate of the form
\[
E \left( \left| I_2(f) \right|^2 \right) \leq \| f \|_{L^2}^2.
\]

Unfortunately, this is not the case. The reason why is that the pointwise product \( \xi_\varepsilon(z_1) \xi_\varepsilon(z_2) \), where \( z_1 = (t_1, x_1) \) is simply not the correct object to consider. However, we can overcome this problem by replacing it with the *Wick product* of these
terms, which is defined as
\[
\xi_\varepsilon(z_1) \circ \xi_\varepsilon(z_2) := \xi_\varepsilon(z_1)\xi_\varepsilon(z_2) - \mathbb{E}[\xi_\varepsilon(z_1)\xi_\varepsilon(z_2)] - \xi_\varepsilon(z_1)\mathbb{E}[\xi_\varepsilon(z_2)] - \mathbb{E}[\xi_\varepsilon(z_1)\xi_\varepsilon(z_2)]
\]
due to \(\mathbb{E}[\xi, \varphi] = 0\). Then, defining the second order Wiener integral with respect to \(\xi_\varepsilon\)
\[
I_2(f) := \int_{M_\varepsilon} \int_{M_\varepsilon} f(z_1, z_2)(\xi_\varepsilon(z_1) \circ \xi_\varepsilon(z_2))dz_1dz_2,
\]
we indeed have the estimate
\[
(28) \quad \mathbb{E} \left[|I_2(f)|^2\right] \leq \|f\|_{L^2}^2.
\]
Moreover, it is possible to construct distributions \(I_2(f)\), in a similar way, when the regularized noise \(\xi_\varepsilon\) gets replaced by \(\xi\), see [30]. Such distributions will play an important role in constructing the limiting model \((\Pi, \Gamma, \Sigma)\).

**Remark 3.5.** The Wick powers and also the operators \(I_k\) which represent the \(k\)-th fold iterated stochastic integral are defined for any \(k \in \mathbb{N}\), see [19] Section 10.1. For \(\mu > 4/5\), we only need \(I_2\) and the simpler operator \(I_1\) that represents integration against white noise.

It remains to see how to transform \((\Pi_{\varepsilon, \ell}^{1}, \varphi_{\varepsilon}^{1})\) so that we are in the correct setting of iterated integrals against the Wick product of \(\xi_\varepsilon\) or \(\xi\) in the sense of distributions.

### 3.3. Renormalization.** With the theory of Wiener chaos expansions at hand, we can turn to the renormalization of the canonical model \(\Pi^\varepsilon\) into a convergent model \(\Pi^\varepsilon\). In detail, the aim is to construct a new model \(\Pi^\varepsilon\) and to find functions
\[
(\mathcal{W}^{(k; \tau)})(t, y; \cdot) \in L^2(\mathbb{R}^{1+2})^{\otimes k} \quad \text{for any } \tau \in \mathcal{F}_-\text{ such that}
\]
\[
(29) \quad \left(\Pi_{\varepsilon, \ell}^{1, \tau}, \varphi_{\varepsilon}^{1} \right) = I_2 \left( \int_{\mathbb{T}_2} \varphi_{\varepsilon}^{1}(y) S_{\varepsilon}^{\otimes k} \left(\mathcal{W}^{(k; \tau)}\right)((t, y); \cdot)dy \right),
\]
where \(k \in \{1, 2\}\), depending on the number of appearances of \(\Xi\) in \(\tau\), and \(S_{\varepsilon}^{\otimes k}\) is the translation by \(x\) acting on \(L^2(\mathbb{R}^{1+2})^{\otimes k}\). We are in the translation invariant situation, meaning that \(\xi_\varepsilon(x, t) = I_1(\rho_{\varepsilon}(\cdot, t - \cdot))\).

Recall that in case of \(k = 1\) no iterated stochastic integrals appear and \(I_1(\cdot)\) corresponds to the integral against \(\xi_\varepsilon\) or, in a distributional sense, against \(\xi(\cdot)\) and the function, which gets evaluated by \(\xi\), depends on \(\varepsilon\). This means that for every symbol \(\tau\) that contains only one appearance of \(\Xi\) no renormalization is needed because \((\Pi_{\varepsilon, \ell}^{1, \tau}, \varphi_{\varepsilon}^{1})\) has already in the desired form. The functions \((\mathcal{W}^{(1; \tau)})(t, y; \cdot)\) for these symbols are given by
\[
\left(\mathcal{W}^{(1; \tau)}\right)((t, y); (t_1, y_1)) := K_{\varepsilon}(t - t_1, y - y_1),
\]
\[
\left(\mathcal{W}^{(2; \tau)}\right)((t, y); (t_1, y_1)) := K_{\varepsilon}(t - t_1, y - y_1).
\]
To see how to define $\hat{\Pi}_t^\varepsilon$, we proceed as follows. Setting $z = (t,x)$ and similar for $z_1, \bar{z}, z_2'$ the straightforward but lengthy calculation

$$\int_{M_t} \int_{M_t} R_i K((t-t_1, y-y_1))K((t-t_2, y-y_2))\xi_\varepsilon(t_1, y_1) \circ \xi_\varepsilon(t_2, y_2) d(t_1, y_1) d(t_2, y_2)
$$

yields that

$$\int_{M_t} \int_{M_t} R_i K(z-z_1)K(z-z_2)\xi_\varepsilon(z_1)\xi_\varepsilon(z_2) dz_1 dz_2
$$

$$= (\Pi_t^\varepsilon |_t)^{\varepsilon}(y) - \int_{M_t} \int_{M_t} R_i K(z-z_1)\rho_\varepsilon(z_1 - \bar{z}) dz_1 \int_{M_t} K(z-z_2)\rho_\varepsilon(z_2 - \bar{z}) dz_2 d\bar{z}
$$

$$= (\Pi_t^\varepsilon |_t)^{\varepsilon}(y) - \int_{M_t} \int_{M_t} R_i K(z_1')\rho_\varepsilon(z-\bar{z}) dz_1' \int_{M_t} K(z_2')\rho_\varepsilon(z-\bar{z}) dz_2' d\bar{z}
$$

$$= (\Pi_t^\varepsilon |_t)^{\varepsilon}(y) - \int_{M_t} R_i K_\varepsilon(\bar{z}) K_\varepsilon(\bar{z}) d\bar{z}
$$

yields that

$$\Pi_t^\varepsilon = \Pi_t^{\varepsilon},
$$

where $C_t^{\varepsilon} := (R_i K_\varepsilon, K_\varepsilon)$ is the object to consider, and we define

$$\Pi_t^{\varepsilon} = \Pi_t^{\varepsilon}, (t,y); (t_1, y_1); (t_2, y_2) := R_i K_\varepsilon(t-t_1, y-y_1) K_\varepsilon(t-t_2, y-y_2)
$$

and $(\mathcal{V}^{(1;\varepsilon)} |_t)^{(t,y); (t_1, y_1); (t_2, y_2)} = 0$. Let us mention that by symmetry we have $C_t^{\varepsilon} = C_t^{\varepsilon}$.

This shows that we can define the renormalized model $(\hat{\Pi}_t^\varepsilon, \hat{\Gamma}_t^\varepsilon, \hat{\Sigma}_t^\varepsilon)$ by the identity

and for the remaining symbols in $T$, $\hat{\Pi}^\varepsilon$ simply acts as $\Pi_t^\varepsilon$. Due to the algebraic constraint of a model, the maps $\hat{\Gamma}_t^\varepsilon$ and $\hat{\Sigma}_t^\varepsilon$ are uniquely characterized by $\Pi_t^\varepsilon$.

Remark 3.6. Using the scaling properties of $K$ and $R_i K$ together with Lemma [2.3] it is easy to see that the constants $C_t^{\varepsilon}$ diverge like $\varepsilon^{-2+2\mu}$ for $\mu < 1$ resp. like $\log(\varepsilon)$ for $\mu = 1$.

Remark 3.7. The entire renormalization procedure we have done here is a special case of a general approach, which is presented in Section 8.3 of [19]. The idea is to introduce a renormalization group $R$ that acts on the space of admissible models. Such elements $M \in R$ are linear maps from the model space $T$ to itself and an important feature is their action on elements of negative homogeneity. In our case, this resembles the fact that $\mathcal{V}_t^\varepsilon$ has to be renormalized by subtracting a suitable constant. For each $M$, given any admissible model $\Pi$, one can build a new model $\Pi^M$ with the property

$$\Pi^M = \Pi M.
$$

The renormalization procedure that we have done here can then be viewed as such a transformation using the map $M^\varepsilon$ defined by

$$M^\varepsilon |_t = \mathcal{V}_t - C_t^{\varepsilon} 1,
$$

and $M^\varepsilon \tau = \tau$ for the remaining symbols $\tau \in T$.

Moreover, the crucial property of the renormalization group is that it is an invariant
mapping on the space of admissible models, meaning every model of the form \( \Pi^M \), where \( \Pi \) is admissible, is again admissible, see \([19]\).

For \( \hat{\Theta} \) being the solution to the abstract fixed point problem \((22)\) with model \( \hat{\Pi}^\varepsilon \) the function \( \hat{R}_i^\varepsilon \hat{\Theta}_i \) solves the equation

\[
\hat{R}_i^\varepsilon \hat{\Theta}_i = \partial_1 K * R_2 \left( \hat{\Pi}^\varepsilon \hat{\Theta} \right) - \partial_2 K * R_1 \left( \hat{\Pi}^\varepsilon \hat{\Theta} \right) + K * \xi_x + K *_{\tau^2} \theta_0
\]

Hence, the function \( \hat{R}_i^\varepsilon \hat{\Theta}_i \) is the mild solution of the SQG equation with regularized noise. Note, that the constant \( C^i \) do not appear in this equation.

### 3.4. Convergence of Renormalized Models.

Given the preliminaries of the previous subsections, we are now in a convenient position to show the convergence of \( \hat{\Pi}^\varepsilon \) to some \( \Pi \) as \( \varepsilon \to 0 \). This then implies the existence of a solution to the renormalized and regularized version of the SQG equation as the regularization \( \varepsilon \) gets removed. Instead of showing the estimates \((24) - (27)\) directly, we work with the functions \( (\mathcal{W}(k; \tau)) (t, \bar{x}) \). Since the following proposition is of general interest, we formulate it in \( \mathbb{R}^d \) with the scaling \((s_0, 1, \ldots, 1)\), our application will be the case \( d = 2 \) and \( s_0 = 2\mu \).

**Proposition 3.8.** Let \( \tau \in \mathcal{F}_- \) and \( k \in \mathbb{N} \) be less or equal the number of appearances of \( \Xi \) in \( \tau \). Assume there exist \( \nu, \nu' > 0 \) with \( 2(|\tau| + \nu) > -d \), functions \( (\mathcal{W}(k; \tau)) (t, x) \in L^2(\mathbb{R}^{1+d})^{\otimes k} \) and a constant \( C > 0 \) such that

\[
\left| \left< (\mathcal{W}(k; \tau)) (t, x), (\mathcal{W}(k; \tau)) (t, \bar{x}) \right> \right| \leq C \sum_\zeta (|x| + |\bar{x}|)^{\zeta} |x - \bar{x}|^{2(|\tau| + \nu) - \zeta}
\]

and

\[
\left| \left< (\delta\mathcal{W}(k; \tau)) (t, x), (\delta\mathcal{W}(k; \tau)) (t, \bar{x}) \right> \right| \leq C\varepsilon^{\nu'} \sum_\zeta (|x| + |\bar{x}|)^{\zeta} |x - \bar{x}|^{2(|\tau| + \nu) - \zeta}
\]

hold, where the sums run over finitely many \( \zeta \in [0, 2(|\tau| + \nu) + d) \), \( \delta\mathcal{W}(k; \tau) := \mathcal{W}(k; \tau) - \mathcal{W}(k; \tau) \) and \( \langle \cdot, \cdot \rangle \) denotes the scalar product in \( L^2(\mathbb{R}^{1+d})^{\otimes k} \). Then, the bounds \((24)\) and \((26)\) are satisfied for \( \tau \), where

\[
(\Pi^\varepsilon \tau)(\varphi) := \sum_k I_k \left( \int_{\mathbb{T}^2} \varphi(y) S_{x}^{\otimes k} (\mathcal{W}(k; \tau)) (t, y) dy \right).
\]

If in addition

\[
\left| \left< (\mathcal{W}(k; \tau)) (t, x) - (\mathcal{W}(k; \tau)) (s, x), (\mathcal{W}(k; \tau)) (t, \bar{x}) - (\mathcal{W}(k; \tau)) (s, \bar{x}) \right> \right| \leq C \sum_\zeta (|t - s, x|_2 + |t - s, \bar{x}|_2)^{\zeta} |x - \bar{x}|^{2(|\tau| + \nu) - \zeta} |t - s|^{2\delta/s_0}
\]

and

\[
\left| \left< (\delta\mathcal{W}(k; \tau)) (t, x) - (\delta\mathcal{W}(k; \tau)) (s, x), (\delta\mathcal{W}(k; \tau)) (t, \bar{x}) - (\delta\mathcal{W}(k; \tau)) (s, \bar{x}) \right> \right| \leq C\varepsilon^{\nu'} \sum_\zeta (|t - s, x|_2 + |t - s, \bar{x}|_2)^{\zeta} |x - \bar{x}|^{2(|\tau| + \nu) - \zeta} |t - s|^{2\delta/s_0}
\]
hold for some $\delta \in (0, |\tau| + \nu + d/2)$ and finitely many $\zeta \in [0, 2(|\tau| + \nu + \delta) + d)$, then the bounds (25) and (27) are also satisfied.

This result for homogeneous models is Proposition 10.11 in [19]. For the adaptations to the case of inhomogeneous models, see Proposition 6.2 and Remark 6.3 in [20]. Since we have chosen and slightly different formulation than in those papers, let us give a short proof.

**Proof.** Let $\lambda \in (0, 1]$. By [30] we have $\mathbb{E}[I_k(f)^2] \leq \|f\|^2_{L^2(R^{1+d})\otimes k}$, hence

$$
\mathbb{E} \left| I_k \left( \int_{\mathbb{T}^2} \varphi^\lambda_x(y) S_x \left( \mathcal{W}_x \right)_h (t, y) dy \right) \right|^2
\leq \left\| \int_{\mathbb{R}^d} \varphi^\lambda_0(y) \left( \mathcal{W}_x \right)_h (t, y) dy \right\|^2_{L^2(R^{1+d})\otimes k}
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \varphi^\lambda_0(y) \varphi^\lambda_0(y) \left( \left( \mathcal{W}_x \right)_h (t, y), \left( \mathcal{W}_x \right)_h (t, \bar{y}) \right) dy d\bar{y}
\leq c\lambda^{-2d} \sum_{\zeta} \int_{|y| \leq \lambda} \int_{|y| \leq \lambda} \left| (|y| + |\bar{y}|)^\zeta |y - \bar{y}|^{2(|\tau| + \nu) - \zeta} dy d\bar{y} \right|
\leq c\lambda^{2(|\tau| + \nu)},
$$

This shows (24), (26) follows in the same way. For $|t - s|^{1/s_0} \geq \lambda$ we also have (25) and (27) by the above calculation, but to show it for $|t - s|^{1/s_0} < \lambda$ we need the additional assumptions. Proceeding in the same way as before we get

$$
\mathbb{E} \left| I_k \left( \int_{\mathbb{T}^2} \varphi^\lambda_x(y) S_x \left( \mathcal{W}_x \right)_h (t, y) - \mathcal{W}_x \right)_h (s, y) dy \right|^2
\leq c\lambda^{-2d} \sum_{\zeta} \int_{|y| \leq \lambda} \int_{|y| \leq \lambda} \left| \left( |t - s| y \right) + \left( |t - s| \bar{y} \right) \right|^\zeta |y - \bar{y}|^{2(|\tau| + \nu - \delta) - \zeta} |t - s|^{2(s_0/2\delta)} dy d\bar{y}
\leq c\lambda^{2(|\tau| - \delta + \nu)}|t - s|^{2s_0/2\delta}.
$$

\[\Box\]

Note that the condition $2(|\tau| + \nu) > -d$ is satisfied for all basis symbols used to construct $\mathcal{F}_{SQG}$ if we choose $\kappa$ small enough, since $2|\tau| + 2 > -2 + 4\mu - 4\kappa$.

In many applications, including our case of SQG with noise homogeneous in time and space, we have $\langle \mathcal{W}_x \rangle(t, \bar{t}, x, \bar{x}) = \mathcal{H}(t - \bar{t}, x - \bar{x})$. In this case, we only need $\mathcal{H}$ to be a kernel of order $2(|\tau| + \nu)$ to have (32) and (34).

**Corollary 3.9.** In the situation of Proposition 3.8 assume that $\mathcal{H}(t, \bar{t}, x, \bar{x}) := \langle \mathcal{W}_x \rangle(t, \bar{t}, x, \bar{x})$ be a is a kernel of order $2(|\tau| + \nu) \leq 0$ for some $\nu > 0$ and only depend on $(t - \bar{t}, x - \bar{x})$, i.e. $\mathcal{H}(t, \bar{t}, x, \bar{x}) = \mathcal{H}(t - \bar{t}, x - \bar{x})$ for some kernel $H$ of the same order. Then the bounds (32) and (34) hold for $\delta \in [0, 1/2]$.

**Proof.** The estimate (32) follows from

$$
\left| \langle \mathcal{W}_x \rangle (t, x), \langle \mathcal{W}_x \rangle (t, \bar{x}) \right| = H(0, x - \bar{x}) \leq C|x - \bar{x}|^{2(|\tau| + \nu)}.
$$
For (35) we use
\[
\left\langle \left( W^{(k)}_{\bar{\tau}}(t, x) - W^{(k)}_{\bar{\tau}}(s, x), W^{(k)}_{\bar{\tau}}(t, \bar{x}) - W^{(k)}_{\bar{\tau}}(s, \bar{x}) \right) \right\rangle = H(0, x - \bar{x}) - H(s - t, x - \bar{x}) - H(t - s, x - \bar{x}) + H(0, x - \bar{x}).
\]
By [19], Lemma 10.18 we have for any \( \alpha \in [0, 1] \)
\[
|H(y, r) - H(\bar{y}, \bar{r})| \leq C \||(y - \bar{y}, r - \bar{r})\|_{\alpha}^{2} (\|\|(y, r)\|_{2}^{2(1 + \nu) - \alpha} + \|\|((\bar{y}, \bar{r})\|_{2}^{2(1 + \nu) - \alpha})
\]
for any \((\bar{y}, \bar{r}), (\bar{y}, \bar{r})\). This yields
\[
\left\langle \left( W^{(k)}_{\bar{\tau}}(t, x) - W^{(k)}_{\bar{\tau}}(s, x), W^{(k)}_{\bar{\tau}}(t, \bar{x}) - W^{(k)}_{\bar{\tau}}(s, \bar{x}) \right) \right\rangle
\leq C \|\|(t - s, 0)\|_{\alpha}^{2} \|\|(t - s, x - \bar{x})\|_{2}^{2(1 + \nu) - \alpha}
\leq C \|\|t - s\|^{\alpha/s_{0}} \|x - \bar{x}\|^{2(1 + \nu) - \alpha}
\]
for \( \delta = \alpha/2 \in [0, 1/2] \), where we used that \( 2(1 + \nu) - \alpha \leq 0 \).

Finally, we have everything to prove the convergence of the renormalised models.

**Theorem 3.10.** Given the regularity structure \( \mathcal{F}_{\text{SQG}} \) for the SQG equation. Let \( \rho \) be a symmetric mollifier, set \( \xi_{z} = \xi * \rho_{z} \) and let \( (\Pi^{\varepsilon}, \Gamma^{\varepsilon}, \Sigma^{\varepsilon}) \) be the associated canonical model. Further, let \( (\Pi^{\varepsilon}, \Gamma^{\varepsilon}, \Sigma^{\varepsilon}) \) be the renormalized model constructed above.

Then, there exists a unique admissible model \( (\Pi, \Gamma, \Sigma) \) independent of the choice of mollifier \( \rho \) such that \( (\Pi^{\varepsilon}, \Gamma^{\varepsilon}, \Sigma^{\varepsilon}) \) converges in probability to \( (\Pi, \Gamma, \Sigma) \). Furthermore, \((\Pi, \Gamma, \Sigma)\) has time regularity \( \delta > 0 \) for any \( \delta \in (0, 2\mu - 1) \).

**Proof.** It turns out that we can define functions \( W^{(k)}_{\bar{\tau}} \) in the same way we decomposed \( \Pi^{\varepsilon}_{\bar{\tau}} \) in (29) as we will see below. Once this is done, all that is left to show are the bounds (32)-(33) and (35)-(36) for \( W^{(k)}_{\varepsilon} \) and \( W^{(k)} \).

From the symbols in \( \mathcal{F}_{-} \) only \( \xi_{z} \) take some effort, since these are the symbols with \( k = 2 \). Both symbols have homogeneity \( [\xi_{z}] = -2 + 2\mu - 2\kappa \). Due to their similar structure we drop the index \( i \) for simplicity. Once we have done this, it is clear that the remaining symbols with \( k = 1 \) can be dealt with in the same fashion with even less effort because the corresponding functions \( W^{(k)}_{\varepsilon}(t, x) \) and \( W^{(k)}_{\bar{\tau}}(t, x) \) are easier to work with. We define
\[
\left( W^{(2)}_{\varepsilon, \tau}(z; z_{1}; z_{2}) \right) := R_{t}K(z - z_{1})K(z - z_{2})
\]
and \( W^{(1)}_{\varepsilon, \tau}(z; z_{1}; z_{2}) := 0 \), where \( z = (t, x) \), and \( z_{i}, \bar{x} \) are defined similarly. Hence, \[
\left\langle \left( W^{(2)}_{\varepsilon, \tau}(z), W^{(2)}_{\varepsilon, \tau}(\bar{z}) \right) \right\rangle
\]
\[
= \int_{M_{t}} \int_{M_{t}} R_{t}K(z - z_{1})K(z - z_{2})R_{t}K(\bar{z} - z_{1})K(\bar{z} - z_{2})dz_{1}dz_{2}
\]
\[
= \int_{M_{t}} R_{t}K(z - z_{1})R_{t}K(\bar{z} - z_{1})dz_{1} \int_{M_{t}} K(z - z_{2})K(\bar{z} - z_{2})dz_{2}
\]
\[
= \int_{M_{t}} R_{t}K((z - \bar{z}) + z_{1})R_{t}K(z_{1})dz_{1} \int_{M_{t}} K((z - \bar{z}) + z_{2})K(z_{2})dz_{2}
\]
\[
= (R_{t}K * R_{t}K)((\bar{z} - z)(-K * K)(\bar{z} - z),
\]
where again $M_t = (0, t) \times \mathbb{T}^2$. To get to the last line, we have used that the fractional heat kernel $K$ is even and that we have chosen the mollifier $\rho$ to be even as well. At this point, we note that the decomposition of the heat kernel in the sense of Remark 2.17 yields two new kernels both being even. This is due to [19, Lemma 5.24].

Since $K$ and $R_t K$ are kernels of order $-2$, applying Lemma 2.33 yields that $R_t K \ast R_t K$ is a kernel of order $-2 + 2 \mu$ and $(R_t K \ast R_t K)(-K \ast K)$ is a kernel of order $-4 + 4 \mu = 2 |\nu| + 4 \kappa$ only depending on $(t - \bar{t}, x - \bar{x})$. Choosing $\nu = 2 \kappa$ we get (32) and (35) by Corollary 3.9.

Next, we show the validity of the estimate (33) and (36). We get

$$\left\langle \delta \mathcal{W}^{(2)}(\nu) (z), \left( \delta \mathcal{W}^{(2)}(\nu) \right)(\bar{z}) \right\rangle = \int_{M_t} \int_{M_t} (R_t K(z - z_1) K(z - z_2) - R_t K(z - z_1) \nabla K(z - z_2))$$

$$\hfill (R_t K(\bar{z} - z_1) K(\bar{z} - z_2) - R_t K(\bar{z} - z_1) K(\bar{z} - z_2)) dz_1 dz_2.$$

In view of (10) in Lemma 2.33 we aim to estimate the differences of $R_t K - R_t K$ and $K_{\nu} - K$. Hence, using the algebraic identity $ab - cd = (a-c)(b-d) + (a-c)d + c(b-d)$, we write

$$\left\langle \delta \mathcal{W}^{(2)}(\nu) (z), \left( \delta \mathcal{W}^{(2)}(\nu) \right)(\bar{z}) \right\rangle$$

$$\hfill = \left[ \int_{M_t} (R_t K_{\nu}(z - z_1) - R_t K(z - z_1))(R_t K_{\nu}(\bar{z} - z_1) - R_t K(\bar{z} - z_1)) dz_1$$

$$\hfill + \sum_{i=2}^{9} I_i(z, \bar{z}) = I_1(z, \bar{z}) + \sum_{i=2}^{9} I_i(z, \bar{z}),$$

where each $I_i(z, \bar{z})$, $i = 2, ..., 9$, is an integral over products of different combinations of the kernels $R_t K_i$, $R_t K_{\nu_i}$, $K$, $K_{\nu}$ and, most importantly, at least one factor is a difference of the form $R_t K_{\nu} - R_t K$ or $K_{\nu} - K$.

Now, we can make use of estimate (10) and obtain as above

$$|I_1(z, \bar{z})| \leq C \left[ \int_{M_t} \epsilon^{\kappa/2} \|z - z_1\|_g^{-2 - \kappa/2} \epsilon^{\kappa/2} \|\bar{z} - z_1\|_g^{-2 - \kappa/2} dz_1 \right]^2$$

$$\leq C \epsilon^{2 \kappa} \left[ \epsilon^{\kappa} \|z - z\|_g^{-4 + 4 \mu - 2 \kappa} \right]$$

$$= C \epsilon^{\nu'} \|z - z\|_g^{2(\nu'(\nu') + \kappa)},$$

where $\nu' = 2 \kappa$. Using the same arguments, it is possible to estimate the remaining $I_i(z, \bar{z})$ with the same upper bound and the possible exception of different values for $\nu'$ and $\nu$. The fact that one of the factors in $I_i(z, \bar{z})$ contains at least one difference of a kernel and its regularized version yields the factor $\epsilon^{\nu'}$ in the estimate. Since we have only finitely many bounds of the above form, we conclude that the estimate (33) holds by taking $z = (t, x), \bar{z} = (t, \bar{x})$. The estimate (36) can be deduced.
similarly, here we have to handle terms of the form $I_i((t, x), (s, \bar{x})) - I_i((s, x), (s, \bar{x})) + I_i((s, x), (s, \bar{x}))$, which can be done as in the proof of Corollary 3.9. Now, by Proposition 3.8 for

$$
(I_{\tau}^1, \varphi) := I_2 \left( \int_{M_t} \varphi \mathbb{S}_{\mathcal{E}}^2 \left( \mathcal{W}^{(2)} \right) (z, \cdot) dz \right)
$$

the bounds (24) - (27) hold for $I_{\tau}$.

For the remaining symbols $\tau \in \mathcal{F}_-$ all of the estimates follow the same procedure given above for $I_{\tau}$. First, one establishes (32) and (35) with the arguments from above. Then, given the functions $\left( \mathcal{W}^{(k)} \right) (t, x)$, the functions $\left( \mathcal{W}^{(k)} \right) (t, x)$ are defined in the same manner as before. Due to the more simpler structure of these functions, the estimates (33) and (36) are even easier to obtain. Then, we can define the random variables $(I_{\tau}^1, \varphi)$ and conclude estimates (24) - (27) using Proposition 3.8. Thus, the theorem is proved. □
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