Analysis of FFANN Used for Pattern Recognition
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Abstract: FFANN is a powerfull computational model used in various vital applications, these applications require excelent performane by minimizing the mean square error between the target and the calculating output achieving a high value of recognition ratio. Two methods of creating FFANN model will be introduced and analyzed, it will be shown how the programming model of FFANN will increase the recognition ratio and how it is easy to build, train and test this model, this model will be adjustable to suit any input data set and target.
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Introduction

Feedforward artificial neural network [1], [2], [3]is a powerfull computational model used in various fetal applications such as curve fitting(regresion analysiss), pattern recognition(classification) , clustering and and time series[4], [5].
FFANN is a set of fully connected neurons[6]; [7], arranged in layers as shown in figure 1, each neuron acts as a computational cell and performs two main functions [8], [9]as shown in figure 2. The first function is summation of products of the inputs and the associated weights, the second function is computing the neuron outputs depending on the activation function (logsig, tansig or linear) selected for the neuron within a specified layer[10], [11].

To use FFANN as a recognition tool we have to follow the following procedures[12],[13]:

1. Select the input dataset, if required normalize the data.
2. Create FFANN (select FFANN architecture) by defining the number of layers, the number of neurons in each layer, and the activation function for each layer[17], [18].
3. Initialize FFANN.
4. Define some parameters for the net, such as the goal (the error between the target and the calculated output must equal or closed to zero), the number of training cycles(epochs)[15], [16].
5. Train the net using the inputs and the targets.
6. Check the error value, if the error is acceptable save the net to be used later as a recognition tool, else increase the number of training cycle or adjust the net architecture and train it again.

Each training cycle contains two phases as shown in figures 3 and 4. The feedforward phase by calculating the neurons outputs starting from the input layer, and backward phase staring from the output layer to adjust the neurons weight[19], [20].

Figure 3: Forward phase
Pattern recognition is the process of training a neural network to assign the correct target classes to a set of input patterns. Once trained the network can be used to classify patterns it has not seen before [13], [14].

This dataset can be used to design a neural network that classifies cancers as either benign or malignant depending on the characteristics of sample biopsies.

The input cancer Inputs data set is a 9x699 matrix defining nine attributes of 699 biopsies.

1. Clump thickness  
2. Uniformity of cell size  
3. Uniformity of cell shape  
4. Marginal Adhesion  
5. Single epithelial cell size  
6. Bare nuclei  
7. Bland chromatin  
8. Normal nucleoli  
9. Mitoses

The target cancer Targets output is a 2x966 matrix where each column indicates a correct category with a one in either element 1 or element 2.

1. Benign  
2. Malignant

Figure 5 shows 10 samples from the input and the target data sets.
Using {\ttfamily matlab} \texttt{nnstart} to create FFANN recognizer

The creation of a classification model involves the following stages (see figure 6):

1. Data preparation (importing, processing, exploration and statistical analysis), this stage divides the data into two or three parts:
   - training data – will be used to build the model
   - validation data (in more complex cases) – will be used for evaluation of model quality during its creation
   - testing data – will be used to establish the final quality of the model
2. Model creation (using training and optionally validation)
3. Model quality assessment (testing the created model on testing data)
4. Model application and subsequent monitoring (periodical checks if the quality of predictions does not deteriorate over time, for instance due to demographic or market changes)
Figure 6: Creating FFANN model using nnstart

**Binary classification:**
- one class is defined as positive (also known as target class, rare class or minority class)
- other class is defined as negative (also known as normal class)

**Multiclass classification:**
- one class is defined as positive
- other classes combined are defined as negative
Positive class should collect objects which should be identified during modeling: for example, in churn modeling the positive class would consist of resigning customers; in credit scoring projects the positive class consists of customers who defaulted on their debts. (In both cases the negative class consists of the remaining customers).

TP, TN, FP, FN (see figures 7 and 8)
- **TP** – True Positive – the number of observations correctly assigned to the positive class Example: the model’s predictions are correct and resigning customers have been assigned to the class of “disloyal” customers
- **TN** – True Negative – the number of observations correctly assigned to the negative class Example: the model’s predictions are correct and customers who continue using the service have been assigned to the class of “loyal” customers.
- **FP** – False Positive – the number of observations assigned by the model to the positive class, which in reality belong to the negative class. Example: unfortunately the model is not perfect and made a mistake: some customers, who continue using the service have been assigned to the class of “disloyal” customers.
- **FN** – False Negative – the number of observations assigned by the model to the negative class, which in reality belong to the positive class. Example: unfortunately the model is not perfect and made a mistake: some churning customers have been assigned to the class of “loyal” customers.
Figure 7: Confusion matrix

Figure 8: Receiver operation characteristics (ROC)
For a perfect classifier (i.e. every observation has been correctly classified) we would have:

FP = 0
FN = 0
TP = number of all observations from the positive class.
TN = number of all observations from the positive class.
Pos = TP + FN – number of all observations which in reality belong to the positive class.
Neg = FP + TN – number of all observations which in reality belong to the negative class.

Using the above mentions data set FFANN model shown in figure 9 was created, trained, validated and tested, the input data set was divided into three parts, and the best results were achieved using 70% of the input data as a training set, 15% of input data as a validation set and 15% of the input data as a testing set.

![Pattern Recognition Neural Network](image)

**Figure 9: FFANN model architecture**

The best recognition ratio obtained was equal 96.5%, this is shown in figures 10, and 11.

![Best confusion matrix](image)

**Figure 10: Best confusion matrix**
Creating FFANN model using programming method

The following matlab code was used to create and train FFANN with two layers, the obtained FFANN was tested and the error between the targets and the computed output was very closed to zero (MSE = 1.55197e-14) (see figure 12), which means that the model gives a 100% recognition ratio.

```matlab
clear all
load x
load y
net21=newff(minmax(x),[9 2],{'tansig','logsig'});
net21=init(net21);
net21.trainParam.goal=0;
net21.trainParam.epochs=4000;
net21=trains(net21,x,y);
y3=sim(net21,x);
```
Figure 12: Estimated performance of the programming model

Conclusion

Different ways of creating FFANN model which can be used as recognition tool were introduced, nnstart can be easily used to create a model with good recognition ratio by selecting a suitable model architecture and a suitable division of the input data set. The worst case of recognition ratio is not less than 94% and the best case is 97%. To enhance the recognition ratio and to get a zero error between the targets and the calculated output it is easily to see a programmed model, this model is very simple and it is very easy to adjust it to suit any input data set and targets.
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