Facial Expression Recognition Research Based on Deep Learning
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Abstract

With the development of deep learning, the structure of convolution neural network is becoming more and more complex and the performance of object recognition is getting better. However, the classification mechanism of convolution neural networks is still an unsolved core problem. The main problem is that convolution neural networks have too many parameters, which makes it difficult to analyze them. In this paper, we design and train a convolution neural network based on the expression recognition, and explore the classification mechanism of the network. By using the Deconvolution visualization method, the extremum point of the convolution neural network is projected back to the pixel space of the original image, and we qualitatively verify that the trained expression recognition convolution neural network forms a detector for the specific facial action unit. At the same time, we design the distance function to measure the distance between the presence of facial feature unit and the maximal value of the response on the feature map of convolution neural network. The greater the distance, the more sensitive the feature map is to the facial feature unit. By comparing the maximum distance of all facial feature elements in the feature graph, the mapping relationship between facial feature element and convolution neural network feature map is determined. Therefore, we have verified that the convolution neural network has formed a detector for the facial Action unit in the training process to realize the expression recognition.
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1 Introduction

In recent years, the use of convolution neural network in deep learning[5] for feature extraction and classification has become more and more mature and popular. The use of convolution neural network for feature extraction has higher accuracy and stronger robustness. As more and more sophisticated network structures are designed, many image classification problems in computer vision have been well solved, such as face recognition and object detection in some open data sets have been greatly improved the accuracy.

However, in many cases convolution neural network is used as a black box. The mechanism of internal classification is not clear. Most of the time only through experience and constantly trying to improve the network, which is not conducive to the improvement of the neural network.

Several groups began to look into this black-box problem, that review is by Davide Castelvecchi in 2016[1]. The team of Geoffrey Hinton began to look into this black-box problem from 2012 and to dig deeper into how this was possible, Vedaldis group took algorithms that Hinton had developed
to improve neural-network training, and essentially ran them in reverse. Rather than teaching a network to give the correct interpretation of an image, the team started with pretrained networks and tried to reconstruct the images that produced them. This helped the researchers to identify how the machine was representing various features as if they were asking a hypothetical cancer-spotting neural network Clunes team discovered in 2014 that the black-box problem might be worse than expected: neural networks are surprisingly easy to fool with images that to people look like random noise, or abstract geometric patterns.

Therefore, this paper has done the following work: design a network for expression classification, try to analyze and verify the principle of the network classification. Finally, there comes to a conclusion that the feature which the neural network get from learning is some facial action units and it is very similar to the Facial Action Coding System. The reason to choose facial expression recognition is because it is a representative classification problem and a lot of study has been done. There is a large number of academic data sets available.

2 Model design and training of CNN

In order to analyze the mechanism of convolution neural network, a neural network with shallow layer is designed in this section.

2.1 Model design

The model adopts a typical feedforward neural network structure. As shown in Figure 1, the size of the data layer input image is 96*96. There are three convolution layers in the network. The number of convolution cores is 64, 128, 256 in turn. The design of gradually increasing convolution kernels is a common way. Its meaning is that with the increase of the number of layers, the features become more abstract and the high-level features formed by the combination of low-level features should be more and more. The size of each convolution core is 5*5. Each convolution layer is followed by a ReLU activation layer and a max pooling layer with size 2*2. Then connected to the full connection layer with 1024 hidden neurons, and finally connected to softmax layer as classification.

Figure 1: Model network structure

2.2 Model training

The data set used in this experiment is: the extended Cohn-Kanade database (CK +)\[6\]. The CK + dataset contains 327 face sequences whose tags contains the following seven expressions: anger, contempt, disgust, fear, joy, sadness, and surprise. The tag of each face picture has both the expression tag and the action unit tag which constitutes the expression.

This is a new network. So there are no pre-trained model parameters. The hyperparameters of the model are as follows: batchsize is set to 64, momentum is set to 0.9, weight decay parameter is 0.0001, learning rate is constant 0.001, weight is initialized by Gaussian distribution with mean value 0 and variance 1. In order to avoid over-fitting of the model, the method of data enhancement and dropout is adopted in this paper. The parameter for the full connection layer is dropout with a probability value of 0.5.

To increase the fairness of comparison, this section uses the same data sets and tags as some previous work [4-5]. The first frame of each picture sequence is treated as a neutral expression and the other pictures are treated as data sets of the training model. In the enhanced data set, 200 images are selected as the test set. The remaining images are used as the training set. The expression picture
here is not the original picture, but a picture of the face area. According to the coordinates of the feature points of each image given by the ck+ data set, the area surrounded by the upper, lower, left and right four largest feature points is selected as the face image.

For the sake of fairness, this section trains the network from scratch. Data preprocessing and enhancement are as follows:

1. Rotate the picture randomly between angles (-15, +15).
2. Flip the picture at random.
3. Normalize the image to the size of 99*99.
4. Cut the picture randomly to 96*96.
5. Standardize the picture, that is, subtract the average value of the picture pixel from each pixel of the picture, and divide by the standard deviation of the picture pixel.

Training the model until the model converges.

2.3 Brief of traditional expression recognition method

One of the traditional expression recognition methods is based on action unit (AU). The action unit is derived from the Facial Action Coding System, which is for dividing the movement regions of facial muscles. It was developed by Paul Ekman and Wallace in 1978 [3]. The movements of each facial muscle can be coded to represent changes in the appearance of the face. The coding can be used as a standard for systematic expression classification.

The unit of FACS is the Action Unit (AU). The action unit is a recognizable facial change caused by the simultaneous action of several muscles, see Table 1. Almost all facial expressions can be broken down into combinations of different facial units, see Figure 2.

![Figure 2: Expression coding](image)

In traditional methods, it is common to design a detector for each facial action unit. The expressions are classified according to the detection results of the monitor, see Figure 3.

![Figure 3: Traditional method to detect facial action unit.](image)

This method is theoretically feasible. However, in practice, it is very difficult to design the detector of each action unit manually and ensure its accuracy and efficiency. The reason that neural network can classify exactly is that it can learn the feature automatically from the sample, which saves the process of extracting the feature manually. As to the principle of neural network classification model, this paper proposes the following hypothesis: the trained convolution neural network learns the detector similar to facial action unit.

3 Analyzing the classification mechanism of the network

3.1 Deconvolution visualization of model

In section 2, we obtain a better model for the expression classification of the training set. The model can effectively classify the expressions in the training set. Taking the model as the research object,
the classification mechanism of the convolution model is discussed in this paper. In this section, we use deconvolution visualization technology to map the largest excitation response in the feature map of different layers to the original picture pixel space, and explore the regions which have the most important impact on the model classification. As a diagnostic tool, deconvolution visualization enables us to understand the role played by each layer and the potential problems of the diagnostic model.

It is a common practice to obtain a visual understanding of network functions through visual features, but it is usually limited to the first layer of the network directly mapped to the image. For the response of a neuron in a high-level feature, to map back to its corresponding pixel space, it needs to be realized by deconvolution network. For example, in order to visualize the n-layer neuron activation value a, it is first necessary for the image to be propagated forward through the network. Next, the n-layer neurons other than the activation value a are set to 0, and then the image of the neurons activated in the original pixel space is visualized through deconvolution.

Let the input image be \( x \), the convolution core \( C \), and the output be \( y \). The convolution operation can be represented as:

\[
y = Cx
\]  

In reverse propagation, you get \( \frac{\partial \text{Loss}}{\partial y} \) from a deeper network.

\[
\frac{\partial \text{Loss}}{\partial x} = \sum_i \frac{\partial \text{Loss}}{\partial y_i} \frac{\partial y_i}{\partial x_j} = \sum_i \frac{\partial \text{Loss}}{\partial y_i} C_{i,j} C^T \frac{\partial \text{Loss}}{\partial y}
\]  

In this section, we use deconvolution visualization method to visualize the active values on the corresponding part of the feature graph of the third layer of convolution layer in the network. The deconvolution of the activation value of the feature graph is shown in Figure 4. The active value \( i \) is an active value in the feature graph \( j \) generated by the third convolution layer. By deconvolution of the active value \( i \), the receptive field (block a) mapped on the original graph and the corresponding deconvolution response (block b) can be obtained. From the deconvolution process of formula 1-3, it is known that the graph represented by block b can increase the value of the active value \( i \). Therefore, it can be considered that the network structure associated with the feature graph \( j \) in which the active value \( i \) is located constitutes a detector of graph block b.

**Figure 4: Deconvolution visualization of active values.**

### 3.2 Facial feature units

The process of this experiment is as follows:

1. Enter all the training pictures into the network in turn.
2. For each picture, record the maximum activation value and the corresponding position of each picture in 256 characteristic graphs in the third characteristic graphs.
3. For each feature image, take the picture corresponding to the first nine maximum activation values.

4. Using deconvolution network, the response of original image space corresponding to each activation value is calculated.

5. At the same time, the activation value is calculated in the corresponding area of the original image.

Finally, the responses of the receptive field and deconvolution corresponding to the first nine maximum values of each feature graph in the third layer are obtained. Some deconvolution visualizations of the feature graphs are selected, and the effect is shown in Table 2.

| AU | Picture AU Type | The response of deconvolution of the maximum activation value in the feature graph |
|----|----------------|--------------------------------------------------------------------------------|
| 1  | Original       | ![Image](image1.png)                                                            |
| 16 | Original       | ![Image](image2.png)                                                            |
| 6  | Original       | ![Image](image3.png)                                                            |
| 26 | Original       | ![Image](image4.png)                                                            |
| 2  | Original       | ![Image](image5.png)                                                            |
| 27 | Original       | ![Image](image6.png)                                                            |

As shown in Table 2, these are the response of the original image space corresponding to the activation value of the odd behavior characteristic graph after deconvolution and the image receptive field corresponding to the even behavior. It can be clearly seen that: 1. The image area corresponding to the maximum response value of a characteristic graph of the trained network is basically the same image type. And its deconvolution corresponding to the activation pattern in the original image pixel space is also very similar to the image type. 2. The image obtained by partial deconvolution is very close to the facial feature unit.

Therefore, the following preliminary conclusions can be drawn: through training the network model, the model gradually formed some specific shape of the detector. Some of the shapes detected are very similar to those of facial motion units.

### 3.3 Mouth shape in deconvolution feature graph

The number of feature graphs outputted from the third layer is 256, which is equivalent to 256 feature detectors. The number of these feature detectors is far more than the number of facial action units. So the division of facial regions is more detailed. Table 3 is the mouth shape selected from the deconvolution feature map. And Table 4 is the mouth shape defined by the facial action unit.
Table 2: mouth shape in deconvolution feature graph

| id | Type   | Deconvolution example |
|----|--------|-----------------------|
| 1  | Original | ![Deconv example 1](image1) |
|    | Deconv  | ![Deconv example 2](image2) |
| 2  | Original | ![Deconv example 3](image3) |
|    | Deconv  | ![Deconv example 4](image4) |
| 3  | Original | ![Deconv example 5](image5) |
|    | Deconv  | ![Deconv example 6](image6) |
| 4  | Original | ![Deconv example 7](image7) |
|    | Deconv  | ![Deconv example 8](image8) |
| 5  | Original | ![Deconv example 9](image9) |
|    | Deconv  | ![Deconv example 10](image10) |
| 6  | Original | ![Deconv example 11](image11) |
|    | Deconv  | ![Deconv example 12](image12) |

Table 3: mouth shapes in facial action units

|                |
|----------------|
| Lips apart     |
| Jaw Drop       |
| Mouth Stretch  |

It can be seen that the trained network can detect a variety of facial mouth deformation. Compared with the three mouth shapes defined in the facial action unit, the convolution network detects more types of mouth shapes. So the expression classification based on convolution network is more delicate than the facial expression classification based on facial motion unit.

Compared with the process of designing the detector by hand, the method of deep learning automatically completes the extraction of data features in the process of training the network and forms a detector for specific graphics. Data-driven algorithm instead of manual design to extract features makes the problem easier and faster processing, which is a great advantage of deep learning methods.

This section presents the internal mechanism of the network with deconvolution visualization. The similarity between the network-formed detector and the facial motion unit is also visualized. And followed we demonstrate the relationship between the detector formed by the network and the facial motion unit.
4 Validation of Correlation between Deconvolution Feature Map and Facial Action Units

The deconvolution feature graphs of the network are obtained in the preceding section. And we can observe that some of the patterns are very similar to the facial feature units. In this section, the correlation between deconvolution feature image and facial feature unit is verified. The one-to-one correspondence between partial deconvolution feature map and facial feature unit is proved. That is to say, for a certain facial action unit, the most closely associated feature graph is obtained.

4.1 The formula of best simile between Feature Map and Unit

This section proposes the following hypothesis: for a particular feature graph i in the network, let the feature graph represent the detector of the facial action unit j. S is a collection of pictures containing action unit j and $S^c$ is a collection of pictures without action unit j. Let S respond through the network in the characteristic graph a as $F_a(S)$. $S^c$ respond through the network in the characteristic graph a as $F_a(S^c)$. And the distance between $F_a(S)$ and $F_a(S^c)$ is $D(F_a(S), F_a(S^c))$. There is:

$$D(F_a(S), F_a(S^c)) = \max(D(F_a(S)), F_a(S^c)) \quad a = 1, \ldots, 256 \quad (4)$$

That is, the maximum distance between $F_a(S)$ and $F_a(S^c)$ should be $D(F_i(S), F_i(S^c))$. This hypothesis is reasonable. Because in general, for the detector i of the action unit j, if S contains an action unit j and $F_i(S)$ is larger. Otherwise, the response $F_i(S)$ is smaller. Therefore, the distance $D(F_i(S), F_i(S^c))$ should be the maximum of the distance in all the characteristic graphs for the characteristic graphs i.

Therefore, for a given facial action unit j, the feature graph i that maximizes $D(F_a(S), F_a(S^c))$ is the feature graph that is most closely associated with the facial action unit j. That is, the network structure associated with the feature graph i constitutes a detector for the facial feature unit j.

The experimental process is as follows:

In addition to providing facial expression tags, the ck+ database also provides FAU tags for images. Through the FAU tag, the correlation between the spatial pattern of the original image (i.e. deconvolution feature map) and the action unit can be verified. The activation value distribution of the picture with action unit j is the most different from that of the picture without action unit j in the feature map i.

Let $F_{L;i}(x)$ be the activation value of the first i feature graph of picture x in the L layer. Here we use the third layer convolution kernel, so $L=3$. $S$ is a collection of pictures containing action unit j and $S^c$ is a collection of pictures without action unit j.

$$R_{ij}(x) = P(F_{3i}(x|S)) \quad (5)$$

$$Q_{ij}(x) = P(F_{3i}(x|S^c)) \quad (6)$$

$Q_{ij}(x)$ and $R_{ij}(x)$ are the probability distributions on the characteristic graph i of the action unit with j and the action unit without j respectively. The common method for measuring the distance between two distributions is to calculate the KL divergence between the two distributions.

KL distance (relative entropy): A measure of the difference between the two probability distributions of the same event space. The formula is as follows:

$$D(R||Q) = \sum_{x \in X} R(x) \log \left( \frac{R(x)}{Q(x)} \right) \quad (7)$$

When R and Q are the same distribution, the KL distance is 0. And the greater the difference of R and Q distribution, the greater the KL distance. In this section, the distance between $Q_{ij}(x)$ and $R_{ij}(x)$ does not strictly conform to the definition of KL distance: 1. The probability distributions represented by $Q_{ij}(x)$ and $R_{ij}(x)$ cannot be obtained. 2. $Q_{ij}(x)$ and $R_{ij}(x)$ are input from different data sets.

To solve the above problems, the following distance function is designed in this section:
Step 1: Let the activation value of the feature graph \( j \) be \( R_j(x) \) and \( Q_j(x^c) \), where \( x \) belongs to the first \( n \) pictures in which the activation value response of the image set \( S \) is greatest in the feature graph \( j \), and \( x^c \) belongs to the first \( n \) pictures in which the activation value response of the image set \( S^c \) is greatest in the feature graph \( j \). There are:

\[
R_j(x_1) > R_j(x_2) > ... > R_j(x_n)
\]  

(8)

\[
Q_j(x^c_1) > Q_j(x^c_2) > ... > Q_j(x^c_n)
\]  

(9)

These activation values \( P_j(x) \) and \( Q_j(x^c) \) as follows:

\[
D(R|Q) = \sum_{k=1}^{n} R_j(x_k) \log \left( \frac{R_j(x_k)}{Q_j(x^c_k)} \right)
\]  

(10)

Its property is similar to that of KL distance. The closer the response of two data sets in the feature graph \( j \) (i.e. \( R_j(x) \) and \( Q_j(x^c) \)) are, the smaller the distance is, and vice versa. Because the distance is asymmetrical, i.e.:  

\[
D(R|Q) \neq D(Q|R)
\]  

(11)

So the final distance function is as follows:

\[
D_j(R|Q) = D(R|Q) + D(Q|R)
\]  

(12)

\[
D_j(R|Q) = \sum_{k=1}^{n} R(x_k) \log \left( \frac{R_j(x_k)}{Q_j(x^c_k)} \right) + \sum_{k=1}^{n} Q(x^c_k) \log \left( \frac{Q_j(x^c_k)}{R_j(x_k)} \right)
\]  

(13)

The distance of the facial action unit \( i \) on the feature graph \( j \) is In this experiment, we select \( n=9 \). That is, the first nine images with the greatest response value on the feature graph \( j \) are selected for the data set containing the facial action unit \( i \) and the data set without the facial action unit \( i \) respectively. And the distance is calculated as:

\[
D = D_j(Q_{ij}|R_{ij})
\]  

(14)

The distance is calculated for all 256 feature maps and the corresponding feature map with the maximum distance is selected:

\[
\max(D_j(Q_{ij}|R_{ij})), \quad j = 1, ..., 256
\]  

(15)

When \( j=1 \) (i.e. choosing FAU1), the distance \( D_{ij} \) corresponding to each feature graph is demonstrated as figure 5.

Figure 5: The distance \( D_i \) of FAU1 mapped on the third feature graphs.

Figure 5 shows that the distance of FAU1 is the largest when \( i=113 \). And the deconvolution feature map and the receptive field region of the original map are shown in Table 4.

It is evident from table 4 that the face action unit 1 is highly consistent with the deconvolution image of feature map 113. At this point, we obtain the mapping relationship between the facial action unit 1 and the feature graph 113 and draw the following conclusion: the network structure associated with the feature graph 113 is the detector of the facial action unit 1. In this section, by calculating the distance \( D_j \) of activation value distribution of facial action unit \( j \) in different feature graphs, the mapping between facial action unit and feature graphs is found successfully. Figure 6 is a distance image on a third layer feature map of a portion of the AU unit.
Figure 6: The distance images corresponding to AU1, AU4, AU11, AU27.

Table 5 is a deconvolution feature map of the feature map with the largest distance corresponding to the facial feature unit of figure 6.

Table 4: Comparison between deconvolution feature graph of 113 and FAU1

| AU   | Feature graph i | Actual AU picture | Deconvolution feature graph | Original picture |
|------|-----------------|-------------------|-----------------------------|-----------------|
| 1    | 113             | ![Image](image)    | ![Image](image)             | ![Image](image) |

Table 5: The corresponding deconvolution feature graph of AU of Figure 6

| AU   | Actual AU picture | Deconvolution Feature Graph | Original Picture |
|------|-------------------|-----------------------------|-----------------|
| 4    | ![Image](image)   | ![Image](image)             | ![Image](image) |
| 1    | ![Image](image)   | ![Image](image)             | ![Image](image) |
| 11   | ![Image](image)   | ![Image](image)             | ![Image](image) |
| 27   | ![Image](image)   | ![Image](image)             | ![Image](image) |

Therefore, the network does learn the facial action unit detector and we verify that in expression classification problem, the principle of convolution neural network is based on the combination of appearance, through the network to detect the specific action unit to classify the face.

In this section, by calculating the response of facial feature units on different feature graphs, the distance function D is designed to measure the relationship between facial feature units and feature graphs and we found the corresponding relationship between facial feature units and feature graphs. The subjective results obtained in section 3 are verified experimentally. It not only confirms that the trained network forms the detector of the specific image, but also obtains the mapping relation between the detector of the network and the designated facial feature unit.
5 Summary

In this article, we analyze and verify the principle of expression classification based on a convolution neural network model. The connection between convolution neural network and traditional pattern recognition method by constructing detector is established. And the principle of convolution neural network in classification is verified intuitively: the trained convolution neural network forms the detector of specific image. By calculating the distance function of a facial action unit on different feature graphs, we establish the corresponding relationship between the feature graphs and the action units in the network synchronously, which further supports the hypothesis of the classification principle of the convolution neural network proposed. This conclusion has been verified in the expression classification problem, which can be inferred to be equally applicable in other issues.
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