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Abstract
We prove existence theorems for the double-free-boundary Bernoulli problem in two space dimensions, in which, given the strictly-positive, smooth "flow-speed" functions $a_i(p) : \mathbb{R}^2 \to \mathbb{R}_+$, $i = 1, 2$, one seeks an ideal fluid flow in an annular flow-domain $\Omega$ (also to be determined), whose boundary components $\Gamma_i$, $i = 1, 2$, are such that $|\nabla U(p)| = a_i(p)$ on $\Gamma_i$, $i = 1, 2$, where $U(p) : \Omega \to \mathbb{R}$ denotes the stream-function in $\Omega$. The existence result (Thms. 1.5 and 2.4) states that given a strict inner-solution pair $(\tilde{\Gamma}_1, \tilde{\Gamma}_2)$ (defined such that $(-1)^i(a_i(p) - |\nabla \tilde{U}(p)|) < 0$ on $\tilde{\Gamma}_i$, $i = 1, 2$) and a strict outer-solution pair $(\hat{\Gamma}_1, \hat{\Gamma}_2)$ (defined such that $(-1)^i(a_i(p) - |\nabla \hat{U}(p)|) > 0$ on $\hat{\Gamma}_i$, $i = 1, 2$), such that the inner-solution pair lies component-wise inside the outer-solution pair, there exists a classical solution pair $(\check{\Gamma}_1, \check{\Gamma}_2)$, which lies component-wise outside the inner-solution pair and inside the outer-solution pair.

Consider Prob. 1.1 in the special case where the functions $a_1(p), a_2(p)$ both coincide with a single strictly logarithmically subharmonic flow-speed function $a(p) : G \to \mathbb{R}_+$ defined in a finite annular domain $G$. We show

---
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Some of these results (especially Thm. 1.5) were presented in the author’s talk entitled Operator methods for double-free-boundary fluid problems in annular domains. At the 7th. AIMS International Conference on Dynamical Systems, Differential Equations and Applications, University of Texas at Arlington, 17-21 May, 2008, Special Session on Partial Differential Equations in Fluid Mechanics and Mathematical Physics, organized by Ning Ju, Xiaming Wang, and Jiahang Wu.
that any two classical solutions must coincide provided that both corresponding stream-beds lie in \( G \) and contain the same simple closed curve in \( G \) which encircles the interior complement of \( G \).

Finally, we apply Thm. 1.5 to construct continuously-varying and suitably monotone families of solution-pairs for the double-free-boundary Bernoulli problem corresponding to various parameter-pairs \((\lambda_1, \lambda_2) \in \mathbb{R}_+^2\) and the related function-pairs \((a_1(p), a_2(p))\) defined such that \(a_1(p) := \lambda_1 a(p)\) and \(a_2(p) := \lambda_2 a(p)\).
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1 Introduction

1.1 Existence

Consider an ideal fluid, flowing in a channel in two-dimensional space under the influence of a potential-energy function of the two space coordinates. In
the simplest approximation of such a flow, called the "narrow-stream limit,"
the flow-channel is modelled by a smooth simple closed curve chosen to locally
minimize the arc-length integral of the flow-speed, which is given by a positive
$C^1$-function $a(p)$ of the space coordinates $p = (x, y)$. The Euler equation for
the total-flow-speed minimization problem states that

$$K(p) = \frac{a_\nu(p)}{a(p)}$$

along the flow-curve $\Gamma$, where $\nu$ and $K(p)$ denote the left-hand normal to $\Gamma$
at $p \in \Gamma$ and corresponding counter-clockwise-oriented curvature at $p$. For
example, for a flow governed by Bernoulli's law (at constant pressure and fluid
density), the speed $a(p)$ of the flow at any point $p \in \mathbb{R}^2$ would be related to
the potential energy at that same point in such a way that the sum of twice
the potential energy density with the square of the flow-speed equals a positive
constant. Thus the path of the flow through a potential-energy terrain in $\mathbb{R}^2$
would tend to follow the high-potential-energy ridges (corresponding to valleys
of the flow-speed function), while avoiding low-potential-energy regions, where
the flow-speed is relatively high.

In the much more detailed 2-dimensional stream-model to be studied in the
present paper, we assume a flow-channel (or stream-bed) of finite width, in
which there is a flow of ideal fluid. This has been a widely accepted flow model
in free-boundary studies of jets, wakes, cavitation, gravity waves, etc. The
ideal flow is by definition an incompressible, irrotational, inviscid, steady-state,
two-dimensional flow in a (therefore) two-dimensional flow-region (or stream-
bed). We also assume a finite, annular flow-channel. Thus, we have invoked the
accepted mathematical idealization of the stream which flows around a finite
closed loop, and thus doesn’t begin or end (or flow to or from infinity). The two
boundary components of the annular flow-channel, as well as the (harmonic)
stream function for the ideal fluid-flow in the flow-channel, are all determined
together as elements of the solution of a double-free-boundary problem, in which
the flow-speed along the free boundaries is again determined point-wise by a
positive flow-speed function $a(p)$, or by two independent positive flow-speed
functions $a_1(p)$, $a_2(p)$, independently governing the flow-speeds along the two
boundary components of the stream. In either case, the flow-speed functions are
a direct input into the stream-model, which applies to a large class of flow-speed
functions. Our flow-model leads to the following flow-problem.

**Problem 1.1 (Double-free-boundary Bernoulli problem for annular domains in
$\mathbb{R}^2$: the case of two independent flow-speed functions (see Prob. 2.2))** In $\mathbb{R}^2$
(where $p = (x, y)$), let $X$ denote the family of all simple closed curves $\Gamma$. Let
$X$ denote the family of all ordered pairs $\Gamma = (\Gamma_1, \Gamma_2)$ of elements of $X$ such
that $\Gamma_1 < \Gamma_2$ in the sense that $\text{Cl}(D(\Gamma_1)) \subset D(\Gamma_2)$, where we use $D(\Gamma)$ (resp.
$E(\Gamma)$) to denote the interior (resp. exterior) complement of $\Gamma \in X$. Given the
strictly-positive $C^2$-functions $a_i(p) = a_i(x, y) : \mathbb{R}^2 \to \mathbb{R}^+_+$, $i = 1, 2$, which we call
"flow-speed functions", we seek a smooth curve-pair $\Gamma = (\Gamma_1, \Gamma_2) \in X$ (the flow
boundaries) such that
\[ |\nabla U(p)| = a_i(p) \text{ on } \Gamma_i, \]
i = 1, 2, where the region \( \Omega = \Omega(\Gamma) := D(\Gamma_2) \cap E(\Gamma_1) \) is the annular (i.e. doubly connected) stream bed, and \( U(p) := U(\Gamma; p) \) denotes the stream function in \( \text{Cl}(\Omega(\Gamma)) \), which solves the Dirichlet boundary value problem:
\[ \Delta U = 0 \text{ in } \Omega := \Omega(\Gamma), U(\Gamma_1) = 0, U(\Gamma_2) = 1. \]
\( \text{(3)} \)

\( \text{(Given any vector } \lambda = (\lambda_1, \lambda_2) \in \mathbb{R}^2_+, \text{ we call } \Gamma_{\lambda} = (\Gamma_{\lambda,1}, \Gamma_{\lambda,2}) \in X \text{ a solution of Prob. 1.1 at } \lambda \text{ if the corresponding capacitary potential } U_{\lambda}(p) := U(\Gamma_{\lambda}; p) \text{ satisfies (2) with the new flow-speed-functions } a_{\lambda,i}(p) = \lambda_i a_i(p) : \mathbb{R}^2 \to \mathbb{R}_+, \]
i = 1, 2.)

In studying Prob. 1.1 it is very helpful to keep in mind the following pair of closely related single-free-boundary Bernoulli problems, which have been much more studied in the literature:

**Problem 1.2** (Exterior (resp. interior) Bernoulli free-boundary Problem for annular domains in \( \mathbb{R}^2 \)) Given a curve \( \Gamma^* \in X \) and a strictly-positive continuous function \( a(p) : \mathbb{R}^2 \to \mathbb{R}_+ \), we seek a smooth curve \( \Gamma \in X \) such that \( \Gamma > (\prec) \Gamma^* \) and such that \( |\nabla U(p)| = a(p) \) on \( \Gamma \), where \( U(p) := U(\Gamma; p) \) denotes the stream function in the annular (i.e. doubly-connected) domain \( \Omega = \Omega(\Gamma) \) between \( \Gamma^* \) and \( \Gamma \).

**Remark 1.3** (Generality of the stream model) Probs. 1.1 and 1.2 are based on very general flow-models, in the sense that the flow-speed functions \( a_1(p), a_2(p) : \mathbb{R}^2 \to \mathbb{R}_+ \), which indirectly represent the terrain, are completely unrestricted apart from their positivity and smoothness. Indeed if one were to remove the stated requirement that the solutions be annular, then there would be many possible types of solutions, in fact any sufficiently-smooth, simply or multiply-connected, bounded open set \( \Omega \) would be a solution of Prob. 1.1 for numerous pairs of strictly-positive and arbitrarily smooth flow-speed functions \( a_1(p), a_2(p) : \mathbb{R}^2 \to \mathbb{R}_+ \). To show this, just choose any such region \( \Omega \) and partition \( \partial \Omega \) into two parts, each of which is a union of smooth simple closed boundary curves. Then choose \( a_i(p) := |\nabla U(p)| \) on \( \Gamma_i, \) \( i = 1, 2 \), where \( U \) denotes the harmonic function in \( \Omega \) satisfying the boundary conditions: \( U = i - 1 \) on \( \Gamma_i, \) \( i = 1, 2 \). Finally, continue the functions \( a_i(p), \) \( i = 1, 2, \) into the rest of \( \mathbb{R}^2 \) in any convenient smooth way. Similarly, in the context of Prob. 1.2 any given bounded, open, multiply-connected, smooth set \( \Omega \) having \( \Gamma^* \) as a boundary component, would be a solution for a suitable function \( a(p) : \mathbb{R}^2 \to \mathbb{R}_+ \) chosen such that \( a(p) = |\nabla U(p)| \) on \( \Gamma := (\partial \Omega) \setminus \Gamma^* \), where \( U \) is the harmonic function such that \( U(\Gamma) = 0 \) and \( U(\Gamma^*) = 1 \).

For the case of prob. 1.2 we point out the following classical existence theorem due to Arne Beurling:
Theorem 1.4 (Beurling’s Theorem [AB1](1957), [AB2](1989)) Let $\Gamma^-, \Gamma^+ \in X$ and $\Gamma^n \in X$ (with $\Gamma^- < \Gamma^+ < \Gamma^n$) denote respective super and sub solutions of the interior Bernoulli Problem (Prob. 1.2), in the sense that $|\nabla U^+(p)| > a(p)$ on $\Gamma^+$ and $|\nabla U^-(p)| < a(p)$ on $\Gamma^-$, where $U^\pm(p) = U(\Gamma^\pm, \Gamma^n; p)$ in the closure of $\Omega^\pm := \Omega(\Gamma^\pm, \Gamma^n)$. Then there exists a classical solution $\Gamma \in X$ such that $\Gamma^- < \Gamma < \Gamma^+ < \Gamma^n$.

Similarly, if $\Gamma^- \in X$ and $\Gamma^+ \in X$ (with $\Gamma^n < \Gamma^- < \Gamma^+$) are inner and outer solutions of the exterior problem, in the sense that $|\nabla U^+(p)| > a(p)$ on $\Gamma^+$ (resp. $|\nabla U^+(p)| < a(p)$ on $\Gamma^-$ (resp. $\Gamma^+$)), where $U^\pm(p) = U(\Gamma^*, \Gamma^\pm; p)$ in the closure of $\Omega^\pm := \Omega(\Gamma^*, \Gamma^\pm)$. Then there exists a classical solution $\Gamma \in X$ such that $\Gamma^* < \Gamma^- < \Gamma < \Gamma^+$.

The main objective of Chapters 2 and 3 of the present paper is to generalize Beurling’s Theorem to Prob. 1.1 by proving the following result:

Theorem 1.5 (Existence of a classical solution-pair between inner and outer solution-pairs (see Thms. 2.4, 2.5, 3.12, and 3.13)) Let be given the ordered curve-pairs $\hat{\Gamma} = (\hat{\Gamma}_1, \hat{\Gamma}_2) \in X(G)$ and $\tilde{\Gamma} = (\tilde{\Gamma}_1, \tilde{\Gamma}_2) \in X$, each composed of $C^2$ curves. Assume that $\hat{\Gamma}$ and $\tilde{\Gamma}$ are respective strict inner and strict outer solutions (i.e. strict sub- and super-solutions) of Prob. 1.1, in the sense that

$$|\nabla \hat{U}(p)| < a_1(p) \text{ on } \hat{\Gamma}_1; \quad |\nabla \hat{U}(p)| > a_2(p) \text{ on } \hat{\Gamma}_2,$$

and

$$|\nabla \tilde{U}(p)| > a_1(p) \text{ on } \tilde{\Gamma}_1; \quad |\nabla \tilde{U}(p)| < a_2(p) \text{ on } \tilde{\Gamma}_2,$$

where we set $\hat{U}(p) = U(\hat{\Gamma}; p)$ and $\tilde{U}(p) = U(\tilde{\Gamma}; p)$. If $\hat{\Gamma} < \tilde{\Gamma}$ (in the sense that $\hat{\Gamma}_i < \tilde{\Gamma}_i$, $i = 1, 2$), then there exists a curve-pair $\hat{\Gamma} = (\hat{\Gamma}_1, \hat{\Gamma}_2) \in X$, such that $\tilde{\Gamma} < \hat{\Gamma} < \hat{\Gamma}$ and $\hat{\Gamma}$ is a classical solution of Prob. 1.1, in the sense that

$$|\nabla \hat{U}(p)| = a_1(p) \text{ on } \hat{\Gamma}_1; \quad |\nabla \hat{U}(p)| = a_2(p) \text{ on } \hat{\Gamma}_2,$$

where we set $\hat{U}(p) = U(\hat{\Gamma}; p)$. In other words, if a smooth strict inner solution-pair $\hat{\Gamma}$ (characterized by (4)) lies component-wise inside a smooth strict outer solution-pair $\tilde{\Gamma}$ (characterized by (5)), then there exists a classical solution-pair $\hat{\Gamma}$ (satisfying (6) classically) such that the latter lies component-wise between the inner and outer solution-pairs.

Remark 1.6 (a) Although Thm. 1.5 is the natural generalization of Beurling’s Theorem to Prob. 1.1, the author’s proof of Thm. 1.5 (in Chapters 2 and 3) is not based on Beurling’s methods in the proof of Beurling’s theorem. Instead, we define a one-parameter family of operators $T_\varepsilon : X \to X$, $\varepsilon \in (0, \varepsilon_0)$, such that (i) the operator fixed point problem has a solution between any suitably ordered inner and outer solutions, and (ii) a convergent sequence of operator fixed-points $(\Gamma_n)_{n=1}^\infty$ corresponding to a null-sequence $(\varepsilon_n)_{n=1}^\infty$ defines a weak solution of Prob. 1.1. This is a geometrically very general version of the Operator Method, which was previously studied mainly in the convex and starlike cases.

(b) In [A2](1977), the author generalized Beurling’s Theorem to the case of the double-free-boundary Bernoulli Problem (under monotonicity assumptions on
the flow-speed functions \(a_1(p), a_2(p)\) which guaranteed that the solutions would be periodic strip-like domains bounded by the graphs of Lipschitz-continuous functions of \(x\). A comparison of [A2] with the present study of Prob. 1.1 shows that the special assumptions in [A2] greatly simplified the whole analysis in exchange for a reduction in the geometric applicability of the results.

(c) A. Beurling [AB2], D.E. Tepper ([T2],[T3]) and the author [A2] all studied the single-free-boundary and double-free-boundary "hard-barrier problems" (in which the "soft-terrain" functions \(a_1(p), a_2(p) : \mathbb{R}^2 \to \mathbb{R}_+\) are replaced by geometric constraints on the flow-channel). In particular, Beurling’s seminal study of the soft and hard-barrier problems appeared in 1989, after being recovered from notes of participants at his Mittag-Leffler lecture series in Complex Analysis (1977-78). (Beurling did not mention double-free-boundary soft-terrain problems, such as Prob. 1.1.)

(d) We point out the author’s counterexample in [A3](1980), which seems to show that without assumptions not present in the stream-model under discussion, the method of variational inequalities (see Alt and Caffarelli [AC](1981)) is not ideally suited to proving the existence of annular solutions of Prob. 1.2. Namely, it is shown in the context of the interior Bernoulli problem that if one chooses the simple closed curve \(\Gamma^*\) and the constant \(c > 0\) suitably (where we set \(a(p) = c\) everywhere), then either the minimizing configuration is not annular, or else it does not satisfy the Bernoulli condition on the free boundary. On the other hand, if a simple closed curve \(\Gamma\) solving Prob. 1.2 (in either case) is a member of a continuously-varying, elliptically-ordered family of simple closed curves \(\Gamma_\lambda\), \(\lambda \in I\), such that \(\Gamma_\lambda\) solves Prob. 1.2 (in the same case) at \(\lambda\) for each \(\lambda \in I\), then \(\Gamma\) is the (at least local) minimizer of the variational-inequalities functional (see [A1], [A2](1978)).

1.2 Applications and related results

Returning again to the "narrow-stream-limit" model in the presence of only one flow-speed function \(a(p)\) (introduced at the beginning of Section 1.1), one can easily visualize that if the terrain of the flow-speed function \(a(p)\) consists of a suitable system of valleys separated by ridges, then the path-integral of the function \(a(p)\), defined on any path \(\Gamma \in X\), can have many local relative minimizers, each satisfying the Euler equation 1.1. To eliminate these obvious causes of non-uniqueness of the solution of 1.1, it is natural to restrict our attention to the case of logarithmically-subharmonic flow-speed functions \(a(p)\), since these functions don’t have any high-altitude ridges to separate valleys. In connection with this restriction, it is also necessary to restrict the size of the domain of the function \(a(p)\), since logarithmic subharmonicity is an increasingly restrictive property for uniformly bounded functions in increasingly large domains.

Assume that the positive function \(a(p)\) is strictly logarithmically subharmonic relative to an annular domain \(G \subset \mathbb{R}^2\). Then the solution \(\Gamma \in X\) of 1.1 is unique.
relative to $G$ in the following sense: Let $\Gamma_1, \Gamma_2 \in X$ denote two solutions of (1), which intersect at two successive points $p_1, p_2$, so that the arc-segment $\gamma_1$ (resp. $\gamma_2$) of $\Gamma_1$ (resp. $\Gamma_2$) initiating at $p_1$ and terminating at $p_2$ forms the left (right) boundary of a bounded, simply-connected region $\omega \subset G$. Then for continuous argument functions $\theta_i : \Gamma_i \to \mathbb{R}$, $i = 1, 2$, we have $\theta_2(p_2) - \theta_2(p_1) \geq \theta_1(p_2) - \theta_1(p_1)$, from which it follows by (1), the divergence theorem, and the strict subharmonicity of the function $\ln(a(p))$ in $G$ that

$$0 \leq \int_{\gamma_2} K(p) \, ds - \int_{\gamma_1} K(p) \, ds = \int_{\gamma_2} (\ln(a(p)))_\nu \, ds - \int_{\gamma_1} (\ln(a(p)))_\nu \, ds$$

$$= \int \int_\omega \Delta \ln(a(p)) \, dxdy < 0. \quad (7)$$

For the case of the thin-stream limit, the asserted uniqueness follows from this contradiction, as well as a similar contradiction which occurs in the case where the solutions $\Gamma_1, \Gamma_2$ are disjoint.

In Chapter 4, we will extend the above uniqueness result to the case of annular stream-flows of finite width through an annular valley $G$ in which the flow-speed functions $a_1(p), a_2(p)$ coalesce into a single strictly logarithmically-subharmonic flow-speed function $a(p) : G \to \mathbb{R}_+$. For this situation, we develop a direct uniqueness result related to the author’s uniqueness studies in [A5],[A6](1989) for (mostly) the interior Bernoulli problem (see Thms. 2.1 and 3.1 in [A6]). Other uniqueness studies for the interior Bernoulli Problem are due to Liu [YL](1995) and to Cardaliaguet and Tahraoui, [CT](2002). The primary uniqueness result for the exterior Bernoulli Problem in the starlike case is known as the Lavrentiev Principle [LS](1967), pp. 413-434.

Also in Chapt. 4, we apply Thm. 1.5 as a tool in the study the existence of large continuously and monotonically-varying parametrized families of solutions of Prob. 1.1 under the above assumptions. In fact we will prove that the members of such a family are individually uniquely determined. We also elaborate the connection with the author’s earlier results, showing that the individual members of a continuously and suitably-monotonically-varying parametrized solution family are all minimizers, each of its own natural variational functional (see [A1], [A2]).

### 2 Operator fixed-points and weak solutions

#### 2.1 Existence results for fixed-point problems

**Definition 2.1 (Preliminary definitions and notation)** The results of this paper are in $\mathbb{R}^2$. We denote the typical point by $p = (x,y)$. We use $B_r(p)$ and $B(r;p)$ to denote the open ball of radius $r > 0$ and center-point $p \in \mathbb{R}^2$, while $\overline{B}_r(p) = \overline{B}(p;r)$ denotes their closures. Given a value $P > 0$, we call a set $M$ (or a function $U(x,y) : M \to \mathbb{R}$) P-periodic in $x$ (or just P-periodic) if
Let $X$ denote the family of all infinite, $P$-periodic (in $x$) directed arcs $\Gamma$, with positive direction from $x = -\infty$ to $x = \infty$, such that the winding number of $\Gamma$ about any point $p \notin \Gamma$ is $\pm 1/2$. For any arc $\Gamma \in X$, we use $D_1(\Gamma)$ (resp. $D_2(\Gamma)$) to denote the lower (resp. upper) complement of $\Gamma$ in $\mathbb{R}^2$, defined to be the set of points $p \in \mathbb{R}^2 \setminus \Gamma$ such that $W(\Gamma; p) = -1/2$ (resp. $W(\Gamma; p) = 1/2$), where $W(\Gamma; p)$ denotes the winding number of $\Gamma$ about $p$. Then we write $\Gamma_1 \leq \Gamma_2$ in $X$ if $D_1(\Gamma_1) \subset D_1(\Gamma_2)$ or if $D_2(\Gamma_2) \subset D_2(\Gamma_1)$, and we write $\Gamma_1 < \Gamma_2$ in $X$ if $\text{Cl}(D_1(\Gamma_1)) \subset D_1(\Gamma_2)$ or $\text{Cl}(D_2(\Gamma_2)) \subset D_2(\Gamma_1)$. We use $X$ to denote the family of all ordered pairs $\Gamma = (\Gamma_1, \Gamma_2) \in X \times X$ such that $\Gamma_1 < \Gamma_2$. For $\Gamma_1, \Gamma_2 \in X$, the inequalities $\Gamma_1 \leq \Gamma_2$ and $\Gamma_1 < \Gamma_2$ are defined componentwise. For $\Gamma = (\Gamma_1, \Gamma_2)$ in $X$, we define the $P$-periodic (in $x$) strip-like region $\Omega(\Gamma) := D_1(\Gamma_2) \cap D_2(\Gamma_1)$, and we define the capacitary potential $U(\Gamma; p) : \text{Cl}(\Omega(\Gamma)) \to \mathbb{R}$ to be the continuous $P$-periodic (in $x$) function in $\text{Cl}(\Omega(\Gamma))$ which is harmonic in $\Omega(\Gamma)$ and satisfies the boundary conditions: $U(\Gamma; p) = 0$ on $\Gamma_1$ and $U(\Gamma; p) = 1$ for $\Gamma_2$. (For convenience, we also define $U_i(\Gamma; p)$, $i = 1, 2$, such that $U_1(\Gamma; p) = U(\Gamma; p)$ and $U_2(\Gamma; p) := 1 - U(\Gamma; p)$.) For any finite arc $\gamma$ or region $\omega$, we use $|\gamma|$ and $K(\gamma)$ to denote, respectively, the Euclidean arc-length and total curvature of $\gamma$ or, while $||\omega||$ denotes the Euclidean area of $\omega$. For $P$-periodic (in $x$) arcs and regions, the same notation refers to the length, total curvature, or area of the restriction of $\gamma$ or $\omega$ to one $P$-period.

Given the constants $0 < A \leq \overline{A}$ and $A_1, A_2 > 0$, we use $A$ to denote the class of all strictly-positive, twice-continuously-differentiable functions $a(p) : \mathbb{R}^2 \to \mathbb{R}_+$ such that $\underline{A} \leq a(p) \leq \overline{A}$ and the absolute values of all first (resp. second) order partial derivatives of $a(p)$ are uniformly bounded above by $A_1$ (resp. $A_2$).

Given $\rho \in [0, 1]$, let $A_{\rho}$ denote the family of all functions in $A$ which are also in $C^{3,2}(\mathbb{R}^2)$. (We remark that $A_1 \leq \sqrt{2\rho A_2}$, where $\delta := \overline{A} - \underline{A}$.) We make frequent use of the constant $\varepsilon_0 := \min\{1/2, \frac{\sqrt{2}}{2\delta A_1}\}$.

**Problem 2.2** (Double free-boundary Bernoulli problem with two independent flow-speed functions; the strip-like, $P$-periodic case) Given the strictly-positive, $P$-periodic (in $x$), $C^2$-functions $a_1(p), a_2(p) : \mathbb{R}^2 \to \mathbb{R}_+$, we seek a pair $\Gamma = (\Gamma_1, \Gamma_2) \in X$ such that $|\nabla U(\Gamma; p)| = a_1(p)$ on $\Gamma_1$ and $|\nabla U(\Gamma; p)| = a_2(p)$ on $\Gamma_2$.

**Definition 2.3** (Lower and upper solutions of the double free-boundary Bernoulli problem) A pair of directed $C^2$-arcs $\Gamma = (\Gamma_1, \Gamma_2) \in X$ is called a lower (resp. upper) solution of Prob. $\Gamma$ if $|\nabla U(\Gamma; p)| \leq \langle \geq \rangle a_1(p)$ on $\Gamma_1$ and $|\nabla U(\Gamma; p)| \geq \langle \leq \rangle a_2(p)$ on $\Gamma_2$. It is a strictly lower (resp. strictly upper) solution of Prob. $\Gamma$ if $|\nabla U(\Gamma; p)| < \langle > \rangle a_1(p)$ on $\Gamma_1$ and $|\nabla U(\Gamma; p)| > \langle < \rangle a_2(p)$ on $\Gamma_2$.

**Theorem 2.4** (Existence of solutions of Prob. $\Gamma$) In the context of Prob. $\Gamma$, given the strict upper and lower solutions, $\Gamma^+$ and $\Gamma^-$, both in $X \cap C^2$, and such that $\Gamma^- < \Gamma^+$, there exists a solution $\Gamma \in X \cap C^{1,1}$ such that $\Gamma^- < \Gamma < \Gamma^+$.

**Definition 2.5** (Solution at $\lambda$, upper and lower solutions at $\lambda$) For any pair $\lambda = (\lambda_1, \lambda_2) \in \mathbb{R}_+^2$, a curve-pair $\Gamma = (\Gamma_1, \Gamma_2) \in X \cap C^2$ is called a solution
Remark 2.6 (Equivalence of the annular case to the periodic case) Prob. 2.2 is equivalent to Prob. 1.1 in the following sense: Let the simple closed curves \( \hat{\Gamma}_1 \) and \( \hat{\Gamma}_2 \) (expressed in polar coordinates \( r, \theta \) relative to an origin encircled by \( \hat{\Gamma}_1 \)) be equivalent to the \( 2\pi \)-periodic (in \( x \)) arcs \( \Gamma_1 \) and \( \Gamma_2 \) (expressed in Cartesian coordinates \( x, y \)) under the mapping \( r = \exp(-y), \theta = x \). Similarly, let the polar-coordinate functions \( a_1(r, \theta), a_2(r, \theta) \) correspond to the \( 2\pi \)-periodic Cartesian-coordinate functions \( a_1(x, y), a_2(x, y) \) such that \( r \cdot a_1(r, \theta) = a_2(x, y) \) and \( r \cdot a_2(r, \theta) = a_1(x, y) \), where \( r = \exp(-y) \) and \( \theta = x \). Then the curve-pair \( (\hat{\Gamma}_1, \hat{\Gamma}_2) \) solves Prob. 2.2 relative to the function-pair \( (a_1, a_2) \) if and only if the curve-pair \( (\Gamma_1, \Gamma_2) \) solves Prob. 1.1 relative to the function-pair \( (a_1, a_2) \). The proof follows essentially from the fact that if \( \hat{U}(r, \theta) \) and \( U(x, y) \) are corresponding capacitary potentials in the domains \( \hat{\Omega} \) and \( \Omega \) such that \( \partial \hat{\Omega} = \hat{\Gamma}_1 \cup \hat{\Gamma}_2 \) and \( \partial \Omega = \Gamma_1 \cup \Gamma_2 \), then \( \hat{U}(\exp(jz)) = U(z) \) in \( \Omega \) for \( j = \sqrt{-1}, \) whence \( r|\nabla U(r, \theta)| = |\nabla U(x, y)| \) by differentiation.

Remark 2.7 (a) (The one-dimensional model of Prob. 2.2) Some insight into the general existence and uniqueness of solutions of Prob. 2.2 can be gained by studying the simpler one-dimensional case. Here, given positive, smooth real-valued functions \( a_1(x), a_2(x) : \mathbb{R} \to \mathbb{R}^+ \) (with reciprocals \( b_i(x) = (1/a_i(x)), i = 1, 2 \)), one seeks a pair \( (x_1, x_2) \) with \( x_1 < x_2 \) such that \( a_1(x_1) = (1/(x_2 - x_1)) = a_2(x_2) \), or, more conveniently, such that (i): \( b_1(x_1) = (x_2 - x_1) = b_2(x_2) \). The pair \( (x_1, x_2) \) (with \( x_1 < x_2 \)) is a strict lower (resp. strict upper) solution of Prob. 1.1 if and only if (ii): \( b_1(x_1) < (x_2 - x_1) < (b_2(x_2) \). Clearly, there is no solution of (i) in the case where the functions \( a_1(x) \) and \( a_2(x) \) are distinct constants (for which there are also no weak upper and lower solutions). Every pair \( (x_1, x_1 + (1/C)) \), \( x_1 \in \mathbb{R} \), is a solution in the case where \( a_1(x) = C = a_2(x) \) for a constant \( C \). If we assume that \( a_1(x), a_2(x) \geq A > 0 \) and \( |a_1'(x)|, |a_2'(x)| < A_1 \) for any \( x \in \mathbb{R} \), then \( (x_1, x_2) \) cannot be a solution if \( |a_2(x_2) - a_1(x_2)| < 2(A_1/A) \) for any point \( x \in [x_1, x_2] \). The natural place for a solution is near a point where \( a_2(x_2) - a_1(x_1) \) changes sign. In the interesting special case where \( a_1 \) and \( a_2 \) reduce to the same function \( a(x) \), there are no solutions in any interval in which \( a(x) \) is strictly monotone. The natural location to seek solutions is near local extrema of \( a(x) \).

(b) (Proof of Thm. 2.4 in the one-dimensional model) Let \( \Xi \) denote the set of all pairs of real numbers \( (x_1, x_2) \) such that \( x_1 < x_2 \). In \( \Xi \), we define the inequalities such as \( (x_1, x_2) < (y_1, y_2) \) componentwise. We choose \( \eta_0 = \min\{1/2, 1/2B_1\} \), where \( b_i(p) \geq B > 0 \) and \( |b_i'(x)| \leq B_1 \) for \( i = 1, 2 \) and all \( x \in \mathbb{R} \). For any \( \varepsilon \in (0, \eta_0) \), we define the continuous operator \( T_\varepsilon : \Xi \to \Xi \) such that for any pair \( (x_1, x_2) \in \Xi \), we have \( T_\varepsilon(x_1, x_2) = (x_{\varepsilon, 1}, x_{\varepsilon, 2}) \in \Xi \), where the values \( x_{\varepsilon, 1}^* \in (-\infty, (1-\varepsilon)x_1 + \varepsilon x_2) \) and \( x_{\varepsilon, 2}^* \in ((1-\varepsilon)x_1 + (1-\varepsilon)x_2, \infty) \) are uniquely determined by the requirements that (iii): \( (x_{\varepsilon, 1}^* + \varepsilon b_1(x_{\varepsilon, 1}^*)) = (1-\varepsilon)x_1 + \varepsilon x_2 \) and \( x_{\varepsilon, 2} - \varepsilon b_2(x_{\varepsilon, 2}^*) = \varepsilon x_1 + (1-\varepsilon)x_2 \) (from which it follows that \( x_{\varepsilon, 2} - x_{\varepsilon, 1}^* = (1-\varepsilon)x_1 + \varepsilon x_2 \).
(1 – 2ε)(x_2 – x_1) + ε (b_2(x^*_1, 2) + b_1(x^*_1, 1)) ≥ 2β ε. A pair (x_1, x_2) ∈ Ξ is called an operator "fixed point" at ε if (iv): T_ε(x_1, x_2) = (x_1, x_2), or, equivalently: b_1(x^*_1, 1) = (x_2 – x_1) = b_2(x^*_2, 2), and it is called a weak lower (resp. upper) solution of the fixed-point problem (iv) at ε if (v): T_ε(x_1, x_2) = (x_1, x_2), or, equivalently, b_1(x^*_1, 1) ≤ (x_2 – x_1) ≤ b_2(x^*_2, 2). For (x_1, x_2), (y_1, y_2) ∈ Ξ, and ε ∈ (0, η_0), it follows from the definitions (iii) that (vi): if (x_1, x_2) ≤ (y_1, y_2), then T_ε(x_1, x_2) ≤ T_ε(y_1, y_2). Also, it follows from (i), (iv), and (v) that (vi): if, given any positive null-sequence (ε_k), a corresponding sequence of fixed points (of T_ε at ε = ε_k) has a convergent subsequence, then the limit-pair solves (i), and, finally (vii): any strict lower (resp. upper) solution of (i) is also a strict lower (upper) solution of (iv) at ε if ε ∈ (0, η_0) is sufficiently small.

In the context of Prob. (i), let be given a strict lower solution (x^*_1, x^*_2) and a strict upper solution (x_1^+, x_2^+), both in Ξ, such that (x_1^+, x_2^+) < (x^*_1, x^*_2). We then slightly increase (resp. decrease) the components of (x^*_1, x^*_2) (resp. (x_1^+, x_2^+)) while preserving the above properties. It follows that (viii): (x^*_1, x^*_2) < (y_1, y_2) < T_ε(x^*_1, x^*_2), and then all the remaining inequalities follow by multiple applications of (vi). By continuity, the pairs (x^*_1, x^*_2) := lim_{n→∞} T_ε(x^*_1, x^*_2) (which may be identical) are both "fixed points" of the operator T_ε such that (ix): (x^*_1, x^*_2) < (y_1, y_2) < (x^*_1, x^*_2) < (y_1, y_2) for any n ∈ N and any sufficiently small value ε ∈ (0, η_0), where the first and last inequalities in (viii) both follow from (vii), and then all the remaining inequalities follow by multiple applications of (vi). By definition, the pairs (x^*_1, x^*_2) := lim_{n→∞} T_ε(x^*_1, x^*_2) (which may be identical) are both "fixed points" of the operator T_ε, such that (ix): (x^*_1, x^*_2) < (y_1, y_2) < (x^*_1, x^*_2) < (y_1, y_2). It follows by (vi) and a compactness argument that there exists a solution (x_1, x_2) of Prob. (i) such that (x_1^+, x_2^+) ≤ (x_1, x_2) ≤ (x^*_1, x^*_2). At this point, we complete the proof by returning to the original components of the pairs (x^*_1, x^*_2).

Definition 2.8 (A-operator definitions) (See Lemmas 2.20 and 2.21) (a) Given the functions a_1(p), a_2(p) ∈ A, we define their reciprocal functions b_1(p), b_2(p) : Q → R, such that b_i(p) := (1/a_i(p)), and the related functions φ_i(p) : Cl(D_1(Γ)) → [0, ∞), i = 1, 2, such that φ_i(p) = a_i(p) dist(p, Γ).

(b) Let ε_0 := min{1/2, A^2/2A_1}. For any ε ∈ (0, ε_0), Γ ∈ X, and i = 1, 2, we define G_{ε,i}(Γ) to be the (open) set of all points p ∈ D_1(Γ) such that φ_i(p) > ε, and we define G_{ε,i}(Γ) to be the (open) set of all points p ∈ G_{ε,i}(Γ) such that p is joined to {y = (–1)^i ∞} by an arc γ ⊆ G_{ε,i}(Γ). Finally, we define the open set G_{ε,i}(Γ) to be the union of the collection of all the open balls B(p; ε b_i(p)) whose center-points p are elements of the set G_{ε,i}(Γ).

(c) Equivalently, we define G_{ε,i}(Γ) to be the union of the set of all closed balls B(p; ε b_i(p)) ⊆ D_1(Γ), whose center-points p are joined to {y = (–1)^i ∞} by directed arcs γ ⊆ D_1(Γ) such that B(q; ε b_i(q)) ⊆ D_1(Γ) for all points q ∈ γ (including the initial point p ∈ γ), and we then define G_{ε,i}(Γ) to be the set of the center-points of all the closed balls B(p; ε b_i(p)) ⊆ G_{ε,i}(Γ). Alternatively, one can define G_{ε,i}(Γ) := {p ∈ G_{ε,i}(Γ) : φ_i(p) > ε}. We remark that G_{ε,i}(Γ) can be characterized as the set of all points p ∈ G_{ε,i}(Γ) which are joined to
(d) Similarly, we define the closed set $\hat{H}_{\varepsilon,i}(\Gamma) := \{p \in Cl(D_i(\Gamma)) : \phi_i(p) \geq \varepsilon\}$, and we use $H_{\varepsilon,i}(\Gamma)$ to denote the closed set of all points in the set $\hat{H}_{\varepsilon,i}(\Gamma)$ which are joined to $\{y = (-1)^i \infty\}$ by directed arcs $\gamma$ lying entirely within the same set $\hat{H}_{\varepsilon,i}(\Gamma)$. The set $H_{\varepsilon,i}(\Gamma)$ can be characterized as the set of all points $p \in H_{\varepsilon,i}(\Gamma)$ such that $p$ is joined to $\{y = (-1)^i \infty\}$ by an arc $\gamma \subset H_{\varepsilon,i}(\Gamma)$. We also use $\hat{H}_{\varepsilon,i}(\Gamma)$ to denote the closure of the union of all the balls $B(p; \varepsilon b_i(p))$ whose center-points $p$ are elements of the set $H_{\varepsilon,i}(\Gamma)$. Equivalently, we define $\hat{H}_{\varepsilon,i}(\Gamma)$ to be the union of the set of all closed balls $\overline{B}(p; \varepsilon b_i(p)) \subset D_i(\Gamma)$, whose center-points are joined to $\{y = (-1)^i \infty\}$ by directed arcs $\gamma \subset D_i(\Gamma)$ such that $\overline{B}(q; \varepsilon b_i(q)) \subset D_i(\Gamma)$ for all points $q \in \gamma$ (including the initial point $p \in \gamma$), and we then define $G_{\varepsilon,i}(\Gamma)$ to be the set of the center-points of all the closed balls $\overline{B}(p; \varepsilon b_i(p)) \subset \hat{G}_{\varepsilon,i}(\Gamma)$.

**Definition 2.9 (Operator definitions for Prob. 2.2)** We define the capacitary-

operators:

$$\Phi_{\varepsilon}(\Gamma) = (\Phi_{\varepsilon,1}(\Gamma), \Phi_{\varepsilon,2}(\Gamma)) : X \to \bar{X}_\varepsilon, \ \varepsilon \in (0, 1/2),$$

(8)

(where $\bar{X}_\varepsilon := \Phi_{\varepsilon}(X)$ is the range of $\Phi_{\varepsilon}$) component-wise such that

$$\Phi_{\varepsilon,i}(\Gamma) = \{U_i(\Gamma; p) = \varepsilon\}, \ i = 1, 2.$$ (9)

In other words, $\Phi_{\varepsilon}(\Gamma)$ denotes the level curve at altitude $\varepsilon$ of one of the capaci-

ty-potential functions $U_i(\Gamma; p)$ associated with the strip-like domain $\Omega(\Gamma)$ be-

tween the components of $\Gamma$.

In the context of Def. 2.8 we define the parametrized families of $\mathbf{A}$-operators:

$$\Psi_{\varepsilon}^+(\Gamma) = (\Psi_{\varepsilon,1}^+(\Gamma), \Psi_{\varepsilon,2}^+(\Gamma)) : \bar{X}_\varepsilon \to X, \ \varepsilon \in (0, \varepsilon_0),$$

(10)

such that $\Psi_{\varepsilon,i}^+(\Gamma) := \Psi_{\varepsilon,i}^+(\Gamma_i)$ for $i = 1, 2$, where

$$\Psi_{\varepsilon,1}^+(\Gamma_1) := \partial G_{\varepsilon,1}(\Gamma_1); \ \Psi_{\varepsilon,2}^+(\Gamma_2) := \partial G_{\varepsilon,2}(\Gamma_2),$$

(11)

$$\Psi_{\varepsilon,1}^-(\Gamma_1) := \partial G_{\varepsilon,1}(\Gamma_1); \ \Psi_{\varepsilon,2}^-(\Gamma_2) := \partial H_{\varepsilon,2}(\Gamma_2),$$

(12)

both for all $\Gamma = (\Gamma_1, \Gamma_2) \in \bar{X}_\varepsilon$ (or both for all $\Gamma_1, \Gamma_2 \in \bar{X}_\varepsilon$, where $\bar{X}_\varepsilon$ denotes the set of all first components and all second components of pairs in $\bar{X}_\varepsilon$). Here, for each $\varepsilon \in (0, \varepsilon_0)$, $\Gamma = (\Gamma_1, \Gamma_2) \in \bar{X}_\varepsilon$, and $i = 1, 2$, the above sets $\partial G_{\varepsilon,i}(\Gamma_i)$ and $\partial H_{\varepsilon,i}(\Gamma_i)$ are interpreted (by Lems. 2.20 and 2.21) to be $P$-periodic (in $x$) directed arcs in $X$ such that $\partial G_{\varepsilon,i}(\Gamma_i)$ are double-point free, while the arcs $\partial H_{\varepsilon,i}(\Gamma_i)$ do not cross themselves.

Finally, in terms of Eqs. (8), (10), we define the family of composite operators

$$T_{\varepsilon}^+(\Gamma) = (T_{\varepsilon,1}^+(\Gamma), T_{\varepsilon,2}^+(\Gamma)) : X \to X, \ 0 < \varepsilon < \varepsilon_0,$$

(13)

\{y = (-1)^i \infty\} by arcs $\gamma \subset \hat{G}_{\varepsilon,i}(\Gamma).$
We remark that for any \( \varepsilon \in (0, \varepsilon_0) \) and \( \Gamma \in X \), we have \( T_\varepsilon(\Gamma) \in X \) by Lem. 2.21(c).

**Problem 2.10** (The operator "fixed point" problem) Given \( \varepsilon \in (0, \varepsilon_0) \), the positive \( C^2 \)-functions \( a_1(p), a_2(p) : \mathbb{R}^2 \to \mathbb{R}_+ \) and the operators \( T_\varepsilon^\pm : X \to X \) defined in Def. 2.9, we seek pairs \( \Gamma_\varepsilon^\pm = (\Gamma_{\varepsilon,1}^\pm, \Gamma_{\varepsilon,2}^\pm) \in X \) (called "fixed points" at \( \varepsilon \)) such that

\[
T_\varepsilon^\pm(\Gamma_\varepsilon^\pm) = \Gamma_\varepsilon^\pm.
\]

**Definition 2.11** (Family of operator "fixed points") Given the positive \( C^2 \)-functions \( a_1(p), a_2(p) : \mathbb{R} \to \mathbb{R}_+ \), for any \( \varepsilon \in (0, \varepsilon_0) \), we use \( \mathcal{F}_\varepsilon \) to denote the family of all "fixed points" \( \Gamma_\varepsilon^\pm \in X \) of the operators \( T_\varepsilon^\pm \) (i.e. solutions of Prob. 2.10).

**Theorem 2.12** (Characterization of operator fixed points) In view of the definitions of the operators \( T_\varepsilon^\pm : X \to X \), \( \varepsilon \in (0, \varepsilon_0) \) (in terms of Def. 2.8 and Def. 2.9 Eqs. (14)-(17)), any pair of "fixed points" \( \Gamma_\varepsilon^\pm = (\Gamma_{\varepsilon,1}^\pm, \Gamma_{\varepsilon,2}^\pm) \in \mathcal{F}_\varepsilon \) (which exist by Thms. 2.10 and 2.18), must satisfy the equations:

\[
\Gamma_{\varepsilon,1}^+ = \partial H_{\varepsilon,1}(\tilde{\Gamma}_{\varepsilon,1}^+) \subset \{ p \in D_1(\tilde{\Gamma}_{\varepsilon,1}^+) : a_1(p) \text{ dist}(p, \tilde{\Gamma}_{\varepsilon,1}^+) = \varepsilon \},
\]

\[
\Gamma_{\varepsilon,2}^+ = \partial G_{\varepsilon,2}(\tilde{\Gamma}_{\varepsilon,2}^+) \subset \{ p \in D_2(\tilde{\Gamma}_{\varepsilon,2}^+) : a_2(p) \text{ dist}(p, \tilde{\Gamma}_{\varepsilon,2}^+) = \varepsilon \},
\]

\[
\Gamma_{\varepsilon,1}^- = \partial G_{\varepsilon,1}(\tilde{\Gamma}_{\varepsilon,1}^-) \subset \{ p \in D_1(\tilde{\Gamma}_{\varepsilon,1}^-) : a_1(p) \text{ dist}(p, \tilde{\Gamma}_{\varepsilon,1}^-) = \varepsilon \},
\]

\[
\Gamma_{\varepsilon,2}^- = \partial G_{\varepsilon,2}(\tilde{\Gamma}_{\varepsilon,2}^-) \subset \{ p \in D_2(\tilde{\Gamma}_{\varepsilon,2}^-) : a_2(p) \text{ dist}(p, \tilde{\Gamma}_{\varepsilon,2}^-) = \varepsilon \},
\]

where \( \tilde{\Gamma}_{\varepsilon,i}^\pm := \Phi_{\varepsilon,i}(\Gamma_{\varepsilon,i}^\pm) = \{ U_{\varepsilon,i}^\pm(p) = \varepsilon \} \), and where we define \( U_{\varepsilon,i}^\pm(p) := U_i(\Gamma_{\varepsilon,i}^\pm, p) \) in the closure of the domain \( \Omega_{\varepsilon,i}^\pm := \Omega(\Gamma_{\varepsilon,i}^\pm) \). It follows from (16)-(19) that for any \( i = 1, 2 \) and \( \varepsilon \in (0, \varepsilon_0) \), we have

\[
a_i(p) \text{ dist}(p, \tilde{\Gamma}_{\varepsilon,i}^\pm) = \varepsilon \text{ for all points } p \in \Gamma_{\varepsilon,i}^\pm.
\]

Therefore, any solution \( \Gamma_\varepsilon = (\Gamma_{\varepsilon,1}, \Gamma_{\varepsilon,2}) \in \mathcal{F}_\varepsilon \) of Prob. 2.10 (representing either \( \Gamma_{\varepsilon,1}^+ \) or \( \Gamma_{\varepsilon}^- \)) can be characterized as a pair \( \Gamma_\varepsilon \in X \) such that \( a_i(p) \text{ dist}(p, \tilde{\Gamma}_{\varepsilon,i}) = \varepsilon \) for all points \( p \in \Gamma_{\varepsilon,i}, i = 1, 2 \), where \( \tilde{\Gamma}_{\varepsilon,i} := \Phi_{\varepsilon,i}(\Gamma_{\varepsilon,i}) \).

**Definition 2.13** (Lower and upper solutions of operator fixed-point problems) For \( \varepsilon \in (0, \varepsilon_0) \), let \( T_\varepsilon \) denote one of the operators \( T_\varepsilon^\pm \). Then a curve-pair \( \Gamma_\varepsilon \in X \) is a lower (resp. strict lower, upper, strict upper) solution of the operator "fixed point" problem (Prob. 2.10) at \( \varepsilon \) if \( T_\varepsilon(\Gamma_\varepsilon) \geq \varepsilon \) (resp. >, \leq, or <) \( \Gamma_\varepsilon \).
Concerning Part (d), we have dist $(\Gamma \setminus \partial G) < \varepsilon$ for every $\Gamma = (\Gamma_1, \Gamma_2) \in X$ and $\varepsilon \in (0, 1/2)$.

(b) For any $\varepsilon \in (0, 1/2)$ and $\Gamma_1, \Gamma_2 \in X$ such that $\Gamma_1 \leq \Gamma_2$, we have $\Phi_\varepsilon(\Gamma_1) \leq \Phi_\varepsilon(\Gamma_2)$, where $\Phi_\varepsilon = (\Phi_{\varepsilon,1}, \Phi_{\varepsilon,2})$.

(c) We have $\Psi_{\varepsilon,1}(\Gamma) \leq \Psi_{\varepsilon,2}(\Gamma) \leq \Psi_{\varepsilon,2}(\Gamma)$ for every $\Gamma \in \tilde{X}_\varepsilon$ and $\varepsilon \in (0, \varepsilon_0)$.

(d) We have dist $(\Psi_{\varepsilon,1}(\Gamma_1), \Psi_{\varepsilon,2}(\Gamma_2)) \geq (2\varepsilon/|A|)$ for any $\Gamma = (\Gamma_1, \Gamma_2) \in X$ and any $\varepsilon \in (0, \varepsilon_0)$.

(e) If $\Gamma_1 \leq \Gamma_2$ in $X$, then $\Psi_{\varepsilon,1}(\Gamma_1) \leq \Psi_{\varepsilon,1}(\Gamma_2)$ and $\Psi_{\varepsilon,2}(\Gamma_1) \leq \Psi_{\varepsilon,2}(\Gamma_2)$, both for all $\varepsilon \in (0, \varepsilon_0)$.

(f) If $\varepsilon \in (0, \varepsilon_0)$ and $\Gamma_1 \leq \Gamma_2$ in $X$, then $T_{\varepsilon}^-(\Gamma_1) \leq T_{\varepsilon}^-(\Gamma_2)$. Therefore $T_{\varepsilon}^-(\Gamma_1) \leq T_{\varepsilon}^-(\Gamma_2)$.

**Proof.** Part (a) follows from the comparison principle for capacitory potentials, and Part (b) follows component-wise from the same.

Turning to Part (c), for fixed $\varepsilon \in (0, \varepsilon_0)$ and $\Gamma \in \tilde{X}_\varepsilon$, we have $\tilde{G}_{\varepsilon,i}(\Gamma) := \{ p \in D_i(\Gamma) : a_i(p) \text{dist}(p, \Gamma) > \varepsilon \} \subset \tilde{H}_{\varepsilon,i}(\Gamma) := \{ p \in D_i(\Gamma) : a_i(p) \text{dist}(p, \Gamma) \geq \varepsilon \} \subset D_i(\Gamma)$, for $i = 1, 2$, from which it follows that $G_{\varepsilon,i}(\Gamma) \subset H_{\varepsilon,i}(\Gamma) \subset D_i(\Gamma)$ for $i = 1, 2$, and therefore that $\partial G_{\varepsilon,1}(\Gamma) \leq \partial H_{\varepsilon,1}(\Gamma) \leq \Gamma \leq \partial H_{\varepsilon,2}(\Gamma) \leq \partial G_{\varepsilon,2}(\Gamma)$, for every $\varepsilon \in (0, \varepsilon_0)$.

In view of this, the claim (c) follows from Eqs. (11) and (12).

Concerning Part (d), we have dist $(\Gamma_1, \Psi_{\varepsilon,1}(\Gamma_1)) \geq (\varepsilon/|A|)$ and dist $(\Gamma_2, \Psi_{\varepsilon,2}(\Gamma_2)) \geq (\varepsilon/|A|)$, where $\Psi_{\varepsilon,1}(\Gamma_1) \leq \Gamma_1 \leq \Gamma_2 \leq \Psi_{\varepsilon,2}(\Gamma_2)$.

Turning to Part (e), we assume that $\Gamma_1 \leq \Gamma_2$ in $\tilde{X}_\varepsilon$. Then for all $p \in \partial G_{\varepsilon,i}(\Gamma_1)$, we have that $\varepsilon = a_i(p) \text{dist}(p, \Gamma_1) \leq a_i(p) \text{dist}(p, \Gamma_3) \leq a_i(p) \text{dist}(p, \Gamma) \leq \varepsilon$, from which it follows that $\partial G_{\varepsilon,i}(\Gamma_1) \subset \text{Cl}(G_{\varepsilon,i}(\Gamma_3)) \subset \text{Cl}(D_i(\partial G_{\varepsilon,i}(\Gamma_3)))$, $i = 1, 2$. It follows from this by (11) and (12) that $\Psi_{\varepsilon}^+(\Gamma_2) \geq \partial G_{\varepsilon,2}(\Gamma_2) \geq \partial G_{\varepsilon,2}(\Gamma_1) = \Psi_{\varepsilon}^+(\Gamma_1)$ and $\Psi_{\varepsilon}^-(\Gamma_1) \leq \partial G_{\varepsilon,1}(\Gamma_1) = \Psi_{\varepsilon}^-(\Gamma_2)$. The remaining two inequalities follow from an analogous argument based on the sets $H_{\varepsilon,i}(\Gamma_1)$.

Finally, concerning Part (f), the first assertion follows from Parts (b) and (e), and the second assertion follows from Parts (b) and (c).

**Lemma 2.15** Given $\varepsilon \in (0, 1)$, let $\Gamma_\varepsilon \in X$ denote a lower (resp. upper) solution of Prob. 2.11 at $\varepsilon$. Then $\Gamma_{\varepsilon,n} := T_{\varepsilon}(\Gamma_\varepsilon) \in X$ is a lower (resp. upper) solution of Prob. 2.11 at $\varepsilon$ such that $\Gamma_{\varepsilon,n} \geq (\leq) \Gamma_{\varepsilon}$.

**Theorem 2.16** (Existence of operator “fixed points” between upper and lower solutions of Prob. 2.11) (See Rem. 2.7) Given $\varepsilon \in (0, \varepsilon_0)$, let $\Gamma_{\varepsilon,\varepsilon}^\pm \in X$ denote
two curve-pairs such that
\[ \Gamma_{\ast,e}^\pm \leq \Gamma_{\ast,e}^\pm, \]  
\[ \Gamma_{\ast,e}^\pm \leq T_\varepsilon(\Gamma_{\ast,e}^\pm); \ T_\varepsilon(\Gamma_{\ast,e}^\pm) \leq \Gamma_{\ast,e}^\pm. \]  
(21)  
(22)

Then: (a) There exist (not necessarily distinct) "fixed points" \( \Gamma_\varepsilon^\pm \in X \) of the double-free-boundary operators \( T_\varepsilon^\pm \), respectively, such that
\[ \Gamma_{\ast,e}^\pm \leq \Gamma_\varepsilon^\pm \leq \Gamma_{\ast,e}^\pm, \]  
(23)

and such that \( \Gamma_{\ast,e}^\pm \leq \Gamma_\varepsilon \leq \Gamma_{\ast,e}^\pm \) for any other "fixed point" \( \Gamma_\varepsilon \) of either operator such that \( \Gamma_{\ast,e}^\pm \leq \Gamma_\varepsilon \leq \Gamma_{\ast,e}^\pm \).

(b) In fact the maximal (resp. minimal) fixed point \( \Gamma_\varepsilon^+ \) (resp. \( \Gamma_\varepsilon^- \)) of the operator \( T_\varepsilon^+ \) (resp. \( T_\varepsilon^- \)) is the limit of the weakly monotone decreasing (resp. weakly monotone increasing) sequence of upper solutions \( \Gamma_{\varepsilon,n}^+ := (T_\varepsilon^+)^n(\Gamma_{\ast,e}^-) \in X \) (resp. lower solutions \( \Gamma_{\varepsilon,n}^- := (T_\varepsilon^-)^n(\Gamma_{\ast,e}^+) \in X \)).

Definition 2.17 (An invariant set \( Y \)) Let \( \tilde{\Gamma} = (\tilde{\Gamma}_1, \tilde{\Gamma}_2) \in X \cap C^2 \) and \( \hat{\Gamma} = (\hat{\Gamma}_1, \hat{\Gamma}_2) \in X \cap C^2 \) be respective lower and upper solutions of Prob. 2.2 (see Def. 2.3) such that \( \tilde{\Gamma} < \hat{\Gamma}. \) We define \( Y := \{ \Gamma \in X : \tilde{\Gamma} \leq \Gamma \leq \hat{\Gamma} \}. \) By the definitions of strict lower and upper solutions, there exists a value \( \varepsilon_1 = \varepsilon_1(\tilde{\Gamma}, \hat{\Gamma}) \in (0, \varepsilon_0) \) so small that for any value \( \varepsilon \in (0, \varepsilon_1] \), we have
\[ a_1(p) \operatorname{dist}(p, \{ U_1 = \varepsilon \}) \geq \varepsilon \text{ on } \tilde{\Gamma}_1; \ a_2(p) \operatorname{dist}(p, \{ U_2 = \varepsilon \}) \leq \varepsilon \text{ on } \hat{\Gamma}_2, \]
\[ a_1(p) \operatorname{dist}(p, \{ U_1 = \varepsilon \}) \leq \varepsilon \text{ on } \hat{\Gamma}_1; \ a_2(p) \operatorname{dist}(p, \{ U_2 = \varepsilon \}) \geq \varepsilon \text{ on } \tilde{\Gamma}_2, \]
where \( \hat{\Gamma}_i(p) := U_i(\hat{\Gamma}; p) \) and \( \tilde{\Gamma}_i(p) := U_i(\tilde{\Gamma}; p) \), both for \( i = 1, 2. \) It easily follows from this that \( T_\varepsilon^+(\Gamma) \geq \hat{\Gamma} \) and \( T_\varepsilon^-(\Gamma) \leq \tilde{\Gamma} \) whenever \( \varepsilon \in (0, \varepsilon_1]. \) In view of the monotonicity properties of the operators (Lem. 2.14(f)), we have
\[ T_\varepsilon^+(\Gamma) : Y \to Y, \ \varepsilon \in (0, \varepsilon_1). \]

Theorem 2.18 (Existence of "Fixed points" in an invariant set) We let \( \bar{\Gamma} \in X \cap C^2 \) and \( \hat{\Gamma} \in X \cap C^2 \) denote respective strict lower and upper solutions of Prob. 2.2 (see Def. 2.3) such that \( \tilde{\Gamma} < \hat{\Gamma}. \) Then:

(a) For any \( \varepsilon \in (0, \varepsilon_1] \) (with \( \varepsilon_1 := \varepsilon_1(\tilde{\Gamma}, \hat{\Gamma}) \) as in Def. 2.17), all the assertions of Thm. 2.17 hold, where one defines \( \Gamma_{\ast,e}^- := \tilde{\Gamma} \) and \( \Gamma_{\ast,e}^+ := \hat{\Gamma}. \) In particular, there exists at least one fixed point \( \Gamma_\varepsilon^\pm \in Y \) of either operator \( T_\varepsilon^\pm \).

(b) There exists a constant \( M \) such that
\[ K(\Gamma, e, 1), K(\Gamma, e, 2), ||\Gamma_{\ast,1}||, ||\Gamma_{\ast,2}|| \leq M, \]  
(24)
uniformly for all sufficiently small \( \varepsilon \in (0, \varepsilon_1] \), and all fixed points \( \Gamma_\varepsilon \in Y \) of either of the operators \( T_\varepsilon^\pm \) at \( \varepsilon \), such that \( K(\Gamma, e, 1), K(\Gamma, e, 2), ||\Gamma_{\ast,1}||, ||\Gamma_{\ast,2}|| < \infty. \)
Corollary 2.19 For sufficiently small \( \varepsilon \in (0, \varepsilon_1) \), the estimate \((24)\) in Thm. 2.18(b) applies to the "fixed points" \( \Gamma_\varepsilon^\pm \in Y \) of the operators \( T_\varepsilon^\pm \), since they are both limits of monotone sequences of operator iterates (see the proofs of Thms. 2.12 and 5.2(b)).

Proof of Thm. 2.16. (See Rem. 2.7(b).) For any fixed value \( \varepsilon \in (0, \varepsilon_0) \), it follows from \((20)\) and \((22)\), by multiple application of Lems. 2.14(f) and 2.15, that

\[
\Gamma_{\varepsilon,n}^+ \leq \Gamma_{\varepsilon,1}^+ \leq \Gamma_{\varepsilon,2}^+ \leq \cdots \leq \Gamma_{\varepsilon,n}^+ \leq \Gamma_{\varepsilon,1}^+ \leq \Gamma_{\varepsilon}^+
\]

in \( X \) for all \( n \in N \), where we define \( \Gamma_{\varepsilon,k}^\pm := (T_{\varepsilon}^\pm)^k(\Gamma_{\varepsilon,k}^\pm) \in X \) for all \( k \in N \), from which it follows that

\[
\Gamma_{\varepsilon,n}^+ = T_{\varepsilon}^+(\Gamma_{\varepsilon,n}^-),
\]

for all \( n \in N \). We also have that

\[
\text{dist}(\Gamma_{\varepsilon,k,1}^\pm, \Gamma_{\varepsilon,k,2}^\pm) \geq \left( \frac{\varepsilon}{A} \right)
\]

for \( k \in N \), due to Lem. 2.14(d). For \( \varepsilon \in (0, \varepsilon_0) \), we let \( \Gamma_{\varepsilon,i}^\pm, i = 1, 2 \), denote the boundary of the union \( D_{\varepsilon,i}^+ \) of the weakly increasing sequence (under set inclusion) of the upper complements \( D_{\varepsilon,n,i}^+ \) of the curves \( \Gamma_{\varepsilon,n,i}^+ \), \( n \in N \). Similarly, we define \( \Gamma_{\varepsilon,i}^\pm, i = 1, 2 \), to be the boundary of the the union \( D_{\varepsilon,i}^- \) of the weakly increasing sequence (under set inclusion) of the lower complements \( D_{\varepsilon,n,i}^- \) of the curves \( \Gamma_{\varepsilon,n,i}^- \), \( n \in N \). Then \( \Gamma_{\varepsilon}^\pm := (\Gamma_{\varepsilon,1}^\pm, \Gamma_{\varepsilon,2}^\pm) \in X \), since \( \text{dist}(\Gamma_{\varepsilon,1}^\pm, \Gamma_{\varepsilon,2}^\pm) \geq \left( \frac{\varepsilon}{A} \right) \) by \((27)\). Since, for the above definitions of \( \Gamma_{\varepsilon}^\pm \), we have \( \Gamma_{\varepsilon,n}^+ \downarrow \Gamma_{\varepsilon}^+ \) and \( \Gamma_{\varepsilon,n}^- \uparrow \Gamma_{\varepsilon}^- \), both as \( n \to \infty \), it follows by \((26)\) and continuity-properties of the operators (see Lems. 2.23 and 2.24) that

\[
\Gamma_{\varepsilon}^\pm = \lim_{n \to \infty} \Gamma_{\varepsilon,n}^\pm = \lim_{n \to \infty} T_{\varepsilon}^\pm(\Gamma_{\varepsilon,n}^\pm) = T_{\varepsilon}^\pm(\lim_{n \to \infty} \Gamma_{\varepsilon,n}^\pm) = T_{\varepsilon}^\pm(\Gamma_{\varepsilon}^\pm).
\]

Therefore, the pairs of directed arcs \( \Gamma_{\varepsilon}^+ \in X \) (resp. \( \Gamma_{\varepsilon}^- \in X \)), which are the respective "fixed points" of the operators \( T_{\varepsilon}^+ \) (resp. \( T_{\varepsilon}^- \)), can be obtained as limits of weakly decreasing (increasing) sequences of upper (lower) solutions, as asserted. The remaining assertions in Part (a) easily follow from \((25)\).

Proof of Thm. 2.18. Part (a) follows from Thm. 2.16, while Part (b) follows from Thm. 5.2(c) and Lem. 2.32.

Summary of the proof in Chapters 2 and 3 of Thms. 1.5 and 2.4. By Rem. 2.6, it suffices to prove Thm. 2.4 in the context of Prob. 2.7. Toward the proof of Thm. 2.4 following the plan developed in Rem. 2.7(b), we have thus far defined two (closely related) one-parameter families of monotone operators \( T_{\varepsilon}^\pm \), \( \varepsilon \in (0, \varepsilon_0) \) (see Defs. 2.8 and 2.9), whose properties, stated in Lem. 2.14 and in Section 2.2, are the basis for the proof in this section of Thm. 2.16 and therefore of Thm. 2.18(a). At this point, we invoke the estimates in Section 5.1 to assert
the existence of uniform bounds (independent of sufficiently small $\varepsilon > 0$) for the arc-length and total curvature of the fixed points (see Thm. 2.18(b)). It remains to prove, based on Thm. 2.18 and Section 2.3 (properties of operator fixed points), that there exist suitable weak solutions Prob. 2.2 satisfying the same uniform upper bound on their total curvature (see Thm. 2.34). Following this, Chapter 3 will be devoted to proof that $|\nabla U_i(p)| = a_i(p)$ on $\Gamma_i$, in a strong sense for $i = 1, 2$, and that $\Gamma_i$ has further regularity properties (see Thms. 3.12 and 3.13).

2.2 General qualitative properties of the $\mathcal{A}$-operators

Lemma 2.20 (Qualitative geometry of the sets $G_{\varepsilon,i}(\Gamma)$ and $H_{\varepsilon,i}(\Gamma)$)

In the context of Def. 2.8, given $\varepsilon \in (0, \varepsilon_0)$, an arc $\Gamma \in \tilde{X}_e$, and functions $a_i \in \mathcal{A}$, $i = 1, 2$, we set $\phi_i(p):= r(p) a_i(p) \text{ in } \overline{D_i(\Gamma)}$ for $i = 1, 2$, where $r(p):= \text{dist}(p, \Gamma)$. Then:

(a) For any given points $p, q$ such that $q \in \Gamma$ and $|p-q| = r(p) > 0$, we have $\phi_i(p-\delta \nu) < \phi_i(p)$ for $0 < \delta < r(p)$, where $\nu$ is the unit vector pointing from $q$ to $p$.

(b) The continuous function $\phi_i(p) : \overline{D_i(\Gamma)} \to [0, \infty)$ cannot have a weak local minimum at any point $p_0 \in D_i(\Gamma)$ at which $\phi_i(p_0) < \varepsilon_0$.

(c) Assume for a given non-empty, bounded open set $\omega_i \subset D_i(\Gamma)$, that $\phi_i(p) \geq \varepsilon$ on $\partial \omega_i$ for some constant $\varepsilon \in (0, \varepsilon_0)$. Then $\phi_i(p) > \varepsilon$ throughout $\omega_i$.

(d) For any fixed value $\varepsilon \in (0, \varepsilon_0)$, and any fixed arc $\Gamma \in \tilde{X}_e$, the $\varepsilon$-periodic (in $x$) sets $G_i := G_{\varepsilon,i}(\Gamma)$, $\overline{G}_i := \overline{G}(G_{\varepsilon,i}(\Gamma))$, and $H_i := H_{\varepsilon,i}(\Gamma)$, $i = 1, 2$ (such that $G_i \subset \overline{G}_i \subset H_i$, $i = 1, 2$), are all uniquely determined by Def. 2.8. Moreover, for $\eta > 0$ sufficiently large, each one of these sets contains the strip $R_i(\eta) := \{|y| > \eta\} \cap D_i(\Gamma)$, and in fact it follows from Def. 2.8 that every point of the set $G_i$ is connected to $R_i(\eta)$ by a closed arc $\gamma \subset D_i(\Gamma)$ such that $B(q; \varepsilon b_i(q)) \subset D_i(\Gamma)$ (i.e. $\phi_i(q) > \varepsilon$) for all $q \in \gamma$, whereas every point of $\overline{G}_i$ and $H_i$ is joined to $R_i(\eta)$ by a closed arc $\gamma \subset D_i(\Gamma)$ such that $B(q; \varepsilon b_i(q)) \subset D_i(\Gamma)$ (i.e. $\phi_i(q) \geq \varepsilon$) for all $q \in \gamma$.

(e) In the context of Part (d), the connected sets $G_i$, $H_i$, and $\overline{G}_i := \overline{G}(G_i)$, $i = 1, 2$, are all simply-connected in the sense of having no "holes" (as discussed in the proof). Therefore, the arcs $\partial G_i$, $i = 1, 2$, must be double-point free. Also, in the notation of Def. 2.7, we have $G_i = D_i(\partial G_i)$, $\overline{G}_i = \overline{G}(D_i(\partial G_i))$, and $H_i = \partial H_i \cup D_i(\partial H_i)$, all for $i = 1, 2$.

(f) Each of the sets in Part (d) satisfies the condition: $\text{dist}(p, \Gamma) > \varepsilon b_i(p)$ (i.e. $\phi_i(p) > \varepsilon$) at all its interior points, while also satisfying the condition: $\text{dist}(p, \Gamma) = \varepsilon b_i(p)$ (i.e. $\phi_i(p) = \varepsilon$) at all its boundary points.

(g) For fixed $\varepsilon \in (0, \varepsilon_0)$, $\Gamma \in \tilde{X}_e$, $i = 1, 2$, and for any sufficiently large value $\eta > 0$, the $\varepsilon$-periodic (in $x$) sets $\tilde{G}_i = \tilde{G}_{\varepsilon,i}(\Gamma)$ and $\tilde{H}_i = \tilde{H}_{\varepsilon,i}(\Gamma)$ (see Def.
are simply connected sets containing \( R_i(\eta) \). Therefore \( \tilde{G}_i = D_i(\partial\tilde{G}_i) \) and \( \text{Int}(\tilde{H}_i) = D_i(\partial\tilde{H}_i) \).

**Proof of Part (a).** We observe that \( |r(p) - r(q)| \leq |p - q| \) for any \( p,q \in \mathbb{R}^2 \), so that \( \phi_i(p) \) is Lipschitz continuous. Also, it easily follows from the definition of the distance function that \( r(p - \delta \nu) \leq r(p) - \delta \) for any pair of points \( (p, q) \in \mathbb{R}^2 \times \Gamma \), any unit vector \( \nu \) such that \( |p - q| = r(p) \) and \( p - q = |p - q| \nu \), and any value \( 0 \leq \delta < r(p) \). Therefore, we have

\[
\phi_i(p - \delta \nu) = r(p - \delta \nu) a_i(p - \delta \nu) \leq (r(p) - \delta) (a_i(p) + |\nabla a_i(p_\delta^*)| \delta)
\]

(29)

where \( p_\delta^* \) denotes a point on the line-segment joining \( p \) to \( p - \delta \nu \). It follows that if \( \phi_i(p) < \delta_0 \), so that

\[
2 \phi_i(p) |\nabla a_i(p_\delta^*)| < 2 \delta_0 |\nabla a_i(p_\delta^*)| \leq 2 \delta_0 \leq a_i^2(p),
\]

then

\[
\phi_i(p - \delta \nu) < \phi_i(p) - (a_i(p)/2) \delta
\]

(30)

for \( 0 \leq \delta < r(p) \), which is impossible if \( p \) is a local minimum (at positive altitude below \( \epsilon_0 \)) of the function \( \phi_i \), and if \( \delta > 0 \) is sufficiently small.

**Proof of Parts (b) and (c).** Part (b) follows directly from Part (a). Concerning Part (c), we have \( \phi_i(p) \geq \epsilon \) in \( \text{Cl}(\omega_i) \), since otherwise the continuous function \( \phi_i(p) : \text{Cl}(\omega_i) \to \mathbb{R} \) has a local interior minimum contradicting Part (b). With this established, we can repeat the argument for Part (b) to obtain a contradiction under the assumption that \( \phi_i(p) = \epsilon \) for any point \( p \in \omega_i \).

**Proof of Part (d).** We first observe that

\[
\inf \{ \phi_i(x,y) : x \in \mathbb{R} \} \to +\infty \text{ as } y \to (-1)^i \infty.
\]

(31)

We apply 31 to choose a value \( \eta > 0 \) so large that \( \inf \{ \phi_i(p) : p \in R_i(\eta) \} > 2 \epsilon \), and therefore that \( R_i(\eta) \subset G_i \subset \overline{G}_i \subset H_i \subset \tilde{G}_i \subset \tilde{H}_i \), all for \( i = 1, 2 \), where we set \( R_i(\eta) := \{ |y| > \eta \} \cap D_i(\Gamma) \). The remaining assertions in Part (d) follow from this.

**Proof of Part (e).** For any fixed \( \Gamma \in \tilde{X}_c \) and \( i = 1, 2 \), let \( \tilde{G}_i \) (resp. \( \tilde{H}_i \)) denote the open (closed) subset of \( D_i(\Gamma) \) in which \( \phi_i(p) := \phi_i(\Gamma, p) > \epsilon \) (resp. \( \phi_i(p) \geq \epsilon \)), and let \( G_i \) (resp. \( H_i \)) denote the open (closed) subset of \( \tilde{G}_i \) (resp. \( \tilde{H}_i \)) consisting of those points which are joined to \( \{ y = (-1)^i \infty \} \) by arcs \( \gamma \subset G_i \) (resp. \( \gamma \subset H_i \)), and let \( O_i(\text{Cl}(\tilde{G}_i)) \) (resp. \( O_i(\text{Cl}(G_i)) \), \( O_i(\tilde{H}_i) \), \( O_i(H_i) \)) denote the family of all bounded, arc-wise connected, open sets \( \omega_i \subset \mathbb{R}^2 \) such that \( \partial\omega_i \subset \text{Cl}(\tilde{G}_i) \) (resp. \( \partial\omega_i \subset \text{Cl}(G_i) \)), \( \partial\omega_i \subset \tilde{H}_i \), \( \partial\omega_i \subset H_i \). It follows from Part (c) that (i): \( \omega_i \subset \tilde{G}_i \) (resp. \( \omega_i \subset H_i \)) for any open set \( \omega_i \in O_i(\text{Cl}(\tilde{G}_i)) \) (resp.
Proof of Parts (f) and (g). We have that \( \phi_i(p) \geq \varepsilon \) in the sets \( \text{Cl}(G_i) \) and \( H_i \), by definition. Therefore, we must have that \( \phi_i(p) > \varepsilon \) throughout the interiors of the smallest simply-connected sets containing \( G_i \) and \( H_i \), which we denote by \( G_i^\ast \) and \( H_i^\ast \), respectively. In fact for any bounded open set \( \omega_i \in O_i(\hat{H}_i) \) or \( \omega_i \in O_i(H_i) \) (see Part (e)), we have \( \phi_i(p) > \varepsilon \) throughout \( \omega_i \) by Parts (b) and (c). Finally, in view of the continuity of the functions \( \phi_i : \text{Cl}(D_i(\Gamma)) \rightarrow [0, \infty) \), the proof that \( \phi_i(\partial G_i) = \phi_i(\partial H_i) = \varepsilon \) follows from the maximality of the sets \( G_i \) and \( H_i \) under inclusion subject to the conditions that \( \phi_i(p) \geq \varepsilon \) in the sets \( \text{Cl}(G_i) \) and \( H_i \). For example, if \( \phi_i(p) > \varepsilon \) at some point \( p \in \partial G_i \) (resp. \( p \in \partial H_i \)), then the domain \( G_i \) (resp. \( H_i \)) can be enlarged to contain a closed ball \( \overline{B}(p;r) \) centered at \( p \) and having a sufficiently small radius \( r > 0 \) such that \( \phi_i(p) > 0 \) throughout \( \overline{B}(p;r) \). Also, every point \( q \in \overline{B}(p;r) \) can be joined to \( p \) by a radial line-segment \( \gamma \) of length \( |p - q| \leq r \). Thus, any point \( q \in \overline{B}(p;r) \) such that \( q \notin G_i \) (resp. \( q \notin H_i \)) can be joined to any point \( q' \in B(p;r) \cap G_i \) (resp. \( q' \in B(p;r) \cap H_i \)) by two radial arcs in sequence, the first joining \( p \) to \( q \) and the second joining \( q \) to \( q' \). Since also \( q' \) can be joined to \( \{ y = (-1)^i \infty \} \) by an arc \( \gamma \) through \( G_i \), we conclude that \( q \) can be joined to \( \{ y = (-1)^i \infty \} \) by an arc \( \gamma \) passing through \( G_i \cup B(p;r) \) (resp. \( H_i \cup B(p;r) \)) on which \( \phi_i(p) \geq \varepsilon \), completing the proof of Part (f). Finally, concerning Part (g), one shows that the sets \( \hat{G}_i \) and \( \hat{H}_i \), whose points are obviously all connected to \( R_i(y) \), are in fact simply-connected, because, by an argument given in the proof of Part (e),
any point \( p \) in a bounded, connected, open subset \( \omega_i \) of \( \hat{G}_i \) (resp. \( \hat{H}_i \)) can be joined by an arc through \( G_i \) (resp. \( \hat{H}_i \)) to \( R_i(\eta) \) provided that all boundary points \( q \in \partial \omega_i \) have the same property.

**Lemma 2.21** (Alternative approach to geometry of \( \mathcal{A} \)-operators) In the context of Def. 2.3 and Lem. 2.21

(a) The boundaries \( \partial \hat{G}_i \) and \( \partial \hat{H}_i \) of the \( P \)-periodic (in \( x \)) simply-connected sets \( G_i = \hat{G}_i(\Gamma_i) \), \( \hat{H}_i = \hat{H}_i(\Gamma_i) \), \( i = 1, 2 \), are double-point-free directed \( C^{1,1} \)-arcs such that \( G_i(\Gamma_i) = D_i(\partial \hat{G}_i) \) and \( \hat{H}_i(\Gamma_i) = \text{Cl}(D_i(\partial \hat{H}_i)) \).

(b) For any fixed \( \varepsilon \in (0, \varepsilon_0) \), \( \Gamma \in \hat{X}_\varepsilon \), and \( i = 1, 2 \), we call the points \( p \in \partial \hat{H}_i := \partial H_{\varepsilon,i}(\Gamma) \) and \( q \in \partial H_i := \partial H_{\varepsilon,i}(\Gamma) \) "related by (32)" if and only if

\[
q = p + \varepsilon b_i(q) \hat{N}_i(p),
\]

where we set \( b_i(p) := (1/a_i(p)) \), and use \( \hat{N}_i(p) \) to denote the (Lipschitz continuously varying) left-hand unit normal to the arc \( \partial \hat{H}_i \) at any point \( p \in \partial \hat{H}_i \). Then:

(b1) For every point \( p \in \partial \hat{H}_i \), there exists at least one point \( q \in \partial H_i \) such that the points \( p \) and \( q \) are related by (32).

(b2) For every \( q \in \partial H_i \), there exists a point \( p \in \partial \hat{H}_i \) such that \( p \) and \( q \) are related by (32).

(b3) The point \( q \) is uniquely and Lipschitz-continuously determined by the point \( p \) relative to the set of all ordered pairs \( (p, q) \in \partial \hat{H}_i \times \partial H_i \) solving (32).

(b4) In view of (b1), (b2), and (b3), the set of all ordered pairs of points \( (p, q) \in \partial \hat{H}_i \times \partial H_i \) satisfying the relation (32) actually constitutes the graph of a Lipschitz-continuous function

\[
q = f_i(p) : \partial \hat{H}_i \rightarrow \partial H_i,
\]

mapping the arc \( \partial \hat{H}_i \) onto the arc \( \partial H_i \). (This part also holds with \( H_i \) and \( \hat{H}_i \) replaced by \( G_i \) and \( \hat{G}_i \).)

(c) For any fixed \( \varepsilon \in (0, \varepsilon_0) \) and \( \Gamma \in \hat{X}_\varepsilon \), the \( P \)-periodic (in \( x \)) set boundaries \( \partial G_i := \partial G_{\varepsilon,i}(\Gamma_i) \), \( i = 1, 2 \), coincide with the positively-oriented, double-point-free directed arcs \( \Gamma_i \in X \), defined such that \( G_1 \) (resp. \( G_2 \)) is the lower (upper) complement of \( \Gamma_1 \) (resp. \( \Gamma_2 \)). Also, the \( P \)-periodic (in \( x \)) set-boundaries \( \partial H_i := \partial H_{\varepsilon,i}(\Gamma_i) \), \( i = 1, 2 \), coincide with \( P \)-periodic (in \( x \)) directed arcs \( \Gamma_i^\dagger \in X \) which are positively-oriented by the requirement that the complement of \( H_i \) (resp. \( H_2 \)) be the upper (lower) complement of \( \Gamma_i^\dagger \) (resp. \( \Gamma_2^\dagger \)), which always lies locally to the left (right) of \( \Gamma_i \) (resp. \( \Gamma_2^\dagger \)).

**Proof of Part (a).** Concerning the smoothness of \( \partial \hat{G}, \partial \hat{H} \), for any \( \varepsilon \in (0, 1/2) \), there exists a value \( \delta = \delta(\varepsilon) > 0 \) such that any arc \( \Gamma \in \hat{X}_\varepsilon \) has tangent balls of radius \( \delta \) at all arc-points and on both sides of the arc. Also, for any arc
In fact the unknown point \( \varepsilon q \) in the general form: see that the point \( \varepsilon b \) is parallel to \( \nu \) is such that \( (\varepsilon b(q)) = 0 \) for all points \( q \in \partial H_{\varepsilon,i}(\Gamma) \). Therefore, by the intermediate value theorem, there exists at least one value \( \alpha \in (0, \infty) \) such that \( g_i(p, \alpha) = 0 \), and therefore such that the related equation \( g_i(p, \alpha) = 0 \) solves the related equation \( g_i(p, \alpha) = 0 \), where we define the continuous function \( g_i(p, \alpha) : \mathbb{R} \rightarrow \mathbb{R} \) such that

\[
    g_i(p, \alpha) := b_i(p + \tilde{N}_i(p) \alpha) - \alpha. \tag{34}
\]

By definition, we have that \( g_i(p, 0) = b_i(p) > 0 \), and that \( g_i(p, \alpha) \rightarrow -\infty \) as \( \alpha \rightarrow \infty \). Therefore, by the intermediate value theorem, there exists at least one value \( \alpha \in (0, \infty) \) such that \( g_i(p, \alpha) = 0 \), and therefore such that the ordered pair \( (p, q) \) satisfies \( (33) \).

Proof of Part (b2). By Lem. 2.20(d), we have \( \text{dist}(q, \Gamma) = \phi_i(q) b_i(q) > \varepsilon b_i(q) \) for all \( q \in \text{Int}(H_{\varepsilon,i}(\Gamma)) \), from which it follows that \( \overline{B}(q; \varepsilon b_i(q)) \subset D_i(\Gamma) \) for all \( q \in \text{Int}(H_{\varepsilon,i}(\Gamma)) \). On the other hand, we have \( \text{dist}(q, \Gamma) = \phi_i(q) b_i(q) = \varepsilon b_i(q) \) for all \( q \in \partial H_{\varepsilon,i}(\Gamma) \) (see Lem. 2.20(d)). Therefore, among all points \( q \in H_{\varepsilon,i}(\Gamma) \), we have that

\[
    \text{dist}(q, \partial H_{\varepsilon,i}(\Gamma)) = \text{dist}(q, \Gamma) = \varepsilon b_i(q) \iff q \in \partial H_{\varepsilon,i}(\Gamma). \tag{35}
\]

It follows that for any point \( q \in \partial H_{\varepsilon,i} \), there exists a corresponding point \( p \in \partial H_{\varepsilon,i} \) such that \( |q - p| = \text{dist}(q, \partial H_{\varepsilon,i}) = \varepsilon b_i(q) \). Clearly, \( p \in \partial H_{\varepsilon,i} \) is such that \( (q - p) \) is parallel to \( \nu(p) \) and \( (p, q) \) satisfies the requirement of Part (b2).

Proof of Part (b3). For fixed \( \varepsilon \in (0, \varepsilon_0) \) and \( i \in \{1, 2\} \), and for any two solution-pairs \( (p, q), (p', q') \) of \( (32) \), we have the equations: \( q = p + \varepsilon b(q) \hat{N}(p) \) and \( q' = p' + \varepsilon b(q') \hat{N}(p') \), from which it follows by applying mean-value estimates to the various differences that

\[
    |q - q'| \leq |p - p'| + \varepsilon |\nabla b(q^*)| |q - q'| + \varepsilon b(q) |\tilde{K}(p^*)||p - p'|, \tag{36}
\]

where \( p^* \) lies between \( p \) and \( p' \). Therefore, we have

\[
    |q - q'| \leq \left( \frac{1 + \varepsilon \sup b(p)|\tilde{K}(p)|}{1 - \varepsilon \sup |\nabla b(p)|} \right) |p - p'| \tag{37}
\]
(where \( \hat{K}(p) \) denotes the signed curvature of the arc \( \hat{\Gamma}_{\varepsilon,i} \) at the point \( p \in \hat{\Gamma}_{\varepsilon,i} \), provided only that \( \varepsilon \sup\{|\nabla b_i(p)| : p \in \mathbb{R}^2\} < 1 \) for \( i = 1, 2 \), as always occurs if \( \varepsilon \in (0, \varepsilon_0) \).

**Proof of Part (c).** The first claim follows from the simple-connectedness of the sets \( G_i \) and \( \text{Cl}(G_i) \), as treated in Lem. 2.20(e). Turning to the second claim, it follows from Part (b4), Eq. (33), that the uniquely-determined boundary sets \( \partial H_i \), \( i = 1, 2 \), of Lem. 2.20(d) must coincide with the images \( \Gamma^*_i \), \( i = 1, 2 \), of the positively-oriented, Lipschitz-continuous, composite arc-parametrizations of the form \( q = q_i(t) = f_i(p_i(t)) : \mathbb{R} \to \partial H_i \), where \( p = p_i(t) : \mathbb{R} \to \partial H_i \), denotes a double-point-free arc-length parametrization of the smooth arc \( \partial H_i \). Clearly, the directed arcs \( \Gamma^*_i \), \( i = 1, 2 \), retrace the set boundaries \( \partial H_{\varepsilon,i}(\Gamma) \), \( i = 1, 2 \), as was asserted. We remark that the arcs \( \Gamma^*_i \) may have double-points, but it is impossible for either one to "cross over itself", due to Lem. 2.20(e),f.

**Remark 2.22** *(Comments on Lem. 2.20)* (a) Given \( \varepsilon \in (0, \varepsilon_0) \) and \( \Gamma \in \mathbb{R} \), let \( \Gamma_{\varepsilon,i} := \{ p \in D_1(\Gamma) : \phi_i(\Gamma; p) = \varepsilon \} \), and let \( R_{\varepsilon,i} \) denote the set generated by all the straight line-segments \( L_{\varepsilon,i}(p) \) joining points \( p \in \Gamma_{\varepsilon,i} \) to corresponding points \( q \in \Gamma \) such that \( |p - q| = \text{dist}(p, \Gamma) \). Then \( \phi_i(p) < \varepsilon \) throughout \( R_{\varepsilon,i} \). Moreover, if \( \varepsilon \) is less than the minimum radius of curvature of \( \Gamma \), then the lines \( L_{\varepsilon,i}(p) \) depend continuously on \( p \in \Gamma_{\varepsilon,i} \), and therefore \( R_{\varepsilon,i} \) is the annular domain such that \( \partial R_{\varepsilon,i} = \Gamma \cup \Gamma_{\varepsilon,i} \).

(b) If we assume each point \( q \in \partial H_i \) is related to one and only one point \( p \in \Gamma \) under Eq. (32) then \( \Gamma = \partial H_i \) and the mapping preserves the natural order of points \( q \in \partial H_i \) and \( p \in \Gamma = \partial H_i \). However, if one point \( q \in \partial H_i \) is related to each of two distinct points \( p_1, p_2 \in \Gamma \) (where we assume \( p_1 \) (resp. \( p_2 \)) is minimal (maximal) relative to the natural ordering in \( \Gamma \)), then of course \( p_1, p_2 \in \Gamma \) both satisfy Eq. (32), as before, but the remaining points \( p \in \Gamma \) such that \( p_1 < p < p_2 \) (in terms of the natural ordering in \( \Gamma \)) are not likely to be related to any point \( q \in \partial H_i \), since it is possible to have \( |p - q| \gg \varepsilon b_i(q) \) for some points \( p \in \Gamma \) such that \( p_1 < p < p_2 \).

**Lemma 2.23** *(One-sided continuity of the sets \( G_{\varepsilon,1}(\Gamma) \) and \( H_{\varepsilon,2}(\Gamma) \))* (a) Let be given a weakly monotone sequence of arcs \( (\Gamma_n)_{n=1}^{\infty} \) all in \( \bar{X}_\varepsilon \) for some fixed value \( \varepsilon \in (0, \varepsilon_0) \). Choose \( i \in \{1, 2\} \) such that the open sets \( D_i(\Gamma_n) \) form a weakly increasing sequence (as ordered by set inclusion). Thus either \( i = 1 \) and the arc-sequence \( (\Gamma_n)_{n=1}^{\infty} \) is weakly increasing or else \( i = 2 \) and the arc-sequence \( (\Gamma_n)_{n=1}^{\infty} \) is weakly decreasing. Then we have \( D^* := \bigcup_{n=1}^{\infty} D_i(\Gamma_n) = D_i(\Gamma) \), where we define \( \Gamma := \partial D^* \in \bar{X}_\varepsilon \). Also, for the same values \( \varepsilon \in (0, \varepsilon_0) \) and \( i \in \{1, 2\} \), we have (in terms of Def. 2.8 and Lem. 2.20) that \( G_{\varepsilon,1}(\Gamma) = \bigcup_{n=1}^{\infty} G_{\varepsilon,1}(\Gamma_n) \), where \( G_{\varepsilon,1}(\Gamma_n) = D_i(\Gamma_{\varepsilon,n,i}) \) and \( G_{\varepsilon,2}(\Gamma) = D_i(\Gamma_{\varepsilon,i}) \), in which \( \Gamma_{\varepsilon,n,i} := \partial G_{\varepsilon,1}(\Gamma_n) \in X \) and \( \Gamma_{\varepsilon,i} := \partial G_{\varepsilon,2}(\Gamma) \in X \).

(b) Again let be given a weakly monotone sequence of arcs \( (\Gamma_n)_{n=1}^{\infty} \) all in \( \bar{X}_\varepsilon \) for some fixed value \( \varepsilon \in (0, \varepsilon_0) \). Choose \( i \in \{1, 2\} \) such that the closed sets \( E_i(\Gamma_n) := \text{Cl}(D_i(\Gamma_n)) \) form a weakly-decreasing sequence (ordered by set inclusion). (Thus
$i = 1$ (resp. $i = 2$) if the arc-sequence $(\Gamma_n)_{n=1}^\infty$ is weakly decreasing (increasing.) Then $E^* := \bigcap_{n=1}^\infty E_i(\Gamma_n) = E_i(\Gamma)$ for some arc $\Gamma := \partial E^* \in X$. Also assume the arc-length per $P$-period (in $x$) of the arcs $\Gamma_n$ is uniformly bounded above over all $n \in N$. Then (in terms of Def. 2.8) we have \( \bigcap_{n=1}^\infty H_{\varepsilon,i}(\Gamma_n) = H_{\varepsilon,i}(\Gamma) \), where $H_{\varepsilon,i}(\Gamma_n) = \text{Cl}(D_i(\Gamma_{\varepsilon,n,i}))$ and $H_{\varepsilon,i}(\Gamma) = \text{Cl}(D_i(\Gamma_{\varepsilon,i}))$, in which $\Gamma_{\varepsilon,n,i} := \partial H_{\varepsilon,i}(\Gamma_n) \in X$ and $\Gamma_{\varepsilon,i} := \partial H_{\varepsilon,i}(\Gamma) \in X$.

(c) For any fixed value $\varepsilon \in (0, \varepsilon_0)$, it follows directly from Parts (a) and (b) that $\partial G_{\varepsilon,1}(\Gamma_n) \uparrow \partial G_{\varepsilon,1}(\Gamma)$ and $\partial H_{\varepsilon,2}(\Gamma_n) \uparrow \partial H_{\varepsilon,2}(\Gamma)$, both as $\Gamma_n \uparrow \Gamma$ in $X$, and that $\partial G_{\varepsilon,2}(\Gamma_n) \downarrow \partial G_{\varepsilon,2}(\Gamma)$ and $\partial H_{\varepsilon,1}(\Gamma_{\varepsilon,i}) \downarrow \partial H_{\varepsilon,1}(\Gamma)$, both as $\Gamma_n \downarrow \Gamma$ in $X$. In view of Def. 2.9 Eqs. (11) and (12), it follows that $\Psi_{\varepsilon,i}(\Gamma_{n,i}) \downarrow \Psi_{\varepsilon,i}(\Gamma_i)$, for $\Gamma_{n,i} \uparrow \Gamma_i$ in $X$, both as $n \to \infty$ for either $i = 1$ or $i = 2$, where $\uparrow$ and $\downarrow$ refer, respectively, to weakly monotone increasing or weakly monotone decreasing uniform convergence.

**Proof of Part (a).** For $i = 1, 2$, we have $D_i(\Gamma_n) \subset D_i(\Gamma_{n+1}) \subset D_i(\Gamma)$ for all $n \in N$. Therefore, $G_{\varepsilon,i}(\Gamma_n) \subset G_{\varepsilon,i}(\Gamma_{n+1}) \subset G_{\varepsilon,i}(\Gamma)$, and we have $\gamma \subset G_{\varepsilon,i}(\Gamma_{n+1})$ (resp. $\gamma \subset G_{\varepsilon,i}(\Gamma)$) for any directed arc $\gamma \subset G_{\varepsilon,i}(\Gamma_n)$ (resp. $\gamma \subset G_{\varepsilon,i}(\Gamma_{n+1})$) joining any point $p \in G_{\varepsilon,i}(\Gamma_n)$ (resp. $p \in G_{\varepsilon,i}(\Gamma_{n+1})$) to $\{y = (-1)^i \infty\}$. Therefore, we have $G_{\varepsilon,i}(\Gamma_n) \subset G_{\varepsilon,i}(\Gamma_{n+1}) \subset G_{\varepsilon,i}(\Gamma)$, for $i = 1, 2$, and all $n \in N$, from which it follows that (i): $\bigcup_{n=1}^\infty G_{\varepsilon,i}(\Gamma_n) \subset G_{\varepsilon,i}(\Gamma)$.

In view of (i), it suffices to show that (ii): $G_{\varepsilon,i}(\Gamma) \subset \bigcup_{n=1}^\infty G_{\varepsilon,i}(\Gamma_n)$, for $i = 1, 2$ and all $n \in N$. To this end, we let $p_{\varepsilon,i}$ denote any particular point in the open set $G_{\varepsilon,i}(\Gamma)$. Then $p_{\varepsilon,i} \in G_{\varepsilon,i}(\Gamma)$ and $p_{\varepsilon,i}$ can be joined to $\{y = (-1)^i \infty\}$ by a suitable directed arc $\gamma_{\varepsilon,i}$ contained in the open set $G_{\varepsilon,i}(\Gamma)$. Given a suitable arc $\gamma_{\varepsilon,i}$ and a value $\kappa > 0$ so large that $\text{dist}(p, \Gamma_n) \geq \varepsilon b_i(p)$ for all $n \in N$ and all points $p \notin R_{\varepsilon,i} := B \times [-\kappa, \kappa]$, we can replace the directed arc $\gamma_{\varepsilon,i}$ by a new directed arc $\gamma_{\varepsilon,i} := \gamma_{\varepsilon,i}^{(1)} + \gamma_{\varepsilon,i}^{(2)}$, consisting of an initial arc-segment $\gamma_{\varepsilon,i}^{(1)}$, which coincides with the arc $\gamma_{\varepsilon,i}$ up to the first point, called $q_{\varepsilon,i}$, at which $\gamma_{\varepsilon,i}$ touches the line $\{y = (-1)^i \kappa\}$, followed by a second arc-segment $\gamma_{\varepsilon,i}^{(2)}$, which follows a straight vertical path from the point $q_{\varepsilon,i}$ to $\{y = (-1)^i \infty\}$. Since $G_{\varepsilon,i}(\Gamma) = \bigcup_{n=1}^\infty G_{\varepsilon,i}(\Gamma_n)$, it follows that the set-family $(G_{\varepsilon,i}(\Gamma_n))_{n=1}^\infty$ is an open covering of the compact set $\gamma_{\varepsilon,i}^{(1)}$, for which there exists a finite sub-covering. Since the sets of the open covering are weakly monotone increasing under set inclusion, it follows that $\gamma_{\varepsilon,i}^{(1)} \subset G_{\varepsilon,i}(\Gamma_n)$, and therefore that $\gamma_{\varepsilon,i}^{(1)} \subset G_{\varepsilon,i}(\Gamma)$, and therefore again that $p_{\varepsilon,i} \in G_{\varepsilon,i}(\Gamma)$ for all $n \in N$ which are sufficiently large depending in each case on the point $p_{\varepsilon,i} \in G_{\varepsilon,i}(\Gamma)$. Therefore $p_{\varepsilon,i} \in \bigcup_{n=1}^\infty G_{\varepsilon,i}(\Gamma_n)$ for any point $p_{\varepsilon,i} \in G_{\varepsilon,i}(\Gamma)$, from which (ii) follows.

**Proof of Part (b).** Since $E_i(\Gamma_n) \subset E_i(\Gamma_{n+1}) \subset E_i(\Gamma)$ for all $n \in N$, we have $H_{\varepsilon,i}(\Gamma) \subset H_{\varepsilon,i}(\Gamma_{n+1}) \subset H_{\varepsilon,i}(\Gamma_n)$, from which it follows that $\gamma \subset H_{\varepsilon,i}(\Gamma_{n+1})$ (resp. $\gamma \subset H_{\varepsilon,i}(\Gamma_n)$) for any directed arc $\gamma \subset H_{\varepsilon,i}(\Gamma)$ (resp. $\gamma \subset H_{\varepsilon,i}(\Gamma_{n+1})$) joining any point $p \in H_{\varepsilon,i}(\Gamma)$ (resp. $p \in H_{\varepsilon,i}(\Gamma_{n+1})$) to $\{y = (-1)^i \infty\}$. There-
fore, we have \( H_{\varepsilon,i}(\Gamma) \subset H_{\varepsilon,i}(\Gamma_{n+1}) \subset H_{\varepsilon,i}(\Gamma_n) \), both for \( i = 1, 2 \), and all \( n \in N \), from which it follows that (i): \( H_{\varepsilon,i}(\Gamma) \subset \bigcap_{n=1}^{\infty} H_{\varepsilon,i}(\Gamma_n) \).

In view of (i), it suffices to prove that (ii): \( \bigcap_{n=1}^{\infty} H_{\varepsilon,i}(\Gamma_n) \subset H_{\varepsilon,i}(\Gamma) \). Toward this end, we observe that for any given point \( p_{\varepsilon,i} \in \bigcap_{n=1}^{\infty} H_{\varepsilon,i}(\Gamma_n) \), there exists a sequence \( (\gamma_{\varepsilon,n,i})_{n=1}^{\infty} \) of directed arcs such that (iii): for each \( n \in N \), the point \( p_{\varepsilon,i} \) is joined to \( \{y = (-1)^i \infty\} \) by the arc \( \gamma_{\varepsilon,n,i} \), which is located entirely inside the closed set \( \bar{H}_{\varepsilon,i}(\Gamma_n) := \{p \in E_i(\Gamma)_n : \alpha_i(p) \operatorname{dist}(p, \Gamma_n) \geq \varepsilon \} \). Therefore, we have (iv): \( \gamma_{\varepsilon,n,i} \subset H_{\varepsilon,i}(\Gamma_m) \) for any \( m, n \in N \) such that \( m \leq n \). Assuming that (v): \( \kappa_{\varepsilon,1} = \kappa_{\varepsilon,1}(\varepsilon) \) (resp. \( \kappa_{\varepsilon,2} = \kappa_{\varepsilon,2}(\varepsilon) \)) is maximum (resp. minimum) subject to the requirement that \( \partial H_{\varepsilon,1}(\Gamma_n), \partial H_{\varepsilon,2}(\Gamma_n) \subset \mathbb{R} \times [\kappa_{\varepsilon,1}, \kappa_{\varepsilon,2}] \), we let \( \gamma_{\varepsilon,n,i} = \gamma_{\varepsilon,n,i}(1) + \gamma_{\varepsilon,n,i}(2) \) for all \( n \in N \), where, for \( i = 1, 2 \), \( \gamma_{\varepsilon,n,i}(1) \) denotes the initial segment of the arc \( \gamma_{\varepsilon,n,i} \), up to its first point of contact, called \( r_{\varepsilon,n,i} \), with the line \( \{y = \kappa_{n,i}\} \), and \( \gamma_{\varepsilon,n,i}(2) \) denotes the vertical path from \( r_{\varepsilon,n,i} \) to \( \{y = (-1)^i \infty\} \). As an application of (v), we have that \( \gamma_{\varepsilon,n,i}(2) \subset H_{\varepsilon,n,i}(\Gamma_n) \), and therefore (vi): \( \gamma_{\varepsilon,n,i}^{\ast} \in \bar{H}_{\varepsilon,n,i}(\Gamma_n) \). We assume that (vii): the corresponding arc-length sequence \( (||\gamma_{\varepsilon,n,i}^{\ast}||)_{n=1}^{\infty} \) is uniformly bounded, so that the arc-sequence \( (\gamma_{\varepsilon,n,i})_{n=1}^{\infty} \) has a convergent subsequence. It follows that (viii): the related arc-sequence \( (\gamma_{\varepsilon,n,i})_{n=1}^{\infty} \) also has a convergent subsequence, still indexed by \( n \in N \), such that the arcs \( \gamma_{\varepsilon,n,i}^{\ast} \) converge uniformly as \( n \to \infty \) to a limit-arc \( \gamma_{\varepsilon,i} \), joining the point \( p_{\varepsilon,i} \) to \( \{y = (-1)^i \infty\} \). Then by (iv) and (viii), we have (ix): \( \gamma_{\varepsilon,i} \subset \bar{H}_{\varepsilon,i}(\Gamma_m) \) for any fixed \( m \in N \). Since \( m \in N \) can be chosen arbitrarily large in (ix), it follows that \( \gamma_{\varepsilon,i} \subset \bigcap_{m=1}^{\infty} \bar{H}_{\varepsilon,i}(\Gamma_m) \), where one easily sees that \( \bigcap_{m=1}^{\infty} H_{\varepsilon,i}(\Gamma_m) = \bigcap_{m=1}^{\infty} \{p \in E_i(\Gamma)_m : \alpha_i(p) \operatorname{dist}(p, \Gamma_m) \geq \varepsilon\} = \{p \in E_i(\Gamma) : \alpha_i(p) \operatorname{dist}(p, \Gamma) \geq \varepsilon\} = H_{\varepsilon,i}(\Gamma) \), and where \( \Gamma \in X \) is chosen such that \( \bigcap_{m=1}^{\infty} E_i(\Gamma_m) = E_i(\Gamma) \). It follows that \( p_{\varepsilon,i} \in H_{\varepsilon,i}(\Gamma) \), completing the proof of (ii) subject to Assumption (vii).

It remains to prove that among the possible arc-sequences \( (\gamma_{\varepsilon,n,i})_{n=1}^{\infty} \) satisfying (iii) for each \( n \in N \), there exists at least one sequence such that \( (||\gamma_{\varepsilon,n,i}||)_{n=1}^{\infty} \) is uniformly bounded (Assumption (vii)). Given any point \( p_{\varepsilon,n,i} \in (\mathbb{R} \times [\kappa_{n,1}, \kappa_{n,2}]) \cap H_{\varepsilon,i}(\Gamma_n) \), we use \( \gamma_{\varepsilon,n,i}(1) \) to denote a directed arc which first follows the straight-line-segment from the initial point \( p_{\varepsilon,n,i} \) to a point \( q_{\varepsilon,n,i} \) which is closest to \( p_{\varepsilon,n,i} \), relative to the set \( \partial H_{\varepsilon,i}(\Gamma_n) \), then proceeds from \( q_{\varepsilon,n,i} \) along the arc \( \partial H_{\varepsilon,i}(\Gamma_n) \) up to its terminal point \( r_{\varepsilon,n,i} \in (\partial H_{\varepsilon,i}(\Gamma_n) \cap \{y = \kappa_{n,i}\}) \), which is the first point of contact of the arc \( \partial H_{\varepsilon,i}(\Gamma_n) \) with the line \( \{y = \kappa_{n,i}\} \). We also use \( \gamma_{\varepsilon,n,i}(2) \) to denote the vertical line-segment joining its initial point \( r_{\varepsilon,n,i} \) to \( \{y = (-1)^i \infty\} \), and we use \( \gamma_{\varepsilon,n,i} \) to denote the composite directed arc joining \( p_{\varepsilon,n,i} \) to \( \{y = (-1)^i \infty\} \) which first follows the arc \( \gamma_{\varepsilon,n,i}(1) \), then the arc \( \gamma_{\varepsilon,n,i}(2) \). Clearly for each \( n \in N \), the composite directed arc \( \gamma_{\varepsilon,n,i} \) satisfies (iii), and the length of the arc-segment \( \gamma_{\varepsilon,n,i}(1) \) cannot exceed the length of the arc \( \partial H_{\varepsilon,i}(\Gamma_n) \) relative to one \( P \)-period (in \( x \)). The latter is uniformly bounded as
\( n \to \infty \), as we show in Lem. 5.15 Eq. (273). In particular, we have

\[
\|U^{(1)}_{\varepsilon,n,i}\| \leq \left( \text{dist}(p_{\varepsilon,i}, \partial H_{\varepsilon,i}(\Gamma_n)) + \|\partial H_{\varepsilon,i}(\Gamma_n)\| \right) \leq 2\|\partial H_{\varepsilon,i}(\Gamma_n)\| \leq 2C\|\Gamma_n\| \leq 2C \varepsilon,
\]

uniformly for all \( n \in N \), where \( L := \sup_{n \in N} \{\|\Gamma_n\|\} \) and \( C = C(\varepsilon) \) denotes a uniform upper bound for the Lipschitz constants in (37).

**Lemma 2.24** (One-sided continuity of the operators \( T^{\pm}_\varepsilon(\Gamma) : X \to X \)) Let be given \( \varepsilon \in (0, \varepsilon_0) \), a weakly monotone sequence \( (\Gamma_{\varepsilon,n})_{n=1}^\infty \) of arc-pairs \( \Gamma_{\varepsilon,n} = (\Gamma_{\varepsilon,n,1}, \Gamma_{\varepsilon,n,2}) \in X \), and their limit \( \Gamma_\varepsilon = (\Gamma_{\varepsilon,1}, \Gamma_{\varepsilon,2}) \in X \). Assume there exists a uniform upper bound for the sequences \( \{\|\Gamma_{\varepsilon,n,i}\|\}_{n=1}^\infty \), \( i = 1, 2 \), of arc-lengths per \( P \)-period (in \( x \)). Then we have:

\[
\Phi_\varepsilon(\Gamma_{\varepsilon,n}) \uparrow (\downarrow) \Phi_\varepsilon(\Gamma_\varepsilon), \quad \Psi_\varepsilon^+(\Gamma_{\varepsilon,n,i}) \downarrow \Psi_\varepsilon^+(\Gamma_i) \text{ if } \Gamma_{\varepsilon,n,i} \downarrow \Gamma_i, \quad \text{for } i = 1, 2,
\]

\[
\Psi_\varepsilon^-(\Gamma_{\varepsilon,n,i}) \uparrow \Psi_\varepsilon^-(\Gamma_i) \text{ if } \Gamma_{\varepsilon,n,i} \uparrow \Gamma_i, \quad \text{for } i = 1, 2,
\]

all monotonically as \( n \to \infty \). For the parametrized operator family \( T^{\pm}_\varepsilon(\Gamma) := \Psi_\varepsilon^\pm(\Phi_\varepsilon(\Gamma)) : X \to X \), it follows that

\[
T^{+}_\varepsilon(\Gamma_{\varepsilon,n}) \downarrow T^{+}_\varepsilon(\Gamma_\varepsilon) \text{ for } \Gamma_{\varepsilon,n} \downarrow \Gamma_\varepsilon,
\]

\[
T^{-}_\varepsilon(\Gamma_{\varepsilon,n}) \uparrow T^{-}_\varepsilon(\Gamma_\varepsilon) \text{ for } \Gamma_{\varepsilon,n} \uparrow \Gamma_\varepsilon,
\]

both monotonically as \( n \to \infty \).

**Proof.** We have

\[
\Omega_{\varepsilon,n} := \Omega(\Gamma_{\varepsilon,n,1}, \Gamma_{\varepsilon,n,2}) \uparrow (\downarrow) \Omega_\varepsilon := \Omega(\Gamma_{\varepsilon,1}, \Gamma_{\varepsilon,2})
\]

monotonically as \( n \to \infty \), in the sense that \( \Gamma_{\varepsilon,n,1} \uparrow (\downarrow) \Gamma_{\varepsilon,1} \) and \( \Gamma_{\varepsilon,n,2} \uparrow (\downarrow) \Gamma_{\varepsilon,2} \). Therefore

\[
U(\Gamma_{\varepsilon,n,1}, \Gamma_{\varepsilon,n,2}; p) \downarrow (\uparrow) U(\Gamma_{\varepsilon,1}, \Gamma_{\varepsilon,2}; p),
\]

monotonically and uniformly in compact subsets of \( \Omega_\varepsilon \) as \( n \to \infty \), from which \( 39 \) follows. Also, the assertions \( 40 \) and \( 41 \) follow from Lem. 2.24 (c), and the assertions \( 42 \) and \( 43 \) both follow from \( 39 \), \( 40 \), and \( 41 \).

### 2.3 Properties of operator fixed points

**Lemma 2.25** (Alternative characterizations of the operator fixed points) For any \( \varepsilon \in (0, \varepsilon_0) \), any solution \( \Gamma_\varepsilon = (\Gamma_{\varepsilon,1}, \Gamma_{\varepsilon,2}) \in \mathcal{F}_\varepsilon \) of Prob. 2.7 at \( \varepsilon \), and either \( i = 1 \) or \( i = 2 \), let \( \tilde{\omega}_{\varepsilon,i} := \{0 < U_{\varepsilon,i}(p) < \varepsilon\} \) and \( \tilde{\Gamma}_{\varepsilon,i} := \{U_{\varepsilon,i}(p) = \varepsilon\} \), where \( U_{\varepsilon,i}(p) := U(p)(\Gamma_{\varepsilon}; p) \) in the closure of \( \Omega_{\varepsilon} := \Omega(\Gamma_\varepsilon) \). Also, let \( \tilde{\Gamma}_{\varepsilon,i} := (\partial \tilde{\omega}_{\varepsilon,i}) \cap \Omega_\varepsilon \), where \( \tilde{\omega}_{\varepsilon,i} \) denotes the intersection with \( \text{Cl}(\Omega_\varepsilon) \) of the union of the collection of
all balls \( G_{\varepsilon,i}(p) := \{ q \in \mathbb{R}^2 : a_i(p)|q - p| < \varepsilon \} = B(\varepsilon/a_i(p))(p) \) having center-points \( p \in \Gamma_{\varepsilon,i} \). Here, we have that \( \hat{\omega}_{\varepsilon,i} \subset \bar{\omega}_{\varepsilon,i} \), due to the fact that

\[
|p - q| < \varepsilon = a_i(p) \text{dist}(p, \hat{\Gamma}_{\varepsilon,i})
\]

for all \( p \in \Gamma_{\varepsilon,i} \) and \( q \in G_{\varepsilon,i}(p) \), by Thm. 2.26 Eq. (20). Then for any point \( p_{\varepsilon,i} \in \Gamma_{\varepsilon,i} \) and any corresponding point \( \hat{q}_{\varepsilon,i} \in \hat{\Gamma}_{\varepsilon,i} \cap \partial G_{\varepsilon,i}(p_{\varepsilon,i}) \), the generalized ball \( H_{\varepsilon,i}(\hat{q}_{\varepsilon,i}) := \{ p \in \mathbb{R}^2 : a_i(p)|p - \hat{q}_{\varepsilon,i}| < \varepsilon \} \subset \Omega_\varepsilon \) "centered" at the point \( \hat{q}_{\varepsilon,i} \) is such that \( p_{\varepsilon,i} \in \partial H_{\varepsilon,i}(\hat{q}_{\varepsilon,i}) \cap \Gamma_{\varepsilon,i} \).

**Proof.** For any particular point \( q \in \hat{\Gamma}_{\varepsilon,i} \), we have that \( q \notin G_{\varepsilon,i}(p) \) for any point \( p \in \Gamma_{\varepsilon,i} \). Therefore, we have that \( a_i(p)|q - p| \geq \varepsilon \) for all points \( p \in \Gamma_{\varepsilon,i} \) and \( q \in \hat{\Gamma}_{\varepsilon,i} \). Therefore, for any point \( p \in \Gamma_{\varepsilon,i} \), we have that \( p \notin H_{\varepsilon,i}(q) \) for any point \( q \in \hat{\Gamma}_{\varepsilon,i} \). Since \( q \) denotes any point in \( \hat{\Gamma}_{\varepsilon,i} \), we conclude that (i): \( p \notin \bigcup_{q \in \hat{\Gamma}_{\varepsilon,i}} H_{\varepsilon,i}(q) \) for all points \( p \in \Gamma_{\varepsilon,i} \).

Also, for any point \( p \in \Gamma_{\varepsilon,i} \), and any corresponding point \( q = q(p) \) such that \( q \in \hat{\Gamma}_{\varepsilon,i} \cap \partial G_{\varepsilon,i}(p) \), we have that \( a_i(p)|p - q| \leq \varepsilon \) and therefore \( p \in \partial H_{\varepsilon,i}(q) \).

In view of (i), it follows that for any point \( p \in \Gamma_{\varepsilon,i} \), we have that \( p \notin \partial H_{\varepsilon,i}(q) \) for any generalized ball \( H_{\varepsilon,i}(q) \subset \Omega_\varepsilon \), and therefore that \( \partial H_{\varepsilon,i}(q) \subset \Omega_\varepsilon \).

**Lemma 2.26** (Preliminary estimates for "fixed points") (a) For any \( \varepsilon \in (0, \varepsilon_0) \) and any fixed point \( \Gamma_\varepsilon := (\Gamma_{\varepsilon,1} \cup \Gamma_{\varepsilon,2}) \subset \mathcal{F}_{\varepsilon} \), we have that \( |\nabla U_{\varepsilon,i}(p)| \leq 2\Lambda \) throughout \( \Omega_\varepsilon \setminus (\bar{\omega}_{\varepsilon,1} \cup \bar{\omega}_{\varepsilon,2}) \), and even throughout the larger region \( \Omega_\varepsilon \setminus (\bar{\omega}_{\varepsilon,1} \cup \varrho_{\varepsilon,2}) \), \( i = 1, 2 \), where \( U_{\varepsilon,i}(p) := U_i(\Gamma_\varepsilon; p) \) in the closure of \( \Omega_\varepsilon := \bar{\Omega}(\Gamma_\varepsilon) \) and \( \varrho_{\varepsilon,i} := \{ p \in \Omega_\varepsilon : U_{\varepsilon,i}(p) < \varepsilon \} \subset \bar{\omega}_{\varepsilon,i} := \{ p \in \Omega_\varepsilon : \text{dist}(p, \bar{\Gamma}_{\varepsilon,i}) < (\varepsilon/2\Lambda) \} \).

(b) It follows from Part (a) that \( \text{dist}(p, \partial \Omega_\varepsilon) \geq ((\alpha - \varepsilon)/2\Lambda) \) for any \( \alpha \in (\varepsilon, 1/2] \) and any point \( p \in \bar{\Omega}_\varepsilon \) such that \( \alpha \leq U_{\varepsilon,i}(p) \leq (1 - \alpha) \), \( i = 1, 2 \), and therefore that \( \text{dist}(\Gamma_{\varepsilon,1} \cup \Gamma_{\varepsilon,2}) \geq ((1 - 2\varepsilon)/2\Lambda) \) for \( \varepsilon \in (0, \varepsilon_0) \).

(c) It also follows that for any \( \varepsilon \in (0, \varepsilon_0) \) and \( \alpha \in (0, 1) \), we have that \( U_{\varepsilon,i}(p) \geq \alpha \varepsilon \) in the neighborhood \( N_d(\bar{\omega}_{\varepsilon,i}) \), where \( d := ((1 - \alpha)\varepsilon/2\Lambda) \).

**Proof.** Let \( \hat{\Gamma}_{\varepsilon,i} \) (resp. \( \hat{\Gamma}_{\varepsilon,i} \)) denotes the boundary of \( \varrho_{\varepsilon,i} \) (resp. \( \bar{\omega}_{\varepsilon,i} \)) relative to \( \Omega_\varepsilon \). We have that \( \text{dist}(p, \bar{\Omega}_\varepsilon \setminus \varrho_{\varepsilon,i}) = (\varepsilon/a_i(p)) \geq (\varepsilon/\Lambda) \) for every point \( p \in \bar{\Gamma}_{\varepsilon,i} \), from which it follows that \( \text{dist}(p, \Gamma_{\varepsilon,i} \cup \hat{\Gamma}_{\varepsilon,i}) \geq (\varepsilon/2\Lambda) \) for all \( p \in \hat{\Gamma}_{\varepsilon,i} \). Since \( 0 \leq U_{\varepsilon,i} \leq \varepsilon \) in \( \bar{\omega}_{\varepsilon,i} \), \( i = 1, 2 \), it follows by a well-known gradient estimate that \( |\nabla U_{\varepsilon,i}(p)| \leq 2\Lambda \) on \( \hat{\Gamma}_{\varepsilon,i} \), for \( i = 1, 2 \), from which it follows by maximum principle for sub-harmonic functions that \( |\nabla U_{\varepsilon,i}(p)| \leq 2\Lambda \) for all points \( p \in \Omega_\varepsilon \setminus (\bar{\omega}_{\varepsilon,1} \cup \bar{\omega}_{\varepsilon,2}) \).

At this point, the estimates in Part (b) follows from Part (a) by integrating \( |\nabla U_{\varepsilon,i}| \) on the straight line-segment \( \gamma_{\varepsilon,i} \) joining any point \( p \in \Omega_\varepsilon \) such that \( U_{\varepsilon,i}(p) \geq \alpha \) to the closest point \( q \in \Gamma_{\varepsilon,i} \). Turning to the estimate (c), it follows from (a) by integrating \( |\nabla U_{\varepsilon,i}| \) on the straight line-segment \( \gamma_{\varepsilon,i} \) joining any
point \( p \in \text{Cl}(\tilde{\omega}_{\varepsilon,i}) \cap N_\varepsilon(\Omega_e \setminus \tilde{\omega}_{\varepsilon,i}) \) to a point \( q \in \tilde{\Gamma}_{\varepsilon,i} \) that \( U_{\varepsilon,i}(p) \geq U_{\varepsilon,i}(q) - \int_{\gamma_{\varepsilon,i}} |\nabla U_{\varepsilon,i}| \, ds \geq \varepsilon - 2A \geq \varepsilon - (1 - \alpha) \varepsilon = \alpha \varepsilon \), from which the assertion follows.

**Lemma 2.27** (Convexity of level curves of the distance function) In \( \mathbb{R}^2 \), given a bounded convex set \( H \), let the function \( \phi(p) : \text{Cl}(H) \to \mathbb{R} \) be defined such that \( \phi(p) = \text{dist}(p, \partial H) \). Then for any value \( 0 < \alpha \leq \phi_0 := \sup \{ \phi(p) : p \in H \} \), the subset \( H_\alpha := \{ \phi(p) \geq \alpha \} \) of \( H \) is convex.

**Proof.** Given values \( \alpha \in (0, \phi_0) \), \( \lambda \in (0, 1) \), and points \( p_0, p_1 \in \text{Cl}(H_\alpha) \), let \( p_\lambda := (1 - \lambda)p_0 + \lambda p_1 \in \text{Cl}(H) \), and choose the point \( q_\lambda \in \partial H \) and the straight line \( L_\lambda \) such that \( |p_\lambda - q_\lambda| = \phi(p_\lambda) \), \( q_\lambda \in L_\lambda \), and \( H \cap L_\lambda = \emptyset \). Then \( |p_\lambda - q_\lambda| = (1 - \lambda)|p_0 - q_0| + \lambda |p_1 - q_1| \), where \( q_0, q_1 \) denote respectively the orthogonal projections of \( p_0, p_1 \) onto the straight line \( L_\lambda \). Since \( |p_i - q_i| \geq \phi(p_i) \), \( i = 0, 1 \), it follows that \( \phi(p_\lambda) = |p_\lambda - q_\lambda| \geq (1 - \lambda) \phi(p_0) + \lambda \phi(p_1) \geq ((1 - \lambda) \alpha + \lambda \alpha) = \alpha \). Therefore, we have that \( p_\lambda \in H_\alpha \) for all \( \lambda \in (0, 1) \), from which it follows that \( H_\alpha \) is convex.

**Lemma 2.28** There exist constants \( C_1^*, C_2^* > 0 \) and \( \varepsilon_1 \in (0, \varepsilon_0) \) such that for any value \( \varepsilon \in (0, \varepsilon_1) \), any \( i \in \{ 1, 2 \} \), any generalized ball \( H_{\varepsilon,i} := H_{\varepsilon,i}(Q_0) := \{ p \in \mathbb{R}^2 : a_i(p)|p - Q_0| < \varepsilon \} \) with "center-point" \( Q_0 \in \mathbb{R}^2 \), and any boundary point \( p_{\varepsilon,i} \in \partial H_{\varepsilon,i} \), there exists a Euclidean ball \( B(q_{\varepsilon,i}; \widehat{R}_{\varepsilon,i}) \) with center-point \( q_{\varepsilon,i} \) and radius \( \widehat{R}_{\varepsilon,i} := R_{\varepsilon,i}(Q_0) := (\varepsilon/a_i(Q_0))(1 - C_1^*) \varepsilon \) such that \( B(q_{\varepsilon,i}; \widehat{R}_{\varepsilon,i}) \subset H_{\varepsilon,i} \).

**Proof.** We suppress the subscript \( i \) (and sometimes \( \varepsilon \)). Let \( K_\varepsilon(p) \) denotes the counter-clockwise oriented curvature at the point \( p \in \partial H_\varepsilon \) of the arc \( \partial H_\varepsilon \), corresponding to a counter-clockwise-oriented arc-length parametrization. By (249) and (259), we have that \( K_\varepsilon(p) \geq 0 \) for all \( p \in \partial H_\varepsilon \), and therefore that (i): the set \( H_\varepsilon \) is convex, provided that the value \( \varepsilon \in (0, \varepsilon_0) \) satisfies the additional requirement that: \( C_5 \varepsilon < 1 \), where the constant \( C_5 \) is defined in (260). Thus, we choose \( \varepsilon_1 := \min \{ \varepsilon_0, (1/C_5) \} = \min \{ 1/2, (A_1^2/2A_1), (1/C_5) \} \). It follows under assumptions (249) and (259) that (ii):

\[
\left( \varepsilon K_\varepsilon(p)/(a(Q_0) + (A_1/\varepsilon)) \right) \leq \left( \varepsilon K_\varepsilon(p)/a(p) \right) = |p - Q_0| K_\varepsilon(p) \leq 1 + C_5 \varepsilon
\]

for \( \varepsilon \in (0, \varepsilon_1) \) and \( p \in \partial H_\varepsilon \). A calculation based on (ii) shows that (iii): for any \( \varepsilon \in (0, \varepsilon_1) \), the (point-wise) radius of counter-clockwise curvature of the (directed) boundary-arc \( \partial H_\varepsilon \) is uniformly bounded from below by the positive value \( R_\varepsilon := (\varepsilon/a(Q_0))(1 - C_1^* \varepsilon) > 0 \), where \( C_1^* = ((A_1^2/\varepsilon) + C_5) \). Then, in view of (i) and Lem. 2.24, the region \( H_\varepsilon \) coincides with the \( R_\varepsilon \)-neighborhood of the compact, convex set \( H_\varepsilon := \{ p \in H_\varepsilon : \text{dist}(p, \partial H_\varepsilon) \geq R_\varepsilon \} \), and in fact (iv): for each point \( p \in \partial H_\varepsilon \), there exists a point \( \tilde{q} \in \partial \tilde{H}_\varepsilon \) such that \( B(\tilde{q}; \tilde{R}_\varepsilon) \subset H_\varepsilon \) and \( p \in \partial B(\tilde{q}; \tilde{R}_\varepsilon) \). Also, by (250), we have that (v): \( B(Q_0; R_{\varepsilon}^\pm) \subset H_\varepsilon \subset B(Q_0; R_{\varepsilon}^*) \) for any \( \varepsilon \in (0, \varepsilon_0) \), where we set \( R_{\varepsilon}^\pm := (\varepsilon/a(Q_0))(1 \pm C_3 \varepsilon) \) and \( C_3^* := (A_1/\varepsilon^2) \). By (iv) and (v), we have \( B(\tilde{q}; \tilde{R}_\varepsilon) \subset H_\varepsilon \subset B(Q_0; R_{\varepsilon}^*) \), from which it follows for any point \( \tilde{q} \in \partial \tilde{H}_\varepsilon \) (corresponding to a point \( p \in \partial H_\varepsilon \)) that
\[ |q - Q_0| \leq (R^+_\varepsilon - \hat{\varepsilon}_\varepsilon) \leq (\varepsilon/a(Q_0))(C_1^\varepsilon + C_2^\varepsilon)^\varepsilon. \]

The assertions follow, where we set \( C_2^\varepsilon := ((C_1^\varepsilon + C_2^\varepsilon)/\hat{A}) \).

**Corollary 2.29** (Uniform interior tangent balls) There exist constants \( C_i^\varepsilon, i = 1, 2 \) and \( \varepsilon_1 \in (0, \varepsilon_0) \) such that for any value \( \varepsilon \in (0, \varepsilon_1) \), any solution \( \Gamma_\varepsilon = (\Gamma_{\varepsilon,1}, \Gamma_{\varepsilon,2}) \in \mathcal{F}_\varepsilon \) of Prob. 2.70 at \( \varepsilon \), and any point \( p_{\varepsilon,i} \in \Gamma_{\varepsilon,i} \), there exist Euclidean balls \( B^\pm_{\varepsilon,i} := B(q^\pm_{\varepsilon,i}; \hat{\varepsilon}_{\varepsilon,i}) \subset \Omega_\varepsilon \) with radii \( \hat{\varepsilon}_{\varepsilon,i} := (\varepsilon/a_i(Q^\pm_\varepsilon))(1 - C_1^\varepsilon) \) and "center-points" \( \hat{q}^\pm_{\varepsilon,i} \) such that \( p_{\varepsilon,i} \in \partial B^\pm_{\varepsilon,i} \) and \( |\hat{q}^\pm_{\varepsilon,i} - Q^\pm_\varepsilon| \leq C_2^\varepsilon \varepsilon^2 \), where \( Q^\pm_\varepsilon \in \hat{\Gamma}_{\varepsilon,i} \) denote the two extremal elements of the set \( \Gamma_{\varepsilon,i} \cap \partial G_{\varepsilon,i}(p_{\varepsilon,i}) \), relative to the natural ordering of the elements of the arc \( \hat{\Gamma}_{\varepsilon,i} \).

**Lemma 2.30** (Uniform lower bound for the gradient of the capacitary potential in the "fixed point" problem) There exists a constant \( C := (\hat{A}/(2 \ln(8\hat{A}/\hat{\varepsilon})) > 0 \) such that \( |\nabla U_{\varepsilon,i}(p)| \geq C, \ i = 1, 2, \) uniformly for all sufficiently small \( \varepsilon \in (0, \varepsilon_0) \), all "fixed points" \( \Gamma_\varepsilon = (\Gamma_{\varepsilon,1}, \Gamma_{\varepsilon,2}) \in \mathcal{F}_\varepsilon \), and all points \( p \in \Omega_\varepsilon := \Omega(\Gamma_\varepsilon) \), where \( U_{\varepsilon,i}(p) := U_i(\Gamma_{\varepsilon,i}; p) \).

**Proof.** In the context of Lemmas 2.25 and 2.28 and Cor. 2.29 given any points \( p_{\varepsilon,i} \in \Gamma_{\varepsilon,i}, \) for \( \varepsilon \in (0, \varepsilon_1) \) and \( i = 1, 2 \), we define the harmonic capacitary potentials

\[ V^\pm_{\varepsilon,i}(q) := \frac{\varepsilon \ln(\hat{R}^\pm_{\varepsilon,i}/|q - \hat{q}^\pm_{\varepsilon,i}|)}{2 \ln(1/\lambda)} \] (44)

in the annuli \( A^\pm_{\varepsilon,i} := \{ \lambda \hat{R}^\pm_{\varepsilon,i} < |q - \hat{q}^\pm_{\varepsilon,i}| < \hat{R}^\pm_{\varepsilon,i} \} \subset \Omega_\varepsilon \) tangent to \( \Gamma_{\varepsilon,i} \) at \( p_{\varepsilon,i} \), where we set \( \lambda := (\hat{A}/8\hat{\varepsilon}) \). Then, for any \( \varepsilon \in (0, \varepsilon_1) \) such that \( 8\hat{\varepsilon} C_2^\varepsilon \leq 1 \), and for any point \( q \in \text{Cl}(B(\hat{q}^\pm_{\varepsilon,i}; \lambda \hat{R}^\pm_{\varepsilon,i})) \), we have

\[ \text{dist}(q, \hat{\Gamma}_{\varepsilon,i}) \leq |q - \hat{q}^\pm_{\varepsilon,i}| + |\hat{q}^\pm_{\varepsilon,i} - Q^\pm_{\varepsilon}| \leq C_2^\varepsilon \varepsilon^2 + \lambda \hat{R}^\pm_{\varepsilon,i} \] (45)

\[ \leq (C_2^\varepsilon \varepsilon^2 + (\lambda \varepsilon/\hat{A})) \leq (C_2^\varepsilon \varepsilon^2 + (\varepsilon/4\hat{A})) \leq (\varepsilon/4\hat{A}) \]

from which it follows by Lem. 2.26c (with \( \alpha = 1/2 \)) that \( U_{\varepsilon,i}(p) \geq (\varepsilon/2) = V^\pm_{\varepsilon,i}(p) \) in \( \partial B(q^\pm_{\varepsilon,i} \lambda \hat{R}^\pm_{\varepsilon,i}) \). Since also \( V^\pm_{\varepsilon,i}(q) = 0 \leq U_{\varepsilon,i}(q) \) for all \( q \in \partial B(q^\pm_{\varepsilon,i}; \hat{R}^\pm_{\varepsilon,i}) \), it follows by the maximum principle for harmonic functions that \( U_{\varepsilon,i}(q) \geq V^\pm_{\varepsilon,i}(q) \) throughout the annulus \( A^\pm_{\varepsilon,i} \). Therefore, we have

\[ |\nabla U_{\varepsilon,i}(p_{\varepsilon,i})| \geq |\nabla V^\pm_{\varepsilon,i}(p_{\varepsilon,i})| = \left( \frac{\varepsilon/2 \ln(1/\lambda) \hat{R}^\pm_{\varepsilon,i}}{\hat{A}/2 \ln(1/\lambda)} \right) \geq \left( \frac{\hat{A}/2 \ln(1/\lambda)}{\hat{A}/2 \ln(1/\lambda)} \right) \] (46)

at any point \( p_{\varepsilon,i} \in \Gamma_{\varepsilon,i} \) at which the interior normal derivative \( |\nabla U_{\varepsilon,i}(p_{\varepsilon,i})| \) exists. Under the assumption that \( \Omega_\varepsilon \) is sufficiently smooth, so that the function \( \phi_{\varepsilon,i}(p) := \ln(|\nabla U_{\varepsilon,i}(p)|) : \text{Cl}(\Omega_\varepsilon) \rightarrow \mathbb{R} \) is continuous, it follows by the maximum principle for harmonic functions that \( \phi_{\varepsilon,i}(p) \geq \ln(\hat{A}/2 \ln(1/\lambda)) \) throughout \( \Omega_\varepsilon \), as asserted.

To prove the above result without the above additional smoothness assumption, we define the periodic arc-pair \( \Gamma_{\varepsilon,\delta} := (\Gamma_{\varepsilon,\delta,1}, \Gamma_{\varepsilon,\delta,2}) \in \mathbf{X} \) for any values \( \varepsilon \in \)
(0, \varepsilon_1] and \delta \in (0, \varepsilon], where \Gamma_{\varepsilon, \delta, 1} (resp. \Gamma_{\varepsilon, \delta, 2}) denotes the boundary of the union of all the discs of radius \delta which are contained in the lower (resp. upper) complement \( D^- (\Gamma_{\varepsilon, 1}) \) (resp. \( D^+ (\Gamma_{\varepsilon, 2}) \)) of \( \Gamma_{\varepsilon, 1} \) (resp. \( \Gamma_{\varepsilon, 2} \)). We also define the capacitary potentials \( U_{\varepsilon, \delta, i}(p) := U_i (\Gamma_{\varepsilon, \delta}; p) \) in the closures of the respective regions \( \Omega_{\varepsilon, \delta} := \Omega (\Gamma_{\varepsilon, \delta}) \) for \( \delta \in (0, \varepsilon] \) and \varepsilon \in (0, \varepsilon_1], \) observing that: (i) if \( \Omega_{\varepsilon} \) is the union of all its interior balls of fixed radius \alpha > 0, then the same is true of \( \Omega_{\varepsilon, \delta}, \) (ii) the functions \( \nabla U_{\varepsilon, \delta}(p) : \text{Cl}(\Omega_{\varepsilon, \delta}) \to \mathbb{R}^2 \) are all continuous, and (iii) \( \nabla U_{\varepsilon, \delta}(p) \to \nabla U_{\varepsilon}(p) \) (in any compact subset of \( \Omega_{\varepsilon} \)) and \( \Gamma_{\varepsilon, \delta} \to \Gamma_{\varepsilon} \) (in the sense of Hadamard distance between two sets), both as \( \delta \to 0+. \)

In view of the properties (i), (ii), and (iii), one can replace \( \Gamma_{\varepsilon} \) and \( U_{\varepsilon} \) by \( \Gamma_{\varepsilon, \delta} \) and \( U_{\varepsilon, \delta} \) in the above argument to show first that

\[
\phi_{\varepsilon, \delta}(p) := \ln (|\nabla U_{\varepsilon, \delta}(p)|) \geq \ln (\frac{\mathcal{A}}{2 \ln (1/\lambda)}) - z(\delta),
\]

first on \( \Gamma_{\varepsilon, \delta, 1} \cup \Gamma_{\varepsilon, \delta, 2}, \) then uniformly throughout \( \Omega_{\varepsilon, \delta} \), where \( z(\delta) : \mathbb{R}_+ \to \mathbb{R}_+ \) denotes a fixed but arbitrary function such that \( z(\delta) \to 0+ \) as \( \delta \to 0+. \) The assertion then follows in the limit as \( \delta \to 0+. \)

**Corollary 2.31** In the context of Lemma 2.30, we have

\[
||\gamma_{\varepsilon, i}|| \leq (|U_{\varepsilon, i}(q) - U_{\varepsilon, i}(p)|/C)
\]

for all sufficiently small \( \varepsilon \in (0, \varepsilon_0) \) and for all arcs \( \gamma_{\varepsilon, i} \) of steepest ascent of \( U_{\varepsilon, i} \) such that \( U_{\varepsilon, i} \leq (1/2) \) at both endpoints \( p, q \in \text{Cl}(\Omega_{\varepsilon}). \)

**Proof.** By Lem. 2.30, we have \( C||\gamma_{\varepsilon, i}|| \leq \int_{\gamma_{\varepsilon, i}} |\nabla U_{\varepsilon, i}(p)|ds = |U_{\varepsilon, i}(q) - U_{\varepsilon, i}(p)|. \)

**Lemma 2.32** Let \( Y := \{ \Gamma \in X : \hat{\Gamma} \leq \Gamma \leq \hat{\Gamma} \} \), where \( \hat{\Gamma}, \hat{\Gamma} \in X \cap C^2 \) denote respective strict lower and upper solutions of Prob. 2.2. For any \( \varepsilon \in (0, \varepsilon_1) \), (where \( \varepsilon_1 = \varepsilon_1 (\hat{\Gamma}, \hat{\Gamma}), \) see Thm. 2.19), let \( \Gamma_{\varepsilon} \in Y \cap \mathcal{C}_\varepsilon \) denote a “fixed point” of one of the operators \( \mathbf{T}_\varepsilon \). Then, for any fixed \( \alpha \in (\varepsilon, 1/2) \), the arc-lengths \( ||\Gamma_{\varepsilon, \alpha, i}|| \) and total curvatures \( K(\Gamma_{\varepsilon, \alpha, i}) \) per \( P \)-period of the curves \( \Gamma_{\varepsilon, \alpha, i} := \Phi_{\varepsilon, \alpha, i}(\Gamma_{\varepsilon})), \) \( i = 1, 2 \), are uniformly bounded from above over all sufficiently small \( \varepsilon \in (0, \varepsilon_1]. \) Also, the capacity \( \text{cap}(\Omega_{\varepsilon}) \) per \( P \)-period of \( \Omega_{\varepsilon} := \Omega (\Gamma_{\varepsilon}) \) is uniformly bounded from above, independent of small \( \varepsilon \in (0, \varepsilon_1]. \)

**Proof.** For any fixed point \( \Gamma_{\varepsilon} \in Y, \varepsilon \in (0, \varepsilon_1], \) we have \( \Omega_{\varepsilon} := \Omega (\Gamma_{\varepsilon}) \subset \Omega (\hat{\Gamma}) \cup \Omega (\hat{\Gamma}), \) whence \( ||\Omega_{\varepsilon}|| \leq M := ||\Omega (\hat{\Gamma}) \cup \Omega (\hat{\Gamma})||, \) where \( || \cdot || \) refers to the area of one \( P \)-period (in \( x \)) of a \( P \)-periodic region. On the other hand, by Lem. 2.20(b), we have that \( ||\Omega_{\varepsilon}|| \geq ((\alpha - \varepsilon)/2\mathcal{A})||\Gamma_{\varepsilon, \alpha, i}|| \) for \( \alpha \in (\varepsilon, 1/2] \), where \( || \cdot || \) refers to the length of one \( P \)-period (in \( x \)) of a \( P \)-periodic arc. Therefore

\[
||\Gamma_{\varepsilon, \alpha, i}|| \leq (2\mathcal{A}M/((\alpha - \varepsilon))), \tag{47}
\]

\[
\text{cap}(\Omega_{\varepsilon}) \leq \mathcal{A}||\Gamma_{\varepsilon, 1/2, i}|| = (4M\mathcal{A}^2/(1 - 2\varepsilon))
\]
for $\alpha \in (\varepsilon, 1/2]$ and $i = 1, 2$. Let $\phi_\varepsilon(p) := \ln(|\nabla U_\varepsilon(p)|)$. Then, by Lem. 2.20(b) and Lem. 2.30, there exists a constant $C$, independent of small $\varepsilon > 0$, such that $|\phi_\varepsilon(p)| \leq C$ in $\hat{\omega}_\varepsilon := \{\varepsilon \leq U_\varepsilon(p) \leq 1 - \varepsilon\}$. Moreover, we have \(\text{dist}(p, \partial \hat{\omega}_\varepsilon) \geq ((\alpha - \varepsilon)/2A)\) for $p \in \hat{\omega}_\alpha := \{\alpha \leq U_\varepsilon(p) \leq 1 - \alpha\}$, $\alpha \in (\varepsilon, 1/2]$, by Lem. 2.20(b). We conclude by the standard derivative estimate that
\[
|K_\varepsilon(p)| \leq |\nabla \phi_\varepsilon(p)| \leq (2C/\text{dist}(p, \partial \hat{\omega}_\varepsilon)) \leq (4C\overline{A}/(\alpha - \varepsilon))
\]
for $p \in \hat{\omega}_\alpha$, $\alpha \in (\varepsilon, 1/2]$. Therefore,
\[
K(\Gamma_{\varepsilon, \alpha, i}) \leq ||\Gamma_{\varepsilon, \alpha, i}|| \sup\{K_\varepsilon(p)\} \leq 8C\overline{A}^2/(\alpha - \varepsilon)^2
\]
for $\alpha \in (\varepsilon, 1/2]$, where the sup is over all $p \in \hat{\omega}_\alpha$.

2.4 Weak solutions from fixed points

**Definition 2.33 (Weak solutions of Prob. 2.2)** We use $\mathcal{F}$ to denote the family of all weak solutions of Prob. 2.2. Here, a pair of directed arcs $\Gamma = (\Gamma_1, \Gamma_2) \in \mathbf{X}$ is called a weak solution of Prob. 2.2 if there exists a positive null-sequence $(\varepsilon_n)_{n=1}^\infty$ of values in $(0, \varepsilon_0)$ and a corresponding sequence of directed-arc-pairs $\Gamma_n \in \mathcal{F}_{\varepsilon_n}$ (see Def. 2.17(b)) such that as $n \to \infty$, we have $\Gamma_n \to \Gamma$, component-wise, and $U_{\varepsilon_n}(p) \to U(p)$ uniformly relative to any compact subset of $\Omega$, where we define $U_{\varepsilon_n}(p) := U(\Gamma_n; p)$ (resp. $U(p) := U(\Gamma; p)$) in the closure of the domain $\Omega_n := \Omega(\Gamma)$ (resp. $\Omega := \Omega(\Gamma)$).

**Theorem 2.34 (Existence of weak solutions; properties of weak solutions)** Given the fixed positive $C^2$-functions $a_1(p), a_2(p) : \mathbb{R}^2 \to \mathbb{R}_+$, let be given a null-sequence $(\varepsilon_n)_{n=1}^\infty$ of values in $(0, \varepsilon_0)$ and a corresponding sequence $(\Gamma_n)_{n=1}^\infty$ of solutions $\Gamma_n = (\Gamma_{n, 1}, \Gamma_{n, 2}) \in \mathcal{F}_{\varepsilon_n}$ of Prob. 2.10 at $\varepsilon_n$ (see Thms. 2.10 and 2.15). Then:

(a) There exists a weak solution $\Gamma \in \mathcal{F}$ of Prob. 2.2 in the form of a directed-arc-pair $\Gamma = (\Gamma_1, \Gamma_2) \in \mathbf{X}$ (parametrized component-wise by Lipschitz-continuous mappings $p_i(t) : \mathbb{R} \to \Gamma_i$, $i = 1, 2$) and a suitable subsequence $(\Gamma_{n(k)})_{k=1}^\infty$ of directed arcs such that $\Gamma_{n(k)} \to \Gamma$ as $k \to \infty$.

(b) We have $D^+(\Gamma_{n(k), i}) \to D^+(\Gamma_i)$, $i = 1, 2$, and $\Omega(\Gamma_{n(k)}) \to \Omega(\Gamma) := D^+(\Gamma_1) \cap D^+(\Gamma_2)$, all as $k \to \infty$, where $D^\pm(\Gamma_i) := \{W(\Gamma_i; p) = \pm 1/2\}$. Thus, $U_i(\Gamma_{n(k)}; p) \to U_i(\Gamma; p)$ in $\Omega(\Gamma)$, $i = 1, 2$, as $k \to \infty$.

(c) The pair $\Gamma$ is in $\mathbf{X}$. In particular, for each $i = 1, 2$, the arc $\Gamma_i$ is $P$-periodic (in $x$). Also dist($\Gamma_1, \Gamma_2$) $\geq (1/\overline{A})$. Finally, for each $i = 1, 2$, the complement of $\Gamma_i$ can be partitioned into the sets $D^\pm(\Gamma_i)$.

(d) The component-wise arc-length and total curvature per $P$-period of $\Gamma$ are bounded from above. The bound depends only on the constants $\overline{A}, \overline{A}, A_1, A_2$.

(e) There exist positive constants $0 < C_0 \leq C_1$ such that $C_0 \leq |\nabla U(\Gamma; p)| \leq C_1$ uniformly in $\Omega := \Omega(\Gamma)$.
(f) For \( i = 1, 2 \), and any \( t_0 \in \mathbb{R} \), there exists a value \( \delta > 0 \) such that \( p_i(t) \neq p_i(t_0) \) for all \( t \in (t_0 - \delta, t_0 + \delta) \).

**Corollary 2.35** In the context (and under the assumptions) of Def. 2.34, in view of Thms. 2.18 and 2.34, there exists at least one weak solution \( \Gamma \in Y \) of Prob. 2.2 with all the properties listed in Thm. 2.34.

**Proof of Thm. 2.34** Concerning Part (a), for each \( n \in N \), we let the \( P \)-periodic (in \( x \)) directed arcs \( \Gamma_{n,i} \), \( i = 1, 2 \), be images of the arc-length parametrizations \( p_{n,i}(s) : \mathbb{R} \to \Gamma_{n,i}, i = 1, 2 \). Then \( |p_{n,i}(s_1) - p_{n,i}(s_2)| \leq |s_1 - s_2| \) for all \( s_1, s_2 \in \mathbb{R} \), \( i = 1, 2 \), and \( n \in N \). Each arc \( \Gamma_{n,i} \) is also generated by a mapping \( q_{n,i}(t) : \mathbb{R} \to \Gamma_{n,i} \) such that \( q_{n,i}(t) := p_{n,i}(L_{n,i}(t)) \), where \( L_{n,i} \) denotes the arc-length of one \( P \)-periodic (in \( x \)) of \( \Gamma_{n,i} \). We have \( |q_{n,i}(t_1) - q_{n,i}(t_2)| \leq L_{n,i}|t_1 - t_2| \) for \( t_1, t_2 \in \mathbb{R} \) and \( n \in N \). By Thm. 2.18(b) (which follows from Thm. 2.18(c) and Lem. 2.32 Eq. (47)), the sequence \( \{L_{n,i}\}_{n=1}^\infty \) is uniformly bounded from above. By the Theorem of Ascoli and Arzela, there exist a suitable subsequence (still indexed by \( n \)), a pair of values \( L_i, i = 1, 2 \), and a pair of Lipschitz-continuous functions \( q_i(t) : \mathbb{R} \to \mathbb{R}^2, i = 1, 2 \), such that \( L_{n,i} \to L_i \) and \( \sup_{n,i} |q_{n,i}(t) - q_i(t)| : t \in \mathbb{R} \to \mathbb{R}^2, i = 1, 2 \), are Lipschitz-continuous parametrizations of \( P \)-periodic (in \( x \)) arcs \( \Gamma_i, i = 1, 2 \). The same directed arcs are also generated by the parametrizations \( p_i(s) = q_i(s/L_i) : \mathbb{R} \to \mathbb{R}^2, i = 1, 2 \), which are such that \( |p_i(s_1) - p_i(s_2)| \leq |s_1 - s_2| \) for all \( s_1, s_2 \in \mathbb{R} \).

Part (b) follows from Part (a). The properties of \( \Gamma \) in Part (c) follow in the limit from essentially the same properties of the fixed-points \( \Gamma_{n(k)} \in X \), in particular, the fact that the arcs \( \Gamma_{n(k),i} \) are all \( P \)-periodic (in \( x \)), that \( \text{dist}(\Gamma_{n(k),1}, \Gamma_{n(k),2}) \geq (1 - 2 \varepsilon_{n(k)})/|A| \) (see Lem. 2.26(b)), and finally that the complement of \( \Gamma_{i,k} \) can be partitioned into the sets \( D^+(\Gamma_{n(k),i}) := \{p \notin \Gamma_{n(k),i} : W(\Gamma_{n(k),i}; p) = \pm 1/2\} \). Therefore \( \Gamma \in X \). Part (d) follows in the limit as \( k \to \infty \) from Thm. 2.18(b), and Part (e) follows in the limit from Lem. 2.30. Finally, if the assertion in Part (f) is false for some \( i \in \{1, 2\} \) and \( t_0 \in \mathbb{R} \), then there exists a monotone sequence \( (t_m)_{m=1}^\infty \) such that \( t_m \to t_0 \) as \( m \to \infty \), and such that \( p(t_m) = p(t_0) \) and \( p(t_{m+1}) \neq p(t_0) \) both for all \( m \), where \( t_m \) denotes some value between \( t_m \) and \( t_{m+1} \). It is easily seen that for each \( m \), the total curvature of the arc-segment of \( \Gamma_i \) corresponding to the interval between \( t_m \) and \( t_{m+1} \) must exceed \( \pi \). Therefore, the total curvature of \( \Gamma_i \) is infinite, contradicting Part (d).

## 3 Existence of classical solutions

### 3.1 Sharp upper bounds on \(|\nabla U(p)|\) on \( \Gamma \)

**Theorem 3.1** (Sharp point-wise upper bound for the boundary gradient of the capacitive potential) Let \( U(p) := U(\Gamma; p) \) denote the capacitive potential in the closure of \( \Omega := \Omega(\Gamma) \), where \( \Gamma = (\Gamma_1, \Gamma_2) \in F \) denotes a weak solution of Prob. 1.
for $i = 1, 2$, where $p \in \Omega$ and $p_i$ denotes any point in $\Gamma_i$. In fact let $\hat{\Omega}_i := \{ p \in \Omega_i : U_i(p) < 1/2 \}$ and let $\hat{a}_i(p)$ denotes the unique continuous function in $\text{Cl}(\hat{\Omega}_i)$ such that $\hat{a}_i(p) = a_i(p)$ on $\partial \hat{\Omega}_i$ and $\ln(\hat{a}_i(p))$ is harmonic in $\hat{\Omega}_i$, then there exists a constant $C_i := \sup\{ \ln(\nabla U_i(p)/\hat{a}_i(p)) : p \in \hat{\Gamma}_i \}$ (where $\hat{\Gamma}_i := \{ U_i(p) = 1/2 \}$), such that
\[
|\nabla U_i(p)| \leq E_i(p) := \hat{a}_i(p) \exp(2C_i U_i(p)),
\]
uniformly in $\hat{\Omega}_i$ for $i = 1, 2$. Observe that $E_i(p)$ is a continuous function in $\text{Cl}(\hat{\Omega}_i)$ such that $E_i(p) = a_i(p)$ on $\Gamma_i$.

**Lemma 3.2** For any $\varepsilon \in (0, \varepsilon_0)$, let $\Gamma_\varepsilon = (\Gamma_{\varepsilon,1}, \Gamma_{\varepsilon,2}) \in \mathcal{F}_\varepsilon$ denote a fixed point of the operator $T_\varepsilon$ (by which we denote either $T_\varepsilon^+$ or $T_\varepsilon^-$). For $i = 1, 2$, let $U_{\varepsilon,i}(p) := U_i(\Gamma_\varepsilon; p)$ denote the corresponding capacitary potential in (the closure of) the domain $\Omega_\varepsilon := \Omega(\Gamma_\varepsilon)$. Also let $\hat{\Omega}_{\varepsilon,i} := \{ p \in \Omega_{\varepsilon,i} : U_{\varepsilon,i}(p) < 1/2 \}$, and let $\hat{a}_{\varepsilon,i}(p) : \text{Cl}(\hat{\Omega}_{\varepsilon,i}) \to \mathbb{R}$, $i = 1, 2$, denote the unique continuous function such that $\hat{a}_{\varepsilon,i}(p) = a_i(p)$ on $\partial \hat{\Omega}_{\varepsilon,i}$ and $\ln(\hat{a}_{\varepsilon,i}(p))$ is harmonic in $\hat{\Omega}_{\varepsilon,i}$. Then there exists a uniform constant $C_{\varepsilon,i}$ such that
\[
(\varepsilon/d_{\varepsilon,i}(p)) \leq \hat{E}_{\varepsilon,i}(p) := \hat{a}_{\varepsilon,i}(p) \exp(2C_{\varepsilon,i} U_{\varepsilon,i}(p))
\]
in $\hat{\Omega}_{\varepsilon,i}$ for $i = 1, 2$ and for each $\varepsilon \in (0, \varepsilon_0)$, where for each point $p \in \Omega_\varepsilon$ such that $U_{\varepsilon,i}(p) \leq 1 - \varepsilon$, where $d_{\varepsilon,i}(p)$ denotes the distance between $p$ and the level curve of the function $U_{\varepsilon,i}$ at altitude $U_{\varepsilon,i}(p) + \varepsilon$.

**Proof.** We choose $i \in \{1, 2\}$ and suppress the index $i$, so that $\Gamma_{\varepsilon,i}, a_{\varepsilon,i}(p), U_{\varepsilon,i}(p), \varepsilon_{\varepsilon,i}(p), \varepsilon_{\varepsilon,i}(p)$, etc. become $\Gamma_{\varepsilon}, a_{\varepsilon}(p), U_{\varepsilon}(p), \varepsilon_{\varepsilon}(p), \varepsilon_{\varepsilon}(p)$, etc. For $j = \sqrt{-1}$, let $z = x + jy = g_\varepsilon(W) = g_\varepsilon(U + jV)$ denote the analytic, periodic mapping of the infinite strip $R := (0,1) \times \mathbb{R}$ onto the $P$-periodic domain $\Omega_\varepsilon$, whose inverse is the analytic function $W = f_\varepsilon(z) := U_\varepsilon(z) + jV_\varepsilon(z)$, where $U_\varepsilon(x,y)$ is the capacitary potential in $\Omega_\varepsilon$ and $V_\varepsilon(x,y)$ is the harmonic conjugate of $U_\varepsilon$. For any value $h \in \mathbb{R}$, the function $\ln(\varepsilon/(g_\varepsilon(W + \varepsilon + jh) - g_\varepsilon(W)))$ is an analytic function of $W$ in strip $\hat{R}_\varepsilon := \{ W \in \mathbb{R}^2 : 0 < U_\varepsilon < 1/2 \}$. Therefore, $\ln(\varepsilon/(g_\varepsilon(f_\varepsilon(z) + \varepsilon + jh) - z))$ is an analytic function of $z$ in $\Omega_\varepsilon := \{ z \in \Omega_\varepsilon : U_\varepsilon(z) < 1/2 \}$. Thus, $E_{\varepsilon,h}(z) := \ln(\varepsilon/(g_\varepsilon(f_\varepsilon(z) + \varepsilon + jh) - z))$ is a harmonic function of $z$ in $\Omega_\varepsilon$. Thus the function
\[
E_{\varepsilon}(z) := \sup_{h \in \mathbb{R}} E_{\varepsilon,h}(z) = \ln(\varepsilon/(\inf_{h \in \mathbb{R}} |(g_\varepsilon(f_\varepsilon(z) + \varepsilon + jh) - z)|)
\]
is sub-harmonic in $\hat{\Omega}_\varepsilon$, where, for any value $\mu \in [0,1-\varepsilon]$, and any point $z \in \Gamma_{\varepsilon,\mu} := \{ z \in \Omega_\varepsilon : U_\varepsilon(z) = \mu \}$, we have
\[
\inf_{h \in \mathbb{R}} |(g_\varepsilon(f_\varepsilon(z) + \varepsilon + jh) - z)| = \text{dist}(z, \Gamma_{\varepsilon,\mu + \varepsilon}).
\]
In equivalent notation, the function $E_{\varepsilon}(p) := \ln(\varepsilon/d_{\varepsilon}(p))$ is sub-harmonic in $p = (x,y) \in \Omega_\varepsilon$, where $d_{\varepsilon}(p) := \text{dist}(p, \Gamma_{\varepsilon,\mu + \varepsilon})$ for all $p \in \Gamma_{\varepsilon,\mu}$. Thus, the function
For } ε \in (0, \varepsilon_0), \text{ it follows by the maximum principle that}

\[ F_\varepsilon(p) \leq 2C_\varepsilon U_\varepsilon(p) \tag{51} \]

in } \hat{\Omega}_\varepsilon, \text{ where } C_\varepsilon := \sup\{F_\varepsilon(p) : p \in \hat{\Gamma}_\varepsilon\}, \text{ and where } \hat{\Gamma}_\varepsilon := \{U_\varepsilon(p) = 1/2\}. \text{ The claim follows from (51) by observing that the constants } C_\varepsilon \text{ have a uniform upper bound independent of small } \varepsilon \in (0, \varepsilon_0).

**Proof of Thm. 3.1** Given the weak solution } \mathbf{f} \in \mathcal{F}, \text{ let } \Gamma_\varepsilon = (\Gamma_{\varepsilon,1}, \Gamma_{\varepsilon,2}) \in \mathcal{F}_\varepsilon, \varepsilon \in S \subset (0, \varepsilon_0), \text{ be an approximating sequence of fixed points. For } i = 1, 2, \text{ let } U_{\varepsilon,i}(p) := U_i(\Gamma_{\varepsilon};p) \text{ denote the suitable capacitary potential in (the closure of) } \Omega_\varepsilon := \Omega(\Gamma_\varepsilon). \text{ Then } U_{\varepsilon,i}(p) \to U_i(p) \text{ and } a_{\varepsilon,i}(p) \to a_i(p), \text{ } i = 1, 2, \text{ all as } \varepsilon \to 0^+ \text{ relative to } S, \text{ where } a_{\varepsilon,i}(p) \text{ is defined in Lem. 3.2 and where, in each case, the convergence is uniform relative to any compact subset of } \Omega. \text{ The same applies with } U_{\varepsilon,i} \text{ or } a_{\varepsilon,i}, \text{ } i = 1, 2, \text{ replaced by any fixed derivative of the same function, as follows by a standard derivative estimate for harmonic functions. Of course it also follows that } C_{\varepsilon,i} \to C_i := \sup\{\ln(|\nabla U_i(p)|/a_i(p)) : p \in \hat{\Gamma}_i\} \text{ and } E_{\varepsilon,i}(p) \to E_i(p), \text{ both as } \varepsilon \to 0^+ \text{ relative to } S, \text{ where } \hat{\Gamma}_i := \{U_i(p) = 1/2\}, \text{ and the convergence is uniform in any compact subset of } \Omega. \text{ For any small } \varepsilon \in S \text{ and any point } p \in \Omega_\varepsilon \text{ with } U_{\varepsilon,i}(p) \leq 1 - \varepsilon, \text{ let } \gamma_{\varepsilon,i}(p) \text{ denote the unique arc of steepest ascent of the function } U_{\varepsilon,i} \text{ which joins } p \text{ to the level curve of } U_{\varepsilon,i} \text{ at altitude } U_{\varepsilon,i}(p) + \varepsilon. \text{ By Lem. 3.2 we have}

\[ ||\gamma_{\varepsilon,i}(p)|| \geq d_{\varepsilon,i}(p) \geq (\varepsilon/E_{\varepsilon,i}(p)), \tag{52} \]

in } \{U_{\varepsilon,i}(p) \leq 1/2\}. \text{ In view of this (and the identity } \int_{\gamma_{\varepsilon,i}(p)}|\nabla U_{\varepsilon,i}(p)|ds = \varepsilon), \text{ we have}

\[ \inf\{|\nabla U_{\varepsilon,i}(q)| : q \in \gamma_{\varepsilon,i}(p)\} \leq \frac{\varepsilon}{||\gamma_{\varepsilon,i}(p)||} \leq E_{\varepsilon,i}(p) \tag{53} \]

for } \varepsilon \in S, \text{ where, by Cor. 2.31 we have } ||\gamma_{\varepsilon,i}(p)|| \leq (\varepsilon/C_i) \text{ uniformly for } p \in \hat{\Omega}_\varepsilon \text{ and all small } \varepsilon \in S. \text{ The functions } \nabla U_{\varepsilon,i}(p), \text{ with } \varepsilon \text{ sufficiently small in } S, \text{ are equi-continuous relative to any compact subset } \hat{\mathfrak{R}} \text{ of } \Omega. \text{ In view of this, it follows from (53) that}

\[ |\nabla U_{\varepsilon,i}(p)| \leq E_{\varepsilon,i}(p) + z_{\mathfrak{R}}(\varepsilon) \tag{54} \]

in any compact subset } \hat{\mathfrak{R}} \text{ of } \hat{\Omega}_i := \{U_i(p) < 1/2\}, \text{ where } z_{\mathfrak{R}}(\varepsilon) \to 0^+ \text{ as } \varepsilon \to 0^+ \text{ relative to } S. \text{ The assertion now follows in the limit as } \varepsilon \to 0^+.

**Corollary 3.3** In the notation of the proof of Lem. 3.2, the function } E_{\varepsilon,0}(z) := \ln(\varepsilon/|g_\varepsilon(f_\varepsilon(z) + \varepsilon) - z|) \text{ is harmonic for sufficiently small } \varepsilon \in S. \text{ It follows that the continuous function}

\[ \phi_{\varepsilon,i}(p) := \ln(\varepsilon/|\Pi_{\varepsilon,i}(p) - p|) : C(\hat{\Omega}_{\varepsilon,i}) \to \mathfrak{R} \tag{55} \]

is harmonic in the domain } \hat{\Omega}_{\varepsilon,i} := \{p \in \Omega_\varepsilon : U_{\varepsilon,i}(p) \leq 1 - \varepsilon\} \text{ for any sufficiently small } \varepsilon \in S, \text{ where for each point } p \in \Omega_{\varepsilon,i} \text{, the notation } \Pi_{\varepsilon,i}(p) \text{ refers to the point of intersection of the arc of steepest ascent through } p \text{ of the function } U_{\varepsilon,i} \text{ with the level curve of the function } U_{\varepsilon,i} \text{ at the altitude } U_{\varepsilon,i}(p) + \varepsilon.
3.2 Estimates related to total-curvature bounds

Lemma 3.4 (a) Let $\Gamma_\lambda, \lambda \in I := [a, b]$, denote a weakly monotone increasing, Lipschitz-continuously-varying (in $\lambda$), uniformly-$C^{1,1}$ family of arcs in $X$ (Lipschitz-continuously-varying with Lipschitz constant $M$ in the sense that $|p_\alpha(s) - p_\beta(s)| \leq M |\alpha - \beta|$ for all $s \in \mathbb{R}$ and $\alpha, \beta \in I$, where $p_\lambda(s) : \mathbb{R} \to \Gamma_\lambda$ denotes the arc-length parametrization of $\Gamma_\lambda$. Assume that $K_\lambda \leq \overline{K} < \infty$ for all $\lambda \in I$, where $K_\lambda$ denotes the total curvature per $P$-period (in $x$) of the arc $\Gamma_\lambda$. Let $V : \Omega \to \mathbb{R}$ denote the function such that $V = \lambda$ on $\Gamma_\lambda$, where $\Omega = \cup_{\lambda \in I} \Gamma_\lambda$. Then:

$$\|\|\Gamma_\alpha'\|\| - \|\|\Gamma_\beta'\|\| \leq 2M\overline{K}|\alpha - \beta|$$

for any $\alpha, \beta \in I$, where $\Gamma'_\alpha, \Gamma'_\beta$ denote arc-segments of $\Gamma_\alpha, \Gamma_\beta$, respectively, spanning not more than one $P$-period in $x$, such that $\Gamma'_\alpha$ projects onto $\Gamma'_\beta$ (and visa versa) along the arcs of steepest descent of the function $V : \Omega \to \mathbb{R}$, and where, for non-infinite arcs, we use $\|\| \cdot \|$ to denote arc-length.

(b) For any $\varepsilon \in (0, \varepsilon_0)$, and any "fixed point" $\Gamma_\varepsilon = (\Gamma_{\varepsilon,1}, \Gamma_{\varepsilon,2}) \in \mathcal{F}_\varepsilon$, let $\Gamma_{\varepsilon,\lambda,i} := \Phi_{\lambda,i}(\Gamma_\varepsilon) = \{U_{\varepsilon,i}(p) = \lambda\} \in X$ for $\lambda \in [0,1]$ and $i = 1, 2$, where $U_{\varepsilon,i}(p) := U_i(\Gamma_{\varepsilon,i}; p)$ in the closure of the domain $\Omega_\varepsilon := \Omega(\Gamma_\varepsilon)$. Then it follows directly from Part (a) that

$$\|\|\Gamma'_{\varepsilon,\alpha,i}\|\| - \|\|\Gamma'_{\varepsilon,\beta,i}\|\| \leq 2M_\varepsilon \overline{K}|\beta - \alpha|,$$

for any $\alpha, \beta \in [0, 1], \gamma$, where $\Gamma'_{\varepsilon,\alpha,i}$ and $\Gamma'_{\varepsilon,\beta,i}$ denote any arc-segments of $\Gamma_{\varepsilon,\alpha,i}$ and $\Gamma_{\varepsilon,\beta,i}$, respectively, which span not more than one $P$-period, and which project onto each other along the arcs of steepest descent of the function $U_{\varepsilon,i}(p) := U(\Gamma_{\varepsilon,i}; p)$. Here, $M_\varepsilon$ denotes the Lipschitz constant for the variation of the arc $\Gamma_{\varepsilon,\lambda,i}$ as a function of $\lambda$. For small $\varepsilon > 0$, one can choose $M_\varepsilon = (2/C)$, where $C > 0$ denotes a positive uniform lower bound for $|\nabla U_{\varepsilon,i}(p)|$ in $\Omega_\varepsilon$ (see Lem. 2.3[II]).

(c) In the context of Part (b), let $\tilde{\omega}_{\varepsilon,i} := \{U_{\varepsilon,i}(p) < \varepsilon\}$ (with boundary components $\tilde{\omega}_{\varepsilon,i} := \{U_{\varepsilon,i}(p) = \varepsilon\}$ and $\Gamma_{\varepsilon,i} := \{U_{\varepsilon,i}(p) = 0\}$). Also let $\tilde{\omega}_{\varepsilon,i} := \{p \in \tilde{\omega}_{\varepsilon,i} : |p - q| < \text{dist}(q, \tilde{\omega}_{\varepsilon,i})\}$ for some point $q \in \Gamma_{\varepsilon,i}$, and let $\tilde{\Gamma}_{\varepsilon,i}$ denote the boundary of $\tilde{\omega}_{\varepsilon,i}$ relative to $\Omega_\varepsilon$ (i.e., $\tilde{\Gamma}_{\varepsilon,i} := \partial \tilde{\omega}_{\varepsilon,i} \setminus \Gamma_{\varepsilon,i}$). Finally, let $\tilde{\Gamma}''_{\varepsilon,i}$ denote any arc-segments of $\tilde{\Gamma}_{\varepsilon,i}$ and $\tilde{\Gamma}''_{\varepsilon,i}$, respectively, such that both arc-segments have the same initial and terminal points. Then:

$$\|\|\tilde{\Gamma}''_{\varepsilon,i}\|\| \leq \|\|\tilde{\Gamma}_i''\|\|$$

and

$$K(\tilde{\Gamma}_{\varepsilon,i}) \leq K(\tilde{\Gamma}''_{\varepsilon,i}) < K(\tilde{\Gamma}''_{\varepsilon,i}),$$

both for any $\varepsilon \in (0, \varepsilon_0)$ and $i = 1, 2$.

(d) In the context of Parts (b) and (c), there exists a constant $C_0 > 0$ such that

$$0 \leq \|\|\tilde{\Gamma}_i''\|\| - \|\|\tilde{\Gamma}'_{\varepsilon,i}\|\| \leq nC_0K(\tilde{\Gamma}_{\varepsilon,i})\varepsilon,$$

where $C_0 := ((2\overline{A} - C_1)/C_24)$ and $C_1 > 0$ denotes the uniform lower bound for $|\nabla U_{\varepsilon,i}(p)|$ in $\tilde{\omega}_{\varepsilon,i}$, and where $n$ denotes the number of whole $P$-periods of $\Gamma_{\varepsilon,i}$ intersected by $\tilde{\Gamma}_{\varepsilon,i}$.
(e) Let \( p_{\varepsilon,i}(s), \tilde{p}_{\varepsilon,i}(s), \), and \( \hat{p}_{\varepsilon,i}(s) \) denote respective positively-oriented arc-length parametrizations of the arcs \( \Gamma_{\varepsilon,i}, \tilde{\Gamma}_{\varepsilon,i}, \), and \( \hat{\Gamma}_{\varepsilon,i}, \) in \( X \) introduced above, all chosen such that \( \hat{p}_{\varepsilon,i}(0), p_{\varepsilon,i}(0), \tilde{p}_{\varepsilon,i}(0) \in \gamma_{\varepsilon,i}(0) \), where \( \gamma_{\varepsilon,i}(s), s \in \mathbb{R}, \) denotes, among all maximal (under set inclusion) arcs of steepest ascent of the function \( U_{\varepsilon,i}(p) := U_i(\Gamma_{\varepsilon,i}; p) \) originating at the point \( p_{\varepsilon,i}(s) \), the particular arc whose intersection with the arc \( \Gamma_{\varepsilon,i} \) occurs first for all \( s \in \mathbb{R} \) or else last for all \( s \in \mathbb{R} \). We also re-parametrize the arcs \( \Gamma_{\varepsilon,i}, \tilde{\Gamma}_{\varepsilon,i}, \), and \( \hat{\Gamma}_{\varepsilon,i}, \) in the same order by the functions \( \hat{q}_{\varepsilon,i}(s) := \hat{p}_{\varepsilon,i}((\hat{L}_{\varepsilon,i}/L_{\varepsilon,i}) s), \) \( q_{\varepsilon,i}(s) := p_{\varepsilon,i}((L_{\varepsilon,a,i}/L_{\varepsilon,i}) s), \) and \( \tilde{q}_{\varepsilon,i}(s) := \tilde{p}_{\varepsilon,i}((\tilde{L}_{\varepsilon,i}/L_{\varepsilon,i}) s), \) where \( L_{\varepsilon,i} := ||\Gamma_{\varepsilon,i}||, \) \( \tilde{L}_{\varepsilon,i} := ||\tilde{\Gamma}_{\varepsilon,i}||, \) \( L_{\varepsilon,a,i} := ||\Gamma_{\varepsilon,a,i}||, \) and \( \hat{L}_{\varepsilon,i} := ||\hat{\Gamma}_{\varepsilon,i}||, \) (in which \( ||\Gamma|| \) denotes the arc-length of one \( \varepsilon \)-period (in \( x \)) of an arc \( \Gamma \in X \)). In this context, we define the positively-oriented parametrizations \( \tilde{r}_{\varepsilon,i}(s) \) and \( r_{\varepsilon,a,i}(s) \) of the arcs \( \Gamma_{\varepsilon,i}, \tilde{\Gamma}_{\varepsilon,i}, \), respectively, such that for each \( s \in \mathbb{R}, \) we have \( \tilde{r}_{\varepsilon,i}(s) := \tilde{q}_{\varepsilon,i}(\tilde{\pi}_{\varepsilon,i}(s)) \) and \( r_{\varepsilon,a,i}(s) := q_{\varepsilon,a,i}(\pi_{\varepsilon,a,i}(s)), \) where the values \( \tilde{\pi}_{\varepsilon,i}(s) \) and \( \pi_{\varepsilon,a,i}(s) \) are uniquely chosen such that the arc \( \gamma_{\varepsilon,i}(s) \) through the point \( p_{\varepsilon,i}(s) \) intersects \( \tilde{\Gamma}_{\varepsilon,i} \) and \( \Gamma_{\varepsilon,a,i} \) at the points \( \tilde{q}_{\varepsilon,i}(\tilde{\pi}_{\varepsilon,i}(s)) \) and \( q_{\varepsilon,a,i}(\pi_{\varepsilon,a,i}(s)), \) respectively, and we define the parametrization \( r_{\varepsilon,i}(s) \) of the arc \( \Gamma_{\varepsilon,i} \) such that \( \tilde{r}_{\varepsilon,i}(s) := \tilde{q}_{\varepsilon,i}(\tilde{\pi}_{\varepsilon,i}(s)), \) where for each \( s \in \mathbb{R}, \) the value \( \tilde{\pi}_{\varepsilon,i}(s) \) is chosen to be minimal (resp. maximal) subject to the requirement that \( \tilde{q}_{\varepsilon,i}(\tilde{\pi}_{\varepsilon,i}(s)) = p_{\varepsilon,i}(s) = \text{dist}(p_{\varepsilon,i}(s), \Gamma_{\varepsilon,i}), \) By Parts (a)-(d), we have:

\[
|\tilde{L}_{\varepsilon,i} - L_{\varepsilon,i}|, |L_{\varepsilon,a,i} - L_{\varepsilon,i}|, |\hat{L}_{\varepsilon,i} - L_{\varepsilon,i}| \leq M_1 \varepsilon, \tag{60}
\]

\[
|\tilde{q}_{\varepsilon,i}(s) - p_{\varepsilon,i}(s)|, |q_{\varepsilon,a,i}(s) - p_{\varepsilon,i}(s)|, |\tilde{q}_{\varepsilon,i}(s) - p_{\varepsilon,i}(s)| \leq M_1 \varepsilon, \tag{61}
\]

\[
|\tilde{\pi}_{\varepsilon,i}(s) - s|, |\pi_{\varepsilon,a,i}(s) - s|, |\tilde{\pi}_{\varepsilon,i}(s) - s| \leq M_2 \varepsilon, \tag{62}
\]

uniformly over all \( s \in \mathbb{R}, \) all sufficiently small values \( \varepsilon \in S, \) and all \( \alpha \in (0, \varepsilon), \)
where the constant \( M_1 \) depends only on \( A, A_1, \) the upper bound \( K \) for total curvature of \( \Gamma_{\varepsilon,i} \) (independent of small \( \varepsilon > 0 \)), and the positive uniform lower bound \( C > 0 \) (independent of small \( \varepsilon > 0 \)) for \( |\nabla U_{\varepsilon,i}(p)| \) relative to \( \omega_{\varepsilon,i} \) (see Lem. 3.3).

**Proof of Part (a).** For any \( \alpha \in I, \) we let \( p_\alpha(s) : \mathbb{R} \to \Gamma_\alpha \) denote the \( C^{1,1} \)-arc-length parametrization of the \( P \)-periodic arc \( \Gamma_\alpha \in X. \) Then there is a constant \( C_0 \) such that \( |T_\alpha(s_1) - T_\alpha(s_2)| \leq C_0|s_1 - s_2| \) and \( |N_\alpha(s_1) - N_\alpha(s_2)| \leq C_0|s_1 - s_2| \) uniformly for all \( s_1, s_2 \in \mathbb{R} \) and \( \alpha \in I, \) where \( T_\alpha(s) \) (resp. \( N_\alpha(s) \)) denotes the forward tangent vector (left-hand normal vector) to \( \Gamma_\alpha \) at the point \( p_\alpha(s) \in \Gamma_\alpha. \)

It follows from the bounded curvature of the arc \( \Gamma_\alpha \) that

\[
N_\alpha(s) - N_\alpha(s_0) + A_\alpha(s_0, s) T_\alpha(s_0)(s - s_0) = E_\alpha(s_0, s) \tag{63}
\]

for \( s_0 < s \in \mathbb{R}, \) where \( A_\alpha(s_0, s) \in \mathbb{R}^2 \) and \( E_\alpha(s_0, s) \in \mathbb{R}^2 \) are chosen such that \( |A_\alpha(s_0, s)|||s - s_0|| \) does not exceed the magnitude of the net curvature of \( \Gamma_\alpha \) between \( p_\alpha(s_0) \) and \( p_\alpha(s) \) (thus \( |A_\alpha(s_0, s)| \leq C_0 \) and \( |E_\alpha| = O(||s - s_0||^2) \) as \( s \to s_0 \). For each \( \alpha, \delta, s \in \mathbb{R} \) such that \( \alpha, \alpha + \delta \in I \) we map \( p_\alpha(s) \in \Gamma_\alpha \) onto the point

\[
g_{\alpha,\delta}(s) = p_\alpha(s) + r_{\alpha,\delta}(s) N_\alpha(s) \in \Gamma_{\alpha+\delta}, \tag{64}
\]
where \(|r_{\alpha,\delta}(s)|\) is as small as possible (by assumption, we have \(|r_{\alpha,\delta}(s)| \leq M|\delta|\) for small \(\delta \in \mathbb{R}\)). By double application of (64), followed by (63) and the fact that \(|p_{\alpha}(s) - p_{\alpha}(s_0) - T_{\alpha}(s)(s-s_0)| \leq O(|s-s_0|^2)\) as \(s \to s_0\), we conclude that

\[
q_{\alpha,\delta}(s) - q_{\alpha,\delta}(s_0) = p_{\alpha}(s) - p_{\alpha}(s_0) + r_{\alpha,\delta}(s)(N_{\alpha}(s) - N_{\alpha}(s_0)) + N_{\alpha}(s)(r_{\alpha,\delta}(s) - r_{\alpha,\delta}(s_0))
\]

\[
= (1 - A r_{\alpha,\delta}(s)(s - s_0) + e_1) T_{\alpha}(s_0) + N_{\alpha}(s_0)(r_{\alpha,\delta}(s) - r_{\alpha,\delta}(s_0) + e_2)
\]

where \(e_{1,\alpha}, e_{2,\alpha} \in \mathbb{R}\) are such that \(|e_{1,\alpha}|, |e_{2,\alpha}| \leq O(|s-s_0|^2)\) as \(s \to s_0\). Thus

\[
|q_{\alpha,\delta}(s) - q_{\alpha,\delta}(s_0)|^2 = |1 - A_{\alpha} r_{\alpha,\delta}(s_0)(s - s_0) + e_{1,\alpha}|^2 + |r_{\alpha,\delta}(s) - r_{\alpha,\delta}(s_0) + e_{2,\alpha}|^2.
\]

It follows that

\[
|q_{\alpha,\delta}(s) - q_{\alpha,\delta}(s_0)| \geq |(1 - A_{\alpha}(s_0, s)r_{\alpha,\delta}(s_0))(s - s_0) + e_{1,\alpha}|
\]

\[
\geq |s - s_0| - K_{\alpha}(s_0, s)M|\delta| - O(|s-s_0|^2),
\]

where \(A_{\alpha} = A_{\alpha}(s_0, s)\) and \(K_{\alpha}(s_0, s)\) denotes the total curvature of \(\Gamma_{\alpha}\) corresponding to the parameter interval \([s_0, s]\). Given \(\alpha \in (0, 1]\) and an arc \(\Gamma'_{\alpha,\delta} := \{p_{\alpha}(s) : s \in J\}\), we use (64) to define the arcs \(\Gamma'_{\alpha,\delta} := \{q_{\alpha,\delta}(s) : s \in J\}\) for \((\alpha + \delta) \in I\) and \(\delta\) sufficiently small. By applying the estimate (66) to a sufficiently refined partition of \(J\), we conclude that there exists a value \(\delta_0 > 0\) such that \(||\Gamma'_{\alpha,\delta}|| \geq ||\Gamma'_{\alpha}\|| - 2M|\delta|\) for all \(\alpha, (\alpha + \delta) \in I\) such that \(|\delta| < \delta_0\). It is easily seen that \(||\Gamma'_{\alpha,\delta}|| \leq ||\Gamma'_{\alpha}\|| + O(\delta^2)\) as \(\delta \to 0\), where \(\Gamma'_{\alpha,\delta}\) consists of the points in \(\Gamma_{\alpha,\delta}\) which project onto \(\Gamma'_{\alpha}\) along the arcs of steepest ascent of \(U\). Therefore, there exists a value \(\delta_1 \in (0, \delta)\) such that

\[
||\Gamma'_{\alpha,\delta}|| \geq ||\Gamma'_{\alpha}\|| - 2M|\delta|,
\]

for \(\alpha, (\alpha + \delta) \in I\) such that \(|\delta| < \delta_1\). Part (a) (Eq. (59)) follows from this.

**Proof of Part (c).** For any given values \(i \in \{1, 2\}\) and \(\varepsilon \in (0, \varepsilon_0)\), and for each point \(p \in \Gamma_{\varepsilon,i}\), we use \(\Pi_{\varepsilon,i}(p)\) to denote the set of all points \(q \in \tilde{\Gamma}_{\varepsilon,i}\) such that \(|q - p| = \text{dist}(p, \tilde{\Gamma}_{\varepsilon,i})\) (see Def. 5.6). Assuming that \(p_1 < p_2\) relative to the natural (positive) ordering of points in \(\Gamma_{\varepsilon,i}\), it follows that \(q_1 \leq q_2\), relative to the natural ordering of points in \(\tilde{\Gamma}_{\varepsilon,i}\), where we assume that \(q_j \in \Pi_{\varepsilon,i}(p_j)\) for \(j = 1, 2\) (see the proof of Lem. 5.8(b)). Let \(C_{\varepsilon,i}\) denote the set of points \(p\) in \(\Gamma_{\varepsilon,i}\) such that \(\Pi_{\varepsilon,i}(p)\) is not a single point. For each point \(p_0 \in C_{\varepsilon,i}\), we use \(\gamma_{\varepsilon,i}(p_0)\) to denote the maximal circular arc centered at \(p_0\) and having radius \(\rho_0 := \text{dist}(p_0, \tilde{\Gamma}_{\varepsilon,i})\), such that both endpoints of \(\gamma_{\varepsilon,i}(p_0)\) belong to \(\Pi_{\varepsilon,i}(p_0)\). For any points \(q \in \gamma_{\varepsilon,i}(p_0)\) and \(p_1 \in \Gamma_{\varepsilon,i}\) such that \(p_1 \neq p_0\), we have

\[
|q - r| + |r - p_0| > |q - p_0| = \rho_0 = |q_0 - r| + |r - p_0|,
\]

whence \(|q - r| > |q_0 - r|\), from which it follows that

\[
|q - p_1| = |q - r| + |r - p_1| > |q_0 - r| + |r - p_1| \geq |q_0 - p_1| \geq \text{dist}(p_1, \tilde{\Gamma}_{\varepsilon,i}),
\]
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where \( q_0 \) is a point in \( \hat{\Gamma}_{\varepsilon,i} \) such that \(|q_0 - p_0| = \rho_0\) and such that the line-segment joining \( p_0 \) to \( q_0 \) intersects the line-segment joining \( p_1 \) to \( q \) at some point \( r \). It follows from this that for any given values \( i \in \{1,2\} \) and \( \varepsilon \in (0,\varepsilon_0] \), the set \( \hat{\Gamma}_{\varepsilon,i} \setminus \hat{\Gamma}_{\varepsilon,i} \) is the disjoint union of all circular arcs \( \tilde{\gamma}_{\varepsilon,i}(p_0) \) corresponding to points \( p_0 \in \tilde{C}_{\varepsilon,i} \). Part (c) follows from this.

**Proof of Part (d).** In the context of Part (c), given values \( i \in \{1,2\}, \varepsilon \in (0,\varepsilon_0) \), a point \( p_0 \in \tilde{C}_{\varepsilon,i} \), and the maximal (under set inclusion) circular directed arc-segment \( \tilde{\gamma}_{\varepsilon,i}(p_0) \) of \( \hat{\Gamma}_{\varepsilon,i} \) with initial (resp. terminal) endpoint \( q_{\varepsilon,i,1}(p_0) \) (resp. \( q_{\varepsilon,i,2}(p_0) \)), we use \( \tilde{\gamma}_{\varepsilon,i}(p_0) \) to denote the corresponding directed sub-segment of \( \tilde{\Gamma}_{\varepsilon,i} := \{ \tilde{U}_{\varepsilon,i}(p) = \varepsilon \} \) having the same initial and terminal endpoints. We observe that

\[
\theta_{\varepsilon,i}(p_0) := K(\tilde{\gamma}_{\varepsilon,i}(p_0)) \leq K(\hat{\gamma}_{\varepsilon,i}(p_0)), \tag{68}
\]

\[
\theta_{\varepsilon,i}(p_0) r_{\varepsilon,i}(p_0) \varepsilon = ||\tilde{\gamma}_{\varepsilon,i}(p_0)|| \leq ||\hat{\gamma}_{\varepsilon,i}(p_0)||
\]

(closely related to Eq. (58)), where \( r_{\varepsilon,i}(p_0) := (1/a_{\varepsilon,i}(p_0)) \). We also have have

\[
C_1 ||\tilde{\gamma}_{\varepsilon,i}(p_0)|| \leq \int_{\tilde{\gamma}_{\varepsilon,i}(p_0)} |\nabla U_{\varepsilon}(p)| \, ds = \int_{\tilde{\gamma}_{\varepsilon,i}(p_0)} (\partial U_{\varepsilon}(p)/\partial \nu) \, ds \leq \int_{\tilde{\gamma}_{\varepsilon,i}(p_0)} |\nabla U_{\varepsilon}(p)| \, ds \leq C_2 ||\hat{\gamma}_{\varepsilon,i}(p_0)|| \tag{69}
\]

for \( i = 1,2 \), sufficiently small \( \varepsilon \in (0,\varepsilon_0) \), and \( p_0 \in \tilde{C}_{\varepsilon,i} \), where \( C_1 > 0 \) denotes a uniform lower bound for \(|\nabla U_{\varepsilon}(p)|\) independent of \( p \in \Omega_{\varepsilon} \) and of all sufficiently small \( \varepsilon \in (0,\varepsilon_0] \) (which exists by Lem. 2.30), and where \( C_2 \) denotes a uniform upper bound for \(|\nabla U_{\varepsilon}(p)|\) relative to all arcs \( \tilde{\gamma}_{\varepsilon,i}(p_0) \) corresponding to sufficiently small \( \varepsilon \in (0,\varepsilon_0] \) (one can choose \( C_2 = 2A \) by Lem. 2.26(a)). It follows from (58) and (69) that

\[
0 \leq (||\tilde{\gamma}_{\varepsilon,i}(p_0)|| - ||\hat{\gamma}_{\varepsilon,i}(p_0)||) \leq ((C_2 - C_1)/C_1) ||\hat{\gamma}_{\varepsilon,i}(p_0)|| \leq ((C_2 - C_1)/C_1) ||\hat{\gamma}_{\varepsilon,i}(p_0)|| \tag{70}
\]

\[
= ((C_2 - C_1/C_1) r_{\varepsilon,i}(p_0) \theta_{\varepsilon,i}(p_0)) \varepsilon \leq ((C_2 - C_1/C_1 \Delta) K(\hat{\gamma}_{\varepsilon,i}(p_0)) \varepsilon,
\]

for \( i = 1,2 \), any sufficiently small \( \varepsilon \in (0,\varepsilon_0) \), and any circular arc-segment \( \tilde{\gamma}_{\varepsilon,i}(p_0) \) of \( \hat{\Gamma}_{\varepsilon,i} \) corresponding to a center-point \( p_0 \in \tilde{C}_{\varepsilon,i} \). In view of (58), it follows by summing (71) over the collection of center-points \( p_{\varepsilon,1}, p_{\varepsilon,2}, \cdots, p_{\varepsilon,n(\varepsilon,i)} \in \tilde{C}_{\varepsilon,i} \) corresponding to one \( P \)-period (in \( x \)) that

\[
0 \leq ||\hat{\Gamma}_{\varepsilon,i}'|| - ||\tilde{\Gamma}_{\varepsilon,i}'|| = \sum_{j=1}^{n(\varepsilon,i)} (||\tilde{\gamma}_{\varepsilon,i}(p_{\varepsilon,j})|| - ||\hat{\gamma}_{\varepsilon,i}(p_{\varepsilon,j})||) \tag{71}
\]

\[
\leq ((C_2 - C_1)/C_1 \Delta) \left( \sum_{j=1}^{n(\varepsilon,i)} K(\hat{\gamma}_{\varepsilon,i}(p_{\varepsilon,j})) \right) \varepsilon \leq C_0 \Delta K(\hat{\Gamma}_{\varepsilon,i}) \varepsilon,
\]

from which the assertion (59) follows, where \( C_0 := ((2A - C_1)/C_1 \Delta) \).
Proof of Part (e). The functions $\tilde{\pi}_{\varepsilon,i}(s), \pi_{\varepsilon,\alpha,i}(s) : \mathbb{R} \to \mathbb{R}$ are weakly increasing, since arcs of steepest ascent of the function $U_{\varepsilon,i}$ can’t cross relative to the domain $\Omega$. Also, the related mappings $\tilde{\phi}_{\varepsilon,i}(s) := \tilde{\pi}_{\varepsilon,i}(s) - s : \mathbb{R} \to \mathbb{R}$ and $\phi_{\varepsilon,\alpha,i}(s) := \pi_{\varepsilon,\alpha,i}(s) - s : \mathbb{R} \to \mathbb{R}$ are $L_{\varepsilon,i}$-periodic. In this context, the first two estimates of each of (60), (61), and (62) follow from Part (d), Cor. 2.31, and the previously proven portions by definition. In view of this, the three final estimates in Eqs. (60), (61), and (62) all follow from Part (d), Cor. 2.31 and the previously proven portions of the estimates (60), (61), and (62).

Lemma 3.5 Given any $L$-periodic, twice (resp. once-)differentiable function $f(t) : \mathbb{R} \to \mathbb{R}^2$ with absolutely integrable second (first) derivative, we have that

$$\left( \int_0^L |f'(t)| \, dt \right)^2 \leq 8 \int_0^L |f(t)| \, dt \int_0^L |f''(t)| \, dt,$$

(72)

$$\int_0^L \sup_{\lambda \in [-h,h]} |f(t + \lambda) - f(t)| \, dt \leq \int_0^L \int_{t-h}^{t+h} |f'(s)| \, ds \, dt \leq 2h \int_0^L |f'(t)| \, dt,$$

(73)

where (73) holds for any $h > 0$.

Proof sketch. The first estimate follows from the second-order Taylor remainder formula for $f$, while the second is related to the Theorem of the Mean.

Lemma 3.6 For any $0 < \varepsilon < 1$, let the interval $I_{\varepsilon}$ and the integrable functions $g_{\varepsilon}(s), h_{\varepsilon}(s), \theta_{\varepsilon}(s) : I_{\varepsilon} \to \mathbb{R}$ such that $|h_{\varepsilon}| \leq A\varepsilon$, $\int_{I_{\varepsilon}} |g_{\varepsilon}(s)| ds \leq B\varepsilon^{3/2}$, $\int_{I_{\varepsilon}} |\theta_{\varepsilon}(s)| ds \leq C\sqrt{\varepsilon}$, and $|h_{\varepsilon}| \leq |g_{\varepsilon}|$ for $|\theta_{\varepsilon}| \leq \pi/4$. Then $\int_{I_{\varepsilon}} |h_{\varepsilon}(s)| ds \leq (B + (4AC/\pi)\varepsilon^{3/2})$ for all $0 < \varepsilon < 1$, where the constants $A, B, C$ are independent of $0 < \varepsilon < 1$.

Proof. Let $J_{\varepsilon} = \{ s \in I_{\varepsilon} : |\theta_{\varepsilon}(s)| \geq (\pi/4) \}$. Then $(\pi/4)|J_{\varepsilon}| \leq \int_{J_{\varepsilon}} |\theta_{\varepsilon}(s)| ds \leq C\sqrt{\varepsilon}$, from which it follows that $|J_{\varepsilon}| \leq (4C\sqrt{\varepsilon}/\pi)$. Therefore $\int_{J_{\varepsilon}} |h_{\varepsilon}(s)| ds \leq (4AC\varepsilon^{3/2}/\pi)$. We also have $\int_{I_{\varepsilon}\setminus J_{\varepsilon}} |h_{\varepsilon}(s)| ds \leq \int_{I_{\varepsilon}\setminus J_{\varepsilon}} |g_{\varepsilon}(s)| ds \leq B\varepsilon^{3/2}$. The assertion easily follows.

Proposition 3.7 Given a countable set $S \subset (0,\varepsilon_0)$ having 0 as its sole accumulation point, let $\Gamma_{\varepsilon} = (\Gamma_{\varepsilon,1}, \Gamma_{\varepsilon,2}) \in \mathcal{F}_x, \varepsilon \in S$, denote a family of ”fixed points” in $X$ such that the arc-lengths $L_{\varepsilon,i}, L_{\varepsilon,i}$ and total curvatures (all per $P$-period in $x$) of the arcs $\Gamma_{\varepsilon,i}$ and $\Gamma_{\varepsilon,i} := \Phi_{\varepsilon,i}(\Gamma_{\varepsilon}) = \{ U_{\varepsilon,i}(p) = \varepsilon \}$, resp., are uniformly bounded from above over all $\varepsilon \in S$ and $i = 1, 2$. For any $\varepsilon \in S$, let $p_{\varepsilon,i}(s) : \mathbb{R} \to \Gamma_{\varepsilon,i}$ denote a positively-oriented arc-length parametrization of the arc $\Gamma_{\varepsilon,i}$, $i = 1, 2$, and let $p_{\varepsilon,i}(s) : \mathbb{R} \to \Gamma_{\varepsilon,i}$ denote the mapping of each $s \in \mathbb{R}$ into the always maximal or always minimal (in terms of the natural ordering in
\(\tilde{\Gamma}_{\varepsilon,i}\) point of intersection \(\tilde{p}_{\varepsilon,i}(s)\) of the arc \(\tilde{\Gamma}_{\varepsilon,i}\) with any arc \(\gamma_{\varepsilon,i}(s)\) of steepest ascent of the function \(U_{\varepsilon,i}(p) := U_i(\Gamma_{\varepsilon}; p)\) originating at the point \(p_{\varepsilon,i}(s)\). Then, given a constant \(C\), there exists a constant \(M\) such that

\[
\int_0^{L_{\varepsilon,i}} f_{\varepsilon,i}(s) \, ds \leq M\varepsilon^{3/2},
\]

uniformly for \(i = 1, 2\), and for all sufficiently small \(\varepsilon \in S\), where we define \(L_{\varepsilon,i} := ||\Gamma_{\varepsilon,i}||\) and

\[
0 \leq f_{\varepsilon,i}(s) := |\tilde{p}_{\varepsilon,i}(s) - p_{\varepsilon,i}(s)| - \text{dist}(p_{\varepsilon,i}(s), \tilde{\Gamma}_{\varepsilon,i}) \leq C\varepsilon.
\]

**Proof of Prop. 3.7.** This proof is in the context and notation of the proof of Lem. 3.4 (especially Lem. 3.4(e)). Given \(\Gamma_{\varepsilon} \in \mathcal{F}_{\varepsilon}\), we use \(\tilde{\Gamma}_{\varepsilon,i} \in \mathcal{X}\) to denote the boundary component relative to \(\tilde{\omega}_{\varepsilon,i} \cup \tilde{\Gamma}_{\varepsilon,i}\) of the annular domain

\[
\tilde{\omega}_{\varepsilon,i} := \{q \in \tilde{\omega}_{\varepsilon,i} : |q - p| < \text{dist}(p, \tilde{\Gamma}_{\varepsilon,i}) \text{ for some } p \in \Gamma_{\varepsilon,i}\},
\]

where \(\tilde{\omega}_{\varepsilon,i}\) denotes the strip-like domain bounded by \(\Gamma_{\varepsilon,i} \cap \tilde{\Gamma}_{\varepsilon,i}\). By Lem. 3.4(a)-(e), there exists a constant \(M_1\) such that the estimates (30), (31), and (32) hold uniformly over all \(s \in \mathbb{R}, \varepsilon \in S,\) and \(\alpha \in (0, \varepsilon]\). In terms of further notation in Lem. 3.4(e), we study the functions \(f_{\varepsilon,i}(s) : \mathbb{R} \to \mathbb{R}\) defined by:

\[
0 \leq f_{\varepsilon,i}(s) := |\tilde{r}_{\varepsilon,i}(s) - p_{\varepsilon,i}(s)| - |\tilde{r}_{\varepsilon,i}(s) - p_{\varepsilon,i}(s)| \leq C\varepsilon,
\]

where the mapping \(\tilde{r}_{\varepsilon,i}(s) := q_{\varepsilon,i}(\tilde{p}_{\varepsilon,i}(s)) : \mathbb{R} \to \tilde{\Gamma}_{\varepsilon,i}\) coincides with \(p_{\varepsilon,i}(s) : \mathbb{R} \to \tilde{\Gamma}_{\varepsilon,i}\), and the mapping \(p_{\varepsilon,i}(s) := \tilde{q}_{\varepsilon,i}(\tilde{r}_{\varepsilon,i}(s)) : \mathbb{R} \to \tilde{\Gamma}_{\varepsilon,i}\) is such that \(|\tilde{r}_{\varepsilon,i}(s) - p_{\varepsilon,i}(s)| = \text{dist}(p_{\varepsilon,i}(s), \tilde{\Gamma}_{\varepsilon,i})\) for all \(s \in \mathbb{R}\). We have

\[
f_{\varepsilon,i}(s) \leq \tilde{f}_{\varepsilon,i}(s) + \hat{f}_{\varepsilon,i}(s),
\]

where

\[
\tilde{f}_{\varepsilon,i}(s) := \text{dist}(\tilde{r}_{\varepsilon,i}(s), \hat{L}_{\varepsilon,i}(s)) = |\tilde{r}_{\varepsilon,i}(s) - \hat{Q}_{\varepsilon,i}(s)|,
\]

\[
\hat{f}_{\varepsilon,i}(s) := |\tilde{r}_{\varepsilon,i}(s) - \hat{Q}_{\varepsilon,i}(s)|,
\]

in which \(\hat{L}_{\varepsilon,i}(s)\) denotes the straight line passing through the points \(p_{\varepsilon,i}(s)\) and \(\hat{r}_{\varepsilon,i}(s)\), while \(\hat{Q}_{\varepsilon,i}(s)\) denotes the point closest to the point \(\tilde{r}_{\varepsilon,i}(s)\) in the line \(\hat{L}_{\varepsilon,i}(s)\). By assumption, we have that

\[
0 \leq \tilde{f}_{\varepsilon,i}(s), \hat{f}_{\varepsilon,i}(s) \leq C\varepsilon
\]

for some constant \(C\). Also, due to the perpendicularity of the arcs \(\tilde{\Gamma}_{\varepsilon,i}\) and \(\hat{L}_{\varepsilon,i}(s)\) at their intersection point \(\hat{r}_{\varepsilon,i}(s)\), it is easily seen that

\[
\hat{f}_{\varepsilon,i}(s) \leq \tilde{f}_{\varepsilon,i}(s) \text{ whenever } \theta_{\varepsilon,i}(s) \leq \pi/4,
\]

for some constant \(C\).
where \( \theta_{\varepsilon,i}(s) \) denotes the maximum absolute variation in the argument of the forward tangent to the arc-segment of the arc \( \tilde{\Gamma}_{\varepsilon,i} \) between the points \( \tilde{r}_{\varepsilon,i}(s) \) and \( \tilde{r}_{\varepsilon,i}(s) \). By (82), we have \(|\tilde{\pi}_{\varepsilon,i}(s) - \tilde{\pi}_{\varepsilon,i}(s)| \leq M_1 \varepsilon \), where of course \( M_1 \varepsilon \leq \sqrt{\varepsilon} \) if \( \varepsilon \in S \) is sufficiently small. In view of this, it follows from Lem. 3.5 (Eq. (71)), with \( f(t) := \arg(\tilde{q}_{\varepsilon,i}(t)) \), that

\[
\int_0^{L_{i,\varepsilon}} \theta_{\varepsilon,i}(s) \, ds \leq M_2 \sqrt{\varepsilon}
\]  

(83)

for a new constant \( M_2 \). Finally, in view of Lem. 3.6 it follows from (81), (82), and (83) that if the inequality:

\[
\int_0^{L_{i,\varepsilon}} \tilde{f}_{\varepsilon,i}(s) \, ds \leq M_3 \varepsilon^{3/2}
\]

(84)

holds for a fixed constant \( M_3 \) and all sufficiently small \( \varepsilon \in S \), then we also have \( \int_0^{L_{i,\varepsilon}} \tilde{f}_{\varepsilon,i}(s) \, ds \leq M_4 \varepsilon^{3/2} \) for some constant \( M_4 \) and for all sufficiently small \( \varepsilon \in S \), from which it follows via (78) that (94) holds under the same conditions.

Toward the proof of (84), we define \( \tilde{f}_{\varepsilon,i}(\alpha,s) := \text{dist}(r_{\varepsilon,\alpha,i}(s), \mathcal{L}_{\varepsilon,i}(s)) \) for all \( s \in \mathbb{R}, \alpha \in (0, \varepsilon], \) and sufficiently small \( \varepsilon \in S \). Then, in view of the fact that \( \tilde{f}_{\varepsilon,i}(0,s) = 0 \), we have that

\[
|\tilde{f}_{\varepsilon,i}(s)| \leq \int_0^\varepsilon \left| \frac{\partial \tilde{f}_{\varepsilon,i}(\alpha,s)}{\partial \alpha} \right| \, d\alpha,
\]

(85)

for any \( s \in \mathbb{R} \), where, for each \( \alpha \in (0, \varepsilon] \), we have

\[
\left| \frac{\partial \tilde{f}_{\varepsilon,i}(\alpha,s)}{\partial \alpha} \right| \leq \frac{\nu_{\varepsilon,i} \cdot \tau_{\varepsilon,i}}{|\nabla U_{\varepsilon,i}|} \leq \frac{|\nu_{\varepsilon,i} - \nu_{\varepsilon,0,i}|}{|\nabla U_{\varepsilon,i}|} = \frac{|\nu_{\varepsilon,i}^+ - \nu_{\varepsilon,0,i}^+|}{|\nabla U_{\varepsilon,i}|}.
\]

(86)

Here \(|\nabla U_{\varepsilon,i}| \) and \( \nu_{\varepsilon,i} := (\nabla U_{\varepsilon,i})/(|\nabla U_{\varepsilon,i}|) \) are evaluated at the point \( r_{\varepsilon,\alpha,i}(s) \), \( \tau_{\varepsilon,i} \) is a unit normal to the line \( \mathcal{L}_{\varepsilon,i}(s) \), \( \nu_{\varepsilon,0,i} \) denotes any vector in the direction of \( \mathcal{L}_{\varepsilon,i}(s) \), and \( \nu_{\varepsilon,i}^+ \) and \( \nu_{\varepsilon,0,i}^+ \) denote clockwise 90-degree rotations of \( \nu_{\varepsilon,i} \) and \( \nu_{\varepsilon,0,i} \), respectively. We also set \( \nu_{\varepsilon,0,i}^+ = \tilde{q}_{\varepsilon,i}(s) \) for the same \( \varepsilon \in S \) and \( s \in \mathbb{R} \). We have by definition (see Lem. 3.3 (c)) that

\[
q_{\varepsilon,\alpha,i}(s) := p_{\varepsilon,\alpha,i}(L_{\varepsilon,i}/L_{\varepsilon,\alpha,i}, s),
\]

from which it follows that

\[
q'_{\varepsilon,\alpha,i}(s) = (L_{\varepsilon,i}/L_{\varepsilon,\alpha,i}) p'_{\varepsilon,\alpha,i}(L_{\varepsilon,i}/L_{\varepsilon,\alpha,i}, s)
\]

for any \( s \in \mathbb{R} \), where we have \(|p'_{\varepsilon,\alpha,i}(s)| = 1 \) for all \( s \) and also \( |L_{\varepsilon,i} - L_{\varepsilon,\alpha,i}| \leq M_1 \varepsilon \) by (10). In view of this, it follows from (80) that

\[
\left| \frac{\partial \tilde{f}_{\varepsilon,i}(\alpha,s)}{\partial \alpha} \right| \leq \frac{|\tilde{q}_{\varepsilon,\alpha,i}(s) - \tilde{q}_{\varepsilon,i}(s)| + O(\varepsilon)}{|\nabla U_{\varepsilon,i}(q_{\varepsilon,\alpha,i}(s))|}
\]

(87)
for all \( \alpha \in (0, \varepsilon], \varepsilon \in \mathbb{S}, \) and \( s \in \mathbb{R} \), where the reciprocal of \( |\nabla U_{\varepsilon,i}(p)| \) is bounded above by a uniform constant \( M_5 \) (see Lem. 2.30). By again using the fact that \( |\pi_{\varepsilon,\alpha,i}(s)-s|, |\tilde{\pi}_\varepsilon(s)-s| \leq M_1 \varepsilon \) (see (92), where \( M_1 \varepsilon \leq \sqrt{\varepsilon} \) for \( \varepsilon \in \mathbb{S} \) sufficiently small, we conclude that

\[
\left| q'_{\varepsilon,\alpha,i}(\pi_{\varepsilon,\alpha,i}(s)) - q'_{\varepsilon,\alpha,i}(\tilde{\pi}_{\varepsilon,i}(s)) \right| + \left| q''_{\varepsilon,\alpha,i}(s) - q'_{\varepsilon,\alpha,i}(s) \right| \leq e_{\varepsilon,\alpha,i}(s) + h_{\varepsilon,\alpha,i}(s),
\]

for all \( s \in \mathbb{R}, \alpha \in (0, \varepsilon] \) and sufficiently small \( \varepsilon \in \mathbb{S} \), where

\[
e_{\varepsilon,\alpha,i}(s) := \sup \left\{ \left| q'_{\varepsilon,\alpha,i}(s + \lambda) - q'_{\varepsilon,\alpha,i}(s) \right| : |\lambda| \leq \sqrt{\varepsilon} \right\},
\]

\[
\hat{e}_{\varepsilon,i}(s) := \sup \left\{ \left| \hat{q}'_{\varepsilon,i}(s + \lambda) - \hat{q}'_{\varepsilon,i}(s) \right| : |\lambda| \leq \sqrt{\varepsilon} \right\},
\]

\[
h_{\varepsilon,\alpha,i}(s) := \left| q'_{\varepsilon,\alpha,i}(s) - q'_{\varepsilon,\alpha,i}(s) \right|.
\]

By substituting each of the \( L_{\varepsilon,i}-\)periodic functions: \( q'_{\varepsilon,\alpha,i}(s) \) and \( \hat{q}'_{\varepsilon,i}(s) \) for \( f(s) \) in Lem. 3.5, Eq. (73) and interpreting the integrals \( \int_{0}^{L_{\varepsilon,i}} e_{\varepsilon,\alpha,i}(s) \, ds \) and \( \int_{0}^{L_{\varepsilon,i}} \hat{e}_{\varepsilon,\alpha,i}(s) \, ds \) in terms of the total curvatures per \( P \)-period (in \( x \)) of the respective arcs \( \Gamma_{\varepsilon,\alpha,i} \) and \( \hat{\Gamma}_{\varepsilon,i} \), we conclude that

\[
\int_{0}^{L_{\varepsilon,i}} e_{\varepsilon,\alpha,i}(s) \, ds \leq M_5 \sqrt{\varepsilon}; \int_{0}^{L_{\varepsilon,i}} \hat{e}_{\varepsilon,i}(s) \, ds \leq M_6 \sqrt{\varepsilon}.
\]

(89)

for all \( \alpha \in (0, \varepsilon] \) and sufficiently small \( \varepsilon \in \mathbb{S} \). Similarly, by substituting the \( L_{\varepsilon,i}-\)periodic function \( f(s) := q_{\varepsilon,\alpha,i}(s) - \hat{q}_{\varepsilon,i}(s) \) into (72), we get

\[
8 \int_{0}^{L_{\varepsilon,i}} \left| q_{\varepsilon,i}(s) - q_{\varepsilon,i}(s) \right| ds \leq \left( \int_{0}^{L_{\varepsilon,i}} \left| q'_{\varepsilon,i}(s) - q'_{\varepsilon,i}(s) \right| ds \right)^2 \leq \left( \int_{0}^{L_{\varepsilon,i}} \left| q''_{\varepsilon,i}(s) \right| ds \right) \left( \int_{0}^{L_{\varepsilon,i}} \left| q''_{\varepsilon,i}(s) \right| ds \right)
\]

(90)

from which it easily follows by estimating the first integral on the second line of (90) and estimating the second integral by the total curvatures of \( \Gamma_{\varepsilon,\alpha,i} \) and \( \hat{\Gamma}_{\varepsilon,i} \) that

\[
\int_{0}^{L_{\varepsilon,i}} h_{\varepsilon,\alpha,i}(s) \, ds \leq M_7 \sqrt{\varepsilon}
\]

(91)

for all \( \alpha \in (0, \varepsilon] \) and sufficiently small \( \varepsilon \in \mathbb{S} \). By substituting the inequalities (89a), (89b), and (91) into (77) and (88) we conclude that

\[
\int_{0}^{L_{\varepsilon,i}} \left| \partial(\partial \alpha) \hat{f}_{\varepsilon,i}(\alpha, s) \right| ds \leq M_8 \sqrt{\varepsilon}.
\]

(92)

for all \( \alpha \in (0, \varepsilon] \) and sufficiently small \( \varepsilon \in \mathbb{S} \). Finally, it follows from (55), (92), and Fubini’s theorem that
\[
\int_0^{L_{\varepsilon,i}} \tilde{f}_{\varepsilon,i}(s) \, ds \leq \int_0^{L_{\varepsilon,i}} \int_0^\varepsilon \left| \frac{\partial}{\partial \alpha} \tilde{f}_{\varepsilon,i}(\alpha, s) \right| \, d\alpha \, ds \quad (93)
\]

for all sufficiently small \( \varepsilon \in S \), as was required in \( \text{(84)} \).

**Corollary 3.8** (Generalization of Prop. 3.7) Given \( \varepsilon \in S \), \( \Gamma_{\varepsilon} \in \mathcal{F}_{\varepsilon} \), \( \delta \in [0, 1) \), and the capacitary potentials \( U_{\varepsilon,i}(p) := U_i(\Gamma_{\varepsilon}; p) \) (defined in the closures of the periodic domains \( \Omega_{\varepsilon} := \Omega(\Gamma_{\varepsilon}) \)), let the related capacitary potentials \( U_{\varepsilon,\delta,i}(p) : \text{Cl}(\Omega_{\varepsilon,\delta,i}) \to \mathbb{R} \) be defined such that \( U_{\varepsilon,\delta,i}(p) := \left( (U_{\varepsilon,i}(p) - \varepsilon \delta)/(1 - \varepsilon) \right) \) in the closure of \( \Omega_{\varepsilon,\delta,i} := \{0 < U_{\varepsilon,i}(p) < 1\} \), we use \( p_{\varepsilon,\delta,i}(s) : \mathbb{R} \to \Gamma_{\varepsilon,\delta,i} \) to denote positively-oriented arc-length parametrizations of the arcs \( \Gamma_{\varepsilon,\delta,i} := \{U_{\varepsilon,\delta,i}(p) = 0\}, i = 1, 2 \), and we use \( \tilde{p}_{\varepsilon,\delta,i}(s) : \mathbb{R} \to \text{Gamma}_{\varepsilon,\delta,i} \) to denote the mapping of each \( s \in \mathbb{R} \) into the unique point of intersection \( \tilde{p}_{\varepsilon,\delta,i}(s) \) of the arc \( \Gamma_{\varepsilon,\delta,i} := \{U_{\varepsilon,\delta,i}(p) = \varepsilon\} \) with the unique arc \( \gamma_{\varepsilon,\delta,i}(s) \) of steepest ascent of the function \( U_{\varepsilon,\delta,i}(p) \) originating at the point \( p_{\varepsilon,\delta,i}(s) \). Then there exist constants \( C \) and \( M \), independent of small \( \delta \in (0, 1) \) such that

\[
\int_0^{L_{\varepsilon,\delta,i}} f_{\varepsilon,\delta,i}(s) \, ds \leq M \varepsilon^{3/2},
\]

uniformly for \( i = 1, 2 \), and for all sufficiently small \( \varepsilon \in S \), where we define \( L_{\varepsilon,\delta,i} := ||\Gamma_{\varepsilon,\delta,i}|| \) and

\[
0 \leq f_{\varepsilon,\delta,i}(s) := |\tilde{p}_{\varepsilon,\delta,i}(s) - p_{\varepsilon,\delta,i}(s)| - \text{dist}(p_{\varepsilon,\delta,i}(s), \tilde{\Gamma}_{\varepsilon,\delta,i}) | \leq C \varepsilon.
\]

**Proof.** For any given values \( \varepsilon \in S \) and \( \delta \in [0, 1) \), we redefine all the notation in Prop. 3.7 and its proof by replacing all the definitions previously expressed in terms of (or based on) the capacitary potentials \( U_{\varepsilon,i}(p) : \text{Cl}(\Omega_{\varepsilon,i}) \to \mathbb{R} \) by the corresponding definitions based on the corresponding capacitary potentials \( U_{\varepsilon,\delta,i}(p) : \text{Cl}(\Omega_{\varepsilon,\delta,i}) \to \mathbb{R} \). Thus Cor. 3.8 reduces in the case \( \delta = 0 \) to Prop. 3.7 and the proof valid for the case \( \delta = 0 \) easily extends to establish uniform estimates valid for small \( \varepsilon \in S \) and small \( \delta \in (0, 1) \).

### 3.3 Sharp positive lower bounds for \(|\nabla U(p)|\) on \( \Gamma \)

**Theorem 3.9** (Sharp uniform lower bound for boundary gradient of the capacitary potential) Let \( U(p) := U(\Gamma; p) \) in the closure of \( \Omega := \Omega(\Gamma) \), where \( \Gamma = (\Gamma_1, \Gamma_2) \in \mathcal{F} \) denotes a weak solution of Prob. 2.2 (see Def. 2.2.3 and Thm. 2.3.4), obtained as the limit of a convergent sequence of operator "fixed points" \( \Gamma_n \in \mathcal{F}_{\varepsilon_n} \) corresponding to a null-sequence of values \( \varepsilon_n \) in the interval \( (0, \varepsilon_0) \). Assume the component-wise arc-length and total curvature per \( P \)-period of the "fixed points" \( \Gamma_n, n \in N \), are uniformly bounded (as they will be under the assumptions of Thm. 2.4.5, where we set \( X := Y \)). Then:

\[
\liminf_{p \to p_i} |\nabla U(p)| \geq a_i(p_i),
\]

(96)
i = 1, 2, where \( p \in \Omega \) and \( p_i \) denotes any point in \( \Gamma_i \). In fact we have

\[
|\nabla U_i(p)| \geq E_i(p) := (\hat{a}_i(p) \exp(-2C_i U_i(p)),
\]

in \( \hat{\Omega}_i := \{ p \in \Omega : U_i(p) < 1/2 \} \) for \( i = 1, 2 \), where \( \hat{a}_i(p) : \text{Cl}(\hat{\Omega}_i) \to \mathbb{R} \) denotes the continuous function such that \( \hat{a}_i(p) = a_i(p) \) on \( \partial \Omega_i \) and \( \ln(\hat{a}_i(p)) \) is harmonic in \( \hat{\Omega}_i \), and where \( C_i = \sup \{ \ln(a_i(q)/|\nabla U(q)|) : q \in \bar{\Gamma} \} \), and where \( \bar{\Gamma} := \{ U(q) = 1/2 \} \). Observe that in (97), \( E_i(p) \), \( i = 1, 2 \), denotes a continuous function in \( \text{Cl}(\hat{\Omega}_i) \), such that \( E_i(p) = a_i(p) \) on \( \Gamma_i \).

**Remark 3.10** For \( \phi \in L^1(\mathbb{R}) \) and \( g \in L^p(\mathbb{R}) \) with \( p \geq 1 \), we have:

\[
\int_{-\infty}^{\infty} |(g * \phi)(x)|^p dx \leq \left( \int_{-\infty}^{\infty} |\phi(x)| dx \right)^p \left( \int_{-\infty}^{\infty} |g(x)|^p dx \right),
\]

where "\( g * \phi \)" denotes the convolution of \( \phi \) and \( g \) (see [SL], Thm. 6p, p. 374). If \( g \in L^p(\mathbb{R}) \) and \( \phi(x) \) denotes an integrable, \( \kappa \)-periodic function, then

\[
\int_{\tau}^{\tau+\kappa} |(g * \phi)(x)|^p dx \leq \left( \int_{\tau}^{\tau+\kappa} |\phi(x)| dx \right)^p \left( \int_{-\infty}^{\infty} |g(x)|^p dx \right)
\]

for any \( \tau \in \mathbb{R} \); in fact (99) follows by setting \( \phi(x) := \phi_n(x) \) in (98), where we define \( \phi_n(x) = \phi(x) \) in \([-n\kappa, n\kappa]\), \( \phi_n(x) = 0 \) in \( \mathbb{R} \setminus [-n\kappa, n\kappa] \), and using the fact that \( g * \phi_n \to g * \phi \) as \( n \to \infty \), where \( g * \phi \) is \( \kappa \)-periodic.

**Lemma 3.11** Let be given a family of fixed points \( \Gamma_{\varepsilon} = (\Gamma_{\varepsilon,1}, \Gamma_{\varepsilon,2}) \in \mathcal{F}_{\varepsilon} \), \( \varepsilon \in S \subset (0, \varepsilon_0) \), such that the total curvature (in one \( P \)-period) of the curves \( \Gamma_{\varepsilon,i} \), \( i = 1, 2 \), is bounded above by a constant \( M \) (independent of \( \varepsilon \in S \)). Then for any \( \delta \in (0, 1) \), there exists a constant \( C(\delta) \) such that

\[
\int_{\Gamma_{\varepsilon,i}} |\nabla U_{\varepsilon,i}(p)|^2 ds_{\varepsilon,i} \leq C(\delta),
\]

for \( i = 1, 2 \), uniformly for all \( \varepsilon \in S \), where \( U_{\varepsilon,i}(p) := U_i(\Gamma_{\varepsilon}; p) \) and \( \Phi_{\varepsilon,i}(\Gamma_{\varepsilon}) = \{ U_{\varepsilon,i}(p) = \varepsilon \delta \} \).

**Proof.** We fix the value \( \varepsilon \in S \), and suppress the subscript \( \varepsilon \). We also assume without loss of generality that the curve-pair \( \Gamma = (\Gamma_1, \Gamma_2) \in \mathcal{X} \) is analytic. We let \( \kappa = \kappa(\Gamma) \) denote the capacity of one \( P \)-period (in \( x \)) of the domain \( \Omega := \Omega(\Gamma) \), while \( K_i = K(\Gamma_i) \) : total curvature of one \( P \)-period of \( \Gamma_i \). Let \( w = F(z) : \mathbb{R} \times [0, 1] \to \text{Cl}(\Omega) \) be an analytic, \( \kappa \)-periodic, onto function, whose restriction to \( [\tau, \tau + \kappa) \times [0, 1] \) is one-to-one for each \( \tau \in \mathbb{R} \). Let \( G(x, y) = \ln(|F'(z)|) \) in \( \mathbb{R} \times [0, 1] \). Then the function

\[
G_y(x, y) = (\partial/\partial y) \ln(|F'(z)|) = - (\partial/\partial x) \arg(F'(z))
\]

is harmonic in \( \mathbb{R} \times [0, 1] \), and we have \( \int_{\tau}^{\tau+\kappa} \phi(x) dx = 0 \) and \( \int_{\tau}^{\tau+\kappa} |\phi(x)| dx \leq M \) for any \( \tau \in \mathbb{R} \), where we define \( \phi(x) := G_y(x, 0) \) in \( \mathbb{R} \). We define the function
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$H(x, y)$ in $\mathbb{R} \times [0, \infty)$ such that $H_y(x, 0) := \phi(x)$ in $\mathbb{R} \times \{0\}$ and such that $H_y$ is defined by the convolution integral:

$$H_y(x, y) := \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{y}{(x-t)^2 + y^2} \phi(t) \, dt$$

(101)

in $\mathbb{R} \times (0, \infty)$. Observe that $H_y(x, y)$ is bounded, $\kappa$-periodic (in $x$), continuous in $\mathbb{R} \times [0, \infty)$, and harmonic in $\mathbb{R} \times (0, \infty)$. Also $H_y = G_y$ in $\mathbb{R} \times \{0\}$ and $|H_y - G_y| \leq C$ on $\mathbb{R} \times \{1\}$ for some constant $C$, from which it follows that $|H_y(x, y) - G_y(x, y)| \leq 2Cy$ in $\mathbb{R} \times [0, \frac{1}{2}]$ by the maximum principle. Therefore,

$$|(G(x, b) - G(x, a)) - (H(x, b) - H(x, a))| \leq C(b^2 - a^2)$$

(102)

for any $x \in \mathbb{R}$ and $0 < a < b \leq \frac{1}{2}$. By integrating (101) over $y \in [a, b] \subset [0, 1/2]$, we get

$$H(x, b) - H(x, a) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \ln \left( \frac{(x-t)^2 + b^2}{(x-t)^2 + a^2} \right) \phi(t) \, dt,$$

from which it follows (see Remark 3.10) that

$$\int_{\tau}^{\tau+\kappa} |H(x, b) - H(x, a)|^N \, dx \leq \left( \frac{M}{2\pi} \right)^N \int_{-\infty}^{\infty} \left( \ln \frac{x^2 + b^2}{x^2 + a^2} \right)^N \, dx$$

(103)

for any $N \geq 1$. By substituting (103) into the series expansion for $\exp \left( H(x, b) - H(x, a) \right)$, we see that

$$\int_{\tau}^{\tau+\kappa} \left( e^{(H(x, b) - H(x, a))} - 1 \right) \, dx \leq I(M, a, b),$$

(104)

where

$$I(M, a, b) := \int_{-\infty}^{\infty} \left( \frac{x^2 + b^2}{x^2 + a^2} \right)^{M/2\pi} - 1 \right) \, dx < \infty.$$

By substituting (102) into (104), we find that

$$\int_{\Gamma_a} \frac{\left( \nabla U(p_a) \right)^2}{\nabla U(p_a)} \, ds_a = \int_{\tau}^{\tau+\kappa} \left( \frac{F'(x + jb)}{|F'(x + ja)|} \right) \, dx \leq (I(M, a, b) + \kappa) e^{C(b^2 - a^2)}$$

(105)

for any $0 < a < b \leq 1/2$, where $j = \sqrt{-1}$, and where, for any fixed $\alpha \in (0, 1/2]$, $p_\alpha := F(x + j\alpha)$ is the $\kappa$-periodic mapping of the line $\mathbb{R} \times \{\alpha\}$ onto the level curve of $U_i(p) = U_i(\Gamma; x)$ at altitude $\alpha$, and the arc $\Gamma_\alpha$ is one $P$-period (in $x$) of the image of that mapping. At this point, one can see that if $\Gamma$ is not analytic, then $\Gamma$ can be approximated by sequence of analytic curve-pairs in $\mathbf{X}$ having the same total-curvature bounds, and that the estimate (105) follows in the limit. We now reintroduce the parameter $\varepsilon \in S$. The assertion (100) follows from (105) by setting $U_i = U_{\varepsilon,i}$, $a = \delta \varepsilon$, and $b = \varepsilon$, and by observing that (a) the constant $C = C_\varepsilon$ can be chosen independent of small $\varepsilon \in S$, and (b) $|\nabla U_{\varepsilon,i}(p)|$ is bounded above on $\Gamma_\varepsilon := \{U_{\varepsilon,i}(p) = \varepsilon\}$, with an upper bound independent of
small \( \varepsilon \in S \) (see Lem. 3.28 (a)), and (c) \( I(M, \delta \varepsilon, \varepsilon) \) is bounded from above as \( \varepsilon \to 0+ \) for fixed \( \delta \in (0, 1) \) and \( M \in \mathbb{R}_+ \).

**Proof of Thm. 3.9.** In addition to the notation in the statement of Thm. 3.9 we also assume that \( \Gamma_\varepsilon \to \Gamma = (\Gamma_1, \Gamma_2) \in \mathcal{F} \) as \( \varepsilon \to 0+ \) in \( S \), where \( S \) denotes a positive, countable subset of \((0, 1/2] \), with sole accumulation point at 0, and where \( \Gamma_\varepsilon = (\Gamma_{\varepsilon, 1}, \Gamma_{\varepsilon, 2}) \in \mathcal{F}_\varepsilon \) is a "fixed point" of one of the operators \( T^\pm \) for each \( \varepsilon \in S \). In addition to the notation in the statement of Thm. 3.9 for any \( \varepsilon \in S \), we define the "full domains" \( \Omega_\varepsilon := \Omega(\Gamma_\varepsilon) \), the capacitary potentials \( U_{\varepsilon, i}(p) := U_i(\Gamma_\varepsilon; p) : \text{Cl}(\Omega_\varepsilon) \to \mathbb{R}_+ \), and the "half-domains" \( \Omega_{\varepsilon, i} := \{ p \in \Omega_\varepsilon : U_{\varepsilon, i}(p) < 1/2 \} \) and "center arcs" \( \Gamma_{\varepsilon, i} := \{ U_{\varepsilon, i}(p) = 1/2 \} \). For \( \varepsilon \in S \) and \( \delta \in (0, 1) \) we define the arcs \( \Gamma_{\varepsilon, \delta, i} := F_{\varepsilon, \delta, i}(\Gamma_\varepsilon) = \{ U_{\varepsilon, i}(p) = \varepsilon \delta \} \), the full domains \( \Omega_{\varepsilon, \delta, i} := \{ p \in \Omega_\varepsilon : U_{\varepsilon, i}(p) > \varepsilon \delta \} \), the harmonic mappings \( U_{\varepsilon, \delta, i}(p) : \text{Cl}(\Omega_{\varepsilon, \delta, i}) \to \mathbb{R} \) such that \( U_{\varepsilon, \delta, i}(\Gamma_{\varepsilon, i}) = ((U_{\varepsilon, i}(p) - \varepsilon \delta)/(1 - 2\varepsilon \delta)) \), the half domains \( \hat{\Omega}_{\varepsilon, \delta, i} := \{ \varepsilon \delta < U_{\varepsilon, i}(p) < 1/2 \} \), and center arcs \( \hat{\Gamma}_{\varepsilon, i} \).

In the notation of the proof of Lem. 3.22 the function \( \tilde{E}_{\varepsilon, 0}(z) := \ln(\varepsilon/|g_\varepsilon(f_\varepsilon(z) + \varepsilon) - z|) \) is harmonic for sufficiently small \( \varepsilon \in S \). It follows that the continuous function

\[
\phi_{\varepsilon, i}(p) := \ln(\varepsilon/|\Pi_{\varepsilon, i}(p) - p|) : \text{Cl}(\hat{\Omega}_{\varepsilon, i}) \to \mathbb{R} \tag{106}
\]

is harmonic in the domain \( \hat{\Omega}_{\varepsilon, i} := \{ p \in \Omega_\varepsilon : U_{\varepsilon, i}(p) \leq 1 - \varepsilon \} \) for any sufficiently small \( \varepsilon \in S \), where for each \( p \in \hat{\Omega}_{\varepsilon, i}, \Pi_{\varepsilon, i}(p) \) denotes the point of intersection of the arc of steepest ascent of \( U_{\varepsilon, i} \) through \( p \) with the level curve of \( U_{\varepsilon, i} \) at the altitude \( U_{\varepsilon, i}(p) + \varepsilon \). In view of this definition, it follows by Prop. 3.7 and Cor. 3.8 (especially Eqs. (91) and (95), where \( |p_{\varepsilon, \delta, i}(s) - \Pi_{\varepsilon, i}(s)| = |\Pi_{\varepsilon, i}(p_{\varepsilon, \delta, i}(s)) - \Pi_{\varepsilon, i}(s)| \) for all \( s \in \mathbb{R}_+ \)) that

\[
0 \leq |\Pi_{\varepsilon, i}(p) - p| - \text{dist}(p, \hat{\Gamma}_{\varepsilon, \delta, i}) \leq f_{\varepsilon, \delta, i}(p) = \varepsilon z_{\varepsilon, \delta, i}(p), \tag{107}
\]

uniformly for all \( p \in \Gamma_{\varepsilon, \delta, i} \) and all sufficiently small \( \varepsilon \in S \) and \( \delta \in (0, 1) \), where the measurable functions \( z_{\varepsilon, \delta, i}(p) : \Gamma_{\varepsilon, \delta, i} \to \mathbb{R} \) satisfy

\[
0 \leq z_{\varepsilon, \delta, i}(p) \leq C_1 \ln \Gamma_{\varepsilon, \delta, i} \text{ and } \int_{\Gamma_{\varepsilon, \delta, i}} z_{\varepsilon, \delta, i}(p) \, ds \leq M \sqrt{\varepsilon}, \tag{108}
\]

and where \( C_1 \) and \( M \) denote uniform constants independent of sufficiently small \( \varepsilon \in S \) and \( \delta \in (0, 1) \). (Here the arc integral refers to one \( P \)-period (in \( x \).))

We have (i) \( \alpha_i(p) \text{dist}(p, \hat{\Gamma}_{\varepsilon, i}) = \varepsilon \) for all sufficiently small \( \varepsilon \in S \) and all points \( p \in \Gamma_{\varepsilon, i} \) (see Thm. 3.72 Eq. (20)). Therefore, for any fixed value \( \delta \in (0, 1) \), there exists a value \( \eta = \eta(\delta) > 0 \) so small that

\[
\alpha_{\delta, i}(p) \text{dist}(p, \hat{\Gamma}_{\varepsilon, i}) \leq \varepsilon \tag{109}
\]

uniformly for all sufficiently small \( \varepsilon \in S \) and all points \( p \in \Gamma_{\varepsilon, \delta, i} \), where we define \( \alpha_{\delta, i}(p) := \eta(\delta) \alpha_i(p) \) throughout \( \mathbb{R}^2 \). For the remainder of the proof, we choose the value \( \eta = \eta(\delta) \) (corresponding to any given value \( \delta \in (0, 1) \)) to be as
large as possible subject to the requirement that \([109]\) holds for all sufficiently small \(\varepsilon \in S\) and all \(p \in \Gamma_{\varepsilon,\delta, i}\). Toward an upper bound for \(\eta(\delta)\), given any point \(p \in \Gamma_{\varepsilon,\delta, i}\), we choose the point \(q = q_{\varepsilon,\delta, i}(p) \in \Gamma_{\varepsilon, i}\) such that \(p\) and \(q\) both lie on the same arc of steepest ascent of the function \(U_{\varepsilon, i}\). By Cor. 2.34 there exists a positive constant \(C\), independent of \(\varepsilon \in S\), such that (ii) 

\[ |q_{\varepsilon,\delta, i}(p) - p| \leq (\varepsilon \delta / C) \]

for all \(p \in \Gamma_{\varepsilon,\delta, i}\), where \(q = q_{\varepsilon,\delta, i}(p)\). It is easily seen that if Eq. (109), and therefore (110), is satisfied for all sufficiently small \(\varepsilon \in S\) at a particular value \(\delta \in (0, 1)\) such that \(a_i(p) \delta \leq \overline{A} \delta < C\) for all \(p \in \Gamma_{\varepsilon, i}\), then we have that

\[ \eta(\delta) < \liminf_{\varepsilon \to 0^+} \left( \frac{C a_i(q_{\varepsilon,\delta, i}(p))}{C - a_i(q_{\varepsilon,\delta, i}(p)) \delta} \right) \leq \frac{C}{C - a_i(p) \delta} \leq \frac{C}{C - \overline{A} \delta}, \]  

for the same constant \(C > 0\).

Due to the fact that the function \(\phi_{\varepsilon, i}(p) : \mathrm{Cl}(\hat{\Omega}_{\varepsilon, i}) \to \mathbb{R}\) defined in (53) is harmonic in \(\hat{\Omega}_{\varepsilon, i}\), the related continuous function

\[ \phi_{\varepsilon,\delta, i}(p) := \ln \left( \frac{\varepsilon}{a_{\varepsilon,\delta, i}(p)|\Pi_{\varepsilon, i}(p) - p|} \right) : \mathrm{Cl}(\hat{\Omega}_{\varepsilon,\delta, i}) \to \mathbb{R} \]  

is harmonic at least in the domain \(\hat{\Omega}_{\varepsilon,\delta, i}\), where we define the continuous function \(a_{\varepsilon,\delta, i}(p) : \mathrm{Cl}(\hat{\Omega}_{\varepsilon,\delta, i}) \to \mathbb{R}\) such that \(a_{\varepsilon,\delta, i}(p) = a_{\varepsilon, i}(p) := \eta(\delta) a_i(p)\) on \(\partial \Omega_{\varepsilon,\delta, i}\) and \(\ln(a_{\varepsilon,\delta, i}(p))\) is harmonic in \(\Omega_{\varepsilon, i}\). (Here, the value \(\delta \in (0, 1)\) is fixed and sufficiently small, and \(\eta(\delta)\) satisfies (111).) It follows from (107), (108), and (109) that \(a_{\varepsilon,\delta, i}(p)|\Pi_{\varepsilon, i}(p) - p| \leq (1 + a_{\varepsilon,\delta, i}(p) z_{\varepsilon,\delta, i}(p)) \varepsilon\), and therefore that

\[ \phi_{\varepsilon,\delta, i}(p) \geq \ln(1/(1 + a_{\varepsilon, i}(p) z_{\varepsilon,\delta, i}(p))) \geq -a_{\varepsilon, i}(p) z_{\varepsilon,\delta, i}(p) \]  

both for all points \(p \in \Gamma_{\varepsilon,\delta, i}\). We also consider the continuous function

\[ \psi_{\varepsilon,\delta, i}(p) := \phi_{\varepsilon,\delta, i}(p) + 2 C_{\varepsilon,\delta, i} U_{\varepsilon,\delta, i}(p) : \mathrm{Cl}(\hat{\Omega}_{\varepsilon,\delta, i}) \to \mathbb{R} \]  

(harmonic in \(\hat{\Omega}_{\varepsilon,\delta, i}\)), where we define

\[ U_{\varepsilon,\delta, i}(p) := (2(U_{\varepsilon, i}(p) - \varepsilon \delta)/(1 - 2 \varepsilon \delta)), \]  

\[ \nabla U_{\varepsilon,\delta, i}(p) = (2 \nabla U_{\varepsilon, i}(p)/(1 - 2 \varepsilon \delta)), \]

and where we use the constant \(C_{\varepsilon,\delta, i}\) to denote the least value such that

\[ C_{\varepsilon,\delta, i} \geq -\phi_{\varepsilon,\delta, i}(p) = \ln \left( (a_{\varepsilon,\delta, i}(p)|\Pi_{\varepsilon, i}(p) - p|)/\varepsilon \right) \]  

(116)
uniformly for all \( p \in \hat{\Gamma}_\varepsilon \). Then we have
\[
\psi_{\varepsilon,\delta,i}(p) \geq 0 \quad \text{on} \quad \hat{\Gamma}_\varepsilon; \quad \psi_{\varepsilon,\delta,i}(p) \geq -a_{\delta,i}(p) z_{\varepsilon,\delta,i}(p) \quad \text{on} \quad \Gamma_{\varepsilon,\delta,i},
\] (117)
due to (113), (114), (115), and (116).

We also introduce the \( P \)-periodic (in \( x \)) Green’s function \( G_{\varepsilon,\delta,i}(p_0,i,q) \geq 0 \) for the Laplace operator in the \( P \)-periodic domain \( \hat{\Omega}_{\varepsilon,\delta,i} \). For any specified point \( p_0,i \in \hat{\Omega} \) and value \( \rho > 0 \) such that \( \text{Cl}(B_\rho(p_0,i)) \subset \hat{\Omega} \), and for any sufficiently small values \( \varepsilon \in S \) and \( \delta \in (0, \, 1) \) (so small that \( \text{Cl}(B_\rho(p_0,i)) \subset \hat{\Omega}_{\varepsilon,\delta,i} \)), we use \( G_{\varepsilon,\delta,i}(p_0,i,q) \) to denote the unique \( P \)-periodic (in \( x \)) continuous function of \( q \) in \( \text{Cl}(\hat{\Omega}_{\varepsilon,\delta,i}) \) such that
\[
\Delta_q G_{\varepsilon,\delta,i}(p_0,i,q) + \sum_{n=-\infty}^{\infty} \delta(q - p_0,i - n(P,0)) = 0
\]
in \( \hat{\Omega}_{\varepsilon,\delta,i} \) and \( G_{\varepsilon,\delta,i}(p_0,i,q) = 0 \) for all \( q \in \partial \hat{\Omega}_{\varepsilon,\delta,i} \), where \( \delta(\cdot) \) denotes the Dirac delta function. We also use \( C_{\rho}(p_0,i) \) to denote a positive constant such that
\[
G_{\varepsilon,\delta,i}(p_0,i,q) \leq C_{\rho}(p_0,i) U_{\varepsilon,\delta,i}(q)
\] (118)
for all \( q \in \partial Q_\rho(p_0,i) \), and uniformly for all sufficiently small values \( \varepsilon \in S \) and \( \delta \in (0, \, 1) \), where we define the \( P \)-periodic set \( Q_\rho(p_0,i) := ( \bigcup_{n=-\infty}^{\infty} B_\rho(p_0,i + n(P,0)) \). Since both sides of (118) are harmonic functions in \( \hat{\Omega}_{\varepsilon,\delta,i} \setminus Q_\rho(p_0,i) \) which vanish on \( \Gamma_{\varepsilon,\delta,i} \), and since \( G_{\varepsilon,\delta,i}(p_0,i,q) = 0 \leq U_{\varepsilon,\delta,i}(q) = 1/2 \) for all \( q \in \Gamma_{\varepsilon} \), it follows that the inequality (118) holds throughout \( q \in \hat{\Omega}_{\varepsilon,\delta,i} \setminus Q_\rho(p_0,i) \) by the maximum principle. Therefore, we also have
\[
|\nabla_q G_{\varepsilon,\delta,i}(p_0,i,q)| \leq C_{\rho}(p_0,i) |\nabla U_{\varepsilon,\delta,i}(q)|
\] (119)
(\[
= (2C_{\rho}(p_0,i)/(1 - 2\varepsilon\delta)) |\nabla U_{\varepsilon,\delta,i}(q)|
\]
for \( q \in \Gamma_{\varepsilon,\delta,i} \). Since \( \psi_{\varepsilon,\delta,i}(q) \) is harmonic throughout \( \hat{\Omega}_{\varepsilon,\delta,i} \), it follows from Green’s second identity that
\[
\psi_{\varepsilon,\delta,i}(p_0,i) = \int_{\partial \hat{\Omega}_{\varepsilon,\delta,i}} \left( \frac{\partial G_{\varepsilon,\delta,i}(p_0,i,q)}{\partial \nu_q} \right) \psi_{\varepsilon,\delta,i}(q) \, ds_{\varepsilon,\delta,i}
\] (120)
where \( \hat{\Omega}_{\varepsilon,\delta,i} \) refers to one \( P \)-period (containing the point \( p_0,i \)) of the corresponding \( P \)-periodic region, and \( \partial / \partial \nu_q \) refers to the normal derivative at \( q \in \partial \hat{\Omega}_{\varepsilon,\delta,i} \) in the direction of the interior normal vector. Since \( \frac{\partial}{\partial \nu_q} G_{\varepsilon,\delta,i}(p_0,i,q) = |\nabla_q G_{\varepsilon,\delta,i}(p_0,i,q)| \geq 0 \) for all \( q \in \Gamma_{\varepsilon,\delta,i} \cup \Gamma_{\varepsilon} \), it follows from (120) via the inequalities (117a,b) and (119) that
\[
\psi_{\varepsilon,\delta,i}(p_0,i) \geq - \int_{\Gamma_{\varepsilon,\delta,i}} |\nabla_q G_{\varepsilon,\delta,i}(p_0,i,q)| a_{\delta,i}(q) z_{\varepsilon,\delta,i}(q) \, ds_{\varepsilon,\delta,i}
\] (121)
sufficiently small, then it follows from (122) in the limit as ε → 0+ provided that the constant δ ∈ (0, 1) is sufficiently small (see Lem. 3.11, Eq. (100)), while, concerning the second integral, we have that

\[
 a_{δ,i}(p) = η(δ) a_i(p) \leq (C A \parallel (C - A)δ)
\]

in \( \mathbb{R}^2 \) uniformly for all \( 0 < δ < \min\{1, (C / A)\} \) (see (111)), while it follows from (110) that

\[
 \int_{Γ_{ε,δ,i}} z_{ε,δ,i}(p) ds_{ε,δ,i} \leq C_1 \int_{Γ_{ε,δ,i}} z_{ε,δ,i}(p) ds_{ε,δ,i} \leq C_1 M \sqrt{ε},
\]

uniformly for sufficiently small \( δ ∈ (0, 1) \) and \( ε \in S \). Therefore, for any sufficiently small \( δ ∈ (0, 1) \), the second integral approaches 0 as \( ε → 0+ \) relative to \( S \). For any specified point \( p_{0,i} ∈ Ω_i \), we abbreviate Eq. (120) to state that

\[
 \psi_{ε,δ,i}(p_{0,i}) ≥ -ζ(ε, δ, i),
\]

where \( ζ(ε, δ, i) → 0 \) as \( ε → 0+ \) relative to \( S \) for any fixed, sufficiently small \( δ ∈ (0, 1) \). By substituting the definition of the function \( ψ_{ε,δ,i}(p) \) (see (113), (114), (115), and (116)), we obtain the equivalent inequality:

\[
\frac{ε}{\Pi_{ε,i}(p_{0,i}) - p_{0,i}} ≥ \bar{a}_{ε,δ,i}(p_{0,i}) \exp(-2C_{ε,δ,i} U_{ε,δ,i}(p_{0,i})) \exp(-ζ(ε, δ, i)),
\]

valid for any point \( p_{0,i} ∈ Ω_i \) if \( ε \in S \) is sufficiently small (depending on \( p_{0,i} \)). We have that \( U_{ε,δ,i}(p) → U_i(p) \) and \( \nabla U_{ε,δ,i}(p) → \nabla U_i(p) \), both in any compact subset of \( Ω_i \) as \( ε → 0+ \) relative to \( S \) (see Def. 233 and Thm 234), while, by the Theorem of the mean, we also have for any point \( p_{0,i} ∈ Ω_i \) that

\[
(ε / [Π_{ε,i}(p_{0,i}) - p_{0,i}]) ≤ |\nabla U_{ε,i}(p_{0,i})|
\]

for some point \( p_{0,i}^* \) in the line-segment joining \( p_{0,i} \) to \( Π_{ε,i}(p_{0,i}) \). In view of this, it follows from (122) in the limit as \( ε → 0+ \) relative to \( S \) that if \( δ ∈ (0, 1) \) is sufficiently small, then

\[
|\nabla U_i(p_{0,i})| ≥ \bar{a}_{δ,i}(p_{0,i}) \exp(-2C_{δ,i} U_i(p_{0,i}))
\]

(123)
constant $M^{-2.16}$, Thm. 5.2(c)), Eq. (232) and Lem. 2.32, Eq. (47)) that there exists a weak solution $\tilde{\Gamma}$ per $P$ such that for any sufficiently small value $\varepsilon(t) \to 0$ as $t \to 0+$, where we define $C_i$ such that $\exp(C_{i}) := \inf \{ \{a_{i}(q) / \left| \nabla U_{i}(q) \right| : q \in \tilde{\Gamma}\}$. For $p$ near $\Gamma_i$ in $\tilde{\Omega}$, the inequality (123) reduces to

$$|\nabla U_i(p)| \geq \hat{a}_i(p) - z(\text{dist}(p, \Gamma_i)),$$

where $z(t) \to 0$ as $t \to 0+$, while, relative to the arc $\tilde{\Gamma}$, (123) reduces to the inequality:

$$|\nabla U_i(p)| \geq \hat{a}_i(p) \exp(-C_i) = \hat{a}_i(p) \inf \{ |\nabla U_i(p)|/a_i(p) : p \in \tilde{\Gamma}\}$$

Since $\ln(|\nabla U_i(p)|/\hat{a}_i(p))$ is harmonic in $\tilde{\Omega}$, it follows from (124) and (125) by the maximum principle that Eq. (17) holds, as was asserted.

3.4 Existence of classical solutions for Probs. 1.1 and 2.2

**Theorem 3.12** (Extension of Thms. 1.2 and 2.4: existence of classical solutions between strict lower and strict upper solutions) In the context of Prob. 2.2, let be given a strict lower solution (or sub-solution) $\tilde{\Gamma} \in X \cap C^2$ and a strict upper solution (or super-solution) $\hat{\Gamma} \in X \cap C^2$ such that $\tilde{\Gamma} < \Gamma$. Then:

(a) There exists at least one weak solution $\Gamma = (\Gamma_1, \Gamma_2) \in F$ such that $\hat{\Gamma} < \Gamma < \tilde{\Gamma}$, and such that, for $i = 1, 2$, the arc-length per $P$-period and total curvature per $P$-period of $\Gamma_i$ are both bounded by $M$ (i.e. $||\Gamma_i||$ $\leq$ $M$ and $K(\Gamma_i)$ $\leq$ $M$), where $M$ denotes a constant depending only on $A, \overline{A}, A_1, A_2$.

(b) Any weak solution $\Gamma$ with the properties in Part (a) is a classical solution in the sense that $\Gamma = (\Gamma_1, \Gamma_2) \in X \cap C^1$ and that, for the function $U(p) := U(\Gamma(p))$, the derivative $\nabla U(p)$ has a continuous extension to the closure of $\Omega := \Omega(\Gamma)$ such that $|\nabla U(p)| = a_i(p)$ point-wise in $\Gamma_i, i = 1, 2$.

**Proof.** In the context of Def. 2.3, it follows from Thm. 2.18 (see also Thm. 2.16 Thm. 5.2(c)), Eq. (232) and Lem. 2.32 Eq. (17) that there exists a constant $M$ such that for any sufficiently small value $\varepsilon \in (0, \varepsilon_1)$, the operator $T_\varepsilon$ (denoting either $T_\varepsilon^+$ or $T_\varepsilon^-$) has a fixed point $\Gamma_\varepsilon = (\Gamma_{\varepsilon,1}, \Gamma_{\varepsilon,2}) \in Y$ such that $||\Gamma_{\varepsilon,1}||, ||\Gamma_{\varepsilon,2}||, K(\Gamma_{\varepsilon,1}), K(\Gamma_{\varepsilon,2}) \leq M$. In view of this, it follows from Thm. 2.34 that, given any null-sequence $(\varepsilon(n))_{n=1}^\infty$ of values in $(0, \varepsilon_1)$, there exists a subsequence $(\varepsilon(n(k)))_{k=1}^\infty$ of the natural numbers such that the pairs $\Gamma_k := \Gamma_{\varepsilon(n(k))}$ converge as $k \to \infty$ to a weak solution $\Gamma \in Y$. In view of Thm. 2.18 Thm. 3.1 implies that $\limsup_{p \to p_i} |\nabla U(p)| \leq a_i(p_i)$ for $p \in \Omega$ and $i = 1, 2$, and Thm. 3.4 implies that $\liminf_{p \to p_i} |\nabla U(p)| \geq a_i(p_i)$, for $p \in \Omega$ and $i = 1, 2$, where $U(p) := U(\Gamma(p))$ in $C(\Omega)$. The smoothness of $\Gamma$ follows from Thm. 3.13 below. It also follows from Thm. 2.18(b) that $||\Gamma_1||, ||\Gamma_2||, K(\Gamma_1), K(\Gamma_2) \leq M$.

**Theorem 3.13** (Uniform curvature bounds for solutions) For any given classical solution $\Gamma = (\Gamma_1, \Gamma_2)$ of Prob. 2.2 (which exists by Thm. 3.12), let
\[ U(p) = U(\Gamma; p) \] denote the capacitive potential in the closure of the domain \( \Omega := \Omega(\Gamma) \). Then \( \nabla(\ln(|\nabla U(p)|)) \leq L_0 \) and \( |\nabla(\arg(\nabla U(p)))| \leq L_0 \), both in \( \Omega := \Omega(\Gamma) \), where the bound \( L_0 \) depends only on \( A, A_1, A_2, \) and \( A_2 \), in fact we can choose:

\[
L_0 = \ln\left(\frac{A}{\underline{A}}\right) + \left(A_1/\underline{A}\right) + \left(2\frac{A}{\underline{A}}(A_2 + A_1^2)/\underline{A}\right).
\]  

(126)

It follows that the conjugate harmonic functions: \( \ln(|\nabla U(p)|) \) and \( \arg(\nabla U(p)) \), are uniformly Lipschitz-continuous in \( \text{Cl}(\Omega) \), with the same Lipschitz constant \( L_0 \). (Here \( |\nabla U| = a(p) \) on \( \Gamma \).) In particular, the curvatures of the level curves \( \Gamma_\alpha := \{U(x) = \alpha\}, \alpha \in (0, 1) \), are uniformly bounded independent of \( \alpha \in (0, 1) \), and the same curvature bound (dependent on \( A, A_1, A_2, \) and \( A_2 \) only) carries over to the directed boundary arcs \( \Gamma_1, \Gamma_2 \).

Lemma 3.14 (Boundary derivative estimates) (a) For any classical solution \( \Gamma \in X \) of Prob. 2.2 and any continuous function \( f(p) : \text{Cl}(\Omega) \rightarrow \mathbb{R} \) (where \( \Omega := \Omega(\Gamma) \)), the solution \( \phi(p) \) of the Dirichlet problem: \( \Delta \phi(p) = f(p) \) in \( \Omega \), \( \phi(\partial \Omega) = 0 \) is such that \( |\phi(p)| \leq \left(|f|/2A^2\right) \) and \( |\nabla \phi| \leq \left(2\frac{A}{\underline{A}}|f|/\underline{A}\right) \), both in \( \Omega \), where \( |f| := \sup\{|f(p)| : p \in \Omega\} \).

(b) Let \( \phi(p) \) solve the above Dirichlet problem, where \( f(p) \geq \varepsilon \) for some \( \varepsilon > 0 \). Then \( |\nabla \phi(p)| \geq (\Delta \varepsilon/4A^2) \) for all \( p \in \partial \Omega \).

Proof. We map \( \Omega \) conformally onto the strip \((0, 1) \times \mathbb{R}\) under the analytic mapping:

\[ w = u + jv = F(z) = U(z) + jV(z), \]

where \( V(z) \) is the harmonic conjugate of \( U := U(\Gamma; z) \) in \( \Omega \). We define the function \( \psi(u, v) : (0, 1) \times \mathbb{R} \rightarrow \mathbb{R} \) such that \( \phi(z) = \psi(F(z)) \) in \( \Omega \). Then

\[
|\nabla_w \psi| = (|\nabla_z \phi|/|F'(z)|),
\]

(127)

\[
f(x, y) = (\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}) \phi(x, y) = |F'(z)|^2(\frac{\partial^2}{\partial u^2} + \frac{\partial^2}{\partial v^2}) \psi(u, v),
\]

(128)

where

\[
0 < A \leq |F'(z)| \leq \underline{A}
\]

(129)

in \( \Omega \) (by the maximum principle, since \( \ln(|F'|) \) is harmonic in \( \Omega \) and \( 129 \) holds on \( \partial \Omega \)). By \( 127 \), \( 128 \), and maximum principles for the Poisson equation, we have

\[
|\psi(u, v)| \leq \Psi(u, v) := (|f|/2\underline{A}^2)u(1-u)
\]

(130)

in \((0, 1) \times \mathbb{R}\). The first estimate in Part (a) follows from this. Also, it follows from \( 130 \) and a gradient estimate for solutions of the Poisson Equation: \( \Delta \psi = g \) (namely \( |\nabla \psi(z_0)| \leq (2\sqrt{2}/r)\sup\{|\psi(z)| : |z - z_0| \leq r\}) + (r/2\sqrt{2})|g| \); see [GT], Sect. 3.4, p. 37) that \( |\nabla_w \psi(u, v)| \leq (|f|/2\underline{A}^2) \) uniformly in \((0, 1) \times \mathbb{R}\), from which the second estimate in Part (a) follows by \( 127 \) and \( 129 \).

Remark 3.15 (Strengthening of Thm. 3.4) After the estimates \( 128 \) and \( 129 \) have been proved, it follows from them that for any weak solution \( \Gamma \in F \) of Prob. 2.2 we have \( |\nabla U(p)| \leq \underline{A} \) in \( \Omega := \Omega(\Gamma) \), since \( |\nabla U(p)| = |\nabla U(\Gamma; p)| \) is
sub-harmonic in \( \Omega \). Also, \( \hat{a}_i(p) \geq \mathcal{A} \) in \( \hat{\Omega}_i \), since \( \ln(\hat{a}_i(p)) \) is harmonic in \( \hat{\Omega}_i \) and the same estimate holds on \( \partial \Omega_i \). In view of this, we can actually choose \( C_i := \ln(\mathcal{A}/\mathcal{A}) \) in (131). Thus, the estimate (131) is improved to state that

\[
\ln(|\nabla U_i(p)|/\hat{a}_i(p)) \leq 2 \ln(\mathcal{A}/\mathcal{A}) U_i(p) \leq 2 \mathcal{A} \ln(\mathcal{A}/\mathcal{A}) \text{dist}(p, \Gamma_i)
\]

in \( \hat{\Omega}_i = \{U_i(p) < 1/2\} \) for any weak solution \( \Gamma \in \mathcal{F} \).

**Proof of Thm. 3.13** To obtain uniform upper bounds for \( |\nabla(\ln(|\nabla U_i(p)|))| \), \( i = 1, 2 \), we estimate the terms in the obvious inequality:

\[
|\nabla(\ln(|\nabla U_i(p)|))| \leq |\nabla(\ln(|\nabla U_i(p)|/\hat{a}_i(p))| + |\nabla(\ln(\hat{a}_i(p))| + |\nabla(\hat{a}_i(p))|
\]

relative to \( \hat{\Omega}_i := \{p \in \Omega : U_i(p) < 1/2\}, i = 1, 2 \). Here, we define the function: \( \hat{\phi}_i(p) := \ln(\hat{a}_i(p)/\hat{a}_i(p)) : \text{Cl}(\hat{\Omega}_i) \rightarrow \mathbb{R} \), where \( \hat{a}_i(p) : \text{Cl}(\hat{\Omega}_i) \rightarrow \mathbb{R} \) denotes a logarithmically harmonic function which coincides with \( a_i(p) \) on \( \partial \Omega_i \). Concerning the first term on the right side of (132), it follows from (131) by a standard derivative estimate that \( |\nabla(\ln(|\nabla U(p)|/\hat{a}_i(p))| \leq \ln(\mathcal{A}/\mathcal{A}) \) near \( \Gamma_i \) in \( \Omega \), \( i = 1, 2 \). For the second term, we have \( |\nabla(\ln(\hat{a}_i(p))| \leq (A_1/\mathcal{A}) \) in \( \mathbb{R}^2 \) by assumption. For the third term, we observe that \( \hat{\phi}_i(p) \) solves the Dirichlet problem: \( \Delta \hat{\phi}_i(p) = f_i(p) := \Delta (\ln(\hat{a}_i(p)) \) in \( \hat{\Omega}_i \), \( \hat{\phi}_i(\partial \hat{\Omega}_i) = 0 \). Therefore, it follows from Lem. 3.13 that

\[
|\nabla\hat{\phi}_i(p)| \leq 2(\mathcal{A}/\mathcal{A}^2)|f_i| \leq 2(\mathcal{A}/\mathcal{A}^2)(\mathcal{A}A_2 + A_1^2)
\]

in \( \hat{\Omega}_i \). The assertion (132) follows by substituting these three estimates into (132).

### 3.5 Uniform \( C^{3,\tilde{\rho}} \)-continuations

**Theorem 3.16** (Smooth uniform continuations of capacitary potentials of solutions of Prob. 2.2) Given \( \rho \in (0, 1] \), let \( \mathcal{M}(\rho) \) denote the family of all classical solutions \( \Gamma = (\Gamma_1, \Gamma_2) \in \mathcal{X} \) of Prob. 2.2 corresponding to a family of functions \( a_1(p), a_2(p) \in \mathcal{A}_\rho \), and whose \( \mathcal{A}_\rho \)-norms are uniformly bounded from above by a single value \( \mathcal{B} \). Then:

(a) The set of all periodic conformal mappings \( w = F(z) \) of the strip \( \mathcal{S} := [0, 1] \times \mathbb{R} \) onto the closed regions \( \text{Cl}(\Omega(\Gamma)) \), \( \Gamma \in \mathcal{M}(\rho) \) is uniformly bounded in the \( C^{3,\tilde{\rho}}(\mathcal{S}) \)-norm (for some value \( \tilde{\rho} \in (0, \rho] \)), and they can, therefore, all be continued as \( C^{3,\tilde{\rho}} \)-functions to a single wider strip \( \mathcal{S}_B := (-\delta, 1+\delta) \times \mathbb{R} \) (where \( \delta > 0 \)), in such a way as to remain uniformly bounded in the \( C^{3,\tilde{\rho}} \)-norms on \( \mathcal{S}_B \).

(b) Let \( \mathcal{M}^\ast(\rho) \) denote the sub-family of pairs \( \Gamma \in \mathcal{M}(\rho) \) such that \( |p_i(t) - p_i(\tau)| \geq \mathcal{C}_0 \eta |t - \tau| \) for \( i = 1, 2 \) and all \( t, \tau \in \mathbb{R} \), where \( \mathcal{C}_0 \) is any fixed positive constant, \( \eta(t) := \min\{1, t\} \), and \( p_i(t) : \mathbb{R} \rightarrow \Gamma_i, i = 1, 2 \), denote arc-length
parametrizations of the corresponding arcs $\Gamma_i$. Then there exists a value $\delta > 0$ so small that the continued functions $w = F(z)$ map the strip $\omega_3$ invertibly onto the extended regions $\Omega_3(\Gamma)$ in such a way that the inverse mappings $z = F^{-1}(w) : \Omega_3(\Gamma) \to \omega_3$, $\Gamma \in \mathfrak{M}(\phi)$ are also uniformly bounded in the $C^{3,\delta}$-norm. The continued capacitary potentials $U(p) = U(\Gamma; p) : \Omega_3(\Gamma) \to (-\delta,1+\delta)$, $\Gamma \in \mathfrak{M}^*(\phi)$, defined such that $U(p) := \text{Re}(F^{-1}(z))$, are also uniformly bounded in their respective $C^{3,\delta}(\Omega_3(\Gamma))$-norms.

Lemma 3.17 Given any functions $f_i \in C^{1,\delta}(\mathbb{R})$, $i = 1,2$, such that $|f_i|, |f_i'| \leq M$ and $|f_i'(x_1) - f_i'(x_2)| \leq L|x_1 - x_2|$ for all $x_1, x_2 \in \mathbb{R}$ (for some constants $M, L \in \mathbb{R}_+$ and $\phi \in [0,1]$), let $U(x,y) : \text{Cl}(\omega) \to \mathbb{R}$ denote the bounded solution of the Dirichlet problem: $\Delta U = 0$ in $\omega := \mathbb{R} \times (0,1)$, $U = f_1$ on $\gamma_1$, $i = 1,2$ (where $\gamma_1 = \mathbb{R} \times \{0\}, \gamma_2 := \mathbb{R} \times \{1\}$). Then there exist new constants $M^*, L^* \in \mathbb{R}_+$ and $\phi^* \in (0,\phi)$ such that

$$|\nabla U(p)| \leq M^*; \ |\nabla U(p) - \nabla U(q)| \leq L^*|p-q|^\phi^*,$$

both for all points $p,q \in \text{Cl}(\omega)$. (In fact one can first choose $\phi^*$ arbitrarily close to $\phi$ in $(0,\phi)$, and then choose $0 < M^* = C_0(M + (L/\phi))$ and $0 < L^* = C_1((M + (L/(\phi - \phi^*))))$, where $C_0, C_1$ denote universal constants.

Proof outline. Under the assumptions, we have $|U_x(x,y)| \leq M$ and $|U_x(x+h,y) - U_x(x,y)| \leq L|h|$, both for all $(x,y), (x+h,y) \in \omega$, since the left sides are continuous in $\text{Cl}(\omega)$ and sub-harmonic in $\omega$, and since the same inequalities hold on $\partial \omega$. Therefore $|U_x(x+h,y) - U_x(x,y)| \leq (L+2M)|h|$, for $(x,y), (x+h,y) \in \mathbb{R} \times [0,1]$ and $\phi^* \in (0,\phi)$, as follows directly if $|h| \leq 1$, and from: $|U_x| \leq M$ otherwise. For the proof of the remaining estimates, we observe that $U(p) = U_1(p) + U_2(p)$, where $U_1$ (resp. $U_2$) solves the Dirichlet problem in the case where $f_2(x) = 0$ ($f_1(x) = 0$). It suffices to consider only the first case, for which we set $f = f_1$ and $U := U_1$. For this case, the solution of the Dirichlet problem is given (for $0 < x \leq 1$) by the convolution-integral formula:

$$U(x,y) = \int_{-\infty}^{\infty} K(t,y) f(x-t) \, dt,$$

where the kernel is the harmonic function: $K(x,y) = \frac{1}{\alpha}(\sin(2\alpha y))/(\sin^2(\alpha y) + \sinh^2(\alpha x)) = (1/\pi)(\partial/\partial y)(\text{Re}(\ln(\sinh(\alpha z))))$, in which $\alpha = \pi/2$. One can show by applying parameter differentiation and integration by parts to (133), that:

$$U_x(x,y) - f'(x) = \int_{-\infty}^{\infty} K(t,y) (f'(x-t) - f'(x)) \, dt,$$

$$U_y(x,y) = -2f(x) + \int_{-\infty}^{\infty} (K(t,y) + \text{sign}(t))(f'(x-t) - f'(x)) \, dt,$$

$$U_y(x,y) - U_y(x,0) = \int_{-\infty}^{\infty} (\tilde{K}(t,y) - \tilde{K}(t,0))(f'(x-t) - f'(x)) \, dt,$$
all for $0 < y \leq 1$, where (134), (136) follow from (133), (135), respectively, and where (135), with $y = 0$, defines the function $U_y(x, 0) : \mathbb{R} \to \mathbb{R}$. Here we define $K(x) := (\partial / \partial y) \int_0^y K(s, y) ds = -(\sinh(\alpha x) \cosh(\alpha x) / (\sinh^2(\alpha x) + \sin^2(\alpha y))), K(0, y) = -\coth(\alpha x)$, and $K(x, y) = K(x, 0) = \coth(\alpha x) (\sin^2(\alpha y) / (\sin^2(\alpha x) + \sin^2(\alpha y)))$. Under the assumptions, one can show by estimating the singular integrals (134), (135), and (136) that $|U_y(x, y)| \leq C_0 (|f| + |f'| + (L/\rho))$ for $y \neq 0$, and that $|U_x(x, y) - U_x(x, y)|, |U_y(x, y) - U_y(x, y)| \leq C_1 (|f| + |f'|)|h|^\delta$, both for $y = 0$ and $|h| \leq 1$, where $C_0, C_1$ are constants independent of $L, M, \rho$. The first inequality holds for all $(x, y) \in \mathbb{R} \times [0, 1]$, as one sees by odd continuation of $U$ across $\gamma_2$ (where $U = 0$) and the maximum principle (since the left side is bounded and sub-harmonic). For any fixed $0 < h < 1$, the second and third inequalities also hold for all $(x, y) \in \mathbb{R} \times [0, 1 - h]$, by the same odd continuation argument. Similarly, a double application of (135) yields a formula for $U_y(x, h + y) - U_y(x, 0)$, which one can estimate to show (after increasing $C_1$ if necessary) that, for any given $h \in [-1, 1] \setminus \{0\}$, we have: $|U_y(x, h + y) - U_y(x, y)| \leq C_1 (|f| + (L/\rho) + L \ln(1/|h|))|h|^\delta$ for all $x \in \mathbb{R}$, provided that $y = 0$. This inequality extends to $(x, y) \in \mathbb{R} \times [0, 1]$ by odd continuation (of $U$ across $\gamma_2$), since the left side is bounded and subharmonic. Finally, for $h \in [-1, 1] \setminus \{0\}$ and $0 < \delta < \delta' + \delta = \delta$, we have $|U_y(x, h + y) - U_y(x, y)| \leq C_1 (|f| + (L/\rho) + L \ln(1/|h|))|h|^\delta$ for all $(x, y) \in \mathbb{R} \times [0, 1]$, since $|h| \ln(1/|h|) \leq (1/e \delta)$. Finally, the same inequality holds for $|h| \geq 1$ after suitably increasing $C_1$ while keeping $C_0$ fixed.

**Proof of Thm. 3.16**. Part (a). As in the proof of Lem. 3.11 for any $\rho \in (0, 1)$ and any classical solution $\Gamma \in \mathcal{M}(\rho)$ of Prob. 2.2 let $w = F(z)$ denote the corresponding periodic conformal mapping of the strip $\mathcal{W} := \mathcal{C}(\omega) := \mathbb{R} \times [0, 1]$ onto $\mathcal{C}(\partial \Gamma)$, (The term ”admissible” expresses a correspondence of the mapping $w = F(z)$ to some arc $\Gamma \in \mathcal{M}(\rho)$.) For any admissible function $w = F(z)$ and any $z \in \mathcal{W}$, we have that

$$(1/\mathcal{A}) \leq |F'(z)| = (1/|\nabla U(F(z))|) \leq (1/\mathcal{A}). \quad (137)$$

We have that (i): $\phi(x, y) = A(F(x, y))$ in $\mathbb{R} \times [0, 1]$, where we define $\phi(x, y) := \ln(|F'(x, y)|) \in \mathbb{R} \times [0, 1]$ and $A(p) = (1/a_i(p))$ on $\Gamma_i$ for $i = 1, 2$. By differentiating (i), we determine that (ii): $\phi_x(x, y) = A'(F(x, y))F_x(x, y)$ in $\mathbb{R} \times [0, 1]$, from which it follows that if $A'$ is uniformly bounded and the function $F_x(x, y)$ is in $C^\theta(\mathbb{R} \times \{0, 1\})$, then the function $\phi_x(x, y)$ is in $C^\theta(\mathbb{R} \times \{0, 1\})$. It follows by Lem. 3.17 that the function $\nabla \phi(x, y)$ is in $C^{\theta}(\mathbb{R} \times [0, 1])$ for a smaller value $\theta \in (0, 1)$, and therefore, by the Cauchy-Riemann equations, that the function $\nabla (\log(F'(x, y)))$ is also in $C^{\theta}(\mathbb{R} \times [0, 1])$. Finally, one shows using (137), that $\nabla (F'(x, y))$ is in $C^{\theta}(\mathbb{R} \times [0, 1])$, and therefore that all second order partial derivatives of $(F, x)$ are in $C^{\theta}(\mathbb{R} \times [0, 1])$, completing the first cycle of the argument.

At this point, it follows from (ii) by differentiation that (iii): $\phi_{xx}(x, y) = D_x(A'(F)F_x) = A'(F)F_{xx}(x, y) + A''(F)F_x^2$ in $\mathbb{R} \times \{0, 1\}$. Since $A'$ and $A''$
are uniformly bounded and the functions $F_x(x,y)$ and $F_{xx}(x,y)$ are both in $C^\delta(\mathbb{R} \times \{0,1\})$, it follows from (iii) that the function $\phi_{xxx}(x,y)$ is in $C^\delta(\mathbb{R} \times \{0,1\})$, from which it further follows by Lem. 3.17 that $(\partial/\partial x)^3\nabla \phi(x,y)$ is in $C^\delta(\mathbb{R} \times [0,1])$ for some value $\tilde{\delta} \in (0,\delta]$, and then by the Cauchy-Riemann equations that first the function $(\partial/\partial x)^3\nabla (\log(F'(x,y)))$ is in $C^\delta(\mathbb{R} \times [0,1])$. Finally, it follows by applying (137) that the function $(\partial/\partial x)^3\nabla (F'(x,y))$ is in $C^\delta(\mathbb{R} \times [0,1])$. Therefore, all third-order partial derivatives of the function $F(x,y)$ are in $C^\delta(\mathbb{R} \times [0,1])$, completing the second cycle.

A closer look at the same steps (especially the applications of Lem. 3.17) shows that the family of all admissible functions $w = F(z)$ is uniformly bounded on the $C^{3,\delta}$-norm in $\mathbb{R} \times [0,1]$. The remaining claim about uniform $C^{3,\delta}$-continuations of admissible functions $F$ to $\omega_\delta$ now follows by a well-known result (see [GT], Lemma 6.37), which states that if $U \in C^{3,\delta}(\mathbb{R})$, then $U$ has a continuation to $C^{3,\delta}(\omega_\delta)$ such that the $C^{3,\delta}(\omega_\delta)$-norm of $U$ cannot exceed the $C^{3,\delta}(\mathbb{R})$-norm of $U$ multiplied by some value depending only on $\delta$.

**Proof of Thm. 3.16.** Part (b). We restrict attention to the continuation across the corresponding boundary components $\mathbb{R} \times \{0\}$ and $\Gamma_1$. Given an admissible transformation $w = u + jv = F(z) = \phi(z) + j\psi(z)$, (corresponding to $\Gamma \in \mathcal{W}^*(\phi)$), let $w = F(z)$ also denote the continuation in $\omega_\delta$. In view of the uniform bounds for the $C^{3,\delta}$-norms of the continuations to $\omega_\delta$, it follows that there exist a constant $\delta_1 \in (0,\delta_0)$ such that $(F(z) - F(z_0)) = (z - z_0)(F'(z_0) + E(z_0, z))$ for any $z_0 \in \mathbb{R} \times \{0,1\}$, where $E(z_0, z)$ is a remainder term such that $E(z_0, z) \to 0$ as $z \to z_0$. By subtracting the remainder formulas in the cases where $z = z_1$ and $z = z_2$ and applying the estimate in (137) to the result, one sees that there exist positive constants $\delta_2 \in (0,\delta_1)$ and $0 < C_1 < C_2 < \infty$ such that

$$C_1 \sqrt{(t-\tau)^2 + (\alpha - \beta)^2} \leq |F(t,\alpha) - F(\tau,\beta)|$$

$$\leq C_2 \sqrt{(t-\tau)^2 + (\alpha - \beta)^2}$$

for all $t,\tau,\alpha,\beta \in \mathbb{R}$ such that $|t-\tau| \leq \delta_2$ and $|\alpha|, |\beta| \leq \delta_2$. By assumption, there is a value $C_0 > 0$ such that $|F(t,0) - F(\tau,0)| \geq C_0 \eta(|t-\tau|)$ for $t,\tau \in \mathbb{R}$, where we define $\eta(t) := \min\{t,1\}$. Therefore

$$|F(t,\alpha) - F(\tau,\beta)| \geq |F(t,0) - F(\tau,0)|$$

$$-|F(t,\alpha) - F(t,0)| - |F(\tau,\beta) - F(\tau,0)|$$

$$\geq C_0 \eta(|t-\tau|) - 2C_2 \tilde{\delta} \geq (C_0/2) \sqrt{\eta(|t-\tau|)^2 + (\alpha - \beta)^2}$$

for all $t,\tau,\alpha,\beta \in \mathbb{R}$ such that $|t-\tau| \geq \delta_2$ and $|\alpha|, |\beta| \leq \tilde{\delta} := \min \{\delta_2, (C_0/(4C_2 + C_0))\}$. By (138) and (139), there exists a value $M := \min\{C_1,C_0\}$ such that for all admissible $F$, the restrictions of the mappings $F(z)$ to $\mathbb{R} \times (-\tilde{\delta},\tilde{\delta})$ are all one-to-one mappings of $\mathbb{R} \times (-\tilde{\delta},\tilde{\delta})$ onto the $M\tilde{\delta}$-neighborhoods of the corresponding arcs $\Gamma_i$. It follows from this that if $\Omega_\delta(\Gamma)$ denotes the union of
\( \Omega(\Gamma) \) with the \( M\delta\)-neighborhoods of the arcs \( \Gamma_i \), \( i = 1, 2 \), then the functions 
\[ w = F(z) : \omega_\delta \to \Omega_\delta(\Gamma) \] 
are one-to-one, and therefore globally invertible, since their restrictions 
\[ w = F(z) : \mathcal{B} \to \text{Cl}(\Omega(\Gamma)) \] 
were already known to be globally invertible conformal mappings. It follows from all this that the inverse mappings 
\[ z = G(w) := F^{-1}(w) : \Omega_\delta(\Gamma) \to \omega_\delta \] 
are Lipschitz-continuous functions with Lipschitz constant \( 1/M \), whose domains contain \( M\delta\)-neighborhoods of the arcs \( \Gamma_i \), \( i = 1, 2 \), and which are uniformly bounded in the \( C^{3,\delta}\)-norm relative to the \( (\delta/M)\)-neighborhood of \( \Omega(\Gamma) \). In view of this, the assertions of Thm. 3.16(b) hold, and the assertions regarding the uniform continuations of the capacitary potentials \( U(\Gamma; p) \) follows from this by defining \( U(z) = \text{Re}(F^{-1}(z)) \) for \( F \) corresponding to \( \Gamma \).

4 Qualitative properties of solutions

4.1 Main results

Chapter 4, for which this section serves as the summary of main results, is mainly in the context of the double-free-boundary problem relative to a logarithmically-subharmonic "valley" \( G \) of a single flow-speed function \( a(p) : \mathbb{R}^2 \to \mathbb{R}_+ \) (see Prob. 2.2). The main topics include existence, non-existence, and local uniqueness of classical solutions (Thm. 4.9, Thm. 4.4 and Thm. 4.8). A related topic concerns the existence of continuously and monotonically varying solution families, as defined in Def. 4.9. In fact these solution families can be made the basis for an alternative local uniqueness proof (see Thm. 4.15). Our alternate uniqueness assertions follow from this via Thms. 4.10 and 4.15 and Cor. 4.16.

Problem 4.1 (Double-free-boundary flow problem with two flow-speed functions in a periodic strip-like region) In the context of Prob. 2.2, let be given a simply-connected, \( P \)-periodic (in \( x \)), strip-like domain \( G \) having interior and exterior tangent balls of uniform radius at all boundary points. We use \( \partial^+ G \) and \( \partial^- G \) to denote the upper and lower boundary components of \( G \), respectively, both of which are in \( X \). We also use \( X(\Gamma) \) (resp. \( X(\overline{\Gamma}) \)) to denote the set of all pairs \( \Gamma = (\Gamma_1, \Gamma_2) \in X \) such that \( \partial^- G < (\leq) \Gamma_1 < \Gamma_2 < (\leq) \partial^+ G \). Given the \( P \)-periodic (in \( x \)) flow-speed functions \( a_1(p), a_2(p) : \mathbb{R}^2 \to \mathbb{R}_+ \), both in \( A \), we seek a pair \( \Gamma = (\Gamma_1, \Gamma_2) \in X(\overline{G}) \) such that \( |\nabla U(\Gamma; p)| = a_i(p) \) for all \( p \in \Gamma_i \), \( i = 1, 2 \).

Problem 4.2 This refers to Prob. 2.2 in the case where the functions \( a_1(p) \) and \( a_2(p) \) both coincide with a single \( P \)-periodic (in \( x \)) function \( a(p) : \mathbb{R}^2 \to \mathbb{R}_+ \) in the class \( A_\varrho \) for some \( \varrho \in (0, 1) \).

Problem 4.3 (Double-free-boundary problem in a strip-like domain with a single flow-speed function) This is a special case of Prob. 4.1 in which the functions \( a_1(p) \) and \( a_2(p) \) both coincide with a single positive, \( P \)-periodic function
a(p) : \mathbb{R}^2 \to \mathbb{R}_+ , which belongs to the class \( \mathcal{A}_q \) for some \( q \in (0, 1) \), and which is also logarithmically subharmonic in the region \( G \).

**Theorem 4.4** (Non-existence of solutions of Prob. 4.1) (a) In Prob. 4.1, let \( A_i(G) := \inf \{ a_i(p) : p \in G \} \) and \( B_i(G) := \sup \{ a_i(p) : p \in G \} \), \( i = 1, 2 \). If \( A_1(G) > B_2(G) \) or \( A_2(G) > B_1(G) \), then there does not exist any classical solution \( \Gamma \in \mathbf{X}(G) \). In general, Prob. 4.1 has no classical solution \( \Gamma \in \mathbf{X}(G) \) at the vector \( \lambda = (\lambda_1, \lambda_2) \in \mathbb{R}^2_+ \) if \( A_1(G)\lambda_1 > B_2(G)\lambda_2 \) or \( A_2(G)\lambda_2 > B_1(G)\lambda_1 \).  

(b) In Prob. 4.3, no classical solution exists at \( \lambda \in \mathbb{R}^2_+ \) if \( (\lambda_{3-i}/\lambda_i) < (\Delta/\mathcal{A}) \) for either \( i = 1 \) or \( i = 2 \).

**Proof.** Let \( \Gamma = (\Gamma_1, \Gamma_2) \in \mathbf{X}(G) \) denote a classical solution at \( \lambda \) such that \( \lambda_1 A_1(G) > \lambda_2 B_2(G) \). Let \( \phi(p) := \ln(\nabla U(p)) \) in \( \Omega \), where \( U(p) := U(\Gamma; p) \). Then \( \phi(p) \) is a harmonic function in \( \Omega := \Omega(\Gamma) \) such that \( \inf \{ \phi(p) : p \in \Gamma_2 \} = \inf \{ \ln(\lambda_1 a_2(p)) : p \in \Gamma_2 \} > \sup \{ \ln(\lambda_1 a_1(p)) : p \in \Gamma_1 \} = \sup \{ \phi(p) : p \in \Gamma_1 \} \). Therefore \( \int_{\Gamma_i} K_i(p) ds = \int_{\gamma_i} \phi(p) ds > 0 \) for \( i = 1, 2 \), where \( K_i(p) \) denotes the signed curvature of \( \Gamma_i \) at \( p \in \Gamma_i \), and where \( \gamma_i \) denotes one \( P \)-period of \( \Gamma_i \). But this contradicts the \( P \)-periodicity of the curves \( \Gamma_i \). The contradiction in the alternate case is similar.

**Theorem 4.5** (Existence of classical solutions of Prob. 4.1 between weakly-lower and weakly-upper classical solutions) In the context of Prob. 4.1, let be given a (weakly) lower (classical) solution \( \Gamma = (\Gamma_1, \Gamma_2) \in \mathbf{X}(G) \) and a (weakly) upper (classical) solution \( \tilde{\Gamma} = (\tilde{\Gamma}_1, \tilde{\Gamma}_2) \in \mathbf{X}(\tilde{G}) \) such that \( \Gamma < \tilde{\Gamma} \). Then there exists a classical solution \( \Gamma \in \mathbf{X}(\tilde{G}) \) such that \( \tilde{\Gamma} \leq \Gamma \leq \Gamma \).

**Proof.** We define the function-sequences \( (a_{n,1})_{n=1}^{\infty} \) and \( (a_{n,2})_{n=1}^{\infty} \), in which all the functions are in the class \( \mathcal{A} \), also such that \( a_{n,i}(p) \to a_i(p) \) uniformly in any compact subset of \( \mathbb{R}^2 \) as \( n \to \infty \), \( i = 1, 2 \), and, finally, such that for each \( n \in \mathbb{N} \), we have \( (-1)^i(a_{n,i}(p) - a_i(p)) > 0 \) in \( \tilde{\Gamma}_i \) and \( (-1)^i(a_{n,i}(p) - a_i(p)) < 0 \) in \( \Gamma_i \), \( i = 1, 2 \), so that \( \tilde{\Gamma} \) (resp. \( \Gamma \)) is a strict lower (upper) solution of Prob. 4.1 relative to the functions \( a_{n,1} \) and \( a_{n,2} \). By Thm. 3.13 for each \( n \in \mathbb{N} \), there exists a classical solution \( \Gamma_n = (\Gamma_{n,1}, \Gamma_{n,2}) \in \mathbf{X}(\tilde{G}) \) of Prob. 4.1 corresponding to the new functions \( a_{n,1} \) and \( a_{n,2} \), such that \( \tilde{\Gamma}_n \leq \Gamma_n \leq \Gamma_n \). Moreover, by Thm. 3.13 the curvatures of the arcs \( \Gamma_{n,1} \) and \( \Gamma_{n,2} \) are uniformly bounded over \( n \in \mathbb{N} \), and we have \( \Delta \leq |\nabla U_n(p)| \leq \mathcal{A} \) and \( |\nabla \phi_n(p)| \leq L_0 \), both uniformly in \( \Omega_n := \Omega(\Gamma_n) \) and independent of \( n \in \mathbb{N} \), where \( U_n(p) := U(\Gamma_n; p) \) and \( \phi_n(p) := \ln(|\nabla U_n(p)|) \). In view of this, one can conclude by passing to a subsequence (expressed in the original notation) that \( \Gamma_n \to \Gamma \) for some solution \( \Gamma \in \mathbf{X}(\tilde{G}) \). Clearly \( \tilde{\Gamma} \leq \Gamma \leq \Gamma \), and \( \Gamma \) has the properties listed in Thm. 3.13.

**Lemma 4.6** (Main curvature estimate for solutions of Prob. 4.3) For any pair \( \lambda = (\lambda_1, \lambda_2) \in \mathbb{R}^2_+ \) and any classical-solution-pair \( \Gamma = (\Gamma_1, \Gamma_2) \in \mathbf{X}(G) \cap C^2 \) of Prob. 4.3 at \( \lambda \), we have

\[
|K(p) - (\partial/\partial \nu) \ln(a(p)| \leq (2H\mathcal{A}K/\Delta^2 \mathcal{A}^2),
\]

(140)
of Prob. 4.3 must coincide, provided only that the corresponding stream-beds log-
arithmically subharmonic. Then any two classical solutions (Local uniqueness of classical solutions of Prob. 4.3) Assume
Theorem 4.8
In the context of Prob. 4.3 that the function

\[ \ln(\lambda_2/\lambda_1) \] and \( \mathbf{\Pi} := \ln(\lambda/\lambda_2) \), and we assume for some constant \( H > 0 \) that \( 0 \leq \Delta \ln(a(p)) \leq H \) throughout \( G \). Similarly, we have

\[
|K(p) - (\partial/\partial \nu) \ln(a(p))| \leq \lambda_i a(p) |\mu| + (2H\mathbf{\Pi}/\Delta^2\lambda^2) \tag{141}
\]

for all points \( p \in \text{Cl}(\Omega) \), where \( K(p) \) (resp. \( \nu \)) denotes the left curvature of (resp. the left normal to) the level curve of \( U \) through the point \( p \in \text{Cl}(\Omega) \).

**Proof.** We define the function \( \phi(p) := \ln(|\nabla U(p)|/\lambda_1a(p)) - \mu U(p) \) in the closure of \( \Omega := \Omega(\Gamma) \). Then \( 0 \leq -\Delta \phi(p) = \Delta \ln(a(p)) \leq H \) in \( \Omega \), and it follows from the fact that \( |\nabla U(p)| = \lambda_i a(p) \) on \( \Gamma_i, i = 1, 2 \), that \( \phi(p) = 0 \) on \( \partial \Omega \). In view of this, it follows from Lem. 3.14 that

\[
|\nabla \phi(p)| \leq (2H\mathbf{\Pi}/\Delta^2\lambda^2) = (2H\exp(\mathbf{\Pi})/\Delta^2\lambda) \tag{142}
\]

Now the inequality (142) follows from (141) in view of the facts that

\[
\frac{\partial \phi}{\partial \nu} = K(p) - (\partial/\partial \nu) \ln(a(p)) - \mu \partial U/\partial \nu \tag{143}
\]

in \( \text{Cl}(\Omega) \), and where \( \partial U(p)/\partial \nu = \lambda_i a(p) \) on \( \Gamma_i, i = 1, 2 \). Similarly, the estimate (142) follows from (141) and (143), in view of the fact that \( |\nabla U(p)| \leq \lambda \mathbf{\Pi} \) for all \( p \in \text{Cl}(\Omega) \).

**Theorem 4.7 (Non-existence of classical solutions of Prob. 4.3 at \( \lambda \))** There does not exist any classical solution of Prob. 4.3 at a pair \( \lambda \in \mathbb{R}^2 \) provided that \( \mu \lambda_1 > E \) or \( -\mu \lambda_2 > E \), where we define \( E := \sup \{(|\nabla a(p)|/a^2(p)) : p \in G\} > 0 \) and \( \mu = \ln(\lambda_2/\lambda_1) \).

**Proof.** Let \( \Gamma = (\Gamma_1, \Gamma_2) \in \mathbb{X}(G) \) denote a \( C^2 \)-solution of Prob. 4.3 at \( \lambda \in \mathbb{R}^2 \). In the context of the proof of Lem. 4.6 we define \( \phi(p) := \ln(|\nabla U(p)|/\lambda_1a(p)) - \mu U(p) \). Then \( \phi(p) = 0 \) on \( \partial \Omega \) and therefore \( \phi(p) \geq 0 \) in \( \Omega \) (since \( \Delta \phi \leq 0 \) there), from which it follows by (142) that

\[
(-1)^i(\partial \phi/\partial \nu) = (-1)^i(K_i(p) - (\partial/\partial \nu) \ln(a(p)) - \mu \lambda_i a(p)) \leq 0 \]

on \( \Gamma_i \) for \( i = 1, 2 \), where \( \nu \) is the left normal to \( \Gamma_i \). Therefore \( K_i(p) \geq a(p)(\mu \lambda_i - (|\nabla a(p)|/a^2(p))) \) on \( \Gamma_1 \) and \( K_2(p) \leq a(p)(\mu \lambda_2 + (|\nabla a(p)|/a^2(p))) \) on \( \Gamma_2 \). Since for any \( (P\text{-periodic}) \) classical solution \( \Gamma \in \mathbb{X}(G) \), the arc-length integral of the signed curvature \( K_i(p) \) over any one \( P \)-period (in \( x \)) of either of the component arcs \( \Gamma_i \), \( i = 1, 2 \), must vanish, it is impossible for a classical solution to exist if \( \mu \lambda_1 a^2(p) > |\nabla a(p)| \) for all \( p \in \Gamma_1 \) or if \( -\mu \lambda_2 a^2(p) > |\nabla a(p)| \) for all \( p \in \Gamma_2 \). The assertion follows.

**Theorem 4.8 (Local uniqueness of classical solutions of Prob. 4.3)** Assume in the context of Prob. 4.3 that the function \( \ln(a(p)) : G \rightarrow \mathbb{R} \) is strictly logarithmically subharmonic. Then any two classical solutions \( \Gamma_1, \Gamma_2 \in \mathbb{X}(G) \) of Prob. 4.3 must coincide, provided only that the corresponding stream-beds \( \Omega(\Gamma_1) \) and \( \Omega(\Gamma_2) \) both contain the same curve \( \gamma \in \mathbb{X} \).
Proof. See Thm. 4.18

**Definition 4.9 (Continuously-varying and monotonically-ordered families of solutions of Prob. 4.1)** Given the positive continuous functions \( a_1(p), a_2(p) : \mathbb{R}^2 \to \mathbb{R}_+ \) and the continuous vector-valued function \( \mathbf{\lambda}(t) = (\lambda_1(t), \lambda_2(t)) : \mathbb{R} \to \mathbb{R}^2_+ \) such that

\[
\lambda_1(t) \text{ (resp. } \lambda_2(t) \text{)} \text{ is strictly increasing (decreasing) in } \mathbb{R},
\]

we use the phrase "solution family" to refer to a mapping \( \Gamma(t) = (\Gamma_1(t), \Gamma_2(t)) : I \to X(G) \), defined in an open interval \( I \), such that for each \( t \in I \), the curve-pair \( \Gamma(t) \) solves Prob. 4.1 at \( \mathbf{\lambda}(t) \in \mathbb{R}^2_+ \), i.e., the capacitive potential \( U(t; p) := U(\Gamma(t); p) \) in the closure of \( \Omega(t) := \Omega(\Gamma(t)) \) is a \( C^1 \)-function which satisfies the condition

\[
|\nabla_p U(t; p)| = \lambda_i(t) a_i(p) \text{ on } \Gamma_i(t)
\]

for \( i = 1, 2 \) and \( t \in I \). The solution-family \( \{ \Gamma(t) = (\Gamma_1(t), \Gamma_2(t)) : t \in I \} \) of Prob. 4.1 is called "monotonically-ordered" (or perhaps "elliptically-ordered") and "continuously-varying" if

\[
\Gamma_\alpha < \Gamma_\beta \text{ whenever } \alpha < \beta \text{ in } I,
\]

\[
\Gamma_1 \to \Gamma_\tau \text{ as } t \to \tau \text{ for any } \tau \in I.
\]

**Theorem 4.10 (Uniqueness of solutions of Probs. 1.1, 2.2, or 4.1, viewed as members of monotonically-ordered, continuously-varying solution-families)** Let be given a continuously varying, monotonically ordered solution-family \( \{ \Gamma(t) = (\Gamma_1(t), \Gamma_2(t)) : t \in I \} \) for Prob. 4.1 (see Def. 4.9). For some fixed value \( \tau \in I \), let \( \breve{\Gamma} \) denote any classical solution of (145) at \( t = \tau \). Then \( \breve{\Gamma} = \Gamma_\tau \) provided that there exist values \( \alpha, \beta \in I \) such that \( \alpha < \tau < \beta \) and

\[
\Gamma_\alpha \leq \breve{\Gamma} \leq \Gamma_\beta.
\]

Proof. For any \( \alpha, \beta \in I \), let \( U_\alpha (p) := U(\Gamma_\alpha); p), U_\beta (p) := U(\Gamma_\beta; p), \) and \( \breve{U}(p) := U(\breve{\Gamma}; p) \) in the closures of the annular domains \( \Omega_\alpha := \Omega(\Gamma_\alpha), \Omega_\beta := \Omega(\Gamma_\beta) \) and \( \breve{\Omega} := \breve{\Omega}(\breve{\Gamma}) \), respectively. By (146), (147), and (148), there exists a maxmum (resp. minimum) value \( \alpha \in I \) (resp. \( \beta \in I \)) such that the first (resp. second) inequality in (145) holds. For maxmum \( \alpha \in I \) such that \( \Gamma_\alpha \leq \breve{\Gamma} \), there exists a point \( p_{\alpha,1} \in \Gamma_{\alpha,1} \cap \Gamma_1 \), or else a point \( p_{\alpha,2} \in \Gamma_{\alpha,2} \cap \Gamma_2 \), or both. In the first case, we have \( U_\alpha (p_{\alpha,1}) = \breve{U}(p_{\alpha,1}) = 0, \) where \( U_\alpha (p) \geq \breve{U}(p) \geq 0 \) in \( \Omega(\Gamma_\alpha \cap \Omega(\breve{\Gamma}) \) by comparison principles. In view of (147), it follows from this that

\[
\lambda_1(\tau) a_1(p_{\alpha,1}) = |\nabla \breve{U}(p_{\alpha,1})| \leq |\nabla U_\alpha (p_{\alpha,1})| = \lambda_1(\alpha) a_1(p_{\alpha,1}).
\]

Therefore, \( \lambda_1(\alpha) \geq \lambda_1(\tau) \), which contradicts (144) if \( \alpha < \tau \) in \( I \). In the second case, we have \( U_\alpha (p_{\alpha,2}) = \breve{U}(p_{\alpha,2}) = 1, \) where \( \breve{U}(p) \leq U_\alpha (p) \leq 1 \) in \( \Omega(\Gamma_\alpha \cap \Omega(\breve{\Gamma}) \) by comparison principles. In view of (145), it follows from this that

\[
\lambda_2(\tau) a_2(p_{\alpha,2}) = \lambda_2(\alpha) a_2(p_{\alpha,2}).
\]
Therefore \( \lambda_2(\alpha) \leq \lambda_2(\tau) \), which again contradicts (144) if \( \alpha < \tau \) in \( I \). We conclude in either case that if \( \alpha \) is maximum in \( I \) subject to (148), then \( \alpha \geq \tau \).

A similar argument shows that if \( \beta \in I \) is minimum subject to (148), then \( \beta \leq \tau \). In view of (144) and (148), which together imply that \( \alpha \leq \beta \), it follows that \( \alpha = \beta = \tau \) and \( \Gamma = \Gamma_\tau \).

**Definition 4.11** (with application to Thm. 4.15) In the context of Prob. 4.3, given a vector \( \lambda = (\lambda_1, \lambda_2) \in \mathbb{R}_+^2 \) and a positive value \( \rho_0 > 0 \), we use the notation \( \mathcal{R}(\lambda; \rho_0) \) to denote the set of all solution pairs \( \Gamma \in X(\mathcal{G}) \) at \( \lambda \) such that

\[
\text{cap}(\Omega) |\mu| \leq \pi - \rho_0, \tag{149}
\]

where \( \text{cap}(\Omega) := \lambda_1 \int_{\Gamma_1} a(p) \, ds = \lambda_2 \int_{\Gamma_2} a(p) \, ds \) denotes the capacity of one \( P \)-period (in \( x \)) of the domain \( \Omega := \Omega(\Gamma) \), and where we set \( \mu = \ln(\lambda_2/\lambda_1) \). Given a positive interval \( \Lambda_+ := [\lambda, \infty) \) (where \( 0 < \lambda < \infty \)), we use \( \mathcal{R}(\Lambda_+; \rho_0) \) to denote the union of the sets \( \mathcal{R}(\lambda; \rho_0) \) over all \( \lambda \) such that \( \lambda_1, \lambda_2 \in \Lambda_+ \) (compare to Thms. 4.4 and 4.7).

**Remark 4.12** Assume in the context of Prob. 4.3 that the function \( a \in \mathcal{A}_p \) is strictly logarithmically subharmonic in a neighborhood of \( \text{Cl}(G) \). Let \( \Gamma = (\Gamma_1, \Gamma_2) \in X(G) \cap C^{3,\delta} \) denote any classical solution of Prob. 4.3 at the corresponding vector value \( \lambda = (\lambda_1, \lambda_2) \in \mathbb{R}_+^2 \). Then for any fixed value \( \rho_0 \in (0, \pi) \), the condition (149) is satisfied if \( \lambda_1 \) and \( \lambda_2 \) are both sufficiently large, while also the related values \( \lambda_1|\mu| \) and \( \lambda_2|\mu| \) are both sufficiently close to zero. The proof follows from Thm. 5.19 and other material in Section 5.4.

**Definition 4.13** (with application to Thm. 4.15) In the context of Prob. 4.3, for any given vector \( \lambda = (\lambda_1, \lambda_2) \in \mathbb{R}_+^2 \) and positive scalar \( r > 0 \), we use the notation: \( \mathcal{S}(\lambda; r) \) to denote the set of all classical solutions \( \Gamma \in X(\mathcal{G}) \) at \( \lambda \) such that the positive flow-speed function \( a(p) : \mathbb{R}^2 \rightarrow \mathbb{R}_+ \) in \( C^{2,1} \) is weakly logarithmically subharmonic in \( \Omega := \Omega(\Gamma) \), and is such that

\[
E(\Gamma) > r + \sqrt{\mu^2 + 1} - 1, \tag{150}
\]

where \( \mu := \ln(\lambda_2/\lambda_1) \), and

\[
E(\Gamma) := \inf \{ (|\nabla W(p)|/|\nabla U(p)|); p \in \partial \Omega \}. \tag{151}
\]

Here, \( U(p) := U(\Gamma; p) \) in the closure of \( \Omega := \Omega(\Gamma) \), and the function \( W(p) \) solves the Dirichlet problem:

\[
\Delta W = \Delta \ln(a(p)) \geq 0 \text{ in } \Omega; \ W(\partial \Omega) = 0. \tag{152}
\]

**Remark 4.14**

(a) As a substitute for the condition (150), it suffices to assume in Def. 4.13 that

\[
E(\Gamma) > (\mu^2/(|\mu| + 2)). \tag{157}
\]

(b) The inequality (157) is equivalent to the following inequalities (related to
\( r < 1 + E - |\mu| \) and \((1 + E + \mu - r)(1 + E - \mu - r) > 1 \). (153)

(c) Let \( S \) denote any subset of \( \mathbb{R}_+^2 \). Then, in Def. 4.11 or Def. 4.13, the corresponding condition (namely condition (149) or (150), respectively), is satisfied by all classical solutions \( \Gamma \in X(G) \cap C^{3,\bar{\delta}} \) of Prob. 4.3 at \( \lambda \in S \), provided that it is satisfied by all classical solutions at \( \lambda \in \{ \} \) such that \(|\mu| \leq \mu_0 := \ln(\frac{A}{A})\) (since there are no classical solutions at pairs \( \lambda \in S \) such that \(|\mu| > \mu_0 \); see Thm. 4.4).

**Theorem 4.15** (Existence of a continuously-varying, monotonically-ordered family of solutions of Prob. 4.3 containing a specified solution) Assume, in the context of Prob. 4.3, that there exist positive values \( \rho_0, r_0 > 0 \), with \((r_0/\rho_0)\) sufficiently small, such that for any \( \lambda = (\lambda_1, \lambda_2) \in \mathbb{R}_+^2 \) and any classical solution \( \Gamma = (\Gamma_1, \Gamma_2) \in X(G) \cap C^{3,\bar{\delta}} \) of Prob. 4.3 at \( \lambda \), we have that \( \Gamma \in R(\lambda; \rho_0) \cap S(\lambda; \rho_0) \) (see Defs. 4.11 4.13 Rems. 4.12 4.14 and Lem. ??). Let be given a classical solution \( \Gamma = (\Gamma_1, \Gamma_2) \in X(G) \cap C^{3,\bar{\delta}} \) at the vector \( \lambda = (\lambda_1, \lambda_2) = (1, 1) \).

Define the vector-valued function \( \lambda(t) = (\lambda_1(t), \lambda_2(t)) : \mathbb{R} \to \mathbb{R}_+^2 \) such that \( \lambda_1(t) := \exp(\frac{1}{2} \mu(t)) \) and \( \lambda_2(t) := \exp(-\frac{1}{2} \mu(t)) \), where \( \mu(t) : \mathbb{R} \to \mathbb{R} \) denotes a strictly-increasing \( C^1 \)-function such that \( \mu(0) = 0 \) and \( \mu(t) \to \pm \infty \) as \( t \to \pm \infty \). Then there exists a maximal strictly-monotonically-ordered, Lipschitz-continuously-varying family

\[ \Gamma(t) = (\Gamma_1(t), \Gamma_2(t)) : I \to X(G) \cap C^{3,\bar{\delta}} \]

(see Def. 4.7) such that \( \Gamma(0) = \tilde{\Gamma} \) and such that for every \( t \in I \), \( \Gamma(t) \) denotes a classical solution of Prob. 4.3 at the vector value \( \lambda(t) \). The maximal solution-family \( \{ \Gamma(t) : t \in I \} \) corresponds to the longest interval \( I = (t^-, t^+) \) such that \( Cl(\Omega(\Gamma(t))) \subset G \) for all \( t \in I \).

The proof as given at the conclusion of Section 4.2

**Corollary 4.16** (a) In the context of Thm. 4.15, it follows from Thm. 4.10 that the arc-pair \( \hat{\Gamma} \in X(G) \cap C^{3,\bar{\delta}} \) is the unique solution of Prob. 4.3 at \( \lambda \) among all curve-pairs \( \Gamma \in X(G) \) such that \( \Gamma(t^-) < \hat{\Gamma} < \Gamma(t^+) \) for some values \( t^\pm \in I \) such that \( \pm t^\pm > 0 \).

**Remark 4.17** (Uniqueness result for Prob. 4.7 in a more general context) In the context of Thm. 4.10, let \( (\hat{\Omega}, \hat{\Gamma}) \) denote any \( P \)-periodic, multiply-connected, smooth open set \( \hat{\Omega} \) whose boundary \( \partial \hat{\Omega} \) is \( P \)-periodically partitioned into a pair of sets \( \hat{\Gamma} = (\hat{\Gamma}_1, \hat{\Gamma}_2) \), each of which is a disjoint union of one infinite \( P \)-periodic arc and an infinite collection of simple closed curves. We let \( |\nabla \hat{U}(p)| = \lambda_i(\tau) a_i(p) \) on \( \hat{\Gamma}_i \), \( i = 1, 2 \), where \( \hat{U}(p) : Cl(\hat{\Omega}) \to \mathbb{R}_+ \) is a harmonic function in \( \hat{\Omega} \) satisfying the boundary conditions \( \hat{U}(\hat{\Gamma}_i) = i - 1 \). Then \( \hat{\Gamma} = \Gamma_* \). The proof is the same as before.
4.2 Local uniqueness of classical solutions

Theorem 4.18 (Local uniqueness of classical solutions) Let $\Gamma_1 = (\Gamma_{1,1}, \Gamma_{1,2}) \in X(G)$ and $\Gamma_2 = (\Gamma_{2,1}, \Gamma_{2,2}) \in X(G)$ denote any two (not necessarily distinct) $P$-periodic (in $x$) classical solutions of Prob. 4.3, which are similar enough to each other to guarantee the existence of a $P$-periodic arc $\gamma \in X$ such that $\gamma$ lies in both of their respective stream-beds $\Omega_i := \Omega(\Gamma_i)$, $i = 1, 2$. Then:

(a) If the solutions $\Gamma_1, \Gamma_2$ are distinct (i.e. if $\Gamma_1 \neq \Gamma_2$), then the stream functions $U_i(p) := U(\Gamma_i; p) : \Omega_i \rightarrow \mathbb{R}$, $i = 1, 2$, are both such that $|\nabla U_i(p)| = a(p)$ throughout $\Omega_i$, $i = 1, 2$. Therefore, the function $\ln(a(p)) : G \rightarrow \mathbb{R}$ must be harmonic in the connected domain $\Omega_1 \cup \Omega_2$. Also, there exists a single harmonic function $U(p) : \Omega_1 \cup \Omega_2 \rightarrow \mathbb{R}$ such that $|\nabla U(p)| = a(p)$ throughout $\Omega_1 \cup \Omega_2$.

(b) If the mapping $\ln(a(p)) : G \rightarrow \mathbb{R}$ is strictly subharmonic, then by Part (a), the above classical solutions must be identical (i.e. $\Gamma_1 = \Gamma_2$). Of course this means that both streams have the same $P$-periodic stream-beds in $G$ and the same stream-functions.

Proof of Part (a). To prove the assertion, it suffices to show for any ordered pairs $\Gamma_1 = (\Gamma_{1,1}, \Gamma_{1,2}) \in X(G)$ and $\Gamma_2 = (\Gamma_{2,1}, \Gamma_{2,2}) \in X(G)$ such that

$$\Gamma_{1,1}, \Gamma_{2,1} \leq \gamma \leq \Gamma_{1,2}, \Gamma_{2,2}$$

for some arc $\gamma \in X(G)$ (and such that $\Gamma_{1,1} \leq \Gamma_{1,2}$ and $\Gamma_{2,1} \leq \Gamma_{2,2}$, both by definition), we must have

$$\Gamma_{1,1} \leq \Gamma_{2,1} < \gamma < \Gamma_{1,2} \leq \Gamma_{2,2} \text{ and } \Gamma_{2,1} \leq \Gamma_{1,1} < \gamma < \Gamma_{2,2} \leq \Gamma_{1,2},$$

(155)

from which it follows that $\Gamma_1 \leq \Gamma_2$ and $\Gamma_2 \leq \Gamma_1$. As a means of proving the assertions in (154), we will state the three mutually-exclusive logical ways in which (155) could fail to hold, and we will show that they all lead to contradictions. Namely, if we assume the inequalities in (154), then some or all of the inequalities in (155) can fail to hold only in the following cases:

Case 1. Neither of the inequalities $\Gamma_{1,1} \leq \Gamma_{2,1}$ and $\Gamma_{2,1} \leq \Gamma_{1,1}$ holds, and neither of the inequalities $\Gamma_{1,2} \leq \Gamma_{2,2}$ and $\Gamma_{2,2} \leq \Gamma_{1,2}$ holds.

Case 2. The inequalities $\Gamma_{1,1} \leq \Gamma_{2,1}$ and $\Gamma_{2,1} \leq \Gamma_{1,1}$ both hold, but neither of the inequalities $\Gamma_{1,2} \leq \Gamma_{2,2}$ and $\Gamma_{2,2} \leq \Gamma_{1,2}$ holds.

Case 3. The inequalities $\Gamma_{1,2} \leq \Gamma_{2,2}$ and $\Gamma_{2,2} \leq \Gamma_{1,2}$ both hold, but neither of the inequalities $\Gamma_{1,1} \leq \Gamma_{2,1}$ and $\Gamma_{2,1} \leq \Gamma_{1,1}$ holds.

We will first show under the assumptions of (154) that no configuration exists with the properties listed in Case 1. We begin by observing that since $\Gamma_1$ and $\Gamma_2$ are both classical solutions of Prob. 4.3, we have that

$$|\nabla U_i(p)| = a(p) \text{ on } \partial \Omega_i,$$

(156)

for $i = 1, 2$, where we define $U_i(p) := U(\Gamma_i; p)$ in $\text{Cl}(\Omega_i)$. The continuous functions $\ln(|\nabla U_i(p)|) : \text{Cl}(\Omega_i) \rightarrow \mathbb{R}_+$, $i = 1, 2$, are harmonic in $\Omega_i$, $i = 1, 2$,
and the function \( \ln(a(p)) : G \to \mathbb{R} \) is weakly subharmonic. Therefore, the related continuous functions \( \phi_i(p) := \ln(|\nabla U_i(p)|/a(p)) : \text{Cl}(\Omega_i) \to \mathbb{R}, i = 1, 2 \), have the properties that \( \phi_i(p) = 0 \) on \( \partial \Omega_i \) and \( \Delta \phi_i(p) \leq 0 \) in \( \Omega_i \). In view of this, it follows by the strong maximum principle that for each \( i \in \{1, 2\} \), we have either \( \phi_i(p) > 0 \) throughout \( \Omega_i \) or else \( \phi_i(p) = 0 \) throughout \( \Omega_i \). Since \(|\nabla U_i(p)| = a(p) \exp(\phi_i(p))\), it follows that for each \( i \in \{1, 2\} \), we have that

\[
|\nabla U_i(p)| > a(p) \text{ throughout } \Omega_i \text{ or } |\nabla U_i(p)| = a(p) \text{ throughout } \Omega_i. \tag{157}
\]

Assuming, for the purpose of obtaining a contradiction, that a configuration exits in Case 1, we define the functions \( \tilde{U}_i(p) : \text{Cl}(\Omega_i) \to \mathbb{R}, i = 1, 2 \), such that

\[
\tilde{U}_2(p) := \frac{\tilde{U}_2(p) - \delta}{1 - \delta} \quad \text{and} \quad \tilde{U}_1(p) := \frac{U_1(p)}{C}, \tag{158}
\]

where we set

\[
\delta := \sup \{U_2(p) : p \in \Gamma_{1,1} \cap \text{Cl}(\Omega_2) \} \in [0, 1], \tag{159}
\]

and

\[
C := \inf \{U_1(p) : p \in \Gamma_{2,2} \cap \text{Cl}(\Omega_1) \} \in [0, 1]. \tag{160}
\]

We also define the related arc-pairs \( \tilde{\Gamma}_i := (\tilde{\Gamma}_{i,1}, \tilde{\Gamma}_{i,2}), i = 1, 2 \), such that \( \tilde{\Gamma}_{i,j} := \{\tilde{U}_i(p) = j - 1\} \) for \( i, j = 1, 2 \), so that \( \tilde{\Omega}_i := \Omega(\tilde{\Gamma}_i) \) and \( \tilde{U}_i(p) = U(\tilde{\Gamma}_i; p) \), both for \( i = 1, 2 \).

It is easy to see that \( \tilde{\Gamma}_1 \leq \tilde{\Gamma}_2 \), from which it follows by comparison principles that \( \tilde{U}_1(p) := U(\tilde{\Gamma}_1; p) \geq \tilde{U}_2(p) := U(\tilde{\Gamma}_2; p) \in \text{Cl}(\tilde{\Omega}_1 \cap \tilde{\Omega}_2) \). It follows by the Hopf boundary-point lemma that

\[
|\nabla \tilde{U}_1(p_1)| \geq |\nabla \tilde{U}_2(p_1)| \quad \text{and/or} \quad |\nabla \tilde{U}_1(p_2)| \leq |\nabla \tilde{U}_2(p_2)| \tag{161}
\]

at any points \( p_1, p_2 \) such that

\[
p_1 \in \tilde{\Gamma}_{1,1} \cap \tilde{\Gamma}_{2,1} \quad \text{and/or} \quad p_2 \in \tilde{\Gamma}_{1,2} \cap \tilde{\Gamma}_{2,2}. \tag{162}
\]

In view of \((157) - (161)\), we have

\[
\frac{a(p_1)}{1 - \delta} = \frac{|\nabla U_1(p_1)|}{1 - \delta} = |\nabla \tilde{U}_1(p_1)| \geq |\nabla \tilde{U}_2(p_1)| = \frac{|\nabla U_2(p_1)|}{C} \geq \frac{a(p_1)}{C} \tag{163}
\]

and

\[
\frac{a(p_2)}{1 - \delta} \leq \frac{|\nabla U_2(p_2)|}{1 - \delta} = |\nabla \tilde{U}_2(p_2)| \leq |\nabla \tilde{U}_1(p_2)| = \frac{|\nabla U_1(p_2)|}{C} = \frac{a(p_2)}{C} \tag{164}
\]

for any points \( p_1, p_2 \) satisfying \((162)\), from which it follows that \( 1 - \delta = C \) and that all the inequalities in \((163) \text{ and } (164)\) reduce to equations.

We also have that \( \tilde{\Gamma}_{2,1} \subset \tilde{\Omega}_1 \) if \( \delta > 0 \) and \( \tilde{\Gamma}_{1,2} \subset \tilde{\Omega}_2 \) if \( C < 1 \). In view of \((157)\), we must have that \(|\nabla U_i(p)| = a(p)\) throughout the domains \( \Omega_i, i = 1, 2 \), because
it is impossible to have $|\nabla U_2(p_2)| > a(p_1)$ or $|\nabla U_1(p_2)| > a(p_2)$. Therefore, the weakly-subharmonic, $P$-periodic $C^2$-function $\ln(a(p)) : G \to \mathbb{R}$ is harmonic in $\Omega_1 \cup \Omega_2$, since it coincides with the harmonic functions $\ln(|\nabla U_i(p)|)$, $i = 1, 2$, in their respective domains $\Omega_i$, $i = 1, 2$. Let $\omega$ denote the largest connected open subset of $\Omega_1 \cap \Omega_2$. (Here, $\omega$ is a simply-connected $P$-periodic strip-like domain containing $\gamma$, where the simple connectedness of $\omega$ follows from the simple connectedness of $\Omega_1$ and $\Omega_2$.) Since $\ln(|\nabla U_i(p)|) = \ln(a(p)) = \ln(|\nabla U_2(p)|)$ in $\omega$, the corresponding harmonic-conjugate functions $\arg(\nabla U_i(p))$, $i = 1, 2$, can differ from each other by at most a constant in $\omega$, and must therefore coincide in $\omega$, since the regions $\Omega_1, \Omega_2$ are both $P$-periodic in $x$. It follows that $\nabla U_1(p) = \nabla U_2(p)$ in $\omega$, and, therefore, that the functions $U_i(p) : \Omega_i \to \mathbb{R}$, $i = 1, 2$, can differ by at most an additive constant in $\omega$. $\Omega_1 \cap \Omega_2$. Thus for $i = 1, 2$, the capacitary potential $U_i(p) : \Omega_i \to \mathbb{R}$, can be uniquely continued to the harmonic function $U_i^*(p) : \Omega_1 \cup \Omega_2 \to \mathbb{R}$ by setting $U_i^*(p) := U_i(p)$ in $\Omega_i$ and $U_i^*(p) := (U_2 - i(p) + C_i)$ in $\Omega_{3-i} \setminus \Omega_i$ for some suitable constant $C_i$. Thus, we have $\Omega_1 := \{0 < U_i^*(p) < 1\}$ and $\Omega_2 := \{C_1 < U_i^*(p) < 1 + C_1\}$, where $0 < C_1 < 1$. This completes the proof in Case 1.

Next, we consider a configurations in Cases 2 and 3 under assumptions of (154). In terms of notation introduced for Case 1, one can apply the same comparison principles used earlier to see in Case 2 that

$$a(p_2) = |\nabla U_2(p_2)| \geq |\nabla \tilde{U}_1(p_2)| = \left(|\nabla U_1(p_2)|/C\right) \geq \left(a(p_2)/C\right), \quad (165)$$

at any point $p_2 \in \Gamma_{2,1} \cap \hat{\Gamma}_{1,2} \subset \Omega_1$, from which it follows that $C = 1$ and especially that $|\nabla U_1(p)| = a(p)$ throughout $\Omega_1$ (due to (155)), since the strict inequality $|\nabla U_2(p_2)| > a(p_2)$ contradicts (165). Similarly, for a configuration in Case 3 under assumption (154), we have (in terms of earlier notation and methods) that

$$a(p_1) = |\nabla U_1(p_1)| \geq |\nabla \tilde{U}_2(p_1)| = \left(|\nabla U_2(p_1)|/(1-\delta)\right) \geq \left(a(p_1)/(1-\delta)\right), \quad (166)$$

at any point $p_1 \in \Gamma_{1,1} \cap \hat{\Gamma}_{2,1} \subset \Omega_2$, from which it follows that $\delta = 0$, and especially that $|\nabla U_2(p_2)| = a(p)$ throughout $\Omega_2$ (due to (157)), since the strict inequality $|\nabla U_2(p_1)| > a(p_1)$ contradicts (166). By involving symmetry and interchanging the roles of $\Gamma_1 = (\Gamma_{1,1}, \Gamma_{1,2})$ and $\Gamma_2 = (\Gamma_{2,1}, \Gamma_{2,2})$ in the above arguments, we conclude that in either Case 2 or Case 3, we must have $|\nabla U_i(p)| = a(p)$ in $\Omega_i$, $i = 1, 2$. The remainder of the proof in Cases 2 and 3 follows as in Case 1.

**Theorem 4.19** (Proximity of sub-solutions and super-solutions, both at the same pair $\lambda = (1,1)$) In Prob. (4.3) assume the positive, $P$-periodic flow-speed function $a(p) : \mathbb{R}^2 \to \mathbb{R}_+$ is logarithmically subharmonic relative to the $P$-periodic (in $x$) strip-like region $G$. Let $\hat{\Gamma} = (\hat{\Gamma}_1, \hat{\Gamma}_2)$, $\bar{\Gamma} = (\bar{\Gamma}_1, \bar{\Gamma}_2) \in \mathbf{X}(G)$ denote a classical sub-solution and a classical super-solution, respectively, such that $|\nabla \hat{U}(p)| = a(p)$ on $\hat{\Gamma}_2$, $|\nabla \bar{U}(p)| = a(p)$ on $\bar{\Gamma}_1$, and $\hat{\Gamma}_2 \geq \hat{\Gamma}_1$. Then $\hat{\Gamma}_2 \geq \bar{\Gamma}_1$. 
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In other words, the two configurations are close enough so that the intersection of the closures of the two (simply connected) stream beds contains a curve connecting \( x = -\infty \) to \( x = \infty \).

**Proof.** Let \( \tilde{U}(p) := U(\Gamma; p) \) and \( \tilde{\phi}(p) := \ln((|\nabla U(p)|/a(p))) \), both in the closure of \( \Omega := \Omega(\Gamma) \). Then \( \Delta \tilde{\phi}(p) \leq 0 \) in \( \tilde{\Omega} \), \( \tilde{\phi}(p) = 0 \) on \( \tilde{\Gamma}_2 \), and \( \tilde{\phi}(p) \geq 0 \) on \( \tilde{\Gamma}_1 \). Therefore \( \tilde{\phi} \geq 0 \) in \( \tilde{\Omega} \), from which it follows that

\[
\tilde{\phi}_\nu(p) = \tilde{K}_2(p) - (a_\nu(p)/a(p)) \leq 0
\]

on \( \tilde{\Gamma}_2 \), and also, by a similar argument, that

\[
\tilde{\phi}_\nu(p) = \tilde{K}_1(p) - (a_\nu(p)/a(p)) \geq 0
\]

on \( \tilde{\Gamma}_1 \), where \( \tilde{\phi}(p) := \ln((|\nabla \tilde{U}(p)|/a(p))) \) in the closure of \( \tilde{\Omega} \), and where \( \tilde{K}_2(p) \) and \( \tilde{K}_1(p) \) denote respectively the signed curvatures of the arcs \( \tilde{\Gamma}_2 \) and \( \tilde{\Gamma}_1 \) at their respective points. If the claim is false, then there exists a non-empty, connected region \( \omega \) contained in one \( P \)-period of the region \( D^+(\tilde{\Gamma}_2) \cap D^-(\tilde{\Gamma}_1) \), and whose boundary \( \partial \omega \) is the disjoint union \( \partial \omega = \gamma_2 \cup \gamma_1 \), where \( \gamma_2 := \Cl(\omega) \cap \tilde{\Gamma}_2 \) and \( \gamma_1 := \Cl(\omega) \cap \tilde{\Gamma}_1 \). For definiteness, we will assume that \( \tilde{\Omega} \) and \( \tilde{\omega} \) intersect, so that \( \gamma_2 \) and \( \gamma_1 \) have common initial and terminal endpoints \( p_1 \) and \( p_2 \). We have

\[
\int_{\gamma_2} \tilde{K}_2(p) \, ds - \int_{\gamma_1} \tilde{K}_1(p) \, ds \leq \int_{\gamma_2} (a_\nu(p)/a(p)) \, ds - \int_{\gamma_1} (a_\nu(p)/a(p)) \, ds,
\]

by integrating (167) and (168). We also have

\[
\int_{\gamma_2} \tilde{K}_2(p) \, ds - \int_{\gamma_1} \tilde{K}_1(p) \, ds = (\tilde{\theta}_2(p_2) - \tilde{\theta}_2(p_1)) - (\tilde{\theta}_1(p_2) - \tilde{\theta}_1(p_1)) \geq 0,
\]

where \( \tilde{\theta}_2(p) \) and \( \tilde{\theta}_1(p) \) denote continuous arguments of the forward tangent vectors to the curves \( \gamma_2 \) and \( \gamma_1 \) and where \( p_1 \) and \( p_2 \) are their joint initial and terminal points. We also have that

\[
0 \leq \int \Delta \ln(a(p)) \, dA = \int_{\gamma_2} (a_\nu(p)/a(p)) \, ds - \int_{\gamma_1} (a_\nu(p)/a(p)) \, ds,
\]

as follows by applying the divergence theorem to the sub-harmonic function \( \ln(a(p)) \) in \( \omega \). By stringing the inequalities in (169), (170), and (171) into a chain of inequalities, we determine that the double-integral over \( \omega \) in (171) vanishes, and that the two arc integrals (in (171)) are equal; also that the two signed curvature integrals in (170) are equal; in fact that \( \tilde{\theta}_2(p_1) - \tilde{\theta}_1(p_1) = 0 \) and \( \tilde{\theta}_1(p_2) - \tilde{\theta}_2(p_2) = 0 \), since the latter two expressions are non-negative and sum to zero. Since \( \ln(a(p)) \) is sub-harmonic in \( \omega \), it follows that it is harmonic in \( \omega \). Finally, we conclude by integrating the equalities in (167), (168) that

\[
\int_{\gamma_2} \tilde{\phi}_\nu(p) \, ds = \int_{\gamma_1} \tilde{\phi}_\nu(p) \, ds.
\]
Since $\hat{\phi}(p) \leq 0$ on $\hat{\gamma}_2$ and $\hat{\phi}(p) \geq 0$ on $\hat{\gamma}_1$ (by (167, 168)), it follows that $\phi_u(p) = 0$ on $\hat{\gamma}_2$ and $\phi_u(p) = 0$ on $\hat{\gamma}_1$. Since the functions $\phi$ and $\hat{\phi}$ are already known to be non-negative and (weakly) super-harmonic in the respective regions $\hat{\Omega}$ and $\Omega$, and to vanish on $\hat{\Gamma}_2$ and $\hat{\Gamma}_1$, resp.,

it follows from (172) that $\hat{\phi}(p) = 0$ in $\hat{\Omega}$ and $\hat{\phi}(p) = 0$ in $\hat{\Omega}$. Therefore, $\ln(a(p))$ coincides with the harmonic functions $\ln(|\nabla U(p)|)$ (resp. $\ln(|\nabla \hat{U}(p)|)$ in $\hat{\Omega}$ (resp. $\Omega$). Therefore $\ln(a(p))$ is a $C^2$-function which is harmonic in $\Omega \cup \omega \cup \Omega$. Since the domains $\hat{\Omega}$ and $\hat{\Omega}$ share common $C^2$-boundary arcs with $\omega$, it is clear that $\ln(a(p))$ is a harmonic function in the interior of $\Omega \cup Cl(\omega) \cup \hat{\Omega}$ which coincides with $\ln(|\nabla \hat{U}(p)|)$ (resp. $\ln(|\nabla U(p)|)$) in $\hat{\Omega}$ (resp. $\hat{\Omega}$). Therefore,

$\ln(|\nabla U(p)|) = \ln(|\nabla \hat{U}(p)|)$ in $\Omega \cap \hat{\Omega}$. Therefore, the harmonic conjugates of these functions, namely $\arg(\nabla U(p))$ (resp. $\arg(\nabla \hat{U}(p))$) in $\Omega$ (resp. $\hat{\Omega}$), differ by at most a constant in any connected portion $\omega_0$ of $\Omega \cap \hat{\Omega}$. But we have $\nabla \hat{U}(p) = \nabla U(p)$ at any point $p \in \hat{\Gamma}_2 \cap \Gamma_1$ such that also $p \in \partial \omega$ for any connected component $\omega$ of the region $D^+(\hat{\Gamma}_2) \cap D^-(\hat{\Gamma}_1)$, from which it follows that $\nabla \hat{U}(p) = \nabla U(p)$ in $\hat{\Omega} \cap \Omega$. Therefore $\hat{U}(p) = U(p) + C$ throughout any connected component of $\hat{\Omega} \cap \Omega$. But this contradicts the fact that $\hat{U}(p) < U(p) + 1$ in $(\hat{\Gamma}_2 \cap \Omega) \cup (\hat{\Gamma}_1 \cap \Omega)$, whereas $\hat{U}(p) = U(p) + 1$ at any point $p \in \hat{\Gamma}_1 \cap \Gamma_1$, completing the proof of the assertion in the case where $\Omega$ intersects $\hat{\Omega}$.

**Corollary 4.20** (Proximity of sub-solutions to super-solutions at different choices of the parameter $\lambda$) Assume in Prob. 4.3 that the flow-speed function $a(p) : \mathbb{R}^2 \rightarrow \mathbb{R}_+$ is logarithmically subharmonic relative to $G$. Let $\hat{\Gamma} = (\hat{\Gamma}_1, \hat{\Gamma}_2) \in X(G)$ and $\tilde{\Gamma} = (\tilde{\Gamma}_1, \tilde{\Gamma}_2) \in X(G)$ denote, respectively, a classical sub-solution at $\hat{\lambda} = (\hat{\lambda}_1, \hat{\lambda}_2)$ such that $|\nabla \hat{U}(p)| \leq \hat{\lambda}_1 a(p)$ on $\hat{\Gamma}_1$ and $|\nabla \hat{U}(p)| = \hat{\lambda}_2 a(p)$ on $\hat{\Gamma}_2$, and a classical super-solution at $\tilde{\lambda} = (\tilde{\lambda}_1, \tilde{\lambda}_2)$, such that $|\nabla \tilde{U}(p)| = \tilde{\lambda}_1 a(p)$ on $\tilde{\Gamma}_1$ and $|\nabla \tilde{U}(p)| \leq \tilde{\lambda}_2 a(p)$ on $\tilde{\Gamma}_2$. If $\tilde{\Gamma} \leq \hat{\Gamma}$, and $\tilde{\Gamma}_1$ lies at least partially above $\hat{\Gamma}_2$, so that the domain $D^+(\tilde{\Gamma}_2) \cap D^-(\hat{\Gamma}_1)$ contains at least one non-empty connected component $\omega$, then for each component $\omega$, we have

$$\ln(\hat{\lambda}_2/\hat{\lambda}_1)\hat{\gamma}_1 \leq \ln(\tilde{\lambda}_2/\tilde{\lambda}_1)|\hat{\gamma}_1|_a \leq \ln(\hat{\lambda}_2/\hat{\lambda}_1)|\hat{\gamma}_2|_a,$$  \hspace{1cm} (173)

where $\hat{\gamma}_1 := Cl(\omega) \cap \hat{\Gamma}_1$, $\hat{\gamma}_2 := Cl(\omega) \cap \hat{\Gamma}_2$, $|\hat{\gamma}_1|_a := \int_{\hat{\gamma}_1} a(p) \, ds$, and $|\hat{\gamma}_2|_a := \int_{\hat{\gamma}_2} a(p) \, ds$. Therefore,

$$\text{if } (\hat{\lambda}_2/\hat{\lambda}_1) < 1 < (\tilde{\lambda}_2/\tilde{\lambda}_1), \text{ then } \omega = 0, \text{ whence } \hat{\Gamma}_2 \geq \hat{\Gamma}_1. \hspace{1cm} (174)$$

It also follows from (173) that

$$|\hat{\gamma}_1|_a \leq (\ln(\hat{\lambda}_2/\hat{\lambda}_1)/\ln(\hat{\lambda}_2/\hat{\lambda}_1))|\hat{\gamma}_2|_a \text{ if } \hat{\lambda}_2 > \hat{\lambda}_1 \text{ and } \hat{\lambda}_2 > \hat{\lambda}_1, \hspace{1cm} (175)$$

$$|\hat{\gamma}_2|_a \leq (\ln(\tilde{\lambda}_2/\tilde{\lambda}_1)/\ln(\tilde{\lambda}_2/\tilde{\lambda}_1))|\hat{\gamma}_1|_a \text{ if } \tilde{\lambda}_2 > \tilde{\lambda}_1 \text{ and } \tilde{\lambda}_2 > \tilde{\lambda}_1. \hspace{1cm} (176)$$

If $\mu := \ln(\hat{\lambda}_2/\hat{\lambda}_1) = \ln(\hat{\lambda}_2/\hat{\lambda}_1) \neq 0$, then

$$\mu (\hat{\lambda}_1|\hat{\gamma}_1|_a - \hat{\lambda}_2|\hat{\gamma}_2|_a) \leq 0, \hspace{1cm} (177)$$

regardless of the sign of $\mu$. 
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Proof. In notation of the proof of Thm. 4.19 we have \( \hat{\phi}(p) \geq \ln(\lambda_1) + \ln(\lambda_2/\lambda_1) \tilde{U}(p) \) in \( \text{Cl}(\Omega) \), where the inequality reduces to an equality on \( \tilde{\Omega}_2 \).
Therefore, we have \( \hat{\phi}_\nu(p) = K_2(p) - (a_\nu(p)/a(p)) \leq \ln(\lambda_2/\lambda_1) \lambda_2 a(p) \) on \( \tilde{\Omega}_2 \), and, similarly, we have \( \hat{\phi}_\nu(p) = K_1(p) - (a_\nu(p)/a(p)) \geq \ln(\lambda_2/\lambda_1) \lambda_1 a(p) \) on \( \tilde{\Omega}_1 \). The assertion follows by integrating these inequalities on \( \tilde{\gamma}_2 \) and \( \tilde{\gamma}_1 \), respectively, and combining the results with (170) and (171).

4.3 Continuously and monotonically varying solution families

Lemma 4.21 (Uniform self-separation of solutions of Prob. 4.3) Uniform continuation of capacitary potentials) Assume in the context of Prob. 4.3 that the fixed positive \( P \)-periodic flow-speed function \( a(p) : \mathbb{R}^2 \to \mathbb{R}_+ \) is in the class \( \mathcal{A}_a \) for some \( q \in (0,1] \), and is logarithmically-subharmonic relative to \( G \). Then: (a) for any positive interval \( \Lambda_+ := (\lambda, \infty) \) (where \( 0 < \lambda \leq \infty \)), any \( \lambda = (\lambda_1, \lambda_2) \in \Lambda_+^2 \), and any classical solution \( \Gamma_\lambda \in \mathcal{X}(G) \) of Prob. 4.3 at \( \lambda \) such that \( \Gamma_\lambda \in \mathcal{R}(\Lambda_+; \rho_0) \) (for some given value \( \rho_0 \in (0, \pi) \); see Rem. 4.12 and Thm. 5.19), we have:

\[
|p_{\lambda,i}(t) - p_{\lambda,i}(\tau)| \geq \min \left\{ \frac{2}{\pi} |t - \tau|, \frac{2}{K_0} \left( \frac{\rho_0}{\rho_0} \right)^2, R_0, R_1, 1 \right\} \tag{178}
\]

for \( i = 1, 2 \), uniformly for all \( t, \tau \in \mathbb{R} \), where \( K_0 \) denotes a uniform upper bound for the absolute curvatures of the components of these classical solutions (the bound exists by Thm. 3.19), also \( p_{\lambda,i}(t) : \mathbb{R} \to \Gamma_\lambda,i \) denotes any arc-length parametrization of \( \Gamma_\lambda,i \), and, finally, the positive constants \( B_2, R_0, R_1 > 0 \), which remain to be specified, are such that \( B_2, (1/R_0), (1/R_1) \) have upper bounds which depend only on \( \Lambda, \Lambda, A_1, A_2, \Delta, \lambda \), and \( \lambda \).

(b) Assume in Prob. 4.3 that the flow-speed function \( a(p) : \mathbb{R}^2 \to \mathbb{R}_+ \) in \( \mathcal{A}_a \) is logarithmically subharmonic in \( G \). Then, given the positive closed interval \( \Lambda_+ := (\lambda, \infty) \subset \mathbb{R}_+ \), the main assertions of Thm. 3.16 and Part (a) above both apply uniformly with respect to all pairs \( \lambda \in \Lambda_+^2 \) and all solutions \( \Gamma_\lambda \in \mathcal{X}(G) \) of Prob. 4.3 at \( \lambda \). Therefore, the capacitary potentials \( \hat{U}(p) := U(\Gamma_\lambda; p) \) of all of these solutions can be continued as single-valued \( C^{3,\delta} \)-functions in simply-connected domains \( \Omega_\lambda \) satisfying the same uniform bound on their \( C^{3,\delta} \)-norms relative to their respective domains \( \Omega_{\lambda,\delta} \) uniformly containing the \( \delta \)-neighborhoods \( N_\delta(\Omega_\lambda) \) of the respective regions \( \Omega_\lambda := \Omega(\Gamma_\lambda) \) (with the same value \( \delta > 0 \) in all cases).

Proof of Part (a). Let be given a classical solution \( \Gamma = (\Gamma_1, \Gamma_2) \in \mathcal{X}(G) \) of Prob. 4.3 at a fixed pair \( \lambda \in \Lambda_+^2 \), and let \( p_i(t) : \mathbb{R} \to \Gamma_i \) be the arc-length parametrizations of the components. We choose the positive direction on \( \Gamma_1 \) and \( \Gamma_2 \) such that \( \nu \) always points locally to the left, where we use \( \nu(p) \) to denote the unit vector pointing in the direction of \( \nabla U_i(p) \) on \( \partial \Omega_i \), and where \( U_i(p) := U_i(\Gamma_i; p) \) in (the closure of) \( \Omega := \Omega(\Gamma) \). (Thus the positive direction on \( \Gamma_1 \) (resp. \( \Gamma_2 \)) corresponds to increasing (decreasing) \( t \).) For any fixed \( t_0 \in \mathbb{R} \), it
follows from the absolute curvature bound that

$$|p_i(t) - p_i(t_0)| \geq (2/\pi)|t - t_0| \text{ whenever } |t - t_0| \leq (\pi/K_0) \quad (179)$$

for \( i = 1, 2 \). Since \( |p_i(t) - p_i(t_0)| \to +\infty \) as \( t \to \pm \infty \), it suffices to show that if \( \Gamma \in \mathcal{R}(A_+; \rho_0) \) for some fixed value \( \rho_0 \in (0, \pi) \) (see [149]), then for any \( t_0 \in \mathbb{R} \), any local minimum of the function \( r(p_i(t)) := |p_i(t) - p_i(t_0)| : \mathbb{R} \to \mathbb{R}_+ \) must exceed a certain uniform positive lower bound. Given the points \( p_{i,0} \in \Gamma_i \), \( i = 1, 2 \), it suffices to consider the point-sets \( M_i^\pm(p_{i,0}) \), \( i = 1, 2 \), whose respective elements \( p_i^\pm \in \Gamma_i \) are such that \( p_i^\pm \) is a local minimizer of the function \( r_i(p) := |p - p_{i,0}| \) relative to \( p \in \Gamma_i \cup \Omega \), whereas \( p_i^- \) is a local minimizer of \( r_i(p) := |p - p_{i,0}| \) relative to \( p \in \Gamma_i \cup D_i(\Gamma_i) \), \( i = 1, 2 \). Then for \( p_{i,0} \in \Gamma_i \) and \( p_i^\pm \in M_i^\pm(p_{i,0}) \), we have

$$\nu(p_i^\pm)|p_i^\pm - p_{i,0}| = \mp(p_i^\pm - p_{i,0}). \quad (180)$$

It also follows from the uniform bound on the curvature of \( \Gamma_1, \Gamma_2 \) that

$$|\theta(\nu(p_{i,0}), \nu(p_i^\pm))| \leq B_0 \sqrt{|p_{i,0} - p_i^\pm|}, \quad (181)$$

where \( B_0 := E_0\sqrt{K_0} \) for a dimensionless constant \( E_0 > 0 \), and where \( \theta(\nu(p_{i,0}), \nu(p_i^\pm)) \) denotes the angle between \( \nu(p_{i,0}) \) and \( \nu(p_i^\pm) \). We assert that, given points \( p_{i,0} \in \Gamma_i \) and \( p_i^\pm \in M_i^\pm(p_{i,0}) \) such that \( r_i := |p_i^\pm - p_{i,0}| \leq 1 \), we must have

$$B_2 \sqrt{t_i} \geq B_1 r_i + B_0 \sqrt{t_i} \geq \pi - \mu_i \text{cap}(\Omega) \geq \pi - |\mu_i| \text{cap}(\Omega) \geq \rho_0 \quad (182)$$

(for \( \mu_i := \ln(\lambda_3 - \mu_i) \)), where \( B_1 = (A_1/A) \) and \( B_2 = B_0 + B_1 \). Here, the final inequality follows from the assumption that \( \Gamma \in \mathcal{R}(A_+; \rho_0) \) (for some given value \( \rho_0 \in (0, \pi) \)). For the proof of the second (and main) inequality in [152], we assume that \( p_i^+ \in M_i^+(p_{i,0}) \), where \( p_{i,0} \) precedes \( p_i^+ \) in terms of the ordering on \( \Gamma_i \). We let \( \gamma_i \) denote an arc-segment of \( \Gamma_i \) having \( p_{i,0} \) (resp. \( p_i^+ \)) as its initial (resp. terminal) end-point, and we use \( L_i \) to denote the straight line-segment connecting the same points in the same order. Obviously \( r_i := ||L_i|| = |p_{i,0} - p_i^+| \). We can assume that \( \gamma_i \) does not cross \( L_i \), since otherwise one could choose a new relative minimum point \( p_i^+ \in \Gamma_i \) which is closer to \( p_{i,0} \). One also sees by using [153] and a uniform upper bound on the curvature of the fixed boundary \( \partial G \) that there exists a value \( R_0 = R_0(K_0) > 0 \) such that \( \text{Cl}(\omega_i) \subset G \) whenever \( r_i \in (0, R_0) \). We also have that \( \phi_i(\Gamma_i) = 0, \phi_i(p) = \mu_i := \ln(\lambda_3 - \mu_i) \) on \( \Gamma_3 - i \), and \( \Delta \phi_i(p) = -\Delta \ln(a(p)) \leq 0 \) in \( \Omega \), where we define the function \( \phi_i(p) := \ln(|\nabla U_i(p)|/\lambda_i a(p)) \) in terms of the capacitary potential \( U_i(p) := U_i(\Gamma; p) \). Therefore, we have \( \phi_i(p) \geq \mu_i U_i(p) \in \text{Cl}(\Omega) \) by the comparison principle, since the same inequality holds on \( \partial \Omega \). It follows that

$$\phi_{i,\nu} = K_i(p) - (\ln(a(p))_\nu \geq \mu_i U_i(\nu(p)) = \mu_i \lambda_i a(p) \quad (183)$$

on \( \Gamma_i \), where \( K_i(p) \) denotes the counter-clockwise-oriented curvature of \( \Gamma_i \) at \( p \in \Gamma_i \). In fact we have \( |\int_{\gamma_i} K_i(p)| dt | - \pi| \leq B_0 \sqrt{t_i} \), due to [150] and [151].
both in the "+" case. Again assuming that \( r_i \leq 1 \), it follows by integrating on \( \gamma_i \), rearranging the terms, and applying the divergence theorem to the function \( \psi(p) := \ln(a(p)) \) in the bounded connected region \( \omega_i \) such that \( \partial \omega_i = \gamma_i \cup L_i \) (where \( \Delta \psi \geq H \geq 0 \) in \( \omega_i \)) that

\[
\pi - \mu_i \lambda_i ||\gamma_i||_a - B_0 \sqrt{r_i} \leq \int_{\gamma_i} \psi \nu \ dt \leq \int_{\partial \omega_i} \psi \nu \ dt + B_1 \ r_i \tag{184}
\]

\[
= \int_{\omega_i} (-\Delta \psi) \ dA + B_1 \ r_i \leq -H ||\omega_i|| + B_1 \ r_i,
\]

where \( ||\omega_i|| \) denotes the Euclidean area of \( \omega_i \), \( ||\gamma_i||_a \) is the weighted arc-length of \( \gamma_i \) (with weight-function \( a(p) \)), and \( \nu \) denotes the interior normal to \( \omega_i \) on \( \partial \omega_i \). It follows that

\[
B_1 \ r_i + B_0 \sqrt{r_i} \geq \pi - \lambda_i \mu_i ||\gamma_i||_a + H ||\omega_i|| = \pi - \mu_i \text{cap}(\Omega) + H ||\omega_i||, \tag{185}
\]

from which Eq. (182) follows.

Similarly, for \( p_{i,0} \in \Gamma_i \) and \( p_i^- \in \mathcal{M}_i^- (p_{i,0}) \), \( i = 1, 2 \), we will show that

\[
K_0 \sqrt{A} \ r_i \geq \Delta A \left( \pi - B_0 \sqrt{r_i} \right), \tag{186}
\]

\( i = 1, 2 \), where \( K_0 \) denotes a bound on the absolute curvature of \( \Gamma_1 \) and \( \Gamma_2 \). In fact the flow across the segment \( L_i \) joining \( p_{i,0} \) to \( p_i^- \) is bounded from above by \( \sqrt{A} \ r_i \), since \( |\nabla U_i| \leq \sqrt{A} \) in \( \Omega \). On the other hand, the flow across the arc \( \gamma_i \subset \Gamma_i \) joining \( p_{i,0} \) to \( p_i^- \) exceeds \( \Delta A ||\gamma_i||_a \), where, in view of the absolute curvature bound \( K_0 \), it follows from (180) and (181) in the "-"-cases, that the length of the arc \( \gamma_i \) is at least \( \left( \pi - B_0 \sqrt{r_i} \right) / K_0 \). Eq. (184) now follows from the fact that the flows across \( L_i \) and \( \gamma_i \) are equal, where the flow across \( \gamma_i \) exceeds \( \Delta A ||\gamma_i||_a \). It follows from this that

\[
\text{if } r_i \leq 1, \text{ then } r_i \geq R_1 := \left( \pi \Delta A / (K_0 \sqrt{A} + C_0 \Delta A) \right)^2. \tag{187}
\]

By (182) and (187), we conclude that either \( r_i > 1 \) or else \( r_i \geq (\rho_0 / B_2)^2 \) and \( r_i \geq R_1 \) (both). Finally, in view of Def. 4.1.1 (see 149), the assertion (178) follows by substituting these inequalities into (179).

**Proof of Part (b).** In view of Thms. 3.12, 3.13 and 3.16, this follows from Part (a).

**Definition 4.22 (Notation)** Let \( \mathbf{\Gamma} \in \mathbf{X} \) denote a curve-pair, whose capacitive potential \( U_i(\mathbf{\Gamma};p) \) has a smooth continuation \( U_i(p) \) to a neighborhood \( N_{\delta_0}(\Omega(\mathbf{\Gamma})) \) such that \( |\nabla U_i(p)| > 0 \) on \( \Gamma_i \). Then for any vector \( \mathbf{\delta} = (\delta_1, \delta_2) \in \mathbb{R}^2 \) such that \( \mathbf{\delta} := |\mathbf{\delta}| \in (0, \delta_0] \), we define the curve-pair \( \mathbf{M}_\mathbf{\delta}(\mathbf{\Gamma}) := (M_{1,\delta_1}(\mathbf{\Gamma}), M_{2,\delta_2}(\mathbf{\Gamma})) \in \mathbf{X} \) component-wise such that

\[
M_{i,\delta_i}(\mathbf{\Gamma}) := \{ p \in N_{\delta_i}(\Omega(\mathbf{\Gamma})) : U_i(\mathbf{\Gamma};p) = \delta_i \} \in \mathbf{X}, \tag{188}
\]

for each \( i = 1, 2 \), where \( \delta_0 > 0 \) is small enough so that \( |\nabla U_i(p)| \) is uniformly positive in \( N_{\delta_0}(\Omega(\mathbf{\Gamma})) \) and the arcs defined in (188) are all double-point free (as occurs under conditions in Thms. 4.21, Lem. 4.24, and Cor. 4.27b)).
Lemma 4.23 (A family of solutions of Prob. 4.2 in a neighborhood of a given solution of Prob. 4.2) In Prob. 4.2, let \( \hat{\Gamma} = (\hat{\Gamma}_1, \hat{\Gamma}_2) \in X \cap C^{3,\delta} \) be a classical solution at \( \lambda = (\lambda_1, \lambda_2) \in \mathbb{R}_+^2 \) such that:

\[
\Delta \ln(a(p)) \geq 0 \text{ in } \text{Cl}(\Omega),
\]

where \( \hat{\Omega} = \Omega(\hat{\Gamma}) \). We also assume that the capacitary potential \( \hat{U}(p) := U(\hat{\Gamma}; p) \), originally defined in the closure of the domain \( \Omega := \Omega(\hat{\Gamma}) \), can be continued as a uniformly \( C^{3,\delta} \)-function (still called \( \hat{U}(p) \)) in a neighborhood \( \Omega_\delta \) of \( \text{Cl}(\Omega) \) (conditions guaranteeing this continuation are given in Thm. 3.16, Lem. 4.21(a)(b)), where

\[
\hat{\Omega} := \Omega(\hat{\Gamma})
\]

and that \( \hat{\Gamma} \in S(\lambda, r_0) \) for some \( r_0 > 0 \) (see Def. 4.13). Then, given \( r \in (0, r_0) \), there exist a value \( \delta_1 \in (0, \delta_0) \) and a unit vector \( \nu := (v_1, v_2) \) in the first quadrant, whose components are bounded from below by a positive constant:

\[
v_i \geq C_0 > 0,
\]

for \( i = 1, 2 \), such that for any \( \delta \in (0, \delta_1) \) and any pair \( \lambda = (\lambda_1, \lambda_2) \in \mathbb{R}_+^2 \) such that

\[
|\lambda_i - \hat{\lambda}_i| < r \hat{\lambda}_i \nu_i \delta
\]

for \( i = 1, 2 \), the pair \( \hat{\Gamma}_{\nu \delta} := M_{\nu \delta}(\hat{\Gamma}) \) (resp. \( \hat{\Gamma}_{-\nu \delta} := M_{-\nu \delta}(\hat{\Gamma}) \)) is a strict upper (resp. lower) solution of Prob. 4.2 at \( \lambda \), and, therefore, there exists (by Thms. 3.12 and 3.13) a classical solution \( \Gamma(\lambda) \in X \) of Prob. 4.2 at \( \lambda \) such that

\[
\hat{\Gamma}_{-\nu \delta} < \Gamma(\lambda) < \hat{\Gamma}_{\nu \delta}
\]

Proof. We continue the capacitary potential \( \hat{U}(p) := U(\hat{\Gamma}; p) \) to a \( C^{3,\delta} \)-function by the same name, defined in a neighborhood of the closure of \( \hat{\Omega} := \Omega(\hat{\Gamma}) \). For \( i = 1, 2 \), we define the function

\[
\hat{F}_i(p) := |\nabla \hat{U}(p)| - \hat{\lambda}_i a(p) = \hat{U}_\nu(p) - \hat{\lambda}_i a(p)
\]

in a neighborhood of the arc \( \hat{\Gamma}_i \), where \( \nu = \nu(p) \) denotes a unit vector in the direction of the vector \( \nabla \hat{U}(p) \). We observe that \( \hat{F}_i(p) = 0 \) on the arc \( \hat{\Gamma}_i \) for each \( i = 1, 2 \). Given any points \( \hat{p}_i \in \hat{\Gamma}_i, i = 1, 2 \), and any vector \( \delta = (\delta_1, \delta_2) \in I_0^2 \), where \( I_0 := (-\delta_0, \delta_0) \), we define

\[
\hat{p}_i,_{\delta_i} := \hat{p}_i + h_i \nu \in \hat{\Gamma}_{i,\delta_i} := M_{i,\delta_i}(\hat{\Gamma}),
\]

where the magnitude of \( h_i = h_i(\delta_i) \in \mathbb{R} \) is minimum subject to (114), and where we assume the normal vector \( \nu \) to \( \partial \hat{\Omega} \) points into (out of) \( \hat{\Omega} \) on \( \Gamma_1 \) (resp. \( \hat{\Gamma}_2 \)). We have

\[
\delta_i := \hat{U}(\hat{p}_i,_{\delta_i}) - \hat{U}(\hat{p}_i) = \hat{U}_\nu(\hat{p}_i) h_i + R_i h_i,
\]

\[
\hat{F}_i(\hat{p}_i,_{\delta_i}) - \hat{F}_i(\hat{p}_i) = \hat{F}_i,_{\nu}(\hat{p}_i) h_i + R_i h_i
\]

for \( i = 1, 2 \). It follows that

\[
\hat{F}_i(\hat{p}_i,_{\delta_i}) - \hat{F}_i(\hat{p}_i) = (\hat{F}_i,_{\nu}(\hat{p}_i)/\hat{U}_\nu(\hat{p}_i)) \delta_i + R_i \delta_i
\]
\[
\hat{\lambda}_i a(\hat{p}_i) \mathcal{C}_i(\hat{p}_i) \delta_i + R_i \delta_i
\]

for \( \hat{p}_i \in \hat{\Gamma}_i \), where we define the function \( \mathcal{C}_i(p) \) such that
\[
\hat{\lambda}_i^2 a^2(\hat{p}_i) \mathcal{C}_i(\hat{p}_i) = \hat{F}_{i,\nu}(\hat{p}_i).
\] (198)

In [196], we have that \( \hat{F}_{i}(\hat{\Gamma}_i) = 0 \), and we use \( R_i \) to denote the coefficient of \( h_i \) in the second-order Taylor remainder. Note that \( R_i \) can be be estimated in terms of \( \lambda \) and the second and third derivatives, respectively, of the functions \( a(p) \) and \( \hat{U}(p) \), which are both uniformly bounded by the \( C^{3,\delta} \)-norms of the \( C^{3,\delta} \)-continuation \( \hat{U}(p) : \Omega \to \mathbb{R} \). By differentiating \( 193 \), we have that
\[
\hat{F}_{i,\nu}(\hat{p}_i) = (\hat{U}_{\nu\nu}(\hat{p}_i) - \hat{\lambda}_i a_{\nu}(\hat{p}_i))
\] (199)
where we define
\[
\hat{\phi}_i(p) := \ln(\frac{\nabla \hat{U}(p)}{\hat{\lambda}_i a(p)}).
\] (200)

We also define
\[
\hat{F}_{i,\delta}(p) := |\nabla \hat{U}_{\delta}(p)| - \hat{\lambda}_i a(p) = \hat{U}_{\delta,\nu}(p) - \hat{\lambda}_i a(p)
\] (201)
in the closure of the domain \( \hat{\Omega}_\delta := \hat{\Omega}(\hat{\Gamma}_\delta) \), where we define \( \hat{\Gamma}_\delta := M_{\delta}(\hat{\Gamma}) \in X \) and \( \hat{U}_{\delta}(p) := \hat{U}(\hat{\Gamma}_\delta; p) \). We have
\[
|\hat{U}_{\delta,\nu}(p) - \hat{U}_\nu(p)(1 + \delta_1 - \delta_2)| \leq \delta z(\delta)
\] (202)
on \( \partial \hat{\Omega}_\delta \), where \( \delta := |\delta| = \sqrt{\delta_1^2 + \delta_2^2} \) and \( z(\delta) = C\delta \) for some positive constant \( C \), depending on the \( C^{3,\delta} \)-norm of the \( C^{3,\delta} \)-continued function \( \hat{U}(p) \). This follows from Lem. [3.14] in view of the fact that \( \sup \{ |\Delta \hat{U}(p)| : p \in \hat{\Omega}_\delta \} \leq z(\delta) \), uniformly for small \( \delta = (\delta_1, \delta_2) \), and the fact that
\[
\hat{U}_\delta(p) = \left( (\hat{U}(p) - \delta_1)/(1 + \delta_2 - \delta_1) \right)
\]
on \( \partial \hat{\Omega}_\delta \). We observe that the pair \( \hat{\Gamma}_\delta = (\hat{\Gamma}_{1,\delta_1}, \hat{\Gamma}_{2,\delta_2}) \in X \) (resp. \( \hat{\Gamma}_{-\delta} = (\hat{\Gamma}_{1,-\delta_1}, \hat{\Gamma}_{2,-\delta_2}) \in X \) is an upper (resp. lower) solution of Prob. [4.2] at \( \lambda \) if
\[
(-1)^i \hat{F}_{i,\delta}(p) > (<) 0 \text{ on } \hat{\Gamma}_{i,\delta},
\] (203)
i = 1, 2, where, by \([197], (200), \) and \( (202) \), we have
\[
\hat{F}_{i,\delta}(\hat{p}_{i,\delta}) = \hat{\lambda}_i a(\hat{p}_i)((\delta_1 - \delta_2) + \mathcal{C}_i(\hat{p}_i) \delta_i) + R_i \delta
\] (204)
for \( i = 1, 2 \), where we define \( \hat{\mu} := \ln(\hat{\lambda}_2/\hat{\lambda}_1) \) and \( E(\hat{p}_i) := (-1)^{i+1}(\mathcal{C}_i(\hat{p}_i) - \hat{\mu}) \).

It is well-known that \( \ln(|\nabla \hat{U}(p)|) \) is harmonic in \( \hat{\Omega} \) (since \( \nabla \hat{U} \neq 0 \) there).
Therefore, in view of \((190)\), we have that \(\Delta \hat{\phi}_i(p) = -\Delta \ln(a(p)) \leq 0\) in \(\hat{\Omega}\). We also have \(\phi_i(\hat{\Gamma}_i) = 0\) and \(\phi_i(p) = \ln(\lambda_{3-i}/\lambda_i) = (-1)^{i+1}\hat{\mu}\) on \(\hat{\Gamma}_{3-i}\). Therefore,

\[
\hat{\phi}_i(p) = (-1)^{i+1}\hat{\mu} \hat{U}_i(p) - \hat{W}(p)
\]
on \(\partial \hat{\Omega}\) and therefore throughout \(\text{Cl}(\hat{\Omega})\), by the comparison principle. Therefore

\[
\mathcal{C}_i(p) := (\hat{\phi}_i(p)/|\nabla\hat{U}(p)|) = \hat{\mu} + (-1)^{i+1}E(p)
\]
on \(\hat{\Gamma}_i\), where \(E(p) := (|\nabla\hat{W}(p)|/|\nabla\hat{U}(p)|)\), and where \(\hat{W}(p)\) is defined in \((152)\).

In a slight generalization of \((203)\) based on \((191)\), one sees that the pair \(\hat{\Gamma}_\delta \in \mathbf{X}\) (resp. \(\hat{\Gamma}_\delta \in \mathbf{X}\)) is a classical upper (resp. lower) solution of Prob. \((142)\) at \(\lambda \in \mathbb{R}_+^2\) (where \(|\lambda_i - \hat{\lambda}_i| \leq r\hat{\lambda}_i|\delta_i|, i = 1, 2\)), provided that

\[
(-1)^i\hat{F}_{i,\delta}(p) > \hat{\lambda}_i a(p) r|\delta_i| \quad (\text{resp. } (-1)^i\hat{F}_{i,\delta}(p) < -\hat{\lambda}_i a(p) r|\delta_i|)
\]
on \(\hat{\Gamma}_{i,\delta}\), \(i = 1, 2\), where \(\hat{F}_{i,\delta}(p)\) is as defined in \((204)\). Given a vector \(\delta = (\delta_1, \delta_2) = |\delta| = |\delta|(v_1, v_2)\) with positive components, it follows from \((205)\) that the curve-pairs \(\hat{\Gamma}\) and \(\hat{\Gamma}_{-\delta}\) are respective upper and lower solutions of Prob. \((142)\) at \(\lambda = (\lambda_1, \lambda_2) \in \mathbb{R}_+^2\) such that \((191)\) holds for \(i = 1, 2\) provided that

\[
F_i^*(\lambda, \pm \delta; \hat{\mu}_i, \pm \delta_i) < 0
\]
for \(i = 1, 2\), where we set

\[
F_i^*(\lambda, \pm \delta; \hat{\mu}_i, \pm \delta_i) := \pm \hat{\lambda}_i a(\hat{\mu}_i) \left( (-1)^i(\delta_1 - \delta_2) + [(-1)^i\hat{\mu} - E(\hat{\mu}_i) + r]\delta_i \right) + R_i\delta
\]
for \(i = 1, 2\). Moreover, the right side of \((206)\) is negative for sufficiently small \(\delta := |\delta|\) and in all four cases (the \(\pm\) cases for \(i = 1, 2\)), as required, provided that the components of the unit vector \(v\) are both positive, and satisfy the conditions:

\[
v_1 + |R_1(\delta)| < (1 + E - \hat{\mu} - r) v_2; \quad v_2 + |R_2(\delta)| < (1 + E + \hat{\mu} + r) v_1
\]
for sufficiently small \(\delta > 0\) and at all points \(\hat{\mu}_i \in \hat{\Gamma}_i, i = 1, 2\), where we set \(E := E(\hat{\Gamma})\) (see Def. \((113)\)). Then \((207)\) implies \((153)\), from which \((150)\) follows. Assuming that \((150)\) is solved by a value \(r > 0\), one can show for sufficiently small \(\delta > 0\) that \((207)\) is solved by the unit vector \(v = (v_1, v_2)\) such that

\[
(v_1, v_2) = C \left(|R_1| + |R_2|(1 + E - r - \hat{\mu}), |R_2| + |R_1|(1 + E - r + \hat{\mu})\right),
\]

where the constant \(C > 0\) is determined such that \(|v| = 1\). Turning to the proof of \((190)\), it follows from \(|v| = 1\) that \(v_i \geq (1/\sqrt{2})\) for either \(i = 1\) or \(i = 2\). In view of \((150)\), it then follows from \((207)\) that \(v_i \geq (C_i v_{3-i}) \geq (C_i / \sqrt{2})\), where the positive constant \(C_i := 1/(E + 1 + (-1)^{i+1}\hat{\mu} - r))\) is bounded below by the reciprocal of the positive term: \(B_i := E + 1 + (-1)^{i+1}\hat{\mu} - r > 0\) (in which
(\|W(p)\|)$ (defined in Def. 4.13) is bounded above on $\partial \hat{\Omega}$ by Lem. 3.14(a)). Finally, regarding the choice of $\delta_1 \in (0, \delta_0]$, we observe that if $\hat{\Gamma} \in \mathcal{S}(\lambda, r_0)$, then for fixed $r \in (0, r_0)$ the conditions (204) are satisfied (and therefore the assertions hold) if $|R_i(\delta)| \leq C_0(r_0 - r)$ for $i = 1, 2$ and $|\delta| \leq \delta_1$.

**Lemma 4.24 (Monotonicity and Lipschitz continuity of solutions of Prob. 4.2 in a neighborhood of a given solution)** Let $\hat{\Gamma} = (\hat{\Gamma}_1, \hat{\Gamma}_2) \in \mathcal{X}$ denote a fixed solution of Prob. 4.2 at $\lambda = (\lambda_1, \lambda_2) \in \mathbb{R}_+^2$, where $a(p) : \mathbb{R}^2 \to \mathbb{R}_+$ and $\hat{\Gamma}$ have the additional properties assumed in Lems. 4.27 and 4.28 (in particular, (210) holds, and $\hat{\Gamma} \in \mathcal{S}(\lambda, r_0)$ for some $r_0 > 0$). Let the unit vector $v$ satisfy the condition (207) for some fixed $r \in (0, r_0)$ and for all $\delta \in (0, \delta_1]$ (where $\delta_1 \in (0, \delta_0]$ is chosen such that $|R_i(\delta)| \leq C_0(r_0 - r)$ for $\delta \in (0, \delta_1]$). Then:

(a) For any classical solution $\Gamma(\lambda)$ of Prob. 4.2 at $\lambda \in \mathbb{R}_+^2$ such that

$$ \mathcal{M}_{-\delta_0 v}(\hat{\Gamma}) \leq \Gamma(\lambda) \leq \mathcal{M}_{\delta_0 v}(\hat{\Gamma}), $$

there exists a maximum value $\alpha = \alpha(\lambda) \in I_0 := (-\delta_0, 0)$ and a minimum value $\beta = \beta(\lambda) \in I_0$ such that $0 \leq \alpha \leq \beta$ and

$$ \hat{\Gamma}_{\alpha v} := \mathcal{M}_{\alpha v}(\hat{\Gamma}) \leq \Gamma(\lambda) \leq \hat{\Gamma}_{\beta v} := \mathcal{M}_{\beta v}(\hat{\Gamma}). $$

(b) There exist uniform positive constants $\mathfrak{A}, \mathfrak{B} > 0$ and a value $\delta_2 = \delta_2(\hat{\lambda}) \in (0, \delta_1]$ such that for any classical solution $\Gamma(\lambda) := (\Gamma_1(\lambda), \Gamma_2(\lambda)) \in \mathcal{X} \cap \mathcal{C}^2$ of Prob. 4.3 at a pair $\lambda = (\lambda_1, \lambda_2) \in \Lambda^2_+$ (such that $\lambda_1 > \lambda_1, \lambda_2 < \lambda_2$), and for any values $\alpha, \beta \in I_{\delta_2} := (-\delta_2, \delta_2)$ such that the condition (210) holds, we have:

$$ \mathfrak{A} \min \left\{ \frac{\lambda_1 - \lambda_1}{\lambda_1}, \frac{\lambda_2 - \lambda_2}{\lambda_2} \right\} \leq \alpha \leq \mathfrak{B} \max \left\{ \frac{\lambda_1 - \lambda_1}{\lambda_1}, \frac{\lambda_2 - \lambda_2}{\lambda_2} \right\}. $$

In fact one can choose $\mathfrak{A}$ such that $(2 \mathfrak{A} \mathfrak{E}) \mathfrak{A} = \mathfrak{A}$.

**Proof.** Assuming that (209) holds for a classical solution $\Gamma := \Gamma(\lambda)$ of Prob. 4.3 at $\lambda$, it follows from (210) by the comparison principle that

$$ \hat{U}_{\alpha v}(p) \geq U(p) \quad \text{in} \quad \hat{\Omega}_{\alpha v} \cap \Omega \quad \text{and} \quad \hat{U}_{\beta v}(p) \leq U(p) \quad \text{in} \quad \hat{\Omega}_{\beta v} \cap \Omega, $$

where $U(p) := U(\Gamma, p)$ in the closure of $\Omega := \Omega(\Gamma)$, and where, for either $\kappa = \alpha$ or $\kappa = \beta$, we set $\hat{\Gamma}_{v} = \mathcal{M}_{v}(\hat{\Gamma}) = (\hat{\Gamma}_{v,1} \cap \hat{\Gamma}_{v,2})$, and $\hat{U}_{v}(p) := \hat{U}(\hat{\Gamma}_{v}; p)$ in the closure of $\hat{\Omega}_{v} := \Omega(\hat{\Gamma}_{v})$. For $\alpha$ maximum subject to (211), there exists a point $\hat{p}_{\alpha,1} \in \hat{\Gamma}_{v,1} \cap \hat{\Gamma}_{v,2}$ such that $\hat{U}_{v}(\hat{p}_{\alpha,1}) = U(\hat{p}_{\alpha,1}) = 0$, and therefore

$$ \|\nabla \hat{U}_{\alpha v}(\hat{p}_{\alpha,1})\| \geq \|\nabla U(\hat{p}_{\alpha,1})\| $$

(due to (212)), or else there exists a point $\hat{p}_{\alpha,2} \in \hat{\Gamma}_{v,2}$ at which $\hat{U}_{\alpha v}(\hat{p}_{\alpha,2}) = U(\hat{p}_{\alpha,2}) = 1$, from which it follows via (212) that

$$ \|\nabla \hat{U}_{\alpha v}(\hat{p}_{\alpha,2})\| \leq \|\nabla U(\hat{p}_{\alpha,2})\|. $$
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In the first case, one sees by combining (204) with (213) that

$$\hat{\lambda}_1 a(\hat{p}_{\alpha,1}) + \hat{\lambda}_1 a(\hat{p}_{1,\alpha}) E_1 \alpha + R_1 \alpha$$

$$= |\nabla U_{\alpha}(\hat{p}_{\alpha,1})| \geq |\nabla U(\hat{p}_{\alpha,1})| = \lambda_1 a(\hat{p}_{\alpha,1}),$$

at points $\hat{p}_{\alpha,1} \in \hat{\Gamma}_{\alpha} \cap \Gamma_1$ and $\hat{p}_{\alpha,1} \in \hat{\Gamma}_1$ such that $|\hat{p}_{\alpha,1} - \hat{p}_{\alpha,1}| = \text{dist}(\hat{p}_{\alpha,1}, \hat{\Gamma}_1)$, where $E_1 := ((E(\hat{p}_{\alpha,1}) + 1 + \hat{\mu})v_1 - v_2 > rv_1 > C_0r > 0$ (see (207) and (190)).

For $\lambda_1 > \hat{\lambda}_1$, the assumptions that $\alpha \leq 0$ and $|R_1(\alpha)| \leq \hat{\lambda}_1 a(\hat{p}_{\alpha,1})E_1$ lead to a contradiction in (215). Therefore, we have $\alpha > 0$ if $|R_1(\alpha)| \leq \hat{\lambda}_1 a(\hat{p}_{\alpha,1})E_1$. But for $\alpha > 0$, (215) implies that

$$\alpha(\lambda) \geq \frac{\lambda_1 a(\hat{p}_{\alpha,1})}{\hat{\lambda}_1 a(\hat{p}_{\alpha,1})} \geq \frac{\lambda_1 - \hat{\lambda}_1}{\lambda_1 - \hat{\lambda}_1},$$

if we assume that $|R_1(\alpha)| < \hat{\lambda}_1 A C_0 r < \hat{\lambda}_1 a(\hat{p}_{\alpha,1})E_1$ and $\lambda_1 > \hat{\lambda}_1$, where $\nabla_1 := \sup \{E_1(p) : p \in \hat{\Gamma}_1\}$. In the second case, it follows from (204) and (214), that

$$\hat{\lambda}_2 a(\hat{p}_{\alpha,2}) - \hat{\lambda}_2 a(\hat{p}_{2,\alpha}) E_2 \alpha - R_2 \alpha$$

$$= |\nabla U_{\alpha}(\hat{p}_{\alpha,2})| \leq |\nabla U(\hat{p}_{\alpha,2})| = \lambda_2 a(\hat{p}_{\alpha,2}),$$

at points $\hat{p}_{\alpha,2} \in \hat{\Gamma}_{\alpha,2} \cap \Gamma_2$ and $\hat{p}_{\alpha,2} \in \hat{\Gamma}_2$ such that $|\hat{p}_{\alpha,2} - \hat{p}_{\alpha,2}| = \text{dist}(\hat{p}_{\alpha,2}, \hat{\Gamma}_2)$, and $E_2 = ((E(\hat{p}_{\alpha,2}) + 1 + \hat{\mu})v_2 - v_1 > rv_2 > C_0r > 0$ (see (207) and (190)).

For $\lambda_2 > \hat{\lambda}_2$, this equation is contradicted by the assumptions that $\alpha \leq 0$ and $|R_1(\alpha)| < \hat{\lambda}_2 a(\hat{p}_{\alpha,2})E_2$. For $\alpha > 0$, it follows from (217) that

$$\alpha(\lambda) \geq \frac{\lambda_2 a(\hat{p}_{\alpha,2})}{\hat{\lambda}_2 a(\hat{p}_{\alpha,2})} \geq \frac{\lambda_2 - \hat{\lambda}_2}{\lambda_2 - \hat{\lambda}_2},$$

if we assume that $|R_2(\alpha)| \leq C_0 \lambda_2 Ar < \lambda_2 a(\hat{p}_{\alpha,2})E_2$ and $\lambda_2 > \hat{\lambda}_2$, where $\nabla_2 := \sup \{E_2(p) : p \in \hat{\Gamma}_2\}$. Therefore, by (216) and (218), we have

$$\alpha(\lambda) \geq \frac{A}{2A \min \{\nabla_1, \nabla_2\}} \min \left\{ \left(\frac{\lambda_2 - \hat{\lambda}_2}{\lambda_2}, \frac{(\lambda_1 - \hat{\lambda}_1)}{\lambda_1} \right) \right\}$$

for $|R_2(\alpha)| \leq C_0 \lambda_2 Ar$, completing the proof of the existence of the positive uniform lower bound for $\alpha$ in (211).

Turning to the existence of the uniform upper bound for $\beta$ in (211), by (204) and (212), we have that

$$\hat{\lambda}_1 a(\hat{p}_{\beta,1}) + \hat{\lambda}_1 a(\hat{p}_{1,\beta}) E_1 \beta + R_1 \beta$$

$$= |\nabla U_{\beta}(\hat{p}_{\beta,1})| \leq |\nabla U(\hat{p}_{\beta,1})| = \lambda_1 a(\hat{p}_{\beta,1})$$
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at points $\hat{p}_{\beta,1} \in \Gamma_1 \cap \hat{\Gamma}_{\beta,1}$ and $\hat{p}_{\beta,2} \in \hat{\Gamma}_{1}$ such that $|\hat{p}_{\beta,1} - \hat{p}_{\beta,2}| = \dist(\hat{p}_{\beta,1}, \hat{\Gamma}_{1})$, where $E_1 := ((E(\hat{p}_{\beta,1}) + 1 + \hat{\mu})v_1 - v_2) \geq v_1 r \geq C_0 r > 0$, or else, alternatively, we have that
\[
\hat{\lambda}_2 \hat{a}(\hat{p}_{\beta,2}) - \hat{\lambda}_2 \hat{a}(\hat{p}_{\beta,1}) E_2 \beta + R_2 \beta
\]
\[
= |\nabla \hat{U}(\hat{p}_{\beta,2})| \geq |\nabla \hat{U}(\hat{p}_{\beta,2})| = \lambda_2 \hat{a}(\hat{p}_{\beta,2})
\]
\[
\text{at points } \hat{p}_{\beta,2} \in \Gamma_2 \cap \hat{\Gamma}_{\beta,2} \text{ and } \hat{p}_{\beta,2} \in \hat{\Gamma}_{2} \text{ such that } |\hat{p}_{\beta,2} - \hat{p}_{\beta,1}| = \dist(\hat{p}_{\beta,2}, \hat{\Gamma}_{2})\]
\[
\text{where } E_2 := ((E(\hat{p}_{\beta,2}) + 1 + \hat{\mu})v_2 - v_1) \geq v_2 r \geq C_0 r > 0. \text{ Of course we have } \beta \geq a > 0 \text{ in both cases, by the already established part of (211). Therefore, if either (220) or (221) holds, and if we assume that } \lambda_1 - \hat{\lambda}_1, \hat{\lambda}_2 - \lambda_2 > 0, \text{ and that } 2 \left| R_i(\beta) \right| < \min\{\lambda_1, \lambda_2\} \in \mathbb{C} \leq \min\{\lambda_1 \hat{a}(\hat{p}_{\beta,1}) E_1, \hat{\lambda}_2 \hat{a}(\hat{p}_{\beta,2}) E_2\}, i = 1, 2, \text{ then we have:}
\]
\[
\beta(\lambda) \leq \max_{i=1,2} \frac{a(\hat{p}_{\beta,i})|\lambda_i - \hat{\lambda}_i|}{\hat{\lambda}_ia(\hat{p}_{\beta,i}) E_i - |R_i(\beta)|}
\]
\[
\leq \left\{ \frac{2A}{\lambda_2 \min\{E_1, E_2\}} \right\} \max \left\{ \frac{\lambda_1 - \hat{\lambda}_1}{\hat{\lambda}_1}, \frac{\lambda_2 - \lambda_2}{\lambda_2} \right\},
\]

**Lemma 4.25** (Continuation of continuously and monotonically-varying families of solutions) Let be given an open interval $I$ and a function $\lambda(t) = (\lambda_1(t), \lambda_2(t)) : I \rightarrow \mathbb{R}^2_+$ satisfying (146) relative to $I$. Given the non-disjoint open intervals $I$ and $I$, both contained in $I$, let $\Gamma(t) : I \rightarrow X$ and $\hat{\Gamma}(t) : I \rightarrow X$ denote two parametrized families of solutions of Prob. 4.2, each satisfying (140) and (147) relative to it’s respective open t-interval. Assume that there exist values $t_0 \in I \cap I$ and $\alpha, \beta \in I$ such that $\alpha < t_0 < \beta$ and $\Gamma(\alpha) < \hat{\Gamma}(t_0) < \hat{\Gamma}(\beta)$. Then $\Gamma(t) = \hat{\Gamma}(t)$ for all $t \in I \cap \hat{I}$, and we can therefore define a larger parametrized solution-family $\Gamma(t) : I \cup I \rightarrow X(G)$ for Prob. 4.2 also satisfying (146) and (147), such that $\hat{\Gamma}(t) = \Gamma(t)$ in $I$ and $\hat{\Gamma}(t) = \hat{\Gamma}(t)$ in $\hat{I}$.

**Proof.** By slightly decreasing the parameter intervals $I, \hat{I}$, we can assume w.l.o.g. that $\Gamma(t) : I \rightarrow X$ and $\hat{\Gamma}(t) : I \rightarrow X$ are uniformly continuous mappings on closed intervals $I = [a, b], \hat{I} = [\hat{a}, \hat{b}]$, resp. Let $J$ denote the interval consisting of all $t \in I$ such that $\Gamma(a) < \hat{\Gamma}(t) < \hat{\Gamma}(b)$. Then $J \neq \emptyset$ (since $t_0 \in J$), and $\hat{\Gamma}(t) = \Gamma(t)$ for all $t \in J$, by Thm. 4.10. Assuming that $\hat{b} < b$, it follows from $t \in J$ and $t_0 \leq t \leq \hat{b} - \delta < \hat{b}$ that $\Gamma(t_0) = \hat{\Gamma}(t_0) \leq \Gamma(t) = \hat{\Gamma}(t) \leq \hat{\Gamma}(\hat{b} - \delta) < \hat{\Gamma}(\hat{b})$, from which it follows via the uniform continuity of the function $\hat{\Gamma} : \hat{I} \rightarrow X$ that $\Gamma(t_0) < \hat{\Gamma}(\tau) < \hat{\Gamma}(\hat{b})$ if $t_0 < \tau < t + P(\delta)$, where $P(\delta) > 0$ for $\delta > 0$. Therefore, for every point $t \in J$, the points of the interval $[t_0, t + P(\delta)]$ are also in $J$, in so far as they are already in $I \cap \hat{I}$. Therefore $J = \hat{I} \cap I$ relative to $[t_0, \infty)$, whence $\hat{\Gamma}(t) = \Gamma(t)$ in $I \cap \hat{I} \cap [t_0, \infty)$. Similarly, if $a \leq \hat{a}$, then $\hat{\Gamma}(t) = \Gamma(t)$ in $I \cap \hat{I} \cap (-\infty, t_0]$. Finally, if $a \leq \hat{a}$ or $b \leq \hat{b}$, then the assertion follows from the above arguments, but with the roles of the mappings $\Gamma(t) : I \rightarrow X$ and $\hat{\Gamma}(t) : \hat{I} \rightarrow X$ interchanged.
Proof of Thm. 4.15. Given a strictly increasing $C^1$-function $\mu(t) : \mathbb{R} \to \mathbb{R}$ such that $\mu(0) = 0$ and $\mu(t) \to \pm \infty$ as $t \to \pm \infty$, let the corresponding vector-valued function $\lambda(t) = (\lambda_1(t), \lambda_2(t)) : \mathbb{R} \to \mathbb{R}^2_+$ be defined componentwise such that $\lambda_1(t) := \exp\left(\frac{1}{2} \mu(t)\right)$ and $\lambda_2(t) = \exp(-\frac{1}{2} \mu(t))$, both for all $t \in \mathbb{R}$. Let $I$ denote the set of all values $t \in \mathbb{R}$ such that the vector $\lambda(t)$ corresponds to a classical solution $\Gamma(t) \in X(G) \cap C^3, \bar{v}$ of Prob. 4.3 satisfying the requirement (150) for some value $r = r(t) > 0$, where we assume in (150) that $\mu = \mu(t)$ and $\Gamma = \Gamma(t)$. Then $I \neq \emptyset$, because $0 \in I$ by assumption. According to Lem. 4.23 there exists a uniform constant $\delta_0 > 0$ such that for any $\tau \in I$ and any classical solution $\Gamma(\tau) \in X(G) \cap C^3, \bar{v}$ of Prob. 4.3 at $\lambda(\tau)$ (and for a suitable unit vector $v = v(\tau)$ and sufficiently small $\delta > 0)$, the pairs

$$\Gamma_{v\delta}(\tau) := M_{v\delta}(\Gamma(\tau)) \text{ and } \Gamma_{-v\delta}(\tau) := M_{-v\delta}(\Gamma(\tau))$$

constitute respective strict classical upper and lower solution-pairs for Prob. 4.3 at $\lambda(t)$ for any $t \in I_\delta(\tau) := (\tau - \delta, \tau + \delta)$, uniformly for $\delta \in (0, \delta_0)$. In view of this, it follows from Thms. 3.12, 3.13, and 3.16 and Lem. 4.21 that if $\delta_0 > 0$ is sufficiently small, then for any $\tau \in I$, any $\delta \in (0, \delta_0)$, and any $t \in I_\delta(\tau) := (\tau - \delta, \tau + \delta)$, there exists a classical solution $\Gamma(t) \in X \cap C^3, \bar{v}$ of Prob. 4.3 at $\lambda(t)$ such that

$$M_{-v\delta}(\Gamma(t)) < \Gamma(t) < M_{v\delta}(\Gamma(t)),$$

and such that the condition (150) is satisfied by setting $\mu = \mu(t)$, $\Gamma = \Gamma(t)$, and such that $r = (1/2) r(\tau)$. In this context, it follows by Lem. 4.24 Eq. (210), that

$$\Gamma(t) \leq M_{\alpha, h\bar{v}}(\Gamma(t)) \leq \Gamma(t + h) \leq M_{\beta, h\bar{v}}(\Gamma(t)), \quad (223)$$

for all $t, (t + h) \in I_\delta(\tau)$ such that $h > 0$ is sufficiently small (and for a suitable unit vector $v = v(t)$), from which it follows in the limit as $h \to 0+$ that the mapping $\Gamma(t) : I_\delta(\tau) \to X(G) \cap C^3, \bar{v}$ is strictly monotone increasing (in terms of the natural ordering of solutions $\Gamma(t)$ in $X(G)$) and locally Lipschitz-continuously varying (in the sense of the Hadamard distance between the components of arcs in $X(G)$). In view of this, it follows from Lem. 4.22 that $I$ is actually an open interval and that $\{\Gamma(t) : t \in I\}$ is a strictly monotonic and Lipschitz-continuously-varying solution family (see Def. 4.9), which continues in either direction for as long as the individual solution-pairs remain inside $G$. On the other hand, by Thm. 4.4(b), the set $I$ is bounded, and is therefore a bounded open interval: $I = (t^-, t^+)$ (with endpoints $t^\pm$ such that $t^- < 0 < t^+$). Obviously if $\text{Cl}(\Omega(\Gamma(t^+))) \subset G$ or if $\text{Cl}(\Omega(\Gamma(t^-))) \subset G$, then the strictly monotonically ordered, Lipschitz-continuously varying solution family can be extended, leading to the contradiction that the open interval $I$ is not maximal. Therefore, the maximal interval is characterized by the properties that $\text{Cl}(\Omega(\Gamma(t^\pm))) \cap \partial G \neq \emptyset$, whereas $\text{Cl}(\Omega(\Gamma(t))) \subset G$ for all $t \in (t^-, t^+)$. 
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5 Arc-length and total curvature estimates

5.1 Main operator and fixed-point estimates

Theorem 5.1 (Main arc-length and total curvature estimates for the operators $T_ε$) In the context of Defs. (2.8) and (2.9) for any $\Gamma = (\Gamma_1, \Gamma_2) \in X$ and $\varepsilon \in (0, \varepsilon_0)$ (where $\varepsilon_0 := \min\{1/2, (A^2/2A_1)\}$ throughout this paper), we let $T_ε(\Gamma) = (T_{ε,1}(\Gamma), T_{ε,2}(\Gamma)) = \Psi_ε \circ \Phi_ε(\Gamma)$, where $\Phi_ε$ (resp. $\Psi_ε$) denotes either $T_ε^+$ (resp. $\Psi_ε^+$) or $T_ε^-$ (resp. $\Psi_ε^{-}$). Then:

(a) We have $T_{ε,1}(\Gamma) \in X$ for either $i = 1, 2$, any $\Gamma := (\Gamma_1, \Gamma_2) \in X$, and any sufficiently small $\varepsilon \in (0, \varepsilon_0)$.

(b) There exist constants $A, B, C, H \geq 1$ sufficiently large (depending only on $A, A, A_1$, and $A_2$) such that for any $h \in (0, 1/2)$, we have

\[
K(T_{ε,i}(\Gamma)) \leq K(\Gamma_i) + \left[K_{h,i} + (Ah - 1)K(\Gamma_i) + Bh||\Gamma_i||\right] \frac{(\varepsilon / h)}{h},
\]

\[
||T_{ε,i}(\Gamma)|| \leq ||\Gamma_i|| + \left[||\Gamma_{h,i}|| + Ch K(\Gamma_i) - ||\Gamma_i||\right] \frac{(\varepsilon / h)}{h},
\]

\[
+ H R(\Gamma_i, \Gamma_{h,i})(\varepsilon^2 / h),
\]

$i = 1, 2$, both uniformly for all curve-pairs $\Gamma \in X$ such that $||\Gamma_i||, K(\Gamma_i) < \infty$ and for all $0 < \varepsilon \leq \varepsilon_0(h) := \min\{\varepsilon_0, h\}$, where $\Gamma_{h,i} := \Phi_{h,i}(\Gamma), K_{h,i} := K(\Gamma_{h,i}),$ and $R(\Gamma_i, \Gamma_{h,i}) := \max\{||\Gamma_i||, ||\Gamma_{h,i}||, K_i, K_{h,i}\}$.

(c) For $i = 1, 2$, and any functional $F : X \rightarrow \mathbb{R}$ of the form: $F(\Gamma_i) := \lambda K(\Gamma_i) + \mu ||\Gamma_i||$, with $\lambda, \mu > 0$ and $\lambda + \mu = 1$, it follows from Eqs. (226) and (227) that

\[
F(T_{ε,i}(\Gamma)) \leq F(\Gamma_i) + F(\Gamma_{h,i})(\varepsilon / h)
\]

\[
- \left[\left((1 - Ah) - (\mu / \lambda)Ch\right)\lambda K(\Gamma_i) + (1 - (\lambda / \mu) Bh)\mu ||\Gamma_i||\right] \frac{(\varepsilon / h)}{h},
\]

\[
+ H R(\Gamma_i, \Gamma_{h,i})(\varepsilon^2 / h)
\]

for $i = 1, 2$, $\varepsilon \in (0, \varepsilon_0(h))$, and $\Gamma \in X$ such that $||\Gamma_i||, K(\Gamma_i) < \infty$.

(d) In (227), we define:

\[
\lambda := \frac{2C}{\sqrt{A^2 + 4BC} + 2C - A}
\]

and $\mu := \frac{\sqrt{A^2 + 4BC} - A}{\sqrt{A^2 + 4BC} + 2C - A}$. Then the values $\lambda, \mu > 0$ are such that $\lambda + \mu = 1$.

\[
A + (\mu / \lambda)C = (\lambda / \mu)B = P_0 := (A + \sqrt{A^2 + 4BC}) / 2 > 0,
\]

and $\lambda, \mu \geq \frac{2 LP_0}{\sqrt{A^2 + 4BC}}$, where $L$ denotes the denominator in (227). It follows from (226) and (227) that for any $h \in (0, 1/2)$, we have

\[
F(T_{ε,i}(\Gamma)) \leq F(\Gamma_i) + F(\Gamma_{h,i}) + (P_0 h - 1)F(\Gamma_i)\left(\varepsilon / h\right) + H R(\Gamma_i, \Gamma_{h,i})(\varepsilon^2 / h),
\]

for $i = 1, 2$, all $\varepsilon \in (0, \varepsilon_0(h))$, and all $\Gamma \in X$ such that $||\Gamma_i||, K(\Gamma_i) < \infty$.
from Def. 2.9, for any $\varepsilon \in (0, \varepsilon_0(h)]$, depending only on $A, \overline{A}, A_1, A_2,$ and $h$, such that

$$F(T_{\varepsilon,i}(\Gamma)) \leq F(\Gamma_i) + \left(2F(\Phi_{h,i}(\Gamma)) + (2hP_0 - 1)F(\Gamma_i)\right)(\varepsilon/h)$$

(230)

for $i = 1, 2$ and any $\varepsilon \in (0, \varepsilon_0(h)]$ and $\Gamma \in X$.

(b) Let $Y$ be the invariant set in Def. 2.17 such that $T_\varepsilon : Y \to Y$ for $\varepsilon \in (0, \varepsilon_1]$, where $\varepsilon_1 \in (0, \varepsilon_0)$ and $T_\varepsilon$ denotes either $T_\varepsilon^+$ or $T_\varepsilon^-$. Let be given $h \in (0, 1/2)$ such that $2P_0h < 1$ and $0 < \varepsilon_0(h) \leq \varepsilon_1$. Then for any $\varepsilon \in (0, \varepsilon_0(h)]$, $T_\varepsilon$ has a "fixed point" $\hat{\Gamma}_\varepsilon \in Y$ (see Thms. 2.16 and 2.18) such that $F(\hat{\Gamma}_{\varepsilon,i}) < \infty$ for $i = 1, 2$.

(c) For any $\varepsilon \in (0, \varepsilon_0(h)]$ and any fixed point $\Gamma_{\varepsilon,i} := (\Gamma_{\varepsilon,1}, \Gamma_{\varepsilon,2}) \in Y$ of $T_\varepsilon$ such that $F(\Gamma_{\varepsilon,i}) < \infty$, $i = 1, 2$, it follows from (230) that

$$\left(1 - 2hP_0\right)F(\Gamma_{\varepsilon,i}) \leq 2F(\Phi_{h,i}(\Gamma_{\varepsilon,i}))$$

(231)

for $i = 1, 2$. In view of Lem. 2.32, there is a constant $M(h)$ such that $F(\Phi_{h,i}(\Gamma_{\varepsilon,i})) \leq M(h)$ for $i = 1, 2$, $\varepsilon \in (0, \varepsilon_0(h)]$, and all fixed points $\Gamma_{\varepsilon,i} \in Y$ of the operators $T_\varepsilon$. In view of this, and the estimate: $\lambda, \mu \geq (2/L P_0)$ (see Thm. 5.7(d)), it follows from (231) that

$$\left(2/L P_0\right) \max \left\{||\Gamma_{\varepsilon,i}||, K(\Gamma_{\varepsilon,i})\right\} \leq F(\Gamma_{\varepsilon,i}) \leq \left(M(h)/\left(1 - 2hP_0\right)\right)$$

(232)

for $i = 1, 2$, all $\varepsilon \in (0, \varepsilon_0(h)]$, and all fixed points $\Gamma_{\varepsilon,i} \in Y$ of $T_{\varepsilon,i}$ such that $F(\Gamma_{\varepsilon,i}) < \infty$, $i = 1, 2$.

Corollary 5.3 (Further estimates) In Prob. 2.2 and Def. 2.6, let the functions $a_1(p), a_2(p)$ be replaced by the related functions $\hat{a}_i(p) := \kappa a_i(p)$, $i = 1, 2$. Then in Thms. 5.7 and 5.8, the estimates (224)-(232) continue to hold, where the constants $A, B, C$ are replaced by the new constants $(A/\kappa)$, $(B/\kappa)$, $(C/\kappa)$.

5.2 Length and turning-angle estimates for arc-partitions

Definition 5.4 (Operator and polygon notation) (a) In slightly revised notation from Def. 2.3, for any $\varepsilon \in (0, \varepsilon_0)$ and any arc $\hat{\Gamma} \in \hat{X}_\varepsilon$, we define the arcs

$$\Gamma_{\varepsilon,i} := \Psi_{\varepsilon,i}(\hat{\Gamma}) := \partial G_{\varepsilon,i}(\Gamma), \quad i = 1, 2,$n$$

where the sets $G_{\varepsilon,i}(\hat{\Gamma})$, $i = 1, 2$, are defined in Def. 2.3. We observe that $G_{\varepsilon,i}(\hat{\Gamma}) = G_{\varepsilon,i}(\hat{\Gamma}_{\varepsilon,i})$, $i = 1, 2$, where we define the arcs $\hat{\Gamma}_{\varepsilon,i} := \partial \hat{G}_{\varepsilon,i}(\Gamma))$ (see Def. 2.3 and Lem. 2.21). Observe that $||\hat{\Gamma}_{\varepsilon,i}|| \leq ||\hat{\Gamma}||$ and $K(\hat{\Gamma}_{\varepsilon,i}) \leq K(\hat{\Gamma})$ for $i = 1, 2$ (see ). In view of this, it suffices to prove the assertions of this section in the special case where $\hat{\Gamma}$ has the properties of the arc $\hat{\Gamma}_{\varepsilon,i}$.

(b) Given a fixed, $P$-periodic (in $x$), double-point free polygonal arc $\Gamma \in X$, we use $V(\Gamma)$ to denote the (finite) set of all vertices $q$ of $\Gamma$, while $S(\Gamma)$ denotes the (finite) set of all sides $L$ of $\Gamma$ (these being straight line-segments of $\Gamma$ which, by convention, do not contain their endpoints).
Definition 5.5 (Ordering of points of an arc $\Gamma \in X$) Let $\Gamma \in X$ be a continuous, double-point-free arc. Then for any points $p_1, p_2 \in \Gamma$, we use the notation: "$p_1 \leq p_2$" to mean that a point traveling in the positive direction (from $x = -\infty$ to $x = +\infty$) along $\Gamma$ will not pass $p_2$ before passing $p_1$. Of course the notation "$p_1 < p_2$" means that $p_1 \leq p_2$ and that $p_1 \neq p_2$. We remark that any open segment $A_{\varepsilon,i}$ of $\Gamma$ (i.e. relatively-open, connected proper subset $A$ of $\Gamma$ has the form: $A = \{p \in \Gamma_{\varepsilon,i} : p_1 < p < p_2\}$ for suitable points $p_1, p_2 \in \Gamma$.

Definition 5.6 (A partition of $\Gamma_{\varepsilon,i} := \Psi_{\varepsilon,i}(\Gamma)$, where $\Gamma \in X$ is a polygonal arc) For each $\varepsilon \in (0, \varepsilon_0)$ and $i \in \{1, 2\}$, each polygonal arc $\Gamma \in X$, and any point $p \in \Gamma_{\varepsilon,i} := \Psi_{\varepsilon,i}(\Gamma)$ (see Def. 5.4(a)), we set

$$\Pi_{\varepsilon,i}(p) = \{q \in \Gamma : |p - q| = \text{dist}(p, \Gamma)\},$$

which is clearly a closed, non-empty subset of $\Gamma$. For each side $L \in S(\Gamma)$ and vertex $q \in V(\Gamma)$, we define

$$A_{\varepsilon,i}(L) = \{p \in \Gamma_{\varepsilon,i} : \Pi_{\varepsilon,i}(p) \subset L\},$$

$$B_{\varepsilon,i}(q) = \{p \in \Gamma_{\varepsilon,i} : \Pi_{\varepsilon,i}(p) = \{q\}\}$$

$$C_{\varepsilon,i} = \{p \in \Gamma_{\varepsilon,i} : \Pi_{\varepsilon,i}(p) \text{ contains at least two points}\}.$$  

Theorem 5.7 (a) For either $i = 1$ or $i = 2$, any fixed value $\varepsilon \in (0, \varepsilon_0)$, and any fixed $P$-periodic (in $x$) polygonal arc $\Gamma \in X$, the sets

$$A_{\varepsilon,i}(L), L \in S(\Gamma); \ B_{\varepsilon,i}(q), q \in V(\Gamma); \ \{p\}, \ p \in C_{\varepsilon,i},$$

some of which may be empty, constitute a partition of the arc $\Gamma_{\varepsilon,i} := \Psi_{\varepsilon,i}(\Gamma)$.

(b) For each side $L \in S(\Gamma)$, $A_{\varepsilon,i}(L)$ is an open set relative to $\Gamma_{\varepsilon,i}$.

(c) For any $L \in S(\Gamma)$ (resp. $q \in V(\Gamma)$), the set $A_{\varepsilon,i}(L)$ (resp. $B_{\varepsilon,i}(q)$) is a segment (i.e. connected subset) of $\Gamma_{\varepsilon,i}$.

(d) The partition (237) of $\Gamma_{\varepsilon,i}$ consists of at most finitely many connected sets relative to any $P$-period of $\Gamma_{\varepsilon,i}$.

Lemma 5.8 (a) If $0 \neq \Pi_{\varepsilon,i}(p) \subset L$ (for given $\varepsilon \in (0, \varepsilon_0)$, $i \in \{1, 2\}$, polygonal arc $\Gamma \in X$, $p \in \Gamma_{\varepsilon,i}$, and $L \in S(\Gamma)$), then $\Pi_{\varepsilon,i}(p) \cap L = \{q\}$, where the point $q \in L$ is the unique orthogonal projection of $p$ onto $L$.

(b) For fixed $\varepsilon \in (0, \varepsilon_0)$ and $i \in \{1, 2\}$, let $p_1, p_2 \in \Gamma_{\varepsilon,i}$ denote points such that $p_1 < p_2$ relative to $\Gamma_{\varepsilon,i}$. Then $q_1 \leq q_2$ relative to $\Gamma$, where $q_1, q_2 \in \Gamma$ denote any points such that $q_1 \in \Pi_{\varepsilon,i}(p_1)$ and $q_2 \in \Pi_{\varepsilon,i}(p_2)$.

Proof. Part (a) is self-explanatory. Regarding Part (b), let $\gamma_1$ (resp. $\gamma_2$) denote the straight-line-segment having the initial endpoint $p_1$ (resp. $p_2$) in $\Gamma_{\varepsilon,i}$ and the terminal endpoint $q_1$ (resp. $q_2$) in $\Gamma$. We remark that apart from their initial endpoints, the line-segments $\gamma_1, \gamma_2$ lie entirely in the open set $D_{3-i}(\Gamma_{\varepsilon,i})$.
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(due to Lem. 5.12(a)), and that apart from their terminal endpoints, they both lie in the open set $D_i(\Gamma)$ (since $|q_j - p_j| = \text{dist}(p_j, \Gamma)$). Using these facts, and assuming that the assertion is false, we have that $q_2 < q_1$ in $\Gamma$. Therefore, the line-segments $\gamma_1$ and $\gamma_2$ intersect at a point $r$. For $\alpha_j = |p_j - r|$ and $\beta_j = |q_j - r|$, $j = 1, 2$, we have $\alpha_1 + \beta_1 \leq \alpha_1 + \beta_2$, since no arc joining $p_1$ to $\Gamma$ is shorter than $\gamma_1$. Thus $\beta_1 \leq \beta_2$. It follows that $|p_2 - q_1| < \alpha_2 + \beta_1 \leq \alpha_2 + \beta_2 = \text{dist}(p_2, \Gamma)$, a contradiction.

**Proof of Thm. 5.37 (b).** (The sets $A_{\epsilon,i}(L)$ are open (relative to $\Gamma_{\epsilon,i}$)). For fixed $\epsilon \in (0, \epsilon_0)$ and $i \in \{1, 2\}$, let $p_0$ denote a point in $A_{\epsilon,i}(L)$ for some fixed $L \in S(\Gamma)$. Then $\emptyset \neq \Pi_{\epsilon,i}(p_0) \subset L$. Therefore, $\Pi_{\epsilon,i}(p_0) = \{q_0\}$, where $q_0$ denotes the unique orthogonal projection of $p_0$ onto $L$ and therefore the unique point closest to $p_0$ in $L$ (see Lem. 5.38(a)). Clearly, we have $|q - p_0| > |q_0 - p_0|$ for all points $q \in \Gamma \setminus L$, since $\Pi_{\epsilon,i}(p_0) \subset L$ (see (2.33) and (2.39)). Since the set $\Gamma \setminus L$ is closed, it follows that there exists a positive constant $\eta_0 > 0$ (depending on $p_0$) such that $|q-p_0| \geq |q_0-p_0| + \eta_0$ uniformly for all points $q \in \Gamma \setminus L$. Therefore, for any point $p \in \Gamma_{\epsilon,i}$, such that $|p-p_0| < (\eta_0/3)$, we have that $|p-q_0| \leq (|p_0-q_0|+|p-p_0|) \leq (|p_0-q_0|+(\eta_0/3))$ and $|p-q| \geq (|p_0-q_0|-|p-p_0|) \geq (|p_0-q_0|+\eta_0)-|p-p_0| \geq (|p_0-q_0|+(2\eta_0/3))$. Thus, $\Pi_{\epsilon,i}(p) \subset L$, from which it follows that $p \in A_{\epsilon,i}(L)$. This completes the proof that the set $A_{\epsilon,i}(L)$ is open relative to $\Gamma_{\epsilon,i}$, since $p_0$ is arbitrary in $A_{\epsilon,i}(L)$.

**Proof of Thm. 5.37 (c).** (The sets $A_{\epsilon,i}(L)$, $B_{\epsilon,i}(q)$ are connected). To prove that the set $A_{\epsilon,i} := A_{\epsilon,i}(L)$ (which is open relative to $\Gamma_{\epsilon,i}$) is connected (for any fixed $\epsilon \in (0, \epsilon_0)$ and $i \in \{1, 2\}$), we will show that $A_{\epsilon,i} = I_{\epsilon,i}$, where $I_{\epsilon,i}$ denotes the smallest open arc-segment of $\Gamma_{\epsilon,i}$ containing $A_{\epsilon,i}$. For any point $p \in I_{\epsilon,i}$, there exist points $p_1, p_2 \in A_{\epsilon,i}$ such that $p_1 < p < p_2$. Thus, for any $q \in \Pi_{\epsilon,i}(p)$ we have $q_1 \leq q \leq q_2$ (by double application of Lem. 5.38(b)), where $\Pi_{\epsilon,i}(p) = \{q_j\} \subset L$, $j = 1, 2$. Thus $\Pi_{\epsilon,i}(p) \subset L$, whence $p \in A_{\epsilon,i}$. Thus $A_{\epsilon,i}$ is connected. Finally, regarding the connectedness of the set $B_{\epsilon,i}(q)$, it follows from Lem. 5.38(b) that for any points $p_1, p_2 \in \Gamma_{\epsilon,i}$ such that $p_1, p_2 \in B_{\epsilon,i}(q)$ and $p_1 < p < p_2$ in terms of the natural ordering in $\Gamma_{\epsilon,i}$, we have that $p \in B_{\epsilon,i}(q)$.

**Lemma 5.9** For fixed $\epsilon \in (0, \epsilon_0)$ and $i \in \{1, 2\}$ and any fixed double-point-free polygonal arc $\Gamma \subset X$, there exists a value $\rho > 0$ such that for any point $p \in \Gamma_{\epsilon,i} := \Psi_{\epsilon,i}(\Gamma)$ and any distinct points $q_1, q_2 \in \Pi_{\epsilon,i}(p) \subset \Gamma$, we have $|q_1 - q_2| \geq \rho$.

**Proof.** If $q_1, q_2 \in V(\Gamma)$, then $|q_1 - q_2| \geq \rho_1 > 0$, where $\rho_1 > 0$ is the minimum distance between distinct vertices of $\Gamma$. We assume for the remainder of the proof that $q_1 \in L_1$ for some side $L_1 \subset S(\Gamma)$. Then $q_2 \notin \text{Cl}(L_1)$, by Lem. 5.38(a). If $q_2$ does not belong to either of the sides of $\Gamma$ which are adjacent to $L_1$, then $|q_1 - q_2| \geq \rho_2$, where $\rho_2 > 0$ is the minimum distance between non-adjacent sides of $\Gamma$. Finally, assume $q_2$ belongs to a side $L_2$ of $\Gamma$ which is adjacent to $L_1$. Then it is easily seen that $|q_2 - q_1| \geq 2|p - q_1|\sin(|\theta|/2)$, where $|p - q_1| \geq (\epsilon/\alpha(p)) \geq \rho_2$. If $\theta \leq 90^\circ$, we may take $\rho_2 = |p - q_1|$, and we are done. If $\theta > 90^\circ$, we may take $\rho_2 = \frac{1}{2}|p - q_1|$, and we are done. If $\theta < 90^\circ$, we may take $\rho_2 = |p - q_1|$, and we are done.
(ε/|A|) and θ ∈ (−π, 0) is the turning angle of the forward tangent to Γ at the common vertex of L1 and L2. Therefore |q2 − q1| ≥ ρ3 := (2 b ε/|A|) > 0, where b is the minimum of sin(|θ|/2) over the turning angles of Γ at all vertices of Γ. We remark that in all three above cases, the (strict) positivity of the constants ρ1, ρ2, ρ3 depends on the P-periodicity of the fixed polygonal arc Γ ∈ X. This completes the proof, where we set ρ = min{ρ1, ρ2, ρ3}.

**Lemma 5.10** For fixed ε ∈ (0, ε0), i ∈ {1, 2}, and any fixed polygonal arc Γ ∈ X, the set Cε,i contains at most finitely-many points relative to any P-period (in x) of the arc Γε,i.

**Proof.** Let p1, p2, · · · , pn denote n ≥ 3 distinct points of Cε,i, restricted to one P-period of Γε,i. We can assume that p1 < p2 < · · · < pn in terms of the natural ordering on Γε,i, where pn = p1 + (P, 0). By Lem. 5.8(b), there exist points qj± ∈ πε, i(pj), j = 1, · · · , n, such that

\[ q_1^- < q_1^+ ≤ q_2^- < q_2^+ ≤ · · · ≤ q_n^- ≤ q_n^+ ≤ q_{n-1}^- < q_{n-1}^+ \]  

(238)

For each j = 1, · · · , n, the arc-segment γj of Γ which joins qj− to qj+ (without intersecting the other points) has length ||γj|| ≥ ρ, due to Lem. 5.7. This is a contradiction unless n ≤ (||Γ||/ρ).

**Proof of Thm. 5.7.** Parts (a) and (d). Taking Lem. 5.8(a) into account, Thm. 5.7(a) simply re-expresses the fact that for any fixed p ∈ Γε,i, exactly one of the following three alternatives is true: (i): Πε, i(p) is a one-point set contained in one of the sides L ∈ S(Γ), or (ii): Πε, i(p) is a one-point set containing one of the vertices q ∈ V(Γ), or (iii): Πε, i(p) is not a one-point set. Concerning Part (d), the partition (237) of Γε,i consists of finitely many connected components per P-period of Γε,i, since each L ∈ S(Γ) (resp. q ∈ V(Γ)) corresponds to at most one connected set Aε,i(L) (resp. Bε,i(q)) of Γε,i, and since the set Cε,i contains at most finitely-many points per P-period.

**Lemma 5.11** (Arc-length and total curvature estimates for the image of a line-segment) In the context of Def. 5.4 for given i ∈ {1, 2}, ε ∈ (0, ε0), and any given P-periodic polygonal arc Γ ∈ X, let γε,i denote a (connected) arc-segment of the arc Γε,i := Ψε,i(Γ) which projects orthogonally onto a connected segment I of a straight-line-segment L of Γ. Then there exist constants C1 := (2 A1/|A|2) and C2 := ((2 A1 A2 + 4 A1 2)/|A|2) ≤ ((2 A1 2 + 8δ) A2/|A|2) such that

\[ γε,i = \{(x, yε,i(x)) : x ∈ I\}, \]

in suitable Cartesian coordinates (such that I = (α, β) × {0} ⊂ Γ and ωε,i := {x, y : 0 < y < yε,i(x), x ∈ I} ⊂ Ω(Γε,i)), where y = yε,i(x) : I → R is a C2 function such that

\[ |yε,i(x)| ≤ C1ε and |κε(x, yε,i(x))| ≤ C2ε \]

(239)

for x ∈ I. Thus, we have

\[ ||γε,i|| ≤ \sqrt{1 + C1^2 ε^2} ||I|| ≤ (1 + (C1^2/2) ε^2) ||I|| \]

(240)
and
\[ K(\gamma_{\varepsilon,i}) \leq C_2 ||\gamma_{\varepsilon,i}|| \leq \overline{C}_2 ||I|| \varepsilon, \tag{241} \]
where \( \overline{C}_2 := C_2 \sqrt{1 + C_2^2 \varepsilon_0^2} \leq \sqrt{2} C_2 \).

**Proof.** For convenience, we fix the index \( i \in \{1, 2\} \) and suppress the subscript "\( i \)" in the following notation: We consider the equation:
\[ \phi(x, y) := y a(x, y) = \varepsilon, \tag{242} \]
where we assume \( a \in A, x \in \mathbb{R} \) and \( y > 0 \). By the intermediate value theorem, \( \phi \) has at least one solution \( y = y_{\varepsilon}(x) \) for each \( x \). Any solution must be such that
\[ \left( \varepsilon / A \right) \leq y_{\varepsilon}(x) \leq \left( \varepsilon / \overline{A} \right). \tag{243} \]
We have
\[ \phi_y(x, y) = a + ya_y \geq A - (A_1 \varepsilon / A) \geq (A / 2) \tag{244} \]
for \( 0 < y \leq \left( \varepsilon / \overline{A} \right) \) and \( 0 < \varepsilon < \varepsilon_0 \). If \( \varepsilon \in (0, \varepsilon_0) \), then the equation:
\[ y_{\varepsilon}(x) a(x, y_{\varepsilon}(x)) = \varepsilon \]
is solved by a unique \( C_2 \)-function \( y(\varepsilon, x) : \mathbb{R} \rightarrow \mathbb{R}^+ \) satisfying the condition \( \phi \). By differentiation, we have
\[ y_{\varepsilon}'(x) a(x, y_{\varepsilon}(x)) = (\varepsilon / (a + ya_y)). \]
In view of \( \phi \), it follows from this that
\[ |y_{\varepsilon}'(x)| \leq \left( (A_1 y_{\varepsilon}(x)) / (A / 2) \right) \leq C_1 \varepsilon, \]
for \( 0 < \varepsilon \leq \varepsilon_0 \), where \( C_1 \varepsilon_0 \leq 1 \).

To estimate the curvature \( \kappa_{\varepsilon}(p) \) of \( \gamma_{\varepsilon} \) at \( p \in \gamma_{\varepsilon} \), we use the formula:
\[ \kappa(p) = -\left( \phi_{\tau \tau} / \phi_\nu \right), \]
where \( \tau \) points in the tangent direction on \( \gamma_{\varepsilon} \), and \( \nu \) is the corresponding exterior normal (to \( \omega_{\varepsilon} \)). We have
\[ \phi_\tau = y_{\varepsilon} a + ya = 0; \quad \phi_\nu = |\nabla \phi| = y_{\varepsilon} a + ya; \quad \phi_{\tau \tau} = y_{\varepsilon} a_{\tau \tau} + 2 a_{\tau} y_{\varepsilon}. \tag{245} \]
It follows from the first two equations in \( \phi \) that
\[ |\nabla \phi| \geq \sqrt{1 - y_{\varepsilon}^2} - y |a_\nu| = a \sqrt{1 - (ya_{\tau} / a)^2} - y |a_\nu| \geq (a / 2) \tag{246} \]
for \( 0 < 2y |\nabla a| \leq a \). It follows from \( \phi \) and the final equation in \( \phi \) that
\[ |\kappa_{\varepsilon}(p)| = \left| \frac{y a_{\tau \tau} + 2 y_{\varepsilon} a_{\tau}}{|\nabla \phi|} \right| \leq \left| \frac{y a_{\tau \tau} - 2 a_{\tau}^2}{a |\nabla \phi|} \right| \leq \frac{2y |aa_{\tau \tau} - 2 a_{\tau}^2|}{a^2} \leq C_2 \varepsilon, \]
for all \( 0 < \varepsilon < \varepsilon_0 \) and \( p \in \gamma_{\varepsilon} \).

**Lemma 5.12** *(Polar-coordinate arc-length and total curvature estimates) \( (a) \)*

For any \( \varepsilon \in (0, \varepsilon_0) \), any function \( a \in A \), and any point \( p_{\varepsilon} \in \mathbb{R}^2 \) such that \( |p_{\varepsilon}| a(p_{\varepsilon}) = \varepsilon \) (of which there exists exactly one on every radial), we have
|q|a(q) < ε for all q ∈ γε, where γε denotes the straight line joining pε to the origin.

(b) Let the closed arc γε be the solution set for the equation |p|a(p) = ε, and, for any α ≤ β ≤ α + 2π, let γε(J) denote the intersection of γε with the polar-coordinate angular sector J := [α, β]. Then there exist constants C3 := (A1/A3) + (4A2ε0/A3) and C4 (depending only on A, A1, A2; to be defined in (260) and (262)) such that for any ε ∈ (0, ε0), we have

\[ |\left| \gamma_\varepsilon(J) \right| - (\varepsilon/a(0))(\beta - \alpha) | \leq C_3(\beta - \alpha)\varepsilon^2, \]

\[ |K(\gamma_\varepsilon(J)) - (\beta - \alpha)| \leq C_4(\beta - \alpha)\varepsilon. \]

**Proof.** In polar coordinates, the equation φ(r, θ) := r a(r, θ) = ε has at least one solution r = rε(θ) : ℝ → ℝ+ at ε > 0, where we have (ε/A) ≤ rε(θ) ≤ (ε/A) for any solution at ε > 0. By differentiation of the function: φ(r, θ) = r a(r, θ), we see that

\[ \phi_r(r, \theta) = a(r, \theta) + r a_r(r, \theta) \geq \frac{A}{r} - A_1 r \geq \frac{A}{r} - (A_1/\varepsilon) \geq (\varepsilon/A)/2 \]

for 0 < r < (ε/A) and 0 < ε < ε0 := min{1/2, (A^2 / 2A_1)}, which shows that for each θ ∈ ℝ, there exists exactly one value rε(θ) > 0 such that (rε(θ), θ) ∈ γε, and that, for this value, we have (r, θ) ∈ ωε for all values r ∈ [0, rε(θ)), implying that the region ωε is simply connected. By the theorem of the mean, we have

\[ |a(r_\varepsilon(\theta), \theta) - a(0)| \leq A_1 r_\varepsilon(\theta) \leq (A_1/\varepsilon) \varepsilon, \]

and it follows by substituting the equation rε(θ) a(rε(θ), θ) = ε into (249) that

\[ \frac{r_\varepsilon(\theta) - 1}{\varepsilon} = \frac{1}{a(r_\varepsilon, \theta)} - \frac{1}{a(0)} \leq \frac{|a(0) - a(r_\varepsilon(\theta), \theta)|}{a(r_\varepsilon(\theta), \theta) a(0)} \leq \frac{A_1 \varepsilon}{\frac{A}{\varepsilon} + \frac{A}{\varepsilon} + \frac{A}{\varepsilon}}, \]

from which it follows by multiplication by ε that

\[ |r_\varepsilon(\theta) - (\varepsilon/a(0))| \leq (A_1/A) (\varepsilon^2/a(r_\varepsilon(\theta), \theta) a(0)) \]

for all θ and 0 < ε < ε0. The exterior normal νε to the arc γε := \{r(p)a(p) = ε\} at any point pε ∈ γε is given by

\[ \nu_\varepsilon = \frac{\nabla(r a)}{\left|\nabla(r a)\right|} = \frac{\nu_0 + (r/a)\nabla a}{\left|\nu_0 + (r/a)\nabla a\right|}, \]

where \(\nu_0 = (p/r)\) and \(\nabla(r a)\) is evaluated at pε. It is easily follows that tan(φ) ≤ 2(A1/A) r for 2r A1 < a(p), where φ is the angle between \(\nu_0\) and \(\nu_\varepsilon\). Therefore, we have

\[ |r'_\varepsilon(\theta)| \leq 2(A_1/A) r^2_\varepsilon(\theta) \leq 2(A_1/A)^3 \varepsilon^2 \]

whenever 2r A1 < a(p) for r a(p) = ε, as always occurs for 0 < ε < ε0. By (250) and (251), we have

\[ \left| r_\varepsilon(\theta) \sqrt{1 + (r_\varepsilon'(\theta)/r_\varepsilon(\theta))^2} - (\varepsilon/a(0)) \right| \]
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\[ \leq r_\varepsilon(\theta) \left( \sqrt{1 + \left( r'_\varepsilon(\theta)/r_\varepsilon(\theta) \right)^2} - 1 \right) \left| r_\varepsilon(\theta) - (\varepsilon/a(0)) \right| \]
\[ \leq r_\varepsilon(\theta)(r'_\varepsilon(\theta)/r_\varepsilon(\theta))^2 + |r_\varepsilon(\theta) - (\varepsilon/a(0))| \]
\[ \leq (\varepsilon/\Delta)(2A_1 \varepsilon/\boldsymbol{A}^2)^2 + (A_1 \varepsilon^2/\Delta^3) \leq C_3 \varepsilon^2. \]

The first assertion (247) now follows from (252), in view of the identity:
\[ ||\gamma_\varepsilon(J)|| = \int_\alpha^\beta r_\varepsilon(\theta) \sqrt{1 + (r'_\varepsilon(\theta)/r_\varepsilon(\theta))^2} \, d\theta \]

We now turn to the total curvature estimate (248). For any specified point \( p_\varepsilon \in \gamma_\varepsilon \), one can choose new Cartesian coordinates \((x, y)\), with the origin unchanged, such that \( p_\varepsilon = (x_\varepsilon, y_\varepsilon) \) and \( \gamma_\varepsilon \) is locally (near \( p_\varepsilon \)) the graph of the function \( y = y_\varepsilon(x) \) such that \( p_\varepsilon = (x_\varepsilon, y_\varepsilon(x_\varepsilon)) \) and \( y'(x_\varepsilon) = 0 \). By twice differentiating the equation: \( r(x, y_\varepsilon(x)) a(x, y_\varepsilon(x)) = \varepsilon \), and using the identities: \( r_x = x/r, \ y_y = y/\sqrt{a} \), one can choose new Cartesian coordinates \((x, y)\) such that \( y_\varepsilon(x) = 0 \), one sees that
\[ y'_\varepsilon(x) = r_x a + a_x r = 0, \quad (253) \]
\[ - y''_\varepsilon(x) = \frac{r_{xx} a + 2 r_x a_x + a_{xx} r}{y_y a + a_y r} = \frac{(y'^2/r^3) a + 2 (x/r) a_x + r a_{xx}}{(y/r) a + a_y r} \quad (254) \]
\[ = \frac{1}{r} \left( 1 - (x/r)^2 \right) a + 2 r (x/r) a_x + r^2 a_{xx}, \quad (255) \]
for \( x = x_\varepsilon, \ y = y_\varepsilon \). By using (255) (which follows from (253)), one can show that
\[ a \sqrt{1 - (x/r)^2} + a_y r \geq \left( \frac{\sqrt{3} - 1}{2} \right) a \geq \left( \frac{1}{3} \right) a \quad (256) \]
for \( 0 < \varepsilon \leq \varepsilon_0 \). It follows from (254), (255), and (256) that
\[ \left| r y''_\varepsilon(x) + \frac{a}{a \sqrt{1 - (x/r)^2} + a_y r} \right| \leq \frac{3}{a} \left( a(x/r)^2 + 2 |a_x| |x| |x/r| + |a_{xx}| r^2 \right), \quad (257) \]
for \( x = x_\varepsilon, \ y = y_\varepsilon \), and \( 0 < \varepsilon < \varepsilon_0 \). We also have, due to (256), that
\[ \left| \frac{a}{a \sqrt{1 - (x/r)^2} + a_y r} - 1 \right| \leq \frac{3}{a} \left( (x/r)^2 + (|a_y|/a) r \right) \quad (258) \]
for \( x = x_\varepsilon, \ y = y_\varepsilon \), and \( 0 < \varepsilon < \varepsilon_0 \), and it follows by combining (257) and (258) and estimating the terms that, for the signed curvature \( \kappa_\varepsilon(p) \) of \( \gamma_\varepsilon \), we have:
\[ |r \kappa_\varepsilon(p) - 1| \leq C_5 \varepsilon, \quad (259) \]
uniformly for \( p \in \gamma_\varepsilon \) and \( 0 < \varepsilon < \varepsilon_0 \), where
\[ C_5 := (3/\Delta^6) \left( A^3 A_1 + \left[ A A_1^2 + A^2 A_1^2 + A^3 A_2 \right] \varepsilon_0 + 2 A_1^3 \varepsilon_0^2 \right). \quad (260) \]
It follows that
\[
|r_\varepsilon \kappa_\varepsilon \sqrt{1 + (r'_\varepsilon/r_\varepsilon)^2} - 1| \leq r_\varepsilon |\kappa_\varepsilon| \left( \sqrt{1 + (r'_\varepsilon/r_\varepsilon)^2} - 1 \right) + |r_\varepsilon \kappa_\varepsilon - 1| \tag{261}
\]
\[
\leq r_\varepsilon |\kappa_\varepsilon| (r'_\varepsilon/r_\varepsilon)^2 + |r_\varepsilon \kappa_\varepsilon - 1| \leq (1 + C_5 \varepsilon)(r'_\varepsilon/r_\varepsilon)^2 + C_5 \varepsilon \leq C_4 \varepsilon
\]
for $0 < \varepsilon < \varepsilon_0$, where we set
\[
C_4 := (1 + C_5 \varepsilon_0)(2A_1/A^2)^2 \varepsilon_0 + C_5. \tag{262}
\]
The assertion (248) follows from (261), in view of the fact that

\[
K(\gamma_\varepsilon(J)) = \int_\alpha^\beta r_\varepsilon(\theta) \kappa_\varepsilon(r_\varepsilon(\theta), \theta) \sqrt{1 + (r'_\varepsilon(\theta)/r_\varepsilon(\theta))^2} d\theta.
\]

**Lemma 5.13** (*Turning-angle estimate*) For given $\varepsilon \in (0, \varepsilon_0)$ and for any given $P$-periodic polygonal arc $\Gamma \in \mathbb{X}$, let $\Gamma_{\varepsilon,i} := \Psi_{\varepsilon,i}(\Gamma)$, $i = 1, 2$, (see Def. 5.3). Then the following assertions hold:

(a) The arcs $\Gamma_{\varepsilon,i}$ are piecewise-smooth, $P$-periodic, simple arcs. In fact for $i = 1, 2$, $\Gamma_{\varepsilon,i}$ is a $C^2$-arc except at a collection of "vertices" located in the set $C_{\varepsilon,i} \subset \Gamma_{\varepsilon,i}$ (see Defs. 5.2 and 5.6 and Thm. 5.7, where the set $C_{\varepsilon,i}$ contains finitely-many points relative to any $P$-period (in $x$) of the arc $\Gamma_{\varepsilon,i}$.

(b) Given a particular point $p_{\varepsilon,i} \in C_{\varepsilon,i} \subset \Gamma_{\varepsilon,i} = \Psi_{\varepsilon,i}(\Gamma)$, in terms of the natural ordering in $\Gamma$, let $q^-_{\varepsilon,i}$ (resp. $q^+_{\varepsilon,i}$) denote the maximal (resp. minimal) point in $\Gamma$ such that $q^-_{\varepsilon,i} \leq q \leq q^+_{\varepsilon,i}$ for all points $q \in \Pi_{\varepsilon,i}(p_{\varepsilon,i}) \subset \Gamma$. Then the turning angle $\mathfrak{A}_{\varepsilon,i}(p_{\varepsilon,i})$ of $\Gamma_{\varepsilon,i}$ at the point $p_{\varepsilon,i} \in C_{\varepsilon,i} \subset \Gamma_{\varepsilon,i}$ is such that:

\[
|\mathfrak{A}_{\varepsilon,i}(p_{\varepsilon,i})| \leq (1 + C_6 \varepsilon) \phi(\nu_{\varepsilon,i}^-, \nu_{\varepsilon,i}^+), \tag{263}
\]

where $C_6 := (6A_1/A^2)$, $\nu_{\varepsilon,i}^\pm := ((p_{\varepsilon,i} - q_{\varepsilon,i}^\pm)/|p_{\varepsilon,i} - q_{\varepsilon,i}^\pm|)$, and $\phi(\nu_1, \nu_2)$ denotes the counter-clockwise turning angle from the unit vector $\nu_1$ to the unit vector $\nu_2$.

**Proof.** Concerning Part (a), we observe that $\Gamma_{\varepsilon,i}$ is the double-point-free boundary of a closed, simply-connected, $P$-periodic (in $x$) domain (see Lems. 2.20 and 2.21). The smoothness of the arc $\Gamma_{\varepsilon,i}$ relative to $\mathbb{R}^2 \setminus C_{\varepsilon,i}$ follows from Lems. 5.11 and 5.12. At this point, the assertion follows by Thm. 5.7.

We turn to the proof of Part (b): In terms of the natural ordering of points in the arc $\Gamma_{\varepsilon,i}$ (for fixed $\varepsilon \in (0, \varepsilon_0)$ and fixed $i \in \{1, 2\}$; see Def. 5.5), the point $p_{\varepsilon,i}$ is the terminal (resp. initial) end-point of an arc-segment $\gamma_{\varepsilon,i}$ (resp. $\gamma_{\varepsilon,i}^{-}$) in $\Gamma_{\varepsilon,i}$. Here, we can assume $\gamma_{\varepsilon,i}^{-} = B(q_{\varepsilon,i}^-) \subset \Gamma_{\varepsilon,i}$ if $q_{\varepsilon,i}^- \in \Gamma_{\varepsilon,i}$ and that $\gamma_{\varepsilon,i}^{-} = A(L_{\varepsilon,i}^{\pm}) \subset \Gamma_{\varepsilon,i}$ if $q_{\varepsilon,i}^+ \in L_{\varepsilon,i}^{\pm} \subset S(\Gamma_i)$. Similarly, we can assume $\gamma_{\varepsilon,i}^{-} = B(q_{\varepsilon,i}^-) \subset \Gamma_{\varepsilon,i}$ if $q_{\varepsilon,i}^- \in \Gamma_{\varepsilon,i}$, while $\gamma_{\varepsilon,i}^{-} = A(L_{\varepsilon,i}^-) \subset \Gamma_{\varepsilon,i}$ if $q_{\varepsilon,i}^- \in L_{\varepsilon,i}^- \subset S(\Gamma_i)$. Then $\gamma_{\varepsilon,i}^\pm$ is a portion of the level curve at altitude $\varepsilon$ of the function $r_{\varepsilon,i}(p) \alpha_\varepsilon(p)$, where $r_{\varepsilon,i}^\pm(p) := |p - q_{\varepsilon,i}^\pm|$, if $q_{\varepsilon,i}^\pm \in \Gamma(\Gamma_i)$ and $r_{\varepsilon,i}^\pm(p) := \text{dist}(p, L_{\varepsilon,i}^\pm)$.
if $q_{e,i}^\pm \in L_{e,i}^\pm \subset S(\Gamma_1)$. The upper normal $\nu_{e,i}^\pm$ to the arc $\gamma_{e,i}^\pm \subset \Gamma$ at the point $p_{e,i}^\pm \in \gamma_{e,i}^\pm$ is given by:

$$\nu_{e,i}^\pm := \frac{\nabla(r_{e,i}^\pm a_i)}{\|\nabla(r_{e,i}^\pm a_i)\|} = \frac{\hat{\nu}_{e,i}^\pm + h_{e,i}}{|\hat{\nu}_{e,i}^\pm + h_{e,i}|}, \quad (264)$$

where

$$\hat{\nu}_{e,i}^\pm := \frac{(p_{e,i}^\pm - q_{e,i}^\pm)}{|p_{e,i}^\pm - q_{e,i}^\pm|} = \nabla r_{e,i}^\pm(p_{e,i}), \quad (265)$$

$$h_{e,i} := (r_{e,i}^\pm(p_{e,i})a_i(p_{e,i}, p_{e,i})) = (\varepsilon \nabla a_i(p_{e,i})/a_i^2(p_{e,i})). \quad (266)$$

One can verify that $|\hat{\nu}_{e,i}^\pm| = 1$ and $|h_{e,i}| \leq (\varepsilon |\nabla a_i(p_{e,i})|/a_i^2(p_{e,i})) \leq (A_1/A^2)\varepsilon$. It follows from (264), (265), and (266) that the equation:

$$\tan(\theta_{e,i}^\pm - \hat{\theta}_{e,i}) = \frac{|h_{e,i}| \sin(\psi_{e,i} - \hat{\theta}_{e,i})}{1 + |h_{e,i}| \cos(\psi_{e,i} - \hat{\theta}_{e,i})} \quad (267)$$

is satisfied by setting $\theta_{e,i}^\pm := \arg(\nu_{e,i}^\pm)$, corresponding to $\hat{\theta}_{e,i} := \arg(\hat{\nu}_{e,i}^\pm)$, and $\psi_{e,i} := \arg(h_{e,i})$. It follows from (267) by differentiation (holding $\psi_{e,i}$ fixed) that

$$\frac{\partial \theta_{e,i}^\pm}{\partial \hat{\theta}_{e,i}^\pm} = 1 - \frac{\cos^2(\theta_{e,i}^\pm - \hat{\theta}_{e,i}^\pm)\cos(\psi_{e,i} - \hat{\theta}_{e,i}^\pm) + |h_{e,i}| |h_{e,i}|}{(1 + |h_{e,i}| \cos(\psi_{e,i} - \hat{\theta}_{e,i}^\pm))^2}. \quad (268)$$

It follows from (268) that

$$\left|\frac{\partial \theta_{e,i}^\pm}{\partial \hat{\theta}_{e,i}^\pm}\right| \leq 1 + \frac{(1 + |h_{e,i}|)|h_{e,i}|}{(1 - |h_{e,i}|)^2} \leq (1 + 6 |h_{e,i}|)$$

for $|h_{e,i}| \leq 1/2$, independent of $\theta_{e,i}^\pm, \hat{\theta}_{e,i}^\pm$, from which it follows by the theorem of the mean that

$$|\theta_{e,i}^+ - \theta_{e,i}^-| \leq (1 + 6 |h_{e,i}|)|\hat{\theta}_{e,i}^+ - \hat{\theta}_{e,i}^-| \leq (1 + (6 A_1/A^2)\varepsilon)|\hat{\theta}_{e,i}^+ - \hat{\theta}_{e,i}^-| \quad (269)$$

for $|h_{e,i}| \leq (A_1/A^2)\varepsilon \leq (1/2)$, completing the proof of Part (b). We omit the straight-forward proof of Part (c).

### 5.3 Proofs of main estimates

**Lemma 5.14 (Main estimates for the operators $\Phi_{e,i}$)** Let the periodic arc-pair $\Gamma = (\Gamma_1, \Gamma_2) \in X$ be such that $||\Gamma_i||, K(\Gamma_i) < \infty$, $i = 1, 2$, where $||\cdot||$ (resp. $K(\cdot)$) refers to arc-length (total curvature) relative to one $P$-period (in $x$). Then:

$$||\Gamma_{e,i}|| \leq (1 - (\varepsilon/h)||\Gamma_i|| + (\varepsilon/h)||\Gamma_{h,i}||) = ||\Gamma_i|| + (||\Gamma_{h,i}|| - ||\Gamma_i||)(\varepsilon/h), \quad (270)$$

$$K(\Gamma_{e,i}) \leq (1 - (\varepsilon/h))K(\Gamma_i) + (\varepsilon/h)K(\Gamma_{h,i}) \quad (271)$$

for $i = 1, 2$, and for all $0 < \varepsilon \leq h \leq 1$, where we set $\Gamma_{e,i} := \Phi_{e,i}(\Gamma)$ and $\Gamma_{h,i} := \Phi_{h,i}(\Gamma)$.  
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Lemma 5.15

For any fixed \( \varepsilon \), let \( \Omega = \Omega(\Gamma) \). For \( j = \sqrt{-1} \), let \( w = F(x + jy) \) be a continuous, periodic mapping of the strip \( \mathbb{R} \times [0, 1] \) onto \( \text{Cl}(\Omega) \), whose restriction to \( \mathbb{R} \times (0, 1) \) is a conformal mapping onto \( \Omega \). For the proof of (271), we assume w.l.o.g. that \( \Omega \) is sufficiently regular, so that the harmonic function \( f(x, y) := \arg(F'(x + jy)) : \mathbb{R} \times (0, 1) \rightarrow \mathbb{R} \) extends continuously to \( \mathbb{R} \times [0, 1] \). The total curvature of the level curve of \( U \) is sub-harmonic, and where \( L \) denotes the period of \( F \). Thus

\[
k''(y) = \int_0^L g_{yy}(x, y) \, dx = \int_0^L (\Delta g - g_{xx}) \, dx
\]

\[
\geq - \int_0^L g_{xx} \, dx = g_x(0, y) - g_x(L, y) = 0
\]

for all \( y \in (0, 1) \), where \( \Delta \) denotes the Laplace operator. The assertion (271) follows directly from this. The assertion (270) follows by the same argument, but with \( g(x, y) := |F'(x + jy)| \) (which is again a sub-harmonic function).

Lemma 5.15 (Main estimates for the operators \( \Psi_{\varepsilon,i} \)) There exist uniform constants \( A, B, C, D, \) and \( E \), depending only on the uniform constants \( \Delta, \tilde{\Delta}, A_1, \) and \( A_2 \), such that

\[
K(\Psi_{\varepsilon}(\Gamma)) \leq K(\Gamma) + \left[ A K(\Gamma) + B \|\Gamma\| \right] \varepsilon, \tag{272}
\]

\[
\|\Psi_{\varepsilon}(\Gamma)\| \leq \|\Gamma\| + C K(\Gamma) \varepsilon + \left[ D \|\Gamma\| + E K(\Gamma) \right] \varepsilon^2, \tag{273}
\]

both uniformly for all \( \varepsilon \in (0, \varepsilon_0) \) and all \( P \)-periodic (in \( x \)) arcs \( \Gamma \in \tilde{\mathcal{X}}_\varepsilon \). Here, for any \( \varepsilon \in (0, \varepsilon_0) \), the mapping: \( \Psi_{\varepsilon}(\Gamma) : X \rightarrow X \) is defined by any one of the following rules: Either \( \Psi_{\varepsilon}^-(\Gamma) = \partial G_{\varepsilon,1}(\Gamma) \), or \( \Psi_{\varepsilon}^+(\Gamma) = \partial G_{\varepsilon,2}(\Gamma) \), or \( \Psi_{\varepsilon}^-(\Gamma) = \partial H_{\varepsilon,1}(\Gamma) \), or else \( \Psi_{\varepsilon}^+(\Gamma) = \partial H_{\varepsilon,2}(\Gamma) \) for all \( \Gamma \in X \) (see Def. 5.4).

Proof. For any fixed \( \varepsilon \in (0, \varepsilon_0) \), we use \( \Psi_{\varepsilon}(\Gamma) : X \rightarrow X \) to denote a mapping defined by either one of the following rules: Either \( \Psi_{\varepsilon}^-(\Gamma) = \partial G_{\varepsilon,1}(\Gamma) \) or \( \Psi_{\varepsilon}^+(\Gamma) = \partial G_{\varepsilon,2}(\Gamma) \). For any given \( P \)-periodic (in \( x \)) polygonal arc \( \Gamma \in X \), we define the arc \( \Gamma_{\varepsilon} := \Psi_{\varepsilon}(\Gamma) \in X \). Then \( \Gamma_{\varepsilon} \) can be partitioned according to Thm. 6.7 (Eq. (247)). Concerning the arc-length estimate, Eq. (272), the length of one \( P \)-period (in \( x \)) of the arc \( \Gamma_{\varepsilon} \) is the sum of the lengths of the disjoint connected components: \( A_{\varepsilon}(L) \) and \( B_{\varepsilon}(q) \) corresponding distinct sides \( L \in S(\Gamma) \) and vertices \( q \in V(\Gamma) \), all restricted to one \( P \)-period (in \( x \)) of the arc \( \Gamma \). In view of Lem. 5.11 Eq. (240) and Lem. 5.12 Eq. (247), it follows that

\[
||\Gamma_{\varepsilon}|| = ||\Psi_{\varepsilon}(\Gamma)|| \leq \left( 1 + (C_2^2/2) \varepsilon^2 \right) \sum ||L|| + \left( (\varepsilon/\Delta) + C_3 \varepsilon^2 \right) \sum \mathbb{A}(q) \tag{274}
\]

\[
\leq \left( 1 + (C_2^2/2) \varepsilon^2 \right) ||\Gamma|| + \left( (\varepsilon/\Delta) + C_3 \varepsilon^2 \right) K(\Gamma)
\]

\[
\leq ||\Gamma|| + C K(\Gamma) \varepsilon + (D \|\Gamma\| + E K(\Gamma)) \varepsilon^2,
\]

85
where, in \(274\), the first sum is over all sides \(L \in S(\Gamma)\) and the second sum is over all vertices \(q \in V(\Gamma)\), both subject to the restriction to one \(P\)-period (in \(x\)) of \(\Gamma\). Here, we use \(\mathfrak{A}(q)\) to denote the absolute turning angle of \(\Gamma\) at a vertex \(q \in \Gamma\). Thus, the estimate \(275\) holds for any \(\varepsilon \in (0, \varepsilon_0)\) and any \(P\)-periodic polygonal arc \(\Gamma \in X\), where we set \(C := (1/\Delta)\), \(D := C_3\), and \(E := C_1^2/2\).

Turning now to the proof of total-curvature estimate \(273\), we begin again with a fixed, but arbitrary, value \(\varepsilon \in (0, \varepsilon_0)\) and a fixed, but arbitrary, \(P\)-periodic (in \(x\)), double-point-free, polygonal arc \(\Gamma \in X\), and we partition the corresponding \(P\)-periodic arc \(\Gamma_\varepsilon := \Psi_\varepsilon(\Gamma) \in X\) as in \(257\). Then the total curvature of one \(P\)-period (in \(x\)) of the arc \(\Gamma_\varepsilon\) equals the sum of the total curvatures of all the arcs \(A_\varepsilon(L), B_\varepsilon(q) \subset \Gamma_\varepsilon\) corresponding to all the sides \(L \in S(\Gamma)\) and vertices \(q \in V(\Gamma)\) located in any one \(P\)-period (in \(x\)) of \(\Gamma\), together with the sum of the absolute turning angles \(\mathfrak{A}_\varepsilon(p_e)\) of \(\Gamma_\varepsilon\) at all the points \(p_e\) located in any one \(P\)-period (in \(x\)) of \(\Gamma_\varepsilon\) such that \(p_e \in C_\varepsilon \subset \Gamma_\varepsilon\) (see Thm. 5.7).

We let \((p_{\varepsilon,i})_{i \in \mathbb{Z}}\) denote the sequence of all points \(p_{\varepsilon,i} \in C_\varepsilon\), indexed such that \(p_{\varepsilon,i} < p_{\varepsilon,i+1}\) for all \(i \in i \in \mathbb{Z} = \{0, \pm 1, \pm 2, \pm 3, \cdots\}\) (in terms of the natural ordering in \(\Gamma_\varepsilon\)). For each \(i \in \mathbb{Z}\), we define the three arc-segments

\[
\gamma_{\varepsilon,i} = \{p \in \Gamma_{\varepsilon} : p_{\varepsilon,i-1} < p < p_{\varepsilon,i}\}, \quad \gamma_{\varepsilon,i}^+ = \{q \in \Gamma : q_{\varepsilon,i}^+ \leq q \leq q_{\varepsilon,i}^+\}, \quad \gamma_{\varepsilon,i}^- = \{q \in \Gamma : q_{\varepsilon,i}^- < q < q_{\varepsilon,i}^-\},
\]

where the points \(q_{\varepsilon,i}^+\) and \(q_{\varepsilon,i}^-\) are chosen such that \(q_{\varepsilon,i}^+\) is maximal and \(q_{\varepsilon,i}^-\) is minimal, both in terms of the natural ordering in \(\Gamma\) and subject to the requirements that \(q_{\varepsilon,i}^- \leq \Pi_{\varepsilon}(p_{\varepsilon,i}) \leq q_{\varepsilon,i}^+\). Obviously the points and arc-segments \(p_{\varepsilon,i}\) and \(\gamma_{\varepsilon,i}\), \(i \in \mathbb{Z}\) (resp. the arc-segments \(\gamma_{\varepsilon,i}\) and \(\gamma_{\varepsilon,i}\), \(i \in \mathbb{Z}\)) constitute a partition of the arc \(\Gamma_{\varepsilon}\) (resp. \(\Gamma\)) such that, in terms of the natural ordering in \(\Gamma_{\varepsilon}\) (resp. \(\Gamma\)), we have \(\gamma_{\varepsilon,i} < p_{\varepsilon,i} < \gamma_{\varepsilon,i+1}\) for all \(i \in \mathbb{Z}\) (resp. \(\gamma_{\varepsilon,i} < \gamma_{\varepsilon,i} < \gamma_{\varepsilon,i+1}\) for all \(i \in \mathbb{Z}\)). Due to the \(P\)-periodicity (in \(x\)) of the arc \(\Gamma_{\varepsilon}\), there exists a natural number \(n = n(\varepsilon) \in \mathbb{N}\) such that \(p_{\varepsilon,i+n} = p_{\varepsilon,i} + (P, 0)\) for all \(i \in \mathbb{Z}\), where the same sequence of equations also holds with \(p_{\varepsilon,i}\) replaced by the points \(q_{\varepsilon,i}^+\) or the arc-segments \(\gamma_{\varepsilon,i}^+, \gamma_{\varepsilon,i}^-, \) or \(\gamma_{\varepsilon,i}^-\), etc. Finally, we have

\[
\Pi_{\varepsilon}(p_{\varepsilon,i}) \subset \gamma_{\varepsilon,i}^+ \quad \text{and} \quad \Pi_{\varepsilon}(\gamma_{\varepsilon,i}) = \gamma_{\varepsilon,i},
\]

de (Def. 5.4 and Lem. 5.11 b). In view of \(276\), it follows from Thm. 5.7 (Eq. 237) that for each \(i \in \mathbb{Z}\) the arc-segment \(\gamma_{\varepsilon,i}\) is the disjoint union of all the arc-segments \(A_\varepsilon(L), B_\varepsilon(q)\) corresponding to \(L \in S(\Gamma)\) and \(q \in V(\Gamma)\) such that \(L, \{q\} \subset \gamma_{\varepsilon,i}\) (which constitute a finite partition of \(\gamma_{\varepsilon,i}\)). Since each arc-segment \(\gamma_{\varepsilon,i}\) has no vertices, the total curvature of \(\gamma_{\varepsilon,i}\) must be equal to the sum of the total curvatures of the arcs in this partition of \(\gamma_{\varepsilon,i}\). It follows by applying the estimates Lem. 5.11 Eq. 241 and Lem. 5.12 Eq. 248 to the individual arc-segments in this partition and \(\gamma_{\varepsilon,i}\) and summing the terms that

\[
K(\gamma_{\varepsilon,i}) \leq (1 + C_4 \varepsilon) K(\gamma_{\varepsilon,i}) + C_2 \|\gamma_{\varepsilon,i}\| \varepsilon.
\]
By Lem. 5.13 Eq. (263), the absolute turning angle \( A_\varepsilon(p_{\varepsilon,i}) \) of the arc \( \Gamma_\varepsilon \) at the vertex \( p_{\varepsilon,i} \) is estimated by:

\[
A_\varepsilon(p_{\varepsilon,i}) \leq (1 + C_6 \varepsilon) \phi(\nu^-_{\varepsilon,i}, \nu^+_{\varepsilon,i})
\]

(278)

for each \( i \in \mathbb{Z} \), where \( C_6 = 6(A_1/A_2^2) \), \( \nu^\pm_{\varepsilon,i} := ((p_{\varepsilon,i} - q^\pm_{\varepsilon,i})/|q^\pm_{\varepsilon,i}|) \), and where \( \phi(\nu_1, \nu_2) \) denotes the magnitude of the angle between the unit vectors \( \nu_1 \) and \( \nu_2 \). We also use \( \nu^\pm_{\varepsilon,i}, i \in \mathbb{Z} \), to denote the upper normal to \( \Gamma \) on the straight-line-segment \( l^\pm_{\varepsilon,i} \) of \( \gamma_{\varepsilon,i} \), chosen such that \( q^\pm_{\varepsilon,i} \) is an endpoint of \( l^\pm_{\varepsilon,i} \) (Thus \( \nu^\pm_{\varepsilon,i} = \nu_{\varepsilon,i} \) if \( q^\pm_{\varepsilon,i} \) is not a vertex of \( \Gamma \)). Then it is easily seen that

\[
\phi(\nu^+_{\varepsilon,i}, \nu^-_{\varepsilon,i}) \leq \phi(\nu^-_{\varepsilon,i}, \nu^-_{\varepsilon,i}) + K(\gamma_{\varepsilon,i}) + \phi(\nu^+_{\varepsilon,i}, \nu^+_{\varepsilon,i}).
\]

(279)

It is also easily seen that \( \phi(\nu^+_{\varepsilon,i}, \nu^-_{\varepsilon,i}) = 0 \) (resp. \( \phi(\nu^-_{\varepsilon,i}, \nu^-_{\varepsilon,i}) = 0 \)) if the point \( q^\pm_{\varepsilon,i} \) (resp. \( q^-_{\varepsilon,i} \)) is not a vertex of the arc \( \Gamma \). On the other hand, if one or both of the points \( q^\pm_{\varepsilon,i} \) are vertices of the arc \( \Gamma \), then

\[
0 \leq \phi(\nu^+_{\varepsilon,i}, \nu^+_{\varepsilon,i}) + \phi(\nu^-_{\varepsilon,i}, \nu^-_{\varepsilon,i}) \leq A(q^+_{\varepsilon,i}, q^-_{\varepsilon,i}),
\]

(280)

where \( A(q^\pm_{\varepsilon,i}) \) denotes the absolute turning angle of the polygonal arc \( \Gamma \) at either of the vertices \( q^\pm_{\varepsilon,i} \in \Gamma \), and, in terms of this, we have \( A(q^+_{\varepsilon,i}, q^-_{\varepsilon,i}) := A(q^+_{\varepsilon,i}) + A(q^-_{\varepsilon,i}) \) whenever the vertices \( q^\pm_{\varepsilon,i}, q^-_{\varepsilon,i} \in \Gamma \) are distinct, whereas \( A(q^+_{\varepsilon,i}, q^-_{\varepsilon,i}) := A(q^+_{\varepsilon,i}) \) in the case where the points \( q^\pm_{\varepsilon,i} \in \Gamma \) coincide. Here, we also assume that \( A(q^\pm_{\varepsilon,i}) = 0 \) if the point \( q^\pm_{\varepsilon,i} \in \Gamma \) is actually not a vertex of \( \Gamma \).

By combining Eqs. (277)-(280) for each \( i = 1, 2, \cdots, n(\varepsilon) \), and summing the terms, we see that

\[
K(\Gamma_\varepsilon) \leq (1 + A \varepsilon) \sum_{i=1}^{n(\varepsilon)} \left( K(\gamma_{\varepsilon,i}) + K(\gamma^\varepsilon_{\varepsilon,i}) + A(q^+_{\varepsilon,i}, q^-_{\varepsilon,i}) \right) + B \varepsilon \sum_{i=1}^{n(\varepsilon)} ||\gamma_{\varepsilon,i}||
\]

(281)

\[
\leq (1 + A \varepsilon) K(\Gamma) + B ||\Gamma|| \varepsilon,
\]

where \( A := \max\{C_4, C_6\} \) and \( B := C_2 \). Finally, we conclude from (281) that the inequality (272) holds uniformly for all \( \varepsilon \in (0, \varepsilon_0) \) and all \( P \)-periodic (in \( x \)) polygonal arcs \( \Gamma \in X \), where the constants \( A \) and \( B \) are independent of \( \varepsilon \in (0, \varepsilon_0) \) and the particular choice of the polygonal arc \( \Gamma \in X \).

It remains to extend the estimates (272) and (273) from the polygonal case discussed above to the case of all \( P \)-periodic (in \( x \)) double-point-free smooth arcs \( \Gamma \in X_\varepsilon \), where \( \Gamma_\varepsilon := \Psi_\varepsilon(\Gamma) \) denotes either one of the arcs \( \partial G_{\varepsilon,i}(\Gamma), i = 1, 2 \). To this end, given any smooth arc \( \Gamma \in X_\varepsilon \), we can choose a sequence \( (\Gamma_n)_{n=1}^\infty \) of \( P \)-periodic polygonal arcs in \( \Gamma_n \in X \) such that

(i): for each \( n \in \mathbb{N} \), the vertices of the arc \( \Gamma_n \) all lie in the arc \( \Gamma \), and are positively-ordered relative to the natural ordering in both \( \Gamma \) and \( \Gamma_n \).
In view of (i), the sequence \((\Gamma_n)_{n=1}^{\infty}\) consists of double-point-free arcs such that \(||\Gamma_n|| \leq ||\Gamma||\) and \(K(\Gamma_n) \leq K(\Gamma)\).

In view of (282), it follows from (274) and (271) that for any \(\varepsilon \in (0, \varepsilon_0)\) we have

\[
\limsup_{n \to \infty} ||\Psi_\varepsilon(\Gamma_n)|| \leq ||\Gamma|| + C K(\Gamma) \varepsilon + (D ||\Gamma|| + E K(\Gamma)) \varepsilon^2,
\]

(283)

\[
\limsup_{n \to \infty} K(\Psi_\varepsilon(\Gamma_n)) \leq (1 + A \varepsilon) K(\Gamma) + B ||\Gamma|| \varepsilon.
\]

(284)

Now, we can also choose the sequence \((\Gamma_n)_{n=1}^{\infty}\), subject to (i), such that \(\Gamma_n \to \Gamma \in \tilde{X}_\varepsilon\) as \(n \to \infty\). Therefore, there exist arc-sequences \((\Gamma_n^+)_{n=1}^{\infty}\) in \(\tilde{X}_\varepsilon\) such that (ii): \(\Gamma_n^- < \Gamma_n < \Gamma_n^+\) for all \(n \in N\), and such that (iii): \(\Gamma_n^+ \downarrow \Gamma\) and \(\Gamma_n^- \uparrow \Gamma\), both as \(n \to \infty\), where \(\downarrow\) and \(\uparrow\) refer to monotone and uniform convergence. In view of Lem. 2.14(d)(e) and Lem. 2.23(a)(e), it follows from (ii) and (iii) that (iv): \(\tilde{\Psi}_\varepsilon(\Gamma_n) \leq \tilde{\Psi}_\varepsilon(\Gamma_n^-) \leq \tilde{\Psi}_\varepsilon(\Gamma_n^+)\) for all \(n \in N\), and that (v): \(\tilde{\Psi}_\varepsilon(\Gamma_n^-) \uparrow \tilde{\Psi}_\varepsilon(\Gamma)\) and \(\tilde{\Psi}_\varepsilon(\Gamma_n^+) \downarrow \tilde{\Psi}_\varepsilon(\Gamma)\), both as \(n \to \infty\), and it follows from (iv) and (v) that \(\tilde{\Psi}_\varepsilon(\Gamma_n) \to \tilde{\Psi}_\varepsilon(\Gamma)\), both as \(n \to \infty\), from which it in turn follows that (vi): \(||\tilde{\Psi}_\varepsilon(\Gamma)\|| \leq \limsup_{n \to \infty} ||\tilde{\Psi}_\varepsilon(\Gamma_n)\||\) and (vii): \(K(\tilde{\Psi}_\varepsilon(\Gamma)) \leq \limsup_{n \to \infty} K(\tilde{\Psi}_\varepsilon(\Gamma_n))\). In view of (vi) an (vii), it follows from (283) and (284) that the assertions (272) and (273) hold in the cases where \(\tilde{\Psi}_\varepsilon(\Gamma) = \tilde{\Psi}_\varepsilon(\varepsilon, \Gamma), \Gamma \in \tilde{X}_\varepsilon\).

Finally, it remains to extend the estimates (272) and (273) to the remaining cases, in which, in terms of Def. 2.8 the notation \(\tilde{\Psi}_\varepsilon(\Gamma)\) refers to either one of the mappings: \(\tilde{\Psi}_\varepsilon^-(\Gamma) = \partial H_{\varepsilon,1}(\Gamma): X \to X\) and \(\tilde{\Psi}_\varepsilon^+(\Gamma) = \partial H_{\varepsilon,2}(\Gamma): X \to X\).

To accomplish this, we observe that \(H_{\varepsilon,1}(\Gamma) = \bigcap_{\alpha \in (0, \varepsilon]} \text{Cl}(G_{\alpha, \varepsilon}(\Gamma))\) for every \(\varepsilon \in (0, \varepsilon_0), i = 1, 2, \) and \(\Gamma \in \tilde{X}_\varepsilon\). Therefore, for any \(\varepsilon \in (0, \varepsilon_0)\) and \(\Gamma \in \tilde{X}_\varepsilon\), we have that \(\tilde{\Psi}_\varepsilon^+(\alpha, \Gamma) \to \tilde{\Psi}_\varepsilon^+(\Gamma)\) as \(\alpha \uparrow \varepsilon\), from which it follows that \(||\tilde{\Psi}_\varepsilon^+(\Gamma)\|| \leq \limsup ||\tilde{\Psi}_\varepsilon^+(\alpha, \Gamma)\||\) and \(K(\tilde{\Psi}_\varepsilon^+(\alpha, \Gamma)) \leq \limsup K(\tilde{\Psi}_\varepsilon^+(\alpha, \Gamma))\), both as \(\alpha \uparrow \varepsilon\). In view of this, the asserted extensions of (272) and (273) to the cases \(\tilde{\Psi}_\varepsilon(\Gamma) = \tilde{\Psi}_\varepsilon(\varepsilon, \Gamma), \Gamma \in \tilde{X}_\varepsilon\), follow from the previously proved cases.

**Proof of Thm. 5.11** Concerning Part (a), we refer to Lems. 2.20 and 2.21. Concerning Part (b), we obtain the estimates (224) and (225) in more detail. By successive application of the estimates (270), (271), and (272), we conclude that:

\[
K(T_{\epsilon,i}(\Gamma)) = K(\tilde{\Psi}_{\epsilon,i}(\Gamma_{\epsilon,i})) \leq (1 + A\varepsilon) K(\Gamma_{\epsilon,i}) + B ||\Gamma_{\epsilon,i}|| \varepsilon
\]

(285)

\[
\leq (1 + A\varepsilon) \left[ K(\Gamma_i) + (K(\Gamma_{h,i}) - K(\Gamma_i)) \varepsilon/h \right] + B \left[ ||\Gamma_i|| + \left( ||\Gamma_{h,i}|| - ||\Gamma_i|| \right) \varepsilon/h \right] \varepsilon
\]

\[
\leq K(\Gamma_i) + \left( K(\Gamma_{h,i}) + (A h - 1) K(\Gamma_i) + B h ||\Gamma_i|| \right) \varepsilon/h
\]

\[
+ \left[ A (K(\Gamma_{h,i}) - K(\Gamma_i)) + B \left( ||\Gamma_{h,i}|| - ||\Gamma_i|| \right) \right] \varepsilon^2/h,
\]

(274)
for $i = 1, 2$ and $0 < \varepsilon < \varepsilon_0(h) := \min\{h, \varepsilon_0\}$, where we set $\Gamma_{x,i} := \Phi_{x,i}(\Gamma)$ and $\Gamma_{h,i} := \Phi_{h,i}(\Gamma)$. Similarly, one successively applies (270), (271), and (273) to show that
\begin{equation}
||T_{x,i}(\Gamma)|| \leq ||\Gamma_i|| + \left(||\Gamma_{h,i}|| - ||\Gamma_i|| + Ch K(\Gamma_i)\right)(\varepsilon/h) \tag{286}
\end{equation}

\begin{align}
+ & C \left[(K(\Gamma_{h,i}) - K(\Gamma_i)) + Dh ||\Gamma_i|| + Eh K(\Gamma_i)\right](\varepsilon/h) \\
+ & D \left(||\Gamma_{h,i}|| - ||\Gamma_i||\right) + \left[H(\Gamma_{h,i}) - K(\Gamma_i)\right](\varepsilon^2/h),
\end{align}

for $i = 1, 2$ and $0 < \varepsilon < \varepsilon_0(h)$ and $\Gamma_{h,i} := \Phi_{h,i}(\Gamma)$. The estimates (224) and (225) follow from this.

Turning to the proof of Theorem 5.1(c), we set $F(\Gamma_i) := \lambda K(\Gamma_i) + \mu ||\Gamma_i||$, for $i = 1, 2$, and we combine the Eqs. (285) and (286) to see that
\begin{align}
F(T_{x,i}(\Gamma)) & \leq F(\Gamma_i) + \left[F(\Gamma_{h,i}) + (P_0 h - 1)F(\Gamma_i)\right](\varepsilon/h) \\
& + \left[(\lambda A + \mu C) + \lambda E\right]K(\Gamma_{h,i})(\varepsilon^2/h) + \left[(\lambda B + \mu D) ||\Gamma_{h,i}||\right](\varepsilon^2/h) \\
& + \mu \left[D ||\Gamma_i|| + E K(\Gamma_i)\right]\varepsilon^2,
\end{align}

valid for $i = 1, 2$ and $0 < \varepsilon < \varepsilon_0(h)$, which generalizes (226).

Finally, concerning Part (d), by choosing the values $\lambda, \mu > 0$ such that $\lambda + \mu = 1$ and $A + (\mu/\lambda)C = (\lambda/\mu)B$, we obtain the inequality
\begin{align}
F(T_{x,i}(\Gamma)) & \leq F(\Gamma_i) + \left[F(\Gamma_{h,i}) + (P_0 h - 1)F(\Gamma_i)\right](\varepsilon/h) \\
& + \left[(\lambda A + \mu (C + E)) K(\Gamma_{h,i})(\varepsilon^2/h) + \left[(\lambda B + \mu D) ||\Gamma_{h,i}||\right](\varepsilon^2/h) \\
& + \mu \left[D ||\Gamma_i|| + E K(\Gamma_i)\right]\varepsilon^2,
\end{align}

for $i = 1, 2$ and $0 < \varepsilon < \varepsilon_0(h)$, where $P_0 := ([A + \sqrt{A^2 + 4BC}]/2)$.

It follows from (288) that
\begin{align}
F(T_{x,i}(\Gamma)) & \leq F(\Gamma_i) + \left(F_{h,i} + (P_0 h - 1)F(\Gamma_i)\right)(\varepsilon/h) \\
& + \left(M^* F_{h,i} + M h F(\Gamma_i)\right)(\varepsilon^2/h)
\end{align}

for $i = 1, 2$ and $0 < \varepsilon < \varepsilon_0(h)$, where $M^* := [A + D + (\mu/\lambda)(C + E) + (\lambda/\mu)B]$, $M := (D + (\mu/\lambda)E)$, and $F_{h,i} := F(\Gamma_{h,i}) = F(\Phi_{h,i}(\Gamma))$. This is the estimate (229), given in greater detail.

**Proof of Theorem 5.2.** By (289), we have that
\begin{align}
F(T_{x,i}(\Gamma)) & \leq F(\Gamma_i) + \left[(1 + M^* \varepsilon)F(\Gamma_{h,i}) + (M h \varepsilon + P_0 h - 1)F(\Gamma_i)\right](\varepsilon/h)
\end{align}
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for \(i = 1, 2, \Gamma \in X\), and \(\varepsilon \in (0, \varepsilon_0(h)]\). It follows from Eq. (290) that Eq. (230) holds for \(i = 1, 2\), all \(\varepsilon \in (0, \varepsilon_0(h)]\), and all \(\Gamma \in X\), where we define \(\hat{\varepsilon}_0(h) := \min\{\varepsilon_0(h), (R_0/M), (1/M^*\})\). Thus Part (a) holds. To prove Part (b), we let \(\Gamma_\varepsilon \in Y\) denote a fixed point of \(T_\varepsilon\) which is obtained as the limit of a monotone sequence of operator iterates \((\Gamma_{\varepsilon,n})_{n=1}^\infty\), as in Thm. 2.16. For fixed \(0 < h \leq 1/2\) and \(\varepsilon \in (0, \hat{\varepsilon}_0(h)]\), let \(\Gamma_{\varepsilon,h,n,i} := \Phi_{h,i}(\Gamma_{\varepsilon,n})\) and \(\Gamma_{\varepsilon,h,i} := \Phi_{h,i}(\Gamma_\varepsilon)\), \(i = 1, 2\). It is easily seen that \(\Phi_{h,i}(\Gamma_{\varepsilon,h,n,i})\) is finite for each \(n \in N\) and \(i = 1, 2\), and that \(\Phi_{h,i}(\Gamma_{\varepsilon,h,n,i}) \to \Phi_{h,i}(\Gamma_{\varepsilon,h,i}) < \infty\) as \(n \to \infty\), \(i = 1, 2\). Therefore, there exists a bound \(M = M(\varepsilon, h)\) such that \(\Phi_{h,i}(\Gamma_{\varepsilon,h,n,i}) \leq M\) uniformly for all \(n \in N\) and \(i = 1, 2\). In view of this, it follows from (230) that for \(i = 1, 2\) and for all \(n \in N\), we have

\[
F(\Gamma_{\varepsilon,n+1,i}) \leq F(\Gamma_{\varepsilon,n,i}) + (2M\varepsilon/h),
\]

since \(2hP_0 \leq 1\), and

\[
F(\Gamma_{\varepsilon,n+1,i}) \leq F(\Gamma_{\varepsilon,n,i}) - (\alpha_n\varepsilon/h),
\]

where \(\alpha_n \leq (1 - 2hP_0)F(\Gamma_{\varepsilon,n,i}) - 2M\). It follows from Eqs. (291) and (292) by induction that

\[
F(\Gamma_{\varepsilon,n,i}) \leq (2M/(1 - 2hP_0)) + (2M\varepsilon/h)
\]

for \(i = 1, 2\) and for all sufficiently large \(n \in N\), where \(M = M(\varepsilon, h)\). The assertion follows from Eq. (293) in the limit as \(n \to \infty\). Finally, the proof of Part (c), based on Parts (a) and (b) and Lem. 2.32, is included in the assertion of Part (c).

**Proof of Cor. 5.3.** We have \(A := \max\{C_4, C_6\}, B := C_2 \leq \sqrt{2}C_2, C := (1/\mathfrak{u}), D := C_3, \) and \(E := (C_7^2/2)\). In view of this, the assertion follows from inequalities in Sections 4.2 and 4.3 by means of the inequalities: \(A_1^2 \leq 2\delta A_2\), \(\varepsilon_0 \leq (1/2), \) and \(\varepsilon_0 \leq (A^2/2A_1)\). In fact we have that:

\[
4C_1 = C_6 := (8A_1/A_2^2) \leq (8\sqrt{2\delta}A_2/A_1^2),
\]

\[
C_2 := [(2AA_2 + 4A_1^2)/A_1^3] \leq [(2A + 8\delta)A_2]/A_3^2,
\]

\[
C_3 := (A_1/A_3^2) + (4A_1^2\varepsilon_0/A_5^2) \leq (A_1/A_3^2) + (8\delta A_2/A_5^2)\varepsilon_0
\]

\[
C_5 := 3(A_1/A_3^2) + 3\left([(A + A_2)A_2^2 + A^2A_2]/A_5^2\right)\varepsilon_0 + (6A_1^2/A_6^2)\varepsilon_0^2
\]

\[
C_4 := (1 + C_5\varepsilon_0)(2A_1/A_2^2)\varepsilon_0 + C_5.
\]

### 5.4 Arc-length estimates for thin solutions

**Remark 5.16** The present section is motivated by the search for upper bounds for the arc-length per \(P\)-period of solutions of Prob. 4.3 at the pair \(\lambda \in \mathfrak{H}_\perp^2\), which are uniform in the most general possible sense as \(\lambda_1, \lambda_2 \to \infty\). Namely, this is a natural requirement for satisfying the estimate (149). The first observation is that the fixed-point estimates in Thm. 5.2 are not helpful, because they do not hold uniformly relative to arbitrarily thin strips \(\Omega(\Gamma)\), as occur in the case where \(\lambda_1, \lambda_2 \to \infty\). This suggests an alternate arc-length study mostly restricted to the narrow-stream-limit, as introduced in Section 1.1.
Lemma 5.17 (Uniform self-separation property of arcs satisfying (140)) In the plane \( \mathbb{R}^2 \), let be given a P-periodic region \( G \) having exterior tangent balls of uniform radius at all boundary points, and a P-periodic (in \( x \)) function \( a(p) : \mathbb{R}^2 \to \mathbb{R}_+ \) in \( \mathcal{A} \) such that \( |\nabla \ln(a(p))| \leq B \) and \( \Delta \ln(a(p)) \geq H > 0 \), both uniformly in \( G \). For any \( \delta \geq 0 \), let \( \mathcal{M}(\delta) \) denote the family of all P-periodic (in \( x \)) directed \( C^2 \)-arcs \( \Gamma \in X(G) \), each of which satisfies the condition:

\[
|K(p) - (\partial/\partial \nu) \ln(a(p))| \leq \delta
\]

(294)

for each \( p \in \Gamma \) (see (308)), where \( K(p) \) (resp. \( \nu \)) denotes the counter-clockwise-oriented curvature of (resp. the left-hand normal to) the arc \( \Gamma \) at \( p \in \Gamma \). (Also, each \( \Gamma \) does not cross itself, and therefore divides its complement \( \mathbb{R}^2 \setminus \Gamma \) into two domains \( \mathbb{D}^\pm \) (as in Def. 2.7.) Then there exist uniform positive constants \( \delta_0, \alpha_0 > 0 \) such that \( |p - q| \geq \alpha_0 \), uniformly for all \( \Gamma \in \mathcal{M}(\delta_0) \) and for all points \( p, q \in \Gamma \) such that \( ||\gamma(p, q)|| \geq (\pi/(B + \delta_0)) \), where \( \gamma(p, q) \) denotes the shortest sub-arc of \( \Gamma \) joining the points \( p, q \in \Gamma \).

Proof. For any small value \( \delta \geq 0 \), let \( \mathcal{M}(\delta) \) denote a family of all doubly-infinite, P-periodic (in \( x \)) directed smooth arcs \( \Gamma \) satisfying (294). By (294), the numbers \( K_0 = K_0(\delta) := B + \delta \) and \( R_0 = R_0(\delta) := (1/(B + \delta)) \) (where \( B := \sup \{|\nabla \ln(a(p))| : p \in G\} \) serve respectively as the uniform upper bound for the curvatures of the arcs \( \Gamma \in \mathcal{M}(\delta) \), and uniform lower bounds for the corresponding radii of curvature of the same arcs. For any fixed \( \Gamma \in \mathcal{M}(\delta) \), let \( S \) denote the set of all ordered pairs \( (p, q) \in \Gamma \times \Gamma \) such that \( ||\gamma|| \geq \pi R_0 \), where \( \gamma \) denotes the shortest sub-arc of \( \Gamma \) joining \( p \) to \( q \). Then \( T := \{(p, q) \in S : ||\gamma|| = \pi R_0\} \subset S \), where for any pair \( (p, q) \in T \), we have that \( |p - q| > 2R_0 \) unless \( \gamma \) is exactly a half-circle of radius \( R_0 \).

We use \( \alpha = \alpha(\Gamma) \) to denote the absolute minimum value of the (bounded, continuous) distance function \( |p - q| : S \to \mathbb{R} \). In the following study, we restrict our attention to the case where \( |p - q| < 2R_0 \) for some pair \( (p, q) \in S \setminus T \). Then it is clear from the above comments that the distance function \( |p - q| : S \to \mathbb{R} \) achieves an absolute minimum value \( \alpha = \alpha(\Gamma) \in [0, 2R_0] \) at a pair \( (p, q) \in S \) such that \( ||\gamma|| > \pi R_0 \). In view of this, the shortest straight line-segment \( L \) joining \( p \in \Gamma \) to \( q \in \Gamma \) is perpendicular to \( \Gamma \) at both endpoints \( p, q \).

Given \( \Gamma \in \mathcal{M}(\delta) \) and the "closest points" \( p, q \in \Gamma \), we use \( \omega \) to denote a simply-connected domain whose boundary is given by \( \partial \omega = \gamma \cup L \), where \( \gamma \) (resp. \( L \)) denotes the shortest sub-arc of \( \Gamma \) (resp. the straight line-segment) joining \( p \) and \( q \). Since \( L \) is perpendicular to \( \Gamma \) at \( p \) and \( q \), and since \( \Gamma \) does not cross itself, we have that \( \int_{\partial \omega} K(p) ds = \pm \pi \). Also

\[
\int_{\partial \omega} \psi_\nu(p) ds = \int \int \Delta \psi(p) dA \geq H ||\omega||
\]

by the divergence theorem, where \( \psi(p) := \ln(a(p)) \) and \( \nu \) is the exterior normal to \( \omega \), and also \( \int_L |\psi_\nu| ds \leq B ||L|| \) if \( L \subset G \). Finally, it follows directly from
provided that $L \subset G$, as is always true if $||L|| \leq 2R_0$, and if the region $G$ has an exterior tangent ball of radius $(3R_0/2)$ at every point $p \in \partial G$. Assuming that (i): $\alpha = \alpha(\Gamma) < 2R_0$, we define the double-point free strip-like domain $\omega(\alpha/2)$, consisting of all points $p \in \omega$ such that $\text{dist}(p, \Gamma) < (\alpha/2)$. One sees that $\omega(\alpha/2) \subset \omega$, and therefore that

$$||\omega|| \geq ||\omega(\alpha/2)|| = (\alpha/2) \int_\gamma (1 + (\alpha/4)K(t)) \, dt \geq (\alpha/2)||\gamma|| - \pi(\alpha^2/8),$$  \tag{296}$$

involving a counter-clockwise integral of the counter-clockwise oriented curvature function $K(t)$. Thus, assuming (i), it follows by (295) and (296) that

$$B\alpha \geq \pi(1 - (H\alpha^2/8)) + ((H\alpha/2) - \delta)||\gamma||,$$  \tag{297}$$

and it follows from (ii): $2\delta \leq H\alpha$ and (297) that (iii): $B\alpha \geq \pi(1 - (H\alpha^2/8))$, without regard to the length of $\gamma$. Here, the inequality (iii) is equivalent to

$$\alpha = \alpha(\Gamma) \geq E_0 = E_0(B,H) := \frac{2\sqrt{2}\pi}{\sqrt{2}B + \sqrt{2}B^2 + \pi^2H}$$  \tag{298}$$

In the case in where $E_0(B,H) \leq 2R_0$, it follows that $E_0(B,H)$ is a lower bound for $\alpha(\Gamma)$. If $E_0(B,H) > 2R_0$, on the other hand, then the inequalities (298) and (i) are mutually contradictory, implying that the assumption (i) is impossible and therefore that $\alpha(\Gamma) \geq 2R_0$. In other words, given a small, positive value $\delta_0 > 0$, we have

$$\alpha(\Gamma) \geq \alpha_0 \text{ for any } 0 \leq \delta \leq \delta_0 \text{ and } \Gamma \in \mathcal{M}(\delta) \text{ such that } H\alpha(\Gamma) \geq 2\delta,$$  \tag{299}$$

where we set $\alpha_0 := \min \{2R_0(\delta_0), E_0(B,H)\}$. It remains to prove the following: Given $\alpha_0$ defined above, there exists a value $\delta_1 \in [0, \delta_0]$ so small that

$$\alpha(\Gamma) \geq (\alpha_0/2) > 0 \text{ for all } \Gamma \in \mathcal{M}(\delta_1).$$  \tag{300}$$

Toward the proof of (300) from (299), we define $\phi(R_1, \delta) := \inf \{\alpha(\Gamma) : \Gamma \in \mathcal{M}(\delta), \pi R_0 \leq ||\gamma|| \leq R_1\}$ for any $\delta \in [0, \delta_0]$ and $R_1 \in [\pi R_0, \infty)$. Then (iv) $\phi(R_1, 0) \geq \alpha_0$ for the fixed value $\alpha_0 > 0$ defined following (299), and for any value $R_1 \in (\pi R_0, \infty)$, as is seen by setting $\delta = 0$ in (299). We claim that, given any fixed value $\alpha_1 \in (0, \alpha_0)$, we have that (v): $\phi(R_1, \delta) \geq \alpha_1$ for any $R_1 \in (\pi R_0, \infty)$ and for any value $\delta \in (0, \delta_1)$, where the value $\delta_1 = \delta_1(\alpha_1) \in (0, \delta_0]$ is sufficiently small, depending on the value $\alpha_1$. In fact if (v) is false, then there exist constants $\alpha_{0,1} \in (0, \alpha_0)$ and $R_1 \in (\pi R_0, \infty)$, and a positive null-sequence $(\delta_n)_{n=1}^\infty$ of values in $(0, \delta_0]$ such that the corresponding sequence $(\Gamma_n)_{n=1}^\infty$ of $P$-periodic $C^2$-arcs such that $\Gamma_n \in \mathcal{M}(\delta_n)$ and the absolute curvature of $\Gamma_n$ is therefore uniformly bounded by $K_0(\delta_n) := B + \delta_n$, such that
the related sequences \((\gamma_n), (\omega_n), (p_n), (q_n), (L_n)\) (in which \(\gamma_n \subset \Gamma_n\) and the terms \(\gamma_n, \omega_n, p_n, q_n, L_n\) are defined by analogy to \(\gamma, \omega, p, q, \) and \(L\)) such that \(\pi R_0 \leq ||\gamma_n|| \leq R_1\) and \(\alpha(\Gamma_n) = |p_n - q_n| \leq \alpha_{0,1}\), both for all \(n \in N\). In view of the uniformly-boundedness of the absolute curvatures of the arcs \(\Gamma_n, n \in N\), it follows by the theorem or Ascoli-Arzela that there exists a subsequence (which we still index by \(n \in N\)) such that \(\Gamma_n \rightarrow \Gamma \in \mathcal{M}(\mathbb{R}), ||\gamma|| \rightarrow ||\gamma|| \leq R_1\), and \(\alpha(\Gamma_n) \rightarrow \alpha(\Gamma) \leq \alpha_{0,1}\), which contradicts (iv) \(\phi(R_1, 0) \geq \alpha_0\), completing the proof of (v). In view of (vi), we have that (vi):

\[
H_0(\Gamma) - 2\delta \geq H_{0,1} - 2\delta > 0 \\
\]

for all arcs \(\Gamma \in \mathcal{M}(\delta_1)\), where we define \(\alpha_1 := (\alpha_0/2)\) and \(\delta_1 := \min \{\delta_1(\alpha_1), (H_{0,1}/2)\}\). In view of (vi), the assertion (300) follows from (299).

**Lemma 5.18** *(Sequences of solution-arcs not having a uniform bound for their arc-lengths per P-period (in \(x\)))* In \(\mathbb{R}^2\), let be given an infinite sequence \((\Gamma_n)_{n=1}^{\infty}\) of \(P\)-periodic (in \(x\)) directed arcs in \(X(G)\) having uniformly bounded absolute curvature per \(P\)-period, and each having an arc-length parametrization \(p_n(t) : \mathbb{R} \rightarrow \text{Cl}(G)\) such that the mapping \(p_n(t) : \mathbb{R} \rightarrow \partial B_1(0)\) is \(L_n\)-periodic (where \(L_n := ||\Gamma_n|| = \text{the length of one } P\text{-period (in } x\text{) of } \Gamma_n\)). Assume each arc \(\Gamma_n\) does not cross itself, and has absolute curvature \(|p''_n(t)|\) never exceeding a uniform bound \(K_0\). Then:

(a) If there exists a closed, bounded ball \(Q\) which contains one \(P\)-period (in \(x\)) of each arc \(\Gamma_n\), and if, nevertheless, we have that \(L_n \rightarrow \infty\) as \(n \rightarrow \infty\), then there exists a subsequence \((\Gamma_{n(i)})_{i=1}^{\infty}\) and an arc \(\Gamma \subset Q\) of bounded absolute curvature and infinite length such that \(\Gamma\) has the arc-length parametrization \(p(t) : \mathbb{R} \rightarrow Q\), and such that \(p_{n(i)}(t) \rightarrow p(t)\) as \(i \rightarrow \infty\), uniformly relative to any compact subset of \(\mathbb{R}\). Also, \(\Gamma\) does not cross itself and does not have absolute curvature \(|p''(t)|\) ever exceeding \(K_0\).

(b) Let \(\Gamma \subset Q\) denote the doubly-infinite directed arc of Part (a). Then either \(\Gamma\) has infinite length or else it is (or contains) a closed (i.e. periodic) arc \(\gamma\), because the function \(p(t)\) either is periodic in \(\mathbb{R}\) or else is periodic for sufficiently positive or sufficiently negative \(t \in \mathbb{R}\). In the case where \(\Gamma\) has infinite length as \(t \rightarrow \infty\) (resp. \(t \rightarrow -\infty\), the set of accumulation points \(\gamma^+\) (resp. \(\gamma^-\)) of \(\Gamma\) as \(t \rightarrow \infty\) (resp. \(t \rightarrow -\infty\)) is a closed (i.e. periodic) \(C^{2,1}\)-arc having all the properties previously stated regarding \(\Gamma\) in Part (a).

(c) The infinite arc \(\Gamma \subset Q\) with the properties stated in Parts (a) and (b) does not exist. Therefore, the sequence \((\Gamma_n)_{n=1}^{\infty}\) with properties stated in Part (a) does not exist.

**Proof of Part (a).** Let \(p_n(t) : \mathbb{R} \rightarrow Q, n \in N,\) (such that \(p_n(t + L_n) = p_n(t) + (P, 0)\) for all \(t \in \mathbb{R}\)) denote the corresponding arc-length parametrizations of the arcs \(\Gamma_n, n \in N\), such that for each \(n \in N\), the related \(L_n\)-periodic functions \(p'_n(t), p''_n(t)\) are such that \(|p'_n(t)| = 1\) and \(|p''_n(t)| \leq K_0\), both for all \(t \in \mathbb{R}\). By applying the theorem of Ascoli-Arzela to the sequence of uniformly Lipschitz-continuous forward-tangent-vector functions \(T_n(t) = p'_n(t) : \mathbb{R} \rightarrow \partial B_1(0),\) we
pass to a subsequence \((T_{n(i)})_i^\infty\) such that \(T_{n(i)}(t) \to T(t)\) uniformly on any compact subset of \(\mathbb{R}\) as \(i \to \infty\), where \(T(t) : \mathbb{R} \to \partial B_1(0)\) denotes a \(C^{1,1}\)-function such that \(|T(t)| = 1\) and \(|T'(t)| \leq K_0\), both for all \(t \in \mathbb{R}\). It also follows for the same subsequence that \(p_n(t) \to p(t)\) on any compact subset of \(\mathbb{R}\) as \(n \to \infty\), where the function \(p(t) : \mathbb{R} \to Q\) is chosen such that \(p(0) = \lim p_n(0)\) as \(n \to \infty\) and \(p'(t) = T(t)\) at all \(t \in \mathbb{R}\). Clearly \(p(t) : \mathbb{R} \to Q\) is the arc-length parametrization of an arc \(\Gamma \subset Q\) of infinite length and uniformly bounded curvature. Also, the arc \(\Gamma\) does not cross itself, since the arcs \(\gamma_n\) don’t.

Proof of Part (b). (See the proof of Lem. \(\underline{121}\)a) for some details.) Let \(p(t) : \mathbb{R} \to Q\) denote an arc-length parametrization of a directed arc \(\Gamma \subset Q\) of infinite length, and of absolute curvature uniformly bounded by \(K_0\). Then \(|p(t) - p(\tau)| \geq (2/\pi)|t - \tau|\) for all \(t, \tau \in \mathbb{R}\) such that \(|t - \tau| \leq \pi R_0\), where \(R_0 = (1/K_0)\). Let \(p_n := p(t_n) \in Q\) for all \(n \in N\), where the sequence \((t_n)_{n=1}^\infty\) is chosen such that \(t_n < t_{n+1} < t_n + (\pi R_0/2)\) for all \(n \in N\), so that \(|p_{n+1} - p_n| \geq R_0\) for all \(n\). Using the compactness of \(Q\), we pass to a subsequence \((t_{n(i)})_{i=1}^\infty\) such that \(q_i := p(t_{n(i)}) \to p_0 \in Q\) as \(i \to \infty\) for some accumulation point \(p_0\) of \(\Gamma\) in \(Q\).

Then obviously \(|q_{i+1} - q_i| \to 0\) as \(i \to \infty\). Therefore \(\text{dist}(q_i, \Gamma_i) = |q_i - r_i| \to 0\) as \(i \to \infty\), where \(\Gamma_i := \Gamma \setminus \tilde{\Gamma}_i\), in which \(\tilde{\Gamma}_i\) denotes the arc-segment of \(\Gamma\) associated with all \(t \in \mathbb{R}\) such that \(|t - t_{n(i)}| \leq (\pi R_0/2)\), and where \(r_i\) denotes a point in \(\Gamma_i\) closest to \(q_i\). Clearly, if \(i\) is sufficiently large, then \(r_i\) is not an endpoint of \(\tilde{\Gamma}_i\), and therefore the straight-line-segment \(L_i\) joining \(q_i\) to \(r_i \in \Gamma_i\) is perpendicular to \(\Gamma\) at the point \(r_i\). In view of the bounded curvature of \(\Gamma\), it follows that up to a small error for sufficiently large \(i\), the directed arc-segment \(\gamma_i\) of \(\Gamma\) joining \(q_i\) to \(r_i\) (which does not cross itself) must have a turning angle of (b.1) \(\pm \pi\) (half-turn either way) or (b.2) \(\pm 2\pi\) (full turn either way). In either case, it follows that \(||\omega_i|| \geq (||\gamma_i||^2/4\pi) \geq (\pi R_0^2/4)\) up to a small error for sufficiently large \(i\), where \(\omega_i\) denotes the bounded connected region whose boundary consists of \(\gamma_i\) and \(L_i\), and \(||\omega_i||\) is its Euclidean area. The arc-segments of \(\Gamma_i\) cannot cross the line-segment \(L_i\), except possibly at its endpoints, \(q_i, r_i \in \Gamma\), since otherwise \(r_i\) would not minimize the distance from the point \(q_i\) to the arc \(\Gamma_i\). Since \(\Gamma\) cannot cross itself, it follows that \(\Gamma\) cannot cross the arc \(\gamma_i\), and thus cannot pass from the domain \(\omega_i\) to the interior of the complement of \(\omega_i\), or visa versa, except possibly by passing through an end-point of \(L_i\).

In case (b.1), the directed arc \(\Gamma\) enters \(\partial \omega_i\) at \(q_i\), follows \(\partial \omega_i\) to \(r_i\) along \(\gamma_i\), and then permanently exits \(\text{Cl}(\omega_i)\) at \(r_i\). Therefore, given large \(i \in N\), there exists \(j \in N\) large enough such that \(i < j\) and \(q_j := p(t_{n(j)}) > q_i\) (in terms of the natural ordering in \(\Gamma\)). Therefore, there is a domain \(\omega_j\) associated with \(q_j\) which does not intersect \(\omega_i\). Should case (b.1) occur infinitely often, it would follow that there exist infinitely many pairwise disjoint regions \(\omega_i\) in \(Q\), each having area exceeding \((\pi R_0^2/4)\). This contradiction of the compactness of \(Q\) shows that case (b.2) must occur infinitely often. In the case (b.2), we observe that the directed arc \(\Gamma\) enters \(\text{Cl}(\omega_i)\) at \(q_i\), then follows \(\partial \omega_i\) on \(\gamma_i\) until it enters \(\omega_i\) at the point at \(r_i\), after which it must remain inside \(\omega_i\) permanently as \(i \to \infty\). It is important to distinguish two sub-cases of case (b.2), namely "left full turn" and
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"right full turn" (up to a small error for large $n$ in each case). In fact it is easily shown for sufficiently large $i$ that if a "left full turn" configuration at $i$ precedes a "right full turn" configuration (or visa versa) at $k > i$, then there exists a type (b.1) configuration at some $j$ with $i < j < k$. Therefore, the sequence cannot include infinitely-many type (b.2) configurations of each sub-type, and there must exist a number $i_0 \in \mathbb{N}$ so large that all the type (b.2) configurations for $i \geq i_0$ are of the same sub-type. Thus, the infinite directed arc $\Gamma$ eventually becomes a counter-clockwise or clockwise spiral, and it has a closed directed arc $\gamma$ (which does not cross itself and satisfies the same absolute curvature bound as $\Gamma$) as its set of accumulation points as $t \to \infty$. Clearly $\Gamma$ does not cross $\gamma$, and is therefore located weakly inside or weakly outside $\gamma$; the convergence to $\gamma$ being eventually monotone in either case.

**Proof of Part (c).** Under the assumptions of Part (a), there exists a doubly infinite spiral limit $\operatorname{arc} \Gamma \subset Q$ whose sets $\gamma^\pm$ of accumulation points (as $t \to \pm \infty$) are simple closed curves each solving the limiting equation:

$$K(p) = (\partial / \partial \nu) \ln(a(p)), \quad (301)$$

where $\nu$ (resp. $K(p)$) denotes the left normal (resp. left oriented curvature) at $p \in \gamma^\pm$. By integrating (301) on $\gamma^\pm$, we conclude that

$$-2\pi = \int_{\gamma^\pm} K(p) ds = \int_{\gamma^\pm} (\partial / \partial \nu) \ln(a(p)) ds = \int \int_{\omega^\pm} \Delta \ln(a(p)) dA \geq H ||\omega^\pm||,$$

where $\gamma^\pm = \partial \omega^\pm$. This contradiction proves the assertion.

**Theorem 5.19** (Uniform upper bound for the arc-length per $P$-period of periodic solution arcs) Assume in the context of Prob. 4.3 that $G$ is a $P$-periodic (in $x$) strip-like domain having interior and exterior tangent balls at boundary points, and that the given $C^{2,1}$ function $a(p) : \mathbb{R}^2 \to \mathbb{R}_+$ is strictly logarithmically sub-harmonic in $G$, in fact we assume: $\Delta \ln(a(p)) \geq H > 0$ throughout $G$. For each $n \in \mathbb{N}$, let $\Gamma_n = (\Gamma_{n,1}, \Gamma_{n,2}) \in X(G)$ denote a $P$-periodic (in $x$) classical solution of Prob. 4.3 at $\lambda_n = (\lambda_{n,1}, \lambda_{n,2}) \in \mathbb{R}_2^\times$, and let $\Gamma_n := \{ p \in \Omega_n : U_n(p) = 1/2 \}$ denote the corresponding $P$-periodic (in $x$) "center arc" of the solution (where $U_n(p) := U(\Gamma_n; p)$ in the closure of $\Omega_n := \Omega(\Gamma_n)$). Here, we choose the vector sequence $(\lambda_n)_{n=1}^\infty$ in $\mathbb{R}_2^\times$ such that $\lambda_{n,i} \to \infty$ and $\lambda_{n,i} \mu_n \to 0$ both as $n \to \infty$ for $i = 1, 2$, where we set $\mu_n := \ln(\lambda_{n,2}/\lambda_{n,1})$ (compare to Thm. 4.7). Then there exists a uniform upper bound $M$ for the arc-lengths of the restrictions to a single $P$-period (in $x$) of the "center arcs" $\Gamma_n$ of the solutions $\Gamma_n$, $n \in \mathbb{N}$. The proof is based on the curvature-estimate:

$$|K_n(p) - (\partial \ln(a(p)) / \partial \nu_n)| \leq \overline{\lambda}_n \overline{A} |\mu_n| + (2\overline{A}H \overline{\exp(\overline{A})}) / \overline{A}^2 \overline{\lambda}_n \quad (303)$$

valid at all points $p \in \overline{\text{Cl}(\Omega_n)}$, where $K_n(p)$ (resp. $\nu_n$) denotes the left curvature of (resp. the left normal to) the level curve of $U_n$ through the point $p$, and where $\overline{\lambda}_n := \max\{\lambda_{n,1}, \lambda_{n,2}\}$ and $\overline{\lambda}_n := \min\{\lambda_{n,1}, \lambda_{n,2}\}$ (see Lem. 4.7 Eq. (147)).
Lemma 5.20 (Toward the proof of Thm. 5.19: Uniform upper bound for the horizontal spans of the single P-periods (in x) of all P-periodic solution arcs.)

Under the assumptions of Thm. 5.19, there exists a uniform bound $M$ such that $x_n(t) - x_n(\tau) \leq M$ uniformly for all $n \in N$ and $t, \tau \in \mathbb{R}$ with $t \leq \tau$, where $p_n(t) = (x_n(t), y_n(t)) : \mathbb{R} \to G$ denotes the arc-length parametrization of $\Gamma_n$.

It follows that $|x_{n,1} - x_{n,2}| \leq (M + P)$ uniformly for the center curves of all solutions $\Gamma_n$, and for all points $p_{n,1} = (x_{n,1}, y_{n,1})$ and $p_{n,2} = (x_{n,2}, y_{n,2})$, both contained in the same P-period of $\Gamma_n$.

**Proof.** Assume in Prob. 4.3 that $G \subset \{|y| \leq b\}$ for a constant $b < \infty$. For each $n \in N$, let $p_n(t) = (x_n(t), y_n(t)) : \mathbb{R} \to G$ denote the arc-length parametrization of the P-periodic (in x) "center arc" $\Gamma_n$ of the solution $\Gamma_n \in X(G)$ of Prob. 4.3 at $\lambda_n$, and let $L_n$ denote the arc-length associated with one P-period of $\Gamma_n$.

Suppose that no uniform upper bound $M := \sup \{M_n : n \in N\} < \infty$ exists as described in the assertion, where we define $M_n := \max\{x_n(t) - x_n(\tau) : t \geq \tau \in \mathbb{R}\}$ for each $n \in N$. Then by passing to a subsequence (still indexed by $n \in N$), we can assume that $M_n \to \infty$ as $n \to \infty$. Obviously $L_n \geq M_n$ for any $n$. For any $n \in N$ and any integer $k$, the mapping $p_{n,k}(t) := (x_n(t) + kP, y_n(t)) = p_n(t + kL_n) : \mathbb{R} \to G$ is the arc-length parametrization of the horizontal $kP$-translation of $\Gamma_n$, which coincides with $\Gamma_n$. In view of this, we can translate the $x$ and $t$ variables to arrange things so that $x_n(\pm L_n/2) = \pm(M_n/2)$ for each $n \in N$. Thus, each arc $\Gamma_n$ is partitioned into the three arcs: $\Gamma_n^- := \{p_n(t) : |t| \leq (L_n/2)\}$ and $\Gamma_n^+ := \{p_n(t) : \pm t > (L_n/2)\}$, such that, in terms of the natural ordering in $\Gamma_n$, $\Gamma_n^-$ passes from $\{x = + (M_n/2)\} \cap G$ to $\{x = -(M_n/2)\} \cap G$ without intersecting $\{|x| > (M_n/2)\}$, while $\Gamma_n^+$ passes from $\{x = -\infty, |y| \leq b\}$ to $\{x = + (M_n/2)\} \cap G$ without intersecting $\{|x| > (M_n/2)\}$ and $\Gamma_n^+$ passes from $\{x = -(M_n/2)\} \cap G$ to $\{x = \infty, |y| \leq b\}$ without intersecting $\{x < -(M_n/2)\}$. We can assume, after applying the theorem of Ascoli-Arzela to pass to a subsequence, that the arcs $\Gamma_n^-$ and $\Gamma_n^+$ converge respectively to arcs $\hat{\Gamma}$ (passing from $\{x = \infty, |y| \leq b\}$ to $\{x = -\infty, |y| \leq b\}$) and $\Gamma^\pm$ (both passing from $\{x = -\infty, |y| \leq b\}$ to $\{x = \infty, |y| \leq b\}$). Moreover, the three arcs $\hat{\Gamma}$ and $\Gamma^\pm$ do not cross each other, because the original curves $\Gamma_n, n \in N$ do not cross themselves. In other words, we have

$$\Gamma^- \leq \hat{\Gamma} \leq \Gamma^+.$$ (304)

It also follows from the uniform self-separation property of the arcs $\Gamma_n, n \in N$ (see Lem. 5.17) that $\text{dist}(\Gamma_n, \Gamma_n^\pm) \geq (\alpha_0/2)$ for all sufficiently large $n \in N$, from which it follows in the limit as $n \to \infty$ that $\text{dist}(\hat{\Gamma}, \Gamma^\pm) \geq (\alpha_0/2)$, and therefore that the inequalities in $\Gamma^\pm$ are both strict. Also, it follows from (303) in the limit as $n \to \infty$ that the arcs $\Gamma^\pm$ satisfy the condition (301) (namely $K(p) = (\partial/\partial u) \ln(a(p))$, where $K(p)$ (resp. $u$) denotes the left-oriented curvature (resp. left normal) to $\Gamma^\pm$ at any point $p \in \Gamma^\pm$. By substituting (301) into the divergence theorem relative to one P-period $\omega$ of the strip-like region bounded by the arcs $\Gamma^\pm$, we conclude that

$$\int \int_\omega \Delta \ln(a(p)) \, dA = 0.$$
But this is impossible, in view of our assumption that $\Delta \ln (a(p)) > 0$ in $G$. This contradiction proves the assertion.

**Proof of Thm. 5.19.** In the context of Thm. 5.19 let be given a sequence $(\Gamma_n)_{n=1}^{\infty}$ of center-arcs $\Gamma_n \in X(G) \cap C^2$ satisfying (303). By Lem. 5.20(b), the horizontal span of one $P$-period of the $P$-periodic arc $\Gamma_n$ remains uniformly bounded as $n \to \infty$. Therefore, there exists a compact ball $Q$ containing one $P$-period (in $x$) of each of the arcs $\Gamma_n$, $n \in N$. In view of this, the sequence $(L_n)_{n=1}^{\infty}$ remains uniformly bounded as $n \to \infty$ (where $L_n$ denotes the arc-length of one $P$-period of the center-arc $\Gamma_n$), since the unboundedness of the same sequence would contradict Lem. 5.18.
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