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Abstract—This paper presents the work of restoring punctuation for ASR transcripts generated by multilingual ASR systems. The focus languages are English, Mandarin, and Malay which are three of the most popular languages in Singapore. To the best of our knowledge, this is the first system that can tackle punctuation restoration for these three languages simultaneously. Traditional approaches usually treat the task as a sequential labeling task, however, this work adopts a slot-filling approach that predicts the presence and type of punctuation marks at each word boundary. The approach is similar to the Masked-Language Model approach employed during the pre-training stages of BERT, but instead of predicting the masked word, our model predicts masked punctuation. Additionally, we find that using Jieba\textsuperscript{1} instead of only using the built-in SentencePiece tokenizer of XLM-R can significantly improve the performance of punctuating Mandarin transcripts.

Experimental results on English and Mandarin IWSLT2022 datasets and Malay News show that the proposed approach achieved state-of-the-art results for Mandarin with 73.8% F1-score while maintaining a reasonable F1-score for English and Malay, i.e. 74.7% and 78% respectively. Our source code that allows reproducing the results and building a simple web-based application for demonstration purposes is available on Github\textsuperscript{2}.

I. INTRODUCTION

Automatic punctuation restoration is a problem of restoring punctuation symbols on unpunctuated text. One of its common inputs is automatic transcripts generated by Automatic Speech Recognition (ASR) systems. This is because most current ASR systems still yield transcripts with no punctuation, which poses a challenge for human reading\textsuperscript{3} and also downstream text processing applications. Performance of text processing applications such as machine translation\textsuperscript{4}, and sentence dependency parsing\textsuperscript{5}, has been shown to decrease when processed on unpunctuated text. Thus, restoring punctuation is crucial for not only improving the human readability of ASR-generated transcripts but also opening up their usability in many text processing applications.

There are two broad groups of input features that are used in the research on the task of punctuation restoration for ASR transcripts. One is prosody-based features that are extracted from speech output. For example,\textsuperscript{6} uses pause duration and pitch with a Multi-Layer Perceptron (MLP) to predict punctuation marks after each word, while\textsuperscript{5} supplements prosodic features with POS-tags for every word in the input sequence.\textsuperscript{6} supplement their texts with pause durations, after aligning their audio data with text, and use an LSTM to punctuate texts.\textsuperscript{7} use an acoustic feature extractor, supplemented by BERT for lexical feature extraction. However, there are disadvantages of using prosody-based features in practical use, owing to the variations in tone per person and the non-availability of speech audio for different transcripts. The other is lexical features which are extracted purely from text sources. For example,\textsuperscript{8} uses a Hidden-Markov-Model approach,\textsuperscript{9} uses the superior Conditional Random Field for punctuation restoration, and\textsuperscript{10} uses word-vectors for embeddings. Punctuation restorers using only lexical features face a limitation of not utilizing audio information but are generally more straightforward and simple to implement.

Over the past few years, there has been increasing research in multilingual language models (MLM), with the advent of state-of-the-art models that can produce multilingual embeddings and can be fine-tuned for downstream tasks. Multilingual-BERT, a variation of BERT\textsuperscript{11} developed by Google, and XLM-RoBERTa\textsuperscript{12} developed by Facebook are two such models that capture the vocabularies of over a hundred languages. These large transformer models are shipped with pre-trained weights and only require fine-tuning for other tasks such as Question-Answering, Named-Entity Recognition, and Natural Language Inference (NLI) with minimal modifications to the architecture.

In this work, we treat the punctuation prediction task as a slot-filling task, where, similar to the MLM objective, we consider the masking of punctuation marks as a fine-tuning step to predict punctuation. To be capable of performing the task in a multilingual setting, we use an XLM-RoBERTa (XLM-R) base model as the backbone pre-trained layer, and a classifier that outputs the punctuation marks to be filled in each masked position. XLM-R has shown to be performed well on Cross-Lingual tasks such as Cross-Lingual Natural Language Inference\textsuperscript{13}, Question-Answering\textsuperscript{14}, and Information Retrieval\textsuperscript{15}. Additionally, we modify the tokenization process and improve the model performance for the Mandarin test set. We evaluate this architecture for three languages, i.e. English, Mandarin, and Malay, that are popular in Singapore.

The rest of this paper is presented as follows. Section\textsuperscript{11} discusses the related work. Our proposed approach is described in Section\textsuperscript{11} with details about our model architecture and our

\textsuperscript{1}https://github.com/fxsjy/jieba
\textsuperscript{2}https://github.com/AetherPrior/Multilingual-Sentence-Boundary-detection
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analysis of the selected datasets. Experiments and results are presented in Section V. We interpret our findings in Section VI. Section VII concludes our work.

II. BACKGROUND

Punctuation restoration using Deep Learning has had its fair share of development over the past few years. Tilk et al. [6], [16] used an LSTM-based approach for restoring punctuation using sequence tagging, with [17] using a similar architecture for applying punctuation restoration to medical reports. Upon the advent of transformers [18], Makhija et al. [19] use a BERT [11] model as an embedding generator and an LSTM+CRF for punctuation restoration. Yi et al. [20] supplement the punctuation prediction task with POS tagging for adversarial training and [21] employ a teacher-student model for punctuation prediction, similar to knowledge distillation. Zhang et al. [22] focus on Mandarin, capturing Mandarin word-boundary information using a CNN, while labelling the punctuation marks using BERT-Chinese combined with a sequence model. While all of the above models treat punctuation restoration as a sequence modeling task, SAPR [23] treats the problem as a machine translation task, and uses a transformer-based model for generating embeddings for the model.

Work has also been developed towards multilingual approaches: Alam et al. [24] train multiple models for English and a lower-resource Indian language, Bangla, and A. Nagy et al. [25] train for English and Hungarian, using English-BERT and Hungarian-BERT respectively. Chordia [26] separately trains and compares multilingual models for high resource languages such as English, Hindi, and low resource Indian languages. Guerreiro et al. [27] train and compare a multilingual and a monolingual punctuator using BERT models for European languages. Li et al. [28] use a single LSTM model for forty-three different languages, with a modification to the tokenizer and vocabulary by using a byte-pair encoding (BPE) scheme to capture shared instances of vocabulary.

III. PROPOSED MODEL

In this work, we propose an architecture similar to that of the MLM pre-training objective of BERT. We use a pre-trained XLM-R model, producing multilingual embeddings, followed by a classifier with two linear layers that output the punctuation for each masked token. The proposed architecture is depicted in Figure 1 and more details of the components are described in Section III-A and Section III-B.

A. XLM-R embedding generator

The XLM-R model is a variation of the XLM model [29], which itself enabled better multilingual training from BERT. XLM-R works in a self-supervised fashion and is trained using the Masked-Language Model objective, similar to RoBERTa [30]. XLM-R is trained on 2.5 Terabytes of common-crawled text, while focusing on low-resource languages. Similar to BERT, it contains multiple self-attention transformer-encoder layers stacked on one on top of the other. However, unlike BERT, XLM-R is not trained with the Next Sentence Prediction (NSP) task. Each of these encoder layers consists of transformer multi-head self-attention and feed-forward networks. The self-attention layer, also occasionally referred to as Query-Key-Value attention, maps queries and keys to an output using a scaled dot-product.

B. Classifier

The classifier consists of two Fully-connected (FC) layers. The layers are shared between every mask token for each input sample. The outputs of the classifier of only mask-tokens are considered for back-propagation while others’ are discarded, since we only predict punctuation, and the masked tokens represent punctuation marks between two words. An example of the input and output is described below:

Input string: hello <mask> this <mask> is <mask> josh <mask> here <mask> to <mask> help <mask> you <mask>

Output string: hello P this O is O josh C here O to O help O you P

The input data has no punctuation and a <mask> token is appended after every word. The output contains [C, P, Q] tokens representing Comma, Period (full-stop), Question for the three punctuation marks that we are predicting and O represents empty space or no-punctuation.
C. Tokenization

In order to feed the text into the model, we used the tokenizer called ‘SentencePiece’ provided together with the XLM-R framework to tokenize and encode it into XLM-R input format. The SentencePiece tokenizer is capable of tokenizing multiple languages at once, including English, Malay, and Mandarin. Punctuation marks that do not conform to the four classes are either modified to the most suitable class or discarded. The English and Malay text are entirely lower-cased to mimic ASR transcripts which usually come without any punctuation or capitalization.

The entire tokenization and masking process for input data is demonstrated in Figure 2. Specifically, word boundaries are firstly determined, spaces are added between determined words, and subsequently, space or punctuation is replaced with a <mask> token. Word boundaries are easily determined by the space in the case of English and Malay data. For Mandarin, since there is no space between characters or words, we employed Jieba [31] as an additional external tokenizer to determine boundaries between each “word”. A space token O or a punctuation token [C, Q, P] is then added between the determined “words” for the input sequences. During training, a <mask> token replaces each space and punctuation token to produce the input sequence X, while the accompanying slot-filling label sequence Y is represented by a sequence of O, C, Q, P tokens. The entire processed training data, which consists of X, Y pairs in English, Malay, and Mandarin, is then shuffled and merged, and subsequently used for model training. During validation and evaluation, only the X sequences are provided to the model, and there is no shuffling and merging after masking.

IV. DATA AND DATA PREPROCESSING

A. Datasets

We train and evaluate our model on monolingual datasets from English, Mandarin, and Malay. For English and Mandarin, we use the IWSLT2012 [32] datasets. They consist of transcribed TED talks for Automatic Speech Recognition (ASR), Speech-Language Translation (SLT), and Machine Translation (MT). We consider the MT track for our use case, choosing the EN-FR parallel tracks for English, and the ZH-EN parallel tracks for Mandarin. We use the same train, validation, and test sets from the IWSLT 2012 dataset, similar to previous work on punctuation restoration such as [19], [16], [23] for English and [22] for Mandarin.

Since there is no IWSLT track for Malay, or any publicly available well-formed Malay-transcript dataset, we crawled news articles that were made public by Zolkepli [33], similar to the work on Bangla punctuation by [24]. The dataset is well-formed in sentences and punctuation, and consists of 30,000 news articles crawled on Google News using keyword-matching to find news articles written in Malay, for instance, “saham malaysia”, “ekonomi malaysia”, “hiburan”. We then normalized the crawled Malay text, the details are presented in Section IV-B1.
test sets. After pre-processing, each dataset then has been split into train, validation, and test sets. For English and Mandarin, we adopted the same train, validation, and test sets released by IWSLT. For Malay, we split the dataset with a ratio of 80/10/10 for train, validation, and test sets respectively.

3) Final Datasets: Table I shows the number of words, commas, question marks, and periods presented in each of the selected datasets after pre-processing.

V. EXPERIMENTS

A. Experimental Setup

We set up our experiment with the following settings:

- The classifier comprises two linear layers with dimensions of 1568 and 4, respectively.
- Learning rates were set at 1e-4 for the classification layers and 3e-5 for the XLM-R model which is a similar setting to work presented in 
- We use the RAdam [34] optimizer, with a warm-up of 300.
- The training data contains English, Mandarin, and Malay datasets and were shuffled before training.

The final model was obtained after approximately 9000 iterations, with a batch size of 4 and a sequence length of 256 on a cluster with an Nvidia RTX-3070 and a Tesla-V100 GPUs.

B. Experiment Results

We report the performance of our model with Precision, Recall, and F1-score for the Period, Comma, and Question mark classes. We compared our model performance against baselines that are three recent works on the task, i.e. SAPR [23], BertPunct [19], and BERT-CNN-RNN [22]. The models are briefly described below:

- **SAPR**: This architecture by Wang et al. [23] treats the problem as a machine translation task, using a transformer decoder as the base architecture. The work only focuses on English.
- **BertPunct**: This work by Makhija et al. [19] treats the problem as a sequence labeling task, using a BERT layer as an embedding and a BiLSTM+CRF layer for classification. This work also focuses only on English. We use the BertPunct BASE model for comparison, since we use a similar base model in our work.
- **BERT-CNN-RNN**: This model proposed by Zhang et al. [22] focuses on Mandarin. The architecture involves the use of two layers, a word-CNN layer to capture word boundary information, and a layer compromising of BERT-Chinese and an RNN layer for classification of the input into the punctuation class.
- **MLM-Punct**: Our multilingual model. The model was obtained by performing multilingual training with datasets being shuffled for all languages.

1) Performance on English test set: Table II shows performance of SAPR [23], BertPunct [19] and MLM-Punct on IWSLT2012 English test set. Note that SAPR and BertPunct are monolingual models while MLM-Punct is multilingual.

MLM-Punct’s performance is close to the BertPunct model on all three classes with the highest Recall score for Comma and Precision score for the Question mark, while the BertPunct performs better on the rest. SAPR performs well on predicting period which is significantly higher on Precision, Recall, and F1-score for this class, however, it shows poorer performance on Comma and Question classes. The difference in performance is possibly due to the English-only BERT encoder providing better word embeddings for English tokens, as opposed to the multilingual XLM-R encoder [35]. English is also a very high-resource language compared to other languages, and the much larger amounts of English data that go into pre-training English BERT could be another factor.

2) Performance on Mandarin test set: Table III shows the performance of our model, MLM-Punct, and the baseline model, BERT-CNN-RNN, on the IWSLT2012 Mandarin test set. Compared to BERT-CNN-RNN, MLM-Punct performs better overall, i.e. by 4.7% in F1-score. It specifically outperforms on Comma and Period classes with an approximate 17% and 5% improvement in F1-score respectively.

3) Performance on Malay test set: To the best of our knowledge, there is no publicly available punctuation restoration model for Malay language. Our model performs well for Period and Question classes, and slightly lower F1-score for Comma class with F1-scores at 86.1%, 80.0% and 70.8% for each class respectively.

VI. DISCUSSION

In addition to building a multilingual model that can restore punctuation for the three languages at once, we have experimented with building monolingual models for each language. We present a comparison between these models in Section VI-A. Subsequently, Section VI-B discusses the effectiveness of using the Jieba tokenizer on Mandarin text.

A. A Comparison between Monolingual and Multilingual training

Table V presents the experimental results on monolingual and multilingual training settings. Monolingual models, i.e. Mono-English, Mono-Mandarin, Mono-Malay were trained on the same network architecture as MLM-Punct with pre-trained multilingual XLM-RoBERTa. However, they were fine-tuned by using only the monolingual dataset of the respective language i.e. English IWSLT2012, Mandarin IWSLT2012, and Malay News. The experimental results show that MLM-Punct outperforms monolingual training across three test sets on overall Precision, Recall, and F1 scores. Specifically, MLM-Punct gains 1.6%, 1.6% and 3.6% of F1 scores on English, Mandarin, and Malay test sets respectively.

The gains in the overall performance of the multilingual model are possibly attributed to XLM-R’s cross-lingual pre-training that brings out linguistic similarities across languages when the model is fine-tuned on a multilingual dataset. Another possibility is the cross-lingual nature of XLM-R shares the latent properties relating to punctuation and phrasal information across languages and thus benefit each other. However,
there are some dips in some specific classes. For example, The Precision score is dipped for period class on Mandarin and Malay test sets. Another dip is from the Question class in Mandarin, which shows an F1-score dip of 1.6% as compared to the Mono-Mandarin model.

B. Using Jieba tokenization for Mandarin

Mandarin text usually comes with no space between characters. Thus, we first have to split the text into “word” tokens and then insert \( \text{SPACE} \) tokens after every token. The \( \text{SPACE} \) tokens and the punctuation marks are masked before feeding the input to the model. To split the text, we have experimented with using only the XLM-R built-in SentencePiece tokenizer and by using Jieba tokenizer [31]. Our experimental results show that using Jieba helps to improve the model performance significantly.

The experiment results are presented in Table VII. We named the model using the SentencePiece tokenizer as \( \text{MLM} - \text{Punct}_s \), while our \( \text{MLM} - \text{Punct} \) model represents the model using Jieba tokenizer. \( \text{MLM} - \text{Punct} \) outperforms \( \text{MLM} - \text{Punct}_s \) on the Mandarin test set with 17.2% improvement on F1-score. This is probably because Jieba tokenizes Mandarin text into “words”, while SentencePiece tends to tokenize into sub-words. Predicting punctuation marks between words is more syntactically and semantically accurate than predicting punctuation marks between sub-words. In [36], the authors reported a similar issue in dealing with Mandarin text in using WordPiece tokenizer for BERT. Specifically, it tends to perform poorly for languages with non-trivial word boundaries on the tasks that involve word-level information such as POS tagging and NER.

VII. Conclusions

In this work, our proposed model has the ability to punctuate multilingual text in English, Mandarin, and Malay, treating the problem as a slot-filling task using the XLM-RoBERTa language representation model. We show that multilingual training can perform better than monolingual training and achieve state-of-the-art results for Mandarin punctuation.

For future work, we will consider acquiring more standard evaluation sets for English and Mandarin, considering that the IWSLT track mainly involves describing TED Talks. Malay does not have a proper speech transcription dataset, and requires additional dataset procurement. We will also train and evaluate on a larger set of languages. Another direction would be to incorporate prosody features into the architecture to predict uncommon punctuation. A further contribution following this could be on-the-fly punctuation in the automatic speech recognition pipeline for the multilingual space. Previous work exists for the English language [37], [38], [39], but there has been currently been no work towards the multilingual space. Finally, we could explore the task of punctuating code-switching text, which is a challenge due to no defined grammatical rules surrounding them, thus being a purely machine-learning-oriented task.
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