A Comparison of Features for Replay Attack Detection

Zhifeng Xie\textsuperscript{a}, Weibin Zhang\textsuperscript{b}, Zhuxin Chen and Xiangmin Xu
South China University of Technology, Guangzhou, China

Email: \textsuperscript{a}xie.zhifeng@mail.scut.edu.cn, \textsuperscript{b}zhang.weibin@mail.scut.edu.cn

Abstract: Speaker verification (ASV) systems are still vulnerable to different kinds of spoofing attacks, especially replay attack due to high-quality playback devices. Many countermeasures have been developed recently. Most of the efforts focus on the search for more salient features and many new features have been proposed. Five kinds of features, namely Mel-frequency cepstral coefficients (MFCCs), linear frequency cepstral coefficients (LFCCs), inverted Mel-frequency cepstral coefficients (IMFCCs), constant Q cepstral coefficients (CQCCs) and bottleneck features were compared on the public ASVspoof 2017 and BTAS 2016 datasets in this paper. Our experimental results show that MFCCs and bottleneck features yield comparable results. Both of them significantly outperform others (including the recently proposed CQCCs). However, the number of filters and cepstral bins are essential to the success of MFCCs.

1. Introduction

Automatic speaker verification (ASV), a convenient biometric authentication technology that recognizes the speakers’ identification depended on sound recordings, has gain much attention recently. However, even the most advanced ASV systems are still vulnerable to certain spoofing attacks, such as replay attacks, voice conversion and speech synthesis. Replay attacks have the greatest threat to ASV systems due to high-quality playback devices [1].

Great efforts have been made to develop countermeasures. Except the traditional Mel-frequency cepstral coefficients (MFCCs [2]) that have been widely applied in speaker recognition and speech recognition, many new features have been proposed, including phase spectrum [3], magnitude spectrum [4], linear prediction error [5], long-term features like F0 statistics [6], inverted Mel-frequency cepstral coefficients (IMFCCs [7]), linear frequency cepstral coefficients (LFCCs [8]) and constant Q cepstral coefficients (CQCCs [9]). As for the back-end classifiers, the traditional Gaussian Mixture Model (GMM [3]) and deep neural network (DNN [10]) are the most frequently used classifiers.

Given so many features proposed, it is necessary to compare the performance of different features for spoofing detection. Some work has been done before. The authors in [11] found that high-dimensional and dynamic features are useful. Similar conclusions were also drawn in [12]. However, only dynamic features are not good enough to detect spoofing attack. It is useful for detecting spoofing attacks in real-life condition using static and dynamic coefficients of spectral features[13]. In addition, it is found that high-frequency spectral information is more important than the low-frequency region, especially for IMFCC [14]. On the ASVspoof dataset, the newly proposed CQCCs have been shown that it is 72% higher than the best results ever. [9].
However, previous comparisons have some limitations. It has been shown that IMFCCs perform better than traditional MFCCs [14]. In addition, by increasing the resolution of MFCCs, we can significantly increase the recognition accuracy of MFCCs [15, 16]. However, in experiments reported in [9], only traditional MFCCs are compared with CQCCs. In [7, 11, 14], the newly proposed CQCCs are not included in the comparisons. In terms of the classifiers, simple classifiers such as Gaussian mixture models (GMMs) are commonly used [7, 14]. More advanced models such as deep neural networks that are more powerful in processing high-dimension input are not used. Last but not least, The experimental results of ASV deception challenge in 2015 and 2017 [1,17] also show that detection of replay attacks is more difficult than SS and VC deception attacks. It is also easier to perform replay attacks. Unfortunately, there is no comparison of features for replay attack detection.

In this paper, we focus on replay attack. Five kinds of features, namely MFCCs, IMFCCs, LFCCs, CQCCs, and bottleneck features were compared on the public ASVspoof 2017 and BTAS 2016 datasets. Deep neural networks were used as the classifiers.

The rest of this paper is organized according to the following. We will describe different features used in our systems in Section 2. In Section 3, the classifiers will be presented. In Section 4, we will give our experimental settings and results. Lastly, we draw conclusions in Section 5.

2. Features
As stated in the Introduction, many different feature representations have been proposed. Here we investigate MFCCs, LFCCs, IMFCCs, CQCCs, and bottleneck features.

2.1. Short-Term Power Spectrum Features
MFCCs have been commonly used in speaker verification. Firstly, we use Fourier transform to get the power spectrum of each frame. Then we calculate the energy in each Mel-frequency filter bank of the power spectrum. The cepstral coefficients will then be given by the DCT of the log energies of filter banks.

Linear Frequency Cepstral Coefficients (LFCCs) and Inverted Mel Frequency Cepstral Coefficients (IMFCCs) are extracted mostly in the same way as MFCCs. The only difference is that they give emphasis to different area of frequencies by using different filters. The filters in MFCCs space in Mel scale, while the LFCCs space in linear scale, and the IMFCCs space in inverted-Mel scale. The differences are illustrated in Figure 1.

![Figure 1. Filter used by different features. From top to the bottom: IMFCCs, MFCCs and LFCCs](image)

However, some researchers argue that MFCCs may perform poorly due to discriminative information missing. In our preliminary experiments, we also got the same conclusion. Researchers in [15] proposed to allocate different numbers of filters to different sub-bands to overcome this problem. Our previous work [16] showed that we can simply increase the number of filters to keep more
discriminative information. In this paper we further explored the effect of cepstral bins and the number of filters. Maintaining the Integrity of the Specifications

2.2. Constant Q Cepstral Coefficients
Constant Q Cepstral Coefficients (CQCCs) achieved state-of-art performance in ASVspoof 2015 Challenge for spoof detection. The results show that compared with other methods, the cqccs feature has a higher possibility of capturing deception attacks and manipulating artificial traces. [9]. Constant Q transform (CQT) is used to obtain the spectrum instead of using short-term Fourier transform. More details about CQCCs can be found in [9].

2.3. Bottleneck feature
It is shown that bottleneck features [18] have achieved good performance in improving the accuracy of automatic speech recognition (ASR) systems. Thus we explored using bottleneck feature in replay spoof detection.

We extract bottleneck features from a well-trained DNN network. We used a bottleneck layer as the last hidden layer of the DNN. After training, we expect the bottleneck layer will contain enough discriminative information to enable distinguish between spoofed and genuine speech. We extract the bottleneck feature from the output of the last hidden layer. Figure 2 shows our extracting process.

3. Methodology
Two classifiers were used in our experiments, i.e. the Gaussian mixture model and deep neural networks. We will introduce them briefly in this Section.

3.1. Gaussian Mixture Models
Gaussian mixture models (GMMs) is a conventional classifier in speaker recognition. Speech were separated into genuine and spoofed. All samples from a class are used to train a class-depend model. During testing, we calculate the log-likelihood ratio (LLR) for each speech frame $o_i$ by using the Equation (1). The final score for an utterance is calculated by summing all LLR scores, and normalized by the number of frames.

$$LLR = \log P(o_i \mid M_{\text{genuine}}) - \log P(o_i \mid M_{\text{spoof}})$$

3.2. Deep Neural Networks
DNN have obtained great success in many fields including spoof detection [10]. Our results shows that deep neural network performed better than GMM in replay detection. Usually the features within a
context windows are spliced together as the input of deep neural networks. Backpropagation is used to optimized the model parameters. In the process of testing, it is similar to GMM except for the posterior probability given by network output.

4. Database
The publically available datasets, the ASVspoof2017 [1] and the BTAS2016 [19], were used in our experiments. Since we focus on replay spoof detection, the voice conversion and speech synthesis data were removed from the BTAS2016 dataset. The two data sets are divided into three subsets: training, development and evaluation. Table 1 gives a brief description of the data set.

| Database       | Types     | Train | Dev | Eval |
|----------------|-----------|-------|-----|------|
| ASVspoof2017   | Genuine data | 1508  | 760 | 1298 |
|                | All replay | 1508  | 950 | 12922 |
| BTAS2016       | Genuine data | 4973  | 4995| 5576 |
|                | All replay | 2800  | 2800| 4800 |
|                | RE-LP-LP   | 700   | 700 | 800  |
|                | RE-LP-HQ-LP| 700   | 700 | 800  |
|                | RE-PH1-LP  | 700   | 700 | 800  |
|                | RE-PH2-LP  | 700   | 700 | 800  |
|                | RE-PH2-PH3 | -     | -   | 800  |
|                | RE-LPPH2-PH3| -    | -  | 800  |

The cepstrum of the speech signal is obtained from the inverse transformation of the logarithm of the spectrum. For MFCCs, IMFCCs and LFCCs, the spectrum is obtained by using the short-term Fourier transform (STFT). The constant Q transform is used to get the spectrum of CQCCs instead. In addition, filters are applied before the inverse transform to get MFCCs, IMFCCs and LFCCs while uniform resampling is used for CQCCs.

For MFCCs, IMFCCs and LFCCs, the speech signal is examined every 10ms with a 25ms overlapping window. In order to provide more discriminative information for spoof attack detection, we used different numbers of filters, ranging from 23 (typical setting in speech recognition) to 126 (the maximum value if 512 points of STFT is used). Different numbers of cepstral bins (from 13 to 40) were also examined. As mentioned above, dynamic features are very useful for spoof detection. Therefore, they were appended to the static features, resulting in 39- to 120- dimension features. For CQCCs, the Matlab tool introduced in [9] was used to extract the features. CQCCs used uniform resampling instead of bandpass filters before the inverse transformations. Same as other cepstral features, we investigated CQCCs with different numbers of cepstral bins (from 13 to 40). In addition, the dynamic features are appended with the static features.

To extract bottleneck features, we used a traditional feed-forward deep neural network (DNN). We inserted a bottleneck layer before the last layer of the DNN. There are four hidden layers (including the bottleneck layer) in the DNN. Every hidden layer has 512 nodes except the bottleneck layer. For the input of the DNN, we used a context window of 11 frames. Since the context information has been included in the input, we did not used dynamic features for bottleneck features. In addition, the number of nodes for the bottleneck layer was chosen to be the same with the dimension of cepstral coefficients for fair comparison.

As stated before, we used DNNs and GMMs as the classifiers. For the GMMs, each GMM was trained with 512 Gaussian components. We trained three hidden layers of DNN, each with 512 hidden units. We used a context window of 11 feature frames as input. Besides, there is a batch normalization layer behind each hidden layer, which makes the learning process insensitive to the learning rate and initial parameters. We use cross-entropy as loss function. Dropout are used to train networks and prevent them from over-fitting. The output layer is softmax of two dimension, one for real voice hypothesis and the other for deceiving voice.
10-fold cross-validation is used in our experiments. Data is randomly divided into 10 subsamples. One subsample is picked as the testing data, and the rest of data are used for training. This process is then repeated 10 times. The advantage of this method is that all data are used for both training and validation.

5. Experimental Results

We first perform experiments to compare the classifiers of GMMs and DNNs. The results are shown in Table 2. As can be seen, the DNN models perform significantly better than the GMM models. Thus in the following experiments we will mainly focus on using DNN models.

Table 2. Equal error rates (EER%) of GMMs and DNNs on development/evaluation data sets

| feature | GMM         | DNN         |
|---------|-------------|-------------|
| MFCC    | 7.47/16.91  | 7.73/10.14  |
| CQCC    | 10.83/28.06 | 5.18/19.41  |

Table 3 and table 4 show the experimental results on the development and evaluation data sets respectively, with various settings for feature extraction. The DNN classifiers were used. We can see that, as the number of filters increased, the EERs of MFCCs and LFCCs decreased significantly. MFCCs get the best result 7.73% EER on development data set and 10.14% on evaluation data. LFCCs get the best results 6.20% and 12.91% EER respectively on development and evaluation data sets.

Table 3. Equal error rates (EER%) on the development data set with various settings for feature extraction.

| feature | filter numbers | features dimension |
|---------|----------------|--------------------|
|         |                | 39 | 60 | 90 | 120 |
| MFCC    | 23             | 21.14 | 18.96 | - | - |
|         | 40             | 20.33 | 15.98 | - | - |
|         | 60             | 17.11 | 12.23 | 10.60 | 11.88 |
|         | 80             | 15.65 | 11.43 | 9.94 | 9.46 |
|         | 100            | 14.52 | 12.13 | 7.59 | 8.02 |
|         | 126            | 10.23 | 8.56 | 7.61 | 7.73 |
| IMFCC   | 23             | 8.21 | 8.84 | - | - |
|         | 40             | 8.69 | 8.84 | 8.73 | 8.95 |
|         | 60             | 8.68 | 8.78 | 8.45 | 8.60 |
|         | 80             | 8.65 | 8.83 | 8.44 | 8.74 |
|         | 100            | 8.35/ | 8.78 | 8.42 | 8.81 |
| LFCC    | 23             | 10.61 | 9.95 | - | - |
|         | 40             | 9.54 | 9.59 | 9.34 | 8.31 |
|         | 60             | 7.36/ | 8.46 | 7.45 | 7.30 |
|         | 80             | 8.38 | 7.34 | 6.54 | 6.56 |
|         | 100            | 8.13 | 7.55 | 6.29 | 6.20 |
| CQCC    | -              | 5.29 | 5.36 | 4.92 | 5.13 |
| bottleneck | -          | 7.36 | 6.43 | 6.94 | 7.03 |
Table 4. Equal error rates (EER%) on the development data set with various settings for feature extraction. features dimension

| feature   | filter number s | features dimension |
|-----------|-----------------|--------------------|
|           | 39              | 60                 | 90                 | 120                |
| MFCC      |                 |                    |                    |                    |
| 23        | 28.06           | 27.97              | -                  | -                  |
| 40        | 25.49           | 23.15              | -                  | -                  |
| 60        | 23.02           | 18.57              | 15.25              | 13.84              |
| 80        | 20.46           | 15.27              | 13.97              | 14.07              |
| 100       | 17.56           | 14.63              | 12.87              | 11.56              |
| 126       | 14.56           | 14.63              | 12.33              | 10.14              |
| IMFCC     |                 |                    |                    |                    |
| 23        | 16.83           | 16.11              | -                  | -                  |
| 40        | 15.58           | 15.01              | 15.45              | 15.19              |
| 60        | 15.51           | 15.37              | 16.12              | 16.04              |
| 80        | 15.43           | 15.27              | 15.97              | 15.07              |
| 100       | 15.81           | 15.18              | 14.79              | 15.07              |
| LFCC      |                 |                    |                    |                    |
| 23        | 18.48           | 17.92              | -                  | -                  |
| 40        | 15.91           | 14.8               | 15.88              | 15.45              |
| 60        | 13.99           | 13.76              | 14.18              | 13.84              |
| 80        | 15.35           | 13.06              | 13.14              | 12.22              |
| 100       | 14.04           | 14.08              | 13.62              | 12.91              |
| CQCC      | -               | 22.63              | 20.34              | 18.41              | 19.42              |
| bottleneck| -               | 11.45              | 10.41              | 10.57              | 11.27              |

As for the CQCCs and bottleneck features, different dimensions of features were also used to find the best results. Results shows that 90-dimension CQCCs features and 120- dimension bottleneck features perform the best.

As can be seen from Table 3 and 4, if the typical settings (i.e., 23 filters and 13 cepstral bins) was used for cepstral extraction, MFCCs perform the worst. This coincide with previous findings [16]. However, by increasing the number of filters and also the number of cepstral bins, the performance of MFCCs can be significantly improved. The best MFCC significantly outperform the newly proposed CQCC feature. The best result is achieved by using the MFCCs. The best results of bottleneck features and MFCCs are comparable.

Table 5 gives the results of 10-fold experiments in ASVspoof 2017. MFCCs and Bottleneck features also perform the best in these features.

Table 5. Equal error rates (EER%) on ASVspoof 2017 using ten-fold.

|        | MFCC | IMFCC | LFCC | CQCC | Bottleneck |
|--------|------|-------|------|------|------------|
| dev    | 2.38%| 2.85% | 2.73%| 2.89%| 2.41%      |
| eval   | 2.52%| 3.23% | 3.31%| 3.41%| 2.75%      |

Table 6 gives the results on BTAS 2016 replay detection. Results show that MFCCs have the best results of 0.22% in development set and 1.24% in evaluation set. IMFCCs also have the same performance with MFCC in development set. However, IMFFCs perform bad in evaluation set. This means IMFCCs can not performed well in unknown attacks detection. Table 7 gives more analysis of the MFCCs results. Different replay devices are separately calculated the EER on evaluation set. Obviously the HQ(high quality) devices is more difficult in this task.

Table 6. Equal error rates (EER%) on dev and eval set of BTAS 2016

|        | MFCC | IMFCC | LFCC | CQCC | Bottleneck |
|--------|------|-------|------|------|------------|
| dev    | 0.22%| 0.22% | 0.06%| 1.22%| 0.43%      |
| eval   | 1.24%| 11.05%| 2.04%| 8.32%| 1.75%      |
Table 7. Equal error rates (EER%) on different replay devices using MFCC features

| Replay devices | Eval (EER %) |
|----------------|-------------|
| All replay     | 1.24        |
| RE-LP-LP       | 1.506       |
| RE-LP-HQ-LP    | 1.758       |
| RE-PH1-LP      | 0.3587      |
| RE-PH2-LP      | 0.6277      |
| RE-PH2-PH3     | 0.7353      |

6. Conclusion

This paper presents a comparison of features for replay attack detection. By using the released ASVspoof 2017 and BTAS 2016 data set that is designed for replay attack detection, we compared five features: MFCCs, LFCCs, IMFCCs, CQCCs and bottleneck features. Our results show that the performance of spoof detection systems can be significantly improved by increasing the number of filters and cepstral bins. MFCCs and bottleneck features yield comparable results. Both of them significantly outperform the other features, including the newly proposed CQCC feature.
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