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Abstract

We consider a multichannel random access system in which each user accesses a single channel at each time slot to communicate with an access point (AP). Users arrive to the system at random and be activated for a certain period of time slots and then disappear from the system. Under such dynamic network environment, we propose a distributed multichannel access protocol based on multi-agent reinforcement learning (RL) to improve both throughput and fairness between active users. Unlike the previous approaches adjusting channel access probabilities at each time slot, the proposed RL algorithm deterministically selects a set of channel access policies for several consecutive time slots. To effectively reduce the complexity of the proposed RL algorithm, we adopt a branching dueling Q-network architecture and propose an efficient training methodology for producing proper Q-values over time-varying user sets. We perform extensive simulations on realistic traffic environments and demonstrate that the proposed online learning improves both throughput and fairness compared to the conventional RL approaches and centralized scheduling policies.
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I. INTRODUCTION

In order to satisfy soaring data demands with scarce and costly wireless communication resources, real-time resource allocation and management techniques adjusting dynamic network environment have been actively studied for fifth-generation (5G) and beyond 5G cellular systems [1], [2]. The core of such techniques is to provide flexible and adaptive resource access policies for end terminals in a distributed and decentralized manner, which is essentially required for internet-of-things (IoT) or machine-type applications [3]–[5]. Distributed resource or channel access is also crucially important to provide massive connectivity for such applications.

Traditionally, random access has been considered as a promising solution for efficiently sharing wireless resource between multiple terminals without coordination [6], [7]. It has been known that the tree (or splitting) algorithm [6] and its variants [7], [8] provide improved throughputs of ALOHA-based random access, which yields the maximum throughput of 0.487 (packets/slot). Later, successive interference cancellation (SIC) techniques have been incorporated in ALOHA-based random access, achieving the maximum throughput of 0.693 for single packet transmission [9], [10] and the maximum throughput close to one for multiple packet transmission [11].

Even through introducing SIC receivers can drastically improve the sum throughput of ALOHA random access systems [9]–[11], implementing such sophisticated physical layer technique is quite challenging in practice due to signaling overhead and channel estimation error. To overcome this limitation, reinforcement learning (RL) has been recently adopted in the literature to provide an enhanced throughput by avoiding collision between terminals. In [12], RL has been applied to ALOHA systems in order to improve throughput and energy efficiency of single-hop wireless sensor networks. RL algorithms have been applied for multichannel access problems to identify correlated channel patterns, which were modeled by Markov processes, and also avoid collisions from other transmitted terminals in...
A more general channel model yielding different expected rates between terminals has been considered in [15]. Various RL algorithms have been further proposed for adjusting dynamic environment for vehicular networks [16], [17] and for jointly optimizing user association and resource allocation for heterogeneous multi-cell networks [18], [19]. In [20], a two-stage RL approach for a single-user scenario has been proposed for channel sensing and selection in cognitive radio networks, which leads to higher throughput with lower energy consumption. Similarly in [21], [22], spectrum sharing strategies have been developed for cognitive radios, where primary and secondary users operate in a non-cooperative manner. Also, with non-orthogonal multiple access (NOMA) being considered as an important technique for improving throughput and supporting massive connectivity in next-generation wireless networks, various RL-based channel assignment techniques have been developed to improve the quality of service (QoS) of NOMA-based systems [23]–[25].

Note that most existing works for multichannel access via multi-agent RL focused on throughput or QoS maximization under a certain set of constraints [13]–[19], [26]. On the other hand, guaranteeing fairness between accessed terminals is required for various random access systems [27], [28]. To meet such requirement, proportional fairness (PF) has been recently considered to provide fair resource assignment for multi-agent RL frameworks [29]–[31].

In this paper, we propose a multi-agent distributed multichannel access policy guaranteeing fair multichannel access between accessed terminals. Unlike the previous multichannel access approaches [6], [13], [14], [30], in which each RL agent controls multichannel access probabilities at each time slot for minimizing collision [6], [13], [14] or providing PF between terminals [30], we adopt a deterministic multichannel access policy in which each RL agent determines a set of multichannel access policies for several consecutive time slots to enhance both throughput and fairness. More importantly, we focus on dynamic network environments in which each terminal arrives at random and be only activated for a finite number of time slots and, as a consequence, the number of active terminals in the system varies over time. Therefore, guaranteeing real-time fairness while minimizing collisions between active terminals becomes quite challenging. We highlight our contributions in this work as follows:

- We propose an online learning framework and related learning methodologies applicable for dynamic network environments that are able to provide fair multichannel access between active terminals in real-time by adjusting their transmission policies depending on the number of active users in a fully distributed and decentralized manner.
- Because each active terminal is required to jointly establish its multichannel access policy for multiple time slots, the system complexity increases linearly as the average number of active terminals increases. To provide a scalable multichannel access solution for massive terminal systems, we propose a vectorized Q-value evaluation and the related action construction methods in which their computational complexity increase marginally for an increasing number of active terminals.
- We further generalize the proposed online learning framework applicable for general time-varying wireless channels and rate-based throughput metrics. The performance evaluations are carried out with the ‘Simulation of Urban MOBility (SUMO) simulator’ package by generating realistic vehicular channel environments.

A. Notation and Paper Organization

Throughout the paper, $[1 : n]$ denotes $\{1, 2 \cdots, n\}$. For a vector $a$, denote the $i$th element of $a$ by $[a]_i$. For a matrix $A$, denote the $(i,j)$th element of $A$ by $[A]_{i,j}$. For a set $\mathcal{A}$, denote the cardinality of $\mathcal{A}$ by $|\mathcal{A}|$. The indicator function is denoted by $1(\cdot)$.

The rest of the paper is organized as follows. Section II describes the system model and the performance metrics used throughout the paper. Section III explains the proposed multi-agent reinforcement learning based multichannel access algorithm. In Section IV, the related training methodology for deep Q-networks is provided. Section V demonstrates the performance of the proposed scheme by numerical evaluation. Discussion for extending the proposed framework to general wireless environment is given in Section VI and concluding remarks are given in Section VII.

II. Problem Formulation

In this section, we introduce the system model and the performance metrics used throughout the paper.
A. Distributed Multichannel Access

We consider a wireless communication system in which an access point (AP) is located at the center of a cell and serves users in the cell using $N$ orthogonal resource blocks (RBs) in Fig. 1. We assume that transmission time is slotted of equal length for one packet transmission. Users arrive to the system at random and be activated for a certain period of time slots and then disappear from the system. Due to the random arrival of users, the number of active users in the system varies over time. Such a time-varying active user set is the main difficulty of designing efficient protocols for distributed resource management. Let $\mathcal{K}(t)$ be the set of active users at time slot $t$. At each time slot $t$, a subset of users in $\mathcal{K}(t)$ transmit their packets based on a predetermined distributed protocol, which will be specified later, and consequently the number of packets arrived at the AP will vary over time. For ease of explanation, we remove the corresponding time slots when there is no active user and therefore assume $\mathcal{K}(t) \neq \emptyset$ for all $t$ from now on.

For $k \in \mathcal{K}(t)$, let

$$\eta_k(t) \in [0 : N]$$

be the multichannel access indicator of user $k$ at time slot $t$. That is, user $k$ sends a packet at time slot $t$ through RB $\eta_k(t)$ if $\eta_k(t) \in [1 : N]$ and does not send any packet if $\eta_k(t) = 0$, i.e., no transmission. When a single packet is received via RB $n$ at the AP, it can decode the corresponding packet successfully. On the other hand, if the AP receives multiple packets simultaneously via RB $n$, it cannot decode the packets, i.e., collision occurs.

At the end of each time slot $t$, the AP broadcasts ‘ACK’ or ‘NAK’ information of all RBs to the users in $\mathcal{K}(t)$. That is, $N$ bits of feedback information is available at each user. For $n \in [1 : N]$, denote the feedback message for RB $n$ at time slot $t$ by $b[n](t)$, which is set as

$$b[n](t) = \begin{cases} 
\text{ACK} & \text{if } \sum_{k \in \mathcal{K}(t)} 1(\eta_k(t) = n) = 1, \\
\text{NAK} & \text{otherwise}. 
\end{cases}$$

For notational convenience, denote the set of $N$ bits of feedback messages at time slot $t$ by $b(t) = [b[1](t), \ldots, b[N](t)]$.

The instantaneous normalized achievable throughput of user $k$ at time slot $t$ is then represented by

$$\gamma_k(t) = \begin{cases} 
1(b[\eta_k(t)](t) = \text{ACK}) & \text{if } \eta_k(t) \in [1 : N], \\
0 & \text{otherwise}. 
\end{cases}$$

That is, $\gamma_k(t) = 1$ if a single packet was successfully transmitted at time slot $t$ and $\gamma_k(t) = 0$ for the case of collision or no transmission at time slot $t$. In Section [VI], we will present how to extend our proposed framework for actual rate-based throughput metrics reflecting more realistic time-varying channel environment.

The activation time duration might be different for each user.
This paper mainly focuses on the regime where \( \mathcal{K}(t) \geq N \) and the primary aim is to establish an efficient multichannel access protocol that is able to equally share RBs between active users in \( \mathcal{K}(t) \) in a distributed and decentralized manner. For such purpose, we formally define a short-term average target per-user throughput and short-term average achievable per-user throughput in the next subsection.

### B. Short-Term Fairness

To measure fairness between the active users in \( \mathcal{K}(t) \) in real-time, we first define an instantaneous target per-user throughput at time slot \( t \) as

\[
\gamma_{\text{target}}(t) = \min \left( 1, \frac{N}{|\mathcal{K}(t)|} \right).
\]

Denote the arrival and departure time of user \( k \) by \( t_{\text{arr},k} \) and \( t_{\text{dep},k} \) respectively. Then a short-term average target per-user throughput of user \( k \) at time slot \( t \) is defined as

\[
\Gamma_{\text{target},k}(t) := \frac{\sum_{i=\max(t_{\text{arr},k},t-T_w)}^{t} \gamma_{\text{target}}(i)}{t - \max(t_{\text{arr},k},t-T_w) + 1}
\]

for \( t \in [t_{\text{arr},k} : t_{\text{dep},k}] \), where \( T_w > 0 \) is the average window size, which is the average target per-user throughput (averaged over time slots between \( \max(t_{\text{arr},k},t-T_w) \) and \( t \)). Similarly, a short-term achievable throughput of user \( k \) at time slot \( t \) is defined as

\[
\Gamma_k(t) := \frac{\sum_{i=\max(t_{\text{arr},k},t-T_w)}^{t} \gamma_k(i)}{t - \max(t_{\text{arr},k},t-T_w) + 1}
\]

for \( t \in [t_{\text{arr},k} : t_{\text{dep},k}] \), where \( \gamma_k(t) \) is given in (3).

Let \( T_k = t_{\text{dep},k} - t_{\text{arr},k} + 1 \), which is the active time duration of user \( k \). Now, define a short-term average throughput loss between \( \Gamma_{\text{target},k}(t) \) and \( \Gamma_k(t) \) during the time slots in \( [t_{\text{arr},k} : t_{\text{dep},k}] \) by

\[
\Delta_k = \frac{1}{T_k} \sum_{t=t_{\text{arr},k}}^{t_{\text{dep},k}} \max(\Gamma_{\text{target},k}(t) - \Gamma_k(t), 0).
\]

As seen in the definition of \( \Delta_k \), there is no advantage of achieving a larger throughput than the target throughput because it may prevent other users from achieving their throughputs close to their target throughputs.

Denote the total number of served users completed up to time slot \( t \) by \( K_{\text{total}}(t) = \{k|t_{\text{dep},k} \leq t \text{ for all } k \in \bigcup_{t' \in [1:t]} \mathcal{K}(t') \} \). Also, let \( \pi_k \) be a multichannel access policy of user \( k \). The aim of this paper is to establish a set of policies \( \{\pi_1, \pi_2, \ldots, \pi_{K_{\text{total}}(t)}\} \) such that

\[
\limsup_{t \to \infty} \arg \min_{\{\pi_1, \pi_2, \ldots, \pi_{K_{\text{total}}(t)}\}} \sum_{k=1}^{K_{\text{total}}(t)} \frac{T_{k}}{\sum_{l=1}^{K_{\text{total}}(t)} T_{l}} \Delta_k.
\]

Here, \( \frac{T_{k}}{\sum_{l=1}^{K_{\text{total}}(t)} T_{l}} \) is the weight for user \( k \), which is proportional to its active time duration \( T_k \).

### III. Multi-Agent Deep Reinforcement Learning

In this subsection, we propose a multi-agent distributed multichannel access policy guaranteeing fair multichannel access between active users. For such purpose, we assume that a separate RL agent is implemented at each user. For convenience, we simply denote the ‘agent of user \( k \)’ by ‘user \( k' \) from now on.

\(^2\)Since each user can access a single channel at each time slot, the maximum per-user throughput is limited by one.
A. Main Idea and Technical Challenges

For better understanding, we briefly provide a high level description of the proposed approach and technical challenges in this subsection. Traditionally, distributed random access policies have controlled the transmission probability of each user to minimize collision between the transmitted users [6], [7]. However, the throughput of such policies is limited by 0.487N achievable by tree-based collision resolve algorithms [9], [7]. Recently developed RL based channel access and transmission probability adaptation schemes allow much higher throughput by learning historical access information at each user and adjusts its current access policy [6]–[8], [13], [14], [30], [32]. To guarantee fairness between users, the PF criteria has been adopted in [30] for adjusting the transmission probability of each user, which provides an improved fairness between users while achieving the sum throughput of approximately 0.8N.

In this paper, we further improve both throughput and fairness, targeting to achieve the sum throughput of N and per-user throughput of N/K when the number of users is given and fixed as K and K ≥ N. More importantly, unlike the previous works [6]–[8], [13], [14], [30], [32], we focus on the dynamic network environment in which each user arrives at random and sends a finite number of packets and, as a consequence, the number of active user in the system varies over time. Therefore, guaranteeing the real-time fairness as defined in (7) and (8) without collision becomes quite challenge for such dynamic environment.

To resolve the limitation of the previous approaches [6]–[8], [13], [14], [30], [32] which basically adjust transmission probabilities of users, we introduce the deterministic transmission policy over consecutive time slots. As a simple example, consider the case where N = 1 and the number of users is given and fixed as K. If each user can access the channel once at every K time slots without collision, then 1/K throughput is achievable at each user. We notice that such a deterministic random access strategy, i.e, each user is required to deterministically choose its transmission time among K time slots, might helpful for improving both throughput and fairness, because uncertainty by introducing transmission probabilities at each time slot can be removed. However, there are two main technical issues to be appropriately addressed:

- Because each active user is required to jointly choose its multichannel access policy for multiple time slots, the system complexity increases exponentially as the average number of active users in each time slot increases.
- Therefore, to provide a scalable multichannel access solution for massive user systems, algorithm complexity should increase marginally for an increasing number of active users.

- For the considered dynamic network environment, the number of active users varies over time slots which makes hard to design a universally efficient multichannel access policy. In particular, a systematic RL framework and related learning methodologies that are able to deal with such dynamic environment should be developed.

In the following, we describe our proposed multichannel access policy addressing the above technical issues.

B. Multichannel Access Policy

As mentioned previously, each active user will determine its transmission policy for multiple consecutive time slots. For convenience, we introduce ‘decision times’ to represent certain time slots for such decision. To formally introduce decision times, we firstly define a predetermined positive integer value K\text{max}. The operational role of K\text{max} will be explained later. Then define T[1] = 1 and T[i] = T[i-1] + min(|\mathcal{K}(T[i-1])|, K\text{max}) for i ≥ 2. For notational simplicity, denote K[i] = min(|\mathcal{K}(T[i])|, K\text{max}). At time slot t = T[i], each active user in \mathcal{K}(T[i]) determines its transmission policy for the K[i] consecutive time slots, i.e., t ∈ T[i] : T[i] + K[i] - 1. We will use ‘decision time i’, which corresponds to time slot t = T[i]. Fig. 2 illustrates an example for decision times when K\text{max} = 4. Note that each decision time is determined based on {T[i]}_1, which are independent of the number of resource blocks N.

Recall that user k arrives at time slot t_{arr,k} and departures at time slot t_{dep,k}. Hence, user k can participate in multichannel access during the decision times [t_{arr,k} : t_{dep,k}], where t_{arr,k} is the smallest integer j satisfying that T[j] ≥ t_{arr,k} and t_{dep,k} is the largest integer j satisfying that T[j] ≤ t_{dep,k}. For each decision time, an RL agent of user k takes its action from the current state information and the corresponding reward will be given. To formally state the above procedure, let a_k[i], r_k[i], and s_k[i] be the action, reward, and state of user k at decision time i, where i ∈ [t_{arr,k} : t_{dep,k}].

Let us now state how to set its transmission policy for user k at decision time i. For the proposed multichannel access, user k sends at most \min(K[i], N) packets to the AP during the time slots [T[i] : T[i] + K[i] - 1] based
on its action \(a_k[i]\). To explain how to set \(a_k[i]\) at decision time \(i\) (at the beginning of time slot \(t = T[i]\)), let \(\mathcal{A}[i] \subseteq \{0 : N\}^{K[i]}\) be the collection of all ordered sets such that \(\sum_{j=1}^{K[i]} 1(|a_j| \neq 0) \leq \min(K[i], N)\) for all \(a \in \{0 : N\}^{K[i]}\). Then the action of user \(k\) at decision time \(i\) (at the beginning of time slot \(t = T[i]\)) is given by

\[
a_k[i] \in \mathcal{A}[i].
\]

The detailed procedure of choosing \(a_k[i]\) will be given in Section III-C.

**Example 1:** Consider the case where \(K[i] = 3\) and \(N = 2\). Then, \(\mathcal{A}[i]\) consists of \((0,0,0), (0,0,1), (0,0,2), (0,1,0), (0,1,1), (0,1,2), (0,2,0), (0,2,1), (0,2,2), (1,0,0), (1,0,1), (1,0,2), (1,1,0), (1,1,2), (1,2,0), (1,2,1), (1,2,2), (2,0,0), (2,0,1), (2,0,2), (2,1,0), and (2,2,0). For \(K[i] = 2\) and \(N = 3\), \(\mathcal{A}[i]\) consists of \((0,0), (0,1), (0,2), (0,3), (1,0), (1,1), (1,2), (1,3), (2,0), (2,1), (2,2), (2,3), (3,0), (3,1), (3,2), and (3,3). \(\Diamond\)

From the selected \(a_k[i]\), user \(k\) participates in multichannel access during the time slots \(T[i] : T[i] + K[i] - 1\). Specifically, for \(j \in [1 : K[i]\)), user \(k\) sends its packet via RB \([a_k[i]]_j\) at time slot \(t = T[i] + j - 1\) if \([a_k[i]]_j \neq 0\) (single packet transmission) and does not send any packet at time slot \(t = T[i] + j - 1\) if \([a_k[i]]_j = 0\) (no transmission). That is,

\[
\eta_k(T[i] + j - 1) = [a_k[i]]_j
\]

for \(j \in [1 : K[i]\)), from (1).

After the transmission of decision time \(i\), i.e., time slots \(T[i] : T[i] + K[i] - 1\), the set of feedback messages \(\{b^{(n)}(t)\}_{t \in [T[i] : T[i] + K[i] - 1], \ n \in [1 : N]}\) and the set of instantaneous throughputs \(\{\gamma_k(t)\}_{t \in [T[i] : T[i] + K[i] - 1]}\) are given from (2) and (3), respectively. The reward of user \(k\) at decision time \(i\) (at the end of time slot \(t = T[i] + K[i] - 1\)) is then set as

\[
r_k[i] = \sum_{t = T[i]}^{T[i] + K[i] - 1} r_k(t),
\]

where

\[
r_k(t) = \begin{cases} 
1 & \text{if } b^{(\eta_k(t))}(t) = \text{ACK}, \\
0 & \text{if } \eta_k(t) = 0, \\
-1 & \text{otherwise}.
\end{cases}
\]

Lastly, we define the state of user \(k\) at decision time \(i\) (at the beginning of time slot \(t = T[i]\)) as

\[
s_k[i] = (a_k[i - 1], r_k[i - 1]),
\]

where \(r_k[i] = [r_k(T[i]), \ldots, r_k(T[i] + K[i] - 1)]\).

**C. Q-Learning for Multichannel Access**

From the previously defined action, reward, and state functions, we now describe our proposed online Q-learning multichannel access framework. In the following, we briefly introduce a widely adopted Q-learning method and the corresponding deep Q-learning network (DQN). Then we explain main technical challenges for adopting such method and state the proposed approach in order to handle those technical issues.
1) Preliminaries: Q-learning is an empirical value iteration method, that aims on finding an optimal policy to maximize a long-term expected accumulated reward, also known as the ‘Q-value’ $Q_\pi (s, a)$, which is a function of a state–action pair $(s, a)$ under policy $\pi$. One of the famous model-free RL algorithms is to update the Q-value using the following equation [33]:

$$Q (s, a) \leftarrow (1 - \rho) Q (s, a) + \rho \left[ r (s, a) + \tau \max_{a' \in A} Q (s', a') \right],$$

(14)

where $\rho > 0$ is the learning rate and $\tau \in [0, 1]$ is the discount factor that determines the impact of future rewards.

Note that the performance of a Q-learning algorithm depends on the size of the state–action space in a considered system. When the state–action space is small, the agent can easily explore all the state–action pairs in the state–action space and find an optimal action policy. On the other hand, as the size of the state–action space increases, the performance of the Q-learning algorithm is limited because all the state–action pairs in the state–action space may not be explored by the agent. To overcome the drawback of the Q-learning algorithm described above, DQN can be adopted that exploits deep neural networks (DNN) as a Q-value estimator [34]. More specifically, DQN takes the state–action pair as input and yields the corresponding Q-value as its output. Thus, the optimization of a Q-function $Q (s, a)$ in the Q-learning algorithm is equivalent to the optimization of $\Theta$ in a DNN with $Q (s, a; \Theta)$ where $\Theta$ is the set of weights in the DNN.

2) Technical challenges: If we apply the above Q-learning framework in (14) to our distributed multichannel access, each user $k$ will take an action at decision time $i$ (at the beginning of time slot $t = T[i]$) such that

$$a_k[i] = \arg \max_{a \in A[i]} Q_{(s_k[i], a)} [i]$$

(15)

and the Q-value update at decision time $i + 1$ (at the beginning of time slot $t = T[i + 1]$) will be given as

$$Q_{(s_k[i], a_k[i])}[i + 1] = (1 - \rho) Q_{(s_k[i], a_k[i])}[i] + \rho \left[ r_k[i] + \tau \max_{a \in A[i + 1]} Q_{(s_k[i + 1], a)} [i] \right],$$

(16)

where $r_k[i]$ is the reward in (25) attained by taking $a_k[i]$ from (15) when $s_k[i]$ is given.

However, there exist two main technical challenges to be addressed for implementation. Firstly, it is hard to properly define such update rule in the considered multichannel access problem because the set of active users $K(T[i])$ is time-varying for each decision time $i$. As a consequence, the sizes of the action and state spaces in (9) and (13) are also time-varying, which make implementation of the corresponding Q-value estimator based on DQNs quite challenging. Secondly, the sizes of action and state spaces increase exponentially as either $N$ or $K[i]$ increases. More specifically, the sizes of the action and state spaces are given by $O(NK[i])$, prohibitively increasing with $N$ and $K[i]$ compared to the conventional Q-learning based multiaccess strategies operated with space sizes $O(N)$ or $O(N^2)$ [13], [14], [30].

As we will verify in Section IV, by assigning separate input nodes for each of the elements in $s_k[i]$, the number of input nodes in DQNs becomes $O(NK_{\text{max}})$ and therefore we can effectively reduce the complexity of the input layer of DQNs by properly setting the value of $K_{\text{max}}$. To reduce the complexity of the output layer of DQNs, in the following, we propose a vectorized Q-value estimator that provides a fixed and reduced size of the output layer. We will then explain how to select an action at each decision time based on such vectorized Q-values.

3) Proposed vectorized Q-learning: To handle time-varying action and state spaces and provide scalability for a large number of active users and RBs, i.e., for large $N$ and $K[i]$, we first introduce vectorized Q-values with a predetermined size. Then we present how to set $a_k[i]$ in a sequential manner based on such vectorized Q-values. For such purpose, we introduced $K_{\text{max}}$ and defined the decision time and related action, reward, and state functions in Section III-B. Let us now define the Q-value matrix at decision time $i$ as

$$Q_k[i] \in \mathbb{R}^{(N+1) \times K_{\text{max}}}.$$  

(17)

Here, the $(j, l)$th element of $Q_k[i]$ will be used to represent a Q-value when user $k$ sends a packet via RB $j$ at time slot $T[i] + l - 1$

Algorithm 1 states how to sequentially construct $a_k[i]$ based on vectorized Q-values in $Q_k[i]$ at each user $k$ for decision time $i$. After conducting Steps 2 to 7 in Algorithm 1 the maximum number of non-zero elements in $a_k[i]$ becomes $\min(K[i], N)$, which satisfies the condition for a valid action in (9). Suppose that such $a_k[i]$ is used for
the transmission of decision time $i$, which means that each active user in $K(T[i])$ sends at most $\min(K[i], N)$ packets using $K[i]$ time slots. Let us first consider the case where $|K(T[i])| \leq K_{\text{max}}$, i.e., $K[i] = K(T[i])$. For this case, the maximum per-user throughput and sum throughput are given by $\min \left(1, \frac{N}{K_{\text{max}}} \right)$ and $\min(|K(T[i])|, N)$, respectively. Therefore, if there is no collision between the users in $K(T[i])$, the proposed scheme can provide fair throughput between the users in $K(T[i])$ while maximizing per-user or sum throughputs.

Now consider the case where $|K(T[i])| > K_{\text{max}}$, i.e., $K[i] = K_{\text{max}}$. As the same manner, the maximum per-user and sum throughputs are given by $\min \left(1, \frac{N}{K_{\text{max}}} \right)$ and $\min(|K(T[i])|, \frac{N|K(T[i])|}{K_{\text{max}}})$ respectively for this case. Then the sum throughput (actually, the sum transmission rate from the users in $K(T[i])$) can exceed the maximum capacity of the system $N$ and, as a consequence, collision between the users in $K(T[i])$ is inevitable. To prevent such event, we introduce Steps 8 to 10 in Algorithm 1 and set each element in $a_k[i]$ to zero independently with probability $1 - \frac{\max(N, K_{\text{max}})}{|K(T[i])|}$. If $N < |K(T[i])|$, From Steps 8 to 10, the maximum expected per-user and sum throughputs are again given by $\min \left(1, \frac{N}{|K(T[i])|} \right)$ and $\min(|K(T[i])|, N)$ respectively when $|K(T[i])| > K_{\text{max}}$.

Algorithm 2 Double Q-learning.

1: Initialization: Define $T_{\text{training}} = 0$ and set $T_1$ and $T_2$ as some positive integers.
2: for decision time $i \in [t_{\text{arr}, k} : t_{\text{dep}, k}]$ do
3: The state $s_k[i]$ is fed into DQN$^0_k$ and the corresponding Q-values $Q_k^0[i]$ are obtained as its output.
4: Takes an action using the $\epsilon$-greedy strategy. Specifically, choose $a_k[i]$ from Algorithm 1 using $K[i]$ and $Q_k^0[i]$ as its input with probability $1 - \epsilon$ or $a_k[i]$ in $A[i]$ uniformly at random with probability $\epsilon$.
5: After taking $a_k[i]$, calculate $r_k[i]$ and $s_k[i+1]$ in (15) from the feedback messages $b[i] = [b(T[i]), \cdots, b(T[i] + K[i] - 1)]$.
6: The state $s_k[i+1]$ is fed into both DQN$^0_k$ and DQN$^\beta_k$. Denote $Q_k^0[i+1]$ and $Q_k^\beta[i+1]$ as the corresponding outputs of DQN$^0_k$ and DQN$^\beta_k$, respectively.
7: Update a subset of Q-values in $Q_k^0[i]$ obtained in Step 2 as follows:
8: for $j \in [1 : \min(K[i], N)]$ do
9: $Q_k^0[i]_{(a_k[i]+1,j)} \leftarrow Q_k^0[i]_{j} + \tau [Q_k^\beta[i+1, (a^*+1,j)], a^* = \arg\max_{a \in [0,N]} Q_k^\beta[i+1, (a+1,j)], \text{where } a^* = \arg\max_{a \in [0,N]} Q_k^\beta[i+1, (a+1,j)]$.
10: end for
11: Store $s_k[i]$ and $Q_k^0[i]$ in its buffer memory.
12: Update $T_{\text{training}} \leftarrow T_{\text{training}} + 1$.
13: if $T_{\text{training}}/T_1 = 0$ then
14: Using data samples in the buffer memory, train DQN$^0_k$ by treating DQN$^\beta_k$ as a target DQN.
15: end if
16: if $T_{\text{training}}/T_1 = 0$ then
17: Update the weights in DQN$^0_k$ with the weights in DQN$^\beta_k$.
18: end if
19: end for

IV. DEEP Q-NETWORK TRAINING

In this section, we introduce a DQN with a fixed set of weights $\Theta$ to estimate the vectorized Q-values $Q_k[i]$ at each decision time $i$ introduced in Section III-C when the state $s_k[i]$ is given. It is worthwhile to mention that each active user has its own DQN and initiates DQN training based on its local observation in a fully distributed and decentralized manner.
A. DQN Training Algorithm

We adopt the double Q-learning method to avoid overestimated Q-values calculated from the executed actions [33]. That is, for the purpose of stabilization, the double-Q learning method utilizes two separate DQNs, one for action execution and the other for Q-value estimation used for training. In particular, each user $k$ operates two separate DQNs, denoted by DQN$^\alpha_k$ and DQN$^\beta_k$. The detailed DQN structure is provided in Section IV-B. The first DQN, DQN$^\alpha_k$, will be used for choosing and executing an action, while the second DQN, DQN$^\beta_k$, will be used to estimate the corresponding Q-values associated with the selected action. At each decision time, an action is selected based on the Q-values attained from DQN$^\alpha_k$. Then the next state is fed into DQN$^\beta_k$ and a subset of attained Q-values are used for Q-value update and the updated Q-values are stored in buffer memory.

Algorithm 2 states the proposed action selection algorithm and DQN training methodology. Each user $k$ performs Algorithm 2 in a distributed manner during its active time duration, i.e., during the decision times $[i_{\text{arr}}:i_{\text{dep}},k]$.

B. DQN Architecture

In this subsection, we state the proposed DQN architecture applied for both DQN$^\alpha_k$ and DQN$^\beta_k$. For notational convenience, we omit the superscripts $\alpha$ and $\beta$ in this subsection. Fig. 3 illustrates the overall DQN architecture used at each user $k$. We adopt a dueling network architecture [30], [35], which separates the state values and state-dependent action advantages using two independent streams. Specifically, denote the value of being in state $s$ by $V(s)$ and the advantage of taking action $a$ in state $s$ by $A(s,a)$. The Q-value can therefore be expressed as $Q(s,a) = V(s) + A(s,a)$. Here, the generalized formula for the value function is given by $V(s) = E[\sum_{i=1}^{T} \gamma^{i-1}r_i]$, where $\gamma \in (0,1]$ is the discount factor and $r_i$ is the reward at time $i$. Notice that $V(s)$ is only depends on a policy of an agent. Hence, by introducing two separate estimators, the dueling architecture can learn which states are (or not) good, without having to learn the effect of an executed action for each state. That is, each of two estimators estimates $V(s)$ and $A(s,a)$ separately and then the corresponding Q-value is generated from two estimated values, which can be helpful to improve the accuracy of the estimated Q-value compared to the conventional DQNs. In order to efficiently estimate vectorized Q-values, which correspond to the elements in (17), we have modified the original dueling network architecture in order to estimate vectorized Q-values with low computational complexity. In particular, the proposed DQN architecture generates multiple branches of state and action advantage values and then obtains estimated vectorized Q-values from those multiple branches.
1) **Input layer:** Let \( x \in \{0, 1\}^{(N+1)K_{\text{max}}} \times \{-1, 0, 1\}^{K_{\text{max}}} \) be the input layer of DQN_k. Firstly, we explain how to construct \( x \) from the state \( s_k[i] \) at decision time \( i \). At decision time \( i \), \( s_k[i] \) in (13) will be applied to DQN_k. Recall that \( a_k[i] \in [0 : N][K[i]] \) and \( r_k[i] \in \{-1, 0, 1\}[K[i]] \). Then by applying one-hot encoding for each element in \( a_k[i] \), we have \( a_k[i] \in \{0, 1\}^{(N+1)K[i]} \). Therefore, for \( K[i] = K_{\text{max}} \), the input function is given by \( x = (a_k[i] - 1, r_k[i] - 1) \in \{0, 1\}^{(N+1)K_{\text{max}}} \times \{-1, 0, 1\}^{K_{\text{max}}} \) at decision time \( i \). For \( K[i] < K_{\text{max}} \), the input function is given by \( x = (a_k[i] - 1, 0(N+1)(K_{\text{max}}-|K([r[i]-1]))), r_k[i] - 1, 0(K_{\text{max}}-|K([r[i]-1]))) \) at decision time \( i \). That is, zero-padding is applied for this case.

2) **Long short-term memory (LSTM) layer:** After the input layer, we introduce an LSTM layer, which maintains internal states and aggregates observations over time slots. It helps the DQN in estimating the correct state from the related historical information. This layer is responsible of how to aggregate the observations over time slots. The output of the LSTM layer will be applied to the input of both the action advantage estimator and value estimator as seen in Fig. 3.

3) **Value and advantage layers:** As mentioned previously, we incorporate a dueling network architecture, which separates the state values and state-dependent action advantages using two separate streams. Hence, it is desirable to estimate the average Q-value of the state \( s_k[i] \) which is called the value of the state \( V(s_k[i]) \) measured independently from the advantage of an executed action \( a_k[i] \). Previously, we explained how to construct the input layer \( x \) having a fixed size from \( s_k[i] \) having different sizes for each decision time \( i \). Instead of defining \( V(s_k[i]) \) based on \( s_k[i] \), we introduce \( V(x) \) for the proposed DQN architecture, which is a function of the input layer \( x \).

However, it is still not straightforward how to properly define the advantage of an executed action since the size of the action space \( \mathcal{A}[i] \) is time-varying for each decision time \( i \). To handle this technical issue, we adopt a branching dueling Q-network architecture [36] and measure the advantage of an executed action \( a_k[i] \) separately by an action branch \( j \). This set of outputs is then normalized to construct \( B_j(x, a_j) = A_j(x, a_j) - \frac{1}{N+1} \sum_{a_j' \in [0 : N]} A_j(s, a_j') \) for \( a_j \in [0 : N] \), which correspond to the outputs of the normalization function of action branch \( j \).

4) **Output layer:** Let \( Y \in \mathbb{R}^{(N+1)K_{\text{max}}} \) be the output of DQN_k, which will be used to estimate \( Q_k[i] \) in (17). From \( V(x) \) and \( A_j(x, a_j) \), the corresponding Q-value for sub-action \( a_j \in [0 : N] \) at the input \( x \) (when \( s_k[i] \) applied at decision time \( i \)) is expressed as a combination of the common input (state) value \( V(x) \) and the normalized sub-action advantage \( B_j(x, a_j) \) using the following equation:

\[
Q_j(x, a_j) = V(x) + B_j(x, a_j).
\] (18)

Then we set \( Y_{(t+1,j)} = Q_j(x, a_j = l) \) for all \( j \in [1 : K_{\text{max}}] \) and \( l \in [0 : N] \). Finally, we use such \( Y \) as the estimated \( Q_k[i] \) at decision time \( i \). In summary, at decision time \( i \), each user \( k \) applies \( s_k[i] \) to DQN_k and attains the estimated \( Q_k[i] \).

**V. NUMERICAL EVALUATION**

In this section, we evaluate the performance of our proposed algorithm. The architecture of DQN which we used in the algorithm consists of an LSTM layer with 300 neurons. A fully connected neural network consisting of 50 neurons at the first layer and 1 neuron at the second layer is used for calculating the value of state, i.e., \( V(x) \) and another fully connect network consisting of \( K_{\text{max}} \) layers with \( N+1 \) neurons in each layer is used for calculating the advantages of actions, i.e., \( A_j(s, a_j) \). Finally, the output layer consists of \( K_{\text{max}} \) neurons, each of which corresponds to the Q-value of a certain action. The deep RL algorithm uses the epsilon greedy strategy with \( \epsilon \) initially set to 0.1 in order to maintain a balance between exploitation and exploration, and it is decreased after every training to make the algorithm more greedy. The values of several important hyperparameters of the DQN are provided in Table I.
TABLE I: List of DQN hyperparameters.

| Hyperparameter     | Value          |
|--------------------|----------------|
| Learning rate ($\rho$) | 0.01           |
| Activation function | Relu           |
| Optimizer          | Adam           |
| Loss function      | Mean squared error |
| Discount factor ($\tau$) | 0.95          |
| $\epsilon$ for $\epsilon$-greedy | 0.1            |
| Minibatch size     | 40             |

A. Fixed User Environment

Let us first consider the case where the number of users is given as $K$ and fixed over the entire simulation epoch, i.e., $\mathcal{K}(t) = [1 : K]$ for all $t$. Then, from (4) and (5), $\Gamma_{\text{target},k}(t) = \min \left(1, \frac{N}{K}\right)$ for this case regardless of the average window size $T_w$. Fig. 4 (a) plots the short-term achievable throughput $\Gamma_k(t)$ in (6) for $K = 5$ and $N = 2$, attained by applying the conventional RL approach [13], [14] in which each agent adjusts its transmission policy separately at each time slot, where we set $T_w = 20$ in the figure. The conventional RL approach can achieve the average sum throughput close to its upper bound $\min(N,K)$, improving the sum throughput performance significantly compared to the ALOHA cases without RL [6]–[8], [32].

![Fig. 4: $\Gamma_k(t)$ with respect to time slot $t$ for $k \in [1 : K]$.](image)

However, fairness between users is hard to guarantee as seen in the figure because the throughput of each user is biased from the initial channel access trials between users. To handle such limitation, PF has been introduced in [30] for taking actions in each distributed agent. Fig. 4 (b) plots $\Gamma_k(t)$ of the conventional RL with PF scheme for $K = 5$ and $N = 2$, where $T_w = 20$. As seen in the figure, although it provides enhanced fairness between users, the achievable per-user throughput is decreased to 0.23, providing the sum throughput of 1.15. Fig. 4 (c) plots $\Gamma_k(t)$ of the proposed scheme for $K = 5$ and $N = 2$, where we set $K_{\text{max}} = K$ in simulation and $T_w = 20$. As seen in the figure, the proposed scheme is able to provide both improved sum throughput and fairness.

Tables II presents the short-term average throughput loss $\frac{1}{T} \sum_{k=1}^{K} \Delta_k$ and the long-term average sum throughput $\frac{1}{T} \sum_{k=1}^{K} \frac{1}{T} \sum_{t=1}^{T} \gamma_k(t)$ of the conventional RL, the conventional RL with PF, and the proposed scheme respectively for various $K$ and $N$.

As seen in Fig. 4, throughputs of each user converge to certain values as the number of time slots increases. Hence, throughput losses with and without the initial learning period will be eventually the same as the simulation time increases. Numerical results demonstrate that the proposed scheme provides an improved short-term fairness compared to the conventional RL and the conventional RL with PF. It also improves the long-term average sum throughput at the same time.

$^3$For the fixed user case, the weighted average in (8) becomes the ordinary average since $T_k$ is the same for all $k \in [1 : K]$.
### TABLE II: Throughput comparison.

| (K, N) | $\frac{\sum_{t=1}^{T^w} \Delta_k}{T^w}$ | $\frac{\sum_{t=1}^{T^w} \sum_{k=1}^{K} \gamma_k(t)}{T^w}$ |
|--------|--------------------------------|---------------------------------|
| (5, 2) | 0.220 0.219 0.218 | 1.61 |
| (10, 2) | 0.144 0.145 0.144 | 1.46 |
| (10, 4) | 0.239 0.236 0.234 | 2.91 |

(a) Conventional RL

| (K, N) | $\frac{\sum_{t=1}^{T^w} \Delta_k}{T^w}$ | $\frac{\sum_{t=1}^{T^w} \sum_{k=1}^{K} \gamma_k(t)}{T^w}$ |
|--------|--------------------------------|---------------------------------|
| (5, 2) | 0.169 0.164 0.164 | 1.15 |
| (10, 2) | 0.147 0.146 0.144 | 0.53 |
| (10, 4) | 0.242 0.230 0.236 | 1.57 |

(b) Conventional RL with PF

| (K, N) | $\frac{\sum_{t=1}^{T^w} \Delta_k}{T^w}$ | $\frac{\sum_{t=1}^{T^w} \sum_{k=1}^{K} \gamma_k(t)}{T^w}$ |
|--------|--------------------------------|---------------------------------|
| (5, 2) | 0.050 0.032 0.022 | 1.94 |
| (10, 2) | 0.034 0.021 0.014 | 1.91 |
| (10, 4) | 0.049 0.031 0.021 | 3.89 |

(c) Proposed scheme

**Fig. 5**: Short-term per-user throughputs with respect to time slot $t$.

### B. Dynamic User Environment

Let us now consider the dynamic user environment in which each user arrives randomly in the system and be activated for a certain period of time slots and then disappear from the system. It would be worthwhile to emphasize that the primary aim of this paper is to provide fair per-user throughputs between active users in real-time by adjusting multi-channel access policies in a distributed manner from online RL agents. For such purpose, in simulation, we assume that new users arrive according to Poisson arrivals with rate $\lambda$ at each time slot. The activation time of each user is assumed to follow a uniform distribution between $[T_{min} : T_{max}]$. Note that for the average number of active users is then given by $T_{max} - T_{min} + 1$, i.e., $E(|K(t)|) = T_{max} - T_{min} + 1$ for this case.

To demonstrate the dynamic adjustment of the proposed multi-channel access, Fig. 5 plots an example episode for short-term per-user throughputs of each active user with respect to time slots, where we set $T_{w} = 20$ in the
For comparison, we also plot the short-term average target per-user throughput. As seen in the figure, each user adjusts its transmission policy in real-time to provide fair resource sharing between active users.

Fig. 6: Long-term per-user throughputs.

Fig. 7: $\Delta_k$ with respect to the average window size $T_w$.

Fig. 6 plots long-term average per-user throughputs $\frac{1}{T_k} \sum_{t=t_{arr,k}}^{t_{dep,k}} \gamma_k(t)$ attained by the proposed scheme when $\lambda = 0.02$ and $N = 2$ (Fig. 6(a)), $\lambda = 0.02$ and $N = 4$ (Fig. 6(b)), $\lambda = 0.2$ and $N = 20$ (Fig. 6(c)), and $\lambda = 0.2$ and $N = 50$ (Fig. 6(d)). In simulation, we set $T_{\min}$ and $T_{\max}$ such that the number of decision times for each user becomes approximately 100 to 200 for the first two cases and 300 to 400 for the other two cases. For such setting, $E(|K(t)|)$ is approximately given by 3 for the first two cases and 40 for the other two cases. Considering these expected numbers of active users, we set $K_{\max} = 5$ for the first two cases and $K_{\max} = 50$ for the other two cases. For comparison, we also plot long-term average target per-user throughputs $\frac{1}{T_k} \sum_{t=t_{arr,k}}^{t_{dep,k}} \gamma_{\text{target}}(t)$, which is a performance upper bound for user $k$. Note that because the number of active users is different for each user, the long-term average per-user throughput and its upper bound are also different for each user. For convenience, we
plot the per-user throughputs of the first 30 active users in Fig. 6 (a) and (b) and 60 active users in Fig. 6 (c) and (d), respectively. As seen in the figures, the proposed scheme is able to provide real-time fair per-user throughputs for each active user even for such dynamic environment. More specifically, Fig. 7 plots the short-term average throughput loss $\Delta_k$ with respect to the average window size $T_w$. The proposed scheme guarantees $\Delta_k$ less than 0.15 when $T_w \geq 15$ for all the cases.

VI. EXTENSION TO GENERAL ENVIRONMENT

In this section, we briefly discuss about the extension of the proposed scheme to the cases of multiple RB allocation at each user and time-varying available RBs in Section VI-A. Throughout the paper, we have established RL-based dynamic multichannel access policies under the simplified setting in which throughput of one is achievable if there is no collision for a transmitted packet at each of RBs. In practice, however, wireless channels can be affected by various physical phenomena such as path-loss, shadowing, and fading, which might also vary over time due to the mobility of users and/or scatters around them. As a result, an achievable throughput for successful packet transmission is determined by the corresponding channel gain. In Sections VI-B to VI-D we demonstrate that the proposed scheme is still applicable for the Shannon capacity based throughput metric and both throughput and fairness improvement is universally achievable for general practical time-varying channel environments.

A. Discussion

1) Multiple RB allocation at each user: In this paper, RBs can be constructed in either frequency domain or time domain and single RB access is assumed at each user. However, practical multichannel systems usually utilize multiple RBs in frequency domain like orthogonal frequency division multiplex (OFDM) and allow to allocate multiple RBs to a single user. It is worthwhile to mention that the proposed scheme can straightforwardly be extended to the case of allocating multiple RBs at each user. That is, each user selects $N$ RBs over $T_i$ consecutive time slots and the transmit power should be properly divided for the time slots utilizing more than one RB. Fig. 8 plots $\Gamma_k(t)$ of the proposed scheme for $K = 5$ and $N = 10$, i.e., $K(t) = [1 : K]$ for all $t$, where we set $K_{\text{max}} = K$ and $T_w = 20$ in the figure. For this case, each user selects two RBs on average at each time slot and, as a result, each user’s average throughput converges to two as the number of time slots increases.

2) Time-varying RBs: For various reasons, the number of available RBs can be changed over time in practice. Then, in a similar way to the time-varying user case, we can introduce a predetermined value $N_{\text{max}}$ and apply a vectorized Q-network and its training methodology. Fig. 9 plots an example episode for short-term per-user throughputs of each active user with respect to time slots. At time slot $t = 1$, there are initially 5 users and 2 RBs and at time slot $t = 500$ the number of users and RBs are changed to 5 and 3 respectively, and finally they are changed to 4 and 3 respectively at time slot $t = 1000$. As seen in the figures, the proposed scheme can be easily generalized to scenarios with different available RBs.
B. Wireless Channel Model and Throughput

In this subsection, we introduce a general temporally and geometrically correlated wireless channels and the Shannon capacity based throughput metric. In particular, we assume a circular-shaped cellular network with radius \( \Delta \). The 2D position of AP is given by \( u_0 = (0, 0) \), which is fixed during the entire time slots. We assume mobile users in which a user will enter the cell and traverse for a certain set of time slots and then go out the cell. Note that \( t_{\text{arr},k} \) and \( t_{\text{dep},k} \) are determined by the trajectory of user \( k \). For \( t \in [t_{\text{arr},k}, t_{\text{dep},k}] \), denote the 2D position of user \( k \) at time slot \( t \) by \( u_k(t) \), where \( \|u_k(t)\| \leq \Delta \). The channel gain of RB \( n \) and user \( k \) at time slot \( t \in [t_{\text{arr},k}, t_{\text{dep},k}] \) is given by

\[
g_n^k(t) = \frac{1}{\|u_k(t)\|^{\varrho}} |h_n^k(t)|^2,
\]

where \( \varrho \geq 2 \) is the path-loss exponent and \( h_n^k(t) \) denotes the small-scale channel coefficient of RB \( n \) and user \( k \) at time slot \( t \). We adopt the Jake’s model to represent the relationship between small-scale Rayleigh fading in two successive time slots by

\[
h_n^k(t) = \xi h_n^k(t - 1) + \delta,
\]

where \( \xi \in [0, 1) \) is the correlation coefficient of two successive small-scale channel coefficients and \( \delta \) is a random variable with a distribution \( \mathcal{CN}(0, 1 - \xi^2) \). We also assume \( h_n^k(0) \) follows \( \mathcal{CN}(0, 1) \).

An achievable throughput of user \( k \) when it successfully sends a packet via RB \( n \) at time slot \( t \) is given by

\[
c_n^k(t) = \frac{W}{N} \log \left( 1 + \frac{g_n^k(t)P}{\frac{W}{N}N_0} \right),
\]

where \( W \) is the system bandwidth, \( P \) is the transmit power, and \( N_0 \) is the noise power spectral density. That is, the assigned bandwidth to each RB is given by \( \frac{W}{N} \).

C. Multi-agent RL Policy

The proposed multi-agent RL policy in Sections III and IV is still applicable to general correlated wireless channels. In this subsection, we briefly explain the overall procedure of how to apply the proposed scheme for such environment.

Instead of the one–off throughput metric in (3), an achievable throughput can be defined as

\[
\gamma_k(t) = \begin{cases} 
  c_n^k(t)1(\eta^k_n(t)|t) = \text{ACK} & \text{if } \eta_k(t) \in [1 : N], \\
  0 & \text{otherwise}
\end{cases}
\]

Fig. 9: Short-term and long-term per-user throughputs for time-varying RBs and users.
from the Shannon capacity definition in (21). Then, from (22), we define $\Gamma_k(t)$ as in (6). Furthermore, to measure fairness between the active users in $\mathcal{K}(t)$ in real-time, an upper bound on the instantaneous target per-user throughput can be defined as

$$\gamma_{\text{target},k}(t) = \min \left( 1, \frac{N}{|\mathcal{K}(t)|} \right) \max_{n \in [1:N]} c_n^k(t).$$  \quad (23)$$

From the above upper bound, $\Gamma_{\text{target},k}(t)$ is defined as in (5). Finally, the short-term average throughput loss is defined as

$$\Delta_k = \frac{1}{T_k} \sum_{t = t_{\text{arr},k}}^{t_{\text{dep},k}} \max \left( \frac{\Gamma_{\text{target},k}(t) - \Gamma_k(t)}{\Gamma_{\text{target},k}(t)}, 0 \right).$$  \quad (24)$$

Unlike the original definition in (7), we modified $\Delta_k$ as the loss ratio with respect to its target value so that the range of $\Delta_k$ in (24) is still between zero and one.

Recall that the main objective of each user at decision time $i$, i.e., time slots $[T[i] : T[i] + K[i] - 1]$, is to select a channel with the highest rate. Hence we re-define the reward of user $k$ at decision time $i$ as

$$r_k[i] = \sum_{t = T[i]}^{T[i] + K[i] - 1} r_k(t),$$  \quad (25)$$

where

$$r_k(t) = \begin{cases} 1 + \frac{c_n^{\eta_k(t)}(t)}{\max_{n \in [1:N]} c_n^k(t)} & \text{if } b[i\eta_k(t)](t) = \text{ACK}, \\ 0 & \text{if } \eta_k(t) = 0, \\ -1 + \frac{c_n^{\eta_k(t)}(t)}{\max_{n \in [1:N]} c_n^k(t)} & \text{otherwise}. \end{cases}$$  \quad (26)$$

Similar to (12), we apply the three-step reward and add the rate based reward $\frac{c_n^{\eta_k(t)}(t)}{\max_{n \in [1:N]} c_n^k(t)} \in (0, 1)$, which becomes one if the maximum rate channel is selected.

Finally, the state of user $k$ at decision time $i$ can be modified as

$$s_k[i] = (a_k[i - 1], r_k[i - 1], \{c_n^k[i - 1]\}_{n \in [1:N]}),$$  \quad (27)$$

where $c_n^k[i] = [c_n^k(T[i]), \cdots, c_n^k(T[i] + K[i] - 1)]$. Because the re-defined throughput metrics are dependent on channel gains, $\{c_n^k[i - 1]\}_{n \in [1:N]}$ is obviously useful for each RL agent to maximize per-user throughputs.

For DQN training, the same methodology proposed in Section IV is applicable. The only difference is that the size of state is changed in (27) by adding $\{c_n^k[i - 1]\}_{n \in [1:N]}$ as its state information. Hence, the input layer $x$ in Fig. 3 should be changed accordingly. In particular, let $x \in \{0, 1\}^{(N+1)K_{\text{max}} \times [-1, 2]K_{\text{max}} \times \mathbb{R}_+^N}$, where $\mathbb{R}_+$ denotes the set of positive real numbers. Then as the same manner in Section IV-B1. For $K[i] = K_{\text{max}}$, the input function is given by $x = (a_k[i - 1], r_k[i - 1], \{c_n^k[i - 1]\}_{n \in [1:N]})$ at decision time $i$. For $K[i] < K_{\text{max}}$, the input function is given by $x = (a_k[i - 1], \mathbf{0}_{(N+1)K_{\text{max}} - |K(T[i-1])|}, r_k[i - 1], \mathbf{0}_{(K_{\text{max}} - |K(T[i-1])|)}, \{c_n^k[i - 1]\}_{n \in [1:N]})$ at decision time $i$.

D. Numerical Evaluation

To reflect practical vehicular channel environments in numerical simulation, we apply the Simulation of Urban MOBility (SUMO) simulator [37] using real road maps to generate temporal vehicular trajectories. For performance evaluation, we consider three different scenarios: highway, highway intersection, and urban. To represent the three cases, we choose real road maps in Korea illustrated in Fig. 10. We also plot the cell radius and exemplary vehicular trajectories in the figures. Table III summarizes the main simulation parameters.
TABLE III: Simulation environment.

| Simulation parameters | Values |
|-----------------------|--------|
| Path-loss exponent ($\rho$) | 3.38 |
| Correlation coefficient of small fading ($\xi$) | 0.9 |
| Bandwidth ($W$) | 20 MHz |
| Noise power spectral density ($N_0$) | -174 dBm/Hz |
| Transmit power ($P$) | 23 dBm |

For benchmark schemes, we consider two centralized schedulers selecting $\min(|K(t)|, N)$ users in $K(t)$ at each time slot $t$ by a central controller. The first benchmark scheme in Algorithm 3 chooses such users to maximize the sum throughput at each time slot in a greedy manner. For the second benchmark scheme, a PF metric is used for greedy user selection. Let $r_k,\text{ave}(t) = \frac{\sum_{i=\text{arr}_k, t-T_w}^{\text{max}(t_{\text{arr}_k, t-T_w})+1} c_{k,i}^n}{t_{\text{max}(t_{\text{arr}_k, t-T_w})+1}}$ be the average throughput of user $k$ up to time slot $t$. Then define $c_{k,\text{PF}}^n(t) = \frac{c_{k,i}^n(t)}{r_{k,\text{ave}(t-1)}}$, which is a PF metric for greedy user selection. Hence, the same scheme in Algorithm 3 can be used for the second benchmark scheme by replacing $\{c_{k,i}^n(t)\}_{k \in K(t), n \in [1:N]}$ with $\{c_{k,\text{PF}}^n(t)\}_{k \in K(t), n \in [1:N]}$.

Algorithm 3 Centralized scheduling.

Input: $K(t)$ and $\{c_{k,i}^n(t)\}_{k \in K(t), n \in [1:N]}$.
Initialization: Define $K = K(t)$ and $N^* = \{1:N\}$. Set $\eta_k(t) = 0$ for all $k \in K(t)$.

3: for $i = 1$ to $\min(|K(t)|, N)$ do
   Calculate $(k^*, n^*) = \arg \max_{k \in K \setminus n^*, n \in N} [c_{k,i}^n(t)]$.
   Update $\eta_{k^*}(t) \leftarrow n^*$, $K \leftarrow K \setminus \{k^*\}$, and $N \leftarrow N \setminus \{n^*\}$.
end for

Output: $\{\eta_k(t)\}_{k \in K(t)}$.

Fig. 11 plots long-term average per-user throughput of the proposed scheme along with two centralized user scheduling schemes for three different environments when $\lambda = 0.035$ and $N = 5$ (Fig. 11 (a), (b), and (c) ) and when $\lambda = 0.2$ and $N = 20$ (Fig. 11 (d) ). Table IV states the long-term average sum throughputs for three different environments when $\lambda = 0.035$ and $N = 5$ and $\lambda = 0.2$ and $N = 20$. Note that the proposed scheme even provides an improved per-user and sum throughputs compared to the centralized schemes. To check the short-term fairness performance, Fig. 12 plots $\Delta_k$ in (24) with respect to $T_w$. Not only improving long-term throughputs, but the proposed scheme also provides better short-term fairness between active users.

Fig. 10: Road maps used in three scenarios: (a) Ansan–Gunpo section, Seoul outer circulation expressway (37°22’23.8” N 126°54’51.5” E), (b) Ansan junction (37°20’39.2”N 126°51’37.3” E), (c) Gangnam metro station, Seoul (37°29’53.1” N 127°01’40.5” E).

VII. CONCLUSION

In this paper, we considered a dynamic multichannel access problem to guarantee both throughput and fairness under dynamic network environment. Numerical results showed that the proposed RL algorithm provides an
improved real-time fairness between active user while preserving throughput for each user. Our work can be extended to several interesting further research directions, for example, joint optimization considering user association for multi-cell environment or transmit power adaptation would be a promising future work. Although we assumed an orthogonal multichannel network sharing $N$ orthogonal RBs between active users, the proposed deep neural network structure and training methodologies are applicable to NOMA systems with dynamic user environment.
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