Pseudo-monotone operator theory for unsteady problems in variable exponent spaces
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Abstract We prove by means of advanced pseudo-monotonicity methods an abstract existence result for parabolic partial differential equations with log–Hölder continuous variable exponent nonlinearity governed by the symmetric part of a gradient only. To this end, we introduce the notions Bochner pseudo-monotonicity and Bochner coercivity, which are appropriate extensions of the concepts of pseudo-monotonicity and coercivity to unsteady problems in variable exponent spaces. In this context, we apply the so-called Hirano–Landes approach, which enables us to give general and easily verifiable conditions for these new notions. Moreover, we prove essential parabolic embedding and compactness results involving only the symmetric part of the gradient.
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1 Introduction

Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded Lipschitz domain, $I := (0, T)$, $T < \infty$, a bounded time interval, $Q_T := I \times \Omega$ a cylinder and $\Gamma_T := I \times \partial \Omega$. We consider as a model problem the system

$$\begin{align*}
\partial_t u - \text{div}(S(\cdot, \cdot, \varepsilon(u))) + b(\cdot, \cdot, u) &= f - \text{div}(F) \quad \text{in } Q_T, \\
\varepsilon(u) &= 0 \quad \text{on } \Gamma_T, \\
\varepsilon(u)(0) &= u_0 \quad \text{in } \Omega.
\end{align*}$$

(1.1)

Here, $f : Q_T \rightarrow \mathbb{R}^d$ is a given vector field, $F : Q_T \rightarrow \mathbb{M}_{\text{sym}}^{d \times d}$ a given tensor field, $u_0 : \Omega \rightarrow \mathbb{R}^d$ an initial condition, and $\varepsilon(u) := \frac{1}{2} (\nabla u + \nabla u^\top)$ denotes the symmetric part of the gradient. Moreover, let $p : Q_T \rightarrow [1, +\infty)$ be a globally log–Hölder continuous exponent with

$$1 < p^- := \inf_{(t,x)^\top \in \Omega} p(t,x) \leq p^+ := \sup_{(t,x)^\top \in \Omega} p(t,x) < \infty.$$
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1 Here, $\mathbb{M}_{\text{sym}}^{d \times d} := \{ A \in \mathbb{R}^{d \times d} \mid A^\top = A \}$ is equipped with the Frobenius scalar product $A : B := \sum_{i,j=1}^d A_{ij} B_{ij}$ and the Frobenius norm $|A| := (A : A)^{\frac{1}{2}}$. By $a \cdot b := \sum_{i=1}^d a_i b_i$ we denote the Euclidean scalar product in $\mathbb{R}^d$ and by $|a| := (a \cdot a)^{\frac{1}{2}}$ the Euclidean norm.
The tensor-valued mapping \( \mathbf{S} : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) is supposed to possess \((p(\cdot,\cdot), \delta)\)-structure, i.e., for some exponent \( p : \mathbb{R}^d \rightarrow [1, +\infty) \) and some \( \delta \geq 0 \) the following properties are satisfied:

(S.1) \( \mathbf{S} : \mathbb{R}^d \rightarrow \mathbb{R}^d \) is a Carathéodory mapping.2

(S.2) \(|\mathbf{S}(t,x,A)| \leq \alpha(\delta + |A|^{p(x)-1}) + \beta(t,x) \) for every \( A \in \mathbb{R}^d \), a.e. \((t,x) \in \mathbb{R}^d \).

(S.3) \( \mathbf{S}(t,x,A) : A \geq c_0(\delta + |A|^{p(x)-1}) - c_1(t,x) \) for every \( A \in \mathbb{R}^d \), a.e. \((t,x) \in \mathbb{R}^d \).

(S.4) \( \mathbf{S}(t,x,A) - \mathbf{S}(t,x,B) : (A - B) \geq 0 \) for every \( A, B \in \mathbb{R}^d \), a.e. \((t,x) \in \mathbb{R}^d \).

The vector-valued mapping \( \mathbf{b} : \mathbb{R}^d \rightarrow \mathbb{R}^d \) is supposed to satisfy:

(B.1) \( \mathbf{b} : \mathbb{R}^d \rightarrow \mathbb{R}^d \) is a Carathéodory mapping.

(B.2) \( \mathbf{b}(t,x,a) \leq \gamma(1 + |a|^{r(x)-1}) + \eta(t,x) \) for every \( a \in \mathbb{R}^d \), a.e. \((t,x) \in \mathbb{R}^d \), where \( r := \max\{2, \rho_x - \varepsilon \} \in \mathbb{R}^d \) for some \( \varepsilon \in (0, (p_x)_a - 1) \) and \( (\cdot)_a \in W^{1,\infty}(1, \infty) \) is for all \( s \in (1, \infty) \) given via \( s_a := \frac{s+2}{2} \) if \( s < d \) and \( s_a := s+2 \) if \( s \geq d \) (cf. Definition 5.24) \((\gamma \geq 1, \eta \in L^r(\mathbb{R}^d))\).

(B.3) \( \mathbf{b}(t,x,a) \geq c_2|a|^{r(x)-2} - c_3(t,x) \) for every \( a \in \mathbb{R}^d \), a.e. \((t,x) \in \mathbb{R}^d \), a.e. \((t,x) \in \mathbb{R}^d \).

A system like (1.1) has e.g. applications in nonlinear elastic mechanics [43] or in image restoration [31, 20, 9]. Similar equations also appear in Zhikov’s model for the termistor problem in [7], or in the investigation of variational integrals with non-standard growth by Acerbi and Mingione in [1, 2, 3] or by Marcellini in [34]. However, the author’s underlying incentive for the consideration of the system (1.1) is that it represents a simplification of the not yet completely solved unsteady \( p(\cdot, \cdot)\)-Stokes and \( p(\cdot, \cdot)\)-Navier–Stokes equations, as it does not contain an incompressibility constraint, i.e., the condition \( \text{div} (u) = 0 \) in \( \mathbb{R}^d \) is missing in (1.1), which would further complicate the hereinafter analysis, but the nonlinear elliptic operator, i.e., the mapping \( \mathbf{S} : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d \), is governed by the symmetric gradient only, rather than the full gradient. In fact, a long term goal of this research is to prove the existence of weak solutions of the unsteady \( p(\cdot, \cdot)\)-Stokes and \( p(\cdot, \cdot)\)-Navier–Stokes equations.

The system (1.1) in its present form, up to more restrictive assumptions on the lower order nonlinear operator, i.e., on the mapping \( \mathbf{b} : \mathbb{R}^d \rightarrow \mathbb{R}^d \), has already been considered in [26]. There it has been elaborated that the appropriate functional framework for the treatment of the problem (1.1) is given through so-called variable exponent Bochner–Lebesgue spaces and variable exponent Bochner–Sobolev spaces with a symmetric gradient structure, i.e., the spaces \(^3\)

\[
X^{p(\cdot)}_2(\Omega) := \left\{ u \in L^p(\Omega) : \|u\|_{L^p(\cdot)} \leq M \right\}, \\
W^{p(\cdot)}_2(\Omega) := \left\{ u \in X^{p(\cdot)}_2(\Omega) : \frac{du}{dt} \in X^{p(\cdot)}_2(\Omega) \right\},
\]

where \( X^{p(\cdot)}_2(\Omega) \) is for every \( t \in I \) defined as the closure of \( C^{\infty}_c(\Omega) \) with respect to the norm \( \|u\|_{L^p(\cdot)} := \inf \{ \|v\|_{L^p(\cdot)} : v \in C^{\infty}_c(\Omega) \} \) (cf. Definition 3.1), which is highly related to the distributional time derivative, living in \( D^1(\Omega) \), i.e., the topological dual space of the locally convex Hausdorff vector space \( C^{\infty}_c(\Omega) \) (cf. [18, Kap. 2, 4.]). Using these spaces, the maximal monotonicity of the generalized time derivative \( \frac{du}{dt} \) on the space \( \{ u \in W^{p(\cdot)}_2(\Omega) : u(0) = 0 \} \) (cf. [26, Proposition 7.3]), where \( Y := L^2(\Omega) \), and a version of the main theorem on pseudo-monotone perturbations of maximal monotone mappings (cf. [8, Cor. 22]), [26] proved the following abstract existence result (cf. [26, Thm. 7.11]).

2 \( \mathbf{S}(\cdot, \cdot) : \mathbb{R}^d \rightarrow \mathbb{R}^d \) is Lebesgue measurable for every \( A \in \mathbb{R}^d \) and \( \mathbf{S}(t,\cdot,\cdot) : \mathbb{R}^d \rightarrow \mathbb{R}^d \) is continuous for almost every \((t,x) \in \mathbb{R}^d \).

3 All spaces are thoroughly defined in Section 3 and Section 4.
Theorem 1.3 Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded Lipschitz domain, $I := (0, T)$, $T < \infty$, $Q_T := I \times \Omega$ and $q,p \in \mathcal{P}^{\log}(Q_T)$ with $q^- > 1$ and $p^- \geq \frac{2d}{d+2}$. Moreover, let the operator $\mathcal{A} : \mathcal{W}^{2,p}_x(Q_T) \subseteq \mathcal{X}^{2,p}_x(Q_T) \to \mathcal{X}^{2,p}_x(Q_T)^*$ be coercive, $\frac{d}{dt}$-pseudo-monotone, i.e., from

$$u_n \overset{n \to \infty}{\to} u \quad \text{in} \quad \mathcal{W}^{2,p}_x(Q_T),$$

$$\limsup_{n \to \infty} \langle \mathcal{A}u_n, u_n - u \rangle_{\mathcal{X}^{2,p}_x(Q_T)} \leq 0,$$  (1.4)

it follows that $\langle \mathcal{A}u, u - v \rangle_{\mathcal{X}^{2,p}_x(Q_T)} \leq \liminf_{n \to \infty} \langle \mathcal{A}u_n, u_n - v \rangle_{\mathcal{X}^{2,p}_x(Q_T)}$ for every $v \in \mathcal{X}^{2,p}_x(Q_T)$, and assume that there exists a bounded function $\psi : \mathbb{R}_{>0} \times \mathbb{R}_{>0} \to \mathbb{R}_{>0}$ and a constant $\theta \in [0, 1)$, such that for every $u \in \mathcal{W}^{2,p}_x(Q_T)$ there holds

$$\|\mathcal{A}u\|_{\mathcal{X}^{2,p}_x(Q_T)} \leq \psi(\|u\|_{\mathcal{X}^{2,p}_x(Q_T)}, \|u_0(0)\|_Y) + \theta \left\langle \frac{du}{dt}, u \right\rangle_{\mathcal{X}^{2,p}_x(Q_T)}.$$  (1.5)

Then, for arbitrary $u_0 \in Y$ and $u^* \in \mathcal{X}^{2,p}_x(Q_T)^*$ there exists a solution $u \in \mathcal{W}^{2,p}_x(Q_T)$ of

$$\frac{du}{dt} + \mathcal{A}u = u^* \quad \text{in} \quad \mathcal{X}^{2,p}_x(Q_T)^*,$$

$$u_0(0) = u_0 \quad \text{in} \quad Y.$$

In fact, in [26, Proposition 8.1 & Proposition 8.9] it has been proved for $q := p^- \geq \frac{2d}{d+2}$ that $\mathcal{A} : \mathcal{W}^{2,p}_x(Q_T) \subseteq \mathcal{X}^{2,p}_x(Q_T) \to \mathcal{X}^{2,p}_x(Q_T)^*$, defined via $\langle \mathcal{A}u, v \rangle_{\mathcal{X}^{2,p}_x(Q_T)} := \int_{Q_T} S(\cdot, \cdot, \varepsilon(u)) : \varepsilon(v) \, dx \, dt + \int_{Q_T} b(\cdot, \cdot, u) \cdot v \, dx \, dt$ for all $u \in \mathcal{W}^{2,p}_x(Q_T)$ and $v \in \mathcal{X}^{2,p}_x(Q_T)$, is coercive, $\frac{d}{dt}$-pseudo-monotone and satisfies the boundedness condition (1.5), provided that the mapping $b : Q_T \times \mathbb{R}^d \to \mathbb{R}^d$ does not satisfy (B.2) and (B.3), but has the following properties instead:

(B.2*) $|b(t, x, a)| \leq \gamma(1 + |a|^s) + \eta(t, x)$ for every $a \in \mathbb{R}^d$, a.e. $(t, x) \in Q_T$

(\(\gamma \geq 0, s \in (0, (p^-)_*/(p^-)^'-1), \eta \in L^{(p^-)^'-1}(Q_T, \mathbb{R}_{>0})\)).

(B.3*) $b(t, x, a) \cdot a \geq -c_3(t, x)$ for every $a \in \mathbb{R}^d$, a.e. $(t, x) \in Q_T$ ($c_3 \in L^1(Q_T, \mathbb{R}_{>0})$).

Therefore, Theorem 1.3 is applicable on (1.1), if we replace (B.2) and (B.3) by (B.2*) and (B.3*).

Appropriately, (B.3*) is more restrictive than (B.3). Also note that (B.2*) implies (B.2). In fact, suppose that $b : Q_T \times \mathbb{R}^d \to \mathbb{R}^d$ satisfies (B.2*). Then, there holds $s \in (0, (p^-)_*/(p^-)^'-1)$, i.e.,

$s \leq \frac{(p^-)_*/(p^-)^'-1 - \varepsilon}{\varepsilon} \leq 0$ for some $\varepsilon \in (0, (p^-)_*-1]$. Thus, if we define $r := \max\{2, p_* - \varepsilon\}$, then

$s \leq p_*/(p_*)^'-1 - \varepsilon \leq p_* - 1 - \varepsilon \leq r - 1$, where we used that $p_*^'-1 \leq (p^-)^'-1$, due to $p_* \geq p^-$, i.e.,

$b : Q_T \times \mathbb{R}^d \to \mathbb{R}^d$ satisfies (B.2). However, if we have (B.2) and (B.3) in (1.1), or even $p^- < \frac{2d}{d+2}$, then we can neither say that the operator $\mathcal{A} : \mathcal{W}^{2,p}_x(Q_T) \subseteq \mathcal{X}^{2,p}_x(Q_T) \to \mathcal{X}^{2,p}_x(Q_T)^*$ is coercive, nor that it satisfies the boundedness condition (1.5), i.e., Theorem 1.3 is reaching its limits.

This issue indicates an imbalance between the demanded continuity and coercivity conditions in Theorem 1.3. More precisely, while the required $\frac{d}{dt}$-pseudo-monotonicity is quite general, coercivity is a restrictive assumption, which e.g. for $b : Q_T \times \mathbb{R}^d \to \mathbb{R}^d$ with (B.3*) is not fulfilled.

In [27, 25] the same issue has already been considered in the context of Bochner–Lebesgue and Bochner–Sobolev spaces. The approach of these articles consists in the introduction of alternative notions of pseudo-monotonicity and coercivity, which, in contrast to $\frac{d}{dt}$-pseudo-monotonicity and coercivity, both incorporate information from the time derivative, and therefore are more in balance. The idea is to weaken the pseudo-monotonicity assumption to a bearable extend, in order to make a coercivity condition accessible, which takes the additional information from the time derivative into account. This approach led to the notions Bochner pseudo-monotonicity, Bochner condition (M) and Bochner coercivity. We will follow the approaches of [27, 25]. To be more precise, the main purpose of this paper is to show that the ideas from [27, 25] can be generalized to the functional framework of (1.1), i.e., to (1.2). In this context, we prove fundamental parabolic embedding and compactness results involving the spaces $\mathcal{X}^{2,p}_x(Q_T)$ and $\mathcal{Y}^{\infty}_x(Q_T) := L^\infty(I, Y)$, which are indispensable, in order to guarantee that $\mathcal{A} : \mathcal{W}^{2,p}_x(Q_T) \subseteq \mathcal{X}^{2,p}_x(Q_T) \to \mathcal{X}^{2,p}_x(Q_T)^*$ satisfies these new concepts, if only (B.2) and (B.3) are satisfied in (1.1).
Plan of the paper: In Section 2 we recall some basic definitions and results concerning evolution equations and variable exponent spaces. In Section 3 we recall the definition of the space $X_t^{2,p}(Q_T)$ and some of its basic properties, such as completeness, reflexivity and a characterization of its dual space. In Section 4 we recapitulate the definition of the generalized time derivative $\frac{\partial}{\partial t}$ and of the space $W_t^{2,p}(Q_T)$. In Section 5 we show the invalidity of a Poincaré type inequality for $X_t^{2,p}(Q_T)$ and prove in this context an appropriate analogue of Poincaré's inequality for $X_t^{2,p}(Q_T)$. Simultaneously, we derive from this inequality several embedding results for the space $X_t^{2,p}(Q_T)$. In Section 6 we introduce extensions of the notions Bochner pseudo-monotonicity, Bochner condition (M) and Bochner coercivity to the framework of $X_t^{2,p}(Q_T)$. In Section 7 we generalize the so-called Hirano–Landes approach to the framework $X_t^{2,p}(Q_T)$, to derive sufficient conditions on families of operators that imply these concepts. In Section 8 we prove an abstract existence result for bounded, Bochner coercive operators, which satisfy the Bochner condition (M). In Section 9 we apply this abstract existence result on the problem (1.1).

2 Preliminaries

2.1 Basic Notation

For a Banach space $X$ with norm $\|\cdot\|_X$ we denote by $X^*$ its dual space equipped with the norm $\|\cdot\|_{X^*}$. The duality pairing is denoted by $\langle \cdot, \cdot \rangle_X$. All occurring Banach spaces are assumed to be real. By $D(A)$ we denote the domain of definition of an operator $A : D(A) \subseteq X \rightarrow Y$, and by $R(A) := \{Ax \mid x \in D(A)\}$ its range.

2.2 Evolution equations

Let $X$ be a reflexive Banach space, $Y$ a Hilbert space and $j : X \rightarrow Y$ an embedding, i.e., $j$ is linear, bounded and injective, such that $R(j)$ is dense in $Y$. Then, the triple $(X, Y, j)$ is said to be an evolution triple. Denote by $R_Y : Y \rightarrow Y^*$ the Riesz isomorphism with respect to $\langle \cdot, \cdot \rangle_Y$. As $j$ is a dense embedding the adjoint operator $j^* : Y^* \rightarrow X^*$ and therefore $e := j^*R_Yj : X \rightarrow X^*$ are embeddings as well. We call $e$ the canonical embedding of $(X, Y, j)$.

Definition 2.1 Let $(X, Y, j)$ be an evolution triple, $I := (0, T)$, $T < \infty$, and $p \in (1, \infty)$. A function $u \in L^p(I, X)$ possesses a generalized derivative with respect to $e$, if there exists $u^* \in (L^p(I, X))^*$, such that for every $x \in X$ and $\varphi \in C_0^\infty(I)$ it holds

$$-\int_I (u(t), jx)Y\varphi'(t)dt = \langle u^*, x\varphi \rangle_{L^p(I, X)}. $$

In this case, we define $\frac{du}{dt} := u^*$. By $W^1_p(I, X, X^*) := \{u \in L^p(I, X) \mid \exists \frac{du}{dt} \in (L^p(I, X))^*\}$ we denote the Bochner–Sobolev space with respect to $e$.

Proposition 2.2 Let $(X, Y, j)$ be an evolution triple, $I := (0, T)$, $T < \infty$, and $p \in (1, \infty)$. Then, it holds:

(i) Given $u \in W^1_p(I, X, X^*)$ the function $ju \in L^p(I, Y)$, given via $(ju)(t) := j(u(t))$ in $Y$ for almost every $t \in I$, possesses a unique representation $j_\ast u \in C^0(\bar{I}, Y)$ and the resulting mapping $j_\ast : W^1_p(I, X, X^*) \rightarrow C^0(\bar{I}, Y)$ is an embedding.

(ii) For every $u, v \in W^1_p(I, X, X^*)$ and $t, t' \in \bar{I}$ with $t' \leq t$ there holds

$$\int_t^{t'} \left\langle \frac{du}{dt}(s), v(s) \right\rangle_X ds = \left[\left\langle (j_\ast u)(s), (j_\ast v)(s) \right\rangle_Y \right]_{s=t}^{s=t'} - \int_t^{t'} \left\langle \frac{dv}{dt}(s), u(s) \right\rangle_X ds.$$

Proof See [41, Chapter III.1, Proposition 1.2].
For an evolution triple \((X,Y,j), I := (0,T)\), \(T < \infty\), and \(p \in (1,\infty)\), we define the induced embedding \(j : L^p(I, X) \to L^p(I, Y)\) for every \(u \in L^p(I, X)\) via \((ju)(t) := j(u(t))\) in \(Y\) for almost every \(t \in I\) (cf. [32, Bem. 2.40 (ii)]). Moreover, we define the intersection space
\[L^p(I, X) \cap_j L^\infty(I, Y) := \{ u \in L^p(I, X) \mid ju \in L^\infty(I, Y) \},\]
which forms a Banach space, if equipped with the canonical norm (cf. [27,25]). In the context of evolution problems the following notions of continuity and coercivity proved themselves to be fruitful.

**Definition 2.3 (Bochner pseudo-monotonicity and Bochner condition (M))**

Let \((X,Y,j)\) be an evolution triple, \(I := (0,T)\), \(T < \infty\), and \(p \in (1,\infty)\). Then, an operator \(\mathcal{A} : L^p(I, X) \cap_j L^\infty(I, Y) \to (L^p(I, X))^*\) is said to

(i) be **Bochner pseudo-monotone**, if for a sequence \((u_n)_{n \in \mathbb{N}} \subseteq L^p(I, X) \cap_j L^\infty(I, Y)\) from
\[u_n \xrightarrow{n \to \infty} u \quad \text{in } L^p(I, X),\]
\[ju_n \xrightarrow{n \to \infty} ju \quad \text{in } L^\infty(I, Y),\]
\[(ju_n)(t) \xrightarrow{n \to \infty} (ju)(t) \quad \text{in } Y \quad \text{for a.e. } t \in I,\]
and
\[
\limsup_{n \to \infty} \langle \mathcal{A}u_n, u_n - u \rangle_{L^p(I, X)} \leq 0,
\]

it follows that \(\langle \mathcal{A}u, u - v \rangle_{L^p(I, X)} \leq \liminf_{n \to \infty} \langle \mathcal{A}u_n, u_n - v \rangle_{L^p(I, X)}\) for every \(v \in L^p(I, X)\).

(ii) satisfy the **Bochner condition (M)**, if for a sequence \((u_n)_{n \in \mathbb{N}} \subseteq L^p(I, X) \cap_j L^\infty(I, Y)\) from (2.4)–(2.6) and
\[\mathcal{A}u_n \xrightarrow{n \to \infty} u^* \quad \text{in } (L^p(I, X))^*,\]
\[
\limsup_{n \to \infty} \langle \mathcal{A}u_n, u_n \rangle_{L^p(I, X)} \leq \langle u^*, u \rangle_{L^p(I, X)},
\]

it follows that \(\mathcal{A}u = u^* \) in \((L^p(I, X))^*\).

**Definition 2.10 (Bochner coercivity)** Let \((X,Y,j)\) be an evolution triple, \(I := (0,T)\), \(T < \infty\), and \(p \in (1,\infty)\). Then, an operator \(\mathcal{A} : L^p(I, X) \cap_j L^\infty(I, Y) \to (L^p(I, X))^*\) is said to be

(i) **Bochner coercive with respect to** \(u^* \in (L^p(I, X))^*\) and \(u_0 \in Y\), if there exists a constant \(M := M(u^*, u_0, \mathcal{A}) > 0\), such that for every \(u \in L^p(I, X) \cap_j L^\infty(I, Y)\) from
\[
\frac{1}{2} \langle \langle (ju)(t) \rangle_{Y} \rangle_{2} + \langle \mathcal{A}u - u^*, u \chi_{[0,t]} \rangle_{L^p(I, X)} \leq \frac{1}{2} \|u_0\|_{Y} \quad \text{for a.e. } t \in I,
\]

it follows that \(\|u\|_{L^p(I, X) \cap_j L^\infty(I, Y)} \leq M\).

(ii) **Bochner coercive**, if it is Bochner coercive with respect to all \(u^* \in (L^p(I, X))^*\) and \(u_0 \in Y\).

**Theorem 2.11** Let \((X,Y,j)\) be an evolution triple, \(I := (0,T)\), \(T < \infty\), and \(p \in (1,\infty)\). Moreover, let \(\mathcal{A} : L^p(I, X) \cap L^\infty(I, Y) \to (L^p(I, X))^*\) be bounded, Bochner coercive with respect to \(u^* \in (L^p(I, X))^*\) and \(u_0 \in Y\), and satisfying the Bochner condition (M). Then, there exists a solution \(u \in W_{c}^{1,p^*}(I, X, X^*)\) of the evolution equation
\[
\frac{du}{dt} + \mathcal{A}u = u^* \quad \text{in } (L^p(I, X))^*,
\]
\[\langle ju(0) \rangle_{Y} = u_0 \quad \text{in } Y.
\]
Here, the initial condition has to be understood in the sense of the unique continuous representation \(j_{*}u \in C^0(T,Y)\) (cf. Proposition 2.2 (i)).

**Proof** Follows from [25, Theorem 6.1], where the assertion is proved, using the even more general notions \(C^0\)–Bochner coercivity and \(C^0\)–Bochner condition (M). \(\square\)
2.3 Variable exponent spaces an their basic properties

In this section we summarize all essential information concerning variable exponent Lebesgue and Sobolev spaces, which will find use in the hereinafter analysis. These spaces has already been studied by Hudzík [23], Musielak [35], Kováčik, Rákosník [28], Růžička [40] and many others. For an extensive presentation, including all results of this section, we want to refer to [28,11,10].

Let $G \subseteq \mathbb{R}^n$, $n \in \mathbb{N}$, be a measurable set and $p : G \to [1, +\infty)$ a measurable function. Then, $p$ will be called a variable exponent and we define $P(G)$ to be the set of all variable exponents. Furthermore, we define the limit exponents $p^- := \operatorname{essinf}_{x \in G} p(x)$ and $p^+ := \operatorname{esssup}_{x \in G} p(x)$ as well as the set of bounded variable exponents $\mathcal{P}^\infty(G) := \{ p \in P(G) \mid p^+ < \infty \}$.

For $p \in \mathcal{P}^\infty(G)$, the variable exponent Lebesgue space $L^{p(\cdot)}(G)$ consists of all measurable functions $f : G \to \mathbb{R}$ for which the modular $P_{p(\cdot)}(f) := \int_G |f(x)|^{p(x)} \, dx$ is finite. The so-called Luxemburg norm $\|f\|_{L^{p(\cdot)}(G)} := \inf\{ \lambda > 0 \mid P_{\lambda^{-1}p(\cdot)}(f) \leq 1 \}$ turns $L^{p(\cdot)}(G)$ into a Banach space.

For $p \in \mathcal{P}^\infty(G)$ with $p^- > 1$, $p^+ \in \mathcal{P}^\infty(G)$ is defined via $p'(x) := \frac{p(x)}{p(x)+1}$ for almost every $x \in G$.

We make frequent use of Hölder’s inequality

\[
\|g f\|_{L^{1}(G)} \leq 2 \|g\|_{p'(\cdot)} \|f\|_{p(\cdot)},
\]

valid for every $g \in L^{p'(\cdot)}(G)$ and $f \in L^{p(\cdot)}(G)$. In particular, (2.12) ensures the well-definedness of the product $(\cdot, \cdot)_{L^{p(\cdot)}(G)} : L^{p(\cdot)}(G) \times L^{p(\cdot)}(G) \to \mathbb{R}$, for every $g \in L^{p'(\cdot)}(G)$ and $f \in L^{p(\cdot)}(G)$ given via

\[
(g,f)_{L^{p(\cdot)}(G)} := \int_G g(x)f(x) \, dx.
\]

The products $(\cdot, \cdot)_{L^{p(\cdot)}(G)^n}$ and $(\cdot, \cdot)_{L^{p(\cdot)}(G)^n \times \mathbb{R}^n}$ are defined accordingly.

For a bounded set $G \subseteq \mathbb{R}^n$, $n \in \mathbb{N}$, and $p,q \in \mathcal{P}^\infty(G)$, satisfying $q \leq p$ almost everywhere in $G$, every function $f \in L^{p(\cdot)}(G)$ also satisfies $f \in L^{q(\cdot)}(G)$ with

\[
\|f\|_{L^{q(\cdot)}(G)} \leq 2(1+|G|)\|f\|_{L^{p(\cdot)}(G)},
\]

for an open set $G \subseteq \mathbb{R}^n$, $n \in \mathbb{N}$, and $q,p \in \mathcal{P}^\infty(G)$, we define the variable exponent Sobolev spaces

\[
\dot{X}_Q^{p(\cdot)}(G) := \{ f \in \mathcal{L}^{p(\cdot)}(G) \mid \nabla f \in \mathcal{L}^{p(\cdot)}(G)^n \},
\]

\[
\dot{X}_Q^{p(\cdot)}(G) := \{ f \in \mathcal{L}^{p(\cdot)}(G)^n \mid \varepsilon(f) \in \mathcal{L}^{p(\cdot)}(G) \},
\]

where $\nabla f$ and $\varepsilon(f)$ have to be understood in a distributional sense. $\dot{X}_Q^{p(\cdot)}(G)$ and $\dot{X}_Q^{p(\cdot)}(G)$ form Banach spaces (cf. [26, Proposition 2.13]), if equipped with the norms

\[
\| \nabla \|_{\dot{X}_Q^{p(\cdot)}(G)} := \| \nabla \|_{L^{p(\cdot)}(G)^n},
\]

\[
\| \varepsilon \|_{\dot{X}_Q^{p(\cdot)}(G)} := \| \varepsilon \|_{L^{p(\cdot)}(G)\mathbb{R}^n},
\]

respectively. We define $X_0^{p(\cdot)}(G)$ and $X_0^{p(\cdot)}(G)$ to be the closures of $C_0^\infty(G)$ and $C_0^\infty(G)^n$ with respect to the norms $\| \nabla \|_{\dot{X}_Q^{p(\cdot)}(G)}$ and $\| \varepsilon \|_{\dot{X}_Q^{p(\cdot)}(G)}$, respectively.

We say that a bounded exponent $p \in \mathcal{P}^\infty(G)$ is locally log–Hölder continuous, if there is a constant $c_1 > 0$, such that for all $x, y \in G$

\[
|p(x) - p(y)| \leq \frac{c_1}{\log(e + 1/|x - y|)}.
\]

We say that $p \in \mathcal{P}^\infty(G)$ satisfies the log–Hölder decay condition, if there exist constant $c_2 > 0$ and $p_\infty \in \mathbb{R}$, such that for all $x \in G$

\[
|p(x) - p_\infty| \leq \frac{c_2}{\log(e + 1/|x|)}.
\]
We define the $p$-Hölder continuous on $G$, if it is locally $p$-Hölder continuous and satisfies the $p$-Hölder decay condition. Moreover, we denote by $\mathcal{P}^{\log}(G)$ the set of all globally $p$-Hölder continuous variable exponents on $G$.

One pleasant property of globally log–$p$-Hölder continuous exponents is their ability to admit extensions to the whole space $\mathbb{R}^n$, $n \in \mathbb{N}$, having similar characteristics.

**Proposition 2.14** Let $G \subseteq \mathbb{R}^n$, $n \in \mathbb{N}$, be a domain. If $p \in \mathcal{P}^{\log}(G)$, then it admits an extension $\overline{p} \in \mathcal{P}^{\log}(\mathbb{R}^n)$, i.e., $\overline{p} = p$ in $G$, satisfying $\overline{p}^- = p^-$ and $\overline{p}^+ = p^+$.

A similar extension result holds for continuous exponents on closed sets, see e.g. [26, Prop. 3.1].

**Proposition 2.15** Let $G \subseteq \mathbb{R}^n$, $n \in \mathbb{N}$, be closed. If $p \in \mathcal{P}^\infty(G) \cap C^0(G)$, then it admits an extension $\overline{p} \in \mathcal{P}^\infty(\mathbb{R}^n) \cap C^0(\mathbb{R}^n)$, i.e., $\overline{p} = p$ in $G$, satisfying $\overline{p}^- = p^-$ and $\overline{p}^+ = p^+$.

### 3 Variable exponent Bochner–Lebesgue spaces

In this section we recall and discuss properties of variable exponent Bochner–Lebesgue spaces with a symmetric gradient structure, the appropriate substitute of usual Bochner–Lebesgue spaces for the treatment of unsteady problems in variable exponent spaces governed by the symmetric part of the gradient, such as the model problem (1.1). Variable exponent Bochner–Lebesgue spaces incorporating only the symmetric part of the gradient have already been introduced and thoroughly examined in [26].

Throughout the entire section, if nothing else is stated, let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded domain, $I := (0, T)$, $T < \infty$, $Q_T := I \times \Omega$, and $q, p \in \mathcal{P}^\infty(Q_T)$.

**Definition 3.1 (Time slice spaces)** We define for almost every $t \in I$, the time slice spaces

$$X^{q,p}_\xi(t) := X^{q(t), p(t)}(\Omega).$$

Furthermore, we define the limiting time slice spaces

$$X^{q,p}_\xi := X^{q^+, p^+}_\xi(\Omega), \quad X^{-q,p}_\xi := X^{-q^-, p^-}_\xi(\Omega).$$

**Definition 3.2** We define the variable exponent Bochner–Lebesgue space

$$\mathcal{X}^{q,p}_\xi(Q_T) := \left\{ u \in L^{q(\cdot), p(\cdot)}(Q_T)^d | \varepsilon(u) \in L^{q(\cdot), p(\cdot)}(Q_T, \mathcal{M}^{d \times d}_\text{sym}), u(t) \in X^{q,p}_\xi(t) \text{ for a.e. } t \in I \right\}.$$

Furthermore, we define the limiting Bochner–Lebesgue spaces

$$\mathcal{X}^{q,p}_\xi(Q_T) := L^{\max(q^+, p^+)}(I, X^{q,p}_\xi), \quad \mathcal{X}^{q,p}_\xi(Q_T) := L^{\max(q^-, p^-)}(I, X^{q,p}_\xi).$$

**Proposition 3.3** The space $\mathcal{X}^{q,p}_\xi(Q_T)$ forms a separable Banach space, if equipped with the norm

$$\| \cdot \|_{\mathcal{X}^{q,p}_\xi(Q_T)} := \| \cdot \|_{L^{q(\cdot), p(\cdot)}(Q_T)^d} + \| \varepsilon(\cdot) \|_{L^{q(\cdot), p(\cdot)}(Q_T)^d \times d}.$$

If $q^-, p^- > 1$, then $\mathcal{X}^{q,p}_\xi(Q_T)$ is additionally reflexive.

**Proof** See [26, Proposition 4.6 & Proposition 4.12].

**Corollary 3.4** Let $(u_n)_{n \in \mathbb{N}} \subseteq \mathcal{X}^{q,p}_\xi(Q_T)$ be a sequence, such that $u_n \to u$ in $\mathcal{X}^{q,p}_\xi(Q_T)$ ($n \to \infty$).

Then, there exists a subsequence $(u_{n_k})_{k \in \mathbb{N}} \subseteq \mathcal{X}^{q,p}_\xi(Q_T)$, with $A \subseteq \mathbb{N}$, such that $u_{n_k} \to u(t)$ in $X^{q,p}_\xi(t)$ ($A \ni n \to \infty$) for almost every $t \in I$.

**Proof** See [26, Corollary 4.11].

Under additional assumptions on the regularity of the domain and the continuity of the variable exponents, the space $C^0_0(Q_T)^d := \{ \phi \in C^\infty(Q_T)^d | \text{supp}(\phi) \subseteq Q_T \}$ lies densely in $\mathcal{X}^{q,p}_\xi(Q_T)$.

**Proposition 3.5** If $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, is a bounded Lipschitz domain and $q, p \in \mathcal{P}^{\log}(Q_T)$ with $q^-, p^- > 1$, then $C^\infty_0(Q_T)^d$ is dense in $\mathcal{X}^{q,p}_\xi(Q_T)$.

**Proof** See [26, Proposition 5.18].
We have the following characterization of duality in $\mathcal{X}_2^{q,p}(Q_T)$. 

**Proposition 3.6 (Characterization of $X_2^{q,p}(Q_T^*)$)** Let $q, p \in \mathcal{P}^\infty(Q_T)$ with $q^-, p^- > 1$. Then, the operator $\mathcal{J}_e : L^{q'}(\cdot)(Q_T) \times L^{p'}(\cdot)(Q_T, M_{\text{sym}}^{d \times d}) \to \mathcal{X}_2^{q,p}(Q_T)^*$, given via 

$$
\langle \mathcal{J}_e(f, F), u \rangle_{\mathcal{X}_2^{q,p}(Q_T)^*} := (f, u)_{L^{q'}(\cdot)(Q_T)^d} + (F, e(u))_{L^{p'}(\cdot)(Q_T, M_{\text{sym}}^{d \times d})},
$$

for every $f \in L^{q'}(\cdot)(Q_T)^d$, $F \in L^{p'}(\cdot)(Q_T, M_{\text{sym}}^{d \times d})$ and $u \in \mathcal{X}_2^{q,p}(Q_T)$, is well-defined, linear, Lipschitz continuous with constant $2$ and surjective.

**Proof** See [26, Proposition 4.13].

In the same manner, we can characterize the dual space of $X_2^{q,-}(\Omega)$. 

**Corollary 3.7 (Characterization of $X_2^{q,-}(\Omega)^*$)** Let $q, p \in \mathcal{P}^\infty(\Omega)$ with $q^-, p^- > 1$ and $X_2^{q,p} := X_2^{q,-}(\Omega)^*$. Then, the operator $\mathcal{J}_e : L^{q'}(\cdot)(\Omega)^d \times L^{p'}(\cdot)(\Omega, M_{\text{sym}}^{d \times d}) \to (X_2^{q,p})^*$, given via 

$$
\langle \mathcal{J}_e(f, F), u \rangle_{X_2^{q,p}(\Omega)^*} := (f, u)_{L^{q'}(\cdot)(\Omega)^d} + (F, e(u))_{L^{p'}(\cdot)(\Omega, M_{\text{sym}}^{d \times d})},
$$

for every $f \in L^{q'}(\cdot)(\Omega)^d$, $F \in L^{p'}(\cdot)(\Omega, M_{\text{sym}}^{d \times d})$ and $u \in X_2^{q,p}$, is well-defined, linear, Lipschitz continuous with constant $2$ and surjective. In addition, $X_2^{q,p}$ is reflexive.

**Proof** See [26, Corollary 4.17].

Proposition 3.6 and Corollary 3.7 enable us to give a well-posed definition of a time evaluation for functionals in $\mathcal{X}_2^{q,p}(Q_T)^*$. 

**Remark 3.8 (Time slices of functionals $u^* \in \mathcal{X}_2^{q,p}(Q_T)^*$)** Let $q, p \in \mathcal{P}^\infty(Q_T)$ with $q^-, p^- > 1$. 

(i) On the basis of Corollary 3.7, there holds for every $f \in L^{q'}(\cdot)(Q_T)^d$, $F \in L^{p'}(\cdot)(Q_T, M_{\text{sym}}^{d \times d})$ and $u \in \mathcal{X}_2^{q,p}(Q_T)$ that $(t \mapsto \langle \mathcal{J}_e(f(t), F(t)), u(t) \rangle_{X_2^{q,p}(\Omega)}) \in L^1(I)$. More precisely, we have 

$$
\langle \mathcal{J}_e(f, F), u \rangle_{\mathcal{X}_2^{q,p}(Q_T)} = \int_I \langle \mathcal{J}_e(f(t), F(t)), u(t) \rangle_{X_2^{q,p}(\Omega)} dt. \quad (3.9)
$$

(ii) According to Proposition 3.6, for every functional $u^* \in \mathcal{X}_2^{q,p}(Q_T)^*$, there exist functions $f \in L^{q'}(\cdot)(Q_T)^d$ and $F \in L^{p'}(\cdot)(Q_T, M_{\text{sym}}^{d \times d})$, such that $u^* = \mathcal{J}_e(f, F)$ in $\mathcal{X}_2^{q,p}(Q_T)^*$. Therefore, we define 

$$
u^*(t) := \mathcal{J}_e(f(t), F(t)) \text{ in } X_2^{q,p}(t) \text{ for a.e. } t \in I. \quad (3.10)
$$

This definition is independent of the choice of $f \in L^{q'}(\cdot)(Q_T)^d$ and $F \in L^{p'}(\cdot)(Q_T, M_{\text{sym}}^{d \times d})$ with $u^* = \mathcal{J}_e(f, F)$ in $\mathcal{X}_2^{q,p}(Q_T)^*$ (cf. [26, Remark 4.18]).

4 Generalized time derivative and formula of integration by parts

Since the introduction of variable exponent Bochner–Lebesgue spaces was driven by the inability of usual Bochner–Lebesgue spaces to properly encode unsteady problems with variable exponent structure, such as the model problem (1.1), the notion of generalized time derivative from Definition 2.1, which lives in Bochner–Lebesgue spaces, is likewise inadequate for the treatment of problems of this nature. Therefore, we next introduce variable exponent Bochner–Sobolev spaces with a symmetric gradient structure, the appropriate substitute of customary Bochner–Sobolev spaces (cf. Definition 2.1) for treatment of unsteady problems in variable exponents spaces governed by the symmetric part of the gradient.

In what follows, let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded Lipschitz domain, $I := (0, T)$, $T < \infty$, $Q_T := I \times \Omega$ and $q, p \in \mathcal{P}^{\text{pos}}(Q_T)$ with $q^-, p^- > 1$, such that $X_2^{q,p} \hookrightarrow Y := L^2(\Omega)^d$, e.g., if $p^- \geq \frac{2d}{d+2}$ or simply $q^-, p^- \geq 2$. 


Definition 4.1 A function $u \in X_{x}^{q,p}(Q_T)$ possesses a \textbf{generalized time derivative in $X_{x}^{q,p}(Q_T)^*$}, if there exists a functional $u^* \in X_{x}^{q,p}(Q_T)^*$, such that for every $\phi \in C^0_c(Q_T)^d$ it holds
\begin{equation}
- \int_I (u(t), \partial_t \phi(t))_Y dt = (u^*, \phi)_{X_{x}^{q,p}(Q_T)}.
\end{equation}
In this case, we define $\frac{du}{dt} := u^*$ in $X_{x}^{q,p}(Q_T)^*$.

Remark 4.3 The generalized time derivative in the sense of Definition 4.1 is unique, and thus well-defined (cf. [26, Lemma 6.3]).

Remark 4.4 Denote by $D'(Q_T)^d$ the space of vector-valued distributions, i.e., the topological dual space of the locally convex Hausdorff vector space $C^0_c(Q_T)^d$ (cf. [18, Kap. II, 4.]). Then, the generalized time derivative $\frac{d}{dt}$ from Definition 4.1 is related to the distributional time derivative $\partial_t$ in the following sense. If $u \in X_{x}^{q,p}(Q_T)$ has a generalized time derivative $\frac{du}{dt} \in X_{x}^{q,p}(Q_T)^*$, then Proposition 3.6 provides functions $f \in L^{q'}(Q_T)^d$ and $F \in L^{p'}(Q_T, M_{sym})$, such that $\frac{du}{dt} = J_u(f, F)$ in $X_{x}^{q,p}(Q_T)^*$. Thus, we easily derive from (4.2) that $\partial_t u = f - \text{div}(F)$ in $D'(Q_T)^d$.

Definition 4.5 We define the \textbf{variable exponent Bochner–Sobolev space}
\begin{equation} \mathcal{W}^{q,p}_x(Q_T) := \left\{ u \in X^{q,p}_x(Q_T) \mid \exists \frac{du}{dt} \in X_{x}^{q,p}(Q_T)^* \right\}. \end{equation}

Proposition 4.6 The space $\mathcal{W}^{q,p}_x(Q_T)$ forms a separable, reflexive Banach space, if equipped with the norm
\begin{equation} \| \cdot \|_{\mathcal{W}^{q,p}_x(Q_T)} := \| \cdot \|_{X^{q,p}_x(Q_T)} + \left\| \frac{d}{dt} \right\|_{X_{x}^{q,p}(Q_T)^*}. \end{equation}

Proof See [26, Proposition 6.5].

We have the following equivalent characterization of $\mathcal{W}^{q,p}_x(Q_T)$.

Proposition 4.7 Let $u \in X^{q,p}_x(Q_T)$ be a function and $u^* \in X_{x}^{q,p}(Q_T)^*$ a functional. Then, the following statements are equivalent:
(i) $u \in \mathcal{W}^{q,p}_x(Q_T)$ with $\frac{du}{dt} = u^*$ in $X_{x}^{q,p}(Q_T)^*$.
(ii) For every $v \in X^{q,p}_x$ and $\varphi \in C^0_c(I)$ there holds
\begin{equation}
- \int_I (u(t), v)_Y \varphi'(t) dt = \int_I (u^*(t), v)_{X_{x}^{q,p}(t)} \varphi(t) dt.
\end{equation}

Proof See [26, Proposition 6.8].

The notion of generalized time derivative from Definition 4.1 admits an appropriate analogue of Proposition 2.2 in the framework of $\mathcal{W}^{q,p}_x(Q_T)$.

Proposition 4.8 Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded Lipschitz domain and $q, p \in \mathcal{P}^{\text{log}}(Q_T)$ with $q^-, p^- > 1$, such that $X_{x}^{q,p} \to Y$. Moreover, let $Y^0(Q_T) := C^0(I, Y)$. Then, it holds:
(i) Each function $u \in \mathcal{W}^{q,p}_x(Q_T)$ (defined almost everywhere) possesses a unique representation $u_\epsilon \in Y^0(Q_T)$, and the resulting mapping $(\cdot)_\epsilon : \mathcal{W}^{q,p}_x(Q_T) \to Y^0(Q_T)$ is an embedding.
(ii) For every $u, v \in \mathcal{W}^{q,p}_x(Q_T)$ and $t, t' \in I$ with $t' \leq t$ there holds
\begin{equation}
\int_{t'}^t \left\langle \frac{du}{dt}(s), v(s) \right\rangle_{X^{q,p}_x(s)} ds = \left[ (u_\epsilon(s), v_\epsilon(s))_{Y^0} \right]_{s=t'}^{s=t} - \int_{t'}^t \left\langle \frac{dv}{dt}(s), u(s) \right\rangle_{X^{q,p}_x(s)} ds.
\end{equation}

Proof See [26, Proposition 6.24].
5 Embedding theorems

This section is concerned with the proof of fundamental embedding and compactness theorems for variable exponent Bochner–Lebesgue spaces with a symmetric gradient structure. In order to get an appreciation, where the difficulties of a proof of such embedding theorems are hidden in, let us resurvey Poincaré’s inequality in the context of variable exponent spaces.

Proposition 5.1 (Poincaré’s inequality) Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded domain and $p \in P^\infty(\Omega) \cap C^0(\Omega)$. Then, there exists a constant $c > 0$, such that for every $u \in X^{p,1}_\nabla(\Omega)^d$

$$\|u\|_{L^p(\Omega)^d} \leq c\|\nabla u\|_{L^p(\Omega)^d \times \mathbb{R}^d}.$$  

**Proof** See [28, Theorem 3.10] or [11, Theorem 8.2.18.].

Proposition 5.1 can be interpreted as a minimal embedding result, as it also states that every function $u \in X^{1,p(\cdot)}_\nabla(\Omega)^d$ also satisfies $u \in X^{p(\cdot),1}_\nabla(\Omega)^d$, i.e., we additionally have $u \in L^{p(\cdot)}(\Omega)^d$. This straightforwardly follows from Proposition 5.1 and the density of $C^\infty_c(\Omega)^d$ in $X^{p(\cdot),1}_\nabla(\Omega)^d$. In the case of a constant exponent $p \in (1, \infty)$, Proposition 5.1 yields for $u \in L^1(I, X^{p(\cdot)}(\Omega)^d)$ with $\nabla u \in L^p(Q_T)^d \times \mathbb{R}^d$ that $u \in L^p(I, W^{1,p}_0(\Omega)^d)$, i.e., $u \in L^p(I, W^{1,p}_0(\Omega)^d)$. Moreover, Proposition 5.1 guarantees that the gradient norm $\|\nabla \cdot \|_{L^{p(\cdot)}(\Omega)^d \times \mathbb{R}^d}$, and if additionally $p \in P^{\log}(\Omega)$ with $p^{-1} > 1$, by virtue of Korn’s inequality (cf. [12, Thm. 5.5]), also $\|\varepsilon(\cdot)\|_{L^{p(\cdot)}(\Omega)^d \times \mathbb{R}^d}$, defines an equivalent norm on $X^{p(\cdot),1}_\nabla(\Omega)^d$. Our purpose is to gain an analogue of Proposition 5.1 for variable exponent Bochner–Lebesgue spaces. In this context, we introduce for $p \in P^\infty(Q_T)$ the special space

$$X^{p,\cdot}_\nabla(Q_T) := X^{p,\cdot}_\nabla(Q_T).$$  

If in addition $p^{-1} > 1$, then by means of Poincaré’s and Korn’s inequality with respect to the constant exponent $p^{-1} \in (1, \infty)$ and (2.13), we obtain for every $u \in X^{p,\cdot}_\nabla(Q_T)$ the inequality

$$\|u\|_{L^{p^{-1}}(Q_T)^d} \leq c_{p^{-1}} \|\varepsilon(u)\|_{L^{p^{-1}}(Q_T)^d \times \mathbb{R}^d} \leq c_{p^{-1}} \|\nabla u\|_{L^{p^{-1}}(Q_T)^d \times \mathbb{R}^d},$$

i.e., $\|\varepsilon(\cdot)\|_{L^{p^{-1}}(Q_T)^d \times \mathbb{R}^d}$ defines an equivalent norm on $X^{p,\cdot}_\nabla(Q_T)$. We emphasize that inequality (5.3) already resembles an analogue of Proposition 5.1 for variable exponent Bochner–Lebesgue spaces, though it is much weaker, as we actually desire an inequality of type (5.3) in which the constant exponent $p^{-1} \in (1, \infty)$ is replaced by the variable exponent $p \in P^{\log}(Q_T)$, i.e., the embedding $X^{p,\cdot}_\nabla(Q_T) \hookrightarrow L^{p(\cdot)}(Q_T)^d$. Regrettably, we cannot hope for such an inequality, even if the variable exponent is smooth and not depending on time.

Remark 5.4 (Invalidity of Poincaré’s inequality on $X^{p,\cdot}_\nabla(Q_T)$) Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be an arbitrary bounded domain and $I := (0,T)$, $T < \infty$, and $Q_T := I \times \Omega$. Moreover, let

$$\mathcal{F}_{\text{Poin}} := \{ (u, \nabla u) \perp u \in C^\infty_0(\Omega)^d \} \subseteq C^\infty_0(\Omega)^d \times C^\infty_0(\Omega)^d \times \mathbb{R}^d.$$

Let $u \in C^\infty_0(\Omega)^d$ with $u \equiv a$ in $G$, where $G \subset \subset \Omega$ is a domain and $a \in \mathbb{R}^d \setminus \{0\}$. Then, we have $(u, \nabla u) \in \mathcal{F}_{\text{Poin}}$ with $\nabla u \neq 0$ and $\text{int}(\text{supp}(u)) \cap \text{supp}(\nabla u) \neq \emptyset$. In consequence, according to [26, Proposition 4.4], there exists an exponent $p \in C^\infty(\mathbb{R}^d)$ with $p^{-1} > 1$, which does not admit a constant $c > 0$, such that for every $\phi \in C^\infty_0(\mathbb{R}^d)^d$ there holds

$$\|\phi\|_{L^{p^{-1}}(Q_T)^d} \leq c\|\nabla \phi\|_{L^{p^{-1}}(Q_T)^d \times \mathbb{R}^d}.$$ 

In addition, [26, Proposition 4.4] provides for every $\varphi \in L^{p^{-1}}(I)^d \setminus L^{p^{-1}}(I)$ that $\varphi u \in L^{p^{-1}}(Q_T)^d$ and $\varphi \nabla u \in L^{p^{-1}}(Q_T)^d \times \mathbb{R}^d$, but $\varphi u \notin L^{p^{-1}}(Q_T)^d$, i.e., we have $\varphi u \in X^{p,\cdot}_\nabla(Q_T) \setminus L^{p^{-1}}(Q_T)^d$. Therefore, we have $X^{p,\cdot}_\nabla(Q_T) \not\subseteq L^{p^{-1}}(Q_T)^d$.

The situation is illustrated in Figure 1 for $\Omega = B^2_{3,5}(0)$, $G = B^2_{0,5}(0)$, $u = \eta_n \in C^\infty_0(\Omega)^2$, where $a = e_1 = (1,0)^T \in \mathbb{R}^2$ and $\eta = \chi_{B^2_{0,5}(0)} \ast \omega_\varepsilon \in C^\infty_0(\Omega)$ for $\varepsilon = 0.4$. Here, $\omega_\varepsilon \in C^\infty_0(B^2_{0,5}(0))$ denotes the scaled standard mollifier, which is for every $x \in \mathbb{R}^2$ given via $\omega_\varepsilon(x) := \frac{1}{\varepsilon^2} \omega\left(\frac{x}{\varepsilon}\right)$, where $\omega(x) := \exp\left(\frac{-1}{|x|^2}\right)$, if $x \in B^2_1(0)$, and $\omega(x) := 0$, if $x \in B^2_1(0)^c$. 


where $\Omega$ is a bounded domain, see \cite{[17],[36],[37]}.

A time derivative usually provides some additional regularity in time. In fact, one can expect a solution to lie additionally in the space

$$
\mathcal{Y}^0(\Omega) := C^0(\bar{\Omega}, Y)
$$

or at least

$$
\mathcal{Y}^\infty(\Omega) := L^\infty(I, Y),
$$

where $\Omega := L^2(\Omega)^d$. Taking into account this additional regularity beforehand, we will manage to gain an embedding result, which provides the desired extension of Proposition 5.1 to the framework of variable exponent Bochner–Lebesgue spaces. An essential tool for the incorporation of the additional $\mathcal{Y}^\infty(Q_T)$ information is the following Gagliardo–Nirenberg interpolation inequality.

**Lemma 5.6 (Gagliardo–Nirenberg interpolation inequality)** Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded Lipschitz domain and $s, r \in [1, \infty]$. Then, for every $u \in L^s(\Omega)^d$ with $\nabla u \in L^r(\Omega)^d$ it holds $u \in L^q(\Omega)^d$ with

$$
\|u\|_{L^q(\Omega)^d} \leq c_1\|\nabla u\|_{L^r(\Omega)^d}^\theta\|u\|_{L^s(\Omega)^d}^{1-\theta},
$$

where $c_1 = c_1(s, r, \Omega)$, $c_2 = c_2(s, r, \Omega) > 0$ and $rac{1}{r} = \theta(\frac{1}{r} - \frac{1}{q}) + (1-\theta)\frac{1}{s}$ for every $\theta \in [0,1]$, unless $1 < r < \infty$ and $1 - \frac{d}{r} \in \mathbb{N} \cup \{0\}$, in which (5.7) only holds for $\theta < 1$.

**Proof** See \cite{[17],[36],[37]}. \qed

Because the Gagliardo–Nirenberg interpolation inequality only takes the full gradient into account, but we have solely control over the symmetric part of the gradient, we need to switch locally from the full gradient to the symmetric gradient via Korn’s second inequality.

**Lemma 5.8 (Korn’s second inequality)** Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded Lipschitz domain and $s \in (1, \infty)$. Then, there exists a constant $c > 0$, such that for every $u \in L^s(\Omega)^d$ with $\varepsilon(u) \in L^s(\Omega)^{d \times d}$ it holds $u \in W^{1,s}(\Omega)^d$ with

$$
\|u\|_{W^{1,s}(\Omega)^d} \leq c\left(\|u\|_{L^s(\Omega)^d} + \|\varepsilon(u)\|_{L^s(\Omega)^{d \times d}}\right).
$$

**Proof** See \cite{[16],[33],[13],[11],[11],[14],[23]}. \qed

By means of Lemma 5.6 and Lemma 5.8 we are able to prove the main result of this section.

**Proposition 5.9 (Poincaré’s inequality for $\mathcal{X}^{2,p}_\varepsilon(Q_T) \cap \mathcal{Y}^\infty(Q_T)$)** Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded domain, $I := (0, T)$, $T < \infty$, $Q_T := I \times \Omega$ and $p \in C^0(Q_T)$ with $p^+ > 1$. Then, there exists a constant $c > 0$, such that for every $u \in \mathcal{X}^{2,p}_\varepsilon(Q_T) \cap \mathcal{Y}^\infty(Q_T)$ it holds $u \in L^{p(\cdot)}(Q_T)^d$ with

$$
\|u\|_{L^{p(\cdot)}(Q_T)^d} \leq c\left(\|\varepsilon(u)\|_{L^{p(\cdot)}(Q_T)^{d \times d}} + \|u\|_{\mathcal{Y}^\infty(Q_T)}\right),
$$

i.e., there holds the embedding $\mathcal{X}^{2,p}_\varepsilon(Q_T) \cap \mathcal{Y}^\infty(Q_T) \hookrightarrow L^{p(\cdot)}(Q_T)^d$. \}

**Fig. 1:** Plots of $|u| = \eta \in C^\infty_{\gamma}(\bar{\Omega})$ (blue/left), $|\nabla u| = |\nabla \eta| \in C^\infty_{\gamma}(\bar{\Omega})$ (red/middle) and $p \in C^\infty(\bar{\Omega})$ (green/right) constructed according to \cite[Proposition 4.4]{[26]} for $d = 2$, $p^- = 1.1$ and $p^+ = 2$. 
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More precisely, Proposition 5.9 is basically a consequence of the following stronger lemma.

**Lemma 5.11** Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded domain, $I := (0,T)$, $T < \infty$, $Q_T := I \times \Omega$ and $p \in C^0(\overline{Q_T})$ with $p^- > 1$. Then, exist constants $c := c(p,\Omega,I), \gamma := \gamma(p,\Omega,I) > 0$ (both not depending on $t \in I$), such that for every $t \in I$ and $u \in X^2_2(p)(t)$ it holds $u \in L^{p(t,\cdot)}(\Omega)^d$ with

$$
\rho_{p(t,\cdot)}(u) \leq c [1 + \rho_{p(t,\cdot)}(\varepsilon(u)) + \|u\|_{Y}].
$$

(5.12)

**Proof** We split the proof into two main steps.

**Step 1**: Let $\overline{u} \in C^0(\overline{Q_0})$ be an extension of $p \in C^0(\overline{Q_T})$ with $p^- \leq p^+ \in \mathbb{R}$ (cf. Proposition 2.15). We construct a finite open covering of $\overline{Q_T}$ by cylinders $(Q_{ij})_{i,j=1,...,m}$, $m \in \mathbb{N}$, where $Q_{ij} = I_i \times B_j$ for open intervals $I_i$, $i = 1,...,m$, and open balls $B_j$, $j = 1,...,m$, such that the local exponents $p_{ij}^+ := \sup_{(s,y)^\top \in Q_{ij}} \|p(s,y)\|$ and $p_{ij}^- := \inf_{(s,y)^\top \in Q_{ij}} \|p(s,y)\|$ satisfy

$$
p_{ij}^- < p_{ij}^+ \left(1 + \frac{2}{d}\right)
$$

(5.13)

Since $\overline{u} \in C^0(\overline{Q_0})$, i.e., $\overline{u} : \overline{Q_0} \rightarrow (1,\infty)$ is uniformly continuous, there exists a radius $\rho > 0$, such that for every $z := (t,x)^\top \in \overline{Q_0}$ the local exponents $p_z := \sup_{(s,y)^\top \in Q_T} \|p(s,y)\|$ and $p_z^- := \inf_{(s,y)^\top \in Q_T} \|p(s,y)\|$, where $Q_T := B_2^2(t)^\times B_2^0(x)$, satisfy $p_z^- < p_z^+ \left(1 + \frac{2}{d}\right)$. On the other hand, as $\mathcal{T}$ and $\mathcal{F}$ are compact, there exist finitely many $t_i \in \mathcal{T}$, $i = 1,...,m$, $m \in \mathbb{N}$, and $x_j \in \mathcal{F}$, $j = 1,...,m$, such that the intervals $I_i := B_2^2(t_i)$, $i = 1,...,m$, form an open covering of $\mathcal{T}$ and the balls $B_j = B_2^0(x_j)$, $j = 1,...,m$, form an open covering of $\mathcal{F}$. Putting all together, the cylinders $Q_{ij} := I_i \times B_j$, $i,j = 1,...,m$, form an open covering of $\overline{Q_T}$, such that the local exponents

$$
p_{ij} := \sup_{(s,y)^\top \in Q_{ij}} \|p(s,y)\|
$$

and $p_{ij}^- := \inf_{(s,y)^\top \in Q_{ij}} \|p(s,y)\|$ satisfy (5.13).

**Step 2**: We fix an arbitrary $t \in I$. Then, there exists some index $i = 1,...,m$, such that $t \in I_i$. Due to the density of $C^0_\infty(\mathcal{O})^d$ in $X^2_2(p)(t)$, it suffices to consider $u \in C^0_\infty(\mathcal{O})^d$. Let us fix an arbitrary ball $B_j$ from step 1 for some $j = 1,...,m$. There are two possibilities. First, we consider the case $p_{ij}^+ \leq 2$. Then, using that $d\overline{p}(t,x) \leq (1 + a)^2 \leq 2 + 2a^2$ for all $a \geq 0$ and $x \in B_j$, and $\|u\|_{L^2(B_j)^d} \leq \|u\|_Y$, we obtain

$$
\rho_{p(t,\cdot)}(u(x|_{B_j})) \leq 2|B_j| + 2\|u\|_{L^2(B_j)^d} \leq 2|\Omega| + 2\|u\|_Y^2.
$$

(5.14)

Next, assume that $p_{ij}^+ > 2$. Then, exploiting that $\overline{p}_{ij} > p_{ij}^+ \frac{d}{d + \rho} > \frac{2d}{d + \rho}$ (cf. (5.13)), i.e., $\frac{d(\overline{p}_{ij}^- - 2)}{d(\overline{p}_{ij}^- - 2) + 2p_{ij}^-} < \frac{\overline{p}_{ij}^-}{\overline{p}_{ij}^- - 2 + 2p_{ij}^-} \overline{p}_{ij}^- d(\overline{p}_{ij}^- - 2) + 2p_{ij}^-) \overline{p}_{ij}^- \leq 1$. (5.15)

By Gagliardo–Nirenberg’s interpolation inequality (cf. Lemma 5.6), because $\theta_{ij} < 1$ (cf. (5.15)), we obtain constants $c_{ij} = c_{ij}(p_{ij}^-,\Omega), \theta_{ij} := \theta_{ij}(p_{ij}^-,\Omega) > 0$, such that

$$
p_{p_{ij}^+}^{-}(u(x|_{B_j})) \leq c_{ij} \|u\|_{L^2(B_j)^d}^{1-\theta_{ij}} \|u\|_{L^2(B_j)^d}^{\theta_{ij}} + c_{ij} \|u\|_{L^2(B_j)^d}^{p_{ij}^+ - 2}. 
$$

(5.16)

Since $\partial B_j \in C^\infty_\infty$, Korn’s second inequality (cf. Lemma 5.8) yields a constant $c_{ij} = c_{ij}(p_{ij}^-,\Omega) > 0$, such that

$$
\|
abla u\|_{L^p(B_j)^d} \leq c_{ij} \left[\|u\|_{L^p(B_j)^d}^2 + \|\varepsilon(u)\|_{L^p(B_j)^d}^2 \right].
$$

(5.17)
By inserting (5.17) in (5.16), also using anew that \(\|u\|_{L^2(B_1^d)} \leq \|u\|_Y\), we gain
\[
\rho_{P_{ij}}^{+}(u\chi_{B_j}) \leq c_{ij}\left[\|u\|_{L^p_t(B_j^d)} + \|\epsilon(u)\|_{L_t^p(B_j^d)}\right]^{\theta_{ij}} + c_{ij}\|u\|^{p^+}_{Y}\gamma_{ij} + c_{ij}\|u\|^{p^+}_{Y}\gamma_{ij}.
\]
(5.18)

Since by construction \(p_i^{+}\gamma_{ij} < p_i^{+}\gamma\) (cf. (5.15)), we can apply the \(\varepsilon\)-Young inequality with respect to the exponent \(\rho_i := \frac{\rho_{ij}}{p_{ij}^{+}\gamma_{ij}} > 1\) with constant \(c_{ij}(\varepsilon) := \frac{c_{ij}\rho_{ij}}{p_{ij}^{+}\gamma_{ij}}\) for all \(\varepsilon > 0\) in (5.18). In doing so, using \((a + b)^{p_i^{+}} \leq 2^{p_i^{+}}(a^{p_i^{+}} + b^{p_i^{+}})\) and \(a^{p_i^{+}} \leq 2^{p_i^{+}}(1 + a^{p_i^{+}})\) for all \(a, b \geq 0\), we deduce
\[
\rho_{P_{ij}}^{+}(u\chi_{B_j}) \leq c_{ij}\varepsilon^{\theta_{ij}}\left[\|u\|_{L^p_t(B_j^d)} + \|\epsilon(u)\|_{L_t^p(B_j^d)}\right]^{\theta_{ij}} + c_{ij}\|u\|^{p^+}_{Y}\gamma_{ij} + c_{ij}\|u\|^{p^+}_{Y}\gamma_{ij}
\]
\[
\leq c_{ij}\varepsilon^{2\theta_{ij}}\left[\|u\|_{L^p_t(B_j^d)} + \|\epsilon(u)\|_{L_t^p(B_j^d)}\right] + c_{ij}\varepsilon\|u\|^{p^+}_{Y}\gamma_{ij} + c_{ij}\|u\|^{p^+}_{Y}\gamma_{ij}.
\]
(5.19)

We set \(c_0 := \max_{i,j=1,...,m} c_{ij}\) and \(c(\varepsilon) := \max_{i,j=1,...,m} c_{ij}(\varepsilon)\). Then, choosing \(\varepsilon := \frac{2^{2\theta_{ij} - 1} - c_0}{2}\) and absorbing \(c_{ij}\varepsilon^{2\theta_{ij}}(u\chi_{B_j}) \leq \tilde{\rho}_{P_{ij}}^{+}(u\chi_{B_j})\) in the left-hand side in (5.19), we infer from (5.19)
\[
\rho_{P_{ij}}^{+}(u\chi_{B_j}) \leq |\Omega| + \rho_{P_{ij}}^{+}(\epsilon(u)\chi_{B_j}) + 2c(\varepsilon)\|u\|^{p^+}_{Y}\gamma_{ij} + 2c_0\|u\|^{p^+}_{Y}\gamma_{ij}.
\]
(5.20)

If we set \(\gamma := \max_{i,j=1,...,m} \gamma_{ij}(1 - \theta_{ij})\rho_{ij}^{+} + \gamma_{ij}^{+}\) and use \(\rho_{ij}^{+}(1 - \theta_{ij})\rho_{ij}^{+} + \alpha\gamma_{ij}^{+} \leq 2^{\gamma + 1}(1 + \alpha\gamma)\) for \(\alpha \geq 0\), \(\rho_{p(t)}(u\chi_{B_j^\omega}) \leq 2^{\rho_{p(t)}(\Omega) + \rho_{p(t)}^{+}(u\chi_{B_j})}\), \(\rho_{p(t)}^{+}(\epsilon(u)\chi_{B_j}) \leq 2^{\rho_{p(t)}^{+}(\Omega) + \rho_{p(t)}^{+}(\epsilon(u)\chi_{B_j})}\) and \(\rho_{p(t)}^{+}(\epsilon(u)\chi_{B_j}) \leq \rho_{p(t)}^{+}(\epsilon(u))\) in (5.20), then we further deduce
\[
\rho_{P_{ij}}^{+}(u\chi_{B_j^\omega}) \leq 2^{\rho_{p(t)}^{+}(\Omega) + \rho_{P_{ij}}^{+}(u\chi_{B_j})} + 2\|\epsilon(u)\|_{L_t^{p(t)}(\Omega)} + 2c(\varepsilon)\|u\|^{p^+}_{Y}\gamma_{ij} + 2c_0\|u\|^{p^+}_{Y}\gamma_{ij}.
\]
(5.21)

Eventually, if we sum up the inequalities (5.14) and (5.21) with respect to \(j = 1,...,m\), then we conclude for every \(t \in I\) the desired inequality (5.12).

\[\Box\]

Proof (of Proposition 5.9) Let \(u \in X^{p(t)}_o(Q_T) \cap \mathcal{Y}^{\infty}(Q_T)\), i.e., we have \(u(t) \in X^{p(t)}_o(I)\) for almost every \(t \in I\). Therefore, Lemma 5.11 provides constants \(c, \gamma > 0\) (not depending on \(t \in I\), such that for almost every \(t \in I\) there holds \(u(t) \in L^{p(t)}(\Omega)^d\) with
\[
\rho_{p(t)}(u(t)) \leq c[1 + \rho_{p(t)}(\epsilon(u)(t)) + \|u(t)\|_Y].
\]
(5.22)

By the Fubini–Tonelli theorem (cf. [14, §2, Satz 2.1, (a)]) the function \((t \mapsto \rho_{p(t)}(u(t))): I \rightarrow \mathbb{R}_+\) is Lebesgue measurable. Moreover, due to (5.22) it has an \(L^1(I)\)-integrable majorant. Therefore, we have \((t \mapsto \rho_{p(t)}(u(t))) \in L^1(I)\) with
\[
\int_I \int_{\Omega} \|u(t,x)\|_{L^p(x)}\mathrm{d}x \mathrm{d}t = \int \rho_{p(t)}(u(t)) \mathrm{d}t \leq c[1 + \rho_{p(t)}(\epsilon(u)) + T\|u\|_{\mathcal{Y}^{\infty}(Q_T)}].
\]
(5.23)

The Fubini–Tonelli theorem (cf. [14, §2, Satz 2.1, (c)]) applied on (5.23) yields \(|u|^{p(t)} \in L^1(Q_T)\), i.e., \(u \in L^{p(t)}(Q_T)^d\) with \(\rho_{p(t)}(u) \leq c[1 + \rho_{p(t)}(\epsilon(u)) + T\|u\|_{\mathcal{Y}^{\infty}(Q_T)}]\). In other words, there holds the embedding \(X^{p(t)}_o(Q_T) \hookrightarrow \mathcal{Y}^{\infty}(Q_T) \hookrightarrow L^{p(t)}(Q_T)^d\). In particular, there exists a constant \(c > 0\), such that the inequality (5.10) holds, for which we also apply the inequality (5.3).

\[\Box\]

Proposition 5.9 can also be interpreted as a variable exponent version of the well-known parabolic interpolation inequality, which likewise exploits additional \(\mathcal{Y}^{\infty}(Q_T)\)-information to improve parabolic embedding results via interpolation arguments.
Definition 5.24 For $d \in \mathbb{N}$ and $p \in [1, \infty)$, the parabolic interpolation exponent is defined by

$$p_* := \begin{cases} \frac{p d + 2}{d} & \text{if } p < d \\ \frac{p}{2} & \text{if } p \geq d \end{cases} \in (1, \infty). \quad (5.25)$$

Proposition 5.26 (Parabolic interpolation inequality) Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded domain, $I := (0, T)$, $T < \infty$, $Q_T := I \times \Omega$ and $p \in (1, \infty)$ constant. If we have $p \neq d$, then for every $s \in [1, p_*]$ there exist constants $c = c(d, p, s, \Omega), \gamma = \gamma(d, p, s) > 0$, such that for every $u \in L^p(I, W^{1,p}_s(\Omega)) \cap L^\infty(I, L^2(\Omega))$ it holds $u \in L^s(Q_T)$ with

$$\|u\|^s_{L^s(Q_T)} \leq c\|u\|^p_{L^p(I, W^{1,p}_s(\Omega))}\|u\|^\gamma_{L^\infty(I, L^2(\Omega))}. \quad (5.27)$$

If we have $p = d$, then for every $s \in [1, p^*)$ there exist constants $c = c(d, p, \Omega), \gamma = \gamma(d, p, s) > 0$, such that (5.27) holds, unless $p = d = 2$, in which (5.27) holds for every $s \in [1, p^*)$. In addition, if $\partial \Omega \in C^1$, then all statements hold true with $W^{1,p}_0(\Omega)$ replaced by $W^{1,p}(\Omega)$.

Proof First, let $u \in W^{1,p}_0(\Omega) \cap L^2(\Omega)$ be arbitrary. We distinguish between four cases:

1. $p \neq d$: We have $p_* = p + 2$. By interpolation with $\frac{1}{p_*} = \frac{1-\theta}{p} + \frac{\theta}{2}$, where $\theta = \frac{d}{d+2}$ and $p^* = \frac{dp}{d-p}$, also using the embedding $W^{1,p}_0(\Omega) \hookrightarrow L^2(\Omega)$, we obtain

$$\|u\|_{L^p(\Omega)} \leq \|u\|^p_{L^p(I, W^{1,p}_s(\Omega))}\|u\|^{\gamma_{L^\infty(I, L^2(\Omega))}}. \quad (5.28)$$

2. $p = d$: We have $p_* = p + 2$. Let $s \in (p, p + 2)$. By interpolation with $\frac{1}{s} = \frac{1-\theta}{q} + \frac{\theta}{2}$, where $\theta = 1 - \frac{q}{s}$ and $q = \frac{2p}{p+2}$, also using the embedding $W^{1,p}_0(\Omega) \hookrightarrow L^q(\Omega)$, we obtain

$$\|u\|^s_{L^s(\Omega)} \leq \|u\|^{p^*}_{L^{p^*}(\Omega)}\|u\|^{2-p}_{L^2(\Omega)} \leq c_p\|u\|^p_{W^{1,p}_0(\Omega)}\|u\|^{p^*}_{L^{p^*}(\Omega)}. \quad (5.29)$$

3. $p = d = 2$: We have $p_* = 4$. Due to [7, Proposition III.2.35 & Remark III.2.17], there exists a constant $c_2 > 0$, such that

$$\|u\|_{L^4(\Omega)} \leq c_2\|u\|^2_{W^{1,2}_0(\Omega)}\|u\|_{L^2(\Omega)}^2. \quad (5.30)$$

4. $p > d$: We have $p_* = p + 2$. By the embedding $W^{1,p}_0(\Omega) \hookrightarrow L^\infty(\Omega)$ we immediately obtain

$$\|u\|_{L^p(\Omega)} \leq \|u\|_{L^\infty(\Omega)}\|u\|_{L^2(\Omega)}^{2-p} \leq c_p\|u\|^p_{W^{1,p}_0(\Omega)}\|u\|_{L^2(\Omega)}^{2-p}. \quad (5.31)$$

Thus, the assertion for $u \in L^p(I, W^{1,p}_0(\Omega)) \cap L^\infty(I, L^2(\Omega))$ easily follows. But, by integration with respect to $t \in I$.

Needless to say, we should not be satisfied with Proposition 5.9, as it provides no higher integrability than the given variable exponent $p \in \mathcal{P}^{\text{log}}(Q_T)$, whereas Proposition 5.26 improves the integrability at least up to the constant interpolation exponent $p_* \geq \frac{dp}{d-p}$. Therefore, our next objective is to prove an analogue of Proposition 5.26 involving variable exponents. To this end, let us first introduce a variable exponent version of the parabolic interpolation exponent.

Definition 5.32 Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded domain, $I := (0, T)$, $T < \infty$, $Q_T := I \times \Omega$ and $p \in \mathcal{P}^\infty(Q_T)$. Let the mapping $(\cdot)_* : (1, \infty) \to \mathbb{R}$ be defined through (5.25). Then, we denote by $p_* := (\cdot)_* \circ p \in \mathcal{P}^\infty(Q_T)$ the variable parabolic interpolation exponent.
Proposition 5.33 (Interpolation inequality for \( \mathcal{X}^2_{\varepsilon} P(Q_T) \cap \mathcal{Y}^\infty(Q_T) \)) Let \( \Omega \subseteq \mathbb{R}^d, d \geq 2 \), be a bounded domain, \( I := (0, T), T < \infty, Q_T := I \times \Omega \) and \( p \in C^0(\bar{Q}_T) \) with \( p^- > 1 \). Then, for every \( \varepsilon \in (0, (p^-)_-* - 1] \) there exists a constant \( c_\varepsilon = c(\varepsilon, d, p, \Omega) > 0 \), such that for every \( u \in \mathcal{X}^2_{\varepsilon} P(Q_T) \cap \mathcal{Y}^\infty(Q_T) \) it holds \( u \in L^{p^\varepsilon}(Q_T)^d \) with
\[
\|u\|_{L^{p^\varepsilon}(Q_T)} \leq c_\varepsilon (\|\varepsilon(u)\|_{L^{p^\varepsilon}(Q_T)^d} + \|u\|_{Y^\infty(Q_T)}),
\]
i.e., there holds the embedding \( \mathcal{X}^2_{\varepsilon} P(Q_T) \cap \mathcal{Y}^\infty(Q_T) \hookrightarrow L^{p^\varepsilon}(Q_T)^d \) for all \( \varepsilon \in (0, (p^-)_-* - 1] \).

Similar to Proposition 5.9, Proposition 5.33 follows from the following stronger lemma.

Lemma 5.34 Let \( \Omega \subseteq \mathbb{R}^d, d \geq 2 \), be a bounded domain, \( I := (0, T), T < \infty, Q_T := I \times \Omega \), and \( p \in C^0(\bar{Q}_T) \) with \( p^- > 1 \). Then, for every \( \varepsilon \in (0, (p^-)_-* - 1] \) there exist constants \( c_\varepsilon = c(\varepsilon, d, p, \Omega), \gamma_\varepsilon = \gamma(\varepsilon, d, p, \Omega) > 0 \) (both not depending on \( t \in I \)), such that for every \( t \in I \) and \( u \in \mathcal{X}^2_{\varepsilon}(t) \) it holds \( u \in L^{p^\varepsilon}(\cdot)(\Omega)^d \) with
\[
\rho_{p^\varepsilon(t)}(u) \leq c_{\varepsilon} \left[ 1 + \rho_{p(t)}(\varepsilon(u)) + \|u\|_{Y^\varepsilon} \right] \left( 1 + \|u\|_{Y^\varepsilon} \right).
\]

Proof We fix an arbitrary \( \varepsilon \in (0, (p^-)_-* - 1] \) and split the proof into two steps:

Step 1: Let \( \bar{p} \in C^0(\bar{Q}_T) \) be an extension of \( p \in C^0(\bar{Q}_T) \) with \( p^- \leq \bar{p} \leq p^\varepsilon \) in \( \mathbb{R}^d+1 \) (cf. Proposition 2.15). Since \( \bar{p} : Q_T \to (1, \infty) \) and \( (\cdot)^* : [1, \infty) \to (1, \infty) \) are uniformly continuous, the same argumentation as in step 1 of the proof of Lemma 11 shows that there exist finitely many \( t_i \in T, i = 1, \ldots, m, m \in \mathbb{N} \), and \( x_j \in \bar{Q}_j, j = 1, \ldots, m \), such that the intervals \( I_i := [t_i, t_{i+1}) \), \( i = 1, \ldots, m \), form an open covering of \( T \), the balls \( B_j = B_{\varepsilon}(x_j), j = 1, \ldots, m, \) form an open covering of \( \bar{T} \) and the local exponents \( p^\varepsilon_i := \sup_{t \in Q_i} \bar{p}(t, \cdot) \) and \( p^-_i := \inf_{t \in Q_i} \bar{p}(t, \cdot) \), where \( Q_i := I_i \times B_j, j = 1, \ldots, m \).

Step 2: We fix an arbitrary \( t \in I \). Then, there exists some index \( i = 1, \ldots, m \), such that \( t \in I_i \). It suffices anew to consider \( u \in C^0(\Omega)^d \). Let us fix an arbitrary ball \( B_j \) for some \( j = 1, \ldots, m \). Hence, Lemma 5.8, (5.32)–(5.31) with \( s = (p^-)_-* - \frac{\varepsilon}{2} \) and \( W^1_{p^-}(B_j)^d \) replaced by \( W^1_{p^\varepsilon}(B_j)^d \), as \( \partial B_j \in C^\infty \), Lemma 11 and the estimate \( \rho_{p^\varepsilon_i}(\varepsilon(u) |_{\partial B_j}) \leq 2^{\gamma_i}(\|\varepsilon|_{\partial B_j}) + \rho_{p(t)}(\varepsilon(u)) \), provide constants \( c^\varepsilon_i = c_i(\varepsilon, p^-_i, B_j), \gamma^\varepsilon_i = \gamma_i(\varepsilon, p^-_i, B_j) > 0 \) (not depending on \( t \in I \)), such that
\[
\rho_{p^\varepsilon_i}(\varepsilon(u) |_{\partial B_j}) \leq c^\varepsilon_i \left[ \rho_{p^\varepsilon_i}(\varepsilon(u) |_{\partial B_j}) + \rho_{p^-_i}(\varepsilon(u) |_{\partial B_j}) \right] \left[ \|u\|_{Y^\varepsilon} \right] \left[ 1 + \|u\|_{Y^\varepsilon} \right] \left[ 1 + \|u\|_{Y^\varepsilon} \right].
\]
We set \( \gamma := \max_{j = 1, \ldots, m} \gamma^\varepsilon_j + \gamma > 0 \) and \( c^\varepsilon := \max_{j = 1, \ldots, m} c^\varepsilon_j > 0 \). Because \( (\cdot)^* : [1, \infty) \to \mathbb{R} \) is non-decreasing, one can readily see that \( (\rho^\varepsilon_i)^* := \sup_{t \in Q_i} \bar{p}(t, \cdot) \) is \( (p^-_i)^* \). Therefore, also using that \( \rho_{p^\varepsilon_i}(\varepsilon(u) |_{\partial B_j}) \leq 2(1 + \rho_{p^-_i}(\varepsilon(u) |_{\partial B_j})) = \rho_{p^\varepsilon_i}(\varepsilon(u) |_{\partial B_j}) + \rho_{p^-}(\varepsilon(u) |_{\partial B_j}), \) we get for every \( x \in \partial B_j \) (cf. step 1), and \( a^\varepsilon := a^\varepsilon_i \leq 2^\gamma + 1 \leq \gamma^\varepsilon + 1 \) for all \( a \geq 0 \), we obtain
\[
\rho_{p^\varepsilon_i}(\varepsilon(u) |_{\partial B_j}) \leq c^\varepsilon_j \left[ 1 + \rho_{p(t)}(\varepsilon(u)) + \|u\|_{Y^\varepsilon} \right] \left[ 1 + \|u\|_{Y^\varepsilon} \right].
\]
Eventually, summing (5.37) with respect to \( j = 1, \ldots, m \), we conclude (5.35).

\( \square \)

Proof (of Proposition 5.33) We proceed as in the proof of Proposition 5.9, but now we apply Lemma 5.11. \( \square \)
Let us next prove an unsteady analogue of the following steady compactness result.

**Proposition 5.38** Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded domain and $p \in C(\overline{\Omega})$ with $1 < p^- \leq p^+ < d$. Moreover, denote by $p^* := \frac{dp}{d-p} < p^+ \in C(\overline{\Omega})$ the Sobolev conjugate exponent. Then, there holds for every $\varepsilon \in (0,d')$ the compact embedding $W_0^{1,p^*}(\Omega)^d \hookrightarrow L^{p^*}(1-\varepsilon)(\Omega)^d$. In addition, if $p \in \mathcal{P}^{\log}(\Omega)$ with $1 < p^- \leq p^+ < d$, then $W_0^{1,p^*}(\Omega)^d \hookrightarrow L^{p^*}(\Omega)^d$.

**Proof** See [28, Theorem 3.3 & Theorem 3.8] or [11, Theorem 8.3.1 & Corollary 8.4.4].

Motivated by a comparison of Proposition 5.33 and Proposition 5.38, we next prove a variable exponent Bochner–Lebesgue version of Proposition 5.38. This result will be based on the following compactness principle due to Landes and Mustonen [30].

**Proposition 5.39** (Landes’ and Mustonen’s compactness principle) Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded domain, $I := (0, T)$, $T < \infty$, $\mathcal{Q}_T := I \times \Omega$ and $p \in (1, \infty)$. Then, for a bounded sequence $(u_n)_{n \in \mathbb{N}} \subseteq L^p(I, W_0^{1,p}(\Omega)^d) \cap L^{\infty}(I, L^1(\Omega)^d)$ from

$$\begin{align*}
&u_n \overset{n \to \infty}{\rightharpoonup} u \quad \text{in } L^p(I, W_0^{1,p}(\Omega)^d),
&u_n(t) \overset{n \to \infty}{\rightharpoonup} u(t) \quad \text{in } L^1(\Omega)^d \quad \text{for a.e. } t \in I,
\end{align*}$$

(5.40)

it follows that $u_n \to u$ in $L^p(I, L^p(\Omega)^d)$ ($n \to \infty$).

**Proof** See [30, Proposition 1].

Combining the parabolic interpolation inequality (cf. Proposition 5.26) and Landes’ and Mustonen’s compactness principle, we gain the following interpolated compactness principle.

**Corollary 5.41** Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded domain, $I := (0, T)$, $T < \infty$, $\mathcal{Q}_T := I \times \Omega$ and $p \in (1, \infty)$. Then, for a bounded sequence $(u_n)_{n \in \mathbb{N}} \subseteq L^p(I, W_0^{1,p}(\Omega)^d) \cap L^{\infty}(I, L^2(\Omega)^d)$ from (5.40), it follows that $u_n \to u$ in $L^s(\mathcal{Q}_T)^d$ ($n \to \infty$) for all $s \in [1, p_v]$.

**Proposition 5.42** (Compactness principle for $X_\infty^{2,p}(\mathcal{Q}_T) \cap Y^{\infty}(\mathcal{Q}_T)$) Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded domain, $I := (0, T)$, $T < \infty$, $\mathcal{Q}_T := I \times \Omega$ and $p \in C(\overline{\mathcal{Q}_T})$ with $p^- > 1$. Moreover, let $(u_n)_{n \in \mathbb{N}} \subseteq X_\infty^{2,p}(\mathcal{Q}_T) \cap Y^{\infty}(\mathcal{Q}_T)$ be a sequence, such that

$$\begin{align*}
&u_n \overset{n \to \infty}{\rightharpoonup} u \quad \text{in } X_\infty^{2,p}(\mathcal{Q}_T),
&u_n \overset{n \to \infty}{\rightharpoonup} u \quad \text{in } Y^{\infty}(\mathcal{Q}_T) \quad (n \to \infty),
&\lim_{n \to \infty} u_n(t) \quad \text{in } Y \quad \text{for a.e. } t \in I.
\end{align*}$$

Then, there holds $u_n \to u$ in $L^{\max(2, p_v)}(\mathcal{Q}_T)$ ($n \to \infty$) for every $\varepsilon \in (0, (p^-)_*) - 1$.

**Proof** Due to the embeddings $X_\infty^{2,p}(\mathcal{Q}_T) \hookrightarrow L^{p^-}(I, W_0^{1,p^-}(\Omega)^d)$, $Y^{\infty}(\mathcal{Q}_T) \hookrightarrow L^{\infty}(I, L^1(\Omega)^d)$ and $Y \hookrightarrow L^1(\Omega)^d$, Proposition 5.39 yields a subsequence $(u_n)_{n \in \mathbb{N}}$, with $\Lambda \subseteq \mathbb{N}$, such that $u_n \to u$ in $\mathbb{R}^d$ ($\Lambda \ni n \to \infty$) almost everywhere in $\mathcal{Q}_T$. Owning to Proposition 5.33, the sequence $(u_n)_{n \in \mathbb{N}} \subseteq L^{\max(2, p_v)}(\mathcal{Q}_T)$ is $L^{\max(2, p_v)}(\mathcal{Q}_T)$–uniformly integrable for every $\varepsilon \in (0, (p^-)_*) - 1$. Therefore, Vitali’s convergence theorem for variable exponent Lebesgue spaces (cf. [19, Thm. 3.8]) and the standard convergence principle (cf. [18, Kap. I, Lem. 5.4]) yield the assertion.

**Remark 5.43** Lemma 5.11 and Lemma 5.34 also hold, if for every $t \in I$ only $u \in X_\infty^{2,p}(t) \cap Y$. Note that Lemma 5.11 implies the inclusion $X_\infty^{2,p}(t) \subseteq X_\infty^{2,p}(I) \cap Y$ for every $t \in I$. However, if only $p \in C(\overline{\mathcal{Q}_T})$, we cannot say that $X_\infty^{2,p}(t) \cap Y \subseteq X_\infty^{2,p^*}(t)$ for every $t \in I$, because it is not clear, whether $C_0^{\infty}(\Omega)^d$ is dense in $X_\infty^{2,p}(t) \cap Y$ for every $t \in I$, without imposing further assumptions on the regularity of the domain or the continuity of the variable exponents. In fact, using [26, Corollary 5.15], it is readily seen that $C_0^{\infty}(\Omega)^d$ is dense in $X_\infty^{2,p}(t) \cap Y$ for every $t \in I$, if $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, is a bounded Lipschitz domain and $q,p \in \mathcal{P}^{\log}(\mathcal{Q}_T)$ with $q^-,p^- > 1$. In addition, if $p \in \mathcal{P}^{\log}(\mathcal{Q}_T)$ with $p^- > 1$, then also $X^{p}(\mathcal{Q}_T) \cap Y^{\infty}(\mathcal{Q}_T) \hookrightarrow L^{\max(2, p_v)}(\mathcal{Q}_T)$ (for every $\epsilon \in (0, (p^-)_*) - 1$), which extends Proposition 5.33, as we cannot say $X^{p}(\mathcal{Q}_T) \cap Y^{\infty}(\mathcal{Q}_T) = X^{2,p}(\mathcal{Q}_T) \cap Y^{\infty}(\mathcal{Q}_T)$ beforehand. For proofs of all these extensions, we refer to the thesis [24].
6 Bochner pseudo-monotonicity, Bochner condition (M) and Bochner coercivity

In this section we extend the notions Bochner pseudo-monotonicity, Bochner condition (M) and Bochner coercivity to the framework of variable exponent Bochner–Lebesgue spaces. Throughout the entire section, if nothing else is stated, let \( \Omega \subseteq \mathbb{R}^d \), \( d \geq 2 \), be a bounded domain, \( I := (0, T) \), \( T < \infty \), \( Q_T := I \times \Omega \) and \( q, p \in \mathcal{P}^\infty(Q_T) \) with \( q^-, p^- > 1 \).

**Definition 6.1** An operator \( A : \mathcal{X}_T^{q,p}(Q_T) \cap \mathcal{Y}^\infty(Q_T) \to \mathcal{X}_T^{q,p}(Q_T)^* \) is said to

(i) be **Bochner pseudo-monotone**, if for a sequence \( (u_n)_{n \in \mathbb{N}} \subseteq \mathcal{X}_T^{q,p}(Q_T) \cap \mathcal{Y}^\infty(Q_T) \) from

\[
\begin{align*}
  u_n &\xrightarrow{n \to \infty} u & \text{in} \ \mathcal{X}_T^{q,p}(Q_T), \\
  u_n &\xrightarrow{\ast} u & \text{in} \ \mathcal{Y}^\infty(Q_T) \quad (n \to \infty), \\
  u_n(t) &\xrightarrow{n \to \infty} u(t) & \text{in} \ Y \quad \text{for a.e.} \ t \in I,
\end{align*}
\]

and

\[
\limsup_{n \to \infty} \langle Au_n, u_n - u \rangle_{\mathcal{X}_T^{q,p}(Q_T)} \leq 0,
\]

it follows that

\[
\langle Au, u - v \rangle_{\mathcal{X}_T^{q,p}(Q_T)} \leq \liminf_{n \to \infty} \langle Au_n, u_n - v \rangle_{\mathcal{X}_T^{q,p}(Q_T)} \quad \text{for all} \ v \in \mathcal{X}_T^{q,p}(Q_T).
\]

(ii) satisfy the **Bochner condition (M)**, if for a sequence \( (u_n)_{n \in \mathbb{N}} \subseteq \mathcal{X}_T^{q,p}(Q_T) \cap \mathcal{Y}^\infty(Q_T) \) from (6.2)–(6.4) and

\[
\begin{align*}
  Au_n &\xrightarrow{n \to \infty} u^* & \text{in} \ \mathcal{X}_T^{q,p}(Q_T)^*, \\
  \limsup_{n \to \infty} \langle Au_n, u_n \rangle_{\mathcal{X}^{q,p}(Q_T)} &\leq \langle u^*, u \rangle_{\mathcal{X}_T^{q,p}(Q_T)},
\end{align*}
\]

it follows that \( Au = u^* \) in \( \mathcal{X}_T^{q,p}(Q_T)^* \).

We will see in the proof of Theorem 8.1 that (6.2)–(6.5) are natural properties of a sequence \( (u_n)_{n \in \mathbb{N}} \subseteq \mathcal{X}_T^{q,p}(Q_T) \cap \mathcal{Y}^\infty(Q_T) \) coming from an appropriate Galerkin approximation. In fact, (6.2) usually is a consequence of the coercivity of \( A \), (6.3) stems from the time derivative, while (6.4) and (6.5) follow directly from the Galerkin approximation. The following proposition clarifies the relations between these new notions, also in comparison to the standard notion.

**Proposition 6.8** The following statements hold true:

(i) If \( A : \mathcal{X}_T^{q,p}(Q_T) \to \mathcal{X}_T^{q,p}(Q_T)^* \) is pseudo-monotone (or satisfies the condition (M)), then it is Bochner pseudo-monotone (or satisfies the Bochner condition (M)).

(ii) If \( A : \mathcal{X}_T^{q,p}(Q_T) \cap \mathcal{Y}^\infty(Q_T) \to \mathcal{X}_T^{q,p}(Q_T)^* \) is Bochner pseudo-monotone, then it satisfies the Bochner condition (M).

**Proof** (i) follows right from the definitions. For (ii) we proceed as in [25, Proposition 3.3 (i)]. \( \square \)

Next, we introduce a relaxed notion of coercivity, which, in contrast to the usual notion of coercivity (cf. [32, Kap. 1, Def. 1.1 (iv)]), takes the additional information provided by the generalized time derivative \( \frac{d}{dt} \) into account.

**Definition 6.9** An operator \( A : \mathcal{X}_T^{q,p}(Q_T) \cap \mathcal{Y}^\infty(Q_T) \to \mathcal{X}_T^{q,p}(Q_T)^* \) is said to be

(i) **Bochner coercive with respect to** \( u^* \in \mathcal{X}_T^{q,p}(Q_T)^* \) and \( u_0 \in Y \), if there exists a constant \( M := M(u^*, u_0, A) > 0 \), such that for every \( u \in \mathcal{X}_T^{q,p}(Q_T) \cap \mathcal{Y}^\infty(Q_T) \) from

\[
\frac{1}{2} \|u(t)\|_Y^2 + \langle Au - u^*, u \chi_{[0,t]} \rangle_{\mathcal{X}_T^{q,p}(Q_T)} \leq \frac{1}{2} \|u_0\|_Y^2 \quad \text{for a.e.} \ t \in I,
\]

it follows that \( \|u\|_{\mathcal{X}_T^{q,p}(Q_T) \cap \mathcal{Y}^\infty(Q_T)} \leq M. \)

(ii) **Bochner coercive**, if it is Bochner coercive with respect to all \( u^* \in \mathcal{X}_T^{q,p}(Q_T)^* \) and \( u_0 \in Y \).
Note that Bochner coercivity, similar to semi-coercivity (cf. [39]) in conjunction with Grönwall’s inequality, takes into account the information of both the operator and the time derivative. In fact, Bochner coercivity is a more general property. Bochner coercivity is phrased in the spirit of a local coercivity type condition of \( \frac{d}{dt} + A : W^{2,p}_x(Q_T) \subseteq X^{2,p}_x(Q_T) \to X^{2,p}_x(Q_T)^* \). To be more precise, suppose that the assumptions of Proposition 4.8 are satisfied and that the operator \( A : X^{2,p}_x(Q_T) \cap Y^\infty(Q_T) \to X^{2,p}_x(Q_T)^* \) is Bochner coercive with respect to \( u^* \in X^{2,p}_x(Q_T) \) and \( u_0 \in Y \), then for \( u \in W^{2,p}_x(Q_T) \) from \( \|u_0(0)\|_Y \leq \|u_0\|_Y \), i.e., \( \left( \frac{d}{dt}, u \right) \in X^{2,p}_x(Q_T) \), \( u^* \) is bounded by the data \( u_0 \), \( u^* \) in this weak sense, then \( u_0 \) is contained in a fixed ball in \( X^{2,p}_x(Q_T) \cap Y^\infty(Q_T) \). We chose (6.10) instead of (6.11) in Definition 6.9, since \( u \in X^{2,p}_x(Q_T) \cap Y^\infty(Q_T) \) is not admissible in (6.11).

7 Hirano–Landes approach

This section is concerned with the so-called Hirano–Landes approach, which - in the broadest sense - can be traced back to contributions of Landes [29] and Hirano [21, 22], see also [38, 39, 5, 4, 27, 6] for more recent developments, and states, roughly speaking, that if an operator \( A : X^{2,p}_x(Q_T) \cap Y^\infty(Q_T) \to X^{2,p}_x(Q_T)^* \) is induced by a family \( A(t) : X^{2,p}_x(t) \to X^{2,p}_x(t)^* \), \( t \in I \), i.e., for \( u \in X^{2,p}_x(Q_T) \cap Y^\infty(Q_T) \) and \( v \in X^{2,p}_x(Q_T) \) there holds

\[
\langle Au, v \rangle_{X^{2,p}_x(Q_T)} := \int_I \langle A(t)(u(t)), v(t) \rangle_{X^{2,p}_x(t)} dt,
\]

or equivalently \( (Au)(t) := A(t)(u(t)) \) in \( X^{2,p}_x(t)^* \) for almost every \( t \in I \) by virtue of Remark 3.8, then the question, whether \( A \) is Bochner pseudo-monotone, satisfies the Bochner condition (M) or is Bochner coercive, can be traced back to the properties of the inducing family of operators \( A(t) : X^{2,p}_x(t) \to X^{2,p}_x(t)^* \), \( t \in I \), in each single time slice \( t \in I \), i.e., to those properties which are usually already well-known from the corresponding steady problem. We will give sufficient conditions on such operator families, then the induced operator satisfies these new concepts.

Throughout the entire section, let \( \Omega \subseteq \mathbb{R}^d, d \geq 2 \), be a bounded Lipschitz domain, \( I := (0, T) \), \( T < \infty \), \( Q_T := I \times \Omega \) and \( q, p \in \mathbb{P}^{\infty}(Q_T) \) with \( \frac{1}{p} + \frac{1}{q} > 1 \).

Let us first examine which assumptions on a family of operators \( A(t) : X^{2,p}_x(t) \to X^{2,p}_x(t)^* \), \( t \in I \), are sufficient, in order to guarantee the well-definedness and boundedness of the corresponding induced operator \( A : X^{2,p}_x(Q_T) \cap Y^\infty(Q_T) \to X^{2,p}_x(Q_T)^* \), given trough (7.1).

Proposition 7.2 Let \( A(t) : X^{2,p}_x(t) \to X^{2,p}_x(t)^* \), \( t \in I \), be a family with the following properties:

(C.1) \( A(t) : X^{2,p}_x(t) \to X^{2,p}_x(t)^* \) is demi-continuous for almost every \( t \in I \).

(C.2) \( (t \mapsto \langle A(t)(u,v),X^{2,p}_x(t) \rangle) : I \to \mathbb{R} \) is Lebesgue measurable for every \( u,v \in X^{2,p}_x \).

(C.3) There exist a function \( \alpha \in L^1(I,\mathbb{R}_{\geq 0}) \) and a non-decreasing function \( \beta : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \), such that for almost every \( t \in I \) and every \( u,v \in X^{2,p}_x(t) \) it holds

\[
|\langle A(t)(u,v),X^{2,p}_x(t) \rangle| \leq \beta(\|u\|_Y) (\alpha(t) + \rho_{q(t,\cdot)}(u) + \rho_{p(t,\cdot)}(v)) + \rho_{q(t,\cdot)}(u) + \rho_{p(t,\cdot)}(v).
\]

Then, \( A : X^{2,p}_x(Q_T) \to X^{2,p}_x(Q_T)^* \), given through (7.1), is well-defined and bounded.
Proof 1. Well-definedness: Let \( u_1 \in X_{q,p}^p(Q_T) \cap \mathcal{Y}_q^\infty(Q_T) \) and \( u_2 \in X_{q,p}^p(Q_T) \). Since the set of simple functions \( S(I, X_{q,p}^p) \) (cf. [32, Kap. II, Def. 1.1]) is dense in \( X_{q,p}^p(Q_T) \) (cf. [32, Kap. II, Lem. 1.25 (i)]) and \( C_c^\infty(Q \setminus \{0\}) \) is dense in \( X_{q,p}^p(Q_T) \) (cf. Prop. 3.5), \( S(I, X_{q,p}^p) \) is dense in \( X_{q,p}^p(Q_T) \).

Thus, there exist \((s^m_{n,i})_{n \in \mathbb{N}} \subseteq S(I, X_{q,p}^p), m = 1, 2, \) i.e., \( s^m_{n,i}(\cdot) = \sum_{j=1}^{k^m_{n,i}} s^m_{n,i,j} x E^{E^{m}_{n,i,j}}(\cdot), m = 1, 2, \) where \( s^m_{n,i} \in X_{q,p}^p, k^m_{n,i} \in \mathbb{N} \) and \( E^{E^{m}_{n,i,j}} \subseteq I \) is measurable with \( \bigcup_{j=1}^{k^m_{n,i}} E^{E^{m}_{n,i,j}} = I \) and \( E^{E^{m}_{n,i,j}} \subseteq E^{E^{m}_{n,i,j}} \) for \( i \neq j \), such that \( s^m_{n,i} \to u_m \) in \( X_{q,p}^p(Q_T) \) \((n \to \infty)\) for \( m = 1, 2 \). Hence, Corollary 3.4 yields subsequences \((s^m_{n,j})_{n \in \mathbb{N}} \subseteq A, m = 1, 2, \) with a cofinal\(^5\) subset \( A \subseteq \mathbb{N} \), such that for \( m = 1, 2 \) it holds \( s^m_{n,j}(t) \to u_m(t) \) in \( X_{q,p}^p(Q_T) \) \((A \ni n \to \infty)\) for almost every \( t \in I \). Due to (C.1), we infer from this that \( \langle A(t)s^n_{i}(t), s^n_{j}(t) \rangle_{X_{q,p}^p(Q_T)} \to \langle A(t)u_1(t), u_2(t) \rangle_{X_{q,p}^p(Q_T)} \) \((A \ni n \to \infty)\) for almost every \( t \in I \).

Thus, since \( \langle A(t)s^n_{i}(t), s^n_{j}(t) \rangle_{X_{q,p}^p(Q_T)} : I \to \mathbb{R}, n \in \mathbb{N} \), are Lebesgue measurable, because

\[
\langle A(t)s^n_{i}(t), s^n_{j}(t) \rangle_{X_{q,p}^p(Q_T)} = \sum_{i=1}^{k^n_{i}} \sum_{j=1}^{k^n_{j}} \langle A(t)s^n_{i,j}(t), s^n_{i,j}(t) \rangle_{X_{q,p}^p(Q_T)} \text{ for a.e. } t \in I,
\]

and the functions \( t \mapsto \langle A(t)s^n_{i}(t), s^n_{j}(t) \rangle_{X_{q,p}^p(Q_T)} : I \to \mathbb{R}, i = 1, \ldots, k^n_{i}, j = 1, \ldots, k^n_{j}, n \in \mathbb{N}, \) are Lebesgue measurable (cf. (C.2)), we conclude that \( t \mapsto \langle A(t)u_1(t), u_2(t) \rangle_{X_{q,p}^p(Q_T)} : I \to \mathbb{R} \) is Lebesgue measurable. Hence, we can inspect the function \( t \mapsto \langle A(t)u_1(t), u_2(t) \rangle_{X_{q,p}^p(Q_T)} : I \to \mathbb{R} \) for integrability. In doing so, using (C.3), we obtain

\[
\int_I |\langle A(t)u_1(t), u_2(t) \rangle_{X_{q,p}^p(Q_T)}| dt \leq \mathcal{B}(\|u_1\|_{\mathcal{Y}_q^\infty(Q_T)}(p\rho(t,\cdot)(u_1) + \rho(p,\cdot)(\varepsilon(u_1)))
\]

\[
+ \mathcal{B}(\|u_1\|_{\mathcal{Y}_q^\infty(Q_T)}(\|\alpha\|_{L^1(I)} + p\rho(t,\cdot)(u_2) + \rho(p,\cdot)(\varepsilon(u_2)))),
\]

i.e., \( A : X_{q,p}^p(Q_T) \cap \mathcal{Y}_q^\infty(Q_T) \to X_{q,p}^p(Q_T)^* \) is well-defined.

2. Boundedness: Since \( \|u_2\|_{X_{q,p}^p(Q_T)} \leq 1 \) implies \( \rho(q(\cdot))(u_2) \leq 2 \) for every \( u_2 \in X_{q,p}^p(Q_T) \), we infer from (7.3) that for every \( u_1 \in X_{q,p}^p(Q_T) \cap \mathcal{Y}_q^\infty(Q_T) \) it holds

\[
\|Au_1\|_{X_{q,p}^p(Q_T)^*} = \sup_{\|u_2\|_{X_{q,p}^p(Q_T)} \leq 1} \langle Au_1, u_2 \rangle_{X_{q,p}^p(Q_T)}
\]

\[
\leq \mathcal{B}(\|u_1\|_{\mathcal{Y}_q^\infty(Q_T)}(\|\alpha\|_{L^1(I)} + p\rho(t,\cdot)(u_1) + \rho(p,\cdot)(\varepsilon(u_1)) + 2),
\]

i.e., \( A : X_{q,p}^p(Q_T) \cap \mathcal{Y}_q^\infty(Q_T) \to X_{q,p}^p(Q_T)^* \) is bounded. \( \square \)

Proposition 7.4 Let \( p, q \in \mathcal{P}^{\log}(Q_T) \) with \( p^- > 1 \) and \( 2 \leq q \leq \max\{2, p, q \} \) in \( Q_T \) for some \( \varepsilon \in (0, [p^-] - 1] \). Moreover, let \( A(t) : X_{q,p}^p(t) \to X_{q,p}^p(t)^* \), \( t \in I \), be a family of operators fulfilling (C.1)–(C.3) and additionally satisfying:

(C.4) \( A(t) : X_{q,p}^p(t) \to X_{q,p}^p(t)^* \) is pseudo-monotone for almost every \( t \in I \).

(C.5) There exist a constant \( c_0 > 0 \) and functions \( c_1, c_2 \in L^1(I, \mathbb{R}_{\geq 0}) \), such that for almost every \( t \in I \) and every \( u \in X_{q,p}^p(t) \) it holds

\[
\langle A(t)u, u \rangle_{X_{q,p}^p(t)} \geq c_0 \rho(t,\cdot)(\varepsilon(u)) - c_1(t)\|u\|_{Y^p(t)}^2 - c_2(t).
\]

(C.6) There exist a function \( \alpha \in L^1(I, \mathbb{R}_{\geq 0}) \), a non-decreasing function \( \beta : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) and a function \( c : (0, \varepsilon_0) \to \mathbb{R}_{\geq 0} \), where \( \varepsilon_0 > 0 \), such that for almost every \( t \in I \), every \( \varepsilon \in (0, \varepsilon_0) \) and \( u, v \in X_{q,p}^p(t) \) it holds

\[
|\langle A(t)u, v \rangle_{X_{q,p}^p(t)}| \leq \mathcal{B}(\|u\|_{Y^p(t)}(\alpha(t) + \varepsilon\rho(t,\cdot)(\varepsilon(u)) + c(\varepsilon)\rho(t,\cdot)(\varepsilon(v))).
\]

Then, the induced operator \( A : X_{q,p}^p(Q_T) \cap \mathcal{Y}_q^\infty(Q_T) \to X_{q,p}^p(Q_T)^* \) satisfies:

(i) \( A : X_{q,p}^p(Q_T) \cap \mathcal{Y}_q^\infty(Q_T) \to X_{q,p}^p(Q_T)^* \) is Bochner pseudo-monotone.

(ii) \( A : X_{q,p}^p(Q_T) \cap \mathcal{Y}_q^\infty(Q_T) \to X_{q,p}^p(Q_T)^* \) is Bochner coercive with respect to all \( u_0 \in Y \) and \( \mathcal{J}_\varepsilon(f, F) \in X_{q,p}^p(Q_T)^* \), where \( f \in L^{\min(2, (p^-))}(Q_T)^d \) and \( F \in L^{p(\cdot)}(Q_T, M_{d \times d}^{symm}) \).

\(^5\) Let \((A, \leq)\) be a partially ordered set. Then, \( B \subseteq A \) is cofinal, if for every \( a \in A \) there exists a \( b \in B \) with \( a \leq b \).
The core of the Hirano–Landes approach, which is also an essential ingredient in the proof of Proposition 7.4 (i), forms the following abstract lemma. In fact, it is formulated in a more abstract manner as actually necessary for our approaches. The reason for this is that the author conjectures that the following lemma and an adapted version of Proposition 7.4, might also have impact in FSI problems in this general form.

**Lemma 7.5 (Hirano–Landes)** Let \((X(t), Y(t)), t \in I,\) be a family of compatible couples\(^6\), \(A(t) : X(t) \cap Y(t) \to (X(t) \cap Y(t))^*\), \(t \in I,\) a family of operators, \((u_n(t))_{n \in \mathbb{N}} \subseteq X(t) \cap Y(t), t \in I,\) families of sequences, \(u(t) \in X(t) \cap Y(t), t \in I,\) a family of elements and \(\mu \in L^1(I).\) Moreover, we assume that for almost every \(t \in I\) the following time slice conditions are satisfied:

(i) \(u_n(t) \to u(t)\) in \(Y(t)\) \((n \to \infty)\).
(ii) \(A(t) : X(t) \cap Y(t) \to (X(t) \cap Y(t))^*\) is pseudo-monotone and \(X(t)\) reflexive.
(iii) \(\langle A(t)(u_n(t)), u_n(t) - u(t) \rangle_{X(t) \cap Y(t)} \leq \sup_{t \in I} \langle A(t)(u(t)), u_n(t) - u(t) \rangle_{X(t) \cap Y(t)}\) for every \(n \in \mathbb{N}\), where the mapping \(\mathcal{K} : X(t) \to \mathbb{R}_{\geq 0}\) is weakly coercive, i.e., from \(\|x\|_{X(t)} \to \infty\) it follows that \(\mathcal{K}(x) \to \infty\).

Then, there exists a cofinal subset \(\Lambda \subseteq \mathbb{N}\) (not depending on \(t \in I\)), such that for almost every \(t \in I\) and every \(v \in X(t) \cap Y(t)\) there holds

\[
\langle A(t)(u(t)), u(t) - v \rangle_{X(t) \cap Y(t)} \leq \liminf_{\Lambda \ni n \to \infty} \langle A(t)(u_n(t)), u_n(t) - v \rangle_{X(t) \cap Y(t)}.
\]

**Proof** We define \(S := \{t \in I | (i)-(iv) \text{ and } \|\mu(t)\| < \infty \text{ holds for } t\}\). Apparently, \(I \setminus S\) is a null set. Our first objective is to verify for every \(t \in S\) that

\[
\liminf_{n \to \infty} h_n(t) \geq 0. \tag{*}_t
\]

To this end, let us fix an arbitrary \(t \in S\) and define the set \(A_t := \{n \in \mathbb{N} | h_n(t) < 0\}\). We assume without loss of generality that \(A_t\) is not finite. Otherwise, \((*)_t\) would already hold true for this specific \(t \in S\) and nothing would be left to do. But if \(A_t\) is not finite, then

\[
\limsup_{A_t \ni n \to \infty} h_n(t) \leq 0. \tag{7.6}
\]

Using the definition of \(A_t\) in (iii), we obtain \(\sup_{n \in A_t} \mathcal{K}(u_n(t)) \leq \|\mu(t)\| < \infty\), i.e., \((u_n(t))_{n \in A_t}\) is bounded in \(X(t)\), because \(\mathcal{K} : X(t) \to \mathbb{R}_{\geq 0}\) is weakly coercive (cf. (iii)). Therefore, as \(X(t)\) is reflexive (cf. (ii)) and due to (i), the sequence \((u_n(t))_{n \in A_t} \subseteq X(t) \cap Y(t)\) in \(X(t) \cap Y(t)\) is sequentially weakly compact in \(X(t) \cap Y(t)\) (i) and the injectivity of the embedding \(X(t) \cap Y(t) \to Y(t)\) further yields that \(u(t) \in X(t) \cap Y(t)\) is the only weak accumulation point of \((u_n(t))_{n \in A_t}\) in \(X(t) \cap Y(t)\).

As a result, from the standard convergence principle (cf. [39, Kap. I, Lem. 5.4]), we conclude that

\[
u_n(t) \overset{n \to \infty}{\to} u(t) \quad \text{in} \quad X(t) \cap Y(t) \quad (n \in A_t). \tag{7.7}
\]

Due to (7.6) and (7.7), the pseudo-monotonicity of \(A(t) : X(t) \cap Y(t) \to (X(t) \cap Y(t))^*\) (cf. (ii)) yields \(\liminf_{A_t \ni n \to \infty} h_n(t) \geq 0\). Since \(h_n(t) \geq 0\) for every \(n \in A_t\), we conclude \((*)_t\) for every \(t \in S\). Thanks to \(h_n(t) \geq -\mu(t)\) for every \(t \in S\) and \(n \in \mathbb{N}\) (cf. (iii)), a generalized version of Fatou’s lemma (cf. [39, Theorem 1.18]) is applicable. It yields, also using \((*)_t\) and (iv), that

\[
0 \leq \int_I \liminf_{n \to \infty} h_n(s) \, ds \leq \liminf_{n \to \infty} \int_I h_n(s) \, ds \leq \limsup_{n \to \infty} \int_I h_n(s) \, ds \leq 0,
\]

i.e., \(\lim_{n \to \infty} \int_I h_n(s) \, ds = 0\). Since \((s \mapsto s^- := \min\{0, s\}) : \mathbb{R} \to \mathbb{R}_{\leq 0}\) is continuous and non-

---

\(^6\) Two Banach spaces \(X, Y\) form a compatible couple, if the exists a Hausdorff vector space \(Z\), such that \(X, Y \hookrightarrow Z\). Then, the \(X \cap Y \in Z\) is well-defined and with the norm \(\|\cdot\|_{X \cap Y} := \|\cdot\|_X + \|\cdot\|_Y\) a Banach space.
which is basically a consequence of the norm equivalence decreasing, we deduce from Pseudo-monotone operator theory for unsteady problems in variable exponent spaces 21 such that for every \( t \in I \) for every \( n \in \mathbb{N} \) and \( \lim_{n \to +\infty} \int h_n(s) \, ds = 0 \), we conclude that \( h_n \to 0 \) in \( L^1(I) \) (\( n \to \infty \)). Thus, there exists a cofinal subset \( \Lambda \subseteq \mathbb{N} \) (not depending on \( t \in I \)), such that for almost every \( t \in I \)

\[
\lim_{n \to +\infty} h_n(t) = 0. 
\]

(7.9)

Using (7.9) in (iii), we obtain \( \limsup_{n \to +\infty} \mathcal{E}(u_n(t)) \leq |\mu(t)| < \infty \) for almost every \( t \in I \), which leads as before for almost every \( t \in I \) to

\[
u(t) = e(t) \in X(t) \cap Y(t) \quad (n \in \Lambda). 
\]

(7.10)

From (7.9), (7.10) and (ii), we finally conclude for almost every \( t \in I \) and every \( v \in X(t) \cap Y(t) \)

\[
\langle A(t)(u(t)), u(t) - v \rangle_{X(t) \cap Y(t)} \leq \liminf_{n \to +\infty} \langle A(t)(u_n(t)), u_n(t) - v \rangle_{X(t) \cap Y(t)}. 
\]

□

Proof (of Proposition 7.4) ad (i) Let \( (u_n)_{n \in \mathbb{N}} \subseteq X^p_2^b(Q_T) \cap \mathcal{Y}^\infty(Q_T) \) be a sequence satisfying (6.2)–(6.5). From the boundedness of \( A : X^p_2^b(Q_T) \cap \mathcal{Y}^\infty(Q_T) \to \mathcal{X}^p_2(Q_T) \) (cf. Proposition 7.2) and reflexivity of \( \mathcal{X}^p_2(Q_T)^* \) (cf. Proposition 3.3) we obtain a subsequence \( (u_{n_k})_{k \in \mathbb{N}}, \) with \( k \in \mathbb{N}, \) and a weak limit \( u^* \in \mathcal{X}^p_2(Q_T)^* \), such that \( A u_{n_k} \rightharpoonup u^* \) in \( \mathcal{X}^p_2(Q_T)^* \) (\( \Lambda \ni n \to \infty \)) and \( \langle A u_{n_k}, u \rangle_{\mathcal{X}^p_2(Q_T)} \to \liminf_{n \to +\infty} \langle A u_n, u \rangle_{\mathcal{X}^p_2(Q_T)} \) (\( \Lambda \ni n \to \infty \)), which implies that for every \( v \in \mathcal{X}^p_2(Q_T) \) there holds

\[
\lim_{n \to +\infty} \langle A u_n, u_n - v \rangle_{\mathcal{X}^p_2(Q_T)} \leq \liminf_{n \to +\infty} \langle A u_n, u_n - v \rangle_{\mathcal{X}^p_2(Q_T)}. 
\] (7.11)

We intend to apply Lemma 7.5, with compatible couples \( (X(t), Y(t)) = (X^p_2(Q_T), Y) \), \( t \in I \), and operator families \( A : X^p_2(Q_T) \to \mathcal{X}^p_2(Q_T)^* \), \( t \in I \), whereby we exploit that \( X^p_2(Q_T) = X^p_2(Q_T) \cap Y \) with norm equivalence for every \( t \) \( \in I \) due to \( q \geq 2 \) in \( Q_T \). It is not difficult to see that the conditions (i), (ii) and (iv) of Lemma 7.5 are already satisfied. So, let us check (iii). For each \( v \in \mathcal{X}^p_2(Q_T) \cap \mathcal{Y}^\infty(Q_T) \), we define \( K_v := \sup_{n \in \mathbb{N}} \| u_n \|_{\mathcal{Y}^\infty(Q_T)} + \| v \|_{\mathcal{Y}^\infty(Q_T)} < \infty \) (cf. (6.3)), \( \varepsilon_v := \min \left\{ \frac{\| u_n \|_{\mathcal{Y}^\infty(Q_T)}}{2}, \frac{\| u \|_{\mathcal{Y}^\infty(Q_T)}}{2} \right\} \) and \( \mu_v := (1 + c_1(t)) K_v^q + c_2(t) + \mathcal{D}(K_v)(\alpha(t) + c\varepsilon_v) \rho(t, \varepsilon_v)(\varepsilon_v(t))) \in L^1(I) \), use the conditions (C.5) and (C.6), to obtain for almost every \( t \in I \) and every \( n \in \Lambda \)

\[
\langle A(t)(u(t)), u_n(t) - v(t) \rangle_{\mathcal{X}^p_2(Q_T)} \geq \frac{c_0}{2} \rho(t, \varepsilon_v)(\varepsilon_v(t))) + \| u_n(t) \|^q_{\mathcal{Y}^\infty(T)} - \mu_v(t). 
\] (7.12)

Due to the weak coercivity of the mappings \( \mathcal{E} := \frac{\mathcal{D}(\rho(t, \varepsilon_v)(\varepsilon_v(t)))}{\mathcal{D} \mathcal{Y}^\infty(Q_T)} \) \( : \mathcal{X}^p_2(Q_T) \to \mathbb{R}_{\geq 0} \), \( t \in I \), which is basically a consequence of the norm equivalence \( \| \cdot \|_{\mathcal{X}^p_2(Q_T)} \sim \| \cdot \|_{\mathcal{X}^p_2(Q_T)} \) for every \( t \), that results from Lemma 5.34 and \( 2 \leq q \leq \max \{ 2, p_s - \varepsilon \} \) in \( Q_T \), (7.12) yields just condition (iii). Hence, Lemma 7.5 is applicable and provides a cofinal subset \( A_0 \subseteq \Lambda \) (not depending on \( t \) in \( I \)), such that for every \( v \in \mathcal{X}^p_2(Q_T) \cap \mathcal{Y}^\infty(Q_T) \) and almost every \( t \in I \) there holds

\[
\langle A(t)(u(t)), u(t) - v(t) \rangle_{\mathcal{X}^p_2(Q_T)} \leq \liminf_{n \to +\infty} \langle A(t)(u_n(t)), u_n(t) - v(t) \rangle_{\mathcal{X}^p_2(Q_T)}. 
\] (7.13)

We integrate (7.13) with respect to \( t \in I \), apply a generalized version of Fatou’s lemma (cf. [39, Theorem 1.18]), which is allowed since \( \langle A(t)(u_n(t)), u_n(t) - v(t) \rangle_{\mathcal{X}^p_2(Q_T)} \geq -\mu_v(t) \) for almost every \( t \in I \) and all \( n \in \Lambda \) (cf. (7.12)), and exploit (7.11), to arrive for every \( v \in \mathcal{X}^p_2(Q_T) \cap \mathcal{Y}^\infty(Q_T) \) at

\[
\langle A u - v \rangle_{\mathcal{X}^p_2(Q_T)} \leq \int_I \liminf_{n \to +\infty} \langle A(s)(u_n(s)), u_n(s) - v(s) \rangle_{\mathcal{X}^p_2(Q_T)} \, ds 
\]

\[
\leq \liminf_{n \to +\infty} \int_I \langle A(s)(u_n(s)), u_n(s) - v(s) \rangle_{\mathcal{X}^p_2(Q_T)} 
\leq \liminf_{n \to +\infty} \langle A u_n, u_n - v \rangle_{\mathcal{X}^p_2(Q_T)}. 
\] (7.14)

As \( C^\infty_0(Q_T)^d \subseteq \mathcal{X}^p_2(Q_T) \cap \mathcal{Y}^\infty(Q_T) \) is dense in \( \mathcal{X}^p_2(Q_T) \) (cf. Proposition 3.5), (7.14) holds for every \( v \in \mathcal{X}^p_2(Q_T) \), i.e., \( A : \mathcal{X}^p_2(Q_T) \cap \mathcal{Y}^\infty(Q_T) \to \mathcal{X}^p_2(Q_T)^* \) is Bochner pseudo-monotone.
we deduce for every pointwise for almost every \( p \in (\hat{\epsilon}, \epsilon) \) during the first summand in the last integral in (7.16) and (7.17), respectively, we obtain for every \( t \in T \)

\[
\int_0^t \int_{Q_t} |f(s,y)||u(s,y)| + |F(s,y)||\varepsilon(u)(s,y)| \, dy \, ds \leq c_\varepsilon(\varepsilon)\rho_\varepsilon(f) + c_\varepsilon(\varepsilon)\rho_\varepsilon^{(\cdot),\cdot}(F) + \varepsilon \int_0^t \rho_\varepsilon(u(s)) + \rho_\varepsilon^{(\cdot),\cdot}(\varepsilon(u)(s)) \, ds.
\]

Then, using that \( \rho_\varepsilon(u(t)) = ||u(t)||^\frac{p}{q} + \rho_\varepsilon^{(\cdot)}(u(t)) \) for almost every \( t \in T \) and additionally that \( \rho_\varepsilon^{(\cdot)}(u(t)) \leq c_\varepsilon\rho_\varepsilon^{(\cdot)}(\varepsilon(u)(t)) \) for almost every \( t \in T \), due to Poincaré’s and Korn’s inequality with respect to \( p \in (1,\infty) \), we conclude for every \( t \in T \)

\[
\int_0^t \int_{Q_t} |f(s,y)||u(s,y)| + |F(s,y)||\varepsilon(u)(s,y)| \, dy \, ds \leq c_\varepsilon(\varepsilon)\rho_\varepsilon(f) + c_\varepsilon(\varepsilon)\rho_\varepsilon^{(\cdot),\cdot}(F) + \varepsilon \int_0^t \rho_\varepsilon(u(s)) + \rho_\varepsilon^{(\cdot),\cdot}(\varepsilon(u)(s)) \, ds.
\]

Therefore, if we set \( M_0 := \frac{1}{2}||u_0||^\frac{p}{q} + ||c_2||_{L^1(I)} + c_\varepsilon(\varepsilon)\rho_\varepsilon(f) + c_\varepsilon(\varepsilon)\rho_\varepsilon^{(\cdot),\cdot}(F) + \varepsilon c_\varepsilon\rho_\varepsilon^{(\cdot),\cdot}(Q_T) > 0 \), \( y := \frac{1}{2}||u_0||^\frac{p}{q} \in L^\infty(I), a := 2\varepsilon + ||c_1||_I \in L^1(I) \), then we conclude from (7.16) (7.17) that for almost every \( t \in T \) it holds

\[
y(t) + \frac{c_0}{2} \int_0^t \rho_\varepsilon^{(\cdot),\cdot}(\varepsilon(u)(s)) \, ds \leq M_0 + \int_0^t a(s) \, ds.
\]
8 Existence theorem

Now we can formulate and prove the main result.

Theorem 8.1 (Main theorem) let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded Lipschitz domain, $I := (0, T)$, $T < \infty$, $Q_T := I \times \Omega$ and $q, p \in P^{\text{log}}(Q_T)$ with $q^\ast, p^\ast > 1$, such that $X_q^{p, q} \rightarrow Y$. Moreover, let $A : X_q^{p, q}(Q_T) \cap Y^\infty(Q_T) \rightarrow X_q^{p, q}(Q_T)^\ast$ be bounded, Bochner coercive with respect to $u^\ast \in X_q^{p, q}(Q_T)^\ast$ and $u_0 \in Y$, and satisfying the Bochner condition $\langle M \rangle$. Then, there exists a solution $u \in W_q^{p, q}(Q_T)$ with a representation $u \in Y^0(Q_T)$ of

$$\frac{du}{dt} + Au = u^\ast \quad \text{in } X_q^{p, q}(Q_T)^\ast,$$

$$u(0) = u_0 \quad \text{in } Y.$$

By means of Proposition 7.2 and Proposition 7.4, we conclude the following less abstract and thus potentially more applicable version of Theorem 8.1.

Corollary 8.2 Let $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, be a bounded Lipschitz domain, $I := (0, T)$, $T < \infty$, $Q_T := I \times \Omega$ and $q, p \in P^{\text{log}}(Q_T)$ with $p^\ast > 1$ and $2 \leq q \leq \max\{2, p^\ast - \varepsilon\}$ in $Q_T$ for $\varepsilon \in (0, (p^\ast) - 2 - 1]$. Moreover, let $A(t) : X_q^{p, q}(t) \rightarrow X_q^{p, q}(t)^\ast$, $t \in I$, be family of operators satisfying (C1)-(C6).

Then, for $f \in L^{\min\{2, p^\ast\}^q}(Q_T)^d$ and $F \in L^{(\cdot, \cdot)}(Q_T, M^{\text{sym}}(\mathbb{R}^d))$, and $u_0 \in Y$, there exists $u \in W_q^{p, q}(Q_T)$ with a representation $u \in Y^0(Q_T)$, such that $u_0(0) = u_0$ in $Y$ and for every $\phi \in C_0(\mathbb{R}^d)^d$ there holds

$$\int I \left( \frac{d_u}{dt}, \phi(t) \right)_{X_q^{p, q}(t)} dt + \int I (A(t)(u(t)), \phi(t))_{X_q^{p, q}(t)} dt = \int I (u(t), \phi(t))_{X_q^{p, q}(t)} dt.$$

Proof (of Theorem 8.1) 0. Reduction of assumptions: It suffices to treat the case $u^\ast = 0$. Otherwise, we consider $A - u^\ast : X_q^{p, q}(Q_T) \cap Y^\infty(Q_T) \rightarrow X_q^{p, q}(Q_T)^\ast$, which is again bounded, Bochner coercive with respect to $0 \in X_q^{p, q}(Q_T)^\ast$ and $u_0 \in Y$, and satisfies the Bochner condition $\langle M \rangle$.

1. Galerkin approximation: On the basis of the separability of $X_q^{p, q}$ there exists a sequence $(\nu_i)_{i \in \mathbb{N}} \subseteq X_q^{p, q}$, which is dense in $X_q^{p, q}$. Due to the density of $X_q^{p, q}$ in $Y$ and the Gram–Schmidt process, we can assume that $(\nu_i)_{i \in \mathbb{N}}$ is dense and orthonormal in $Y$. We set $X_n := \text{span}\{\nu_1, ..., \nu_n\}$, if equipped with $\|\cdot\|_{X_q^{p, q}}$, and $Y_n := \text{span}\{\nu_1, ..., \nu_n\}$, if equipped with $(\cdot, \cdot)_Y$. Then, the triple $(X_n, Y_n, \text{id}_{X_n})$ is an evolution triple with canonical embedding $e_n := (\text{id}_{X_n})^\ast R_n \text{id}_{X_n} : X_n \rightarrow X_n^\ast$, where $R_n : Y_n \rightarrow Y_n^\ast$ denotes the corresponding Riesz isomorphism with respect to $Y_n$ and $(\text{id}_{X_n})^\ast$ the adjoint operator of $\text{id}_{X_n} : X_n \rightarrow Y_n$. Moreover, we introduce the spaces $\mathcal{X}_n := L^{\max\{q^\ast, p^\ast\}}(I, X_n)$, $\mathcal{W}_n := W_Q^{\max\{q^\ast, p^\ast\}, \min\{q^\ast, (p^\ast)\}^q}(I, X_n, X_n^\ast)$, $\mathcal{Y}_n := C^0(I, Y_n)$.

Then, we have $\mathcal{X}_n \hookrightarrow X_q^{p, q}(Q_T)$ and Proposition 2.2 provides an embedding $(\cdot)_e : \mathcal{W}_n \rightarrow \mathcal{Y}_n$, which yields for every $u \in \mathcal{W}_n$ the existence of a unique representation $u \in \mathcal{Y}_n$, and a formula of integration by parts for $\mathcal{W}_n$ (cf. Proposition 2.2 (ii)).

We are seeking approximative solutions $u_n \in \mathcal{W}_n$, $n \in \mathbb{N}$, which solve the evolution equations

$$\frac{du}{dt} + A_n u_n = 0 \quad \text{in } \mathcal{X}_n,$$

$$(u_n)(0) = u_0^n \quad \text{in } Y_n.$$  \hfill (8.3)

where $A_n := (\text{id}_{X_n})^\ast A : \mathcal{X}_n \cap \mathcal{Y}_n \rightarrow \mathcal{X}_n^\ast$ and $u_0^n := \sum_{i=1}^n (u_0, \nu_i)_Y \nu_i \in Y_n$ for every $n \in \mathbb{N}$.

2. Existence of Galerkin solutions: We intend to apply Theorem 2.11. Thus, we have to check for every $n \in \mathbb{N}$, whether $A_n : \mathcal{X}_n \cap \mathcal{Y}_n \rightarrow \mathcal{X}_n^\ast$ is bounded, Bochner coercive with respect to $0 \in \mathcal{X}_n$ and $u_0^n \in Y_n$ in the sense of Definition 2.10, and satisfies the Bochner condition $\langle M \rangle$ in the sense of Definition 2.3. In fact, since $A : X_q^{p, q}(Q_T) \cap Y^\infty(Q_T) \rightarrow X_q^{p, q}(Q_T)^\ast$ is bounded, Bochner coercive with respect to $0 \in X_q^{p, q}(Q_T)^\ast$ and $u_0 \in Y$ in the sense of Definition 6.9, satisfies the Bochner condition $\langle M \rangle$ in the sense of Definition 6.1, and $\sup_{n \in \mathbb{N}} \|u_0^n\|_Y \leq \|u_0\|_Y$, the same holds in the sense of Definition 2.3 and Definition 2.10 for its restrictions $A_n : \mathcal{X}_n \cap \mathcal{Y}_n \rightarrow \mathcal{X}_n^\ast$, $n \in \mathbb{N}$. Therefore, Theorem 2.11 yields the existence of $u_n \in \mathcal{W}_n$, $n \in \mathbb{N}$, solving (8.3).
Moreover, if we test (8.3) for every \( n \in \mathbb{N} \) with \( u_n \chi_{[0,t]} \in \mathcal{X}_n \), for arbitrary \( t \in (0, T] \), apply the formula of integration by parts for \( \mathcal{W}_n \) (cf. Proposition 2.2 (ii)) and exploiting (8.3) for every \( n \in \mathbb{N} \), we obtain for every \( t \in \mathcal{T} \) and \( n \in \mathbb{N} \) the estimate

\[
\frac{1}{2} \| (u_n)_c(t) \|^2 + \int_0^t \langle A(s)(u_n(s)), u_n(s) \rangle_{\mathcal{X}_n^q,p(s)} \, ds \leq \frac{1}{2} \| u_0 \|^2_Y. \quad (8.4)
\]

From (8.4) and the Bochner coercivity of \( \mathcal{A} : \mathcal{X}_n^q,p(Q_T) \cap \mathcal{Y}^\infty(Q_T) \to \mathcal{X}_n^q,p(Q_T)^* \) with respect to \( 0 \in \mathcal{X}_n^q,p(Q_T)^* \) and \( u_0 \in Y \), as well as its boundedness, we derive the existence of a constant \( M > 0 \), which does not depend on \( n \in \mathbb{N} \), that for every \( n \in \mathbb{N} \) there holds

\[
\| u_n \|_{\mathcal{X}_n^q,p(Q_T) \cap \mathcal{Y}^\infty(Q_T)} + \| \mathcal{A} u_n \|_{\mathcal{X}_n^q,p(Q_T)^*} \leq M. \quad (8.5)
\]

3. Passage to the limit:

3.1 Convergence of the Galerkin solutions: From the a-priori estimate (8.5), the reflexivity of both \( \mathcal{X}_n^q,p(Q_T) \) and \( \mathcal{X}_n^q,p(Q_T)^* \) (cf. Proposition 3.3), and the existing separable pre-dual \( L^1(I,Y) \) of \( \mathcal{Y}^\infty(Q_T) \), we obtain a not relabelled subsequence \( (u_n)_{n \in \mathbb{N}} \subseteq \mathcal{X}_n^q,p(Q_T) \cap \mathcal{Y}^\infty(Q_T) \) as well as elements \( u \in \mathcal{X}_n^q,p(Q_T) \cap \mathcal{Y}^\infty(Q_T) \) and \( \xi \in \mathcal{X}_n^q,p(Q_T)^* \), such that

\[
\begin{align*}
&u_n \xrightarrow{n \to \infty} u \quad \text{in} \ \mathcal{X}_n^q,p(Q_T), \\
&\mathcal{A} u_n \xrightarrow{n \to \infty} \mathcal{A} u \quad \text{in} \ \mathcal{X}_n^q,p(Q_T)^*. 
\end{align*} \quad (8.6)
\]

3.2 Regularity and trace of the weak limit: Let \( v \in X_k \), where \( k \in \mathbb{N} \) is arbitrary, and \( \varphi \in C^\infty(T) \) with \( \varphi(T) = 0 \). Testing (8.3) for every \( n \in \mathbb{N} \) with \( n \geq k \) by \( v \varphi \in X_k \subseteq \mathcal{X}_n \), a subsequent application of the formula of integration by parts formula for \( \mathcal{W}_n \) (cf. Proposition 2.2 (ii)) and exploiting (8.3) for every \( n \in \mathbb{N} \), yields for every \( n \in \mathbb{N} \) with \( n \geq k \)

\[
\langle \mathcal{A} u_n, v \varphi \rangle_{\mathcal{X}_n^q,p(Q_T)} = \int_I (u_n(s), v) Y \varphi'(s) \, ds + (u_0^n, v) Y \varphi(0). \quad (8.7)
\]

By passing for \( n \to \infty \) in (8.7), using (8.6) and \( u_0^n \to u_0 \) in \( Y \) \((n \to \infty)\) in doing so, we obtain

\[
\langle \xi, v \varphi \rangle_{\mathcal{X}_n^q,p(Q_T)} = \int_I (u(s), v) Y \varphi'(s) \, ds + (u_0, v) Y \varphi(0) \quad (8.8)
\]

for every \( v \in \bigcup_{k \in \mathbb{N}} X_k \) and \( \varphi \in C^\infty(T) \) with \( \varphi(T) = 0 \). In the case \( \varphi \in C^\infty_0(I) \) in (8.7), Proposition 4.7 proves, due to the density of \( \bigcup_{k \in \mathbb{N}} X_k \) in \( \mathcal{X}_n^q,p \), that \( u \in \mathcal{W}_n^q,p(Q_T) \) with a representation \( u \in \mathcal{X}_n^q,p(Q_T) \) (cf. Proposition 4.8 (i)) and

\[
\frac{du}{dt} = -\xi \quad \text{in} \ \mathcal{X}_n^q,p(Q_T)^*. \quad (8.9)
\]

Thus, we are able to apply the formula of integration by parts for \( \mathcal{W}_n^q,p(Q_T) \) (cf. Proposition 4.8) in (8.8) for \( \varphi \in C^\infty(T) \) with \( \varphi(T) = 0 \) and \( \varphi(0) = 1 \), which yields, also using (8.9), that

\[
(u_c(0) - u_0, v)_Y = 0 \quad (8.10)
\]

for every \( v \in \bigcup_{k \in \mathbb{N}} X_k \). Because \( \bigcup_{k \in \mathbb{N}} X_k \) is dense in \( \mathcal{X}_n^q,p \) and \( \mathcal{X}_n^q,p \) is dense in \( Y \), we conclude from (8.10) the desired initial condition, i.e., that

\[
u_c(0) = u_0 \quad \text{in} \ Y. \quad (8.11)
\]
3.3 Pointwise weak convergence in $Y$: Next, we show that $(u_n)_c(t) \to u_c(t)$ in $Y$ ($n \to \infty$) for every $t \in T$. To this end, let us fix an arbitrary $t \in (0, T]$. From the a-priori estimate $\sup_{n \in \mathbb{N}} \|(u_n)_c(t)\|_Y \leq M$ (cf. (8.5)) we obtain the existence of a subsequence $((u_n)_c(t))_{n \in A_t} \subseteq Y$, with a cofinal subset $A_t \subseteq \mathbb{N}$, which initially depends on this fixed $t$, and an element $u_{A_t} \in Y$, such that

$$
(u_n)_c(t) \xrightarrow{n \to \infty} u_{A_t} \quad \text{in } Y \quad (n \in A_t).
$$

(8.12)

For $v \in X_k$, where $k \in A_t$ is arbitrary, and $\varphi \in C^\infty(T)$ with $\varphi(0) = 0$ and $\varphi(t) = 1$, we test (8.3) for every $n \in A_t$ with $n \geq k$ by $v \varphi \chi_{[0,t]} \in X_k \subseteq X_n$ and use the formula of integration by parts for $\mathcal{W}_n$ (cf. Proposition 2.2 (ii)), to arrive for every $n \in A_t$ with $n \geq k$ at

$$
\langle \mathcal{A} u_n, v \varphi \chi_{[0,t]} \rangle_{X^{q,p}_n(T)} = \int_0^t (u_n(s), v)_{Y} \varphi'(s) \, ds - ((u_n)_c(t), v)_Y.
$$

(8.13)

By passing for $A_t \ni n \to \infty$ in (8.13), using (8.6) and (8.12), we obtain for every $v \in \bigcup_{k \in A_t} X_k$

$$
\langle \xi, v \varphi \chi_{[0,t]} \rangle_{X^{q,p}_n(T)} = \int_0^t (u(s), v)_{Y} \varphi'(s) \, ds - (u_{A_t}, v)_Y.
$$

(8.14)

From (8.14), (8.9) and the formula of integration by parts for $\mathcal{W}^{2,p}_n(T)$ (cf. Proposition 4.8 (ii)), we also obtain

$$
(u_c(t) - u_{A_t}, v)_Y = 0
$$

(8.15)

for every $v \in \bigcup_{k \in A_t} X_k$. Thanks to $X_k \subseteq X_{k+1}$ for every $k \in \mathbb{N}$, it holds $\bigcup_{k \in A_t} X_k = \bigcup_{k \in \mathbb{N}} X_k$. Therefore, $\bigcup_{k \in A_t} X_k$ is dense in $Y$ and (8.15) yields that $u_c(t) = u_{A_t}$ in $Y$, i.e., we have

$$
(u_n)_c(t) \xrightarrow{n \to \infty} u_c(t) \quad \text{in } Y \quad (n \in A_t).
$$

(8.16)

As this argumentation stays valid for each weakly convergent subsequence of $((u_n)_c(t))_{n \in \mathbb{N}} \subseteq Y$, $u_c(t) \in Y$ is a weak accumulation point of each subsequence of $((u_n)_c(t))_{n \in \mathbb{N}} \subseteq Y$. The standard convergence principle [18, Kap. I, Lem. 5.4] yields that (8.16) even holds if $A_t = \mathbb{N}$, i.e., we have

$$
(u_n)_c(t) \xrightarrow{n \to \infty} u_c(t) \quad \text{in } Y \quad \text{for all } t \in T.
$$

(8.17)

Therefore, due to $u_c(t) = u(t)$ in $Y$ for almost every $t \in I$, we conclude from (8.17) that

$$
(u_n)_c(t) \xrightarrow{n \to \infty} u(t) \quad \text{in } Y \quad \text{for a.e. } t \in I.
$$

(8.18)

3.4 Identification of $\mathcal{A}u$ and $\xi$: According to (8.4) in the case $t = T$, also using (8.11), we have for every $n \in \mathbb{N}$

$$
\langle \mathcal{A} u_n, u_n \rangle_{X^{q,p}_n(T)} \leq - \frac{1}{2} \|(u_n)_c(T)\|^2_Y + \frac{1}{2} \|u_c(0)\|^2_Y.
$$

(8.19)

The limit superior with respect to $n \to \infty$ on both sides in (8.19), (8.17) in the case $t = T$, the weak lower semi-continuity of $\| \cdot \|_Y$, the formula of integration by parts for $\mathcal{W}^{2,p}_n(T)$ (cf. Proposition 4.8 (ii)) and (8.9) yield

$$
\limsup_{n \to \infty} \langle \mathcal{A} u_n, u_n \rangle_{X^{q,p}_n(T)} \leq - \frac{1}{2} \|u_c(T)\|^2_Y + \frac{1}{2} \|u_c(0)\|^2_Y = \left\langle \frac{du}{dt}, u \right\rangle_{X^{q,p}_n(T)} = \langle \xi, u \rangle_{X^{q,p}_n(T)}.
$$

(8.20)

By virtue of the Bochner condition (M) of $\mathcal{A}: X^{q,p}_n(T) \cap Y^\infty(T) \to X^{q,p}_n(T)^*$, we finally conclude from (8.6), (8.18) and (8.20) that $\mathcal{A} u = \xi$ in $X^{q,p}_n(T)^*$. This completes the proof of Theorem 8.1.

$\square$
9 Application

At last, we apply the developed theory on the model problem (1.1). In doing so, we always assume that $\Omega \subseteq \mathbb{R}^d$, $d \geq 2$, is a bounded Lipschitz domain, $I := [0, T)$, $T < \infty$, $Q_T := I \times \Omega$ and $q, p \in \mathcal{P}^\text{log}(Q_T)$ with $p^- > 1$ and $2 \leq q \leq \max\{2, p_\ast, p^- \}$ in $Q_T$ for some $\varepsilon \in (0, (p_\ast)^\varepsilon - 1]$.

**Proposition 9.1** Let $S : Q_T \times \mathbb{M}^{d \times d}_{\text{sym}} \to \mathbb{M}^{d \times d}_{\text{sym}}$ be a mapping satisfying (S.1)–(S.4) with respect to $p$. Then, the family of operators $S(t) : X^{q,p}_2(t) \to X^{q,p}_2(t)^*$, $t \in I$, for almost every $t \in I$ and every $u, v \in X^{q,p}_2(t)$ given via

$$(S(t)u, v)_{X^{q,p}_2(t)} := (\mathcal{J}_T(0, S(t, \cdot, \varepsilon(u))), v)_{X^{q,p}_2(t)} = (S(t, \cdot, \varepsilon(u)), \varepsilon(v))_{L^{p(t)}(\Omega)^{d \times d}},$$

satisfies (C.1)–(C.6). In particular, the induced operator $S : \mathcal{X}^{q,p}_2(Q_T) \to \mathcal{X}^{q,p}_2(Q_T)^*$, given via (7.1), is bounded, Bochner pseudo-monotone and Bochner coercive with respect to all $u_0 \in Y$ and $\mathcal{J}_T(f, F) \in \mathcal{X}^{q,p}_2(Q_T)^*$, where $f \in L^{\min\{2, (p^-)^\varepsilon\}}(Q_T)^d$ and $F \in L^{p(t)}(\Omega, \mathbb{M}^{d \times d}_{\text{sym}})$.

**Proof (C.1)** Using Fubini’s theorem in conjunction with (S.1) and (S.2), it is readily seen that $S(t, \cdot, \cdot) : \Omega \times \mathbb{M}^{d \times d}_{\text{sym}} \to \mathbb{M}^{d \times d}_{\text{sym}}$ is for almost every $t \in I$ a Carathéodory mapping. We fix $t \in I$, such that $\mathbf{S}(t, \cdot, \cdot) : \Omega \times \mathbb{M}^{d \times d}_{\text{sym}} \to \mathbb{M}^{d \times d}_{\text{sym}}$ is a Carathéodory mapping and (S.2) holds for $t$ with $\beta(t, \cdot) \in L^{p(t)}(\Omega)$. Let us first prove that $S(t) : X^{q,p}_2(t) \to X^{q,p}_2(t)^*$ is well-defined. To this end, we consider $u \in X^{q,p}_2(t)$. Since $\mathbf{S}(t, \cdot, \cdot) : \Omega \times \mathbb{M}^{d \times d}_{\text{sym}} \to \mathbb{M}^{d \times d}_{\text{sym}}$ is a Carathéodory mapping, $(x \mapsto S(t, x, \varepsilon(u)(x))) : \Omega \to \mathbb{M}^{d \times d}_{\text{sym}}$ is Lebesgue measurable. Therefore, we can inspect it for integrability. In doing so, using (S.2) and repeatedly that $(a + b)^s \leq 2^s(a^s + b^s)$ for all $a, b \geq 0$ and $s > 0$, we obtain for almost every $x \in \Omega$

$$|S(t, x, \varepsilon(u)(x))|^{p'(t,x)} \leq \left[\alpha(\delta + |\varepsilon(u)(x)|)^{p(t,x)} + \beta(t, x)\right]^{p'(t,x)} \leq 2^{p'(t,x)} \left[\alpha^{p'(t,x)}(\delta + |\varepsilon(u)(x)|)^{p(t,x)} + \beta(t, x)\right]^{p'(t,x)} \leq 2^{p'(t,x)} \left[\alpha^{p'(t,x)}2^{p(t,x)} + |\varepsilon(u)(x)|^{p(t,x)} + \beta(t, x)\right]^{p'(t,x)},$$

i.e., $S(t, \cdot, \varepsilon(u)) \in L^{p(t)(\cdot)}(\Omega, \mathbb{M}^{d \times d}_{\text{sym}})$. Thus, we conclude that $S(t)u \in X^{q,p}_2(t)^*$ (cf. Corollary 3.7), i.e., $S(t) : X^{q,p}_2(t) \to X^{q,p}_2(t)^*$ is well-defined. Next, let us show that $S(t) : X^{q,p}_2(t) \to X^{q,p}_2(t)^*$ is continuous. To this end, let $(u_n)_{n \in \mathbb{N}} \subseteq X^{q,p}_2(t)$ be a sequence, such that $u_n \to u$ in $X^{q,p}_2(t)$ ($n \to \infty$).

Then, it holds

$$\varepsilon(u_n) \xrightarrow{n \to \infty} \varepsilon(u) \quad \text{in} \quad L^{p(t)(\cdot)}(\Omega, \mathbb{M}^{d \times d}_{\text{sym}}).$$

In particular, there exist a subsequence $(u_{n_k})_{k \in \mathbb{N}}$ with a cofinal subset $\Lambda \subseteq \mathbb{N}$, such that

$$\varepsilon(u_{n_k}) \xrightarrow{n \to \infty} \varepsilon(u) \quad \text{in} \quad \mathbb{M}^{d \times d}_{\text{sym}} (n \in \Lambda) \quad \text{a.e. in} \quad \Omega.$$

Since $S(t, \cdot, \varepsilon(u)) \in \mathbb{M}^{d \times d}_{\text{sym}}$ is a Carathéodory mapping, (9.4) also leads to

$$S(t, \cdot, \varepsilon(u)) \xrightarrow{n \to \infty} S(t, \cdot, \varepsilon(u)) \quad \text{in} \quad \mathbb{M}^{d \times d}_{\text{sym}} (n \in \Lambda) \quad \text{a.e. in} \quad \Omega.$$

On the other hand, we have by (9.2) for almost every $x \in \Omega$ and every $n \in \Lambda$

$$|S(t, x, \varepsilon(u_{n_k})(x))|^{p'(t,x)} \leq 2^{p'(t,x)} \left[\alpha^{p'(t,x)}2^{p(t,x)} + |\varepsilon(u_{n_k})(x)|^{p(t,x)} + \beta(t, x)\right]^{p'(t,x)},$$

i.e., $(S(t, \cdot, \varepsilon(u_{n_k})))_{n \in \mathbb{N}} \subseteq L^{p(t)(\cdot)}(\Omega, \mathbb{M}^{d \times d}_{\text{sym}})$ is $L^{p(t)(\cdot)}(\Omega)$–uniformly integrable (cf. [19]) due to (9.3). As a result, also using (9.5), Vitali’s convergence theorem (cf. [19], Theorem 3.8) yields

$$S(t, \cdot, \varepsilon(u_n)) \xrightarrow{n \to \infty} S(t, \cdot, \varepsilon(u)) \quad \text{in} \quad L^{p(t)(\cdot)}(\Omega, \mathbb{M}^{d \times d}_{\text{sym}}) (n \in \Lambda).$$

The standard convergence principle (cf. [18, Kap. I, Lem. 5.4]) yields that (9.6) even holds if $A = \mathbb{N}$. Because of the continuity of $\mathcal{J}_T : L^{p(t)(\cdot)}(\Omega)^d \times L^{p(t)(\cdot)}(\Omega, \mathbb{M}^{d \times d}_{\text{sym}}) \to \mathbb{M}^{d \times d}_{\text{sym}}$ (cf. Corollary 3.7), we conclude from (9.6) with $A = \mathbb{N}$ that $S(t)u \to S(t)u$ in $X^{q,p}_2(t)^*$ ($n \to \infty$). Altogether, the operator $S(t) : X^{q,p}_2(t) \to X^{q,p}_2(t)^*$ is indeed continuous. Since $t \in I$ was chosen arbitrarily, such that $S(t, \cdot, \cdot) : \Omega \times \mathbb{M}^{d \times d}_{\text{sym}} \to \mathbb{M}^{d \times d}_{\text{sym}}$ is a Carathéodory mapping and (S.2) holds for $t$ with $\beta(t, \cdot) \in L^{p(t)(\cdot)}(\Omega)$, we thus conclude that condition (C.1) is satisfied.
ad (C.2) Inequality (9.2) in conjunction with Hölder’s inequality (cf. (2.12)), guarantees for every \( u, v \in X^q_{\Omega} \) that \( (t, x) \mapsto S(t, x; u(x), v(x)) \in L^1(\Omega_T) \). Thus, Fubini’s theorem yields for every \( u, v \in X^q_{\Omega} \) the Lebesgue measurability of the mapping \( (t) \mapsto (S(t, u, v))_{X^{q,p}_T} = (t) \mapsto (S(t, u, v))_{L^{p}(\Omega)_{d,t}} : I \to \mathbb{R} \), i.e., condition (C.2) is satisfied.

ad (C.3) & (C.6) Applying the \( \varepsilon \)-Young inequality pointwise for almost every \( (t, x) \in \Omega_T \) with respect to the exponent \( p(t, x) \), with the constant \( c_{p(t, x)}(\varepsilon) = (p(t, x))^{-1}p(t, x) - 1 \) for every \( \varepsilon \in (0, \varepsilon_0) \), where \( \varepsilon_0 := ((p(t, x))^+)^{-1} \), also using that \( c_{p(t, x)}(\varepsilon) = (p(t, x))^{-1}p(t, x) - 1 \) for every \( \varepsilon \in (0, \varepsilon_0) \), we infer for almost every \( (t, x) \in \Omega_T \), every \( \varepsilon \in (0, \varepsilon_0) \) and \( u, v \in X^q_{\Omega} \)

\[
|S(t, x, \varepsilon(u))(x)| \leq \varepsilon|S(t, x, \varepsilon(u) + \varepsilon)|^{p(t, x)} + c_{p(t, x)}(\varepsilon)|\varepsilon(u)|^{p(t, x)}
\]

Eventually, we integrate \( (9.7) \) with respect to \( x \in \Omega \), and use the estimate \( (9.2) \) in doing so, to arrive for almost every \( t \in I \), every \( \varepsilon \in (0, \varepsilon_0) \) and \( u, v \in X^q_{\Omega} \) at

\[
|S(t, u, v)|_{X^{q,p}_T} \leq \varepsilon|S(t, u, v) + \varepsilon|^{p(t, x)} + c_{p(t, x)}(\varepsilon)|\varepsilon|^{p(t, x)}
\]

i.e., condition (C.6) and simultaneously also condition (C.3).

ad (C.4) From (S.3) we obtain that \( S(t) : X^q_{\Omega} \to X^q_{\Omega} \) is for almost every \( t \in I \) monotone. Therefore, because \( S(t) : X^q_{\Omega} \to X^q_{\Omega} \) is for almost every \( t \in I \) continuous, it is also pseudo-monotone (cf. [32, Kap. III, Lem. 2.6]), i.e., condition (C.4) is satisfied.

ad (C.5) Using (S.3) and \( (\delta + a)p(x) - 2 \delta a \geq \frac{1}{2}a p(x) - \delta p(x) \) for all \( a \geq 0 \) and \( t, x \in \Omega_T \), we obtain for almost every \( t \in I \) and almost \( u \in X^q_{\Omega} \)

\[
(B(t, u, v))_{X^{q,p}_T} \geq \frac{c_0}{2} \rho_{p(t, \cdot)}(\varepsilon(u)) - c_0 \rho_{p(t, \cdot)}(\delta) - \|c_1(t, \cdot)\|_{L^1(\Omega)}
\]

i.e., condition (C.5) is satisfied.

□

Proposition 9.8 Let \( b : \Omega_T \times \mathbb{R}^d \to \mathbb{R}^d \) be a mapping satisfying (B.1)–(B.3) with respect to \( r := \max\{2, p_s \} - \varepsilon \). Then, the family of operators \( B(t) : X^q_{\Omega} \to X^q_{\Omega} \), \( t \in I \), for almost every \( t \in I \) and every \( u, v \in X^q_{\Omega} \) given via

\[
(B(t, u, v))_{X^{q,p}_T} = (\mathcal{J}_x(b(t, u, v), v))_{X^{q,p}_T} = (b(t, u, v))_{L^{p}(\Omega)_{d,t}}
\]

satisfies (C.1)–(C.4) and (C.6).

Proof ad (C.1) & (C.2) & (C.4) Fubini’s theorem in conjunction with (B.1) and (B.2) implies that \( b(t, \cdot, \cdot) : \Omega \times \mathbb{R}^d \to \mathbb{R}^d \) is for almost every \( t \in I \) a Carathéodory mapping. We fix \( t \in I \), such that \( b(t, \cdot, \cdot) : \Omega \times \mathbb{R}^d \to \mathbb{R}^d \) is a Carathéodory mapping and (B.2) holds for \( t \in I \) and \( \eta(t, \cdot) \in L^{r(t, \cdot)}(\Omega) \). Again, let us first prove that \( B(t) : X^q_{\Omega} \to X^q_{\Omega} \) is well-defined. To this end, let \( u \in X^q_{\Omega} \). Because \( b(t, \cdot, \cdot) : \Omega \times \mathbb{R}^d \to \mathbb{R}^d \) is a Carathéodory mapping, \( x \mapsto b(t, x, u(x)) \) : \( \Omega \to \mathbb{R}^d \) is Lebesgue measurable. Moreover, by means of the estimates \( (a + b)^{r(t, x)} \leq 2^{r(t, x)}(|a|^{r(t, x)} + |b|^{r(t, x)}) \) and \( (a + b)^{r(t, x)} \leq 2^{r(t, x)}(|a|^{r(t, x)} + |b|^{r(t, x)}) \) for all \( a, b \geq 0 \) and \( (t, x) \in \Omega_T \), we use (B.2), derive

\[
\rho_{r(t, \cdot)}(b(\cdot, u)) \leq 2^{r(t, \cdot)} \left[ \tau^{r(t, \cdot)}(\rho_{r(t, \cdot)}(1 + |u|) + \rho_{r(t, \cdot)}(\eta(t, \cdot))) \right]
\]

Thus, \( (u \mapsto b(\cdot, u)) : X^q_{\Omega} \to L^{p(t, \cdot)}(\Omega)^d \) is well-defined and bounded, because there also holds \( \rho_{r(t, \cdot)}(b(\cdot, u)) \leq 2^{r(t, \cdot)}(|\rho_{r(t, \cdot)}(b(\cdot, u))| + \rho_{r(t, \cdot)}(\eta(t, \cdot))) \) and \( \rho_{r(t, \cdot)}(\eta(t, \cdot)) \leq 2^{r(t, \cdot)}(|\rho_{r(t, \cdot)}(\eta(t, \cdot))|) \) due to \( q \geq r \) in \( \Omega_T \), i.e., \( r' \geq r' \) in \( \Omega_T \). Therefore, by virtue of Corollary 3.7, \( B(t) : X^q_{\Omega} \to X^q_{\Omega} \) is well-defined and bounded.

7 Here, we used for \( a, \delta \geq 0 \) that if \( p \geq 2 \), then it holds \( (\delta + a)^{p-2}a^2 \geq a^p \), and if \( 1 < p < 2 \), then \( (\delta + a)^{p-2}a^2 \geq \frac{1}{2}a^p \), \( \delta^p \geq 2(\delta^2 + a^2) \) and \( (\delta + a)^{p-2} \leq \delta^{p-2} \).
Next, let us show that $B(t): X_2^q(t) \to X_2^q(t)^*$ is strongly continuous. To this end, let $(u_n)_{n \in \mathbb{N}} \subseteq X_2^q(t)$ be a sequence, such that $u_n \to u$ in $X_2^q(t)$ ($n \to \infty$). Then, the compact embedding $X_2^q(t) \hookrightarrow L^{p^*(t), \varepsilon}(\Omega)^d$ (cf. Proposition 5.38) yields $u_n \to u$ in $L^{p^*(t), \varepsilon}(\Omega)^d$ ($n \to \infty$).

In particular, there exists a cofinal subset $A \subseteq \mathbb{N}$, such that $u_n \to u$ in $\mathbb{R}^d$ ($A \ni n \to \infty$) almost everywhere in $\Omega$, which, since $b(t, \cdot, \cdot): \Omega \times \mathbb{R}^d \to \mathbb{R}^d$ is a Carathéodory mapping, implies that

$$b(t, \cdot, u_n) \xrightarrow{n \to \infty} b(t, \cdot, u) \quad \text{in } \mathbb{R}^d \quad \text{a.e. in } \Omega \quad (A \ni n \to \infty).$$

(9.10)

On the other hand, since $(u_n)_{n \in \mathbb{N}} \subseteq X_2^q(t)$ is also bounded in $Y$, and thus uniformly integrable in $L^{2, r}(\Omega)^d$, it is readily seen that $(u_n)_{n \in \mathbb{N}} \subseteq X_2^q(t)$ is also uniformly integrable in $L^{r(t), \varepsilon}(\Omega)^d$, where we used that $\max\{2, p_s(t, \cdot)\} \leq \max\{2, p^*(t, \cdot)\}$ in $\Omega$ for almost every $t \in I$, because $p_s(t, x) \leq p^*(t, x)$, if $p(t, x) \geq \frac{2d}{d+2}$, and $p_s(t, x) \leq 2$, if $p(t, x) \leq \frac{2d}{d+2}$, for every $x \in \Omega$. Proceeding as (9.9), we deduce for every Lebesgue measurable set $K \subseteq \Omega$ and every $n \in \mathbb{N}$ that

$$\rho_{r(t)}(b(t, \cdot, u_n)) \leq 2^{(r^\gamma - 1)\varepsilon^\gamma 2^r t^n} (|K| + \rho_{r(t)}(u_n, \chi_K)) + \rho_{r(t)}(\eta(t, \cdot)\chi_K),$$

(9.11)

i.e., $(b(t, \cdot, u_n))_{n \in \mathbb{N}} \subseteq L^{r(t), \varepsilon}(\Omega)^d$ is $L^{r(t), \varepsilon}(\Omega)$–uniformly integrable. Thus, due to (9.10) and (9.11), we conclude by means of Vitali’s convergence theorem (cf. [19, Theorem 3.8]) that

$$b(t, \cdot, u_n) \xrightarrow{n \to \infty} b(t, \cdot, u) \quad \text{in } L^{r(t), \varepsilon}(\Omega)^d \quad (A \ni n \to \infty).$$

(9.12)

By means of the standard convergence principle (cf. [18, Kap. I, Lem. 5.4]), we further deduce that (9.12) even holds true if $A = \mathbb{N}$. Therefore, since $L^{r(t), \varepsilon}(\Omega)^d \to L^{r(t), \varepsilon}(\Omega)^d$ (cf. (2.13)), because $q \geq r$ in $Q_T$, i.e., $r^\gamma \geq q^\gamma$ in $Q_T$, we conclude from (9.12) with $A = \mathbb{N}$ and Corollary 3.7 that $B(t)u_n \to B(t)u$ in $X_2^q(t)^*$ ($n \to \infty$), i.e., $B(t): X_2^q(t) \to X_2^q(t)^*$ is strongly continuous, and thus also pseudo-monotone (cf. [32, Kap. III., Lem. 2.6 (ii)]). As a whole, we verified both condition (C.1) and condition (C.4). For (C.2) we argue as in the proof of Proposition 9.1.

ad (C.3)&(C.6) Applying the $\varepsilon$–Young inequality pointwise for almost every $(t, x)^T \in Q_T$ with respect to the exponent $r(t, x)$, with the constant $c_{r(t, x)}(\varepsilon) := (r^{-1}(t, x))^{-1} = (r^\gamma)^{-1}$ for every $\varepsilon \in (0, \varepsilon_0)$, where $\varepsilon_0 := (r^\gamma)^{-1}$, also using that $c_{r(t, x)}(\varepsilon) \leq c_0(\varepsilon) := (r^\gamma)^{-1}r^{-1}$ for every $\varepsilon \in (0, \varepsilon_0)$, using (9.9) and Lemma 5.34, we obtain for almost every $t \in I$, every $\varepsilon \in (0, \varepsilon_0)$ and $u, v \in X_2^q(t)$ the estimate

$$\langle B(t)u, v \rangle_{X_2^q(t)} \leq \varepsilon \rho_{r(t)}(b(t, \cdot, u)) + c_0(\varepsilon) \rho_{r(t)}(v)$$

$$\leq \varepsilon 2^{\gamma(r^{-1})2^{-r}} \langle \Omega \rangle + \rho_{r(t)}(u) + \rho_{r(t)}(\eta(t, \cdot)) \rangle + c_0(\varepsilon) \rho_{r(t)}(v)$$

$$\leq \varepsilon 2^{\gamma(r^{-1})2^{-r}} \langle \Omega \rangle + c_0([1 + \rho_{r(t)}(\varepsilon)](u) + ||u||^\gamma_2 + 1 + ||u||^\gamma_2) + \rho_{r(t)}(\eta(t, \cdot)) \rangle$$

$$+ c_0(\varepsilon) c_0[1 + \rho_{r(t)}(\varepsilon)](v) + 1 + ||v||^\gamma_2$$

i.e., condition (C.3), which follows from the second inequality, since $\rho_{r(t)}(u) \leq 2^{q^\gamma}(|\Omega| + \rho_{r(t)}(u))$ for every $t \in I$ and $u \in X_2^q(t)$, and condition (C.6), which is just the last inequality. 

\[\Box\]

**Proposition 9.13** Let $S: Q_T \times M_{\text{sym}} \to M_{\text{sym}}$ be a mapping satisfying (S.1)–(S.4) with respect to $p$ and $b: Q_T \times \mathbb{R}^d \to \mathbb{R}^d$ a mapping satisfying (B.1)–(B.3) with respect to $r := \max\{2, p_s\} - \varepsilon$. Then, the sum $S(t) + B(t): X_2^q(t) \to X_2^q(t)^*$, $t \in I$, satisfies (C.1)–(C.6). In particular, the induced operator $S + B: X_2^q(Q_T)^c \to X_2^q(Q_T)^c$, given via (7.1), is bounded, Bochner pseudo-monotone and Bochner coercive with respect to all $u_0 \in Y$ and $S(x, f, F) \in X_2^q(Q_T)^c$, where $f \in L^{p(t), \varepsilon}(Q_T, M_{\text{sym}})$. 

\[\textbf{Proof}\] Due to Proposition 9.1 and Proposition 9.8, $S(t), B(t): X_2^q(t) \to X_2^q(t)^*$, $t \in I$, satisfy (C.1)–(C.4) and (C.6). Therefore, also $S(t) + B(t): X_2^q(t) \to X_2^q(t)^*$, $t \in I$, satisfies (C.1)–(C.4) and (C.6). Finally, as $S(t): X_2^q(t) \to X_2^q(t)^*$, $t \in I$, satisfies (C.5) and $B(t): X_2^q(t) \to X_2^q(t)^*$, $t \in I$, due to (B.3), satisfies $\langle B(t)u, u \rangle_{X_2^q(t)} \geq -c_2 ||u||^2_2 - ||c_0(t, \cdot)\rangle_{L^1(\Omega)}$ for almost every $t \in I$ and every $u \in X_2^q(t)$, $S(t) + B(t): X_2^q(t) \to X_2^q(t)^*$, $t \in I$, also satisfies (C.5). The remaining part of the assertion results from Proposition 7.2 and Proposition 7.4.

Let $S : QT \times M^{d \times d}_{sym} \to M^{d \times d}$ be a mapping satisfying (S.1)–(S.4) with respect to $p$ and $b : QT \times \mathbb{R}^d \to \mathbb{R}^d$ a mapping satisfying (B.1)–(B.3) with respect to $r := \max \{2, p_* \} - \varepsilon$. Then, for arbitrary $u_0 \in Y$ and $u^* := J(f, F) \in \mathcal{X}^{q, p}_\varepsilon(Q_T)^*$, where $f \in L^{\min\{2, (p^-)^2\}}(Q_T)$ and $F \in L^{p(\cdot, \cdot)}(Q_T, M^{d \times d}_{sym})$, there exists a solution $u \in \mathcal{W}^{q, p}_\varepsilon(Q_T)$ with a representation $u \in \mathcal{Y}^q(Q_T)$ of

$$
\frac{du}{dt} - Su + Bu = u^* \quad \text{in } \mathcal{X}^{q, p}_\varepsilon(Q_T)^*,
$$

or equivalently, for every $\phi \in C^\infty(\overline{Q_T})^d$ with $\text{supp}(\phi) \subset \subset [0, T) \times \Omega$ there holds

$$
- \int_{Q_T} u(t, x) \cdot \partial_t \phi(t, x) \, dt \, dx + \int_{Q_T} b(t, x, u(t, x)) \cdot \phi(t, x) + S(t, x, e(u)(t, x)) : e(\phi)(t, x) \, dt \, dx = (u_0, \phi(0))_Y + \int_{Q_T} f(t, x) \cdot \phi(t, x) + F(t, x) : e(\phi)(t, x) \, dt \, dx.
$$

Proof Follows from Theorem 8.1, or Corollary 8.2, in conjunction of Proposition 9.13. \qed
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