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Abstract—Convolutional neural networks have enabled major progresses in addressing pixel-level prediction tasks such as semantic segmentation, depth estimation, surface normal prediction and so on, benefiting from their powerful capabilities in visual representation learning. Typically, state-of-the-art models integrate attention mechanisms for improved deep feature representations. Recently, some works have demonstrated the significance of learning and combining both spatial- and channel-wise attentions for deep feature refinement. In this paper, we aim at effectively boosting previous approaches and propose a unified deep framework to jointly learn both spatial attention maps and channel attention vectors in a principled manner so as to structure the resulting attention tensors and model interactions between these two types of attentions. Specifically, we integrate the estimation and the interaction of the attentions within a probabilistic representation learning framework, leading to Variational Structured Attention Networks (VISTA-Net). We implement the inference rules within the neural network, thus allowing for end-to-end learning of the probabilistic and the CNN front-end parameters. As demonstrated by our extensive empirical evaluation on six large-scale datasets for dense visual prediction, VISTA-Net outperforms the state-of-the-art in multiple continuous and discrete prediction tasks, thus confirming the benefit of the proposed approach in joint structured spatial-channel attention estimation for deep representation learning. The code is available at https://github.com/ygjwd12345/VISTA-Net.
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I. INTRODUCTION

O

VER the past decade, convolutional neural networks (CNNs) have become the privileged methodology to address computer vision tasks requiring dense pixel-wise prediction, such as semantic segmentation [1], [2], [3], video segmentation [4], [5], human parsing [6], [7], monocular depth prediction [8], [9], [10], contour detection [11] and normal surface computation [12]. Recent studies provided clear evidence that attention mechanisms [13] within deep networks are undoubtedly a crucial factor in improving the performance [1], [11], [2], [14], due to their remarkable effectiveness in enhancing the deep representation learning process. In particular, previous works demonstrated that deeply learned attentions acting as soft weights to interact with different deep features at each channel [15], [16], [17] and at each pixel location [18], [19], [20] permits to improve the pixel-wise prediction accuracy (see Fig.1.(a) and Fig.1.(b)). Recently, Fu et al. [2] proposed the Dual Attention Network (DANet), embedding in a fully convolutional network (FCN) two complementary attention modules, specifically conceived to model separately the semantic dependencies associated to the spatial and to the channel dimensions (Fig.1.(c)).

Concurrently, other approaches have considered the use of attention models integrated within a graph network framework [21], [22], [11], showing the empirical advantage of adopting a graphical model to effectively capture the structured information present in the hidden layers of the neural network and thus enabling the learning of better deep feature representations. Notably, Xu et al. [11], [23] first introduced attention-gated conditional random fields (AG-CRFs), a convolutional neural network implementing a probabilistic graphical model that considers latent attention variables, denoted as gates and previously introduced in [24], in order to learn improved deep features and effectively fuse multi-scale information. However, their attention model is only learned at the spatial level, while channel-wise dependencies are not accounted in their model.

In this paper we propose to combine these two lines of research by introducing a novel approach for (i) learning deep representations within a probabilistic framework and for (ii) jointly accounting for spatial- and channel-level dependencies (Fig.1.(d)). In particular, differently from [2], we demonstrate the benefit of a probabilistic formulation, integrating attention as latent variables in a graphical model. Differently from [11], [23], we show the importance of considering both spatial- and channel-wise attention, and inferring them jointly. More precisely, we propose a deep network for pixel-level prediction where the attention model consists of latent gates. Both the features and the gates are modeled as latent variables to be inferred, and the gating mechanism allows to model the information flow between hidden features. In plain words, the gates regulate which hidden features are linked (open gate) and which ones are not (closed gate). Additionally, we enforce structure within these gates, by imposing a low-rank tensor decomposition on the attention tensor. Our intuition is that by jointly considering channel and spatial dependencies, better feature representations can be learned. Our experimental results, reported in Section IV, demonstrate the validity of our idea. Finally, in this paper we propose to cast the inference
problem into a maximum-likelihood estimation formulation that is made computationally tractable thanks to a variational approximation. We implement the maximum likelihood update rules within a neural network, so that they can be jointly learned with the preferred CNN front-end. We called our approach based on structured attention and variational inference Variational Structured Attention Networks or VISTA-Net. We evaluate our method on multiple pixel-wise prediction problems, i.e., monocular depth estimation, semantic segmentation and surface normale prediction, considering six publicly available datasets, i.e., NYUD-V2 [25], KITTI [26], Pascal-Context [27], Pascal VOC2012 [28], Cityscape [29] and ScanNet [30]. Our results demonstrate that VISTA-Net is able to learn rich deep representations thanks to the proposed structured attention and to our probabilistic formulation, performing comparably or surpassing state-of-the-art methods.

To summarize, the contribution of this paper is threefold:

- First, we introduce a novel structured attention mechanism for effectively learning deep representations, jointly modeling spatial-wise and channel-wise semantic dependencies and their interactions.
- Second, we propose to use our structured attention tensor within a probabilistic framework, thus introducing a principled manner of modeling the statistical relationships between channel-wise and spatial-wise attention.
- Third, extensive experiments are conducted on three distinct pixel-wise prediction tasks and on six different challenging datasets, demonstrating that the proposed framework is competitive or outperforms previous methods while being task-agnostic, i.e., applicable to different continuous and discrete pixel-level prediction problems.

II. RELATED WORK

In this section we review previous works on learning deep representations for pixel-level prediction tasks within a probabilistic framework. As one of our key contributions is the introduction of a novel variational structured attention mechanism, we also discuss previous works considering attention models for deep representation learning. Finally, we also briefly review the state of the art on three important pixel-wise prediction tasks, i.e., monocular depth estimation, semantic segmentation and surface normal prediction, on which the effectiveness of our approach is extensively demonstrated.

A. Learning deep representations with CRFs

Since the seminal work of Zhang et al. [31], where they showed that mean-field approximate inference of CRFs can be implemented as Recurrent Neural Networks, many other works have considered the integration of probabilistic graphical models within convolutional networks for improving the performance in pixel-level prediction tasks. For instance, Wang et al. [32] introduced a two-layer hierarchical CRF to fuse global and region-wise local predictions for depth map prediction. Liu et al. [8] proposed an end-to-end trainable network implementing a continuous CRF which estimate depth information. Xu et al. [33] improved over [8] by presenting a multi-scale continuous CRF model to learn the multi-scale features and optimally fuse them. However, no attention mechanism is considered in this work. More recently, Xu et al. [23] proposed the AG-CRF model, incorporating spatial dependencies within a structured probabilistic framework. Our approach significantly differ from [23] and from all these previous methods as it incorporates spatial- and channel-wise dependencies within a single attention tensor.

Our work is also closely related to previous studies on dual graph convolutional network [34] and dynamic graph message passing networks [21]. However, while they also resort on message passing for learning refined deep feature representations, they lack a probabilistic formulation.

B. Attention Models

Several works have considered integrating attention models within deep architectures to improve performance in several
tasks such as image categorization [35], speech recognition [36], image search [37], [38], image generation [39], [40], [41], [42], [43], [44], [45], audio-visual analysis [46], [47], and machine translation [48], [49], [50]. Focusing on pixel-wise prediction, Chen et al. [1] first described an attention model to combine multi-scale features learned by a FCN for semantic segmentation. Zhang et al. [16] designed EncNet, a network equipped with a channel attention mechanism to model global context. Zhao et al. [51] proposed to account for pixel-wise dependencies inferring relative position information in spatial dimension within the convolutional layers. Huang et al. [52] described CCNet, a deep architecture that embeds a criss-cross attention module with the idea of modeling contextual dependencies using sparsely-connected graphs, such as to achieve higher computational efficiency. Fu et al. [2] proposed to model semantic dependencies associated with spatial and channel dimensions by using two separate attention modules. Zhong et al. [15] introduced a squeeze-and-attention network (SANet) specialized to pixel-wise prediction taking into account spatial and channel inter-dependencies in an efficient way.

Attention was first adopted within a CRF framework by [11], which introduced gates to control the message passing between latent variables and showed that this strategy is effective for contour detection. PGA-Net [23] improved over this work proposing feature dependent conditional kernels. Our work significantly departs from these approaches, as we introduce a novel structured attention mechanism, jointly handling spatial- and channel-level dependencies within a probabilistic framework. Notably, we also prove that our model can be successfully employed in case of several challenging dense pixel-level prediction tasks, where it significantly outperforms both AG-CRF [11] and PGA-Net [23].

C. Pixel-wise Prediction

Monocular Depth Estimation. Most recent works on monocular depth estimation are based on CNNs [53], [8], [32], [9], [54], [55], [56], [57]. For instance, Eigen et al. [12] introduced a two-streams deep network to take into account both coarse global prediction and local information. Fu et al. [55] proposed a discretization strategy to treat monocular depth estimation as a deep ordinal regression problem. They also employed a multi-scale network to capture relevant multi-scale information. Lee et al. [57] introduced local planar guidance layers in the network decoder module to learn more effective features for depth estimation. More recently, PackNet-SfM [59] used 3D convolutions with self-supervision to learn detail-preserving representations. Multi-scale representations were also considered within a CRF model in [33], [8]. Our approach also adopts a probabilistic graphical model for learning better feature representations. However, different from these previous works it integrates an attention mechanism.

Semantic Segmentation. As for depth estimation, nowadays CNNs are the mainstream approach for semantic segmentation [60], [61], [62], [63], [64]. For instance, Long et al. [63] were the first to introduce fully convolutional networks (FCNs) for semantic segmentation, achieving significant improvements over previous models. Dilated convolutions [60], [61] were designed in order to increase the receptive field while learning deep representations, further boosting performances. OCNet [64] introduced a context aggregation strategy, i.e., object context pooling, for robust segmentation. In APCNet [65], multi-scale contextual representations were constructed with multiple Adaptive Context Modules. Other works focused on multi-scale feature representation learning, designing appropriate convolutional encoder-decoder network structures [66], [67] or considering end-to-end trainable architectures modeling CRFs [68], [69], [31]. HRNet [70] constructs the parallel connection between the high resolution convolution streams an low resolution convolution streams. More recently, Wang et al. [71] proposed a pixel-wise contrastive algorithm for semantic segmentation to capture both local and global content. Our approach adopts a probabilistic graphical model formulation but it is the first which jointly models structured spatial- and channel-wise semantic dependencies.

Surface Normal. Extracting 3D geometry from a single image is a longstanding problem in computer vision. Surface normal estimation is a classical task in this context, which requires modeling both global and local features. Typical approaches leverage on networks with high capacity to achieve accurate predictions at high resolution. For instance, FrameNet [72] employed the DORN [55] architecture, a modification of DeepLabv3 [60] that removes multiple spatial reductions (2×2 max pool layers), to generate high resolution surface normal maps. A different strategy consists in designing appropriate loss terms. For instance, UprightNet [73] considered an angular loss and showed its effectiveness for the task. Unlike previous works focusing on designing ad hoc network structures or proposing new loss terms, here we show that introducing a structured attention module into a deep network is effective for surface normal prediction.

### TABLE I: Notation used in the paper

| Symbol | Description |
|--------|-------------|
| I      | Input image |
| F      | Feature map / observed feature |
| θc     | Parameters of a generic front-end CNN model |
| Θ      | Parameters of the entire deep network |
| Z      | Hidden feature |
| v      | Channel-wise attention vector |
| m      | Spatial-wise attention map |
| a      | Structured attention tensor |
| K      | Pair-wise CRF kernel |
| S      | Number of scales |
| T      | Number of spatial- or channel-wise attentions |

III. Variational Structured Attention Networks

As previously discussed, the goal of our work is to enhance the learned representation by structuring the attention within a probabilistic formulation. On the one side, inducing structure in the attention mechanisms has been proven to be successful [2], [15]. On the other side, probabilistic formulations...
Fig. 2: Schematic representation of the various hidden variables in VISTA-Net. (left) For each pair of emitting \( e \) and receiving \( r \) scales, their respective convolutional features \( f \) are shown in blue, their hidden variables \( z \) in green, the associated learned kernel \( k \) in yellow, and the channel-wise and spatial-wise attention tensor and matrix \( v \) and \( m \) in red. Arrows of the corresponding color denote the flow of information when updating the variable. (right) The computational relationships between the channel-wise and spatial-wise attention variables is shown, as well as the operations required to compute the final structured attention tensor \( a \). The updates of the variables \( k, z, v \) and \( m \) as indicated by the arrows correspond to the K-step, Z-step, V-step and M-step.

Combined with deep architectures are interesting for pixel-level prediction tasks [74]. Up to our knowledge, we are the first to bring together recent advances in pixel-wise prediction by formulating a novel structured attention mechanism within a probabilistic CRF-like inference framework. In the following, we first describe the problem formulation, and specifically how to structure the attention within a CRF formulation. Secondly, we derive the energy function as well as the variational approximation. Finally, the derived inference formulae and associated algorithm are detailed.

### A. Problem Formulation

Given an input image \( I \), we consider a generic front-end CNN model with parameters \( \theta \), which outputs a set of \( S \) multi-scale feature maps \( F = \{ f_s \}_{s=1}^{S} \) (in Table I, we provide the exhaustive list of notation). To each of these feature maps (or scale) \( s \), we can associate a hidden feature map \( z_s \) of the same size of \( f_s \), and that needs to be inferred within the CRF formulation. These hidden variables correspond to refined convolutional futures that incorporate information and attention from other feature maps, so as to better represent the key information for the pixel-level task at hand. For each pair of emitting \( e \) and receiving \( r \) feature maps, we associate the usual CRF pair-wise kernel, denoted by \( k_{e,r} \) as well as an attention tensor \( a_{e,r} \). This attention tensor should encode the entries of the emitting feature map that better help the inference of the receiving hidden features. Indeed, we inspire from the CRF formulation with gating variables proposed in [11], so that each entry of the attention tensor is a binary variable indicating whether or not the emitting feature map entry should be used to infer the receiving feature map entry. In Table I, we provide an exhaustive list of symbols used in the paper and the corresponding description.

Inspired by [2], where a spatial- and a channel-wise full-rank tensors are computed, we opt to infer different spatial and channel attention variables. Differently from [2], we propose to structure a generic attention tensor \( a \) (we drop the emitting and receiving scale indices for now) of dimension \( W \times H \times C \) (width, height, channels), as the sum of \( T \) one-rank tensors, as shown in Fig. 2 (right), by writing:

\[
a = \sum_{t=1}^{T} m^t \otimes v^t \in \{0,1\}^{W \times H \times C}, \tag{1}
\]

where \( m^t \) is a binary image of \( P = W \times H \) pixels, \( m^t \in \{0,1\}^{P} \), and \( v^t \) is a stochastic vector of dimension \( C \), \( v^t \in \{0,1\}^{C} \), \( \sum_{c=1}^{C} v^t_{c} = 1 \), and \( \otimes \) denotes the tensor product, in the case above leading to a 3-way binary tensor of dimensions \( W \times H \times C \). Each of the tensor products within the sum yields a tensor of rank-1, consequently limiting the rank of \( a \) to be at maximum \( T \). In this way, we reduce ambiguity and ease the learning. The rationale behind this choice arises from the original definition of the rank of a tensor, adapted to our case. Indeed, the CANDECOMP/PARAFAC (CP) rank of a tensor \( a \) is defined as the smaller number of rank-one tensors needed to reconstruct \( a \), see for instance [75]. However, in our case this is not appropriate, since we would loose the spatial structure (each one-way tensor would be the outer product of a width-way, a height-way and a channel-way vectors). Instead, we adapted this definition to have the outer product of an image-way tensor (replacing the width-way and height-way) and a channel-way vector.

Constraining the rank of the attention tensor means that the model is conceived to pay attention to only \( T \) channels of the feature map. While this could seem limiting at first glance we remark that:

(i) The model learns which are the optimal \( T \) channels...
among the possible C that have to be used to refine the hidden variables. (ii) the a posteriori distribution of m\textsuperscript{i} boils down to a convex combination of all channels, as it will appear clear when discussing the inference procedure. (1) is the algebraic expression of the proposed structured attention mechanism, and is the methodological foundation of VISTA-Net. Intuitively, the structured attention tensor should help refining the hidden variables z\textsubscript{s} to allow better performance at various pixel-level prediction tasks.

For each emitting-receiving pair of scales, e and r, we thus propose to infer the T associated attention maps \{m\textsubscript{e,r}\textsubscript{t}\}_{t=1}^T and vectors \{v\textsubscript{e,r}\}_{t=1}^T, structuring the attention tensors. In addition, we also propose to learn the pair-wise binary kernels of the CRF, k\textsubscript{e,r}. We believe learning the kernels is important because it allows the CRF to weight the information flow depending on the content rather than keeping the same weights for all images.

Summarizing, in addition to the set of hidden CRF feature maps, Z = \{z\textsubscript{s}\}_{s=1}^S, we propose to infer the set of pair-wise CRF kernels K = \{k\textsubscript{e,r}\}_{e,r} and the sets of spatial-wise and channel-wise attention maps and stochastic vectors, denoted as M = \{m\textsubscript{e,r}\}_{e,r, t=1}^T and V = \{v\textsubscript{e,r}\}_{e,r, t=1}^T, respectively. In the following section, we describe the energy function associated to our formulation and propose a variational approximation that allows us to derive closed-form solutions for the a posterior distributions of all the aforementioned random variables.

### B. Energy Function and Variational Approximation

Our model consists of three different latent variables: the hidden features Z, and the hidden attention maps M and vectors V. In addition, we also consider inferring the CRF kernels, denoted by K from the data. More precisely, the energy function associated to the proposed models writes:

\[-E(Z, M, V, K, F, \Theta) = \sum_{s} \sum_{p,c} \phi_{z}(z_{s}^{p,c}; f_{r}^{p,c}) + \sum_{e,r,p,c} \sum_{t} m_{e,r}^{p,c} v_{e,r}^{p,c} \psi(z_{r}^{p,c}; z_{e}^{p,c}, k_{r,p,c}^{p,c}) + \phi_{k}(f_{r}^{p,c}, f_{e}^{p,c}, k_{r,p,c}^{p,c}) \]

where \(\phi_{z}, \phi_{k}\) and \(\psi\) are potentials to be defined and \(k_{r,p,c}^{p,c}\) denotes the kernel value weighting the information flow from the \((\cdot, \cdot)\)-th value of the feature map of scale e to the \((p, c)\)-th value of the feature map of scale r.

Since the exact a posteriori distribution is not computationally tractable, we opt to approximate it with the following family of separable distributions:

\[p(Z, M, V, K|F, \Theta) \approx q(Z, M, V, K) = q_{z}(Z)q_{m}(M)q_{v}(V)q_{k}(K).\]

In that case, the optimal solution for each of the factors of the distribution is to take the expectation w.r.t. to all the others, for instance:

\[q_{z}(Z) \propto \exp \left( -\mathbb{E}_{q_{m}(M)q_{v}(V)q_{k}(K)} \left\{ E(Z, M, V, K, F, \Theta) \right\} \right).\]

It can be shown that the optimal variational factors write:

\[q_{z}(z_{e}^{p,c}) \propto \exp \left( \phi_{z}(z_{e}^{p,c}; f_{r}^{p,c}) + \sum_{e,r} \sum_{t} m_{e,r}^{p,c} v_{e,r}^{p,c} \mathbb{E}_{q_{m}(M)} \left\{ \psi(z_{r}^{p,c}; z_{e}^{p,c}, k_{r,p,c}^{p,c}) \right\} \right),\]

\[q_{m}(m_{e,r}^{p,c}) \propto \exp \left( m_{e,r}^{p,c} \mathbb{E}_{q_{m}(M)} \left\{ \psi(z_{r}^{p,c}; z_{e}^{p,c}, k_{r,p,c}^{p,c}) \right\} \right),\]

\[q_{v}(v_{e,r}^{p,c}) \propto \exp \left( v_{e,r}^{p,c} \sum_{t} m_{e,r}^{p,c} \mathbb{E}_{q_{m}(M)} \left\{ \psi(z_{r}^{p,c}; z_{e}^{p,c}, k_{r,p,c}^{p,c}) \right\} \right),\]

\[q_{k}(k_{r,p,c}^{p,c}) \propto \exp \left( \phi_{k}(f_{r}^{p,c}, f_{e}^{p,c}, k_{r,p,c}^{p,c}) + \sum_{t} m_{e,r}^{p,c} v_{e,r}^{p,c} \mathbb{E}_{q_{m}(M)} \left\{ \psi(z_{r}^{p,c}; z_{e}^{p,c}, k_{r,p,c}^{p,c}) \right\} \right).\]

where \(\bar{m}_{e,r}^{p,c} = \mathbb{E}_{q_{m}(M)} \{m_{e,r}^{p,c}\}\) denotes the a posteriori mean, and analogously for \(\bar{v}_{e,r}^{p,c}\). This result also implies that thanks to the variational approximation in (3), the posterior distributions factorise in each of the variables above, e.g. \(q_{z}(Z) = \prod_{r,p,c=1}^{S,P,C} q_{z}(z_{r}^{p,c})\). The relation between the various hidden variables as for their inference is shown in Fig.2 (left). In addition, we also show the information flow between the hidden variables using arrows. Finally, in Fig.2 (right) we show the relation between the channel-wise and spatial attention variables and how the final structured attention tensor is computed.

### C. Inference with VISTA-Net

In order to construct an operative model we need to define the potentials \(\phi_{z}, \phi_{k}\) and \(\psi\). In our case, the unary potentials correspond to:

\[\phi_{z}(z_{e}^{p,c}, f_{r}^{p,c}) = -\frac{b_{z}^{p,c}}{2} (z_{e}^{p,c} - f_{r}^{p,c})^2,\]

\[\phi_{k}(f_{r}^{p,c}, f_{e}^{p,c}, k_{r,p,c}^{p,c}) = -\frac{1}{2} (k_{r,p,c}^{p,c} - f_{r}^{p,c} f_{e}^{p,c})^2.\]

where \(b_{z}^{p,c} > 0\) is a weighting factor. \(\psi\) is bilinear in the hidden feature maps:

\[\psi(z_{e}^{p,c}, z_{e}^{p,c}, k_{r,p,c}^{p,c}) = z_{r}^{p,c} k_{r,p,c}^{p,c} z_{e}^{p,c}.\]

Using the over bar notation also for the hidden features and kernels, e.g. \(\bar{z}_{e}^{p,c} = \mathbb{E}_{q_{z}} \{z_{e}^{p,c}\}\), and by combining the kernel definitions (5) and (6) with the expression of the variational factors (5), we obtain the following update rules for the latent variables.

**Z-step.** It can be seen that the posterior distribution on \(z_{e}\) is Gaussian with mean:

\[\bar{z}_{e}^{p,c} = \frac{1}{b_{z}^{p,c}} \left( b_{z}^{p,c} f_{r}^{p,c} + \sum_{e} \sum_{t} \bar{m}_{e,r}^{p,c} \bar{v}_{e,r}^{p,c} \sum_{r} \bar{k}_{r,p,c}^{p,c} \bar{z}_{e}^{p,c} \right).\]

This corresponds to the update rule obtained in [11] with two remarkable differences. First, the posterior of the attention gate corresponds to the posterior of the structured tensor of rank
T. Second, the impact of the neighboring features is weighted by the expected kernel value $\tilde{k}_{r,p,c}$. M-step. The variational approximation leads to a Bernoulli distribution for $q_m(m_{t,p}^{c'})$, which boils down to the following posteriori mean value using the sigmoid function $\sigma$:

$$
\tilde{m}_{t,p}^{c'} = \sigma \left( \sum_c \tilde{v}_{e,r}^{c'} \sum_{p,c'} z_{s}^{c',c} \tilde{k}_{r,p,c}^{c',c} \right). \quad (8)
$$

V-step. It can be shown that the approximated posterior distribution is categorical, and that the expected value of each dimension of $v_{e,r}^{t}$ can be computed using the softmax operator:

$$(\tilde{v}_{e,r}^{t})^{c} = \text{softmax} \left( \sum_p \tilde{m}_{t,p}^{c} \sum_{c'} z_{s}^{p,c,c'} \tilde{k}_{r,p,c}^{c,c'} \right). \quad (9)
$$

K-step. Finally, we need to derive the update rules for $K$. By further deriving the corresponding variational posterior $q_k(k_{r,p,c}^{c,c'})$, it can be shown that the a posteriori distribution for the kernels is a Bernoulli distribution with the following mean:

$$
\tilde{k}_{r,p,c}^{c,c'} = f_{r} f_{p} f_{c}^{c'} + \sum_{t} \tilde{m}_{t,p}^{c} \tilde{v}_{e,r}^{t} \tilde{v}_{e,r}^{t} \tilde{v}_{e,r}^{t} \tilde{v}_{e,r}^{t} \tilde{v}_{e,r}^{t}. \quad (10)
$$

This solution is very straightforward, but since the kernels are estimated independently for each pair of receiving $(r,p,c)$ - emitting $(e,p,c')$ pixels, it has two major drawbacks. First, the kernel values are estimated without any spatial context. Second, given the large amount of kernel values, one must find a very efficient way to compute them. We propose to kill two birds with one stone by learning the kernels from the features using convolutional layers. By design, they take spatial context into account, and many popular libraries have efficient implementations of the convolution operation. The estimated kernel corresponding to the input channel $c'$ of scale $e$, $k_{r,p,c}^{e,c'}$ is computed via a convolutional operation. The input of the convolution is a concatenation of the tensor $f_r + z_e \sum_{t} \tilde{m}_{t,p}^{c} \otimes \tilde{v}_{e,r}^{t} \tilde{v}_{e,r}^{t} \tilde{v}_{e,r}^{t}$ and the image $z_e^{c'}$ resized to the spatial size of $f_r$.

Joint Learning. We implement the inference procedure described before within the neural network, on the top of the CNN front-end. Indeed, implementing all inference operations using available deep learning operators has two prominent advantages. First, we can perform the inference and learning the CNN front-end at the same time, within the same formalism and for the same aim. Second, this allows direct parallelisation of our method, speeding up training and inference.

The precise implementation goes as follows. Regarding $z_e$, we first apply message passing from the $c$-th scale to the $r$-th scale is performed with $z_{e \rightarrow r} \leftarrow k_r^{c} \otimes z_e$, where $\otimes$ denotes the convolutional operation and $k_r^{c}$ denotes the corresponding learned convolution kernel. We then apply element-wise product with the corresponding structured attention tensor $\sum_{t} \tilde{m}_{t,p}^{c} \otimes \tilde{v}_{e,r}^{t} \tilde{v}_{e,r}^{t} \tilde{v}_{e,r}^{t} \tilde{v}_{e,r}^{t} \tilde{v}_{e,r}^{t}$. Finally we compute the element-wise sum with other emitting scales and the feature maps $f_r$, see (7).

Regarding $m_{e,r}$, we first compute the element-wise product between $z_e$ and $z_{e \rightarrow r}$. The sum over channels weighted by $v_{e,r}$ is computed previous to applying pixel-wise sigmoid, see (8). Regarding $v_{e,r}$ we operate in a very similar fashion, but weighting each pixel with $\tilde{m}_{e,r}$ and then summing every channel independently, before applying softmax, see (9).

| Method          | Error (lower is better) | Accuracy (higher is better) |
|-----------------|-------------------------|----------------------------|
|                | abs-rel | sq-rel | rms | log-rms | $\delta<1.25$ | $\delta<1.25^2$ | $\delta<1.25^3$ |
| CC [76]        | 0.140  | 1.070  | 5.326 | 0.217  | 0.826   | 0.941   | 0.975   |
| Biam et al. [77]| 0.137  | 1.089  | 5.439 | 0.217  | 0.830   | 0.942   | 0.975   |
| S^2Net [78]    | 0.124  | 0.826  | 4.981 | 0.200  | 0.846   | 0.955   | 0.982   |
| MS-CRF [33]    | 0.125  | 0.899  | 4.685 |         | 0.816   | 0.951   | 0.983   |
| AG-CRF [11]    | 0.126  | 0.901  | 4.689 | 0.157  | 0.813   | 0.950   | 0.982   |
| DeFeat [79]    | 0.126  | 0.925  | 5.035 | 0.200  | 0.862   | 0.954   | 0.980   |
| Monodepth2 [80]| 0.115  | 0.903  | 4.863 | 0.193  | 0.877   | 0.959   | 0.981   |
| RGBD [81]      | 0.113  | 0.793  | 4.655 | 0.188  | 0.874   | 0.960   | 0.983   |
| SGP-D [82]     | 0.107  | 0.768  | 4.468 | 0.180  | 0.891   | 0.963   | 0.982   |
| Johnston et al. [19]| 0.106 | 0.861  | 4.699 | 0.185  | 0.889   | 0.962   | 0.982   |
| Shi et al. [83] | 0.104  | 0.729  | 4.481 | 0.179  | 0.893   | 0.965   | 0.984   |
| DORN [55]      | 0.072  | 2.727  | 0.120 | 0.932  | 0.984   | 0.994   |
| Yin et al. [84]| 0.072  | -      | 3.258 | 0.117  | 0.938   | 0.990   | 0.998   |
| PackNet-SIM [59]| 0.071  | 0.359  | 3.153 | 0.109  | 0.944   | 0.990   | 0.997   |
| PGA [23]       | 0.063  | 2.674  | 2.634 | 0.101  | 0.952   | 0.992   | 0.998   |
| Lee et al. [57]| 0.061  | 2.611  | 2.834 | 0.099  | 0.954   | 0.992   | 0.998   |
| VISTA-Net      | 0.061  | 0.211  | 2.445 | 0.092  | 0.960   | 0.994   | 0.998   |

### IV. Experimental Evaluation

#### A. Datasets

The NYU-v2 dataset [25] is used to evaluate our approach in the depth estimation task. We use 120K RGB-Depth pairs with a resolution of $480 \times 640$ pixels, acquired with a Microsoft Kinect device from 464 indoor scenes. We follow the standard train/test split as previous works [12], using 249 scenes for training and 215 scenes (654 images) for testing.

The KITTI dataset [26] is a large-scale outdoor dataset created for various autonomous driving tasks. We use it to evaluate the depth estimation performance of our proposed model. Following the standard training/testing split proposed by Eigen et al. [12], we specifically use 22,600 frames from 32 scenes for training, and 697 frames from the rest 29 scenes for testing.

The Pascal-Context dataset [27] is used for assessing the performance of VISTA-Net on the semantic segmentation task. It consists of RGB images from Pascal VOC 2010 and annotated semantic labels for more than 400 classes. As in previous works [60, 16], we consider the most frequent 59
Algorithm 1: Our VISTA-Net for a given receiving scale \( r \).

**Input:**
- \( \{f_e\}_{e \in E} \) – set of emitting feature map.
- \( f_r \) – receiving feature map.

**Output:**
- \( \hat{f}_r \) – updated receiving feature map.

1. for \( e \in E \) do
   2. \( \bar{z}_e \leftarrow \bar{k}_{r,e} \odot f_e \)
   3. \( \bar{z}_e \rightarrow r \leftarrow \bar{k}_{r,e} \odot \bar{z}_e \) – will replace \( z_{s'} \) in (5)-(10).
   4. end for
5. \( \bar{z}_r \leftarrow b_{r}^{-1}(b_{r} \odot f_r + \sum_e \bar{z}_{e \rightarrow r} \odot \sum_t \bar{m}_{r,e} \odot \bar{v}_{t,e}^r) \) (where \( b_{r}^{-1} \) denotes the element-wise inverse)
   6. for \( t \leftarrow 1 \) to \( T \) do
   7. \( \bar{m}_{r,e}^c \leftarrow \sum_e \bar{v}_{t,e}^c (\bar{z}_r \odot \bar{z}_{e \rightarrow r})_c \) (where \( (\cdot)^c \) extracts the \( c \)-th channel)
   8. \( \bar{m}_{r,e}^c \leftarrow \text{sigmoid}(\bar{m}_{r,e}^c) \)
   9. \( \bar{v}_{t,e}^r \leftarrow \sum_p \bar{m}_{r,e}^p (\bar{z}_r \odot \bar{z}_{e \rightarrow r})^p \) (where \( (\cdot)^p \) extracts the \( p \)-th pixel)
   10. \( \bar{v}_{t,e}^r \leftarrow \text{softmax}(\bar{v}_{t,e}^r) \)
   11. end for
12. \( \bar{k}_{r,e} \leftarrow f_r \odot \bar{f}_e + \left( \sum_t (\bar{m}_{r,e}^t \odot \bar{v}_{t,e}^t) \odot \bar{z}_r \right) \odot \bar{z}_e \)
13. \( \hat{f}_r \leftarrow f_r + \bar{k}_{r,e} \odot \bar{z}_r \)
14. return \( \hat{f}_r \)

classes plus the background class. The remaining classes are masked during training and testing.

The PASCAL VOC2012 dataset [28] is the most widely studied segmentation benchmark, which contains 20 classes and is composed of 10,582 training images, and 1,449 validation images, 1,456 test images. We train the VISTA-Net using augmented data as previous works [15], [63].

The Cityscapes dataset [29] is tasked for urban segmentation. Only the 5,000 finely annotated images are used in our experiments and are divided into 2,975/500/1,525 images for training, validation, and testing.

The ScanNet dataset [30] is a large RGB-D dataset for 3D scene understanding. We employ it to evaluate the surface normal performance of our proposed model. ScanNet dataset is divided into 189,916 for training and 20,942 for test with file lists provided in [30].
B. Evaluation Metrics

Evaluation Protocol on Monocular Depth Estimation. Following the standard evaluation protocol as in previous works [53], [12], [32], the following quantitative evaluation metrics are adopted in our experiments:

- Abs relative error (abs-rel): \( \frac{1}{K} \sum_{i=1}^{K} | \hat{d}_i - d^*_i | / d^*_i \);
- Squared Relative difference (sq-rel): \( \frac{1}{K} \sum_{i=1}^{K} (\hat{d}_i - d^*_i)^2 / d^*_i \);
- Root mean squared error (rms): \( \sqrt{\frac{1}{K} \sum_{i=1}^{K} (\hat{d}_i - d^*_i)^2} \);
- Mean \( \log_{10} \) error (log-rms):
  \[ \sqrt{\frac{1}{K} \sum_{i=1}^{K} \| \log_{10}(\hat{d}_i) - \log_{10}(d^*_i) \|} \];
- Accuracy with threshold \( t \): percentage (%) of \( d^*_i \), subject to \( \max(\hat{d}_i/d^*_i, d^*_i/\hat{d}_i) = \delta < t \) (\( t \in [1.25, 1.25^2, 1.25^3] \)).

Where \( \hat{d}_i \) and \( d^*_i \) is the ground-truth depth and the estimated depth at pixel \( i \) respectively; \( K \) is the total number of pixels of the test images.

Evaluation Protocol on Semantic Segmentation. As for semantic segmentation, we consider two metrics [85], [16], i.e. pixel accuracy (pixAcc) and mean intersection over union (mIoU), averaged over classes. The normal prediction performance is evaluated with five metrics. We compute the per-pixel angle difference between prediction and ground-truth, then compute mean and median for valid pixels with given ground-truth normal.

Evaluation Protocol on Surface Normal Estimation. For the evaluation of surface normal estimation, we utilize five standard evaluation metrics [86], i.e. mean and median angle distance between prediction and ground-truth for valid pixels, and the fraction of pixels with angle difference with ground-truth less than \( t \) (\( t \in [11.25^\circ, 22.5^\circ, 30^\circ] \)).

C. Implementation Details

The proposed VISTA-Net is implemented in Pytorch. The experiments are conducted on four Nvidia Quadro RTX 6000 GPUs, each with 24 GB memory. The ResNet-101 architecture pretrained on ImageNet [87] is considered in the experiments for initializing the backbone network of VISTA-Net. Our model can be used for effective deep feature learning in multi-scale contexts. To boost the performance, following previous works [88], [11], we also consider multi-features produced from different convolutional blocks of a backbone CNN (e.g. res3c, ref4f, ref5d of a ResNet-50). In detail, ref5d is chosen as the receiving feature, \( f_r \), while res3c, ref4f, ref5d are taken up as emitting features, \( f_e \), in all tasks.

For the semantic segmentation task, we use a learning rate of 0.001 with a momentum of 0.9 and a weight decay of 0.0001 using a polynomial learning rate scheduler as previously done in [16], [60]. For the the monocular depth estimation task, the learning rate is set to \( 10^{-4} \) with weight decay of 0.01. The Adam optimizer is used in all our experiments with a batch size of 8 for monocular depth estimation and 16 for semantic segmentation and surface normal. The total training epochs are set to 50 for depth prediction, to 150 for semantic segmentation, 20 for surface normal and to 500 for the Cityscapes dataset. The default value of the rank is 1 in all tasks, and an ablation study on \( T \) is shown in Table X.

D. Experimental Results and Analysis

Monocular Depth Estimation. Comparative results on KITTI dataset are shown in Table II. We propose a comparison with state of the art models such as [12], [76], [77], [80], [55], [84], [57], [59], [23]. In addition we demonstrate the effectiveness of our VISTA-Net comparing with MS-CRF [33], a previous approach which exploit a probabilistic framework for multi-scale feature learning but does not consider an attention mechanisms. Our approach is superior, thus demonstrating the effectiveness of the proposed structured attention model. We also compare with AG-CRF [11] and PGA-Net [23]. Also in this case VISTA-Net outperforms the competitors confirming the importance of having a joint structured spatial- and channel-wise attention model. Note that AG-CRF [11], PGA-Net [23] and VISTA-Net are compared using the same backbone. In order to demonstrate the competitiveness of our approach in an indoor scenario we also report the results on NYUD-V2 dataset in Table III. Similarly to the experiments on KITTI, VISTA-Net outperforms both state of the art approaches and previous methods based on attention gates and CRFs [33], [11]. Both Table II and III also prove that our structured attention can merge more low-level information and can make the network learn a more efficient deep rep-
representation. It is essential for dense pixel-wise task network to predict better results. In Fig. 3 is shown a qualitative comparison of our method with DORN [55]. Results indicate that VISTA-Net generates better depth maps, in particular one can appreciate the opening of the sky and the smoothness of the prediction on the sides. Fig. 4 shows a similar comparison done on NYU dataset. The same accuracy in the prediction is visible also in this case, objects are more distinguishable w.r.t. DORN (e.g. the bathtub in row 2 and the desks in row 5).

**Semantic Segmentation.** We first compare VISTA-Net with the most recent methods on the Pascal-Context dataset, including [16], [2], [98], [99], [100], [70], [65], [15], [18], [23]. VISTA-Net, as shown in Table IV, is 0.3 points better according to the mIoU metric than the best available method, i.e. PGA-net. Importantly, VISTA-Net outperforms EncNet [16], which uses only channel-wise attention, as well as DANet [2], which considers separate spatial and channel attention models. Meanwhile, the visualisation result is shown in Fig. 5.

We also compare our method with state of the art methods on PASCAL VOC2012, including [102], [103], [104], [2], [105], [16], [15], [116]. Unsurprisingly, our method not only outperforms single channel attention methods like EncNet [16] and single spatial attention methods like SANet [15] but also DANet [2] which considers separate spatial and channel attention models. VISTA-Net, as shown in Table V, is 3.7 points better according to the mIoU metric than the best available method, i.e. SANet. This clearly confirms the advantage of our probabilistic formulation and the importance of handling the spatial and channel wise attention in a structured manner within an unified probabilistic framework.

Meanwhile, the visualisation result is shown in Fig. 6. In Table VI we report the results of our method on Cityscape val/test dataset. For fair comparison, all methods do not use multi-scale and flipping. According to Table VI, VISTA-Net outperforms the competitors of 0.4% and 0.7% mIoU in validation and testing set. According to the visualization results (Fig. 7), our method captures more information about details with respect to DANet(dual attention) and HRNet

| Method          | Backbone     | pixAcc% | mIoU% |
|-----------------|--------------|---------|-------|
| CFM (VGG+MCG) [94] | VGG-16       | -       | 34.4  |
| DeepLab-v2 [60]    | VGG-16       | -       | 37.6  |
| FCN-8s [63]        | VGG-16       | 50.7    | 37.8  |
| BoxSup [95]        | VGG-16       | -       | 40.5  |
| ConvPP-8s [96]     | VGG-16       | -       | 41.0  |
| PixelNet [97]      | VGG-16       | 51.5    | 41.4  |
| HRNetV2 [70]       | HRNetV2-W48  | -       | 54.0  |
| Wang et al. [71]   | HRNetV2-W48  | -       | 55.1  |
| VISTA-Net          | HRNetV2-W48  | 82.1    | 56.7  |

| Method          | Backbone     | mIoU% |
|-----------------|--------------|-------|
| DeepLabV3 [102] | D-ResNet-101 | 75.7  |
| Dynamic [103]   | Layer33      | 79.0  |
| Res2Net [104]   | Res2Net-101  | 80.2  |
| DANet [2]       | ResNet-101   | 80.4  |
| Auto-Deeplab [105] | ResNet-101 | 82.0  |
| EncNet [16]     | D-ResNet-101 | 85.9  |
| SANet [15]      | ResNet-101   | 86.1  |
| VISTA-Net       | D-ResNet-101 | 89.8  |
Table VI: Semantic Segmentation: Cityscapes validation and test set (trained on the standard training set). D-ResNet-101 is short for Dilated-ResNet-101.

| Method       | Backbone       | Test set | mIoU  |
|--------------|----------------|----------|-------|
| DeepLabv3 [102] | D-ResNet-101   | Val      | 78.5  |
| PSPNet [106]     | D-ResNet-101   | Val      | 79.7  |
| Dynamic [103]    | Layer33-PSP    | Val      | 79.7  |
| SpyGR [18]       | ResNet-101     | Val      | 80.5  |
| HRNet [70]       | HRNetV2-W48    | Val      | 81.1  |
| CCNet [52]       | D-ResNet-101   | Val      | 81.3  |
| DANet [2]        | D-ResNet-101   | Val      | 81.5  |
| Panoptic-DeepLab [107] | HRNetV2-W48 | Val      | 81.6  |
| CSRNet [108]     | D-ResNet-101   | Val      | 81.9  |
| Wang et al. [71] | HRNetV2-W48    | Val      | 82.2  |
| VISTA-Net       | D-ResNet-101   | Val      | 82.0  |
| VISTA-Net       | HRNetV2-W48    | Val      | 82.3  |

Table VII: Semantic segmentation: Cityscapes test set (learned on the train+val set, multi-scale and flipping). D-ResNet-101 is short for Dilated-ResNet-101.

| Method       | Backbone       | mIoU  | iIoU cla | IoU cat | iIoU cat |
|--------------|----------------|-------|----------|---------|----------|
| DeepLab [60]  | D-ResNet-101   | 70.4  | 42.6     | 86.4    | 67.7     |
| PADNet [89]   | D-ResNet-101   | 80.3  | 58.8     | 90.8    | 78.5     |
| Dynamic [103] | Layer33-PSP    | 80.7  | -        | -       | -        |
| SVCNet [99]   | ResNet-101     | 81.0  | -        | -       | -        |
| ANN [98]      | D-ResNet-101   | 81.3  | -        | -       | -        |
| CCNet [52]    | D-ResNet-101   | 81.4  | -        | -       | -        |
| DANet [2]     | D-ResNet-101   | 81.5  | -        | -       | -        |
| DGMN [21]     | D-ResNet-101   | 81.6  | -        | -       | -        |
| SpyGR [18]    | ResNet-101     | 81.6  | -        | -       | -        |
| HRNet [70]    | HRNetV2-W48    | 81.6  | 61.8     | 92.1    | 82.2     |
| ACFNet [111]  | ResNet-101     | 81.8  | -        | -       | -        |
| DGCNet [34]   | ResNet-101     | 82.0  | -        | -       | -        |
| HANet [112]   | ResNet-101     | 82.1  | -        | -       | -        |
| VISTA-Net     | D-ResNet-101   | 81.7  | 62.0     | 91.6    | 81.5     |
| VISTA-Net     | HRNetV2-W48    | 82.2  | 62.7     | 91.9    | 82.1     |

Table VIII: Surface normal prediction: ScanNet dataset.

| Methods       | Error metric | Accuracy metric |
|---------------|--------------|-----------------|
|               | mean         | median          | 11.25 | 22.5 | 30    |
| Skip-Net [113]| 26.2         | 20.6            | 28.8  | 54.3 | 67.0  |
| Zhanget al. [114]| 23.3       | 16.0            | 40.4  | 63.1 | 71.9  |
| GeoNet [115]  | 19.8         | 11.3            | 49.7  | 70.4 | 77.7  |
| FrameNet [72] | 15.3         | 8.1             | 60.6  | 78.6 | 84.7  |
| VISTA-Net    |              | 15.1            | 7.5   | 63.8 | 80.0  | 85.2  |

(Complex multi-scale). For example in the fourth row, our method successfully predicts the yellow warning symbol while DANet and HRNet both miss it. Moreover, we also compare our method with state of the art attention based methods learned on the train+val set with multi-scale and flipping in Table VII, including [89], [103], [99], [98], [52], [2], [21], [18], [70], [111], [34], [112]. We outperform not only DANet and HRNet but also the state-of-the-art approach HANet.

Surface Normal Estimation. We compare VISTA-Net with the state-of-the-art RGB-based methods, including Eigen et al. [53], GeoNe [115] and FrameNet [72]. We adapt the publicly available training code and keep their fine-tune and pre-train model. The results shown in Table VIII. Our method outperforms the state-of-the-art on both the error metric and accuracy metric. The qualitative results are shown in Fig. 8. They confirms the benefit of the proposed approach in joint structured spatial-channel attention estimation for wide range of deep representation learning tasks.
TABLE IX: Ablation study on the Pascal-context dataset: performance of VISTA-Net for different attention mechanisms and scales.

| Scales          | Structured Attention | Probabilistic | mIoU | PixAcc |
|-----------------|----------------------|---------------|------|--------|
| Single scale    | No structure         | Yes           | 51.7 | 78.9   |
|                 | Spatial              | Yes           | 53.0 | 79.7   |
|                 | Low-rank tensor      | No            | 53.2 | 79.9   |
|                 | High-rank tensor     | Yes           | 53.9 | 80.3   |
| Multiple scale  | No structure         | Yes           | 52.8 | 79.5   |
|                 | Spatial              | Yes           | 54.8 | 80.8   |
|                 | Low-rank tensor      | No            | 54.7 | 80.7   |
|                 | High-rank tensor     | Yes           | 56.1 | 81.7   |

Ablation Study. We also perform an ablation study on the Pascal-context dataset to further demonstrate each proposed component’s impact. Table IX shows that the performance of VISTA-Net degrades not only when the model does not employ the structured attention mechanism but also when only channel-wise (Fig.1.(a)) or spatial-wise attention (Fig.1.(b)) is used. Moreover, we can also see the advantage of using the proposed probabilistic formulation for joint modeling both spatial- and channel-wise attention in a principled manner. For the sake of completeness, we also report the results of DANet, which corresponds to separate spatial and channel-wise attention (Fig.1.(c)). Meanwhile, Fig. 9 depicts segmentation maps obtained on the Pascal-Context dataset using different versions of our method. In particular, we visualize (c) VISTA-Net w/o attention, (d) VISTA-Net w/o Spatial Attention, (e) VISTA-Net w/o Channel Attention, and (f) VISTA-Net (full model). From left to right, the results become more similar to the ground truth, indicating our proposed attention model’s clear advantage. Interestingly, the performance achieved in each of the variants (spatial, channel) is similar. This leads us to believe that the proposed method’s competitive advantage is combining structured attention with a probabilistic formulation. Notably, the feature refinement through message passing seems to be the most crucial contribution to improving performance. In Table X we show the results of our experiments in order to analyze the computational cost of our method. In particular, we perform an analysis on the Pascal-context dataset and at varying T. In the Table X, FPS means Frames Per Second. We run 10 times experiments and provide mean and variance of FPS. Meanwhile, we use input feature map of size 480 × 480 to evaluate their complexity during inference. As expected, we notice an increased computational burden while augmenting the rank. This, however, has been rewarded with a noticeable increase in performance of the model. Table X shows the efficiency of the model at the increasing of the rank also in terms of floating-point operations per second (FLOPs). Finally, in Fig. 10 we propose a few qualitative results compared with their B/W images on the Pascal-context dataset. It is shown the importance of the attention model, and the result obtained increasing the iterations. In the odd rows are shown the misclassified pixels (in black). The image shows clearly how the proposed iterative approach based on message passing is beneficial for the final prediction.

Complexity. We compare the efficiency of our VISTA-Net with the efficiencies of the multi-scale context schemes and the relational context schemes. Table XI provides the comparison with several representative methods on the Cityscapes validation set (single scale and no flipping) in terms of parameter and computational complexity. The GFLOPs is calculated on the input size 1024 × 2048. According to results in Table XI, our structure attention’s computation complexity (measured by the number of FLOPs) is quite close to OCR [101]. Compared with OCR [101], though computation complexity has a slight increase, this increase is acceptable compared with the obvious performance improvement. In general, VISTA-Net can be considered a good trade-off between performance, parameters and GFLOPs.

E. Qualitative Results of Learned Attentions

Fig. 11 shows different visualizations regarding the learned structured attention and spatial attention on an image from the Pascal-Context dataset. The first row shows the overall structured attention tensor a as defined in (1). The second row shows the spatial attention map of the structured tensor m. While the latter seem to be spread all along the dog’s
Fig. 9: Comparison of different variations of VISTA-Net on Pascal-context dataset.

(a) Image  (b) GT  (c) W/o Att  (d) W/ Att_s  (e) W/ Att_ch  (f) Full

Fig. 10: Pascal-context dataset. Comparison of different variations of VISTA-Net.

Fig. 11: Attention map visualisation on Pascal context dataset. First row: structured attention tensor $a$, see (1). Second row, spatial attention maps $m$.

body with different shapes, we observe that by optimally combining the $m^t$ and the $v^t$, different slices of the final structured attention tensor are able to focus on different important parts of the dog: the head, the body and the tail, thus allowing to take much more accurate pixel-level predictions for segmentation. The same phenomenon can also be found in pictures with different subjects (e.g. humans and cats). Although the visualisation result of spatial attention is noisy, corresponding structured attention would focus on useful parts as a result of the interactions between channel-wise and spatial-wise attention. We also provide the computed attention maps on some sample images in KITTI dataset in Fig. 12. As expected, the final structured attention tensors manage to capture important information among different depths. For example, in the fourth row, structured attention focus on farthest frost, middle jungle, and close road. Fig. 12 proves that different structured attention tensor $a$ can capture distinct and representative semantic information due to the combination of both channel- and spatial-wise attention.

F. Discussion on Failure Cases

We show some failure cases on both the KITTI and the NYU datasets in Figure 13 to discuss our method’s limitations. As can be seen the results on KITTI in the last row, the VISTA-Net fails to provide clear structure details of the cyclist. This
In this paper we proposed a novel approach to improve the learning of deep features representations for dense pixel-wise prediction tasks. Our approach seamlessly integrates a novel structured attention model within a probabilistic framework. In particular, we proposed to structure the attention tensors as the sum of $T$ rank tensors, each being the tensor-product of a spatial attention map and a channel attention vector. These two kinds of variables are jointly learned within the probabilistic formulation made tractable thanks to the variational approximation. The proposed structured attention is rich enough to capture complex spatial- and channel-level interdependencies, while being efficient to compute. The overall optimisation of the probabilistic model and of the CNN frontend is performed jointly. Extensive experimental evaluations show that VISTA-Net outperforms state-of-the-art methods on several datasets, thus confirming the importance of jointly structuring the spatial- and channel-wise attention variables for learning effective deep representations for dense pixel-level prediction tasks. Future works might deal with the relationship with deep unsupervised probabilistic models also used for data fusion [118], [119], [120].

V. CONCLUSIONS

In this paper we proposed a novel approach to improve the learning of deep features representations for dense pixel-wise prediction tasks. Our approach seamlessly integrates a novel structured attention model within a probabilistic framework. In particular, we proposed to structure the attention tensors as the sum of $T$ rank tensors, each being the tensor-product of a spatial attention map and a channel attention vector. These two kinds of variables are jointly learned within the probabilistic formulation made tractable thanks to the variational approximation. The proposed structured attention is rich enough to capture complex spatial- and channel-level interdependencies, while being efficient to compute. The overall optimisation of the probabilistic model and of the CNN frontend is performed jointly. Extensive experimental evaluations show that VISTA-Net outperforms state-of-the-art methods on several datasets, thus confirming the importance of jointly structuring the spatial- and channel-wise attention variables for learning effective deep representations for dense pixel-level prediction tasks. Future works might deal with the relationship with deep unsupervised probabilistic models also used for data fusion [118], [119], [120].
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