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Abstract
In this paper, we present a simulation‑based headway optimization for urban mass rapid transit networks. The underlying discrete event simulation model contains several stochastic elements, including time‑dependent demand and turning maneuver times as well as direction‑dependent vehicle travel and passenger transfer times. Passenger creation is a Poisson process that uses hourly origin–destination‑matrices based on anonymous mobile phone and infrared count data. The numbers of passengers on platforms and within vehicles are subject to capacity restrictions. As a microscopic element, passenger distribution along platforms and within vehicles is considered. The bi‑objective problem, involving cost reduction and service level improvement, is transformed into a single‑objective optimization problem by normalization and scalarization. Population‑based evolutionary algorithms and different solution encoding variants are applied. Computational experience is gained from test instances based on real‑world data (i.e., the Viennese subway network). A covariance matrix adaptation evolution strategy performs best in most cases, and a newly developed encoding helps accelerate the optimization process by producing better short‑term results.

Keywords Simulation‑based optimization · Public transportation · Headway optimization · Transit network frequencies setting problem · Population‑based metaheuristic

David Schmaranzer
david.schmaranzer@univie.ac.at

Roland Braune
roland.braune@univie.ac.at

Karl F. Doerner
karl.doerner@univie.ac.at

1 Department of Business Decisions and Analytics, University of Vienna, Oskar‑Morgenstern‑Platz 1, 1090 Vienna, Austria
2 Christian Doppler Laboratory for Efficient Intermodal Transport Operations, University of Vienna, Oskar‑Morgenstern‑Platz 1, 1090 Vienna, Austria
3 Data Science @ Uni Vienna, University of Vienna, Oskar‑Morgenstern‑Platz 1, 1090 Vienna, Austria

Published online: 10 May 2019
1 Introduction

Back in 1950, 29.6% of the world’s population lived in urban areas. Since then, this percentage has increased every year, reaching 55.3% in 2018. The United Nations (2018) expects this trend to continue, such that by 2050 an estimated 68% of the world’s population will be living in urban areas. North America and Europe already have reached 82.2% and 74.5% urbanization, respectively; by 2050 those values will likely be 89% in North America and over 83% in Europe. In line with these trends, Vienna’s population is growing and likely will exceed two million by 2025 (Statistik Austria 2017; Hanika 2018). Such population growth (induced by a positive birth/mortality rate delta, a positive immigration/emigration delta, and influx from rural areas), combined with traffic congestion, efforts to reduce emissions, and municipal ambitions to improve the quality of life for residents (e.g., by pedestrianization, reducing automobile as well as truck traffic, etc.), as well as tourism, make it necessary to readjust urban public transportation systems constantly. Strategic and tactical planners must determine whether existing provisions are effective, now or in future.

The term headway refers to the time difference between consecutive vehicles (e.g., 3 minutes). Changes to headway (or its inverse frequency, defined by vehicles per unit of time) might lead to overcrowded train stations and vehicles, unless they are carefully planned. This challenge constitutes the transit network frequencies setting problem (TNFSP), for which the solution demands a balance between capital and operational expenditures (including infrastructure preservation and potential expansion) with passenger satisfaction (i.e., service level). A balance between these conflicting goals produces optimal time-dependent headways for each passenger line.

The planning process for public transportation usually proceeds in the following order: (1) network and line planning, (2) frequency (i.e., headway) setting, (3) timetabling, (4) vehicle scheduling, (5) duty scheduling, and (6) crew rostering (Ceder and Wilson 1986; Ceder 2001; Guihaire and Hao 2008; Liebchen 2008). In classical planning approaches, the earlier planning stage provides the input for the subsequent tasks. The second step provides the optimization of headways. Comprehensive surveys on the matter of public transport planning (including problems, objectives, and solution approaches) are available in Guihaire and Hao (2008), Farahani et al. (2013) and Ibarra-Rojas et al. (2015). Guihaire and Hao (2008) and Ibarra-Rojas et al. (2015) review 26 contributions dealing with headway optimization, showing that early works assume fixed demand and are based on analytic models (Newell 1971; Salzborn 1972; Schéele 1980; Han and Wilson 1982). Six of the 26 works (Shrivastava et al. 2002; Shrivastava and Dhillong 2002; Yu et al. 2011; Huang et al. 2013; Li et al. 2013; Wu et al. 2015) and Ruano et al. (2017) more recently, employ genetic algorithms for the headway optimization problem. Most of them also use non-linear models, though Li et al. (2013) offer a simulation model. Evolutionary algorithms have already been applied to this kind of problem in similar settings (Zhao and Zeng 2006; Guihaire and Hao 2008; Yu et al. 2011), though only a few contributions address time-dependent
demand (Niu and Zhou 2013; Sun et al. 2014). Herbon and Hadas (2015) focus on morning and afternoon peaks and use a generalized newsvendor model. Whilst the last two mentioned works as well as others (Ceder 1984, 2001) focus on the optimization of a single line, we are attempting to optimize several intersecting lines (i.e., a whole network) at once (Yu et al. 2011). Following the sparse contributions that apply simulation to a problem-specific context (Vázquez-Abad and Zubieta 2005; Mohaymany and Amiripour 2009; Ruano et al. 2017), we turn to simulation-based optimization. This approach has proven successful in similar application contexts (Osorio and Bierlaire 2013; Osorio and Chong 2015; Chong and Osorio 2018).

Several problems arise when devising a model of a complex service system like an urban mass rapid transit network. The data pertaining to the structure of an existing transportation system (e.g., a subway network’s lines and stations) are relatively easy to obtain, but passenger data are not. In order to model demand, we need to know how many passengers want to travel from one specific location to another and when. To the best of our knowledge, related contributions use count data (Ceder 1984), smart card data (Pelletier et al. 2011) and mobile phone data (Friedrich et al. 2010). For a study on various technologies used in pedestrian counting and tracking see Bauer et al. (2009). We employ hourly origin–destination-matrices, originally created by the MatchMobile project (IKK 2017), and infrared count data. It is also difficult to gauge passenger behavior, especially how they decide which route to take (Agard et al. 2007). Raveau et al. (2014) show that there are also regional distinctions. For reviews on route choice the reader is referred to Bovy and Stern (1990) and Frejinger (2008).

The contribution of the paper is threefold: We propose a detailed discrete event simulation model for urban mass rapid transit networks that is inspired by a real-world case but generic enough to fit other cities’ rail-bound public transport networks. In this model, the demand and vehicle turning maneuver times are time-dependent, and the vehicle travel and passenger transfer times are direction-dependent. Second, as a microscopic element, passenger distribution along platforms and within vehicles is considered. We employ four different evolutionary algorithms to the associated headway optimization problem, embedding them in a simulation-based optimization framework. That is, in addition to solution encoding variants (continuous values and factors, discrete values), we apply a newly designed problem-specific encoding. Finally, we conduct a comprehensive computational evaluation using test instances based on a real-world urban mass rapid transit network (i.e., the Viennese subway system).

Section 2 describes urban mass rapid transit networks in general. Thereafter, Sect. 3 presents the objective function (including constraints) and related aspects. In Sect. 4 we describe the solution method and its building blocks, namely, the discrete event simulation model and (heuristic) optimization algorithms, together with the employed solution encoding variants. Specific details on the Viennamese subway network are presented in Sect. 5, and then in Sect. 6 we explain the computational experiment setup, real-world test instances, and algorithm parameter tuning. Thereafter, Sect. 7 presents and discusses results before Sect. 8 concludes and proposes some possible future research.
2 Challenges in urban mass rapid transit networks

Urban mass rapid transit networks (e.g., subway, metro, tube, underground, heavy rail) are a critical component of successful cities. They were introduced to improve movement in urban areas and reduce congestion (Roth et al. 2012; Anderson 2014). These motives remain valid but—as mentioned back Sect. 1—also are reinforced by pedestrianization, tourism, and environmental demands.

These network can be modeled by a directed graph, as in Fig. 1 for two lines. The three interacting entities are the stations, vehicles, and passengers. One line is gray, the other one is white. Both lines contain five stations each (s\(_0\) to s\(_4\) and s\(_5\) to s\(_9\)). Vehicles only move on the black continuous arcs. At end-of-line stations (s\(_0\), s\(_4\), s\(_5\), and s\(_9\)), additional directed arcs allow vehicles to perform a turning maneuver and possibly start anew. With the exception of stations s\(_2\) and s\(_7\), all stations have their own geographical location g; the others intersect at g\(_2\). In this case, additional arcs (gray, dotted) allow passengers to move to another line’s waiting platform. Initially, each passenger has a geographic origin and a destination (e.g., g\(_0\) to g\(_8\)) that defines a path that contains the crucial stations (e.g., s\(_0\), s\(_2\), s\(_7\), s\(_9\)). The path allows passengers to know where to begin their journey (s\(_0\)) and where to exit a vehicle because they reached their final destination (s\(_9\)) or must perform a transfer (s\(_2\) to s\(_7\)).

A comprehensive work on the evolution of the structure of the world’s largest subway networks, states that 25% of cities with a population of one million, 50% of ones with two million and all cities with a population above 10 million host them (Roth et al. 2012). In some cities, they have existed for more than a century and there are significant similarities among the different networks, despite the unique cultures, economies, and historical developments in each city. That is, most networks consist of a set of stations delimited by a ring-shaped core from which branches grow extend beyond the city. Subway networks also tend to experience similar peak times, in the morning and afternoon, reflecting increased demand by employees traveling to or from their workplaces (Sun et al. 2014). The topology and demand fluctuations of the Viennese subway network (Sect. 5) do not deviate from the general case.

Fig. 1 Example of two intersecting lines (directed graph)
In turn, the same issue confronts all subway systems: Fluctuating demand must be satisfied by adjusting and readjusting transport capacity (i.e., releasing enough vehicles). Branches usually experience lower demand, so turning every second vehicle a few stations prior the end-of-line station may be practiced. The result being that only half the headway (e.g., 10 minutes) is used on the affected part; the remaining parts still have the full headway (e.g., 5 minutes) in effect (i.e., are visited by every vehicle). This method can also be limited to certain time periods (e.g., during off-peak hours). This and similar extensions to the problem (e.g., having more than two end-of-line stations per line) are not part of this contribution. Such (potentially temporary) measures represent an additional intermediate step in the planning process, between frequencies setting and the creation of a schedule.

3 Headway optimization and related aspects

As mentioned in Sect. 1, there are two conflicting goals: cost minimization (measured in productive fleet mileage) and service level maximization (measured in mean waiting time per passenger). We seek an appropriate trade-off that achieves optimal hourly headways for each line of an urban mass rapid transit network. Equation 1 contains the objective function, and Table 1 lists the notation. We employ traditional normalization and weighted sum-based scalarization approaches and thereby transform a bi-objective into a single-objective optimization problem.

\[
\min Z = \left( \frac{m - m_{\text{min}^*}}{m_{\text{max}} - m_{\text{min}^*}} \cdot \varphi \right) + \left( \frac{w - w_{\text{opt}}}{w_{\text{max}^*} - w_{\text{opt}}} \cdot (1 - \varphi) \right).
\]  

Note that the first part of the objective function (Eq. 1), related to fleet mileage, is deterministic (i.e., not subject to randomness). The second part, involving the mean waiting time per passenger, is stochastic, due to the randomness of passenger

| Table 1 Notation |
|------------------|
| \( m \) | ... | Productive fleet mileage of the current solution |
| \( m_{\text{min}^*} \) | ... | Lowest observed productive fleet mileage |
| \( m_{\text{max}} \) | ... | Highest productive fleet mileage at tightest possible headway |
| \( w \) | ... | Mean waiting time per passenger of the current solution |
| \( w_{\text{opt}} \) | ... | Lowest mean waiting time per passenger at tightest possible headway |
| \( w_{\text{max}^*} \) | ... | Highest observed mean waiting time per passenger |
| \( \varphi \) | ... | Weight (i.e., ratio between fleet mileage and mean waiting time) |
| \( S \) | ... | Set of stations |
| \( P_s \) | ... | Set of platforms at station \( s \) |
| \( u_{sp} \) | ... | Utilization of platform \( p \) at station \( s \) |
| \( l \) | ... | Number of lines (i.e., network variant; see Sect. 6.1) |
| \( d \) | ... | Number of decision variables per line (see Sect. 6.1) |
creation (Poisson process) and other stochastic influences (e.g., vehicle travel times between stations, passenger transfer times; see Sects. 4.1 and 5). Therefore, the weight $\varphi$ influences the variance of the objective value $Z$. Replications (i.e., simulation re-runs) of the simulation model (Sect. 4.1) are required to account for statistical significance. We employ a varying number of replications, so its average varies, and there is a negative correlation with $\varphi$.

The sole constraint type is the stations’ respective platform utilization $\mu_{sp}$. If a platform’s capacity (e.g., two people per square meter) is exceeded, the solution is considered infeasible. Vehicle capacity is limited too, but it does not directly cause infeasibility, because waiting passengers who are unable to board an overcrowded vehicle continue waiting, increasing $w$ (i.e., the mean waiting time per passenger).

The aforementioned reviews (Sect. 1) by Guihaire and Hao (2008) and by Ibarra-Rojas et al. (2015) contain several other objectives and constraints used in similar works, some of which we would like to discuss. A classic objective and/or constraint in headway optimization is fleet size. It can be used as minimization objective (Salzborn 1972), its current/future number (i.e., maximum fleet size) could serve as a constraint (Furth and Wilson 1981; Han and Wilson 1982). Because its former use (i.e., minimizing the number of simultaneously active vehicles) is only driven by the peak hours, this—especially its sole use—was no viable option. Using the fleet size as a constraint is reasonable, especially when it serves as a given “budget” (i.e., fixed limit). Since our efforts are driven by both, scientific and practical purposes, we decided to use the resulting fleet size as key performance indicator (KPI) but not as a constraint. Similarly, vehicle runs measure the number of times a line’s vehicles go back and forth (Ceder 1984). Unlike the resulting fleet size, it is not driven by peak hours. Unfortunately it disregards the different lines’ respective lengths. We use the productive fleet mileage in our objective function for those reasons. Furthermore, we have access to costs rates (operating and maintenance costs per kilometer) of a metropolitan public transport provider.

As for the customer’s view (i.e., service level), some studies use total or average times like travel time (Schéele 1980; Dollevoet et al. 2015) or waiting time (Furth and Wilson 1981). An extensive sensitivity analysis of a previous version of the simulation model (Schmaranzer et al. 2016) revealed that—in our case—the travel time is only driven by the waiting time, and that a passenger’s invehicle time would only increase in bunching situations (i.e., too many vehicles within a line). Since our current model ensures a minimum headway, this is no longer the case. So the invehicle time stays as is and the same goes for the transfer time. The reason for this being that alighting passengers do not use space on the platform and there are no limitations on concurrent transfer operations. For more details on both the reader is referred to Sects. 4.1 and 5. Han and Wilson (1982) use the maximum occupancy level at maximum load point along the line and relates to load and max load methods (Ceder 1984) which can only be applied to one single line at a time. Identifying each line’s maximum load point within an extensive network can be difficult, especially when a vehicles utilization at a certain station is approximately identically to neighboring ones. Furthermore, the point may also depend on the direction. In case all points can be identified, the problem of treating all passengers the same remains. So in order to provide a fair measure for the service level we decided to use the mean waiting time.
per passenger. The whole network’s station and vehicle utilization could be used as key performance indicators (Schmaranzer et al. 2016). But since these figures would be drastically reduced (i.e., driven) by low utilization at the outer stations, they are not used in this work. However, utilization is also an important issue and is discussed in connection with platforms and vehicles in Sect. 4.1.

Another important but less tangible factor is politics. Since urban mass rapid transit networks are usually public property, every decision is potentially subject to public debate. The sheer number of stakeholders (e.g., the subsidized urban public transportation provider, adjacent residents and shopkeepers, community, regional and possibly federal politicians, railway construction companies, etc.) leads to potential conflicts. Even within the same stakeholder group tensions could arise. Since the focus of this contribution is to rely on tangible facts and figures its influence has not been implemented within the model. Our approach of investigating the trade-off between costs (i.e., the provider’s view) and service level (i.e., the customer’s view) and other key performance indicators (e.g., fleet size) driven by choice of headway, imply political aspects.

4 Optimization methodology

A subway system constitutes a queuing network with synchronization and non-exponentially distributed service times. It is thereby too complex to merely apply analytic methods from queuing theory like Jackson networks (Jackson 1963) and its extensions. Instead, we employ simulation-based optimization, as introduced by Fu (2002). As a functional principle (Fig. 2), an optimizer (i.e., algorithm)—in our case various evolutionary algorithms—generates candidate solutions that enter into a simulation model for evaluation. The result of this process (i.e., the solution quality and feasibility status) then reenters the optimizer, which generates new and hopefully better solutions. For current reviews on the general method, the reader is referred to Juan et al. (2015) and Amaran et al. (2016). This simulation-based optimization thus comprises a discrete event simulation model (Sect. 4.1) and (heuristic) optimization algorithms (Sect. 4.2).

![Fig. 2 Functional principle of simulation-based optimization (Fu 2002)]
4.1 Discrete event simulation model

In addition to this detailed description of the discrete event simulation model of urban mass rapid transit networks, we provide details (e.g., parametrization, data sources, data preparation, distribution fitting, model validation) for the Viennese subway network in particular in Sect. 5. The model presented here is an extension of the ones we describe in Schmaranzer et al. (2016, 2018).

The model’s three main entities are stations, vehicles and passengers. The remainder of this section describes them and their interactions in greater detail.

Each station is assigned to a specific line and has either one island platform or two separate platforms. The island platform variant potentially serves and shares its capacity with both directions. If there are separate platforms, or an island platform has an impassable wall in the middle, half of its capacity applies to each direction. The model distinguishes between platforms with and without shared capacity. The respective platform depends on its surface area (excluding safety distance between the waiting passengers and moving vehicles).

Vehicles (e.g., subway trains) are created and released from the lines’ end-of-line stations and in accordance with the lines’ respective current headway setting, during some period of operation (e.g., 4:30 until 1:00). Their capacity is limited and could be divided into seating and standing. The vehicle travel time refers to the time difference between a vehicle’s arrival time at two consecutive stations, so it includes the dwelling time at the first station. Dwelling time refers to the time difference between a vehicle’s arrival at a station and its departure. It includes boarding and alighting time, defined as the time difference between a standing vehicle opening its doors, thereby allowing aboard passengers to alight and waiting passengers to board the vehicle, and closing them again. Statistical analyses of vehicles’ station arrival times support calculations of vehicle travel times. This model employs log-normal distributed vehicle travel times (see Sect. 5). Once a vehicle has reached one end of a line, it first remains there, to account for dwelling time at the last station. Thereafter, the productive fleet mileage $m$ of the current solution increases by the respective line’s length, and the vehicle must perform a turning maneuver. In some cases, this turning can occur simply by crossing over to the other direction’s rail, prior to the arrival at the last station. However, in most cases—according to the infrastructure of the respective end-of-line station—a turning maneuver is required. We use triangular distributions for both dwelling and turning maneuver time at the last station.

For passenger distribution, we divide platforms and vehicles into sections. This macroscopic aspect is going to be described in the next paragraph on passengers.

Last, passenger entities: Their creation is driven by a time-dependent Poisson process and requires hourly origin–destination-matrices. An origin–destination-pair represents the number of passengers who wish to travel, within a certain time frame (e.g., from 8:00 until 8:59), from one geographic location to another. Each newly created passenger is assigned a path, generated by Dijkstra’s shortest path algorithm (Dijkstra 1959). Their calculation requires a graph of the network, similar to the one depicted in Fig. 1. Non-transfer arcs (i.e., the ones vehicles use) need weights (e.g., vehicle travel times or distance between adjacent stations). The transfer arcs, used
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by passengers, require penalty weights to prevent unnecessary transfers. Provided
that the platform is not overcrowded, a new or transfer passenger gets assigned to a
platform’s section and potentially boards the vehicle’s corresponding section. If the
platform section has no free capacity, the passenger moves on to the neighboring
section. In a case in which the overcrowded section has two direct neighbors (i.e.,
middle section), the chance that the passenger moves to the first neighbor is 50%. If
a vehicle’s section is overcrowded, the passenger is forced to continue waiting on the
platform, thereby increasing the mean waiting time per passenger ($w$)—see Sect. 3.
For information on this feature’s effect on the Viennese subway network the reader
is referred to Sect. 5.

Once the vehicle has reached a passenger’s final destination or transfer station, the
passenger alights. Realistic passenger transfer times can be implemented by measur-
ing the distances of all reasonable combinations (i.e., no transfers within the same
line) at a geographic location with several stations, in accordance with the findings
of Weidmann (1994) that the mean walking speed of passengers is 1.34 meters per
second, with a deviation of ± 19%. The model employs the triangular distribution
with ± 20% of the calculated mean as minimum/maximum. The different types of
platforms, which either serve one or both directions of a line, mean that passenger
transfer times are potentially direction-dependent.

Outside of operational hours, no more vehicles are released. A simulation run
ends once no more vehicles are active (i.e., the last one has reached its current direc-
tion’s end-of-line station). Since there are several stochastic elements, replications
are required to account for statistical significance. We employ a varying number of
replications with a minimum of three and a maximum of 50 replications. The weight
$\phi$ used in the objective function (Eq. 1) influences the standard deviation of the
objective value $Z$, so as noted previously (Sect. 3), the average number of replica-
tions varies, producing a negative correlation with $\phi$. The sequential evaluation pro-
cess terminates once a 99.9% confidence interval with a relative error of one percent
on the mean of the objective value $Z$ has been constructed. If a platform’s capacity
is exceeded the simulation is terminated, the solution is deemed infeasible, and no
(more) replications are performed.

This discrete event simulation model could be used for other urban mass rapid
transit systems as well. The biggest obstacle would be the hourly origin–destina-
tion-matrices. Data about vehicle and platform capacity, passenger distribution,
vehicle transfer times, and turning maneuver times could be difficult to ascertain
too, especially without a public transportation provider’s support. The network itself
(i.e., lines and their stations) and data about vehicle capacity can be found easily.
The implementation of vehicle travel times for transit networks who are potentially
affected by road traffic (i.e., tramway and bus transit) are likely time-dependent and
would require custom distributions.

The model was developed in AnyLogic 7.0.3 (64 Bit, Linux) and uses some addi-
tional Java libraries (JGraphT 1.0.1, Apache POI 3.15, Apache Math 3.6.1).
4.2 Heuristic optimization algorithms

For optimization population-based evolutionary algorithms seek inspiration from nature and the theory of evolution and natural selection (Darwin 1859). A set of solutions, called a population, develops over time and ideally becomes better and better (i.e., less fleet mileage, lower mean waiting time per passenger). Solutions that do not perform well, are removed from the population and replaced by new ones, according to various evolutionary operators such as, crossover (i.e., breeding new offspring based on the best solutions) and mutation (i.e., adding a bit of randomness to the gene pool).

Four pertinent evolutionary algorithms for this study are (1) the (standard) genetic algorithm (GA, see Holland 1975), (2) the offspring selection genetic algorithm (OS-GA, see Affenzeller et al. 2009), (3) the relevant alleles preserving genetic algorithm (RAP-GA, see Affenzeller et al. 2007), and (4) the covariance matrix adaptation evolution strategy (CMA-ES, see Hansen and Ostermeier 2001).

For details on these algorithms we refer to the above cited articles and books. Schmaranzer et al. (2018) apply and age-layered population structure genetic algorithm (ALPS-GA, see Hornby 2006) and its combination with the OS-GA (i.e., the ALPSOS-GA), to the problem in a continuous value encoding setting, but the other algorithms performed better, so these options are not included herein.

The (standard) GA is the most basic one, implementing the principle as outlined above. Basically, the OS-GA aims for new populations in which a certain percentage of the offspring must be of better quality than their parents, thereby attempting to ensure improvement. The RAP-GA is based on the OS-GA and allows population size alterations within a certain range. As long as new and, with reference to the preceding population, better offspring can be created, the population size may grow, up to a maximum size. Last, the CMA-ES generates offspring not directly by crossover, but by a sophisticated sampling approach. New candidate solutions are sampled according to a multivariate normal distribution, which increases the chance of creating better offspring by constantly updating a covariance matrix that represents the pairwise dependencies between variables.

As for the three GA variants, the following four crossover operators (designed for integer and real numbers) have been used: An average crossover calculates an average value of two parents’ values at the respective position of their gene material. An arithmetic crossover randomly performs an average calculation or simply takes the value from the first parent. The blend alpha and blend alpha beta crossover (Takahashi and Kita 2001) both calculate an interval and use it as boundary for a new random value. In case of the blend alpha beta crossover, the interval is guided beyond the better parent’s value, so this is the only crossover operator that takes into account the parent solutions’ qualities. For each new offspring to be created, one of these crossover operators is chosen at random.

All algorithms include the currently employed headways and base the creation of the first population on it. For our study, this base solution is the one created and employed by the Viennese public transportation provider. Schmaranzer et al. (2016) conclude that ± 20% headway alterations are within reason. So the base solution
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refers to the very first individual in the initial population, and the remaining ones are
generated by applying a normal distribution with the currently employed headways
as mean and 20% standard deviation.

We use four different solution encoding variants. Continuous values (i.e., head-
ways) have a lower bound of 1.5 and an upper bound of 20 minutes. These global
bounds ultimately apply to all encoding variants. Next, continuous factors: Here fac-
tors instead of values are applied to the currently employed headways. Bounds for
the factors are calculated in advance, thereby assuring that the resulting headway
values are within the aforementioned global bounds. The third solution encoding
variant uses discrete values. Its bounds within the optimizer are 30 and 400. A solu-
tion using this encoding is divided by 20 and converted back to continuous values
within the discrete event simulation model. Consequently, the global boundaries
again remain intact, and a step size of 0.05 minutes is introduced. Last, a mixed
version of the continuous value and factor solution encoding variants uses a value
for the first decision variable of each line. All other decision variables of the line
in question are factors that apply to the result of its predecessor. For example: {10,
0.75, 0.5, 1.0, ...} results in the following headways: {10, 7.5, 3.75, 3.75, ...}. As for
bounds, the value decision variables have to be within the global bounds, and factors
within 0.5 and 2.0. An additional bounds checker ensures that the resulting head-
ways are within global bounds. The idea behind this encoding scheme is to explicitly
introduce dependencies between consecutive entries (i.e., headways) in the vector of
decision variables.

For software, we used several libraries from HeuristicLab 3.3.15 (Wagner et al.
2014), which is a metaheuristics framework developed in C#.

5 The Viennese subway network

Table 2 contains some facts and figures about the Viennese subway network. As of
2016, it had a total length of 78.5 km and spanned five lines. The missing U5 line
will be constructed between 2019 and 2024. Figure 3 depicts the whole subway net-
work as of 2016. There are 104 stations at 93 locations, and at ten of them, two or
three (single case, Karlsplatz KP) lines intersect. The SC marks Stephansplatz, the
city center, and its renowned landmark St. Stephen’s Cathedral.

| Line name | Line color | No. of stations | Line length [km] | \(\odot\) Station distance [m] |
|-----------|------------|-----------------|------------------|---------------------------|
| U1        | Red        | 19              | 14.54            | 808                       |
| U2        | Purple     | 20              | 16.86            | 887                       |
| U3        | Orange     | 21              | 13.40            | 670                       |
| U4        | Green      | 20              | 16.36            | 861                       |
| U6        | Brown      | 24              | 17.34            | 754                       |
| Total     |            | 104             | 78.50            | 793                       |

Table 2 Facts and figures on the Viennese subway system

Springer
During the course of a regular weekday (ordinary work and school day; Monday to Thursday), there are 1.37 million passenger movements. Figure 4 depicts a simulation of the passenger volume with the currently employed solution. There are two peaks: between 7:00 and 9:00 and between 16:00 and 19:00. The U1 and U3 lines carry the highest passenger volume, followed by U4 and U6; U2 has the lowest passenger load. The U1 has a higher morning peak between 7:00 and 8:00, whereas the others’ highest peak is between 8:00 and 9:00. Then during the afternoon peak, U3 experiences the highest volume. This is due to passengers not only
moving from home to work and then straight back again. Between the U3 stations Westbahnhof (W) and Volkstheater (VT), a pedestrianized shopping area named Mariahilfer Straße serves as alternate stop for many passengers. The passenger volume reaches 24,000 in the 2-h morning and 23,000 in the 3-h afternoon peak.

The remainder of this section is structured in the manner of Sect. 4.1 (where the general case is specified) and describes the three main entities stations, vehicles and passengers and their interactions in context of the Viennese subway network.

Among the 104 stations, 47 have an island platform without a physical barrier and the remaining 57 have either two separate platforms or an island platform with a physical barrier, creating separate capacities. The platform capacity is two people per square meter, and it depends on its surface area (excluding about half a meter safety distance between waiting passengers and moving vehicles).

Vehicles (i.e., subway trains) are created and released from the lines’ end-of-line stations and in accordance with the lines’ respective current headway setting, during their periods of operation (e.g., 4:30 until 1:00). Their capacity depends on its vehicle type. Since the old U type will be replaced soon, we focus on the remaining two (type V and T). The U1 to U4 lines are served by the vehicle type V, which holds up to 878 people. The U6 line is served by type T, which holds up to 776 people. However, 100% vehicle utilization is highly undesirable and unrealistic, because at each stop, some people would have to make room and even temporarily get out to allow alighting passengers to leave the vehicle. Furthermore, passengers might carry a bag, luggage, baby carriage, or bike with them. To account for these considerations, we reduce the vehicle type capacity by about 20%, to 702 and 621 passengers, respectively. Their top speed is 80 km/h, and their mean speeds during operation are 33.0 km/h (V type) and 30.6 km/h (T type).

A comprehensive statistical analysis of vehicles’ station arrival times (about 2500 samples each) reveals that vehicle travel time is not time- but direction-dependent, as we show in Fig. 5. Conventional wisdom might suggest that the vehicle travel time suffers from the effects of increased passenger volume at peak hours (i.e., increased dwelling time), but instead, whenever the dwelling time is longer or shorter than expected, the driver compensates for by changing the vehicle’s speed. The top speed of 80 km/h represents a hard limit though. However, there seems to be enough buffer time within the schedule and enough discipline amongst passengers not to cause too many non-compensable delays (e.g., by deliberately blocking the doors). Nonetheless, planned and unplanned disruptions do occur in real urban mass rapid transit networks. For works on disruption management in general and recovery models on railway networks in particular, the reader is referred to Yu and Qi (2004) and Cacchiani et al. (2014), respectively. As for Vienna, Kiefer et al. (2016) address the subject. For works on the related topic of delay management (including deciding whether a vehicle should wait for feeder vehicles) the reader is referred to Dollevoet et al. (2015) and Corman et al. (2017). The Viennese subway system does not suffer from disruptions caused by surface traffic, so these aspects were not considered in this study. However, these topics and other considerations (e.g., passengers with medical conditions) represent an opportunity for our future studies.
The analysis also shows that the travel time depends on the direction in which the respective vehicle is moving. Figure 5a, b illustrate this predicament: in both cases, there is no correlation between the vehicle travel time and peak hours. Most vehicle travel times over time look like Fig. 5a. Figure 5b on the other hand is the most fluctuating one. According to the Viennese public transportation provider this fluctuation results from driver changes at U1 Praterstern (PR) in the north-eastern direction. Thus Praterstern (PR) to Nestroyplatz\(^1\) takes an average vehicle travel time of about 84 seconds, whereas the opposite direction takes 10 seconds more and has a higher deviation. What happens is that drivers are eager to finish their last tour, but once they arrive at Nestroyplatz, they realize they are a bit early and decide to stay longer or decrease their speed to arrive at Praterstern (PR) on time, which creates a certain degree of disturbance.

Figure 6 contains the frequencies of observed travel times and their respective fitted log-normal probability density function. Most vehicle travel times mimic the patterns in Fig. 6a (Praterstern (PR)—Vorgartenstraße\(^2\)), with no significant differences between directions. However, some stations—especially crossing stations close to the city center—have a longer vehicle travel time away from than toward them. Figure 6b (Westbahnhof (W)—Gumpendorferstraße\(^3\)) illustrates this phenomenon, which is likely due to longer dwelling times, driver changes, and vehicles moving in three dimensions (i.e., up- vs. down-hill; inner vs. outer curve). Most vehicle travel times appear almost normally distributed, with a longer tail on the right side, so we decided to use a log-normal distribution. Visual goodness-of-fit tests (Q–Q-plots, density-histogram plots) conducted in R provided strong support for this choice. Figure 7 contains Q–Q-plots of the black histograms from Fig. 6.
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\(^1\) U1 Nestroyplatz lies between station Praterstern (PR) & Schwedenplatz (SW)—Fig. 3.
\(^2\) U1 Vorgartenstraße lies north-east of Praterstern (PR)—Fig. 3.
\(^3\) U6 Gumpendorferstraße lies between Westbahnhof (W) & Längenfeldgasse (LG)—Fig. 3.
Once a vehicle has reached one end of a line, it remains in the station for 0.41 minutes (± 0.02), accounting for about 25 seconds of dwelling time at the last station. Next, the vehicle performs a turning maneuver before it (potentially) starts anew. At some end-of-line stations, it is routine to turn vehicles after 20:30 by crossing over to the other direction’s rail prior arrival. This is done to save time and vehicles. However, in most cases—depending on the infrastructure of the station in question—a turning maneuver takes 4 to 8 minutes (± 0.34 to ± 1.00). We employ a triangular distribution for both.

Platforms and vehicles are about 120 meters long. To account for passenger distribution, both are divided into three sections (front, middle, back) of about 40 m, or two wagons each. We included this microscopic aspect at the request of the Viennese public transportation provider. More details on this and its effect are in the upcoming passenger entity description.

Last, passenger entities: their creation is driven by a time-dependent Poisson process that starts at 4:45 and continues until 1:00. The underlying hourly origin–destination-matrices were originally created by the MatchMobile project (IKK 2017) and are based on anonymous mobile phone data. They are from 2014 and thereby not quite up to date, so we used infrared count data, provided by our industrial partner, from 2016 to update them. They reflect the accumulated numbers of passengers alighting, boarding, and remaining onboard (i.e., occupancy) at each station and in each direction per day. The absolute difference from all three target values
(alighting, boarding, and occupancy count) per station and direction was equalized and used as optimization objective. Two decision variables (continuous factors; bounds from 0.5 to 2.0) per geographic location were introduced, resulting in 93 decision variables for manipulating the number of passengers originating from a specific location and 93 additional decision variables to allow for changing the number of passengers with a specific location as a destination. We used 48-h parallel optimization runs (one core for the optimizer, 15 cores for the simulation model) with the covariance matrix adaptation evolution strategy (CMA-ES—see Sect. 4.2) to reduce the absolute difference in the count data which resulted in about 11% more passenger volume (1.23 million in 2014, 1.37 million in 2016). This and all other experiments in this contribution were conducted on the Vienna Scientific Cluster 3 (VSC 2018), which is a high performance computing (HPC) cluster comprised of 2,020 nodes, each equipped with two Intel Xeon E5-2650v2 processors (2.6 GHz, eight cores) and at least 64 GB RAM.

As we mentioned back in Sect. 4.1, each passenger is assigned a path whose calculation requires a penalty on transfers. Every line can be reached from another line by up to two transfer operations (Fig. 3), so the weights for the transfer arcs were set to 1400 m and 3.9 minutes. Without these penalty weights on transfers, passengers would be tempted to perform unnecessary transfers (i.e., more than two). The weight for non-transfer arcs is the symmetric distance between stations or the average of the two mean values of the vehicle travel times between two stations. Full factorial experiments (prior to the aforementioned update of origin–destination-matrices) revealed that when 85% of passengers make their path decisions based on distance, and 15% base it on time, we obtain the smallest absolute count data difference; this combination also deemed realistic by our industrial partner. Simulations of the full Viennese network (see Fig. 8a) using the currently employed headways reveal that about 37% of all passengers perform one or two transfer operations.

A passenger’s journey begins directly at a station’s waiting platform and ends once the passenger alights from a vehicle which has reached the passenger’s final destination. Hence, passengers do not interfere with transferring passengers (i.e., re-enter the waiting platform). Due to the structural individuality of stations, some of which also serve as underpasses, modeling each station’s entries and passageways to platforms was no option. Provided there is still enough capacity, newly created passengers or ones which have finshed a transfer operation and arrive at a waiting platform are assigned to a section. As mentioned above, the Viennese waiting platforms and vehicles were divided into three sections. The distribution is based on vehicles’ doors (18 or 12 on each side for vehicle types V and T, respectively) infrared count data. The effect of passenger distribution by introducing such sections becomes especially apparent in high load situations. For example, given that the U3’s headways are increased (i.e., stretched) by 20% during peak hours (7:00 to 9:00 and 16:00 to 19:00), the mean waiting time per passenger increases when compared with the case where passenger distribution is not taken into account. At the front section of Westbahnhof (W) in the west-northwest to southeast direction, the mean waiting time per passenger increases by 1.53% during the morning, by 2.78% during the afternoon, and 2.18% across both peak periods. Without headway alterations (i.e., using the currently employed headways) its effect on the whole network
is negligibly low: + 0.19%. These headways thus are quite good in terms of customer satisfaction. In order to make the model even more realistic, more sections—depending on the vehicles’ number of doors per side (up to 18 for the V type and up to 12 for the T type)—could be used. However, passengers do not necessarily board and later alight from a vehicle through the same door (or its opposite on the other side), so the degree of fineness has its limits.

Passengers alight once they have finished their journey (i.e., the vehicle has reached the individuals final destination) or to transfer. Using measures of the distances between all reasonable transfer options (i.e., no transfers within a line at a specific location) and the findings of Weidmann (1994), which are that the mean walking speed is 1.34 meters per second with a deviation of ± 19% deviation, we calculate mean transfer times. Several stations have separate platforms (i.e., one per direction), so transfer times can be direction-dependent. The most extreme example is Volkstheater (VT) where transferring between U3 (both directions) and U2 (south-east; towards KP) takes 3 minutes, but in the other direction (north-east; towards SR), it only takes 1.75 minutes (Fig. 3). The model uses a triangular distribution with ± 20% as minimum/maximum.

We used selected key performance indicators, such as the vehicle cycle time (i.e., travel time from one end-of-line station to another) and passenger-based count data at crossing stations for validation. The deviation from the respective target values was low and approved of by the Viennese transportation provider.

Due to the huge number of samples (i.e., up to 1.37 million passenger movements), standard deviation in mean waiting time per passenger \( w \) is low. In turn, we could introduce a “global denominator” that reduces the number of passenger entities and the capacities (platforms and vehicles) by a factor of ten. This step increased the standard deviation but reduced the simulation run time significantly, by a factor of about six (0.58 instead of 3.52 s per run on an Intel i7-4770 with up to 3.9 GHz), with almost negligible inaccuracy with regard to the resulting objective function values (Eq. 1).

### 6 Computational experiment setup

Table 3 contains the minimum and maximum values for productive fleet mileage and mean waiting time per passenger required for the objective function (see Eq. 1 and Table 1). The maximum fleet mileage \( m_{\text{max}} \) and optimal mean waiting time \( w_{\text{opt}} \) were easy to obtain. The technically lowest possible headway is 1.5 minutes, so we used this value for each line for each hour of operation and network variant (Sect. 6.1), thereby deriving the extreme values. Up to 37% of passengers (depending on the network variant) perform one or two transfer operations, so the optimum mean waiting time is significantly higher than the expected mean waiting time per occurrence (0.75 minutes). Due to the capacity constraint (Sect. 3), the lowest fleet mileage \( m_{\text{min}} \) and highest mean waiting time \( w_{\text{max}} \) were harder to obtain. We used 2-day long parallel optimization runs (one core for the optimizer, 15 for the simulation model) with the CMA-ES (Sect. 4.2), applied a weight \( \varphi = 1.0 \) and 21 decision
variables per line \( l \) (i.e., network variant). The experiment was conducted on the VSC3 (VSC 2018), as introduced in Sect. 5.

The remainder of this section is divided into an introduction on the test instances (Sect. 6.1) and algorithm parameter tuning (Sect. 6.2).

### 6.1 Real-world test instances

The solution method (Sect. 4) is applied to four different solution encoding variants (as introduced at the end of Sect. 4.2) and 48 different test instances. The 48 real-world test instances per solution encoding serve two purposes: a fast instance combination for tuning the algorithms’ respective parameters (Sect. 6.2) was required. Second, several different problem instances to support comparative analyses of the effectiveness of a solution scheme are a necessity. The instances were created using four different versions of the Viennese subway network, four different numbers of decision variables per line, and applying three different weights ($\phi = 0.25, 0.50$ and $0.75$). The first two are described in the next paragraphs. The weights are as introduced for the objective function (Eq. 1) in Sect. 3.

As for network variants: Fig. 8a contains the whole Viennese subway network with five lines, so we refer to it as \( l = 5 \). The other variants \( (l = 4, l = 3, \) and \( l = 2; \) Fig. 8b–d, respectively) are reduced versions, created by removing one line at a time, according to each line’s passenger volume (see Fig. 4).

For the number of decision variables per line, because the origin–destination-matrices change hourly, changing headways on an hourly basis comes naturally. The Viennese subway system operates from 4:45 to 1:00 (ordinary work and school day; Monday–Thursday), so each line has 21 decision variables \( (d = 21) \). To fill and empty the lines with vehicles, their release starts at 4:30 and ends at 1:00. In the hourly variant, the first decision variable of each line applies to the time period prior to 5:00. Other variants are 2- and 3-h long headways, which produce eleven \( (d = 11) \) and seven \( (d = 7) \) decision variables per line, respectively. In the smallest version, each line has four decision variables \( (d = 4) \) and re-uses headways by means of indices which are assigned to 21 specific time periods \{0, 0, 1, 2, 3, 1, 1, 3, 3, 3, 3, 2, 2, 2, 3, 1, 1, 0, 0, 0\}. The fourth and fifth as well as the 13th, 14th and 15th, for example, all have an index of two. So, the solution’s line’s value at this particular

### Table 3 Passenger data, \( m_{\text{min}} \), \( m_{\text{max}} \), \( w_{\text{opt}} \) and \( w_{\text{max}} \) per network variant

| No. of lines \( l \) | Network length [km] | Passenger volume \( \text{[million]} \) | Transferring passengers [%] | Fleet mileage [km] | Waiting time \( \text{[minutes]} \) |
|----------------------|---------------------|--------------------------------------|-----------------------------|-------------------|-----------------------------|
|                      |                     |                                      |                             | \( m_{\text{min}} \) | \( m_{\text{max}} \) | \( w_{\text{opt}} \) | \( w_{\text{max}} \) |
| 5                    | 78.5                | 1.37                                 | 100                         | 37                | 20,563.75                  | 128,738.36               | 1.0496 | 7.5678 |
| 4                    | 61.6                | 1.12                                 | 82                          | 31                | 15,409.31                  | 101,094.52               | 1.0061 | 7.3869 |
| 3                    | 44.3                | 0.82                                 | 60                          | 23                | 10,415.11                  | 72,658.56                | 0.9464 | 7.2957 |
| 2                    | 27.9                | 0.57                                 | 42                          | 17                | 6,287.78                   | 45,826.52                | 0.9007 | 7.0751 |
index provides the headway for the morning (7:00 to 9:00) and afternoon (16:00 to 19:00) peaks.

The total number of decision variables lies between eight and 105 \((l \cdot d)\), and the latter variant is referred to as largest or full real-world instance. Its was set to 10 h (i.e., 10 h of optimization on one single CPU core). The run time of the other instances was set in relation to the total number of decision variables (15 minutes accuracy). The smallest one has a optimization run time of 75 minutes.

One evaluation of all 48 instances takes about 200 h of computation on a single CPU core. Given, that four different algorithms are used, five independent optimization runs (not to be confused with replications) are performed, and four different solution encoding variants are tested, a total of almost 16,000 h is required. Up to 100 nodes (i.e., individual machines) of the VSC3 (VSC 2018) with 16 CPU cores each were used simultaneously.

### 6.2 Algorithm parameter turning

The four algorithms (as introduced back in Sect. 4.2) have various parameters that must to be tuned to fit the problem. We defined a set of reasonable values for the parameters and ran full factorial experiments, as follows. The population size of the
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GA, OS-GA and RAP-GA was set to 50, 75, 100, 150, and 200. The CMA-ES usually tends to smaller population sizes, so lower ones (35, 50, 65, 80, and 100) were tested. The elites parameter (available in all but the CMA-ES) was set with respect to the population size: 1%, 5%, 10%, 15%, 20%, and one elite as a minimum resulting value. The mutation probability was set to 5%, 10%, 15%, 20%, 25%, 30%, 40%, and 50% in the (standard) GA. Because the OS-GA and RAP-GA have additional parameters, fewer mutation probabilities (10%, 15%, 20%, 30%, and 40%) could be tested. The success ratio (OS-GA) and comparison factor (RAP-GA) were set to 0.6, 0.8, and 1.0. The RAP-GA’s maximum population size was set in respect to the population size (factor of 1.5 and 2.0). As for the remaining CMA-ES parameters: 0, 50, 100, 150, 200, 300, and 500 initial iterations where tested; $\mu$ was set to null, 1, 5, and 10. The initial $\sigma$ was set as a fraction of the parameter range, so its resulting value depends on the solution encoding’s bounds, equivalent to $1/8$, $1/6$, and $1/4$.

The instance used for tuning has only two lines ($l = 2$) and 21 parameters ($d = 21$) per line (Sect. 6.1). Therefore, this instance has 42 decision variables ($l \cdot d$) in total. This combination of the network and number of decision variables per line offers the best combination of low run time—due to significantly reduced passenger volume—and still a high number of headways to be set. Tables 4 and 5 contain the tuned parameter values for all solution encoding variants. The resulting population size does not vary much in most cases. High population sizes (up to 200 here and up to 300 in Schmaranzer et al. 2018) were tested, but lower ones lead to better results, likely due to the long evaluation time. The continuous mixed encoding needs lower mutation probabilities, due to the dependence of a line’s starting value to its following factors. The closer a mutation takes place at a position to a line’s beginning, the stronger the effect on the solution (i.e., all remaining parameters of the affected line).

7 Computational evaluation

This section begins with a tabular overview of the considered solution methods’ performance on all test instances (Sect. 7.1), then conclusions on the matter of which solution encoding performs best (Sect. 7.2) are presented, and a closer look into the real-world test instance with 105 decision variables algorithm’s respective best results over time (Sect. 7.3) is taken. Last, Sect. 7.4 focuses on the real-world instance, and investigates the trade-off between both target measures, namely fleet mileage and mean waiting time per passenger.

7.1 Results overview

Tables 6, 7 and 8 contain the final results for all instances, solution encoding variants and all three applied weights $\varphi$. Five independent and reproducible optimization runs per variant and algorithm were performed. The currently employed headways served as a baseline (i.e., base solution), and the reported values represent average percentage deviation from that baseline. The best and second best results are
### Table 4: Tuned parameters for continuous and discrete value solution encoding

| Parameter designation                  | Continuous values | Discrete values |
|----------------------------------------|-------------------|-----------------|
|                                        | GA | OS-GA | RAP-GA | CMA-ES | GA | OS-GA | RAP-GA | CMA-ES |
| Re-evaluate elites                    | False | False | False | – | False | False | False | – |
| Population size                        | 75 | 50 | 50 | 80 | 100 | 50 | 50 | 80 |
| Elites in % (min. 1 elite)             | 20% | 10% | 1% | – | 20% | 15% | 20% | – |
| Mutation probability                   | 10% | 40% | 20% | – | 25% | 30% | 10% | – |
| Selected parents                       | – | 100 | – | – | – | 100 | – | – |
| Success ratio                          | – | 0.6 | – | – | – | 0.6 | – | – |
| Maximum selection pressure             | – | 100 | – | – | – | 100 | – | – |
| Offspring selection before mutation    | – | False | – | – | – | False | – | – |
| Fill population with parents           | – | False | – | – | – | False | – | – |
| Min. population size                   | – | – | 5 | – | – | – | 5 | – |
| Max. population size                   | – | – | 75 | – | – | – | 75 | – |
| Batch size                             | – | – | 10 | – | – | – | 10 | – |
| Comparison factor                      | – | – | 0.6 | – | – | – | 0.60 | – |
| Effort                                 | – | – | 750 | – | – | – | 750 | – |
| Initial iterations                     | – | – | – | 500 | – | – | – | 150 |
| $\mu$                                  | – | – | – | 10 | – | – | – | 10 |
| Initial $\sigma$ (fraction of parameter range) | – | – | – | $\frac{1}{4}$ | – | – | – | $\frac{1}{4}$ |
| Recombinator                           | – | – | – | Log-weighted | – | – | – | Log-weighted |
Table 5  Tuned parameters for continuous factors and mixed solution encoding

| Parameter designation                              | Continuous factors | Continuous mixed |
|----------------------------------------------------|--------------------|------------------|
|                                                    | GA     | OS-GA | RAP-GA | CMA-ES | GA     | OS-GA | RAP-GA | CMA-ES |
| Re-evaluate elites                                | False  | False | False  | –      | False  | False | False  | –      |
| Population size                                   | 75     | 50    | 50     | 50     | 50     | 50    | 50     | 35     |
| Elites in % (min. 1 elite)                        | 20%    | 5%    | 10%    | –      | 20%    | 15%   | 15%    | –      |
| Mutation probability                              | 10%    | 40%   | 10%    | –      | 5%     | 20%   | 20%    | –      |
| Selected parents                                  | –      | 100   | –      | –      | –      | 100   | –      | –      |
| Success ratio                                     | –      | 0.8   | –      | –      | –      | 0.6   | –      | –      |
| Maximum selection pressure                        | –      | 100   | –      | –      | –      | 100   | –      | –      |
| Offspring selection before mutation               | –      | False | –      | –      | –      | False | –      | –      |
| Fill population with parents                      | –      | False | –      | –      | –      | False | –      | –      |
| Min. population size                              | –      | –     | 5      | –      | –      | –     | 5      | –      |
| Max. population size                              | –      | –     | 75     | –      | –      | –     | 75     | –      |
| Batch size                                        | –      | –     | 10     | –      | –      | –     | 10     | –      |
| Comparison factor                                 | –      | –     | 1.0    | –      | –      | –     | 0.6    | –      |
| Effort                                             | –      | –     | 750    | –      | –      | –     | 750    | –      |
| Initial iterations                                | –      | –     | 150    | –      | –      | –     | 150    | –      |
| $\mu$                                             | –      | –     | NULL   | –      | –      | –     | NULL   | –      |
| Initial $\sigma$ (fraction of parameter range)   | –      | –     | $\frac{1}{8}$ | –  | –      | –     | $\frac{1}{6}$ | –  |
| Recombinator                                      | –      | –     | Log-weighted | –  | –      | –     | Log-weighted | –  |
Table 6  Diff. (%) from base solution's $Z$ at $\varphi = 0.25$ (priority on \(\emptyset\) waiting time)

(a) Continuous and discrete values encoding variants

| No. of lines $l$ | Dec. var. $l \cdot d$ | Run time [h] | Continuous values | Discrete values |
|------------------|------------------------|--------------|-------------------|-----------------|
|                  |                        |              | GA [%] | OS [%] | RAP [%] | CMA [%] | GA [%] | OS [%] | RAP [%] | CMA [%] |
| 2                | 8                      | 1.25         | -18.46 | -18.34 | -18.20  | -18.70  | -17.27 | -17.68 | -17.93  | -18.80  |
|                  | 14                     | 2.50         | -19.96 | -19.98 | -19.82  | -20.57  | -18.71 | -18.46 | -19.54  | -20.66  |
|                  | 22                     | 2.50         | -18.09 | -18.44 | -18.02  | -18.90  | -16.85 | -16.12 | -17.67  | -18.86  |
|                  | 42                     | 5.00         | -17.14 | -17.74 | -16.74  | -18.79  | -15.40 | -13.64 | -15.79  | -18.91  |
| 3                | 12                     | 2.50         | -20.48 | -20.60 | -20.48  | -21.01  | -19.02 | -18.52 | -20.05  | -21.05  |
|                  | 21                     | 2.50         | -20.54 | -20.61 | -20.29  | -21.54  | -17.38 | -16.83 | -19.61  | -21.79  |
|                  | 33                     | 3.75         | -18.83 | -19.55 | -18.77  | -20.30  | -16.61 | -15.99 | -18.13  | -20.38  |
|                  | 63                     | 6.25         | -17.12 | -17.96 | -16.56  | -19.73  | -13.41 | -11.61 | -14.62  | -19.45  |
| 4                | 16                     | 2.50         | -19.69 | -20.89 | -20.05  | -21.13  | -16.49 | -16.66 | -19.30  | -21.53  |
|                  | 28                     | 2.50         | -16.29 | -19.11 | -17.05  | -19.58  | -14.74 | -13.56 | -16.30  | -20.34  |
|                  | 44                     | 5.00         | -18.16 | -19.12 | -18.28  | -19.71  | -15.47 | -13.83 | -16.14  | -20.32  |
|                  | 84                     | 8.75         | -16.05 | -16.71 | -16.14  | -19.85  | -12.19 | -10.49 | -13.46  | -19.58  |
| 5                | 20                     | 2.50         | -19.66 | -22.34 | -20.38  | -22.15  | -16.90 | -16.42 | -18.79  | -22.27  |
|                  | 35                     | 3.75         | -19.20 | -21.39 | -19.93  | -14.79  | -15.24 | -14.64 | -17.90  | -16.63  |
|                  | 55                     | 5.00         | -18.08 | -19.93 | -18.31  | -17.20  | -14.56 | -13.37 | -16.85  | -16.63  |
|                  | 105                    | 10.00        | -17.10 | -16.31 | -17.49  | -19.39  | -11.98 | -10.41 | -15.31  | -17.10  |
| Total            |                        |              | -18.43 | -19.31 | -18.53  | -19.58  | -15.76 | -14.89 | -17.34  | -19.64  |
### Table 6 (continued)

(b) Continuous factors and mixed encoding variants

| No. of lines $l$ | Dec. var. $l \cdot d$ | Run time [h] | Continuous factors | Continuous mixed |
|-----------------|------------------------|--------------|---------------------|------------------|
|                 |                        |              | GA [%]  | OS [%]  | RAP [%] | CMA [%] | GA [%]  | OS [%]  | RAP [%] | CMA [%] |
| 2               | 8                      | 1.25         | -18.28 | -18.28 | -17.95 | -18.73 | -18.45 | -18.38 | -18.46 | -18.58 |
|                 | 14                     | 2.50         | -19.93 | -19.70 | -19.53 | -20.29 | -20.44 | -20.28 | -20.45 | -20.27 |
|                 | 22                     | 2.50         | -18.31 | -18.05 | -17.73 | -18.79 | -18.35 | -18.37 | -18.37 | -18.62 |
|                 | 42                     | 5.00         | -17.48 | -17.00 | -15.77 | -18.07 | -17.84 | -17.96 | -18.18 | -18.44 |
| 3               | 12                     | 2.50         | -20.43 | -20.27 | -20.10 | -20.96 | -20.75 | -20.75 | -20.67 | -20.95 |
|                 | 21                     | 2.50         | -20.21 | -19.51 | -19.54 | -21.20 | -21.49 | -21.38 | -21.44 | -21.52 |
|                 | 33                     | 3.75         | -19.28 | -18.40 | -18.28 | -20.22 | -19.52 | -19.73 | -19.76 | -20.10 |
|                 | 63                     | 6.25         | -17.69 | -16.42 | -15.58 | -19.91 | -19.31 | -19.19 | -19.50 | -19.73 |
| 4               | 16                     | 2.50         | -19.68 | -19.52 | -18.82 | -21.50 | -21.40 | -21.60 | -21.47 | -21.70 |
|                 | 28                     | 2.50         | -15.48 | -15.54 | -15.65 | -20.83 | -21.32 | -21.44 | -21.47 | -20.55 |
|                 | 44                     | 5.00         | -17.63 | -16.69 | -17.10 | -21.03 | -20.50 | -20.65 | -20.64 | -20.06 |
|                 | 84                     | 8.75         | -15.85 | -14.31 | -13.71 | -20.40 | -19.83 | -20.04 | -20.19 | -19.84 |
| 5               | 20                     | 2.50         | -20.63 | -19.76 | -19.32 | -23.85 | -23.82 | -23.67 | -23.67 | -23.36 |
|                 | 35                     | 3.75         | -18.53 | -17.10 | -17.49 | -23.98 | -24.35 | -24.58 | -24.56 | -23.00 |
|                 | 55                     | 5.00         | -17.73 | -16.26 | -16.82 | -22.78 | -22.60 | -22.86 | -22.96 | -20.75 |
|                 | 105                    | 10.00        | -16.93 | -14.81 | -14.70 | -22.67 | -22.39 | -22.89 | -22.89 | -21.20 |
| Total           |                        |              | -18.38 | -17.60 | -17.38 | -20.95 | -20.77 | -20.86 | -20.92 | -20.54 |
### Table 7 Diff. (%) from base solution’s $Z$ at $\phi = 0.50$ (equal priority)

(a) Continuous and discrete values encoding variants

| No. of lines $l$ | Dec. var. $l \cdot d$ | Run time [h] | Continuous values | Discrete values |
|------------------|------------------------|--------------|-------------------|-----------------|
|                  | GA [%] | OS [%] | RAP [%] | CMA [%] | GA [%] | OS [%] | RAP [%] | CMA [%] |
| 8  | 1.25  | 3.17  | 3.00   | 4.33  |
| 14 | 2.50  | 3.88  | 3.09   |
| 22 | 2.50  | 3.88  | 3.09   |
| 42 | 5.00  | 3.40  | 3.09   |
| 2 | 2.50  | 3.88  | 3.09   |
| 12 | 2.50  | 3.40  | 3.09   |
| 2 | 2.50  | 3.88  | 3.09   |
| 14 | 2.50  | 3.88  | 3.09   |
| 22 | 2.50  | 3.88  | 3.09   |
| 42 | 5.00  | 3.40  | 3.09   |
| 16 | 2.50  | 3.88  | 3.09   |
| 32 | 3.75  | 3.88  | 3.09   |
| 64 | 6.25  | 3.88  | 3.09   |
| 8 | 2.50  | 3.88  | 3.09   |
| 16 | 2.50  | 3.88  | 3.09   |
| 32 | 3.75  | 3.88  | 3.09   |
| 64 | 6.25  | 3.88  | 3.09   |
| 100 | 5.00 | 3.88 | 3.09 |
| Total | -2.54 | -2.64 | -2.31 | -3.14 |
Table 7 (continued)

(b) Continuous factors and mixed encoding variants

| No. of lines $l$ | Dec. var. $l \cdot d$ | Run time [h] | Continuous factors | Continuous mixed |
|------------------|-----------------------|--------------|---------------------|------------------|
|                  |                       |              | GA [%]              | OS [%] | RAP [%] | CMA [%] | GA [%] | OS [%] | RAP [%] | CMA [%] |
| 2                | 8                     | 1.25         | -2.97               | -2.79  | -3.15   | -2.37   | -3.15  | -3.41  | -3.06   | -3.31   |
|                  | 14                    | 2.50         | -3.44               | -3.12  | -3.49   | -3.42   | -3.32  | -3.61  | -3.57   | -3.86   |
|                  | 22                    | 2.50         | -3.39               | -3.26  | -3.70   | -4.07   | -2.47  | -2.43  | -2.73   | -3.78   |
|                  | 42                    | 5.00         | -3.22               | -3.63  | -3.53   | -3.80   | -2.58  | -2.89  | -2.99   | -3.41   |
| 3                | 12                    | 2.50         | -1.85               | -1.89  | -1.92   | -1.91   | -2.03  | -2.09  | -1.91   | -2.07   |
|                  | 21                    | 2.50         | -1.97               | -2.10  | -1.97   | -2.46   | -2.15  | -2.03  | -2.07   | -2.12   |
|                  | 33                    | 3.75         | -2.50               | -2.57  | -2.40   | -3.19   | -2.19  | -1.93  | -2.30   | -2.31   |
|                  | 63                    | 6.25         | -1.89               | -2.30  | -1.88   | -3.32   | -1.96  | -1.94  | -2.16   | -2.53   |
| 4                | 16                    | 2.50         | -2.15               | -2.07  | -2.11   | -2.59   | -2.31  | -2.35  | -2.18   | -2.22   |
|                  | 28                    | 2.50         | -1.89               | -1.68  | -1.62   | -2.62   | -2.03  | -2.08  | -1.91   | -1.68   |
|                  | 44                    | 5.00         | -2.79               | -2.84  | -2.71   | -3.70   | -2.38  | -2.55  | -2.50   | -2.63   |
|                  | 84                    | 8.75         | -2.37               | -2.51  | -2.49   | -3.98   | -2.41  | -2.52  | -2.68   | -2.43   |
| 5                | 20                    | 2.50         | -2.03               | -1.79  | -1.79   | -2.61   | -2.28  | -2.26  | -2.14   | -2.01   |
|                  | 35                    | 3.75         | -2.31               | -1.88  | -1.91   | -3.16   | -2.43  | -2.46  | -2.39   | -1.36   |
|                  | 55                    | 5.00         | -2.19               | -1.96  | -1.81   | -3.36   | -2.20  | -2.32  | -2.13   | -0.98   |
|                  | 105                   | 10.00        | -2.15               | -1.99  | -1.78   | -3.99   | -2.42  | -2.68  | -2.66   | -1.96   |
| Total            |                       |              | -2.44               | -2.40  | -2.39   | -3.16   | -2.39  | -2.47  | -2.46   | -2.42   |
Table 8  Diff. (%) from base solution’s $Z$ at $\phi = 0.75$ (priority on fleet mileage)

(a) Continuous and discrete values encoding variants

| No. of lines $l$ | Dec. var. $l \cdot d$ | Run time [h] | Continuous values | Discrete values |
|-----------------|------------------------|--------------|-------------------|----------------|
|                 |                        |              | GA [%] | OS [%] | RAP [%] | CMA [%] | GA [%] | OS [%] | RAP [%] | CMA [%] |
| 2               | 8                      | 1.25         | $-28.29$ | $-28.73$ | $-28.11$ | $-29.27$ | $-27.73$ | $-27.61$ | $-27.45$ | $-29.41$ |
|                 | 14                     | 2.50         | $-27.66$ | $-28.08$ | $-27.80$ | $-28.42$ | $-27.05$ | $-26.89$ | $-26.50$ | $-28.53$ |
|                 | 22                     | 2.50         | $-28.13$ | $-29.27$ | $-28.61$ | $-30.22$ | $-28.10$ | $-28.34$ | $-26.09$ | $-29.88$ |
|                 | 42                     | 5.00         | $-28.04$ | $-29.43$ | $-29.04$ | $-30.63$ | $-28.14$ | $-27.34$ | $-25.44$ | $-30.67$ |
| 3               | 12                     | 2.50         | $-25.98$ | $-26.39$ | $-26.06$ | $-27.34$ | $-25.87$ | $-25.61$ | $-24.92$ | $-27.14$ |
|                 | 21                     | 2.50         | $-24.78$ | $-25.54$ | $-24.71$ | $-26.69$ | $-24.83$ | $-24.27$ | $-22.01$ | $-26.67$ |
|                 | 33                     | 3.75         | $-26.51$ | $-27.45$ | $-26.22$ | $-28.26$ | $-26.27$ | $-25.61$ | $-22.83$ | $-28.50$ |
|                 | 63                     | 6.25         | $-26.31$ | $-27.42$ | $-25.53$ | $-29.16$ | $-26.33$ | $-24.15$ | $-20.23$ | $-29.04$ |
| 4               | 16                     | 2.50         | $-24.71$ | $-25.67$ | $-25.01$ | $-26.45$ | $-25.19$ | $-25.11$ | $-22.92$ | $-26.64$ |
|                 | 28                     | 2.50         | $-21.80$ | $-23.70$ | $-22.15$ | $-25.69$ | $-23.63$ | $-23.19$ | $-18.87$ | $-25.61$ |
|                 | 44                     | 5.00         | $-25.64$ | $-26.86$ | $-25.73$ | $-28.43$ | $-25.91$ | $-25.34$ | $-21.28$ | $-28.30$ |
|                 | 84                     | 8.75         | $-25.16$ | $-26.80$ | $-25.24$ | $-29.16$ | $-25.92$ | $-23.29$ | $-19.60$ | $-29.32$ |
| 5               | 20                     | 2.50         | $-20.03$ | $-22.07$ | $-20.97$ | $-23.34$ | $-21.59$ | $-21.26$ | $-17.88$ | $-23.25$ |
|                 | 35                     | 3.75         | $-19.30$ | $-21.63$ | $-19.96$ | $-23.34$ | $-20.78$ | $-19.26$ | $-15.87$ | $-23.54$ |
|                 | 55                     | 5.00         | $-20.03$ | $-22.65$ | $-20.51$ | $-24.99$ | $-20.61$ | $-18.29$ | $-17.43$ | $-25.05$ |
|                 | 105                    | 10.00        | $-20.46$ | $-22.10$ | $-21.73$ | $-26.82$ | $-21.14$ | $-16.56$ | $-17.19$ | $-27.04$ |
| Total           |                        |              | $-24.55$ | $-25.86$ | $-24.84$ | $-27.39$ | $-24.94$ | $-23.88$ | $-21.66$ | $-27.41$ |
Table 8 (continued)
(b) Continuous factors and mixed encoding variants

| No. of lines \( l \) | Dec. var. \( l \cdot d \) | Run time [h] | Continuous factors | Continuous mixed |
|---------------------|-------------------------|--------------|--------------------|------------------|
|                     |                         |              | GA [%]  | OS [%]  | RAP [%] | CMA [%] | GA [%]  | OS [%]  | RAP [%] | CMA [%] |
| 2                   | 8                       | 1.25         | – 27.91 | – 28.37 | – 28.13 | – 27.64 | – 27.99 | – 27.70 | – 27.70 | – 29.06 |
|                     | 14                      | 2.50         | – 27.78 | – 27.74 | – 27.46 | – 27.25 | – 25.46 | – 25.90 | – 26.11 | – 28.23 |
|                     | 22                      | 2.50         | – 28.84 | – 28.63 | – 27.86 | – 29.22 | – 26.16 | – 27.28 | – 26.90 | – 29.37 |
|                     | 42                      | 5.00         | – 28.62 | – 28.97 | – 27.18 | – 29.70 | – 27.07 | – 27.99 | – 28.14 | – 29.67 |
| 3                   | 12                      | 2.50         | – 25.02 | – 26.01 | – 25.56 | – 26.28 | – 25.30 | – 25.61 | – 25.68 | – 26.77 |
|                     | 21                      | 2.50         | – 24.88 | – 24.71 | – 23.54 | – 26.10 | – 24.04 | – 24.46 | – 24.19 | – 25.86 |
|                     | 33                      | 3.75         | – 26.79 | – 26.75 | – 25.36 | – 27.77 | – 24.79 | – 25.04 | – 25.43 | – 27.23 |
|                     | 63                      | 6.25         | – 26.31 | – 26.06 | – 23.69 | – 28.27 | – 25.61 | – 26.00 | – 26.37 | – 27.70 |
| 4                   | 16                      | 2.50         | – 25.02 | – 24.87 | – 24.29 | – 26.47 | – 25.02 | – 24.97 | – 24.95 | – 26.19 |
|                     | 28                      | 2.50         | – 21.87 | – 20.82 | – 20.53 | – 26.14 | – 23.08 | – 23.55 | – 23.25 | – 24.48 |
|                     | 44                      | 5.00         | – 25.82 | – 24.45 | – 23.78 | – 28.24 | – 24.98 | – 25.22 | – 25.22 | – 27.11 |
|                     | 84                      | 8.75         | – 25.39 | – 25.37 | – 20.98 | – 29.09 | – 25.53 | – 25.85 | – 26.33 | – 27.59 |
| 5                   | 20                      | 2.50         | – 18.94 | – 19.42 | – 17.76 | – 23.65 | – 21.84 | – 22.54 | – 22.01 | – 22.60 |
|                     | 35                      | 3.75         | – 18.26 | – 17.96 | – 16.07 | – 23.71 | – 20.41 | – 20.87 | – 21.31 | – 21.52 |
|                     | 55                      | 5.00         | – 19.13 | – 17.90 | – 16.49 | – 25.39 | – 21.51 | – 22.14 | – 22.61 | – 21.98 |
|                     | 105                     | 10.00        | – 20.19 | – 19.88 | – 15.25 | – 26.79 | – 22.46 | – 23.72 | – 24.06 | – 23.61 |
|                     | **Total**               |              | – 24.49 | – 24.25 | – 22.74 | – 26.98 | – 24.45 | – 24.93 | – 25.05 | – 26.19 |
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highlighted in bold and italics, respectively. The worse are in bold italic. The first column contains the number of lines $l$, the second the total number of decision variables $(l \cdot d)$, the third the run time limit per optimization run (one CPU core).

With regard to the results of the continuous and discrete value solution encoding (Tables 6a, 7a and 8a), the CMA-ES is designed for continuous numbers. So its discrete variant (CMA*) uses continuous values which are rounded to discrete values just prior to the evaluation.

Optimizing the mean waiting time per passenger optimization is harder than fleet mileage optimization. So when investigating the results, we must recall that there is a negative correlation between the weight $\varphi$ and the number of replications (Sect. 3). At weights $\varphi = 0.25$ and $0.75$ the number of evaluated solutions decreases by about 30% and increases by about 16%, respectively, when compared with the equal weight $\varphi = 0.50$. We must also consider that mean waiting time per passenger optimization is harder than fleet mileage optimization. The reason for this is that the average waiting time per passenger, is time-dependent, because so is the passenger volume (Fig. 4). So a slightly tighter headway during a peak hour may very well lead to a better result than a much tighter headway in an off-peak hour. The fleet mileage, however, is not time-dependent, because as long as a looser headway does not lead to infeasibility and reduces the number of vehicle releases, the resulting fleet mileage is lower. Of course the affected line’s length has an influence on how high the savings are but the affected position in the solution vector has no influence.

At a weight $\varphi = 0.25$ (Table 6), the CMA-ES performs best in all but the continuous mixed encoding variant, where the RAP-GA ranks first. The OS-GA ranks second in the continuous value and mixed encoding, the (standard) GA does so in the continuous factor variant. In the discrete value encoding, the RAP-GA performs second best. For the continuous mixed encoding, the performance of the CMA-ES slightly degrades, even though it still yields the largest improvements in eight of 16 test instances. By investigating each network variant $l$ separately, it seems that a smaller number of decision variables leads to higher overall improvements with regard to the initial solution. In Sect. 7.3 we are going to discover, that the continuous and discrete value encoding variants at a weight $\varphi = 0.25$ would require more time, i.e., there remains room for more improvements. However, the run-time budget (as introduced in Sect. 6.1) could not be extended beyond the 10 h mark to still allow for conducting optimization during night-runs at our industrial partner.

At equal prioritization, $\varphi = 0.50$ (Table 7), again the CMA-ES performs best. Similar to a weight $\varphi = 0.25$, the OS-GA performs second best in the continuous value variant and the RAP-GA performs second best with regard to its discrete counterpart. Once again, the (standard) GA performs second best in the continuous factor encoding. The CMA-ES performs best, with the continuous mixed encoding being the sole exception (best only in seven of 16 cases); the RAP-GA performed best in this encoding setup.

When compared with the preceding weight variant $\varphi = 0.25$, the improvements are rather small. The reason for this being the currently employed headways, which offer a good balance (or are even slightly in favor of service level) between both target measures.
For this weight setting, the achieved improvement percentages notably increase with the number of decision variables (e.g., $l \cdot d = 28$ and 44). However, here (and especially in the mixed encoding setup) the range of resulting values is pretty narrow, which is also an additional indicator for the currently employed headways being in balance.

Last, a higher priority on mileage, a weight $\varphi = 0.75$ (Table 8), leads the CMA-ES to win in almost all cases (60 of 64). Like in the other two weight variants, the OS-GA performs second best in the continuous value encoding setup; the (standard) GA does in its factor counterpart. No clear pattern emerges in the discrete value encoding, but similar to the findings of weight $\varphi = 0.50$. The number of decision variables and the achieved improvements are even more apparently positively correlated, indicating that more fine-grained headway settings are obviously better able to adapt to changes of the passenger volume. The improvements are quite high because the currently employed headways geared towards balance—as the results of $\varphi = 0.50$ show. Furthermore, due to the weight’s influence on the variance of the objective value (Sect. 3), this setting allows for more solution evaluations within the given run time budget, because less replications are required.

All in all, the CMA-ES performed best in 162 of 192 cases. It did not perform as well in combination with the mixed encoding variant (especially with a weight $\varphi = 0.25$ and 0.50) in test instances with more lines ($l = 4$ or 5). A possible explanation for this is that the dependence between decision variables is already part of the encoding, such that it cannot be fully and directly be captured by the CMA-ES’s correlation analysis features. This encoding setting also leads to lower mutation probabilities (see Sect. 6.2). At an equal weight $\varphi = 0.50$, the achieved improvements (i.e., deviation from the respective base solutions’ $Z$) are considerably lower than in the other two weight variants. Currently employed headways already lead to a quite balanced solution. Thereby, further improvements are hard to find. In small instances, the difference among the population-based algorithms seems almost negligible.

### 7.2 Comparing overall performance of encoding variants

Table 9 contains the average values over all instances of the tabular results back from Sect. 7.1. The differences, especially with a weight $\varphi = 0.50$, are often very small, making it difficult to identify a clear winner.

With these results, we derive the best encoding variants in general, for each algorithm, and for each weight $\varphi$ (Table 10). The continuous mixed encoding appears advantageous for all algorithms except for CMA-ES, which performs best with continuous factors in general, but especially at a weight $\varphi = 0.25$. At a weight $\varphi = 0.50$, all algorithms seem to prefer the classic continuous value encoding.
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7.3 Details on the full real-world instance

Next, time plots depict the algorithms’ best runs of the largest instance ($l \cdot d = 105$). This instance is the full real-world setup, so it is the most important for our industrial partner.

Figure 9 contains the continuous value versions. At a weight $\varphi = 0.25$ (Fig. 9a), the CMA-ES needs about 340 minutes to start its descent and about 460 minutes to exceed its competitors. The RAP-GA performs second best. The same holds for the $\varphi = 0.50$ variant (Fig. 9b), where the CMA-ES needs about 350 minutes to start descending and about 420 to catch up. The improvement at an equal weight—as mentioned at the end of Sect. 7.1—ultimately is smaller than in the non-equal setup. When $\varphi = 0.75$, the CMA-ES starts a much steeper descent and performs best from minute 80 onward.

Table 9 Performance comparison of all encoding variants

| $\varphi$ | GA [%] | OS [%] | RAP [%] | CMA [%] | Total [%] |
|-----------|--------|--------|---------|---------|-----------|
| (a) Continuous values | | | | | |
| 0.25 | - 18.43 | - 19.31 | - 18.53 | - 19.58 | - 18.96 |
| 0.50 | - 2.54  | - 2.64  | - 2.54  | - 3.19  | - 2.73  |
| 0.75 | - 24.55 | - 25.86 | - 24.84 | - 27.39 | - 25.66 |
| Total | - 15.17 | - 15.94 | - 15.30 | - 16.72 | - 15.78 |
| (b) Discrete values | | | | | |
| 0.25 | - 15.76 | - 14.89 | - 17.34 | - 19.64 | - 16.91 |
| 0.50 | - 2.31  | - 2.31  | - 2.39  | - 3.14  | - 2.54  |
| 0.75 | - 24.94 | - 23.88 | - 21.66 | - 27.41 | - 24.47 |
| Total | - 14.34 | - 13.69 | - 13.79 | - 16.73 | - 14.64 |
| (c) Continuous factors | | | | | |
| 0.25 | - 18.38 | - 17.60 | - 17.38 | - 20.95 | - 18.58 |
| 0.50 | - 2.44  | - 2.40  | - 2.39  | - 3.16  | - 2.60  |
| 0.75 | - 24.49 | - 24.25 | - 22.74 | - 26.98 | - 24.61 |
| Total | - 15.10 | - 14.75 | - 14.17 | - 17.03 | - 15.26 |
| (d) Continuous mixed | | | | | |
| 0.25 | - 20.77 | - 20.86 | - 20.92 | - 20.54 | - 20.77 |
| 0.50 | - 2.39  | - 2.47  | - 2.46  | - 2.42  | - 2.44  |
| 0.75 | - 24.45 | - 24.93 | - 25.05 | - 26.19 | - 25.15 |
| Total | - 15.87 | - 16.09 | - 16.14 | - 16.38 | - 16.12 |

Table 10 Best encoding in general, for each algorithm and weight $\varphi$

| $\varphi$ | GA | OS | RAP | CMA | Total |
|-----------|----|----|-----|-----|-------|
| 0.25      | Cont. mixed | Cont. mixed | Cont. mixed | Cont. factors | Cont. mixed |
| 0.50      | Cont. values | Cont. values | Cont. values | Cont. values | Cont. values |
| 0.75      | Disc. values | Cont. values | Cont. mixed | Disc. values | Cont. values |
| Total     | Cont. mixed | Cont. mixed | Cont. mixed | Cont. factors | Cont. mixed |
Figure 10 depicts the plots for the discrete value solution encoding. At a weight $\varphi = 0.25$ (Fig. 10a), the CMA-ES needs about 400 minutes to start its decline and about 460 to beat its competitors. Again the RAP-GA performs second best. However, compared with its continuous value counterpart (Fig. 9a), there is a bigger difference between the remaining algorithms. In particular the (standard) GA and OS-GA perform worse than before. However, at $\varphi = 0.50$ the differences for all but the CMA-ES are very small and even smaller than at a weight $\varphi = 0.50$ (Fig. 9b) in the continuous value version. The CMA-ES performs similar, starts its descent again at about 350 minutes and beats its competitors at about 400 minutes. A weight $\varphi = 0.75$ (Fig. 10c) produces greater differences between the algorithms. Again, the CMA-ES performs best and (like back in Fig. 9c) starts its descent very swiftly. The OS-GA did not work well in this setting.

For the continuous factor encoding variant (Fig. 11), at a weight $\varphi = 0.25$ (Fig. 11a), the CMA-ES starts its descent much quicker than before (at around 150 minutes) and beats the other three algorithms at around 200 minutes. The (standard) GA performed second best. At an equal weight $\varphi = 0.50$ (Fig. 11b), the CMA-ES again starts its descent sooner, than before at about 150 minutes, and passes its competitors around 160 minutes. At a weight $\varphi = 0.75$ (Fig. 11c), the CMA-ES has no challenger from the start. This time, the RAP-GA performs worse.

Figure 12 contains the plots for the continuous mixed encoding variant. The CMA-ES does not perform as well as in the previous encoding variants. Only at a weight $\varphi = 0.75$ does it come close to its competitors. However, when compared
7.4 Fleet mileage versus mean waiting time per passenger

We close with an investigation of the trade-off between productive fleet mileage and mean passenger waiting time per passenger. The data points (i.e., coordinates) in Fig. 13 present the best results of an optimization experiment using the CMA-ES on the large instance with 105 decision variables where the weight $\varphi$ was altered from zero to one in steps of 0.025. The continuous factor solution encoding variant performed best at an equal weight for this particular instance (see Table 7b), so we chose this encoding. The run time was increased to a whole day per optimization run. We again conducted five independent and reproducible runs per variant.

The currently employed headways (solution marked by $\times$) result in 45,943 km fleet mileage and 2.69 minutes mean waiting time per passenger. The best optimized solution (best $Z$ of five) with $\varphi = 0.475$ leads to 45,689 km and 2.57 minutes, thereby reducing the target measures by 0.55% and 4.46% respectively. Both require a fleet size of 132 vehicles, such that in this solution, both target values improve...
without increasing fleet size. The currently employed solution is almost equally balanced (i.e., close to $\varphi = 0.50$). Table 11 contains some the standard deviations in fleet mileage and mean waiting time per passenger over all five optimization runs per $\varphi$ near low and high weight values.

At low weight values, the standard deviation correspond negatively with the weight $\varphi$, but at high values, they correspond positively. This finding reflects the positions of these solutions near extreme values of $\varphi$ (i.e., zero and one) being more diverse.

At a weight $\varphi = 0.25$, the CMA-ES manages to evaluate 14,920 solutions. This number increases to 21,170 and 24,640 at weights $\varphi = 0.50$ and 0.75, respectively, due to the aforementioned (Sect. 4.2) negative correlation between weight $\varphi$ and the

| Weight ($\varphi$) | Standard deviation |
|-------------------|--------------------|
|                   | Fleet Mileage      |
|                   | Waiting time       |
| 0.00              | 1755               |
| 0.05              | 1771               |
| 0.10              | 1600               |
| 0.15              | 862                |
| 0.20              | 994                |
| 0.25              | 621                |
| ...               | ...                |
| 0.75              | 199                |
| 0.80              | 268                |
| 0.85              | 296                |
| 0.90              | 318                |
| 0.95              | 331                |
| 1.00              | 208                |

$\varphi = 0.25$  
$\varphi = 0.50$  
$\varphi = 0.75$
number of replications. As mentioned in Sect. 3, the extent to which $Z$ is exposed to randomness varies.

Practitioners are often interested in multiple solutions from which they then can choose. Furthermore, extreme solutions that would result in 50% more fleet mileage (with similar increases in fleet size and drivers) create real-world implementation issues, especially in the short term. A huge order of additional vehicles requires time and preparations by manufacturers, as does the process for recruiting and training of new drivers on the buyer’s side. Table 12 contains some notable key performance indicators—some of which were discussed back in Sect. 3—in the domain near the base solution, which may be of interest to decision makers. The solution close to the base solution at $\varphi = 0.475$ (in bold) does not require more vehicles. Fleet mileage and size are in a direct, positive relationship, but they conflict with the mean waiting time per passenger. The mean invehicle time and both mean transfer times (one over all passengers, the other one only for the ones who perform transfers) do not vary much. The mean total travel time thus appears driven mainly by the mean waiting time per passenger, which justifies our choice to use it as a service level indicator within the objective function (Eq. 1).

8 Conclusion and perspectives

In this paper, we presented a detailed discrete event simulation model (Sect. 4.1) for urban mass rapid transit networks, inspired by a real-world case study (Sect. 5). The model is embedded in a simulation-based optimization framework in which headways provide the decision variables. The bi-objective optimization problem of cost minimization and service level maximization was transformed into a single-objective optimization problem through normalization and weighted sum-based scalarization (Sect. 3). Four different population-based algorithms were applied (Sect. 4.2). In addition to three traditional solution encoding variants, a newly developed,
A problem-specific one was introduced. The computational evaluation uses 48 test instances based on a real-world subway network. All in all, the CMA-ES performed best in 84% of all test cases (162 of 192; Sect. 7.1), despite partial difficulties with the problem-specific continuous mixed solution encoding variant. The reason likely is that the encoding itself tries to mimic the dependence between decision variables. However, this encoding offers benefits in terms of finding better solutions within a shorter running time (Sect. 7.3). This might be an indication that the decision variables should not be considered completely independently from each other. In larger instances, especially with unequal weights, the gap increases. The equally weighted instances are more difficult to improve, due to the relatively good performance of the base solution. The currently employed headways already offer a good balance between the objectives of fleet mileage and mean waiting time per passenger reduction (Sect. 7.4). However, the optimized solution at a weight $\varphi = 0.475$ offers both, cost reductions of 0.55% (less fleet mileage) and service quality improvements of 4.46% (lower mean waiting time per passenger), even without changing the fleet size (i.e., 132 vehicles).

In future research efforts, we plan to develop problem-specific crossover operators in order to improve the results. Furthermore, different types of metaheuristics or a Pareto-based solution approach could be additional options to tackle the problem. Another extension direction might consider planned disruptions. Possible future impacts of this study on the Viennese subway system include changes in the lines’ respective hourly headways (i.e., new schedules), planning of vehicle acquisition, infrastructure alterations, and disruption management.
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