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Abstract

We consider a continuous time stochastic individual based model for a population structured only by an inherited vector trait and with logistic interactions. We consider its limit in a context from adaptive dynamics: the population is large, the mutations are rare and we view the process in the timescale of mutations. Using averaging techniques due to Kurtz (1992), we give a new proof of the convergence of the individual based model to the trait substitution sequence of Metz et al. (1992) first worked out by Dieckman and Law (1996) and rigorously proved by Champagnat (2006): rigging the model such that “invasion implies substitution”, we obtain in the limit a process that jumps from one population equilibrium to another when mutations occur and invade the population.
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1 Introduction: The logistic birth and death model

We consider a stochastic individual based model (IBM) with trait structure and evolving as a result of births and deaths, that has been introduced by Dieckmann and Law [9] and Metz et al. [21] and in rigorous detail by Champagnat [2]. We study its limit in an evolutionary time scale when the population is large and the mutations are rare.

Champagnat [2] established the first rigorous proof of the convergence of a sequence of such IBMs to the trait substitution sequence process (TSS) introduced by Metz et al.[20] (with Metz et al. [21] as follow up) which, following Dieckmann and Law [9], can be explained as follows. In the limit the time scales of ecology and evolution are separated. Mutations are rare and before a mutant arises, the resident population stabilizes around an equilibrium. Under the “invasion implies substitution” Ansatz, there cannot be long term coexistence of two different traits. Evolution thus proceeds as a succession of monomorphic population equilibria. The fine structure of the transitions disappear on the time scale that is considered and, when a mutation occurs, invades, and fixates in the population by completely replacing the resident trait, the TSS jumps
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from one state to another. Champagnat’s proof is based on some fine estimates, including some fine large deviations results, to combine several approximations of the microscopic process. We separate the different time scales that are involved using averaging techniques due to Kurtz [15], and thus propose a new simplified proof of Champagnat’s results that skips many technicalities linked with fine approximations of the IBM. The aim of this paper is to exemplify the use of such averaging techniques in adaptive dynamics, which we hope will pave the way for generalizations of the TSS.

We consider a structured population where each individual is characterized by a trait \( x \in \mathbb{X} \), a compact subset of \( \mathbb{R}^d \). We are interested in large populations. We assume that the population’s initial size to be proportional to a parameter \( K \in \mathbb{N}^* = \{1, 2, \ldots\} \), to be interpreted as the area to which the population is confined, that we will let go to infinity while keeping the density constant by counting individuals with weight \( 1/K \) to which the population is confined, that we will let go to infinity while keeping the density constant by counting individuals with weight \( 1/K \). The population is assumed to be well mixed and its density is assumed to be limited by a fixed availability of resources per unit of area. The population at time \( t \) can be described by the following point measure on \( \mathbb{X} \)

\[
X^K(t) = \frac{1}{K} \sum_{i=1}^{N^K(t)} \delta_{x^i},
\]

where \( N^K(t) \) is the total number of individuals in the population at time \( t \) and where \( x^i \in \mathbb{X} \) denotes the trait of individual \( i \) living at time \( t \), the latter being numbered in lexicographical order.

The population evolves by births and deaths. An individual with trait \( x \in \mathbb{X} \) gives birth to new individuals at rate \( b(x) \), where \( b(x) \) is a continuous positive function on \( \mathbb{X} \). With probability \( u_K p(x) \in [0,1] \), the daughter is a mutant with trait \( y \), where \( y \) is drawn from the mutation kernel \( m(x,dy) \) supported on \( \mathbb{X} \). Here \( u_K \in [0,1] \) is a parameter depending on \( K \) that scales the probability of mutation. With probability \( 1 - u_K p(x) \in [0,1] \), the daughter is a clone of her mother, with the same value of the trait \( x \). In a population described by \( X \in \mathcal{M}_F(\mathbb{X}) \), the individual with trait \( x \) dies at rate \( d(x) + \int_{\mathbb{X}} \alpha(x,y)X(dy) \), where the natural death rate \( d(x) \) and the competition kernel \( \alpha(x,y) \) are positive continuous functions.

**Assumption 1.1** We assume that the functions \( b, d \) and \( \alpha \) satisfy the following hypotheses:

(A) For all \( x \in \mathbb{X} \), \( b(x) - d(x) > 0 \) and \( p(x) > 0 \).

(B) “Invasion implies substitution”: For all \( x \) and \( y \) in \( \mathbb{X} \), we either have:

\[
(b(y) - d(y))\alpha(x,x) - (b(x) - d(x))\alpha(y,x) < 0 \quad (1.2)
\]

or

\[
\begin{cases}
(b(y) - d(y))\alpha(x,x) - (b(x) - d(x))\alpha(y,x) > 0 \\
(b(x) - d(x))\alpha(y,y) - (b(y) - d(y))\alpha(x,y) < 0.
\end{cases} \quad (1.3)
\]

(C) There exist \( \underline{\alpha} \) and \( \overline{\alpha} > 0 \) such that for every \( x, y \in \mathbb{X} \):

\[
0 < \underline{\alpha} \leq \alpha(x,y) \leq \overline{\alpha}. \quad (1.4)
\]

Part (A) of Assumption 1.1 says that in the absence of competition, the population has a positive natural growth rate. Also the probability of a birth resulting in a mutation in positive. Part (B) corresponds to a condition known in adaptive dynamics as “invasion implies substitution”. It can be obtained from the analysis of the equilibria of the Lotka-Volterra system.
that results from the ordinary large number limit of the logistic competition process without mutation. The condition has as consequences that when a mutant population manages to reach a sufficiently large size, it cannot coexist with the resident population: one of the two types has to become extinct. Hence, the population should be monomorphic away from the mutation events.

In this paper, we use the methods of Kurtz [16], based on martingale problems, for separating time scales in measure-valued processes. We show that on the one hand the populations stabilize around their equilibria on the fast ecological scale, while on the other hand, rare mutations at the evolutionary time scale may induce switches from one trait to another. This provides a new proof to the result of Champagnat [2], which we hope may pave the way to generalizations of the TSS. Our proof differs from the one in [2] in that we do not require comparisons with partial differential equations and large deviation results to exhibit the stabilization of the population around the equilibria determined by the resident trait.

In Section 2, we describe the IBM introduced in [2]. The model accounts only for a trait-structure and otherwise has very simple dynamics. Generalization to more general (possibly functional, as first introduced in [8, 22]) trait spaces are considered in [13] where the “invasion implies substitution” assumption is also relaxed (see also [21, 12, 5]). There exist several other possible generations of the TSS, including e.g. physiological structure [10, 18] or diplody [6]. We consider the process that counts the new traits appearing due to mutations, and the occupation measure $\Gamma^K$ of the process $X^K$ under a changed time scale. The tightness of the couple of processes is studied in Section 3. The limiting values are shown to satisfy an equation that is considered in Section 4. This equation says that when a favorable mutant appears, then the distribution describing the population jumps to the equilibrium characterized by the new trait with a probability depending on the fitness of the mutant trait compared to the resident one. From the consideration of monomorphic and dimorphic populations and using couplings with branching processes, we prove the convergence in distribution of $\{\Gamma^K\}$ to the occupation measure $\Gamma$ of a pure jump Markov process that is called TSS.

**Notation:**

Let $E$ be a Polish space and let $\mathcal{B}(E)$ be its Borel sigma field. We denote by $\mathcal{M}_F(E)$ (resp. $\mathcal{M}_P(E)$) the set of nonnegative finite (resp. point) measures on $E$, endowed with the topology of weak convergence. If $E$ is compact this topology coincides with the topology of vague convergence (see e.g. [14]). If $E$ is compact, then for any $M > 0$, the set $\{\mu \in \mathcal{M}_F(E) : \mu(E) \leq M\}$ is compact in this topology. For a measure $\mu$, we denote its support by $\text{supp}(\mu)$. If $f$ is a bounded measurable function on $E$ and $\mu \in \mathcal{M}_F(E)$, we use the notation: $\langle \mu, f \rangle = \int_E f(x) \mu(dx)$. With an abuse of notation, $\langle \mu, x \rangle = \int_E x \mu(dx)$. Convergence in distribution of a sequence of random variables (or processes) is denoted by ‘$\Rightarrow$’. The minimum of any two numbers $a, b \in \mathbb{R}$ is given by $a \wedge b$ and for any $a \in \mathbb{R}$, its positive part is denoted by $[a]^+$. For any two $\mathbb{N}^*$-valued sequences $\{a_K : K \in \mathbb{N}^*\}$ and $\{b_K : K \in \mathbb{N}^*\}$ we say that $a_K \ll b_K$ if $a_K/b_K \to 0$ as $K \to \infty$.

Define a class of test functions on $\mathcal{M}_F(X)$ by

$$\mathbb{F}_b^2 = \{F : F_f(\mu) = F(\langle \mu, f \rangle), f \in C_b(X, \mathbb{R}) \text{ and } F \in C_b^2(\mathbb{R}, \mathbb{R}) \text{ with compact support}\}.$$  

Here $C_b(X, \mathbb{R})$ is the set of all continuous and bounded real functions on $X$ and $C_b^2(\mathbb{R}, \mathbb{R})$ is the set of bounded, twice continuously differentiable real-valued functions on $\mathbb{R}$ with bounded first and second derivative. This class $\mathbb{F}_b^2$ is separable and it is known (see for example [7]) that it characterizes the convergence in distribution on $\mathcal{M}_F(X)$.

The value at time $t$ of a process $X$ is denoted $X(t)$ or sometimes $X_t$ for notational convenience.
2 IBM in the evolutionary time-scale

The process $X^K$ is characterized by its generator $L^K$, defined as follows. To simplify notation, we define the transition kernel:

$$M^K(x, dy) = u_K p(x) m(x, dy) + (1 - u_K p(x)) \delta_x(dy).$$  \hspace{1cm} (2.5)

For any $Ff \in \mathbb{F}_b^2$ let

$$L^K Ff(X) = K \int_E b(x) \left[ \int_X \left( Ff \left( X + \frac{1}{K} \delta_y \right) - Ff(X) \right) M^K(x, dy) \right] X(dx)$$

$$+ K \int_E \left( d(x) + \langle X, \alpha(x, .) \rangle \right) \left( Ff \left( X - \frac{1}{K} \delta_x \right) - Ff(X) \right) X(dx).$$  \hspace{1cm} (2.6)

Let $K \in \mathbb{N}^*$ be fixed. The martingale problem for $L^K$ has a unique solution for any initial condition $X^K(0) \in \mathcal{M}_F(\mathbb{X})$. It is possible to construct the solution of the martingale problem by considering a stochastic differential equation (SDE) driven by Poisson point processes and which corresponds to the IBM used for simulations (see [3, 4]). We need the following estimate to proceed, which is shown in [2, Lemma 1]

**Lemma 2.1** Suppose that $\sup_{K \in \mathbb{N}^*} \mathbb{E}( (X^K(0), 1)^2 ) < \infty$, then

$$\sup_{K \geq 1, t \geq 0} \mathbb{E}( (X^K(t), 1)^2 ) < +\infty.$$  

In the sequel, we hence make the following assumptions about the initial condition.

**Assumption 2.2** Suppose that the sequence of $\mathcal{M}_F(\mathbb{X})$-valued random variables $\{X^K(0) : K \in \mathbb{N}^*\}$ satisfy the following conditions.

(A) There exists $x_0 \in \mathbb{X}$ such that $\text{supp}(X^K(0)) = \{x_0\}$ for all $K \in \mathbb{N}^*$.

(B) $\sup_{K \in \mathbb{N}^*} \mathbb{E}( (X^K(0), 1)^2 ) < \infty$.

(C) $X^K(0) \Rightarrow X(0)$ as $K \to \infty$ and $\langle X(0), 1 \rangle > 0$ a.s.

From (2.6), we can see that the dynamics has two time scales. The slower time scale is of order $K u_K$ and it corresponds to the occurrence of new mutants while the faster time scale is of order 1 and it corresponds to the birth-death dynamics. We consider rare mutations and will therefore be lead to suppose that for any $c > 0$

**Assumption 2.3**

$$\log K \ll \frac{1}{K u_K} \ll e^{cK}.$$  

Consider the process

$$Z^K(t) = X^K \left( \frac{t}{K u_K} \right), \ t \geq 0.$$  \hspace{1cm} (2.7)

In what follows, we denote by $\{\mathcal{F}^K_t : t \geq 0\}$ the canonical filtration associated with $Z^K$. Due to the change in time, the generator $L^K$ of $Z^K$ is the generator $L^K$ of $X^K$ multiplied by $(1/K u_K)$. Hence for any $Ff \in \mathbb{F}_b^2$

$$\mathbb{L}^K Ff(Z) = \int_X p(x) b(x) \left[ \int_X \left( Ff(Z + \frac{1}{K} \delta_y) - Ff(Z) \right) m(x, dy) \right] Z(dx)$$

$$+ K \int_E \left( d(x) + \langle X, \alpha(x, .) \rangle \right) \left( Ff \left( X - \frac{1}{K} \delta_x \right) - Ff(X) \right) Z(dx).$$
\[ + \frac{1}{Ku_K} \left[ \int_X b(x)(1-u_Kp(x))K \left( F_f \left( Z + \frac{1}{K}\delta_x \right) - F_f(Z) \right) Z(dx) \right] . \]

In the process \( Z^K \) we have compressed time so that new mutants occur at rate of order 1. When we work at this time scale we can expect that between subsequent mutations, the fast birth-death dynamics will average (see e.g. [16]). Our aim is to exploit this separation in the time scales of ecology (which is related to the births and deaths of individuals) and of evolution (which is linked to mutations).

To study the averaging phenomenon, for the fast birth-death dynamics, we use the martingale techniques developed by Kurtz [16]. We introduce the occupation measure \( \Gamma^K \) defined for any \( t \geq 0 \) and for any set \( A \in \mathcal{B}(\mathcal{M}_F(X)) \) by

\[ \Gamma^K([0,t] \times A) = \int_0^t 1_A(Z^K(s))ds. \]  

Kurtz’s techniques have been used in the context of measure-valued processes in [19, 17] for different population dynamic problems, but an additional difficulty arises here due to the presence of non-linearities also at the fast time scale.

We introduce a \( \mathcal{M}_P(X) \)-valued process \( \{\chi^K(t) : t \geq 0\} \) which keeps track of the traits that have appeared in the population. That is, for each \( t \geq 0 \), \( \chi^K(t) \) is a counting measure on \( X \) that weights the traits that have appeared in the population until time \( t \). The process \( \chi^K \) is a pure-jump Markov process that satisfies the following martingale problem. For any \( F_f \in \mathbb{F}^2_b \)

\[ M^K_t := F_f(\chi^K(t)) - F_f(\chi^K(0)) \]

\[ - \int_0^t \int_X p(x)b(x)\int_X (F_f(\chi^K(s)+\delta_y) - F_f(\chi^K(s))) m(x,dy) Z^K(s,dx)ds \]

\[ = F_f(\chi^K(t)) - F_f(\chi^K(0)) \]

\[ - \int_0^t \int_{\mathcal{M}_F(X)} \left[ \int_X p(x)b(x)\int_X (F_f(\chi^K(s)+\delta_y) - F_f(\chi^K(s))) m(x,dy)\mu(dx) \right] \Gamma^K(ds \times d\mu), \]

is a square integrable \( \{F^K_t\} \)-martingale.

The main result of the paper proves the convergence of \( \{(\chi^K, \Gamma^K)\} \) to a limit \( (\chi, \Gamma) \), where the slow component \( \chi \) is a jump Markov process and the fast component stabilizes in an equilibrium that depends on the value of the slow component.

**Theorem 2.4** Suppose that Assumptions 1.1 and 2.2 hold.

(A) There exists a process \( \chi \) with paths in \( D(\mathcal{M}_P(X), [0, \infty)) \) and a random measure \( \Gamma \in \mathcal{M}_F([0, \infty) \times \mathcal{M}_F(X)) \) such that \( (\chi^K, \Gamma^K) \Rightarrow (\chi, \Gamma) \) as \( K \to \infty \), where \( (\chi, \Gamma) \) are characterized as follows. For all functions \( F_f \in \mathbb{F}^2_b \)

\[ F_f(\chi(t)) - F_f(\chi(0)) \]

\[ - \int_0^t \int_{\mathcal{M}_F(X)} \left[ \int_X b(x) p(x) \int_X (F_f(\chi(s)+\delta_y) - F_f(\chi(s))) m(x,dy)\mu(dx) \right] \Gamma(ds \times d\mu) \]
is a square integrable martingale for the filtration
\[ \mathcal{F}_t = \sigma \{ \chi(s), \Gamma([0, s] \times A) : s \in [0, t], A \in \mathcal{B}(\mathcal{M}_F(\mathbb{X})) \} \] (2.13)

and for any \( t \geq 0 \)
\[
\int_0^t \int_{\mathcal{M}_F(\mathbb{X})} \mathbb{B} F_f(\mu) \Gamma(ds \times d\mu) = 0 \quad \text{for all } F_f \in \mathbb{F}_t^2 \text{ a.s.,} \tag{2.14}
\]

where the nonlinear operator \( \mathbb{B} \) is defined by
\[
\mathbb{B} F_f(\mu) = F'(\pair{\mu, f}) \int_{\mathbb{X}} (b(x) - (d(x) + \langle \mu, \alpha(x, \cdot) \rangle)) f(x) \mu(dx). \tag{2.15}
\]

(B) Moreover for any \( t > 0 \) and \( A \in \mathcal{B}(\mathcal{M}_F(\mathbb{X})) \) we have
\[
\Gamma([0, t] \times A) = \int_0^t 1_A(\hat{n}_{\chi(t)} \delta_{\chi(t)}) ds,
\]

where \( \{ \chi(t) : t \geq 0 \} \) is a \( \mathbb{X} \)-valued Markov jump process with \( \chi(0) = x_0 \) and generator given by
\[
\mathcal{C} f(x) = b(x)p(x)\hat{n}_x \int_{\mathbb{X}} \frac{[\text{Fit}(y, x)]^+}{b(y)} (f(y) - f(x)) m(x, dy), \tag{2.17}
\]

for any \( f \in C_b(\mathbb{X}, \mathbb{R}) \). Here the population equilibrium \( \hat{n}_x \) and the fitness function \( \text{Fit}(y, x) \) are given by:
\[
\hat{n}_x = (b(x) - d(x))/\alpha(x, x), \quad \text{and} \quad \text{Fit}(y, x) = b(y) - d(y) - \alpha(y, x)\hat{n}_x. \tag{2.18}
\]

This fitness function provides information on the stability of the Lotka-Volterra system (see (4.27) below) and describes the growth rate of a negligible mutant population with trait \( y \) in an environment characterized by \( \hat{n}_x \).

3 Tightness of \( \{ (\chi^K, \Gamma^K) \} \)

To study the limit when \( K \to +\infty \), we proceed by a tightness-uniqueness argument. First, we show the tightness of the distributions of \( \{ (\chi^K, \Gamma^K) : K \in \mathbb{N}^* \} \) and derive certain properties of the limiting distribution. The limiting values of \( \{ \Gamma^K \} \) satisfy an equation that characterizes the state of the population between two mutations, thanks to the “invasion implies substitution” assumption.

Theorem 3.1 Suppose that Assumption 1.1 is satisfied and \( \sup_{K \geq 1} \mathbb{E}((X^K(0), 1)^2) < \infty \). Then:

(A) The distributions of \( \{ (\chi^K, \Gamma^K) : K \in \mathbb{N}^* \} \) are tight in the space
\[
\mathcal{P}(\mathbb{D}(\mathbb{R}_+, \mathcal{M}_F(\mathbb{X}))) \times \mathcal{M}_F(\mathbb{R}_+ \times \mathcal{M}_F(\mathbb{X})).
\]

(B) Suppose that \( (\chi^K, \Gamma^K) \Rightarrow (\chi, \Gamma) \), along some subsequence, as \( K \to \infty \). Then \( \chi \) is characterized by the martingale problem given by (2.12) and \( \Gamma \) satisfies the equation (2.14).
In fact, the Assumption 2.3 can be relaxed and the proof of Theorem 3.1 only requires that \( \lim_{K \to +\infty} K u_K = 0 \).

**Proof.**[Proof of Th. 3.1] To prove the tightness of \( \{\chi^K : K \geq 1\} \), we use a criterion from [11]. Let \( n^K(t) = \langle \chi^K(t), 1 \rangle \) for \( t \geq 0 \). This process counts the number of mutations in the population. For any \( T > 0 \) we have by Lemma 2.1 that

\[
\sup_{K \geq 1} \mathbb{E}(n^K(T)) \leq b \|\chi\|_{\infty} T \sup_{K \geq 1, t \leq T} \mathbb{E}(\langle Z^K(t), 1 \rangle) \leq b \|\chi\|_{\infty} T \sup_{K \geq 1, t \geq 0} \mathbb{E}(\langle X^K(t), 1 \rangle) < \infty. \tag{3.19}
\]

From this estimate and the martingale problem (2.11), it can be checked by using Aldous and Rebolledo criteria that for every test function \( f \in C_b(\mathbb{X}, \mathbb{R}) \), the laws of \( \langle \chi^K, f \rangle \) are tight in \( \mathbb{D}(\mathbb{0}, \mathbb{R}) \) and that the compact containment condition is satisfied.

Let us now prove the tightness of \( \{\Gamma^K : K \in \mathbb{N}^*\} \). Let \( \epsilon > 0 \) be fixed. Using Lemma 2.1, there exists a \( N_\epsilon > 0 \) such that

\[
\sup_{K \geq 1, t \geq 0} \mathbb{P}(\langle Z^K(t), 1 \rangle > N_\epsilon) < \epsilon. \tag{3.20}
\]

Since \( \mathbb{X} \) is compact, the set \( \mathcal{K}_\epsilon = \{\mu \in \mathcal{M}_F(\mathbb{X}), \langle \mu, 1 \rangle \leq N_\epsilon\} \) is compact. We deduce that for any \( T > 0 \)

\[
\inf_{K \geq 1} \mathbb{E}(\Gamma^K([0, T] \times \mathcal{K}_\epsilon)) \geq (1 - \epsilon)T. \tag{3.21}
\]

Indeed

\[
\Gamma^K([0, T] \times \mathcal{K}_\epsilon) = \Gamma^K([0, T] \times \mathcal{M}_F(\mathbb{X})) - \Gamma^K([0, T] \times \mathcal{K}^c_\epsilon) = T - \int_0^T 1_{\mathcal{K}^c_\epsilon}(Z^K(t))dt
\]

and the result follows from the Fubini theorem and from (3.20). From Lemma 1.3 of [16], \( \{\Gamma^K : K \in \mathbb{N}^*\} \) is a tight family of random measures. The joint tightness of \( \{\chi^K, \Gamma^K : K \in \mathbb{N}^*\} \) is immediate from the tightness of \( \{\chi^K : K \in \mathbb{N}^*\} \) and \( \{\Gamma^K : K \in \mathbb{N}^*\} \). This proves part (A).

We now prove part (B). Our proof is adapted from the proof of Theorem 2.1 in [16]. From part (A) we know that the distributions \( \{\chi^K, \Gamma^K : K \in \mathbb{N}^*\} \) are tight. Therefore there exists a subsequence \( \{\eta^K\} \) along which \( \langle \chi^K, \Gamma^K \rangle \) converges in distribution to a limit \( \langle \chi, \Gamma \rangle \). We can take the limit in (2.11) along this subsequence. Except for a denumerable subset of times, \( M_t^{\chi,K} \) converges in distribution to the martingale given by (2.12).

Let us now show that the limiting value \( \Gamma \) satisfies (2.14). From (2.8) for any \( F_f \in \mathbb{F}_b^2 \), we get that

\[
m_t^{F,f,K} = F_f(Z^K(t)) - F_f(Z^K(0)) - \int_0^t L^K F_f(Z^K(s))ds
\]

\[
= F_f(Z^K(t)) - F_f(Z^K(0)) \left( \frac{1}{K u_K} \right) \int_0^t \int_{\mathcal{M}_F(\mathbb{X})} \mathbb{B} F_f(\mu) \Gamma^K(ds \times d\mu) - \frac{\delta^{F,f,K}(t)}{K u_K} \tag{3.22}
\]

is a martingale. Here the operator \( \mathbb{B} \) is defined by (2.15) and

\[
\delta^{F,f,K}(t) = \int_0^t \left( K u_K L^K F_f(Z^K(s)) - \mathbb{B} F_f(Z^K(s)) \right) ds. \tag{3.23}
\]

For any \( \mu \in \mathcal{M}_F(\mathbb{X}) \) we have
\[ Ku_K \mathbb{L}^K F_f(\mu) - \mathbb{B} F_f(\mu) = Ku_K \int_{\mathcal{X}} p(x) b(x) \left[ \int_{\mathcal{X}} \left( F_f \left( \mu + \frac{1}{K} \delta_x \right) - F_f(\mu) \right) m(x, dy) \right] \mu(dx) + K \int_{\mathcal{X}} b(x) \left( F_f \left( \mu + \frac{1}{K} \delta_x \right) - F_f(\mu) - \frac{1}{K} F'\left( \langle \mu, f \rangle \right) f(x) \right) \mu(dx) + K \int_{\mathcal{X}} (d(x) + \langle \mu, \alpha(x,.) \rangle) \left( F_f \left( \mu - \frac{1}{K} \delta_x \right) - F_f(\mu) + \frac{1}{K} F'\left( \langle \mu, f \rangle \right) f(x) \right) \mu(dx) - Ku_K \int_{\mathcal{X}} p(x) b(x) \left( F_f \left( \mu + \frac{1}{K} \delta_x \right) - F_f(\mu) \right) \mu(dx). \]

For any \( x \in \mathcal{X} \) and \( \mu \in \mathcal{M}_F(\mathcal{X}) \), we have by Taylor expansion that for some \( \alpha_1, \alpha_2 \in (0,1) \):

\[
F_f \left( \mu + \frac{1}{K} \delta_x \right) - F_f(\mu) = \pm F'\left( \langle \mu, f \rangle \right) \frac{f(x)}{K} + f(x)^2 \frac{F''\left( \langle \mu, f \rangle \right) f(x)}{2K^2} + \alpha_2 f(x) \frac{f(x)}{K}.
\]

Therefore we get

\[
\left| F_f \left( \mu + \frac{1}{K} \delta_x \right) - F_f(\mu) \right| \leq \frac{\| F'\|_{\infty} \| f \|_2^2}{2K^2}.
\]

and

\[
\left| K \left( F_f \left( \mu + \frac{1}{K} \delta_x \right) - F_f(\mu) \right) \right| \leq \frac{\| F''\|_{\infty} \| f \|_2^2}{2K}.
\]

Using these estimates and Assumption 1.1,

\[
\left| Ku_K \mathbb{L}^K F_f(\mu) - \mathbb{B} F_f(\mu) \right| \leq 2u_K \| b \|_{\infty} \| F'\|_{\infty} \| f \|_2^2 \langle \mu, 1 \rangle + \frac{\| F''\|_{\infty} \| f \|_2^2}{2K} \left( \| b \|_{\infty} + \| d \|_{\infty} \right) \langle \mu, 1 \rangle + \overline{\sigma}(\mu, 1)^2.
\]

Pick any \( T > 0 \). This estimate along with Lemma 2.1 implies that as \( K \to +\infty \), \( \delta^{F,F,K}(t) \) (given by (3.23)) converges to 0 in \( L^1(d\mathbb{P}) \), uniformly in \( t \in [0,T] \). Multiplying (3.22) by \( Ku_K \), we get that along the subsequence \( \eta_K \), the sequence of martingales \( \{ Ku_K m^{F,F,K} : K \in \mathbb{N}^* \} \) converge in \( L^1(d\mathbb{P}) \), uniformly in \( t \in [0,T] \) to \( \int_0^t \int_{\mathcal{M}_F(\mathcal{X})} \mathbb{B} F_f(\mu) \Gamma(ds,\mu) \). The limit is itself a martingale. Since it is continuous and has paths of bounded variation, it must be 0 at all times a.s. Hence for any \( F_f \in \mathbb{F}_b^2 \),

\[
\int_0^t \int_{\mathcal{M}_F(\mathcal{X})} \mathbb{B} F_f(\mu) \Gamma(ds,\mu) = 0 \text{ a.s.}
\]

Since \( \mathbb{F}_b^2 \) is separable (2.14) also holds. \( \square \)

4 Characterization of the limiting values

4.1 Dynamics without mutation

As in [2, 3], to understand the information provided by (2.14), we are led to consider the dynamics of monomorphic and dimorphic populations. Our purpose in this section is to show
that (2.15) and Assumption 1.1 (B) characterize the state of the population between two rare mutant invasions. Because of Assumption 1.1 (B), we will see that two different traits cannot coexist in the long term and thus, we will see that it suffices to work with monomorphic or dimorphic initial populations (i.e. the support of $Z^K$ is one or two singletons).

In Subsection 4.1.1, we consider monomorphic or dimorphic populations and show convergence of the occupation measures when the final composition in trait of the population is known. For instance, if the remaining trait is $x_0$, then the occupation measure of $Z^K(dx, dt)$ converges to $\tilde{n}_{x_0}\delta_{x_0}(dx)dt$. In Subsection 4.1.2, we use couplings with birth and death processes to show that the distribution of the final trait composition of the population can be computed from the fitness of the mutant and the resident.

### 4.1.1 Convergence of the occupation measure $\Gamma^K$ in absence of mutation

First, we show that the “invasion implies substitution” Assumption 1.1 (B) provides information on the behavior of a dimorphic process when we know which trait is fixed.

**Definition 4.1** Let $L^K_0$ be the operator $L^K$ (given by (2.6)) with $p(x) = 0$ for all $x \in \mathbb{X}$. We will denote by $Y^K$ a process with generator $L^K_0$ and with a initial condition that varies according to the case that is studied. $Y^K$ has the same birth-death dynamics as a process with generator $L^K$, but there are no mutations.

In this section we investigate how a process with generator $L^K_0$ behaves at time scales of order $1/Ku_K$, when the population is monomorphic or dimorphic. We start by proving a simple proposition.

**Proposition 4.2** For any $x, y \in \mathbb{X}$ suppose that $\pi \in \mathcal{P}(\mathcal{M}_F(\mathbb{X}))$ is such that

$$\pi(\{\mu \in \mathcal{M}_F(\mathbb{X}) : \{x\} \subset \text{supp}(\mu) \subset \{x, y\}\}) = 1 \quad (4.24)$$

and

$$\int_{\mathcal{M}_F(\mathbb{X})} B F_f(\mu)\pi(d\mu) = 0 \quad (4.25)$$

for all $F_f \in \mathbb{F}_2$. Then for any $A \in \mathcal{B}(\mathcal{M}_F(\mathbb{X}))$ we have $\pi(A) = \mathbb{1}_A(\hat{n}_x\delta_x)$ where $\hat{n}_x$ has been defined in (2.18).

**Proof.** Since $\pi$ satisfies (4.24), any $\mu$ picked from the distribution $\pi$ has the form $\mu = n_x\delta_x + n_y\delta_y$ with $n_x > 0$. Let $\Phi$ be the map from $\mathcal{M}_F(\mathbb{X})$ to $\mathbb{R}_+ \times \mathbb{R}_+$ defined by

$$\Phi(\mu) = (\langle \mu, \mathbb{1}_x \rangle, \langle \mu, \mathbb{1}_y \rangle).$$

Let $\pi^* = \pi \circ \Phi^{-1} \in \mathcal{P}(\mathbb{R}_+ \times \mathbb{R}_+)$ be the image distribution of $\pi$ by $\Phi^{-1}$. From (4.25), replacing $B F_f$ by its definition we obtain

$$0 = \int_{\mathcal{M}_F(\mathbb{X})} F'((\mu, f)) \left(\langle \mu, (b - d)f \rangle - \int_E f(x)\langle \mu, \alpha(x, .)\rangle\mu(dx)\right)\pi(d\mu)$$

$$= \int_{\mathbb{R}_+ \times \mathbb{R}_+} F' (f(x)n_x + f(y)n_y) \left[(b(x) - d(x) - \alpha(x, x)n_x - \alpha(x, y)n_y)n_xf(x) + (b(y) - d(y) - \alpha(y, x)n_x - \alpha(y, y)n_y)n_yf(y)\right] \pi^*(dn_x, dn_y).$$
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This equation holds for all $F_f \in \mathbb{F}_b^2$ only if the support of $\pi^*$ consists of $(n_x, n_y)$ with $n_x > 0$ that satisfy $(b(x) - d(x) - \alpha(x, x)n_x - \alpha(x, y)n_y)n_x = 0$ and $(b(y) - d(y) - \alpha(y, x)n_x - \alpha(y, y)n_y)n_y = 0$. The only possible solutions are $(\tilde{n}_x, 0)$ and $(0, \tilde{n}_y)$ satisfying

$$(\tilde{n}_x, \tilde{n}_y) = \left( \frac{(b(x) - d(x))\alpha(y, y) - (b(y) - d(y))\alpha(x, y)}{\alpha(x, x)\alpha(y, y) - \alpha(x, y)\alpha(x, y)} \right).$$

(4.26)

However due to Assumptions 1.1, either $\tilde{n}_x$ or $\tilde{n}_y$ is negative and hence $(\tilde{n}_x, \tilde{n}_y)$ cannot be in the support of $\pi^*$. Therefore $\pi^*(\{ (\tilde{n}_x, 0) \}) = 1$ and this proves the proposition.

**Remark 4.3** Note that $(0, 0), (\tilde{n}_x, 0), (0, \tilde{n}_y)$ and $(\tilde{n}_x, \tilde{n}_y)$ are the stationary solutions of the following ordinary differential equation that approximates a large population with trait $x$ and $y$:

$$\frac{dn_x}{dt} = n_x(t) \left( b(x) - d(x) - \alpha(x, x)n_x(t) - \alpha(x, y)n_y(t) \right)$$

$$\frac{dn_y}{dt} = n_y(t) \left( b(y) - d(y) - \alpha(y, x)n_x(t) - \alpha(y, y)n_y(t) \right).$$

(4.27)

Heuristically, the “invasion implies substitution” assumption prevents two traits from coexisting in the long run. If we know which of the trait fixates, Proposition 4.2 provides the form of the solution $\pi$ to (4.25). In this case, we can deduce the convergence of the occupation measure of $Y^K(\cdot/Ku_K)$.

**Corollary 4.4** Let $x, y \in \mathbb{X}$. For each $K \in \mathbb{N}^*$, let $\{ Y^K(t) : t \geq 0 \}$ be a process with generator $L^K_0$ and $\text{supp}(Y^K(0)) = \{ x, y \}$. Let $T > 0$, and suppose that there exists a $\delta > 0$ such that:

$$\lim_{K \to \infty} \mathbb{P} \left( Y_t^K \{ x \} < \delta \text{ for some } t \in \left[ 0, \frac{T}{Ku_K} \right] \right) = 0.$$ 

(4.28)

Then for any $F_f \in \mathbb{F}_b^2$,

$$\int_0^T \int_{\mathcal{M}_F(\mathbb{X})} F_f(\mu) \Gamma^K_0(0)(dt \times d\mu) := \int_0^T F_f \left( Y^K \left( \frac{t}{Ku_K} \right) \right) dt \Rightarrow T \times F_f(\tilde{n}_x \delta_x)$$

as $K \to \infty$.

**Proof.** As in part (A) of Theorem 3.1 we can show that $\{ \Gamma^K_0 : K \in \mathbb{N}^* \}$ is tight in the space $\mathcal{P}(\mathcal{M}_F([0, T] \times \mathcal{M}_F(\mathbb{X})))$. Let $0$ be a limit point. Then from part (C) of Theorem 3.1 we get that

$$\int_0^T \int_{\mathcal{M}_F(\mathbb{X})} \mathbb{B} F_f(\mu) \Gamma^K_0(dt \times d\mu) = 0 \text{ for all } F_f \in \mathbb{F}_b^2 \text{ a.s.},$$

(4.29)

where the operator $\mathbb{B}$ is given by (2.15).

Since $\text{supp}(Y^K(0)) \subset \{ x, y \}$ we also have that $\text{supp}(Y^K(t)) \subset \{ x, y \}$ for all $t \geq 0$. Let

$$\mathcal{S}_\delta = \{ \mu \in \mathcal{M}_F(\mathbb{X}) : \mu\{ x \} \leq \delta \}.$$

Observe that $\Gamma^K_0([0, T] \times \mathcal{S}_\delta) \leq T$ a.s. and

$$0 \leq \mathbb{E} \left( T - \Gamma^K_0([0, T] \times \mathcal{S}_\delta) \right) = Ku_K \mathbb{E} \left[ \int_0^{\frac{T}{Ku_K}} (1 - 1\mathbb{I}_{\mathcal{S}_\delta}(Y^K(t))) \, dt \right]$$
\[ \leq T \mathbb{P}\left(Y_t^K \{x\} < \delta \text{ for some } t \in \left[0, \frac{T}{K u_K}\right]\right). \]

Hence by (4.28) we get that \( \Gamma^K([0, T] \times S_\delta) \) converges to \( T \) in \( L^1(d\mathbb{P}) \). Because \( S_\delta \) is a closed set, \( \Gamma_0 ([0, T] \times S_\delta) = T \) a.s.

Let \( \pi \) be the \( \mathcal{P}(\mathcal{M}_F(\mathbb{X})) \)-valued random variable defined by \( \pi(A) = \Gamma_0([0, T] \times A)/T \) for any \( A \in \mathcal{B}(\mathcal{M}_F(\mathbb{X})) \). Then \( \pi(S_\delta) = 1 \) and hence \( \pi \) satisfies (4.24) almost surely. Furthermore \( \int_{\mathcal{M}_F(\mathbb{X})} \mathbb{B} F_t(\mu) \pi(d\mu) = 0 \) for all \( F_t \in \mathbb{F}_t^2 \), almost surely. Therefore using Proposition 4.2 proves this corollary. \( \square \)

### 4.1.2 Fixation probabilities

We have seen in Corollary 4.4 that the behavior of a dimorphic population is known provided we know which trait fixates (see (4.28)). Following Champagnat et al. [2, 3], we can answer this question by using couplings with branching processes. We consider the process \( Y^K \) started with a monomorphic or dimorphic initial condition and examine the fixation probabilities in a time interval of order \( 1/K u_K \).

We begin with some notation. For any \( x \in \mathbb{X} \) and \( \epsilon > 0 \) let

\[ N(t, x) = \{ \mu \in \mathcal{M}_F(\mathbb{X}) : \text{supp}(\mu) = \{x\} \text{ and } (\mu, 1) \in [n_x - \epsilon, n_x + \epsilon] \}. \quad (4.30) \]

Let \( K \in \mathbb{N}^* \), \( x, y \in \mathbb{X} \). For the process \( Y^K \) of Definition 4.1 with initial condition \( Y^K(0) = (z^K_1/K)\delta_x + (z^K_2/K)\delta_y \), we define the \( \mathbb{N} \)-valued processes \( N^K(t) \) and \( N^K \) by \( N^K_1(t) = K \langle Y^K(t), \mathbb{1}_x \rangle \) and \( N^K_2(t) = K \langle Y^K(t), \mathbb{1}_y \rangle \). Then \( \{N^K(t) = (N^K_1(t), N^K_2(t)) : t \geq 0\} \) is the \( \mathbb{N} \times \mathbb{N} \)-valued Markov jump process with transition rates given by

\[
\begin{align*}
mb_1 &= mb(x) & \text{from } (m, n) \to (m + 1, n) \\
mb_2 &= mb(y) & \text{from } (m, n) \to (m, n + 1) \\
md_1(m, n) &= m \left( d(x) + \alpha(x, x) \frac{mb}{K} + \alpha(x, y) \frac{mb}{K} \right) & \text{from } (m, n) \to (m - 1, n) \\
nm_2(m, n) &= n \left( d(y) + \alpha(y, x) \frac{mb}{K} + \alpha(y, y) \frac{mb}{K} \right) & \text{from } (m, n) \to (m, n - 1).
\end{align*}
\]

and with initial state \( (N^K_1(0), N^K_2(0)) = (z^K_1, z^K_2) \). Notice that \( d_1, d_2 \) are increasing functions in \( n \) and \( m \).

Let also \( S^K = [A_K, B_K] \times [C_K, D_K] \) be a subset of \( \mathbb{R}^2_+ \) and define

\[ T_{S^K} = \inf \{t \geq 0 : N^K(t) \notin S^K\}. \quad (4.32) \]

The results at the end of this section require comparisons with branching processes, which we recall in the next proposition whose proof is provided in the Appendix.

**Proposition 4.5** For each \( K \in \mathbb{N}^* \) let \( A_K, B_K, C_K, D_K \in \mathbb{R}_+ \) and let \( S^K \) and \( (N^K_1, N^K_2) \) be defined as above, with \( N^K(0) \in S^K \). For parts (A) and (B), assume that \( \eta > 0, \epsilon \in (0, 1) \) are such that \( [K \eta(1 - \epsilon), K \eta(1 + \epsilon)] \subset [A_K, B_K] \). Let

\[
\begin{align*}
d_1^{-1}(\eta, \epsilon) &= \inf_{K \in \mathbb{N}^*} \inf \{d_1(m, n) : (m, n) \in [K \eta(1 - \epsilon), K \eta(1 + \epsilon)] \times [C_K, D_K]\} \\
d_2^{+}(\eta, \epsilon) &= \sup_{K \in \mathbb{N}^*} \sup \{d_2(m, n) : (m, n) \in [K \eta(1 - \epsilon), K \eta(1 + \epsilon)] \times [C_K, D_K]\}.
\end{align*}
\]
(A) If \( b_1 < d_1^-(\eta, \epsilon) \) and \( N_1^K(0) \leq K\eta \) then \( N_1^K \) exists \([A_K, B_K] \) by \( A_K \) a.s.: for any \( T > 0 \)

\[
\lim_{K \to \infty} \mathbb{P} \left( T_{S_K} \leq \frac{T}{Ku_K}, N_1^K(T_{S_K}) \geq B_K \right) = 0.
\]

(B) If \( b_1 > d_1^+(\eta, \epsilon) \) and \( N_1^K(0) \geq K\eta \) then \( N_1^K \) exists \([A_K, B_K] \) by \( B_K \) a.s.: for any \( T > 0 \)

\[
\lim_{K \to \infty} \mathbb{P} \left( T_{S_K} \leq \frac{T}{Ku_K}, N_1^K(T_{S_K}) < A_K \right) = 0.
\]

Now assume that there exist \( \epsilon_1, \epsilon_2 \in (0, 1) \) and \( \eta_1 < \eta_2 \) such that \([K\eta_i(1 - \epsilon_i), K\eta_i(1 + \epsilon_i)] \subset [A_K, B_K] \) for \( i = 1, 2 \) and \( d_1^-(\eta_1, \epsilon_1) < b_1 < d_1^-(\eta_2, \epsilon_2) \). Also suppose that \( N_1^K(0) \in [K\eta_1, K\eta_2] \).

(C) Then for any \( T > 0 \)

\[
\lim_{K \to \infty} \mathbb{P} \left( T_{S_K} \leq \frac{T}{Ku_K}, N_1^K(T_{S_K}) \notin [A_K, B_K] \right) = 0.
\]

Let \([C_K, D_K] = [1, K\epsilon] \) for some \( \epsilon > 0 \) and define \( d^-_2(\epsilon), d^+_2(\epsilon) \)

\[
d^-_2(\epsilon) := \inf_{K \in \mathbb{N}^*} \inf \{ d_2(m, n) : (m, n) \in [A_K, B_K] \times [1, K\epsilon] \}
\]

\[
\leq \sup_{K \in \mathbb{N}^*} \sup \{ d_2(m, n) : (m, n) \in [A_K, B_K] \times [1, K\epsilon] \} := d^+_2(\epsilon).
\]

Let \( t_K \) be any \( \mathbb{N}^* \)-valued sequence such that \( \log K \ll t_K \ll \frac{1}{Ku_K} \).

(D) If \( b_2 < d^-_2(\epsilon) \) and \( N_2^K(0) \leq K\epsilon/2 \) then

\[
\lim_{K \to \infty} \mathbb{P} \left( T_{S_K} \leq t_K, N_2^K(T_{S_K}) = 0 \right) = 1.
\]

(E) If \( b_2 > d^+_2(\epsilon) \) and \( N_2^K(0) = 1 \) then

\[
1 - \frac{d^+_2(\epsilon)}{b_2} \leq \lim_{K \to \infty} \mathbb{P} \left( T_{S_K} \leq t_K, N_2^K(T_{S_K}) \geq \epsilon K \right) \leq 1 - \frac{d^-_2(\epsilon)}{b_2}
\]

and

\[
\frac{d^-_2(\epsilon)}{b_2} \leq \lim_{K \to \infty} \mathbb{P} \left( T_{S_K} \leq t_K, N_2^K(T_{S_K}) = 0 \right) \leq \frac{d^+_2(\epsilon)}{b_2}.
\]

Using the results of Proposition 4.5, we can deduce the following result for the fixation probabilities for a branching process \( Y^K \) with a dimorphic initial condition and for the behavior at times of order \( 1/Ku_K \).

**Proposition 4.6** For each \( K \in \mathbb{N}^* \) let \( \{ Y^K(t) : t \geq 0 \} \) be a process with generator \( L^K_{0} \). Pick two traits \( x, y \in X \) initially present in the population and two \( \mathbb{N}^* \)-valued sequences \( \{ z^K_1 : K \in \mathbb{N}^* \} \) and \( \{ z^K_2 : K \in \mathbb{N}^* \} \) that give the sizes of the populations of trait \( x \) and \( y \). Assume that

\[
Y^K(0) = \frac{z^K_1}{K} \delta_x + \frac{z^K_2}{K} \delta_y.
\]

Then we have the following for any \( T > 0 \).
(A) A monomorphic population with a sufficiently large size does not die:
Suppose that for some $\epsilon > 0$, $z_1^K \geq K\epsilon$ and $z_2^K = 0$ for each $K \in \mathbb{N}^*$. Then for some $\delta > 0$
\[
\lim_{K \to \infty} \mathbb{P} \left( \exists t \in \left[ 0, \frac{T}{K u_K} \right], Y^K_t \{x\} < \delta \right) = 0.
\]

(B) A monomorphic population with a size around $\tilde{n}_x$ remains there:
Suppose that for some $\epsilon > 0$, $z_1^K \in [K(\tilde{n}_x - \epsilon), K(\tilde{n}_x + \epsilon)]$ and $z_2^K = 0$ for each $K \in \mathbb{N}^*$. Then
\[
\lim_{K \to \infty} \mathbb{P} \left( \exists t \in \left[ 0, \frac{T}{K u_K} \right], Y^K_t \{x\} \notin \mathcal{N}_2(x) \right) = 0.
\]

(C) A favorable mutant with a non-negligible size in a resident population near equilibrium fixates a.s.:
Suppose that $\text{Fit}(y, x) > 0$ and for some $\epsilon > 0$, $z_1^K < K(\tilde{n}_x + \epsilon)$ and $z_2^K > K\epsilon$ for all $K \in \mathbb{N}^*$. Then there exists an $\epsilon_0 > 0$ such that if $\epsilon < \epsilon_0$ then
\[
\lim_{K \to \infty} \mathbb{P} \left( \exists t \in \left[ 0, \frac{T}{K u_K} \right], Y^K_t \{y\} < \frac{\epsilon}{2} \right) = 0.
\]

For parts (D) and (E), we consider a small mutant population in a resident population near its equilibrium. We assume that for some $\epsilon > 0$ we have $z_1^K \in [K(\tilde{n}_x - \epsilon), K(\tilde{n}_x + \epsilon)]$ and $z_2^K \in [1, K\epsilon]$ for all $K \in \mathbb{N}^*$. Let $t_K$ be any $\mathbb{N}^*$-valued sequence such that $\log K \ll t_K \ll 1/K u_K$. Let $S_K = [K(\tilde{n}_x - 2\epsilon), K(\tilde{n}_x + 2\epsilon)] \times [1, 2K\epsilon]$ and let $T_{S_K}$ be the associated stopping time (4.32).

(D) An unfavorable mutant dies out in a time $t_K$.
Let $\text{Fit}(y, x) < 0$. There exists an $\epsilon_0 > 0$ such that if $\epsilon < \epsilon_0$ then
\[
\lim_{K \to \infty} \mathbb{P} \left( T_{S_K} \leq t_K, Y^K_{t_K} \{y\} = 0 \right) = 1.
\]

(E) A favorable mutant invades with probability $\text{Fit}(y, x)/b(y)$.
Let $\text{Fit}(y, x) > 0$ and $z_2^K = 1$ for all $K \in \mathbb{N}^*$. Then there exist positive constants $c, \epsilon_0$ such that for all $\epsilon < \epsilon_0$ we have
\[
\lim_{K \to \infty} \mathbb{P} \left( T_{S_K} \leq t_K, Y^K_{t_K} \{y\} \geq 2\epsilon - \frac{\text{Fit}(y, x)}{b(y)} \right) \leq ce,
\]
\[
\text{and} \quad \lim_{K \to \infty} \mathbb{P} \left( T_{S_K} \leq t_K, Y^K_{t_K} \{y\} = 0 \right) \leq \left( 1 - \frac{\text{Fit}(y, x)}{b(y)} \right) \leq ce.
\]

Proof. Let us prove part (A). Since $z_2^K = 0$, $N^K_{1}(t) = 0$ for all $t \geq 0$ and $K \in \mathbb{N}^*$. Note that $b(x) - d(x) > 0$ and so we can pick a $\delta > 0$ such that $b(x) - d(x) - 2\alpha(x, x)\delta > 0$ and $2\delta < \epsilon$. Let $S_K' = [K\delta, \infty) \times \{0\}$ and let $T_{S_K'}$ be given by (4.32). Then
\[
\lim_{K \to \infty} \mathbb{P} \left( Y^K_t \{x\} < \delta \text{ for some } t \in \left[ 0, \frac{T}{K u_K} \right] \right) \leq \lim_{K \to \infty} \mathbb{P} \left( T_{S_K'} \leq \frac{T}{K u_K} \right) = \lim_{K \to \infty} \mathbb{P} \left( T_{S_K'} \leq \frac{T}{K u_K}, N^K_{1}(T_{S_K'}) < K\delta \right).
\]
The last equality above follows from the fact that the only way to exit the set $S'_K$ is by having $N^K$ go below $K\delta$. Observe that on the set $[K\delta, 2K\delta] \times \{0\}$, the supremum of $d_1$ is bounded above by $d(x) + 2\alpha(x, x)\delta$ which is less than $b(x)$. Therefore by part (B) of Proposition 4.5:

$$\lim_{K \to \infty} \mathbb{P}\left( T_{S'_K} \leq \frac{T}{K u_K}, N^K_1 (T_{S'_K}) < K\delta \right) = 0,$$

which proves part (A).

For part (B) we can choose $\epsilon$ sufficiently small such that $\hat{n}_x > 2\epsilon$. Let $\eta_1 = \hat{n}_x - \epsilon$ and $\eta_2 = \hat{n}_x + \epsilon$. We can find $\epsilon_1, \epsilon_2 > 0$ such that $[\eta_1(1 - \epsilon_1), \eta_1(1 + \epsilon_1)] \subset [\hat{n}_x - 2\epsilon, \hat{n}_x]$, $[\eta_2(1 - \epsilon_2), \eta_2(1 + \epsilon_2)] \subset (\hat{n}_x, \hat{n}_x + 2\epsilon]$ and on the set $[K\eta_1(1 - \epsilon_1), K\eta_1(1 + \epsilon_1)] \times \{0\}$ the supremum of $d_1$ is strictly below $b(x)$ while on the $[K\eta_2(1 - \epsilon_2), K\eta_2(1 + \epsilon_2)] \times \{0\}$ the infimum of $d_1$ is strictly above $b(x)$. Let $S'_K = [K(\hat{n}_x - 2\epsilon), K(\hat{n}_x + 2\epsilon)] \times \{0\}$ and let $T_{S'_K}$ be given by (4.32). From part (B) of Proposition 4.5 we get

$$\lim_{K \to \infty} \mathbb{P}\left( T_{S'_K} \leq \frac{T}{K u_K}, N^K_1 (T_{S'_K}) \notin [K(\hat{n}_x - 2\epsilon), K(\hat{n}_x + 2\epsilon)] \right) = 0.$$

Observe that $\text{supp}(Y^K(t)) = \{x\}$ for all $t \geq 0$. Hence this limit proves part (B).

For part (C) note that $\text{Fit}(y, x) > 0$. We can choose $\epsilon_0 > 0$ such that $d(y) + \alpha(y, x)(\hat{n}_x + 2\epsilon_0) + 2\alpha(y, y)\epsilon_0 = b(y)$. Now let $\epsilon < \epsilon_0$ and assume that $z^K_1 < K(\hat{n}_x + \epsilon)$ and $z^K_2 > K\epsilon$ for all $K \in \mathbb{N}^*$, as stated in the proposition. Define the set $S'_K = [0, K(\hat{n}_x + 2\epsilon)] \times [K\epsilon/2, \infty)$ and let $T_{S'_K}$ be given by (4.32). It is easy to see that

$$\lim_{K \to \infty} \mathbb{P}\left( Y^K_t \{y\} < \frac{\epsilon}{2} \text{ for some } t \in \left[0, \frac{T}{K u_K}\right] \right) \leq \lim_{K \to \infty} \left[ \mathbb{P}\left( T_{S'_K} \leq \frac{T}{K u_K}, N^K_1 (T_{S'_K}) \geq K(\hat{n}_x + 2\epsilon) \right) + \mathbb{P}\left( T_{S'_K} \leq \frac{T}{K u_K}, N^K_2 (T_{S'_K}) < K\epsilon/2 \right) \right].$$

On the set $[K(\hat{n}_x + \epsilon/2), K(\hat{n}_x + 3\epsilon/2)] \times [K\epsilon/2, \infty)$, the infimum of $d_1$ is greater than $b(x)$. Part (A) of Proposition 4.5 shows that the first limit on the right is 0. On the set $[0, K(\hat{n}_x + 2\epsilon)] \times [K\epsilon/2, 3K\epsilon/4]$, the supremum of $d_2$ is less than $b(y)$. We can use part (B) of Proposition 4.5, to see that the second limit on the right is also 0. This proves part (C).

For part (D), observe that $\text{Fit}(y, x) < 0$ and let $\epsilon_0 > 0$ satisfy $d(y) + \alpha(y, x)(\hat{n}_x - 2\epsilon_0) = b(y)$. Pick an $\epsilon \in (0, \epsilon_0)$. On the set $[K(\hat{n}_x - 2\epsilon), K(\hat{n}_x + 2\epsilon)] \times [1, 2K\epsilon]$ the infimum of $d_2$ is greater than $b(y)$. Part (D) of Proposition 4.5 proves part (D).

For part (E), note that $\text{Fit}(y, x) > 0$ and let $\epsilon_0 > 0$ satisfy $d(y) + \alpha(y, x)(\hat{n}_x + 2\epsilon_0) + 2\alpha(y, y)\epsilon_0 = b(y)$. Pick $\epsilon \in (0, \epsilon_0)$. On the set $[K(\hat{n}_x - 2\epsilon), K(\hat{n}_x + 2\epsilon)] \times [1, 2K\epsilon]$ the supremum of $d_2$ is less than $d_2^\prime(\epsilon) := d(y) + \alpha(y, x)(\hat{n}_x + 2\epsilon) + 2\alpha(y, y)\epsilon$ and the infimum of $d_2$ is greater than $d_2^\prime(\epsilon) := d(y) + \alpha(y, x)(\hat{n}_x - 2\epsilon)$. Both $d_2^\prime(\epsilon)$ and $d_2^\prime(\epsilon)$ are less than $b(y)$. Using part (E) of Proposition 4.5 proves part (E).

From the preceding proposition, we can retrieve the state of the process on a large window $[\epsilon/K u_K, \epsilon^{-1}/K u_K]$ given the initial condition. This allows us to understand what will happen if we neglect the transitions and large time rare events.

**Corollary 4.7** Let us consider the process $Y^K$ of Definition 4.1.
(A) Suppose that for some \( x \in \mathcal{X} \), \( \text{supp}(Y^K(0)) = \{x\} \) and \( Y^K_0 \{x\} > \epsilon \) for all \( K \in \mathbb{N}^* \). Then

\[
\lim_{K \to \infty} \mathbb{P}\left(Y^K(t) \in \mathcal{N}_\epsilon(x) \text{ for all } t \in \left[ \frac{\epsilon}{K u_K}, \frac{\epsilon}{K u_K} \right]\right) = 1. \quad (4.39)
\]

(B) Suppose that for some \( x, y \in \mathcal{X} \) such that \( \text{Fit}(y, x) < 0 \), we have \( \text{supp}(Y^K(0)) = \{x, y\} \) with \( Y^K_0 \{x\} \in [\hat{n}_x - \epsilon, \hat{n}_x + \epsilon] \) and \( Y^K_0 \{y\} < \epsilon \) for all \( K \in \mathbb{N}^* \). Then

\[
\lim_{K \to \infty} \mathbb{P}\left(Y^K(t) \in \mathcal{N}_\epsilon(x) \text{ for all } t \in \left[ \frac{\epsilon}{K u_K}, \frac{\epsilon}{K u_K} \right]\right) = 1.
\]

(C) Suppose that for some \( x, y \in \mathcal{X} \) such that \( \text{Fit}(y, x) > 0 \), we have \( \text{supp}(Y^K(0)) = \{x, y\} \) with \( Y^K_0 \{x\} \in [\hat{n}_x - \epsilon, \hat{n}_x + \epsilon] \) and \( Y^K_0 \{y\} = 1/K \) for all \( K \in \mathbb{N}^* \). Then

\[
\lim_{\epsilon \to 0} \lim_{K \to \infty} \mathbb{P}\left(Y^K(t) \in \mathcal{N}_\epsilon(x) \text{ for all } t \in \left[ \frac{\epsilon}{K u_K}, \frac{\epsilon}{K u_K} \right]\right) = 1 - \lim_{\epsilon \to 0} \lim_{K \to \infty} \mathbb{P}\left(Y^K(t) \in \mathcal{N}_\epsilon(y) \text{ for all } t \in \left[ \frac{\epsilon}{K u_K}, \frac{\epsilon}{K u_K} \right]\right)
\]

\[
= 1 - \frac{\text{Fit}(y, x)}{b(y)}.
\]

**Proof.** Let us first consider part (A). Let \( \epsilon > 0 \) and \( Y^K \) be the process of Definition 4.1, with the initial condition stated in the statement of part (A). Proposition 4.6 (A) implies that for some \( \delta > 0 \)

\[
\lim_{K \to \infty} \mathbb{P}\left(Y^K_0 \{x\} < \delta \text{ for some } t \in \left[ 0, \frac{\epsilon}{K u_K} \right]\right) = 0.
\]

From Corollary 4.4 we know that for any \( t \geq 0 \) and \( F_f \in \mathbb{P}_b^2 \),

\[
\int_0^t F_f \left(Y^K \left(\frac{s}{K u_K}\right) \right) ds \Rightarrow t F_f (\hat{n}_x \delta_x)
\]

as \( K \to +\infty \). Hence if we define \( \sigma^K_\epsilon = \inf\{t \geq 0 : Y^K(t) \in \mathcal{N}_{\epsilon/2}(x)\} \), then \( K_\delta \sigma^K_\epsilon \to 0 \) in probability as \( K \to \infty \). Note that the process \( \left\{Y^K(t) : t \geq 0\right\} \) given by \( Y^K(t) = Y^K(t + \sigma^K_\epsilon) \).

By the strong Markov property, this process also has generator \( L^K_0 \). Moreover its initial state is inside \( \mathcal{N}_{\epsilon/2}(x) \). Using part (B) of Proposition 4.6 proves part (A).

For part (B), fix an \( \epsilon > 0 \) and consider the process \( Y^K \) with the initial condition specified in the statement. Let us consider the stopping time \( T_{S_K} \) associated with \( S_K = [K(\hat{n}_x - 2\epsilon), K(\hat{n}_x + 2\epsilon)] \times [K\epsilon, 2K\epsilon] \) by (4.32) and a sequence \( \{t_K\} \) as in Proposition 4.6. Since \( \text{Fit}(y, x) < 0 \), thanks to Proposition 4.6 (D):

\[
\lim_{K \to \infty} \mathbb{P}\left(Y^K(t) \in \mathcal{N}_\epsilon(x) \text{ for all } t \in \left[ \frac{\epsilon}{K u_K}, \frac{\epsilon}{K u_K} \right]\right)
\]

\[
= \lim_{K \to \infty} \mathbb{P}\left(Y^K(t) \in \mathcal{N}_\epsilon(x) \text{ for all } t \in \left[ \frac{\epsilon}{K u_K}, \frac{\epsilon}{K u_K} \right] ; T_{S_K} \leq t_K \right) \mathbb{Y}_{T_{S_K}} \{y\} = 0 \right). \quad (4.40)
\]
Let \( \{\tilde{Y}^K(t) : t \geq 0\} \) be the process given by \( \tilde{Y}^K(t) = Y^K(T_{S_K} + t) \). By the strong Markov property, this process also has generator \( L_0^K \). On the event \( \{T_{S_K} \leq t_K : Y^K_{tS_K}(y) = 0\} \), \( \tilde{Y}^K(0) \) is such that \( \text{supp}(\tilde{Y}^K(0)) = \{x\} \) and \( \tilde{Y}^K_0(x) \in [\hat{n}_x - 2\epsilon, \hat{n}_x + 2\epsilon] \). Applying Part (A) of the corollary for \( \tilde{Y}^K \) provides:

\[
\lim_{K \to \infty} \mathbb{P}\left( \tilde{Y}^K(t) \in \mathcal{N}_\epsilon(x) \text{ for all } t \in \left[ \frac{\epsilon}{K u_K}, \frac{\epsilon^{-1}}{K u_K} \right] ; T_{S_K} \leq t_K ; Y^K_{tS_K}(y) = 0 \right) = 1.
\]

Moreover, since \( K u_K t_K \to 0 \), we obtain (4.39) when \( T_{S_K} < t_K \), which proves part (B).

For part (C), fix an \( \epsilon > 0 \) and define \( Y^K \) with the initial condition specified in the statement. Let us consider \( \mathcal{S}_K \) and \( T_{S_K} \) as in part (B). We can write

\[
\mathbb{P}\left( Y^K(t) \in \mathcal{N}_\epsilon(x) \text{ for all } t \in \left[ \frac{\epsilon}{K u_K}, \frac{\epsilon^{-1}}{K u_K} \right] \right)
= \sum_{i=1}^{3} \mathbb{P}\left( Y^K(t) \in \mathcal{N}_\epsilon(x) \text{ for all } t \in \left[ \frac{\epsilon}{K u_K}, \frac{\epsilon^{-1}}{K u_K} \right] ; E^K_i(\epsilon) \right),
\]

where \( E^K_1(\epsilon) = \left\{ T_{S_K} \leq t_K, Y^K_{tS_K}(y) = 0 \right\} \), \( E^K_2(\epsilon) = \left\{ T_{S_K} \leq t_K, Y^K_{tS_K}(y) \geq 2\epsilon \right\} \) and \( E^K_3(\epsilon) = (E^K_1(\epsilon) \cup E^K_2(\epsilon))^c \).

Let us consider the term in (4.41) corresponding to \( i = 1 \). Since \( t_K < \epsilon/K u_K \) for sufficiently large \( K \) we have

\[
\mathbb{P}\left( Y^K(t) \in \mathcal{N}_\epsilon(x) \text{ for all } t \in \left[ \frac{\epsilon}{K u_K}, \frac{\epsilon^{-1}}{K u_K} \right] ; E^K_1(\epsilon) \right) = \mathbb{E}\left( \mathbb{1}_{\{T_{S_K} \leq t_K; Y^K_{tS_K}(y) = 0\}} \mathbb{P}\left( Y^K(t) \in \mathcal{N}_\epsilon(x) \text{ for all } t \in \left[ \frac{\epsilon}{K u_K}, \frac{\epsilon^{-1}}{K u_K} \right] \big| \mathcal{F}_{T_{S_K}} \right) \right).
\]

On the event \( E^K_1(\epsilon) \), we also have \( Y^K_{tS_K}(x) \in [\hat{n}_x - 2\epsilon, \hat{n}_x + 2\epsilon] \). Thus, applying the strong Markov property, part (A) and the fact that \( K u_K t_K \to 0 \), the probability inside the expectation in the r.h.s. of (4.42) converges to 1. From part (E) of Proposition 4.6, the term in (4.41) corresponding to \( i = 1 \) converges to \( 1 - \text{Fit}(y, x)/b(y) \) as \( K \to \infty \) and \( \epsilon \to 0 \).

For the term corresponding to \( i = 2 \), we condition in a way similar to (4.42). On the event \( E^K_2(\epsilon) \), \( Y^K_{tS_K}(y) \geq 2\epsilon \) and \( Y^K_{tS_K}(x) \in [\hat{n}_x - 2\epsilon, \hat{n}_x + 2\epsilon] \). From part (C) of Proposition 4.6, the probability of the process \( Y^K(y) \) going below \( \epsilon \) between \( T_{S_K} \) and \( T_{S_K} + \epsilon^{-1}/K u_K \) tends to 0 when \( K \to +\infty \). Hence, the condition (4.28) of Corollary 4.4 is satisfied and as a consequence, the stopping time:

\[
\sigma_{K,\epsilon} = \inf \left\{ t \geq T_{S_K} : \tilde{Y}^K_t(x) < \epsilon \text{ and } \tilde{Y}^K_t(y) \in [\hat{n}_y - \epsilon, \hat{n}_y + \epsilon] \right\}
\]

satisfies \( K u_K \sigma_{K,\epsilon} \to 0 \) in probability. Conditioning by \( \mathcal{F}_{T_{S_K}} \), and using part (B), we show that the term corresponding to \( i = 2 \) in (4.41) converges to 0.

The term for \( i = 3 \) converges to 0 since \( \lim_{\epsilon \to 0} \lim_{K \to \infty} \mathbb{P}\left( E^K_3(\epsilon) \right) = 0 \).

Gathering the results for \( i \in \{1, 2, 3\} \), we easily get

\[
\lim_{\epsilon \to 0} \lim_{K \to \infty} \mathbb{P}\left( Y^K(t) \in \mathcal{N}_\epsilon(x) \text{ for all } t \in \left[ \frac{\epsilon}{K u_K}, \frac{\epsilon^{-1}}{K u_K} \right] \right) = 1 - \frac{\text{Fit}(y, x)}{b(y)}.
\]

The proof that \( \lim_{\epsilon \to 0} \lim_{K \to \infty} \mathbb{P}\left( Y^K(t) \in \mathcal{N}_\epsilon(y) \text{ for all } t \in \left[ \frac{\epsilon}{K u_K}, \frac{\epsilon^{-1}}{K u_K} \right] \right) = \text{Fit}(y, x)/b(y) \) is similar. This completes the proof of part (C) of the corollary. \( \square \)
4.2 Proof of Theorem 2.4: convergence to the TSS

We have now the tools to prove Theorem 2.4. By Theorem 3.1, the distributions of \( \{ (\chi^K, \Gamma^K) : K \in \mathbb{N}^* \} \) are tight. Let \( (\chi, \Gamma) \) be a limiting value satisfying (2.12) and (2.14). Using Prohorov’s theorem, there exists a subsequence \( \{ (\tilde{\chi}^K, \tilde{\Gamma}^K) \} \) that converges in distribution to \( (\chi, \Gamma) \). By Skorokhod representation theorem (see e.g. [1]), there exists on the same probability space as \( (\chi, \Gamma) \) a sequence again denoted by \( \{ (\chi^K, \Gamma^K) \} \) with an abuse of notation, that converges a.s. to \( (\chi, \Gamma) \) and which has the same marginal distributions as \( \{ (\tilde{\chi}^K, \tilde{\Gamma}^K) \} \). Observe that the process \( \{ \chi'(t) : t \geq 0 \} \) (introduced in the statement of Theorem 2.4) uniquely determines \( \Gamma \) (through (2.16)) and \( \Gamma \) uniquely determines the process \( \{ \chi(t) : t \geq 0 \} \) (through the martingale problem given by (2.12)). It thus remains to prove part (B) of Theorem 2.4.

The main idea to identify the limiting values is that between subsequent appearances of new mutants, our process \( X^K \) behaves like the process considered in Corollary 4.7. When a fit mutant appears, it either gets eradicated quickly or the process stabilizes around the new monomorphic equilibrium characterized by the mutant trait. Between two rare mutations, the trait and size of the monomorphic equilibrium can be inferred from the occupation measure, because the population is monomorphic and because its size is shown to reach an equilibrium.

For \( K \in \mathbb{N}^* \), \( i \in \mathbb{N}^* \) let \( \tau^K_i \) and \( \tau_i \) be the \( i \)-th jump times of the process \( \chi^K \) and \( \chi \) respectively. For convenience we define \( \tau^K_0 = \tau_0 = 0 \). Since \( (\chi^K, \Gamma^K) \to (\chi, \Gamma) \) a.s., then for any \( i \in \mathbb{N}^* \), \( (\tau^K_{i-1}, \tau^K_i) \to (\tau_{i-1}, \tau_i) \) a.s. Using (2.12) and Lemma 2.1, we have that almost surely \( \tau_i - \tau_{i-1} \in (0, +\infty) \) for each \( i \in \mathbb{N}^* \). Thus

\[
\lim_{t \to 0} \lim_{K \to \infty} \mathbb{P}(\tau^K_i - \tau^K_{i-1} \in [\epsilon, \epsilon^{-1}]) = 1. \tag{4.43}
\]

In the rest of the proof we will assume that we are always on the set \( \{ \forall i \in \mathbb{N}^*, \tau^K_i - \tau^K_{i-1} \geq \epsilon \} \).

For \( \epsilon > 0 \) and \( t > 0 \) define:

\[
R^K_{\epsilon, i}(t) = \mathbb{I}_{[\tau^K_{i-1}, \tau^K_i]} \int_{(\tau^K_{i-1} + t, \tau^K_{i}) \setminus (\mathbb{R})} \mathbb{M}_F(\mathbb{X}) \mathbb{H} \mathbb{M}_F(\mathbb{X}) (d\mu \times d\nu) \\
R(i)(t) = \int_{(\tau^K_{i-1}, \tau^K_i) \setminus (\mathbb{R})} \mathbb{M}_F(\mathbb{X}) \mathbb{H} \mathbb{M}_F(\mathbb{X}) (d\mu \times d\nu).
\]

Note that if \( \text{supp}(Z^K(s)) = \{x\} \) for all \( s \in [\tau^K_{i-1} + t, \tau^K_i] \), then \( R^K_{\epsilon, i}(t) = x \), and the same holds for \( Z \) and \( R(i) \). Heuristically, \( R^K_{\epsilon, i} \) and \( R(i) \) are the estimators of the trait of the monomorphic population that fixes between the \((i-1)\)th and the \( i \)th mutations.

Let us define:

\[
\chi^{'K,\epsilon}(t) = x_0 \mathbb{I}_{t < \epsilon} + \sum_{i=1}^{+\infty} R^K_{\epsilon, i}(t) \mathbb{I}_{[\tau^K_{i-1}, \tau^K_i]}(t) \quad \text{and} \quad \chi'(t) = \sum_{i=1}^{+\infty} R(i)(t) \mathbb{I}_{[\tau_{i-1}, \tau_i]}(t).
\]

The a.s. convergence \( (\chi^K, \Gamma^K) \to (\chi, \Gamma) \) also implies that \( \chi^{'K,\epsilon} \) converges to \( \chi' \) as \( K \to +\infty \) and \( \epsilon \to 0 \) in the Skorokhod space \( \mathbb{D}([0, T], \mathbb{X}) \) for any \( T > 0 \).

For any \( i \in \mathbb{N}^* \) and \( \epsilon > 0 \) define an event

\[
E^K_{i}(\epsilon) = \left\{ Z^K(t) \in \mathcal{N}_\epsilon(R^K_{\epsilon, i}(t)) \text{ for all } t \in [\tau^K_{i-1} + \epsilon, \tau^K_i] \right\},
\]
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where for any \( x \in \mathbb{X} \), \( N_{\epsilon}(x) \) is defined by (4.30). On \( E_i^K(\epsilon) \), \( R_i^{K,\epsilon}(t) = R_i^{K,\epsilon}(\tau_i^K + \epsilon) \) for all \( t \in [\tau_i^{K-1} + \epsilon, \tau_i^K] \) and with an abuse of notation, we will write \( R_i^{K,\epsilon} \) for this value.

Now, thanks to the convergence of the \( \tau_i^K \)'s and Lemma 2.1, the proof of part (B) of Theorem 2.4 is done if we prove the following proposition:

**Proposition 4.8** Under Assumptions 1.1 and 2.2, we have for all \( i \in \mathbb{N}^* \) that:

\[
\lim_{\epsilon \to 0} \lim_{K \to \infty} P(E_i^K(\epsilon)) = 1. \tag{4.44}
\]

Indeed, if Proposition 4.8 is proved, then \( \Gamma \) is identified. To see this, let \( F_f \in \mathbb{P}_b^2, i \in \mathbb{N}^* \) and \( t \geq 0 \), and define two real-valued variables

\[
\rho^K = \int_{\tau_i^K \land t} \int_{\mathcal{M}_F(\mathbb{X})} F_f(\mu) \Gamma^K(ds \times d\mu) \quad \text{and} \quad \rho = \int_{\tau_i \land t} \int_{\mathcal{M}_F(\mathbb{X})} F_f(\mu) \Gamma(ds \times d\mu).
\]

Then certainly \( \rho^K \Rightarrow \rho \) as \( K \to \infty \). Take any open set \( B \subset \mathbb{R} \). Then

\[
\lim_{K \to \infty} P(\rho^K \in B) = \lim_{\epsilon \to 0} \lim_{K \to \infty} P(\rho^K \in B, E_i^K(\epsilon))
\]

\[
= \lim_{\epsilon \to 0} \lim_{K \to \infty} P\left( \int_{\tau_i^K \land t} \int_{\mathcal{M}_F(\mathbb{X})} F_f(\mu) \Gamma^K(ds \times d\mu) \in B, E_i^K(\epsilon) \right)
\]

\[
= \lim_{\epsilon \to 0} \lim_{K \to \infty} P\left( \int_{\tau_i^K \land t} \int_{\mathcal{M}_F(\mathbb{X})} F_f(\mu) \Gamma(ds \times d\mu) \in B \right)
\]

\[
\Rightarrow \lim_{K \to \infty} P((\tau_i \land t - \tau_i^K \land t) \in B) = P((\tau_i \land t - \tau_i^K \land t) \in B).
\]

This proves (2.16).

**Proof.** [Proof of Proposition 4.8] For each \( i \in \mathbb{N}^* \), we can construct a process \( \{Y_i^K(t) : t \geq 0\} \) with generator \( L_i^K \) such that

\[
Z^K(\tau_i^K + t) = Y_i^K\left(\frac{t}{Ku_K}\right) \quad \text{for all } t \in [0, \tau_i^{K-1} - \tau_i^K). \tag{4.45}
\]

For \( i = 1 \), we obtain from Assumption 2.2 and part (A) of Corollary 4.7 that

\[
\lim_{K \to \infty} P(Y_0^K(t) \in N_{\epsilon}(x_0)) \text{ for all } t \in \left[\epsilon / Ku_K, \epsilon^{-1} / Ku_K\right] = 1, \tag{4.46}
\]

from which we have (4.44) for \( i = 1 \) thanks to (4.45) and (4.43).

We now proceed by induction. Let us assume that for \( i \geq 1 \), we have (4.44). Let \( U_i^K \) denote the type of the new mutant that appears at time \( \tau_i^K \). Pick \( x, y \in \mathbb{X} \). On the event \( \{E_i^K(\epsilon), R_i^{K,\epsilon} = x, U_i^K = y\} \), we have supp\((Z_i^K(\tau_i^K)) = \{x, y\}, Z_i^K\{y\} = 1/K \) and \( Z_i^K\{x\} \in [\tilde{n}_x - \epsilon, \tilde{n}_x + \epsilon] \). Using parts (B) and (C) of Corollary 4.7 and (4.45), we obtain that

\[
\lim_{\epsilon \to 0} \lim_{K \to \infty} P\left(E_i^{K-1}(\epsilon), R_i^{K,\epsilon} = x \mid E_i^K(\epsilon), R_i^{K,\epsilon} = x, U_i^K = y\right) = \left(1 - \frac{[\text{Fit}(y, x)]^+}{b(y)}\right)
\]

and

\[
\lim_{\epsilon \to 0} \lim_{K \to \infty} P\left(E_i^{K-1}(\epsilon), R_i^{K,\epsilon} = y \mid E_i^K(\epsilon), R_i^{K,\epsilon} = x, U_i^K = y\right) = \frac{[\text{Fit}(y, x)]^+}{b(y)}.
\]
Since the distribution of $U_i^K$ conditionally to $\{E_i^K(\epsilon), R_i^{K, \epsilon}(\tau_i^K) = x\}$ is $m(x, dy),$
\[
\lim_{\epsilon \to 0} \lim_{K \to \infty} \mathbb{P} \left( E_{i+1}^K(\epsilon), R_{i+1}^{K, \epsilon} \in A \left| E_i^K(\epsilon), R_i^{K, \epsilon} = x \right. \right) = \mathbb{1}_A(x) \int_\mathbb{X} \left( 1 - \frac{[\text{Fit}(y, x)]^+}{b(y)} \right) m(x, dy) + \int_A \frac{[\text{Fit}(y, x)]^+}{b(y)} m(x, dy). \tag{4.47}
\]

This along with (4.46) for $i = 1$ implies that for any $i \in \mathbb{N}^*$ we have $\lim_{\epsilon \to 0} \lim_{K \to \infty} \mathbb{P} \left( E_i^K(\epsilon) \right) = 1.$ This concludes the proof of Proposition 4.8 and the proof of Theorem 2.4. \hfill \Box

\section{Appendix.}

We start with recalling some useful estimates for birth and death process (Lemma A.2). Coupling facts between the components of a 2D-birth and death processes on the quadrant (see (4.31)) and 1D-birth and death processes are then given in Proposition A.4. Both results are then used to obtain estimates for the 2D-birth and death processes on the quadrant.

**Definition A.1** For any $b, d \in \mathbb{R}_+$ and $n \in \mathbb{N},$ let $P(b, d, n)$ denote the law of the $\mathbb{N}$-valued continuous time branching process starting at $n$ with birth rate $b$ and death rate $d.$ For convenience, we will consider $P(b, \infty, n)$ to be the law of the process that is 0 at all times.

**Lemma A.2** For each positive integer $K$ let $\{B_K(t) : t \geq 0\}$ be a continuous time branching process with law $P(b, d, K)$ with $b \neq d.$ Pick an $\epsilon \in [0, 1]$ and define a stopping time
\[
\sigma_K = \inf \{ t \geq 0 : B^K(t) \leq K(1 - \epsilon) \text{ or } B^K(t) > K(1 + \epsilon) \}.
\]

Then we have the following.

(A) If $b < d$ then $\mathbb{P} \left( B^K(\sigma_K) > K(1 + \epsilon) \right) \leq \exp (-K\epsilon \log (d/b))$
and if $b > d$ then $\mathbb{P} \left( B^K(\sigma_K) \leq K(1 - \epsilon) \right) \leq \exp (-K\epsilon \log (b/d)).$

(B) If $bd = 0$ and $\epsilon \notin \{0, 1\}$ then $\inf_{K \geq 1} \mathbb{E} (\sigma_K) > 0$ and $\sup_{K \geq 1} \mathbb{E} (\sigma_K^2) < \infty.$
In parts (C) and (D) let $t_K$ be any $\mathbb{N}^*$-valued sequence satisfying $\log K \ll t_K$

(C) If $\epsilon = 1$ and if $b < d$ then $\lim_{K \to \infty} \mathbb{P} \left( \sigma_K \leq t_K, B^K(\sigma_K) = 0 \right) = 1.$

(D) Let $\{Y(t) : t \geq 0\}$ be a branching process with law $P(b, d, 1),$ where $b > d.$ For any $\epsilon > 0$
define
\[
\gamma_K = \inf \{ t \geq 0 : Y(t) = 0 \text{ or } Y(t) \geq K\epsilon \}.
\]

Then
\[
1 - \lim_{K \to \infty} \mathbb{P} (\gamma_K \leq t_K, Y(\gamma_K) \geq K\epsilon) = \lim_{K \to \infty} \mathbb{P} (\gamma_K \leq t_K, Y(\gamma_K) = 0) = \frac{d}{b}.
\]

**Proof.** Note that $\sigma_K < \infty$ a.s. since a branching process either goes to 0 or to $\infty$ almost surely. We can easily check that $M_K(t) = (d/b)^{B^K(t, \sigma_K)}$ is a bounded martingale. Then by the optional sampling theorem we get
\[
\mathbb{E} (M_K(\sigma_K)) = \mathbb{E} (M_K(0)) = \left( \frac{d}{b} \right)^K \tag{A.1}
\]
If \( b < d \) then \( \mathbb{E}(M_K(\sigma_K)) \geq \mathbb{P}(B^K(\sigma_K) > K(1 + \epsilon))(d/n)^{K(1+\epsilon)} \) and if \( b > d \) then \( \mathbb{E}(M_K(\sigma_K)) \geq \mathbb{P}(B^K(\sigma_K) \leq K(1 - \epsilon))(d/b)^{K(1-\epsilon)} \). Substituting these estimates in (A.1) proves part (A).

For part (B) we assume that \( d = 0 \) and \( b > 0 \). The case where \( b = 0 \) and \( d > 0 \) is similar. We can also assume that \( K(1 + \epsilon) \) is a positive integer. Since \( d = 0 \), the process \( B^K \) is monotonically increasing and hence \( B^K(\sigma_K) = K(1 + \epsilon) \). We can show with Dynkin’s formula that \( B^K(t) - b \int_0^1 B^K(s)ds \) is a martingale, and obtain by the optional sampling theorem that

\[
K = \mathbb{E}(B^K(\sigma_K)) - b \mathbb{E} \left( \int_0^{\sigma_K} B^K(s)ds \right) = K(1 + \epsilon) - b \mathbb{E} \left( \int_0^{\sigma_K} B^K(s)ds \right).
\]

Since \( B^K(t) \in [K, K(1+\epsilon)] \) for \( t \leq \sigma_K \) we have \( K\mathbb{E}(\sigma_K) \leq \mathbb{E} \left( \int_0^{\sigma_K} B^K(s)ds \right) \leq K(1+\epsilon)\mathbb{E}(\sigma_K) \), and hence

\[
\frac{\epsilon}{b(1 + \epsilon)} \leq \inf_{K \geq 1} \mathbb{E}(\sigma_K) \leq \sup_{K \geq 1} \mathbb{E}(\sigma_K) \leq \frac{\epsilon}{b}. \tag{A.2}
\]

From the fact that \( tB^K(t) - \int_0^t B^K(s)(bs + 1)ds \) is also a martingale, we obtain that

\[
K \mathbb{E} \left( \frac{b}{2} \sigma_K^2 + \sigma_K \right) \leq \mathbb{E} \left( \int_0^{\sigma_K} B^K(s)(bs + 1)ds \right) = \mathbb{E}(\sigma_K B^K(\sigma_K)) = K(1 + \epsilon)\mathbb{E}(\sigma_K).
\]

This along with (A.2), proves part (B). Parts (C) and (D) follow directly from [2, Th. 4]. \( \square \)

**Definition A.3** Suppose that \( d \) is a function from \( \mathbb{N} \times \mathbb{N} \) to \( \mathbb{R}_+ \). Then for any set \( S \subset \mathbb{R}_+ \times \mathbb{R}_+ \)

we define

\[
\inf d(S) = \inf \{d(m, n) : (m, n) \in S \cap (\mathbb{N} \times \mathbb{N})\}
\]

and

\[
\sup d(S) = \sup \{d(m, n) : (m, n) \in S \cap (\mathbb{N} \times \mathbb{N})\}.
\]

**Proposition A.4** Let \( \{N(t) = (N_1(t), N_2(t))\} \) be a \( \mathbb{N} \times \mathbb{N} \)-valued pure jump Markov process with the following transition rates.

\[
mb_1 \quad \text{from} \ (m, n) \ \text{to} \ (m+1, n)
\]

\[
nb_2 \quad \text{from} \ (m, n) \ \text{to} \ (m, n+1)
\]

\[
md_1(m, n) \quad \text{from} \ (m, n) \ \text{to} \ (m-1, n)
\]

\[
nld_2(m, n) \quad \text{from} \ (m, n) \ \text{to} \ (m, n-1).
\]

Here \( b_1, b_2 \) are positive constants and \( d_1, d_2 \) are functions from \( \mathbb{N} \times \mathbb{N} \) to \( \mathbb{R}_+ \). Suppose that there is a set \( S \subset \mathbb{R}_+ \times \mathbb{R}_+ \) and constants \( d_1^+, d_1^-, d_2^+, d_2^- \in [0, \infty] \) such that

\[
d_1^- \leq \inf d_1(S) \leq \sup d_1(S) \leq d_1^+ \quad \text{and} \quad \leq \sup d_2(S) \leq d_2^+
\]

Assume that \( (N_1(0), N_2(0)) \in S \) and let \( T_S \) be the random time defined by

\[
T_S = \inf \{t \geq 0 : N(t) \notin S\}.
\]

Let \( z_1^+, z_1^-, z_2^+, z_2^- \) be positive integers satisfying \( z_1^- \leq N_1(0) \leq z_1^+ \) and \( z_2^- \leq N_2(0) \leq z_2^+ \). Then on the same probability space as \( N \), we can construct four \( \mathbb{N} \)-valued processes \( B_1^+, B_1^-, B_2^+, B_2^- \) with laws \( \mathbb{P}(b_1, d_1^+, z_1^+), \mathbb{P}(b_1, d_1^-, z_1^-), \mathbb{P}(b_2, d_2^+, z_2^+), \mathbb{P}(b_2, d_2^-, z_2^-) \) such for all \( t \leq T_S \) the following relations are satisfied almost surely,

\[
B_1^-(t) \leq N_1(t) \leq B_1^+(t) \quad \text{and} \quad B_2^-(t) \leq N_2(t) \leq B_2^+(t).
\]
Proof. The proof follows from direct coupling of these processes. \(\square\)

Proof. [Proof of Proposition 4.5] We prove part (A). Without loss of generality, we can assume that \(K\eta, K\eta(1-\epsilon), K\eta(1+\epsilon)\) are positive integers and \(N_1^K(0) = K\eta\). Define

\[\sigma_K = \inf\{t \geq 0 : N^K(t) \notin [K\eta(1-\epsilon), K\eta(1+\epsilon)] \times [C_K, D_K]\}.

In order for the process \(N^K_1\), started at \(K\eta\), to go beyond level \(B^K_0\) it must exit the interval \([K\eta(1-\epsilon), K\eta(1+\epsilon)]\) from above. The probability to go from \(K\eta\) to \(K\eta(1+\epsilon)\) is exponentially small. Indeed, since \(b < d^{-1}_1(\eta, \epsilon)\), by Proposition A.4 we can construct a coupled subcritical branching process \(B^K_i\) with law \(P(b_1, d^{-1}_1(\eta, \epsilon), K)\) such that \(B^K_i(t) \geq N^K_1(t)\) for all \(t \leq \sigma_K\) almost surely. Hence if \(\gamma_K\) is the first time the process \(B^K_1\) leaves the set \([K\eta(1-\epsilon), K\eta(1+\epsilon)]\) then from part (A) of Lemma A.2 we obtain that for some \(c > 0\)

\[P\left(N^K_1(\sigma_K) > K\eta(1+\epsilon)\right) \leq P\left(B^K_1(\gamma_K) > K\eta(1+\epsilon)\right) \leq e^{-cK}.\] (A.3)

Before \(N^K_1\) exists \([A_K, B_K]\) from above, this process crosses the interval \([K\eta(1-\epsilon), K\eta]\) several times. Let \(\rho_K\) be the number (possibly 0) of these passages in the interval \([0, T_{S_K}]\). Because of (A.3), for any \(n \in \mathbb{N}\),

\[P(\rho_K < n) \leq ne^{-cK}.\] (A.4)

Let \(n_K = [1/Ku_K]^2\). Then,

\[P\left(T_{S_K} \leq \frac{T}{Ku_K}, N^K_1(T_{S_K}) \geq B_K\right) \leq P\left(T_{S_K} \leq \frac{T}{Ku_K}, N^K_1(T_{S_K}) \geq K\eta(1+\epsilon), \rho_K \geq n_K\right) + P(\rho_K < n_K)
\]

\[\leq P\left(\sum_{i=1}^{n_K} \tau_{K,i} < \frac{T}{Ku_K}\right) + P(\rho_K < n_K),\] (A.5)

where the \(\tau_{K,i}\) denotes the durations of the \(n_K\)'s first passages of \(N^K_1\) from \(K\eta\) to \(K\eta(1+\epsilon)\). The last term in the r.h.s. of (A.5) tends to 0 with \(K\) due to our choice of \(n_K\), (A.4) and (2.3). Using the couplings of Proposition A.4, it is possible to dominate \(N^K_1\) by a pure birth process with distribution \(P(b_1, 0, K\eta(1-\epsilon))\) on each of its excursions of \(N^K_1\) from \(K\eta(1-\epsilon)\) to \(K\eta\). Thus, each \(\tau_{K,i}\) can be bounded above by the time \(\sigma_{K,i}\) needed by a pure birth process with distribution \(P(b_1, 0, K\eta(1-\epsilon))\) to reach \(K\eta\). The \(\sigma_{K,i}\)'s can be chosen to be i.i.d. and by Lemma A.2, Part (B), \(\inf_{K \geq 1} E(\tau_{K,1}) > 0\) and \(\sup_{K \geq 1} E(\tau_{K,1}^2) < \infty\). Applying Chebychev’s inequality we get

\[P\left(\sum_{i=1}^{n_K} \tau_{K,i} \leq \frac{T}{Ku_K}\right) \leq P\left(\frac{1}{n_K} \sum_{i=1}^{n_K} \sigma_{K,i} - E(\sigma_{K,i}) \leq \frac{T}{Ku_K n_K} - E(\sigma_{K,1})\right) \leq \frac{E(\sigma_{K,1})}{n_K E(\sigma_{K,1}) - \frac{T}{Ku_K n_K}}^+.\]

As \(K \to \infty\), \(T/(Ku_K n_K) \to 0\) and \(n_K \to \infty\). This proves part (A). Proof of part (B) is similar and part (C) is a direct consequence of parts (A) and (B).
We now prove part (D). Using Proposition A.4 and since \( b_2 < d_2^-(\epsilon) \) and \( N_2^K(0) \leq K\epsilon/2 \), \( N_2^K \) can be dominated on \([0, T_{S_K}]\) by a subcritical branching process \( B_+^K \) with distribution \( P(b_2, d_2^-(\epsilon), [K\epsilon/2]) \). Let

\[
\gamma_K^+ = \inf\{t \geq 0 : B_+^K(t) = 0 \text{ or } B_+^K(t) \geq K\epsilon\}.
\]

(A.6)

The coupling ensures that if \( T_{S_K} \geq \gamma_K^+ \) and \( B_+^K(\gamma_K^+) = 0 \) then \( N_2^K(\gamma_K^+) = 0 \) and \( \gamma_K^+ = \gamma_K^+ \).

Since \( B_+^K(t) \in (0, K\epsilon) \) for \( t \in [0, \gamma_K^+] \) we can also see that if \( T_{S_K} < \gamma_K^+ \) then either \( N_2^K(T_{S_K}) = 0 \) or \( N_2^K(T_{S_K}) \notin [A_K, B_K] \). Hence

\[
\mathbb{P}(\gamma_K^+ \leq t_K, B_+^K(\gamma_K^+) = 0) \\
\leq \mathbb{P}(\gamma_K^+ \leq t_K, B_+^K(\gamma_K^+) = 0, T_{S_K} \geq \gamma_K^+) + \mathbb{P}(\gamma_K^+ \leq t_K, T_{S_K} < \gamma_K^+) \\
\leq \mathbb{P}(T_{S_K} \leq t_K, N_2^K(T_{S_K}) = 0, T_{S_K} = \gamma_K^+) + \mathbb{P}(T_{S_K} \leq t_K, N_2^K(T_{S_K}) = 0, T_{S_K} < \gamma_K^+) \\
+ \mathbb{P}(T_{S_K} \leq t_K, N_2^K(T_{S_K}) \notin [A_K, B_K], T_{S_K} < \gamma_K^+) \\
\leq \mathbb{P}(T_{S_K} \leq t_K, N_2^K(T_{S_K}) = 0) + \mathbb{P}(T_{S_K} \leq t_K, N_2^K(T_{S_K}) \notin [A_K, B_K]) \quad \text{(A.7)}
\]

Due to part (C), the limit of the second term in the r.h.s. of (A.7) is 0. Since part (C) of Lemma A.2 tells us that the limit of the l.h.s. is 1, this proves part (D).

We now prove part (E). Since \( b_2 > d_2^-(\epsilon) > d_2^-(\epsilon) \) and \( N_2^K(0) = 1 \), using Proposition A.4, we can construct two coupled supercritical branching processes \( B_+^K, B_-^K \) with distributions \( P(b_2, d_2^-(\epsilon), 1), P(b_2, d_2^-(\epsilon), 1) \) such that \( B_+^K(t) \leq N_2^K(t) \leq B_-^K(t) \) for all \( t \leq T_{S_K} \) almost surely. Let \( \gamma_K^+ \) be given by (A.6) and \( \gamma_K^- \) be the corresponding stopping time for \( B_-^K \). The fact that \( B_+^K \) is below \( N_2^K \) until time \( T_{S_K} \), (A.7) and part (C) allow us to prove that:

\[
\lim_{K \to +\infty} \mathbb{P}(\gamma_K^+ \leq t_K, B_+^K(\gamma_K^+) = 0) \leq \lim_{K \to +\infty} \mathbb{P}(T_{S_K} \leq t_K, N_2^K(T_{S_K}) = 0) \\
\leq \lim_{K \to +\infty} \mathbb{P}(\gamma_K^- \leq t_K, \gamma_K^- = 0) \quad \text{(A.8)}
\]

Since \( B_+^K \) is above \( N_2^K \) until time \( T_{S_K} \), we obtain:

\[
\lim_{K \to +\infty} \mathbb{P}(T_{S_K} \leq t_K, N_2^K(T_{S_K}) \geq K\epsilon) \leq \lim_{K \to +\infty} \mathbb{P}(\gamma_K^+ \leq t_K, B_+^K(\gamma_K^+) \geq K\epsilon) \quad \text{(A.9)}
\]

Finally, a proof similar to the one of (A.7), we can prove that:

\[
\lim_{K \to +\infty} \mathbb{P}(\gamma_K^- \leq t_K, B_-^K(\gamma_K^-) \geq K\epsilon) \leq \lim_{K \to +\infty} \mathbb{P}(T_{S_K} \leq t_K, N_2^K(T_{S_K}) \geq K\epsilon) \quad \text{(A.10)}
\]

From part (D) of Lemma A.2 and Assumption 2.3 we can deduce that

\[
1 - \lim_{K \to +\infty} \mathbb{P}(\gamma_K^+ \leq t_K, B_+^K(\gamma_K^+) \geq K\epsilon) = \lim_{K \to +\infty} \mathbb{P}(\gamma_K^+ \leq t_K, B_+^K(\gamma_K^+) = 0) = \frac{d_2^-}{b_2} \epsilon.
\]

and

\[
1 - \lim_{K \to +\infty} \mathbb{P}(\gamma_K^- \leq t_K, B_-^K(\gamma_K^-) \geq K\epsilon) = \lim_{K \to +\infty} \mathbb{P}(\gamma_K^- \leq t_K, B_-^K(\gamma_K^-) = 0) = \frac{d_2^-}{b_2} \epsilon.
\]

These relations along with (A.8), (A.9) and (A.10) prove part (E). \( \square \)
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