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1. Introduction

The subject of fractional differential equations has recently evolved as an interesting and popular field of research; see the interesting papers [1, 2]. In fact, fractional derivatives provide an excellent tool for describing memory and hereditary properties of various materials and processes. More and more researchers have found that fractional differential equations play important roles in many pieces of research areas, such as physics [3–6], fluid dynamics [7], population dynamics [8], biotechnology [8], economics [1, 9], and mathematical modeling [2, 7]. For examples of the recent advancements in the fractional derivatives and their applications, see [10, 11]. For more investigations, we advise readers to refer to papers [12–15] and the references cited therein. Nowadays, it is established in the literature that the fractional calculus has many advantages in modeling real-world problems due to the memory effect. Another fundamental property of fractional calculus can be observed in physics, notably in diffusion fractional differential equations. There exist specific diffusion types as subdiffusion, hyperdiffusion, and superdiffusion [5, 6], which are generated by particular values of the fractional-order derivative and cannot be observed with an integer-order derivative. In other words, new diffusion types appear with fractional operators and fractional calculus.

The Caputo derivative [16–18] is one of the most used fractional derivatives in the literature. But many other fractional derivatives exist too; see [19, 20]. In this paper, we experienced the Caputo derivative in modeling the fractional-order chaotic and hyperchaotic systems. We notice many types of chaotic systems in the literature: Chen chaotic...
systems [21–23], Lu et al.'s chaotic system [24], Chua's chaotic system [25], new class of chaotic systems [26], Lorenz attractor [12], and many others [27, 28]. Many modifications to propose new chaotic systems exist too; see [29–33]. The chaotic systems have much importance in modeling real-world problems in many fields: in physics [34, 35], in economics and finance [1, 27, 36], and in electrical circuits notably [37, 38]. Nowadays, there exist many investigations related to chaotic and hyperchaotic systems. Akgül et al. [29] presented a new four-scroll three-dimensional chaotic attractor and applied it in science and engineering. Xu et al. [39] proposed a new chaotic system with a self-excited chaotic attractor; they mainly studied entropy measurement, signal encryption, and parameter estimations. He et al. [40] proposed a numerical analysis of a fractional-order chaotic system by using the conformable fractional-order derivative. In [41], Rajagopal et al. present an investigation related to the chaotic chameleon, the dynamics of the model are analyzed, and the solutions are depicted graphically. In the considered system using Banach-fixed theorem in fractional context. We will close the investigations by investigating the stability analysis of the equilibrium points of the fractional-order system. In Section 5, the numerical discretization for the phase portraits of the fractional-order model is presented, and the solutions are depicted graphically. In Section 6, we work on the detection of the chaotic or hyperchaotic behaviors considering the Lyapunov exponents. In Section 7, we investigate the stability using the Matignon criterion used in fractional calculus for the stability analysis. In Section 8, we give all conclusions related to our contribution and provide future directions for researches.

2. Basic Fractional Calculus Operators

Let us recall all the definitions and properties that are essential for our investigations. In this paper, we are interested in the Riemann–Liouville integral, the Caputo derivative, and all properties related to these operators [17, 18].

Definition 1. The Riemann–Liouville integral of order $\alpha > 0$ for a continuous function defined on $f \in C^n([0, 1], \mathbb{R})$ is given by

$$I^n_0 f(t) = \frac{1}{\Gamma(n)} \int_0^t (t - \tau)^{n-1} f(\tau)d\tau,$$

with $\Gamma(n): = \int_0^{\infty} e^{-u}u^{n-1}du$.

Definition 2. If $f \in C^n([0, 1], \mathbb{R})$ and $n - 1 < \alpha \leq n$, then the Caputo fractional derivative is given by

$$D^\alpha_0 f(t) = l^{n-\alpha}D^n_0 (f(t))$$

$$= \frac{1}{\Gamma(n-\alpha)} \int_0^t (t - s)^{n-\alpha-1} f^{(n)}(s)ds.$$

Lemma 1. Taking $n \in \mathbb{N}^*$ and $n - 1 < \alpha < n$, the general solution of $D^\alpha_0 u(t) = 0$ is obtained as follows:

$$u(t) = \sum_{i=0}^{n-1} c_it^i,$$

such that $c_i \in \mathbb{R}$, $i = 0, 1, 2, \ldots, n - 1$.

Lemma 2. Taking $n \in \mathbb{N}^*$ and $n - 1 < \alpha < n$, we have

$$I^n_0 D^\alpha_0 u(t) = u(t) + \sum_{i=0}^{n-1} c_it^i,$$

such that $c_i \in \mathbb{R}$, $i = 0, 1, 2, \ldots, n - 1$.

The following result establishes a relation between the integral representation and the differential system given in (13)–(15).

Lemma 3. Let $G \in C([0, 1])$. Then, we can state that the problem

$$\begin{cases}
D^\alpha_0 u(t) = G(t), & t \in [0, 1], \\
u(0) = u_0, & 0 < \alpha < 1,
\end{cases}$$

admits the following representation as integral solution:
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\[ u(t) = u_0 + \frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} G(s) ds. \] (6)

**Proof.** Using Lemma 2, we have

\[ u(t) = u_0 + \frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} G(s) ds, \] (7)

and with the initial condition we have the result.

Let us now transform the above problem to a fixed-point one.

We begin by considering the Banach space,

\[ X := \{ x \in C(J, \mathbb{R}) \}, \quad J = [0,1], \] (8)

and its norm,

\[ \| x \|_X = \sup_{t \in J} |x(t)|. \] (9)

Then, we consider the operators \( T_1, T_2, T_3 : X \longrightarrow X \) defined by

\[ T_1 x(t) = x_0 + \frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} \left( -\frac{ab}{a+b} x(s) - y(s) z(s) + c \right) ds, \] (10)

\[ T_2 y(t) = y_0 + \frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} (ay(s) + x(s) z(s)) ds, \] (11)

\[ T_3 z(t) = z_0 + \frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} (bz(s) + x(s) y(s)) ds. \] (12)

\[ \square \]

3. Lu et. al’s Fractional-Order System

There exist nowadays many chaotic and hyperchaotic systems, as recalled in Introduction. Due to the rapid development of the fractional calculus [47], the existence of the new fractional operators to model real-world problems, and the fact that the fractional operators take into account the memory effect in modeling physical issues, the question related to revisiting the chaotic and hyperchaotic systems in terms of the fractional operators is our motivation. The main problem is how the chaotic and hyperchaotic behaviors can be characterized in the context of the fractional operators. How the Lyapunov exponents under time series evolution and the variations of the parameters of the model can be calculated? How the bifurcation can be interpreted in a fractional context? Many questions appear for modeling chaotic and hyperchaotic systems with fractional operators. In this paper, we will try to answer some of the above questions. In this paper, we consider a class of systems proposed in [24], but here we write it by considering the Caputo fractional derivative. We have the following representation for this type of Lu et al.’s system:

\[ D^\alpha_c x = \frac{ab}{a+b} x - y z + c, \] (13)

\[ D^\alpha_c y = ay + x z, \] (14)

\[ D^\alpha_c z = bz + x y. \] (15)

We make the following assumptions related to the initial conditions:

\[ x(0) = x_0, \]

\[ y(0) = y_0, \]

\[ z(0) = z_0. \] (16)

where \( 0 < \alpha < 1 \) and \( a, b, c \) are constants. For the present model, the values of the parameters are as follows: \( a = -10, b = -4, \) and \( c = 0. \) Our new objective is to explain concretely what the influence generated by the fractional-order derivative in modeling the above fractional differential systems is. It will be noticed in the forthcoming section that the local stability of the model depends strongly on the value assigned to the fractional-order derivative. Lu et al.’s fractional model presented in this section has many applications; for example, it can be implemented for electrical circuits. To model electrical circuits using equations (13)–(15), for example, the parameters \( a, b \) can denote the intensities of the capacitors \( C_1 \) and \( C_2, \) respectively, and \( c \) is an exogenous input, or op-amp, or denotes the intensity of the inductor \( L \) or denotes the intensity of the resistor \( R. \) Furthermore, for example, depending on the considered electrical circuit which we want to implement, \( x \) can describe the voltage across the capacitor \( C_1, \) \( y \) can represent the voltage across the capacitor \( C_2, \) and \( z \) can represent the electric current into the inductor \( L \) or others. Here we give a possible example of implementation to prove that Lu et al.’s fractional-order model can be used in real-world modeling problems. The mathematical aspects of equations (13)–(15) are under consideration in this paper.

4. Existence and Uniqueness of the Solutions of the Model

Now, we show the existence and the uniqueness of the solutions of the system in (13)–(15) by using the Banach fixed-point theorem for contraction mappings.

The Banach fixed-point theorem is recalled in the following theorem.

**Theorem 1** (see [48]). Let \( \Omega \) be a nonempty closed subset of a Banach space \( X. \) Then, for any contraction mapping \( T \) of \( \Omega \) into itself has a unique fixed point.

To prove the existence and uniqueness of our model’s solution, we continue with the following theorem.

**Theorem 2.** Assume that \( x, y, z \) are continuous functions satisfying the following condition:

\[ (H1) \] There exist constants \( m_1, m_2, m_3 > 0 \) such that \( |x(t)| < m_1, |y(t)| < m_2, |z(t)| < m_3. \)

If \( (ab/a+b) < \Gamma(a+1), \) \( a < \Gamma(a+1), \) and \( b < \Gamma(a+1) \) then the problem in (13)–(15) has a unique solution \( x(t), \)
\[ y(t)x(t) \text{ in } X. \]

**Proof.** We first show that the operator \( T_1 \) defined by (10) is well defined; that is, we show that \( T_1 B_r \subset B_r \), where
\[
B_r = \{ u \in X, \| u \| \leq r \},
\]
with \( r > (m_1 m_2 + c + |x_0|\Gamma(\alpha + 1))/(a + b) \Gamma(\alpha + 1 - ab) \). For any \( x \in B_r \), we obtain
\[
|T_1 x(t)| \leq |x_0| + \sup_{\tau \in J} \left\{ \frac{1}{\Gamma(\alpha)} \int_0^{\tau} (t-s)^{\alpha-1} \right\}
\]
\[
\left\{ \frac{ab}{a+b} |x(s)| + |y(s)|z(s) + c \right\} ds
\]
\[
\leq |x_0| + \frac{1}{\Gamma(\alpha)} \int_0^{1} (1-s)^{\alpha-1} \left\{ \frac{ab}{a+b} r + m_2 m_3 + c \right\} ds
\]
\[
\leq |x_0| + \frac{ab(a+b)r + m_2 m_3 + c}{\Gamma(\alpha + 1)} < r,
\]
which implies that \( T_1 x(t) \in B_r \). Moreover, by (10), we obtain
\[
D^\alpha T_1 x(t) = D^\alpha D^\alpha T_1 x(t) = (- \frac{ab}{a+b} x(t) - y(t)z(t) + c)_x = \frac{ab}{a+b} x(t) - y(t)z(t) + c. \]
Since \( \frac{ab}{a+b} x(t) - y(t)z(t) + c \) is continuous on \( J \), \( D^\alpha T_1 x(t) \) is continuous on \( J \); that is, \( T_1 B_r \subset B_r \).

Next, we apply the Banach fixed-point theorem to prove that \( T_1 \) has a fixed point. Indeed, just show that \( T_1 \) is contraction map. Let \( x_1, x_2 \in X \) and, for \( t \in J \), we have
\[
\|T_1 x_1 - T_1 x_2\|_x \leq \sup_{\tau \in J} \left\{ \frac{1}{\Gamma(\alpha)} \int_0^{\tau} (t-s)^{\alpha-1} \right\}
\]
\[
\left\{ \frac{ab}{a+b} |x_1(t) - x_2(t)| ds \right\}
\]
\[
\leq \frac{ab}{(a+b)\Gamma(\alpha)} \int_0^{1} (1-s)^{\alpha-1} \|x_1 - x_2\|_x ds
\]
\[
\leq \frac{ab}{(a+b)\Gamma(\alpha + 1)} \|x_1 - x_2\|_x.
\]
Thus, let \( k = ab/((a+b)\Gamma(\alpha + 1)) \); then we have the following relationship:
\[
\|T_1 x_1 - T_1 x_2\|_x \leq k \|x_1 - x_2\|_x.
\]
Then, under the assumption that \( k < 1 \), it is shown that \( T_1 \) is a contraction mapping.

With the same method, we show that \( T_2 \) is well defined and is a contraction mapping. We will show that \( T_2 B_r \subset B_r \), where
\[
B'_r = \{ u \in X, \| u \| \leq r' \},
\]
with \( r' > (m_1 m_3 + |y_0|\Gamma(\alpha + 1))/(\Gamma(\alpha + 1 - ab)) \). For any \( y \in B'_r \), we obtain
\[
|T_2 y(t)| \leq |y_0| + \sup_{\tau \in J} \left\{ \frac{1}{\Gamma(\alpha)} \int_0^{\tau} (t-s)^{\alpha-1} \right\}
\]
\[
\left\{ |x(s)|z(s) + c \right\} ds
\]
\[
\leq |y_0| + \frac{1}{\Gamma(\alpha)} \int_0^{1} (1-s)^{\alpha-1} (ar' + m_1 m_3) ds
\]
\[
\leq |y_0| + m_1 m_3 + ar' < r',
\]
which implies that \( T_2 y(t) \in B'_r \). With the same arguments, we have \( T_2 B'_r \subset B'_r \). For the contraction of \( T_2 \), let \( y_1, y_2 \in X \) and, for any \( t \in J \), we have
\[
\|T_2 y_1 - T_2 y_2\|_x \leq \sup_{\tau \in J} \left\{ \frac{1}{\Gamma(\alpha)} \int_0^{\tau} (t-s)^{\alpha-1} \right\}
\]
\[
\left\{ |x(s)||z(s)| ds \right\}
\]
\[
\leq \frac{a}{\Gamma(\alpha)} \int_0^{1} (1-s)^{\alpha-1} \|y_1 - y_2\|_x ds
\]
\[
\leq \frac{a}{\Gamma(\alpha + 1)} \|y_1 - y_2\|_x.
\]
The inequality \( a < \Gamma(\alpha + 1) \) shows that \( T_2 \) is contraction mapping.

As a consequence of the Banach fixed-point theorem, the system in (13)–(15) has unique solution \( x(t), y(t), z(t) \in X \).

Now we will show with the method that \( T_3 \) is well defined and is a contraction mapping. Let us consider the ball
\[
B''_r = \{ u \in X, \| u \| \leq r'' \},
\]
where \( r'' > (m_1 m_2 + |z_0|\Gamma(\alpha + 1))/(\Gamma(\alpha + 1) - b) \). For any \( x \in B''_r \), we obtain
\[
|T_3 z(t)| \leq |z_0| + \sup_{\tau \in J} \left\{ \frac{1}{\Gamma(\alpha)} \int_0^{\tau} (t-s)^{\alpha-1} \right\}
\]
\[
\left\{ (x(s)) z(s) + b|z(s)| ds \right\}
\]
\[
\leq |z_0| + \frac{1}{\Gamma(\alpha)} \int_0^{1} (1-s)^{\alpha-1} (m_1 m_2 + br'') ds
\]
\[
\leq |z_0| + \frac{m_1 m_2 + br''}{\Gamma(\alpha + 1)} < r'',
\]
which implies that \( T_3 z(t) \in B''_r \). Moreover, by the same argument introduced above, we have \( D^\alpha T_3 z(t) = x(t) y(t) + bz(t) \), which is continuous. That is, \( T_3 B''_r \subset B''_r \). Indeed, it is enough to show that \( T_3 \) is a contraction map. Let \( z_1, z_2 \in X \) and, for any \( t \in J \), we have
\[ \|T_3z_1 - T_3z_2\|_X \leq \sup_{t \in J} \left\{ \frac{1}{\Gamma(a)} \int_0^t (t - s)^{a-1} b|z_1(t) - z_2(t)| ds \right\} \]

\[ \leq \frac{b}{\Gamma(a)} \int_0^1 (1 - s)^{a-1} \|z_1 - z_2\|_X ds \]

\[ \leq \frac{b}{\Gamma(a+1)} \|z_1 - z_2\|_X. \]  

(26)

The inequality \( b < \Gamma(a + 1) \) shows that \( T_3 \) is contraction mapping.

Then we have that \( T_1, T_2, T_3 \) are now well defined and are contraction mappings. As a consequence of the Banach fixed-point theorem, we get the result. This ends the proof.

The existence and uniqueness of the model’s solution will be beneficial because it will justify the used numerical scheme’s stability in this present work. Fixed points are, therefore, of paramount importance in many areas of mathematics, sciences, and engineering; for more interesting articles related to the pertinence of the fixed-point theory, the following references are useful and interesting: [14, 47, 49].

5. Approximations for the Fractional-Order System

This section is devoted to presenting the numerical scheme, which we will apply to get the phase portraits and the approximate solutions of our fractional-order system. It is well known that there exist many methods to obtain the solutions of the fractional differential equations, like the analytical methods and the numerical methods. In the context of fractional chaotic or hyperchaotic systems, the use of analytical techniques is not possible in many contexts due to the nonlinearities of the systems’ drift functions. Alternatively, to this inconvenience, the numerical scheme is proposed. The advantages of the numerical methods are that they give more perfect approximate solutions of the fractional-order differential equations. The implementation of the numerical scheme proposed in this section uses the Riemann–Liouville fractional integral. The numerical discretization of the Riemann–Liouville derivative is well known in the literature [50]. The numerical scheme is not complicated to be implemented, and the approximate solutions converge as well to the exact solutions; furthermore, the numerical scheme is stable. After the obtention of the approximations of our model, we will depict the solutions with different values of the fractional-order derivative. That will permit us to see the impact of the fractional-order derivative in the new Lu et al.’s model with fractional-order derivative. The numerical scheme that we apply in this section uses the discretization of the Riemann–Liouville integral. Let the following functions be obtained with the fractional model in (13)–(15):

\[ E(t, x) = -\frac{ab}{a+b} x - yz + c, \]

\[ F(t, y) = ay + xz, \]  

(27)

\[ G(t, z) = bz + xy. \]

The solution of Lu et al.’s fractional model in (13)–(15) is given by the following equations:

\[ x(t) = x(0) + I^a E(t, x), \]

\[ y(t) = y(0) + I^a F(t, y), \]  

(28)

\[ z(t) = z(0) + I^a G(t, z). \]

Considering discrete time \( t_n \) and applying it in the previous equations, we have the following relationships:

\[ x(t_n) = x(0) + h^a E(t_n, x), \]  

(29)

\[ y(t_n) = y(0) + h^a F(t_n, y), \]  

(30)

\[ z(t_n) = z(0) + h^a G(t_n, z). \]  

(31)

We now choose the step size \( h \) and we define the time \( t_n \) as \( t_n = nh \); furthermore, considering the classical discretization of the fractional integral, the integral parts of equations (29)–(31) can be represented as follows:

\[ I^a E(t_n, x) = h^a \sum_{j=1}^{n} \delta_n E(t_j, x_j). \]  

(32)

\[ I^a F(t_n, y) = h^a \sum_{j=1}^{n} \delta_n F(t_j, y_j). \]  

(33)

\[ I^a G(t_n, z) = h^a \sum_{j=1}^{n} \delta_n G(t_j, z_j). \]  

(34)

with

\[ \delta_n = \frac{(n-1)^a - n^a (n - \alpha - 1)}{\Gamma(2 + \alpha)} \]  

(35)

Taking into account equations (32)–(34) and the parameters of the discretization, the numerical scheme that we will use to depict the portraits of Lu et al.’s fractional-order model in (13)–(15) is represented as follows:

\[ x(t_n) = x(0) + h^a \left[ \sum_{j=1}^{n} \delta_n E(t_j, x_j) \right], \]

\[ y(t_n) = y(0) + h^a \left[ \sum_{j=1}^{n} \delta_n F(t_j, y_j) \right], \]  

(36)

\[ z(t_n) = z(0) + h^a \left[ \sum_{j=1}^{n} \delta_n G(t_j, z_j) \right], \]

where, for \( n = 1, 2, \ldots \), the parameter \( \delta \) is expressed in the following form:
\[ \delta_0^{(a)} = \frac{1}{\Gamma(2 + \alpha)}, \]
\[ \delta_n^{(a)} = \frac{(n - 1)^{\alpha + 1} - 2n^{\alpha + 1} + (n + 1)^{\alpha + 1}}{\Gamma(2 + \alpha)}, \]

and the discretizations of the functions are
\[ E(t_j, x_j) = \frac{ab}{a + b} x_j - y_j z_j + c, \]
\[ F(t_j, y_j) = a y_j + x_j z_j, \]
\[ G(t_j, z_j) = b z_j + x_j y_j. \]

We suppose that \( x(t_n), y(t_n), \) and \( z(t_n) \) are the approximate solutions of Lu et al.’s fractional model in (13)–(15) and \( x_n, y_n, \) and \( z_n \) are the exact solutions of equations (13)–(15); then the residual functions can classically be expressed as follows:
\[ |x(t_n) - x_n| = \mathcal{O}(h^{\min[\alpha+1, 2]}), \]
\[ |y(t_n) - y_n| = \mathcal{O}(h^{\min[\alpha+1, 2]}), \]
\[ |z(t_n) - z_n| = \mathcal{O}(h^{\min[\alpha+1, 2]}). \]

From those, the convergence of the numerical approximation is obtained when \( h \) converges to 0. The advantage of the presented numerical schemes concerns the stability stage. Note that, from existence and the uniqueness we have, particularly, the Lipschitz continuity of the functions \( E, F, \) and \( G, \) which implies the stability of our numerical scheme.

For the illustrations of the previous numerical scheme, we consider three cases to see how the fractional derivative impacts the dynamics of the considered Lu et al.’s fractional-order system in (13)–(15). The detection of the chaos with the considered fractional-order derivative will be analyzed later by the Lyapunov exponents. These concepts are classic to characterize the detection of chaos. In our first case, we consider the order \( \alpha = 0.92 \) and the values of the parameters of the model for the rest of this section are fixed as \( a = -10, \)
\( b = -4, \) and \( c = 0. \)

We depict in Figure 1 the dynamics of Lu et al.’s fractional system in (13)–(15) in context of \( x, y, \) and \( z \) directions, with the order \( \alpha = 0.92. \)

We depict in Figure 2 the dynamics of Lu et al.’s fractional-order system in (13)–(15) in context of \( y \) and \( z \) directions, with the order \( \alpha = 0.92. \)

We depict in Figure 3 the dynamics of Lu et al.’s fractional-order system in (13)–(15) in context of \( x \) and \( z \) directions, with the order \( \alpha = 0.92. \)

We depict in Figure 4 the dynamics of Lu et al.’s fractional-order system in (13)–(15) in context of \( x \) and \( y \) directions, with the order \( \alpha = 0.92. \)

In the second case, we increase the value of the order to \( \alpha = 0.95, \) and the values of the parameters of the model do not change and are \( a = -10, b = -4, \) and \( c = 0. \)

We depict in Figure 5 the dynamics of the considered Lu et al.’s fractional-order system in (13)–(15) in context of \( x, y, \) and \( z \) directions, with the order \( \alpha = 0.95. \)

We depict in Figure 6 the dynamics of Lu et al.’s fractional-order system in (13)–(15) in context of \( y \) and \( z \) directions, with the order \( \alpha = 0.95. \)
We depict in Figure 7 the dynamics of Lu et al.’s fractional-order system in (13)–(15) in context of x and z directions, with the order $\alpha = 0.95$.

Let us now observe what happens when the order is $\alpha = 0.88$. We conserve the values of the parameters of the model as $a = -10$, $b = -4$, and $c = 0$.

We depict in Figure 9 the dynamics of Lu et al.’s fractional-order system in (13)–(15) in context of x, y, and z directions, with the order $\alpha = 0.88$.

We depict in Figure 10 the dynamics of Lu et al.’s fractional-order system in (13)–(15) in context of y and z directions, with the order $\alpha = 0.88$.

We depict in Figure 11 the dynamics of Lu et al.’s fractional-order system in (13)–(15) in context of x and z directions, with the order $\alpha = 0.88$.

We depict in Figure 12 the dynamics of Lu et al.’s fractional-order system in (13)–(15) in context of x and y directions, with the order $\alpha = 0.88$. 

We depict in Figure 8 the dynamics of Lu et al.’s fractional-order system in (13)–(15) with the order $\alpha = 0.95$, in context of y and z directions.

Figure 9: Dynamics of Lu et al.’s fractional-order system with the order $\alpha = 0.95$, in context of x, y, and z directions.

Figure 10: Dynamics of Lu et al.’s fractional-order system with the order $\alpha = 0.88$, in context of y and z directions.

Figure 11: Dynamics of Lu et al.’s fractional-order system with the order $\alpha = 0.88$, in context of x and z directions.

Figure 12: Dynamics of Lu et al.’s fractional-order system in (13)–(15) with the order $\alpha = 0.88$, in context of x and y directions.
In conclusion, we observe that the fractional-order derivative can significantly influence the dynamics of Lu et al.’s fractional-order system in (13)–(15). How we can explain the variations in the dynamics when the fractional-order derivative varies will be focused on in the next sections. Furthermore, there exist interesting methods described in [51], which can help in future investigations and solution methodologies.

6. Characterization of the Chaos Behaviors

In this section, we study the impact of the variations of the model’s parameters using the Lyapunov exponents. We also explain the variations of the dynamics observed in the previous section when the fractional derivative operator’s order varies in time. Before that, we construct the Jacobian matrix necessary for the calculations of the Lyapunov exponents. We get the following Jacobian matrix:

\[
J = \begin{pmatrix}
-a/b & (a+b) & -z & -y \\
0 & 0 & z & a \\
0 & 0 & y & x \\
0 & 0 & 0 & b
\end{pmatrix}
\]  

(40)

The Lyapunov exponents’ calculations for fractional-order systems were first proposed by Wolf et al. [52] in the context of integer-order derivative. The procedure of the calculation is presented in detail in [52]. In the fractional context, Danca and Kuznetsov [53] have modified the original Matlab algorithm by replacing the part where Ode45 of the system is used by a numerical scheme of the fractional differential equations (fde12). Furthermore, in the algorithm procedure, the Jacobian matrix is fundamental; for more pieces of information related to the Danca and Kuznetsov algorithms, see [53]. Before continuing, it is essential to recall that many characterizations associated with the Lyapunov exponent sign and the zero into the Lyapunov exponents to characterize periodic behaviors, chaotic behaviors, and hyperchaotic behaviors are not adequate definitions and depend on the values of the fractional-order parameters.
derivative [54]. Therefore, Lyapunov exponents to characterize the nature of chaos in a fractional context are a new open problem [54]. In the first case, we consider the order \( \alpha = 0.88 \), and we establish the Lyapunov exponents. Considering the Jacobian matrix and the numerical scheme, we get the following Lyapunov exponents:

\[
\begin{align*}
    \text{LE1} &= 1.9582, \\
    \text{LE2} &= 0.2192, \\
    \text{LE3} &= -20.2852.
\end{align*}
\]  

It is straightforward to notice that the considered fractional-order system is dissipative because the sum of the Lyapunov exponents is negative. Furthermore, the system admits hyperchaotic behaviors at the order \( \alpha = 0.88 \) because LE1 and LE2 are positive and large. The dimension of the Lyapunov exponent in this context is given by

\[
\text{dim (LE)} = 2 + \frac{\text{LE1} + \text{LE2}}{|\text{LE3}|} = 2.1036.
\]  

\[\text{(41)}\]

In the second case, we consider the order \( \alpha = 0.92 \), and we establish the Lyapunov exponents. Considering the Jacobian matrix in work, we get the following Lyapunov exponents:

\[
\begin{align*}
    \text{LE1} &= 1.6995, \\
    \text{LE2} &= 0.0512, \\
    \text{LE3} &= -16.9046.
\end{align*}
\]  

It is straightforward to notice that the considered system is dissipative because the sum of the Lyapunov exponents is negative. Furthermore, the system admits high hyperchaotic behaviors at the order \( \alpha = 0.92 \) because there exist two large Lyapunov exponents that are positive. The dimension associated with the Lyapunov exponents in this context is given by

\[
\text{dim (LE)} = 2 + \frac{\text{LE1} + \text{LE2}}{|\text{LE3}|} = 2.1066.
\]  

\[\text{(42)}\]

In conclusion, we can observe various types of chaos when the order \( \alpha \) varies. Therefore, fractional-order derivative has a role in generating new types of chaos in general.

The second part of this section is to quantify the chaotic behaviors and hyperchaotic behaviors when the parameters have small changes. Alternatively, we calculate the Lyapunov exponent versus the variations of the different parameters. In our first case, we suppose that the parameter \( \alpha \) varies. For simplification, in the rest of the text, we work with the order \( \alpha = 0.92 \). Before calculating the Lyapunov exponents, we establish the Lyapunov exponent in (13)–(15) in context of \( x \), \( y \), and \( z \) directions.

We depict in Figure 14 the dynamics of the fractional-order system in (13)–(15) in context of \( y \) and \( z \) directions, with the order \( \alpha = 0.92 \).

We depict in Figure 15 the dynamics of the fractional-order system in (13)–(15) in context of \( x \) and \( z \) directions, with the order \( \alpha = 0.92 \).

We depict in Figure 16 the dynamics of the fractional-order system in (13)–(15) in context of \( x \) and \( y \) directions, with the order \( \alpha = 0.92 \).

Comparing between \( \alpha = -10 \) and \( \alpha = -15 \), we can observe that the parameter \( \alpha \) has a significant impact on the dynamics of the system in (13)–(15). We confirm the existence of chaotic behaviors by calculating the Lyapunov exponents. In Table 1, the values of the Lyapunov exponents according to the variation of the parameter \( \alpha \) in \((-15,-10)\) are mentioned.

We observe that when \( \alpha = -15 \), we notice by the Lyapunov exponents the existence of high chaotic behaviors because, at this point, there exists one positive Lyapunov exponent LE1 at all time series. The system is chaotic at \( \alpha = -15 \) and hyperchaotic at \( \alpha = -10 \); these different phenomena are due to the fractional-order impact.

Let us see the impact of the parameter \( b \); we depict the next figures by considering \( b = -2 \), \( a = -10 \), and \( c = 0 \). We depict in Figure 17 the dynamics of the fractional-order system in (13)–(15) in context of \( x \), \( y \), and \( z \) directions.

We depict in Figure 18 the dynamics of the fractional-order system in (13)–(15) in context of \( y \) and \( z \) directions, with the order \( \alpha = 0.92 \).

We depict in Figure 19 the dynamics of the fractional-order system in (13)–(15) in context of \( x \) and \( z \) directions, with the order \( \alpha = 0.92 \).

Comparing \( b = -2 \) and \( b = -4 \), we can notice the influence of the parameter \( b \) in chaotic behaviors. The Lyapunov exponents’ values have no sense in this present context because the chaotic behavior is removed.

In conclusion, we can observe various types of chaos in a fractional context when the order \( \alpha \) varies. Therefore, fractional-order derivative has a role in generating new types of chaos in general.

The second part of this section is to quantify the chaotic behaviors and hyperchaotic behaviors when the parameters have small changes. Alternatively, we calculate the Lyapunov exponent versus the variations of the different parameters. In our first case, we suppose that the parameter \( \alpha \) varies. For simplification, in the rest of the text, we work with the order \( \alpha = 0.92 \). Before calculating the Lyapunov exponents, we establish the Lyapunov exponent in (13)–(15) in context of \( x \), \( y \), and \( z \) directions.

We depict in Figure 14 the dynamics of the fractional-order system in (13)–(15) in context of \( y \) and \( z \) directions, with the order \( \alpha = 0.92 \).

We depict in Figure 15 the dynamics of the fractional-order system in (13)–(15) in context of \( x \) and \( z \) directions, with the order \( \alpha = 0.92 \).

We depict in Figure 16 the dynamics of the fractional-order system in (13)–(15) in context of \( x \) and \( y \) directions, with the order \( \alpha = 0.92 \).

Comparing between \( \alpha = -10 \) and \( \alpha = -15 \), we can observe that the parameter \( \alpha \) has a significant impact on the dynamics of the system in (13)–(15). We confirm the existence of chaotic behaviors by calculating the Lyapunov exponents. In Table 1, the values of the Lyapunov exponents according to the variation of the parameter \( \alpha \) in \((-15,-10)\) are mentioned.

We observe that when \( \alpha = -15 \), we notice by the Lyapunov exponents the existence of high chaotic behaviors because, at this point, there exists one positive Lyapunov exponent LE1 at all time series. The system is chaotic at \( \alpha = -15 \) and hyperchaotic at \( \alpha = -10 \); these different phenomena are due to the fractional-order impact.

Let us see the impact of the parameter \( b \); we depict the next figures by considering \( b = -2 \), \( a = -10 \), and \( c = 0 \). We depict in Figure 17 the dynamics of the fractional-order system in (13)–(15) in context of \( x \), \( y \), and \( z \) directions.

We depict in Figure 18 the dynamics of the fractional-order system in (13)–(15) in context of \( y \) and \( z \) directions, with the order \( \alpha = 0.92 \).

We depict in Figure 19 the dynamics of the fractional-order system in (13)–(15) in context of \( x \) and \( z \) directions, with the order \( \alpha = 0.92 \).

We depict in Figure 20 the dynamics of the fractional-order system in (13)–(15) in context of \( x \) and \( y \) directions, with the order \( \alpha = 0.92 \).

Comparing \( b = -2 \) and \( b = -4 \), we can notice the influence of the parameter \( b \) in chaotic behaviors. The Lyapunov exponents’ values have no sense in this present context because the chaotic behavior is removed.

In conclusion, we can observe various types of chaos in a fractional context when the order \( \alpha \) varies. Therefore, fractional-order derivative has a role in generating new types of chaos in general.

The second part of this section is to quantify the chaotic behaviors and hyperchaotic behaviors when the parameters have small changes. Alternatively, we calculate the Lyapunov exponent versus the variations of the different parameters. In our first case, we suppose that the parameter \( \alpha \) varies. For simplification, in the rest of the text, we work with the order \( \alpha = 0.92 \). Before calculating the Lyapunov exponents, we establish the Lyapunov exponent in (13)–(15) in context of \( x \), \( y \), and \( z \) directions.

We depict in Figure 14 the dynamics of the fractional-order system in (13)–(15) in context of \( y \) and \( z \) directions, with the order \( \alpha = 0.92 \).

We depict in Figure 15 the dynamics of the fractional-order system in (13)–(15) in context of \( x \) and \( z \) directions, with the order \( \alpha = 0.92 \).

We depict in Figure 16 the dynamics of the fractional-order system in (13)–(15) in context of \( x \) and \( y \) directions, with the order \( \alpha = 0.92 \).

Comparing between \( \alpha = -10 \) and \( \alpha = -15 \), we can observe that the parameter \( \alpha \) has a significant impact on the dynamics of the system in (13)–(15). We confirm the existence of chaotic behaviors by calculating the Lyapunov exponents. In Table 1, the values of the Lyapunov exponents according to the variation of the parameter \( \alpha \) in \((-15,-10)\) are mentioned.

We observe that when \( \alpha = -15 \), we notice by the Lyapunov exponents the existence of high chaotic behaviors because, at this point, there exists one positive Lyapunov exponent LE1 at all time series. The system is chaotic at \( \alpha = -15 \) and hyperchaotic at \( \alpha = -10 \); these different phenomena are due to the fractional-order impact.
Figure 13: Dynamics of the fractional-order system in (13)–(15) with the order $\alpha = 0.92$, in context of $x$, $y$, and $z$ directions.

Figure 14: Dynamics of the fractional-order system in (13)–(15) with the order $\alpha = 0.92$, in context of $y$ and $z$ directions.

Figure 15: Dynamics of the fractional-order system in (13)–(15) with the order $\alpha = 0.92$, in context of $x$, and $z$ directions.

Figure 16: Dynamics of Lu et al.’s fractional-order system in (13)–(15) with the order $\alpha = 0.92$, in context of $x$ and $y$ directions.

Figure 17: Dynamics of the fractional-order system in (13)–(15) with the order $\alpha = 0.92$, in context of $x$, $y$, and $z$ directions.

Figure 21 the dynamics of the fractional-order system in (13)–(15) in the context of $x$, $y$, and $z$ directions, with the order $\alpha = 0.92$.

We depict in Figure 22 the dynamics of the fractional-order system in (13)–(15) in context of $y$ and $z$ directions, with the order $\alpha = 0.92$.

Table 1:Lyapunov exponents.

| $\alpha$  | LE1     | LE2     | LE3     |
|----------|---------|---------|---------|
| -15      | 1.2637  | -0.0167 | -23.1076|
| -14.5    | 1.2561  | -0.4332 | -22.0595|
| -14.00   | 1.8478  | -0.9793 | -21.4578|
| -13.50   | 1.5158  | -0.3005 | -21.1476|
| -13.00   | 1.3479  | -0.2348 | -20.4082|
| -12.50   | 1.2601  | -0.1954 | -19.7284|
| -12.00   | 1.4013  | -0.6018 | -18.8277|
| -11.50   | 1.3433  | -0.1300 | -18.6001|
| -11.00   | 1.6356  | 0.0689  | -18.4507|
| -10.50   | 1.6753  | -0.0777 | -17.7066|
| -10.00   | 1.6995  | 0.0512  | -16.9046|
In terms of comparison, we also notice that the parameter \( c \) has a significant impact on the considered chaotic system dynamics. For confirmation on the behaviors’ changes, we calculate the Lyapunov exponents versus the variation of the parameter \( c \). The results are assigned in Table 2.

Table 2 confirms the existence of chaotic behaviors when the parameter \( c \) exceeds 5, as previously mentioned. Note that the presence of one positive Lyapunov exponent justifies chaotic behaviors for our fractional-order system.

7. Stability Analysis in Fractional Context

The local stability in the context of the fractional derivative is essential when the new model is under investigation because the values of the fractional-order derivative have a
investigated. Is it the same as the classical method in the context of integer derivative? Is it an algebraic method? The technique employed in the fractional context differs from the method used in the context of integer order. Here we will use the criterion called the Matignon criterion, which is used in the fractional context [55, 56]. The procedure is to verify whether all the equilibrium points satisfy Matignon criterion given by

$$|\arg(\lambda(J))| > \frac{\alpha \pi}{2},$$

(47)

where $\lambda(J)$ is the eigenvalue of the Jacobian matrix associated with the equilibrium point under consideration. After resolution of the model described in equations (13)–(15), we have to solve

$$0 = -\frac{ab}{a+b}x - yz + c,$$

$$0 = ay + xz,$$

$$0 = bz + xy.$$  

The equilibrium points in the case of the parameter $c$ being nonnull are already established in the literature. Here we investigate with $c = 0$ and we get the following equilibrium points: $P_1 = (0, 0, 0)$, $P_2 = (−6.3245, 3.3805, −5.3450)$, $P_3 = (3.2345, 5.3805, 5.3450)$, $P_4 = (−6.3245, −3.3805, 5.3450)$, and $P_5 = (3.2345, −3.3805, −5.3450)$. We recall that the Jacobian matrix of equations (13)–(15) is given by

$$J = \begin{pmatrix}
  -\frac{ab}{a+b} & -z & -y \\
  z & a & x \\
  y & x & b
\end{pmatrix}. 
$$

(49)

We firstly evaluate the local stability at the point $P_1 = (0, 0, 0)$. Its associated Jacobian matrix is described in the following form:

$$J = \begin{pmatrix}
  2.8571 & 0 & 0 \\
  0 & -10 & 0 \\
  0 & 0 & -4
\end{pmatrix}. 
$$

(50)

The eigenvalues of the previous matrix are as follows: $\lambda_1 = 2.8571$, $\lambda_2 = -10$, and $\lambda_3 = -4$. We notice that the first eigenvalue satisfies $|\arg(\lambda_1)| = 0 < \alpha\pi/2$, which contradicts the condition represented in equation (47). Thus, the point $P_1 = (0, 0, 0)$ is not stable.

We secondly evaluate the local stability at the point $P_2 = (−6.3245, 3.3805, −5.3450)$. Its associated Jacobian matrix is described in the following form:

$$J = \begin{pmatrix}
  2.8571 & 5.3450 & -3.3805 \\
 -5.3450 & -10 & -6.3245 \\
 3.3805 & -6.3245 & -4
\end{pmatrix}. 
$$

(51)
The eigenvalues of the previous matrix are as follows: \( \lambda_1 = 1.2338 + 5.6623i \), \( \lambda_2 = 1.2338 - 5.6623i \), and \( \lambda_3 = -13.6106 \). The eigenvalues satisfy the following relationships: \( \arg(\lambda_1) = 77\pi/180 > \alpha/2 \) for all \( \alpha < 0.85 \), \( \arg(\lambda_2) = 77\pi/180 > \alpha/2 \) for all \( \alpha < 0.85 \), and \( \arg(\lambda_3) = \pi > \alpha/2 \) for all \( \alpha \in (0, 1) \). We conclude that the point \( P_2 = (6.3245, 3.805, 5.3450) \) is not stable when the order exceeds 0.85.

We thirdly evaluate the local stability at the point \( P_3 = (6.3245, 3.805, 5.3450) \). Its associated Jacobian matrix is described in the following form:

\[
J = \begin{pmatrix}
2.8571 & -5.3450 & 3.3805 \\
5.3450 & -10 & 6.3245 \\
3.3805 & 6.3245 & -4
\end{pmatrix}.
\]

The eigenvalues of the previous matrix are as follows: \( \lambda_1 = 1.2338 + 5.6623i \), \( \lambda_2 = 1.2338 - 5.6623i \), and \( \lambda_3 = -13.6106 \). The eigenvalues satisfy the following relationships: \( \arg(\lambda_1) = 77\pi/180 > \alpha/2 \) for all \( \alpha < 0.85 \), \( \arg(\lambda_2) = 77\pi/180 > \alpha/2 \) for all \( \alpha < 0.85 \), and \( \arg(\lambda_3) = \pi > \alpha/2 \) for all \( \alpha \in (0, 1) \). We conclude that the point \( P_2 = (6.3245, 3.805, 5.3450) \) is not stable when the order exceeds 0.85.

We fourthly evaluate the local stability at the point \( P_4 = (-6.3245, -3.805, 5.3450) \). Its associated Jacobian matrix is described in the following form:

\[
J = \begin{pmatrix}
2.8571 & -5.3450 & 3.3805 \\
5.3450 & -10 & -6.3245 \\
-3.3805 & -6.3245 & -4
\end{pmatrix}.
\]

The eigenvalues of the previous matrix are as follows: \( \lambda_1 = 1.2338 + 5.6623i \), \( \lambda_2 = 1.2338 - 5.6623i \), and \( \lambda_3 = -13.6106 \). The eigenvalues satisfy the following relationships: \( \arg(\lambda_1) = 77\pi/180 > \alpha/2 \) for all \( \alpha < 0.85 \), \( \arg(\lambda_2) = 77\pi/180 > \alpha/2 \) for all \( \alpha < 0.85 \), and \( \arg(\lambda_3) = \pi > \alpha/2 \) for all \( \alpha \in (0, 1) \). We conclude that the point \( P_3 = (6.3245, -3.805, -5.3450) \). Its associated Jacobian matrix is described in the following form:

\[
J = \begin{pmatrix}
2.8571 & 5.3450 & 3.3805 \\
-5.3450 & -10 & 6.3245 \\
-3.3805 & 6.3245 & -4
\end{pmatrix}.
\]

The eigenvalues of the previous matrix are as follows: \( \lambda_1 = 1.2338 + 5.6623i \), \( \lambda_2 = 1.2338 - 5.6623i \), and \( \lambda_3 = -13.6106 \). The eigenvalues satisfy the following relationships: \( \arg(\lambda_1) = 77\pi/180 > \alpha/2 \) for all \( \alpha < 0.85 \), \( \arg(\lambda_2) = 77\pi/180 > \alpha/2 \) for all \( \alpha < 0.85 \), and \( \arg(\lambda_3) = \pi > \alpha/2 \) for all \( \alpha \in (0, 1) \). We conclude that the point \( P_4 = (-6.3245, -3.805, -5.3450) \) is not stable when the order exceeds 0.85.

This section's main conclusion is that all the points are not stable when the Caputo derivative exceeds the order \( \alpha = 0.85 \). We can observe that all the eigenvalues except the trivial equilibrium point prove the symmetry the fractional-order system considered in this paper under the changes of variables \((x, -y, -z), (-x, -y, z), \) and \((-x, y, -z)\).

8. Conclusion

We focused on this paper on the local stability analysis of the fractional-order system’s equilibrium points. When the fractional derivative order exceeds 0.85, all the points of the considered fractional-order system are not stable. Therefore, the fractional-order system respects one of the most important chaos system properties. There is instability of the equilibrium points. The phase portraits represented for the fractional-order system provided the fractional order that have various impacts on the model’s dynamics. Another finding is related to the Lyapunov exponents in the fractional context. The calculations of the Lyapunov exponents permit us to detect two types of dynamics: the chaotic behaviors and hyperchaotic behaviors. The Lyapunov exponents’ calculations to detect the nature of chaos in the fractional context are of paramount importance in the present investigations. The existence and uniqueness of our considered model’s solution have been discussed in terms of the Banach fixed-point theorem to support the numerical approach used in this paper to depict the possible phase portraits. A question is necessary for future investigation: how can the Lyapunov exponent be calculated to characterize the chaos when the system is incommensurable? In the context of an incommensurable system, how can the stability analysis be investigated? What will be the impact of the parameters and the fractional orders in the context of an incommensurable system? Many directions of investigations are asked in the above questions and are open for future studies.
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