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Abstract: Market participants often invoke the concept of discrete state when discussing financial markets. Bull market, bear market, depression, and recession are all terms that map to discrete market states. Mental models of how markets behave in each state and transition between states are then applied to decision-making. Implicit to that approach is the assumption that states are persistent and recurrent over time. This article seeks to formalize notions of discrete market states by proposing a parsimonious and innovative approach to segmenting periods of time into discrete states. The technique is demonstrated and evaluated in a series of case studies.

1. Introduction

Financial markets are complex systems representing the global interaction of millions of individuals with widely varying objectives. The actions of each participant influence the state and behavior of the financial market system, which in turn influences the reactionary, future behavior of other market participants. The complex nature of such a system can result in abrupt changes in behavior, which may significantly impact participants (Farmer et al., 2012). Consider, as an example, the drastic change in return, volatility and correlation patterns exhibited in the global stock markets during the global financial crisis of 2008. Many participants suffered financial ruin during this period because they neither anticipated nor understood the scale to which the market behavior would change. Alternatively, others profited because they were able to anticipate the
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In this research article, a new technique is presented for classifying and describing periods of time in the financial markets. Market participants often think in terms of discrete states when discussing financial markets. Bull market, bear market, depression, and recession are all terms that represent discrete market states. Mental models of how markets behave in each discrete state and when transitioning between states are presented. This article seeks to formalize notions of how market states are defined by proposing a parsimonious approach to segmenting periods of market time into discrete states and offers methods for evaluating the resulting system of discrete states. The technique is demonstrated and evaluated in a series of case studies.
changes in market behavior and respond to the prevailing market conditions. The impact that
market behavior can have on the well-being of investors has motivated observers to understand
and better describe the nature of markets.

One approach that remains popular to classify, model and describe the behavior of financial
markets is the idea of “state”. While in finance this concept goes by many names, such as regime,
cycle, phase or market, the underlying concept is the same—a subset of the greater whole than is
described in terms of key characteristics the values of which differentiate one state from others.
There are several reasons that “states” are well suited for applications in the financial markets.
First, the notation is natural and intuitive. Individuals already think of the financial market and
economy in terms of states whether they are aware of it or not. One of the most well-known
examples of state-based applications in the economy pertains to the business cycle. A robust
economy is known as an expansion; however, a declining or contracting economy is a recession,
a distinction made ex post facto. Whether the economy is classified as a recession or not is an
example of defining a financial market state. Many individuals and researchers think of the equity
markets as either advancing or declining, or to use the parlance of the financial markets, to be
either a “bull market” or a “bear market.” To classify market periods in a binary fashion is to
already consider financial markets in terms of discrete states.

The highly influential work on the subject, Hamilton (1989) introduces an original approach for
modeling the business cycle by examining changes in regime using a discrete-state Markov
process. Using a four-state model, Hamilton showed the change in underlying regime parameters
as an economy shifted from one discrete state to another (Hamilton, 1989). When modeling and
analyzing a system using a discrete state-based framework, there are several important questions
that must be addressed and answered. One of the most important of these asks whether the
discrete states of this system are recurrent and persistent.

This paper proposes an innovative approach for defining and evaluating states in the financial
markets to investigate the question of whether market states are recurrent and persistent. The
approach is presented according to the following framework:

1. Introduce an innovative and parsimonious feature set on which to make state classification
decisions
2. Create market states using clustering algorithms
3. Calculate the probability of membership in each state for observation in the hold out set
4. Evaluate the quality of states by examining the state transition dynamics and feature
   similarities
5. Examine the results of the innovative approach through case studies

This approach is unique compared to state-based modeling research due to the dynamic,
multistate nature of the approach. Additional, states are defined according to the underlying
data without consideration to the characteristics a state should have in advance.

2. Data
The analysis incorporated within this paper is based on daily price and yield data for seven
investment assets representing the major US equity indices and bonds from 1979 to 2018. Four
domestic equity indices of varying market capitalization are included: S&P 500, NASDAQ
Composite, Dow Jones Industrial Average, and the Russell 2000. The three bond products, which
represent both public and corporate bonds, are: 10-year Treasury, Moody’s AAA, and Moody’s BAA.¹

3. Market state measures
The intended use of any state-based model must be a primary consideration when selecting the
feature set from which states will be created and the associated feature set must be selected with this
objective in mind (Scherer, Adams, & Beling, 2018). It needs to capture the key characteristics that differentiate states from one another in a meaningful way. Since the intended use of this methodology is to offer insight into the intelligent design of investment portfolios, the choice of features must support the intended use by providing information about the metrics of interest. Investment portfolios are commonly evaluated in terms of how well the portfolio balances the tradeoff between potential risk and potential reward. Harry Markowitz (1952) proposed a formal, scientific approach to address this problem in the seminal work, *Portfolio Selection* (Markowitz, 1952). Markowitz introduces a mean-variance optimization (MVO) model that yields the optimal portfolio for every expected return level possible for a given universe of assets. Markowitz believes that the optimal portfolio for any level of expected return is the one with the least risk, which is commonly measured in term of volatility, specifically standard deviation. His MVO model has two parameters—a growth vector of the expected returns, \( r \), of the assets in the universe of investments and the covariance matrix of asset returns, \( \Sigma \). The growth vector affects the expected return aspect, and the covariance matrix affects the expected risk aspects represented in terms of volatility, or uncertainty, because the risk of a portfolio is a function of both the amount allocated to each asset and co-movement of the assets.

The parameters of Markowitz’s MVO model serve as the foundation for our features selected to define market states; therefore, covariance acts as a measure of risk, and expected growth acts as a measure of return. Clustering methods use this feature set to segment the financial markets into states. These features—expected growth vector and covariance matrix—are multidimensional measures that each need to be reduced to a single number to be used by the clustering algorithms. The intended application of a state-based model determines the features by which states are defined. Researchers have used a variety of features in the state definition process: Neftci (1984) used unemployment rates (Neftci, 1984), Hamilton (1989) used GNP data (Hamilton, 1989), Ghezzi and Picardi (2003) applied dividend growth rates (Ghezzi & Picardi, 2003), Badge (2012) examined macro-economic factors (Badge, 2012), Owyang and Ramey (2004) used elements of monetary policy (Owyang & Ramey, 2004), Guidolin and Timmerman (2007) uses equity and bond returns to classify market cycles as “crash”, “slow growth”, “bull” and “recovery” states (Guidolin & Timmermann, 2007), and Whitelaw (2000) uses expected returns and volatility (Whitelaw, 2000). This research presents a unique perspective in terms of the feature set used to define states by considering elements of the covariance matrix. The covariance matrix reflects the co-movement of assets and, as Markowitz’s MVO model illustrates, impacts the volatility characteristics of a portfolio. The facts that this research presents support intelligent portfolio design and the influence of the covariance matrix on the overall portfolio volatility were the reasons for using a covariance-based feature in the state definition process.

The first feature measures the expected return, or growth, vector over \( z \) periods of time and condenses the aggregate growth into a single number by considering the expected returns of all the individual component assets and representing the expected growth vector as a magnitude of growth for all the assets. The return of \( z \) periods is calculated for each asset and summed for all \( n \) assets in the set, \( r \). The square root of the sum of squares is taken to condense the performance to a single number. The look-back parameter \( z \) can be adjusted at the discretion of the researcher based on the level of data granularity and the intended use of the analysis results. Equation 1 shows that the magnitude of growth is calculated using the Euclidean distance from the zero-return origin and represents the intensity of asset returns over the period of observation.

\[
m(r^{(z)}) = \sqrt{\sum_{i=1}^{n} r_i^2}
\]  

(1)

As shown in Equation 1, the magnitude measure, \( m \), does not reflect if the assets are moving in an increasing, positive manner or in a decreasing, negative one so a directional component, \( d \), is introduced to account for the market direction. The addition of the component \( d \) is intended to capture the overall directional trend of asset returns in \( r \). To capture the prevailing directional trend of prices in \( r \), the mean of returns of \( r \) is determined. Equation 2 shows that the variable \( d \) is directional
flag indicating whether the mean return is positive or negative by assuming a value of 1 or −1, respectively.

\[ d(r(z)) = \begin{cases} 
1 & \text{if } \frac{1}{n} \sum_{i=1}^{n} r_i(z) > 0 \\
-1 & \text{otherwise} 
\end{cases} \] (2)

The product of results from Equations 1 and 2 lead to the return growth measure, \( g(r) \), shown in Equation 3. The growth measure is a discontinuous function that experiences “jumps” in the plot of the function when the sign of \( d \) changes.

\[ g(r(z)) = d(r(z)) \times m(r(z)) \] (3)

Each of the subcomponents of the expected growth measure are shown in Figure 1(a). The magnitude value is plotted, and the value of the directional flag is overlaid in red. The addition of the directional flag results in gap between the elements of the subpopulations which have different values as shown in Figure 1(b).

The second feature, which measures the covariance matrix of assets in the investment universe, reduces the \( n \times n \) covariance matrix to a single number that can differentiate between periods of time in terms of the co-movement of assets. A common approach for quantifying a matrix, particularly a covariance matrix, is by calculating the distance between a base covariance matrix, \( A \), acting as a reference point and a covariance matrix of interest, \( B \). The base matrix may be selected for a variety of reasons, such as representing values of interest or an initial, starting state or values simply selected at random. This research applies a technique presented by Förstner (1999), which also calculates the distance to a base matrix, and is presented in Equation 4 (Forstner & Moonen, 1999).

\[ d_F(A, B) = \sqrt{\sum_{i=1}^{n} \ln^2 \lambda_i(A, B)} \] (4)

where \( \lambda_i(A, B) \) is the joint eigenvalue of the matrices.

As mentioned previously the calculation for \( d_F \) is made relative from a static, base covariance matrix, \( A \), to a matrix of interest, \( B \). Since all distances are affected by the choice of baseline matrix \( A \), there is a concern regarding the degree to which this selection affects the distance calculation. This question was examined by taking two periods that represent distinctive periods of market behavior and plotting the distance between the same \( A \) matrix. Two baseline matrices, \( B_1 \) and \( B_2 \), are calculated using all observations from Q1–Q2 2008 and Q3–Q4 2008, respectively. The \( A \) matrix incorporates a 22-day lookback period. This means that for each point in time \( t \) from the examination period (2013–2014) the previous 22 observations are used to calculate the covariance matrix. The distance between \( A_t \) and \( B_1 \) and then between \( A_t \) and \( B_2 \) is calculated. The examination window shifts one period and \( A \) is
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Figure 1. Expected return feature, \( g(r) \).

(a) Average return for assets in \( r \). The directional flag, \( d \), indicates whether the average return is greater than zero or not.

(b) The feature \( g(r) \) combines two component features: a directional component \( d(r) \) and a magnitude vector \( m(r) \).
re-calculated using the observation from time $t+1$ and the previous 22 periods. The distances between $A_t$ and $B_2$ are then recalculated and plotted. As shown in Figure 2(b), the selection of a base covariance matrix does affect the distance calculation; however, this effect is constant between points and can also be viewed as a vertical shift of distance plots. The constant difference in distance reduces the uncertainty and variability associated with this calculation as a quantifiable measure of the covariance matrix.

4. Techniques for determining market states

4.1. Assignment of the training set and cluster creation

The overall dataset must be subdivided into two smaller subsets: a training set which will be used to create the market states and a holdout, testing set which will be used to evaluate the state schema created on the training data. The selection of training and testing periods is a key step in the modeling process. Bailey et al. analyzed the problem of overfitting back-tested results in the context of investment returns. The paper presents that traditional statistical techniques designed to prevent or at least minimize regression overfitting are ill-suited and unreliable when applied to investment models and suggests the need to apply non-standard methods (Bailey et al., 2016). For the clustering methodology to be robust enough to be applied in periods beyond the training period and thereby prevent overfitting, the range of values across the list of features in the training set should encompass the range of values in the testing set. Figure 3 illustrates the observations.

(a) An example of the covariance distance described in Equation 4.

(b) Impact of different baseline matrices (2008: Q1-Q4) in covariance distance calculation.
from the training and testing sets to show whether the training region is representative of the testing region, which speaks to the robustness of the modeling approach. For this example, which includes observations of domestic market equities, 43% of all observations from the testing region (12/7/2007–3/6/2009) fall within the range of values from the training set (12/6/2006–9/25/2007). Differences are also examined based on the gaps created by the \( d \) component of the growth vector, \( g \), calculated in Equation 2, which determines the sign of the vector. The percent of testing values that fall within the range of training values for positive and negative \( g \) values is 45% and 29%, respectively. The boundaries of the training and testing regions shown in this example should be reconsidered because observations with low covariance distance values and large growth magnitudes in the testing set fall outside the boundaries of observation within the testing set. The modeling schema presented does not consider data points within this range of values and is therefore not correctly calibrated to address such data points properly.

Each observation can be quantified in terms of the two features of interest described in the previous section. Using these features, states within the financial markets can be created by grouping similar observations. Many techniques exist for creating groups, but this research applies unsupervised clustering algorithms from the field of machine learning. Differences in the groups created by the various algorithms is a function of the methodology applied by the algorithm as well as the inputs and even randomness (Romesburg, 2004). Many unsupervised learning approaches could be used to create states, such as DBSCAN, spectral methods, or Birch’s; however, this research presents results created using the k-means algorithm. The k-means algorithm was selected because it is a well-known and commonly used algorithm that produced similar clustering results in other potential methodologies as shown in Figure 4.

Prior to the application of a clustering algorithm, the issue of scale must addressed by placing all points on the same scale. Features exist on a variety of size scales, and cluster assignments are biased towards the feature with the larger scale. To account for the differences in scale of the
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**Figure 4. Comparison of clustering methods results for \( k = 4 \) configuration.**

(a) Results for k-Means. Similar to those in 4b and (b) Spectral clustering results. Similar to those seen in 4a and 4c.

(c) Results for Birch’s Method. Similar to results (d) Agglomerative Method results are unlike others. Algorithm created one dominant cluster.
growth and covariance features, the data used to create the clusters must first be normalized. A common method for normalizing data sets is to calculate the number of standard deviations an observation is from the mean and represent the value in those terms according to Equation 5.

\[
x' = \frac{x - \bar{x}}{s_x}
\]

where \(x\) and \(s_x\) are the sample mean and standard deviation, respectively, of the population of the feature \(x\).

Once the data has been normalized, a clustering algorithm can be applied without bias to feature size. Examples of results from four (4) algorithms are presented in Figure 4 to show a sample range of results based on technique. All four methods required \(k\) as an input, so a value of \(k = 4\) was provided to each. The optimal numbers of clusters \(k\) will vary based on the problem. For the purposes of this article, a value of \(k = 4\) was selected to provide a clustering solution that is general enough demonstrate the overall concept while providing enough detail as to illustrate pertinent differences in the clustering solutions presented. The methodology for selecting the value of \(k\) falls outside the scope of this article; however, this question lies at the center of creating an effective clustering methodology. Similar results were achieved by three of the four algorithms; however, one method—Agglomerative Method—produced a single, dominant cluster comprising the vast majority of observations with the remaining clusters being sparsely populated (Figure 4(d)). The results for the Agglomerative method show that it is not well suited in this case and was removed from consideration; however, given the similarities in results of the other three methods, one can be used as an illustrative example. The k-means algorithm is a well-known, commonly used method that produced results like those of the other two methods and therefore will be used as the example algorithm.

Applying a clustering algorithm to the training set, each daily observation consisting of the n-day growth vector magnitude and n-day covariance matrix distance pair is assigned to a specific state. Figure 5 shows the results of this sample clustering schema, which indicates the state to which each observation from the training set was assigned. Daily observations from the training set are assigned to one specific state because these cluster assignments define the framework for the overall state-based schema and subsequently acts as the foundation on which all future clustering decisions are based. Observations from the training set are not assigned absolutely to a cluster.
Assignments from observation in this set are made probabilistically by considering the likelihood of membership in each of the various clusters.

### 4.2. Probabilistic assignment of observations in the testing set

Unlike observations in the training set, which are assigned to a specific cluster (see Figure 5), the observations in the testing set are not explicitly assigned membership in a particular cluster. Instead, observations from the testing set are given a likelihood of membership a state based on similarities to the “typical” state member, which is expressed as the state’s centroid. Therefore, the distance between an observation \( x \) and the centroid for cluster \( k \), \( x^{(k)} \), can be calculated by the formula:

\[
d_k(\mathbf{x}, \mathbf{x}^{(k)}) = \sqrt{\frac{\sum_{j=0}^{n_j} (x_j - x_j^{(k)})^2}{n}}
\]

where \( j \) is the feature, and \( n_j \) is the total number of features used to describe the state.

Throughout this paper, two features—growth magnitude vector (\( g \)) and covariance distance (\( \text{cov} \))—are used as the features of interest to create states. The specific distance formula for this example is:

\[
d_k(\mathbf{x}, \mathbf{x}^{(k)}) = \sqrt{(x_g - x_g^{(k)})^2 + (x_{\text{cov}} - x_{\text{cov}}^{(k)})^2}
\]

The distance measure \( d_k \) from Equation 7 serves as the sole input parameter for determining state probability membership; however, the probability that an observation is a member of any given state is inversely related to its distance from the cluster’s centroid. The closer an observation is to a cluster centroid, the greater the degree of similarity to the typical member of the cluster. In terms of the variable \( d_k \), an observation with a lower distance value to cluster \( k \) has more in common with the members of that cluster than an observation with a higher \( d_k \) and therefore has a higher probability of membership in that state. The inverse \( d_k \) ratio must be normalized as shown in Equation 8 to transform the ratio into a membership probability. The relationship between distance to a cluster can be expressed as:

\[
p_k = \frac{d_k^{-1}}{\sum_{i=0}^{n} d_i^{-1}}
\]

Using the relationship from Equation 8, the probability of membership in each state for observations in the testing set is shown in Figure 6.

Using this methodology, each observation is given a probability of membership to every state. While such an approach has its benefits, chief among them is consideration to low probability events; however, this can also introduce noise into the analysis in the form of low probability membership events. One approach to address this issue is through the introduction of a level of confidence for state membership. This can be accomplished through the introduction of confidence ellipsoids, which is the multivariate (in this example, a bivariate case is presented) analog to a statistical confidence interval. Like a confidence interval, confidence ellipsoids relate to the underlying population parameters. For example, a 95% confidence ellipsoid would not necessarily be expected to encircle 95% of the state observations; however, if repeated sampling from the underlying distribution were performed, the population mean would be expected to fall within the ellipsoid 95% of the time. For the purposes of this research, the ellipsoid acts as a quantifiable threshold for deciding whether an observation is eligibility for considerable as a member for a state (Draper & Smith, 2014; Friendly, Monette, & Fox et al., 2013).

The confidence ellipsoid is a function of four variables: 1) the magnitude of the major axis, 2) the magnitude of the minor axis, 3) the scale of the ellipsoid (the level of confidence the ellipsoid
represents), and 4) angle of orientation about the axis. The first two variables—magnitude of the major and minor axis, or height and width—are a function of the variance. High variance indicates that the data is widely distributed, and the mean is not well established, so the ellipsoid will be extended further in the direction of the high variance distribution. The basic equation in Equation 9 for an ellipsoid is applied to generate a shape with the appropriate proportions given the variance of each feature, $a$ and $b$. The $a$ and $b$ axis represent features, which in the case of this example would be the growth vector and covariance distance, respectively. Large ellipsoids represent states with a wide range of values in one or both features, which would indicate that the state is more general than a state with a smaller ellipsoid and more concentrated feature set of its members.

\[ f(a, b) = \left( \frac{a}{\sigma_a} \right)^2 + \left( \frac{b}{\sigma_b} \right)^2 = s \]  

(9)

The third variable—confidence scaling factor of the ellipsoid—increases the size and by extension the level of confidence the results represent; however, the estimations about confidence need to be made with respect to a specific, underlying statistical distribution. A Chi-Squared distribution was selected because the terms $\left( \frac{a}{\sigma_a} \right)^2 + \left( \frac{b}{\sigma_b} \right)^2$ in Equation 9 represent an independent sum of squares distribution, and the sum of squared Gaussian observations is distributed according to a Chi-Squared distribution (Johnson & Kotz, 1970). Using this distribution assumes of normality within the feature set, which may not hold true for all instances; however, the goal of this application is to provide a heuristic for assigning observations and therefore an approximation of statistical confidence is sufficient for this purpose. This scaling factor can be introduced by replacing $s$ in Equation 9 with the appropriate value from the Chi-Squared distribution that represents the appropriate level of confidence. Three commonly used values ($df = 2$) are: 90% 4.605, 95% 5.991, and 99% 9.210. An increase in the confidence level corresponds to a larger $S$ value, which in turn corresponds to a larger ellipsoid. All points which satisfy Equation 10 meet the criteria for membership in the state at the given level of confidence.

\[ \left( \frac{a}{\sigma_a} \right)^2 + \left( \frac{b}{\sigma_b} \right)^2 \leq S \]  

(10)

The first three variables defined the shape and size of the ellipsoid. The fourth variable specifies the orientation of the ellipsoid. Just as the variance of each of feature affects the magnitude of the
major and minor axis of the ellipse, the direction of the variance as defined by the covariance matrix impacts the orientation of the ellipsoid as well. The eigenvalues of the covariance matrix—\(v(a)\) and \(v(b)\)—represent the variance of data in the direction of the eigenvectors. Using Equation 11, the angle of orientation, \(\theta\), between the major axis and the x-axis can be calculated.

\[
\theta = \arctan\left(\frac{v(a)}{v(b)}\right)
\]

(11)

Deriving the orientation angle to the x-axis from Equation 11 and applying it to the ellipsoid created through Equation 10 can be used to create confidence ellipsoids for each example result shown in Figure 4(a). The resulting cluster assignments with corresponding confidence ellipsoid overlays are illustrated in Figure 7.

The ellipsoid boundaries calculated in Equation 10 and shown in Figure 7 can be applied to the test set to determine the threshold for which states an observation can be probabilistically assigned and which states are removed from consideration. Figure 8 shows the observations from the test set with the confidence ellipsoids based on the states from the training set. Observations that only fall within a single ellipsoid would be assigned to a single state, observations that reside in overlapping ellipsoids would be probabilistically assigned to states as described in Equation 8. In the next section, we discuss how to evaluate the states created using this approach.

5. Methods of evaluating market states

Having outlined a methodology for measuring key market characteristics, defining market states based on those key characteristics, and probabilistically assigning future periods to each of these market states, the results of this methodology must be evaluated to determine whether they offer value through the application of this state-based approach. The evaluation criteria revolve around the ideas of recurrence and persistent behavior. Both are essential to the practical application of any results derived from this method. First, for any insight derived from this approach to be useful, the state must recur. Otherwise, there would be no opportunity to use any insight gained. Secondly, knowing that a market state will recur at some time in the future is a necessary but not sufficient condition for adding value. There must also be a degree of insight into the behavior of the market while in that state.

Visual inspection of the transition behavior in Figure 5 suggests that observations are capable of 1) leaving a state indicating that it is non-absorbing in nature and 2) return to any state
after transitioning from it indicating recurrent behavior. Both are necessary characteristics for this research because to examine the transition dynamics in a scientific and objective manner, the system of market states should be modeled as a Markov process. Such a model determines the probability of transitioning to future states \( j \) is governed only by the current state \( i \), and any state visited prior, denoted as \( k \), does not affect the transition dynamics of the system (Bertsekas, 2002).

A transition probability matrix is a method of representing the transition behavior of a system. The matrix \( P \) in Figure 9(a) represents the probability a system being in state \( j \) conditional on visiting \( i \) in the previous time stage, \( p_{ij} \), for all combinations of states \((0, n)\), where \( p_{ij} = P(x_{t+1} = j | x_t = i) \).

Visual inspection of Figure 5 demonstrates that each state is visited more than once suggesting that if a system leaves any state, it can return to that state. This finding of recurrent behavior can be reinforced by examining the system's transition probability matrix from which the long-run, steady-state probability matrix can be calculated. Using the example transition matrix shown in Figure 9(b), steady-state probabilities for the system are \([0.098 0.544 0.053 0.304]\). All probabilities are greater than zero showing that all states can be reached at some point in future. If a state was not recurrent, the steady state for it would be zero (Bertsekas, 2002). This characteristic is important in modeling the financial markets from a state-based perspective because the value added from such a model is predicated by the expectation that the system return to a given state, which in turn provides insight into the behavior of the system. The transition probability matrix and data used to create it can be used to examine the existence of the Markov property.

\[
P = \begin{pmatrix}
p_{0,0} & p_{0,1} & \cdots & p_{0,n} \\
p_{1,0} & p_{1,1} & \cdots & p_{1,n} \\
\vdots & \vdots & \ddots & \vdots \\
p_{n,0} & p_{n,1} & \cdots & p_{n,n}
\end{pmatrix}
\]

(a) Generalized transition probability matrix

\[
P = \begin{pmatrix}
0.91 & 0.00 & 0.09 & 0.00 \\
0.00 & 0.95 & 0.00 & 0.05 \\
0.15 & 0.02 & 0.84 & 0.00 \\
0.01 & 0.09 & 0.00 & 0.90
\end{pmatrix}
\]

(b) Matrix for training set example
The existence of the Markov property can be examined using a frequency-based approach to determine if being in state \( k \) prior \( i \) had an effect on the transition probabilities to state \( j \). The \( \chi^2 \) test was used to determine if there is a statistically significant difference in transition probabilities based on the prior state \( k \). All \( i, j \) combinations should be examined to determine the degree to which the system as a whole exhibits the Markov property (Devore, 2015; Scherer & Glagola, 1994).

Table 1 shows how to structure the \( \chi^2 \) test for examining the Markov property. This test uses the matrix \( P \), only the \( p_{ij} \) values where \( i = 1 \) and \( j = 1 \) are included. Separate tests must be performed on each \( i, j \) pair. The sample is divided into subsets depending on the state \( k \) visited prior to being in \( i \) and is represented by a row in the table. For a subset to be eligible for the \( \chi^2 \) test, the expected number of observations must be equal to at least five (5) records. Otherwise, the row should be excluded from consideration (Devore, 2015). In this example, two rows \( (k = 1, 3) \) meet the minimum expected number of observation requirements and may be included in the calculation.

Table 1. Result summary for \( \chi^2 \) test of Markov Property: \( p_{1,1} \)

| \( k \) | \( p_{1,1} | k \) | \( O_j = 1 \) | \( O_{j=1} \) | \( n_{ij} \) | \( \hat{E}(\text{Obs}) \) | Eligible? |
|---|---|---|---|---|---|---|
| 0 | 0.00 | 0 | 0 | 0 | 0.00 |  |
| 1 | 0.96 | 574 | 24 | 598 | 564.83 | X |
| 2 | 1.00 | 1 | 0 | 1 | 0.94 |  |
| 3 | 0.70 | 23 | 10 | 33 | 31.22 | X |

The \( \chi^2 \) test is structured to examine the null hypothesis that equality exists among the transition probabilities given prior \( k \) state values, i.e. there is evidence of the Markov property. The statistical test found a p-value of 0.13 for the transitions for \( p_{1,1} \); therefore, the test fails to reject the hypothesis that the Markov property exists for any level of significance less than 0.87. The testing should be repeated for all \( p_{ij} \) values in the same manner.

A second method to evaluate the efficacy of states created is to examine the persistence of the state characteristics between the training set on which the states were created and the testing set on which the states are evaluated. Specifically, the two features used to create the states—growth vector and covariance distance—are examined on a state-by-state basis using membership from the training set and distributions of feature characteristics are created. These distributions are then compared to those from the training set to determine if the features are statistically similar. Since observations from the testing set are probabilistically assigned to each state, testing set observations are assumed to be members of the state to which it has the highest probability of membership. The two-sample Kolmogorov-Smirnov (K-S) test compares two datasets to determine if they are statistically different. The K-S test was selected because it is non-parametric and makes no normality assumptions regarding the distribution of the data sets. The distributions of feature values for each feature-state pair are compared using the K-S test statistic, which is based on the point of maximum deviation between the cumulative distribution function of the training and test sets. Take as an example the growth vector for State 1. The distribution of values for both sets is shown in Figure 10(a), and the associated cumulative distribution from which the K-S test statistics is derived is shown in Figure 10(b).

\[
D_{n,m} = \sup_z |F_1(z) - F_2(z)|
\]  
(12)

where \( F_1(z) \) and \( F_2(z) \) are the cumulative distribution being compared consisting of \( n \) and \( m \) observations, respectively, and \( \sup \) is the supremum function.

Using the cumulative distribution, the test statistics, \( D \), is calculated to be 0.508 using Equation 12, which equates to a p-value of 0.0001. The null hypothesis that the two samples come from the same underlying distribution is rejected (Hazewinkel, 2001). This statistical result is supported by a visual examination of the distributions in Figure 10(a). The distributions of feature values, and by...
extension the behavior of the population in terms of this particular feature of interest, are statistically different between the training and test sets.

A third method for evaluating the results of clustering examines whether the transitional dynamics of the schema are robust. More specifically, it tests whether the transition behavior of the states from the training set as quantified by a transition probability matrix persists to states in the testing, hold-out set. As previously discussed, observations from the training set are members of states to a certain degree of probability as contrasted to states in the training set from which observations are assigned to states absolutely. To address this issue, observations are assigned to the nearest, highest-probability state from which the testing transition probability matrix is calculated. The comparison between the two matrices is made using the \( \chi^2 \) test (Bartlett, 1951; Billingsley, 1961). This approach uses the state transition probabilities, \( p_{ij} \), from the training set combined with the number of actual observations in the state \( i \) from the testing set to determine the expected number of observations in state \( j \). A statistical test is conducted on the differences between the expected number of observations and the actual number of observations to determine whether the differences are statistically significant.

5.1. Results

The results of this methodology are presented in the form of three case studies which employ empirical data to demonstrate the outcome if this approach been applied to various historical periods. The bounds for each case are detailed in Table 2. A basket of domestic stock indexes and bonds was selected as the financial assets of interest based on overall notoriety and significance to the financial markets.

5.2. Case study 1: roaring 1980s & 1990s

The 1980s and 1990s represented a bullish period in domestic financial market history. The US experienced a strong economic recovery and sustained period of expansion that led to a steadily advancing domestic stock market free from periods of sustained negative performance, and bonds

| Table 2. Time parameters for case studies |
|----------------------------------------|
| Training | Start | Case 1 | 1/1/1980 | Case 2 | 10/1/2002 | Case 3 | 12/31/1979 |
|          | End   |       | 12/31/1994 |       | 10/1/2007 |       | 12/31/2015 |
| Testing  | Start |       | 12/31/1994 |       | 10/1/2007 |       | 12/31/2015 |
|          | End   |       | 12/31/1999 |       | 3/10/2009 |       | 3/23/2018  |
| Baseline Cov. | Start |       | 1/5/1979  |       | 7/1/2002  |       | 1/5/1979  |
|          | End   |       | 12/31/1979 |       | 10/1/2002 |       | 12/31/1979 |
were paying high interest rates to compete with a strong equities market. The sustained period of economic and market growth was interrupted by a brief but notable market event occurred in October 1987 known as “Black Monday”, which represented a 22% single-day decline in the Dow Jones Industrial Average. The first case study examines this period using the first 15 years (1980 to 1994) as the training set on which to build and define the clustering scheme, and then the period from 1995 to 1999 to test and evaluate the results of the clustering. Each observation represents the 22-day growth magnitude and the covariance distance from the baseline covariance matrix as described in Figure 2. The reference covariance matrix is calculated using a data from a 22-day subset.

The features from the training and testing set are shown as a pairwise plot in Figure 11(a). The range of feature values for observations from the testing set are contained, more than 0.99 of the population, from known and observed data values contained in the training sample. The selection of the training and testing regions represents a crucial step in the modeling process. If values from the testing sample fall outside the range of feature values used to develop the cluster schema, the efficacy of the model comes into question as the data falls outside the scope of the modeling process as in the case shown in Figure 8. The training set presented in Figure 11(b) appears representative of the values in the testing evaluation set. The k-means algorithm is applied to the training feature set, and the cluster assignments are for the four-state configuration are displayed.

The results from this clustering schema are summarized using normalized values in Table 3. The clustering results distributed observations among states such that no single state contains most of observations nor is any state so sparsely populated as to make it lack representation of a substantive portion of the population. The $g$ and $cov$ values represent the centroids for each cluster.

The cluster-specific distribution of values for each feature is calculated using observations from the training set, which is compared with the distribution from the corresponding cluster–feature combination. The growth features for Cluster 3 do not persist between the training set and the testing set samples. The K-S test yielded a p-value of 0.007, for example, which conclusively rejects the hypothesis that the features were drawn from the same underlying distribution for the growth magnitude shown in Figure 12(a) with a high degree of certainty. Visual inspection of the figure confirms the differences between the distributions. Conversely, the distributions of covariance distance in Cluster 2 are similar and cannot be said to be statistically different. The K-S Test

![Figure 11. Feature values and cluster assignment.](image)

(a) Feature values for Case 1 observations

(b) K-means clustering configuration

| Cluster | No. of Obs. | $g$  | $cov$ |
|---------|-------------|------|-------|
| 0       | 201         | 0.93 | -0.89 |
| 1       | 255         | 0.48 | 0.50  |
| 2       | 157         | -1.28| -0.75 |
| 3       | 159         | -0.69| 1.05  |
produced a p-value of 0.669, which fails to reject the hypothesis that the two distributions are statistically similar as shown in Figure 12(b). Only two of the eight features were found to show statistical differences between the training and testing set values—growth features in Cluster 1 and 2. If the proportion of features that fail to pass the statistical similarity test falls below a threshold deemed significant as set by the user then the expectations of accuracy and predictability based on the clustering results should be tempered since the underlying feature behavior of populations from test and training sets is not statistically significant. The transition probability matrices, shown in Figure 13, were compared to one another to determine if the transition dynamics between states were persistent between the training and testing sets.

Visual inspections would suggest some similarities; however, the comparison must be made statistically using the \( \chi^2 \) test. The results of the \( \chi^2 \) test are shown visually in Figure 14. When \( \chi^2 \) test value falls to the left of significance level threshold, such as 90% or 95% confidence level, then the test fails to reject the null hypothesis that the populations are similar. Any result that falls to the right of the significance level of interest has enough statistical evidence to reject the hypothesis that the populations are the same. The test produced a p-value of 0.13, which is close to the rejection region at 90% confidence level as shown in Figure 14 but does not fail statistically. Situations, such as this, are left to the discretion of the user when to reject the results or to accept them. The decision of selecting the appropriate level of significance for this test is left to the user.

5.3. Case study 2: financial crisis of 2008

The Financial Crisis of 2008 is considered by many to be the most severe financial market event since the Great Depression of the 1930s. It began with a catastrophic situation in the subprime mortgage market and expanded into a banking crisis resulting in the collapse of major institutions, such as Lehman Brothers. A global economic downturn ensued resulting in financial market prices falling worldwide. Because of the catastrophic impact this crisis, regulators around the world instituted policies to safeguard consumers and financial markets, such as Dodd–Frank Wall Street Reform and Consumer Protection Act and Basil III. The second case study examines this period to see how the state-based approach would perform during this watershed moment in financial market history. The training set used is the five years (10/2002 to 10/2007) prior to the

\[
P_{\text{train}} = \begin{pmatrix}
0.76 & 0.18 & 0.04 & 0.02 \\
0.12 & 0.71 & 0.02 & 0.15 \\
0.08 & 0.06 & 0.73 & 0.10 \\
0.01 & 0.17 & 0.15 & 0.65
\end{pmatrix} \quad P_{\text{test}} = \begin{pmatrix}
0.71 & 0.23 & 0.03 & 0.01 \\
0.13 & 0.75 & 0.04 & 0.06 \\
0.09 & 0.11 & 0.62 & 0.16 \\
0.00 & 0.17 & 0.26 & 0.55
\end{pmatrix}
\]

(a) Training set probability matrix (b) Testing set probability matrix
beginning of the financial crisis. The cluster schema created is tested on the market decline period from 10/2007 to 3/2009.

The importance of selecting a training set that is representative of the set on which the model impacts how robust a clustering model will be. The training period did not experience the magnitude of market events, particularly negative market events, that were experienced in crisis test set. Figure 15(a) shows that only 0.65 of the testing set falls within the bounds of the training set. Most of the uncaptured observations have large, negative growth rate values. More specifically, only 0.55 on the observations with negative growth values fell within the training bounds. This suggests that the model was not properly calibrated for extreme market declines. This concern is reinforced by Figure 15(b), which shows that very few observations from the test set fall within a two-standard deviation confidence ellipsoid on a cluster created from training set data.

The cluster-specific feature values between training and testing sets did not show the same similarities seen in case study 1. Given the results shown in Figure 15(b), few observations were close to, or fell within the confidence ellipsoid of, the nearest cluster. This concern for the robustness of the characteristics of states was supported by the K-S test results. The statistical test conclusively rejected (significance level of 0.10) six of the eight features dismissing the idea data came from the same distribution. Figure 16(a and b) illustrate this result. Tests of these features resulted in p-values of approximately 0 in both cases.
Specifically for the growth vector in Figure 16(b), the values from the holdout set are skewed left indicating that there were a higher concentration of large, negative values observed in the test set than in the training set. The remaining two features—both from the same, sparsely populated cluster in the test set (Cluster 1)—did not have sufficient observations to conduct a test.

The test for the Markovian property yielded mixed and inconclusive results. The sample size and distribution of observation in the test set clusters did not provide enough expected observations for many of pairwise combinations to be statistically tested. Only 3 of 16 pairwise combinations met the recommended minimum sample size needed to perform the test; however, all those combinations showed statistical evidence of the Markov property. These combinations fell along the diagonal of the transition probability matrix representing the self-transitions for Clusters 1, 2 and 3. The p-values associated with the test of Cluster 1, 2, and 3 were 0.61, 0.92, and 0.72, respectively, presenting very little evidence in support of rejecting the hypothesis that the observations came from different distributions and therefore are not Markovian.

The next test evaluates whether the transition probability matrices between the training and test sets shown in Figure 17(a and b) are statistically similar. The $\chi^2$ Test results conclusively reject the hypothesis with a p-value of approximately 0.

This case study presents an example of a clustering schema that did not produce a robust model of market states and the metrics from which the conclusion about model quality could be drawn. The training set was not representative of data from the holdout, e.g. test set, which could be observed by the percentage of testing set data values that fell within the bounds of the training set in addition to the number of testing set observations that were encompassed within the two-standard deviation confidence ellipsoids. The K-S test demonstrated that feature values were not distributed in a comparable manner. The most populated states (1, 2, 3) showed signs of the Markovian property with respect to self-transitions. However, the transition probability matrices comparison between sets showed that similar transitional behavior did not

![Figure 16. Kolmogorov-Smirnov (K-S) test: feature comparison.](image)

![Figure 17. Comparison of transition probability matrices.](image)

(a) The covariance distance for training and hold out (b) The growth vector values for training and hold out testing set for Cluster 3. Statistically different. Out testing set for Cluster 0. Statistically different.

$$P_{train} = \begin{pmatrix}
0.70 & 0.11 & 0.11 & 0.08 \\
0.09 & 0.65 & 0.24 & 0.02 \\
0.08 & 0.12 & 0.66 & 0.11 \\
0.16 & 0.02 & 0.26 & 0.55
\end{pmatrix} \quad P_{test} = \begin{pmatrix}
0.94 & 0.00 & 0.00 & 0.06 \\
0.00 & 0.00 & 1.00 & 0.00 \\
0.05 & 0.00 & 0.91 & 0.05 \\
0.00 & 0.25 & 0.50 & 0.25
\end{pmatrix}$$

(a) Training set probability matrix (b) Testing set probability matrix
persist, and the solution presented was not a robust one. If this is found to be the case for a given clustering schema then the training period and number of clusters should be reconsidered to find a configuration that produces results that are similar enough to meet the user’s specifications.

5.4. Case study 3: 1980 to present

The previous example illustrated the risks of using a state-based approach when many observations from the model’s evaluation set fall outside the range of observations used to create the model. The Case 2 scenario results in model states that do not adequately capture the behavior of the period being evaluated. A solution to this problem is to examine more observations by expanding the training set used to define the state-based model. By including more observations, a more complex and granular model can be created. Case 3 examines a larger subset of data than the other two case studies. As shown in Figure 18(a) the model is created using data from 1980 through 2015 and then evaluated on 2016 to 2017 data. Further examination of the observations finds that all observations from the testing set fall within the bounds of the training data. Given the size of the data set, a more complex 10-state model is created as shown in Figure 18(b). Note that the confidence ellipsoid for each state contains a considerable number of observations on which to derive the state centroid.

Figure 18(b) shows observations from the test set and an overlay of confidence ellipsoids for the states defined by the training set data. Some ellipsoids do not have test set observations fall within their bounds. This is not unexpected given that the test set is comprised of data from a two-year period of time and instances of all 10 states from the model may not occur during that period of time. Conversely, some observations fell within regions where multiple ellipsoids overlapped suggesting membership in multiple states. Approaches for addressing such situations are left to the user based on preference and the intended use of the information derived from the state-based analysis; however, a future paper presents techniques for addressing such cases in practical applications, such as techniques for incorporating the probability of state membership into decision-making.

Increasing the number of states resulted in more pairwise combinations of states that could be tested for the existence of the Markovian property in the system and also resulted in higher ratio of

Table 4. Summary of Markov Property tests for all case studies

| Case Study | Eligible Pairs | Rej \( \alpha = 0.05 \) | Rej \( \alpha = 0.10 \) |
|------------|----------------|------------------------|------------------------|
| 1          | 8              | 2                      | 3                      |
| 2          | 3              | 0                      | 0                      |
| 3          | 18             | 1                      | 3                      |
tests that failed to reject that the property existed. Of the possible 100 pairwise combinations, 18 were able to be tested. Of these 18 combinations, only 1 was rejected at a significance level of 0.05 and an additional 2 were rejected at a level of 0.10. This is higher concentration of combinations that exhibited evidence of the Markov property than the example presented in Case Study 1. While Case Study 2 presented an example in which all combinations showed evidence of the property, the small number of combinations eligible for testing failed to produce conclusive results. These results discussed are summarized in Table 4. The test results illustrate the benefit of defining the markets in a more granular and detailed manner by showing the persistence of transitional behavior between states by demonstrating the existence of the Markov property.

This example shows the value in increasing the level of granularity and detail in the states by increasing the number of states; however, the optimal number of states, $k$, is dependent of the model and data set in question. The process of determining the number of states is addressed in a future paper.

### 6. Conclusions
This article presents a new methodology for classifying periods of time in the financial markets. A discrete, state-based approach is used to subdivide time. State membership determinations are made using machine learning algorithms, which make assignments based on a two-dimensional feature set of expected growth and covariance values. The selection of features on which to make clustering decisions comes from traditional finance theory, specifically the research of Markowitz (1952). States are then defined without a preconception or bias as to which characteristics should be possessed by any state. Instead, states are created by clustering together observations with similar features.

The article goes on to propose an approach for making probabilistic determinations of state membership for all observations in a holdout set based on proximity to the centroid of each state created from the training data. The numbers of clusters selected for the model are crucial, and therefore future research into this selection process is needed, given the importance of the decision. It is imperative that the future research determines an appropriate metric on which to make this decision based on the objective of the clustering applications. Accounting for the application of the clustering methodology plays an important part in the determination of the metrics used.

The article discusses the importance of evaluating the efficacy of the states produced through this approach and presents metrics for examining the behavior and similarities between the base states and closest states in a testing set. Consistencies in state transition dynamics can be examined using a Markov model framework and then examine the transition behavior statistically using the Chi-Squared test. An application of the Kolmogorov-Smirnov (K-S) test is presented to examine the persistence of feature values between states in the training and testing data sets.

Future research could build on the foundation of work presented within this article in several areas. First, the development of a process to select the number of states for the model. A two-state model may not provide enough resolution to make well-informed decisions. A formalized methodology should be researched and developed that can provide a framework for making this determination given the data and intended use of the model. Second, research should be conducted into the practical applications of this underlying methodology. One practical application, in particular, recommended for future research is portfolio design, and the ways to incorporate this methodology into that pursuit. Several specific research questions related to portfolio design include examining the value of using separate data sets for creating states and then for making asset allocation decisions, how to make portfolio allocation decisions given state membership information, and how to make asset allocation decisions using probabilistic state membership information. Lastly, a richer feature set should be researched to gain additional insight into the quality of states created by incorporating additional features. Potential features for examination include higher order moments, such as skewness or kurtosis of the price data.
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Notes
1. The source of the data is the Federal Reserve Economic Data (FRED) https://fred.stlouisfed.org.
2. The first half and second half of 2008 represent distinctly different periods of time in financial market history. Following the decline of global equity markets in Q4 2007, the many markets did not experience large gain or losses in the first half (Q1, Q2) of 2008; however, in the second half (Q3, Q4), markets worldwide experienced dramatic losses.
3. The centroid is a way to represent the point at the center of a cluster. It is a measure of central tendency of each feature for the members of a cluster. It can be derived by calculating the arithmetic mean of each feature (Kevin, 2012).
4. The steady-state probability of a Markov chain represents the long-term probability of being in a state at any point in time. It can also be thought of as the percentage of time spent in each state in the long term. Given that the steady-state is based on a long-term view of the system, the steady-state values are independent of the initial starting state (Bertsekas, 2002).
5. Seven assets were included—four equity indexes and three bond products. The domestic equity indexes included were: S&P 500, NASDAQ Composite, Dow Jones Industrial Average, and the Russell 2000. The bond products included were: 10-year Treasury, Moody’s AAA, and Moody’s BAA.
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