Possible octupole deformation of $^{208}\text{Pb}$ and the ultracentral $v_2$ to $v_3$ puzzle
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Recent measurements have established the sensitivity of ultracentral heavy-ion collisions to the deformation parameters of non-spherical nuclei. In the case of $^{129}\text{Xe}$ collisions, a quadrupole deformation of the nuclear profile led to an enhancement of elliptic flow in the most central collisions. In $^{208}\text{Pb}$ collisions a discrepancy exists in similar centralities, where either elliptic flow is over-predicted or triangular flow is under-predicted by hydrodynamic models; this is known as the $v_2$-to-$v_3$ puzzle in ultracentral collisions. Motivated by low-energy nuclear structure calculations, we consider the possibility that $^{208}\text{Pb}$ nuclei could have a pear shape deformation (octupole), which has the effect of increasing triangular flow in central PbPb collisions. Using the recent data from ALICE and ATLAS, we revisit the $v_2$-to-$v_3$ puzzle in ultracentral collisions, including new constraints from recent measurements of the triangular cumulant ratio $v_3\{4\}/v_3\{2\}$ and comparing two different hydrodynamic models. We find that, while an octupole deformation would slightly improve the ratio between $v_2$ and $v_3$, it is at the expense of a significantly worse triangular flow cumulant ratio. In fact, the latter observable prefers no octupole deformation, with $\beta_2 \lesssim 0.0375$ for $^{208}\text{Pb}$, and is therefore consistent with the expectation for a doubly-magic nucleus even at top collider energies. The $v_2$-to-$v_3$ puzzle remains a challenge for hydrodynamic models.

I. INTRODUCTION

The precision of heavy-ion collisions has reached the point that differences in the collective flow can be predicted between beam energies at the level of a few percent [1]. While minor model differences remain in terms of both the initial conditions and transport coefficients, the vast majority of collaborations can now fit and (predict) the “bread and butter” observables such as charged particle spectra and two-particle azimuthal anisotropies [4–17]. Extractions from the above theoretical models have generally converged on a minimum in the shear viscosity to entropy density ratio of $\eta/s \sim 0.1 \pm 0.1$ with a maximum in the bulk viscosity to entropy density ratio at $\zeta/s \sim 0.15 \pm 0.15$. While a number of questions still remain about the exact scale that initial conditions probe [18–22] and the limitations of hydrodynamics in small systems [23], a general consensus has emerged within the community about the applicability of event-by-event relativistic viscous hydrodynamics in large AA collisions.

Therefore, when there are deviations of experimental flow data from theoretical calculations in large systems, it generally signifies missing physics that goes beyond the above paradigm. One recent example was the measurement of a significant enhancement in $v_2\{2\}$ in central $^{129}\text{Xe}$/$^{129}\text{Xe}$ collisions compared to expectations that assumed a spherical nucleus. However, the $^{129}\text{Xe}$ nucleus is expected to have a small quadrupole deformation, and this enhancement is explained by such an effect [13–24]. Previous studies [25–31] of collisions of $^{238}\text{U}$, which is known to have a substantial quadrupole deformation, also found an enhancement in the elliptic flow in ultracentral events. In both of these cases the nuclei have a quadrupole $\beta_2$ (and a small hexadecapole $\beta_4$), leading to an enhanced elliptic shape and hence to an increase in $v_2\{2\}$ in ultracentral collisions. Additional proposals include studying the effect of alpha clustering in $^{16}\text{O}$ [32–34], scanning small deformed ions [35], and exploring polarized nuclear beams [36–37]. Recent work discussing the details of measuring deformations using heavy-ion collisions can be found in Refs. [38, 39]. Typically the most sensitivity to nuclear deformation occurs in central collisions; this is because at zero impact parameter the anisotropy occurs solely due to fluctuations, while in other centralities the impact region is dominated by the almond overlap shape. Furthermore, other sources of fluctuations which scale with the system size will have the smallest effect in central collisions where the overlap region is the largest.

Similarly, it has been noted that ultracentral $^{208}\text{Pb}$/$^{208}\text{Pb}$ collisions exhibit a relationship between $v_2\{2\}$ and $v_3\{2\}$ that is not shown by any existing theoretical model [10–43]. While theoretical calculations which treat the $^{208}\text{Pb}$ nucleus as spherical predict a natural hierarchy of $v_2\{2\} > v_3\{2\}$, the data instead show $v_2\{2\} \sim v_3\{2\}$. As a result, the models all either underpredict the triangular flow $v_3\{2\}$ or overpredict the elliptic flow $v_2\{2\}$ in ultracentral $^{208}\text{Pb}$/$^{208}\text{Pb}$ collisions. A number of attempts have been made to resolve this puzzle by varying the initial conditions [10, 42, 44], the transport coefficients [40–43], and the equation of state.
but it still remains a generic feature of models. In addition to this discrepancy among the two-particle correlations $v_2\{2\}$ and $v_3\{2\}$, it was also pointed out that the four-particle correlation $v_3\{4\}$ also contains discrepancies between theory and data in very central collisions \[45\]. In the four-particle sector, the hydrodynamic models tended to underpredict the ratio $v_3\{4\}/v_3\{2\}$ \[46–48\], which corresponds to overestimating the width of the event-by-event fluctuations in $v_3$.

The reason that the hierarchy $v_2\{2\} > v_3\{2\}$ emerges from hydrodynamic models in ultracentral collisions is as follows. In heavy ion collisions and especially in central collisions of large systems, there is a strong linear mapping from the initial-state geometry to the final-state collective flow. This mapping is quantified by the nearly linear proportionality between the initial-state eccentricity vectors $\varepsilon_n$ and the final-state flow vectors $v_n$

$$v_n = \kappa_n \varepsilon_n.$$  

Non-linear corrections to the hydrodynamic response can become significant in more peripheral collisions but are negligible in the ultracentral region considered here \[49–51\]. The linear response coefficients $\kappa_n$ thus encode the entire hydrodynamic evolution and properties of the medium.

In ultracentral collisions, where the impact parameter $b$ nearly vanishes, the mean-field geometry of the collision is perfectly round (at least for spherical nuclei). Then $\varepsilon_2 = \varepsilon_3 = 0$ on average, and it is the event-by-event fluctuations of the geometry which produce both $\varepsilon_2$ and $\varepsilon_3$, leading to $v_2\{2\} \sim v_3\{2\}$. However, this picture is changed somewhat by the effects of viscosity. Although both the elliptic and triangular harmonics are comparable at level of the initial eccentricities, the relative magnitudes of the final $v_2, v_3$ depend on the size of the response coefficients $\kappa_2, \kappa_3$, and dissipative effects naturally lead to $\kappa_3 < \kappa_2$. Thus, initial conditions for round nuclei will generically exhibit an $\varepsilon_2\{2\} \sim \varepsilon_3\{2\}$ relationship, leading to $v_2\{2\} > v_3\{2\}$ in the final state, in disagreement with the data.\[4\] To overcome the additional viscous suppression of $v_3$ in the final state, instead one needs an initial state with $\varepsilon_2 < \varepsilon_3$.

In light of the recent studies on deformed nuclei in central heavy ion collisions, it’s natural to question if $^{208}$Pb may also be showing signs of nuclear deformation. This would be somewhat surprising since $^{208}$Pb is a highly stable nucleus with doubly-magic atomic number; nuclear structure tables indicate that the octupole deformation, $\beta_3$, is zero \[52\]. However, a recent paper did predict a finite $\beta_3$ using a Minimization After Projection model \[53\]. Additionally, nuclear structure experiments are performed at significantly lower beam energies — multiple orders of magnitude lower than relativistic heavy ion collisions — and the structure of the nucleus may evolve from low to high energies. Finally, nuclear structure experiments only probe the electric charge density and its associated geometry, whereas heavy-ion collisions probe the color charge density and its associated geometry. A difference in the geometry of electric charge from the full geometry of nuclear matter, such as a neutron skin \[54\], could modify the initial geometry relevant for heavy-ion collisions. It seems plausible then, that the deformation parameters such as $\beta_3$ could be different between the electric and color charge densities in $^{208}$Pb. Furthermore, the neutron skin has been a point of interest for both low-energy nuclear collisions \[55\] and also for neutron stars’ mass radius relationship \[56–58\].

In this paper we explore the possibility of an octupole deformation in $^{208}$Pb. Since the original papers on the $v_2$-to-$v_3$ puzzle came out, the LHC has also had a subsequent run at 5.02 TeV with a higher luminosity, which has led to significantly smaller error bars in their experimental data. Between updates in the medium effects (e.g. improvements in the equation of state) and these smaller error bars, we find that the $v_2$ to $v_3$ puzzle in ultracentral collisions is significantly smaller than originally thought. Nevertheless, we find that an octupole deformation does not explain the remaining discrepancy. Further, by using recent $v_3\{4\}/v_3\{2\}$ data from ATLAS \[59\] we can place a limit on the octupole deformation of $^{208}$Pb in our models. The rest of this paper is structured as follows. In Sec. \[II\] we discuss the properties of the initial state, including a discussion in Sec. \[II A\] introducing the deformation parameters $\beta_n$ and the calculation in Sec. \[II B\] of the second and fourth cumulants of the initial-state eccentricities in two different models. In Sec. \[III\] we discuss the two hydrodynamical models we will be comparing: v-USPhydro and MUSIC. In Sec. \[IV\] we compare the results of the two hydrodynamic simulations against data to assess the impact on the $v_2$-to-$v_3$ puzzle, and we summarize our conclusions in Sec. \[V\].

II. INITIAL STATE

A. Octupole deformation in $^{208}$Pb

Modern simulations of heavy-ion collisions begin by sampling the position of each nucleon in a nucleus on an event-by-event basis from a Woods-Saxon distribution, in order to obtain the geometrical structure of the heavy ion. Generally the two-parameter Woods-Saxon distribution is given in spherical coordinates by

$$\rho(r, \theta) = \rho_0 \left[1 + \exp \left(\frac{r - R(\theta)}{a}\right)\right]^{-1}.$$  

The Woods-Saxon profile \[2\] yields a nearly constant density for $r < R$ which transitions into an exponen-

---

\[1\] The values of $v_2\{2\}$ and $v_3\{2\}$ depend on the range of transverse momentum, and so one does not always have $v_2\{2\} \sim v_3\{2\}$. Nevertheless, the dependence is the same in theory and experiment, and so the discrepancy remains, regardless of the details of the measurement.
tial falloff for $r > R$. For a deformed nucleus, the radius $R = R(\theta)$ is not taken to be constant, but becomes a function of the angle $\theta$, which can be decomposed into a complete sum of spherical harmonics:

$$R(\theta) = R \left(1 + \beta_2 Y_{20}(\theta) + \beta_3 Y_{30}(\theta) + \beta_4 Y_{40}(\theta) + \cdots\right).$$

(3)

For a spherical nucleus we have $\beta_2 = \beta_3 = \beta_4 = 0$, with nonzero values induced by a quadrupole, octupole, or hexadecupole deformation, respectively. In principle, the summation (3) of $Y_{\ell m}$ extends over all $\ell \in [0, \infty)$, but for our present purposes we consider only the octupole deformation $\beta_3$. Initial condition models will vary in the details of effects beyond the nucleon-level position sampling, such as color charge fluctuations, constituent quarks, strings, and minijets; however, since the foundation is the Wood-Saxon distribution [2], any deformation has a relatively generic effect.

In Ref. [53], a Minimization After Projection model was used to predict the octupole deformation $\beta_3$ of $^{208}\text{Pb}$, finding $\beta_3 \sim 0.0375$ in the ground state. However, using a Hartree-Fock-Bogoliubov calculation, the authors instead found $\beta_3 = 0$. The authors also cite an expected ±25% error for the comparison of these deformation parameters between theory and experiment. Thus, from nuclear structure considerations we expect that the octupole deformation $\beta_3$ has a relatively generic effect.

In Ref. [60], a Minimization After Projection model was used to predict the octupole deformation $\beta_3$ of $^{208}\text{Pb}$, finding $\beta_3 \sim 0.0375$ in the ground state. However, using a Hartree-Fock-Bogoliubov calculation, the authors instead found $\beta_3 = 0$. The authors also cite an expected ±25% error for the comparison of these deformation parameters between theory and experiment. Thus, from nuclear structure considerations we expect that the octupole deformation $\beta_3$ should be constrained to $\beta_3 \lesssim 0.05$. Here we check a range of $\beta_3$ for $^{208}\text{Pb}$ compared to experimental data in order to quantify its effect.

In order to generate initial conditions with an octupole deformation, we have modified the Trento initial condition model [60] to include a nonzero $\beta_3$. In Trento we use the geometric mean $p = 0$ (so that the entropy density at proper time $\tau = 0.6$ fm/c is proportional to $\sqrt{T_A T_B}$), fluctuation parameter $k = 1.6$, and nucleon width $\sigma = 0.51$ fm. This setup was obtained from a Bayesian analysis of experimental data [11] and has been successful in a number of predictions across systems size [13]. Additionally, we compare this to an alternative initial condition satisfying a linear scaling $T_B \propto T_A T_B$ due to the recent discussion in Refs. [20, 61, 63], which we have also modified Trento to include. With linear scaling we must also adjust the multiplicity fluctuations and there we considered $k = 20$. However, all hydrodynamic simulations are performed using $p = 0$ Trento.

**B. Eccentricities**

While the impact parameter in heavy ion collisions is not directly measurable, proxy measures such as the number of produced particles (which is anticorrelated with impact parameter) can be used instead. When binned into centrality percentiles, the produced multiplicity is greatest in the events with complete overlap of the ions and small impact parameter. For the most central collisions (say $0 - 1\%$ centrality), the impact parameter is essentially zero; finer binning into ultra-central collisions is additionally sensitive to nuclear deformation and to fluctuations in particle production [35].

Since the number of produced particles in the final state is controlled by the entropy of the system at freezeout, centrality binning by entropy is a good approximation to centrality determined by multiplicity. Moreover, due to the low viscosity of the quark-gluon plasma, the total entropy is nearly conserved, allowing us to approximately determine an event’s centrality directly from the initial state. Then, in a given event, the eccentricities calculated in the center of mass frame are defined as

$$\varepsilon_n = -\frac{\int r^n e^{in\phi} s(r, \phi) r dr d\phi}{\int r^n s(r, \phi) r dr d\phi},$$

(4)

with $s(r, \phi)$ the entropy density in polar coordinates. In the center of mass frame, $\varepsilon_1 = 0$ identically\(^\text{2}\) and $\varepsilon_2, \varepsilon_3$ quantify the elliptic and triangular shape of the impact region, respectively. Because of the (anti)correlation between impact parameter and centrality, there is a strong dependence of the ellipticity on centrality: $\varepsilon_2$ is maximal in mid-central collisions where the elliptical shape of the overlap region is most prominent.

Compared to the ellipticity $\varepsilon_2$, the triangularity $\varepsilon_3$ is zero at a mean-field level, being driven entirely by the event-by-event fluctuations away from a smooth Woods-Saxon profile [2]. As a result, the dependence of $\varepsilon_3$ versus centrality is therefore flatter than for $\varepsilon_2$, growing only as the transverse size of the collision area decreases, as shown in Fig. 1. In fact, one can vary $\beta_3$ quite significantly without any visible effect in mid-central to peripheral collisions. Only in central collisions (i.e. $0 - 10\%$) are

\(^{2}\) Not to be confused with the dipole asymmetry, which is often noted as $\varepsilon_1$.
differences visible for a deformed nucleus with nonzero $\beta_3$.

In Fig. 2 we study the central collisions in more detail by comparing the ratio $\varepsilon_3(2)/\varepsilon_2(2)$ of the triangularity to ellipticity. This initial-state quantity is not equal to $\varepsilon_3(2)/\varepsilon_2(2)$ in the final state because the response coefficients $\kappa_3$ in Eq. 4 do not cancel; still a change in eccentricity ratio will be reflected directly in the final-state flow ratio. We show results for Pb Pb collisions at both 2.76 TeV and 5.02 TeV for a range of $\beta_3$ octupole values. We also compare the eccentricities obtained from the Bayesian-preferred geometric mean $s \sim \sqrt{T_A T_B}$ of Trento versus those of a linear scaling $s \sim T_A T_B$, inspired by CGC expectations for the mean energy density at early times [29, 61–63]. We find that $\sqrt{T_A T_B}$ is slightly more likely to provide eccentricities compatible with experimental data. This is because in the most central collisions that we consider here (0 – 1%) we find that $\sqrt{T_A T_B}$ leads to $\varepsilon_2(2) > \varepsilon_3(2)$ by 10–20%, compared to the linear $T_A T_B$ scaling which leads to a smaller enhancement of only a few percent. As discussed previously, initial conditions with $\varepsilon_3 > \varepsilon_2$ in central collisions are needed in order to obtain the observed $v_3 \sim v_2$ after viscous damping of the higher harmonics. Finally, we note that there does not appear to be a strong beam energy dependence to this ratio, consistent with other studies [51].

While the ratio of $v_2(2)$ and $v_3(2)$ has received the most attention, there are also important discrepancies in the ratio of $v_3(4)/v_3(2)$ predicted by models. In Ref. [45] it was pointed out that

$$\frac{v_3(4)}{v_3(2)} \sim \frac{\varepsilon_3(4)}{\varepsilon_3(2)}$$

(5)
due to the nearly-linear response in central collisions. To ensure that this ratio holds, we ran 11,000 events in the 0 – 1% centrality class and compared the initial-state ratio of eccentricities versus the final-state hydrodynamic flow. We found that the difference between $\varepsilon_3(4)/\varepsilon_3(2)$ and $\varepsilon_2(4)/\varepsilon_2(2)$ was less than 1%, giving confidence that we can compare the eccentricity ratio for the initial condition models directly. This assumption is important since this observable requires extremely high statistics, on the order of 15 million events to cover a wide centrality range, so that running full hydrodynamic simulations would be prohibitive.

In Fig. 3 we plot the cumulative ratio $\varepsilon_3(4)/\varepsilon_3(2)$ as $\beta_3$ is varied and find that the larger $\beta_3$, the more this ratio is enhanced. The previous comparisons for this observable [54] were for Pb Pb collisions at 2.76 TeV where the estimated experimental errors were quite large. Importantly, these uncertainties are certainly overestimated because the covariance was not reported by the experimental collaborations, so that the uncertainties in the ratio overcount the correlated errors. Comparing the $\beta_3$ variations to previous experimental results at 2.76 TeV, we find that no range of $\beta_3$ can be eliminated from $\varepsilon_3(4)/\varepsilon_3(2)$ and, in fact, $\beta_3 = 0.12$ appears to be preferred compared to ALICE results [23].

However, due to the higher luminosity at 5.02 TeV and because the ATLAS experiment did report the complete uncertainty for the ratio $\varepsilon_3(4)/\varepsilon_3(2)$, this ratio can be used to put constraints on the $\beta_3$ parameter. Since in this ratio the linear response coefficient $\kappa_3$ cancels, it is mostly sensitive to the choice of initial state models rather than medium properties. In fact, for $\sqrt{T_A T_B}$ scaling only $\beta_3 = 0$ and $\beta_3 = 0.0375$ fit within the ATLAS experimental error bands, which allows us to set the upper bound $\beta_3 \leq 0.0375$. Interestingly, $T_A T_B$ scaling consistently overpredicts ATLAS data and appears to be significantly less sensitive to the $\beta_3$ deformation parameter compared to $\sqrt{T_A T_B}$. While $\sqrt{T_A T_B}$ scaling is not well-motivated from a theoretical perspective, it appears to better capture the features of the experimental data.

For completeness, in Fig. 4 we also plot the cumulant ratio $\varepsilon_3(4)/\varepsilon_3(2)$ for $\beta_3$ of 0 and 0.12 for both scalings. From 0-20% Centrality there is good agreement to ALICE data [23] from the $\beta_3 = 0$ deformations with the higher deformation $\beta_3 = 0.12$ showing some tension with data in very central collisions. Above 30% Centrality all models start to deviate significantly from data, reflecting the onset of nonlinear response in mid-central collisions.

### III. HYDRODYNAMICAL MODEL

We study the hydrodynamic response to these initial conditions by performing full simulations, and to ensure the results are not unique to a particular hydrodynamic model, we perform calculations within two different frameworks for comparison.

The first model uses the hydrodynamic code v-USPhydro, which solves the equations of motion using Smoothed Particle Hydrodynamics. There the shear viscosity to entropy density ratio is taken to be a constant $\eta/s = 0.047$, the bulk viscosity is set to $\zeta/s = 0$, and the freeze-out temperature is $T_{FO} = 150$ MeV. The equation of state used is WB21/PDG16+ [12], which has been shown before to fit experimental data well across system sizes and beam energies [13, 14] with other predictions in ArAr and O-O systems still remaining to be confirmed [50]. One crucial emphasis of this model is on the detailed treatment of feed-down decays: the hydrodynamic phase is followed by direct decays using all known resonances from the PDG16+ [65]. The philosophy behind this method is to use the most state-of-the-art list of particles, which most closely matches Lattice QCD results [65] but this sacrifices hadronic transport afterwards because many of these resonances decay into 3 or 4 bodies, which have not yet been incorporated into SMASH [60] or URQMD.

The second hydrodynamic model uses MUSIC, a grid-based code. Here all fluid parameters are taken as the Maximum a Posteriori (MAP) values from the Bayesian
analysis of momentum integrated observables reported in Table 5.9 of Ref. [11]. Both $\eta/s(T)$ and $\zeta/s(T)$ depend on temperature, as shown in Fig. 3. The equation of state used is $s95p-v1.2$ [67]. When the system reaches a local temperature of 151 MeV, the fluid is converted to hadrons and resonances, which evolve in the hadron cascade code UrQMD [68, 69]. These parameters were tuned for a Trento initial condition of energy density at $\tau = 0$ followed by a period of free streaming $\tau_b = 1.16$ fm/c, whereas here we use Trento to initialize the entropy density at a finite time $\tau_0 = 0.6$ fm/c with no initial transverse flow. Nevertheless, the fit to data at most centralities is expected to be reasonable [22, 70].

In both cases, v-USPhydro and MUSIC pass analytical solutions (the Gubser test) [71] so that any differences in the results should lie not in numerics, but in the different physical ingredients such as the shear and bulk viscosities, the equation of state, the list of hadrons and resonances, and hadronic rescatterings. Note that the hydrodynamic equations of motion are different for v-USPhydro and MUSIC. v-USPhydro uses phenomenological Israel-Stewart and MUSIC used DNMR with the second order transport coefficients from [72].

IV. RESULTS

We ran our full hydrodynamic machinery for 5,000-10,000 events in the centrality range of $0-10\%$ for PbPb 5.02 TeV collisions at the LHC. Because these simulations take a significant amount of time to run, we only consider the geometric mean scenario $T_R = \sqrt{TA\cdot TB}$ ($p = 0$), which we found in the previous section is more likely to fit experimental data.

While CMS produced ultracentral data in LHC Run 1, ALICE has significantly more data for Run 2 [23], so here we make the comparisons for the LHC Run 2 using $0.2 \text{GeV} < p_T < 3 \text{GeV}$ [64]. In Fig. 4 we plot the ratio $\nu_2/\nu_3$ for Trento+v-USPhydro+decays (top panel) and Trento+MUSIC+UrQMD (bottom) along with the ALICE data. We see that, in both cases a finite $\beta_3$ deformation significantly im-
proves the fit to experimental data. For Trento+v-USPhydro+decays $\beta_3 = 0.075$ is the best fit, whereas for Trento+MUSIC+UrQMD $\beta_3 = 0.12$ provides a better fit. We also note that the absolute magnitudes of $v_2^2$ are smaller in v-USPhydro than in MUSIC, which can be attributed to the smaller shear viscosity $\eta/s$ used in v-USPhydro. This is because, unlike the ratio $v_2^3/v_2^2$ of different cumulants of the same harmonic, the ratio $v_3^2/v_3^2$ has significant a viscosity dependence; $v_3^2$ is more strongly damped by viscosity than $v_2^2$.

Comparisons of the ratio $v_2^2/v_3^2$ shown in Fig. 6 are one important element of the $v_3$-to-$v_2$ puzzle, but it is also essential to compare the absolute magnitudes of both quantities as well. These comparisons are shown in Fig. 7 for the spherical case $\beta_3 = 0$. Generally, both Trento+MUSIC and Trento+v-USPhydro fit $v_2^2$ well for centralities larger than 10% centrality, but in the central collisions shown here, they both overpredict the experimental data. Meanwhile, Trento+MUSIC manages to fit $v_3^2$ quite well from 0 – 10% centrality while Trento+v-USPhydro overpredicts the data. Thus, based on these two representative examples of hydrodynamic models, it appears that the crux of the $v_2$-to-$v_3$ puzzle may lie in the overprediction of $v_2^2$ rather than an underprediction of $v_3^2$. From this perspective, it seems unlikely that boosting the triangularity $v_3^2$ by adding an octupole deformation $\beta_3$ will improve the agreement with data.

Indeed, this is what’s seen in Fig. 8 when we consider the impact of the $\beta_3$ deformation. While a larger $\beta_3$ generally leads to a larger $v_3$ in most cases, there appear to be some non-monotonic fluctuations, and the $\beta_3$ deformation can non-trivially affect $v_2$ as well.

As was noted previously in Sec. IB and plotted in Fig. 5 increasing the octupole deformation $\beta_3$ does not improve the agreement of the calculated $\varepsilon_3^4/\varepsilon_3^2$ with data. Instead, the increasing disagreement with the data allows us to set an upper bound before this ratio becomes incompatible with the data. Thus any improvement caused by $\beta_3$ in the ratio $v_2^2/v_3^2$ in Fig. 5 must be weighed against the deterioration of the
agreement of \( v_3 \{4\} / v_3 \{2\} \). We illustrate this in Fig. 7 by plotting the two observables simultaneously on independent axes. There are a number of caveats to this comparison which should be immediately pointed out. The “experimental” point here represents a combination of the ATLAS data for \( v_3 \{4\} / v_3 \{2\} \) and the ALICE data for \( v_2 \{2\} / v_3 \{2\} \). On the theory side, the points represent combinations of the initial-state \( \varepsilon_3 \{4\} / \varepsilon_3 \{2\} \) (without running hydrodynamics) with the full final-state evaluation of \( v_2 \{2\} / v_3 \{2\} \) for different values of the deformation \( \beta_3 \) and for the two hydrodynamic models. Despite these caveats, the plot clearly illustrates the inability of an octupole deformation \( \beta_3 \) to resolve the \( v_2 \)-to-\( v_3 \) puzzle: the improved agreement in \( v_2 \{2\} / v_3 \{2\} \) is more than offset by the worsened agreement in \( v_3 \{4\} / v_3 \{2\} \).

FIG. 4. (Color online) Ratio of \( \varepsilon_2 \{4\} / \varepsilon_2 \{2\} \) for PbPb collisions at 5.02 TeV for varying octupole deformations, \( \beta_3 \), and \( \sqrt{T_A T_B} \) and \( T_A T_B \) scaling. We compare against data at 2.76 TeV from ATLAS [48].

FIG. 5. Comparison of the bulk and shear viscosities entering the two hydrodynamic models using MUSIC and \( v \)-USPhydro.

FIG. 6. (Color online) Ratio of \( v_2 \{2\} / v_3 \{2\} \) in PbPb 5.02TeV collisions compared to experimental data from ALICE [23, 64].

V. CONCLUSIONS

By this point, a number of possibilities to resolve the \( v_2 \)-to-\( v_3 \) puzzle has been explored and exhausted. Variations in the initial conditions (assuming spherical Pb nuclei) [42], the transport coefficients [43], and the equation of state [13] have all been considered, yet the problem still remains. No initial condition models assuming spherical Pb ions managed to capture the triangular flow fluctuations in ultra central PbPb collisions despite being able to reproduce elliptic flow fluctuations [14].

In this paper, we considered the possibility of a nonzero octupole deformation \( \beta_3 \) in \( ^{208}\text{Pb} \) as a means of improving the mismatch in the ratio \( v_2 \{2\} / v_3 \{2\} \) in data. Those results from full hydrodynamics (Fig. 6) and the cumulant ratio \( \varepsilon_3 \{4\} / \varepsilon_3 \{2\} \) from the initial state (Fig. 3) are the main results of this work. We find that, while a finite \( \beta_3 \) does improve the agreement in
FIG. 7. (Color online) Comparison of $v_2\{2\}$ and $v_3\{2\}$ in PbPb 5.02TeV collisions from v-USPhydro and MUSIC compared to experimental data from ALICE [23, 64].

$\beta_3 = 0$
$\beta_3 = 0.075$
$\beta_3 = 0.12$

$\nu_2\{2\}/\nu_3\{2\}$ with data, it simultaneously worsens the agreement in $v_4\{4\}/v_3\{2\}$. Moreover, we have also performed direct comparisons to the absolute magnitudes of $v_2\{2\}$ and $v_3\{2\}$, rather than just their ratio (Fig. 8). We find that, in both hydrodynamic models, the biggest discrepancy underlying the $v_2$-to-$v_3$ puzzle lies with an overprediction of $v_2\{2\}$ rather than the underprediction of $v_3\{2\}$.

Clearly, an octupole deformation of $^{208}$Pb is not a viable resolution of the $v_2$-to-$v_3$ puzzle in ultracentral collisions within these models. While different in the details of their implementation and emphasizing different physics, both v-USPhydro and MUSIC are examples of reasonable hydrodynamic models that can describe bulk flow observables in heavy ion collisions. The two hydrodynamic models differ in various details, but in particular the larger viscosity in MUSIC (see Fig. 5) leads to noticeable differences. That larger viscosity creates additional viscous suppression of higher harmonics like $v_3$, bringing MUSIC into better quantitative agreement with $v_3\{2\}$ than v-USPhydro, which overpredicts the data.

This difference arising from the viscosity illustrates an important correlation between the parameters like $\eta/s$
entering the hydrodynamics models, and parameters like $\beta_3$ entering the initial state. By adjusting $\beta_3$, one can dial the ratio $v_2(2)/v_3(2)$ but not control the absolute magnitudes of either quantity. Those magnitudes are affected directly by the choice of viscosity, in correlation with the prior choice of $\beta_3$. Thus it seems reasonable that a simultaneous fit of the unknown properties of the initial state (such as the deformation parameters $\beta_2$, $\beta_3$) and the hydrodynamic transport parameters could help to resolve the $v_2$-to-$v_3$ puzzle.

For the hydrodynamic models, clearly the choice of viscosity has a significant effect on the $v_2$-to-$v_3$ puzzle, possibly indicating that a more sophisticated treatment of out-of-equilibrium effects could be important. Adding a temperature-dependent $\eta/s$ to the $v$-USPhydro model could also be an important improvement.

Following our analysis, we stress that studying the $v_2$-to-$v_3$ puzzle only through the ratio $v_2(2)/v_3(2)$ can be highly misleading. Independent observables, like the multiparticle correlations $v_4(4)/v_4(2)$, are vital to constrain the origin of these discrepancies. Additionally, it is critical to separately examine the absolute magnitudes of $v_2(2)$ and $v_3(2)$ as the baseline for the ratio $v_2(2)/v_3(2)$. For now, the $v_2$-to-$v_3$ puzzle in ultracentral Pb Pb collisions remains a challenge for hydrodynamic models.
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Appendix A: Other Observables

1. Symmetric Cumulant $\varepsilon_{NSC}(3, 2)$

As part of the $v_2$-to-$v_3$ puzzle, it is natural to ask whether the correlation between these quantities, the symmetric cumulant $NSC(3, 2)$, is sensitive to a potential deformation. In the initial state, the analogous quantity is the correlation $\varepsilon_{NSC}(3, 2)$ among the eccentricities $\varepsilon_2$ and $\varepsilon_3$, which was shown in Refs. [12,73,74] to be closely related to the final-state $NSC(3, 2)$

We plot the symmetric cumulant $NSC(3, 2)$ in Fig. 10 for a range of octupole deformations $\beta_3$. Even with 3 million events we find that all $\beta_3$ variations are indistinguishable within the statistical error bars. Thus, we find that $NSC(3, 2)$ is not an observable that is sensitive to deformations.

2. Linear Response Pearson Coefficients $Q_n$

It is clear from the discussion of Fig. 8 that $v$-USPhydro and MUSIC produce different final flow harmonics. This is due to differences in their “best fit” medium parameters — primarily viscosity, although they also differ slightly in other respects, such as the equation of state as well. In ultracentral collisions, both models are well described by linear response theory, with the model differences yielding different constants of proportionality. Aside from this, the two models also may receive small contributions from nonlinear response, and these contributions can be different. The deviations from linear response are encapsulated in the linear (Pearson) correlation coefficients $Q_n$ between initial eccentricity $\varepsilon_n$ and the final flow harmonic $v_n$.

We find in Fig. 11 that the MUSIC simulation has a very strong linear relation [1], event-by-event for $v_2$, but a weaker linear correlation for $v_3$. Conversely, the $v$-USPhydro show a similar linear correlation for both harmonics. Without a dedicated study, it is difficult to further disentangle how the various features of the models result in the overall mapping from initial state eccentricities to final state flow harmonics.
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