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Abstract
Fake news spreading is strongly connected with the human involvement as individuals tend to fall, adopt and circulate misinformation stories. Until recently, the role of human characteristics in fake news diffusion, in order to deeply understand and fight misinformation patterns, has not been explored to the full extent. This paper suggests a human-centric approach on detecting fake news spreading behavior by building an explainable fake-news-spreader classifier based on psychological and behavioral cues of individuals. Our model achieves promising classification results while offering explanations of human motives and features behind fake news spreading behavior. Moreover, to the best of our knowledge, this is the first study that aims at providing a fully explainable setup that evaluates fake news spreading based on users credibility applied to public discussions aiming to a comprehensive way to combat fake news through human involvement.
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1 Introduction
With the sharp rise of social networks, users are able to access, share, and discuss on almost any kind of online circulated content. The ease and comfort of online social networks (OSNs), encourages individuals to turn on OSNs platforms as the major point for news seeking, updating, discussing, etc [15]. However, lurking in the shadows of
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OSNs lies a vast amount of deception, misinformation and disinformation cases. These cases have established the familiar term fake news [27]. Unfortunately, OSNs stand out as main sources at which misinformation is spread and platforms, like the popular Twitter, have become the most used fora at which fake news stories exist and thrive. Human ethics and democratic views are at risk since even presidential elections are manipulated [7], and critical health decisions (e.g. covid pandemic fake stories) are blended with dark conspiracy theories1 [22]. Data science and AI research should dynamically act on these phenomena with robust methods and techniques which will detect and block OSNs misinformation spreading.

The vast majority of the literature has so far detected misinformation at a post-level exploration, tagging of a specific piece of information as a fake news content [2,20,36,39,44,53,55]. On the contrary, users tendency to circulate misinformation has only recently gained attention. Recent work has explored the role of people in misinformation spreading highlighting the role of users’ profiles. Other studies have focused on user profile characteristics such as gender, personality, users’ psycholinguistic features or, in other words, language use that reflects psychological aspects, as well as sentiment and emotions which are expressed in a user’s text [17,48,50] correlated with the probability of being a fake news spreader. Therefore, the human role is doubly crucial on fake news challenge: both in terms of acting as a fake news spreader and being exposed to fake news content.

After a piece of information is detected as fake news, specific anti-hoax platforms(e.g. PolitiFact2) or even major news outlets report that widespread false information has been validated as such in order to inform the public. However, this is not the case with smaller-scale conspiracy theories that could harm the common good or create confusion on the society. Also, users are not informed about their level of vulnerability to misinformation, in terms of the dissemination that is done intentionally or unintentionally in discussions with other users. Characterizing a suspicious piece of text as fake news cannot stand alone effectively if there is no mechanism that could help the human factor to be aware in case a piece of received information is likely to include fake news or intervene to stop their dissemination. Explainable machine learning (ML) consists a proper and state-of-the-art method that ties in with fake news detection [26,35,57]. Indeed, previous work incorporate explainability in the process of understanding why a news post is labeled as fake. For instance, dEFEND [49] utilizes the comments made by the users in the fake news post in order to offer the final explanation while GCAN [30] merely uses words found in the source text. Finally, a review in the topic [42] utilizes SHAP [31] in order to find the most important features in fake news detection at post level. However, no previous work made a comprehensive effort to provide a human understandable mechanism that informs users about their exposure to fake news spreading.

A deeper study of users roles and profiles is strongly required in this topic since behavioral human-centric variations largely impact the overall fake news lifecycle (origination, spreading, and virality). The present work is motivated by these fake news
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1 https://www.forbes.com/sites/brucelee/2020/07/11/face-masks-with-5g-antennas-the-latest-covid-19-coronavirus-conspiracy-theory/#16339ef416f1.

2 https://www.politifact.com/.
spreading challenges, with a goal to propose a human-centric and explainable approach for detecting the user profiles which are suspicious for misinformation spreading. Our approach focuses on the authors in order to (a) detect user profiles who are suspicious of misinformation spreading based on their profiles and (b) provide a human understandable mechanism that would inform users about their or others’ tendency to fake news spreading. Specifically, our contributions are as next: (a) build an explainable fake-news-spreader classifier based on psychological and behavioral cues. We use psychological and behavioral features to train a predictive model for fake news spreaders detection that compared to the state of the art approaches using similar features achieves 4.8–8.14% better performance. Moreover, compared to the currently best performing classifier that uses only language features we achieve comparable performance, indicating that our model has promising results on this task. In addition, to the best of our knowledge, the present work proposes the first explainable ML framework for fake news spreaders detection.

(b) reveal fake news spreaders features leveraging an explainable ML approach. By uncovering fake news spreaders human-centric (i.e. social and psychological) characteristics, explanations are offered to expose their implicit behavioral patterns and traits. An initial exploration of social and psychological characteristics for both fake and real news spreaders is followed by an explainable ML approach. Our outcomes indicate that negative sentiment polarity, higher influence or power (clout), lower levels of anxiety, agreeableness and openness as well as specific language use characterize fake news spreading behavior.

(c) design a novel human-centric framework for detecting suspicious users and misinformation elements on public discussions. In order to apply the fake news spreader classifier in a real world set-up, we identify users tendency to spread misinformation based on public discussions in a fully explainable and human-comprehensive set up. We focus on two types of users involved in such discussions: users who post a news item or an opinion (seed users) and users who participate in the discussion with comments. To approach the problem at a real setting at which misinformation is employed, Twitter platform is used as a rich source of public opinion and users characteristics [4,10]. Two datasets were generated regarding public discussions related to US 2020 Elections and COVID-19 pandemic, posted from individuals that initiate a live conversation (seed posts). We then use the fake news spreader classifier to label people participating in the conversation of each seed post. In that way, we link each reply that expresses an opinion with the credibility of the author in order to train an interpretable linear model the detects misinformative opinions from suspicious users. This simpler model replicates at 87.61% and 71.00% the fake news spreader classifier respectively at each dataset proposing an explainable set up to help end users understand the model with example-based explanations.

Section 2 provides the background on the basic elements involving fake news principles, the role of human factors in misinformation spreading and the need for explainability and human-centric approaches to combat the devastating fake news phenomena. Section 3 presents the design of our approach on training a fake news spreader classifier, building and annotating a real-life dataset and showcasing and evaluating our explainable model for suspicious users for misinformation spreading detection in public discussions. Results on the experimentation based on our described
approach are highlighted in Sect. 4. Finally, we conclude our paper and discuss future work in Sect. 5.

2 Background and related work

In this section, we provide the background related to the definitions and types of fake news that exist online as well as the most common approaches to detect fake news in OSNs. In addition, we focus on understanding the human factor towards misinformation and the social effects that benefit misinformation. Approaches and models developed for detecting fake news spreaders online are also presented.

2.1 Fake news background

Definitions and types. A general consensus is that the term fake news is a form of news that consists of the deliberate spreading of misinformation either through traditional news outlets or OSNs [3,28]. Definitions regarding this term define that fake news is a news article that is intentionally and verifiably false or misleading by design [16,47]. Fake news can appear in various shapes and forms depending on their characteristics [52]. These range from (i) satire or parody, (ii) misleading content, that include partially truthful information to bring down another individual or entity often used in politics, (iii) false context or selective editing includes paraphrased or out of context information, (iv) impostor content, that comes from a fake source pretending to be credible and push a specific agenda, (v) manipulated content, genuinely deceiving information and (vi) fabricated content, which is novel and completely false content that is fabricated with the intent to deceive its readers and create distress. In this study, we use the term fake news to refer to all the misinformation types mentioned above intentional or unintentional misinformation.

Tackling the fake news challenge. Different approaches are proposed to detect fake news pieces online including:

- **Fact checking:** a manual process in which a piece of information undergoes a process of verification to establish its authenticity and truthfulness [18], with the aid of human (non-) experts or automated software.
- **Credibility checking:** involves the analysis of the headlines of the news post (to examine if there are click-bait characteristics), the trustworthiness of the source where the news post is posted and the reputation of people participating in the discussion for this post [10].
- **Network Structure based identification:** includes the transformation of entities involved i.e users who share a post, and analysis of the relationship between same or different types of nodes to detect fake news spreading behavior [55].
- **Predictive Modeling and ML:** employs different algorithms and features that detect fake news posts achieving sufficient levels of accuracy [34,44,54]. However the main disadvantage is that the models most of the times make successful predictions on posts which belongs to the same topic as the data they were initially trained on (e.g. politics, economy, religion, social issues, celebrity gossip, immigration etc.).
Fake news detection using predictive modeling. As for detection approaches using predictive modeling, two directions related to fake news are identified in existing literature: (a) those characterizing the post as fake news, and (b) those characterizing the user as fake news spreader. Methodologies aiming at post-level usually involve ML with both supervised and unsupervised models. The best performing models were the random forest and XGB classifiers, statistically tied with high accuracy levels [43]. Unsupervised ML methods like clustering are also considered with lower levels of accuracy [11]. Deep learning models [23,45] also employed achieving state-of-the-art performance with accuracy levels reaching 87–89% [23,45]. Recently, researchers identified the need for explainable models that enhance the process of understanding of why a news post is labeled as fake. For instance, DEFEND [49] utilizes the comments made by the users in the fake news post in order to offer the final explanation while GCAN [30] merely uses words found in the source text. On the other side, user-level fake news spreader detection have not gained so much attention. Recent approaches use a wide variety of features including language, emotion and various other metadata (e.g. followers, followees, tweets) offered in social networks to build predictive models to model fake news spreaders profiles [8,9,17,38,46], as research has shown that the user characteristics play an important role in fake news spreading [17,48,50]. In this paper, we deal with the challenge of fake news spreaders detection based on social and psychological characteristics of users after researching for features importance.

2.2 The role of human factor towards misinformation

As mentioned in the previous section, the social and psychological user characteristics play an important role in fake news adoption and diffusion. Fake news spreading is reinforced by these characteristics, as well as by interactions among users and social phenomena that enable them to hatch.

Human characteristics of fake news spreaders. Zhou and Zafarani [56] make a concise classification between OSN users which include malicious users (i.e. fake news spreaders) and non-malicious users. Malicious users also often include bots. However, not all of these bots are malicious as some of them are made for good purposes such as re-posting real news. Indeed, Vosoughi et al. [51] claim that social bots spread false and real news at a similar rate, which means that fake news spread faster and more broadly because real people have a higher likelihood of sharing them indicating their crucial role in this phenomenon. Human aspects related to cognitive psychology affect the susceptibility and vulnerability of social network users to misinformation [26]. With regards to the psychological aspect of fake news adoption and diffusion, only recently there has been a shift of attention in the literature utilizing the user profiles and psychological patterns of social media users in order to classify them as fake or real news spreaders [6]. Recently, Giachanou et al. [17] showed that personality combined with contextual information have a higher predictive power at classifying fake news spreaders. In addition, [48] found correlations between user profile characteristics and tendency to spread misinformation and recently employed feature importance aid to understand spreaders characteristics based on these profiles [50].
Credibility, trustworthiness and the vulnerability of users towards misinformation consists of behavioral traits that affect the spread of fake news by humans. Consistency, the tendency to believe opinions compatible with previous beliefs, coherency, the ability to process whether an information makes sense or not, credibility, the trustworthiness of the news source and acceptability, the power of the herd that affects an individual to adopt or not a piece of information are characterized as important aspects that affect the adoption and diffusion of fake news by individuals [29]. In fact, it has been shown that users with lower credibility have a higher chance of spreading fake news than more reliable users, as users with low credibility are more vulnerable to adopt and reproduce them [1].

In general, two broad categories of features reflect users’ credibility and tendency to spread fake news are utilized by related studies: natural language (NLP) and social setting based features. NLP based features include linguistic vectors as n-grams or tf-idf [46], readability statistics such as number characters, words used etc [8], contextual based vectors such as word2vec and GloVe [17], psycholinguistic cues and syntax based features [46]. With regard to social setting based features, user characteristics including explicit features such as platform related metrics (i.e number of followers, number of followees, and other relevant metrics) and implicit features such as personality, age and gender, are employed [9,50].

This study utilizes social and psychological characteristics of users in order build a fake news spreader detection model that would be able to classify users based on their tendency to spread misinformation.

Social effects that benefit misinformation. As fake news can be shared easily in social networks, the exposure of individuals to misinformation has increased dramatically [35]. The "echo-chamber" effect, and homophily principle in human interactions are social effects and theories that escalate the intensity of this phenomenon. The "echo-chamber" effect [14,37] is the state when people have beliefs or views that are different from those that are common within the broader population, and these people preferably communicate with one another managing to maintain, reinforce, or amplify their beliefs or views. Essentially, people tend to follow other like-minded people while ignoring everyone that has differing beliefs imitating the effect of an echo chamber [40]. In addition, individuals tend to receive information which is recommended by others with similar characteristics in their social networks in interpersonal communication, the tendency to form, the known homophily principle [25,32]. This results in the formations of highly polarized clusters in which social homogeneity is the leading actor for the diffusion of information [12]. In terms of misinformation, it seems that people form connections with others expressing similar bias [21] and consume and articulate same types of information [5]. Moreover, evidence show that spreaders share similar attributes allowing us to distinguish fake news from real news by studying these specific users participated in news dissemination and discussion [55] and, thus, detecting misinformation.

This study is motivated from the above theories applied to public discussions in order to exploit the credibility of others in a user’s network and build a model for fake news spreading detection.

Transparency and explainability importance. Early detection of fake news is critical in order to stop their further dissemination. Characterizing a suspicious piece of text
as fake news cannot standalone effectively if there is no mechanism that could help humans to understand why the information they read or a discussion they participate in include misinformation in order to stop their further dissemination. Explainable ML is a well established state-of-the-art approach employed in fake news detection [26,35,57]. Previous work incorporates explainable ML techniques in the process of interpreting why a news post is labeled as fake. For instance, dEFEND [49] utilizes the comments made by the users in the fake news post in order to offer the final explanation while GCAN [30] merely uses words found in the source text to explain the final classification. Finally, a review in the topic [42] utilizes SHAP 3 in order to find the most important features in fake news classification. However, no previous work proposed an extensional method that is not meant to directly detect or explain important features in fake news detection but rather to help users judge by themselves if a received information contains misinformation.

In this work, we apply advanced explainable ML in order to aid the user in making a more educated final decision with regard to real and false pieces of information focusing on the reputation of users who participate in such discussions.

Table 1 summarizes state of the art work in the fake news spreaders detection challenge with emphasis on features and explainability. Our approach utilizes all feature categories found in the background work except from contextual features that are hard to understand and be explained by explainable ML techniques. Specifically, we employ: (a) **linguistic features**, to utilize language use, transforming the raw text data into a vector representation, (b) **readability features**, to utilize writing style, including number of average words per tweet, number of emojis, number of slang words count, number of (full) capitalized words, number of retweets, number of user mentions, number of hashtags, and number of URLs, (c) **psycholinguistic features**, to utilize opinions and sentiment polarity, employing LIWC sentiment-related scores and emotion vectors, and (d) **user characteristics**, including users personality traits and gender. A detailed explanation of these aspects is given in Sect. 3.1 and Table 2. This study fills the gap of an explainable fake-news-spreader classifier based on psychological and behavioral cues able to be interpreted by proposing a novel human-centric approach.

---

**Table 1** Overview of the state of the art methods on fake news spreaders detection

| Features                  | Explainability |
|---------------------------|----------------|
| Natural language          |                |
| Linguistic                | ✓              |
| Readability               | ✓              |
| Psycholinguistic          | ✓              |
| Social setting            |                |
| User characteristics      | ✓              |

---

3 https://shap.readthedocs.io/.
In this section, we present the analysis we followed, which is used to feed our algorithms for the explainable fake news spreader detection model. At first, we describe the steps we followed to build a model for fake news spreaders detection. Then, we applied interpretable techniques to reveal fake news spreaders features and understand the patterns of this behavior. After this step, we design a novel human-centric framework for detecting suspicious users and misinformation elements on public discussions, in particular, we create two real-life datasets of public discussions by collecting seed posts and the replies for US elections 2020 and COVID-19 pandemic. We apply our model to annotate the replies of the discussion with the reputation of the author. We train a simple linear model able to replicate the fake news spreader model used able to detect misinformative content by suspicious seed users by using information of user network. We also present a fully explainable approach aiming in human understanding of fake news spreading behavior.

**Overall methodology and application.** The methodology and application of MANIFESTO has three distinct phases: phase A, training of Fake News Spreader classifier and providing explanations, phase B, creation of tweet post-replies dataset and annotation of authors profiles with the model of phase A, and phase C, training a model for misinformative content by suspicious users. For brevity sake, they will be simply called phase A, B, and C.
3.1 Training a fake news spreader classifier

Phase A—Training of a Fake News Spreader classifier includes the following steps: (a) Utilizing a ground truth dataset for fake news spreaders. We utilized “Profiling Fake News Spreaders on Twitter dataset” [41] provided by the pan-clef challenge regarding author profiling. The dataset contains the timelines of users sharing fake news as per PolitiFact and Snopes of 300 users on Twitter, equally divided and labelled as real and fake news spreaders. The task is to determine given a Twitter feed if the user is suspicious to spread fake news and misinformation.

(b) Dataset preprocessing. We filtered out links, usernames, punctuations, Twitter special characters, replaced contractions with their full word counterparts, we lower-cased words and removed stopwords, as basic preprocessing steps.

(c) Features extraction. As already explored in the related work different features categories used to train fake news spreading classifiers. We focus on features related to authors profile reflecting social and psychological aspects of the users. The features used to feed our model were scaled in [0,1] and are summarized in Table 2.

We classify the features into two categories: tabular and textual. Tabular features include readability, sentiment, psycholinguistic, personality and gender features and text include linguistic features. The total number of features in the two categories were initially 1028, (1000 best textual features emerged from a univariate feature selection and 28 tabular features). Since the number of the data samples is lower than the number of features and this may lead to generalization issues, we employed the Recursive Feature Elimination (RFE) strategy to select the best features from textual category, starting with all the features and removing them until there are no substantial changes in accuracy score to decide the optimal number of features. As we can see in Fig. 2, after utilizing the 100 most important features the model’s performance does not improve while with a lower number of features the performance is not stable. As a result, we ended up using top 100 textual features.

Since various explanation methods work differently under the hood when given different kinds of data (text and tabular in our case), we had to create two separate models, one which contains only the tabular data (all features minus the linguistic), to draw the explanations from and one that contains all of the data combined to provide meaningful explanations for fake news spreaders.

(d) Models’ training. We experimented with different classical classifiers as well as a neural network (NN) architecture to build the most appropriate model for fake news spreader detection. In order to find the best hyper-parameters we used 80% of the dataset and the rest 20% was used for testing. After best hyper-parameters searching, we performed a cross validation evaluation by using 10 folds on the whole dataset. Best performing algorithms in total were Random Forest (RF) and Gradient Boosting (GB) and we notice that the NN cannot achieve better performance neither with tabular nor with tabular and text features. We also tested the best algorithms using tabular only, text only and tabular and text features.
Table 2  Features used in our experiments along with their explanation

| Category         | Features                                      | Explanation                                                                 |
|------------------|-----------------------------------------------|-----------------------------------------------------------------------------|
| **Linguistic**   | Term Frequency-Inverse Document Frequency (TF-ID) vectors | The raw text data into a vector representation, in the form of the TF-IDF schema. |
| **Readability**  | Avg word count                                | The count of average words per tweet for a user.                            |
|                  | Emoji count                                   | The total number of emojis in the user’s last 300 tweets.                  |
|                  | Slang words count                             | The total number of slang words.                                           |
|                  | Capitalized words count                       | The total number of capitalized words (e.g. "Yes").                       |
|                  | Full capitalized words count                  | The total number of fully capitalized words (e.g. "YES").                 |
|                  | Retweets count                                | The total number of retweets.                                              |
|                  | User mentions count                           | The total number of user mentions.                                         |
|                  | Hashtags count                                | The total number of hashtags.                                              |
|                  | Url count                                     | The total number of URLs.                                                  |
| **Personality**  | extraversion                                  | Utilizes a pre-trained model that takes as input various text features from the user’s last 300 tweets and outputs a score that denotes the user’s Big Five personality traits [24]. |
|                  | agreeableness                                 |                                                                            |
|                  | conscientiousness                             |                                                                            |
|                  | openness                                       |                                                                            |
|                  | neuroticism                                    |                                                                            |
|                  | avoidance                                      | Utilizes a pre-trained model that takes as input various text features from the user’s last 300 tweets and outputs a score that denotes the user’s anxiety and avoidance score [24]. |
|                  | anxiety                                       |                                                                            |
| **Gender**       | Gender                                        | The gender of the user as predicted with the usage of a pre-trained naive bayes model achieving an accuracy of 0.71 based on linguistic and readability features |
| (male or female) |                                               |                                                                            |
| **Psycholinguistic** | Analytic                                      | Formal, logical, and hierarchical thinking patterns.                       |
|                  | Cloud                                        | The relative social status, confidence, or leadership.                     |
|                  | Authentic                                     | Portrayal in an authentic or honest way, humility or vulnerability.        |
|                  | Tone                                          | Positive and negative emotion as given by LIWC.                            |
| **Emotion and**  | anger                                         | A score that utilizes the emojis in the user’s last 300 tweets.            |
| **Sentiment**    | fear                                          | An emoji lexicon is used that assigns to each emoji values for the anger, fear, joy and sadness. Then the values are aggregated for each emotion and the final score is calculated. |
|                  | joy                                           |                                                                            |
|                  | sadness                                       |                                                                            |
|                  | negation                                      | The total number of words in negation (e.g. "not", "no").                 |
|                  | Vader score                                    | The sentiment score as given by the python library VADER.                  |
|                  | Textblob score                                 | The polarity score as given by the python library TextBlob.                |

### 3.2 Creation of tweet post-replies datasets and annotation of authors profiles

Phase B describes the creation of two real-life datasets by collecting seed posts and their replies for US elections 2020 and COVID-19 pandemic, in order to study the effectiveness of our fake news detection approach based on the tendency of authors participating in a discussion to be fake news spreaders. For this reason, we apply the model developed in phase A to annotate the replies of the discussion with the reputation of the author in order to showcase our human-centric explainable approach into a real-life setting. Data collection. We used the official newly introduced Twitter API 2⁴

⁴ https://developer.twitter.com/en/docs/twitter-api/early-access.
to gather posts related to US Elections and COVID-19 pandemic with the hashtags #USElections, #Elections2020 and #coronavirus, #covid, #covid19 respectively. Due to the high volume of posts related to the topic and to ensure that the posts that will be included in our analysis gather a sufficient number of comments from others to create a living discussion. Due to this fact and as an evidence of a human handled account, we included posts of users with more than 5000 followers. The second filter applied is the number of replies a seed post received, and after experimentation we decided to include posts received more than 10 replies to be considered as a discussion. As a result, we gathered 1365 tweets that have more than 10 comments and less than 200 for the US elections dataset and 308 tweets that have more than 10 comments and less than 200 in the COVID-19 dataset.

For the users involved in the discussion, including the seed author and the commenters, we collected their 100 most recent tweets and then feed them into the fake news spreader classifier developed in phase A. Then we labeled all users involved in each conversation with their tendency to be a misinformation spreader. Actually, our model, given a tweets feed of a user determines if the user is keen on spreading fake news, in other words it detects their potential credibility. Posts from users with fake news spreader like profiles are more likely to contain misinformation compared to others. As a result, participants’ views on a discussion are characterized by the reputation of the author. We present an explainable approach in order to detect seed posts potentially containing misinformation according to the author credibility utilizing information from the author’s network.

### 3.3 Interpretable model training for misinformation spreading by suspicious users

After phase A and phase B and annotation of users participating in the discussion with the tendency to be fake news spreaders, we train an interpretable linear model that
exploits users’ reputation and their expressed opinions to detect seed posts that are likely to contain fake news. We evaluate the performance of our model by comparing the linear model with the model of phase A and by showing a human understandable setting of explanations for these predictions.

Utilizing linear models for interpretability Linear models learn a linear function by using the input features, used for both regression and classification problems. In this task we deal with the challenge where a seed Twitter post is characterized as potentially containing misinformation due to the author’s credibility. In classification problems, if the linear function assigns a value which is less than zero as the weighted sum of the input features, then the algorithm predicts the negative class and otherwise predicts the positive class. The most widely used linear algorithm is logistic regression. The greatest advantage of these models is that the prediction procedure is simple and allows the interpretation of the model. This is the main reason why linear models see such widespread use in other more sensitive fields than ML such as medication, human sciences, brain research, and numerous other quantitative examination fields [33].

Generally, the approaches to interpret ML models can be put in two categories. First, model-agnostic or model-specific, which depends on whether the internal of the model under inspection is required. Second, local vs global, depending on whether the interpretation regards an individual prediction or is given for the entire system. Our approach falls into the local and model-agnostic category.

To get a local level interpretation from a logistic regression model, we need to multiply the vector fed as input with the weight vector learnt by the linear model. This way we get the weights of the features contained in the instance we want to explain (as features that don’t exist in the instance we want to explain would have a value of zero in the input vector).

Training process We train a linear model using as input features the texts of all the replies on each seed post and as ground truth the labels assigned by the fake news spreaders model. We have converted the original post and the replies to a vector representation. In particularly, we tested two different representations, the bag of words (BoW) model and the tf-idf vector representation. After the linear model is trained we use it to predict the value of the seed post. The final label given by the linear model is compared with the label assigned by the fake news spreader classifier and we evaluate our model with fidelity measure and a comprehensible explainable setup.

Providing classification explanations In order to provide the explainable set up, we draw influence from the global surrogate method which works by training a simpler interpretable model (e.g. a linear model) in order to approximate the predictions made by a more complex model (e.g. a random forest). In this way, we are able to build a simpler model that replicates the more complex offering interpretation and the ability to draw conclusions about its underlying logic at the same time. To augment the explainability component of our approach we choose to also offer the two closest replies from each class as example based explanations. To do this, we calculate the cosine similarity between the initial tweet’s vector representation and all the replies’ vector representation. Afterwards, all replies are ranked on descending order based on that cosine similarity and the two that have the highest similarity from each class are chosen. These replies are offered to the user as example-based explanations. These explanation strategies offer specific occurrences of the dataset to help clarify the logic.
Table 3  Performances of fake news spreader classifiers including only tabular features and both text and tabular features

| Model                  | Accuracy | Precision | Recall | f1-score |
|------------------------|----------|-----------|--------|----------|
| RF (tabular)           | 0.72     | 0.72      | 0.73   | 0.72     |
| GB (tabular+text)      | 0.73     | 0.75      | 0.70   | 0.72     |

of ML models. As a rule, example-based explanations work better if the features that the model has been trained on can be further utilized to convey more context. This means that data in the form of text excel at this category while for tabular data it is more difficult to address such information in a concise manner. Example-based explanations help people better understand ML models as well as the data that was used to train the ML model under inspection.

4 Experimentation and results

In this section, we present the experimentation and results drawn as emerged from the presented methodology and application in Sect. 3.

4.1 Fake news spreaders classifier evaluation

As described in Sect. 3.1, we build a model for detecting fake news spreaders in OSNs. Results drawn from Table 3 indicate that the model trained with only tabular features with the one trained both with tabular and textual features have similar performances, with the GB which considers both tabular and textual features slightly higher achieving a precision score 0.75. However, since explainable ML techniques cannot work with these combination of data we need to have two different models: one for providing explanations based on tabular data to understand the fake news spreading behavior and another trained with tabular and text data to be used as our final fake news spreader detection model. Since we focus on revealing psychological and behavioral features, we use the RF model trained only with tabular data, without a significant loss in accuracy as emerged from Table 3.

4.2 Revealing fake news spreaders features leveraging an explainable ML approach

After training the fake news spreader classifier we proceed with explaining the classification process. Explanations for fake news spreaders characteristics are provided by utilizing ELI5 and SHAP, the most known and widely used tools for explainable ML [13]. These explanations offer highly useful insights as they show how the model works as a whole, by highlighting the most important features after taking into account

---

5 https://eli5.readthedocs.io/.  
6 https://shap.readthedocs.io/.
all cases. We present the feature importance for the tabular features highlighting the top 20 out of the 28 tabular features in the case of SHAP and top 18 in the case of ELI5 in Fig. 3. We also accounted for different training sample sizes, however we did not observe any differences in features importance.

Although the feature ranking with the two methods is different, they share many similarities considering that both of the 2 top features are in the other’s top 10. In the top 12 features, they also share the same 9 features, albeit in slightly different ranking. By inspecting SHAP’s summary plot in Fig. 3b, we observe high values of polarity score and tone that affect the prediction negatively (contributing to the “real news spreader” class) while low values affect the prediction positively (contributing to the “fake news spreader” class). This means that negative sentiment implies someone is a fake news spreader while positive sentiment implies the opposite. Moreover, high Clout contribute to fake news spreading behavior, while users with lower Clout contribute to real news spreading behavior. With regard to the readability features, high levels of capitalized count generally denote fake news spreading behavior while low levels real news spreading. As for personality features, we can deduce that users with high levels of anxiety, agreeableness and openness generally contribute negatively to the prediction, while lower levels of these features contribute positively. No significant impact on either side can be seen by looking at the conscientiousness, neuroticism or avoidance features.

4.3 Designing a novel human-centric framework for detecting suspicious users and misinformation elements on public discussions

We applied the process described in Section 3.3 on two datasets of public discussions in order to identify users suspicious for misinformation spreading based on public discussions in a fully explainable and human-comprehensive set up. We evaluate the
linear white box both quantitatively by comparing it to the black-box model for fake news spreaders detection described in Section 3.1 and qualitatively by presenting the explanations on representative examples.

**Model’s evaluation and explanations.**

- **Black-box vs white-box model.** We use fidelity to evaluate our linear model approach compared with the classifications made on the initial post by the fake news spreader classifier. Fidelity is the degree in which the simpler model under inspection can be used to precisely approximate the predictions of a more complex model [19,33]. It is an appropriate measure to evaluate if the linear model is able to accurately classify a piece of text as possibly containing misinformation based on the reputation of authors participating in each discussion. To have a more fair calculation for the fidelity, we excluded the initial posts that had the same label in all the replies. We calculate the fidelity for the rest of the sentences, fidelity equals to 1 if the linear model and fake news spreading classifier agree and 0 otherwise. Finally, the average score were computed for all sentences. Results in Table 4 suggest that fidelity achieves 88.00% of agreement among the fake news spreader classifier and the linear model used Tf-Idf vector. This means that the simpler linear model is able to accurately predict the same label with very high success imitating the more complex fake news spreader classifier. Moreover, as for the prediction accuracy, we can see that the linear model has an overall good performance with respect to learning the fake news spreader classifier as the curve for the ROC curve tends to reach close to the top left corner and respectively for the precision recall curve as it tends to reach the top right corner, as seen in Fig. 4.

- **Qualitative evaluation and explanations.** We qualitatively evaluate our approach by presenting the explanations given by our model. We selected 2 representative examples from suspicious users class along with the latent replies from credible and suspicious users as classified by the linear model. We also present the top features along with their weights as assigned by the linear model (including the bias/intercept). In Table 5, the two examples are classified as suspicious to spread to fake news. As for the first one, the author is making appalling remarks on both presidential candidates, while also making personal and subjective attacks. Replies from real news spreaders state that these accusations are not proven and provide real facts. Replies from fake news seem to agree with the author. As for the features we can see words with positive meaning such as “peace”, push the classification towards the real news (since the real news class is 0), while negative words such as “clown” push it towards fake news. These examples show that MANIFESTO is able to give a clueless reader insights about a post they read drawn from the discussion from others could potentially contain fake news by offering...
them the two closest replies from each class as well as the top features to aid in their judgement and help them better understand and evaluate the tendency to fake news consumption. As for the COVID-19 dataset, we present the examples in Table 6. The first example confuses coronavirus with electoral fraud, with reference to misinformation from within. Short answers from trusted users present the logical voice and reassure while from unreliable users opinions related to electoral fraud and other conspiracy theories are reported. Although the tweet itself would not be qualitatively evaluated as a product of misinformation, the model shows that references to the election result tend to push the categorization towards the false news class. The second example throws rebukes at a public figure. Responses from credible users indicate either that these views are terrifying or they are trying to provide supporting arguments. On the contrary, suspicious users agree with reprimanding and following extremist views.

5 Discussion and conclusions

Comparison with the state of the art. We compare our approach with previous work regarding fake news spreader detection. As for the detection model, we achieve 0.73 accuracy score using text-related features that reflect user psychology and behavior, which is comparable with the state-of-the-art performance achieved by Buda and Bolonyai [8]. They use only textual related features without user profile characteristics, however with the rich features we employed we are able to extract meaningful explanations about the implicit human characteristics of fake news spreaders. Other approaches using deep learning methods with feature vectors such as Saeed et al [46] achieved an accuracy of 0.700 proving that our model outperformed by 4.28%. In addition, Cardaioli et al. [9] utilize similar features in their approach (i.e emotion, personality, language and stylistic etc) achieved an accuracy score of 0.675. Our method reached 8.14% better results, indicating that our results are promising and comparable with the state-of-the-art, hence our model accurately can detect fake news spreader like profiles on Twitter with an explainable ML approach. In addition, our approach
| Seed post                                                                 | Replies from credible users                                                                 | Replies from suspicious users | Top features | Weights |
|--------------------------------------------------------------------------|-------------------------------------------------------------------------------------------|-----------------------------|--------------|---------|
| Newsmax host warns Democrats will “round up all the Republicans” into “COVID internment camps”. There’s so much talk about the “election fraud” rhetoric leading to the murderous mob, but this is the kind of shit that led up to it and it’s pumped out by conservative media all day every day | How many Dem election losses are blamed on “voter suppression”? A different way of saying election fraud | Bringing Israel and these Arab countries together is a miracle for me | Bias | -0.085 |
| Alleged you said not proven so why bring him in and trump he is racist, and baffling buffoon.. so clown is better | Absolute clown | Bringing | 0.112 |
| Has anyone in history campaigned more intensely in more places in a short amount of time than @realDonaldTrump? This guy doesn’t need the money nor power. He’s doing it because he loves the USA! | The only thing Trump loves is himself, power, attention, and money. He certainly has no love or respect for America. Patriots are voting him out on Tuesday | He’s doing it for money and power | Bias | 0.056 |
| It’s like a closed fisted husband, standing over a woman called Liberty who is huddled begging for her life crying in the corner with two black eyes, trying to protect her children from harm and hunger ....while he tells her he loves her | Thankful and grateful for our president trump | Doing | 0.143 |
|                                                          |                                                                                           | Power | 0.029 |
|                                                          |                                                                                           | Loves | -0.014 |
|                                                          |                                                                                           | Money | 0.011 |
| Seed post                                                                 | Replies from credible users                                                                 | Replies from suspicious users                                                                 | Top features | Weights |
|--------------------------------------------------------------------------|----------------------------------------------------------------------------------------------|------------------------------------------------------------------------------------------------|--------------|---------|
| Newsmax host warns Democrats will “round up all the Republicans” into   | I feel as though so many Republicans are genuinely worried about this kind of stuff, and there’s | How many Dem election losses are blamed on “voter suppression”? A different way of saying election | Bias         | 0.158   |
| “COVID internment camps”. There’s so much talk about the “election fraud” | not in danger/ the government isn’t taking over everything no matter how hard you try          | fraud                                                                                           |              |         |
| rhetoric leading to the murderous mob, but this is the kind of shit that |                                                                                              |                                                                                                 |              |         |
| led up to it and it’s pumped out by conservative media all day every day  |                                                                                              |                                                                                                 |              |         |
| I was thinking about the “government buildings” bit in the warnings.    | Just the Republican QAnon Enablers who PROMOTED Election Fraud, Sedition, Treason and Inciting a |                                                                                                 | Shit         | 0.079   |
| State health departments should get a head’s up                          | MINDLESS ZOMBIE Neo-Nazi Supremacist Mob to Insurrection. So if that means ALL REPUBLICANS, So be it... |                                                                                                 |              |         |
|                                                                           |                                                                                              |                                                                                                 | Election     | 0.077   |
|                                                                           |                                                                                              |                                                                                                 | Kind         | −0.059  |
|                                                                           |                                                                                              |                                                                                                 | Fraud        | 0.049   |
Table 6 continued

| Seed post                                                                 | Replies from credible users                                                                 | Replies from suspicious users                                                                 | Top features | Weights |
|---------------------------------------------------------------------------|---------------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------|--------------|---------|
| The worst news of this week is that Biden has appointed Andy Slavitt to  | How do people listen to that stuff its just 24/7 fear porn                                   | Most of his picks have been good so far. No one's going to bat 1.000. Every fucking person    | Bias         | -0.098  |
| his covid task force. Slavitt is a REALLY bad guy. A charlatan, and        |                                                                                             | Trump appointed was a piece of shit, so don't flip out about one controversal pick from Biden  |              |         |
| a habitual liar and self-promoter who has spread terror for his own       |                                                                                             | and pull the “both sides are the same” bullshit I see many are doing on here                 |              |         |
| aggrandizement. Here is selling a mask he claims “deactivates” covid      |                                                                                             |                                                                                             |              |         |
| It seems that his remit is limited (temporary) and is confined to         |                                                                                             | Biden will pick a cabinet of the usual suspects and America will suffer                       | Biden        | 0.104   |
| communications/messaging around vaccines and coordination in getting      |                                                                                             |                                                                                             |              |         |
| vaccines out. We will see how effective he will be at this. Giving even   |                                                                                             |                                                                                             |              |         |
| bad actors the benefit of the doubt for the moment                        |                                                                                             |                                                                                             |              |         |

|                                |                                                                                             |                                                | Covid       | -0.074  |
|                                |                                                                                             |                                                | Appointed   | 0.051   |
|                                |                                                                                             |                                                | Bad         | -0.026  |
is the first comprehensive effort to explain human motives and features behind fake news spreading behavior.

**Human-centric set up for misinformation detection.** As shown from our results, we showcase that without loss in accuracy our method builds an explainable setup enhancing human understanding of fake news spreading behavior. Specifically, our approach focus on authors who based on their profiles are classified as suspicious to circulate misinformation on public discussions. Following a conversation on Twitter platform, a simpler model is able to replicate the tendency of users to misinformation while presenting the closest replies that are closest to the seed post and belong to both classes, can help the end user to evaluate the source of the information as well as the quality of the discussion that is conducted in relation to whether it includes misinformation. To the best of our knowledge, this is the first study that aims to provide a fully explainable setup that evaluates misinformation spreading based on users credibility. This approach is dataset agnostic, meaning as it can be applied to any topic based only on authors’ reputation in a discussion and their opinion, aiming to a comprehensive way to combat fake news through human involvement.

**Limitations and future work.** Limitations also exist in our approach. Firstly, the performance of MANIFESTO linear model and consequently the quality of explanations relies on the performance of the fake news spreader classifier. In this line, a creation of a novel larger fake news spreader dataset which also contains more rich information regarding other explicit Twitter metadata (e.g. user description, user picture, number of followers, number of favorites etc.) would be of great first step to further improve the fake news spreader classifier. Moreover, one possible direction is to research for other valuable implicit features from Twitter profiles affecting fake news spreading behavior, such as the educational background of a user. As for the explainable set up, as a future direction we also mention the classification of suspicious users to positive, negative or neutrals towards a piece of information, to provide more information to the final user. Finally, a human evaluation of MANIFESTO (e.g. via crowd-sourcing) would be definitively required for assessing the quality of the explanations and improve their quality.
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