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Abstract—This paper addresses the problem of unknown delays in adversarial multi-armed bandit (MAB) with multiple play. Existing work on similar game setting focused on only the case where the learner selects an arm in each round. However, there are lots of applications in robotics where a learner needs to select more than one arm per round. It is therefore worthwhile to investigate the effect of delay when multiple arms are chosen. The multiple arms chosen per round in this setting are such that they experience the same amount of delay. There can be an aggregation of feedback losses from different combinations of arms selected at different rounds, and the learner is faced with the challenge of associating the feedback losses to the arms producing them. To address this problem, this paper proposes a delayed exponential, exploitation and exploration for multiple play (DEXP3.M) algorithm. The regret bound is only slightly worse than the regret of DEXP3 already proposed for the single play setting with unknown delay.

I. INTRODUCTION

Online learning is a very powerful theoretical framework for studying repeated games where a learner makes some predictions on some arbitrary sequence of loss (or reward) functions generated either from a fixed but unknown probability distribution or by an adversary [Shalev-Shwartz et al.(2012), Blum(1998)]. The learner in practice selects one or more arm(s) of unknown quality and faces the trade-off between exploiting profitable past arm(s) and exploring new arm(s) with which the learner has little or no information. Online learning studied as a multi-armed bandit (MAB) problem is classified according to how losses (or rewards) are generated. In stochastic multi-armed bandit, losses are generated from a fixed but unknown distribution [Bubeck et al.(2012)Bubeck, Cesa-Bianchi, et al.], [Auer and Ortner(2010)]. [Audibert et al.(2007)Audibert, Munos, and Szepesv´ari], [Dani et al.(2008)Dani, Hayes, and Kakade], while in non-stochastic or adversarial multi-armed bandit, losses are generated arbitrarily to deceive the learner such as in game-theoretic settings [Auer et al.(1995)Auer, Cesa-Bianchi, Freund, and Schapire], [Bubeck et al.(2012)Bubeck, Cesa-Bianchi, et al.]. These classic MAB variants have been well studied for the single play setting where the learner chooses an arm per round and observes the loss of the arm chosen at the end of each round, and the multiple play setting where the learner chooses many arms per round and observes the losses of the chosen arms at the end of each round [Xia et al.(2016)Xia, Qin, Ma, Yu, and Liu], [Uchiya et al.(2010)Uchiya, Nakamura, and Kudo], [Zhou and Tomlin(2018)].

A tougher setting than the classic MAB setting is when the feedback of the chosen arm undergoes some delays, and it is not observed at the end of each round. There is a good number of studies on the stochastic MAB single play setting with delays. These delays are classified into various forms such as fixed delays [Dudik et al.(2011)Dudik, Hsu, Kale, Karampatziakis, Langford, Keystin, and Zhang], where the delays have a common fixed unknown value; non-anonymous random delays [Joulani et al.(2013)Joulani, Gyorgy, and Szepesv´ari], [Mandel et al.(2015)Mandel, Liu, Brunskill, and Popovic], where the delays are random but the feedback losses and the arms producing those losses are known; and aggregated anonymous delays [Pike-Burke et al.(2017)Pike-Burke, Agrawal, Szepesvari, and Grunewalder], where only the sum of the feedback losses over some unknown rounds of play and over some unknown chosen arms is known. There is also the conversion delay [Vernade et al.(2017)Vernade, Capp`e, and Perchet] applicable in web advertisement but has the limitation that the delay distribution must be known; and stochastic bounded delays in Gaussian process bandit [Desautels et al.(2014)Desautels, Krause, and Burdick].

In the adversarial setting, there has also been a good number of research work done for the single play setting with delays. These delays are also classified into various forms. A generalized regret bound on any base MAB algorithm for adversarial bandit with fixed delays is obtained in [Joulani et al.(2013)Joulani, Gyorgy, and Szepesv´ari]. In [Cesa-Bianchi et al.(2019)Cesa-Bianchi, Gentile, and Mansour], the authors found a tight regret bound on EXP3 algorithm with fixed delays. For the case of composite anonymous delays [Cesa-Bianchi et al.(2018)Cesa-Bianchi, Gentile, and Mansour], where the received feedback loss is the sum of losses of some previously played arms over some unknown rounds of play, the authors found a generalized regret bound on any base MAB algorithm. In [Li et al.(2019)Li, Chen, and Giannakis], the authors found a tight regret bound for EXP3 with composite delayed feedback. In the multiple play setting with delays, both the stochastic bandit and adversarial bandit are yet to be studied. However, in this paper, we study adversarial MAB for...
the multiple play setting with delays because it is a tougher and a more practical setting. This paper therefore partially bridges the gap and advances knowledge in this area.

To motivate this research problem, it is important to give some practical applications of the problem setting. Consider a communication network where a transmitter hops across a subset of channels for transmitting some packets to a receiver each hop time. Due to environmental factors, the receiver receives the packets with delay. The transmitter needs feedback from the receiver each hop time in order to know if the channels it hops across give good reward based on the quality of the channel. If the feedback is returned at a later time, after the transmitter must have hopped across other subsets of channels, then it becomes difficult for the transmitter to correctly match the subsets of channels to the feedback it receives and learn from it. This problem is also common in online advertisement where an ad company displays divers subsets of ads to stimulate interest in their product to visitors of the website. Each subset of ads is designed to satisfy a different class of visitors. A visitor may pick interest in the product by observing a particular subset of displayed ad at a particular time but he chooses to buy the product at a different time. Therefore, the ad company does not know which subset of ads led to the purchase of the product. Other applications can be found in the medical fields, e-commerce, social media etc.

The research contributions in this paper are: (i) to formulate the setting for adversarial multiple play multi-armed bandit with unknown delays (ii) to develop an efficient algorithm which is named DEXP3.M (iii) to provide a tight theoretical upper bound on the regret.

A. Related work

Most of the algorithms proposed for single play adversarial MAB with delays are black-box algorithms that wrap around classic adversarial MAB algorithms, called Base MABs [Cesa-Bianchi et al.(2018)Cesa-Bianchi, Gentile, and Mansour], [Joulan et al.(2013)Joulan, Gyorgy, and Szepesvári]. The settings for these wrapper algorithms are too generic, and their regret bounds are not always tight. Authors in [Li et al.(2019)Li, Chen, and Giannakis] followed a different approach by investigating the effects of unknown delays on the famous EXP3 algorithm and found a tighter bound on the regret. This paper therefore follows the same approach in [Li et al.(2019)Li, Chen, and Giannakis] to obtain the regret bound on EXP3.M algorithm proposed in [Uchiya et al.(2010)Uchiya, Nakamura, and Kudo] for the multiple play setting. This paper is the first of its kind to study the multiple play adversarial setting with unknown delays.

II. PROBLEM SETTING

A. Classic Adversarial Bandit with Single Play

In the classic adversarial bandit with single play, the learner chooses an arm \( i \) at time \( s \) from a finite set of arms \( \mathcal{A} = \{1,\ldots, i,\ldots K\} \), based on the probability distribution \( p_s \in \Delta_K \) over all arms. The probability simplex \( \Delta_K \) is defined as \( \Delta_K := \{ p \in \mathbb{R}^K_+ : p(i) \geq 0, \forall i; \sum_{i=1}^{K} p(i) = 1 \} \) [Li et al.(2019)Li, Chen, and Giannakis]. The learner observes the loss \( l_s(i_s) \) of only the arm \( i_s \) he chooses at time \( s \). All other losses are not revealed to the learner. Since there is no delay in feedback, the losses of all chosen arms are known at the end of each timeslot, and the learner can update the probability \( p_{s+1} \) from the knowledge of all previous losses \( \{l_s(i_s)\}_{s=1}^{t} \).

A randomized algorithm is then developed to help the learner minimize his regret. The regret is the difference between the performance of the algorithm and that of a single fixed policy, over the total timeslot \( T \). The regret for the classic setting is defined mathematically as

\[
\text{Reg}_{CT} := \sum_{s=1}^{T} \mathbb{E}[p_s^T l_s] - \sum_{s=1}^{T} (p^*)^T l_s,
\]

where \( C \) means classic, \( T \) means transpose and \( l_s \) is the \( K \times 1 \) loss vector containing the incurred loss \( l_s(i_s) \) of arm \( i \). The expectation is taken over the randomness of \( p_s \) that is caused by the random choice of arms \( i_s \), chosen from time \( t = 1 \) to time \( t = s - 1 \). The best fixed policy \( p^* \) is defined as

\[
p^* := \arg \min_{p \in \Delta_K} \sum_{s=1}^{T} p^T l_s.
\]

B. Delayed Adversarial bandit with Multiple Play

In the delayed MAB setting with multiple play, the learner chooses \( k \) distinct arms from \( \mathcal{A} = \{1,\ldots, i,\ldots K\} \). The combined \( k \) arms chosen at round \( s \in \{1,\ldots, T\} \) is called an action \( a_s \), which is a \( k \times 1 \) vector component. Action \( a_s \) is chosen from the action space \( \mathcal{C}(\mathcal{A}, k) := \{a_s : \dim(a_s) = k\} \). The action space is a compact closed convex set. The cardinality of \( \mathcal{C}(\mathcal{A}, k) \) denotes the possible number of actions from which the learner can choose. This is given as \( |\mathcal{C}(\mathcal{A}, k)| = \binom{K}{k} \). To account for the multiple play setting, the probability simplex \( \Delta_K \) is set as the convex hull of \( \{k_{a_s} \in \mathbb{R}^K : a_s \in \mathcal{C}(\mathcal{A}, k)\} \), where \( k_{a_s} \) is a vector whose \( j-th \) component is \( 1/k \), if and only if \( j \) is also a component of \( a_s \) (Section 4, [Uchiya et al.(2010)Uchiya, Nakamura, and Kudo]). From Krein Milman theorem [Krein and Milman(1940)], \( \{k_{a_s} \in \mathbb{R}^K : a_s \in \mathcal{C}(\mathcal{A}, k)\} \) is a compact convex subset of \( \mathbb{R}^K \) and its set of extreme points is \( \Delta_K \). The action \( a_s \) should be chosen in an efficient way such that each arm \( i \in a_s \) is selected with probability \( p_s(i) \). This ensures that \( k_{a_s} \) is \( p_s \). Due to unknown random delays, the loss vector \( l_s(a_s) \) is received for action \( a_s \) after some delays of \( d_s \) slots; namely at the end of slot \( s + d_s = t \), where \( d_s \geq 0 \) can vary from slot to slot. The delays \( \{d_s\}_{s=1}^{T} \) can be chosen adversarially. In this paper, we represent the loss vector of an action \( a_s \), chosen at timeslot \( s \) but observed at timeslot \( t \) as \( l_{s|t}(a_{s|t}) \). It is assumed that all \( i \in a_{s|t} \) arms chosen in timeslot \( s \) undergo same delay \( d_s \). It is possible for the order of feedback to be arbitrary such that \( s + d_s \geq z + d_z \).
when \( s < z \) and \( s, z \in \{1, ..., T\} \). Since the delays are arbitrary, it is equally possible for the feedback of many actions, selected in the past at different times to be received at the same time. We denote the set of all such feedback as \( \mathcal{L}_t := \{ l_{s|t}(a_{s|t}) : s + d_s = t, t \geq s \} \forall t \in \{1, ..., T\} \). It is to be noted that the learner can observe the set of losses in \( \mathcal{L}_t \) at time \( t \) but does not know the exact time \( t \) when those losses were actually chosen. Also, it is to be noted that we assume all losses are received at time \( T \) despite the presence of delay. If no loss is observed at time \( t \), then \( \mathcal{L}_t \) is an empty set.

Traditionally, the learner is meant to select the probability vector \( \{ p_s \} \) to minimize regret. However, the information to decide the \( K \times 1 \) probability vector, \( p_s \), may not be available due to the presence of delay. For instance, if the losses of an action selected at a given time is yet to be received, then it is difficult to update the probability vector that depends on those losses for the next round. However, the learner can utilize the available information collected in the set \( \mathcal{L}_{t-1} := \bigcup_{j=1}^{T} \mathcal{L}_j \) to compute \( p_t \) and not \( p_s \). This is because the learner does not know \( s \) when it receives \( l_{s|t}(a_{s|t}) \), but it does know \( t \), so it can compute \( p_t \) based on this knowledge.

The base algorithm EXP3.M cannot be applied in this setting with unknown delay since it is difficult to estimate the loss for the arms. This is explained in (2) and (3) below:

\[
\hat{l}_{s|t}(i) = \frac{l_{s|t}(i) \mathbb{1}(i \in a_{s|t})}{p_t(i)} \quad \forall i \in A, \tag{2}
\]

where \( p_t(i) \) is the \( i - th \) component of \( p_t \), and \( l_{s|t}(i) \) is the true loss of arm \( i \) chosen at time \( s \) and observed at time \( t \). For the semi-bandit setting discussed in this paper, the learner has access to the loss of only the arms s/he chooses contained in the loss vector \( l_{s|t}(a_{s|t}) \). This is the essence of the indicator function in (2).

The loss estimation is necessary because the learner does not know the value of the losses of other unchosen arms, yet it must update the probability over all arms based on these losses. The loss estimator \( \hat{l}_{s|t}(i) \) in (2) is biased unlike in the classic setting because the action \( a_{s|t} \) was originally drawn at time \( s \) from the probability vector \( p_s \), but the loss vector \( l_{s|t}(a_{s|t}) \) was received at time \( t \), and the estimated loss is computed with the probability vector \( p_t \).

Hence, the expectation of the loss estimator conditioned over the collection of past received losses and past played actions (represented with the filtration \( \mathcal{F}_{t-1} := \sigma(\mathcal{L}_{1:t}, a_{1:t}, ..., a_{t-1}) \)) will not recover the true loss. For notation sake, we take the conditional expectation

\[
\mathbb{E}_{\mathcal{F}_t/\mathcal{F}_{t-1}}[\hat{l}_{s|t}(i)|\mathcal{F}_{t-1}]
\]

simply as

\[
\mathbb{E}_{a_{s|t} \sim p_t}[\hat{l}_{s|t}(i)].
\]

Thus, the expectation of the loss estimator is given as:

\[
\mathbb{E}_{a_{s|t} \sim p_t}[\hat{l}_{s|t}(i)] = \mathbb{E}_{a_{s|t} \sim p_t} \left[ \frac{l_{s|t}(i) \mathbb{1}(i \in a_{s|t})}{p_t(i)} \right] = \sum_{j=1}^{K} p_s(j) \frac{l_{s|t}(i) \mathbb{1}(j = i \in a_{s|t})}{p_t(i)} = l_{s|t}(i) p_t(i) / p_t(i) \neq l_{s|t}(i) \forall i \in a_{s|t}. \tag{3}
\]

Here, \( p_s(i) \) is the \( i-th \) component of \( p_s \). The regret for the delayed setting with multiple play for action \( a_{s|t} \), chosen from the probability vector \( p_t \in \Delta_K \), over all arms, is given as

\[
\text{Reg}^D_t := \sum_{t=1}^{T} \mathbb{E}[p_t^T I_t] - \sum_{t=1}^{T} (p^*)^T I_t, \tag{4}
\]

where \( D \) means delayed. The expectation is over the randomness of \( p_t \).

### III. Proposed Algorithm

A randomized adversarial MAB algorithm is introduced in this section, named Delayed EXP3.M (DEXP3.M), that can handle multiple play settings with unknown delays. In order to obtain the updated probability vector \( p_{t+1} \), the learner has to update \( |\mathcal{L}_t| \) times since there are multiple rounds of feedback contained in \( \mathcal{L}_t \). There is no need for the time index \( s \) in (3) to be known for implementation of this algorithm. To upper bound the bias in (3), there must be an upper bound on \( \frac{l_{s|t}(i)}{p_t(i)} \) which results to a lower bound on \( p_t(i) \).

The proposed DEXP3.M algorithm runs Depround algorithm [Gandhi et al.(2006)Gandhi, Khuller, Parthasarathy, and Srinivasan], as a subroutine for selecting \( k \) arms out of \( K \) total arms each time with linear time and space complexity, as it was done for the EXP3.M algorithm in [Uchiya et al.(2010)Uchiya, Nakamura, and Kudo]. The Depround algorithm was used in [Uchiya et al.(2010)Uchiya, Nakamura, and Kudo] to remove exponential complexity associated with multiple play setting in adversarial bandit. The input to the Depround algorithm had the sum of the probability distribution over \( K \) arms equal to \( k \), i.e., \( \sum_{i=1}^{K} p_t(i) = k \). This led to the problem of the probability of each arm exceeding one in the EXP3.M algorithm. This problem was addressed by cutting off weights of arms exceeding a certain threshold. This way, the probability of each arm, which depends on the weights of the arm, does not exceed one. The Depround algorithm updates \( (p_t(1), ..., p_t(K)) \) probabilistically until each probability \( p_t(i) \), is either 1 or 0, while still ensuring that the sum of the probabilities is \( k \).

The DEXP3.M algorithm is different from the EXP3.M algorithm because it uses the probability simplex \( \Delta_K \), whose total probability over \( K \) arms is 1 and not \( k \). This automatically removes the problem found in EXP3.M where an arm can have a probability that exceeds 1, and must have its weight cut off. For the DEXP3.M algorithm, no arm has a probability that exceeds one. However, the problem of using the Depround algorithm surfaces because the input to the Depround algorithm requires that the sum of the total probability be \( k \). This problem can be overcome by scaling the probabilities over all arms by the factor \( k \) at the point of execution of the Depround algorithm. There is no extra complexity incurred by this scaling, as the Depround algorithm runs at a linear complexity of \( O(K) \). More so, there is no extra regret incurred since the analysis of the regret uses only the output of the Depround algorithm and excludes the operation of the Depround algorithm. The total probability is 1 outside
the Depround algorithm and \( k \) only inside the Depround algorithm. The proposed DEXP3.M algorithm also performs differently from the base EXP3.M algorithm by introducing a \( K \times 1 \) weight vector \( \tilde{w}_t \) to evaluate the performance of each arm historically as illustrated in (5) to (7).

There are some similarities between DEXP3 algorithm in [Li et al.(2019)Li, Chen, and Giannakis] for single play adversarial bandit with delay, and the proposed DEXP3.M algorithm. The regret analysis for both algorithms uses the probability simplex, hence the regret definition of DEXP3 in is the same as for DEXP3.M but with a different intuitive meaning, as shown in (4). An upper bound on \( \frac{\sum_{t=1}^{T}L_t}{T} \) is required for the analysis of both algorithms. There are also striking differences between both algorithms. First, DEXP3 algorithm does not use the Depround algorithm. Also, the probability of each arm in DEXP3 algorithm is the normalized weight over all arms, whereas in DEXP3.M algorithm, the probability of each arm is a trade-off between exploration with parameter \( \gamma \) and exploitation with parameter \( 1 - \gamma \). Hence, the learner either sticks to the arm that has given a good reward and does not use the Depround algorithm. Also, the probability \( p_t \) for the update in (6) ensures that \( w_t(i) \) is lower bounded by \( \frac{\delta_2}{K} \). The learner finally computes \( p_t(i) \) as:

\[
p_t(i) = (1 - \gamma) - \frac{w_t(i)}{\sum_{j=1}^{K}w_t(j)} + \gamma, \forall i \in \mathcal{A}.
\]

(7)

When all elements of \( \mathcal{L}_t \) has been used for the update, the learner finds \( p_{t+1} \) using:

\[
p_{t+1} = p_t|_{\mathcal{L}_t}.
\]

(8)

However, if \( \mathcal{L}_t = \emptyset \), the learner uses the previous distribution i.e., \( p_{t+1} = p_t \) for choosing an arm. The DEXP3.M algorithm is summarized in Table 1 below.

A. Mapping from real to virtual slot

This paper overcomes the challenge of recursion between \( p_t \) and \( p_{t+1} \) by the introduction of “virtual slots”. There are \( T \) virtual timeslots over the real time horizon and the \( \tau - \theta \) virtual slot is associated with the \( \tau - \theta \) loss value fed back. The feedback received at the end of slot \( t \) is \( \mathcal{L}_t \) and the overall feedback sum received at the end of slot \( t-1 \) is \( L_{t-1} := \sum_{t=1}^{t-1}|\mathcal{L}_t| \). The virtual slot \( \tau \) corresponding to the first feedback value received at slot \( t \) can thus be written as \( \tau = L_{t-1} + 1 \). When multiple rounds of feedback are received over a real timeslot \( t \), DEXP3.M updates \( p_t \) recursively \( |\mathcal{L}_t| \) times to obtain \( p_{t+1} \) using (5) to (8). With the notion of virtual slot in mind, these \( |\mathcal{L}_t| \) updates are done over \( |\mathcal{L}_t| \) consecutive virtual slots. For instance, \( \tilde{I}_{s_1}[t] \) is used to update from \( p_1 \) to \( p_t \) and the update is mapped to virtual slot \( \tau = L_{t-1} + 1 \).

Hence, in the virtual slot, \( \tilde{I}_{t} = \tilde{I}_{s_1}[t] \) is used to obtain \( p_{t+1} = p_1 \) from \( p_{t} = p_1 \). Similarly, \( p_2 \) is obtained by using \( \tilde{I}_{s_2}[t] \) and the virtual slot yields \( p_{t+2} = p_2 \) using \( \tilde{I}_{s_2}[t] = \tilde{I}_{s_1}[t] \). This means that at real timeslot \( t \), for \( n = 1, \ldots, |\mathcal{L}_t| \), each update from \( p_{t} \) to \( p_{t+2} \) using \( \tilde{I}_{s_n}[t] \) is mapped to an update at the virtual slot \( \tau + n - 1 \), where \( \tilde{I}_{s_{n-1}}[t] = \tilde{I}_{s_1}[t] \) is used to obtain \( p_{t+n} = p_1 \) from \( p_{t+n-1} = p_1 \). From the real-to-virtual slot mapping, it can be seen that \( \tilde{I}_{s_{n-1}}[t-1] = \tilde{I}_{s_1}[t-1] \). This is illustrated in Fig. 1 for the situation where the cardinality of \( \mathcal{L}_t \) is 4. Since many feedback can be received at any time without any particular order, the learner may know the time interval when the actions producing the feedback were chosen, but he cannot match the actions to the time when the feedback was actually incurred. Analyzing the recursion between two consecutive \( \tilde{p}_\tau \) and \( \tilde{p}_{\tau+1} \) will be paramount for the regret analysis.

Updating in the virtual slot \( \tau \) is same as in (5), (6) and (7)

\[
\tilde{w}_{t+1}(i) = \tilde{p}_t(i)\exp(-\frac{k\gamma}{K}\min\{\delta_1, \tilde{I}_t(i)\}) , \forall i \in \mathcal{A}; \delta_1 \geq 0
\]

(9)

\[
\tilde{w}_{t+1}(i) = \max\left\{ \tilde{w}_{t+1}(i), \frac{\delta_2}{K} \right\} , \forall i \in \mathcal{A}; \delta_2 \geq 0
\]

(10)
**DEXP3.M** (The extended version of EXP3.M for bandit problems with unknown delays)

**Parameters:** $\gamma \in (0, 1)$

**Initialization:** $p_t(i) = \frac{1}{K}$ $\forall i \in A$

**For** $t = 1, \ldots, T$

1. a. Scale the probabilities $(p_t(1), \ldots, p_t(K))$ by a factor of $k$.
   b. Use the scaled probabilities as input and select $k \leq K$ arms using **Depround** algorithm (Gandhi et al. (2006) Gandhi, Khuller, Parthasarathy, and Srinivasan).
2. a. Return the original probabilities.
3. Return to Step 1 and repeat for all $n, l = 1, \ldots, |L_t|$

**Assumption 1:** The maximum loss is upper bounded as follows:

$$\max_{i,t} L_t(i) \leq 1.$$  \hfill (17)

**Assumption 2:** The delay $d_t$ is upper bounded as follows:

$$\max_t d_t \leq \bar{d}.$$  \hfill (18)

**Lemma 1:** In consecutive virtual slot $\tau - 1$ and $\tau$, the following inequalities hold for any $i$

$$\hat{p}_{\tau-1}(i) - \hat{p}_{\tau}(i) \leq \hat{p}_{\tau-1}(i) \left[ \gamma + \frac{k \gamma}{K} \min \{ \delta_1, \tilde{\ell}_{\tau-1}(i) \} \right] + \frac{\delta_2}{1 + \delta_2}$$

and

$$\frac{\hat{p}_{\tau-1}(i)}{\hat{p}_{\tau}(i)} \leq \frac{1}{1 - \gamma - \frac{k \gamma}{K} - \frac{\delta_2}{1 + \delta_2}}.$$  \hfill (19)

if the parameters are chosen properly such that $1 - \gamma - \frac{k \gamma}{K} - \frac{\delta_2}{1 + \delta_2} \geq 0$.

**Proof:** First we have

$$\hat{p}_{\tau}(i) \geq (a) (1 - \gamma) \frac{w_{\tau}(i)}{1 + \delta_2} + \frac{\gamma}{K} \geq (b)$$

$$\left( 1 - \gamma \right) \frac{\tilde{\ell}_{\tau}(i)}{\sum_{j=1}^{K} \tilde{\ell}_{\tau}(j)(1 + \delta_2)} + \gamma \frac{\sum_{j=1}^{K} \tilde{\ell}_{\tau}(j)(1 + \delta_2)}{K} \geq (c) (1 - \gamma) \frac{\tilde{\ell}_{\tau}(i)}{1 + \delta_2} + \frac{\gamma}{K} \geq (d)$$

$$\hat{p}_{\tau}(i) \leq \frac{1 - \gamma}{1 + \delta_2} \left[ \frac{\hat{p}_{\tau-1}(i)}{1 + \delta_2} \right] + \frac{\gamma}{K}$$

$$\hat{p}_{\tau-1}(i) \leq \frac{1 - \gamma}{1 + \delta_2} \left[ \frac{\hat{p}_{\tau-1}(i)(1 + \delta_2)}{1 + \delta_2} \right] + \frac{\gamma}{K}$$

(b) and (c) is deduced from (10), (11) and (14).

| TABLE I |
| --- |
| **Pseudocode for algorithm DEXP3.M** |

$$\hat{p}_{\tau+1}(i) = (1 - \gamma) \frac{w_{\tau+1}(i)}{\sum_{j=1}^{K} w_{\tau+1}(j)} + \frac{\gamma}{K} \forall i \in A$$  \hfill (11)

$$\sum_{j=1}^{K} \tilde{\ell}_{\tau}(j) \leq \sum_{j=1}^{K} \hat{p}_{\tau-1}(j) = 1.$$  \hfill (12)

And $\sum_{i=1}^{K} w_{\tau}(i)$ is upper and lower bounded by

$$\sum_{i=1}^{K} w_{\tau}(i) \geq \sum_{i=1}^{K} \tilde{\ell}_{\tau}(i) = 1$$  \hfill (13)

$$\sum_{i=1}^{K} w_{\tau}(i) \leq \frac{K}{\sum_{j=1}^{K} \tilde{\ell}_{\tau}(j)} + \delta_2 = 1 + \delta_2,$$  \hfill (14)

$$\sum_{i=1}^{K} \hat{p}_{\tau}(i) \leq \sum_{i=1}^{K} \tilde{\ell}_{\tau}(i)(1 + \delta_2) + \frac{\gamma}{K} \sum_{j=1}^{K} \tilde{\ell}_{\tau}(j)(1 + \delta_2) + \gamma \frac{\sum_{j=1}^{K} \tilde{\ell}_{\tau}(j)(1 + \delta_2)}{K}.$$  \hfill (15)

(a) follows from (13).

$$\left( 1 - \gamma \right) \frac{\delta_2}{K(1 + \delta_2)} + \frac{\gamma}{K} \leq \left( 1 - \gamma \right) \frac{w_{\tau}(i)}{1 + \delta_2} + \frac{\gamma}{K} \leq$$

$$\hat{p}_{\tau}(i) \leq w_{\tau}(i)$$  \hfill (16)

(b) and (c) is deduced from (10), (11) and (14).
this intermediate result, which is the first inequality of Lemma 1. To obtain the second
\[ \hat{p}_{t+1}(i) = \frac{1}{\gamma p_\tau(i)} \left( 1 - \hat{p}_t(i) \right) \]
(23)
which is the first inequality of Lemma 1. To obtain the second inequality of Lemma 1, (23) is further upper bounded and the ratio of two consecutive probabilities is obtained as follows
\[ \hat{p}_{t+1}(i) - \hat{p}_t(i) \leq \hat{p}_t(i) \left[ \gamma + \frac{k_i \gamma_1}{K} + \delta_2 \right] \]
(24)
In (a),(b) and (c) we use (16), (10) and (12) respectively while in (d), we first use \exp(-x) \geq 1 - x and then multiply the equation by \(-1\).
Lemma 2: The following inequality holds for any \( \tau \) and any \( i \)
\[ \hat{p}_t(i) - \hat{p}_t(i) \leq \hat{p}_t(i) \left[ 1 - I_t(i) \sum_{j=1}^{K} \hat{p}_{t-1}(j) \exp \left( -\frac{k_j \gamma_1}{K} \right) \right] \]
(25)
where \( I_t(i) = \mathbb{I}(w_t(i) > \frac{\delta_2}{K}) \).
Proof: An intermediate result to be shown for the proof is given as
\[ w_t(i) \leq \hat{p}_t(i) I_t(i) \sum_{j=1}^{K} w_t(j) \]
(26)
When \( I_t(i) = 0 \), the inequality holds by inspection. When \( I_t(i) = 1 \), \( w_t(i) = \hat{w}_t(i) / \sum_{j=1}^{K} \hat{w}_t(j) \). From (16), \( \hat{p}_t(i) \leq w_t(i) = w_t(i) / \sum_{j=1}^{K} \hat{w}_t(j) \) and (26) is established. Using this intermediate result,
\[ \hat{p}_t(i) - \hat{p}_{t-1}(i) \leq \hat{p}_t(i) \left[ 1 - I_t(i) \sum_{j=1}^{K} \hat{p}_{t-1}(j) \exp \left( -\frac{k_j \gamma_1}{K} \right) \right] \]
(27)
where in (a) and (b), (9) and (10) is used. In (c), \exp(-x) \geq 1 - x is used.

Lemma 3: The following inequality holds
\[ \frac{\hat{p}_t(i)}{\hat{p}_{t-1}(i)} \leq \max \left\{ \frac{\delta_2(1 + \delta_2)}{\gamma + \delta_2}, \frac{1}{1 - \frac{k_i \gamma_1}{K}} \right\} \]
(28)
Proof: The proof of Lemma 3 is based on the result of Lemma 2. Consider first the case where \( I_t(i) = 0 \). Lemma 2 becomes \( \hat{p}_t(i) - \hat{p}_t-1(i) \leq \hat{p}_t(i) \) which is an obvious inconsequential fact. However, when \( I_t(i) = 0 \), then the upper bound on \( w_t(i) = \frac{\delta_2}{K} \) based on the indicator function in Lemma 2. By applying (16), \( \hat{p}_t(i) \leq \hat{w}_t(i) = \frac{\delta_2}{K} \). Hence,
\[ \frac{\hat{p}_t(i)}{\hat{p}_{t-1}(i)} \leq \frac{\delta_2(1 + \delta_2)}{\gamma + \delta_2}, \]
(29)
Now, considering when \( I_t(i) = 1 \), Lemma 2 becomes
\[ \hat{p}_t(i) - \hat{p}_{t-1}(i) \leq \hat{p}_t(i) \left[ 1 - \sum_{j=1}^{K} \hat{p}_{t-1}(j) \exp \left( -\frac{k_j \gamma_1}{K} \right) \right] \]
(30)
in (a), (12) is used.
Hence,
\[ \hat{p}_t(i) - \hat{p}_{t-1}(i) \leq \frac{\delta_2(1 + \delta_2)}{\gamma + \delta_2}. \]
(31)
Combining (29) and (30), the proof is completed.
Lemma 4: For a given sequence of loss \( \{L_t\}_{t=1}^{T} \), the following holds
\[ \sum_{t=1}^{T} (\hat{p}_t - \mathbf{p}) \min \{L_t, \mathbf{1} \cdot \mathbf{1} \} \leq \frac{\ln K + T \ln(1 + \delta_2)}{2} + \frac{k_j \gamma_1}{2K} \sum_{t=1}^{T} \hat{p}_t(i) \bar{L}_t(i)^2 \]
where \( \mathbf{1} \) is a \( K \times 1 \) vector of all ones, and \( \mathbf{p} \in \Delta_K \).
Proof: Let \( \mathbf{p}_r = \min \{L_t, \mathbf{1} \cdot \mathbf{1} \} \). Hence, \( \mathbf{p}_r(i) = \min \{L_t(i), \delta_t \} \). Also, let \( \bar{W}_r = \sum_{i=1}^{K} \hat{w}_t(i) \) and \( W_r = \sum_{i=1}^{K} w_t(i) \).

\[ \sum_{t=1}^{T} (\hat{p}_t - \mathbf{p}) \min \{L_t, \mathbf{1} \cdot \mathbf{1} \} \leq \frac{\ln K + T \ln(1 + \delta_2)}{2} + \frac{k_j \gamma_1}{2K} \sum_{t=1}^{T} \hat{p}_t(i) \bar{L}_t(i)^2 \]
where \( \mathbf{1} \) is a \( K \times 1 \) vector of all ones, and \( \mathbf{p} \in \Delta_K \).

Proof: Let \( \mathbf{p}_r = \min \{L_t, \mathbf{1} \cdot \mathbf{1} \} \). Hence, \( \mathbf{p}_r(i) = \min \{L_t(i), \delta_t \} \). Also, let \( \bar{W}_r = \sum_{i=1}^{K} \hat{w}_t(i) \) and \( W_r = \sum_{i=1}^{K} w_t(i) \).
For any probability distribution $\bar{W}_{T+1} = \sum_{i=1}^{K} \bar{w}_{T+1}(i) = \sum_{i=1}^{K} \bar{p}(i) \exp(-\frac{k\gamma}{K} \bar{c}_T(i))$

$= \sum_{i=1}^{K} \left[ (1-\gamma) \frac{w_T(i)}{W_T} + \frac{\gamma}{K} \right] \exp \left( -\frac{k\gamma}{K} \bar{c}_T(i) \right)$

$\geq \sum_{i=1}^{K} \left[ (1-\gamma) \frac{w_T(i)}{W_TW_T} + \frac{\gamma}{K} \right] \exp \left( -\frac{k\gamma}{K} \bar{c}_T(i) \right)$

$\geq \sum_{i=1}^{K} \left( 1 - \gamma \right) \frac{w_T(i)}{W_TW_T} \exp \left( -\frac{k\gamma}{K} \bar{c}_T(i) \right)$

$= \sum_{i=1}^{K} \left( 1 - \gamma \right) \frac{\bar{p}_{T-1}(i) \exp \left( -\frac{k\gamma}{K} \bar{c}_{T-1}(i) \right)}{W_TW_T}$

$\exp \left( -\frac{k\gamma}{K} \bar{c}_T(i) \right)$

$= \sum_{i=1}^{K} \left( 1 - \gamma \right) \frac{\bar{p}_{T-1}(i) \exp \left( -\frac{k\gamma}{K} \bar{c}_{T-1}(i) \right)}{W_TW_T}$

$\exp \left( -\frac{k\gamma}{K} \bar{c}_T(i) \right)$

$\geq \sum_{i=1}^{K} \left( 1 - \gamma \right) \frac{\bar{p}_{T-1}(i) \exp \left( -\frac{k\gamma}{K} \bar{c}_{T-1}(i) \right)}{W_TW_T}$

$\geq \cdots$

$\geq (1-\gamma) T \frac{\sum_{i=1}^{K} \bar{w}_{1}(i) \exp \left[ -\frac{k\gamma}{K} \sum_{\tau=1}^{T} \bar{c}_{\tau}(i) \right]}{\prod_{\tau=1}^{T} (W_{\tau} W_{\tau+1})}$

(32)

For any probability distribution $\bar{p} \in \Delta_K$ with $\bar{w}_{1}(i) = 1$ and $W_1 = K$, (32) becomes

$\sum_{i=1}^{K} \bar{w}_{1}(i) \exp \left[ -\frac{k\gamma}{K} \sum_{\tau=1}^{T} \bar{c}_{\tau}(i) \right] \leq \bar{W}_{1} \prod_{\tau=1}^{T} (W_{\tau} W_{\tau+1})$ (33)

in (a) we use $W_{\tau} \leq 1 + \delta_2$ from (14). Using Jensen’s inequality

$(1-\gamma)T \sum_{i=1}^{K} \bar{p}(i) \exp \left[ -\frac{k\gamma}{K} \sum_{\tau=1}^{T} \bar{c}_{\tau}(i) \right] \geq (1-\gamma)T \exp \left[ -\frac{k\gamma}{K} \sum_{\tau=1}^{T} \bar{p}(i) \bar{c}_{\tau}(i) \right]$ (34)

substituting (34) into (35)

$(1-\gamma)T \exp \left[ -\frac{k\gamma}{K} \sum_{i=1}^{K} \sum_{\tau=1}^{T} \bar{p}(i) \bar{c}_{\tau}(i) \right] \leq K(1+\delta_2)T \prod_{\tau=1}^{T} \bar{W}_{\tau+1}$.

On the other hand,

$\bar{W}_{T+1} = \sum_{i=1}^{K} \bar{w}_{T+1}(i) = \sum_{i=1}^{K} \bar{p}(i) \exp \left( -\frac{k\gamma}{K} \bar{c}_T(i) \right)$

$\leq (b) \sum_{i=1}^{K} \bar{p}(i) \left( 1 - k\gamma \bar{c}_T(i) + \frac{k^2\gamma^2}{2K^2} [\bar{c}_T(i)]^2 \right)$

where (b) follows from $\exp(-x) \leq 1 - x + \frac{x^2}{2}, \forall x \geq 0$.

Taking the log of both sides

$\ln \bar{W}_{T+1} \leq \ln \left( 1 - k\gamma \sum_{i=1}^{K} \bar{p}(i) \bar{c}_T(i) + \frac{k^2\gamma^2}{2K^2} \sum_{i=1}^{K} \bar{p}(i) [\bar{c}_T(i)]^2 \right)$

$\leq (d) - \frac{k\gamma}{K} \sum_{i=1}^{K} \bar{p}(i) \bar{c}_T(i) + \frac{k^2\gamma^2}{2K^2} \sum_{i=1}^{K} \bar{p}(i) [\bar{c}_T(i)]^2$ (36)

(d) follows from $\ln(1+x) \leq x$.

Taking the log of (35) and substituting (36) into (35)

$T \ln(1-\gamma) - \frac{k\gamma}{K} \sum_{i=1}^{K} \sum_{\tau=1}^{T} \bar{p}(i) \bar{c}_{\tau}(i) \leq \ln K + T \ln(1+\delta_2) - k\gamma \sum_{i=1}^{K} \sum_{\tau=1}^{T} \bar{p}(i) \bar{c}_{\tau}(i) + \frac{k^2\gamma^2}{2K^2} \sum_{i=1}^{K} \bar{p}(i) [\bar{c}_T(i)]^2$ (37)

Rearranging (37) and writing in vector form

$\frac{k\gamma}{K} \sum_{\tau=1}^{T} (\bar{p}_\tau - \bar{p})^T \bar{c}_\tau \leq \ln K + T \ln(1+\delta_2) - T \ln(1-\gamma) + \frac{k^2\gamma^2}{2K^2} \sum_{i=1}^{K} \bar{p}(i) [\bar{c}_T(i)]^2$
By upper bounding to remove the negative term and dividing by \( \frac{T}{K} \),
\[
\sum_{\tau=1}^{T} (\hat{p}_\tau - p)^T \hat{e}_\tau \leq \frac{k \ln K + T \ln (1 + \epsilon_2)}{k^2}.
\]

\[
\leq \frac{\ln K + T \ln (1 + \epsilon_2)}{(k^2)} + \frac{k^2}{2K} \sum_{\tau=1}^{T} \sum_{i=1}^{K} \hat{p}_\tau(i) [\hat{e}_\tau(i)]^2
\]

**Lemma 5** (Lemma 6 in Li et al.(2019): Let \( \hat{s}_\tau \triangleq \tau - 1 - L(\tau) - 1 \), and let \( \ell(\tau) \) denote the real slot when the real loss \( \ell(\tau) \) corresponding to \( \hat{I}_\tau \) was originally incurred, i.e., \( \hat{I}_\tau = \ell(\tau)(\ell(\tau) + d(\tau)) \). Then, the following holds:

(i) \( \hat{s}_\tau \geq 0 \), \( \forall \tau \); (ii) \( \sum_{\tau=1}^{T} \hat{s}_\tau \geq \sum_{i=1}^{K} d_i \); and (iii) if \( \max_i d_i \leq d \), then \( \hat{s}_\tau \leq 2d \), \( \forall \tau \).

**Proof:** (i) Observe Figure 2 and Table 2 shown below. Notice at virtual slot \( \tau \), the observed loss at the real slot is \( l(\tau)(a(\tau)) \) and the corresponding \( \hat{s}_\tau \) is \( \tau - 1 - L(\tau) - 1 \). If there are \( m \) feedback received from time 1 to \( \ell(\tau) - 1 \), then \( L(\tau) - 1 = m \) and \( \hat{s}_\tau \geq \tau - 1 - L(\tau) - 1 \). If \( \hat{s}_\tau \) received feedback. However, due to delay, the feedback \( l(\tau)(a(\tau)) \), for the action chosen at \( \ell(\tau) \), is received at \( t_2 = \ell(\tau) + d(\tau) \). Hence, at the start of \( t_2 \), there are at least \( m \) observations. This means \( \tau \geq m + 1 \) and \( \hat{s}_\tau \geq m + 1 - 1 - m = 0 \).

(ii)
\[
\sum_{\tau=1}^{T} \hat{s}_\tau = \sum_{\tau=1}^{T} (\tau - 1 - L(\tau) - 1) = \sum_{i=1}^{K} d_i.
\]

where \( \alpha \) is obtained from \( \sum_{\tau=1}^{T} (\tau - 1 - L(\tau) - 1) \).

(iii) Since the losses of slots \( t \leq \ell(\tau) - 1 - d \) must have been received at the beginning of \( t = \ell(\tau) \); therefore \( L(\tau) - 1 \geq \ell(\tau) - 1 - d \), and correspondingly
\[
\hat{s}_\tau \geq \tau - 1 - L(\tau) - 1 \leq \tau - 1 - \ell(\tau) + 1 + \hat{d} \leq 2 \hat{d}
\]

where (c) follows that \( l(\tau)(a(\tau)) \) is observed at the end of slot \( t = \ell(\tau) + d(\tau) \), and \( L(\tau) + d(\tau) - 1 \) is at most \( \ell(\tau) + d(\tau) - 1 \). Hence, \( \tau \leq \ell(\tau) + d(\tau) \) which results into \( \tau - 1 - \ell(\tau) \leq d(\tau) \leq \hat{d} \).

**Theorem:** If the total delay \( D = \sum_{\tau=1}^{T} d_i \) and choosing \( \Delta_2 = \frac{1}{2D} \), \( \gamma = \frac{\ln k + \ln K}{k^2 d(T + D)} \), and \( \delta_1 = \frac{1}{2d} + \frac{1}{2d} \), then the upper bound on regret of DEXP3 is
\[
\text{Reg}_T^D = O(\sqrt{dK(T + D)K(1 + \ln K)}).
\]
\[ t(t) = \sum_{\tau=1}^{T} \left( \max_{i} \frac{p(t) + d_{i}(t)}{p(t)} \right) E_{a_{t}(\tau)} \left[ \tilde{p}_{T_{\tau} - \tilde{s}_{\tau}} \tilde{l}_{t} - \tilde{p}_{T_{\tau}} \tilde{l}_{t} \right] \]

\[ E = \sum_{\tau=1}^{T} \left( \max_{i} \frac{p(t) + d_{i}(t)}{p(t)} \right) \left( E_{a_{t}(\tau)} \left[ \tilde{p}_{T_{\tau} - \tilde{s}_{\tau}} \tilde{l}_{t} - \tilde{p}_{T_{\tau}} \tilde{l}_{t} \right] \right) \]

(c) comes from the knowledge that \( t(1, \ldots, t(T)) \) is a permutation of \( \{1, \ldots, T\} \); (d) results from \( l_{t} = l_{t(t)+d_{t(t)}} \) and (e) is obtained from (40), so \( p(t) = p l_{t+1} = \tilde{p}_{T_{\tau} - \tilde{s}_{\tau}} \). The rest of the proof is omitted due to space constraints.

### IV. CONCLUSION

In conclusion, the regret of the multiple play version of delayed adversarial bandit is only \( \sqrt{K} \) times worse than the regret bound obtained in [Li et al.(2019)]Li, Chen, and Giannakis. The multiple arms chosen each time are assumed to experience the same delay.
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