Phase transition and anomalous electronic behavior in layered dichalcogenide CuS (covellite) probed by NQR
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Nuclear quadrupole resonance (NQR) on copper nuclei has been applied for studies of the electronic properties of quasi-two-dimensional low-temperature superconductor CuS (covellite) in the temperature region between 1.47 and 290 K. Two NQR signals corresponding to two non-equivalent sites of copper in the structure, Cu(1) and Cu(2), has been found. The temperature dependences of copper quadrupole frequencies, line-widths and spin-lattice relaxation rates, which so far had never been investigated so precisely for this material, altogether demonstrate the structural phase transition near 55 K, which accompanies transformations of electronic spectrum not typical for simple metals. The analysis of NQR results and their comparison with literature data show that the valence of copper ions at both sites is intermediate in character between monovalent and divalent states with the dominant of the former. It has been found that there is a strong hybridization of Cu(1) and Cu(2) conduction bands at low temperatures, indicating that the charge delocalization between these ions takes place even in 2D regime. Based on our data, the occurrence of energy gap, charge fluctuations and charge-density waves, as well as the nature of phase transition in CuS are discussed. It is concluded that some physical properties of CuS are similar to those of high-temperature superconductors (HTSC) in normal state.

PACS number(s): 76.60.Gv; 74.70.Ad; 71.28.+d; 91.60.Pn.

I. INTRODUCTION

Metallic sulfides exhibit a fascinating variety in crystal chemistry as well as in physical properties, with both scientific interest and practical applications. 1-4 The role of binary copper chalcogenide with chemical composition CuS (referred to as covellite or covelline) should be specially emphasized. The pure and doped synthetic analogs of CuS have the practical application in optical, photovoltaic and solar devices 5 (i); this compound has been extensively studied owing to its possible applications in the synthesis of composite high-temperature superconductors (HTSC) 6 (ii); and as cathode material in lithium rechargeable batteries 7 (iii); CuS has been included also in nanotechnological investigations 8 (iv). Furthermore, (v) since covellite represents one of the widespread specimen of industrial copper-ore deposits, for more efficient extraction and working up of copper the different phase-diagnostic characteristics and magnetic properties of this material among others are essential. 1 From scientific point of view, covellite has drawn significant interest as a superconductor. It is known that both synthetic 9,10 and natural 11 CuS shows excellent metal conductivity and condense into the superconducting state below about 1.6 K. One of the pronounced features of CuS is the occurrence of quasi-two-dimensional, layer-type structure, which
is built up of the triangular units CuS$_3$ (Fig. 1), similar to some extent to those in Cu-oxide HTSC’s (constructed from CuO$_4$-layers). Since after discovery of HTSC$^{12}$ the nature of superconductivity (SC) in these materials is still unclear up to now, some researchers suggest the studying of relationship of mechanisms of SC through an analogy between Cu-O and either Co-O bonds in Co-oxide HTSC’s$^{13}$ or Cu-S bonds in CuS.$^{14,15}$ In addition, it has been found that HTSC materials in the normal state and transition metal dichalcogenides (CuS$_2$, NbS$_2$, VSe$_2$, TaS$_2$, Mo$_x$W$_{1-x}$Se$_2$, and other) exhibit some general and difficult for explanation electronic features (energy gaps, charge-density waves), which will be helpful to study on the base of common viewpoints.$^{16-20}$ Finally, 2D transition metal CuS by itself possesses a set of indistinguishable peculiarities of crystal-chemistry, in particular: indecisive valence state of copper,$^{21-25}$ the character of low-temperature phase transition,$^{24,25}$ anomalous negative Knight shift,$^{15}$ and other. In any case, the clarification of problems mentioned requires the study of local properties of covellite, for which the nuclear-resonance methods are most suitable.

In this paper, we report the results of nuclear quadrupole resonance (NQR) measurements including the $T$-dependences of $^{63}$Cu quadrupole frequencies, line-widths, as well as $^{63}$Cu spin-lattice relaxation $T_1$ in series of covellite samples with formal compositions Cu$_{1+x}$S ($0 \leq x \leq 0.30$) in the temperature range 1.47–290 K. The single $^{63}$Cu NQR signal in stoichiometric CuS was first observed by Abdullin$^{26}$ at about 14.88 MHz, but only at 4.2 and 77 K. Later Itoh and Tnabe extended this study by measurements of $T$-dependences of NQR frequency $\nu_Q$ $^{27,28}$ and nuclear relaxation $T_1$ $^{27}$ above 4.2 K. In addition, from NMR spectra Itoh$^{27}$ supposed the existence of another $^{63}$Cu NQR signal at about 1.5 MHz above the temperature of structural phase transition at $T_{PT} = 55$ K. In contrast, Saito,$^{15}$ also from NMR spectra, predicted the occurrence of this NQR signal not only above, but also below $T_{PT}$ at about 1.8 MHz. In order to specify the low-temperature features of covellite electronic structure and resolve the opposing data, we reexamined thoroughly the $T$-dependences of copper spectroscopic and relaxation parameters, especially at low $T$. In particular, below $T_{PT}$ we have found experimentally the low-frequency $^{63}$Cu NQR signal at 1.87 MHz (4.2 K) and have studied its nuclear relaxation $T_1(T)$; we have revealed the change of the character of $^{63}$Cu NQR line-width $d\nu_Q$ broadening of high-frequency signal and rapid divergence of $^{63}T_1\cdot T$ from constant behavior, typical for most metals. On the basis of obtained experimental data, some aspects of covellite crystal structure and its physical properties are presented and discussed.

The paper is organized as follows. Since data concerning CuS are numerous, but rather odd, often inconsistent and not systematized, in Section II we briefly describe crystal structure and related important electronic properties. Experimental procedures, including the characterization of the samples, are given in Section III. The next Section (IV) contains necessary NMR-NQR background. In Section V we report our results with subsequent discussions in Section VI. The paper concludes with a summary in Section VII.

II. CRYSTAL-CHEMISTRY AND ELECTRONIC PROPERTIES

The crystal structure of covellite CuS is described in numerous papers.$^{21,29-35}$ The elementary cell of covellite at room-$T$ has a hexagonal symmetry corresponding to a space group $P6_3/mmc$ with 6 formula units per unit cell. The crystal structure of CuS can be presented as “sandwich” or packet, which consists of three alternating layers A$_1$-B-A$_2$ (Fig. 1). The layers A$_1$ and A$_2$ are made up of CuS$_4$-tetrahedra, jointed by vertexes. The layer B represents the net of CuS$_3$-triangles, combined by apexes. In frame of packet the CuS$_4$-tetrahedra of layers A$_1$ and A$_2$ are turned in opposite directions. Usually, three sulfur atoms of CuS$_3$-triangle are referred to as S(1), one of them is common with CuS$_4$-tetrahedra (Fig. 1). Other sulfur atoms of CuS$_4$-tetrahedra are referred to as S(2). Copper atoms in triangular and tetrahedral coordination are marked as Cu(1) and Cu(2), respectively. The packets A$_1$-B-A$_2$ are connected together along the $c$-axis by S(2)-S(2) bonds (“dumbbells”).

Covellite CuS at room-$T$ represents the metal with hole conductivity,$^4$ which becomes superconducting below $T_c$ ranging from 1.72 K$^{15}$ down to 1.31 K.$^{10}$ Recent studies show that CuS is
attributed to Class I SC materials\textsuperscript{11} and, more likely, CuS might be an anisotropic SC.\textsuperscript{36} It is interesting that covellite CuS is the first specimen of natural solids (i.e. minerals), in which SC transition was detected.\textsuperscript{11}

In Table I, the interatomic distances and angles between chemical bonds in CuS are reported. Crystal-chemists noted that trigonal Cu(1)-S(1) bonds (about 2.19 Å) are strikingly shorter than Cu-S bonds in triangular units in the most of other copper sulfides (about 2.33 Å).\textsuperscript{21,33} This fact strongly suggests that the Cu(I)-S(I) bond strength should be very large, and the layer formed by Cu(I) and S(I) should be very strong.\textsuperscript{33} On the contrary, the bond length in the Cu(2) tetrahedron is 2.305-2.335, slightly larger than the average value of tetrahedral Cu-S bond lengths: 2.302(1) Å in chalcopyrite CuFeS\textsubscript{2} and 2.305 Å (average) in cubanite CuFe\textsubscript{2}S\textsubscript{3}.\textsuperscript{21} In addition, it was found that triangular coordinated Cu(I) ions have a large thermal motion along the c-axis (i.e. perpendicular to the plane of Cu(1)S\textsubscript{3}-units), whereas the tetrahedrally coordinated Cu(2) ion motion is practically isotropic.\textsuperscript{21}

However, situation changes with decreasing temperature. The heat capacity studies showed that the anomaly is observed at temperatures around 55 K.\textsuperscript{37} It was found that heat capacity is proportional to $T^2$ in the region 5-20 K. Researchers explained the $T^2$-law by Debye theory of low-frequency modes of lattice vibrations with the assumption of a quasi-two-dimensional (2D) lattice, which, probably, is caused by weak bonding in the c-axis direction. At higher temperatures ($T$>50 K) the lattice heat capacity was estimated in terms of a three-dimensional (3D) model. The gradual transformation from 3D to 2D lattice of CuS with decreasing $T$ is indirectly confirmed by theoretical calculations\textsuperscript{25} and by experimental studies of electrical conductivity,\textsuperscript{15} and $^{63}$Cu spin-lattice relaxation\textsuperscript{27} in oriented powder samples.

The temperature dependence of X-ray and neutron diffraction revealed the gradual anomalous contraction of the unit cell of CuS below 90 K with subsequent second-order phase transition (PT) at about $T_{PT} = 55$ K to a phase with, more likely, orthorhombic symmetry, space group $Cmcm$.\textsuperscript{24} Later the occurrence of second-order PT near $T_{PT}$ was reexamined by other X-ray diffraction studies\textsuperscript{38} and also observed through the electric resistivity,\textsuperscript{14} Hall coefficient,\textsuperscript{14} and Raman spectroscopy\textsuperscript{39} measurement. This PT can be visualized as a shift of the layers formed by CuS\textsubscript{3}-triangles with respect to the CuS\textsubscript{4}-layers perpendicular to the c-axis with the change of the Cu(2)-S(1)-Cu(2) bonding angle from 180º at room temperature to 170º below $T_{PT}$ (Fig. 1).\textsuperscript{24} Furthermore, this distortion involves the slight, but important changes of Cu(1) and Cu(2) bond lengths (Table I). It was assumed originally that formation of metal Cu(1)-Cu(2) bond (3.04 Å) is a driving force for PT,\textsuperscript{24} however theoreticians proposed that PT is caused by van der Waals interactions of the S(1)-S(2) contacts (3.64 Å) of adjacent CuS\textsubscript{3} and CuS\textsubscript{4} units.\textsuperscript{25} Another possibility is that a change in the bonding nature of the S(2)-S(2) or Cu(2)-S(1) pairs on varying $T$ may stimulate the PT.\textsuperscript{38}

Another important problem still lacking of clarity is the active valence states of copper and sulfur, their distribution in the crystal structure of CuS. In particular, the (Cu\textsuperscript{2+})(S\textsubscript{2}-\textsuperscript{2})(Cu\textsuperscript{1+})(S\textsuperscript{2-}) valence formalism was proposed,\textsuperscript{30,31,40-42} i.e. there exist both valence forms of copper. However, EPR studies showed no signal of paramagnetic Cu\textsuperscript{2+} at room and low temperatures in CuS.\textsuperscript{23} Some measurements by X-ray photoelectron spectroscopy (XPS) and X-ray absorption spectroscopy (XAS)\textsuperscript{43-49} pointed out that covellite CuS is better described as compound consisting of only Cu\textsuperscript{1+}. Other XPS,\textsuperscript{34,50} X-ray emission spectroscopy (XES)\textsuperscript{50} and X-ray absorption near-edge spectroscopy (XANES)\textsuperscript{51} studies revealed the presence of two different electronic states of the S atoms; the S(2) sulfur atoms in CuS form S\textsubscript{2}-dimers. Therefore the bonding was described as (Cu\textsuperscript{1+})(S\textsubscript{2}-\textsuperscript{2})(S\textsuperscript{2-})\textsuperscript{24} or (Cu\textsuperscript{1+})\textsubscript{3}(S\textsuperscript{2-})\textsuperscript{24} in terms of ionic model. At the same time, other crystal-chemical and theoretical studies\textsuperscript{21-23} pointed that, probably, Cu possesses a valence state, which is intermediate between Cu\textsuperscript{1+} and Cu\textsuperscript{2+}. Some magnetic susceptibility measurements of CuS show the existence of magnetic moment $\mu_{eff}$ of about 0.28$\mu_{B}$.\textsuperscript{24} However, the results of recent studies do not provide evidence for such behavior.\textsuperscript{14,27}

The Hall coefficient studies\textsuperscript{14} experimentally proved the previous suggestions,\textsuperscript{45} according to which the excellent metallic conduction of CuS among 3d transition metal sulfides is due to
electronic holes in valence band, mainly constituted from the 3p-orbitals of sulphur. Analogical data were obtained by other researchers. More detailed information was deduced by fluorescent XES investigations, according to which the band of CuS is composed of three parts, constituted mainly by Cu-3d, S-3p and, to a less extent, S-3s orbitals.

III. MATERIALS AND EXPERIMENTAL METHODS

Overall, we have studied a few samples, hereafter denoted with order numbers No.1-No.5. Samples No.1-No.4 are synthetic; these sulfides were prepared by solid-phase reaction method of high-purity elements Cu and S. Amounts of Cu and S were taken in relations, which correspond to compositions: stoichiometric covellite - Cu$_{1.00}$S (sample No.1), non-stoichiometric Cu-rich covellites Cu$_{1.10}$S (No.2), Cu$_{1.05}$S (No.3) and Cu$_{1.30}$S (No.4). The synthesis was carried out in a sealed quartz tubes, evacuated down to residual pressure 10$^{-1}$ Pa. The regime of preparation was the following: the heating at 480ºC for one week, gradual cooling during 2 hours. All synthetic samples had the blue color; however the samples became darker with decreasing of Cu amount (x) as compared to S content. The sample No.5 is a natural covellite, originating from Bor copper-ore deposit (Serbia). This sample looked as large (up to 1.5 cm) crystallites in the form of thin plates and had playing indigo-blue color with varnish glitter.

The electron-probe microanalyses (EPMA), carrying out by scanning microscope Camebax SX-50 (accelerating voltage 15 kV, beam current 30 nA), confirmed the chemical compositions of synthetic samples and showed that the composition of sample No.5 is close to stoichiometric covellite Cu$_{0.99}$S$_{1.00}$.

The X-ray diffraction study confirmed the existence of covellite CuS phase in all samples. Moreover, it was found that non-stoichiometric samples (No.2-No.4) contain additional X-ray diffraction patterns, which correspond to another structural phase. The EPMA studies also pointed that non-stoichiometric samples (No.2-No.4) appear to be inhomogeneous and indicated the predominance of CuS phase. This phase heterogeneity is discussed in Section V and VI.

The copper nuclear resonance measurements were carried out using the standard home-built coherent pulsed NMR/NQR spectrometers. For better penetration of the high-frequency magnetic field all samples were crushed in an agate mortar to a particle size smaller than 75 μm and packed in epoxy resin “Stycast 1266”. NQR spectra were taken “point by point” after the $\pi/2$-$\pi$ pulse sequence in the frequency sweep mode; after that, according to Fourier mapping algorithm, detailed NQR spectra were created. The Cu nuclear spin-lattice (longitudinal) relaxation time $T_1$ was measured at the peak of the $^{63}$Cu NQR signal and calculated by plotting the Cu nuclear spin-echo intensity as a function of the time delay $\Delta t$ between a saturating and $\pi/2$-$\pi$ probing pulses.

IV. NMR-NQR BACKGROUND

The NMR-NQR background will be reviewed only for the sake of clarity. The nuclear spins $I$ interact with their electronic environment through quadrupole (i.e. electric) and magnetic hyperfine couplings. In general, the nuclear magnetic resonance (NMR) spectrum of a quadrupole nucleus (i.e. nucleus with spin $I>\frac{1}{2}$) is described by the following spin Hamiltonian:

$$H = H_z + H_Q + H_M.$$  

(1)

Hamiltonian $H_z$ is the Zeeman interaction of nuclear magnetic moments with the gyromagnetic ratio $\gamma_n$ with the applied external magnetic field $H_0$:

$$H_z = -\gamma_n h H_0 \cdot I.$$  

(2)

Hamiltonian $H_Q$ refers to as the coupling of nuclear quadrupole moment $eQ$ to the local crystal electric field gradient (EFG):

$$H_Q = \frac{eQ V_{zz}}{4I(2I-1)} \{3I_z^2 - I(I + 1) + \frac{1}{2} \eta(I_+^2 + I_-^2) \}.$$  

(3)
with $V_{ZZ}$ the largest component of the crystal EFG tensor, $\eta = |V_{XX} - V_{YY}|/V_{ZZ}$ the asymmetry parameter showing the deviation of the EFG symmetry from the axial one, i.e. the value of $\eta$ lies in the range $[0,1]$. The EFG components satisfy Laplace equation: $V_{XX} + V_{YY} + V_{ZZ} = 0$.

Hamiltonian $H_M$ can be viewed as an interaction between the nuclear spin $I$ and a static plus time dependent local hyperfine field $F_L$ generated by the motion of conduction carriers. The static part of $F_L$ gives rise to a NMR shift expressed by the magnetic (Knight) shift $K = \Delta H/H_0$ due to the polarization of conduction charge spins. The fluctuating part of $F_L$ is the source of the nuclear spin-lattice relaxation.

The pure NQR spectrum is observed in the case of absence of the external ($H_0=0$) and internal ($H_{int} = 0$) static magnetic fields. The remaining $H_Q$ gives rise to doubly degenerate energy levels, between which NQR transitions are induced. The number of NQR lines is defined (i) by the amount of crystallographically nonequivalent positions of quadrupole nucleus in the crystal structure, (ii) by the local geometry (i.e. symmetry) of quadrupole nucleus surrounding, (iii) by the magnitude of nuclear spin $I$ and (iv) by the presence in nature of different isotopes of quadrupole nucleus. In particular, for copper there exist two naturally occurring isotopes $^{63}\text{Cu}$ (69.2% natural abundance, $\gamma/2\pi=1.128$ kHz/Oe, $Q=-0.22$ barn) and $^{65}\text{Cu}$ (30.8% natural abundance, $\gamma/2\pi=1.209$ kHz/Oe, $Q=-0.204$ barn) both having spin $I=3/2$ and thus two doubly degenerate $\pm1/2$ and $\pm3/2$ energy levels. Thus, for each isotope a transition between these levels yields a single NQR signal at a frequency:

$$\nu_Q = \frac{e}{2h} \frac{V_{ZZ} Q e}{1 + \frac{1}{3} \eta^2}. \quad (4)$$

It should be noted that the NQR frequency $\nu_Q$, besides the quadrupole moment $eQ$ of the nucleus, depends on the certain arrangement of the surrounding ions through the parameters $V_{ZZ}$ and $\eta$. Since $\nu_Q$ is defined by two parameters in Eq. (4), $V_{ZZ}$ and $\eta$, it is impossible to obtain both parameters experimentally from the NQR spectra consisting of only one line for $I=3/2$. Usually it is done from the angular dependence of the NMR spectrum taken for a single crystal or from numerical simulations of NMR spectrum for the unaligned powder. In some cases, for determination of $\eta$ the 2D nutation NQR studies also could help. The values of $\eta$ at some temperatures for the triangular (plane) Cu(1) and tetrahedral Cu(2) sites in covellite CuS is given in Table II.

In a semi-empirical approach,\textsuperscript{54} it is assumed that components of EFG tensor at Cu nuclei sites can be written as the sum of two terms – lattice and valence contributions:

$$V_{ZZ} = (1 - \gamma_u) \cdot V_{latt} + (1 - R_{\text{val}}) \cdot V_{\text{val}}, \quad (5)$$

The parameters $\gamma_u$, $R_{\text{val}}$ are the Sternheimer antishielding factors, which characterize the effects of charge density distortions induced by lattice electric field and non-fillness of orbitals of central atom. The first contribution arises from all ion charges outside the ion under consideration and can be calculated in a straightforward manner using the model of point charges (MPC):

$$V_{\text{latt}} = \sum_i q_i \cdot \frac{3 \cdot \cos^2 \theta_i - 1}{r_i^3}, \quad (6)$$

where $q_i$ and $r_i$ are the charge and the position of the $i$-th ion, respectively, $\theta_i$ – angle between the main axis of symmetry and the direction to the neighboring ion.

The second term in Eq. (5) arises from 3d and 4p unfilled shells and non-spherical distortions of inner orbitals of the subject Cu ion. Taking into account only holes in the Cu orbitals, the contributions of 3d and 4p shells can be written as

$$V_{\text{val}}^{(3d)} = \frac{4}{7} \cdot e \cdot \langle r^{-3} \rangle_{3d} \cdot [N_{3d(z^2-r^2)} - N_{3d(x^2-y^2)} - N_{3d(xz)} + \frac{1}{2} N_{3d(zy)} + \frac{1}{2} N_{3d(zy)}], \quad (7.1)$$

$$V_{\text{val}}^{(4p)} = \frac{4}{5} \cdot e \cdot \langle r^{-3} \rangle_{4p} \cdot [N_{4p(z)} - \frac{1}{2} N_{4p(x)} - \frac{1}{2} N_{4p(y)}], \quad (7.2)$$

where $N_{3d(x,y,z)}$ and $N_{4p(x,y,z)}$ are the number of electronic holes in different 3d and 4p orbitals, the charge of an electron is given by $-e$. 
The computation of total $V_{ZZ}$ constitutes a complex problem, since it requires a detailed knowledge of the structure and the population of the conduction band in metals. Thus, the comparison of $\nu_0$ and $V_{ZZ}$, deduced from theoretical calculations on the basis of different structural models and approaches (see Eq. (5)), with experimental values (Eq. (4)) permits to determine the individual features of local electronic arrangement and peculiarities of chemical bonds and, as consequence, NQR spectra can in general serve as phase-analytical diagnostics of different materials.

The longitudinal (spin-lattice) nuclear relaxation $T_1$ depends on specific sources of field fluctuations in crystal structures of compounds. Therefore the studies of the temperature dependences of nuclear relaxation often allow sensing the lattice dynamics and transport properties of the material.

V. RESULTS

V.1 Cu NQR spectra

It was found that copper NQR spectrum of synthetic stoichiometric sample of CuS (No.1) at 4.2 K consists of two copper doublets (i.e. the $^{63}$Cu and $^{65}$Cu isotopes lines): at 1.87 and 1.73 MHz (“low-frequency” doublet, Fig. 2) and at 14.88 and 13.77 MHz (“high-frequency” doublet, Fig. 3(a)). The $^{63}$Cu and $^{65}$Cu spectrum lines are identified based on the ratios of isotope quadrupole moments ($^{63}Q/^{65}Q = 1.081$) and their natural abundance ($^{65}A/^{63}A = 0.45$). The NQR spectrum of natural stoichiometric sample of CuS (No.5) is similar to that for sample No.1 and is not shown in paper. The presence of two spectral lines for both copper isotopes permits us to attribute NQR spectra to the two crystallographically non-equivalent sites of copper nuclei in CuS.

In contrast to stoichiometric CuS, copper NQR spectra of non-stoichiometric samples No.2-No.4 with chemical compositions Cu$_{1+x}$S are more complex. As indicated in Fig. 3, at high-frequency range there are five copper NQR doublets, one of them corresponds to stoichiometric covellite CuS (exact coincidence of Cu line frequencies); the additional four Cu doublets belong to another structural phase. The NQR spectra, which pertain to this phase (Fig. 3), coincide in all non-stoichiometric samples and include the following lines: 16.95, 16.20, 15.25, 11.95 MHz for $^{63}$Cu and 15.67, 14.98, 14.11, 11.06 MHz for $^{65}$Cu. It should be noted that these eight Cu NQR lines have been observed earlier on the polycrystalline copper sulfide Cu$_{1.6}$S, also known as geerite. Actually, in addition to covellite CuS, the existence of another phase in non-stoichiometric samples No.2-No.4 was proved by XRD analysis (Section III). At low-frequency range we also observed the multiplet NQR spectra with a few strongly overlapping Cu doublets (not shown here). The comparison of Cu NQR line positions allows us to conclude that two of them belong to the low-frequency doublet of stoichiometric CuS (Fig. 2).

Thus, the non-stoichiometric sulfides Cu$_{1+x}$S with nonzero $x$ values appear to be multiphase and consist of a solid-state mixture of stoichiometric covellite CuS and geerite Cu$_{1.6}$S. It is interesting that the NQR signal intensities of Cu$_{1.6}$S phase increase with increasing amount of additional copper ($x$) and, simultaneously, the signals intensities of Cu$_S$ decrease according to the same proportion (Fig. 3). In the following, we will concentrate only on the temperature dependences of $^{63}$Cu isotopes NQR frequency, line-width and nuclear spin-lattice relaxation for covellite CuS phase (Figs. 2 and 3(a)). The Cu NQR spectra and nuclear relaxation of Cu$_{1.6}$S will be published elsewhere.

V.2 The temperature dependence of Cu NQR frequency and line-width

The dependence of the high-frequency $^{63}$Cu NQR line position on temperature is shown in Fig. 4(a). In general, the quadrupole frequency $\nu_Q$ decreases with increasing temperature without any significant anomalies. However, we focus here on two weak effects: the change of the slope in the $\nu_Q$ versus $T$ dependence at 65 K (i.e. near $T_{PI}$) and at 210 K. We mention here that the same
effect at about 65 K is clearly seen in earlier studies.\cite{27,28,57} In order to determine the approximate behavior of quadrupole frequency in the region 65–290 K we applied the following equation:\cite{54}
\[ v_Q(T) = v_Q(0) \cdot (1 - a \cdot T^b) , \]
(8)
where \( v_Q(0) \), \( a \) and \( b \) are the fitting parameters. The best result of the fit, depicted in Fig. 4(a) by solid curve was obtained for \( v_Q(0) = (14.95 \pm 0.02) \text{ MHz} \), \( a = (1.7 \pm 0.5) \times 10^{-4} \text{ MHz/K} \) and \( b = (0.98 \pm 0.05) \). On the other hand, the \( v_Q(T) \) dependence in the range 65–290 K could be divided into two regions, both of which can be well described by Eq. (8) with \( b = 1 \), i.e. linear function. The results of these fits, shown in inset of Fig. 4(a), were obtained for \( v_Q(0) = (14.96 \pm 0.01) \text{ MHz} \), \( a = (1.61 \pm 0.02) \times 10^{-4} \text{ MHz/K} \) (in the range 65–210 K) and \( v_Q(0) = (14.90 \pm 0.01) \text{ MHz} \), \( a = (1.42 \pm 0.02) \times 10^{-4} \text{ MHz/K} \) (in the range 210–290 K).

The Cu NQR line-shape was well fitted by Lorentzian function at all temperatures studied and its line-width was taken as full width at half maximum (FWHM). The temperature dependence of \( \Delta v_Q \) is displayed in Fig. 4(b). As one can see, the NQR line-width increases linearly with decreasing \( T \) in the range 290–55 K, but broadens more strongly below 55 K.

It is noteworthy that, compared with synthetic CuS (No.1), the natural CuS (No.5) demonstrates identical \( T \)-dependence of quadrupole frequency \( v_Q \) (hence not shown), however NQR line-width \( \Delta v_Q \) is broader by an additive constant value of about 15-20 kHz in the whole \( T \)-region, which is caused, obviously, by lattice defects in natural CuS with respect to synthetic analogue (Fig. 4(b)).

Due to the technical limitation, our NQR spectrometer cannot be used at frequencies below about 1.5 MHz. Since the \( v_Q \) of low-frequency doublet decreases at higher temperatures, the \( T \)-dependences of \( ^{63}\text{Cu} v_Q \) and \( \Delta v_Q \) have been studied only up to 30 K. Within experimental accuracy the values of \( v_Q \) and \( \Delta v_Q \) of low-frequency \( ^{63}\text{Cu} \) NQR signal changes respectively from 1.87 MHz and 150 kHz at 4.2 K down to 1.78 MHz and 120 kHz at 30 K.

The \( ^{65}\text{Cu} \) NQR line is about 1.1 times narrower than that of \( ^{63}\text{Cu} \) for both position of copper at studied \( T \)-regions; this states the quadrupolar mechanism of Cu NQR lines broadening.

\[ V.3 \text{ The temperature dependence of nuclear spin-lattice relaxation rates} \]

The longitudinal magnetization recovery curves for CuS in samples studied are well fitted to a single exponential function:
\[ (M(\infty) - M(\Delta t))/M(\infty) = \exp(-(\Delta t/T_1)) . \]
(9)
The dependences of \( ^{63}\text{Cu} \) nuclear spin-lattice relaxation rates \( 1/^{63}T_1 \) and \( 1/^{63}T_1 T \) on temperature for both positions of copper in sample No.1 are presented in Fig. 5.

The relaxation rate \( 1/^{63}T_1 \) of \( ^{63}\text{Cu} \) nuclei, corresponding to high-frequency NQR line, linearly increases with increasing \( T \) (Fig. 5(a)). However, more detailed measurements at low-\( T \) revealed the change of slope in the \( 1/^{63}T_1 \) versus \( T \)-dependence at about 17 K and 8 K (inset in Fig. 5(a)). As it should be seen in Fig. 5(b), the \( 1/^{63}T_1 T \) exhibits \( T \)-independent behavior between 290 K and \( T_{PT} = 55 \) K, but below \( T_{PT} \) demonstrates the strong falling down with the minimum at 8–9 K with the change of slope at 17 K. In contrast, in the region 7–1.47 K the \( 1/^{63}T_1 T \) shows the abrupt increasing and, additionally, near 4 K the bend of \( T \)-dependence of \( ^{63}T_1 T \) is observed (inset in Fig. 5(b)).

Remarkably, the values of \( 1/^{63}T_1 \) and \( 1/^{63}T_1 T \) for \( ^{63}\text{Cu} \) nuclei, corresponding to low-frequency NQR line, show very similar \( T \)-dependence to that of “high-frequency” \( ^{63}\text{Cu} \) (Fig. 5). Nevertheless, there are two differences. First, it is clearly seen that in studied \( T \)-region the low-frequency \( ^{63}\text{Cu} \) nuclei are relaxing about 1.2 times faster than those of high-frequency \( ^{63}\text{Cu} \) (inset in Fig. 5(a)). Second, the minimum in \( 1/^{63}T_1 T \) occurs at higher temperature – near 16 K.

The isotopic ratio of \( T_{PT}^{^{63}Cu}/T_{PT}^{^{65}Cu} \) can be used to identify the nature of relaxation process.\cite{58} If the ratio is close to the squared ratio of gyromagnetic ratios \( [\gamma^{^{65}Cu}/\gamma^{^{63}Cu}]^2 = 1.148 \), the relaxation is caused by fluctuations of the local magnetic field. On the contrary, if the isotopic ratio is close to the ratio of squared nuclear electric quadrupole moments \( [Q^{^{65}Cu}/Q^{^{63}Cu}]^2 = 0.856 \), the resonance nucleus is feeling the fluctuations of the EFG tensor. In
case of CuS, we have found that at all $T$-region studied the value of $T_1(\text{Cu})$ nuclei is about 1.1 times larger than that of $\text{Cu}$ for both positions of copper, i.e. relaxation process is magnetic in origin.

VI. DISCUSSIONS

VI.1 NQR frequencies

As already mentioned, the copper NQR spectrum of CuS is typical for two crystallographically non-equivalent positions of copper in the structure (Figs. 2 and 3(a)). Actually, covellite CuS is constructed from two different Cu complexes: triangular [Cu(1)-S(1)] and tetrahedral [Cu(2)-S(1)\text{S(2)}_3] (Fig. 1). The analysis of NMR spectra, independently attained by Itoh\textsuperscript{27} and Saito\textsuperscript{15}, have shown that high-frequency satellite lines ($\nu_Q$ was estimated to be $\sim 14.7$ MHz) are assigned to three-coordinated Cu(1). Respectively, the low-frequency satellite lines ($\nu_Q \sim 1.5$ MHz), are attributed to four-coordinated Cu(2).\textsuperscript{15} Thus, the experimentally observed $\text{Cu}$ NQR signals at 1.87 MHz (Fig. 2) and 14.88 MHz (Fig. 3(a) and Refs. 26-28) prove these results.

On the other hand, let us point out the studies of Abdullin and co-workers,\textsuperscript{59} who experimentally revealed the dependence of the value of the $\text{Cu}$ nuclei quadrupole frequency $\nu_Q$ upon the geometry of the most typical cases of Cu\textsuperscript{1+} coordination environment in series of copper sulfides. In particular, in compounds with triangular complexes CuS$_3$ the value $\nu_Q$ lies within the range 20-23 MHz, whereas for tetrahedral coordination CuS$_4$, the $\nu_Q$ either equals zero (regular tetrahedron) or is small (distorted tetrahedron), usually less than 3 MHz. The theoretical calculations of EFG on Cu sites in CuS$_3$ units, carried out by Mulliken-Wolfsberg-Helmholtz (MWH) technique in the frame of MO-LCAO method, demonstrate the good agreement of computed values with experimental data, ternary sulfide Cu$_3$BiS$_3$ (wittichenite) being example of this.\textsuperscript{60} It was shown that EFG (see Eq. (5)) is mainly formed by lattice term (90 \%), and, at less extent, by Cu-3d and Cu-4p orbitals (altogether 10 \%). The quite narrow range of the change of $\nu_Q$ in these sulfides can be explained by non-significant variations of Cu-S distances, S-Cu-S angles and polarity of chemical bonds.

In this sense, the shift of NQR frequency $\nu_Q$ of triangular (plane) copper Cu(1) in CuS towards lower values by about 5 MHz appears rather essential and unusual. This result indicates that the valence contribution is relevant for the EFG at the Cu(1) site. We suggest that the origin of $\nu_Q$ lowering is correlated to anomalously short Cu(1)-S distances in CuS compared to those in other sulfides (see Section II) and somehow related to the charge transfer between Cu-4p,3d and S-3p orbitals. Some qualitative considerations in favor of this are following. In principle, due to Bayer’s influence of thermal-induced lattice vibrations, NQR frequency $\nu_Q$ must increase with decreasing distances as it takes place in most compounds.\textsuperscript{55} However, in a number of cases the reducing of metal–ligand distances leads to the stronger hybridization of chemical bonds with subsequent charge transfer and its redistribution on the different orbitals, that can decrease the total EFG and $\nu_Q$ values.\textsuperscript{55} The delafossite-based copper oxides CuMO$_2$ (M = Fe, Al, Ga) may serve as an example for such behavior.\textsuperscript{61} It was illustrated that the reduction of only one Cu-O distance in linear CuO$_2$ units from 2.00 Å (CuAlO$_2$) down to 1.84 Å (CuGaO$_2$) exhibits the decrease of electronic density in Cu-4p$_z$ orbital and increase of the population of Cu-4p$_x$ and Cu-4p$_y$ orbitals, which play the key role in the experimentally observed lowering of total EFG value at the Cu site by about 1.5 MHz (see Eq. (7.2)). Since the O and S atoms have identical electronic configurations of outer shells (2s$^2$2p$^4$ and 3s$^2$3p$^4$, respectively), it is logical to suppose that the somewhat similar mechanism of $\nu_Q$ lowering takes place in CuS. It is not excluded that in the same manner the $\nu_Q$ lowering can be also caused by the charge redistribution in Cu-3d orbitals (see Eq. (7.1)). The influence of charge transfer on relaxation and Cu valence is discussed below (Section VI.4).

The significant deformations of CuS$_4$ tetrahedron break the cubic symmetry and, as it was mentioned, EFG on copper nucleus in this position becomes nonzero. Evidently, this case is
realized for the tetrahedral Cu(2) sites in CuS (Fig. 2). Therefore our NQR spectra prove the crystallographic data concerning the occurrence of low-symmetry distortions around Cu(2) sites below \( T_{PT} \) (Fig. 1(b), Table I). To our knowledge, it is the first independent confirmation of the low-\( T \) model of CuS structure.

The laborious search for a possible low-frequency NQR signal at \( T=77 \) K (above \( T_{PT} \)) found no any traces, which indicates that, if this signal exists, the value of \( v_Q \) would be less than 1.5 MHz (technical limit of our NQR spectrometer; Section V.2). Actually, the estimation of \( \nu^{(2)}_Q \) by MPC calculations (Eq. (6)) for room-\( T \) (Fig. 1(a), Table I) predicts the values of about 0.4 MHz, that signifies the negligible distortions of CuS\(_4\) at \( T>55 \) K.

### VI.2 Knight shift

Before analyzing the nuclear spin-lattice relaxation behavior in our NQR studies, it is expedient to comment recent unusual NMR data in CuS. The Cu NMR studies have shown that Knight shift \( K \) for the Cu(1) has significant negative value (-1.4 % at 15 K) but the explanation concerning the origin of such anomalous shift was not given. For transition metals the total Knight shift can be expressed through the respective hyperfine fields and susceptibilities as \( K=K_s+K_{orb}+K_d(T)=\text{const} \cdot [F^s \chi_s^s+F^\text{orb} \chi_{orb}^s+F^d \chi_d^d] \), where only \( K_d(T) \) depends on \( T \). Other contributions to total \( K \) are considered to be negligible. The first term \( K_s \) arises from the contact interaction between the nuclear magnetic moment and spin-carrying electrons in the s-band, which create the hyperfine field \( F^s \), and reflects the s-character Fermi level density of states (DOS). The second term is the orbital Knight shift originating from the orbital motion of electronic charges. The third term \( K_d \) is created due to the exchange interaction between s electrons and the unpaired d electrons (referred to as “core polarization” effect) and related to the hybridization with d electrons. Although \( K_{orb} \) and \( K_d \) are usually much smaller than \( K_s \) in metals, they become competitive when the s-character Fermi-level DOS is significantly small. On the other hand, the exchange polarization of s states by d states generally contributes to a negative total shift \( K \) due to the negative hyperfine field of d electrons, as it takes place, for instance, in ternary carbides \( M_2\text{AlC} (M=\text{Ti, V, Cr}) \). Evidently, \( K_d \) overcomes the contribution from positive \( K_s \) and \( K_{orb} \) in CuS, leading to a negative total shift. Thus, the observed \( K^{15} \) clearly reveals the enhancement of p-d hybridization between Cu-3d and S-3p orbitals. Such the result has been found to be consistent with that expected from the theoretical calculations, indicating that p-d hybridization is substantial and that the ionic models \((\text{Cu}^{1+})_3(\text{S}^2)^2(\text{S}^-)^1\) or \((\text{Cu}^{1+})_3(\text{S}^2)^3(\text{S}^-)^2\) appears to be rather oversimplified.

Moreover, the total shift \( K \) in CuS is larger at higher \( T \) (-0.57 % at 60 K against -1.4 % at 15 K) and, accordingly, the term \( |K_d| \) should be smaller for Cu(1) above \( T_{PT}=55 \) K. This indicates that the extent of p-d hybridization between Cu(1)-3d and S(1)-3p orbitals with \( T \)-decreasing might be more significant. This conclusion confirms the predictions of theoretical calculations, according to which the 8 K structure is more stable than the room-\( T \) modification.

It is notable that the total shift \( K \) for Cu(2) in CuS is positive and varies in the range 0.04-0.16 %. These values are also small compared, for instance, to those in another transition metal - pure copper, in which the total Knight shift \( K \) is equal to 0.23 %. This difference implies that \( K_d \) for Cu(2) is also significant and comparable with \( K_s+K_{orb} \), resulting in a small positive total shift.

### VI.3 Copper nuclear spin-lattice relaxation and Fermi level density of states

The conduction electrons are known to govern the nuclear spin-lattice relaxation in metallic crystals. The \( T \)-dependence of the relaxation rate \( T_1^{-1} \) in this case is determined by fluctuations of the hyperfine magnetic field or the EFG with the frequencies \( \sim 10^{15} \) sec\(^{-1} \) created by the conducting spin-carrying charges at the nucleus site. The isotopic ratio of Cu relaxation rates emphasizes the magnetic character of fluctuations (Section V.3). In the approach of free isotropic (3D) electronic gas and under the assumption that fluctuating magnetic fields are produced by the
can be expressed as:

\[
\frac{1}{T_1} = \frac{8}{9} \pi^2 \hbar^3 \gamma_e^2 \gamma_n^2 k_B^2 T \cdot \left[ N(E_F) \cdot \langle |\Psi(0)|^2 \rangle_F \right]^2,
\]

(10)

where \( h \), \( k_B \), and \( T \) are the Planck constant, Boltzmann constant, and absolute temperature, respectively; \( \gamma_e \) and \( \gamma_n \) are the gyromagnetic ratios for Cu nuclei and electron, \( \langle |\Psi(0)|^2 \rangle_F \) is the electronic spin density at the nucleus, and \( N(E_F) \) represents the DOS of s-band electrons at the Fermi level, \( N_s(E_F) \). Since all parameters in Eq. (10) are independent of \( T \), a lot of metals exhibit the well-known constant \( T_1 \cdot T \) behavior (also referred to as Korringa law). Actually, the constant \( T_1 \cdot T \) holds approximately above \( T_{PT}=55 K \) (Fig. 5). Strictly speaking, if the core polarization effect occurs to be significant in transition metals (as it takes place for CuS, NMR of Cu(1) in which has negative Knight shift), it is quite appropriate to associate the observed \( T_1 \) with the effective value of \( N(E_F)=N_d(E_F)+N_s(E_F) \), where \( N_d(E_F) \) is d type of contribution to DOS.\(^62\) The mixture of p state is treated only as part of the effective s type of DOS.\(^62\)

At about \( T_{PT}=55 K \), the relaxation rate demonstrates a surprising crossover from Korringa relation to unusual \( T \)-dependent \( T_1 \cdot T \) behavior (Fig. 5), in spite of the fact that CuS appears to be a metal down to \( T_c \approx 1.6 K \). Let us summarize the features that characterize the low-\( T \) electronic behavior.

First, we adduce following arguments in favor of the assumption that low-\( T \) relaxation is intrinsic in nature, i.e., that it is inherent in the compound itself. We have checked the \( T \)-dependences of \( 1/\delta T_1 \) and \( 1/\delta^3 T_1 \) in samples No.2–No.5 and found that data are identical to those in sample No.1. Furthermore, earlier studies of nuclear relaxation for Cu(1) in CuS\(^27\) also supply data for deviations from linearity in \( 1/\delta^3 T_1 \) below \( T_{PT} \), but without attention paid to such behavior. The identical results for different CuS samples indicate that the observed low-\( T \) peculiarities are not associated with any magnetic impurities or lattice defects.

Second, although we do not have conclusive evidence concerning the origin of the unusual \( T_1 \cdot T \) behavior, the following observation suggests that collective electronic charges coupled motion below \( T_{PT} \) is important. Both non-equivalent sites of Cu exhibit a very similar dependence of relaxation on \( T \), which gives the constant ratio of the two relaxation times \( \frac{\delta T_1(Cu(1))}{\delta T_1(Cu(2))} \approx 1.2 \) (Fig. 5). Since, in any case, the nuclear relaxation is governed by conduction charges, our result implies that common electronic dynamics must exist for the two non-equivalent Cu(1) and Cu(2), i.e. they “feel” not the individual, but the same conduction band. Therefore, taking into account the 2D character of conductivity in CuS below \( T_{PT} \) in the direction perpendicular to the c-axis (Section II), we can suggest that the electronic charges are delocalized not only in the plane of Cu(1)-S(1)c units as “the two-dimensional sea”,\(^35\) but also between two sites of copper - Cu(1) and Cu(2) through the bridging S(1) ion, creating in such a way the “waves” in this sea (Fig. 1).

Third, it is notable that similar deviations of \( 1/\delta^3 T_1 \) from linearity at \( T>T_c \) are well-known features for most layered HTSC, in particular, YBa\(_2\)Cu\(_3\)O\(_{6+x}\).\(^67\) Since in usual metals \( 1/\delta^3 T_1 \sim [N(E_F)]^2 \) (see Eq. (10)), the appreciable decreasing of \( 1/\delta^3 T_1 \) is widely explained by decreasing of \( N(E_F) \). This effect is often referred to as opening of “gap” or “pseudogap” in the normal-state DOS. The appearance of such pseudogap in HTSC is also reflected in \( T \)-dependences of Knight shift, heat capacity, magnetic susceptibility, electrical resistivity, neutron scattering, angle resolved photoemission spectroscopy (ARPES) and scanning tunneling microscope (STM) studies.\(^67\) It looks like similar deviation of \( 1/\delta^3 T_1 \) from constant value in CuS (Fig. 5) points to the occurrence of some gap in this material below \( T_{PT} \). Actually, we remind that different anomalies in CuS below \( T_{PT} \) have been also found in heat capacity, electrical resistivity and neutron diffraction investigations (Section II). However, intriguing Knight shift studies were made up without desirable experimental accuracy, susceptibility data are inconsistent and ARPES, STM investigations of CuS are lacking. Therefore, for examination of our suggestion it would be expedient to perform the respective detailed studies. We also add here that interpretations of pseudogap state nature in HTSC and its influence on the superconductivity are manifold,\(^68\) including among others a charge-density
wave (CDW) model. According to this approach, the pseudogap transformations of electronic spectra take place due to strong scattering of electrons on CDW.

Fourth, the upturn of $1/63T_1T$ for both Cu(1) and Cu(2) below 8 K and 16 K, respectively, suggests the presence of gapless mode. Its origin is not clear for us, but similar behavior of relaxation in some HTSC is also observed.

Fifth, it should be noted that $1/63T_1T$ for Cu(1) demonstrates the bends at about 4 K and 17 K (Fig. 5), which, most likely, signify the occurrence of some changes in internal dynamics in CuS. Interestingly, these points become apparent also in heat capacity and ac magnetic susceptibility measurements.

VI.4 Copper valence and charge-density waves

The important piece of information that can be extracted from the NQR spectra data is the absence of magnetic ordering in CuS down to low $T$. Since 1/2$\mu_B$ of spin moment in 3d magnetically ordered state typically gives rise to the strong static field, a sharp single line for each NQR transition of Cu (see Section V.1) indicates that no internal static field due to any type of magnetic ordering is present at the Cu sites in CuS for the temperature range studied. Such a field would magnetically broaden, split or shift the NQR lines as it does for the Cu signal in antiferromagnets YBa$_2$Cu$_3$O$_{6+x}$ or transition metal sulfide CuFe$_2$S$_4$ (cubanite). These data are also supported by quadruple character of the line broadening for both $^{63}$Cu NQR signals (Section V.2). Our conclusion is in a good consistent with EPR studies of CuS, showing no paramagnetic divalent Cu$^{2+}$ signal at room-$T$ and low-$T$, that can suggests the mixed-valence state of Cu besides Cu$^{1+}$.

Actually, the observation of $^{63}$Cu NQR lines cannot exclude the presence of so-called “exchange-narrowed” paramagnetic Cu ions, in which the total number of 3d electrons, $n_d$, changes between values 9.0 (corresponds to paramagnetic Cu$^{2+}$, electronic spin $S=1/2$) and 10.0 (diamagnetic Cu$^{1+}$, electronic spin $S=0$), the NQR spectra of binary compounds CuF$_2$, CuBr$_2$ and CuCl$_2$ being example of this. In fact, on the basis of Cu-2p XPS studies of CuS, it was estimated that the $n_d$ value can differ from 10.0 but it is more than 9.5, i.e. Cu is closed to be monovalent Cu$^{1+}$.

We turn to the negative shift $K_d$ for Cu(1) (see Section VI.2): this contribution is proportional to the number of unpaired 3d electrons. Indeed, the presence of unpaired d electrons was proposed earlier on the basis of XPS spectrum analysis. This strongly advocates that Cu is not monovalent, since in case of Cu$^{1+}$ all 3d electrons are paired ($n_d=10$). Therefore we can suggest that the valence of copper in CuS has non-integer value and intermediates in the range Cu$^{1+}$ and Cu$^{1.5+}$ (i.e. 9.5<$n_d$<10.0). This is consistent with the interpretation of some crystal-chemical features of CuS, according to which the valence of Cu(1) and Cu(2) should satisfy the value of Cu$^{1.3+}$. It is interesting to note that some recent studies reveal the “d count” in the Cu sulfides to be intermediate between 3d$^9$ and 3d$^{10}$, although these sulfides were initially classified as nominally monovalent or divalent Cu compounds (for example, chalcopyrite CuFeS$_2$ and tennantite Cu$_{12}$As$_4$S$_{13}$). Probably, this tendency is the consequence of some “antipathy of Cu for a 3d$^9$ configuration and the stability of Cu 3d$^{10}$ in Cu sulfides”.

Let us now consider the dynamic effects. Theoretical calculations of CuS conduction band predict that “electronic charge should flow from the $4t_2$-orbital on the tetrahedral Cu(2) to the $4e$-orbital on the triangular Cu(1)” through the bridging S(1). Our relaxation studies strongly support this suggestion (Section VI.3). Moreover, it is proposed that because of fast charge mobility this electronic transfer can be realized as Cu valence fluctuation.

In fact, it has been argued that the $T$-dependence of NQR frequency $^{Cu(1)}\nu_Q$ in CuS can be understood in terms of charge fluctuations in Cu(1)-S(1)-Cu(2) bonds. It is known that in most non-cubic metals $\nu_Q(T)$ can be well reproduced by the empirical Eq. (8) with $b=1.5$; this relation is often referred to as “$T^{3/2}$ law”. Generally today, thermal vibrations of the host lattice atoms are regarded as mainly responsible for such simple and universal relation. However, CuS shows the change of slope in the $\nu_Q(T)$ near 210 K, which exhibits another relation – parameter $b$ in Eq. (8) is close to be
1.0 (notably, Ref. 24 found that the diffraction reflections, which become split below $T_{PT}$, are already broadened at some 150–200 K). To our opinion, the $\nu_Q(T)$ dependence in the range 65–290 K can be described more exactly by two linear functions (Section V.2). But in any case Cu(1)$\nu_Q(T)$ in CuS do not follows to $T^{3/2}$ law. The very similar $\nu_Q(T)$ behavior was found in mixed-valence metal EuCu$_2$Si$_2$.

It was shown that emitting of conduction electron by neighboring Eu ion causes the fluctuation between two Eu electronic configurations. Such valence instability influences the Cu quadrupole interactions ($V_{ZZ}$) and, as a consequence, the $T^{3/2}$ law becomes not valid. Since in the range 60–290 K there are no any structural changes in CuS$^{24}$ and $\eta \approx 0$ (Table II), the $T$-dependence of Cu(1)$\nu_Q$ is determined only by $V_{ZZ}$. Therefore, by analogy, we suggest that bridging S(1) ion can provide minor charge transfer between Cu(1) and Cu(2) in some fluctuating regime. The strong hybridization of Cu(1) and Cu(2) conduction bands, as it is seen from low as compared to other sulfides Cu(1) NQR frequency (Section VI.1) and relaxation measurements (Section VI.3), should allow this transfer.

It is exciting that our NQR measurements on “plane” Cu(1) in CuS strongly resemble the NQR studies, performed on Cu plane sites in HTSC YBa$_2$Cu$_3$O$_7$.\cite{80} Sharp increase of NQR linewidth and falling down of $1/\tau_T$ led the authors to the conclusion that charge modulation in the form of CDW takes place in this material. In general, the CDW comes from the periodic redistribution of electronic charges due to small ionic movement near their equilibrium position in the crystal lattice. In the case of quasi-2D (layered) materials CDW are formed below some critical temperature and manifest themselves in the appearance of energy gap in electronic spectra on overlapping Fermi surface patches (i.e. to partial loss of metallic properties) and DOS modulations. Actually, triangular coordinated Cu(1) ions have a large anisotropic thermal motion at room-$T$ and strange oscillations of cross-sections of the Fermi surface were detected.\cite{25} Thus, the similarity of NQR data allow us to suppose that CDW can exist in CuS and that CDW manifest themselves as divergence of $1/\tau_T$ from constant value below $T_{PT}$ and unusual $\nu_Q(T)$ dependence.

The “pure” NQR studies of layered metal dichalcogenides are relatively rare and it is difficult to compare our NQR results in CuS with those in other dichalcogenides. It is known that low-$T$ superconductor NbSe$_2$, in which the presence of CDW is proved,\cite{17} also demonstrates unusual Nb$\nu_Q(T)$ dependence.\cite{81}

**VI.5 Phase transition in CuS**

The comparison of our $^{63}$Cu NQR spectrum for CuS (Figs. 2 and 3(a)) and $^{63}$Cu NQR spectrum for selenium analog of CuS — $\alpha$-CuSe (klockmannite)$^{82}$ can be used for discussions of reasons for PT in CuS at 55 K. It was found that $\alpha$-CuSe is characterized by the 13 lines with NQR frequencies in the range of 12.7–2.09 K at 4.2 K. This points to the presence of strong deformations of the crystal (compared to CuS) and produces evidence that, strictly speaking, CuS and $\alpha$-CuSe are not isostructural as it was supposed earlier.\cite{83}

To this moment, it is clearly seen that insertion of Se atoms instead of S in CuS results in conversion of Cu(1) threefold units into distorted fourfold (since $^{63}$Cu NQR frequencies are rather low) and that $\alpha$-CuSe has 13 non-equivalent Cu positions in at the least. To our opinion, the initial occupancy of Se at the S(2) sites\cite{28} leads to the approaching of some Se(2) atoms to Cu(1) sites and, as consequence, to the formation of “new” distorted tetrahedrons [Cu(1)-Se(1),Se(2),Se(3)] in CuSe instead of “old” triangular units [Cu(1)-S(1),S(2)] in CuS (Fig. 1). In this case such deformations would promote the approaching of Cu(1) and Cu(2) ions to each other and creation of effective interaction between them, as it was proposed for CuS.$^{24}$\cite{24} and $\alpha$-CuSe.$^{84}$ Upon cooling this interaction can stimulate the hexagonal-to-orthorhombic transition, as for CuS.$^{24}$\cite{24} and $\alpha$-CuSe.$^{84}$ Such scenario is supported by the dependence of $T_{PT}$ value on Se amount in mixed samples CuS$_{1-x}$Se$_x$ (0$\leq x \leq 1$).\cite{38} Actually, due to longer Cu(1)-Cu(2) bonds in CuS than in CuS$_{1-x}$Se$_x$, this PT for CuS occurs at lower $T$. Interestingly, the formation of effective-metal-metal interactions in binary sulfides often causes the structural transformation as, for instance, in VS$_3$ (patronite).\cite{2}
VII. CONCLUSIONS

We have studied the electronic behavior of 2D transition metal CuS (covellite) using NQR as a probe in a wide temperature range. We have found that CuS exhibits not one, but two $^{63}\text{Cu}$ NQR signals at 1.87 and 14.88 MHz (4.2 K), which are attributed to Cu(2) and Cu(1) nucleus, respectively. The “pure” NQR spectra in CuS are an experimental proof that no magnetic ordering occurs in this compound. The direct observation of low-frequency $^{63}\text{Cu}$ NQR signal in CuS demonstrates the serious distortions of [Cu(2)-S$_4$] units at low temperatures. The high-frequency $^{63}\text{Cu}$ NQR signal is placed out of frequency range 20–23 MHz typical for triangularly coordinated Cu with three S atoms in other copper sulfides and, therefore, this serves as indication of the strong hybridization of Cu(1)–S(1) bonds in [Cu(1)-S$_3$] units. The temperature dependence of Cu(1) quadrupole frequency $\nu_Q$, line-width $\Delta \nu_Q$ and nuclear spin-lattice relaxation $T_1$, which so far had never been investigated so precisely for CuS, altogether display the occurrence of structural phase transition at about 55 K. It has been argued that this transition is stimulated by Cu(1)-Cu(2) interactions. Unusual behavior of nuclear relaxation rates of Cu(1) and Cu(2) provide evidence that this phase transition is accompanied by electronic spectra transformations, which could be interpreted as the formation of the energy gap. Moreover, nuclear relaxation rates of both Cu ions point to the strong hybridization of Cu(1) and Cu(2) conduction bands through S(1) orbitals, leading to the presence of charge transfer in Cu(1)–S(1)–Cu(2) bonds even in low-temperature anisotropic 2D regime. The low-$T$ relaxation of $^{63}\text{Cu}$ is also indicative of a significant contribution of d density of states at the Fermi level. Analysis of NQR spectra and literature data allows us to conclude that valence state of both Cu is not strictly monovalent Cu$^{1+}$ or divalent Cu$^{2+}$, but intermediate with dominant of former with average value $\approx 1.3^+$. In addition, the dependence of Cu(1) quadrupole frequency $\nu_Q$ on temperature, not typical for “simple” metals, have been interpreted from the viewpoint of Cu valence fluctuation in the vicinity of the average value. We have suggested that charge-density waves in the CuS electronic structure could be responsible for the appearance of the energy gap and may be connected to charge transfer and Cu valence instability. Nevertheless, the detailed microscopic picture of this phenomenon is unclear at present.

Finally, from our results on CuS it is clearly seen that this compound exhibits interesting properties, which have never been observed in previous investigations, and appears to be a good example of layered dichalcogenide class of materials. We believe that the reported NQR studies provides an advanced understanding of CuS electronic characteristics and can be considered as a base for further studies, either experimental or theoretical.
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FIG. 1. (a) Crystal structure of the covellite CuS above $T_{PT} = 55$ K (reproduced from Ref. 30). The main structural units are the CuS$_4$-tetrahedra (layers $A_1$ and $A_2$) and the CuS$_3$-triangles (layer $B$). (b) The fragment of crystal structure of CuS below $T_{PT} = 55$ K (reproduced from Ref. 24). It is clearly seen that the CuS$_4$-tetrahedra are distorted. For details, see Section II.
FIG. 2. Low-frequency copper NQR spectrum for synthetic Cu$_{1.00}$S (sample No.1) at 4.2 K (circles). Arrows point to the positions of $^{63,65}$Cu(2) NQR signals of covellite CuS phase. Dashed curve is the fit to the data. For details, see Sections V.1 and VI.1.
FIG. 3. High-frequency copper NQR spectra for synthetic Cu$_{1+x}$S for $x$ values of 0, 0.05, 0.10 and 0.30 at 4.2 K (solid curves). Arrows point to the positions of $^{63,65}$Cu(1) NQR signals of covellite CuS phase in samples No.1-No.4 ((a)–(d), respectively). For details, see Sections V.1 and VI.1. The vertical dashed lines point to the positions of $^{63}$Cu NQR signals of geerite Cu$_{1.6}$S phase in samples No.2-No.4 ((b)–(d), respectively). For details, see Section V.1.
FIG. 4. (a) The temperature dependence of $^{63}$Cu(1) NQR frequency $\nu_Q$ for CuS phase in sample No.1 (closed circles) with the fit of data by Eq. (8) within 65–290 K (solid curve) and extracted fitting parameters. Arrows point to the positions of the change of slope in the $\nu_Q(T)$ dependence at 210 K and at 65 K. Inset in (a) shows that the $\nu_Q(T)$ dependence can be described by two linear functions in the ranges 65–210 K and 210–290 K. For details, see Section V.2. (b) The temperature dependences of $^{63}$Cu(1) NQR line-widths for CuS phase in samples No.1 and No.5 (closed and opened circles, respectively). Arrow points to the temperature 55 K, below which strong broadening starts up. The solid line is the fit by the linear function within 55–290 K. For details, see Section V.2.
FIG.5. (a) The temperature dependence of nuclear spin-lattice relaxation $T_1^{-1}$ for $^{63}$Cu(1) for CuS phase in sample No.1 (closed circles). Inset in (a) shows the $T_1^{-1}(T)$ dependences for $^{63}$Cu(1) and $^{63}$Cu(2) within the range 1.47–40 K (closed and opened circles, respectively). Arrows point to the positions of bends in $T_1^{-1}(T)$ at about 17 K and 8 K. For details, see Section V.3. (b) The temperature dependences of $(T_1 T)^{-1}$ for $^{63}$Cu(1) and $^{65}$Cu(2) for CuS phase in sample No.1 (closed and opened circles, respectively). Arrow points to the temperature 55 K, above which the constant behavior of $(T_1 T)^{-1}$ holds approximately (dashed line) and below which the anomalous behavior of relaxation starts up. Inset in (b) shows the $(T_1 T)^{-1}$ dependence for $^{63}$Cu(1) within the range 1.47–74 K, arrows point to the positions of bends in $(T_1 T)^{-1}$ at about 17 K and 4 K. For details, see Sections V.3 and VI.3.
**TABLE I.** Interatomic distances and bond angles in covellite CuS above and below the temperature of phase transition ($T_{PT} = 55$ K).

|                | Hexagonal symmetry, 295 K | Orthorhombic symmetry, 8 K |
|----------------|---------------------------|----------------------------|
|                | Ref. 29                   | Ref. 32                    | Ref. 21                     | Ref. 33                     | Ref. 24                    |
| Cu(1)-S(1)     | 3×2,19 Å                  | 3×2,195(5) Å              | 3×2,1905(2) Å              | 3×2,1915(4) Å              |
| -S(1)          |                           |                           |                            | 2×2,18(2) Å                | 1×2,17(2)                  |
| Cu(2)-S(1)     | 1×2,34                    | 1×2,334(6) Å              | 1×2,331(2) Å              | 1×2,339(2) Å              | 1×2,328(4) Å              |
| -S(2)          | 3×2,30                    | 3×2,312(4) Å              | 3×2,305(2) Å              | 3×2,305(1) Å              | 1×2,32(2)                  |
|                |                           |                            |                            |                            | 2×2,281(8)                 |
| S(2)-S(2)      | 1×2,09                    | 1×2,037(11) Å             | 1×2,071(4) Å              | 1×2,086(7) Å              | 1×2,03(2)                 |
| Cu(1)-Cu(2)    | 3×3,21                    | 3×3,199(4) Å              | 1×3,260(5) Å              | 2×3,044(7)                 |
| S(1)-S(2)      | 3×3,75                    | 3×3,773(9) Å              | 3×3,754*                  | 1×3,642*                  | 2×3,793*                  |
| S(1)-Cu(2)-S(2)| 107º                     | 108,6(3)º                 | 108,16(7)º                | 108,04(8)º                |
| S(2)-Cu(2)-S(2)| 111                      | 110,3(3) Å                | 110,76(7) Å               | 110,87(8)                 |
| S(1)-Cu(1)-S(1)| 119,7(3)                 |                            |                            |                            |
| S(1)-S(1)-S(1)| 120,0(0)                 |                            |                            |                            |
| Cu(2)-S(1)-Cu(2)|                 |                            |                            |                            |

* The values were calculated by Ref. 25 on the basis of data from corresponding references.

**TABLE II.** The magnitudes of asymmetry parameter $\eta$ in covellite CuS above and below the temperature of phase transition ($T_{PT} = 55$ K).

|                | $T > T_{PT}$ | $T < T_{PT}$ |
|----------------|--------------|--------------|
|                | Ref. 27      | Ref. 15      | Ref. 27      | Ref. 15      |
| Triangular units [Cu(1)-S(1)₃], $\eta$, (a. u.) | ~ 0 (100 K)  | –            | –            | –            |
| Tetrahedral units [Cu(2)-S(2)₃S(1)], $\eta$, (a. u.) | ~ 0 (100 K)  | 0? (60 K)    | ≠ 0 and/or $\nu_Q < 1.5$ MHz (35 K) | 0.50–0.55 (15 K) |