Magnetic resonance force microscopy with a one-dimensional resolution of 0.9 nanometers
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Abstract

Magnetic resonance force microscopy (MRFM) is a scanning probe technique capable of detecting MRI signals from nanoscale sample volumes, providing a paradigm-changing potential for structural biology and medical research. Thus far, however, experiments have not reached sufficient spatial resolution for retrieving meaningful structural information from samples. In this work, we report MRFM imaging scans demonstrating a resolution of 0.9 nm and a localization precision of 0.6 nm in one dimension. Our progress is enabled by an improved spin excitation protocol furnishing us with sharp spatial control on the MRFM imaging slice, combined with overall advances in instrument stability. From a modeling of the slice function, we expect that our arrangement supports spatial resolutions down to 0.3 nm given sufficient signal-to-noise.
ratio. Our experiment demonstrates the feasibility of sub-nanometer MRI and realizes an important milestone towards the three-dimensional imaging of macromolecular structures.
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**Introduction**

The goal of nanoscale magnetic resonance imaging ("nano MRI") is the three-dimensional visualization of nuclear spin densities inside materials with near-atomic spatial resolution and on length scales of up to a few 100 nm. Such images are expected to provide fundamental insight into the structure and composition of matter, especially in the field of structural molecular biology. For example, nano MRI images could serve as templates for modeling the global arrangement of large protein assemblies. If sub-nanometer resolution can be realized, nano MRI could even allow for a direct imaging of tertiary or secondary protein structure, and ultimately, the atomic arrangement. Important advantages of MRI compared to other structural imaging techniques, such as electron tomography, are its high chemical selectivity and the fact that single copies of molecules can be imaged in a non-destructive manner.

One promising candidate for nano MRI is magnetic resonance force microscopy (MRFM).\textsuperscript{1–5} The method employs an ultrasensitive nanomechanical transducer to detect the interaction between nuclear spins in the sample and a nanoscale magnetic tip by means of a magnetic force. Thanks to major advances in mechanical transduction\textsuperscript{6–11} and magnetic gradient generation,\textsuperscript{12,12–16} researchers have in recent years greatly improved the sensitivity of MRFM. Latest imaging experiments reported sensitivities of order 50 – 100 nuclear moments, corresponding to voxel sizes between \((3.5\,\text{nm})^3 – (5.5\,\text{nm})^3\) for statistically polarized protons in
organic material. In principle, MRFM even offers the sensitivity required to detect single proton magnetic moments, but it is unclear at present whether this sensitivity can be extended to the context of three-dimensional MRI. Unlike other nano MRI techniques, like nitrogen-vacancy-center NMR, MRFM is capable of handling larger objects (> 20 nm) by adjusting the sizes of the mechanical sensor and the magnetic tip.

In order to provide meaningful information about the macromolecular arrangement of protein complexes, the spatial resolution must be of order ~ 1 nm. Despite providing sufficient detection sensitivity, recent MRFM scans have fallen short of this goal. Imaging experiments on single tobacco mosaic virus particles have reported a best-effort resolution of 4 nm in one dimension, limited by a combination of scan step size, available magnetic gradient, thermomechanical force noise, and instrument stability. Other experiments have shown feature sizes of order 5 – 10 nm. Recently, Rose et al. have reported a nominal resolution of ~ 2 nm for a polystyrene-coated nanowire using a novel Fourier encoding method.

In this paper, we demonstrate MRFM scans with a one-dimensional resolution of 0.9 nm ± 0.2 nm and a localization precision of 0.6 nm ± 0.1 nm. This progress is enabled through: (i) an improved spin inversion protocol providing a sharply defined imaging slice, (ii) the use of a state-of-the-art magnetic gradient exceeding 10^6 T/m, (iii) the use of a suitable nanorod sample geometry, and (iv) a high instrument stability with drifts of less than 2 nm over 24h. As a result of our efforts, our experimental resolution is limited solely by the sensor noise (which we have not improved within this work) and not by other factors. Our demonstration is achieved with a top-down fabricated cantilever that is suitable for loading large molecules and amenable to modular sample preparation techniques. With this result, we take a critical step towards three-dimensional imaging of biological samples on the ~ 1 nm lengthscale.
Figure 1: (a) Configuration of the MRFM experiment. (b) Sketch of nanorod apex, $^1$H-rich adsorbate layer, magnetic tip and stripline in cross section. (c) Scanning electron micrograph of a silicon nanorod and cantilever, similar to the device used in experiments. (d) Calculated magnetic field map $|B(x, z)|$ near the FeCo nanomagnet. An external bias field $B_0 = 5.88$ T is applied along $z$ to polarize the nanomagnet and to stabilize the quantization axis of the nuclear spins. Contours indicate the $^1$H NMR frequency in the given field. The shaded region represents a resonant slice with rf pulse frequency $f_{rf} = 255$ MHz and FM modulation depth $f_{FM} = 500$ kHz. The field map is calculated from a combination of AFM topography and MRFM calibration scans (see SI). (e) Magnetic gradient $G_x \equiv \partial_x |B|$ calculated from the field map shown in panel d.
Experimental Setup

A schematic of our MRFM setup is shown in Fig. 1a. The sample, in our case a silicon nanorod with a thin film of $^1$H-containing adsorbate molecules (see Fig. 1b,c), is affixed to the end of the cantilever force transducer and positioned above a nanomagnet. The nanomagnet produces a highly localized magnetic field $B = |\mathbf{B}(\mathbf{r})|$ and an associated strong magnetic gradient $\mathbf{G} = \nabla B$ (see Fig. 1d,e). The gradient generates an attractive or repulsive force on the nuclear spins in the sample. To measure the magnetic force, nuclear spins are periodically inverted by adiabatic radio-frequency (rf) pulses to drive the transducer at its kHz mechanical resonance. The output signal is provided by the oscillation amplitude of the cantilever, which is proportional to the spin force and which we detect by an optical interferometer.

As in conventional MRI, image generation takes advantage of a spatially localized excitation of nuclear spins inside the sample volume. Radio-frequency pulses act selectively on spins whose Larmor frequencies $f_L = \gamma_n B$ are within the excitation bandwidth of the rf pulse frequency $f_{rf} \pm f_{FM}$. Here, $\gamma_n$ is the nuclear gyromagnetic ratio ($\gamma_n = 42.58$ MHz/T for protons), $f_{rf}$ is the rf carrier frequency and $f_{FM}$ is the modulation depth of rf pulses. Due to the locally inhomogeneous field, only spins within a thin spatial slice are inverted and generate a driving force on the mechanical sensor (see Fig. 1d). Specifically, the force signal is given by the convolution of the slice with the sample’s three-dimensional spin density $\rho(\mathbf{r})$,\textsuperscript{3,4,23}

$$F_{\text{spin}}^2 = \mu^2 \int_{\mathbb{R}^3} d\mathbf{r}' \rho(\mathbf{r} - \mathbf{r}') G_x^2(\mathbf{r}') \xi(\mathbf{r}') .$$

(1)

where $\mu = h\gamma_n/2$ is the nuclear magnetic moment, $h = 6.63 \cdot 10^{-34}$ J/Hz is Planck’s constant, $G_x$ is the $x$-component of the magnetic gradient, and $\xi(\mathbf{r}')$ contains the shape of the spatial slice. We remind that because we detect statistical rather than thermal spin polarization,\textsuperscript{24,25} our signal is proportional to the variance $F_{\text{spin}}^2$ of the spin force, rather than the magnitude.
The slice function $\xi(r') \equiv \xi(f_L - f_{it}) \equiv \xi(\Delta f)$ depends on the detuning $\Delta f = f_L - f_{it}$ between the (location-dependent) Larmor frequency of a nuclear spin, $f_L = \gamma_n B(r')$, and the rf excitation frequency $f_{it}$. We control $\xi(\Delta f)$ by tuning shape and parameters of the adiabatic rf pulse modulation. In this work, we are particularly interested in the frequency selectivity of pulses, since this determines the sharpness of the slice edges. At the same time, the rf excitation must be robust against variations in pulse amplitude, because hundreds of coherent spin reversals are required to build up a detectable oscillation of the mechanical sensor.

In a first part of this study, we have explored several adiabatic rf modulation schemes for their ability to robustly invert spins in a narrow, well-defined frequency bandwidth. We find experimentally and through simulations that hyperbolic secant (HSn) pulses\textsuperscript{26–28} are well-suited for this task. Other schemes that we explored include Gauss,\textsuperscript{27} WURSTn,\textsuperscript{29} and Sin/Cos\textsuperscript{30} modulation. HSn pulses involve both amplitude (AM) and frequency (FM) modulation of the rf field,

$$B_{1,\text{mod}}(T) = B_1 \text{sech}(\beta T^n)$$

$$f_{it,\text{mod}}(T) = f_{it} + f_{\text{FM}} \left[ c(n, \beta) \left( \int_{-1}^{T} \text{sech}^2(\beta T^m) dT' \right) - 1 \right]$$

where $B_1$ is the in-plane component of the rf field amplitude, $|T| = |T|_c \leq 1$ is a normalized time running over half a cantilever oscillation period, and $c(n, \beta)$ is a unit-less factor that normalizes the integral for a symmetrical modulation around $f_{it}$. The parameters $n$ and $\beta$ are integers that control the truncation and steepness of the frequency modulation. The HSn profile for $n = 2$ and $\beta = 8$ is shown in Fig. 2a.

We calculate slice functions $\xi(\Delta f)$ for the HSn and other modulation schemes by simulating the spin reversal and computing the Fourier coefficient at the mechanical resonance $f_c$. Fig. 2b shows the expectation value $\langle \hat{I}_z(t) \rangle$ of the single spin operator $\hat{I}_z$ during the reversal. $\langle \hat{I}_z(t) \rangle$ is calculated using density matrices under a piece-wise constant Hamiltonian (see SI).
Figure 2: Signal encoding and generation by hyperbolic secant (HSn) spin reversals. (a) Amplitude $B_{1,\text{mod}}(t)$ and frequency $f_{\text{rf,mod}}(t)$ of adiabatic rf pulses. The HSn modulation is shown in red and conventional trapezoidal modulation is shown in gray for comparison. Parameters are $n = 2$ and $\beta = 8$. $T_c = 1/f_c$ represents one cantilever oscillation period (here $T_c \sim 300 \mu s$). (b) Simulated nuclear spin polarization $\langle \hat{I}_z(t) \rangle$ in response to the rf pulses in panel a. (c) Cantilever oscillation amplitude in response to the driving force of panel b. (d) Simulated fidelity $F(\Delta f)$ of spin reversals (Eq. 5) as a function of nuclear spin detuning $\Delta f = f_L - f_{\text{rf}}$. The excitation bandwidth is $2f_{\text{FM}} = 300$ kHz (blue dashed line). Slice profiles are shown for HSn modulation with $B_1 = 5.3$ mT (red solid line), as well as for trapezoidal modulation with $B_1 = 2.5$ mT (gray solid line) and $B_1 = 2.0$ mT (gray dashed line). The arrows indicate the sharp slice edge of $27$ kHz. The top scale indicates the spatial slice width in a gradient of $|G| = 2 \cdot 10^6$ T/m. (e) Experimental MRFM signal as a function of the modulation depth $f_{\text{FM}}$ for HSn (red) and trapezoidal (gray) modulation. The rf carrier frequency is $f_{\text{rf}} = 254$ MHz and the rf amplitude is $B_1 = 5.3$ mT.
The first real Fourier coefficient is

\[ a_1 = \frac{4}{T_c} \int_0^{T_c/2} 2 \langle \hat{I}_z(t) \rangle \cos(2\pi f_c t) \, dt . \]  

(4)

The cantilever motion follows the periodic force generated by \( \langle \hat{I}_z(t) \rangle \) as shown in Fig. 2c. Because of order \( N = 2\tau/T_c \sim 10^2 - 10^3 \) reversals are needed to ring up the mechanical sensor, where \( \tau \) is the resonator’s time constant, spin inversions must be highly efficient with no loss of magnetization over many hundreds of cycles \( N \). We account for the inversion efficiency through the fidelity

\[ F = \left[ \langle \hat{I}_z(T_c/2) \rangle - \langle \hat{I}_z(0) \rangle \right]^N , \]  

(5)

where \( \langle \hat{I}_z(0) \rangle \) and \( \langle \hat{I}_z(T_c/2) \rangle \) are the expectation values of \( \hat{I}_z \) at the beginning and the end of the inversion pulse, respectively. For the HSn modulation shown in Fig. 2a, all spins in the slice flip at approximately the same instance in time, therefore \( a_1 \approx 4/\pi \). The slice function is then given by

\[ \xi(\Delta f) = a_1(\Delta f)F(\Delta f) \approx \frac{4}{\pi} F(\Delta f) \]  

(6)

In Fig. 2d we plot the fidelity \( F(\Delta f) \) of spin inversions for a sequence of \( N = 140 \) HSn pulses as a function of the detuning from the slice center frequency, for a modulation depth of \( f_{FM} = 150 \) kHz. This number of pulses \( N \) approximately corresponds to the number of reversals within the \( \tau \approx 20 \) ms ring-up time of the feedback-damped cantilever. The figure shows that HSn pulses are clearly very effective at inverting spins. Importantly, the frequency slice is sharply defined with only \( \sim 30 \) kHz between complete inversion (\( F = 1 \)) and no signal (\( F = 0 \)). By comparison, common trapezoidal pulses with a linear frequency ramp\(^3,17,21\) produce an ill-defined slice profile due to the sudden turn-on of the rf amplitude (gray curves). Further advantages of the HSn modulation are its robustness in the presence
of $B_1$ variations (see SI) and nuclear spin-spin interactions.\textsuperscript{28}

**Results and Discussion**

![Figure 3: Series of $^1$H NMR spectra as a function of vertical approach distance $d = 10 - 150$ nm. The schematics show the configuration of nanorod and nanomagnet; the adsorbate layer is color-coded with the gradient $G_x$ (scale of Fig. 1e). (a) Spectra taken with the tip positioned over the edge of the nanomagnet ($x = -200$ nm, where $x$ is the center-to-center distance between cantilever and nanomagnet). The white star marks the position of highest gradient of $\sim 6 \cdot 10^6$ T/m. (b) Spectra taken with the tip positioned in front of the nanomagnet ($x = -400$ nm). Modulation depth is $f_{FM} = 300$ kHz in panel a and $f_{FM} = 150$ kHz in panel b. The bias field is 5.88 T.](image)

We experimentally demonstrate high-resolution $^1$H NMR imaging using the $\sim 1$ nm – thick adsorbate film\textsuperscript{3,17,31} on a silicon nanorod.\textsuperscript{32} The nanorod has an edge length of $\sim 500$ nm (see Fig. 1b) and is fabricated using standard silicon lithography (see SI). Our choice of test sample has two motivations: first, the nanorod has a well-defined geometry and the natural adsorbate layer provides a strong $^1$H NMR signal. Second, the nanorod can be batch produced and can undergo water dipping and shock-freezing. This capability is important for preparing biological samples in future experiments. For the present study, no sample is loaded onto the nanorod and the natural adsorbate film provides the only $^1$H NMR signal. The nanorod is glued to the end of an ultrasensitive silicon cantilever that is in turn mounted in the custom MRFM apparatus (Fig. 1b). The cantilever used in this study has, after loading, a natural frequency of $f_c \sim 3.5$ kHz, a quality factor of $Q \sim 28,000$, and a
spring constant of \( k = 82 \mu \text{N/m} \) (see SI). The microscope is operated in high vacuum at the bottom of a cryogen-cooled helium cryostat \((T \sim 4.7 \text{K})\). Further details on the apparatus are given in Ref. 21.

In a first set of experiments, we examine the resonant slice profile and optimize the parameters of the HSn protocol. In Fig. 2e, we show the signal magnitude \( F_{\text{spin}}^2 \) as a function of modulation depth \( f_{\text{FM}} \). We observe a roughly linear scaling of \( F_{\text{spin}}^2 \) with \( f_{\text{FM}} \), as expected, because the resonant slice volume, and hence the signal, are proportional to \( f_{\text{FM}} \). We also find that modulation depths as small as \( f_{\text{FM}} = 75 \text{kHz} \) still lead to a detectable signal. By using the gradient \( G_x = 2.3 \cdot 10^6 \text{T/m} \) extracted from the tip model in Fig. 1d and the simulated slice shape for the experimental settings, we find that the total slice width is only 0.7 nm.\(^1\) We have also measured the corresponding signal for a conventional trapezoidal pulse modulation; here, no signal is detectable for \( f_{\text{FM}} < 150 \text{kHz} \) and detection is highly susceptible to \( B_1 \) miscalibration (see Fig. 2e). We further examined HSn pulses for a range of \( n, \beta \) parameters; these results are provided as SI. Figure 2e confirms that HSn pulse modulation is well-suited for precise, high-resolution imaging.

We next record a series of \(^1\text{H} \) NMR spectra as a function of the vertical approach distance \( d \). These spectra serve to determine the optimum position and rf frequency \( f_{\text{rf}} \) for high-resolution imaging scans. A first series of spectra, shown in Fig. 3a, is taken with the cantilever centered over the magnet’s edge. In this position, spectral peaks are broad, because a large number of slices penetrates the sample volume. Peak widths exceeding 15 MHz are found for close approach distances \((d < 40 \text{nm})\), corresponding to tip fields in excess of 450 mT (see SI). In all spectra, the low-frequency ends \((f_L \approx 252 \text{MHz})\) contain signal from spins that experience little tip field, while the high-frequency ends reflect locations over the magnet where the tip field is high.

Figure 3b shows a second series of NMR spectra recorded with the cantilever positioned in front of the magnet. In this configuration, the sample surface and slice edge are oriented

\(^1\)Note that the experimental settings were different from the ones shown in Fig. 2d; see SI for details.
nearly tangentially (see schematic in Fig. 3b) and the spectra become narrow. This tangential configuration is therefore well-suited for demonstrating high-resolution imaging scans along the $x$-direction, because a large portion of the sidewall $^1$H adsorbate layer can be moved into the imaging slice within a few nm. This results in a large signal change over a short distance.

Figure 4: Lateral imaging scans showing 0.9 nm spatial resolution. (a) Two consecutive line scans taken within 31 hours. Averaging time is 4 min per point. (b) Series of $x$ scans for excitation frequencies $f_{rf} = 252.3-252.8$ MHz. The sharp signal rise around $x = 20-50$ nm indicates the position where the nanowire $^1$H layer enters the slice. The scan height is $z = 30$ nm. The inset shows the 90% confidence interval of the fit to Eq. 7 for $f_{rf} = 252.6$ MHz.

Fig. 4a shows two lateral scans in the tangential nanorod configuration at $f_c = 252.6$ MHz. The nominal step size for these high-resolution scans is 1.6 nm. We calibrate the tip $x$ position by a separate line scan over the known stripline topography, and correct the nominal scanner position for static cantilever deflections caused by electrostatic tip-magnet interactions (see SI). The sudden onset of signal marks the position where the adsorbate film enters a resonant slice. The two scans are taken 31 hours after each other. The lateral offset between the scans is only 1.8 nm, demonstrating an excellent long-term stability of the experiment. Instrument stability and low drift are critical for recording undistorted images and avoiding artifacts in
three-dimensional MRI.

To quantify the image resolution supported by our MRFM configuration we have performed $x$-scans for six resonant slices between $f_{rf} = 252.3 - 252.8$ MHz (Fig. 4b). By fitting the signal onset (see below) and plotting the onset position $x_0$ as a function of slice frequency $f_{rf}$ we can directly measure the lateral field gradient at this position, $G_x = 0.56 \cdot 10^6$ T/m (see SI). Although this gradient is significantly smaller than the maximum value in Fig. 3a, it still allows for producing nanometer-localized signal features.

To analyze the scans, we fit the signal onset by a hyperbolic tangent step function (Fig. 4b, inset),

$$F_{spin}^2(x) = F_{spin, max}^2 \left(1 + e^{-\frac{4}{w}(x-x_0)}\right)^{-1}$$

where $x_0$ is the position of the signal onset, $w$ the characteristic width of the signal edge, and $F_{spin, max}^2$ the signal step height. We find a characteristic width for the scans in Fig. 4b of $w \sim 10$ nm. This width is not indicative of the spatial resolution, however, because it is determined by the convolution of the sample with the residual curvature of the tangential imaging slice (see SI). When the signal error is dominated by statistical fluctuations, a suitable metric for the spatial resolution must be based on the signal-to-noise ratio (SNR) of the measurement. Here, we compare the maximum signal slope to the noise of the measurement (error bars in Fig. 4b, inset) and obtain

$$\sigma_{x, \text{slope}} = \frac{F_{\text{noise}}^2}{\left|\frac{\partial F_{spin}^2}{\partial x}\right|_{\text{max}}}.$$  

From a slope of $\left|\frac{\partial F_{spin}^2}{\partial x}\right|_{\text{max}} = 14 - 20$ aN$^2$/nm and a total noise variance of $F_{\text{noise}}^2 = 13 - 14$ aN$^2$, we find an uncertainty-limited spatial resolution of $\sigma_{x, \text{slope}} = 0.9 \pm 0.2$ nm for a set of 11 scans. Another method consists of computing the mean fit uncertainty $\sigma_{x_0} = 0.6\pm0.1$ nm of the onset positions $x_0$, from which we gain an estimate of the localization precision for these scans. Overall, our data clearly demonstrate that MRFM is able to
perform one-dimensional MRI with sub-nanometer spatial resolution.

The representative scans shown in Fig. 4b are taken in a tangential configuration (cf. Fig. 3b) to create a sharp signal feature with little convolution by the slice’s point spread function. The magnetic gradient in this configuration is, however, not very large \( G_x \sim 0.56 \cdot 10^6 \text{T/m} \), limiting both the sensitivity and the spatial resolution. We can use our tip model (Fig. 1d,e) to estimate the maximum gradients produced in our experimental arrangement. From the numerical model of the tip, we find a maximum \( |G| \approx 6 \cdot 10^6 \text{T/m} \) at \( z = 10 \text{ nm} \) (white star in Fig. 3a), with a corresponding expected slice width of 0.3 nm.

Summarizing, we demonstrate one-dimensional scans with a resolution of 0.9 nm, a precision of 0.6 nm and a minimum measured slice width of 0.7 nm. Our work supplies proof that the complex protocols involved in MRFM are compatible with performing MRI imaging at a sub-nanometer scale. At the core of this improvement is a spin inversion protocol that enables sharply defined imaging slices. We also decreased to below 1 nm all technical sources of blur in our setup, such as stage drift and sample-gradient convolution. Our current experiment is sensitive to spin ensembles containing about \( 10^3 - 10^5 \) hydrogen atoms, depending on the sample position in the gradient field. Future work will focus on improving the transducer sensitivity, such that three-dimensional images with 1 nm voxel size, corresponding to about \( 10^2 \) hydrogen atoms, become possible. Several routes lead towards this goal, for instance, a reduction of sensor dissipation through surface treatment and spatial design,\(^8–11,33,34\) the use of higher magnetic field gradients,\(^12,14,15\) or a lower operating temperature.\(^35\)
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