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Abstract
Physics-Informed Machine Learning (PIML) has gained momentum in the last 5 years with scientists and
researchers aiming to utilize the benefits afforded by advances in machine learning, particularly in deep
learning. With large scientific data sets with rich spatio-temporal data and high-performance computing
providing large amounts of data to be inferred and interpreted, the task of PIML is to ensure that these
predictions, categorizations, and inferences are enforced by, and conform to the limits imposed by physical
laws. In this work a new approach to utilizing PIML is discussed that deals with the use of physics-based
loss functions. While typical usage of physical equations in the loss function requires complex layers of
derivatives and other functions to ensure that the known governing equation is satisfied, here we show that
a similar level of enforcement can be found by implementing more simpler loss functions on specific kinds of
output data. The generalizability that this approach affords is shown using examples of simple mechanical
models that can be thought of as sufficiently simplified surrogate models for a wide class of problems.

1. Introduction

Physics-Informed Machine Learning (PIML) is a cutting-edge new field that sits at the intersection of
scientific computing and machine learning. The field is only a few years old now but has already begun
producing some valuable insights into the combined approaches of these two domains, particularly in the
intersection of computational mechanics, modeling real-world materials/fields, and deep learning, using
advanced neural network architectures.

During the immense rise to power of Artificial Intelligence and Machine Learning in the last two decades,
scientific computing was not a largely looked at field of application. Web traffic\textsuperscript{[1]}, customer habits \textsuperscript{[2]}, Geo-
spatial information \textsuperscript{[3]}, medical imaging \textsuperscript{[4]}, and many others were far easier to apply techniques such as
deep learning to, as the guiding models for these areas are often too complex to develop from first principles,
and the amount of data available made the training and testing very attractive. Also, as a fundamentally
probabilistic endeavor, deep learning may infer values that might violate or exceed reasonable bounds \textsuperscript{[5]},
which would violate the Laws used in numerical physics, for example, rendering it fundamentally flawed as
an application. Scientific data and numerical models, however, are not perfect, and errors and systematic
biases are present in these approaches as well. So, if the bounds of expected errors that were to come from
a learned-model were similar to those present in a scientific model, an argument could be made to rely
just as much on the data-driven approach. In numerical modeling, the starting point is almost always the
discretization of the governing partial differential equation (PDE), into a form that can be converted into
the syntax of a computer program. On its own, the PDE is in some sense useless as a tool for modeling, until
specific boundary and initial values are used, and appropriate parameters set. This transforms the universally
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applicable PDE to a specific model of a specific use case. In a corollary manner, a deep neural network can be thought of as a universal function approximator [6], where, with enough connections and neurons, any equation or transfer function relating two variables is theoretically constructable. However, without data and training, the neural network, like the PDE is also completely useless and offers no context-relevant inference. Only once the data has been fed to the neural network and the weights updated through the training process is the general function approximator converted to something far more brittle, yet useful. Brittle here refers to the extent with which the network can make accurate inferences. Only within the bounds of the data used to train the model can a network be relied upon to provide any useful information. Even within these bounds though, there has already been a number of useful applications of deep learning in the physical sciences [7, 8, 9, 10, 11, 12, 13, 14] and this manner of application will continue to develop as more data is generated for scientific purposes. Relying on a data-driven model to provide mechanistic predictions though, creates a number of problems. Adversarial neural network research [15] has shown just how brittle these models can be even with human-imperceptible changes to an input. One advantage of numerical models is that they are far less opaque to their brittleness and generally do far better at coping with a large range of input parameter variations without needed to remake the model, though there is certainly a limit to all models. A dangerous prospect, therefore, presents itself when relying on traditional neural networks to provide scientifically relevant inferences.

The goals of PIML are to address these shortcomings of traditional neural networks, and to leverage the speed and fusion of data that using neural networks affords. Computational models are commonplace in essentially every area of human endeavor, with new methods and techniques constantly introduced to manage increasingly complex scenarios [16, 17, 18, 19, 20, 21, 22]. However, as these models become more sophisticated, they also become horrendously expensive on the scales of climate modeling [23] or large-scale molecular dynamics models [24], and with ever-larger supercomputers requiring even more energy to run [25], PIML also offers a more energy-efficient and sustainable approach to infuse these networks with the benefits of pre-existing domain knowledge. In the last few years, a number of distinct fields of PIML have started to emerge, each using a different approach to embed domain knowledge into deep learning frameworks. These include Physics-Informed Neural Networks (PINNs) [26], synthetic data [7], and data-driven equation learning [27].

Of these fields this work is primarily interested in the development and use of PINNs [28, 29, 30, 31, 32, 33, 34, 26, 35, 36, 37, 38, 39]. The approach in PINNs is to use as an input-output pair to the neural network a fundamental variable, or set of variables for the physical problem, and use these variables to construct the quantities that appear in the governing equation of motion, such as the velocity and pressure fields in a fluids problem. The equation of motion, for instance the Euler or Navier-Stokes equation, is then used as an additional term in the loss function of the deep learning architecture using an additional layer after the output neurons to convert the variables into the forms needed for the equation of motion. The seminal work on this was conducted by Raissi et al. [26] and the interested reader is encouraged to read their work. The new loss function of PINNs then acts in a similar manner to the residuals in a Finite Element scheme, and the training is performed using traditional backpropagation methods until the loss associated with both the L2-norm and the equation of motion residual is minimized. More work though, is required to understand the right trade-off between these two errors and if one should be weighted more than the other.

The loss function in PINNs, as in all deep learning, plays a crucial role in the ability of the network to train well [40]. The approach of PINNs is to leverage the full understanding of the governing physics at play to build a basis function, in the form of a neural network, that solves these equations. However, there are many situations where either the governing equation is not clear, or the inclusion of the full PDE introduces such a computational overhead that any efficiencies afforded by the use of a PINN are negated. It may also be that the entire PDE is not required for a sufficiently accurate solution to be produced, for the tolerated error. For example, in viscous flows or simple fluid problems, the full 3D Navier-Stokes is not required and training with such a complex PDE may be unnecessary. In this work we introduce a new approach to this problem by utilizing the Laws of physics in the loss functions, ones that tend to sit above governing PDEs but can be applied much more efficiently and liberally to a number of different problems. To present this, a simpler loss-function approach is presented that uses the conservation of energy as the guiding principle and this is used to build a neural network to predict the motion of a pendulum. This is compared with the
Figure 1: Prediction of the motion of a pendulum from the starting position of $\frac{\pi}{2}$ using the conventional loss function over 4 periods.

traditional, data-only approach, and the discussion of the comparison concludes the work.

2. Methods

2.1. Predicting Motion with a Physics-based loss function

To compare the efficacy of standard loss functions and PIML-motivated loss functions, the prediction of a simple pendulum’s motion is shown for both the conventional and physics-based loss functions. Different starting positions and the resulting predicted motions are show for three different starting angles.

2.1.1. Conventional Loss Function

Figures 1 - 3 show the results of the prediction of the trajectory of the pendulum from the different starting positions. While the initial predictions follow the phase-space curves for some time, they quickly decay to the smallest energy phase-space.

2.1.2. Physics-based Loss Function

Figures 4 - 6 show the results of the prediction of the trajectory of the pendulum from the different starting positions using the neural network trained with the custom loss function adding the conservation of energy term. These results preserve the energy far better than the conventional approach and no decaying of the predictions is found for multiple periods.
Figure 2: Prediction of the motion of a pendulum from the starting position of $\frac{\pi}{3}$ using the conventional loss function over 4 periods.

Figure 3: Prediction of the motion of a pendulum from the starting position of $\frac{\pi}{6}$ using the conventional loss function over 4 periods.
Figure 4: Prediction of the motion of a pendulum from the starting position of \( \frac{\pi}{2} \) using the combined physics-based and conventional loss function over 4 periods.

Figure 5: Prediction of the motion of a pendulum from the starting position of \( \frac{\pi}{3} \) using the combined physics-based and conventional loss function over 4 periods.
3. Discussion

In this work a new approach to PIML-based neural networks was proposed that suggests adding only simple but universally applicable laws to the error function to enforce physically accurate predictions. A neural network was constructed to predict the next time step of motion for a pendulum system, rather than the entire time-space history. This was intended to reflect a more useful use of this form of PIML loss function as only temporally-neighboring states of a system are needed for data in training, rather than the entire time history. A pendulum was modeled and, initially, a regular loss function using the mean-squared error was used to predict the time evolution of a pendulum when raised from a height of $\pi/2$ (Figure 1), $\pi/3$ (Figure 2), and $\pi/6$ (Figure 3). These results showed that the trained network was preferential to the lowest energy data and, after some initial success in prediction of the larger energy systems, decayed to the smallest energy state. This form of mode collapse is likely due to the prevalence in the training to minimize the magnitude of the error and the error itself, preferentiating the lowest valued data. When a new loss function that combined the standard mean-squared error with a measure of the difference in the energy between the input and output states was used, however, the results were drastically different. In each of the three cases (Figures 4 - 6) the neural network was able to predict the motion of the pendulum and conserve the energy far better than in the original case. It is worth noting that the values predicted by the second neural network in this case show a slightly less precise prediction as the values lie above or below the exact solution, but this is likely the effect of having to balance both this extra energy conservation constraint, and the minimization of the error in predicted values.

Despite the simplistic models used to test the proposed architecture, these results show a promising new avenue to explore when wanting to use simulated data and/or real-world data for physically relevant predictions and inferences. Adding new constraints such as the conservation of energy into the loss function is far more computationally efficient than the application of the traditional PINN approach and can be essentially universally applied to any system where the energy is conserved, or the loss to the system can be quantified appropriately. This also implies that other conservation law, linear and angular momenta, and even other forms of symmetries could be embedded to a loss function when the input and output neuron variables are physical quantities. However, as most models of interest do comprise of the same energy forms presented here, systems of multiple particles, and more complex dynamics may pose more difficult to predict as the number of phase-space dimensions increases. In this work only simulated data, which is often not
a good measure of what can be expected of real-world data, was used meaning that the networks may not perform as well when managing real-world noisy data. There is also the need for a large amount of training data that necessitates a large computational load to be performed before the training of the network can be done effectively. Also, while creating this data, the choice of the parameters and their ranges is a problem when considering how wide the spectrum of values would need to be for a neural network-based approach to be useful. However, as the networks are much faster to use once they are trained, and with the immense amount of existing simulated and real world data that already exists and is oftentimes just discarded anyway, the cost-benefit analysis looks promising for this form of PIML moving forward.

4. Conclusion

In this work we present a new form of physics-based loss function to train a neural network to prediction the evolution of a system. Unlike conventional loss functions that only consider the error between the predicted and true value, here we show that in cases where systems of different energy are used as training data, conventional loss functions fail to properly predict different systems. Instead, we add an additional term to the error to enforce the conservation of energy between the input and the out of the network and the results show that this drastically improves the prediction of the evolution of different systems with differing levels of total energy. This simple but powerful alteration to the loss function in the field of Physics-Informed Machine Learning opens up a new set of opportunities to fuse simulation and real-world data for deep learning predictions of physical systems.
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