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Abstract. In this paper, we study extended backward stochastic Volterra integral equations (EBSVIEs, for short). We establish the well-posedness under weaker assumptions than the literature, and prove a new kind of regularity property for the solutions. As an application, we investigate, in the open-loop framework, a time-inconsistent stochastic recursive control problem where the cost functional is defined by the solution to a backward stochastic Volterra integral equation (BSVIE, for short). We show that the corresponding adjoint equations become EBSVIEs, and provide a necessary and sufficient condition for an open-loop equilibrium control via variational methods.

1. Introduction. Throughout this paper, we let \( W(\cdot) \) be a \( d \)-dimensional Brownian motion on a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\). \( \mathcal{F} = (\mathcal{F}_t)_{t \geq 0} \) denotes the \( \mathbb{P} \)-augmentation of the filtration generated by \( W(\cdot) \). Let \( 0 \leq S < T < \infty \) be fixed. In this paper, we study, together with an application to stochastic control, the following extended backward stochastic Volterra integral equation (EBSVIE, for short):

\[
Y(t,s) = \psi(t) + \int_s^T g(t,r,Y(r,r),Y(t,r),Z(t,r)) \, dr - \int_s^T Z(t,r) \, dW(r), \quad s \in [S,T], \quad t \in [S,T],
\]

where \( \psi : \Omega \times [S,T] \to \mathbb{R}^m \) and \( g : \Omega \times [S,T]^2 \times \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \to \mathbb{R}^m \) are given maps. By an adapted solution to (1), we mean a pair of \( \mathbb{R}^m \times \mathbb{R}^{m \times d} \)-valued random fields \((Y(\cdot,\cdot), Z(\cdot,\cdot)) \in (Y(t,s), Z(t,s))_{(t,s) \in [S,T]^2} \) such that

- the map \([S,T]^2 \times \Omega \ni (t,s,\omega) \mapsto (Y(t,s,\omega), Z(t,s,\omega)) \in \mathbb{R}^m \times \mathbb{R}^{m \times d} \) is measurable,
- for each fixed \( t \in [S,T] \), the process \( Y(t,\cdot) = (Y(t,s))_{s \in [S,T]} \) is continuous and \( \mathcal{F} \)-adapted,
- for each fixed \( t \in [S,T] \), the process \( Z(t,\cdot) = (Z(t,s))_{s \in [S,T]} \) is \( \mathcal{F} \)-progressively measurable, and
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• the equality in (1) holds a.s. for any $s \in [S,T]$ and $t \in [S,T]$.

We call $\psi$ the free term and $g$ the generator of EBSVIE (1). If the generator $g(t, r, \eta, y, z)$ does not depend on $y$, then EBSVIE (1) can be seen as an integral equation for $\eta(t) = Y(t, t)$ and $\zeta(t, s) = Z(t, s)$, and it reduces to the so-called Type-I backward stochastic Volterra integral equation (BSVIE, for short) of the following form:

$$\eta(t) = \psi(t) + \int_t^T g(t, s, \eta(s), \zeta(t, s)) \, ds - \int_t^T \zeta(t, s) \, dW(s), \; t \in [S,T].$$

If moreover $\psi$ and $g$ do not depend on $t$, then the above equation reduces to a well-known backward stochastic differential equation (BSDE, for short) with the adapted solution $(\eta(\cdot), \zeta(\cdot))$:

$$\eta(t) = \psi + \int_t^T g(s, \eta(s), \zeta(s)) \, ds - \int_t^T \zeta(s) \, dW(s), \; t \in [S,T],$$

which can be rewritten in the differential form:

$$d\eta(s) = -g(s, \eta(s), \zeta(s)) \, ds + \zeta(s) \, dW(s), \; s \in [S,T], \quad \eta(T) = \psi.$$

BSDEs have been extensively researched, and established as a fundamental object in mathematical finance and stochastic control; see for example the survey paper [6] and the textbook [36]. BSVIEs were firstly studied by Lin [15], and further investigated by Yong [30, 32], Shi–Wang [17], Wang–Yong [26], Shi–Wen–Xiong [19], to mention a few. BSVIEs have become a popular tool for studying some problems in mathematical finance. Yong [31] applied BSVIEs to dynamic risk measures. Wang–Sun–Yong [22] established the well-posedness of quadratic BSVIEs, and explored the applications of quadratic BSVIEs to equilibrium dynamic risk measures and equilibrium recursive utility processes. Shi–Wang–Yang [18] and Wang–Zhang [27] investigated optimal control problems of BSVIEs. Recently, as a generalization of BSVIEs, Wang [21] introduced EBSVIEs, and investigated the Feynman–Kac formula for a non-local quasilinear parabolic partial differential equation (PDE, for short). A similar equation was considered by Hamaguchi [7]. The author established the well-posedness of a “flow of forward-backward stochastic differential equations” over small time horizon, which is a coupled system of a stochastic differential equation (SDE, for short) and an EBSVIE. In this paper, we deal with the well-posedness and a regularity property of EBSVIE (1) under weaker assumptions than the literature. Furthermore, we show that EBSVIEs naturally arise in a time-inconsistent stochastic recursive control problem. To the best of our knowledge, the present paper is the first time to show the applicability of EBSVIEs to stochastic control.

In recent years, time-inconsistent stochastic control problems have received remarkable attentions in stochastic control, mathematical finance and economics. Time-inconsistency for a dynamic control problem means that the so-called Bellman’s principle of optimality does not hold. In other words, a restriction of an optimal control for a specific initial pair on a later time interval might not be optimal for that corresponding initial pair. Such a situation occurs for example in dynamic mean-variance control problems, and in utility maximization problems for consumption-investment strategies under non-exponential discounting. In order to deal with a time-inconsistent problem in a sophisticated way, Strotz [20] introduced an approach which regards the dynamic problem as a non-cooperative game, where
decisions at every instant of time are selected by different players (which represent the incarnations of the controller). Nash equilibria are therefore considered instead of optimal controls. This approach was adopted and further developed by Björk–Khapko–Murgoci [3], Djehiche–Huang [4], Yong [33, 34], Wei–Yong–Yu [28], Yan–Yong [29], Wang–Yong [23], Hu–Jin–Zhou [13, 14], Hu–Huang–Li [12], Alia [1], to mention a few. Time-inconsistent consumption-investment problems under non-exponential discounting were studied by, for example, Ekeland–Pirvu [5], Alia et al. [2], and Hamaguchi [8]. The equilibrium concepts investigated in the literature can be roughly divided into two different types, that is, (i) a closed-loop equilibrium strategy and (ii) an open-loop equilibrium control. Let us briefly review these two concepts.

(i) A closed-loop equilibrium strategy is an equilibrium concept for a “decision rule” that a controller uses to select a “control action” based on each state. Mathematically, a strategy is a mapping from states to control actions, which is chosen independently of initial conditions. Concerning this formulation, Yong [33] performed a multi-person differential game approach for a general discounting time-inconsistent stochastic control problem, and characterized the closed-loop equilibrium strategy via the so-called equilibrium Hamilton–Jacobi–Bellman (HJB, for short) equation. This approach was further developed in [34, 28, 29, 23].

(ii) An open-loop equilibrium control is an equilibrium concept for a “control process” that a controller chooses based on the initial condition. Hu–Jin–Zhou [13, 14] introduced and investigated an open-loop equilibrium control for a time-inconsistent stochastic linear-quadratic control problem, together with an application to a dynamic mean-variance control problem. They characterized an open-loop equilibrium control by using a variational method, which is a natural generalization of the stochastic maximum principle of Peng [16] to the time-inconsistent problem. This approach was further developed in [12, 34, 29, 24, 25, 2, 1, 8].

For a stochastic control problem, a recursive cost functional, with exponential discounting, can be described by the solution of a BSDE. On the other hand, as discussed in [23], when we consider a stochastic recursive control problem with general (non-exponential) discounting, then the proper definition of the recursive cost functional is the solution of a Type-I BSVIE. In the closed-loop framework, Wang–Yong [23] and Yan–Yong [29] (Section 5) adopted the multi-person differential game approach, and studied a time-inconsistent stochastic recursive control problem where the cost functional defined by the solution of a Type-I BSVIE. A similar problem was studied by Wei–Yong–Yu [28] in the closed-loop framework, where the cost functional was defined by a family of parametrized BSDEs. On the other hand, to the best of our knowledge, time-inconsistent stochastic recursive control problems have not been studied in the open-loop framework.

In Sections 4 and 5 of the present paper, we investigate, in the open-loop framework, a time-inconsistent stochastic recursive control problem where the cost functional is defined by the solution of a Type-I BSVIE. We define an open-loop equilibrium control by a similar way to [13, 14], and characterize it via variational methods. The key point is to derive the first-order adjoint equation and the second-order adjoint equation. In this paper, we show that the proper choices of the adjoint equations are EBSVIEs; see equations (32) and (33). For this reason, we see that
EBSVIEs are important tools to deal with a time-inconsistent stochastic recursive control problem in the open-loop framework. Our method to derive the adjoint equations is inspired by Hu [11]. He investigated a (time-consistent) stochastic recursive control problem with the cost functional defined by the solution to a BSDE, and developed a global maximum principle. In this paper, we generalize his idea to a time-inconsistent setting with the cost functional defined by the solution to a BSVIE. It is also worth to mention that the paper [11] provided a necessary condition for an optimal control in a time-consistent stochastic recursive control problem, while the papers [33, 28, 29, 23] provided sufficient conditions for closed-loop equilibrium strategies in time-inconsistent stochastic recursive control problems with general discounting. Compared with the above papers, we provide a necessary and sufficient condition for an open-loop equilibrium control in a time-inconsistent stochastic recursive control problem with general discounting. We also refer to relevant works of Wang [24, 25], where the author characterized open-loop equilibrium controls in a linear-quadratic time-inconsistent mean-field control problem (which is different from our setting) by a system of conditions named as first-order, second-order equilibrium conditions.

Unfortunately, the coefficients of the adjoint equations (32) and (33) do not satisfy the assumptions considered in the literature; see Remark 3.1. Therefore, in order to justify the arguments in Sections 4 and 5, we need further observations on EBSVIEs. This is a motivation of Section 3. For the sake of the well-posedness of the adjoint equations, in Section 3, we prove the well-posedness of the general EBSVIE (1) under weaker assumptions than the literature. We provide a direct proof which is different from the original method of [21]. Moreover, we show a new type of regularity property of the solution \((Y(t, s), Z(t, s)) = \{(Y(t, s), Z(t, s))\} \in [S, T]^2\) to an EBSVIE with respect to the \(t\)-variable. This regularity result plays an interesting role in the study of time-inconsistent stochastic control problems.

In the studies of EBSVIEs and time-inconsistent stochastic control problems, the “diagonal process” \(Z(s, s)\) of a process \(Z(t, s)\) with two time-parameters plays a crucial role. In some previous works on time-inconsistent stochastic control problems (for example, in [5, 4]), such a “diagonal process” was used without rigorous discussions, although even the well-definedness is not clear and questionable. Indeed, we show a counter example (Example 2.4) which says that there exists a (deterministic) process \(Z(t, s)\) such that the term \(Z(s, s)\) cannot be defined. Due to this technical difficulty, in some time-inconsistent stochastic control problems, the full characterization of an open-loop equilibrium control has been an open problem. In Section 4.1 of [34], a strong assumption, that is, the a.s. continuity of the map \((t, s) \mapsto Z(t, s)\), was imposed in the sufficient condition for an open-loop equilibrium control, but the a.s. continuity is difficult to check in general. Also, in Section 4 of [29], the characterization of an open-loop equilibrium control remained to include a limit procedure, and hence they did not provide a full characterization in a local form. In this paper, in order to overcome such difficulties arising in the existing literature, we show some abstract results on stochastic processes with two time-parameters, and provide a useful approach to treat the “diagonal processes”. This observation is interesting by its own right, and plays a key role in our study. Indeed, this approach helps to solve the open problem arising in the full characterization (via a necessary and sufficient condition) of the open-loop equilibrium control in a time-inconsistent stochastic control problem under reasonable assumptions.

The contributions of this paper are summarized as follows:
We establish the well-posedness of the general EBSVIE (1) under weaker assumptions than the literature, and prove a new kind of regularity property of the solution (Theorems 3.4 and 3.7).

We provide a necessary and sufficient condition for an open-loop equilibrium control of a time-inconsistent stochastic recursive control problem via variational methods (Theorem 4.4).

We derive the corresponding adjoint equations which turn out to be EBSVIEs (equations (32)–(33)).

We provide a rigorous approach to deal with the “diagonal process” of a stochastic process which has two time-parameters (Lemma 2.7). This abstract result plays an important role in the studies of EBSVIEs and time-inconsistent control problems.

The paper is organized as follows: In Section 2, we introduce some notation and recall some known results. In Subsection 2.1, we investigate stochastic processes with two time-parameters. In Section 3, we prove the well-posedness of EBSVIE (1) and study the regularity of the solution \((Y(\cdot, \cdot), Z(\cdot, \cdot)) = \{(Y(t, s), Z(t, s))\}_{t, s \in [S,T]^2}\) with respect to \(t\). In Section 4, we investigate a time-inconsistent stochastic recursive control problem in the open-loop framework; the main result of this section is Theorem 4.4. In Section 5, we prove Theorem 4.4 via variational methods. Some technical estimates needed in Section 5 are proved in Appendix A.

2. Preliminaries. Throughout this paper, \(\text{Leb}_{[S,T]}\) denotes the Lebesgue measure on an interval \([S,T]\), and \(1_A\) denotes the indicator function for a given set \(A\). \(E[\cdot]\) denotes the expectation, and \(E_t[\cdot] := E[\cdot | \mathcal{F}_t]\) denotes the conditional expectation given \(\mathcal{F}_t\) for each \(t \geq 0\). We say that a function \(\rho : [0, \infty) \to [0, \infty)\) is a modulus of continuity if \(\rho\) is continuous, increasing, and satisfies \(\rho(0) = 0\). Let \(p, q \geq 1\), \(0 \leq S < T < \infty\), and let \(\mathbb{H}\) be a Euclidean space. We define the following spaces of (equivalent classes of) functions and random variables:

\[
L^p(S, T; \mathbb{H}) := \left\{ \varphi : [S, T] \to \mathbb{H} \mid \varphi \text{ is measurable, } \int_S^T |\varphi(s)|^p \, ds < \infty \right\},
\]

\[
L^p_{\mathcal{F}_T}(\Omega; \mathbb{H}) := \left\{ \varphi : \Omega \to \mathbb{H} \mid \varphi \text{ is } \mathcal{F}_T\text{-measurable} \right\},
\]

\[
L^p_{\mathcal{F}_T}(\Omega; \mathbb{H}) := \left\{ \varphi \in L^0_{\mathcal{F}_T}(\Omega; \mathbb{H}) \mid E[|\varphi|^p] < \infty \right\}.
\]

Furthermore, we introduce the following spaces of (equivalent classes of) processes:

\[
L^p_0(S, T; \mathbb{H}) := \left\{ \varphi : \Omega \times [S, T] \to \mathbb{H} \mid \varphi(\cdot) \text{ is progressively measurable} \right\},
\]

\[
L^p,q(S, T; \mathbb{H}) := \left\{ \varphi(\cdot) \in L^p_0(S, T; \mathbb{H}) \mid E\left[ \left( \int_S^T |\varphi(s)|^q \, ds \right)^{p/q} \right] < \infty \right\},
\]

\[
L^p_{\mathcal{F}_T}(\Omega; C([S, T]; \mathbb{H})) := \left\{ \varphi(\cdot) \in L^p_0(S, T; \mathbb{H}) \mid \varphi(\cdot) \text{ has continuous paths and satisfies } E\left[ \sup_{s \in [S, T]} |\varphi(s)|^p \right] < \infty \right\}.
\]

Define \(L^p(S, T; \mathbb{H}) := L^p_{\mathcal{F}_T}(S, T; \mathbb{H})\). Note that \(L^p_0(S, T; \mathbb{H})\) is a complete metric space with the metric

\[
(\varphi_1(\cdot), \varphi_2(\cdot)) \mapsto E\left[ \int_S^T \min\{ |\varphi_1(s) - \varphi_2(s)|, 1 \} \, ds \right], \quad \varphi_1(\cdot), \varphi_2(\cdot) \in L^0_0(S, T; \mathbb{H}).
\]
The induced topology coincides with the one of convergence in measure \( \text{Leb}_{[S, T]} \otimes \mathbb{P} \). That is, for \( \varphi(\cdot), \varphi_n(\cdot) \in L^1_{\mathbb{P}}([S, T]; \mathbb{H}), n \in \mathbb{N} \), \( \varphi_n(\cdot) \to \varphi(\cdot) \) in \( L^1_{\mathbb{P}}([S, T]; \mathbb{H}) \) if and only if
\[
\lim_{n \to \infty} \mathbb{E}\left[ \int_{S}^{T} \mathbb{1}_{\{|\varphi_n(s) - \varphi(s)| \geq \varepsilon\}} \, ds \right] = 0, \quad \forall \varepsilon > 0.
\]
Let \( L^p,q_{\mathbb{P}}(S, T; \mathbb{H}) \) and \( L^p_{\mathbb{P}}(\Omega; C([S, T]; \mathbb{H})) \) be Banach spaces with the norms
\[
\|z(\cdot)\|_{L^p,q_{\mathbb{P}}(S, T; \mathbb{H})} := \mathbb{E}\left[ \left( \int_{S}^{T} |z(s)|^p \, ds \right)^{p/q} \right]^{1/p}, \quad z(\cdot) \in L^p,q_{\mathbb{P}}(S, T; \mathbb{H}),
\]
and
\[
\|y(\cdot)\|_{L^p_{\mathbb{P}}(\Omega; C([S, T]; \mathbb{H}))} := \mathbb{E}\left[ \sup_{s \in [S, T]} |y(s)|^p \right]^{1/p}, \quad y(\cdot) \in L^p_{\mathbb{P}}(\Omega; C([S, T]; \mathbb{H})),
\]
respectively.

The following lemma is standard, but plays an interesting role in our study.

**Lemma 2.1.** Let \( p, q \geq 1 \), \( 0 \leq S < T < \infty \), and let \( \mathbb{H} \) be a Euclidean space.

(i) It holds that
\[
L^p_{\mathbb{P}}(\Omega; C([S, T]; \mathbb{H})) \subset L^p,q_{\mathbb{P}}(S, T; \mathbb{H}) \subset L^1_{\mathbb{P}}(S, T; \mathbb{H}) \subset L^1_{\mathbb{P}}([S, T]; \mathbb{H}) \subset L^1_{\mathbb{P}}(S, T; \mathbb{H}),
\]
and the embeddings are continuous.

(ii) Let \( \varphi_n(\cdot) \in L^p_{\mathbb{P}}(S, T; \mathbb{R}), n \in \mathbb{N} \), be uniformly bounded and \( \lim_{n \to \infty} \varphi_n(\cdot) = 0 \) in \( L^1_{\mathbb{P}}(S, T; \mathbb{R}) \). Then for any \( z(\cdot) \in L^1_{\mathbb{P}}(S, T; \mathbb{H}) \), it holds that
\[
\lim_{n \to \infty} \varphi_n(\cdot)z(\cdot) = 0 \text{ in } L^1_{\mathbb{P}}(S, T; \mathbb{H}).
\]

For each \( p \geq 1 \) and Euclidean spaces \( \mathbb{H} \) and \( \mathbb{G} \), we define
\[
\mathcal{H}^p_{\mathbb{P}}(S, T; \mathbb{H} \times \mathbb{G}) := L^p_{\mathbb{P}}(\Omega; C([S, T]; \mathbb{H})) \times L^p_{\mathbb{P}}(S, T; \mathbb{G}).
\]
Note that \( \mathcal{H}^p_{\mathbb{P}}(S, T; \mathbb{H} \times \mathbb{G}) \) is a Banach space with the norm defined by
\[
\|y(\cdot), z(\cdot)\|_{\mathcal{H}^p_{\mathbb{P}}(S, T; \mathbb{H} \times \mathbb{G})} := \mathbb{E}\left[ \sup_{s \in [S, T]} |y(s)|^p + \left( \int_{S}^{T} |z(s)|^2 \, ds \right)^{p/2} \right]^{1/p}
\]
for \( (y(\cdot), z(\cdot)) \in \mathcal{H}^p_{\mathbb{P}}(S, T; \mathbb{H} \times \mathbb{G}) \).

### 2.1. Stochastic processes with two time-parameters

In order to study EB-SVIEs and time-inconsistent stochastic control problems, we have to consider stochastic processes which have two time-parameters. Now we observe such processes rigorously. Let \( p, q \geq 1 \), \( 0 \leq S < T < \infty \), and let \( \mathbb{H} \) be a Euclidean space. For \( \mathcal{L}_{\mathbb{P}}(\mathbb{H}) = L^p_{\mathbb{P}}(S, T; \mathbb{H}), L^p,q_{\mathbb{P}}(S, T; \mathbb{H}), L^1_{\mathbb{P}}(\Omega; C([S, T]; \mathbb{H})), \) we denote by \( C([S, T]; \mathcal{L}_{\mathbb{P}}(\mathbb{H})) \) the space of \( \mathcal{L}_{\mathbb{P}}(\mathbb{H}) \)-valued continuous functions. Furthermore, we define
\[
\breve{C}([S, T]; \mathcal{L}_{\mathbb{P}}(\mathbb{H})) := \left\{ \varphi : \Omega \times [S, T]^2 \to \mathbb{H} \bigg| \begin{array}{l} \varphi \text{ is jointly measurable}, \\
\varphi(t, \cdot) \in \mathcal{L}_{\mathbb{P}}(\mathbb{H}), \ \forall t \in [S, T], \text{ and } \\
t \mapsto \varphi(t, \cdot) \in \mathcal{L}_{\mathbb{P}}(\mathbb{H}) \text{ is continuous} \end{array} \right\}.
\]
Note that each element of \( \breve{C}([S, T]; \mathcal{L}_{\mathbb{P}}(\mathbb{H})) \) is jointly measurable on \( \Omega \times [S, T]^2 \). Let us discuss a relationship between \( C([S, T]; \mathcal{L}_{\mathbb{P}}(\mathbb{H})) \) and \( \breve{C}([S, T]; \mathcal{L}_{\mathbb{P}}(\mathbb{H})) \). To do so, we show the following abstract lemma.
Lemma 2.2. Let \((X,\Sigma,\mu)\) be a finite measure space and \((E,\|\cdot\|_E)\) be a Banach space. Denote by \(B(E)\) the Borel \(\sigma\)-field with respect to the norm topology of \(E\). We denote by \(L(X;E)\) the space of (equivalent classes of) \(E\)-valued measurable functions, which is a complete metric space with the topology of convergence in measure \(\mu\). Then, for any \(\varphi \in C([S,T];L(X;E))\), there exists a jointly measurable function \(\tilde{\varphi} : [S,T] \times X \to E\) such that, for any \(t \in [S,T]\), \(\varphi(t)(x) = \tilde{\varphi}(t, x)\) in \(E\) for \(\mu\)-a.e. \(x \in X\).

The above lemma is standard and well-known, but let us prove that fact for completeness.

Proof. Since the function \([S,T] \ni t \mapsto \varphi(t) \in L(X;E)\) is (uniformly) continuous, there exists a sequence \(\{\Pi_n\}_{n \in \mathbb{N}}\) of finite partitions \(\Pi_n = \{t^*_k\} | k = 0, \ldots, m_n\} \) of \([S,T]\) such that the mesh size of \(\Pi_n\) tends to zero as \(n \to \infty\), and
\[
\mu\{x \in X \mid \|\varphi(t)(x) - \tilde{\varphi}_n(t, x)\|_E > 2^{-n}\} \leq 2^{-n}, \forall t \in [S,T], \forall n \in \mathbb{N},
\]
where, for each \(n \in \mathbb{N}\), \(\tilde{\varphi}_n\) is defined by
\[
\tilde{\varphi}_n(t, x) := \sum_{k=1}^{m_n} \mathbf{1}_{(t^*_{k-1}, t^*_k)}(t) \varphi(t^*_k)(x) + \mathbf{1}_{(t^*_k, t^*_k+1)}(t) \varphi(T(t))(x), (t, x) \in [S,T] \times X.
\]
Since \(\tilde{\varphi}_n : [S,T] \times X \to E\) is jointly measurable for all \(n \in \mathbb{N}\), the limit
\[
\tilde{\varphi}(t, x) := \begin{cases} 
\lim n \to \infty \tilde{\varphi}_n(t, x) & \text{if the limit exists,} \\
0 & \text{otherwise,}
\end{cases}
\]
is also jointly measurable. Let \(t \in [S,T]\) be fixed. The Borel–Cantelli lemma yields that, for \(\mu\)-a.e. \(x \in X\), there exists a number \(N(x) \in \mathbb{N}\) such that \(\|\varphi(t)(x) - \tilde{\varphi}_n(t, x)\|_E \leq 2^{-n}\) for any \(n \geq N(x)\), and hence \(\varphi(t)(x) = \tilde{\varphi}(t, x)\). This completes the proof. \(\Box\)

Now we show three examples of the above lemma.

(i) Take \((X,\Sigma,\mu) = (\Omega,\mathcal{F}_T,\mathbb{P})\) and \(E = \mathbb{H}\). For any \(\psi \in C([S,T];L^0_{\mathcal{F}_T}(\Omega;\mathbb{H}))\), there exists a \(\tilde{\psi} \in \tilde{C}([S,T];L^0_{\mathcal{F}_T}(\Omega;\mathbb{H}))\) (which is jointly measurable) such that \(\psi(t,\omega) = \tilde{\psi}(t,\omega)\), for \(\mathbb{P}\)-a.e. \(\omega \in \Omega\), \(\forall t \in [S,T]\).

(ii) Take \((X,\Sigma,\mu) = (\Omega \times [S,T],\mathcal{P},\text{Leb}_{[S,T]} \otimes \mathbb{P})\) and \(E = \mathbb{H}\), where \(\mathcal{P}\) is the progressive \(\sigma\)-field. For any \(Z \in C([S,T];L^0_{\mathcal{P}}(S,T;\mathbb{H}))\), there exists a \(\tilde{Z} \in \tilde{C}([S,T];L^0_{\mathcal{P}}(S,T;\mathbb{H}))\) (which is jointly measurable) such that \(Z(t,s,\omega) = \tilde{Z}(t,s,\omega)\), for \(\text{Leb}_{[S,T]} \otimes \mathbb{P}\)-a.e. \((s,\omega) \in [S,T] \times \Omega\), \(\forall t \in [S,T]\). (2)

(iii) Take \((X,\Sigma,\mu) = (\Omega,\mathcal{F},\mathbb{P})\) and \(E = C([S,T];\mathbb{H})\). For any \(Y \in C([S,T];L^0_{\mathcal{F}}(\Omega;C([S,T];\mathbb{H})))\), there exists a \(\tilde{Y} \in \tilde{C}([S,T];L^0_{\mathcal{F}}(\Omega;C([S,T];\mathbb{H})))\) (which is jointly measurable) such that \(Y(t,s,\omega) = \tilde{Y}(t,s,\omega), \forall s \in [S,T]\), for \(\mathbb{P}\)-a.e. \(\omega \in \Omega\), \(\forall t \in [S,T]\).

In the following, for each element of \(C([S,T];L(X;E))\), we always consider a jointly measurable version in the above sense, and we identify \(\text{“}C\text{”}\) and \(\text{“}\tilde{C}\text{”}\).

We define
\[
C_b([S,T];L^0_{\mathcal{F}}(S,T;\mathbb{H})) := \{\varphi(\cdot,\cdot) \in C([S,T];L^0_{\mathcal{F}}(S,T;\mathbb{H})) | \varphi \text{ is uniformly bounded}\}.
\]
Lastly, for each $p \geq 1$ and Euclidean spaces $\mathbb{H}$ and $\mathbb{G}$, we define

$$\mathcal{F}_p^p(S,T; \mathbb{H} \times \mathbb{G}) := C([S,T]; L_p^p(\Omega; C([S,T]; \mathbb{H}))) \times C([S,T]; L_p^2(S,T; \mathbb{G})).$$

Note that $\mathcal{F}_p^p(S,T; \mathbb{H} \times \mathbb{G})$ is a Banach space with the norm defined by

$$\|y(\cdot, \cdot), z(\cdot, \cdot)\|_{\mathcal{F}_p^p(S,T; \mathbb{H} \times \mathbb{G})} := \sup_{t \in [S,T]} \mathbb{E}\left[ \sup_{s \in [S,T]} |y(t,s)|^p + \left( \int_s^T |z(t,s)|^2 \, ds \right)^{p/2} \right]^{1/p}$$

for $(y(\cdot, \cdot), z(\cdot, \cdot)) \in \mathcal{F}_p^p(S,T; \mathbb{H} \times \mathbb{G})$.

**Remark 2.3.** The “diagonal process” of a process with two time-parameters is crucial in the studies of EBSVIEs and time-inconsistent control problems. Let us remark on that.

- Let $Y(\cdot, \cdot) \in C([S,T]; L_p^p(\Omega; C([S,T]; \mathbb{H})))$. Then the corresponding diagonal process $(Y(s,s))_{s \in [S,T]}$ is progressively measurable, and the map $[S,T] \ni s \mapsto Y(s,s) \in L_p^p(\Omega; \mathbb{H})$ is continuous. Moreover, it can be easily shown that, for any $t \in [S,T]$,

$$\lim_{\varepsilon \downarrow 0} \frac{1}{\varepsilon} \mathbb{E} \left[ \int_t^{t+\varepsilon} |Y(t,s) - Y(s,s)|^p \, ds \right] = 0.$$

- The case of the space $C([S,T]; L_p^{p,q}(S,T; \mathbb{H}))$ is more delicate. In fact, in some previous works on time-inconsistent stochastic control problems, the diagonal process $(Z(s,s))_{s \in [S,T]}$ of $Z(\cdot, \cdot) \in C([S,T]; L_p^{p,q}(S,T; \mathbb{H}))$ was used without rigorous discussions. However, such a process is not well-defined in general. Indeed, for two elements $Z_1(\cdot, \cdot)$ and $Z_2(\cdot, \cdot)$ in $C([S,T]; L_p^{p,q}(S,T; \mathbb{H}))$ such that $Z_1(t,s,\omega) = Z_2(t,s,\omega)$ for Lebesgue measurable $(s,\omega) \in [S,T] \times \Omega$, $\forall t \in [S,T]$, the equality $Z_1(s,s,\omega) = Z_2(s,s,\omega)$ for Lebesgue measurable $(s,\omega) \in [S,T] \times \Omega$ does not hold in general. Moreover, the next example shows that the limit

$$\lim_{\varepsilon \downarrow 0} \frac{1}{\varepsilon} \mathbb{E} \left[ \int_t^{t+\varepsilon} Z(t,s) \, ds \right] , \; t \in [S,T),$$

does not exist in general.

**Example 2.4.** Let $r > 1$ be fixed. Define two (deterministic) processes $Z_1(t,s)$ and $Z_2(t,s)$ for $(t,s) \in [0,1]^2$ by

$$Z_1(t,s) = \begin{cases} (s-t)^{-1/r} & \text{if } s > t, \\ 0 & \text{if } s \leq t, \end{cases} \quad \text{and} \quad Z_2(t,s) = \begin{cases} (s-t)^{-1/r} & \text{if } s > t, \\ 1 & \text{if } s = t, \\ 0 & \text{if } s < t. \end{cases}$$

It can be easily shown that both $Z_1$ and $Z_2$ are jointly measurable, $Z_1(t,s) = Z_2(t,s)$ for a.e. $s \in [0,1]$ for any $t \in [0,1]$, and $Z_1(\cdot, \cdot), Z_2(\cdot, \cdot) \in C([0,1]^2; L^q(0,1; \mathbb{R}))$ for any $q \in [1,r)$, but $Z_1(s,s) \neq Z_2(s,s)$ for any $s \in [0,1]$. Furthermore,

$$\frac{1}{\varepsilon} \int_t^{t+\varepsilon} Z_1(t,s) \, ds \left(= \frac{1}{\varepsilon} \int_t^{t+\varepsilon} Z_2(t,s) \, ds \right) = \frac{r}{r-1} \varepsilon^{1/r} \frac{\varepsilon_{10}}{\varepsilon_{10}} \rightarrow \infty, \; \forall t \in [0,1).$$

Thus, the case of the space $C([S,T]; L_p^{p,q}(S,T; \mathbb{H}))$ needs a more careful observation. Firstly, let us define a property which the “diagonal process” of $Z(\cdot, \cdot) \in C([S,T]; L_p^p(S,T; \mathbb{H}))$ should satisfy, in view of applications to time-inconsistent stochastic control problems.
Definition 2.5. Let $Z(\cdot,\cdot) \in C([S,T];L^1_b(S,T;\mathbb{H}))$ be given. We say that a process $Z(\cdot) \in L^1_b(S,T;\mathbb{H})$ satisfies Property (D) with respect to $Z(\cdot,\cdot)$ if it holds that

$$
\lim_{\varepsilon \downarrow 0} \frac{1}{\varepsilon} \mathbb{E} \left[ \int_t^{t+\varepsilon} |Z(s) - Z(s)| \, ds \right] = 0, \quad \forall t \in [S,T].
$$

Here the term “D” refers to “Diagonal”. Note that the above definition does not depend on the choice of a “version” (in the sense of (2)) of $Z(\cdot,\cdot)$. That is, if $Z(\cdot) \in L^1_b(S,T;\mathbb{H})$ satisfies Property (D) with respect to $Z(\cdot,\cdot)$, then for any $\tilde{Z}(\cdot,\cdot) \in C([S,T];L^1_b(S,T;\mathbb{H}))$ such that $\tilde{Z}(t,s) = Z(t,s)$ for Leb$_{[S,T]} \otimes \mathbb{P}$-a.e. $(s,\omega) \in [S,T] \times \Omega$, $\forall t \in [S,T]$, the process $Z(\cdot)$ also satisfies Property (D) with respect to $\tilde{Z}(\cdot,\cdot)$. Furthermore, the following lemma shows that, for each $Z(\cdot,\cdot) \in C([S,T];L^1_b(S,T;\mathbb{H}))$, the process $Z(\cdot) \in L^1_b(S,T;\mathbb{H})$ satisfying Property (D) with respect to $Z(\cdot,\cdot)$ is, if it exists, unique.

Lemma 2.6. Let $Z(\cdot,\cdot) \in C([S,T];L^1_b(S,T;\mathbb{H}))$ be given. Assume that both two processes $Z_1(\cdot,\cdot), Z_2(\cdot,\cdot) \in L^1_b(S,T;\mathbb{H})$ satisfy Property (D) with respect to $Z(\cdot,\cdot)$. Then it holds that $Z_1(s) = Z_2(s)$ for Leb$_{[S,T]} \otimes \mathbb{P}$-a.e. $(s,\omega) \in [S,T] \times \Omega$.

Proof. Since the function $s \mapsto \mathbb{E}[|Z_1(s) - Z_2(s)|]$ is in $L^1(S,T;\mathbb{R})$, by the Lebesgue differentiation theorem, it holds that

$$
\lim_{\varepsilon \downarrow 0} \frac{1}{\varepsilon} \int_t^{t+\varepsilon} \mathbb{E}[|Z_1(s) - Z_2(s)|] \, ds = \mathbb{E}[|Z_1(t) - Z_2(t)|]
$$

for a.e. $t \in [S,T]$. On the other hand, for any $t \in [S,T]$, it holds that

$$
\frac{1}{\varepsilon} \int_t^{t+\varepsilon} \mathbb{E}[|Z_1(s) - Z_2(s)|] \, ds \\
\leq \frac{1}{\varepsilon} \mathbb{E} \left[ \int_t^{t+\varepsilon} |Z_1(s) - Z(t,s)| \, ds \right] + \frac{1}{\varepsilon} \mathbb{E} \left[ \int_t^{t+\varepsilon} |Z(t,s) - Z_2(s)| \, ds \right] \xrightarrow{\varepsilon \downarrow 0} 0.
$$

Thus, we get $\mathbb{E}[|Z_1(t) - Z_2(t)|] = 0$ for a.e. $t \in [S,T]$. This implies that $Z_1(s) = Z_2(s)$ for Leb$_{[S,T]} \otimes \mathbb{P}$-a.e. $(s,\omega) \in [S,T] \times \Omega$.

Then, when does the process satisfying Property (D) exist? Example 2.4 shows that there does not exist such processes in general even in the case of deterministic processes.

Firstly, assume that there exist a process $\phi(\cdot) \in L^1_b(\Omega;C([S,T];\mathbb{R}))$ and a uniformly bounded process $z(\cdot) \in L^b_0(S,T;\mathbb{H})$ such that $Z(t,s) = \phi(t)z(s)$ for Leb$_{[S,T]} \otimes \mathbb{P}$-a.e. $(s,\omega) \in [S,T] \times \Omega$, $\forall t \in [S,T]$. Then it can be easily shown that the process $Z(s) := \phi(s)z(s)$, $s \in [S,T]$, satisfies property (D) with respect to $Z(\cdot,\cdot)$. This technique arises in the literature of time-inconsistent stochastic linear-quadratic control problems; see for example [14]. However, in most control problems, we cannot use this method due to the generality of the process $Z(\cdot,\cdot)$. We investigate another approach to deal with a general $Z(\cdot,\cdot)$ by imposing a regularity assumption on the map $t \mapsto Z(t,\cdot)$. Let $p, q \geq 1$ be fixed. Suppose that $Z(\cdot,\cdot)$ is in $C^1([S,T];L^p_0(S,T;\mathbb{H}))$, that is, $[S,T] \ni t \mapsto Z(t,\cdot)$ is continuously differentiable as an $L^p_0(S,T;\mathbb{H})$-valued function. Then there exists a process $\partial_t Z(\cdot,\cdot) \in C([S,T];L^p_0(S,T;\mathbb{H}))$ such that

$$
Z(t_1,\cdot) - Z(t_2,\cdot) = \int_{t_2}^{t_1} \partial_t Z(\tau,\cdot) \, d\tau, \quad \forall t_1, t_2 \in [S,T],
$$

where $\partial_t Z(\cdot,\cdot) = \partial_t Z(\cdot,\cdot)$ if $Z(\cdot,\cdot)$ is continuous.
where the integral in the right hand side is the Bochner integral on the Banach space \( L^p_q(S, T; \mathbb{H}) \). By Fubini’s theorem, for \( \text{Leb}_{[S, T]} \otimes \mathbb{P}\text{-a.e. } (s, \omega) \in [S, T] \times \Omega \), the function \( \tau \mapsto \partial_t Z(\tau, s, \omega) \) is well-defined as an element of \( L^1(S, T; \mathbb{H}) \). Then, for any \( t_1, t_2 \in [S, T] \), we have

\[
Z(t_1, s, \omega) - Z(t_2, s, \omega) = \left( \int_{t_2}^{t_1} \partial_t Z(\tau, s, \omega) d\tau \right) (s, \omega) = \int_{t_2}^{t_1} \partial_t Z(\tau, s, \omega) d\tau, \tag{3}
\]

for \( \text{Leb}_{[S, T]} \otimes \mathbb{P}\text{-a.e. } (s, \omega) \in [S, T] \times \Omega \) (where the null set may depend on \( t_1 \) and \( t_2 \)). Now we define a progressively measurable process \( \text{Diag}\{Z\}(\cdot) \) by

\[
\text{Diag}\{Z\}(s, \omega) := \begin{cases} Z(S, s, \omega) + \int_s^S \partial_t Z(\tau, s, \omega) d\tau & \text{if } \partial_t Z(\cdot, s, \omega) \in L^1(S, T; \mathbb{H}), \\ 0 & \text{otherwise}. \end{cases} \tag{4}
\]

By (3), for any \( t \in [S, T] \), it holds that

\[
\text{Diag}\{Z\}(s) = Z(t, s) + \int_t^s \partial_t Z(\tau, s) d\tau, \quad \text{for } \text{Leb}_{[S, T]} \otimes \mathbb{P}\text{-a.e. } (s, \omega) \in [S, T] \times \Omega. \tag{5}
\]

We emphasize that, in the above expression, the \( \text{Leb}_{[S, T]} \otimes \mathbb{P}\)-null set is allowed to depend on \( t \). Now let us show important properties of \( \text{Diag}\{Z\}(\cdot) \).

**Lemma 2.7.** For a given \( Z(\cdot, \cdot) \in C^1([S, T]; L^p_q(S, T; \mathbb{H})) \), define \( \text{Diag}\{Z\}(\cdot) \in L^0(S, T; \mathbb{H}) \) by (4). Then the following hold.

(i) \( \text{Diag}\{Z\}(\cdot) \in L^p_q(S, T; \mathbb{H}) \). Moreover, the following estimate holds:

\[
\| \text{Diag}\{Z\}(\cdot) \|_{L^p_q(S, T; \mathbb{H})} \leq \| Z(S, \cdot) \|_{L^p_q(S, T; \mathbb{H})} + (T - S) \sup_{t \in [S, T]} \| \partial_t Z(t, \cdot) \|_{L^p_q(S, T; \mathbb{H})}.
\]

(ii) For any \( 1 \leq p' \leq p \) and \( 1 \leq q' \leq q \), it holds that

\[
\mathbb{E} \left[ \left( \int_{t_1}^{t_1 + \varepsilon} |Z(t, s) - \text{Diag}\{Z\}(s)|^{q'} ds \right)^{p'/(p')} \right]^{1/p'} = o(\varepsilon^{1+1/q'-1/q}), \quad \forall \varepsilon \in [S, T).
\]

In particular, \( \text{Diag}\{Z\}(\cdot) \) is the (unique) process satisfying Property (D) with respect to \( Z(\cdot, \cdot) \).

**Proof.** (i) By using Minkowski’s integral inequality (the integral form of Minkowski’s inequality) repeatedly, we see that

\[
\mathbb{E} \left[ \left( \int_{t_1}^{t_1 + \varepsilon} |Z(t, s) - \text{Diag}\{Z\}(s)|^{q'} ds \right)^{p'/(p')} \right]^{1/p'} \leq \mathbb{E} \left[ \left( \int_{t_1}^{t_1 + \varepsilon} \left( \int_{t_1}^t |\partial_t Z(\tau, s)| ds \right)^{q'} ds \right)^{p'/(p')} \right]^{1/p'} \leq \mathbb{E} \left[ \left( \int_{t_1}^{t_1 + \varepsilon} \left( \int_{t_1}^t |\partial_t Z(\tau, s)|^{q'} ds \right)^{1/q'} ds \right)^p \right]^{1/p'} \leq \int_{t_1}^{t_1 + \varepsilon} \mathbb{E} \left[ \left( \int_{t_1}^t |\partial_t Z(\tau, s)|^{q'} ds \right)^{p'/(p')} \right]^{1/p'} d\tau \leq (T - S) \sup_{\tau \in [S, T]} \| \partial_t Z(\tau, \cdot) \|_{L^p_q(S, T; \mathbb{H})} < \infty.
\]

From this estimate and the fact that \( Z(S, \cdot) \in L^p_q(S, T; \mathbb{H}) \), we obtain the assertions in (i).

(ii) Without loss of generality we may assume that \( p' = p \). Let \( t \in [S, T] \) be fixed. Noting the equality 5, by using Minkowski’s integral inequality and Hölder’s
inequality, we see that, for any $\varepsilon \in (0, T - t]$,
\[
\mathbb{E} \left[ \left( \int_t^{t+\varepsilon} |Z(t, s) - \text{Diag}[Z](s)|^{q'} ds \right)^{p'/q'} \right]^{1/p'} \\
= \mathbb{E} \left[ \left( \int_t^{t+\varepsilon} \left| \partial_\tau Z(\tau, s) \right|^{q'} ds \right)^{p'/q'} \right]^{1/p'} \\
\leq \mathbb{E} \left[ \left( \int_t^{t+\varepsilon} \left( \int_\tau^{t+\varepsilon} \left| \partial_\tau Z(\tau, s) \right|^{q'} ds \right)^{1/q'} \right)^{p'/q'} \right]^{1/p'} \\
\leq \frac{1}{\varepsilon^{1/q'-1/q}} \int_t^{t+\varepsilon} \mathbb{E} \left[ \left( \int_t^{t+\varepsilon} \left| \partial_\tau Z(\tau, s) \right|^{q} ds \right)^{p'/q'} \right]^{1/p'} ds \\
\leq \varepsilon^{1/q'-1/q} \int_t^{t+\varepsilon} \mathbb{E} \left[ \left( \int_t^{t+\varepsilon} \left| \partial_\tau Z(\tau, s) \right|^{q} ds \right)^{p'/q'} \right]^{1/p'} d\tau.
\]

Furthermore, by Minkowski's inequality, we obtain
\[
\int_t^{t+\varepsilon} \mathbb{E} \left[ \left( \int_t^{t+\varepsilon} \left| \partial_\tau Z(\tau, s) \right|^{q} ds \right)^{p'/q'} \right]^{1/p'} d\tau \\
\leq \int_t^{t+\varepsilon} \left\{ \mathbb{E} \left[ \left( \int_t^{t+\varepsilon} \left| \partial_\tau Z(\tau, s) \right|^{q} ds \right)^{p'/q'} \right]^{1/p'} \right\} \right) d\tau \\
\leq \varepsilon \left\{ \mathbb{E} \left[ \left( \int_t^{t+\varepsilon} \left| \partial_\tau Z(\tau, s) \right|^{q} ds \right)^{p'/q'} \right]^{1/p'} \right\} + \sup_{\tau \in [t, t+\varepsilon]} \left\| \partial_\tau Z(\tau, \cdot) - \partial_\tau Z(t, \cdot) \right\|_{L_p^q(S, T; H)}.
\]

Since $\partial_\tau Z(t, \cdot) \in L_p^q(S, T; H)$, we have $\lim_{\varepsilon \to 0} \mathbb{E} \left[ \left( \int_t^{t+\varepsilon} \left| \partial_\tau Z(\tau, s) \right|^{q} ds \right)^{p'/q'} \right]^{1/p'} = 0$. On the other hand, since the map $[S, T] \ni \tau \mapsto \partial_\tau Z(\tau, \cdot) \in L_p^q(S, T; H)$ is continuous, we have $\lim_{\varepsilon \to 0} \sup_{\tau \in [t, t+\varepsilon]} \left\| \partial_\tau Z(\tau, \cdot) - \partial_\tau Z(t, \cdot) \right\|_{L_p^q(S, T; H)} = 0$. Thus, the first assertion in (ii) holds. In particular, if we take $p' = q' = 1$, then it holds that
\[
\mathbb{E} \left[ \left( \int_t^{t+\varepsilon} \left| Z(t, s) - \text{Diag}[Z](s) \right|^{q} ds \right)^{p'/q'} \right]^{1/p'} = o(\varepsilon^{-2/q}), \quad \forall t \in [S, T).
\]

This implies that $\text{Diag}[Z](\cdot)$ satisfies Property (D) with respect to $Z(\cdot, \cdot)$.

\[\Box\]

**Remark 2.8.**

(i) We emphasize that, for a given $Z(\cdot, \cdot) \in C^1([S, T]; L_p^q(S, T; H))$, the naive definition “$Z(s, s) := Z(s, u)|_{u=s}$” still depends on the choice of a “version” (in the sense of (2)) of $Z(\cdot, \cdot)$, while Property (D) does not.

The above lemma implies that, if we define $\tilde{Z}(\cdot, \cdot) \in C^1([S, T]; L_p^q(S, T; H))$ by
\[
\tilde{Z}(t, s, \omega) := \begin{cases} 
Z(S, s, \omega) + \int_S^t \partial_\tau Z(\tau, s, \omega) d\tau & \text{if } \partial_\tau Z(\cdot, s, \omega) \in L^1(S, T; H), \\
0 & \text{otherwise},
\end{cases}
\]

then it is a “version” of $Z(\cdot, \cdot)$ such that the process $\tilde{Z}(s, s) = \text{Diag}[Z](s)$, $s \in [S, T]$, is well-defined and satisfies Property (D) with respect to $Z(\cdot, \cdot)$. Furthermore, the above discussions are consistent with the arguments of the recent work by Hernández–Possamai [9].

(ii) By the same arguments as in the above proof, we can also show that
\[
\mathbb{E} \left[ \left( \int_t^{t+\varepsilon} \left| Z(t, s) - \text{Diag}[Z](s) \right|^{q} ds \right)^{p'/q'} \right]^{1/p'} = o(\varepsilon^{1/q'-1/q}), \quad \forall t \in (S, T],
\]
For $Y$ if respectively. Then it holds that $R$

**Assumption 1.** Fix $\psi$ and impose the following assumptions:

1. Well-posedness and regularity of EBSVIEs.

### 2.2. Known results for BSDEs.

For $0 \leq S < T < \infty$, consider the following BSDE on $[S, T]$:

$$
Y(s) = \psi + \int_s^T g(r, Y(r), Z(r)) dr - \int_s^T Z(r) dW(r), \quad s \in [S, T],
$$

where $(\psi, g)$ satisfies the following assumptions:

**Assumption 0.** Fix $p \geq 2$.

1. $\psi \in L^p(\Omega; \mathbb{R}^m)$.
2. $g : \Omega \times [S, T] \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \to \mathbb{R}^m$ is a measurable map such that
   - The process $(g(s, y, z))_{s \in [S, T]}$ is progressively measurable for each $y \in \mathbb{R}^m$ and $z \in \mathbb{R}^{m \times d}$;
   - $g(\cdot, 0, 0) \in L_b^1([S, T]; \mathbb{R}^m)$;
   - There exists a constant $L > 0$ such that, for $\text{Leb}_{[S, T]} \otimes \mathbb{P}$-a.e. $(s, \omega) \in [S, T] \times \Omega$, it holds that
     $$
     |g(s, y_1, z_1) - g(s, y_2, z_2)| \leq L(|y_1 - y_2| + |z_1 - z_2|)
     $$
     for any $y_1, y_2 \in \mathbb{R}^m$ and $z_1, z_2 \in \mathbb{R}^{m \times d}$.

We say that a pair of processes $(Y(\cdot), Z(\cdot))$ is an $L^p$-adapted solution of BSDE (6) if $(Y(\cdot), Z(\cdot)) \in \mathcal{H}_T^p([S, T]; \mathbb{R}^m \times \mathbb{R}^{m \times d})$ and the equality (6) holds a.s. for any $s \in [S, T]$. The following fact is well-known; see for example [36].

**Lemma 2.9.** Let Assumption 0 hold. Then there exists a unique $L^p$-adapted solution $(Y(\cdot), Z(\cdot)) \in \mathcal{H}_T^p([S, T]; \mathbb{R}^m \times \mathbb{R}^{m \times d})$ of BSDE (6), and the following estimate holds:

$$
\mathbb{E} \left[ \sup_{s \in [S, T]} |Y(s)|^p + \left( \int_S^T |Z(s)|^2 ds \right)^{p/2} \right] \leq CE \left[ |\psi|^p + \left( \int_S^T |g(s, 0, 0)| ds \right)^p \right].
$$

For $i = 1, 2$, let $(\psi_i, g_i)$ satisfy Assumption 0 and $(Y_i(\cdot), Z_i(\cdot)) \in \mathcal{H}_T^p([S, T]; \mathbb{R}^m \times \mathbb{R}^{m \times d})$ be the unique $L^p$-adapted solution of BSDE (6) corresponding to $(\psi_i, g_i)$, respectively. Then it holds that

$$
\mathbb{E} \left[ \sup_{s \in [S, T]} |Y_1(s) - Y_2(s)|^p + \left( \int_S^T |Z_1(s) - Z_2(s)|^2 ds \right)^{p/2} \right] \leq CE \left[ |\psi_1 - \psi_2|^p + \left( \int_S^T |g_1(s, Y_1(s), Z_1(s)) - g_2(s, Y_1(s), Z_1(s))| ds \right)^p \right].
$$

### 3. Well-posedness and regularity of EBSVIEs.

Consider EBSVIE (1). We impose the following assumptions:

**Assumption 1.** Fix $p \geq 2$.

1. $\psi \in C([S, T]; L^p_{\mathcal{F}_T}(\Omega; \mathbb{R}^m))$.
2. $g : \Omega \times [S, T] \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \to \mathbb{R}^m$ is a measurable map such that
   - The process $(g(t, s, \eta, y, z))_{s \in [S, T]}$ is progressively measurable for each $t \in [S, T]$, $\eta, y \in \mathbb{R}^m$ and $z \in \mathbb{R}^{m \times d}$;
• \( \sup_{t \in [S,T]} \mathbb{E} \left[ \left( \int_S^T |g(t,s,0,0,0)| \, ds \right)^p \right] < \infty; \)

• There exists a constant \( L > 0 \) such that, for any \( t \in [S,T] \), for \( \text{Leb}[S,T] \otimes \mathbb{P} \)-a.e. \( (s,\omega) \in [S,T] \times \Omega \), it holds that

\[
|g(t,s,\eta_1,\eta_1,z_1) - g(t,s,\eta_2,\eta_2,z_2)| \leq L(|\eta_1 - \eta_2| + |y_1 - y_2| + |z_1 - z_2|)
\]

for any \( \eta_1,\eta_2,y_1,y_2 \in \mathbb{R}^m \) and \( z_1,z_2 \in \mathbb{R}^{m \times d} \).

• There exist two processes

\[
k(\cdot,\cdot) \in C([S,T]; L_\mathbb{F}^{p-1}(S,T;\mathbb{H})) \quad \text{and} \quad l(\cdot,\cdot) \in C_b([S,T]; L_\mathbb{F}^p(S,T;\mathbb{G}))
\]

with Euclidean spaces \( \mathbb{H} \) and \( \mathbb{G} \) such that, for any \( t_1,t_2 \in [S,T] \), for \( \text{Leb}[S,T] \otimes \mathbb{P} \)-a.e. \( (s,\omega) \in [S,T] \times \Omega \), it holds that

\[
|g(t_1,s,\eta,y,z) - g(t_2,s,\eta,y,z)| \leq |k(t_1,s) - k(t_2,s)| + |l(t_1,s) - l(t_2,s)||\eta| + |y| + |z|
\]  

(7)

for any \( \eta,y,z \in \mathbb{R}^m \) and \( z \in \mathbb{R}^{m \times d} \).

**Remark 3.1.** Compared with [21] and other previous researches on BSVIEs, the last assumption (7) on the continuity of the generator \( g \) with respect to \( t \in [S,T] \) is new and weaker. In the literature, the continuity of \( g \) with respect to \( t \in [S,T] \) is assumed to be pointwise, that is,

\[
|g(t_1,s,\eta,y,z) - g(t_2,s,\eta,y,z)| \leq \rho(|t_1 - t_2|)(1 + |\eta| + |y| + |z|)
\]

(8)

for some modulus of continuity \( \rho : [0,\infty) \to [0,\infty) \). However, the BSVIEs arising in Section 4 do not satisfy the continuity assumption (8), and hence they are beyond the literature. This is why we introduced the weaker continuity assumption with respect to \( t \) in Assumption 1.

We now introduce a concept of the solution of EBSVIE (1).

**Definition 3.2.** We say that a pair \( (Y(\cdot,\cdot),Z(\cdot,\cdot)) \) is an \( L^p \)-adapted C-solution of EBSVIE (1) if \( (Y(\cdot,\cdot),Z(\cdot,\cdot)) \in \mathcal{D}_p^\mathbb{F}(S,T;\mathbb{R}^m \times \mathbb{R}^{m \times d}) \) and the equality (1) holds a.s. for any \( s \in [S,T] \) and \( t \in [S,T] \).

**Remark 3.3.**

(i) Unlike [21], we consider the values not only on \( S \leq t \leq s \leq T \) but also on \( S \leq s < t \leq T \) because it clarifies the discussions for regularity of solutions with respect to \( t \in [S,T] \). The term “C” refers to the continuity of the solution with respect to \( t \in [S,T] \) (in the \( L^p \)-sense). The above definition of solutions is a generalization of the concept of adapted C-solutions of Type-I BSVIEs introduced in [27] to EBSVIEs.

(ii) If the generator \( g(t,s,\eta,y,z) \) is independent of \( \eta \), then EBSVIE (1) reduces to the (decoupled) family of BSDEs for \( (Y(\cdot,\cdot),Z(\cdot,\cdot)) \) on \( [S,T] \) parametrized by \( t \in [S,T] \).

(iii) If the generator \( g(t,s,\eta,y,z) \) is independent of \( y \), then EBSVIE (1) reduces to the following Type-I BSVIE:

\[
\eta(t) = \psi(t) + \int_t^T g(t,s,\eta(s),\zeta(t,s)) \, ds - \int_t^T \zeta(t,s) \, dW(s), \quad t \in [S,T].
\]

(9)

In this case, the \( L^p \)-adapted C-solution \( (Y(\cdot,\cdot),Z(\cdot,\cdot)) \) of EBSVIE (1) corresponds to the following. For each \( t \in [S,T] \),

\[
\left\{ \begin{array}{l}
Y(t,s) = \mathbb{E}_s \left[ \psi(t) + \int_s^T g(t,r,\eta(r),\zeta(t,r)) \, dr \right], \quad s \in [t,T],
\end{array} \right.
\]

\[
Z(t,s) = \zeta(t,s),
\]

\( s \in [t,T] \),
and \((Y(t,s), Z(t,s))_{s \in [S,t]} \in \mathcal{H}_p^p(S,t; \mathbb{R}^m \times \mathbb{R}^{m \times d})\) is the unique adapted solution of the BSDE
\[
Y(t,s) = \eta(t) + \int_s^t g(t,r,\eta(r),Z(t,r)) \, dr - \int_s^t Z(t,r) \, dW(r), \quad s \in [S,t].
\]

When \(g(t,s,\eta,y,z)\) is independent of \(y\), we say that a pair \((\eta(\cdot), \zeta(\cdot,\cdot))\) is an \(L^p\)-adapted C-solution of Type-I BSVIE (9) if
\[
\begin{cases}
\eta(t) = Y(t,t) \quad \text{a.s., } \forall t \in [S,T], \\
\zeta(t,s) = Z(t,s) \quad \text{for Leb}_{[S,T]} \otimes \mathbb{P}\text{-a.e. } (s,\omega) \in [S,T] \times \Omega, \quad \forall t \in [S,T],
\end{cases}
\]

where \((Y(\cdot,\cdot), Z(\cdot,\cdot)) \in \mathcal{H}_p^p(S,T; \mathbb{R}^m \times \mathbb{R}^{m \times d})\) is the \(L^p\)-adapted C-solution of EBSVIE (1) with the corresponding generator \(g\).

The following theorem shows the existence, uniqueness, and a priori estimates of the \(L^p\)-adapted C-solution of EBSVIE (1).

**Theorem 3.4.** Under Assumption 1, there exists a unique \(L^p\)-adapted C-solution \((Y(\cdot,\cdot), Z(\cdot,\cdot)) \in \mathcal{H}_p^p(S,T; \mathbb{R}^m \times \mathbb{R}^{m \times d})\) of EBSVIE (1). Moreover, for any \(t,t' \in [S,T]\), the following estimate holds:
\[
\mathbb{E}\left[\sup_{s \in [t',T]} |Y(t,s)|^p + \left(\int_{t'}^T |Z(t,s)|^2 \, ds\right)^{p/2}\right] \\
\leq C \left\{ \mathbb{E} \left[ |\psi(t)|^p + \left(\int_{t'}^T |g_0(t,s)| \, ds\right)^p \right] \\
+ \int_{t'}^T \mathbb{E} \left[ |\psi(\tau)|^p + \left(\int_{\tau}^T |g_0(\tau,s)| \, ds\right)^p \right] \, d\tau \right\},
\]

where \(g_0(t,s) := g(t,s,0,0,0)\).

For \(i = 1, 2\), let \((\psi_i, g_i)\) satisfy Assumption 1 and \((Y_i(\cdot,\cdot), Z_i(\cdot,\cdot)) \in \mathcal{H}_p^p(S,T; \mathbb{R}^m \times \mathbb{R}^{m \times d})\) be the unique \(L^p\)-adapted C-solution of EBSVIE (1) corresponding to \((\psi_i, g_i)\), respectively. Then it holds that, for any \(t,t' \in [S,T]\),
\[
\mathbb{E}\left[\sup_{s \in [t',T]} |Y_1(t,s) - Y_2(t,s)|^p + \left(\int_{t'}^T |Z_1(t,s) - Z_2(t,s)|^2 \, ds\right)^{p/2}\right] \\
\leq C \left\{ \mathbb{E} \left[ |\Delta \psi(t)|^p + \left(\int_{t'}^T |\Delta g(t,s)| \, ds\right)^p \right] \\
+ \int_{t'}^T \mathbb{E} \left[ |\Delta \psi(\tau)|^p + \left(\int_{\tau}^T |\Delta g(\tau,s)| \, ds\right)^p \right] \, d\tau \right\},
\]

where \(\Delta \psi(t) := \psi_1(t) - \psi_2(t)\), and
\[
\Delta g(t,s) := g_1(t,s,Y_1(s,s),Y_1(t,s),Z_1(t,s)) - g_2(t,s,Y_1(s,s),Y_1(t,s),Z_1(t,s)).
\]

**Remark 3.5.** Wang [21] showed the well-posedness of EBSVIE (1) under a stronger assumption. His method is to show the existence and uniqueness of the solution of EBSVIE (1) (defined on \(S \leq t \leq s \leq T\)) firstly when \(T - S\) is small, and then, by considering an associated family of BSDEs (or, stochastic Fredholm equations), connect them inductively. On the other hand, our proof relies on a simple observation based on an equivalent norm \(\| \cdot \|_g\) defined below. A similar technique can be seen in the literature of BSDEs (see for example [6]), and in the literature of
BSVIEs (see for example [17, 18]). We remark that the estimates (10) and (11) are more detailed than [21]. Indeed, by letting $t' = t$ and then taking the supremum over $t \in [S, T]$, we get the estimates in Theorem 3.1 of [21].

Proof of Theorem 3.4. In this proof, $C > 0$ denotes a universal constant which may vary from line to line. Let $(y(\cdot, \cdot), z(\cdot, \cdot)) \in \mathcal{H}_p^p(S, T; \mathbb{R}^m \times \mathbb{R}^{m \times d})$ be given. For each $t \in [S, T]$, consider the following BSDE:

$$Y(t, s) = \psi(t) + \int_s^T g(t, r, y(r, r), Y(t, r), Z(t, r)) \, dr - \int_s^T Z(t, r) \, dW(r),$$  \hspace{1cm} (12)

By Lemma 2.9, for each fixed $t \in [S, T]$, there exists a unique $L^p$-adapted solution $(Y(t, \cdot), Z(t, \cdot)) \in \mathcal{H}_p^p(S, T; \mathbb{R}^m \times \mathbb{R}^{m \times d})$ of BSDE (12). Furthermore, by the stability estimate of $L^p$-adapted solutions of BSDEs, we have, for each $t, t_0 \in [S, T],$

$$\mathbb{E} \left[ \sup_{s \in [S, T]} |Y(t, s) - Y(t_0, s)|^p + \left( \int_S^T |Z(t, s) - Z(t_0, s)|^2 \, ds \right)^{p/2} \right] \leq CE \left[ |\psi(t) - \psi(t_0)|^p + \left( \int_S^T |g(t, s, y(s, s), Y(t, s), Z(t, s)) - g(t_0, s, y(s, s), Y(t_0, s), Z(t_0, s))| \, ds \right)^p + \left( \int_S^T |l(t, s) - l(t_0, s) [t, s] dW(s) | = 0 \right.$$

for each $t_0 \in [S, T]$. Therefore, we see that the maps $[S, T] \ni t \mapsto Y(t, \cdot) \in L^p_p(\Omega; C([S, T]; \mathbb{R}^m))$ and $[S, T] \ni t \mapsto Z(t, \cdot) \in L^p_{p, 2}(S, T; \mathbb{R}^{m \times d})$ are continuous. By replacing them with jointly measurable versions if necessary, we have that $(Y(\cdot, \cdot), Z(\cdot, \cdot)) \in \mathcal{H}_p^p(S, T; \mathbb{R}^m \times \mathbb{R}^{m \times d})$. Therefore, we can define the mapping $\Theta : \mathcal{H}_p^p(S, T; \mathbb{R}^m \times \mathbb{R}^{m \times d}) \to \mathcal{H}_p^p(S, T; \mathbb{R}^m \times \mathbb{R}^{m \times d})$ by $\Theta((y(\cdot, \cdot), z(\cdot, \cdot))) := (Y(\cdot, \cdot), Z(\cdot, \cdot))$. It suffices to show that $\Theta$ has a unique fixed point. To show that, we introduce the following norm on $\mathcal{H}_p^p(S, T; \mathbb{R}^m \times \mathbb{R}^{m \times d})$ parametrized by $\beta > 0$:

$$\| (y(\cdot, \cdot), z(\cdot, \cdot)) \|_\beta := \sup_{t \in [S, T]} \left\{ e^{\beta t} \mathbb{E} \left[ \sup_{s \in [t, T]} |y(t, s)|^p + \left( \int_t^T |z(t, s)|^2 \, ds \right)^{p/2} \right] \right. \left. + \mathbb{E} \left[ \sup_{s \in [S, t]} |y(t, s)|^p + \left( \int_s^t |z(t, s)|^2 \, ds \right)^{p/2} \right] \right\}^{1/p}$$

for $(y(\cdot, \cdot), z(\cdot, \cdot)) \in \mathcal{H}_p^p(S, T; \mathbb{R}^m \times \mathbb{R}^{m \times d})$. It can be easily shown that, for any $\beta > 0$, $\| \cdot \|_\beta$ is equivalent to the original norm $\| \cdot \|_{\mathcal{H}_p^p(S, T; \mathbb{R}^m \times \mathbb{R}^{m \times d})}$. Furthermore,
for each \((y(\cdot, \cdot), z(\cdot, \cdot)) \in \mathcal{F}_t^p(S,T; \mathbb{R}^m \times \mathbb{R}^{m \times d})\) and \(t \in [S,T]\), it holds that
\[
\mathbb{E}[|y(t,s)|^p] \leq \mathbb{E}\left[ \sup_{s \in [t,T]} |y(t,s)|^p \right] \leq e^{-\beta t} \|(y(\cdot, \cdot), z(\cdot, \cdot))\|_\beta^p. \tag{13}
\]

We prove that \(\Theta\) is contractive under the norm \(\| \cdot \|_\beta\) when \(\beta > 0\) is large enough. To do so, take arbitrary \((y(\cdot, \cdot), z(\cdot, \cdot))\) and \((\bar{y}(\cdot, \cdot), \bar{z}(\cdot, \cdot))\) from \(\mathcal{F}_t^p(S,T; \mathbb{R}^m \times \mathbb{R}^{m \times d})\), and define
\[
\begin{align*}
(Y(\cdot, \cdot), Z(\cdot, \cdot)) &= \Theta((y(\cdot, \cdot), z(\cdot, \cdot))), \\
(\bar{Y}(\cdot, \cdot), \bar{Z}(\cdot, \cdot)) &= \Theta((\bar{y}(\cdot, \cdot), \bar{z}(\cdot, \cdot))).
\end{align*}
\]

Let \(t \in [S,T]\) be fixed. Then by Lemma 2.9, we have
\[
e^{\beta t} \mathbb{E}\left[ \sup_{s \in [t,T]} |Y(t,s) - \bar{Y}(t,s)|^p + \left( \int_t^T |Z(t,s) - \bar{Z}(t,s)|^2 \, ds \right)^{p/2} \right]
\leq C e^{\beta t} \mathbb{E}\left[ \int_t^T |g(t,s,y(s,s), Y(t,s), Z(t,s)) - g(t,s,\bar{y}(s,s), Y(t,s), Z(t,s))| \, ds \right]^p
\leq C e^{\beta t} \int_t^T \mathbb{E}[|y(s,s) - \bar{y}(s,s)|^p] \, ds
\leq C e^{\beta t} \int_t^T e^{-\beta s} ds \|(y(\cdot, \cdot), z(\cdot, \cdot)) - (\bar{y}(\cdot, \cdot), \bar{z}(\cdot, \cdot))\|_\beta^p
\leq \frac{C}{\beta} \|(y(\cdot, \cdot), z(\cdot, \cdot)) - (\bar{y}(\cdot, \cdot), \bar{z}(\cdot, \cdot))\|_\beta^p, \tag{14}
\]

where we used (13) in the third inequality. Also, since \((Y(t,s), Z(t,s))_{s \in [S,t]}\) and \((\bar{Y}(t,s), \bar{Z}(t,s))_{s \in [S,t]}\) are the unique \(L^p\)-adapted solutions of BSDEs
\[
Y(t,s) = Y(t,t) + \int_s^t g(t,r,y(r,r), Y(t,r), Z(t,r)) \, dr - \int_s^t Z(t,r) \, dW(r),
\]

and
\[
\bar{Y}(t,s) = \bar{Y}(t,t) + \int_s^t g(t,r,\bar{y}(r,r), \bar{Y}(t,r), \bar{Z}(t,r)) \, dr - \int_s^t \bar{Z}(t,r) \, dW(r),
\]

respectively, again by Lemma 2.9, we get
\[
\mathbb{E}\left[ \sup_{s \in [S,T]} |Y(t,s) - \bar{Y}(t,s)|^p + \left( \int_S^t |Z(t,s) - \bar{Z}(t,s)|^2 \, ds \right)^{p/2} \right]
\leq C \mathbb{E}[|Y(t,t) - \bar{Y}(t,t)|^p]
\leq\left[ e^{\beta t} \mathbb{E}\left[ \int_t^T |g(t,s,y(s,s), Y(t,s), Z(t,s)) - g(t,s,\bar{y}(s,s), Y(t,s), Z(t,s))| \, ds \right]^p
\right]
\leq C \frac{e^{\beta t}}{\beta} \|(y(\cdot, \cdot), z(\cdot, \cdot)) - (\bar{y}(\cdot, \cdot), \bar{z}(\cdot, \cdot))\|_\beta^p.
\]

By the estimate (14), it holds that, in particular,
\[
\mathbb{E}[|Y(t,t) - \bar{Y}(t,t)|^p] \leq C \frac{e^{\beta t}}{\beta} \|(y(\cdot, \cdot), z(\cdot, \cdot)) - (\bar{y}(\cdot, \cdot), \bar{z}(\cdot, \cdot))\|_\beta^p.
\]
Moreover, we have
\[
\mathbb{E} \left[ \left( \int_S^t |g(t, s, y(s, s), Y(t, s), Z(t, s)) - g(t, s, \bar{y}(s, s), Y(t, s), Z(t, s))| \, ds \right)^p \right] \\
\leq C \int_S^t \mathbb{E} \left[ |\bar{y}(s, s) - \bar{y}(s, s)|^p \right] \, ds \\
\leq C \int_S^t e^{-\beta s} \, ds \| (y(\cdot, \cdot), z(\cdot, \cdot)) - (\bar{y}(\cdot, \cdot), \bar{z}(\cdot, \cdot)) \|^p_{\beta} \\
\leq \frac{C}{\beta} \| (y(\cdot, \cdot), z(\cdot, \cdot)) - (\bar{y}(\cdot, \cdot), \bar{z}(\cdot, \cdot)) \|^p_{\beta},
\]
where we used (13) in the second inequality. Thus, we get
\[
\mathbb{E} \left[ \sup_{s \in [S, t]} |Y(t, s) - \bar{Y}(t, s)|^p + \left( \int_S^t |Z(t, s) - \bar{Z}(t, s)|^2 \, ds \right)^{p/2} \right] \\
\leq \frac{C}{\beta} \| (y(\cdot, \cdot), z(\cdot, \cdot)) - (\bar{y}(\cdot, \cdot), \bar{z}(\cdot, \cdot)) \|^p_{\beta}. \tag{15}
\]
Note that, in the estimates (14) and (15), the constant $C > 0$ does not depend on $t \in [S, T]$ and $\beta > 0$. Consequently, we obtain
\[
\| (Y(\cdot, \cdot), Z(\cdot, \cdot)) - (\bar{Y}(\cdot, \cdot), \bar{Z}(\cdot, \cdot)) \|^p_{\beta} \leq \frac{C}{\beta} \| (y(\cdot, \cdot), z(\cdot, \cdot)) - (\bar{y}(\cdot, \cdot), \bar{z}(\cdot, \cdot)) \|^p_{\beta}.
\]
Therefore, if we take the parameter $\beta > 0$ large enough, then the map $\Theta$ is contractive under the norm $\| \cdot \|_{\beta}$. Consequently, we see that EBSVIE (1) has a unique $L^p$-adapted C-solution.

Next, we prove the estimate (10). Let $(Y(\cdot, \cdot), Z(\cdot, \cdot)) \in \mathcal{H}^p_{\beta}(S, T; \mathbb{R}^m \times \mathbb{R}^{m \times d})$ be the unique $L^p$-adapted C-solution of EBSVIE (1). By letting $\eta(t) := Y(t, t)$, $t \in [S, T]$, we see that, for each $t \in [S, T]$, $(Y(t, \cdot), Z(t, \cdot)) \in \mathcal{H}^p_{\beta}(S, T; \mathbb{R}^m \times \mathbb{R}^{m \times d})$ is the unique $L^p$-adapted solution of the BSDE
\[
Y(t, s) = \psi(t) + \int_s^T g(t, r, \eta(r), Y(t, r), Z(t, r)) \, dr - \int_s^T Z(t, r) \, dW(r), \quad s \in [S, T].
\]
Thus, by Lemma 2.9, for any $t, t' \in [S, T],$
\[
\mathbb{E} \left[ \sup_{s \in [t', T]} |Y(t, s)|^p + \left( \int_{t'}^T |Z(t, s)|^2 \, ds \right)^{p/2} \right] \\
\leq CE \left[ |\psi(t)|^p + \left( \int_{t'}^T |g(t, s, \eta(s), 0, 0)| \, ds \right)^p \right] \\
\leq CE \left[ |\psi(t)|^p + \left( \int_{t'}^T |g_0(t, s)| \, ds \right)^p \right] + C \int_{t'}^T \mathbb{E} \left[ |\eta(\tau)|^p \right] \, d\tau, \tag{16}
\]
where $g_0(t, s) := g(t, s, 0, 0, 0)$. In particular, if we let $t' = t$, then we obtain
\[
\mathbb{E} \left[ |\eta(t)|^p \right] \leq CE \left[ |\psi(t)|^p + \left( \int_t^T |g_0(t, s)| \, ds \right)^p \right] + C \int_t^T \mathbb{E} \left[ |\eta(\tau)|^p \right] \, d\tau, \forall t \in [S, T].
\]
Then Gronwall’s inequality yields that, for any $\tau \in [S, T]$,
\[
\mathbb{E}[|\eta(\tau)|^p] \leq C \left\{ \mathbb{E}\left[|\psi(\tau)|^p + \left( \int_{\tau}^T |g_0(\tau, s)| \, ds \right)^p \right] + \int_{\tau}^T \mathbb{E}\left[|\psi(\tau')|^p + \left( \int_{\tau'}^T |g_0(\tau', s)| \, ds \right)^p \right] \, d\tau' \right\}.
\] (17)

By inserting the estimate (17) into (16), we obtain the estimate (10). Similarly we can show the stability estimate (11).

As a corollary, we obtain a similar result for a Type-I BSVIE. For the solution concept of such a equation, see Remark 3.3 (iii).

**Corollary 3.6.** Let Assumption 1 hold. Furthermore, assume that the generator $g(t, s, \eta, y, z)$ does not depend on $y$. Then there exists a unique $L^p$-adapted $C$-solution $(\eta(\cdot), \zeta(\cdot, \cdot))$ of BSVIE (9), and the following estimate holds:
\[
\sup_{t \in [S, T]} \mathbb{E}\left[|\eta(t)|^p + \left( \int_t^T |\zeta(t, s)|^2 \, ds \right)^{p/2} \right] \leq C \sup_{t \in [S, T]} \mathbb{E}\left[|\psi(t)|^p + \left( \int_t^T |g(t, s, 0, 0)| \, ds \right)^p \right].
\] (18)

For $i = 1, 2$, let $(\psi_i, y_i)$ satisfy Assumption 1 with the generator $g_i(t, s, \eta, y, z)$ being independent of $y$. Let $(\eta_i(t, \cdot), \zeta_i(t, \cdot))$ be the unique $L^p$-adapted $C$-solution of BSVIE (9) corresponding to $(\psi_i, y_i)$. Then it holds that
\[
\sup_{t \in [S, T]} \mathbb{E}\left[|\eta_1(t) - \eta_2(t)|^p + \left( \int_t^T |\zeta_1(t, s) - \zeta_2(t, s)|^2 \, ds \right)^{p/2} \right] \leq C \sup_{t \in [S, T]} \mathbb{E}\left[|\psi_1(t) - \psi_2(t)|^p \right. \right.
\]
\[
\left. \left. + \left( \int_t^T |g_1(t, s, \eta_1(s), \zeta_1(t, s)) - g_2(t, s, \eta_1(s), \zeta_1(t, s))| \, ds \right)^p \right] \right].
\] (19)

Next, we study the regularity of the solution $(Y(t, s), Z(t, s))$ of EBSVIE (1) with respect to $t \in [S, T]$. For the free term $\psi$ and the generator $g$, we further impose the following assumptions.

**Assumption 2.** Fix $p \geq 2$.

(i) $\psi(\cdot) \in C^1([S, T]; L^p_{\mathbb{F}_T}(\Omega; \mathbb{R}^m))$.

(ii) $g$ satisfies Assumption 1 (ii). Moreover, the following hold.

- For any $t_1, t_2 \in [S, T]$, for $\text{Leb}_{[S, T]} \otimes \mathbb{P}$-a.e. $(s, \omega) \in [S, T] \times \Omega$, and for any $\eta \in \mathbb{R}^m$, the function $(y, z) \mapsto g(t, s, \eta, y, z)$ is differentiable. Moreover, there exist a process $G(t, \cdot) \in C_b([S, T]; L^0(\mathbb{F}_T; H))$ with a Euclidean space $H$ and a modulus of continuity $\rho : [0, \infty) \rightarrow [0, \infty)$ such that, for any $t_1, t_2 \in [S, T]$, for $\text{Leb}_{[S, T]} \otimes \mathbb{P}$-a.e. $(s, \omega) \in [S, T] \times \Omega$, it holds that
\[
|\partial_{(y, z)}g(t_1, s, \eta, y_1, z_1) - \partial_{(y, z)}g(t_2, s, \eta, y_2, z_2)| \leq \rho(|y_1 - y_2| + |z_1 - z_2|)
\]
for any $\eta, y_1, y_2 \in \mathbb{R}^m$ and $z_1, z_2 \in \mathbb{R}^{m \times d}$. 

There exists a measurable function $\partial_t g$ satisfying Assumption 1 (ii) such that, for any $t_1, t_2 \in [S, T]$, for $\text{Leb}_{[S, T]} \otimes \mathbb{P}$-a.e. $(s, \omega) \in [S, T] \times \Omega$, it holds that

\[ g(t_1, s, \eta, y, z) - g(t_2, s, \eta, y, z) = \int_{t_2}^{t_1} \partial_t g(\tau, s, \eta, y, z) \, d\tau \]

for any $\eta, y \in \mathbb{R}^m$ and $z \in \mathbb{R}^{m \times d}$.

Suppose that Assumption 2 holds. Let $(Y(\cdot, \cdot), Z(\cdot, \cdot)) \in \mathcal{E}_{\mathbb{L}}^p(S, T; \mathbb{R}^m \times \mathbb{R}^{m \times d})$ be the unique $L^p$-adapted C-solution of EBSVIE (1). Consider the following linear EBSVIE for $(\mathcal{Y}(\cdot, \cdot), \mathcal{Z}(\cdot, \cdot))$:

\[
\mathcal{Y}(t, s) = \partial_t \psi(t) + \int_s^T (g_t(t, r) + g_y(t, r) \mathcal{Y}(t, r) + \sum_{j=1}^d g_z(t, r) \mathcal{Z}_j(t, r)) \, dr
- \int_s^T \mathcal{Z}(t, r) \, dW(r), \quad s \in [S, T], \quad t \in [S, T],
\]

(20)

where, for each $z \in \mathbb{R}^{m \times d}$, $z_j \in \mathbb{R}^m$ denotes the $j$-th column, and

\[
\begin{align*}
&g_t(t, r) := \partial_t g(t, r, Y(r, r), Y(t, r), Z(t, r)), \\
g_y(t, r) := \partial_y g(t, r, Y(r, r), Y(t, r), Z(t, r)), \\
g_z(t, r) := \partial_z g(t, r, Y(r, r), Y(t, r), Z(t, r)), \quad j = 1, \ldots, d.
\end{align*}
\]

Observe that $\partial_t \psi(\cdot) \in C([S, T]; L^p_{\mathbb{F}}(\Omega; \mathbb{R}^m))$, $g_t(\cdot, \cdot) \in C([S, T]; L^p_{\mathbb{F}}(S, T; \mathbb{R}^m))$, and $g_y(\cdot, \cdot), g_z(\cdot, \cdot) \in C_b([S, T]; L^p_{\mathbb{F}}(S, T; \mathbb{R}^{m \times m}))$, $j = 1, \ldots, d$.

Thus, the coefficients of EBSVIE (20) satisfy Assumption 1, and hence there exists a unique $L^p$-adapted C-solution $(\mathcal{Y}(\cdot, \cdot), \mathcal{Z}(\cdot, \cdot)) \in \mathcal{E}_{\mathbb{L}}^p(S, T; \mathbb{R}^m \times \mathbb{R}^{m \times d})$. In fact, the equation (20) is just a family of (decoupled) BSDEs parametrized by $t \in [S, T]$. The next result shows that, under the above assumption, the function $t \mapsto (Y(t, \cdot), Z(t, \cdot))$ is differentiable (as a Banach space-valued function) and $(\mathcal{Y}(\cdot, \cdot), \mathcal{Z}(\cdot, \cdot))$ coincides with its derivative.

**Theorem 3.7.** Let Assumption 2 hold. Let $(Y(\cdot, \cdot), Z(\cdot, \cdot)) \in \mathcal{E}_{\mathbb{L}}^p(S, T; \mathbb{R}^m \times \mathbb{R}^{m \times d})$ and $(\mathcal{Y}(\cdot, \cdot), \mathcal{Z}(\cdot, \cdot)) \in \mathcal{E}_{\mathbb{L}}^p(S, T; \mathbb{R}^m \times \mathbb{R}^{m \times d})$ be the $L^p$-adapted C-solutions of EBSVIE (1) and (20), respectively. Then

- the map $t \mapsto Y(t, \cdot)$ is in $C^1([S, T]; L^p_{\mathbb{F}}(\Omega; C([S, T]; \mathbb{R}^m)))$ with the derivative $\partial_t Y(\cdot, \cdot) = \mathcal{Y}(\cdot, \cdot)$, and
- the map $t \mapsto Z(t, \cdot)$ is in $C^1([S, T]; L^p_{\mathbb{F}}^2(S, T; \mathbb{R}^{m \times d}))$ with the derivative $\partial_t Z(\cdot, \cdot) = \mathcal{Z}(\cdot, \cdot)$.

**Proof.** Fix $t \in [S, T]$. For each $h \neq 0$ such that $t + h \in [S, T]$, define

\[
\begin{align*}
&\Delta^h Y(t, s) := \frac{1}{h} \left( Y(t + h, s) - Y(t, s) \right) - \mathcal{Y}(t, s), \\
&\Delta^h Z(t, s) := \frac{1}{h} \left( Z(t + h, s) - Z(t, s) \right) - \mathcal{Z}(t, s).
\end{align*}
\]

We show that

\[
\lim_{h \to 0} \mathbb{E} \left[ \sup_{s \in [S, T]} \left| \Delta^h Y(t, s) \right|^p + \left( \int_S^T \left| \Delta^h Z(t, s) \right|^2 \, ds \right)^{p/2} \right] = 0.
\]

(21)
Simple calculations show that, for any $s \in [S,T],
\Delta^h Y(t,s) = \frac{1}{h} (\psi(t+h) - \psi(t)) - \partial_t \psi(t) - \int_s^T \Delta^h Z(t,r) dW(r)
+ \int_s^T \left\{ \frac{1}{h} \left( g(t+h, r, Y(t+h, r), Z(t+h, r))
- g(t, r, Y(t, r), Z(t, r)) \right) - g_t(t, r) - g_y(t, r) \right\} dr
= \frac{1}{h} (\psi(t+h) - \psi(t)) - \partial_t \psi(t) - \int_s^T \Delta^h Z(t,r) dW(r)
+ \int_s^T \left\{ \tilde{g}_t^h(t,r) - g_t(t, r) + \left( \tilde{g}_y^h(t,r) - g_y(t, r) \right) \right\} dr
+ \tilde{g}_y^h(t,r) \Delta^h Y(t,r) + \sum_{j=1}^d \tilde{g}_z_j^h(t,r) \Delta^h Z_j(t,r) \right\} dr,
\]
where
\[
\tilde{g}_t^h(t,r) := \frac{1}{h} \int_t^{t+h} \partial_t g(r, Y(r, r), Y(t+h, r), Z(t+h, r)) dr,
\]
\[
\tilde{g}_y^h(t,r) := \int_0^1 \partial_y \tilde{g}(t, r, Y(r, r), Y(t, r) + \lambda(Y(t+h, r) - Y(t, r)), Z(t+r) + \lambda(Z(t+h, r) - Z(t, r))) d\lambda,
\]
\[
\tilde{g}_z_j^h(t,r) := \int_0^1 \partial_{z_j} \tilde{g}(t, r, Y(r, r), Y(t, r) + \lambda(Y(t+h, r) - Y(t, r)), Z(t+r) + \lambda(Z(t+h, r) - Z(t, r))) d\lambda.
\]
Note that $\tilde{g}_y^h(\cdot, \cdot)$ and $\tilde{g}_z_j^h(\cdot, \cdot)$ are bounded uniformly in $h$. Thus, by the standard estimate of the solution of the BSDE, we see that there exists a constant $C > 0$ such that, for any $h \neq 0,$
\[
E \left[ \sup_{s \in [S,T]} |\Delta^h Y(t,s)|^p + \left( \int_s^T |\Delta^h Z(t,s)|^2 ds \right)^{p/2} \right]
\leq C E \left[ \frac{1}{h} (\psi(t+h) - \psi(t)) - \partial_t \psi(t) \right]^p
+ \left( \int_s^T \left\{ |\tilde{g}_y^h(t,s) - g_y(t,s)| Y(t,s) + \sum_{j=1}^d |\tilde{g}_z_j^h(t,s) - g_z_j(t,s)| Z(t,s) \right\} ds \right]^p.
\]
Clearly it holds that \( \lim_{h \to 0} \mathbb{E}\left[ \frac{1}{h} \left\{ \psi(t + h) - \psi(t) \right\} - \partial_t \psi(t) \right] = 0. \) Suppose that \( h > 0. \) Since \( \partial_t g \) satisfies Assumption 1 (ii), we see that

\[
\mathbb{E}\left[ \left( \int_{S}^{T} \frac{1}{h} \int_{t}^{t+h} \left| \partial_t \phi(t, s, Y(t, s), Y(t+h, s), Z(t+h, s)) \right| d\tau d\sigma \right]^p \right] < 0. \]

Since \( E \leq \sup_{\tau \in [t, T]} \left( \int_{S}^{T} \left| \frac{1}{h} \int_{t}^{t+h} \left| \partial_t \phi(t, s, Y(t, s), Y(t+h, s), Z(t+h, s)) \right| d\tau d\sigma \right)^p \right), \) by the assumption, we see that

\[
\lim_{h \to 0} \mathbb{E}\left[ \left( \int_{S}^{T} \left| \frac{1}{h} \int_{t}^{t+h} \left| \partial_t \phi(t, s, Y(t, s), Y(t+h, s), Z(t+h, s)) \right| d\tau d\sigma \right)^p \right] = 0.
\]

Furthermore, by using Fubini’s theorem and Hölder’s inequality, we have

\[
\mathbb{E}\left[ \left( \int_{S}^{T} \frac{1}{h} \int_{t}^{t+h} \left| k(\tau, s) - k(t, s) \right| d\tau d\sigma \right)^p \right] = \mathbb{E}\left[ \left( \frac{1}{h} \int_{t}^{t+h} \int_{S}^{T} \left| k(\tau, s) - k(t, s) \right| d\sigma d\tau \right)^p \right] \leq \frac{1}{h} \int_{t}^{t+h} \mathbb{E}\left[ \left( \int_{S}^{T} \left| k(\tau, s) - k(t, s) \right| d\sigma \right)^p \right] d\tau \leq \sup_{\tau \in [t,t+h]} \mathbb{E}\left[ \left( \int_{S}^{T} \left| k(\tau, s) - k(t, s) \right| d\sigma \right)^p \right] \frac{h \to 0}{h} = 0.
\]

By the same calculation as above and Lemma 2.1, we see that

\[
\mathbb{E}\left[ \left( \int_{S}^{T} \frac{1}{h} \int_{t}^{t+h} \left| l(\tau, s) - l(t, s) \right| \left( \left| Y(t, s) \right| + \left| Y(t+h, s) \right| + \left| Z(t+h, s) \right| \right) d\tau d\sigma \right)^p \right] \leq \sup_{\tau \in [t,t+h]} \mathbb{E}\left[ \left( \int_{S}^{T} \left| l(\tau, s) - l(t, s) \right| \left( \left| Y(t, s) \right| + \left| Y(t+h, s) \right| + \left| Z(t+h, s) \right| \right) d\sigma \right)^p \right] \frac{h \to 0}{h} = 0.
\]

Therefore, we obtain

\[
\lim_{h \to 0} \mathbb{E}\left[ \left( \int_{S}^{T} \left| \gamma^h(t, s) - g(t, s) \right| d\sigma \right)^p \right] = 0.
\]

By the same way, we can show that \( \lim_{h \to 0} \mathbb{E}\left[ \left( \int_{S}^{T} \left| \gamma^h(t, s) - g(t, s) \right| d\sigma \right)^p \right] = 0. \) On the other hand, since the map \( t \mapsto (Y(t, \cdot), Z(t, \cdot)) \) is continuous in \( L^p_y(S, T; \mathbb{R}^m) \times \mathbb{R}^{m \times d} \), by the assumption, we see that \( \gamma^h(t, \cdot) - g(t, \cdot) \) and \( \sum_{j=1}^{d} \left| \gamma^h_{z_j}(t, \cdot) - g_{z_j}(t, \cdot) \right| \)
\[ g_z(t, \cdot) \] tend to zero as \( h \to 0 \) in \( L^0_T(S, T; \mathbb{R}) \). Since these two terms are uniformly bounded, again by Lemma 2.1, we see that
\[
\lim_{h \to 0} \mathbb{E} \left[ \left( \int_S^T \left\{ \left| \tilde{g}^h_y(t, s) - g_y(t, s) \right| \left| \mathcal{Y}(t, s) \right| + \sum_{j=1}^d \tilde{g}^h_{z_j}(t, s) - g_{z_j}(t, s) \right| \left| \mathcal{Z}(t, s) \right| \right) ds \right]^p = 0.
\]
Consequently, we get (21) and finish the proof. \( \square \)

**Remark 3.8.** From the above result and Lemma 2.7, under Assumption 2, the diagonal process \( \text{Diag}[Z](\cdot) \in L^p_T(S, T; \mathbb{R}^{m \times d}) \) is well-defined and satisfies Property (D) with respect to \( Z(\cdot, \cdot) \). This consequence provides an interesting generalization where the generator \( g \) depends also on \( \text{Diag}[Z](\cdot) \), that is, the following equation:
\[
Y(t, s) = \psi(t) + \int_s^T g(t, r, Y(r, r), \text{Diag}[Z](r), Y(t, r), Z(t, r)) dr - \int_s^T Z(t, r) dW(r), \quad s \in [S, T], \; t \in [S, T].
\]

Wang–Yong [23] studied a similar equation (in a Markovian setting) in view of a generalization of the Feynman–Kac formula. From our discussions, for the sake of the well-definedness of \( \text{Diag}[Z](\cdot) \), we can guess that the “solution” \( (Y(\cdot, \cdot), Z(\cdot, \cdot)) \) of (22) should be regular in an appropriate sense. Indeed, after we submitted the first version of this paper, Hernández–Possamaï [9] reported a relevant result on this issue. They assumed differentiability conditions which are similar to Assumption 2, and showed the well-poseness of the generalized equation (22) by considering a coupled system of \( (Y(\cdot, \cdot), Z(\cdot, \cdot)) \) and their derivatives \( (\partial_t Y(\cdot, \cdot), \partial_t Z(\cdot, \cdot)) \), together with an auxiliary BSDE which corresponds to the dynamics of \( Y(s, s) \). Compared with the discussions of [9], in this paper, we firstly established the well-posedness of (1) under Assumption 1 without differentiability conditions, and then proved the regularity of the solution under Assumption 2. We remark that, in our setting, EBSVIE (20) is consistent with the dynamics of the derivatives \( (\partial_t Y(\cdot, \cdot), \partial_t Z(\cdot, \cdot)) \) appearing in [9].

**4. Time-inconsistent stochastic recursive control problems.** In this and the next sections, we investigate, in the open-loop framework, a time-inconsistent stochastic recursive control problem where the cost functional is defined by the solution of a Type-I BSVIE. In the following, for the sake of simplicity of notation, we assume that \( d = 1 \), that is, the Brownian motion \( W(\cdot) \) is one-dimensional. Our results can be easily generalized to the case of a general \( d \in \mathbb{N} \).

Let \( T > 0 \) be a finite time horizon. For each \( \tau \in [0, T] \), define the set of admissible controls on \([\tau, T]\) by
\[
\mathcal{U}[\tau, T] := \{ u : \Omega \times [\tau, T] \to U \mid u(\cdot) \text{ is progressively measurable} \},
\]
where \((U, d)\) is a separable metric space. We define the set of initial conditions by
\[
\mathcal{I} := \left\{ (\tau, x_\tau) \mid \tau \in [0, T], \; x_\tau \in \bigcap_{p \geq 1} L^p_{\mathcal{F}_\tau}(\Omega; \mathbb{R}^n) \right\}.
\]
For each initial condition \((\tau, x_\tau) \in \mathcal{I}\) and control process \( u(\cdot) \in \mathcal{U}[\tau, T] \), the corresponding (\( \mathbb{R}^n \)-valued) state process \( X(\cdot) = X(\cdot; \tau, x_\tau; u(\cdot)) \) is defined by the solution
to the following SDE:

\[
\begin{aligned}
&\left\{ \begin{array}{l}
  dX(s) = b(s, u(s), X(s)) \, ds + \sigma(s, u(s), X(s)) \, dW(s), \quad s \in [\tau, T], \\
  X(\tau) = x_\tau.
\end{array} \right.
\]

(23)

Define the cost functional by

\[
J(\tau, x_\tau; u(\cdot)) := Y(\tau)
\]

where \((Y(\cdot), Z(\cdot, \cdot)) = (Y(\cdot; \tau, x_\tau; u(\cdot)), Z(\cdot, \cdot; \tau, x_\tau; u(\cdot)))\) is the adapted C-solution to the following (\(\mathbb{R}\)-valued) Type-I BSVIE:

\[
Y(t) = h(t, X(T)) + \int_t^T f(t, s, u(s), X(s), Y(s), Z(t, s)) \, ds - \int_t^T Z(t, s) \, dW(s),
\]

\[t \in [\tau, T].\]

(24)

Our definition of \(J(\tau, x_\tau; u(\cdot))\) is a recursive cost functional with general (non-exponential) discounting; see [23]. We impose the following assumptions on the coefficients:

**Assumption 3** (on SDE (23)).

(i) The maps \(b, \sigma : [0, T] \times U \times \mathbb{R}^n \to \mathbb{R}^n\) are measurable, and there exist a constant \(L > 0\) and a modulus of continuity \(\rho : [0, \infty) \to [0, \infty)\) such that for \(\varphi = b, \sigma\), we have

\[
\begin{align*}
|\varphi(s, u_1, x_1) - \varphi(s, u_2, x_2)| & \leq L|x_1 - x_2| + \rho(d(u_1, u_2)), \\
|\varphi(s, u, 0)| & \leq L, \quad \forall (s, u) \in [0, T] \times U.
\end{align*}
\]

(ii) The maps \(b\) and \(\sigma\) are \(C^2\) in \(x\). Moreover, there exist a constant \(L > 0\) and a modulus of continuity \(\rho : [0, \infty) \to [0, \infty)\) such that for \(\varphi = b, \sigma\), we have

\[
\begin{align*}
|\partial_x \varphi(s, u_1, x_1) - \partial_x \varphi(s, u_2, x_2)| & \leq L|x_1 - x_2| + \rho(d(u_1, u_2)), \\
|\partial^2_x \varphi(s, u_1, x_1) - \partial^2_x \varphi(s, u_2, x_2)| & \leq \rho(|x_1 - x_2| + d(u_1, u_2)),
\end{align*}
\]

\[\forall s \in [0, T], \quad x_1, x_2 \in \mathbb{R}^n, \quad u_1, u_2 \in U.\]

**Assumption 4** (on BSVIE (24)).

(i) The maps \(h : [0, T] \times \mathbb{R}^n \to \mathbb{R}\) and \(f : [0, T]^2 \times U \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}\) are measurable, and there exist a constant \(L > 0\) and a modulus of continuity \(\rho : [0, \infty) \to [0, \infty)\) such that for \(\varphi(t, s, u, x, y, z) = h(t, x), f(t, s, u, x, y, z)\), we have

\[
\begin{align*}
|\varphi(t, s, u_1, x_1, y_1, z_1) - \varphi(t, s, u_2, x_2, y_2, z_2)| & \leq L(|x_1 - x_2| + |y_1 - y_2| + |z_1 - z_2|) + \rho(d(u_1, u_2)), \\
& \forall (t, s) \in [0, T]^2, \quad x_1, x_2 \in \mathbb{R}^n, \quad y_1, y_2, z_1, z_2 \in \mathbb{R}, \quad u_1, u_2 \in U;
\end{align*}
\]

(25)

(ii) The map \(h\) is \(C^2\) in \(x \in \mathbb{R}^n\) and the map \(f\) is \(C^2\) in \((x, y, z) \in \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}\). Moreover, there exist a constant \(L > 0\) and a modulus of continuity \(\rho : [0, \infty) \to [0, \infty)\) such that for \(\varphi(t, s, u, x, y, z) = h(t, x), f(t, s, u, x, y, z)\), we
have
\[
\begin{align*}
&\left\{ D\varphi(t, s, u_1, x_1, y_1, z_1) - D\varphi(t, s, u_2, x_2, y_2, z_2) \right\} \\
&\leq L(|x_1 - x_2| + |y_1 - y_2| + |z_1 - z_2| + \rho(d(u_1, u_2)), \\
&\forall (t, s) \in [0, T]^2, x_1, x_2 \in \mathbb{R}^n, y_1, y_2, z_1, z_2 \in \mathbb{R}, u_1, u_2 \in U; \\
&\left\{ D^2\varphi(t, s, u_1, x_1, y_1, z_1) - D^2\varphi(t, s, u_2, x_2, y_2, z_2) \right\} \\
&\leq \rho(|x_1 - x_2| + |y_1 - y_2| + |z_1 - z_2| + d(u_1, u_2)), \\
&\forall (t, s) \in [0, T]^2, x_1, x_2 \in \mathbb{R}^n, y_1, y_2, z_1, z_2 \in \mathbb{R}, u_1, u_2 \in U.
\end{align*}
\]

where \( D\varphi \) is the gradient of \( \varphi \) with respect to \((x, y, z)\) and \( D^2\varphi \) is the Hessian matrix of \( \varphi \) with respect to \((x, y, z)\).

(iii) There exists a modulus of continuity \( \rho : [0, \infty) \rightarrow [0, \infty) \) such that for \( \varphi(t, s, u, x, y, z) = h(t, x)\partial_1h(t, x)\partial_2h(t, x)Df(t, s, u, x, y, z), Df(t, s, u, x, y, z), \) \( D^2f(t, s, u, x, y, z), \) we have
\[
|\varphi(t_1, s, u, x, y, z) - \varphi(t_2, s, u, x, y, z)| \leq \rho(|t_1 - t_2|) (1 + |x| + |y| + |z|),
\]
\( \forall t_1, t_2, s, x, y, z \in [0, T], (x, y, z) \in \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}, u \in U. \) (26)

(iv) The maps \( h, \partial_1h, f, Df \) are \( C^1 \) in \( t \in [0, T] \). Moreover, there exist a constant \( L > 0 \) and a modulus of continuity \( \rho : [0, \infty) \rightarrow [0, \infty) \) such that for \( \varphi(t, s, u, x, y, z) = \partial_1h(t, x)\partial_2\partial_2h(t, x)\partial_3f(t, s, u, x, y, z), \partial_1f(t, s, u, x, y, z), \partial_1Df(t, s, u, x, y, z), \) we have (25) and (26).

Under Assumption 3, for each initial condition \((\tau, x_\tau) \in I\) and control process \( u(\cdot) \in U[\tau, T] \), SDE (23) has a unique strong solution \( X(\cdot) \) which satisfies
\[
\mathbb{E}\left[ \sup_{s \in [\tau, T]} |X(s)|^p \right] \leq C\left( 1 + \mathbb{E}[|x_\tau|^p] \right) < \infty, \forall p \geq 2.
\]
Moreover, under Assumption 4, the free term \( \psi(t) = h(t, X(T)) \) and the generator
\[
g(t, s, \eta, y, z) = f(t, s, u(s), X(s), \eta, y, z)
\]
satisfy Assumption 2 for any \( p \geq 2 \). Therefore, by Corollary 3.6, BSVIE (24) has a unique \( L^p \)-adapted \( C \)-solution \((Y(\cdot), Z(\cdot, \cdot))\) for any \( p \geq 2 \). Consequently, the cost functional is well-defined and finite a.s. for any \( \tau \in [0, T] \). Furthermore, by Theorem 3.7, the map \([\tau, T] \ni t \rightarrow Z(t, \cdot) \in L^p_{L^2}(\tau, T; \mathbb{R})\) is continuously differentiable for any \( p \geq 2 \). Therefore, by Lemma 2.7, there exists a unique process \( \text{Diag}[Z](\cdot) \in \bigcap_{p \geq 2} L^p_{L^2}(\tau, T; \mathbb{R}) \) such that, for any \( p' \geq 1 \) and \( 1 \leq q' \leq 2 \), it holds that
\[
\mathbb{E}\left[ \left( \int_\tau^{t+\varepsilon} |Z(t, s) - \text{Diag}[Z](s)|^{q'} ds \right)^{p'/q'} \right]^{1/p'} = o(\varepsilon^{1/2+1/q'}), \forall t \in [\tau, T).
\]

Our problem is to find a control process \( \hat{u}(\cdot) \) which minimizes the cost functional. However, it is well-known that the problem is time-inconsistent in general. That is, even if \( \hat{u}(\cdot) \in U[t_0, T] \) is an optimal control with respect to a given initial condition \((t_0, x_{t_0}) \in I\), for a future time \( t_1 \in [t_0, T) \), the restriction \( \hat{u}|_{[t_1, T]}(\cdot) \) of \( \hat{u}(\cdot) \) on the later time interval \([t_1, T]\) is no longer optimal with respect to the corresponding initial condition \((t_1, X(t_1; t_0, x_{t_0}; \hat{u}(\cdot))) \in I\). For more detailed discussions on the time-inconsistency, see for example [29]. Instead of seeking for a global optimal control (which does not exist in general), we investigate an open-loop equilibrium control defined as follows.
**Definition 4.1.** Let \((t_0, x_{t_0}) \in \mathcal{I}\) be given. We say that a control process \(\hat{u}(\cdot) \in \mathcal{U}[t_0, T]\) is an open-loop equilibrium control with respect to the initial condition \((t_0, x_{t_0})\) if, for any \(v(\cdot) \in \mathcal{U}[t_0, T]\), any \(\tau \in [t_0, T]\), and any nonnegative, bounded and \(\mathcal{F}_{\tau}\)-measurable random variable \(\xi\), it holds that

\[
\liminf_{\varepsilon \downarrow 0} \mathbb{E} \left[ \frac{J(\tau, \hat{X}(\cdot); u^{\tau, \varepsilon}(\cdot)) - J(\tau, \hat{X}(\cdot); \hat{u}|_{\tau, T}(\cdot))}{\varepsilon} \xi \right] \geq 0,
\]

where \(\hat{X}(\cdot) := X(\cdot; t_0, x_{t_0}; \hat{u}(\cdot))\), \(\hat{u}|_{\tau, T}(\cdot) \in \mathcal{U}[\tau, T]\) is the restriction of \(\hat{u}(\cdot)\) on \([\tau, T]\), and \(u^{\tau, \varepsilon}(\cdot) \in \mathcal{U}[\tau, T]\) is defined by

\[
u^{\tau, \varepsilon}(s) := \begin{cases} v(s) & \text{for } s \in [\tau, \tau + \varepsilon), \\ \hat{u}(s) & \text{for } s \in [\tau + \varepsilon, T]. \end{cases}
\]

**Remark 4.2.** (i) The above definition is slightly different from the original definition given by Hu–Jin–Zhou [13, 14], where the “definition” of an open-loop equilibrium control is given by

\[
\liminf_{\varepsilon \downarrow 0} \frac{J(\tau, \hat{X}(\cdot); u^{\tau, \varepsilon}(\cdot)) - J(\tau, \hat{X}(\cdot); \hat{u}|_{\tau, T}(\cdot))}{\varepsilon} \geq 0 \text{ a.s.}
\]

However, since \(\{J(\tau, \hat{X}(\cdot); u^{\tau, \varepsilon}(\cdot))\}_{\varepsilon > 0}\) is an uncountable family of random variables, and the a.s. limit with respect to the whole \(\varepsilon > 0\) may not be well-defined, the above “definition” is not suitable for our problem. Note that if there exists a modification of the family \(\{J(\tau, \hat{X}(\cdot); u^{\tau, \varepsilon}(\cdot))\}_{\varepsilon > 0}\) which is a.s. continuous (with respect to \(\varepsilon\)), then (28) makes sense for such a modification. If furthermore the family \(\left\{\left(\frac{J(\tau, \hat{X}(\cdot); u^{\tau, \varepsilon}(\cdot)) - J(\tau, \hat{X}(\cdot); \hat{u}|_{\tau, T}(\cdot))}{\varepsilon}\right)\right\}_{\varepsilon > 0}\) is uniformly integrable, then by Fatou’s lemma we see that (28) implies our definition. However, since the existence of the continuous modification is questionable, we should avoid to use (28) as the definition in our problem. Thus, we defined an open-loop equilibrium control by a weak sense, which is well-defined in general. In fact, it turns out that if \(\hat{u}(\cdot) \in \mathcal{U}[t_0, T]\) is an open-loop equilibrium control with respect to \((t_0, x_{t_0}) \in \mathcal{I}\) in the sense of Definition 4.1, then for any \(v(\cdot) \in \mathcal{U}[t_0, T]\) and \(\tau \in [t_0, T]\), there exists a sequence \(\{\varepsilon_k\}_{k \in \mathbb{N}} \subset (0, T - \tau)\) which depends on \(\hat{u}(\cdot), v(\cdot)\) and \(\tau\) such that \(\lim_{k \to \infty} \varepsilon_k = 0\) and

\[
\liminf_{k \to \infty} \frac{J(\tau, \hat{X}(\cdot); u^{\tau, \varepsilon_k}(\cdot)) - J(\tau, \hat{X}(\cdot); \hat{u}|_{\tau, T}(\cdot))}{\varepsilon_k} \geq 0 \text{ a.s.};
\]

see Remark 5.4. We also remark that our definition is consistent with the game theoretic formulation usually discussed in the literature of continuous-time time-inconsistent stochastic control problems; see for example [3].

(ii) The concept of open-loop equilibrium controls is time-consistent. Indeed, if \(\hat{u}(\cdot) \in \mathcal{U}[t_0, T]\) is an open-loop equilibrium control with respect to a given initial condition \((t_0, x_{t_0}) \in \mathcal{I}\), then, for any future time \(t_1 \in [t_0, T]\), the restriction \(\hat{u}|_{[t_1, T]}(\cdot) \in \mathcal{U}[t_1, T]\) of \(\hat{u}(\cdot)\) on the later time interval \([t_1, T]\) is also an open-loop equilibrium control with respect to the corresponding initial condition \((t_1, X(t_1; t_0, x_{t_0}; \hat{u}(\cdot))) \in \mathcal{I}\).

Our goal is to characterize an open-loop equilibrium control by using variational methods. The key point is to derive the first-order and the second-order adjoint equations. Firstly, let us state our main result. The proof will be given in Section 5.
Let \((t_0, x_{t_0}) \in \mathcal{I}\) and \(\hat{u}(\cdot) \in \mathcal{U}[t_0, T]\) be given. Denote by \((\hat{X}(\cdot), \hat{Y}(\cdot), \hat{Z}(\cdot, \cdot))\) the corresponding triplet, that is,
\[
(\hat{X}(\cdot), \hat{Y}(\cdot), \hat{Z}(\cdot, \cdot)) := (X(\cdot; t_0, x_{t_0}, \hat{u}(\cdot)), Y(\cdot; t_0, x_{t_0}, \hat{u}(\cdot)), Z(\cdot, \cdot; t_0, x_{t_0}, \hat{u}(\cdot))).
\]
We use the following notation:
\[
\varphi(s) = \varphi(s, \hat{u}(s), \hat{X}(s)), \quad \varphi_x(s) = \partial_x \varphi(s, \hat{u}(s), \hat{X}(s)), \quad \varphi_{xx}(s) = \partial^2_x \varphi(s, \hat{u}(s), \hat{X}(s)),
\]
for \(\varphi = b, \sigma, \text{ and } f\) in the spirit of the stochastic maximum principle. The above adjoint equations are natural generalizations of that pointwise sense, and hence they are beyond the literature \([21]\). Alternatively, we introduce the following two EBSVIEs for \((p(\cdot, \cdot), q(\cdot, \cdot))\) and \((P(\cdot, \cdot), Q(\cdot, \cdot))\), respectively:
\[
p(t, s) = h_x(t) + \int_s^T \left\{ b_x^\top(r) p(t, r) + \sigma_x^\top(r) q(t, r) + f_z(t, r)(\sigma_x^\top(r)p(t, r) + q(t, r)) \right. \\
\left. \quad + f_b(t, r)p(r, r) + f_z(t, r) \right\} \, dr \\
- \int_s^T q(t, r) \, dW(r), \quad s \in [t_0, T], \ t \in [t_0, T],
\]
and
\[
P(t, s) = h_{xx}(t) \\
+ \int_s^T \left\{ b_x^\top(r) P(t, r) + P(t, r)b_x(r) + \sigma_x^\top(r) P(t, r)\sigma_x(r) \right. \\
\quad + \sigma_x^\top(r)Q(t, r) + Q(t, r)\sigma_x(r) \\
\quad + f_z(t, r)(\sigma_x^\top(r)P(t, r) + P(t, r)\sigma_x(r) + Q(t, r)) + f_b(t, r)P(r, r) \\
\quad + b_x^\top(r)p(t, r) + \sigma_x^\top(r)(f_z(t, r)p(t, r) + q(t, r)) \\
\quad + [I_{n \times n}, p(r, r), \sigma_x^\top(r)p(t, r) + q(t, r)]D^2 f(t, r) \\
\left. \quad \times [I_{n \times n}, p(r, r), \sigma_x^\top(r)p(t, r) + q(t, r)]^\top \right\} \, dr \\
- \int_s^T Q(t, r) \, dW(r), \quad s \in [t_0, T], \ t \in [t_0, T],
\]
where \(b_x^\top(r)p(t, r) := \sum_{i=1}^n p^i(t, r)b_x^i(r)\) and \(\sigma_x^\top(r)(f_z(t, r)p(t, r) + q(t, r))\) is defined similarly. We call EBSVIE \((32)\) the first-order adjoint equation and EBSVIE \((33)\) the second-order adjoint equation in the spirit of the stochastic maximum principle. The above adjoint equations are natural generalizations of that of time-consistent problems \([16, 35, 11]\) and a time-inconsistent problem with an additive cost functional \([29]\) (Section 4). These equations become EBSVIEs due to the dependency on \(f_b(t, r)p(r, r)\) and \(f_b(t, r)P(r, r)\) of the generators. Note that the coefficients of EBSVIEs \((32)\) and \((33)\) are not continuous with respect \(t\) in the pointwise sense, and hence they are beyond the literature \([21]\). Alternatively, we
Proposition 4.3. EBSVIEs (32) and (33) have unique adapted C-solutions

\[
(p(\cdot, \cdot), q(\cdot, \cdot)) \in \bigcap_{p \geq 2} \mathcal{H}^p_{\mathbb{R}}(t_0, T; \mathbb{R}^n \times \mathbb{R}^n)
\]

and

\[
(P(\cdot, \cdot), Q(\cdot, \cdot)) \in \bigcap_{p \geq 2} \mathcal{H}^p_{\mathbb{R}}(t_0, T; \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n}),
\]

respectively. Moreover, the map \( t \mapsto q(t, \cdot) \) is in \( C^1([t_0, T]; L^p_{\mathbb{R}}(t_0, T; \mathbb{R}^n)) \) for any \( p \geq 2 \), and there exists a unique process \( \text{Diag}[q](\cdot) \in \bigcap_{p \geq 2} L^p_{\mathbb{R}}(t_0, T; \mathbb{R}^n) \) such that, for any \( p' \geq 1 \) and \( 1 \leq q' \leq 2 \), it holds that

\[
E \left[ \left( \int_{t}^{t+\varepsilon} |q(t, s) - \text{Diag}[q](s)|^{p' / q'} \, ds \right)^{1 / p'} \right] = o(\varepsilon^{1/2+1/q'}), \quad \forall \, t \in [t_0, T].
\]  

Define the \( \mathcal{H} \)-function \( [t_0, T] \times \Omega \times U \ni (s, \omega, v) \mapsto \mathcal{H}(s, \omega, v; t_0, x_{t_0}; \hat{u}(\cdot)) \in \mathbb{R} \) by

\[
\mathcal{H}(s, \omega, v; t_0, x_{t_0}; \hat{u}(\cdot)) := \langle p(s, s), b(s, v, \hat{X}(s)) \rangle + \langle \text{Diag}[q](s), \sigma(s, v, \hat{X}(s)) \rangle
\]

\[ + f \left( s, s, v, \hat{X}(s), \hat{Y}(s), \text{Diag}[\hat{Z}](s) + \langle p(s, s), \sigma(s, v, \hat{X}(s)) - \sigma(s, \hat{u}(s), \hat{X}(s)) \rangle \right)
\]

\[ + \frac{1}{2} \left\langle P(s, s)(\sigma(s, v, \hat{X}(s)) - \sigma(s, \hat{u}(s), \hat{X}(s))), \sigma(s, v, \hat{X}(s)) - \sigma(s, \hat{u}(s), \hat{X}(s)) \right\rangle \]

for \((s, \omega, v) \in [t_0, T] \times \Omega \times U\) (where we suppressed the dependency on \( \omega \in \Omega \) in the right hand side). Note that the state process \( \hat{X}(\cdot) \), the cost process \( (Y(\cdot), \hat{Z}(\cdot), \cdot) \), and the adjoint processes \((p(\cdot, \cdot), q(\cdot, \cdot)), (P(\cdot, \cdot), Q(\cdot, \cdot))\) are uniquely determined by each initial condition \((t_0, x_{t_0}) \in \mathcal{I}\) and control process \( \hat{u}(\cdot) \in \mathcal{U}[t_0, T] \). Thus, the \( \mathcal{H} \)-function is also uniquely determined by them. Note also that the \( \mathcal{H} \)-function is progressively measurable and continuous in \( v \in U \) for \( \text{Leb}_{[t_0, T]} \otimes \mathbb{P} \)-a.e. \((s, \omega) \in [t_0, T] \times \Omega\). Now let us state our main result.

Theorem 4.4. Let \((t_0, x_{t_0}) \in \mathcal{I}\) be given. Then \( \hat{u}(\cdot) \in \mathcal{U}[t_0, T] \) is an open-loop equilibrium control with respect to the initial condition \((t_0, x_{t_0})\) if and only if

\[
\mathcal{H}(s, \omega, v; t_0, x_{t_0}; \hat{u}(\cdot)) \geq \mathcal{H}(s, \omega, \hat{u}(s, \omega); t_0, x_{t_0}; \hat{u}(\cdot)), \quad \forall \, v \in U,
\]

for \( \text{Leb}_{[t_0, T]} \otimes \mathbb{P} \)-a.e. \((s, \omega) \in [t_0, T] \times \Omega\).

Remark 4.5. (i) Our result is comparable to Yan–Yong [29] (Section 4), where the authors investigated an open-loop equilibrium control in a time-inconsistent stochastic control problem for a cost functional defined by just a conditional expectation of a function of states and controls, that is, an additive cost functional. Our result generalizes their result to the case of a recursive cost functional. On one hand, due to the difficulty to treat the “diagonal processes” of \( q(\cdot, \cdot) \) and \( \hat{Z}(\cdot, \cdot) \), the characterization result stated in Theorem 1 of [29] remained to include a limit procedure, and hence they did not provide a full characterization in a local form like (36). On the other hand,
we overcame the difficulty by introducing the operator $\text{Diag}[]$ which we defined in Subsection 2.1. We emphasize that Assumption 4 (iv) guarantees the well-definedness of $\text{Diag}[q](\cdot)$ and $\text{Diag}[\hat{Z}](\cdot)$ via Theorem 3.7.

(ii) Let us remark on the setting of the problem. The assumptions of uniform boundedness of $b(s, u, 0)$, $\sigma(s, u, 0)$, $f(t, s, u, 0, 0, 0)$, with respect to $u$, and/or the Lipschitz continuity of $h, f$, with respect to $x$, exclude the case of linear-quadratic control problems. Besides, the requirement of the initial state $x_{t_0}$ being in $L_{F_{t_0}}^p(\Omega; \mathbb{R}^n)$ for any $p \geq 1$ may seem to be too strong. However, since the main goal of this paper is to derive proper forms of the adjoint equations which characterize open-loop equilibrium controls, we do not pursue the most generality here. We remark that Assumptions 3 and 4 are generalizations of the assumptions (S0)–(S3) in the textbook [35] to our problem. Also, by a careful observation of discussions in Section 5, we see that it suffices to assume that the initial state $x_{t_0}$ is in $L_{F_{t_0}}^2(\Omega; \mathbb{R}^n)$.

5. Proof of Theorem 4.4: Variational methods. In this section, we derive the adjoint equations (32) and (33), and prove Theorem 4.4. Proofs of some technical estimates are given in Appendix A.

Suppose that we are given an initial condition $(t_0, x_{t_0}) \in \mathcal{I}$ and a control process $\hat{u}(\cdot) \in \mathcal{U}[t_0, T]$. As in Section 4, we denote by $(\hat{X}(\cdot), \hat{Y}(\cdot), \hat{Z}(\cdot, \cdot))$ the corresponding triplet; see (29). Fix $\psi(\cdot) \in \mathcal{U}[t_0, T]$ and $\tau \in [t_0, T)$. For each $\varepsilon \in (0, T - \tau)$, define the perturbed triplet by

$$(X^{\tau, \varepsilon}(\cdot), Y^{\tau, \varepsilon}(\cdot), Z^{\tau, \varepsilon}(\cdot, \cdot))$$

where $u^{\tau, \varepsilon}(\cdot) \in \mathcal{U}[\tau, T]$ is defined by (27). Then we have that

$$J(\tau, \hat{X}(\cdot); \hat{u}[\tau, T](\cdot)) = \hat{Y}(\tau)$$

and $J(\tau, \hat{X}(\cdot); u^{\tau, \varepsilon}(\cdot)) = Y^{\tau, \varepsilon}(\tau)$.

In the following, in addition to the notations (30) and (31), we use the following notation. For $\varphi = h, \sigma$,

$$\delta \varphi(s) = \varphi(s, u(s), \hat{X}(s)) - \varphi(s)$$

and $\delta \varphi_x(s) = \partial_x \varphi(s, u(s), \hat{X}(s)) - \varphi_x(s)$.

For each $\varepsilon \in (0, T - \tau)$, we consider the following SDEs on $[\tau, T]$: \[
\begin{cases}
  dX^{\tau, \varepsilon}_1(s) = b_x(s)X^{\tau, \varepsilon}_1(s)ds + (\sigma_x(s)X^{\tau, \varepsilon}_1(s) + \delta \sigma(s)\mathbb{1}_{[\tau, \tau+\varepsilon]}(s))dW(s), \quad s \in [\tau, T], \\
  X^{\tau, \varepsilon}_1(\tau) = 0,
\end{cases}
\]

and \[
\begin{cases}
  dX^{\tau, \varepsilon}_2(s) = (b_x(s)X^{\tau, \varepsilon}_2(s) + \delta b(s)\mathbb{1}_{[\tau, \tau+\varepsilon]}(s))ds + \frac{1}{2}b_{xx}(s)X^{\tau, \varepsilon}_1(s)X^{\tau, \varepsilon}_1(s)ds \\
  + (\sigma_x(s)X^{\tau, \varepsilon}_2(s) + \delta \sigma(s)X^{\tau, \varepsilon}_1(s)\mathbb{1}_{[\tau, \tau+\varepsilon]}(s))ds \\
  + \frac{1}{2} \sigma_{xx}(s)X^{\tau, \varepsilon}_1(s)X^{\tau, \varepsilon}_1(s)ds, \\
  X^{\tau, \varepsilon}_2(\tau) = 0,
\end{cases}
\]

where \[b_{xx}(s)X^{\tau, \varepsilon}_1(s)X^{\tau, \varepsilon}_1(s) = (\text{tr}[b_{xx}(s)X^{\tau, \varepsilon}_1(s)X^{\tau, \varepsilon}_1(s)^\top], \ldots, \text{tr}[b_{xx}(s)X^{\tau, \varepsilon}_1(s)X^{\tau, \varepsilon}_1(s)^\top])^\top\]
and similar for $\sigma_{xx}(s)X_1^{\tau,\varepsilon}(s)X_1^{\tau,\varepsilon}(s)$. The above SDEs are the first-order and the second-order variational equations for the state equation (23) obtained by Peng in [16]. The following lemma is well-known; see for example [16, 35].

**Lemma 5.1.** For any $p \geq 1$, it holds that

$$
E \left[ \sup_{s \in [\tau, T]} |X_1^{\tau,\varepsilon}(s)|^{2p} \right] = O(\varepsilon^p),
$$

$$
E \left[ \sup_{s \in [\tau, T]} |X_2^{\tau,\varepsilon}(s)|^{2p} \right] = O(\varepsilon^{2p}),
$$

$$
E \left[ \sup_{s \in [\tau, T]} |X^{\tau,\varepsilon}(s) - \hat{X}(s)|^{2p} \right] = O(\varepsilon^p),
$$

$$
E \left[ \sup_{s \in [\tau, T]} |X^{\tau,\varepsilon}(s) - X_1^{\tau,\varepsilon}(s) - X_2^{\tau,\varepsilon}(s)|^{2p} \right] = O(\varepsilon^{2p}),
$$

$$
E \left[ \sup_{s \in [\tau, T]} |X^{\tau,\varepsilon}(s) - \hat{X}(s) - X_1^{\tau,\varepsilon}(s) - X_2^{\tau,\varepsilon}(s)|^{2p} \right] = o(\varepsilon^{2p}).
$$

In particular, for any $\varphi \in C^2(\mathbb{R}^n)$ with $\partial^2_x \varphi$ being bounded, it holds that

$$
E \left[ \varphi(X^{\tau,\varepsilon}(T)) - \varphi(\hat{X}(T)) - \langle \partial_x \varphi(\hat{X}(T)), X_1^{\tau,\varepsilon}(T) + X_2^{\tau,\varepsilon}(T) \rangle - \frac{1}{2} \langle \partial^2_x \varphi(\hat{X}(T)), X_1^{\tau,\varepsilon}(T), X_1^{\tau,\varepsilon}(T) \rangle \right] = o(\varepsilon^2).
$$

Now we derive the first-order and the second-order adjoint equations (32) and (33). To do so, let us consider two BSDEs parametrized by $t \in [t_0, T]$ of the following forms:

$$
\begin{aligned}
dp(t, s) &= -k(t, s) \, ds + q(t, s) \, dW(s), \quad s \in [t_0, T], \\
p(t, T) &= h_x(t),
\end{aligned}
$$

and

$$
\begin{aligned}
dP(t, s) &= -K(t, s) \, ds + Q(t, s) \, dW(s), \quad s \in [t_0, T], \\
P(t, T) &= h_{xx}(t),
\end{aligned}
$$

for some measurable maps

$$
k(\cdot, \cdot) \in \bigcap_{p \geq 1} C([t_0, T]; L^p(\mathbb{R}^n)) \quad \text{and} \quad K(\cdot, \cdot) \in \bigcap_{p \geq 1} C([t_0, T]; L^p(\mathbb{R}^{n \times n})).
$$

We will determine the precise forms of $k(\cdot, \cdot)$ and $K(\cdot, \cdot)$ later. It can be easily shown that there exists a unique solutions $(p(\cdot, \cdot), q(\cdot, \cdot)) \in \bigcap_{p \geq 1} S^p_{\mathcal{F}}(t_0, T; \mathbb{R}^n \times \mathbb{R}^n)$ and $(P(\cdot, \cdot), Q(\cdot, \cdot)) \in \bigcap_{p \geq 1} S^p_{\mathcal{F}}(t_0, T; \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n})$ of the above equations.

For each $t \in [\tau, T]$, by applying Itô’s formula to the processes $\langle p(t, \cdot), X_1^{\tau,\varepsilon}(\cdot) \rangle$ and $\langle P(t, \cdot), X_1^{\tau,\varepsilon}(\cdot) \rangle$, we have that

$$
\langle h_x(t), X_1^{\tau,\varepsilon}(T) + X_2^{\tau,\varepsilon}(T) \rangle + \frac{1}{2} \langle h_{xx}(t) X_1^{\tau,\varepsilon}(T), X_1^{\tau,\varepsilon}(T) \rangle
$$

$$
= \langle p(t, T), X_1^{\tau,\varepsilon}(T) + X_2^{\tau,\varepsilon}(T) \rangle + \frac{1}{2} \langle P(t, T) X_1^{\tau,\varepsilon}(T), X_1^{\tau,\varepsilon}(T) \rangle
$$

$$
= \langle p(t, T), X_1^{\tau,\varepsilon}(t) + X_2^{\tau,\varepsilon}(t) \rangle + \frac{1}{2} \langle P(t, t) X_1^{\tau,\varepsilon}(t), X_1^{\tau,\varepsilon}(t) \rangle
$$

$$
= \langle p(t, T), X_1^{\tau,\varepsilon}(t) + X_2^{\tau,\varepsilon}(t) \rangle + \frac{1}{2} \langle P(t, t) X_1^{\tau,\varepsilon}(t), X_1^{\tau,\varepsilon}(t) \rangle.
$$
\[
+ \int_t^T \left\{ (p(t,s),b_x(s)(X_{1x}^{\tau,\varepsilon}(s) + X_{2x}^{\tau,\varepsilon}(s)) + \delta b(s) \mathbb{1}_{[\tau,\tau + \varepsilon]}(s)
+ \frac{1}{2} b_x(x)(X_{1x}^{\tau,\varepsilon}(s)X_{1x}^{\tau,\varepsilon}(s))
- \langle k(t,s), X_{1x}^{\tau,\varepsilon}(s) + X_{2x}^{\tau,\varepsilon}(s) \rangle
+ \langle q(t,s), \sigma_x(s)(X_{1x}^{\tau,\varepsilon}(s) + X_{2x}^{\tau,\varepsilon}(s)) + \delta \sigma(s) \mathbb{1}_{[\tau,\tau + \varepsilon]}(s)
+ \frac{1}{2} \delta \sigma_x(s)(X_{1x}^{\tau,\varepsilon}(s)X_{1x}^{\tau,\varepsilon}(s) + \frac{1}{2} \sigma_x(x)(X_{1x}^{\tau,\varepsilon}(s)X_{1x}^{\tau,\varepsilon}(s))
+ \frac{1}{2} \langle (P(t,s)b_x(s) + b_x^{\top}(s)P(t,s) - K(t,s))X_{1x}^{\tau,\varepsilon}(s), X_{1x}^{\tau,\varepsilon}(s) \rangle
+ \frac{1}{2} \langle (P(t,s))(\sigma_x(s)X_{1x}^{\tau,\varepsilon}(s) + \delta \sigma(s) \mathbb{1}_{[\tau,\tau + \varepsilon]}(s), \sigma_x(s)X_{1x}^{\tau,\varepsilon}(s) + \delta \sigma(s) \mathbb{1}_{[\tau,\tau + \varepsilon]}(s))
+ \frac{1}{2} \langle (Q(t,s) + Q^T(t,s))X_{1x}^{\tau,\varepsilon}(s), \sigma_x(s)X_{1x}^{\tau,\varepsilon}(s) + \delta \sigma(s) \mathbb{1}_{[\tau,\tau + \varepsilon]}(s) \rangle \right\} ds
\]
+ \int_t^T \left\{ (p(t,s), \sigma_x(s)(X_{1x}^{\tau,\varepsilon}(s) + X_{2x}^{\tau,\varepsilon}(s)) + \delta \sigma(s) \mathbb{1}_{[\tau,\tau + \varepsilon]}(s)
+ \frac{1}{2} \delta \sigma_x(s)(X_{1x}^{\tau,\varepsilon}(s)X_{1x}^{\tau,\varepsilon}(s) + \frac{1}{2} \sigma_x(x)(X_{1x}^{\tau,\varepsilon}(s)X_{1x}^{\tau,\varepsilon}(s))
+ \langle q(t,s), X_{1x}^{\tau,\varepsilon}(s) + X_{2x}^{\tau,\varepsilon}(s) \rangle
+ \frac{1}{2} \langle (P(t,s) + P^T(t,s))X_{1x}^{\tau,\varepsilon}(s), \sigma_x(s)X_{1x}^{\tau,\varepsilon}(s) + \delta \sigma(s) \mathbb{1}_{[\tau,\tau + \varepsilon]}(s) \rangle
+ \frac{1}{2} \langle (Q(t,s)X_{1x}^{\tau,\varepsilon}(s), X_{1x}^{\tau,\varepsilon}(s)) \rangle ds \right\}
\]
\[
= \langle p(t,t), X_{1x}^{\tau,\varepsilon}(t) + X_{2x}^{\tau,\varepsilon}(t) \rangle + \frac{1}{2} \langle P(t,t)X_{1x}^{\tau,\varepsilon}(t), X_{1x}^{\tau,\varepsilon}(t) \rangle
+ \int_t^T \left\{ \alpha(t,s) \mathbb{1}_{[\tau,\tau + \varepsilon]}(s) + \langle A_1(t,s), X_{1x}^{\tau,\varepsilon}(s) + X_{2x}^{\tau,\varepsilon}(s) \rangle
+ \frac{1}{2} \langle A_2(t,s)X_{1x}^{\tau,\varepsilon}(s), X_{1x}^{\tau,\varepsilon}(s) \rangle + \langle A_3(t,s), X_{1x}^{\tau,\varepsilon}(s) \rangle \mathbb{1}_{[\tau,\tau + \varepsilon]}(s) \rangle \right\} ds
+ \int_t^T \left\{ \beta(t,s) \mathbb{1}_{[\tau,\tau + \varepsilon]}(s) + \langle B_1(t,s), X_{1x}^{\tau,\varepsilon}(s) + X_{2x}^{\tau,\varepsilon}(s) \rangle
+ \frac{1}{2} \langle B_2(t,s)X_{1x}^{\tau,\varepsilon}(s), X_{1x}^{\tau,\varepsilon}(s) \rangle + \langle B_3(t,s), X_{1x}^{\tau,\varepsilon}(s) \rangle \mathbb{1}_{[\tau,\tau + \varepsilon]}(s) \rangle \right\} dW(s),
\]
where
\[
\alpha(t,s) := \langle p(t,s), \delta b(s) \rangle + \langle q(t,s), \delta \sigma(s) \rangle + \frac{1}{2} \langle P(t,s) \delta \sigma(s), \delta \sigma(s) \rangle \in \mathbb{R},
\]
\[
A_1(t,s) := b_x^T(s)p(t,s) + \sigma_x^T(s)q(t,s) - k(t,s) \in \mathbb{R}^n,
\]
\[
A_2(t,s) := b_{xx}^T(s)p(t,s) + \sigma_{xx}^T(s)q(t,s) + P(t,s)b_x(s) + \sigma_x^T(s)P(t,s) + Q(t,s)\sigma_x(s) + \sigma_x^T(s)P(t,s)\sigma_x(s) - K(t,s) \in \mathbb{R}^{n \times n},
\]
\[
A_3(t,s) := \delta \sigma_x^T(s)q(t,s) + \frac{1}{2} \langle \sigma_x^T(s)P(t,s) + \sigma_x^T(s)P^T(t,s) + Q(t,s) + Q^T(t,s) \rangle \delta \sigma(s) \in \mathbb{R}^n,
\]
Remark 5.2.  
(i) Unlike the other terms, the convergence rates of the terms 
\( \alpha(t, s) \mathbb{1}_{[\tau, \tau+\epsilon]}(s) \) and \( \beta(t, s) \mathbb{1}_{[\tau, \tau+\epsilon]}(s) \) cannot be improved anymore by Taylor expansions. As in the literature [11], we include these terms in the variation of the backward equation. 
(ii) The terms \( A_1(\cdot, \cdot) \) and \( A_2(\cdot, \cdot) \) include the undetermined processes \( k(\cdot, \cdot) \) and \( K(\cdot, \cdot) \), respectively, while the terms \( B_1(\cdot, \cdot), B_2(\cdot, \cdot), B_3(\cdot, \cdot) \) do not include either these processes. 
(iii) We can show that (see Lemma A.1 in the appendix)

\[
\sup_{t \in [\tau, T]} \mathbb{E} \left[ \int_t^T (A_3(t, s), X_1^{\tau, \epsilon}(s)) \mathbb{1}_{[\tau, \tau+\epsilon]}(s) \, ds \right]^2 = o(\epsilon^2). \tag{37}
\]

Set

\[
\begin{align*}
\eta^{\tau, \epsilon}(t) &:= (p(t, t), X_1^{\tau, \epsilon}(t) + X_2^{\tau, \epsilon}(t)) + \frac{1}{2} \langle P(t, t)X_1^{\tau, \epsilon}(t), X_1^{\tau, \epsilon}(t) \rangle, \quad t \in [\tau, T], \\
\zeta^{\tau, \epsilon}(t, s) &:= (B_1(t, s), X_1^{\tau, \epsilon}(s) + X_2^{\tau, \epsilon}(s)) + \frac{1}{2} \langle B_2(t, s)X_1^{\tau, \epsilon}(s), X_1^{\tau, \epsilon}(s) \rangle \\
&\quad + \langle B_3(t, s), X_1^{\tau, \epsilon}(s) \rangle \mathbb{1}_{[\tau, \tau+\epsilon]}(s), \quad (t, s) \in [\tau, T]^2,
\end{align*}
\]

and

\[
\begin{align*}
\tilde{Y}^{\tau, \epsilon}(t) &:= Y^{\tau, \epsilon}(t) - \eta^{\tau, \epsilon}(t), \quad t \in [\tau, T], \\
\tilde{Z}^{\tau, \epsilon}(t, s) &:= Z^{\tau, \epsilon}(t, s) - \beta(t, s) \mathbb{1}_{[\tau, \tau+\epsilon]}(s) - \zeta^{\tau, \epsilon}(t, s), \quad (t, s) \in [\tau, T]^2.
\end{align*}
\]

Since \( \eta^{\tau, \epsilon}(\tau) = 0 \), we have

\[
J(\tau, \tilde{X}(\tau); u^{\tau, \epsilon}(\cdot)) - J(\tau, \tilde{X}(\tau); \tilde{u}[\tau, T](\cdot)) = Y^{\tau, \epsilon}(\tau) - \tilde{Y}(\tau) = \tilde{Y}^{\tau, \epsilon}(\tau). \tag{39}
\]

Furthermore, \( (\tilde{Y}^{\tau, \epsilon}(\cdot), \tilde{Z}^{\tau, \epsilon}(\cdot, \cdot)) \) satisfies the following BSVIE:

\[
\tilde{Y}^{\tau, \epsilon}(t) = \psi_1^{\tau, \epsilon}(t) - \int_t^T \tilde{Z}^{\tau, \epsilon}(t, s) \, dW(s) \\
+ \int_t^T \left\{ f(t, s, u^{\tau, \epsilon}(s), X^{\tau, \epsilon}(s), Y^{\tau, \epsilon}(s), Z^{\tau, \epsilon}(t, s)) - f(t, s) \right. \\
+ \langle A_1(t, s), X_1^{\tau, \epsilon}(s) + X_2^{\tau, \epsilon}(s) \rangle + \frac{1}{2} \langle A_2(t, s)X_1^{\tau, \epsilon}(s), X_1^{\tau, \epsilon}(s) \rangle \\
+ \langle A_3(t, s), X_1^{\tau, \epsilon}(s) \rangle \mathbb{1}_{[\tau, \tau+\epsilon]}(s) \left. \right\} \, ds, \quad t \in [\tau, T],
\]

where

\[
\psi_1^{\tau, \epsilon}(t) := h(t, X^{\tau, \epsilon}(T)) - h(t) - \langle h_z(t, X_1^{\tau, \epsilon}(T)), X_1^{\tau, \epsilon}(T) \rangle \\
- \frac{1}{2} \langle h_{xx}(t)X_1^{\tau, \epsilon}(T), X_1^{\tau, \epsilon}(T) \rangle + \int_t^T (A_3(t, s), X_1^{\tau, \epsilon}(s)) \mathbb{1}_{[\tau, \tau+\epsilon]}(s) \, ds.
\]
By Lemmas 5.1 and the estimate (37), we see that
\[
\sup_{t \in [\tau, T]} \mathbb{E}[|\psi_{1,\tau}^\varepsilon(t)|^2] = o(\varepsilon^2).
\]
Observe that
\[
\begin{align*}
&f(t, s, u^{\tau,\varepsilon}(s), X^{\tau,\varepsilon}(s), Y^{\tau,\varepsilon}(s), Z^{\tau,\varepsilon}(t, s)) - f(t, s) \\
&= \left\{ f(t, s, u^{\tau,\varepsilon}(s), X^{\tau,\varepsilon}(s), Y^{\tau,\varepsilon}(s), Z^{\tau,\varepsilon}(t, s)) \\
&\quad - f(t, s, u^{\tau,\varepsilon}(s), X^{\tau,\varepsilon}(s) + X_1^{\tau,\varepsilon}(s) + X_2^{\tau,\varepsilon}(s), Y^{\tau,\varepsilon}(s), Z^{\tau,\varepsilon}(t, s)) \right\} \\
&\quad + \left\{ f(t, s, u^{\tau,\varepsilon}(s), X^{\tau,\varepsilon}(s) + X_1^{\tau,\varepsilon}(s) + X_2^{\tau,\varepsilon}(s), Y^{\tau,\varepsilon}(s), Z^{\tau,\varepsilon}(t, s)) \\
&\quad - f(t, s, \tilde{u}(s), X^{\tau,\varepsilon}(s) + X_1^{\tau,\varepsilon}(s) + X_2^{\tau,\varepsilon}(s), Y^{\tau,\varepsilon}(s), Z^{\tau,\varepsilon}(t, s) + \zeta^{\tau,\varepsilon}(t, s)) \right\} \\
&\quad + \left\{ f(t, s, \tilde{u}(s), X^{\tau,\varepsilon}(s) + X_1^{\tau,\varepsilon}(s) + X_2^{\tau,\varepsilon}(s), Y^{\tau,\varepsilon}(s) + \eta^{\tau,\varepsilon}(s), Z^{\tau,\varepsilon}(t, s) + \zeta^{\tau,\varepsilon}(t, s)) \\
&\quad - f(t, s, \tilde{u}(s), X^{\tau,\varepsilon}(s), \tilde{Y}(s), \tilde{Z}(t, s)) \right\}
\end{align*}
\]
=: \Lambda_1^{\tau,\varepsilon}(t, s) + \Lambda_2^{\tau,\varepsilon}(t, s) + \Lambda_3^{\tau,\varepsilon}(t, s) + \Lambda_4^{\tau,\varepsilon}(t, s).

Now let us further observe the terms \(\Lambda_i^{\tau,\varepsilon}(\cdot, \cdot), i = 1, 2, 3, 4\).

\(\Lambda_1^{\tau,\varepsilon}(\cdot, \cdot)\): By Lemma 5.1, it can be easily shown that
\[
\sup_{t \in [\tau, T]} \mathbb{E} \left[ \int_t^T |\Lambda_1^{\tau,\varepsilon}(t, s)|^2 ds \right] = o(\varepsilon^2).
\]

\(\Lambda_2^{\tau,\varepsilon}(\cdot, \cdot)\): By the definitions of \(u^{\tau,\varepsilon}(\cdot)\) and \(\tilde{Z}^{\tau,\varepsilon}(\cdot, \cdot)\), we see that
\[
\Lambda_2^{\tau,\varepsilon}(t, s) = \Lambda_2^{\tau,\varepsilon}(t, s) \mathbb{1}_{[\tau, \tau + \varepsilon]}(s).
\]
Furthermore, for \((t, s) \in [\tau, \tau + \varepsilon]^2\), \(\Lambda_2^{\tau,\varepsilon}(t, s)\) can be written as
\[
\begin{align*}
\Lambda_2^{\tau,\varepsilon}(t, s) &= f(t, s, v(s), \tilde{X}(s), \tilde{Y}(s), \tilde{Z}(t, s) + \beta(t, s)) - f(t, s) \\
&\quad + \left\langle \tilde{F}_x^{\tau,\varepsilon}(t, s), X_1^{\tau,\varepsilon}(s) + X_2^{\tau,\varepsilon}(s) \right\rangle + \tilde{F}_y^{\tau,\varepsilon}(t, s) \left( \tilde{Y}^{\tau,\varepsilon}(s) + \eta^{\tau,\varepsilon}(s) \right) \\
&\quad + \tilde{F}_z^{\tau,\varepsilon}(t, s) \left( \tilde{Z}^{\tau,\varepsilon}(t, s) + \zeta^{\tau,\varepsilon}(t, s) \right),
\end{align*}
\]
where, for \(\alpha = x, y, z\),
\[
\tilde{F}_\alpha^{\tau,\varepsilon}(t, s) := \int_0^1 \partial_\alpha f(t, s, v(s), \tilde{X}(s) + \mu(X_1^{\tau,\varepsilon}(s) + X_2^{\tau,\varepsilon}(s))),
\]
\[
\begin{align*}
&\tilde{Y}(s) + \mu(\tilde{Y}^{\tau,\varepsilon}(s) + \eta^{\tau,\varepsilon}(s)), \\
&\tilde{Z}(t, s) + \beta(t, s) + \mu(\tilde{Z}^{\tau,\varepsilon}(t, s) + \zeta^{\tau,\varepsilon}(t, s))) d\mu
\end{align*}
\]
and
\[
\begin{align*}
- \int_0^1 \partial_\alpha f(t, s, \tilde{u}(s), \tilde{X}(s) + \mu(X_1^{\tau,\varepsilon}(s) + X_2^{\tau,\varepsilon}(s))),
\end{align*}
\]
\[
\begin{align*}
&\tilde{Y}(s) + \mu(\tilde{Y}^{\tau,\varepsilon}(s) + \eta^{\tau,\varepsilon}(s)), \\
&\tilde{Z}(t, s) + \mu(\tilde{Z}^{\tau,\varepsilon}(t, s) + \zeta^{\tau,\varepsilon}(t, s))) d\mu.
\end{align*}
\]
We can show that (see Lemma A.2 in the appendix)

\[
\sup_{t \in [\tau, T]} \mathbb{E} \left[ \int_{t}^{T} \left( \left\langle f_x^\tau,\epsilon (t, s), X_1^\tau,\epsilon (s) + X_2^\tau,\epsilon (s) \right\rangle \\
+ f_y^\tau,\epsilon (t, s) \eta^\tau,\epsilon (s) + f_z^\tau,\epsilon (t, s) \zeta^\tau,\epsilon (t, s) \right) \mathbb{1}_{[\tau, \tau+\epsilon]}(s) \, ds \right]^2 \]

\[= o(\epsilon^2). \]

\(\Lambda_3^{\tau,\epsilon} (\cdot, \cdot)\): We have that

\[\Lambda_3^{\tau,\epsilon} (t, s) = \tilde{f}_y^{\tau,\epsilon} (t, s) \tilde{Y}^{\tau,\epsilon} (s) + \tilde{f}_z^{\tau,\epsilon} (t, s) \tilde{Z}^{\tau,\epsilon} (t, s)\]

where, for \(\alpha = y, z\),

\[\tilde{f}_\alpha^{\tau,\epsilon} (t, s) := \int_{0}^{1} \partial_\alpha f (t, s, \bar{u}(s), \bar{X} (s) + X_1^\tau,\epsilon (s) + X_2^\tau,\epsilon (s), \bar{Y} (s) + \eta^\tau,\epsilon (s) + \mu \bar{Y}^{\tau,\epsilon} (s), \bar{Z} (t, s) + \zeta^\tau,\epsilon (t, s) + \mu \bar{Z}^{\tau,\epsilon} (t, s)) \, d\mu. \]

\(\Lambda_4^{\tau,\epsilon} (\cdot, \cdot)\): Observe that

\[\Lambda_4^{\tau,\epsilon} (t, s) = \left( f_x (t, s), X_1^\tau,\epsilon (s) + X_2^\tau,\epsilon (s) \right) + f_y (t, s) \eta^\tau,\epsilon (s) + f_z (t, s) \zeta^\tau,\epsilon (t, s) \\
+ \frac{1}{2} \left( D^2 \tilde{f}^{\tau,\epsilon} (t, s) \left( \begin{pmatrix} X_1^\tau,\epsilon (s) + X_2^\tau,\epsilon (s) \\ \eta^\tau,\epsilon (s) + \zeta^\tau,\epsilon (t, s) \end{pmatrix} \right) \right) \]

\[= \left( f_x (t, s) + f_y (t, s) p (s, s) + f_z (t, s) B_1 (t, s), X_1^\tau,\epsilon (s) + X_2^\tau,\epsilon (s) \right) \\
+ \frac{1}{2} \left( f_y (t, s) P (s, s) + f_z (t, s) B_2 (t, s) X_1^\tau,\epsilon (s), X_1^\tau,\epsilon (s) \right) \\
+ \frac{1}{2} \left( D^2 \tilde{f}^{\tau,\epsilon} (t, s) \left( \begin{pmatrix} X_1^\tau,\epsilon (s) + X_2^\tau,\epsilon (s) \\ \eta^\tau,\epsilon (s) + \zeta^\tau,\epsilon (t, s) \end{pmatrix} \right) \right). \]

Here we used the following notation:

\[D^2 \tilde{f}^{\tau,\epsilon} (t, s) := 2 \int_{0}^{1} \int_{0}^{1} \lambda D^2 f (t, s, \bar{u}(s), \bar{X} (s) + \lambda \mu (X_1^\tau,\epsilon (s) + X_2^\tau,\epsilon (s))), \bar{Y} (s) + \lambda \mu \eta^\tau,\epsilon (s), \bar{Z} (t, s) + \lambda \mu \zeta^\tau,\epsilon (t, s) \, d\lambda \, d\mu. \]

Furthermore, we can show that (see Lemma A.3 in the appendix)

\[\sup_{t \in [\tau, T]} \mathbb{E} \left[ \int_{t}^{T} \left( f_z (t, s) (B_2 (t, s), X_1^\tau,\epsilon (s)) \mathbb{1}_{[\tau, \tau+\epsilon]}(s) \, ds \right)^2 \right] = o(\epsilon^2) \]

and

\[\sup_{t \in [\tau, T]} \mathbb{E} \left[ \int_{t}^{T} \left\{ \left( D^2 \tilde{f}^{\tau,\epsilon} (t, s) \left( \begin{pmatrix} X_1^\tau,\epsilon (s) + X_2^\tau,\epsilon (s) \\ \eta^\tau,\epsilon (s) + \zeta^\tau,\epsilon (t, s) \end{pmatrix} \right) \right) \right. \\
\left. - (G (t, s) X_1^\tau,\epsilon (s), X_1^\tau,\epsilon (s)) \right\} ds \right] \]

\[= o(\epsilon^2), \]
where
\[ G(t, s) := [I_{n \times n}, p(s, s), \sigma_x^\top(s)p(t, s) + q(t, s)]D^2 f(t, s) \]
\[ \times [I_{n \times n}, p(s, s), \sigma_x^\top(s)p(t, s) + q(t, s)]^\top. \]

To sum up, we obtain
\[
\begin{aligned}
\hat{Y}^\tau,\varepsilon(t) &= \psi_2^\tau,\varepsilon(t) - \int_t^T \hat{Z}^\tau,\varepsilon(t, s) \, dW(s) \\
+ \int_t^T \left\{ \left( \hat{f}_y^\tau,\varepsilon(t, s) + \hat{f}_y^\tau,\varepsilon(t, s) \mathbb{1}_{[\tau, T]}(s) \right) \hat{Y}^\tau,\varepsilon(s) \right. \\
& \quad \left. + \left( \hat{f}_z^\tau,\varepsilon(t, s) + \hat{f}_z^\tau,\varepsilon(t, s) \mathbb{1}_{[\tau, T]}(s) \right) \hat{Z}^\tau,\varepsilon(t, s) \right\} \, ds,
\end{aligned}
\]
for some $\psi_2^\tau,\varepsilon(\cdot)$ satisfying
\[
\sup_{t \in [\tau, T]} \mathbb{E}[|\psi_2^\tau,\varepsilon(t)|^2] = o(\varepsilon^2).
\]

Recall that $A_1(\cdot, \cdot)$ and $A_2(\cdot, \cdot)$ include the undetermined processes $k(\cdot, \cdot)$ and $K(\cdot, \cdot)$, respectively, while $B_1(\cdot, \cdot)$ and $B_2(\cdot, \cdot)$ do not include either these processes. Therefore, if we set
\[
k(t, s) = \hat{b}_x^\tau(s)p(t, s) + \sigma_x^\top(s)q(t, s) \\
+ f_x(t, s) + f_y(t, s)p(s, s) + f_z(t, s)(\sigma_x^\top(s)p(t, s) + q(t, s))
\]
and
\[
K(t, s) \\
= \hat{b}_{xx}(s)p(t, s) + \sigma_{xx}(s)q(t, s) + P(t, s)b_x(s) + \hat{b}_x^\tau(s)P(t, s) \\
+ Q(t, s)\sigma_x(s) + \sigma_x^\top(s)Q(t, s) + \sigma_x^\top(s)p(t, s)\sigma_x(s) \\
+ [I_{n \times n}, p(s, s), \sigma_x^\top(s)p(t, s) + q(t, s)]D^2 f(t, s) \\
\times [I_{n \times n}, p(s, s), \sigma_x^\top(s)p(t, s) + q(t, s)]^\top \\
+ f_y(t, s)P(s, s) + f_z(t, s)(\sigma_x^\top(s)p(t, s) + P(t, s)\sigma_x(s) + \sigma_x^\top(s)p(t, s) + Q(t, s))
\]
then we obtain the EBSVIEs (32) and (33), and it holds that
\[
\begin{aligned}
\hat{Y}^\tau,\varepsilon(t) &= \psi_2^\tau,\varepsilon(t) - \int_t^T \hat{Z}^\tau,\varepsilon(t, s) \, dW(s) \\
+ \int_t^T \left\{ \left( \hat{f}_y^\tau,\varepsilon(t, s) + \hat{f}_y^\tau,\varepsilon(t, s) \mathbb{1}_{[\tau, T]}(s) \right) \hat{Y}^\tau,\varepsilon(s) \right. \\
& \quad \left. + \left( \hat{f}_z^\tau,\varepsilon(t, s) + \hat{f}_z^\tau,\varepsilon(t, s) \mathbb{1}_{[\tau, T]}(s) \right) \hat{Z}^\tau,\varepsilon(t, s) \right\} \, ds,
\end{aligned}
\]
t $t \in [\tau, T]$. 
Note that, on $[\tau + \varepsilon, T]$, $(\tilde{Y}^{\tau, \varepsilon}(-), \tilde{Z}^{\tau, \varepsilon}(-))$ satisfies the following BSVIE:

$$\tilde{Y}^{\tau, \varepsilon}(t) = \psi_3^{\tau, \varepsilon}(t) + \int_t^T \left( \tilde{f}_y(t, s)\tilde{Y}^{\tau, \varepsilon}(s) + \tilde{f}_z^{\tau, \varepsilon}(t, s)\tilde{Z}^{\tau, \varepsilon}(t, s) \right) ds$$

$$- \int_t^T \tilde{Z}^{\tau, \varepsilon}(t, s) dW(s), \quad t \in [\tau + \varepsilon, T].$$

By the standard estimate (18) of the solution of the BSVIE, we have the following estimate:

$$\sup_{t \in [\tau + \varepsilon, T]} \mathbb{E}\left[ |\tilde{Y}^{\tau, \varepsilon}(t)|^2 + \int_t^T |\tilde{Z}^{\tau, \varepsilon}(t, s)|^2 ds \right] \leq C \sup_{t \in [\tau + \varepsilon, T]} \mathbb{E}[|\psi_3^{\tau, \varepsilon}(t)|^2] = o(\varepsilon^2).$$

Similarly, from the estimate (10), we have that

$$\sup_{t \in [\tau, \tau + \varepsilon]} \mathbb{E}\left[ \int_{\tau + \varepsilon}^T |\tilde{Z}^{\tau, \varepsilon}(t, s)|^2 ds \right] = o(\varepsilon^2).$$

Therefore, if we define

$$\psi_3^{\tau, \varepsilon}(t) := \mathbb{E}_{\tau + \varepsilon}\left[ \psi_2^{\tau, \varepsilon}(t) + \int_{\tau + \varepsilon}^T \left( \tilde{f}_y(t, s)\tilde{Y}^{\tau, \varepsilon}(s) + \tilde{f}_z^{\tau, \varepsilon}(t, s)\tilde{Z}^{\tau, \varepsilon}(t, s) \right) ds \right]$$

for $t \in [\tau, \tau + \varepsilon]$, then we have that

$$\sup_{t \in [\tau, \tau + \varepsilon]} \mathbb{E}[|\psi_3^{\tau, \varepsilon}(t)|^2] = o(\varepsilon^2).$$

Moreover, $(\tilde{Y}^{\tau, \varepsilon}(-), \tilde{Z}^{\tau, \varepsilon}(-))$ satisfies the following BSVIE on $[\tau, \tau + \varepsilon]$:

$$\tilde{Y}^{\tau, \varepsilon}(t) = \psi_3^{\tau, \varepsilon}(t)$$

$$+ \int_t^{\tau + \varepsilon} \left\{ \left( \tilde{f}_y(t, s) + \tilde{f}_y^{\tau, \varepsilon}(t, s) \right)\tilde{Y}^{\tau, \varepsilon}(s) + \left( \tilde{f}_z^{\tau, \varepsilon}(t, s) + \tilde{f}_z^{\tau, \varepsilon}(t, s) \right)\tilde{Z}^{\tau, \varepsilon}(t, s) \right\} ds$$

$$+ \alpha(t, s) + f(t, s, v(s), \hat{X}(s), \hat{Y}(s), \hat{Z}(t, s) + \beta(t, s)) - f(t, s) \right\} ds$$

$$- \int_t^{\tau + \varepsilon} \tilde{Z}^{\tau, \varepsilon}(t, s) dW(s), \quad t \in [\tau, \tau + \varepsilon].$$

Motivated by equation (40), we introduce the following (trivial) BSVIE with the adapted C-solution $(\hat{Y}^{\tau, \varepsilon}(-), \hat{Z}^{\tau, \varepsilon}(-))$:

$$\hat{Y}^{\tau, \varepsilon}(t) = \int_t^{\tau + \varepsilon} \left\{ \alpha(t, s) + f(t, s, v(s), \hat{X}(s), \hat{Y}(s), \hat{Z}(t, s) + \beta(t, s)) - f(t, s) \right\} ds$$

$$- \int_t^{\tau + \varepsilon} \hat{Z}^{\tau, \varepsilon}(t, s) dW(s), \quad t \in [\tau, \tau + \varepsilon].$$

Note that, for $t \in [\tau, \tau + \varepsilon]$, we have

$$\hat{Y}^{\tau, \varepsilon}(t) = \mathbb{E}_t\left[ \int_t^{\tau + \varepsilon} \left\{ \alpha(t, s) + f(t, s, v(s), \hat{X}(s), \hat{Y}(s), \hat{Z}(t, s) + \beta(t, s)) - f(t, s) \right\} ds \right].$$

By using the standard estimates of the solutions of BSVIEs, we can show the following estimate (see Lemma A.4 in the appendix):

$$\sup_{t \in [\tau, \tau + \varepsilon]} \mathbb{E}[|\tilde{Y}^{\tau, \varepsilon}(t) - \hat{Y}^{\tau, \varepsilon}(t)|^2 + \int_t^{\tau + \varepsilon} |\tilde{Z}^{\tau, \varepsilon}(t, s) - \hat{Z}^{\tau, \varepsilon}(t, s)|^2 ds] = o(\varepsilon^2).$$

(42)
Therefore, by the equalities (39), (41) and the estimate (42), we obtain the following equality:

\[ J(\tau, \tilde{X}(\tau); u^\tau, \cdot) - J(\tau, \tilde{X}(\tau); \tilde{u}|_{[\tau,T]}(\cdot)) \]

\[ = \mathbb{E}_\tau \left[ \int_\tau^{\tau+\varepsilon} \left\{ (p(\tau, s), \delta b(s)) + (q(\tau, s), \delta \sigma(s)) + \frac{1}{2} (P(\tau, s) \delta \sigma(s), \delta \sigma(s)) \right. \\
\left. + f(\tau, s, v(s), \tilde{X}(s), \tilde{Y}(s), \tilde{Z}(\tau, s) + (p(\tau, s), \delta \sigma(s))) - f(\tau, s) \right\} ds \right] \\
+ \tilde{R}^\tau \text{ a.s.} \tag{43} \]

where \( \tilde{R}^\tau \) is an \( \mathcal{F}_\tau \)-measurable random variable such that \( \mathbb{E}[|\tilde{R}^\tau|^2] = o(\varepsilon^2) \).

Unfortunately, we cannot use the Lebesgue differentiation theorem directly for the integrand in the right hand side of (43) since it depends on \( \tau \). Note that the terms \( p(\cdot, \cdot) \) and \( P(\cdot, \cdot) \) can be treated easily since they have the reasonable continuity:

\[ \mathbb{E} \left[ \left| \int_\tau^{\tau+\varepsilon} (p(\tau, s) - p(s, s), \delta b(s)) ds \right|^2 \right] = o(\varepsilon^2) \]

and

\[ \mathbb{E} \left[ \left| \int_\tau^{\tau+\varepsilon} (P(\tau, s) - P(s, s) \delta \sigma(s), \delta \sigma(s)) ds \right|^2 \right] = o(\varepsilon^2). \]

However, the cases of \( q(\cdot, \cdot) \) and \( \dot{Z}(\cdot, \cdot) \) are more delicate. We have to define the terms "\( q(s, s) \)" and "\( \dot{Z}(s, s) \)" in rigorous ways. To do so, we introduce the diagonal processes Diag[\( q(\cdot, \cdot) \)] and Diag[\( \dot{Z}(\cdot, \cdot) \)] of \( q(\cdot, \cdot) \) and \( \dot{Z}(\cdot, \cdot) \), respectively, which (uniquely) exist under our assumptions; see Lemma 2.7. The following lemma plays a key role in our study.

**Lemma 5.3.** For any \( v(\cdot) \in U[t_0, T] \) and \( \tau \in [t_0, T] \), it holds that

\[ \mathbb{E} \left[ \left| \int_\tau^{\tau+\varepsilon} (\mathcal{H}(s, v(s); \tau, t_0, x_{t_0}; \tilde{u}(\cdot)) - \mathcal{H}(s, \tilde{u}(s); \tau, t_0, x_{t_0}; \tilde{u}(\cdot))) ds \right|^2 \right] = o(\varepsilon^2), \]

where \( \mathcal{H}(s, v; \tau, t_0, x_{t_0}; \tilde{u}(\cdot)) \) is the \( \mathcal{H} \)-function with respect to \( (t_0, x_{t_0}) \in \mathcal{I} \) and \( \tilde{u}(\cdot) \in U[t_0, T] \) defined by (35).

**Proof.** We only prove that

\[ \mathbb{E} \left[ \left| \int_\tau^{\tau+\varepsilon} (q(\tau, s) - \text{Diag}[q](\tau), \delta \sigma(s)) ds \right|^2 \right] = o(\varepsilon^2). \tag{44} \]

Then by using the regularity assumptions of \( f \) (Assumption 4), we can easily get the consequence. Concerning the estimate (44), observe that

\[ \mathbb{E} \left[ \left| \int_\tau^{\tau+\varepsilon} (q(\tau, s) - \text{Diag}[q](\tau), \delta \sigma(s)) ds \right|^2 \right] \]

\[ \leq \mathbb{E} \left[ \int_\tau^{\tau+\varepsilon} |q(\tau, s) - \text{Diag}[q](\tau)|^2 ds \right] \int_\tau^{\tau+\varepsilon} |\delta \sigma(s)|^2 ds \]
\[
\leq \mathbb{E}\left[\left(\int_{\tau}^{\tau+\varepsilon} q(\tau, s) - \text{Diag}[q(s)]^2 \, ds\right)^{21/2} \mathbb{E}\left[\left(\int_{\tau}^{\tau+\varepsilon} |\delta\sigma(s)|^2 \, ds\right)^{21/2}\right]\right] = O(\varepsilon). \tag{45}
\]

By letting \(p' = 4\) and \(q' = 2\) in (34), we obtain
\[
\mathbb{E}\left[\left(\int_{\tau}^{\tau+\varepsilon} q(\tau, s) - \text{Diag}[q(s)]^2 \, ds\right)^{1/4}\right] = o(\varepsilon).
\]

Thus, we see that the last term in (45) is of order \(o(\varepsilon^3)\). In particular, the estimate (44) holds true.

Consequently, for any \(\hat{u}(\cdot), v(\cdot) \in \mathcal{U}[t_0, T], \tau \in [t_0, T]\) and \(\varepsilon \in (0, T - \tau)\), we have that
\[
J(\tau, \hat{X}(\tau); u^{\tau,\varepsilon}(\cdot)) - J(\tau, \hat{X}(\tau); \hat{u}|_{[\tau,T]}(\cdot))
= \mathbb{E}_\tau\left[\int_{\tau}^{\tau+\varepsilon} (\mathcal{H}(s, v(s); t_0, x_{t_0}; \hat{u}(\cdot)) - \mathcal{H}(s, \hat{u}(s); t_0, x_{t_0}; \hat{u}(\cdot))) \, ds\right] + R^{\tau,\varepsilon} \text{ a.s.} \tag{46}
\]
where \(R^{\tau,\varepsilon}\) is an \(\mathcal{F}_\tau\)-measurable random variable such that \(\mathbb{E}[|R^{\tau,\varepsilon}|^2] = o(\varepsilon^2)\). The classical Lebesgue differentiation theorem can be applied to the integrand of the right hand side of the above equality since it does not depend on \(\tau\); see Lemma A.5 in the appendix.

Now we are ready to prove our main result.

**Proof of Theorem 4.4. Sufficiency:** Suppose that \(\hat{u}(\cdot) \in \mathcal{U}[t_0, T]\) satisfies (36). Then for any \(v(\cdot) \in \mathcal{U}[t_0, T], \tau \in [t_0, T]\), and \(\varepsilon \in (0, T - \tau)\), equality (46) yields that
\[
J(\tau, \hat{X}(\tau); u^{\tau,\varepsilon}(\cdot)) - J(\tau, \hat{X}(\tau); \hat{u}|_{[\tau,T]}(\cdot)) \geq R^{\tau,\varepsilon} \text{ a.s.}
\]
where \(R^{\tau,\varepsilon}\) is an \(\mathcal{F}_\tau\)-measurable random variable such that \(\mathbb{E}[|R^{\tau,\varepsilon}|^2] = o(\varepsilon^2)\). Therefore, for any nonnegative, bounded and \(\mathcal{F}_\tau\)-measurable random variable \(\xi_{\tau}\), it holds that
\[
\mathbb{E}\left[\frac{J(\tau, \hat{X}(\tau); u^{\tau,\varepsilon}(\cdot)) - J(\tau, \hat{X}(\tau); \hat{u}|_{[\tau,T]}(\cdot))}{\varepsilon}\right] \geq \frac{1}{\varepsilon}\mathbb{E}[R^{\tau,\varepsilon}\xi_{\tau}] \xrightarrow{\varepsilon \downarrow 0} 0,
\]
and hence \(\hat{u}(\cdot)\) is an open-loop equilibrium control with respect to \((t_0, x_{t_0}) \in \mathcal{I}\).

**Necessity:** Suppose that \(\hat{u}(\cdot) \in \mathcal{U}[t_0, T]\) is an open-loop equilibrium control with respect to \((t_0, x_{t_0}) \in \mathcal{I}\). Fix an element \(v \in \mathcal{U}\) and define \(v(\cdot) \in \mathcal{U}[t_0, T]\) by \(v(\cdot) \equiv v\). By the definition of open-loop equilibrium controls and equality (46), we have, for any \(\tau \in [t_0, T]\) and any nonnegative, bounded and \(\mathcal{F}_\tau\)-measurable random variable \(\xi_{\tau}\),
\[
\liminf_{\varepsilon \downarrow 0} \frac{1}{\varepsilon}\mathbb{E}\left[\int_{\tau}^{\tau+\varepsilon} (\mathcal{H}(s, v; t_0, x_{t_0}; \hat{u}(\cdot)) - \mathcal{H}(s, \hat{u}(s); t_0, x_{t_0}; \hat{u}(\cdot))) \, ds\right] \geq 0.
\]
This implies that (see Lemma A.5 in the appendix)
\[
\mathcal{H}(s, v; t_0, x_{t_0}; \hat{u}(\cdot)) - \mathcal{H}(s, \hat{u}(s); t_0, x_{t_0}; \hat{u}(\cdot)) \geq 0
\]
for \(\text{Leb}_{[t_0, T]} \otimes \mathbb{P}\)-a.e. \((s, \omega) \in [t_0, T] \times \Omega\). Since the control space \((\mathcal{U}, d)\) is a separable metric space and the \(\mathcal{H}\)-function is continuous in \(v \in \mathcal{U}\), we obtain (36).

**Remark 5.4.** By Theorem 4.4 and equality (46), we see that if \(\hat{u}(\cdot) \in \mathcal{U}[t_0, T]\) is an open-loop equilibrium control with respect to \((t_0, x_{t_0}) \in \mathcal{I}\), then for any
\(v(\cdot) \in \mathcal{U}[t_0, T]\) and \(\tau \in [t_0, T]\), there exists a sequence \(\{\varepsilon_k\}_{k \in \mathbb{N}} \subset (0, T - \tau)\) such that \(\lim_{k \to \infty} \varepsilon_k = 0\) and
\[
\lim_{k \to \infty} \inf_{\varepsilon_k} J(\tau, \bar{X}(\tau); \bar{u}^{\tau, \varepsilon_k} (\cdot)) - J(\tau, \bar{X}(\tau); \bar{u}|_{\tau:T}(\cdot)) \geq 0 \text{ a.s.}
\]

We emphasize that this is not trivial from the definition, but a consequence of our analysis. Also, the above is comparable to the original “definition” (28) of open-loop equilibrium controls introduced in [13, 14].

Appendix A. Some technical lemmas. In this appendix, we prove some technical estimates appearing in Section 5. In Lemmas A.1, A.2, A.3, and A.4, we use the same notation as in Section 5. Lemma A.5 is an abstract result which we used in the proof of the necessity part of Theorem 4.4.

Lemma A.1. It holds that
\[
\sup_{t \in [\tau, T]} \mathbb{E} \left[ \left( \int_t^T (A_3(t, s), X_1^{\tau, \varepsilon}(s)) I_{[\tau, \tau+\varepsilon]}(s) \, ds \right)^2 \right] = o(\varepsilon^2).
\]

Proof. Observe that
\[
\sup_{t \in [\tau, T]} \mathbb{E} \left[ \left( \int_t^T (A_3(t, s), X_1^{\tau, \varepsilon}(s)) I_{[\tau, \tau+\varepsilon]}(s) \, ds \right)^2 \right]
\]
\[
= \sup_{t \in [\tau, T+\varepsilon]} \mathbb{E} \left[ \left( \int_t^{T+\varepsilon} (A_3(t, s), X_1^{\tau, \varepsilon}(s)) \, ds \right)^2 \right]
\]
\[
\leq \sup_{t \in [\tau, T+\varepsilon]} \mathbb{E} \left[ \left( \sup_{s \in [\tau, T]} |X_1^{\tau, \varepsilon}(s)|^2 \left( \int_t^{T+\varepsilon} |A_3(t, s)| \, ds \right)^2 \right]\right]^1/2 \sup_{t \in [\tau, T+\varepsilon]} \mathbb{E} \left[ \left( \int_t^{T+\varepsilon} |A_3(t, s)| \, ds \right)^4 \right]^{1/2}.
\]

Concerning the term \(\sup_{t \in [\tau, T+\varepsilon]} \mathbb{E} \left[ \left( \int_t^{T+\varepsilon} |A_3(t, s)| \, ds \right)^4 \right]\), we have that, for example,
\[
\sup_{t \in [\tau, T+\varepsilon]} \mathbb{E} \left[ \left( \int_t^{T+\varepsilon} |Q(t, s)||\delta\sigma(s)| \, ds \right)^4 \right]
\]
\[
\leq \sup_{t \in [\tau, T+\varepsilon]} \mathbb{E} \left[ \left( \int_t^{T+\varepsilon} |Q(t, s)|^2 \, ds \right)^2 \left( \int_t^{T+\varepsilon} |\delta\sigma(s)|^2 \, ds \right)^2 \right]
\]
\[
\leq \mathbb{E} \left[ \left( \int_\tau^{T+\varepsilon} |\delta\sigma(s)|^2 \, ds \right)^4 \right]^{1/2} \sup_{t \in [\tau, T+\varepsilon]} \mathbb{E} \left[ \left( \int_t^{T+\varepsilon} |Q(t, s)|^2 \, ds \right)^4 \right]^{1/2},
\]

and
\[
\sup_{t \in [\tau, T+\varepsilon]} \mathbb{E} \left[ \left( \int_t^{T+\varepsilon} |Q(t, s)|^2 \, ds \right)^4 \right]
\]
\[
\leq 128 \left( \sup_{t \in [\tau, T+\varepsilon]} \mathbb{E} \left[ \left( \int_t^T |Q(t, s) - Q(\tau, s)|^2 \, ds \right)^4 \right] + \mathbb{E} \left[ \left( \int_\tau^{T+\varepsilon} |Q(\tau, s)|^2 \, ds \right)^4 \right] \right) \to 0 \text{ as } \varepsilon \downarrow 0.
\]
Thus, we see that $\sup_{t \in [\tau, \tau+\varepsilon]} \mathbb{E}\left[(\int_{t}^{t+\varepsilon} |A_3(t,s)| \, ds)^4\right] = o(\varepsilon^2)$, and finish the proof.

Lemma A.2. It holds that

$$
\sup_{t \in [\tau, T]} \mathbb{E}\left[\left|\int_{t}^{T} \left(\tilde{f}_x(t,s), X_1^{t,\varepsilon}(s) + X_2^{t,\varepsilon}(s)\right) + \tilde{f}_y(t,s)\eta^{t,\varepsilon}(s) + \tilde{f}_z(t,s)\zeta^{t,\varepsilon}(t,s)\right| I_{[\tau,\tau+\varepsilon]}(s) \, ds \right|^2 \right] = o(\varepsilon^2).
$$

Proof. Note that $\tilde{f}_x^{t,\varepsilon}(\cdot, \cdot)$, $\tilde{f}_y^{t,\varepsilon}(\cdot, \cdot)$, and $\tilde{f}_z^{t,\varepsilon}(\cdot, \cdot)$ are uniformly bounded. Recall the definitions (38) of $\eta^{t,\varepsilon}(\cdot)$ and $\zeta^{t,\varepsilon}(\cdot, \cdot)$. By the same arguments as in the proof of Lemma A.1, we can show the assertion.

Lemma A.3. It holds that

$$
\sup_{t \in [\tau, T]} \mathbb{E}\left[\left|\int_{t}^{T} f_z(t,s)\langle B_3(t,s), X_1^{t,\varepsilon}(s)\rangle I_{[\tau,\tau+\varepsilon]}(s) \, ds \right|^2 \right] = o(\varepsilon^2) \tag{47}
$$

and

$$
\sup_{t \in [\tau, T]} \mathbb{E}\left[\left|\int_{t}^{T} \left\{D^2 \tilde{f}_z^{t,\varepsilon}(t,s) \left(X_1^{t,\varepsilon}(s) + X_2^{t,\varepsilon}(s), \eta^{t,\varepsilon}(s) \zeta^{t,\varepsilon}(t,s)\right) + \langle G(t,s)X_1^{t,\varepsilon}(s), X_1^{t,\varepsilon}(s)\rangle\right\} \, ds \right|^2 \right] = o(\varepsilon^2), \tag{48}
$$

where

$$
G(t,s) := [I_{n \times n}, p(s,t)\sigma^T_x(s)p(t,s) + q(t,s)]D^2 f(t,s) \\
\times [I_{n \times n}, p(s,t)\sigma^T_x(s)p(t,s) + q(t,s)]^T.
$$

Proof. The estimate (47) can be proved by the same arguments as in the proof of Lemma A.1. We prove the estimate (48). By the definitions (38) of $\eta^{t,\varepsilon}(\cdot)$ and $\zeta^{t,\varepsilon}(\cdot, \cdot)$, we have

$$
\begin{bmatrix}
X_1^{t,\varepsilon}(s) + X_2^{t,\varepsilon}(s) \\
\eta^{t,\varepsilon}(s) \\
\zeta^{t,\varepsilon}(t,s)
\end{bmatrix} = X_1^{t,\varepsilon}(t,s) + X_2^{t,\varepsilon}(t,s),
$$

where

$$
X_1^{t,\varepsilon}(t,s) := \begin{pmatrix} X_1^{t,\varepsilon}(s) \\ \langle p(s,s), X_1^{t,\varepsilon}(s) \rangle \\ \langle B_1(t,s), X_1^{t,\varepsilon}(s) \rangle \end{pmatrix}
$$

and

$$
X_2^{t,\varepsilon}(t,s) := \begin{pmatrix} X_2^{t,\varepsilon}(s) \\ \langle p(s,s), X_2^{t,\varepsilon}(s) \rangle + \frac{1}{2} \langle P(s,s)X_1^{t,\varepsilon}(s), X_1^{t,\varepsilon}(s) \rangle + \frac{1}{2} \langle B_2(t,s)X_1^{t,\varepsilon}(s), X_1^{t,\varepsilon}(s) \rangle + (B_3(t,s), X_1^{t,\varepsilon}(s))I_{[\tau,\tau+\varepsilon]}(s) \end{pmatrix}.
$$
Similarly we can show that
\[
\left\langle D^2 \tilde{f}_{\tau,\varepsilon}(t, s), \left( X_1^{\tau, \varepsilon}(s) + X_2^{\tau, \varepsilon}(s) \right) \right\rangle = \left\langle D^2 \tilde{f}_{\tau,\varepsilon}(t, s), X_1^{\tau, \varepsilon}(s) \right\rangle + \left\langle D^2 \tilde{f}_{\tau,\varepsilon}(t, s), X_2^{\tau, \varepsilon}(s) \right\rangle + 2 \left\langle D^2 \tilde{f}_{\tau,\varepsilon}(t, s), X_1^{\tau, \varepsilon}(t, s) \right\rangle \left\langle D^2 \tilde{f}_{\tau,\varepsilon}(t, s), X_2^{\tau, \varepsilon}(t, s) \right\rangle .
\]
By Lemma 5.1, we see that
\[
\sup_{t \in [\tau, T]} E \left[ \left( \int_t^T \left| X_1^{\tau, \varepsilon}(t, s) \right|^2 ds \right)^2 \right] \\
\leq \sup_{t \in [\tau, T]} E \left[ \left( \int_t^T \left( 1 + \left| p(s, s) \right|^2 + \left| B_1(t, s) \right|^2 \right) \left| X_1^{\tau, \varepsilon}(s) \right|^2 ds \right)^2 \right] \\
\leq \sup_{t \in [\tau, T]} E \left[ \sup_{s \in [\tau, T]} \left| X_1^{\tau, \varepsilon}(s) \right|^4 \left( \int_t^T \left( 1 + \left| p(s, s) \right|^2 + \left| B_1(t, s) \right|^2 \right) ds \right)^2 \right] \\
\leq E \left[ \sup_{s \in [\tau, T]} \left| X_1^{\tau, \varepsilon}(s) \right|^8 \sup_{t \in [\tau, T]} E \left[ \left( \int_t^T \left( 1 + \left| p(s, s) \right|^2 + \left| B_1(t, s) \right|^2 \right) ds \right)^4 \right]^{1/2} \right]
\]
and hence
\[
\sup_{t \in [\tau, T]} E \left[ \left( \int_t^T \left| X_1^{\tau, \varepsilon}(t, s) \right|^2 ds \right)^2 \right] = O(\varepsilon^2).
\] (50)

Similarly we can show that
\[
\sup_{t \in [\tau, T]} E \left[ \left( \int_t^T \left| X_2^{\tau, \varepsilon}(t, s) \right|^2 ds \right)^2 \right] = o(\varepsilon^2).
\] (51)

Note that $D^2 \tilde{f}_{\tau,\varepsilon}(\cdot, \cdot)$ is uniformly bounded. Therefore, by the estimates (50) and (51), we obtain
\[
\sup_{t \in [\tau, T]} E \left[ \left| \int_t^T \left\langle D^2 \tilde{f}_{\tau,\varepsilon}(t, s), X_1^{\tau, \varepsilon}(t, s) \right\rangle ds \right|^2 \right] = o(\varepsilon^2)
\]
and
\[
\sup_{t \in [\tau, T]} E \left[ \left| \int_t^T \left\langle D^2 \tilde{f}_{\tau,\varepsilon}(t, s), X_2^{\tau, \varepsilon}(t, s) \right\rangle ds \right|^2 \right] = o(\varepsilon^2).
\]
On the other hand, a simple calculation shows that
\[
\left\langle G(t, s) X_1^{\tau, \varepsilon}(s), X_1^{\tau, \varepsilon}(s) \right\rangle = \left\langle D^2 f(t, s) X_1^{\tau, \varepsilon}(t, s), X_1^{\tau, \varepsilon}(t, s) \right\rangle.
\]
Thus, it remains to show that
\[
\sup_{t \in [\tau, T]} E \left[ \left| \int_t^T \left\langle \left( D^2 \tilde{f}_{\tau,\varepsilon}(t, s) - D^2 f(t, s) \right) X_1^{\tau, \varepsilon}(t, s), X_1^{\tau, \varepsilon}(t, s) \right\rangle ds \right|^2 \right] = o(\varepsilon^2). \] (52)
Now we prove (52). First of all, by the same calculations as in (49), we have, for any \( A \in \mathcal{B}([\tau, T]) \otimes \mathcal{F}_T, \)

\[
\sup_{t \in [\tau, T]} \mathbb{E}\left[ \left( \int_t^T \left| X_1^{\tau, \epsilon}(t, s) \right|^2 \mathbb{I}_A(s, \omega) \, ds \right)^2 \right] \\
\leq \mathbb{E}\left[ \sup_{s \in [\tau, T]} \left| X_1^{\tau, \epsilon}(s) \right|^6 \sup_{t \in [\tau, T]} \mathbb{E}\left[ \left( \int_t^T \left( 1 + |p(s, s)|^2 + |B_1(t, s)|^2 \right) \mathbb{I}_A(s, \omega) \, ds \right)^4 \right]^{1/2} \right].
\]

For each \( \kappa > 0 \), define \( \mathfrak{A}(\kappa) := \{ A \in \mathcal{B}([\tau, T]) \otimes \mathcal{F}_T | \text{Leb}_{[\tau, T]} \otimes \mathbb{P}(A) \leq \kappa \} \). Fix an arbitrary \( \gamma > 0 \). Then, for each \( t \in [\tau, T] \), there exists a constant \( \kappa_t = \kappa(\gamma) > 0 \) such that

\[
\mathbb{E}\left[ \left( \int_{\tau}^T \left( 1 + |p(s, s)|^2 + |B_1(t, s)|^2 \right) \mathbb{I}_A(s, \omega) \, ds \right)^4 \right] \leq \frac{\gamma^2}{256}, \ \forall A \in \mathfrak{A}(\kappa_t).
\]

Besides, since the map \([\tau, T] \ni t \mapsto B_1(t, \cdot) \in L^8_{\text{loc}}([\tau, T]; \mathbb{R}^n) \) is (uniformly) continuous, there exists a partition \( \tau = t_0 < t_1 < \cdots < t_N = T \) of \([\tau, T] \) such that

\[
\mathbb{E}\left[ \left( \int_{\tau}^T |B_1(t, s) - B_1(t_n, s)|^2 \, ds \right)^4 \right] \leq \frac{\gamma^2}{256}, \ \forall t \in [t_{n-1}, t_n], \ n = 1, \ldots, N.
\]

Define \( \kappa = \kappa(\gamma) := \min\{\kappa_1, \ldots, \kappa_N\} \). Then, for any \( A \in \mathfrak{A}(\kappa) \) and any \( t \in [t_{n-1}, t_n] \) with \( n = 1, \ldots, N \), it holds that

\[
\mathbb{E}\left[ \left( \int_{\tau}^T \left( 1 + |p(s, s)|^2 + |B_1(t, s)|^2 \right) \mathbb{I}_A(s, \omega) \, ds \right)^4 \right] \leq 128 \left\{ \mathbb{E}\left[ \left( \int_{\tau}^T \left( 1 + |p(s, s)|^2 + |B_1(t, s)|^2 \right) \mathbb{I}_A(s, \omega) \, ds \right)^4 \right] + \mathbb{E}\left[ \left( \int_{\tau}^T \left| B_1(t, s) - B_1(t_n, s) \right|^2 \, ds \right)^4 \right] \right\} \leq \gamma^2.
\]

Thus, we obtain

\[
\sup_{t \in [\tau, T]} \mathbb{E}\left[ \left( \int_t^T \left| X_1^{\tau, \epsilon}(t, s) \right|^2 \mathbb{I}_A(s, \omega) \, ds \right)^2 \right] \leq \mathbb{E}\left[ \sup_{s \in [\tau, T]} \left| X_1^{\tau, \epsilon}(s) \right|^8 \right]^{1/2}, \ \forall A \in \mathfrak{A}(\kappa).
\]

On the other hand, by Assumption \( 4 \) (ii), there exists a modulus of continuity \( \rho : [0, \infty) \to [0, \infty) \) such that

\[
|D^2 \tilde{f}^{\tau, \epsilon}(t, s) - D^2 f(t, s)| \leq \rho\left( |X_1^{\tau, \epsilon}(s) + X_2^{\tau, \epsilon}(s)| + |\eta^{\tau, \epsilon}(s)| + |\zeta^{\tau, \epsilon}(t, s)| \right).
\]

Furthermore, by using Lemma 5.1, we can easily show that

\[
\lim_{\varepsilon \downarrow 0} \sup_{t \in [\tau, T]} \mathbb{E}\left[ \int_{\tau}^T \left( |X_1^{\tau, \epsilon}(s) + X_2^{\tau, \epsilon}(s)| + |\eta^{\tau, \epsilon}(s)| + |\zeta^{\tau, \epsilon}(t, s)| \right) \, ds \right] = 0.
\]

Hence, there exists a constant \( \varepsilon_0 = \varepsilon_0(\gamma) > 0 \) such that, for any \( 0 < \varepsilon < \varepsilon_0 \), we have

\[
\mathcal{A}_t := \{(s, \omega) \in [\tau, T] \times \Omega | |D^2 \tilde{f}^{\tau, \epsilon}(t, s) - D^2 f(t, s)| \geq \sqrt{\gamma}\} \in \mathfrak{A}(\kappa), \ \forall t \in [\tau, T].
\]
Therefore, for any $0 < \varepsilon < \varepsilon_0$, it holds that

\[
\sup_{t \in [\tau, T]} \mathbb{E} \left[ \left( \int_t^T \left< (D^2 \tilde{f}^{\tau, \varepsilon}(t, s) - D^2 f(t, s)) X^{\tau, \varepsilon}_1(t, s), X^{\tau, \varepsilon}_1(t, s) \right> ds \right)^2 \right] \\
\leq 2 \sup_{t \in [\tau, T]} \mathbb{E} \left[ \left( \int_t^T \left| D^2 \tilde{f}^{\tau, \varepsilon}(t, s) - D^2 f(t, s) \right| \left| X^{\tau, \varepsilon}_1(t, s) \right|^2 1_{A_1}(s, \omega) ds \right)^2 \right] \\
+ 2 \sup_{t \in [\tau, T]} \mathbb{E} \left[ \left( \int_t^T \left| D^2 \tilde{f}^{\tau, \varepsilon}(t, s) - D^2 f(t, s) \right| \left| X^{\tau, \varepsilon}_1(t, s) \right|^2 1_{A_1}(s, \omega) ds \right)^2 \right] \\
\leq 2 \sup_{t \in [\tau, T]} \mathbb{E} \left[ \left( \int_t^T \left| X^{\tau, \varepsilon}_1(t, s) \right|^2 ds \right)^2 \right] \gamma + 8 \|D^2 f\|_{L^\infty}^2 \mathbb{E} \left[ \sup_{s \in [\tau, T]} \left| X^{\tau, \varepsilon}_1(s) \right|^8 \right]^{1/2} \gamma \\
\leq C \varepsilon^2 \gamma,
\]

where $C > 0$ is a constant which is independent of $\varepsilon > 0$ and $\gamma > 0$. Since $\gamma > 0$ is arbitrary, this implies (52). Hence, we obtain (48). \hfill \Box

**Lemma A.4.** It holds that

\[
\sup_{t \in [\tau, \tau + \varepsilon]} \mathbb{E} \left[ \left| \bar{Y}^{\tau, \varepsilon}(t) - \bar{Z}^{\tau, \varepsilon}(t) \right|^2 + \int_t^{\tau + \varepsilon} \left| \bar{Z}^{\tau, \varepsilon}(t, s) - \bar{Z}^{\tau, \varepsilon}(t, s) \right|^2 ds \right] = o(\varepsilon^2). \tag{53}
\]

**Proof.** Firstly we prove the following estimate:

\[
\sup_{t \in [\tau, \tau + \varepsilon]} \mathbb{E} \left[ \left| \bar{Y}^{\tau, \varepsilon}(t) \right|^2 + \int_t^{\tau + \varepsilon} \left| \bar{Z}^{\tau, \varepsilon}(t, s) \right|^2 ds \right] = o(\varepsilon). \tag{54}
\]

Recall that $(\bar{Y}^{\tau, \varepsilon}(\cdot), \bar{Z}^{\tau, \varepsilon}(\cdot))$ satisfies BSVIE (40). Thus, by the standard estimate (18) of the solution to the BSVIE, we have

\[
\sup_{t \in [\tau, \tau + \varepsilon]} \mathbb{E} \left[ \left| \bar{Y}^{\tau, \varepsilon}(t) \right|^2 + \int_t^{\tau + \varepsilon} \left| \bar{Z}^{\tau, \varepsilon}(t, s) \right|^2 ds \right] \\
\leq C \sup_{t \in [\tau, \tau + \varepsilon]} \mathbb{E} \left[ \left| \psi_3^{\tau, \varepsilon}(t) \right|^2 + \left( \int_t^{\tau + \varepsilon} \left| \alpha(t, s) \right| ds \right)^2 + \left( \int_t^{\tau + \varepsilon} \left| f(t, s) \right| ds \right)^2 \right] \\
+ \left( \int_t^{\tau + \varepsilon} \left| f(t, s, v(s), \tilde{X}(s), \tilde{Y}(s), \tilde{Z}(t, s) + \beta(t, s)) \right| ds \right)^2
\]

for some constant $C > 0$ which is independent of $\tau$ and $\varepsilon$. By the same arguments as in the proof of Lemma A.1, we can show that $\sup_{t \in [\tau, \tau + \varepsilon]} \mathbb{E} \left[ \left( \int_t^{\tau + \varepsilon} \left| \alpha(t, s) \right| ds \right)^2 \right] =$...
Furthermore, observe that
\[
\sup_{t \in [\tau, \tau + \varepsilon]} \mathbb{E} \left[ \left( \int_t^{\tau + \varepsilon} |f(t, s, v(s), \hat{X}(s), \hat{Y}(s), \hat{Z}(t, s) + \beta(t, s))| \, ds \right)^2 \right] 
\leq C \sup_{t \in [\tau, \tau + \varepsilon]} \mathbb{E} \left[ \left( \int_t^{\tau + \varepsilon} |f(t, s, v(s), \hat{X}(s), \hat{Y}(s), \hat{Z}(t, s) + \beta(t, s))| \, ds \right)^2 \right]
+ \sup_{t \in [\tau, \tau + \varepsilon]} \mathbb{E} \left[ \left( \int_t^{\tau + \varepsilon} -f(t, s, v(s), \hat{X}(s), \hat{Y}(s), \hat{Z}(t, s) + \beta(t, s)) \, ds \right)^2 \right]
+ \sup_{t \in [\tau, \tau + \varepsilon]} \mathbb{E} \left[ \left( \int_t^{\tau + \varepsilon} -f(t, s, v(s), \hat{X}(s), \hat{Y}(s), \hat{Z}(t, s) + \beta(t, s)) \, ds \right)^2 \right]
\leq \varepsilon C \sup_{t \in [\tau, \tau + \varepsilon]} \mathbb{E} \left[ \left( \int_t^{\tau + \varepsilon} |\hat{Z}(t, s) - \hat{Z}(t, s)|^2 \, ds + \sup_{s \in [t_0, T]} |p(t, s) - p(\tau, s)|^2 \int_{t_0}^T |\delta \sigma(s)|^2 \, ds \right) \right]
+ \varepsilon \sup_{t \in [\tau, \tau + \varepsilon]} \mathbb{E} \left[ \left( \int_t^{\tau + \varepsilon} |f(t, s, v(s), \hat{X}(s), \hat{Y}(s), \hat{Z}(t, s) + \beta(t, s))| \, ds \right)^2 \right]
\]
and
\[
\sup_{t \in [\tau, \tau + \varepsilon]} \mathbb{E} \left[ \left( \int_t^{\tau + \varepsilon} |\tilde{f}_{\tau, \varepsilon}(t, s) + \tilde{f}_{\tau, \varepsilon}(t, s)| |\tilde{Z}_{\tau, \varepsilon}(t, s)| \, ds \right)^2 \right] \\
\leq 9 \|\partial_z f\|_{\infty, \varepsilon}^2 \sup_{t \in [\tau, \tau + \varepsilon]} \mathbb{E} \left[ \int_t^{\tau + \varepsilon} |\tilde{Z}_{\tau, \varepsilon}(t, s)|^2 \, ds \right] = o(\varepsilon^2).
\]

Consequently, we get the estimate (53). \hfill \Box

In order to prove the necessity part of Theorem 4.4, we need the following abstract lemma, which is a slight modification of Lemma 3.5 of [12]. We provide a complete proof here for the sake of self-containedness.

**Lemma A.5.** Let \( \varphi(\cdot) \in L^1_S(S, T; \mathbb{R}) \) with \( 0 \leq S < T < \infty \) be fixed. Assume that, for any \( t \in [S, T) \) and any nonnegative, bounded and \( \mathcal{F}_t \)-measurable random variable \( \xi_t \), we have
\[
\liminf_{\varepsilon \downarrow 0} \frac{1}{\varepsilon} \mathbb{E} \left[ \int_t^{t+\varepsilon} \varphi(s) \, ds \xi_t \right] \geq 0.
\]
Then it holds that \( \varphi(s) \geq 0 \) for \( \text{Leb}_{[S, T]} \otimes \mathbb{P} \)-a.e. \((s, \omega) \in [S, T) \times \Omega\).

**Proof.** Observe that the map \([S, T] \ni t \mapsto \varphi(t) \in L^1_{F_t}(\Omega; \mathbb{R})\) is Bochner integrable. By Lebesgue’s differentiation theorem for Bochner integrable functions (cf. Theorem 3.8.5 of [10]), we have, for a.e. \( t \in [S, T)\),
\[
\lim_{\varepsilon \downarrow 0} \frac{1}{\varepsilon} \int_t^{t+\varepsilon} \|\varphi(s) - \varphi(t)\|_{L^1_{F_t}(\Omega; \mathbb{R})} \, ds = 0. \tag{55}
\]
Take an arbitrary \( t \in [S, T) \) satisfying (55). For any \( \varepsilon \in (0, T - t) \) and any nonnegative, bounded and \( \mathcal{F}_t \)-measurable random variable \( \xi_t \), we have
\[
\mathbb{E} [\varphi(t) \xi_t] = \frac{1}{\varepsilon} \mathbb{E} \left[ \int_t^{t+\varepsilon} \varphi(s) \, ds \xi_t \right] - \frac{1}{\varepsilon} \mathbb{E} \left[ \int_t^{t+\varepsilon} (\varphi(s) - \varphi(t)) \, ds \xi_t \right].
\]
Note that
\[
\left| \frac{1}{\varepsilon} \mathbb{E} \left[ \int_t^{t+\varepsilon} (\varphi(s) - \varphi(t)) \, ds \xi_t \right] \right| \leq \|\xi_t\|_{\infty} \frac{1}{\varepsilon} \int_t^{t+\varepsilon} \|\varphi(s) - \varphi(t)\|_{L^1_{F_t}(\Omega; \mathbb{R})} \, ds \xrightarrow{\varepsilon \downarrow 0} 0.
\]
Furthermore, by the assumption, we have \( \liminf_{\varepsilon \downarrow 0} \frac{1}{\varepsilon} \mathbb{E} \left[ \int_t^{t+\varepsilon} \varphi(s) \, ds \xi_t \right] \geq 0 \). Thus, we see that \( \mathbb{E} [\varphi(t) \xi_t] \geq 0 \). Since \( \varphi(t) \) is \( \mathcal{F}_t \)-measurable, we get \( \varphi(t) \geq 0 \) a.s. This completes the proof. \hfill \Box
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