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Abstract

We develop a new method for studying the Baum–Connes conjecture, which we call the direct splitting method. We introduce what we call property $(\gamma)$ for $G$-equivariant Kasparov cycles. We show that the existence of a $G$-equivariant Kasparov cycle with property $(\gamma)$ implies the split-injectivity of the assembly map $\mu^G_A$ for any separable $G$-$C^*$-algebra $A$. We also show that if such a cycle exists, the assembly map $\mu^G_A$ is an isomorphism if and only if the cycle acts as the identity on the right-hand side group $K_*(A \rtimes_r G)$ of the Baum–Connes conjecture. In a separate paper, with J. Brodzki, E. Guentner and N. Higson, we use this method to give a finite-dimensional proof of the Baum–Connes conjecture for groups which act properly and co-compactly on a finite-dimensional CAT(0)-cubical space.

1 Introduction

Let $G$ be a second countable, locally compact, Hausdorff topological group. In this paper, we assume that there is a co-compact model $EG$ of the universal proper $G$-space (see [BCH94, Definition 1.6]).

In 1994, Baum, Connes and Higson gave the current formulation of the Baum–Connes conjecture [BCH94] using Kasparov’s equivariant $KK$-theory [Kas88]. The Baum–Connes conjecture with coefficients for $G$ is the
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assertion that the Baum-Connes assembly map

\[ \mu^G_A : KK^G(\mathbb{C}_G, A) \to KK_*^G(\mathbb{C}, A \rtimes_r G) \]

is an isomorphism for any separable \(G\)-\(\mathcal{C}^\ast\)-algebra \(A\), where \(A \rtimes_r G\) denotes the reduced crossed product of \(A\) by \(G\).

The assembly map \(\mu^G_A\) is proved to be an isomorphism for a reasonably large class of groups. Moreover, it is proved to be split-injective for a much larger class. We list some of the important known results:

- \(\mu^G_A\) is an isomorphism for all amenable, or more generally, all a-T-menable groups \(G\), and all \(A\) (Higson and Kasparov [HK97], [HK01]).

- \(\mu^G_A\) is an isomorphism for all word-hyperbolic groups \(G\), and all \(A\) (Lafforgue [Laf12]).

- \(\mu^G_A\) is split-injective for all discrete groups \(G\) which coarsely embed into a Hilbert space, and all \(A\) (Skandalis, Tu and Yu [STY02]).

Most of the known results (including the results listed above) rely on the so-called \(\gamma\)-element method, also called the dual Dirac method. The main step, initially developed and used by Kasparov, is to find an element \(\gamma\) in the Kasparov ring \(R(G) = KK^G_G(C, C)\) which is uniquely characterized by the following two properties (see [Kas88] or [Tu00] for details):

(i) \(\gamma = 1_K\) in \(R(K)\) for any compact subgroup \(K\) of \(G\).

(ii) \(\gamma\) factors through a proper \(G\)-\(\mathcal{C}^\ast\)-algebra. That is, there is a separable, proper \(G\)-\(\mathcal{C}^\ast\)-algebra \(P\) so that \(\gamma\) is the Kasparov product \(\delta \otimes_P d\) of two elements \(d\) (called Dirac element) in \(KK^G_P(C, C)\) and \(\delta\) in \(KK^G(C, P)\) (called dual Dirac element).

The mere existence of \(\gamma\) has the following immediate consequences:

(i) \(\mu^G_A\) is split-injective for any \(A\) (the strong Novikov conjecture).

(ii) \(\mu^G_A\) is an isomorphism if and only if \(\gamma\) acts as the identity on the right-hand side group \(KK_*^G(\mathbb{C}, A \rtimes_r G)\) via the composition

\[ \begin{align*}
    KK^G_G(C, \mathbb{C}) &\to KK^G_*(A, A) \\
    &\to KK_*^G(\mathbb{C}, A \rtimes_r G, A \rtimes_r G)
\end{align*} \]
All the following classes of groups are known to admit a $\gamma$-element.

- All groups $G$ that act properly and isometrically on a simply connected, complete Riemannian manifold with non-positive sectional curvature, or more generally on a special manifold (Kasparov [Kas88]). This class contains all closed subgroups of Lie groups, or more generally, of almost connected groups.

- All groups $G$ that act properly on a Euclidean building (Kasparov and Skandalis [KS91]). This class contains all closed subgroups of $\text{GL}(K)$ where $K$ is a non-archimedean local field.

- All groups $G$ that act properly and isometrically on a bolic space (Kasparov and Skandalis [KS03]). This class contains all word-hyperbolic groups.

- All groups $G$ that act metrically properly and isometrically on a Hilbert space (Higson and Kasparov [HK97], [HK01]). This class contains all amenable groups.

- All discrete groups $G$ that coarsely embed into a Hilbert space (Tu [Tu05]). This class contains all discrete exact groups (c.f. [Oza00], [GK02]).

There is no doubt that the $\gamma$-element method (the dual Dirac method) is a versatile and powerful approach to the Baum–Connes conjecture. However, there can be difficulties in applying the $\gamma$-element method, most notably difficulties in constructing a suitable proper algebra $P$ and factorization. For example, the case of Euclidean buildings, studied by Kasparov and Skandalis [KS91] required quite ingenious constructions, and the case of CAT(0) cubical spaces is still more challenging in spite of the fact that there is a very natural candidate for the $\gamma$-element [BGH19].

In this article, we shall introduce a more flexible alternative to the $\gamma$-element method. Let $(H, T)$ be a $G$-equivariant Kasparov cycle which defines the element $[H, T]$ in the Kasparov ring $R(G) = \text{KK}^G(C, C)$: the
Hilbert space $H$ is equipped with a grading and a unitary representation of $G$; the odd, bounded self-adjoint operator $T$ is such that $1 - T^2$ and $g(T) - T$ are compact operators for any $g$ in $G$. We say that the cycle $(H, T)$ has property $(\gamma)$ if the following are satisfied (see Definition 2.2):

(i) $[H, T] = 1_K$ in $R(K)$ for any compact subgroup $K$ of $G$.

(ii) There is a non-degenerate, $G$-equivariant representation of the $G$-$C^*$-algebra $C_0(\mathbb{E}G)$ on $H$ so that the following holds.

(ii.i) the function $(g \mapsto [g(\phi), T])$ is in $C_0(G, K(H))$ for any $\phi \in C_0(\mathbb{E}G)$.

(ii.ii) $\int_{g \in G} g(c)Tg(c)d\mu_G(g) - T \in K(H)$ for some cut-off function $c$ on $\mathbb{E}G$.

For any cycle $(H, T)$ with property $(\gamma)$, we shall define a natural map

$$\nu^{G,T}_{A}: \text{KK}_*(\mathbb{C}, A \rtimes_r G) \to \text{KK}_*(C_0(\mathbb{E}G), A)$$

which we call the $(\gamma)$-morphism defined by $(H, T)$ (see Definition 4.3). The following are our main results. Notice the analogy between them and the consequences of the existence of the gamma element described above.

**Theorem.** (See Theorem 5.4) Suppose there is a $G$-equivariant Kasparov cycle $(H, T)$ with property $(\gamma)$. Then:

(i) the strong Novikov conjecture holds for $G$, i.e. the assembly map $\mu^G_A$ is split-injective for any $A$,

(ii) the $(\gamma)$-morphism $\nu^{G,T}_{A}$ is a left-inverse of the assembly map $\mu^G_A$,

(iii) the assembly map $\mu^G_A$ is an isomorphism if and only if the cycle $(H, T)$ acts as the identity on the right-hand side group $\text{KK}_*(\mathbb{C}, A \rtimes_r G)$ via the composition $(1.1)$.

**Corollary.** (See Corollary 5.5) Suppose there is a $G$-equivariant Kasparov cycle $(H, T)$ with property $(\gamma)$ which acts as the identity on the right-hand side group $\text{KK}_*(\mathbb{C}, A \rtimes_r G)$ via the composition $(5.1)$ for any $A$. Then, the Baum–Connes conjecture with coefficients holds for $G$. The $(\gamma)$-morphism $\nu^{G,T}_{A}$ is the inverse of the assembly map $\mu^G_A$ for any $A$. 
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**Corollary.** (See Corollary 5.6) Suppose there is a $G$-equivariant Kasparov cycle $(H, T)$ with property $(\gamma)$ which is homotopic to $1_G$. Then, the Baum–Connes conjecture with coefficients holds for $G$. The $(\gamma)$-morphism $\nu_{A, T}^G$ is the inverse of the assembly map $\mu_{A}^G$ for any $A$.

By design, the definition of property $(\gamma)$ aims to copy features of an actual $\gamma$-element. Hence, the following results are perhaps not surprising:

**Theorem.** (See Theorem 2.10) If the $\gamma$-element exists for some group $G$, then $\gamma$ is represented by a $G$-equivariant Kasparov cycle with property $(\gamma)$.

**Theorem.** (See Theorem 3.7) A $G$-equivariant Kasparov cycle $(H, T)$ with property $(\gamma)$, if exists, is unique up to homotopy.

**Definition.** (See Definition 3.8) Suppose there is a $G$-equivariant Kasparov cycle $(H, T)$ with property $(\gamma)$. We define the $(\gamma)$-element for $G$ to be the unique element in $R(G)$ which is represented by a $G$-equivariant Kasparov cycle $(H, T)$ with property $(\gamma)$.

If the $\gamma$-element exists for a group $G$, the two notions of $\gamma$-element and $(\gamma)$-element coincide, i.e. $\gamma$ is the $(\gamma)$-element.

**Theorem.** (See Theorem 3.9) The $(\gamma)$-element is an idempotent in the Kasparov ring $R(G)$.

In [BGHN19] with J. Brodzki, E. Guentner and N. Higson, we use our main result to give a new, finite-dimensional proof of the Baum–Connes conjecture for groups which act properly and co-compactly on a finite-dimensional CAT(0) cubical space. The main idea of this work is to modify the natural candidate for the $\gamma$-element constructed in [BGH19] to make it have property $(\gamma)$. In this way, we obtain a proof of the Baum–Connes conjecture which avoids dealing with the difficulties in constructing a suitable algebra $P$ and factorization.

It is an interesting challenge to find the correct definition of property $(\gamma)$ for general groups which may not admit a co-compact model of $EG$. This will be investigated in the future.

In [NP19], with V. Proietti, the idea of the $(\gamma)$-morphism is used to prove a strong duality result between the reduced group C*-algebra $C_r^*(G)$ and the crossed product algebra $C_0(EG) \rtimes_r G$ for any discrete group $G$ which admits a $G$-equivariant Kasparov cycle $x$ with property $(\gamma)$ such that $j_r^G(x) = \text{id}_{C_r^*(G)}$ where $j_r^G$ is the descent map.
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2 Property ($\gamma$)

Throughout this article, G denotes a second countable, locally compact, Hausdorff topological group which admits a co-compact model $E = \mathbb{E}G$ of the universal proper G-space. For a discrete, torsion-free group $G$, this means that there is a compact model $BG$ of the classifying space of $G$ and that $E$ is its universal cover, equipped with the deck-transformation action by $G$. The following are some examples of $G$ (and $E$) we can take:

- the free abelian group $\mathbb{Z}^n$ and for $E$, the Euclidean space $\mathbb{R}^n$ equipped with the translation action by $\mathbb{Z}^n$.

- the free group $F_n$ with $n$ generators and for $E$, the universal cover of the wedge $S^1 \vee \cdots \vee S^1$ of $n$-many circles.

- the fundamental group of a compact, aspherical manifold and for $E$, the universal cover of the manifold.

- any co-compact closed subgroup of a connected, semi-simple Lie group $L$ (more generally, of any almost connected, locally compact topological group $L$) and for $E$, the homogeneous space $L/K$ where $K$ is a maximal compact subgroup of $L$.

We recall the definition of a $G$-equivariant Kasparov cycle from [Kas88]. For a Hilbert space $H$, we denote by $K(H)$, the algebra of all compact operators on $H$. 
2.1 Definition. A $G$-equivariant Kasparov cycle is a pair $(H, T)$ where $H$ is a separable, graded $G$-Hilbert space and $T$ is an odd, bounded and self-adjoint operator on $H$ with the following two conditions.

Fredholm condition: $1 - T^2 \in K(H)$.

Almost-$G$-equivariance: $g(T) - T \in K(H)$ for any $g \in G$, where $g(T) = u_g Tu_g^*$ is the conjugation by the representation $u_g$ of $g$ in $G$.

There is a natural notion of homotopies of $G$-equivariant Kasparov cycles (see [Kas88, Definition 2.3]). The commutative ring $R(G) = KK^G(C, C)$ is defined as the set of homotopy equivalence classes of $G$-equivariant Kasparov cycles. We write by $[H, T]$, the element in $R(G)$ defined by a $G$-equivariant Kasparov cycle $(H, T)$. The addition and the multiplication of the ring $R(G)$ are defined by the direct sum operation and by the Kasparov product. See [Kas88], [Bla98] for more details.

Any pair $(H^{(0)}, H^{(1)})$ of finite-dimensional unitary representations of the group $G$ defines a $G$-equivariant Kasparov cycle $(H^{(0)} \oplus H^{(1)}, 0)$ and hence an element in $R(G)$. We denote by $1_G$, the one $[C \oplus 0, 0]$ which corresponds to the trivial representation of $G$. The element $1_G$ is the unit in the ring $R(G)$.

As explained briefly in the introduction, there is the notion called the gamma element $\gamma$ in the ring $R(G)$ which plays a central role in the Baum–Connes conjecture. The mere existence of the gamma element for the group $G$ not only has profound consequences for the Baum–Connes conjecture (for example, it implies the split-injectivity of the assembly maps $\mu^G_\Lambda$ for all coefficients $\Lambda$) but it also has several applications in $C^*$-algebra theory. The next definition, property $(\gamma)$ for a $G$-equivariant Kasparov cycle, is supposed to capture the remarkable properties of the gamma element at the level of $G$-equivariant Kasparov cycles.

For a locally compact, Hausdorff space $X$ and a $C^*$-algebra $A$, we denote by $C_0(X, A)$, the $C^*$-algebra of continuous $A$-valued functions on $X$ vanishing at infinity. Recall that a compactly supported, continuous, non-negative function $c$ on a (co-compact) proper $G$-space $X$ such that the Haar integral

$$ \int_{g \in G} g(c)^2 d\mu_G(g) = 1 $$

is called a cut-off function. We also note that for any closed subgroup $K$ of $G$, a $G$-equivariant Kasparov cycle can be viewed as a $K$-equivariant cycle.
2.2 Definition. We say that a G-equivariant Kasparov cycle \((H, T)\) has property \((\gamma)\) if the following are satisfied

(i) \([H, T] = 1_K\) in \(R(K)\) for any compact subgroup \(K\) of \(G\).

(ii) There is a non-degenerate, G-equivariant representation of the G-C*-algebra \(C_0(E)\) on \(H\) so that the following holds.

(ii.i) The function \((g \mapsto [g(\phi), T])\) is in \(C_0(G, K(H))\) for any \(\phi \in C_0(E)\).

(ii.ii) \(\int_{g \in G} g(c)Tg(c)d\mu_G(g) - T \in K(H)\) for some cut-off function \(c\) on \(E\).

We first show that the gamma element, if exists, is represented by a G-equivariant Kasparov cycle with property \((\gamma)\). Before proving this, let us first prove simple and useful lemmas some of which we shall use in later sections as well.

2.3 Lemma. Let \(X\) be a locally compact, Hausdorff, proper G-space. For any non-degenerate representation of the G-C*-algebra \(C_0(X)\) on a G-Hilbert space \(H\), we have

\[
\lim_{g \to \infty} \|g(\phi)T\| = 0
\]

for any compact operator \(T\) on \(H\) and for any \(\phi\) in \(C_0(X)\).

Proof. It is enough to show that

\[
\lim_{g \to \infty} \|g(\phi)T\| = 0
\]

for any rank one operator \(T\) on \(H\). This follows from

\[
\lim_{g \to \infty} \|g(\phi)v\| = 0
\]

for any vector \(v\) in \(H\). Since \(C_0(X)\) is non-degenerately represented on \(H\), to show the last claim, we just need to show the claim for vectors of the form \(v = \phi_0v_0\) for some \(\phi_0\) in \(C_0(X)\) and \(v_0\) in \(H\). The claim now follows from

\[
\lim_{g \to \infty} \|g(\phi)\phi_0\| = 0.
\]

This holds since \(X\) is a proper G-space. Indeed, if we assume \(\phi\) and \(\phi_0\) are compactly supported,

\[
g(\phi)\phi_0 = 0
\]

for \(g\) outside a sufficiently large compact subset of \(G\).
2.4 Lemma. Let $H$ be a Hilbert space with a non-degenerate representation of the $C^*$-algebra $C_0(X)$ for a locally compact, Hausdorff space $X$. Let $\rho_j, \rho_j'$ be two families of real-valued functions indexed over $j$ in $J$ such that $\rho_1^2, \rho_1'^2$ are summable over $J$ in the strong operator topology on $H$. Then, for any uniformly bounded family of operators $T_j$ for $j$ in $J$, the sum
\[
\sum_{j \in J} \rho_j' T_j \rho_j
\]
converges in the strong operator topology on $H$ and defines an operator on $H$ with norm-bound $C \sup_{j \in J} \|T_j\|$ for some constant $C > 0$ which is independent of the family $T_j$.

Proof. The square-summability of $\rho_j, \rho_j'$ guarantees the following map defines a bounded operator $V$ from $H$ to $\bigoplus_{j \in J} H$:
\[
V: \xi \mapsto (\rho_j \xi_j)_{j \in J}
\]
with adjoint $V^* : (\xi_j)_{j \in J} \mapsto \sum_{j \in J} \rho_j \xi_j$,
and similarly $V'$ using $\rho_j'$. The assertion is immediate by observing
\[
\sum_{j \in J} \rho_j' T_j \rho_j = V'^*(T_j)_{j \in J} V.
\]

\[\square\]

2.5 Lemma. Let $H$ be a $G$-Hilbert space with a non-degenerate representation of the $G$-$C^*$-algebra $C_0(X)$ for a locally compact, Hausdorff, proper $G$-space $X$. Let $\phi_0, \phi_1$ be compactly supported real-valued functions on $X$. Let $(T_g)_{g \in G}$ be a uniformly bounded family of operators on $H$ which defines a bounded operator on $L^2(G, H)$. Then, the map
\[
v \mapsto \int_G g(\phi_0) T_g g(\phi_1) \nu d\mu_G(g)
\]
on $H$ define the bounded operator $\int_G g(\phi_0) T_g g(\phi_1) d\mu_G(g)$ on $H$, and we have
\[
\| \int_G g(\phi_0) T_g g(\phi_1) d\mu_G(g) \| \leq C \sup_{g \in G} \|T_g\|
\]
for some constant $C$ which only depends on $\phi_0, \phi_1$.  
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Proof. This can be shown quite analogously to the proof of Lemma 2.4. This time, we use the following bounded operator $V$ from $H$ to $L^2(G, H)$:

$$V: \xi \mapsto (g(\phi_1)\xi)_g \in G \quad \text{with adjoint} \quad V^*: (\xi_g)_g \mapsto \int_G g(\phi_1)\xi_g d\mu_G(g),$$

and similarly $V'$ using $\phi_0$. The assertion is immediate by observing

$$\int_G g(\phi_0)T_g g(\phi_1) d\mu_G(g) = V'(T_g)_g V.$$

\[\square\]

2.6 Lemma. Let $H$ be a $G$-Hilbert space with a non-degenerate representation of the $G$-$C^*$-algebra $C_0(X)$ for a locally compact, Hausdorff, proper $G$-space $X$. For any compactly-supported functions $\phi_0$ and $\phi_1$ on $X$ and a compact operator $T$, the operator $\int_{g \in G} g(\phi_0) T_g (\phi_1) d\mu_G(g)$ on $H$ is a compact operator with norm-bound $C\|T\|$ for some constant $C > 0$ which is independent of $T$.

Proof. Take a compactly-supported function $\chi$ on $X$ taking value 1 on the support of $\phi_1$. Rewrite the operator as

$$\int_{g \in G} g(\phi_0) T_g (\phi_1) d\mu_G(g) = \int_{g \in G} g(\phi_0) (T_g(\chi)) g(\phi_1) d\mu_G(g).$$

Combined with the observation that the norm $\|T_g(\chi)\|$ vanishes as $g$ goes to infinity (see Lemma 2.3), the claim follows from Lemma 2.5 and that the operator $\int_{g \in K} g(\phi_0) T_g (\phi_1) d\mu_G(g)$ is a compact operator for any compact subset $K$ of $G$. \[\square\]

2.7 Lemma. Let $H$ be a $G$-Hilbert space with a non-degenerate representation of the $G$-$C^*$-algebra $C_0(X)$ for a locally compact, Hausdorff, co-compact, proper $G$-space $X$. For a cut-off function $c$ on $X$, the operators $S$ on $H$ satisfying

$$(g \mapsto [g(\phi), S]) \in C_0(G, K(H)) \text{ for any } \phi \in C_0(X),$$

$$\int_{g \in G} g(c) S g(c) d\mu_G(g) - S \in K(H),$$

form a $G$-$C^*$-algebra of operators on $H$ containing the compact operators on $H$. 

10
Proof. That the operators on $H$ satisfying the first condition form a $G$-$C^*$-algebra is quite straightforward. That all compact operators on $H$ satisfies the two conditions follows from Lemma 2.3, 2.6. That the second condition is closed under addition, adjoint and translation by an element in $G$ is also immediate. Let $S_1, S_2$ be operators satisfying the two conditions. We have

\[
\left( \int_{g \in G} g(c)S_1g(c)\,d\mu_G(g) \right) \left( \int_{g \in G} g(c)S_2g(c)\,d\mu_G(g) \right) - S_1S_2 \in K(H).
\]

Let $G_0$ be a compact subset of $G$ so that $h(c)c = 0$ unless $h \in G_0$. The first term in the right above expression is equal to

\[
\int_{(g,g') \in G \times G_0} g(c)S_1g(c)(gg')(c)S_2(gg')(c)\,d\mu_{G \times G}.
\]

Similarly to the proof of Lemma 2.5, 2.6, we can show that the difference between this term and

\[
\int_{(g,g') \in G \times G_0} g(c)S_1g(c)(gg')(c)S_2(gg')(c)\,d\mu_{G \times G} = \int_{g \in G} g(c)S_1S_2g(c)\,d\mu_G(g)
\]

is compact, showing that the second condition holds for the product $S_1S_2$. Lastly, the second condition is closed under norm-limit since the map $S \mapsto \int_{g \in G} g(c)Sg(c)\,d\mu_G(g)$ is continuous in norm, which follows from Lemma 2.5.

For $C^*$-algebras $J$ and $A$, we say that $A$ is non-degenerately represented on $J$ if there is a $*$-homomorphism from $A$ to the multiplier algebra $M(J)$ of $J$ such that $AJ$ is dense in $J$. Lemma 2.3 to Lemma 2.7 have obvious generalizations by replacing a $G$-Hilbert space $H$ to a $G$-Hilbert $C^*$-module. A $G$-$C^*$-algebra $P$ is a proper $G$-$C^*$-algebra if there is a non-degenerate $G$-equivariant $*$-homomorphism from $C_0(E)$ to the center $Z(M(P))$ of the multiplier algebra $M(P)$ of $P$. For a proper $G$-$C^*$-algebra $P$, we write $P_c = C_c(E)P$, the dense subalgebra of compactly supported elements. For a subset $\Delta$ and a subalgebra $A$ in an algebra $B$, we say that $\Delta$ derives $A$ if $[\Delta, A] \subset A$. The following is a modified version of Kasparov’s Technical Theorem (see [Hig87], [Kas88]) (all algebras and commutators are graded).

2.8 Theorem. Let $J$ be a $\sigma$-unital $G$-$C^*$-algebra and $P$ be a proper $G$-$C^*$-algebra which is $G$-equivariantly and non-degenerately represented on $J$. Let $A_1$ and $A_2$
be σ-unital subalgebras in $\mathcal{M}(J)$ such that $A_1$ is a $G$-subalgebra containing $P$ and $A_2$ is an arbitrary subalgebra (without the group action). Assume that $PA_1$ is dense in $A_1$. Let $\Delta, \Delta'$ be subsets in $\mathcal{M}(J)$ which are separable in the norm topology such that $\Delta$ derives $A_1$ and $[\Delta', A_1] \subset J$. Assume that $A_1 \cdot A_2 \subset J$. Let $c$ be a cut-off function on $E$. Then, there are positive elements $M_1, M_2$ in $\mathcal{M}(J)$ of degree 0 such that $M_1 + M_2 = 1$ and for $i = 1, 2$,

(I) $g(M_i) - M_i \in J$ for any $g$ in $G$,

(II) $M_1 x \in J$ for any $x$ in $A_1$,

(III) $M_2 x \in J$ for any $x$ in $A_2$,

(IV) $[M_i, x] \in J$ for any $x$ in $\Delta$,

(V) the function $(g \mapsto [M_i, g(\phi)])$ belongs to $C_0(G, J)$ for any $\phi$ in $C_0(E)$,

(VI) the function $(g \mapsto M_2[x, g(\phi)])$ belongs to $C_0(G, J)$ for any $x$ in $\Delta'$ and for any $\phi$ in $C_0(E)$,

(VII) $\int_{g \in G} g(c) M_i g(c) d\mu_G(g) - M_i \in J$.

Proof. We set $Y$ to be a compact subset of $C_0(E)$ consisting of functions $\phi$ such that the support $\{\phi \neq 0\}$ of $\phi$ is contained in the support $\{c \neq 0\}$ of $c$ and such that the translate $GY$ by $G$ generates $C_0(E)$. We note that such $Y$ exists and also that in practice, we can take $Y$ to be $\{c\}$ (see Remark 2.9). Let $\bar{K}_n$ be increasing and exhausting compact subsets of $G$, $\bar{\Delta}$ (resp. $\bar{\Delta}'$) be a compact subset of $\text{Span}\Delta$ (resp. of $\text{Span}\Delta'$) whose span is dense in $\text{Span}\Delta$ (resp. in $\text{Span}\Delta'$) and $h_1, h_2$ be contractive, strictly positive elements of $A_1$ and $A_2$. First, using Lemma 1.4 of [Kas88] (see also [Hig87]), we take an approximate unit $a_n$ in $P$ such that the following conditions hold for $d_n = (a_n - a_{n-1})^{1/2}$ where we set $a_0 = 0$:

(1) $\|g(d_n) - d_n\| \leq 2^{-n}$ for any $g$ in $\bar{K}_n$,

(2) $\|d_n h_1\| \leq 2^{-n}$,

(3) $\|[d_n, x]\| \leq 2^{-n}$ for any $x$ in $\bar{\Delta}$.

Let $K_n$ be increasing and exhausting compact subsets of $G$ so that $a_n h(c) = 0$ unless $h \in K_n$.

Note, we have
\( d_n h(c) = 0, \ d_n h(\phi) = 0 \) unless \( h \in K_n \) for any \( \phi \in Y \).

Secondly, using Lemma 1.4 of [Kas88] again, we take an approximate unit \( u_n \) in \( J \) such that the following conditions hold:

(a) \( \|g(u_n) - u_n\| \leq 2^{-n} \) for any \( g \in \tilde{K}_n \),
(b) \( \|(1 - u_n)d_nh\| \leq 2^{-n} \),
(c) \( \|u_n, x\| \leq 2^{-n} \) for any \( x \) in \( \tilde{A} \)
(d) \( \|u_n, g(\phi)\| \leq 2^{-n} \) for any \( \phi \) in \( Y \) and for any \( g \) in \( K_n \),
(e) \( \|(1 - u_n)d_n[x, g(\phi)]\| \leq 2^{-n} \) for any \( x \) in \( \tilde{A}' \), \( \phi \) in \( Y \) and for any \( g \) in \( G \),
(f) \( \|u_n, g(c)\| \leq \frac{2^{-n}}{\mu_G(K_n)} \) for \( g \in K_n \) so that
\[
\| \left( \int_{g \in K_n} g(c)[u_n, g(c)] d\mu_G(g) \right) \| \leq 2^{-n}.
\]

For the condition (e), we can achieve this for any \( g \) in \( G \) because we have
\[
d_n[x, g(\phi)] = [d_n, x]g(\phi) + [x, d_n g(\phi)] \to 0
\]
as \( g \) goes to infinity since \([d_n, x]\) is in \( J \) and \( d_n \) is in \( A_1 \) (c.f. Lemma 2.3).

Now, we set
\[
M_1 = \sum_{j \geq 1} d_j u_j d_j, \quad M_2 = 1 - M_1 = \sum_{j \geq 1} d_j (1 - u_j) d_j.
\]

Checking that the conditions (I), (II), (III) and (IV) hold for these \( M_1, M_2 \) goes as usual, so we leave it to the reader. Note that using (4) and (d), we have for any \( g \) in \( K_{n+1} - K_n \) and for any \( \phi \) in \( Y \),
\[
\| [M_1, g(\phi)] \| = \| \sum_{j \geq 1} d_j[u_j, g(\phi)]d_j \| = \| \sum_{j \geq n+1} d_j[u_j, g(\phi)]d_j \| \leq 2^{-n},
\]
where the series appearing here is absolutely convergent with summands in \( J \). Condition (V) follows from this. Using (e), we have for any \( x \) in \( \tilde{A}' \), \( \phi \) in \( Y \) and for any \( g \) in \( G \),
\[
\| \sum_{j \geq n+1} d_j(1 - u_j)d_j[x, g(\phi)] \| \leq 2^{-n},
\]
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where the series appearing here is absolutely convergent with summands in $J$. For any $j \geq 1$, $x$ in $\tilde{\Delta}'$ and for any $\phi$ in $Y$, we also have

$$d_j[x, g(\phi)] = [d_j, x]g(\phi) + [x, d_jg(\phi)] \to 0$$

as $g$ in $G$ goes to infinity as mentioned before. Condition (VI) follows from these. Using (4), we have

$$\int_{g \in G} g(c)M_1g(c)d\mu_G(g) - M_1 = \sum_{j \geq 1} d_j\left(\int_{g \in K_j} g(c)[u_j, g(c)]d\mu_G(g)\right) d_j.$$

Using (f), we see that the series appearing here is absolutely convergent with summands in $J$. Condition (VII) follows from this.

2.9 Remark. In this proof, we took a compact subset $Y$ of $C_0(E)$ consisting of functions $\phi$ such that $\{\phi \neq 0\}$ is contained in $\{c \neq 0\}$ and such that the translate $GY$ by $G$ generates $C_0(E)$. To see such $Y$ exists, we just need to know that any function $\phi$ in $C_0(E)$ can be written as

$$\int_{g \in G} g(c)^2\phi d\mu_G(g) = \int_{g \in G} g(c^2g^{-1}(\phi))d\mu_G(g).$$

In practice, we can take $Y$ to be just $\{c\}$ in the following sense. We can generate a $G$-subalgebra $C_0(E')$ of $C_0(E)$ by the translate $Gc$ by $G$ of the single function $c$. One can check that the spectrum $E'$ of this subalgebra is a proper $G$-space with a surjective $G$-equivariant map from $E$ to $E'$. Since $E$ is a co-compact model of the universal proper $G$-space, it follows that so is $E'$. Moreover, the function $c$ defines a cut-off function on $E'$.

2.10 Theorem. If the gamma element $\gamma$ exists, the element $\gamma$ is represented by some $G$-equivariant Kasparov cycle with property $(\gamma)$.

Proof. We prove that there is a representative $(H, T)$ of $\gamma$ which satisfies the conditions (ii.i) and (ii.iii) for property $(\gamma)$. Stabilizing $P$ by the algebra of compact operators if necessary, without loss of generality, we assume that $\gamma = \delta \otimes_P d$ where $P$ is a proper, graded $G$-$C^\ast$-algebra, that the dual Dirac element $\delta$ is represented by a cycle $(P, b)$ for $KK^G(\mathbb{C}, P)$ where $b$ is an odd, bounded, self-adjoint element in the multiplier algebra $M(P)$ of $P$ satisfying $1 - b^2 \in P$ and $g(b) - b \in P$ for any $g$ in $G$ and that the Dirac element $d$ is represented by a cycle $(H, F)$ for $KK^G(P, \mathbb{C})$. 
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where \( F \) is an odd, bounded, self-adjoint operator on a graded \( G \)-Hilbert space \( H \) equipped with a non-degenerate representation of \( P \) satisfying 
\[ a(1 - F^2) \in K(H), \ a(g(F) - F) \in K(H) \text{ and } [a, F] \in K(H) \]
for any \( g \) in \( G \) and for any \( a \in P \), where the commutator here is the graded commutator. We apply Theorem 2.8 for the algebra \( J = K(H) \), the proper algebra \( P \), the algebra \( A_1 = C^*(P, J) \), the algebra \( A_2 \) generated by the elements \((1 - F^2), g(F) - F\) for \( g \) in \( G \), \([b, F]\) and \( F' - F \) where
\[
F' = \int_{g \in G} g(c)Fg(c)\,d\mu_G(g),
\]
and \( \Delta = \{b, F\}, \Delta' = \{F\} \). Let \( M_1, M_2 \) be operators on \( H \) satisfying the conditions (I) to (VII) of Theorem 2.8. We define
\[
T = M_1^{\frac{1}{2}}bM_1^{\frac{1}{2}} + M_2 FM_2^{\frac{1}{2}}.
\]
Checking that the pair \((H, T)\) is a Kasparov product of \((A, b)\) and \((H, F)\) goes as usual, so we leave it to the reader. We show that the operator \( T \) satisfies the conditions (ii.i) and (ii.ii) for property \((\gamma)\) with respect to the representation of \( C_0(E) \) on \( H \) coming from that of \( P \). Since \([M_1, b]\) and \([M_2, F]\) are in \( K(H) \), by Lemma 2.7 it suffices to show that operators \( M_i, M_1b \) and \( M_2F \) in place of \( T \) satisfy the conditions (ii.i) and (ii.ii). All of these follow immediately from conditions (V), (VI), (VII) of \( M_1 \) except the condition (ii.ii) for \( M_2F \):
\[
\int_{g \in G} g(c)M_2F g(c)\,d\mu_G(g) - M_2F \in K(H).
\]
Since \( M_2(F' - F) \) and \( \int_{g \in G} g(c)M_2 g(c)\,d\mu_G(g) - M_2 \) are in \( K(H) \), we have
\[
\left( \int_{g \in G} g(c)M_2 g(c)\,d\mu_G(g) \right) \left( \int_{g \in G} g(c)Fg(c)\,d\mu_G(g) \right) - M_2F \in K(H).
\]
The first term in this expression is equal to
\[
\int_{(g, g') \in G \times G_0} g(c)M_2 g(c)(gg')(c)F(gg')(c)\,d\mu_{G \times G},
\]
where \( G_0 \) is a compact subset of \( G \) such that \( cg(c) = 0 \) unless \( g \in G_0 \). By Lemma 2.5 and (VI), this term is, modulo compact operators, equal to
\[
\int_{(g, g') \in G \times G_0} g(c)M_2 F g(c)(gg')(c^2)\,d\mu_{G \times G} = \int_{g \in G} g(c)M_2 F g(c)\,d\mu_G.
\]
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The condition (ii.) for \(M_2F\) follows from these. We conclude that the cycle \((H, T)\) represents the gamma element \(\gamma\) and satisfies the conditions (ii.i), (ii.ii) for property \((\gamma)\). Thus, the cycle \((H, T)\) is a representative of \(\gamma\) which has property \((\gamma)\). 

\[\Box\]

3 The \((\gamma)\)-element: uniqueness and \((\gamma)^2 = (\gamma)\)

We show that a Kasparov cycle with property \((\gamma)\) is unique up to homotopy. We define the \((\gamma)\)-element in the Kasparov ring \(R(G)\) and show that the \((\gamma)\)-element is an idempotent.

3.1 Definition. We say that a \(G\)-equivariant Kasparov cycle \((H, T)\) is proper if the condition (ii) (hence, (ii.i) and (ii.ii)) of property \((\gamma)\) is satisfied.

We next recall the definition of cycles for \(G\)-equivariant \(K\)-homology group \(KK^G(B, C)\) for a \(G\)-\(C^*\)-algebra \(B\).

3.2 Definition. ([Kas88]) For a separable \(G\)-\(C^*\)-algebra \(B\), a \(G\)-equivariant Fredholm \(B\)-module is a triple \((\pi, H, T)\) where \(H\) is a separable, graded \(G\)-Hilbert space equipped with a \(G\)-equivariant representation \(\pi\) of \(B\) and \(T\) is an odd, bounded, self-adjoint operator on \(H\) satisfying the following three conditions.

Fredholm condition: \(b(1 - T^2) \in K(H)\) for any \(b \in B\).

Almost-\(G\)-equivariance: \(b(g(T) - T) \in K(H)\) for any \(g \in G, b \in B\).

Pseudo-locality: \([b, T] \in K(H)\) for any \(b \in B\).

Here, we simply write \(b\) for \(\pi(b)\).

The abelian group \(KK^G(B, C)\) is defined as homotopy equivalence classes \([\pi, H, T]\) of Fredholm \(B\)-modules \((\pi, H, T)\). See [Kas88], [Bla98] for more details and for more general groups \(KK^G(B, A)\) defined by Fredholm \(B\)-\(A\)-modules.

Let \((H, T)\) be a proper \(G\)-equivariant Kasparov cycle and denote by \(\pi_0\), the representation of \(C_0(E)\) on \(H\) witnessing the condition (ii) for property \((\gamma)\). We also set \(\pi_{G,H}\) to be the the representation of \(G\) on \(H\). Let \(\bar{H}\) be the tensor product

\[\bar{H} = H \otimes L^2(G)\.]
with the $G$-Hilbert space structure given by the tensor product representation $1 \otimes \rho_G$ of the trivial representation of $G$ on $H$ and the right regular representation of $G$ on $L^2(G)$. We equip $\tilde{H}$ with the $G$-equivariant representation $\tilde{\pi}_0 \rtimes (\pi_{G,H} \otimes \lambda_G)$ of the reduced crossed product algebra $C_0(E) \rtimes_r G$ with the trivial $G$-action where $\tilde{\pi}_0$ sends $\phi$ in $C_0(E)$ to $\pi_0(\phi) \otimes 1$ on $\tilde{H}$ and where $\lambda_G$ is the left-regular representation of $G$ on $L^2(G)$. Define an odd, bounded, self-adjoint operator $\tilde{T}$ on $\tilde{H}$ by

$$\tilde{T} = (g(T))_{g \in G}.$$ 

3.3 Proposition. The triple $(\tilde{\pi}_0 \rtimes (\pi_{G,H} \otimes \lambda_G), \tilde{H}, \tilde{T})$ is a $G$-equivariant Fredholm $C_0(E) \rtimes_r G$-module.

Proof. We give a proof for a discrete group $G$. The general case is left as an exercise. First note that $1 - T^2$ is compact and that the representation $\pi_0$ is non-degenerate on $H$. Thus, using Lemma 2.3, we have

the function $\left( g \mapsto \phi(1 - g(T)^2) \right) \in C_0(G, K(H))$ for any $\phi \in C_0(E)$.

The Fredholm condition for the triple follows from this. Secondly, since $h(T) - T$ is compact for any $h$ in $G$, again by Lemma 2.3 we have

the function $\left( g \mapsto \phi(gh(T) - g(T)) \right) \in C_0(G, K(H))$ for any $\phi \in C_0(E)$

for any $h$ in $G$. The almost $G$-equivariance follows from this. Since the cycle $(H, T)$ satisfies the condition (ii.i) of property $(\gamma)$, we have

the function $\left( g \mapsto [\phi, g(T)] \right) \in C_0(G, K(H))$ for any $\phi \in C_0(E)$.

Also, the operator $\tilde{T}$ commutes with the representation $\pi_{G,H} \otimes \lambda_G$ of $G$. These implies the pseudo-locality with respect to $C_0(E) \rtimes_r G$. 

Let $x$ in $R(G)$ be an element which is represented by a proper cycle $(H, T)$. We set $\tilde{x}$ to be the element in $KK^G(C_0(E) \rtimes_r G, \mathbb{C})$ represented by the $G$-equivariant Fredholm $C_0(E) \rtimes_r G$-module $(\tilde{\pi}_0 \rtimes (\pi_{G,H} \otimes \lambda_G), \tilde{H}, \tilde{T})$. For a cut-off function $\zeta$ on $E$, the cut-off projection $p_c$ in $C_0(E) \rtimes_r G$ is defined as

$$p_c = \int_{g \in G} c g(c) u_g d\mu_G(g).$$
This defines the element $[p_c]$ in $KK(C, C_0 (E) \ltimes_r G)$. We note that the element $[p_c]$ is defined independently of the choice of $c$. Note that the Kasparov product defines the pairing

$$KK(C, C_0 (E) \ltimes_r G) \times KK^G(C_0 (E) \ltimes_r G, C) \to KK^G(C, C)$$

which in particular maps the pair $( [p_c], \bar{x} )$ to the product $[p_c] \otimes_{C_0 (E) \ltimes_r G} \bar{x}$ in $R(G)$.

**3.4 Proposition.** We have $[p_c] \otimes_{C_0 (E) \ltimes_r G} \bar{x} = x$.

**Proof.** Again, for simplicity, we only give a proof for a discrete group $G$. The product $[p_c] \otimes_{C_0 (E) \ltimes_r G} \bar{x}$ is represented by the cycle $( p_c \tilde{H}, p_c \check{T} p_c )$ where we simply write by $p_c$ the projection $\pi_0 \times ( \pi_{G,H} \otimes \lambda_G )( p_c )$ represented on $\tilde{H}$. Without loss of generality, let us suppose that the cut-off function $c$ is the one witnessing the condition (ii.ii) for property (γ) of the proper cycle $(H, T)$ representing $x$. We have an isomorphism $H \cong p_c \tilde{H}$ of $G$-Hilbert spaces given by the map

$$v \mapsto \sum_{h \in G} \pi_0(c) h(v) \otimes \delta_h$$

for $v$ in $H$,

whose inverse is given by (the restriction of)

$$(v_h)_{h \in G} \mapsto \sum_{h \in G} h^{-1}(\pi_0(c)v_h)$$

for $(v_h)_{h \in G}$ in $\tilde{H}$.

Via this isomorphism, the cycle $( p_c \tilde{H}, p_c \check{T} p_c )$ is isomorphic to the cycle $(H, T')$ where

$$T' = \sum_{h \in G} h(c) \check{T} h(c)$$

which is equal to $T$ modulo compact operators by the condition (ii.ii) of the cycle $(H, T)$. We see that $(H, T')$ is homotopic to $(H, T)$. The claim follows from this.

Now, let $x$ in $R(G)$ be an element which is represented by a proper cycle $(H, T)$, $\bar{x}$ be the corresponding element in $KK^G(C_0 (E) \ltimes_r G, C)$ as before, and $y$ be an arbitrary element in $R(G)$ which is represented by a cycle $(H_1, T_1)$. Recall that we have the amplification map

$$\sigma_B : KK^G_c(C, C) \to KK^G_c(B, B)$$
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for a $G$-$C^*$-algebra $B$ and that we have the descent map

$$j^G_r : KK^G(A, B) \to KK_*^r(A \rtimes_r G, B \rtimes_r G)$$

for $G$-$C^*$-algebras $A$ and $B$. We refer [Kas88] for details. The element $j^G_r(\sigma_{C_0(E)}(y))$ in $KK(C_0(E) \rtimes_r G, C_0(E) \rtimes_r G)$ acts on $KK^G(C_0(E) \rtimes_r G, \mathbb{C})$ from left by the Kasparov product

$$K(C_0(E) \rtimes_r G, C_0(E) \rtimes_r G) \times KK^G(C_0(E) \rtimes_r G, \mathbb{C}) \to KK^G(C_0(E) \rtimes_r G, \mathbb{C}).$$

**3.5 Proposition.** We have $\bar{x} \otimes \mathcal{C} y = j^G_r(\sigma_{C_0(E)}(y)) \otimes_{C_0(E) \rtimes_r G} \bar{x}$.

**Proof.** For simplicity, we only give a proof for a discrete group $G$. The Kasparov product $\bar{x} \otimes \mathcal{C} y$ is represented by the $G$-equivariant Fredholm $C_0(E) \rtimes_r G$-module

$$(\pi_0 \otimes 1 \otimes 1) \rtimes (\pi_{G, H} \otimes 1 \otimes \lambda_G), H \otimes H_1 \otimes L^2(G), F :$$

the Hilbert space $H \otimes H_1 \otimes L^2(G)$ is (isomorphic to) the graded tensor product of $H$ and $H_1$ and for the separable subset

$$A_1 = C_0(E) \rtimes_r G \cup \{(g(T) \otimes 1)_{g \in G}, (1 \otimes T_1)_{g \in G}\}$$

which derives $A_1$. Notice, we included the extra condition

$$\Delta = C_0(E) \rtimes_r G \cup \{(g(T) \otimes 1)_{g \in G}, (1 \otimes T_1)_{g \in G}\}$$
\( (iii)' \) \( M_2(1 \otimes (g^{-1}(T_1) - T_1)) \) \( g \in G \in K \)
\( H \otimes H_1 \otimes L^2(G) \)
for \( M_2 \) which is not necessary if we just want to produce the Kasparov product. Thanks to this extra condition \( (iii)' \), we see that the operator \( F \) is equal to
\[
F' = M_1^\frac{1}{2}(g(T) \otimes 1)_{g \in G} M_1^\frac{1}{2} + M_2^\frac{1}{2}(1 \otimes g^{-1}(T_1))_{g \in G} M_2^\frac{1}{2}
\]
modulo compact operators. Thus, we see that the product \( \bar{x} \otimes_C y \) is represented by the \( G \)-equivariant Fredholm \( C_0(E) \rtimes_r G \)-module
\[
(\pi_0 \otimes 1 \otimes 1) \times (\pi_{G,H} \otimes 1 \otimes \lambda_G), H \otimes H_1 \otimes L^2(G), F').
\]
Now, we use the following isomorphism of the Hilbert space \( H \otimes H_1 \otimes L^2(G) \)
\[
U: \nu \otimes v_1 \otimes \delta_g \rightarrow \nu \otimes g v_1 \otimes \delta_g \text{ for } \nu \otimes v_1 \otimes \delta_g \text{ in } H \otimes H_1 \otimes L^2(G).
\]
By the conjugation by \( U \), the triple \( (3.1) \) is isomorphic to
\[
(\pi_0 \otimes 1 \otimes 1) \times (\pi_{G,H} \otimes \pi_{G,H_1} \otimes \lambda_G), H \otimes H_1 \otimes L^2(G), UF'U^* \)
\]
where now the \( G \)-Hilbert space structure on \( H \otimes H_1 \otimes L^2(G) \) is given by the tensor product representation \( 1 \otimes 1 \otimes \rho_C \) of the trivial action on \( H \otimes H_1 \) and the right-regular representation of \( G \) on \( L^2(G) \). We have
\[
UF'U^* = M_1^\frac{1}{2}(g(T) \otimes 1)_{g \in G} M_1^\frac{1}{2} + M_2^\frac{1}{2}(1 \otimes T_1)_{g \in G} M_2^\frac{1}{2}.
\]
where \( M_i = UM_1U^* \). On the other hand, it is now not so hard to see that the product \( j^0(C_0(E)(y)) \otimes_C H \otimes H_1 \otimes L^2(G) \) \( \bar{x} \) is represented by the triple \( (3.2) \).

### 3.6 Corollary.

Let \( x \) be an element in \( R(G) \) which is represented by a proper cycle. Let \( y \) be an element in \( R(G) \) such that \( y = 1_K \) in \( R(K) \) for any compact subgroup \( K \) of \( G \). Then, we have
\[
y \otimes_C x = x \otimes_C y = x.
\]

**Proof.** The Kasparov product is graded commutative and associative. Thus, combined with Proposition \( 3.4 \) we have
\[
y \otimes_C x = x \otimes_C y = ([p_C] \otimes_{C_0(E) \rtimes_r G} \bar{x}) \otimes_C y = [p_C] \otimes_{C_0(E) \rtimes_r G} (\bar{x} \otimes_C y).
\]
By Proposition 3.5, we have
\[ \tilde{x} \otimes_C y = j_r^G(\sigma_{\mathcal{G}_0(E)}(y)) \otimes_{\mathcal{G}_0(E) \rtimes_r G} \tilde{x} = \tilde{x} \]
since the condition \( y = 1_K \) in \( R(K) \) for any compact subgroup \( K \) of \( G \) implies that \( \sigma_{\mathcal{G}_0(E)}(y) = \text{id}_{\mathcal{G}_0(E)} \) and hence \( j_r^G(\sigma_{\mathcal{G}_0(E)}(y)) = \text{id}_{\mathcal{G}_0(E) \rtimes_r G} \) (see [MN06, Corollary 7.2] for this fact). Thus, we have
\[ y \otimes_C x = x \otimes_C y = [p_c] \otimes_{\mathcal{G}_0(E) \rtimes_r G} (\tilde{x} \otimes_C y) = [p_c] \otimes_{\mathcal{G}_0(E) \rtimes_r G} \tilde{x} = x. \]

3.7 Theorem. Let \( x_1 \) and \( x_2 \) be elements in \( R(G) \) which are represented by cycles with property \((\gamma)\). Then, we have
\[ x_1 = x_2. \]
That is, a \( G \)-equivariant Kasparov cycle with property \((\gamma)\) is unique up to homotopy.

Proof. Using Corollary 3.6 for \( x = x_1, y = x_2 \) and for \( x = x_2, y = x_1 \), we have
\[ x_1 = x_1 \otimes_C x_2 = x_2. \]

Thanks to Theorem 3.7, the following notion is well-defined.

3.8 Definition. Suppose there is a \( G \)-equivariant Kasparov cycle \((H, T)\) with property \((\gamma)\). We define the \((\gamma)\)-element for \( G \) to be the unique element in \( R(G) \) which is represented by a \( G \)-equivariant Kasparov cycle \((H, T)\) with property \((\gamma)\).

Thus, if the \( \gamma \)-element exists for a group \( G \), the two notions of \( \gamma \)-element and \((\gamma)\)-element coincide, i.e. \( \gamma \) is the \((\gamma)\)-element.

3.9 Theorem. The \((\gamma)\)-element is an idempotent in the Kasparov ring \( R(G) \).

Proof. Using Corollary 3.6 for \( x = y = x_1 \), we have
\[ x_1 \otimes_C x_1 = x_1. \]
4 (γ)-morphism

For a G-equivariant Kasparov cycle (H, T) with property (γ), we shall construct a natural map of Kasparov’s G-equivariant KK-theory

$$\nu^G_{A,T}: \text{KK}_*(\mathbb{C}, A \rtimes_r G) \to \text{KK}_G^*(C_0(E), A)$$

for any separable G-C^*-algebra A. Let (H, T) be a G-equivariant Kasparov cycle with property (γ) and denote by π₀, the representation of C₀(E) on H witnessing the condition (ii) for property (γ). We also set π₀,G,H to be the representation of G on H. Let ˜H be the tensor product ˜H = H ⊗ L²(G)

with the G-Hilbert space structure given by the tensor product representation π₀,G,H ⊗ λ G of the representation π₀,G,H and the left-regular representation. We equip ˜H with the G-equivariant representation π₀ ⊗ ρ G of C₀(E) ⊗ C⁺(G) where ρ G is the right regular representation of C⁺(G) on L²(G). Define an odd, self-adjoint G-equivariant operator ˜T on ˜H by

$$\tilde{T} = (g(T))_{g \in G}.$$ 

The proof of the following is analogous to the one for Proposition 3.3, so we leave it to the reader.

4.1 Proposition. The triple (π₀ ⊗ ρ G, ˜H, ˜T) is a G-equivariant Fredholm C₀(E) ⊗ C⁺(G)-module.

4.2 Remark. We only need the condition (ii.i) of property (γ) for a cycle (H, T) to define the Fredholm C₀(E) ⊗ C⁺(G)-module (π₀ ⊗ ρ G, ˜H, ˜T).

Let us denote by [˜T] the class in KK^G(C₀(E) ⊗ C⁺(G), C) represented by the triple (π₀ ⊗ ρ G, ˜H, ˜T). For any separable G-C^*-algebra A, in above construction, if we replace L²(G) by the G-Hilbert right A-module L²(G, A) and ρ G by the right regular representation ρ A:

$$a \mapsto (g(a))_{g \in G}, \ h \mapsto (\rho_h: (a_g)_{g \in G} \mapsto (a_{gh})_{g \in G}) \text{ for } a \in A, \ h \in G$$

of the reduced crossed product A × r G with trivial G-action, we can define a G-equivariant Fredholm C₀(E) ⊗ (A × r G)-A-module which defines the class [˜T A] in KK^G(C₀(E) ⊗ A × r G, A).
4.3 Definition. Let $(H, T)$ be a Kasparov cycle with property $(\gamma)$. For any separable $G$-$C^*$-algebra $A$, we define a group homomorphism

$$\nu_{A}^{H, T}: \text{KK}^*_e(C, A \rtimes_r G) \to \text{KK}^*_e(C_0(E), A)$$

as the one induced by the class $[\tilde{T}_A]$ in $\text{KK}^*_e(C_0(E) \otimes A \rtimes_r G, A)$ via the index pairing:

$$\text{KK}^*_e(C, A \rtimes_r G) \times \text{KK}^*_e(C_0(E) \otimes A \rtimes_r G, A) \to \text{KK}^*_e(C_0(E), A).$$

We call this map $\nu_{A}^{H, T}$, the $(\gamma)$-morphism defined by $(H, T)$.

4.4 Remark. Again, the definition of the $(\gamma)$-morphism requires only the condition (ii.i) of property $(\gamma)$. Also, the definition implicitly depends not only on $(H, T)$ but also on the representation $\pi_0$ witnessing property $(\gamma)$.

The $(\gamma)$-morphism is natural in the following sense.

4.5 Proposition. Let $(H, T)$ be a $G$-equivariant Kasparov cycle with property $(\gamma)$. For any element $\theta$ in $\text{KK}^*_e(A, B)$, the following diagram is commutative:

$$\begin{align*}
\nu_{A}^{H, T}: \text{KK}^*_e(C, A \rtimes_r G) & \longrightarrow \text{KK}^*_e(C_0(E), A) \\
\downarrow^{\theta \rtimes_r 1_*} & \downarrow^{\theta_*} \\
\nu_{B}^{H, T}: \text{KK}^*_e(C, B \rtimes_r G) & \longrightarrow \text{KK}^*_e(C_0(E), B)
\end{align*}$$

where the horizontal maps are the $(\gamma)$-morphisms and the vertical ones are the ones induced by $\theta$.

Proof. We can directly check this for the case when $\theta$ is a $G$-equivariant $*$-homomorphism from $A$ to $B$. The general case follows since any element in $\text{KK}^*_e(A, B)$ is the composition of $*$-homomorphisms and the inverse of $*$-homomorphisms in the category $\text{KK}^*_e$ (See Theorem 6.5 of [Mey00]).

5 The Main Results

As a simple application of our construction of the $(\gamma)$-morphism, we get some results on the Baum–Connes conjecture. For a separable $G$-$C^*$-algebra $A$, there is the so-called Baum-Connes assembly map:

$$\mu_{A}^{G}: \text{KK}^*_e(C_0(E), A) \to \text{KK}^*_e(C, A \rtimes_r G).$$
5.1 Conjecture. (Baum–Connes conjecture with coefficients for G, Baum, Connes and Higson [BCH94]) The map $\mu^G_A$ is an isomorphism for any $A$.

For introductions and details of the conjecture, we refer to [BCH94], [Val02] and [Ech17] to name a few. The weaker assertion that the map $\mu^G_A$ is injective for any $A$ is called the strong Novikov conjecture.

Now, take any Kasparov cycle $(H, T)$ with property $(\gamma)$. We first compute the composition

$$\mu^G_A \circ \nu^G_{A,T} : KK_*(\mathbb{C}, A \rtimes_r G) \to KK_*(C_0(E), A) \to KK_*(\mathbb{C}, A \rtimes_r G)$$

of the assembly map and the $(\gamma)$-morphism. We recall from [Kas88] that any Kasparov cycle $(H, T)$ defines an endomorphism on K-theory group $KK_*(\mathbb{C}, A \rtimes_r G)$ via the following composition of ring homomorphisms

(5.1) $$KK_*(\mathbb{C}, \mathbb{C}) \to KK_*(A, A) \to KK_*(A \rtimes_r G, A \rtimes_r G)$$

where the first map is the amplification map $\sigma_A$, the second map is the descent map $j^G_r$. Let us write $j^G_r(\sigma_A([H, T]))$, the image of $[H, T]$ by the map (5.1).

5.2 Proposition. Let $(H, T)$ be a Kasparov cycle with property $(\gamma)$. For any separable G-C*-algebra $A$, the composition $\mu^G_A \circ \nu^G_{A,T}$ coincides with the action of $(H, T)$ on $KK_*(\mathbb{C}, A \rtimes_r G)$ defined via (5.1).

Proof. For the simplicity, we only give a proof for the case where $G$ is discrete, $* = 0$ and $A = \mathbb{C}$, since it is straightforward to generalize its argument. We compute the image of (the class) of a projection $p$ in the matrix algebra $M_n(C^*_r(G))$ by the composition $\mu^G_A \circ \nu^G_{A,T}$. We write $\hat{H}$, $\hat{T}$ and $\rho^G$ as in Section 4. Let $\pi_0$ be the representation of $C_0(E)$ on $H$ witnessing the condition (ii) of property $(\gamma)$ for the cycle $(H, T)$. First of all, $\nu^G_{C_0(E)}(p)$ in $KK_*(C_0(E), \mathbb{C})$ is represented by the following Fredholm $C_0(E)$-module ($\rho^G$ is extended to $l^2(G) \otimes \mathbb{C}^n)$:

$$(\pi_0 \cdot \rho^G(p), \hat{H} \otimes \mathbb{C}^n, \hat{T})$$

where $\phi$ in $C_0(E)$ is represented by $\pi_0(\phi)\rho^G(p)$. The descent map $j^G_r$ sends this module to a Fredholm $C_0(E) \rtimes_r G$-C*-algebra module

$$((\pi_0 \rtimes_r 1) \cdot \rho^G(p) \rtimes 1, \hat{H} \otimes \mathbb{C}^n \rtimes_r G, \hat{T} \rtimes_r 1)$$
where we recall that the Hilbert right $C^*_r(G)$-module $\tilde{H} \otimes \mathbb{C}^n \rtimes_r G$ is spanned by vectors of the form

$$v \rtimes_r u_g \text{ for } v \in \tilde{H} \otimes \mathbb{C}^n \text{ and } g \in G,$$

for an operator $T$ on $\tilde{H} \otimes \mathbb{C}^n$, the adjointable map $T \rtimes_r 1$ is defined by

$$T \rtimes_r 1: v \rtimes_r u_g \mapsto Tv \rtimes_r u_g$$

and that $\pi_0 \rtimes_r 1$ is the representation of $C_0(E) \rtimes_r G$ which sends $\phi$ in $C_0(E)$ to $\pi_0(\phi) \rtimes_r 1$ and “sends” $h$ in $G$ to the left multiplication $u_h$,

$$u_h: v \rtimes_r u_g \mapsto h(v) \rtimes_r u_{hg}.$$  

A cut-off projection $p_c$ in $C_0(E) \rtimes_r G$ is defined as a finite-sum

$$p_c = \sum_{g \in G} cg(c)u_g.$$  

Here, we take $c$ to be a cut-off function on $E$ witnessing the condition (ii.ii) of property (γ). We see that the assembly map sends $\nu_{G,T}^\mathbb{C}C^*_r(G)(p)$ to a Fredholm $C^*_r(G)$-module $(\pi_0 \rtimes_r 1)(p_c) \tilde{H} \otimes \mathbb{C}^n \rtimes_r G, \tilde{T} \rtimes_r 1)$

where the unit in $\mathbb{C}$ is represented by the projection $(\pi_0 \rtimes_r 1)(p_c) \tilde{H} \otimes \mathbb{C}^n \rtimes_r G, \tilde{T} \rtimes_r 1)$. We have an isomorphism

$$H \otimes \mathbb{C}^n \rtimes_r G \cong (\pi_0 \rtimes_r 1)(p_c) \tilde{H} \otimes \mathbb{C}^n \rtimes_r G$$

of $C^*_r(G)$-modules given as follows. We denote by $\delta_h$, the delta-function on $G$. The isomorphism (5.2) is given by the map

$$\xi \otimes v \rtimes_r u_g \mapsto \sum_{h \in G} \pi_0(c)h(\xi) \otimes \delta_h \otimes v \rtimes_r u_{hg} \quad (\xi \in H, v \in \mathbb{C}^n, g \in G)$$

whose inverse is given by (the restriction of)

$$(\xi_h)_{h \in G} \otimes v \rtimes_r u_g \mapsto \sum_{h \in G} h^{-1}(\pi_0(c)\xi_h) \otimes v \rtimes_r u_{h^{-1}g} \quad ((\xi_h)_{h \in G} \in \tilde{H}, v \in \mathbb{C}^n, g \in G).$$
We consider the following composition \((5.2)\), the restriction \((\pi_0 \times_r 1)(p_c)\tilde{T} \times_r 1(\pi_0 \times_r 1)(p_c)\) of \(\tilde{T} \times_r 1\) on \((\pi_0 \times_r 1)(p_c)\tilde{H} \otimes \mathbb{C}^n \times_r G\) is identified as \(T' \times_r 1\) on \(H \otimes \mathbb{C}^n \times_r G\) where we set

\[
T' = \sum_{g \in G} g(c)Tg(c).
\]

Moreover, the restriction \((\pi_0 \times_r 1)(p_c)\rho^G(p) \times_r 1(\pi_0 \times_r 1)(p_c)\) of \(\rho^G(p) \times_r 1\) is identified as the left multiplication of \(p\) on \(H \otimes \mathbb{C}^n \times_r G\).

We conclude that the composition \(\mu_G^G \circ \nu_G^G\) sends the projection \(p\) to the Fredholm \(\mathbb{C}^n\)-module \((p, H \otimes \mathbb{C}^n \times_r G, T' \times_r 1)\) where the unit of \(\mathbb{C}\) acts as \(p\) by the left multiplication. This is nothing but the image of \(p\) by the action of \((H, T')\). By the condition (ii.ii) of property \((\gamma)\), this action coincides with that of \((H, T)\).

### 5.3 Proposition

Let \((H, T)\) be a Kasparov cycle with property \((\gamma)\). For any separable \(G\)-\(\mathbb{C}^*\)-algebra \(A\), the composition \(\nu_G^A \circ \mu_G^A\) is the identity on \(\text{KK}_G^G(C_0(E), A)\).

**Proof.** We first show that, for any \(G\)-\(\mathbb{C}^*\)-algebra \(A\) for which the assembly map \(\mu_G^A\) is an isomorphism, the composition \(\nu_G^A \circ \mu_G^A\) coincides with the action of \((H, T)\) on \(\text{KK}_G^G(C_0(E), A)\) defined by the Kasparov product

\[
\text{KK}_G^G(C_0(E), A) \times \text{KK}_G^G(C_0(E), A) \to \text{KK}_G^G(C_0(E), A).
\]

We consider the following composition

\[
(5.3) \quad \mu_G^A \circ \nu_G^A \circ \mu_G^A : \text{KK}_G^G(C_0(E), A) \longrightarrow \text{KK}_G^G(C_0(E), A) \times \text{KK}_G^G(C_0(E), A) \to \text{KK}_G^G(C_0(E), A).
\]

We know that the composition \(\mu_G^A \circ \nu_G^A \circ \mu_G^A\) coincides with \(j^G_\pi(\sigma_A(\lbrack H, T\rbrack))_*\) on \(\text{KK}_G^G(C_0(E), A)\) via \((5.1)\). From this, we can deduce that the composition \(\nu_G^A \circ \mu_G^A\) coincides with the action \([H, T]_*\) of \((H, T)\) on \(\text{KK}_G^G(C_0(E), A)\). To see this, we write the composition \((5.3)\) in two ways to have the following commutative diagram:

\[
(5.4) \quad \text{KK}_G^G(C_0(E), A) \xrightarrow{\nu_G^A \circ \mu_G^A} \text{KK}_G^G(C_0(E), A) \xrightarrow{\mu_G^A} \text{KK}_G^G(C_0(E), A) \xrightarrow{\nu_G^A \circ \mu_G^A} \text{KK}_G^G(C_0(E), A) \xrightarrow{\mu_G^A} \text{KK}_G^G(C_0(E), A) \xrightarrow{\nu_G^A \circ \mu_G^A} \text{KK}_G^G(C_0(E), A) \xrightarrow{\mu_G^A} \text{KK}_G^G(C_0(E), A) \xrightarrow{\nu_G^A \circ \mu_G^A} \text{KK}_G^G(C_0(E), A).
\]
The composition $\mu^G_A \circ \nu^G_{A,T}$ in the bottom is $j^G_F(\sigma_A([H,T]))_\ast$. Note that we have also the following commutative diagram

\[
\begin{array}{c}
nonumber
\text{KK}_s\left(C_{0}(E), A\right) \xrightarrow{j^G_F(\sigma_A([H,T]))_\ast} \text{KK}_s\left(C_{0}(E), A\right) \\
\mu^G_A \circ \nu^G_{A,T} = \left[H, T\right]_\ast
\end{array}
\]

Since the vertical arrows $\mu^G_A$ are isomorphisms, comparing the two diagrams (5.4), (5.5), we see that $\nu^G_{A,T} \circ \mu^G_A = \left[H, T\right]_\ast$. We next show $\nu^G_{A,T} \circ \mu^G_A = \left[H, T\right]_\ast$ for any $A$. For this, we recall the following very useful fact established by Meyer and Nest (see Theorem 5.2 of [MN06]). For any $G$-$C^\ast$-algebra $\tilde{A}$, there are a “proper” algebra $\tilde{\tilde{A}}$ for which the assembly map $\mu^G_{\tilde{\tilde{A}}}$ is an isomorphism and a morphism $f$ from $\tilde{\tilde{A}}$ to $A$ in the category $\text{KK}^G$. That is, we have the following diagram:

\[
\begin{array}{c}
nonumber
\text{KK}_s\left(C_{0}(E), \tilde{\tilde{A}}\right) \xrightarrow{\mu^G_{\tilde{\tilde{A}}}} \text{KK}_s\left(C_{0}(E), A\right) \\
\nu^G_{\tilde{\tilde{A}},T} \circ \mu^G_{\tilde{\tilde{A}}}
\end{array}
\]

We compose the diagram (5.6) with the $\gamma$-morphisms to get the following diagram

\[
\begin{array}{c}
nonumber
\text{KK}_s\left(C_{0}(E), \tilde{\tilde{A}}\right) \xrightarrow{\gamma^G_{\tilde{\tilde{A}},T} \circ \mu^G_{\tilde{\tilde{A}}}} \text{KK}_s\left(C_{0}(E), A\right) \\
\nu^G_{\tilde{\tilde{A}},T} \circ \mu^G_{\tilde{\tilde{A}}}
\end{array}
\]

This diagram is commutative since the $\gamma$-morphisms are natural (Lemma 4.5). The previous argument shows that $\nu^G_{\tilde{\tilde{A}},T} \circ \mu^G_{\tilde{\tilde{A}}} = \left[H, T\right]_\ast$. We can compare the diagram (5.7) to the diagram

\[
\begin{array}{c}
nonumber
\text{KK}_s\left(C_{0}(E), A\right) \xrightarrow{\gamma^G_{A,T} \circ \mu^G_A} \text{KK}_s\left(C_{0}(E), A\right) \\
\gamma^G_{A,T} \circ \mu^G_A
\end{array}
\]
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Since the horizontal arrows $f_*$ are isomorphisms, we now deduce that the composition $\nu^{G,T}_{A} \circ \mu^{G}_{A}$ coincides with the action $[H,T]_*$ for any $A$. It is a standard fact that the $G$-equivariant Kasparov cycle $(H,T)$ acts as the identity on the left-hand side $KK^G_*(C_0(E),A)$ of the Baum–Connes conjecture for any $A$, provided that the cycle $(H,T)$ is $K$-equivariantly homotopic to $1_K$ for any compact subgroup $K$ of $G$ (see [MN06]). We now see that the composition $\nu^{G,T}_{A} \circ \mu^{G}_{A}$ is the identity for any $A$.

Now, we obtain our main results.

**5.4 Theorem.** Suppose there is a $G$-equivariant Kasparov cycle $(H,T)$ with property $(\gamma)$. Then:

(i) the strong Novikov conjecture holds for $G$, i.e. the assembly map $\mu^G_A$ is split-injective for any $A$,

(ii) the $(\gamma)$-morphism $\nu^{G,T}_{A}$ is a left-inverse of the assembly map $\mu^G_A$,

(iii) the assembly map $\mu^G_A$ is an isomorphism if and only if the cycle $(H,T)$ acts as the identity on the right-hand side group $KK_*(C, A \rtimes_r G)$ via the composition (5.1).

**Proof.** The first and the second claims are proved in Proposition 5.3. It follows that the assembly map $\mu^G_A$ is an isomorphism if and only if the composition $\mu^G_A \circ \nu^{G,T}_{A}$ is the identity. By Proposition 5.2, this is the case if and only if the cycle $(H,T)$ acts as the identity on the right-hand side group $KK_*(C, A \rtimes_r G)$. \qed

**5.5 Corollary.** Suppose there is a $G$-equivariant Kasparov cycle $(H,T)$ with property $(\gamma)$ which acts surjectively on the right-hand side group $KK_*(C, A \rtimes_r G)$ via the composition (5.1) for any $A$. Then, the Baum–Connes conjecture with coefficients holds for $G$. The $(\gamma)$-morphism $\nu^{G,T}_{A}$ is the inverse of the assembly map $\mu^G_A$ for any $A$.

**5.6 Corollary.** Suppose there is a $G$-equivariant Kasparov cycle $(H,T)$ with property $(\gamma)$ which is homotopic to $1_G$. Then, the Baum–Connes conjecture with coefficients holds for $G$. The $(\gamma)$-morphism $\nu^{G,T}_{A}$ is the inverse of the assembly map $\mu^G_A$ for any $A$.

**5.7 Remark.** In order to prove the third claim in Theorem 5.4, we could have skipped Proposition 5.3 and showed that the assembly map $\mu^G_A$ is an
isomorphism for any $A$ if $(H, T)$ acts as a surjective endomorphism on the right-hand side group $KK_n(C, A times_r G)$ for any $A$ by the following “surjectivity implies injectivity” principle. Indeed, if $(H, T)$ acts as a surjective endomorphism on the right-hand side group $KK_n(C, A times_r G)$ for any $A$, by Proposition 5.2 we know that $\mu^G_A$ is surjective for any $A$. Now, we use again the result by Meyer and Nest. Let $\tilde{A}$ and $f$ be as in the proof of Proposition 5.3. Furthermore, we can take the mapping cone $C_f$ of $f$ and obtain the following diagram of six-term exact sequences and the assembly maps

\[
\begin{align*}
&\longrightarrow KK^G_*(C_0(E), C_f) \longrightarrow KK^G_*(C_0(E), \tilde{A}) \xrightarrow{\mu^G_{f*}} KK^G_*(C_0(E), A) \longrightarrow \\
&\quad \quad \quad \quad \quad \quad \downarrow \mu^G_{f*} \quad \quad \quad \quad \quad \quad \downarrow \mu^G_A \quad \quad \quad \quad \quad \quad \downarrow \mu^G_{\tilde{A}} \\
&\longrightarrow KK_*(C, C_f \rtimes_r G) \longrightarrow KK_*(C, \tilde{A} \rtimes_r G) \xrightarrow{f \rtimes_1} KK_*(C, A \rtimes_r G) \longrightarrow
\end{align*}
\]

where the group $KK^G_*(C_0(E), C_f)$ is zero since $f_*$ is an isomorphism. Thus, if we know the surjectivity of the assembly map for all coefficients, in particular for $C_f$, the “obstruction” $K_*(C_f \rtimes_r G)$ vanishes. It follows that $\mu^G_A$ is an isomorphism for any $A$. We remark that for this argument, we do not need the condition (i) of property $(\gamma)$. Indeed, the definition of the $(\gamma)$-morphism and Proposition 5.2 work for any proper $G$-equivariant Kasparov cycle $(H, T)$. Hence, we have the following:

**5.8 Theorem.** Suppose that for any separable $G$-$C^*$-algebra $A$, there is a proper $G$-equivariant Kasparov cycle $(H, T)$ which acts surjectively on the right-hand side group $KK_*(C, A \rtimes_r G)$ via the composition $(5.1)$. Then, the Baum–Connes conjecture with coefficients holds for $G$.

### 6 Unbounded Cycles and Property $(\gamma)$

Let $D$ be an odd, unbounded, (essentially) self-adjoint operator on $H$ with compact resolvent which is almost $G$-equivariant: i.e. $G$ preserves the domain of $D$ and $g(D) - D$ is bounded for all $g$ in $G$. It is a fact that the pair $(H, T)$ is a $G$-equivariant Kasparov cycle, where $T$ is the bounded transform of $D$:

\[
T = \frac{D}{(1 + D^2)^{\frac{1}{2}}}.
\]
6.1 Theorem. Assume that there is a non-degenerate representation of the G-C*-algebra $C_0(E)$ on $H$ and that there is a dense G-subalgebra $B$ of $C_c(E)$ (compactly supported functions) which preserves the domain of $D$, such that for any $b$ in $B$, there is $\chi$ in $C_c(E)$ so that for any $g$ in $G$,

$$[D, g(b)] = b_g g(\chi)$$

where $b_g$ are operators on $H$ which are uniformly bounded in $g$ in $G$. Assume further that there is a cut-off function on $E$ in $B$. Then, the Kasparov cycle $(H, T)$ is proper, i.e. satisfies the conditions (ii.i) and (ii.ii) for property (γ). Hence, if we further assume that the cycle $(H, T)$ is $K$-equivariantly homotopic to $1_K$ for any compact subgroup $K$ of $G$, the cycle $(H, T)$ has property (γ).

Proof. For any $b$ in $B$, let $\chi$ in $C_c(E)$ and $b_g$ as given. Using the following formula (in the strong operator topology)

$$T = \frac{2}{\pi} \int_0^{\infty} \left( \frac{D}{1 + \lambda^2 + D^2} \right) d\lambda = \pi^{-1} \int_0^{\infty} \left( \frac{1}{D + \sqrt{1 + \lambda^2}i} + \frac{1}{D - \sqrt{1 + \lambda^2}i} \right) d\lambda$$

and the formula

$$[g(b), (D \pm \sqrt{1 + \lambda^2}i)^{-1}] = (D \pm \sqrt{1 + \lambda^2}i)^{-1}[D, g(b)](D \pm \sqrt{1 + \lambda^2}i)^{-1},$$

we see that in order to show that for any $b$ in $B$,

the function $(g \mapsto [g(b), T])$ belongs to $C_0(G, K(H))$,

it suffices to show the following claim that operators

$$\int_0^{\infty} \left( (D \pm \sqrt{1 + \lambda^2}i)^{-1} (b_g g(\chi))(D \pm \sqrt{1 + \lambda^2}i)^{-1} \right) d\lambda$$

are compact operators whose norms vanish as $g$ goes to infinity. Using

$$(g(\chi)(D \pm \sqrt{1 + \lambda^2}i)^{-\frac{1}{2}}) \left( g(\chi)(D \pm \sqrt{1 + \lambda^2}i)^{-\frac{1}{2}} \right)^* \leq g(\chi)(D^2 + 1)^{-1} g(\chi)^*$$

and Lemma 2.3, we can see that

$$\sup_{\lambda \in [0, \infty]} \|(b_g g(\chi))(D \pm \sqrt{1 + \lambda^2}i)^{-\frac{1}{2}}\|$$
vanishes as \( g \) goes to infinity. With this in mind, we see that the claim holds since
\[
\int_0^\infty (1 + \lambda^2)^{-\frac{3}{2}} d\lambda
\]
is absolutely convergent. Now, suppose \( c \) is a cut-off function in \( B \) and let \( \chi \) in \( C_c(E) \) and \( c_g \) like before so that \([D, g(c)] = c_g g(\chi)\). We need to show
\[
\int_{g \in G} g(c) T_g(c) d\mu_G(g) - T \in K(H).
\]
By similar reasoning as above, this boils down to showing
\[
\int_{g \in G} g(c) \int_0^\infty \left( (D \pm \sqrt{1 + \lambda^2} i)^{-1}(c_g g(\chi)) (D \pm \sqrt{1 + \lambda^2} i)^{-1} \right) d\lambda d\mu_G(g)
\]
is a compact operator. Notice that for each \( g \) in \( G \), the operator
\[
\int_0^\infty g(c) \left( (D \pm \sqrt{1 + \lambda^2} i)^{-1}(c_g g(\chi)) (D \pm \sqrt{1 + \lambda^2} i)^{-1} \right) d\lambda
\]
is compact, so it suffices to show that the integral above is norm convergent over \( G \), that is to show that for any \( \varepsilon > 0 \), there is a compact subset \( K \) of \( G \) such that for any compact subset \( K' \) of \( G \setminus K \), we have
\[
\| \int_{K'} \int_0^\infty g(c) \left( (D \pm \sqrt{1 + \lambda^2} i)^{-1}(c_g g(\chi)) (D \pm \sqrt{1 + \lambda^2} i)^{-1} \right) d\lambda d\mu_G(g) \| \leq \varepsilon
\]
This follows from that we have
\[
\sup_{K' \subset G \setminus K} \| \int_{K'} g(c) \left( (D \pm \sqrt{1 + \lambda^2} i)^{-1}(c_g g(\chi)) \right) d\mu_G(g) \| \leq (\sqrt{1 + \lambda^2})^{-\frac{3}{2}} C_K
\]
where \( C_K \) are constants which converge to 0 as \( K \) increases. Checking the last claim is left to the reader (Hint: combine Lemma 2.3 and Lemma 2.5).

6.2 Example. For any group \( G \) which acts isometrically, properly and cocompactly on a simply connected, complete manifold \( M \) with non-positive sectional curvature, the Witten perturbation \( d_r + \alpha^* \) of de-Rham operator on the Hilbert space \( L^2(M, \Lambda^* T^* M) \) of the exterior algebra on \( M \) (see
satisfies the assumption in Theorem 6.1 and thus defines a $G$-
equivariant Kasparov cycle with property $(\gamma)$. Here, the operator $d_f = d + df \wedge$ is the sum of the exterior differential $d$ and the exterior multiplication by the one form $df$ of the function $f = d^2(x_0, x)$, the square of the distance function from some fixed base point $x_0$ of $M$. In particular, this gives us a concrete $G$-equivariant Kasparov cycle with property $(\gamma)$ for any co-compact closed subgroup $G$ of connected, semi-simple Lie group. We leave as an exercise for the reader to construct an unbounded cycle which satisfies the assumption in Theorem 6.1 for groups $G$ which act properly and co-compactly on a Euclidean building in the sense of [KS91].
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