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Abstract

This work extends the iterative framework proposed by Attouch et al. (in Math. Program. 137: 91-129, 2013) for minimizing a nonconvex and nonsmooth function $\Phi$ so that the generated sequence possesses a Q-superlinear convergence rate. This framework consists of a monotone decrease condition, a relative error condition and a continuity condition, and the first two conditions both involve a parameter $p > 0$. We justify that any sequence conforming to this framework is globally convergent when $\Phi$ is a Kurdyka-Łojasiewicz (KL) function, and the convergence has a Q-superlinear rate of order $\frac{p}{p+1}$ when $\Phi$ is a KL function of exponent $\theta \in \left(0, \frac{p}{p-1}\right)$. Then, we illustrate that the iterate sequence generated by a $q \in [2,3]$-order regularized proximal Newton method for composite optimization problems with a nonconvex and nonsmooth term belongs to this framework, and consequently, first achieve the Q-superlinear convergence rate of order $4/3$ for a cubic regularization method to solve this class of composite problems with KL property of exponent $1/2$.
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1 Introduction

Let $\mathbb{X}$ denote a finite dimensional real vector space with the inner product $\langle \cdot , \cdot \rangle$ and its induced norm $\| \cdot \|$. Consider the nonconvex and nonsmooth problem

$$\min_{x \in \mathbb{X}} \Phi(x),$$

where $\Phi : \mathbb{X} \to \mathbb{R} := (-\infty, \infty]$ is a proper lower semicontinuous (lsc) and lower bounded function. We are interested in the following iterative framework:
H1. for each \( k \in \mathbb{N} \), \( \Phi(x^{k+1}) + a\|x^{k+1} - x^k\|^{p+1} \leq \Phi(x^k) \);

H2. for each \( k \in \mathbb{N} \), \( \exists w^{k+1} \in \partial \Phi(x^{k+1}) \) such that \( \|w^{k+1}\| \leq b\|x^{k+1} - x^k\|^p \);

H3. there exists a convergent subsequence \( \{x^{k_j}\}_{j \in \mathbb{N}} \) with limit \( \tilde{x} \) such that \( \limsup_{j \to \infty} \Phi(x^{k_j}) \leq \Phi(\tilde{x}) \),

where \( a > 0, b \geq 0 \) and \( p > 0 \) are the constants. Condition H1 restricts the monotone decrease magnitude of the objective values, condition H2 controls the relative error of \( x^{k+1} \) to be a critical point of \( \Phi \), i.e. a stationary point of \( (1) \), and condition H3 is rather weak, which along with the lower semicontinuity of \( \Phi \) implies that \( \lim_{j \to \infty} \Phi(x^j) = \Phi(\tilde{x}) \).

When \( p = 1 \), the above iterative framework reduces to the popular one proposed by Attouch et al. \cite{3}.

1.1 Main Motivations

For the sequences satisfying conditions H1-H3 for \( p = 1 \), Attouch et al. \cite{3} proved its global convergence for the KL function \( \Phi \) and its R-linear convergence rate for the KL function \( \Phi \) with exponent \( \theta \in (0, 1/2] \). From \cite[Section 5]{3}, if the proximal gradient (PG) method with a monotone line-search is applied to the zero-norm regularized logistic regression, i.e., problem \( (1) \) with

\[
\Phi(x) = \frac{1}{m} \sum_{i=1}^{m} \log \left[ 1 + \exp(-b_i(a_i^T x)) \right] + \frac{\mu}{2}\|x\|^2 + \lambda\|x\|_0 \quad \text{for } x \in \mathbb{R}^n \tag{2}
\]

where \( \lambda > 0 \) and \( \mu > 0 \) are the regularization parameters, and \( a_i \in \mathbb{R}^n \) and \( b_i \in \mathbb{R} \) for \( i = 1, 2, \ldots, m \) are the given data, the generated iterate sequence comply with the above framework for \( p = 1 \), and Figure 1 below demonstrates that this sequence actually possesses a superlinear convergence rate. Moreover, such \( \Phi \) is a KL function of exponent 1/2 by \cite[Example 4.3]{26}. We find that a similar local convergence behavior also occurs when \( \Phi \) takes the zero-norm regularized least squares function, another KL function of exponent 1/2 by \cite[Example 4.3]{26}. This means that there is still room to improve the convergence rate result in \cite{3} when \( \Phi \) is a KL function of exponent \( \theta \in (0, 1/2] \). Although Ochs also achieved a local convergence result in \cite{22} for the sequences satisfying conditions H1-H3 with \( p = 1 \), he did not give an improved local convergence rate. Inspired by this, we focus on the convergence analysis for the iterate sequence complying with conditions H1-H3 in this work.
Another motivation is to establish the global convergence and Q-superlinear convergence rate of the iterate sequence generated by the cubic regularization (CR) method for the nonconvex and nonsmooth composite problem

$$\min_{x \in X} F(x) := f(x) + g(x),$$

where $f, g : X \to \mathbb{R}$ are proper lsc functions and satisfy the basic assumption:

**Assumption 1**

(i) $f$ is twice differentiable on an open set containing $\text{dom} g$;

(ii) the function $g$ is lower bounded, and is continuous relative to its domain.

The idea of cubic regularization first appeared in [10] for solving problem (3) with $g \equiv 0$, where Griewank proved that any accumulation point of the generated iterate sequence is a second-order critical point of $f$. Most of later works on the CR method were carried out for this class of smooth optimization problems (see, e.g., [19, 6, 7, 29, 30]). For example, Nesterov and Polyak [19] achieved the Q-superlinear convergence rate of the objective value sequence with order $4/3$ for gradient-dominated functions (a little stronger than KL functions of exponent $1/2$) and order $3/2$ for star-convex functions having a global nondegenerate optimal set (essentially star-convex functions with quadratic growth) respectively in Theorems 7 and 5 of that work, and obtained the global convergence and local Q-quadratic convergence rate of the iterate sequence under the local strong convexity of $f$ (see [19, Theorem 3]); Cartis et al. [6] proposed an adaptive CR method by using a dynamic regularization parameter and solving the subproblems inexactly, and established the global convergence and local Q-superlinear convergence rate of the iterate sequence under the local strong convexity of $f$ (see [6, Theorem 4.5 & Corollary 4.8]); Yue et al. [29] proved that the iterate sequence generated by the CR method converges Q-quadratically to a second-order critical point under a local error bound condition, which does not require the isolatedness of stationary points and is much weaker than the nondegeneracy condition in [10, Theorem 4.1] and [19, Theorem 3]; and Zhou et al. [30] characterized the Q-superlinear convergence rate of the objective value sequence and the
R-superlinear convergence rate of the iterate sequence for the KL function $f$ of exponent $(0,2/3)$. To the best of our knowledge, there is no work to explore the global convergence and local convergence rate of the iterate sequence generated by the CR method for composite problems with nonconvex and nonsmooth terms, though some focus on the global iteration complexity for nonsmooth convex composite problems [20, 9, 11].

Recently, several tensor methods (of course covering the CR method) were proposed for solving problem (3) with a convex $g$ (see [21, 8]) and its more general formulation (see [17, 18]). Among others, Doikov and Nesterov [8] considered a regularized composite tensor method of degree $p \geq 2$, which becomes the CR method for $p = 2$, and established the local Q-superlinear convergence rate of order $\frac{p}{q+1}$ for the objective value sequence and the norm of minimal subgradient sequence under the uniform convexity of degree $q \geq 2$ on $f$; Nesterov [21] investigated an inexact basic tensor method that uses approximate solutions of the auxiliary problems for nonsmooth convex composite problems, and analyzed its iteration complexity on the objective values; Necoara and Lupu [18] proposed a general higher-order majorization-minimization algorithm framework for solving (1) by $p \geq 1$ higher-order surrogate of $\Phi$ at each iterate, and obtained the superlinear convergence rate of the objective value sequence under the KL property of $\Phi$ with exponent $\theta \in (0,1/(p+1))$ (see [18, Theorem 4.6]); and Nabou and Necoara [17] developed a general composite higher-order algorithmic framework for solving (3) with $f = \varphi(F(\cdot))$ based on $p \geq 1$ higher-order surrogates of $f$, and when higher-order composite surrogates are sufficiently smooth, they provided the global asymptotic stationary point guarantees and achieved the local R-linear convergence rate of objective value sequence for the KL objective function with exponent $\theta \in (0,p/(p+1))$ (see [17, Theorem 3]). As far as we know, there are no local convergence rate results for the iterate sequences of the above tensor methods.

1.2 Our Contributions

In this work, we investigate the global convergence and the local convergence rate for a sequence $\{x_k\}_{k \in \mathbb{N}}$ satisfying conditions H1-H3, and propose a $q \in [2,3]$-order regularized proximal Newton method for problem (3) to demonstrate that such a sequence $\{x_k\}_{k \in \mathbb{N}}$ is accessible. The main contributions are as follows.

- For the KL function $\Phi$, the sequence $\{x_k\}_{k \in \mathbb{N}}$ is proved to converge to a (limiting) critical point of $\Phi$, and the convergence is shown to have Q-superlinear rate of order $\frac{p}{p+1}$ if $\Phi$ is a KL function of exponent $\theta \in (0,\frac{1}{p})$ and the R-linear rate if $\Phi$ is a KL function of exponent $\theta = \frac{p}{p+1}$. This is the first local Q-superlinear convergence result for the iterate sequences of nonconvex and nonsmooth KL optimization problems, which implies that the sequences from the iterative framework of [3] possess local Q-superlinear convergence rate of order $\frac{1}{\theta}$ when $\Phi$ is a KL function of exponent $\theta \in (0,1/2)$, and improves the convergence rate results there. As a byproduct, we obtain local Q-superlinear rate of order $\frac{p}{(p+1)\theta}$ for the sequence $\{\Phi(x_k)\}_{k \in \mathbb{N}}$ if $\Phi$ is a KL function of exponent $\theta \in (0,\frac{p}{p+1})$. 4
• A \( q \in [2,3] \)-order regularized proximal Newton method is proposed for solving the nonconvex and nonsmooth composite problem (3), and the generated iterate sequence is proved to satisfy conditions H1-H3 with \( p = q - 1 \). This method seeks in each step a stationary point of a \( q \)-order polynomial regularized by \( g \), which is implementable in practice at least when the proximal mapping of \( g \) has a closed form. When \( F \) is a KL function of exponent \( \theta \in (0,(q-1)/q) \), the generated iterate sequence has Q-superlinear convergence rate with order \( (q-1)/(\theta q) \). For \( q = 3 \), we achieve local Q-superlinear convergence rate with order \( 2/(3\theta) \) for the iterate and objective value sequences yielded by the proposed CR method if \( F \) is a KL function of exponent \( \theta \in (0,2/3) \), say, the zero-norm regularized least squares or logistic regression, thereby extending the results in [30] for smooth optimization problems to problem (3).

• As will be discussed in Remark 3.1 (c), the iterate sequences generated by the tensor methods in [18, 17] comply with conditions H1-H3, so Theorem 3.2 is applicable to them and improves the local convergence results there.

2 Preliminaries

We recall the basic subdifferential of a function \( h : X \to \mathbb{R} \) at a point \( x \in \text{dom} h \), and refer the reader to standard texts such as [23] and [15] for details.

**Definition 2.1** (see [23, Definition 8.3]) Consider a function \( h : X \to \mathbb{R} \) and a point \( x \in \text{dom} h \). The regular subdifferential of \( h \) at \( x \) is defined as

\[
\hat{\partial} h(x) := \left\{ v \in X \mid \liminf_{x^t \to x} \frac{h(x^t) - h(x) - \langle v, x^t - x \rangle}{\|x^t - x\|} \geq 0 \right\},
\]

and its basic (known as the limiting or Mordukhovich) subdifferential at \( x \) is

\[
\partial h(x) := \left\{ v \in X \mid \exists x^k \to x \text{ with } h(x^k) \to h(x) \text{ and } v^k \in \hat{\partial} h(x^k) \text{ with } v^k \to v \right\}.
\]

We call \( x \in X \) a critical point of a proper function \( h : X \to \mathbb{R} \) if \( 0 \in \partial h(x) \). To introduce the KL function of exponent \( \theta \in [0,1] \), for any \( \eta > 0 \), we denote by \( \Upsilon_\eta \) the set of all continuous concave \( \varphi : [0, \eta) \to \mathbb{R}_+ \) that are continuously differentiable on \( (0, \eta) \) with \( \varphi(0) = 0 \) and \( \varphi'(s) > 0 \) for all \( s \in (0, \eta) \).

**Definition 2.2** (see [2]) A proper function \( h : X \to \mathbb{R} \) is said to have the KL property at \( x \in \text{dom} \partial h \) if there exist \( \eta \in (0, \infty] \), a neighborhood \( U \) of \( x \) and a function \( \varphi \in \Upsilon_\eta \) such that for all \( x \in U \cap [h(x) < h < h(x) + \eta] \),

\[
\varphi'(h(x) - h(x)) \text{dist}(0, \partial h(x)) \geq 1. \quad (4)
\]

If \( \varphi \) can be chosen as \( \varphi(s) = cs^{1-\theta} \) with \( \theta \in [0,1] \) for some \( c > 0 \), then \( h \) is said to have the KL property of exponent \( \theta \) at \( x \). If \( h \) has the KL property (of exponent \( \theta \)) at every point of \( \text{dom} \partial h \), then it is called a KL function (of exponent \( \theta \)).
Remark 2.1 To verify that a proper lsc function is a KL function of exponent \( \theta \), it suffices to prove that it has the KL property of exponent \( \theta \) at all critical points because by [2, Lemma 2.1] it has this property at all noncritical points. On the calculation of the KL exponent, we refer the reader to [14, 27, 26].

3 Convergence Analysis

By condition H1 and the lower boundedness of \( \Phi \), we have the following result.

Lemma 3.1 Let \( \{x^k\}_{k \in \mathbb{N}} \) be a sequence satisfying condition H1. Then, the sequence \( \{\Phi(x^k)\} \) is nonincreasing and convergent, and \( \lim_{k \to \infty} \|x^k - x^{k-1}\| = 0. \)

3.1 Global Convergence

We are ready to justify the global convergence for any sequence \( \{x^k\}_{k \in \mathbb{N}} \) satisfying conditions H1-H3 under the KL property of \( \Phi \). Its proof is inspired by the arguments for [3, Lemma 2.6 & Theorem 2.9], we include it for completeness.

Theorem 3.1 Let \( \{x^k\}_{k \in \mathbb{N}} \) be a sequence satisfying conditions H1-H3. If \( \Phi \) is a KL function, then \( \sum_{k=0}^{\infty} \|x^{k+1} - x^k\| < \infty. \)

Proof: Let \( \overline{x} = \tilde{x} \), the limit of the subsequence \( \{x^j\}_{j \in \mathbb{N}} \) in H3 such that \( \Phi(x^j) \to \Phi(\overline{x}) \) as \( j \to \infty \), which is clearly a cluster point of \( \{x^k\}_{k \in \mathbb{N}} \). Together with Lemma 3.1, we deduce that \( \Phi(x^k) \to \Phi(\overline{x}) \) as \( k \to \infty \) and \( \Phi(x^k) \geq \Phi(\overline{x}) \) for all \( k \in \mathbb{N} \). By the given assumption, \( \Phi \) has the KL property at \( \overline{x} \), so there exist a constant \( \eta > 0 \), a neighborhood \( \mathcal{U} \) of \( \overline{x} \), and a function \( \varphi \in \mathcal{Y}_\eta \) as in Definition 2.2 such that for all \( x \in \mathcal{U} \cap [\Phi(x) < \Phi(x) + \eta] \),

\[
\varphi'(\Phi(x) - \Phi(\overline{x})) \text{dist}(0, \partial \Phi(x)) \geq 1. \tag{5}
\]

Let \( \delta > 0 \) be such that \( \mathcal{B}(\overline{x}, \delta) \subset \mathcal{U} \) and choose \( \rho \in (0, \delta) \). If necessary, we shrink \( \eta \) so that \( \eta < \alpha(\delta - \rho)^{p+1} \). Let \( \Gamma_{k,k+1} := \varphi(\Phi(x^k) - \Phi(\overline{x})) - \varphi(\Phi(x^{k+1}) - \Phi(\overline{x})) \). Fix any \( k \in \mathbb{N} \). We claim that if \( \Phi(x^k) < \Phi(\overline{x}) + \eta \) and \( x^k \in \mathcal{B}(\overline{x}, \rho) \), then

\[
\|x^{k+1} - x^k\| \leq \|x^k - x^{k-1}\| \overline{\Gamma_{k,k+1}} (ba^{-1}\Gamma_{k,k+1})^{\frac{1}{p+1}} \tag{6}
\]

\[
\leq \frac{1}{2}\|x^k - x^{k-1}\| + 2pba^{-1}\Gamma_{k,k+1} \tag{7}
\]

where the second inequality holds because \( u^\frac{1}{p+1} v^{\frac{1}{p+1}} \leq u + v \) for all \( u, v \geq 0 \), implied by Young’s inequality. Indeed, if \( x^{k+1} = x^k \), inequality (6) holds trivially, so we only need to consider that \( x^{k+1} \neq x^k \). Now from H1 we have \( \Phi(x^k) > \Phi(x^{k+1}) \geq \Phi(\overline{x}) \) which, along with inequality (5) and condition H2, shows that \( w^k \neq 0 \) and \( x^k \neq x^{k-1} \). Using inequality (5) and H2 again leads to

\[
\varphi'(\Phi(x^k) - \Phi(\overline{x})) \geq \frac{1}{b\|x^k - x^{k-1}\|^{p'}}. \tag{8}
\]
In addition, by the definition of $\Gamma_{k,k+1}$ and the concavity of $\varphi$ on $[0, \eta)$,

$$\Gamma_{k,k+1} \geq \varphi'(\Phi(x^k) - \Phi(\overline{x})) (\Phi(x^k) - \Phi(x^{k+1})).$$

Combining the last two inequalities with condition H1 shows that (6) holds. Since $x^{k_j} \to \overline{x} = \overline{x}$ as $j \to \infty$ and $\Phi(x^{k_j}) \to \Phi(\overline{x})$, by Lemma 3.1 there exists $\overline{k} \in \mathbb{N}$ such that $\Phi(x^k) \in [\Phi(\overline{x}), \Phi(\overline{x}) + \eta)$ for all $k \geq \overline{k}$, which along with the continuity of $\varphi$ on $[0, \eta)$ yields that

$$\|x^j - \overline{x}\| + \|x^j - x^{j-1}\| + 2 \left( \frac{\Phi(x^j) - \Phi(\overline{x})}{a} \right)^{\frac{1}{p+1}} + \frac{2p+1}{a} \varphi(\Phi(x^j) - \Phi(\overline{x})) < \rho. \quad (9)$$

Then, by using the above inequalities (7)-(9), we can prove that for each $\nu > \overline{k}$,

$$x^\nu \in B(\overline{x}, \rho), \quad (10)$$

$$\sum_{k=\overline{k}}^{\nu} \|x^{k+1} - x^k\| \leq \sum_{k=\overline{k}}^{\nu} \frac{1}{2} \|x^k - x^{k-1}\| + \frac{2p}{a} \varphi(\Phi(x^k) - \Phi(\overline{x})). \quad (11)$$

Indeed, when $\nu = \overline{k} + 1$, from inequality (9) we have $x^\overline{k} \in B(\overline{x}, \rho)$, which along with condition H1 and $\Phi(x^{\overline{k}+1}) > \Phi(\overline{x})$ implies that

$$\|x^{\overline{k}+1} - \overline{x}\| \leq \|x^{\overline{k}+1} - x^\overline{k}\| + \|x^\overline{k} - \overline{x}\| \leq \|x^\overline{k} - \overline{x}\| + \left( \frac{\Phi(x^{\overline{k}}) - \Phi(\overline{x})}{a} \right)^{\frac{1}{p+1}} < \rho.$$ 

where the last inequality is due to (9). This shows that (10) holds with $\nu = \overline{k} + 1$. Summing (7) from $\overline{k}$ to $\overline{k} + 1$ and using the nonnegativity of $\varphi$ yields that (11) holds with $\nu = \overline{k} + 1$. Suppose that (10) and (11) hold some $\nu > \overline{k}$. Notice that inequality (11) implies the following one

$$\frac{1}{2} \sum_{k=\overline{k}}^{\nu} \|x^{k+1} - x^k\| \leq \frac{1}{2} \|x^{\overline{k}+1} - x^{\overline{k}}\| + \frac{2p}{a} \varphi(\Phi(x^{\overline{k}}) - \Phi(\overline{x})). \quad (12)$$

Together with $\|x^{\nu+1} - \overline{x}\| \leq \|x^\nu - \overline{x}\| + \sum_{j=\overline{k}}^{\nu} \|x^{j+1} - x^j\|$ and (9), we obtain

$$\|x^{\nu+1} - \overline{x}\| \leq \|x^\nu - \overline{x}\| + \|x^{\overline{k}} - x^{\overline{k}-1}\| + \frac{2p+1}{a} \varphi(\Phi(x^{\overline{k}}) - \Phi(\overline{x})) < \rho.$$ 

This shows that (10) holds for $\nu + 1$. Summing inequality (7) from $\overline{k}$ to $\nu + 1$ and using the nonnegativity of $\varphi$ yields that (11) holds for $\nu + 1$. The above arguments show that inequalities (10)-(11) hold for $\nu > \overline{k}$. Note that inequality (11) implies (12). Passing the limit $\nu \to \infty$ to the both sides of (12) yields the desired result. The proof is then completed. \qed
3.2 Local Convergence Rates

We next establish the convergence rate of a sequence satisfying conditions H1-H3 under the assumption that \( \Phi \) is a KL function of exponent \( \theta \in (0, 1) \).

**Theorem 3.2** Let \( \{x^k\}_{k \in \mathbb{N}} \) be a sequence complying with conditions H1-H3. Suppose that \( \Phi \) is a KL function of exponent \( \theta \in (0, 1) \). Then, the sequence \( \{x^k\}_{k \in \mathbb{N}} \) is convergent with limit \( \overline{\tau} \), and furthermore,

(i) when \( \theta \in (0, \frac{p}{p+1}) \), with any given \( \varepsilon \in (0, 1) \), for all sufficiently large \( k \),

\[
\|x^{k+1} - \overline{\tau}\| \leq \varepsilon \|x^k - \overline{\tau}\|^{\frac{p}{p+1}};
\]

(ii) when \( \theta \in [\frac{p}{p+1}, 1) \), there exist \( \gamma > 0 \) and \( p \in (0, 1) \) such that for all \( k \) large enough,

\[
\|x^k - \overline{\tau}\| \leq \sum_{j=k}^{\infty} \|x^{j+1} - x^j\| \leq \begin{cases} \frac{\gamma \theta^k}{1 - \gamma} & \text{if } \theta = \frac{p}{p+1}, \\ \frac{\gamma}{1 - \gamma p} & \text{if } \theta \in (\frac{p}{p+1}, 1). \end{cases}
\]

**Proof:** For each \( k \), write \( \Delta_k := \sum_{j=k}^{\infty} \|x^{j+1} - x^j\| \). By Theorem 3.1, \( \Delta_k < \infty \) and the sequence \( \{x^k\}_{k \in \mathbb{N}} \) is convergent, so it suffices to prove that parts (i) and (ii) hold. If there exists \( N \geq \tilde{k} \geq \overline{k} \) such that \( \Phi(x^k) = \Phi(\overline{\tau}) \), where \( \overline{k} \in \mathbb{N} \) is the same as in the proof of Theorem 3.1, then condition H1 implies that \( x^k = x^{\overline{k}} \). By induction, we have \( x^k = x^{\tilde{k}} \) for all \( k \geq \tilde{k} \), and the result follows. Thus, by Lemma 3.1, it suffices to consider that \( \Phi(x^k) > \Phi(\overline{\tau}) \) for all \( k \in \mathbb{N} \). Note that (8) holds with \( \varphi(t) = ct^{1-\theta} \) \( (c > 0) \) for \( t \geq 0 \), i.e.,

\[
(\Phi(x^k) - \Phi(\overline{\tau}))^\theta \leq bc(1 - \theta)\|x^k - x^{k-1}\|^p \quad \text{for all } k \geq \overline{k}.
\]

(14)

Note that \( \Phi(x^k) - \Phi(x^{k+1}) \leq \Phi(x^k) - \Phi(\overline{\tau}) \) for each \( k \in \mathbb{N} \). Together with condition H1 and inequality (14), for all \( k \geq \tilde{k} \), it holds that

\[
\|x^{k+1} - x^k\| \leq \left( \frac{bc(1 - \theta)}{a^{\theta}} \right)^{\frac{1}{\theta(p+1)}} \|x^k - x^{k-1}\|^{\frac{p}{\theta(1+p)}}.
\]

(15)

We proceed the arguments by the two cases: \( \theta \in (0, \frac{p}{p+1}) \) and \( \theta \in [\frac{p}{p+1}, 1) \).

**Case 1:** \( \theta \in (0, \frac{p}{p+1}) \). Let \( M := \left( \frac{bc(1 - \theta)}{a^{\theta}} \right)^{\frac{1}{\theta(p+1)}} \) and \( \beta := \frac{p}{\theta(1+p)} \). From the recursion relation in (15), for any \( j \geq k \geq \tilde{k} \),

\[
\|x^{j+1} - x^j\| \leq M \sum_{i=0}^{j-k} \beta^i \|x^k - x^{k-1}\|^i \beta^{j-k+1} = M \frac{\beta^{j-k+1}}{\beta-1} \|x^k - x^{k-1}\|^{\beta^{j-k+1}}
\]

\[
= M \|x^k - x^{k-1}\|^\beta \frac{\beta^{j-k+1}}{\beta} \|x^k - x^{k-1}\|^{\beta^{j-k+1-\beta}}.
\]

Since \( \lim_{k \to \infty} \|x^k - x^{k-1}\| = 0 \) by Lemma 3.1, there exists a sufficiently small \( \epsilon_1 \in (0, 1/2) \) such that \( M \frac{\beta^{j-k}}{\beta} \|x^k - x^{k-1}\| \leq \epsilon_1 \) for all \( k \geq \tilde{k} \) (if necessary by increasing \( \tilde{k} \)). Along with the last inequality, for any \( j \geq k \geq \tilde{k} \), it holds that \( \|x^{j+1} - x^j\| \leq M \epsilon_1^{\beta^{j-k+1}} \|x^k - x^{k-1}\|^\beta \).
Summing this inequality from $j = k \geq \tilde{k}$ to any $\nu \geq k$ and passing the limit $\nu \to \infty$ yields that

$$
\|x^{k+1} - \varphi\| \leq \sum_{j = k+1}^{\infty} \|x^{j+1} - x^{j}\| \leq M\|x^{k+1} - x^{k}\| \beta \sum_{j = k+1}^{\infty} \epsilon_1^{\beta_{j+1} - \beta}.
$$

Since $\beta > 1$, if necessary by shrinking $\epsilon_1$, $\sum_{j = 2}^{\infty} \epsilon_1^{\beta_{j+1} - \beta^2} \leq 0.5\beta_{j+1} - \beta^2$ and $\epsilon_1^{\beta^2 - \beta} \sum_{j = 2}^{\infty} \epsilon_1^{\beta_{j+1} - \beta^2} \leq \frac{\epsilon}{2^{\gamma + 1 - \gamma}}$. Together with the last inequality, it follows that

$$
\|x^{k+1} - \varphi\| \leq M\|x^{k+1} - x^k\| \beta \sum_{j = 2}^{\infty} \epsilon_1^{\beta_{j+1} - \beta} \leq 2^{-(\beta+1)} \epsilon \|x^{k+1} - x^k\|^\beta
$$

$$
\leq 2^{-(\beta+1)} \epsilon \left(\|x^{k+1} - \varphi\| + \|x^k - \varphi\|^\beta\right) \leq 0.5\epsilon \left(\|x^{k+1} - \varphi\|^\beta + \|x^k - \varphi\|^\beta\right).
$$

Note that $\lim_{k \to \infty} \|x^{k+1} - \varphi\|^\beta_1 = 0$. If necessary by increasing $k$, we assume that $0.5\epsilon \|x^{k+1} - \varphi\|^\beta_1 < \frac{1}{2}$. From the last inequality, it immediately follows that $0.5\|x^{k+1} - \varphi\| \leq 0.5\epsilon \|x^k - \varphi\|^\beta$, and the desired inequality follows.

**Case 2:** $\theta = \frac{\beta}{p+1}$. By the definition of $\Delta_k$ and the triangle inequality, $\|x^k - \varphi\| \leq \Delta_k$, so we only need to establish the second inequality.

**Subcase 2.1:** $\theta = \frac{\beta}{p+1}$. From (6), $\|x^{k+1} - x^k\| \leq \|x^k - x^{k-1}\||\varphi + (\theta \Gamma_{k,k+1})\|\varphi + (\theta \Gamma_{k,k+1})\| = \frac{1}{2}\|x^{k+1} - x^k\|$ for all $k \geq \tilde{k}$. By this recursion relation, if there exists $\tilde{k}_1 \geq \tilde{k}$ such that $\|x^{\tilde{k}_1} - x^{\tilde{k}_1-1}\| = 0$, then $\|x^k - x^{k-1}\| = 0$ for all $k \geq \tilde{k}_1$, and the conclusion then follows. Hence, it suffices to consider that $\|x^k - x^{k-1}\| > 0$ for all $k \geq \tilde{k}$. Now summing (7) from any $k \geq \tilde{k}$ to any $\nu > k$ yields that

$$
\frac{1}{2} \sum_{j = k}^{\nu} \|x^{j+1} - x^j\| \leq \frac{1}{2} \|x^k - x^{k-1}\| + \frac{2pb}{a} \theta \|x^k - \varphi\| \leq \frac{1}{2} \|x^k - x^{k-1}\| + \frac{2pb}{a} \theta \|x^k - \varphi\| \leq \frac{1}{2} \|x^k - x^{k-1}\| + \frac{2pb}{a} \theta \|x^k - x^{k-1}\| \leq \frac{1}{2} \|x^{k+1} - x^k\| + \frac{2pb}{a} \theta \|x^k - x^{k-1}\| \leq \frac{1}{2} + \frac{2pb}{a} \theta \|x^{k+1} - x^k\|
$$

where the second inequality is due to (14), and the second equality is using $\theta = \frac{\beta}{p+1}$.

Write $M_1 := 2pb^{-1}c [bc(1 - \theta)]^{\frac{1}{p+2}}$. Passing the limit $\nu \to \infty$ to the last inequality gives $\frac{1}{2} \Delta_k \leq \left(\frac{1}{2} + M_2\right)(\Delta_{k-1} - \Delta_k)$ and then $\Delta_k \leq \frac{1+2M_2}{2(1+M_2)} \Delta_{k-1}$. By invoking this recursion, we obtain that $\Delta_k \leq \left(\frac{1+2M_2}{2(1+M_2)}\right)^{k-\tilde{k}} \Delta_{\tilde{k}}$. Thus, there exists $\gamma > 0$ such that $\Delta_k \leq \gamma \theta^k$ with $\theta = \frac{1+2M_2}{2(1+M_2)} \in (0,1)$. 
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Subcase 2.2: $\theta \in \left(\frac{1}{p+1}, 1\right)$. From the proof of subcase 2.1, for any $\nu > k \geq \tilde{k}$,

$$\frac{1}{2} \sum_{j=k}^{\nu} \|x^{j+1} - x^j\| \leq \frac{1}{2} \|x^k - x^{k-1}\| + \frac{2^p b}{a} \frac{bc(1 - \theta)}{\theta} \left(1 - \frac{\theta}{\sigma}\right) \|x^k - x^{k-1}\|^{\frac{p(1 - \theta)}{\sigma}}$$

$$\leq \left[\frac{1}{2} + 2^p ba^{-1} c(1 - \theta) \frac{1 - \theta}{\sigma}\right] \|x^k - x^{k-1}\|^{\frac{p(1 - \theta)}{\sigma}}$$

$$\leq \left[\frac{1}{2} + 2^p ba^{-1} c(1 - \theta) \frac{1 - \theta}{\sigma}\right] \left(\Delta_{k-1} - \Delta_k\right)^{\frac{p(1 - \theta)}{\sigma}}$$

where the second inequality is due to $\frac{p(1 - \theta)}{\sigma} < 1$ and $\|x^k - x^{k-1}\| < 1$ for $k \geq \tilde{k}$. Passing the limit $\nu \to \infty$ to the last inequality, for any $k \geq \tilde{k}$, we have

$$\Delta_k^{\frac{\theta}{p(1 - \theta)}} \leq M_2 \Delta_{k-1}^{\frac{\theta}{p(1 - \theta)}} \left(\Delta_{k-1} - \Delta_k\right) \text{ with } M_2 := 1 + 2^p ba^{-1} c(1 - \theta)^{\frac{1 - \theta}{\sigma}}.$$

By using this recursion formula and following the same analysis technique as in [1, Page 14], there exist $\hat{k} \geq k$ and $\tilde{\gamma} > 0$ such that for all $k \geq \tilde{k}$,

$$\Delta_k - \Delta_k^{\hat{k}} \geq \tilde{\gamma} > 0 \text{ with } \mu = \frac{1 - (1 + p^{-1})\theta}{1 - \theta}.$$

Summing this inequality from $\hat{k}$ to some $\nu \geq \tilde{k}$ yields that $\Delta_k - \Delta_k^{\hat{k}} \geq \tilde{\gamma}(\nu - \tilde{k})$. Since $\mu < 0$, there exists $\tilde{\gamma}_1 > 0$ such that $\Delta_k \leq \left(\Delta_k^{\hat{k}} + \tilde{\gamma}(\nu - \tilde{k})\right)^{1/\mu} \leq \tilde{\gamma}_1(\nu - \tilde{k})^{1 + 1/p + \theta/p}$. Consequently, the desired conclusion holds.

**Remark 3.1 (a)** From Theorem 3.2, we conclude that the sequences conforming to conditions H1-H3 with $p = 1$ have a $Q$-superlinear convergence rate of order $1/(2\theta)$ if $\Phi$ is a KL function of exponent $\theta \in (0, 1/2)$. This improves greatly the convergence result obtained in [1, Theorem 2].

**By combining (14)** with condition H1, it is easy to get that for all $k \geq \tilde{k}$,

$$\Phi(x^k) - \Phi(x) \leq \left[\frac{bc(1 - \theta)}{a^{p+1}}\right]^\frac{1}{\theta} \left[\Phi(x^{k-1}) - \Phi(x^k)\right]^{\frac{1}{\theta(p+1)}}.$$

Note that $\Phi(x^{k-1}) - \Phi(x^k) \leq \Phi(x^{k-1}) - \Phi(x)$ for all $k \geq \tilde{k}$. The last inequality implies that the sequence $\{\Phi(x^k)\}_{k \in \mathbb{N}}$ converges to $\Phi(x)$ with a $Q$-superlinear rate of order $\frac{1}{\theta(p+1)}$ when $\Phi$ is a KL function of exponent $\theta \in (0, 1/2)$. For $\theta \in \left[\frac{1}{p+1}, 1\right)$, by letting $\Delta_k := \Phi(x^k) - \Phi(x)$, the last inequality is rewritten as

$$\Delta_k \leq M_3(\Delta_{k-1} - \Delta_k)^{\frac{1}{\theta(p+1)}} \text{ with } M_3 = \left[\frac{bc(1 - \theta)}{a^{p+1}}\right]^\frac{1}{\theta} \text{ for all } k \geq \tilde{k}.$$

Using this recursion formula and following the same analysis technique as in [1, Page 14] shows that the sequence $\{\Phi(x^k)\}_{k \in \mathbb{N}}$ converges to $\Phi(x)$ with a $Q$-linear rate if $\Phi$ is a KL function of exponent $\theta = \frac{1}{p+1}$ and with a sublinear rate if $\Phi$ is a KL function of
exponent $\theta \in \left( \frac{p}{p+1}, 1 \right)$. In addition, from condition H2 and inequality (15), for all $k \geq \tilde{k}$, with $C = \frac{b(1-\theta)}{\alpha^p}$ and $\beta = \frac{p}{\beta(p+1)}$,
\[
\text{dist}(0, \partial \Phi(x^{k+1})) \leq b\|x^{k+1} - x^k\|^p \leq bC^\beta\|x^k - x^{k-1}\|^p\beta
\leq bC\sum_{j=0}^{k-1} \beta^j \|x^j - x^{j-1}\|^p\beta^{k-1+j}
= bC\frac{1}{1-\beta} \left[ C\frac{1}{1-\beta} \|x^k - x^{k-1}\|^p \right]^\beta^{k-1+j} \leq bC\frac{1}{1-\beta} \left( \frac{1}{2} \right)^{\beta-\tilde{k}+1}
\]
where the last inequality is due to $C\frac{1}{1-\beta} \|x^k - x^{k-1}\|^p \leq 0.5$ (if necessary by increasing $\tilde{k}$) implied by $\lim_{k \to \infty} \|x^k - x^{k-1}\| = 0$. This implies that the sequence $\{\text{dist}(0, \partial \Phi(x^k))\}_{k \in \mathbb{N}}$ converges to 0 with a R-superlinear rate of order $r \in \left( 1, \frac{p}{\beta(p+1)} \right]$ when $\Phi$ is a KL function of exponent $\theta \in \left( 0, \frac{p}{p+1} \right)$.

(c) From the proofs of [18, Theorems 4.3 & 4.4], the sequence $\{x^k\}_{k \in \mathbb{N}}$ generated by GHOM, a general higher-order majorization-minimization algorithm, conforms to conditions H1-H3. Then, by invoking Theorem 3.2, the sequence generated by GHOM possesses local Q-superlinear rate of order $\frac{p}{\theta(p+1)}$ if the cost function $f$ in [18, Equa (1.1)] is a KL function of exponent $\theta \in \left( 0, \frac{p}{p+1} \right)$. In addition, from [17, Theorem 1 & Equa (22)], the sequence $\{x^k\}_{k \in \mathbb{N}}$ generated by GCHO, a general composite higher-order algorithm, also satisfies conditions H1-H3, so has local Q-superlinear rate of order $\frac{p}{\theta(p+1)}$ by Theorem 3.2 when the objective function $f$ there is a KL function of exponent $\theta \in \left( 0, \frac{p}{p+1} \right)$.

4 A $q$-order Regularized Proximal Newton Method

As mentioned in the introduction, the past decade has witnessed active research on proximal Newton methods for composite convex optimization problems (see, e.g., [13, 28, 16, 12]), to the best of our knowledge, there is no work to achieve the local superlinear convergence rate on proximal Newton methods for composite optimization with a nonconvex and nonsmooth term. In this section, we propose a $q \in [2, 3]$-order regularized proximal Newton (RPNT) method for solving the nonconvex and nonsmooth composite problem (3), and prove that the generated iterate sequence comply to conditions H1-H3.

For each $k$, let $f_k : \mathbb{X} \to \mathbb{R}$ be the quadratic expansion of $f$ at $x^k \in \text{dom} g$:
\[
f_k(x) := f(x^k) + \langle \nabla f(x^k), x-x^k \rangle + \frac{1}{2} \langle x-x^k, \nabla^2 f(x^k)(x-x^k) \rangle \quad \forall x \in \mathbb{X}. \tag{16}
\]
In each iterate, our $q \in [2, 3]$-order RPNT method seeks a stationary point $y^k$ of the following subproblem with $F_k(y^k) \leq F(x^k)$:
\[
\min_{x \in \mathbb{X}} F_k(x) := f_k(x) + g(x) + (L_k/q)\|x - x^k\|^q, \tag{17}
\]
where $L_k > 0$ is a parameter, and its iterate steps are described as follows. For $q = 3$, it reduces to a CR method, and for $q = 2$ it becomes a RPNT method.
Algorithm 1 \((q\text{-order RPNT method})\)

\textbf{Initialization:} Choose \(\epsilon > 0, q \in [2, 3], 0 < L_{\text{min}} < L_{\text{max}}, \tau > 1, \delta \in (0, 1),\) and an initial point \(x^0 \in \text{dom} \, g.\) Set \(k := 0.\)

\textbf{while} \(\text{dist}(0, \partial F(x^k)) > \epsilon\) \textbf{do}

1. Choose \(L_{k,0} \in [L_{\text{min}}, L_{\text{max}}].\)
2. For \(j = 0, 1, 2, \ldots\) do
   
   \hspace{1cm} (a) Compute a stationary point \(x^{k,j}\) with \(\widetilde{F}_{k,j}(x^{k,j}) \leq \widetilde{F}_{k,j}(x^k)\) for the subproblem
   
   \[
   \min \limits_{x \in \mathbb{R}^n} \widetilde{F}_{k,j}(x) := f_k(x) + (L_{k,j}/q)\|x - x^k\|^q + g(x). \tag{18}
   \]
   
   \hspace{1cm} (b) If \(F(x^{k,j}) \leq F(x^k) - (\delta/q)L_{k,j}\|x^{k,j} - x^k\|^q,\) set \(j_k = j\) and go to step 4.
   
   \hspace{1cm} Otherwise, let \(L_{k,j+1} = \tau^{j+1}L_{k,0}.\)
3. End (for)
4. Set \(L_k = L_{k,j_k}, x^{k+1} = x^{k,j_k}\) and \(\widetilde{F}_k = \widetilde{F}_{k,j_k},\) and let \(k \leftarrow k + 1.\)

End (while)

\textbf{Remark 4.1} (a) Note that \(x\) is a stationary point of problem \((3)\) whenever \(0 \in \partial F(x) = \nabla f(x) + \partial g(x).\) This inspired us to adopt \(\text{dist}(0, \partial F(x^k)) \leq \epsilon\) as the stopping condition of Algorithm 1, and the final output provides an approximate stationary point of this sense. Such a stopping condition can be checked without requiring the characterization of \(\partial F(x^{k+1}).\) Indeed, from the stationary condition of \((18),\) the inclusion \((25)\) in the proof of Lemma 4.2 holds, which means that such a stopping condition is satisfied at \(x^{k+1}\) if \(\|\nabla f(x^{k+1}) - \nabla f(x^k) - \nabla^2 f(x^k)(x^{k+1} - x^k) - L_k\|\|x^{k+1} - x^k\|^{q-2}(x^{k+1} - x^k)\| \leq \epsilon.\)

(b) When \(\nabla^2 f\) is strictly continuous at \(x^k,\) the constant \(L_{k,0}\) in step 1 is an initial estimation for the Lipschitz modulus of the Hessian of \(f\) around \(x^k.\) A good initialization for it will reduce the cost of the inner for-end loop. Inspired by the technique to estimate the Lipschitz constant of \(\nabla f\) in \([25,\),\] we suggest the Barzilai-Borwein (BB) rule \([4]\) to capture a desirable \(L_{k,0}.\)

(c) By the expression of \(f_k,\) when \(L_{k,j}\) is sufficiently large, the function \(\widetilde{F}_{k,j}\) is coercive by Assumption 1 (ii) and its global minimizer exists. Let \(\overline{\nabla}^2 f\) be a global minimizer of \(\widetilde{F}_{k,j}.\) Clearly, \(\widetilde{F}_{k,j}(\overline{\nabla}^2 f) < \widetilde{F}_{k,j}(x^k)\) (if not, \(x^k\) is a global minimizer of \(\widetilde{F}_{k,j}\) with \(0 \in \partial \widetilde{F}_{k,j}(x^k) = \partial F(x^k),\) and Algorithm 1 stops at \(x^k).\) From the continuity of \(F\) relative to \(g\) by Assumption 1, \(x^{k,j}\) in step \((2a)\) can take any stationary point \(y\) sufficiently close to \(\overline{\nabla}^2 f.\) Thus, we conclude that Algorithm 1 is well defined.

(d) Since the Hessian \(\nabla^2 f\) is not assumed to be globally Lipschitz on a closed convex set containing all iterates as in the reference (see, e.g., \([29, 24, 30]\)), and even when it is strictly continuous at \(x^k,\) its Lipschitz modulus at \(x^k\) is usually unknown, now step \((2a)\) aims to search a desirable estimation \(L_k\) for it.
Lemma 4.1 Under Assumption 1, if Algorithm 1 does not terminate at the kth iterate, then its inner loop must stop within a finite number of steps.

Proof: Assume that dist(0, ∂F(xk)) > ε. Suppose on the contrary that its inner loop does not stop within a finite number of steps, i.e., for each j ∈ N,
\[ F(x^{k,j}) - F(x^k) > -\left(\frac{\delta}{q}\right)L_{k,j}\|x^{k,j} - x^k\|^q, \tag{19} \]
From step (2a) and the expression of \( \tilde{F}_{k,j} \), it follows that for each j ∈ N,
\[ f_k(x^{k,j}) + g(x^{k,j}) + (L_{k,j}/q)\|x^{k,j} - x^k\|^q \leq F(x^k). \tag{20} \]
Since \( L_{k,j} \to \infty \) as \( j \to \infty \), \( \langle x^{k,j} - x^k, \nabla^2 f(x^k)(x^{k,j} - x^k) \rangle + \frac{L_{k,j}}{q}\|x^{k,j} - x^k\|^q \to \infty \) as \( j \to \infty \). Along with the expression of \( f_k \) and the lower boundedness of \( g \) by Assumption 1 (ii), the last inequality implies that \( x^{k,j} \to x^k \) as \( j \to \infty \). Note that \( \{x^{k,j}\}_{j \in \mathbb{N}} \subset \text{dom} \ g \). By Assumption 1 (ii), \( \lim_{j \to \infty} g(x^{k,j}) = g(x^k) \). Next we claim that \( \liminf_{j \to \infty} L_{k,j}\|x^{k,j} - x^k\|^{q-1} > 0 \). If not, there is an index set \( J \subset \mathbb{N} \) such that \( \lim_{j \in J} \to \infty L_{k,j}\|x^{k,j} - x^k\|^{q-1} = 0 \). By the definition of \( x^{k,j} \), \( 0 \in \nabla f(x^k) + \nabla^2 f(x^k)(x^{k,j} - x^k) + L_{k,j}\|x^{k,j} - x^k\|^{q-2}(x^{k,j} - x^k) + \partial g(x^{k,j}), \) which along with \( \partial F(x) = \nabla f(x) + \partial g(x) \) for \( x \in \text{dom} \ g \) is equivalent to saying that
\[ \nabla f(x^{k,j}) - \nabla f(x^k) - \nabla^2 f(x^k)(x^{k,j} - x^k) - L_{k,j}\|x^{k,j} - x^k\|^{q-2}(x^{k,j} - x^k) \in \partial F(x^{k,j}). \]
Because \( \nabla f \) is continuous on \( \text{dom} \ g \) by Assumption 1 (i), passing the limit \( J \ni j \to \infty \) and using \( x^{k,j} \to x^k \) as \( j \to \infty \) and the outer semicontinuity of \( \partial F \) yields that \( 0 \in \partial F(x^k), \) which is impossible because \( \text{dist}(0, \partial F(x^k)) > \epsilon \). Thus, \( \liminf_{j \to \infty} L_{k,j}\|x^{k,j} - x^k\|^{q-1} > 0 \), so there exists \( \gamma > 0 \) such that \( L_{k,j}\|x^{k,j} - x^k\|^{q-1} \geq \gamma \) for all sufficiently large \( j \), and then
\[ (1 - \delta)\frac{L_{k,j}}{q}\|x^{k,j} - x^k\|^q \geq 1 - \frac{\delta}{q} \gamma\|x^{k,j} - x^k\| \geq o(\|x^{k,j} - x^k\|^2). \tag{21} \]
From the twice differentiability of \( f \) on \( \text{dom} \ g \), for all sufficiently large \( j \in \mathbb{N}, \)
\[ F(x^{k,j}) - F(x^k) = f_k(x^{k,j}) + g(x^{k,j}) - g(x^k) + o(\|x^{k,j} - x^k\|^2) \leq -(L_{k,j}/q)\|x^{k,j} - x^k\|^q + o(\|x^{k,j} - x^k\|^2) \leq -\delta(L_{k,j}/q)\|x^{k,j} - x^k\|^q, \]
where the first inequality is using (20), and the last one is due to (21). The last inequality is a contradiction to (19). The conclusion then follows. \( \Box \)

For the sequence generated by Algorithm 1, the following conclusion holds.

Lemma 4.2 Let \( \{x^k\}_{k \in \mathbb{N}} \) be the sequence generated by Algorithm 1 with \( \epsilon = 0 \). Suppose that Assumption 1 holds and that \( \mathcal{L}_{F(x^0)} := \{x \in X | F(x) \leq F(x^0)\} \) is bounded. Then the following statements hold.
(i) For each \( k \in \mathbb{N}, \)
\[ F(x^{k+1}) \leq F(x^k) - \delta(L_{\min}/q)\|x^{k+1} - x^k\|^q. \]
(ii) \( \{F(x^k)\}_{k \in \mathbb{N}} \) is nonincreasing and convergent, and \( \lim_{k \to \infty} \|x^k - x^{k-1}\| = 0 \).

(iii) The sequence \( \{x^k\}_{k \in \mathbb{N}} \) is bounded and its accumulation point set, denoted by \( \omega(x^0) \), is nonempty and compact.

(iv) If in addition \( \nabla^2 f \) is strictly continuous on an open neighborhood \( N \) of \( \omega(x^0) \), the sequence \( \{L_k\}_{k \in \mathbb{N}} \) is bounded and for each \( k \in \mathbb{N} \) there exists \( w_{k+1} \in \partial F(x^{k+1}) \) such that \( \|w_{k+1}\| \leq \alpha \|x^{k+1} - x^k\|^{q-1} \) for some \( \alpha > 0 \).

(v) There exists a subsequence \( \{x^{k_j}\}_{j \in \mathbb{N}} \) with \( x^{k_j} \to \tilde{x} \in \omega(x^0) \) and \( F(x^{k_j}) \to F(\tilde{x}) \) as \( j \to \infty \).

**Proof:** Part (i) is trivial by the inner loop of Algorithm 1 and \( L_{k,j} \geq L_{\min} \) for each \( k \in \mathbb{N} \) and \( j \in \mathbb{N} \). From part (i), the sequence \( \{F(x^k)\}_{k \in \mathbb{N}} \) is nonincreasing, which implies that \( \{x^k\}_{k \in \mathbb{N}} \subset \mathcal{L}_F(x^0) \). Together with the boundedness of \( \mathcal{L}_F(x^0) \), part (iii) then follows. Since \( \{x^k\}_{k \in \mathbb{N}} \) is bounded, the sequence \( \{f(x^k)\}_{k \in \mathbb{N}} \) has a lower bound by Assumption 1 (i), which by the lower boundedness of \( g \) in Assumption 1 (ii) means that \( \{F(x^k)\}_{k \in \mathbb{N}} \) has a lower bound. Thus, \( \{F(x^k)\}_{k \in \mathbb{N}} \) is convergent and \( \lim_{k \to \infty} \|x^k - x^{k-1}\| = 0 \).

(iv) Suppose on the contradiction that the sequence \( \{L_k\}_{k \in \mathbb{N}} \) is unbounded. Then, there necessarily exists an index set \( K := \{k \in \mathbb{N} \mid j_k \geq 1\} \) such that \( \lim_{k \to \infty} L_k = \infty \). For each \( k \in K \), write \( \tilde{L}_k := L_k/\tau \). From Lemma 4.1 and the inner loop of Algorithm 1, for each \( k \in K \),

\[
F(x^{k,j_k-1}) > F(x^k) - (\delta/q)\tilde{L}_k \|x^{k,j_k-1} - x^k\|^q. \tag{22}
\]

On the other hand, from the definition of \( x^{k,j_k-1} \), for each \( k \in K \) it holds that

\[
f_k(x^{k,j_k-1}) + g(x^{k,j_k-1}) + (\tilde{L}_k/q)\|x^{k,j_k-1} - x^k\|^q - F(x^k) \leq 0 \tag{23}
\]

which, along with the nonincreasing of \( \{F(x^k)\}_{k \in \mathbb{N}} \) by part (i), implies that

\[
(\tilde{L}_k/q)\|x^{k,j_k-1} - x^k\|^q \leq F(x^0) - F(x^{k,j_k-1}) + \|\nabla f(x^k)\|\|x^{k,j_k-1} - x^k\| + \|\nabla^2 f(x^k)\|\|x^{k,j_k-1} - x^k\|^2.
\]

This, by the lower boundedness of \( \{F(x^{k,j_k-1})\} \) due to Assumption 1 and \( \lim_{K \to \infty} \tilde{L}_k = \infty \), implies that \( \lim_{K \to \infty} \|x^{k,j_k-1} - x^k\| = 0 \). If necessary by taking a subsequence, we assume that \( \lim_{K \to \infty} x^k = x^* \in \omega(x^0) \). Along with \( \lim_{K \to \infty} \|x^{k,j_k-1} - x^k\| = 0 \), \( \lim_{K \to \infty} x^{k,j_k-1} = x^* \). Now from Assumption 1 (i) and the mean-valued theorem, for each \( k \in K \), there exists \( t_k \in (0,1) \) such that for \( y^k := x^k + t_k(x^{k,j_k-1} - x^k) \),

\[
f(x^{k,j_k-1}) - f(x^k) = (\nabla f(x^k)(x^{k,j_k-1} - x^k) + \nabla^2 f(y^k)(x^{k,j_k-1} - x^k), x^{k,j_k-1} - x^k).
\]

This, along with inequality (23), implies that for each \( k \in K \),

\[
(\tilde{L}_k/q)\|x^{k,j_k-1} - x^k\|^q \leq -f_k(x^{k,j_k-1}) - g(x^{k,j_k-1}) + F(x^k)
\]

\[
= f(x^{k,j_k-1}) - f(x^k) - f_k(x^{k,j_k-1}) + f(x^k) + F(x^k) - F(x^{k,j_k-1})
\]

\[
= ((\nabla^2 f(y^k) - \nabla^2 f(x^k))(x^{k,j_k-1} - x^k), x^{k,j_k-1} - x^k) + F(x^k) - F(x^{k,j_k-1})
\]

\[
< \|\nabla^2 f(y^k) - \nabla^2 f(x^k)\|\|x^{k,j_k-1} - x^k\|^2 + \delta(\tilde{L}_k/q)\|x^{k,j_k-1} - x^k\|^q \tag{24}
\]
where the last inequality is due to (22). Note that \( \lim_{K \ni k \to \infty} y^k = x^* \). From the strict continuity of \( \nabla^2 f \) at \( x^* \), there exists \( L > 0 \) such that for all sufficiently large \( k \in K \),

\[
\| \nabla^2 f(y^k) - \nabla^2 f(x^k) \| \leq L \| x^k - x^* \|
\]

which together with (24) implies that for all sufficiently large \( k \in K \),

\[
(1 - \delta)(\tilde{L}_k/q)\| x^k - x^* \|^q \leq L \| x^k - x^* \|^3.
\]

This is impossible by recalling that \( \lim_{K \ni k \to \infty} \tilde{L}_k = \infty \), \( x^k \neq x^* \) for each \( k \in K \) by (22), and \( q \in [2, 3] \). Consequently, the sequence \( \{L_k\}_{k \in \mathbb{N}} \) is bounded.

We next prove the rest conclusions. For each \( k \), by the definition of \( x^{k+1} \),

\[
0 \in \nabla f(x^k) + \nabla^2 f(x^k)(x^{k+1} - x^k) + L_k \|x^{k+1} - x^k\|^q - 2(x^{k+1} - x^k) + \partial g(x^{k+1}),
\]

which along with the expression of \( F \) implies that for each \( k \in \mathbb{N} \),

\[
\partial F(x^{k+1}) \ni w^{k+1} := \nabla f(x^{k+1}) + \nabla^2 f(x^k)(x^{k+1} - x^k) - L_k \|x^{k+1} - x^k\|^q - 2(x^{k+1} - x^k).
\]

We claim that there is \( \bar{L} > 0 \) such that for all \( k \in K_1 := \{k \in \mathbb{N} \mid x^{k+1} \neq x^k \} \),

\[
\limsup_{K_1 \ni k \to \infty} \frac{\| \nabla f(x^{k+1}) - \nabla f(x^k) - \nabla^2 f(x^k)(x^{k+1} - x^k) \|}{\|x^{k+1} - x^k\|^q - 1} \leq \bar{L}.
\]

If not, there will exist an index set \( K_2 \subseteq K_1 \) such that

\[
\lim_{K_2 \ni k \to \infty} \frac{\| \nabla f(x^{k+1}) - \nabla f(x^k) - \nabla^2 f(x^k)(x^{k+1} - x^k) \|}{\|x^{k+1} - x^k\|^q - 1} = \infty.
\]

On the other hand, by Assumption 1 (i) and the mean-valued theorem, for each \( k \in \mathbb{N} \) there exists \( t_k \in (0, 1) \) such that

\[
\nabla f(x^{k+1}) - \nabla f(x^k) = \nabla^2 f(x^k + t_k(x^{k+1} - x^k))(x^{k+1} - x^k).
\]

We assume that \( \lim_{K_2 \ni k \to \infty} x^k = \tilde{x}^* \) (if necessary by taking a subsequence of \( \{x^k\}_{k \in K_2} \)). Clearly, \( \tilde{x}^* \in \omega(x^0) \). Moreover, by part (ii), \( \lim_{K_2 \ni k \to \infty} x^k + t_k(x^{k+1} - x^k) = \tilde{x}^* \). Since \( \nabla^2 f \) is strictly continuous at \( \tilde{x}^* \), there exists \( \bar{L} > 0 \) such that for all \( k \in K_2 \) large enough,

\[
\| \nabla^2 f(x^k + t_k(x^{k+1} - x^k)) - \nabla^2 f(x^k) \| \leq \bar{L} \|x^{k+1} - x^k\|.
\]

Combining the last two equations with \( \lim_{k \to \infty} \|x^{k+1} - x^k\| = 0 \) and using \( q \in [2, 3] \) yields that

\[
\lim_{K_2 \ni k \to \infty} \frac{\| \nabla f(x^{k+1}) - \nabla f(x^k) - \nabla^2 f(x^k)(x^{k+1} - x^k) \|}{\|x^{k+1} - x^k\|^q - 1} \leq \bar{L},
\]

which is a contradiction to (27). Consequently, the claimed inequality (26) holds, and there exists a constant \( \hat{L} > 0 \) such that for all \( k \in K_1 \)

\[
\| \nabla f(x^{k+1}) - \nabla f(x^k) - \nabla^2 f(x^k)(x^{k+1} - x^k) \| \leq \hat{L} \|x^{k+1} - x^k\|^q - 1.
\]

Along with (25) and the definition of $K_1$, $w^{k+1} \in \partial F(x^{k+1})$ for each $k \in \mathbb{N}$ with $\|w^{k+1}\| \leq (L_k + \tilde{L})\|x^{k+1} - x^k\|^{q-1}$. Recall that the sequence $\{L_k\}_{k \in \mathbb{N}}$ is bounded, so $\|w^{k+1}\| \leq \alpha\|x^{k+1} - x^k\|^{q-1}$ with some $\alpha > 0$ for all $k \in \mathbb{N}$.

(v) The result follows by the continuity of $g$ relative to its domain. □

Lemma 4.2 (ii) and (iv)-(v) show that the sequence generated by Algorithm 1 satisfies conditions H1-H3 with $\Phi = F$ and $p = q - 1$. Thus, by invoking Theorems 3.1-3.2, we immediately have the following conclusion.

Theorem 4.1 Let $\{x^k\}$ be the sequence generated by Algorithm 1 with $\epsilon = 0$. Suppose that Assumption 1 holds and that the set $L_F(x^0)$ is bounded. Then,

(i) when $F$ is a KL function, $\sum_{k=0}^{\infty} \|x^k - x^{k-1}\| < \infty$;

(ii) when $F$ is a KL function of exponent $\theta \in (0, \frac{2}{q-1})$, $\{x^k\}_{k \in \mathbb{N}}$ converges $Q$-superlinearly with order $\frac{\theta}{\theta q}$ to a stationary point of (3);

(iii) when $F$ is a KL function of exponent $\theta \in [\frac{2}{q-1}, 1)$, there exist $\gamma > 0$ and $\varrho \in [0, 1)$ such that

$$\|x^k - \tilde{x}\| \leq \begin{cases} 
\gamma \varrho^{\frac{k}{\frac{q-1}{\theta q}}} & \text{if } \theta = \frac{2}{q}, \\
\gamma \varrho^{k^{\frac{1-\theta}{\theta q}}(\frac{q}{q-1})^{-1}} & \text{if } \theta \in (\frac{2}{q-1}, 1). 
\end{cases}$$

Remark 4.2 Theorem 4.1 (ii) implies that the sequence generated by the CR method converges $Q$-superlinearly with order $4/3$ to a stationary point of (3) if $F$ is a KL function of exponent $1/2$ satisfying Assumption 1 and the set $L_F(x^0)$ is bounded. When $g \equiv 0$, although this result is weaker than the $Q$-quadratic superlinear convergence rate obtained in [29], the required KL property of exponent $1/2$ is also weaker than the local error bound required by the latter on the second-order stationary point set.

5 Conclusions

We conducted a systematic analysis on the convergence of sequences complying with conditions H1-H3, a more general iterative framework than the one studied in [3] for nonconvex and nonsmooth KL optimization, and derived its $Q$-superlinear convergence rate of order $\frac{p}{\theta(1+p)}$ for the KL function $F$ with exponent $\theta \in (0, \frac{p}{p+1})$. When $p = 1$, this sharpens the R-linear convergence result in [1, Theorem 1] for the KL function $F$ of exponent $\theta \in (0, 1/2)$. We provided a $q \in [2, 3]$-order regularized proximal Newton method for composite optimization problems with a nonconvex and nonsmooth term, whose iterate sequence was shown to fall into this framework, and then first achieved a $Q$-superlinear convergence rate of order $4/3$ for a cubic regularization method to this class of composite KL optimization of exponent $1/2$.
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