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ABSTRACT

Model stealing attacks have been successfully used in many machine learning domains, but there is little understanding of how these attacks work in the malware detection domain. Malware detection and, in general, security domains have very strong requirements of low false positive rates (FPR). However, these requirements are not the primary focus of the existing model stealing literature.

Stealing attacks create surrogate models that perform similarly to a target model using a limited amount of queries to the target. The first stage of this study is the evaluation of active learning model stealing attacks against publicly available stand-alone machine learning malware classifiers and antivirus products (AVs). We propose a new neural network architecture for surrogate models that outperforms the existing state of the art on low FPR conditions. The surrogates were evaluated on their agreement with the targeted models. Good surrogates of the stand-alone classifiers were created with up to 99% agreement with the target models, using less than 4% of the original training dataset size. Good AV surrogates were also possible to train, but with a lower agreement.

The second stage used the best surrogates as well as the target models to generate adversarial malware using the MAB framework [29] to test stand-alone models and AVs (offline and online). Results showed that surrogate models could generate adversarial samples that evade the targets but are less successful than the targets themselves. Using surrogates, however, is a necessity for attackers, given that attacks against AVs are extremely time-consuming and easily detected when the AVs are connected to the internet.

CCS CONCEPTS

• Security and privacy → Malware and its mitigation; Systems security; Computing methodologies → Learning settings; Neural networks.
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1 INTRODUCTION

In recent years there has been a strong interest in model stealing attacks to understand how models can be extracted and how model information can be leaked. These attacks were successful up to some extent, implying that machine learning models need to adapt and consider new risks. However, there has not been an extensive analysis and understanding of model stealing for malware detection tasks, and how it can be used as a stepping stone for other attacks later.

Despite the importance of correctly detecting malware, there has been no research exploring the best way to extract detection models, especially real antivirus software. The task of stealing malware classifiers has one additional constraint compared to attacks in traditional AI domains: it requires that both the targets and the surrogates perform well in terms of detection but at the same time exhibit very low false positives.

Exploring and understanding model stealing attacks is also important because they can be used in other downstream attacks, such as the evasion of detection models by creating adversarial malware. Detection evasion is not a new topic, and dozens of different techniques exist to modify malware. However, creating adversarial malware with surrogate models can have a large impact in the evasion accuracy.

This research has two parts: first, to steal stand-alone ML models and AVs by creating better surrogates on low FPR conditions; and second, to use those surrogates to create and evaluate adversarial malware creation. The first part studies and compares four active learning sampling strategies to create surrogate models. The strategies used for the attack are random sampling, entropy, entropy-k-medoids, and Monte Carlo Dropout-entropy. The last two are our new variations. The surrogates are compared by their performance agreement with the target models and their accuracy, measured at fixed low FPR levels of 0.01 or lower. In order to achieve better surrogate performance, we propose a new neural network architecture (dualFCNN) for creating surrogate models, that outperforms the existing fully connected neural networks (FCNN) for malware detection that have been previously proposed in the literature.

The two types of models that we targeted are stand-alone machine learning models publicly available on the internet; one released as part of the Ember 2018 dataset [2], and two released as part of the Sorel20m dataset [16]. The second type of models are four of the top 10 antivirus in the industry for home users. Results showed that the surrogate models can achieve an agreement of up to 99% and are within 1% of the accuracy of the target models, while for the antivirus surrogates, the agreement levels varied from 90-98%.

The second part of this research uses the previous models (surrogates and targets) to create adversarial malware that evade the detection of target models. This part explores questions related to the performance of the different surrogate creation techniques. The original target models are also used to create adversarial malware, comparing them to the surrogates. Results show that some surrogate models seem to have a good evasion capability, but it strongly depends on the target that is being evaded. This work is the first comprehensive comparison of surrogate models for adversarial malware generation to evade stand-alone machine learning models and actual antivirus products (both offline and online).

We conclude that good surrogates of malware detection models can be created at very low FPR conditions using our proposed
dualFCNN architecture. The impact of creating these surrogate models was explored by successfully creating adversarial malware that were able to evade stand-alone models and AV products.

The main contributions of this paper are:

- A comparison of surrogate model creation techniques for malware classification at low FPR settings.
- A new neural network architecture for surrogate creation that performs well under low FPR requirements (dualFCNN).
- New active learning sampling techniques for model extraction: Monte Carlo dropout+entropy and entropy+k-medoids.
- A study of the performance of different surrogates in the downstream task of adversarial malware creation.
- The first model extraction attacks of real antivirus software for scanning malware binaries, together with the evasion of these antivirus systems with adversarial malware.

The rest of the paper is structured as follows: Section 2 analyses background concepts and previous work; Section 3 described the threat model; Section 4 presents the methodology used for surrogate creation and adversarial generation; Section 5 describes the target models; Section 6 describes the datasets used; Section 7 presents the surrogate models and our new dualFCNN architecture; Section 8 shows the experiments and results of stealing stand-alone malware detection ML models; Section 9 shows the experiments and results of stealing antivirus models; Section 10 shows the results of creating adversarial malware to evade targets; Section 11 discusses the implications of the results; and Section 12 presents the conclusions. The anonymized source code repository for reproducing our results can be found in https://github.com/stratosphereips/model_extraction_malware.

2 BACKGROUND AND RELATED WORK

2.1 Model Extraction Attacks

In model extraction or model stealing attacks, an adversary creates a new surrogate model by smartly querying a target model and therefore learning from it, obtaining a performance that is equivalent to the stolen target model. The target model is typically a black-box or gray-box setup. The type of information taken varies from stealing the model’s functionality to stealing the model’s architecture, hyperparameters, optimizers, etc.

Depending on the target model, the adversary may query this model with data $X$ from what is called a thief dataset $D_{thief}$ and retrieve classification labels or confidence vectors $y_{target}$ from the target model. An important aspect is that these attacks are usually performed under a query budget since model queries can be costly in terms of money and time.

Following the definitions in [19], in a fidelity attack, the adversary aims to create a surrogate model that learns the decision boundary of the target as faithfully as possible, including the errors that the target makes. These surrogate models can be used later in other tasks, such as generating adversarial samples. In a task accuracy attack, the adversary aims to construct a surrogate model that performs equally well or better than the target model in a specific task such as image or malware classification. The attacker’s ultimate goal affects the selection of the thief dataset, the metrics for a successful attack, and the attack strategy itself.

One of the first model extraction attacks was proposed by Tramer et al. [30], where the authors showed that it is possible to fully reconstruct a linear binary classifier by using enough queries that allow the model parameters to be computed by solving a system of equations. Using randomly generated thief datasets, they also proposed approximate attacks against decision trees, shallow neural networks, and SVMs.

Other types of learning attacks test the use of thief datasets that are related to the original domain or that are not related. The CopyCat attack [12] showed that it is possible to steal a convolutional network that performs image classification using both types of thief datasets. The Knock-off attack [23] proposed the use of reinforcement learning to select samples from a thief dataset that would make the attack as query efficient as possible. The attack was tested against image classifiers, and it used both types of thief datasets to construct the thief dataset.

A model extraction attack shares many similarities with active learning, where there is an oracle function that provides labels for each sample when queried. Labeling is usually a costly function and may or may not involve a human. The active learner queries the oracle to get labels for the samples, which are then used to train a model for a given task. Defining a strategy to select the best samples that make the learning as efficient as possible is part of the active learning algorithm.

Similarly, in model extraction attacks, the target model plays the part of the oracle, and the attacker aims to learn a good approximation of the oracle function. This connection of model extraction to active learning was explored in [9], where the authors proposed using query synthesis techniques to extract different types of ML models such as decision trees, random forests, SVMs, and linear models. The use of synthetic samples had been previously proposed in [25], where a small initial seed of real images was used to create new images using Jacobian-based dataset augmentation, and these synthetic data were used to query the target model.

The ActiveThief attack was proposed in [24], where the authors tested different active learning sampling strategies to create query-efficient attacks against image and text classifiers. They also proposed to generate adversarial samples for the data in the thief dataset and then use the samples with the smallest distance to their respective adversarial samples as a sampling strategy. The use of adversarial attacks was also proposed in “CloudLeak” [31] with the difference that the synthetic adversarial samples were used to train the surrogate model. The attack targeted image-based classifiers that are deployed in the cloud. One of the problems in using synthetic in the malware domain is that binary files are much harder to construct compared to images.

The use of semi-supervised learning in model extraction attacks was proposed in [19], showing to be a promising avenue for learning-based attacks. The authors proposed a model extraction on 2-layered neural networks with ReLU activations in the same paper. Full extraction attacks on neural networks have also been proposed either by the use of side-channels [4] or by performing cryptanalysis attacks [6]. While these attacks can recover the actual neural network weights, they are limited to specific models and architectures.
2.2 Adversarial Windows Malware Creation

Generating adversarial samples for the evasion of malware classifiers is a less researched topic compared to adversarial attacks in more traditional AI domains such as computer vision [29]. Even fewer works focus on the generation of adversarial Windows malware in a black-box setting where the adversary does not know the model parameters: [1, 7, 8, 13, 14, 29].

Two black-box attack papers propose to use reinforcement learning to choose modification actions that evade the classifiers [1, 29]. Two other papers propose to choose binary modifications using genetic programming [7, 13]. In addition to these black-box attacks, Ceschin et al. [8] showed that implementing a dropper is sufficient to bypass malware classifiers and AVs, and Fleshman et al. [14] proposed a framework that performs random modifications to malware to evaluate the robustness of classifiers and AVs.

Other work that does not require white-box access to a machine learning model either assumes access to the confidence output of the classifier (soft-label) [22] or proposes the creation of surrogates [27] or use independent models [18, 26]. These surrogates could allow them to perform white-box attacks as a next step. Huang et al. [18] trained a model using a different dataset than the one used for training the target model. Then they used the first model to generate adversarial malware. The adversarial malware were generated in the feature space (API calls) and not by modifying the binary files. The test set was gathered independently from the training dataset, but the details are pretty sparse.

Rosenberg et al. [27] also worked with API calls from Windows binaries. They created a surrogate model using a Jacobian-based augmented [25] dataset, which was then used for white box adversarial sample generation. The Jacobian dataset augmentation required an initial set of real data taken from the test set. Finally, Rosenberg et al. [26] trained additional models using subsets of the Ember dataset [2] in different variations in the number of features and the overlap between the training sets. They identified the most helpful features for generating malware that can evade the target model using explainability algorithms. It has to be noted that only [27] created surrogates that retrieve labels from the target model, i.e., used a model stealing attack. The other two works based their attacks on the notion of transferability between models trained on similar datasets.

Finally, both [26] and [27] modify binaries in an end-to-end fashion, i.e., aiming at generating functional binaries, which is also the case with the fully black-box attacks. A subset of the papers tests the validity of their generated binaries ([7, 29]) or checks the malware against a real antivirus or VirusTotal([1, 8, 13, 14, 29]).

4 METHODOLOGY

A schema of the active learning methodology is shown in Figure 1. Playing the part of an adversary, the first part of the methodology creates surrogate models that extract, or steal, the functionality of the target models. This part of the methodology is explained in Subsection 4.1. The second part of this paper uses those surrogate models to create adversarial malware binaries that test their evasion ability against target models, including real antivirus systems (both offline and online). This second part of the methodology is explained in Subsection 4.2.
4.1 Model Extraction Attack Methodology
We extract the functionality of target models by creating surrogate models that closely resemble the performance of the target models. The goal of a surrogate model is not to have good detection performance but to have a performance that is close to the target model, using the agreement metric to evaluate the attack.

4.1.1 Active Learning Model Extraction. Our surrogate models are trained using an Active Learning approach [11], similar to the ActiveThief framework [24]. We use active learning because it is suitable for fidelity extraction attacks, our primary goal. In addition, these attacks can work with label-only outputs, and they make no assumptions about the type of target or surrogate models. The Active Learning approach schema is shown in Figure 2. It uses two datasets, the thief dataset that is used to query the target model and the test dataset that is used for attack evaluation.

Figure 2 shows that the first step of the attack is to randomly select validation samples from the thief dataset, and to randomly select a seed (1), which are done only once. The validation samples are given to the target model to predict their labels and the samples with their labels are stored in the validation set (2). In the first round the seed data labels are retrieved from the target model and are added to the Labeled Pool of samples (3). Then the complete Labeled Pool is used to train the surrogate model (4), and during training, the validation set is used in each round to select the best-trained model (5). Then we test the model using the test dataset to obtain metrics (6). Then we take the remaining samples in the thief dataset (7), and ask the surrogate model to provide a confidence vector, which are sent to the sampling strategy (8). The sampling strategy chooses a subsample to send to the target model (9) to label. The target model labels the subsamples, which are added to the Labeled Pool again (3). The process is repeated for several rounds.

An essential part of the methodology is the query budget, which is a limit on the number of queries that are allowed on the target model, given the cost of the queries and potential security limitations. We use and separate 20% of the query budget for the validation samples and 10% for the seed samples. The rest of the budget is split equally for all the rounds for the query samples.

4.1.2 Sampling strategies. Figure 2 shows that after the surrogate model generates the predictions for the whole thief dataset, a sampling strategy is used to select samples. The chosen strategy is run on each round to select a subset of samples from the predicted thief dataset.

The sampling strategy aims to find those samples that would provide the most value for the next training iteration when asking the target model to label them. These samples are expected to better map the decision boundary for the surrogate model. Good sampling strategies may improve the performance of the surrogate model, and they also decrease the number of queries used from the query budget. The sampling strategies used and compared were:

(1) Random sampling selects $n$ samples randomly, following a uniform distribution.
(2) Entropy sampling selects the top $n$ samples with the highest Shannon entropy calculated over the predictions.
(3) Entropy+k-medoids selects a subset of 10,000 samples from the thief dataset based on entropy (as previously explained) and then splits the subset into $k$ clusters using k-medoids. The $k$ centers are then selected as query samples. The motivation was that the entropy sampling provides data samples close to the decision boundary but not necessarily diversified. This strategy is a contribution of our paper and is inspired by the "entropy+k-center" algorithm [24]. A major difference is that they perform the k-center algorithm over the prediction vectors while we use k-medoids over the data points.

4) MC dropout+Entropy is a combination of Monte Carlo dropout [5, 15] and entropy sampling. First, we use MC dropout with 20 neural network forward passes to retrieve prediction vectors for the thief dataset. Then we perform entropy sampling on the vector averages. MC dropout has not been used before for model stealing attacks, and it is tested for the first time in this paper.

4.2 Adversarial Malware Generation Methodology
The second part of our research focuses on evaluating the possibility that an attacker can use the surrogates in order to perform a second-stage attack. In this case, the attacker can use the surrogates to create adversarial malware with the expectation that if they evade the surrogates, they will be able to evade being detected by the targets. For this purpose, we use the MAB reinforcement learning framework [29]. MAB works in two stages: first, to create an adversarial binary, second, to minimize the modification of the binary. In the first stage, it selects a series of actions that modify the malware binary to evade a given target. These actions are selected from a set of actions such as appending benign sections or content to a binary, removing certificates, removing debug information, etc. In the second stage, it iteratively removes the actions that were
previously added to find the minimal binary that is still evasive. All the actions applied to the binary retain its functionality.

4.3 Performance Metrics

The most important metric to measure the quality of a surrogate model, in the fidelity type of attacks, is the agreement between the surrogate and the target model, that measures how many similar predictions the two models have on the test set $D_{test}$.

$$\text{Agreement}(f, \hat{f}) = \frac{1}{|X_{test}|} \sum_{x \in X_{test}} \mathbb{1}(f(x) = \hat{f}(x))$$

where $f(x)$ and $\hat{f}(x)$ are the prediction labels on the sample $x$. Accuracy as a metric is more suitable for task accuracy extraction attacks, however we measure it as well:

$$\text{Accuracy}(\hat{f}) = \frac{1}{|D_{test}|} \sum_{x, y \in D_{test}} \mathbb{1}(\hat{f}(x) = y)$$

Both agreement and accuracy are measured at fixed FPR levels, usually 0.01 or lower, depending on the target. For the adversarial malware generation experiments, we used the TPR or detection rate as a metric, which measures the number of malware binaries detected as malicious by the classifier or AV.

5 MODELS UNDER ATTACK

All model extraction attacks are performed on three stand-alone classifiers and four commercial AVs. The stand-alone classifiers are:

- Ember2018 is a Gradient Boosting Tree model based on LightGBM [20] that is part of the Ember 2018 dataset.
- Sorel-FCNN is one of the two models that are distributed as part of the Sorel20m [16] dataset. It is a fully connected neural network that was trained using the aforementioned dataset.
- Sorel-LGB is a LightGBM model that is also distributed as part of the Sorel20m dataset [16].

The four AVs were installed in Windows 10 virtual machines (VMs). They belonged to the top-scoring AVs in “The best Windows antivirus software for home users” and were chosen because they publicly disclosed that they use machine learning methods.

All three stand-alone ML models use the Ember v2 feature set, which contains information related to static features. While the ML models provide confidence vectors, we only use the classification labels (0 for benign / 1 for malware), calculated using a threshold of 0.8336 for Ember and 0.5 for the Sorel20m models (See Subsection 8.2 for an explanation of the threshold values). On the other hand, the AVs are complete black boxes, only concluding if a file is malicious or not. Each AV is asked to scan the binary file without executing the file. Some AVs provide more configuration options than others, but we mostly used their default settings.

6 DATASETS

6.1 Ember 2018 Dataset

Ember is a dataset that consists of extracted features from Windows Portable Executable (PE) files [2]. Ember 2018 is the second version of the dataset (from now on, Ember dataset), which contains data extracted from binaries that were first seen during 2018, and it is split into training and test sets. The training set consists of 300,000 clean samples, 300,000 malicious samples, and 200,000 unlabeled samples. The test set contains 100,000 clean samples and 100,000 malicious samples. Each sample has 2,381 static features related to byte and entropy histograms, PE header information, imports, data directories, etc. In addition, the dataset contains an “avclass” label that has a generic AV class for each malicious sample, even the unlabeled ones. So in the unlabeled dataset, if a sample has an “avclass,” we take it as “malicious.” We consider it “benign” if it does not have an “avclass” label. In this work, we used the unlabeled part of the dataset as the thief dataset for the model extraction attacks of the Ember target model and the test dataset for testing the surrogate model performance.

6.2 Sorel20m Dataset

The Sorel20m dataset [16] was released in 2020 and contains ember features for 20 million benign and malicious binaries. It also contains all malware binary files in a deactivated form. A subset of the validation set was randomly sampled (200,000 samples) and was used as a thief dataset for Sorel20m targets. A subset of the test set (200,000 samples) was randomly sampled and used as the test dataset against the Sorel20m targets.

6.3 Internal Dataset

The benign binaries of the internal dataset were obtained by taking all the PE files after a clean installation of virtual machines running Windows 10 (64-bit) and Windows 7 (32-bit) and after installing some well-known verified software. The criteria to choose the software were: a) it must come from well-known, reliable sources, b) it should be used in a variety of tasks such as office tasks, software development, entertainment, security analysis, etc. After the installation, we retrieved all .exe and .dll files, calculated their SHA256 hashes, and extracted their Ember v2 features. This process gave us approximately 20,000 unique benign binaries. In addition, we used the Virus Total platform and retrieved .exe and .dll binaries with the tag “trusted” that were first seen before April 2021. The query used for this purpose was “tag:trusted and (tag:pedll or tag:peexe) and fs:2020-04-01T00:00:00- and not tag:assembly”. The use of the tag “trusted” was suggested by VirusTotal engineers. The total number of clean samples was 36,226.

The internal dataset was split into thief and test sets based on the timestamp of ‘first seen’ retrieved from Virus Total for the clean files. The cut-off date was 31.08.2019, and all binaries with earlier timestamps were placed in the thief dataset, while the rest were part of the test set. The exact number of benign and malware samples can be seen in Table 1.

### Table 1: Number of samples in the internal dataset and train/test splits.

|           | Thief dataset | Test set |
|-----------|---------------|----------|
| Malware   | 116,192       | 30,482   |
| Benign    | 24,096        | 12,130   |
| Total     | 140,288       | 42,612   |
was applied to the test set. Both neural network models used binary cross-entropy as the loss function, Adam [21] as the optimizer.

The scaler was fit to the training set, and the scaling transformation is essentially learned to predict the target’s label \( Y_{\text{true}} \). They also form a skip connection [17] with the final layer of the model. The skip connection allows the model to learn the difference between the true labels and the target labels and provides stability during training.

### 7.2 Baseline Surrogate Architectures

Apart from our surrogate architecture, two more baseline models were used in our experiments: (i) a LightGBM (LGB) similar to the Ember2018 and Sorel-LGB targets, and (ii) a fully connected neural network (FCNN) that has the same main body as the dualFCNN but uses neither the true labels nor the skip connection. This FCNN model was inspired by the architecture used in [16, 28].

The dualFCNN and FCNN neural networks require an extra data pre-processing step and we used the robust scaler from scikit learn\(^2\). The scaler was fit to the training set, and the scaling transformation was applied to the test set. Both neural network models used binary cross-entropy as the loss function, Adam [21] as the optimizer.

### 8 STEALING STAND-ALONE ML MODELS

The creation of surrogates is often proposed in adversarial attacks. However, most attacks do not put a great effort into surrogate creation, especially in the adversarial malware domain. The first goal of our experiments is to test the agreement of surrogates with their respective target models at low FPR levels. The second goal of our experiments is to answer questions about attack transferability and whether or not the type of the target and surrogate models is an essential factor in attack efficacy. Finally, an important variable of model extraction attacks is the thief and test datasets used for creating the surrogates and their potential overlap. We try to measure the performance impact of using datasets with different degrees of overlap and coming from potentially different data distributions.

### 8.1 Experimental Setup

We tested the three surrogate models described in Section 7 using the following sampling strategies: random sampling, entropy sampling, and entropy+k-medoids. The MC-dropout+entropy strategy was tested only for the neural networks.

The total query budget was set to 25,000 queries. The total number of query rounds was set to 10, allowing 1,750 new samples to be used per query round. The model was trained from scratch at each training round using all data in the labeled pool. The FCNN and dualFCNN models were trained for up to 100 epochs. The LGB model settings were 500 boosting rounds, 2,048 leaves, and max_depth set to 15. The validation set was used for training model selection: the early stopping rounds for the LGB were set to 60, while the patience parameter for the neural networks was set to 30. All neural networks were trained using model checkpoints where the best model, based on validation accuracy, was saved and used for testing.

### 8.2 Stealing Ember2018 Model

The unlabeled part of the Ember 2018 dataset was used as the thief dataset, and the Ember 2018 test set was used for evaluating the attack performance against the Ember2018 target model. The different metrics were measured at an FPR equal to 0.01. The threshold of the target model was set to 0.8336 to achieve this FPR level. Each experiment was run five times to randomize the initial seed and validation data selection.

Each surrogate was trained with all the strategies, totaling 11 combinations, as shown in Table 2. To show their performance in Figure 4a we picked the best sampling strategy per surrogate in terms of agreement with the Ember2018 target in the test set at the 0.01 FPR. The Figure shows that our dualFCNN architecture outperforms both the LGB and FCNN architectures and reaches the highest agreement level with as few as 13,000 queries. The ROC curves depicted in Figure 5a show that the dualFCNN model is the only one that has a curve close to that of the target.

A summary of the results for all strategies is presented in Table 2. The table shows the agreement and accuracy achieved by each surrogate using 25,000 queries and the threshold required to achieve 0.01 FPR. The top line of the table shows the accuracy of the target model, and the lower part shows the results of the surrogates using all the available thief dataset (200,000 data points); therefore no sampling strategy.

---

\(^2\)https://scikit-learn.org
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The table shows that, for all surrogates, all non-random sampling strategies outperform the random strategies. Considering only the non-random strategies, the dualFCNN has the highest agreement with the target and also has higher accuracy than the target. The LGB surrogates perform closely to the dualFCNN ones, and both the LGB and dualFCNN surrogates outperform the FCNN ones. More importantly, dualFCNN achieved this performance only with a small percentage of the training set (13,000 queries/data points versus 600,000 data points used for training the Ember2018 target), which indicates that choosing the most informative data can be very powerful.

8.3 Stealing the Sorel20m Models

A subset of the Sorel20m dataset was used as the thief and test datasets against the two Sorel20m targets. All metrics were measured at an FPR equal to 0.002 for the Sorel-LGB target and 0.006 for the Sorel-FCNN target. These FPR levels were achieved using 0.5 as a threshold for both targets. Each experiment was run five times to randomize the initial seed and validation data selection.

The results for the model extraction of the Sorel-LGB model are depicted in Figures 4b and 5b. The dualFCNN and the LGB surrogates reach agreement scores of around 99% with as few as 13,000 queries. The FCNN is slightly lower in agreement, but it is worse when looking at the ROC curves. Table 2 shows that the difference between the sampling strategies is small, and there is no clear winning non-random sampling strategy. It also shows that the active learning strategies can create models that perform similarly to the target trained with 20 million data points.

For the Sorel-FCNN target, the agreement and ROC curves can be seen in Figures 4c and 5c respectively. Again the LGB and dualFCNN surrogates achieve a high level of agreement, with the LGB surrogate having a ROC curve that is slightly closer to that of the target.

An interesting observation for the attacks on both Sorel20m targets and the Ember2018 target is that the two Sorel20m targets performed slightly better than Ember2018. The Sorel20m models had an accuracy of 98.86 and 98.68 while Ember2018 had 96.50. Moreover, the Sorel20m targets were slightly easier to steal than the Ember2018 target.
Table 2: The upper part are the metrics for surrogate models and strategies against the Ember2018, Sorel-LGB and Sorel-FCNN targets using 25K as query budget. The lower part are metrics for the surrogates using the full thief dataset (no sampling) at 0.01 FPR level using 200K query budget.

| Target / Model & Strategy | Ember2018 Agreement(%) | Ember2018 Accuracy(%) | Ember2018 Threshold | Sorel-LGB Agreement(%) | Sorel-LGB Accuracy(%) | Sorel-LGB Threshold | Sorel-FCNN Agreement(%) | Sorel-FCNN Accuracy(%) | Sorel-FCNN Threshold |
|--------------------------|-------------------------|------------------------|----------------------|-------------------------|------------------------|----------------------|-------------------------|------------------------|----------------------|
| Target                   | -                       | 96.50                  | 0.8336               | -                       | 98.86                  | 0.5000               | -                       | 98.68                  | 0.5000               |
| dualFCNN Random          | 95.65                   | 95.54                  | 0.9835               | 98.14                   | 97.92                  | 0.9746               | 98.05                   | 98.29                  | 0.5277               |
| dualFCNN Entropy         | 97.43                   | 97.47                  | 0.8819               | 99.06                   | 98.94                  | 0.5562               | 98.93                   | 98.85                  | 0.2571               |
| dualFCNN k-medoids       | 97.83                   | 98.02                  | 0.8230               | 99.11                   | 99.05                  | 0.3687               | 98.72                   | 98.89                  | 0.3980               |
| dualFCNN MC Dropout      | 97.67                   | 97.90                  | 0.8589               | 99.09                   | 98.99                  | 0.5917               | 98.89                   | 98.90                  | 0.2679               |
| FCNN Random              | 84.76                   | 83.46                  | 0.9998               | 95.23                   | 94.48                  | 0.9986               | 96.64                   | 96.63                  | 0.9793               |
| FCNN Entropy             | 86.67                   | 85.32                  | 0.9994               | 97.31                   | 96.56                  | 0.9934               | 97.97                   | 97.44                  | 0.9260               |
| FCNN k-medoids           | 90.13                   | 88.74                  | 0.9984               | 97.74                   | 96.97                  | 0.9942               | 98.17                   | 97.64                  | 0.7843               |
| FCNN MC dropout          | 90.20                   | 88.83                  | 0.9994               | 97.57                   | 96.83                  | 0.9830               | 98.11                   | 89.36                  | 0.7817               |
| LGB Random               | 90.76                   | 89.25                  | 0.9529               | 97.45                   | 96.62                  | 0.6981               | 97.45                   | 96.97                  | 0.4774               |
| LGB Entropy              | 97.33                   | 95.71                  | 0.7867               | 98.66                   | 98.08                  | 0.3184               | 98.66                   | 98.08                  | 0.3184               |
| LGB k-medoids            | 97.24                   | 95.60                  | 0.8323               | 98.92                   | 98.11                  | 0.4629               | 98.67                   | 97.99                  | 0.3095               |
| dualFCNN (200K)          | 97.79                   | 97.86                  | 0.8812               | 99.00                   | 99.03                  | 0.5889               | 98.76                   | 98.77                  | 0.4844               |
| FCNN (200K)              | 92.15                   | 90.77                  | 0.9998               | 97.89                   | 97.11                  | 0.9988               | 98.11                   | 97.56                  | 0.8730               |
| LGB (200K)               | 95.85                   | 94.19                  | 0.9307               | 98.48                   | 97.65                  | 0.5688               | 98.32                   | 97.71                  | 0.3866               |

8.4 Attacking Using a Different Data Distribution

Sometimes, an attacker may have data from a different distribution than the one used to train the target or may not even know the training data distribution. In the previous sections, we used thief and test datasets not previously seen by the targets, but we can assume they were roughly from identical distributions.

To examine the effect of using different thief and test datasets, we created surrogates for the Sorel20m targets using the Ember dataset. The results indicate that good surrogates can be created with a small subset of the original training datasets. However, the advantage of the dualFCNN architecture is no longer visible as it is performing similarly to the FCNN architecture at 95% agreement. This result indicates that the attack is data-dependent, and if the attacker does not possess a dataset in which the target models perform well, it may be harder to steal them.

8.5 Lessons Learned

Model extraction attacks on the stand-alone models were successful, and the active learning strategies work better than random sample selection. Across all targets, we see that the entropy strategy performs similarly and sometimes better than more complex strategies (Table 2). This implies that the strategies do not need to be complicated or time-consuming.

The sampling strategies work well in terms of the query budget used, and good surrogates both in terms of agreement and accuracy can be created with a small subset of the original training datasets. The dualFCNN reaches its peak agreement values with only 13,000 queries (Figure 4).
Table 3: Upper part are metrics for Sorel-LGB and Sorel-FCNN surrogates trained using the Ember 2018 dataset at the 0.08 and 0.11 FPR level respectively with 25K query budget. Lower part are metrics for Sorel-LGB and Sorel-FCNN surrogates trained using the Ember 2018 dataset at the 0.08 and 0.11 FPR using 200K samples from the thief dataset without sampling.

| Target Model & Strategy | Agreement(%) | Accuracy(%) | Threshold | Sorel-LGB | Sorel-FCNN |
|-------------------------|--------------|-------------|-----------|-----------|------------|
| dualFCNN Random         | 92.45        | 88.38       | 0.7684    | 93.72     | 89.63      |
| dualFCNN Entropy        | 94.32        | 89.69       | 0.7504    | 95.55     | 90.65      |
| dualFCNN k-medoids      | 94.86        | 90.01       | 0.6679    | 95.89     | 91.02      |
| FCNN Random             | 91.74        | 86.22       | 0.9791    | 91.92     | 87.13      |
| FCNN Entropy            | 93.62        | 87.66       | 0.9215    | 94.30     | 88.77      |
| FCNN k-medoids          | 94.67        | 88.73       | 0.8261    | 95.09     | 89.44      |
| FCNN MC dropout         | 94.44        | 88.53       | 0.7842    | 94.85     | 89.36      |
| LGB Random              | 93.96        | 87.64       | 0.6833    | 93.60     | 89.03      |
| LGB Entropy             | 96.28        | 89.19       | 0.4928    | 96.39     | 90.75      |
| LGB k-medoids           | 96.32        | 89.01       | 0.5137    | 96.45     | 90.74      |

Table 4: Metrics for each AV using the internal dataset.

| AV        | Acc(%) | FPR(%) | TPR(%) | Test set Acc(%) | FPR(%) | TPR(%) |
|-----------|--------|--------|--------|-----------------|--------|--------|
| AV1       | 96.64  | 0.01   | 95.94  | 98.20           | 0      | 97.48  |
| AV2       | 99.73  | 0.04   | 99.50  | 99.94           | 0.4    | 99.90  |
| AV3       | 97.84  | 0.01   | 97.39  | 99.47           | 0.4    | 99.41  |
| AV4       | 94.76  | 0      | 93.67  | 96.91           | 0.01   | 95.68  |

9.1 Experimental Setup

Attacking AVs requires real files. Therefore we used our internal training dataset as the thief dataset and the respective test set of the internal dataset for the evaluation, since the Ember 2018 dataset does not contain binaries. The surrogate models used were the same as described in Section 8. The sampling strategies were also the same but used a query budget of 4,000 and four query rounds. The smaller query budget is because the thief and test datasets were small and because we wanted to reduce the number of queries on the real AVs.

The number of queries required to train surrogate models is too high for a manual scan, so we automated the file scanning process by developing and installing a web service in each VM. The provided HTTP API allowed us to upload and scan multiple files automatically using the command line interface of each AV.

We respected as much as possible the default values for the AVs, and we did not switch off any functionality related to file scanning. Finally, the VMs were disconnected from the internet to avoid updates during the experiments.

9.2 Performance of AVs in the Internal Dataset

Before performing any attacks, we measured the AV performance by scanning all the binary files of the internal dataset. Table 4 shows the accuracy of each AV, as well as their TPR and FPR as of February 2022. All AVs had very few false positives in both training and test sets. Having low false positives is probably by design as they aim to reduce end-user inconvenience.

The accuracy of three out of four AVs in the thief dataset was around 2% lower than in the test set. This difference may be attributed to the time difference between the binaries in the two subsets. The test set contains binaries that were first seen after September 2019 and are more recent. Some of the AVs could decide not to "care" about malware as they become older and focus on newer threats.

It should also be noted that this is not a test of the detection ability of each product. There are several design decisions that the product teams may have made that we are not aware of. For instance, some AVs may have responded differently had the files been executed instead of scanned. However, detecting malware files in the system is a desirable property.

9.3 Results

The results of the experiments using AVs 1-4 as black-box targets are presented in Table 5 and Figures 6 and 7. The dualFCNN surrogates perform better than the other surrogates in terms of agreement for AVs 1 to 3. However, there is a lot of variance in the results which may be due to the imbalance of the dataset. This is also apparent in the ROC curves in Figure 7. The best results in terms of agreement and surrogate model accuracy are against AV2, which was the AV with the smallest gap in performance between the thief and test datasets (Table 4). When using the full dataset (140K data points and no sampling strategy), the agreement of the dualFCNN surrogates is slightly higher for all AVs apart from AV4. This shows that even with this imbalanced dataset, our surrogates perform almost as well as they could have with the given thief dataset.

9.4 Lessons Learned

AVs are more challenging to steal than stand-alone models, probably because (i) they have been trained with unknown and more extensive datasets and (ii) because they are more complex as detection models, as was apparent in their log files. It is significantly more challenging because an AV may employ signatures and heuristics that are not easily mapped in the feature set used. However, getting
agreement scores of 90% is feasible and can be potentially improved with a more balanced and more recent dataset.

10 CREATING ADVERSARIAL MALWARE

10.1 Experimental Setup

After creating the surrogates for AVs, we tested their efficacy by generating adversarial malware binaries using the MAB framework [29]. This framework was used in its original settings, with the only difference being that we did not use the code randomization action since it required access to proprietary software. MAB requires benign PE sections, and for that purpose, we extracted 20,000 sections from the benign binaries in our internal dataset. A thousand malicious binaries were randomly chosen from a subset overlapping the Ember test set and our internal dataset. Although the data selection is biased in favor of the Ember model and its surrogates, we opted to use malicious binaries that belonged to families that were also part of the internal dataset. All experiments were performed using these same malware files, and each experiment was repeated three times to account for the randomness of
the modifications performed by MAB. We only repeated the experiment once for the AVs since the attack was much slower than the attack on ML models. In addition, for AV4, the attack did not conclude after 24 hours, and we decided to stop it and report the number of malware binaries that had become evasive until then.

10.2 Surrogates vs. Targets
Using the setup described above, we generated adversarial malware samples using the best surrogates, the stand-alone models, and the AVs. To test the stand-alone models, we computed the Ember features for each binary sample. The metric used was the mean detection rate of each target on the adversarial samples. The results are shown in Figure 8, where each target is shown on the x axis. The three leftmost bars in each group depict the detection rates of the best surrogates for each respective target. The next three bars show the detection rates of the adversarial samples created by each of the target models themselves ( Ember, Sorel-LGB, and Sorel-FCNN, respectively). The figure also shows the detection rates of the unmodified original malware samples (top line) as a baseline reference.

Looking at Figures 8a and 8b, we can observe that the dualFCNN surrogate achieved the lowest detection rates compared to the other surrogates, with LGB being a close second. It is also clear that generating evasive malware using surrogates is easier for the Ember and Sorel-LGB targets than it is for AVs and the Sorel-FCNN target. While the results concerning the AV targets may be explained by the fact that creating surrogates for such complex black-boxes is a hard task, the Sorel-FCNN results indicate that for this specific attack, it may be harder to evade a neural network target. This can be attributed to the potentially more complex decision boundary of neural networks that might not be easy to be learned by the surrogates.

The target models were better than their surrogates in creating adversarial malware against themselves. Even though expected, this should be considered when surrogates are required as an intermediate step for another attack. An argument favoring surrogates despite their lower performance is that sometimes attacking a target directly can be too costly.

The MAB attack works using black-box targets, but when it was used against the AVs, it was extremely time-consuming. In particular, the attack against AV4 had to be stopped after 24 hours. Attacking an AV directly might be a less attractive option to an attacker if they need a stealthy attack. AV vendors may also decide to slow down the attackers by introducing delays in their response times. These delays would make model stealing attacks more attractive to attackers.

One question that may be relevant is whether using surrogates for adversarial malware generation is more effective than using existing public stand-alone models such as the Ember and Sorel20m models. In order to answer this question, we included in Figure 8 the detection rates of the adversarial malware created by the three stand-alone models for all the targets (three right-most columns in each group). Not counting each target model against itself, the Ember2018 model as an adversarial malware generator was better than all surrogates against the Sorel-LGB target but had a similar performance as the surrogates against all other targets, including the AVs. However, given that the adversarial malware subset is chosen from malware samples that are interesting to the attacker, as time goes by, the stand-alone (fixed trained) models will not be able to adapt and detect newer malware, therefore suggesting that surrogates would be a better choice.

Finally, as mentioned in Section 4, the MAB framework works in two stages. In the first stage, it produces evasive malware, and in the second stage, it reduces the number of modification actions to produce minimal but still evasive malware. In Figure 8 we show the detection results of the final minimal malware binaries. When we compared we saw that the minimal binaries were less detected by the stand-alone models. However, the evasive ones were less detected by the AVs. This suggests that learning the decision boundary of the AVs is a harder task, and as the binaries are modified less, they may evade the surrogates but not the targets themselves.

10.3 Offline vs. Online Detection
One of the limitations of studying actual AVs is that experiments need to be performed offline to avoid two problems: first, being online allows AVs to update their database and change their models; second, being offline, we avoid poisoning the AVs with adversarial samples automatically uploaded to their cloud.

To provide a complete view of the efficacy of our adversarial samples, we tested the original and adversarial malware binaries with online AVs. All AVs were connected to the internet and were allowed to update. Each AV was retested using 11,000 binaries in total: 1,000 adversarially generated with the same AV using the MAB attack, 3,000 adversarially generated with each of the three surrogates of that AV, and the 1,000 originals, as presented in Figure 8. The only measurement that we could not make was the one for the AV4 as an attacker since the attack was never concluded due to the time it was taking to complete.

Table 6 shows the mean detection rates for the online tests as well as for the offline. It shows how three out of four AVs manage to improve significantly when connected to the internet and using their cloud capabilities. Only AV1 had similar results in both offline and online settings. However, it must be noted that some of the AVs required a significant amount of time to scan all the binaries.

10.4 Lessons Learned
Better surrogates in the agreement task tend to perform better in the adversarial malware creation task. The performance difference was more prominent when the targets were stand-alone models.

Even though the attack results showed relatively high variance, dualFCNN and LGB surrogates performed better than the FCNN.

In addition, the overall results show that high agreement and good ROC curves alone are not metrics that can guarantee the success of adversarial attacks. This is most evident for the Sorel-FCNN target, where even the high agreement surrogates did not generate many adversarial samples that can evade their target.

Using existing models such as Ember or Sorel20m models instead of surrogates is not a strategy that is viable for a real attacker, especially when going against real-world targets such as the AVs. Using the AVs directly is not necessarily the preferred choice if the attack has time constraints.
Finally, most AVs tested have the ability to detect adversarial samples created by the MAB framework. However, it requires them to use their cloud infrastructure to achieve reasonable detection rates.

11 DISCUSSION

Most model stealing attacks, as well as a lot of adversarial attacks assume access to soft labels. However, most malware classifiers only provide hard labels. Our experiments show that it is possible to create surrogate models from black-box models and AVs, even at low FPR settings. However, a surrogate may come with a drop in performance for the downstream task. While this is not necessarily true about all adversarial malware attacks, it needs to be considered as a possibility, and it should be measured.

Surrogate model attacks proposed in the security domain literature do not extensively research the datasets used, ending up using parts of the same dataset for the surrogate and the target training. Even though our results show that a surrogate trained on a dataset similar to that used by the target is more successful, we believe that the assumption that an attacker has the same dataset as its target is not realistic. This is the case in our scenario of real-world AVs and their adversaries. In Subsection 8.4 we measured datasets with little overlap, and the results showed that those surrogates reached lower levels of agreement between surrogates and targets.

High agreement and high accuracy on a test set can translate to a performance difference in the adversarial attacks, with our dualFCNN model outperforming the FCNN model in all targets. High agreement and high accuracy on a test set can translate to a performance difference in the adversarial attacks, with our dualFCNN model outperforming the FCNN model in all targets. However, factors such as the target model type can be important. This was seen in the results of the adversarial attacks on the two Sorel models, where under the same conditions, Sorel-LGB is easier to attack than Sorel-FCNN. A future research avenue can be on how to close this gap, requiring better metrics and datasets. Improved model stealing methods that use strategies that create valid synthetic binaries may also be a good approach.

Regarding the adversarial malware generation without surrogates, results showed that stand-alone and AV models generated more evasive malware than the surrogates. However, the attack on the AVs was very slow and was easily detected by most AVs in the later online setting. These are good reasons for using model stealing attacks as a first step instead of directly attacking the targets. Future work on adversarial attacks should consider time constraints and stealthiness, as well as adversarial malware generation that can be used in combination with model stealing attacks.

12 CONCLUSION

This research explored the training of multiple surrogate model types and sampling strategies to steal stand-alone machine learning models and four antivirus systems. The surrogates achieved up to 99% agreement using less than 25,000 training samples against stand-alone models trained with millions of data points. They also achieved 90%-98% agreement only using 4,000 samples against antivirus products. Our proposed dualFCNN architecture had not only top agreement scores, but it also performed well under very low FPR settings, closely followed by the LGB surrogates.

The surrogates were used to create adversarial malware to evade detection using the MAB reinforcement learning framework. In terms of agreement, better surrogates generated lower detection rates. In general, evasion was easier to perform against stand-alone LGB models (Ember and Sorel) than against Sorel-FCNN and the
antivirus. While the attack was more successful against each respective target, it was not time efficient enough to be practical without a surrogate model. Most AVs got better detection rates of adversarial malware after connecting to the internet, showing the need for better adversarial techniques.
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