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Abstract: This paper investigates the problem of rapid exponential stabilization for linear Lotka-McKendrick’s equation. Based on a new event-triggered impulsive control (ETIC) method, an impulsive control is designed to solve the rapid exponential stabilization of the dynamic population Lotka-McKendrick’s equation. The effectiveness of our control is verified through a numerical example.
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1. Introduction

It is well known that continuous control fails to solve many stabilization tasks for nonlinear control systems [1]. The first result concerning the use of discontinuous controllers that stabilize any asymptotically controllable systems is given in [2], where the author assumes that the system is analytic and completely controllable. Recently, thanks to the use of new technologies, the powerful event-triggered impulsive control method (ETIC) has provided impressive results and has successfully controlled many complex systems. In the last two decades, considerable attention was paid to the use of event-triggered impulsive control to control ordinary differential equations.

The ETIC method transmits data packages and updates control inputs only when the predefined criterion is satisfied [3–8]. In [9], the stabilization of nonlinear systems was solved by using the ETIC method and the hybrid system tools. The ETIC method was also used to stabilize networked systems [10, 11] and multi-agent systems (MASs) [12, 13]. A Survey of Trends and Techniques is given [14] as well as in [15], recently.

The success of the ETIC method with ordinary differential equations has encouraged their generalization to partial differential equations. In [16], the ETIC method was used for designing a predictive control for spatially distributed processes with low order dynamics and for a limited number of output measurements modeled by nonlinear parabolic PDEs. This check is carried out using a state observer.
in order to monitor the estimation error of the model at each sampling instant. In [17], boundary control for 1-dimensional linear hyperbolic systems of conservation laws was investigated. In [18], the stabilization problem of boundary controlled hyperbolic partial differential equations was achieved. Later, an event-triggered boundary control based on the emulation of backstepping boundary control is given in [19]. More recently, an event-triggered boundary control to stabilize a PDE reaction-diffusion system with a Dirichlet boundary condition was proposed in [20].

Inspired by the event-triggered impulsive control method developed for finite-dimensional systems [6, 8] an extension to the linear Lotka McKendrick’s equation (which is infinite dimensional) is introduced in this paper. The control problem of Lotka McKendrick’s equation has been largely studied in the literature of various kinds. Firstly, in the linear case in which diffusion is neglected, some null controllability results concerning the age-dependent population dynamics model, were first obtained by Barbu et al. [21]. The authors proved that the system is controllable, provided that the control is supported in an age interval not containing zero. Recently, Hegoburu et al. [22] proved that the restriction of [21] is unnecessary, as long as the individuals do not reproduce at the age close to zero. More recently, [23] demonstrated that null controllability can be achieved by controls supported in any sub-interval of the age domain, provided we take control before individuals start reproducing.

Secondly, in the linear case where spatial diffusion is taken into account, Ainseba [24] proved the null controllability using a control that acts in a spatial sub-domain and for all ages except for a small age interval near zero. The case where the control operated in a spatial sub-domain and for all ages and for initial data near the target trajectory was investigated by Ainseba and Anita [24], and Kavian and Traore [25]. In [26] Traore has demonstrated the null controllability for such model with non-linear distributions of newborns and where the control is localized in a variable and active space for all ages (except for small ages). More recently, Maity, Tucsnak and Zuazua, in [27], have shown that the same result can be obtained by a control localized in the variable space as well as with respect to age. The controllability of non-linear controlled population dynamics without diffusion was discussed in [28]. Using a comparison principle for age-structured population dynamics, null controllability was obtained while preserving the non-negativity of the state trajectory. While in [29], the approximate controllability was proved via the unique continuation property of the adjoint system for the non-linear controlled population dynamics case with diffusion.

In this paper, we design an event-triggered impulsive control that rapidly exponentially stabilizes the system under consideration. The main contribution of our work is three-folds: i) the generalization of the ETIC method initially adopted for finite dimension systems in order to stabilize systems of infinite dimensions, ii) the rapid nature of the exponential stabilization, and iii) the removal of the non-verifiable convergence condition given by [6].

The paper is organized as follows. In the second section, we formulate our problem and we define the control task to be solved. In the third section, we present our event-triggered control strategy and we prove the main result. In the third section, we illustrate this result numerically.

2. Problem statement

Let’s consider the Lotka-McKendrick equation:

\[ p_t(t, a) + p_a(t, a) + \mu(a)p(t, a) = 0, \quad t \geq 0, \quad a \in [0, a_M], \tag{2.1} \]
$$p(t, 0) = \int_{0}^{a_M} \beta(a)p(t, a) da,$$

$$p(0, a) = p_0(a),$$

(2.2)

(2.3)

where \(p(t, a)\) denotes the distribution of individuals of age \(a > 0\) at time \(t > 0\), \(a_M\) designates the life expectancy of an individual, \(\beta(a) > 0\) represents the natural fertility rate and \(\mu(a) > 0\) signifies the natural mortality rate of individuals of age \(a\). Equation (2.2) is viewed as a boundary condition and Eq (2.3) is some initial condition. In the following, we assume that the following standards conditions are fulfilled:

**H1.** \(\beta \in L^\infty(0, a_M), \beta \geq 0\) for almost every \(a \in (0, a_M)\).

**H2.** \(\mu \in L^1(0, a^*), \text{ for every } a^* \in (0, a_M), \mu \geq 0\) for almost every \(a \in (0, a_M)\).

**H3.** \(\int_{0}^{a_M} \mu(a) da = +\infty\).

Conditions (H2)–(H3) are considered in the following papers [30, 31] and [27], to cite a few. A discussion about the meaning of such conditions can be found in [32].

For Eqs (2.1)–(2.3), we assume that we can act on the state \(p(t, a)\) only at some sampling sequence of times \(0 = t_0 < t_1 < \cdots < t_k < t_{k+1} < \cdots\), with \(t_k\) tends to \(+\infty\) as \(t\) tends to \(+\infty\), where the sequence \((t_k)_{k \geq 0}\) is chosen in such a way to achieve our control objective which is the stabilization around a given referential distribution \(p_r(a)\).

To the best of our knowledge, this is the first work using the ETIC method to control the Lotka-McKendrick equation.

In this paper, we will construct a sequence \((t_k^*, p(t_k^*, a))\) to control system Eqs (2.1)–(2.3), taking inspiration from the event-triggered strategy given recently in [6] for finite dimensional ordinary differential equations. This is the first attempt to generalize this strategy for infinite dimensional systems. We point out that the ETIC method is new in the stabilization of infinite dimensional systems and many recent results are established [18–20]. We shall generalize this strategy to adopt it to a system in infinite dimension, under a more rational and easy to verify hypothesis, and such that the solution of the following system:

$$p_i(t, a) + p_o(t, a) + \mu(a)p(t, a) = 0, \quad t \geq 0, t \neq t_k$$

(2.4)

$$p(t_k^*, a) = \lambda_k p_r(t_k, a) = I_k(p(t_k, a)), \quad t = t_k, \quad k = 1, 2, \ldots$$

(2.5)

$$p(t, 0) = \int_{0}^{a_M} \beta(a)p(t, a) da,$$

(2.6)

$$p(0, a) = p_0(a),$$

(2.7)

Converge exponentially to a given referential population distribution \(p_r(a)\), where \(i_k \in Q\). \(Q\) is a finite discrete set and \(p_e(t_k, a)\) is the error between the current state \(p(t_k, a)\) at time \(t_k\) and the reference trajectory \(p_r(a)\):

$$p_e(t_k, a) = (p(t_k, a) - p_r(a)).$$
We can guarantee that the Eqs (2.4)–(2.7) is well posed if the Eqs (2.1)–(2.3) is well posed for all initial conditions \( p_0 \in L^1(0, a_M) \) and the process continues as long as the solution exists and as long as they do not cause an infinite number to occur out of discrete transitions in a finite time interval. The phenomenon of an infinite number of discrete transitions in a finite time interval is known as the “Zeno behavior”. The existence of solutions of the linear Eqs (2.1)–(2.3) has been implicitly proved by several authors and goes back to the work of McKendrick [33], Lotka [34], Gurtin and MacCamy [30] and more recently Kappel and Zhang [31]. A more complete and detailed study of this equation is given in [32, 35], where a more general case was considered and the boundary condition (2.2) becomes:

\[
p(t, 0) = \int_0^{a_M} \beta(t, a)p(t, a)da.
\]

In the following we give a precise definition of the notion of rapidly exponential stabilization of a reference trajectory by means of data-driven control.

**Definition 2.1.** The referential population \( p_r(a) \) is rapidly exponentially stable if for all decay rate \( \alpha \), there exist a sequence \( (t_k^+, p(t_k^+, \cdot)) \) and a positive constant \( c \), such that for all initial condition \( p_0 \in L^1(0, a_M) \), the solution \( p \) of Eqs (2.4)–(2.7) satisfies:

\[
||p(t, \cdot) - p_r(\cdot)||_1 \leq c e^{-\alpha t}||p_0(\cdot)||_1, \forall t \geq 0.
\]

\((2.8)\)

**Remark 1.** In the above definition, the word “rapidly” in the definition of “rapid exponential stability” is due to the fact that the decay rate \( \alpha \) in this case is predetermined, and therefore we can choose it as large as we want. As well as, we have considered the \( L^1(0, a_M) \)-norm since the nature state space for the Eqs (2.1)–(2.3) is \( L^1(0, a_M) \). In fact, the \( L^1(0, a_M) \) norm of a non negative age distribution is the corresponding total population,

\[
P(t) = \int_0^{a_M} p(t, a)da.
\]

For this reason, we adopt this norm in order to measure the convergence of the total population towards the reference population.

### 3. Main result

In this section, we establish our main result concerning the design of data-driven control strategy that rapidly stabilizes our Eqs (2.4)–(2.7) in the sense of the above definition.

Let \( \sigma \) and \( \Delta \) be two positive real numbers such that \( \sigma > 1 \). Let \( Q = \{1, 2, 3\} \) and \( \lambda_1, \lambda_2, \lambda_3 \) are such that

\[-1 < \lambda_3 < \lambda_2 < \lambda_1 < 0.\]

\((3.1)\)

From \( t = 0 \), we put \( t_0^+ = 0 \) and \( p_r(t_0^+, a) = p_0(a) - p_r(a) \), the construction of the sequence \( (t_k, p(t_k^+, a)) \) for \( k \geq 1 \) is done in a recursive way according to the occurrence of the three following events:

\[
E_1 : \begin{cases}
\text{If } \forall t \in [t_k, t_k + \Delta], \|p_r(t)\|_1 < \|p_r(t_k^+)\|_1, \\
\text{then we put } \begin{cases}
t_{k+1} = t_k + \Delta \\
p_r(t_{k+1}^+, a) = (1 + \lambda_1)p_r(t_{k+1}, a).
\end{cases}
\end{cases}
\]

\[
E_2 : \begin{cases}
\text{If } \forall t \in [t_k + \Delta, t_{k+1}), \|p_r(t)\|_1 \geq \|p_r(t_k^+)\|_1, \\
\text{then we put } \begin{cases}
t_{k+1} = t_k + \Delta \\
p_r(t_{k+1}^+, a) = (1 + \lambda_1)p_r(t_{k+1}, a).
\end{cases}
\end{cases}
\]

\[
E_3 : \begin{cases}
\text{If } \forall t \in [t_{k+1}, t_{k+2}), \|p_r(t)\|_1 \geq \|p_r(t_{k+1})\|_1, \\
\text{then we put } \begin{cases}
t_{k+1} = t_{k+1} + \Delta \\
p_r(t_{k+2}^+, a) = (1 + \lambda_1)p_r(t_{k+2}, a).
\end{cases}
\end{cases}
\]

\[
E_4 : \begin{cases}
\text{If } \forall t \in [t_{k+2}, t_{k+3}), \|p_r(t)\|_1 \geq \|p_r(t_{k+2})\|_1, \\
\text{then we put } \begin{cases}
t_{k+2} = t_{k+2} + \Delta \\
p_r(t_{k+3}^+, a) = (1 + \lambda_1)p_r(t_{k+3}, a).
\end{cases}
\end{cases}
\]
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Proof. First of all, let us note that the system cannot have a Zeno behavior. In fact, it is well known that a sufficient condition for that is the existence of some positive constant \( \delta > 0 \) such that for all \( k \geq 0 \), \( t_{k+1} - t_k \geq \delta \). To do this, let \( \delta = \min(\Delta, \ln(\sigma)) \). From the construction of the events \( E_1 \) and \( E_2 \), we have \( t_{k+1} - t_k = \Delta \geq \delta \), while in event \( E_3 \) we have \( t_{k+1} = \min(t \in [t_k, t_k + \Delta], \| p_e(t) \|_1 \geq \sigma \| p_e(t_k^+)^* \|_1 \} \) and thus \( \| p_e(t) \|_1 = \sigma \| p_e(t_k^+)^* \|_1 \) for \( t = t_{k+1} \) while \( \| p_e(t) \|_1 < \sigma \| p_e(t_k^+)^* \|_1 \) for all \( t \in (t_k, t_{k+1}) \). In particular it follows that \( t_{k+1} \neq t_k \) and then there exists \( \delta > 0 \) such that \( t_{k+1} - t_k = \delta \). It therefore ensues that the Zeno behaviour cannot occur.

Now, let's prove the rapid exponential stability of the Eqs (2.4)–(2.7). Let

\[ \sigma^* = \frac{1 + \lambda_1}{1 + \lambda_2} \]

In view of Eq (3.1), we have \( \sigma^* > 1 \). In the following, we will show that for all \( \sigma \in (1, \sigma^*) \) the referential trajectory \( p_e \) is exponentially stable with a decay rate

\[ \alpha = \frac{-\ln(1 + \lambda_1)}{\Delta} > 0. \] (3.2)

Let \( t \in (t_k, t_{k+1}) \). Three cases are possible.

**First case:** If \( t_{k+1} \) results from an occurrence of event \( E_1 \). Then, by the definition of \( t_{k+1} \), we have

\[ \| p_e(t_{k+1}) \|_1 \leq \| p_e(t_k^+ \|_1 \] and \( \| p_e(t) \|_1 < \| p_e(t_k^+ \|_1 \) for all \( t \in [t_k, t_{k+1}) \). Then, we obtain in this case,

\[ \| p_e(t_{k+1}^+) \|_1 \leq (1 + \lambda_1)\| p_e(t_k^+ \|_1 \). \] (3.3)

**Second case:** If \( t_{k+1} \) results from an occurrence of event \( E_2 \). Then, from the definition of \( t_{k+1} \), we have

\[ \| p_e(t_{k+1}) \|_1 \leq \sigma \| p_e(t_k^+ \|_1 \] and \( \| p_e(t) \|_1 < \sigma \| p_e(t_k^+ \|_1 \) for all \( t \in [t_k, t_{k+1}) \). Then, we obtain in this case

\[ \| p_e(t_{k+1}^+) \|_1 \leq \sigma(1 + \lambda_2)\| p_e(t_k^+ \|_1 \). \] (3.4)

**Third case:** If \( t_{k+1} \) results from an occurrence of event \( E_3 \). Then, by continuity, we have \( \| p_e(t_{k+1}) \|_1 = \sigma \| p_e(t_k^+ \|_1 \] and \( \| p_e(t) \|_1 < \sigma \| p_e(t_k^+ \|_1 \) for all \( t \in [t_k, t_{k+1}) \). Then, we obtain in this case

\[ \| p_e(t_{k+1}^+) \|_1 \leq \sigma(1 + \lambda_3)\| p_e(t_k^+ \|_1 \). \] (3.5)
Let $N_i^k$ be the number of occurrences of event $E_i$, $i = 1, 2, 3$ in the interval $(0, t_k]$. Then, combining (3.3), (3.4) and (3.5), it follows that for all $k \geq 0$ and $t \in (t_k, t_{k+1}]$ we have:

$$\|p_\varepsilon(t_{k+1})\|_1 \leq (\sigma(1 + \lambda_2))^{k+2}(\sigma(1 + \lambda_3))^{k+2}(1 + \lambda_1)^{k+1}\|p_0\|_1,$$

$$\leq (\sigma^2(1 + \lambda_2))^{k+2}(\sigma^2(1 + \lambda_3))^{k+2}(1 + \lambda_1)^{k+1}\|p_0\|_1,$$

$$\leq (1 + \lambda_1)^k\|p_0\|_1,$$

$$\leq \exp(\lambda_1 k)\|p_0\|_1,$$

$$\leq C \exp\left(\frac{\ln(1 + \lambda_1)}{\Delta} t\right)\|p_0\|_1,$$

where $C = \frac{1}{1 + \lambda_1}$. We have used the fact that if $t \in (t_k, t_{k+1})$, then $t \leq (k + 1)\Delta$ and therefore $k \geq t/\Delta - 1$. Thus, Eqs (2.4)–(2.7) with the switching strategy defined above is exponentially stable with the prescribed decay rate $\alpha$ defined in (3.2). Noting that if $\lambda_1$ (which can be chosen arbitrarily in $(-1, 0)$) is very close to $-1$, then the decay rate $\alpha$ can be as large as one wants. Then, the rapid exponential stabilization for the Eqs (2.4)–(2.7) is proved. \hfill \Box

**Remark 2.** Note that the fact that the impulsive control acts on the whole Omega domain does not diminish the interest of our work for several reasons. In addition to the reasons mentioned at the end of the introduction of this paper, it often happens that in practice, one cannot control a system neither from the boundary nor on a sub-domain, and one is thus obliged to apply a control on the whole domain. For example, in the case of an epidemic (as in the case of Covid-19), many strict measures imposed such as social distancing and the wearing of masks failed to control the propagation of the pandemic, and many countries were forced to resort to a complete lockdown despite its disastrous effects on the economy. The hope of controlling the spread of the epidemic has become dependent on the vaccination of the whole population [36]. Finally, our control strategy can be applied to other types of equations, such as those derived from brain activity. Although the localization in the brain of simple functions is well known, brain observation techniques such as (MEG), (EEG) and (fMRI) allow us to study the dynamics of the human brain. But unfortunately, for more complex functions (language, memory, attention, ...), neuroscientists have not reached the level of the spatio-temporal resolution necessary to specify the localizations corresponding to brain activities by these techniques [37, 38]. Therefore a control on the whole domain is necessary [39].

**Remark 3.** The main issue to investigate is how to generalize the event-triggered impulsive control method for the more general class of semi-linear evolution equation

$$u'(t) = Au(t) + f(t, u(t)), \quad (3.6)$$

with initial condition $u(0) = u_0 \in D(A)$, where $A$ is the generator of $C_0$-semigroup and $f$ satisfies the hypothesis of Theorem 1.5 in [40].

**Remark 4.** It is important to mention that in the original ETIC method introduced by [6], the condition imposed on the system that guaranteed the global uniform exponential stabilization cannot be applied to obtain a rapid exponential stabilization. Indeed, the condition is expressed according to the number of occurrences of events $E_1, E_2$ and $E_3$, which are future incidents and therefore they are not yet produced at the beginning of the process. This makes the validation of the convergence condition
impossible. Furthermore, the convergence rate in the cited paper is bounded as mentioned in Remark 3.1 in [6]. However, in our work, the convergence is not formulated as a function of the numbers of these incidents. In addition, our decay rate is unbounded.

4. Numerical application

To illustrate the applicability of our result, we consider Lotka-McKendrick’s equation in a general case where the functions birth rate and death rate are functions and not constants: the death rate function is \( \mu(a) = \frac{1}{a_M - a} \) and the birth rate function is \( \beta(a) = 1_{[3,8]}(a) \tanh(a) \). To compute the numerical solution, we adopt the discretization of Eqs (1)–(3) considered by [41] with age and time steps of length \( h = 0.0078125 \). Moreover, we take as initial condition \( p_0(t, a) = 100 \exp(-a - t) \) and as referential solution the solution \( p_r = a(a_M - a) \) and we assume that the maximum age of an individual is \( a_M = 10 \) and \( T = 10 \).

The state trajectories of Eqs (2.1)–(2.3) with initial condition \( p_0(t, a) = 100 \exp(-a - t) \) and without control are depicted in Figure 1.

Now, to stabilize the Eqs (2.1)–(2.3), we apply our strategy for event-triggered impulsive control given in in Section 3 with the following values of parameters \( \Delta = 0.39, \sigma = 1.2, \lambda_1 = -0.9, \lambda_2 = -0.3, \) and \( \lambda_1 = -0.1 \).

The convergence of trajectories of the error dynamic \( p_e = p - p_r \) is depicted in Figure 2 in 3D and in Figure 3, which shows that the error dynamics is exponentially stable under designed ETIC. Finally the Figure 4 shows the exponential convergence of the solution \( p \) of system to the referential population \( p_r = a(a_M - a) \).

Figure 1. The solution \( p \) of Eqs (2.1)–(2.3) without control.
Figure 2. The convergence of the error dynamics $p_e$ to zero.

Figure 3. The convergence of the norm of error dynamics $p_e$ to zero.

Figure 4. The convergence of the solution $p$ to the referential solution $p_r$. 
5. Conclusions

In this paper, an event triggered impulsive control to stabilize the Lotka-McKendrick equation has been designed. The rapid exponential stabilization is achieved and a numerical illustration to validate the result is given. This work leaves some open questions for future works. The event-based stabilization approaches may be applied to a semilinear evolution equation. Another interesting point is to apply this control strategy for boundary control or sub-domain control with a finite number of actuation points particularly for some systems in particular for Lotka-McKendrick equation.

Acknowledgments

The authors would like to thank the anonymous reviewers for their comments on earlier versions of this article.

Conflict of interest

The authors declare no conflict of interest.

References

1. C. Prieur, E. Trélat, Robust optimal stabilization of the brockett integrator via a hybrid feedback, Math. Control Signals Syst., 17 (2005), 201–216.
2. E. D. Sontag, Stability and stabilization: discontinuities and the effect of disturbances, in Nonlinear Analysis, Differential Equations and Control, Springer, (1999), 551–598.
3. P. Tabuada, Event-triggered real-time scheduling of stabilizing control tasks, IEEE Trans. Autom. Control, 52 (2007), 1680–1685.
4. M. Heemels, J. Donkers, A. R. Teel, Periodic event-triggered control for linear systems, IEEE Trans. Autom. Control, 54 (2013), 847–861.
5. A. Girard, Dynamic triggering mechanisms for event-triggered controls, IEEE Trans. Autom. Control, 60 (2015), 1992–1997.
6. B. Liu, D. N. Liu, C. X. Dou, Exponential stability via event-triggered impulsive control for continuous-time dynamical systems, in Proceedings of the 33rd Chinese Control Conference, (2014), 4056–4060.
7. M. Cao, Z. Ai, L. Peng, Input-to-state stabilization of nonlinear systems via event-triggered impulsive control, IEEE Access, 7 (2019), 118581–118585.
8. B. Liu, D. J. Hill, Z. Sun, J. Huang, Event-triggered control via impulses for exponential stabilization of discrete-time delayed systems and networks, Int. J. Robust Nonlin. Control, 29 (2019), 1613–1638.
9. R. Postoyan, P. Tabuada, D. Nesic, A. Anta, A framework for the event-triggered stabilization of nonlinear systems, IEEE Trans. Autom. Control, 60 (2015), 982–996.
10. Y. Q. Xia, Y. L. Gao, L. P. Yan, M. Y. Fu, Recent progress in networked control systems — A survey, *Int. J. Autom. Comput.*, 12 (2015), 343–367.

11. M. S. Mahmoud, Y. Xia, *Networked Control Systems*, Elsevier, New York, 2019.

12. J. Qin, Q. Ma, Y. Shi, L. Wang, Recent advances in consensus of multi-agent systems: a brief survey, *IEEE Trans. Indus. Electron.*, 64 (2017), 4972–4983.

13. C. Nowzari, E. Garcia, J. Cortes, Event-triggered communication and control of networked systems for multi-agent consensus, *Automatica*, 105 (2019), 1–27.

14. C. Penga, F. Li, A survey on recent advances in event-triggered communication and control, *IEEE Trans. Indus. Electron.*, 52 (2018), 58–63.

15. X. Ge, Q. Han, L. Ding, Y. Wang, X. Zhang, Dynamic event-triggered distributed coordination control and its applications: a survey of trends and techniques, *IEEE Trans. Syst. Man CY-S.*, 50 (2020), 3112–3125.

16. Z. Yao, N. H. El-Farra, Resource-aware model predictive control of spatially distributed processes using event-triggered communication, in *52nd IEEE Conference on Decision and Control*, 8 (2013), 3726–3731.

17. N. Espitia, A. Girard, N. Marchand, C. Prieur, Event-based control of linear hyperbolic systems of conservation laws, *Automatica*, 70 (2016), 275–287.

18. N. Espitia, A. Tanwani, S. Tarbouriech, Stabilization of boundary controlled hyperbolic pdes via lyapunov-based event triggered sampling and quantization, in *56th IEEE Conference on Decision and Control*, (2017), 1266–1271.

19. N. Espitia, I. Karafyllis, M. Krstic, Event-triggered boundary control of constant-parameter reaction-diffusion pdes: a small-gain approach, in *2020 American Control Conference (ACC)*, (2020), 3437–344.

20. L. Baudouin, S. Marx, S. Tarbouriech, Event-triggered damping of a linear wave equation, *IFAC PapersOnLine*, 52 (2019), 58–63.

21. V. Barbu, M. Iannelli, M. Martcheva, On the controllability of the Lotka-Mckendrick model of population dynamics, *J. Math. Anal. Appl.*, 253 (2001), 142–165.

22. N. Hegoburu, M. Tucsnak, Null controllability of the Lotka-Mckendrick system with spatial diffusion, *Math. Control Relat. Fields*, 8 (2018), 707–720.

23. N. Hegoburu, P. Magal, M. Tucsnak, Controllability with positivity constraints of the Lotka-Mckendrick syste, *SIAM J. Control Optim.*, 56 (2018), 723–750.

24. B. Ainseba, Exact and approximate controllability of the age and space population dynamics structured model, *J. Math. Anal. Appl.*, 275 (2002), 562–574.

25. O. Kavian, O. Traoré, Approximate controllability by birth control for a nonlinear population dynamics model, *ESAIM Contr. Optim. Calc. Var.*, 17 (2011), 1198–1213.

26. O. Traore, Null controllability of a nonlinear population dynamics problem, *Int. J. Math. Math. Sci.*, 2006 (2006), 1–20.

27. D. Maity, M. Tucsnak, E. Zuazua, Controllability and positivity constraints in population dynamics with age structuring and diffusion, *J. de Mathématiques Pures et Appliquées*, 129 (2019), 153–179.
28. N. Hegoburu, S. Anita, Null controllability via comparison results for nonlinear age-structured population dynamics, *Math. Control Signal. Syst.*, **31** (2019).

29. S. P. Wang, Z. R. He, Approximate controllability of population dynamics with size dependence and spatial distribution, *ANZIAM J.*, **58** (2017), 474–481.

30. M. L. Gurtin, R. C. MacCamy, Nonlinear age dependent population dynamics, *Arch. Ration. Mech. Anal.*, **54** (1974), 281–300.

31. F. Kappel, K. Zhang, Approximation of linear age-structured population models using Legendre polynomials, *J. Math. Anal. Appl.*, **180** (1993), 518–549.

32. M. Iannelli, F. Milner, *The Basic Approach to Age-Structured Population Dynamics*, Springer, Dordrecht, 2017.

33. A. G. McKendrick, Applications of mathematics to medical problems, *Proc. Edinburgh Math. Soc.*, **44** (1925), 88–130.

34. A. J. Lotka, The stability of the normal age distribution, *Proc. Nat. Acad. Sci.*, **8** (1922), 339–345.

35. S. Anita, *Analysis and Control of Age-Dependent Population Dynamics*, Springer-Verlag, New York, 2000.

36. R. Hao, Y. Zhang, Z. Cao, J. Li, Q. Xu, L. Ye, et al., Control strategies and their effects on the covid-19 pandemic in 2020 in representative countries, *J. Biosaf. Biosecur.*, **3** (2021), 76–81.

37. V. Nicosia, P. E. Vértes, W. R. Schafer, V. Latora, E. T. Bullmore, Phase transition in the economically modeled growth of a cellular nervous system, *Proc. Natl. Acad. Sci.*, **110** (2013), 7880–7885.

38. V. Nicosia, M. Valencia, M. Chavez, A. Díaz-Guilera, V. Latora, Remote synchronization reveals network symmetries and functional modules, *Phys. Rev. Lett.*, **110** (2013), 174102.

39. M. Dlala, A. S. Almutairi, Rapid exponential stabilization of nonlinear wave equation derived from brain activity via event-triggered impulsive control, *Math.*, **9** (2021), 516.

40. A. Pazy, *Semigroups of Linear Operators and Applications to Partial Differential Equations*, Springer-Verlag, New York, 1992.

41. M. Rasheed, S. Laverty, B. Bannish, Numerical solutions of a linear age-structured population model, in *AIP Conference Proceedings 2096*, (2019), 1–5.