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Abstract

Machine learning driven trading strategies have garnered a lot of interest over the past few years. There is, however, limited consensus on the ideal approach for the development of such trading strategies. Further, most literature has focused on trading strategies for short-term trading, with little or no focus on strategies that attempt to build long-term wealth. Our paper proposes a new approach for developing long-term investment strategies using an ensemble of evolutionary algorithms and a deep learning model by taking a series of short-term purchase decisions. Our methodology focuses on building long-term wealth by improving systematic investment planning (SIP) decisions on Exchange Traded Funds (ETF) over a period of time. We provide empirical evidence of superior performance (around 1% higher returns) using our ensemble approach as compared to the traditional daily systematic investment practice on a given ETF. Our results are based on live trading decisions made by our algorithm and executed on the Robinhood trading platform.

1. Introduction

The stock market plays plays a crucial role in wealth building for retail investors. With modernization of financial and information systems, the large amount of information available for a trader has made analysis of a financial asset prohibitive using simple analytical methods. Due to the widespread availability of information and the complexity of deciphering patterns from them, a large number of scientific papers have been published to investigate computer driven techniques for solving financial market problems (Cavalcante et al., 2016), implementing a machine learning driven trading strategy involves developing procedures to: 1) predict the movement of prices, and 2) make decisions at the optimal time in an attempt to maximize returns based on the predicted movement. Many studies tackle both problems within a single approach (Lv et al., 2019). A number of approaches using machine learning have been explored (Boyd et al., 2017; Gerlein et al., 2016; Dash & Dash, 2016; Huang et al., 2019). Some approaches use reinforcement learning for developing short-term trading strategies (Deng et al., 2016; Xiong et al., 2018; Li et al., 2019; Zhang et al., 2020), while others use genetic algorithms (Mendes et al., 2012; Chen et al., 2019). A consolidated survey paper with extensive comparisons between the different modeling techniques is given by (Lv et al., 2019). The most comprehensive review of machine learning experiments in equity investments is given by (Buczynski et al., 2021). They conduct a detailed review of 27 academic experiments spanning over two decades and contrast them with real-life examples of machine learning-driven funds. They also provide recommendations on how to approach future experiments.

A further observation on these studies is that they have focused mostly on the performance of short-term buy/sell decisions. The literature is lacking long-term, multi-year, investing and wealth building techniques that use machine learning. While some studies address long-term performance, they use rule-driven and technical analysis based trading strategies (Giamouridis, 2017).

The focus of this paper is to propose a new method using an ensemble of evolutionary strategies and deep learning as an alternative to reinforcement learning. Further, this paper addresses a gap in the literature by focusing on training an algorithm that helps average retail investors build wealth over time by exploiting short-term volatility in Exchange Traded Funds (ETFs). Due to short-term volatility, such as decline in prices, an opportunity exists to buy ETF when it’s at its lowest. This is in contrast to short-term high frequency trading algorithms that the current literature focuses on.

Finally, we address some of the recommendations laid out by (Buczynski et al., 2021) to increase confidence in our results and encourage practical adoption of machine learning models in finance.

The main contributions of this paper are as follows.

1. We introduce algorithm 1 that uses an ensemble of a
Consider an investor that wants to invest in a particular ETF over a period of time to accumulate wealth. Once an ETF is chosen, the investor can decide whether or not to continue to invest in this ETF on a periodic basis to build wealth. An investor who chooses to invest in an ETF a fixed amount on a daily basis is said to subscribe to a daily Systematic Investment Plan (SIP). By investing regularly (daily/weekly/monthly) in an SIP, the investor is less susceptible to the short term fluctuations of the market and in the long run, can make annualized returns in the range of 8-11%. Our objective is to, exploit the short-term volatility instead of evening it out and hence improve on this return by 10% on an annual basis (8.8-12.1%), which would provide tremendous compounding effects in the long-term.

We found very limited literature that focuses on wealth building over time by making marginally better daily buying decisions over a lifetime of investing (Wang & Yu, 2021; Philips et al., 2018). However, these models still rely on either a 12 month evaluation window to train agents or are more focused on risk profile assessment and portfolio balancing over time.

To solve the problem of continuous, marginally superior investment decisions in the long run, we break down our infinite investment horizon into a series of finite windows of 30 trading days in which an investor can decide on each day to invest either twice, or nothing at all in the ETF of their choice. We choose a 30 trading day decision window because it is long enough to offer some volatility in the ETF’s price, while short enough to find optimal investing days without significant computational overhead. We allow the algorithm more flexibility than conventional daily investment strategies with the option to either not buy or buy twice in the day. By exploiting day-to-day volatility, it improves performance over conventional systematic investment plans (SIPs) which are forced to buy daily.

Further, we assume that the investor has enough liquidity at any point in time to make double their regular target monthly investment. This is an important liquidity assumption and effectively allows our algorithm to make twice the investment, if required, that is targeted by the investor at any given point of time. For example, if the ETF is on a constant decline for 30 trading days, this assumption gives our algorithm the flexibility to purchase 60 units of the ETF as opposed to only 30 units for an investor who is limited by 30 days of liquidity at any point.

If we can train our algorithm to make an equal number of buy twice / not-buy actions (denoted by $a = 2$ and $a = 0$) on average, this would result in a net investment - over multiple 30 day trading periods - that is very close to the daily buying investment ($a = 1$) strategy, per the law of large numbers. That is, the expected number of purchase actions ($N_a$) would converge to the same number under both strategies as the number of periods becomes large.

$$E[N_{a=1}] = E[N_{a=2} + N_{a=0}]$$

(1)

Our objective is to train a model to learn a strategy that can make optimal investment decisions over a 30 trading day period such that the investor is better off using the agent’s...
decisions rather than passively investing a fixed quantity daily.

To train the agent to take optimal decisions on a daily basis, we can potentially apply a traditional reinforcement learning (RL) approach in which the agent observes the market condition (the state), makes a decision (don’t buy or buy twice), observes the reward (or loss), either per period or after many years of investing, and learns the optimal parameters of the network that estimate the value of a state or the value of an action as explained in classic reinforcement learning principles by (Sutton & Barto, 2018).

This problem in the above form is similar to training an agent to play Atari games such as Pong, Breakout, Space Invaders (Mnih et al., 2013), or teaching an agent to walk (Hafmnoja et al., 2018), with the simplifying assumption that an average retail investor on their own can’t influence or sway the outcome of the stock market. That is to say, the environment is exogenous; all the retail investor can do is observe the state of the market and take an action.

A significant amount of work has been done in the domain of RL with Deep-Q Learning (Mnih et al., 2013) and the more state of art Actor-Critic (Mnih et al., 2016) and we use these to create benchmarks against which we compare our proposed approach. As an alternative to the two RL approaches in DQN algorithm 2 and Actor-Critic algorithm 3 that are discussed in detail in appendix D, we present our own algorithm - Genetic Algorithm & Deep Learning Ensemble (GADLE).

Our GADLE approach is primarily inspired by 2 different and unrelated papers - (Salimans et al., 2017) and (Cobbe et al., 2021). These papers have different contributions to the literature which we draw upon for our approach.

The paper Evolutionary Strategies (ES) as an alternative to Reinforcement Learning suggests ES as an alternative optimization algorithm for finding good neural network weights as opposed to using gradient descent for RL problems. In their paper, each neural network is independently created and exchanges only a small amount of information each generation. (Salimans et al., 2017). The paper demonstrates the advantages of using ES over RL:

- The code is 2-3 times faster in terms of overall runtime
- ES is highly parallelizable
- ES has fewer hyperparameters
- ES is a more attractive choice for gradient estimation when number of time steps in an episode is long

While solving for weights in the neural network is more rapid using an ES approach, the value function and policy function are still tightly coupled. That is, the network is trying to find the optimal answer in parallel to finding the optimal policy that leads to the answer.

The papers on decoupling value and policy in reinforcement learning by (Cobbe et al., 2021) and more recently by (Raileanu & Fergus, 2021) propose a solution in which they distribute the internal neural architecture of Actor-critic network. The overall network, however in the decoupled approach still has to exchange information every episode, which does not offer any speed up, although it makes the learning more generalizable.

Our GADLE algorithm combines the ideas of (Salimans et al., 2017) and (Cobbe et al., 2021) by using Genetic Algorithm to solve for optimal actions (to get a tremendous boost in training speed) and by completely decoupling value & policy by training an independent neural network based on optimal actions (to further reduce the workload). We do not function within the domains of a single RL algorithm and distribute the workload across GA and DL, both of which are separate methods. Our algorithm has further advantages over the approach proposed by (Salimans et al., 2017), in which the solving for optimal weights of the neural network still happens in parallel to finding the optimal solution to the overall problem. In our proposed method - the two processes are decoupled completely. Evolutionary Strategy solves each environment (while the overall policy that lead to the solution is still unknown). Once multiple such environment is solved (target is known), a neural network is trained independently to learn the optimal policy. This is much simpler process, effectively two independent programs - one using Evolutionary Strategy to solve the environment and the other using neural network to learn the policy that would give the same solution. We show that our model can run with high speed on a basic 16 core machine, while the approach by (Salimans et al., 2017) uses heavy compute 1,000+ cores to achieve the speed up they report in their paper.

We present the pseudo code for our GADLE algorithm 1 to learn optimal actions and subsequently train a neural network on the optimal actions. In section 2 of the we discuss in detail the data and methodology for GADLE and create benchmarks for comparison against DQN and Actor-critic in section 3. In the results section 4, we compare the performance of our GADLE algorithm to that of DQN and Actor-Critic network in terms of ease of architecture, time to train, difficulty in finding optimal parameters, consistency and actual performance.

Our approach, substantially simplifies traditional ways of solving this Markov Decision Process (MDP) by decoupling the learning of policy networks from solving the optimal action for each state. This practice not only reduces code complexity substantially (as we show later in section 4), but also introduces a new framework altogether for solving...
2. Data and Methodology for Proposed GADLE Algorithm

Our overall approach can be broken down into a series of steps that we cover in detail in this section. As mentioned in the previous section, we solve each episode independently based on the simplifying assumption that rewards are observed in each episode and is not a one time/rare event. The steps we follow are laid out in the sub-sections below.

2.1. Creating environment simulation

Previous works have detailed procedures for simulating stock market price movements (Cui et al., 2012; Souissi et al., 2018; Byrd et al., 2019). Instead of creating a simulator that mimics the movement of the stock market, we create an environment sampler that creates episodic samples based on actual stock market data. We retrieve data on the Vanguard Total Stock Market Index (VTI) from Yahoo Finance to create 30 trading day samples of episodes without replacement (2 samples can’t be exactly the same, though they can have some overlap). We train using the period 2000-1-1 to 2019-12-31 and we leave the period of 2020-01-01 to 2020-12-31 for back-testing. We assume that the average retail investor is not placing trades large enough to influence price movements of the index fund. As such, our environment samples can be treated as fixed.

2.2. Creating episodes

A common issue encountered while creating samples is the change in price scale over time. Since stock price in 2000 will be very low as compared to that in 2020, using the same scaler for both years would lead to training a scaler that captures the return over a daily investment plan by subtracting the daily average price \( \bar{p} \) from the agent average price \( \frac{\bar{p}}{N_{a=2}} \) and multiplies it with the number of purchases. Here \( \bar{p} \) is the price vector and \( \vec{a} \) is the action vector for the 30 day window. The second component, \( (1 - \frac{N_{a=2}}{15})^2 \), behaves like a regularization factor and rewards/penalizes the agent for infrequent or overly frequent purchasing decisions. We square the second term for higher penalties on larger deviations such that small over-buy and under-buy decisions are not penalised as heavily as larger deviations. When the agent purchases (twice) for 15 of 30 days this factor is 0. If the agent purchases 0 of the 30 days then this factor adds to the loss a factor of 1. Finally, when the agent purchases (twice) on all 30 days, the first component is 0 and the return is taken as 1.

\[
L = \min_a \frac{(\bar{p} \cdot \vec{a})}{N_{a=2}} \cdot (2N_{a=2}) + \left( 1 \cdot \frac{N_{a=2}}{15} \right)^2
\]

(2)

The loss function that will be used to solve each episode has 2 major components. The first component, \( \frac{(\bar{p} \cdot \vec{a})}{N_{a=2}} \), captures the return over a daily investment plan by subtracting the daily average price \( \bar{p} \) from the agent average price \( \frac{\bar{p}}{N_{a=2}} \) and multiplies it with the number of purchases. Here \( \bar{p} \) is the price vector and \( \vec{a} \) is the action vector for the 30 day window. The second component, \( (1 - \frac{N_{a=2}}{15})^2 \), behaves like a regularization factor and rewards/penalizes the agent for infrequent or overly frequent purchasing decisions. We square the second term for higher penalties on larger deviations such that small over-buy and under-buy decisions are not penalised as heavily as larger deviations.

2.3. Defining a loss function

For each episode, the agent has 30 trading days in which the agent must decide whether to buy twice or not buy. As mentioned, we solve each episode independently using ES with a loss function that ideally captures the benefits of buying twice versus not. Our loss function is defined as follows:

2.4. Solving each episode using ES

Given our loss function, we use ES to find the optimal solution for each episode (optimal sequence of actions that minimizes the loss function). We use genetic algorithms (GA) as a mechanism for our ES. We use a classical GA (Holland, 1975), where each chromosome is a string of bytes. In our case, each episode becomes a chromosome of length 30, and each decision that can be taken by the agent (1 - buy twice, 0 - don’t buy), becomes a gene within the chromosome. Each chromosome (vector of length 30) represents a single possible solution to our optimization problem and the population of chromosomes is the set of candidates for the optimum solution. The hyperparameters used to configure our GA can be found in Appendix A.

For each solved episode, the action decisions is stored. This exercise is repeated for the entire period for which the ETF existed to generate 4,245 independent episodes (maximum possible unique episodes, given the history).

2.5. Overview of data generated

In this section we present an overview of the distribution of returns and actions for the solved episodes. The objective
gauge the performance of actions across 4,245 episodes. Another objective is to see any evident biases in action behavior or returns that we would not want our agent to have. A detailed version of this section is presented in Appendix B.

**Figure 1. Joint distribution of returns and purchase decisions**

Figure 1 shows the distribution of the agent’s return over daily average prices for the episode. We can see from the plot that we are able to solve for each episode independently with our loss function, yet able to produce results that, on average, would be able to maintain a portfolio size equal to the daily purchase behavior, while still attaining a return that is higher than the daily average strategy. Our next step is to determine if we can train a neural network model (a policy function) that can learn the behavior of this agent across episodes.

### 2.6. Fitting the Deep Learning Model on Solved Episodes

As mentioned before, we use a GA to independently solve each episode and then train a neural network model to learn the optimal strategies across these episodes. The decoupling of solving for optimal action while training the neural network to take optimal action greatly simplifies the process of solving this MDP.

We train a deep learning (DL) model, where the input is a sequence of prices $\vec{p}$ and predict the actions $\vec{a}$, that we obtained through from the GA for all 4,245 episodes. As mentioned, since each episode’s prices are already scaled independently using ‘contextual scaling’, we no longer need to worry about making episodes sampled across years comparable. We simply create features before scaling, which capture the price movement for each state within each episode. We feed these features into a simple DL model along with state specific features, such as the number of purchases made up to time $t - 1$ in the episode. We train a feed forward neural network with 6 layers and ReLU activation function at each layer. We divide our 4,245 episodes into 3,745 episodes for training and validation and hold out 500 episodes for the test set.

Our basic model achieves an accuracy of 93.37% in predicting the optimal agent action sequence obtained earlier through the GA on the 33% of our 3,745 episodes reserved for validation. Our model returns an accuracy of 93.92% on the test dataset (500 episode holdout). These accuracies show that our neural network is able to learn an overall policy function that closely resembles the actions taken by the GA to solve each episode. A more detailed assessment of our decoupled model can be found in Appendix C.

$$\text{RoD} = \left( 1 - \frac{\left( \frac{\vec{p} \cdot \vec{a}}{N_{a=2}} \right)}{\bar{p}} \right) \times 100$$ (3)

$$\text{PCoD} = 2N_{a=2} - 30$$ (4)

We finally perform a final out of sample validation (backtesting), before putting our model into production on data from 2020-1-1 to 2020-12-31. This strategy is evaluated against a daily investment strategy on the ETF VTI. We have used 2 metrics to evaluate our strategy. One metric is RoD (Return over Daily), shown in equation 3, which quantifies the percentage return of our strategy based on price differences over daily investment. The second metric that we have used is PCoD (Purchase Count over Daily), shown in equation 4 which is the difference in the stock purchase amounts made by our agent over daily (30 for a month).

The results from back-testing are shown in Table 1. We see the superior performance of our agent as compared to a simple daily investment strategy by a significant 1.26% margin. The agent, however, makes 230 unit purchases versus a daily purchase of 240. We treat this as a tolerable behavior and reserve this as a problem that can be solved in further work by fine-tuning the loss function.

### 3. DQN and Actor Critic Benchmark Creation

Before we set out to test our proposed algorithm in production environment, we also benchmark the performance of our proposed algorithm against Actor-Critic and DQN for completeness. We use the same data as described the previous section to create benchmark performance of the algorithm against the two most common RL algorithms.

$$\mathcal{E} P_i = \frac{i}{30}, \ i \in \{1, 2, ..., 30\}$$ (5)
We present in this section a comparison of performance for the GADLE method with the RL method. In the GADLE method, we are solving for a month at once. Hence, actions for the month are decided at a go and the reward function and further iterations are done at a monthly level. Implementing this one-to-one in RL is not feasible due to the huge action space involved ($2^{30}$ possible actions). Hence, we converted this to an episodic RL problem with episodes spanning each month and solving for one day at a time (in a single timestamp). This problem formulation has one shortcoming. Since we are solving for each day at a time, the agent currently doesn’t have any information to use to control its buying patterns. Hence, we added 2 additional features to the state space. These 2 features are Episode Progress ($\mathcal{EP}$) and Buy Ratio ($BR$) defined as in Equation 5 and 6. Another fundamental difference between the RL methods and the GADLE is the problem formulation. While the GADLE method is a minimisation problem based on the Loss function defined earlier, the RL methods are a maximisation problem for the reward. Hence, we have modelled the reward for these methods as the negative of the loss function to keep them comparable to the results of the GADLE method.

Having discussed the general changes done to convert the problem into an RL problem, details of DQN agent training and Actor-Critic agent training is presented in Appendix E.

**4. Findings and Results**

**4.1. Comparison of Algorithms**

We present in this section a comparison of performance for DQN, Actor-Critic Network and our GADLE Approach across the four parameters: 1) Time taken to train; 2) Sensitivity to hyper-parameters; 3) Consistency with changes in random seed; 4) Qualitative Assessment.

| 2020 Periods          | Average Price   | No. of Purchases |
|----------------------|-----------------|------------------|
|                      | Agent | Daily | SGD | Agent | Daily | PCOD |
| JAN 2ND - FEB 13TH   | 160.86 | 161.98 | 0.68 % | 30 | 30 | 0 |
| FEB 14TH - MAR 27TH  | 129.77 | 139.38 | 6.89 % | 38 | 30 | 8 |
| MAR 30TH - MAY 11TH  | 137.74 | 135.13 | -1.93 % | 2 | 30 | -28 |
| MAY 12TH - JUN 23RD  | 146.47 | 149.88 | 2.27 % | 34 | 30 | 4 |
| JUN 24TH - AUG 5TH   | 154.56 | 157.93 | 2.13 % | 26 | 30 | -4 |
| AUG 6TH - SEP 17TH   | 167.44 | 169.10 | 0.98 % | 42 | 30 | 12 |
| SEP 18TH - OCT 29TH  | 168.30 | 169.61 | 0.76 % | 44 | 30 | 14 |
| OCT 30TH - DEC 11TH  | 172.05 | 180.83 | 4.85 % | 14 | 30 | -16 |
| **Overall**           | 155.99 | 157.98 | 1.26 % | 230 | 240 | -10 |

There is a fundamental difference between how this problem is solved by our proposed GADLE method and the RL method. In the GADLE method, we are solving for a month at once. Hence, actions for the month are decided at a go and the reward function and further iterations are done at a monthly level. Implementing this one-to-one in RL is not feasible due to the huge action space involved ($2^{30}$ possible actions). Hence, we converted this to an episodic RL problem with episodes spanning each month and solving for one day at a time (in a single timestamp). This problem formulation has one shortcoming. Since we are solving for each day at a time, the agent currently doesn’t have any information to use to control its buying patterns. Hence, we added 2 additional features to the state space. These 2 features are Episode Progress ($\mathcal{EP}$) and Buy Ratio ($BR$) defined as in Equation 5 and 6.

\[
BR_i = \sum_{k=1}^{i} N_{a=2,k}^i, \quad i \in \{1, 2, \ldots, 30\} \tag{6}
\]

4.1.1. Time to Train

Both the GADLE approach and the RL methods have a NN architecture embedded into the overall architecture and hence, need some time to train before evaluation. We have used the same compute power to train all of these algorithms but capped the training time to 24 hours. We ran all of these on a machine with 16 Core Intel CPU and an NVIDIA P100 GPU. Comparison for time taken to train for different algorithms can be seen in Table 2.

It can be seen that the total time to train for the proposed GADLE approach is just 33 minutes as compared to the 24 hours (maximum permitted time) for either of the RL methods. One thing to note is that we have ignored the time to prepare data for training and other steps as it is common across all the 3 different algorithms with very little variation. It can also be seen that the speed (episode / hour) for the DQN algorithm is worst and it is best for Actor-Critic. However, the episodes needed for the Actor-Critic algorithm - due to the inherent nature of RL methods - to yield good results are much larger than the episodes needed for the GADLE approach. Hence, this in turn yields that the GADLE approach trains much faster.

4.1.2. Sensitivity

Another difference between our proposed GADLE method and the RL based methods is the difficulty of finding optimal parameters. The GADLE method requires parameters for Genetic Algorithm (that are listed in Table 6 in appendix A) while the RL based methods require parameters for Learning Rate, Decay and Discount Factor (highlighted in Table 9 and Table 7 in appendix D). However, we observed that finding
We discuss here the consistency of the performance of the models. We show this by running the same code for multiple iterations using different random seeds and then highlighting the variance in the performance metrics. We selected the same two metrics for evaluating the performance as described in Equations 3 and 4 i.e. Agent RoD (return over daily) and Agent Monthly PCoD (purchase count over daily averaged over a month). The former metric highlights the efficacy of the agent to select the best buy options and the second metric helps keep a track of any under-purchasing or over-purchasing over the daily agent.

We ran all the different methods 40 times with a different random seed to check their consistency and report RoD and PCoD scores when evaluated on the 2020 data.

We can see the variation of performance for all three methods in table 4. The GADLE method was found to be very robust in terms of returns, with all 40 iterations performing better than the daily agent with a mean RoD of 1.52% and a standard deviation of 0.42%. However, there is a slight under-purchasing trend that can be observed in some of the cases, but it was observed that more than 50% of the iterations were within the ±2 PCoD region. As compared to this, the performance of Actor-critic method was less promising. 5 of the total 40 runs were marked unsuccessful as those runs had below par reward progressions as compared to the others. For the remaining 35 runs, roughly 25% of the runs were found to be worse than the daily agent and only about 50% of the runs were found to yield RoD value greater than 1%. Further, a mean RoD of 0.79% and a high standard deviation of 1.78%, the performance was found to be vastly inferior to GADLE method. Due to the poor performance of DQN in previous section, we did not feel the need to elaborate the results further. Further details and comparisons around the training and RoD, PCoD distributions can be found in appendix F.

4.1.3. CONSISTENCY

We discuss here the consistency of the performance of the models. We show this by running the same code for multiple iterations using different random seeds and then highlighting the variance in the performance metrics. We selected the same two metrics for evaluating the performance as described in Equations 3 and 4 i.e. Agent RoD (return over daily) and Agent Monthly PCoD (purchase count over daily averaged over a month). The former metric highlights the efficacy of the agent to select the best buy options and the second metric helps keep a track of any under-purchasing or over-purchasing over the daily agent.

We ran all the different methods 40 times with a different random seed to check their consistency and report RoD and PCoD scores when evaluated on the 2020 data.

We can see the variation of performance for all three methods in table 4. The GADLE method was found to be very robust in terms of returns, with all 40 iterations performing better than the daily agent with a mean RoD of 1.52% and a standard deviation of 0.42%. However, there is a slight under-purchasing trend that can be observed in some of the cases, but it was observed that more than 50% of the iterations were within the ±2 PCoD region. As compared to this, the performance of Actor-critic method was less promising. 5 of the total 40 runs were marked unsuccessful as those runs had below par reward progressions as compared to the others. For the remaining 35 runs, roughly 25% of the runs were found to be worse than the daily agent and only about 50% of the runs were found to yield RoD value greater than 1%. Further, a mean RoD of 0.79% and a high standard deviation of 1.78%, the performance was found to be vastly inferior to GADLE method. Due to the poor performance of DQN in previous section, we did not feel the need to elaborate the results further. Further details and comparisons around the training and RoD, PCoD distributions can be found in appendix F.

4.1.4. QUALITATIVE ASSESSMENT

We qualitatively compared the algorithms using responses of a few data scientists who had no previous experience in any of these methods. It was the general consensus that our
The proposed GADLE method was much more straightforward and easier to understand than the other RL based methods (DQN and Actor-Critic). It was also found that the effort in writing a working code was much more in RL based methods than the GADLE approach. We calculated the approximate lines of code that was written to implement the solution end-to-end, assuming proper libraries are imported and after discounting print statements, import commands, docstrings etc. The number of lines of code for the GADLE approach are 30-45% less than the RL-based approaches. One of the reasons for that is the GADLE approach based on GA doesn’t need an environment class to be defined to get the actions and learn the optimal ones, which RL methods do. Interacting with the environment class, defining the learning algorithm with support for interaction as well as the large number of hyper parameters, all increase the complexity of the RL based methods over the GADLE approach.

### 4.2. Experiment in Production Environment

Finally, we retrain our agent with all available data from 2000-1-1 to 2020-12-31 and put our model to production, using one of the author’s Robinhood trading account and on a cloud virtual machine. Our model runs at 12PM EST everyday and lets the agent take an action of buy twice or hold starting January 2nd, 2021. These results from live agent actions are presented in table 5. The architecture for executing our algorithm is presented in appendix G.

Table 5 shows that our agent once trained on data from 2001-1-1 to 2020-12-31 for the ETF VTI, performs very well against a daily SIP strategy. We can see that the agent makes buy/hold decisions evenly, based on its trained experience, when it expects the market to be under-priced. For each 30 day trading window during 2021, the agent outperforms a daily purchase strategy. Overall the agent improves the daily return by 0.81%. We do observe slight under purchase behavior of our agent. However, given that our agent learned from episodes, which on average made 15 (buy twice) purchase decisions during a 30 day window, our agent should in the long run converge to a number closer to daily SIP trade counts. We discuss some potential reasons for under-purchase in the next section.

### 5. Discussion

Our paper introduced a new algorithm, GADLE, that serves as an alternative to traditional RL techniques. We showed how a long-term wealth building task can be broken down into smaller 30 day episodic tasks and how an agent can be trained on 20 years of historic data broken down into distinct episodes scaled by the context. Our GADLE algorithm demonstrated a 1.26% out-of-sample tests. Our agent also performed well in live production environment as well, with an average return that was 0.81% higher than the traditional SIP. We alleviated some of the key concerns in the domain of machine learning and investing research raised by (Buczynski et al., 2021) by carrying out multiple consistency checks for our model and deploying it in production environment. We did see slight decrease in performance in production environment due to factors such as a) our model was trained on average price for the day, while applied on a single price point during the day; b) we used a python package (yfinance) to fetch stock market data for the ETF that we found to be inconsistent such that the actual price during the day can be different for different pulls of the same data; c) we used a vanilla neural network that achieved a 93% accuracy, a better architecture / model would in theory yield results that are superior; d) and finally, the agent perhaps expects a market correction and hence is under-purchasing continuously in anticipation of a decline. Future work would include addressing some of the limitations above and improve feature engineering and model architectures to improve the accuracy of our neural network. There is scope to use a superior loss function that improves returns by enabling the agent to learn better behavior. Another avenue to explore is to allow the agent to periodically sell holdings to minimize taxes on returns. Future work can also incorporate the cost of borrowing, which can be added to the loss function instead of assuming investor liquidity.

| 2021 Periods       | Average Price | No. of Purchases | Average Price | No. of Purchases |
|---------------------|---------------|------------------|---------------|------------------|
| Agent               | Daily         | ROD              | Agent         | Daily            |
| Jan 4 - Feb 15      | 197.17        | 200.16           | 1.49%         | 20               | 30               | -10          |
| Feb 16 - Mar 29     | 203.64        | 204.58           | 0.45%         | 42               | 30               | 12           |
| Mar 30 - May 12     | 211.36        | 214.87           | 1.63%         | 18               | 30               | -12          |
| May 13 - Jun 24     | 216.23        | 217.97           | 0.79%         | 22               | 30               | -8           |
| Jun 25 - Aug 08     | 218.74        | 225.19           | 2.83%         | 2                | 30               | -28          |
| Aug 09 - Sep 20     | 228.79        | 230.50           | 0.74%         | 32               | 30               | 2            |
| Sep 21 - Nov 01     | 228.93        | 229.52           | 0.26%         | 48               | 30               | 18           |
| Nov 02 - Dec 14     | 236.00        | 239.01           | 1.26%         | 22               | 30               | -8           |
| Overall             | 218.44        | 220.22           | 0.81%         | 206              | 240              | -34          |
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A. Genetic Algorithm Hyperparameters and Usage

Our GA part of the GADLE algorithm is configured with the following hyperparameters:

| PARAMETER                  | DEFINITION                                              | VALUE |
|----------------------------|---------------------------------------------------------|-------|
| NUMBER OF ITERATIONS       | MAXIMUM NUMBER OF TRIES                                 | 200   |
| POPULATION SIZE            | NUMBER OF TRIAL SOLUTIONS IN EACH ITERATION             | 100   |
| MUTATION PROBABILITY       | CHANCE OF EACH GENE TO BE REPLACED BY A RANDOM VALUE     | 0.2   |
| ELITE RATIO                | PROPORTION OF BEST PERFORMING GENES CARRIED OVER TO THE NEXT ITERATION | 0.3   |
| CROSSOVER PROBABILITY      | CHANCE OF EXISTING SOLUTION PASSING ITS GENOME TO NEW SOLUTIONS | 0.4   |
| PARENTS PROPORTION         | PROPORTION OF POPULATION FILLED BY MEMBERS OF PREVIOUS SOLUTIONS | 0.3   |
| STOPPING CRITERIA          | NUMBER OF ITERATIONS WITHOUT ANY IMPROVEMENT IN LOSS | 30    |

Readers should note that using GA to solve for training a DL model can only be applied with the following assumptions:

- The game can be broken down into independent windows of constant length (episodes).
- The game must continue for a sufficiently large number of episodes.
- Rewards are observed in each episode and not a one time or rare event (for example, this method can’t be applied to a game of chess where reward is observed only when the game ends, unless each action on the board has a reward associated with it)
- A machine learning model can be trained to predict the ideal outcome of each episode with a high degree of accuracy.

B. Detailed review of GADLE model data (GA Part of GADLE)

In this section we present an overview of the distribution of returns and actions for the solved episodes. The objective is to show the performance of the agent across each solved episode and gauge its overall performance across 4,245 episodes. Another objective is to see any evident biases in action behavior or returns that we would not want our agent to have. Figure 2a shows the distribution of the agent’s return over daily average prices for the episode, this is calculated as:

\[
\left(1 - \frac{\bar{p} \cdot \bar{a}}{N_{a=2}}\right) \times 100
\]

Figure 2a shows the distribution of the agent’s return over daily average prices for the episode, this is calculated as:

We can see from Figure 2a that about 2,100 episodes (50%) of the episodes have a return between 1-2% over the daily average investment plan and about 3,800 episodes (75%) have a return of more than 1% over the daily average. About
1,200 (25%) of episodes have returns between 0-1% over the daily average. We believe this behavior of the agent is highly desirable, since it generates a positive return of more than 1% on a majority of occasions.

Figure 2b shows the purchasing decisions made by the agent over different episodes, where the x-axis represents the number of occasions on which the agent decided to buy (twice) within the 30 trading days. We can see from the graph that the agents purchase decisions are normally distributed, with a mean around 15 days. This is important, since it shows that our loss function is able to optimize to an average purchase decision of 15 of the 30 days. This means in the long run, on average, our agent would have purchased twice 15 times over a 30 trading day window and hence will have invested, in the long-run, the same amount as a daily investor. Figure 2 also shows another nice property of the distribution, most purchase decisions are between 11 - 19 trading days (90%), which shows that the agent is not over or under-purchasing during most episodes to maximize returns. This also shows that, it is very unlikely that an agent will make 30 consecutive buy decisions across multiple episodes, even though it is theoretically possible. We can control this behavior by further tuning our loss function to truncate consecutive purchase decisions, though it would compromise returns. We leave this topic for future discussion and consideration.

Finally, Figure 2c shows the joint distribution of purchase occasions and returns to determine if higher returns are biased towards fewer purchase decisions. While independently, the distributions make sense, there might be certain unwanted behavior of the agent that may be uncovered in joint distributions. We can see from the joint distribution plot that abnormal returns of more than 5% are not clustered towards low purchase decisions (less than 10 purchases), but are more or less evenly distributed. This exhibits another desirable behavior of our agent.

We can see from above plots that we are able to solve for each episode independently with our loss function, yet able to produce results that, on average, would be able to maintain a portfolio size equal to the daily purchase behavior, while still attaining a return that is higher than the daily average strategy. Our next step is to determine if we can train a neural network model (a policy function) that can learn the behavior of this agent across episodes.

C. Additional Details on GADLE Neural Network Performance (DL Part of GADLE)

We present detailed results from our decoupled models performance in this section. Model accuracies presented in Section 2.6 show that our neural network is able to learn an overall policy function that closely resembles the actions taken by the GA to solve each episode. This fact can be visually seen in Figures 3a and 3b.

![Figure 3a](image1.png) ![Figure 3b](image2.png)

Figure 3a shows that the optimal return over the daily average obtained through the GA is very closely aligned with the returns obtained from a neural trained network model on the holdout test set of 500 episodes.

Similarly Figure 3b shows that the density of predicted versus optimal purchase decisions are very closely aligned, as expected, given our accuracy.
D. DQN and Actor Critic RL Agent Training and Results

D.1. DQN Agent Training

DQN or Deep Q Network is one of the most basic deep RL algorithms that are in use today. This algorithm started the Deep Reinforcement Learning era in 2015. The major driving factor behind using this algorithm is the simplicity of the implementation and the widespread use of Q Learning, which is the most common non-deep RL algorithms. This algorithm involves using deep neural networks as a function to predict Q values given a state and action. This Q value represents the effectiveness of the action taken in that state. This information is transferred to the network by performing gradient descent using loss obtained from the discounted reward function. The full algorithm used to train the DQN agent is also mentioned below:

Algorithm 2 Deep Q-Learning

\[ Q(\theta) \text{, a deep network parametrized by } \theta \text{ that accepts state, action pairs and returns a value estimate, initialized randomly} \]

\[
\text{for } i \leftarrow 0 \text{ to } N \text{ do} \\
\text{for } t \leftarrow 0 \text{ to } 30 \text{ do} \\
\quad \text{With probability } \epsilon, \text{ take random action } a_t \in \{0, 2\} \\
\quad \text{Otherwise } a_t = \arg\max_a Q(\theta)(s_t, a_t) \\
\quad \text{Take action } a_t, \text{ observe reward } r_t \text{ and new state } s_{t+1} \\
\quad \text{Store examples in replay buffer} \\
\quad \text{Perform gradient descent on } Q(\theta) \\
\text{end} \\
\text{end}
\]

Table 7. Parameters for DQN training

| PARAMETER                        | DEFINITION                                         | VALUE  |
|----------------------------------|----------------------------------------------------|--------|
| EXPERIENCE REPLAY               | BUFFER SIZE USED                                   | 7500   |
|                                  | UNUSUAL SAMPLING FACTOR                            | 0.9    |
|                                  | BATCH SIZE SAMPLED FROM THE EXPERIENCE REPLAY      | 32     |
| LEARNING RATE                    | INITIAL LEARNING RATE                              | 0.001  |
|                                  | EXPONENTIAL DECAY STEPS                            | 1000   |
|                                  | EXPONENTIAL DECAY RATE                             | 0.99   |
|                                  | EXPONENTIAL DECAY STAIRCASE                        | TRUE   |
| EPSILON                          | INITIAL EXPLORATION RATE                           | 1.0    |
|                                  | MINIMUM EXPLORATION RATE                           | 0.01   |
|                                  | EXPLORATION DECAY RATE (PER EPISODE)               | 0.999  |
| TOTAL EPISODES                   | NUMBER OF EPISODES (CAPPED AT 24 HR RUNTIME)      | 1440   |
| BATCH SIZE                       | SIZE OF BATCH FOR Q NETWORK TRAINING               | 32     |
| DISCOUNT FACTOR                  | DISCOUNT FACTOR FOR FUTURE REWARDS                 | 0.95   |
| TARGET SYNC                      | EPISODES TO SYNC TARGET AND Q NETWORK WEIGHTS      | 2      |

We implemented this algorithm with the same neural network architecture as used in the GADLE method to ensure same number of trainable parameters in each. We also modified the experience replay to give more weightage to non-zero reward samples while sampling data for training. A unusual sampling factor of 0 would cause extreme weightage shift and would only return non-zero reward samples, while an unusual sampling factor value of 1 would correspond to uniform sampling. After performing some tests, we set the value of this parameter to 0.9. Apart from this, we are also using a learning rate scheduler and an epsilon decay scheme. The details of these and the rest of the parameters used for training are mentioned in Table 7.

The training for DQN was observed to be very slow as compared to GADLE method. It took roughly 1 minute to train for a single episode on an NVIDIA Tesla P100. Hence, for computational reasons, we decided to keep the upper limit of training time to be 24 hours. This capping corresponded to a total of 1440 episodes for DQN. Another thing that we observed for DQN was it was not very consistent in its runs and the run heavily depended on the hyperparameters. Even a small change
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Table 8. DQN Agent return and purchase decisions over daily SIP

| 2020 PERIODS       | AVERAGE PRICE | NO. OF PURCHASES |
|---------------------|---------------|------------------|
|                     | AGENT DAILY   | RPD DAILY PCOD   |
| JAN 2ND - FEB 13TH  | 163.43        | 161.98 -0.89 %   | 30 30 0 |
| FEB 14TH - MAR 27TH | 125.49        | 139.38 9.96 %    | 34 30 4 |
| MAR 30TH - MAY 11TH | 136.27        | 135.13 -0.85 %   | 36 30 6 |
| MAY 12TH - JUN 23RD | 146.05        | 149.88 2.56 %    | 18 30 -12 |
| JUN 24TH - AUG 5TH  | 160.67        | 157.93 -1.74 %   | 30 30 0 |
| AUG 6TH - SEP 17TH  | 170.18        | 169.10 -0.64 %   | 40 30 10 |
| SEP 18TH - OCT 29TH | 170.98        | 169.61 -0.81 %   | 2 30 -28 |
| OCT 30TH - DEC 11TH | 182.50        | 180.83 -0.92 %   | 50 30 20 |
| OVERALL             | 157.49        | 157.98 0.31 %    | 240 240 0 |

could lead to the run failing, which we defined as the run having either a buy ratio of 0 (not purchasing anything) or 1 (purchasing everything, effectively equal to SIP). We would discuss this in much more detail in further sections.

After analysing the results for the completed runs, we found that even after implementing the exact same reward function structure as the GADLE and after doing some hyperparameter tuning, the results were not satisfactory. The performance of the DQN model on the 2020 data can be seen in Table 8. It can be seen that the Return over Daily is just 0.31% as compared to the 1.26% observed in GADLE.

![Training plots for DQN agent](image)

(a) Running reward over episodes  
(b) Buy ratio over episodes

Figure 4. Training plots for DQN agent

The training plots for DQN training can be seen in Figure 4. They also show a very similar picture. It can be seen in Figure 4a that the reward is not going up, and in general, have a slightly downward trend. It can also be noticed that it does seem to rise sharply towards the end of the episode, but it has been noticed that such peaks are short lived (as can bee seen around Episodes 250 and 800). The buy ratio plot seen in Figure 4b also doesn’t show any convergence to the optimal buy value which is 0.5 in our case.

D.2. Actor-Critic Agent Training

Actor-Critic Agents are one of the most common agent based deep RL techniques in use today. The asynchronous version of this algorithm (A3C) gives state of the art results for most benchmark problems in RL. This algorithm involves 2 different agents, actor and critic. The role of the actor is to return probabilities for each action in the action space given the state based on the ‘goodness’ of the action. On the other hand, the role of the critic is to judge the action taken by the actor, hence encouraging the actor to select the actions with better and better rewards.

Here, we have used a variation of the Actor-critic algorithm where the actor and the critic share the same backbone. This was done to ensure that the neural network structure remains the same across our different methods. Also, we tried out vanilla Actor-critic and on inspection we found that it was performing well below par due to some exploration issues. Hence, we modified it a little bit to have a controlled exploration rate, guided by a decaying epsilon, much like the epsilon greedy
Algorithm 3 Modified Advantage Actor-Critic (A2C)

\[ A_\theta, \text{ a deep actor network parametrized by } \theta \text{ that accepts state and returns action probabilities for each possible action} \]
\[ C_\theta, \text{ a deep critic network parametrized by } \theta \text{ that returns a critic estimate} \]
(Both \( A_\theta \) and \( C_\theta \) share the same backbone and are initialised randomly)
\[ \gamma = 0.97, \text{ discount factor} \]
\[ r_{R} = 0, \text{ running reward} \]
\[ r_{R_{\text{max}}} = -\infty, \text{ maximum running reward} \]
\[ \epsilon = 1.0, \text{ exploration rate} \]
\[ \epsilon_{\text{min}} = 0.01, \text{ minimum exploration rate} \]
\[ \epsilon_{\text{decay}} = 0.999, \text{ exploration rate decay factor} \]

\[
\text{for forever until not solved do}
\]
- Sample a random episode and initialise \( s_t = s_0 \)
- for \( t \leftarrow 0 \) to 30
  - Get action probabilities vector \( \bar{a}_t = A_\theta(s_t) \)
  - Get critic value \( c_t = C_\theta(s_t) \)
  - With probability \( \epsilon \), take action \( a_t \in \{0,2\} \) based on \( \bar{a}_t \)
  - Otherwise \( a_t = \arg \max_a \bar{a}_t \)
  - Take action \( a_t \), observe reward \( r_t \) and new state \( s_{t+1} \)
  - Store \( \log a_t, c_t \) and \( r_t \) in history \( H(a,c,r) \)
- If \( \epsilon > \epsilon_{\text{min}} \) then \( \epsilon = \epsilon \times \epsilon_{\text{decay}} \)
- \( r_{R} = 0.05 \times r_{\text{episode}} + 0.95 \times r_{R} \)
- Replace \( H(r) \) with normalised discounted rewards using \( \gamma \)

\[
\text{for } \log \text{prob, value, return } \leftarrow H(a,c,r) \text{ do}
\]
  - Advantage \( \text{adv} = \text{return} - \text{value} \)
  - Actor Loss \( L_A = -\log \text{prob} \times \text{adv} \)
  - Critic Loss \( L_C = L_H(\text{value, return}) \) where \( L_H \) is the Huber loss function

- Perform gradient descent on \( A_\theta, C_\theta \)
- Clear history \( H(a,c,r) \)

end

The full algorithm used to train the Actor-critic agent is also shown for better clarity.

Apart from this, we have also used an exponential learning rate decay function for the actor-critic network training. Also, the epsilon-decay and learning rate parameters are kept exactly the same as those used while training the DQN agent. The details of these and the rest of the parameters can be seen in Table 9.

The training for Actor-critic was much faster than DQN training. However, since RL algorithms need some time to explore the action space and slowly learn the optimum actions for each state space, it was expected that the algorithm would take more time than the GADLE method to get comparable results. However, to keep the comparison just between the different algorithms, we decided to cap the training time for this too at 24 hours, like the DQN agent. However, since Actor-critic was much faster, this limit corresponded to roughly 288,000 episodes.

After analysing the results for the completed runs, we observed that the performance of Actor-critic was slightly better than our proposed GADLE. The evaluation of the agent on the 2020 data can be seen in Table 10. Actor-critic agent was able to achieve an RoD value of 1.38% compared to the 1.26% of GADLE. The PCoD was also reasonable coming down to an average of -1.25 purchase difference per 30 purchases made by daily. This would average out to zero in the long run, as explained earlier.

The training plots for the Actor-critic agent can be seen in Figure 5. They are very close to the ideal plots we expected from an RL method. In Figure 5a we can see that the reward is going steadily up with episodes. It can be seen that there were some fluctuations in the beginning which can be attributed to the high exploration rate enforced by our modified algorithm. Also, it can also be seen in Figure 5b that the buy ratio is converging slowly close to the optimum value of 0.5.
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Table 9. Parameters for Actor-Critic training

| PARAMETER          | DEFINITION             | VALUE |
|--------------------|------------------------|-------|
| LEARNING RATE      | INITIAL LEARNING RATE  | 0.001 |
|                    | EXPONENTIAL DECAY STEPS| 1000  |
|                    | EXPONENTIAL DECAY RATE | 0.99  |
|                    | EXPONENTIAL DECAY STAIRCASE | TRUE |
| EPSILON            | INITIAL EXPLORATION RATE | 1.0   |
|                    | MINIMUM EXPLORATION RATE | 0.01  |
|                    | EXPLORATION DECAY RATE PER EPISODE | 0.999 |
| DISCOUNT FACTOR    | DISCOUNT FACTOR FOR FUTURE REWARDS | 0.97 |

Table 10. Actor-Critic Agent return and purchase decisions over daily SIP

| 2020 PERIODS           | AVERAGE PRICE | NO. OF PURCHASES |
|------------------------|---------------|------------------|
|                        | AGENT DAILY   | RO(C)            |                  |
| JAN 2ND - FEB 13TH     | 161.80        | 161.98           | 0.11 %           |
| FEB 14TH - MAR 27TH    | 134.27        | 139.38           | 3.66 %           |
| MAR 30TH - MAY 11TH    | 136.01        | 135.13           | -0.65 %          |
| MAY 12TH - JUN 23RD    | 150.14        | 149.88           | -0.17 %          |
| JUN 24TH - AUG 5TH     | 158.67        | 157.93           | -0.47 %          |
| AUG 6TH - SEP 17TH     | 168.86        | 169.10           | 0.14 %           |
| SEP 18TH - OCT 29TH    | 171.02        | 169.61           | -0.83 %          |
| OCT 30TH - DEC 11TH    | 181.30        | 180.83           | -0.26 %          |
| OVERALL                | 155.80        | 157.98           | 1.38 %           |

(a) Running reward over episodes (b) Buy ratio over episodes

Figure 5. Training plots for Actor-critic agent

E. Sensitivity runs for all algorithms

The sensitivity results for GADLE methods are present in Table 11. Several parameters pertaining to GA have been either increased or decreased by 20 % from the baseline values as present in Table 6. All of these have been re-trained and evaluated on the 2020 data. It can be seen from the table that the performance of all these variations are very comparable to that of our original run, the baseline. One thing to note is that no run was stuck or gave outrageous results to be classified as failed. To quantify this, we also calculated the absolute average deviation of all these different variations with baseline and presented in the table. The Agent Average price deviation comes out to be 0.51 and that of RoD (return over daily) and PCoD (purchase count over daily averaged over a month) comes out to be 0.33 % and 1.42 respectively. These are very less and are easily understandable. Hence, we can say that our proposed GADLE method is quite stable with respect to its parameters.

The sensitivity results for Actor-critic method are present in Table 12. It can be seen that 2 runs failed wherein we increased
the initial learning rate and increased the learning rate decay rate. Also, other runs which did successfully run, the variation in performance is huge as compared to GADLE. This can also be seen in the values of the average absolute deviations. The RoD and PCoD variation is 1.75% and 4.61 respectively, which compared to the corresponding values for GADLE method are extremely high. This shows that Actor-critic method training is very sensitive to change in its parameters.

Table 11. GADLE Agent performance variation with change in parameters

| PARAMETER CHANGE       | AGENT AVG | DAILY AVG | RoD | PCoD |
|------------------------|-----------|-----------|-----|------|
| BASELINE               | 155.99    | 157.98    | -1.26 % | -1.25 |
| POPULATION SIZE DEC    | 156.16    | 157.98    | 1.15 %     | -0.5 |
| POPULATION SIZE INC    | 156.89    | 157.98    | 0.69 %     | -2.75 |
| CROSSOVER PROBABILITY DEC | 156.10   | 157.98    | 1.19 %     | -1.75 |
| CROSSOVER PROBABILITY INC | 156.10  | 157.98    | 1.19 %     | -3.0 |
| MUTATION PROBABILITY DEC | 155.10   | 157.98    | 1.82 %     | -2.5 |
| MUTATION PROBABILITY INC | 157.09   | 157.98    | 0.56 %     | -5.0 |
| ELITE RATIO DEC        | 156.25    | 157.98    | 1.10 %     | -1.0 |
| PARENTS PORTION INC    | 156.51    | 157.98    | 0.93 %     | -0.75 |
| CROSSOVER TYPE TWO POINT | 156.24    | 157.98    | 1.10 %     | 0.75 |
| CROSSOVER TYPE ONE POINT | 156.81   | 157.98    | 0.74 %     | -3.25 |
| AVG. ABSOLUTE DEVIATION | 0.51      | 0.0       | 0.33 %     | 1.42 |

Table 12. Actor-critic Agent performance variation with change in parameters

| PARAMETER CHANGE | AGENT AVG | DAILY AVG | RoD | PCoD |
|------------------|-----------|-----------|-----|------|
| BASELINE         | 155.80    | 157.98    | 1.38% | -1.25 |
| INITIAL $\epsilon$ DEC | 158.95 | 157.98 | -0.61% | -0.75 |
| MINIMUM $\epsilon$ DEC | 159.14 | 157.98 | -0.73% | 2.75 |
| MINIMUM $\epsilon$ INC | 160.72 | 157.98 | -1.73% | -12.75 |
| $\epsilon$ DECAY RATE DEC | 160.51 | 157.98 | -1.60% | -8.75 |
| $\epsilon$ DECAY RATE INC | 157.76 | 157.98 | 0.14% | 7.25 |
| INITIAL LR RATE DEC | 155.13 | 157.98 | 1.80% | -1.75 |
| INITIAL LR RATE INC | FAIL     | FAIL     | FAIL | FAIL |
| LR RATE STEPS DEC | 158.58 | 157.98 | -0.38% | -3.0 |
| LR RATE STEPS INC | 156.33 | 157.98 | 1.04% | -6.75 |
| LR DECAY RATE DEC | 158.68 | 157.98 | -0.44% | 0.5 |
| LR DECAY RATE INC  | FAIL     | FAIL     | FAIL | FAIL |
| AVG. ABSOLUTE DEVIATION | 2.77 | 0.0 | 1.75% | 4.61 |

We haven’t included the sensitivity results for the DQN method as it was so unstable, that even a slight change in its parameters lead to the run crashing and the model obtained either purchased nothing or everything.

To summarise, we would say that our proposed GADLE method is much more stable with respect to its parameters than Actor-critic method and also, the DQN agent is extremely volatile. Hence, conversely, finding optimal parameters is much easier in GADLE method than the other 2 RL-based methods.

F. Consistency runs for all algorithms

As shown in section 4.1.3, GADLE method performs in a manner more reliable when initiated with a random seed as compared to DQN and Actor-Critic. In this section we show further details and plots for the same.

The GADLE method was found to be very robust in terms of returns, with all 40 iterations performing better than the daily agent and more than 90% of the iterations yielding returns greater than 1% over daily agent as seen in Figure 6a. Also, the agent is purchasing almost equal number of times as the daily SIP as can be seen in Figure 6b. However, there is a slight under-purchasing trend that can be observed in some of the cases, but it can be observed that more than 50% of the iterations are within the $\pm 2$ PCoD region. Hence, it can be said that the level of under-purchase is very minute and will average out to 0 over long term, as demonstrated earlier.
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The variation of performance for the Actor-critic agent can be seen in Figure 7. It should be taken into account that 5 of the total 40 runs were marked unsuccessful as those runs had below par reward progressions as compared to the others. Also, the reward was either not increasing at all, or was too erratic to be considered a stable run. The Actor-critic agent was found to be significantly worse than our proposed GADLE method in robustness. Roughly 25% of the runs were found to be worse than the daily agent and only about 50% of the runs were found to yield RoD value greater than 1% as can be seen in Figure 7a. Also, it was found that roughly 50% of the runs lied within the $\pm 5$ PCoD region which is acceptable at best.

We further show the consistency of results by plotting the training plots for both DQN and Actor-critic. It can be seen from the reward in figure 8 and 9, plots (a) and (c) that the general trend for all the runs is increasing rewards which is expected and good, however, for both DQN and Actor-Critic, there are certain runs with negative rewards - which we categorize as failed runs. Further, it can be observed that the low-hanging reward runs from the plots are removed in the pruned version (figure 8 and 9, plot (c)). Finally, it can be seen from the pruned version of the plot a conical convergence general theme emerging from the runs depicting convergence to a near 0.5 value (figure 8 and 9, plot (d)).
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Figure 8. DQN agent performance variation for consistency runs. Plots (a) and (b) show the plots for all 40 consistency runs while (c) and (d) prune 14 failed runs and only show successful runs. The consistency runs (in blue) are overlaid with the original run (in red).

Figure 9. Actor-critic agent performance variation for consistency runs. Plots (a) and (b) show the plots for all 40 consistency runs while (c) and (d) prune 5 failed runs and only show successful runs. The consistency runs (in blue) are overlaid with the original run (in red).
G. Production Architecture for GADLE testing

We present in this section the architecture diagram used to execute our agent decisions in production environment in figure 10.

![Diagram of Production Architecture](image)

*Figure 10. Architecture for executing our algorithm in production environment*