Curvature of fluctuation geometry and its implications on Riemannian fluctuation theory
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Abstract

Fluctuation geometry was recently proposed as a counterpart approach of the Riemannian geometry of inference theory (widely known as information geometry). This theory describes the geometric features of the statistical manifold \( \mathcal{M} \) of random events that are described by a family of continuous distributions \( dp(x|\theta) \). A main goal of this work is to clarify the statistical relevance of the Levi-Civita curvature tensor \( R_{ijkl}(x|\theta) \) of the statistical manifold \( \mathcal{M} \). For this purpose, the notion of irreducible statistical correlations is introduced. Specifically, a distribution \( dp(x|\theta) \) exhibits irreducible statistical correlations if every distribution \( dp(\tilde{x}|\theta) \) obtained from \( dp(x|\theta) \) by considering a coordinate change \( \tilde{x} = \phi(x) \) cannot be factorized into independent distributions as \( dp(\tilde{x}|\theta) = \prod_i dp^{(i)}(\tilde{x}_i|\theta) \). It is shown that the curvature tensor \( R_{ijkl}(x|\theta) \) arises as a direct indicator about the existence of irreducible statistical correlations. Moreover, the curvature scalar \( R(x|\theta) \) allows us to introduce a criterium for the applicability of the Gaussian approximation of a given distribution function. This type of asymptotic result is obtained in the framework of the second-order geometric expansion of the distribution family \( dp(x|\theta) \), which appears as a counterpart development of the high-order asymptotic theory of statistical estimation. In physics, fluctuation geometry represents the mathematical apparatus of a Riemannian extension for Einstein’s fluctuation theory of statistical mechanics. Some exact results of fluctuation geometry are now employed to derive the invariant fluctuation theorems. Moreover, the curvature scalar allows us to express some asymptotic formulae that account for the system fluctuating behavior beyond the Gaussian approximation, e.g.: it appears as a second-order correction of the Legendre transformation between thermodynamic potentials, \( P(\theta) = \theta_s - s(\bar{x}|\theta) + k^2 R(x|\theta)/6 \).

PACS numbers: 02.50.–r, 02.40.Ky, 05.45.–a, 02.50.Tt
1. Introduction

While attempting to obtain more general fluctuation theorems for systems in thermodynamic equilibrium, Curilef and I have discovered a remarkable analogy between fluctuation theory and inference theory [1]. The analysis of this analogy and its related mathematical questions motivates, by itself, a revision of foundations of classical statistical mechanics. For example, these statistical theories exhibit certain inequalities in the form of uncertainty-like relations, e.g.: particular forms of the Cramer–Rao theorem and their counterparts in the framework of fluctuation theory [2]. Such inequalities provide strong support to Bohr’s conjecture about the existence of complementary quantities in any physical theory with a statistical apparatus [3–5]. This viewpoint was employed in [6] to propose a reformulation of the principles of classical statistical mechanics starting from the notion of complementarity.

Recently, the same analogy was considered in [7] to propose a Riemannian extension of Einstein’s fluctuation theory. The mathematical apparatus of this development is the Riemannian geometry of fluctuation theory, which is hereinafter referred to as fluctuation geometry [8]. Roughly speaking, fluctuation geometry constitutes a counterpart approach of the Riemannian geometry of inference theory in the framework of continuous distributions [9]. I understand that this form of statistical geometry is previously unknown in the literature, so that its study was recently addressed from an axiomatic perspective in [8]. This paper represents a continuation of this previous work.

The present contribution is devoted to deepen mathematical aspects and physical implications of fluctuation geometry, in particular, to clarify the statistical relevance of the curvature of this Riemannian geometry and discuss new implications on the Riemannian extension of Einstein’s fluctuation theory. Previously [8], I conjectured that the curvature notion of fluctuation geometry should account for the existence of irreducible statistical correlations. The validity of this conjecture will be analyzed in this work, as well as the role of the curvature tensor in the second-order geometric expansion of a continuous distribution. For the sake of self-consistency, this study is preceded by an introduction to fluctuation geometry, which is devoted to discuss some key concepts and results of this statistical development.

2. An introduction to fluctuation geometry

2.1. Statistical manifolds $\mathcal{M}$ and $\mathcal{P}$ and their coordinate representations

Let us denote by $\mathcal{M}$ a certain universe of random events, and by $\epsilon$ an elementary event of $\mathcal{M}$. The event $\epsilon$ is elementary because the occurrence of any event $A \in \mathcal{M}$ implies either the occurrence of the event $\epsilon$ or its non-occurrence. As expected, any general event $A \in \mathcal{M}$ can be regarded as a subset of elementary events. Hereinafter, only elementary events are considered, so that any elementary event $\epsilon$ will be simply referred to as an event. Let us consider that behavior of random events depends on certain external conditions, which are denoted by $\mathcal{E}$. The universe of all admissible external conditions $\mathcal{E}$ constitutes a second abstract space $\mathcal{P}$, the space of external conditions. Hereinafter, let us admit that the universe of random events $\mathcal{M}$ and the space of external conditions $\mathcal{P}$ also represent smooth manifolds that are endowed with a differential structure. In other words, $\mathcal{M}$ and $\mathcal{P}$ are differentiable manifolds (they are locally

---

1 The Riemannian geometry of inference theory is widely known in the literature as information geometry or Riemannian geometry on statistical manifolds [9]. Nevertheless, the denomination inference geometry was previously adopted in [8] to avoid the ambiguity with fluctuation geometry and emphasize the existing connections between these two developments. In my opinion, denominations such as information geometry or Riemannian geometry on statistical manifolds can equivalently apply for both the Riemannian geometries of fluctuation theory and inference theory.
similar enough to real spaces to allow the development of differential and integral calculus. For the sake of convenience, let us assume that the manifold $\mathcal{M}(\mathcal{P})$ exhibits a diffeomorphism with the real space $\mathbb{R}^n$ ($\mathbb{R}^m$).

Let us consider that the manifolds of random events $\mathcal{M}$ and the external conditions $\mathcal{P}$ are abstract mathematical objects. From the physical viewpoint, one can perform a quantitative characterization about the occurrence of a given event $\epsilon$ throughout measuring certain observable quantities. Of course, any observable that is measured in this context is a random quantity. Mathematically speaking, a random quantity is defined as a real function $\sigma(\epsilon)$ of random events, that is, a map of the statistical manifold $\mathcal{M}$ on the one-dimensional real space $\mathbb{R}$, $\sigma : \mathcal{M} \rightarrow \mathbb{R}$. Let us now consider a set of $n$ independent random quantities $\xi = (\sigma^1, \sigma^2, \ldots, \sigma^n)$, and denote by $x = (x^1, x^2, \ldots, x^n)$ a certain set of their admissible values. It is said that the set of random quantities $\xi$ is complete when the same one constitutes a diffeomorphism $\xi : \mathcal{M} \rightarrow \mathcal{R}_x$ between the statistical manifold $\mathcal{M}$ and a certain subset $\mathcal{R}_x \subset \mathbb{R}^n$. The real subset $\mathcal{R}_x$ will be regarded as a coordinate representation of the manifold $\mathcal{M}$ in the $n$-dimensional real space $\mathbb{R}^n$, while $x = (x^1, x^2, \ldots, x^n)$ denotes the coordinates of a certain event $\epsilon \in \mathcal{M}$. Analogously, let us also assume that any realization of the external conditions $\mathcal{E}$ can be parameterized by a set of continuous real variables $\theta = (\theta^1, \theta^2, \ldots, \theta^m)$ that belong to a subset $\mathcal{R}_\theta$ of the $m$-dimensional real space $\mathbb{R}^m$. Let us suppose that the correspondence $\theta : \mathcal{P} \rightarrow \mathcal{R}_\theta$ represents a diffeomorphism. Hereinafter, the real subset $\mathcal{R}_\theta$ will be regarded as a coordinate representation of the manifold $\mathcal{P}$.

One can perform an indirect but complete characterization of the abstract statistical manifolds $\mathcal{M}$ and $\mathcal{P}$ studying the behavior of a complete set of random quantities $\xi$. Specifically, the behavior of these random quantities is fully determined by knowledge of the family of continuous distributions

$$dp_{\xi}(x|\theta) = \rho_{\xi}(x|\theta) \, dx,$$

where the non-negative function $\rho_{\xi}(x|\theta)$ is the probability density, while $dx$ denotes the ordinary volume element (Lebesgue measure of the $n$-dimensional real space $\mathbb{R}^n$). Denoting by $\mathcal{S} \subset \mathcal{R}_x$, the integral

$$p_{\xi}(\mathcal{S}|\theta) = \int_{\mathcal{S}} dp_{\xi}(x|\theta)$$

provides the probability that the complete set of random quantities $\xi$ takes any value $x \in \mathcal{S}$ under the external conditions $\mathcal{E}$ with coordinates $\theta = (\theta^1, \theta^2, \ldots, \theta^m)$. Considering the diffeomorphisms $\xi : \mathcal{M} \rightarrow \mathcal{R}_x$ and $\theta : \mathcal{P} \rightarrow \mathcal{R}_\theta$, it is evident that continuous distribution family (1) provides a coordinate representation for the abstract distribution family of random events $dp(\epsilon|\mathcal{E})$:

$$dp(\epsilon|\mathcal{E}) \equiv dp_{\xi}(x|\theta).$$

Here, each point $\theta \in \mathcal{R}_\theta$ is associated with only one member of the distribution family (1). The set of continuous variables $\theta = (\theta^1, \theta^2, \ldots, \theta^m)$ arise here as control parameters of distribution family (1) because the same ones parameterize the shape of these distributions. Consequently, the statistical manifold of external conditions $\mathcal{P}$ can also be referred to as the statistical manifold of distribution functions. The concrete mathematical form of the distribution family (1) can be reconstructed from the experiment using the methods of statistical inference [10]. The analysis of such statistical methods is outside the interest of this work. In contrast, the main interest here concerns the information about the abstract statistical manifolds $\mathcal{M}$ and $\mathcal{P}$ that is obtained from knowledge of the family of continuous distributions (1).

Note that a complete set of random quantities $\xi$ exhibits a certain analogy with the notion of complete set of commuting observables in quantum mechanics, which allows a univocal definition for the state $\Psi$ of a certain system.
Example 1. In statistical mechanics, Boltzmann–Gibbs distributions
\[
dp(U, O|\beta, w) = \frac{1}{Z(\beta, w)} \exp(-\beta(U + wO))\Omega(U, O) \, dU \, dO
\] (4)
are commonly employed to describe the macroscopic behavior of an open classical system in thermodynamic equilibrium [11], with \(\Omega(U, O)\) and \(Z(\beta, w)\) being the so-called states density and the partition function, respectively. An elementary event \(\epsilon\) here is that the open system is found in a given macroscopic state. Experimentally, the realization of a given macroscopic state \(\epsilon\) can be parameterized by a certain set of macroscopic observables \(x = (V, M, M, \ldots)\), in particular, the volume \(V\), the total angular momentum \(M\), the magnetization \(M\), etc. The external conditions \(\mathcal{E}\) are parameterized by control parameters \(\theta = (\beta, w)\) with an intrinsic statistical significance, such as the environmental inverse temperature \(\beta = 1/kT\) (\(k\) is Boltzmann’s constant) and the external thermodynamic forces \(w = (p, -\omega, -H, \ldots)\), in particular, the external pressure \(p\), the rotation frequency \(\omega\), the external magnetic field \(H\), etc.

Example 2. Quantum mechanics provide other examples of continuous distributions. A particular case is the spatial distribution of an \(N\)-body non-relativistic quantum system:
\[
dp(x|a) = |\Psi(x; a)|^2 \, d^3x.
\] (5)
Here, the random elementary event \(\epsilon\) is that the quantum system (a set of \(N\) non-relativistic microparticles) is found in the positions \(x = (x_1, x_2, \ldots, x_N)\) of the \(N\)-body configuration space \(\mathbb{P}^N\). Experimentally, one needs to adopt a certain reference frame to provide a quantitative parameterization of the physical space \(\mathbb{P}\), as well as the consideration of a given coordinate system (Cartesian coordinates, polar coordinates, spherical coordinates, etc). Here, \(\Psi(x; a)\) denotes the so-called wavefunction:
\[
\Psi(x; a) = \sum_k a_k \psi_k(x),
\] (6)
which is expanded using a certain basis \(\{\psi_k(x)\}\) of the Hilbert space \(\mathcal{H}\). The external conditions \(\mathcal{E}\) correspond to the so-called preparations of a quantum state [12], whose control parameters \(\theta \sim a = (a_k)\) are the wave amplitudes. It is worth remarking that although the wave amplitudes represent a set of complex numbers, each complex number can be represented by an array of two real numbers, so that the abstract manifold \(\mathcal{P}\) can also be represented by a subset of a certain \(m\)-dimensional real space \(\mathbb{R}^m\).

2.2. Coordinate changes and diffeomorphic distributions
Quantitative characterization of the abstract statistical manifolds \(M\) and \(\mathcal{P}\) demands considering some coordinate representations of them. In particular, one needs to choose a complete set of random quantities \(x\) to parameterize the occurrence of a given event \(\epsilon\). This choice can always be performed in multiple ways. Let us consider two different complete sets of random quantities \(x\) and \(\tilde{x}\), and let us denote by \(x\) and \(\tilde{x}\) certain admissible values of these random quantities (coordinate points of the real subsets \(\mathcal{R}_x\) and \(\mathcal{R}_{\tilde{x}}\), respectively). Since \(x\) and \(\tilde{x}\) represent two diffeomorphisms of the statistical manifold \(M\), one can introduce the map \(\phi = \tilde{x} \circ x^{-1}\). This map defines a diffeomorphism \(\phi : \mathcal{R}_x \to \mathcal{R}_{\tilde{x}}\) between the real subsets \(\mathcal{R}_x\) and \(\mathcal{R}_{\tilde{x}}\). The previous reasonings imply that two complete sets of random quantities \(x\) and \(\tilde{x}\) are related by a certain map \(\phi, \tilde{x} \equiv \phi(x)\). Expressed in terms of the coordinates \(x\) and \(\tilde{x}\), the map \(\tilde{x} = \phi(x)\) will be referred to as a coordinate change (or re-parametrization), which is schematically illustrated in figure 1. It is easy to realize that the identity
The complete sets of random quantities $\xi$ and $\hat{\xi}$ represent two diffeomorphisms of the abstract statistical manifold $M$ on the real subsets $R_x$ and $R_{\hat{x}} \in \mathbb{R}^n$. The real subsets $R_x$ and $R_{\hat{x}}$ constitute coordinate representations of an abstract statistical manifold $M$. Here, an (elementary) event $\epsilon$ is applied on the points $x = \xi(\epsilon)$ and $\hat{x} = \hat{\xi}(\epsilon)$. Additionally, the map $\phi : R_x \rightarrow R_{\hat{x}}$ is illustrated, which represents a coordinate change $\hat{x} = \phi(x)$ between the coordinate representations $R_x$ and $R_{\hat{x}}$ of the statistical manifold $M$. This coordinate transformation also establishes a map among the complete sets of random quantities, $\hat{\xi} = \phi(\xi)$.

\[
d p_{\hat{\xi}}(\hat{x}|\theta) = d p_x(x|\theta) \quad (7)
\]
takes place because the points $x$ and $\hat{x}$ correspond to the same elementary event $\epsilon \in M$, as well as the points $x + dx$ and $\hat{x} + \hat{dx}$ correspond to an elementary event $\epsilon' \in M$ that is infinitely close to the event $\epsilon$. Thus, one obtains the following transformation rule for the probability density:

\[
\rho_{\hat{\xi}}(\hat{x}|\theta) = \rho_x(x|\theta) \left| \frac{\partial \hat{x}}{\partial x} \right|^{-1} \quad (8)
\]
with $|\partial \hat{x}/\partial x|$ being the Jacobian of the coordinate change $\hat{x} = \phi(x)$. Analogously, it is possible to consider coordinate change $\hat{\theta} = \psi(\theta)$ for the statistical manifold $P$, $\psi : R_\theta \rightarrow R_{\hat{\theta}}$. Let us consider two simple illustrative examples.

**Example 3.** The family of Gaussian distributions,

\[
d p_{\xi}(x, y|\theta) = \frac{1}{2\pi \theta^2} \exp[-(x^2 + y^2)/2\theta^2] \, dx \, dy \quad (9)
\]
can be obtained from the distribution family

\[
d p_{\xi}(x, y|\theta) = \frac{1}{2\pi \theta^2} \exp[-x^2/2\theta^2] \, dx \, dy \quad (10)
\]
considering the coordinate change $(\hat{x}, \hat{y}) = \phi(x, y)$ defined by

\[
\hat{x} = x \cos y \quad \text{and} \quad \hat{y} = x \sin y. \quad (11)
\]
It is noteworthy that the real variables $(\hat{x}, \hat{y}) \in R_\hat{x} \equiv \mathbb{R}^2$ and the control parameter $\theta \in R_\theta \equiv \mathbb{R}^+$ ($\mathbb{R}^+$ is the subset of real positive numbers). On the other hand, $(x, y) \in R_x$, whenever $0 \leq x < +\infty$ and $0 \leq y \leq 2\pi$. As additional restrictions, it is necessary to identify the points $(x, 0)$ and $(x, 2\pi)$, as well as every point on the segment $(0, y)$.

**Example 4.** The Gaussian distribution with mean $\mu$ and variance $\sigma$,

\[
d p_{\xi}(x|\mu, \sigma) = \frac{1}{\sqrt{2\pi \sigma}} \exp[-(x - \mu)^2/2\sigma^2] \, dx \quad (12)
\]
can be re-parameterized as follows:

\[
dp_{\xi}(x|\tilde{\theta}^1, \tilde{\theta}^2) = \frac{1}{z(\tilde{\theta}^1, \tilde{\theta}^2)} \exp[-\tilde{\theta}^1 x - \tilde{\theta}^2 x^2] \, dx
\]  

(13)

considering the coordinate change \((\tilde{\theta}^1, \tilde{\theta}^2) = \varphi(\mu, \sigma)\) defined by

\[
\tilde{\theta}^1 = -\frac{\mu}{\sigma^2} \quad \text{and} \quad \tilde{\theta}^2 = \frac{1}{2\sigma^2}.
\]  

(14)

Here, the normalization factor \(z(\tilde{\theta}^1, \tilde{\theta}^2)\) is given by

\[
z(\tilde{\theta}^1, \tilde{\theta}^2) = \sqrt{\frac{\pi}{\tilde{\theta}^1}} \exp\left[\frac{(\tilde{\theta}^1)^2}{4\tilde{\theta}^2}\right].
\]  

(15)

Moreover, \(x \in \mathbb{R}_{x} \equiv \mathbb{R}, \) the real subset \(\mathbb{R}_{\theta}\) with coordinates \(\theta = (\mu, \sigma)\) is the semi-plane of \(\mathbb{R}^2\) with \(\sigma > 0,\) while the subset \(\mathbb{R}_{\tilde{\theta}}\) with coordinates \(\tilde{\theta} = (\tilde{\theta}^1, \tilde{\theta}^2)\) is also a semi-plane of \(\mathbb{R}^2\) with \(\tilde{\theta}^2 > 0.\)

The possibility of considering different coordinates representations for the abstract statistical manifolds \(\mathcal{M}\) and \(\mathcal{P}\) introduces great flexibility into the statistical analysis. In fact, some coordinate representations are more suitable than others for some practical purposes. For example, coordinate change (11) is a key assumption to demonstrate the improper integral

\[
\int_{-\infty}^{+\infty} \exp(-x^2) \, dx = \sqrt{\pi},
\]  

(16)

which is employed to derive the normalization constant of Gaussian distributions. This coordinate change is the basis of the Box–Muller transform to generate Gaussian pseudo-random numbers [13]:

\[
x = \mu + \sigma \sqrt{-2 \log(\zeta_1)} \cos(2\pi \zeta_2).
\]  

(17)

Here, \(\zeta_1\) and \(\zeta_2\) are two independent pseudo-random numbers that are uniformly distributed in the interval \((0, 1].\)

Example 5. At first glance, the statistical features of Gaussian distributions (12) significantly differ from those of Cauchy distributions

\[
dp_{\xi}(\tilde{\xi}|v, \gamma) = \frac{1}{\pi \gamma^2 + (\tilde{\xi} - v)^2},
\]  

(18)
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For example, the mean, the variance and every positive integer $n$th moment of a random quantity $\xi$ that obeys Gaussian distributions (12) do exist and they are finite, while those associated with a random quantity $\tilde{\xi}$ that obeys Cauchy distributions (18) do not exist (or diverge). However, it is possible to verify that the coordinate change $\phi : R_x \to R_{\tilde{x}}$ defined by

$$\tilde{x} = \phi(x | \mu, \sigma ; v, \gamma) = v + \gamma \tan \left[ \frac{\pi}{2} \text{erf} \left( \frac{x - \mu}{\sqrt{2\sigma}} \right) \right]$$

(19)

establishes a diffeomorphism between the distribution families (12) and (18). Here, $\text{erf}(s)$ denotes the error function

$$\text{erf}(s) = \frac{2}{\sqrt{\pi}} \int_0^s e^{-\tau^2} d\tau.$$  

(20)

Consequently, distribution families (12) and (18) are diffeomorphic distributions.

**Remark 1.** Continuous distribution families whose abstract statistical manifolds $M$ are diffeomorphic to the one-dimensional real space $R$ are diffeomorphic distributions.

**Proof.** Let us consider two different distribution families $d p_x(x | \theta)$ and $d p_{\tilde{x}}(\tilde{x} | \tilde{\theta})$ of this class of distributions. Let us now consider their cumulative distribution functions:

$$p_x(y | \theta) = \int_{\xi_{\min}}^y p_x(x | \theta) \, dx \quad \text{and} \quad p_{\tilde{x}}(\tilde{y} | \tilde{\theta}) = \int_{\tilde{\xi}_{\min}}^{\tilde{y}} p_{\tilde{x}}(\tilde{x} | \tilde{\theta}) \, d\tilde{x}$$

(21)

with $x_{\min}$ and $\tilde{x}_{\min}$ being the minimum admissible values of the random quantities $\xi$ and $\tilde{\xi}$, respectively. By definition, the cumulative distribution functions (21) are absolutely continuous and differentiable, so that these functions represent diffeomorphisms of the real subsets $R_x$ and $R_{\tilde{x}}$ on the interval $(0, 1) \subset R$. The coordinate change $\tilde{x} = \phi(x | \theta, \tilde{\theta})$ defined by

$$\tilde{x} = p^{-1}_{\tilde{x}}[p_x(x | \theta) | \tilde{\theta}]$$

(22)

represents a diffeomorphism $\phi : R_x \to R_{\tilde{x}}$ between the real one-dimensional subsets $R_x$ and $R_{\tilde{x}}$.

The coordinate change (19) is a particular case of the map (22). It is noteworthy that this type of coordinate change is much more general than the coordinate change (11) because it also involves the control parameters of the associated distribution families. In computational applications, the map (22) is the basis of the so-called inverse transformation method for nonuniform pseudo-random number sampling [17].

### 2.3. Relative statistical properties

In principle, the family of continuous distributions (1) contains all the necessary information about the distribution function $d p(\epsilon | E)$ defined on the abstract statistical manifolds $M$ and $P$. However, this family also provides information that is relative to their concrete coordinate representations $R_x$ and $R_{\tilde{x}}$. An obvious relative property is the mathematical form of these distributions. According to transformation rule (8), the local values of the probability density are generally modified by a coordinate change. The relative character of some properties of continuous distributions is evidence of the restricted applicability of certain statistical notions.

Strictly speaking, the probability that a continuous random quantity $\xi$ takes a given value $x$ is zero. Nevertheless, a usual question in many practical applications is to find the most likely value $\bar{x}$ of a random quantity $\xi$. A criterion widely employed is to identify the point $\bar{x}$ where
According to definition (24), the random quantity $\xi$ that obeys a two-peak Gaussian distribution with well-separated peaks of width $\sigma$ exhibits an amount of information entropy $\delta S \simeq 2 \log 2$ larger than the random quantity $\hat{\xi}$ that obeys a Gaussian distribution with only one peak and the same width $\sigma$. These distributions are diffeomorphic distributions because they are related by a coordinate change $y = \phi(x)$ of the form (22). Although counterintuitive, these distributions should exhibit the same amount of information entropy. The points A, B and C of each distribution are related by the map $y = \phi(x)$. As expected, the global maxima of a continuous distribution can be modified in a radical way under a coordinate change.

The notion of diffeomorphic distributions reveals an inconsistency associated with the concept of information entropy for continuous distributions. Conventionally, information entropy is introduced as a global measure of unpredictability (or uncertainty) of a random quantity $\xi$. For random quantities $\xi$ that exhibit a discrete spectrum of admissible values $\{x_k\}$, information entropy is defined as follows:

$$S[\xi|\theta] = - \sum_k p_\xi(x_k|\theta) \log p_\xi(x_k|\theta).$$ (23)

with $p_\xi(x_k|\theta)$ being the probability of the $k$th admissible values of the set of random quantities $\xi$. The usual extension of this notion in the framework of continuous distributions is given by the following integral (in Lebesgue’s sense):

$$S_d(\xi|\theta) = - \int_{x \in \mathcal{R}_x} \log[p_\xi(x|\theta)] p_\xi(x|\theta) \, dx,$$ (24)

which is referred to as differential entropy in the literature [18]. According to the transformation rule (8), information entropy (24) provides different values for those random quantities $\xi$ and $\hat{\xi}$ that are related by a diffeomorphism $\hat{\xi} = \phi(\xi)$

$$S_d(\hat{\xi}|\theta) - S_d(\xi|\theta) = \langle \log |\partial \hat{\xi}/\partial x| \rangle = \int_{x \in \mathcal{R}_x} \log |\partial \hat{x}/\partial x| p_\xi(x|\theta) \, dx.$$ (25)
Consequently, differential entropy (24) is a relative statistical property. However, this fact contrasts with the notion that diffeomorphic distributions actually represent different coordinate representations of the same abstract distribution. According to this interpretation, \textit{diffeomorphic distributions should exhibit the same value of information entropy}. For example, continuous distributions shown in figure 2 are diffeomorphic distributions, and hence, they should exhibit the same amount of information entropy.

The lack of invariance of differential entropy (24) was emphasized by Jaynes [19]. This author proposed to overcome this inconsistency by introducing another positive measure defined on the statistical manifold \( \mathcal{M} \):

\[
d\mu(x) = \varrho(x) \, dx,
\]

and redefining (24) as follows:

\[
S_\mu^\theta (\xi|\theta) = - \int_{\xi \in \mathcal{R}_\xi} \left[ \frac{dp_\xi (x|\theta)}{d\mu (x)} \right] \log \left[ \frac{dp_\xi (x|\theta)}{d\mu (x)} \right] d\mu (x).
\]  

At first glance, relative entropy (27) is similar to the Kullback–Leibler divergence [20], but its meaning is different, overall, because the measure (26) is not necessarily a probability distribution. However, I think that the ansatz (27) is not a suitable extension for the information entropy (23). For example, equation (23) only depends on the discrete distribution, while definition (27) involves a second independent measure \( d\mu(x) \). A natural question here is how to introduce the measure (26) when no other information is available, except the continuous distribution (1).

2.4. Riemannian geometries of the statistical manifolds \( \mathcal{M} \) and \( \mathcal{P} \)

Statistical theory should enable us to characterize those \textit{absolute (or intrinsic) properties} of the abstract statistical manifolds \( \mathcal{M} \) and \( \mathcal{P} \) without reference to particular coordinate representations, that is, to perform a \textit{coordinate-free treatment}\. This goal can be achieved using the mathematical apparatus of Riemannian geometry [21], in particular, introducing a \textit{Riemannian structure} for the statistical manifolds \( \mathcal{M} \) and \( \mathcal{P} \).

As pioneeringly suggested by Rao [16], the statistical manifold \( \mathcal{P} \) can be endowed with a \textit{Riemannian structure} using the distance notion

\[
ds^2 = g_{\alpha\beta} (\theta) \, d\theta^\alpha \, d\theta^\beta,
\]

where the metric tensor \( g_{\alpha\beta} (\theta) \) is the \textit{Fisher inference matrix} [15]

\[
g_{\alpha\beta} (\theta) = \int_\mathcal{M} \frac{\partial \log \rho_\xi (x|\theta)}{\partial \theta^\alpha} \frac{\partial \log \rho_\xi (x|\theta)}{\partial \theta^\beta} \, dp_\xi (x|\theta).
\]

The distance notion of (28) characterizes the statistical separation between two different members of the distribution family (1), that is, a global measure about the modification of behavior of random quantities \( \xi \) under two external conditions \( \mathcal{E} \) and \( \mathcal{E}' \in \mathcal{P} \) that are infinitely close. As discussed elsewhere [9], this distance is a measure of the \textit{distinguishing probability} of these distributions during a procedure of statistical inference. By its statistical significance, this type of statistical geometry could be referred to as the Riemannian geometry of inference theory, or more briefly, \textit{inference geometry}. However, this approach is now widely known as \textit{information geometry} in the literature [9].

\(^3\) A coordinate-free treatment of a scientific theory develops its concepts on any form of manifold without reference to any particular coordinate system. Coordinate-free treatments generally allow for simpler systems of equations and inherently constrain certain types of inconsistency, allowing greater mathematical elegance at the cost of some abstraction from the detailed formulae needed to evaluate these equations within a particular system of coordinates.
Alternatively, the statistical manifold $\mathcal{M}$ can also be endowed with a Riemannian structure using the distance notion

$$\text{d}x^2 = g_{ij}(x|\theta) \text{d}x^i \text{d}x^j,$$

(30)

where the metric tensor $g_{ij} = g_{ij}(x|\theta)$ should be obtained from the probability density $\rho_{\xi} = \rho_{\xi}(x|\theta)$ as the solution of a set of covariant partial differential equations [8]

$$g_{ij} = -\frac{\partial^2 \log \rho_{\xi}}{\partial x^i \partial x^j} + \Gamma^l_{ij} \frac{\partial \log \rho_{\xi}}{\partial x^l} + \frac{\partial \Gamma^k_{ij}}{\partial x^l} - \Gamma^k_{ij} \Gamma^l_{kl}.$$

(31)

Here, $\Gamma^k_{ij} = \Gamma^k_{ij}(x|\theta)$ are the Levi-Civita affine connections [21] (see equation (44) below). Equation (31) represents a set of covariant partial differential equations of second order with respect to the metric tensor $g_{ij}(x|\theta)$. Its covariant character can be demonstrated starting from the transformation rule of the metric tensor

$$\tilde{g}_{kl}(\tilde{x}|\theta) = \frac{\partial \tilde{x}^i}{\partial x^l} \frac{\partial \tilde{x}^j}{\partial x^k} g_{ij}(x|\theta)$$

(32)

and the transformation rule of the probability density (8). The distance notion (30) represents a statistical separation between two infinitely close random events $\epsilon$ and $\epsilon' \in \mathcal{M}$ under the same external conditions $\mathcal{E}$. This second distance provides a measure of the relative occurrence probability of these events. Due to its statistical relevance, this geometry can be referred to as the Riemannian geometry of fluctuation theory, or more briefly, fluctuation geometry [8].

The above geometries establish a direct relationship among the statistical properties of the distribution family (1) and the geometric features of the abstract statistical manifolds $\mathcal{M}$ and $\mathcal{P}$. Consequently, these approaches enable us to employ the powerful tools of Riemannian geometry for proving statistical results.

2.5. About the mathematical notations and conventions

A summary of most usual notations and symbols employed in this work are shown in table 1. These notations are slightly different from those considered in preceding works [1, 2] and [6–8], but they are closer to the standard ones employed in mathematical statistics and differential geometry. The Einstein summation convention of repeated indices has also been assumed. Hereinafter, all mathematical relations are expressed in the same mathematical appearance without the coordinate representation of the statistical manifolds $\mathcal{M}$ and $\mathcal{P}$, that is, a coordinate-free treatment will be adopted. This goal is achieved rephrasing the statistical description using tensorial quantities of Riemannian geometry.

Relations involving tensorial quantities can be divided into two categories: (i) tensorial relations, which describe how different tensorial quantities are related, and (ii) covariant transformation rules, which express how the components of a certain tensorial quantity are modified under a coordinate change $\phi : \mathcal{R}_x \rightarrow \mathcal{R}_\xi$. Equation (31) is a particular example of a tensorial relation that establishes a constraint between the metric tensor $g_{ij}(x|\theta)$ and the probability density $\rho_{\xi}(x|\theta)$. It is noteworthy that these relations presuppose that all tensorial quantities are expressed using the same coordinate representations of the manifolds $\mathcal{M}$ and $\mathcal{P}$.

Examples of covariant transformation rules are those considered in equations (8) and (32). Let us denote by $a_{i_1j_1\ldots i_qj_q}(x|\theta)$ and $\tilde{a}_{k_1k_2\ldots k_p}(\tilde{x}|\theta)$ the components of a certain tensor in the coordinate representations $\mathcal{R}_x$ and $\mathcal{R}_\xi$ of the manifold $\mathcal{M}$, respectively. Thus, the transformation rule of a tensorial entity of weight $W$ and rank $R = (p+q)$ ($p$-times covariant and $q$-times contravariant) reads as follows:

$$a_{i_1j_1\ldots i_qj_q}(x|\theta) = \tilde{a}_{k_1k_2\ldots k_p}(\tilde{x}|\theta) \left[ \begin{array}{c} \tilde{x}^W \ \tilde{x}^{i_1} \ \tilde{x}^{i_2} \ \ldots \ \tilde{x}^{i_p} \ \tilde{x}^{j_1} \ \tilde{x}^{j_2} \ \ldots \ \tilde{x}^{j_q} \end{array} \right].$$

(33)
Table 1. Summary of most usual notations and symbols employed in this work. Occasionally, other symbols have been employed, overall, in examples and applications. Their usage should be clear from the context.

| Notation | Meaning |
|----------|---------|
| $\mathcal{M}$ and $\mathcal{P}$ | Statistical manifolds of the random elementary events $\epsilon$ and the external conditions $\mathcal{E}$, respectively. |
| $x = (x^1, \ldots, x^n)$, $\tilde{x} = (\tilde{x}^1, \ldots, \tilde{x}^m)$ | General coordinates of the manifold $\mathcal{M}$ and the external conditions $\mathcal{E}$, respectively. |
| $\mathcal{R}_x \rightarrow \mathcal{R}_\tilde{x}$ | Coordinate representations of the manifold $\mathcal{M}$ |
| $\phi : \mathcal{R}_x \rightarrow \mathcal{R}_\tilde{x}$ | Coordinate change of $\mathcal{M}$ |
| $(\ell, q)$ with $q = (q^1, q^2, \ldots, q^{n-1})$ | Radial and angular coordinates associated with the spherical representation of $\mathcal{M}$ |
| $\theta = (\theta^1, \ldots, \theta^m)$ | Coordinates (control parameters) of the manifold $\mathcal{P}$ |
| $\mathcal{R}_\theta$ | Coordinate representation of the manifold $\mathcal{P}$ |
| $g_{ij}(x|\theta)$ and $g_{\alpha\beta}(\theta)$ | Metric tensors of the statistical manifolds $\mathcal{M}$ and $\mathcal{P}$ |
| $d\mu(x|\theta)$ and $d\nu(x|\theta)$ | Volume element (Lebesgue measure) and invariant volume element of the manifold $\mathcal{M}$ |
| $\rho(x|\theta)$ and $\omega(x|\theta)$ | Probability density and probability weight |
| $\mathcal{S}(x|\theta)$ and $\mathcal{I}(x|\theta)$ | Information potential and local information content |
| $\ell(\theta)$ | Separation distance between two points of the manifold $\mathcal{M}$ with coordinates $x$ and $\tilde{x}$ |
| $R_{ijkl}(x|\theta)$ and $R(\theta)$ | Fourth-rank curvature tensor and curvature scalar of $\mathcal{M}$ |

Hereinafter, coordinate changes involving control parameters $\theta$ shall not be considered.

The notation of the family of continuous distributions (1) will be simplified as follows:

$$dp(x|\theta) = \rho(x|\theta) \, dx$$  \hspace{1cm} (34)

without specifying the complete set of random quantities $\xi$. Of course, each coordinate representation $\mathcal{R}_\xi$ of the manifold $\mathcal{M}$ is associated with a complete set of random quantities $\xi$, the map $\xi : \mathcal{M} \rightarrow \mathcal{R}_\xi$. However, this association will be omitted here to adopt the usual terminology and nomenclature employed in Riemannian geometry. Considering the general transformation rule (33) for tensorial quantities, the transformation rule for the probability density (8) can be re-expressed as follows:

$$\tilde{\rho}(\tilde{x}|\theta) = \rho(x|\theta) \left| \frac{\partial \tilde{x}}{\partial x} \right|^{-1}.$$  \hspace{1cm} (35)

The probability density $\rho(x|\theta)$ is a tensor of rank $R = 0$ and weight $W = -1$, which is usually referred to as a scalar density.

Any function $a(\xi|\theta)$ of a random quantity $\xi$ also represents a random quantity. However, the notation $a(x|\theta)$ will be regarded as an ordinary function defined on the manifolds $\mathcal{M}$ and $\mathcal{P}$, which is expressed using the coordinate representations $\mathcal{R}_x$ and $\mathcal{R}_\theta$. For example, the probability density $\rho(x|\theta)$, the metric tensor $g_{ij}(x|\theta)$ and the curvature tensor $R_{ijkl}(x|\theta)$ are examples of functions (or tensorial quantities) defined on the abstract statistical manifolds $\mathcal{M}$ and $\mathcal{P}$. Moreover, the notation $\langle a(x|\theta) \rangle$, as usual, refers to the statistical expectation value obtained from knowledge of the family continuous distribution:

$$\langle a(x|\theta) \rangle \equiv \int_{\mathcal{M}} a(x|\theta) \, dp(x|\theta).$$  \hspace{1cm} (36)
2.6. Some results of fluctuation geometry

The Riemannian structure of the statistical manifold $\mathcal{M}$ allows us to introduce the invariant volume element $d\mu(x|\theta)$:

$$d\mu(x|\theta) = \sqrt{|g_{ij}(x|\theta)|} 2\pi |d\theta| dx,$$

(37)

which replaces the ordinary volume element $dx$ that is employed in equation (34). The notation $|T_{ij}|$ represents the determinant of a given tensor $T_{ij}$ of second rank, while the factor $2\pi$ has been introduced for convenience. Additionally, one can define the probabilistic weight $\omega(x|\theta)$, which replaces the ordinary volume element $d\mu$ defined in subsection 2.3. For example, its scalar character enables an unambiguous definition for the most likely event $\bar{\epsilon} \in \mathcal{M}$, precisely, the event corresponding to the point $\bar{x}$ of global maximum of the probability weight $\omega(x|\theta)$. Additionally, the notion of information entropy for continuous distributions (24) can be extended as follows:

$$dp(x|\theta) = \omega(x|\theta) d\mu(x|\theta),$$

(39)

which is a form that explicitly exhibits the invariance of this family of distributions.

The notion of probability weight $\omega(x|\theta)$ allows us to overcome the inconsistencies commented on in subsection 2.3. For example, its scalar character enables an unambiguous definition for the most likely event $\bar{\epsilon} \in \mathcal{M}$, precisely, the event corresponding to the point $\bar{x}$ of global maximum of the probability weight $\omega(x|\theta)$. Additionally, the notion of information entropy for continuous distributions (24) can be extended as follows [8]:

$$S_d[\omega|g, \mathcal{M}] = - \int_{\mathcal{M}} \omega(x|\theta) \log \omega(x|\theta) d\mu(x|\theta).$$

(40)

The quantity (40) is now a global invariant measure that depends on the metric tensor $g_{ij}(x|\theta)$ of the manifold $\mathcal{M}$. It is noteworthy that the sum over different discrete values $\sum_i$ in definition (23) now turns out to be an integral $\int d\mu(x|\theta)$ over distinguishable events. Here, the quantity $\mathcal{I}(x|\theta)$:

$$\mathcal{I}(x|\theta) = - \log \omega(x|\theta)$$

(41)

represents a local invariant measurement of the information content. By definition, differential entropy (40) exhibits the same value for all diffeomorphic distributions. Readers can find further details about this measure in subsection 6.2 of [8].

Introducing the information potential $S(x|\theta)$ as the negative of the information content (41)

$$S(x|\theta) = \log \omega(x|\theta) \equiv -\mathcal{I}(x|\theta),$$

(42)

the metric tensor (31) can be rewritten as follows [8]:

$$g_{ij}(x|\theta) = -D_iD_jS(x|\theta) = -\frac{\partial^2 S(x|\theta)}{\partial x^i \partial x^j} + \Gamma^k_{ij}(x|\theta) \frac{\partial S(x|\theta)}{\partial x^k}.$$  

(43)

Here, $D_i$ is the covariant derivative associated with the Levi-Civita affine connections $\Gamma^k_{ij}(x|\theta)$:

$$\Gamma^k_{ij}(x|\theta) = g^{km}(x|\theta) \frac{1}{2} \left[ \frac{\partial g_{mj}(x|\theta)}{\partial x^i} + \frac{\partial g_{mi}(x|\theta)}{\partial x^j} - \frac{\partial g_{ij}(x|\theta)}{\partial x^m} \right].$$  

(44)

The alternative form (43) of problem (31) clearly evidences the covariant character of this set of partial differential equations. According to expression (43), the metric tensor $g_{ij}(x|\theta)$ defines a positive definite distance notion (30), while the information potential $S(x|\theta)$ is locally concave everywhere. This last behavior guarantees the uniqueness of the point $\bar{x}$ where the
information potential reaches a global maximum, that is, the uniqueness of the point of global maximum $\bar{x}$ of the probabilistic weight $\omega(x|\theta)$.

The main consequence derived from equation (43) is the possibility of rewriting the distribution family (39) into the following \textit{Riemannian Gaussian representation} \cite{7, 8}:

$$dp(x|\theta) = \frac{1}{Z(\theta)} \exp\left[-\frac{1}{2} \ell^2_0(x, \bar{x})\right] d\mu(x|\theta),$$

(45)

where $\ell_0(x, \bar{x})$ denotes the \textit{separation distance} between the arbitrary point $x$ and the point $\bar{x}$ with the maximum information potential $\mathcal{S}(x|\theta)$ (the arc-length $\Delta s$ of the geodesics that connects these points). Moreover, the negative of the logarithm of Gaussian partition function $\mathcal{Z}(\theta)$ defines the so-called \textit{Gaussian potential}

$$\mathcal{P}(\theta) = -\log \mathcal{Z}(\theta),$$

(46)

which appears as the first integral of the problem (43):

$$\mathcal{P}(\theta) = \mathcal{S}(x|\theta) + \frac{1}{2} \psi^2(x|\theta).$$

(47)

Here, $\psi^2(x|\theta) = \psi^4(x|\theta)\psi_i(x|\theta)\psi_j(x|\theta)\psi_i(x|\theta)$ is the square norm of covariant vector field $\psi_i(x|\theta)$ defined by the gradient of the information potential $\mathcal{S}(x|\theta)$:

$$\psi_i(x|\theta) = -D_i \mathcal{S}(x|\theta) \equiv -\partial \mathcal{S}(x|\theta)/\partial x^i.$$  

(48)

The factor $2\tau$ of definition (37) guarantees that the Gaussian partition function $\mathcal{Z}(\theta)$ drops the unity when the Riemannian structure of the manifold $\mathcal{M}$ is the same as that of Euclidean real space $\mathbb{R}^n$.

The Riemannian Gaussian representation (45) can be obtained combining equations (39) and (47) with the following identity:

$$\psi^2(x|\theta) \equiv \ell_0^2(x, \bar{x}).$$

(49)

This last relation is a consequence of the \textit{geodesic character} of the curves $x_{\tau}(s) \in \mathcal{M}$ derived from the following set of ordinary differential equations \cite{8}:

$$\frac{dx^i_{\tau}(s)}{ds} = u^i(x_{\tau}(s)|\theta).$$

(50)

Here, $u^i(x|\theta) = g^{ji}(x|\theta)u_j(x|\theta)$ is the contravariant form of the unitary vector field $u_j(x|\theta)$ associated with the vector field (48)

$$u_j(x|\theta) = \psi_i(x|\theta)/\psi(x|\theta),$$

(51)

while the parameter $s$ is the arc-length of the curve $x_{\tau}(s)$. It is easy to check that this unitary vector field obeys the geodesic differential equation

$$u^i(x|\theta)D_j u_i(x|\theta) \equiv u^i(x|\theta)[\partial_j(x|\theta) - u_j(x|\theta)u_i(x|\theta)] \equiv 0.$$  

(52)

Identity (49) follows from the directional derivatives

$$\frac{d\mathcal{S}(x_{\tau}(s)|\theta)}{ds} \equiv \psi(x_{\tau}(s)|\theta)$$

and

$$\frac{d^2\mathcal{S}(x_{\tau}(s)|\theta)}{ds^2} = -1,$$

(53)

which can be obtained from equation (50).

The Riemannian Gaussian representation (45) rephrases the distribution family (1) in term of geometric notions of the manifold $\mathcal{M}$. According to this result, the distance $\ell_0(x, \bar{x})$ is a measure of the \textit{occurrence probability} of a deviation from the state $\bar{x}$ with a maximum information potential. At first glance, \textit{Gaussian distributions} exhibit a very special status within fluctuation geometry, overall, because any continuous distribution function can be rephrased as a generalized Gaussian distribution defined on a Riemannian manifold. As shown in the following section, equation (45) is a key result to understand the statistical relevance of the curvature tensor of fluctuation geometry.
3. Curvature of the statistical manifold \( \mathcal{M} \)

3.1. Curvature tensor of Riemannian geometry

The affine connections \( \Gamma^l_{ij} = \Gamma^l_{ij}(x|\theta) \) are employed to introduce the curvature tensor \( R^l_{ijk}(x|\theta) \) of the manifold \( \mathcal{M} \):

\[
R^l_{ijk} = \frac{\partial}{\partial x^i} \Gamma^l_{jk} - \frac{\partial}{\partial x^j} \Gamma^l_{ik} + \Gamma^l_{im} \Gamma^m_{jk} - \Gamma^l_{jm} \Gamma^m_{ik}.
\] (54)

In general, the affine connections \( \Gamma^l_{ij}(x|\theta) \) and the metric tensor \( g_{ij}(x|\theta) \) are independent entities of Riemannian geometry. However, knowledge of the metric tensor allows us to introduce natural affine connections: the Levi-Civita connections (44). These affine connections are also referred to in the literature as the metric connections or the Christoffel symbols. The same ones follow from the consideration of a torsion-free covariant differentiation \( D \), that obeys the condition of the Levi-Civita parallelism [21]:

\[
D_\theta g_{ij}(x|\theta) = 0.
\] (55)

Using the Levi-Civita connections, the curvature tensor can be expressed in terms of the metric tensor \( g_{ij}(x|\theta) \) and its first and second partial derivatives. For example, its fourth-rank covariant form \( R_{ijkl} = g_{im} R^m_{ijl} \) adopts the following form:

\[
R_{ijkl} = \frac{1}{2} \left( \frac{\partial^2 g_{il}}{\partial x^j \partial x^k} - \frac{\partial^2 g_{jk}}{\partial x^i \partial x^l} - \frac{\partial^2 g_{kl}}{\partial x^i \partial x^j} + \frac{\partial^2 g_{ij}}{\partial x^k \partial x^l} \right) + g_{im} \left( R^m_{ijl} - R^m_{jil} \right).
\] (56)

Additionally, one can introduce the Ricci curvature tensor \( R_{ij}(x|\theta) \):

\[
R_{ij}(x|\theta) = R^k_{ij}(x|\theta)
\] (57)

as well as the curvature scalar \( R(x|\theta) \):

\[
R(x|\theta) = g^{ij}(x|\theta) R_{ij}(x|\theta) = g^{ij}(x|\theta) g^{kl}(x|\theta) R_{ijkl}(x|\theta).
\] (58)

According to Riemannian geometry [21], the curvature scalar \( R(x|\theta) \) is the only invariant derived from the first and second partial derivatives of the metric tensor \( g_{ij}(x|\theta) \).

The curvature tensor characterizes the deviation of local geometric properties of a manifold \( \mathcal{M} \) from the properties of the Euclidean geometry. For example, the volume of a small sphere about a point \( x \) has smaller (larger) volume (area) than a sphere of the same radius defined on an Euclidean manifold \( \mathbb{E}^n \) when the scalar curvature \( R(x|\theta) \) is positive (negative) at that point. Quantitatively, this behavior is described by the following approximation formulae:

\[
\frac{\text{Vol}[S^{(n-1)}(x|\theta) \subset \mathcal{M}]}{\text{Vol}[S^{(n-1)}(x|\theta) \subset \mathbb{E}^n]} = 1 - \frac{R(x|\theta)}{6(n+2)} \ell^2 + O(\ell^4),
\] (59)

\[
\frac{\text{Area}[S^{(n-1)}(x|\theta) \subset \mathcal{M}]}{\text{Area}[S^{(n-1)}(x|\theta) \subset \mathbb{E}^n]} = 1 - \frac{R(x|\theta)}{6n} \ell^2 + O(\ell^4),
\] (60)

where the notation \( S^{(m)}(x|\ell) \) represents an \( m \)-dimensional sphere with a small radius \( \ell \) centered at the point \( x \). Accordingly, the local effects associated with the curvature of the manifold \( \mathcal{M} \) appear as second-order (and higher) corrections of the Euclidean formulae. The best known example of the Euclidean manifold is the \( n \)-dimensional Euclidean real space \( \mathbb{R}^n \). The geometry defined on the surface of cylinder \( C^{(2)} \subset \mathbb{R}^3 \) is another example of Euclidean geometry, while the geometry defined on the surface of the \( n \)-dimensional sphere \( S^{(n)} \subset \mathbb{R}^{n+1} \) with \( n \geq 2 \) is a typical example of curved geometry (with a constant positive curvature).

Some tensorial identities can be easily demonstrated by adopting the so-called normal coordinates. For the sake of simplicity, let us assume that the point of interest of the manifold \( \mathcal{M} \)
cannot be extended to distribution families whose statistical manifolds $\mathcal{M}$.

Remark 2. Two distribution families $d\mathcal{P}_n(x) \geq \mathbb{R}$ to the one-dimensional real space $\mathbb{R}$.

Previously, it was shown that distribution families whose manifolds $\mathcal{M}$ are diffeomorphic to their statistical counterparts.

$\mathcal{M}$ only involves the second derivatives of the metric tensor

\[
R_{ijkl}(0|\theta) = \frac{1}{2} \left( \frac{\partial^2 g_{ij}(0|\theta)}{\partial x^k \partial x^l} + \frac{\partial^2 g_{kl}(0|\theta)}{\partial x^i \partial x^j} - \frac{\partial^2 g_{il}(0|\theta)}{\partial x^k \partial x^j} - \frac{\partial^2 g_{jk}(0|\theta)}{\partial x^i \partial x^l} \right).
\]

Using normal coordinates, the distance metric and the first covariant derivatives at the origin behave as their Euclidean counterparts. A remarkable result (due to Riemann himself) associated with normal coordinates is the following second-order approximation for the distance notion [21]:

\[
g_{ij}(x|\theta) \ dx^i \ dx^j = dx^i \ dx^j + \frac{1}{2} R_{imjn}(0|\theta) \ ds^m \ ds^n + O(|x|^2),
\]

where $ds^2 = x^i dx^i - x^i dx^i$. Accordingly, a curved Riemannian manifold locally looks like a Euclidean manifold at the zeroth- and first-order approximations of the power-expansion using normal coordinates, while the local curvature of this manifold appears as a second-order effect.

Normal coordinates will be employed to develop the second-order geometric expansion of a distribution function, which is a statistical counterpart of asymptotic geometric formulæ [59] and (60).

3.2. Curvature tensor and the irreducible statistical correlations

Previously, it was shown that distribution families whose manifolds $\mathcal{M}$ are diffeomorphic to the one-dimensional real space $\mathbb{R}$ are diffeomorphic distributions. However, this property cannot be extended to distribution families whose statistical manifolds $\mathcal{M}$ have a dimension $n \geq 2$.

Remark 2. Two distribution families $d\mathcal{P}_1(x_1|\theta)$ and $d\mathcal{P}_2(x_2|\theta)$ whose abstract statistical manifolds $\mathcal{M}_1$ and $\mathcal{M}_2$ have a dimension $n \geq 2$ are not necessarily diffeomorphic distributions.

Proof. A diffeomorphism is a map that preserves both the differential and Riemannian structures. Thus, if two distribution families $d\mathcal{P}_1(x_1|\theta)$ and $d\mathcal{P}_2(x_2|\theta)$ have statistical manifolds $\mathcal{M}_1$ and $\mathcal{M}_2$ with different Riemannian structures, their respective complete sets of random quantities $\xi_1$ and $\xi_2$ are not related by a diffeomorphism, $\xi_2 \neq \phi(\xi_1)$. Precisely, two statistical manifolds $\mathcal{M}_1$ and $\mathcal{M}_2$ with dimension $n \geq 2$ can differ in regard to their curvatures.

The notion of curvature plays a relevant role in fluctuation geometry. Besides the question about whether or not two continuous distributions are diffeomorphic distributions, the curvature tensor appears as an indicator about the existence or nonexistence of irreducible statistical correlations.

Definition 2. A continuous distribution $d\mathcal{P}(x|\theta)$ exhibits reducible statistical dependence if it possesses a diffeomorphic distribution $d\mathcal{P}(\tilde{x}|\theta)$ that admits decomposure into independent distribution functions $d\mathcal{P}^{(i)}(\tilde{x}_i|\theta)$ for each coordinate as follows:

\[
d\mathcal{P}(\tilde{x}|\theta) = \prod_{i=1}^{n} d\mathcal{P}^{(i)}(\tilde{x}_i|\theta).
\]

Otherwise, the distribution function $d\mathcal{P}(x|\theta)$ exhibits irreducible statistical dependence.
Example 6. The following continuous distribution:
\[ dp(x, y) = A \exp[-x^2 - y^2 - xy] \, dx \, dy \] (65)
describes statistical dependence between the coordinates \( x \) and \( y \). However, this distribution can be rewritten into independent distributions:
\[ dp(\tilde{x}, \tilde{y}) = \sqrt{\frac{3}{2\pi}} \exp \left[-\frac{3}{2} \tilde{x}^2 \right] \, d\tilde{x} \, \sqrt{\frac{1}{2\pi}} \exp \left[-\frac{1}{2} \tilde{y}^2 \right] \, d\tilde{y} \] (66)
considering the coordinate change \( (\tilde{x}, \tilde{y}) = \phi(x, y) \):
\[ \tilde{x} = \frac{1}{\sqrt{2}}(x + y), \quad \tilde{y} = \frac{1}{\sqrt{2}}(x - y). \] (67)
Therefore, distribution (65) exhibits reducible statistical dependence.

Example 7. Distribution (65) is a particular case of the Gaussian family
\[ dp_G(x|\theta) = \exp \left[-\frac{1}{2} \sigma_{ij}(x^i - \mu^i)(x^j - \mu^j) \right] \, d^n x, \] (68)
where the control parameters \( \theta = (\mu^i, \sigma_{ij}) \) are the means \( \mu^i = \langle x^i \rangle \) and the inverse matrix \( \sigma_{ij} \) of the self-correlations \( \sigma^{ij} = \langle \delta x^i \delta x^j \rangle \). It is easy to realize that the metric tensor for this distribution family is \( g_{ij}(x|\theta) = \sigma_{ij} = \text{const} \). The coordinates \( x = (x^1, x^2, \ldots, x^n) \) can be subjected to a translation–rotation coordinate change \( x^i = \mu^i + T^i_j \tilde{x}^j \) that ensures the diagonal character of the new self-correlation matrix \( \tilde{\sigma}^{ij} = \langle \delta \tilde{x}^i \delta \tilde{x}^j \rangle = (\sigma^i)^2 \delta^{ij} \). Thus, the distribution function resulting from this coordinate change can be decomposed into independent distributions:
\[ dp(\tilde{x}|\theta) = \prod_{i=1}^{n} \exp \left[-\frac{1}{2} \frac{\tilde{x}^i}{\sigma^i} \right] \, d\tilde{x}^i, \] (69)
The Gaussian family (68) exhibits reducible statistical dependence. By definition, any diffeomorphic distribution of the Gaussian family (68) will also exhibit reducible statistical dependence.

As already evidenced in the previous examples, the self-correlation matrix \( \sigma^{ij} \):
\[ \sigma^{ij} = \text{cov}(x^i, x^j) = \langle (x^i - \langle x^i \rangle)(x^j - \langle x^j \rangle) \rangle \] (70)
among the coordinates \( x = (x^1, x^2, \ldots, x^n) \) of a given coordinate representation \( R_x \) of the manifold \( \mathcal{M} \) cannot be employed to indicate the existence of irreducible statistical dependence. For an arbitrary family of distributions (34), the self-correlation matrix (70) does not represent a tensorial quantity of any kind. Therefore, these quantities are unsuitable to predict the existence (or nonexistence) of reducible statistical dependence. In contrast, the statistical manifold \( \mathcal{M} \) associated with the Gaussian family (68) exhibits a vanishing curvature tensor \( \overline{R}^p_{\mu\nu}(x|\theta) = 0 \), a property that is protected by the covariant transformation rules of the curvature tensor
\[ \overline{R}^p_{\mu\nu}(x|\theta) = R^p_{\mu\nu}(x|\theta) \frac{\partial x^l}{\partial \tilde{x}^\mu} \frac{\partial x^k}{\partial \tilde{x}^\nu} \frac{\partial \tilde{x}^p}{\partial x^l} \frac{\partial \tilde{x}^l}{\partial x^k}. \] (71)
The statistical manifold \( \mathcal{M} \) associated with the Gaussian family (68) is flat, that is, it exhibits the same Riemannian structure as Euclidean \( n \)-dimensional real space \( \mathbb{R}^n \). This example strongly suggests the existence of a direct connection between the existence of reducible statistical dependence and the curvature tensor \( R^p_{\mu\nu}(x|\theta) \) of the statistical manifold \( \mathcal{M} \). Remarkably, such a connection is almost a trivial question from the viewpoint of Riemannian geometry.
Proposition 1. The existence (or nonexistence) of a reducible statistical dependence for a given distribution family (34) is reduced to the existence (or nonexistence) of a Cartesian decomposition of its associated statistical manifold \( M \) into two (or more) independent statistical manifolds \( \{ A^0_i \} \):

\[
M = A^{(1)} \otimes A^{(2)} \ldots \otimes A^{(l)}.
\]

Proof. The Cartesian product of Riemannian manifolds is a generalization of the Cartesian product of spaces that includes the differential and the Riemannian structures. In particular, the distance notion (30) of the statistical manifold \( M \) is determined from the distance notions

\[
ds^2 = ds^2_{(1)} \oplus ds^2_{(2)} \ldots \oplus ds^2_{(l)} \equiv \sum_{k=1}^l ds^2_{(k)},
\]

for a certain coordinate representation \( \mathcal{R}_a \) of the manifold \( A^{(k)} \). Given a statistical manifold \( M \) and its Riemannian structure, the essential property allowing the Cartesian decomposition as (72) is that the metric tensor \( g_{ij}(x; \theta) \) exhibits the following matrix form:

\[
g_{ij}(x; \theta) = \begin{pmatrix}
g^{(1)}_{a_1 b_1}(a_1; \theta) & 0 & \ldots & 0 \\
0 & g^{(2)}_{a_2 b_2}(a_2; \theta) & 0 & \ldots & 0 \\
\vdots & 0 & \ddots & \vdots & \vdots \\
\vdots & \vdots & \ddots & g^{(l)}_{a_l b_l}(a_l; \theta) & 0 \\
0 & 0 & \ldots & 0 & g^{(l)}_{a_l b_l}(a_l; \theta)
\end{pmatrix}
\]

for a certain coordinate representation \( \mathcal{R}_a = \mathcal{R}_{a_1} \otimes \mathcal{R}_{a_2} \ldots \otimes \mathcal{R}_{a_l} \) of the manifold \( M \). As expected, the underlying Cartesian decomposition imposes some composition rules for tensorial quantities defined on the manifold \( M \) in terms of corresponding tensorial entities for each statistical manifold \( A^{(k)} \). For example, equation (74) implies the additive character of the statistical distance \( \ell^2(x; \bar{x}) \) and the factorization of the invariant volume element \( d\mu(x; \theta) \) as follows:

\[
\ell^2(x; \bar{x}) = \sum_{k=1}^l \ell^2_k(a_k; \bar{a}_k) \quad \text{and} \quad d\mu(x; \theta) = \prod_{k=1}^l d\mu^{(k)}(a_k; \theta),
\]

where \( (\bar{a}_1, \ldots, \bar{a}_l) \) are the coordinates of the point \( \bar{x} \) with maximum information potential, and \( d\mu^{(k)}(a_k; \theta) \) the invariant volume element of the manifold \( A^{(k)} \):

\[
d\mu^{(k)}(a_k; \theta) = \sqrt{|g^{(k)}_{a_k b_k}(a_k; \theta)|/2\pi} \, da_k.
\]

Using the Riemannian Gaussian representation (45) and the relations (75), one immediately obtains the composition rule of the probability distribution (39) into independent distributions:

\[
dp(x; \theta) = \prod_{k=1}^l dp^{(k)}(a_k; \theta),
\]

where \( dp^{(k)}(a_k; \theta) \) is the probability distribution:

\[
lp^{(k)}(a_k; \theta) = \frac{1}{Z^{(k)}(\theta)} \exp \left[ -\frac{1}{2} \ell^2_k(a_k; \bar{a}_k) \right] d\mu^{(k)}(a_k; \theta).
\]
The composition rule (77) imposes the factorization of the Gaussian partition function $Z(\theta)$:

$$Z(\theta) = \prod_{k=1}^{l} Z^{(k)}(\theta), \quad (79)$$

and hence, the additive character of the Gaussian potential $P(\theta)$ and the information potential $S(x|\theta)$:

$$P(\theta) = \sum_{k=1}^{l} P^{(k)}(\theta) \Rightarrow S(x|\theta) = \sum_{k=1}^{l} S^{(k)}(ak|\theta), \quad (80)$$

where $P^{(k)}(\theta)$ and $S^{(k)}(ak|\theta)$ are given by

$$P^{(k)}(\theta) = -\log Z^{(k)}(\theta) \quad \text{and} \quad S^{(k)}(ak|\theta) = P^{(k)}(\theta) - \frac{1}{2} \ell^2(ak, \bar{a}_k). \quad (81)$$

Thus, the existence of a Cartesian decomposition (72) for the statistical manifold $M$ implies the decomposition of the distribution family (1) into a set of independent distribution functions.

**Definition 3.** A given manifold $A$ is said to be an irreducible manifold when the same one does not admit the Cartesian decomposition (72). Moreover, a given Cartesian decomposition (72) is said to be an irreducible Cartesian decomposition if each independent manifold $A^{(k)}$ is an irreducible manifold.

**Theorem 1.** Flat character of the statistical manifold $M$ implies the existence of reducible statistical dependence for the family of distributions (34), while curved character implies the existence of irreducible statistical dependence.

**Proof.** The existence of reducible statistical dependence (64) is a very strong restriction. This property demands that the associated manifold $M$ admits an irreducible Cartesian decomposition (72) into a set of one-dimensional manifolds $\{A^{(k)}\}, \ k = (1, 2, \ldots, n)$. The matrix representation of the metric tensor (74) imposes the vanishing of the components of the curvature tensor $R_{ijkl}(x|\theta)$ involving indices belonging to different manifolds in the Cartesian decomposition (72). Consequently, the existence of reducible statistical dependence implies the vanishing of all components of the curvature tensor $R_{ijkl}(x|\theta)$. Alternatively, if the statistical manifold $M$ exhibits a vanishing curvature tensor, its Riemannian structure is the same as that of an Euclidean $n$-dimensional manifold $E^n$. Since any Euclidean manifold $E^n$ admits an irreducible Cartesian decomposition into a set of one-dimensional manifolds, the existence of a vanishing curvature tensor also implies the existence of reducible statistical dependence for the distribution family (34) (in accordance with proposition 1). Let us now consider the case where the manifold $M$ exhibits a non-vanishing curvature tensor. Since the Cartesian product $A \otimes B$ of two arbitrary one-dimensional manifolds $A$ and $B$ always has a vanishing curvature tensor, any curved two-dimensional manifold is irreducible. Consequently, if $M$ is a curved two-dimensional manifold, its associated distribution family (34) exhibits irreducible statistical dependence. If the manifold $M$ has a dimension $n \geq 2$, then the irreducible statistical dependence of the distribution family (1) implies that the irreducible Cartesian decomposition (72) must contain, at least, an irreducible statistical manifold $A^{(k)}$ with dimension $d = \dim[A^{(k)}] \geq 2$ with non-vanishing curvature. In general, the question about the Cartesian decomposition of a Riemannian manifold into independent manifolds with arbitrary dimensions is better phrased and understood in the language of holonomy groups. The relation of holonomy of a connection with the curvature tensor is the main content of the Ambrose–Singer theorem, while the de Rham theorem states the conditions for a global Cartesian decomposition [21].
3.3. Second-order geometric expansion

The Gaussian family (68) plays a relevant role in statistical and physical applications. In particular, this family of distributions (68) represents asymptotic distributions in some appropriate limits, such as the case of the central limit theorem in statistics [18] or the fluctuating behavior of large thermodynamic systems in Einstein’s fluctuation theory [11]. The statistical manifold \( M \) associated with the Gaussian family (68) exhibits the same Riemannian structure of Euclidean \( n \)-dimensional real space \( \mathbb{R}^n \). The asymptotic convergence of an arbitrary distribution family (34) toward a Gaussian family is a consequence of the weakening of curvature at a small neighborhood of the point \( \bar{x} \) with the maximum information potential \( S(x|\theta) \). In general, the geometric properties of a small region of a curved manifold \( M \) are approximately Euclidean if the linear dimension \( \ell \) of this region is sufficiently small. This asymptotic behavior is expressed in the approximation formulae (59) and (60). The Gaussian family (68) always arises as the Euclidean or zeroth-order approximation of any distribution family (1). The effects of the curved character of the statistical manifold \( M \) are manifested as the second-order corrections of the Gaussian approximation. The study of such a geometric power expansion is the main goal of the present subsection. In inference theory, the counterpart approach of this geometric expansion is referred to as higher order asymptotic theory of the statistical estimation [9].

**Lemma 1.** The Riemannian Gaussian representation (45) can be expressed in the following spherical coordinate representation:

\[
dp(\ell, q|\theta) = \frac{1}{Z_\theta(\theta)} \frac{1}{\sqrt{2\pi}} \exp \left(-\frac{1}{2} \ell^2\right) d\ell \, d\Sigma_\theta(q|\ell, \theta).
\]

Here, \( d\Sigma_\theta(q|\ell, \theta) \) is the hyper-surface element

\[
d\Sigma_\theta(q|\ell, \theta) = \sqrt{|g_{\theta\theta}(\ell, q|\theta)|/2\pi} dq.
\]

obtained from the metric tensor \( g_{\theta\theta}(\ell, q|\theta) \) associated with the projected Riemannian structure on the surface of the \((n-1)\)-dimensional sphere \( S^{(n-1)}(\bar{x}|\ell) \subset M \) with the radius \( \ell \).

**Proof.** Let us consider the geodesic family \( x_g(s; \mathbf{e}) \) derived from the set of ordinary differential equations (50). The quantities \( e^i = \{e^i\} \) represent the asymptotic values of the unitary vector field \( \psi'(x|\theta) \) at the point \( \bar{X} \) with the maximum information potential

\[
e^i = \lim_{\tau \to 0} \frac{dx^i_g(s; \mathbf{e})}{ds}.
\]

Here, the parameter \( s \equiv \ell \) is the arc-length of these geodesics with reference to the origin point \( \bar{x} \). By definition, the vector field \( \psi'(x|\theta) \) is a normal unitary vector of the surface of the constant information potential \( S(x|\theta) \). Moreover, such a surface is just the \((n-1)\)-dimensional sphere \( S^{(n-1)}(\bar{x}|\ell) \subset M \) with a radius \( \ell \) and centered at the point \( \bar{x} \). The vectors \( \mathbf{e} = \{e^i\} \) can be parameterized as \( \mathbf{e} = \mathbf{e}(q) \) using the intersection point \( q \) of the geodesics \( x_g(s; \mathbf{e}) \) with the sphere \( S^{(n-1)}(\bar{x}|\ell) \subset M \). One can employ the variables \( \rho = (\ell, q) \) to introduce a spherical coordinate representation \( \mathcal{R}_\rho \) centered at the point \( \bar{x} \) with the maximum information potential \( S(x|\theta) \). The coordinate change \( \phi : \mathcal{R}_\ell \to \mathcal{R}_\rho \) is defined from the geodesic family \( x = x^i_g(\ell, \mathbf{e}(q)) \), whose partial derivatives are given by

\[
\psi'(x|\theta) = \frac{\partial x^i_\rho(\ell, \mathbf{e}(q))}{\partial \ell}, \quad \tau^i_\rho(x|\theta) = \frac{\partial x^i_\rho(\ell, \mathbf{e}(q))}{\partial \mathbf{e}^i}\ell.
\]

The new \((n-1)\) vector fields \( \tau^i_\rho(x|\theta) \) are perpendicular to the unitary vector field \( \psi'(x|\theta) \) because they are tangential vectors of the sphere \( S^{(n-1)}(\bar{x}|\ell) \). Consequently, the non-vanishing
Proof. Let us consider the normal coordinate representation of the sphere \( S^{n-1}(\vec{x}) \). Equation (82) is straightforwardly obtained using relations (86). Any coordinate change considered in the framework of the spherical coordinate representation (82) only involves the spherical variables \( q \) because the radial variable \( \ell \) is an invariant quantity. As expected, the spherical coordinate representation (82) is singular at the point \( \ell = 0 \), that is, all points \((\ell, q)\) with \( \ell = 0 \) correspond to the point \( \vec{x} \) without the values of the spherical coordinates \( q \) mattering.

**Theorem 2.** The spherical coordinate representation (82) obeys the following asymptotic distribution for \( \ell \) sufficiently small:

\[
dp(\ell, q|\theta) = \frac{1}{2\pi} \left[ 1 - \frac{1}{4\ell^2} d\mathcal{F}(q|\theta) + O(\ell^4) \right] \, dp_G(\ell, q|\theta).
\]

Here, \( dp_G(\ell, q|\theta) \) denotes the density of the spherical coordinate representation of a Gaussian distribution associated with the local Euclidean properties of the manifold \( M \) at the point \( \vec{x} \):

\[
dp(\ell, q|\theta) = \exp \left( -\frac{1}{2} \ell^2 \sum_{ij} \kappa_{ij}(q) d\theta^i d\theta^j \right) \, dq.
\]

where \( \kappa_{ij}(q) = \bar{g}_{ij}(q) \xi_i^j(q) \). The \((n-1)\) vector fields \( \xi_i(q) = \{\xi_i^j(q)\} \) are obtained from the unitary vector field \( e(q) = \{e_i(q)\} \) of lemma 1 at the point \( \vec{x} \) as follows:

\[
\xi_i(q) = \frac{\partial e^i(q)}{\partial q^\alpha}.
\]

\( \mathcal{F}(q|\theta) \) is a function on the spherical coordinates \( q \) defined as follows:

\[
\mathcal{F}(q|\theta) = \bar{R}_{ijkl} \kappa^{ij}(q) S^i_j(q) S^k_l(q),
\]

which is hereinafter referred to as the spherical function. Moreover, \( \bar{R}_{ijkl} = R_{ijkl}(\vec{x}|\theta) \) is the curvature tensor (56) evaluated at the point \( \vec{x} \), while the quantities \( S^i_j(q) \) are defined as

\[
S^i_j(q) = e^i(q) \xi_j^i(q) - e^j(q) \xi_i^j(q).
\]

**Proof.** Let us consider the normal coordinate representation \( R_x \) of the manifold \( M \) centered at the point \( \vec{x} \). Without loss of generality, let us suppose that this point corresponds to the origin \( \vec{x} = 0 \) of the normal coordinate system \( R_x \). It is convenient to adopt the notion convention \( \bar{A} = A(\vec{x} = 0|\theta) \) to simplify mathematical expressions. Besides, let us denote by \( x_i(s|e) \) the geodesic family derived from equations

\[
\frac{dx^i(s)}{ds} = v^i(x|\theta), \quad \frac{dv^i(x|\theta)}{ds} + \Gamma^i_{jk}(x|\theta) v^j(x|\theta) v^k(x|\theta) = 0,
\]

where the vector \( e = \{e^i(q)\} \) gives the components of the tangent vector \( v^i(x|\theta) \) at the origin, \( e^i(q) = v^i(0|\theta) \). This geodesic family can be expressed in terms of power-series of the arc-length parameter \( s \) as follows:

\[
x_i(s|e) = e^i(q) s - \frac{s^2}{2} \bar{\Gamma}^i_{jk}(s) e^j(q) e^k(q) + O(s^3),
\]

where \( \bar{\Gamma}^i_{jk} = \Gamma^i_{jk}(0|\theta)/\partial \xi^l \) is the partial derivative of the affine connection at the origin

\[
\bar{\Gamma}^i_{jk} = \frac{1}{2} g^{lm} \frac{\partial}{\partial x^l} \left[ \frac{\partial g_{mk}(0|\theta)}{\partial x^j} + \frac{\partial g_{mj}(0|\theta)}{\partial x^k} - \frac{\partial g_{jk}(0|\theta)}{\partial x^m} \right].
\]
Using the simplified expression of the curvature tensor in normal coordinates (62), one can obtain the components of the projected metric tensor \( g_{\alpha\beta}(\ell, q) \) on the boundary \( \partial S^{n-1}(\tilde{X}, \ell) \):

\[
g_{\alpha\beta}(\ell, q) = \ell^2 \kappa_{\alpha\beta}(q) - \frac{1}{12} \ell^4 \bar{R}_{jkli} S_\alpha^j(q) S_\beta^k(q) + O(\ell^5),
\]

where \( \xi^i(q) \) are the quantities defined by equation (89). This last approximation leads to the asymptotic distribution (87).

**Remark 3.** For a statistical manifold \( M \) with dimension \( n = \dim(M) > 2 \), the spherical function \( F(q|\theta) \) characterizes the local anisotropy of the distribution function (82) in the neighborhood of the origin \( \ell = 0 \), as well as the irreducible statistical coupling among the radial coordinate \( \ell \) and the spherical coordinates \( q \). The case of the curved two-dimensional statistical manifold \( M \) is special because the spherical function takes the constant value \( F(q|\theta) \equiv \bar{R} \), where \( \bar{R} \) is the curvature scalar at \( \ell = 0 \). This result implies the local isotropic character of the spherical coordinate representation (82) at \( \ell = 0 \) for any two-dimensional statistical manifold \( M \) as well as the existence of an apparent statistical decoupling between the radial coordinate \( \ell \) and the spherical coordinate \( q \) for \( \ell \) sufficiently small.

**Proof.** For the sake of convenience, let us consider a normal coordinate representation \( \mathcal{R}_x \) centered at the point \( \tilde{x} \). Moreover, let us employ the usual spherical coordinates \( q = (q_1, q_2, \ldots, q_{n-1}) \) that parameterize the hyper-surface of an \((n-1)\)-dimensional Euclidean sphere \( S^{(n-1)}(\tilde{x}|\ell) \) with a small radius \( \ell \). Hereafter, let us introduce the notation convention \( \alpha = (1, 2, \ldots) \) to distinguish between the Greek indices \((\alpha, \beta)\) and the Latin indices \((i, j, k, l)\). The simplest case corresponds to the two-dimensional statistical manifold \( M \) where the vectors \( e(q) \) and \( \xi_1(q) \) are given by

\[
e(q) = (\cos q_1, \sin q_1) \to \xi_1(q) = (-\sin q_1, \cos q_1).
\]

Here, the values of spherical coordinate \( q_1 \) belong to the interval \( 0 \leq q_1 < 2\pi \). The previous vectors lead to \( S_1^{12}(q) = 1 \) and \( S_1^{i1}(q) = 1 \). The only non-vanishing independent component of the curvature tensor \( \bar{R}_{jkli} \) is \( \bar{R}_{1212} \). Thus, the spherical function \( F(q|\theta) \) can be expressed as follows \( F(q|\theta) \equiv 4\bar{R}_{1212} = 2\bar{R} \). This result implies that the asymptotic distribution (87) is isotropic for any two-dimensional statistical manifold \( M \), thus describing an apparent statistical decoupling among the radial coordinate \( \ell \) and the spherical coordinate \( q_1 \) for \( \ell \) sufficiently small. Such a statistical decoupling is fictitious because the points \((\ell, q)\) with \( \ell = 0 \) actually correspond to the same point of the statistical manifold \( M \), so that the radial coordinate \( \ell \) and the spherical coordinates \( q \) are not independent in the neighborhood of the origin \( \ell = 0 \).

The first case with larger dimensionality is the three-dimensional irreducible statistical manifold \( M \), where the quantities \( e(q) \), \( \xi_1(q) \) and \( \xi_2(q) \) are given by

\[
e(q) = (\cos q_1 \cos q_2, \cos q_1 \sin q_2, \sin q_1),
\xi_1(q) = (-\sin q_1 \cos q_2, -\sin q_1 \sin q_2, \cos q_1),
\xi_2(q) = (-\cos q_1 \sin q_2, \cos q_1 \cos q_2, 0).
\]

Here, the admissible values of the spherical coordinates \((q_1, q_2)\) now belong to the interval \( -\pi/2 \leq q_1 < \pi/2 \) and \( -\pi \leq q_2 < \pi \). The non-vanishing components \( \kappa_{\alpha\beta}(q) \) are

\[
\kappa_{11}(q) = 1 \quad \text{and} \quad \kappa_{22}(q) = \cos^2 q_1,
\]

while the quantities \( S^j_\alpha(q) \) are given by

\[
S_1^{12}(q) = 0, \quad S_2^{12} = \cos^2 q_1, \quad S_1^{23}(q) = \sin q_2, \quad S_2^{23}(q) = -\sin q_1 \cos q_1 \cos q_2, \quad S_1^{31}(q) = -\cos q_2, \quad S_2^{31}(q) = -\sin q_1 \cos q_1 \sin q_2.
\]
Let us introduce the anisotropic functions $G^{ijkl}(q)$:

$$G^{ijkl}(q) = \kappa^{ij}(q)S_{\ell}^{kl}(q)\kappa^{ij}(q),$$

(100)

which exhibit the same properties of the curvature tensor $\bar{R}_{ijkl}$ under the permutation of indices. The only non-vanishing independent components of the curvature tensor $\bar{R}_{ijkl}$ are $(\bar{R}_{1212}, \bar{R}_{2323}, \bar{R}_{3131})$ and $(\bar{R}_{1223}, \bar{R}_{2331}, \bar{R}_{3112})$. A simple calculation yields the following results:

$$G^{1212}(q) = \cos^2 q_1, \quad G^{2323}(q) = \sin^2 q_2 + \sin^2 q_1 \cos^2 q_2,$$

$$G^{3131}(q) = \cos^2 q_2 + \sin^2 q_1 \sin^2 q_2,$$

$$G^{1223}(q) = -\sin q_1 \cos q_1 \cos q_2, \quad G^{3112}(q) = -\sin q_1 \cos q_1 \sin q_2,$$

$$G^{2331}(q) = -\cos q_2 \sin q_2 + \sin^2 q_1 \cos q_2 \sin q_2.$$

(101)

The spherical function $F(q|\theta)$ can be finally expressed as follows:

$$F(q|\theta) = 4[R_{1212}G^{1212}(q) + R_{2323}G^{2323}(q) + R_{3131}G^{3131}(q) + R_{1223}G^{1223}(q) + R_{2331}G^{2331}(q) + R_{3112}G^{3112}(q)].$$

(102)

which describes anisotropic character of the spherical coordinate representation (82) for $\ell$ sufficiently small. Such anisotropy guarantees the coupling between the radial coordinate $\ell$ and the spherical coordinates $q = (q_1, q_2)$. This type of coupling exhibits irreducible character because the consideration of the local coordinate change does not affect a scalar function as the spherical function $F(q|\theta)$. In general, the anisotropic character of the spherical function $F(q|\theta)$ will be observed for any $n$-dimensional irreducible statistical manifold $M$ with $n > 2$.

Corollary 1. The statistical curvature tensor $R_{ijkl}(x|\theta)$ allows us to introduce some local and global invariant measures to characterize both the intrinsic curvature of the manifold $M$ as well as the existence of an irreducible statistical dependence among the stochastic variables $x$. They are the curvature scalar $R(x|\theta)$ introduced in equation (88), the spherical curvature scalar $\Pi(\ell, q|\theta)$:

$$\Pi(\ell, q|\theta) = g^{ij}(\ell, q|\theta)R_{ijkl}(\ell, q|\theta)S_{\ell}^{ij}(\ell, q|\theta)\kappa^{ij}(\ell, q|\theta),$$

(103)

with $S_{\ell}^{ij}(\ell, q|\theta)$ being

$$\chi^{ij}(\ell, q|\theta) = v^j(\ell, q|\theta)\tau^i(\ell, q|\theta) - v^i(\ell, q|\theta)\tau^j(\ell, q|\theta),$$

(104)

which arises as a local measure of the coupling between the radial $\ell$ and the spherical coordinates $q$ in the spherical representation of the distribution function (82), and finally, the Gaussian potential $P(\theta) = -\log Z(\theta)$, which arises as a global invariant measure of the curvature of the manifold $M$.

Proof. The curvature scalar $R(x|\theta)$ is the only invariant associated with the first and second partial derivatives of the metric tensor $g_{ij}(x|\theta)$. Consideration of the spherical representation of the distribution function (82) allows us to introduce the normal $v^j(\ell, q|\theta)$ and tangential vectors $\tau^j(\ell, q|\theta)$, as well as the projected metric tensor $g_{ij}(\ell, q|\theta) = g_{ij}(\ell, q|\theta)\tau^i(\ell, q|\theta)\tau^j(\ell, q|\theta)$ associated with the constant information potential hyper-surface $S^{(n-1)}(\bar{\ell}|\theta)$. This framework leads to the introduction of the spherical curvature scalar $\Pi(\ell, q|\theta)$ as a direct generalization of the spherical function $F(q|\theta)$ of the asymptotic distribution function (87). The role of the Gaussian potential $\mathcal{P}(\theta)$ as a global invariant measure of the curvature of the manifold $M$ can be easily evidenced starting from the spherical representation of the distribution function.
Integrating over the spherical coordinates $q$, one obtains the following expression for the Gaussian partition function:

$$Z(\theta) = \frac{1}{\sqrt{2\pi}} \int_0^{+\infty} \exp\left(-\frac{1}{2} \ell^2\right) \Sigma_g(\ell|\theta) \, d\ell,$$  \hspace{1cm} (105)

where $\Sigma_g(\ell|\theta)$ denotes the area of the constant information potential hyper-surface $S^{(n-1)}(\bar{x}|\ell)$ normalized by the factor $(2\pi)^{(n-1)/2}$. For the special case of the $n$-dimensional Euclidean real space $\mathbb{R}^n$, the quantity $\Sigma_{\text{flat}}(\ell|\theta)$ is given by

$$\Sigma_{\text{flat}}(\ell|\theta) = \sqrt{\frac{\pi}{2}} \frac{\ell^{n-1}}{\Gamma\left(\frac{n}{2}\right)}.$$  \hspace{1cm} (106)

Equation (105) can be rewritten as follows:

$$Z(\theta) = 1 + \frac{1}{\sqrt{2\pi}} \int_0^{+\infty} \exp\left(-\frac{1}{2} \ell^2\right) \sigma(\ell|\theta) \Sigma_{\text{flat}}(\ell|\theta) \, d\ell,$$  \hspace{1cm} (107)

where $\sigma(\ell|\theta)$ represents the spherical distortion

$$\sigma(\ell|\theta) = \frac{\Sigma_g(\ell|\theta)}{\Sigma_{\text{flat}}(\ell|\theta)} - 1$$  \hspace{1cm} (108)

that characterizes how much the area of the sphere $S^{(n-1)}(\bar{x}, \ell) \subset \mathcal{M}$ differs due to its intrinsic curvature. Since the Gaussian partition function $Z(\theta) = 1$ for the case of the $n$-dimensional Euclidean real space $\mathbb{R}^n$, a non-vanishing Gaussian potential $P(\theta)$ appears as a global invariant measure of the intrinsic curvature of the statistical manifold $\mathcal{M}$, and hence, as a global indicator of the existence of irreducible statistical correlations.

**Definition 4.** The value of the scalar curvature $R(\bar{x}|\theta)$ at the point $\bar{x}$ with the maximum information potential $S(x|\theta)$ allows us to introduce the curvature radius $\ell_c$:

$$R(\bar{x}|\theta) = \frac{1}{\ell_c^2},$$  \hspace{1cm} (109)

which represents the statistical distance where the distortion of Euclidean geometry is appreciable, and hence, where the statistical correlations among the coordinates $x = (x_1, x_2, \ldots, x_n)$ turn irreducible.

**Theorem 3.** If the curvature radius $\ell_c$ is sufficiently large, the Gaussian potential $P(\theta)$ can be estimated as follows:

$$P(\theta) \simeq \frac{1}{6} R(\bar{x}|\theta).$$  \hspace{1cm} (110)

**Proof.** According to spherical representation of the Euclidean Gaussian distribution (88), the expectation value of the radius $\ell$ is $\langle \ell^2 \rangle \equiv n$ at this approximation level. This result implies that the Gaussian distribution (88) differs in a significant way from zero in a small region of radius $\sqrt{n}$. Therefore, the Euclidean Gaussian distribution arises as a good approximation when the curvature radius $\ell_c$ is sufficiently large. The approximation formula (59) allows us to express the spherical distortion (108) as follows:

$$\sigma(\ell|\theta) = -\frac{R(\bar{x}|\theta)}{6n} \ell^2 + O(\ell^4).$$  \hspace{1cm} (111)

The estimation (110) is directly obtained from the integration formula (107). The applicability of this estimation requires the condition $\ell_c \gg 1$, which guarantees that the correction term associated with the spherical function in equation (87) is very small.

**Corollary 2.** A general criterion for the applicability of the Gaussian approximation of the given distribution family (1) is the following:

$$\ell_c \gg 1,$$  \hspace{1cm} (112)

where $\ell_c$ represents the curvature radius (109).
3.4. A simple illustrative example

The major problem of fluctuation geometry is the derivation of the metric tensor $g_{ij}(x|\theta)$ for a given continuous distribution family $dp(x|\theta)$. An amenable treatment of problem (31) is possible for some particular cases, overall, when some type of symmetry is present. This is the case of the distribution family discussed in this subsection:

$$dp(r, \varphi|\theta) = \frac{1}{A(\theta)} \exp \left[ -\frac{1}{2} r^2 \right] \frac{r \, dr \, d\varphi}{\sqrt{\theta^2 + r^2}},$$  \hspace{0.5cm} (113)

The same one is defined on a two-dimensional statistical manifold $\mathcal{M}$ that is expressed in a polar coordinate representation $\mathcal{R}_\rho$ with $\rho = (r, \varphi)$, where $0 \leq r < +\infty$ and $0 \leq \varphi < 2\pi$. The normalization function $A(\theta)$ is given by

$$A(\theta) = e^{i\theta^2} \pi \sqrt{2} \text{erfc} \left( \frac{\theta}{\sqrt{2}} \right),$$  \hspace{0.5cm} (114)

where erfc$(x)$ is the complementary error function

$$\text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_x^{\infty} e^{-z^2} \, dz.$$  \hspace{0.5cm} (115)

This distribution family exhibits axial symmetry in this coordinate representation. It is easy to check that the same one can be expressed in the Riemannian Gaussian representation (45) considering the distance notion:

$$dx^2 = dr^2 + \frac{\theta^2 r^2}{\theta^2 + r^2} d\varphi^2,$$  \hspace{0.5cm} (116)

which is centered at the point $r = 0$. Thus, the separation distance $d^2(r, \varphi) \equiv r^2$ and the information potential $S(r, \varphi|\theta)$ is given by

$$S(r, \varphi|\theta) = \mathcal{P}(\theta) - \frac{1}{2} r^2,$$  \hspace{0.5cm} (117)

where $\mathcal{P}(\theta)$ is the Gaussian potential obtained from the Gaussian partition function $Z(\theta)$:

$$Z(\theta) = \frac{1}{2\pi} \theta A(\theta) = \sqrt{\pi} e^{i\theta^2} \frac{\theta}{\sqrt{2}} \text{erfc} \left( \frac{\theta}{\sqrt{2}} \right).$$  \hspace{0.5cm} (118)

The probability weight $\omega(r, \varphi|\theta)$ and the curvature scalar $R(r, \varphi|\theta)$ associated with the distribution family (113) are given by

$$\omega(r, \varphi|\theta) = \frac{1}{Z(\theta)} \exp \left[ -\frac{1}{2} r^2 \right] \text{ and } \quad R(r, \varphi|\theta) = \frac{6\theta^2}{(\theta^2 + r^2)^2}.$$  \hspace{0.5cm} (119)

Apparently, the distribution family (113) can be decomposed into two independent distributions:

$$dp^{(1)}(r|\theta) = \frac{1}{Z(\theta)} \exp \left[ -\frac{1}{2} r^2 \right] \frac{r \, dr}{\sqrt{\theta^2 + r^2}} \text{ and } \quad dp^{(2)}(\varphi) = \frac{1}{2\pi} \, d\varphi.$$  \hspace{0.5cm} (120)

However, such ‘statistical independence’ between the variables $r$ and $\varphi$ is fictitious decoupling because the points $(r, \varphi)$ with $r = 0$ actually correspond to the same point in the statistical manifold $\mathcal{M}$ without the value of the angle variable $\varphi$ mattering. Such an apparent decomposition is a consequence of the non-bijective character of coordinate representation of the manifold $\mathcal{M}$ in terms of polar coordinates $\rho = (r, \varphi)$, which disappears if one considers any coordinate representation of the statistical manifold $\mathcal{M}$. A simple case is the coordinate representation $\mathcal{R}_x$, where $x = (x, y)$ denotes the Cartesian coordinates $x = r \cos \varphi$ and $y = r \sin \varphi$. Thus, the distance notion (116) can be rewritten as follows:

$$dx^2 = \frac{x^2 + \theta^2}{\theta^2 + x^2 + y^2} \, dx^2 + \frac{xy}{\theta^2 + x^2 + y^2} \, dx \, dy + \frac{y^2 + \theta^2}{\theta^2 + x^2 + y^2} \, dy^2,$$  \hspace{0.5cm} (121)
while the distribution family (113) adopts the following form:

\[ dp(x, y|\theta) = \frac{1}{Z(\theta)} \exp \left[ -\frac{1}{2} (x^2 + y^2) \right] \frac{\theta \, dx \, dy}{2\pi \sqrt{x^2 + y^2 + \theta^2}}. \]  

(122)

The Cartesian coordinates \( x = (x, y) \) can be regarded as normal coordinates at the origin point \((0, 0)\), since \( g_{ij}(0, 0|\theta) = \delta_{ij} \) and \( \partial g_{ij}(0, 0|\theta)/\partial t^k = 0 \), where \( x^1 = x \) and \( x^2 = y \). Although the small neighborhood of the point \((0, 0)\) looks like a small Euclidean subset, the coordinates \( x \) and \( y \) exhibit irreducible coupling due to the presence of the dividend \( \sqrt{x^2 + y^2 + \theta^2} \).

The statistical manifold \( \mathcal{M} \) exhibits the same differential structure of the two-dimensional real space \( \mathbb{R}^2 \), but its Riemannian structure is different because \( \mathcal{M} \) is a curved manifold. Consequently, distribution family (113) exhibits irreducible statistical dependence.

A visual representation for the statistical manifold \( \mathcal{M} \) can be obtained considering the coordinate change \( \varphi : \mathcal{R}_\rho \to \mathcal{R}_r \) with \( \tau = (t, \varphi) \), which only involves a change in the radial coordinates \( r = \theta t/\sqrt{\theta^2 - t^2} \). The distance notion (116) is rewritten as

\[ ds^2 = \frac{\theta^6}{(\theta^2 - t^2)^3} \, dt^2 + t^2 \, d\varphi^2, \]  

(123)

while the distribution family

\[ dp(t, \varphi|\theta) = \frac{1}{Z(\theta)} \exp \left[ -\frac{1}{2} \ell^2(t, \varphi) \right] \frac{\theta^2 \, dt \, d\varphi}{2\pi \sqrt{(\theta^2 - t^2)^3}}, \]  

(124)

where \( \ell^2(t, \varphi) = \theta^4 t^2/\theta^2 - t^2 \). The points on the one-dimensional sphere \( S^{(1)} \) defined by the curve \( t = \theta \) are infinitely separated from the origin point with \( t = 0 \). This region now appears as the boundary of the statistical manifold \( \mathcal{M} \) in the coordinate representation \( \mathcal{R}_r \). The radial coordinate \( r \) can be regarded as the arc-length of the curve \( z(t) \) defined in the plane \((t, z)\) of two-dimensional real space \( \mathbb{R}^2 \). This assumption allows us to express the curve \( z(t) \) as follows:

\[ dz = \sqrt{dr^2 - dz^2} \to z(t) = \theta f(t/\theta), \]  

(125)

where \( f(x) \) is defined as

\[ f(x) = \int_0^x \frac{1 - (1 - \zeta^2)^3}{(1 - \zeta^2)^3} \, d\zeta. \]  

(126)

The rotation of this curve around the axis \( z \) generates the revolution surface represented in figure 3, which is defined in the three-dimensional real space \( \mathbb{R}^3 \). The Riemannian geometry of the statistical manifold \( \mathcal{M} \) is fully equivalent to the curved geometry defined on this revolution surface. For \( r \) sufficiently large, the local geometry defined on this surface asymptotically behaves as the Euclidean geometry defined on the surface of a cylinder \( C^{(2)} \) with radius \( t = \theta \).

The cylinder \( C^{(2)} \) is a Euclidean manifold that can be decomposed into the one-dimensional sphere \( S^{(1)} \) and the one-dimensional real space \( \mathbb{R} \). \( C^{(2)} = S^{(1)} \otimes \mathbb{R} \). On the other hand, the small neighborhood at the point \( t = 0 \) locally behaves as a small subset of a two-dimensional sphere \( S^{(2)} \) with the curvature radius \( \ell_c = 1/\sqrt{R} = \theta/\sqrt{6} \). Thus, the statistical manifold \( \mathcal{M} \) drops to the two-dimensional real space \( \mathbb{R}^2 \) when \( \theta \to \infty \).

The behavior of the probability weight \( \omega(a, b|\theta) \) for some values of the control parameter \( \theta \) is illustrated in figure 4. Here, the variables \((a, b)\) are the Cartesian coordinates \( a = t \cos \varphi \) and \( b = t \sin \varphi \). As expected, the curved character of the manifold \( \mathcal{M} \) is significant for small values of the control parameter \( \theta \), which manifests in the non-Gaussian character of the probability weight \( \omega(a, b|\theta) \). Conversely, this function asymptotically behaves as a Gaussian distribution for large values of the control parameter \( \theta \). The applicability of the estimation formula (110) in this region is clearly evidenced in figure 5, where one observes the convergence of the
Figure 3. The geometry of the statistical manifold $\mathcal{M}$ associated with the distribution family (113) is fully equivalent to curved geometry defined on the revolution surface obtained from the dependence $z = z(t)$, which is embedded in the three-dimensional real space $\mathbb{R}^3$. As expected, this manifold cannot be decomposed into independent manifolds.

Gaussian potential $P(\theta)$ and sixth part of the central value of the curvature scalar $\bar{R}/6 = 1/\theta^2$. The curvature radius $\ell_c$ for this example is $\ell_c = \theta / \sqrt{6}$. Considering the general criterion (112) for the applicability of estimation formula (110) and the Gaussian approximation, one obtains $\ell_c \gg 1 \rightarrow \theta \gg 2.45$, which is in good agreement with the convergence observed in figure 5.

4. Riemannian extension of Einstein’s fluctuation theory

Inference geometry and fluctuation geometry can be applied to any physical theory with a statistical formulation, such as statistical mechanics and quantum mechanics. In particular, they can be employed to analyze the geometric features of continuous distributions (4) and (5). Inference geometry has been employed in statistical mechanics to study phase transitions [22–24], as well as in the context of thermodynamics geometry [25]. Moreover, inference theory and its geometry have been adapted to the mathematical apparatus of quantum mechanics [26–33]. Until now, applications of fluctuation geometry are only focused on classical statistical mechanics, specifically, in the framework of the Riemannian extension of Einstein’s fluctuation theory [7, 8]. Needless to say, the potential applications of fluctuation geometry to quantum mechanics represent an attractive field for future developments.

Fluctuation geometry naturally arises as the mathematical apparatus of a Riemannian extension of Einstein fluctuation theory [7]. The term extension clarifies that this approach is not a simple application of fluctuation geometry to this physical theory. In contrast, the
Figure 4. Behavior of the probability weight $\omega(a, b|\theta)$ for some values of the control parameter $\theta$. Here, the variables $(a, b)$ are the Cartesian coordinates $a = t \cos \phi$ and $b = t \sin \phi$. The probability weight $\omega(a, b|\theta)$ behaves as a usual Gaussian distribution function when the control parameter $\theta$ is sufficiently large.

Figure 5. Comparison between the Gaussian potential $P(\theta)$ and the sixth part of the central value of the curvature scalar $\bar{R} = R(r = 0, \phi|\theta) = b/\theta^2$. As expected, there exists a convergence of these functions for $\theta$ sufficiently large. Inset: the same dependences using a log-log scale to illustrate the asymptotic dependence $1/\theta^2$ of the Gaussian potential $P(\theta)$ for large values of the control parameter $\theta$.

existence of fluctuation geometry inspires a re-examination of the foundations of Einstein fluctuation theory based on the notions of Riemannian geometry. In this section, let us firstly review the physical foundations and the direct consequences of this geometric development.
Afterwards, let us proceed to obtain certain fluctuation theorems and asymptotic formulae based on the second-order geometric expansion of fluctuation geometry.

4.1. Einstein postulate revisited

Let us redefine the information potential $S(x|\theta)$ and the invariant volume element $d\mu(x|\theta)$ using Boltzmann constant $k$ as follows:

$$S(x|\theta) = k \log \omega(x|\theta) \quad \text{and} \quad d\mu(x|\theta) = \sqrt{\frac{g_{ij}(x|\theta)}{2\pi k}} \, dx.$$  \hspace{1cm} (127)

Thus, the invariant form (39) of the distribution family (1) can be rewritten as follows:

$$dp(x|\theta) = \exp[S(x|\theta)/k] \, d\mu(x|\theta).$$  \hspace{1cm} (128)

This expression represents a covariant extension of Einstein’s postulate of classical fluctuation theory [11], where the information potential $S(x|\theta)$ has been identified with the thermodynamic entropy of a closed system (up to the precision of an additive constant). Hereinafter, the coordinates $x = (x^1, x^2, \ldots, x^n)$ are the relevant macroscopic observables of the closed system, e.g.: the internal energy $U$, the volume $V$, the total angular momentum $\mathbf{M}$, etc. Moreover, $\theta$ represents the set of control parameters of the given situation of thermodynamic equilibrium. The metric tensor $g_{ij}(x|\theta)$ of fluctuation geometry

$$g_{ij}(x|\theta) = -D_i D_j S(x|\theta) = -\partial_i \partial_j S(x|\theta) + \Gamma^k_{ij}(x|\theta) \partial_k S(x|\theta)$$  \hspace{1cm} (129)

establishes a constraint between the entropy $S(x|\theta)$ and the metric tensor $g_{ij}(x|\theta)$ of the abstract manifold $\mathcal{M}$ of macroscopic observables $x$. Relations (128) and (129) were early proposed in [7]. Let us now refer to the physical foundations that justify their introduction.

According to the analogy between classical statistical mechanics and quantum mechanics [6], the thermodynamic entropy $S(x|\theta)$ appears as a counterpart of classical action $S(q,t)$. For any physical theory with a geometric formulation, the classical action $S(q,t)$ is an invariant function under certain symmetric transformations, e.g.: the general symmetries of space-time. By analogy, the thermodynamic entropy $S(x|\theta)$ should exhibit similar symmetric properties. As already assumed in this approach, the state of a closed system is associated with a point $x$ in the abstract manifold $\mathcal{M}$ of macroscopic observables. Although one has to chose a coordinate representation $\mathcal{R}_x$, to describe the manifold $\mathcal{M}$, the physical properties of the closed system should not depend on this choice. It is noteworthy that this property represents a sort of relativity principle for classical statistical mechanics, which is identified with the requirement of general covariance of fundamental laws of physics. In thermodynamics, the entropy $S(x|\theta)$ is a state function\(^4\), and hence, should behave as a scalar function:

$$\tilde{S}(\tilde{x}|\theta) = S(x|\theta)$$  \hspace{1cm} (130)

under any coordinate change $\phi: \mathcal{R}_x \rightarrow \mathcal{R}_{\tilde{x}}$. According to the original mathematical form of Einstein’s postulate [11]:

$$dp(x|\theta) = A \exp[S(x|\theta)/k] \, dx,$$  \hspace{1cm} (131)

the entropy $S(x|\theta)$ must obey the following transformation rule:

$$\tilde{S}(\tilde{x}|\theta) = S(x|\theta) - k \log |\partial \tilde{x}/\partial x|,$$  \hspace{1cm} (132)

with $|\partial \tilde{x}/\partial x|$ being the Jacobian of the coordinate change. While expression (131) is incompatible with the scalar character of the entropy (130), this requirement is satisfied by the

\(^4\) State function: a property of a system that depends only on the current state of the system, not on the way in which the system acquired that state.
covariant extension (128). However, this generalization implies that fluctuating behavior will also depend on the metric tensor $g_{ij}(x|\theta)$. Hypothesis (129) establishes a constraint between the metric tensor $g_{ij}(x|\theta)$ and the entropy $S(x|\theta)$. Thus, knowledge of the entropy $S(x|\theta)$ fully determines the fluctuating behavior of the closed system. The introduction of this second hypothesis is not arbitrary [7]. The metric tensor definition (129) guarantees the matching of the present formulation with Ruppeiner geometry of thermodynamics [34, 35]. Expression (129) represents a convenient generalization for the thermodynamic metric tensor:

$$g^{R}_{ij}(\bar{x}) = -\frac{\partial^2 S(\bar{x}|\theta)}{\partial x^i \partial x^j},$$

which is introduced in the framework of the Gaussian approximation of Einstein’s fluctuation theory. The ordinary second partial derivatives $\partial_i \partial_j a(x) \equiv \partial^2 a(x)/\partial x^i \partial x^j$ of a scalar function as the entropy do not represent tensorial quantities of any kind for an arbitrary point $x \in M$. A remarkable exception takes place at the point $\bar{x}$ where the entropy reaches its maximum value, where these quantities behave as the components of a second-rank covariant tensor. This exception was considered by Ruppeiner [34] to introduce the metric tensor (133). Remarkably, a more convenient metric tensor $g_{ij}(x|\theta)$ can be introduced for any point $x \in M$ replacing the ordinary partial derivatives $\partial_i$ by the covariant differentiation $D_i$. Unfortunately, there is a cost to pay for this generalization: definition (129) actually represents a set of first-order covariant differential equations to obtain the metric tensor $g_{ij}(x|\theta)$ from the entropy $S(x|\theta)$. This problem is explicitly nonlinear and difficult to solve in most practical situations.

### 4.2. Direct implications

Hypotheses (128) and (129) lead to a geometric reinterpretation of the macroscopic behavior of the closed system, where fluctuation geometry appears as the mathematical apparatus. For example, the Riemannian Gaussian representation (45) of distribution (128)

$$dp(x|\theta) = \frac{1}{Z(\theta)} \exp \left[ -\frac{1}{2} \ell_{ij}(x, \bar{x})/k \right] d\mu(x|\theta)$$

constitutes an exact improvement of the Gaussian approximation of Einstein’s fluctuation theory [11]:

$$dp(x|\theta) \simeq \exp \left[ -g^R_{ij}(\bar{x}) \Delta x^i \Delta x^j/2k \right] \sqrt{|g^R_{ij}(\bar{x})/2\pi k|} dx,$$

where $\Delta x = x - \bar{x}$ and $g^R_{ij}(\bar{x})$ is the metric tensor of Ruppeiner geometry (133). Accordingly, the distance notion $\ell_{ij}(x, \bar{x})$ associated with the metric tensor $g_{ij}(x|\theta)$ quantifies the occurrence probability of an spontaneous deviation of the system from the state of thermodynamic equilibrium $\bar{x}$, that is, the state with the maximum entropy $S(x|\theta)$. By itself, equation (134) clarifies that the study of thermo-statistical properties of a given closed system is reduced to the analysis of geometric features of the abstract manifold $M$.

The covariant components $\eta_i(x|\theta)$ of the vector field defined from the entropy

$$\eta_i(x|\theta) = D_i S(x|\theta) = \partial S(x|\theta)/\partial x^i$$

are hereinafter referred to as the generalized restituting forces. In non-equilibrium thermodynamics, such forces appear in the phenomenological equations [11]

$$\frac{d}{dt} x^i(t) = L^{ij} \eta_j[x(t)|\theta]$$

(137)

describing the relaxation dynamics of a closed system toward the state of equilibrium $\bar{x}$, with $L^{ij}$ being the matrix of transport coefficients. According to identity (47), the generalized restituting forces $\eta_i(x|\theta)$ are related to the entropy $S(x|\theta)$ as follows:

$$\mathcal{P}(\theta) = S(x|\theta) + \frac{1}{2} \eta^2(x|\theta),$$

(138)
where $\mathcal{P}(\theta)$ is the Gaussian potential expressed in units of Boltzmann’s constant $k$:

$$\mathcal{P}(\theta) = -k \log Z(\theta).$$  \hspace{1cm} (139)

Considering the vanishing of the generalized restituting forces at the equilibrium state $\bar{x}$:

$$\eta_i(\bar{x}|\theta) = 0,$$  \hspace{1cm} (140)

one realizes that the Gaussian potential is simply the maximum value of the entropy

$$S(\bar{x}|\theta) \equiv \mathcal{P}(\theta).$$  \hspace{1cm} (141)

According to the identity (49), the generalized restituting forces $\eta_i(x|\theta)$ are also related to the separation distance $\ell_\theta(x, \bar{x})$ as follows:

$$\eta^2(x|\theta) = \ell^2_\theta(x, \bar{x}).$$  \hspace{1cm} (142)

Considering the following expression:

$$\delta S(x|\theta) \equiv S(x|\theta) - S(\bar{x}|\theta) = -\eta^2(x|\theta)/2 \equiv -\ell^2_\theta(x, \bar{x})/2,$$  \hspace{1cm} (143)

the quantities $\eta_i(x|\theta)$ and $\ell_\theta(x, \bar{x})$ characterize the deviation of the entropy of the closed system $S(x|\theta)$ from its maximum value $S(\bar{x}|\theta)$.

Theorem 3 obtained in [8] guarantees the existence and uniqueness of equilibrium state $\bar{x}$ of the closed system. This fact is a direct consequence of the vanishing of the probability weight $\omega(x|\theta)$ on the boundary of the manifold $\partial M$ and the concavity of the thermodynamic entropy $S(\theta)$ associated with definition (129). The vanishing of the probability weight $\omega(x|\theta)$ is associated with axiom 4 of fluctuation geometry [8], which establishes the vanishing of the probability density $\rho(x|\theta)$ at the boundary points. It is noteworthy that this condition is a common feature of distribution functions in classical statistical mechanics.\footnote{A typical example is the equilibrium distribution function,}

$$d\rho(E_A, V_A | E_T, V_T) = C \Omega_A(E_A, V_A) \Omega_B(E_T - E_A, V_T - V_A) \, dE_A dV_A,$$

which corresponds to two separable short-range interacting systems $A$ and $B$ with additive total energy $E_T = E_A + E_B$ and volume $V_T = V_A + V_B$. Here, $\Omega_A$ and $\Omega_B$ are the densities of states of each system, while $C$ is the normalization constant. It is noteworthy that this distribution vanishes at the boundary of the intervals $\min(E_A) \leq E_A \leq E_T - \min(E_B)$ and $\min(V_A) \leq V_a \leq V_T - \min(V_B)$ because the density of states of classical systems vanishes as $\Omega(E, V) \propto (E - E_{\text{min}})^\alpha (V - V_{\text{min}})^\gamma$ with positive exponents $\alpha$ and $\gamma$ when the energy $E$ and volume $V$ approach their minimum values.

4.3. Invariant fluctuation theorems

Conventionally [11], results of Einstein’s fluctuation theory involve expectation values such as the macroscopic observables $\langle \dot{x} \rangle$, their self-correlation functions $\langle \dot{x} \dot{x} \rangle$, etc. However, these expectation values crucially depend on the coordinate representation $\mathcal{R}$, employed to describe the abstract manifold $\mathcal{M}$. In the present Riemannian approach, one is interested in the calculation of the expectation values of scalar functions $a(x|\theta)$:

$$\langle a(x|\theta) \rangle = \int_{\mathcal{M}} a(x|\theta) \, d\rho(x|\theta).$$  \hspace{1cm} (144)

Fluctuation relations that involve this type of expectation value can be referred to as invariant fluctuation theorems.

An important case of the invariant fluctuation theorem is the following identity:

$$\langle kD_x u^i(x|\theta) + \eta_i(x|\theta) u^i(x|\theta) \rangle = 0.$$  \hspace{1cm} (145)
Here, \( w'(x|\theta) \) denotes the contravariant components of a differentiable vector field \( w \) with a well-defined expectation value \( \langle \eta \cdot w \rangle = \langle \eta_i(x|\theta)w'(x|\theta) \rangle \). To proceed with the demonstration of this identity, let us introduce the contravariant components \( \nu'(x|\theta) \) of the auxiliary vector field \( \nu \):

\[
\nu'(x|\theta) = \frac{1}{Z(\theta)} \exp[-\eta^2(x|\theta)/2k]w'(x|\theta) .
\]  

(146)

It is noteworthy that the factor

\[
\frac{1}{Z(\theta)} \exp[-\eta^2(x|\theta)/2k] = \frac{1}{Z(\theta)} \exp[-\bar{\ell}^2_\theta(x|x)/2k] 
\]  

(147)

is simply the probability weight \( \omega(x|\theta) \) of the distribution function (134). Its presence here guarantees the exponential vanishing of the vector field \( \nu \) on the boundary \( \partial M \). By definition, the divergence of the vector field \( \nu \) is expressed throughout the covariant differentiation \( D_i \) as

\[
\text{div}(\nu) \equiv D_i \nu'(x|\theta).
\]  

(148)

Considering definition (146), this last expression can also be rewritten as follows:

\[
\text{div}(\nu) = \frac{1}{Z(\theta)} \exp[-\eta^2(x|\theta)/2k] \left[ D_i w'(x|\theta) + \frac{1}{k} \eta_i(x|\theta) w'(x|\theta) \right].
\]  

(149)

Here, the relation

\[
D_i \eta^2(x|\theta) = -2\eta_i(x|\theta)
\]  

(150)

was considered, which follows from the expression \( \eta^2(x|\theta) = g^{ij}(x|\theta) \eta_i(x|\theta) \eta_j(x|\theta) \) and the identities

\[
D_i \eta_j(x|\theta) = D_j D_i S(x|\theta) = -g_{ij}(x|\theta) \quad \text{and} \quad D_i g^{jk}(x|\theta) = 0.
\]  

(151)

Result (145) is obtained from equation (149) by performing the volume integration over the manifold \( \mathcal{M} \). Considering the divergence theorem

\[
\int_\mathcal{A} \text{div}(\nu) d\mu = \oint_{\partial \mathcal{A}} \nu \cdot d\Sigma,
\]  

(152)

one verifies the vanishing of the volume integral over the divergence \( \text{div}(\nu) \). Precisely, the surface integral in equation (152) vanishes when the subset \( \mathcal{A} \subset \mathcal{M} \) is extended to the manifold \( \mathcal{M} \). This is a consequence of the exponential vanishing of the auxiliary vector field \( \nu \) on the boundary \( \partial \mathcal{M} \).

The invariant fluctuation theorem (145) allows us to obtain other invariant fluctuation relations. Let us consider the vector field associated with the generalized restituting forces, \( w'(x|\theta) = \eta'(x|\theta) = g^{ij}(x|\theta) \eta_j(x|\theta) \). One obtains by direct differentiation the following relation:

\[
D_i \eta'(x|\theta) = -n,
\]  

(153)

with \( n \) being the dimension of the manifold \( \mathcal{M} \). Combining this result with identity (145), one obtains the expectation value of the square of restituting generalized forces

\[
\langle \eta^2(x|\theta) \rangle = nk.
\]  

(154)

Considering the identities (142) and (143), one obtains the expectation values

\[
\langle \bar{\ell}^2_\theta(x|x) \rangle = nk \quad \text{and} \quad \langle \delta S(x|\theta) \rangle = -nk/2.
\]  

(155)

The invariant fluctuation relation (154) admits the following generalization:

\[
\langle [\eta^2(x|\theta)]^s \rangle = (2k)^s \frac{\Gamma(s + \frac{3}{2})}{\Gamma(s + 1)},
\]  

(156)
where \( s \) is a positive integer and \( \Gamma(x) \) is the gamma function. Considering the vector field \( w' (x|\theta) = [\eta^2 (x|\theta)]^{-1} \eta^1 (x|\theta) \) in the identity (145), one obtains the following recurrence equation:

\[
\langle [\eta^2 (x|\theta)]^s \rangle = 2k \left( s - 1 + \frac{n}{2} \right) \langle [\eta^2 (x|\theta)]^{s-1} \rangle.
\]

Identity (156) is obtained as a solution of equation (157) considering the particular case (154) with \( s = 1 \) and the known property of the gamma function \( \Gamma(\theta + 1) = \theta \Gamma(\theta) \).

### 4.4. Asymptotic formulae

The Gaussian distribution (135) constitutes a good approximation for the fluctuating behavior of thermodynamic systems with a very large number of constituents [11]. However, the Gaussian approximation fails during the occurrence of phase transitions and critical phenomena. Moreover, this distribution is unable to describe the fluctuating behavior of non-extensive systems, such as mesoscopic systems and systems with long-range interactions. The macroscopic properties of these systems are highly driven by correlations that involve all system constituents. The curvature tensor of fluctuation geometry allows a better description of these situations.

Let us start this analysis considering the case of closed systems. The normalization constant \( A \) that appears in Einstein’s postulate (131) is omitted in its covariant generalization (128). This convection guarantees the vanishing of the equilibrium value of entropy \( S(\bar{x}|\theta) \) if the manifold \( \mathcal{M} \) is Euclidean. According to theorem 3 obtained in the previous section, the entropy \( S(\bar{x}|\theta) \) evaluated at the equilibrium state \( \bar{x} \) is estimated as follows:

\[
S(\bar{x}|\theta) \simeq k^2 R(\bar{x}|\theta)/6
\]

if the curvature scalar \( R(\bar{x}|\theta) \) is sufficiently small. The estimation formula (158) considers the contribution of the second-order geometric expansion (87) of the exact distribution function (134). The curvature scalar \( R(\bar{x}|\theta) \) allows us to introduce a criterion for the applicability of the Gaussian approximation (135). From a geometrical viewpoint, a relevant statistical notion here is the curvature radius \( \ell_c = 1/\sqrt{R(\bar{x}|\theta)} \). The curvature radius defines a \( (n-1) \)-sphere \( \mathbb{S}^{(n-1)}(\bar{x}|\ell_c) \) centered at equilibrium state \( \bar{x} \) where the Gaussian approximation (135) is applicable:

\[
\ell^2_{\theta} (x, \bar{x}) < \ell^2_c.
\]

Accordingly, the Gaussian approximation (135) fully describes the system fluctuating behavior if the square of the curvature radius \( \ell^2_c \) is larger than the expectation value of the square separation distance \( \langle \ell^2_{\theta} (x, \bar{x}) \rangle \). This condition can be expressed in terms of the curvature scalar as follows:

\[
nkR(\bar{x}|\theta) < 1.
\]

Alternatively, the licitness (or failure) of the Gaussian approximation (135) can be characterized in terms of the correlation length \( \xi \) (do not confuse this quantity with a complete set of random quantities \( \xi \)). For example, let us consider a system of volume \( V \) near a critical point. Denoting by \( d \) the spatial dimensionality of the system, the Gaussian approximation is applicable if the correlation volume \( v_c = \xi^d \) is smaller than the volume of the system \( V \):

\[
\xi^d \ll V.
\]
Although the curvature scalar $R(\vec{x}|\theta)$ and the correlation length $\xi$ are different concepts, they could be associated in some way\footnote{In the framework of statistical thermodynamics, the curvature scalar $R$ of inference geometry is related to the correlation length $\xi$ by the following asymptotic expression $R \sim \xi^d [24]$. This type of relationship is referred to as a \textit{hyperscaling relation} in the theory of critical phenomena. It is natural to expect that an analogous result should exist for Riemannian extension of Einstein’s fluctuation theory.}.

Let us now consider the case of open systems. Most applications of statistical mechanics refer to systems that are found under the thermodynamic influence of the natural environment. Conventionally, such equilibrium situations are described within Boltzmann–Gibbs distributions (4). These statistical ensembles can be derived from Einstein’s postulate (131) or its generalization (128) as a particular asymptotic case, specifically, when the internal thermodynamic state of the environment is unaffected by the influence of the system. Although the results derived for these equilibrium situations do not have general applicability, they can be useful for practical purposes. Considering the invariant volume element (127), the statistical ensemble (4) can be rephrased as follows:

$$d p(x|\theta) = \frac{1}{Z(\theta)} \exp\left\{ -\theta x^i + s(x|\theta) \right\} d\mu(x|\theta),$$

(162)

where the coordinates $x = (U, O)$ are the internal energy $U$ and the generalized displacements $O = (V, M, M, \ldots)$, while the control parameters $\theta = (1/T, w/T)$ are the inverse temperature and the ratio among the generalized forces $w = (p, -\omega, -H, \ldots)$ and the temperature $T$. Hereinafter, the scalar function $s(x|\theta)$ is referred to as the entropy of the open system. This function is directly associated with the density of states $\Omega(x)$ via the metric tensor $g_{ij}(x|\theta)$:

$$\exp[s(x|\theta)/k] \sqrt{\frac{g_{ij}(x|\theta)}{2\pi k}} \equiv \Omega(x).$$

(163)

It is noteworthy that the entropy $s(x|\theta)$ is not an intrinsic property of the open system. Certainly, this entropy also depends on the metric tensor $g_{ij}(x|\theta)$, which accounts for the underlying environmental influence. Formally speaking, the entropy $S(x|\theta)$ of the closed system (open system + environment) can be expressed as follows:

$$S(x|\theta) \equiv P(\theta) - \theta x^i + s(x|\theta),$$

(164)

with $P(\theta)$ being the Planck thermodynamic potential

$$P(\theta) = -k \log Z(\theta).$$

(165)

Direct application of the estimation formula (158) yields the following result:

$$P(\theta) \simeq \theta_x^i - s(\vec{x}|\theta) + \frac{k^2 R(\vec{x}|\theta)}{6}.$$  

(166)

This last formula exhibits a very simple interpretation. The Gaussian or zeroth-order approximation

$$P(\theta) \simeq \tilde{P}(\theta) = \theta_x^i - s(\vec{x}|\theta)$$

(167)

is just the known \textit{Legendre transformation} that estimates the Planck thermodynamic potential $P(\theta)$ from the entropy of the open system $s(x|\theta)$. The curvature scalar $R(\vec{x}|\theta)$ introduces a correction of second-order of this transformation.
5. Final remarks

Fluctuation geometry is a mathematical approach that establishes a direct correspondence among the statistical properties of a family of continuous distributions (1) and the notions of Riemannian geometry. In particular, the distance notion (30) of fluctuation geometry provides an invariant measure of the occurrence probability. Moreover, the curvature tensor of the manifold $\mathcal{M}$ accounts for the existence of irreducible statistical correlations. In accordance with asymptotic formula (87), this geometric notion also quantifies the deviation of a given distribution function from the properties of Gaussian distributions. The present geometric approach enables us to obtain information about the statistical models without special reference to any coordinate representation of the manifold $\mathcal{M}$, that is, to perform a coordinate-free treatment.

The possibility of performing a coordinate-free treatment is closely related to the requirement of general covariance of physical theories such as general relativity. Since the statistical correlations can be related to effective physical interactions, the curvature tensor of fluctuation geometry can represent a fundamental tool in any physical theory with a statistical formulation. In particular, this notion plays a relevant role in the framework of Riemannian extension of Einstein’s fluctuation theory [7, 8]. This development leads to a geometric reinterpretation of thermo-statistical properties of a closed system. The curvature tensor of fluctuation geometry has been employed to introduce a criterion (160) for the licitness of the Gaussian approximation. For the case of open systems, the same analysis allows us to obtain the asymptotic formula (166), where curvature scalar introduces a second-order correction in the Legendre transformation (167) between thermodynamic potentials. Some other results obtained in this work are the invariant fluctuation theorems, in particular, the general identity (145) and their associated fluctuation relations (154)–(156).

Before ending this section, let us summarize some open problems of fluctuation geometry with a special mathematical and physical interest.

(i) A relevant question is to clarify how deep is the analogy with fluctuation geometry and inference geometry [8]. In particular, it is worth analyzing the possible relevance of a Riemannian Gaussian representation

$$dQ(\vartheta|\theta) = \frac{1}{z(\theta)} \exp\left[-\ell^2(\vartheta, \theta)/2\right] d\mu(\vartheta)$$  \hspace{1cm} (168)

for the distribution function $dQ(\vartheta|\theta)$ of the efficient unbiased estimators. Here, $\ell(\vartheta, \theta)$ denotes the separation distance (the arc-length of the geodesics that connects the points $\vartheta$ and $\theta \in \mathcal{P}$) associated with the distance notion of inference geometry (28). Moreover, the quantity $d\mu(\vartheta) = \sqrt{|g_{\alpha\beta}(\vartheta)|/2\pi} d\vartheta$ denotes the invariant volume element of the Riemannian manifold $\mathcal{P}$, while $z(\theta)$ is a normalization constant.

(ii) Some concepts of fluctuation geometry can be useful in problems of statistical estimation, e.g.: the notion of diffeomorphic representations of a given abstract distribution family (see example 5). A simple argument is that some coordinate representations of a distribution function exhibit a more convenient mathematical form than other coordinate representations. This feature can be employed to build statistical estimators $\hat{\theta}$ for the control parameters $\theta$.

(iii) Fluctuation geometry can be applied to continuous distribution functions of quantum mechanics, as the example of equation (5). I think that the role of curvature as a measure of irreducible statistical correlations could be useful to characterize some quantum behavior such as entanglement and non-locality [12].
(iv) Some consequences of the Riemannian extension of Einstein’s fluctuation theory could be tested in some concrete models, e.g.: the asymptotic formula (166). Those systems that undergo the occurrence of phase transitions and critical phenomena, where the Gaussian approximation of Einstein fluctuation theory is expected to fail [11], deserve special interest.

Acknowledgments

The author thanks CONICYT/Programa Bicentenario de Ciencia y Tecnología PSD 65 (Chilean agency) for financial support.

References

[1] Velazquez L and Curilef S 2010 J. Stat. Mech. P12031
[2] Velazquez L and Curilef S 2012 Complementarity in Quantum Mechanics and Classical Statistical Mechanics (Theoretical Concepts of Quantum Mechanics) ed M R Pahlavani (Rijeka: InTech) (www.intechopen.com/books/theoretical-concepts-of-quantum-mechanics/complementarity-in-quantum-mechanics-and-classical-statistical-mechanics)
[3] Bohr N 1985 Collected Works, Volume 6 ed J Kalckar (Amsterdam: North-Holland) pp 316–30 and 376–7
[4] Heisenberg W 1969 Der Teil und das Gauze (Munich: Piper) chapter 9
[5] Uffink J and van Lith J 1999 Found. Phys. 29 655
[6] Velazquez L 2012 Ann. Phys. 327 1682
[7] Velazquez L 2011 J. Stat. Mech. P11007
[8] Vlagator and Basle 2013 J. Phys. A: Math. Theor. 45 175002
[9] Amari Sh 1990 Differential-Geometrical Methods in Statistics (Lecture Notes in Statistics vol 28) (Berlin: Springer)
[10] Lehmann E L and Casella G 2003 Theory of Point Estimation (New York: Springer)
[11] Reichl L E 1980 A Modern Course in Statistical Mechanics (Austin, TX: University of Texas Press)
[12] Peres A 2002 Quantum Theory: Concepts and Methods (New York: Kluwer)
[13] Box G E P and Muller M E 1958 Ann. Math. Stat. 29 610–1
[14] Hooper G M 1976 Trans. Am. Math. Soc. 39 399–409
[15] Fisher R A 1922 Phil. Trans. R. Soc. Lond. A 222 309–68
[16] Rao C R 1945 Bull. Calcutta Math. Soc. 37 8191 (http://bulletin.calmathsoc.org/article.php?id=1945.37.14)
[17] Deroy L 1986 Non-Uniform Random Variate Generation (New York: Springer)
[18] Dekking F M, Kraaikamp C, Lopuha¨a H P and Meester L E 2005 A Modern Introduction to Probability and Statistics: Understanding Why and How (Springer Texts in Statistics) (Berlin: Springer)
[19] Jaynes E T 1963 Information Theory and Statistical Mechanics (Statistical Physics) ed K Ford (New York: Benjamin)
[20] Kullback S and Leibler R A 1951 Ann. Math. Stat. 22 79–86
[21] Berger A 2002 A Panoramic View of Riemannian Geometry (Berlin: Springer)
[22] Janke W et al 2004 Physica A 336 181–6
[23] Brody D C and Hook D W 2009 J. Phys. A: Math. Theor. 42 023001
[24] Janyszek H 1990 J. Phys. A: Math. Gen. 23 477–90
[25] Crooks G E 2007 Phys. Rev. Lett. 99 100602
[26] Brody D C and Hugheston L P 1996 Phys. Rev. Lett. 7 2851
[27] Barndorff-Nielsen O E and Gill R D 2000 J. Phys. A: Math. Gen. 30 4481–90
[28] Gibilisco P and Isola T 2007 J. Phys. A: Math. Gen. 30 4481–90
[29] Gibilisco P, Imparato D and Isola T 2007 J. Math. Phys. 48 072109
[30] Holevo A S 1982 Probabilistic and Statistical Aspects of Quantum Theory (Amsterdam: North-Holland)
[31] Caianiello E R 1986 Frontiers of Non-Equilibrium Statistical Physics ed G T Moore and M O Scully (New York: Plenum) pp 453–64
[32] Braunstein S L 1993 Symposium on the Foundations of Modern Physics ed P Busch, P Lahal and P Mittelstaedt (Singapore: World Scientific) p 106
[33] Wootters W K 1981 Phys. Rev. D 23 357
[34] Ruppeiner G 1979 Phys. Rev. A 20 1608
[35] Ruppeiner G 1995 Rev. Mod. Phys. 67 605

35