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Abstract. In this paper, following Sullivan ([10]) and Kusner and Schmitt ([5]), we study conformal immersions of Riemann surfaces into the three-dimensional Euclidean space. Regarding such immersions as special bundle maps from the tangent bundle of the surface to the cotangent bundle of the 2-dimensional sphere, we generalize the classical Weierstrass representation of minimal surfaces to the case of arbitrary conformal immersions. We study how such an immersion gives rise to a spin structure on the surface together with a pair of spinors and how the immersion itself can be studied by means of these spinors.

1. Introduction

The Weierstrass representation of a minimal surface in $\mathbb{R}^3$ is a classical method that allows one to describe the surface – and its differential-geometric properties like the mean and Gaussian curvatures and the Gauss map – by means of a pair of functions on an open subset of the complex plane, one of which is holomorphic and the other one is meromorphic. Such a representation is local and depends on the choice of a local holomorphic coordinate on the surface (also known as isothermal coordinates, especially in earlier literature on the subject).

In his 1989 paper [10], D. Sullivan observed that the Weierstrass representation can be rendered coordinate-free and global by replacing the aforementioned pair of functions with a triple of holomorphic 1-forms on the surface. This triple can be thought of as a holomorphic bundle map from the tangent bundle of the surface to the cotangent bundle of the 2-sphere. The unique spin structure of $S^2$ can be then pulled back along this bundle map to induce a spin structure on the surface together with a pair of holomorphic sections of the corresponding line bundle of spinors. All of the original formulas describing the surface and its geometry can be rewritten neatly in terms of these two spinors. Conversely, given a Riemann surface with a fixed spin structure and a (nondegenerate) pair of holomorphic spinors, one can write down an explicit integral formula involving these spinors that gives a (possibly periodic) minimal immersion of the surface into $\mathbb{R}^3$.

Later in their article [5], R. Kusner and N. Schmitt observed that the minimality condition in Sullivan’s paper can be relinquished. The resulting ‘generalized Weierstrass representation’ works for an arbitrary conformal immersion of a Riemann surface to $\mathbb{R}^3$. This way, holomorphic 1-forms and spinors become smooth $(1,0)$-forms and smooth spinors,
respectively, and one has an added integrability condition that ensures that an abstract pair of spinors on $M$ induces a (possibly periodic) conformal immersion of $M$ to $\mathbb{R}^3$.

Both Sullivan’s and Kusner and Schmitt’s expositions of the subject are rather short on detail and barely contain any proofs. The present article is an attempt to rectify this issue. Following and improving on the papers of Sullivan, Kusner, and Schmitt, we give a detailed and thorough exposition of the generalized Weierstrass and spinor representations of Riemann surfaces in $\mathbb{R}^3$.

The paper is organized as follows. In Section 2 we review the classical theory of Weierstrass representations of minimal surfaces in $\mathbb{R}^3$. In Section 3 we discuss a number of technical points related to $\mathbb{C}P^1$, its canonical and tautological line bundles, and its Veronese embedding into $\mathbb{C}P^2$. In Section 4 we define (generalized) Weierstrass representations of a Riemann surface and study their relation to conformal immersions of the surface to $\mathbb{R}^3$. We also investigate how the geometric properties of a conformal immersion (for instance, whether it is minimal) can be expressed via its associated Weierstrass representation and how the latter can be used to recover the immersion itself. Finally, in Section 5 we introduce the notion of a spinor representation of a Riemann surface and show that it is essentially equivalent to that of a Weierstrass representation. We then reimage the salient points of Section 4 in the language of spinor representations. As a side quest, we also give a formal categorical argument why a spin structure on a principal $SO(2)$-bundle is the same as a so-called square root of the corresponding Hermitian line bundle.

2. The classical Weierstrass representation

We start with a brief review of the classical theory of Weierstrass representations. Let $M \subset \mathbb{R}^3$ be an oriented minimal surface. By passing to local isothermal coordinates, we can think of $M$ as the image of a conformal embedding $\varphi : U \to \mathbb{R}^3$, where $U$ is an open subset of $\mathbb{C}$ (we can actually allow $\varphi$ to be an immersion, not necessarily an embedding). If we write $z = u + iv$, the conformality and minimality conditions on $\varphi$ can be rewritten as:

- ($\varphi$ is a conformal) $||\varphi_u|| = ||\varphi_v||$, $\langle \varphi_u, \varphi_v \rangle = 0 \iff \langle \varphi_z, \varphi_{\bar{z}} \rangle = 0$,
- ($\varphi$ is minimal $\iff$ harmonic) $\Delta \varphi = 0 \iff \varphi_{z\bar{z}} = 0$.

Now assume $U$ is simply connected. Then there is a smooth map $\hat{\varphi} : U \to \mathbb{R}^3$ satisfying

\[
\begin{cases}
\hat{\varphi}_u = -\varphi_v, \\
\hat{\varphi}_v = \varphi_u,
\end{cases}
\]

and it is unique up to a translation in $\mathbb{R}^3$. It is also a conformal minimal immersion (adjoint to $\varphi$). The conditions on $\hat{\varphi}$ are taken to be as they are precisely so that the immersion $f = \varphi + i\hat{\varphi} : U \to \mathbb{C}^3$ is holomorphic. It is also isotropic, meaning that $\langle f', f' \rangle = 0$. Conversely, given a holomorphic isotropic immersion of $U$ to $\mathbb{C}^3$, its real and imaginary

\footnote{Throughout the paper, $\langle -|- \rangle$ will stand for the standard bilinear form on $\mathbb{R}^n$ or $\mathbb{C}^n$.}
parts are adjoint conformal minimal immersions of $U$ to $\mathbb{R}^3$. If we write $f' = (\Phi_1, \Phi_2, \Phi_3)$, we have:

$$\Phi_1^2 + \Phi_2^2 + \Phi_3^2 = 0.$$  

This condition can be rewritten as

$$(\Phi_1 + i\Phi_2)(\Phi_1 - i\Phi_2) = -\Phi_3^2. \quad (2.1)$$

Casting aside the cases when $\Phi_1 = i\Phi_2$ on the entire $U$ (which is definitely not the case unless $\varphi$ is an immersion into a horizontal plane), we can rewrite this as

$$\Phi_1 + i\Phi_2 = -\frac{\Phi_3^2}{\Phi_1 - i\Phi_2}.$$  

We introduce a pair of functions on $U$:

$$\mu = \Phi_1 - i\Phi_2, \quad \nu = \frac{\Phi_3}{\Phi_1 - i\Phi_2}.$$  

Clearly, $\mu$ is holomorphic and $\nu$ is meromorphic. Observe that the function $\mu \nu^2 = -\Phi_1 - i\Phi_2$ is holomorphic. What is more, since $f$ is an immersion, all $\Phi_i$'s cannot vanish simultaneously at any point of $U$. Together with (2.1), this implies that if $p \in U$ is a zero of $\mu$, it cannot also be a zero of $\mu \nu^2$. We conclude that $\mu$ and $\nu$ are related by the following condition: the set of zeroes of $\mu$ coincides with the set of poles of $\nu$, and given any point $p$ in this set, $\text{ord}_p(\mu) = -2\text{ord}_p(\nu)$.

We can recover $f'$ using these two functions:

$$\Phi_1 = \mu \frac{\mu}{2} (1 - \nu^2), \quad \Phi_2 = i\mu \frac{\mu}{2} (1 + \nu^2), \quad \Phi_3 = \mu \nu.$$  

The function $f'$, in turn, determines $f$ (and hence $\varphi$ and $\hat{\varphi}$) up to translations in $\mathbb{C}^3$ by means of integration along paths in $U$:

$$f(p) = f(p_0) + \int_{p_0}^p f'dz,$$

where $p_0 \in U$ is fixed. This integral does not depend on the choice of a path because the 1-form $f'dz = df$ is exact. We see that, up to a translation in $\mathbb{R}^3$, the initial immersion $\varphi$ can be expressed as the real part of an integral of some holomorphic 1-form (or rather a triple of those) written in terms of $\mu$ and $\nu$:

$$\varphi(p) = \varphi(p_0) + \text{Re} \left( \int_{p_0}^p \frac{\mu}{2} (1 - \nu^2)dz, \int_{p_0}^p \frac{i\mu}{2} (1 + \nu^2)dz, \int_{p_0}^p \mu \nu dz \right). \quad (2.2)$$

Formula (2.2) is called the Weierstrass representation of $M$. Going in the opposite direction, one can start with a holomorphic function $\mu$ and a meromorphic function $\nu$ that are related
by the aforementioned condition\textsuperscript{2}: the zeroes of $\mu$ are precisely the poles of $\nu$ and, given any such zero/pole $p \in U$, $\text{ord}_p(\mu) = -2\text{ord}_p(\nu)$. Using the same integral formula (2.2), one obtains a conformal minimal immersion $U \to \mathbb{R}^3$.

We will render this theory coordinate-free and generalize it to arbitrary conformal immersions of Riemann surfaces into $\mathbb{R}^3$. Having done that, we will be able to reinterpret the theory completely in the language of spinors.

3. The sphere, its canonical bundle, and the Veronese embedding

Before we proceed to main part, we need to discuss a number of technical points regarding the canonical bundle of the sphere and the Veronese embedding.

**Agreement.** Whenever we have a map between smooth manifolds, it is assumed to be smooth, unless mentioned otherwise. Also, we are going to meet a lot of interplay between real and complex geometry, so let us agree on the following. Whenever $E$ is a complex vector space or complex vector bundle, $E^\ast$ will stand for its real dual. Its complex dual will be denoted by $E^{\ast 1,0} \subseteq E^\ast_C$. The two are surely isomorphic as complex vector spaces/bundles by means of taking the real part inside $E^\ast_C$, where the complex structure on $E^\ast$ is taken to be dual to the one on $E$. We often suppress this isomorphism from the notation. In case we want to stress whether the functionals being considered are real- or complex-valued, we will stick to this notation to avoid confusion. The conjugate $E^{\ast 0,1} = \overline{E^{\ast 1,0}} \subseteq E^\ast_C$ is the antidual to $E$ (the space/bundle of $\mathbb{C}$-antilinear functionals).

The first technical moment is how one identifies $S^2$ with $\mathbb{C}P^1$. There is a bunch of similar ways to do this, all of them use the stereographic projection, but there is a degree of freedom in picking a pole of $S^2$ and an affine chart on $\mathbb{C}P^1$. We choose the stereographic projection from the North pole $N = (0, 0, 1)$:

$$\tau: S^2 \setminus \{N\} \xrightarrow{\sim} \mathbb{C}, \ (x, y, z) \mapsto \frac{x + iy}{1 - z}.$$

Then we identify $\mathbb{C}$ with the affine chart $U_0 = \{[z_0 : z_1] \mid z_0 \neq 0\} = \mathbb{C}P^1 \setminus \{[0 : 1]\} \subset \mathbb{C}P^1$ and send $N$ to the missing point $[0 : 1]$. The resulting map $S^2 \xrightarrow{\sim} \mathbb{C}P^1$ is given by

$$(x, y, z) \mapsto \begin{cases} [1 - z : x + iy], & \text{if } z \neq 1, \\ [0 : 1], & \text{if } z = 1, \end{cases}$$

and it is a biholomorphism when the sphere is oriented by a vector field pointing inside the unit ball (this is the opposite of the boundary orientation of $\partial \mathbb{B}^2 = S^2$). The inverse

\textsuperscript{2}One can actually relax this condition to the requirement that $\mu \nu^2$ be holomorphic, but then one has to consider more general (so-called “branched”) minimal immersions: $\varphi$ is required to be harmonic, nonconstant, and conformal outside of its singular points (which will automatically be discrete).
mapping looks like this:
\[
\begin{cases}
[1 : z] \mapsto \left( \frac{2 \text{Re} z}{|z|^2 + 1}, \frac{2 \text{Im} z}{|z|^2 + 1}, |z|^2 - 1 \right), \\
[0 : 1] \mapsto N.
\end{cases}
\]

The projective line, in turn, can be identified with the standard conic in \( \mathbb{C}P^2 \) by means of the Veronese embedding:
\[
\mathbb{C}P^1 \hookrightarrow \mathbb{C}P^2, [z_0 : z_1] \mapsto [z_0^2 : z_0 z_1 : z_1^2].
\]

The image of this map is cut out by the equation \( w_0 w_2 = w_1^2 \). It is a unique smooth plane conic up to projective automorphisms of \( \mathbb{C}P^2 \). It would be convenient for us to apply such an automorphism, i.e. linearly change the coordinates on \( \mathbb{C}^3 \):
\[
\begin{align*}
\tilde{w}_0 &= w_0 - w_2; \\
\tilde{w}_1 &= i(w_0 + w_2); \\
\tilde{w}_2 &= 2w_1.
\end{align*}
\]

In these new coordinates, which we are going to denote \( w_0, w_1, w_2 \) from now on, our conic becomes \( [Q] = \{[w_0 : w_1 : w_2] \in \mathbb{C}P^2 \mid w_0^2 + w_1^2 + w_2^2 = 0\} \). Let us denote the affine cone over it by \( Q \subset \mathbb{C}^3 \). It can also be described as the set of isotropic vectors of the standard nondegenerate quadratic form on \( \mathbb{C}^3 \). In these new coordinates, the Veronese embedding is given by:
\[
\tilde{\theta}: \mathbb{C}P^1 \cong [Q] \subset \mathbb{C}P^2, [z_0 : z_1] \mapsto [z_0^2 - z_1^2 : i(z_0^2 + z_1^2) : 2z_0 z_1].
\]

This is the projectivization of the map
\[
\theta: \mathbb{C}^2 \to \mathbb{C}^3, (z_0, z_1) \mapsto (z_0^2 - z_1^2, i(z_0^2 + z_1^2), 2z_0 z_1).
\]

The image of \( \theta \) is \( Q \), and, when restricted to the set of nonzero vectors, \( \theta \) gives a two-sheeted holomorphic covering \( \mathbb{C}^2 \setminus \{0\} \to Q \setminus \{0\} \). We are going to use this map to relate the tautological bundles over \( \mathbb{C}P^1 \) and \( [Q] \) to their canonical bundles.

First of all, observe that the tautological line bundle \( \mathcal{O}_{\mathbb{C}P^1}(-1) \) over \( \mathbb{C}P^1 \) is a line subbundle of the trivial rank-2 bundle \( \mathbb{C}P^1 \times \mathbb{C}^2 \). If we restrict the projection of the latter onto \( \mathbb{C}^2 \) to \( \mathcal{O}_{\mathbb{C}P^1}(-1) \), we obtain the blow-up of \( \mathbb{C}^2 \) at the origin. Altogether, we have the following commutative diagram:
\[
\begin{array}{ccc}
\mathcal{O}_{\mathbb{C}P^1}(-1) \setminus \{0\} & \xrightarrow{\sim} & \mathbb{C}^2 \setminus \{0\} \\
\downarrow \mathcal{O}_{\mathbb{C}P^1}(-1) & & \\
\mathbb{C}^2 & \to & \mathbb{C}P^1
\end{array}
\]
Here $\mathcal{O}_{\mathbb{C}P^1}(-1) \setminus \{0\}$ stands for the complement to the zero section. Similarly, the tautological line bundle $\mathcal{O}_{[Q]}(-1) = \mathcal{O}_{\mathbb{C}P^2}(-1)|_{[Q]}$ is a line subbundle of the trivial bundle $[Q] \times \mathbb{C}^2$. When restricted to $\mathcal{O}_{[Q]}(-1)$, the projection of the latter onto $\mathbb{C}^2$ gives the blow-up of $Q$ at the origin (this is a resolution of an ordinary double point). This leads to the following diagram:

\[
\begin{array}{ccc}
Q \setminus \{0\} & \sim & \mathcal{O}_{[Q]}(-1) \setminus \{0\} \\
\downarrow & & \downarrow \\
Q & \sim & \mathcal{O}_{[Q]}(-1) \\
\downarrow & & \downarrow \\
[Q] & \rightarrow & [Q]
\end{array}
\]

When we make a bridge between the two diagrams above by means of $\theta$ and $\tilde{\theta}$, we end up with the following commutative diagram:

\[
\begin{array}{ccc}
\mathcal{O}_{\mathbb{C}P^1}(-1) \setminus \{0\} & \sim \rightarrow \mathcal{O}_{\mathbb{C}P^1}(-1) \setminus \{0\} \\
\downarrow & & \downarrow \\
\mathcal{O}_{\mathbb{C}P^1}(-1) & \sim \rightarrow & \mathcal{O}_{[Q]}(-1) \\
\downarrow & & \downarrow \\
\mathbb{C}^2 & \sim \rightarrow & [Q] \\
\downarrow & & \downarrow \\
\mathbb{C}P^1 & \sim \rightarrow & [Q]
\end{array}
\]

Now, $\theta$ is a homogeneous polynomial map, so it sends (linear) lines in $\mathbb{C}^2$ to lines in $Q$. This correctly defines a (nonlinear!) bundle map from $\gamma: \mathcal{O}_{\mathbb{C}P^1}(-1) \rightarrow \mathcal{O}_{[Q]}(-1)$ covering $\tilde{\theta}$. As a map to $\mathbb{C}P^2 \times \mathbb{C}^3$, $\gamma$ is just the product of $\mathcal{O}_{\mathbb{C}P^1}(-1) \rightarrow \mathbb{C}P^1 \tilde{\rightarrow} [Q]$ and $\mathcal{O}_{\mathbb{C}P^1}(-1) \rightarrow \mathbb{C}^2 \tilde{\rightarrow} \mathbb{C}^3$, so it is holomorphic. Outside of the zero sections, it is just $\theta$ composed and precomposed with two biholomorphisms as in the upper part of the diagram above (so it is also a two-sheeted holomorphic covering map). On the fibers, $\gamma$ looks like $\mathbb{C} \rightarrow \mathbb{C}, z \mapsto z^2$. But such a quadratic bundle map is the same as a linear bundle isomorphism (also covering $\tilde{\theta}$) $\tilde{\gamma}: \mathcal{O}_{\mathbb{C}P^1}(-1) \otimes \mathcal{O}_{\mathbb{C}P^1}(-2) \sim \rightarrow \mathcal{O}_{[Q]}(-1)$, which sends $v \otimes v$ to $\gamma(v)$. Since $\mathcal{O}_{\mathbb{C}P^1}(-2)$ is isomorphic to the canonical bundle of $\mathbb{C}P^1$, we arrive at the following:

**Conclusion.** There is a commutative square of isomorphisms of holomorphic line bundles over $\mathbb{C}P^1$ and $[Q]$:

\[
\begin{array}{ccc}
\mathcal{O}_{\mathbb{C}P^1}(-2) & \sim \rightarrow & \mathcal{O}_{[Q]}(-1) \\
\downarrow \circ \zeta & & \downarrow \circ \zeta \\
T^*\mathbb{C}P^1 & \sim \rightarrow & T^*[Q]
\end{array}
\]
Both horizontal maps cover \( \tilde{\Theta} \).

It will also be vital for us to have an explicit description of the vertical isomorphisms in this diagram. It suffices to describe the left one. First we trivialize both \( O_{\mathbb{C}P^1}(-2) \) and \( T^*\mathbb{C}P^1 \) over \( U_0 \) and \( U_1 \) with the same cocycle. We trivialize \( O_{\mathbb{C}P^1}(-1) \) by means of the sections \( \sigma_0(([z_0 : z_1]) = (1, \frac{z_0}{z_1}) \) and \( \sigma_1(([z_0 : z_1]) = (\frac{z_0}{z_1}, 1) \), which automatically trivializes \( O_{\mathbb{C}P^1}(-2) \) by \( \sigma_0 \otimes \sigma_0 \) and \( \sigma_1 \otimes \sigma_1 \). For \( T^*\mathbb{C}P^1 \cong T^*1,0\mathbb{C}P^1 \), we take the section \(-2d(\frac{z_0}{z_1}) \) and \( 2d(\frac{z_0}{z_1}) \). One can readily check that the transition function for both of these trivializations is \( \tau_{01} : U_0 \cap U_1 \to \mathbb{C}^\times, [z_0 : z_1] \mapsto (\frac{z_0}{z_1})^2 \). Thus, we can construct an isomorphism between our bundles just by sending the trivializing sections to each other:

\[
O_{\mathbb{C}P^1}(-2) \cong T^*1,0\mathbb{C}P^1, \quad (z_0, z_1) \otimes (z_0', z_1') \mapsto \begin{cases} -2z_0z_0'd(\frac{z_0}{z_1})_{[z_0 : z_1]}, & \text{if } [z_0 : z_1] \in U_0; \\ 2z_1z_1'd(\frac{z_0}{z_1})_{[z_0 : z_1]}, & \text{if } [z_0 : z_1] \in U_1, \end{cases}
\]

where \((z_0, z_1)\) and \((z_0', z_1')\) are points on the line corresponding to \([z_0 : z_1]\). Any other holomorphic isomorphism between these bundles differs from this one by a scalar because \( \mathbb{C}P^1 \) is compact. We make this particular choice in order to get rid of some coefficients later on (see Proposition 13).

4. Conformal immersions and Weierstrass representations

In this section we define (generalized) Weierstrass representations of a Riemann surface and study their relation to conformal immersions of the surface into \( \mathbb{R}^3 \). We show that to every conformal immersion \( M \to \mathbb{R}^3 \) one can associate a Weierstrass representation of \( M \), and the latter can be used to study the geometry of the immersion and even recover the immersion itself.

4.1. Weierstrass representations. We begin with the following general commutative diagram:

\[
\begin{array}{cccc}
\text{SO}(2) & \hookrightarrow & \mathbb{R}^+ \times \text{SO}(2) & \hookrightarrow & \text{GL}^+(2, \mathbb{R}) & \hookrightarrow & \text{GL}(2, \mathbb{R}) \\
\uparrow & & \uparrow & & \uparrow & & \uparrow \\
\text{U}(1) & \hookrightarrow & \text{GL}(1, \mathbb{C}) & \hookrightarrow & \mathbb{C}^\times \\
\uparrow & & \uparrow & & \uparrow \\
\mathbb{T} & \hookrightarrow & \\
\end{array}
\]

The right column tells us that if \( V \) is a two-dimensional real vector space, to pick a complex structure on it (a reduction of the frame space \( F(V) \) from \( \text{GL}(2, \mathbb{R}) \) to \( \text{GL}(1, \mathbb{C}) \)) is the same as to pick an orientation and a conformal class of Euclidean inner products (a reduction to \( \mathbb{R}^+ \times \text{SO}(2) \)). Assume such a datum is chosen and fixed and let \( I \) denote the complex structure. Then, for any \( v \in V \), \( v \) and \( Iv \) are of the same length and they form an oriented orthogonal basis for \( V \). In particular, \( I \) is orthogonal with respect to any inner product within the given conformal class. The left column tells us that to choose a particular
inner product within our class is the same as to choose a Hermitian inner product on the one-dimensional complex vector space \((V, I)\) – both are further reductions of \(F(V)\) to \(\text{SO}(2) \cong U(1)\). As an \((\mathbb{R}^+ \times \text{SO}(2))\)-set (resp., \(\text{GL}(1, \mathbb{C})\)-set), the reduction \(F_{\mathbb{R}^+ \times \text{SO}(2)}(V)\) (resp., \(F_{\text{GL}(1, \mathbb{C})}(V)\)) is isomorphic to \(V \setminus \{0\}\) via the map \((v, Iv) \mapsto v\), where the action of \(\mathbb{R}^+ \times \text{SO}(2) \cong \text{GL}(1, \mathbb{C}) \cong \mathbb{C}^\times\) on \(V \setminus \{0\}\) is given simply by the scalar multiplication \(\mathbb{C}^\times \curvearrowright V \setminus \{0\}\). Thus, a further \(\text{SO}(2)\)- (or \(U(1)\)-) reduction is just a choice of a \(T\)-orbit in \(V \setminus \{0\}\). In terms of the corresponding Euclidean and Hermitian inner products, this orbit is the circle of unit-length vectors. Finally, these Hermitian and Euclidean products \(h\) and \(g\) come from the same Kähler triple: \(h(v, w) = g(v, w) + i\omega(v, w)\), where \(\omega(v, w) = g(v, Iv)\) is the fundamental symplectic form of \(g\) and \(I\) (and also the volume form of \(g\)).

The discussion above applies almost verbatim when \(V\) is replaced with a rank-2 real vector bundle \(L\) over a smooth manifold \(M\). The frame bundle \(F(L)\) is a principal \(\text{GL}(2, \mathbb{R})\)-bundle over \(M\), its reduction to \(\text{GL}(1, \mathbb{C}) \cong \mathbb{R}^+ \times \text{SO}(2)\) is the same as a choice of either an almost complex structure in \(L\) or an orientation together with a conformal class of Euclidean bundle metrics (we will occasionally call this a \(\mathbb{C}^\times\)-reduction of \(F(L)\) or a \(\mathbb{C}^\times\)-structure in \(L\)). Its further reduction to \(\text{SO}(2) \cong U(1)\) is a choice of a particular metric within the given conformal class or of a Hermitian bundle metric in \(L\) thought of as a complex line bundle (a \(T\)-reduction of \(F(L)\) or a \(T\)-structure in \(L\)). This interplay between almost complex structures, bundle metrics, and orientations will pop up numerous times throughout the paper so it is worthwhile to have it laid out at the beginning.

The special case of prime interest for us is when \(M\) is two-dimensional and \(L = TM\). When a \(\mathbb{C}^\times\)-reduction of \(F(TM)\) is specified, \(M\) is a Riemann surface\(^3\). Note that in this case, as a complex line bundle, \(TM\) is isomorphic to \(T^{1,0}M\) by means of projection onto the latter along \(T^{0,1}M\) inside \(T_C M\).

Before we define Weierstrass representations, we need one more observation that will prove useful throughout the paper.

**Observation.** Let \(M\) be a smooth manifold and \(E\) a complex vector bundle over \(M\). A section of \(\text{Hom}_{\mathbb{R}}(E, M \times \mathbb{C}^m) \cong E^* \otimes_{\mathbb{R}} \mathbb{C}^m \cong (E^\times_C)^{\otimes m}\) is the same as a smooth map \(E \to \mathbb{C}^m\) that is \(\mathbb{R}\)-linear on each fiber. Such a section lies in \(\text{Hom}_{\mathbb{C}}(E, M \times \mathbb{C}^m) \cong E^{*1,0} \otimes_{\mathbb{C}} \mathbb{C}^m \cong (E^{*1,0})^{\otimes m}\) if and only if it is \(\mathbb{C}\)-linear on each fiber as a map \(E \to \mathbb{C}^m\). If, in addition, \(M\) is a complex manifold and \(E\) is a holomorphic vector bundle, such a section is holomorphic if and only if it is holomorphic as a map \(E \to \mathbb{C}^m\). A special case of this is when \(M\) is a complex manifold and \(E = TM\). A \(\mathbb{C}^m\)-valued 1-form on \(M\) (an \(m\)-tuple of complex-valued 1-forms) is the same as a smooth map \(TM \to \mathbb{C}^m\) that is \(\mathbb{R}\)-linear on each fiber. Such a form is of type \((1, 0)\) if and only if it is \(\mathbb{C}\)-linear on each fiber as a map \(TM \to \mathbb{C}^m\), and holomorphic if and only if it is holomorphic as a map \(TM \to \mathbb{C}^m\).

Now we can finally proceed to defining what a Weierstrass representation is. It is going to be an object that can be assigned to an arbitrary Riemann surface \(M\) as a piece of extra

\(^3\)This is because every almost complex structure on a 2-dimensional manifold is integrable by the Newlander-Nirenberg theorem.
data. Moreover, any conformal immersion $M \to \mathbb{R}^3$ is going to determine such an object in a unique and well-defined way. This latter construction will serve as a motivation for the definition of a Weierstrass representation, so this is where we begin.

Let $M$ be any Riemann surface. Let $\varphi = (X,Y,Z) : M \to \mathbb{R}^3$ be a smooth map. Then $\omega = 2\partial \varphi = d\varphi - iI^*d\varphi$ is a smooth $\mathbb{C}^3$-valued $(1,0)$-form (just a triple of $(1,0)$-forms) on $M$ (here $\partial$ is the $(1,0)$-part of the de Rham differential $d$ on $M$). Alternatively, $\omega$ can be described as $TM \longrightarrow \sim T_{1,0}M \longrightarrow \mathbb{C}^3 : \omega(v) = d\varphi(v) - id\varphi(Iv)$. In a local holomorphic coordinate $z$, $\omega = 2\varphi_z dz$, where $\varphi_z = \frac{\partial \varphi}{\partial z}$. Since we have a fixed conformal class of Riemannian metrics on $M$ and the standard Riemannian metric on $\mathbb{R}^3$, it makes sense, for any $p \in M$, to ask whether $d\varphi_p : T_p M \to T_{\varphi(p)}\mathbb{R}^3$ is a conformal map. If this is the case for all the points where the differential $d\varphi$ does not vanish, we call $\varphi$ pseudoconformal.

Note that this condition implies that $\varphi$ is automatically an immersion at all such points.

**Lemma 1.** Let $M$ be a Riemann surface and $\varphi : M \to \mathbb{R}^3$ a smooth map.

1. $\varphi$ is pseudoconformal if and only if the image of $TM$ under $\omega$ lies in $Q \subseteq \mathbb{C}^3$.
2. $\varphi$ is a conformal immersion if and only if $\omega$ does not vanish at any point and the image of $TM$ under $\omega$ lies in $Q$.

**Proof.** A straightforward computation. Let us write the components of $\omega$ as $\omega_i$. Then, given $p \in M$ and $v \in T_p M$ nonzero, we have

$$\omega_1(v)^2 + \omega_2(v)^2 + \omega_3(v)^2 =$$

$$= (dX(v) - idX(Iv))^2 + (dY(v) - idY(Iv))^2 + (dZ(v) - idZ(Iv))^2$$

$$= ||d\varphi(v)||^2 - 2i\langle d\varphi(v), d\varphi(Iv) \rangle - ||d\varphi(Iv)||^2.$$

But then

$$\omega(v) \in Q \iff \omega_1(v)^2 + \omega_2(v)^2 + \omega_3(v)^2 = 0$$

$$\iff \begin{cases} ||d\varphi(v)|| = ||d\varphi(Iv)|| \\ d\varphi(v) \perp d\varphi(Iv) \end{cases}$$

$$\iff \varphi \text{ is conformal at } p \text{ or } d\varphi \text{ vanishes at } p.$$

This proves (1). For (2), just note that $\varphi$ is a conformal immersion $\iff \varphi$ is pseudoconformal and $d\varphi$ does not vanish at any point $\iff$ the image of $TM$ under $\omega$ lies in $Q$ and Re($\omega$) does not vanish. But the zeroes of a $(1,0)$-form coincide with the zeroes of its real part, for Im($\omega$) = $-I^*\text{Re}(\omega)$. This completes the proof of the lemma.

**Remark 2.** The same remains true for maps $M \to \mathbb{R}^n$ for any $n$ when $Q$ is defined to be the cone of isotropic vectors of the standard nondegenerate quadratic form on $\mathbb{C}^n$. 

\hfill $\Box$
As a consequence of Lemma 1, the pseudoconformality condition on \( \varphi \) can be rewritten as an equation on \( \omega_i \)’s in the space on quadratic differentials on \( M \): 
\[
\omega_1^2 + \omega_2^2 + \omega_3^2 = 0. 
\] (4.1)

**Observation.** Let \( M \) be a smooth manifold, \( E \) a complex line bundle over \( M \), \([P] \subseteq \mathbb{C}P^n\) a complex submanifold, \( P \subseteq \mathbb{C}^{n+1} \) the affine cone over \([P]\), and, finally, \( \mathcal{O}_{[P]}(-1) \) the tautological line bundle over \([P] \). Assume we have a smooth \( \mathbb{C} \)-linear bundle map from \( E \to M \) to \( \mathcal{O}_{[P]}(-1) \to [P] \) that is an isomorphism on each fiber (we will call such bundle maps nonvanishing). Then, projecting \( \theta_{[P]}(-1) \subseteq [P] \times \mathbb{C}^{n+1} \) onto \( \mathbb{C}^{n+1} \), we obtain a smooth map \( E \to \mathbb{C}^{n+1} \) that is \( \mathbb{C} \)-linear and nonzero on every fiber and whose image lies in \( P \) (in other words, it maps every fiber \( \mathbb{C} \)-linearly onto a line in \( P \)). But this is the same as a smooth nonvanishing section of \((E^{*,1})^{\oplus (n+1)}\) mapping \( E \to P \). Conversely, given such a section \( \omega : E \to \mathbb{C}^{n+1} \), we have

\[
E \setminus \{0\} \xrightarrow{\omega} P \setminus \{0\}.
\]

The left vertical arrow is a smooth surjective submersion (as is the right one, for that matter), so \( \pi_P \circ \omega \) passes through it to give a smooth map \( \eta : M \to [P] \), and \( (\eta \circ \pi_E, \omega) : E \to \mathcal{O}_{[P]}(-1) \) is a smooth nonvanishing \( \mathbb{C} \)-linear bundle map covering \( \eta \). In particular, when \([P] = \mathbb{C}P^n\), nonvanishing \( \mathbb{C} \)-linear bundle maps from \( E \to M \) to \( \mathcal{O}_{\mathbb{C}P^n}(-1) \to \mathbb{C}P^n \) correspond simply to nonvanishing sections of \((E^{*,1})^{\oplus (n+1)}\). If \( M \) is a complex manifold and \( E \) is a holomorphic vector bundle, such a bundle map is holomorphic if and only if the corresponding section of \((E^{*,1})^{\oplus (n+1)}\) is holomorphic (by the observation on page 8 and the fact that \( \pi_E \) is a holomorphic surjective submersion).

With regard to Riemann surfaces, this gives us the following

**Corollary 3.** Let \( M \) be a Riemann surface. Then one has the following bijections:

\[
\begin{align*}
\text{nonvanishing triples} & \quad \equiv \quad \text{maps } TM \xrightarrow{\omega} \mathbb{C}^3 \text{ that} \\
(\omega_i) \text{ of } (1,0)\text{-forms} & \quad \text{map each fiber } \mathbb{C} \text{-linearly} \quad \equiv \quad \text{nonvanishing } \mathbb{C} \text{-linear bundle} \\
\text{s.th. } \sum_{i=1}^{3} \omega_i^2 = 0 & \quad \text{onto a line in } Q \\
& \quad \text{maps } (\omega, \eta) \text{ from } TM \to M \quad \equiv \quad \text{maps } (\omega, \eta) \text{ from } TM \to M \quad \to \mathcal{O}_{[Q]}(-1) \to [Q]
\end{align*}
\]

And as we already know, the latter are the same as nonvanishing bundle maps to \((T^*[Q] \to [Q]) \cong (T^*[\mathbb{C}P^1 \to \mathbb{C}P^1) \cong (T^*[S^3 \to S^3])

**Definition 4.** Given a Riemann surface \( M \), we call an element of any of the three sets in Corollary 3 a **Weierstrass representation of** \( M \).

**Conclusion.** Lemma 1 simply says that any conformal immersion of \( M \) to \( \mathbb{R}^3 \) induces a Weierstrass representation of \( M \).
4.2. The Gauss map. We are going to investigate how a conformal immersion \( \varphi: M \to \mathbb{R}^3 \) and its geometrical properties can be studied by means of the corresponding Weierstrass representation \( \omega \). In this subsection we give a geometric interpretation to the map \( \eta: M \to [Q] \) induced by \( \omega \).

First of all, we establish some notation that will facilitate a lot of proofs in the sequel. Let \( M \) be a Riemann surface, and let \( \omega \) be any Weierstrass representation of \( M \). In a similar vein to what we did in Section 2, let us rewrite the quadratic equation (4.1) as:

\[
(\omega_1 + i\omega_2)(\omega_1 - i\omega_2) = -\omega_3^2. \tag{4.2}
\]

The idea is that, since \( \omega_1, \omega_2, \) and \( \omega_3 \) are related by an equation, some data are redundant and can be dispensed with. Denote \( \mu_+ = \omega_1 + i\omega_2 \) and \( \mu_- = \omega_1 - i\omega_2 \). Let \( M_+, M_- \subseteq M \) be their respective zero loci. Since \( \omega \) is nowhere-vanishing, these are disjoint closed sets, and their union is exactly the zero locus of \( \omega_3 \). Let us denote the complements of \( M_+ \) and \( M_- \) by \( U_+ \) and \( U_- \), respectively. The \((1,0)\)-form \( \mu_\pm \) is a nowhere-vanishing smooth section of the complex line bundle \( T^{*1,0}M \) over \( U_\pm \). Therefore, there exists a unique smooth complex-valued function \( \nu_\pm \) on \( U_\pm \) such that \( \nu_\pm \mu_\pm = \omega_3 \) (slightly informally, \( \nu_\pm = \frac{\omega_3}{\mu_\pm} \)). Together, \( \mu_\pm \) and \( \nu_\pm \) recover \( \omega \) over \( U_\pm \):

\[
\omega|_{U_\pm} = \left( \frac{1 - \nu_\pm^2}{2}, \frac{\pm i(1 + \nu_\pm^2)}{2}, \nu_\pm \right) \mu_\pm. \tag{4.3}
\]

We also have the following relations:

\[
\mu_+\mu_- = -\omega_3^2; \quad \nu_+\nu_- = -1 \ (\text{over } U_+ \cap U_-); \quad \nu_\pm^{-1}(0) = M_\mp.
\]

Both pairs \((\mu_+, \nu_+)\) and \((\mu_-, \nu_-)\) are equally useful and none of them can recover the Weierstrass representation in general, for the set \( M_\pm \) of “poles” (see p. 15) of \( \nu_\pm \) can be arbitrarily large. If either \( M_+ \) or \( M_- \) has empty interior, (4.3) recovers \( \omega \) entirely by continuity. For instance, as we will see in Proposition 11, this is the case when \( \omega \) comes from a minimal immersion.

**Agreement.** For consistency, we will mostly use the pair \((\mu_-, \nu_-)\), so in the proofs we will write it as \((\mu, \nu)\) to simplify the notation.

For every \( p \in M \), \( d\varphi(T_pM) \) is an oriented plane in \( T_{\varphi(p)}\mathbb{R}^3 \cong \mathbb{R}^3 \), so the normal line \( d\varphi(T_pM) \perp \) is naturally oriented as well (in such a way that the orientations in the decomposition \( T_{\varphi(p)}\mathbb{R}^3 = d\varphi(T_pM) \oplus d\varphi(T_pM) \perp \) match). This allows us to choose a positively oriented unit section\(^4\) of \( TM \perp \subset \varphi^*T\mathbb{R}^3 \cong M \times \mathbb{R}^3 \), which can be thought of as a smooth map \( M \to S^2 \). It is called the **Gauss map of \( \varphi \)**. Using the notation established above, we are ready to prove the following important proposition.

**Proposition 5.** Let \( \varphi \) be a conformal immersion of \( M \) to \( \mathbb{R}^3 \) and \((\omega, \eta)\) its Weierstrass representation. Under the identifications \( S^2 \cong CP^1 \cong [Q] \), \( \eta: M \to [Q] \) is exactly the Gauss map of \( \varphi \).

\(^4\)Which is a unit normal vector field along \( \varphi(M) \) in case \( \varphi \) is an embedding (hence always locally).
Proof. Step 1: The Gauss map and \( \eta \) agree on \( M_- \). The North pole \( N \) of the sphere goes to \([0 : 1]\) in \( \mathbb{CP}^1 \) and hence to \([-1 : i : 0] = [i : 1 : 0]\) in \([Q]\) under our identifications. But the preimage of this point by \( \eta \) in exactly \( M_- \). So we need to show that the Gauss image of a point is \( N \) if and only if it lies in \( M_- \). Let \( p \in M \) and \( v \in T_p M \setminus \{0\} \). We compute:

\[
p \in M_- \iff \mu(p) = 0 \iff \omega_1(v) = i\omega_2(v) \iff \begin{cases} dX(Iv) = -dY(v); \\ dY(Iv) = dX(v); \\ dZ(v) = dZ(Iv) = 0 \end{cases}
\]

\[
\Leftrightarrow d\phi(Iv) \text{ can be obtained from } d\phi(v) \text{ by the clockwise rotation around the } \text{z-axis by } 90^\circ \iff \text{the Gauss image of } p \text{ is } N.
\]

Step 2: The Gauss map and \( \eta \) agree on \( U_- \). It is easy to see that, as a map to \( \mathbb{CP}^1 \), \( \eta|_{U_-} \) is just \([1 : \nu]\). Therefore, as a map to \( S^2 \), it is \( \left( \frac{2\Re \nu}{|\nu|^2+1}, \frac{2\Im \nu}{|\nu|^2+1}, \frac{|\nu|^2-1}{|\nu|^2+1} \right) \). So we need to show that the Gauss map is given by this formula over \( U_- \). Pick any \( p \in U_- \) and nonzero \( v \in T_p M \). First of all, we express the lengths of \( d\phi(v) \) and \( d\phi(Iv) \) via \( \nu \) and \( \mu \):

\[
||d\phi(v)||^2 = ||d\phi(Iv)||^2 = \frac{1}{2}||\omega(v)||^2 = \frac{1}{2} \sum_{i=1}^{3} |\omega_i(v)|^2
\]

\[
= \frac{1}{2} \left( \frac{(1 - \nu(p)^2)(1 - \overline{\nu}(p)^2)}{4} |\mu(v)|^2 + \frac{(1 + \nu(p)^2)(1 + \overline{\nu}(p)^2)}{4} |\mu(v)|^2 + |\nu(p)|^2 |\mu(v)|^2 \right)
\]

\[
= \frac{|\mu(v)|^2}{8} (1 - \nu(p)^2 - \overline{\nu}(p)^2 + |\nu(p)|^4 + 1 + \nu(p)^2 + \overline{\nu}(p)^2 + |\nu(p)|^4 + 4|\nu(p)|^2)
\]

\[
= \frac{|\mu(v)|^2}{8} (2 + 4|\nu(p)|^2 + 2|\nu(p)|^4) = \left( \frac{|\mu(v)|(1 + |\nu(p)|^2)}{2} \right)^2.
\]

Next, the cross-product of \( d\phi(v) \) and \( d\phi(Iv) \) is

\[
d\phi(v) \times d\phi(Iv) = \begin{pmatrix} dY(v)dZ(Iv) - dY(Iv)dZ(v) \\ -dX(v)dZ(Iv) + dX(Iv)dZ(v) \\ dX(v)dY(Iv) - dX(Iv)dY(v) \end{pmatrix} = \text{Im} \begin{pmatrix} \omega_2(v)\overline{\omega_3(v)} \\ \omega_1(v)\overline{\omega_3(v)} \\ \omega_1(v)\overline{\omega_2(v)} \end{pmatrix}
\]

\[
= \frac{|\mu(v)|^2}{4} \text{Im} \begin{pmatrix} 2i(1 + \nu(p)^2\overline{\nu}(p)) \\ 2(1 - \overline{\nu}(p)^2)\nu(p) \\ i(\nu(p)^2 - 1)(\overline{\nu}(p)^2 + 1) \end{pmatrix} = \frac{|\mu(v)|^2}{4} \begin{pmatrix} 2\Re(\nu(p) + \nu(p)^2\overline{\nu}(p)) \\ 2\Im(\nu(p) - \overline{\nu}(p)^2\nu(p)) \\ \Re(|\nu(p)|^4 + \nu(p)^2 - \overline{\nu}(p)^2 - 1) \end{pmatrix}
\]

\[
= \frac{|\mu(v)|^2}{4} \begin{pmatrix} 2\Re(\nu(p)(1 + |\nu(p)|^2)) \\ 2\Im(\nu(p)(1 + |\nu(p)|^2)) \\ |\nu(p)|^4 - 1 \end{pmatrix} = \frac{|\mu(v)|^2}{4} \begin{pmatrix} 2\Re(\nu(p)) \\ 2\Im(\nu(p)) \\ |\nu(p)|^2 - 1 \end{pmatrix}.
\]
Dividing this by \(|d\varphi(v) \times d\varphi(Iv)| = |d\varphi(v)||^2\) yields the Gauss image of \(p:\)
\[
\left( \frac{2\text{Re} \nu(p)}{|\nu(p)|^2 + 1}, \frac{2\text{Im} \nu(p)}{|\nu(p)|^2 + 1}, \frac{|\nu(p)|^2 - 1}{|\nu(p)|^2 + 1} \right),
\]
which agrees with \(\eta(p)\). This completes the proof. \(\square\)

**Agreement.** Given any Weierstrass representation \((\omega, \eta)\) of \(M\), when thinking of \(\eta\) as a map to \(\mathbb{C}P^1\) or \(\mathbb{S}^2\), we will use the same letter. In particular, the Gauss map of a conformal immersion \(M \to \mathbb{R}^3\) will be denoted by \(\eta\) from now on.

**Remark 6.** Given a Weierstrass representation \(\omega\) of \(M\), \(\eta|_{U_\nu}: U_\nu \to \mathbb{C}P^1\) is given simply by \([1 : \nu_-]\). This means that we can extend \(\nu_-\) to the whole \(M\) by looking at it as a function \(U_\nu \to \mathbb{C} \cong U_0 \subset \mathbb{C}P^1\) and defining it to be \([0 : 1]\) on \(M_\nu\) (extending to the “poles” by “infinity” – just as we do for meromorphic functions; cf. p. 15). The resulting map \(M \to \mathbb{C}P^1\) is smooth, for it is just another manifestation of \(\eta\). In a similar vein, we can extend \(\nu_+\) to the whole \(M\) by sending \(M_\nu\) to the “infinity” \([0 : 1]\). The resulting map \(M \to \mathbb{C}P^1\) is also smooth, but it differs from \(\eta\) by the involution \(R = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \in \text{PGL}(2, \mathbb{C})\) of \(\mathbb{C}P^1\) because \(\eta|_{U_\nu} = [-\nu_+ : 1]\). In terms of \(\mathbb{S}^2\), \(R\) is the reflection in the \(y\)-axis.

**4.3. The minimal case.** Now we turn our attention to the question of minimality. First, we need a couple of standard facts on harmonicity and the Hodge star operator:

**Fact 7.** Let \((M, g)\) be an oriented Riemannian \(n\)-manifold, and let \(f\) be a smooth positive function on \(M\). Then the Hodge star operators \(\Omega^k_C(M) \cong \Omega^{n-k}_C(M)\) and codifferentials \(d^*_f: \Omega^k_C(M) \to \Omega^{k-1}_C(M)\) of the metrics \(g\) and \(fg\) are related as follows:

- \(*_fg = f^{k-\frac{n}{2}}*g\).
- \(d^*_fg = \frac{1}{f}d^*_g + (-1)^{n(k+1)+(k-\frac{n}{2})}g(df \wedge *_g(-))\).

**Corollary 7.1.** Let \(M\) be a Riemann surface. Pick any Riemannian metric within its conformal class.

1. The Hodge star operator \(*\) is a conformally invariant automorphism of \(\Omega^k_C(M)\), i.e. it does not depend on the choice of a metric within the conformal class (when restricted to 1-forms only). In fact, it is easy to see by taking orthonormal oriented frames that \(*_{\Omega^k_C(M)} \cong -I^*\).

2. A conformal factor \(f\) changes the codifferential \(d^*_g: \Omega^1_C(M) \to C^\infty(M)\) (and hence the Laplacian \(\Delta_g = d^*_g \circ d\) on \(C^\infty(M)\)) by a factor of \(\frac{1}{f}\). Consequently, the notion of harmonicity is a conformal invariant for smooth functions on \(M\). In fact, \(f\) is harmonic if and only if both \(\text{Re } f\) and \(\text{Im } f\) are harmonic, and a real function is harmonic if and only if it is locally the real (or imaginary) part of some holomorphic function on \(M\).
It will be useful for us to look at the notions of harmonicity of holomorphicity for functions and 1-forms on Riemann surfaces in slightly more detail. It will pay off further on and render some statements almost obvious. As always, let $M$ be a Riemann surface.

1. The notion of coclosedness and hence harmonicity for 1-forms on $M$ is also a conformal invariant. Indeed, $d^*_f g \eta = \frac{1}{f} d^*_g \eta = 0 \iff d^*_g \eta = 0$. A 1-form $\eta$ is coclosed if and only if $\ast \eta$ is closed.

2. A function $f$ is harmonic if and only if $df$ is harmonic. Therefore, a 1-form is harmonic if and only if it is locally the differential of a harmonic function.

3. The projection $\prod^{1,0} : \Omega^1(M) \to \Omega^{1,0}(M)$ sends $\eta$ to $\frac{1}{2}(\eta + i \ast \eta)$. Similarly, $\prod^{0,1} \eta = \frac{1}{2}(\eta - i \ast \eta)$. Consequently, if $f$ is a function, $\partial f = \frac{1}{2}(df + i \ast df)$, $\overline{\partial} f = \frac{1}{2}(df - i \ast df)$. All of this follows from Corollary 7.1(1).

4. A 1-form $\eta$ is of type $(1,0)$ (resp., $(0,1)$) if and only if $\text{Im}(\eta) = \ast \text{Re}(\eta)$ (resp., $\text{Im}(\eta) = -\ast \text{Re}(\eta)$).

5. A function $f$ is holomorphic if and only if $\text{Im}(df) = \ast \text{Re}(df)$.

6. Let $\eta$ be a $(1,0)$- or $(0,1)$-form. The following are equivalent:

   (i) $\eta$ is closed.
   (ii) $\eta$ is coclosed.
   (iii) $\text{Re}(\eta)$ is harmonic.
   (iv) $\text{Im}(\eta)$ is harmonic.
   (v) $\eta$ is harmonic.

   This is a simple consequence of the previously observed fact that $\eta$ is closed if and only if $\ast \eta$ is coclosed.

7. $(1,0)$-forms satisfying conditions (i)-(v) above are precisely holomorphic 1-forms, since $d = \partial$ on $(1,0)$-forms.

Now we are ready to prove

**Proposition 8.** Let $M$ be a Riemann surface, $\varphi : M \to \mathbb{R}^3$ a conformal immersion, and $\omega = 2\partial \varphi \in \Omega^{1,0}(M, \mathbb{C}^3)$ its Weierstrass representation. The following are equivalent:

(i) $\varphi$ is minimal;

(ii) $\varphi$ is harmonic;

(iii) $\omega$ is holomorphic;

(iv) The bundle map $(\omega, \eta)$ from $TM \to M$ to $\mathcal{O}_{[Q]}(-1) \to [Q]$ is holomorphic;

(v) The Gauss map $\eta : M \to S^2$ of $\varphi$ is holomorphic.
Proof. It is a standard fact that a submanifold of a Riemannian manifold is minimal if and only if its embedding into the ambient manifold is harmonic (see, e.g., [11]). Since both properties are local, it remains true for isometric immersions, and since harmonicity is a conformal notion for surfaces, it remains true for conformal immersions of surfaces, so we have $(i) \iff (ii)$. But $\omega = d\varphi + i\ast d\varphi$ is a $(1,0)$-form, so $\omega$ is holomorphic $\iff \text{Re}(\omega) = d\varphi$ is harmonic $\iff \varphi$ is harmonic, which gives $(ii) \iff (iii)$. Next, $(iii) \iff (iv) \Rightarrow (v)$ follows from the observation on page 10. For the remaining part $(v) \Rightarrow (ii)$ we refer to [4, Prop. 1.2.4].

\[ \square \]

Remark 9. If $\omega$ is an arbitrary Weierstrass representation of $M$, not necessarily coming from a conformal immersion, then part $(iii) \iff (iv) \Rightarrow (v)$ of Proposition 8 still remains true (with the same proof). We call a \textbf{Weierstrass representation} satisfying $(iii) - (iv)$ \textbf{holomorphic}. Observe that holomorphicity of $\eta$ implies holomorphicity of $\omega$ only when they come from a conformal immersion. As an example, take some $M$ with a holomorphic Weierstrass representation $(\omega, \eta)$ and multiply $\omega$ by a nonvanishing complex-valued smooth function $f$ that is not holomorphic. The resulting Weierstrass representation $(f\omega, \eta)$ is not holomorphic, although $\eta$ is.

Remark 10. It is essential in part $(iv)$ of Proposition 8 that the orientation on $S^2$ is chosen the way we did in Section 3. If it was the opposite of ours, the Gauss map of a minimal immersion would never be holomorphic and, on the other hand, the Gauss map of a conformal immersion whose image lies in $S^2$ (and that is definitely not minimal) would be holomorphic.

Let $\omega$ be a holomorphic Weierstrass representation of $M$. Then $\mu_+$ and $\mu_-$ are holomorphic 1-forms on $M$ and $\nu_+$ and $\nu_-$ are holomorphic functions on $U_+$ and $U_-$, respectively. There are three distinct cases:

1. $\omega_3 = 0$ (if $\omega$ comes from a conformal immersion $\varphi$, this is equivalent to $\varphi$ being an immersion to a horizontal plane). This can be divided into:
   
   (i) $\mu_+ = 0$. Then $M_+ = U_- = M, M_- = U_+ = \emptyset, \mu_- \text{ does not vanish, and } \nu_- = 0$. If $\omega$ comes from a conformal immersion $\varphi$, this is equivalent to $\varphi$ being an immersion to a horizontal plane with the Gauss map always pointing downward ($\eta(M) = S$).
   
   (ii) $\mu_- = 0$. Then $M_+ = U_- = \emptyset, M_- = U_+ = M, \mu_+ \text{ does not vanish, and } \nu_+ = 0$. If $\omega$ comes from a conformal immersion $\varphi$, this is equivalent to $\varphi$ being an immersion to a horizontal plane with the Gauss map always pointing upward ($\eta(M) = N$).

2. $\omega_3 \neq 0$. Then the set $M_+ \sqcup M_-$ of its zeroes is discrete. A priori, $\nu_\pm$ is a holomorphic function on $U_\pm$, but we have already seen in Remark 6 that it tends to infinity at the points of $M_\pm$, so it is actually a meromorphic function on $M$ (given by the same formula $\frac{\omega_3}{\mu_\pm}$), and $M_\pm$ is indeed the set of its poles.
Proposition 11. Let \( M \) be a Riemann surface. The map
\[
\begin{aligned}
\{ \text{Weierstrass representations of } M \} & \rightarrow \{ \text{pairs } (\mu_-, \nu_-) \text{ with } \mu_- \in \Omega^{1,0}(M) \text{ and } \nu_- \in C^\infty_c(M \setminus \mu_-^{-1}(0)) \} \\
\end{aligned}
\]
restricts to a one-to-one correspondence between holomorphic Weierstrass representations \( \omega \) with \( \omega_1 \neq i \omega_2 \) and pairs \( (\mu_-, \nu_-) \) with \( \mu_- \) nonzero holomorphic and \( \nu_- \) meromorphic on \( M \) that satisfy the following property: if \( p \in M \) is a zero of \( \mu_- \) of order \( m \), then it is a pole of \( \nu_- \) of order \( m/2 \) (in particular, \( m \) must be even). A similar statement is true for the map from the set of Weierstrass representations to the set of pairs \( (\mu_+, \nu_+) \).

Proof. Let \( \omega \) be a holomorphic Weierstrass representation of \( M \). Let \( p \in M_- \) be any zero of \( \mu_- \). We already know it is a pole of \( \nu_- \). Since it is not a zero of \( \mu_+ \), if follows from (4.2) that \( \text{ord}_p(\omega_3) = \frac{1}{2} \text{ord}_p(\mu_-) \) and hence \( \text{ord}_p(\nu_-) = \text{ord}_p(\frac{\omega_3}{\mu_-}) = -\frac{1}{2} \text{ord}_p(\mu_-) \). Conversely, let \( \mu_- \) be a nonzero holomorphic 1-form and \( \mu_- \) a meromorphic function satisfying the above condition on their zeroes and poles. Then (4.3) gives a holomorphic \( \mathbb{C}^2 \)-valued 1-form on \( U_- \) sending \( T U_- \) to \( Q \). The zeroes-poles condition ensures that the extension of this form to the isolated points of \( M_- \) (by the same formula) gives not just a meromorphic but holomorphic 1-form. The proof for the \( + \)-pairs is completely analogous. \( \square \)

4.4. Understanding an immersion via its Weierstrass representation. As an example of how a conformal immersion can be studied in terms of its Weierstrass representation, we will show how to express its induced metric, Hopf differential, and mean and Gaussian curvatures.

Let \( \omega \) be a Weierstrass representation of a Riemann surface \( M \). For any \( p \in M \), \( \omega_p : T_p M \cong \mathcal{O}_Q(-1)_{h(p)} \) is an isomorphism. As a subbundle of the trivial bundle \( \mathcal{O}_Q \times \mathbb{C}^3, \mathcal{O}_Q(-1) \) is endowed with a Hermitian bundle metric. This metric can be pulled back by \( \omega \) to produce a Hermitian metric on \( M \) that we call \( h \). Given \( v \in TM, h(v) = h(v, v) = ||\omega(v)||^2 = ||\omega_1(v)||^2 + ||\omega_2(v)||^2 + ||\omega_3(v)||^2 \). We see that a Weierstrass representation determines a \( \mathbb{T} \)-reduction of the frame bundle \( F(TM) \) thought of as a principal \( \mathbb{C}^\times \)-bundle (recall the discussion on p. 8). Let us denote the corresponding Riemannian metric \( \text{Re}(h) \) on \( M \) by \( g \).

Lemma 12. If \( \omega \) comes from a conformal immersion \( \varphi \), then the induced metric \( \varphi^* \overline{g} \) equals \( \frac{1}{2}g \) (here \( \overline{g} \) is the standard Riemannian metric on \( \mathbb{R}^3 \)).

Proof. A simple calculation:
\[
g(v) = ||\omega(v)||^2 = ||d\varphi(v)||^2 + ||d\varphi(Iv)||^2 = 2\overline{g}(d\varphi(v)) = 2\varphi^*\overline{g}(v). \]
\( \square \)

Let \( \varphi : M \rightarrow \mathbb{R}^3 \) be a conformal immersion. Since the orientation of the normal bundle \( TM^\perp \subseteq \varphi^*(T\mathbb{R}^3) \) is chosen, we can think of the second fundamental form \( II \) as a symmetric bilinear form on every tangent space to \( M \), i.e. a smooth section of \( S^2 T^* M \). Its (2,0)-part is
called the **Hopf differential of \( \varphi \)** and denoted by \( \Omega \). It is a symmetric \( \mathbb{C} \)-bilinear form on each tangent space, i.e. a smooth section of \( S^2 T^*_x M = S^2 T^* M \subset S^2 T^*_x M \). Such sections are called quadratic differentials on \( M \). It is a standard fact that the Hopf differential is holomorphic if and only if the immersion is of constant mean curvature (if and only if the Gauss map is harmonic).

If we start with a Weierstrass representation \((\omega, \eta)\) of \( M \), there is also a way to get a quadratic differential on \( M \). On the one hand, we have \( \omega : TM \to T^* \mathbb{C} \mathbb{P}^1 \cong T^{1,0} \mathbb{C} \mathbb{P}^1 \).

On the other hand, we may consider the bundle map \( TM \cong T^{1,0} M \xrightarrow{dn} T_{\mathbb{C}} C \mathbb{P}^1 \to T^{1,0} \mathbb{C} \mathbb{P}^1 \), where the differential of \( \eta \) is extended \( \mathbb{C} \)-linearly to the complexifications. Let us call this map \( d\eta_{1,0} \). Since \( \omega \) and \( d\eta_{1,0} \) are \((\mathbb{C} \)-linear) bundle maps (covering \( \eta \)) to the bundles that are complex-dual to each other, the pairing between the two provides a quadratic differential \( q = \langle \omega, d\eta_{1,0} \rangle \). Unraveling the definitions\(^5\), we see that \( q(v, w) = \langle \omega(v), d\eta(w) - idn(Iw) \rangle = \frac{1}{2} \langle \omega(v), d\eta(w) - id\eta(Iw) \rangle \).

If \( \eta \) is holomorphic, \( q(v, w) = \langle \omega(v), d\eta(w) \rangle = \langle \omega(v), d\eta(w) \rangle \), so \( q \) simplifies to \( \langle \omega, d\eta \rangle \). One may also produce quadratic differentials on \( U_\pm \) from \( \mu_\pm \) and \( \nu_\pm \). Namely, one can take \( \mu_+ \cdot \partial \nu_- \) over \( U_+ \) and \( \mu_- \cdot \partial \nu_- \) over \( U_- \), where the dot stands for the symmetric multiplication. We could also write \( \mu_+ \otimes \partial \nu_+ + \mu_- \otimes \partial \nu_- \) since \( T^{1,0} M \otimes \mathbb{C} T^{1,0} M = S^2 T^{1,0} M \).

**Proposition 13.** (1) \( q|_{U_+} = \mu_+ \cdot \partial \nu_+ \), \( q|_{U_-} = -\mu_- \cdot \partial \nu_- \);

(2) If \( \omega \) comes from a conformal immersion, then \( q = 2\Omega \).

**Proof.** First, we deal with \( U_- \). Let \( z \) be a local holomorphic coordinate, and write \( \omega = \tilde{\omega} dz + \mu \) and \( \mu = \tilde{\mu} dz \). We have:

\[
\tilde{\mu} = \bar{\omega}_1 - i\bar{\omega}_2, \quad \nu = \frac{\bar{\omega}_3}{\bar{\mu}}, \quad \tilde{\omega} = \left( \frac{\bar{\mu}}{2}(1 - \nu^2), \frac{i\bar{\mu}}{2}(1 + \nu^2), \bar{\nu} \right).
\]

We need to show that \( q \left( \frac{\partial}{\partial z}, \frac{\partial}{\partial z} \right) = \langle \omega \left( \frac{\partial}{\partial z} \right), d\eta \left( \frac{\partial}{\partial z} \right) \rangle \) equals \(-\mu \left( \frac{\partial}{\partial z} \right) \partial \nu \left( \frac{\partial}{\partial z} \right) = -\bar{\mu} \nu_z \), where \( \nu_z \) stands for \( \frac{\partial \nu}{\partial z} \) as usual. If we look at \( (\omega, \eta) \) as a bundle map to \( \mathcal{O}_{\mathbb{C} \mathbb{P}^1}(-1) \rightarrow [Q] \), then, in order to be able to pair \( \omega \left( \frac{\partial}{\partial z} \right) \) and \( d\eta \left( \frac{\partial}{\partial z} \right) \), we need an explicit isomorphism \( \mathcal{O}_{\mathbb{C} \mathbb{P}^1}(-1) \cong T^* [Q] \).

The trick is to first represent \( (\omega, \eta) \) as a bundle map to \( \mathcal{O}_{\mathbb{C} \mathbb{P}^1}(-2) \rightarrow \mathbb{C} \mathbb{P}^1 \) by means of the bundle isomorphism

\[
\begin{array}{ccc}
\mathcal{O}_{\mathbb{C} \mathbb{P}^1}(-2) & \xrightarrow{\gamma} & \mathcal{O}_{\mathbb{C} \mathbb{P}^1}(-1) \\
\downarrow & & \downarrow \\
\mathbb{C} \mathbb{P}^1 & \xrightarrow{\tilde{\Theta}} & [Q]
\end{array}
\]

and then to use the isomorphism \( \mathcal{O}_{\mathbb{C} \mathbb{P}^1}(-2) \cong T^* \mathbb{C} \mathbb{P}^1 \) constructed at the end of Section 3.

Since we work over \( U_- \), the map \( \tilde{\Theta}^{-1} \circ \eta : M \rightarrow \mathbb{C} \mathbb{P}^1 \) is \([1 : \nu] \). Given \( p \in U_- \), \( \omega \bigg|_{\partial z} \bigg|_p = (\eta(p), (\bar{\omega}_1(p), \bar{\omega}_2(p), \bar{\omega}_3(p))) \in \mathcal{O}_{\mathbb{C} \mathbb{P}^1}(-1)_{\eta(p)} \). Let \(([1 : \nu(p)], (a, b)) \in \mathcal{O}_{\mathbb{C} \mathbb{P}^1}(-1)_{[1 : \nu(p)]} \) be any

\(^5\)At the end, the projection onto \( T^{1,0} \mathbb{C} \mathbb{P}^1 \) is redundant, for \( \omega(v) \) is already of type \((1,0)\).
of the two points over it under the quadratic map $\gamma: \mathcal{O}_{\mathbb{C}P^1}(-1)[1:\nu(p)] \rightarrow \mathcal{O}[q](-1)\eta(p)$. This means that

$$\begin{cases} a^2 - b^2 = \tilde{\omega}_1(p) \\ i(a^2 + b^2) = \tilde{\omega}_2(p) \\ 2ab = \tilde{\omega}_3(p). \end{cases}$$

This also means that $\tilde{\gamma}^{-1}(\omega(\frac{\partial}{\partial x}, p)) = ([1 : \nu(p)], (a, b) \otimes (a, b))$. Under the isomorphism $\mathcal{O}_{\mathbb{C}P^1}(-2) \cong T^{*1,0}\mathbb{C}P^1$, this vector corresponds to

$$-2a^2d\left(\frac{z_1}{z_0}\right)[1:\nu(p)] = -\left(\tilde{\omega}_1(p) - i\tilde{\omega}_2(p)\right)d\left(\frac{z_1}{z_0}\right)[1:\nu(p)] = -\tilde{\mu}(p)d\left(\frac{z_1}{z_0}\right)[1:\nu(p)].$$

But then

$$q\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial x}\right) = \langle \omega\left(\frac{\partial}{\partial x}\right), d\eta\left(\frac{\partial}{\partial x}\right) \rangle$$

$$= \langle -\tilde{\mu}(p)d\left(\frac{z_1}{z_0}\right)[1:\nu(p)], d[1: \nu][\eta\left(\frac{\partial}{\partial x}\right)]\rangle$$

$$= -\tilde{\mu}(p)d\left(\frac{z_1}{z_0}\right)\circ [1: \nu]\left(\frac{\partial}{\partial z}\right)_{|p}$$

$$= -\tilde{\mu}(p)d\nu\left(\frac{\partial}{\partial z}\right)_{|p}$$

$$= -\tilde{\mu}(p)d\nu\left(\frac{\partial}{\partial z}\right)_{|p} = -\mu_+ \cdot \partial \nu_+ \left(\frac{\partial}{\partial x}, \frac{\partial}{\partial x}\right).$$

Similar computation would work over $U_+$, but we can also take a shortcut. First of all, on the intersection $U_+ \cap U_-$,

$$\mu_+ \cdot \partial \nu_+ = \mu_+ \cdot \partial \left(\frac{1}{\nu_-}\right) = \frac{1}{\nu_-}\mu_+ \cdot \partial \nu_- = -\nu_+\mu_+ \cdot \nu_+ \cdot \partial \nu_-$$

$$= -\frac{\omega_3}{\nu_-} \cdot \partial \nu_- = -\mu_- \cdot \partial \nu_- = q.$$

Also, $q$ and $\mu_+ \cdot \partial \nu_+$ are both zero in the interior of $M_-$, since both $\eta$ and $\nu_+$ are constant there. But then these quadratic differentials must agree on the (topological) boundary of $M_-$ as well by continuity, which completes the proof of the first part.

Now, assume that $\omega$ comes from a conformal immersion $\varphi$. We can use the same trick again. When restricted to $\text{Int}(M_-)$, $\varphi$ is an immersion to a horizontal plane. The latter is totally geodesic in $\mathbb{R}^3$, hence its second fundamental form vanishes, and so does $\Omega\big|_{\text{Int}M_-}$. If we show that $q$ and $2\Omega$ agree on $U_-$, invoking the same continuity argument will finish the proof. As before, let $z$ be a local holomorphic coordinate. Since $\Omega$ is $\mathbb{C}$-bilinear, $\Omega\left(\frac{\partial}{\partial z}, \frac{\partial}{\partial x}\right) = \Omega\left(\frac{\partial}{\partial z}, \frac{\partial}{\partial z}\right)$. But $\Omega$ is the $(2,0)$-part of the second fundamental
form, so $\Omega(\frac{\partial}{\partial z}, \frac{\partial}{\partial z}) = II(\frac{\partial}{\partial z}, \frac{\partial}{\partial z})$. Let us extend $d\varphi$ and the Euclidean Riemannian metric $g$ $\mathbb{C}$-(bi)linearly to the complexifications. Then, given $p$ in the domain of our local coordinate,

$$II(\frac{\partial}{\partial z}, \frac{\partial}{\partial z})(p) = II(\varphi_* \frac{\partial}{\partial z}, \varphi_* \frac{\partial}{\partial z})(p) = \langle \nabla_{\varphi_* \frac{\partial}{\partial z}} (\varphi_* \frac{\partial}{\partial z}) \varphi(p) | \eta(p) \rangle = \langle \varphi_{zz}(p) | \eta(p) \rangle,$$

where $\varphi_* \frac{\partial}{\partial z}$ is a complex vector field on $\varphi(M)$ (since we work locally, $\varphi$ may be assumed to be an embedding). Therefore, recalling the formula for the Gauss map via $\nu$ from Proposition 5, we have:

$$II(\frac{\partial}{\partial z}, \frac{\partial}{\partial z}) = \frac{2X_{zz} \Re \nu + 2Y_{zz} \Im \nu + Z_{zz}(|\nu|^2 - 1)}{|\nu|^2 + 1}.$$  \hspace{1cm} (4.4)

We need to show that this equals $-\frac{\tilde{\mu} \nu_z}{2}$. By definition, $\tilde{\omega} = 2\varphi_z$, so

$$X_z = \frac{\tilde{\mu}}{4} (1 - \nu^2), \quad Y_z = \frac{i\tilde{\mu}}{4} (1 + \nu^2), \quad Z_z = \frac{1}{2} \tilde{\mu} \nu.$$

Inserting this into (4.4) yields:

$$II(\frac{\partial}{\partial z}, \frac{\partial}{\partial z}) =$$

$$= \frac{(\tilde{\mu}_z (1 - \nu^2) - 2\tilde{\mu} \nu \nu_z) \Re \nu + i(\tilde{\mu}_z (1 + \nu^2) + 2\tilde{\mu} \nu \nu_z) \Im \nu + (\tilde{\mu}_z \nu + \tilde{\mu} \nu_z)(|\nu|^2 - 1)}{2(|\nu|^2 + 1)}$$

$$= \frac{(\tilde{\mu}_z \nu - \tilde{\mu}_z \nu z^2 \nu - 2\tilde{\mu} \nu \nu_z \nu + \tilde{\mu}_z \nu (|\nu|^2 - 1) + \tilde{\mu} \nu_z (|\nu|^2 - 1))}{2(|\nu|^2 + 1)}$$

$$= \frac{-\tilde{\mu}_z \nu |\nu|^2 - 2\tilde{\mu} \nu z |\nu|^2 + \tilde{\mu}_z \nu z^2 |\nu|^2 + \tilde{\mu} \nu_z (|\nu|^2 - 1)}{2(|\nu|^2 + 1)}$$

$$= \frac{-\tilde{\mu} \nu z^2 (|\nu|^2 + 1)}{|\nu|^2 + 1} = -\frac{i\tilde{\mu} \nu z}{2},$$

which was to be shown. This completes part 2 and thus the whole proof. \hspace{1cm} \square

Since a Weierstrass representation gives a Riemannian metric on $M$, it also gives the corresponding Hodge star operator and codifferential.

**Proposition 14.** If $\omega$ comes from a conformal immersion, then the function $d^* \omega$ is real-valued (or rather, $\mathbb{R}^3$-valued, as it is actually a triple of functions) and the mean curvature of the immersion can be expressed as $H = -\langle d^* \omega | \eta \rangle$.

Here $\langle - | - \rangle$ is the standard dot product on $\mathbb{R}^3$ and thus on $\mathbb{R}^3$-valued functions.

**Proof.** Let $z$ be a local holomorphic coordinate on $M$. The matrix of the shape operator $s$ in the local orthonormal (with respect to the induced metric) frame $\frac{\partial}{\partial \varphi(\frac{\partial}{\partial z})}$ and $\frac{\partial}{\partial \varphi(\frac{\partial}{\partial z})}$ is:

$$s = \frac{\partial}{\partial \varphi(\frac{\partial}{\partial z})}.$$
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which is holomorphic, then \( \varphi \) is minimal.

Finally, we express the Gaussian curvature of a conformal immersion in terms of its Weierstrass representation. To this end, we need a brief digression.

Let \( M \) be a smooth manifold, and let \((E, h)\) be a Hermitian vector bundle over \( M \). Let \( g = \text{Re}(h) \) stand for the corresponding Euclidean bundle metric in \( E \). We can extend \( g \) \( \mathbb{C} \)-linearly to a Hermitian bundle metric on the complexification \( E_\mathbb{C} \). The decomposition \( E_\mathbb{C} = E_1 \cong E_0 \) becomes orthogonal, and the standard isomorphism \( E \cong \mathbb{C} \) is almost unitary: it decreases the Hermitian metric by a factor of 2. Note that the complex conjugation on \( E_\mathbb{C} \) conjugates the Hermitian metric. Next, if we push \( g \) forward along the isomorphism \( \hat{g}: E \cong E^* \) (also known as the musical isomorphism), it becomes compatible with the dual almost complex structure \( I^* \) in \( E^* \). Hence \( E^* \) also becomes a Hermitian vector bundle. Nevertheless, \( \hat{g} \) is \( \mathbb{C} \)-antilinear and conjugates the Hermitian metrics (although it is isometric with respect to the Euclidean metrics). In the same way as above, we extend the Euclidean metric on \( E^* \) to a Hermitian metric on \( E_\mathbb{C}^* \). We have the following commutative

\[*\]

It remains to compute \( \varphi_{z\bar{z}} \). Observe that the volume form of the \( g \) is \( \omega_g = \sqrt{\text{det} g} \, dx \wedge dy = \frac{\sqrt{\omega}}{2} \, dz \wedge d\bar{z} \). On the other hand, we have \( d\omega = \bar{\omega} = -\bar{\omega}_z \, dz \wedge d\bar{z} \). This means that \( *d\omega = \frac{2i\omega}{||\omega||^2} \) and thus \( d^* \omega = -*d\omega = -\frac{2i\omega}{||\omega||^2} \). We obtain:

\[
\varphi_{z\bar{z}} = \frac{i\omega}{2} = \frac{-||\omega||^2}{4} d^* \omega.
\]

Plugging this into (4.5) yields the desired formula. This computation also show that

\[
d^* \omega = -\frac{4\varphi_{z\bar{z}}}{||\omega||^2} = -\frac{\varphi_{xx} + \varphi_{yy}}{||\omega||^2},
\]

which is \( \mathbb{R}^3 \)-valued. This completes the proof. \( \square \)

This formula for \( H \) illustrates the fact that if \( \omega \) is holomorphic, then \( \varphi \) is minimal.
diagram:

\[
\begin{array}{c}
E \\
\uparrow \\
\hat{g} \\
\downarrow \\
\hat{h} \\
\downarrow \\
E^* \\
\sim \\
\sim \\
E^{*1,0}
\end{array}
\]

Note that, according to our conventions, the bottom map increases the Hermitian metric by a factor of 2. Finally, we extend all these Hermitian metrics to all the tensor, symmetric, and exterior products and their direct sums in a standard way.

**Example 15.** We can extend \( g \) to \( S^2V^* \) and then extend it \( \mathbb{C} \cdot \frac{3}{2} \)-linearly to \( S^2V^*_\mathbb{C} \). With respect to this Hermitian metric, the decomposition \( S^2V^*_\mathbb{C} = S^{2,0}V^* \oplus S^{1,1}V^* \oplus S^{0,2}V^* \) is orthogonal, and the induced Hermitian metrics on the summands are exactly the ones mentioned in the previous paragraph. The same applies to other symmetric, exterior, and tensor powers.

Now, let \( M \) be a Riemann surface and \( \omega \) its Weierstrass representation. Let \( z \) be a local holomorphic coordinate, and let \( \omega = \bar{\omega} dz \). Then:

- \( \frac{1}{||\omega||} \frac{\partial}{\partial x} \) and \( \frac{1}{||\omega||} \frac{\partial}{\partial y} \) is a local Euclidean orthonormal frame for \( TM \).
- \( \frac{\sqrt{2}}{||\omega||} \frac{\partial}{\partial x} \) and \( \frac{\sqrt{2}}{||\omega||} \frac{\partial}{\partial z} \) are local Hermitian orthonormal frames for \( T^{1,0}M \) and \( T^{0,1}M \), respectively.
- \( ||\bar{\omega}|| dx, ||\bar{\omega}|| dy \) is a local Euclidean orthonormal frame for \( T^*M \).
- \( ||\bar{\omega}|| \frac{\partial}{\partial z} \) and \( ||\bar{\omega}|| \frac{\partial}{\partial \bar{z}} \) are local Hermitian orthonormal frames for \( T^{*1,0}M \) and \( T^{*0,1}M \), respectively.
- \( ||\bar{\omega}||^2 dz^2, ||\bar{\omega}||^2 dz d\bar{z}, \) and \( ||\bar{\omega}||^2 d\bar{z}^2 \) are local Hermitian orthonormal frames for \( S^{2,0}T^*M, S^{1,1}T^*M, \) and \( S^{0,2}T^*M \), respectively.
- \( ||\bar{\omega}||^2 \frac{1}{2} dz \wedge d\bar{z} \) is a local Hermitian orthonormal frame for \( \wedge^{1,1} T^*M \).

For example, it follows that \( ||\omega|| = \sqrt{2}, ||g|| = ||h|| = 2, ||\omega_g|| = 1 \).

**Proposition 16.** If \( \omega \) comes from a conformal immersion, then the Gaussian curvature of the immersion can be expressed as \( K = H^2 - 4 ||\Omega||^2 = H^2 - ||q||^2 \).

**Proof.** Let \( z \) be a local holomorphic coordinate. The Gaussian curvature of \( \varphi \) is the determinant of the shape operator, and the same argument as in the proof of Proposition 14 yields:

\[
K = \det(s) = \frac{4}{||\omega||^4} \left( \langle \varphi_{xx} | \eta \rangle \langle \varphi_{yy} | \eta \rangle - \langle \varphi_{xy} | \eta \rangle^2 \right).
\]
It can be easily seen by expressing $\frac{\partial}{\partial x}$ and $\frac{\partial}{\partial y}$ via $\frac{\partial}{\partial z}$ and $\frac{\partial}{\partial \bar{z}}$ that

$$K = \frac{16}{||\omega||^4} (\langle \varphi_{z\bar{z}} | \eta \rangle^2 - |\langle \varphi_{zz} | \eta \rangle|^2) = H^2 - \frac{16}{||\omega||^4} |\langle \varphi_{zz} | \eta \rangle|^2.$$

As we have already seen, $\Omega = \langle \varphi_{zz} | \eta \rangle dz^2$. Consequently, $||\Omega|| = \frac{2}{||\omega||^2} |\langle \varphi_{zz} | \eta \rangle|$, and the rest follows.

Let $\varphi : M \to \mathbb{R}^3$ be a conformal immersion. Recall that a point $p \in M$ is called umbilical (with respect to $\varphi$) if the principal curvatures of $\varphi$ at this point are equal. We finish this subsection by giving a number of additional characterizations of umbilical points.

**Proposition 17.** Let $M$ be a Riemann surface and $\varphi : M \to \mathbb{R}^3$ a conformal immersion. The following are equivalent for $p \in M$:

(i) $p$ is umbilical.

(ii) $K(p) = H^2(p)$.

(iii) The Hopf differential $\Omega$ vanishes at $p$.

(iv) The Gauss map $\eta$ is antiholomorphic at $p$.

If $\varphi$ is minimal, then the Gaussian curvature $K$ is nonpositive and vanishes exactly at the umbilical points.

Although some of the above is standard, the point is that we can give it a new proof based on the ideas we have developed.

**Proof.** To begin with, (ii) $\iff$ (iii) follows from Proposition 16, and (iii) $\iff$ (iv) can be easily seen by diagonalizing the shape operator. So we need only show that (i) $\iff$ (ii). By Proposition 13(2), the zeroes of $\Omega$ coincide with those of $q$. Take any $p \in M$. Since $\omega$ maps $T_p M$ isomorphically onto $T^*_{\eta(p)} \mathbb{C}P^1 \cong T^{1,0}_{\eta(p)} \mathbb{C}P^1$, $p$ is a zero of $q$ if and only if $d\eta$ takes $T^1_{p} M$ to $T^{0,1}_{\eta(p)} \mathbb{C}P^1$, which means precisely that $\eta$ is antiholomorphic at $p$.

If $\varphi$ is minimal, then we have $K = -4 ||\Omega||^2$ by Proposition 16, hence the last assertion of the proposition follows. Since the Gauss map of a minimal conformal immersion is holomorphic, the above set can also be described as the set of critical points of the Gauss map in this case.

**4.5. The problem of periods.** We want to analyze when, how, and to what extent a conformal immersion can be recovered from its Weierstrass representation. First we discuss the general problem of recovering a smooth map to a vector space from its differential.

Let $M$ be a connected smooth manifold, $V$ a finite-dimensional real or complex vector space, and $\eta$ a closed $V$-valued 1-form on $M$. The goal is to find a smooth function $M \to V$ whose differential is $\eta$, that is, to check whether $\eta$ is exact, and if not, try to fix that. It is
well known that $\eta$ is exact if and only if it is conservative, i.e. if its integrals along piecewise smooth paths depend only on the endpoints of the paths. This suggests a way to measure $\eta$’s nonexactness and a way to fix it. Pick a point $p_0 \in M$. Let $\int_{p_0} \eta: \pi_1(M, p_0) \to \mathbb{V}$ stand for the group homomorphism that sends a homotopy class $[\gamma]$ of loops in $M$ based at $p_0$ to $\int_{\gamma} \eta$, where $\gamma$ is a piecewise smooth representative in $[\gamma]$. Such a representative clearly exists, and the homomorphism is well-defined because $\eta$ is closed. If $q_0$ is another base point and $\gamma^{q_0}_{p_0}$ is any piecewise smooth path from $p_0$ to $q_0$, we have an isomorphism

$$\pi_1(M, p_0) \cong \pi_1(M, q_0); \ [\gamma] \mapsto [\gamma^{q_0}_{p_0}]^{-1} \cdot [\gamma] \cdot [\gamma^{q_0}_{p_0}],$$

that makes the following diagram commute:

$$\begin{array}{ccc}
\pi_1(M, p_0) & \xrightarrow{\sim} & \pi_1(M, q_0) \\
\int_{p_0} \eta & \downarrow & \int_{q_0} \eta \\
\mathbb{V} & \Downarrow & \mathbb{V}
\end{array} \quad (4.6)$$

Hence, the choice of a base point is not important. Next, $\eta$ is exact if and only if $\int_{p_0} \eta$ is trivial, i.e. if the subgroup $\Gamma = \ker \left( \int_{p_0} \eta \right) \subseteq \pi_1(M, p_0)$ equals the whole fundamental group. Hence, the quotient group $\pi_1(M, p_0)/\Gamma$ measures how badly $\eta$ fails to be exact. It is isomorphic to $\text{Im}(\int_{p_0} \eta) \subseteq \mathbb{V}$ and hence is abelian (which is equivalent to $[\pi_1(M, p_0), \pi_1(M, p_0)] \subseteq \Gamma$).

It follows from the commutativity of (4.6) that the image of $\int_{p_0} \eta$ does not depend on the choice of a base point. This image is called the group of periods of $\eta$ and its elements are called the periods of $\eta$.

If $\eta$ is nonexact – that is, if it has nonzero periods, – one possible way to resolve this issue would be to pass to some covering $\pi: \mathbb{E} \to \mathbb{M}$ such that the pullback of $\eta$ by $\pi$ becomes exact (that is, such that $[\eta] \in \text{Ker}(\pi^\ast: H^1_{dR}(\mathbb{M}) \to H^1_{dR}(\mathbb{E})))$. It would also be useful to find the “smallest” covering space with such property. Consider the category of such coverings of $\mathbb{M}$ with arbitrary covering homomorphisms as morphisms. Let us investigate when a covering $\pi: \mathbb{E} \to \mathbb{M}$ lies in this category. Pick any $p_0 \in \mathbb{M}$ and any $\tilde{p}_0 \in \mathbb{E}$ over it. This covering is an object of our category if and only if $\int_{\gamma} \pi^\ast \eta = 0$ for each piecewise smooth loop in $\mathbb{E}$ based at $\tilde{p}_0$. But this integral equals $\int_{\pi \gamma} \eta$, so its vanishing is equivalent to $\pi_\ast [\gamma] \subseteq \Gamma$, where $\pi_\ast: \pi_1(\mathbb{E}, \tilde{p}_0) \to \pi_1(\mathbb{M}, p_0)$. Consequently, $(\mathbb{E}, \pi)$ is an object of our category if and only if $\pi_\ast \pi_1(\mathbb{E}, \tilde{p}_0) \subseteq \Gamma$. Since $\Gamma$ is normal, this condition does not depend on the choice of $\tilde{p}_0$ over $p_0$, and it is also independent of the choice of $p_0$. Now, a plausible candidate for the “smallest” covering space where the pullback of $\eta$ becomes exact would be the terminal object of the category considered (so we get uniqueness up to isomorphism for free). The theory of covering spaces tells us that, under the correspondence between isomorphism classes of coverings of $\mathbb{M}$ and conjugacy classes of subgroups of $\pi_1(\mathbb{M}, p_0)$, this “smallest” covering corresponds to $\Gamma$. Let us denote it by $\pi_\eta: \mathbb{M}_\eta \to \mathbb{M}$. It satisfies the following two properties:

- It is normal.
• Its groups of deck transformations is abelian. Since the automorphism group of a normal covering is isomorphic to the quotient of the fundamental group of the base by the induced subgroup (in our case, Aut(πη) is isomorphic to the group of periods), it is the same as to say that the induced subgroup contains the commutator subgroup of the fundamental group of the base.

Such covering maps are called abelian. Since π∗ η is exact, one of the functions Mη → V whose differential is π∗ η can be given by the formula ϕ(p) = ∫0 p 1 p0 η, where the integral is taken along some (any) piecewise smooth path from p0 to p. By construction, ϕ is well defined. Any other such function differs from ϕ by a translation in V. Also, note that, by construction, ϕ is equivariant with respect to the actions of π1(M, p0) on Mη by deck transformations and on V by translations by means of ∫0 p0 η. Finally, unless η is the trivial covering (that is, unless η is exact), it is countably-sheeted, for its group of periods (and hence the index of Γ) is countable.

4.6. Recovering an immersion from its Weierstrass representation. Let M be a connected Riemann surface, and let ω be a Weierstrass representation of M. If it comes from some conformal immersion, then Re(ω) is the differential of this immersion and hence is closed. As long as this is satisfied, the only remaining obstacle to get a conformal immersion is the problem of periods. We obtain the following

Corollary 18. Let ω be a Weierstrass representation of M with Re(ω) closed. Then there exists a conformal immersion MRe(ω) → R3 whose corresponding Weierstrass representation is π∗Re(ω) ω. All such immersions differ by a translation in R3. Finally, ω comes from a conformal immersion of M itself (i.e. MRe(ω) = M) if and only if all the periods of ω are purely imaginary.

The fact that the above map MRe(ω) → R3 will be a conformal immersion follows from Lemma 1(2).

The condition Re(dω) = 0 on a Weierstrass representation ω is called the integrability condition. The condition on the periods of ω to be purely imaginary is called the period condition. In these terms, a Weierstrass representation of M comes from a conformal immersion of M if and only if it satisfies both the integrability and period conditions. Checking that the integrability condition is satisfied may prove tedious, especially if a Weierstrass representation is given as a bundle map to, say, T*S2 → S2 (because one first needs to represent it as a bundle map to O[Q](−1) → [Q] to obtain the corresponding (1,0)-form). On the other hand, one can take any closed R3-valued 1-form η and produce a C3-valued (1,0)-form η+i*η. But then one will still need to check that ∑3 i=1 (ηi + i*ηi)2 = 0. This problem does not arise in the minimal/holomorphic case because the real part of a holomorphic 1-form is automatically closed, so any holomorphic Weierstrass representation satisfies the integrability condition. Hence we obtain

Corollary 19. Let ω be a holomorphic Weierstrass representation of M. Then there exists a minimal conformal immersion MRe(ω) → R3 whose corresponding Weierstrass
representation is $\pi^*_{\text{Re}(\omega)} \omega$. All such immersions differ by a translation in $\mathbb{R}^3$. Finally, $\omega$ comes from a minimal conformal immersion of $M$ itself (i.e. $M_{\text{Re}(\omega)} = M$) if and only if all the periods of $\omega$ are purely imaginary.

Remark 20. (1) The conformal minimal immersion $\varphi: M_{\text{Re}(\omega)} \to \mathbb{R}^3$ in Corollary 19 can be expressed as
\[
\varphi(\tilde{p}) = \Re \int_{\tilde{p}_0}^{\tilde{p}} \left( \frac{1 - \tilde{\nu}^2}{2}, \frac{i(1 + \tilde{\nu}^2)}{2}, \tilde{\nu} \right) \tilde{\mu},
\]
where $\tilde{\mu} = \pi^*_{\text{Re}(\omega)} \mu$ and $\tilde{\nu} = \pi^*_{\text{Re}(\omega)} \nu$ are a holomorphic 1-form and a meromorphic function on $M$, respectively, $\tilde{p}_0 \in M_{\text{Re}(\omega)}$ is any, and the integral is taken along any piecewise smooth curve from $\tilde{p}_0$ to $\tilde{p}$.

(2) If $M$ is simply connected (hence biholomorphic to $\mathbb{C}$, the unit disc, or $\mathbb{C}P^1$), then any Weierstrass representation of $M$ satisfies the period condition. Hence, if it satisfies the integrability condition, it gives a conformal immersion of $M$ to $\mathbb{R}^3$. For instance, any holomorphic Weierstrass representation of $M$ arises from a minimal conformal immersion $M \to \mathbb{R}^3$. Observe that if $M$ is $\mathbb{C}P^1$, a Weierstrass representation of $M$ cannot be holomorphic, since otherwise the immersion would be constant by the maximum principle for harmonic functions. More generally, a compact Riemann surface does not admit holomorphic Weierstrass representations satisfying the period condition.

(3) The above implies that a Weierstrass representation satisfies the integrability condition if and only if it comes from a conformal immersion locally. It then comes from a conformal immersion over any simply connected open $U \subseteq M$.

At the end of this section and before we proceed to spinor representations, we briefly discuss the notion of adjoint surfaces. It is easy to see that the coordinate definition from Section 2 translates into the following. Let $\varphi$ be a conformal immersion of a connected Riemann surface $M$ to $\mathbb{R}^3$. A smooth map $\hat{\varphi}: M \to \mathbb{R}^3$ is called adjoint to $\varphi$ if $d\hat{\varphi} = *d\varphi$. In terms of the Weierstrass representation $\omega$ of $\varphi$, this means $d\hat{\varphi} = \text{Im}(\omega)$. If we write $\tilde{\omega} = 2\partial \hat{\varphi}$, yet another way to restate the adjointness condition would be to say that $\hat{\varphi}$ is a conformal immersion (by Lemma 1).

(1) $\hat{\varphi}$ is a conformal immersion (by Lemma 1).

(2) $\omega$ is closed and hence holomorphic, so $\varphi$ and $\hat{\varphi}$ are minimal.

So the notion of adjointness only makes sense for minimal conformal immersions. Perhaps, a more general way to look at it would be to start with a Weierstrass representation.

Let $\omega$ be a holomorphic Weierstrass representation of $M$. It gives minimal conformal immersions $M_{\text{Re}(\omega)} \to \mathbb{R}^3$ and $M_{\text{Im}(\omega)} \to \mathbb{R}^3$. If we want them to be defined on the same space and thus give a pair of adjoint minimal immersions, we need to pass to a “larger” covering space $M$. We have $\varphi, \hat{\varphi}: M_{\omega} \to \mathbb{R}^3$ with $d\varphi = \text{Re}(\pi^*_\omega \omega), d\hat{\varphi} = \text{Im}(\pi^*_\omega \omega)$.
Therefore, \( f = \varphi + i\hat{\varphi} : M_\omega \to \mathbb{C}^3 \) is a holomorphic isotropic immersion, since its differential \( \pi_\omega^*\omega \) is a \((1,0)\)-form. This \( f \) can be defined on \( M \) itself if and only if all the periods of \( \omega \) are zero, i.e. if \( \omega \) is exact.

5. **Spin structures and spinor representations**

The interplay between conformal immersions and Weierstrass representations can be studied in terms of spinors. The case of surfaces is rather special in spin geometry. The reason for this is that in dimension \( n \geq 3 \) the fundamental group of \( \text{SO}(n) \) is \( \mathbb{Z}/2\mathbb{Z} \), so the two-sheeted covering map \( \text{Spin}_n \to \text{SO}(n) \) is universal and \( \text{Spin}_n \) is simply connected. In dimension 2, on the other hand, \( \text{SO}(2) \) is a circle, so \( \text{Spin}_2 \) is also a circle, and the covering map \( \text{Spin}_2 \to \text{SO}(2) \) is just a circle winding twice around itself. This bug of dimension 2 turns out to be a feature, for it allows for a very elegant and practical reformulation of the notion of a spin structure as a so-called square root of the complex line bundle associated with a principal \( \text{SO}(2) \)-bundle.

5.1. **Spin structures as square roots.** We begin with a detailed discussion of the “square root” reformulation and prove its equivalence to the original notion of spin structure. In fact, we will formulate and prove a rather general result about principal \( \text{SO}(2) \)-bundles and their spin structures over arbitrary smooth manifolds and then get the desired fact for surfaces as a special case. We will make use of category theory, mostly to show that the equivalences between various notions of spin structures are functorial, but also because it makes both the reformulations and the proofs quite elegant.

Let \( M \) be a smooth manifold and let \( Q \) be a principal \( \text{SO}(2) \)-bundle over \( M \). The standard definition of a spin structure is a \( \text{Spin}_2 \)-reduction \( P \to Q \) of \( Q \). Two spin structures \( P \to Q \) and \( P' \to Q \) are considered equivalent if they are equivalent as \( \text{Spin}_2 \)-reductions, i.e. if there is an isomorphism \( P \cong P' \) of principal \( \text{Spin}_2 \)-bundles making the following diagram commutative:

\[
\begin{array}{ccc}
P & \sim & P' \\
\downarrow & & \downarrow \\
Q & & Q
\end{array}
\]

So spin structures on \( Q \) together with their equivalences form a category (whose morphisms are all isomorphisms) denoted by \( \text{Prin}(M, \text{Spin}_2)/Q \) (for the reasons explained below).

Let \( L = Q \times_{\text{SO}(2)} \mathbb{R}^2 \) be the Hermitian line bundle over \( M \) associated to \( Q \).

**Definition 21.** A **Hermitian square root of** \( L \) is a Hermitian line bundle \( N \) over \( M \) together with a smooth bundle map \( N \to L \) that is complex-quadratic on each fiber and that sends unit vectors to unit vectors (in other words, it is length-squaring). Two Hermitian square roots \( N \) and \( N' \) of \( L \) are called **equivalent** if there is a smooth unitary isomorphism...
$N \cong N'$ making the diagram

$$
\begin{array}{ccc}
N & \sim & N' \\
\downarrow & & \downarrow \\
L & & L
\end{array}
$$

commutative. Hermitian square roots of $L$ and their equivalences form a category denoted by $\sqrt{H}L$.

Now let us forget about the Hermitian metric on $L$ and think of it as an arbitrary smooth complex line bundle over $M$.

**Definition 22.** A (smooth) square root of $L$ is a smooth complex line bundle $N$ over $M$ together with a smooth bundle map $N \rightarrow L$ that is complex-quadratic on each fiber. Two square roots $N$ and $N'$ of $L$ are called **equivalent** if there is a smooth isomorphism $N \cong N'$ of complex line bundles respecting the quadratic maps onto $L$. Square roots of $L$ and their equivalences form a category denoted by $\sqrt{L}$.

Finally, assume that $M$ is a complex manifold and $L$ is not just smooth but a holomorphic line bundle over $M$.

**Definition 23.** A holomorphic square root of $L$ is a holomorphic complex line bundle $N$ over $M$ together with a holomorphic bundle map $N \rightarrow L$ that is complex-quadratic on each fiber. Two holomorphic square roots $N$ and $N'$ of $L$ are called **equivalent** if there is a holomorphic isomorphism $N \cong N'$ of complex line bundles respecting the quadratic maps onto $L$. Holomorphic square roots of $L$ and their equivalences form a category denoted by $\sqrt{\text{hol}}L$.

We will prove

**Proposition 24.** Let $M$ be a smooth manifold, $Q$ a principal $\text{SO}(2)$-bundle over $M$, and $L$ its associated Hermitian line bundle. Then the categories $\text{Prin}(M, \text{Spin}_2)/Q$, $\sqrt{L}$, and $\sqrt{\text{hol}}L$ are equivalent. If $M$ is a complex manifold and $L$ is given a holomorphic structure, then these categories are also equivalent to $\sqrt{\text{hol}}L$.

We will see that there are natural functors between these categories and show that they are equivalences. Before we get started, we need to establish some notation. Let $M$ be a smooth manifold and $G$ a Lie group.

- We write $\text{Prin}(M, G)$ for the category of principal $G$-bundles over $M$ with isomorphisms of $G$-bundles as morphisms. If $M$ is a complex manifold and $G$ is a complex Lie group, we write $\text{Prin}^{\text{hol}}(M, G)$ for the category of holomorphic principal $G$-bundles over $M$ and their (holomorphic) isomorphisms.

- If $F$ is a smooth manifold and $\theta : G \times F \rightarrow F$ is a smooth action, then $\text{Fib}(M, G, F, \theta)$ will stand for the category of fiber bundles over $M$ with model fiber $F$ and structure group $G$ (G-bundles with fiber $F$ for brevity) and their isomorphisms as $G$-bundles.
(we will write Fib\((M, G, F)\) if there is no ambiguity). If \( M \) and \( F \) are complex manifolds, \( G \) is a complex Lie group, and the action is holomorphic, then we write Fib\(^{\text{hol}}\)\((M, G, F, \theta)\) (or simply Fib\(^{\text{hol}}\)\((M, G, F)\)) for the category of holomorphic \( G \)-bundles with fiber \( F \) and their isomorphisms as \( G \)-bundles.

- A special case of the above is when \( G \) acts linearly on a vector space. In other words, let \((V, \rho)\) be a (real or complex) representation of \( G \). Then any \( G \)-bundle over \( M \) with a fiber \( V \) is naturally a vector bundle, and \( G \)-isomorphisms of these are in particular vector bundle isomorphisms, so we in this case we use a more suggestive notation \( \text{VB}_{M,V}^G = \text{Fib}(M, G, V, \rho) \). If the representation \( \rho \) is clear from the context, we omit it from the notation. For example, if \( G \subseteq \text{GL}(n, \mathbb{K}) \) is a closed Lie subgroup, we just write \( \text{VB}_{M,\mathbb{K}^n}^G \). If \( G \) is the entire general linear group, we write \( \text{VB}_{M,\mathbb{K}^n}^\times \), (this is just the category of rank-\( n \) \( \mathbb{K} \)-vector bundles over \( M \) and their isomorphisms). In the holomorphic case, we add the symbol hol (as if the notation was not already overloaded).

All morphisms in the categories above are isomorphisms. There is the associated bundle functor \( \text{Prin}(M, G) \to \text{Fib}(M, G, F, \theta) \), \( P \mapsto P \times_G F \) (or just \( P \times_G F \) if the action is clear from the context), which is an equivalence provided that the action \( G \curvearrowright F \) is effective. The same remains true in the holomorphic setting. If \( G = \text{SO}(n) \), one readily sees that \( \text{VB}_{M,\mathbb{R}^n}^{\text{SO}(n)} \) can be described as the category of oriented real vector bundles of rank-\( n \) with fixed bundle metrics, where morphisms are orientation-preserving isometric isomorphisms. Analogous remarks can be made for the groups \( O(n), U(n) \), etc. and in the holomorphic setting.

Now we make a pivotal, albeit trivial, observation. Let \( \psi : G \to H \) be a morphism of Lie groups, and let \( Q \) be a principal \( H \)-bundle over \( M \). Then, just as in the case of Spin\(_2\) and \( \text{SO}(2) \), \( G \)-reductions of \( Q \) together with their equivalences form a category. Note that \( \psi \) gives a smooth left action of \( G \) on \( H \), so the association functor in this case looks like \( \hat{\psi} : \text{Prin}(M, G) \to \text{Prin}(M, H), P \mapsto P \times_G H \). Now, a \( G \)-reduction \( P \to Q \) is the same as an isomorphism of principal \( H \)-bundles \( P \times_G H \cong Q \). An isomorphism of \( G \)-bundles \( P \cong P' \) is an equivalence of \( G \)-reductions of \( Q \) if and only if the induced isomorphism of \( H \)-bundles \( P \times_G H \cong P' \times_G H \) makes the following diagram commute:

\[
\begin{array}{ccc}
P \times_G H & \cong & P' \times_G H \\
\downarrow & & \downarrow \\
Q & & Q
\end{array}
\]

This means that the category of \( G \)-reductions of \( Q \) is nothing but the so-called coslice (or comma) category \( \text{Prin}(M, G)/Q \), i.e. the category of objects of \( \text{Prin}(M, G) \) over \( Q \) by means of the association functor \( \hat{\psi} \). When we want to specify the functor, we write \( \text{Prin}(M, G)/\hat{\psi}Q \).

We will make use of the following simple statement about coslice categories:
Lemma 25. Consider a commutative square of categories and functors between them:

\[
\begin{array}{ccc}
\mathcal{A} & \xrightarrow{E} & \mathcal{B} \\
\downarrow F & & \downarrow G \\
\mathcal{C} & \xrightarrow{H} & \mathcal{D}
\end{array}
\]

Here by “commutative” we mean that a particular isomorphism of functors \( \epsilon : G \circ E \Rightarrow H \circ F \) is fixed. Let \( Y \) be an object of \( \mathcal{C} \). Then there is a functor \( (E, \epsilon) : \mathcal{A}/F \rightarrow \mathcal{B}/G \) that sends \((X,F(X) \xrightarrow{f} Y)\) to \((E(X), G(E(X)) \xrightarrow{H(f) \circ \epsilon_X} H(Y))\) (and is just \( E \) on morphisms).

If \( E \) is faithful, then so is \((E, \epsilon)\), and if \( E \) and \( H \) are equivalences, then so is \((E, \epsilon)\).

Proof. Trivial. \( \Box \)

Let us go back to our situation. If we denote the standard basis for \( \mathbb{R}^2 \) as \( e_1, e_2 \), the Clifford algebra \( \text{Cl}_2 \) is generated by these two elements with the multiplicative relations \( e_1^2 = e_2^2 = -1 \) and \( e_1 e_2 = -e_2 e_1 \). Consequently, \( 1, e_1, e_2, e_1 e_2 \) is the vector space basis for \( \text{Cl}_2 \). It is easy to see that

\[ \text{Spin}_2 = \{ \cos \alpha + \sin \alpha e_1 e_2 \mid \alpha \in [0, 2\pi) \} , \]

and the two-sheeted covering map \( \text{Spin}_2 \rightarrow \text{SO}(2) \) sends \( \cos \alpha + \sin \alpha e_1 e_2 \) to \( \left( \frac{\cos 2\alpha - \sin 2\alpha}{\sin 2\alpha \cos 2\alpha} \right) \), i.e. the counterclockwise rotation through the angle \( 2\alpha \). Under the identification \( \text{SO}(2) \cong \mathbb{T} \), there is a unique isomorphism of Lie groups \( \text{Spin}_2 \cong \mathbb{T} \) making the covering map look like \( \mathbb{T} \rightarrow \mathbb{T}, z \mapsto z^2 \). One can easily see that this isomorphism is just

\[ \cos \alpha + \sin \alpha e_1 e_2 \leftrightarrow e^{i\alpha} . \]

We have a diagram of Lie groups:

\[
\begin{array}{ccc}
\text{Spin}_2 & \xrightarrow{\sim} & \mathbb{T} \\
\downarrow & & \downarrow \\
\text{SO}(2) & \xrightarrow{\sim} & \mathbb{T}
\end{array}
\]

where both the central and the right vertical arrows are \( z \mapsto z^2 \). This gives a one-dimensional (hence irreducible) complex representation of \( \text{Spin}_2 \).

**Observation.** \( \text{Spin}_2 \) is isomorphic to \( \mathbb{T} \), hence its irreducible complex representations are classified by the integers: \( z \mapsto z^n, n \in \mathbb{Z} \), in terms of the circle. Only two of these representations are faithful: the ones corresponding to \( n = \pm 1 \). At the same time, the complex spin representation \( \Delta_2^C \) of \( \text{Spin}_2 \) is faithful and is the sum of two non-isomorphic irreducible representations (see, e.g., [6]). Thus, they must be the ones corresponding to \( \pm 1 \). In particular, they are conjugate to each other. Since the orientation of \( \mathbb{R}^2 \) is chosen, the summands of \( \Delta_2^C \) are distinguished by the action of the complex volume element.
\(\omega_C = ie_1 e_2 \in \mathbb{C} \ell_2\). The one where it acts trivially is denoted by \(\Delta_2^{C+}\), while the other (where it acts by \(-1\)) is \(\Delta_2^{C-}\). In this regard, the representation we constructed above (the one with \(n = +1\)) is \(\Delta_2^{C-}\), since \(e_1 e_2\) goes to \(i\), and its conjugate is \(\Delta_2^{C+}\).

Let \(M\) be a smooth manifold. We draw a diagram of categories of principal and vector bundles over \(M\) and functors between them:

![Diagram](image)

We will refer to this as the big diagram. The front side of the diagram comes from (5.1) (and hence the front squares are commutative). Arrows \(\hookrightarrow \) coming from the front to the rear side of the diagram are the (left and right) side squares of the cubes. The right-hand side square of the diagram makes sense only when \(M\) is a complex manifold. The vertical arrows on the rear side of the diagram are tensor square functors \(L \mapsto L \otimes L\), which we will denote by \(T\).

**Remark 26.** To distinguish between various maps and functors, let us denote the identity maps \(T \cong T\), \(\mathbb{C}^\times \cong \mathbb{C}^\times\) and the embedding \(T \hookrightarrow \mathbb{C}^\times\) by \(\rho_1\), and the square maps \(T \to T\), \(\mathbb{C}^\times \to \mathbb{C}^\times\), and \(T \to \mathbb{C}^\times\), all given by \(z \mapsto z^2\), by \(\rho_2\).

**Remark 27.** Note that when \(G\) is either \(T\) or \(\mathbb{C}^\times\), tensor squaring a line \(G\)-bundle is a functor from \(\text{VB}^{G, \rho_1}_{M, C}\) to \(\text{VB}^{G, \bar{\rho}_1}_{M, \bar{C}}\), where \(\bar{\rho}_1\) is the representation of \(G\) in \(\mathbb{C} \otimes \mathbb{C}\) induced by \(\rho_1\). But under the isomorphism \(\mathbb{C} \otimes \mathbb{C} \cong \mathbb{C}\), it is nothing but \(\rho_2\). So we have\(^6\) \(\text{VB}^{G, \rho_1}_{M, C} \to \text{VB}^{G, \bar{\rho}_1}_{M, \bar{C}} \cong \text{VB}^{G, \rho_2}_{M, \bar{C}} \to \text{VB}^{G, \bar{\rho}_2}_{M, C}\) (the holomorphic case is analogous). This is what we call \(T\). One can easily see that if \(G = \mathbb{C}^\times\), this is just taking a tensor square of a line bundle, whereas if \(G = T\), this is taking a tensor square of a Hermitian line bundle and endowing it with an obvious Hermitian metric.

The horizontal arrows coming to the central square (the one with \(\text{Prin}(M, \mathbb{C}^\times)\) and \(\text{VB}^\times_{M, C}\)) are faithful\(^7\). The only squares of the diagram where commutativity may not be straightforward are the (left and right) side squares of the cubes.

**Lemma 28.** The are natural isomorphism of functors making the side squares of the cubes on the big diagram above commutative.

\(^6\)Here the last arrow is rather tautological. If we have a fiber bundle with fiber \(\mathbb{C}\) and \(G\)-valued cocycles, where \(G\) acts on \(\mathbb{C}\) via \(\rho_2\), we can compose those cocycles with \(\rho_2 : G \to G\) (that is, square them) and think of them as still \(G\)-valued, but now where \(G\) acts on \(\mathbb{C}\) via \(\rho_1\).

\(^7\)In fact, the arrows \(\hookrightarrow\) are bijective on the isomorphism classes because \(T\) is the maximal compact subgroup of \(\mathbb{C}^\times\) (which is why we draw them as embeddings), but we do not need this.
Proof. We deal with the central of the three squares, namely with
\[
\begin{array}{ccc}
\text{Prin}(M, \mathbb{C}^\times) & \xrightarrow{\sim} & VB_{M, \mathbb{C}}^x \\
\downarrow \phi_2 & & \downarrow T \\
\text{Prin}(M, \mathbb{C}^\times) & \xrightarrow{\sim} & VB_{M, \mathbb{C}}^x
\end{array}
\]
Let \( P \) be a principal \( \mathbb{C}^\times \)-bundle over \( M \). If we send \( P \) down and then right, it will go to \((P \times_{\rho_2} \mathbb{C}^\times) \times_{\rho_1} \mathbb{C} \cong P \times_{\rho_2} \mathbb{C}\). On the other hand, if we send it first right and then down, it will go to \((P \times_{\rho_1} \mathbb{C}) \otimes (P \times_{\rho_1} \mathbb{C}) \cong P \times_{\rho_1} (\mathbb{C} \otimes \mathbb{C}) \cong P \times_{\rho_2} \mathbb{C}\). The proofs for the other two squares are completely analogous. \( \square \)

Now we can finally proceed to the
Proof of Proposition 24. Let \( Q \) be a principal \( \text{SO}(2) \)-bundle over \( M \). We will think of it as a principal \( T \)-bundle and, by Lemma 25 and the commutativity of the leftmost square on the big diagram, of its spin structures \( \text{Prin}(M, \text{Spin}_2)/Q \) as of reductions along the morphism \( \rho_2: T \to T \), i.e. of the category \( \text{Prin}(M, T)/\hat{\rho}_2 Q \). Let \( L = Q \times_{\rho_1} \mathbb{C} \) be the associated Hermitian line bundle. Then, again by Lemma 25 and this time by the commutativity of the left side square of the left cube, \( \text{Prin}(M, T)/\hat{\rho}_2 Q \) is equivalent to \( VB_{T M, \mathbb{C}}/L \). An object of the latter category is a Hermitian line bundle \( S \) together with a unitary isomorphism \( S \otimes S \xrightarrow{\sim} L \). Here is the key observation (a special case of which already popped up in Section 3): such a unitary isomorphism is the same as a bundle map \( S \to L \) that is complex-quadratic and length-squaring on each fiber. Just as the category of principal bundle reductions can be described as \( \text{Prin}(M, G)/Q \), the category \( \sqrt{L} \) of Hermitian square roots of \( L \) is simply \( VB_{T M, \mathbb{C}}/L \).

Remark 29. Let \( P \) be a spin structure on \( Q \). It follows from the observation on page 29 that the line bundle \( S = P \times_{\rho_1} \mathbb{C} \) that \( P \) goes to under the equivalence \( \text{Prin}(M, T)/\hat{\rho}_2 Q \cong VB_{M, \mathbb{C}}^x/L \) is the negative part of the spinor bundle corresponding to \( P \). The positive summand is \( \overline{S} \), and the entire spinor bundle is \( S \oplus \overline{S} \).

Next, let \( Q' = Q \times_{\rho_1} \mathbb{C}^\times \) and let \( L \) be its associated line bundle. We use the same letter \( L \) because this is just the line bundle above without its Hermitian metric (this follows from the commutativity of the top/bottom squares). If we move to the right on the diagram by means of the arrows \( \Rightarrow \) and apply Lemma 25 one more time, this will give us a functor from \( \text{Prin}(M, T)/\hat{\rho}_2 Q \cong VB_{M, \mathbb{C}}^x/L \cong \sqrt{L} \) to \( \text{Prin}(M, \mathbb{C}^\times)/\hat{\rho}_2 Q' \cong VB_{M, \mathbb{C}}^x/L \cong \sqrt{L} \). This functor just takes \( S \to L \) and forgets about the Hermitian metrics on both of them.

Lemma 30. This functor is an equivalence.
Proof. It is faithful by Lemma 25. We prove essential surjectivity. Let $S \twoheadrightarrow L$ be a bundle map that is quadratic on each fiber. Here $S$ is just a line bundle and $L$ is a Hermitian line bundle. We want to endow $S$ with a Hermitian metric so that our quadratic map becomes length-squaring. Observe that $Q' \cong L \setminus \{0\}$ as principal $\mathbb{C}^\times$-bundles (this follows from the discussion on page 8). A Hermitian metric in $L$ is the same as a $\mathbb{T}$-reduction $U \subset L \setminus \{0\}$. In each fiber, this is just the $\mathbb{T}$-orbit of unit-length vectors. Its preimage under $S \setminus \{0\} \twoheadrightarrow L \setminus \{0\}$ is a $\mathbb{T}$-reduction of the former, hence a Hermitian metric in $S$ that we are looking for. For surjectivity on morphisms, just observe that if $S$ and $S'$ are two Hermitian square roots of $L$ and $S \Rightarrow S'$ is an isomorphism of line bundles respecting their quadratic maps, then it must be length-preserving. \hfill \Box

Finally, assume that $M$ is a complex manifold and $L$ is in fact a holomorphic line bundle or, equivalently, $Q'$ is a holomorphic principle $\mathbb{C}^\times$-bundle. By Lemma 25, we have a functor from $\text{Prin}^{\text{hol}}(M,\mathbb{C}^\times)/\hat{\rho}_2 \cong \mathbb{V}B^\times_{M,\mathbb{C}}$ to $\text{Prin}(M,\mathbb{C}^\times)/\hat{\rho}_2 \cong \mathbb{V}B^\times_{M,\mathbb{C}}$, which simply forgets about holomorphic structures.

Lemma 31. This functor is an equivalence.

Proof. It is injective on morphisms by Lemma 25. For surjectivity, let $P \twoheadrightarrow Q'$ and $P' \twoheadrightarrow Q'$ be two holomorphic reductions along the morphism $\rho_2: \mathbb{C} \to \mathbb{C}$. Both of them are quotients by $\mathbb{Z}/2\mathbb{Z}$ and hence holomorphic covering maps. Any isomorphism $P \Rightarrow P'$ between them as between smooth principal $\mathbb{C}^\times$-bundles will be a covering isomorphism and thus holomorphic. For essential surjectivity, let $P \twoheadrightarrow Q'$ be a smooth reduction. This is a smooth covering map, so the complex structure on $Q'$ can be lifted to $P$, making it into a complex manifold and making the covering map holomorphic. We need to check that the right action of $\mathbb{C}^\times$ on $P$ is holomorphic. Consider the following diagram:

$$
\begin{array}{ccc}
P\times\mathbb{C}^\times & \xrightarrow{\sim} & P \\
\downarrow & & \downarrow \\
Q'\times\mathbb{C}^\times & \xrightarrow{\sim} & Q'
\end{array}
$$

Here the top arrow is the original action of $\mathbb{C}^\times$ on $P$, whereas the bottom one is the squared action, i.e. $\lambda \in \mathbb{C}^\times$ acts on $Q'$ by $\lambda^2$. This way, the diagram becomes commutative. As the vertical arrows are holomorphic covering maps and the bottom arrow is holomorphic, so must be the top one. \hfill \Box

This completes the proof of Proposition 24. \hfill \Box

Corollary 24.1. Let $M$ be a Riemann surface with a fixed Riemannian metric $g$ within its conformal class. Then the category of spin structures on $M$ is naturally isomorphic to the categories of Hermitian, smooth, and holomorphic square roots of $TM$. 

Remark 32. (1) We see that a spin structure is, in a sense, a conformally invariant notion in dimension (rank) 2. Given a Riemann surface $M$, some authors talk about spin structures on $M$ even when no Riemannian metric is fixed, meaning (holomorphic/smooth) square roots of $TM$. We will also do this occasionally.

(2) One could also introduce the obvious notion of a Hermitian holomorphic square root of a Hermitian holomorphic line bundle. It follows easily from the above discussion that if $M$ is a complex manifold and $L$ is a Hermitian holomorphic line bundle over $M$, then $\sqrt{h,hol}L \cong h,hol\sqrt{L}$ simply by forgetting about the Hermitian metric.

Finally, we discuss the relationship between square roots of a complex line bundle and its dual. Let $M$ be a smooth manifold and $L$ a complex line bundle over $M$. It is easy to see by repeating the arguments from the proof of Proposition 24 and applying Lemma 25 to the complex dual functor $\text{VB}^x_{M, \mathbb{C}} \to \text{VB}^x_{M, \mathbb{C}}$, $S \mapsto S^{*1,0}$, (made covariant by sending isomorphisms to not just their duals but the inverses of their duals) that $\sqrt{L} \cong \sqrt{L^{*1,0}}$. From a practical point of view, to give a square root $S \to L$ is the same as to give an isomorphism $S \otimes S \cong L$, which gives rise to $S^{*1,0} \otimes S^{*1,0} \cong L^{*1,0}$, i.e. a square root $S^{*1,0} \to L^{*1,0}$.

Agreement. Given $\xi, \in S_p^{*1,0}$, let us agree to denote its image in $L_p^{*1,0}$ by $\xi^2$. Given another $\xi' \in S_p^{*1,0}$, we write $\xi\xi'$ for $\frac{1}{2}((\xi + \xi')^2 - \xi^2 - \xi'^2)$ (the same for $S \to L$ and $S^{*0,1} \to L^{*0,1}$). Also, given $v \in L_p$, we write $\sqrt{v}$ for any of its two (or one, if $v = 0$) preimages in $S_p$ (they differ by a sign). Although this is a bit ambiguous, our considerations will always be independent of this choice. The only rule is that, throughout a single argument/calculation, $\sqrt{v}$ always stands for the same preimage of $v$.

A simple computations shows that, given $\xi, \xi'$, and $v$ as above, the following holds:

$$\xi^2(v) = \xi((\sqrt{v})^2, \xi\xi'(v) = \xi(\sqrt{v})\xi'((\sqrt{v})). \tag{5.2}$$

If we apply the above discussion to the complex antidual functor $S \mapsto S^{*0,1}$, we get an equivalence $\sqrt{L} \cong \sqrt{L^{*0,1}}$, which admits a similar explicit description: a square root $S \to L$ yields $S^{*0,1} \otimes S^{*0,1} \to L^{*0,1}$, which is the same as a square root $S^{*0,1} \to L^{*0,1}$. The discussion for the complex dual remains true in the holomorphic setting: $h,hol\sqrt{L} \cong h,hol\sqrt{L^{*1,0}}$. If $L$ is Hermitian, we endow $L^{*1,0}$ and $L^{*0,1}$ with the corresponding Hermitian metrics, so $\sqrt{L} \cong h,hol\sqrt{L^{*1,0}} \cong h,hol\sqrt{L^{*0,1}}$.

Example 33. If $M$ is a Riemann surface, then there is an equivalence $h,hol\sqrt{T^{*1,0}M} \cong h,hol\sqrt{TM}$.

Observation. Assume that $M$ is a compact Riemann surface. By the divisor – line bundle correspondence, a holomorphic square root of $T^*M$ is the same as a divisor class $[D]$ such that $2[D] = K$. Such a divisor class is called a theta-characteristic. It follows easily from the discussion above that the set of equivalence classes of spin structures on $M$ is in one-to-one correspondence with the set of theta-characteristics on $M$. 
5.2. **Spinor representations.** It turns out that if \( M \) is a Riemann surface, any Weierstrass representation of \( M \) (in particular, any conformal immersion of \( M \) into \( \mathbb{R}^3 \)) induces a spin structure on it.

**Fact 34.** Let \( M \) be a smooth manifold and \( Q \) a principal \( \text{SO}(n) \)-bundle over \( M \). Then \( Q \) admits a spin structure if and only if \( w_2(Q) = 0 \). If this is the case, the equivalence classes of spin structures on \( Q \) are in bijective correspondence with \( H^1(M, \mathbb{Z}/2\mathbb{Z}) \).

The proof for \( n \geq 3 \) can be found in [3], but since the case of interest for us is \( n = 2 \), so we refer to [1] and [8].

Now, let \( M \) be a connected compact Riemann surface of genus \( g \). The second Stiefel-Whitney class of \( M \) is the mod 2 reduction of its Euler class. The integral of the latter (the Euler number) is equal to the Euler characteristic of \( M \), which is \( 2 - 2g \) and hence even. Therefore, the mod 2 reduction of the Euler class vanishes. It follows that any compact Riemann surface \( M \) admits spin structures (or, to be more precise, \( TM \) has square roots), and the number of their equivalence classes equals \( \#H^1(M, \mathbb{Z}/2\mathbb{Z}) = 2^{2g} \). In particular, \( \mathbb{C}P^1 \) admits a unique spin structure up to equivalence. In other words, \( T^*\mathbb{C}P^1 \) has a unique square root up to equivalence, and, as we already know from Section 3, it is nothing but the tautological line bundle over \( \mathbb{C}P^1 \).

Now, let \( M \) be any Riemann surface, and let \((\omega, \eta)\) be a Weierstrass representation of \( M \). Let us look at it as a bundle map from \( TM \rightarrow M \) to \( T^*\mathbb{C}P^1 \rightarrow \mathbb{C}P^1 \). Then \( \omega \) gives an isomorphism of complex line bundles \( TM \cong \eta^*(T^*\mathbb{C}P^1) \) over \( M \). We can pull the square root \( \mathcal{O}_{\mathbb{C}P^1}(-1) \) of \( T^*\mathbb{C}P^1 \) back by \( \eta \) as well. This gives a square root of \( \eta^*(T^*\mathbb{C}P^1) \) and hence of \( TM \). Altogether, we have the following picture:

\[
\begin{array}{ccc}
S & \xrightarrow{\sqrt{\omega}} & \mathcal{O}_{\mathbb{C}P^1}(-1) \\
\downarrow & & \downarrow \\
TM & \xrightarrow{\omega} & T^*\mathbb{C}P^1 \\
\downarrow & & \downarrow \\
M & \xrightarrow{\eta} & \mathbb{C}P^1
\end{array}
\]  \quad (5.3)

where \( S \) stands for the induced square root \( \eta^*(\mathcal{O}_{\mathbb{C}P^1}(-1)) \) of \( TM \). Clearly, \((\sqrt{\omega}, \eta)\) is a nonvanishing bundle map, so, by the observation on page 10, it gives a pair of smooth sections \( u, v \) of \( S^{*1,0} \) determined by the formula \( \sqrt{\omega} = (\eta \circ \pi_S, (u, v)) \). These sections never vanish simultaneously.

**Agreement.** We endow \( S \) with the unique holomorphic structure making it a holomorphic square root of \( TM \). Moreover, since a Weierstrass representation is fixed, we have a Hermitian metric \( h \) in \( TM \). Let \( \sqrt{h} \) stand for the lifted Hermitian metric on \( S \). This way, \( S \) becomes a Hermitian holomorphic square root. In particular, this gives complex-linear isomorphisms \( S^{*1,0} \cong \overline{S} \) and \( S \cong S^{*0,1} \). Implicitly assuming this isomorphism, we will
refer to $S^{*1,0}$ and $S^{*0,1}$ as the bundles of positive and negative spinors, respectively. In this regard, $u$ and $v$ are positive spinors. Observe that the complex conjugation inside $S^*_C$ interchanges the subbundles of positive and negative spinors. Also note that, in general, $\sqrt{\omega}$ is only smooth (because so is $\omega$). Therefore, $u$ and $v$ may not be holomorphic sections of $S^{*1,0}$.

**Definition 35.** Let $M$ be a Riemann surface, and let $S \rightarrow TM$ be a square root. By the observation on page 10, there is a one-to-one correspondence:

\[
\left\{\begin{array}{l}
\text{nondegenerate bundle maps } (\beta, \eta) \\
\text{from } S \rightarrow M \text{ to } \mathcal{O}_{\mathbb{C}P^1}(-1) \rightarrow \mathbb{C}P^1
\end{array}\right\} \rightleftharpoons \left\{\begin{array}{l}
pairs \ (u, v) \ \text{of sections of } S^{*1,0} \\
\text{that do not vanish simultaneously}
\end{array}\right\}
\]

A choice of a square root $S$ of $TM$ together with an element of any of these two sets is called a **spinor representation of $M$**. Since the definition involves a choice of a square root, a suitable notion of equivalence is in order. We say that two spinor representations $(S_1, \beta_1, \eta_1)$ and $(S_2, \beta_2, \eta_2)$ are **equivalent** if there is an equivalence $\alpha: S_1 \overset{\sim}{\Rightarrow} S_2$ of square roots of $TM$ such that $\beta_2 \circ \alpha = \beta_1$ or, in terms of pairs of sections $(u_1, v_1)$ and $(u_2, v_2)$, $\alpha^* u_1 = u_2, \alpha^* v_1 = v_2$. In particular, we must have $\eta_1 = \eta_2$. Given a **spinor representation** $(S, \beta, \eta)$, it is called **holomorphic** if $\beta$ is holomorphic (with respect to the unique holomorphic structure on $S$ making it into a holomorphic square root). This is the same as requiring $u$ and $v$ to be holomorphic sections of $S^{*1,0}$. In particular, $\eta$ must be holomorphic.

**Example 36.** If $(S, u, v)$ is a spinor representation of $M$, then it is equivalent to $(S, -u, -v)$.

We have already seen that a Weierstrass representation induces a spinor representation (with the same map $\eta: M \rightarrow \mathbb{C}P^1$). Conversely, given, a spinor representation $(S, \beta, \eta)$, the map $\beta: S \rightarrow \mathcal{O}_{\mathbb{C}P^1}(-1)$ clearly passes to a nonvanishing bundle map $\omega: TM \rightarrow T^*\mathbb{C}P^1$ covering $\eta$, and equivalent spinor representations give the same $\omega$.

**Conclusion.** Sending $(\omega, \eta)$ to $(S = \eta^*(\mathcal{O}_{\mathbb{C}P^1}(-1)), \sqrt{\omega}, \eta)$ gives a one-to-one correspondence between the set of Weierstrass representations and the set of equivalence classes of spinor representations of $M$. Under this correspondence, holomorphic Weierstrass representations correspond precisely to equivalence classes of holomorphic spinor representations.

Given a Weierstrass representation $(\omega, \eta)$ of $M$, we can express $\omega$, thought of as a $\mathbb{C}^3$-valued $(1,0)$-form, in terms of the positive spinors $u$ and $v$ of the corresponding spinor representation. Recall that, according to the agreement on page 33, we have smooth $(1,0)$-forms $u^2, v^2$, and $uv$.

**Lemma 37.** $\omega = (u^2 - v^2, i(u^2 + v^2), 2uv)$.

**Proof.** This is basically the formula for $\theta$ from Section 3 rewritten in a fancy way. Recall that when we want to think of $\omega$ as of a triple of $(1,0)$-forms on $M$, we think of the bundle
map \((\omega, \eta)\) as of a map to \(\mathcal{O}_Q(-1) \to [Q]\). Let \(w \in T_p M\). Then
\[
(u^2 - v^2, i(u^2 + v^2), 2uv)(w) = \begin{pmatrix}
uw^2 - \sqrt{\nuw}^2 \\
i(\nuw^2 + \sqrt{\nuw}^2) \\
2\nuw\sqrt{\nuw}
\end{pmatrix}
\]
\[
= \begin{pmatrix}
\pi_1(\nu\sqrt{\nuw})^2 - \pi_2(\nu\sqrt{\nuw})^2 \\
i(\pi_1(\nu\sqrt{\nuw})^2 + \pi_2(\nu\sqrt{\nuw})^2) \\
2\pi_1(\nu\sqrt{\nuw})\pi_2(\nu\sqrt{\nuw})
\end{pmatrix}
\]
\[
= \theta \circ \pi_{C^2} \circ \nu\sqrt{\nuw} = \pi_{C^2} \circ \gamma \circ \nu\sqrt{\nuw},
\]
where \(\pi_1\) and \(\pi_2\) are the projections of \(\mathbb{C}P^1 \times \mathbb{C}^2\) onto the coordinate axis of \(\mathbb{C}^2\), \(\pi_{C^2}\) is the projection of it onto the whole \(\mathbb{C}^2\), \(\pi_{C^3}\) is the projection of \([Q] \times \mathbb{C}^3\) onto \(\mathbb{C}^3\), and \(\gamma: \mathcal{O}_{\mathbb{C}P^1}(-1) \to \mathcal{O}_Q(-1) \subset [Q] \times \mathbb{C}^3\) is a map defined in Section 3. But the last expression in the computation above is precisely \(\omega(w)\) by the commutativity of the upper square on the diagram (5.3) and the fact that \(\gamma\) coincides with the map \(\mathcal{O}_{\mathbb{C}P^1}(-1) \to T^*\mathbb{C}P^1\) in (5.3) under the isomorphism \(T^*\mathbb{C}P^1 \cong T^*[Q] \cong \mathcal{O}_Q(-1)\).

5.3. Recovering an immersion from its spinor representation. Here we show how to express the integrability and period conditions on a Weierstrass representation of a Riemann surface in terms of the corresponding spinor representation. After that, we show how a spinor representation gives rise to an entire family of spinor representations all of whose elements satisfy the integrability and/or period condition – as soon as the initial spinor representation does. We then describe the corresponding family of Weierstrass representations and conformal immersions.

Let \(M\) be a Riemann surface, \((S, u, v)\) a spinor representation of \(M\), and \(\omega\) the corresponding Weierstrass representation. First of all, the Hermitian metric \(\sqrt{h}\) of \(S\) can be described directly in terms of \(u\) and \(v\). Indeed, given \(w \in S_p\), we compute using Lemma 37:
\[
\sqrt{h}(w) = \sqrt{h(w^2)} = ||\omega(w^2)||
= \sqrt{(|u^2 - v^2)(w^2)|^2 + |(u^2 + v^2)(w^2)|^2 + |2uv(w^2)|^2}
= \sqrt{|u(w)^2 - v(w)^2|^2 + |u(w)^2 + v(w)^2|^2 + 4|u(w)v(w)|^2}
= \sqrt{2|u(w)|^4 + 2|v(w)|^4 + 4|u(w)|^2|v(w)|^2}
= \sqrt{2(|u(w)|^2 + |v(w)|^2)}
= \sqrt{2||\sqrt{\omega}(w)||^2}.
\]

Next, it follows from Lemma 37 that
\[
\mu_+ = -2v^2, \quad \mu_- = 2u^2.
\]
In particular, $M_+$ is the zero locus of $v$ and $M_-$ is the zero locus of $u$. Moreover,

$\mathbf{v}_+ = -\frac{u}{v} \ (\text{over } U_+), \quad \mathbf{v}_- = \frac{v}{u} \ (\text{over } U_-),$

or, more formally, $u = -\mathbf{v}_+ v, v = \mathbf{v}_- u.$

To proceed further, we need to establish some line bundle isomorphisms and discuss the Dirac operator. Since $\omega$ endows $M$ with a Riemannian metric and a spin structure, there is a Dirac operator acting on the sections of the spinor bundle, i.e., in our case, of $S \oplus S \cong S^{*1,0} \oplus S^{*0,1}$. Since it sends positive spinors to negative ones and vice versa, it interchanges the (sections of these) summands. Since the case of Riemann surfaces is so special, it should come as no surprise that the Dirac operators allows an alternative, simpler expression.

Observe that $\sqrt{h}$ is a nonvanishing section of $S^{*1,0} \otimes C S^{*0,1}$. Multiplication by $\sqrt{h}$ gives an isomorphism of complex line bundles $S^{*1,0} \otimes C S^{*0,1} \cong S^{*1,0} \otimes S^{*1,0} \otimes S^{*0,1}, \xi \mapsto \xi \otimes \sqrt{h}$. The latter bundle is isomorphic to $T^{*1,0}M \otimes S^{*0,1}$. We call the resulting isomorphism $\tau_{1,0}: S^{*1,0} \cong T^{*1,0}M \otimes S^{*0,1}$. Let $z$ be a local holomorphic coordinate on $M$ and write $\omega = \tilde{\omega}d\bar{z}$. Then $\frac{\partial}{\partial z}$ locally trivializes $TM$, and it can be lifted to two local sections of $S$. We pick one of them and call it $\sqrt{\frac{\partial}{\partial z}}$. The local section of $T^{*1,0}M$ dual to $\frac{\partial}{\partial z}$ is $dz$. It can be lifted to two local sections of $S^{*1,0}$, but only one of them is dual to $\sqrt{\frac{\partial}{\partial z}}$, and we call it $\sqrt{dz}$ (the other one is $-\sqrt{dz}$). Observe that the local section $\sqrt{dz} = \sqrt{d\bar{z}}$ of $S^{*0,1}$ is a lift of the local section $d\bar{z}$ of $T^{*0,1}M$. We already know that $h = ||\tilde{\omega}||^2 dz \otimes d\bar{z}$ (see the proof of Proposition 14), so $\sqrt{h} = ||\tilde{\omega}|| \sqrt{dz} \otimes d\bar{z}$. The isomorphism $\tau_{1,0}$ locally looks like $f \sqrt{d\bar{z}} \mapsto f ||\tilde{\omega}|| dz \otimes \sqrt{d\bar{z}}$. Similarly, we have $\tau_{0,1}: S^{*0,1} \cong S^{*0,1} \otimes S^{*1,0} \otimes S^{*0,1} \cong T^{*0,1}M \otimes S^{*1,0}$, where the first map is the multiplication by $\sqrt{h}$. In coordinates, $\tau_{0,1}: f \sqrt{dz} \mapsto f ||\tilde{\omega}|| dz \otimes \sqrt{d\bar{z}}$.

Since $S^{*1,0}$ is a holomorphic line bundle, we have the Dolbeault operator $\bar{\partial}: \Omega^0(M, S^{*1,0}) \to \Omega^{0,1}(M, S^{*1,0})$. The latter is the space of sections of the bundle $T^{*0,1}M \otimes C S^{*1,0}$, which is isomorphic to $S^{*0,1}$ via $\tau_{1,0}^{-1}$. The resulting operator $\Gamma(S^{*1,0}) \to \Gamma(S^{*0,1})$ is exactly the Dirac operator, and in coordinates it looks like $f \sqrt{d\bar{z}} \mapsto \frac{f}{||\tilde{\omega}||} \sqrt{dz}$. Similarly, $S^{*0,1}$ is conjugate to $S^{*1,0}$, so it is an antiholomorphic line bundle and hence there is an analogue of the Dolbeault operator $\partial: \Omega^0(M, S^{*0,1}) \to \Omega^{1,0}(M, S^{*0,1})$. Since $T^{*1,0}M \otimes C S^{*0,1}$ is isomorphic to $S^{*1,0}$ via $\tau_{1,0}^{-1}$, we have the other half of the Dirac operator: $\Gamma(S^{*0,1}) \to \Gamma(S^{*1,0}), f \sqrt{dz} \mapsto \frac{f}{||\tilde{\omega}||} \sqrt{d\bar{z}}$. We use the standard letter $D$ for both of them. Note that $D$ commutes with the complex conjugation. Finally, observe that the same multiplication by $\sqrt{h}$ gives yet another isomorphism $S^{*1,0} \otimes S^{*0,1} \cong S^{*1,0} \otimes S^{*1,0} \otimes S^{*0,1} \otimes S^{*0,1} \cong T^{*1,0}M \otimes T^{*0,1}M$. In coordinates, $f \sqrt{dz} \otimes \sqrt{d\bar{z}} \mapsto f ||\tilde{\omega}|| dz \otimes d\bar{z}$.

We proceed to express the integrability and period conditions on $\omega$ in terms of its spinor representation. We start with the latter because it is easier.
Proposition 38. Let $\omega$ be a Weierstrass representation of a Riemann surface $M$, and let $(S, u, v)$ be the corresponding spinor representation. Then:

the periods of $\omega$ are purely imaginary $\iff \begin{cases} u^2 \text{ and } v^2 \text{ have conjugate periods,} \\ uv \text{ has purely imaginary periods} \end{cases}$

Proof. Follows elementary from Lemma 37. □

Now to the harder part. Let us take a closer look at the line bundle $S^* \mathbb{C} \otimes S^* \mathbb{C}$. It is the bundle of $\mathbb{C}$-linear forms on $S$. Consequently, it has a real structure given by $s \otimes t \mapsto \overline{t} \otimes \overline{s}$. Pointwise, the $+1$- and $-1$-eigenspaces of this involution are the subspaces of Hermitian and skew-Hermitian $\mathbb{C}$-linear forms, respectively, and the multiplication by $i$ interchanges them. Hermitian forms are exactly those whose quadratic forms are real, while the quadratic forms of skew-Hermitian forms are imaginary. When bunched together, these eigenspaces form two real line subbundles of $S^* \mathbb{C} \otimes S^* \mathbb{C}$. We will denote the projections onto them within $S^* \mathbb{C} \otimes S^* \mathbb{C}$ by $\text{Re}$ and $\text{Im}$:

$$\text{Re}(s \otimes t) = \frac{1}{2}(s \otimes t + \overline{t} \otimes \overline{s}), \quad \text{Im}(s \otimes t) = \frac{1}{2}(s \otimes t - \overline{t} \otimes \overline{s}).$$

It is important that these differ from the operations of taking the real and imaginary parts inside $S^* \mathbb{C} \otimes S^* \mathbb{C}$.

Proposition 39. Let $\omega$ be a Weierstrass representation of a Riemann surface $M$, and let $(S, u, v)$ be the corresponding spinor representation. Then the integrability condition on $\omega$ is equivalent to the following:

$$\begin{cases} v \otimes Dv = -D\overline{u} \otimes \overline{u} \\ u \otimes Dv + v \otimes Du = D\overline{v} \otimes \overline{u} + D\overline{u} \otimes \overline{v} \end{cases}$$

Proof. First of all, all the action in the equations above is taking place in the space of sections of $S^* \mathbb{C} \otimes S^* \mathbb{C}$. Let $z$ be a local holomorphic coordinate. As usual, we write $\omega = \bar{\omega}dz$. Let $u = \bar{u}\sqrt{dz}$, $v = \bar{v}\sqrt{dz}$. Then

$$Du = \frac{\bar{u}_z}{||\bar{\omega}||} \sqrt{dz}, \quad Dv = \frac{\bar{v}_z}{||\bar{\omega}||} \sqrt{dz}.$$

We have:

$$d\omega = \overline{\partial}\omega = \overline{\partial} \left( \frac{(\bar{u}^2 - \bar{v}^2)dz}{i(\bar{u}^2 + \bar{v}^2)dz} \right) = -2 \left( \frac{\bar{u}\bar{u}_z - \bar{v}\bar{v}_z}{2\bar{u}\bar{v}dz} \right) dz \wedge d\bar{z}.$$

This is a triple of sections of the complex line bundle $\bigwedge^{1,1} T^*M = \bigwedge^2 T^*\mathbb{C}M$. This bundle is isomorphic to $T^{\ast 1,0}M \otimes T^{\ast 0,1}M$, where the isomorphism simply replaces $\wedge$ by $\otimes$. From this
point of view, as a triple of sections of $T^{*1,0}M \otimes T^{*0,1}M$, $d\omega$ is given by

$$- 2 \begin{pmatrix} \tilde{u}\tilde{u}_\zeta - \tilde{v}\tilde{v}_\zeta \\ i(\tilde{u}\tilde{u}_\zeta + \tilde{v}\tilde{v}_\zeta) \\ \tilde{u}_\zeta\tilde{\bar{v}} + \tilde{u}\tilde{\bar{v}}_\zeta \end{pmatrix} dz \otimes d\zeta. \quad (5.4)$$

But under the isomorphism $T^{*1,0}M \otimes T^{*0,1}M \cong S^{*1,0} \otimes S^{*0,1} \otimes S^{*1,0} \otimes S^{*0,1}$, this corresponds to

$$- 2 \begin{pmatrix} \tilde{u}\tilde{u}_\zeta - \tilde{v}\tilde{v}_\zeta \\ i(\tilde{u}\tilde{u}_\zeta + \tilde{v}\tilde{v}_\zeta) \\ \tilde{u}_\zeta\tilde{\bar{v}} + \tilde{u}\tilde{\bar{v}}_\zeta \end{pmatrix} \sqrt{dz} \otimes \sqrt{d\zeta} \otimes \sqrt{dz} \otimes \sqrt{d\zeta}$$

$$= - 2 \begin{pmatrix} \tilde{u}_\zeta \tilde{\bar{u}} \|\tilde{w}\| - \tilde{v}_\zeta \tilde{\bar{v}} \|\tilde{w}\| \\ i(\tilde{u}_\zeta \tilde{\bar{u}} \|\tilde{w}\| + \tilde{v}_\zeta \tilde{\bar{v}} \|\tilde{w}\|) \\ \tilde{u}_\zeta \tilde{\bar{v}} + \tilde{u}\tilde{\bar{v}}_\zeta \|\tilde{w}\| \end{pmatrix} \sqrt{dz} \otimes \sqrt{d\zeta} \otimes (\|\tilde{w}\| \sqrt{dz} \otimes \sqrt{d\zeta})$$

$$= - 2 \begin{pmatrix} u \otimes Du - v \otimes Dv \\ i(u \otimes Du + v \otimes Dv) \\ u \otimes Dv + v \otimes Du \end{pmatrix} \otimes \sqrt{h}. \quad (5.5)$$

Note that, although the bundles $T^{*1,0}M \otimes T^{*0,1}M$ and $\bigwedge^2 T^*_C M$ are isomorphic, their sections act on vector fields differently. In this regard, the former is the bundle of $\mathbb{C}^{3,2}$-linear forms, whereas the latter is the bundle of complex-valued 2-forms. Pointwise, the isomorphism sends a $3,2$-linear form $\alpha$ to $\alpha - \alpha^t$. Clearly, it sends Hermitian $3,2$-forms to imaginary 2-forms and skew-Hermitian $3,2$-forms to real 2-forms. The integrability condition requires $d\omega$ to be imaginary, which is equivalent to asking the triple $(5.4)$ of fields of $\mathbb{C}^{3,2}$-linear forms on $TM$ to be Hermitian. As we observed above, this means that the corresponding field of quadratic forms should be real-valued. But according to $(5.2)$, this means that, for any $w \in S$, $(5.5)$ should output a real number when all of its four arguments are taken to be $w$. Since $\sqrt{h}$ is Hermitian, $\sqrt{h}(w,w)$ is real. Thus, the integrability condition is equivalent to asking

$$\begin{pmatrix} u \otimes Du - v \otimes Dv \\ i(u \otimes Du + v \otimes Dv) \\ u \otimes Dv + v \otimes Du \end{pmatrix}$$
to be a triple of fields of Hermitian $\mathbb{C}^{3\times 3}$-linear forms on $S$. In other words, $\omega$ satisfies the integrability condition if and only if:

\[
\begin{align*}
\text{Im}(u \otimes Du - v \otimes Dv) &= 0 \\
\text{Re}(u \otimes Du + v \otimes Dv) &= 0 \\
\text{Im}(u \otimes Dv + v \otimes Du) &= 0
\end{align*}
\equiv
\begin{align*}
\text{Im}(u \otimes Du) &= \text{Im}(v \otimes Dv) = 0 \\
\text{Re}(u \otimes Du) &= -\text{Re}(v \otimes Dv) = 0 \\
\text{Im}(u \otimes Dv + v \otimes Du) &= 0
\end{align*}
\equiv
\begin{align*}
v \otimes Dv &= -D\bar{u} \otimes \bar{u} \\
u \otimes Dv + v \otimes Du &= D\bar{v} \otimes \bar{u} + D\bar{u} \otimes \bar{v}
\end{align*}
\]

which was to be proved. $\square$

Finally, we describe how a spinor representation naturally produces a family of those, and then we look at this family through the lens of Weierstrass representations and conformal immersions. Given a Riemann surface $M$, there is an action of $\text{GL}(2, \mathbb{C})$ on the set of equivalence classes of spinor representations of $M$ (and hence on the set of Weierstrass representations):

\[
\text{GL}(2, \mathbb{C}) \ni \begin{pmatrix} a & b \\ c & d \end{pmatrix}: (S, (u, v)) \mapsto (S, \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix}).
\]

If $T = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$, let us write $T \begin{pmatrix} u \\ v \end{pmatrix}$ by $(u_T, v_T)$. In terms of Weierstrass representations, let us denote the image of $\omega$ under $T$ by $\omega_T$. This action obviously sends holomorphic spinor/Weierstrass representations to holomorphic ones. Also note that this action is not effective, as its kernel is $\{\pm 1\}$.

The subgroup $\mathbb{H}^\times \cong \mathbb{R}^+ \times \text{SU}(2) = \left\{ \begin{pmatrix} a & -\bar{b} \\ b & \bar{a} \end{pmatrix} \mid a, b \in \mathbb{C} \text{ not both zero} \right\} \subset \text{GL}(2, \mathbb{C})$ is of particular salience due to the following

**Proposition 40.** The action of $\mathbb{R}^+ \times \text{SU}(2)$ on Weierstrass representations preserves both the integrability and period conditions. That is, if a Weierstrass representation $\omega$ of $M$ satisfies the integrability and/or period condition, then so does $\omega_T$ for every $T \in \mathbb{R}^+ \times \text{SU}(2)$.

**Proof.** Let $\omega$ be a Weierstrass representation of $M$, let $(S, u, v)$ be the corresponding spinor representation, and let $T = \begin{pmatrix} a & -\bar{b} \\ b & \bar{a} \end{pmatrix}$. We compute:

\[
u_T = au - \bar{b}v, \quad v_T = bu + \bar{a}v,
\]

so

\[
\begin{align*}
u_T^2 &= a^2u^2 - 2abuv + b^2v^2 \\
v_T^2 &= b^2u^2 + 2abuv + a^2v^2 \\
u_Tv_T &= abu^2 + (|a|^2 - |b|^2)uv - \bar{a}b\bar{v}^2
\end{align*}
\]
Assume that $\omega$ satisfies the period condition, and let $\gamma$ be any piecewise smooth loop in $M$. By Proposition 38, we have:

$$\int_{\gamma} u^2 = \int_{\gamma} v^2, \quad \int_{\gamma} uv \in i\mathbb{R}.$$ 

But then

$$\int_{\gamma} u_T^2 = a^2 \int_{\gamma} u^2 - 2ab \int_{\gamma} uv + b^2 \int_{\gamma} v^2$$

$$= a^2 \int_{\gamma} v^2 + 2ab \int_{\gamma} uv + b^2 \int_{\gamma} u^2$$

$$= \int_{\gamma} v_T^2,$$

$$\int_{\gamma} u_T v_T = ab \int_{\gamma} u^2 - ab \int_{\gamma} v^2 + (|a|^2 - |b|^2) \int_{\gamma} uv$$

$$= ab \int_{\gamma} u^2 - ab \int_{\gamma} v^2 + (|a|^2 - |b|^2) \int_{\gamma} uv$$

$$= 2i \text{Im} \left[ ab \int_{\gamma} u^2 \right] + (|a|^2 - |b|^2) \int_{\gamma} uv \in i\mathbb{R},$$

so $\omega_T$ satisfies the period condition as well. Now assume that $\omega$ satisfies the integrability condition (regardless of the period condition). By Proposition 39, this means that

$$\begin{aligned}
\{ & v \otimes Dv = -D\overline{v} \otimes \overline{u} \\
& u \otimes Dv + v \otimes Du = D\overline{v} \otimes \overline{u} + D\overline{u} \otimes \overline{v} \}
\end{aligned}$$

We compute:

$$v_T \otimes Dv_T = (bu + \overline{a}v) \otimes (bDu + \overline{a}Dv)$$

$$= b^2 u \otimes Du + \overline{a}b(u \otimes Dv + v \otimes Du) + \overline{a}^2 v \otimes Dv$$

$$= -b^2 D\overline{v} \otimes \overline{u} + \overline{a}b(D\overline{v} \otimes \overline{u} + D\overline{u} \otimes \overline{v}) - \overline{a}^2 D\overline{u} \otimes \overline{u}$$

$$= -(\pi D\overline{u} - bD\overline{v}) \otimes (\overline{a}u - b\overline{v})$$

$$= -D\overline{u_T} \otimes \overline{u_T},$$

$$u_T \otimes Dv_T + v_T \otimes Du_T = (au - \overline{b}v) \otimes (bDu + \overline{a}Dv) + (bu + \overline{a}v) \otimes (aDu - \overline{b}Dv)$$

$$= 2abu \otimes Du + (|a|^2 - |b|^2)(u \otimes Dv + v \otimes Du) - 2\overline{a}b \otimes Dv$$

$$= -2abD\overline{v} \otimes \overline{u} + (|a|^2 - |b|^2)(D\overline{v} \otimes \overline{u} + D\overline{u} \otimes \overline{v}) + 2\overline{a}b \otimes D\overline{u} \otimes \overline{u}$$

$$= (\overline{b}D\overline{u} + aD\overline{v}) \otimes (\overline{a}u - b\overline{v}) + (\overline{a}D\overline{u} - bD\overline{v}) \otimes (bu + a\overline{v})$$

$$= D\overline{v_T} \otimes \overline{u_T} + Du_T \otimes v_T,$$

which means that $\omega_T$ satisfies the integrability condition as well. \qed
Let us find out how $\omega_T$ can be expressed via $\omega$:

\[
\omega_T = \begin{pmatrix}
(au - \bar{b}v)^2 - (bu + \bar{av})^2 \\
i((au - \bar{bv})^2 + (bu + \bar{av})^2) \\
2(au - \bar{bv})(bu + \bar{av})
\end{pmatrix}
\]

\[
= \begin{pmatrix}
(a^2 - b^2)u^2 + 4\text{Re}(\bar{ab})uv - (a^2 - b^2)v^2 \\
i((a^2 + b^2)u^2 + 4i\text{Im}(\bar{ab})uv + (a^2 + b^2)v^2) \\
2abu^2 + 2(|a|^2 - |b|^2)uv - 2\bar{ab}v^2
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\frac{1}{2}(a^2 - b^2)(\omega_1 - i\omega_2) + 2\text{Re}(\bar{ab})\omega_3 + \frac{1}{2}(a^2 - b^2)(\omega_1 + i\omega_2) \\
i\left(\frac{1}{2}(a^2 + b^2)(\omega_1 - i\omega_2) + 2i\text{Im}(\bar{ab})\omega_3 - \frac{1}{2}(a^2 + b^2)(\omega_1 + i\omega_2)\right) \\
ab(\omega_1 - i\omega_2) + (|a|^2 - |b|^2)\omega_3 + \bar{ab}(\omega_1 + i\omega_2)
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\text{Re}(a^2 - b^2) & \text{Im}(a^2 - b^2) & 2\text{Re}(\bar{ab}) \\
-\text{Im}(a^2 + b^2) & \text{Re}(a^2 + b^2) & -2\text{Im}(\bar{ab}) \\
2\text{Re}(ab) & 2\text{Im}(ab) & |a|^2 - |b|^2
\end{pmatrix}
\begin{pmatrix}
\omega_1 \\
\omega_2 \\
\omega_3
\end{pmatrix}
= \hat{T}\omega.
\]

It can be easily seen that $\hat{T}$ lies in the subgroup $\mathbb{R}^+ \times \text{SO}(3)$ of conformal orientation-preserving linear automorphisms of $\mathbb{R}^3$: its columns are all of length $|a|^2 + |b|^2$ and pairwise orthogonal. Consider the morphism of Lie groups $\mathbb{R}^+ \times \text{SU}(2) \to \mathbb{R}^+ \times \text{SO}(3, \mathbb{R})$ sending $T$ to $\hat{T}$. Note that this morphism actually splits as the product of $\mathbb{R}^+ \mapsto \mathbb{R}$ and a two-sheeted covering map $\text{SU}(2) \to \text{SO}(3)$. The group $\mathbb{R}^+ \times \text{SO}(3)$ acts on Weierstrass representations in an obvious way. We have shown that the map sending an equivalence class of spinor representation to its corresponding Weierstrass representation is equivariant with respect to the actions of $\mathbb{R}^+ \times \text{SU}(2)$ and $\mathbb{R}^+ \times \text{SO}(3, \mathbb{R})$ (when these two groups are related by the morphism described above).

Proposition 40 together with the computation above imply that the action of $\mathbb{H}^\times$ on the set of Weierstrass representations of $M$ induces an action on the set of conformal immersions $M \to \mathbb{R}^3$ modulo translations of $\mathbb{R}^3$. Under this action, $T \in \mathbb{H}^\times$ sends an immersion $\varphi$ to $\hat{T} \circ \varphi$. As we have already observed above, $\hat{T}$ can be decomposed as the product of a (positive) dilation with center at the origin and an element of $\text{SO}(3)$ (hence a rotation around some axis). This action sends minimal immersions to minimal ones because conformal linear automorphisms of $\mathbb{R}^3$ are harmonic. This latter fact can also be shown by noting that the action of $\mathbb{H}^\times$ on Weierstrass representations preserves the subset of holomorphic Weierstrass representations.
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