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Abstract—Distance preserving visualization techniques have emerged as one of the fundamental tools for data analysis. One example are the techniques that arrange data instances into two-dimensional grids so that the pairwise distances among the instances are preserved into the produced layouts. Currently, the state-of-the-art approaches produce such grids by solving assignment problems or using permutations to optimize cost functions. Although precise, such strategies are computationally expensive, limited to small datasets or being dependent on specialized hardware to speed up the process. In this paper, we present a new technique, called Distance-preserving Grid (DGrid), that employs a binary space partitioning process in combination with multidimensional projections to create orthogonal regular grid layouts. Our results show that DGrid is as precise as the existing state-of-the-art techniques whereas requiring only a fraction of the running time and computational resources.
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1 INTRODUCTION

Distance preserving visualization techniques compose a family of strategies that seek to map data instances into graphical elements so that the pairwise distances calculated between instances are preserved as much as possible between graphical elements. Among the existing strategies, the multidimensional projections have emerged as one of the fundamental tools for data analysis [13]. Through the definition of a proper function to compute the distance between instances, projection techniques produce layouts where the dissimilarity patterns are “visible,” allowing the execution of tasks that involve the identification and analysis of distance relationships.

Despite their popularity, with applications varying from fiber tracking analysis [25] to visual text mining [5,6,23], projection techniques present limitations when the graphical elements are used to convey information. Given their nature of approximating distances, projection techniques tend to produce layouts with overlapped graphical elements, so suffering from occlusion problems. To address such limitation, some approaches employ post-processing strategies [11,30] or put constraints on the projection process [24] to remove the overlapping. However, they make poor use of the visual space, creating layouts with void areas.

Aiming at making better use of the available space, distance preserving grid techniques have been devised to arrange the graphical elements into grids, using as much as possible the visual space.

Currently, the state-of-the-art approaches to produce distance-preserving grids solve assignment problems [10,26] or use permutations to optimize cost functions [31,32]. Although precise, such strategies are computationally expensive, limited to small datasets or being dependent on specialized hardware to speed up the process. In this paper, we introduce a novel approach, called Distance-preserving Grid (DGrid) that combines multidimensional projection techniques with a space-partitioning strategy to create orthogonal regular distance-preserving grids. Despite its simplicity, the quality of the produced layouts and the running times render DGrid a very attractive method for large datasets.

In summary, the main contributions of this paper are:

- A novel distance-preserving grid layout technique that presents high-quality regarding distance and neighborhood preservation while running in a fraction of the time of the current state-of-the-art techniques; and
- A framework to explore image collections that allows real-time tuning of the semantics of the similarity between images to match users expectations and the navigation of large collections into different levels of detail.
2 RELATED WORK

Different approaches have been proposed to create visual representations for conveying distance information. Dimension reduction or projection techniques are well-known examples, such as the classical scaling [35], t-SNE [36], ISOMAP [33], and LAMP [13]. Another example are the techniques that arrange geometric objects on the plane preserving similarity relationships while avoiding overlaps, such as RWordle [39], IncBoard [24], ProjSnippet [17], and the UniTangle Maps [3]. It is beyond the scope of this paper to survey all possible techniques for creating distance layouts. Here we focus on strategies that arrange data into orthogonal regular grids preserving similarity relationships.

One technique that can generate distance preserving grids is the Self-Organizing Map (SOM) [14]. SOM is an unsupervised neural network that creates a discretized lower dimension representation of the data by arranging it into a two-dimensional regular spacing hexagonal or rectangular grid. The main drawback is that it can map several data instances to a single grid cell, opening spaces and overlapping instances on the composed grid [10] [26]. The same occurring to its probabilistic counterpart, the Generative Topographic Mapping (GTM) [2]. Spectral Hashing (SH) [38] can also be used (or adapted) to create distance preserving grids. SH creates hashing codes so that the Hamming distance between two codes approach the Euclidean distance between the instances they represent. Thereby, by splitting the code into bins corresponding to the rows and columns of a grid, SH codes can be used to assign data instances to grid cells preserving distances. Though a promising strategy, it suffers from the inherent problem of hashing techniques: collisions. Consequently, the produced grids also present opening spaces and overlapping instances. Our technique can also be viewed as a process to assign data instance to grid cells (indexs), but we ensure a non-overlapping constraint so that each instance is mapped to a single cell.

Another technique that can generate distance preserving grids is the NMAP [8]. NMAP is a space-filling technique that, starting from an input projection, creates rectangular arrangements through a bisecting and scaling recursive process. NMAP was designed for creating distance preserving Treemaps [29] but it can be adapted to produce grids if the rectangles’ sizes (weights) are all the same. However, due to its binary partition nature, it can only build squared grids that are power-of-two. In fact, the number of rows and columns are not input parameters for NMAP, and there is no guarantee of producing orthogonal grids with cells of the same size. Our technique relies on a similar binary partition process but, different from NMAP, we use the projection to impose a distance-based ordering among the data instances. This ordering is then used to assign instances to grid cells or indexes. Our output are indexes while NMAP returns rectangles and their positions on the plane. Consequently, we can generate orthogonal grids of any dimension, covering more realistic scenarios where the dataset is not power-of-two in size.

Starting with a random assignment of the data instances to grid cells, the Self-Sorting Map (SSM) [31] [32] technique uses a permutation process, swapping instances between grid cells, aiming at maximizing a cross-correlation function between the distances among data instances and distances among the cells’ positions. Since the number of possible permutations is a function of the factorial of data set size, the SSM technique searches for a locally optimal organization. In this process, the grid is split into quadrants and sub-quadrants, and swaps are performed between cells in different (sub)quadrants. Given the binary nature of this process, strategies need to be used to support non-square power-of-two grids [32]. Also, if the number of cells exceeds the number of data instances, it is not possible to control the position of the empty cells. They are (randomly) spread over the grid. In our technique the empty cells are grouped in one corner of the grid, so avoiding empty spaces inside the grid that reduces its overall quality.

The Kernelized Sorting (KS) [26] technique creates distance preserving grids finding a locally optimal solution for a quadratic assignment problem [15]. KS establishes a matrix containing the pairwise distances between the data instances and a matrix containing the pairwise distances between the grid positions. Then a permutation process is applied on the second matrix to approximate, as much as possible, the first one, resulting in a one-to-one matching between instances and the grid cells. The IsoMatch [10] also employs an assignment strategy for constructing distance preserving grids. First, it projects the data onto the plane using the ISOMAP [33] technique and builds a complete bipartite graph between the projection and grid positions. Then, using the Hungarian algorithm [16], it calculates a bipartite matching of this graph, assigning each instance to a grid position to minimize the aggregate displacement when transforming the projection positions into the grid positions. Different from the previous techniques, the KS and the IsoMatch are not limited to rectangular grids. They can create grids with arbitrary shapes. However, since they solve assignment problems, they are computationally expensive, not being able to handle large datasets or even small dataset in real-time. Our technique, although not supporting arbitrary grids, it is limited to orthogonal ones, can process much larger datasets in a fraction of the time without asking for particular hardware.

Other techniques share similarities with the approach proposed in this paper. For instance, the work by Meulemans et al. [19] positions small multiples into a grid, intentionally adding spaces to improve user perception. Another example are the well-known Cartograms [20], more specifically the Rectangular Cartograms [27] [37] that scale areas of geographical regions to rectangular shapes in proportion to some statistic, or the Tile Maps [18] that displays geographic regions as a grid of identical cell sizes. Although visually similar, they were not designed to create distance preserving grids, so out of the scope of this paper.

3 PROPOSED METHODOLOGY

The Distance-preserving Grid (DGrid) employs a two step approach to generate uniform grids that preserve, as much as possible, the distances relationships of a given dataset. On the first step, the data instances \( \mathcal{D} = \{d_1, d_2, \ldots, d_N\} \in \mathbb{R}^d \) are mapped into points on the plane using a multidimensional projection technique, obtaining their two-dimensional Cartesian Coordinates \( \mathcal{P} = \{p_1 = (x_1, y_1), p_2 = (x_2, y_2), \ldots, p_N = (x_N, y_N)\} \in \mathbb{R}^2 \). Then, a grid \( \mathcal{G} = \{g_1, g_2, \ldots, g_s, \ldots, g_1, g_2, \ldots, g_s\} \) with \( r \times s \) grid positions. Different from the previous techniques, the KS and the IsoMatch are not limited to rectangular grids. They can create grids with arbitrary shapes. However, since they solve assignment problems, they are computationally expensive, not being able to handle large datasets or even small dataset in real-time. Our technique, although not supporting arbitrary grids, it is limited to orthogonal ones, can process much larger datasets in a fraction of the time without asking for particular hardware.

The reasoning behind our approach is that if the projection \( \mathcal{P} \) precisely preserves the distances relationships in \( \mathcal{D} \), and if \( \mathcal{P} \) preserves the geometry of \( \mathcal{D} \), \( \mathcal{G} \) will preserve the distances relationships in \( \mathcal{D} \). Consider that \( \mathcal{P} \) has been obtained from \( \mathcal{D} \) (this is later discussed in Section 3.2). If the points in \( \mathcal{P} \) are uniformly distributed over the plane and are arranged following the number of rows and columns of the target grid, like in Figure 2(a) for a grid with 5 rows and 4 columns, the process to assign \( \mathcal{P} \) to \( \mathcal{G} \) is trivial. First, we vertically split the space into 4 partitions, with 5 instances in each, defining the column index of the instances in each partition (the horizontal numbers in Figure 2(b)). Then, we horizontally split the partitions so that each instance is placed in its partition, defining the row index of each instance (the vertical numbers in Figure 2(c)). In this example, the instance colored in red is mapped to the grid cell \( g_{2,2} \), that is, the cell occupying the third row and third column.

![Fig. 2. Process of assigning a projection to a grid when the projection is uniformly distributed over the plane and follows the grid pattern.](image-url)
into non-overlapping partitions until the obtained partitions individually obey, as much as possible, such constraints. Then, (sub)grids are derived from each partition. For the first bisection, consider $\mathcal{P}$ as the input projection, and $(r,s)$ the dimension of the target grid. If $r > s$, we split $\mathcal{P}$ horizontally, obtaining two partitions $\mathcal{P} = \mathcal{P}_1 \cup \mathcal{P}_2$, so that, the upper partition $\mathcal{P}_1$ contains enough instances to completely fill half of the desired grid, that is, $|\mathcal{P}_1| = \lceil r/2 \rceil \times s$. Otherwise, we split $\mathcal{P}$ vertically, so that the left partition $\mathcal{P}_1$ contains enough instances to completely fill half of the desired grid, that is, $|\mathcal{P}_1| = r \times \lceil s/2 \rceil$. Figure 3(a) presents the result if this process is applied to a slightly modified version of Figure 2(a) to show an example where the bisectors cannot be straight lines in $\mathbb{R}^2$, but arbitrary curves and the simple process of Figure 2(b) cannot be directly used.

![Fig. 3. Process of bisecting the projection and calculating the top-left corner indexes of the resulting grids. This process is applied until each data instance is assigned to a grid cell.](image)

Figure 3(b) and Figure 3(c) show the bisecting process recursively applied. To compute the cells’ indexes from the partitions, we calculate during the bisecting process the indexes of the top-left corner cells of each (sub)grid resulted from each partition. For instance, on Figure 3(a), the index of the top-left corner cell of the upper partition is $[0,0]$, indicating that the grid generated from it starts at row 0 and column 0. For the lower partition, the index of the top-left corner cell is $[3,0]$, indicating that the grid generated from it starts at row 3 and column 0. Consider that the input projection $\mathcal{P}$ is split into $\mathcal{P}_1$ and $\mathcal{P}_2$, where $\mathcal{P}_1$ is the upper partition for a horizontal cut or the left partition for a vertical cut. Also, let $(i,j)$ be the index of the top-left corner cell of $\mathcal{P}_1$. By construction, the index of the top-left corner cell of $\mathcal{P}_1$ is $(i,j)$, and the index of $\mathcal{P}_2$ is $(i + \lceil r/2 \rceil, j)$ for a horizontal cut, and $(i, j + \lceil s/2 \rceil)$ for a vertical cut.

As mentioned before, this process of bisecting and calculating the top-left corner indexes are successively applied until the resulting partitions obey the uniform distribution and grid pattern constraints. However, using this as a stop criterion would penalize the computational cost of the overall algorithm since it is an $O(N^2)$ procedure for a partition containing $N$ instances. Instead, we execute the bisecting and corner computation process until each partition contains only one instance. Notice that this returns the same grid as the process presented in Figure 2 if the input projection obeys the uniform distribution and grid pattern constraints. Therefore, it is not necessary to test if such constraints hold in any step of the algorithm, rendering a much faster and simpler process to implement.

Algorithm 1 puts all these pieces together, showing the overall process adopted by our approach to assigning a projection to a grid.

**Algorithm 1** Process of assigning a projection to a grid.

```plaintext
function DGRID(\mathcal{P}, (r,s), (i,j))
    if \mathcal{P} \neq \emptyset then
        if $|\mathcal{P}| = 1$ then
            $g_{i,j} = x_0$  \quad $\triangleright$ cell $g_{i,j} \in \mathcal{P}$ receives the only instance in $\mathcal{P}$
        else
            if $r > s$ then
                $\mathcal{P}_1, \mathcal{P}_2 \leftarrow \text{SPLIT}(\mathcal{P}, [r/2] \times s)$
                DGRID($\mathcal{P}_1, ((r/2] \times s), (i,j))$
                DGRID($\mathcal{P}_2, (r-[r/2], s), (i+[r/2], j))$
            else
                $\mathcal{P}_1, \mathcal{P}_2 \leftarrow \text{SPLIT}(\mathcal{P}, r \times [s/2])$
                DGRID($\mathcal{P}_1, (r, [s/2]), (i,j))$
                DGRID($\mathcal{P}_2, (r-s, [s/2]), (i, j + [s/2])$
            end if
        end if
    end function
```

half of the distance relationships are fully kept when a projection is bisected. Typically, more than that is preserved, so that the geometry of $\mathcal{P}$ is preserved, up to an extent, by $\mathcal{G}$, and, consequently, the produced grid preserves the distances relationships in $\mathcal{P}$.

### 3.1 Grid Dimension

The process of assigning a projection to a grid defined in the previous section is very flexible. Since it focuses on splitting the partitions considering the number of rows and columns, instead of the number of data instances, it is not limited to any particular grid shape. The only constraint is that the number of grid cells should be larger or equal to the number of data instances, that is, $r \times s \geq N$.

In this paper, we allow the control of the grid shape by defining its aspect ratio $\Delta$. Here, the aspect ratio can be the ratio between the number of rows and the number of columns of the final grid, or the ratio between the height and width of the visual space. Given $\Delta$, the target grid dimension is calculated as

$$r = \lfloor \sqrt{N \times \Delta} \rfloor$$

$$s = \lceil N/r \rceil$$

If $\Delta = 1$, the resulting grid will be square as possible. If $0 < \Delta < 1$, the resulting grid will present more columns than rows. The opposite if $\Delta > 1$.

### 3.2 Projecting the Dataset

We aim to preserve on the produced grid the distance relationships of a given dataset $\mathcal{P}$ by assigning similar data instances to close grid cells, and dissimilar ones to far apart cells. In this context, the projection $\mathcal{P}$ plays a central role since it guides the grid geometry. Therefore, $\mathcal{P}$ should preserves, as much as possible, the distance relationships in $\mathcal{P}$. In the current literature, there are several multidimensional projection techniques to derive $\mathcal{G}$ from $\mathcal{P}$. Typically, the most precise techniques, such as the classical multidimensional scaling [15] or the t-SNE [36], are computationally expensive, whereas the less precise out-of-sample methods, such as LAMP [13] or the PLMP [22], can handle very large datasets in a reasonable amount of time. Thereby, the choice of what technique to use rely mostly on the tradeoff between the size of the dataset and the desired precision.

### 4 Evaluation and Comparison

#### 4.1 Quantitative Analysis

In this section we present a quantitative evaluation of the Distance-preserving Grid (DGrid) technique, comparing it against the state-of-the-art in distance preservation grid techniques, viz., Kernelized Sorting (KS) [26], Self-Sorting Map (SSM) [12], and IsoMatch [10]. In this comparison we use three different quality metrics, $k$-neighborhood preservation index [9], cross-correlation [32], and energy function [10].
The \( k \)-neighborhood preservation index was originally developed to evaluate projections, but here we use it to measure how much the neighborhood in the dataset \( D \) is preserved in the grid \( G \). It is calculated as

\[
NP_k = \frac{1}{N} \sum_{i}^{N} \frac{N^{k}_{d} \cap N^{k}_{g}}{k}
\]

where \( N^{k}_{d} \) is the set containing the indexes of the \( k \)-nearest neighbors of \( d_i \) in \( D \), and \( N^{k}_{g} \) is the set containing the indexes of the \( k \)-nearest neighbors of \( g_i \) in \( G \). \( NP_k \) ranges in \([0, 1]\), the larger the value the better the result. The cross-correlation measures how well the placements of the data instances in the grid correlate to the dissimilarities among them, given by

\[
CC = \frac{\sum_{i}^{N} \sum_{j}^{N} (\lambda(g_i, g_j) - \bar{\lambda})(\delta(d_i, d_j) - \bar{\delta})}{\sigma_{\lambda} \sigma_{\delta}}
\]

where \( \delta(d_i, d_j) \) is the dissimilarity between pairs of instances, \( \lambda(g_i, g_j) \) is the distance between the cells the instances are assigned to, \( \bar{\lambda} \) is the mean distance between any two cells, \( \bar{\delta} \) is the mean distance between any two pairs of instances, and \( \sigma_{\lambda} \) and \( \sigma_{\delta} \) are the corresponding standard deviation. The cross-correlation ranges in \([-1, 1]\), the larger the better. In this paper, we normalize the cross-correlation in \([0, 1]\) using \( CC' = (CC + 1)/2 \) to easier the comparison among the different metrics. Finally, the energy function measures how well the pairwise distances between the data instances are preserved by the corresponding distances in the grid. This function is computed as

\[
E_p = \left( \frac{1}{\sum_{i}^{N} \sum_{j}^{N} c \cdot |\delta(d_i, d_j) - \lambda(g_i, g_j)|^p}{\sum_{i}^{N} \sum_{j}^{N} \lambda(g_i, g_j)^p} \right)^{1/p}
\]

where \( p \) defines the employed norm, and \( c \) is a scaling constant (see \cite{10} for more details). As suggested in \cite{10}, we set \( p = 1 \) as it favors solutions which preserve the smaller distances more than the larger ones. Also, we invert the original equation using \( E_p' = 1 - E_p \) so that it ranges in \([0, 1]\) with larger values rendering better results.

For the tests we have selected all datasets from the UCI Machine Learning Repository \cite{uci} with real-valued attributes and sizes varying between 100 and 2,500 instances, allowing the comparison of the techniques in different scenarios. We only get real-valued datasets so that (Euclidean) distances can be properly calculated, and we limited their sizes due to the high computational complexities and running times of KS and IsoMatch. Also, we have discarded the datasets with missing values, resulting in 38 datasets. The first part of Table 1 details these datasets, presenting their names, sizes, and number of dimensions. For all tests, we have normalized the datasets so that the columns (attributes) have zero mean and standard deviation equals to one. All the results were generated in an Intel Core i7 CPU@2.8GHz, with 16GB of RAM. For the SSM, KS, and IsoMatch techniques we used the original codes, made available by the authors.

Figure 4 presents boxplots summarizing the results of each technique considering all the 38 datasets. For the DGrid, we report results using the t-SNE and LAMP techniques to generate the input projections. Although the IsoMatch originally employs the ISOMAP as input, we also report results using the t-SNE and LAMP, so it is possible to compare the DGrid and the IsoMatch isolating the projection contribution to the quality of the produced results. The DGrid, IsoMatch, and KS techniques are deterministic, so we only run each technique once for each dataset. Given the random initialization of the SSM technique, we run it 30 times for each dataset. In Figure 4 the boxplots in red represent the results of the projections (LAMP and t-SNE) used as input by DGrid and IsoMatch techniques. They serve only as baselines to show the correlation between projection quality and grid quality. Notice that, the drop in precision between the projections and the produced grids is expected since the techniques we use do not create uniformly distributed projections (see Section 4). Also note that direct comparisons only make sense among grid layouts, not among grids and projections. Regarding the \( k \)-neighborhood preservation index, Figure 4(a) the best result was attained by the DGrid with t-SNE as input (\( NP = 0.52 \)), better than the other more costly counterparts, IsoMatch (\( NP = 0.36 \)) and KS (\( NP = 0.50 \)). DGrid presents not only the largest mean but also the smallest spread regarding the best and worst results. Comparing the different flavors of DGrid, the results produced using the t-SNE are also considerably superior than the results produced using the LAMP.

Table 1. Datasets employed in the evaluations. We have selected all datasets from the UCI Machine Learning Repository with real-valued attributes and sizes up to a limit, allowing the comparison of the techniques in different scenarios.

| Name                      | Size | Dimensions |
|---------------------------|------|------------|
| Concrete Stump Test       | 103  | 1          |
| Breast Tissue             | 106  | 10         |
| LSVT Voice Rehabilitation | 126  | 309        |
| Iris                      | 150  | 4          |
| Urban Land Cover          | 168  | 148        |
| Planning Relax            | 182  | 13         |
| Parkinsons                | 197  | 23         |
| Connectionist Bench       | 208  | 60         |
| Seeds                     | 210  | 7          |
| Glass Identification      | 214  | 10         |
| Yacht Hydrodynamics       | 308  | 7          |
| Vertebral Column          | 310  | 6          |
| Ecoli                     | 336  | 8          |
| Leaf                      | 340  | 16         |
| Libras Movement           | 360  | 91         |
| PEMS                      | 440  | 138,672    |
| Forest Fires              | 517  | 11         |
| Vowel Recognition         | 528  | 10         |
| Istanbul Stock Exchange   | 536  | 8          |
| Climate                   | 540  | 18         |
| WDBC                      | 569  | 32         |
| DrivFace                  | 606  | 6,400      |
| Hill-Valley               | 606  | 100        |
| Blood Transfusion         | 748  | 5          |
| Gene Expression           | 801  | 20,531     |
| Arcene                    | 900  | 10,000     |
| MicroMass                 | 931  | 1,300      |
| Cloud                     | 1,024| 10         |
| Concrete Compressive Strength | 1,030 | 9         |
| Geographical Original of Music | 1,059 | 68        |
| Banknote Authentication   | 1,372| 5          |
| Yeast                     | 1,484| 8          |
| Airfoil Self-Noise        | 1,503| 5          |
| Plant species leaves      | 1,600| 64         |
| Drug Consumption          | 1,885| 32         |
| Cardiotocography          | 2,126| 23         |
| Image Segmentation        | 2,100| 19         |
| Statlog (Image Segmentation) | 2,310 | 19        |
| HTRU2                     | 17,896| 9         |
| Default of credit card    | 30,000| 23        |
| Online News Popularity    | 39,644| 61        |
| Facebook Comments         | 40,949| 54        |
| Tamilnadu Electricity Board | 45,781 | 4         |
| Sensorless Drive Diagnosis | 58,509| 49        |
| Corel Image Features      | 68,040| 89        |
| Blog Feedback             | 56,497| 281       |
| FMA: A Dataset For Music Analysis | 106,574| 518     |
| MiniBooNE Particle Identif | 130,065| 50        |

This is an expected outcome since the formulation of t-SNE favors the preservation of small neighborhoods instead of a global distance preservation as conveyed by the LAMP, which is confirmed by the boxplots in red. This indicates the impact of the input projection to the produced grid, and also shows that our strategy for assigning the projection to grid cells satisfactorily preserves the input geometry. In this example, we approximate the neighborhood size \( k \) to 5\% of the dataset size, setting \( k = \lfloor (0.05 \times N) \rfloor \). We use this approximation instead of 5\% to match the grid topology when calculating the neighborhoods.
In [10], the authors show that the cross-correlation is global, explaining worst results. Different from the \( k \)-neighborhood preservation index, which is a local measure, the cross-correlation allows selecting a projection technique that fulfills specific needs, considering different global or local geometry properties, generating grids that satisfactorily preserve them.

Figure 4 shows the cross-correlation results. On average, DGrid with LAMP \( (CC = 0.80) \) presents better results than IsoMatch \( (CC^2 = 0.78) \) and KS \( (CC^2 = 0.78) \), with a smaller spread regarding the best and worst results. Different from the \( k \)-neighborhood preservation index, which is a local measure, the cross-correlation is global, explaining why the results considering LAMP as input are better than the ones considering the t-SNE, which is also confirmed by the projection boxplots in red. This renders exceptional flexibility to our technique since it allows selecting a projection technique that fulfills specific needs, considering different global or local geometry properties, generating grids that satisfactorily preserve them.

The quality of our approach is also confirmed by the energy function metric (Figure 4(c)). The DGrid with the LAMP \( (E_P = 0.65) \) again outperforms the other techniques, IsoMatch \( (E_P = 0.63) \) and KS \( (E_P = 0.63) \). Since the energy function is a global measure, the LAMP technique presents better results than the t-SNE (see the red boxplots), which reflects in the produced grids. In [10], the authors show that the energy function strongly correlates with human performance in search tasks, pointing that this is a good measure of grid organization. The same holds for the cross-correlation measure. Therefore, the attained results provide evidence to place the combination of DGrid with the LAMP as one of the best choices for tasks that involve the analysis of similarity relationships based on grids.

To complement the statistical analysis conveyed by the boxplots, providing more detailed information, we show in Figures 4(c) and 4(d) the resulting grids for some selected datasets. Aiming at showing different aspects of each technique, we choose datasets with varied distance distributions, from a dataset with most instances similar among themselves (Forest) to a dataset with most instances dissimilar among themselves (MicroMass). In these figures, the cells are colored according to different quality metrics calculated for each cell. The cells colored in black are empty. They exist because we have more cells than instances in these examples. Notice that the DGrid, KS, and IsoMatch place all empty cells on the grid borders whereas the SSM open spaces inside the grid. The quality metric values are shown below each grid, and the best results are highlighted using a bold font. Although KS is marginally better in one case and presents the same quality as DGrid in other cases, it is an \( \Omega(N^2) \) technique and cannot address problems involving large datasets. DGrid is much less expensive (see Section 6) so not only small examples can be processed in a fraction of the time but also it can address larger problems that neither KS nor IsoMatch are capable of.

Regarding the \( k \)-neighborhood preservation index grids (Figure 5), the KS and the DGrid with t-SNE, which attained the best results on average (see Figure 4), do not present spots concentrating bad quality cells, the error is uniformly spread over the grid. Conversely, SSM tends to group the bad quality cells close to the empty cells, showing their negative impact on the produced layouts. The cross-correlation grids (Figure 6) report an unusual pattern produced by all techniques. For the Forest dataset, there is a clear spot with bad quality cells, concentrated in the border of two different regions. A close examination explains the reason. Since the Forest dataset is composed of two very distinct groups of instances, approaching them in the produced layout increases the error in the border cells, an inevitable aspect of grid layouts. The energy function grids (Figure 7) also present an unusual pattern regarding the Forest dataset. The two different groups of instances can also be identified, but in these grids, the larger group presents significant worse results if compared to the smaller one (compare with Figure 6). In this case, the problem is related to the size of the groups. Since one group is much larger than the other, considering the groups individually defines two different scenarios regarding distance distribution. For the smaller group, most instances are dissimilar between themselves, but for the larger, most instances are similar between themselves. Since the energy function is global and measures the distance preservation, the differences in distribution affect the quality of the grid cells.

Given the process we develop to derive grids from projections, our approach can obtain better results if the number of rows and columns, controlled by \( \Delta \), is defined considering the distribution of the input projections. Figure 8 shows the impact of varying \( \Delta \) into the quality of the produced grids. To have better control of this test, we artificially generate a projection with three times more points in the vertical direction than in the horizontal direction. As expected, the best results are attained when \( \Delta = 3 \) (the dashed line). In all examples in this section we consider squared grids, setting \( \Delta = 1 \). Since most techniques we are comparing to do not depend on projections, we prefer to set a fixed value instead of using the best possible value of \( \Delta \) to not bias the evaluation favoring our approach.

Finally, we have compared DGrid with SSM regarding the running times. We have removed the other techniques from this comparison since they are computationally expensive, not capable of processing large datasets. In this test we have selected 10 datasets from the UCI Machine Learning Repository, varying the sizes up to 130,000 instances. The employed datasets are detailed in the second part of Table 1. Figure 9 summarizes the results. To allow a fair comparison, DGrid and SSM are both implemented in Java. Besides the boxplots for the DGrid and the SSM techniques, the figure shows individual boxplots for the projection and the grid assignment steps. In this example, we are using the LAMP to project the data. On average, the
Fig. 5. Resulting grids colored according to the \textit{k-neighborhood preservation index}. SSM technique groups bad quality cells close to the empty cells, showing the negative impact of empty spots on the produced layouts.

Fig. 6. Resulting grids colored according to the \textit{cross-correlation}. Cross-correlation is global measure, so the use of a global projection technique (LAMP) as input resulted in better grids in that aspect. This renders exceptional flexibility to our approach since it allows selecting a projection technique that fulfills specific geometry properties, generating grids that satisfactorily preserve them.
DGrid is almost two orders of magnitude faster than the SSM technique, and the projection phase dominates its running times. We have removed the other technique from this comparison since they are not capable of processing large datasets.

and so on. From each set of features we extract samples of photos \(x_1, x_2, \ldots, x_k\) that are joined to compose our complete sample \(S = x_1 \cup x_2 \cup \ldots \cup x_k\). For sampling, we use the k-means technique to cluster the data, getting the medoid of each cluster as a sample. By getting samples using the different set of features, we seek to guarantee that we have images that contain the different traits captured by the different features.

After that, projections \(p'_1, p'_2, \ldots, p'_k\) are generated considering the images in \(S\) but using the different types of features \(f'_1, f'_2, \ldots, f'_k\). The input projection for building the sample grid is then created as a convex combination of these projections, that is, \(P' = \alpha_1 p'_1 + \alpha_2 p'_2 + \ldots + \alpha_k p'_k\), where \(\sum \alpha_i = 1\). By changing \(\alpha_1, \alpha_2, \ldots, \alpha_k\) users can control the contribution of each different projection to the complete projection, implicitly controlling the importance of each type of feature to the semantics of the employed similarity. After defining the most appropriated weights for the convex combination, the projection \(P\) used to create the complete grid with all photos is defined as a combination of projections \(p_1, p_2, \ldots, p_k\) of the complete dataset but considering the different features, that is, \(P = \alpha_1 p_1 + \alpha_2 p_2 + \ldots + \alpha_k p_k\).

Here, we use the Photographer dataset [34], composed of 180, 193 photos taken by 41 well-known photographers. We extract 4 different

---

**Fig. 7.** Resulting grids colored according to the energy function. The energy function strongly correlates with human performance in search tasks, placing DGrid among the best choices for tasks that involve the analysis of similarity relationships based on grids.

**Fig. 8.** Impact of varying the grid dimensions to the quality of the produced layouts. The best results are attained when the grid dimensions are related to the distribution of the input projection.

**Fig. 9.** Running times boxplots. DGrid is almost two orders of magnitude faster than the SSM technique, and the projection phase dominates its running times. We have removed the other technique from this comparison since they are not capable of processing large datasets.
sets of features from this dataset, representing: (1) color, using LAB color features; (2) texture, using Gabor filters [3]; (3) borders, using the HoG technique [7]; and (4) the presence of objects, using a pre-trained convolutional neural network, called CaffeNet [12], that classifies images into 1,000 different object categories. Also, we create a set of features to represent the similarity between photographers using an external source. We download Wikipedia articles about each photographer and construct a bag-of-words vector representation for each. All photos of the same photographer are then represented by his/her vector representation. Consequently, the similarity among photos is defined as the similarity between texts describing the photographers.

In this paper, to create the sample \( S \) we get 200 photos of each different set of features, ensuring we have at least 5 photos of each photographer (800 photos in total). Figure 11 shows the resulting sample grid. In this grid, the similarity mostly reflects the color and a little amount of information about the photographers and the objects contained in the photos. To visually support this combination, we develop a widget, shown in the bottom-right of the figure, inspired by the idea presented in [21]. Using this widget, \( \alpha_1, \alpha_2, \ldots, \alpha_k \) are defined based on the closeness of the “orange” dial and the anchors representing each feature. To help the perception of the weights, we change the transparency level of the anchors and fonts accordingly. Since the similarity between images is on the eye of the viewer, allowing users to control the semantics of the employed similarity based on combinations of different features renders a powerful mechanism.

We are combining projections instead of features to allow a real-time exploration of the different combinations. In this strategy, projections for each set of features are calculated once. Only the grid is derived when the combination is changed. Since grids are built from projections the grid with a ratio of the visual area (paper size), the resulting photo grid has 482 rows and 374 columns. Since this is too much information to present at once, we allow the grid compression. In this process, we convolute the grid with a \( R \times S \) mask merging the covered cells into one single cell, thus dividing the number of rows by \( R \) and the number of columns by \( S \). In the compact layout, the cells are represented by the photo closest to the center of the \( R \times S \) mask. Figure 7 presents the resulting compressed photo grid. In this example, we use a \( 5 \times 5 \) mask, resulting in a grid with 96 rows and 75 columns.

The mask \( R \times S \) defines the level of detail of the compact representation. Changing its size allows the navigation of the photo collection into different levels of abstraction, from a coarse representation to a more detailed view. Another possibility of navigation is to allow users to select a particular photo, expanding the compressed grid to show all the photos it represents. In this case, by expanding all the cells belonging to the same row or same column of the selected photo, we define a multilevel process that preserves the context. In [10] a similar application was presented. However, they use a hierarchical clustering approach to group the instances, showing representatives of the groups. The user can then navigate by clicking on the representatives, displaying new grids containing the elements (or representatives) inside the groups. Therefore, losing the context whenever a zoom in operation is executed.

**6 Discussion and Limitations**

The space partition strategy presented in Algorithm 1 shares similarities with the kd-tree technique [1]. In both cases, the recursive process of bisecting the space into partitions and sub-partitions constructs complete binary trees. The difference is that the kd-tree only considers the spatial position of the points in this process whereas our approach incorporates the number of rows and columns to it. As a result, our technique can create grids with an arbitrary number of rows and columns while the kd-tree can only create squared grids that are power-of-two [12]. The same applies to the NMAP technique [8] as discussed in Section 2.

Regarding the computational complexity, the DGrid has two distinct steps. The projection and the space partition. Different techniques can be used in the first step, with different complexities. Here we use the t-SNE which is \( O(N^2) \) and the LAMP which is \( \text{O}(\min\{m^N, N^m\}) \), where \( m \) is the number of dimensions of the dataset. Recalling that every time a partition is bisected, its instances are sorted according to the \( x \) or \( y \) coordinates. If an \( \text{O}(N \log N) \) sorting algorithm is used, the computational complexity of the space partition step is \( \text{O}(N \log^2 N) \). Therefore, the overall computational complexity is dominated by the projection process, which is confirmed by the running times (see Figure 9). If a faster approach is required, changing the projection technique is an option, for instance, PLMP [22] is \( O(N) \), but probably the quality of the obtained grids will be penalized.

The way DGrid was conceived only allows it to generate orthogonal regular grids. KS and IsoMatch are more flexible. Since they are based on assignment processes, they can map data instances into non-orthogonal domains. However, they are computationally expensive, \( O(N^3) \). For orthogonal grids the DGrid is much faster, attaining similar or even better results considering different quality metrics, rendering DGrid a very attractive technique for processing large datasets.

Finally, in our space partition process, we consider a simple splitting method, dividing the space so that the resulting partitions contain approximately half of the instances. Defining a better way to partition the space is an aspect that deserves to be investigated more deeply, for instance, guiding the partition according to the distribution of the points on the plane. However, finding the best partitioning considering both the data distribution and the grid dimension constraint is not a trivial task.

**7 Conclusion**

In this paper, we proposed a novel approach for generating grid layouts that preserve distance information, called Distance-preserving Grid (DGrid). DGrid is a two-step approach that combines a projection technique with an assignment strategy to create orthogonal regular grids. The set of comparisons we provide shows that DGrid outperforms the existing state-of-the-art techniques considering different quality metrics, being almost two orders of magnitude faster than the fastest existing technique. The quality of the produced layouts combined with the low
Fig. 11. Photo grid of the Photographers dataset. Since a considerably larger weight is assigned to the color features (see Figure 3), a clear global separation between gray and colored photos can be observed. We also add the presence of objects and photographer style into the feature combination, so locally these features influence, up to and extent, the grid organization as noted in the zoom in part of the top-right corner.
