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Abstract—With the aim of matching a pair of instances from two different modalities, cross modality mapping has attracted growing attention in the computer vision community. Existing methods usually formulate the mapping function as the similarity measure between the pair of instance features, which are embedded to a common space. However, we observe that the relationships among the instances within a single modality (intra relations) and those between the pair of heterogeneous instances (inter relations) are insufficiently explored in previous approaches. Motivated by this, we redefine the mapping function with relational reasoning via graph modeling, and further propose a GCN-based Relational Reasoning Network (RR-Net) in which inter and intra relations are efficiently computed to universally resolve the cross modality mapping problem. Concretely, we first construct two kinds of graph, i.e., Intra Graph and Inter Graph, to respectively model intra relations and inter relations. Then RR-Net updates all the node features and edge features in an iterative manner for learning intra and inter relations simultaneously. Last, RR-Net outputs the probabilities over the edges which link a pair of heterogeneous instances to estimate the mapping results. Extensive experiments on three example tasks, i.e., image classification, social recommendation and sound recognition, clearly demonstrate the superiority and universality of our proposed model.
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I. INTRODUCTION

With the explosive growth of multimedia information, cross modality mapping has attracted much attention in the computer vision community, the goal of which is to accurately associate a pair of instances from two different modalities. This research topic has shown great potential in many applications, such as image caption generation [1][2], visual question answering [3][4][5], dimension reduction [6][7], domain adaptation [8], to name a few.

Existing cross modality mapping methods rely on the similarity measure between a pair of instances from two modalities to formulate the mapping function. Therefore, how to learn a discriminative feature embedding to represent such similarity for the pair of instances (e.g., image vs label in image classification area) plays a crucial role in conventional cross modality mapping task. In terms of this, most approaches [9][10][11][12][13][14][15][16][17][18] learn the embedding by projecting two modalities into a common latent space. However, this line of approaches pays less attention to inter relation, which is critical for supplementing the intra-modality information. There emerge several other methods [19][20] that separately investigate intra relations and inter relations for learning the embedding in specific task, i.e., image-text retrieval task. Nevertheless, viewing that their inter relation is learned without the help of intra relation information from two modalities, their performance is still heavily limited by the heterogeneous gap of different data modalities.

Above all, it is critical to explore the intra relations and inter relations simultaneously in a more effective manner in the problem of cross modality mapping. For any two modality, we observe that intra relations can be modeled as a structural relationship among instances within a single modality, while the inter relation can be seen as a reasoning relationship between the pair of instances from two modalities. Based on this observation, we naturally leverage graph to well model these two relationships where each instance from two modalities are treated as a node. Specifically, two kinds of
edges, named as intra-edges and inter-edges, are employed to respectively represent intra relations and inter relations. Thus we redefine the mapping function in this literature via relational reasoning instead of standard similarity measure, which can be implemented by estimating the existence of the inter-edges. To the best of our knowledge, unlike task-specific previous arts, we are the first attempt to resolve cross modality mapping with relational reasoning and consider a universal solution that can jointly represent the intra relations and inter relations via graph modeling.

In this work, inspired by the superiority of graph convolutional network (GCN), we propose a GCN-based Relational Reasoning Network (RR-Net), a universal model to resolve the problem of cross modality mapping. Concretely, we first construct two kinds of graph: Intra Graph and Inter Graph. Intuitively, the former includes two graphs lying in each modality while the latter actually links the instances across two modalities, as shown in Fig. 1 (c). Each Intra Graph takes every instance from the same modality as a node (intra-node) and assigns intra-edges via a clustering algorithm, e.g., KNN. As for Inter Graph, the inter-edges link candidate pairs from two modalities with high initial confidence according to specific task. On top of the constructed graphs, our RR-Net first employs an encoder to map the raw features to a desired space, then simultaneously learn all the node features and edge features in an iterative manner via the core component, i.e., a relational GCN module implemented by stacking several GCN units. Finally, RR-Net utilizes a decoder to output the probabilities over the inter-edges to search for the most likely cross modality mapping pairs. Note that we derive two kinds of GCN units corresponding to Intra Graph and Inter Graph, i.e., intra GCN unit and inter GCN unit, each containing one edge convolutional layer (intra- or inter-edge layer) and one node convolutional layer (intra- or inter-node layer). The difference between two kinds of GCN units lies in intra- and inter-edge layer, which are exploited respectively for learning the intra relations and inter relations. In particular, inter-edge layer takes the output of its former intra-node layer as input and utilizes a weight matrix as a kernel when performing aggregation of inter-edge features.

We conduct extensive experiments on three tasks, i.e., sound recognition, image classification and social recommendation, to verify the universality and effectiveness of our proposed model. Main contributions of this paper are summarized as follows:

- We are the first to resolve cross modality mapping with relational reasoning and propose a task-agnostic universal solution to learn both intra and inter relations simultaneously via graph modeling.
- We propose a GCN-based Relational Reasoning Network (RR-Net) to jointly learn all the node and edge features with multiple intra and inter GCN units.
- On several different cross modality mapping tasks with public benchmark datasets, the proposed RR-Net improves the performance significantly over the state-of-the-art competitors.

II. RELATED WORK

In this section, we first give a briefly review approaches about the cross modality learning in Sec. II-A, we then introduce studies of relational reasoning and graph neural network that are closely related to this work in Sec. II-B and Sec. II-C, respectively.

A. Cross Modality Learning

Most of the existing cross modality algorithms can be classified into two categories, that is, joint embedding learning and coordinated embedding learning. Below, we briefly review these two categories of approaches.

1) Joint Embedding Learning: This kind of methods embeds data from two modalities together into a common feature space and performs the cross modality similarity measure. Studies of [11][12][21][22] directly concatenate the features of different modalities to form the common feature space. Unlike such straightforward method, some methods [23][19][24][25][26][9][10][13][27] first convert all of the modalities into different representations, then concatenate multiple representations together to a joint feature space. For example, Ngiam et al. [26] stacked several auto-encoders for individually learning the representation of each modality, then they fused those representations into a common embedding space. Srivastava et al. [24] introduced a multimodal DBMs to fuse multimodal representations. Following the DBMs, Suk et al. [25] utilized multi-modal DBM representation to perform Alzheimer’s disease classification from positron emission tomography and magnetic resonance imaging data. Afterwards, Wang et al. [28] jointly learned several projection matrices to map multi-modal data into a common subspace and measured similarities of different data modality. Recently, Wu et al. [27] factorized image and its descriptions into different levels to learn a joint space of visual representation and textual semantics. However, these approaches only consider the common feature space embedding for each modality, which ignored the structural interactions between two modalities, and thus they lack the capacity to represent complicated heterogeneous modality data.

2) Coordinated Embedding Learning: Instead of projecting the data modalities into a joint space, the coordinated embedding learning method separately learn the representations for each modality but coordinate them through a constraint, typically using metric learning [29], linear transfer [16][18][20], margin ranking loss [15][17], pairwise similarity loss [30], etc. For instance, Andrew et al. [16] mapped the multi-modal features into a shared space by learning two linear transfers, and they jointly maximized the correlation across two modalities to compute their similarities. WSABIE [15] and DeVISE [17] learned to linearly transform both image and text features into a joint feature space with a margin ranking loss. Yu et al. [30] proposed a dual-path neural network model to learn both image and text feature representations and then learned their correlation with a pairwise similarity loss. Although these approaches have achieved great improvement for learning the cross modality mapping, they merely consider intra relations within single modality and ignore the inter relations between...
two modalities. And their learned representations lack distinctiveness and comprehensiveness, thus leading to a severe degradation of performance. In [20], Huang et al. proposed a joint embedding modal to combine the social relations for representation learning of the multimodal contents. However, this method is particularly designed for social images, which is not suitable for other type of data medias. In this work, we represent each data modality as a graph, and profoundly mine both the intra and inter relations by jointly learning the node features and edge features of different data modalities.

B. Relational Reasoning

Relational reasoning aims to infer about certain relationships between different entities. It plays an important role in many computer vision tasks such as activity recognition [31], text detection [32], video understanding [33], and visual question answering [34][35], etc. For learning the intuitive interactions between entities, many relational approaches [32][33][36][35][37][38][39] have been developed. For example, Zhang et al. [32] reasoned the linkage relationship between the text components by exploiting a spectral-based graph convolution network. Zhou et al. [33] designed a temporal relational network (TRN) to reason about the interactions between frames of videos in varying scales. Yi et al. [39] disentangled reasoning from image and language understanding, by first extracting symbolic representations from images and text, and then executing symbolic programs over them. Gao et al. [37] dynamically fused visual features and question words with intra- and inter-modality information flow, which reasoned their relations by alternatively passing information between and across multi-modalities. These relational reasoning methods are commonly split into two stages: the first one is structured sets of representations extraction, which is intended to correspond to entities from the raw data; While the second one is how to utilize those representations for reasoning their intrinsic relationships.

Our work mainly focuses on how to utilize the raw representations of data modalities to model both intra and inter relations in cross modality mapping. For any two data modalities, once we model the intra relations as a structural relationship among instances within a single modality, and meanwhile view the inter relations as a reasoning relationship between the pair of instances from two modalities, then the problem of cross modality mapping can be modeled as a structural and relational reasoning problem. Intuitively, we are the first attempt to reason about the structural relations within both single and multiple data modalities simultaneously, which are commonly-existent, important, but ignored by most existing cross data modality mapping studies. With the exploitation of structural relations, our model is able to learn the mapping relation between different data modalities more comprehensively.

C. Graph Neural Network

Recently, graph neural networks [40][41][42][43][44], especially the graph convolutional network (GCN), have realized obvious progress because of its expressive power in handing graph relational structures. It can express complex interactions among data instances by performing feature aggregation from neighbors via message passing. Studies of [45][46] learned visual relationships among images by applying graph reasoning models. In [47], Michael et al. proposed a relational GCN to learn specific contextual transformation for each relation type. Chen et al. [18] decomposed data modalities into hierarchical semantic levels and generated corresponding embedding via a hierarchical graph reasoning network. More recently, Wang et al. [48] proposed a spectral-based GCN to solve the problem of clustering faces, where the designed GCN can rationally link different face instances belonging to the same person in
complex situations. Motivated by these studies, we model the cross modality mapping with relational reasoning via graph modeling, representing each data modality as an Intra Graph and constructing an Inter Graph on top of those Intra graphs. Upon these graphs, we further propose a GCN-based relational reasoning Network in which inter and intra relations are efficiently learned to universally resolve the cross modality mapping problem.

III. METHODOLOGY

In this section, we first present the overall architecture of the proposed network in Sec. III-A. Then we give some preliminaries as well as schemes of graph construction for our method in Sec. III-B. Details of the proposed RR-Net are introduced in Sec. III-C. Finally, we describe the loss function for training our RR-Net in Sec. III-D.

A. Framework Overview

Fig. 2 shows the information flow of our proposed method. Two Intra Graphs and one Inter Graph are firstly initialized on top of raw representations extracted for each data modality. Taking these constructed graphs as inputs, RR-Net then transfers the node and edge attributes of graphs into a latent representations through the encoder module. Next, RR-Net updates the representations by jointly learning the node and edge features in an iterative manner via the core relational GCN module. After that, we cast the updated edge features into the decoder to produce a set of probabilities over the inter-edges, with the goal of obtaining the most likely cross modality mapping pairs.

B. Graph Construction

1) Preliminary: Generally, an attributed graph can be represented as $G = (V, E, \nu, \epsilon)$, where

- $V = \{v_1, ..., v_n\}$ denotes the node set, in which $n$ is the number of nodes;
- $E \subseteq V \times V$ denotes the edge set;
- $\nu = \{\nu_i | \nu_i \in \mathbb{R}^{d_{\nu}}, i = 1, 2, ..., n\}$ denotes the node attribute set, where $d_{\nu}$ indicates the dimension of node features;
- $\epsilon = \{\epsilon_i | \epsilon_i \in \mathbb{R}^{d_{\epsilon}}, i = 1, 2, ..., |E|\}$ denotes the edge attribute set, where $d_{\epsilon}$ indicates the dimension of edge features. $|E|$ refers to the number of edges.

Given two modalities, we represent them as two Intra Graphs, i.e., $G^1 = (V^1, E^1, \nu^1, \epsilon^1)$ and $G^2 = (V^2, E^2, \nu^2, \epsilon^2)$. On the basis of $G^1$ and $G^2$, we further construct an Inter Graph $G^A = (V^A, E^A, \nu^A, \epsilon^A)$. Our goal is to infer a probability set $P$ for $E^A$ to predict whether the candidate pairs exist.

2) Intra Graph Construction: Given raw feature representations (extracted from a pre-trained convolutional neural network, i.e., CNN networks [49][50] for extracting the visual feature, word2vec [51] for extracting the text feature, etc.) of all instances in each single modality, we initialize the Intra Graph $G^I(t = 1, 2)$ by treating each instance $i$ as one intra-node $v^i$ and then generate intra-edges using task-dependent strategies, such as KNN algorithm in image classification (Sec. IV-B) and the natural social relation in recommendation system (Sec. IV-C), etc. Raw intra-node attributes $v^i$ are directly derived from the raw feature representations of the instance $i$, while intra-edge attributes $e^i$ are initialized by concatenating the attributes of the two associated intra-nodes, i.e., $e^i = v^s \odot v^r$, where $s_i$ and $r_i$ denote the sender node and the receiver node respectively, and $\odot$ denotes the concatenate operation.

3) Inter Graph Construction: On top of two Intra Graphs $G^1$ and $G^2$, we construct an Inter Graph $G^A$ to model the inter relation between two heterogeneous modalities. Specifically, we take all the nodes in two Intra Graphs as the the inter-node set $\nu^A = \nu^1 \cup \nu^2$. Each inter-node attribute is represented by inheriting the intra-node set $\nu^1$ and $\nu^2$. For the inter-edge generation, a naive way is to build all edges cross the two Intra Graphs $G^1$ and $G^2$. However, this strategy not only increases the computational cost and memory burden, but also introduces too much noise for inferring the inter relation between the two modalities. In this paper, for each inter-node $v^A$, we generate only a few inter-edges associated with it with high confidences that is computed according to domain knowledge. Similarly, we represent inter-edge attribute $e^A$ by concatenating the attributes of its associated inter-nodes, $e^A = v^s \odot v^r$. Each inter-edge indicates a candidate mapping between instances of the two modalities, and we develop a deep graph network to learn for selecting reliable inter-edges from the built graphs.

C. RR-Net

Taking the constructed graphs as input, RR-Net learns to form structured representations for all nodes and edges simultaneously via relational reasoning. RR-Net contains two modules: the Encoder-Decoder Module and the core Relational GCN Module, which are elaborated in Sec. III-C1 and Sec. III-C2.

1) Encoder-Decoder Module: The encoder module aims to transfer the edge and node attributes in $G^1$, $G^2$ and $G^A$ into latent representations, exploiting two parametric update functions $\Psi^e$ and $\Psi^v$. Similar to studies in [10][52], we design the two functions as two multi-layer-perceptions (MLPs). For each graph, the encoder module updates the attributes by applying $\Psi^e$ to all nodes and $\Psi^v$ to edges:

$$v^1_i \leftarrow \Psi^v(v^1_i), \quad e^1_i \leftarrow \Psi^e(e^1_i),$$
$$v^2_i \leftarrow \Psi^v(v^2_i), \quad e^2_i \leftarrow \Psi^v(e^2_i),$$
$$v^A_i \leftarrow \Psi^v(v^A_i), \quad e^A_i \leftarrow \Psi^e(e^A_i).$$

After that, we pass all the graphs to the subsequent relational GCN Module for joint learning of intra and inter relations.

The decoder module aims to predict a probability $P \in \mathbb{R}^{|E^A|}$ over all the inter-edges. Like the encoder, we employ one MLP that is implemented with one parametric update function $\phi$ to transform the inter-edge attribute $e^A$ into a desired space:

$$P = \phi(e^A)$$

2) Relational GCN Module: This module is the core component of RR-Net, aiming to learn all the node features and edge features simultaneously in an iterative manner. Relational
GCN Module is implemented by stacking $L$ copies of two kinds of GCN units, intra-GCN unit and inter-GCN unit, which corresponds to Intra Graph and Inter Graph respectively. Each GCN unit contains an edge convolutional layer (intra-edge layer or inter-edge layer) and a following node convolutional layer (intra-node layer or inter-node layer). The intra-node layer and inter-node layer are the same in all the GCN units, while the intra-edge layer and inter-edge layer are derived in a different form for learning the intra relationship and inter relationship respectively, considering the heterogeneous and interconnected characteristics in cross data modality.

Both kinds of GCN units consist of two steps: message aggregation and message regeneration. The forward propagation of our model alternatively updates the intra-node attributes and intra-edge attributes through intra GCN unit, and it then updates the inter-node attributes and inter-edge attributes through inter GCN unit. Below, we provide learning process of each unit in detail.

(i) Intra-edge convolutional layer Taking Intra Graphs $G^i(t = 1, 2)$, as input, the intra-edge layer first employs an aggregation function $\varphi^\text{intra}$ that aggregates information of associated nodes for each intra-edge $e^i_1$ in $G^1$ and $e^2_2$ in $G^2$. Formally, for $e^i_1$ and $e^2_2$, we define its message aggregation as:

$$
\hat{e}^i_1 \leftarrow \varphi^\text{intra}(v^i_1, v^i_1), \quad \hat{e}^2_2 \leftarrow \varphi^\text{intra}(v^2_2, v^2_2)
$$

where $v^i_1 \in \nu^i, v^i_1 \in \nu^i$ are the attributes of two connected nodes of edge $e^i_1$. Since nodes in the Intra Graph all come from one single data modality, we design the aggregation function $\varphi^\text{intra}$ by directly concatenating two node attributes associated with the current edge,

$$
\varphi^\text{intra}(v_i, v_j) = v_i \| v_j
$$

where $\|$ is the concatenate operation of two vectors. Taking the aggregated information, for example $\hat{e}^i_1$ and $\hat{e}^2_2$, as input, the intra-edge layer adopts a regeneration function $\zeta^\text{intra}$ to generate new features and use them to update the intra-edge attributes as:

$$
\hat{e}^i_1 \leftarrow \zeta^\text{intra}(\hat{e}^i_1, \hat{e}^i_1), \quad \hat{e}^2_2 \leftarrow \zeta^\text{intra}(\hat{e}^2_2, \hat{e}^2_2)
$$

Like [52], we implement the regeneration function $\zeta^\text{intra}$ as an MLP to output an updated intra-edge attribute.

(ii) Inter-edge convolutional layer This layer updates the inter-edge attributes via two functions: an aggregation function $\varphi^\text{inter}$, which incorporates its associated inter-node attributes, and an update function $\zeta^\text{inter}$, that generates a new inter-edge attribute. For each inter-edge $e^i_A$ and its associated sender node $v^A_i$ and receiver node $v^A_j$, we define operators in inter-edge layer as:

$$
\hat{e}^i_A \leftarrow \varphi^\text{inter}(v^i_A, v^i_A), \quad e^A_i \leftarrow \zeta^\text{inter}(\hat{e}^i_A, e^A_i)
$$

Different from that in the intra-edge layer, we specify the aggregation function $\varphi^\text{inter}$ as:

$$
\varphi^\text{inter}(v^i_A, v^i_A) = W(v^i_A \| v^i_A)
$$

where $W$ is a learnable weight matrix that can be interpreted as a kernel to balance the heterogeneous gap between two modalities. While for the update function $\zeta^\text{inter}$, we similarly specify it as an MLP that takes the concatenated vector $\hat{e}^i_A \| e^A_i$ as input and outputs an updated inter-edge attribute.

(iii) Node convolutional layer Following the edge convolutional layer, the node convolutional layer is used to collect the attributes of all the adjacent edges to the centering node to update their attributes. In our model, we design this layer with two functions: an aggregation function $\varphi^v$ and an update function $\zeta^v$. Similar to the edge convolution layer, for each node $v^k_i$ in graph $G^k(k \in \{1, 2, A\})$, we update its attributes as follows:

$$
\hat{v}^k_i \leftarrow \varphi^v(E^k), \quad v^k_i \leftarrow \zeta^v(\hat{v}^k_i, v^k_i),
$$

where $E^k$ denotes the set of all edges associated with the $v^k_i$. Similar to studies [52][10], the aggregation function $\varphi^v$ is non-parametric, and the update function $\zeta^v$ is parameterized by an MLP.

D. Loss Function

After $L$ iterations of node and edge feature updates, RR-Net outputs the probabilities $P \in \mathbb{R}^{|E^A|}$ over the inter-edges from the final decoder module, which is a set of the most likely cross modality mapping pairs. Then, given the ground-truth mapping $Y \in \{0, 1\}^{|E^A|}$ of cross data modality, we evaluate the difference between the predicted mapping $P$ and the annotation $Y$ adopting a cross entropy loss:

$$
\mathcal{L} = - \sum_{i=1}^{|E^A|} \{Y_i \log(P_i) + (1 - Y_i) \log(1 - P_i)\}. \tag{9}
$$

IV. Experiments

In this section, we first study key properties of the proposed RR-Net on sound recognition task (Sec. IV-A) and image classification task (Sec. IV-B). To examine whether our proposed model can be generalized well in those tasks with the lack of intra relations, we further verify the proposed model on the social recommendation task (Sec. IV-C).

A. Sound Recognition

This task aims to recognize the type of the sound events in an audio stream. In this paper, we verify the effectiveness of RR-Net on learning the mapping between audio and textural data modalities.

1) Dataset: We evaluate the performance of the proposed RRNet in complex environmental sound recognition task, on two datasets with different scales: ESC-10 [53] and ESC-50 [53] datasets. The ESC-50 dataset comprehends 2000 audio clips of 5s each. It equally divides all the clips into fine-grained 50 categories with 5 major groups: animals, natural soundscapes and water sounds, human non-speech sound, interior/domestic sounds, and exterior/urban noises. The ESC-10 dataset is a selection of 10 classes from the ESC-50 dataset. It comprises of 400 audio clips of 5s each. In our experiments, we divide the dataset into 5 folds and adopt the leave-one-fold-out evaluations to compute the mean accuracy rate. For a fair
TABLE I: Sounds recognition accuracy (%) on both ESC-10 and ESC-50 dataset. § means method is training with strong augment and between-class samples.

| Methods                  | ESC-10       | ESC-50       |
|--------------------------|--------------|--------------|
| M18 [56]                 | 81.8 ± 0.5   | 68.5 ± 0.5   |
| LSEM [57]                | 93.7 ± 0.1   | 79.1 ± 0.1   |
| DMCU [58]                | 94.6 ± 0.2   | 79.8 ± 0.1   |
| EnvNet [54]              | 87.2 ± 0.4   | 70.8 ± 0.1   |
| EnvNet-v2 § [59]         | 85.8 ± 0.8   | 74.4 ± 0.3   |
| SoundNet8+SVM [60]       | 92.2 ± 0.1   | 74.2 ± 0.3   |
| AReN [61]                | 93.6 ± 0.1   | 75.7 ± 0.2   |
| EnvNet-v2 § [59]         | 89.1 ± 0.6   | 78.8 ± 0.3   |
| RR-Net (Ours)            | **96.5 ± 0.1** | **80.8 ± 0.1** |

Human Performance. 95.7 ± 0.1 81.3 ± 0.1

comparison, we remove completely silent sections in which the value was equal to 0 at the beginning or end of samples in the dataset, and then convert all sound files to monaural 16-bit WAV files, following the studies [54][55].

2) Implementation Details: We first construct Intra Graphs, including audio graph $G^A$, textual graph $G^T$, and Inter Graph $G^I$, using schema in Sec. III. As for $G^A$, we take each audio as an intra-node and represent its attribute by the audio representations of 512 dimensions from the baseline model, i.e., EnvNet [54]. Similarly, $G^T$ takes each text as an intra-node, it uses the word2vec model to extract text representations of 300 dimensions for representing the attribute of each node. For each intra-node, its intra-edges are assigned via KNN algorithm to search some nearest neighbor nodes. As for an inter-node in the $G^I$, we build its connected edges by selecting top-K nodes which have high initial mapping probabilities according to the baseline model. We set the number of nearest neighbors of each intra-node in ESC-10 as 5 in $G^A$, and in $G^T$, empirically. The number of nearest neighbors of each node in ESC-50 is set as 10 in $G^A$ and 2 in $G^T$. Besides, the top-K parameter in $G^I$ is set as 20 on ESC-50, and 10 on ESC-10, respectively. We employ one hidden layer in MLP for encoder, where the number of neurons is empirically set to 16. In order to better explore the relational reasoning of graph model, we stack one intra GCN unit and inter GCN unit, thus the total number of GCN units equals to 2. To train RR-Net, we use momentum SGD optimizer and set the initial learning rate as 0.01 on ESC-10 and 0.1 on ESC-50, momentum as 0.9 and weight decay as 5e-4.

3) Comparison with State-of-the-arts: We compare our RR-Net with 8 state-of-the-art sounds recognition methods, including M18 [56], LSEM [57], DMCU [58], EnvNet [54], EnvNet-v2 § [59], SoundNet8+SVM [60] AReN [61] and EnvNet-v2+strong augment [59] (w.r.t, EnvNet-v2 §). Tab. I reports their accuracy results on both ESC-10 and ESC-50 datasets. We observe that our proposed model achieves the best performance with 96.5% and 80.8% accuracy on the ESC-10 and ESC-50 datasets, respectively. It has a significant improvement of 2.0% on the ESC-10 dataset and 1.0% on the ESC-50 dataset, compared with the second best method DMCU [58]. Note that for the EnvNet-v2 §, despite of authors pre-process the training data using strong augments and between classes audio samples, accuracies of this method are obviously lower than us by 7.4% and 2.0% on ESC-10 and ESC-50 dataset respectively. It is worth noting that when comparing to the human performance, our model promotes the recognition accuracy by 0.8% on ESC-10 dataset. Since the accuracy achieved by human is already quite high, thus the improvement of our model is indeed significant. More specifically, by comparing the baseline model EnvNet [54], our model yields an accuracy boost around 9.0% and 10.0% on ESC-10 and ESC-50 respectively, as shown in Tab. I. These results obviously illustrate the effectiveness of our RR-Net for solving mapping among audio vs textual modality.

B. Image Classification

Previous section clearly illustrates the effectiveness of our RR-Net on audio and textual modality mapping. In this section, we further verify the universality and effectiveness of our model on learning the mapping between image and textual modality. Taking image classification as an example, we are not to obtain state-of-the-art results on this task, but to give room for potential accuracy and robustness improvements in exploring a universal cross modality mapping model. Below, utilizing different networks, including ResNet18 [49], ResNet50 [49], and MobileNetV2 [62] as baseline model respectively, we reproduce them for image classification at first, and then we evaluate our model on top of those baselines for universality illustration.

1) Dataset: We adopt two different scales of image classification datasets: CIFAR-10 [63] and CIFAR-100 [63] for our evaluation. The CIFAR-10 consists of 60, 000 32x32 color images belonging to 10 categories, with 6,000 images for each category. This dataset is split into 50,000 training images and 10,000 test images. The CIFAR-100 is just like the CIFAR-10, except it has 100 classes containing 600 images each. There are 500 training images and 100 testing images per class. The 100 classes in the CIFAR-100 are grouped into 20 superclasses. Each image comes with a "fine" label (the class to which it belongs) and a "coarse" label (the superclass to which it belongs). Data augmentation strategy includes random crop and random flipping is used during training, following in studies [49][64].

2) Implementation Details: Similar to the previous task, we also construct two Intra Graphs: image graph $G^I$, and text graph $G^T$, and one Inter Graph $G^I$. The Intra Graphs respectively take each image and each text as an intra-node. $G^I$ builds attribute of each intra-node by extracting image features of 512 dimensions from the baseline model. While $G^T$ adopts the word2vec model to extract the textual features of 300 dimension for representing attribute of each node. For each intra-node, we assign its intra-edge using KNN clustering algorithm for searching its connected nodes. As for an inter-node in $G^I$, we build its connected edges by selecting top-K nodes with high initial probabilities according to the baseline model. We empirically set the number of nearest neighbors of each intra-node in CIFAR-10 as 10 in $G^I$ and 2 in $G^T$, while 20 and 3 numbers for the CIFAR-100 settings. The top-K parameter in $G^I$ is set as 15 on CIFAR-100, and 10 on
TABLE II: Image classification on top-1 accuracy (%) of different baseline methods and RR-Net on CIFAR-10 and CIFAR-100 datasets.

| Baseline     | RR-Net | CIFAR-10 | CIFAR-100 |
|--------------|--------|----------|-----------|
| ResNet18     | ✗      | 87.04    | 62.55     |
| ResNet18     | ✓      | 89.63    | 64.56     |
| ResNet50     | ✗      | 90.78    | 72.53     |
| ResNet50     | ✓      | 92.46    | 73.76     |
| MobileNetV2  | ✗      | 92.36    | 66.61     |
| MobileNetV2  | ✓      | 94.15    | 69.84     |

CIFAR-10, respectively. Similar to previous tasks, we employ one hidden layer in MLP for encoder, where the number of neurons is empirically set to 16 for image classification. we stack two intra GCN units and three inter GCN units, thus the total number of GCN units equals to 5. Finally, we train the baselines and RR-Net using the SGD optimizer with initial learning rate 0.01, momentum 0.9, weight decay 5e-4, shuffling the training samples.

3) **Comparison with Baselines**: Tab. II presents comparison results of top-1 accuracy between our model and the baseline models. Obviously, we receive great improvements over different baseline models on both datasets. In particularly, RR-Net improves the classification accuracy over ResNet18, ResNet50 and MobileNetV2 by 2.59%, 1.68%, 1.79% on CIFAR-10 dataset, and 2.01%, 1.23%, 3.23% on CIFAR-100 dataset, correspondingly. These results clearly demonstrate the effectiveness of the proposed model for the image-textural modality mapping. Tab. II illustrates that better performance of image classification can be achieved by using better backbones such as ResNet-50, MoblieNetV2, but thanks to the relational reasoning ability of RR-Net, our model further improves their performance with a large margin. Besides, it also can be seen that using different baselines that have different feature representing performance for initializing graphs in our model, RR-Net consistently improves their accuracy, demonstrating the generalization ability of our proposed model.

### C. Social Recommendation

We further verify the generalization of our model on Social recommendation which aims to provide personalized item suggestions to each user, according to the user-item rating records. In this task, social network for users are explicitly provided via the rating records, but no any relation information existed between items. Thus, we evaluate our model on this task under lacking intra relations.

1) **Dataset**: We evaluate the performance of our model in social recommendation task, adopting two public dataset: Filmtrust [65] and Ciao1. Details of these two datasets are presented in Tab. III. As for Ciao1, we filter out all the user nodes and item nodes whose length of id is larger that 99999, since they are the confident unreliable id records. With those filter nodes, we naturally remove their connected social links and rating links. To ensure the high generalization of our model, We randomly split each data set into training, validation and testing data set. The final performance is gained by meaning results of five times jointly training and testing the corresponding data set.

2) **Evaluation metrics**: we evaluate our model by two widely used metrics, namely mean absolute error (MAE) and root mean square error (RMSE). Formally, these metrics are defined as:

\[
\text{MAE} = \frac{\sum_{u,j} |\hat{r}_{u,j} - r_{u,j}|}{N}
\]

\[
\text{RMSE} = \sqrt{\frac{\sum_{u,j} (\hat{r}_{u,j} - r_{u,j})^2}{N}}
\]

where \(r_{u,j} \in \mathcal{R}\) is the rating record for user \(i\) and item \(j\), \(\hat{r}_{u,j}\) is the predicted rating of user \(i\) on item \(j\), and \(N\) is the number of rating records. Smaller values of MAE and RMSE indicate better performance.

3) **Implementation Details**: In order to predict the potential rating between specific user and item, we also construct two Intra Graphs: user graph \(G^1\) and item graph \(G^2\), and Inter Graph \(G^4\) on two dataset respectively. For the intra-node in the Intra Graph, \(G^1\) and \(G^2\) build it with each user and each item in the dataset, respectively. Then we generate the embedding of each user and item from a uniform distribution within \([0,1]\), with dimension of 128, which is used to represent attribute of each intra node in \(G^1\) and \(G^2\), respectively. The intra-edge in \(G^1\) according to users’ social relation \(S\) provided by dataset. Since items in dataset are represented by a set of id records, no any relations between items can be used because of the ambiguous relationship. Thus, we build \(G^2\) without using any intro edges. As for inter-graph \(G^4\), we build the inter edge by linking each user to all the items for FilmTrust. But on the Ciao1, we build inter edge by linking to the users appeared in its rating links \(\mathcal{R}\). Similar to the sound recognition task, one hidden layer in MLP for encoder with the number of 16 are utilized in RR-Net. Two intra GCN units and three inter GCN

---

1http://www.public.asu.edu/~tang20/datasetcode/truststudy.htm
units are stacked for exploring the relational reasoning in our relational GCN module. Finally, we train our model using the SGD optimizer with initial learning rate 0.01, weight decay 5e-4, and 500 epochs on both the two dataset until convergence.

4) Comparison with State-of-the-arts: We compare our model with 6 state-of-the-art social recommendation methods, including SoReg [66], SVD++ [67], TrustSVD [70], SocialMF [68], TrustMF [69] and LightGCN [71]. For a fair comparison, we reproduce these methods in type of rating prediction and report their results in Tab. IV. From the results, it can be seen that our model greatly outperforms most state-of-the-arts over the FilmTrust, despite lacking of intra relations in item graph. Particularly, by comparing the recent method LightGCN [71], RR-Net reduces the recognition error by around 6% and 2% in terms of RMSE and MAE on the FilmTrust, respectively. While on the Ciao, although no intra relation can be exploited in terms of RMSE and MAE on the FilmTrust, despite lacking of intra relations in item graph. Moreover, we also notice that RR-Net is not sensitive to the total number of GCN units when performing the relational reasoning, as illustrating in Fig. 4. From this figure, it can be seen that our model performs the best by setting the total number of GCN units as 2, 5, 5 for ESC-10, FilmTrust and CIFAR-10 dataset.

D. Universality Analysis

To further prove the universality of the presented RR-Net, we also analyze some common characteristics over the above mentioned cross modality mapping tasks. Firstly, RR-Net is trained with nearly the same learning rate 0.01 for different tasks, which is stable and robust for training under different data domains. Secondly, we vary different number of neurons (w.r.t, the number of MLP neurons before output from decoder) in the encoder-decoder module, and find that our model can achieve better performance using same length of neurons for different tasks. Fig. 3 gives the corresponding comparison result curves. We can see that RR-Net consistently performs the best under the same setting, i.e., the number of neurons equals to 16 on ESC-10, FilmTrust and CIFAR-10 dataset. This proves that our RR-Net is not affected by the dimension of latent space. Moreover, we also notice that RR-Net is not sensitive to the total number of GCN units when performing the relational reasoning, as illustrating in Fig. 4.

TABLE V: Accuracy for top-K nearest neighbor nodes for one inter-node in Inter Graph, by setting different values for K.

|        | ESC-50 | CIFAR-100 |
|--------|--------|-----------|
| k      | 5      | 15        |
|        | 20     | 40        |
|        | 50     |           |
| Size of $k_A$ | 5.0 | 15.0  |
| Accuracy (%) | 79.4 | 79.7  |
|          | 80.8   | 79.6     |
|          | 76.8   |          |
|        | 10.0   | 15.0      |
|        | 20.0   | 50.0      |
|        | 100.0  |           |
| Accuracy (%) | 63.24 | 64.56 |
|          | 63.46  | 60.09    |
|          | 50.73  |          |

This illustrates our model is effective by setting the GCN unit within a range of [2, 5] for different tasks. Similar situation can be found in Tab. V. We adopt different number of candidate inter-edges for one inter-node to construct Inter Graph on both sound recognition and image classification task. Resulting in Tab. V shows that our model reaches better performance with the number of top-K nearest neighbors ranging from 15 to 20, which further illustrates the strengthen universality of our model for cross modality mapping leaning. Interestingly, it also can be seen that performance would be consistently decreased when building inter-edge by fully connecting intra-nodes in two Intra Graphs. This mainly because of too much noise are introduced in the Inter Graph, which limits the
reasoning ability of RR-Net for inferring the inter relation between the two modalities. On the contrary, our model exhibits best performance with several high confident inter-
edges in the Inter Graph.

V. Conclusion

In this paper, we resolve the cross modality mapping problem with relational reasoning via graph modeling and propose a universal RR-Net to learn both intra relations and inter relations simultaneously. Specifically, we first construct Intra Graph and Inter Graph. On top of the constructed graphs, RR-Net mainly takes advantage of Relational GCN module to update the node features and edge features in an iterative manner, which is implemented by stacking multiple GCN units. Extensive experiments on different types of cross modality mapping clearly demonstrate the superiority and universality of our proposed RR-Net.
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