Magnetic-field-induced Anderson localization in orbital selective antiferromagnet BaMn$_2$Bi$_2$
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We report a metal-insulator transition (MIT) in the half-filled multiorbital antiferromagnet (AF) BaMn$_2$Bi$_2$ that is tunable by magnetic field perpendicular to the AF sublattices. Instead of an Anderson-Mott mechanism usually expected in strongly correlated systems, we find by scaling analyses that the MIT is driven by an Anderson localization. Electrical and thermo-electrical transport measurements in combination with electronic band calculations reveal a strong orbital-dependent correlation effect, where both weakly and strongly correlated 3$d$-derived bands coexist with decoupled charge excitations. Weakly correlated holelike carriers in the $d_{xy}$-derived band dominate the transport properties and exhibit the Anderson localization, whereas other 3$d$ bands show clear Mott-like behaviors with their spins ordered into AF sublattices. The tuning role played by the perpendicular magnetic field supports a strong spin-spin coupling between itinerant holelike carriers and the AF fluctuations, which is in sharp contrast to their weak change coupling.

Introduction — A metal-insulator transition (MIT) can occur in a clean solid as a consequence of strong electron-electron correlations that open a Mott pseudogap in the excitation spectrum [1]. On the other hand, quantum interferences arising from disorder in a non-interacting system can destroy all extended states and induce an Anderson localization (AL) transition [2]. The intertwining of these two mechanisms within the same system generates rich phase diagrams containing coexisting complex phases and intriguing critical behaviors at the phase boundaries [3, 4]. Theoretical calculations of correlated single band models at half-filling have found that correlated metallic phases can be enhanced in the regime of weak disorder and correlation [3, 4]. Intricate Anderson-Mott insulating phases with suppressed Mott-like antiferromagnetic order (AF) [5] and/or coexistence of spatially segregated Mott and Anderson regions have been proposed in the regime of strong disorder and correlation [6].

The participation of multiple orbitals often found in transition metal compounds can make the above competitions even more interesting. Orbital selective Mottness scenarios have been recently put forward to discuss the cases of coexisting weakly and strongly correlated energetic bands, both of which are derived from the same partially filled $d$-shell [7, 8]. Unfortunately, Anderson-Mott and AL transition in the presence of orbitally selective Mottness have been experimentally and theoretically unexplored due to the lack of suitable model systems.

In the present paper, we combine experimental observations and band calculations to show that with the help of orbital degrees of freedom, the dominant role in such intriguing cases can be taken by an AL mechanism even in the presence of strong electronic correlations. Our model compound is single crystalline BaMn$_2$Bi$_2$ [Fig. 1(a)], the end-member in the family of half-filled G-type AF BaMn$_2$P$_{2}$’s (Pn stands for As, Sb, and Bi) [9–11]. In these materials, structurally similar to their sister BaFe$_2$As$_2$ with a 3$d^6$ electronic shell [7], five 3$d$ orbitals are essential to the electronic properties. The correlation strength varies greatly depending on the Mn’s 3$d$ orbitals, even though BaMn$_2$P$_{2}$ is at half-filling [12, 13].

BaMn$_2$Bi$_2$ exhibits a clear orbital-dependence, as its $d_{xy}$-derived band is virtually unaffected by electronic correlation whereas the other orbitals show very strong Mott-insulating behavior with AF order [Fig. 1(b)-(c)]. The holelike charges in the $d_{xy}$-derived band exhibit a bad metallic state at high temperatures, but with cooling down undergo a localization transition that renders a weak insulator. Intriguingly, MIT is tunable by a magnetic field that is perpendicular to the G-AF axis ($H_{ab}$) so that the material becomes metallic at high magnetic field strength $H_{ab}$. By employing scaling analyses for the conductivities at different $H_{ab}$’s, we found that the critical exponent of MIT is $\nu \approx 1.4$. This value corresponds to an AL transition, but not a Anderson-Mott transition, in the unitary universal class and therefore reaffirms the absence of correlation effect in the $d_{xy}$-derived band. On
FIG. 1. (Color online) (a) The crystallographic and magnetic structure of BaMn$_2$Pn$_2$. (b) Spin-polarized PDOSs of Mn’s 3$d$ and Bi’s 6$p$ orbitals calculated for $U = 0$ at a Mn site in the spin-up AF sublattice. The inset at the right hand side enlarges the region near the $E_F$. (c) $U$ heavily affects all bands except the $d_{xy}$-derived one close to the $E_F$. (d) The electrical conductivity of BaMn$_2$Bi$_2$ measured in perpendicular magnetic field $\mathbf{H}_{ab} \perp \mathbf{\hat{c}}$ configuration. The black dashed line is the fit to VRH model. (e) The temperature dependence of the Seebeck coefficient of BaMn$_2$Bi$_2$ at zero magnetic field.

The other hand, the unusual tuning role played by $\mathbf{H}_{ab}$ supports a picture of strong coupling between the spin angular momenta of $d_{xy}$ holes and the AF fluctuations. The contrast in coupling strengths, weak for charge and strong for spin excitations, is a reminiscence of the scenario of spin-charge separation recently proposed for multi-orbital Hund’s metal [7, 14]. We also describe a hidden spin-glass-like state that may associate with the magnetism arising from the $d_{xy}$ holes in the AL regime.

Multiorbital electronic structure and magnetism — Fig. 1(b) shows the band structure of BaMn$_2$Bi$_2$ as obtained from our spin-polarized band calculations [15] by using program code WIEN2k [16]. Both “core” and itinerant electronic states coexist. The “core” states locate far away from $E_F$, and their spins are well-ordered in to G-AF sublattices. These AF-polarized bands show clear Mott-like behaviors because they are effectively pushed down by increasing the correlation strength $U$ [Fig. 1(c)].

Much more important for transport properties is the band at the vicinity of $E_F$. The partial density of states (PDOS) [Fig. 1(b)] show that the contribution from the 3$d_{xy}$ orbital dominates this band, being 60 and 10 times larger than those from the Mn’s $d_{xz/yz}$ and Bi’s $p_z$ orbitals, respectively. This $d_{xy}$-derived band resembles that of a paramagnetic metal. Its wide band width that favors itinerant holes and the PDOSs of “spin-up” and “spin-down” states are almost equivalent. Interestingly, we found that the $d_{xy}$-derived band remains virtually unaffected even for extremely large $U$ [Fig. 1(c)]. Our band calculations show a strong orbital-selective correlation effect in BaMn$_2$Bi$_2$ and are in a good agreement with the previous calculations for the sister compound BaMn$_2$As$_2$ [12, 13]. Whereas other BaMn$_2$Pn$_2$’s remain insulating under high magnetic fields, BaMn$_2$Bi$_2$ is in the vicinity of an intriguing field-tuned MIT. The $d_{xy}$-derived band at the vicinity of the $E_F$ is the playground for interesting transport and magnetism, as described below.

Localization in transport properties and Delocalization via $\mathbf{H}_{ab}$ — At high temperatures ($T$) and zero magnetic field, BaMn$_2$Bi$_2$ exhibits a bad metal behavior which then changes to insulating at $T_{\text{min}} \approx 83$ K. Fig. 1(d) shows that the conductivity $\sigma$ follows an insulating Arrhenius law at $T < T_{\text{min}}$ and then a 3-dimensional variable range hoping (VRH) $\sigma \propto \exp \left[-(T_0/T)^{1/4}\right]$ at lower temperatures [10]. The insulating state at low $T$’s has been interpreted as the property of a small semiconducting-like band gap [17, 18]. However, the Seebeck coefficient (S) of BaMn$_2$Bi$_2$ approaches zero as $T \rightarrow 0$ [Fig. 1(e)]. The contrast behaviors of $\sigma(T)$ and $S(T)$ demonstrate an AL of finite DOS at $E_F$ [19].

The insulating behavior of BaMn$_2$Bi$_2$ is effectively suppressed by $\mathbf{H}_{ab}$’s [Fig. 1(d)]. The delocalization effect is isotropic with respect to the direction of $\mathbf{H}_{ab}$ in the crystallographic ab-plane [9, 10]. Meanwhile, magnetic fields parallel to the AF axis ($\mathbf{H}_H$) result in a much smaller effect [9–11]. The in-plane magnetic field $\mathbf{H}_{ab}$ is thus the tuning parameter for the AL transition in BaMn$_2$Bi$_2$.

Hall effects — In an AL state and/or in the vicinity of an AL transition, the Hall effect is a complex quantity that remains not well-understood [19–24]. In BaMn$_2$Bi$_2$,
the ability to accurately control the AL transition in the same sample via the $H_{ab}$ provides a good opportunity to study the interesting topic. We employed a crossed-field measurement method to investigate the current-in-plane (cip) Hall effect [15]. As schematically shown by the inset of Fig. 2 (a), $H_c$ is the probing field that helps measuring the transverse Hall response from the electronic state that is tuned by $H_a$. The effect of $H_a$ on the Hall resistivity $\rho_{xy}(H_a)$ was investigated by rotating the sample in different static $H_c$’s [15]. The crossed-field measurements revealed tuning effects for $H_a$ on $\rho_{ba}$ [15]. At low $H_a$’s, the $\rho_{ba}(H_a)$ curves show a non-linearity that is related to VRH transport regime [19]. In the metallic state at high $H_a$’s and/or high $T$’s, the non-linearity disappears and $\rho_{ba}$ returns to a simple linear line.

The crossed-field Hall measurements also allowed us to estimate the effects of $H_a$ on the carrier number and mobility. Fig. 2(a) shows that the in-plane mobility $\mu_{ab}$ displays a broad peak corresponding to the MIT at $T_{\text{min}}$ and then decreases to zero when entering the VRH regime. At high $H_{ab}$, $\mu_{ab}$ is metallic down to low $T$s. The carrier number $n_{ab}$ is not affected by both $H_a$ and $T$ [Fig. 2 (b)].

A similar effects of $H_{ab}$ can be obtained from the out of plane Hall effect [inset of Fig. 2(c)], in which $H_a$ takes a dual role of being the Hall and the tuning fields [15]. As shown in Fig. 2(c), $H_a$ effectively removes the insulating behavior at zero magnetic field of the interlayer mobility $\mu_c$. On the other hand, the interlayer carrier number $n_{cr}$, estimated at $H_c \geq 15$ T, does not change with $T$ [Fig. 2(d)]. These deduced $\mu_{ab}$ and $\mu_c$ corroborate a clear delocalizing effect of $H_{ab}$ on the $d_{xy}$ holes.

Scaling analyses — Since the localization transition in the $d_{xy}$-derived band is tunable via $H_{ab}$, one may anticipate that at $T = 0$ there exists a quantum critical point $H_{cr}$ separating the metallic and insulating phases. Using the scaling theory for the localization in both metallic and insulating regions [25, 26], we investigated the criticality of the in-plane conductivity in the window $0.5$ K $\leq T \leq 1$ K by tuning $H_a$.

At finite temperatures, the in-plane conductivity measured under various $H_a$’s should obey the rule $\sigma(h,T) = T^{\alpha} F \left( h/T^\beta \right)$. Here, $h = H_{ab}/H_{cr} - 1$ is the dimensionless distance of magnetic field from the critical field $H_{cr}$, and $h/T^\beta$ is the only variable of the scaling function $F$. At the vicinity of $H_{cr}$, the localization (correlation) length $\xi$ diverges as $|H_{ab} - H_{cr}|^{-\nu}$. The critical exponents $\alpha$ and $\beta$ are related to the correlation length exponent $\nu_1$ and the dynamical exponent $z$ by $\alpha = (d - 2)z^{-1} = z^{-1}$ and $\beta = (2\nu_1)^{-1}$, in which the $d = 3$ is the dimensionality of system. Fig. 3(a) shows that the best scaling is achieved with $\alpha \approx 0.503$ and $\beta \approx 0.355$, corresponding to $z = \alpha^{-1} \approx 1.988$ and $\nu_1 = \alpha \beta^{-1} \approx 1.415$, by a polynomial fitting near $h = 0$ [27]. The fitting also yields the critical field $H_{ab}^{\text{cr}} \approx 5.07$ T [15].

On the other hand, at $T = 0$, the two sides across $h = 0$ exhibit entirely different states. For the metallic state at $h > 0$, the zero temperature conductivity $\sigma_0$ is positive and finite, however $\sigma_0 < 0$ in the insulating region, $h < 0$. We thus employed different approach for each region. For $h > 0$, the metallic conductivity generally obeys $\sigma_0(h) \propto h^\nu$. The critical exponent is related to $\nu$ by the definition $\mu = (d - 2)\nu_2 = \nu_2$. We estimated $\sigma_0$ from the power law fitting $\sigma(T,H_a) = \sigma_0(H_a) + aT^q$ at low temperatures; $q$ takes a value close to the inverse of the dynamical exponent in the finite temperature scaling, i.e. $q \approx 1/|\nu| \approx 0.5$ [25, 26]. The fitting of obtained $\sigma_0$’s to the critical law $\sigma_0 \propto h^{\nu_3}$ (black line in the metallic region of Fig. 3(b)) yields $\nu_3 \approx 1.39$.

As shown in Fig. 3(b), in the insulating side ($h < 0$) at $T = 0$ K, the scaling behavior appears in the $H_a$-dependence of $T_0$ extracted from the modified VRH law $\sigma(T) \propto T^{1/2} \exp \left[ -T_0/T \right]^{1/4}$ [27]. As a result of the small $T_0$ near $h = 0$, the $T$ dependence of pre-factor is taken into account [15]. By definition, $T_0 \propto \xi^{-3}$, and $\xi$ diverges as $|h|^{-\nu_3}$ as $h \rightarrow 0$. A $T_0 \propto |h|^{3\nu_3}$ fit (black line) yields $\nu_3 = 1.40$. The deviations from the fittings at $H_{ab} < 3$ T in Fig. 3(a) and (b) are mainly due to the effect of an additional positive magnetoresistance [9, 10] that is not included in the scaling theory.

The obtained values $\nu_1 \approx 1.4$ points to an AL transition that belongs to the 3D unitary universality class, for which $\nu^{\text{cal}} \approx 1.4$ was obtained by simulations [28, 29]. This is consistent with the absence of time-reversal symmetry caused by both the tuning parameter $h$ and the G-AF order. The value $\nu \approx 1.4$ is also far from the critical exponent of an Anderson-Mott transition $\nu = 0.33$ for Cr-doped $V_2O_3$, and $\nu_2 = 0.56$ as obtained from theoretical calculations) [30, 31]. Randomness plays a decisive role and electron-electron interactions are of less importance despite the strong electron correlations of the G-AF background.

A hidden spin glass-like transition — By carefully re-examining the magnetization [15], we found characteristics of a spin glass (SG) -like state that had been hidden
by the G-AF. Fig. 4(a) shows that the zero field cool (ZFC) and field cool (FC) curves of the in-plane magnetic susceptibility $\chi_{ab}$ split at the irreversibility temperature $T_T \approx 30 \text{K}$. The splitting $(\chi^{\text{FC}} - \chi^{\text{ZFC}})$ is about $1.2 \times 10^{-3} \mu_B/\text{Mn}/T$ at $H_{ab} = 0.1 \text{T}$. The splitting of the out-of-plane magnetic susceptibility $\chi_c$ shown in Fig. 4(b) is approximately three times smaller than the case of $\chi_{ab}$. This magnitude is much smaller than that of typical SG systems [32], but it is of the same order with that of the SG coexisting with AF in Fe$_{3/4}$NbS$_2$ [33]. The time decay of the remnant magnetization can be fitted to a stretched exponential law $M(t) = M_0 \exp(-\alpha t^{1-n})$ [Fig. 4(c)]. The fit yields $1 - n \approx 0.257$, which is close to the theoretical value for a canonical SG, $1 - n = 1/3$ [34]. The irreversibility decreases quickly with increasing $H_{ab}$, and completely vanishes at $H_{ab} \approx H_c (\approx 5 \text{T})$. This observation may indicate a connection between the $H_{ab}$-tuned electronic delocalization of the $d_{xy}$ holes and the SG.

A question arises on the magnetic properties in the metallic regime. Since a direct measurement for the $d_{xy}$ magnetism at high $H_{ab}$ is difficult due to the smallness of SG-like magnetization, we tried an approached using the transport properties. As shown in Fig. 4(d), the temperature dependence of resistivity measured at $H_{ab} = 18 \text{T}$ agrees very well with the expectations for the FM half-metals, i.e. $\rho(T) = \rho_0 + a T^2 \exp(-\Delta/T)$, given $\Delta = 8 \text{meV}$ as the spin gap. This high-$H_{ab}$ metallic behavior strongly resembles that of the heavily doped BaMn$_2$As$_2$ [36]. We therefore surmise that that the AL accompanied by SG-like state eventually evolve to an intriguing half-metallic FM at the $h \gg 0$ limit [37].

Discussion and Summary — The critical exponent $\nu \approx 1.4$ helps us to place the $H_{ab}$-induced AL transition in the unitary universality class. An unitary, i.e., broken time-reversal symmetry, AL can originate from the randomness in the phase of the electronic hopping amplitude that is introduced by an internal random gauge field, i.e., the magnetic field [28, 38]. Thus, a sufficiently strong external magnetic field can induce a delocalization by suppressing the randomness of the internal vector potential. Because the AL transition is tunable solely via the perpendicular $H_{ab}$ [9, 10], the random gauge field causing it has a close connection to the fluctuations of the Mott-like AF. It has been known that a perpendicular field $H_{ab}$ can suppress the G-AF fluctuations effectively whereas a parallel $H_c$ cannot [39].

In Fig. 1(b), the large energy separation between the $d_{xy}$-derived band and the 3$d$ GAF states suggests that the hoping of the quasi-free hole-like charges at $E_F$ can cause only infinitesimal perturbations to the latter. On the other hand, from the viewpoint of spin degrees of freedom, the quasi-static AF spins and the spins of the $d_{xy}$ holes are still coupled via spin-spin interactions [40]. AF spin fluctuations hence are inherited as phase randomness of the hopping amplitudes, and an AL of charge can be expected as proposed theoretically [40]. The frozen spins of the $d_{xy}$ holes in the AL state can be the origin of the observed SG-like magnetization [41].

The quasi-one particle characteristics of the $H_{ab}$-tuned AL amid strong correlation can be viewed as a consequence of the intriguing multi-orbital electronic structure. The itinerancy of the $d_{xy}$-derived band has been shown to be robust even against large $U$ [13], and this supports a picture having different strengths of charge and spin couplings between the itinerant $d_{xy}$ and the deep AF states. The current picture of the AL that stems from the interactions between $d_{xy}$ and AF spins also bears some similarities to a recent theoretical model, in which a quasi-many body localization is shown to arise from the coupling between coexisting fast and slow particles [42].
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I. EXPERIMENTAL DETAILS

We synthesized BaMn$_2$Bi$_2$ single crystals via a self-flux method in which Bi was used as the flux. Magnetotransport properties of the crystals were measured using a Quantum Design Physical Properties Measurement System (PPMS) for $H \leq 9$ T at Advanced Institute for Material Research, Tohoku University and a cryostat equipped with a 18 T superconducting magnet at High Field Laboratory for Superconducting Magnet, Institute for Material Research, Tohoku University. Measurements of magnetoresistance under magnetic fields up to 50 T were carried out at Center for Advanced High Magnetic Field Science, Graduate School of Science, Osaka University. We used standard four-point-probe to measure the resistivity. Angular dependencies of magnetoresistance and Hall effect were measured with the help of a dual axis rotator developed by Dr. Motoi Kimata. We collected the angular dependence of Hall effect by rotating the samples under various static magnetic fields while continuously measuring the Hall voltage (see Sec. III). Magnetic properties of the single crystals were measured using a Quantum Design Magnetic Properties Measurement Systems (MPMS). In order to measure the Seebeck coefficient, a two-heater-two-thermometer method was used, the details of which will be published elsewhere.

II. FIRST PRINCIPLE CALCULATION BASED ON DENSITY FUNCTIONAL THEORY

We used Density Functional Theory (DFT) codes WIEN2k and Quantum Espresso to calculate the electronic structure of BaMn$_2$Bi$_2$. We used the lattice parameters either taken from the experiment$^3$ or by structural optimization with the assumption of G-type antiferromagnetic order (AF). Both calculations show very similar results. In addition, the band structures obtained from both codes show also very little differences. Generalized Gradient Approximation (GGA) was used to calculate the exchange correlation energy. The number of $k$-points was usually chosen to be 1000 for self-consistent calculation and 8000 for non-self-consistent calculation in the calculations of the density of states.

Fig. S1 shows the band dispersion along the high symmetry directions in the first Brillouin zone. The valence bands in the energy range from $-5\,\text{eV}$ to $0\,\text{eV}$ (Fermi level, $E_F$) consist of eleven bands for five $3d$-electrons from Mn (in each AF sublattice) and six $p$-electrons from
FIG. S1. Left: The spin-resolved band structure of antiferromagnetic BaMn$_2$Bi$_2$. Only spin-up band is shown. Right: Highly symmetrical lines in the first Brillouin zone.

two Bi atoms in the unit cell. The entanglements of the bands may favor the hybridizations between different orbitals.

Fig. S2 shows the spin-polarized heavier plots for the weights of $d$-orbitals at Mn sites and $p$-orbital at Bi sites. A clear orbital-selective AF can be seen. Whereas a clear spin polarization of $d$-orbitals can be seen at $E < -2\,\text{eV}$, the contributions of both spin-up and spin-down components are almost equivalent in the energy window $-2\,\text{eV} \geq E \geq 0\,\text{eV}$. The spin polarizations of individual each orbitals also vary. The $d_{x^2-y^2}$ and $d_{3z^2-r^2}$ orbitals contributes only to the deep bands and are fully spin-polarized. On the other hand, the weights of the $d_{xz} + d_{yz}$ and $d_{xy}$ orbitals are large in both deep, well-polarized and shallow, non-polarized bands. The electronic structure near the Fermi level then consists of a mixture of both up and down spin components and is almost entirely made of $d_{xy}$ orbital. The partial spin polarization of the Mn state deduced from these band calculations is consistent with the value of measured AF magnetic moment at Mn site, which is approximately $3.89\,\mu_B$ per Mn site$^4$.

We employed DFT+U calculations to investigate the robustness of orbital selective state with respect to electron correlation $U$. As shown in Fig.S3, the AF-polarized states are pushed down by increasing $U$. On the other hand, the non-spin polarized bands at $E > -2\,\text{eV}$ are almost unaffected by $U$. The DFT and DFT+U results shown here are similar to those obtained from a Dynamic Mean Field Theory calculations for BaMn$_2$As$_2$$^5$. 
FIG. S2. The band structure of GGA calculation for BaMn$_2$Bi$_2$ with the orbital projection against $d$-orbitals at a Mn site and $p$-orbitals at a Bi site, indicated by the size of markers. Mn1 and Mn2 refer to Mn sites with spin up (majority state) and spin down (minority state) sublattices, respectively.
FIG. S3. Density of states of BaMn$_2$Bi$_2$ calculated by DFT+U with various strengths of Hubbard parameter $U$ on Mn.

III. CROSSED-FIELD HALL EFFECTS

A. General considerations

At zero in-plane magnetic field ($H_{ab} = 0$), BaMn$_2$Bi$_2$ exhibit an Anderson localization (AL) at low temperatures. A strong $H_{ab}$ that is perpendicular to the antiferromagnetic sublattice can tune the insulating state back to metallic, as depicted in Fig. 1(d). The scaling analyses shown in Fig. 3 of main text and in Sec. IV of the SI demonstrate that the $H_{ab}$-tuned metal-insulator transition (MIT) can be understood as an unitary Anderson localization (AL) transition.

In an AL state and/or in the vicinity of an AL transition, the Hall effect is a complex quantity that remains not well-understood$^{6–11}$. Since the AL transition in BaMn$_2$Bi$_2$ is controllable via $H_{ab}$, a better tuning of the criticality within the same sample can be achieved. Therefore, BaMn$_2$Bi$_2$ can be a good model material to study this interesting but rather complex topic.

A few useful points can be gathered from the previous works on the Hall effects in an AL state$^{10,11}$. At first, the sign of the Hall effect in the variable-range hopping regime (VRH) can be opposite to the carrier type, i.e., VRH holelike carriers can exhibit a positive Hall effect. The VRH-induced anomalous sign of the Hall effect is consistent with our observations for BaMn$_2$Bi$_2$. As shown by Fig. 1(e) in the main text, the positive Seebeck coefficient indicates that carriers are indeed holelike. On the other hand, Fig. S4(c) shows that in
the VRH regime, the transverse Hall effect ($H_a = 0$ T) exhibit a negative sign at low $H_c$ (see also Ref. 12). Secondly, the Hall mobility of an AL system generally decreases with temperature\textsuperscript{8,10,11}.

Since a strong $H_{ab}$ delocalizes the holelike carriers, it can also remove the VRH-induced negative sign of the Hall effect. Furthermore, in the metallic state at high $H_{ab}$, the Hall mobility should also increase with decreasing temperatures. The enhancement of the mobility due to the delocalization effect is in sharp contrast to a Lifshitz transition induced by a Zeeman splitting; the latter is associated with a sharp change in carrier number. It is thus instructive to study the influence of $H_{ab}$ on the Hall resistivity $\rho_{ba}$.

Because the MIT is tunable via $H_{ab}$, two simultaneous magnetic fields are important to study the $\rho_{ba}$ of BaMn\textsubscript{2}Bi\textsubscript{2}. The first magnetic field is the tuning field $H_{ab}$, which is always perpendicular to the $\hat{c}$-axis. $H_{ab}$ plays the role of tuning BaMn\textsubscript{2}Bi\textsubscript{2} from insulating to metallic states. In order to minimize the Lorentz force exerted by $H_{ab}$ on the electric current, one can align this tuning magnetic field along the electric current, $H_a \parallel J$. In addition to $H_a$, for the measurement of the Hall resistivity $\rho_{ba}$, one needs to apply a Hall field that is perpendicular to the $ab$-plane, i.e. $H_c$. In the ideal case, $H_a$ does not have any other effects than tuning of the electronic state of the sample, and $H_c$ probes the Hall response from the electronic state that is defined by $H_a$. Crossed-field Hall measurements was previously employed to study field-tuned quantum critical point in the heavy fermion system YbRh\textsubscript{2}Si\textsubscript{2}\textsuperscript{13}.

**B. Crossed-field Hall experiments for BaMn\textsubscript{2}Bi\textsubscript{2}**

A vector magnet can generate simultaneously two orthogonal magnetic fields; therefore it provides a direct approach to measure the crossed-field Hall effect. The sample can be aligned so that the electric current is parallel to the longitudinal magnetic field, and its plane perpendicular to transverse field. In such a setting, the longitudinal and transverse magnetic fields play the roles of the tuning and Hall fields ($H_a$ and $H_c$), respectively. In the VRH-regime, the in-plane Hall resistivity ($\rho_{ba}$) of BaMn\textsubscript{2}Bi\textsubscript{2} is nonlinear at $H_c \leq 10$ T. On the other hand, the critical tuning field is $H_{ct} \approx 5$ T, as shown in Fig. 3 of the main text. In order to put BaMn\textsubscript{2}Bi\textsubscript{2} completely into the metallic state, $H_a$ has to be far higher than 5 T. In other words, the upper fields should higher than 10 T for both longitudinal and
FIG. S4. (Color online) – (a) Settings for the quasi crossed-field measurements of the current-in-plane (cip) transport properties. The $\hat{a}$-, $\hat{b}$-, and $\hat{c}$-axes are main crystallographic directions. (b) cip-MR as a function of the in-plane magnetic field $H_a$ at different temperatures (taken from $^{12}$). (c) The dependence of $\rho_{ba}$ on $H_c$ measured at different $H_a$’s and temperatures. The dotted lines are for guiding the eyes. The solid lines are linear fits. The curves measured at different temperatures are shown by different colors and shifted for clarity. At each temperature, each symbol shape represents the $\rho_{ba}(H_c)$ curve collected at a constant value of $H_a$, as annotated for $T = 4.2$ K. The same symbol shape convention is used for the data at other temperatures. In the VRH-regime, $T = 4.2$ K and small $H_a$, $\rho_{ba}(H_c)$ is nonlinear. Strong $H_a$’s flatten the $\rho_{ba}(H_c)$ curves to a linear line. At high $T$'s, $\rho_{ba}(H_c)$ is linear and its slope does not change with $H_a$. (d) Settings of the current-out-of-plane (coop) measurements. (e) coop-MR as a function of the in-plane magnetic field $H_a$$^{12}$. (f) coop-Hall effects at different temperatures. The curves were shifted for clarity. The solid lines are linear fits.

transverse fields.

Other than using a vector magnet, we can approach the crossed-field measurement using a dual-axis rotator and a conventional superconducting magnet, as schematically shown in Fig. S4(a). The electric current $J_a$ was applied along the crystallographic $\hat{a}$-axis, and the two Hall electrodes probe the transverse voltage drop $V_{ba}$ along $\hat{b}$)-direction on the sample. We first aligned the sample into the longitudinal condition, i.e. $J_a$ is parallel to the external magnetic field $H$. The sample was then rotated about its $\hat{b}$-axis in the static magnetic field, and the angular dependencies of $\rho_{aa}$ and $\rho_{ba}$ were measured. Although $H$ can only take
two opposite directions parallel to the $\hat{z}_{\text{mag}}$-axis of the magnet, rotating the sample about its $\hat{b}$-axis is equivalent to rotating $\mathbf{H}$ in the $ac$ plane of the sample. The dual-axis rotator allowed us to carry out fine alignments that helped keeping $\mathbf{H}$ within the $ac$-plane during the experiments.

Given $\theta$ as the angle between $\mathbf{H}$ and $\mathbf{J}_a$ and $H = |\mathbf{H}|$, the magnitudes of the tuning field $H_a$ and the Hall-field $H_c$ are,

$$H_a = H \cos \theta,$$

$$H_c = H \sin \theta.$$  \hfill (1a)

$$H_a = H \cos \theta,$$

$$H_c = H \sin \theta.$$  \hfill (1b)

The measurements of the angle-resolved $\rho_{ba}$ at multiple $H$’s thus provide information about the $H_a$-dependence of the Hall effect (see Eq. (3) below) and can be viewed as an equivalence of the crossed-field Hall method.

The symmetry constraint that a true Hall resistivity $\rho_{ba}$ is odd under reversing the direction of $\mathbf{H}$ is helpful for data analyses. Therefore, at first, we measured the angular dependencies of $\rho_{ba}^{\text{meas}}$ at a set of static field strengths $(H_1, H_2, \ldots, H_n)$. Next, the angular dependencies were measured at $(-H_1, -H_2, \ldots, -H_n)$. The true $\rho_{ba}$ was then calculated as,

$$\rho_{ba}(H_i, \theta) = \frac{\rho_{ba}^{\text{meas}}(H_i, \theta) - \rho_{ba}^{\text{meas}}(-H_i, \theta)}{2}. \quad (2)$$

Eq. (2) effectively eliminates possible contaminations from imperfect positions of Hall electrodes. The obtained $\rho_{ba}(H, \theta)$ is thus the true Hall resistivity.

In terms of Eqs. (1),

$$\rho_{ba}(H_i, \theta) \equiv \rho_{ba}(H_{i,a}, H_{i,c}).$$ \hfill (3)$$

The experimentally obtained data array $(\rho_{ba}, H_a, H_c)$ contains the values of $\rho_{ba}$ at different $H_a$’s and $H_c$’s. For instance, in order to plot the $H_c$-dependence of $\rho_{ba}$ at a constant $H_{k,a}$, one can select from the array all the $(\rho_{ba}, H_c)$ pairs at $H_{k,a}$ [Fig. S6]. We performed the procedure described above at various temperatures, with $H$ at 3 T, 6 T, and from 6 T to 18 T at a 1 T step. The results are shown in Fig. S4(c).

As we will discuss below, the quasi-crossed field Hall measurement has a few limitations that fortunately do not affect on our interpretations and conclusions. On the other hand, this method provides a feasible approach to study the Hall effect near the $\mathbf{H}_{ab}$-tuned AL transition in a wide range of crossed-fields, which can be otherwise difficult if we employ a vector magnet.
C. Upper limits for \((H_a, H_c)\)

Because \(H_a\) and \(H_c\) are not independent (Eqs. (1)), the upper limits for \((H_a, H_c)\) are smaller than the maximum magnetic field \(H_{\text{max}}\) that the superconducting magnet can generate. In our case, \(H_{\text{max}} = 18\) T, and at \(H_a = 10\) T, the \(\rho_{ba}\) data are available up to \(H_c = 15\) T. If we select \(H_a = 11\) T, the highest \(H_c\) is reduced to approximately 14.25 T. Fig. S5 shows that choosing higher values of \(H_a\)’s largely reduces the range of \(H_c\) for which \(\rho_{ba}\) can be measured. On the other hand, at \(H_a \geq 10\) T, all the \(\rho_{ba}\) curves fall into a same line. The available data are thus sufficient to reveal the Hall effect of the high \(H_a\) state.

D. Effects of discrete \(H\) values

Since the measurements were carried out at the discrete values of \(H\), gaps are unavoidable in the low \(H_c\) region of the \(\rho_{ba}(H_c)\) data collected at high \(H_a\) [Fig. S6]. For example, to collect \(\rho_{ba}\) at \(H_a = 10\) T [Fig. S6(b)], the minimum external field that is possible is \(H = 10\) T, and we can only measure \(\rho_{ba}\) at \(H_c = 0\) T, i.e. at \(\theta = 0^\circ\). At the next value, \(H = 11\) T, the sample has to be tilted to \(\theta = \arccos \frac{10}{11} \approx 24.62^\circ\) to hold \(H_a\) at 10 T, and therefore the smallest achievable \(H_c\) is about 4.58 T. The data between 0 T and 4.58 T are thus inaccessible.

Despite these unwanted gaps, the data shown in Figs. S4(c) and S5 are sufficient to demonstrate the changes from nonlinear to linear \(\rho_{ba}\) curves as a function of \(H_a\). Specifically, \(\rho_{ba}\)’s at \(H_a = 0\) T, 2 T, and 4 T exhibit a similar curvature that is consistent with that...
FIG. S6. (a) $H_c$-dependence of $\rho_{ba}$ at $H_a = 6$ T and $T = 4.2$ K. Each data point is collected from the angular dependence of $\rho_{ba}(\theta)$ at a constant $H$, as shown by the legend on the right. (b) $H_c$-dependence of $\rho_{ba}$ at $H_a = 10$ T and $T = 4.2$ K. The number of $H$'s are different from (a).

observed by the published transverse Hall effect$^{12}$. In the metallic state at $H_a \geq 10$ T, $\rho_{ba}$ is almost a linear line.

E. Effects of tilted magnetic fields

In a crossed-field experiment, the total magnetic field $\mathbf{H}$ is tilted with respect to the plane made the two perpendicular vectors, namely the electric current density $\mathbf{J}_a$ and the Hall electric field $\mathbf{E}_b$. Therefore, the measured $\rho_{ba}$, defined as,

$$\rho_{ba} = \frac{E_b}{J_a},$$

includes the contributions from both the transverse Hall conductivity $\sigma_{ab}$ and a second-order correction from other components of the conductivity tensor $\sigma_{ij}$. Fortunately, for the case of BaMn$_2$Bi$_2$, this correction is negligible.

In the experimental configuration shown by Fig. S4(a), we have,

$$
\begin{pmatrix}
J_a \\
J_b \\
J_c
\end{pmatrix} =
\begin{pmatrix}
\sigma_{\parallel} & \sigma_{ab} & 0 \\
-\sigma_{ab} & \sigma_{\parallel} & \sigma_{bc} \\
0 & -\sigma_{bc} & \sigma_{cc}
\end{pmatrix}
\begin{pmatrix}
E_a \\
E_b \\
E_c
\end{pmatrix}.
$$

Here $\sigma_{ac} = 0$ because $\mathbf{H}$ remains in the $ac$ plane during the measurements. Since BaMn$_2$Bi$_2$ adopts a tetragonal crystal structure and its magnetoresistance is isotropic in the $ab$ plane$^{12}$,
σ_{aa} and σ_{bb} are equivalent, and we use σ_{aa} = σ_{bb} ≡ σ∥. In our settings, only J_a ≠ 0 and J_b = J_c ≡ 0. In addition, the Hall resistivity ρ_{ba} is two orders smaller than ρ_{aa}^{12}, so that the approximation σ∥^2 + σ_{ab}^2 ≈ σ∥^2 is valid. We then find that,

ρ_{ba} = \frac{E_b}{J_a} = \frac{\sigma_{ab}}{\sigma∥} \left[1 + \frac{\sigma_{bc}^2}{\sigma_{cc} \sigma∥}\right]^{-1}. \tag{6}

In the right hand side of Eq. (6), the first factor (σ_{ab}/σ∥^2) corresponds to the pure in-plane transverse Hall effect that arises from the H_a-defined electronic state. On the other hand, the correction in the parentheses comes from the fact that the total magnetic field H is tilting away from being perpendicular to both J and the \hat{b}-axis. We also have |σ_{ij}| = |ρ_{ij}|/||ρ||^2, where ||ρ|| is the determinant of the resistivity matrix. The correction in the parentheses is then,

\left[1 + \frac{\sigma_{bc}^2}{\sigma_{cc} \sigma∥}\right]^{-1} = \left[1 + \frac{\rho_{bc}^2}{\rho_{cc} \rho∥}\right]^{-1}. \tag{7}

From the values of the resistivity tensor of BaMn₂Bi₂₁₂, we can estimate the upper limit of this correction by using the lowest values of ρ_{aa} and ρ_{cc} and the largest value of ρ_{bc} at the same temperature (ρ_{bc} = ρ_{ac} due to tetragonal symmetry). At T = 4.2 K, ρ∥ = ρ_{aa} ≈ 3 × 10^{-3} Ω m and ρ_{cc} ≈ 5 × 10^{-3} Ω m at H_a = 18 T, and ρ_{bc} ≈ 2 × 10^{-5} Ω m at H_a = 9 T. The correction \left[1 + \frac{\sigma_{bc}^2}{\sigma_{cc} \sigma∥}\right] in Eq. (3) is then about (1±2.6 × 10^{-5}). Therefore, ρ_{ba} obtained from the crossed-field measurement faithfully reflects the in-plane Hall response of the H_a-defined electronic state.

**F. Results and discussions**

1. **In-plane Hall effect as a function of H_a and temperature**

In Fig. S4 (c), we shows the dependencies of the current-in-plane \textit{c}ip Hall resistivity ρ_{ba} versus the Hall magnetic field (H_c) collected at various H_a’s and temperatures. At T = 4.2 K, i.e. in the VRH regime, the ρ_{ba} curve at H_a = 0 displays a non-linearity in which a negative slope at low H_c bends to a positive linear curve for H_c ≥ 10 T. The reason for the nonlinear Hall effect is far from a competition of electronlike and holelike carriers, which is only applicable for semiclassical quasi-free electrons^{12,14}. Instead of that, the negative Hall coefficient around H_c = 0 rather comes from close hopping orbits of holelike carriers^{6,11}. 
With increasing $H_a$, the VRH-induced negative Hall effect is removed and the $\rho_{ba}(H_c)$ curves gradually flattens. At $H_a = 10$ T, the transport regime is metallic and $\rho_{ba}(H_c)$ is almost a linear line. At temperatures higher than the VRH regime, $\rho_{ba}(H_c)$ is linear and the slope $R_H$ is almost unchanged slope with respect $T$ [Fig. S4 (c)].

In short, the Hall effect $\rho_{ba}$ is linear in the metallic regime at high $T$'s and/or high $H_a$'s. The nonlinear behavior of $\rho_{ba}$ appears only in the VRH regime. A previous study shows that the negative slope at low $H_c$ of $\rho_{ba}$ in the VRH regime is not related to a semiclassical multi-carrier-type effect.¹²

2. Estimations of carrier number and mobility

We estimated the carrier number $n$ using the basic formula,

$$R_H = \frac{1}{en}, \quad (8)$$

where $R_H$ is the Hall coefficient. At high $T$'s and high $H_a$'s, i.e., outside of the VRH regime, $\rho_{ba}(H_c)$ curves are linear, and Eq. (8) gives a reliable estimation for $n$. On the other hand, in the VRH regime (at low $T$'s and $H_a$'s), $\rho_{ba}$ is complex and one needs more a careful approach.

As we discussed in Sec. III A, the negative slope in the low $H_c$ region of $\rho_{ba}$ does not correspond to an electronlike carrier type. The presence of an electronlike carrier species was also ruled out by comparing between the results of a two-carrier-type analysis and the observations from band calculations and other physical properties.¹² The interpretation of $\rho_{ba}$ in the VRH regime is also difficult because there is no theoretical consensus on the behavior of a VRH transverse Hall effect as a function of the Hall magnetic field (in this case $H_c$). We thus employed an empirical approach to study the VRH-Hall effect in BaMn$_2$Bi$_2$.

The critical value $H_a$ for tuning BaMn$_2$Bi$_2$ to a metallic state is about 5 T (see Fig. 3 in the main text and Sec. IV). At $T = 4.2$ K and $H_a > 10$ T, the saturating behavior of magnetoresistance of BaMn$_2$Bi$_2$ indicates that no other change of electronic state occurs at higher $H_a$.¹² Therefore, the almost linear $\rho_{ba}$ curve found at $T = 4.2$ K and $H_a = 10$ T in Fig. S4(d) allows a reliable estimation of $n$ using Eq. (8). At the same temperature, by reducing $H_a$'s, a negative slope gradually appears as BaMn$_2$Bi$_2$ re-enters the VRH regime. Because the slope of high $H_c$ region of $\rho_{ba}$ remains almost constant in this transition, we
empirically used the linear tail of $\rho_{ba}$ to estimate $n$.

We thus approximated the current-in-plane ($cip$) Hall coefficient $R_{H}^{ip}$ and the carrier number $n_{ab} = 1/eR_{H}^{ip}$ by estimating the slopes of the linear segments at high-$H_{c}$ and found that these parameters are almost unchanged in the wide ranges of $H_{a}$’s and $T$’s [Fig. S4 (d)]. Therefore, the drastic change of the conductivity is mainly due to the effects of $T$ and/or $H_{a}$ on the mobility $\mu_{ab}$. Fig. S4 (e) shows the temperatures dependencies of $\mu_{ab}$ estimated for various $H_{a}$’s. The solid symbols represent the values of the in-plane mobility calculated by $\mu_{ab}(H_{a},T) = \sigma_{ab,0}(H_{a},T)/n_{ab}e = \sigma_{ab,0}(H_{a},T)R_{H}^{ip}$. Here $e$ is the elementary charge; $\sigma_{ab,0}(H_{a},T)$ is the conductivity at $H_{a}$ and $T$, and at $H_{c} = 0$.

Our previous study$^{12}$ showed that $n_{ab}$ is virtually unchanged as a function of $T$. In addition, Fig. S4(d) shows that at high temperatures, the slopes of the high $H_{c}$ tails in $\rho_{ba}(H_{c})$ do not change with $H_{a}$. These observations allow for another approximation. We estimated the values of $\mu_{ab}$ for $H_{a} \geq 10T$ by using the Hall coefficient $R_{H}^{ip}(H_{a} = 6T, T = 100K)$. The values of $\mu_{ab}$ obtained by this approximation are shown by open symbols in Fig. S4 (d). For $H_{a} = 0$, $\mu_{ab}$ displays a broad peak corresponding to the metal-to-insulator (MIT) transition occurring at $T_{min}$ and then decreases to zero in entering the VRH regime. This is consistent with the picture of an Anderson localization, in which the carrier mobility decays exponentially with decreasing temperatures$^{11}$. The application of $H_{ab}$ reverses the MIT so that $\mu_{ab}$ becomes metallic down to low $T$s.

G. Current-out-of-plane Hall effect

More corroborating information about the $H_{ab}$-enhanced mobility can be gathered from the current-out-of-plan ($coop$) Hall effect shown in Fig. S4(d). Here the electric current $J$ is parallel to the $\hat{c}$-axis, and the magnetic field $H_{a} \parallel \hat{a}$ takes a dual role of being the Hall probing field and simultaneously, the tuning field that enhances the interlayer mobility $\mu_{c}$ along the $\hat{c}$-axis. As a result, the $\rho_{bc}(H_{a})$ at $T = 2K$ is a highly nonlinear curve which has a steep negative slope at around zero $H_{a}$ but quickly bends to positive. At $H_{a} > 15T$, where the MR saturates, $\rho_{bc}$ becomes linear with $H_{a}$. Similar $H_{a}$ dependencies were observed for $\rho_{bc}$’s at elevated temperatures, and the curves always bend to linear at high $H_{a}$’s.

We approximated the $coop$ Hall coefficients $R_{H}^{op}$ at various temperatures by the slope of the high $H_{a}$ linear segments. The $coop$ carrier number $n_{c}$ obtained by $n_{c} = 1/R_{H}^{op}$ does not
show any clear temperature dependence [Fig. 2(d) in the main text]. As suggested by the cip Hall effect, the carrier number is unlikely to be changed by $H_a$, and this allows us to estimate the mobility at $H_a = 0$ and $16.5 \, T$ by using the formula $\mu_c(H_a, T) = \sigma_c(H_a, T) / n_c(T) e$. The results are shown in Fig. 2(c) in the main text.

IV. SCALING ANALYSES

The scaling theory of quantum phase transition (QPT) assumes that a thermodynamic quantity $Q$ near the phase transition can be generalized as a homogeneous function of second order, which scales as follows:

$$Q(h, T) = b^x Q(b^{1/\nu} h, b^z T).$$

(9)

Here, $h = H/H_{\text{crit}} - 1$ is the dimensionless distance measures how far the tuning parameter $H$ is from the critical point $H_{\text{crit}}$. $b$ is the scaling parameter that correspond to the scaling $r \rightarrow r/b$. $\nu$ and $z$ are the localization length and dynamical critical exponents, respectively.

In our case, $Q$ and $H$ are the electrical conductivity $\sigma$ and $H_{ab}$. Eq. (9) then becomes;

$$\sigma(h, T) = b^{-(d-2)} F(b^{1/\nu} h, b^z T);$$

(10a)

$$h \equiv \frac{H_{ab}}{H_{ab,\text{crit}}} - 1$$

(10b)

with $F$ is unknown scaling function. Here, $d$ is the dimensionality of the system and $x_Q = -(d - 2)$ due to the dimensionality of $\sigma$. We focus only on the three dimensional case, so that $-(d - 2) = -1$. Eq. (10a) should be simplified to compare to the experimental data.

A. Zero-$T$ scaling analyses for the metallic regime

One way to simplify Eq. (10a) is to choose the scaling parameter $b$ so that $b^{1/\nu} h \equiv 1$;

$$\sigma(h, T)|_{b=h^{-\nu}} = h^\mu F \left(1, \frac{T}{h^{2\nu}}\right)$$

(11a)

$$\mu = (d - 1)\nu = \nu.$$  

(11b)

As $T \rightarrow 0$, $F(1,0) \rightarrow 1$ in Eq. (11a). We obtain the power law scaling for zero-temperature conductivity;

$$\sigma(h, T = 0) \equiv \sigma_0(h) = F(1,0)h^\nu .$$

(12)
FIG. S7. (a) Conductivities $\sigma$’s measured at different $H_{ab}$’s plotted against $T^{1/2}$. The intercepts of the $\sigma_0 + AT^{1/2}$ fits (solid lines) defined the zero-$T$ conductivity $\sigma_0$. (b) Scaling of $\sigma_0(h)$ using the power law. The solid line is the power law fitting.

The conductivity at zero temperature $\sigma_0$ is immeasurable, we estimated it by the following fitting:

$$\sigma(T, H_{ab}) = \sigma_0(H_{ab}) + AT^\alpha.$$  \hspace{1cm} (13)

with $\sigma(T, H_{ab})$ is the experimentally measured conductivity. The exponent $\alpha$ is chosen as to fit the experimental data, usually 1/2 or 1/3. Theoretically, the value of $\alpha$ is predicted to be 1/2 when the electron-electron interaction is taken into account. We have tried various values of $\alpha$ to fit our data, and find that $\alpha = 1/2$ minimizes the least-square residues. Fig. S7(a) show the fittings of the experimental $\sigma$’s with the model in (13) with $\alpha = 1/2$. The $\sigma_0(h)$ data can be fitted by Eq. (13) to obtained $\nu$ as shown in Fig. S7(b).

The procedure for the zero-$T$ scaling analyses was as follows. (i) $\sigma_0$’s were extracted by fitting $\sigma(T)$ data measured within the window $T_{\text{min}} < T < T_{\text{max}}$ at different $H_a$’s using Eq. (13). The value of $H_a$ that corresponds to the minimum $|\sigma_0|$ gives a rough estimation of $H_{ct}$. (ii) fitting of the obtained $\sigma_0$ against $H_a$ using Eq. (12) to find the critical exponent $\nu$ and the critical field $H_{ct}$. We fitted the data using the least-square module of the package of SciPy\textsuperscript{16}. The fittings in step (i) also provided the uncertainties of $\sigma_0$’s as the diagonal components of the covariance matrix that was available in the output of the fitting program. Both $\sigma_0$’s and their accompanying uncertainties were used as the inputs for the fit in step (ii) in order to evaluate those of $\nu$ and $H_{ct}$. For S1 and S2, the $T$-fitting range was $0.5\, \text{K} \leq T \leq 1\, \text{K}$. The effects of the fitting range in $T$ and $h$ are discussed in Sec. IV D.
The scaling for $\sigma_0$ cannot be used in the insulating regime $h \leq 0$ where $\sigma_0 < 0$.

### B. Finite $T$ scaling

One can also modify the scaling parameter $b$ so that $b T^z$ becomes unity in Eq. (10a);

$$
\sigma(h, T)\big|_{b=T^{-1/z}} = T^{1/z} F\left( \frac{h}{T^{1/z}}, 1 \right);
$$

(14a)

$$
\beta = z^{-1} \nu^{-1}.
$$

(14b)

$z$ is the so-called dynamical exponent. The finite-$T$ scaling described by Eqs. (14) can be used to analyze the critical behaviors at both sides of $H_{cr}$.

In BaMn$_2$Bi$_2$, we can bring the system into the vicinity of the transition at $h = 0$ by finely tuning $H_{ab}$. The parameter $h/T^\beta$ then remains small even as $T \to 0$ and the $T$-dependence of $F$ becomes negligible. The $T$-dependence of $\sigma$ is then that of the prefactor $T^{1/z}$.

From Eq. (13), we have $\sigma \propto T^\alpha = T^{1/z}$, and thus,

$$
\alpha \approx z^{-1}.
$$

(15)

Eq. (14a) therefore becomes,

$$
\frac{\sigma(h, T)}{T^\alpha} = F\left( \frac{h}{T^\beta} \right).
$$

(16)

The scaling function $F(h/T^\beta)$ can then be replaced by a single polynomial expansion for both insulating and metallic sides\textsuperscript{17};

$$
\frac{\sigma(h, T)}{T^\alpha} \approx \left[ a_0 + a_1 \frac{h}{T^\beta} + a_2 \left( \frac{h}{T^\beta} \right)^2 + \ldots \right].
$$

(17)

The analysis described in the zero-$T$ scaling analysis suggests that $\alpha \approx 1/2$ and $H_{cr} \approx 5.07$ T. In order to find $\beta$, we employed Eq. (17) as the fitting model for the $\sigma(h, T)$ data. The critical exponent $\nu$ was then calculated using (14b). The uncertainties of $\nu$ were evaluated directly from the output of the fit. For S1 and S2, the $T$-fitting range was $0.5 \text{K} \leq T \leq 1 \text{K}$. A plot of $\sigma(h, T)/T^\alpha$ against $h/T^\beta$ are shown in Fig. 3(a) of the main text.

### C. Zero-$T$ scaling analysis for the insulating regime

In the insulating region $h < 0$, the $T$-dependence of $\sigma$ can be modeled by a VRH law:

$$
\sigma(T) = \sigma_\infty(T) \exp \left[ - \left( \frac{T_0}{T} \right)^{\nu} \right],
$$

(18)
where $\sigma_\infty$ is the conductivity at the $T \to \infty$ limit. The characteristic temperature $T_0$ is 11,

$$T_0 = \frac{24}{\pi k_B N(E_F)a^3},$$

where $a$ is the localization length, $k_B$ and $N(E_F)$ are Boltzmann constant and the density of state at the Fermi level, respectively.

As $h \to 0$, the diverging localization length $a$ has the same physical meaning with that of the correlation length $\xi$, and then,

$$T_0 \propto \xi^{-3} \propto h^{3\nu}.$$  

The critical exponent of $T_0$ thus should be about three times of that obtained from the scaling analyses for metallic regime described in Sec. IV A. As shown in the Fig.3 in the main text, the critical exponent obtained the $T_0$-scaling is consistent with the $\nu$ obtained from the scaling in the metallic regime.

We note that in order to extract $T_0$ from the $T$-dependencies of the conductivities in the insulating regime in the vicinity of the critical point, we employed a modified VRH law;

$$\sigma(T) \propto T^q \exp \left[ - \left( \frac{T_0}{T} \right)^p \right],$$

where $p = \frac{1}{4}$ and $q = \frac{1}{2}$. Eq. (21) is thus a 3-dimensional VRH law with the prefactor $\sigma_\infty$ that varies as $T^{1/2}$ (Fig. S8(b)).

In general, the $T$-dependence of the prefactor $\sigma_\infty$ is often negligible because the exponential factor converges to zero much faster as $T$ decreases. However, the localization length $a$ diverges at the metal insulator transition, so that $T_0 \to 0$ following Eq. (19). Therefore, $\sigma_\infty \propto T^q$ becomes important. Furthermore, in the vicinity of the critical point, Eq. (21) should approach $\sigma \propto T^q$ of the metallic regime. In our article, the exponents $q = 1/4$ and $p = 1/2$ gave the best fits to experimental data. We also made a trial analysis using the VRH law with $\sigma_\infty = \text{const}$. Although $\sigma(T)$’s could be fitted, the scaling of the obtained $T_0$’s yielded a large critical field and is inconsistent with the analyses for the metallic regime (see Figs. S8(a) and (c)).

In the scaling procedure for the insulating regime at $T = 0$ K, at first Eq. (21) were used as the fit model to extract $T_0$’s from the $\sigma(T)$ measured at different $H_a$’s. For S1 and S2, the $T$-fitting range was $0.5$ K $\leq T \leq 1$ K. The obtained $T_0$’s and their uncertainties were fit by Eq. (20) to find $H_{cr}$ and $\nu$ and their uncertainties.
FIG. S8. (a) The scaling of $T_0$'s extracted from $T$-dependence of resistivity using Mott’s VRH law without temperature dependent pre-factor, i.e., $\sigma_\infty = \text{const}$ in Eq. (18). (b) The scaling of $T_0$'s obtained from the VRH law with $\sigma_\infty \propto T^{1/2}$. (c) A comparison between scaling different $T_0$’s and $\sigma_0$ in the metallic regime. The green circles represent the for $\sigma_\infty = \text{const}$. The blue circles represent the $T_0$ obtained from the modified VRH law with $\sigma_\infty \propto T^{1/2}$.

D. Uncertainties of the results

1. Sample dependence

We measured $T$-dependence of the conductivity of six single crystalline samples. The results of the scaling analyses for these samples are summarized in Table. I. Despite the numbering, S1 and S2 were measured after the test measurements and analyses had been carried out for S3-6. The lowest $T$’s in the measurements for S1 and S2 were 0.5 K, an that for S3-6 were 2 K. The lower $T$-range put S1 and S2 closer to the QCP at $T = 0$ K, therefore, the scaling analyses for them produce more reliable results. The results of S1 are shown in
TABLE I. Summary of the critical exponents and errors estimated from three scaling analyses:
\(T_0 \propto h^{3\nu}\) for the insulating regime, zero-\(T\) conductivity \(\sigma_0 \propto h^\mu\), and finite-\(T\) \(\sigma(h, T) = T^\alpha F(h/T^\beta)\) in the metallic regime. Here \(\mu \equiv \nu\) and \(\alpha \beta^{-1} = \nu\). The \(T\)-ranges of fitting are \(0.5 \leq T \leq 1\) K for S1 and S2, and \(2 \leq T \leq 3\) K for S3-6.

| No. | \(T_0(h)\) | \(\sigma_0(h)\) | \(\sigma(h, T \neq 0)\) |
|-----|----------------|-----------------|-------------------|
|     | \(\nu\)  | \(\mu_0 H_{\text{cr}}[T]\) | \(\mu \equiv \nu\)  | \(\mu_0 H_{\text{cr}}[T]\) | \(\nu \equiv \alpha \beta^{-1}\) |
| S1  | 1.40 ± 0.07  | 5.09 | 1.39 ± 0.01  | 5.05 | 1.415 ± 0.002 |
| S2  | 1.42 ± 0.07  | 4.36 | 1.38 ± 0.01  | 4.32 | 1.408 ± 0.001 |
| S3  | 1.5 ± 0.3    | 4.77 | 1.43 ± 0.01  | 4.68 | 1.35 ± 0.02  |
| S4  | 1.5 ± 0.5    | 4.8  | 1.57 ± 0.01  | 4.58 | 1.50 ± 0.04  |
| S5  | 1.2 ± 0.5    | 4.54 | 1.43 ± 0.02  | 3.76 | 1.25 ± 0.02  |
| S6  | 1.6 ± 0.4    | 4.31 | 1.41 ± 0.01  | 4.19 | 1.30 ± 0.02  |

The value of \(H_{\text{cr}}\) slightly varies between S1 and S2, perhaps due to a small difference in the carrier number. We note that \(\text{BaMn}_2\text{Bi}_2\) is at the vicinity of a QCP, where a tiny change in the carrier number may cause a substantial variation of \(H_{\text{crit}}\). This sample dependence does not affect the values of the critical exponent \(\nu\). Both zero- and finite \(T\) scaling analyses in the metallic regime of both samples yield consistent values of \(\nu\). The large errors in the results of the \(T_0\) scaling analyses are discussed below.

We also note that the value of \(\nu\) depends on the specific tuning parameter inducing the transition. Hence, the criticality of the \(h\)-induced transition is generally different from that controlled by another physical parameter, such as carrier number \(n\), strain, or pressure. On the other hand, when the system is in the vicinity of the phase boundary in the plane made by two tuning parameters, e.g. \(h\) and \(n\), a power law relation \(n \propto h^\delta\) can exist. The scaling of either \(h\) or \(n\) will then give a similar critical exponent\(^{18}\). For \(\text{BaMn}_2\text{Bi}_2\), controlling carrier density is difficult because the potassium doped samples decompose quickly in the air.
FIG. S9. The dependencies of $\nu$ and its errors on the fitting windows in (a) $T$ and (b) $H_a$.

2. Effect of positive magnetoresistane component in the VRH regime

As shown in Figs. S4(b) and (g), in the VRH regime, BaMn$_2$Bi$_2$ shows a complex magnetoresistance (MR) that consists of competing positive and negative components$^{12,14,19}$. The positive MR saturates at $H_{ab} \gtrsim 2$ T, from which the negative MR dominates until itself enters a saturation at $H_{ab} > 10$ T. As $T$ increases, the positive MR quickly decays, and only the negative MR exists out of the VRH regime.

The positive MR has a negligible effect for the $\sigma_0$- and finite-$T$ scaling analyses. The $\sigma_0$ scaling is used in the metallic regime, in which the negative MR dominates the conduction, and the finite-$T$ scaling focuses on relatively small windows around $H_{cr} \approx 5$ T. On the other hand, for $T_0$-scaling analyses, the positive MR introduces rather larger uncertainties into the results. Its strong $T$-dependence affects the evaluation of $T_0$’s via Eq. (21). As a result, the error bars of the scaling results are sensitive to the temperature fitting range (Fig. S9(a)). The positive MR also forced us to use only the $T_0(h)$ points near $H_{cr}$ to reduce the effect of positive MR.

3. Effects of $T$ and $H_a$ fitting ranges

Fig. S9(a) shows effects of the fitting ranges in $T$ on the results of the scaling analyses of S1. The lower limit of the fitting window is $T_{min} = 0.5$ K, and upper limit $T_{max}$ is varied from 1 K to 10 K. For the $T_0$ scaling, we use the data in the $H_a$-window $3$ T $\leq H_a \leq 4.9$ T. The effects of the strong $T$-dependence of the positive MR can be seen clearly in the $T_0$ scaling.
The values of $\nu$ obtained from the $T_0$ scaling fluctuate with increasing $T_{\text{max}}$ and have large error bars. On the other hand, for the $\sigma_0(h)$ and $\sigma(h, T)$ scaling analyses, the value $\nu \approx 1.4$ can be consistently achieved even in the extended $T$-range of $0.5 \text{K} \leq T \leq 10 \text{K}$. The error bars for these analyses are almost unaffected by changing $T$-fitting range. In Fig. S9(a), the $H_a$-windows are $5.07 \text{T} \leq H_a \leq 9 \text{T}$ and $4.5 \text{T} \leq H_a \leq 6 \text{T}$ for the $\sigma_0$ and the finite-$T$ analyses, respectively.

Fig. S9(b) shows effects of the fitting ranges in $H_a$ on the results of the the $\sigma_0$ and finite-$T$ scaling analyses performed using the $T$-window of $0.5 \text{K} < T < 1 \text{K}$ for S1. For the $\sigma_0$ scaling using Eq. (12), we fix the lower limit $H_{\text{min}}$ at $H_{\text{cr}} \approx 5.07 \text{T}$ and vary the upper limit $H_{\text{max}}$. The blue points in Fig. S9(b) show that $\nu$ fluctuates in the region of small $H_{\text{max}}$, but then converges to the value $\nu \approx 1.4$. The error bars resulted from this analysis also shrink as $H_{\text{max}}$ increases. The effects of $H_{\text{max}}$ in this analysis is rather trivial and simply due to the small number of data points available for the fittings carried out at small $H_{\text{max}}$'s.

We investigate effect of $H_a$-window to the result of the finite-$T$ scaling (Eq. (16)) by fixing $H_{\text{min}} = 4 \text{T}$ and varying $H_{\text{max}}$. The orange points in Fig. S9(b) show that the value of $\nu$ obtained from the finite-$T$ scaling decreases with widening the $H_a$-window. This effect can be explained as follows. The finite-$T$ analyses employ the polynomial expansion shown in Eq. (17), the validity of which relies on condition that the variable $h/T^\beta$ has to be sufficiently small. By increasing $H_{\text{max}}$, the $\sigma(T)$ data with large $h/T^\beta$ are included into the fitting. For example, at $H_a = 9 \text{T}$, given that $\beta = 0.355$ and $H_{\text{cr}} \approx 5.07 \text{T}$, $h/T^\beta$ varies in the window $0.77 \leq h/T^\beta \leq 0.99$. The data at such large values of $h/T^\beta$ can make the expansion becomes unsuitable. In our analysis shown in the main text, the $H_a$-window is $4.5 \text{T} \leq H_a \leq 6 \text{T}$, and hence $-0.144 \leq h/T^\beta \leq 0.235$.
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