In this paper we study particle-vortex duality and the effect of theta terms from the point of view of AdS/CMT constructions. We can construct the duality in 2+1 dimensional field theories with or without a Chern-Simons term, and derive an effect on conductivities, when the action is viewed as a response action. We can find its effect on 3+1 dimensional theories, with or without a theta term, coupled to gravity in asymptotically AdS space, and derive the resulting effect on conductivities defined in the spirit of AdS/CFT. AdS/CFT then relates the 2+1 dimensional and the 3+1 dimensional cases naturally. Quantum gravity corrections, as well as more general effective actions for the abelian vector, can be treated similarly. We can use the fluid/gravity correspondence, and the membrane paradigm, to define shear and bulk viscosities $\eta$ and $\zeta$ for a gravity plus abelian vector plus scalar system near a black hole, and define the effect of the S-duality on it.
1 Introduction

Particle-vortex duality is a very useful tool in 2+1 dimensional quantum field theories [1] (see for instance [2–4]), though it was still not as used as the particle-monopole, or S-duality, in 3+1 dimensional quantum field theories. The duality goes back to work on superconductivity [5, 6] and anyon superconductivity and the fractional quantum Hall effect [7] (see also the early works [8, 9]), and was defined at the level of the path integral in [10,11] (see also [12,13] for another take on a path integral formulation).

Within the context of AdS/CFT correspondence [14] (see the books [15,16] for reviews; see also [17]), Witten [18] first described the effect of particle-vortex duality on current correlators in conformal field theories with abelian symmetries and speculated on the gravity dual, and afterwards the effect on M theory membranes was sketched in [19], but that was before the correct M theory description in terms of the ABJM model [20] was developed. More precisely, it was shown in [11] in a simple model based on (a reduction of) the ABJM model that the particle-vortex duality at the level of the path integral in 2+1 dimensional field theory corresponds to usual S-duality (or Maxwell duality) in the 3+1 dimensional gravitational bulk dual to it.\(^1\)

We are however interested in understanding better the effects of this particle-vortex duality on the gravity duals relevant for condensed matter, i.e., AdS/CMT (see the book [23] for a review), and in particular to transport coefficients like conductivity and shear viscosity, evaluated either in the field theory, or in the gravitational bulk. This will be the subject of this paper.

The AdS/CFT calculations using the membrane paradigm will be based on the original work of Iqbal and Liu [24] (see also [25]), as well as Kovtun, Son and Starinets [26] We we also treat quantum corrections to the gravitational action and the Maxwell and scalar fields in it, following the formalism of [27,28]. Within this context, the formalism for computing conductivities is based on [29,30]. We will also consider the membrane paradigm for the fluid/gravity correspondence defined in [31] (an early formulation is [32]).

The paper is organized as follows. In section 2 we describe particle-vortex duality in the presence of $\Theta$ terms in 2+1 dimensional field theories, and their effect on conductivities. In section 3 we consider an AdS/CMT set-up for the same, with a gravitational theory, with an asymptotically AdS black hole solution with a horizon, in 3+1 dimensions, and consider the effect of S-duality on Maxwell fields, and horizon conductivities in a membrane paradigm calculation. In section 4 we show that the result is consistent with AdS/CFT, by doing an expansion of the duality relations away from either the boundary, or the horizon of the black hole. In section 5 we consider the effect of gravitational quantum corrections on the S-duality and resulting conductivities. In section 6 we consider the fluid/gravity correspondence in a membrane paradigm calculation, and show that the shear and bulk viscosities are unaffected by matter, thus are unaffected by S-duality. In section 7 we conclude, and in the Appendix we review the standard particle-vortex duality in 2+1

\(^1\)See e.g., [21,22] for an early example of 2+1 dimensional duality in the path integral.
2 Particle-vortex duality in general 2+1 dimensional field theories

In a very simplified way, particle-vortex duality can be thought of as Poincaré duality in 2+1 dimensions, exchanging a real scalar $\theta$, identified with the angular variable of a (gauged) complex scalar field $\phi$, with a gauge field $a_\mu$, by

$$v(\partial_\mu \theta - eA_\mu) = \xi_\mu = \epsilon_{\mu\nu\rho} \partial^\nu a^\rho.$$  

(2.1)

It leads to a duality relation exchanging the electric current $j_\mu = e v^2 \partial_\mu \theta$ with the vortex current

$$j^\mu_{\text{vortex}} = \frac{e}{2\pi} \epsilon^{\mu\nu\rho} \partial_\nu \xi_\rho,$$

(2.2)

which is the Poincaré dual of the electric current,

$$J^\mu_{\text{vortex}} = \frac{1}{2\pi v^2} \epsilon^{\mu\nu\rho} \partial_\nu J_\rho,$$

(2.3)

justifying the name particle-vortex duality. The details of the duality are reviewed in the appendix, but for our purposes we will not need more than the above.

2.1 Maxwell-scalar theory

We will be interested in general 2+1 dimensional theories with gauge fields, for which we can calculate transport coefficients, in particular the conductivity matrix. We therefore start with a Maxwell gauge field, whose kinetic function $K(\phi)$ is defined by a real scalar with canonical kinetic term,

$$L_{\phi a} = -\frac{1}{2}(\partial_i \phi)^2 - V(\phi) - \frac{1}{4} K(\phi) f_{ij} f^{ij}, \quad i, j = 0, 1, 2,$$

(2.4)

where $f_{ij} = \partial_i a_j - \partial_j a_i$.

We want to write a dual action corresponding to it so, according to the procedure reviewed in the appendix, in order to have a duality valid at the level of the path integral, we write a master action (first order action) that is quadratic in the fields. Specifically, we consider $f_{ij}$ now an independent variable and we impose the Bianchi identity $\partial_{[i} f_{jk]} = 0$, that implies $f_{ij} = \partial_i a_j - \partial_j a_i$, with a Lagrange multiplier $\chi$, thus having

$$S_{\text{master}} = \int d^{2+1} x \left[ -\frac{1}{2}(\partial_i \phi)^2 - V(\phi) - \frac{1}{4} K(\phi) f_{ij} f^{ij} + \frac{1}{2} \epsilon^{ijk} \chi \partial_i f_{jk} \right].$$

(2.5)

Then indeed, eliminating the Lagrange multiplier $\chi$ through its equation of motion, we come back to the original action of $L_{\phi a}$. 
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If instead we eliminate the field $f_{ij}$ through its simple equation of motion, we obtain the dual action in terms of the Lagrange multiplier $\chi$, promoted to a real scalar field. We first partially integrate the term with $\chi$ (ignoring the boundary term) to $-\frac{1}{2} \partial_i \chi f_{jk}$, then we obtain the equation of motion

$$K(\phi) f^{ij} + \epsilon^{ijk} \partial_k \chi = 0,$$  \quad (2.6)

and then we replace the resulting

$$f_{ij} = -\frac{1}{K(\phi)} \epsilon^{ijk} \partial_k \chi$$  \quad (2.7)

in the master action, obtaining the dual Lagrangian

$$L^{\text{dual}}_{\phi \chi} = -\frac{1}{2} (\partial_i \phi)^2 - V(\phi) - \frac{1}{2K(\phi)} (\partial_i \chi)^2.$$  \quad (2.8)

As in the generic particle-vortex duality case before, we have traded a gauge field $a_i$ for a real scalar $\chi$. Moreover, as is appropriate for a duality, we have inverted the value of the coupling, from $g^2 = 1/K(\phi)$ for $a_i$ to $g'^2 = K(\phi)$ for $\chi$.

### 2.2 Including a Chern-Simons term

Next, we introduce a Chern-Simons term for the Maxwell field, with coefficient $-\Theta/(2\pi)$,

$$L'_{\phi a_i;\Theta} = -\frac{1}{2} (\partial_i \phi)^2 - V(\phi) - \frac{1}{4} K(\phi) f_{ij} f^{ij} - \frac{\Theta}{4\pi} \epsilon^{ijk} a_i f_{jk}.$$  \quad (2.9)

Now however, we cannot continue as before, imposing the Bianchi identity with a Lagrange multiplier $\chi$ for a master action in terms of an independent field $f_{ij}$, since the field $a_i$ already appears in the Chern-Simons term, and there is no way to equate it with the gauge field $a'_i$ that solves the Bianchi identity.

One possibility is to use the duality of this “topologically massive” theory [33] to a “self-dual in odd dimensions” theory [34], as done in [2] to related topological insulators to topological superconductors. We start with this, slightly extending the analysis of [2].

We first define

$$F^i \equiv \epsilon^{ijk} \partial_j a_k,$$  \quad (2.10)

thus rewriting $L'_{\phi a_i;\Theta}$ as

$$L''_{\phi a_i;\Theta} = -\frac{1}{2} (\partial_i \phi)^2 - V(\phi) + \frac{K(\phi)}{2} F_i F^i - \frac{\Theta}{2\pi} a_i F^i.$$  \quad (2.11)

Next, we write a master action for the Maxwell term, replacing it with an independent field $f_i$, as

$$S^\Theta_{\text{master}} = \int d^{2+1}x \left[ -\frac{1}{2} (\partial_i \phi)^2 - V(\phi) - \frac{K(\phi)}{2} f_i f^i + K(\phi) f_i F^i - \frac{\Theta}{2\pi} F^i a^i \right].$$  \quad (2.12)
We can check that the $f_i$ equation of motion is $f^i = F^i$, so we are back to the original action.

If instead we solve the equation of motion of $a_i$, which is

$$
\epsilon^{ijk} \partial_j (K(\phi) f_k) = \epsilon^{ijk} \partial_j \left( \frac{\Theta}{\pi} a_k \right),
\tag{2.13}
$$

by

$$
f_i = \frac{\Theta}{\pi K(\phi)} a_i,
\tag{2.14}
$$

and replace in the master action, we obtain the dual Lagrangian,

$$
L_{\phi a_i; \Theta}^{\text{dual}} = -\frac{1}{2} (\partial_i \phi)^2 - V(\phi) - \left( \frac{\Theta}{\pi} \right)^2 \frac{a_i a_i}{2K(\phi)} + \frac{\Theta}{2\pi} \epsilon^{ijk} a_i \partial_j a_k.
\tag{2.15}
$$

However, in this case it is less transparent what the action of the duality on the parameters of the theory, $K(\phi)$ and $\Theta/\pi$, is, as the dual action is of a different type than the original one.

But there is another way of doing the duality that is closer to our goal, since it exchanges a gauge field with another gauge field, and is closer in spirit to what we will do in 3+1 dimensions. Instead of imposing the Bianchi identity for $f_{ij}$, which would leave no control over what is the relation of the gauge field $a'_i$ to the $a_i$ in the Chern-Simons term, we impose the constraint that $f_{ij} = \partial_i a_j - \partial_j a_i$, with a Lagrange multiplier $\mathcal{A}_i$, to obtain the master action

$$
S_{\text{master}}^{\Theta} = \int d^{2+1}x \left[ -\frac{1}{2} (\partial_i \phi)^2 - V(\phi) - \frac{1}{4} K(\phi) f_{ij} f^{ij} - \frac{\Theta}{4\pi} \epsilon^{ijk} a_i f_{jk} + C \epsilon^{ijk} \mathcal{A}_i (f_{jk} - \partial_j a_k + \partial_k a_j) \right],
\tag{2.16}
$$

where $C$ is a constant, which for the moment is not fixed, but should be. Then if we vary with respect to the Lagrange multiplier $\mathcal{A}_i$, we get back to the original action.

But if instead we vary with respect to the gauge field $a_i$, we obtain an equation of motion that solves for $f_{ij}$ as

$$
f_{ij} = -\frac{4\pi}{\Theta} C (\partial_i \mathcal{A}_j - \partial_j \mathcal{A}_i).
\tag{2.17}
$$

When putting it back inside the master action, we obtain the dual Lagrangian,

$$
L_{\phi A_i}^{\text{dual}} = -\frac{1}{2} (\partial_i \phi)^2 - V(\phi) + \left( \frac{4\pi}{\Theta} \right)^2 C^2 \left[ -\frac{1}{4} K(\phi) \tilde{f}_{jk}^2 - \frac{\Theta}{4\pi} \epsilon^{ijk} \mathcal{A}_i \tilde{f}_{jk} \right],
\tag{2.18}
$$

where $\tilde{f}_{ij} = \partial_i A_j - \partial_j A_i$. We note then that the dual action has the same form as the original one, except with modified coefficients,

$$
K \rightarrow K' = \left( \frac{4\pi C}{\Theta} \right)^2 K.
$$
\[
\Theta \rightarrow \frac{\Theta'}{\pi} = \left(\frac{4\pi C}{\Theta}\right)^2 \frac{\Theta}{\pi}.
\eqref{eq:Theta_to_Theta_prime}
\]

We then notice if we choose \( C \) to equal to the coefficient of the Chern-Simons term, normalized by the common factor of it and the Maxwell term, i.e.,

\[
C = \frac{\Theta}{4\pi},
\eqref{eq:C_definition}
\]

then the action on the duality on the coefficients is

\[
K \rightarrow K' = \frac{K}{K^2 + \frac{\Theta^2}{\pi^2}},
\eqref{eq:K_to_K_prime}
\]

\[
\frac{\Theta}{\pi} \rightarrow \frac{\Theta'}{\pi} = \frac{\frac{\Theta}{\pi}}{K^2 + \frac{\Theta^2}{\pi^2}},
\eqref{eq:Theta_to_Theta_prime_prime}
\]

which will be also what we find from 3+1 dimensions, with \( \Theta_{2+1} = 4\Theta_{3+1} \).

### 2.3 Field theory action as response action and effect of duality on conductivities

The actions considered before, with a gauge field \( a_i \), could a priori be considered actions for a fundamental, electromagnetic, gauge field, whose variation would give the equation of motion for \( a_i \). But in the case we are interested in, of a nonzero Chern-Simons term (which as we saw is qualitatively different from the case without such a term, at least as far as the duality is concerned), a better interpretation is as response actions, encoding the response of the material to an external gauge field \( a_i \) (whose dynamics is therefore not encapsulated by the action we consider).

Indeed, it is well known that the quantum Hall effect is encapsulated in the Chern-Simons action (with a quantized coefficient), understood as a topological response action \cite{35}. The Hall current, \( j^a = \sigma_H \epsilon^{ab} E_b \), where \( a, b = 1, 2 \) are spatial indices, also implies (using current conservation and the Maxwell equations)

\[
\partial_0 \rho = -\partial_a j^a = -\sigma_H \epsilon^{ab} \partial_a E_b = \sigma_H \partial_0 B \Rightarrow \rho(B) - \rho_0 = \sigma_B,
\eqref{eq:current_conservation}
\]

and together, these equations form the topological response action coming from the Chern-Simons action,

\[
j^i = \sigma_H \epsilon^{ijk} \partial_j a_k = \frac{\delta S_{CS}}{\delta a_i}.
\eqref{eq:topological_response_action}
\]

We could in principle include also the Maxwell term in this analysis, thus considering that the Maxwell term also encodes the response of the material, this time the longitudinal response, provided we take the point that the electric field varies microscopically in time. Indeed, then we would write for the spatial components of the total current, obtained from the action viewed as a response action, so

\[
j^a = \frac{\delta S}{\delta a_a} = K \partial_j f^{ja} - \frac{\Theta}{2\pi} \epsilon^{aij} \partial_a j^j \simeq K \partial_0 f^{0a} - \frac{\Theta}{2\pi} \epsilon^{ab} E_b \simeq \frac{K}{\tau} \langle E_a \rangle - \frac{\Theta}{2\pi} \epsilon^{ab} E_b,
\eqref{eq:total_current}
\]
where we have assumed a time variation over a time scale $\tau$. Then $K/\tau$ acts as normal conductivity $\sigma_{ij,\parallel} = \sigma_{ij}|\delta_{ij}$ and $\Theta/(2\pi)$ as Hall conductivity $\sigma_{ij,\perp} = \sigma_{Hij}$. We finally deduce that the action of particle-vortex duality on the normal and Hall conductivities is

$$
\sigma_{\parallel} \rightarrow \sigma'_{\parallel} = \frac{\sigma_{\parallel}}{\sigma_{\parallel}^2 + \sigma_{H}^2},
$$
$$
\sigma_{H} \rightarrow \sigma'_{H} = -\frac{\sigma_{H}}{\sigma_{\parallel}^2 + \sigma_{H}^2}.
$$

(2.25)

This is the same action as was found by Burgess and Dolan [10] and also by Son [36], which in terms of $\sigma = \sigma_{xy} + i\sigma_{xx}$, where as we saw $\sigma_{H} = \sigma_{xy}$ and $\sigma_{\parallel} = \sigma_{xx}$, is

$$
\tilde{\sigma} = -\frac{1}{\sigma}.
$$

(2.26)

3 S-duality in 3+1 dimensional theories coupled to gravity and effect on conductivities

The next issue we want to describe is the action of S-duality, or particle-monopole duality, in 3+1 dimensional theories for Maxwell vector fields coupled to gravity, and a scalar field defining the kinetic terms. The reason is that we would like to describe the effect of the particle-vortex duality in a gravity dual, and as we argued, particle-vortex duality is mapped to S-duality.\(^2\)

The metric backgrounds we will consider then must be asymptotically AdS, and we also assume the existence of a black hole horizon inside the bulk, in order to have temperature and thermodynamic properties, including entropy, as well as transport properties like conductivity, which will be our main focus.

Near the black hole horizon, we consider

$$
g_{00} = -\frac{c_0}{r - r_0}, \quad g_{rr} = c_r (r - r_0),
$$

(3.1)

where $c_0$ and $c_r$ are constants.

3.1 S-duality

In this subsection we define the usual S-duality transformation, with the only generalization of a kinetic term for the abelian (Maxwell) vector field that depends on a scalar field. Thus, consider the Einstein-Maxwell-dilaton action

$$
S_{g-A-\phi} = \int d^4x \sqrt{-g} \left[ \frac{1}{2\kappa^2_N} \left( R - \frac{6}{L^2} \right) - \frac{1}{2} (\partial_\mu \phi)^2 - V(\phi) - \frac{K(\phi)}{4} g^{\mu\rho} g^{\nu\sigma} F_{\mu\nu} F_{\rho\sigma} \right].
$$

(3.2)

\(^2\)The idea of an S-duality, or $Sl(2, \mathbb{Z})$ invariant phenomenological gravity dual has been used a lot, see for instance [37].
where $F_{\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$. In most of the following, we put $2\kappa_N^2 = 1$. Here $L$ is the radius of the AdS background solution, considering that at the minimum, $V(\phi_{\text{min}}) = 0$.

As usual, for dualization of the action, we consider $F_{\mu \nu}$ to be an independent field, and add the Bianchi identity for it as a constraint with a Lagrange multiplier $B_\mu$, obtaining a master action

$$S_{\text{master}} = S_{g-A-\phi} + \frac{1}{2} \int d^4x \epsilon^{\mu \nu \rho \sigma} B_\mu \partial_\nu F_{\rho \sigma}. \quad (3.3)$$

If we solve for the constraint of the Lagrange multiplier $B_\mu$, we go back to the original action. We can instead solve for $F_{\mu \nu}$ and, defining

$$\tilde{F}_{\mu \nu} \equiv \partial_\mu B_\nu - \partial_\nu B_\mu, \quad (3.4)$$

and we obtain the equation of motion

$$F_{\mu \nu} = \frac{1}{2 \sqrt{-g} K(\phi)} \epsilon^{\mu \nu \rho \sigma} \tilde{F}_{\rho \sigma}. \quad (3.5)$$

Replacing in the action and using $\epsilon_{\mu \nu \lambda \tau} \epsilon^{\lambda \tau \rho \sigma} = 4g^{\rho \sigma}$, we obtain the dual action

$$S_{\text{dual}} = \int d^4x \sqrt{-g} \left[ \frac{1}{2\kappa_N^2} \left( R - \frac{6}{L^2} \right) - \frac{1}{2} (\partial_\mu \phi)^2 - V(\phi) - \frac{1}{4K(\phi)} g^{\mu \rho} g^{\nu \sigma} F_{\mu \nu} F_{\rho \sigma} \right] + \frac{\Theta}{2\pi} \epsilon^{\mu \nu \rho \sigma} F_{\mu \nu} F_{\rho \sigma}, \quad (3.6)$$

so just the original action, inverting the coupling function, $K(\phi) \to 1/K(\phi)$ and exchanging the field strength $F_{\mu \nu}$ with the dual field strength $\tilde{F}_{\mu \nu}$.

### 3.2 S-duality with theta term

Next we introduce a theta term to the 4-dimensional action, obtaining

$$S^\Theta_{g-A-\phi} = \int d^4x \left\{ \sqrt{-g} \left[ \frac{1}{2\kappa_N^2} \left( R - \frac{6}{L^2} \right) - \frac{1}{2} (\partial_\mu \phi)^2 - V(\phi) - \frac{K(\phi)}{4} g^{\mu \rho} g^{\nu \sigma} F_{\mu \nu} F_{\rho \sigma} \right] + \frac{\Theta}{2\pi} \epsilon^{\mu \nu \rho \sigma} F_{\mu \nu} F_{\rho \sigma} \right\}. \quad (3.7)$$

As before, we write a master action by makng the field $F_{\mu \nu}$ independent, and imposing its Bianchi identity with a Lagrange multiplier $B_\mu$,

$$S_{\text{master}}^\Theta = S_{g-A-\phi}^\Theta + \frac{1}{2} \int d^4x \epsilon^{\mu \nu \rho \sigma} B_\mu \partial_\nu F_{\rho \sigma}. \quad (3.8)$$

Indeed, then if we solve for $B_\mu$ we get back to the original action, or if we solve for $F_{\mu \nu}$, we get the equation of motion

$$\frac{\sqrt{-g} K(\phi)}{2} F_{\mu \nu} = \frac{\Theta}{\pi} \epsilon^{\mu \nu \rho \sigma} F_{\rho \sigma} + \frac{1}{2} \epsilon^{\mu \nu \rho \sigma} \partial_\rho B_\sigma. \quad (3.9)$$

Defining

$$C^{\mu \nu \rho \sigma} \equiv \frac{\sqrt{-g} K(\phi)}{2} g^{[\mu | \rho} g^{\nu] | \sigma} - \frac{\Theta}{\pi} \epsilon^{\mu \nu \rho \sigma}, \quad (3.10)$$
we solve for $F_{\mu\nu}$ in terms of the dual $\tilde{F}_{\mu\nu} = \partial_\mu B_\nu - \partial_\nu B_\mu$ as

$$F_{\mu\nu} = \tilde{C}_{\mu\nu\rho\sigma} \frac{1}{4} \epsilon^{\rho\sigma\alpha\beta} \tilde{F}_{\alpha\beta},$$  

(3.11)

where $\tilde{C}_{\mu\nu\rho\sigma} = (C^{\mu\nu\rho\sigma})^{-1}$ is the inverse matrix.

We proceed by parametrizing the inverse matrix as

$$\tilde{C}_{\mu\nu\rho\sigma} = \frac{a}{\sqrt{-g}} g_{[\mu|\rho} g_{\nu]\sigma} + \frac{b}{(-g)} \epsilon_{\mu\nu\rho\sigma},$$  

(3.12)

so that

$$F_{\mu\nu} = \frac{a}{\sqrt{-g}} \frac{1}{4} \epsilon_{\mu\nu\rho\sigma} \tilde{F}_{\rho\sigma} - \frac{b}{(-g)} \epsilon_{\mu\nu\rho\sigma},$$  

(3.13)

where as usual $\epsilon^{0123} = +1$ and $\epsilon_{\mu\nu\rho\sigma}$ has indices lowered with the metric. Then we impose

$$\left( \delta_{\rho\sigma}^{\mu\nu} \right) \equiv \frac{1}{2} (\delta^\mu_\rho \delta^\nu_\sigma - \delta^\mu_\sigma \delta^\nu_\rho)$$

$$C^{\mu\nu\alpha\beta} \tilde{C}_{\alpha\beta\rho\sigma} = \delta^{\mu\nu}_{\rho\sigma},$$  

(3.14)

which gives

$$\left( \frac{K(\phi)}{2} + \frac{4\Theta b}{\pi} \right) \delta^{\mu\nu}_{\rho\sigma} + \left( -\frac{\Theta a}{\pi \sqrt{-g}} + \frac{K(\phi) b}{2\sqrt{-g}} \right) \epsilon^{\mu\nu}_{\rho\sigma} = \delta^{\mu\nu}_{\rho\sigma},$$  

(3.15)

with the solution

$$a = \frac{K(\phi)/2}{(K(\phi)/2)^2 + (2\Theta/\pi)^2}; \quad b = \frac{\Theta/\pi}{(K(\phi)/2)^2 + (2\Theta/\pi)^2}.$$  

(3.16)

Then the master action, written as

$$S^{\Theta}_{\text{master}} = \int d^4 x \left\{ \sqrt{-g} \left[ \frac{1}{2\kappa_N^2} \left( R - \frac{6}{L^2} \right) - \frac{1}{2} \left( \partial_\mu \phi \right)^2 - V(\phi) \right] 
- \frac{1}{2} C^{\mu\nu\rho\sigma} F_{\mu\nu} F_{\rho\sigma} + \frac{1}{4} \epsilon^{\mu\nu\rho\sigma} F_{\mu\nu} \tilde{F}_{\rho\sigma} \right\}$$  

(3.17)

becomes the dual action

$$S^{\text{dual,} \Theta}_{k-B-\phi} = \int d^4 x \left\{ \sqrt{-g} \left[ \frac{1}{2\kappa_N^2} \left( R - \frac{6}{L^2} \right) - \frac{1}{2} \left( \partial_\mu \phi \right)^2 - V(\phi) \right] 
+ \frac{1}{32} \left( \epsilon_{\mu\nu} \epsilon^{\rho\sigma} \tilde{C}_{\rho\sigma\lambda\tau} \epsilon^{\lambda\tau\eta\theta} \tilde{F}_{\mu\nu} \tilde{F}_{\eta\theta} \right) \right\}$$

$$= \int d^4 x \left\{ \sqrt{-g} \left[ \frac{1}{2\kappa_N^2} \left( R - \frac{6}{L^2} \right) - \frac{1}{2} \left( \partial_\mu \phi \right)^2 - V(\phi) \right] 
+ \left[ -\sqrt{-g} \frac{a}{8} \tilde{F}_{\mu\nu} \tilde{F}^{\mu\nu} - \frac{b}{8} \epsilon^{\mu\nu\rho\sigma} \tilde{F}_{\mu\nu} \tilde{F}_{\rho\sigma} \right] \right\}$$

$$= \int d^4 x \left\{ \sqrt{-g} \left[ \frac{1}{2\kappa_N^2} \left( R - \frac{6}{L^2} \right) - \frac{1}{2} \left( \partial_\mu \phi \right)^2 - V(\phi) \right] 
+ \frac{1}{K(\phi)^2 + (4\Theta/\pi)^2} \left[ -\sqrt{-g} \frac{K(\phi)}{4} \tilde{F}_{\mu\nu} \tilde{F}^{\mu\nu} - \frac{\Theta}{2\pi} \epsilon^{\mu\nu\rho\sigma} \tilde{F}_{\mu\nu} \tilde{F}_{\rho\sigma} \right] \right\}.$$  

(3.18)
This is the same as the original action, just with the replacement

\[
K \rightarrow K' = \frac{K}{K^2 + \frac{(4\Theta)^2}{\pi^2}},
\]

\[
\frac{4\Theta}{\pi} \rightarrow \frac{4\Theta'}{\pi} = -\frac{\pi}{K^2 + \frac{(4\Theta)^2}{\pi^2}},
\]

(3.19)

the same as we obtained in the 2+1 dimensional calculation (except for a rescaling of \(K\) and \(\Theta\)). Note however that the \(K, \Theta\) parameters are now defined in 3+1 dimensions, therefore \textit{a priori} differently.

### 3.3 Effect on 2+1 dimensional conductivities from asymptotically AdS black holes

We next consider the set-up for an asymptotically AdS black hole solution of the 3+1 dimensional action, and the usual calculation of conductivities following the membrane paradigm in [24], influenced by the earlier KSS work [26]. The usual boundary term at the horizon of the black hole (considering a radial foliation, with horizon at \(r = r_0\)) is defined to be equal to \(\int d^{2+1}x j^i A_i\) \((i = 0, 1, 2)\), so that the current is defined as

\[
\frac{\delta S_{3+1}}{\delta \partial_r A_i},
\]

(3.20)

and on the original action with a theta term, we obtain

\[
\frac{4\Theta}{\pi} \rightarrow \frac{4\Theta'}{\pi} = -\frac{\pi}{K^2 + \frac{(4\Theta)^2}{\pi^2}},
\]

(3.21)

Here \(g\) is the determinant of the 3+1 dimensional metric, written as \(g = \gamma g_{rr}\), with \(\gamma\) the determinant of the 2+1 dimensional metric. Moreover, as usual, the condition of regularity at the horizon amounts to the use of the Eddington-Finkelstein variable

\[
dv = dt + \sqrt{-g} \frac{g_{rr}}{g_{00}} dr ,
\]

(3.22)

implying

\[
\partial_r A_i = \sqrt{-g} \frac{g_{rr}}{g_{00}} \partial_0 A_i, \quad r \rightarrow r_0,
\]

(3.23)

or, with the radial gauge choice \(A_r = 0\),

\[
F_{ri} = \sqrt{-g} \frac{g_{00}}{g_{00}} F_{0i}.
\]

(3.24)

This relation will also be derived more rigorously from the Maxwell equations, in a more general context, in section 5.1. This allows us to trade \(F_{ri}\) for the electric field \(F_{0i}\), and obtain the current

\[
\frac{\delta S_{3+1}}{\delta \partial_r A_i},
\]

(3.25)
with no sum over \( i = x, y \). Since (for a diagonal metric near the horizon, which we assume)
\[
\sqrt{g} = \sqrt{g_{rr} g_{ii}} \quad \text{(with no sum over \( i \))},
\]
we finally obtain
\[
\begin{align*}
  j^x &= -K(\phi) F_{0x} - \frac{4\Theta}{\pi} F_{0y} \\
  j^y &= -K(\phi) F_{0y} + \frac{4\Theta}{\pi} F_{0x}.
\end{align*}
\]
(3.26)

Since \( F_{0x} = -E_x \) and \( F_{0y} = -E_y \), and in general the conductivity is a matrix defined by
\( j^a = \sigma^{ab} E_b \), for \( a, b = x, y \), we obtain
\[
\begin{align*}
  \sigma_{xx} &= K(\phi), \quad \sigma_{xy} = \frac{4\Theta}{\pi}.
\end{align*}
\]
(3.27)

Then after the duality transformation, we find that the new conductivities satisfy
\[
\begin{align*}
  \sigma'_{xx} &= \frac{\sigma_{xx}}{\sigma_{xx}^2 + \sigma_{xy}^2}, \\
  \sigma'_{xy} &= -\frac{\sigma_{xy}}{\sigma_{xx}^2 + \sigma_{xy}^2}.
\end{align*}
\]
(3.28)
(3.29)

Then forming as before \( \sigma = \sigma_{xy} + i \sigma_{xx} \), we find the same S-duality transformation as calculated in 2+1 dimensions,
\[
\sigma' = -\frac{1}{\sigma}.
\]
(3.30)

Unlike the action of the duality on \( K \) and \( \Theta \), which were defined \textit{a priori} differently in 2+1 and in 3+1 dimensions (and with different normalizations), the action on the physical conductivities is unambiguous, and we see that indeed we obtain the same result, as we expected due to the existence of the AdS/CFT correspondence.

4 Relating the 3+1 dimensional case to the 2+1 dimensional case through AdS/CFT

We now show that indeed, AdS/CFT should relate the two pictures, as it obviously does. It was shown in [11], in the case that the 3+1 dimensional action had only a simple Maxwell term (and the 2+1 dimensional action had no Chern-Simons term), that the Maxwell duality (S-duality) relation in 3+1 dimensional AdS space reduces to a set of relations that imply both the particle-vortex duality relation, and the equation of motion for the Maxwell field, defining the evolution in the radial direction. Here we generalize this result to the case of the theta term and of the asymptotically AdS black hole, and also we show that a similar analysis can be performed near the horizon of the black hole.

4.1 Analysis at the boundary

In principle we should consider the expansion of the metric near the boundary, as being AdS space plus corrections. However, since the analysis is more complicated, but morally
nothing changes, we will instead pretend that we have just AdS space, with no corrections,
everywhere, with metric
\[
\textit{ds}^2 = \frac{-dt^2 + dx^2 + dy^2 + \textit{dr}^2}{r^2}.
\] (4.1)

We expand around the boundary of this AdS space, at \( r = 0 \). Consider the duality relation
(3.13) and use the radial gauge \( A_r = 0 \), which becomes explicitly (substituting the metric of AdS and using \( \epsilon^0_{\text{rab}} = \epsilon^{ab} \), and redefining \( a/2 \to a \))
\[
\begin{align*}
F_{0a} &= a\partial_r \epsilon^{ab} \tilde{A}_b - b\tilde{F}_{0a} \\
\partial_r A_a &= a\epsilon^{ab} \tilde{F}_{0b} - b\partial_r \tilde{A}_a.
\end{align*}
\] (4.2)

We also write the inverse duality relation,
\[
\tilde{F}_{\mu\nu} = K(\phi) 2\sqrt{-g} \epsilon_{\mu\nu\rho\sigma} F^{\rho\sigma} - \frac{4\Theta}{\pi} F_{\mu\nu},
\] (4.3)

which becomes
\[
\begin{align*}
\tilde{F}_{0a} &= K(\phi) \epsilon^{ab} \partial_r A_b - \frac{4\Theta}{\pi} F_{0a} \\
\partial_r \tilde{A}_a &= K(\phi) \epsilon^{ab} F_{0b} - \frac{4\Theta}{\pi} \partial_r A_a.
\end{align*}
\] (4.4)

We can also similarly express \( F_{ab}, A_0 \) and \( \tilde{F}_{ab}, \tilde{A}_0 \), to generalize the relations to \( F_{ij}, A_i \) and \( \tilde{F}_{ij}, \tilde{A}_i \).

Expanding in \( r \),
\[
\begin{align*}
A_i &= \sum_{n \geq 0} \frac{r^n}{n!} a_i^{(n)} \\
F_{ij} &= \sum_{n \geq 0} \frac{r^n}{n!} f_{ij}^{(n)} \\
\tilde{F}_{ij} &= \sum_{n \geq 0} \frac{r^n}{n!} \tilde{f}_{ij}^{(n)},
\end{align*}
\] (4.5)

and substituting in (4.2) and (4.4) and their generalizations, we obtain (using \( \epsilon^{ab} = \epsilon^{0ab} = -\epsilon^{a0b} \))
\[
\begin{align*}
f_{ij}^{(n)} &= -a \epsilon_{ijk} \tilde{a}_k^{(n+1)} - bf_{ij}^{(n)} \\
\tilde{a}_i^{(n+1)} &= -b\tilde{a}_i^{(n+1)} - \frac{a}{2} \epsilon_{ijk} \tilde{f}_{jk}^{(n)} \\
\tilde{f}_{ij}^{(n)} &= -K(\phi) \epsilon_{ijk} a_k^{(n+1)} - \frac{4\Theta}{\pi} f_{ij}^{(n)} \\
\tilde{a}_i^{(n+1)} &= -\frac{4\Theta}{\pi} a_i^{(n+1)} - \frac{K(\phi)}{2} \epsilon_{ijk} f_{jk}^{(n)}.
\end{align*}
\] (4.6) (4.7) (4.8) (4.9)

Writing \( f_{ij}^{(n+1)} = \partial_i a_j^{(n+1)} - \partial_j a_i^{(n+1)} \) from both (4.6) and from (4.7), using \( 2\partial_i [\epsilon_{ijkl}] = 2\partial_i [\epsilon_{kl}ijkl] \), and equating the two results, we obtain
\[
\frac{1}{2} \partial_i \tilde{f}_{ji}^{(n)} = -\tilde{a}_i^{(n+2)}.\] (4.10)
Similarly, writing $\tilde{f}_{ij}^{(n+1)} = \partial_i \tilde{a}_j^{(n+1)} - \partial_j \tilde{a}_i^{(n+1)}$ from both (4.8) and from (4.9) and equating the two results, we obtain

$$\frac{1}{2} \partial^j f_{ij}^{(n)} = -a_i^{(n+2)}.$$ (4.11)

These two relations are the same ones obtained in [11], so the presence of the theta term doesn’t affect them. It means, as stated in [11], that we can freely give either $a_i^{(0)}$ and $\tilde{a}_i^{(0)}$, or $a_i^{(1)}$ and $\tilde{a}_i^{(1)}$, and then the higher orders are found from the duality relation, standing in for the equations of motion. The duality relation for $a_i^{(1)}$ in terms of $\tilde{a}_i^{(1)}$ and $\tilde{a}_i^{(0)}$,

$$a_i^{(1)} = -b \tilde{a}_i^{(1)} - a\epsilon_{ijk} \partial_j \tilde{a}_k^{(0)},$$ (4.12)

as well as the reverse one,

$$\tilde{a}_i^{(1)} = -\frac{4\Theta}{\pi} a_i^{(1)} - K(\phi)\epsilon_{ijk} \partial_j a_k^{(0)},$$ (4.13)

are seen to be the same ones from the 2+1 dimensional case, as advertised.

Note that half of the equations in (4.6,4.7,4.8,4.9) are redundant, substituting ones in others we obtain consistency conditions that are satisfied.

### 4.2 Analysis at the horizon

The analysis at the horizon is somewhat similar, just that we now have

$$g_{00} = -\frac{c_0}{r - r_0}, \quad g_{rr} = c_r(r - r_0),$$ (4.14)

which means that the duality relation (3.13) becomes

$$F_{0a} = a \frac{\alpha}{r - r_0} \epsilon_{ab} \partial_r \tilde{A}_b - b \tilde{F}_{0a},$$
$$\partial_r A_a = \frac{a(r - r_0)}{\alpha} \epsilon_{ab} \tilde{F}_{0b} - b \partial_r \tilde{A}_a ,$$ (4.15)

where we have defined $\alpha \equiv \sqrt{\frac{c_0}{c_r}}$, and similar relations for $F_{ab}$ and $\partial_r A_0$. Similarly, the inverse duality relation becomes

$$\tilde{F}_{0a} = \frac{\alpha K(\phi)}{r - r_0} \epsilon_{ab} \partial_r A_b - \frac{4\Theta}{\pi} F_{0a},$$
$$\partial_r \tilde{A}_a = \frac{K(\phi)(r - r_0)}{\alpha} \epsilon_{ab} \tilde{F}_{0b} - \frac{4\Theta}{\pi} \partial_r A_a ,$$ (4.16)

and similar relations for $\tilde{F}_{ab}$ and $\partial_r \tilde{A}_0$. We now define an expansion in terms of $\tilde{r} = r - r_0$,

$$A_i = \sum_{n \geq 0} \frac{r^n}{n!} a_i^{(n)}$$
$$F_{ij} = \sum_{n \geq 0} \frac{r^n}{n!} f_{ij}^{(n)}$$
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\[ \tilde{F}_{ij} = \sum_{n \geq 0} \frac{\tilde{r}^n}{n!} \tilde{f}^{(n)}_{ij}, \]  

(4.17)

just that, unlike the boundary, the duality relations have now extra factors of \( \tilde{r} \).

Then by substituting the expansions in the generalizations of the duality relations above, we obtain

\[ f_{ij}^{(n)} = -b \tilde{f}_{ij}^{(n)} - a \alpha \epsilon_{ijk} \tilde{a}_{k}^{(n+2)} \]  

(4.18)

\[ a_{i}^{(n+2)} \frac{n}{n+1} = -b \tilde{a}_{i}^{(n+2)} \frac{n}{n+1} - a \frac{1}{\alpha} \epsilon_{ijk} \tilde{f}_{jk}^{(n)} \]  

(4.19)

\[ \tilde{f}_{ij}^{(n)} = -\frac{4 \Theta}{\pi} f_{ij}^{(n)} - \frac{K(\phi)}{n+1} \epsilon_{ijk} a_{k}^{(n+2)} \]  

(4.20)

\[ \tilde{a}_{i}^{(n+2)} \frac{n}{n+1} = -\frac{4 \Theta}{\pi} a_{i}^{(n+2)} \frac{n}{n+1} - \frac{K(\phi)}{\alpha} \epsilon_{ijk} \tilde{f}_{jk}^{(n)} \]  

(4.21)

Writing \( f_{ij}^{(n+2)} = \partial_{i} a_{j}^{(n+2)} - \partial_{j} a_{i}^{(n+2)} \) from both (4.19) and from (4.18), and equating the two results, we obtain

\[ \frac{1}{2} \partial_{k} f_{kl}^{(n)} = -\frac{\alpha^2}{(n+1)(n+3)} \tilde{a}_{l}^{(n+4)}. \]  

(4.22)

Similarly, writing \( \tilde{f}_{ij}^{(n+2)} = \partial_{i} \tilde{a}_{j}^{(n+2)} - \partial_{j} \tilde{a}_{i}^{(n+2)} \) from both (4.21) and from (4.20) and equating the two results, we obtain

\[ \frac{1}{2} \partial_{k} f_{kl}^{(n)} = -\frac{\alpha^2}{(n+1)(n+3)} a_{l}^{(n+4)}. \]  

(4.23)

Thus the only new feature is that now we relate \( a_{i}^{(n)} \) with \( a_{l}^{(n+4)} \), instead of \( a_{i}^{(n+2)} \). That means that, by the duality relation alone, we can freely give \( a_{i}^{(0)}, a_{i}^{(1)}, a_{i}^{(2)} \) and \( a_{i}^{(3)} \) at the horizon (of course, the equations of motion can further constrain this).

At the horizon, the duality relations between the freely specified gauge fields contain extra factors of \( \alpha \),

\[ a_{i}^{(2)} = -b \tilde{a}_{i}^{(2)} - \frac{a}{\alpha} \epsilon_{ijk} \partial_{j} \tilde{a}_{k}^{(0)} \]

\[ \tilde{a}_{i}^{(2)} = -\frac{4 \Theta}{\pi} a_{i}^{(2)} - \frac{K(\phi)}{\alpha} \epsilon_{ijk} \partial_{j} a_{k}^{(0)} \]  

(4.24)

but otherwise are the same.

5 General 3+1 dimensional Einstein-gauge-dilaton action involving quantum corrections

In this section we will consider the effect of quantum corrections to the 3+1 dimensional gravitational plus vector plus scalar action considered in the previous sections. This will introduce extra terms, both in the gravitational action, and in the scalar kinetic action.
As before, we will be interested in metrics that go asymptotically (near the boundary) to AdS space, and have black hole horizons in a radial foliation, at some value \( r = r_0 \). Generically then, we consider a diagonal metric that depends only on the radial coordinate, i.e.,

\[
    ds^2 = g_{00}(r) dt^2 + g_{rr}(r) dr^2 + \sum_{a=1,2} g_{aa}(r) (dx^a)^2.
\]

(5.1)

Moreover, we are interested in a more general kinetic term for the Maxwell field (see \([27,28]\)), of the form (note that even the \( \sqrt{-g} \) is considered part of the kinetic function)

\[
    S_M = \int d^{d+1}x \left[ -\frac{1}{4} F_{\mu\nu} X^{\mu\nu\rho\sigma} F_{\rho\sigma} \right],
\]

(5.2)

where \( X^{\mu\nu\rho\sigma} \) is antisymmetric in \((\mu\nu)\) and \((\rho\sigma)\).

Moreover, we have in mind an application to a case similar to the ones from previous sections, like

\[
    S_{\text{gauge}} = \int d^{d+1}x \left[ -\frac{K(\phi(r))}{4} \sqrt{-g} F_{\mu\nu} F^{\mu\nu} + \frac{2\Theta}{\pi} F_{\mu\nu} \tilde{F}^{\mu\nu} \right],
\]

(5.3)

so that we can split the kinetic matrix \( X \) into a diagonal, and an off-diagonal part,

\[
    X^{\mu\nu\rho\sigma} = AX^{\mu\nu\rho\sigma}\delta_{\rho\sigma}^{\mu\nu} + Be^{\mu\nu\rho\sigma},
\]

(5.4)

(no sum over \( \mu\nu\rho\sigma \)) where \( A \) and \( B \) are defined such that they are constants at the horizon \( r = r_0 \), whereas \( X^{\mu\nu\rho\sigma} \) doesn’t need to be.

### 5.1 Formalism for evolution of the abelian field strength in gravitational background

The equation of motion for the Maxwell field coming from (5.2) is

\[
    \partial_\mu (X^{\mu\nu\rho\sigma} F_{\rho\sigma}) = 0
\]

(5.5)

This needs to be supplemented with the Bianchi identity

\[
    \partial_{[\mu} F_{\nu\rho]} = 0,
\]

(5.6)

which implies that \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \).

We also consider gauge field perturbations of definite momenta \( q_1, q_2 \) in the two spatial boundary direction, so

\[
    A_\mu = A_\mu(t,r) e^{iq_a x^a}.
\]

(5.7)

Then, considering that the metric itself depends only on \( r \) (so also does \( X^{\mu\nu\rho\sigma} \)), but the gauge field perturbation depends on everything, the \( \nu = t, r, x, y \) components of (5.5) become

\[
    \partial_r (AX^{rr} F_{rt}) - \partial_r (BF_{xy}) - iq_1AX^{xtxt} F_{0x} - iq_2AX^{yttt} F_{0y} + iB(q_1 F_{ry} - q_2 F_{rx}) = 0
\]
\[ AX^{rtr} \partial_t F_{0r} + B \partial_t F_{xy} + A (iq_1 X^{xty} F_{tx} + iq_2 X^{yty} F_{ty}) - B (iq_1 F_{0y} - iq_2 F_{0x}) = 0 \]

\[ \partial_r (AX^{rty} F_{rx}) + \partial_r (BF_{0y}) + AX^{txt} \partial_t F_{0x} - B \partial_t F_{ry} - iq_2 AX^{yty} F_{xy} - iq_2 BF_{0r} = 0 \]

\[ \partial_r (AX^{yty} F_{ry}) - \partial_r (BF_{0x}) + AX^{trt} \partial_t F_{0y} + B \partial_t F_{rx} + iq_1 AX^{xty} F_{xy} + iq_1 BF_{0r} = 0 , \]

(5.8)

and the components of the Bianchi identity without \( y, x, t, r \) become

\[-\partial_r F_{0x} + \partial_x F_{0r} + \partial_t F_{tx} = 0 \]

\[-\partial_r F_{0y} + \partial_y F_{0r} + \partial_t F_{ty} = 0 \]

\[ \partial_r F_{xy} - \partial_x F_{ry} + \partial_y F_{rx} = 0 \]

\[-\partial_x F_{0y} + \partial_y F_{0x} + \partial_t F_{xy} = 0 . \]

(5.9)

Defining lightcone coordinates \( x^\pm \) by

\[ A_\pm \equiv \frac{1}{2} (A_x \pm A_y) , \quad \partial_x \equiv \frac{1}{2} (\partial_x \pm \partial_y) . \]

(5.10)

and field strength components

\[ F_{xy} = 2F_{-+} , \quad F_{0\pm} = \frac{1}{2} (F_{0x} \pm F_{0y}) , \quad F_{r\pm} = \frac{1}{2} (F_{rx} \pm F_{ry}) , \]

(5.11)

and taking \( q_1 = q_2 = q \), so that \( \partial_- [...] = 0 \), the Bianchi identities become

\[ \partial_t F_{r-} = \partial_r F_{0-} \]

(5.12)

\[ \partial_t F_{r+} = \partial_r F_{0+} - iq F_{0r} . \]

(5.13)

\[ \partial_r F_{-+} = -iq F_{0-} \]

(5.14)

\[ \partial_r F_{-+} = -iq F_{r-} . \]

(5.15)

Taking the time derivative of the difference between the \( x \) and \( y \) components of the equation of motion in (5.8), and assuming \( X^{txt} = X^{tyty} \) and \( X^{rty} = X^{rxyy} \), we obtain

\[ \partial_r (AX^{rty} \partial_t F_{rx}) + AX^{txt} \partial_t^2 F_{0x} + \partial_r (B \partial_t F_{0r}) - B \partial_t^2 F_{r+} \]

\[-iq(AX^{xtyy} 2 \partial_t F_{-+} + B \partial_t F_{0r}) = 0 . \]

(5.16)

Using the Bianchi identities to replace \( \partial_t F_{r-} = \partial_r F_{0-} \) and \( \partial_t F_{r+} = \partial_r F_{0+} - iq F_{0r} \), and then taking the \( q \to 0 \) limit, we obtain

\[ \partial_t^2 F_{0-} + \frac{1}{AX^{txt}} \partial_r (AX^{rxy} \partial_t F_{0-}) + \frac{\partial_r B}{AX^{txt}} \partial_t F_{0+} = 0 , \]

(5.17)

where the last term can be assumed to be small (by choosing \( B \) to vary little near the horizon), giving

\[ \partial_t^2 F_{0-} \simeq - \frac{1}{AX^{txt}} \partial_r (AX^{rxy} \partial_t F_{0-}) . \]

(5.18)

Assuming also that

\[ A^2 X^{rxy} X^{txtx} \equiv - \widetilde{\Delta} \]

(5.19)
is finite (so slowly varying) and positive at the horizon (in the case of just the Maxwell term with $K(\phi)$ kinetic function, we obtain $\Delta = K^2(\phi)$), we can rewrite it as

$$
\partial_t^2 F_0 \simeq \Delta \left( \frac{1}{AX^{txtx}} \partial_t \right)^2 F_0
$$

(5.20)

Assuming a small variation in time, and that $\partial_t F_0 = \Gamma F_0$ and $\left( \frac{1}{AX^{txtx}} \partial_t \right) F_0 = a F_0$, we can solve the quadratic equation and afterwards reform the derivatives.

Taking instead the time derivative of the sum of the $x$ and $y$ components of the equation of motion in (5.8), we obtain

$$
\partial_r (AX^{txtx} \partial_t F_{r+}) + AX^{txtx} \partial_t^2 F_{0+} - \partial_r (B \partial_t F_{0-}) + B \partial_t^2 F_{r-} = 0.
$$

(5.21)

Using the Bianchi identities as before, and taking the limit $q \to 0$, and also assuming the term with $\partial_r B$ to be negligible, we obtain

$$
\partial_t^2 F_{0+} \simeq -\frac{1}{AX^{txtx}} \partial_r (AX^{txtx} \partial_t F_{0+}) \simeq +\Delta \left( \frac{1}{AX^{txtx}} \partial_r \right)^2 F_{0+}.
$$

(5.22)

Assuming as before $\partial_t F_{0+} = \Gamma F_{0+}$ and $\left( \frac{1}{AX^{txtx}} \partial_t \right) F_{0-} = a F_{0-}$, taking the square root algebraically, and then reforming the derivatives, we obtain

$$
\partial_t F_{0+} = \sqrt{\Delta} \frac{1}{AX^{txtx}} \partial_r F_{0+} = \sqrt{-\frac{X^{txtx}}{X^{txtx}} \partial_t F_{r+}},
$$

(5.23)

where in the last equality we used the Bianchi identity $\partial_r F_{0+} \simeq \partial_t F_{r+}$.

We can do the same trick of taking the square root algebraically and then reforming the derivatives in (5.20), and obtain similarly

$$
\partial_t F_{0-} \simeq \sqrt{-\frac{X^{txtx}}{X^{txtx}} \partial_t F_{r-}},
$$

(5.24)

where we have used the Bianchi identity $\partial_r F_{0-} \simeq \partial_t F_{r-}$.

Now taking the sums and differences of (5.23) and (5.24), and using $F_{0x} = F_{0+} + F_{0-}$, $F_{0y} = F_{0+} - F_{0-}$, $F_{rx} = F_{r+} + F_{r-}$ and $F_{ry} = F_{r+} - F_{r-}$, we obtain finally

$$
F_{0x} \simeq \sqrt{-\frac{X^{txtx}}{X^{txtx}} F_{rx}},
$$

$$
F_{0y} \simeq \sqrt{-\frac{X^{txtx}}{X^{txtx}} F_{ry}}.
$$

(5.25)

For the standard Maxwell kinetic term with prefactor $K(\phi)$, this becomes just

$$
F_{0a} \simeq \sqrt{-\frac{g^{tx}}{g^{tt}} F_{ra}},
$$

(5.26)

the same formula that was derived from the fact that the nonsingular coordinate at the horizon was the Eddington-Finkelstein one, in (3.24).
In order to apply to our case (5.3), we take $AX_{rxx} = \sqrt{-g}K(\phi)g^{rr}g^{xx}$, $AX_{txtx} = \sqrt{-g}K(\phi)g^{tt}g^{xx}$, $B = \frac{2\Theta}{\pi}$. Then we get

$$
F_{0x} = \sqrt{-\frac{g_{rr}}{g_{tt}}} F_{rx},
$$
$$
F_{0y} = \sqrt{-\frac{g_{rr}}{g_{tt}}} F_{ry}.
$$

(5.27)

Inverting these relations, we obtain

$$
F_{rx} = \sqrt{-\frac{g_{rr}}{g_{tt}}} F_{0x},
$$
$$
F_{ry} = \sqrt{-\frac{g_{rr}}{g_{tt}}} F_{0y}.
$$

(5.28)

We next define, in a covariant formalism, the current at the horizon by the variation of the action with respect to $F_{\mu\nu} n^\mu$, where $n^\mu$ is a unit vector in the radial direction, so

$$
j^\nu = n^\mu X^{\mu\nu\rho\sigma} F_{\rho\sigma} |_{r=r_0}.
$$

(5.29)

Then for the spatial components we get

$$
j^a = n_r X^{ra\rho\sigma} F_{\rho\sigma} = n_r \left[ X^{raa} F_{ra} + X^{r0b} F_{0b} \right],
$$

(5.30)

without sum over $a$ (only over $b$), which in our case in (5.3) becomes

$$
j^a = K \sqrt{-\frac{g_{tt}}{g_{rr}}} F_{ra} + \frac{4\Theta}{\pi} \epsilon^{ab} F_{0b}.
$$

(5.31)

Substituting (5.28) here, we obtain

$$
-j^x = K(\phi) F_{0x} + \frac{4\Theta}{\pi} F_{0y},
$$
$$
-j^y = K(\phi) F_{0y} - \frac{4\Theta}{\pi} F_{0x},
$$

(5.32)

the same result as (3.26) from section 3.3, which implies as before

$$
\sigma_{xx} = K(\phi), \quad \sigma_{xy} = \frac{4\Theta}{\pi}.
$$

(5.33)

5.2 Effect of induced Gauss-Bonnet-Maxwell terms and S-duality

Using the formalism of [27] (itself extending the one in [26]), a dimensional reduction of the 4+1 dimensional action with Gauss-Bonnet quantum gravity corrections,

$$
S_{5dGB} = \frac{1}{16\pi G_N} \int d^5x \sqrt{-g} \left[ R - 2\Lambda + \frac{\lambda_{GB}}{2} L^2 \left( R^2 - 4R_{MN}R^{MN} + R_{MNPQ}R^{MNPQ} \right) \right],
$$

(5.34)
along a direction $y$, under the KK ansatz
\begin{equation}
  ds^2 = \tilde{g}_{\mu\nu}dx^\mu dx^\nu + e^{2\rho}(dy + A_\mu dx^\mu)^2,
\end{equation}
that defines the Maxwell field as coming from the off-diagonal metric, leads to a 4 dimensional quadratic action for the vector potential of the type
\begin{equation}
  S_{GB}^{\text{vector}} = \int d^4x \sqrt{-\tilde{g}} e^{3\rho} \left[ -\frac{1}{4} Z F^2 - \frac{\lambda_{GB}}{2} \tilde{E} \{ Y[R^B]_{\mu\nu\rho\sigma} F_{\mu\nu} F_{\rho\sigma} \\
  + 4([R^B\tilde{g}]_{\mu\nu\rho\sigma} - [R^B]_{\mu\nu}) F_{\mu\nu} F_{\rho\sigma} + ([R^B] - 2[R^B\tilde{g}]^2) \} \right],
\end{equation}
where tilde refers to the $\tilde{g}_{\mu\nu}$ metric, and $R^B$ refers to background curvature, i.e., the 5-dimensional quantity with $A_\mu = 0$. Moreover, for the reduction we obtain $Z = Y = 1$, but if we consider more general quantum corrections, we can generalize the action with some arbitrary functions of the scalars $Z, Y$.

The action can be put into the general form (5.2), with $X^{\mu\nu\rho\sigma} = \sqrt{-\tilde{g}} e^{3\rho} \dot{X}^{\mu\nu\rho\sigma}$ and
\begin{equation}
  \dot{X}^{\mu\nu\rho\sigma} = Z g^{[\nu[\sigma} g^{\mu]\rho]} + \lambda_{GB} \tilde{E} L^2 Y \left\{ [R^B]_{\mu\nu\rho\sigma} + 4([R^B\tilde{g}]_{\mu\nu\rho\sigma} - [R^B]_{\mu\nu}) g^{[\nu[\sigma} g^{\mu]\rho]} \right\} \\
  + ([R^B] - 2[R^B\tilde{g}]^2) g_{\mu\nu} \right\} \right\} \\
  \equiv Z g^{[\nu[\sigma} g^{\mu]\rho]} + \lambda_{GB} \tilde{E} L^2 Y E(g)^{\mu\nu\rho\sigma}.
\end{equation}

We further generalize (5.36) by adding a theta term, and then writing a master action, by turning the $F_{\mu\nu}$ into an independent field, and imposing the Bianchi identity with a Lagrange multiplier $a_\mu$, after which we partially integrate, to obtain
\begin{equation}
  S^\Theta_{\text{master}} = \int d^4x \left[ -\frac{1}{4} F_{\mu\nu} X^{\mu\nu\rho\sigma} F_{\rho\sigma} + \frac{\Theta}{2\pi} \epsilon^{\mu\nu\rho\sigma} F_{\mu\nu} F_{\rho\sigma} - \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} f_{\mu\nu} F_{\rho\sigma} \right],
\end{equation}
where $f_{\mu\nu} = \partial_\mu a_\nu - \partial_\nu a_\mu$. We can reabsorb the theta term, as before, in a redefinition of the $X^{\mu\nu\rho\sigma}$, as
\begin{equation}
  \dot{X}^{\mu\nu\rho\sigma} = \sqrt{-\tilde{g}} e^{3\rho} \dot{X}^{\mu\nu\rho\sigma} - \frac{2\Theta}{\pi} \epsilon^{\mu\nu\rho\sigma}.
\end{equation}
As before, we calculate its inverse, defined as
\begin{equation}
  \dot{X}^{\mu\nu\lambda\tau} (\dot{X}^{-1})_{\lambda\tau\rho\sigma} = \delta^{\mu\nu}_{\rho\sigma},
\end{equation}
leading to the dual action (for comparison with subsection 3.2, note $a_\mu \rightarrow -B_\rho/2$, $\tilde{X} \rightarrow 2C$, $\tilde{X}^{-1} \rightarrow \tilde{C}/2$)
\begin{equation}
  S^\Theta_{\text{dual}} = \int d^4x \left[ -\frac{1}{4} f^{\mu\nu}(\dot{X}^{-1})_{\mu\rho\sigma} f_{\rho\sigma} \right],
\end{equation}
where $(\dot{X}^{-1})_{\mu\rho\sigma} \equiv \epsilon_{\mu\lambda\tau} (\dot{X}^{-1})_{\lambda\tau\eta\sigma} \epsilon^{\eta\rho\sigma}$.

For the calculation of the inverse, we work to leading order in the Riemann tensor (or equivalently, in $E(g)^{\mu\nu\rho\sigma}$ or, more practically, in $\lambda_{GB}$). We parametrize
\begin{equation}
  (\dot{X}^{-1})_{\mu\rho\sigma} = \frac{a}{\sqrt{-g}} g_{[\mu[\rho} g_{\sigma]\nu} + \frac{b}{(-g)} \epsilon_{\mu\nu\rho\sigma} + \frac{c}{\sqrt{-g}} \lambda_{GB} L^2 E(g)^{\mu\rho\sigma},
\end{equation}
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Imposing the inverse condition, we fix
\[
a = \frac{e^{3\rho}Z}{(e^{3\rho}Z)^2 + \left(\frac{4\Theta}{\pi}\right)^2}, \quad b = -\frac{2\Theta e^{3\rho}Z}{(e^{3\rho}Z)^2 + \left(\frac{4\Theta}{\pi}\right)^2}, \quad c = -\frac{e^{3\rho}Y}{(e^{3\rho}Z)^2 + \left(\frac{4\Theta}{\pi}\right)^2}. \tag{5.43}
\]

Indeed, we have already calculated the inverse of the matrix without the Gauss-Bonnet term in section 3.2, and it agrees with the above, considering that \( K = e^{3\rho}Z \), whereas the extra GB term, assumed to be small, only comes with the opposite sign.

Next, to write the currents, we only need to use the general formalism of the previous subsection, and to define \( E(g)^{rxr} \equiv r \), to obtain
\[
\begin{align*}
  j^1 &= e^{3\rho}(Z + \lambda_{GB}L^2Yr)F^{01} + \frac{4\Theta}{\pi}F^{02} \\
  j^2 &= e^{3\rho}(Z + \lambda_{GB}L^2Yr)F^{02} - \frac{4\Theta}{\pi}F^{01}. \tag{5.44}
\end{align*}
\]

After the duality, we obtain instead
\[
\begin{align*}
  j^1 &= (a + c\lambda_{GB}L^2r)F^{01} + 2bf^{02} \\
  &= \frac{e^{3\rho}(Z - \lambda_{GB}L^2Yr)}{e^{6\rho}(Z^2 + \left(\frac{4\Theta}{\pi}\right)^2)}f^{01} + \frac{4\Theta}{e^{6\rho}Z^2 + \left(\frac{4\Theta}{\pi}\right)^2}f^{02} \\
  j^2 &= (a + c\lambda_{GB}L^2r)f^{02} - 2bf^{01} \\
  &= \frac{e^{3\rho}(Z - \lambda_{GB}L^2Yr)}{e^{6\rho}(Z^2 + \left(\frac{4\Theta}{\pi}\right)^2)}f^{02} - \frac{4\Theta}{e^{6\rho}Z^2 + \left(\frac{4\Theta}{\pi}\right)^2}f^{01}. \tag{5.45}
\end{align*}
\]

That means that the conductivities before the duality are
\[
\sigma^{xx} = e^{3\rho}(Z + \lambda_{GB}L^2Yr) \quad , \quad \sigma^{xy} = \frac{4\Theta}{\pi}, \tag{5.46}
\]
and after the duality, they are
\[
\begin{align*}
  \sigma^{xx}_d &= \frac{e^{3\rho}(Z - \lambda_{GB}L^2Yr)}{e^{6\rho}Z^2 + \left(\frac{4\Theta}{\pi}\right)^2} \\
  \sigma^{xy}_d &= -\frac{4\Theta}{e^{6\rho}Z^2 + \left(\frac{4\Theta}{\pi}\right)^2}. \tag{5.47}
\end{align*}
\]

This matches the formula for the inverse of (5.46), inverted as \( \sigma^{-1} = -1/\sigma \), where \( \sigma = \sigma^{xy} + i\sigma^{xx} \), but only up to corrections in \( \Theta^2/e^{6\rho}Z^2 \). More precisely, the condition is
\[
\frac{\Theta^2}{e^{6\rho}Z^2} \ll \lambda_{GB} \frac{Y}{Zr} \ll 1. \tag{5.48}
\]

5.3 Effect of Weyl-Maxwell coupling and S-duality

In this section we consider the effect on S-duality of a different type of quantum correction, explained first in [28], in the presence of the theta term.
The general quantum-corrected Einstein-Maxwell action contains all possible covariant terms up to second order derivatives that preserve parity symmetry. Up to fourth order in derivatives, it is possible to construct 15 covariant terms that preserve parity. However, by integration by parts and Bianchi identities, for both gauge and gravity identities ($\nabla_a F_{bc} = 0 = R_{[abc]d}$), we are left with 8 independent terms,

$$S_{\text{qu.gr.gen.}} = \int d^4 x \sqrt{-g} \left[ \alpha_1 R^2 + \alpha_2 R_{\mu\nu} R^{\mu\nu} + \alpha_3 (F^2)^2 + \alpha_4 F^4 + \alpha_5 \nabla^\mu F_{\mu\nu} \nabla^\rho F_{\rho\nu} + \alpha_6 R_{\mu\nu\rho\sigma} F^{\mu\nu} F^{\rho\sigma} + \alpha_7 R_{\mu\nu} F_{\mu\rho} F_{\nu\sigma} + \alpha_8 R F^2 \right]$$

(5.49)

where $F^{2} = F_{\mu\nu} F^{\mu\nu}$ and $F^{4} = F_{\mu\nu} F^{\rho\sigma} F_{\rho\sigma} F_{\mu\nu}$, $\alpha_i$ being unspecified couplings.

The conductivity is not affected by the behavior of the terms of fourth order or higher in derivatives on the gauge field, but only up to second order in derivatives, so we only consider the $O(F^2)$ which affect the transport properties of the dual field theory.

From those terms with $\alpha_{0,7,8}$ which are second order in derivatives of the gauge fields, we can construct the generalized Maxwell term

$$S_{\text{vector,qu.gr.}} = \frac{1}{g^2} \int d^4 x \sqrt{-g} \left[ -\frac{1}{4} F_{\mu\nu} X^{\mu\nu\rho\sigma} F^{\rho\sigma} + \gamma L^2 C_{\mu\nu\rho\sigma} F^{\mu\nu} F^{\rho\sigma} \right],$$

(5.50)

where $C_{\mu\nu\rho\sigma}$ is the Weyl tensor, which vanishes in pure AdS background. That means that at $T = 0$ (zero temperature means AdS space), transport is unaffected by these corrections. Moreover, the planar AdS black hole is still a solution of the gravitational equations of motion, for the same reason. The equation of motion of the gauge field is now

$$\nabla_\mu [F^{\mu\nu} - 4\gamma L^2 C^{\mu\nu\rho\sigma} F_{\rho\sigma}] = 0.$$  

(5.51)

We can put the vector action into the general form (5.2), by considering

$$X_{ab}^{cd} = \delta_{ab}^{cd} - 4\gamma L^2 C_{ab}^{cd},$$

(5.52)

Later on we will also want to add the theta term.

As in the general quantum gravity example in the previous subsection, dualizing the action with $X^{\mu\nu\rho\sigma}$ amounts to just inverting $X_{\mu\nu\rho\sigma}$, which can be done to leading order in the curvature, here meaning to leading order in $\gamma$. We obtain

$$(X^{-1})^{\mu\nu}_{\rho\sigma} = \delta^{\rho\sigma}_{\mu\nu} + 4\gamma L^2 C^{\mu\nu\rho\sigma} + O(\gamma^2).$$

(5.53)

Then the master action

$$S_{\text{master}} = \int d^4 x \left[ -\frac{1}{4g^2} F_{\mu\nu} X^{\mu\nu\rho\sigma} F_{\rho\sigma} - \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} F_{\mu\nu} G_{\rho\sigma} \right]$$

(5.54)

gives the dual action

$$S_{\text{dual}} = \int d^4 x \left[ -\frac{1}{4g^2} \hat{X}^{\mu\nu\rho\sigma} G_{\mu\nu} G_{\rho\sigma} \right],$$

(5.55)
where $\tilde{g}^2 = 1/g^2$ (duality relation) and

\[
\hat{X}^{\rho\sigma}_{\mu\nu} = -\epsilon_{\mu\nu}^{\lambda\tau}(X^{-1})^{\eta\rho}_{\lambda\tau} \epsilon^{\eta\rho\sigma}.
\] (5.56)

The duality relation becomes

\[
F^{\mu\nu} = g^2(\hat{X}^{-1})^{\rho\sigma}_{\lambda\tau} \epsilon^{\lambda\tau\rho\sigma} G_{\rho\sigma}.
\] (5.57)

Finally, that means that the normal conductivity $\sigma = \sigma_{xx}$ is inverted, since in the original theory we have approximately [28]

\[
\sigma = \frac{1}{g^2}(1 + 4\gamma) = \sigma_0(1 + 4\gamma),
\] (5.58)

whereas in the dual theory we have

\[
\sigma_d = \frac{1}{\tilde{g}^2}(1 - 4\gamma) = \frac{1}{\sigma_0}(1 - 4\gamma) \simeq \frac{1}{\sigma}.
\] (5.59)

We want now to introduce the theta term as well into the theory.

First, we note that we can invert the original $X$ exactly, given the form of the planar AdS black hole background. Define $A, B \in \{tx, ty, tu, xy, xu, yu\}$, then $X$ becomes a diagonal six-by-six matrix

\[
X_A^B = \text{diag}(1 + \alpha, 1 + \alpha, 1 - 2\alpha, 1 - 2\alpha, 1 + \alpha, 1 + \alpha),
\] (5.60)

where $\alpha = 4\gamma u^3$, ($u = r_o r$).

Since $X$ is a diagonal matrix, then $X^{-1}$ is also a diagonal matrix, whose elements are the inverse of each element of $X$ diagonal matrix. Notice that $\alpha$ takes its maximum value at $u = 1$, $\alpha_{max} = 4\gamma$, which implies that $-\frac{1}{8} < \gamma < \frac{1}{8}$, in order for the inverse to exist in all the region outside the horizon.

Using the same notation and the background metric, $\epsilon_{\mu\nu}^{\rho\sigma}$ becomes the anti-diagonal $6 \times 6$ matrix

\[
\epsilon_A^B = \begin{bmatrix}
L^2/\rho_o & -L^2/\rho_o f & r_{0f} L^2 / \rho_o f^2 \\
-L^2/\rho_o f & L^2/\rho_o f & -r_{0f} L^2 / \rho_o f^2 \\
-r_{0f} L^2 / \rho_o f^2 & -r_{0f} L^2 / \rho_o f^2 & L^2/\rho_o f^2
\end{bmatrix}.
\] (5.61)

Then the duality transformation becomes

\[
F_A = \tilde{g}^2 (X^{-1})_A^B \epsilon_B^C G_C,
\] (5.62)
which explicitly gives
\[
F_{tx} = \frac{g_1^2}{1 + \alpha} \frac{r_0 f}{L^2} G_{yu}, \quad F_{ty} = -\frac{g_1^2}{1 + \alpha} \frac{r_0 f}{L^2} G_{zu},
\]
\[
F_{tu} = \frac{g_1^2}{1 - 2\alpha r_0} \frac{L^2}{G_{xy}}, \quad F_{xy} = -\frac{g_1^2}{1 - 2\alpha r_0} \frac{r_0 f}{L^2} G_{tu},
\]
\[
F_{xu} = \frac{g_1^2}{1 + \alpha r_0 f} G_{ty}, \quad F_{yu} = -\frac{g_1^2}{1 + \alpha r_0 f} G_{tx}.
\] (5.63)

Introducing the theta term, it means that we need to invert now
\[
\hat{X}_{\mu\nu}^{\rho\sigma} = \delta_{\mu\nu}^{\rho\sigma} - 4\gamma C_{\mu\nu}^{\rho\sigma} - \frac{2\Theta}{\pi} \epsilon_{\mu\nu}^{\rho\sigma}.
\] (5.64)

Note then that, for \(|BA^{-1}| \ll 1\), we have the matrix relation
\[
(A + B)^{-1} \simeq A^{-1} - A^{-1}BA^{-1}.
\] (5.65)

Here \(A\) refers to \(X\) (the matrix at \(\Theta = 0\)), and \(B\) to the \(\Theta\) term, so \(A\) is diagonal, whereas \(B\) is anti-diagonal. Also we denote, as in previous subsections, \(1/g^2 \equiv \kappa\). Then the duality relation (5.62) becomes
\[
F_{A} \simeq \frac{1}{\kappa} \left[ X_{A}^{-1B} + \frac{2\Theta}{\pi} X_{A}^{-1C} \epsilon_{C}^{D} X_{D}^{-1B} \right] \epsilon_{B}^{E} G_{E}.
\] (5.66)

This then gives explicitly
\[
F_{tx} \simeq \frac{g_1^2}{1 + \alpha} \frac{r_0 f}{L^2} G_{yu} - \frac{2\Theta g_1^2}{\pi} \frac{1}{(1 + \alpha)^2} G_{tx}, \quad F_{ty} \simeq -\frac{g_1^2}{1 + \alpha} \frac{r_0 f}{L^2} G_{zu} - \frac{2\Theta g_1^2}{\pi} \frac{1}{(1 + \alpha)^2} G_{ty},
\]
\[
F_{tu} \simeq \frac{g_1^2}{1 - 2\alpha r_0} \frac{L^2}{G_{xy}} - \frac{2\Theta g_1^2}{\pi} \frac{1}{(1 - 2\alpha)^2} G_{tu}, \quad F_{xy} \simeq -\frac{g_1^2}{1 - 2\alpha r_0} \frac{r_0 f}{L^2} G_{tu} - \frac{2\Theta g_1^2}{\pi} \frac{1}{(1 - 2\alpha)^2},
\]
\[
F_{xu} \simeq \frac{g_1^2}{1 + \alpha r_0 f} G_{ty} - \frac{2\Theta g_1^2}{\pi} \frac{1}{(1 + \alpha)^2} G_{xu}, \quad F_{yu} \simeq -\frac{g_1^2}{1 + \alpha r_0 f} G_{tx} - \frac{2\Theta g_1^2}{\pi} \frac{1}{(1 + \alpha)^2} G_{yu}.
\] (5.67)

However, for us the only relevant issue is the inversion of \(\hat{X}\) which, for \(\Theta/\pi \ll 1\) \((|AB^{-1}| \ll 1)\) and \(\gamma \ll 1\) becomes approximately
\[
(\hat{X}^{-1})_{\nu}^{\rho} \simeq (X^{-1})_{\nu}^{\rho} + \frac{2\Theta}{\pi} \epsilon_{\nu}^{\rho}.
\] (5.68)

For the currents, using the general formalism already developed, we find
\[
J^{a} = n_{r} X_{xx}^{fr} F_{ra} + n_{r} \frac{4\Theta}{\pi} \epsilon_{ab} F_{0b},
\] (5.69)

and using the general formula (5.25) relating \(F_{ra}\) with \(F_{0a}\), we obtain
\[
J^{a} = n_{r} \sqrt{X_{xx}^{fr} X_{xx}^{fr}} F_{0a} + n_{r} \frac{4\Theta}{\pi} \epsilon_{ab} F_{0b},
\] (5.70)
where now

\[ X^{xx}(r_0) = g^{rr} g^{xx} X_{ux}^x = (1 + 4\gamma) g^{rr} g^{xx}, \]

\[ X^{tx}(r_0) = g^{tr} g^{xx} X_{tx}^x = (1 + 4\gamma) g^{tr} g^{xx}, \]

so the conductivities (before the duality relation) are

\[ \sigma_{xx} = \frac{1 + 4\gamma}{g^2}, \quad \sigma_{xy} = \frac{4\Theta}{\pi}. \]

Because of the duality relation (5.68), after duality, the conductivities are

\[ \sigma'_{xx} \simeq \frac{1 - 4\gamma}{\tilde{g}^2}, \quad \sigma'_{xy} \simeq -\frac{4\Theta}{\pi}, \]

which coincide indeed with the duality-transformed conductivities if \( \gamma \ll 1, \Theta/\pi \ll 1 \) and \( \tilde{g} = 1/g \).

6 Fluid/gravity correspondence, membrane paradigm and S-duality effect on \( \eta, \zeta \)

We now turn to a different kind of transport coefficient, namely the shear viscosity. In principle we can calculate the shear viscosity \( \eta \) from the two-point function of the gravity perturbation, calculated holographically, by the use of one of the Kubo formulas,

\[ \eta(\omega, \vec{k}) = \frac{iG_R T_{xy} T_{xy}(\omega, \vec{k})}{\omega}. \]

This Kubo formula is derived by considering the variation of the viscous energy-momentum tensor (energy-momentum tensor for the fluid expanded up to one derivative acting on the relativistic fluid velocity \( u_i, i = 0, 1, ..., d - 1 \), with \( d = 3 \) in the physical case),

\[ T_{ij} = \rho u_i u_j + P(g_{ij} + u_i u_j) \\
+ 2\eta \left[ \nabla_i u_j + \nabla_j u_i - \frac{1}{d-1} \left( \nabla_k u^k \right) (g_{ij} + u_i u_j) \right] \\
+ \zeta \left( \nabla_k u^k \right) (g_{ij} + u_i u_j), \]

with respect to a fluctuation in the \( d \)-dimensional metric \( g_{ij} \), and equating with the response function, that involves the retarded Green’s function \( G^R \).

Another way to holographically calculate \( \eta \) is to compute the holographic energy-momentum tensor of the field theory from the gravitational action, with the correct holographic renormalization gravitational boundary terms, varied with respect to the metric at a surface \( r = r_\infty \) near the boundary,

\[ \langle T_{ij} \rangle_{FT} = \frac{\delta S_{\text{grav., total}}}{\delta g_{ij}^{\text{boundary}}}. \]
where $g^{ij}_{\text{boundary}}$ is the bulk metric $g^{\mu\nu}$ in the boundary directions and induced on the near-boundary surface $r = r_\infty$. This gives the result

$$T^{\mu\nu} = \lim_{r_\infty \to \infty} \frac{[M_{\text{Pl}}^{(d+1)}]^{d-1} r^{d-2}}{2} \left[ K^{\mu\nu} - K g^{\mu\nu} - (d - 1) g^{\mu\nu} - \frac{1}{d - 2} \left( R^{\mu\nu} - \frac{1}{d} g^{\mu\nu} R \right) \right],$$

which must be restricted to be in the boundary directions, and where $K^{\mu\nu} = g_{\mu\rho} \nabla^{\rho} n^{\nu}$ is the extrinsic curvature of the boundary surface. This implies

$$\eta = \frac{[M_{\text{Pl}}^{(d+1)}]^{d-1} r^{d-1}}{L} = \frac{[M_{\text{Pl}}^{(d+1)}]^{d-1}}{2} \left( \frac{4\pi}{d} TL \right)^{d-1},$$

where $r_0$ (also called $r_H$ or $r_+$) is the position of the horizon, which leads to the famous result $\eta/s = 1/(4\pi)$. Usually one puts the radius of AdS to one, $L = 1$. Note that $M_{\text{Pl}}^8 L^3 = \frac{N^2}{d_\pi}$, and also equals $M_{\text{Pl}}^3 L^3 / Vol_5 = M_{\text{Pl}}^3 L^5 / \pi^3$ in the $AdS_5 \times S^5$ case, where Vol is the volume of the unit 5-sphere. In our physical case $d = 3$, we obtain

$$\eta = \frac{M_{\text{Pl}}^2}{2} \left( \frac{r_0}{L} \right)^2 = \frac{M_{\text{Pl}}^2}{2} \left( \frac{4\pi}{3} TL \right)^2.$$

In the literature, sometimes one puts both $L$ and $r_0$ to one.

However, in this section, we will follow [31], which extends the previous calculation of [38], that uses the original membrane paradigm formalism, in order to compute $\eta$ at the horizon, similarly to what we did in previous sections for the conductivities. However, note that the original membrane paradigm of [38] is slightly different (and gives somewhat different results) for the shear viscosity than the paradigm used in AdS/CFT, for instance in [39], and which gives the same result as the famous KSS calculation [26].

Instead of calculating at the boundary $r = r_\infty \to \infty$, we calculate the on-shell gravitational action with boundary terms at the horizon, and extract from the resulting boundary terms the energy-momentum tensor of the membrane (horizon), which we then put into the form of a fluid, and identify the transport coefficients.

One considers a membrane $\mathcal{M}$, with normal unit vector $n^\mu$ ($n_\mu n^\mu = 1$), and induced metric on the 3-surface written as a 4-metric by

$$h^{\mu\nu} = g^{\mu\nu} - n^\mu n^\nu,$$

and extrinsic curvature

$$K_{\mu\nu} = h^{\alpha}_{\mu} h^{\beta}_{\nu} \nabla_{\alpha} n_{\beta}.$$

Finally the variation of the total on-shell gravitational action (including boundary terms) is

$$\delta S_{\text{on-shell grav.}, \text{total}} = \frac{M_{\text{Pl}}^2}{2} \int_{\mathcal{M}} d^3 x \sqrt{-h} [h_{\mu\nu} K - K_{\mu\nu}] \delta h^{\mu\nu},$$

leading to a membrane energy-momentum tensor of

$$T_{\mu\nu} = M_{\text{Pl}}^2 [K h_{\mu\nu} - K_{\mu\nu}]_{\mathcal{M}}.$$
One considers a null generator of the horizon \( l = \partial/\partial \bar{t} \), and coordinates on \( \mathcal{M} \) as \( x^i = (\bar{t}, x^A) \), where \( A = 1, 2 \) would correspond to \( a = 1, 2 \) on the boundary. We define the surface gravity at the horizon \( \kappa \) by

\[
l^\mu \nabla_\mu l^\nu = \kappa l^\nu. \tag{6.11}\]

In order not to confuse with \( \nabla_\mu \), we call the covariant derivative using the 3-metric \( h_{ij} \) by \( D_i \), understood as \( D^{(3)}_i \). We similarly call the covariant derivative in \( x^A \) (with metric \( \gamma_{AB} \)) by \( D_A \), understood as \( D^{(2)}_A \).

We can define coordinates \( r \) such that the horizon is at \( r = 0 \), define the coordinates to be comoving with \( l \) so that \( h_{0A} = 0 \), and put the metric near the horizon in the form

\[
ds^2 \simeq -r^2 d\bar{t}^2 + 2r g_H d\bar{t} dr + \gamma_{AB} \left( dx^A - \frac{\Omega^A(\bar{t}, x)}{g_H} r^2 d\bar{t} \right) \left( dx^B - \frac{\Omega^B(\bar{t}, x)}{g_H} r^2 d\bar{t} \right) + \mathcal{O}(r^4). \tag{6.12}\]

so that \( \gamma_{AB} = \gamma_{AB}(\bar{t}, r, x) \) is the metric on the horizon surface \( r = 0 \).

We can also define, in these comoving coordinates,

\[
\frac{\partial \gamma_{AB}}{\partial \bar{t}} = 2\sigma_{AB}^H + \theta_H \gamma_{AB}, \tag{6.13}\]

where the horizon shear \( \sigma_{AB}^H \) and horizon expansion \( \theta_H \) are

\[
\sigma_{AB}^H = \theta_{AB} - \frac{1}{2} \gamma_{AB} \theta_H \\
\theta_H = \gamma^{AB} \theta_{AB} = \frac{\partial}{\partial \bar{t}} \ln \sqrt{\gamma} \\
\theta_{AB} = D^{(2)}_A l_B. \tag{6.14}\]

Then we replace the horizon with the stretched horizon (membrane) at \( r = \epsilon \), and define a fluid living almost at rest in the comoving coordinates, with

\[
\bar{u}^i = \frac{1}{\epsilon}, \quad u^A = \mathcal{O}(\epsilon), \tag{6.15}\]

which is \( u^i = U^i + \mathcal{O}(\epsilon) \), where

\[
U = -r d\bar{t} + \frac{dr}{\kappa} \Rightarrow U^\bar{t} = \frac{1}{r}, \quad U^r = 0 \quad U^A = -\frac{\Omega^A r}{\kappa}. \tag{6.16}\]

One obtains for \( \epsilon \to 0 \) that

\[
D_i u^i = \frac{1}{\epsilon} \theta_H. \tag{6.17}\]

Then one calculates the extrinsic curvature components

\[
K_{00}(r = \epsilon) = -\kappa + \mathcal{O}(\epsilon), \quad K_{0A}(r = \epsilon) = \mathcal{O}(\epsilon), \quad K_{AB}(r = \epsilon) = \frac{1}{\epsilon} \theta_{AB} \Rightarrow \\
K = K_{ij} h^{ij} = \frac{1}{\epsilon} (\kappa + \theta_H) + \mathcal{O}(\epsilon), \tag{6.18}\]

\[
\text{25}\]
which finally allow us to define the energy-momentum tensor of the stretched horizon membrane.

This is then identified with a fluid energy-momentum tensor, the sum of an ideal term and a viscous term $\pi^{ij}$,

$$T^{ij} = (\rho + P)u^iu^j + Ph^{ij} + \pi^{ij}$$

$$\pi^{ij} = P^{ik}P^{jl}(\eta f_{kl} + \zeta h_{kl}D_m u^m)$$

$$P^{ij} = h^{ij} + u^iu^j$$

$$f_{ij} = D_iu_j + D_ju_i - h_{ij}D_ku^k,$$  \hspace{1cm} (6.19)

where $P^{ij}$ is a projector.

We now calculate

$$f_{00} = f_{0A} = O(\epsilon), \quad f_{AB} = \frac{1}{\epsilon} \sigma_{AB}^H.$$ \hspace{1cm} (6.20)

We first note that, since $u_iP^{ij} = 0$, we obtain the projections

$$\rho = u_iu_iT^{ij}, \quad P^{ij}T^{ij} = 2(P - \zeta D_iu^i),$$ \hspace{1cm} (6.21)

which allows us to separate the non-shear viscosity terms (and leave the remaining ones as shear viscosity terms). By equating the energy-momentum tensor with the one in (6.10), we obtain

$$\rho = -M_{Pl}^2(K + K_{ij}u^iu^j), \quad 2(p - \zeta D_iu^i) = M_{Pl}^2(K - K_{ij}u^iu^j).$$ \hspace{1cm} (6.22)

Finally, this allows us to split the membrane energy-momentum tensor as

$$T^{ij} = M_{Pl}^2\left[\left(-K - K_{kl}u^ku^l\right)u^iu^j + \frac{1}{2}(K - K_{kl}u^ku^l)P^{ij}\right]_M$$

$$+ M_{Pl}^2\left[\frac{1}{2}KP^{ij} - K^{ij} + (K_{kl}u^ku^l)\left(u^iu^j + \frac{1}{2}P^{ij}\right)\right]_M.$$ \hspace{1cm} (6.23)

Then, by identifying the two terms on the first line as $\rho$ term and $P - \zeta D_iu^i$ term, and the remaining ones, on the second line, as $\eta$ terms, allows us to calculate

$$\rho = -\frac{M_{Pl}^2}{\epsilon}\theta_H, \quad P = \frac{M_{Pl}^2}{\epsilon}\kappa, \quad \zeta = -\frac{M_{Pl}^2}{2}, \quad \eta = \frac{M_{Pl}^2}{2}.$$ \hspace{1cm} (6.24)

This result is however problematic, because the bulk viscosity $\zeta$ is negative, and one also obtains an unphysical entropy current, and moreover the shear viscosity is different than the holographic result (6.6). But in [39] an update of this standard membrane paradigm calculation, tailor made for the kind of AdS black hole solution relevant to gravity duals was made, which does obtain (6.6).

The idea of writing the energy-momentum tensor of a general quantum field theory in the form of one of a fluid was also used in [40–43], though there it was mostly applied to a scalar field. The procedure is however general: any quantum field theory, in particular
if it is strongly coupled, can be written in the hydrodynamics expansion, by identifying
the energy-momentum tensor of the system with the one of a fluid. But as noted also in
these papers, there is a degree of ambiguity when one does that, both because there is
an ambiguity in what one considers to be the velocity of the fluid $u^i$, and because usually
there is some freedom in defining what terms in the energy-momentum tensor map to what
terms in the fluid expansion.

This kind of ambiguity was used in [39] where it was shown that one can fix the
ambiguity in a physical way. One considers first a zeroth order metric, the metric of a
planar AdS black hole boosted by a relativistic velocity $u^i$, which is (at AdS radius $L = 1$)
$$ds^2 = -2u_i dx^i dr + \frac{r_0}{r^{d-2}} u_i u_j dx^i dx^j + \eta_{ij} dx^i dx^j. \quad (6.25)$$
The normal vector to the horizon is $l^\mu : (l^r = 0, l^i = u^i)$. Then one introduces spacetime
dependence of $u^i$ and the temperature $T$, turning them into fields, described as $u^i(\epsilon x^j)$ and
$T(\epsilon x^j)$. The metric will be modified by $O(\epsilon)$ terms as well, and the previous expansion in $\epsilon$
(defined the stretched horizon) is replaced by the new one defined here, with the same
meaning. Moreover, to fix the ambiguity of the stress-tensor, we choose the Landau frame
for the viscous part of the energy-momentum tensor, as
$$u_i \pi^{ij} = 0, \quad (6.26)$$
and is understood to be imposed on the membrane (horizon) tensor. Finally, this gives the
correct result (6.5), which corrects $\eta$ by $(r_0/L)^{d-1}$. We note then that the velocity field
is different with respect to the previous case, which accounts for the different transport
parameters when writing $T_{ij}$.

But we now want to study the effect of adding a vector field with a theta term, and a
scalar field, and the effect of S-duality on the result. As we have stated, we will take the
point of view of [40–43] and add the energy-momentum tensor of the vector or scalar field
to the previous one, and try to put it also in the form of a viscous fluid one. More precisely,
since we are using AdS/CFT together with the membrane paradigm, we will proceed in
the same way as in the case of the pure gravity part: we will consider only the boundary
term, at the horizon, of the bulk vector+scalar action, dual to the dynamics of vector and
scalar operators in the strongly coupled field theory.

Considering fields $\phi_I$ and sources for them at the”boundary” = stretched horizon,
$$S_{\text{fields}} = \int_A d^{d+1}x \sqrt{-g} \mathcal{L}(\phi_I, \nabla_\mu \phi_I) + \sum_{I} \int_{\mathcal{M}} d^d x \sqrt{-h} \mathcal{J}_M^I \phi_I, \quad (6.27)$$
where $h$ is the determinant of the induced metric on the stretched horizon $\mathcal{M}$, and the
boundary term is needed to cancel the boundary term obtained in the bulk by partial
integration.

For the case of a vector field, the relevant boundary term is written as
$$S_{\text{surf}}[\phi_I] = \int_{\mathcal{M}} d^d x \sqrt{-h} \mathcal{J}_M^\mu A_\mu, \quad (6.28)$$
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and from it we derive the current at the “boundary”,

\[ J^\mu_M = n_\nu \frac{\partial \mathcal{L}}{\partial (\nabla_\nu A_\mu)} \bigg|_M. \]

(6.29)

For a bulk term

\[ S_{\text{vector, bulk}} = \int d^4x \sqrt{-g} \left[ -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \frac{\Theta}{2\pi} F_{\mu\nu} \tilde{F}^{\mu\nu} \right], \]

(6.30)

we obtain the horizon current

\[ J^\mu_M = Kn_\nu F^{\mu\nu} - \frac{2\Theta}{\pi} n_\nu \tilde{F}^{\mu\nu}. \]

(6.31)

Now we rewrite the boundary term using this form of the current as

\[ S_{\text{surf}}^A = \int_M d^3x \sqrt{-h} \left[ Kn_\nu F^{\mu\nu} - \frac{\Theta}{\pi} n_\nu \tilde{F}^{\mu\nu} \right] A_\mu \]

\[ = \int_M d^3x \sqrt{-h} K h_{ij} \left[ F^{\mu\nu} - \frac{\Theta}{\pi K} \tilde{F}^{\mu\nu} \right]. \]

(6.32)

Here the field strength in the radial directions is \( f_{\mu\nu} = n_\mu A_\nu - n_\nu A_\mu \). Varying this action with respect to the boundary metric \( h_{ij} \), we get

\[ T^A_{ij} \equiv -\frac{2}{\sqrt{-h}} \frac{\delta S_{\text{surf}}^A}{\delta h^{ij}} = -\frac{K}{4} h_{ij} f_{\mu\nu} F^{\mu\nu} + K f_{ij} F^\mu_\mu. \]

(6.33)

Note that the topological theta term doesn’t contribute, since the variation with respect to the metric is zero for any topological contribution.

We rewrite (6.33) similarly to what was done for (6.23),

\[ T^A_{ij} = K \left( \frac{1}{4} h_{ij} f_{lk} F^{lk} + f_{il} F^{lj} \right) + K \frac{n_r}{g_{rr}} \left( \frac{1}{2} h_{ij} A_l \partial_r A^l + A_i \partial_r A_j \right). \]

(6.34)

Since \( n_r = \sqrt{g_{rr}} \), we first define

\[ \mathcal{F} = f_{mn} F^{mn}, \quad \mathcal{F}_{ij} = f_{il} F^{lj}. \]

\[ \mathcal{A} = \frac{1}{\sqrt{g_{rr}}} A_l \partial_r A^l, \quad A_{ij} = \frac{1}{\sqrt{g_{rr}}} A_i \partial_r A_j, \]

(6.35)

and then rewrite the energy-momentum tensor as

\[ T^A_{ij} = K \left[ -\frac{h_{ij}}{4} \mathcal{F} + \mathcal{F}_{ij} \right] + \left( -\frac{h_{ij}}{2} \mathcal{A} + A_{ij} \right). \]

(6.36)

In turn, this can again be split in parts corresponding to the viscous fluid energy-momentum tensor, as in the pure gravity case. We first note that

\[ u^i u^j T^A_{ij} = K \left[ \frac{\mathcal{F}}{4} + u^i u^j \mathcal{F}_{ij} + \frac{\mathcal{A}}{2} + u^i u^j A_{ij} \right] \]
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\[
\frac{1}{2} P^{ij} T^{A\mu}_{ij} = K \left[ -\frac{\mathcal{F}}{4} - \frac{A}{2} + \frac{P^{ij}}{2} (\mathcal{F}_{ij} + A_{ij}) \right].
\] (6.37)

Finally, that allows us to write the energy-momentum tensor as
\[
T^{lk}_{A\mu} = \left( \frac{\mathcal{F}}{4} + \frac{A}{2} + u^i u^j (\mathcal{F}_{ij} + A_{ij}) \right) u^l u^k
\]
\[
+ \left( -\frac{\mathcal{F}}{4} - \frac{A}{2} + \frac{1}{2} P^{ij} (\mathcal{F}_{ij} + A_{ij}) \right) P^{lk} - \eta P^{lm} P^{kn} f_{mn},
\] (6.38)

where the last term is the one that contains the viscosity, and contains the remaining terms in the energy-momentum tensor,
\[
- \eta P^{lm} P^{kn} f_{mn} = \mathcal{G}^{lk} - \frac{1}{2} P^{lk} \mathcal{G} - u^i u^j \mathcal{G}_{ij} \left( u^l u^k + \frac{1}{2} P^{lk} \right),
\] (6.39)

where we have defined
\[
\mathcal{G}_{ij} \equiv \mathcal{F}_{ij} + A_{ij}.
\] (6.40)

We see that the formalism allows for adding the vector field contribution to the standard gravity contribution in the same way, by simply (and formally) adding an extra term to the extrinsic curvature of the stretched horizon surface, by defining
\[
K_{ij} = K_{ij} + \mathcal{G}_{ij}.
\] (6.41)

We can in fact extend the same analysis to the case of a scalar field with a canonical kinetic term. In this case, the surface term is
\[
S_{\phi \text{surf}} = -\frac{1}{2} \int d^3 x \sqrt{-h} \left[ h^{\mu\nu} n_{\mu} \phi \partial_{\nu} \phi \right],
\] (6.42)

leading to an energy-momentum term contribution of
\[
T_{ij}^{\phi} = n_i \phi \partial_j \phi - \frac{1}{2} h_{ij} n^\mu \phi \partial_\mu \phi.
\] (6.43)

Defining
\[
P = n^l \phi \partial_l \phi, \quad P_{ij} = n_i \phi \partial_j \phi,
\] (6.44)

we can repeat the above procedure to write the energy-momentum tensor contribution \( T_{ij}^{\phi} \) as a fluid one, isolating the shear viscosity one as
\[
- \eta (P P f)^{lk} = P^{lk} - \frac{1}{2} P^{lk} P - u^i u^j P_{ij} \left( u^l u^k + \frac{1}{2} P^{lk} \right).
\] (6.45)

We see then that the contribution to the energy-momentum tensor for the scalar field can be reproduced again by simply adding an extra term to the extrinsic curvature of the stretched horizon surface, obtaining in total
\[
K_{ij} = K_{ij} + \mathcal{G}_{ij} + P_{ij}.
\] (6.46)
The conclusion is then that the matter contribution doesn’t modify the value of the shear viscosity. Of course, here we followed the old membrane paradigm formulation, leading to the wrong value of the shear viscosity, \( \eta = \frac{M_{Pl}^2}{2} \), but since the matter contribution is simply encapsulated by adding an extra term to the extrinsic curvature, when repeating the exact AdS/CFT procedure leading to the correct \( \eta/s = \frac{1}{4\pi} \) in this case, nothing is changed, and the value of \( \eta \) (and \( \eta/s \)) is unmodified.

Moreover, we have seen that in fact the theta term didn’t even modify the energy-momentum tensor itself, let alone \( \eta \). Therefore we can say that S-duality, which acts on (the coefficients of) the matter action for the vector field, will have no effect on \( \eta \).

7 Conclusions

In this paper we have considered the action of particle-vortex duality and the effect of theta terms, from the point of view of the AdS/CMT correspondence.

We have defined the action of particle-vortex duality on 2+1 dimensional field theories for a scalar coupled to a Maxwell field, with scalar function \( K \) and \( \Theta \) term (Chern-Simons term). We have calculated the action of particle-vortex duality on \( K \) and \( \Theta \), and the corresponding action on conductivities of the field theory, amounting to \( \sigma' = -1/\sigma \), with \( \sigma = \sigma_{xy} + i\sigma_{xx} \). Then considering an AdS/CMT ansatz for a 3+1 dimensional gravitational theory with a black hole solution with a horizon, we have calculated the action of S-duality on a Maxwell field with scalar function \( K \) and theta term (topological term with \( \Theta \)), finding that it reduces to the same action on \( K \) and \( \Theta \), and moreover, it amounts to the same relation \( \sigma' = -1/\sigma \) for the conductivity of the horizon, evaluated in a membrane type paradigm. Moreover, the relation between the 3+1 dimensional and the 2+1 dimensional cases is consistent with AdS/CFT, as we have shown explicitly.

Quantum gravity corrections in the gravitational bulk were also considered, finding that the presence of Gauss-Bonnet-Maxwell corrections doesn’t change the duality relation for the conductivity, as long as second order corrections in \( \Theta \) are negligible, and smaller than Gauss-Bonnet corrections. Moreover, we have found that the Weyl-Maxwell coupling (standing in for quantum gravity corrections) also doesn’t change the form of the duality relation for the conductivity. A membrane paradigm calculation of the shear viscosity, obtained by writing a boundary energy-momentum tensor at the horizon for gravity, and then putting it into fluid form, showed that adding vectors and scalars, thus modifying the boundary energy-momentum tensor, nevertheless has no effect on \( \eta, \zeta \), and thus S-duality doesn’t affect them.
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A  Particle-vortex duality review

In this appendix we review the particle-vortex duality derived first in [10] and then clarified and extended in [11].

A.1  Burgess-Dolan form of particle-vortex duality

We review here the work of Burgess and Dolan in [10].

Defining \( \phi \) as the phase angle of the complex scalar field \( \Phi = |\Phi|e^{-i\phi} \), in the presence of vortices we have

\[
\phi(\theta + 2\pi) = \phi(\theta) + 2\pi \sum_a N_a ,
\]

where \( N_a \) is the vorticity or winding number of vortex \( a \). We then split \( \phi = \omega + \varphi \), where \( \varphi \) is the vortex-free part, satisfying periodic boundary conditions, \( \varphi(\theta + 2\pi) = \varphi(\theta) \), and \( \omega(x) \) is an explicit muit-vortex solution, containing all the nontrivial part,

\[
\omega(x) = \sum_a N_a \arctan \left( \frac{x^1 - y^1_a}{x^2 - y^2_a} \right) \equiv \sum_a N_a \theta_a .
\]

Here we have defined

\[
\frac{x^1 - y^1_a}{x^2 - y^2_a} = \tan \theta_a
\]

as the angle of rotation around a particular vortex. We calculate the gradient of the vortex part,

\[
v_\mu \equiv \partial_\mu \omega = \sum_a N_a \frac{1}{1 + \tan^2 \theta_a} \partial_\mu \tan \theta_a = \sum_a N_a \partial_\mu \theta_a ,
\]

which gives the vortex current

\[
j^\mu(t) = j^\mu_{\text{vortex}}(t) = \sum_a N_a \dot{y}^\mu_a \delta[x - y_a(t)]
\]

from

\[
\epsilon^{\mu\nu\rho} b_\mu \partial_\nu v_\rho = b_\mu \sum_a N_a \epsilon^{\mu\nu\rho} \partial_\nu \theta_a \theta_a = 2\pi b_\mu \sum_a N_a \dot{y}^\mu_a \delta[x - y_a(t)] = 2\pi b_\mu j^\mu(t) .
\]

On the other hand, the electric (particle) current associated with a canonical complex scalar field is

\[
j_\mu = \frac{ie}{2} \left[ \Phi^\dagger \partial_\mu \Phi - (\partial_\mu \Phi^\dagger) \Phi \right] = e|\Phi|^2 \partial_\mu \theta .
\]
For a complex scalar field $\Phi$ coupled with a Chern-Simons gauge field $a$ and an external
gauge field $A$, having an arbitrary Higgs potential depending only on $|\Phi|^2$,
\[
S = -\frac{1}{2} \int \left[ \left( i \partial_\mu - e \tilde{a}_\mu \right) \Phi \right]^\dagger \left( i \partial^\mu - e \tilde{a}^\mu \right) \Phi + \frac{\pi e^2}{\theta} \epsilon^{\mu \nu \rho} a_\mu \partial_\nu a_\rho \bigg] + S_{\text{int}} \left[ |\Phi|^2 \right], \tag{A.8}
\]
where $\tilde{a} \equiv a + A$, we then split the field in an absolute value, a smooth phase $\theta$ and a
vortex part, according to
\[
\Phi(\vec{r}) = \Phi_0(\vec{r}) e^{-i\theta(\vec{r})} v(\vec{r})
v(\vec{r}) = \exp \left[ \frac{2\pi i}{q_d} \sum_a N_a \arctan \left( \frac{x^1 - y^1_a}{x^2 - y^2_a} \right) \right]. \tag{A.9}
\]
Then the action becomes
\[
S^a[\Phi_0, \theta, a, A] = -\frac{1}{2} \int \left[ \left( \partial_\mu \Phi_0 \right)^2 + e^2 \Phi_0^2 \tilde{a}_\mu \tilde{a}^\mu + \frac{1}{e^2 \Phi_0^2} j_\mu j^\mu - 2 \tilde{a}_\mu j^\mu \right]
- \frac{\pi e^2}{2\theta} \int e^{\mu \nu \rho} a_\mu \partial_\nu a_\rho + S_{\text{int}}[\Phi_0^2], \tag{A.10}
\]
and the particle current splits into a smooth and a vortex contribution,
\[
j_\mu = e\Phi_0^2 (\partial_\mu \theta + iv^* \partial_\mu v). \tag{A.11}
\]
We define $\lambda_\mu = \partial_\mu \theta$, and then make $\lambda_\mu$ independent, but subject to the constraint
$\epsilon^{\mu \nu \rho} \partial_\nu \lambda_\rho = 0$ imposed with a Lagrange multiplier $\tilde{b}_\mu$, with relevant path integration (over
a master action)
\[
\int D\lambda_\mu D\tilde{b}_\mu \exp \left[ -\frac{i}{2} \int (\lambda_\mu + iv^* \partial_\mu v - e \tilde{a}_\mu \tilde{v})^2 \Phi_0^2 + e^{\mu \nu \rho} \tilde{b}_\mu \partial_\nu \lambda_\rho \right]. \tag{A.12}
\]
Doing instead the integration over $\lambda_\mu$ first, we obtain the dual action in terms of the
Lagrange multiplier as a dual field,
\[
S^b[\Phi_0, A, a, \tilde{b}] = \int \left[ -\frac{1}{4e^2 \Phi_0^2} \tilde{f}^{(b)}_{\mu \nu} \tilde{f}^{(b) \mu \nu} + \tilde{j}^\mu \tilde{b}_\mu - e^{\mu \nu \rho} \tilde{a}_\rho \partial_\nu \tilde{b}_\mu - \frac{\pi e^2}{2\theta} e^{\mu \nu \rho} a_\mu \partial_\nu a_\rho \right]
- \frac{1}{2} \int \partial_\mu \Phi_0 \partial^\mu \Phi_0 + S'_{\text{int}} \left[ \Phi_0^2 \right], \tag{A.13}
\]
where the dual field strength is $\tilde{f}^{(b)}_{\mu \nu} = \partial_\mu \tilde{b}_\nu - \partial_\nu \tilde{b}_\mu$, and
\[
\tilde{j}^\mu = \frac{i}{e} e^{\mu \nu \rho} \partial_\nu v^* \partial_\rho v, \tag{A.14}
\]
which before was part of the electric (particle) current, is now the vortex current.
A.2 Exact duality in the path integral

We next review the refinement of the duality in [11] by writing the duality completely at the level of the path integral, in a generic theory.

Consider a complex scalar $\Phi$ coupled to a $U(1)$ gauge field through the action

$$S = \int d^3x \left[ -\frac{1}{2} |D_\mu \Phi|^2 - V(|\Phi|) - \frac{1}{4} F^2_{\mu\nu} \right], \quad (A.15)$$

where $F_{\mu\nu} = \partial_\mu a_\nu - \partial_\nu a_\mu$ and $D_\mu \Phi = \partial_\mu \Phi - i e a_\mu \Phi$. The path integral for this action is done over $a_\mu, \Phi_0$ and $\theta$, where the scalar is split as $\Phi = \Phi_0 e^{i\theta}$. For a vortex solution, $\Phi_0(r)e^{i\theta(\alpha)}$, with $(r,\alpha)$ the polar coordinates in 2 dimensions, and $\theta(\alpha) = N\alpha$.

We then split the phase of $\Phi$ into a smooth part (with no vortices) and a vortex part,

$$\theta = \theta_{\text{smooth}} + \theta_{\text{vortex}}, \quad (A.16)$$

so that $\epsilon^{ab} \partial_a \partial_\beta \theta_{\text{smooth}} = 0$, but $\epsilon^{ab} \partial_a \theta_{\text{vortex}} \neq 0$. Under this split, the action becomes

$$S = -\frac{1}{2} \int d^3x \left[ (\partial_\mu \Phi_0)^2 + (\partial_\mu \theta_{\text{smooth}} + \partial_\mu \theta_{\text{vortex}} + e a_\mu)^2 \Phi_0^2 \right]$$

$$- \int d^3x \left[ V(\Phi_0) + \frac{1}{4} F^2_{\mu\nu} \right]. \quad (A.17)$$

We next replace $\partial_\mu \theta$ with an independent variable $\lambda_\mu$, imposing the flatness of its curvature by $\epsilon^{\mu\nu\rho} \partial_\nu \lambda_\rho = 0$, with Lagrange multipliers $b_\mu$, which leads to the master action

$$S_{\text{master}} = \int d^3x \left[ -\frac{1}{2} (\partial_\mu \Phi_0)^2 - \frac{1}{2} (\lambda_{\mu,\text{smooth}} + \lambda_{\mu,\text{vortex}} + e a_\mu)^2 \Phi_0^2 + \epsilon^{\mu\nu\rho} b_\mu \partial_\nu \lambda_{\rho,\text{smooth}} - V(\Phi_0) - \frac{1}{4} F^2_{\mu\nu} \right]. \quad (A.18)$$

The path integral for this master action is done over $\lambda_\mu, b_\mu, a_\mu, \Phi_0$.

We check that by varying with respect to $b_\mu$ or (since the action is linear in it) by path integrating over it, we obtain that $\lambda_\mu$ is the $\partial_\mu$ of something, leading back to the original action. If we vary with respect to $\lambda_{\mu,\text{smooth}}$ instead (or rather, do the path integration over $\lambda_\mu$, as this is a simple quadratic one), we obtain

$$(\lambda_\mu + ea_\mu) \Phi_0^2 = e \epsilon^{\mu\nu\rho} \partial_\nu b_\rho, \quad (A.19)$$

and by substituting in the master action (or rather, doing the path integration over $\lambda_\mu$), we obtain the dual action,

$$S_{\text{dual}} = \int d^3x \left[ -\frac{(f^{\mu\nu}_b)^2}{4\Phi_0^2} - \frac{1}{2} (\partial_\mu \Phi_0)^2 - e \epsilon^{\mu\nu\rho} b_\mu \partial_\nu a_\rho - \frac{2\pi}{e} b_\mu j^\mu_{\text{vortex}} - V(\Phi_0) - \frac{1}{4} F^2_{\mu\nu} \right]. \quad (A.20)$$

Then the duality exchanges the electric current,

$$j_\mu = e \Phi_0^2 \partial_\mu \theta \quad (A.21)$$
with the vortex current

\[ j^\mu_{\text{vortex}} = \frac{e}{2\pi} \epsilon^{\mu\nu\rho} \partial_\nu \partial_\rho \theta = \frac{1}{2\pi \Phi_0^2} \partial_\nu \partial_\rho \theta, \] (A.22)

and exchanges the phase \( \theta \) of the scalar field \( \Phi \) with the gauge field \( b_\mu \), by

\[ \partial_\mu \theta + e a_\mu = \frac{1}{\Phi_0^2} \epsilon^{\mu\nu\rho} \partial_\nu b_\rho, \] (A.23)

which is nothing but Poincaré duality in 3 dimensions.

This particle-vortex duality is also like an S-duality (strong/weak duality) in the sense that it inverts the coupling. Indeed, for the scalar \( \theta \) in the original action, \( \Phi_0^2 \) acts as the coupling factor \( 1/g^2 \), whereas for the dual action, \( 1/\Phi_0^2 \) acts as the dual coupling factor \( 1/\tilde{g}^2 \), leading to \( \tilde{g} = 1/g \).

We note that this duality has some remarkable similarities with the Mukhi-Papageorgakis Higgs mechanism [44] in 2+1 dimensional gauge theories with Chern-Simons terms, by which a Chern-Simons gauge field (with no dynamical degrees of freedom) eats a real scalar (the phase of a complex scalar field) and becomes Maxwell, which is a dynamical field with one degree of freedom.

In it, a complex scalar \( \Psi \) coupled to a Chern-Simons gauge field \( a_\mu \) with action

\[ S = - \int d^3 x \left[ k \frac{\epsilon^{\mu\nu\rho} a_\mu \partial_\nu \tilde{a}_\rho}{2\pi} + \frac{1}{2} (\partial_\mu - ie a_\mu) \Psi )^2 + V(|\Psi|^2) \right], \] (A.24)

and with minimum of the potential (vacuum solution) at \( \Psi = b \), is expanded around the vacuum as

\[ \Psi = (b + \delta \psi) e^{-i\delta \theta}; \quad \delta \theta = \theta_{\text{smooth}} + \theta_{\text{vortex}}, \] (A.25)

leading to a perturbative action

\[ S = - \int d^3 x \left[ k \frac{\epsilon^{\mu\nu\rho} a_\mu \partial_\nu \tilde{a}_\rho}{2\pi} + \frac{1}{2} (\partial_\mu \delta \psi)^2 + \frac{1}{2} (\partial_\mu \theta_{\text{smooth}} + \partial_\mu \theta_{\text{vortex}} + ea_\mu)^2 b^2 + \ldots \right]. \] (A.26)

Redefining the gauge field so that it “eats” the real Higgs field \( \theta \), by

\[ ea_\mu + \partial_\mu \theta_{\text{smooth}} + \partial_\mu \theta_{\text{vortex}} = ea'_\mu, \] (A.27)

and solving for (integrating out in the path integral) \( \theta \) and \( a'_\mu \), we get the perturbative action

\[ S = \int d^3 x \left[ - \frac{k^2}{16\pi^2 b^2} (\tilde{f}_{\mu\nu})^2 - \frac{1}{2} (\partial_\mu \delta \psi)^2 + \frac{k}{e} j^\mu_{\text{vortex}} \tilde{a}_\mu + \ldots \right], \] (A.28)

where \( \tilde{f}_{\mu\nu} = \partial_\mu \tilde{a}_\nu - \partial_\nu \tilde{a}_\mu \). The solution for \( a'_\mu \) provides a relation similar to particle-vortex duality,

\[ a'^\mu + \frac{1}{e} \partial^\mu \delta \theta = a'^\mu = - \frac{k}{2\pi b^2} \epsilon^{\mu\nu\rho} \partial_\nu \tilde{a}_\rho. \] (A.29)

It is then possible to combine particle-vortex duality with the Mukhi-Papageorgakis Higgs mechanism to obtain a symmetric kind of particle-vortex duality that relates two scalars coupled with two gauge fields with a similar dual action, thus obtaining a kind of self-duality.
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