Reverse Monte Carlo modeling of liquid water with the explicit use of the SPC/E interatomic potential
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Reverse Monte Carlo modeling of liquid water, based on one neutron and one X-ray diffraction data set, applying also the most popular interatomic potential for water, SPC/E, has been performed. The strictly rigid geometry of SPC/E water molecules had to be loosened somewhat, in order to be able to produce a good fit to both sets of experimental data. In the final particle configurations, regularly shaped water molecules and straight hydrogen bonding angles were found to be consistent with diffraction results. It has been demonstrated that explicit use of interatomic potentials in RMC has a role to play in future structural modeling of water and aqueous solutions.

I. INTRODUCTION

Water, the most common liquid on Earth, has been (one of) the most frequently investigated substance for thousands of years. The microscopic structure of liquid water, which is a fundamental piece of information for researchers in many fields of research, is one of the oldest not fully solved problems. Despite the dozens of publications appearing year after year, our knowledge is still uncertain in this respect. The unique behavior of water stems from the hydrogen bonded network of the molecules. However, crucial features of this network, the average number of the hydrogen bonds per molecules, or the intermolecular O-H bond distance are still somewhat controversial.

The microscopic structure of liquid water has been studied by different spectroscopic and scattering techniques, for example small and wide angle X-ray scattering, neutron diffraction, and X-ray absorption and emission spectroscopies. X-ray diffraction is suitable for the determination of oxygen-related correlations, but it is less sensitive to hydrogen. Neutron diffraction with H/D isotopic substitution can be useful for the detection of hydrogen-hydrogen and hydrogen-oxygen correlations, since H has negative coherent scattering length, \( b_H = -3.7406 \text{ fm} \), while \( b_D = 6.671 \text{ fm} \). However, the determination of the coherent structure factor from the measured neutron scattering intensities is difficult due to the large incoherent scattering cross section of H, and the strong inelasticity effects caused by the similar masses of H nuclei and incident neutrons. There are numerous attempts known for resolving these issues, e.g. via oxygen isotope substitution and polarized neutron diffraction with polarization analysis.

Various computer simulation methods have also been applied in order to gain real-space correlation functions:

...the story started with Monte Carlo simulations nearly fifty years ago, and continued with molecular dynamics (MD) (for a review, see e.g. Ref. 22), ab initio MD (see e.g. Ref. 22) and Reverse Monte Carlo (RMC) (see e.g. Ref. 5) simulations. Monte Carlo and molecular dynamics simulations are based on the intra- and intermolecular interactions between particles, thus their outcome is determined by the chosen force fields. During the past decades, several water models with different force field parameters have been developed that have been fitted to some chosen experimental data (for reviews, see Ref. 7, 21, 23).

In Reverse Monte Carlo structural modeling, large 3-dimensional particle configurations are generated that are consistent with all the supplied input data sets within their uncertainty. Any experimental (and/or theoretical) quantities that can be expressed in terms of the atomic coordinates may be fitted simultaneously. Conventional RMC algorithms are not able to take energetic considerations into account, although the so-called ‘hybrid RMC’ scheme by Opletal et al. does operate with specific potential parameters. Another method of structural modeling, the ‘Empirical Potential Structure Refinement’ (EPSR), starts with known interatomic potential parameters that are varied during the calculations. EPSR has been applied to liquid water over the past 20 years, starting with the original publication in 1996, to a very recent extensive paper.

The RMC_POT algorithm (and the software that makes use of it) combines traditional RMC modeling with some features of standard molecular simulations. Instead of ‘Fixed Neighbour Constraints’ (FNC) used previously (see, e.g., Ref. 24), the RMC_POT algorithm keeps molecules together via (more or less) flexible intramolecular forces: bond stretching, angle bending and dihedral stretching potential functions (see, e.g., Ref. 24). Besides these, RMC_POT can handle intermolecular potentials of arbitrary complexity: Coulomb and Lennard-Jones energies can be easily calculated. It is worth stressing that while in EPSR potential parameters are being modified continuously, RMC_POT keeps all intermolecular terms intact.
Total scattering structure factors (TSSF) obtained from neutron and X-ray diffraction experiments were studied by the conventional RMC technique, using FNC, in an early publication. The RMC technique has also been used to investigate the compatibility of structure factors and partial pair correlation functions (PPCF) obtained by different methods in Refs. The conventional RMC technique was used to compare different water potential models via PPCFs obtained by MD simulations and structure factors from neutron and X-ray diffraction measurements in Refs. and .

In this study the suitability of the RMC_POT algorithm for the determination of the structure of water is explored. X-ray and neutron diffraction structure factors from Refs. and were applied here as input data. Of the many possibilities, the most frequently used SPC/E (‘Extended Simple Point Charge’) water potential model† was selected for the purpose. We are aware that the intramolecular O-H distance of the SPC/E model is very slightly (by about 0.02 Å) longer than suggested by most neutron diffraction experiments (see, e.g., Ref.); however, the overwhelming popularity of SPC/E over the past decades justifies the choice of this potential for the first RMC_POT study on liquid water. For generating starting particle arrangements for RMC_POT, as well as for reference purposes, molecular dynamics computer simulations with the SPC/E water potential have been carried out as an initial step.

II. SIMULATION DETAILS

A. Experimental data sets

Total scattering structure factors that had been investigated by conventional RMC earlier were tested here: the X-ray structure factor of H$_2$O from Narten and Levy (this dataset will be denoted throughout this paper as XRD1) and the neutron structure factor of D$_2$O from Soper et al. (indicated as ND). Additionally, a recent X-ray diffraction result, the $S_{OO}$ partial structure factor of Skinner and co-workers (marked as XRD2) was considered. The ND structure function was modeled over the 1.1 Å$^{-1}$ ≤ Q ≤ 15 Å$^{-1}$ regime. The weights of the partial functions in the ND total scattering function were 0.0919 (O-O), 0.4225 (O-D) and 0.4857 (D-D). XRD1 S(Q) was considered for Q values 1 Å$^{-1}$ ≤ Q ≤ 16 Å$^{-1}$, whereas the $S_{OO}$ partial structure factor (XRD2) was fitted in the 0.975 Å$^{-1}$ ≤ Q ≤ 25.85 Å$^{-1}$ region.

In the first case (denoted as Case 1) the ND and the XRD1 data sets were fitted together, while in the second set of RMC simulations (marked as Case 2) the ND and XRD2 structure factors were approached simultaneously.

B. Molecular dynamics simulations

Molecular dynamics simulations have been performed by the GROMACS software package (version 5.1.1). The initial particle configuration was obtained by placing 3333 water molecules in the cubic simulation box by the ‘gmx solvate’ program of the GROMACS package. The edge length of the simulation box was 46.5701 Å, according to an atomic number density of 0.099 Å$^{-3}$.

According to the SPC/E water potential, pairwise-additive non-bonded interactions have been used for the representation of dispersion and repulsion effects (in the form of the Lennard-Jones (LJ) potential), as well as for the electrostatic interactions. In the SPC/E force field, which was chosen for this study, the charges are −0.8476e and 0.4238e for O and H atoms, respectively (e is the elementary charge). The LJ σ and ε parameters are 3.16557 Å and 0.650194 kJ/mol for the oxygen atoms and 0 for hydrogens. Intra-molecular distances are 1 Å for O-H and 1.633 Å for H-H pairs in the rigid molecules.

Canonical NVT (constant number, volume and temperature) ensemble was applied at $T = 295$ K. The temperature was controlled by the Berendsen thermostat, with temperature coupling time $\tau_T = 0.01$ ps. The cut-offs for the Coulomb and van der Waals interactions were 10 Å. The steepest-descent gradient method was used to reach the energy equilibrium. The total energy has reached its minimum value in less than 100 ps. The total simulation time was 4000 ps, the time step was 2 fs; particle configurations for calculating averages have been collected in every 20 ps between 2000-4000 ps. MD results reported here were averaged over 100 time frames. The ‘gmx rdf’ program was used to calculate the partial pair correlation functions from the collected MD configurations.

MD simulations were conducted with the flexible SPC/Fw water model, as well. In this model the LJ σ and ε parameters are the same as in the SPC/E force field. The charges are -0.82e and 0.41e for O and H atoms, respectively. The flexibility is realized by harmonic bond stretching and angle bending potentials. The equilibrium O-H bond length is 1.012 Å, the $k_b$ force constant is 443153 kJ mol$^{-1}$ nm$^{-2}$, the equilibrium H-O-H angle is 113.24 °, the $k_a$ force constant is 317.56 kJ mol$^{-1}$ rad$^{-2}$. Details of the simulation were similar as before, but the time step was smaller (0.2 fs). Results from this simulation will be referred to as ‘MD-flexible’, while those from the preceding calculations (with SPC/E water model) will be denoted as ‘MD-rigid’.

C. Reverse Monte Carlo modeling

RMC modeling is described in detail in Refs. During a conventional RMC calculation particles are moved randomly in the simulation box and differences between experimental and model structural quantities are minimized. RMC may be used for any
quantity that can be expressed from the atomic coordinates (e.g. structure factors from diffraction experiments, EXAFS signals, or model pair correlation functions). If the squared differences between experimental and calculated data sets decrease by the move of a particle then the move is accepted, otherwise it is only accepted with some probability.

In the present investigation, several different RMC calculations have been performed; they are summarized in Table II.

Along with RMC calculations that use interatomic potential functions, traditional RMC modeling with Fixed Neighbour Constraints (FNC) has also been carried out for comparison. For these computations the RMC++ computer programme has been applied (for an early application of such an approach for liquid water, see, e.g., Ref. 5). In RMC++ molecules are kept together via FNC; no interatomic potentials are involved. The FNC method connects two hydrogen atoms and the central oxygen atom permanently via a simple neighbor list. Intramolecular distances are kept between minimum and maximum values, namely 0.95 to 1.03 Å for (covalently bonded) O-H and 1.55 to 1.70 Å for H-H (non-bonded intramolecular) pairs. Closest intermolecular approaches were 2.2 Å for O-O, 1.5 Å for O-H and 1.7 Å for H-H pairs. The bin size was 0.05 Å, and the maximum move of atoms was set to 0.05 Å. The final MD-rigid configuration was taken as starting configuration for these simulations. Control parameters for experimental data sets are presented in Table III. These runs will be referred to as ‘RMC-FNC’ throughout this work.

In an additional reference series of RMC calculations the FNC method has been used again and in addition, partial pair correlation functions \( g_{ij} (r) \) from MD simulations have been applied as ‘(quasi-)experimental data sets to fit’; these RMC runs will be denoted as ‘RMC-FNC+g(r)’. A similar approach had been used and investigated previously in conjunction with several water models in Pusztai et al.\(^{36}\) and Steinzinger et al.\(^{37}\). \( g_{ij} (r) \) curves were obtained here from molecular dynamics simulation with the SPC/E force field (MD-rigid). The control parameters for these data sets are also shown in Table III; all other parameters were the same as before.

In the RMC_POT method, exploitation of which is the genuinely novel element of this study, molecules are kept together via intramolecular (‘bonded’) potentials that are calculated similarly to that implemented in GROMACS\(^{38}\). In general, the bond stretching interaction (between atoms \( i \) and \( j \)) is taken into account as a harmonic potential:

\[
V_b (r_{ij}) = \frac{1}{2} k_{ij}^b (r_{ij} - b_{ij})^2
\]  

where \( k_{ij}^b \) is the force constant, \( b_{ij} \) is the equilibrium distance of the bonded pair, \( r_{ij} \) is the actual distance of the atoms in the bonded pair. The harmonic angle bending potential (between atoms \( i \), \( j \), and \( k \), where atom \( j \) is in the middle) is

\[
V_a (\theta_{ijk}) = \frac{1}{2} k_{ijk}^a (\theta_{ijk} - \theta_{ijk}^0)^2
\]

where \( k_{ijk}^a \) is the force constant and \( \theta_{ijk}^0 \) is the equilibrium angle.

The non-bonded potential energy terms in these simulations are the Coulomb and the Lennard-Jones contributions. The Coulomb potential is

\[
V_C (r_{ij}) = \frac{1}{4\pi\varepsilon_0} \frac{q_i q_j}{r_{ij}}
\]

where \( q_i \) and \( q_j \) are the partial charges placed on atoms \( i \) and \( j \), \( \varepsilon_0 \) is the vacuum permittivity. The Lennard-Jones potential is

\[
V_{LJ} (r_{ij}) = 4\varepsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6} \right]
\]

where \( \varepsilon_{ij} \) and \( \sigma_{ij} \) are the Lennard-Jones parameters applied for the \( ij \) atom pair.

During RMC_POT calculations differences between experimental and model \( S(Q) \) functions are minimized together with the total potential energy. A relative weight (\( \sigma \) parameter) is assigned to every potential related term. From the potential-related terms \( \chi^2 = V_i / \sigma_i \) values are calculated and the sum of them is minimized (\( i \) refers to the individual potential related components). After moving a particle, first the potential-related terms are investigated and the move is accepted if the sum of the \( \chi^2 \) terms has decreased. If it has increased then the move is accepted with some probability. Calculations related to conventional data sets (and geometrical constraints, if present) would be executed only if the move can be accepted based on potential energy.

Proper choice of the \( \sigma \) parameters can warrant that information related to experimental data and interatomic potentials are taken into account in a balanced way. Relative weights of the bonding potential terms should be chosen so that molecules are kept together but they can be as flexible as diffraction data might require. Weights that are too strict do not allow the system to move around; on the other hand, too loose relative weights result in that the molecules break up. The ratio of the potential and experiment related weights should be chosen so that the fit to the experimental data sets is as good as possible, i.e., at least of similar quality as it may be achieved in an RMC++ calculation. As a result of RMC_POT, final particle configurations will be compatible with the experimental data sets and the applied force field models simultaneously – provided that these two things can be made compatible at all for a given system.

It should be noted here that as a consequence of the way molecules are handled in the RMC_POT method, and of that movements are overwhelmingly atomic in RMC modeling in general, molecules in practice are always flexible (or perhaps better to say, never strictly
tributions to the total significance of these ‘intramolecular bonding’ energy con-
related terms in the RMC_POT scheme determine the not critical, since the relative weights of the potential-
constant ($k_f$) was 383 kJ mol$^{-1}$, in alignment with Ref. 43. The exact values of the force constants are
introduced. The force constant for bond stretching ($k_b$) was 463700 kJ mol$^{-1}$ nm$^{-2}$ and the angle bending force constant ($k_a$) was 383 kJ mol$^{-1}$ rad$^{-2}$, in alignment with Ref. 42. The exact values of the force constants are not critical, since the relative weights of the potential-related terms in the RMC_POT scheme determine the significance of these ‘intramolecular bonding’ energy contributions to the total $\chi^2$ and thus, to the final particle configuration.

In the present study version 1.4 of RMC_POT$\textsuperscript{32}$ has been made use of. Intermolecular O-O and O-H minimum distances were the same as for the RMC-FNC simulation runs (2.2 Å and 1.5 Å, respectively). For H-H pairs, inter- and intramolecular closest approaches can-
not be defined separately, since intra- and intermolecular regions may overlap; considering this possibility, the H-H minimal interatomic distance was set at 1.4 Å. Bin size, maximum moves of the particles and relative weights of the experimental data sets were the same as in the traditional RMC runs.

As a cross-check with a genuine flexible force field, RMC_POT calculations have been performed applying the flexible SPC/Fw$\textsuperscript{41}$, along with the ‘flexible’ version of (the originally rigid) SPC/E, a.k.a. SPC/Ef (see above) potential. The final MD-flexible configuration was taken as starting configuration for the RMC_POT runs performed with the SPC/Fw potential (this calculation is denoted as ‘RMC_POT SPC/Fw’). RMC_POT simulations with SPC/Ef were started from the final MD-rigid configuration. The (possible) influence of the starting configuration was checked by a special simulation run: a random configuration of water molecules had been generated by placing water molecules randomly to the simulation box, and this random initial configuration was used in this ‘RMC_POT random’ run. (We note in passing that according to the best of our knowledge, no such test has been conducted for any other potential-related RMC-like method before.) This ‘RMC_POT random’ calculation required more computational time (higher number of accepted moves) to reach an equilibrium. therefore it has only been performed for one combination of potential and experimental data sets. During the ‘RMC_POT random’ simulation the SPC/Ef potential was applied and the MD and XRD2 experimental data sets were fitted.

Good values of the $\sigma$ parameters have resulted from several test runs, in which the number of accepted moves was about $10^6$. In the final runs the number of the accepted moves was around $2 - 8 \times 10^7$. The final $\sigma$ values are shown in Table III.

### III. RESULTS AND DISCUSSION

RMC and MD simulated total structure factors, along with their experimental counterparts, are shown in Figure I. Agreement between any RMC calculation and experimental data is very good, whereas differences between MD simulations and experiment are well visible.

---

**TABLE I. Reverse Monte Carlo calculations performed.**

| RMC calculation       | Short name | Data sets | Starting configuration | Potential/g(r) data sets |
|-----------------------|------------|-----------|------------------------|-------------------------|
| RMC-FNC Case 1        | FNC_X1     | ND+XRD1   | MD-rigid               | -                       |
| RMC-FNC Case 2        | FNC_X2     | ND+XRD2   | MD-rigid               | -                       |
| RMC-FNC+g(r) Case 1   | FNC_g_X1   | ND+XRD1   | MD-rigid g(r) sets     | -                       |
| RMC-FNC+g(r) Case 2   | FNC_g_X2   | ND+XRD2   | MD-rigid g(r) sets     | SPC/Ef                  |
| RMC_POT Case 1        | POT_X1     | ND+XRD1   | MD-rigid               | SPC/Ef                  |
| RMC_POT Case 2        | POT_X2     | ND+XRD2   | MD-rigid               | SPC/Ef                  |
| RMC_POT random        | POT_r      | ND+XRD2   | random                 | SPC/Ef                  |
| RMC_POT SPC/Fw        | POT_Fw     | ND+XRD2   | MD-flexible            | SPC/Fw                  |

---

**TABLE II.** Final control parameters ($\sigma$ values) of input data sets and potential terms.

| Data Set/Potential | $\sigma$ |
|--------------------|----------|
| ND                 | 0.003    |
| XRD1               | 0.003    |
| XRD2               | 0.005    |
| LJ                 | 1.0$^a$  |
| Coulomb            | 1.0$^a$  |
| Bond               | 0.5      |
| Angle              | 0.5      |
| $\delta$O–O       | 0.04     |
| $\delta$O–H,intra | 0.1      |
| $\delta$O–H,inter | 0.04     |
| $\delta$H–H,intra | 0.01     |
| $\delta$H–H,inter | 0.04     |

$^a$ This value was 0.6 for POT_Fw.
(although it is worth noting that both the rigid SPC/E and the flexible SPC/Fw potentials work remarkably well). Goodness-of-fit values (R-factors) are provided in Table I in accordance with visual inspection. R-factors also indicate similar fit qualities for all the RMC models, whereas differences between MD and experiment appear as ‘magnified’.

Since in an earlier communication Ref. 35 some dispute appeared concerning intramolecular parameters that may be derived from diffraction experiments, here we show distributions of O-H (bonding) and H⋯H (non-bonding) intramolecular distances, as well as of H-O-H bond angles, in Figure 2. Clearly, RMC_POT with the SPC/E potential parameters leads to a molecular geometry that is rather similar to that obtained from molecular dynamics simulations (with the SPC/E potential), although there are slight differences: the average H⋯H non-bonding distance is somewhat (by cca. 0.02 Å) shorter as a result of RMC_POT, and as a result, the average bond angle is very slightly smaller. The mean bond angle from all RMC_POT calculations (regardless of the actual potential and starting configuration) appear to be identical, although the distribution of intramolecular H-O-H angles is significantly wider when the flexible SPC/Fw force field is applied. Calculations using the RMC-FNC approach provide significantly broader distributions for these intramolecular parameters. As each RMC calculation produced agreement with experimental data at the same (very high) level, it is established that the data used here allow for a diversity of the H⋯H non-bonding intramolecular distance and of the bond angle as shown in Figure 2.

Partial pair correlation functions obtained for most of the (MD and RMC) simulations are presented in Figure 3. The two XRD sets bring about very different O-O PPCF-s for the RMC-FNC calculations; also, none of the RMC-FNC simulations produced a separated O-H peak around the (assumed) hydrogen bonding distance (between cca. 1.75 and 1.95 Å). Otherwise, the curves reflect, again, the diversity that one had to get used to in the literature of the structure of water (see, e.g., Refs. 5, 11, 35, and 38). O-O and O-H peak positions are gathered in Table IV that are related to RMC calculations in Figure 3 and 4 and the different maximum position values in Table IV that are related to RMC calculations are all equally consistent with the two sets of diffraction data: separation between them is only possible on the basis of external information. Note that the ‘RMC_POT random’ calculation produced $g_{ij}(r)$-s that were indistinguishable from those that had resulted from the other RMC_POT simulations. The intermolecular parts of each PPCF are identical for the 4 RMC_POT calculations reported here (independently of the flexibility of the actual potential function used.).

What is worth emphasizing is that RMC_POT results from modeling the ND and XRD1 data sets have re-
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**Figure 1.** Experimental, MD simulated and RMC total structure factors. (a) Neutron diffraction data of Soper Ref. 8; (b) X-ray diffraction data of Narten Ref. 8; (c) the recent O-O partial structure factor derived from X-ray data by Skinner Ref. 8.

**Table III.** Goodness-of-fit values (R-factors) for each calculation.

|                  | ND   | XRD1 | XRD2 |
|------------------|------|------|------|
| MD-rigid         | 15.4 | 19.7 | 13.5 |
| MD-flexible      | 13.6 | 24.4 | 18.5 |
| FNC_X1           | 3.25 | 2.81 | -    |
| FNC_X2           | 3.27 | -    | 3.15 |
| FNC_g_X1         | 4.20 | 4.14 | -    |
| FNC_g_X2         | 4.14 | -    | 4.20 |
| POT_X1           | 3.52 | 3.54 | -    |
| POT_X2           | 3.34 | -    | 4.34 |
| POT_r            | 3.25 | -    | 4.22 |
| POT_Fw           | 3.70 | -    | 4.47 |
produced the 'experimental' $g(OO)(r)$ that belongs to the XRD2 data. This is yet another sign of that data presented by Skinner et al.\cite{6} are of high quality and that they may, indeed, be called as 'consensual' (although perhaps not quite as 'benchmark').

Distributions of intermolecular $O\cdots O$, $H\cdots O$ and $O\cdots O$ angles are shown in Figure 5: these are all characteristic to the local environment (including hydrogen bonding) of water molecules. Although the main features, the tetrahedral location of neighboring water molecules and the approximately straight hydrogen bonds, may be detected for each RMC calculations, the extents of these vary significantly. RMC-POT results follow characteristics of the original molecular dynamics simulation nearly within the line thickness in the figures, whereas it is rather hard to detect the features in question on curves resulting from RMC-FNC calculations. (Again, 'RMC-POT random' results were indistinguishable from those of the other RMC-POT simulations; also, the originally rigid SPC/Ef and the flexible SPC/Fw potentials produce identical curves.)

This behavior of RMC-POT results is very encourag-
FIG. 4. O-O and O-H partial pair correlation functions for each simulation, together with literature data from Soper and from Skinner et al.; the focus is on the regions of the first intermolecular maxima.

FIG. 5. Distributions of the cosines of (a) O· · ·O· · ·O, (b) H-O· · ·O, and (c) O-H· · ·O angles.

IV. CONCLUSIONS

We have presented results from the first Reverse Monte Carlo study of liquid water in which a popular interatomic potential model, SPC/E, was applied explicitly. After some 'learning period', the calculations could be tuned so that the RMC_POT algorithm was running with the same efficiency as usual for modeling studies without potentials; we therefore expect the extensive exploitation of this approach for water (with various input diffraction data sets and/or thermodynamic conditions) and aqueous solutions. Despite all of its attractive features, it has to be made clear that although RMC_POT applies interatomic potentials explicitly, it still is a method of structural modeling and cannot be used to reliably calculate properties beyond structural ones.

The set of diffraction data applied here allowed the formation of local structural motifs in the RMC_POT particle configurations that are hardly distinguishable from those produced by molecular dynamics simulations that use the same (SPC/E) water potential (cf. Figure 5). On the other hand, clear differences between

A few words may be appropriate for a brief comparison with EPSR results on liquid water; there is a general agreement between RMC_POT and EPSR in terms of the main characteristics, although some of the details may appear quite differently. Perhaps the most apparent of these differences concern the intramolecular structure, for which RMC_POT seems to produce considerably narrower distributions for the O-H and H-H distances. The main reason behind may be the different handling of intramolecular contributions, cf. Ref. 22.
MD and RMC_POT findings were detected in terms of total structure factors and partial pair correlation functions. The very regular ‘V-shape’ of water molecules, the tetrahedral environment and straight hydrogen bond angles reflect the present ‘collective wisdom’ concerning the structure of liquid water: it is therefore rather comforting that the present study is able to offer large 3D parameters that, in addition, are fully consistent with diffraction data. These statements have proven to be valid independently of the initial particle configuration, as well as of the actual variant (rigid or flexible) of the SPC/E force field.

Even though reference (FNC-based) RMC calculations reproduced experimental diffraction data at the same (very high) level as RMC_POT, and much better than molecular dynamics simulations, the outcome from these runs is less attractive: the molecular shapes are less uniform and hydrogen bond angles take values that are sometimes far from the ideal 180 degrees. Still, these arrangements are fully consistent with diffraction data considered here – they just tend to be the most disordered of those that may be called ‘realistic’ (cf. Ref. [33]).
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