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ABSTRACT
Owing to the tremendous popularity of mobile networks, point-of-interest (POI) data of location-based social networks (LSBN) provide significant geographic information on maps and can be utilized to discuss the dynamic characteristics of map tiles as segmented by city roads. In this study, motivated by the problem of the dynamic characteristic analysis of the map tile, we propose a spatial-zoom graph-attention model (SZ-GAT) based on a global-attention mechanism and 5-category POI attributes for each map tile zoom dimension. Furthermore, a social-media dataset (Twitter with geolocation) is utilized to promote POI visualization at different zoom levels and improve the aggregation efficiency of geographic records in zoom dimensions. In the experiments, we extract POI geo-features from Twitter and display the user’s favorite POI features at each map zooming level with 5-dimensional tweet attributes. We evaluate the accuracy of the POI prediction on Google, OpenStreetMap, Bing, and Yahoo! maps by comparing the tweets’ visit history. The predictive performance of the proposed method is more than 86% for each zoom level on 60 randomly-selected map tiles in Kyoto City.
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I. INTRODUCTION
Owing to the increasing popularity of social media services, mobile terminals have enabled the public to share their daily activities online and leave their digital footprint in urban areas. The information provided by social media reflects the real-time characteristics (flows, services, scenery, and parking) of urban facilities such as restaurants, transportation, and attractions [1]. GPS coordinates within urban areas collected by geotagged social-media messages help researchers understand dynamic spatially oriented human activities and spatial urban patterns [2]. For the web map, the zoom-in and zoom-out operations easily observe every country, city, and street. Displayed categories (buildings, placemarks, streets, and boundaries) gradually increase when the map zooms in and disappear when it zooms out [3]. The geographic characteristics displayed from a country to a street-level scale are called the level of detail (LOD) on a map [4]. Particularly, the web map is composed of several tiles, and each map tile displays only a small part of the placemark names and hides most of the geographic information. The dynamic characteristics of map tiles are described by point-of-interest (POI) data, where the location based on users’ visit history records are the underlying pattern of trips and spatial interactions in cities, POI revisited-spatial interaction, and distance decay in spatially embedded networks. In this study, we expect to maintain users’ favorite POIs at multiple map zooming levels and focus on the problem of POI dynamic display (zoom-in) and disappearance (zoom-out) on the map. The Google Map was utilized as the base map in this study, and its merits are as follows: (1) Google Map is the most commonly used map in daily activities, and it shows many user reviews about placemarks; (2) there are few studies on the map zooming layer compared with other map-tile-analysis methods; (3) based on the experience of the area location, map tile dense
Dynamic POI analysis combined with map zooming is a new challenge in the task of user interest recommendation. There are three challenges associated with using machine-learning models for analyzing geographic information data for social media. 

**a) POI matching uncertainty.** The POI attributes are analyzed by place labels, which match users’ preferred attributes to obtain personalized recommendations, and geographic dynamic characteristic predictions are the basic idea of machine learning. However, users’ access records or addresses shared on social media are inaccurate or even unmatched by the actual POI location. Some texts from social-media data are removed as noise because they do not mention POI attributes [5]. Therefore, the extraction of accurate POI categories which match social-media data to POI features is a challenge [6].

**b) Map zooming dynamicity.** Figure 1 introduces the tweets (red spots) and POIs (black spots) from the Kyoto City Road map with LOD processing. We extracted the dynamic POI categories (ex: restaurants, shops, and transportation) in three map scales. The problem is that each level of the map zooming task requires a set of a priori POI data to summarize the user-visit training [7]. Particularly, the results of the supervised training model must regress the zooming feature and discuss the user-preferred POI of each map tile.

**c) Attention mechanism complicacy.** For the graph structure of graph neural network (GNN), the self-attention mechanism aggregates the neighbor nodes, which realizes adaptive matching of the weights of different neighbors, thereby improving the accuracy of the model [8]. The aggregation process works on a map with a POI recommendation [9]. However, in this study, POIs contained multiple categories from tweets information, which required multilayer attention for POI attributes to match the raster units of each map tile.

In this study, we propose a spatial-zoom graph-attention model (SZ-GAT) that can efficiently extract POI geolocation features from social-media data and focus on users’ favorite POIs of each map zooming levels. We extract dense POI cores as 160 map tiles from the Google Map API, including POI attributes, POI coordinates, and POI raster unit information. Tweets with geolocation records are mapped to each POI in the rasterized-unit-map tile. The proposed training model verifies the effectiveness of this rasterized statistical method with GNN, that works on map zooming [10]. The training is completed by 4,716,335 placemarks with five categories on 100 map tiles, and the remaining 1,834,164 marks on 60 map tiles are used to evaluate the model performance. The proposed method promotes POI visualization at different zoom levels and improves the aggregation efficiency of geographic records in zoom dimensions. We propose that the raster distribution be used to predict POI features with user-access records and display users’ favorite POI on different map scales [11]. The main contributions of this paper are as follows,

1) Tile-feature annotation on the map areas containing POI data is completed.
2) Rasterization statistics for map tiles, which is a significant contribution to POI data analysis is completed.
3) We propose a graph neural network model for map zooming and placemark training, including two train-
II. RELATED WORK

Map zooming with POIs priority visualization focus on the user’s prefer attributes of POI. The POI contains various user information and place characteristics [12], which are two research points: (a) from users to placemarks, and (b) from placemarks to users. A study [13] introduced geolocation prediction (GP) and reviewed the two research points as user-profiling-based and content-based geolocation prediction.

(a). Users to placemarks represent a series of studies based on the text-feature-analysis method containing user location information and extended to placemark attribute analysis on the map [14] [15]. The authors demonstrated the visualization of user-shared placemark map tiles for application to natural events and human-change-predictive tasks [16]. This method is used to construct recommendation algorithms for POIs by extracting user characteristics and inferring user preferences based on object attributes. A previous study on spatio-temporal neural networks achieved excellent results on raster map tiles with user location-related geographic information [17] [18]. The abovementioned studies demonstrate the feasibility of the location information shared by users, and the related geographic placemark attributes are learnable [6].

(b). Placemarks to users utilize the placemark-feature distribution on a map to describe fixed-region attributes. Social-media data can be used to verify the prediction accuracy with different dimensions in a map tile [5]. For a certain map tile, the included multiple POI features depend on the observed attributes and the location features of adjacent POI data, thereby inferring the unknown attributes of a geographic location [19]. Some difficulties are associated with the quality of POI annotations and the relevance of social-media data to geographic locations [20].

For the related works of 2D or 3D flat maps, the spatial problems of fixed distance or fixed position between POIs are always discussed on a basic map with a fixed scale and zoom level. Such as the efficient destination retrieval for a query to POIs [21], incremental POI nodes mapping between large graph structures [9], and traffic flow prediction [22] are all adopted spatial-temporal frameworks with a learnable positional attention mechanism. However, the geographic information in these studies is aggregated from a priori maps with fixed zoom levels. The map zoom level as a controlled variable is currently only introduced in the geographic information systems field. On the one hand, the POI data generalization technique changes the degree of abstraction of map content. Content zooming provides the user with the capability to change the amount and the granularity of foreground information presented while keeping the geometric map scale the same [23]. Content zooming allows overriding the effects of standard map generalization, focusing on optimized content representation to aid the information-seeking task of a mobile user. On the other hand, a matching spatial data at different map scales for integrating, evaluating, and updating spatial data collected and maintained at various scales. They proposed a relaxation labeling technique to match the areal features and/or for a different scale range with a contextual approach [24]. More related to our research is a web map service platform development to browse the behavior modeling and brows interest extraction with multiple map scales [25]. They utilize the user’s zoom-in map operations to indicate interest increasing. In contrast, the zoom-out indicates interest decreasing and proposed a new hierarchical Gaussian mixture model to model the multi-granular spatial structure and extract browsing interests. For our research, the map zooming process is used to reflect the POI visit history with social media and user preference on the raster maps. This is the first time map zoom level has been applied as a map dimension to a graph structure framework.
For POI filtering, we focus on recommending a ranked set of POIs for a user where the POI after map zooming should be the user highly preferred. A model proposed to learn content-aware POI embeddings through user visit sequences and POI textual information [26]. A category-aware gated recurrent unit model is proposed to mitigate the negative impact of sparse check-in data, capture long-range dependence between user check-ins and get better recommendation results of POI category [27]. An interactive multi-task learning framework is proposed to exploit the interplay between activity and location preference with temporal-aware activity encoder [28]. In our previous research, we constructed the POI data set with text categories for regional competitiveness training, which contain the POI data with social media records and user preference distributions [29].

The proposed model exhibits several significant differences. First, we focus on learnable POI graph representations through a graph attention network (GAT) and zooming process analysis. The dynamic-location-space changes in the POI attributes are described by the map-zooming process. Therefore, the proposed method exhibits differences in the optimization goals of the algorithm and zooming dimensions. Second, the graph structure in the proposed method was improved for spatial zooming. Third, the learnable POIs in the zooming-evaluation process was imported from a different resource, and the predictive results of the proposed model effectively described the hiding and appearance of POIs during map zooming.

III. DATA COLLECTION
In this study, the collected data included location information and map-tile data. Location information is a set of POIs with geographical information used to describe the dynamic changes in the map-zooming process. The collection of POIs is tiered according to the zoom levels shown in Figure 2, which all the POIs are displayed on the base map in zoom level 0. The map-tile data are a set of vector maps containing dense POI cores from different map platforms, as shown in Figure 1. The map features were collected from the Google Map API as follows:

1. Base map: from Google Road Map in the area, used to visualize the division of map tiles;
2. POIs: from OpenStreetMap, utilized to determine the scope of the basic POI data set in the area;
3. Placemarks: from Google-map-location reviews and Foursquare, used to count the popularity and user behavior of each placemark;
4. Tweets with geolocation: used to evaluate the user visits and preferences in the map-zooming process of the proposed model.

The dense POI cores are divided into 160 maps using roads for rasterized map feature extraction shown in Figure 2. In order to classify each POI as a trainable POI attribute more efficiently on the base map, we only focus on 5 kinds of POI categories. In Figure 3, the rich POIs and tweets with geolocation are extracted on the Google Base Map, where all the POIs and tweets are divided into 5-dimensional categories to provide the trainable POI attribute vectors.

IV. RASTER PROCESS & FRAMEWORK OVERVIEW
A. RASTER MAP TILE
In 2005, map tile originated from a technology called “slippy map”, which makes maps more accessible and load more quickly [30]. Since 2005, the map was no longer a single image; however, several images were joined together seamlessly. Interaction with the map only requires the necessary sections of the map to be loaded and displayed, and not the entire image [31]. The images were called raster tiles, and all major map applications and software libraries used Google’s method [32].

In this section, the raster tiles divide the target map area into grids and construct a set of square tiles. As shown in Figure 2, we introduced a raster tile on the base map. We divided the base map into a set of square maps using the
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**FIGURE 3.** An example of POIs and tweets with geolocation on the Google Base Map, where the POIs and tweets are divided into 5-dimensional categories to provide the trainable POI attribute vectors.
Mercator projection system. Each grid on the map tile is called a raster unit, and all units share a data-storage scheme on a map tile. The schemes are described as having the same parameters, such as the grid pixel size, tile shape and size, coordinate system origin, tile matrix size, and the number of zoom levels. The raster map tiles obey the Web Map Tile Service (WMTS) standard definition from the Open Geospatial Consortium (OGC).

The POIs are represented with LOD through data generalization, and the dynamic POI display on different map scales is called map zooming. Typically, the definition of zoom level is described by geographic coordinates. However, for the base map at zoom level 0, the difference in geographic coordinates between the two POIs is a small change. In Figure 2, POIs are defined as different colors with different zoom levels, where the difference of POI$_1$ and POI$_2$ coordinates distance is $(0.00000312886, 0)$. This difference is difficult to describe the relationship between POIs on the base map. Therefore, we utilize raster units to represent the spatial information of each POI. Since the map zooming operation is based on the map zooming rule of nine raster units fused into one raster unit to become a new map in our study, the POI graph structure is a fully connected relationship with other POIs which are in the nine neighbor raster units. This adjacent POI graph structure definition constructs the zoom feature with a map zooming process and raster zooming visualization. An example of POI$_1$ introduced the graph structure construction in which POIs composed the node set and adjacent unit connections are the edge set. And in zoom-out detail, the POI graph in a new raster unit with red mark $(2, 2, 1)$ is zoomed from the raster unit $(2, 8, 1)$ on a base map. In this study, each raster-map-tile extraction contained the details of the POI attributes and zoom levels as the data input. We will introduce the details of the raster units in the subsequent section.

**B. ZOOM DIMENSION**

For an ordinary 2D flat web map, the location attribute of the POI is described by the latitude and longitude, or the plane distance on the X-Y axis. The 3D map adds a height dimension to flat maps to make the web map look more three-dimensional. Previous studies introduced the details of basic rules, definitions, and general scales of map zooming on different platforms of the world map. In this study, we define the POI position of each map tile on the X-Y-Z axis. Unlike the definition of a 3D map, the third dimension in this study was composed of a zoom level, and the flat map was composed of the X-Y and zoom dimensions: Z. In this study, all mathematical symbols related to the zoom levels are denoted as feature z and set Z.

In Figure 1, we introduce the zoom level, which is composed of four levels: base map ($z = 0$) and zoomed-out results $z = 1, z = 2, z = 3$. All POI positions are stored on the base map ($z = 0$), and $z = 3$ map tiles generally contain the maximum map scale and least POIs. The zoom level is imported as one of the POI attributes in the POI raster-unit database, as shown in Figure 2. Figure 4 shows the details of the map-zooming-dimension analysis in this study.

**C. FRAMEWORK OVERVIEW**

The overview of ST-GAT framework is introduced in Figure 4. It consists of three components include data preprocessing, map tile graph attention network block, and output evaluation block.

**FIGURE 4.** The overview of the SZ-GAT framework contains Data Preprocessing Block, Map Tile Graph Attention Network Block, and Output Evaluation Block.
block, map tile graph attention network block, and the output evaluation block. The POIs and tweets geolocation on the Google base map is divided by a set of given POI categories. The 5-dimensional POI categories construct the input POI attributes \( P_A \) as a set of POI vectors \( \vec{P} \) with coordinates \( P_C \) and raster unit information \( P_U \). Then, the POI graph structure contains spatial feature \( P_A \), \( P_C \) and zoom feature \( P_A \), \( P_U \) are embedded into the SZ-GAT training model. The global attention mechanism generates the rasterized geographical awareness with POI spatial information, and user preference zooming aware representation embeddings based on the raster unit attributes and the user’s prefer POIs denote on multiple zoom levels, respectively. After that, each raster unit fuses its corresponding zoom levels \( f_{z_1}, f_{z_2}, f_{z_3} \) with user preference representation POI embeddings. Finally, the output evaluation block computes the matching scores between users’ favorite places and zoomed POIs on different web map platforms including Google Map, Bing Map, Yahoo! Map, and Open Street Map.

V. APPROACH

In this section, we present the spatial-zoom graph-attention network (SZ-GAT). Specifically, we first present the POI data-preprocessing analysis using the map raster statistics method in Figure 2. Subsequently, we discuss the POI place-mark attributes and map the zooming process of each map tile in Figure 4. Finally, the details of the SZ-GAT are presented in Figure 6.

A. RASTERIZATION STATISTICS & GRAPH STRUCTURE

In this study, the POI category of tweets were mapped to raster units and they contributed to learnable graph structures. We introduce a set of graph structure slices \( G_M \) on the rasterized map tiles \( M \), in which POIs comprise the node set and the edge POIs are fully connected with the neighboring grids as the input, as shown in Figure 5.

The process of data preprocessing is introduced in Figure 4. Each user’s post-tweet is mapped to the related POI category, and combined with the POI information, the POI attribute \( P_A \) is defined as a 5-dimensional vector containing the features of restaurants, hotels, transportation, shops, and travel attractions. The output POI vector \( P \) is denoted by POI attributes \( P_A \), POI position \( P_C \), and raster unit information \( P_U \). \( P_C \) contains the geographical location (latitude and longitude) of each POI and user-visit history. \( P_U (x, y, z, d, n) \) is collected to describe the POI raster-unit information, where \( (x, y) \) is the position of the POI in the unit, \( z \) is the zoom level from 0 to 3 (example, \( z = 0 \): base map, \( z = 1, 2, 3 \): zoom level 1, 2, 3), \( d \) is the distance of the nearest-neighbor POI in the same unit, and \( n \) represents the POI dynamic position grid in the map tile (example, base map tile \( z = 0 \) has 81 units, and \( POI_1 \) position is on the 38th grid).

The POI constructed graph of each raster unit \( G = P, E \) comprises a placemark set \( P \) and a link set \( E \) within the grid. The vector of POIs is imported into the raster units, and the POIs are fully connected with neighboring grids to compose the graph structure \( G_P \). For the rasterization map tile shown in Figure 5, \( M \) is denoted by a set of basic raster units \{ \( M_{U1}, M_{U2}, M_{U3} \), and ..., \( M_{U_n} \) \}. We introduced a map tile, which is composed of a set of basic raster units in 50 m side square. Raster units are the basic POI statistics grids in a map tile, and these units help complete the translation of the graph structure and map zooming.

In the data preprocessing, we analyze the tweets with 5 POI categories and mapped them to the POI in each raster unit, where the 5 POI categories are denoted by \( A (A = A_1, A_2, A_3, A_4, A_5) \). The POI category of each user post-tweet \( Tweet(P) \) is

\[
Tweet(P) = \sum_{i=0}^{i} \hat{A} * i(positive) \tag{1}
\]

where \( i \) is the number of the tweet and only "positive" tweets matching the POI category is credited to the corresponding POI attribute. Each tweet contributes POI category \( A \) as an augmented vector shown in Figure 3. Combined with the POI and Tweet geolocation, each POI-related positive tweet position is denoted in each raster unit \( R_{P_A} \)

\[
R_{P_A} = \sum_{n} Tweet(P) * n(Lat, Lng) \tag{2}
\]

where \( n \) is the raster unit number of each tweets position, \( (Lat, Lng) \) is the coordinate of tweets. After importing the social-media data into the map tile, we construct the POI graph structure \( G_M \) on the map tile, as shown in Figure 5.

B. GLOBAL ATTENTION MECHANISM

We constructed a fully connected POI graph structure on map tiles \( G_P = P, E \). In this subsection, we introduce the global attention mechanism to match the multilayer attention to the POI and focus on the 5-category attributes in the map-zooming process. The graph attention network (GAT) [9] introduces a self-attention mechanism to learn the user-preferred visits of \( P_{A_i}, P \in P \cup Tweet(P) \) to every POI node \( P \). Each graph-attention-aggregation module updates the hidden \( H \) representations and aggregates information from every POI neighbor in proportion to the learnable attention coefficients. The aggregation operation of the \( l \)-th graph attention for placemark \( P \) is

\[
\bar{h}^P_l = \sigma \left( \sum_{i,j \in \{P_A\}} \alpha_{ij} h^{l-1}_{P_{ij}} W \right) \tag{3}
\]

where \( \bar{h}^P_l \) is the POI feature embedding, \( \sigma \) is an activation function (ReLU), \( W \) is the trainable parameter matrix of the \( l \)-th layer, and \( \alpha_{ij} \) denotes the attention coefficient between the placemarks \( P_i \) and \( P_j \), which obey the following:

\[
\alpha_{ij} = \text{softmax}_j \left( \text{attn} \left( \bar{h}^P_l, W, \bar{h}^P_l, W \right) \right) \tag{4}
\]
Data Input

| POI Set | POI Attribute | POI Coordinate | POI Raster Unit |
|---------|--------------|---------------|-----------------|
| POI_1  | 0 0 3 0 0    | lat_1 lon_1  | 8.15 7.68 0 0   |
| POI_2  | 0 0 0 0 5    | lat_2 lon_2  | 3.64 4.05 1 2.33|
| POI_3  | 2 0 0 0 0    | lat_3 lon_3  | 3.61 2.08 1 0   |
| POI_4  | 0 3 0 0 0    | lat_4 lon_4  | 2.73 6.72 3 0   |
| POI_n  | ...          | ...           | ...             |

POIs in Raster Unit

Rasterized POI Base Map

Map Rasterization

Map Tile Graph

FIGURE 5. The detail of input POI data set (Attributes, Coordinates, and Raster Unit Information), where A_1 to A_5 donate the POI location attributes in the category of Restaurant, Hotel, Transportation, Attraction, and Shop. lat, lng donates latitude and longitude of the POIs. The map tile base features are donated by each raster unit POI positions: flat position (x, y), zoom level: z, nearest POI distance d, and the number of the raster unit n in tiles.

where $attn$ is the attention mechanism, and $softmax$ is the regularized function of the selected node $P_i$ neighbors.

The user visits POI feature $h_P$ in each raster unit, which is simply described as follows:

$$h_P = \sum_{P_A} attn(Tweet(P_i))W^{(0)}$$

(5)

In the Google base map of zoom level 0 in our research, all POI placemarks with latitude and longitude were collected. Each map tile is divided into a set of $50 \times 50$ m grids as raster units. In Figure 5, we show a $9 \times 9$ raster base map $M$. The grid containing specific POI vectors $h_P$ denotes the raster unit features $h_R$, and each POI position with the X-Y axis, zoom levels, the distance with the nearest POI neighbor in the same unit, and the number of units are recorded as a set of vectors $h_{P_U}$:

$$h_R = \sigma \left( \sum_{U_{P_i}} attn(h_{P_U})W^{(0)} \right)$$

(6)

Same to the user visits POI feature $h_P$, each raster unit vector $h_{P_U}$ contains a base map attention mechanism "attn" and the weight of POI attributes $W^{(0)}$ are shared in the same layers.

Tile feature $F$ contains the POI attributes $h_{P_A}$, raster unit $h_{P_U}$ shown in Figure 6 as follows:

$$F = \sigma \left( \sum_{j=1,2,3} attn(h_{P_U}, h_{P_A})W^{(0)} \right)$$

(7)

where $f_{z(1,2,3)}$ denotes the POI prediction result features contained in each zoom level, respectively. The output of POI features represent the user’s preferences in each map tile.

C. MAP ZOOMING PROCESS

Zoom Dimension is the visualization level of electronic maps in map tiles of different scales. In our work, "zooming" is exploited as a new flat map dimension, so that each POI can be drawn on the map tiles with an X-Y-Z axis. We aim to sequentially export five categories of map tile features as the output of map zooming: zoom levels 1, 2, and 3. To describe the POI attributes contributed by 5-category tweet records in raster units. POIs are mapped to the linear zoom levels:

$$Z_{0,1,2,3} = \exp(logZ),$$

where logZ is tiles linearly interpolate in logarithmic domain as follows:

$$logZ = Z_0 + (Z_1 - Z_3) \times s/(s_1 - 1)$$

(8)

where $s$ is the zoom step, $s_1$ is the step of the first zoom level, and $logZ$ donates the linearly interpolate between map zoom level 3 and level 1, $Z_0$ is base map scales. We extract $P_A$ in spatial attention concatenate as a POI 5-dimensional matrix $R_A$, and map feature $h_M$ with zoom 3 levels as a raster unit convolution process:

$$h_{M+1} = \sigma \left( \tilde{D}^{-k} \hat{A} \tilde{D}^{-k} h_M W^{(U)} \right)$$

(9)

where $\hat{A} = A + R^{k=1,2,3}_A$, $\tilde{D}^{-k} \hat{A} \tilde{D}^{-k}$ is the normalized adjacency matrix of $\hat{G}_M(p_1, p_2)$ in Figure 6, $\tilde{D}$ is the degree matrix of $\hat{A}$, and $W^{(U)}$ denotes the learnable parameter of map zooming unit levels.
Map tiles are zoomed as a new tile with next step of zoom dimension such as the red rectangle shown in Figure 2 comprises the units:

\[
\begin{pmatrix}
(1, 7) & (2, 7) & (3, 7) \\
(1, 8) & (2, 8) & (3, 8) \\
(1, 9) & (2, 9) & (3, 9)
\end{pmatrix}
\]  

The zoom level \( z = 0 \) was ignored in the base map, and in the next stage, it was added to \((1, 7, 0)\). The position of \( POI_1 \) is \((2, 8, 0)\) in the zoom level 0 unit and \((2, 2, 1)\) in the zoom level 1 unit. To describe the unit features concisely, the position of each unit is rewritten as the count of the raster unit on the map tile. For example, unit \((2, 2, 1)\) is the 5th unit, and it is recorded as \( n = 5 \) in the \( 3 \times 3 \) tile with zoom level 1 introduced in Figure 5. After the map tile zooms-out to units \((2, 2, 1)\), \( POI_3 \), \( POI_4 \), and \( POI_5 \) disappear with map zooming, and the learnable parameter \( W^{(U)} \) trains the POI features during the dynamic zooming of the raster unit.

VI. EVALUATION

In this section, we evaluate the performance of the proposed SZ-GAT training model using real-world POI datasets collected from Kyoto City as the area. We compared the performance of the SZ-GAT with that of mainstream baselines, including mathematical statistics and deep neural network models. Additionally, we introduced a set of experiments for POI map tile training and trainable model prediction. The training process fits the POI marks displayed at different zoom levels and learns the regional features in the map tile from the basic units.

The training process includes: First, the POI displayed on 160 Google-map tiles was used as the learnable benchmark. The POI attributes, coordinates, and raster unit information are shown in Figure 5. Second, the POI sets are trained by different models include the variation algorithm of convolutional neural networks (CNN), graph convolutional neural networks (GCN), graph attention networks (GAT). Third, the existing Google-map-zooming results were evaluated using platforms, such as Bing Maps, Yahoo! Maps, and Open Street Maps (OSM) in Figure 4. We introduce the accuracy of the SZ-GAT prediction model on the Google base map and compare it with the remaining three maps.

A. DATASET

We used tweets and user-visit-history datasets on the map tiles, which included three domains: spatial locations, visit attributes and zoom dimensions. The real-world POI attributes \( P_A \) include five categories: restaurants, shops, transportation, hotels, and attractions, as shown in Figure 5, as \( A_1, A_2, A_3, A_4, A_5 \). The domains of the labeled POI include the following:

- **Spatial Location**: learnable POI-placemark coordinates on a base map using the Google Map API: \( P_C \) as shown in Figure 5.
- **Visit Attributes**: the visit attributes are contributed by the social-media data of each POI. Google Maps was utilized to enhance the POI-visit attributes. Specifically, the tweet text usually provides unclear visit records, such as "Pudding" without geolocation. Therefore, we used Google-map review ("This restaurant sells pudding and sweet drinks.") to collect related POI-restaurant attributes.
- **Zoom Dimensions**: the raster-unit set \( P_U \) is collected by grid number \( n \) and zoom level \( z \). The web-map-zooming dimension is visualized by three levels: \( POI_1 : z = 1, 2, 3 \) is \( POI_1 \), shown on all three zoom-level maps in Figure 6. A threshold is given by a map zooming regular,
in which the same attribute POIs in the same raster units compete on map zoom-out processing.

The dataset was divided into training, validation, and test sets. We collected 7,535,137 short texts with geolocation, of which 6,550,499 were Twitter data and 984,638 were from Google-Map reviews. Social-media data were mapped to the POI of each raster unit on the map tiles; 4,716,335 tweet records were utilized for a 100-tile training set, and 1,834,164 POI markers were recorded in a 60-tile test set. The remaining review set was used as the validation set.

B. BASELINES

Our proposed method does not require completing the process of sampling the building in the fitting block with the sub-features, because a set of priority map tile data sets with POI spatial information is utilized to construct the graph structures. In the training groups, we considered the geographical distribution of tweet features on Google base maps, and divided the dense POI core with roads as a set of trainable map tiles. We compare our SZ-GAT model with the baseline models including 3-dimensional dynamic graph convolutional network (3D-GCN), adaptive sequence partitioner with power-law attention (ASPPA), graph-based geographical latent representation model (GGLR), and spatial-temporal-priority-user dimensional graph attention network (STP-UDGAT).

- **3D-GCN** [33]: An GCN variant that model improved from DSTG and consider the POI visit preference on the 3D maps. The semi-supervised node-partition strategy on GCN provides the cross-pixel correlations.

- **ASPPA** [34]: ASPPA contains a stacked recurrent neural network framework Adaptive sequence Partitioner to identify the sequential patterns among semantic subsequences by automatically learning the latent structure in the user’s check-in sequence.

- **GGLR** [35]: This is a graph-based POI recommendation model and considers the directed POI-POI graph constructed from check-in histories.

- **STP-UDGAT** [36]: This method focuses on the next POI recommendation task and the inclusion of user embeddings global STP factors across all users to improve the recommendation task and user experience.

The given POI test sample, for accuracy, if the shown POI is within the map zoom level \( D \) of the Google Base Map scale set, then a positive of 1 is awarded, else 0. And we adopt the root mean squared error (RMSE) and mean absolute percentage error (MAPE) to evaluate the baseline model and SZ-GAT.

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (a_i - f_i)^2} \quad (11)
\]

\[
MAPE = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{a_i - f_i}{a_i} \right| \quad (12)
\]

A MAPE value of 0% indicates the best model and a MAPE value greater than 100% indicates an inferior model. The performance score is the recall of the test model POI attribute prediction as follows:

\[
Score = \frac{TP_{\text{tweets}}}{TP_{\text{tweets}} + FN_{\text{reviews}}} \times 100 \quad (13)
\]

where \( TP_{\text{tweets}} \) is the positive tweet prediction and \( FN_{\text{reviews}} \) is the negative prediction POI from Google-map reviews.

C. EXPERIMENTAL SETTINGS

We found that the visual information of the POI with the map zooming process could reflect the interest of the POI itself. This POI recommended method focuses on the dynamic changing with map zooming, just like the majority of user interest placemarks are displayed with map zoom-in. We utilize the zoom level of map tiles to discuss the related user interest features of POI, in order to realize the map zooming visual function based on the location information. The POI features were imported to different platforms including Google Map, OpenStreetMap, Bing Map, and Yahoo! Map. The interest positions need to contain as few review redundant details as possible in order to reduce the cognitive load of processing raster units.

The SZ-GAT model was implemented using the PyTorch geometric platform. All POI positions were mapped to the 50 \( \times \) 50 m grids of 160 map tiles by latitude and longitude. The zoom dimension of all map tiles is four levels (\( z = 0 \) for the base map, \( z = 1, 2, 3 \) for map zooming), the input POIs are 12-dimensional vectors, and the representation vectors are fixed to 108 dimensions. The cross-entropy loss utilized a batch size of one and ran the experiments for 100 epochs. We set the regularization coefficient to 0.001 and the initial learning rate to 0.001, followed by a decay of 0.0001 at the 10th epoch. The slope in the LeakyRelu activation function was 0.2, weight coefficient was 0.4. We employed a fully connected neural network for POI-feature extraction from raster units, and the number of neurons in each layer corresponds to map-zooming levels of 225, 144, and 81. The threshold of the user favoring the POI number of each category with map zooming was set to 5.

D. EVALUATION RESULTS

We randomly selected 60 map tiles from the test set divided into map tile sets A (30 tiles) and B (60 tiles), which contained five categories of user-visit POI attributes. We generated user-preferred POIs using the baseline method and SZ-GAT for three map zooming. The results are summarized...
in three tables. Table 1 introduces the prediction performance of each model, Table 2 shows the user-preference scores, and Table 3 shows the prediction accuracy for different web-map platforms.

Table 1 lists the performance of the 3D-GCN, ASPPA, GGLR, STP-UDGAT, and SZ-GAT models. We compared the POI-processing ability of regression data of four models and evaluated them by RMSE and MAPE. The proposed method, SZ-GAT, outperformed the baseline models in user-vist visit and prediction accuracy at three zoom levels. Specifically, the average prediction accuracy of the raster unit in the 5-category attributes in set A improved from 44.87% of ASPPA to 58.62% of SZ-GAT. The RMSE performance is improved from 27.96% of ASPPA to 20.36% of SZ-GAT in test set A zoom level 3. SZ-GAT achieved the best performance of 59.04% on the third zoom level of the Kyoto map. For set B, the results of the four training models were consistent with those of set A, where SZ-GAT obtained the best results from the average value. The RMSE and MAPE value show that the SZ-GAT has a good POI regression ability. Additionally, we will explore the dynamic changing in 5-categories POI features in future work.

In Table 2, compared with the user-preferred POI database from Google-Map reviews, we list the POI-performance scores of the test models that work on map tile zoom-out. The users’ preference score improved from 64.37% to 85.32% for ASPPA and SZ-GAT in set A zoom-out map level 2. Compared with set A, the performance score reduced to 82.10% in set B zoom level 2 and obtained the best performance score of 83.61% in zoom level 3.

The results in Table 3 show the prediction accuracy of the POI mapping of the SZ-GAT model from the Google base map to OSM, Bing Map, and Yahoo! Map. Compared with the Google base map, the performance of OSM contained the best result of 58.57% and 58.40% in zoom level 1. In the second zoom level, Bing Map obtains the best performance of 57.98% and 58.98% in the test set A and B. For zoom level 3, Yahoo! Map has the best result of 58.64% in test set A, and Bing Map obtains the best performance of 58.37% in test set B.

A case visualization of SZ-GAT prediction results is based on a Google Map tile and evaluated with the Open Street Maps, Bing Maps, and Yahoo! Maps shown in Figure 7. For map zooming visualization, only POIs visited by more than 50 tweets are displayed on this map tile. POIs are divided into positive prediction results (orange dots), negative prediction results (green dots), and lost POI prediction results (blue dots). The prediction accuracy of the SZ-GAT training model is computed in three zoom levels of four web map platforms. Our proposed SZ-GAT model is learned from the zooming rules of Google Maps. Therefore, compare with the results of the other three web map platforms in Table 3, the performance of Google Map contains the best prediction results and has fewer losses of POIs after map zooming. Compare with the performance of the SZ-GAT model on the test set, the case of the map tile shows better performance at all zoom levels. The predicted results of this map tile case are better than the average of the test set. Discuss from the POI data composition of the case map tile, which aggregates a large number of business centers and tourist attractions, and is one of the most tweets accessed areas in our tile set. We have reason to believe that the performance of this case is a positive prediction and meets our training model expectations.

VII. DISCUSSION

In this study, we discovered that the visual information of the POI with the map-zooming process could reflect user preferences. This method focuses on the dynamic POI change with map zooming, similar to users’ favorite POIs that are always displayed preferentially while the map is zoomed in. We utilized the zoom level of map tiles to discuss the rela-
FIGURE 7. A case visualization of SZ-GAT prediction results combined with multiple web map zoom levels, where the orange marks are the positive POIs prediction of the SZ-GAT model, the green marks are the negative POIs prediction results, and the blue marks are the prediction results with lost POIs. The accuracy of the prediction results based on the Google Map test set is evaluated by the other web map platforms.

The evaluation results show that the prediction accuracy of test set B is slightly better than that of set A, as shown in Table 1. We examined the tweet attributes as test sets in different data sizes found that the bigger the data size, the greater dispersion of the prediction result and the actual user-preferred POI data. We compared the category composition of the two test sets and found that Set A has numerous "Transportation" and "Restaurant," while Set B has 30% of "Attraction" in the POI-dense cores. Combined with the user-visit frequency, most of the attractions in Kyoto are temples with large areas. Therefore, the higher the frequency of visits to attractions, the more they can be expressed as users' favorite POI during the map-zooming process. We believe that this is related to the user-preference map tiles with different urban facility functionality characteristics and that frequent user access is more representative of the attributes of this map tile.

In addition, the POI features were imported into different platforms, including Google Maps, OpenStreetMap, Bing Map, and Yahoo! Map. The results in Table 3 introduce the four web-map platform prediction accuracy and show that there are only minor differences. The purpose of SZ-GAT training with POIs shown by the multi-platform web-map results is to adopt the proposed model to different map-platform zoom rules. The results of map-zooming levels 1, 2, and 3 are trained on the base map to avoid iterative errors. From the results of zoom level 3, because the POI proportion displayed on the tile is higher than the remaining levels, the training requires minimal cost and resources. In future research, we will consider the relationship between the POI display proportion and scaling results.

VIII. CONCLUSION

In this study, we proposed and developed a spatial-zoom graph-attention model that mapped tweet preference to POI position features and retained map-tile-zooming characteristics using the raster statistics method. We applied the user-visit-history data from Twitter and Google Maps to enhance the POI attributes of each raster unit. We completed the training of the proposed SZ-GAT model and evaluated it using other baseline methods. In the 160 pieces of a priori dense map tiles, we completed a set of user-access POI-zooming experiments by analyzing 5-category POI attributes in the urban facilities.

Compared with the baselines, the advantages of the proposed SZ-GAT model are as follows:
1) The SZ-GAT model has several advantages in terms of user-preference regression with tile zooming. The raster unit random sampling results show that the SZ-GAT model obtained better performance for tweet-attribute mapping.
2) The SZ-GAT model connected the POI features as nodes corresponding to all raster unit attributes and had a stronger ability to learn a priori map tile data.
3) The global attention mechanism focused on the given 5-category tweet attributes, POI attributes, raster unit
4) From the different test sizes, the performance of the SZ-GAT model was more stable, and as the test set increased, the prediction convergence of the SZ-GAT was better than that of the remaining baselines.

The experiments show that the SZ-GAT model achieved better performance than the baseline models. We confirmed our result can match the users’ preference related map tiles with different urban facility functionality characteristics. The map zooming dimension is a new field of map visualization and POI-data analysis. In future work, we plan to apply the SZ-GAT model to dynamic social data changing under the influence of social events.
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