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Abstract

In this paper, we present a physics-constrained deep neural network (PCDNN) method for parameter estimation in the zero-dimensional (0D) model of the vanadium redox flow battery (VRFB). In this approach, we use deep neural networks (DNNs) to approximate the model parameters as functions of the operating conditions. This method allows the integration of the VRFB computational models as the physical constraints in the parameter learning process, leading to enhanced accuracy of parameter estimation and cell voltage prediction. Using an experimental dataset, we demonstrate that the PCDNN method can estimate model parameters for a range of operating conditions and improve the 0D model prediction of voltage compared to the 0D model prediction with constant operation-condition-independent parameters estimated with traditional inverse methods. We also demonstrate that the PCDNN approach has an improved generalization ability for estimating parameter values for operating conditions not used in the DNN training.
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1. Introduction

There has been increasing demand for large-scale battery storage systems for renewable power generation, uninterruptible power supplies, emergency backup, and smart grid applications. Among the various promising rechargeable energy-storage candidates for integration in the grid, a redox flow battery (RFB) is unique owing to its ability to independently determine the storage capacity and power output, long cycle life, and safety [1, 2, 3]. One of the most popular and well-studied RFB technologies is the vanadium redox flow battery (VRFB), which was developed in the 1980s [4, 5, 6]. Because the electrolytes used in VRFBs are all vanadium-based (i.e., the electrolyte in the negative electrode contains \( V^{2+} \) and \( V^{3+} \) ions, whereas that of the positive electrode involves \( VO^{2+} \) and \( VO_2^{2+} \) ions) instead of being two different electroactive elements, VRFBs offer great reliability during charging and discharging with less cross-contamination. Because of its unique features, VRFB is closer to commercialization than other RFBs [7]. In this work, we use the VRFB technology to demonstrate a proposed machine-learning-based approach for modeling battery performance.

Many numerical models have been developed as cost-effective approaches to advance the understanding of VRFB technologies [8], as well as to improve battery control, optimize operating conditions, and design new materials and architectures for VRFB systems [1, 9]. The widely used physics-based VRFB models can be divided into zero-dimensional (0D) [10, 11, 12, 13], one-dimensional (1D) [14, 15], two-dimensional (2D) [8, 16, 17], and three-dimensional (3D) [18, 19] models based on the considered number of spatial dimensions that concentrations, current density, and electronic/ionic potential vary in. The 1D, 2D, and 3D models are based on time-dependent partial-differential equations that, in general, must be solved numerically. While more expensive, these models provide a better understanding of the effect of the battery design and operating conditions on battery performance. On the other hand, the 0D models use lumped (spatially averaged) states (concentrations, current density, and electronic/ionic potential) and are based on the ordinary-differential equations that often allow analytical
solutions [10]. Because of this, the 0D models are much faster and (given a sufficient accuracy) can be used for real-time monitoring and control of the VRFB system [20, 21].

To be accurate, the 0D model must be properly calibrated. However, the calibration of the 0D models is challenging because (1) some of the “lumped” parameters in the 0D model strongly depend on the operating conditions, and (2) these parameters cannot be directly measured in the experiments [16, 22-24]. For example, it has been shown that a slower flow rate could lead to less uniform concentrations [22, 24] and reduce the values of effective reaction rate coefficients and the effective reactive surface area in 0D models. Also, the study in [16, 26] reported that the increase of applied current causes a higher concentration gradient and polarization in the porous electrodes that affect the lumped parameter values. Therefore, the lumped parameters in the 0D model must be adjusted for different operating conditions.

For a given experiment, the standard inverse procedure to a battery model calibration (regardless of its complexity) is to find a set of parameters that minimize the square difference between the observed and predicted voltages [8, 16, 14, 15, 27, 28, 29, 30, 31, 32, 33]. Bayesian methods have also been proposed to compute the posterior parameter distribution given an assumed form of the data likelihood function of the model to match the observed voltage [27, 34]. Choi et al. [28] recently proposed to use a genetic algorithm (GA) for parameter estimation in a semi-2D steady-state VRFB model as an inexpensive alternative to the inverse and Bayesian methods.

However, the existing parameter estimation approaches cannot be used to compute parameters as functions of the operating conditions. In this study, we aim to develop a machine-learning-enhanced 0D VRFB model with parameters given by the deep neural network (DNN) functions [35] of the operating conditions. The key idea of the proposed approach is to train DNNs subject to the VRFB model constraints; we therefore refer to this approach as the physics-constrained DNN (PCDNN) method. The proposed method allows training the DNNs without any measurements of the parameters as functions of the operating
conditions. In this work, we only use the measurements of voltage as a function of time during charge-discharge cycles and of the operating conditions to train the DNNs. Once trained, the PCDNN model can predict the parameter values and voltages as a function of time for various operating conditions, including those that were not used for the model training. We note that the proposed method is different from the physics-informed neural network (PINNs) method [36, 37, 38, 39] for estimating parameters as functions of space and/or state variables in PDE and ODE models. In the PINN method, both unknown parameters and state variables are models with DNNs and the DNNs are trained jointly subject to the physics constraints in a soft form. As a result, in the PINN method, the governing equations are satisfied approximately subject to the errors in the training algorithms. Capitalizing on the fact that the 0D model allows an analytical solution, the physics constraints are satisfied exactly in the PCDNN method. We also note that the PCDNN method can be extended to the higher-dimensional (PDE) models of the flow batteries by enforcing the governing PDEs in the PINN method framework.

We also note that both the PCDNN and PINN methods are different from ML methods designed to establish a map between input (or, the distribution of inputs) and output parameters controlling and describing the battery performance (e.g., [33]). One attribute of such models is a relatively high (real or synthetic) data requirement. Here, we train DNNs subject to the physics constraints that significantly reduces the data requirement.

This paper is organized as follows: a brief review of the governing equations and associated assumptions in the 0D VRFB model is given in Section 2 followed by the introduction of the PCDNN approach and the description of the experimental dataset in Section 3. In Section 4, the PCDNN approach is validated by both synthetic and experimental datasets. Discussion of the results and conclusions are given in Section 5.
2. Physical VRFB model

2.1. Model assumptions and equations

In this study, the 0D VRFB model \[10\] is adopted to describe the reaction kinetics in the electrolytes, electrodes, and membrane of a single-cell VRFB (see Fig. 1). The 0D model is derived based on the mass and energy conservation laws while disregarding the spatial variability of battery properties and electrochemical processes. The latter requires the electrolytes to be sufficiently dilute and be uniformly distributed in the porous electrodes. In addition, two assumptions are made in deriving the 0D governing equations: (1) the electrolytes are circulated at a constant flow rate between the respective electrodes and reservoirs; and (2) the crossover of vanadium ions through the membrane and any other side reactions are not considered in the model.

The main chemical reactions in the VRFB can be summarized as

\[-\text{ve electrode}: V^{(III)} + e^{-} \rightleftharpoons V^{(II)} \quad (1a)\]
\[+\text{ve electrode}: VO^{2+} + H_2O \rightleftharpoons VO_2^{+} + 2H^+ + e^- \quad (1b)\]
Let \( c_i, i \in S = \{ \text{V(II)}, \text{V(III)}, \text{V(IV)}, \text{V(V)}, \text{H}^+, \text{H}_2\text{O} \} \) denote the concentration of active species \( i \) in liquid, where \( \text{V(IV)} \) and \( \text{V(V)} \) refer to \( \text{VO}^{2+} \) and \( \text{VO}_2^+ \), respectively.

The 0D equations governing the evolution of the concentrations of species \( c_i \) and their analytical solutions are summarized in Appendix A. These equations allow the analytical solutions that express the concentration of each species \( c_i \) as a function of the state of charge (SOC; defined in (A.5) as a function of time \( t \)):

\[
\{ c_i(t) \}_{i \in S} = \{ c_i(\text{SOC}) \}_{i \in S} = \begin{cases} 
\text{c}_{\text{V(II)}} = c^0_V \times \text{SOC} \\
\text{c}_{\text{V(III)}} = c^0_V \times (1 - \text{SOC}) \\
\text{c}_{\text{V(IV)}} = c^0_V \times (1 - \text{SOC}) \\
\text{c}_{\text{V(V)}} = c^0_V \times \text{SOC} \\
\text{c}_{\text{H}^+} = c^0_{\text{H}^+} + c^0_V \times \text{SOC} \\
\text{c}_{\text{H}_2\text{O}_p} = c^0_{\text{H}_2\text{O}_p} - (1 + n_d)c^0_V \times \text{SOC} \\
\end{cases}
\]

where \( c^0_V, c^0_{\text{H}^+}, (c^0_{\text{H}_2\text{O}_p}) \), and \( c^0_{\text{H}_2\text{O}_p} \) are the initial concentrations of the vanadium, proton, and water species, respectively. The subscripts "\( n \)" and "\( p \)" are used to denote the quantities associated with the negative and positive electrodes, e.g., \( c_{\text{H}_2\text{O}_p} \) represents the concentration of protons [\( \text{H}^+ \)] in the positive electrode. The initial concentration \( c^0_V \) is equal to the total vanadium concentration in the half cell.

2.2. Cell voltage equations

The cell voltage in VRFB can be computed as \([10, 11, 12, 13]\):

\[
E_{\text{cell}} = E^{\text{OCV}} + \eta^{\text{act}} + \eta^{\text{ohm}}
\]

where \( E^{\text{OCV}} \) is the reversible open circuit voltage (OCV), \( \eta^{\text{act}} \) is the activation overpotential, and \( \eta^{\text{ohm}} \) is the ohmic loss. Eq. (3) ignores the effect of the concentration loss, which is negligible for relatively low current densities.

In Eq. (3), \( E^{\text{OCV}} \) can be approximated using a full version of Nernst’s
equation with the Donnan potential arising across the membrane due to the differences in proton activities between both half-cells [40]:

\[
E^{OCV} = E^0_p - E^0_n + \frac{RT}{F} \ln \left( \frac{c_{V(II)}c_{V(V)}c_{H^+}^2}{c_{V(III)}c_{V(IV)}c_{H_2O}} \right) \tag{4}
\]

where \( R, T, \) and \( F \) are the ideal gas constant, temperature, and Faraday constant, respectively, and \( E^0_n \) and \( E^0_p \) are the standard potentials. Because protons in the positive electrolyte are undergoing a redox reaction to form water, the proton-water redox couple is also considered in Eq. (4).

The activation overpotential in Eq. (3) is described by the Butler-Volmer equations [41] as:

\[
\eta^{act} = \eta_p - \eta_n \tag{5}
\]

\[
\eta_n = -\frac{RT}{\alpha F} \arcsinh \left( \frac{j}{2Fk_n\sqrt{c_{V(II)}c_{V(III)}}} \right) \tag{6}
\]

\[
\eta_p = \frac{RT}{\alpha F} \arcsinh \left( \frac{j}{2Fk_p\sqrt{c_{V(IV)}c_{V(V)}}} \right) \tag{7}
\]

where the transfer coefficient \( \alpha \) for both electrodes is taken to be 0.5, and \( k_n \) and \( k_p \) are the rate constants associated with the reactions at the positive and negative electrodes, respectively. The (local) current density \( j \) is calculated by \( j = I/A_s \) with \( A_s = SV_e \), where \( V_e \) is the volume of the electrode and \( S \) is the specific surface area. An empirical expression for the reaction rate coefficients is given in [10].

\[
k_n = k_{n,ref} \exp \left( -\frac{FE_n^0(T_{ref})}{R} \left[ \frac{1}{T_{ref}} - \frac{1}{T} \right] \right) \tag{8}
\]

and

\[
k_p = k_{p,ref} \exp \left( \frac{FE_p^0(T_{ref})}{R} \left[ \frac{1}{T_{ref}} - \frac{1}{T} \right] \right), \tag{9}
\]

where \( k_{n,ref} \) and \( k_{p,ref} \) are the reference rate constants for the reactions in Eqs. (1a) and (1b) at \( T_{ref} = 293 \) K, respectively.
The ohmic losses associated with the current collector (c), membrane (m), and electrolyte (e) can be expressed as

\[ \eta_{\text{ohm}} = \left( \frac{2w_c}{\sigma_e} + \frac{w_m}{\sigma_m} + \frac{2w_e}{\sigma_{e\text{eff}}} \right) j_{\text{app}}, \]

where \( j_{\text{app}} \) is the nominal current density defined by \( j_{\text{app}} = I/A_e \), and \( w_c, w_m, \) and \( w_e \) are the widths of the collectors, membrane, and electrodes, respectively (as illustrated in Fig. 1), and \( \sigma_e \) is the conductivity of the collector (usually provided by the manufacturers). The Bruggeman correction \[42\] is used in the effective conductivity of the porous electrode, given by \( \sigma_{e\text{eff}} = \epsilon^{3/2} \sigma_e \). Assuming a fully saturated Nafion membrane \[43\] with \( \lambda = 22 \), the conductivity of membrane \( \sigma_m \) can be expressed as \[44\]:

\[ \sigma_m = (0.5139\lambda - 0.326) \exp \left( 1268 \left[ \frac{1}{303} - \frac{1}{T} \right] \right). \]

While most of the parameters in the 0D model are independent or weakly dependent on the operating conditions, some parameters, including \( \sigma_e, S, k_n, \) and \( k_p \), were found to have a strong dependence on the operating conditions \[10,11,15,12\]. In this work, we use the proposed PCDNN method to model these parameters as functions of operating conditions.

3. Methods & experiments

3.1. Physics-constrained deep neural networks (PCDNNs)

The general framework of the PCDNN approach is illustrated in Fig. 2, where the model parameters to be estimated are denoted as \( \mu = \{\mu_i\}_{i=1}^m \), and \( \mathbf{x} = \{x_i\}_{i=1}^p \) is the \( p \)-dimensional vector of the experimental operating conditions for VRFB. Here, we approximate functional relationships between \( \mu_i \) and the operating conditions \( \mathbf{x} \) with fully connected feed-forward DNNs:

\[ \mu_i(\mathbf{x}) \approx \hat{\mu}_i(\mathbf{x}; \theta_i) = \mathcal{N}(\mathbf{x}; \theta_i), \quad \text{for } i = 1, \ldots, m \]
where $\mathcal{N}_i$ is a DNN approximation of $\mu_i$, and $\theta_i$ are the parameters (weights and biases) of $\mathcal{N}_i$. We denote $\theta = \{\theta_1, ..., \theta_m\}$ as the collection of all $\theta_i$. A brief review of the fully-connected feed-forward DNN architecture is given in Appendix B.

Substituting the DNNs $\hat{\mu}(\theta) = \{\hat{\mu}_i(\theta_i)\}_{i=1}^m$ in Eq (3) gives the equation for voltage as a function of $\theta$, i.e.,

$$E_{\text{cell}}^\mathcal{M}(c, x, \hat{\mu}(\theta)) = E_{\mathcal{M}}^{\text{OCV}}(c, x, \hat{\mu}(\theta)) + \eta_{\mathcal{M}}^{\text{act}}(c, x, \hat{\mu}(\theta)) + \eta_{\mathcal{M}}^{\text{ohm}}(c, x, \hat{\mu}(\theta)) \quad (13)$$

where the subscript $\mathcal{M}$ is used to denote a quantity related to the defined physical models.

Considering the concentration–SOC relationship in Eq. (2) and the SOC–time relationship in Eq. (A.5), the species concentrations can be written as $c_i(t, x) = c_i(SOC(t, x), x)$, and thus, the cell voltage becomes $E_{\mathcal{M}}^\text{cell}(t, x; \theta)$.

The DNN parameters $\theta$ in PCDNN are estimated by minimizing the loss
function $\mathcal{L}_M$:

$$\theta = \arg \min_{\theta} \mathcal{L}_M(\theta^*) = \frac{1}{N^e N^t_q} \sum_{q=1}^{N^e} \sum_{l=1}^{N^t_q} [E_{\text{cell}}^c(t_l, x_q; \theta^*) - E^*(t_l, x_q)]^2$$  \hspace{1cm} (14)

where $E^*$ are the experimental measurements of the cell voltage, $N^e$ is the number of experiments with different operating conditions, $N^t_q$ is the number of measurements within a charge-discharge process in each experiment, and $t_l$ ($l = 1, ..., N^t_q$) are times where the measurements are collected. If we define a new array $z = (t, x)$ to encode both the input time variable $t$ and the operating conditions $x$, the loss function can be simplified as:

$$\mathcal{L}_M(\theta) = \frac{1}{N} \sum_{n=1}^{N} [E_{\text{cell}}^c(z_n, \theta) - E^*(z_n)]^2,$$ \hspace{1cm} (15)

where $N$ is the total number of the measurements. We use gradient descent minimization algorithms, including L-BFGS-B \cite{45} and Adam \cite{46} methods, to minimize $\mathcal{L}_M$. To alleviate potential overfitting, we adopt the $L_2$ regularization on $\theta$ \cite{35} with a penalty parameter $10^{-8}$ in the loss function. Once $\theta$ is found, the model parameters can be computed using the DNN $\hat{\mu}(x; \theta)$ for any given operating conditions $x$.

In this work, we attempt to learn four model parameters including the specific area $S$, the reaction rate constants $k_n$ and $k_p$, and $\sigma$, such that $\mu = (S, k_n, k_p, \sigma)$. Furthermore, we assume that the parameters $\mu$ depend on the following operating conditions: the average electrolyte flow velocity $\bar{u}$ ($\bar{u} = \omega/A_{in}$, see Appendix A); the applied current $I$; and the initial vanadium concentration $c_{V}^{0}$. Therefore, the vector of operating conditions is $x = \{\bar{u}, I, c_{V}^{0}\}$. The choice of parameters and operating conditions is based on the reported dependence of $S$, $k_n$, $k_p$, and $\sigma$ on $\bar{u}$, $I$, and $c_{V}^{0}$, as discussed in Section 2.2. Furthermore, it is shown in \cite{28} that the voltage prediction has a relatively high sensitivity with respect to the selected parameters.
3.2. Parameter normalization

Because the parameters $\mu$ are positive-valued functions, we introduce the following expression for $\hat{\mu}_i$ in (12) to enforce its positivity in the PCDNN model:

$$\hat{\mu}_i(x) = \mu_0^i \exp(y_i(x)), \quad \text{for } i = 1, ..., 4,$$

where the variables $y_i(x)$ are approximated with DNNs as

$$y_i(x) = \hat{y}_i(x, \theta_i), \quad \text{for } i = 1, ..., 4.$$

and $(\mu_1^0, \mu_2^0, \mu_3^0, \mu_4^0) = (S^0, k_{\text{ni}}^0, k_p^0, \sigma_c^0)$ are the predefined baseline parameters that we define as the parameters’ values taken from the literature (or, this could be the averages of the parameter values that are reported in the literature).

3.3. Experiment

Table 1: Summary of operating conditions and VRFB parameters for the 12 experiment cases (ID 1-12) for a single cell structure conducted at Pacific Northwest National Laboratory (PNNL). The membrane width is $w_m = 1.27 \times 10^{-2}$ cm for Nafion 115 and $w_m = 5.08 \times 10^{-3}$ cm for Nafion 212, respectively. The operating temperature is assumed to be $T = 298K$.

| Exp. Case | $c_{i,0}$ | $c_{i,1}$ | $c_{i,2}$ | $c_{H_{2}O,p}$ | $c_{H_{2}O,\alpha}$ | $\omega$ | $I$ | $V_i$ | Membrane |
|-----------|------------|------------|------------|-----------------|---------------------|--------|-----|------|----------|
| ID        | [mol m$^{-3}$] | [mol m$^{-3}$] | [mol m$^{-3}$] | [mol m$^{-3}$] | [mol m$^{-3}$] | [ml min$^{-1}$] | [A]  | [m$^3$] |
| 1         | $1.5 \times 10^3$ | $3.85 \times 10^3$ | $3.03 \times 10^3$ | $4.46 \times 10^3$ | $4.61 \times 10^3$ | 30     | 0.5 | 2 $\times 10^{-5}$ | Nafion 115 |
| 2         | $1.5 \times 10^3$ | $3.85 \times 10^3$ | $3.03 \times 10^3$ | $4.46 \times 10^3$ | $4.61 \times 10^3$ | 20     | 0.75 | 8 $\times 10^{-5}$ | Nafion 115 |
| 3         | $2 \times 10^3$ | $5 \times 10^3$ | $3 \times 10^3$ | $4.75 \times 10^3$ | $4.95 \times 10^3$ | 20     | 0.5 | 5 $\times 10^{-5}$ | Nafion 115 |
| 4         | $2 \times 10^3$ | $5 \times 10^3$ | $3 \times 10^3$ | $4.75 \times 10^3$ | $4.95 \times 10^3$ | 20     | 0.69 | 4.5 $\times 10^{-5}$ | Nafion 115 |
| 5         | $2 \times 10^3$ | $5 \times 10^3$ | $3 \times 10^3$ | $4.75 \times 10^3$ | $4.95 \times 10^3$ | 20     | 0.75 | 4.5 $\times 10^{-5}$ | Nafion 115 |
| 6         | $2 \times 10^3$ | $5 \times 10^3$ | $3 \times 10^3$ | $4.75 \times 10^3$ | $4.95 \times 10^3$ | 20     | 1.5  | 4.5 $\times 10^{-5}$ | Nafion 115 |
| 7         | $2 \times 10^3$ | $5 \times 10^3$ | $3 \times 10^3$ | $4.75 \times 10^3$ | $4.95 \times 10^3$ | 20     | 0.5  | 5 $\times 10^{-5}$ | Nafion 212 |
| 8         | $2 \times 10^3$ | $5 \times 10^3$ | $3 \times 10^3$ | $4.75 \times 10^3$ | $4.95 \times 10^3$ | 20     | 0.4  | 3 $\times 10^{-5}$ | Nafion 212 |
| 9         | $2 \times 10^3$ | $5 \times 10^3$ | $3 \times 10^3$ | $4.75 \times 10^3$ | $4.95 \times 10^3$ | 20     | 0.4  | 2.5 $\times 10^{-5}$ | Nafion 212 |
| 10        | $2 \times 10^3$ | $5 \times 10^3$ | $3 \times 10^3$ | $4.75 \times 10^3$ | $4.95 \times 10^3$ | 20     | 0.5  | 4 $\times 10^{-5}$ | Nafion 212 |
| 11        | $2 \times 10^3$ | $5 \times 10^3$ | $3 \times 10^3$ | $4.75 \times 10^3$ | $4.95 \times 10^3$ | 20     | 1.0  | 2 $\times 10^{-5}$ | Nafion 212 |
| 12        | $1.5 \times 10^3$ | $3.85 \times 10^3$ | $3.03 \times 10^3$ | $4.46 \times 10^3$ | $4.61 \times 10^3$ | 20     | 0.4  | 3 $\times 10^{-5}$ | Nafion 212 |

In this study, we focus on analyzing 12 VRFB experiments [26] that use a cell like the one depicted in Fig. 1. The experimental settings and conditions of each case are summarized in Table 1. In these experiments, the electrolyte was made of 1.5M VOSO$_4$ (Aldrich, 99%) dissolved in 3.5M H$_2$SO$_4$ solution (Aldrich, 96-98%). All experiments were run at room temperature. The VRFB single cell was composed of two current collectors with the thickness of $w_c = 1.5$ cm, two
carbon felt electrodes (each $5 \times 4 \times 0.4$ cm), two reservoir tanks, and a membrane. The electrode area is $A_e = 20$ cm$^2$. The Nafion 115 and 212 membranes with thicknesses $w_m = 1.27 \times 10^{-2}$ and $5.08 \times 10^{-3}$ cm, respectively, were used.

The cell voltage $E$ as a function of time (and converted to SOC using the relation in (A.5)) was measured during each charge-discharge cycle. The experimental results show that the first two charge-discharge cycles may exhibit poor Coulombic efficiency. Thus, we train the PCDNN model using measurements collected during the third cycle. The SOC-V data for the third cycle are plotted in Fig. 3. In Section 4.2, we use the experimental data to demonstrate the accuracy of PCDNN approach.

Figure 3: The measured charge-discharge curves (third cycle) for the 12 PNNL experiments given in Table 1.

3.4. Data availability

The data that support the findings of this study are available from the corresponding author upon request.

4. Results

As mentioned above, the values of the parameters $\sigma_e$, $S$, $k_n$, and $k_p$ vary significantly in different studies. In addition to dependence on the operating
conditions, a reason for this variation is the ill-posed nature of multiple-parameter estimation problems that often do not have a unique solution without proper regularization. In Section 4.1, we use synthetic data simulated with the 0D model to demonstrate that the PCDNN method provides necessary regularization to obtain accurate estimates of parameters when the parameter dependence on the operating conditions is not pronounced.

In Section 4.2, we use the PCDNN method to learn parameters as functions of the operating conditions using the experimental data described in Section 3.3.

### 4.1. Parameter estimation for simulation data

| Symbol | Description | Unit | Values |
|--------|-------------|------|--------|
| $E_0^p$ | Standard equilibrium potential (Positive) | V | 1.004 |
| $E_0^n$ | Standard equilibrium potential (Negative) | V | -0.26 |
| $n_d$ | Drag coefficient | - | 2.5 |
| $k_p$ | Standard rate constant at 303 K (Positive) | m s$^{-1}$ | $1.114 \times 10^{-4}$ |
| $k_n$ | Standard rate constant at 303 K (Negative) | m s$^{-1}$ | $1.798 \times 10^{-5}$ |
| $S$ | Specific surface area | m$^{-1}$ | 420 |
| $\epsilon$ | Porosity | - | 0.67 |
| $\sigma_e$ | Electrode conductivity | S m$^{-1}$ | 1000 |
| $\sigma_c$ | Current collector conductivity | S m$^{-1}$ | $9.1 \times 10^4$ |
| $T_{ref}$ | Reference temperature | K | 293 |
| $A_e$ | Electrode area | m$^2$ | 0.0025 |
| $w_e$ | Electrode width | m | 0.003 |
| $w_m$ | Membrane width | m | $1.25 \times 10^{-4}$ |
| $w_c$ | Current collector width | m | 0.015 |
| $V_r$ | Reservoir volume | m$^3$ | $1 \times 10^{-4}$ |

Table 3: Operating conditions for the simulation data of the VRFB cell [12].

| Symbol | Description | Unit | Reference values | Test range [Min, Max] |
|--------|-------------|------|------------------|----------------------|
| $\omega$ | Volumetric flow rate | m$^3$ s$^{-1}$ | $4.17 \times 10^{-7}$ | - |
| $j$ | Current density | A m$^{-2}$ | 300 | [200,600] |
| $c_{V_0}$ | Initial vanadium concentration | mol m$^{-3}$ | 500 | - |
| $c_{H^+_0}$ | Initial H$^+$ concentration (negative) | mol m$^{-3}$ | 6000 | - |
| $c_{H^+_n}$ | Initial H$^+$ concentration (positive) | mol m$^{-3}$ | 6000 | - |
| $c_{H_2O}$ | Initial H$_2$O concentration | mol m$^{-3}$ | $4.6 \times 10^4$ | - |
| $T$ | Temperature | K | 303 | - |

To examine the accuracy of the proposed method for parameter estimation, we first test PCDNN using a simulation dataset consisting of four charge-discharge
Figure 4: The SOC-V curves for different applied current densities \( j = 200, 300, 400, 600 \) A/m\(^2\) simulated by the ground truth 0D VRFB model. The numbers of data points for these four cases are 494, 494, 492, and 470, respectively.

curves (see Fig. 4) that are generated by the 0D VRFB model with the current densities \( j = 200, 300, 400, \) and 600A/m\(^2\). The 0D model parameters are taken from [12] and listed in Table 2 and the operating conditions are given in Table 3.

The parameter values \( \mu = (S, k_n, k_p, \sigma_e) \) given in Table 2 are treated as ground truth and are used to simulate synthetic data (i.e., the ground truth values of \( E_{cell} \)). The simulation data are used to perform parameter identification, and the estimated parameters are then compared against the ground truth parameters to validate the PCDNN method.

We use the SOC-V curves corresponding to \( j = 200 \) and 400A/m\(^2\) as a training set and the rest of the dataset to test the model. To demonstrate that the PCDNN is not very sensitive to the choice of the baseline parameters \( \mu_0 \) with respect to the ground truth, we select the baseline parameter values \( S = 1 \times 10^3 \) m\(^{-1}\), \( k_n = 5 \times 10^{-5} \) ms\(^{-1}\), \( k_p = 1 \times 10^{-4} \) ms\(^{-1}\), and \( \sigma_e = 0.5 \times 10^3 \) Sm\(^{-1}\) that are different but within the same order of magnitude of the ground truth parameter values.

The structure of DNNs for \( \hat{\mu}_i \) in Eq. (16) is denoted as \( n_l \times m_l \), where \( n_l \) is the number of hidden layers and \( m_l \) is the number of neurons per layer. More information about setting the DNN can be found in Appendix B.
The results given by the baseline and the least square estimation (LSE) are also provided as comparison. RMSE is evaluated on the test dataset. The ground truth parameters are: $S = 4.2 \times 10^2$, $k_n = 1.798 \times 10^{-5}$, $k_p = 1.114 \times 10^{-4}$, and $\sigma_e = 1.000 \times 10^3$.

| DNN size | RMSE  | $S$ [m$^{-1}$] | $k_n$ [m s$^{-1}$] | $k_p$ [m s$^{-1}$] | $\sigma_e$ [S m$^{-1}$] |
|----------|-------|---------------|---------------------|---------------------|-------------------------|
| 2 × 20   | 1.555 × 10$^{-1}$ | 4.1301 × 10$^2$ | 1.8285 × 10$^{-7}$ | 1.1334 × 10$^{-4}$ | 1.0000 × 10$^3$ |
| 2 × 30   | 0.626 × 10$^{-7}$ | 4.1323 × 10$^2$ | 1.8275 × 10$^{-5}$ | 1.1328 × 10$^{-4}$ | 1.0000 × 10$^3$ |
| 2 × 40   | 2.256 × 10$^{-7}$ | 4.1370 × 10$^2$ | 1.8254 × 10$^{-5}$ | 1.1315 × 10$^{-4}$ | 1.0001 × 10$^3$ |
| 3 × 20   | 0.784 × 10$^{-7}$ | 4.1570 × 10$^2$ | 1.8167 × 10$^{-5}$ | 1.1260 × 10$^{-4}$ | 1.0000 × 10$^3$ |
| 3 × 30   | 1.720 × 10$^{-7}$ | 4.1663 × 10$^2$ | 1.8126 × 10$^{-5}$ | 1.1236 × 10$^{-4}$ | 1.0001 × 10$^3$ |
| 3 × 40   | 2.203 × 10$^{-7}$ | 4.1188 × 10$^2$ | 1.8335 × 10$^{-5}$ | 1.1364 × 10$^{-4}$ | 0.9998 × 10$^3$ |
| Baseline | 2.477 × 10$^{-2}$ | 1.000 × 10$^4$ | 5.000 × 10$^{-9}$ | 1.000 × 10$^{-4}$ | 0.500 × 10$^3$ |
| LSE      | 8284 × 10$^{-8}$ | 5.2201 × 10$^2$ | 1.4467 × 10$^{-5}$ | 0.89671 × 10$^{-4}$ | 1.0001 × 10$^3$ |

Because we know that the ground truth parameters are the same for all cases in the simulation data, we can consider the standard least square estimation (LSE) approach for comparison [47, 50]. In the LSE approach, the parameters...
are found by solving the least square minimization problem,

$$\min_{\{\mu_i\}_{i=1}^m} \frac{1}{N} \sum_{n=1}^N [E_{cell}^{cell}(\{\mu_i\}_{i=1}^m; z_n) - E^*(z_n)]^2.$$  \hspace{1cm} (18)

Table 4 shows that the LSE approach identifies a set of parameters that results in an accurate voltage prediction with RMSE = $2.203 \times 10^{-7}$, which is of the same order as RMSE in the PCDNN method. However, the parameters estimated by PCDNN are much closer to the ground truth parameters (see Table 4) than those from the LSE method, suggesting an improvement in PCDNNs over the standard LSE approach for this multiple parameter estimation problem.

Cell voltages predicted with the PCDNN model (with the DNN size $3 \times 30$) for $j = 300$ and 600 A/m² are shown in Fig. 5a and b, respectively. Fig. 5c and
d present the "one-one" plots of the baseline 0D and PCDNN models predictions of $E^{cell}$ against the test dataset values of $E^{cell}$, respectively. Fig. 5 shows that the PCDNN approach substantially improves the voltage prediction for different current density cases relative to the baseline 0D model.

Next, we study the sensitivity of the PCDNN and LSE methods with respect to the number of unknown parameters. We do this by considering a case where only $S$, $k_n$, and $\sigma_e$ as unknown, while $k_p$ is set to its ground truth value $1.114 \times 10^{-4}$. The PCDNN approach estimates the three parameters as $S = 4.1725 \times 10^2$, $k_n = 1.8097 \times 10^{-5}$, and $\sigma_e = 1.0002 \times 10^3$, which are close to the values that these parameters estimated in Table 4 where the number of unknown parameters was set to 4. On the other hand, the LSE approach yields the values $S = 4.2179 \times 10^2$, $k_n = 1.7904 \times 10^{-5}$, and $\sigma_e = 0.9998 \times 10^3$, which are significantly different from the values of these parameters in Table 4 and closer to the ground truth values.

The inverse problem with three unknown parameters is significantly simpler than the one with four unknown parameters because of a nonlinear dependence between $k_p$ and $k_n$ in (5) for the activation overpotential. These results show that the proposed PCDNN approach outperforms the standard LSE method by being less sensitive to the number of unknown parameters and a nonlinear dependence between the unknown parameters.

It must be pointed out that in this case, the values of model parameters that need to be learned by the DNNs are constant and fixed to their ground truth values. We also note that with both PCDNN and LSE, the parameter $\sigma_e$ is estimated more accurately than the other parameters. This is because the dependence of $E^{cell}$ on $\sigma_e$ is simpler than on the rest of the parameters.

4.2. Learning parameters as functions of operating conditions from experimental data

Here, we consider the 12 experiments described in Section 3.3, with the operating conditions and the known (measured) VRFB parameters summarized in Table 1. In all considered experiments, $A_e = 20$ cm$^2$, $w_e = 0.4$ cm, $w_c = 1.5$
cm, and temperature are assumed to be constant $T = 298$ K. All other parameters that are required for the 0D model of these experiments are given in Table 2.

The baseline values $\mu^0$ of the unknown 0D model parameters are taken from [25] and listed in Table 5. This table also lists a physically admissible range for each unknown parameter $\mu_i$, where the upper and lower bounds are estimated according to [28] based on the previous studies reported in [8, 10, 17, 12, 13, 25].

Given the large number of operating conditions (Table 1), $E_{cell}$ varies significantly in the experiments, as shown in Fig. 3. It is neither practical nor very useful to perform parameter fitting for each experiment because of the ill-posed nature of the parameter estimation problem. Thus, the proposed PCDNN method is used to learn the model parameters based on the ensemble of experimental data corresponding to the various operating conditions.

| Symbol | Description | Unit     | Baseline values [25] | Test range [Min, Max] [28] |
|--------|-------------|----------|----------------------|--------------------------|
| $S$    | Active surface area | m$^{-3}$ | $3.48 \times 10^{-5}$ | $[1.62 \times 10^{-7}, 6.62 \times 10^{-5}]$ |
| $k_n$  | Standard rate constant at $T$ (Negative) | m s$^{-1}$ | $5.0 \times 10^{-8}$ | $[1.7 \times 10^{-9}, 6.8 \times 10^{-6}]$ |
| $k_p$  | Standard rate constant at $T$ (Positive) | m s$^{-1}$ | $1.0 \times 10^{-7}$ | $[1.7 \times 10^{-9}, 6.8 \times 10^{-6}]$ |
| $\sigma_e$ | Electrode conductivity | S m$^{-1}$ | 500 | $[1.0 \times 10^{2}, 1.0 \times 10^{4}]$ |

4.2.1. Learning parameters from the experimental dataset

Here, we randomly select 60% data points from the 12 experimental SOC-V curves (see Fig. 3) for training the PCDNN model. The remaining 40% data are used as the test data to evaluate the prediction performance. After training the PCDNN model, we obtain the parameters $\hat{\mu}_i(x; \theta_i)$ as functions of the operating conditions $x = \{\tilde{u}, I, c_0^V\}$. Then, the PCDNN estimated model parameters for each experiment can be computed by evaluating $\hat{\mu}_i(x; \theta_i)$ for the operating conditions $x$ in the considered experiment.

The estimated parameters of the PCDNN model for the whole dataset (i.e., all 12 experiments) are given in Table 6. It can be seen that, among the four estimated parameters, $S$ has the smallest range of values. This can be explained
Table 6: The estimated parameters and the RMSE obtained by the PCDNN approach for the 12 experiments. The constant parameters estimated by LSE are also provided for comparison.

| Exp. ID | RMSE        | $S$     | $k_a$     | $k_p$     | $\sigma_e$ |
|---------|-------------|---------|-----------|-----------|------------|
|         | PCDNN estimated parameters |         |           |           |            |
| 1       | $2.875 \times 10^{-2}$ | $7.07 \times 10^{-6}$ | $1.19 \times 10^{-7}$ | $1.00 \times 10^2$ |
| 2       | $1.716 \times 10^{-2}$ | $3.62 \times 10^{-6}$ | $1.67 \times 10^{-7}$ | $1.56 \times 10^2$ |
| 3       | $7.620 \times 10^{-2}$ | $2.61 \times 10^{-6}$ | $1.90 \times 10^{-7}$ | $2.42 \times 10^2$ |
| 4       | $6.331 \times 10^{-3}$ | $2.65 \times 10^{-6}$ | $2.08 \times 10^{-7}$ | $3.35 \times 10^2$ |
| 5       | $9.822 \times 10^{-3}$ | $2.67 \times 10^{-6}$ | $2.13 \times 10^{-7}$ | $3.43 \times 10^2$ |
| 6       | $7.141 \times 10^{-3}$ | $2.86 \times 10^{-6}$ | $2.56 \times 10^{-7}$ | $1.95 \times 10^2$ |
| 7       | $3.243 \times 10^{-2}$ | $2.61 \times 10^{-6}$ | $1.91 \times 10^{-7}$ | $2.42 \times 10^2$ |
| 8       | $3.602 \times 10^{-2}$ | $2.58 \times 10^{-6}$ | $1.80 \times 10^{-7}$ | $1.81 \times 10^2$ |
| 9       | $3.472 \times 10^{-2}$ | $2.58 \times 10^{-6}$ | $1.80 \times 10^{-7}$ | $1.81 \times 10^2$ |
| 10      | $3.137 \times 10^{-2}$ | $2.61 \times 10^{-6}$ | $1.91 \times 10^{-7}$ | $2.42 \times 10^2$ |
| 11      | $6.403 \times 10^{-3}$ | $1.51 \times 10^{-6}$ | $2.31 \times 10^{-7}$ | $3.21 \times 10^2$ |
| 12      | $3.836 \times 10^{-2}$ | $3.56 \times 10^{-6}$ | $1.46 \times 10^{-7}$ | $1.00 \times 10^2$ |
| LSE (all cases) | $3.04 \times 10^{-4}$ | $2.90 \times 10^{-8}$ | $1.38 \times 10^{-7}$ | $5.68 \times 10^2$ |

by the fact that these experiments adopt the same carbon fiber electrodes, and the variations are mainly due to different flow rates that affect the spatial distribution of species in the electrodes.

Figure 6: The comparison of SOC-V predictions for all 12 experiments by the PCDNN model (dashed red line) and the VRFB 0D model (dashed blue line) using the baseline parameters in Table 3. The black dots denote the experimental data.
With the various estimated parameters, the RMSE of the PCDNN voltage prediction against the test data is $3.267 \times 10^{-2}$, which is about $35\%$ and $40\%$ smaller than those of the standard LSE approach and the baseline VRFB 0D model, respectively. Fig. 6 shows that the PCDNN voltage prediction agrees well with the experimental data for experiments 1-6 (that use the Nafion 115 membrane) for the entire range of SOC values and is significantly better than the baseline 0D model predictions. For experiments 7–12, there are some discrepancies between the PCDNN predictions and experimental data for very small and large SOC values. These discrepancies are due to simplifications in the 0D model and cannot be corrected through the choice of different values for the 0D model parameters. However, these results show that the proposed approach improves the prediction of the 0D model with constant parameters for all considered experiments. Also, it is important to note that using higher-dimensional flow models instead of the 0D model should further improve the predictive ability of the proposed approach.

We also note that the standard LSE approach hardly improves the voltage prediction compared to the baseline 0D model using values from the literature as illustrated in Fig. 7 for experiments 2, 4, 8, and 11.

4.2.2. Leave-one-out testing of the DNN parameter models

In this section, we investigate the effectiveness of the proposed PCDNN approach for modeling new or unseen experiments using the leave-one-out approach. That is, the PCDNN model is used to predict experiments with operating condi-
Figure 8: The comparison of SOC-V predictions for experiments (Cases 4 and 7) by using PCDNN and LSE parameter estimation approaches. The VRFB 0D model (dashed blue line) using the baseline parameters in Table 5 is also provided.

Table 7: The comparison of the RMSE and estimated parameters by the PCDNN and LSE approaches for different experiment cases.

|                | RMSE     | S     | k_n  | k_p  | σ_e  |
|----------------|----------|-------|------|------|------|
| Baseline model |          |       |      |      |      |
| Exp. ID 4      | 1.271 × 10^{-1} | 3.48 × 10^{4} | 5.00 × 10^{-8} | 1.00 × 10^{-7} | 5.00 × 10^{2} |
| Exp. ID 7      | 3.651 × 10^{-2} | 5.00 × 10^{4} | 1.00 × 10^{-7} | 5.00 × 10^{2} |
| Least-square estimation |          |       |      |      |      |
| Exp. ID 4      | 1.152 × 10^{-1} | 2.91 × 10^{4} | 5.31 × 10^{-8} | 5.23 × 10^{-8} | 1.29 × 10^{3} |
| Exp. ID 7      | 3.274 × 10^{-2} | 2.91 × 10^{4} | 5.31 × 10^{-8} | 5.23 × 10^{-8} | 1.29 × 10^{3} |
| PCDNN          |          |       |      |      |      |
| Exp. ID 4      | 4.097 × 10^{-2} | 3.01 × 10^{4} | 1.70 × 10^{-8} | 3.33 × 10^{-7} | 1.00 × 10^{4} |
| Exp. ID 7      | 3.357 × 10^{-2} | 2.93 × 10^{4} | 2.42 × 10^{-8} | 5.30 × 10^{-7} | 1.00 × 10^{4} |

* use the baseline parameters in Table 5

tions different from those in the training dataset. Figure 8 and Table 7 show a detailed analysis of the leave-one-out tests for experiments 4 and 7. Table 8 gives RMSE in the leave-one-out tests for all 12 experiments.

We select experiments 4 and 7 for the detailed analysis because they are performed under different operation conditions and use different membranes: the Nafion 115 membrane in experiment 4 and Nafion 212 in experiment 7. Figure 8 shows the cell voltage for the test experiments as predicted by the PCDNN approach. Although no measurement data associated with the test experiments (Cases 4 and 7) are included in training the PCDNN model, the PCDNN prediction shows an improved agreement with the experimental data compared to the baseline 0D model. The RMSEs of the PCDNN approach for experiments 4 and 7 are 4.097 × 10^{-2} and 3.357 × 10^{-2}, respectively, which are smaller than the RMSEs 1.271 × 10^{-1} and 3.651 × 10^{-2} in the baseline 0D model.
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Also, these results show that the LSE approach is less effective than PCDNN in predicting the voltage responses for the fourth experiment, as shown in Fig. 8a, where its RMSE is $1.152 \times 10^{-1}$.

**Table 8**: RMSE in the voltage estimated with the 0D model with the PCDNN and LSE parameterization for the 12 experiments in the leave-one-out test. For comparison, RMSE in the estimated voltage with the baseline 0D model is also shown.

| Exp. ID | Baseline model* | Least-square estimation | PCDNN |
|---------|-----------------|-------------------------|--------|
| 1       | $1.036 \times 10^{-1}$ | $9.035 \times 10^{-2}$ | $2.865 \times 10^{-2}$ |
| 2       | $2.641 \times 10^{-2}$ | $3.508 \times 10^{-2}$ | $1.682 \times 10^{-2}$ |
| 3       | $8.707 \times 10^{-2}$ | $8.235 \times 10^{-2}$ | $7.552 \times 10^{-2}$ |
| 4       | $1.271 \times 10^{-1}$ | $1.152 \times 10^{-1}$ | $4.097 \times 10^{-2}$ |
| 5       | $8.957 \times 10^{-2}$ | $7.836 \times 10^{-2}$ | $9.115 \times 10^{-3}$ |
| 6       | $5.367 \times 10^{-2}$ | $4.500 \times 10^{-2}$ | $6.982 \times 10^{-3}$ |
| 7       | $3.651 \times 10^{-2}$ | $3.274 \times 10^{-2}$ | $3.357 \times 10^{-2}$ |
| 8       | $3.906 \times 10^{-2}$ | $3.835 \times 10^{-2}$ | $3.751 \times 10^{-2}$ |
| 9       | $3.590 \times 10^{-2}$ | $3.609 \times 10^{-2}$ | $3.462 \times 10^{-2}$ |
| 10      | $2.951 \times 10^{-2}$ | $3.074 \times 10^{-2}$ | $3.310 \times 10^{-2}$ |
| 11      | $6.988 \times 10^{-2}$ | $6.758 \times 10^{-2}$ | $6.336 \times 10^{-2}$ |
| 12      | $4.979 \times 10^{-2}$ | $4.880 \times 10^{-2}$ | $3.943 \times 10^{-2}$ |

* use the baseline parameters in Table 5

Table 8 shows the comparison of the RMSE in voltage estimated with the 0D model with the PCDNN and LSE parameterizations using the leave-one-out approach for all 12 experiments. For comparison, we also show the RMSE in the estimated voltage in the 0D model with the baseline parameters. We can see that even with a relatively small data set (only 11 experiments) the PCDNN model is more accurate than the 0D model with parameters estimated using the LSE method for all but experiments 7 and 10. When compared to the 0D model with baseline parameters, the PCDNN is more accurate for all but the experiment 10. The applications of physics-constrained DNN methods to diffusion and advection-diffusion systems demonstrated that the accuracy of these methods improves with the increasing number of measurements [36, 37]. Therefore, we expect that the accuracy of the PCDNN parameterization versus the LSE parameterization would increase as more data becomes available.

Like many other traditional parameter estimation methods, LSE finds the optimal set of parameters for a single instant of the operating conditions. The approach proposed here allows learning the functional relationships between the
model parameters and operating conditions. We note that in general, functions are infinite dimensional, i.e., an infinite number of values are required to represent an unknown function, and using parameter estimation methods like LSE is poorly suited for learning functional relationships.

5. Discussion and Conclusions

We developed a physics-constrained DNN parameter estimation framework for the 0D flow battery model, which enables learning model parameters as functions of operating conditions. In this framework, DNNs are used to approximate the map from the operating conditions to the model parameters, and the 0D VRFB physical model combined with the DNN parameter functions is used to predict the cell voltage. Thus, different from direct data-driven DNN methods that learn a map from the operating conditions to the voltage, the PCDNN model voltage output satisfies the given physical model. The key idea of the proposed approach is to directly learn the parameter functions by training DNNs subject to physics model constraints with the experimental datasets that are collected from many experiments. Therefore, the trained PCDNN model can predict both the model parameters and cell voltage under varying operating condition, including the conditions that are not part of the training dataset. This is different from standard model calibration approaches such as LSE, where modeling a battery under certain operating conditions requires calibrating the model for these same operating conditions. Such model calibration approaches cannot be used to accurately predict battery performance under new conditions when the model parameters have a strong dependence on the operating conditions.

In this work, we demonstrated the effectiveness of the PCDNN approach by using the simulation data generated with reference operating-condition-independent parameters, as discussed in Section 4.1. We demonstrated that the PCDNN approach can estimate such parameters more accurately than the LSE approach. We also demonstrated that the PCDNN method produces equally accurate results for problems with three and four unknown parameters,
while the accuracy of the LSE method decreases with an increasing number of unknown parameters. In Section 4.2, we tested the PCDNN approach for an experimental dataset consisting of voltage measurements as functions of time and operating conditions from 12 different experiments. The results show that the PCDNN approach significantly improves the voltage prediction compared to the predictions of the 0D model with parameters reported in the literature [25] and estimated from the LSE approach. The PCDNN method produced more accurate predictions for both the experiments that were used for parameter estimation and the unseen experiments, i.e., those experiments that were not used in the training of the PCDNN model. These results demonstrate the enhanced abilities of parameter estimation and predictive generalization offered by the PCDNN approach, which provides a flexible framework to leverage the information of physical models and experimental data. It also serves as a surrogate model that allows efficient parameter estimation and avoids repeated, time-consuming calibration procedures.

In this work, we used the PCDNN approach to estimate the functional forms of parameters in a simple 0D model that has a limited ability to capture the tails of the charge and discharge curves, noticeable discrepancies in cell voltage predictions were observed at the extreme SOC values in some of the experiments. Considering additional physics in the 0D model, such as the concentration overpotential, can further improve the cell voltage prediction of the “PCDNN-0D” model. We should note that the PCDNN approach can be also used to estimate the functional form of parameters in higher-dimensional physics-based models of flow batteries that would improve these models’ accuracy with respect to standard LSE parametrization; however, this would also require numerically solving the PDEs or approximating the solution of PDEs with a DNN as in the standard PINN method.

Finally, we note that introducing more physics (e.g., concentration overpotential and cross-over) and considering more changing model parameters, such as membrane properties, electronic conductivity, and diffusion coefficients in the electrolyte) in the 0D model could enable the PCDNN method to predict more
complex aspects of battery performance, such as degradation.
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Appendix A. Analytical solution of species concentrations

Following the 0D VRFB model proposed in [10], the species considered in the reaction kinetics are $S = \{\text{V(II)}, \text{V(III)}, \text{V(IV)}, \text{V(V)}, \text{H}^+, \text{H}_2\text{O}\}$. Let $c_i^{\text{res}}$ and $c_i$ be the concentrations of species $i$ ($i \in S$) in the reservoir and the electrode, respectively. Note that both $c_i^{\text{res}}$ and $c_i$ are space-independent functions because of the assumption of uniform distribution in the 0D model.

With a uniform flow rate at the inlet, the net change per unit time (mol/s) of species $i$ in the electrode due to recirculation is $\epsilon A_{in} u (c_i^{\text{res}} - c_i)$, where $\epsilon$ is the porosity of the electrode, $u$ is the electrolyte flow velocity (in m/s), and $A_{in} = b_e w_e$ is the inlet area of the electrode, in which $b_e$ and $w_e$ are the breadth and width, respectively. Here, we define $\bar{u} = \epsilon u = \omega/A_{in}$ as the average velocity in the porous medium, where $\omega$ is the inlet volume flow rate. Therefore, the mass conservation of species $i$ in the reservoirs is:

$$V_r \frac{dc_i^{\text{res}}}{dt} = -A_{in} \bar{u} (c_i^{\text{res}} - c_i) \quad (A.1)$$

where $V_r$ is the volume of the reservoir.

In the electrodes, we consider both the electrochemical reaction and the recirculation in the mass balance equations for the species ($i = \text{V(II)}, \text{V(III)}, \text{V(IV)}, \text{V(V)}$),
expressed as:

\[ \epsilon V_e \frac{dc_i}{dt} = A_m \tilde{u} (c_i^{res} - c_i) - \frac{I}{F}, \quad i = V(II), V(V), \quad (A.2a) \]

\[ \epsilon V_e \frac{dc_i}{dt} = A_m \tilde{u} (c_i^{res} - c_i) + \frac{I}{F}, \quad i = V(III), V(IV), \quad (A.2b) \]

where \( I \) is the applied current, \( V_e = b_e w_e h_e \) is the volume of the electrode, and \( h_e \) is the length of the electrode. Eliminating the recirculation terms in Eqs. (A.1) and (A.2) and integrating time using the initial conditions, the solutions for electrode concentrations can be obtained [10]:

\[ c_i = c_i^0 - \frac{I}{V_e F \tilde{\epsilon} \epsilon} \left( \frac{\epsilon \delta + e^{-\tilde{\epsilon} t}}{1 + \epsilon \delta} - 1 - \frac{\epsilon \delta}{\tau} t \right), \quad i = V(II), V(V), \quad (A.3a) \]

\[ c_i = c_i^0 + \frac{I}{V_e F \tilde{\epsilon} \epsilon} \left( \frac{\epsilon \delta + e^{-\tilde{\epsilon} t}}{1 + \epsilon \delta} - 1 - \frac{\epsilon \delta}{\tau} t \right), \quad i = V(III), V(IV), \quad (A.3b) \]

where \( c_i^0 \) are the initial concentrations for both \( c_i^{res} \) and \( c_i \), \( \delta = V_e/V_r \) is the ratio of the two volumes, \( \tau = h_e/u \) and \( \tilde{\epsilon} = (\epsilon \delta + 1)/\tau \). Then, we can define the state of charge (SOC) [16] as

\[ SOC(t) = \frac{c_{V(II)}(t)}{c_{V_n}} = 1 - \frac{c_{V(III)}(t)}{c_{V_n}} \quad (A.4) \]

where \( c_{V_n} \) is the total vanadium concentration of the negative half-cell. Substituting the analytical solution for \( c_{V(II)} \) from Eq. (A.3a) into Eq. (A.4), SOC can be rewritten as

\[ SOC(t) = SOC^0 - \frac{I}{c_{V_n} V_e F \tilde{\epsilon} \epsilon} \left( \frac{\epsilon \delta + e^{-\tilde{\epsilon} t}}{1 + \epsilon \delta} - 1 - \frac{\epsilon \delta}{\tau} t \right) \quad (A.5) \]

where \( SOC^0 = c_{V(II)}^0/c_{V_n} \) is the initial SOC.

A similar procedure is adopted for the concentrations of water and protons,
i.e., $c_{\text{H}_2\text{O}}$ and $c_{\text{H}^+}$. The mass conservation of water is

\[ -\text{ve electrode}: \epsilon V_e \frac{d c_{\text{H}_2\text{O}}}{dt} = A_{in} \bar{u}(c_{\text{H}_2\text{O}}^{\text{res}} - c_{\text{H}_2\text{O}}) + \frac{n_d I}{F}, \quad (A.6a) \]
\[ +\text{ve electrode}: \epsilon V_e \frac{d c_{\text{H}_2\text{O}}}{dt} = A_{in} \bar{u}(c_{\text{H}_2\text{O}}^{\text{res}} - c_{\text{H}_2\text{O}}) - \frac{(1 + n_d)I}{F}. \quad (A.6b) \]

Herein, the molar flux of water through the membrane from the positive to negative electrode during charging is approximated by $n_d j_{\text{app}}/F$, where $n_d$ is the drag coefficient, $j_{\text{app}} = I/A_e$ is the nominal current density, and $A_e = h_e w_e$ is the electrode area. By using the mass balance equation in (A.1) with $i = \text{H}_2\text{O}$ to eliminate the recirculation terms, the solution to Eq. (A.6) reads

\[ -\text{ve electrode}: c_{\text{H}_2\text{O}} = c_{\text{H}_2\text{O}}^0 - \frac{I n_d}{V_e F \epsilon \epsilon} \left( \frac{\epsilon \delta + e^{-\frac{\epsilon}{\tau} t}}{1 + \epsilon \delta} - 1 - \frac{\epsilon \delta}{\tau} t \right), \quad (A.7a) \]
\[ +\text{ve electrode}: c_{\text{H}_2\text{O}} = c_{\text{H}_2\text{O}}^0 + \frac{I}{V_e F \epsilon \epsilon} (1 + n_d) \left( \frac{\epsilon \delta + e^{-\frac{\epsilon}{\tau} t}}{1 + \epsilon \delta} - 1 - \frac{\epsilon \delta}{\tau} t \right). \quad (A.7b) \]

Using the SOC in Eq. (A.5), the water concentration in the positive electrode $c_{\text{H}_2\text{O}_p}$ is expressed as: $c_{\text{H}_2\text{O}_p} = c_{\text{H}_2\text{O}}^0 + (1 + n_d) \bar{c}_{V_\text{n}} \times (\text{SOC} - \text{SOC}^0)$. The mass balances for the protons are:

\[ -\text{ve electrode}: \epsilon V_e \frac{d c_{\text{H}^+}}{dt} = A_{in} \bar{u}(c_{\text{H}^+}^{\text{res}} - c_{\text{H}^+}) + \frac{I}{F}, \quad (A.8a) \]
\[ +\text{ve electrode}: \epsilon V_e \frac{d c_{\text{H}^+}}{dt} = A_{in} \bar{u}(c_{\text{H}^+}^{\text{res}} - c_{\text{H}^+}) + \frac{I}{F}. \quad (A.8b) \]

For simplicity, in the above equation (A.8) we assume a rapid transport of protons across the fully saturated membrane such that the protons are evenly distributed in both the positive and negative electrodes, which is different from the original formulation in [10]. Thus, the proton concentrations in both electrodes are:

\[ c_{\text{H}^+} = c_{\text{H}^+}^0 - \frac{I}{V_e F \epsilon \epsilon} \left( \frac{\epsilon \delta + e^{-\frac{\epsilon}{\tau} t}}{1 + \epsilon \delta} - 1 - \frac{\epsilon \delta}{\tau} t \right), \quad (A.9) \]

or expressed as $c_{\text{H}^+} = c_{\text{H}^+}^0 + \bar{c}_{V_\text{n}} \times (\text{SOC} - \text{SOC}^0)$. 
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For the experiments considered in this study, we set the initial concentrations \( c_0^{V(III)} = c_0^{V(IV)} = c_0^V \) and \( c_0^V = \bar{c}_V \). Thus, we have SOC\(^d\) = 0. Then, the SOC estimated by Eqs. (A.4) and (A.5) is used to calculate the concentration of each species, as shown in Eq. (2).

Appendix B. Deep neural network

In the proposed approach, we use a fully connected feed-forward network architecture known as multilayer perceptrons, where the basic computing units (neurons) are stacked in layers. Generally, the DNN approximation \( \hat{u}(x; \theta) \) of a function \( u(x) \) is given as:

\[
\hat{u}(x; \theta) = y_{n_{l}+1}(y_{n_{l}}(...(y_{2}(x)))),
\]

where \( \hat{\cdot} \) denotes the DNN approximation, and

\[
\begin{align*}
    y_{2}(x) &= \sigma(W_1 x + b_1) \\
    y_{3}(y_{2}) &= \sigma(W_2 y_{2} + b_2) \\
    ... \\
    y_{n_{l}}(y_{n_{l}-1}) &= \sigma(W_{n_{l}-1} y_{n_{l}-1} + b_{n_{l}-1}) \\
    y_{n_{l}+1}(y_{n_{l}}) &= W_{n_{l}} y_{n_{l}} + b_{n_{l}}.
\end{align*}
\]

The first layer is called the input layer, and the last layer is the output layer, while all the intermediate layers are known as hidden layers. Here, \( n_l \) denotes the number of hidden layers, \( \sigma \) is the predefined activation function, \( x \in \mathbb{R}^d \) denotes the input (\( d \) is the number of spatial dimensions), \( y_{n_{l}+1} \) is the output vector, and \( \theta \) denotes all the parameters (weights and biases) in the DNN approximation of \( u \):

\[
\theta = \{W_1, W_2, ..., W_{n_{l}}, b_1, b_2, ..., b_{n_{l}}\}.
\]
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