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Abstract—In federated learning (FL), a number of devices train their local models and upload the corresponding parameters or gradients to the base station (BS) to update the global model while protecting their data privacy. However, due to the limited computation and communication resources, the number of local trainings (a.k.a. local update) and that of aggregations (a.k.a. global update) need to be carefully chosen. In this paper, we investigate and analyze the optimal trade-off between the number of local trainings and that of global aggregations to speed up the convergence and enhance the prediction accuracy over the existing works. Our goal is to minimize the global loss function under both the delay and the energy consumption constraints. In order to make the optimization problem tractable, we derive a new and tight upper bound on the loss function, which allows us to obtain closed-form expressions for the number of local trainings and that of global aggregations. Simulation results show that our proposed scheme can achieve a better performance in terms of the prediction accuracy, and converge much faster than the baseline schemes.

Index Terms—Federated learning, resource allocation.

I. INTRODUCTION

WITH the rapid development of wireless applications, a huge amount of data is generated every day. One traditional way to deal with these data is to simply send their data to a central controller for processing [1]. However, it incurs a new problem for heterogeneous data from different users concerning the privacy requirement or security/legal risks. In recent years, federated learning (FL) has been proposed and emerged as a promising solution to cope with the above challenges [2], [3]. In FL, a group of users train their local models with their own data, and send the training results, e.g., parameters or gradients, to the base station (BS) after several rounds of local training. The BS then aggregates their results to update the global model, and feeds the global parameters or gradients back to all the users to facilitate their local model update. Thus, the entire training process of FL constitutes several rounds of local training and global aggregation. However, the application of FL to wireless networks still faces several challenges, including the non-independent and identically distributed (non-i.i.d.) data from heterogeneous sources [15]–[18], data privacy during communication period [9]–[14], user scheduling for global aggregation [15]–[18], and asynchronous local update [19]–[21].

Besides the above challenges, the practical implementation of FL suffers from limited communication resources. The existing works can be generally classified into two categories: 1) minimizing the cost/budget to save communication resources [22]–[29], 2) minimizing the loss function subject to communication resources restriction [30]–[34]. In the first category, the convergence time in FL with optimal bandwidth allocation and scheduling strategies was studied in [22]. Similarly, the delay in FL with optimal scheduling strategies was studied in [23]. The minimized delay in FL with optimal bandwidth allocation, scheduling strategies, and transmit power was studied in [24]. However, the optimal solutions were only evaluated numerically in [22], [23], and there are no closed-form expressions to facilitate the analyses. In addition, the energy cost was not involved in the above works. The total energy consumption was minimized with the latency constraint in [24], [26]. Furthermore, minimizing the sum of time and energy cost with the random scheduling strategy was respectively studied in [27], [28], and [29]. The optimal number of scheduled users, communication rounds, and training iterations were obtained in [27]. The optimal central processing unit (CPU) frequency, transmit power, and bandwidth allocation were obtained in [29]. However, the optimal scheduling strategies with limited resource blocks are only obtained in [27], [28].

In the second category, in order to minimize the loss function of FL, the optimal power allocation and scheduling strategy was studied in [30]. In addition, the optimal transmit power, resource block allocation, and user selection were investigated in [31]. However, both of them did not consider the trade-off between the number of local trainings and that of aggregations. An adaptive FL algorithm to minimize the loss function with optimal number of local trainings and aggregations was proposed in [32]. This algorithm was extended in [33], [34] to obtain optimal number of scheduled users with resources limitation and total delay cost. However, in most of existing works regarding the balanced global and local updates [32]–[34], there is a need to solve an optimization sub-problem according to the method proposed in [32] for each global aggregation, which will slow down the convergence. Besides, it is difficult, if not impossible, to obtain an accurate solution for the sub-problem, resulting in the deteriorated prediction accuracy. These observations motivate our work, and we attempt to break these bottlenecks to avoid solving the sub-problem by obtaining the closed-form
expression for the optimal trade-off. Specifically, in this paper, we investigate and analyze the optimal trade-off between the local training and the global aggregation in the FL framework with communication resources restriction. The objective is to minimize the loss function of the global model while satisfying both the delay and energy consumption constraints. Our main contributions are summarized as follows:

- In order to make the optimization problem tractable, we derive a new upper bound of the loss function in a closed-from expression, which can be easily computed and extended to different types of training models and datasets. By doing so, we can avoid computing the optimization sub-problem as in most of existing works, and can thus speed up the convergence and boost the prediction accuracy accordingly. Besides, we also show that the derived upper bound is tight under certain conditions.
- Based on the derived upper bound, we are able to reformulate the original problem, which allows us to obtain closed-from expressions for the number of local trainings and the number of global aggregations. The advantages are that the resultant computational complexity is low, and the impact of the major system parameters can be easily revealed.
- Simulation results show that the proposed scheme can not only significantly improve the convergence speed, but also achieve a better performance than the existing ones in terms of the prediction accuracy.

The remainder of this paper is organized as follows. In Section II, we introduce the system model and formulate the optimization problem. The analysis on the convergence bound is presented in Section III. The convergence analysis is finished in Section IV. We solve the problem by obtaining closed-from expressions for optimized solutions in Section V. The simulation results are shown in Section VI and the concluding remarks are given in Section VII.

**II. SYSTEM MODEL AND PROBLEM FORMULATION**

**A. Global and local updates for Federated Learning**

The system under consideration consists of a BS for global aggregation, and $N$ users for local training. For FL, the loss function is commonly utilized for performance evaluation, and the goal is to find the optimal parameter that minimizes the loss function, i.e.,

$$w^* = \text{argmin}_{w \in \mathbb{R}^n} F(w),$$  

where the notations are defined in Table I and some examples of loss functions are provided in Table III.

In order to obtain $w^*$ in (1), it is necessary to conduct local training at each user by using its own data. That is, every user uses its own data to train a local model. Specifically, the $i$th user updates the parameters of its local model by using the following gradient descent method:

$$w_i(t) = w_i(t - 1) - \eta \nabla F_i(w_i(t - 1)).$$  

After several rounds of local training, the local parameters from all the users will be delivered to the BS, which aggregates them to update the global model. In particular, between two adjacent global aggregations, there will be several rounds of local training. In the paper, we adopt the FedAvg algorithm for the global aggregation [3], which is given by

$$w(t) = \frac{1}{N} \sum_{i=1}^{N} D_i w_i(t).$$  

After updating the global model, the BS broadcasts the global parameters to every user. Furthermore, the parameter of the local model $\hat{w}_i(t)$ can be summarized as follow:

$$\hat{w}_i(t) = \begin{cases} \frac{1}{D} \sum_{i=1}^{N} D_i w_i(t), & t = k\tau, \\ w_i(t - 1) - \eta \nabla F_i(w_i(t - 1)), & \text{otherwise}, \end{cases}$$  

The parameter of the local model is updated by using (3) when $t = k\tau$. Otherwise, its update follows (2).
The global loss function is defined as:

\[ F(w) = \frac{1}{D} \sum_{i=1}^{N} D_i F_i(w). \]  

(5)

It is indicated that \( F(w) \) cannot be calculated directly by following Table II due to the lack of users’ data at the BS. Instead, we refer to (5) for computing \( F(w) \) after global aggregation.

**B. System Delay Model**

1) Local Training Delay: According to [33] and [35], the local training delay of the \( i \)th user (e.g., \( t_{i, tr} \)) follows the shifted exponential distribution, it means that

\[ P(t_{i, tr} - a_i \tau d_i \leq t) = \begin{cases} 1 - e^{-\frac{t}{a_i \tau d_i}}, & t \geq 0, \\ 0, & \text{otherwise}, \end{cases} \]  

(6)

where \( d_i \) is the batch size of local training of the \( i \)th user. If we apply the Stochastic Gradient Descent to update all local models, we simply set \( d_i = 1 \) to any \( i \). Besides, \( a_i \) and \( d_i \) denote the fluctuation and the maximum of the computation capabilities [33]. If \( d_i \) is the same, the \( a_i \) will be the same [35]. To this end, we consider \( a_i = \) \( \mu \) to any \( i \).

In order to achieve synchronous update of all local models, all users are allowed to send parameters to the BS when all of them finish the local training. Therefore, the training delay of all users (e.g., \( t_{tr} \)) depends on the maximal \( t_{i, tr} \), namely, \( t_{tr} = \max\{t_{i, tr}\} \).

**Theorem 1:** The upper bound of mathematical expectation of \( t_{tr} \) is given by

\[ \mathbb{E}(\max\{t_{i, tr}\}) \leq \frac{N \tau}{\mu} \cdot I_0 + a \tau, \]  

(7)

where \( a = \max\{a_i\} \), and \( I_0 = \sum_{i=1}^{N} C_i^{(i)} \cdot (-1)^{i-1}. \)

**Proof:** See Appendix A.

Theorem 1 shows that, a higher frequency of aggregation will lead to a lower average local training delay.

2) Communication Delay: After several rounds of local training, all users need to send their local parameters to the BS. Then the BS averages the parameters and broadcasts to all users. Therefore, the communication delay includes the upload and download delay. However, we ignore the download delay in this paper because the transmit power of BS is large enough to make the download delay small.

The upload delay depends on the bit number of parameters which will be sent (e.g., \( Z(w) \)) and the achievable transmission rate of the system. We apply an FDMA system in the communication part of FL, therefore, the communication delay is

\[ t_{i, cm} = \frac{Z(w)}{B \log_2(1 + \frac{P_{cm} h_i}{N_0})}, \]  

(8)

3The index \( i \) is omitted thereafter for simplicity of illustration.

where \( B \) and \( h_i \) is the bandwidth and the channel gain of the \( i \)th user respectively, \( N_0 \) is the noise power. In our communication delay model, \( t_{i, cm} \) will be treated as a constant. This treatment is common in works similar to this paper, such as [33] and [34]. Besides, similar to the analysis of the local training delay, we consider the communication delay of all users denoted as \( t_{cm} = \max\{t_{i, cm}\} \).

**C. System Energy Consumption Model**

1) Energy consumption of local training: The energy consumption of local training depends on the computation capacity of the user. According to [25], the energy consumption of one round of local training in the \( i \)th user can be written as

\[ E_{i, tr} = \kappa C D_i a_i^2 \]  

(9)

where \( \kappa \) is the effective switched capacitance that depends on the chip architecture. \( C \) is the number of CPU cycles, and \( E_{tr} = \max\{E_{i, tr}\} = \kappa C D_{max} a^2 \).

2) Energy consumption of communication: We have obtain the communication delay in [8], therefore, the Energy consumption of communication is \( E_{cm} = P_{cm} t_{cm} \), and \( P_{cm} \) will be also treated as a constant [25].

**D. Problem Formulation**

In this paper, our goal is to find the optimal trade-off between the number of local trainings and that of global aggregations by minimizing the global loss function. The optimization problem is formulated as

\[
\begin{align*}
\min_{T,K} \quad & F(w) \\
\text{s.t.} \quad & E(t_{tr}) \cdot T + t_{cm} K \leq t_{tot}, \quad (10a) \\
& E_{tr} \cdot T + E_{cm} K \leq E_{tot}, \quad (10b) \\
& t \leq T, \quad (10c) \\
& T = K \tau, \quad (10d)
\end{align*}
\]

where (10a) and (10b) denote the delay and energy consumption constraints, respectively. It is noted that in both (10a) and (10b), we focus on the communication resources for the local model and neglect those for the global model similar to existing works. This is due to the obvious contrast between BS and users in terms of the computation capacity and the energy availability. Besides, (10c) and (10d) require that the number of the global aggregations should be less than or equal to the total number of local trainings, and the total number of local trainings should be an integer-fold of the number of aggregations.

**III. Convergence Analysis of FL**

The optimization problem (10) has optimal solution means the loss function of FL is convergent. Therefore, we are going to analyze convergence of the loss function and its convergence rate in this section.

The following assumptions are utilized to finish the convergence analysis.
Assumption 1: For each user and any pair of $w$ and $w'$
1) $F_i(w)$ is convex
2) $F_i(w)$ is $\rho$-Lipschitz: $\|F_i(w) - F_i(w')\| \leq \rho \|w - w'\|$ 
3) $F_i(w)$ is $\beta$-Smooth: $\|\nabla F_i(w) - \nabla F_i(w')\| \leq \beta \|w - w'\|
4) (Gradient divergence) For any $i$ and $w$, $\delta_i$ is an upper bound of $\|\nabla F_i(w) - \nabla F(w)\|$, i.e.,
\[ \|\nabla F_i(w) - \nabla F(w)\| \leq \delta_i. \]

We define $\delta = \sum_{i=1}^N D_i \delta_i$.
5) (Federated learning gap) $\epsilon$ is the lower bound of $F(w(T)) - F(w^*)$, i.e.,
\[ F(w(T)) - F(w^*) \geq \epsilon. \]

A proportion of loss functions are shown in Table II satisfying 1)-3) in Assumption 1. These loss functions are often used in some classification models and regression models, such as support vector machine (SVM), convolutional neural network (CNN), and linear regression, which will be examined later in our simulations in Section V. Regarding 4) of Assumption 1, gradient divergence reflects the difference among data distributions of all the users. If the data distributions are similar to each other, the gradient divergence will be small, and vice versa. Furthermore, 5) of Assumption 1 reflects the difference between model trained by FL and that trained by centralized machine learning.

Assumption 2: The gradient of the global model is upper bounded by
\[ \nabla F^* = \arg\max_{\nabla F(w) \in \mathbb{R}^n} \|\nabla F(w)\|. \]

Assumption 2 is motivated by the fact that the loss function of the global model can only be calculated based on the information (e.g., data and parameters) about the local model. Meanwhile, the number of aggregations is limited, so the gradients of global loss function are restricted in a finite set.

According to Assumptions 1 and 2, we are able to prove the following lemmas.

Lemma 1: $F(w)$ is also convex, $\rho$-Lipschitz, and $\beta$-Smooth.
Proof: The proof is straightforward based on 1)-3) in Assumption 1, and thus omitted for brevity.

Lemma 2: The gradient of local model is upper bounded by
\[ \|\nabla F_i(w)\| \leq \delta_i + \nabla F^*. \]
Proof: See Appendix B.

Now, based on Lemmas 1 and 2, we are ready to present the following theorem.

Theorem 2: For any $i$ and $t$, we have
\[ \|\tilde{w}_i(t) - w(T)\| \leq g_i(t), \]
where $g_i(t) = (\delta_i + \nabla F^*)\eta t - \frac{1}{\rho} \tilde{F}_i(\xi)$. 
Proof: See Appendix C.

Theorem 2 gives an upper bound of the difference between the parameters of the $i$th user after the $t$th local training and the parameters of global model after the $T$th local training. From Theorem 2, it is known that the smaller the upper bound, the better the local model. Recall that $t = k\tau$ when FL aggregates after the $t$th local training. In particular, when $t = 0$, $k = 0$ and $g_i(0) = 0$. In FL, a larger $\tau$ will cause the model overfitting. On the contrary, a smaller $\tau$ makes the local model underfitting. In Theorem 1, $k$ should be larger than or equal to $\left\lfloor \frac{1}{\rho g_\epsilon} \right\rfloor$, leading to a positive value of $g_i(t)$ in practice.

Based on Theorem 2, we obtain the following theorem.

Theorem 3: The upper bound of $F(w(T)) - F(w^*)$ is given by
\[ F(w(T)) - F(w^*) \leq \frac{\epsilon^2}{\rho g_\epsilon + \rho \nabla F^* T}. \]
Proof: See Appendix D.

It is observed from Theorem 3 that a larger $T$ and a smaller $\tau$ lead to a lower upper bound of $F(w(T)) - F(w^*)$. Besides, it can be also deduced from Theorem 2 that how the distribution of the data influence the convergence. Provided that $\epsilon \approx \delta_i$, the denominator $\rho g_\epsilon(1) + \rho \nabla F^* T$ are much larger than the numerator $\epsilon^2$, so the numerator is more sensitive to value changes of $\epsilon$. For non-i.i.d. data, $\epsilon$ and $\delta_i$ will be larger compared to the case of i.i.d. data. This in turn indicates that the non-i.i.d. data will lead to a larger upper bound, which will be verified in Section V.

Theorem 3 also reflects that, if we fix the frequency of aggregation (e.g., $\tau$), $\frac{\epsilon^2}{\rho g_\epsilon(1) + \rho \nabla F^* T}$ decreases with increasing rounds of local training (e.g., $T$). Thus, the loss function of FL can be shown to be convergent.

In order to get more insight into Theorem 3, we present two corollaries, which depicts the tightness and the number of local training after convergence, respectively.

Corollary 1: If the parameters satisfy the following conditions, the upper bound in (16) is $\epsilon$-tight.
1) $w_i(1) = nw(T), m \in \mathbb{R}^+, \forall i$.
2) $\nabla F_i(w(t)) = \rho \nabla F(w(t))$, $p \in \mathbb{R}^+, \forall i$.
3) $\tilde{w}_i(t) = q w(t), q \in \mathbb{R}^+, \forall i$.
4) $w(t) - w(T) = -s \nabla F(w(t))$, $s \in \mathbb{R}^+$.

Proof: In the proof of Theorem 3, if the equality condition of each step can be satisfied, the upper bound of Theorem 3 will be tight. That is to say, when conditions 1)-4) are satisfied, (36)-(47) are achievable. Thus, we can arrive at Corollary 1 after some manipulations.

In Corollary 1, 1) means that the first parameter vectors of all users are in parallel and with the same direction as the final global parameter vector. 2) means the gradient of every users are in parallel and with the same direction as the global gradient in each round of aggregate. 3) means if one round will aggregate, this parameter vector after aggregation is in parallel and with the same direction as this vector without any aggregation. 4) means the global parameter vector changes in the opposite direction to the gradient. It is not difficult to see that when the FL system has only one user, all conditions will be satisfied. Besides, if the loss function also satisfies that $\epsilon = 0$ which is the infimum of $F(w(T)) - F(w^*)$ and $\rho = F'(\xi)$, where $\xi$ is the value which satisfies Lagrange’s Mean Value Theorem of $F(w)$, the upper bound in (16) is $\epsilon$-tight.

From the Theorem 3, we obtain the convergence gap of FL. Thus, we can use the number of local trainings which
(\tau_i, K_i) = \begin{cases} \frac{1}{2} \left( \frac{\sqrt{\rho_1(1) + \rho_1 \nabla F^* K \tau}}{E_{\tau, t} + 2E_{tot}(1 - N\mu + \sigma) E_{CM} E_{CM, t} + E_{CM} E_{CM, t}} \right), & i = 1, \\ \frac{1}{2} \left( \frac{\sqrt{\rho_1(1) + \rho_1 \nabla F^* K \tau}}{E_{\tau, t} + 2E_{tot}(1 - N\mu + \sigma) E_{CM} E_{CM, t} + E_{CM} E_{CM, t}} \right), & i = 2, \end{cases}
(19)

(\tau^*, K^*) = \begin{cases} \arg\min \tau_i - \rho \eta \nabla F^* K \tau_i, i = 1, 2, & \text{if } \tau_i, K_i \geq 1, I_i \geq 0, \\
(\tau_1, K_1) & \text{if } \tau_1, K_1 \geq 1, I_1 \geq 0, \tau_2, K_2 < 1 \text{ or } \tau_1, K_1 \geq 1, I_1 < 0 \\
(\tau_2, K_2) & \text{if } \tau_2, K_2 \geq 1, I_1 \geq 0, \tau_1, K_1 < 1. \end{cases}
(20)

The gap can arrive a small enough value (e.g., \varepsilon) to reflect the convergence rate. Therefore, we obtain the proposition of Theorem 3 as follow:

**Corollary 2:** The number of local trainings after \varepsilon convergence is at least \frac{1}{\rho \eta} \left( \frac{1}{\varepsilon} - \rho \eta (\delta_k + \nabla F^*) + \tau \right).

**Proof:** The proof simply follows from (16), and thus omitted for brevity.

**IV. Optimal Trade-off between the Local Trainings and the Global Aggregations**

In this section, we are going to solve the optimization problem in (10) with constraints (10a)-(10d), which is, however, hard to deal with due to the intractable objective function in (10). In [32], an adaptive method was proposed to transform (10) to facilitate the optimization process. However, it incurs a new optimization sub-problem in each iteration, which harms the convergence speed. In this paper, we propose a new method to circumvent this problem, in which (10) is derived in a closed-form expression.

Finally, the objective function in (10) can be replaced by the upper bound in (16), and the original optimization problem is reformulated as

\[
\begin{align*}
\min_{\tau, K} & \quad \frac{\varepsilon^2}{\rho_1(1) + \rho_1 \nabla F^* K \tau} \quad \text{subject to} \quad \frac{N}{\mu} (1 + \alpha) K \tau^2 + t_{CM} K \leq t_{tot}, \\
& \quad E_{\tau, t} K \tau + E_{CM} E_{CM, t} \leq E_{tot}.
\end{align*}
(17)
\]

**A. Proposed Solution**

In (13), \varepsilon^2, \rho_1(\delta + \nabla F^*), and \rho_1 \nabla F^* are constants, and \rho_1(\delta + \nabla F^*) + (\rho_1 \nabla F^* - \frac{1}{\mu}) I > 0. In this regard, the optimization problem in (17) can be further transformed into the following:

\[
\begin{align*}
\min_{\tau, K} & \quad \tau - \rho \eta \nabla F^* K \tau, \\
& \quad \text{s.t.} \quad (17a), (17b).
\end{align*}
(18)
\]

It can be checked that (18) is non-convex over \tau and \tau which renders the problem hard to solve. However, the following theorem reveals the optimal solutions to (18).

**Theorem 4:** The solution that satisfies the KKT conditions of (18) is given by (19) on the top of this page, where \[ I_1 = E_{\tau, t} \tau^2 - 2E_{tot}(1 - N\mu + \sigma) E_{CM} E_{CM, t} + E_{CM} E_{CM, t} \]. Let \[ K_i \] and \[ \tau_i \] as the values of (19), \[ i = 1, 2 \]. The optimal solution of (18) is given by (21) on the top of this page.

**Proof:** See Appendix E.

From the Theorem 4, it is seen that the optimal number of local trainings and global aggregations also depend on the data distribution at each user. The i.i.d. data is beneficial for training and thus the loss function is easy to convergence. Therefore, the i.i.d. data brings a higher \nabla F^* and a lower training delay.

**Algorithm 1** Proposed Algorithm for Communication-Efficient FL

1: Initial parameters: \rho, \eta, \alpha, \delta_k, \nabla F^*, \tau_{max}
2: Initialization: \mu, a, t_{CM}, P_{tr}, P_{CM}, t_{tot}, E_{tot}
3: // Specific values of these hyperparameters are shown in Tables III and IV.
4: Compute I_0 by (7)
5: if K_t^* satisfies conditions in Theorem 4 then
6: Compute the optimal \tau^*, K^* by Theorem 4
7: \tau^* \leftarrow K^* \tau^*
8: \tau^* \leftarrow \min \{\tau^*, \tau_{max} \}
9: end if
10: Initialize \omega(1) to the same value for all \tau
11: for \tau = 1, 2, \ldots, T^* do
12: For each user \tau in parallel, finish the local training to update \omega(\tau)
13: // Local training.
14: if \tau is an integer-fold of \tau then
15: \omega(t) \leftarrow \omega(t)
16: // Global aggregation.
17: end if
18: end for
Output: \omega(T^*)

In Algorithm 1, lines 1 and 2 provide the initial values to the hyperparameters. \tau_{max} is the maximal \tau to prevent the model overfitting during the training. Line 4 computes the \lambda to determine the optimal value \tau and K. Line 8 sets the range value of \tau as \{1, 2, \ldots, 20\} to avoid overfitting. Lines 10 to 17 are the detailed steps of FL, which include the local training phase and the communication phase. The maximum of \tau is T^*, which is obtained in Line 7. When \tau is an integer-fold of \tau, the FL performs the aggregation. Finally, the algorithm outputs the \omega(T^*).

**V. Simulation Results**

**A. System Setup**

1) Parameters: For our simulations, we consider an FL system with five users and one BS. For simplicity of illustration, we run simulations to compute the average time delay of local
training and communication/aggregation. To be specific, we have $t_{cm} = 0.14s$ in the SVM model, and $t_{cm} = 0.143s$ in the CNN model. Because CNN has more parameters than SVM, it has a larger $Z(w)$. Thus its $t_{cm}$ longer is realistic. The other parameters used in the simulations are listed in Table III.

To reflect the lower convergence speed in the case of non-i.i.d. data for model training, we set a lower value of $\nabla F^*$ in the simulation. In general, the CNN model has more parameters than the SVM model, so we set a larger value of $\nabla F^*$ in CNN. Finally, in the same model, training on a larger dataset makes the value of $\nabla F^*$ larger. We summarize $\nabla F^*$ in different cases in Table IV.

2) Datasets: In our simulations, for simplicity of comparison, we consider 4 different datasets, which represent different data sizes, sample complexities, and data distributions. All the datasets are used for training a classification model.

The first dataset is MNIST, which contains 70,000 gray-scale images of handwritten digits (60,000 for training and 10,000 for testing). The second one is CIFAR-10, which contains 60,000 color images (50,000 for training and 10,000 for testing) of 10 different types of objects. Compared to MNIST, CIFAR-10 represents a lower data size but larger number of channels.

Besides, we consider 2 cases to make these two datasets have different data distributions in our simulations. In case 1, each data sample is randomly assigned to a user, so each user has i.i.d. data. In case 2, all the data samples in each user have the same label. However, the samples in the whole dataset have multiple different labels. Therefore, each user have non-i.i.d. data in case 2.

3) Models: We use 2 different models in our simulations for the classification tasks. The first one is SVM for binary classification, which is applied in MNIST dataset to predict whether the digit in the sample picture is even or odd. The second one is CNN, which is applied in MNIST dataset for binary classification (same as SVM) and CIFAR-10 dataset for multi-class classification.

4) Baseline: We take the adaptive FL algorithm [32] as the baseline for our work.

B. Results and Observations

1) Impact of non-i.i.d. Datasets

In the first part of our simulations, both SVM and CNN are trained for every user. We compare the loss value and prediction accuracy with $\tau \in \{1, \cdots, 100\}$ in different cases. The results are shown in Fig. 1.
We see that in different cases with the i.i.d. dataset, as \( \tau \) increases, the loss value decreases and predict accuracy improves. In the CNN model, the optimal \( \tau \) is large and close to 100 while close to 20 in the SVM model. However, we see the loss value of CNN is stable when \( \tau \) is more than 20. Therefore, to avoid overfitting, we set \( \tau_{\text{max}} \) to be 20. In the non-i.i.d. dataset, the curves for the loss value represent a “U” shape. The optimal \( \tau \)’s are close to 10, which is consistent with the analysis in Theorem 2. It indicates that training model with the non-i.i.d. data need more aggregations (e.g. a lower \( \tau \)). With the parameters setup in our simulations, the theoretical optimal \( \tau \)’s in different cases are shown in Table V, which almost coincide with the numerical results in Fig. 1.

2) Impact of \( t_{\text{tot}} \) and \( E_{\text{tot}} \)

In the second part of our simulations, we show the performance of different models, datasets, and data distributions with varying \( t_{\text{tot}} \) and \( E_{\text{tot}} \). The results are shown in Fig. 2.

Since all cases have already converged, we can evaluate the performance of our proposed update algorithm in these cases. Compared with SVM, the performance of CNN is significantly influenced by the data distribution. Besides, with the i.i.d. dataset, the CNN performs better than the SVM. On the contrary, the SVM outperforms the CNN with the non-i.i.d. dataset. Because CNN is a more complex model (i.e. more parameters) than SVM, it can perform better than SVM ideally. However, CNN is also easy to overfit with non-i.i.d. data, so that CNN performs worse than SVM in this case.

3) Performance Comparison

In the third part of our simulations, we compare the proposed algorithm with the baseline from [32], where the optimal \( \tau \) is given in Table V. Specifically, the following three categories of comparisons are considered, and their corresponding results are presented in Figs. 3-5.

- With the same data distribution and dataset, we compare the performance with the baseline for different models.
- With the same model and dataset, we compare the performance with the baseline for different data distributions.
- With the same data distribution and model, we compare the performance with the baseline for different datasets.

In Fig. 3 and Fig. 4, both the SVM and the CNN are trained with MNIST, which converge faster than the baseline. For instance, in the SVM with \( \tau = 17 \) and i.i.d. MNIST as well as \( \tau = 10 \) and non-i.i.d. MNIST, the loss value converges after 50 local trainings. However, the number of local trainings in
the baseline is around 200. On the other hand, the prediction accuracy for both the proposed algorithm and the baseline is close to 0.85 after convergence. In particular, in the CNN with MNIST, the loss value converges after 20 local trainings with i.i.d data and $\tau = 20$ while 100 with non-i.i.d. data and $\tau = 17$. However, these numbers in the baseline are close to 20 and 200, respectively. Therefore, the convergence speed of our proposed algorithm and the baseline in CNN with MNIST are close to each other. Nevertheless, our proposed algorithm outperforms the baseline in terms of prediction accuracy.

In Fig. 3 and Fig. 4, the results not only reflect the difference between SVM and CNN, but also the difference of data distributions. The convergence speed is faster for the i.i.d. data than that for the non-i.i.d. data with the SVM and CNN. For the non-i.i.d. dataset, the proposed algorithm in the SVM and that of the baseline converge after 50 and 200 local trainings, respectively. However, these numbers in the non-i.i.d. data are around 100 and 250. Furthermore, this phenomenon are also observed in CNN with MNIST. These indicate that the convergence speed for the non-i.i.d. data is slower than that for the i.i.d. data.

In Fig. 4 and Fig. 5, it is seen that both the proposed algorithm and the baseline converge faster with MNIST than CIFAR-10. In the CNN model with MNIST, it converges after 150 local trainings. However, with CIFAR-10, it needs 200 local trainings for convergence. These indicate that the convergence speed for the easy task with a simple dataset (i.e., less channels and smaller size per sample) is faster than that for the difficult task with a complex dataset.

VI. CONCLUSIONS

In this paper, we have studied the optimal trade-off between computation and communication in FL with resource restriction. Our goal is to minimize the global loss function while satisfying both the delay and energy consumption requirements. To solve this problem, we have transformed the loss function and derived its closed-form expression in a tractable manner. Through this, we have been able to obtain the
optimal number of the local trainings and global aggregations. Furthermore, we have proposed an update algorithm for the implementation of the FL framework. Simulation results have confirmed the effectiveness of the proposed algorithm, i.e., faster convergence and significant performance gain over the conventional ones.

APPENDIX A

PROOF OF THEOREM 1

Because \( t_{i, tr} - a_i \tau \sim \exp(\frac{1}{\tau}) \), we know that the probability distribution function of \( t_{i, tr} - a_i \tau \) is

\[
F_1(t) = P(t_{i, tr} - a_i \tau \leq t) = \begin{cases} 1 - e^{-\frac{t}{\tau}}, & t \geq 0, \\ 0, & \text{otherwise}, \end{cases}
\]

Thus, when \( t \geq 0 \), we know that the probability distribution function of \( \max \{ t_{i, tr} - a_i \tau \} \) is

\[
F_2(t) = P(\max \{ t_{i, tr} - a_i \tau \} \leq t) = \prod_{i=1}^{N} P(t_{i, tr} - a_i \tau \leq u, i = 1, 2, \ldots, N) \\
= \prod_{i=1}^{N} P(t_{i, tr} - a_i \tau \leq t) \\
= [1 - e^{-\frac{t}{\tau}}]^N.
\]

It means the probability distribution function of \( \max \{ t_{i, tr} - a_i \tau \} \) is

\[
f(t) = F'_2(t) \\
= \begin{cases} \frac{Nt}{\tau}[1 - e^{-\frac{t}{\tau}}]^{N-1}e^{-\frac{t}{\tau}}, & t \geq 0, \\ 0, & \text{otherwise}. \end{cases}
\]

Thus we have the mathematical expectation of \( \max \{ t_{i, tr} - a_i \tau \} \) is

\[
E(\max \{ t_{i, tr} - a_i \tau \}) = \int_0^{+\infty} tf(t)dt \\
= \int_0^{+\infty} t \cdot N \cdot [1 - e^{-\frac{t}{\tau}}]^{N-1} \cdot \frac{\mu}{\tau}e^{-\frac{t}{\tau}}dt.
\]

Then, according to the binomial theorem and the method of integration by parts, we have

\[
\int_0^{+\infty} t \cdot N \cdot [1 - e^{-\frac{t}{\tau}}]^{N-1} \cdot \frac{\mu}{\tau}e^{-\frac{t}{\tau}}dt \\
= \frac{N\tau}{\mu} \sum_{i=1}^{N} \frac{C_{N-1}^{i-1}(-1)^{i-1}}{i^2}.
\]

Thus, we know that

\[
E(\max \{ t_{i, tr} \}) \leq \frac{N\tau}{\mu} \sum_{i=1}^{N} \frac{C_{N-1}^{i-1}(-1)^{i-1}}{i^2} + a\tau.
\]

This completes the proof.

APPENDIX B

PROOF OF LEMMA 2

By using the triangle inequality, we have

\[
||\nabla F_i(w) - \nabla F(w)|| \leq ||\nabla F_i(w) - \nabla F_i(w)|| + ||\nabla F_i(w)||. \tag{28}
\]

On one hand, by combining (16) and Assumption 1(b), we have

\[
||\nabla F_i(w)|| \leq \delta_i. \tag{29}
\]

On the other hand, by combining (17) and Assumption 2, we have

\[
||\nabla F_i(w)|| \leq \nabla F^* + \delta_i. \tag{30}
\]

Thus, we can arrive at (10). This completes the proof.

APPENDIX C

PROOF OF THEOREM 2

We prove Theorem 1 by using the induction. Let \( j \) be the index of induction and \( j = t - 1 \), we assume that

\[
||\hat{w}_i(t - 1) - w(T)|| \leq g_i(t - 1). \tag{31}
\]

In the following, we consider the following two cases \( t = k\tau \) and \( t \neq k\tau \).

On one hand, when \( t = k\tau \), because of (3) and (4),

\[
\hat{w}_i(t) = \frac{\sum_{i=1}^{N} D_i w_i(t)}{D} \\
= \hat{w}_i(t - 1) - \nabla F(\hat{w}_i(t - 1)). \tag{32}
\]

Therefore, we have

\[
||\hat{w}_i(t) - w(T)|| = ||\hat{w}_i(t - 1) - \eta \nabla F(\hat{w}_i(t - 1)) - w(T)|| \\
\leq ||\hat{w}_i(t - 1) - w(T)|| + \eta ||\nabla F(\hat{w}_i(t - 1))||. \tag{33}
\]

By combining (32), (33), and Lemma 2, we have

\[
||\hat{w}_i(t) - w(T)|| \leq g_i(t - 1) + \eta (\nabla F^* + \delta_i). \tag{34}
\]

On the other hand, when \( t \neq k\tau \) holds, based on (2) and Lemma 2, we have

\[
||\hat{w}_i(t) - w(T)|| = ||\hat{w}_i(t - 1) - \eta \nabla F_i(\hat{w}_i(t - 1)) - w(T)|| \\
\leq ||\hat{w}_i(t - 1) - w(T)|| + \eta ||\nabla F_i(\hat{w}_i(t - 1))|| \\
\leq g_i(t - 1) + \eta \nabla F^*. \tag{35}
\]

Let \( g_i(t) = (\delta_i + \nabla F^*)\eta - \frac{\mu}{\tau} \). Therefore, when \( j = t \), we have

\[
g_i(t - 1) + \nabla F^* < g_i(t - 1) + (\delta_i + \nabla F^*) = g_i(t). \tag{36}
\]

Thus, we can arrive at (11). This completes the proof.
APPENDIX D
PROOF OF THEOREM 3

Based on (3) and (4), we have

\[ w(p) = \frac{\sum_{i=1}^{N} D_i w_i(p)}{D} \]

\[ = \frac{\sum_{i=1}^{N} D_i w_i(p-1) - \sum_{i=1}^{N} D_i (\eta \nabla F_i(w(p-1)))}{D} \]

\[ = w(p-1) - \eta \nabla F(w(p-1)) \]

and

\[ \|w(p) - w(T)\| = \|w(p-1) - \eta \nabla F(w(p-1)) - w(T)\| \]

\[ \leq \|w(p-1) - w(T)\| + \eta \|\nabla F(w(p-1))\| \].

By using Assumption 2, (38) becomes

\[ \|w(p) - w(T)\| - \|w(p-1) - w(T)\| \leq \eta \nabla F^*, \quad p = 2, 3, \ldots, t. \]

By summing all items of (39) on both sides, the item with \( p \) can be deleted and we further have

\[ \|w(t) - w(T)\| \leq \|w(1) - w(T)\| + \eta \nabla F^*. \]

Besides, using (3) and Theorem 1, we have

\[ \|w(1) - w(T)\| = \frac{\sum_{i=1}^{N} D_i w_i(1)}{D} - w(T) \]

\[ \leq \frac{\sum_{i=1}^{N} D_i \|w_i(1) - w(T)\|}{D} \]

\[ \leq \frac{\sum_{i=1}^{N} D_i g_i(1)}{D} \]

\[ = (\delta + \nabla F^*) \eta - \frac{\tau}{\rho}. \]

By combining (40) and (41), we have

\[ \|w(t) - w(T)\| \leq (\delta + \nabla F^*) \eta - \frac{\tau}{\rho} + \eta \nabla F^* t. \]

Furthermore, by using Lemma 1 and (32), we have

\[ F(w(t)) - F(w(T)) \leq \rho \|w(t) - w(T)\| \]

\[ = \rho \|w(1) - w(T)\| \]

\[ = \rho (\delta + \nabla F^*) - \tau + \rho \|\nabla F^* T\|. \]

Let \( \theta(t) \triangleq F(w(t)) - F(w^*) \), according to Assumption 1 5), we have \( (F(w(T)) - F(w^*)) \theta(t) \geq \epsilon^2 \), or equivalently

\[ \theta(t) \geq \frac{-1}{(F(w(T)) - F(w^*)) \theta(t)} \geq -\frac{1}{\epsilon^2}. \]

By combining (33) and (34), we have

\[ \frac{1}{\theta(t)} - \frac{1}{F(w(T)) - F(w^*)} \]

\[ = \frac{F(w(T)) - F(w^*)}{\theta(t)(F(w(T)) - F(w^*))} \]

\[ \geq -\rho \eta (\delta + \nabla F^*) - \tau + \rho \|\nabla F^* T\|. \]

or equivalently

\[ \theta(t) \]

\[ \leq \frac{\epsilon^2 (F(w(T)) - F(w^*))}{\epsilon^2 - (F(w(T)) - F(w^*)) (\rho \eta (\delta + \nabla F^*) - \tau + \rho \|\nabla F^* T\|). \]

Since

\[ \theta(t) = F(w(t)) - F(w^*) \]

\[ \geq F(w(T)) - F(w^*). \]

we have

\[ F(w(T)) - F(w^*) \]

\[ \leq \frac{\epsilon^2 (F(w(T)) - F(w^*))}{\epsilon^2 - (F(w(T)) - F(w^*)) (\rho \eta (\delta + \nabla F^*) - \tau + \rho \|\nabla F^* T\|). \]

However, (43) cannot be directly solved to obtain the upper bound of \( F(w(T)) - F(w^*). \) To circumvent this problem, we introduce \( \epsilon \) on the left hand of (49) and rewrite (49) as

\[ F(w(T)) - F(w^*) \]

\[ \leq \frac{\epsilon^2 (F(w(T)) - F(w^*))}{\epsilon^2 - (F(w(T)) - F(w^*)) (\rho \eta (\delta + \nabla F^*) - \tau + \rho \|\nabla F^* T\|). \]

For simplicity, we re-express the constants and variables in (49) as follows:

\[ \left\{ \begin{array}{l}
F(w(T)) - F(w^*) \triangleq x, \\
\epsilon \triangleq a, \\
\rho \eta (\delta + \nabla F^*) - \tau + \rho \|\nabla F^* T\| \triangleq b.
\end{array} \right. \]

Therefore, (49) can be written as

\[ x - a \leq \frac{a^2 x}{a^2 - bx}. \]

or equivalently

\[ \frac{bx^2 - abx + a^3}{a^2 - bx} \geq 0. \]

If \( a^2 - bx < 0 \), it can be deduced from (40) that \( 0 \leq a \leq \frac{a^2 x}{a^2 - bx} < 0 \), which leads to a contradiction. Therefore (41) can be written as

\[ \left\{ \begin{array}{l}
\frac{bx^2 - abx + a^3}{a^2 - bx} \geq 0, \\
a^2 - bx > 0.
\end{array} \right. \]

Let \( \Delta = a^2 (b^2 - 4ab) \). Then we solve this set of inequalities. **Case 1:** \( \Delta \leq 0 \).

Because \( b > 0 \), we know that \( bx^2 - abx + a^3 \geq 0 \) always holds. Therefore solving (42) is equivalent to solving \( a^2 - bx > 0 \).
Thus in Case 1, we have
\[ x < \frac{a^2}{b}. \] (53)

Case 2: \( \Delta > 0. \)

When \( \Delta > 0, \) by solving \( bx^2 - abx + a^3 \geq 0, \) we can obtain \( x \geq x_1 \) or \( x \leq x_2, \) where \( x_1 = \frac{ab + a\sqrt{(b^2 - 4ab)}}{2b}, \) \( x_2 = \frac{ab - a\sqrt{(b^2 - 4ab)}}{2b}. \) Therefore, (42) can be written as
\[
\begin{cases}
  x \geq x_1 \text{ or } x \leq x_2, \\
  a^2 - bx > 0.
\end{cases}
\] (54)

Because
\[
x_2 - \frac{a^2}{b} = \frac{a}{2b}(b - 2a - \sqrt{b^2 - 4ab}) \\
\geq \frac{a}{2b}(b - 2a - \sqrt{b^2 - 4ab + 4a^2}) \\
\geq 0.
\] (55)

Then, (54) reduces to
\[ x < \frac{a^2}{b}. \] (56)

By combining these two cases, we have
\[
F(w(T)) - F(w^*) \leq \frac{\epsilon^2}{\rho\eta(\delta + \nabla F^*)} - \tau + \rho\eta\nabla F^*T. \] (57)

This completes the proof.

**APPENDIX E**

**PROOF OF THEOREM 4**

The Lagrangian function of (14) is
\[
L(\tau, K, \lambda_1, \lambda_2) = \tau - \rho\eta\nabla F^* K \tau \\
+ \lambda_1(t_{cm} K + (I_0N\mu + a)K^2 - t_{tot}) \\
+ \lambda_2(P_{cm}t_{cm}K + EtrK\tau - E_{tot}).
\] (58)

Furthermore, the KKT conditions of (58) are
\[
\begin{align*}
\frac{\partial L}{\partial \tau} &= 0, \\
\frac{\partial L}{\partial K} &= 0, \\
P_{cm}t_{cm} K + EtrK\tau - E_{tot} \leq 0, \\
t_{cm} K + (I_0N\mu + a)K^2 - t_{tot} \leq 0, \\
\lambda_1(t_{cm} K + (I_0N\mu + a)K^2 - t_{tot}) = 0, \\
\lambda_2(P_{cm}t_{cm}K + EtrK\tau - E_{tot}) = 0, \\
\lambda_1, \lambda_2 \geq 0.
\end{align*}
\] (59)

By taking the derivative of (58) with respect to \( \tau \) and \( K \) respectively, and setting them to be equal to zero, we have
\[
\begin{align*}
\frac{\partial L}{\partial \tau} &= 1 - \rho\eta\nabla F^* K + 2\lambda_1(I_0N\mu + a)K\tau + \lambda_2E_{tr}K, \\
\frac{\partial L}{\partial K} &= -\rho\eta\nabla F^* \tau + \lambda_1t_{cm} + \lambda_1(I_0N\mu + a)\tau^2 + \lambda_2P_{cm}t_{cm} \\
&\quad + \lambda_2E_{tr}\tau = 0.
\end{align*}
\] (60)

Therefore
\[
\begin{align*}
\lambda_1(I_0N\mu + a)(\tau^*)^2 - (\lambda_2E_{tr} - \rho\eta\nabla F^*\tau^*) \\
+ \lambda_1t_{cm} + \lambda_2P_{cm}t_{cm} = 0, \\
K^* = \frac{1}{\rho\eta\nabla F^* - 2\lambda_1(I_0N\mu + a)\tau - \lambda_2E_{tr}}.
\end{align*}
\] (61)

Next, we discuss the following four cases regarding (59).

Case 1: \( \lambda_1, \lambda_2 = 0. \)

When \( \lambda_1, \lambda_2 = 0, \) \( \tau^* = 0, \) so this case is not true.

Case 2: \( \lambda_1, \lambda_2 \neq 0. \)

When \( \lambda_1, \lambda_2 \neq 0, \) the (59) means that
\[
\begin{align*}
P_{cm}t_{cm} K + EtrK\tau - E_{tot} &= 0, \\
t_{cm} K + (I_0N\mu + a)K^2 - t_{tot} &= 0.
\end{align*}
\] (62)

or equivalently
\[
\frac{t_{cm} + (I_0N\mu + a)\tau^2}{P_{cm}t_{cm} + E_{tr}\tau} = \frac{t_{tot}}{E_{tot}}.
\] (63)

Then we solve (62) and get
\[
\tau_{1,2}^* = \frac{E_{tr}t_{tot} \pm \sqrt{I_1}}{2(I_0N\mu + a)E_{tot}}.
\] (64)

where \( I_1 = \frac{E_{tr}^2t_{tot} - 4(I_0N\mu + a)E_{tot}(t_{cm}E_{tot} - P_{cm}t_{cm}t_{tot})}{E_{tot}^2 - E_{tr}^2}, \)
and \( K^* = \frac{E_{tr}t_{tot} - \sqrt{I_1}}{2(I_0N\mu + a)E_{tot}}. \)

Because minimizing \( \tau - \rho\eta\nabla F^* K \tau \) requires a smaller \( \tau^* \) and a larger \( K^* \), we have
\[
\begin{align*}
\tau_1^* &= \frac{E_{tr}t_{tot} - \sqrt{I_1}}{2(I_0N\mu + a)E_{tot}}, \\
K_1^* &= \frac{E_{tr}t_{tot} + \sqrt{I_1}}{2(I_0N\mu + a)E_{tot}}.
\end{align*}
\] (65)

Case 3: \( \lambda_1 = 0, \lambda_2 \neq 0. \)

When \( \lambda_1 = 0, \lambda_2 \neq 0, \) the (59) means that
\[
\begin{align*}
\tau^* &= \frac{\lambda_2P_{cm}t_{cm}}{\rho\eta\nabla F^* - \lambda_2E_{tr}}, \\
K^* &= \frac{1}{\rho\eta\nabla F^* - \lambda_2E_{tr}}.
\end{align*}
\] (66)

According to (59), we have
\[
P_{cm}t_{cm}K + E_{tr}K\tau = E_{tot}.
\] (67)

Then, we substitute the \( \tau^* \) and \( K^* \) in (66) and obtain
\[
\frac{P_{cm}t_{cm}}{\rho\eta\nabla F^* - \lambda_2E_{tr}} + \frac{\lambda_2P_{cm}t_{cm}E_{tr}}{(\rho\eta\nabla F^* - \lambda_2E_{tr})^2} = E_{tot}.
\] (68)

By solving (67), we can get \( \lambda_2^* = \frac{1}{E_{tr}(\rho\eta\nabla F^* - \lambda_2E_{tr})}. \)

Then by substituting \( \lambda_2 \) into (67), we get
\[
\begin{align*}
\tau_2^* &= \frac{1}{E_{tr}}(\sqrt{\rho\eta\nabla F^*P_{cm}t_{cm}E_{tot}} - P_{cm}t_{cm}), \\
K_2^* &= \sqrt{\rho\eta\nabla F^*P_{cm}t_{cm}E_{tot}}.
\end{align*}
\] (69)

Case 4: \( \lambda_1 \neq 0, \lambda_2 = 0. \)

When \( \lambda_1 \neq 0, \lambda_2 = 0, \) the (59) means that
\[
t_{cm} K + (I_0N\mu + a)K^2 = t_{tot}.
\] (70)
Let $\Delta = (\rho \nabla F^*)^2 - 4 \tau_{cm}(I_0 N \mu + \alpha) \lambda^2_2$, and we substitute them into (69), we get $\tau^* = \frac{\rho \nabla F^* - \sqrt{\Delta}}{2 \lambda_1(I_0 N \mu + \alpha)}$. However, when $\tau^* = \frac{\rho \nabla F^* + \sqrt{\Delta}}{2 \lambda_1(I_0 N \mu + \alpha)}$, $K^* < 0$. It is also not realistic. Thus, we have

$$
\begin{align*}
\tau^* & = \frac{\rho \nabla F^* - \sqrt{\Delta}}{2 \lambda_1(I_0 N \mu + \alpha)}, \\
K^* & = \frac{\rho \nabla F^* + \sqrt{\Delta}}{2 \lambda_1(I_0 N \mu + \alpha)}.
\end{align*}
$$

Then, we substitute the $\tau^*$ and $K^*$ in (69) and obtain

$$
t_{cm} \frac{\rho \nabla F^* + \sqrt{\Delta}}{\sqrt{\Delta}} + \frac{(I_0 N \mu + \alpha)}{\sqrt{\Delta}} \left( \frac{\rho \nabla F^* - \sqrt{\Delta}}{4 \lambda_1^2(I_0 N \mu + \alpha)^2} \right) = E_{tot}.
$$

By solving (71), we know that $\tau^* < 0$, which is also not realistic.

Finally, because $T^*_i = K^*_i \tau^*_i, i = 1, 2$, to make sure the optimal $\tau$ and $K$ are realistic, which should satisfy the following constraints

$$
\begin{align*}
\tau^*_1, K^*_1 & \geq 1, \\
\tau^*_2, K^*_2 & \geq 1.
\end{align*}
$$

After some manipulations, we can arrive at (19). This completes the proof.
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