The Fredrickson-Andersen model with random pinning on Bethe lattices and its MCT transitions
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Abstract – We investigate the dynamics of the randomly pinned Fredrickson-Andersen model on the Bethe lattice. We find a line of random pinning dynamical transitions whose dynamical critical properties are in the same universality class of the A2 and A3 transitions of the mode coupling theory. The A3 behavior appears at the terminal point, where the relaxation becomes logarithmic and the relaxation time diverges exponentially. We explain the critical behavior in terms of self-induced disorder and avalanches, strengthening the relationship discussed in recent works between glassy dynamics and random field Ising model.
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Introduction. – It still remains a major challenge to fully understand the origin of the dramatic slowing-down of the dynamics of supercooled liquids near the glass transition point with little, if any, sign of structural orders. Many supercooled liquids display rich and universal dynamical behavior such as the two-step and non-exponential relaxation of the correlation functions, the super-Arrhenius dependence of the relaxation time, and spatially heterogeneous dynamics [1–3].

There are many theories attempting to describe the glass transition [2,3]. The mode coupling theory (MCT) is very successful in describing semi-quantitatively the time dependence of the density correlation functions of the supercooled liquids at relatively high temperatures [2,4,5]. However, it is known that MCT fails to describe the dynamics at low temperatures. MCT predicts an artificial divergence of the relaxation time well above the experimental glass transition temperature [2,6].

It is now considered that MCT is part of the random first-order transition (RFOT) theory, which is a thermodynamic theoretical approach for the glass transition inspired by the similarity between supercooled liquids and some mean-field spin glass models [7]. MCT has the same mathematical structure as that of the p-spin spherical model (PSM) which is a mean-field model of the RFOT [7–9]. Curiously, a different theory also predicts MCT-like dynamics at the mean-field level. The dynamical facilitation scenario (DF) claims that the glass transition is a purely dynamical transition without any thermodynamic singularity [3,10]. DF is based on the kinetically constrained models (KCMs), which have trivial thermodynamic properties but show complex glassy slow dynamics [10,11]. Theoretical analysis with the approximation [12] and numerical experiments [13,14] suggest that the Fredrickson-Andersen model (FA), as well as other KCMs, in the mean-field limit, displays the same scaling law as that of MCT. However, there is no proof yet that the dynamics is exactly described by some kinds of closed equations à la MCT.

The fact that completely different theories (one is thermodynamic and the other is kinetic) predict similar dynamics — and similar to MCT — in the mean-field limit suggests that there is an underlying universality hidden in MCT. This was indeed already discussed in [15], where the MCT scaling laws were obtained by a Landau-like expansion. Recently, it was shown that the MCT criticality is related to the one of the random field Ising model (RFIM) [16,17] and Franz and Sellitto have shown that the finite-size scaling of the critical dynamics of the FA model on the Bethe lattice are indeed consistent with that of the RFIM [18].

In this work, we investigate thoroughly the universal structure of MCT by focusing on more general cases (always in the KCM context), studying whether the
relationship with MCT still holds, and unveiling its physical content. In order to do so, we take advantage of recent results on the glass transition of randomly pinned systems [19–26], a fluid where a fraction of constituent particles are frozen or pinned. Theoretical analysis [23,27] predicts that by pinning a fraction $c$ of particles from an equilibrium configuration at temperature $T$, the glass transition temperature $T(c)$ rises until it reaches a terminal critical point where it ends. The properties of the glass transition remain the same along the line but change at the terminal point. MCT predicts several anomalous dynamical behaviors for randomly pinned systems [20,28,29]. It predicts an MCT critical line where the transition remains, in the MCT terminology, of A2 type, until the terminal point is reached where it becomes of A4 type. The dynamical behavior at the A2 transition is qualitatively different. For example, the correlation function exhibits single logarithmic decay [30], instead of the usual two-step relaxation [5]. The relaxation time increases exponentially toward the A2 transition point, while it increases algebraically toward the A2 transition point [30]. Moreover, the critical behavior at the terminal point was shown to be related to the critical behavior of the RFIM at its continuous transition along the hysteresis line [17,27,28,31] and not at its spinodal transition. The randomly pinned FA model thus provides a very useful setting to analyze the universal structure of MCT. Our aim will be, on the one hand, to check that the properties of the dynamical transition do not vary along the critical line induced by pinning and coincide with the ones predicted by MCT for the $A_2$ singularity and, on the other hand, that they do change at the terminal point, where instead they become the one predicted by MCT for the $A_3$ singularity. We shall also analyze the relationship with the RFIM and work out the physical mechanism behind it. In the previous study, two of the present authors have already investigated the static properties of the FA model with random pinning and indeed found some evidences of the scenario presented above [26].

Model and phase diagram. – We consider the FA model with random pinning on the regular random graph with connectivity $z = k + 1 = 4$ [26]. The Hamiltonian of the model is given by $H = -\frac{1}{2} \sum_{i=1}^{N} \sigma_{i} \sigma_{i}$, where $\sigma_{i} \in \{-1, +1\}$ denotes the binary spin variable on the $i$-th site. We pick up a fraction (denoted as $c$) of spins randomly from $N$ spins and “pin” them. The pinned spins are not allowed to move from their initial equilibrium configuration. The time evolution rule of the model is the following [13]. We randomly select a spin and flip it with the probability $w(\sigma_{i} \rightarrow -\sigma_{i}) = \min[1, e^{-\sigma_{i}/T}]$ if the spin is not pinned and there is a higher than $f = 2$ number of downward spins in its neighbor. Otherwise, we do not flip the spin [26]. We use $N$ iterations of this process as a unit of time. To characterize the slow dynamics, we observe the persistence function, $\phi(t)$, which is the fraction of the unflipped spins in the time span $[0, t]$. The analysis of the long-time limit of the persistence function, $\phi = \lim_{t \rightarrow \infty} \phi(t)$, is particularly simple [13], since it can be mapped into the bootstrap percolation (BP) problem [32].

In the previous paper, we have calculated $\phi$ analytically as a function of $T$ and $c$ [26]. The phase diagram from $\phi$ is shown in fig. 1. The solid line, $T_{d}(c)$, is the transition line. When $T > T_{d}(c)$, the system is in the “liquid phase” characterized by the low $\phi$ value and when $T < T_{d}(c)$, the system is in the “glass phase” characterized by the high $\phi$ value. $T_{d}(c)$ rises with increasing $c$ and terminates at $(c_{c}, T_{c}) \approx (0.2, 0.621)$. Approaching $T_{d}(c)$ for $c < c_{c}$, $\phi$ changes discontinuously [26] as it would happen at an $A_2$ transition in the MCT terminology. Just below $T_{d}(c)$, $\phi$ changes as $\phi - \phi_{d}(c) \propto (T - T_{d}(c))^{1/2}$, where $\phi_{d}(c)$ is the fraction of the frozen spin at the transition temperature. On the other hand, at $(c_{c}, T_{c})$, $\phi$ behaves differently as $\phi - \phi_{d}(c_{c}) \propto (T - T_{c})^{1/3}$, where $\phi$ changes continuously but singularly as MCT predicts for the $A_3$ transition [26]. Note that $\phi$ only contains information about the long-time limit. It is still unclear how the above singularities of $\phi$ affect the explicit time-dependent dynamical quantities of the system, especially how the dynamics is altered at the terminal point. Below, we show that those dynamical quantities indeed show the singular behaviors characteristic of $A_2$ and $A_3$ transitions.

Persistence function and critical dynamic scaling. – Hereafter, we investigate the dynamical properties of this model in more detail. We perform the Monte Carlo simulation (MC) by the faster-than-clock algorithm [33]. The systems size is $N = 2^{18}$ unless specifically mentioned, which is large enough to neglect the finite-size effects. In this section, we focus on the time dependence of the persistence function, $\phi(t)$, and vary the temperature at fixed $c$. First, we present the results far from the terminal point. In this case, the dynamics should be of the standard $A_2$ type. This is indeed the case, as we show in fig. 2 for $c = 0.05$ and $c = 0.1$. The transition temperatures are $T_{d}(c = 0.05) \approx 0.502$ and $T_{d}(c = 0.1) \approx 0.529$, respectively. As we approach $T_{d}(c)$ from above, the relaxation
time increases and $\phi(t)$ develops a plateau. This two-step relaxation behavior is commonly observed for many glassy materials including KCMs on the Bethe lattice without random pinning ($c = 0$) [13,34,35]. In the long-time limit, $\phi(t)$ converges to a constant value, $\phi(\infty)$, which coincides with $\phi$ as shown in fig. 2. The discontinuous jump of $\phi$ at the transition is directly connected to the two-step relaxation of $\phi(t)$.

At the transition temperature, $T = T_c(c)$, the relaxation of $\phi(t)$ toward $\phi(\infty)$ is well fitted by a power law as expected from MCT,

$$\frac{\phi(t) - \phi(\infty)}{1 - \phi(\infty)} = B t^{-a}. \quad (1)$$

In fig. 3(a), we show the results obtained by fitting the results of our numerical simulations for several $c$'s, where the filled symbols denote the numerical results and the solid lines denote the fits by eq. (1). The values of $a$ for various $c$'s estimated by the numerical simulations are plotted in fig. 3(b). The exponent $a$ decreases sharply as $c$ approaches the terminal point of the critical line, i.e., the putative $A_3$ transition, at $c_c = 0.2$. A qualitatively similar result was obtained for the multi-component extension of the FA model which also exhibits the $A_3$ transition [34]. The sharp decrease of $a$ is consistent with the result of MCT which predicts that $a$ decreases and eventually vanishes on the $A_3$ transition point [30]. The vanishing behavior of the critical exponent suggests that eq. (1) should be replaced by a different scaling function at the $A_3$ transition point. MCT predicts that $\phi(t)$ near the $A_3$ transition point follows the scaling law [30]:

$$\frac{\phi(t) - \phi_c}{1 - \phi_c} = (T - T_c)^{1/3} f \left((T - T_c)^{1/6} \log(t)\right), \quad (2)$$

where $\phi_c$ denotes $\phi$ at the $A_3$ transition point, ($c_c,T_c$).

The scaling function $f(x)$ behaves as $x^{-2}$ at small argument and linearly (as $ax + b$) at large argument. In order to test this scaling law, we focus on the large $x$ regime\(^1\) in which one should find

$$\frac{\phi(t) - \phi_c}{1 - \phi_c} = -B \log(t/\tau_\beta), \quad (3)$$

with the prefactor $B$ and the relaxation time\(^2\) $\tau_\beta$ scaling as

$$B \propto (T - T_c)^{1/2}, \quad \log\tau_\beta \propto (T - T_c)^{-1/6}. \quad (4)$$

In order to confirm eq. (3), we fix $c = c_c = 0.2$ and calculate $\phi(t)$ for several temperatures slightly above the $A_3$ transition temperature, $T_c \approx 0.621$. The results are shown in fig. 4. Near the $A_3$ transition point, $\phi(t)$ shows single decay instead of the two-step relaxation as shown in fig. 4. This is consistent with the continuous change of $\phi$ at the $A_3$ transition point, as reported in our previous

\(^1\)\text{In order to test the small-$x$ regime, one would need times much larger than the ones available in our simulations.}

\(^2\)\text{We denote the relaxation time $\tau_\beta$ since there are not two distinct regimes at the $A_3$ critical point but just one, that we denote $\beta$.}
work [26]. In the intermediate time scale where $\phi(t)$ is very close to $\phi_c$ and the scaling variable $x$ is large, $\phi(t)$ is well fitted by the MCT scaling law, eq. (3), as shown in fig. 4. $B$ and $\tau_3$ obtained by the fitting are shown in fig. 5 with the scaling law, eq. (4), predicted by MCT. One can see that near the $A_3$ transition temperature, $B$ and $\tau_3$ indeed follow the MCT scaling law. Our results clearly support that the critical dynamic scaling at the terminal point of the random pinning transition line for the FA model is the one predicted by MCT at the $A_3$ dynamical transition.

Critical fluctuations. – We now focus on the behavior of dynamic fluctuations that we expect to also become critical at the transition. In particular, we analyze $\chi(t) \equiv N[(\phi(t))^2 - \langle \phi(t) \rangle^2]$, where the bracket denotes the average for both the initial conditions and thermal noises [36]. We calculate $\chi(t)$ approaching a point on the random pinning transition line ($c = 0.05$) and approaching the terminal point ($c_c = 0.2$). The results are shown in fig. 6(a) and (b); $\chi(t)$ first increases with $t$ and reaches the maximum, $\chi^*$, at $t = t^*$. At large times $\chi(t)$ decreases and converges to constant values in the long-time limit, $\lim_{t \to \infty} \chi(t) = \chi_\infty$. Note that the values of $\chi_\infty$ coincide with the fluctuations of the fraction of frozen spins, $\phi$, which can be easily calculated by the numerical simulation of the bootstrap percolation (BP). $\chi_\infty$ estimated by the BP is shown by solid lines in fig. 6(a) and (b).

MCT provides detailed predictions regarding dynamical fluctuation [16,35–39]. In the $A_3$ case, $\chi(t)$ varies on a time-scale of the order of the relaxation time, displays a diverging peak $\chi^* \propto (T - T_d)^{-2}$, and a featureless long-time limit $\chi_\infty$. This is indeed what we find in our numerical simulations, see fig. 6(a) and fig. 7(a), in agreement with recent results for $c = 0$ [40].

The MCT predictions for the $A_3$ case are qualitatively different [31]3:

$$\chi(t) = |T - T_c|^{-4/3} g \left( (T - T_c)^{1/6} \log(t) \right),$$  

(5)

where the scaling function $g(x)$ tends to a constant at large argument hence implying that both $\chi^*$ and $\chi_\infty$ diverge as $|T - T_c|^{-4/3}$. Again, this is what we find in our numerical simulations, see fig. 6(b) and fig. 7(b) where we fit the numerical data, as shown by the solid lines in fig. 7(b). The agreement is very good, signalling that MCT predictions [31] hold also for the critical behavior of the dynamical fluctuations at the terminal point of the random pinning transition line.

Self-induced disorder and avalanches. – We now show that the criticality found at the terminal point in the FA model is related to self-induced disorder and to the continuous transition along the hysteresis line of the random field Ising model (RFIM) and its avalanches. This is indeed expected since this relationship was shown recently to hold for MCT at the $A_3$ transitions [16,27,31,41]. Since

3In [31] the IMCT susceptibility was studied, $\chi(t)$ scales as its square as explained in [16,39].
the critical behavior is presented in both $\chi^*$ and $\chi_\infty$, we focus on the latter which can be analyzed using BP techniques [13,42]. The fluctuation of $\phi$, which leads to $\chi_\infty$, is caused by the thermal noises and different initial conditions. We only consider the latter, since the former is negligible compared to the latter [16]. The different initial conditions play the role of the different realization of the quenched randomness [16]. For instance, the initial fraction of the upward spins, $p$, fluctuates for different initial conditions. This causes sample-to-sample fluctuation, $\delta\phi \propto (\partial\phi/\partial p)\delta p$, and leads to a contribution to the susceptibility which leads $\chi_\infty \propto (\partial\phi/\partial p)^2(\partial p^2) \propto (\partial\phi/\partial p)^2$. Near the transition point, $p$ can be expressed as a linear function of $T - T_c$ and the derivative by $p$ can be replaced by $T$. Thus, we obtain $\chi_\infty \propto (\partial\phi(T_c))/\partial T)^2 \propto |T - T_c|^{-4/3}$, which shows the same divergence found for the RFIM at the continuous transition along the hysteresis line. This is not a coincidence; actually all the critical mean-field behavior of the $A_3$ dynamical transitions, and hence of the terminal point, is the same (see [31] for a detailed comparison). The previous arguments show that the dynamical critical behavior is produced by the combination of self-induced disorder and the singular dependence of $\phi \sim |T - T_c|^{1/3}$. Let us now unveil that the physical mechanism behind this singular dependence consists in avalanches identical to the ones present at the continuous transition along the hysteresis line of the RFIM. The key idea is that by changing the temperature, one changes the fraction of, say, up spins but this, in turn, leads to a much larger change of blocked spin. The reason consists precisely in avalanches: by increasing of a factor of two the distance ($\epsilon = |T - T_c|$) from the transition, a fraction of the order of $\epsilon$ of spins becomes suddenly unblocked because their number of pointing-down nearest neighbours becomes larger than $f = 2$. This, however, leads to a cascade process since some neighbours of the unblocked spins become unblocked and so on and so forth. Thus, by changing $\epsilon$ by a factor of two, $\phi$ decreases by roughly $\epsilon(S)$, where $S$ is the size of the avalanche, i.e., the cascade process discussed above created by unblocking a random spin. By generalizing the computation performed for BP [43] to the $c > 0$ case, we have obtained the distribution function of the size of the avalanche which acquires a scaling form close to the transition at the terminal point (see Supplementary Material Supplementarymaterial.pdf):

$$P(S) = \frac{1}{S^7} h \left( S(T - T_c)|^{1/3} \right),$$  \hspace{1cm} (6)

4Strictly speaking, $c$ fluctuates as well as $p$, however, the critical exponent of $\chi_\infty$ does not change, even if this term is included.

5Actually in [31] the comparison was done with the equilibrium continuous RFIM transition which has at the mean-field level the same critical behavior. Following [41] we think that the continuous transition along the hysteresis line is a better comparison from the phenomenological point of view, in particular because avalanches appear explicitly.

6Our study of avalanches consists in emptying one site at random and analyzing the statistics of the number of the sites unblocked by this process, which form the avalanche.

where $\tau = 3/2$ and the scaling function $h(x)$ coincides with the one computed for the RFIM in the continuous transition along the hysteresis line [44] thus strengthening the relationship discussed above. Using this result, one finds that the average avalanche size scales as $\epsilon^{-2/3}$ thus leading to $\phi \sim \epsilon^{1/3}$ and providing the final missing piece to explain the critical behavior at the terminal point. In conclusion, although the explicit time dependence cannot be obtained in this way, the critical behavior is fully understood even quantitatively in terms of self-induced disorder and avalanches.

Summary and discussion. – We investigated the equilibrium dynamics of the Fredrickson-Andersen model on the Bethe lattice with random pinning as a mean-field model of the dynamical facilitation scenario. We found a dynamical phase diagram qualitatively identical to the one predicted for RFOT (it would be interesting to check whether also the predictions for the aging dynamics hold) [28]. We showed that the persistence function, $\phi(t)$, and the dynamical fluctuations, $\chi(t)$, display a critical behavior consistent with the prediction of the mode coupling theory (MCT) for both the $A_2$ and $A_3$ transitions. We also showed that the critical behavior at the terminal point is tightly related to the one of the RFIM in the continuous transition along the hysteresis line and explicitly explained the origin of this relationship in terms of self-induced disorder and avalanches.

Our work fully exposes the universal character of MCT as a generic mean-field dynamical transition. It appears not only in models characterized by rugged energy landscapes but also in models with trivial thermodynamics but glassy dynamics. The predictive power in terms of scaling laws at $A_2$ and $A_3$ singularity for the FA model is a remarkable sign that MCT indeed holds also for cooperative KCMS at the mean-field level. In finite dimensions however, fluctuations on top of the mean-field theory are expected to lead to drastic changes [41,46]. Actually, in this case, very different physical mechanisms are expected to be at play for KCMS and systems characterized by rugged energy landscapes, respectively. More work is needed— and certainly worth doing— to understand the role of fluctuations and their effect on the mean-field theory.

The other important result of our work is to show explicitly the role of avalanches in determining the MCT critical behavior in agreement with recent results [41]. Although the analysis of avalanches does not allow to determine also time-dependent quantities, the distribution functions of the mobile region for deep supercooled liquids do show similar power-law-like behaviors [47–49] and sign of avalanche motion in glassy dynamics was found in experiments [50] and in simulations [51]. This is certainly a topic worthy of further studies both for its theoretical and phenomenological relevance.

7We repeated the computation for transitions in the $A_2$ universality class and found as expected an avalanche distribution that coincides with the one obtained for the spinodal of the RFIM [45].
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