Abstract

We compute the cylindrical contact homology of the links of the simple singularities. These manifolds are contactomorphic to $S^3/G$ for finite subgroups $G \subset SU(2)$. We perturb the degenerate contact form on $S^3/G$ with a Morse function, which is invariant under the corresponding $H \subset SO(3)$ action on $S^2$, to achieve nondegeneracy up to an action threshold. The cylindrical contact homology is recovered by taking a direct limit of the action filtered homology groups. The ranks of this homology are given in terms of $|\text{Conj}(G)|$, demonstrating a Floer theoretic McKay correspondence.
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1 Introduction

A simple singularity is modeled by the isolated singular point of the variety $\mathbb{C}^2/G$, for a finite nontrivial subgroup $G \subset \text{SU}(2)$. The action of $G$ on $\mathbb{C}[u, v]$ admits an invariant subring, generated by three monomials, $m_i(u, v)$ for $i = 1, 2, 3$, that satisfy a minimal polynomial relation,

$$f_G(m_1(u, v), m_2(u, v), m_3(u, v)) = 0,$$

for some nonzero $f_G \in \mathbb{C}[z_1, z_2, z_3]$. These weighted polynomials $f_G$ provide an alternative perspective of the simple singularities as hypersurface singularities in $\mathbb{C}^3$. Specifically, the map

$$\mathbb{C}^2/G \rightarrow V_G := f_G^{-1}(0), \quad [(u, v)] \mapsto (m_1(u, v), m_2(u, v), m_3(u, v))$$

defines an isomorphism of complex varieties, $\mathbb{C}^2/G \simeq V_G$, and produces a hypersurface singularity given any finite nontrivial $G \subset \text{SU}(2)$. The following table summarizing the relationship of $G$ to $f_G$. The integer triple $(p, q, r)$ corresponds to the lengths of the 3 branches of the associated Dynkin diagram denoted by $\Gamma(G)$. In the $A_n$ case, $(k, l)$ is an arbitrary pair of positive integers satisfying $k + l = n + 1$.

| Group $G$ | Graph $\Gamma(G)$ | $f_G(z_1, z_2, z_3)$ | branches $(p, q, r)$ |
|-----------|-------------------|----------------------|---------------------|
| $\mathbb{Z}_{n+1}$ | $A_n$ | $z_1^{n+1} + z_2^2 + z_3^2$ | $(1, k, l)$ |
| $\mathbb{D}_{2n-4}$ | $D_n$ | $z_1^2 z_2 + z_1^{n-1} + z_3^2$ | $(2, 2, n - 2)$ |
| $\mathbb{T}^*$ | $E_6$ | $z_1^4 + z_2^3 + z_3^2$ | $(2, 3, 3)$ |
| $\mathbb{O}^*$ | $E_7$ | $z_1^3 z_2 + z_3^3$ | $(2, 3, 4)$ |
| $\mathbb{I}^*$ | $E_8$ | $z_1^5 + z_2^3 + z_3^2$ | $(2, 3, 5)$ |

Table 1: Polynomial relation $f_G$ for finite subgroups $G \subset \text{SU}(2)$.

One can recover the conjugacy class of $G$ from $V_G$ by studying the Dynkin diagram associated to the minimal resolution $\tilde{X}_G$ of a simple singularity $\mathbf{0}$ of $V_G$, using the McKay correspondence [McK80] summarized below. The Dynkin diagram associated to (the minimal resolution of) $(V_G, \mathbf{0})$ is the finite graph whose vertex $v_i$ is labeled by the exceptional holomorphic sphere $Z_i$ of self-intersection -2, and $v_i$ is adjacent to $v_j$ if and only if $Z_i$ transversely intersects with $Z_j$. In this way, we associate to any simple singularity $(V_G, \mathbf{0})$ the graph $\Gamma(V_G, \mathbf{0})$. It is a classical fact that $\Gamma(V_G, \mathbf{0})$ is isomorphic to one of the $A_n$, $D_n$, or the $E_6$, $E_7$, or $E_8$ graphs (see [Sl80, §6]), depicted in Figure 1.1.

The Dynkin diagrams also simultaneously classify the types of conjugacy classes of finite subgroups $G$ of SU(2). Any finite subgroup $G \subset \text{SU}(2)$ must be either cyclic, conjugate to $\mathbb{D}_{2n}$, or is a binary polyhedral group, cf. [Za58, §1.6]. Associated to each type of finite subgroup $G \subset \text{SU}(2)$ is a finite graph, $\Gamma(G)$. The vertices of $\Gamma(G)$ are in correspondence with the nontrivial irreducible representations $V_i$ of $G$, of which there are $|\text{Conj}(G)| - 1$, where $\text{Conj}(G)$ denotes the set of conjugacy classes of a group $G$. The McKay correspondence states
that $\Gamma(G)$ is isomorphic to one of the $A_n, D_n$, or the $E_6, E_7, \text{ or } E_8$ graphs, as enumerated in Table 2. The adjacency matrix $A_{ij}$ of the Dynkin diagram determines the tensor products $\mathbb{C}^2 \otimes V_i \cong \oplus A_{ij} V_j$ with the canonical representation, cf. [St85]. We also note that the dimension of the cohomology of the minimal resolution is precisely the number of irreducible representations.

| $G \subset SU(2)$ | $|\text{Conj}(G)| - 1$ | $\Gamma(G)$  |
|-------------------|----------------|---------|
| $\mathbb{Z}_n$    | $n - 1$       | $A_{n-1}$         |
| $\mathbb{D}_{2n}^*$ | $n + 2$     | $D_{n+2}$         |
| $\mathbb{T}^*$    | 6             | $E_6$            |
| $\mathbb{O}^*$    | 7             | $E_7$            |
| $\mathbb{I}^*$    | 8             | $E_8$            |

Table 2: Dykin diagrams associated to finite subgroups $G \subset SU(2)$.

We adapt a method of computing the cylindrical contact homology of $(S^3/G, \xi_G)$ as a direct limit of action filtered homology groups, described by Nelson in [N20]. This process uses a (lift of a) Morse function, which is invariant under the corresponding symmetry group in $\text{SO}(3)$, to perturb the standard degenerate contact form. In order to define the exact symplectic cobordism maps necessary to take direct limits, a detailed analysis of the homotopy classes of Reeb orbits is needed due to the presence of contractible and torsion Reeb orbits.

Our computation realizes a contact Floer theoretic McKay correspondence result, namely that the ranks of the cylindrical contact homology of the links\(^1\) of simple singularities are given in terms of the number of conjugacy classes of the group $G$. It additionally recovers the presentation of the manifold as a Seifert fiber space and, in this sense, provides a natural

---

\(^1\)Recall that the link of a hypersurface singularity in $\mathbb{C}^3$ is the 3-dimensional contact manifold $L := S^5_0(0) \cap \{f^{-1}(0)\}$, with contact structure $\xi_L := TL \cap J_{\mathbb{C}^3}(TL)$, where $J_{\mathbb{C}^3}$ is the standard integrable complex structure on $\mathbb{C}^3$, and $\epsilon > 0$ is small. There is a contactomorphism $(S^3/G, \xi_G) \simeq (L, \xi_L)$, where $\xi_G$ on $S^3/G$ is the descent of the standard contact structure $\xi$ on $S^3$ to the quotient by the $G$-action.
basis for the cylindrical contact homology in terms of the Reeb orbits realizing the different conjugacy classes of $G$, cf. Remark 1.3.

We expect that our explicit description of the cylindrical chain complexes will enable computations of embedded contact homology and its associated spectral invariants after an appropriate adaption of arguments from [NW1, NW2]. Such results will be of interest in the context of gauge theory as well as have applications to the study of symplectic embeddings and fillings. Our computations realize McLean and Ritter’s work, which computes the positive $S^1$-equivariant symplectic cohomology of the crepant resolution $Y$ of $\mathbb{C}^n/G$ in terms of the number of conjugacy classes of the finite $G \subset \text{SU}(n)$, [MR, Theorem 1.10, Corollary 2.13], without needing to know the cohomology of the minimal resolution.

1.1 Definitions and overview of cylindrical contact homology

First we recall some basic definitions. Let $(Y, \xi)$ be a closed contact three manifold with defining contact form $\lambda$. This contact form determines a smooth vector field, $R_\lambda$, called the Reeb vector field, which uniquely satisfies $\lambda(R_\lambda) = 1$ and $d\lambda(R_\lambda, \cdot) = 0$. A Reeb orbit $\gamma$ is a map $\mathbb{R}/TZ \to M$, considered up to reparametrization, with $\dot{\gamma}(t) = R_\lambda(\gamma(t))$. Let $\mathcal{P}(\lambda)$ denote the set of Reeb orbits of $\lambda$. If $\gamma \in \mathcal{P}(\lambda)$ and $k \in \mathbb{N}$, then the $k$-fold iterate of $\gamma$, denoted $\gamma^k$, is the precomposition of $\gamma$ with $\mathbb{R}/kT \to \mathbb{R}/TZ$. The orbit $\gamma$ is embedded when $\mathbb{R}/TZ \to Y$ is injective. If $\gamma$ is the $m$-fold iterate of an embedded Reeb orbit, then $m(\gamma) := m$ is the multiplicity of $\gamma$.

For a Reeb orbit $\gamma$ as above, the time $T$ linearized Reeb flow defines a symplectic linear map

$$P_\gamma : (\xi_{\gamma(0)}, d\lambda) \to (\xi_{\gamma(0)}, d\lambda),$$

after making a choice of trivialization, which we also denote by $P_\gamma$. We say $\gamma$ is nondegenerate if $P_\gamma$ does not have $1$ as an eigenvalue. The contact form $\lambda$ is called nondegenerate if all $\gamma \in \mathcal{P}(\lambda)$ are nondegenerate. A nondegenerate Reeb orbit is said to be elliptic if $P_\gamma$ has its eigenvalues on the unit circle and hyperbolic if $P_\gamma$ has real eigenvalues. If both real eigenvalues are positive then $\gamma$ is a positive hyperbolic orbit and if both real eigenvalues are negative then $\gamma$ is a negative hyperbolic orbit.)

If $\tau$ is a homotopy class of trivializations of $\xi|_\gamma$, then the Conley Zehnder index, $\mu_{TZ}^\tau(\gamma) \in \mathbb{Z}$ is defined and related to the rotation of the Reeb flow along $\gamma$. The parity of the Conley-Zehnder index does not depend on the choice of trivialization and is even when $\gamma$ is positive hyperbolic and odd when $\gamma$ is elliptic. If $\gamma$ is an embedded negative hyperbolic orbit then the parity of the Conley-Zehnder index is odd for all odd iterates and even for all even iterates, with respect to any homotopy class of trivializations. An orbit $\gamma \in \mathcal{P}(\lambda)$ is said to be bad if it is not an even iterate of a negative hyperbolic orbit, otherwise, $\gamma$ is said to be good. Let $\mathcal{P}_{\text{good}}(\lambda) \subset \mathcal{P}(\lambda)$ denote the set of good Reeb orbits.

If $\langle c_1(\xi), \pi_2(Y) \rangle = 0$ and if $\mu_{CZ}^\tau(\gamma) \geq 3$ for all contractible $\gamma \in \mathcal{P}(\lambda)$ with any $\tau$ extendable over a disc, we say the nondegenerate contact form $\lambda$ is dynamically convex. The symplectic vector bundle $(\xi, d\lambda)$ admits a global trivialization if $c_1(\xi) = 0$, which is unique up to homotopy if rank $H_1(Y) = 0$. In this case, the integral grading $|\gamma|$ of the generator $\gamma$ is defined to be $\mu_{CZ}^\tau(\gamma) - 1$ for any $\tau$ induced by a global trivialization of $\xi$.

**Definition 1.1.** We say that an almost complex structure $J$ on $\mathbb{R} \times Y$ is $\lambda$-compatible if
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\begin{itemize}
  \item $J(\xi) = \xi$;
  \item $d\lambda(v, Jv) > 0$ for nonzero $v \in \xi$;
  \item $J$ is invariant under translation of the $\mathbb{R}$ factor;
  \item $J(\partial_s) = R_\lambda$, where $s$ denotes the $\mathbb{R}$ coordinate.
\end{itemize}
We denote the set of all $\lambda$-compatible $J$ by $\mathcal{J}(Y, \lambda)$.

Fix such a $\lambda$-compatible $J$. If $\gamma_+$ and $\gamma_-$ are Reeb orbits, we consider $J$-holomorphic cylinders interpolating between them, which are smooth maps $u : \mathbb{R} \times S^1 \rightarrow \mathbb{R} \times Y$ such that the nonlinear Cauchy-Riemann equation holds
\[ \partial_s u + J\partial_t u = 0, \]
\[ \lim_{s \rightarrow \pm\infty} \pi_{\mathbb{R}} \circ u(s, t) = \pm\infty, \]
and $\lim_{s \rightarrow \pm\infty} \pi_Y u(s, \cdot)$ is a parametrization of $\gamma_\pm$. Here $\pi_{\mathbb{R}}$ and $\pi_Y$ are the respective projections from $\mathbb{R} \times Y$ to $\mathbb{R}$ and $Y$. We say that $u$ is positively asymptotic to $\gamma_+$ and negatively asymptotic to $\gamma_-$. We declare two maps to be equivalent if they differ by translation and rotation of the domain $\mathbb{R} \times S^1$, and denote the set of equivalence classes by $\mathcal{M}_J(\gamma_+, \gamma_-)$. There is an additional $\mathbb{R}$ action $\mathcal{M}_J(\gamma_+, \gamma_-)$ by translation of the $\mathbb{R}$ factor on the target $\mathbb{R} \times Y$.

We define the \textit{Fredholm index} of a cylinder $u \in \mathcal{M}_J(\gamma_+, \gamma_-)$ by
\[ \text{ind}(u) = \mu_{CZ}^\tau(\gamma_+) - \mu_{CZ}^\tau(\gamma_-) + 2c_1(u^*\xi, \tau), \]
after fixing a trivialization $\tau$ of $\xi$ over $\gamma_+$ and $\gamma_-$. The relative first Chern class $c_1(u^*\xi, \tau)$ vanishes when $\tau$ extends to a trivialization of $u^*\xi$. For $k \in \mathbb{Z}$, $\mathcal{M}_k^J(\gamma_+, \gamma_-)$ denotes those cylinders with $\text{ind}(u) = k$. The significance of the Fredholm index is that if $J$ is generic and $u \in \mathcal{M}_k^J(\gamma_+, \gamma_-)$ is somewhere injective, then $\mathcal{M}_k^J(\gamma_+, \gamma_-)$ is naturally a manifold near $u$ of dimension $k$.

For a nondegenerate contact form $\lambda$, and under favorable transversality conditions, we define the cylindrical contact homology chain complex $\mathcal{C}_*(Y, \lambda, J)$ over $\mathbb{Q}$ as follows. (The original definition is due to Eliashberg-Givental-Hofer [EGH00] and we are using notation from [HN22], but suppressing some decorations as we only consider one cylindrical flavor of contact homology in this paper.) As a module, $\mathcal{C}_*(Y, \lambda, J)$ is noncanonically isomorphic to the vector space over $\mathbb{Q}$ generated by good Reeb orbits; an isomorphism is fixed after a choice of coherent orientations, which is used to define a $\mathbb{Z}$-module $\mathcal{O}_\gamma$ that is noncanonically isomorphic to $\mathbb{Z}$, cf. [HN22, A.3]. We then define
\[ \mathcal{C}_*(Y, \lambda, J) = \bigoplus_{\gamma \in \mathcal{P}_{\text{good}}(\lambda)} \mathcal{O}_\gamma \otimes_{\mathbb{Z}} \mathbb{Q}. \]
The choice of a generator of $\mathcal{O}_\gamma$ for each good Reeb orbit specifies an isomorphism
\[ \mathcal{C}_*(Y, \lambda, J) \simeq \mathbb{Q}(\mathcal{P}_{\text{good}}(\lambda)). \]
This chain complex admits a canonical $\mathbb{Z}/2$-grading determined by the mod 2 Conley-Zehnder index, which can be upgraded to a relative or absolute $\mathbb{Z}$ grading in certain circumstances. In the setting of this paper, we have an absolute $\mathbb{Z}$ grading given by
\[ |\gamma| = \mu_{CZ}(\gamma) - 1, \]
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where $\tau$ is any homotopy class of the global unitary trivialization constructed in (2.2) and Remark 2.12.

To define the differential, we first define the following operator assuming that all moduli spaces $\mathcal{M}_k^j(\alpha, \beta)$ with Fredholm index $k \leq 1$ are cut out transversely:

$$\delta : CC_* (Y, \lambda, J) \to CC_{*+1} (Y, \lambda, J),$$

given by

$$\delta \alpha = \sum_{\beta \in P_{\text{good}}(\lambda)} \sum_{u \in \mathcal{M}_1^j(\alpha, \beta)} \frac{\epsilon(u)}{d(u)} \beta.$$

Here $\epsilon(u)$ is an element of $\{\pm 1\}$ after generators of $\mathcal{O}_\alpha$ and $\mathcal{O}_\beta$ have been chosen, cf. [HN22, Def. A.26], and $d(u) \in \mathbb{Z}_{>0}$ is the covering multiplicity of $u$, which is 1 if and only if $u$ is somewhere injective.

Next we define an operator

$$\kappa : CC_* (Y, \lambda, J) \to CC_* (Y, \lambda, J)$$

by

$$\kappa(\alpha) = d(\alpha) \alpha.$$

Under suitable transversality assumptions for $\mathcal{M}_2^j(\alpha, \beta)$, then counting their ends yields

$$\delta \kappa \delta = 0 \quad (1.1)$$

This was proven in the dynamically convex case in [HN16] and recovered in arbitrary odd dimensions in the absence of contractible Reeb orbits in [HN22]. As a result of (1.1), we obtain that

$$\partial := \delta \kappa$$

is a differential on $CC_* (Y, \lambda, J)$. The differential preserves the free homotopy class of Reeb orbits because they count cylinders which project to homotopies in $Y$ between Reeb orbits.

Under additional hypotheses, this homology is independent of contact form $\lambda$ defining $\xi$ and generic $J$ (for example, if $\lambda$ admits no contractible Reeb orbits, [HN22, Corollary 1.10]), and is denoted $CH_* (Y, \xi)$. This is the cylindrical contact homology of $(Y, \xi)$. Upcoming work of Hutchings and Nelson will show that $CH_* (Y, \xi) = CH_* (Y, \lambda, J)$ is independent of dynamically convex $\lambda$ and generic $J$.

### 1.2 Main result and connections to other work

The link of the $A_n$ singularity is shown to be contactomorphic to the lens space $L(n+1, n)$ in [AHNS17, Theorem 1.8]. More generally, the links of simple singularities $(L, \xi_L)$ are shown to be contactomorphic to quotients $(S^3/G, \xi_G)$ in [N3, Theorem 5.3]. Theorem 1.2 computes the cylindrical contact homology of $(S^3/G, \xi_G)$ as a direct limit of filtered homology groups.

**Theorem 1.2.** Let $G \subset SU(2)$ be a finite nontrivial group, and let $m = |\text{Conj}(G)| \in \mathbb{N}$ be the number of conjugacy classes of $G$. The cylindrical contact homology of $(S^3/G, \xi_G)$ is

$$CH_* (S^3/G, \lambda_G, J) := \lim_{N \to \infty} CH_*^{L_N} (S^3/G, \lambda_N, J_N) \cong \bigoplus_{i \geq 0} \mathbb{Q}^{m-2} [2i] \bigoplus \bigoplus_{i \geq 0} H_* (S^2; \mathbb{Q}) [2i].$$
The directed system of filtered cylindrical contact homology groups $CH^L_{s}(S^3/G, \lambda_N, J_N)$ is described in Section 1.3. Upcoming work of Hutchings and Nelson will show that this direct limit is an invariant of $(S^3/G, \xi_G)$, in the sense that it is isomorphic to $CH_*(S^3/G, \lambda, J)$ where $\lambda$ is any dynamically convex contact form on $S^3/G$ with kernel $\xi_G$, and $J \in \mathcal{J}(\lambda)$ is generic.

The brackets in Theorem 1.2 describe the degree of the grading. By the classification of finite subgroups $G$ of SU(2), the following enumerates the possible values of $m = |\text{Conj}(G)|$:

(i) If $G$ is cyclic of order $n$, then $m = n$.
(ii) If $G$ is binary dihedral, $G \cong \mathbb{D}_{2n}$ for some $n$, then $m = n + 3$.
(iii) If $G$ is binary polyhedral, $G \cong \mathbb{T}^*, \mathbb{O}^*$, or $\mathbb{I}^*$, then $m = 7, 8,$ or $9$, respectively.

Remark 1.3. The cylindrical contact homology in Theorem 1.2 recovers the presentation of the manifold $S^3/G$ as a Seifert fiber space, whose $S^1$-action agrees with the Reeb flow of a contact form defining $\xi_G$. Viewing the manifold $S^3/G$ as an $S^1$-bundle over an orbifold surface homeomorphic to $S^2$, the copies of $H_*(S^2; \mathbb{Q})$ appearing in Theorem 1.2 may be understood as the orbifold Morse homology of this base. Each orbifold point $p$ with isotropy order $n_p$ corresponds to an exceptional fiber, $\gamma_p$, in $S^3/G$, which may be realized as an embedded Reeb orbit. The generators of the $\mathbb{Q}^{m-2}[0]$ term are the iterates $\gamma_p^k$ for $k = 1, 2, \ldots, n_p - 1$ so that the dimension $m - 2 = \sum_p (n_p - 1)$ of this summand can be regarded as a kind of total isotropy of the base.

Remark 1.4. Theorem 1.2 can alternatively be expressed as

$$CH_*(S^3/G, \lambda_G, J) \cong \begin{cases} \mathbb{Q}^{m-1} & * = 0, \\ \mathbb{Q}^m & * \geq 2 \text{ and even} \\ 0 & \text{else.} \end{cases}$$

In this form, we realize the expected isomorphism [BO17] between cylindrical contact homology and the positive $S^1$-equivariant symplectic cohomology with coefficients in $\mathbb{Q}$ of the crepant resolutions $Y$ of the singularities $\mathbb{C}^2/G$, as computed by McLean and Ritter. Their work shows that these groups with $\mathbb{Q}$-coefficients are free $\mathbb{Q}[u]$-modules of rank equal to $m = |\text{Conj}(G)|$, where $G \subset \text{SU}(n)$ and $u$ has degree 2 [MR, Corollary 2.13].

Remark 1.5. Recent work of Haney and Mark computes the cylindrical contact homology in [HM] of a family of hyperbolic Brieskorn manifolds $\Sigma(p,q,r)$, for $p$, $q$, $r$ relatively prime positive integers satisfying $\frac{1}{p} + \frac{1}{q} + \frac{1}{r} < 1$, using methods from [N20]. Their work uses a family of hypertight contact forms, whose Reeb orbits are non-contractible. These manifolds are also Seifert fiber spaces, whose cylindrical contact homology features summands arising from copies of the homology of the orbit space, as well as summands from the total isotropy of the orbifold.

---

2For example, $\mathbb{Q}^8[5] \oplus H_*(S^2; \mathbb{Q})[3]$ is a ten dimensional space with nine dimensions in degree 5, and one dimension in degree 3.

3Namely $S^2/H$ where $H = P(G) \subset \text{SO}(3)$ and $P : \text{SU}(2) \to \text{SO}(3)$, cf. Section 1.3.
1.3 Structure of proof of main theorem

We now outline the proof of Theorem 1.2. Section 2 explains the process of perturbing a degenerate contact form $\lambda_G$ on $S^3/G$ using an orbifold Morse function. Given a finite, nontrivial subgroup $G \subset SU(2)$, $H$ denotes the image of $G$ under the double cover of Lie groups $P : SU(2) \cong Spin(3) \to SO(3)$. By Lemma 2.1, the quotient by the $S^1$-action on the Seifert fiber space $S^3/G$ may be identified with a map $p : S^3/G \to S^2/H$. This $p$ fits into a commuting square of topological spaces (2.11) involving the Hopf fibration $\Psi : S^3 \to S^2$.

An $H$-invariant Morse-Smale function on $(S^2, \omega_{FS}(\cdot, j))$, constructed in Section 2.3, descends to an orbifold Morse function, $f_H$, on $S^2/H$. Here, $\omega_{FS}$ is the Fubini-Study form on $S^2 \cong \mathbb{C}P^1$, and $j$ is the standard integrable complex structure. By Lemma 2.4, the Reeb vector field of the perturbed contact form on $S^3/G$

$$\lambda_{G, \varepsilon} := (1 + \varepsilon p^* f_H)\lambda_G$$

is the descent of the vector field

$$R_{\lambda, \varepsilon} := \frac{R_\lambda}{1 + \varepsilon \Omega^* f} - \varepsilon \frac{\tilde{X}_f}{(1 + \varepsilon \Omega^* f)^2}$$

to $S^3/G$. Here, $\tilde{X}_f$ is a horizontal lift to $S^3$ of the Hamiltonian vector field $X_f$ of $f$ on $S^2$, computed with respect to $\omega_{FS}$, and we use the convention that $\iota_{X,f} \omega_{FS} = -df$. Thus, the $\tilde{X}_f$ term vanishes along exceptional fibers $\gamma_p$ of $S^3/G$ projecting to orbifold critical points $p \in S^2/H$ of $f_H$, implying that these parametrized circles and their iterates $\gamma^k_p$ are Reeb orbits of $\lambda_{G, \varepsilon}$. Lemma 2.15 computes the Conley-Zehnder index $\mu_{CZ}(\gamma^k_p)$ in terms of $k$ and the Morse index of $f_H$ at $p$ with respect to a global unitary trivialization.

Next we outline our procedure of taking direct limits in Section 4 of action filtered cylindrical contact homology in Section 3. Given a contact manifold $(Y, \lambda)$, the action of a Reeb orbit $\gamma : \mathbb{R}/T\mathbb{Z} \to Y$ is the positive quantity

$$A(\gamma) := \int_\gamma \lambda = T.$$ 

For $L > 0$, we let $\mathcal{P}^L(\lambda) \subset \mathcal{P}(\lambda)$ denote the set of orbits $\gamma$ with $A(\gamma) < L$. A contact form $\lambda$ is $L$-nondegenerate when all $\gamma \in \mathcal{P}^L(\lambda)$ are nondegenerate. If $\langle c_1(\xi), \pi_2(Y) \rangle = 0$ and $\mu_{CZ}(\gamma) \geq 3$ for all contractible $\gamma \in \mathcal{P}^L(\lambda)$, we say that the $L$-nondegenerate contact form $\lambda$ is $L$-dynamically convex. By Lemma 2.15, given $L > 0$, all $\gamma \in \mathcal{P}^L(\lambda_{G, \varepsilon})$ are nondegenerate and project to critical points of $f_H$ under $p$, when $\varepsilon$ is sufficiently small.

This lemma allows for the computation in Section 3 of the action filtered cylindrical contact homology. After fixing $L > 0$, $\partial$ restricts to a differential, $\partial^L$, on the subcomplex generated by $\gamma \in \mathcal{P}_\text{good}^L(\lambda)$, denoted $CC^L_s(Y, \lambda, J)$, whose homology is denoted $CH^L_s(Y, \lambda, J)$. This is because the differential decreases action: if $A(\gamma_+) < A(\gamma_-)$ then $\mathcal{M}^j(\gamma_+, \gamma_-)$ is empty because by Stokes’ theorem, action decreases along holomorphic cylinders in a symplectization.

In Section 3, we use Lemma 2.15 to produce a sequence $(L_N, \lambda_N, J_N)_{N=1}^{\infty}$, where $L_N \nearrow \infty$ in $\mathbb{R}$, $\lambda_N$ is an $L_N$-dynamically convex contact form for $\xi_G$, and $J_N \in \mathcal{J}(\lambda_N)$ is generic. By
Lemmas 3.1 and 3.3, every orbit $\gamma \in P_{\text{good}}^{L_N}(\lambda_N)$ is of even degree, and so $\partial^{L_N} = 0$, providing

$$
CH_*^{L_N}(S^3/G, \lambda_N, J_N) \cong \mathbb{Q}(P_{\text{good}}^{L_N}(\lambda_N)) \cong \bigoplus_{i=0}^{2N-1} \mathbb{Q}^{m-2}[2i] \oplus \bigoplus_{i=0}^{2N-2} H_*(S^2; \mathbb{Q})[2i]. \tag{1.2}
$$

Finally, we prove Theorem 4.1 in Section 4, which states that a completed symplectic cobordism $(X, \lambda, J)$ from $(\lambda_N, J_N)$ to $(\lambda_M, J_M)$, for $N \leq M$, induces a homomorphism,

$$
\Psi : CH_*^{L_N}(S^3/G, \lambda_N, J_N) \rightarrow CH_*^{L_M}(S^3/G, \lambda_M, J_M)
$$

which takes the form of the standard inclusion when making the identification (1.2). The proof of Theorem 4.1 comes in two steps. First, the moduli spaces $M^f_0(\gamma_+, \gamma_-)$ are finite by Proposition 4.5 and Corollary 4.6, implying that the map $\Psi$ is well defined. Second, the identification of $\Psi$ with a standard inclusion is made precise in the following manner. Given $\gamma_+ \in P_{\text{good}}^{L_N}(\lambda_N)$, there is a unique $\gamma_- \in P_{\text{good}}^{L_M}(\lambda_M)$ which

(i) projects to the same critical point of $f_H$ as $\gamma_+$ under $p$,

(ii) satisfies $m(\gamma_+) = m(\gamma_-).

When (i) and (ii) hold, we write $\gamma_+ \sim \gamma_-$. We argue in Section 4 that $\Psi$ takes the form $\Psi(\{\gamma_+\}) = \{\gamma_-\}$, when $\gamma_+ \sim \gamma_-.$

Theorem 4.1 now implies that the system of filtered contact homology groups is identified with a sequence of inclusions of vector spaces, providing isomorphic direct limits:

$$
\lim_{N \to \infty} CH_*^{L_N}(S^3/G, \lambda_N, J_N) \cong \bigoplus_{i \geq 0} \mathbb{Q}^{m-2}[2i] \oplus \bigoplus_{i \geq 0} H_*(S^2; \mathbb{Q}).
$$

### 1.4 Connections to orbifold Morse homology

Using the construction of the orbifold Morse-Smith-Witten complex as in Cho and Hong in [CH14] we can draw the following parallels between orbifold Morse homology and cylindrical contact homology. Given an orbifold Morse function $f$ on an orbifold $X$, the chain group $CM_*(X, f)$ is generated by the orientable critical points of $f$. The differential, $\partial^M$, is given as a weighted count of the negative gradient flow lines between orientable critical points in $X$. There are two notable similarities between the chain complexes ($CC_*, \partial$) and ($CM_*, \partial^M$), exemplified by our computations.

1. Bad Reeb orbits are analogous to non-orientable critical points.

Bad Reeb orbits are excluded as generators of $CC_*$ for the same reasons that non-orientable critical points are excluded as generators of $CM_*$. A critical point $p$ of $f$ on an orbifold is non-orientable if the action of its isotropy group $\Gamma_p$ on a choice of unstable manifold is not orientation preserving. Analogously, a Reeb orbit $\gamma$ is bad if the action of its cyclic deck group $\Delta_\gamma$ on an asymptotic operator is not orientation preserving.

Our Seifert projections $p : S^3/G \rightarrow S^2/H$ geometrically realize this analogy: if $\gamma$ is a bad Reeb orbit associated to $(1 + \varepsilon p^* f_H)\lambda_G$ in $S^3/G$ that projects to orbifold critical point $p$ of $f_H$, then $p$ is non-orientable. Conversely, if $p \in S^2/H$ is a non-orientable critical point of $f_H$, then there is a bad Reeb orbit $\gamma$ associated to $(1 + \varepsilon p^* f_H)\lambda_G$ in $S^3/G$ projecting to
p. This interplay can be realized through the pairs \((\gamma, p) = (h^2, p_h)\) for the binary dihedral group in Sections 3.2 and \((\gamma, p) = (\mathcal{E}^2, \mathcal{C})\) for the binary polyhedral group in Section 3.3.

(2) The differentials are structurally identical.

Take good Reeb orbits \(\alpha\) and \(\beta\) with \(\mu_{\text{CZ}}(\alpha) - \mu_{\text{CZ}}(\beta) = 1\), and take orientable critical points \(p\) and \(q\) of orbifold Morse \(f\) with \(\text{ind}_f(p) - \text{ind}_f(q) = 1\). Now compare

\[
\langle \partial \alpha, \beta \rangle = \sum_{u \in \mathcal{M}(\alpha, \beta) / \mathbb{R}} \frac{\epsilon(u) d(\alpha)}{d(u)}, \quad \langle \partial^M p, q \rangle = \sum_{x \in \mathcal{M}(p, q) / \mathbb{R}} \frac{\epsilon(x) |\Gamma_p|}{|\Gamma_x|}.
\]

Here, \(\mathcal{M}(p, q)\) is the space of negative gradient paths \(x\) from \(p\) to \(q\), and \(\Gamma_x\) is the local isotropy group at any point on the path \(x\), whose order divides \(|\Gamma_p|\). Both \(\epsilon \in \{-1, 1\}\) quantities come from choices of orientations in each setting and are well-defined because \(\alpha\) and \(\beta\) are good, and because \(p\) and \(q\) are orientable.

The similarities of both boundary operators as weighted counts of moduli spaces reflect the parallels between the breaking and gluing of the two theories: a single broken gradient path or building may serve as the limit of multiple ends of a 1-dimensional moduli space in either setting. For a thorough treatment of why these signed counts generally produce a differential that squares to zero, see [CH14, Theroem 5.1] (in the orbifold case) and [HN16, §4.3] (in the contact case).

In Sections 2.4 and 2.5, we explain the analogies between the contact data of \(S^3/G\) and the orbifold Morse data of \(S^2/H\) in further detail.
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## 2 Geometric setup and dynamics

In this section we first review the process of perturbing degenerate contact forms on \(S^3\) and \(S^3/G\) using a Morse function to achieve nondegeneracy up to an action threshold, following [N20, §1.5]. We then identify the associated Reeb orbits of \(S^3/G\) and compute their Conley Zehnder indices in Lemma 2.15. In Section 2.3 we construct the \(H\)-invariant Morse functions we use to perturb the contact forms on \(S^3/G\). In Sections 2.4 and 2.5 we elucidate how the Reeb dynamics realize the Morse orbifold data associated to \(S^2/H\).

### 2.1 Spherical geometry and associated Reeb dynamics

The diffeomorphism between \(S^3 \subset \mathbb{C}^2\) and \(\text{SU}(2)\) provides \(S^3\) with the structure of a Lie group:

\[
(\alpha, \beta) \in S^3 \mapsto \left( \begin{array}{cc} \alpha & -\overline{\beta} \\ \overline{\beta} & \alpha \end{array} \right) \in \text{SU}(2) \quad (2.1)
\]
and we see that \( e = (1, 0) \in S^3 \) is the identity element. The round contact form on \( S^3 \), denoted \( \lambda \), is defined as the restriction of the 1-form \( \iota_V \omega_0 \in \Omega^1(\mathbb{C}^2) \) to \( S^3 \), where
\[
\omega_0 := \frac{i}{2} \sum_{k=1}^2 dz_k \wedge d\bar{z}_k \quad \text{and} \quad V := \frac{1}{2} \sum_{k=1}^2 z_k \partial_{z_k} + \bar{z}_k \partial_{\bar{z}_k}, \quad \implies \quad \iota_V \omega_0 = \frac{i}{4} \sum_{k=1}^2 z_k \wedge d\bar{z}_k - \bar{z}_k dz_k.
\]

The \( SU(2) \)-action on \( \mathbb{C}^2 \) preserves \( \omega_0 \) and \( V \), and so the \( SU(2) \)-action on \( S^3 \) preserves \( \lambda \).

There is a natural Lie algebra isomorphism between the tangent space of the identity element of a Lie group and its collection of left-invariant vector fields. The contact plane \( \xi_e = \ker(\lambda) \) at the identity element \( e = (1, 0) \in S^3 \) is spanned by the tangent vectors \( \partial_{x_2}|_e \) and \( \partial_{y_2}|_e \), where we are viewing
\[
\xi_e \subset T_e \mathbb{C}^2 \cong T_e \mathbb{R}^4 = \text{Span}_{\mathbb{R}} \{ \partial_{x_1}|_e, \partial_{y_1}|_e \}.
\]

Let \( V_1 \) and \( V_2 \) be the left-invariant vector fields corresponding to \( \partial_{x_2}|_e = (0, 0, 1, 0) \) and \( \partial_{y_2}|_e = (0, 0, 1, 1) \), respectively. Because \( S^3 \) acts on itself by contactomorphisms, \( V_1 \) and \( V_2 \) are sections of \( \xi \) and provide a global unitary trivialization of \((\xi, d\lambda|_\xi, J_{\mathbb{C}^2})\), denoted \( \tau \):
\[
\tau : S^3 \times \mathbb{R}^2 \to \xi, \quad (p, \eta_1, \eta_2) \mapsto \eta_1 V_1(p) + \eta_2 V_2(p) \in \xi_p. \tag{2.2}
\]

Here, \( J_{\mathbb{C}^2} \) is the standard integrable complex structure on \( \mathbb{C}^2 \). Note that \( J_{\mathbb{C}^2}(V_1) = V_2 \) everywhere. Given a Reeb orbit \( \gamma \) of any contact form on \( S^3 \), let the symbol \( \mu_{\mathbb{C}Z}(\gamma) \) denote the Conley-Zehnder index of \( \gamma \) with respect to this \( \tau \). If \( (\alpha, \beta) \in S^3 \), write \( \alpha = a + ib \) and \( \beta = c + id \). Then, with respect to the ordered basis \( (\partial_{x_1}, \partial_{y_1}, \partial_{x_2}, \partial_{y_2}) \) of \( T_{(\alpha, \beta)} \mathbb{R}^4 \), we have the following expressions
\[
V_1(\alpha, \beta) = (-c, d, a, -b), \quad V_2(\alpha, \beta) = (-d, -c, b, a). \tag{2.3}
\]

Consider the double cover of Lie groups, \( P : SU(2) \to SO(3) \). The kernel of \( P \) has order 2 and is generated by \(-\text{Id} \in SU(2)\), the only element of \( SU(2) \) of order 2.

\[
\begin{pmatrix} \alpha & -\beta \\ \beta & \alpha \end{pmatrix} \in \text{SU}(2) \xrightarrow{P} \begin{pmatrix} |\alpha|^2 - |\beta|^2 & 2\text{Im}(\alpha\beta) & 2\text{Re}(\alpha\beta) \\ -2\text{Im}(\alpha\beta) & \text{Re}(\alpha^2 + \beta^2) & -\text{Im}(\alpha^2 + \beta^2) \\ -2\text{Re}(\alpha\beta) & \text{Im}(\alpha^2 - \beta^2) & \text{Re}(\alpha^2 - \beta^2) \end{pmatrix} \in \text{SO}(3) \tag{2.4}
\]

A diffeomorphism \( \mathbb{C}P^1 \to S^2 \subset \mathbb{R}^3 \) is given in homogeneous coordinates \((|\alpha|^2 + |\beta|^2 = 1)\) by
\[
(\alpha : \beta) \in \mathbb{C}P^1 \mapsto (|\alpha|^2 - |\beta|^2, -2\text{Im}(\alpha\beta), -2\text{Re}(\alpha\beta)) \in S^2. \tag{2.5}
\]

We have an \( SO(3) \)-action on \( \mathbb{C}P^1 \), pulled back from the \( SO(3) \)-action on \( S^2 \) by \( (2.5) \). Lemma 2.1 illustrates how the action of \( SU(2) \) on \( S^3 \) is related to the action of \( SO(3) \) on \( \mathbb{C}P^1 \cong S^2 \) via \( P : SU(2) \to SO(3) \).

**Lemma 2.1.** For a point \( z \) in \( S^3 \), let \([z] \in \mathbb{C}P^1 \) denote the corresponding point under the quotient of the \( S^1 \)-action on \( S^3 \). Then for all \( z \in S^3 \), and all matrices \( A \in SU(2) \), we have
\[
[A \cdot z] = P(A) \cdot [z] \in \mathbb{C}P^1 \cong S^2.
\]
Proof. First, note that the result holds for the case $z = e = (1, 0) \in S^3$. This is because $[e] \in \mathbb{CP}^1$ corresponds to $(1, 0, 0) \in S^2$ under (2.5), and so for any $A$, $P(A) \cdot [e]$ is the first column of the $3 \times 3$ matrix $P(A)$ appearing in (2.4). That is,

$$P(A) \cdot [e] = (|\alpha|^2 - |\beta|^2, -2\text{Im}(\bar{\alpha}\beta), -2\text{Re}(\bar{\alpha}\beta)), \quad (2.6)$$

(where $(\alpha, \beta) \in S^3$ is the unique element corresponding to $A \in SU(2)$, using (2.1)). By (2.5), the point (2.6) equals $[(\alpha, \beta)] = [(\alpha, \beta) \cdot (1, 0)] = [A \cdot e]$, and so the result holds when $z = e$.

For the general case, note that any $z \in S^3$ equals $B \cdot e$ for some $B \in SU(2)$, and use the fact that $P$ is a group homomorphism.

The Reeb flow of $\lambda$ is given by the $S^1 \subset \mathbb{C}^*$ (Hopf) action, $p \mapsto e^{it} \cdot p$. Thus, all $\gamma \in \mathcal{P}(\lambda)$ have period $2k\pi$, with linearized return maps equal to $\text{Id}$: $\xi_{\gamma(0)} \rightarrow \xi_{\gamma(0)}$, and are degenerate.

Notation 2.2. Following the general recipe of perturbing the degenerate contact form on a prequantization bundle, outlined in [N20, §1.5], we establish the following notation:

- $\mathfrak{P} : S^3 \rightarrow S^2$ is the Hopf fibration.
- $f$ is a Morse-Smale function on $(S^2, \omega_{FS}(-, j\cdot))$ and $\text{Crit}(f)$ is its set of critical points,
- For $\varepsilon > 0$,
  $f_\varepsilon := 1 + \varepsilon f : S^2 \rightarrow \mathbb{R}$,
  $F_\varepsilon := f_\varepsilon \circ \mathfrak{P} : S^3 \rightarrow \mathbb{R}$,
  $\lambda_\varepsilon := F_\varepsilon \lambda \in \Omega^1(S^3)$.
- $\tilde{X}_f \in \xi$ is the horizontal lift of $X_f \in TS^2$ using the fiberwise linear symplectomorphism $d\mathfrak{P}|_{\xi} : (\xi, d\lambda|_{\xi}) \rightarrow (TS^2, \omega_{FS})$, where $X_f$ denotes the Hamiltonian vector field of $f$ on $S^2$ with respect to $\omega_{FS}$.

Remark 2.3. Our convention is that for a smooth, real valued function $f$ on symplectic manifold $(M, \omega)$, the Hamiltonian vector field $X_f$ uniquely satisfies $\iota_{X_f} \omega = -df$.

For small $\varepsilon$, $\text{ker}\lambda_\varepsilon = \text{ker}\lambda$. We refer to $\lambda_\varepsilon$ as the perturbed contact form on $S^3$. Although $\lambda$ and $\lambda_\varepsilon$ define the same contact structure, their Reeb dynamics differ.

Lemma 2.4. The following relationship between vector fields on $S^3$ holds:

$$R_{\lambda_\varepsilon} = \frac{R_\lambda}{F_\varepsilon} - \varepsilon \frac{\tilde{X}_f}{F_\varepsilon^2}.$$

Proof. This is [N20, Prop. 4.10]. Note that the sign discrepancy is a result of our convention regarding Hamiltonian vector fields, see Remark 2.3.

We now explore how the relationship between vector fields from Lemma 2.4 provides a relationship between Reeb and Hamiltonian flows.

Notation 2.5. (Reeb and Hamiltonian flows). For any $t \in \mathbb{R}$,

- $\phi^t_0 : S^3 \rightarrow S^3$ denotes the time $t$ flow of the unperturbed Reeb vector field $R_\lambda$,
• \( \phi^t : S^3 \to S^3 \) denotes the time \( t \) flow of the perturbed Reeb vector field \( R_{\lambda_{\varepsilon}} \),

• \( \varphi^t : S^2 \to S^2 \) denotes the time \( t \) flow of the vector field \( V := -\frac{e_{X^t}}{f_{\varepsilon}} \).

**Lemma 2.6.** For all \( t \) values, we have \( \mathfrak{P} \circ \phi^t = \varphi^t \circ \mathfrak{P} \) as smooth maps \( S^3 \to S^2 \).

**Proof.** Pick \( z \in S^3 \) and let \( \tilde{\gamma} : \mathbb{R} \to S^3 \) denote the unique integral curve for \( R_{\lambda_{\varepsilon}} \), which passes through \( z \) at time \( t = 0 \), i.e., \( \tilde{\gamma}(t) = \phi^t(z) \). By Lemma 2.4, \( d\mathfrak{P} \) carries the derivative of \( \tilde{\gamma} \) precisely to the vector \( V \in TS^2 \). Thus, \( \mathfrak{P} \circ \tilde{\gamma} : \mathbb{R} \to S^2 \) is the unique integral curve, \( \gamma \), of \( V \) passing through \( p := \mathfrak{P}(z) \) at time \( t = 0 \), i.e., \( \gamma(t) = \varphi^t(p) \). Combining these facts provides

\[
\mathfrak{P}(\tilde{\gamma}(t)) = \gamma(t) \implies \mathfrak{P}(\phi^t(z)) = \varphi^t(p) \implies \mathfrak{P}(\phi^t(z)) = \varphi^t(\mathfrak{P}(z)).
\]

\( \square \)

Lemma 2.7 describes the orbits \( \gamma \in \mathcal{P}(\lambda_{\varepsilon}) \) projecting to critical points of \( f \) under \( \mathfrak{P} \).

**Lemma 2.7.** Let \( p \in \text{Crit}(f) \) and take \( z \in \mathfrak{P}^{-1}(p) \). Then the map

\[
\gamma_p : [0, 2\pi f_{\varepsilon}(p)] \to S^3, \quad t \mapsto e^{\frac{it}{f_{\varepsilon}(p)}} \cdot z
\]

descends to a closed, embedded Reeb orbit \( \gamma_p : \mathbb{R}/2\pi f_{\varepsilon}(p)\mathbb{Z} \to S^3 \) of \( \lambda_{\varepsilon} \), passing through point \( z \) in \( S^3 \), whose image under \( \mathfrak{P} \) is \( \{p\} \subset S^2 \), where \( \cdot \) denotes the \( S^1 \subset \mathbb{C}^* \) action on \( S^3 \).

**Proof.** The map \( \mathbb{R}/2\pi\mathbb{Z} \to S^3, \ t \mapsto e^{it} \cdot z \) is a closed, embedded integral curve for the degenerate Reeb field \( R_{\lambda_{\varepsilon}} \), and so by the chain rule we have that \( \dot{\gamma}_p(t) = R_{\lambda_{\varepsilon}}(\gamma_p(t))/f_{\varepsilon}(p) \). Note that \( \mathfrak{P}(\gamma(t)) = \mathfrak{P}(e^{\frac{it}{f_{\varepsilon}(p)}} \cdot z) = \mathfrak{P}(z) = p \) and, because \( \tilde{X}_f(\gamma(t)) \) is a lift of \( X_f(p) = 0 \), we have \( \tilde{X}_f(\gamma(t)) = 0 \). By the description of \( R_{\lambda_{\varepsilon}} \) in Lemma 2.4, we have \( \dot{\gamma}_p(t) = R_{\lambda_{\varepsilon}}(\gamma_p(t)) \). \( \square \)

Next we set notation to be used in describing the local models for the linearized Reeb flow along the orbits \( \gamma_p \) from Lemma 2.7. For \( s \in \mathbb{R} \), \( \mathcal{R}(s) \) denotes the \( 2 \times 2 \) rotation matrix:

\[
\mathcal{R}(s) := \begin{pmatrix}
\cos(s) & -\sin(s) \\
\sin(s) & \cos(s)
\end{pmatrix} \in \text{SO}(2).
\]

Note that \( J_0 = \mathcal{R}(\pi/2) \). For \( p \in \text{Crit}(f) \subset S^2 \), pick coordinates \( \psi : \mathbb{R}^2 \to S^2 \), so that \( \psi(0, 0) = p \). Then we let \( H(f, \psi) \) denote the Hessian of \( f \) in these coordinates at \( p \).

**Notation 2.8.** The term stereographic coordinates at \( p \in S^2 \) describes a smooth \( \psi : \mathbb{R}^2 \to S^2 \) with \( \psi(0, 0) = p \), which has a factorization \( \psi = \psi_1 \circ \psi_0 \), where \( \psi_0 : \mathbb{R}^2 \to S^2 \) is the map

\[
(x, y) \mapsto \frac{1}{1 + x^2 + y^2} (2x, 2y, 1 - x^2 - y^2),
\]

taking \( (0, 0) \) to \( (0, 0, 1) \), and \( \psi_1 : S^2 \to S^2 \) is given by the action of some element of \( \text{SO}(3) \) taking \( (0, 0, 1) \) to \( p \). If \( \psi \) and \( \psi' \) are both stereographic coordinates at \( p \), then they differ by a precomposition with some \( \mathcal{R}(s) \) in \( \text{SO}(2) \). Note that \( \psi^*\omega_{FS} = \frac{dx \wedge dy}{(1 + x^2 + y^2)^{3/2}} \) ([MS15, Ex. 4.3.4]).
Lemma 2.9 describes the linearized Reeb flow of the unperturbed $\lambda$ with respect to $\tau$.

**Lemma 2.9.** For any $z \in S^3$, the linearization $d\phi_t^{\epsilon}|_{\xi_z} : \xi_z \to \xi_{e^{it}z}$ is represented by $R(2t)$, with respect to ordered bases $(V_1(z), V_2(z))$ of $\xi_z$ and $(V_1(e^{it} \cdot z), V_2(e^{it} \cdot z))$ of $\xi_{e^{it}z}$.

**Proof.** Since the $V_i$ are SU(2)-invariant and the SU(2)-action commutes with $\phi_0^{\epsilon}$, we may reduce to the case $z = e = (1,0) \in S^3$. That is, we must show for all $t$ values that

\[
\begin{align*}
(d\phi_0^{\epsilon})_{(1,0)} V_1(1,0) &= \cos (2t) V_1(e^{it}, 0) + \sin(2t) V_2(e^{it}, 0) \quad \text{(2.7)} \\
(d\phi_0^{\epsilon})_{(1,0)} V_2(1,0) &= -\sin (2t) V_1(e^{it}, 0) + \cos(2t) V_2(e^{it}, 0). \quad \text{(2.8)}
\end{align*}
\]

Note that (2.8) follows from (2.7) by applying the endomorphism $J_{C^2}$ to both sides of (2.7), and noting both that $d\phi_0^{\epsilon}$ commutes with $J_{C^2}$, and that $J_{C^2}(V_1) = V_2$. We now prove (2.7).

The coordinate descriptions (2.3) tell us that $V_1(e^{it}, 0)$ and $V_2(e^{it}, 0)$ can be respectively written as $\langle 0, 0, \cos t, -\sin t \rangle$ and $\langle 0, 0, \sin t, \cos t \rangle$. Angle sum formulas now imply

\[
\cos (2t) V_1(e^{it}, 0) + \sin (2t) V_2(e^{it}, 0) = \langle 0, 0, \cos t, \sin t \rangle.
\]

The vector on the right is precisely $(d\phi_0^{\epsilon})_{(1,0)} V_1(1,0)$, and so we have proven (2.7). \qed

Proposition 2.10 and Corollary 2.11 conclude our discussion of dynamics on $S^3$.

**Proposition 2.10.** Fix a critical point $p$ of $f$ in $S^2$ and stereographic coordinates $\psi : \mathbb{R}^2 \to S^2$ at $p$, and suppose $\gamma \in \mathcal{P}(\lambda_\epsilon)$ projects to $p$ under $\Psi$. Let $M_t \in \text{Sp}(2)$ denote $d\phi_t^{\epsilon}|_{\xi_\gamma(0)} : \xi_{\gamma(0)} \to \xi_{\gamma(t)}$ with respect to the trivialization $\tau$. Then $M_t$ is a conjugate of the matrix 

\[ R\left(\frac{2t}{f_\epsilon(p)}\right) \cdot \exp\left(\frac{-t\epsilon}{f_\epsilon(p)^2} J_0 \cdot H(f, \psi)\right) \]

by some element of $\text{SO}(2)$, which is independent of $t$.

**Proof.** Let $z := \gamma(0)$. We linearize the identity $\Psi \circ \phi^t = \varphi^t \circ \Psi$ from Lemma 2.6, restrict to $\xi_z$, and rearrange to recover the equality $d\phi_t^{\epsilon}|_{\xi_z} = a \circ b \circ c : \xi_z \to \xi_{\phi^t(z)}$, where

\[ a = (d\Psi|_{\xi_{\phi^t(z)}})^{-1} : T_p S^2 \to \xi_{\phi^t(z)}, \quad b = d\varphi^t_p : T_p S^2 \to T_p S^2, \quad \text{and} \quad c = d\Psi|_{\xi_z} : \xi_z \to T_p S^2. \]

Let $v_i := d\Psi(V_i(z)) \in T_p S^2$, then $(v_1, v_2)$ and $(V_1, V_2)$ provide an oriented basis of each of the three vector spaces appearing in the above composition of linear maps. Let $A$, $B$, and $C$ denote the matrix representations of $a$, $b$, and $c$ with respect to these ordered bases. We have $M_t = A \cdot B \cdot C$. Note that $C = \text{Id}$. We compute $A$ and $B$:

To compute $A$, recall that $\phi_0^{\epsilon} : S^3 \to S^3$ denotes the time $t$ flow of the unperturbed Reeb field (alternatively, the Hopf action). Linearize the equality $\Psi \circ \phi_0^{\epsilon} = \Psi$, then use $\phi_0^{\epsilon}(z) = \phi^{t/f_\epsilon(p)}(z)$ from Lemma 2.7 and Lemma 2.9 to find that

\[ A = R\left(\frac{2t}{f_\epsilon(p)}\right). \quad (2.9) \]

To compute $B$, note that $\varphi^t$ is the Hamiltonian flow of the function $1/f_\epsilon$ with respect to $\omega_{FS}$. Is is advantageous to study this flow using our stereographic coordinates: recall that $\psi$
defines a symplectomorphism \( \left( \mathbb{R}^2, \frac{dx \wedge dy}{(1 + x^2 + y^2)^{3/2}} \right) \rightarrow (S^2 \setminus \{ p' \}, \omega_{FS}) \), where \( p' \in S^2 \) is antipodal to \( p \) in \( S^2 \) (see Notation 2.8). Because symplectomorphisms preserve Hamiltonian data, we have that \( \psi^{-1} \circ \varphi^t \circ \psi : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) is given near the origin as the time \( t \) flow of the Hamiltonian vector field for \( \psi^* (1/f_\varepsilon) \) with respect to \( \frac{dx \wedge dy}{(1 + x^2 + y^2)^2} \). That is,

\[
\psi^{-1} \circ \varphi^t \circ \psi \text{ is the time } t \text{ flow of } \frac{\varepsilon(1 + x^2 + y^2)^2 f_\varepsilon y}{f_\varepsilon^2} \partial_x - \frac{\varepsilon(1 + x^2 + y^2)^2 f_\varepsilon x}{f_\varepsilon^2} \partial_y.
\]

Recall that if \( P \partial_x + Q \partial_y \) is a smooth vector field on \( \mathbb{R}^2 \), vanishing at \( (0, 0) \), then the linearization of its time \( t \) flow evaluated at the origin is represented by the \( 2 \times 2 \) matrix \( \exp(tX) \), with respect to the standard ordered basis \((\partial_x, \partial_y)\) of \( T_{(0,0)} \mathbb{R}^2 \), where

\[
X = \begin{pmatrix}
P_x & P_y \\
Q_x & Q_y
\end{pmatrix}.
\]

Here, the partial derivatives of \( P \) and \( Q \) are implicitly assumed to be evaluated at the origin. In this spirit, set \( P = \frac{\varepsilon(1 + x^2 + y^2)^2 f_\varepsilon}{f_\varepsilon^2} \) and \( Q = -\frac{\varepsilon(1 + x^2 + y^2)^2 f_\varepsilon}{f_\varepsilon^2} \), and we compute

\[
X = \begin{pmatrix}
P_x & P_y \\
Q_x & Q_y
\end{pmatrix} = \frac{\varepsilon}{f_\varepsilon (p)^2} \begin{pmatrix}
f_{yx}(0,0) & f_{yy}(0,0) \\
f_{xx}(0,0) & -f_{xy}(0,0)
\end{pmatrix} = -\frac{\varepsilon}{f_\varepsilon (p)^2} J_0 \cdot H(f, \psi).
\]

This implies that \( B = D^{-1} \exp \left( \frac{-t \varepsilon}{f_\varepsilon (p)^2} J_0 H(f, \psi) \right) D \), where \( D \) is a change of basis matrix relating \((v_1, v_2)\) and the pushforward of \((\partial_x, \partial_y)\) by \( \psi \) in \( T_p S^2 \). Because \( \psi \) is holomorphic, \( D \) must equal \( r \cdot \mathcal{R}(s) \) for some \( r > 0 \) and some \( s \in \mathbb{R} \). This provides that

\[
B = \mathcal{R}(-s) \exp \left( \frac{-t \varepsilon}{f_\varepsilon (p)^2} J_0 H(f, \psi) \right) \mathcal{R}(s).
\]

Finally, we combine (2.9) and (2.10) to conclude

\[
M_t = A \cdot B = \mathcal{R} \left( \frac{2t}{f_\varepsilon (p)} \right) \cdot \mathcal{R}(-s) \exp \left( \frac{-t \varepsilon}{f_\varepsilon (p)^2} J_0 H(f, \psi) \right) \mathcal{R}(s)
= \mathcal{R}(-s) \mathcal{R} \left( \frac{2t}{f_\varepsilon (p)} \right) \exp \left( \frac{-t \varepsilon}{f_\varepsilon (p)^2} J_0 H(f, \psi) \right) \mathcal{R}(s).
\]

**Corollary 2.11.** Fix \( L > 0 \). Then there exists some \( \varepsilon_0 > 0 \) such that for \( \varepsilon \in (0, \varepsilon_0) \), all Reeb orbits \( \gamma \in \mathcal{P}^L(\lambda_c) \) are nondegenerate, take the form \( \gamma_p^k \), a \( k \)-fold cover of an embedded Reeb orbit \( \gamma_p \) as in in Lemma 2.7, and \( \mu_{\text{CZ}}(\gamma) = 4k + \text{ind}_f(p) - 1 \) for \( p \in \text{Crit}(f) \).

**Proof.** That \( \gamma \) is nondegenerate and projects to a critical point \( p \) of \( f \) is proven in [N20, Lemma 4.11]. To compute \( \mu_{\text{CZ}}(\gamma) \), we apply the naturality, loop, and signature properties of the Conley Zehnder index (see [S99, §2.4]) to our path \( \{ M_t \} \subset \text{Sp}(2) \). By Proposition 2.10, this family of matrices has a factorization, up to \( \text{SO}(2) \)-conjugation, \( M_t = \Phi_t \Psi_t \), where \( \Phi \) is the loop of symplectic matrices \( \mathbb{R}/2\pi k f_\varepsilon (p) \mathbb{Z} \rightarrow \text{Sp}(2) \), \( t \mapsto \mathcal{R}(2t/f_\varepsilon (p)) \), and \( \Psi \) is the path
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of matrix exponentials $t \mapsto \exp \left( \frac{-t\epsilon}{f_c(p)^2} J_0 H(f, \psi) \right)$, where $\psi$ denotes a choice of stereographic coordinates at $p$. In total,

$$\mu_{\mathrm{CZ}}(\gamma^k) = 2\mu(\Phi) + \mu_{\mathrm{CZ}}(\Psi)$$

$$= 2 \cdot 2k + \frac{1}{2} \text{sign}(-H(f, \psi))$$

$$= 4k + \text{ind}_f(p) - 1.$$ 

Here, $\mu$ denotes the Maslov index of a loop of symplectic matrices (see [MS15, §2]).

### 2.2 Geometry of $S^3/G$ and associated Reeb dynamics

The previous process of perturbing a degenerate contact form on prequantization bundles, is often used to compute Floer theories, for example, their cylindrical contact homology [N20] and embedded contact homology [NW1]. Although the quotients $S^3/G$ are not prequantization bundles, they do admit an $S^1$-action (with fixed points), and are examples of Seifert fiber spaces which are realizable as principal $S^1$-orbibundles over integral symplectic orbifolds.

Let $G \subset \text{SU}(2)$ be a finite nontrivial group. Since $G$ acts on $S^3$ without fixed points, $S^3/G$ inherits smooth structure. The quotient $\pi_G: S^3 \rightarrow S^3/G$ is a universal cover, thus $\pi_1(S^3/G) \cong G$ is completely torsion, and rank $H_1(S^3/G) = 0$. Because the $G$-action preserves $\lambda \in \Omega^1(S^3)$, we have a descent of $\lambda$ to a contact form on $S^3/G$, denoted $\lambda_G \in \Omega^1(S^3/G)$, with $\xi_G := \text{ker}(\lambda_G)$. As the actions of $S^1$ and $G$ on $S^3$ commute, we obtain an $S^1$-action on $S^3/G$, which realizes the Reeb flow of $\lambda_G$. Hence, $\lambda_G$ is degenerate.

Let $H \subset \text{SO}(3)$ denote $P(G)$, the image of $G$ under $P: \text{SU}(2) \rightarrow \text{SO}(3)$. The $H$-action on $S^2$ has fixed points, and so the quotient $S^2/H$ inherits orbifold structure. Lemma 2.1 provides a unique map $p: S^3/G \rightarrow S^2/H$, making the following diagram commute

$$
\begin{array}{ccc}
S^3 & \xrightarrow{\pi_G} & S^3/G \\
\downarrow \Psi & & \downarrow p \\
S^2 & \xrightarrow{\pi_H} & S^2/H
\end{array}
$$

(2.11)

where $\pi_G$ is a finite cover, $\pi_H$ is an orbifold cover, $\Psi$ is a projection of a prequantization bundle, and $p$ is identified with the Seifert fibration.

**Remark 2.12.** (Global trivialization of $\xi_G$). Recall the $\text{SU}(2)$-invariant vector fields $V_i$ spanning $\xi$ on $S^3$ (2.2). Because these $V_i$ are $G$-invariant, they descend to smooth sections of $\xi_G$, providing a global unitary trivialization, $\tau_G$, of $\xi_G$, hence $c_1(\xi_G) = 0$. Given a Reeb orbit $\gamma$ of some contact form on $S^3/G$, we denote by $\mu_{\mathrm{CZ}}(\gamma)$ the Conley Zehnder index of $\gamma$ with respect to this global trivialization.

We assume that the Morse function $f: S^2 \rightarrow \mathbb{R}$ is $H$-invariant and descends to an orbifold Morse function, $f_H: S^2/H \rightarrow \mathbb{R}$, in the language of [CH14]. The $H$-invariance of $f$ provides that the smooth $F = f \circ \Psi$ is $G$-invariant, and descends to a smooth function, $F_G: S^3/G \rightarrow \mathbb{R}$. We define, analogously to Notation 2.2,

$$f_{H, \epsilon} := 1 + \epsilon f_H, \quad F_{G, \epsilon} := 1 + \epsilon F_G, \quad \lambda_{G, \epsilon} := F_{G, \epsilon} \lambda_G.$$
For sufficiently small \( \varepsilon \), \( \lambda_{G, \varepsilon} \) is a contact form on \( S^3/G \) with kernel \( \xi_G \). The condition \( \pi^*_G \lambda_{G, \varepsilon} = \lambda_\varepsilon \) implies that \( \gamma : [0, T] \to S^3 \) is an integral curve of \( R_\varepsilon \) if and only if \( \pi_G \circ \gamma : [0, T] \to S^3/G \) is an integral curve of \( R_{\lambda_{G, \varepsilon}} \).

**Remark 2.13.** (Local models on \( S^3 \) and \( S^3/G \) agree). Suppose \( \gamma : [0, T] \to S^3 \) is a Reeb trajectory of \( \lambda_\varepsilon \), so that \( \pi_G \circ \gamma : [0, T] \to S^3/G \) is a Reeb trajectory of \( \lambda_{G, \varepsilon} \). For \( t \in [0, T] \), let \( M_t \in \text{Sp}(2) \) denote the time \( t \) linearized Reeb flow of \( \lambda_\varepsilon \) along \( \gamma \) with respect to \( \tau \), and let \( N_t \in \text{Sp}(2) \) denote that of \( \lambda_{G, \varepsilon} \) along \( \pi_G \circ \gamma \) with respect to \( \tau_G \). Then \( M_t = N_t \), because the local contactomorphism \( \pi_G \) preserves the trivializations in addition to the contact forms.

Let \( \mathcal{O}(p) = \{ h \cdot p \mid h \in H \} \) to be the orbit of \( p \), and denote the isotropy subgroup of \( p \) by

\[
H_p := \{ h \in H \mid h \cdot p = p \} \subset H.
\]

Recall that \( |\mathcal{O}(p)||H_p| = |H| \) for any \( p \in S^2 \). A point \( p \in S^2 \) is a fixed point if \( |H_p| > 1 \). The set of fixed points of \( H \) is \( \text{Fix}(H) \). The point \( q \in S^2/H \) is an orbifold point if \( q = \pi_H(p) \) for some \( p \in \text{Fix}(H) \). We now additionally assume that \( f \) satisfies \( \text{Crit}(f) = \text{Fix}(H) \); this will be the case in Section 3. The Reeb orbit \( \gamma_p \in \mathcal{P}(\lambda_\varepsilon) \) from Lemma 2.7 projects to \( p \in \text{Crit}(f) \) under \( \Psi \), and thus \( \pi_G \circ \gamma_p \in \mathcal{P}(\lambda_{G, \varepsilon}) \) projects to the orbifold point \( \pi_H(p) \) under \( p \). Lemma 2.14 computes the Reeb orbit multiplicity \( d(\pi_G \circ \gamma_p) \).

**Lemma 2.14.** Let \( \gamma_p \in \mathcal{P}(\lambda_\varepsilon) \) be the embedded Reeb orbit in \( S^3 \) from Lemma 2.7. Then the multiplicity of \( \pi_G \circ \gamma_p \in \mathcal{P}(\lambda_{G, \varepsilon}) \) is \( 2|H_p| \) if \( |G| \) is even, and is \( |H_p| \) if \( |G| \) is odd.

**Proof.** Recall that \( |G| \) is even if and only if \( |G| = 2|H| \), and that \( |G| \) is odd if and only if \( |G| = |H| \) (the only element of \( SU(2) \) of order 2 is \(-\text{Id}\), the generator of \( \ker(P) \)). By the classification of finite subgroups of \( SU(2) \), if \( |G| \) is odd, then \( G \) is cyclic.

Let \( q := \pi_H(p) \in S^3/H \), let \( d := |\mathcal{O}(p)| \) so that \( d|H_p| = |H| \) and \( |G| = rd|H_p| \), where \( r = 2 \) when \( |G| \) is even and \( r = 1 \) when odd. Label the points of \( \mathcal{O}(p) \) by \( p_1 = p, p_2, \ldots, p_d \). Now \( \Psi^{-1}(\mathcal{O}(p)) \) is a disjoint union of \( d \) Hopf fibers, \( C_i \), where \( C_i = \Psi^{-1}(p_i) \). Let \( C \) denote the embedded circle \( p^{-1}(q) \subset S^3/G \). By commutativity of (2.11), we have that \( \pi^{-1}_G(C) = \sqcup_i C_i = \Psi^{-1}(\mathcal{O}(p)) \). We have the following commutative diagram of circles and points:

\[
\begin{array}{ccc}
\sqcup_{i=1}^d C_i & \xrightarrow{\pi^{-1}_G} & C = p^{-1}(q) \\
\downarrow \Psi & & \downarrow \pi_H \\
\{p_1, \ldots, p_d\} & \xrightarrow{\mathcal{O}(p)} & \{q\}
\end{array}
\]

We must have that \( \pi_G : \sqcup_{i=1}^d C_i \to C \) is a \( |G| = rd|H_p| \)-fold cover from the disjoint union of \( d \) Hopf fibers to one embedded circle. The restriction of \( \pi_G \) to any one of these circles \( C_i \) provides a smooth covering map, \( C_i \to C \); let \( n_i \) denote the degree of this cover. Because \( G \) acts transitively on these circles, all of the degrees \( n_i \) are equal to some \( n \). Thus, \( \sum_i n_i = dn = |G| = rd|H_p| \) which implies that \( n = r|H_p| \) is the covering multiplicity of \( \pi_G \circ \gamma_p \).

We conclude this section with an analogue of Corollary 2.11 for the Reeb orbits of \( \lambda_{G, \varepsilon} \).
Lemma 2.15. Fix \( L > 0 \). Then there exists some \( \varepsilon_0 > 0 \) such that, for \( \varepsilon \in (0, \varepsilon_0] \), all Reeb orbits \( \gamma \in \mathcal{P}^L(\lambda_{G,\varepsilon}) \) are nondegenerate, project to an orbifold critical point of \( f_H \) under \( p : S^3/G \to S^2/H \), and \( \mu_{CZ}(\gamma) = 4k + \text{ind}_{f}(p) - 1 \) whenever \( \gamma \) is contractible with a lift to some orbit \( \gamma_p^k \) in \( S^3 \) as in Lemma 2.7, where \( p \in \text{Crit}(f) \).

Proof. Let \( L' := |G|L \) and take the corresponding \( \varepsilon_0 \) as appearing in Corollary 2.11, applied to \( L' \). Now, for \( \varepsilon \in (0, \varepsilon_0] \), elements of \( \mathcal{P}^{L'}(\lambda_{\varepsilon}) \) are nondegenerate and project to critical points of \( f \). Let \( \gamma \in \mathcal{P}^{L}(\lambda_{G,\varepsilon}) \) and let \( n \in \mathbb{N} \) denote the order of \( [\gamma] \) in \( \pi_1(S^3/G) \cong G \). Now we see that \( \gamma^n \) is contractible and lifts to an orbit \( \gamma \in \mathcal{P}^{L'}(\lambda_{\varepsilon}) \), which must be nondegenerate and must project to some critical point \( p \) of \( f \) under \( \mathcal{P} \).

If the orbit \( \gamma \) is degenerate, then \( \gamma^n \) is degenerate and, by the discussion in Remark 2.13, \( \gamma \) would be degenerate. Commutativity of (2.11) implies that \( \gamma \) projects to the orbifold critical point \( \pi_H(p) \) of \( f_H \) under \( p \). Finally, if \( n = 1 \) then again by Remark 2.13, the local model \( \{ N_i \}_{t \in [0,T]} \) of the Reeb flow along \( \gamma \) matches that of \( \gamma \), \( \{ M_i \}_{t \in [0,T]} \), and thus \( \mu_{CZ}(\gamma) = \mu_{CZ}(\tilde{\gamma}) \). The latter index is computed in Corollary 2.11.

\[ \square \]

2.3 Construction of \( H \)-invariant Morse-Smale functions

We now produce the \( H \)-invariant, Morse-Smale functions on \( S^2 \) for the dihedral \( H = \mathbb{D}_{2n} \) and polyhedral \( H = \mathbb{P} \) subgroups of \( \text{SO}(3) \). Table 3 describes three finite subsets, \( X_0 \), \( X_1 \), and \( X_2 \), of \( S^2 \) which depend on \( H \subset \text{SO}(3) \). We construct an \( H \)-invariant, Morse-Smale function \( f \) on \( (S^2, \omega_{FS}(.\cdot, j\cdot)) \), whose set of critical points of index \( i \) is \( X_i \), so that \( \text{Crit}(f) = X := X_0 \cup X_1 \cup X_2 \). Additionally, \( X = \text{Fix}(H) \), the fixed point set of the \( H \)-action on \( S^2 \). This constructed \( f \) is perfect in the sense that it features the minimal number of required critical points, because \( \text{Fix}(H) \subset \text{Crit}(f) \) must always hold. In the case that \( H \) is a polyhedral group, \( X_0 \) is the set of vertex points, \( X_1 \) is the set of edge midpoints, and \( X_2 \) is the set of face barycenters.

| \( H \) | \( X_0 \) | \( X_1 \) | \( X_2 \) |
|-------|-------|-------|-------|
| \( \mathbb{D}_{2n} \) | \{ \rho_{-k} | 1 \leq k \leq n \} | \{ \rho_{0k} | 1 \leq k \leq n \} | \{ \rho_{+k} | 1 \leq k \leq 2 \} |
| \( \mathbb{P} \) | \{ \nu_k | 1 \leq k \leq A \} | \{ \epsilon_k | 1 \leq k \leq B \} | \{ \mu_k | 1 \leq k \leq C \} |

Table 3: Fixed points of \( H \) sorted by Morse index

Lemma 2.16. Let \( H \subset \text{SO}(3) \) be either \( \mathbb{D}_{2n} \) or \( \mathbb{P} \). Then there exists an \( H \)-invariant, Morse function \( f \) on \( S^2 \), with \( \text{Crit}(f) = X \), such that \( \text{ind}_{f}(p) = i \) if \( p \in X_i \). Furthermore, there are stereographic coordinates at \( p \in X \) in which \( f \) takes the form

(i) \( q_0(x, y) := (x^2 + y^2)/2 - 1 \), if \( p \in X_0 \)
(ii) \( q_1(x, y) := (y^2 - x^2)/2 \), if \( p \in X_1 \)
(iii) \( q_2(x, y) := 1 - (x^2 + y^2)/2 \), if \( p \in X_2 \)

Proof. We first produce an auxiliary Morse function \( \tilde{f} \), which might not be \( H \)-invariant, then \( f \) is taken to be the \( H \)-average of \( \tilde{f} \). Fix \( \delta > 0 \); for \( p \in X \), let \( D_p \subset S^2 \) be the open geodesic
disc centered at \( p \) with radius \( \delta \) with respect to the metric \( \omega_{FS}(\cdot, j\cdot) \). Define \( \tilde{f} \) on \( D_p \) to be the pullback of \( q_0, q_1, \) or \( q_2, \) for \( p \in X_0, X_1, \) or \( X_2 \) respectively, by stereographic coordinates at \( p \). Set \( D := \bigcup_{p \in X} D_p \). For \( \delta \) small, \( D \) is a disjoint union and \( \tilde{f} : D \to \mathbb{R} \) is Morse. We can arrange for our selection of stereographic coordinates to satisfy

\[
(*) \quad \text{for all } p \in X_1, \text{ and } h \in H, \quad \tilde{f}|_{D_p} = \tilde{f} \circ \phi_h|_{D_p},
\]

where \( \phi_h : S^2 \to S^2 \) denotes \( x \mapsto h \cdot x \). This ensures that the “saddles are rotated in the same \( H \)-direction”. Notice that (*) automatically holds for \( p \in X_0 \cup X_2, \) for any choice of coordinates, because of the rotational symmetry of the quadratics \( q_0 \) and \( q_2 \). Note that:

(a) The \( \delta \)-neighborhood \( D \) of \( X \) in \( S^2 \), is an \( H \)-invariant set, and for all \( p \in X \), the \( H_p \)-action restricts to an action on \( D_p \), where \( H_p \subset H \) denotes the stabilizer subgroup.

(b) For all \( p \in X \), \( \tilde{f}|_{D_p} : D_p \to \mathbb{R} \) is \( H_p \)-invariant.

(c) The function \( \tilde{f} : D \to \mathbb{R} \) is an \( H \)-invariant Morse function, with \( \text{Crit}(\tilde{f}) = X \).

The \( H \)-invariance and \( H_p \)-invariance in (a) hold, because \( H \subset \text{SO}(3) \) acts on \( S^2 \) by \( \omega_{FS}(\cdot, j\cdot) \)-isometries (rotations about axes through \( p \in X \)), and because \( X \) is an \( H \)-invariant set. The \( H_p \)-invariance of (b) holds because, in stereographic coordinates, the \( H_p \)-action pulled back to \( \mathbb{R}^2 \) is always generated by some linear rotation about the origin, \( \mathcal{R}(\theta) \). Both \( q_0 \) and \( q_2 \) are invariant with respect to any \( \mathcal{R}(\theta) \), whereas \( q_1 \) is invariant with respect to the action generated by \( \mathcal{R}(\pi) \), which is precisely the action by \( H_p \) when \( p \in X_1 \), so (b) holds. Finally, the \( H \)-invariance in (c) holds directly by the \( H_p \) invariance from (b), and by (*). Now, extend the domain of \( \tilde{f} \) from \( D \) to all of \( S^2 \) so that \( \tilde{f} \) is smooth and Morse, with \( \text{Crit}(\tilde{f}) = X \). Figures 2.1 and 2.2 depict possible extensions \( \tilde{f} \) in the \( H = \mathbb{D}_{2n} \) and \( H = \mathbb{T} \) cases, for example.

For \( h \in H \), let \( \phi_h : S^2 \to S^2 \) denote the group action, \( p \mapsto h \cdot p \). Define

\[
f := \frac{1}{|H|} \sum_{h \in H} \phi_h^* \tilde{f},
\]

where \( |H| \in \mathbb{N} \) is the group order of \( H \). This \( H \)-invariant \( f \) is smooth and agrees with \( \tilde{f} \) on \( D \). If no critical points are created in the averaging process of \( \tilde{f} \), then we have that \( \text{Crit}(f) = X \), implying that \( f \) is Morse, and we are done.

We say that the extension \( \tilde{f} \) to \( S^2 \) from \( D \) is roughly \( H \)-invariant, if for any \( p \in S^2 \setminus X \) and \( h \in H \), the angle between the nonzero gradient vectors

\[
\text{grad}(\tilde{f}) \text{ and } \text{grad}(\phi_h^* \tilde{f})
\]

in \( T_p S^2 \) is less than \( \pi/2 \). If \( \tilde{f} \) is roughly \( H \)-invariant, then for \( p \notin X \), \( \text{grad}(f)(p) \) is an average of a collection of nonzero vectors in the same convex half space of \( T_p S^2 \) and must be nonzero, implying \( p \notin \text{Crit}(f) \). That is, if \( \tilde{f} \) is roughly \( H \)-invariant, then \( \text{Crit}(f) = X \), as desired. The extensions \( \tilde{f} \) in Figures 2.1, 2.2, 2.3, and 2.4 are all roughly \( H \)-invariant by inspection, and the proof is complete.

In each of Figures 2.1, 2.2, 2.3, and 2.4, the blue, violet, and red critical points are of Morse index 2, 1, and 0 respectively.
Lemma 2.17. If $f$ is a Morse function on a 2-dimensional manifold $S$ such that $f(p_1) = f(p_2)$ for all $p_1, p_2 \in \text{Crit}(f)$ with Morse index 1, then $f$ is Smale, given any metric on $S$.

Proof. Given metric $g$ on $S$, $f$ fails to be Smale with respect to $g$ if and only if there are two distinct critical points of $f$ of Morse index 1 that are connected by a gradient flow line of $f$. Because all such critical points have the same $f$ value, no such flow line exists.

Remark 2.18. By Lemma 2.17, the Morse function $f$ provided in Lemma 2.16 is Smale for $\omega_{FS}(\cdot, j\cdot)$.  
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2.4 Cylinders over orbifold Morse trajectories

In Section 3 we will compute the action filtered cylindrical contact homology groups using the preceding set up. In particular we will show that the grading of any generator of the filtered chain complex is even⁴, implying that the action filtered differential vanishes.

It is interesting to note however that not all moduli spaces of holomorphic cylinders are empty. In this section, we spell out a correspondence between moduli spaces of certain $J$-holomorphic cylinders and the moduli spaces of orbifold Morse trajectories in the base; the latter is often nonempty. We establish an orbifold version of the correspondence between cylinders and flow lines in the context of prequantization bundles, established in [N20, §5]. While nothing presenting in this section is necessary to the proof of Theorem 1.2, the correspondence may be of value for computing other contact homology theories.

As discussed in Section 1.4, the Seifert projection $p : S^3/G \to S^2/H$ highlights many of the interplays between orbifold Morse theory and cylindrical contact homology. In particular, the projection geometrically relates holomorphic cylinders in $\mathbb{R} \times S^3/G$ to the orbifold Morse trajectories in $S^2/H$. This necessitates a discussion about the complex structure on $\xi_G$ that we will use.

Remark 2.19. (The canonical complex structure $J$ on $\xi_G$)

Recall that the $G$-action on $S^3$ preserves the standard complex structure $J_{C^2}$ on $\xi \subset TS^3$. Thus, $J_{C^2}$ descends to a complex structure on $\xi_G$, which we will denote simply by $J$ in this section. Note that for any sufficiently small $\varepsilon > 0$, and for any $f$ on $S^2$, $J_{C^2}$ is $\lambda_\varepsilon$-compatible, thus $J$ is $\lambda_{G,\varepsilon}$-compatible as well.⁵

Remark 2.20. ($J_{C^2}$-holomorphic cylinders in $\mathbb{R} \times S^3$ over Morse flow lines in $S^2$)

Fix critical points $p$ and $q$ of a Morse-Smale function $f$ on $(S^2, \omega_{FS}(\cdot, j\cdot))$. Fix $\varepsilon > 0$ sufficiently small. By [N20, Propositions 5.4, 5.5], we have a bijective correspondence between $\mathcal{M}(p, q)$ and $\mathcal{M}^{J_{C^2}}(\gamma_p^k, \gamma_q^k)/\mathbb{R}$, for any $k \in \mathbb{N}$, where $\gamma_p$ and $\gamma_q$ are the embedded Reeb orbits in $S^3$ projecting to $p$ and $q$ under $\mathcal{P}$. Given a Morse trajectory $x \in \mathcal{M}(p, q)$, the components of the corresponding cylinder $u_x : \mathbb{R} \times S^1 \to \mathbb{R} \times S^3$ are explicitly written down in [N20, §5] in terms of a parametrization of $x$, the Hopf action on $S^3$, the Morse function $f$, and the horizontal lift of its gradient to $\xi$. The resulting $u_x \in \mathcal{M}^{J_{C^2}}(\gamma_p^k, \gamma_q^k)/\mathbb{R}$ is $J_{C^2}$-holomorphic.⁶

Furthermore, the Fredholm index of $u_x$ agrees with that of $x$. The image of the composition

$$\mathbb{R} \times S^1 \xrightarrow{u_x} \mathbb{R} \times S^3 \xrightarrow{\pi_3^S} S^3 \xrightarrow{\mathcal{P}} S^2$$

equals the image of $x$ in $S^2$. We call $u_x$ the cylinder over $x$.

The following procedure uses Remark 2.20 and Diagram 2.11 to establish a similar correspondence between moduli spaces of orbifold flow lines of $S^2/H$ and moduli spaces of $J$-holomorphic cylinders in $\mathbb{R} \times S^3/G$, where $J$ is taken to be the $J_{C^2}$-descended complex structure on $\xi_G$ from Remark 2.19.

---

⁴Recall that the degree of a generator $\gamma$ is given by $|\gamma| = \mu_{C^2}(\gamma) - 1$.

⁵This $J$ might not be one of the generic $J_N$ used to compute the filtered homology groups in the later Sections 3.1, 3.2, or 3.3. A generic choice of $J_N$ is necessary to ensure transversality of the cylinders in symplectic cobordisms, which are used to define the chain maps later in Section 4.

⁶We are abusing notation by conflating the parametrized cylindrical map $u_x$ with the equivalence class $[u_x] \in \mathcal{M}^{J_{C^2}}(\gamma_p^k, \gamma_q^k)/\mathbb{R}$; we will continue to abuse notation in this way.
1. Take \( x \in M(p,q) \), for orbifold Morse critical points \( p, q \in S^2/H \) of \( f_H \).

2. Take a \( \pi_H \)-lift, \( \tilde{x} : \mathbb{R} \to S^2 \) of \( x \), from \( \tilde{p} \) to \( \tilde{q} \) in \( S^2 \), for some preimages \( \tilde{p} \) and \( \tilde{q} \) of \( p \) and \( q \). We have \( \tilde{x} \in M(\tilde{p}, \tilde{q}) \).

3. Let \( u_{\tilde{x}} \) be the \( J_{C^2} \)-holomorphic cylinder in \( \mathbb{R} \times S^3 \) over \( \tilde{x} \) (see Remark 2.20). We now have \( u_{\tilde{x}} \in M(\tilde{p}, \tilde{q})/\mathbb{R} \).

4. Let \( u_x : \mathbb{R} \times S^1 \to \mathbb{R} \times S^3/G \) denote the composition

\[
\mathbb{R} \times S^1 \xrightarrow{u_{\tilde{x}}} \mathbb{R} \times S^3 \xrightarrow{\text{Id}\times\pi_G} \mathbb{R} \times S^3/G.
\]

Because \( J \) is the \( \pi_G \)-descent of \( J_{C^2} \), we have that

\[
\text{Id} \times \pi_G : (\mathbb{R} \times S^3, J_{C^2}) \to (\mathbb{R} \times S^3/G, J)
\]

is a holomorphic map. This implies that \( u_x \) is \( J \)-holomorphic;

\[
u_x \in M(J(\pi_G \circ \gamma_{\tilde{p}}, \pi_G \circ \gamma_{\tilde{q}})/\mathbb{R}).\] (2.12)

Note that \( \pi_G \circ \gamma_{\tilde{p}} \) and \( \pi_G \circ \gamma_{\tilde{q}} \) are contractible Reeb orbits of \( \lambda_{G,\varepsilon} \) projecting to \( p \) and \( q \), respectively. Thus, if \( \gamma_p \) and \( \gamma_q \) are the embedded (potentially non-contractible) Reeb orbits of \( \lambda_{G,\varepsilon} \) in \( S^3/G \) over \( p \) and \( q \), then we have that

\[
\pi_G \circ \gamma_{\tilde{p}} = \gamma_{\tilde{p}}^{m_p}, \quad \text{and} \quad \pi_G \circ \gamma_{\tilde{q}} = \gamma_{\tilde{q}}^{m_q},
\]

where \( m_p, m_q \in \mathbb{N} \) are the orders of \( [\gamma_p] \) and \( [\gamma_q] \) in \( \pi_1(S^3/G) \). In particular, we can simplify equation (2.12):

\[
u_x \in M(J(\gamma_p^{m_p}, \gamma_q^{m_q})/\mathbb{R}).\]

This allows us to establish an orbifold version of the correspondence in [N20, §5]:

\[
M(p,q) \cong M(J(\gamma_p^{m_p}, \gamma_q^{m_q})/\mathbb{R}) \]

\[
x \sim u_x.\] (2.13)

### 2.5 Orbifold and contact interplays: an example

Before giving the proof of the main theorem, we continue with our digression establishing connections between the contact data of \( S^3/G \) and the orbifold Morse data of \( S^2/H \), as previously alluded to in Section 1.4. As before, for each \( p \in \text{Crit}(f) \), select an orientation of the embedded disc \( W^-(p) \). The action of the stabilizer (equivalently, isotropy) subgroup of \( p \),

\[H_p := \{ h \in H \mid h \cdot p = p \} \subset H,\]

on \( S^2 \) restricts to an action on \( W^-(p) \) by diffeomorphisms. We say that the critical point \( p \) is **orientable** if this action is by orientation preserving diffeomorphisms. Let \( \text{Crit}^+(f) \subset \text{Crit}(f) \) denote the set of orientable critical points.

Note that the \( H \)-action on \( S^2 \) permutes \( \text{Crit}(f) \), and the action restricts to a permutation of \( \text{Crit}^+(f) \). Furthermore, the index of a critical point is preserved by the action.
Let \( \text{Crit}(f_H) \), \( \text{Crit}^+(f_H) \), and \( \text{Crit}_k^+(f_H) \) denote the quotients \( \text{Crit}(f)/H \), \( \text{Crit}^+(f)/H \), and \( \text{Crit}_k^+(f)/H \), respectively. As in the smooth case, we define the \( k \)-th-orbifold Morse chain group, denoted \( CM_k^{\text{orb}} \), to be the free abelian group generated by \( \text{Crit}_k^+(f_H) \). The differential will be defined by a signed and weighted count of negative gradient trajectories in \( S^2/H \).

The homology of this chain complex is, as in the smooth case, isomorphic to the singular homology of \( S^2/H \) ([CH14, Theorem 2.9]).

First, we demonstrate why it is necessary to discard the non-orientable critical points.\(^\star\)

**Remark 2.21.** (Discarding non-orientable critical points to recover singular homology) Every index 1 critical point of \( f : S^2 \rightarrow \mathbb{R} \) depicted in Figures 2.1, 2.2, 2.3, and 2.4 is non-orientable. This is because the unstable submanifolds associated to each of these critical points is an open interval, and the action of the stabilizer of each such critical point is a 180-degree rotation of \( S^2 \) about an axis through the critical point. Thus, this action reverses the orientation of the embedded open intervals. If we were to include these index 1 critical points in the chain complex, then \( CM^{\text{orb}}_* \) would have rank three, with

\[
CM^{\text{orb}}_0 \cong CM^{\text{orb}}_1 \cong CM^{\text{orb}}_2 \cong \mathbb{Z}.
\]

Note that it is not possible to define a differential on this purported chain complex with homology isomorphic to \( H_*(S^2/H; \mathbb{Z}) \cong H_*(S^2; \mathbb{Z}) \). Indeed, the correct chain complex, obtained by discarding the non-orientable index 1 critical points, has rank two:

\[
CM^{\text{orb}}_0 \cong CM^{\text{orb}}_2 \cong \mathbb{Z}, \quad CM^{\text{orb}}_1 = 0,
\]

and has vanishing differential, producing isomorphic homology \( H_*(S^2/H; \mathbb{Z}) \cong H_*(S^2; \mathbb{Z}) \).

Next, we explain why it is necessary to discard the non-orientable critical points to orient the gradient trajectories.\(^\star\)

**Remark 2.22.** (Discarding non-orientable critical points to orient the gradient trajectories) Let \( p \) and \( q \) be orientable critical points in \( S^2 \) with Morse index difference equal to 1. Let \( x : \mathbb{R} \rightarrow S^2/H \) be a negative gradient trajectory of \( f_H \) from \( [p] \) to \( [q] \). Because \( p \) and \( q \) are orientable, the value of \( \epsilon(x) \in \{ \pm 1 \} \) is independent of any choice of lift of \( x \) to a negative gradient trajectory \( \tilde{x} : \mathbb{R} \rightarrow M \) of \( f \) in \( S^2 \). We define \( \epsilon(x) \) to be this value. Conversely, if one of the points \( p \) or \( q \) is non-orientable, then there exist two lifts of \( x \) with opposite signs, making the choice \( \epsilon(x) \) dependent on choice of lift.

Recall that \( \partial^{\text{orb}} : CM_k^{\text{orb}} \rightarrow CM_{k-1}^{\text{orb}} \) is defined as follows. Let \( p \in \text{Crit}_k^+(f_H) \) and \( q \in \text{Crit}_{k-1}^+(f_H) \) be orientable critical points then

\[
\langle \partial^{\text{orb}} p, q \rangle := \sum_{x \in M(p,q)} \epsilon(x) \frac{|H_p|}{|H_x|} \in \mathbb{Z}.
\]

As previously mentioned, for any finite \( H \subset SO(3) \), the quotient \( S^2/H \) is an orbifold 2-sphere. When \( H \) is cyclic, the orbifold 2-sphere \( S^2/H \) resembles a lemon shape, featuring two orbifold points, and is immediately homeomorphic to \( S^2 \). If not cyclic, \( H \) is dihedral, or polyhedral. A fundamental domain for the \( H \)-action on \( S^2 \) in these two latter cases can be taken to be an isosceles, closed, geodesic triangle, denoted \( \Delta_H \subset S^2 \). These geodesic triangles \( \Delta_H \) are identified by the shaded regions of \( S^2 \) in Figure 2.5 for \( H = \mathbb{D}_{2n} \) and Figure 2.6 for \( H = \mathbb{T} \).
In Figure 2.5, the three vertices of $\Delta_{D_{2n}}$ are $p_{+,1}$, $p_{-,1}$, and $p_{-,2}$. We have that $S^2$ is tessellated by $|D_{2n}| = 2n$ copies of $\Delta_{D_{2n}}$ and the internal angles of $\Delta_{D_{2n}}$ are $\pi/2$, $\pi/2$, and $2\pi/n$; $\Delta_{D_{2n}}$ is isosceles.

In Figure 2.6, the three vertices of $\Delta_T$ are $f_1$, $v_1$, and $v_2$. We have that $S^2$ is tessellated by $|T| = 12$ copies of $\Delta_T$, and the internal angles of $\Delta_T$ are $\pi/3$, $\pi/3$, and $2\pi/3$; $\Delta_T$ is isosceles.

The triangular fundamental domains $\Delta_O$ and $\Delta_I$ for the $O$ and $I$ actions on $S^2$ are constructed analogously to $\Delta_T$. Ultimately, in every (non-cyclic) case, we have a closed, isosceles, geodesic triangle serving as a fundamental domain for the $H$-action on $S^2$. Applying the $H$-identifications on the boundary of $\Delta_H$ produces $S^2/H$, a quotient that is homeomorphic to $S^2$ with three orbifold points. Specifically, under the surjective quotient map restricted to the closed $\Delta_H$, depicted in Figure 2.7,

$$\pi_H|_{\Delta_H} : \Delta_H \subset S^2 \to S^2/H.$$ 

In terms of the critical points we obtain:

- **(blue maximum)** one orbifold point of $S^2/H$ has a preimage consisting of a single vertex of $\Delta_H$, this is an index 2 critical point in $S^2$;

- **(violet saddle)** one orbifold point of $S^2/H$ has a preimage consisting of a single midpoint of an edge of $\Delta_H$, this is an index 1 critical point in $S^2$;

- **(red minimum)** one orbifold point of $S^2/H$ has a preimage consisting of two vertices of $\Delta_H$; both are index 0 critical points in $S^2$.

Figure 2.7 depicts the attaching map for $\Delta_H$ along the boundary and these points.

We now specialize to the case $H = \mathbb{T}$ and study the geometry of $S^3/\mathbb{T}^4$ and $S^2/\mathbb{T}$. Using the notation to be introduced in Section 3.3, the three orbifold points of $S^2/\mathbb{T}$ are denoted...
Figure 2.7: A triangular fundamental domain $\Delta_H$ produces $S^2/H$, a topological $S^2$ with three orbifold points when $H$ is non-cyclic. The directional markers on the boundary of $\Delta_H$ indicating the identifications under the $H$-action simultaneously realize the orbifold Morse trajectories.

$v$, $e$, and $f$, which are critical points of the orbifold Morse function $f_T$ of index 0, 1, and 2, respectively. Furthermore, for small $\varepsilon > 0$, we have three embedded nondegenerate Reeb orbits, $V$, $E$, and $F$ in $S^3/T^*$ of $\lambda_{T^*,\varepsilon}$, projecting to the respective orbifold critical points under $p : S^3/T^* \rightarrow S^2/T$. Figure 2.8 illustrates this data.

In Section 1.4 we explained how bad Reeb orbits in cylindrical contact homology are analogous to non-orientable critical points in orbifold Morse theory. We explicitly realize this analogy geometrically with $p : S^3/T^* \rightarrow S^2/T$. In Section 3.3, we will show that the even iterates $E^{2k}$ are examples of bad Reeb orbits, and by Remark 2.21, $e$ is a non-orientable critical point of $f_T$. The projection $p$ maps the bad Reeb orbits $E^{2k}$ to the non-orientable critical point $e$.

Next we consider the relationships between the moduli spaces of $J$-holomorphic cylinders and gradient flow lines. The orders of $V$, $E$, and $F$ in $\pi_1(S^3/T^*)$ are 6, 4, and 6, respectively (see Section 4.2.3). Thus, by the correspondence (2.13) in Section 2.4, we have the following identifications between moduli spaces of orbifold Morse flow lines of $S^2/T$ and $J$-holomorphic cylinders in $\mathbb{R} \times S^3/T^*$ (with respect to the complex structure $J$ described in Remark 2.19):

$$\mathcal{M}(f, e) \cong \mathcal{M}^J(F^6, E^4)/\mathbb{R},$$

$$\mathcal{M}(e, v) \cong \mathcal{M}^J(E^4, V^6)/\mathbb{R},$$

$$\mathcal{M}(f, v) \cong \mathcal{M}^J(F^6, V^6)/\mathbb{R}.$$  

Correspondences (2.14) and (2.15) are between singleton sets. Indeed, let $x_+$ be the unique orbifold Morse flow line from $f$ to $e$ in $S^2/T$, and let $x_-$ be the unique orbifold Morse flow line from $e$ to $v$, depicted in Figure 2.8. Then we have corresponding cylinders $u_+$ and $u_-$ from $F^6$ to $E^4$, and from $E^4$ to $V^6$, respectively:
Figure 2.8: The Seifert projection \( p \) takes Reeb orbits and cylinders of \( S^3/T^* \) to orbifold critical points and Morse trajectories of \( S^2/T \). The depicted cylinders in \( S^3/T^* \) should be understood as the images of infinite cylinders in the symplectization under the projection \( S^3/T^* \times \mathbb{R} \to S^3/T^* \).

\[
\{x_+\} = \mathcal{M}(f, e) \cong \mathcal{M}^I(F^6, E^4)/\mathbb{R} = \{u_+\}, \quad (2.17)
\]

\[
\{x_-\} = \mathcal{M}(e, v) \cong \mathcal{M}^I(E^4, V^6)/\mathbb{R} = \{u_-\}. \quad (2.18)
\]

These cylinders \( u_\pm \) are depicted in Figure 2.8. Additionally, note that the indices of the corresponding objects agree:

\[
\text{ind}(x_+) = \text{ind}_{f_t}(f) - \text{ind}_{f_t}(e) = 2 - 1 = 1,
\]

\[
\text{ind}(u_+) = \mu_{\text{CZ}}(F^6) - \mu_{\text{CZ}}(E^4) = 5 - 4 = 1,
\]

and

\[
\text{ind}(x_-) = \text{ind}_{f_t}(e) - \text{ind}_{f_t}(v) = 1 - 0 = 1,
\]

\[
\text{ind}(u_-) = \mu_{\text{CZ}}(E^4) - \mu_{\text{CZ}}(V^6) = 4 - 3 = 1.
\]

Next, we consider the third correspondence of moduli spaces in (2.16). As in Figure 2.8, we have that \( \mathcal{M}(f, v) \) is diffeomorphic to a 1-dimensional open interval. For any \( x \in \mathcal{M}(f, v) \), we have that

\[
\text{ind}(x) = \text{ind}_{f_t}(f) - \text{ind}_{f_t}(v) = 2,
\]

algebraically verifying that the moduli space of orbifold flow lines must be 1-dimensional. On the other hand, take any cylinder \( u \in \mathcal{M}^I(F^6, V^6)/\mathbb{R} \). Now,

\[
\text{ind}(u) = \mu_{\text{CZ}}(F^6) - \mu_{\text{CZ}}(V^6) = 5 - 3 = 2,
\]
verifying that this moduli space of cylinders is 1-dimensional, as expected by (2.16).

Note that both of the open 1-dimensional moduli spaces in (2.16) admit a compactification by broken objects. We can see explicitly from Figure 2.8 that both ends of the 1-dimensional moduli space \( \mathcal{M}(\mathfrak{f}, \mathfrak{v}) \) converge to the same once-broken orbifold Morse trajectory, \((x_+, x_-) \in \mathcal{M}(\mathfrak{f}, \mathfrak{e}) \times \mathcal{M}(\mathfrak{e}, \mathfrak{v})\). In particular, the compactification \( \overline{\mathcal{M}(\mathfrak{f}, \mathfrak{v})} \) is a topological \( S^1 \), obtained by adding the single point \((x_+, x_-)\) to an open interval, and we write

\[
\overline{\mathcal{M}(\mathfrak{f}, \mathfrak{v})} = \mathcal{M}(\mathfrak{f}, \mathfrak{v}) \bigsqcup \left( \mathcal{M}(\mathfrak{f}, \mathfrak{e}) \times \mathcal{M}(\mathfrak{e}, \mathfrak{v}) \right).
\]

An identical phenomenon occurs for the compactification of the cylinders. That is, both ends of the 1-dimensional interval \( \mathcal{M}_J(\mathcal{F}^6, \mathcal{V}^6) / \mathbb{R} \) converge to the same once broken building \((u_+, u_-)\). The compactification \( \overline{\mathcal{M}_J(\mathcal{F}^6, \mathcal{V}^6)} / \mathbb{R} \) is a topological \( S^1 \), obtained by adding a single point \((u_+, u_-)\) to an open interval, and we write

\[
\overline{\mathcal{M}_J(\mathcal{F}^6, \mathcal{V}^6)} / \mathbb{R} = \mathcal{M}_J(\mathcal{F}^6, \mathcal{V}^6) / \mathbb{R} \bigsqcup \left( \mathcal{M}_J(\mathcal{F}^6, \mathcal{E}^4) / \mathbb{R} \times \mathcal{M}_J(\mathcal{E}^4, \mathcal{V}^6 / \mathbb{R}) \right).
\]

In Section 1.4, we argued that the differentials of cylindrical contact homology and orbifold Morse homology are structurally identical due to the similarities in the compactifications of the 1-dimensional moduli spaces. This is due to the fact that in both theories, a once broken building can serve as a limit of multiple ends of a 1-dimensional moduli space. Our examples depict this phenomenon:

- The broken building \((x_+, x_-)\) of orbifold Morse flow lines serves as the limit of both ends of the open interval \( \mathcal{M}(\mathfrak{f}, \mathfrak{v}) \).

- The broken building \((u_+, u_-)\) of \( J \)-holomorphic cylinders serves as the limit of both ends of the open interval \( \mathcal{M}_J(\mathcal{F}^6, \mathcal{V}^6) / \mathbb{R} \).

Another analogy is highlighted in this example. In both homology theories, it is possible for a sequence of flow lines or cylinders between orientable objects to break along an intermediate non-orientable object (see [CH14, Example 2.10]). For example:

- There is a sequence \( x_n \in \mathcal{M}(\mathfrak{f}, \mathfrak{v}) \) converging to the broken building \((x_+, x_-)\), which breaks at \( \mathfrak{e} \). The critical points \( \mathfrak{f} \) and \( \mathfrak{v} \) are orientable, whereas \( \mathfrak{e} \) is non-orientable.

- There is a sequence \( u_n \in \mathcal{M}_J(\mathcal{F}^6, \mathcal{V}^6) / \mathbb{R} \) converging to the broken building \((u_+, u_-)\), which breaks along the orbit \( \mathcal{E}^4 \). The Reeb orbits \( \mathcal{F}^6 \) and \( \mathcal{V}^6 \) are good, whereas \( \mathcal{E}^4 \) is bad.

As explained in Remark 2.22, we cannot assign a value \( \epsilon(x_\pm) \in \{\pm 1\} \) nor a value \( \epsilon(u_\pm) \in \{\pm 1\} \) to the objects \( x_\pm \) and \( u_\pm \), because they have a non-orientable limiting object. This difficulty complicates the proof that \( \partial^2 = 0 \), as we cannot write the signed count as a sum involving terms of the form \( \epsilon(x_\pm)\epsilon(x_-) \) or \( \epsilon(u_\pm)\epsilon(u_-) \). One can nevertheless show that a once broken building breaking along a non-orientable object is utilized by an even number of ends of the 1-dimensional moduli space, and that a cyclic group action on this set of even number of ends interchanges the orientations. Using this fact, one shows \( \partial^2 = 0 \) (see [CH14, Remark 5.3] and [HN16, §4.4]). We see this explicitly in our examples:
• The once broken building \((x_+, x_-)\) is the limit of two ends of the 1-dimensional moduli space of orbifold trajectories; one positive and one negative end.

• The once broken building \((u_+, u_-)\) is the limit of two ends of the 1-dimensional moduli space of orbifold trajectories; one positive and one negative end.

**Remark 2.23.** (Including non-orientable objects complicates \(\partial^2 = 0\)) In Section 1.4 we saw that one discards bad Reeb orbits and non-orientable orbifold critical points as generators in cylindrical contact homology and orbifold Morse homology respectively, in order to achieve \(\partial^2 = 0\). Using our understanding of moduli spaces from Figure 2.8, we show why \(\partial^2 = 0\) could not reasonably hold if we were to include the non-orientable critical point \(e\) and bad Reeb orbit \(\mathcal{E}^4\) in the corresponding chain complexes. Suppose that we have some coherent way of assigning \(\pm 1\) to the trajectories \(x_{\pm}\) and cylinders \(u_{\pm}\). Now, due to equations (2.17) and (2.18), we would have in the orbifold case

\[
\partial_{\text{orb}} f = \epsilon(x_+) |\mathbb{T}_f| e = 3\epsilon(x_+) e
\]

\[
\partial_{\text{orb}} e = \epsilon(x_-) |\mathbb{T}_e| v = 2\epsilon(x_-) v
\]

\[
\implies \langle (\partial_{\text{orb}})^2 f, v \rangle = 6\epsilon(x_+)\epsilon(x_-) \neq 0,
\]

where we have used that \(|\mathbb{T}_f| = 3\), \(|\mathbb{T}_e| = 2\), and \(|\mathbb{T}_{x_{\pm}}| = 1\). Similarly, again due to equations (2.17) and (2.18), we would have

\[
\partial F^6 = \frac{\epsilon(u_+) d(F^6)}{d(u_+)} \mathcal{E}^4 = 3\epsilon(u_+) \mathcal{E}^4
\]

\[
\partial \mathcal{E}^4 = \frac{\epsilon(u_-) d(\mathcal{E}^4)}{d(u_-)} \mathcal{V}^6 = 2\epsilon(u_-) \mathcal{V}^6
\]

\[
\implies \langle \partial^2 F^6, \mathcal{V}^6 \rangle = 6\epsilon(u_+)\epsilon(u_-) \neq 0,
\]

where we have used that \(d(F^6) = 6\), \(d(\mathcal{E}^4) = 4\), and \(d(u_{\pm}) = 2\).

Recall that the multiplicity of a \(J\)-holomorphic cylinder \(u\) divides the multiplicity of the limiting Reeb orbits \(\gamma_{\pm}\). The following remark uses the example of this section to demonstrate it need not be the case that \(d(u) = \text{GCD}(d(\gamma_+), d(\gamma_-))\).

**Remark 2.24.** By (2.16), \(\mathcal{M}^J(F^6, \mathcal{V}^6)/\mathbb{R}\) is nonempty, and must contain some \(u\). We see that \(m(F^6) = m(\mathcal{V}^6) = 6\), so that

\[
\text{GCD}(d(F^6), d(\mathcal{V}^6)) = 6.
\]

Suppose for contradiction’s sake that that \(d(u) = 6\), and consider the underlying somewhere injective \(J\)-holomorphic cylinder \(v\). It must be the case that \(u = v^6\) and that \(v \in \mathcal{M}^J(F, \mathcal{V})/\mathbb{R}\). The existence of such a \(v\) implies that \(F\) and \(V\) represent the same free homotopy class of loops in \(S^3/\mathbb{T}^+\). However, we will determine in Section 4.2.3 that these Reeb orbits represent distinct homotopy classes (see Table 12). Thus, \(d(u)\) is not equal to the GCD.
3 Filtered cylindrical contact homology

A finite subgroup of SU(2) is either cyclic, conjugate to the binary dihedral group $D_{2n}$, or conjugate to a binary polyhedral group $T^*$, $O^*$, or $I^*$. If subgroups $G_1$ and $G_2$ satisfy $A^{-1}G_2A = G_1$, for $A \in SU(2)$, then the map $S^3 \to S^3$, $p \mapsto A \cdot p$, descends to a strict contactomorphism $(S^3/G_1, \lambda_{G_1}) \to (S^3/G_2, \lambda_{G_2})$, preserving the Reeb dynamics. Thus, we compute the contact homology of $S^3/G$ for a particular choice of $G$. The action threshold used to compute the filtered homology depends on $G$; for $N \in \mathbb{N}$, $L_N \in \mathbb{R}$ is given by:

(i) $2\pi N - \frac{\pi}{n}$ when $G$ is cyclic of order $n$;
(ii) $2\pi N - \frac{\pi}{2n}$ when $G$ is conjugate to $D_{2n}$;
(iii) $2\pi N - \frac{\pi}{10}$ when $G$ is conjugate to $T^*$, $O^*$, or $I^*$.

3.1 Cyclic subgroups

From [AHNS17, Theorem 1.5], the positive $S^1$-equivariant symplectic homology of the link of the $A_n$ singularity, $L_{A_n} \subset \mathbb{C}^3$, with contact structure $\xi_0 = TL_{A_n} \cap J_{C^3}(TL_{A_n})$, satisfies:

$$SH^{+,S^1}_{*}(L_{A_n}, \xi_0) = \begin{cases} Q^n & * = 1, \\ Q^{n+1} & * \geq 3 \text{ and odd} \\ 0 & \text{else.} \end{cases}$$

Furthermore, [BO17] prove that there are restricted classes of contact manifolds whose cylindrical contact homology (with a degree shift) is isomorphic to its positive $S^1$-equivariant symplectic homology, when both are defined over $\mathbb{Q}$ coefficients. Indeed, we note an isomorphism by inspection when we compare this symplectic homology with the cylindrical contact homology, when both are defined over $\mathbb{Q}$ coefficients. Indeed, we note an isomorphism by inspection when we compare this symplectic homology with the cylindrical contact homology of $(L_n, \xi_0) \cong (S^3/G, \xi_G)$ for $G \cong \mathbb{Z}_{n+1}$ from Theorem 1.2. Although this cylindrical contact homology is computed in [N20, Theorem 1.36], we recompute these groups using a direct limit of filtered contact homology to present the general structure of the computations to come in the dihedral and polyhedral cases.

Let $G \cong \mathbb{Z}_n$ be a finite cyclic subgroup of $G$ of order $n$. If $|G| = n$ is even, with $n = 2m$, then $P : G \to H := P(G)$ has nontrivial two element kernel, and $H$ is cyclic of order $m$. Otherwise, $n$ is odd, $P : G \to H = P(G)$ has trivial kernel, and $H$ is cyclic of order $n$.

By conjugating $G$ if necessary, we can assume that $H$ acts on $S^2$ by rotations around the vertical axis through $S^2$. The height function $f : S^2 \to [-1, 1]$ is Morse, $H$-invariant, and provides precisely two fixed points; the north pole, $n \in S^2$ featuring $f(n) = 1$, and the south pole, $s \in S^2$ where $f(s) = -1$. For small $\varepsilon$, we can expect to see iterates of two embedded Reeb orbits, denoted $\gamma_n$ and $\gamma_s$, of $\lambda_{G,\varepsilon} := (1 + \varepsilon \mathfrak{p}^* f_H)\lambda_G$ in $S^3/G$ as the only generators of the filtered chain groups. Both $\gamma_n$ and $\gamma_s$ are elliptic and parametrize the exceptional fibers in $S^3/G$ over the two orbifold points of $S^2/H$.

Select $N \in \mathbb{N}$. Lemma 2.15 produces an $\varepsilon_N > 0$ for which if $\varepsilon \in (0, \varepsilon_N]$, then all orbits in $\mathcal{P}^{L_N}(\lambda_{G,\varepsilon})$ are nondegenerate and are iterates of $\gamma_s$ or $\gamma_n$, whose actions satisfy

$$A(\gamma_s^k) = \frac{2\pi k(1 - \varepsilon)}{n}, \quad A(\gamma_n^k) = \frac{2\pi k(1 + \varepsilon)}{n}. \quad (3.1)$$
Thus the $L_N$-filtered chain complex is $\mathbb{Q}$-generated by the Reeb orbits $\gamma_s^k$ and $\gamma_n^k$, for $1 \leq k < nN$. With respect to the trivialization $\tau_G$, the rotation numbers of $\gamma_s$ and $\gamma_n$ satisfy

$$\theta_s = \frac{2}{n} - \varepsilon \frac{1}{n(1 - \varepsilon)}, \quad \theta_n = \frac{2}{n} + \varepsilon \frac{1}{n(1 + \varepsilon)}.$$ 

(See [N20, §2.2] for a definition of rotation numbers.) If $\varepsilon_N$ is sufficiently small then

$$\mu_{CZ}(\gamma_s^k) = 2\left\lceil \frac{2k}{n} \right\rceil - 1, \quad \mu_{CZ}(\gamma_n^k) = 2\left\lfloor \frac{2k}{n} \right\rfloor + 1. \quad (3.2)$$

For $i \in \mathbb{Z}$, let $c_i$ denote the number of $\gamma \in \mathcal{P}^{L_N}(\lambda_{G,\varepsilon_N})$ with $|\gamma| = \mu_{CZ}(\gamma) - 1 = i$. Then:

- $c_0 = n - 1$,
- $c_{2i} = n$ for $0 < i < 2N - 1$,
- $c_{4N-2} = n - 1$,
- $c_i = 0$ for all other $i$ values.

By (3.2), if $\mu_{CZ}(\gamma_s^k) = 1$, then $k < n/2$, so the orbit $\gamma_s^k$ is not contractible. If $\mu_{CZ}(\gamma_n^k) = 1$, then by (3.2), $k \leq n/2$ and $\gamma_n^k$ is not contractible. Thus, $\lambda_N := \lambda_{G,\varepsilon_N}$ is $L_N$-dynamically convex and so by [HN16, Thm. 1.3], a generic choice $J_N \in \mathcal{J}(\lambda_N)$ provides a well defined filtered chain complex, yielding the isomorphism

$$CH^{L_N}_*(S^3/G, \lambda_N, J_N) \cong \bigoplus_{i=0}^{2N-1} \mathbb{Q}^{n-2}[2i] \oplus \bigoplus_{i=0}^{2N-2} H_*(S^2; \mathbb{Q})[2i]$$

$$= \begin{cases} 
\mathbb{Q}^{n-1} & \text{ if } i = 0, 4N - 2 \\
\mathbb{Q}^i & \text{ if } 2i, 0 < i < 2N - 1 \\
0 & \text{ else.}
\end{cases}$$

This follows from the good contributions to $c_i$, which is 0 for odd $i$, implying $\partial^{L_N} = 0$. This proves Theorem 1.2 in the cyclic case, because $G$ is abelian and $|\text{Conj}(G)| = n$, after appealing to Theorem 4.1, which permits taking a direct limit over inclusions of these groups.

### 3.2 Binary dihedral groups $\mathbb{D}_{2n}^*$

The binary dihedral group $\mathbb{D}_{2n}^* \subset SU(2)$ has order $4n$ and projects to the dihedral group $\mathbb{D}_{2n} \subset SO(3)$, which has order $2n$, under the cover $P : SU(2) \to SO(3)$. With the quantity $n$ understood, these groups will respectively be denoted $\mathbb{D}^*$ and $\mathbb{D}$. The group $\mathbb{D}^*$ is generated by the two matrices

$$A = \begin{pmatrix} \zeta_n & 0 \\ 0 & \frac{1}{\zeta_n} \end{pmatrix}, \quad B = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix},$$

One hypothesis of [HN16, Thm. 1.3] requires that all contractible Reeb orbits $\gamma$ satisfying $\mu_{CZ}(\gamma) = 3$ must be embedded. This fails in our case by considering the contractible $\gamma_s^n$, which is not embedded yet satisfies $\mu_{CZ}(\gamma_s^n) = 3$. See Lemma 4.15 for an explanation of why we do not need this additional hypothesis.
where $\zeta_n := \exp(i\pi/n)$ is a primitive $2n^{\text{th}}$ root of unity. These matrices satisfy the relations $B^2 = A^n = -\text{Id}$ and $BAB^{-1} = A^{-1}$. The group elements may be enumerated as follows:

$$\mathbb{D}^* = \{A^kB^l : 0 \leq k < 2n, 0 \leq l \leq 1\}.$$  

By applying (2.4), the following matrices generate $\mathbb{D} \subset \text{SO}(3)$:

$$a := P(A) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos(2\pi/n) & -\sin(2\pi/n) \\ 0 & \sin(2\pi/n) & \cos(2\pi/n) \end{pmatrix}, \quad b := P(B) = \begin{pmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix}. $$

There are three types of fixed points in $S^2$ of the $\mathbb{D}$-action, categorized as follows:

**Morse index 0:** $p_{-k} := (0, \cos((\pi + 2k\pi)/n), \sin((\pi + 2k\pi)/n)) \in \text{Fix}(\mathbb{D})$, for $k \in \{1, \ldots, n\}$. We have that $p_{-k}$ is a fixed point of $ab$ and $p_{-k} = a^k \cdot p_{-n}$. Thus, $p_{-k}$ is a fixed point of $a^k(ab)a^{-k} = a^{2k+1}b$. These $n$ points enumerate a $\mathbb{D}$-orbit in $S^2$, and so the isotropy subgroup of $\mathbb{D}$ associated to any of the $p_{-k}$ is of order 2 and is generated by $a^{2k+1}b \in \mathbb{D}$. The point $p_{-} \in S^2/\mathbb{D}$ denotes the image of any $p_{-k}$ under $\pi_\mathbb{D}$.

**Morse index 1:** $p_{h,k} := (0, \cos(2k\pi/n), \sin(2k\pi/n)) \in \text{Fix}(\mathbb{D})$, for $k \in \{1, \ldots, n\}$. We have that $p_{h,k}$ is a fixed point of of $b$ and $p_{h,k} = a^k \cdot p_{h,0}$. Thus, $p_{h,k}$ is a fixed point of $a^k(b)a^{-k} = a^{2k}b$. These $n$ points enumerate a $\mathbb{D}$-orbit in $S^2$, and so the isotropy subgroup of $\mathbb{D}$ associated to any of the $p_{h,k}$ is of order 2 and is generated by $a^{2k}b \in \mathbb{D}$. The point $p_{h} \in S^2/\mathbb{D}$ denotes the image of any $p_{h,k}$ under $\pi_\mathbb{D}$.

**Morse index 2:** $p_{+,1} = (1, 0, 0)$ and $p_{+,2} = (-1, 0, 0)$. These are the fixed points of $a^k$, for $0 < k < n$, and together enumerate a single two element $\mathbb{D}$-orbit. The isotropy subgroup associated to either of the points is cyclic of order $n$ in $\mathbb{D}$, generated by $a$. The point $p_{+} \in S^2/\mathbb{D}$ denotes the image of any one of these two points under $\pi_\mathbb{D}$.

There exists a $\mathbb{D}$-invariant, Morse-Smale function $f$ on $(S^2, \omega_{FS}(\cdot,\cdot))$, with $\text{Crit}(f) = \text{Fix}(\mathbb{D})$, which descends to an orbifold Morse function $f_\mathbb{D} : S^2/\mathbb{D} \to \mathbb{R}$, constructed in Section 2.3. Furthermore, there are stereographic coordinates at:

(i) the points $p_{-k}$, in which $f$ takes the form $(x^2 + y^2)/2 - 1$ near $(0,0)$;
(ii) the points $p_{h,k}$, in which $f$ takes the form $(x^2 - y^2)/2$ near $(0,0)$;
(iii) the points $p_{+,k}$, in which $f$ takes the form $1 - (x^2 + y^2)/2$ near $(0,0)$.

The orbifold surface $S^2/\mathbb{D}$ is homeomorphic to $S^2$ and has three orbifold points. Lemma 3.1 identifies the Reeb orbits of $\lambda_{\mathbb{D}^{*},\varepsilon} = 1 + \varepsilon p^* f_\mathbb{D})\lambda_{\mathbb{D}^{*}}$ that appear in the filtered chain complex and computes their Conley Zehnder indices.

**Lemma 3.1.** Fix $N \in \mathbb{N}$. Then there exists an $\varepsilon_N > 0$ such that for all $\varepsilon \in (0,\varepsilon_N]$, every $\gamma \in \mathcal{P}^{L_N}(\lambda_{\mathbb{D}^{*},\varepsilon})$ is nondegenerate and projects to an orbifold critical point of $f_\mathbb{D}$ under $p$, where $L_N = 2\pi N - \pi/2n$. If $c_i$ denotes the number of $\gamma \in \mathcal{P}^{L_N}(\lambda_{\mathbb{D}^{*},\varepsilon})$ with $|\gamma| = i$, then

- $c_i = 0$ if $i < 0$ or $i > 4N - 2$;
- $c_i = n + 2$ for $i = 0$ and $i = 4N - 2$, with all $n + 2$ contributions by good Reeb orbits;
\begin{itemize}
  \item $c_i = n + 3$ for even $i$, $0 < i < 4N - 2$, with all $n + 3$ contributions by good Reeb orbits;
  \item $c_i = 1$ for odd $i$, $0 < i < 4N - 2$, and this contribution is by a bad Reeb orbit.
\end{itemize}

Proof. Apply Lemma 2.15 to $L_N = 2\pi N - \frac{\pi}{2n}$ to obtain $\varepsilon_N$. Now, if $\varepsilon \in (0,\varepsilon_N]$, we have that every $\gamma \in \mathcal{P}^f_{2n}(\lambda_{\mathbb{D},\varepsilon})$ is nondegenerate and projects to an orbifold critical point of $f_{\mathbb{D}}$. We now study the actions and indices of these orbits.

**Orbits over $p_{-}$**: Let $e_{-}$ denote the embedded Reeb orbit of $\lambda_{\mathbb{D},\varepsilon}$ which projects to $p_{-} \in S^2/\mathbb{D}$. By Lemmas 2.14 and 2.7, $e_{-}^k$ lifts to an embedded Reeb orbit of $\lambda_{\varepsilon}$ in $S^3$ with action $2\pi(1 - \varepsilon)$, projecting to some $p_{-j}$. Thus, $\mathcal{A}(e_{-}) = \pi(1 - \varepsilon)/2$, so $\mathcal{A}(e_{-}^k) = k\pi(1 - \varepsilon)/2$. Hence, our chain complex will be generated by only the $k = 1, 2, \ldots, 4N - 1$ iterates. Using Remark 2.13 and Proposition 2.10, we see that the linearized return map associated to $h_{\varepsilon}$ is generated only the $k = 1, 2, \ldots, 4N - 1$ iterates. Using Remark 2.13 and Proposition 2.10, we see that the linearized Reeb flow of $\lambda_{\mathbb{D},\varepsilon}$ along $e_{-}^k$ with respect to trivialization $\tau_{\mathbb{D}}$ is given by the family of matrices $\mathcal{M}_t = \mathcal{R}(2t - \varepsilon)$ for $t \in [0, k\pi(1 - \varepsilon)/2]$, where we have used $f(p_{-j}) = -1$ and that we have stereographic coordinates $\psi$ at the point $p_{-j}$ such that $H(f_{\theta_{\varepsilon}},\psi) = \text{Id}$. We see that $e_{-}^k$ is elliptic with rotation number $\theta_{-}^k = k/2 - k\varepsilon/4(1 - \varepsilon)$, thus
\[
\mu_{\mathcal{M}_t}(e_{-}^k) = 2\left[\frac{k}{2} - \frac{k\varepsilon}{4(1 - \varepsilon)}\right] - 1 = 2\left[\frac{k}{2}\right] - 1,
\]
where the last step is valid by reducing $\varepsilon_N$ if necessary.

**Orbits over $p_{h}$**: Let $h$ denote the embedded Reeb orbit of $\lambda_{\mathbb{D},\varepsilon}$ which projects to $p_{h} \in S^2/\mathbb{D}$. By Lemmas 2.14 and 2.7, $h^4$ lifts to an embedded Reeb orbit of $\lambda_{\varepsilon}$ in $S^3$ with action $2\pi$, projecting to some $p_{h,j}$. Thus, $\mathcal{A}(h) = \pi/2$, so $\mathcal{A}(h^k) = k\pi/2$. Hence, our chain complex will be generated only the $k = 1, 2, \ldots, 4N - 1$ iterates.

To see that $h$ is a hyperbolic Reeb orbit, we consider its 4-fold cover $h^4$. By again using Remark 2.13 and Proposition 2.10, one may compute the linearized Reeb flow, noting that the lifted Reeb orbit projects to $p_{h,j}$ where $f(p_{h,j}) = 0$, and that we have stereographic coordinates $\psi$ at $p_{h,j}$ such that $H(f_{\theta_{\varepsilon}},\psi) = \text{Diag}(1, -1)$. We evaluate the matrix at $t = 2\pi$ to see that the linearized return map associated to $h^4$ is
\[
\exp\left(\begin{array}{cc}
0 & 2\pi\varepsilon \\
2\pi\varepsilon & 0
\end{array}\right) = \begin{pmatrix}
\cosh(2\pi\varepsilon) & \sinh(2\pi\varepsilon) \\
\sinh(2\pi\varepsilon) & \cosh(2\pi\varepsilon)
\end{pmatrix}.
\]

The eigenvalues of this matrix are $\cosh(2\pi\varepsilon) \pm \sinh(2\pi\varepsilon)$. So long as $\varepsilon$ is small, these eigenvalues are real and positive, so that $h^4$ is positive hyperbolic, implying that $h$ is also hyperbolic. If $\mu_{\mathcal{M}_t}(h) = I$, then by Corollary 2.11, $4I = \mu_{\mathcal{M}_t}(h^4) = 4$. Hence $I = 1$ and $h$ is negative hyperbolic.

**Orbits over $p_{+}$**: Let $e_{+}$ denote the embedded Reeb orbit of $\lambda_{\mathbb{D},\varepsilon}$ which projects to $p_{+} \in S^2/\mathbb{D}$. By Lemmas 2.14 and 2.7, the 2$n$-fold cover $e_{+}^{2n}$ lifts to some embedded Reeb orbit of $\lambda_{\varepsilon}$ in $S^3$ with action $2\pi(1 + \varepsilon)$, projecting to some $p_{+,j}$. Thus, $\mathcal{A}(e_{+}) = \pi(1 + \varepsilon)/n$, so $\mathcal{A}(e_{+}^k) = k\pi(1 + \varepsilon)/n$ and so our chain complex will be generated only the $k = 1, 2, \ldots, 2nN - 1$ iterates. Using Remark 2.13 and Proposition 2.10, we see that the linearized Reeb flow of $\lambda_{\mathbb{D},\varepsilon}$ along $e_{+}^k$ with respect to trivialization $\tau_{\mathbb{D}}$ is given by the family of matrices
\[
\mathcal{M}_t = \mathcal{R}\left(\frac{2t}{1 + \varepsilon} + \frac{\varepsilon}{(1 + \varepsilon)^2}\right) \quad \text{for} \quad t \in [0, k\pi(1 + \varepsilon)/n],
\]
where we have used that \( f(p_{+j}) = 1 \) and that we have stereographic coordinates \( \psi \) at \( p_{+j} \) such that \( H(f, \psi) = -\text{Id} \). Thus, \( e^k_+ \) is elliptic with
\[
\theta^k_+ = \frac{k}{n} + \frac{\varepsilon k}{2n(1+\varepsilon)}, \quad \mu_{\text{CZ}}(e^k_+) = 1 + 2\left[ \frac{k}{n} + \frac{\varepsilon k}{2n(1+\varepsilon)} \right] = 1 + 2\left[ \frac{k}{n} \right],
\]
where the last step is valid for sufficiently small \( \varepsilon_N \).

Lemma 3.1 produces the sequence \( (\varepsilon_N)_{N=1}^\infty \), which we can assume decreases monotonically to 0 in \( \mathbb{R} \). Define the sequence of 1-forms \( (\lambda_N)_{N=1}^\infty \) on \( S^3/\mathbb{D}^* \) by \( \lambda_N := \lambda_{\mathbb{D}^*,\varepsilon_N} \).

**Summary.** (Dihedral data). We have \( H \) such that \( \partial \to 0 \) in \( \mathbb{R} \) must be embedded. This fails in our case by considering the contractible \( \varepsilon \) where we have used that \( f \) satisfies \( \mu \).

This follows from investigating the good contributions to \( \mathcal{L} \), which permits taking a direct limit over inclusions of these groups.
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3.3 Binary polyhedral groups $\mathbb{T}^*$, $\mathbb{O}^*$, and $\mathbb{I}^*$

In contrast to the dihedral case, we opt not work with explicit matrix generators of the polyhedral groups, because the computations of the fixed points are too involved. Instead, we will take a more geometric approach. Let $\mathbb{P}^* \subset \text{SU}(2)$ be some binary polyhedral group so that it is congruent to either $\mathbb{T}^*$, $\mathbb{O}^*$ or $\mathbb{I}^*$, with $|\mathbb{P}^*| = 24$, 48, or 120, respectively. Let $\mathbb{P} \subset \text{SO}(3)$ denote the image of $\mathbb{P}^*$ under the group homomorphism $P$. This group $\mathbb{P}$ is conjugate to one of $\mathbb{T}$, $\mathbb{O}$, or $\mathbb{I}$ in $\text{SO}(3)$, and its order satisfies $|\mathbb{P}^*| = 2|\mathbb{P}|$. It is known that the $\mathbb{P}$ action on $S^2$ is given by the symmetries of a regular polyhedron inscribed in $S^2$. The fixed point set $\text{Fix}(\mathbb{P})$ is partitioned into three $\mathbb{P}$-orbits. Let the number of vertices, edges, and faces of the polyhedron in question be $\mathcal{V}$, $\mathcal{E}$, and $\mathcal{F}$ respectively (see Table 5).

**Vertex type fixed points:** The set $\{v_1, v_2, \ldots, v_\mathcal{V}\} \subset \text{Fix}(\mathbb{P})$ constitutes a single $\mathbb{P}$-orbit, where each $v_i$ is an inscribed vertex of the polyhedron in $S^2$. Let $\mathcal{I}_\mathcal{V} \in \mathbb{N}$ denote $|\mathbb{P}|/\mathcal{V}$, so that the isotropy subgroup associated to any of the $v_i$ is cyclic of order $\mathcal{I}_\mathcal{V}$. Let $v \in S^2/\mathbb{P}$ denote the image of any of the $v_i$ under the orbifold covering map $\pi_\mathbb{P}: S^2 \to S^2/\mathbb{P}$.

**Edge type fixed points:** The set $\{e_1, e_2, \ldots, e_\mathcal{E}\} \subset \text{Fix}(\mathbb{P})$ constitutes a single $\mathbb{P}$-orbit, where each $e_i$ is the image of a midpoint of one of the edges of the polyhedron under the radial projection $\mathbb{R}^3 \setminus \{0\} \to S^2$. Let $\mathcal{I}_\mathcal{E} \in \mathbb{N}$ denote $|\mathbb{P}|/\mathcal{E}$, so that the isotropy subgroup associated to any of the $e_i$ is cyclic of order $\mathcal{I}_\mathcal{E}$. One can see that $\mathcal{I}_\mathcal{E} = 2$ for any choice of $\mathbb{P}$. Let $e \in S^2/\mathbb{P}$ denote the image of any of the $e_i$ under the orbifold covering map $\pi_\mathbb{P}: S^2 \to S^2/\mathbb{P}$.

**Face type fixed points:** The set $\{f_1, f_2, \ldots, f_\mathcal{F}\} \subset \text{Fix}(\mathbb{P})$ constitutes a single $\mathbb{P}$-orbit, where each $f_i$ is the image of a barycenter of one of the faces of the polyhedron under the radial projection $\mathbb{R}^3 \setminus \{0\} \to S^2$. Let $\mathcal{I}_\mathcal{F} \subset \mathbb{N}$ denote $|\mathbb{P}|/\mathcal{F}$, so that the isotropy subgroup associated to any of the $f_i$ is cyclic of order $\mathcal{I}_\mathcal{F}$. One can see that $\mathcal{I}_\mathcal{F} = 3$ for any choice of $\mathbb{P}$. Let $f \in S^2/\mathbb{P}$ denote the image of any of the $f_i$ under the orbifold covering map $\pi_\mathbb{P}: S^2 \to S^2/\mathbb{P}$.

| Group | Group order $|\mathbb{T}|$ | $\mathcal{V}$ | $\mathcal{E}$ | $\mathcal{F}$ | $\mathcal{I}_\mathcal{V}$ | $\mathcal{I}_\mathcal{E}$ | $\mathcal{I}_\mathcal{F}$ | $|\text{Conj}(\mathbb{P}^*)|$ |
|-------|--------------|----------|----------|----------|-------------|-------------|-------------|----------------|
| $\mathbb{T}$ | 12 | 4 | 6 | 4 | 3 | 2 | 3 | 7 |
| $\mathbb{O}$ | 24 | 6 | 12 | 8 | 4 | 2 | 3 | 8 |
| $\mathbb{I}$ | 60 | 12 | 30 | 20 | 5 | 2 | 3 | 9 |

Table 5: Polyhedral quantities. Note $|\text{Conj}(\mathbb{P}^*)| = \mathcal{I}_\mathcal{V} + \mathcal{I}_\mathcal{E} + \mathcal{I}_\mathcal{F} - 1$.

**Remark 3.2.** (Dependence on choice of $\mathbb{P}^*$). The coordinates of the fixed point set of $\mathbb{P}$ are determined by the initial selection of $\mathbb{P}^* \subset \text{SU}(2)$. More precisely, if $A^{-1}\mathbb{P}^*A = \mathbb{P}'^*$ for $A \in \text{SU}(2)$, then the rigid motion of $\mathbb{R}^3$ given by $P(A) \in \text{SO}(3)$ takes the fixed point set of $\mathbb{P}'$ to that of $\mathbb{P}^*$.

There exists a $\mathbb{P}$-invariant, Morse-Smale function $f$ on $(S^2, \omega_{FS}(\cdot, j))$, with $\text{Crit}(f) = \text{Fix}(\mathbb{P})$, which descends to an orbifold Morse function $f_\mathbb{P}: S^2/\mathbb{P} \to \mathbb{R}$, constructed in Section 2.3. Furthermore, there are stereographic coordinates at...
(i) the points \( v_i \), in which \( f \) takes the form \((x^2 + y^2)/2 - 1\) near \((0,0)\); 
(ii) the points \( e_i \), in which \( f \) takes the form \((x^2 - y^2)/2\) near \((0,0)\); 
(iii) the points \( f_i \), in which \( f \) takes the form \((x^2 + y^2)/2\) near \((0,0)\).

The orbifold surface \( S^2/\mathbb{P} \) is homeomorphic to \( S^2 \) and has three orbifold points. Lemma 3.3 identifies the Reeb orbits of \( \lambda_{P^*} = (1 + \varepsilon P^* f_P) \lambda_{P^*} \) that appear in the filtered chain complex and computes their Conley Zehnder indices. Let \( m \in \mathbb{N} \) denote the integer \( I_x + I_y + I_z - 1 \) (equivalently, \( m = |\text{Conj}(P^*)| \), see Table 5).

**Lemma 3.3.** Fix \( N \in \mathbb{N} \). Then there exists an \( \varepsilon_N > 0 \) such that, for all \( \varepsilon \in (0,\varepsilon_N] \), every \( \gamma \in \mathcal{P}_{\mathbb{L}}(\lambda_{P^*}) \) is nondegenerate and projects to an orbifold critical point of \( f_P \), where \( \mathcal{L}_N := 2\pi N - \pi /10 \). If \( c_i \) denotes the number of \( \gamma \in \mathcal{P}_{\mathbb{L}}(\lambda_{P^*}) \) with \( |\gamma| = i \), then

1. \( c_i = 0 \) if \( i < 0 \) or \( i > 4N - 2 \),
2. \( c_i = m - 1 \) for \( i = 0 \) and \( i = 4N - 2 \), with all contributions by good Reeb orbits;
3. \( c_i = m \) for even \( i \), \( 1 < i < 4N - 1 \), with all contributions by good Reeb orbits;
4. \( c_i = 1 \) for odd \( i \), \( 0 < i < 4N - 2 \), and this contribution is by a bad Reeb orbit.

**Proof.** Apply Lemma 2.15 to \( \mathcal{L}_N = 2\pi N - \pi /10 \) to obtain \( \varepsilon_N \). If \( \varepsilon \in (0,\varepsilon_N] \), then every \( \gamma \in \mathcal{P}_{\mathbb{L}}(\lambda_{P^*}) \) is nondegenerate and projects to an orbifold critical point of \( f_P \). We investigate the actions and Conley Zehnder indices of these three types of orbits. Our reasoning will largely follow that used in the proof of Lemma 3.1, and so some details will be omitted.

**Orbits over \( v \):** Let \( V \) denote the embedded Reeb orbit of \( \lambda_{P^*} \) in \( S^3/\mathbb{P}^* \) which projects to \( v \in S^2/\mathbb{P} \). One computes that \( A(V^k) = k\pi(1 - \varepsilon)/\mathcal{I}_x \), and so the iterates \( V^k \) are included for all \( k < 2N\mathcal{I}_x \). The orbit \( V^k \) is elliptic with:

\[
\theta^k_v = \frac{k}{\mathcal{I}_x} - \frac{\varepsilon k}{2\mathcal{I}_x(1 - \varepsilon)}, \quad \mu_{CZ}(V^k) = 2\left\lceil \frac{k}{\mathcal{I}_x} \right\rceil - 1.
\]

**Orbits over \( e \):** Let \( E \) denote the embedded Reeb orbit of \( \lambda_{P^*} \) in \( S^3/\mathbb{P}^* \) which projects to \( e \in S^2/\mathbb{P} \). By a similar study of the orbit \( h \) of Lemma 3.1, one sees that \( A(E^k) = k\pi/2 \), so the iterates \( E^k \) are included for all \( k < 4N \). Like the dihedral Reeb orbit \( h, E \) is negative hyperbolic with \( \mu_{CZ}(E) = 1 \), thus \( \mu_{CZ}(E^k) = k \). The even iterates of \( E \) are bad Reeb orbits.

**Orbits over \( f \):** Let \( F \) denote the embedded Reeb orbit of \( \lambda_{P^*} \) in \( S^3/\mathbb{P}^* \) which projects to \( f \in S^2/\mathbb{P} \). One computes that \( A(F^k) = k\pi(1 + \varepsilon)/Z \), and so the iterates \( F^k \) are included for all \( k < 6N \). The orbit \( F^k \) is elliptic with:

\[
\theta^k_f = \frac{k}{3} + \frac{\varepsilon k}{6(1 + \varepsilon)}, \quad \mu_{CZ}(F^k) = 2\left\lceil \frac{k}{3} \right\rceil + 1 = 2\left\lceil \frac{k}{3} \right\rceil + 1.
\]

Lemma 3.3 produces the sequence \( (\varepsilon_N)^\infty_{N=1} \). Define the sequence of 1-forms \( (\lambda_N)^\infty_{N=1} \) on \( S^3/\mathbb{P}^* \) by \( \lambda_N := \lambda_{P^*vN} \).
Summary. (Polyhedral data). We have

$$\mu_{\text{CZ}}(\mathcal{V}^k) = 2\left\lceil \frac{k}{3} \right\rceil - 1, \quad \mu_{\text{CZ}}(\mathcal{E}^k) = k, \quad \mu_{\text{CZ}}(\mathcal{F}^k) = 2\left\lfloor \frac{k}{3} \right\rfloor + 1,$$

(3.5)

$$\mathcal{A}(\mathcal{V}^k) = \frac{k\pi(1 - \varepsilon)}{3}, \quad \mathcal{A}(\mathcal{E}^k) = \frac{k\pi}{2}, \quad \mathcal{A}(\mathcal{F}^k) = \frac{k\pi(1 + \varepsilon)}{3}.\quad (3.6)$$

| Grading | Index | Orbits | $c_i$ |
|---------|-------|--------|------|
| 0       | 1     | $\mathcal{V}, \ldots, \mathcal{V}^{\mathcal{F}_P}, \mathcal{E}, \mathcal{F}, \mathcal{F}^2$ | $m - 1$ |
| 1       | 2     | $\mathcal{E}^2$ | $1$ |
| 2       | 3     | $\mathcal{V}^{\mathcal{F}_P + 1}, \ldots, \mathcal{V}^{\mathcal{F}_P^3}, \mathcal{F}^3, \mathcal{F}^4, \mathcal{F}^5$ | $m$ |
| :      | :     | :      | : |
| $4N - 4$ | $4N - 3$ | $\mathcal{V}^{(2N - 2)\mathcal{F}_P + 1}, \ldots, \mathcal{V}^{(2N - 1)\mathcal{F}_P}, \mathcal{E}^{4N - 3}, \mathcal{F}^{6N - 6}, \mathcal{F}^{6N - 5}, \mathcal{F}^{6N - 4}$ | $m$ |
| $4N - 3$ | $4N - 2$ | $\mathcal{E}^{4N - 2}$ | $1$ |
| $4N - 2$ | $4N - 1$ | $\mathcal{V}^{(2N - 1)\mathcal{F}_P + 1}, \ldots, \mathcal{V}^{2N\mathcal{F}_P - 1}, \mathcal{E}^{4N - 1}, \mathcal{F}^{6N - 3}, \mathcal{F}^{6N - 2}, \mathcal{F}^{6N - 1}$ | $m - 1$ |

Table 6: Reeb orbits of $\mathcal{P}^{L_N}(\lambda_{\mathbb{P}}^*, \varepsilon_N)$ and their Conley Zehnder indices

None of the orbits in the first two rows of Table 6 are contractible, so $\lambda_N = \lambda_{\mathbb{P}^*, \varepsilon_N}$ is $L_N$-dynamically convex and so by [HN16, Theorem 1.3], a generic choice $J_N \in \mathcal{J}(\lambda_N)$ provides a well defined filtered chain complex, yielding the isomorphism of $\mathbb{Z}$-graded vector spaces

$$CH_*^{L_N}(S^3/\mathbb{P}^*, \lambda_N, J_N) \cong \bigoplus_{i=0}^{2N-1} \mathbb{Q}^{m-2}[2i] \oplus \bigoplus_{i=0}^{2N-2} H_*(S^2; \mathbb{Q})[2i]$$

$$= \begin{cases} \mathbb{Q}^{m-1} & \text{if } \ast = 0, 4N - 2 \\ \mathbb{Q}^{m} & \text{if } \ast = 2i, 0 < i < 2N - 1 \\ 0 & \text{else} \end{cases}$$

This follows from investigating the good contributions to $c_i$, which is 0 for odd $i$, implying $\partial^{L_N} = 0$. This proves Theorem 1.2 in the polyhedral case because $|\text{Conj}(\mathbb{P}^*)| = m$, after appealing to Theorem 4.1, which permits taking a direct limit over inclusions of these groups.

4 Direct limits of filtered cylindrical contact homology

In the previous section we computed the action filtered cylindrical contact homology of the links of the simple singularities. For any finite, nontrivial subgroup $G \subset SU(2)$, we have a

9One hypothesis of [HN16, Th. 1.3] requires that all contractible Reeb orbits $\gamma$ satisfying $\mu_{\text{CZ}}(\gamma) = 3$ must be embedded. This fails in our case by considering the contractible $\mathcal{V}^{2\mathcal{F}_P}$, which is not embedded yet satisfies $\mu_{\text{CZ}}(\mathcal{V}^{2\mathcal{F}_P}) = 3$. See Lemma 4.15 for an explanation of why we do not need this additional hypothesis.
holds, then the map Φ, defined on generators γ completes symplectic cobordism.

Theorem 4.1. A generic exact completed symplectic cobordism \((X, \lambda, J)\) from \((S^3/G, \lambda_N, J_N)\) to \((S^3/G, \lambda_M, J_M)\), for \(N \leq M\), induces a well defined chain map between filtered chain complexes. The induced maps on homology \(\Psi^N_M : CH_*^{L_N}(S^3/G, \lambda_N, J_N) \to CH_*^{L_M}(S^3/G, \lambda_M, J_M)\) may be identified with the standard inclusions

\[
\bigoplus_{i=0}^{2N-1} \mathbb{Q}^{m-2}[2i] \oplus \bigoplus_{i=0}^{2N-2} H_*(S^2; \mathbb{Q})[2i] \leftrightarrow \bigoplus_{i=0}^{2M-1} \mathbb{Q}^{m-2}[2i] \oplus \bigoplus_{i=0}^{2M-2} H_*(S^2; \mathbb{Q})[2i]
\]

and form a directed system of graded \(\mathbb{Q}\)-vector spaces over \(\mathbb{N}\).

The most involved step in the proof of Theorem 4.1 is establishing compactness of the 0-dimensional moduli spaces; this is shown in Section 4.1 via the study of free homotopy classes of Reeb orbits in Section 4.2. We will make use of the following notation.

sequence \((L_N, \lambda_N, J_N)_{N=1}^\infty\), where \(L_N \to \infty\) monotonically in \(\mathbb{R}\), \(\lambda_N\) is an \(L_N\)-dynamically convex contact form on \(S^3/G\) with kernel \(\xi_G\), and \(J_N \in \mathcal{J}(\lambda_N)\) is generically chosen so that

\[
CH_*^{L_N}(S^3/G, \lambda_N, J_N) \cong \bigoplus_{i=0}^{2N-1} \mathbb{Q}^{m-2}[2i] \oplus \bigoplus_{i=0}^{2N-2} H_*(S^2; \mathbb{Q})[2i],
\]

where \(m = |\text{Cong}(G)|\). For \(N \leq M\), there is a natural inclusion of the vector spaces on the right hand side of (4.1).

This section establishes Theorem 4.1, yielding that exact symplectic cobordisms induce well-defined maps on filtered homology, which can be identified with these inclusions, which completes the proof of Theorem 1.2 as

\[
\lim_N CH_*^{L_N}(S^3/G, \lambda_N, J_N) \cong \bigoplus_{i \geq 0} \mathbb{Q}^{m-2}[2i] \oplus \bigoplus_{i \geq 0} H_*(S^2; \mathbb{Q})[2i].
\]

We first explain the cobordisms and the maps they induce. An exact symplectic cobordism is a compact symplectic manifold with boundary \(\overline{X}\), equipped with a Liouville form \(\lambda\). The exact symplectic form \(d\lambda\) orients \(\overline{X}\) and, given contact manifolds \((Y_{\pm}, \lambda_{\pm})\), we say that \(\overline{X}\) is an exact symplectic cobordism from \((Y_+, \lambda_+)\) to \((Y_-, \lambda_-)\) if both \(\partial \overline{X} = Y_+ \sqcup Y_-\) as oriented manifolds and \(\lambda_+|_{Y_-} = \lambda_-\). For a generic cobordism compatible almost complex structure \(J\) on the completed symplectic cobordism \(X\), matching \(J_\pm \in \mathcal{J}(\lambda_\pm)\) on the positive and negative ends, respectively, one desires that the moduli spaces of Fredholm index zero \(J\)-holomorphic cylinders in \(X\), denoted \(\mathcal{M}_0^J(\gamma_+, \gamma_-)\), are compact 0-manifolds for \(\gamma_\pm \in \mathcal{P}_\text{good}(\lambda_\pm)\). If this holds, then the map \(\Phi\), defined on generators \(\gamma_\pm \in \mathcal{P}_\text{good}(\lambda_\pm)\) by

\[
\Phi : CC_*(Y_+, \lambda_+, J_+) \to CC_*(Y_-, \lambda_-, J_-), \quad \langle \Phi(\gamma_+), \gamma_- \rangle := \sum_{u \in \mathcal{M}_0^J(\gamma_+, \gamma_-)} \epsilon(u) \frac{m(\gamma_+)}{m(u)},
\]

is well defined, because the sums are finite. That \(\Phi\) is a chain map follows from a careful analysis of the moduli spaces of index 1 cylinders that appear in these completed cobordisms. These chain maps induce continuation homomorphisms on the cylindrical contact homology groups. Our main result in Section 4 is the following:

\[
\Phi : CC_*(Y_+, \lambda_+, J_+) \to CC_*(Y_-, \lambda_-, J_-), \quad \langle \Phi(\gamma_+), \gamma_- \rangle := \sum_{u \in \mathcal{M}_0^J(\gamma_+, \gamma_-)} \epsilon(u) \frac{m(\gamma_+)}{m(u)},
\]
Notation 4.2. For $\gamma_+ \in \mathcal{P}^L_N(\lambda_N)$ and $\gamma_- \in \mathcal{P}^L_M(\lambda_M)$, we write $\gamma_+ \sim \gamma_-$ whenever $m(\gamma_+) = m(\gamma_-)$ and both orbits project to the same orbifold point under $p$. If either condition does not hold, we write $\gamma_+ \not\sim \gamma_-$. Note that $\sim$ defines an equivalence relation on the disjoint union $\bigsqcup_{N \in \mathbb{N}} \mathcal{P}^L_N(\lambda_N)$. If $\gamma$ is contractible in $S^3/G$, then we write $[\gamma] = 0$ in $[S^1, S^3/G]$.

The proof of Theorem 4.1 is as follows. Automatic transversality will be used in Corollary 4.6 to prove that $\mathcal{M}_0^J(\gamma_+, \gamma_-)$ is a 0-dimensional manifold. By Proposition 4.5, $\mathcal{M}_0^J(\gamma_+, \gamma_-)$ will be shown to be compact. From this, one concludes that $\mathcal{M}_0^J(\gamma_+, \gamma_-)$ is a finite set for $\gamma_+ \in \mathcal{P}^L_N(\lambda_N)$ and $\gamma_- \in \mathcal{P}^L_M(\lambda_M)$.

Thus for $N \leq M$, we have the well-defined chain map:

$$\Phi^M_N : (CC^*_L(S^3/G, \lambda_N), \partial^L_N) \to (CC^*_L(S^3/G, \lambda_M, J_M), \partial^L_M).$$

If $\gamma_+ \sim \gamma_-$, then by the implicit function theorem, the weighted count $\langle \Phi^M_N(\gamma_+), \gamma_- \rangle$ of $\mathcal{M}_0^J(\gamma_+, \gamma_-)$ is a finite set of cylinders in $X$, equals that of $\mathcal{M}_0^J(\gamma_+, \gamma_+)$ and that of $\mathcal{M}_0^J(\gamma_-, \gamma_-)$, the moduli spaces of cylinders in the symplectizations of $\lambda_N$ and $\lambda_M$, which is known to be 1, given by the contribution of a single trivial cylinder. If $\gamma_+ \not\sim \gamma_-$, then Corollary 4.6 will imply that $\mathcal{M}_0^J(\gamma_+, \gamma_-)$ is empty, and so $\langle \Phi^M_N(\gamma_+), \gamma_- \rangle = 0$. Ultimately we conclude that, given $\gamma_+ \in \mathcal{P}^L_N(\lambda_N)$, our chain map $\Phi^M_N$ takes the form $\Phi^M_N(\gamma_+) = \gamma_-$.

We let $\iota^M_N$ denote the chain map given by the inclusion of subcomplexes,

$$\iota^M_N : (CC^*_L(S^3/G, \lambda_M, J_M), \partial^L_N) \hookrightarrow (CC^*_L(S^3/G, \lambda_M, J_M), \partial^L_M).$$

The composition $\iota^M_N \circ \Phi^M_N$ is a chain map. Let $\Psi^M_N$ denote the map on homology induced by this composition, that is, $\Psi^M_N = (\iota^M_N \circ \Phi^M_N)_*$. We see that

$$\Psi^M_N : CH^*_L(S^3/G, \lambda_N, J_N) \to CH^*_L(S^3/G, \lambda_M, J_M)$$

satisfies $\Psi^M_N([\gamma_+]) = [\gamma_-]$ whenever $\gamma_+ \sim \gamma_-$. and thus $\Psi^M_N$ takes the form of the standard inclusions after making the identifications (4.1).

### 4.1 Holomorphic buildings in cobordisms

A **holomorphic building** $B$ is a tuple $(u_1, u_2, \ldots, u_n)$, where each $u_i$ is a potentially disconnected holomorphic curve in a completed (exact) symplectic cobordism equipped with a cobordism compatible almost complex structure. The curve $u_i$ is the $i$th level of $B$. Each $u_i$ has a set of positive (resp. negative) ends which are positively (resp. negatively) asymptotic to a set of Reeb orbits. For $i \in \{1, \ldots, n - 1\}$, there is a bijection between the negative ends of $u_i$ and the positive ends of $u_{i+1}$, such that paired ends are asymptotic to the same Reeb orbit. The height of $B$ is $n$. The **positive ends** of $B$ are given by the positive ends of $u_1$ and the **negative ends** of $B$ are given by the negative ends of $u_n$. The **genus** of $B$ is the genus of the Riemann surface $S$ obtained by attaching ends of the domains of the $u_i$ to those of $u_{i+1}$ according to the bijections; $B$ is **connected** if $S$ is connected. The **index** of $B$ is $\text{ind}(B) := \sum_{i=1}^{n-1} \text{ind}(u_i)$.

All buildings that we consider will have at most one level in a nontrivial exact symplectic cobordism, with the rest in a symplectization. Unless otherwise stated, we require that no level of $B$ be solely given in terms of a union of trivial cylinders in a symplectization, e.g. $B$ is without trivial levels.
**Remark 4.3.** The index of a connected genus 0 building $B$ with one positive end at $\alpha$, and with $k$ negative ends at $\beta_1, \ldots \beta_k$, is given by:

$$\text{ind}(B) = k - 1 + \mu_{CZ}(\alpha) - \sum_{i=1}^{k} \mu_{CZ}(\beta_i).$$

(4.2)

This fact follows from an inductive argument applied to the height of $B$.

The following proposition considers the relationships between the Conley Zehnder indices and actions of a pair of Reeb orbits representing the same free homotopy class in $[S^1, S^3/G]$.

**Proposition 4.4.** Suppose $[\gamma_+] = [\gamma_-] \in [S^1, S^3/G]$ for $\gamma_+ \in P^L_N(\lambda_N)$ and $\gamma_- \in P^L_M(\lambda_M)$.

(a) If $\mu_{CZ}(\gamma_+) = \mu_{CZ}(\gamma_-)$ then $\gamma_+ \sim \gamma_-$. \\
(b) If $\mu_{CZ}(\gamma_+) < \mu_{CZ}(\gamma_-)$ then $A(\gamma_+) < A(\gamma_-)$.

The proof of Proposition 4.4 is postponed to Section 4.2, where we will show that it holds for cyclic, dihedral, and polyhedral groups $G$ (Lemmas 4.7, 4.8, and 4.13). For any exact symplectic cobordism $(X, \lambda, J)$, Proposition 4.4 (a) implies that $M_0^\mu(\gamma_+, \gamma_-)$ is empty whenever $\gamma_+ \sim \gamma_-$, and (b) crucially implies that there do not exist cylinders of negative Fredholm index in $X$. Using Proposition 4.4, we now prove a compactness argument:

**Proposition 4.5.** Fix $N < M$, $\gamma_+ \in P^L_N(\lambda_N)$, and $\gamma_- \in P^L_M(\lambda_M)$. For $n_+ \in \mathbb{Z}_{\geq 0}$, consider a connected, genus zero building $B = (u_{n_+}, \ldots, u_0, \ldots, u_{-n_-})$, where $u_i$ is in the symplectization of $\lambda_N$ for $i > 0$, $u_i$ is in the symplectization of $\lambda_M$ for $i < 0$, and $u_0$ is in a generic, completed, exact symplectic cobordism $(X, \lambda, J)$ from $(\lambda_N, J_N)$ to $(\lambda_M, J_M)$. If $\text{ind}(B) = 0$, with single positive puncture at $\gamma_+$ and single negative puncture at $\gamma_-$, then $n_+ = n_- = 0$ and $u_0 \in M_0^\mu(\gamma_+, \gamma_-)$.

**Proof.** This building $B$ provides the following sub-buildings, some of which may be empty:

- $B_+$, a building in the symplectization of $\lambda_N$, with no level consisting entirely of trivial cylinders, with one positive puncture at $\gamma_+$, $k + 1$ negative punctures at $\alpha_i \in P^L_N(\lambda_N)$, for $i = 0, \ldots, k$, with $[\alpha_i] = 0$ for $i > 0$, and $[\gamma_+] = [\alpha_0]$.
- $B_0$, a height 1 building in the cobordism with one positive puncture at $\alpha_0$, $l + 1$ negative punctures at $\beta_i \in P^L_M(\lambda_M)$, for $i = 0, \ldots, l$, with $[\beta_0] = 0$ for $i > 0$, and $[\alpha_0] = [\beta_0]$.
- $B_i$, a building with one positive end at $\alpha_i$, without negative ends, for $i = 1, \ldots, k$.
- $C_i$, with one positive end at $\beta_i$, without negative ends, for $i = 1, 2, \ldots, l$.
- $B_-$, a building in the symplectization of $\lambda_M$, with one positive puncture at $\beta_0$ and one negative puncture at $\gamma_-$. 
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Contractible Reeb orbits are shown in red, while Reeb orbits representing the free homotopy class $[γ_+]$ are shown in blue. Each sub-building is connected and has genus zero. Although no level of $B$ consists entirely of trivial cylinders, some of these sub-buildings may have entirely trivial levels in a symplectization. Note that $0 = \text{ind}(B)$ equals the sum of indices of the above buildings. Write $0 = \text{ind}(B) = U + V + W$, where

$$U := \text{ind}(B_+) + \sum_{i=1}^{k} \text{ind}(B_i), \quad V := \text{ind}(B_0) + \sum_{i=1}^{l} \text{ind}(C_i), \quad \text{and} \quad W := \text{ind}(B_-).$$

We will first argue that $U$, $V$, and $W \geq 0$.

To see $U \geq 0$, apply the index formula (4.2) to each summand to compute $U = μ_{CZ}(γ_+) - μ_{CZ}(α_0)$. If $U < 0$, then Proposition 4.4 (b) implies $A(γ_+) < A(α_0)$, which would violate the fact that action decreases along holomorphic buildings. We must have that $U \geq 0$.

To see $V \geq 0$, again apply the index formula (4.2) to find $V = μ_{CZ}(α_0) - μ_{CZ}(β_0)$. Suppose $V < 0$. Now Proposition 4.4 (b) implies $A(α_0) < A(β_0)$, contradicting the decrease of action.

To see $W \geq 0$, consider that either $B_-$ consists entirely of trivial cylinders, or it doesn’t. In the former case $W = 0$. In the latter case, [HN16, Prop. 2.8] implies that $W > 0$.

Because $0$ is written as the sum of three non-negative integers, we conclude that $U = V = W = 0$. We will combine this fact with Proposition 4.4 to conclude that $B_\pm$ are empty buildings and that $B_0$ is a cylinder, concluding the proof.

Note that $U = 0$ implies $μ_{CZ}(γ_+) = μ_{CZ}(α_0)$. Because $[γ_+] = [α_0]$, Proposition 4.4 (a) implies that $γ_+ \sim α_0$. This is enough to conclude $γ_+ = α_0 ∈ P(λ_N)$. And importantly, $A(γ_+) = A(α_0)$. Noting that $A(γ_+) ≥ ∑_{i=0}^{k} A(α_i)$ (again, by decrease of action), we must have that $k = 0$ and that this inequality is an equality. Thus, the buildings $B_i$ are empty for $i \neq 0$, and the building $B_+$ has index 0 with only one negative end, $α_0$. If $B_+$ has some nontrivial levels then [HN16, Prop. 2.8] implies $0 = \text{ind}(B_+) > 0$. Thus, $B_+$ consists only of trivial levels. Because $B_+$ has no trivial levels, it is empty, and $n_+ = 0$.

Similarly, $V = 0$ implies $μ_{CZ}(α_0) = μ_{CZ}(β_0)$. Again, because $[α_0] = [β_0]$, Proposition 4.4 (a) implies that $α_0 \sim β_0$. Although we cannot write $α_0 = β_0$, we can conclude that the difference $A(α_0) - A(β_0)$ may be made arbitrarily small, by rescaling $\{εK\}_{K=1}^∞$ by some $c ∈ (0, 1)$. Thus, the inequality $A(α_0) ≥ ∑_{i=0}^{l} A(β_i)$ forces $l = 0$, implying that each $C_i$ is empty, and that $B_0$ has a single negative puncture at $β_0$, i.e. $B_0 = (u_0)$ for $u_0 ∈ M^4_0(α_0, β_0)$.

Finally, we consider our index 0 building $B_-$ in the symplectization of $λ_M$, with one positive end at $β_0$ and one negative end at $γ_-$. Again, [HN16, Prop. 2.8] tells us that if $B_-$ has nontrivial levels, then $\text{ind}(B_-) > 0$. Thus, all levels of $B_-$ must be trivial (this implies $β_0 = γ_-$.). However, because the $B_i$ and $C_j$ are empty, a trivial level of $B_-$ is a trivial level of $B$ itself, contradicting our hypothesis on $B$. Thus, $B_-$ is empty and $n_- = 0$.

**Corollary 4.6.** The moduli space $M^4_0(γ_+, γ_-)$ is a compact, 0-dimensional manifold for generic $J$, where $γ_+ ∈ P^{λ_N}(α_N)$ and $γ_- ∈ P^{λ_M}(α_M)$ are good, and $N < M$. Furthermore, $M^4_0(γ_+, γ_-)$ is empty if $γ_+ \sim γ_-$.  

**Proof.** To prove regularity of the cylinders $u ∈ M^4_0(γ_+, γ_-)$, we invoke automatic transversality ([W10, Thm. 1]), providing regularity of all such $u$, because the inequality

$$0 = \text{ind}(u) > 2b - 2 + 2g(u) + h_+(u) = -2$$
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holds. Here, $b = 0$ is the number of branched points of $u$ over its underlying somewhere injective cylinder, $g(u) = 0$ is the genus of the curve, and $h_+(u)$ is the number of ends of $u$ asymptotic to positive hyperbolic Reeb orbits. Because good Reeb orbits in $\mathcal{P}^{L_N}(\lambda_N)$ and $\mathcal{P}^{LM}(\lambda_M)$ are either elliptic or negative hyperbolic, we have that $h_+(u) = 0$. To prove compactness of the moduli spaces, note that a sequence in $\mathcal{M}_0^d(\gamma_+, \gamma_-)$ has a subsequence converging in the sense of [BEHWZ03] to a building with the properties detailed in Proposition 4.5. Proposition 4.5 proves that such an object is single cylinder in $\mathcal{M}_0^d(\gamma_+, \gamma_-)$, proving compactness of $\mathcal{M}_0^d(\gamma_+, \gamma_-)$. Finally, by Proposition 4.4 (a), the existence of $u \in \mathcal{M}_0^d(\gamma_+, \gamma_-)$ implies that $\gamma_+ \sim \gamma_-$. Thus, $\gamma_+ \sim \gamma_-$ implies that $\mathcal{M}_0^d(\gamma_+, \gamma_-)$ is empty.

4.2 Homotopy classes of Reeb orbits and proof of Proposition 4.4

Proposition 4.4 was key in arguing compactness of $\mathcal{M}_0^d(\gamma_+, \gamma_-)$. To prove Proposition 4.4, we will make use of a bijection $[S^1, S^3/G] \cong \text{Conj}(G)$ to identify the free homotopy classes represented by orbits in $S^3/G$ in terms of $G$. A loop in $S^3/G$ is a map $\gamma : [0, T] \rightarrow S^3/G$, satisfying $\gamma(0) = \gamma(T)$. Selecting a lift $\bar{\gamma} : [0, T] \rightarrow S^3$ of $\gamma$ to $S^3$ determines a unique $g \in G$, for which $g \cdot \bar{\gamma}(0) = \bar{\gamma}(T)$. The map $[\gamma] \in [S^1, S^3/G] \mapsto [g] \in \text{Conj}(G)$ is well defined, bijective, and respects iterations; that is, if $[\gamma] \cong [g]$, then $[\gamma^m] \cong [g^m]$ for $m \in \mathbb{N}$.

4.2.1 Cyclic subgroups

We may assume that $G = \langle g \rangle \cong \mathbb{Z}_n$, where $g$ is the diagonal matrix $g = \text{Diag}(\epsilon, 1)$, and $\epsilon := \exp(2\pi i/n) \in \mathbb{C}$. We have $\text{Conj}(G) = \{[g^m] : 0 \leq m < n\}$, each class is a singleton because $G$ is abelian. We select explicit lifts $\bar{\gamma}_s$ and $\bar{\gamma}_a$ of $\gamma_s$ and $\gamma_a$ to $S^3$ given by:

$$\bar{\gamma}_a(t) = (e^{it}, 0), \quad \text{and} \quad \bar{\gamma}_s(t) = (0, e^{it}), \quad \text{for} \quad t \in [0, 2\pi/n].$$

Because $g \cdot \bar{\gamma}_a(0) = \bar{\gamma}_a(2\pi/n)$, $[\gamma_a] \cong [g]$, and thus $[\gamma_a^m] \cong [g^m]$ for $m \in \mathbb{N}$. Similarly, because $g^{n-1} \cdot \bar{\gamma}_s(0) = \bar{\gamma}_s(2\pi/n)$, $[\gamma_s] \cong [g^{n-1}] = [g^{-1}]$, and thus $[\gamma_s^m] \cong [g^{-m}]$ for $m \in \mathbb{N}$.

| Class | Represented orbits |
|-------|-------------------|
| $[g^m]$, for $0 \leq m < n$ | $\gamma_s^{m+kn}$, $\gamma_a^{n-m+kn}$ |

Lemma 4.7. Suppose $[\gamma_+] = [\gamma_-] \in [S^1, S^3/\mathbb{Z}_n]$ for $\gamma_+ \in \mathcal{P}^{L_N}(\lambda_N)$ and $\gamma_- \in \mathcal{P}^{LM}(\lambda_M)$.

(a) If $\mu_{\text{CZ}}(\gamma_+) = \mu_{\text{CZ}}(\gamma_-)$ then $\gamma_+ \sim \gamma_-$.  
(b) If $\mu_{\text{CZ}}(\gamma_+) < \mu_{\text{CZ}}(\gamma_-)$ then $\mathcal{A}(\gamma_+) < \mathcal{A}(\gamma_-)$.

Proof. Write $[\gamma_+] \cong [g^m]$, for some $0 \leq m < n$. To prove (a), assume $\mu_{\text{CZ}}(\gamma_+) = \mu_{\text{CZ}}(\gamma_-)$. Recall the Conley Zehnder index formulas (3.2) from Section 3.1:

$$\mu_{\text{CZ}}(\gamma_s^k) = 2\left\lfloor \frac{2k}{n} \right\rfloor - 1, \quad \mu_{\text{CZ}}(\gamma_a^k) = 2\left\lfloor \frac{2k}{n} \right\rfloor + 1. \quad (4.3)$$

We first argue that $\gamma_\pm$ both project to the same orbifold point. To see why, note that an iterate of $\gamma_n$ representing the same homotopy class as an iterate of $\gamma_s$ cannot share the same Conley Zehnder indices, as the equality $\mu_{\text{CZ}}(\gamma_s^{m+kn}) = \mu_{\text{CZ}}(\gamma_s^{n-m+k2n})$ implies, by (4.3), that
$2\lfloor \frac{2m}{n} \rfloor + 1 = 2 + 2k_2 - 2k_1$. This equality cannot hold because the left hand side is odd while the right hand side is even. So, without loss of generality, suppose both $\gamma_\pm$ are iterates of $\gamma_n$. Then we must have that $\gamma_\pm = \gamma_n^{m+k\pm n}$. Again by (4.3), the equality $\mu_{\text{CZ}}(\gamma_+) = \mu_{\text{CZ}}(\gamma_-)$ implies $k_+ = k_-$ and thus $\gamma_+ \sim \gamma_-$. 

To prove (b), we suppose $\mu_{\text{CZ}}(\gamma_+) < \mu_{\text{CZ}}(\gamma_-)$. Recall the action formulas (3.1) from Section 3.1:

$$A(\gamma_\pm^k) = \frac{2\pi k(1 - \varepsilon)}{n}, \quad A(\gamma_n^k) = \frac{2\pi k(1 + \varepsilon)}{n}.$$  (4.4)

If both $\gamma_\pm$ project to the same point, then $m(\gamma_+) < m(\gamma_-)$, because the Conley Zehnder index is a non-decreasing function of the multiplicity, and thus, $A(\gamma_+) < A(\gamma_-)$. In the case that $\gamma_\pm$ project to different orbifold points there are two possibilities for the pair $(\gamma_+, \gamma_-)$:

**Case 1**: $(\gamma_+, \gamma_-) = (\gamma_n^{m+nk_+}, \gamma_n^{n-m+nk_-})$. By (4.4),

$$A(\gamma_-) - A(\gamma_+) = x + \delta, \quad \text{where} \quad x = 2\pi\left(1 + k_- - k_+ - \frac{2m}{n}\right)$$

and $\delta$ can be made arbitrarily small, independent of $m$, $n$, and $k_\pm$. Thus, $0 < x$ would imply $A(\gamma_+) < A(\gamma_-)$, after reducing $\varepsilon_N$ and $\varepsilon_M$ if necessary. By (4.3), the inequality $\mu_{\text{CZ}}(\gamma_+) < \mu_{\text{CZ}}(\gamma_-)$ yields

$$k_+ + \left\lfloor \frac{2m}{n} \right\rfloor \leq k_-.$$  (4.5)

If $2m < n$, then $\lfloor \frac{2m}{n} \rfloor = 0$ and (4.5) implies $k_+ \leq k_-$. Now we see that

$$x = 2\pi\left(1 + k_- - k_+ - \frac{2m}{n}\right) \geq 2\pi\left(1 - \frac{2m}{n}\right) > 0,$$

thus $A(\gamma_+) < A(\gamma_-)$. If $2m \geq n$, then $\lfloor \frac{2m}{n} \rfloor = 1$ and (4.5) implies $k_+ + 1 \leq k_-$. Now we see that

$$x = 2\pi\left(1 + k_- - k_+ - \frac{2m}{n}\right) \geq 2\pi\left(2 - \frac{2m}{n}\right) > 0,$$

hence $A(\gamma_+) < A(\gamma_-)$.

**Case 2**: $(\gamma_+, \gamma_-) = (\gamma_n^{n-m+nk_+}, \gamma_n^{m+nk_-})$. By (4.4),

$$A(\gamma_-) - A(\gamma_+) = x + \delta, \quad \text{where} \quad x = 2\pi\left(2m + k_- - k_+ - 1\right)$$

and $\delta$ is a small positive number. Thus, $0 \leq x$ would imply $A(\gamma_+) < A(\gamma_-)$. Applying (4.3), $\mu_{\text{CZ}}(\gamma_+) < \mu_{\text{CZ}}(\gamma_-)$ yields

$$k_+ - \left\lfloor \frac{2m}{n} \right\rfloor < k_-.$$  (4.6)

If $2m < n$, then $\lfloor \frac{2m}{n} \rfloor = 0$ and (4.6) implies $k_+ + 1 \leq k_-$. Now we see that

$$x = 2\pi\left(\frac{2m}{n} + k_- - k_+ - 1\right) \geq 2\pi\left(2m/n\right) \geq 0,$$
thus $A(\gamma_+) < A(\gamma_-)$. If $2m \geq n$, then $\lfloor \frac{2m}{n} \rfloor = 1$ and (4.6) implies $k_+ \leq k_-$. Now we see that
\[
x = 2\pi \left( \frac{2m}{n} + k_- - k_+ - 1 \right) \geq 2\pi \left( \frac{2m}{n} - 1 \right) \geq 0,
\]
thus $A(\gamma_+) < A(\gamma_-)$. \qed

4.2.2 Binary dihedral groups $\mathbb{D}_{2n}^*$

The nonabelian group $\mathbb{D}_{2n}^*$ has $4n$ elements and has $n + 3$ conjugacy classes. For $0 < m < n$, the conjugacy class of $A^m$ is $[A^m] = \{A^m, A^{2n-m}\}$ (see Section 3.2 for notation). Because $-\text{Id}$ generates the center, we have $[-\text{Id}] = \{-\text{Id}\}$. We also have the conjugacy class $[\text{Id}] = \{\text{Id}\}$. The final two conjugacy classes are
\[
[B] = \{B, A^2B, \ldots, A^{2n-2}B\}, \quad [AB] = \{AB, A^3B, \ldots, A^{2n-1}B\}.
\]

Note that $B^{-1} = B^3 = -B = A^nB$ is conjugate to $B$ if and only if $n$ is even. Table 7 records lifts of our three embedded Reeb orbits, $e_-, h$, and $e_+$, to paths $\tilde{\gamma}$ in $S^3$, along with the group element $g \in \mathbb{D}_{2n}^*$ satisfying $g \cdot \tilde{\gamma}(0) = \tilde{\gamma}(T)$.

| $\tilde{\gamma}$ | $S^3$ expression | interval | $g \in \mathbb{D}_{2n}^*$ |
|----------------|------------------|----------|------------------|
| $\tilde{e}_-(t)$ | $t \mapsto \frac{e^{it}}{\sqrt{2}} \cdot (1, -ie)$ | $t \in [0, \frac{\pi}{2}]$ | $AB$ |
| $\tilde{h}(t)$ | $t \mapsto \frac{e^{it}}{\sqrt{2}} \cdot (e^{i\pi/4}, -e^{i\pi/4})$ | $t \in [0, \frac{\pi}{2}]$ | $B$ |
| $\tilde{e}_+(t)$ | $t \mapsto (e^{it}, 0)$ | $t \in [0, \frac{\pi}{n}]$ | $A$ |

Table 7: Lifts of Dihedral Reeb orbits to $S^3$

The homotopy classes of $e_-$, $h$, and $e_+$ and their iterates are determined by this data and given in Table 8. We now prove Lemma 4.8, the dihedral case of Proposition 4.4.

| Free homotopy/conjugacy class | Represented orbits $(n$ even$)$ | Represented orbits $(n$ odd$)$ |
|-------------------------------|---------------------------------|---------------------------------|
| $[\text{Id}]$                | $e^{4k}, h^{4k}, e^{2nk}_+$    | $e^{4k}, h^{4k}, e^{2nk}_+$    |
| $[-\text{Id}]$               | $e^{2+4k}_-, h^{2+4k}_-, e^{n+2nk}_+-$ | $e^{2+4k}_-, h^{2+4k}_-, e^{n+2nk}_+-$ |
| $[A^m]$, for $0 < m < n$     | $e^{m+2nk}_+, e^{2n-m+2nk}_+$  | $e^{m+2nk}_+, e^{2n-m+2nk}_+$  |
| $[B]$                        | $h^{1+4k}, h^{3+4k}_+$         | $h^{1+4k}, e^{3+4k}_+$         |
| $[AB]$                       | $e^{1+4k}_-, e^{3+4k}_+$       | $e^{1+4k}_-, h^{3+4k}_+$       |

Table 8: Dihedral homotopy classes of Reeb orbits

**Lemma 4.8.** Suppose $[\gamma_+] = [\gamma_-] \in [S^1, S^3/\mathbb{D}_{2n}^*]$ for $\gamma_+ \in \mathcal{P}^{LN}(\lambda_N)$ and $\gamma_- \in \mathcal{P}^{LM}(\lambda_M)$.

(a) If $\mu_{CZ}(\gamma_+) = \mu_{CZ}(\gamma_-)$ then $\gamma_+ \sim \gamma_-$.  
(b) If $\mu_{CZ}(\gamma_+) < \mu_{CZ}(\gamma_-)$ then $\mathcal{A}(\gamma_+) < \mathcal{A}(\gamma_-)$. 
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Proof. We first prove (a). Recall the Conley Zehnder index formulas (3.3) from Section 3.2:

\[ \mu_{CZ}(e^k) = 2\left\lfloor \frac{k}{2} \right\rfloor - 1, \quad \mu_{CZ}(h^k) = k, \quad \mu_{CZ}(e^k_+) = 2\left\lfloor \frac{k}{n} \right\rfloor + 1. \quad (4.7) \]

By Table 8, there are five possible values of the class \([\gamma] \):

Case 1: \([\gamma] \cong \text{Id}\). Then \( \{\gamma\} \subseteq \{e_{2k}, h_{4k}, e_{n+2nk}^+ | k_i \in \mathbb{N}\} \). The Conley Zehnder index mod 4 of \( e_{2k}, h_{4k} \), or \( e_{n+2nk}^+ \) is \(-1, 0, 1\), respectively. Thus, \( \gamma \) must project to the same orbifold point. Now, because (1) \( \gamma \) are both type \( e_-, h \), or type \( e_+, \), and (2) share a homotopy class, \( \mu_{CZ}(\gamma_+) = \mu_{CZ}(\gamma_-) \) and (4.7) imply \( m(\gamma_+) = m(\gamma_-) \), thus \( \gamma_+ \sim \gamma_- \).

Case 2: \([\gamma] \cong [-\text{Id}]\). Then \( \{\gamma\} \subseteq \{e_{2+4k_1}, h_{2+4k_2}, e_{4+k_3}^+ | k_i \in \mathbb{N}\} \). The Conley Zehnder index mod 4 of \( e_{2+4k_1}, h_{2+4k_2}, e_{4+k_3}^+ \) is \(1, 2, 3\), respectively. By the reasoning as in the previous case, we obtain \( \gamma_+ \sim \gamma_- \).

Case 3: \([\gamma] \cong [A^m] \) for some \( 0 < m < n \). If \( \gamma_+ \sim \gamma_- \), then by Table 8 and (4.7), we must have \( k_1, k_2 \in \mathbb{Z} \) such that \( \mu_{CZ}(e_{2m+2nk_1}) = \mu_{CZ}(e_{2m+2nk_2}) \). This equation becomes \( \lfloor \frac{m}{n} \rfloor + \lceil \frac{m}{n} \rceil = 2(1 + k_2 - k_1) \). By the bounds on \( m \), the ratio \( \frac{m}{n} \) is not an integer, and so the quantity on the left hand side is odd, which is impossible. Thus, we must have \( \gamma_+ \sim \gamma_- \).

Case 4: \([\gamma] \cong [B] \). If \( n \) is even, then both \( \gamma \) are iterates of \( h \), and by (4.7), these multiplicities agree, so \( \gamma_+ \sim \gamma_- \). If \( n \) is odd and \( \gamma \) project to the same orbifold point, then their homotopy classes and Conley Zehnder indices agree, Table 8 and (4.7) imply their multiplicities must agree, so \( \gamma_+ \sim \gamma_- \). If they project to different orbifold points then \( 1 + 4k_+ = \mu_{CZ}(h^{1+4k}) = 2 + 3 + 4k_- \), which would imply \( 1 = 3 \mod 4 \), impossible.

Case 5: \([\gamma] \cong [AB] \). If \( n \) is even, then both \( \gamma \) are iterates of \( e_- \), and by (4.7), their multiplicities agree, thus \( \gamma_+ \sim \gamma_- \). If \( n \) is odd and \( \gamma_\) project to the same point, then \( \gamma_+ \sim \gamma_- \) for the same reasons as in Case 4. Thus \( \gamma_+ \sim \gamma_- \) implies \( 3 + 4k_+ = \mu_{CZ}(h^{3+4k}) = \mu_{CZ}(e_{1+4k}^-) = 1 + 4k_- \), impossible mod 4.

To prove (b), let \( \mu_{CZ}(\gamma_+) < \mu_{CZ}(\gamma_-) \). Recall the action formulas (3.4) from Section 3.2:

\[ A(e^k) = \frac{k\pi(1 - \varepsilon)}{2}, \quad A(h^k) = \frac{k\pi}{2}, \quad A(e^k_+) = \frac{k\pi(1 + \varepsilon)}{n}. \quad (4.8) \]

First, note that if \( \gamma \) project to the same orbifold critical point, then \( m(\gamma_+) < m(\gamma_-) \), because the Conley Zehnder index as a function of multiplicity of the iterate is non-decreasing. This implies \( A(\gamma_+) < A(\gamma_-) \), because the action strictly increases as a function of the iterate. We now prove (b) for pairs of orbits \( \gamma \) projecting to different orbifold critical points.

Case 1: \([\gamma] \cong \text{Id}\). Then \( \{\gamma\} \subseteq \{e_{2k}, h_{4k}, e_{n+2nk}^+ | k_i \in \mathbb{N}\} \). There are six combinations of the value of \( (\gamma_+, \gamma_-) \), whose index and action are compared using (4.7) and (4.8):

(i) \( \gamma_+ = e_{2k}^+ \) and \( \gamma_- = h_{4k}^- \). The inequality \( 4k_+ - 1 = \mu_{CZ}(\gamma_+) < \mu_{CZ}(\gamma_-) = 4k_- \) implies \( k_+ \leq k_- \). This verifies that \( A(\gamma_+) = 2\pi k_+ + (1 - \varepsilon) < 2\pi k_- = A(\gamma_-) \).

(ii) \( \gamma_+ = h_{4k}^+ \) and \( \gamma_- = e_{2k}^- \). The inequality \( 4k_+ = \mu_{CZ}(\gamma_+) < \mu_{CZ}(\gamma_-) = 4k_- - 1 \) implies \( k_+ < k_- \). This verifies that \( A(\gamma_+) = 2\pi k_+ < 2\pi k_- (1 - \varepsilon) = A(\gamma_-) \).
(iii) $\gamma_+ = e^{4k_+}$ and $\gamma_- = e^{-2nk_-}$. The inequality $4k_+ - 1 = \mu_{CZ}(\gamma_+) < \mu_{CZ}(\gamma_-) = 4k_- + 1$ implies $k_+ \leq k_-$. This verifies that $\mathcal{A}(\gamma_+) = 2\pi k_+(1 - \varepsilon_N) < 2\pi k_-(1 + \varepsilon_M) = \mathcal{A}(\gamma_-)$.

(iv) $\gamma_+ = e^{2nk_+}$ and $\gamma_- = e^{-4k_-}$. The inequality $4k_+ + 1 = \mu_{CZ}(\gamma_+) < \mu_{CZ}(\gamma_-) = 4k_- - 1$ implies $k_+ < k_-$. This verifies that $\mathcal{A}(\gamma_+) = 2\pi k_+(1 - \varepsilon_N) < 2\pi k_-(1 - \varepsilon_M) = \mathcal{A}(\gamma_-)$.

(v) $\gamma_+ = h^{4k_+}$ and $\gamma_- = e^{-2nk_-}$. The inequality $4k_+ + 1 = \mu_{CZ}(\gamma_+) < \mu_{CZ}(\gamma_-) = 4k_- + 1$ implies $k_+ \leq k_-$. This verifies that $\mathcal{A}(\gamma_+) = 2\pi k_+ < 2\pi k_-(1 + \varepsilon_M) = \mathcal{A}(\gamma_-)$.

(vi) $\gamma_+ = e^{2nk_+}$ and $\gamma_- = h^{4k_-}$. The inequality $4k_+ + 1 = \mu_{CZ}(\gamma_+) < \mu_{CZ}(\gamma_-) = 4k_- - 1$ implies $k_+ < k_-$. This verifies that $\mathcal{A}(\gamma_+) = 2\pi k_+(1 - \varepsilon_N) < 2\pi k_-(1 + \varepsilon_M) = \mathcal{A}(\gamma_-)$.

Case 2: $[\gamma_\pm] \cong [-\text{Id}]$. Then $\{\gamma_\pm\} \subset \{e^{2+4k_1}, h^{2+4k_2}, e^{n+2nk_3} \mid k_i \in \mathbb{Z}_{\geq 0}\}$. The possible values of $(\gamma_+, \gamma_-)$ and the arguments for $\mathcal{A}(\gamma_+) < \mathcal{A}(\gamma_-)$ are identical to the above case.

Case 3: $[\gamma_\pm] \cong [A^m]$ for $0 < m < n$ and both $\gamma_\pm$ are iterates of $e_+$, so (b) holds.

Case 4: $[\gamma_\pm] \cong [B]$. If $n$ is even, then both $\gamma_\pm$ are iterates of $h$, and so (b) holds. Otherwise, $n$ is odd and the pair $(\gamma_+, \gamma_-)$ is either $(e^{3+4k_+}, h^{1+4k_-})$ or $(h^{1+4k_+}, e^{3+4k_-})$. In the former case $\mu_{CZ}(\gamma_+) < \mu_{CZ}(\gamma_-)$ and (4.7) imply $k_+ < k_-$, so, by (4.8),

$$\mathcal{A}(\gamma_+) = \frac{3+4k_+}{2} < \frac{1}{1+4k_-} < \frac{3+4k_-}{2} = \mathcal{A}(\gamma_-).$$

In the latter case, $\mu_{CZ}(\gamma_+) < \mu_{CZ}(\gamma_-)$ and (4.7) imply $k_+ \leq k_-$, thus $\mathcal{A}(\gamma_+) = \frac{1}{1+4k_+} < \frac{3+4k_-}{2} = \mathcal{A}(\gamma_-)$ by (4.8).

Case 5: $[\gamma_\pm] \cong [AB]$. If $n$ is even, then both $\gamma_\pm$ are iterates of $e_-$, and so $\mathcal{A}(\gamma_+) < \mathcal{A}(\gamma_-)$ holds. Otherwise, $n$ is odd and the pair $(\gamma_+, \gamma_-)$ is either $(e^{1+4k_+}, h^{3+4k_-})$ or $(h^{3+4k_+}, e^{1+4k_-})$. If the former holds, then $\mu_{CZ}(\gamma_+) < \mu_{CZ}(\gamma_-)$ and (4.7) imply $k_+ < k_-$, and so, by (4.8),

$$\mathcal{A}(\gamma_+) = \frac{1}{1+4k_+} < \frac{3+4k_-}{2} = \mathcal{A}(\gamma_-).$$

If the latter holds, then $\mu_{CZ}(\gamma_+) < \mu_{CZ}(\gamma_-)$ and (4.7) imply $k_+ < k_-$, and so $\mathcal{A}(\gamma_+) = \frac{3+4k_+}{2} < \frac{1}{1+4k_-} < \mathcal{A}(\gamma_-)$ by (4.8). \qed

4.2.3 Binary polyhedral groups $T^*$, $O^*$, and $I^*$

We will describe the homotopy classes of the Reeb orbits in $S^3/\mathbb{P}^*$ using a more geometric point of view than in the dihedral case. If a loop $\gamma$ in $S^3/\mathbb{P}^*$ and $c \in \text{Conj}(G)$ satisfy $[\gamma] \cong c$, then the order of $\gamma$ in $\pi_1(S^3/\mathbb{P}^*)$ equals the group order of $c$, defined to be the order of any $g \in \mathbb{P}^*$ representing $c$. If $\gamma$ has order $k$ in the fundamental group and $c \in \text{Conj}(\mathbb{P}^*)$ is the only class with group order $k$, then we can immediately conclude that $[\gamma] \cong c$. Determining the free homotopy class of $\gamma$ via the group order is more difficult when there are multiple conjugacy classes of $\mathbb{P}^*$ with the same group order.

Tables 9, 10, and 11 provide notation for the distinct conjugacy classes of $T^*$, $O^*$, and $I^*$, along with their group orders. Our notation indicates when there exist multiple conjugacy classes featuring the same group order - the notation $P_{i,A}$ and $P_{i,B}$ provides labels for the two distinct conjugacy classes of $\mathbb{P}^*$ (for $P \in \{T, O, I\}$) of group order $i$. For $P \in \{T, O, I\}$, $P_{Id}$ and $P_{-Id}$ denote the singleton conjugacy classes $\{\text{Id}\}$ and $\{-\text{Id}\}$, respectively, and $P_i$ denotes the unique conjugacy class of group order $i$.

The conclusions of Remarks 4.9, 4.10, and 4.11 allow us to record the homotopy classes represented by any iterate of $V$, $E$, or $F$ in Tables 12, 13, and 14. We explain how the table is set up in the tetrahedral case: it must be true that $[V] \neq [F]$, otherwise taking the 2-fold iterate would violate Remark 4.10(i) so without loss of generality write $[V] \cong T_{6,A}$ and
\[ F \cong T_{6,B}, \text{ and similarly } V^2 \cong T_{3,A} \text{ and } [F^2] \cong T_{3,B}. \] By Remark 4.9(i), we must have that \([F^3] \cong T_{6,A}, [F^4] \cong T_{3,A}, \text{ and the } 4\text{-fold iterate of } V = [F^4] \text{ provides } V^4 = [F^2] \cong T_{3,B}, \text{ and the } 5\text{-fold iterate provides } V^5 = [F^3] \cong T_{6,B}, \text{ and we have resolved all ambiguity regarding the tetrahedral classes of group orders 6 and 3. Analogous arguments apply in the octahedral and icosahedral cases.}

**Remark 4.9.** Suppose \( p_1, p_2 \in \text{Fix}(\mathbb{P}) \subset S^2 \) are antipodal, i.e. \( p_1 = -p_2 \). Select \( z_i \in \mathbb{P}^{-1}(p_i) \subset S^3 \). The Hopf fibration \( \mathbb{P} \) has the property that \( \mathbb{P}(v_1) = -\mathbb{P}(v_2) \) in \( S^2 \) if and only if \( v_1 \) and \( v_2 \) are orthogonal vectors in \( \mathbb{C}^2 \), so \( z_1 \) and \( z_2 \) must be orthogonal. Now, \( p_i \) is either of vertex, edge, or face type, so let \( \gamma_i \) denote the orbit \( V, E, \) or \( F \), depending on this type of \( p_i \). Because \( p_1 \) and \( p_2 \) are antipodal, the order of \( \gamma_1 \) equals that of \( \gamma_2 \) in \( \pi_1(S^3/\mathbb{P}^*) \), call this order \( d \), and let \( T := \frac{2\pi}{d} \). Now, consider that the map

\[ \Gamma_1 : [0, T] \to S^3, \; t \mapsto e^{it} \cdot z_1 \]

is a lift of \( \gamma_1 \) to \( S^3 \). Thus, \( z_1 \) is an eigenvector with eigenvalue \( e^{iT} \) for some \( g \in \mathbb{P}^* \), and \( [\gamma_1] \cong [g] \) because \( g \cdot \Gamma_1(0) = \Gamma_1(T) \). Because \( g \) is special unitary, we must also have that \( z_2 \) is an eigenvector of \( g \) with eigenvalue \( e^{ik(2\pi-T)} = e^{ik(d-1)T} \). Now the map

\[ \Gamma_2^{d-1} : [0, (d-1)T] \to S^3, \; t \mapsto e^{it} \cdot z_2 \]

is a lift of \( \gamma_2^{d-1} \) to \( S^3 \). This provides \( g \cdot \Gamma_2^{d-1}(0) = \Gamma_2^{d-1}((d-1)T) \) which implies \( [\gamma_1] = [\gamma_2^{d-1}], \) as both are identified with \( [g] \). This means that

(i) \( [V] = [F^5], \text{ for } \mathbb{P}^* = \mathbb{T}^*, \)

(ii) \( [V] = [V^2], \text{ for } \mathbb{P}^* = \mathbb{O}^*, \)

(iii) \( [V] = [V^4], \text{ for } \mathbb{P}^* = \mathbb{I}^*. \)

**Remark 4.10.** Suppose, for \( i = 1, 2, \gamma_i \) is one of \( V, E, \) or \( F \), and suppose \( \gamma_1 \neq \gamma_2 \). Let \( d_i \) be the order of \( \gamma_i \) in \( \pi_1(S^3/\mathbb{P}^*) \), and select \( k_i \in \mathbb{N} \) for \( i = 1, 2 \). If \( \frac{2\pi k_1}{d_1} \equiv \frac{2\pi k_2}{d_2} \) modulo \( 2\pi \mathbb{Z} \) and if \( \pi \nmid \frac{2\pi k_i}{d_i} \), then \( [\gamma_1^{k_1}] \neq [\gamma_2^{k_2}] \). To prove this, consider that we have \( g_i \in \mathbb{P}^* \) with eigenvector

| Conjugacy class | \( T_{1d} \) | \( T_{-1d} \) | \( T_4 \) | \( T_{6A} \) | \( T_{6B} \) | \( T_{3A} \) | \( T_{3B} \) |
|-----------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Group order     | 1           | 2           | 4           | 6           | 6           | 3           | 3           |

**Table 9:** The 7 conjugacy classes of \( \mathbb{T}^* \)

| Conjugacy class | \( O_{1d} \) | \( O_{-1d} \) | \( O_{8A} \) | \( O_{8,B} \) | \( O_{4A} \) | \( O_{4,B} \) | \( O_6 \) | \( O_3 \) |
|-----------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Group order     | 1           | 2           | 8           | 8           | 4           | 4           | 6           | 3           |

**Table 10:** The 8 conjugacy classes of \( \mathbb{O}^* \)

| Conjugacy class | \( I_{1d} \) | \( I_{-1d} \) | \( I_{10,A} \) | \( I_{10,B} \) | \( I_{5,A} \) | \( I_{5,B} \) | \( I_4 \) | \( I_6 \) | \( I_3 \) |
|-----------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Group order     | 1           | 2           | 10          | 10          | 5           | 5           | 4           | 6           | 3           |

**Table 11:** The 9 conjugacy classes of \( \mathbb{I}^* \)
Table 12: $S^3/\mathbb{T}^*$ Reeb Orbits

| Class | Represented orbits |
|-------|------------------|
| $T_{ld}$ | $\mathcal{V}^6$, $\mathcal{E}^4$, $\mathcal{F}^6$ |
| $T_{-ld}$ | $\mathcal{V}^3+6$, $\mathcal{E}^2+4$, $\mathcal{F}^3+6$ |
| $T_4$ | $\mathcal{E}^1+4$, $\mathcal{E}^3+4$ |
| $T_{6,A}$ | $\mathcal{V}^1+6$, $\mathcal{F}^5+6$ |
| $T_{6,B}$ | $\mathcal{F}^1+6$, $\mathcal{V}^5+6$ |
| $T_{3,A}$ | $\mathcal{V}^2+6$, $\mathcal{F}^4+6$ |
| $T_{3,B}$ | $\mathcal{F}^2+6$, $\mathcal{V}^4+6$ |

Table 13: $S^3/\mathbb{O}^*$ Reeb Orbits

| Class | Represented orbits |
|-------|------------------|
| $O_{ld}$ | $\mathcal{V}^8$, $\mathcal{E}^4$, $\mathcal{F}^6$ |
| $O_{-ld}$ | $\mathcal{V}^4+8$, $\mathcal{E}^2+4$, $\mathcal{F}^3+6$ |
| $O_{8A}$ | $\mathcal{V}^1+8$, $\mathcal{V}^7+8$ |
| $O_{8,B}$ | $\mathcal{V}^3+8$, $\mathcal{V}^5+8$ |
| $O_{4,A}$ | $\mathcal{V}^2+8$, $\mathcal{V}^6+8$ |
| $O_{4,B}$ | $\mathcal{E}^1+4$, $\mathcal{E}^3+4$ |
| $O_6$ | $\mathcal{F}^1+6$, $\mathcal{F}^5+6$ |
| $O_3$ | $\mathcal{F}^2+6$, $\mathcal{F}^4+6$ |

Table 14: $S^3/\mathbb{I}^*$ Reeb Orbits

| Class | Represented orbits |
|-------|------------------|
| $I_{ld}$ | $\mathcal{V}^{10}$, $\mathcal{E}^4$, $\mathcal{F}^6$ |
| $I_{-ld}$ | $\mathcal{V}^5+10$, $\mathcal{E}^2+4$, $\mathcal{F}^3+6$ |
| $I_{10,A}$ | $\mathcal{V}^1+10$, $\mathcal{V}^9+10$ |
| $I_{10,B}$ | $\mathcal{V}^3+10$, $\mathcal{V}^7+10$ |
| $I_{5,A}$ | $\mathcal{V}^2+10$, $\mathcal{V}^8+10$ |
| $I_{5,B}$ | $\mathcal{V}^4+10$, $\mathcal{V}^6+10$ |
| $I_4$ | $\mathcal{E}^1+4$, $\mathcal{E}^3+4$ |
| $I_6$ | $\mathcal{F}^1+6$, $\mathcal{F}^5+6$ |
| $I_3$ | $\mathcal{F}^2+6$, $\mathcal{F}^4+6$ |

The $z_i$ in $S^3$, with eigenvalue $\lambda := e^{2\pi k_1/d_1} = e^{2\pi k_2/d_2}$ so that $[\gamma_i^k] \cong [g_i]$. Note that $\gamma_1 \neq \gamma_2$ implies $\mathcal{P}(z_1)$ is not in the same $\mathbb{P}$-orbit as $\mathcal{P}(z_2)$ in $S^2$, i.e., $\pi_{\mathbb{P}}(\mathcal{P}(z_1)) \neq \pi_{\mathbb{P}}(\mathcal{P}(z_2))$. Now, $[\gamma_1^k] = [\gamma_2^k]$ would imply $g_1 = x^{-1}g_2x$, for some $x \in \mathbb{P}^*$, ensuring that $x \cdot z_1$ is a $\lambda$ eigenvector of $g_2$. Because $\lambda \neq \pm 1$, we know that the $\lambda$-eigenspace of $g_2$ is complex 1-dimensional, so we must have that $x \cdot z_1$ and $z_2$ are co-linear. That is, $x \cdot z_1 = \alpha z_2$ for some $\alpha \in S^1$, which implies that

$$\pi_{\mathbb{P}}(\mathcal{P}(z_1)) = \pi_{\mathbb{P}}(\mathcal{P}(x \cdot z_1)) = \pi_{\mathbb{P}}(\mathcal{P}(\alpha z_2)) = \pi_{\mathbb{P}}(\mathcal{P}(z_2)),$$

a contradiction. This has the following applications:

(i) $[\mathcal{V}^2] \neq [\mathcal{F}^2]$, for $\mathbb{P}^* = \mathbb{T}^*$,

(ii) $[\mathcal{E}] \neq [\mathcal{V}^2]$, for $\mathbb{P}^* = \mathbb{O}^*$

**Remark 4.11.** For $i = 1, 2$, select $k_i \in \mathbb{N}$ and let $\gamma_i$ denote one of $\mathcal{V}$, $\mathcal{E}$, or $\mathcal{F}$. Let $d_i$ denote the order of $\gamma_i$ in $\pi_1(S^3/\mathbb{P}^*)$. Suppose that $2\pi k_i/d_i$ is not a multiple of $2\pi$, and $2\pi k_i/d_i \not\equiv 2\pi k_2/d_2 \mod 2\pi \mathbb{Z}$. If $2\pi k_1/d_1 + 2\pi k_2/d_2$ is not a multiple of $2\pi$, then $[\gamma_1^k] \neq [\gamma_2^k]$. To prove this, consider that we have $g_i \in \mathbb{P}^*$ with $[\gamma_i^k] \cong [g_i]$. This tells us that $e^{2\pi k_i/d_i}$ is an eigenvalue of $g_j$. If it were the case that $[\gamma_1^k] = [\gamma_2^k]$ in $S^3/\mathbb{P}^*$, then we would have $[g_1] = [g_2]$ in Conj($G$). Because conjugate elements share eigenvalues, we would have

$$\text{Spec}(g_1) = \text{Spec}(g_2) = \{e^{2\pi k_1/d_1}, e^{2\pi k_2/d_2}\}.$$

However, the product of these eigenvalues is not 1, contradicting that $g_i \in \text{SU}(2)$. This has the following two applications:

(i) $[\mathcal{V}^1] \neq [\mathcal{V}^3]$, for $\mathbb{P}^* = \mathbb{O}^*$,

(ii) $[\mathcal{V}^2] \neq [\mathcal{V}^4]$, for $\mathbb{P}^* = \mathbb{I}^*$.

We are ready to prove Lemma 4.13, which is the polyhedral case of Proposition 4.4. Remark 4.12 will streamline some casework.
Lemma 4.13. Suppose the map $S_{\alpha} \to \mathbb{Z}^g$, $\gamma^k \mapsto \mu_{CZ}(\gamma^k)$, is injective. Thus, if $\gamma_+ \in \mathbb{P}^{L_N}(\lambda_N)$ and $\gamma_- \in \mathbb{P}^{L_M}(\lambda_M)$ project to the same orbifold critical point and are in the same free homotopy class, then

(i) $\mu_{CZ}(\gamma_+) = \mu_{CZ}(\gamma_-)$ implies $m(\gamma_+) = m(\gamma_-)$, i.e., $\gamma_+ \sim \gamma_-;
(ii) \mu_{CZ}(\gamma_+)< \mu_{CZ}(\gamma_-)$ implies $m(\gamma_+)< m(\gamma_-)$, and so $\mathcal{A}(\gamma_+) < \mathcal{A}(\gamma_-)$.

Remark 4.12. For $\mathbb{P}^* = \mathbb{T}^*, \mathbb{Q}^*$, or $\mathbb{P}$, fix $c \in \text{Conj}(\mathbb{P}^*)$ and let $\gamma$ denote one of $\mathcal{V}, \mathcal{E}$, or $\mathcal{F}$. Define $S_{\gamma,c} := \{\gamma^k \mid [\gamma^k] \cong c\}$; note that this set may potentially be empty. Observe that the map $S_{\gamma,c} \to \mathbb{Z}, \gamma^k \mapsto \mu_{CZ}(\gamma^k)$, is injective. Thus, if $\gamma_+ \in \mathbb{P}^{L_N}(\lambda_N)$ and $\gamma_- \in \mathbb{P}^{L_M}(\lambda_M)$ project to the same orbifold critical point and are in the same free homotopy class, then

(a) If $\mu_{CZ}(\gamma_+) = \mu_{CZ}(\gamma_-)$, then $\gamma_+ \sim \gamma_-.$

(b) If $\mu_{CZ}(\gamma_+) < \mu_{CZ}(\gamma_-)$, then $\mathcal{A}(\gamma_+) < \mathcal{A}(\gamma_-)$.

Proof. We first prove (a). Recall the Conley Zehnder index formulas (3.5) from Section 3.3:

$$\mu_{CZ}(\gamma^k) = 2 \left\lfloor \frac{k}{\mathcal{F}_y} \right\rfloor - 1, \quad \mu_{CZ}(\mathcal{E}^k) = k, \quad \mu_{CZ}(\mathcal{F}^k) = 2 \left\lfloor \frac{k}{3} \right\rfloor + 1,$$  \hspace{1cm} (4.9)

Consider the following possible values of the homotopy class $[\gamma]_h$:

Case 1: $[\gamma]_h \cong T_{\text{Id}}, O_{\text{Id}},$ or $I_{\text{Id}}$, so that $\{\gamma\} \subset \{\mathcal{V}^{2\mathcal{F}_y k_1}, \mathcal{E}^{4 k_2}, \mathcal{F}^{6 k_3} \mid k_i \in \mathbb{N}\}$. By reasoning identical to the analogous case of $\mathbb{D}^*_2$ (Lemma 4.8(a), Case 1), $\gamma_+ \sim \gamma_-.$

Case 2: $[\gamma]_h \cong T_{-\text{Id}}, O_{-\text{Id}},$ or $I_{-\text{Id}}$, so that $\{\gamma\} \subset \{\mathcal{V}^{2\mathcal{F}_y k_1}, \mathcal{E}^{2+4 k_2}, \mathcal{F}^{3+6 k_3} \mid k_i \in \mathbb{Z}_{\geq 0}\}$. Again, as in the analogous case of $\mathbb{D}^*_2$ (Lemma 4.8(a), Case 2), $\gamma_+ \sim \gamma_-.$

Case 3: $[\gamma]_h \cong T_{6A}, T_{6B}, T_{3A},$ or $T_{3B}$. If both $\gamma_+$ are iterates of $\mathcal{V}$, then by Remark 4.12(i), they must share the same multiplicity, i.e. $\gamma_+ \sim \gamma_-.$ If both $\gamma_+$ are iterates of $\mathcal{F}$ then again by Remark 4.12(i), they must share the same multiplicity, i.e. $\gamma_+ \sim \gamma_-.$ So we must argue, using (4.9), that in each of these four free homotopy classes that it is impossible that $\gamma_+ \sim \gamma_-.$

- If $[\gamma]_h \cong T_{6A}$ and $\gamma_+$ project to different orbifold points then, up to relabeling, $\gamma_+ = \mathcal{V}^{1+6k+}$ and $\gamma_- = \mathcal{F}^{5+6k-}$. Now, $\mu_{CZ}(\gamma_+) = 4k_+ + 1 \neq 4k_- + 3 = \mu_{CZ}(\gamma_-)$.
- If $[\gamma]_h \cong T_{6B}$ and $\gamma_+$ project to different orbifold points, write $\gamma_+ = \mathcal{V}^{1+6k+}$ and $\gamma_- = \mathcal{F}^{1+6k-}$. Now, $\mu_{CZ}(\gamma_+) = 4k_+ + 3 \neq 4k_- + 1 = \mu_{CZ}(\gamma_-)$.
- If $[\gamma]_h \cong T_{3A}$ and $\gamma_+$ project to different orbifold points, write $\gamma_+ = \mathcal{V}^{2+6k+}$ and $\gamma_- = \mathcal{F}^{4+6k-}$. Now, $\mu_{CZ}(\gamma_+) = 4k_+ + 1 \neq 4k_- + 3 = \mu_{CZ}(\gamma_-)$.
- If $[\gamma]_h \cong T_{3B}$ and $\gamma_+$ project to different orbifold points, write $\gamma_+ = \mathcal{V}^{2+6k+}$ and $\gamma_- = \mathcal{F}^{2+6k-}$. Now, $\mu_{CZ}(\gamma_+) = 4k_+ + 3 \neq 4k_- + 1 = \mu_{CZ}(\gamma_-)$.

Case 4: $[\gamma]_h$ is a homotopy class not covered in Cases 1 - 3. Because every such homotopy class is represented by Reeb orbits either of type $\mathcal{V}$, of type $\mathcal{E}$, or of type $\mathcal{F}$, then we see that $\gamma_+$ project to the same orbifold point of $S^2/\mathbb{P}$. By Remark 4.12(i), we have that $\gamma_+ \sim \gamma_-.$

We now prove (b). Recall the action formulas (3.6) from Section 3.3:

$$\mathcal{A}(\mathcal{V}^k) = \frac{k\pi(1 - \varepsilon)}{\mathcal{F}_y}, \quad \mathcal{A}(\mathcal{E}^k) = \frac{k\pi}{2}, \quad \mathcal{A}(\mathcal{F}^k) = \frac{k\pi(1 + \varepsilon)}{3}. \hspace{1cm} (4.10)$$
Consider the following possible values of the homotopy class $[γ±]$

1. If $[γ±] ≅ T_{id}, O_{id}, I_{id}$, so that $[γ±] ⊂ \{\mathbb{V}_{k_i}, \mathcal{E}^{k_i}, \mathcal{F}^{3k_i} | k_i ∈ N\}$. By reasoning identical to the analogous case of $\mathbb{D}_{2n}^*$ (Lemma 4.8(b), Case 1), $A(γ_+) < A(γ_-)$

2. If $[γ±] ≅ T_{-id}, O_{-id}, I_{-id}$, so that $[γ±] ⊂ \{\mathbb{V}_{k_i}, \mathcal{E}^{k_i}, \mathcal{F}^{3k_i} | k_i ∈ \mathbb{Z}_{≥0}\}$. Again, as in the analogous case of $\mathbb{D}_{2n}^*$ (Lemma 4.8(b), Case 2), $A(γ_+) < A(γ_-)$

3. If $[γ±] ≅ T_{6,A}, T_{6,B}, T_{3,A}, T_{3,B}$ if both $γ±$ are of type $\mathbb{V}$, then by Remark 4.12(ii), $A(γ_+) < A(γ_-)$

4. If both $γ±$ are of type $\mathcal{F}$, then by Remark 4.12(ii), $A(γ_+) < A(γ_-)$

So must argue, using (4.9) and (4.10), that for each of these four free homotopy classes that if $γ_+$ and $γ_-$ are not of the same type, and if $μ_{CZ}(γ_+) < μ_{CZ}(γ_-)$, then $A(γ_+) < A(γ_-)$

3.A If $[γ±] ≅ T_{6,A}$, then the pair $(γ_+, γ_-)$ is either $(\mathbb{V}^{1+6k_+}, \mathcal{F}^{5+6k_-})$ or $(\mathcal{F}^{5+6k_+}, \mathbb{V}^{1+6k_-})$.

If the former holds, then $μ_{CZ}(γ_+) < μ_{CZ}(γ_-)$ implies $k_+ < k_-$, and so

$$A(γ_+) = \frac{(1 + 6k_+)π}{3} (1 - ε_N) < \frac{(5 + 6k_-)π}{3} (1 + ε_M) = A(γ_-).$$

If the latter holds, then $μ_{CZ}(γ_+) < μ_{CZ}(γ_-)$ implies $k_+ < k_-$, and again the action satisfies

$$A(γ_+) = \frac{(5 + 6k_+)π}{3} (1 - ε_N) < \frac{(1 + 6k_-)π}{3} (1 - ε_M) = A(γ_-).$$

3.B If $[γ±] ≅ T_{6,B}$, then the pair $(γ_+, γ_-)$ is either $(\mathbb{V}^{5+6k_+}, \mathcal{F}^{1+6k_-})$ or $(\mathcal{F}^{1+6k_+}, \mathbb{V}^{5+6k_-})$.

If the former holds, then $μ_{CZ}(γ_+) < μ_{CZ}(γ_-)$ implies $k_+ < k_-$, and so

$$A(γ_+) = \frac{(5 + 6k_+)π}{3} (1 - ε_N) < \frac{(1 + 6k_-)π}{3} (1 + ε_M) = A(γ_-).$$

If the latter holds, then $μ_{CZ}(γ_+) < μ_{CZ}(γ_-)$ implies $k_+ < k_-$, and so

$$A(γ_+) = \frac{(1 + 6k_+)π}{3} (1 - ε_N) < \frac{(5 + 6k_-)π}{3} (1 - ε_M) = A(γ_-).$$

3.C If $[γ±] ≅ T_{3,A}$, then the pair $(γ_+, γ_-)$ is either $(\mathbb{V}^{2+6k_+}, \mathcal{F}^{4+6k_-})$ or $(\mathcal{F}^{4+6k_+}, \mathbb{V}^{2+6k_-})$.

If the former holds, then $μ_{CZ}(γ_+) < μ_{CZ}(γ_-)$ implies $k_+ < k_-$, and so

$$A(γ_+) = \frac{(2 + 6k_+)π}{3} (1 - ε_N) < \frac{(4 + 6k_-)π}{3} (1 + ε_M) = A(γ_-).$$

If the latter holds, then $μ_{CZ}(γ_+) < μ_{CZ}(γ_-)$ implies $k_+ < k_-$, and so

$$A(γ_+) = \frac{(4 + 6k_+)π}{3} (1 + ε_N) < \frac{(2 + 6k_-)π}{3} (1 + ε_M) = A(γ_-).$$

3.D If $[γ±] ≅ T_{3,B}$, then the pair $(γ_+, γ_-)$ is either $(\mathbb{V}^{4+6k_+}, \mathcal{F}^{2+6k_-})$ or $(\mathcal{F}^{2+6k_+}, \mathbb{V}^{4+6k_-})$.

If the former holds, then $μ_{CZ}(γ_+) < μ_{CZ}(γ_-)$ implies $k_+ < k_-$, and so

$$A(γ_+) = \frac{(4 + 6k_+)π}{3} (1 - ε_N) < \frac{(2 + 6k_-)π}{3} (1 + ε_M) = A(γ_-).$$
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If the latter holds, then \( \mu_{CZ}(\gamma_+) < \mu_{CZ}(\gamma_-) \) implies \( k_+ \leq k_- \), and so

\[
A(\gamma_+) = \frac{(2 + 6k_+)}{3} \pi (1 + \varepsilon_N) < \frac{(4 + 6k_-)}{3} (1 - \varepsilon_M) = A(\gamma_-).
\]

Case 4: \( [\gamma_{\pm}] \) is a homotopy class not covered in Cases 1 - 3. Because every such homotopy class is represented by Reeb orbits either of type \( \mathcal{V} \), of type \( \mathcal{E} \), or of type \( \mathcal{F} \), then we see that \( \gamma_{\pm} \) project to the same orbifold point of \( S^2/\mathbb{P} \). By Remark 4.12(ii), \( A(\gamma_+) < A(\gamma_-) \).

\[ \square \]

4.3 Non-embedded contractible Reeb orbits of index 3

A main result of [HN16] allows us to conclude that, if \( \lambda \) is an \( L \)-dynamically convex contact form on a closed 3-manifold \( Y \), satisfying

\[
\text{(*) every contractible Reeb orbit } \gamma \in \mathcal{P}^L(\lambda) \text{ with } \mu_{CZ}(\gamma) = 3 \text{ must be embedded,}
\]

then a generic \( \lambda \)-compatible \( J \) on \( \mathbb{R} \times Y \) produces a well defined differential \( \partial^L \) on the \( L \)-filtered complex \( \mathcal{C}_\ast(Y, \lambda, J) \) that squares to zero. In our cases, \( \gamma_n^\pm, \varepsilon_4 \), and \( \mathcal{V}^{2X} \) are the sole exceptions to (*) in the cyclic, dihedral, and polyhedral cases respectively.

The condition (*) prohibits a certain type of building appearing as a boundary component of the compactified moduli spaces \( \overline{\mathcal{M}}_2^L(\gamma_+, \gamma_-)/\mathbb{R} \), which one expects to be smooth, oriented 1-manifolds with boundary, generically. Once it is shown that these bad buildings do not appear, one concludes that all ends of the compactified space consist of buildings \( (u_+, u_-) \) of index 1 cylinders \( u_{\pm} \). By appealing to appropriately weighted counts of the boundary components of \( \overline{\mathcal{M}}_2^L(\gamma_+, \gamma_-)/\mathbb{R} \), one finds that \( \partial^2 = 0 \).

**Definition 4.14.** Let \((Y, \lambda)\) be a contact 3-manifold and take \( J \in \mathcal{J}(\lambda) \). An index 2, genus 0 building \( B = (u_1, u_2) \) in \( \mathbb{R} \times Y \) is bad if for some embedded \( \gamma \in \mathcal{P}(\lambda) \) and \( d_1, d_2 \in \mathbb{N} \):

- \( u_1 \) is a holomorphic index 0 pair of pants, a branched cover of the trivial cylinder \( \mathbb{R} \times \gamma^{d_1+d_2} \) with positive end asymptotic to \( \gamma^{d_1+d_2} \) and with two negative ends, one asymptotic to \( \gamma^{d_1} \), and one to \( \gamma^{d_2} \),
- \( u_2 \) is a union of the trivial cylinder \( \mathbb{R} \times \gamma^{d_1} \) and \( v \), an index 2 holomorphic plane with one positive puncture asymptotic to \( \gamma^{d_2} \).

**Lemma 4.15.** Fix \( L > 0 \) and let \( \varepsilon > 0 \) be sufficiently small so that elements of \( \mathcal{P}^L(\lambda_{G,\varepsilon}) \) project to critical points of the orbifold Morse function \( f_H \) under \( \mathfrak{p} \) and are nondegenerate, where \( \lambda_{G,\varepsilon} = (1 + \varepsilon \mathfrak{p}^*f_H)\lambda_G \), and \( f_H \) is the corresponding orbifold Morse function used in Section 3. Then, for \( \gamma_{\pm} \in \mathcal{P}^L(\lambda_{G,\varepsilon}) \) and \( J \in \mathcal{J}(\lambda_{G,\varepsilon}) \), the compactified moduli space \( \overline{\mathcal{M}}_2^L(\gamma_+, \gamma_-)/\mathbb{R} \) contains no bad buildings.

Note that Lemma 4.15 is not necessary to show that \( (\partial^L)^2 = 0 \) for our chain complexes introduced in Section 3; this follows immediately from \( \partial^L = 0 \). However, slightly modified index computations of our proof may be used to rule out bad buildings if one were to use different orbifold Morse functions that produce non-vanishing filtered differentials.
Proof. We argue more generally that a bad building cannot exist if its positive Reeb orbit has action less than $L$. Indeed, suppose we have bad building $B = (u_1, u_2)$, with $\gamma$, $d_1$, $d_2$, and $v$ as in Definition 4.14, and suppose $A(\gamma d_1 + d_2) < L$. Consider that the existence of the holomorphic plane $v$ implies that $\gamma d_2$ is contractible, and that $\mu_{\text{CZ}}(\gamma d_2) = 3$. Because $A(\gamma d_2) < A(\gamma d_1 + d_2) < L$, we know $\gamma d_2$ projects to an orbifold critical point of $f_H$ under $p$.

By our characterization of these Reeb orbits in Sections 3.1, 3.2, and 3.3 we must be in one of the following cases, depending on $G$:

1. $(G, \gamma, d_2) = (\langle g \rangle, \gamma_s, n)$ (where $\langle g \rangle$ is cyclic of order $n$),
2. $(G, \gamma, d_2) = (\mathbb{D}_{2n}^\ast, e_-, 4)$,
3. $(G, \gamma, d_2) = (\mathbb{P}^n, V, 2\mathcal{I}_V)$.

In each case, our index computations (3.2), (3.3), and (3.5) provide that $\mu_{\text{CZ}}(\gamma^k) = 2\lceil \frac{2k}{d_2} \rceil - 1$.

Let us compute $\text{ind}(u_1)$:

$$\text{ind}(u_1) = 1 + \left(2\left\lceil \frac{2d_1 + d_2}{d_2} \right\rceil - 1\right) - \left(2\left\lceil \frac{2d_1}{d_2} \right\rceil - 1\right) - 3$$

$$= 2\left(\left\lceil \frac{2(d_1 + d_2)}{d_2} \right\rceil - \left\lceil \frac{2d_1}{d_2} \right\rceil - 1\right)$$

$$= 2(2 - 1) = 2 \neq 0.$$

This contradiction shows that such a $B$ does not exist in the symplectization of $(S^3/G, \lambda_{G, \varepsilon})$. \qed
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