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Figure 1. Our proposed HumanNeRF utilizes on-the-fly efficient general dynamic radiance field generation and neural blending, enabling high-quality free-viewpoint video synthesis for dynamic humans. Our approach only takes sparse images as input and uses a pre-trained network on large human datasets. Then we can effectively synthesize a photo-realistic image from a novel viewpoint. While these results contain artifacts, we fine-tune 300 frames for a specific performer using only an hour and generate improved results.

Abstract

Recent neural human representations can produce high-quality multi-view rendering but require using dense multi-view inputs and costly training. They are hence largely limited to static models as training each frame is infeasible. We present HumanNeRF - a generalizable neural representation - for high-fidelity free-view synthesis of dynamic humans. Analogous to how IBRNet assists NeRF by avoiding per-scene training, HumanNeRF employs an aggregated pixel-alignment feature across multi-view inputs along with a pose embedded non-rigid deformation field for tackling dynamic motions. The raw HumanNeRF can already produce reasonable rendering on sparse video inputs of unseen subjects and camera settings. To further improve the rendering quality, we augment our solution with an appearance blending module for combining the benefits of both neural volumetric rendering and neural texture blending. Extensive experiments on various multi-view dynamic human datasets demonstrate the generalizability and effectiveness of our approach in synthesizing photo-realistic free-view humans under challenging motions and with very sparse camera view inputs.

1. Introduction

Free-view synthesis of human activities enables numerous applications in visual effects and telepresence, with unique and immersive viewing experiences. However, a convenient and high-quality solution from the light-weight capture setup remains a cutting-edge yet bottleneck technique.

Early solutions require a dome-based multi-view setup for accurate reconstruction [7, 10] and image-based rendering in novel views [3, 62]. Volumetric approaches [42, 55] enable light-weight reconstruction, but they still heavily rely on the depth sensors and are restricted by the limited mesh resolution. Recent neural rendering techniques have achieved significant progress [14, 28, 30, 45]. Remarkably, NeRF [30] and its dynamic extensions [25, 33, 35, 47, 50, 61] enable photo-realistic novel view synthesis for dynamic scenes without heavy reliance on the reconstruction accuracy. However, these solutions still require expensive dense capture views or suffer from tedious time-consuming per-scene training, which highly limits the practicality. Only recently, some approaches [5, 51, 59] enhance NeRF [30] with image-conditioned features to break the per-scene training constraint for efficient radiance field generation of static scenes. But few researchers explore such generalizable
NeRF representation under the complex dynamic human settings. The recent work [43] further enables generalizable human rendering from 6 RGB streams by combining texture blending with implicit geometry inference [36, 37] only in novel views. However, it suffers from severe artifacts near the occluded regions due to the lack of global inherent geometry and texture modeling.

In this paper, we present HumanNeRF – a practical and high-quality neural free-view synthesis approach for general dynamic humans using only sparse RGB streams. As illustrated in Fig.1, our approach enables photo-realistic human rendering by efficiently optimizing a generalizable radiance field on-the-fly for unseen performers.

Generating such a realistic free-viewpoint video without tedious per-scene training under dynamic and light-weight setting is non-trivial. Our key idea is to marry the dynamic NeRF representation with neural image-based blending in a light-weight and two-stage framework. We extend the concept of generalizable radiance field into the dynamic and temporal setting to break the per-scene constraint for efficient rendering. We also explore an effective implicit blending strategy to boost the texture result of volumetric rendering with the level of detail present in the sparse input images. Specifically, we first adopt an implicit scheme to aggregate image-conditioned features from our sparse input, which enables generalizable inference of motion and appearance in the dynamic NeRF framework. Then, we introduce a pose-embedded hybrid deformation scheme to enhance the generalization ability for unseen identities under various motions and garments. It combines explicit model-based warping with implicit subtle displacement modeling, so as to learn a reliable radiance field in an inherent canonical space. Note that our generalizable scheme also supports efficient per-performer fine-tuning with temporally sparse sampling, which significantly improves the rendering quality even on unseen poses. However, we observe that existing dynamic NeRF-based volumetric rendering still fails to generate high-frequency texture details, especially under our challenging generalizable setting. To this end, we combine the image-based rendering with NeRF-based volume rendering into a novel neural blending scheme through implicit and occlusion-aware blending weight learning. It enables accurate appearance rendering in the target view with the level of texture detail in the adjacent input images.

To summarize, our main contributions include:

- We present a high-quality performance rendering approach via efficient radiance field generation for arbitrary performers from sparse RGB streams, achieving significant superiority to existing state-of-the-arts.

- We extend the generalizable NeRF into the new realm of dynamic and light-weight setting through implicit feature aggregation and hybrid deformation.

- We propose a novel implicit blending scheme to preserve the texture detail from the input images, providing photo-realistic appearance rendering.

2. Related work

Human Performance Capture. Markerless human performance capture techniques have been widely adopted to achieve human free-viewpoint video or reconstruct the geometry. Some recent work only relies on the light-weight and single view setup [6, 16, 36, 57], but these methods require the pre-scanned template or naked human model and it is difficult for them to achieve photo-realistic view synthesis. The high-end approaches [15, 25, 27, 40] are able to produce high-quality surface motion and appearance reconstruction, but they require dense cameras and a controlled imaging environment which is not easily accessible. Other monocular RGB-D based methods [13, 31, 41, 53, 60] adopt the traditional modeling and rendering pipeline to synthesize novel views of humans. However, these methods still suffer from the inherent self-occlusion constraint and cannot capture the motions in occluded regions. The light-weight multi-view solutions [9, 11, 54] which is most similar to our method serve as a good compromising settlement between over-demanding hardware setup and high-fidelity reconstruction but still rely on 3 to 8 RGBD streams as input.

Neural Rendering. Recently, a lot of work have shown significant progress on 3D scene modeling and photo-realistic novel view synthesis via differentiable neural rendering manner based on various data representations, such as point clouds [1, 52], voxels [28, 38, 58], or texture meshes [26, 46]. More recent implicit function based work [24, 30, 39] achieves impressive results for novel view synthesis for a specific scene. However, dedicated per-scene training is required in these methods when applying the representation to a new scene. Some methods [5, 22, 36, 43, 51] utilize pixel-aligned features from source images to enable generalizable human modeling without per-scene training constraint. However, the method [36] generates blur texture results due to the reliance on implicit texture representation, while the method [43] suffers from geometric discontinuity due to the lack of temporal information. Recently, Kwon et al. [22] utilized temporally aggregated features to compensate the sparse input views, achieving generalizable human radiance field generation. However, they still suffer from blur artifacts whengeneralizing unseen identities with complex motions due to self-occlusion. In contrast, we utilize generalizable human NeRF with occlusion-aware pixel-aligned features and adopt implicit blending, achieving high-quality novel view synthesis with the level of texture detail present in the input images.

Image based rendering. Previous work of IBR [8, 12, 23] aims at synthesizing novel view from a set of source im-
Figure 2. The overview of our HumanNeRF method. Assuming the video input from six RGB cameras surrounding the performer, our approach consists of a generalizable neural radiance field (Sec.3.1), an optional fast per-scene fine-tuning scheme and a novel neural appearance blending field (Sec.3.2).

ages through blending weights of reference pixels without recovering detailed 3D geometry. Blending weights are calculated based on ray space approximation [23] approximate proxy geometry [2, 8, 18]. Though their rendering results are impressive, the range of renderable viewpoints is limited. In recent work [4, 34, 62], researchers have proposed improved methods by inferring depth maps from input images as proxy geometries. For example, some work [17, 44] utilize two stages of multi-view stereo. First, they generate a grid surface that depends on the view and then there is a CNN to calculate the blending weights. While these methods can handle sparser views than other approaches and achieve promising results in some cases, they are sensitive to the quality of reconstructed proxy geometries [20, 36]. Comparably, our method embraces image blending into implicit representations pipeline under the light-weight multi-RGB, which enables photo-realistic appearance and geometry reconstruction in novel views.

3. The HumanNeRF Approach

We first introduce the problem formation and overall scheme of our HumanNeRF method. Given $K$ synchronized videos of a performer captured at different viewpoints ($360^\circ$ around preferably) with $T$ frames, $\mathcal{I} = \{I^{k,t}\}$, in each video, our method aims to synthesize free-viewpoint videos of the performer and also generalize the motion to an arbitrary person with high fidelity. Fig.2 illustrates the high-level components of our system.

**Overview.** The core step of our approach is the generalizable Neural Radiance Field for dynamic humans, which adapts the NeRF [30] for dynamic human representation.

We leverage the parametric human body model SMPL [29] for estimating a basis model, and use an MLP network to learn subtle displacements of the human body. The output is then deformed into a canonical pose for NeRF optimization and rendering (Sec.3.1). The generalizability comes from our aggregated pixel alignment features $\mathcal{F} = \{F_t\}$ from multi-view input images by projecting the 3D sample point into images and blending individual image features.

Though the generalizable NeRF outputs human geometry with good quality, synthesized textures may contain artifacts and lack high-frequency details. We use a novel neural appearance blending scheme to refine texture details by aggregating colors from neighboring views. The final synthesized results exhibit a photo-realistic appearance with fine details (Sec.3.2).

3.1. Generalizable Dynamic Neural Radiance Field

We retain NeRF’s ability for novel view synthesis and geometry details rendering. However, NeRF assumes stationary subjects and performs per-scene optimization, which makes it not directly applicable to our problem. We make two main changes to NeRF to handle human dynamics and gain generalization ability. Specifically, we first warp the camera ray to account for human motion before sampling for NeRF and combine the viewing direction input with aggregated pixel alignment features for gaining generalizability.

**Aggregated Pixel Alignment Feature.** We propose an aggregated pixel alignment feature for NeRF generalization. Specifically, we use a U-Net network $U$ to extract image feature maps representing local image appearance. Given an input image $I^k \in \mathbb{R}^{H \times W \times 4}$ with mask as the last channel, the output of $U$ is a 2D feature map $f^k \in \mathbb{R}^{H \times W \times C}$, i.e.,

$$f^k = U(I^k)$$

(1)

For each spatial point $p \in \mathbb{R}^3$ fed to NeRF, we first project it into view $k$ at $q^k$ and fetch the corresponding feature vector $f_{q^k}^k$. The aggregated pixel alignment feature of $p$ then is a weighted summation of image features as $F_p = \sum_{k=1}^K w_k f_{q^k}^k$ for $k$ in $1...K$, and we use a pure MLP
network to estimate the blending weights \( w_q^k \) as:

\[
w_q^k = \text{MLP}_B(\hat{v}, \theta_q^k, f_q^k)
\]

where \( \hat{v} \) is the view direction of \( p \) in camera view and \( \theta_q^k \) is the angle of the viewing direction w.r.t. the project ray from \( p \) to \( q^k \).

**Pose Embedded Non-rigid Human Deformation.** To accommodate the human dynamics, we warp the human body from the current time frame to a common canonical pose so that NeRF receives static sampling queries, similar to \([25, 32, 35, 48]\). In practice, we find an MLP module tends to learn subtle displacements other than handle large deformations. To address this issue, we fit the SMPL model to a human body in the current time frame and deform the deformations. To address this problem, we adopt a fast fine-tuning solution as compensation to our HumanNeRF framework which treats scenes, artifacts and imperfections can still be observed for an unseen person when transferring motion. To address this problem, we adopt a fast fine-tuning solution as compensation to our HumanNeRF framework which treats the network optimized on the performer as an initialization state. Specifically, we first train our network on various subjects/performers and freeze the feature blending network \( \text{MLP}_\theta \). And then when given an unseen subject, we

\[
p' = S(p, \mathcal{M}, w^s) + \text{MLP}_d(\hat{d}, \hat{v}, F_p)
\]

where \( \mathcal{M} \) is the estimated motion, \( w^s \) is the corresponding skinning weight of sample point \( p \). We use \( \hat{d} \in \mathbb{R}^{24} \) and \( \hat{v} \in \mathbb{R}^{72} \) to model the distances and directions between \( p \) and the 24 joints of SMPL skeleton. \( F_p \) is the aggregated pixel alignment feature.

Finally, we have our generalizable dynamic neural radiance field \( \Phi \), which takes the transformed 3D location \( p' \), view direction \( \hat{v} \) and \( F_p \) as input and predicts the volume density \( \sigma \) and color \( c \) at point \( p \) before deformation as:

\[
(c, \sigma) = \Phi(p', \hat{v}, F_p)
\]

Fig.3 shows the overview of our generalizable dynamic neural radiance field.

**Dynamic Human Volume Rendering.** We utilize the physically based volume rendering \([21]\) technique to synthesize a new view image similar to the original NeRF. The only difference here is the query ray is bent by the deformation field before sending to NeRF. In particular, we compute a pixel’s color as frame \( t \) by marching a corresponding ray and accumulating radiance at sampled points between near and far bounds, i.e.,

\[
C_r = \sum_{i=1}^{N} T(p_i) \left[ (1 - e^{-\sigma(p_i) \delta(p_i)}) c_{p_i} \right]
\]

where \( T(p_i) = e^{-\sum_{k=1}^{i-1} \sigma_{p_k} \delta_{p_k}} \) and \( \delta(p_i) = p_{i+1} - p_i \) is the distance between adjacent samples and \( N \) is the number of the sampled points on the ray.

**Fast Per-subject Fine-tuning.** Due to the limited training data along with diversity among different identities and scenes, artifacts and imperfections can still be observed for an unseen person when transferring motion. To address this problem, we adopt a fast fine-tuning solution as compensation to our HumanNeRF framework which treats the network optimized on the performer as an initialization state. Specifically, we first train our network on various subjects/performers and freeze the feature blending network \( \text{MLP}_\theta \). And then when given an unseen subject, we
optimize the network parameters of our deformation field \( MLP_d \) and the generalizable neural radiance field \( \Phi \).

### 3.2. Neural Appearance Blending

We observe that textures produced by NeRF rendering in the above section contain artifacts and lack high-frequency details sometimes due to the sparsity of input views. Inspired by image based rendering methods, we further propose a novel neural blending scheme for appearance refinement. Most of the texture information in a target view can be recovered by its only two adjacent input views in our multi-view setting. Considering a certain time frame, we first render a depth map \( D^v \) at the target view \( v \) from our generalizable neural radiance field at inference time. And then we back-project each point \( q \) in \( D^v \) with color \( C^v_q \) into neighboring two views \( v_1 \) and \( v_2 \) and fetch the colors \( C^v_1 \) and \( C^v_2 \), along with the corresponding visibility \( O^v_1 \) and \( O^v_2 \) which is determined by depth difference. While at training time, the depth maps are rendered from the synthetic human model dataset, such as Twindom [49]. We further extract \( q \)’s corresponding image feature \( f^v_q \), \( f^v_2 \), and then feed feature and visibility information into our neural appearance blending network MLP\(_A\).

\[
W_q = MLP_A(f^v_q, O^v_q, f^v_2, O^v_2)
\] (6)

Where \( W_q \in \mathbb{R}^3 \) is the appearance blending weight. The final color for \( q \) in \( v \) then is:

\[
C^v_q^* = W_q \cdot C_q, \quad C_q = [C^v_1, C^v_2, C^v_2]
\] (7)

where \( \cdot \) denotes the dot product.

### 3.3. Implementation Details

Here we describe the implementation details including the training scheme of our approach. Our generalizable NeRF module (including the feature extraction network \( U \), feature blending network MLP\(_b\), deformation network MLP\(_d\) and the adapted NeRF \( \Phi \)) and the appearance blending network MLP\(_A\) are independent and we train them separately.

To optimize our network, we use a color loss \( L_c \) which measures the difference between the rendered color \( C_r \) and the ground truth color \( \hat{C}_r \) of camera ray \( r \):

\[
L_c = \sum_{r \in \mathcal{R}} (||C_r - \hat{C}_r||^2_2)
\] (8)

and a silhouette loss \( L_m \) which is formulated as:

\[
L_m = \sum_{r \in \mathcal{R}} BCE(M_r - \alpha_r)
\] (9)

where \( \alpha(r) = \sum_{i=1}^N T(p_i)(1 - e^{-\sigma_p \delta_{pi}}) \) is the rendered mask for \( r \). The total loss is combination of \( L_c \) and \( L_m \):

\[
L = L_c + \lambda L_m
\] (10)

where \( \lambda \) is the weight to balance the two losses. Specifically, we set \( \lambda = 0.1 \) in our implementation. We only use \( L_c \) for the neural appearance blending model.

**Training Details.** We train our models using Adam optimizer with a learning rate that decays from \( 1e^{-4} \) to \( 1e^{-5} \) during training. Besides, we sample 4096 camera rays for each mini-batch and sample 32 and 64 points from near to far following the hierarchical sampling strategy. We optimize all our networks on a PC with a single Nvidia GeForce RTX3090 GPU. The training time of our generalizable NeRF module is about 2 days. Depending on the number of video frames, the fine-tuning time ranges from 30 to 90 minutes, for input images with 1080×1080 resolution. Besides, we train our neural appearance refinement model for about 1 to 2 days.

**Datasets.** We train our generalizable NeRF on 1820 static scans from the Twindom [49] dataset, which consists of 120 camera views. And we collect 6 view videos for 26 subjects making with challenge motion, such as dancing and yoga. We also augment the data by rigging the pre-scanned 3D model and simulating challenging poses with
Figure 6. The appearance results of our HumanNeRF method on several sequences, including “dance1”, “yoga”, “batman”, “swing”, “dance2”, “ironman”, “sport”, “dance3” and “spiderman” from the upper left to lower right.

120 views to boost the generation ability of our networks. For the neural appearance blending module, we only train it on Twindom [49] dataset.

4. Experimental Results

In this section, we evaluate our HumanNeRF method on a variety of challenging scenarios. As demonstrated in Fig.6, our approach generates high-quality appearance results and handles humans with rich textures, challenging poses and etc.

4.1. Comparison

We first compare our HumanNeRF method with per-scene optimization approaches including Neural Body [33], Neural Volumes [28] and ST-NeRF [61] both qualitatively and quantitatively. Furthermore, we also compare our method with generalizable methods, i.e., IBRNet [51] and NeuralHumanFVV [43], in our sparse view input setting.

As shown in Fig.7, Compared with the per-scene optimization methods, our HumanNeRF achieves better results in just a short fine-tuning time. Results from our approach exhibit much better textures and the geometries are complete and accurate both for the “Taichi” from public ZJU-MoCap [33] and the “Batman” data collected by ourselves. When compared with generalizable methods, our method outperforms others and well addresses self-occlusions as shown in Fig.8.

As for quantitative comparison, we show the PSNR, SSIM, LPIPS and MAE metrics of our approach and other methods on real testing data in Tab. 1. Specifically, we set reference camera images as ground truth, and calculate the metrics for synthesized images from methods for comparison. As we can see from the table, our HumanNeRF outperforms other methods across all metrics. This demonstrates the generated views from our methods are closest to the real captured data. We also want to mention that even without per-scene fine-tuning, our method still achieves comparable results.

4.2. Ablation Study

Appearance Blending and Fast Fine-tuning. Here, we evaluate the performances of different modules in our approach. We first demonstrate the effectiveness of our per-scene fine-tuning strategy by directly comparing the out-
Figure 7. Qualitative comparison against per-scene training methods. We compare our method with Neural Body, Neural volumes, and ST-NeRF on “Batman” from our multi-view datasets and “Taichi” from ZJU-MoCap datasets. Our approach generalizes the most photorealistic and finer detail.

| Method     | PSNR↑ | SSIM↑ | LPIPS↓ | MAE↓ |
|------------|-------|-------|--------|------|
| ST-NeRF    | 17.34 | 0.8547| 0.1493 | 11.38|
| NeuralVolumes | 27.32 | 0.9408| 0.0999 | 2.905|
| NeuralBody | 28.21 | 0.9544| 0.0762 | 2.294|
| IBRNet     | 30.73 | 0.9817| 0.0348 | 1.154|
| NeuralHumanFVV | 27.86 | 0.9785| 0.0440 | 1.237|
| Ours_woo   | 25.80 | 0.9456| 0.0825 | 3.354|
| Ours_woo_ft| 29.51 | 0.9741| 0.0461 | 1.521|
| Ours_woo_rf| 29.69 | 0.9620| 0.0703 | 2.016|
| Ours       | 33.01 | 0.9842| 0.0334 | 0.9307|

Table 1. Quantitative comparison against several methods in terms of rendering accuracy. Compared with NeRF, ST-NeRF, Neural Volumes, NeuralBody, IBRNet and NeuralHumanFVV, our approach achieves the best performance in PSNR, SSIM, LPIPS and MAE metrics.

Table 2. Quantitative comparison against per-scene training methods in terms of fine-tuning or training time on the video 'Batman' with 300 frames of our multi-view dataset.

| Method     | Ours  | Neural Body | Neural Volumes | ST-NeRF |
|------------|-------|-------------|----------------|---------|
| time       | 1.2h  | 6.7h        | 8.4h           | 9.5h    |

Camera Number. To evaluate the impact of the number of input views on our framework, we compare the results of our method with various numbers of input camera views. As shown in Fig.10, the rendering results with views less than two suffer from severe geometric and rendering artifacts. We also use results generated with all cameras as the reference to calculate the corresponding PSNR, SSIM, and LPIPS. As shown in Tab. 3, the average error increases rapidly as the camera number decreases.

Pose Generalization. We further evaluate the generalizability of HumanNeRF on pose generalization, we select 500 frames 'Swing' from videos in our multi-view dataset. We use 400 frames for fine-tuning and test on remaining
Figure 9. Qualitative evaluation of different variations in our method. This evaluation demonstrates the contribution and effectiveness of our algorithmic components.

Figure 10. Evaluation of the number of input camera views. Our reconstructed appearance results using two, four and six cameras, respectively.

Figure 11. Qualitative evaluation on pose generalization.

5. Discussion

Limitation. In this paper, we propose a generalizable dynamic human neural radiance field method to address issues of the existing approaches. Though be very effective, the proposed HumanNeRF still has some limitations. First, we use the regressed parametric human model to handle large pose deformation and complex motions, and it limits our approaches to the single-person setup and fails to handle the multi-person or human-object interaction situations. Also though we have shown the generalization ability of our method, its capability is limited as distributions of human datasets only cover a small portion of the human dynamics and appearances. Moreover, we do not explicitly model lighting conditions, significant brightness or color change between views may cause severe artifacts.

Conclusion. We have presented a light weighted generalizable method for high-quality novel view synthesis of dynamic humans using only a sparse set of cameras. We leverage the fused image features with generalizability and pose embedded human deformation module for dynamic human synthesize, and transcend the per-scene optimization scheme of existing approaches. Moreover, our implicit neural appearance blending strategy refines results of volumetric rendering by borrowing fine details from two adjacent views. Experimental results on various datasets demonstrate the effectiveness and generalizability of our approach in photo-realistic free-view synthesis even for challenging human poses and motions. We believe that our approach may bring good insights to many critical applications in VR/AR, such as gaming, entertainment, education, immersive telepresence, etc.
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