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Abstract
In this paper we describe three methods for localizing a wireless sensor network node, using anchor nodes in its neighbourhood, when there is an error in distance estimation present. We use the intersection points of the circles formed with the estimated distances from each anchors and we apply different methods to form clusters. We then use the cluster points to calculate the final position.

1. INTRODUCTION
A particularly promising and hot research area has been the design and analysis of wireless sensor networks (WSN), which has attracted researchers from very different backgrounds, such as hardware, software, algorithms, and data structures, as well as researchers from various application areas. Development and evaluation of dependable wireless sensor systems requires answering many design questions. Advancements have been made in the physical hardware level, embedded software in the sensor devices, systems for future sensing applications and fundamental research in new communication and networking paradigms.

One of the major issues that wireless sensor networks deployment have, is the issue of localization. Localization is the parallel process of calculating the position of each of the nodes that belong to the network. This is accomplished usually using a few nodes with either predefined positions or special hardware that enable them to know their positions beforehand. These ”special” nodes are usually called Anchors or Beacons.

1.1. Localization in Wireless Sensor Networks
Localization is an important research area in wireless sensor networks. It provides the nodes that comprise the network the ability to know their location in the area the network is deployed, which in turn allows the network itself to perform tasks that would be impossible to perform without this knowledge. Applications for wireless sensor networks that demand the presence of location information include wildfire detection, target tracking and battlefield observation networks. Each of the above list requires the network to perform tasks that are based on physical locations within the network. The feedback from the network will also include position information so an initialization step is critical before these can function properly. The location of a single node in a wireless sensor network can be obtained using several methods. The simplest of them is using a GPS chip, which have become significantly smaller, more energy efficient and less expensive than in the past, to a point that including one is no longer a costly decision, both in terms of energy consumption and of actual cost of the device. The GPS system provides location information using a network of satellites that orbit the earth, so even a single node with no neighbouring nodes can be localized. Traditionally, only a few nodes in a network, called anchors or beacons, were equipped with a GPS chip, and several methods were used to take advantage of their position information to localize the rest of the network. Some of these techniques can be found in [SGL05], [GG05], [AHSK05]. Although now we are in a position to equip many more nodes with similar technology, these techniques are far from obsolete. The reason is that the GPS has a few drawbacks that make its use less than ideal in certain circumstances. Two examples can be use of wireless sensor networks in other planets, losing the advantage of having the satellite network that provides the GPS information installed and indoors where the satellite signal is weak at best and non existent typically. In these cases, among others, localization techniques that use anchor nodes are very much relevant. Localization techniques can provide a node with either an approximation of its absolute position or even coordinates in a new system, which is useful only this particular network [TM04], [CA04], [DMNJ04]. In the first case, the goal is of course to provide an approximation as close as possible to the real location. The assessment of such algorithms counts exactly that, the error between the approximated location and the real location of the nodes.

2. RELATED WORK
The are of Wireless Sensor Networks localization has been investigated for many years. The localization process usually requires a number of special nodes to already know their lo-
In range based algorithms, these special nodes, often called anchors, advertise their locations and nodes that wish to be localized use this information along with an estimation of their distance to the anchors to calculate their positions. Range based algorithms include the ones in [ScHS01], [SRL01], [AEG+06] and use the above technique with newly localized nodes becoming anchors in the next step of the algorithm. Techniques like these produce an increased number of transmissions, which in turn result in increased power usage in the network. In range free algorithms, such as the one in [BHE00] and [NN03] the overhead is even larger due to increased communication required for the algorithms to function, without the ability to measure distances from each other.

2.1. Error in distance estimation

Error in distance estimation between wireless nodes is inevitable regardless of the method used to calculate the distance. In [ScHS01] a few techniques were tested, including RF and Ultrasound Time of Arrival and received signal strength indicator (RSSI). They concluded that some techniques such as ToA are better suited for localization than others, although RSSI is a cheaper, simpler in hardware demands and more widely available. They also note that using the RSSI gives results that vary greatly depending on the conditions of the experiment. As we will see, similar results were given by other researchers regarding the RSSI usage. Using the RSSI is a widely used method of estimating the distance between two nodes. The RSSI is often provided automatically by the hardware of the nodes. Studies such as [SKPP07] have shown that factors such as the radio frequency, transceivers variations, antenna orientation, positions of the nodes including elevation play a significant role on the estimated distance calculated from the RSSI. Given some constraints in the above factors, coming up with a model that resembles reality is feasible but a generic model is very hard to provide. As shown in [WKC07] using RSSI for ranging-based localization is feasible alternative to GPS. They achieved a 4.1m error in a 49 node network deployed in a half-football field sized area. They also noted that the conditions of the experiments play a significant role in this error, since the above error estimation can fluctuate depending on things like nodes elevation or grass height. Error-free distance calculation between anchor nodes and nodes that require localization would provide an instant and trivial solution to the problem, but these calculations are often not possible. Different techniques can be used to get a better or worse estimation, but errors are still present.

3. MOTIVATION & OUR CONTRIBUTION

In this paper we try to explore different techniques that can be used to successfully localize each node in a wireless sensor network. For us, successful localization means that the computed final position of each node will be as close as possible to the real position. The technique we use takes into account the estimated distance of each node to its neighbour anchor nodes. We assume that each node has the means to determine this distance (for example, using RSS signal strength [WKC07], delay of travel, optical, ultrasonic [Whi06] or any other technique) with a percentage of error which can be due to different reasons such as the ones presented in 2.1. The estimated distance for each anchor forms a circle, so for n anchors we draw n circles. In this case trying to cluster the intersection points to calculate the position of a node is, of course, impossible. In our simulations, we set the error percentage as the maximum error percentage and we calculated the error as a random percentage around the real dis-
tance in each iteration. We then did multiple iterations, in order to avoid the problem of no intersection points and to be able to calculate a position every time. We did this in order to be able to evaluate the accuracy of our methods in all cases.

3.1. Error models

We know that the signal strength decreases when the sender-receiver distance increases. If $E_{Max}$ is the maximum power used to send a message from the sender and $E_{Rec}$ is the received power at the receiver, we call the relative decrease $E_{Max} - E_{Rec}$ attenuation. The attenuation in theory, without obstacles and reflections, is proportional to the square of the distance ($att = d^2$), but in real experiments it is less than that. In order to model the errors in distance estimation, we considered 4 different error models. The first model is the Constant Error model. In this model, the estimated distance, compared to the real distance is given by the following formula:

$$EstDist = RealDist + e \times MaxRange.$$  

The second model is the Random Error model. In this model, the estimated distance is given by the formula $EstDist = RealDist \pm random(e) \times RealDist$. The third model is the Linear Error model. In this model, the estimated distance is given by the formula $EstDist = RealDist \pm e \times RealDist$. The fourth model is the Logarithmic Error model. In this model, the estimated distance is given by the formula $EstDist = RealDist + a \times e$ where $a = 0$ when $distance = 0$ or $a = \ln(RealDist) \times e$ when $distance > 0$. In all the above formulas $e$ is a percentage parameter where $0 < e < 1$. It is obvious that when $e = 0$, the formulas become $EstDist = RealDist$ in all four models. We assume that $0 \leq RealDist \leq MaxDist$.

In figures 4, 5, 6, 7 we show examples of the 4 error models described above, using $e = 0.2$ and $MaxDist = 6$.

The four models described above are simple mathematical constructions that do not take into account multipath effects.
We used the data we acquired in [UR10] in order to evaluate the above models. In this technical report, an experimental test bed that is comprised by 6 "gathering stations" is used to get RSSI (LQI) values from a mobile node that moves between 82 fixed points around the gathering stations. For each position, 200 messages are being sent to all 6 gathering stations. The gathering stations report these values to a base station which then finds the average RSSI value for each location and each gathering station. In order to get an idea of what an actual distance estimation based on RSSI values looks like, we took data from 4 straight lines that passed through one of the central gathering stations mentioned in the Technical report, in a star shape, and drew the RSSI values.

We used a widely used propagation model, the log-normal shadowing model, which is described in [WKC07] to transform the RSSI values to distance values. In this model, the multipath effects can be taken into account, and the calculation of the is based on the following formula:

$$RSSI(d)[dBm] = RSSI_0 - 10n \log_{10}(\frac{d}{d_0}) + X_\sigma$$

where \(n\) is an attenuation constant, \(d\) is the distance, \(X_\sigma\) is a zero-mean Gaussian with standard deviation \(\sigma\) used to simulate the multipath effects and \(RSSI_0\) is the signal strength at a reference distance \(d_0\). In order to simplify the calculation of the distance, we can omit the multipath effects factor (\(X_\sigma = 0\)) and use the following formula:

$$d(RSSI) = 10\frac{RSSI_0 - RSSI}{10n}$$

Depending on the environment (space vacuum, office with furniture, football field etc.), the user of the above formula must set \(n\) accordingly. We used a value of \(n = 2\). In figures 8, 9, 10, 11 we show the results from the real experiments.

From the models mentioned above, we decided to use the Random Error model to test out method, since it came closer to the real experiments data, it was simple enough to calculate and was non-deterministic.
3.2. Clustering Methods

In order to form the cluster of the intersection points, we propose 3 different methods. Before applying each method, we calculated the all the intersection points and made them available to them.

We will explain each method in the following paragraphs:

3.2.1. Method 1

In this method we examine the intersection points between each pair of circles. We proceed only if there are intersection points for each pair of circles. For each intersection point, we assign 0 Favour Points. We then compare the distance of each intersection point to the center of all the rest of the circles. The intersection point that is closest to each center is awarded a Favour Point. We iterate for all circles, excluding the two circles that we are examining. At the end, if the Favour Points for one intersection point are greater than zero while the Favour Points for the other intersection point are zero, we include the first intersection point in the cluster. If the Favour Points are greater than zero in both intersection points, we do not include either one in the cluster. Similarly, we include no points if both points have Favour Points equal to zero. An example of an application of this method can be seen in Figure 12. The intersection points that are included in the cluster are marked.

3.2.2. Method 2

In this method, we check to see if the intersection points are included in the rest of the circles. If an intersection point is inside all the other circles, we include this point to the cluster. A point is considered to be inside a circle if the distance between the point and the center of the circle is less than the circle radius. An example of an application of this method can be seen in Figure 13. The intersection points that are included in the cluster are marked.

3.2.3. Method 3

This method is similar to the first method, but much more strict when it comes to the condition which allows an intersection point to be included in the cluster. In order for this to happen, the Favour Points of the first intersection point must be equal to the total number of circles (minus the two circles we examine in each iteration). In any other case, both intersection points are rejected. An example of an application of this method can be seen in Figure 14. The intersection points that are included in the cluster are marked.

After applying a method to form a cluster of intersection points, we calculate the final position of the node by using the coordinates of all the cluster points. We calculate the final position’s X by averaging all the X coordinates of the cluster points. Similarly, we calculate the final position’s Y by averaging all the Y coordinates of the cluster points.

3.3. Evaluation

3.3.1. Simulation Environment

In order to evaluate our methods, we used the WSNGE Toolkit and Simulator [Kar09]. We extended its functionality to include multilateration localization and we used its visualization system to fine tune our implementation. The nodes were uniformly distributed in the network area and radio range $R$ was equal for all nodes. In order to obtain statistics
for a wide range of estimation errors we run all three methods for 200 times, each time adding 0.001 to the error $e$. We start the error $e$ from 0 as the minimum and after the iterations we have an error $e$ of 0.2. We then estimate the distance $\text{EstDist}$, by changing the real distance $\text{RealDist}$ using the following formula: $\text{EstDist} = \text{RealDist} \pm \text{RealDist} \times e$. The estimated distance is the radius for the circle for each neighbouring anchor. After drawing the circles, we iterate through each pair of circles and we calculate the intersection points. We then use each of the methods described above to create a cluster and estimate the position. We calculate the error as the distance between each node’s estimated position and its real position. For each iteration, we calculate the total error as: $\text{TotalError} = \frac{\sum \text{NodeErrors}}{\text{NumberofLocalizedNodes}}$.

We repeated the above procedure for 4 different networks, all sized 1x1 with 100 nodes. The networks had the characteristics seen in Table 1. Radius refers the communication radius of each node (using the Unit Disc Graph communication model) while Mean refers to the mean connectivity of the network. Since the purpose of the above experiments was to conclude on the accuracy of our methods, we did not use localization information propagation. Instead, we assumed that all the neighbours of a single node are anchor nodes, so the mean connectivity of the network is also the average number of anchors per node.

Table 1. Table (Networks Used for Testing)

| Size | Nodes | Radius | Mean  |
|------|-------|--------|-------|
| 1x1  | 100   | 0.04   | 4.582 |
| 1x1  | 100   | 0.05   | 7.199 |
| 1x1  | 100   | 0.06   | 10.394|
| 1x1  | 100   | 0.07   | 13.96 |

3.3.2. Simulation Results

For the first network, Figure 15 shows the behaviour of the three methods for all 200 iterations.

For the second network, Figure 16 shows the behaviour of the three methods for all 200 iterations.

For the third network, Figure 17 shows the behaviour of the three methods for all 200 iterations.

For the fourth network, Figure 18 shows the behaviour of the three methods for all 200 iterations.

The lines connect the node which is trying to find its location with its neighbours which are considered anchors for the purpose of evaluating our methods. The circles have a radius equal to the reported distance from the node to the anchor, which contains a random error. The crosses show the intersection points of the circles, which have been chosen by the respective method. The values on the Y axis represent the error in percentage with respect to the communication range of the nodes (%range). In the X axis, the values
represent the percentage of the error \( \text{percentageError} \) with respect to the true distance from each node to an anchor. The actual distance value for each pair of node-neighbour is chosen uniformly from \( [\text{RealDistance} - \text{RealDistance} \times \text{percentageError}, \text{RealDistance} + \text{RealDistance} \times \text{percentageError}] \).

By observing the above results, we noticed that among our three methods, Method 2 shows the greatest robustness, since it provided consistently lower error percentages above 3% of distance estimation error in all 4 networks. It also provided us with ever decreasing slopes when increasing the mean connectivity, while the other two methods had an almost identical slope, albeit lower percentages of position estimation error when the mean connectivity increased. We also noticed that Methods 1 and 2 were not completely accurate when provided with very small distance estimation error (< 0.5%) while Method 3 was. In fact, Method 3 provided a 0% position estimation error when the distance estimation error was also 0, while the other 2 methods gave a higher position estimation error.

4. CONCLUSIONS AND FUTURE WORK

In this paper, we evaluated three new methods for localizing a node using multilateration when distance estimation error exists. We used the estimated distances to draw circles and then used the intersection points of these circles to create clusters. We formed different clusters using the different methods and evaluated the resulting error in position estimation. Future work includes exploring more parameters like different network connectivities. We can also use different communication models to evaluate our methods’ robustness and accuracy.
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