Hybrid Human-Machine Interface for Gait Decoding Through Bayesian Fusion of EEG and EMG Classifiers
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Despite the advances in the field of brain computer interfaces (BCI), the use of the sole electroencephalography (EEG) signal to control walking rehabilitation devices is currently not viable in clinical settings, due to its unreliability. Hybrid interfaces (hHMIs) represent a very recent solution to enhance the performance of single-signal approaches. These are classification approaches that combine multiple human-machine interfaces, normally including at least one BCI with other biosignals, such as the electromyography (EMG). However, their use for the decoding of gait activity is still limited. In this work, we propose and evaluate a hybrid human-machine interface (hHMI) to decode walking phases of both legs from the Bayesian fusion of EEG and EMG signals. The proposed hHMI significantly outperforms its single-signal counterparts, by providing high and stable performance even when the reliability of the muscular activity is compromised temporarily (e.g., fatigue) or permanently (e.g., weakness). Indeed, the hybrid approach shows a smooth degradation of classification performance after temporary EMG alteration, with more than 75% of accuracy at 30% of EMG amplitude, with respect to the EMG classifier whose performance decreases below 60% of accuracy. Moreover, the fusion of EEG and EMG information helps keeping a stable recognition rate of each gait phase of more than 80% independently on the permanent level of EMG degradation. From our study and findings from the literature, we suggest that the use of hybrid interfaces may be the key to enhance the usability of technologies restoring or assisting the locomotion on a wider population of patients in clinical applications and outside the laboratory environment.
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1. INTRODUCTION

Neurological diseases after brain or spinal cord lesions are one of the major causes of locomotion impairments, leading to functional disability and loss of independence in daily-living activities for patients (Barbeau et al., 1999; Sarti et al., 2000). To reach better independence, gait rehabilitation is key to regain walking capacity and the recent advances in bio-robotics and neuroprostheses have provided many technological solutions to restore locomotion. Functional improvements have been reported in stroke survivors (Chisari et al., 2015; Morone et al., 2018) and spinal cord injury (SCI).
patients (Kolakowsky-Hayner et al., 2013; Donati et al., 2016; Shokur et al., 2018) after robot-aided training with a lower limb exoskeleton. Recently, epidural electrical stimulation (EES) has shown very promising performance in restoring locomotion after spinal lesion (Harkema et al., 2011; Wenger et al., 2014; Wagner et al., 2018). In this context, it is of paramount importance to develop advanced human-machine interfaces to enhance the interaction between the user and the rehabilitation device and thus, his active involvement, and maximizing the rehabilitation outcome (Edgerton et al., 2008).

Electromyography (EMG) is certainly one of the most used techniques to control rehabilitation and assistive devices, particularly in robotic applications. EMG has been already successfully used to decode gait activity (Meng et al., 2010; Joshi et al., 2013; Li et al., 2016; Luo et al., 2019), and to control exoskeletons (Fleischer et al., 2005; Ferris and Lewis, 2009; Takahashi et al., 2015) or neuroprostheses based on functional electrical stimulation (FES) (Graupe et al., 1982; Dutta et al., 2008). However, the usability of EMG-based control strategies strongly depends on the user’s residual muscular functions. If the EMG activity is highly affected by the limb’s paresis following a neurological disease, the decoding of user’s movement intention could be compromised by muscle weakness and early fatigue, making the use of these assistive technologies unfeasible on severely impaired patients (Millán et al., 2010). For this reason, brain computer interface (BCI) technologies based on non-invasive Electroencephalography (EEG) have been introduced to decode movement intention from brain electrical signals, even in absence of any muscular activity. Previous works have proven the feasibility of predicting motion intention with BCI to detect sit-to-stand and stand-to-sit movement (Chaisaen et al., 2020), to trigger lower limb exoskeletons (Kilicarslan et al., 2013; Lee et al., 2017), but also to decode walking patterns from EEG signals (Presacco et al., 2011; Nakagome et al., 2020; Tortora et al., 2020). However, interfaces based on EEG signals alone are not reliable enough for most clinical applications and to control advanced neurorobotics devices yet due to their low reliability, low accuracy and low informative content (Vaughan et al., 1996; Wolpaw et al., 2000). These issues have strongly limited the diffusion of these technologies on a wider population of patients and for applications outside a controlled laboratory environment.

In this study, we propose a hybrid human-machine interface (hHMI) fusing the motion information coming from the brain signals with the information coming from the natural muscular activation with the purpose of decoding walking activity. The aim of the fusion method proposed in this study is to enhance the reliability of the human-machine interface by integrating the outputs of an EEG and an EMG classifiers using principles of Bayesian inference (Ruta and Gabrys, 2000). The measurement of a human-machine interface reliability is a current challenging topic, since it can be analyzed from a 2-fold point-of-view: from the adaptation of the user to the interface or from the adaptation of the interface to the user, measured as the performance of the machine learning system to changes of the input signals (e.g., session-to-session variability, non-stationarity of the driving signals) (Perdikis et al., 2018). In this work, we evaluated the proposed hHMI from the latter point-of-view. By weighing the contribution of each classifier based on the confidence of its prediction, the proposed hybrid interface enhance the overall decoding performance, particularly when the reliability of muscular signals is affected, either temporary (e.g., muscle fatigue) or permanently (e.g., muscle weakness). To evaluate this capacity, the performance of the proposed hybrid approach was compared to the single-signal approaches also with respect to simulated conditions of EMG signal alteration. These evaluations have been carried out simulating an online usage of the hHMI in order to exploit this interface to control a lower limb exoskeleton or a neuroprosthesis in future work.

1.1. Related Work

Recent attempts to overcome the limitations of conventional BCI systems have brought forward approaches combining multiple human-machine interfaces, including at least one BCI integrated with other BCIs or other biosignals (e.g., EMG) or input devices (e.g., joysticks) (Müller-Putz et al., 2015). This combination may happen at different levels of the processing flow: at the features level (Li et al., 2017), at the decision-making level (Leeb et al., 2011), or at the control level (Kiguchi et al., 2013), by having each channel controlling a different part or behavior of the assistive device. These hybrid solutions often rely on a fusion module integrating the outputs of multiple classifiers driven by different brain features (Millán et al., 2010). For example, Yin et al. (2015) proposed a hybrid BCI integrating the classification of a P300 BCI and a steady-state visual evoked potential (SSVEP) BCI with a maximum probability estimation (MPE) fusion approach.

The same research group implemented also a bimodal P300 BCI approach that simultaneously employs auditory and tactile stimuli (Yin et al., 2016). In Ferrez and Millán (2008) the reliability of a motor imagery BCI is improved by discarding erroneous commands if they generate an error-related potential (ErrP) right after the classification.

Many patients present residual motor functions that may be used as additional control inputs in parallel with the BCI. For example, in Rohm et al. (2011) the remaining shoulder function of a SCI patient is exploited to control an upper-limb neuroprosthesis, while the motor imagery of hand movement is used to toggle the different control modalities of the assistive device. In this category of hHMIs, solutions based on EEG and EMG signals may increase the reliability of the interface with respect to both signals alone in upper limb experiments (Carlson et al., 2013; Chowdhury et al., 2017). In particular, the additional analysis of EEG signals in parallel with EMG activity have shown to improve the detection of motion intention in patients with compromised muscular functions (Bhagat et al., 2016; López-Larraz et al., 2018). Leeb et al. (2011) showed the benefit of a multimodal EEG-EMG approach to classify between movement of right and left hands independently of the level of muscular fatigue. In lower limb applications, EEG and EMG signals have been primarily used to monitor the user’s condition while walking, for example to measure the workload (Matthews et al., 2008) or predict the risk of falling (Annese and De Venuto, 2015). In walking classification applications, EEG and EMG signals are rarely used simultaneously, but rather as a cascade of classifiers.

In Du et al. (2012), an EEG-based interface is used to control
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a lower limb exoskeleton by detecting walking direction, while walking patterns are decoded from the EMG signal alone. In Li et al. (2019), the intention to take a step is decoded from the EEG signals only, while the EMG signals from the upper limbs are exploited to determine the step height while climbing stairs. In Shervani and Kumar (2016), the predictions of an EEG and an EMG classifier are fused to predict sit-to-stand and stand-to-sit tasks. On the other hand, the development of Mobile Brain/Body Imaging (MoBI) frameworks (Gennaro and De Bruin, 2018), allowing the simultaneous acquisition of EEG and EMG signals during walking, enabled scientists to deepen the understanding of both cortical and muscular control of gait patterns (Storzer et al., 2016; Artoni et al., 2017).

Despite these findings however, to the best of our knowledge, EEG and EMG have never been used simultaneously to decode walking activity. To this aim, this paper contributes to the field by proposing and evaluating a hHMI decoding gait events from the fusion of brain and muscular activity. In particular, two deep neural networks are trained with EEG and EMG signals, respectively, in order to predict step onset (i.e., swing phase) and offset (i.e., stance phase) of right and left legs. Finally, their predictions are integrated at the decision-making level using a Bayesian belief fusion method, based on the uncertainty of each classifier in predicting that the subject is in a certain gait phase. We believe that the proposed solution may guarantee more stable performance of the human-machine interface controlling the walking restoration device, by adapting the fusion parameters to the changes of input signals reliability in clinical and daily-living applications.

2. MATERIALS AND METHODS

2.1. Experimental Setup and Data Acquisition

The hHMI proposed and described in this paper was validated on a pre-recorded dataset containing one session of EEG and EMG recordings from eleven healthy subjects (mean age 30 ± 4 years) while walking. During each session, the subject was asked to walk on a treadmill at 2.5 and 3.5 km/h, for 10 min for each walking speed, thus 20 min overall. EEG data were recorded with a signal pre-amplifying active electrode cap (actiCAP, Brain Products GmbH, Germany) and a 64-channel EEG amplifier (SD MRI, Micromed S.p.A., Italy) with a sampling rate of 2,048 Hz. EMG data were simultaneously recorded with a wireless EMG system (BTS Free EMG 300) at a sampling rate of 1,000 Hz. EMG electrodes were placed on Tibialis Anterior (TA), Vastus Medialis (VM) and Biceps Femoris (BF) of each leg, according to SENIAM guidelines (www.seniam.org). Swing and stance events were identified from the signals acquired with four foot-switches positioned under the shoes of each subject, two under the heel and two under the toes. Data from the foot-switches were wirelessly acquired through the EMG system with a sampling frequency of 1,000 Hz. EEG, EMG and foot-switches data were all resampled to 1,024 Hz. This dataset was previously published and was acquired within the MoBI framework presented in Artoni et al. (2018), more details on the experimental protocol and data acquisition can be found in Artoni et al. (2017) and Tortora et al. (2020). All subjects provided informed consent prior to participation in this study. This study was carried out in accordance with the declaration of Helsinki.

2.2. Data Processing

This section describes the processing procedures applied to EEG and EMG signals before being used as input to their respective classifiers. In order to simulate an online condition, the dataset of each subject was divided into three groups: a training set (60% of the dataset, about 12 min of walking), a validation set (15% of the dataset, about 3 min of walking) and a test set (25% of the dataset, about 5 min of walking). Networks were trained with data of the training set only, while the parameters for the Bayesian belief fusion were obtained from the validation set. Once the Bayesian fusion parameters have been estimated, the networks were re-trained with the ensemble of training and validation set, in order to maximize the data available for classifier’s learning. Finally, the overall performance were evaluated on the data of the test set. All the processing procedures applied to the test set are compatible with an online usage of the interface. A representation of the proposed hHMI is schematically shown in Figure 1.

2.2.1. EEG Processing

Generally, EEG data are contaminated by many external sources (Gwin et al., 2010), particularly gait-locked artifacts overlapped with brain signals (Kline et al., 2015). Thus, preprocessing procedures are necessary to clean the EEG dataset from non-brain activity. To this aim, we applied a previously validated processing procedure, described in detail in Tortora et al. (2020). Different processing stages were applied on the three groups of data. Training and validation set were preprocessed with a two-step offline preprocessing, following a procedure previously described and validated in Artoni et al. (2017), to ensure that the classifier learning and the Bayesian fusion parameters were not influenced by any source of noise generated during the locomotion. On the other hand, a more conservative preprocessing was applied on the test set to guarantee its usability in an online application:

- **Preprocessing Step I:** raw EEG data were high-pass filtered with a zero-phase 24th-order Chebyshev type II filter above 1 Hz and low-pass filtered with a zero-phase 71th-order Chebyshev type II filter below 98 Hz. Power line interference were removed with a comb notch filter at 50 Hz. Manual and automatic procedures were used to reject corrupted EEG channels and epochs containing high-amplitude (above 100 μV) and irregular artifacts (Artoni et al., 2012). A Common Average Reference (CAR) filter was then applied to the remaining channels.

- **Preprocessing Step II:** raw EEG data were high-pass filtered with a zero-phase 24th-order Chebyshev type II filter above 1.5 Hz and low-pass filtered with a zero-phase 71th-order Chebyshev type II filter below 48 Hz. The data were then resampled to 512 Hz. The channels removed during Step I were also removed in this step. A CAR filter was then applied to the remaining channels.
FIGURE 1 | Schematic representation of the proposed hybrid human-machine interface. Brain activity is registered with a 64-channel EEG system, while three lower limb muscles per leg are simultaneously recorded within the same acquisition set up. Each subject’s dataset is separated into three distinct groups of data, namely training, validation and test set. Data from the training set (green arrows) are used to calibrate the parameters of the two classification networks. The performance of each network, in terms of confusion matrices, are evaluated on the validation set (yellow arrows) for the EEG and EMG signals independently. These performance measures are then used to guide the Bayesian fusion method of the classifier’s output ($c_{\text{EEG}}$, $c_{\text{EMG}}$), to predict gait events on the data coming from the test set (red arrows).

Non-stereotypical artifacts (e.g., movement artifacts related to cable displacement) were removed through Artifacts Subspace Reconstruction (ASR) (Kothe and Jung, 2016; Chang et al., 2018). Then, the EEG signals were decomposed into maximally independent processes through an infomax Reliable Independent Component Analysis (RELICA) (Artoni et al., 2014). The ICA weights were applied to the EEG signals coming from Step I, projecting the data into the independent components domain. Components that belong to stereotypical artifacts (e.g., neck muscles, eye movement) were rejected by backprojecting the EEG signals to the original domain using only the components related to brain activity (Artoni et al., 2017).

The two-step preprocessing was necessary to apply the ASR only on the EEG data used for the estimation of the independent components (Step II) to enhance their reliability (Artoni et al., 2014), while the classifier was trained on the data from Step I, since ASR may remove also useful brain activity (Artoni et al., 2017). Channels rejected during these offline preprocessing stages were also removed from the test set. Data belonging to the training, validation and test set were segmented with a rectangular time window of 50 ms with 80% overlap, to achieve a classification at a rate of $1/((1 - 0.8) \times 0.050 \text{ s}) = 100 \text{ Hz}$. A CAR filter is applied to the chunk of EEG data inside each window and the $\delta$-$\theta$ band (1-8 Hz) was extracted with a 4th-order zero-lag Butterworth filter. This frequency range was selected since it provided the best performance in a previous study (Tortora et al., 2020) and it is in line with the literature showing that meaningful changes during walking occur principally at frequencies below 10 Hz (Gwin et al., 2010, 2011). Data were normalized to have zero mean and unit standard deviation inside each window. Finally, a single-feature per channel for each window for classification was obtained by taking the block average of the processed EEG signals in the non-overlapping portion (i.e., the last 20%) of each window. The EEG preprocessing is schematically shown in Figure 2 (top).

2.2.2. EMG Processing

EMG data of training, validation and test set were processed following the same procedures. Firstly, the EMG signals were segmented with a rectangular time window of 50 ms with 80% overlap, as the EEG signals. Inside each window, EMG signals were band-pass filtered in the range 10-250 Hz with a 8th-order zero-lag Butterworth filter, in order to remove low-frequency motion artifacts and high-frequency electrical noise. Then, the filtered EMG signals were rectified and smoothed using a 4th-order zero-lag Butterworth low-pass filter with cut-off frequency at 6 Hz. As for the EEG signals, a single-feature per channel for each window was obtained by taking the block average of the processed EMG signals in the non-overlapping portion (i.e., the last 20%) of each window. The EMG preprocessing is schematically shown in Figure 2 (bottom).

2.3. EEG and EMG Long-Short Term Memory (LSTM) Networks

Gait decoding classifiers were implemented as a deep neural network with recurrent layers, namely Recurrent Neural Network (RNN), whose output is a non-linear function of the current input (i.e., EEG or EMG channels) and its outputs at the previous time steps (Williams and Zipser, 1989). This characteristic provides the network with memory allowing to encode time dependency within the classification framework (Elman, 1990). Herein, we considered a particular implementation of a RNN, based on Long Short-Term Memory (LSTM) layers. LSTM
networks are recurrent networks capable of learning long-term dependencies in time series without suffering from the vanishing gradient problem (Pascanu et al., 2013). This network was selected since it has already shown to be very effective in decoding gait events from either EEG (Tortora et al., 2020) and EMG (Luo et al., 2019) signals. The implementation of a LSTM network can be found in Hochreiter and Schmidhuber (1997), Gers et al. (1999), and Tortora et al. (2020) and it is beyond the scope of the paper.

In this study, two separated LSTM networks, running in parallel, were implemented to decode gait events from EEG and EMG, respectively, and their predictions are subsequently integrated (see section 2.4). Each network is provided with a sequence input layer with size equal to the number of channels used for classification. Then, channels’ signals are processed by one or more LSTM layers to extract information from each time series that is correlated with the gait events to be classified. Channels’ information is integrated in the fully-connected layer, with size equal to the number of classes to be identified, and the posterior probability of each class is provided in output by the softmax layer (see Figure 3A). The EEG network was trained to classify the swing phase of either right and left leg (SWING) against the double-stance phase (STANCE). On the other hand, the EMG network was trained to solve a 3-class classification problem, detecting the swing phase of the right leg (RIGHT), of the left leg (LEFT), and the double-stance phase (STANCE). An EEG and an EMG network were trained for each subject independently with the data from the training set only. The networks’ architectures (i.e., number of LSTM layers, number of units per layer), shown in Figure 3A, were empirically defined for EEG and EMG signals separately based on the performance on the validation set, averaged across subjects, and on previous studies in literature (Craik et al., 2019; Luo et al., 2019; Roy et al., 2019; Tortora et al., 2020).

2.4. Bayesian Belief Fusion
The reliability of a classifier can be comprehensively described by means of confusion matrix, measuring the errors distribution of
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FIGURE 3 | (A) LSTM networks’ architecture for gait decoding from EEG and EMG signals. The EEG network consists of two LSTM layers, with 250 and 150 units, respectively. The output of the last layer is then processed by a fully-connected layer (green oval) and a softmax layer in order to classify between swing and stance phases. The EMG network contains only one layer with 150 units and it classifies between right swing, left swing, and stance phases. (B) Schematic diagram of Bayesian belief fusion of EEG and EMG networks classification, for a sample scenario in which both EEG and EMG networks predict the STANCE class. The output of each classifier (\(e_{\text{EEG}}\), \(e_{\text{EMG}}\)) is used to determine the conditional probability of each true class (\(c_{\text{EEG}}\), \(c_{\text{EMG}}\)) given the predicted class (\(c_{\text{EEG}}^j\), \(c_{\text{EMG}}^j\)) from the confusion matrix of each classifier, estimated during the validation phase. The Bayesian belief \(\text{Bel}(c_i)\) of each class \(c_i\) is computed by multiplication of the conditional probabilities of the EEG and EMG classifiers. The class predicted by the hybrid interface is the one maximizing the Bayesian belief.

where each row corresponds to the class (i.e., \(c_1, \ldots, c_M\)) the samples truly belong, as defined by the foot-switch signals, and each column to the class which the samples are assigned to. Thus, \(n_{ij}^k\) represents the number of samples belonging to the \(i - \text{th}\) class that were predicted as the \(j - \text{th}\) class by the \(k - \text{th}\) classifier. Given \(K\) classifiers predicting among \(M\) classes, the general belief measure of correct assignment can be computed for each class \(i\) by combining the estimation \(e_k^i\) of each classifier as Ruta and Gabrys (2000):

\[
\text{Bel}(c_i) = P(c_i) \prod_{k=1}^{K} P(c_i | e_k = c_j) \quad \text{with } P(c_i | e_k = c_j) = \frac{n_{ij}^k}{\sum_{i=1}^{M} n_{ij}^k}, i = 1, \ldots, M; j = 1, \ldots, M
\]

where \(P(c_i)\) is the prior probability of class \(i\) and \(P(c_i | e_k = c_j)\) is the probability that the true class is \(i\) when the \(k - \text{th}\) classifier outputs class \(j\). In our case, \(K = 2\) since we have one EEG network and one EMG network. However, the two networks do not provide the same number of classes, as explained in section 2.3. Thus, we adapted (2) to our scenario as follow:

\[
\text{Bel}(c_i) = \prod_{k=[\text{EEG,EMG}]} P(c_k | c_k = c_i) \quad \text{with } P(c_k | c_k = c_i)
\]
In $c_{EEG_i}$ and in $c_{EEG_j}$ the SWING class is repeated twice since the EEG network provides the same contribution for either the right swing (RIGHT) and left swing (LEFT) events classified by the EMG network. In short, the EEG network detects if the subject is taking a step forward, regardless of which leg is moving, while only the EMG network is in charge of discriminating between the two legs. The class $c_i$ with the highest belief $Bel(c_i)$ is chosen as the final decision of the classification framework. A schematic representation of the Bayesian belief fusion applied in this work is shown in Figure 3B for a sample scenario in which both EEG and EMG networks predict the STANCE class. Nevertheless, the same considerations could be applied when the two networks predict different classes. The conditional probabilities $P(c_k|e_k = c_i)$ of each classifier were obtained on the validation set and the performance of the fusion method was evaluated on the test set. Since the walking speed is not known to the classifier, we used the same prior probability for all the classes.

2.5. Experimental Validation

It can be easily expected that the use of the sole EMG signal is enough to achieve an accurate decoding of gait phases in conditions where the nervous and/or musculoskeletal systems are not impaired (Luo et al., 2019), with respect to what could be achieved by an EEG-based classifier, thanks to its higher correlation with the movement. However, in order to evaluate the proposed hHMI with the available dataset, containing EEG and EMG of healthy subjects only (see section 2.1), we simulated two different conditions in which the reliability of the EMG is compromised, either temporary (section 2.5.1) or permanently (section 2.5.2). These simulations were obtained by altering the distribution of EMG signals' amplitude in training, validation and test set, as shown in Figure 4 and explained in the following sections. Before the experiments, subjects s02 and s04 were excluded from the analysis since their EEG networks did not achieve performance above the level of significance (i.e., chance level of 50%). Since the performance and analysis of the EEG network on this dataset, including subjects s02 and s04, have been previously published (Tortora et al., 2020), we decided to focus the paper on the integration of EEG and EMG signals to deal with the degradation of muscular activity, excluding those subjects for which the use of the EEG network would have just worsened the performance independently on the level of EMG alteration.

2.5.1. Experiment 1: Temporary EMG Alteration

We evaluated the proposed hHMI in presence of a temporary alteration of the EMG signal. In this experimental condition, we assumed that only the EMG data during the human-machine interface usage were compromised, e.g., by fatigued-induced muscular changes, while muscles activity was unaltered during data collection for network training. In order to simulate this condition in the current study, on the one hand we applied a linear attenuation of EMG amplitude, ranging from 10 to 90%, to the validation and test set of each subject (Leeb et al., 2011). On the other hand, the EMG network parameters were calibrated with the original EMG signals.

2.5.2. Experiment 2: Permanent EMG Alteration

Subjects who suffer of a neuromuscular disease or trauma, like stroke survivors or SCI patients, are often primarily impaired by weakness for voluntary muscle contraction due to a permanent paresis (Thomas et al., 1997; Kamper et al., 2006). This impairment is often reflected in a permanent alteration of the
EMG activity. In order to simulate this condition, we considered to have available only one proximal lower limb muscle (i.e., VM) for each leg. Moreover, we applied to the whole EMG dataset a linear attenuation of 70% of the amplitude (van der Krogt et al., 2012) and we added a Gaussian noise (Li et al., 2007; Xu et al., 2012), with standard deviation determined to have different signal-to-noise ratio (SNR) levels—defined as the ratio of the signal power (i.e., the EMG activity informative for the movement) to the noise power, thus the background EMG activity—of 10, 3, 1.5, 1, 0.5, 0.1 dB, respectively. This procedure was applied on training, validation and test set of each subject, since we assumed the impairment to not change between classifier calibration and evaluation.

3. RESULTS

In order to evaluate the performance of the proposed hybrid approach, that integrates the information from the brain signals to support the compromised muscular activity, in the experiments we evaluated the performance of the single modality EMG network alone with respect to the performance obtained by the fusion method in detecting right swing, left swing and double-stance phases. Figure 5A shows the results for the five different conditions of the Experiment 1 (i.e., 100, 90, 50, 30, 10% of EMG signals amplitude). Performance is reported as the sample-by-sample accuracy over the whole test set, averaged across all the subjects. A statistically significant impact of classifier type (i.e., EMG only or EEG+EMG) and level of attenuation was found (Friedman test, \( p < 0.05 \)). As shown in Table 1, the EMG network alone achieved an accuracy of 95% for almost all the subjects when no attenuation had been applied or at 10% of attenuation. Then a drop of EMG network performance could be seen in relation with the increase in EMG amplitude attenuation (e.g., higher level of fatigue) reaching less than 90% of accuracy at 50% of attenuation. A statistically significant decrease of performance has been found at 70 and 90% of attenuation up to less than 40% of accuracy (Bonferroni post-hoc, \( p < 0.05 \)). Figure 5B better highlights the performance achieved in the Experiment 1 for each gait event to be identified. It can be seen that the reduction of the classification performance of the EMG network is mainly related to the difficulty in detecting the events related to the stance phase, from 91% of correctly detected samples to less than the chance level with 30 and 10% of EMG signals amplitude. On the other hand, with the proposed hHMI the degradation of the performance was remarkably lower, with a statistically significant improvement of about 20% of accuracy at 70% (Bonferroni post-hoc, \( p < 0.05 \)) and 90% (Bonferroni post-hoc, \( p < 0.01 \)) of attenuation. In particular, the stance detection rate was always above 80% even at the highest levels of EMG alteration. Figure 6 shows the robustness of the hybrid interface when different levels of attenuation are applied to the validation set and the test set in Experiment 1. No statistically significant differences (Kruskal-Wallis test, \( p > 0.05 \)) were found between the performance achieved when the same attenuation is applied to both set (white bars), or when the levels of attenuation differ of +10% (dark gray bars) or −10% (light gray bars).

Table 2 summarizes the results of the Experiment 2. Overall, the hybrid approach improved the classification performance in all the experimental conditions, with accuracy and precision always above 80% on average. Figure 7 shows the performance scores for each gait event and for different SNR levels of the EMG signals. No statistically significant impact of classifier type and SNR level has been found for the right swing and the left swing recognition rate (Friedman test, \( p > 0.05 \)), with more than 80% of correctly classified samples on average in all the conditions for both the EMG network and the hybrid approach. Differently, a significant improvement in the stance recognition rate became apparent with the fusion of EEG and EMG signals (Friedman test, \( p < 0.001 \)), with the proposed hHMI keeping stable performance above 80%, regardless of the SNR level.

4. DISCUSSION

In this study, we propose a hybrid approach based on the fusion of brain and muscle activity exploiting the principles of Bayesian inference with the purpose of decoding gait events. In particular, we show the benefit of coupling a BCI and a myoelectric interface in order to cope with impairments affecting the reliability of muscular signals, either temporary (e.g., muscle fatigue) or permanent (e.g., muscle weakness). Indeed, from our experiments, the proposed hHMI achieved significantly better results than the single-signal EMG approach, particularly at higher levels of muscular signals degradation. Nevertheless, it is worth noting that the introduction of the EEG network did not affect the performance of the interface even if no alteration of the EMG signal was applied. Indeed, the EEG network achieved almost 90% of accuracy in discriminating between swing and stance phases, independently from the experimental condition, similarly to what has been obtained in Tortora et al. (2020).

The detection of walking patterns with the EEG signal alone is, not surprisingly, less accurate with respect to the results obtained using the EMG signal. Likely, while the location of the EMG channels provides a clear indication of which leg the subject intends to move, the localization of brain activity related to each leg has been always very challenging in BCI, due to their representation over the sensorimotor cortex very close to the deep interhemispheric fissure (Hashimoto and Ushiba, 2013). Despite this, many studies on MoBI frameworks have provided interesting evidence of consistent brain signal modulations correlated with walking patterns (Gwin et al., 2011; Cevallos et al., 2015; Storzer et al., 2016), revealing a direct connection between brain areas and lower limb muscles during locomotion (Artoni et al., 2017). For these reasons, in this study we decided to limit the output of the EEG network in recognizing stance and swing phases, regardless of the leg performing the step. Nevertheless, our results show that the capability of discriminating between swing and stance phases is what is most affected by the degradation of muscular information, as it can be seen by the performance of the EMG network for both experiments (Figures 5B, 7—right plot). On the other hand, the detection of right and left swing events remained stable.
over the different experimental conditions, particularly for the Experiment 2, with accuracy well over the chance level. In this sense, the proposed fusion approach is capable of integrating the decision of each classifier according to its estimated confidence in predicting each class. Thus, the decision making process is guided by the output of the most reliable interface for each class: the EMG network predicts the specific movement to be performed, i.e., a right or left step; the EEG network intervenes in the detection of intentional movement execution (i.e., swing) or not (i.e., stance), as suggested in literature (Leeb et al., 2011; Tonin et al., 2017; Tortora et al., 2019). Nevertheless, we suggest that the implementation of more advanced deep learning models including recurrent and convolutional layers (Tan et al., 2017; Ditthapron et al., 2019; Wilaiprasitporn et al., 2019) may help the discrimination of right and left leg movements, by integrating both time features in the low EEG bands [e.g., movement related cortical potentials (MRCP)] and frequency features in higher frequency bands (e.g., $\beta$-power modulation) (Sburlea et al., 2015; Storzer et al., 2016), enhancing the overall performance of our approach.

The physiological origin of muscle fatigue has been investigated in many studies (Enoka, 1992; Kos et al., 2008) and both increase and decrease of EMG activity have been found as a sign of fatigue (Gerdle et al., 2000; Dimitrova and Dimitrov, 2003). However, EMG increase is mostly present at the beginning of muscular fatigue occurrence as a compensatory strategy to keep the generated force constant. On the other hand, a strong decrease of EMG signals characterizes the steady-state condition of fatigue (Dimitrova and Dimitrov, 2003). From Figure 5A, the hybrid approach shows an effective contribution...
TABLE 1 | Classification performance averaged across subjects in five different conditions (100, 90, 50, 30, and 10% of EMG signal amplitude) using only the EMG signals or by the use of EEG and EMG signals together.

|          | 100% EMG       | 90% EMG        | 50% EMG         | 30% EMG         | 10% EMG         |
|----------|----------------|----------------|-----------------|-----------------|-----------------|
|          | Recall         | Precision      | F1-Score        | Recall          | Precision       | F1-Score        |
|          | 0.95 ± 0.01    | 0.95 ± 0.02    | 0.95 ± 0.01     | 0.95 ± 0.02     | 0.95 ± 0.02     | 0.95 ± 0.02     |
| EMG      | 0.88 ± 0.19    | 0.90 ± 0.09    | 0.79 ± 0.17     | 0.63 ± 0.31     | 0.66 ± 0.21     | 0.39 ± 0.36     |
| EEG + EMG| 0.95 ± 0.02    | 0.95 ± 0.02    | 0.90 ± 0.09     | 0.79 ± 0.17     | 0.66 ± 0.21     | 0.66 ± 0.21     |

Performance are evaluated in terms of recall, precision, and F1-score. Bold values highlight the best classification approach for each condition.

when the EMG amplitude drops below 50%, with significant differences at 30 and 10% of EMG signal amplitude. A precise condition in which we may find a muscle activity below 30% of its normal signal amplitude during walking it's hard to define from previous studies in literature, since normal gait analysis is compromised already at 40% loss of strength with respect to a physiological muscle activity (van der Krogt et al., 2012). Nevertheless, other biomechanical studies revealed a drop of more than 60% of the surface EMG amplitude after 60s of sustained isometric (Bigland-Ritchie et al., 1983) or repeated (Chesler and Durfee, 1997) contractions in healthy subjects. This behavior is accentuated in paraplegic patients when the muscle contractions are induced by FES in both upper limbs (Tepavac and Schwirtlich, 1997) and lower limbs (Mizrahi et al., 1994). In these cases, the EMG amplitude may drop below 20% of its initial amplitude after <1 min of FES. Although depending on the type of assistance provided and the severity of the disability, we suggest our hybrid interface to be effective if the walking task is sustained for several consecutive minutes or for several times during the day, which would be the case when these technologies are used in real-life applications. The online adaptation of a classifier to non-stationary changes of the input, such as those induced by muscle fatigue, is a current active research topic in human-machine interfaces, and in machine learning in general. One possible solution could be to train multiple models calibrated with EMG data at different level of muscle fatigue for each subject (Song et al., 2009; Artemiadis and Kyriakopoulos, 2010). However, these solutions come at the cost of a large training dataset required for the calibration of each model. Moreover, the reliability of the decision rule that determines when to switch the classification model may dramatically affect their performance. Differently, our approach
TABLE 2 | Classification performance averaged across subjects at different levels of signal-to-noise ratio (in dB) of the EMG signal using only the EMG signals or by the use of EEG and EMG signals together.

|          | EMG 10dB EMG | EMG 3dB EMG | EMG 1.5dB EMG | EMG 1dB EMG | EMG 0.5dB EMG | EMG 0.1dB EMG |
|----------|--------------|-------------|---------------|------------|--------------|--------------|
| Recall   |              |             |               |            |              |              |
| EMG      | 0.83 ± 0.15  | 0.79 ± 0.16 | 0.71 ± 0.22   | 0.76 ± 0.13| 0.74 ± 0.15  | 0.74 ± 0.20  | 0.75 ± 0.17  |
| EEG + EMG| 0.89 ± 0.06  | 0.86 ± 0.08 | 0.82 ± 0.13   | 0.85 ± 0.07| 0.94 ± 0.08  | 0.94 ± 0.09  | 0.93 ± 0.8   |
| Precision|              |             |               |            |              |              |
| EMG      | 0.81 ± 0.13  | 0.79 ± 0.14 | 0.70 ± 0.20   | 0.76 ± 0.12| 0.74 ± 0.12  | 0.72 ± 0.17  | 0.78 ± 0.17  |
| EEG + EMG| 0.88 ± 0.06  | 0.85 ± 0.08 | 0.80 ± 0.11   | 0.83 ± 0.07| 0.83 ± 0.06  | 0.82 ± 0.07  | 0.82 ± 0.09  |
| F1-Score |              |             |               |            |              |              |
| EMG      | 0.79 ± 0.15  | 0.75 ± 0.14 | 0.66 ± 0.21   | 0.71 ± 0.14| 0.71 ± 0.15  | 0.69 ± 0.19  | 0.73 ± 0.18  |
| EEG + EMG| 0.89 ± 0.06  | 0.86 ± 0.07 | 0.80 ± 0.12   | 0.84 ± 0.06| 0.82 ± 0.07  | 0.83 ± 0.08  | 0.82 ± 0.08  |

Performance are evaluated in terms of recall, precision, and F1-score. Bold values highlight the best classification approach for each condition.

FIGURE 7 | Average results achieved by the hybrid approach (yellow lines), with respect to the EMG only approach (blue lines), is shown at different levels of signal-to-noise ratio (in dB) of the EMG signals, as right swing (left plot), left swing (mid plot), and stance (right plot) phases recognition rate.

does not require multiple models for the same signal, but to simply change the weights of the classifiers on the decision based on a gross estimation of the EMG signal reliability, for example by monitoring the median frequency of the EMG signal, that has been shown to be strongly correlated with muscle fatigue (Al-Mulla et al., 2009). Indeed, Figure 6 shows that the proposed hHMI provides robust performance even if the level of EMG alteration is not precisely known (Kruskal-Wallis test, \( p > 0.05 \)).

In rehabilitation applications, it is expected for the motor functions of the patient to change as the therapy sessions progress, and even inside the same session, hopefully by progressively reducing the movement impairment and making the muscular activity more reliable. In this sense, the analysis of the performance of the hybrid classifier, contrary to the EMG only classifier, and the analysis of the parameters of the Bayesian fusion could provide a good quantitative assessment of motor functions improvement over time, guiding the therapy and the control strategy of the rehabilitation device.

While many papers may be found in literature on gait phase classification from EMG (Joshi et al., 2013; Luo et al., 2019; Morbidoni et al., 2019) with comparable results with respect to the EMG network used in this study (i.e., classification accuracy above 90% on healthy subjects), the EEG signals is rarely used to decode gait activity. Most of the studies in literature focused on the detection of walking initiation (Kilicarslan et al., 2013; Sburlea et al., 2015; Zhang et al., 2017) or on the offline analysis of the neural correlates of walking (Wagner et al., 2012; Storzer et al., 2016; Artoni et al., 2017). Another research group explored the use of EEG signals for the decoding of gait kinematics (Presacco et al., 2011; Nakagome et al., 2020), but not gait events. In our previous work (Tortora et al., 2020), we compared the results obtained with the EEG-driven LSTM network used in this study with respect to the methods proposed...
by Jorquera et al. (2013) and Shokur et al. (2018), that involved a similar classification problem, showing significantly better performance of our approach. On the other hand, a comparison of the performance of our hybrid approach with respect to other hybrid systems in literature is difficult since, as illustrated in the section 1.1, hybrid interfaces on lower limb applications are limited to classification scenarios that are very different from the one presented in this study. For all these reasons, we suggest our work to provide a strong contribution to the field of human-machine interface by proposing for the first time a hybrid approach for the purpose of decoding gait events from EEG and EMG signals.

A limitation of the approach described in this work is that it weights the classifier decision [i.e., $c_i$ in (2)] only based on the performance estimated on the validation set (i.e., the confusion matrix), without considering the confidence the classifier had on that decision (i.e., the soft output of the softmax layer). As an example, considering a binary classification problem, the posterior probability (e.g., close to chance—0.6 vs. far from chance—0.9) can be considered as a measure of the confidence of the classifier. Thus, future works can investigate the implementation of a probabilistic fusion method to integrate the probability distribution of each classifier over the classes, so as to allow the decision making process to take into consideration both the uncertainty during validation and during online usage. Another limitation of this study is related to the dataset used for the evaluation of the hHMI performance, containing only data from healthy subjects walking over a treadmill, that will be accounted for in future studies by acquiring and testing this approach on real end users (e.g., stroke patients). Indeed, muscle weakness following paresis is a complicated phenomenon still under study, with many contributors, like loss of descending corticospinal pathway activation to motoneurons (Thomas et al., 1998), loss of large motor units (Lukács et al., 2008, 2009; Kallenberg and Hermens, 2009), disuse atrophy, fat infiltration (Ryan et al., 2011). Nevertheless, from studies on muscular activity and EMG-torque relationship, the EMG of muscles affected by weakness is principally characterized by an overall lower signal amplitude (Wang et al., 2013; Bhadane et al., 2016) and a worse SNR (Xu et al., 2012). Indeed, in paralyzed patients, the SNR can be <1.5 dB in the most severe cases, with respect to able-bodied subjects who are normally characterized by SNR of 20 dB or more (Wang et al., 2006). These evidences from literature support the validity of the applied permanent EMG alteration method during the Experiment 2, and the results we achieved suggest this approach to be promising to deal with lower limb paresis. Finally, future evaluations of this approach will be carried out during over-ground walking, to ensure that the same performance shown in this study are achieved when walking intention is purely self-controlled and not induced by an exogenous stimulation, e.g., treadmill.

5. CONCLUSIONS

This study implements for the first time a classification framework that simultaneously uses EEG and EMG signals in reconstructing the walking pattern (i.e., swing and stance phases of each leg), improving the results we previously achieved with an EEG-based LSTM network (Tortora et al., 2020). In neurorobotics applications, the possibility to have a robust online decoding of gait phases may be exploited to provide a continuous control input synchronized with the user’s walking pattern, going beyond the simple detection of walking initiation to trigger the assistive device (Do et al., 2013; Kiliçarslan et al., 2013; Liu et al., 2017). For example, the proposed interface may be used online to drive lower limb exoskeletons that implement different control strategies for swing and stance phases during locomotion (Kazerooni et al., 2006; Yeh et al., 2010; Villa-Parra et al., 2017). Moreover, BCI technologies are gathering a lot of attention also from an economic perspective, with new commercially available devices every year (Sawangjai et al., 2019). Thus, the development of software solutions enhancing their usability may greatly impact their distribution in both clinical and daily-living applications. Evidence from literature (Leeb et al., 2011; Müller-Putz et al., 2011; Carlson et al., 2013) if combined with our findings suggests that the use of hybrid human-machine interfaces, may be the key to develop reliable neurorobotics devices to assist or restore locomotion on a wider population of patients. In fact, they allow to integrate multiple BCI systems and multimodal information, like EEG and EMG signals, as well as information from robotic sensors (Lee et al., 2017; Beraldo et al., 2018a, 2019). In this context, the development of software ecosystems capable of integrating multimodal signals and assistive devices (Beraldo et al., 2018b; Tonin et al., 2019) may enhance the possibility for these technological solutions to be used outside a laboratory environment (Leeb et al., 2013).

DATA AVAILABILITY STATEMENT

The data analyzed in this study is subject to the following licenses/restrictions: data are available from corresponding author upon reasonable request. Requests to access these datasets should be directed to Stefano Tortora, tortora@dei.unipd.it.

ETHICS STATEMENT

Ethical review and approval was not required for the study on human participants in accordance with the local legislation and institutional requirements. The patients/participants provided their written informed consent to participate in this study.

AUTHOR CONTRIBUTIONS

ST and FA analyzed the data and wrote the manuscript. GC and FA collected the data. SM, LT, and EM contributed to the interpretation of the results and writing of the manuscript. All authors discussed the results, reviewed and approved the final version of the manuscript.
FUNDING

Part of this work was supported by MIUR (Italian Minister for Education) under the initiative Departments of Excellence (Law 232/2016) and by Research #PGR06121 supported by Ministero degli Affari Esteri e della Cooperazione Internazionale. This work was also supported by the Bertarelli Foundation and by the National Competence Center in Research (NCCCR) in Robotics.

REFERENCES

Al-Mulla, M. R., Sepulveda, F., Colley, M., and Al-Mulla, F. (2009). “Statistical class separation using sEMG features towards automated muscle fatigue detection and prediction,” in 2009 2nd International Congress on Image and Signal Processing (Tianjin: IEEE), 1–5. doi: 10.1109/CISP.2009.5304091

Annese, V., and De Venuto, D. (2015). “FPGA based architecture for fall-risk assessment during gait monitoring by synchronous EEG/EMG,” in 2015 6th International Workshop on Advances in Sensors and Interfaces (IWASI) (Gallipoli: IEEE), 116–121. doi: 10.1109/IWASI.2015.7184953

Artemiadis, P. K., and Kyriakopoulos, K. J. (2010). An EMG-based robot control scheme robust to time-varying emg signal features. IEEE Trans. Inform. Technol. Biomed. 14, 582–588. doi: 10.1109/TITB.2010.2040832

Artoni, F., Barsotti, A., Guanziruli, E., Micera, S., Landi, A., and Molteni, F. (2018). “Brain-computer interface meets ROS: a hybrid brain computer interface for triggering hand exoskeleton for neuro-rehabilitation,” in Proceedings of the Advances in Robotics (New Delhi), 1–6. doi: 10.1145/3132446.3134909

Beraldo, G., Antonello, M., Cimolato, A., Menegatti, E., and Tonin, L. (2019). Deep learning for electroencephalogram (EEG) classification tasks: a review. J. Neural Eng. 16:301001. doi: 10.1088/1741-2552/abab5b

Chisari, C., Bertolucci, F., Monaco, V., Venturi, M., Simonella, C., Micera, S., et al. (2015). Robot-assisted gait training improves motor performances and modifies motor unit firing in poststroke patients. Eur. J. Phys. Rehabil. Med. 51, 59–69.

N. A., Venkatakrishnan, A., Abibullaev, B., Artz, E. J., Yozbatiran, N., Artoni, F., Barsotti, A., Guanziroli, E., Micera, S., Landi, A., and Molteni, F. (2018). “REMovi: EEG artifacts removal methods during lokomat lower-limb rehabilitation,” in 2012 4th IEEE RAS & EMBS International Conference on Biomedical Robotics and Biomechatronics (BioRob) (Rome: IEEE), 992–997. doi: 10.1109/BioRob.2012.6290835

Artoni, F., Menicucci, D., Delorme, A., Makeig, S., and Micera, S. (2014). Relica: a machine interface (BMI) to an upper-limb exoskeleton for stroke survivors. Front. Neurosci. 10:122. doi: 10.3389/fnins.2016.00122

Dimitrova, N., and Dimitrov, G. (2003). Interpretation of EMG changes with fatigue: facts, pitfalls, and fallacies. J. Electromyogr. Kinesiol. 13, 13–36. doi: 10.1016/S1050-6411(02)00083-4

Cevallos, C., Zarka, D., Hoellinger, T., Leroy, A., Dan, B., and Leroux, A. (1999). Walking after spinal cord injury: evaluation, treatment, and functional recovery. Arch. Phys. Med. Rehabil. 80, 225–235. doi: 10.1016/S0003-9993(99)90126-0

Beraldo, G., Bortolucci, F., Panarese, A., Makeig, S., Micera, S., et al. (2017). Unidirectional brain to muscle connectivity reveals motor cortex control of leg muscles during stereotyped walking. Neuroimage 159, 403–416. doi: 10.1016/j.neuroimage.2017.07.013

Beraldo, G., Castaman, N., Bortolotto, R., Pagello, E., Millán, J. d. R., and Menegatti, E. (2018b). “ROS-health: an open-source framework for neuroscience,” in 2018 IEEE International Conference on Biomedical Robotics and Biomechatronics (BioRob) (Bari: IEEE), 2799–2805. doi: 10.1109/SMC.2019.8914612

Beraldo, G., Castaman, N., Bortolotto, R., Pagello, E., Millán, J. d. R., and Menegatti, E. (2018a). “ROS-health: an open-source framework for neuroscience,” in 2018 IEEE International Conference on Biomedical Robotics and Biomechatronics (BioRob) (Bari: IEEE), 2799–2805. doi: 10.1109/SMC.2019.8914612

Beraldo, G., Castaman, N., Bortolotto, R., Pagello, E., Millán, J. d. R., and Menegatti, E. (2018b). “ROS-health: an open-source framework for neuroscience,” in 2018 IEEE International Conference on Biomedical Robotics and Biomechatronics (BioRob) (Bari: IEEE), 2799–2805. doi: 10.1109/SMC.2019.8914612

Beraldo, G., Castaman, N., Bortolotto, R., Pagello, E., Millán, J. d. R., and Menegatti, E. (2018b). “ROS-health: an open-source framework for neuroscience,” in 2018 IEEE International Conference on Biomedical Robotics and Biomechatronics (BioRob) (Bari: IEEE), 2799–2805. doi: 10.1109/SMC.2019.8914612

Cevallos, C., Zarka, D., Hoellinger, T., Leroy, A., Dan, B., and Chéron, G. (2015). Oscillations in the human brain during walking execution, imagination and observation. Neuropsychologia 79, 223–232. doi: 10.1016/j.neuropsychologia.2015.06.039

Do, A. H., Wang, P. T., King, C. E., Chun, S. N., and Nenadic, Z. (2013). [H. J., Edgerton, V. R., Courtine, G., Gerasimenko, Y. P., Lavrov, I., Ichiyama, R. M., Elman, J. L. (1990). Finding structure in time. Cogn. Sci. 14, 179–211. doi: 10.1016/S1050-6411(96)00016-8

Bhalade, N. A., Venkatakrishnan, A., Abdullaev, B., Artz, E. J., Yozbatiran, N., Blank, A. A., et al. (2016). Design and optimization of an EEG-based brain machine interface (BMI) to an upper-limb exoskeleton for stroke survivors. Front. Neurosci. 10:122. doi: 10.3389/fnins.2016.00122

Bigland-Ritchie, B., Johansson, R., Lippold, O., and Woods, J. (1983). Contractile speed and emg changes during fatigue of sustained maximal voluntary contractions. J. Neurophysiol. 50, 313–324. doi: 10.1152/jn.1983.50.1.313

Carlson, T., Tonin, L., Perdikis, S., Leeb, R., and Millán, J. d. R. (2013). “A hybrid BCI for enhanced control of a telepresence robot,” in 2013 35th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC) (Osaka: IEEE), 3097–3100. doi: 10.1109/EMBC.2013.6610196

Cevallas, C., Zarka, D., Hoellinger, T., Leroy, A., Dan, B., and Chéron, G. (2015). Oscillations in the human brain during walking execution, imagination and observation. Neuropsychologia 79, 223–232. doi: 10.1016/j.neuropsychologia.2015.06.039
Ferris, D. P., and Lewis, C. L. (2009). “Robotic lower limb exoskeletons using proportional myoelectric control,” in 2009 Annual International Conference of the IEEE Engineering in Medicine and Biology Society (Minneapolis, MN: IEEE), 2119–2124. doi: 10.1109/EMBS.2009.5339984

Fleischer, C., Reinicke, C., and Hommel, G. (2005). “Predicting the intended movement with EMG signals for an exoskeleton orthosis controller,” in 2005 IEEE/RSJ International Conference on Intelligent Robots and Systems (Edmonton, AB: IEEE), 2029–2034. doi: 10.1109/IROS.2005.1545504

Gennaro, F., and De Bruin, E. D. (2018). Assessing brain-muscle connectivity in human locomotion through mobile brain/body imaging: opportunities, pitfalls, and future directions. Front. Public Health 6:39. doi: 10.3389/fpubh.2018.00039

Gerdl, B., Larsson, B., and Karlsson, S. (2000). Criterion validation of surface EMG variables as fatigue indicators using peak torque: a study of repetitive maximum isokinetic knee extensions. J. Electromyogr. Kinesiol. 10, 225–231. doi: 10.1016/S1050-6411(00)00011-0

Gers, F. A., Schmidhuber, J., and Cummins, F. (1999). “Learning to forget: continual prediction with LSTM” in 9th International Conference on Artificial Neural Networks: ICANN'99 (Edinburgh), 850–855.

Graupe, D., Kralj, A., Basseas, S., and Kohn, K. (1982). “EMG parameter identification for controlling electrical stimulation of peripheral nerves to provide certain paraplegics with primitive walking functions,” in 1982 21st IEEE Conference on Decision and Control (Orlando, FL: IEEE), 345–350. doi: 10.1109/CDC.1982.268457

Gwin, J. T., Gramann, K., Makeig, S., and Ferris, D. P. (2010). Removal of movement artifact from high-density EEG recorded during walking and running. J. Neurophysiol. 103, 3526–3534. doi: 10.1152/jn.00105.2010

Harkema, S., Gerasimenko, Y., Hodes, J., Burdick, J., Angeli, C., Chen, Y., et al. (2011). Effect of epidural stimulation of the lumbosacral paraspinal muscles on gait activity is coupled to gait cycle phase during treadmill walking. Neuroimage 2119–2124. doi: 10.1109/IEMBS.2009.5339984

Lee, K., Liu, D., Perroud, L., Chavarriaga, R., and Millán, J. d. R. (2017). A brain-controlled exoskeleton with cascaded event-related desynchronization classifiers. Robot. Auton. Syst. 90, 15–23. doi: 10.1016/j.robot.2016.10.005

Leeb, R., Perdiks, S., Tonin, L., Biasiucci, A., Tavella, M., Creatura, M., et al. (2013). Transferring brain–computer interfaces beyond the laboratory: successful application control for motor-disabled users. Artif. Intell. Med. 59, 121–132. doi: 10.1016/j.artmed.2013.08.004

Leeb, R., Sagha, H., Chavarriaga, R., and del R., Millán, J. (2011). “A hybrid brain–computer interface based on the fusion of electroencephalographic and electromyographic activities.” J. Neural Eng. 8025011. doi: 10.1088/1741-2560/8/2/025011

Lee, I., Samuel, O. W., Zhang, X., Wang, H., Fang, P., and Li, G. (2017). A motion-classification strategy based on sEMG-EEG signal combination for upper-limb amputees. J. Neuroeng. Rehabil. 14:2. doi: 10.1186/s12984-016-0212-z

Li, Y., Zuo, P., and Arun, A. S. (2007). Teager-kaiser energy operation of surface emg improves muscle activity onset detection. Ann. Biomed. Eng. 35, 1532–1538. doi: 10.1007/s10439-007-9320-0

Li, Y., Gao, F., Chen, H., and Xu, M. (2016). “Gait recognition based on emg from different individuals and sample sizes,” in 2016 35th Chinese Control Conference (CCC) (Chengdu: IEEE), 4068–4072. doi: 10.1109/ChiCC.2016.7553988

Luo, R., Sun, S., Zhang, X., Tang, Z., and Wang, J. (2019). A hybrid brain/muscle signals powered wearable walking exoskeleton enhancing motor ability in climbing stairs activity. IEEE Trans. Med. Robot. Bionics 1, 218–227. doi: 10.1109/TMRB.2019.2949865

Liu, D., Chen, W., Pei, Z., and Wang, J. (2017). A brain-controlled lower-limb exoskeleton for human gait training. Rev. Sci. Instr. 88:104302. doi: 10.1063/1.5006461

López-Larraz, E., Birbaumner, N., and Ramos-Murguialday, A. (2018). “A hybrid EEG-EMG BMI improves the detection of movement intention in cortical stroke patients with complete hand paralysis,” in 2018 40th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC) (Honolulu: IEEE), 2000–2003. doi: 10.1109/EMBC.2018.8512711

Lucács, M., Vései, L., and Beniczky, S. (2008). Large motor units are selectively affected following a stroke. Clin. Neurophysiol. 119, 2555–2558. doi: 10.1016/j.clinph.2008.08.005

Lucács, M., Vései, L., and Beniczky, S. (2009). Changes in muscle fiber density following a stroke. Clin. Neurophysiol. 120, 1539–1542. doi: 10.1016/j.clinph.2009.06.001

Luo, R., Sun, S., Zhang, X., Tang, Z., and Wang, W. (2019). A low-cost end-to-end sEMG-based gait sub-phase recognition system. IEEE Trans. Neural Syst. Rehabil. Eng. 27, 267–276. doi: 10.1109/TNSRE.2019.2950996

Matthews, R., Turner, P., McDonald, N., Ermolaev, K., Mc Manus, T., Shelby, E., et al. (2008). “Real time workload classification from an ambulatory wireless EEG system using hybrid EEG electrodes,” in 2008 30th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (Vancouver: IEEE), 5871–5875. doi: 10.1109/EMBC.2008.4659550

Meng, M., She, Q., Gao, Y., and Luo, Z. (2010). “EMG signals based gait phases recognition using hidden Markov models,” in The 2010 IEEE International Conference on Information and Automation (Harbin: IEEE), 852–856. doi: 10.1109/ICIAFNA.2010.5512456

Millán, J. d. R., Rupp, R., Müller-Putz, G., Murray-Smith, R., Giugliemma, C., et al. (2010). Combining brain–computer interfaces and assistive technologies: state-of-the-art and challenges. Front. Neurosci. 4:161. doi: 10.3389/fnins.2010.00161

Mizrachi, J., Levy, M., Ring, H., Isakov, E., and Liberson, A. (1994). EMG as a criterion for the inclusion of patients with spinal cord injury. Int. J. Robot. Res. 13, 177–185. doi: 10.1002/mus.21090

Millán, J. d. R., Rupp, R., Müller-Putz, G., Murray-Smith, R., Giugliemma, C., et al. (2010). Combining brain–computer interfaces and assistive technologies: state-of-the-art and challenges. Front. Neurosci. 4:161. doi: 10.3389/fnins.2010.00161

Mizrahi, J., Levy, M., Ring, H., Isakov, E., and Liberson, A. (1994). EMG as a criterion for the inclusion of patients with spinal cord injury. Int. J. Robot. Res. 13, 177–185. doi: 10.1002/mus.21090

Morbidoni, C., Cucciarelli, A., Fioretti, S., and Di Nardo, F. (2019). A deep learning approach to EMG-based classification of gait phases during level ground walking. Electronics 8:894. doi: 10.3390/electronics8080894

Frontiers in Neuroinformatics | www.frontiersin.org 14 November 2020 | Volume 14 | Article 582728

Torralba et al. Hybrid HMI for Gait Decoding
Sawangjai, P., Hompoonsup, S., Leelaarporn, P., Kongwudhikunakorn, S., Burlea, A. I., Montesano, L., de la Cuerda, R. C., Diego, I. M. A., Miangolarra-Sarti, C., Rastenyte, D., Cepaitis, Z., and Tuomilehto, J. (2000).

Thomas, C. K., Tucker, M. E., and Bigland-Ritchie, B. (1998). Voluntary muscle weakness and co-activation after chronic cerebral spinal cord injury. J. Neurotrauma 15, 149–161. doi: 10.1089/neu.1998.15.149

Thomas, C. K., Zaidner, E., Calancie, B., Brotton, J., and Bigland-Ritchie, B. (1997). Muscle weakness, paralysis, and atrophy after human cerebral spinal cord injury. Exp. Neurol. 148, 414–423. doi: 10.1006/exnr.1997.6690

Tonin, L., Beraldo, G., Tortora, S., Tagliapietra, L., Millan, J. d. R., and Menegatti, E. (2019). "ROS-neuro: a common middleware for bmi and robotics. the acquisition and recorder packages," in 2019 IEEE International Conference on Sensors, Man and Cybernetics (SMC) (Bari: IEEE), 2767–2772. doi: 10.1109/SMC.2019.8914364

Tonin, L., Cinolato, A., and Menegatti, E. (2017). "Do not move! Entropy driven detection of intentional non-control during online sMR-BCI operations," in Converging Clinical and Engineering Research on Neurorehabilitation II (Segovia: Springer), 989–993. doi: 10.1007/978-3-319-46699-9_160

Tortora, S., Beraldo, G., Tonin, L., and Menegatti, E. (2019). "Entropy-based motion intention identification for brain-computer-interface," in 2019 IEEE International Conference on Systems, Man and Cybernetics (SMC) (Bari: IEEE), 2791–2798. doi: 10.1109/SMC.2019.8914486

Tortora, S., Ghidoni, S., Chiari, C., Micera, S., and Artoni, F. (2020). Deep learning-based BCI for gait decoding from EEG with LSTM recurrent neural network. J. Neuroeng. Rehabil. 17:046011. doi: 10.1186/s12984-020-0084-2

van der Krogt, M. M., Delp, S. L., and Schwartz, M. H. (2012). How robust is human gait to muscle weakness? Gait Posture 36, 113–119. doi: 10.1016/j.gaitpost.2012.01.017

Vaughan, T. M., Wolpaw, J. R., and Donchin, E. (1996). EEG-based communication: prospects and problems. IEEE Trans. Rehabil. Eng. 4, 425–430. doi: 10.1109/80.547945

Villa-Parra, A. C., Delisile-Rodriguez, D., Souza Lima, J., Frizeria-Neto, A., and Bastos, T. (2017). Knee impedance modulation to control an active orthosis using insole sensors. Sensors 17:2731. doi: 10.3390/s17122731

Wagner, F. B., Mignardot, J.-B., Le Goff-Mignardot, C. G., Demeuson, R., Komi, S., Capogrosso, M., et al. (2018). Targeted neurotechnology restores walking in humans with spinal cord injury. Nature 563:65. doi: 10.1038/s41586-018-0649-2

Wagner, J., Solis-Escalante, T., Grieshofer, P., Neuper, C., Müller-Putz, G., and Scherer, R. (2012). Level of participation in robotic-assisted treadmill walking modulates midline somatosensorimotor EEG rhythms in able-bodied subjects. NeuroImage 63, 1203–1211. doi: 10.1016/j.neuroimage.2012.08.019

Wang, P., Low, K., McGregor, A. H., and Tow, A. (2013). Detection of abnormal muscle activations during walking following spinal cord injury (SCI). Res. Dev. Disabil. 34, 1223–1235. doi: 10.1016/j.ridd.2012.12.013

Wang, W., Stefano, A. D., and Allen, R. (2006). A simulation model of the surface EMG signal for analysis of muscle activity during the gait cycle. Comput. Biol. Med. 36, 601–618. doi: 10.1016/j.compbiomed.2005.04.002

Wenger, N., Moraud, E. M., Raspopovic, S., Bonizzato, M., Di Giovanna, J., Musienko, P., et al. (2014). Closed-loop neuromodulation of spinal sensorimotor circuits controls refined locomotion after complete spinal cord injury. Sci. Transl. Med. 6:255ra133. doi: 10.1126/scitranslmed.3008325

Wilaprasisorn, T., Ditthapron, A., Matchaparn, K., Tongbuasirilai, T., Banluesombatkul, N., and Chuangsuwanich, E. (2019). Affective EEG-based communication: prospects and problems. IEEE Trans. Eng. Med. Biol. 40, 2138–2943. doi: 10.1109/TEMBO.2019.2924648

Williams, R. J., and Zipser, D. (1989). A learning algorithm for continually running fully recurrent neural networks. Neural Comput. 1, 270–280. doi: 10.1162/neco.1989.1.2.270

Wolpaw, J. R., McFarland, D. J., and Vaughan, T. M. (2000). Brain-computer interface research at the wadsworth center. IEEE Trans. Rehabil. Eng. 8, 222–228. doi: 10.1109/80.847823

Xu, Q., Quan, Y., Yang, L., and He, J. (2012). An adaptive algorithm for the determination of the onset and offset of muscle contraction by EMG signal processing. IEEE Trans. Neural Syst. Rehabil. Eng. 20, 65–73. doi: 10.1109/TNSRE.2012.2226916
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Tortora, Tonin, Chisari, Micera, Menegatti and Artoni. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.