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ABSTRACT In a vehicular delay tolerant network (VDTN), there is no static connection, and the network behavior is highly temporal. This makes determining the routing protocol critical for the performance of a network. However, traditional routing technology rarely considers the influence of a VDTN’s selfish nodes. Under ideal conditions, all nodes will try to store and transfer as many messages as possible. However, selfish nodes may not transfer messages to other nodes due to limited resources. Taking selfish nodes into account is necessary for improving the performance of a VDTN. In this paper, we calculate each node’s credit value by recording each node’s behavior when messages are transferring to avoid selecting selfish nodes as the relay. We present an efficient VDTN specific multi-copy routing algorithm that combines Q-learning and the credit value to determine whether a candidate node is suitable for delivering a message. Because multi-copy routing protocols require a high buffer to store messages, we also optimize the node buffer to reduce network congestion. The proposed algorithm is evaluated by a number of different performance metrics, such as delivery probability, network overhead, and message latency. The proposed algorithm achieves better results in different configurations and provides improved delivery probability, low message latency, and network overhead.

INDEX TERMS Delay-tolerant networks, multi-copy, routing, Q-learning, buffer management.

I. INTRODUCTION Vehicle-to-vehicle communication is necessary for different applications in the field of intelligent vehicle systems, such as adaptive content delivery services, automatic emergency service scheduling, intelligent traffic notification, and routing [1]–[4]. In these applications, reliable communication between vehicles is the common challenge.

It is important to ensure that a message is delivered from a source to its intended destination in a reasonable time. Due to the lack of direct point-to-point connections, routing protocols have an important effect on network performance [5]–[8]. Capturing, storing, and forwarding messages are typical operations for nodes in a vehicular delay tolerant network (VDTN). However, a node has a limited ability to send and receive messages. These include limitations of communication range, message life, and memory and computing power, which all contribute to a lack of network availability.

In addition, as nodes continue to move, the routing protocol must ignore and be independent of the constantly changing network topology. In practice, every node has to store messages in its message buffer until they have met other nodes [8], [9]. However, when traffic conditions are crowded, it is hard to ensure that one node keeps the message in a limited buffer until the destination node is encountered. In reality, the message has a time to live (TTL) value at the end. TTL requires a node to transfer messages to other nodes before the TTL expires. A method to overcome this limitation is to copy the message to multi-relay nodes (that is, to generate several copies of the message) so that the probability of encountering the intended destination node of the message in a multi-copy protocol is increased.

In a VDTN system, some nodes will refuse to transfer messages from other nodes due to insufficient resources. Such nodes are termed selfish, and the selfish behavior of the nodes...
may affect the performance of the entire route [10], [11]. The credit value is used to evaluate whether a node is selfish or not. It is important to stimulate selfish nodes to cooperate in transferring messages. When two nodes are connecting, each node calculates the comprehensive credit value of the other nodes. A node with a credit value below the credit threshold is considered to be a selfish node, and normally, the threshold value is set as 0.3 [11]. At this point, no nodes transfer messages from selfish nodes. In order to improve its credit value, a selfish node has to relay messages so that other unselfish nodes will transfer its messages.

This paper presents an efficient VDTN multi-copy routing algorithm that uses Q-learning to determine if a candidate node is suitable for transferring a message based on its credit value. In addition, each node keeps a successfully transferred message list to store the information of a successfully transferred message. Nodes can delete already delivered messages by exchanging the list when they meet each other. This buffer optimization method was integrated into the routing algorithm to alleviate the occurrence of network congestion. Simulation studies have shown that our method is more effective than previous methods. Our work makes the following contributions.

1) We propose a new method called Q-learning multi-copy routing (QMCR) that combines the Q-learning algorithm and the credit value to select the candidate node.
2) The proposed algorithm has efficient buffer management that could alleviate the intrinsic buffer requirement of multi-copy routing in VDTN.
3) We conduct a detailed simulation of the proposed algorithm, and the results show that it has good performance.

II. RELATED WORK

Multi-copy routing protocols generate multiple message copies and transfer them. Message copies increase the possibility of delivery, and the message delivery rate is higher than single-copy routing protocols. However, at the same time, multi-copy routing protocols also consume too much of the node cache and bandwidth because the network is flooded with a large number of message copies. As a consequence, the probability of network congestion is greater [12]–[14]. The epidemic router based protocol (ER) is a typical multi-copy routing protocol that will transfer as many messages as possible [12], [15], [16]. In order to alleviate this type of problem, The spray and wait based protocol (SAW) limits the number of message copies [13]. The PRoPHET router based protocol (PR) calculates the possibility of transmission based on the history information between nodes [17]. ER, SAW, and PR are the conventional multi-copy routing protocols. They are widely used as benchmarks to evaluate the performance of improved routing protocols in VDTN [12]–[17].

As selfish nodes may affect the performance of a VDTN, a selfish DTN message forwarding mechanism based on node behavior analysis (BNBA) was proposed [18]. It studied the cooperation and noncooperation behaviors between the encountered nodes. A model of the node state probability transformation is established and the process of message delivery between nodes is predicted.

To avoid selfish nodes being unwilling to cooperate due to selfish behavior or to save their own resources from being compromised, a reputation system with different mechanisms (allowing punishment of selfish nodes in different ways) was proposed [19]. It adapted the reputation system to perform together with a hybrid system with the main goal of incentivizing selfish nodes to share their resources with others instead of immediately excluding them from the network. In order to alleviate the negative impact of selfish nodes on networks, the reputation based spray protocol (RBS) records a node’s behavior when messages are transferring [11]. It combines selfish behavior and inability behavior while revealing very little private information for protocol practice. The protocol focuses on private information to make RBS widely accepted and applied in practice.

The behavior of selfish nodes may waste much buffer. Therefore, it is important to take selfish nodes into account when selecting the relay node. Table 1 summarizes the main technical features of these related routing protocols.

Currently, Q-learning is widely used in machine learning where an agent is able to take actions by learning from the previous conditions of a system [21]–[25]. Q-learning has been used to automatically design efficient network architectures [26], [27]. The target of Q-learning is learning a method and telling an agent what action should by taken according to its state. It does not need an environmental model and can handle the problems of random conversion and rewards [21]–[23]. For an finite Markov decision process, Q-learning finds an optimal strategy, that is, starting from the current state, it maximizes the expected value of the total reward in any and all subsequent steps. Given the infinite exploration time and partial random strategy, Q-learning can determine the best action selection strategy for any given finite Markov decision process. The “Q” named function returns a reward value, namely, the “quality” of the action taken in a given state [24]. However, integration of the credit of nodes, Q-learning, multi-copy, and buffer management have not been well considered or utilized in the design of the protocol of VDTN. Therefore, exploration of the integration of such factors in the development of a protocol is essential.

This paper presents an efficient VDTN multi-copy routing algorithm that uses Q-learning to determine if a candidate node is suitable for transferring a message based on an evaluation of the node’s selfishness.

III. PROPOSED PROTOCOL

A. SYSTEM MODEL

In this paper, the scenario we consider is when vehicle (nodes) are randomly scattered around a map and moved, which is shown in Fig. 1. Each node has a fixed communication range.
Communication is connected when the other nodes enter its communication range. The number of nodes in the map is \(N\), and the set of nodes is \(\text{SoN}\). Communication between the nodes is denoted as \(\text{N}_2\text{NC}_i = \{1, 2, \ldots, N\} \), \(i \in \text{SoN}\). Each \(\text{N}_2\text{NC}\) pair has a transmitter (\(\text{N}_2\text{N}_T\)) and a receiver (\(\text{N}_2\text{N}_R\)) to relay and receive messages.

Q-learning is a value-based algorithm in reinforcement learning. The value of \(Q(s, a)\) is the income that can be realized by taking action \(a\) (\(a \in A\)) in state \(s\) (\(s \in S\)). The expectation is that the system will return a reward \(R\) by taking action. Therefore, the key point is to establish a Q-table to store the Q-value, which is affected by the action and state, and to take the action that can maximize the benefit [23]–[25]. Thus, the expectation of the strategy with the largest cumulative reward is shown as (1) [28].

\[
\text{goal} : \max_{\pi} E[ \sum_{t=0}^{H} \gamma^t R(S_t, A_t, S_{t+1}) | \pi ] \tag{1}
\]

We use the Q-learning method to determine if the candidate node is suitable for relaying a message. The learning environment of the Q-learning algorithm is the entire network. Each node is a learning agent. By relaying messages to the nodes it meets, each node can learn from the current network. Q-learning uses the time difference method to perform offline learning and solves the optimal strategy by using the Bellman equation. The Bellman equation is actually the conversion relationship of the value action function [27].

At time \(t\), each node is moving based on the map, and there is no connection. When the connection is up, at time \(t+1\), the operation is to choose the available candidate node for message relaying. If the candidate node is suitable, messages will be transferred. Every node keeps a Q-table, where every Q-value represents the activity of a node in the network [29]–[31].

### B. CALCULATION OF THE CREDIT VALUE

In the VDTN system, some nodes will refuse to transfer messages from other nodes due to their own insufficient resources. Such nodes are called selfish nodes, and the selfish behavior of the nodes may affect the performance of the entire route. In this paper, the selfishness of a node is described by the credit value, which can be divided into those directly and indirectly obtained from the nodes. The node \(j\) calculates the credit value of the node \(i\), \(R_{ij}\), in (2), including two parts: one part is calculated directly from the recorded data of node \(j\), and the other part is indirectly derived from the remark value of the other nodes [11], [28]. \(R_{ij}^d\) and \(R_{ij}^m\) are the direct credit value and indirect credit value. The weight value is \(\alpha\).

\[
R_{ij} = \alpha \times R_{ij}^d + (1 - \alpha) \times R_{ij}^m, \quad 0 \leq \alpha \tag{2}
\]

The direct credit value is calculated in (3). The message number that node \(j\) transfers to node \(i\) is recorded as \(M_j\). The messages number that node \(i\) is relayed for node \(j\) is recorded as \(M_f\). The indirect credit value is calculated in (4). It is the mean of all the other nodes’ direct credit values. The algorithm for calculating the credit value is shown in Algorithm 1. The algorithm for calculating the credit value is shown in (3). 

\[
R_{ij}^d = \frac{M_f}{M_j}, \quad 0 \leq R_{ij}^d \leq 1 \tag{3}
\]

\[
R_{ij}^m = \frac{1}{n-2} \sum_{k=1}^{n} R_{kj}^d, \quad k \neq i, k \neq j \tag{4}
\]

### C. UPDATE Q-VALUE IN THE Q-TABLE

The Q-learning algorithm is shown as Algorithm 2. Firstly, an initial state-action pair is obtained. After the first iteration, from the current state-action pair, we can obtain an immediate
reward and a new state. Then, the algorithm updates the state-action pair as expressed by (5). The optimal policy indicating an action to be taken at each state is maximized for all states.

The update process of the Q-value in the Q-table is shown as (5). The default Q-value in the Q-table is 0.

\[
Q_m(s,a) \leftarrow \alpha \times \left[ R + \gamma \times \max_{y \in N} Q_n(s,a) \right] + (1-\alpha) \times Q_m(s,a)
\]

where \(\gamma\) is the reward decay factor, and \(\alpha\) is the learning rate. \(N\) is the set of nodes that have met \(n\) before. Generally, \(\alpha\) is set as 0.3, and \(\gamma\) is set as 0.8 \([32]\). The maximum Q-value in \(n\)'s Q-table is \(\max_{y \in N} Q_n(s,a)\). The reward \(R\) is affected by the credit value and the times meet other nodes. The node with a credit value below the credit threshold is considered to be the selfish node, and normally, the threshold value is set as 0.3 \([11]\). The algorithm updating the Q-table is shown in Algorithm 3.

Fig. 2 shows the process of updating the Q-value in the Q-table. In Fig. 2(a) and (b), node A and node B have built a connection. If A and B have never met before, and both of their credit values are greater than the threshold, but B has met more nodes than A. After updating the Q-table, the maximum Q-value in A has been updated, and the updated Q-value in B is equal to the maximum Q-value of B. Therefore, they both chose to transfer messages to each other. In Fig. 2(c) and (d), A and C have built a connection. They assume that both of their credit values are greater than the threshold, but C has met more nodes than A. After updating the Q-table, the maximum Q-value in A has been updated, so A choses to transfer messages to C. However, the updated Q-value in C is lower than the maximum Q-value. C chose not to transfer messages to A.

FIGURE 1. System model.
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**Algorithm 1** Algorithm to Calculate the Credit Value

- $M_f$: message number in which node $i$ relayed for node $j$
- $M_t$: messages number in which node $j$ transfers to node $i$
- $R_{ij}^d$: direct credit value
- $R_{ij}^i$: indirect credit value
- $R_{ij}$: credit value

Initialization:
Connection Up
If (Transfer message)
$M_f + +$
$M_t + +$
update $R_{ij}^d$;
update $R_{ij}^i$;
Connection Down

**Algorithm 2** Q-Learning Algorithm

Initialize the table $Q(s, a)$ arbitrarily for each state-action pair $(s, a)$;
Observe the current state $s$;
Begin loop
From the current state-action pair $(s, a)$, execute action $a$ and obtain the immediate reward $R$ and a new state $s'$;
Select an action $a'$ based on the state $s'$ and update the table for $Q(s, a)$;
Replace $s ← s'$;
End loop
Output: $\pi^* (s) = max_{\pi} E[\sum_{t=0}^{H} \gamma^t R(S_t, A_t, S_{t+1}) | \pi]$;

**D. NODE BUFFER OPTIMIZATION**

Normally, a node tries to transfer messages as much as possible in a multi-copy protocol. Under ideal conditions, this type of protocol can bring a very high delivery probability [15], [33], [34]. However, it requires nodes to have a large buffer size so that they can store as many copies of messages as possible. In fact, the buffer size of each node in a VDTN is limited. This limits the number of messages that can be stored.

A multi-copy protocol can lead to network congestion, and this will seriously affect the delivery probability [16], [35], [36]. As shown in Algorithm 4, to alleviate the network congestion, we integrate a node buffer optimization algorithm. Each node in the VDTN keeps a list of messages that are transferred successfully. In the beginning, this list is null. If a node transfers a message to the target node successfully, this message’s information will be recorded in the node’s list. When it meets other nodes, it will share its list to others so they can update their lists. Then, they can check and delete the successfully transferred message (already delivered messages) from their buffers to make space.

**IV. EVALUATION OF THE PROPOSED ALGORITHM**

The opportunistic network environment (ONE) simulator is widely used to simulate different types of environment in a VDTN. We evaluate several multi-copy algorithms and the proposed algorithm under various simulation configurations by using the ONE simulator and report our results here.
TABLE 2. Parameter configurations for simulations.

| Parameters                  | Values       |
|-----------------------------|--------------|
| Movement model              | Map-based    |
| Buffer size                 | 10 - 50 M    |
| Wait time                   | 0 - 120s     |
| Maximum number of nodes     | 350          |
| Maximum speed               | 20 m/s       |
| Transfer speed              | 2 Mbp/s      |
| Transfer range              | 10 m         |
| Event generators            | 5-35 s       |
| Message sizes               | 500 kB – 1 MB|
| Group number                | 5            |

Algorithm 3 Algorithm to Update the Q-Table

1. \( R \): reward value
2. \( t_x \): time this node has met others
3. \( t_c \): time the candidate node has met others
4. \( c_x \): this node’s credit value
5. \( c_c \): candidate node’s credit value

Initialization;
Connection Up
Get candidate node’s maximum Q-value;
Update the credit value;
Update the times to meet the other nodes;
If \((t_x \leq t_c \& \& c_c \geq \text{threshold})\)
\( R = 2; \)
Else, if \((t_x > t_c \& \& c_c < \text{threshold})\)
\( R = 1; \)
Else,
\( R = 0; \)
Update the Q-value in the Q-table;
If (The updated Q-value is the maximum value in the Q-table)
Message transfer;
Else,
Do not transfer message;
Connection Down

Algorithm 4 Algorithm Optimizing the Node Buffer

Initialization;
Connection Up
If (Other node’s list is different)
updateList();
for \((i = 0; i < \text{list.size}; i++)\)
Locate and delete messages;
Connection Down

1. For simulating different network loadings, we use a group of different time intervals. Specifically, we change it from 5 s (heavily loaded) to 35 s (lightly loaded).
2. The number of nodes is from 150 (low density) to 350 (high density).
3. We change the speed of the nodes to 5 m/s, 10 m/s, 15 m/s, and 20 m/s.
4. The nodes are running under a map-based movement model.

For each effective configuration, we recorded the performance metrics, including the delivery probability, message latency, network overhead, and average hops. The parameter configurations for simulations are shown in Table 2. The result of five different multi-copy routing protocols (QMCN, RBS, ER, PR, and SAW) in a VDTN is shown in Figs. 3 to 6.

A. RELATIONSHIP BETWEEN VDTN PERFORMANCE AND THE MESSAGE GENERATION INTERVAL

With the increase in the message generation interval, the number of generated messages decreases. Consequently, the pressure of the relay copies decreases. When the message generation interval is long (\( \text{TTL} = 35 \)), all the algorithms realize better performance. From Fig. 3(a) we can learn that the proposed method provides almost 92% delivery probability. This is about 13% better than SAW, which is second and about 56% better than PR, which is the lowest performing. When \( \text{TTL} = 5 \), the message generation will be frequent and that may lead to a heavily loaded network. However, according to the simulation, the proposed method offers a 46% delivery probability while all other methods expect a SAW offer of about 23% delivery probability. This offers an approximately 23% extra delivery probability.

From Fig. 3(b), the overhead ratio of these algorithms has an upward trend except for SAW. This is because SAW has limited the number of message copies. The proposed method has the second lowest overhead ratio. From Fig. 3(c), the other algorithms do not show an obvious trend in message latency. With the TTL increasing, the proposed method’s delivery probability is increasing, while its message latency is decreasing. From Fig. 3(d), we can see that the changes in the average hops are not obvious.
While taking the node speed into account, Fig. 4(a) shows that the trend of the proposed method’s delivery probability rises first and then falls. This change indicates that the proposed method is suitable at low or medium speed. The lower relative speed means that moving the ability of the nodes is insufficient. The probability of encountering other nodes is relatively low. Vice versa, a faster relative speed leads to more connections, and this may cause more invalid message copies,
so network congestion is more likely to happen. As indicated in Fig. 4, all the other algorithms start to deteriorate in delivery probability while the node speed is increasing. It is worth mentioning that the delivery probability is affected when the relative speed increases to 15 m/s. The faster relative speed of the nodes may result in unstable connections between the nodes, and this may affect the delivery probability.

From Fig. 4(b) and (c), we can learn that the node speed does not have too much influence on the proposed method’s overhead ratio and message latency. From Fig. 4(d), the average hops decrease as the speed increases.
C. RELATIONSHIP BETWEEN VDTN PERFORMANCE AND NUMBER OF NODES

Similar observations can be observed when considering the relationship between VDTN performance and the number of nodes (Fig. 5). Specifically, the results show that the proposed algorithm realizes better performance for any node number. However, this is not the case for other algorithms. While a node’s number is increasing, the delivery probability of at least three of the other algorithms deteriorates.

The large number of nodes may result in more available data communication links and that can increase the number of transmitted messages. However, in this case, unlimited message copies may lead to a waste of effort in storing and relaying the copies of messages. From Fig. 5(b), this results in an increased overhead ratio in multi-copy protocols (RBS, ER, and PR). From Fig. 5(c) and (d), more nodes in a network may lead to more communication paths between nodes. This causes lower message latency and higher average hops.

D. RELATIONSHIP BETWEEN VDTN PERFORMANCE AND THE NODE BUFFER

Normally, the node buffer is an important factor that affects VDTN performance in multi-copy protocols. The number of stored messages is decided based on the size of the node buffer. It can be observed from Fig. 6 that when the node buffer begins to increase, the performance of ER, PR, and RBS improves. SAW has a limitation in terms of the number of copies of a message, so it does not require much node buffer. The proposed method (QMCR) has a node buffer optimization algorithm, so the larger node buffer shows less improvement. This result indicates that QMCR may be more suitable for network conditions where the available buffer is insufficient.

V. CONCLUSION AND LIMITATIONS

This paper proposes a multi-copy routing algorithm based on Q-learning. It introduces a message buffer management mechanism to cope with situations where message copies exist in the buffer of nodes. Serval existing algorithms are used to compare with QMCR. Results show that QMCR’s overall routing performance (in delivery probability, message latency, and network overhead) is improved. QMCR provides good delivery probability at different message generation intervals, speeds, and the number of nodes (see Figs. 3 to 6). In addition, it also has a low overhead ratio. Although the results of the simulation show that QMCR do not have the lowest latency value, it is still acceptable compared to other algorithms.

Although the proposed algorithm provides relatively good performance, it also has limitations. Since QMCR has node buffer optimization, it does not require a large node buffer. However, with the development of hardware techniques, a node’s buffer is becoming larger making buffer optimization no longer necessary in the future.

Despite this limitation, our work has wider applications. Although QMCR is used in the field of VDTN, it can also be easily applied to the Internet of Things [37].
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