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Abstract—Test response compaction for integrated circuits (ICs) with scan-based design-for-testability (DFT) support in the presence of unknown logic values (Xs) is investigated from a combinatorial viewpoint. The theoretical foundations of X-codes, employed in an X-tolerant compaction technique called X-compact, are examined. Through the formulation of a combinatorial model of X-compact, novel design techniques are developed for X-codes to detect a specified maximum number of errors in the presence of a specified maximum number of unknown logic values, while requiring only small fan-out. The special class of X-codes that results leads to an avoidance problem for configurations in combinatorial designs. General design methods and nonconstructive existence theorems to estimate the compaction ratio of an optimal X-compactor are also derived.
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I. INTRODUCTION

THIS work discusses a class of codes that arise in data volume compaction of responses from integrated circuits (ICs) under scan-based test. We first recall briefly the background of the X-tolerant compaction technique in digital circuit testing.

Digital circuit testing applies test patterns to a circuit under test and monitors the circuit’s responses to the applied patterns. A tester compares the observed response to a test pattern to the expected response and, if there is a mismatch, declares the circuit chip defective. Usually the expected responses are obtained through fault-free simulation of the chip.

Test cost for traditional scan-based testing is dominated by test data volume and test time [1]. Therefore various test compression techniques have been developed to reduce test cost. One way to achieve this is to reduce test application time and the number of test patterns by employing automatic test pattern generation (ATPG) (see [2]–[5] and references therein). We are interested in the other kind of technique, using methods to hash responses while maintaining test quality. Signature analyzers (e.g., [6]–[10]) are vulnerable to error masking caused by unknown logic values (Xs) [11]. X-compact has been proposed in order to conduct reliable testing in the presence of Xs [12]. A response compaction circuit based on X-compact is an X-compactor. X-compactors have proved their high error detection ability in actual systems [11], [13].

An X-compactor can be written in matrix form as an X-code [14]. Basic properties of X-codes have been studied [14], [15]. Graph theoretic techniques have been employed to minimize fan-out of inputs [16]; in general an X-compactor tolerates the presence of Xs in exchange for large fan-out. This allows us to give constructions and to show existence of such X-codes. Section IV deals with existence of X-codes in the more general situation. Both constructive and nonconstructive theorems are provided. Finally we conclude in Section V.

II. COMBINATORIAL REQUIREMENTS AND X-CODES

We do not describe scan-based testing and response compaction in detail here, instead referring the reader to [11], [12].

Scan-based testing repeatedly applies vectors of test inputs to the circuit, and for each test captures a vector from \(\{0, 1\}^n\) as the test output. Naturally it is important that the test output be the correct one. To determine this, the function of the circuit is simulated in a fault-free manner to produce a reference output. When the test and reference outputs agree, no fault has been detected. The first major obstacle is that fault-free simulation may be unable to determine whether a specific output is 0 or 1, and hence it is an unknown logic value X. The second is that if each output requires a separate pin on the chip, the number of tests that can be accommodated is restricted. We deal with these two problems in turn.

We define an algebraic system to describe the behavior of Xs. The \(X\)-algebra \(\mathcal{X}_2 = (\{0, 1, X\}, +, \cdot)\) over the field \(\mathbb{F}_2\) is the set \(\{0, 1\}\) of elements of \(\mathbb{F}_2\) and a third element \(X\), equipped with two binary operations \(``+''\) (addition) and \(``\cdot''\) (multiplication) satisfying:

1) \(a + b\) and \(a \cdot b\) are performed in \(\mathbb{F}_2\) for \(a, b \in \mathbb{F}_2\);
2) \(a + X = X + a = X\) for \(a \in \mathbb{F}_2\);
3) \(0 \cdot X = X \cdot 0 = 0\) for the additive identity 0;
4) \(1 \cdot X = X \cdot 1 = X\).

The element \(X\) is termed an unknown logic value.

Now consider a test output \(b = (b_1, \ldots, b_n) \in \{0,1\}^n\) and a reference output \(c = (c_1, \ldots, c_n) \in \{0,1\}^n\). When \(c_i = 0\), the test and reference outputs agree on the \(i\)th bit; otherwise the \(i\)th bit is an error bit. When \(c_i = X\), whatever the value of \(b_i\), no error is detected. Thus the \(i\)th bit is (known to be) in error if and only if \(b_i + c_i = 1\), using addition in \(\mathbb{F}_2\).

Turning to the second problem, an \(X\)-compact matrix is an \(n \times m\) matrix \(H\) with elements from \(\{0,1\}\). The compaction ratio of \(H\) is \(n/m\). The number of 1s in the \(i\)th row is the weight, or fan-out, of row \(i\), and \((b_1, \ldots, b_m) = bH\) for output (arithmetic is in \(\mathbb{Z}_2\)). In the same way, the reference output can be compacted using the same matrix to form \(r = (r_1, \ldots, r_m) = cH\). As before, if \(d_i \neq r_i\) and \(r_i \neq X\) (that is, if \(d_i + r_i = 1\)), an error is detected.

To be of practical value, an \(X\)-compact matrix \(H\) should detect the presence of error bits in \(b\) with respect to \(c\) given the compacted vectors \(d\) and \(r\) under 'reasonable' restrictions on the number of errors and number of unknown logic values.

Suppose that \(b_\ell + c_\ell = 1\) (so that there is a fault to be detected). In principle, whenever \(h_\ell j = 1\), the fault could be observed on output \(j\). Let \(L = \{j : h_\ell j = 1\}\). Suppose then that \(j \in L\). If it happens that \(\sum_{i=1}^n c_i h_{ij} = X\), the error at position \(\ell\) is masked for output \(j\) (that is, \(d_j + r_j = X\), and no error observed). On the other hand, if

\[d_j + r_j = \sum_{i=1}^n b_i h_{ij} + \sum_{i=1}^n c_i h_{ij} = \sum_{i=1}^n (b_i + c_i) h_{ij} = 0\]

then no error is observed. This occurs when there are an even number of values of \(i\) for which \(h_{ij} = 1\) and \(b_i + c_i = 1\); because this holds when \(i = \ell\) by hypothesis, the error at position \(\ell\) is cancelled for output \(j\) when the number of such errors is even. When an error is masked or canceled for every output \(j \in L\), it is not detected. Otherwise, it is detected by an output that is neither masked nor canceled.

Treating \(X\)'s as erasures and using traditional codes can increase the error detectability of an \(X\)-compactor [12]. Unfortunately, this involves postprocessing test responses and cannot be easily implemented [12]. Therefore, we focus on \(X\)-compaction in which an error is only detected by the simple comparison described here.

There are numerous criteria in defining a "good" \(X\)-compact matrix. It should have a high compaction ratio and be able to detect any faulty circuit behavior anticipated in actual testing. Power requirements, compactor delay, and realizability dictate that the weight of each row in a matrix be small to meet practical limitations on fan-in and fan-out [11], [16].

The fundamental problem in \(X\)-tolerant response compaction is to design an \(X\)-compact matrix with large compaction ratio that detects faulty circuit behavior. To achieve this, \(X\)-codes (which represent \(X\)-compact matrices) were introduced [14]. In this section, we discuss basic properties of \(X\)-codes.
with operations performed in \( \mathbb{F}_2 \). Because the set of rows of \( H \) forms the set of codewords of \( \mathcal{X} \), no superimposed sum of \( x \) rows covers the vector obtained by an addition of any \( d' \) rows. Hence there exists a column \( c \) such that

\[
\sum_{k \in E} 1 \cdot h_{k,c} = 1 \quad \text{and} \quad \sum_{k \in X} X \cdot h_{k,c} = 0. \tag{2}
\]

Then (1) and (2) imply \( d_c + r_c = 1 \), that is, \( H \) detects a fault.

Because (2) holds if and only if the right hand side of (1) equals one for \( l = c \), sufficiency is straightforward.

By virtue of this equivalence, we can employ various known results and techniques in coding theory to design an X-processor with good error detection ability, X-tolerance, and a high compaction ratio. For the case when \( x = 0 \), an \((m, n, d, 0)\) X-code forms an \( n \times m \) X-compact matrix which is a parity-check matrix of a binary linear code of length \( n \) and minimum distance \( d \). In fact, since the condition that \( x = 0 \) implies the absence of Xs, this special case is reduced to traditional space compaction. Because our focus is compaction in the presence of unknown logic values, we assume that \( x \geq 1 \) henceforth unless otherwise stated. In the absence of Xs, see [18], [19].

By definition, an \((m, n, d, x)\) X-code, \( d \geq 2 \), is also an \((m, n, d - 1, x)\) X-code. Also an \((m, n, d, x)\) X-code forms an \((m, n, d - 1, x)\) X-code. Moreover, an \((m, n, d, x)\) X-code is an \((m, n, d + 1, x - 1)\) X-code [14].

It can be difficult to design an X-compactor having both the necessary error detectability and the exact number of inputs needed. One trivial solution is to discard codewords from a larger X-code with sufficient error detection ability and X-tolerance. The following is another simple way to adjust the number of inputs.

**Proposition 2:** If an \((m, n, d, x)\) X-code and an \((m', n', d', x')\) X-code exist, there exists an \((m + m', n + n', \min(d, d'), \min(x, x'))\) X-code.

**Proof:** Let \( \mathcal{X} = \{s_1, \ldots, s_n\} \) be an \((m, n, d, x)\) X-code and \( \mathcal{Y} = \{t_1, \ldots, t_m\} \) an \((m', n', d', x')\) X-code. Extend each codeword \( s_i = (s_i^{(1)}, \ldots, s_i^{(n)}) \) of \( \mathcal{X} \) by appending \( m' \) 0’s so that extended vectors have the form \( s_i' = (s_i^{(1)}, \ldots, s_i^{(n)}, 0, \ldots, 0) \). Similarly extend each codeword \( t_j = (t_j^{(1)}, \ldots, t_j^{(m)}) \) of \( \mathcal{Y} \) by appending \( m \) 0’s so that extended vectors have the form \( t_j' = (0, \ldots, 0, t_j^{(1)}, \ldots, t_j^{(m)}) \). The extended \((m + m')\)-dimensional vectors form an \((m + m', n + n', \min(d, d'), \min(x, x'))\) X-code.

**Proposition 2** says that given an \((m, n, d, x)\) X-code, a codeword of weight less than or equal to \( x \) does not essentially contribute to the compaction ratio (see also [14]). In fact, if \( \mathcal{X} \) contains such a codeword \( s_i = (s_i^{(1)}, \ldots, s_i^{(n)}) \), there exists at least one coordinate \( m' \) such that \( s_i^{(m')} = 1 \) and \( s_{m'} = 0 \) for any other codeword \( s_j \in \mathcal{X} \). Hence we can delete \( s_i \) and coordinate \( m' \) from \( \mathcal{X} \) while keeping \( d \) and \( x \).

By applying Proposition 2 and combining a trivial X-code and another X-code, we can obtain an X-code having the same number of codewords with compaction ratio no smaller. For this reason, when constructing an \((m, n, d, x)\) X-code explicitly, we assume that every codeword has weight greater than \( x \).

Let \( M(m, d, x) \) be the maximum number \( n \) of codewords for which there exists an \((m, n, d, x)\) X-code. More codewords means a higher compaction ratio. Hence an \((m, n, d, x)\) X-code satisfying \( n = M(m, d, x) \) is optimal.

Determining the exact value of \( M(m, d, x) \) seems difficult except for \( M(m, 1, 1) \). As pointed out in [14], a special case of \( M(m, d, x) \) has been extensively studied in the context of superimposed codes [20]. An \((1, x)\)-superimposed code of size \( m \times n \) is an \( m \times n \) matrix with entries in \( \mathbb{F}_2 \) such that no superimposed sum of any \( x \) columns of \( S \) covers any other column of \( S \). Superimposed codes are also called cover-free families and disjunct matrices.

By definition, a \((1, x)\)-superimposed code of size \( m \times n \) is equivalent to the transpose of an X-compact matrix obtained from an \((m, n, 1, x)\) X-code. Hence known results on the maximum ratio \( n/m \) for superimposed codes immediately give information about \( M(m, 1, x) \). For completeness, we list useful results on \( M(m, 1, x) \).

By Sperner’s theorem,

**Theorem 2.1:** (see [21], [22]) For \( m \geq 2 \) an integer,

\[
M(m, 1, 1) \leq \left( \frac{m}{\lfloor m/2 \rfloor} \right).
\]

Indeed by taking all the \( m \)-dimensional vectors of weight \( \lfloor m/2 \rfloor \) as codewords, we attain the bound. The same argument is also found in [14].

The following is a simple upper bound on \( M(m, 1, x) \):

**Theorem 2.2:** [22] For any \( x \geq 2 \),

\[
\log_2 M(m, 1, x) \leq \frac{cm \log_2 x}{x^2}
\]

for some constant \( c \).

Several different proofs of Theorem 2.2 are known. Bounds on the constant \( c \) are approximately two in [23], approximately four in [24], and approximately eight in [25].

The asymptotic behavior of the maximum possible number of codewords has been also investigated for superimposed codes. Define the ratio \( R(x) \) as

\[
R(x) = \lim_{m \to \infty} \frac{\log_2 M(m, 1, x)}{m}.
\]

The best lower bound \( \underline{R}(x) \leq R(x) \) can be found in [26] and the best upper bound \( \overline{R}(x) \geq R(x) \) in [23]. The descriptive asymptotic form of the best bounds as \( x \to \infty \) is

\[
\frac{R(x)}{x} \sim \frac{1}{x^2 \log_2 e} \quad \text{and} \quad \frac{\overline{R}(x)}{x} \sim \frac{2 \log_2 x}{x^2},
\]

where \( e \) is Napier’s constant. For a detailed summary of the known lower and upper bounds, see [27]. Constructions with many codewords have been studied in [28], [29]. See also [30]–[33] and references therein.

**III. X-Compactors with Small Fan-Out**

In this section we consider an X-compactor having sufficient tolerance for errors and Xs, a high compaction ratio, and small fan-out. This section is divided into four parts. Subsection III-A deals with background and known results of the fan-out problem in X-compactors. Then in Subsection III-B we investigate X-codes that tolerate up to two X’s and have
the minimum fan-out. X-Codes with further error detection ability and X-tolerance are investigated in Subsection III-C. In Subsection III-D we give a brief overview of the performance of our X-Codes given in this section and compare them with other codes.

A. Background: Fan-Out in X-Codes

X-compact reduces the number of bits in the compacted output while keeping error detection ability by propagating each single bit to many signal lines. In fact, each output of the X-compactor in [12] connects to about half of all inputs. However, larger fan-in increases power requirements, area, and delay [16]. When these disadvantages are concerns, fan-out of inputs of a compactor should be small to reduce fan-in values.

In terms of X-codes, the required fan-out of input \( i \) in an X-compactor is the weight of codeword \( s_i \) of the X-code. Hence, in order to address the fan-out problem, it is desirable for a codeword to have small weight. However, as mentioned in Section I, an \((m, n, d, x)\) X-code containing a codeword with weight at most \( x \) is not essential in the sense of the compaction ratio. Hence, throughout this section, we restrict ourselves to \((m, n, d, x)\) X-codes in which every codeword has weight precisely \( x + 1 \), namely constant weight codes.

When a compactor is required to tolerate only a single unknown logic value, fan-out is minimized when every codeword of an X-code has constant weight two. This extreme case was addressed in [16] by considering a simple graph. We briefly restate their theorems in terms of X-codes.

A graph \( G \) is a pair \((V, E)\) such that \( V \) is a finite set and \( E \) is a set of pairs of distinct elements of \( V \). An element of \( V \) is called a vertex, and an element of \( E \) is called an edge. The girth \( g \) of \( G \) is the minimal size \(|C|\) of a subset \( C \subseteq E \) such that each vertex appearing in \( C \) is contained in exactly two edges.

The edge-vertex incidence matrix \( H \) of a graph \( G = (V, E) \) is a \(|E| \times |V|\) binary matrix \( H = (h_{i,j}) \) such that rows and columns are indexed by edges and vertices respectively and \( h_{i,j} = 1 \) if the \( i \)th edge contains the \( j \)th vertex, otherwise 0. By considering the edge-vertex incidence matrix of a graph and Proposition 1 we obtain:

**Theorem 3.1:** [16] There exists a graph \( G = (V, E) \) of girth \( g \) if and only if there exists a \((|V|, |E|, g - 2, 1)\) X-code of constant weight two.

**Theorem 3.2:** [16] A set \( X \) of \( m \)-dimensional vectors is an \((m, n, d - 1, 1)\) X-code of constant weight two if and only if it is an \((m, n, d, 0)\) X-code of weight two.

These two theorems say that in order to design an X-compactor with high error detection ability, we only need to find a graph with large girth. The same argument is also found in [14]. For existence of such graphs and more details on X-codes of constant weight two, see [16] and references therein.

B. Two X’s and Fan-Out Three

Multiple X’s can occur; here we present X-codes that are tolerant to two X’s and have the maximum compaction ratio. To accept up to two unknown logic values, we need an X-code of constant weight three. We employ a well-known class of combinatorial designs.

A set system is an ordered pair \((V, B)\) such that \( V \) is a finite set of points, and \( B \) is a family of subsets (blocks) of \( V \). A Steiner t-design \( S(t, k, v) \) is a set system \((V, B)\), where \( V \) is a finite set of cardinality \( v \) and \( B \) is a family of \( k \)-subsets of \( V \) such that each \( t \)-subset of \( V \) is contained in exactly one block. Parameters \( v \) and \( k \) are the order and block size of a Steiner t-design. When \( t = 2 \) and \( k = 3 \), an \((S(2, 3, v))\) is a Steiner triple system of order \( v \), \( STS(v) \). An \( STS(v) \) exists if and only if \( v \equiv 1, 3 \pmod{6} \) [54]. A triple packing of order \( v \) is a set system \((V, B)\) such that \( B \) is a family of triples of a finite set \( V \) of cardinality \( v \) and any pair of elements of \( V \) appear in \( B \) at most once. An \( STS(v) \) is a triple packing of order \( v \equiv 1, 3 \pmod{6} \) containing the maximum number of triples.

The point-block incidence matrix of a set system \((V, B)\) is the binary \(|V| \times |B|\) matrix \( H = (h_{i,j}) \) such that rows are indexed by points, columns are indexed by blocks, and \( h_{i,j} = 1 \) if the \( i \)th point is contained in the \( j \)th block, otherwise 0. The block-point incidence matrix is its transpose.

When \( d = 1 \), an \((m, n, 1, 2)\) X-code of constant weight three is equivalent to a \((1, 2)\)-superimposed code of size \( m \times n \) of constant column weight three. It is well known that the point-block incidence matrix of an \( S(t, k, v) \) forms an \((1, [k/(t - 1)] - 1)\)-superimposed code of size \( v \times (\binom{v - 1}{t - 1}) \). Hence, by using an \( STS(v) \), we obtain for every \( v \equiv 1, 3 \pmod{6} \) a \((v, v(v - 1)/6, 1, 2)\) X-code. An upper bound on the number of codewords of \((1, 2)\)-superimposed codes of constant weight \( k \) is available:

**Theorem 3.3:** [55] Let \( n^k(m) \) denote the maximum number of columns of a \((1, 2)\)-superimposed code such that and every column is of length \( m \) and has constant weight \( k \). Then,

\[
n^{2t-1}(m) \leq n^2(m + 1) \leq \left( \frac{m}{2t} \right) \]

with equality if and only if there exists a Steiner t-design \( S(t, 2t - 1, m) \).

The following is an immediate consequence:

**Theorem 3.4:** For any \((m, n, 1, 2)\) X-code of constant weight three, \( n \leq \frac{m(m-1)}{6} \) with equality if and only if there exists an \( STS(m) \).

Hence for \( d = 1, x = 2, \) and fan-out three, an X-code from any \( STS(v) \) has the maximum compaction ratio \((v - 1)/6 \).

One may ask for larger error detectability of an \((m, n, 1, 2)\) X-code when one (or zero) unknown logic value is assumed. An \((m, n, d, x)\) X-code is also an \((m, n, d + 1, x - 1)\) X-code, and hence any \((m, n, 1, 2)\) X-code from an \( STS(m) \) is also an \((m, n, 2, 1)\) X-code. However, a careful choice of Steiner triple systems gives higher error detectability while maintaining the compaction ratio.

A configuration \( C \) in a triple packing, \((V, B)\), is a subset \( C \subseteq B \). The set of points appearing in at least one block of a configuration \( C \) is denoted by \( V(C) \). Two configurations \( C \) and \( C' \) are isomorphic, denoted \( C \cong C' \), if there exists a bijection \( \phi : V(C) \rightarrow V(C') \) such that for each block \( B \in C \), the image \( \phi(B) \) is a block in \( C' \). When \(|C| = i \), a configuration \( C \) is an \( i \)-configuration. A configuration \( C \) is even if for every point
appearing in $C$ the number $\left| \{ B : a \in B \subset C \} \right|$ of blocks containing $a$ is even. Because every block in a triple packing has three points, no $i$-configuration for $i$ odd is even.

A triple packing is $r$-even-free if for every integer $i$ satisfying $1 \leq i \leq r$ it contains no even $i$-configurations. By definition every $r$-even-free triple packing, $r \geq 2$, is also $(r - 1)$-even-free. For an even integer $r$, an $r$-even-free triple packing is also $(r + 1)$-even-free. Every triple packing is trivially $3$-even-free. For $r > 3$ an STS$(v)$ may or may not be $4$-even-free. Up to isomorphism, the only even 4-configuration is the Pasch configuration. It can be written on six points and four blocks: $\{ \{a, b, c\}, \{a, d, e\}, \{f, b, d\}, \{f, c, e\} \}$. For the list of all the small configurations in a triple packing and more complete treatments, we refer the reader to [34] and [36]. Because a 4-even-free STS is 5-even-free, an STS is 5-even-free if and only if it contains no Pasch configuration.

**Lemma 3.5:** If there exists a 5-even-free STS$(v)$, there exists a $(v, v(v - 1)/6, 3, 1)$ X-code of constant weight three. The code is a $(v, v(v - 1)/6, 5, 0)$ X-code of constant weight three.

**Proof:** Let $(V, B)$ be a 5-even-free STS$(v)$. For every $B_i \in B$ define a $v$-dimensional vector $s_i$ such that each coordinate $s^{(i)}_j \in s_i$ is indexed by a distinct point $j \in V$ and $s^{(i)}_j = 1$ if $j \in B_i$, otherwise 0. Then we obtain a $(v, v(v - 1)/6, 1, 2)$ X-code $S = \{ s_i : B_i \in B \}$ of constant weight three. We prove that $S$ is a $(v, v(v - 1)/6, 3, 1)$ X-code that is also a $(v, v(v - 1)/6, 5, 0)$ X-code. By definition, for $1 \leq i \leq 5$ no $i$-configuration $C \subset B$ is even. Hence

$$\bigcup \{ s_i : B_i \subset C \} \neq 0.$$  

This implies that $S$ is a $(v, v(v - 1)/6, 5, 0)$ X-code. On the other hand, since no pair of points appears twice, for any mutually distinct blocks $B_i, B_j, B_k \in B,$

$$s_i \neq s_j \text{ and } s_i \vee (s_j \oplus s_k) \neq s_i.$$  

It remains to show that no codeword in $S$ covers addition of three others. Suppose to the contrary that there exist four distinct codewords $s_i, s_j, s_k, s_l$ such that

$$s_i \vee (s_j \oplus s_k \oplus s_l) = s_i.$$  

Because no pair of points appears twice and every block has exactly three points, the only possible case is that the 4-configuration $\{B_i, B_j, B_k, B_l\}$ forms a Pasch configuration, and hence it is even, a contradiction.

Steiner triple systems avoiding Pasch configurations have been long studied as anti-Pasch STSSs [34].

**Theorem 3.6:** [37] There exists a 5-even-free STS$(v)$ if and only if $v \equiv 1, 3 \pmod 6$ and $v \notin \{7, 13\}.$

By combining Theorem 3.6 and Lemma 3.5 we obtain:

**Theorem 3.7:** For every $v \equiv 1, 3 \pmod 6$ and $v \notin \{7, 13\},$ there exists a $(v, v(v - 1)/6, 1, 2)$ X-code of constant weight three that is a $(v, v(v - 1)/6, 3, 1)$ X-code and a $(v, v(v - 1)/6, 5, 0)$ X-code.

An X-compactor designed from these can detect any odd number of errors unless there is an unknown logic value. One may want to take advantage of the high compaction ratio of the optimal $(m, n, 1, 2)$ X-codes arising from 4-even-free STSSs when there is only a small possibility that more than two Xs occur or multiple errors happen with multiple Xs. Our X-codes from 4-even-free STSSs also have high performance in such situations:

**Theorem 3.8:** The probability that a $(v, v(v - 1)/6, 1, 2)$ X-code from a 4-even-free STS$(v)$ fails to detect a single error when there are exactly three Xs is

$$\frac{162(v - 9)}{(v + 2)(v + 3)(v - 4)(v^2 - v - 18)}.$$  

**Proof:** Because there is only one error, an X-code fails to detect this error when all three points in the block that corresponds to the error are contained in at least one block corresponding to an X. The number of occurrences of each 4-configuration in an STS$(v)$ is determined by $v$ and the number of Pasch configurations (see [34], for example). A simple calculation proves the assertion.

**Theorem 3.9:** The probability that a $(v, v(v - 1)/6, 1, 2)$ X-code from a 4-even-free STS$(v)$ fails to detect errors when there are exactly two Xs and exactly two errors is

$$\frac{(v + 2)(v + 3)(v - 4)(v^2 - v - 18)}{1296}.$$  

**Proof:** A $(v, v(v - 1)/6, 1, 2)$ X-code from a 4-even-free STS$(v)$ fails to detect errors when there are exactly two Xs and exactly two errors only when corresponding four blocks form a 4-configuration isomorphic to $\{\{a, b, c\}, \{a, d, e\}, \{a, e, g\}, \{c, f, g\}\}$ where the first two blocks represent Xs and the other two blocks correspond to errors. The number of occurrences of the 4-configuration in a 4-even-free STS$(v)$ is $\frac{v(v - 1)(v - 3)}{4}$, and the total number of occurrences of all 4-configurations is $\frac{v(v - 1)}{4}$ [34]. Divide $\frac{v(v - 1)(v - 3)}{4}$ by $\frac{v(v - 1)}{4}$ to obtain the probability that the X-code fails to detect the two errors.

Hence when a 4-even-free STS of sufficiently large order is used, the probability that the corresponding X-code fails to detect errors when the sum of the numbers of errors and Xs is at most four is close to zero. A more complicated counting argument is necessary to calculate the performance of X-codes from STSSs when the sum of the numbers of errors and Xs is greater than four. For more complete treatments and current research results on counting configurations in Steiner triple systems, we refer the reader to [36] and references therein.

Useful explicit constructions for 5-even-free STS$(v)$ can be found in [34], [37]–[31]. The cyclic 5-sparse Steiner triple systems in [42] provide examples of 5-even-free STS$(v)$ for $v \leq 97$, because cyclic 5-sparse systems are all anti-Pasch. Further r-freeness improves the error detectability of the resulting X-code:

**Theorem 3.10:** For $r \geq 4$, if there exists an $r$-even-free triple packing $(V, B)$, there exists a $(|V|, |B|, 1, 2)$ X-code of constant weight three that is also a $(|V|, |B|, 3, 1)$ X-code and a $(|V|, |B|, r, 0)$ X-code.

**Proof:** Let $(V, B)$ be an $r$-even-free triple packing of order $v$. For every $B_i \in B$ define a $v$-dimensional vector $s_i$ such that each coordinate $s^{(i)}_j \in s_i$ is indexed by a distinct point $j \in V$ and $s^{(i)}_j = 1$ if $j \in B_i$, otherwise 0. Then we obtain a $(|V|, |B|, 1, 2)$ X-code $S = \{ s_i : B_i \in B \}$ of constant weight three. It suffices to prove that $S$ forms a $(|V|, |B|, r, 0)$ X-code. Suppose to the contrary that $S$ is not a $(|V|, |B|, r, 0)$ X-code. Then for some $r' \leq r$ there exists a set of $r'$ codewords $s_i,$
sufficiently large

One may want an \( r \)-even-free STS with large \( r \) to obtain higher error detection ability while keeping the maximum compaction ratio. Although it is known that every Steiner triple system has a configuration with seven or fewer blocks so that every element of the configuration belongs to at least two \([30]\), it may happen that none of these are even. Nevertheless, the following gives an upper bound of even-freeness of Steiner triple systems.

**Theorem 3.11:** For \( v > 3 \) there exists no 8-even-free STS\((v)\).

**Proof:** Suppose to the contrary that there exists an STS\((v)\), \( S \), that is 8-even free. Consider a 4-configuration \( C \) isomorphic to \( \{ \{a,b,c\}, \{c,d,e\}, \{a,c,f\}, \{b,d,g\} \} \) where \( f \) and \( g \) are each contained in exactly one block. For any anti-Pasch STS\((v)\) the number of occurrences of configurations isomorphic to \( C \) is \( v(v-1)(v-3)/4 \) \([43]\) (see also \([44]\)). Because \( v \geq 7 \), we have \( v(v-1)(v-3)/4 > v^2/2 \).

Hence there is a pair of configurations \( A \) and \( B \) such that \( \sim A \cap B \cap C \) and they share the two points contained in exactly one block. In other words, there exists a \( A \) and \( B \) having the form \( \{a,b,c\}, \{c,d,e\}, \{a,c,f\}, \{b,d,g\} \) and \( \{a',b',c'\}, \{c',d',e'\}, \{a',c',f'\}, \{b',d',g'\} \) respectively. If there is no common block between \( A \) and \( B \), then the merged configuration \( A \cup B \) forms an even configuration consisting of eight blocks, a contradiction. Otherwise, there is at least one block contained in both \( A \) and \( B \). Removing blocks shared between \( A \) and \( B \) from their union, we obtain an even configuration on four or six blocks, a contradiction.

By combining Theorems 3.4, 3.10, and 3.11 we have:

**Theorem 3.12:** There exists no \((m,n,1,2)\) X-code that achieves the maximum compaction ratio \((m-1)/6\) and is also an \((m,n,3,1)\) X-code and an \((m,n,8,0)\) X-code.

An STS is 7-even-free if and only if it is 6-even-free. Up to isomorphism, there are two kinds of 6-configurations which may appear in an STS. One is called the **grid** and the other is the **double triangle**. Both 6-configurations are described by nine points and six blocks: \( \{ \{a,b,c\}, \{d,e,f\}, \{g,h,i\}, \{a,d,g\}, \{b,c,h\}, \{c,f,i\} \} \) and \( \{ \{a,b,c\}, \{d,e,f\}, \{g,h,i\}, \{a,d,g\}, \{b,c,h\}, \{c,f,i\} \} \) respectively. By definition, an STS is 6-even-free if it simultaneously avoids Pasches, grids, and double triangles. We do not know whether there exists a 6-even-free STS\((v)\) for any \( v > 3 \). However, a moderately large number of triples can be included while keeping 6-even-freeness:

**Theorem 3.13:** There exists a constant \( c > 0 \) such that for sufficiently large \( v \) there exists a 6-even-free triple packing of order \( v \) with \( cv^{1.8}\) triples.

**Proof:** Let \( C' \) be a set of representatives of all of the nonisomorphic even configurations on six or fewer triples and let \( C'' \) be a configuration consisting of pair of distinct triples sharing a pair of elements. Let \( C = C' \cup C'' \). Pick uniformly at random triples from \( V \) with probability \( p = c'v^{-\frac{2}{3}} \) independently, where \( c' \) satisfies \( 0 < c' < \left( \frac{2^{17} \cdot 63}{31^{19}} \right)^{\frac{3}{2}} \). Let \( b_c \) be a random variable counting the configurations isomorphic to a member of \( C \) in the resulting set of triples. Define \( E(b_c) \) as its expected value. Then

\[
E(b_c) \leq \left( \frac{v}{4} \right) \left( \frac{4}{3} \right) p^2 + \left( \frac{v}{6} \right) \left( \frac{2}{3} \right) p^4 + \left( \frac{v}{9} \right) \left( \frac{1}{3} \right) p^6
\]

\[
= \left( \frac{9}{6} \right) \frac{c'^6 v^{1.8}}{9!} + f(v),
\]

where \( f(v) = O(v^{1.6}) \). By Markov’s Inequality,

\[
P(b_c \geq 2E(b_c)) \leq \frac{1}{2}
\]

Hence,

\[
P \left( b_c \leq 2 \left( \frac{9}{6} \right) \frac{c'^6 v^{1.8}}{9!} + f(v) \right) \geq \frac{1}{2}
\]

Let \( t \) be a random variable counting the triples and \( E(t) \) its expected value. Then

\[
E(t) = p \left( \frac{v}{3} \right) = \frac{c'}{6} v^{1.8} - g(v),
\]

where \( g(v) = O(v^{0.8}) \). Because \( t \) is a binomial random variable, by Chernoff’s inequality, for sufficiently large \( v \)

\[
P \left( t < \frac{E(t)}{2} \right) < e^{\frac{-\epsilon^2}{2}} < \frac{1}{2}
\]

Hence, if \( v \) is sufficiently large, then with positive probability we have a set \( B \) of triples with the property that \(|B| > E(t)\) and the number of configurations in \( B \) isomorphic to a member of \( C \) is at most

\[
2 \left( \frac{9}{6} \right) \frac{c'^6 v^{1.8}}{9!} + f(v).
\]

Let \( ex(v,r) \) be the maximum cardinality \(|B|\) such that there exists an \( r \)-even-free triple packing. By deleting a triple from each configuration isomorphic to a member of \( C \), we obtain

\[
ex(v,6) \geq E(t) - 2 \left( \frac{9}{6} \right) \frac{c'^6 v^{1.8}}{9!} + h(v),
\]

where \( h(v) = O(v^{1.6}) \). Then for some positive constant \( c \) and sufficiently large \( v \), it holds that \( ex(v,6) \geq cv^{1.8} \).

Hence we have:

**Theorem 3.14:** There exists a constant \( c > 0 \) such that for sufficiently large \( v \) there exists a \((v, cv^{1.8}, 1, 2)\) X-code that is also a \((v, cv^{1.8}, 3, 1)\) X-code and a \((v, cv^{1.8}, 6, 0)\) X-code.

An STS\((v)\) has approximately \( v^2/6 \) triples. The same technique can be used to obtain a lower bound on \( ex(v,r) \) for \( r \geq 8 \). In fact, \( ex(v,8) \) is at least \( O(v^{36}) \), and hence for sufficiently large \( v \) there exists a constant \( c > 0 \) such that there exists a \((v, cv^{1.8}, 1, 2)\) X-code that is also a \((v, cv^{1.8}, 3, 1)\) X-code and a \((v, cv^{1.8}, 8, 0)\) X-code.
C. Higher X-Tolerance with the Minimum Fan-Out

In general, the probability that a defective digital circuit produces an error at a specific signal output line is quite small. In fact, several errors are unlikely to happen simultaneously [11]. This is a general trend. For every column is of length $m$, with constant weight $k$. Then, for every $x$, $t$ and $i = 0, 1$ or $i \leq x/2t^2$,

$$n(x, m, x(t-1) + 1 + i) \leq \binom{m-i}{t} \binom{k-i}{t}$$

for all sufficiently large $m$, with equality if and only if there exists a Steiner $t$-design $S(t, x(t-1) + 1, m - i)$.

By putting $t = 2$ and $i = 0$, we obtain:

**Corollary 3.16:** For an $(m, n, 1, x)$ X-code of constant weight $x + 1$,

$$n \leq \binom{m}{2} / \binom{x + 1}{2}$$

for all sufficiently large $m$, with equality if and only if there is an $S(2, x + 1, m)$.

Because the set of columns of the block-point incidence matrix of any $S(2, x + 1, m)$ forms an $(m, m(m-1)/2, 1, x)$ X-code of constant weight $x + 1$, the existence of Steiner 2-designs is our next interest. For $k \in \{4, 5\}$, necessary and sufficient conditions for existence of an $S(2, k, v)$ are known:

**Theorem 3.17:** [47] There exists an $S(2, 4, v)$ if and only if $v \equiv 1, 4 \pmod{12}$.

**Theorem 3.18:** [48] There exists an $S(2, 5, v)$ if and only if $v \equiv 1, 5 \pmod{20}$.

For $k \geq 6$, the necessary and sufficient conditions on $v$ for existence of an $S(2, k, v)$ are not known in general; the existence of a Steiner 2-design is solved only in an asymptotic sense [49], although for ‘small’ values of $k$ substantial results are known. For a comprehensive table of known Steiner 2-designs, see [50].

As with X-codes from Steiner triple systems, the error detectability can be improved by considering avoidance of even configurations. An $S(2, k, v)$, $(V, B)$, is $r$-even-free if for $1 \leq i \leq r$ it contains no subset $C \subseteq B$ such that $|C| = i$ and each point appearing in $C$ is contained in exactly an even number of blocks in $C$. A generalized Pasch configuration in an $S(2, k, v)$, $(V, B)$, is a subset $C \subseteq B$ such that $|C| = k + 1$ and each point appearing in $C$ is contained exactly two blocks of $C$. As with triple systems, an $S(2, k, v)$ is $(k + 1)$-even-free if and only if it contains no generalized Pasch configurations.

**Theorem 3.19:** If an $r$-even-free $S(2, k, v)$ for $r \geq k + 1$ exists, there exists a $(v, x, v - 1)/(k(k - 1), 1, k - 1)$ X-code of constant weight $k$ that is also an $(v, x, v - 1)/(k(k - 1), 1, k, 1)$ X-code and a $(v, x, v)/(k(k - 1), r, 0)$ X-code.

**Proof:** Let $(V, B)$ be an $r$-even-free $S(2, k, v)$. For every $B_i \in B$ define a $v$-dimensional vector $s_i$ such that each coordinate $s_i^{(j)} \in s_i$ is indexed by a distinct point $j \in V$ and $s_i^{(j)} = 1$ if $j \in B_i$, otherwise 0. Then we obtain a $(v, x, v - 1)/(k(k - 1), 1, k - 1)$ X-code $S = \{s_i : B_i \in B\}$ of constant weight $k$. By definition of an $r$-even-free $S(2, k, v)$, it is straightforward to see that $S$ is also a $(v, x, v - 1)/(k(k - 1), r, 0)$ X-code. It suffices to prove that $S$ can also be used as a $(v, x, v - 1)/(k(k - 1), 1, k, 1)$ X-code. Assume that this is not the case. Then, by following the argument in the proof of Lemma 3.3, $B$ contains a generalized Pasch configuration, a contradiction.

Existence of an $r$-even-free design has been investigated in the study of erasure-resilient codes for redundant array of independent disks (RAID) [51]. In fact, infinitely many $r$-even-free $S(2, k, v)$s can be obtained from affine spaces over $\mathbb{F}_q$ [52].

**Theorem 3.20:** [52] For any odd prime power $q$ and positive integer $n \geq 2$ the points and lines of $AG(n, q)$ form a $(2q - 1)$-even-free $S(2, q, q^n)$.

By combining Theorems 3.19 and 3.20 we obtain:

**Theorem 3.21:** For any odd prime power $q$ and positive integer $n \geq 2$, there exists a $(q^n, q^{n-1}(q^{n-1} - 1)/(q - 1), 1, q - 1)$ X-code of constant weight $q$ that is also an $(q^n, q^{n-1}(q^{n-1} - 1)/(q - 1), q, 1)$ X-code and a $(q^n, q^{n-1}(q^{n-1} - 1)/(q - 1), 2q - 1, 0)$ X-code.

D. Characteristics of X-Codes from Combinatorial Designs

We have given tight upper bounds of compaction ratio for $(m, n, 1, x)$ X-codes with the minimum fan-out and presented explicit construction methods for X-codes that attain the bounds. As far as the authors are aware, these are the first mathematical bounds and construction techniques for this type of optimal X-code with constant weight greater than two. Optimal X-codes given in Theorems 3.7 and 3.21 in particular have higher error detection ability when the number of Xs is smaller than $x$. The known construction technique using hypergraphs, briefly mentioned in [10], cannot guarantee the same error detection ability.

To illustrate the usefulness of our X-codes, here we compare the error detection ability of an example X-code that can be generated using Theorem 3.7 with characteristics of X-codes proposed in [11]. The probability that the example $(50, 500, 1, 1)$ X-code in Table 5 in [11] fails to detect a single error when there are exactly two Xs is around $4.2 \times 10^{-6}$. The fan-out of this code is 11. Our X-code from Theorem 3.7, which has the same compaction ratio, has parameters $(61, 610, 1, 2)$. The probability that this X-code fails to detect
a single error in the same situation is exactly 0. Its fan-out is 3, which is significantly smaller. While the multiple error detection ability of the \((50, 500, 1, 1)\) X-code is not specified in \([11]\), our code can always detect up to three errors when there is only one X, and up to five errors when there is no X. By Theorem 3.9 the probability that our \((61, 610, 1, 2)\) X-code fails to detect errors when there are exactly two Xs and two errors is \(1.5 \times 10^{-6}\). Therefore, our X-code is ideal when the fan-out problem is critical and/or fault-free simulation rarely produces three or more Xs in an expected response.

Very large optimal X-codes with very high error detecting ability and compaction ratio can be easily constructed by the same method. For example, Theorem 3.7 and known results on anti-Pasch STSs immediately give a \((601, 60100, 1, 2)\) X-code with fan-out 3 and compaction ratio 100. This code is also a \((601, 60100, 3, 1)\) X-code and a \((601, 60100, 5, 0)\) X-code. Moreover, the probability that it fails to detect errors when there are exactly two Xs and two errors (or exactly three Xs and a single error) is around \(1.6 \times 10^{-11}\) (or \(7.3^{-7}\) respectively). As far as the authors know, there have been no X-codes available that guarantee as high error detection ability and have very small fan-out.

As Theorems 3.7, 3.8 and 3.9 indicate, larger X-codes designed with this method have an even higher compaction ratio and better error detection rate. Because discarding codewords does not affect error detection ability, one may use part of a large X-code to achieve very high test quality when compaction ratio can be compromised to an extent.

IV. X-CODES OF ARBITRARY WEIGHT

The restriction to low-weight codewords severely limits the compaction ratio of an X-code. Hence, when fan-in and fan-out are not of concern, it is desirable to use X-codes with arbitrary weight. In this section we study the compaction ratio and construction methods of such general X-codes.

For \(d = x = 2\), a \(\left(\log_2 n, \left\lceil \log_2 n \right\rceil + 1\right)\) X-code was constructed for any integer \(n \geq 2\) \([14]\).

**Theorem 4.1:** \([14]\) For any optimal \((m, n, d, x)\) X-code, \(m \leq \left\lceil \log_2 n \right\rceil \left(\left\lceil \log_2 n \right\rceil + 1\right)\).

They also gave an explicit construction method of a \((3\left\lceil \log_4 n \right\rceil, n, 1, 3)\) X-code. In order to give a more general construction, we employ design theoretic techniques for arrays. Let \(n \geq w \geq 2\). A perfect hash family, PHF(N; u, n, w), is a set \(\mathcal{F}\) of \(N\) functions \(f : Y \to X\) where \(|Y| = u\) and \(|X| = n\), such that for any \(C \subseteq Y\) with \(|C| = w\), there exists at least one function \(f \in \mathcal{F}\) such that \(f_C\) is one-to-one. A PHF(N; u, n, w) can be described by a \(u \times N\) matrix with entries from a set of \(n\) symbols such that for any \(w\) rows there exists at least one column in which each element is distinct.

**Theorem 4.2:** If an \((m, n, d, x)\) X-code and a PHF(N; u, n, max\(\{d, x\} + 1\)) exist, there exists an \((mN, u, d, x)\) X-code.

**Proof:** Let \(H\) be a \(u \times N\) n-ary matrix representing a PHF(N; u, n, max\(\{d, x\} + 1\)). Assign each codeword of an \((m, n, d, x)\) X-code to a distinct symbol of the PHF and replace each entry of \(H\) by the \(m\) dimensional row vector representing the assigned codeword. Then we obtain a \(u \times mN\) binary matrix \(H'\). Taking each row of \(H'\) as a codeword, we obtain a set \(X\) of \(mN\)-dimensional vectors. It suffices to show that for any two arbitrary subsets \(D, X \subseteq \mathcal{X}\) satisfying \(|D| = d' \leq d\), \(|X| = x' \leq x\), and \(D \cap X = \emptyset\), it holds that
\[
\left(\bigvee X\right) \cap \left(\bigoplus D\right) \neq \emptyset.
\]

By considering a one-to-one function in the PHF, for any \(\max\{d, x\} + 1\) codewords of \(\mathcal{X}\) at least one set of \(m\) coordinates forms \(\max\{d, x\} + 1\) distinct codewords of the original \((m, n, d, x)\) X-code. Hence, for any choice of \(D\) and \(X\) there exists a subset \(Y \subseteq X\) of cardinality \(|Y| = \max\{0, d' + x' - \{\max\{d, x\} + 1\}\} \) such that at least one set of \(m\) coordinates in \(D \cup (X \setminus Y)\) forms distinct codewords of the original \((m, n, d, x)\) X-code. Because \(|Y| \leq d' - 1 < |D|\), \(3\) holds for any \(D\) and \(X\). Hence, the resulting set \(X\) forms an \((mN, u, d, x)\) X-code.

Since their introduction in [54], much progress has been made on existence and construction techniques for perfect hash families (see [54]–[58] for recent results). A concise list of known results on perfect hash families is available in [50]. We can use perfect hash families from algebraic curves over finite fields:

**Theorem 4.3:** [59] For positive integers \(n \geq w\), there exists an explicit construction for an infinite family of PHF(N; u, n, w) such that \(N = O(\log u)\).

Indeed when \(n\) is fixed, a perfect hash family with \(O(\log n)\) rows can be determined in polynomial time by a greedy method [60].

By combining Theorems 4.2 and 4.3, we can construct infinitely many \((m, n, d, x)\) X-codes where \(m = O(\log n)\).

**Theorem 4.4:** For any positive integer \(d\) and nonnegative integer \(x\), there exists an explicit construction for an infinite family of \((m, n, d, x)\) X-codes, where \(m = O(\log n)\).

The following is a combinatorial recursion for X-codes.

**Theorem 4.5:** [59] For any optimal \((m, n, d, x)\) X-code and an \((\ell, n, \frac{d'}{\ell}, x)\) X-code exist, there exists an \((\ell + m, 2n, d, x)\) X-code.

Proof: Let \(X = \{s_1, \ldots, s_n\}\) be an \((m, n, d, x)\) X-code and \(Y = \{t_1, \ldots, t_{\ell}\}\) an \((\ell, n, \frac{d'}{\ell}, x)\) X-code. Extend each codeword \(s_i = (s_1(i), \ldots, s_m(i))\) of \(X\) by appending \(\ell\)’s so that extended vectors have the form \(s_i' = (s_1(i), \ldots, s_m(i), 0, \ldots, 0)\).

Extend each codeword \(t_i = (t_1(i), \ldots, t_{\ell}(i))\) of \(Y\) by combining \(s_i\) so that extended vectors have the form \(t_i' = (t_1(i), \ldots, s_1(i), \ldots, s_m(i), t_{\ell}(i))\). Define \(A = \{s_1', \ldots, s_n'\}\), \(B = \{t_1', \ldots, t_{\ell}'\}\), and \(C = A \cup B\). We prove that \(C\) is an \((\ell + m, 2n, d, x)\) X-code.

Take two subsets \(D, X \subseteq C\) satisfying \(|D| = d' \leq d\), \(|X| = x' \leq x\), and \(D \cap X = \emptyset\). As in the proof of Theorem 4.2, it suffices to show that for any choice of \(D\) and \(X\) the vector obtained by adding all the codewords in \(D\) is not covered by the superimposed sum of \(X\), that is, \(3\) holds. Define a surjection \(f\) of \(C\) to \(\mathcal{X}\) as \(f : (c_1(i), \ldots, c_{m+1}(i)) \mapsto (c_1(i), \ldots, c_m(i))\).

Mapping all codewords of \(C\) under \(f\) generates two copies of \(\mathcal{X}\): one is from \(A\) and the other is from \(B\). Define a surjection \(g\) of \(C\) to \(\mathcal{Y} \cup \{0\}\) as \(g : (c_1(i), \ldots, c_{m+1}(i)) \mapsto (c_m + 1, \ldots, c_{m+1}(i))\). By definition, \(\{g(c) : c \in B\} = Y\) and for any \(c \in A\) the image \(g(c)\) is an \(\ell\)-dimensional zero.
vector. Let \( a = |D \cap A| \) and \( b = |D \cap B| \). Because \( \mathcal{Y} \) is an \((\ell, n, \lceil \frac{d}{2} \rceil, x)\) X-code, if \( b \leq \lceil \frac{d}{2} \rceil \),
\[
g(\bigvee X) \cup g(\bigoplus D) \neq g(\bigvee X).
\] (4)

Hence, we only need to consider the case when \( b > \lceil \frac{d}{2} \rceil \).

Suppose to the contrary that (3) does not hold. Then,
\[
f(\bigvee X) \cup f(\bigoplus D) = f(\bigvee X).
\] (5)

Let
\[
a' = \{|e \in X : f(e) = f(d), d \in D \cap B|\}
\]
and
\[
a'' = \{|e \in D \cap A : f(e) = f(d), d \in D \cap B|\}.
\]

Because \( \{f(e) : e \in A\} = \{f(e) : e \in B\} = \mathcal{X} \) and (3) holds, \( b = a' + a'' \). As \( a + b = d' \) and \( b > \lceil \frac{d}{2} \rceil \),
\[
b \leq a + a' \leq \lceil \frac{d}{2} \rceil + a'.
\] (6)

On the other hand, \( |X \cap B| \leq x - a' \). Because \( \mathcal{Y} \) is also an \((\ell, n, \lceil \frac{d}{2} \rceil + a', x - a')\) X-code, (4) holds, a contradiction.

Next, we present a simple nonconstructive existence result for \((m, n, d, x)\) X-codes.

**Theorem 4.6:** Let \( d, x \) be a positive integers. For \( n \geq \max\{2d, d + x\} \), if
\[
m \geq 2^{x+1}(d + x) \log n,
\]
there exists an \((m, n, d, x)\) X-code.

**Proof:** Let \( \mathcal{X} = \{s_1, s_2, \ldots, s_n\} \) be a set of \( n \) \( m \)-dimensional vectors \( s_i = (s_{i1}, s_{i2}, \ldots, s_{im}) \) in which each entry \( s_{ij} \) is defined to be 1 with probability \( p = 1/2 \). Let \( \mathcal{X} \) be a set of \( x \) vectors of \( \mathcal{X} \) and \( D_i \) a set of \( i \) vectors in \( \mathcal{X} \). Define
\[
A(D_i, X) = \begin{cases} 0 & \text{if } (\bigvee X) \cup (\bigoplus D_i) \neq \bigvee X, \\ 1 & \text{otherwise}, \end{cases}
\]
and let \( E(A(D_i, X)) \) be its expected value. Then

\[
E(A(D_i, X)) = \left( 1 - 2^{-x} \sum_{i,j : j \text{ odd}} \binom{i}{j} 2^{-j} \right)^m \leq (1 - 2^{-x-1})^m.
\]

Let
\[
A_X = \sum_{X} \sum_{i=1}^{d} \sum_{D_i \cup X = \phi} A(D_i, X)
\]
and \( E(A_X) \) its expected value. Then
\[
E(A_X) \geq \sum_{X} \sum_{i=1}^{d} \sum_{D_i \cup X = \phi} E(A(D_i, X)) = \sum_{i=1}^{d} \binom{n-x}{i} (1-2^{-x-1})^m \leq n^{d+1} (1-2^{-x-1})^m.
\]

If \( E(A_X) < 1 \), there exists an \((m, n, d, x)\) X-code. Taking logarithms,
\[
m \geq \frac{-d + x \log n}{\log (1 - 2^{-x-1})}.
\]

Hence, if
\[
m \geq 2^{x+1}d + x \log n \geq \frac{-d + x \log n}{\log (1 - 2^{-x-1})},
\]
there exists an \((m, n, d, x)\) X-code.

Hence, for any optimal \((m, n, d, x)\) X-code with \( n \geq \max\{2d, d + x\} \), \( m \) is at most \( O(\log n) \). For example, by putting \( d = x = 2 \) we know that there exists an \((m, n, d, x)\) X-code if \( m \geq 32 \log n \). This significantly improves the upper bound in Theorem 4.1 proved in [13].

V. CONCLUSIONS

By formulating X-tolerant space compaction of test responses combinatorially, an equivalent, alternative definition of X-codes has been introduced. This combinatorial approach gives general design methods for X-codes and bounds on the compaction ratio. Using this model with restricted fan-out leads to well-studied objects, the Steiner 2-designs. These provide constructions for X-codes having sufficient error detectability, X-tolerance, maximum compaction ratio, and minimum fan-out. Constant weight X-codes with high error detectability profit from a deep connection with configurations, particularly the Pasch configuration. The combinatorial formulation of X-tolerant compaction can also be applied in conjunction with another compaction technique (such as time compaction). If a tester wants an X-compactor with additional properties, the necessary structure of the compactor may be expressed in design theoretic terms.

Our formulation can also be useful for the study of higher error detectability and error diagnosis support employing the appropriate assistance from an Automatic Test Equipment (ATE) [12]. For example, the compaction technique called i-Compact can be understood in terms of the model in Section II [17].

The essential idea underlying Theorem 4.6 is the stochastic coding technique for X-tolerant signature analysis [61]. We used a naive value \( 1/2 \) as the probability \( p \) in the proof of Theorem 4.6. To obtain a better constant coefficient, \( p \) should be chosen so that it minimizes the expected value \( E(A_X) \), that is, it should minimize
\[
\sum_{i=1}^{d} \binom{n-x}{i} \left( 1 - \sum_{j \leq i \leq i} \binom{j}{i} p^i (1-p)^{i-j} \right)^m.
\]

While this optimization does not affect the logarithmic order in Theorem 4.6, it may help a tester determine the target compaction ratio and estimate the error cancellation and masking rate of an X-tolerant Multiple Input Signature Register (X-MISR) based on stochastic coding [61].

In this paper we focused on space compaction. Nevertheless, time compaction is of great importance as well. We expect the combinatorial formulation developed here to provide a useful framework for exploring time compaction as well.
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