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Abstract
This paper considers the non-fragile distributed state estimation problem for Markov jump systems over sensor networks based on dissipative theory. Moreover, both state estimator gain variations and parameter uncertainties are assumed to be with mode-dependent for more practical modeling. On the basis of stochastic analysis and Lyapunov–Krasovskii function method, sufficient conditions with desired mode-dependent estimators are established such that the prescribed dissipative performance can be achieved. In the end, the effectiveness and applicability of the developed scheme is confirmed via the illustrative example.
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Introduction
Markov jump system (MJS), as a special type of hybrid systems, has attracted increasing attention over the last few years, since it can model realistic application systems in a better way with certain abrupt phenomena in system parameters, structures or environmental disturbances. Some well-known topics of MJSs can be listed as biological systems,1 power systems,2 mechanical systems,3 and so on. Among various research issues of MJSs, the state estimation problem has been widely investigated due to the difficulties in acquiring real states in most applications. As such, many effective state estimation approaches for linear and nonlinear MJSs have been found in the literature.4–7 On the other hand, it should be noted that the uncertainty has to be taken into account when it refers to the state estimation problem, which may lead to system performance degradation or incorrect results. Subsequently, many researchers have carried out various studies on state estimation of MJSs with uncertainties and fruitful schemes have been proposed accordingly.8–11

Recently, significant advances have been made toward the non-fragile strategies for control systems. Compared with traditional schemes, the non-fragile strategies can deal with the controller or filter parameter perturbations.11–16 On this foundation, the robustness and applicability can be improved. As a result, several non-fragile based analysis and synthesis findings for MJSs have been reported.17–19 In addition, another distinguishing improvement is rapid development of sensor networks (SNs), which means that a group of sensors are working together with local information exchanging for desired measurement. Furthermore, SNs could enhance robustness and reliability by collective behaviors.20–23 In particular, the distributed technology has been developed for SNs, which gives rise to the research on distributed state estimation problems.24,25 However, so far, it is worth mentioning that there are still open issues and challenges for the non-fragile distributed state estimation problem for MJSs, which is the main motivation of this research.

Based on these discussions, in this paper, the non-fragile distributed state estimation problem of MJSs via SNs with state estimator gain perturbations and uncertainties is investigated. Compared with most...
reported works, the main contributions are stated in two aspects: (1) The MJSs model with state estimator gain perturbations and uncertainties is introduced under the dissipative theory framework for the first time. More specifically, SNs are with the mode-dependent features for less conservatism and the external disturbances are handled with the help of dissipative performance. (2) Based on model transformation, mode-dependent Lyapunov–Krasovskii functions are established and sufficient criteria can be deduced to guarantee dissipative performance for estimation errors in the mean-square sense. Furthermore, the mode-dependent estimator gains can be calculated via convex optimization and matrix technique.

The structure of our paper is arranged herein. In Section 2, the MJS model and SNs are introduced and the corresponding state estimation problem is formulated. In Section 3, theoretical theorems and proofs are presented with details. Section 4 employs a numerical example to demonstrate the effectiveness of the proposed methodology. In Section 5, the conclusion is drawn with future research prospect.

The following notations are adopted in this paper. \( \mathbb{R}^n \) and \( \mathbb{R}^{m \times n} \) stand for \( n \) dimensional Euclidean space and set of \( m \times n \) real matrices, respectively. Matrix \( M > 0 \) means that \( M \) is positive definite and vice versa, \( \otimes \) represents Kronecker product, \( \text{diag}\{\cdots\} \) denotes a block-diagonal matrix, \( \star \) is an ellipsis for a symmetric item.

**Preliminaries and problem formulation**

For a fixed probability space, \( \{ \sigma(t), t \geq 0 \} \) represents a right-continuous Markov process, which takes values as \( \mathcal{S} = \{1, \ldots, \Xi\} \) with transition rates

\[
\Pr \{ \sigma(t + \Pi) = j | \sigma(t) = i \} = \begin{cases} 
\pi_{ij}\Pi + o(\Pi), & i \neq j, \\
1 + \pi_{ij}\Pi + o(\Pi), & i = j, 
\end{cases} \quad \Pi \geq 0, \quad \lim (o(\Pi)/\Pi) = 0.
\]

\( \pi_{ij} \) denotes the transition rate from mode \( i \) at time \( t \) to mode \( j \) at time \( t + \Pi \) with \( \pi_{ii} = -\sum_{j=1}^{\Xi} \pi_{ij}, \forall i \in \mathcal{S} \).

Consider the following MJSs:

\[
\begin{align*}
\dot{x}(t) &= (A_{\sigma(t)} + \Delta A_{\sigma(t)})x(t) + (B_{\sigma(t)} + \Delta B_{\sigma(t)})w(t), \\
\dot{z}(t) &= (L_{\sigma(t)} + \Delta L_{\sigma(t)})x(t), \\
x(0) &= x_0,
\end{align*}
\]

where \( x(t) \in \mathbb{R}^n \) is the system state, \( w(t) \in \mathbb{R}^p \) is the disturbance with limited energy, \( z(t) \in \mathbb{R}^q \) is the output of the measurement. \( A_{\sigma(t)}, B_{\sigma(t)}, L_{\sigma(t)} \) are known constant matrices and \( \Delta A_{\sigma(t)}, \Delta B_{\sigma(t)}, \Delta L_{\sigma(t)} \) are parameter uncertainties with

\[
[N_{\sigma(t)}(\sigma(t))] = [M_{\sigma}(\sigma(t)), M_{\sigma}(\sigma(t)), M_{\sigma}(\sigma(t)), M_{\sigma}(\sigma(t)), M_{\sigma}(\sigma(t))],
\]

\( M_{\sigma}(\sigma(t)), M_{\sigma}(\sigma(t)) \) are known constant matrices and \( \Psi(\sigma(t))(t) \) satisfies

\[
\Psi(\sigma(t))(t)\Psi(\sigma(t))(t) \leq I.
\]

For the distributed deployment of SNs, it is assumed that a group of \( N \) sensor nodes is used. Their communication topology is represented by a directed graph \( \mathcal{T} = (\mathcal{V}, \mathcal{E}, \mathcal{A}) \), where \( \mathcal{V} = \{1, \ldots, N\} \) and \( \mathcal{E} \) stand for the sets of nodes and edges, respectively. The neighboring set of sensor \( i \) is \( \mathcal{N}_i \). The adjacency matrix \( \mathcal{A} = [a_{ij}] \in \mathbb{R}^{N \times N} \) is defined as \( a_{ij} = 0 \) with \( a_{ii} = 1 \). When \( (i, j) > 0 \), the sensor \( i \) can receive information from \( j \) and otherwise.

Subsequently, the measurement output of sensor \( i \) is described as follows:

\[
y_i(t) = C_i(\sigma(t))x_i(t_k) + D_i(\sigma(t))w_i(t), t = 1, 2, \ldots, N,
\]

where \( C_i(\sigma(t)) \) and \( D_i(\sigma(t)) \) are known constant matrices and \( x_i(t_k) \) is the sampled data of \( x(t) \) with time-varying sampling period \( 0 \leq h(t) \leq h \).

By denoting \( \sigma(t) \) as \( k \) index, the distributed state estimators are designed by:

\[
\begin{align*}
\dot{\hat{x}}_i(t) &= A_{\hat{k}}\hat{x}_i(t) + \sum a_{ij}K_{i,j,k}(C_j\hat{x}_j(t_k) + D_jw(t) - C_j\hat{x}_j(t_k)), \\
\dot{z}_i(t) &= L_{\hat{k}}\hat{x}_i(t),
\end{align*}
\]

where \( K_{i,j,k} \) is the mode-dependent state estimator gains to be determined.

Moreover, by taking into account of the gain fluctuations, it follows that

\[
\Delta K_{i,j,k} = M_{i,j,k}\Psi_k(t)\mathcal{N}_k.
\]

As a result, by denoting

\[
e_i(t) = x_i(t) - x(t),
\]
\[ \delta_i(t) = z_i(t) - z(t), \]

the unified state estimation error system can be obtained as follows:

\[
\begin{align*}
\dot{\xi}(t) &= A_t \xi(t) - \Delta A_k x(t) + \sum_{i}^{a}\left( K_{i,j,k} + \Delta K_{i,j,k} \right) \left( C_{i} \xi(t) + D_{i} w(t) \right) - (B_k + \Delta B_k) w(t), \\
\eta(t) &= L_k \xi(t) - \Delta L_k x(t).
\end{align*}
\]

Remark 1: It should be noted that the designed filter gains based on nominal models are always difficult or very expensive to be exactly implemented in practical applications. Under this context, the non-fragile filter design with gain fluctuation is taken into account, which can lead to less conservatism.

The compact form of augmented state estimation error can be further rewritten as

\[
\begin{align*}
\dot{\xi}(t) &= \mathcal{A}_k \xi(t) + \mathcal{B}_k \xi(t) + \mathcal{C}_k w(t), \\
\eta(t) &= \mathcal{L}_k \xi(t),
\end{align*}
\]

where

\[
\begin{align*}
\xi(t) &= [x^T(t), e^T(t)]^T, \\
e(t) &= [e_1^T(t), \ldots, e_N^T(t)]^T, \\
\mathcal{A}_k &= \begin{bmatrix} A_k + \Delta A_k & 0 \\ -\Delta A_k & \bar{A}_k \end{bmatrix}, \\
\mathcal{B}_k &= \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \\
\mathcal{C}_k &= \begin{bmatrix} \bar{C}_k \\ \bar{C}_k + \Delta \bar{C}_k \end{bmatrix}, \\
\mathcal{L}_k &= \begin{bmatrix} -\bar{L}_k \\ \bar{L}_k \end{bmatrix}.
\end{align*}
\]

To this end, the dissipative performance is introduced and a useful lemma is given.

Definition 1.\(^{26}\) Given real symmetric matrices \( \mathcal{V} \), \( \mathcal{W} \) and matrix \( \mathcal{S} \) with appropriate dimensions, system (1) is said to be \((\mathcal{V}, \mathcal{S}, \mathcal{W})\)-dissipative in the mean-square sense if with zero initial state it holds that

\[
\int_{0}^{T} E\{ \eta^T(t) \mathcal{V} \eta(t) \} dt + \frac{2}{\gamma} \int_{0}^{T} E\{ \eta^T(t) \mathcal{S} w(t) \} dt + \frac{1}{\gamma} \int_{0}^{T} E\{ w^T(t) \mathcal{W} w(t) \} dt \geq 0, \quad \forall T > 0.
\]

Without loss of generality, it is supposed that \( \mathcal{V} \preceq 0 \) with \( -\mathcal{V} = \mathcal{W}^T \mathcal{S}^T \mathcal{S} \mathcal{W} \) and \( \mathcal{W} > 0 \) is a real matrix.

Lemma 1.\(^{27}\) For given appropriate matrices \( \Theta_1, \Theta_2, \Theta_3 \), \( \Theta_1 = \Theta_1^T, \Theta_2, \Theta_3 \), for all \( \Omega^T \Omega \preceq I \) it holds that

\[
\Theta_1 + \Theta_2 \Omega \Theta_3 + \Theta_3^T \Omega^T \Theta_2^T \preceq 0,
\]

if and only if there exists a scalar \( \epsilon > 0 \) such that

\[
\Theta_1 + \epsilon \Theta_2^T \Theta_2 + \epsilon^{-1} \Theta_3^T \Theta_3 \preceq 0.
\]

Main results

In this section, the procedure of distributed state estimation is designed to ensure that the augmented state estimation error system can achieve the prescribed \((\mathcal{V}, \mathcal{S}, \mathcal{W})\)-dissipative performance.

Theorem 1. The non-fragile distributed state estimation problem for MJSS (1) can be solved with the given mode-dependent state estimator gains \( K_{i,j,k} \), \( i,j = 1, 2, \ldots, N, k = 1, 2, \ldots, \Xi \), if there exist mode-dependent matrix \( \mathcal{P}_k = \text{diag} \{ P_{1,k}, P_{2,k}, \ldots, P_{N+1,k} \} \) and matrices \( \mathcal{Q} = \text{diag} \{ Q_1, Q_2, \ldots, Q_{N+1} \} \), \( \mathcal{R} = \text{diag} \{ R_1, R_2, \ldots, R_{N+1} \} \), such that \( \Phi_k < 0 \) holds, where
\[ \Phi_k = 2\mathcal{P}_k \mathcal{A}_k + \mathcal{Q}_k + \sum_{i=1}^{\mathcal{Z}} \pi_{ki} \mathcal{P}_i - \mathcal{L}_k^T \mathcal{W}_k \mathcal{P}_k + \mathcal{R}_k \mathcal{B}_k + \mathcal{R}_k \] 

**Proof.** By employing the input-delay method, it can be obtained that

\[
\begin{align*}
\dot{\xi}(t) &= \mathcal{A}_k \xi(t) + \mathcal{B}_k \xi(t - d(t)) + \mathcal{C}_k w(t), \\
\eta(t) &= \mathcal{L}_k \xi(t),
\end{align*}
\]

where \( t - d(t) = t_k \) and \( 0 \leq d(t) \leq h \).

Construct the following mode-dependent Lyapunov–Krasovskii function for each mode \( k \):

\[
V_k(t) = \sum_{q=1}^{3} V_{kq}(t),
\]

where

\[
V_{k1}(t) = \xi^T(t) \mathcal{P}_k \xi(t), \\
V_{k2}(t) = \int_{t-h}^{t} \xi^T(\varphi) \mathcal{D}_k(\varphi) d\varphi,
\]

\[
V_{k3}(t) = h \int_{t-h}^{t} \xi^T(\varphi) \mathcal{R}_k(\varphi) d\varphi d\varphi.
\]

Denote the weak infinitesimal operator \( \mathcal{L} \) of \( V_k(t) \) as

\[
\mathcal{L} V_k(t) = \lim_{\Delta \to 0} \frac{1}{\Delta} \left[ E[V(\sigma(t + \Delta), t + \Delta) | \sigma(t) = k] - V_k(t) \right].
\]

Subsequently, it can be deduced that

\[
\begin{align*}
\mathcal{L} V_{k1}(t) &= 2 \xi^T(t) \mathcal{P}_k \xi(t) + \mathcal{B}_k \xi(t - d(t)) + \mathcal{C}_k w(t) \\
&+ \sum_{i=1}^{\mathcal{Z}} \pi_{ki} \xi^T(i) \mathcal{P}_i \xi(t), \\
\mathcal{L} V_{k2}(t) &= \xi^T(t) \mathcal{D}_k(\varphi) - \xi^T(t-h) \mathcal{D}_k(\varphi - h), \\
\mathcal{L} V_{k3}(t) &= \mathcal{R}_k(\varphi) \mathcal{D}_k(\varphi) - \mathcal{R}_k(\varphi) \mathcal{D}_k(\varphi - h).
\end{align*}
\]

In addition, one can obtain that

\[
\begin{align*}
\mathcal{H}_k^T \mathcal{D}_k \mathcal{H}_k(t) &= h \xi^T(t) \mathcal{R}_k(\varphi) \mathcal{D}_k(\varphi) - h \int_{t-h}^{t} \xi^T(\varphi) \mathcal{R}_k(\varphi) d\varphi,
\end{align*}
\]

Thus, it can be derived by Schur complement that \( \Phi_k < 0 \) can ensure that \( \mathcal{L} V_k(t) - \eta^T(t) \mathcal{W} \eta(t) - 2 \eta^T(t) \mathcal{F} w(t) - w^T(t) \mathcal{W} w(t) < 0 \). As a result, by integrating both sides of the above inequality from 0 to \( T \) with zero initial condition and taking the expectation, we can find a \( \gamma > 0 \) such that

\[
\begin{align*}
\gamma &\geq \int_0^T E[\eta^T(t) \mathcal{W} \eta(t)] dt \nonumber \\
&+ 2 \int_0^T E[\eta^T(t) \mathcal{F} w(t)] dt \\
&+ \int_0^T E[w^T(t) \mathcal{W} w(t)] dt.
\end{align*}
\]

This means that with zero initial condition, the \((\mathcal{W}, \mathcal{F}, \mathcal{W})\)-dissipative performance in the mean-square
sense can be satisfied according to Definition 1. This completes the proof.

Remark 1. It is worth mentioning that the linear matrix inequalities conditions in Theorem 1 are not in standard form. Therefore, Theorem 2 will be presented to calculate the desired state estimation gains in terms of matrix transformations.

Remark 2. From the proof of Theorem 1, it can be found that the $\langle \mathcal{W}, \mathcal{F}, \mathcal{W} \rangle$-dissipative performance can ensure the mean-square stability while achieving the disturbance attenuation. Moreover, the $\langle \mathcal{W}, \mathcal{F}, \mathcal{W} \rangle$-dissipative performance can include common $H_\infty$ and passivity, which are widely used for dealing with the disturbances.

Theorem 2. The non-fragile distributed state estimation problem for MJS (1) can be solved, if there exist mode-dependent matrix $\Phi_k = \text{diag} \{ P_{1,k}, P_k \}$, $P_k = \text{diag} \{ P_{2k}, \ldots P_{N+1,k} \}$, $G_k$, and matrices $\mathcal{D} = \text{diag} \{ Q_1, Q \}$, $\mathcal{Q} = \text{diag} \{ Q_2, \ldots Q_{N+1} \}$, $\mathcal{R} = \text{diag} \{ R_1, R \}$, $R = \text{diag} \{ R_2, \ldots R_{N+1} \}$, $i, j = 1, 2, \ldots, N, k = 1, 2, \ldots, K$, such that $\Phi_k < 0$ holds, where

$$
\Phi_k = \begin{bmatrix} \Phi_{1k} & \Phi_{2k} \\ & \Phi_{3k} \end{bmatrix},
\Phi_{1k} = \begin{bmatrix} \Phi_{11k} & \Phi_{12k} \\ & \Phi_{13k} \end{bmatrix},
\Phi_{11k} = \begin{bmatrix} 2P_{1k} A_k + 2Q_1 - 2R_1 + 2 \sum_{l=1}^{N} \pi_{kl} P_{l} \\ & 2P_k A_k + 2Q - 2R + 2 \sum_{l=1}^{N} \pi_{kl} P_{l} \end{bmatrix},
\Phi_{12k} = \begin{bmatrix} R_1 & 0 & 0 & 0 \\ 0 & G_k C_k + R & 0 & 0 \\ -2R_1 & 0 & R_1 & 0 \end{bmatrix},
\Phi_{13k} = \begin{bmatrix} -2R & 0 & R \\ \star & -Q_1 & -R_1 \\ \star & \star & -Q - R \end{bmatrix},
\Phi_{2k} = \begin{bmatrix} \Phi_{21k} & \Phi_{22k} \end{bmatrix},
\Phi_{21k} = \begin{bmatrix} P_{1k} B_k - P_{k} B_k - L_k^T \mathcal{N} \mathcal{D} \mathcal{N} \mathcal{D}^T \\ \star \end{bmatrix},
\Phi_{22k} = \begin{bmatrix} \star & \star & \star & \star & \star \end{bmatrix},
\Phi_{3k} = \begin{bmatrix} \Phi_{31k} & \Phi_{32k} \end{bmatrix},
\Phi_{31k} = \begin{bmatrix} -W \ hB_k^T P_{1k} - h\mathcal{B}_k^T Q_k & -W \ h \mathcal{B}_k^T P_k & 0 \\ R_1 - 2P_{1k} & 0 & 0 \\ \star & \star & R - 2P_k \end{bmatrix},
\Phi_{32k} = \begin{bmatrix} \mathcal{D}_k^T M_{1,k} & 0 & 0 & 0 & \varepsilon \mathcal{C}_k^T N_k^T & \varepsilon N_k \\ P_{1k} M_{1,k} & \varepsilon \mathcal{D}_k^T N_k^T & 0 & 0 \\ -P_k M_{1,k} & 0 & 0 & 0 \\ -P_{1k} M_k & -P_k M_k & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},
\Phi_{33k} = \begin{bmatrix} \mathcal{D}_k^T M_{1,k} & 0 & 0 & 0 & \varepsilon \mathcal{C}_k^T N_k^T & \varepsilon N_k \\ P_{1k} M_{1,k} & \varepsilon \mathcal{D}_k^T N_k^T & 0 & 0 \\ -P_k M_{1,k} & 0 & 0 & 0 \\ -P_{1k} M_k & -P_k M_k & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},
$$
and the mode-dependent state estimator gains $K_{ji,k}$ can be obtained by $K_k = P_{1,k}^{-1} G_k$.

Proof. Decompose $\Phi_k$ as $\Phi_k = \Phi_k + \phi_k \Psi_k(t) \Phi_k' + \phi_k^T \Psi_k^T(t) \Phi_k'$, where

$$
\phi_k = \begin{bmatrix} \phi_{1k} & \phi_{2k} \end{bmatrix},
$$
and $\Phi_k'$ is the transpose of $\Phi_k$.
\[
\Phi_{1k} = \begin{bmatrix}
2P_{1k}A_k + 2Q_1 - 2R_1 + 2 \sum_{i=1}^{n} \pi_{kl}P_{1i} & 0 \\
\star & 2P_{k}A_k + 2Q - 2R + 2 \sum_{i=1}^{n} \pi_{kl}P_{j}
\end{bmatrix},
\]

\[
\Phi_{2k} = \begin{bmatrix}
0 & 0 & 0 & P_{1k}B_k & A_k^TP_{1k} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\star & \star & \star & \star & \star & \star & \star \\
\star & \star & \star & \star & \star & \star & \star \\
\star & \star & \star & \star & \star & \star & \star \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix},
\]

\[
\Phi_{3k} = \begin{bmatrix}
P_{1k}M_{Ak} & 0 & 0 & 0 & 0 & 0 & 0 \\
-P_kM_{Ak} & 0 & 0 & 0 & 0 & 0 & 0 \\
P_{k}M_{Bk} & 0 & 0 & 0 & 0 & 0 & 0 \\
-P_kM_{Bk} & 0 & 0 & 0 & 0 & 0 & 0 \\
\star & \star & \star & \star & \star & \star & \star \\
\star & \star & \star & \star & \star & \star & \star \\
\star & \star & \star & \star & \star & \star & \star \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix},
\]

Then, by performing matrix congruent transformation and letting \(G_k = P_k\), the rest of the proof follows directly by Lemma 1 from Theorem 1.

**Remark 4.** It is noticed that the diagonal structures of LMI variables would bring certain conservatism when solving the convex optimization problem of LMIs. However, the computational complexity of LMIs can be largely reduced with the diagonal structure, especially for MJSs with different modes.

**Illustrative examples**

In this section, simulation results are presented to verify the proposed state estimation strategy.

Consider the MJS (1) with following parameters:

\[
A_1 = \begin{bmatrix}
-1.5 & 0 \\
0 & -2
\end{bmatrix}, B_1 = \begin{bmatrix}
0.5 & 0 \\
0 & 0.3
\end{bmatrix},
\]

and

\[
A_2 = \begin{bmatrix}
-1 & 0 \\
0 & -2.3
\end{bmatrix}, B_2 = \begin{bmatrix}
0.4 & 0 \\
0 & 0.5
\end{bmatrix},
\]

where the transition rate matrix is supposed to be

\[
\begin{bmatrix}
0.6 & 0.6 \\
0.5 & -0.5
\end{bmatrix}.
\]

The parameter uncertainties are supposed to be

\[
M_{A,1} = \begin{bmatrix}
0.1 & 0 \\
0 & 0.1
\end{bmatrix}, M_{B,1} = \begin{bmatrix}
0.1 & 0 \\
0 & 0.1
\end{bmatrix},
\]

and

\[
M_{A,2} = \begin{bmatrix}
0.2 & 0 \\
0 & 0.2
\end{bmatrix}, M_{B,2} = \begin{bmatrix}
0.1 & 0 \\
0 & 0.2
\end{bmatrix}.
\]

The sampling period of the SNs is set by 0.5 s. The SNs are deployed by the following adjacency:

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 \\
0 & 0 & 1 & 1
\end{bmatrix},
\]

and the parameters are given by

\[
C_{1,1} = \begin{bmatrix}
0.15 & 0 \\
0 & 0.2
\end{bmatrix}, D_{1,1} = \begin{bmatrix}
0.1 & 0 \\
0 & 0.2
\end{bmatrix},
\]

\[
C_{2,1} = \begin{bmatrix}
0.2 & 0.1 \\
0 & 0.25
\end{bmatrix}, D_{2,1} = \begin{bmatrix}
0.2 & 0 \\
0 & 0.2
\end{bmatrix},
\]

\[
C_{3,1} = \begin{bmatrix}
0.3 & 0 \\
0 & 0.3
\end{bmatrix}, D_{3,1} = \begin{bmatrix}
0.3 & 0 \\
0 & 0.3
\end{bmatrix}.
\]
The state estimator gain fluctuations are supposed to be
\[ M_{ij,1} = \begin{bmatrix} 0.1 & 0 \\ 0 & 0 \end{bmatrix}, \]
\[ M_{ij,2} = \begin{bmatrix} 0.1 & 0 \\ 0 & 0 \end{bmatrix}, \]
and \( N_1 = N_2 = I \).

For the \((\mathcal{U}, \mathcal{F}, \mathcal{W})\)-dissipative performance, it is set that
\[ \mathcal{U} = 0.1I, \]
\[ \mathcal{F} = \begin{bmatrix} 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1 \end{bmatrix}^T, \]
\[ \mathcal{W} = 2 \]

and the external disturbance is assumed to be \( w(t) = [0.2 \sin(t), 0.2 \cos(t)]^T \).

Based on these parameters in the simulation, the following mode-dependent estimator gains \( K_{ij} \) are obtained by Theorem 2:

\[ K_{11,1} = \begin{bmatrix} -1.8871 & 0.3471 \\ 0.4732 & -0.5465 \end{bmatrix}, \]
\[ K_{21,1} = \begin{bmatrix} 1.3941 & 0.0915 \\ 0.2306 & 0.7276 \end{bmatrix}, \]
\[ K_{21,2} = \begin{bmatrix} -0.7025 & 0.4709 \\ 0.0661 & -0.6364 \end{bmatrix}, \]
\[ K_{31,1} = \begin{bmatrix} 0.9362 & 0.1873 \\ 0.1373 & 0.6080 \end{bmatrix}, \]
\[ K_{32,1} = \begin{bmatrix} 1.2673 & -0.3646 \\ -0.1703 & 0.5550 \end{bmatrix}, \]
\[ K_{33,1} = \begin{bmatrix} -0.3091 & 0.2039 \\ 0.3920 & -0.5060 \end{bmatrix}, \]
\[ K_{41,1} = \begin{bmatrix} 0.7056 & 0.3543 \\ 0.1829 & 0.5597 \end{bmatrix}, \]
\[ K_{42,1} = \begin{bmatrix} 3.3998 & -2.4575 \\ 0.6160 & -1.1805 \end{bmatrix}. \]

The state estimation errors with system modes are depicted in Figures 1 to 5, respectively. Accordingly, the \((\mathcal{U}, \mathcal{F}, \mathcal{W})\)-dissipative performance is shown in Figure 6, where \( \gamma = 1 \) can be chosen. From these figures, it can be seen that all the filtering errors can converge to zeros with disturbances, such that MJS can be effectively estimated by the designed mode-dependent estimator gains.
distributed SNs, which can support the validity of theoretical findings. Moreover, the relation between upper bounds of sampling periods and performance parameter $g$ is given in Figure 7, from which one can find that smaller sampling periods are needed when performance parameter $g$ is large.

**Conclusion**

In this paper, the distributed state estimation of Markov jump systems with uncertainties is concerned under dissipative theory based on the SNs with mode-dependent features. More precisely, the non-fragile strategy is utilized for more measurement robustness. The distributed state estimators are developed and the corresponding criterion is derived to ensure the dissipative performance of estimation errors. Finally, the numerical example is provided to demonstrate the validity of the theoretical findings. One interesting direction of future research could be extending our current investigations to the case of asynchronous detection of transition probability, which is more complex but more practical.
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