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Abstract

Background: The ability to detect nuclei in embryos is essential for studying the development of multicellular organisms. A system of automated nuclear detection has already been tested on a set of four-dimensional (4D) Nomarski differential interference contrast (DIC) microscope images of Caenorhabditis elegans embryos. However, the system needed laborious hand-tuning of its parameters every time a new image set was used. It could not detect nuclei in the process of cell division, and could detect nuclei only from the two- to eight-cell stages.

Results: We developed a system that automates the detection of nuclei in a set of 4D DIC microscope images of C. elegans embryos. Local image entropy is used to produce regions of the images that have the image texture of the nucleus. From these regions, those that actually detect nuclei are manually selected at the first and last time points of the image set, and an object-tracking algorithm then selects regions that detect nuclei in between the first and last time points. The use of local image entropy makes the system applicable to multiple image sets without the need to change its parameter values. The use of an object-tracking algorithm enables the system to detect nuclei in the process of cell division. The system detected nuclei with high sensitivity and specificity from the one- to 24-cell stages.

Conclusion: A combination of local image entropy and an object-tracking algorithm enabled highly objective and productive detection of nuclei in a set of 4D DIC microscope images of C. elegans embryos. The system will facilitate genomic and computational analyses of C. elegans embryos.

Background

The position of the nucleus is a crucial piece of information in any study of the development of multicellular organisms. A fertilized egg – a single cell – develops into a multicellular organism through many spatially and temporally dynamic cellular activities, including cell division, cell migration, cell differentiation, cell fusion, and cell death. Often, these dynamic cellular activities are described in terms of the positions of the nuclei, and the roles and mechanisms of those cellular activities are studied using these descriptions of cellular activities because the nucleus is generally positioned at the center of a cell division.
and is the most noticeable organelle in a cell [1]. The position of the nucleus is usually identified from images captured through a microscope. Therefore, detection of the nucleus in microscope images is essential for studying the development of multicellular organisms.

The nucleus is usually detected manually on these microscope images. However, manual detection reduces the objectivity and productivity of identification of nuclear position. The objectivity and productivity of such measurements are becoming critical in modern biology, where the importance of bioinformatics, computational biology, and genomics is increasing. High objectivity of measurements is strongly expected in bioinformatics and computational biology. In the large-scale data analyses typical of bioinformatics, the quality of the analysis depends largely on that of the data analyzed [2]. In the simulation analyses typical of computational biology, the decision-making step is a comparison between the simulation and in vivo measurement [3]. High productivity of measurements is strongly expected in genomics. Organisms have thousands of genes [4,5], and systematic study of the functions of all of these genes – a typical strategy in genomics – needs thousands of measurements [6].

The soil nematode Caenorhabditis elegans is the simplest multicellular organism that has been most extensively studied in biology [7,8]. Because of the simplicity of this organism, results from its study constitute a foundation for our understanding of higher multicellular organisms. In C. elegans, the position of the nucleus is usually identified from images obtained through a Nomarski differential interference contrast light microscope, hereafter called a DIC microscope [9]. Three-dimensional (3D) positions of the nuclei are identified from a set of images recorded in multiple focal planes, and time-dependent changes in these positions are followed in a set of images recorded in multiple focal planes and at multiple time points. The 4D DIC microscope is an automated system that records DIC microscope images in multiple focal planes and at multiple time-points [10,11]. To help follow time-dependent changes in the 3D positions of nuclei in a set of images recorded by the 4D DIC microscope system (hereafter called a set of 4D DIC microscope images), two computer-assisted systems have been developed, namely SIMI BioCell [12] and 3D-DIASemb [13]. SIMI BioCell is a graphical user interface that displays a set of 4D DIC microscope images, helps to identify the positions of nuclei, and records these identified positions. 3D-DIASemb is similar to SIMI BioCell but can also record and display the perimeter of the nucleus and cell. Although both of these systems help greatly to follow time-dependent changes in the 3D positions of nuclei, the nuclei are still detected manually and nuclear detection is therefore still a laborious task. As a result, the objectivity and productivity of identification of nuclear positions are still low.

Automation of nuclear detection increases the objectivity and productivity of identification of nuclear positions. Yasuda et al. [14] attempted to automate nuclear detection by using several edge detection operators [15,16]. Their automated system detected nuclei from the two- to eight-cell stages in a specific set of 4D DIC microscope images. However, their system required laborious hand-tuning of parameters every time a new set of 4D DIC microscope images was applied, because the edge detection operators were very sensitive to differences in image quality (e.g., brightness, contrast) among sets of images; the differences could be controlled but not eliminated. In addition, their system could not detect nuclei that were in the process of cell division, because detection of nuclei relied on the nucleus being round (and therefore not in the process of division). Unless the positions of the dividing nuclei are known, it is difficult to follow the cell division pattern of embryos. Therefore, the system of Yasuda et al. [14] requires marked improvement before it can be used in research.

We developed a system that automates the detection of nuclei in C. elegans embryos. Our system uses local image entropy [17] and an object-tracking algorithm [18-20] to automate the detection of nuclei in sets of 4D DIC microscope images. Because local image entropy is not sensitive to differences in image quality among sets of images, our system can be applied to different sets without the need to change the system parameters. Because the object-tracking algorithm is independent of the process of cell division, our system detects nuclei both in and not in the process of cell division. Here, we show that our system can effectively detect nuclei in a C. elegans embryo from fertilization to the onset of gastrulation, i.e., from the one- to 24-cell stages.

Results
Appearance of nuclei in images obtained by the 4D DIC microscope system
The appearance of the nuclei of C. elegans embryos in 4D DIC microscope images (Figure 1A, B) varies among different focus levels and different developmental stages. The nucleus appears as a smooth, round region in the center of the cell, the cytoplasm of which appears as a rough region at all developmental stages. The boundary of the nucleus is apparent when the focus level is close to the level of the center of the nucleus (0 µm, 0 s in Figure 1B). As the focus level becomes higher or lower, the nucleus becomes smaller, reflecting the 3D shape of the nucleus, and the boundary of the nucleus becomes blurred (-3.5 µm and +3.5 µm in Figure 1B). The nucleus becomes invisible when the focus level goes beyond the level of the
Figure 1

Overview of 4D DIC microscope images of *C. elegans* embryo. (A) Schematic of 4D DIC microscope images. Digital images of a developing embryo were recorded in multiple focal planes and a set of multifocal images was recorded with a fixed time interval, $\alpha$. (B) Example of 4D DIC microscope images of a *C. elegans* embryo. Each column shows multifocal images recorded at a specific time point, with 3.5 $\mu$m between two focal planes. Each row shows time-lapse images recorded in a specific focal plane with 160 s between two time points. Bar is 10 $\mu$m.
upper or lower end of the nucleus (-7.0 μm and +7.0 μm in Figure 1B). As the embryo develops, the number of cells in the embryo increases through repeated cell divisions, each of which produces two daughter cells from a single mother cell. When cell division begins, the nucleus begins to elongate and the boundary of the nucleus becomes blurred (160 s in Figure 1B). As cell division progresses, the nucleus continues to elongate (320 s in Figure 1B). The elongated nucleus is fragmented into several pieces (480 s in Figure 1B), which then form daughter nuclei in two daughter cells (640 s in Figure 1B). The size of the nuclei gradually decreases as the embryo develops and the number of nuclei increases (up to about 8 nuclei at the 8-cell stage and 5 nuclei at the 24-cell stage). Although the appearance of the nuclei in the images varies among different focal planes and different developmental stages, a smooth image texture is a common feature of the appearance of nuclei. Our image-processing algorithm uses this feature to detect nuclei in the images (see next section).

Detection of nuclei using regions of low local image entropy

To detect nuclei in the 4D DIC microscope images, we used a common feature of nuclei in the images, that is, their smooth image texture (see previous section, Figure 1B). To quantify the smoothness of image texture in various regions of an image, we used local image entropy [17], which computes the image entropy [21] of a small area surrounding a point of interest in an image. Image entropy represents the smoothness of image texture; its value becomes high when the texture is rough and low when the texture is smooth. Because smooth image texture is a common feature of the appearance of nuclei in 4D DIC microscope images, we expected local image entropy to be lower in the nuclei than in the cytoplasm.

An important feature of image entropy is its low sensitivity to differences in image quality, particularly in terms of the brightness of the image. Therefore, we expected that local image entropy would quantify the smoothness of image texture in multiple images in a manner that was not sensitive to differences in quality among images.

We defined an image conversion using local image entropy as follows. Let \([x_{ij}]\) be the matrix representing a digitized input image. Then the result of image conversion using local image entropy in an \(X \times Y\) pixel window is an image \([y_{ij}]\), where the value of \(y_{ij}\) equals the entropy of the input image lying in the \(X \times Y\) pixel window \(W_{ij}\) whose top left is pixel \(x_{ij}\). The image entropy is

\[
y_{ij} = - \sum_{k=0}^{N-1} P(k) \log_2 P(k),
\]

where \(N\) is the number of gray levels and \(P(k)\) is the probability of occurrence of gray level \(k\) in window \(W_{ij}\). Because of the presence of the window, the number of columns and rows of \([y_{ij}]\) is smaller than those of \([x_{ij}]\) by \(X - 1\) and \(Y - 1\), respectively.

To determine whether local image entropy could effectively distinguish nuclei from cytoplasm in 4D DIC microscope images, we converted the images using various window sizes (from \(2 \times 2\) to \(50 \times 50\) pixels, results for \(4 \times 4\), \(10 \times 10\) and \(50 \times 50\) pixels are shown in Figure 2). As expected, local image entropy was lower (darker) in the nuclei than in the cytoplasm (e.g., \(10 \times 10\) window size in Figure 2). When we used a large (\(50 \times 50\)) window, the difference in local image entropy between nuclei and cytoplasm became smaller. When we used a small (\(4 \times 4\)) window, high-entropy spots (bright spots) appeared throughout the images. These results indicate that local image entropy effectively distinguishes nuclei from cytoplasm in 4D DIC microscope images. For our images, \(10 \times 10\) pixels (\(1 \mu m \times 1 \mu m\)) appeared likely to be the optimal size of the window. We investigated 25 widely-used texture measures selected from all four texture analysis methods categorized by Tuceryan and Jain [22] and confirmed that local image entropy provides the best performance among those texture measures to distinguish between nuclei and cytoplasm (see Additional file 1).

To detect nuclei using this difference in local image entropy between nuclei and cytoplasm, we applied thresholding [23] to the images resulting from the image conversion and produced low-entropy regions (Figure 2E–M). The low-entropy regions were produced as follows: neighboring pixels whose local image entropy was lower than the threshold were grouped, and the resulting group was defined as a low-entropy region. As expected, many of these low-entropy regions corresponded to nuclei in the original images, whereas the size and number of the regions depended on the threshold value. The shapes of the low-entropy regions approximated those of corresponding nuclei when the threshold value was set to 175 (Figure 2F, I, L). As the threshold value decreased, the regions became smaller and more fragmented (Figure 2G, J, M). As the threshold value increased, the regions became larger and more aggregated (Figure 2E, H, K). These results indicate that low-entropy regions can be used to detect nuclei in 4D DIC microscope images. For our images, 175 was likely to be the optimal threshold value. In addition to the low-entropy regions that corresponded to nuclei, many low-entropy regions were produced that did not correspond to nuclei. These low-entropy regions corresponded to regions that have similar (smooth) image textures to that of the nucleus, such as the boundaries between cells and the spaces between the embryo and the eggshell.
Figure 2
Effect of window size and threshold value on production of low-entropy regions. (A) Input image. Low-entropy regions were produced from an image of a four-cell-stage embryo using various window sizes and threshold values. (B–D) Effect of window size on image conversion using local image entropy. The input image was applied to the image conversion using window sizes of 4 × 4 (B), 10 × 10 (C), and 50 × 50 (D) pixels. Darker colors represent lower local image entropies. (E–M) Effect of window size and threshold value on low-entropy regions. Low-entropy regions (black) were produced using threshold values of 200 (E, H, K), 175 (F, I, L), or 150 (G, J, M) from the images resulting from the image conversion, using window sizes of 4 × 4 (E–G), 10 × 10 (H–J) or 50 × 50 (K–M) pixels. A window of 10 × 10 pixels corresponds to that of 1 μm × 1 μm.
Nuclear detection using low-entropy regions

We evaluated the performance of nuclear detection in a set of 4D DIC microscope images by using low-entropy regions. For the evaluation, we produced low-entropy regions from five sets of images of *C. elegans* embryos using a 10 × 10 pixel window and a threshold value of 175 (Figure 3). Each set of images consisted of 10,080 images (56 focal planes × 180 time points = 10,080 images). We

### Figure 3
Low-entropy regions of different focal planes and different time points. (A – E and K–O) Input images. (F–J and P–T) Low-entropy regions (black) produced from the input images. Low-entropy regions were produced from multifocal images of an embryo at a specific time point in the four-cell stage with 4.5 µm between two focal planes (A–E) and from time-lapse images of an embryo at a specific focal plane with 30 min between two time points (K–L). The low-entropy regions produced are displayed to the right of each input image. The window size was 10 × 10 pixels and the threshold value was 175.
then calculated the sensitivity and specificity as measures of performance.

Sensitivity was defined as the ratio of the sum of the number of nuclei detected at each time point to the sum of the number of nuclei existing at each time point. A nucleus was considered to be "detected" at a specific time point when it was detected by at least one low-entropy region at any focal plane at this specific time point. This definition of sensitivity is reasonable because of the difficulty in specifying the number of low-entropy regions that are expected to detect a given nucleus. The following three factors underlie this difficulty. First, a single nucleus is usually detected by several low-entropy regions in different focal planes at a single time point. Second, a single nucleus is sometimes detected by several low-entropy regions in the same focal plane at a single time point. Third, it is difficult to determine which focal plane is the top end and which is the bottom end of the focal planes at which a given nucleus is expected to be detected in low-entropy regions, because the appearance of the nucleus becomes gradually blurred as the focal plane becomes farther from the center of the nucleus (Figure 1B).

Specificity was defined as the ratio of the number of low-entropy regions detecting nuclei to the number of low-entropy regions produced. Because local image entropy is not sensitive to differences in image quality, particularly in terms of the brightness of the image, we expected that the performance of nuclear detection by examination of low-entropy regions would differ little among sets of 4D DIC microscope images.

We obtained perfect (= 1.0) sensitivity for all sets of images from the one- to the 24-cell stages (Table 1). All nuclei were detected at any time point independently of whether or not they were in the process of cell division. To confirm that this perfect sensitivity was not solely a feature of the five sets of images examined, we produced low-entropy regions from 44 sets of images of *C. elegans* embryos using 10 × 10 pixel windows and threshold values of 175, and then calculated the sensitivity. We obtained perfect sensitivity for all 44 sets of images of embryos from the one- to the 24-cell stages (data not shown). Sensitivity became imperfect in the later stages of embryogenesis, i.e., around the 44-cell stage or later (data not shown). In contrast, very low (< 0.10) specificity was obtained for all sets of images (Table 1). In summary, low-entropy regions could be used to detect nuclei in a set of 4D DIC microscope images of *C. elegans* embryos from the one- to 24-cell stages with very high sensitivity and very low specificity. The performance of nuclear detection by low-entropy regions differed little among sets of images.

**Selection of low-entropy regions using object-tracking algorithm in the forward direction of time**

The very high sensitivity and very low specificity of nuclear detection by using low-entropy regions motivated us to develop a process that selected low-entropy regions that actually detected nuclei. To develop this process, we used spatial and temporal information on the nucleus. In terms of spatial information, we expected the nucleus to be detected by several low-entropy regions, each of which would overlap with another region in an adjacent focal plane at the same time point, because the radius of the nucleus (> 2.5 μm) was much larger than the distance between two adjacent focal planes (0.5 μm). Therefore, a low-entropy region would be more likely to detect a nucleus than others when it overlapped with a region that detected the nucleus in an adjacent focal plane at the same time point. In terms of temporal information, we expected the nucleus to be detected by several low-entropy regions, each of which would overlap with another region in the same focal plane at an adjacent time point, because the nucleus rarely moves more than a distance equal to its diameter (> 5 μm) within the time equal to the interval between two adjacent time points (40 s). Therefore, a low-entropy region would be more likely to detect a nucleus than others when the region overlapped with a region that detected the nucleus in the same focal plane at an adjacent time point.

To select low-entropy regions by using this spatial and temporal information, we used an object-tracking algorithm [18-20] (Figure 4). The tracking algorithm was composed of the following two recursive processes. First, a low-entropy region in focal plane *f* at time point *t* is

| Low-entropy regions | set 1 | set 2 | set 3 | set 4 | set 5 |
|--------------------|------|------|------|------|------|
| Forward Tracking   | 0.06 | (1.0)| 0.08 | (1.0)| 0.08 | (1.0)|
| Forward and backward trackings | 0.38 | (1.0)| 0.48 | (1.0)| 0.55 | (1.0)|

Data are specificity (sensitivity) for five sets of 4D DIC microscope images of a *C. elegans* embryo from the one- to 24-cell stages (1 set = 56 focal planes × ~120 time points = ~6720 images).
selected if the region overlaps with a region that has been selected in either focal plane \( f - 1 \) or \( f + 1 \) at time point \( t \). Second, a low-entropy region at focal plane \( f \) at time point \( t \) is selected if the region overlaps with a region that has been selected in focal plane \( f \) at time point \( t - 1 \). Manual selection of a low-entropy region at time point 0 triggers these processes. We call this algorithm forward tracking because it tracks nuclei in the forward direction of time.

To examine whether forward tracking effectively selects low-entropy regions that can actually detect nuclei, we applied this algorithm to the low-entropy regions produced from five sets of 4D DIC microscope images of \textit{C. elegans} embryos from the one- to 24-cell stages (Table 1). As expected, we obtained perfect sensitivity for nuclear detection by the selected low-entropy regions. All nuclei were detected at any time point, independently of whether or not they were in the process of cell division. Specificity was about 6.7 times better than before selection, although it was still far from perfect. These results indicate that forward tracking effectively selects low-entropy regions that can actually detect nuclei.

**Further selection of low-entropy regions using object-tracking algorithm in the backward direction of time**

To further select low-entropy regions, we used another tracking algorithm. This algorithm, called backward tracking, used the same recursive processes as forward tracking, with the exception of the direction of tracking, i.e., it tracked nuclei in the backward direction of time (Figure 4). We expected that this backward tracking would be effective for selecting low-entropy regions after forward tracking, because forward tracking usually creates many dead-end branches (Figure 4), which consist of low-entropy regions that do not detect nuclei. Backward tracking selected low-entropy regions that were not included in these dead-end branches (Figure 4).

Backward tracking was composed of the following two recursive processes. First, a low-entropy region in focal plane \( f \) at time point \( t \) is selected if the region overlaps with a region that has been selected in either focal plane \( f - 1 \) or \( f + 1 \) at time point \( t \). Second, a low-entropy region in focal plane \( f \) at time point \( t \) is selected if the region overlaps with a region that has been selected in focal plane \( f \) at time point \( t + 1 \). Manual selection of low-entropy regions at the last time point triggers the processes.

To examine whether backward tracking is effective for selection of low-entropy regions after forward tracking, we applied backward tracking to the five sets of low-entropy regions selected by forward tracking (Table 1). Again, we obtained perfect sensitivity for nuclear detection by low-entropy regions selected by backward tracking. All nuclei were detected at any time point independently of whether or not they were in the process of cell division. Sensitivity was markedly better than before backward tracking, although it was still far from perfect. These results indicate that backward tracking is effective for selection of low-entropy regions after forward tracking.

**Excellent selection of low-entropy regions using object-tracking algorithm, depending on the extent of overlap between two regions**

The very high sensitivity but far lower perfect specificity (0.56 in average) of low-entropy regions selected by the combination of forward and backward trackings motivated us to develop a process that would more effectively select low-entropy regions that could detect nuclei. To develop this process, we used more detailed spatial and temporal information on the nucleus. In terms of more detailed spatial information, we expected the nucleus to be detected by several low-entropy regions, each of which overlapped to a large extent with one of the others in an adjacent focal plane at the same time point, because the 3D shape of the nucleus is usually simple. Therefore, a low-entropy region would become more likely to detect a nucleus when the region overlapped to a large extent with a region that detected the nucleus in an adjacent focal plane at the same time point. In terms of more detailed temporal information, we expected that a nucleus would be detected by several low-entropy regions, each of which overlapped to a certain extent with another in the same focal plane at two adjacent time points, because the nucleus usually moves much less than a distance equal to its diameter within the time equal to the interval between two adjacent time points. Therefore, a low-entropy region would become more likely to detect a nucleus when the region overlapped with a region that detected the nucleus in the same focal plane at two adjacent time points, and when both regions overlapped by a large extent.

To select low-entropy regions using this more detailed spatial and temporal information, we introduced a \textit{minimum overlap ratio} to the forward and backward trackings. The minimum overlap ratio between two low-entropy regions was defined as the smallest ratio of the number of pixels shared by these two regions to the number of pixels making up each region. Thus, when the minimum overlap ratio between two overlapping regions increases, the two regions overlap to a greater extent, i.e., the two regions are more likely to detect the same nucleus. In the forward and backward trackings, we used this minimum overlap ratio to select pairs of low-entropy regions that overlapped to an extent greater than a prefixed value – i.e., pairs of low-entropy regions that were more likely to detect the same nucleus than a prefixed likelihood.

Forward tracking with a minimum overlap ratio was composed of the following two recursive processes. First, a
Figure 4

Overview of forward and backward trackings. Low-entropy regions selected by forward tracking are shown in the left column and those selected by backward tracking after the selection by forward tracking are shown in the right column. These low-entropy regions (white) are overlaid on their corresponding input images. Solid arrows represent the tracking of low-entropy regions. The broken arrow represents a dead-end branch of tracking.
Table 2: Specificity of nuclear detection by low-entropy regions selected by advanced forward and backward trackings

|       | $T_f$ | 1 pixel | 4% | 8% | 12% | 16% | 20% |
|-------|-------|---------|----|----|-----|-----|-----|
| Forward tracking | 1 pixel | 0.48 (0.06) | 0.54 (0.11) | 0.56 (0.11) | 0.56 (0.10) | 0.58 (0.10) | 0.59 (0.10) |
|       | 30%    | 0.57 (0.08) | 0.69 (0.11) | 0.74 (0.11) | 0.78 (0.10) | 0.84 (0.09) | 0.87 (0.07) |
|       | 50%    | 0.66 (0.11) | 0.79 (0.11) | 0.84 (0.08) | 0.87 (0.07) | 0.90 (0.06) | 0.94 (0.03) |
|       | 70%    | 0.74 (0.12) | 0.86 (0.08) | 0.90 (0.07) | 0.93 (0.05) | 0.94 (0.05) | 0.97 (0.03) |
|       | 90%    | 0.83 (0.10) | 0.93 (0.04) | 0.95 (0.03) | 0.98* (0.01*) | 0.99* (0.01*) | 1.00* (0.00*) |

|       | $T_t$ | 1 pixel | 4% | 8% | 12% | 16% | 20% |
|-------|-------|---------|----|----|-----|-----|-----|
| Forward and backward tracking | 1 pixel | 0.56 (0.08) | 0.62 (0.13) | 0.64 (0.13) | 0.65 (0.12) | 0.67 (0.13) | 0.69 (0.13) |
|       | 30%    | 0.70 (0.10) | 0.83 (0.12) | 0.87 (0.09) | 0.90 (0.07) | 0.93 (0.05) | 0.95 (0.03) |
|       | 50%    | 0.82 (0.12) | 0.91 (0.07) | 0.93 (0.05) | 0.95 (0.05) | 0.97 (0.04) | 0.98 (0.02) |
|       | 70%    | 0.87 (0.11) | 0.96 (0.05) | 0.97 (0.04) | 0.99 (0.02) | 0.99 (0.01) | 1.00 (0.00) |
|       | 90%    | 0.93 (0.08) | 0.99 (0.01) | 1.00 (0.00) | 1.00* (0.00*) | 1.00* (0.00*) | 1.00* (0.00*) |

Data are mean and (SD) for five sets of 4D DIC microscope images of a C. elegans embryo from the one- to 24-cell stages.

Data are for four sets of DIC microscope images, because no low-entropy regions were selected in one image set.

† Low-entropy regions were selected when they shared at least one pixel with regions already selected in the same focal plane at an adjacent time point, i.e., the same condition as used for the original forward and backward trackings.

‡ Low-entropy regions were selected when they shared at least one pixel with regions already selected in an adjacent focal plane at the same time point, i.e., the same condition as used for the original forward and backward trackings.

low-entropy region in focal plane $f$ at time point $t$ is selected if the region overlaps with a region that has been selected either at focal plane $f-1$ or $f+1$ at time point $t$ by a minimum overlap ratio more than the threshold $T_f$. Second, a low-entropy region in focal plane $f$ at time point $t$ is selected if the region overlaps with a region that has been selected in focal plane $f$ at time point $t-1$ by a minimum overlap ratio more than the threshold $T_t$. Manual selection of a low-entropy region at time point 0 triggers the processes in the same way as with the original forward tracking.

Backward tracking with a minimum overlap ratio is composed of the same recursive processes as forward tracking with a minimum overlap ratio, except that the direction of tracking is reversed – i.e., it tracks nuclei in the backward direction of time in the same way as with the original backward tracking. Manual selection of low-entropy regions at the last time point triggers the processes in the same way as with the original backward tracking. We expected that, as $T_f$ and $T_t$ increased, the selected low-entropy regions would become more likely to detect nuclei.

To examine whether the combination of forward and backward trackings with minimum overlap ratio (hereafter called advanced forward and backward trackings) would more effectively select low entropy regions than a combination of the original forward and backward trackings, we applied this combination of advanced forward and backward trackings to the low-entropy regions produced from five sets of 4D DIC microscope images of C. elegans embryos from the one- to 24-cell stages. Various sets of $T_f$ and $T_t$ were examined (Tables 2, 3). As expected, as $T_f$ and $T_t$ increased, the specificity of detection by the selected low-entropy region increased, whereas the sensitivity of detection by the region decreased. We found many sets of $T_f$ and $T_t$ that provided very high specificity (= 1.0), and several of them also provided perfect sensitivity (for example, $T_f = 70\%$ and $T_t = 4\%$ in Table 3). In this set of $T_f$ and $T_t$, the selected low-entropy regions nearly perfectly detected all nuclei at any time point, independently of whether or not the nuclei were in the process of cell division. These results indicate that the combination of advanced forward and backward trackings more effectively selected low-entropy regions than did the combination of original forward and backward trackings. When an optimal set of $T_f$ and $T_t$ was applied, the combination of advanced forward and backward trackings nearly perfectly selected low-entropy regions that could detect nuclei.

Discussion

We developed a system that automates the detection of nuclei in a set of 4D DIC microscope images of C. elegans embryos. One major advantage of this system is the use of local image entropy to quantify the appearance of the nucleus in the images. Our previous system used edge detection operators to quantify the appearance of the nucleus [14]. Because these operators were sensitive to differences in image quality (e.g., brightness, contrast) among sets of images, the previous system required laborious hand-tuning of system parameters each time a new image set was used (see Additional file 1). Local image entropy is not sensitive to differences in image quality.
among sets of images because it represents the smoothness of the image texture (see Additional file 1). Therefore, our system can be applied to different image sets without the need to change the system parameters. We applied five sets of 4D DIC microscope images to our system, and the system detected the nuclei in these sets with similar sensitivity and specificity when we used the same parameter values (Table 1). This reduced sensitivity to differences in image quality makes our system applicable to research. We can apply this system to sets of 4D DIC microscope images of mutant *C. elegans* embryos (see Additional file 2) and embryos in which specific genes are silenced by RNA interference (see Additional file 3).

Another major advantage of our system is the use of object-tracking algorithms to examine all regions with the features of the image texture of the nucleus (i.e., low local image entropy) in a set of 4D DIC microscope images and to select regions that can actually detect nuclei. A DIC image of a *C. elegans* embryo contains many regions that have similar (smooth) image textures to that of the nucleus but that do not actually correspond to the nucleus, such as the boundaries between cells and the spaces between the embryo and the eggshell (Figure 3). Thus, in addition to image texture, other features of the nucleus are needed to completely distinguish the nucleus. Our previous system used the (round) shape of the nucleus that was not in the process of cell division in addition to the feature of image texture, as quantified by edge detection operators [14]. This previous system could not detect nuclei in the process of cell division. The object-tracking algorithm in our new system uses spatial and temporal information on the nucleus, and this information is independent of the process of cell division. Thus, our system detects all nuclei – whether or not the cell is dividing – at every time point from one- to 24-cell stages. This continuous detection of nuclei is a great help in following the cell division pattern of the embryo.

Our system effectively detected nuclei over a markedly longer developmental period than did the previous system, i.e., from the one- to 24-cell (Tables 2, 3) stages compared with only the two- to eight-cell stages [14]. This extension of the period of effective nuclear detection primarily results from the very high sensitivity of nuclear detection by low-entropy regions before forward and backward trackings (Table 1). The sensitivity and specificity of nuclear detection by these "original" low-entropy regions depend on the parameters used to produce the regions (i.e., window size and entropy threshold): the higher the sensitivity, the lower the specificity. Our system uses a set of values for these parameters that provides very high sensitivity and very low specificity of nuclear detection by the original low-entropy regions (Table 1), because subsequent forward and backward trackings effectively distinguish those regions that actually detect nuclei from those that do not.

The previous system used a two-step strategy similar to ours: i.e., regions that had the image texture of the nucleus were produced using edge detection operators, and from these "likely nuclear" regions, those that actually detected nuclei were selected using the shape of the nucleus. The sensitivity and specificity of nuclear detection by these "original" likely nuclear regions depended on the parameters used to produce the regions. However, the shape-dependent selection of likely nuclear regions was far less effective than the selection of low-entropy regions by forward and backward trackings. Thus, the previous system used a set of parameter values that provided markedly lower sensitivity and markedly higher specificity of nuclear detection by the original likely nuclear regions than by the original low-entropy regions. In the current study, we found very high sensitivity of nuclear detection by the original low-entropy regions up to the 44-cell stage (data not shown). Thus, improvement in the selection of low-entropy regions will further extend the period of effective nuclear detection. We are developing an

---

**Table 3: Number of image sets for which advanced trackings detected nuclei with perfect sensitivity**

|       | 1 pixel | 4% | 8% | 12% | 16% | 20% |
|-------|---------|----|----|-----|-----|-----|
|      |         |    |    |     |     |     |
| **T_f** | 1 pixel | 5  | 5  | 5   | 4   | 4   | 4   |
| 30%   | 5       | 5  | 4  | 4   | 4   | 3   |
| 50%   | 5       | 5  | 4  | 4   | 2   | 1   |
| 70%   | 5       | 5  | 4  | 4   | 2   | 1   |
| 90%   | 1       | 1  | 1  | 1   | 0   | 0   |

Sensitivities of nuclear detection by low-entropy regions selected by advanced forward and backward trackings were calculated for five sets of 4D DIC microscope images of a *C. elegans* embryo from the one- to 24-cell stages. Number of image sets for which sensitivity of nuclear detection were 1.0 is shown.
improved system that uses both a tracking algorithm and the known shape and size of nuclei in non-dividing cells to select low-entropy regions.

Fluorescent labeling of nuclei is a method that has recently been developed for identifying the positions of the nuclei in living *C. elegans* embryos [24,25]. With this method, the genetic information of an embryo is artificially modified so that the embryo expresses nuclear protein fused with fluorescent protein, such as histone H2B fused with green fluorescent protein (GFP) [25]; the embryo is illuminated by excitatory light (e.g., blue or UV light for GFP), and the expressed fusion protein produces light of a specific color (e.g., green for GFP). Because the nuclei are labeled with a specific color, detection of the nuclei is much easier than that using the DIC microscope. However, the development of the embryo expressing the fusion protein may differ from that of the intact embryo because of the presence of GFP or the modification of genetic information [26-28]. Fluorescent labeling can be used to visualize nuclei for a markedly shorter period than with the DIC microscope because of photobleaching; i.e., the intensity of fluorescence of the fusion protein decreases because of exposure of the protein to the excitatory light [29], although the amount of photobleaching can be reduced by the use of multiphoton fluorescence imaging [30]. In contrast, the DIC microscope can be used to visualize the nuclei of an intact embryo throughout the development of *C. elegans*. Therefore, to describe the precise position of nuclei in living *C. elegans* embryos, identification of the position of the nucleus using the DIC microscope seems more suitable than that using fluorescent labeling of nuclei.

A major drawback of our system is the need for manual selection of low-entropy regions at the first and last time points. These manual operations may reduce the objectivity and productivity of our system, because selection is determined by the operator. However, slight differences in manual selection at the first and the last time points does not influence the automated selection of low-entropy regions in between these points, because the automated selections select all regions that overlap with other selected regions in the adjacent focal plane at the same time point or in the same focal plane at the adjacent time point. Thus, usually our system objectively detects nuclei in between the first and last time points. Manual selection of low-entropy regions at the first and the last time points could still reduce the productivity of our system, because these manual selections usually take about 10 min. However, our system still markedly increases the productivity of identification of the positions of the nuclei in *C. elegans* embryos, because manual selection of low-entropy regions for all time points from the one- to 24-cell stages (56 focal planes × ~120 time points = ~6720 images) takes more than 50 h. Our system needs about 135 min for computation (120 min for the production of low-entropy regions and 15 min for the forward and backward trackings) and 10 min for manual operations to detect all the nuclei in a set of 4D DIC microscope images of a *C. elegans* embryo recorded from the one- to 24-cell stages. These times for computation and manual operations are acceptable in research. The selection of low-entropy regions at the first and last time points will be automated, most likely by using known properties of nuclei, such as the known shapes and sizes of nuclei in non-dividing cells.

The low-entropy regions before selection by the forward and backward trackings failed to detect nuclei at around the 44-cell stage or later. Because the window size (10 × 10 pixels) and the threshold value (175) used in this experiment appear likely to be optimal for our system, the result indicates that the limit of the nuclear detection system presented here is around the 44-cell stage. We believe that this limit comes from the reduction in size of the cells during embryogenesis. As the size of the cells decreases during embryogenesis, the distance between the nucleus and cell membrane decreases. Usually at around the 44-cell stage, some nuclei are positioned so close to the cortex of the embryo that a 10 × 10 pixel window cannot produce a high-entropy (> 175) boundary between the nucleus and the image background; the texture of the image background is smooth (Figure 2), and thus the local image entropy in the image background is as low as that in the nucleus. Therefore, the low-entropy regions corresponding to the cortexally positioned nucleus merge with the low-entropy regions corresponding to the image background. Because our nuclear detection system removes the low-entropy regions corresponding to the image background, the low-entropy regions produced by our system fail to detect the cortically positioned nucleus. To overcome this limitation, modulation of the window size and/or the threshold value depending on the embryonic stage and/or position of the nucleus within the embryo (central or cortical) might be effective. We observed that low-entropy regions produced using a smaller (< 10 × 10 pixel) window size and/or smaller (< 175) threshold value successfully discriminated between such cortically positioned nuclei and the image background in the later stages of embryogenesis.

Our system is applicable to research programs that require high objectivity and/or productivity of identification of the positions of the nuclei in *C. elegans* embryos. Because the sensitivity and specificity of nuclear detection by our system depend on the thresholds for minimum overlap ratios (*T*_1 and *T*_2), the values of these thresholds should be specified when the system is applied to a specific study. We often use *T*_1 = 70% and *T*_2 = 4%, because sensitivity is often more important than specificity in our research. We
applied this system to our automated cell division pattern measurement system for *C. elegans* embryos; the measurement system was used in our large-scale cell division pattern analysis of gene-knockout *C. elegans* embryos [31]. The cell division pattern analysis will provide new opportunities for bioinformatics in studies of the development of multicellular organisms [32]. In addition, this system has been used to measure the positions of the male pronucleus (the sperm-derived nucleus) in a very early *C. elegans* embryo; the measurements were compared with computer simulations to determine the mechanism that specifies the positions of the male pronucleus during the very early period of *C. elegans* development [33]. To calculate the precise 3D shape and/or position of a nucleus from the low-entropy regions produced by this system, we need to consider the DIC shear angle, because the angle makes a substantial artifact in DIC images [34]. Because of its high objectivity and productivity of measurement, our system will contribute greatly to studies of the development of multicellular organisms.

**Conclusion**

We have presented a system that automates the detection of nuclei in a set of 4D DIC microscope images of *C. elegans* embryos. The system can be applied to multiple image sets without the need to change parameter values. It can be used to detect nuclei that are in the process of cell division and can detect nuclei with very high sensitivity and specificity from fertilization to the onset of gastrulation, i.e., from the one- to 24-cell stages, enabling highly objective and productive identification of the positions of nuclei in *C. elegans* embryos. The system is applicable to comparisons between in vivo measurement and computer simulation and to systematic cell division pattern analysis of knockout embryos.

**Methods**

**Preparation of 4D DIC microscope images of *C. elegans* embryos**

The Bristol N2 *C. elegans* was cultured under standard conditions [35]. An embryo immediately after fertilization (before meeting of the female and male pronuclei) was dissected from a hermaphrodite and mounted on a 2% agar pad on a glass slide, covered with a coverslip, and sealed with petroleum jelly. Nomarski DIC images were obtained using a Leica DMRE microscope equipped with an HCX PL APO 100×/1.40 NA objective, whose illumination intensity and objective-side Wollaston prism were adjusted to obtain images of the same quality. Digital images of 600 × 600 pixels with 256 gray levels (0.1 μm per pixel) were recorded with an ORCA CCD Camera (Hamamatsu Photonics), and the recording system was controlled by IP Lab 3.5 software (Scanalytics). Digital images of the developing embryo were recorded at 22°C in 56 focal planes, with a distance of 0.5 μm between two focal planes, and a set of 56 focal plane images was recorded every 40 s for 2 h.

**Calculation of sensitivity and specificity of nuclear detection**

Low-entropy regions that actually detected nuclei were manually selected in five sets of 4D DIC microscope images of an embryo. The resulting five sets of low-entropy regions were used as references to calculate the sensitivity and specificity of nuclear detection. Sensitivity was calculated using low-entropy regions of all time points from time point 0 to that corresponding to the end of the 24-cell stage. Specificity was calculated using low-entropy regions at 11 time points, obtained by sampling every 10 time points from the beginning of the two-cell stage to the end of the 24-cell stage. The number of time points from the beginning of the two-cell stage to the end of the 24-cell stage was 106 on average.

**Hardware and software environment**

Because we needed to process many images, low-entropy regions were produced from sets of 4D DIC microscope images using a Beowulf-class PC cluster [36] consisting of 48 nodes, each of which used a 2-GHz Intel Pentium 4 processor, 1 GB of SDRAM memory, and a 100 Base-TX Ethernet card. Parallel Virtual Machine (PVM) software [37] was used for communications between the nodes. In our implementation, a single image in an image set was processed by a single CPU in the cluster. The forward and backward trackings for selection of low-entropy regions were processed on a single processor PC (2.2 GHz Intel Pentium 4 processor and 1 GB of RDRAM memory). The programs were written in C.

**Availability**

Our software implementations are readily available on the web at [http://www.so.bio.keio.ac.jp/nuclear_detection](http://www.so.bio.keio.ac.jp/nuclear_detection).

**Authors’ contributions**

SH participated in conception, designed the system, tested the system, and drafted the manuscript. SO conceived of the study, contributed to the design, tested the system, and drafted the manuscript. HK participated in system design. All authors read and approved the final manuscript.

**Additional material**

---

**Additional File 1**

**Detailed discussions about various measures of image texture.**

Click here for file [http://www.biomedcentral.com/content/supplementary/1471-2105-6-125-S1.doc](http://www.biomedcentral.com/content/supplementary/1471-2105-6-125-S1.doc)
Acknowledgements

We are grateful to K. Kemphues for providing the par-1 (KK288) mutant. We thank J. Ahringer, Cambridge University Technical Services Limited and UK MRC Human Genome Mapping Project Resource Center, for providing C. elegans chromosome 1 RNAi library. We thank M. Urai for help with software development and Y. Kitamura for support in experiments. We also thank H. Amano, K. Oka, A. Kimura, K. Kyoda, M. Morohashi, and all members of the Onami lab for their discussions and advice. This work was supported in part by Special Coordination Funds for Promoting Science and Technology (to SO and HK) and by a Grant-in-Aid for Scientific Research on Priority Areas (to SO), from the Ministry of Education, Culture, Sports, Science and Technology of Japan.

References

1. Sulston JE, Schierenberg E, White JG, Thomson JN: The embryonic cell lineage of the nematode Caenorhabditis elegans. Dev Biol 1983, 100:64-119.
2. Bhan A, Galas DJ, Dewey TG: A duplication growth model of gene expression networks. Bioinformatics 2002, 18:1486-1493.
3. Sprague BL, Pearson CG, Maddox PS, Bloom KS, Salmon ED, Odde DJ: Mechanisms of microtubule-based kinetochores positioning in the yeast metaphase spindles. Biophys J 2003, 84:3529-3546.
4. Blattner FR, Plunkett G, Bloch CA 3rd, Perna NT, Burland V, Riley M, Collado-Vides J, Glasner JD, Rodie CK, Mayhew GF, Gregor J, Davis NW, Kirkpatrick HA, Goeden MA, Rose DJ, Mau B, Shao Y: The complete genome sequence of Escherichia coli K-12. Science 1997, 277:143-162.
5. The C.elegans Sequencing Consortium: Genome sequence of the nematode Caenorhabitis elegans: a platform for investigating biology. Science 1998, 282:2012-2018.
6. Hughes TR, Marton MJ, Jones AR, Roberts CJ, Stoughton R, Schena M, White JG, flyI et al.: Functional discovery via a compendium of expression profiles. Cell 2000, 102:109-126.
7. Riddle DL, Blumenthal T, Meyer BJ, Priess JR, (Eds): C. ELEGANTS II New York: Cold Spring Harbor Laboratory Press; 1998.
8. Wood W (Ed): The Nematode Caenorhabditis elegans. New York: Cold Spring Harbor Laboratory Press; 1994.
9. Nomarski G, Weil AR: Application à la métallographie des métodémonstrations interférentielles à deux ondes polarisées. Rev Metal 1955, 2:121-128.
10. Hird SN, White JG: Cortical and cytoplasmic flow polarity in early embryonic cells of Caenorhabditis elegans. J Cell Biol 1993, 121:1343-1355.
11. Thomas C, DeVries P, Hardin J, White J: Four-dimensional imaging: computer visualization of 3D movements in living specimens. Science 1996, 273:200-203.
12. Schnabel R, Hutter H, Hoermann D, Schnabel H: Assessing normal embryogenesis in Caenorhabditis elegans using a 4D microscope: variability of development and regional specification. Dev Biol 1997, 184:234-265.
13. Hood PL, Voss E, Sohl DR: 3D-DIASemb: a computer-assisted system for reconstructing and motion analyzing in 4D every cell and nucleus in a developing embryo. Dev Biol 2002, 245:329-347.
14. Yasuda T, Bannai H, Onami S, Miyano S, Kitano H: Towards automatic construction of cell-lineage of C. elegans from Nomarski DIC microscope images. Genome Inform Ser Workshop Genome Inform 1999, 10:144-154.
15. Kirsch R: Computer determination of the constituent structure of biological images. Comput Biomed Res 1993, 16:315-328.
16. Zitolo E: Object extraction in picture processing. In Picture Processing and Psychopictography Edited by: Lipkin B, Rosenfeld A. New York: Academic Press; 1970:75-149.
17. Handmann U, Kalinke T, Tzomakas C, Werner M, Seelen WV: An image processing system for driver assistance. Image Vision Comput 2000, 18:367-376.
18. Awasthi V, Doolittle KW, Parulkar G, McNally JG: Cell tracking using a distributed algorithm for 3D image segmentation. Bioimageing 1994, 1:98-112.
19. Geerts H, De Brabander M, Nuydens R, Geuens S, Moeremans M, De Mey J, Hullenbeck P: Nanovadar tracking; a new automatic method for the study of mobility in living cells based on colloidal gold and video microscopy. Biophys J 1987, 52:775-782.
20. Lee GM, Ishihara A, Jacobson KA: Direct observation of brownian motion of lipids in a membrane. Proc Natl Acad Sci U S A 1991, 88:6274-6278.
21. Pratt WK: Digital Image Processing 2nd edition. New York: John Wiley & Sons; 1991.
22. Tuceryan M, Jain AK: Texture Analysis. In The Handbook of Pattern Recognition and Computer Vision 2nd edition. Edited by: Chen CH, Pau LF, Wang PSP. New Jersey: World Scientific Publishing Co; 1998:207-248.
23. Otso N: A thresholding selection method from gray-level histogram. IEEE Trans Man Cyber 1979, 9:82-86.
24. Kanyi WK, Xu S, McManus MK, Fire A: Distinct requirements for somatic and germline expression of a generally expressed Caenorhabditis elegans gene. Genetics 1997, 146:227-238.
25. Pratits V, Casey E, Collar D, Austin J: Creation of low-copy integrated transgenic lines in Caenorhabditis elegans. Genetics 2001, 157:1217-1226.
26. Fire A: Integrative transformation of Caenorhabditis elegans. EMBO J 1986, 5:2673-2680.
27. Liu HS, Jan PS, Chou CK, Chen PH, Ke NJ: Is green fluorescent protein toxic to the living cells? Biochem Biophys Res Commun 1999, 260:712-717.
28. Zhang J, Campbell RE, Ting AY, Tsien RY: Creating new fluorescent probes for cell biology. Nat Rev Mol Cell Biol 2002, 3:906-918.
29. Strome S, Powers J, Dunn M, Reese K, Malone CJ, White J, Seydoux G, Saxton W: Spindle dynamics and the role of gamma-tubulin in early Caenorhabditis elegans embryos. Mol Biol Cell 2001, 12:1751-1764.
30. Denk W, Strickler JH, Webb WW: Two-photon laser scanning fluorescence microscopy. Science 1990, 248:73-76.
31. Onami S, Hamahashi S, Nagasaki M, Miyano S, Kitano H: Automatic acquisition of cell lineage through 4D microscopy and analysis of early C. elegans embryogenesis. In Foundations of Systems Biology Edited by: Kitano H. Cambridge, Massachusetts: The MIT Press; 2001:39-55.
32. Braun V, Azvedo RB, Gumbel M, Agapow PM, Leroi AM, Meinerz HP: ALES: cell lineage analysis and mapping of developmental event. Bioinformatics 2003, 19:851-858.
33. Kimura A, Onami S: Computer simulations and image processing reveal length-dependent pulling force as the primary mechanism for C. elegans male pronuclear migration. Dev Cell 2005, 8:765-775.
34. Preza C, Snyder DL: Theoretical development and experimental evaluation of imaging models for differential-interference-contrast microscopy. J Opt Soc Am A 1999, 16:2185-2199.
35. Brenner S: The genetics of Caenorhabditis elegans. Genetics 1974, 77:71-94.
36. Sterling T, Savarese D, Becker DJ, Dorband JE, Ranawake UA, Packer CV: BEOWULF: a parallel workstation for scientific computation. In Proceedings of the 1995 International Conference on Parallel Processing: August 14–18, 1995 Volume 1. Boca Raton: CRC Press; 1995:11-14.
37. Sunderam V: PVM: a framework for parallel distributed computing. Concurrency Pract Exp 1990, 2:315-339.