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We develop a powerful analytical formalism for calculating the energy density of the stochastic gravitational wave background, including a full description of its anisotropies. This is completely general, and can be applied to any astrophysical or cosmological source. As an example, we apply these tools to the case of a network of Nambu-Goto cosmic strings. We find that the angular spectrum of the anisotropies is relatively insensitive to the choice of model for the string network, but very sensitive to the value of the string tension $G\mu$.

I. INTRODUCTION

The direct detection of gravitational waves (GW) from binary black hole mergers [11–15] and from a binary neutron star merger [6] has opened a new window to the Universe. Gravitational waves offer a powerful tool for understanding the early stages of the Universe, particularly the prerecombination era that is inaccessible to conventional (electromagnetic) astronomy. Apart from the events so far detected by the LIGO and Virgo collaborations, we expect many more which are too distant to be individually detected. These quieter events, produced by many weak, independent and unresolved sources, constitute the stochastic GW background (SGWB). A variety of sources may lead to a SGWB, such as compact binary mergers, cosmic strings [7, 8] or phase transitions in the early Universe [9], while at much higher redshifts one expects a contribution from a cosmological background due to a mechanism such as inflation.

Gravitational wave sources with an inhomogeneous spatial distribution lead to a SGWB characterized by preferred directions, and hence anisotropies. The main contribution to such an anisotropic background comes from astrophysical sources (such as compact binaries) that follow the local distribution of matter. The finiteness of the GW sources and the nature of the spacetime along the line of propagation of GWs will also contribute to anisotropies in the SGWB. The aim of this work is to develop a formalism for anisotropies in the SGWB of any astrophysical or cosmological source, and then apply it to the case of GWs sourced by cosmic string networks.

Our study is divided into two parts. In Sec. II we follow the formalism presented in Ref. [10], which we develop further in order to derive a general expression for anisotropies in the SGWB, written in a form consistent with the usual GW literature. In addition, we derive a simple condition for the SGWB to be a Gaussian random field (GRF), and make a clear distinction between background and foreground sources in order to calculate the background in an unbiased way. We compute the kinematic dipole, which must be subtracted since it interferes with the anisotropy statistics. Finally, we show how to relate our results to future observational work. In Sec. III we apply this formalism to the case of cosmic string networks. In particular, we study gravitational waves emitted from cusps, kinks and kink-kink collisions for three analytic models of Nambu-Goto string networks [11–13].

II. GENERAL FORMALISM

Consider a Friedman-Lemaître-Robertson-Walker (FLRW) spacetime with scalar perturbations,

$$\mathrm{d}s^2 = a^2[-(1 + 2\psi)\,\mathrm{d}\eta^2 + (1 - 2\phi)\,\mathbf{d}x \cdot \mathbf{d}x], \quad (1)$$

where $a(\eta)$ is the scale factor, $\eta$ denotes conformal time and $\psi(\eta, \mathbf{x})$, $\phi(\eta, \mathbf{x})$ are the two Bardeen potentials, decomposed as $\psi = \Psi + \Pi$, $\phi = \Psi - \Pi$ respectively. Using units with $c = \hbar = 1$, setting $a(\eta_o) = 1$, and keeping only linear order perturbations, the energy density of GWs with observed frequency $\nu_o$ arriving from a solid angle $\sigma_o$ centered on the direction $\hat{e}_o$, is given in Ref. [10] as

$$\frac{d^3\rho_{\text{gw}}}{d\nu_o\,d^2\sigma_o}(\nu_o, \hat{e}_o) = \frac{1}{4\pi} \int_0^{\nu_o} d\eta\, a^4 \int d\zeta \, \bar{\mathcal{L}}_s \left[ 1 + \delta_o - 3(\Psi_o + \Pi_o) + 4(\Psi + \Pi) + \hat{e}_o \cdot (3\nu_o - 2\nu) + 6 \int_\eta^{\nu_o} d\eta' \frac{\partial \Psi}{\partial \eta'} \right], \quad (2)$$

with “s” and “o” subscripts indicating quantities evaluated at the GW source and at the observer, respectively, and with the $\eta$ integral along the line of sight, $\mathbf{x}(\eta, \hat{e}_o) = \mathbf{x}_o + (\eta_o - \eta)\hat{e}_o$. Note that $\psi(\eta, \hat{e}_o)$ stands for the peculiar 3-velocity of the cosmic fluid. Here, $\bar{\mathcal{L}}_s(\nu_o, \zeta)$ is the gravitational luminosity at emitted frequency $\nu_o$ of a source with parameters $\zeta$, with the emitted frequency
We also define \( n \) which the spatial average of the cosmological potentials. This definition implicitly takes the average of \( \delta(\eta, \varepsilon_o, \zeta) \) with scalar perturbations, is

\[
\delta_n(\eta, \varepsilon_o, \zeta) \equiv \frac{n - \bar{n}}{\bar{n}},
\]

so that \( n = \bar{n}(1 + \delta_n) \).

In order to express Eq. (2) in a form consistent with the SGWB literature, we change from linear to logarithmic frequency, and normalize with respect to the critical density \( \rho_c = 3H_0^2/(8\pi G) \), giving the density parameter,

\[
\Omega_{gw}(\nu_o, \varepsilon_o) \equiv \frac{1}{\rho_c} \frac{d^3\rho_{gw}}{d(\ln \nu_o) d^2\sigma_o} = \frac{8\pi G \nu_o}{3H_0^2} \frac{d^3\rho_{gw}}{d\nu_o d^2\sigma_o}.
\]

Thus, using the above definition, the dimensionless quantity expressing the intensity of a stochastic background of gravitational waves, in the context of a FLRW universe with scalar perturbations, is

\[
\Omega_{gw}(\nu_o, \varepsilon_o) = \frac{2G\nu_o}{3H_0^2} \int_0^{\nu_o} d\eta a^4 \int d\zeta \bar{n} \mathcal{L} \left[ 1 + \delta_n - 3(\psi_o + \Pi_o) + 4(\psi + \Pi) + \varepsilon_o \cdot (3\nu_o - 2\nu) + 6 \int_\eta^{\nu_o} d\eta' \frac{\partial \psi_o}{\partial \eta'} \right].
\]

We decompose this in terms of the isotropic monopole term \( \Omega_{gw}(\nu_o) \) and the GW energy density contrast \( \delta_{gw}(\nu_o, \varepsilon_o) \), giving

\[
\Omega_{gw} = \Omega_{gw}(1 + \delta_{gw}).
\]

This definition implicitly takes the average of \( \delta_{gw} \) over the celestial sphere as zero, so we must choose a gauge in which the spatial average of the cosmological potentials is also zero (the spatial average of the density contrast \( \delta_n \) is zero by definition). Note that \( \Omega_{gw} \) corresponds to the average GW flux at frequency \( \nu_o \) per unit solid angle, so that the total flux at this frequency is \( 4\pi\Omega_{gw} \). This factor of \( 4\pi \) must be taken into account when comparing our results with isotropic models of the SGWB, as the latter are usually expressed in terms of the total flux.

\[\text{A. Relating strain and luminosity}\]

The gravitational luminosity \( \mathcal{L}_n \) of any astrophysical or cosmological source that emits a series of GW signals can be decomposed as

\[
\mathcal{L}_n(\nu_s, \zeta) = \frac{dE_s}{d\nu_s} R(\zeta),
\]

where \( E_s(\zeta) \) is the total energy lost from the system due to each signal, and \( R(\zeta) \) is the rate at which the signals are emitted (i.e. the product \( nR \) is the signal rate per unit physical volume, per unit source time).\footnote{Note that Eq. (8) is valid regardless of the signal duration. For cosmic strings, the duration of the signal is typically much shorter than the period between signals \( 1/R \) (since the duration goes as the inverse of the frequency \( \nu \), the rate goes as the inverse of the loop length \( l \), and we are interested in higher harmonics \( \nu \gg 1 \)). However, one could also apply Eq. (8) to extremely long-duration signals, such as the “continuous waves” produced by the quadrupole moment of a rotating neutron star. In this case, \( dE/d\nu \) would be interpreted as the energy spectrum for some time interval \( T \gg 1/\nu \), and \( R \) would simply be \( 1/T \). Since the total energy emitted in time \( T \) is proportional to \( T \) for continuous sources, this gives an unambiguous value for the luminosity spectrum \( \mathcal{L}_n \).}

We compute \( E_s \) as a function of the GW strain \( h_{\mu\nu} \) by integrating the solid angle \( d^2\sigma_o \) over a spherical surface of radius \( r_s \) centered on the source, where \( r_s \) is large enough to use linearized general relativity on a Minkowski background, but small enough to neglect cosmological effects. We thus obtain

\[
E_s = \frac{1}{32\pi G} \int_{S^2} d^2\sigma_o r_s^2 \int_{-\infty}^{+\infty} dt_s \frac{\partial h_{TT}^{TT}}{\partial t_s} \frac{\partial h_{TT}^{TT}}{\partial t_s},
\]

where \( h_{TT}^{TT}(t_s, x_s, \zeta) \) is the strain in the transverse traceless (TT) gauge, with “plus” and “cross” mode amplitudes \( h_+, h_\times \), and \( (t_s, x_s) \) are the coordinates of the local Minkowski metric \([14]\). Writing the strain \( h_A \) in terms of its Fourier transform \( \tilde{h}_A \),

\[
h_A(t_s) = \int_{-\infty}^{+\infty} d\nu_s e^{2\pi i\nu_s t_s} \tilde{h}_A(\nu_s),
\]

and using \( \tilde{h}_A(-\nu_s) = \tilde{h}_A^*(\nu_s) \) (since \( h_A \) is real), we find

\[
E_s = \frac{\pi}{4G} \int_{S^2} d^2\sigma_o r_s^2 \int_{-\infty}^{+\infty} d\nu_s \nu_s^2 \sum_{A=+,-} |h_A(\nu_s)|^2,
\]

which we have written in terms of positive frequencies only (i.e. this is a one-sided spectrum). Since in what follows we are not interested in polarization effects, we can simplify the above expression by defining the total strain magnitude

\[
\tilde{h} \equiv \sqrt{|h_+|^2 + |h_\times|^2}/2.
\]
Rewriting $E_\delta$ in terms of $\hat{h}$ and using the definition in Eq. (8), the luminosity spectrum of a single source is therefore given by

$$\mathcal{L}_s(\nu_s, \zeta) = \frac{\pi \nu_s^2 R(\zeta)}{2G} \int_{S^2} d^2 \sigma_s r_s^2 \delta^2 h^2.$$  

(10)

Using Eq. (9) and Eq. (10), the density parameter $\Omega_{gw}$ is given, to linear order, by

$$\Omega_{gw}(\nu_o, \hat{\epsilon}_o) = \frac{\pi \nu_o^3}{3 H_o^2} \int_0^{\nu_o} d\eta a^2 \int d\zeta \tilde{n}_R \left[ 1 + \delta_n - \psi_o - \Pi_o \right. \\
+ 2(\psi + \Pi) + \hat{\epsilon}_o \cdot \nu_o + 2 \int_\eta^{\nu_o} d\eta' \frac{\partial \psi}{\partial \eta} \right] \left. \right]$$

(11)

where we have used Eq. (3) to convert the source-frame frequency in Eq. (10) to the corresponding observer-frame frequency. Note that this changes the linear perturbation terms—in particular, there is no net contribution from the source’s peculiar motion, only from that of the observer.

**B. Gaussian and non-Gaussian backgrounds**

Analyzing the anisotropic statistics of the SGWB is greatly simplified if $\Omega_{gw}$ is a Gaussian random field (GRF). In particular, Wick’s theorem tells us that if the field is Gaussian, we can fully characterize its anisotropies in terms of the mean $\Omega_{gw}$ and the two-point correlation function (2PCF), as defined in Sec. II D. It is also convenient from the point of view of GW data analysis if the detector strain $h(t)$ associated with the SGWB is a Gaussian process, as this gives a simple likelihood function for the strain \[15\]. Current LIGO/Virgo searches for the SGWB exploit this fact, and use pipelines optimized for Gaussian backgrounds, though we note that search methods for non-Gaussian backgrounds do exist (see e.g. Ref. \[15\]).

However, one must be careful when speaking of a “Gaussian background”, as it is not clear a priori that $h(t)$ being a Gaussian process implies that $\Omega_{gw}$ is a GRF, or vice versa. In this section we use a simple model of a background composed of independent GW bursts to derive sufficiency conditions for Gaussianity of each of the relevant quantities: first, we reproduce the standard condition that gives a Gaussian strain $h(t)$; then we find a different condition that makes the isotropic energy density $\Omega_{gw}(\nu_o)$ Gaussian; and finally we extend this to find a condition for the energy density as a function of sky location $\Omega_{gw}(\nu_o, \hat{\epsilon}_o)$ to be a GRF, given some angular resolution $\delta \sigma$.

1. A simple model of an incoherent SGWB

Suppose we observe the SGWB over a time interval $T$. It can then be written in terms of a discrete set of frequencies $\nu = n/T$, where $n \in \mathbb{Z}_{>0}$. Let us focus on the signal in a single frequency bin centered on $\nu$ (with width $\Delta \nu = 1/T$ set by the observation time). Since we are considering a background composed of many independent transient bursts, we write the complex GW strain at this frequency $h(t) \equiv h_+(t) - i h_\times(t)$ as the sum of $N$ bursts

$$h(t) = \sum_{i=1}^{N} h_i(t),$$

$$h_i(t) \equiv \begin{cases} A_i e^{i(2\pi \nu t + \phi_i)} & \text{if } t_i \leq t \leq t_i + \Delta t, \\
0 & \text{else}, \end{cases}$$

(12)

where the (real) amplitudes $A_i$, times of arrival $t_i$, and initial phases $\phi_i$ of the bursts are all random variables. We take the amplitudes as being independent and identically distributed (i.i.d.) according to some unknown probability distribution that depends on the frequency bin. The times of arrival are distributed according to a Poisson process with rate parameter $R$ (also dependent on frequency bin), while the phases are uniformly distributed on $[0, 2\pi]$.

When we speak of “burst signals”, we mean signals whose duration $\Delta t$ is “short” in some sense. We can quantify this by saying that a burst lasts for no more than $O(1)$ wavelengths in each frequency bin, so that its duration in a given frequency bin can be taken as $\Delta t \approx 1/\nu$. This is a good approximation for most burstlike signals (e.g. supernovae \[17\] or cosmic string cusps and kinks \[18\]). Specific GW sources will have different signal durations, but for the sources mentioned above, and for more general transient sources, this approximation is accurate to within an order of magnitude. This is not the case for GW signals from compact binary coalescences, where the duration in some small frequency interval $[\nu, \nu + \delta \nu]$ is roughly $\Delta t \approx 56 \nu / (96 \pi^{8/3} M_5^{5/3} \nu^{11/3})$ during the inspiral phase (where $M$ is the chirp mass) \[14\]. For a discussion of the Gaussianity of the stochastic background in this case, see Ref. \[19\].

2. Conditions for $h(t)$ to be Gaussian

It is well known that for $h(t)$ to be a Gaussian process, it is sufficient for the duty cycle to be much greater than unity. We define this quantity below and give a brief justification of this condition, using the simple model described above.

At any time $t$, the observed GW strain due to the SGWB is the superposition of all the bursts $h_i$ with arrival times up to $1/\nu$ before the time $t$, as each burst has a duration of $1/\nu$. This means that $h(t)$ is the sum of some number of i.i.d. random variables, and in the limit where this number is large $h(t)$ is Gaussian by the central limit theorem.
Since the times of arrival are given by a Poisson process with rate \( R \), the total number of bursts \( N \) will tend to \( RT \) in the limit where \( T \gg 1/R \). (The expected number of bursts will always be \( RT \).) However, there will be random fluctuations around this value, which vanish only when \( RT \to \infty \). For each of these \( N \) bursts, there is a probability of roughly \( 1/\nu T \) that they will arrive at a time between \( t - 1/\nu \) and \( t \), so the expected number of bursts contributing to the strain at time \( t \) is \( N/\nu T \). By the law of large numbers, the number of contributing bursts therefore converges to \( N/\nu T \) in the limit where \( N \gg 1 \). So for \( RT \gg 1 \), the number of bursts in-band at time \( t \) converges to \( R/\nu \). This quantity is called the duty cycle, \( \Delta = R \Delta t = R/\nu \). In order to ensure that \( h(t) \) is Gaussian, it is therefore sufficient to take \( RT \gg 1 \) and \( \Delta \gg 1 \). In these limits, the fluctuations in the number of signals with respect to time are small, so if the signal is Gaussian at some time \( t \) then it is Gaussian for the whole observing period \( T \).

For reasons discussed below, we usually only consider frequencies \( \nu \gg 1/T \), so the limit \( R \gg \nu \) implies that \( RT \gg 1 \). We are therefore left with a single sufficiency condition for Gaussianity:

\[
\Delta \gg 1 \implies \forall t \in [0, T], \quad h(t) \text{ is Gaussian.} \quad (13)
\]

When “Gaussian” GW backgrounds are discussed in the literature, this is usually what is meant. For studying anisotropies in the background, however, it is the density parameter \( \Omega_{gw} \) that is important, rather than the strain.

3. Conditions for \( \Omega_{gw} \) to be Gaussian

As we hinted at before, \( h(t) \) being Gaussian at frequency \( \nu \) is not the same as the isotropic energy density \( \Omega_{gw}(\nu) \) being Gaussian. To see this, we express \( \Omega_{gw} \) explicitly using

\[
\Omega_{gw} = \frac{\nu}{\Delta \nu} \frac{1}{48 \pi H_0^2} \left\langle h h^* \right\rangle. \quad (14)
\]

Here \( \Delta \nu = 1/T \) is the frequency resolution. The factor of \( \nu/\Delta \nu \) is equivalent to the derivative \( d/d(\ln \nu) \) used in the continuum case \( T \to \infty \). The angle brackets represent an average over many periods, as this is required to have a well-defined notion of “energy” for a GW. It is only possible to perform this average if we observe the SGWB for many periods, so we must have \( T \gg 1/\nu \). Assuming this is the case, we use the decomposition Eq. (12) to find

\[
\Omega_{gw} = \frac{\pi \nu^2}{12 H_0^2} \left[ \sum_{i=1}^{N} A_i^2 + \sum_{\text{coincident pairs} (i,j)} B_{ij} \right], \quad (15)
\]

where \( B_{ij} = A_i A_j (1 - \nu |t_i - t_j|) \cos(\phi_i - \phi_j) \). As well as the contribution due to the energy of each individual burst (the first sum in the expression above), we also have a contribution from cross-terms between coincident bursts (the second sum), whose times of arrival \( t_i, t_j \) are within \( 1/\nu \) of each other. There are \( N^2 - N \) pairs of bursts, and probability of any pair of bursts overlapping is roughly \( 1/\nu T \), so by the law of large numbers, the number of coinciding pairs converging to \( N(N - 1)/\nu T \) when \( N(N - 1) \gg 1 \). As before, taking \( RT \gg 1 \) ensures that \( N \to RT \). The random variables \( A_i^2 \) and \( B_{ij} \) are i.i.d. for all bursts \( i \) and for all coincident pairs \( (i, j) \) respectively, so the central limit theorem guarantees that \( \Omega_{gw} \) is Gaussian if \( N \gg 1 \) and \( N(N - 1)/\nu T \gg 1 \).

Putting all this together, we find that the conditions

\[
RT \gg 1, \quad RT(RT - 1)/\nu T \gg 1, \quad (16)
\]

are sufficient for \( \Omega_{gw} \) to be Gaussian at frequency \( \nu \). With some rearranging, we see that the second condition implies the first. Rewriting in terms of the duty cycle, we have

\[
\nu T \gg \frac{1}{\Delta} + \frac{1}{\Delta^2} \implies \Omega_{gw}(\nu) \text{ is Gaussian,} \quad (17)
\]

where we only consider frequencies \( \nu \gg 1/T \).

We see that \( \Omega_{gw} \) is always Gaussian if \( \Delta \geq 1 \). This means that \( h(t) \) being Gaussian implies that \( \Omega_{gw} \) is Gaussian, but note that the converse does not hold. In fact, no matter how non-Gaussian \( h(t) \) is (i.e. no matter how small the duty cycle is), it is in principal possible to make \( \Omega_{gw} \) Gaussian by increasing the observation time \( T \) (the required observation time will depend entirely upon the duty cycle of the sources considered).

4. Conditions for \( \Omega_{gw}(\nu, \mathbf{\ell}_0) \) to be a GRF

The discussion thus far has been about the isotropic GW energy density, \( \Omega_{gw} \). To extend this to the angular distribution of this energy as a field on the sky, we divide the sphere into some number of pixels \( N_{pix} \) of equal size \( \delta \sigma \), and let \( \Omega_{gw, i} \) be the energy density in GWs arriving from the \( i \)-th pixel. If the background is statistically isotropic, then the probability of a given burst arriving from one particular pixel is \( 1/N_{pix} = \delta \sigma / 4 \pi \). If the number of bursts \( N \) is large, then the number arriving from the \( i \)-th pixel converges to \( RT/N_{pix} \), and the number of coincident pairs of bursts converges to \( RT/(N_{pix} - 1) \). For the total energy in that pixel from each burst and from cross-terms to be Gaussian, it is therefore sufficient to have

\[
RT \gg 1, \quad \frac{1}{\nu T} \frac{RT}{N_{pix}} \left( \frac{RT}{N_{pix}} - 1 \right) \gg 1, \quad (18)
\]

If this is the case, then all the pixels are Gaussian, and the SGWB is a Gaussian random field. As before, the second condition above implies the first, so we simplify to find that

\[
\nu T \gg \frac{N_{pix}}{\Delta} + \frac{N_{pix}^2}{\Delta^2} \implies \Omega_{gw}(\nu, \mathbf{\ell}_0) \text{ is a GRF,} \quad (19)
\]
where we emphasize once more that we are only interested in frequencies $\nu \gg 1/T$. We can also eliminate $N_{\text{pix}}$ in favour of the angular resolution $\delta \sigma$ to write this as

$$\nu T \gg \frac{4\pi}{A\delta \sigma} + \frac{16\pi^2}{A^2(\delta \sigma)^2} \iff \Omega_{\text{gw}}(\nu, \hat{e}_\alpha) \text{ is a GRF.} \quad (20)$$

In practice, we expect that it is only necessary for the LHS to be an order of magnitude larger than the RHS.

Equation (20) could potentially be a useful guide for the future observing strategies of advanced GW detectors. Given an estimate of the duty cycle $\Lambda$ of a particular background source in a given frequency bin, and given the angular resolution $\delta \sigma$ of the detector network, Eq. (20) specifies the requisite observing time $T$ to ensure that the field is Gaussian. (Note that this time need not correspond to one unbroken observing period; it will likely be necessary to combine many separate observing runs.) In principle, any background can be made to satisfy the criterion at any angular resolution by increasing $T$, so our treatment in Sec. II D and II E assumes that this criterion is met. In practice, it may be desirable to measure the integral of $\Omega_{\text{gw}}$ over some frequency interval much larger than the frequency bin size $1/T$, as this would increase the integrated GW power and therefore make Gaussianity more achievable for shorter observing times.

We emphasize once again that Eq. (20) is only relevant for a stochastic background composed of GW bursts that decay after $O(1)$ wavelengths in-band, such that their duration can be approximated by $\Delta t \approx 1/\nu$. In particular, it does not apply to the astrophysical background from compact binaries, due to the assumption about the GW burst duration—this case is addressed in Ref. [19]. It also does not apply to a background from continuous sources (or very long transients, lasting longer than the observation time). However, this case is somewhat simpler as there is a fixed number of continuous signals $N$, whose distribution amongst the pixels does not vary with time. By a very similar argument to that given above, having $N \gg 1$ continuous sources will ensure $h(t)$ is Gaussian (by the central limit theorem), and having $N/N_{\text{pix}} \gg 1$ and $N/N_{\text{pix}} \left( \frac{N}{N_{\text{pix}}} - 1 \right) \gg 1$ ensures that $\Omega_{\text{gw}}$ is a GRF (as the number of signals and number of overlapping signals per pixel are then large enough for the central limit theorem to apply).

### C. Separating background from foreground

Equation (11) includes all of the GW sources considered as part of the stochastic background. However, to calculate the SGWB in an unbiased way, one must be careful not to include any loud, rare, individually resolvable signals that make up the foreground—this was pointed out for the case of cosmic strings in Ref. [18].

There has been some debate in the literature over what constitutes a “resolvable” signal. Arguably the most thorough approach is to decide this on a signal-by-signal basis with Bayesian model selection, as in Ref. [20]. For our purposes however, it is sufficient to distinguish between the two using the duty cycle $A(\nu_0)$. As above, this is defined as the average number of overlapping signals at frequency $\nu_0$ experienced by the observer [21]. For foreground signals we have $A \ll 1$, and therefore could in principle be resolved by an idealized zero-noise detector; these might reasonably be described as “background signals”, but here we consider them part of the foreground.

Let $A(\nu_0, \eta)$ denote the duty cycle for observed signals that are emitted from conformal time $\eta$ onward—i.e. the conformal time at emission $\eta$ obeys $\eta \leq \eta_\nu \leq \eta_0$. Then we define the SGWB as all of the signals emitted at times $\eta_\nu \leq \eta_\ast$, where $\eta_\ast(\nu_0) \leq \eta_0$ is defined by

$$A(\nu_0, \eta_\ast) \equiv 1. \quad (21)$$

We are thus excluding nearby sources whose combined duty cycle is less than unity, meaning that, on average, they do not overlap in time. The SGWB is what remains: a continuous signal composed of many objects at large distances $\eta > \eta_\ast$. If for a given frequency $\nu_0$ there is no solution to the above equation, then we let $\eta_\ast(\nu_0) = 0$; this means that there are not enough sources at this frequency to constitute a background. Since we compute the duty cycle as an average quantity, we take $\eta_\ast$ as being the same in all directions on the sky.

Note that the duty cycle used in Sec. II D includes all signals that are part of the background, which is equal to the total duty cycle of all (background and foreground) signals, $A_{\text{tot}} \equiv A(\eta = 0)$, minus the duty cycle of foreground signals, $A(\eta_\nu) = 1$. When checking the Gaussianity of the background, the appropriate $A$ to use in Eq. (20) is therefore $A_{\text{tot}} - 1$.

In order to calculate $\eta_\ast$, we write

$$A(\nu_0, \eta_\ast) = \Delta t \int d\zeta \int_{\nu_0}^{\eta_\ast} d^3V(\eta) f_\nu \bar{n} R, \quad (22)$$

Here, we use “foreground” to mean any GW sources that are not part of the stochastic background.
where we define \( f_s(\nu_o, \eta, \hat{e}_o, \zeta) \) as the fraction of the emitted signals that are observable at frequency \( \nu_o \) (this accounts for e.g. beam effects and cutoffs in the frequency spectrum of the signal). So, \( A(\nu_o, \eta_o) \) is just the rate of arrival of observable signals originating at \( \eta_o \geq \eta_* \), multiplied by their duration \( \Delta t \). In principle we should allow \( \Delta t \) to depend on \( \eta \) and \( \zeta \), but for burst signals such as those we consider in Sec. III we can make the simple assertion that \( \Delta t \approx 1/\nu_o \) \([21]\).

We can write the physical volume element in our perturbed FLRW metric as
\[
d^3V = d^2\sigma_o \, d\eta \, a^3 \, r^2 (1 + \Psi + \Pi + \hat{e}_o \cdot \mathbf{v}),
\]
where \( r \) is the comoving distance measure, written in terms of the conformal time as
\[
r(\eta) \equiv \int^\eta \, d\eta' \, (1 + 2\Psi).
\]
Integrating over solid angle averages out the cosmological perturbations, and hence the cutoff time \( \eta_* \) is found by solving the integral equation
\[
\frac{4\pi}{\nu_o} \int d\zeta \int^\eta_o \, d\eta \, a^2 (\eta_o - \eta)^2 f_o \bar{n} R = 1.
\]
We therefore modify the conformal time integral in our previously found linear-order expression Eq. (11) and get
\[
\Omega_{gw}(\nu_o, \hat{e}_o) = \frac{\pi \nu_o^3}{3H_o^2} \int^\eta_o \, d\eta \, a^2 \int d\zeta \bar{n} R \left[ 1 + \delta_n - \nu_o - \Pi_o + 2(\Psi + \Pi) + \hat{e}_o \cdot \mathbf{v}_o + 2 \int^\eta \, d\eta' \, \frac{\partial \Psi}{\partial \eta'} \right]
\times \int_{S^2} d^2\sigma_s \, r_s^2 \bar{h}^2.
\]
This expression Eq. (26) is the main result of our analysis; it can be used for any astrophysical or cosmological source of anisotropies in the stochastic background of gravitational waves.

D. Characterizing the anisotropies

We will initially focus on the anisotropy due to the source density contrast \( \delta_n \), and therefore neglect most of the cosmological perturbations. The only other term we include is the peculiar motion of the observer \( \mathbf{v}_o \), as this introduces a “kinematic dipole” that interferes with the anisotropy statistics. In the case of the cosmic microwave background (CMB), this dipole is roughly 100 times greater than the “true” cosmological fluctuations we are interested in, so it is usually subtracted from the raw data before calculating any statistics. We will do the same for the SGWB.

There are two possible approaches to this: either measure the observed kinematic dipole of the SGWB directly at each frequency and subtract it, or use CMB data to measure the direction of the dipole, and use the formalism discussed above to generate a theoretical prediction for its magnitude. Since SGWB measurements are likely to be much less precise than CMB measurements in both overall magnitude and angular resolution for the foreseeable future, the latter seems to us the best approach.

Thus, setting \( \Psi = H = 0 \) everywhere and \( \mathbf{v} = 0 \) everywhere except at the observer, we have
\[
\Omega_{gw}(\nu_o, \hat{e}_o) = \frac{\pi \nu_o^3}{3H_o^2} \int^\eta_o \, d\eta \, a^2 \int d\zeta \bar{n} R \times (1 + \delta_n + \hat{e}_o \cdot \mathbf{v}_o) \int_{S^2} d^2\sigma_s \, r_s^2 \bar{h}^2,
\]
with the emitted frequency given by
\[
\nu_s = \frac{\nu_o}{a} (1 - \hat{e}_o \cdot \mathbf{v}_o).
\]

We thus see that the observer’s peculiar motion causes a Doppler shift in the observed frequencies for each source, which will vary in importance depending on the cosmological redshifts of the sources. This means that the magnitude of kinematic dipole will depend on the waveform \( \bar{h} \) and distance of every source that contributes to the SGWB, making the required calculation more complicated than that for the CMB dipole. We sketch here how to calculate the size of the dipole, with a more concrete treatment for the cosmic string case given in Sec. III B.

As we are working only to linear order, we define
\[
x(\hat{e}_o) \equiv 1 + \hat{e}_o \cdot \mathbf{v}_o
\]
and express all modifications due to the kinematic dipole as powers of \( x \). This depends only on \( \hat{e}_o \), and is therefore unaffected by the integrals over \( \zeta \) and \( \eta \). With reference to Eq. (7), we see that the averaged isotropic background value (monopole) is given by
\[
\bar{\Omega}_{gw}(\nu_o) \equiv \frac{1}{4\pi} \int_{S^2} d^2\sigma_o \, \Omega_{gw}(\nu_o, \hat{e}_o) = \Omega_{gw}|_{x=1, \delta_n=0}
\]
with the anisotropies described by the SGWB energy density contrast,
\[
\delta_{gw}(\nu_o, \hat{e}_o) \equiv \frac{\Omega_{gw} - \bar{\Omega}_{gw}}{\bar{\Omega}_{gw}}.
\]
The quantity we are interested in is the density contrast due to the source distribution alone, with the kinematic dipole subtracted. This is defined as
\[
\delta_{gw}^{(s)}(\nu_o, \hat{e}_o) \equiv \delta_{gw}|_{x=1} = \frac{\Omega_{gw}|_{x=1} - \bar{\Omega}_{gw}}{\bar{\Omega}_{gw}}
\]
where “s” stands for “source”. We can compute the linear-order correction due to the kinematic dipole with a Taylor
expansion around \( x = 1, \)
\[
\Omega_{gw} = \Omega_{gw}\big|_{x=1} + \dot{\hat{e}}_o \cdot v_o \frac{\partial \Omega_{gw}}{\partial x} \big|_{x=1} = \Omega_{gw}\left(1 + \delta_{gw}^{(s)} \right) + \dot{\hat{e}}_o \cdot v_o \frac{\partial \Omega_{gw}}{\partial x} \bigg|_{x=1, \delta_n=0},
\]
where the latter equality holds because \( \dot{\hat{e}}_o \cdot v_o \delta_n \) is second order. We therefore find
\[
\delta_{gw} = \delta_{gw}^{(s)} + D \dot{\hat{e}}_o \cdot \dot{\hat{v}}_o, \tag{33}
\]
where \( v_o \equiv |v_o|, \dot{\hat{v}}_o \equiv v_o/|v_o|, \) and \( D \) is a frequency-dependent coefficient describing the size of the kinematic dipole, which depends on the GW waveforms and spatial distribution of the sources. Note that this approach is only valid if \( \delta_{gw}^{(s)} > v_o^2 \); otherwise we must go beyond the linear expansion.

Now we are able to study \( \delta_{gw}^{(s)} \), either directly or in terms of its statistics. One particularly useful statistical descriptor is the two-point correlation function (2PCF), defined as the second moment of the density contrast,
\[
C_{gw}(\theta_o, \nu_o) \equiv \left\langle \delta_{gw}^{(s)}(\nu_o, \hat{e}_o)\delta_{gw}^{(s)}(\nu_o, \hat{e}_o') \right\rangle, \tag{34}
\]
where \( \theta_o \equiv \cos^{-1}(\hat{e}_o \cdot \hat{e}_o') \), and the angle brackets denote an averaging over all pairs of directions \( \hat{e}_o, \hat{e}_o' \) whose angle of separation is \( \theta_o \). The first moment (i.e. mean) vanishes by definition, and if the background is a GRF (as discussed in II B) then all higher moments either vanish or are expressed in terms of the first moment by Wick’s theorem. The 2PCF therefore uniquely characterizes the anisotropies in the Gaussian part of the background. It is common practice (particularly in the CMB literature) to perform a multipole expansion of the 2PCF,
\[
C_{gw}(\theta_o, \nu_o) = \sum_{\ell=0}^{\infty} \frac{2\ell+1}{4\pi} C_{\ell}(\nu_o) P_\ell(\cos \theta_o), \tag{35}
\]
where \( P_\ell(x) \) denotes the \( \ell \)th Legendre polynomial. The anisotropies are then described in terms of the \( C_{\ell} \) components, which are given by
\[
C_{\ell}(\nu_o) \equiv 2\pi \int_{-1}^{+1} d(\cos \theta_o) C_{gw}(\theta_o, \nu_o) P_\ell(\cos \theta_o). \tag{36}
\]
The quantity \( \ell(\ell+1)C_{\ell}/2\pi \) is roughly the contribution to the variance of \( \delta_{gw}^{(s)} \) per logarithmic bin in \( \ell \), as can be seen by considering
\[
\text{var}\left(\delta_{gw}^{(s)}\right) = \sum_{\ell} \frac{2\ell+1}{4\pi} C_{\ell} \approx \int d(\ln \ell) \frac{\ell(\ell+1)}{2\pi} C_{\ell}. \tag{37}
\]
Defined in this way, the 2PCF excludes the kinematic dipole. The effects of including this on the \( C_{\ell} \) components are described in the Appendix.

E. Estimating the 2PCF from observations

The decomposition of the 2PCF described above is not the only way of describing the SGWB anisotropies. Another convenient tool is the spherical harmonic decomposition of \( \Omega_{gw} \) itself,
\[
\Omega_{gw}(\nu_o, \hat{e}_o) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \Omega_{\ell m}(\nu_o) Y_{\ell m}(\hat{e}_o), \tag{38}
\]
where \( Y_{\ell m}(\hat{e}_o) \) are the Laplace spherical harmonics, and
\[
\Omega_{\ell m}(\nu_o) \equiv \int_{S^2} d^2 \sigma_o \Omega_{gw}(\nu_o, \hat{e}_o) Y_{\ell m}^* (\hat{e}_o), \tag{39}
\]
We can perform the same decomposition for \( \delta_{gw} \),
\[
\delta_{gw}(\nu_o, \hat{e}_o) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \omega_{\ell m}(\nu_o) Y_{\ell m}(\hat{e}_o), \tag{40}
\]
with the \( \omega_{\ell m} \) components given in terms of the \( \Omega_{\ell m} \)’s by
\[
\omega_{\ell m} = \Omega_{gw}^{-1} \Omega_{\ell m} - \sqrt{4\pi} \delta_{\ell 0} \delta_{m 0}. \tag{41}
\]
Here we have used the orthogonality condition for the spherical harmonics
\[
\int_{S^2} d^2 \sigma_o Y_{\ell m}(\hat{e}_o) Y_{\ell' m'}^* (\hat{e}_o') = \delta_{\ell \ell'} \delta_{m m'}, \tag{42}
\]
and the fact that \( Y_{00} = 1/\sqrt{4\pi} \).

Since we are interested in the \( C_{\ell} \)’s of the source anisotropies \( \delta_{gw}^{(s)} \), we want to remove the kinematic dipole from Eq. (40). Doing so inevitably involves a particular choice of coordinates \( \hat{e}_o = (\theta_o, \phi_o) \). For simplicity, we take the direction of the kinematic dipole \( \hat{e}_o \) as the \( \theta_o = 0 \) direction, so that
\[
\delta_{gw}^{(s)} = \delta_{gw} - D \cos \theta_o. \tag{43}
\]
The dipole is then proportional to \( Y_{10} = \sqrt{3/4\pi} \cos \theta_o \), so performing the decomposition,
\[
\delta_{gw}^{(s)}(\nu_o, \hat{e}_o) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \omega_{\ell m}^{(s)}(\nu_o) Y_{\ell m}(\hat{e}_o), \tag{44}
\]
\[
\omega_{\ell m}^{(s)}(\nu_o) \equiv \int_{S^2} d^2 \sigma_o \delta_{gw}^{(s)}(\nu_o, \hat{e}_o) Y_{\ell m}^* (\hat{e}_o), \tag{45}
\]
we see that Eq. (40) becomes
\[
\omega_{\ell m}^{(s)} = \Omega_{gw}^{-1} \Omega_{\ell m} - \sqrt{4\pi} \delta_{\ell 0} \delta_{m 0} - \sqrt{4\pi} D \delta_{\ell 1} \delta_{m 0}. \tag{46}
\]
The relationship between these spherical harmonic decompositions and the \( C_{\ell} \) components can be found by
writing

\[ C_{gw} = \left\langle \delta_{gw}(\mathbf{e}_a) \delta_{gw}(\mathbf{e}_b') \right\rangle = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \sum_{m'=-\ell}^{\ell} \left\langle \omega_{\ell m}(s)^* \omega_{\ell m'}(s) \right\rangle \gamma_{\ell m}(\mathbf{e}_a) \gamma_{\ell m'}(\mathbf{e}_b'). \]

We require the RHS above to be invariant under rotations of the sphere, which implies that \( \left\langle \omega_{\ell m}(s)^* \omega_{\ell m'}(s) \right\rangle \) is proportional to \( \delta_{\ell \ell'} \delta_{mm'} \). Using the addition theorem for spherical harmonics,

\[ \sum_{m=-\ell}^{\ell} \gamma_{\ell m}(\mathbf{e}_a) \gamma_{\ell m'}(\mathbf{e}_b') = \frac{2\ell + 1}{4\pi} P_{\ell}(\mathbf{e}_a \cdot \mathbf{e}_b'), \]

we therefore see that

\[ \left\langle \omega_{\ell m}(s)^* \omega_{\ell m'}(s) \right\rangle = C_{\ell} \delta_{\ell \ell'} \delta_{mm'}, \]

and thus

\[ C_{\ell} = \frac{1}{2\ell + 1} \sum_{m=-\ell}^{\ell} \left\langle \omega_{\ell m}(s)^* \omega_{\ell m}(s) \right\rangle \]

which directly relates the \( C_{\ell}'s \) to the \( \omega_{\ell m}(s)'s \).\(^3\) Note that the angle brackets here indicate an ensemble average over random realizations of the \( \Omega_{gw} \) field.

This expression shows that the \( \omega_{\ell m}(s)'s \) contain more information about each random realization of the SGWB than the \( C_{\ell}'s \) do. There is an averaging process (the angle brackets) that takes us from the \( \omega_{\ell m}(s)'s \) to the \( C_{\ell}'s \) (or, equivalently, from \( \Omega_{gw} \) to \( C_{gw} \)), so there must be many possible configurations of the field \( \Omega_{gw} \) that all correspond to the same \( C_{\ell}'s \) but give different \( \omega_{\ell m}(s)'s \). This means that we cannot invert the above equation and reconstruct \( \Omega_{gw} \) in terms of the \( C_{\ell}'s \) alone.

With a view towards future observational work, we can relate the \( \omega_{\ell m}(s) \) and \( C_{\ell} \) components to the GW strain \( h_{ij} \) measured by the observer. This is given by

\[ h_{ij}(t_o) = \sum_{A=+,-} d^2 \sigma_o \int_{-\infty}^{\infty} dt_0 \tilde{h}_A e_{ij} A^{2\pi i o(t_0),} \]

where \( e_{ij}^+, e_{ij}^- \) are polarization tensors and \( \tilde{h}_+, \tilde{h}_x \) are the Fourier components of the background.\(^23\) The signal is often characterized by the quadratic expectation value of these Fourier components. For a SGWB that is unpolarized, Gaussian, and stationary (but still anisotropic), these expectation values can be written as\(^15\)

\[ \left\langle \tilde{h}_A(\nu_o, \mathbf{e}_a) \tilde{h}_A(\nu'_o, \mathbf{e}_b') \right\rangle = \frac{1}{4} \mathcal{P}(\nu_o, \mathbf{e}_a) \delta(\nu_o - \nu'_o) \delta_{AA'} \delta^{(2)}(\mathbf{e}_a - \mathbf{e}_b'), \]

where \( \mathcal{P} \) is the power spectrum. This can be written in terms of the density parameter as

\[ \mathcal{P}(\nu_o, \mathbf{e}_a) = \frac{3H_o^2}{2\pi^2 \nu_o^2} \Omega_{gw}(\nu_o, \mathbf{e}_a). \]

The corresponding isotropic quantity is the power spectral density (PSD),

\[ S_h(\nu_o) \equiv \int_{S^2} d^2 \sigma_o \mathcal{P}(\nu_o, \mathbf{e}_a) = \frac{6H_o^2}{\pi^2 \nu_o^2} \Omega_{gw}. \]

(Note that this differs from the usual expression by a factor of \( 4\pi \), due to our definition of the monopole \( \Omega_{gw} \).)

The power spectrum can itself be decomposed in spherical harmonics,

\[ \mathcal{P}(\nu_o, \mathbf{e}_a) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \mathcal{P}_{\ell m}(\nu_o) \gamma_{\ell m}(\mathbf{e}_a), \]

\[ \mathcal{P}_{\ell m}(\nu_o) \equiv \int_{S^2} d^2 \sigma_o \mathcal{P}(\nu_o, \mathbf{e}_a) \gamma_{\ell m}(\mathbf{e}_a). \]

Observational efforts to detect an anisotropic background are commonly phrased in terms of these \( \mathcal{P}_{\ell m} \) components\(^14\), so it is valuable to relate these to the \( C_{\ell}'s \) computed in this work. We relate them first to the \( \omega_{\ell m}(s)'s \) using Eqs. (44) and (50) to give

\[ \mathcal{P}_{\ell m} = \frac{3H_o^2}{2\pi^2 \nu_o^2} \Omega_{\ell m} \]

\[ = S_h 4\pi \left[ \sqrt{4\pi} \delta_{\ell 0} \delta_{m 0} + \sqrt{\frac{\pi}{3}} D \delta_{\ell 1} \delta_{m 0} + \omega_{\ell m} \right]. \]

We then use the above to relate the \( \mathcal{P}_{\ell m} \)’s to the \( C_{\ell}'s \),

\[ C_{\ell} = \frac{1}{2\ell + 1} \sum_{m=-\ell}^{\ell} \left\langle \omega_{\ell m}(s)^* \omega_{\ell m}(s) \right\rangle \]

\[ = \frac{16\pi^2}{2\ell + 1} \left[ \sum_{m=-\ell}^{\ell} \left( \frac{\mathcal{P}_{\ell m} \mathcal{P}_{\ell m}}{S_h^2} \right) \right] + \left[ 4\pi - 16\pi^3/2 \frac{\langle \mathcal{P}_{\ell 10}(0) \rangle}{S_h} \right] \delta_{\ell 0} \]

\[ + \left[ \frac{4\pi}{9} D^2 - 16\pi^3/2 \frac{\langle \mathcal{P}_{\ell 10} \rangle}{S_h} \right] \delta_{\ell 1}. \]

This slightly cumbersome expression is due to the fact that we are expressing the \( C_{\ell}'s \) for the 2PCF of the density contrast \( \delta_{\ell m}(s) \) in terms of the power spectrum of the density itself, \( \Omega_{gw} \). Normalizing the density with respect to its
average isotropic value causes the \( \mathcal{P}_{\ell m} \)'s to be normalized relative to the PSD \( S_h \), while removing the monopole and kinematic dipole gives rise to extra terms for the \( \ell = 0 \) and \( \ell = 1 \) modes, respectively.

We cannot perform the ensemble average over the \( \mathcal{P}_{\ell m} \)'s implied by the angle brackets here, as we only have one realization of the SGWB. However, the above expression gives an obvious choice of an estimator for each \( C_\ell \), where we use the measured value of each \( \mathcal{P}_{\ell m} \) for our particular realization of the SGWB in lieu of an ensemble average:

\[
\hat{C}_\ell = \frac{16\pi^2}{(2\ell + 1)S_h^2} \left( \begin{array}{c} \mathcal{P}_{00} - \frac{S_h}{\sqrt{4\pi}} \\ \mathcal{P}_{10} - \frac{S_h}{\sqrt{12\pi}} \\ \sum_{m=-\ell}^{+\ell} \mathcal{P}_{\ell m} \mathcal{P}_{\ell m}^* \end{array} \right)^2, \\
\quad \ell = 0, \\
\quad \ell = 1, \\
\quad \ell > 1.
\] (55)

We see that this is unbiased (i.e. the mean of the estimator is equal to the estimated quantity, \( \langle \hat{C}_\ell \rangle = C_\ell \)). By analogy with the CMB, we call the variance of this estimator the cosmic variance. This is the error associated with the fact that we only have one random realization of the SGWB.

For a Gaussian background, the \( \omega_{\ell m}^{(s)} \)'s are all zero-mean Gaussian fields, so Wick's theorem gives

\[
\begin{align*}
\left\langle \omega_{\ell m}^{(s)}(s) \omega_{\ell m'}^{(s)}(s)^* \right\rangle &= \left\langle \omega_{\ell m}^{(s)}(s)^* \omega_{\ell m'}^{(s)}(s) \right\rangle \\
&+ \left\langle \omega_{\ell m}^{(s)}(s) \omega_{\ell m'}^{(s)}(s)^* \right\rangle \\
&+ \left\langle \omega_{\ell m}^{(s)}(s)^* \omega_{\ell m'}^{(s)}(s) \right\rangle \\
&= \delta_{\ell m} \delta_{\ell m'} \omega_{\ell m}^{(s)^2}.
\end{align*}
\] (56)

The cosmic variance is then easy to evaluate

\[
\text{var}(\hat{C}_\ell) = \langle \hat{C}_\ell \hat{C}_\ell \rangle - \langle \hat{C}_\ell \rangle^2
\]

\[
= \frac{1}{(2\ell + 1)^2} \sum_{m=-\ell}^{+\ell} \left( \sum_{m'=-\ell}^{+\ell} \left\langle \omega_{\ell m}^{(s)}(s) \omega_{\ell m'}^{(s)*}(s) \right\rangle \right)^2
\]

\[
= \frac{2}{(2\ell + 1)^2} \sum_{m=-\ell}^{+\ell} \left\langle \omega_{\ell m}^{(s)^2}(s) \right\rangle \sum_{m'=-\ell}^{+\ell} \left\langle \omega_{\ell m'}^{(s)^2}(s) \right\rangle
\]

\[
= \frac{2}{2\ell + 1} C_\ell^2.
\] (56)

This is exactly the same as the equivalent result for the CMB temperature anisotropies, although the \( C_\ell \)'s themselves are of course different.

Thus, Eq. (55) tells us how best to reconstruct the \( C_\ell \) components of the SGWB from the observed values of the \( \mathcal{P}_{\ell m} \), with the cosmic variance given by Eq. (56). Note that this is only valid for a Gaussian background, so it is important that the condition in Eq. (20) is satisfied. As before, the \( C_\ell \) components discussed in this section do not include the kinematic dipole, but this can be included using the results in the Appendix.

F. A note on previous works

We draw the reader’s attention to two recent articles that are of relevance. The first, Ref. [11], introduces much of the relevant formalism, and offers a thorough derivation of Eqs. (30) and (31), which served as our starting point. We emphasize that the additional formalism introduced in Sec. II A goes beyond what was done in Ref. [10]. The second, Ref. [24], expresses the results of Ref. [10] in terms of the power spectrum of a quantity \( d^2 Q_A \), which is related to the emitted strain. However, this quantity is defined as a combination of several distinct physical variables, and is an inconvenient choice of description for the anisotropies. The 2PCF that we have used above is an alternative (and, we believe, clearer and more practical) means of characterizing the anisotropies, which lends itself better to concrete calculations and comparisons with observations.

III. COSMIC STRINGS

Cosmic strings are one-dimensional topological defects formed in the early Universe as a result of a phase transition, followed by a spontaneous symmetry breaking characterized by a vacuum manifold with non-contractible closed curves [25]. These linear defects are expected to be generically produced in the context of grand unified theories [26]. Subhorizon cosmic strings (so-called “loops”) oscillate periodically in time, emitting GWs as they do so; superhorizon strings (so-called “infinite strings”) also emit GWs, since they are not straight and have small-scale structures as the result of string intercommutations [8].

In what follows, we use the formalism presented in the previous sections to calculate the expected SGWB due to GW bursts from a network of cosmic string loops. The waveforms of these bursts are given by expansions in \( 1/r_s \),
so that in the transverse traceless gauge they read \[18\]

\[
h_{ij}(t_s, \mathbf{x}_s) = \frac{\kappa_{ij}(t_s - r_s, \mathbf{\hat{e}}_s)}{r_s} + \mathcal{O}\left(\frac{1}{r^3_s}\right),
\]

(57)

with \(r_s \equiv |\mathbf{x}_s|\) and \(\mathbf{\hat{e}}_s \equiv \mathbf{x}_s/r_s\). In the local wave zone, one can consider \(r_s\) much greater than the size of the source, and thus neglect subleading terms in this expansion. Therefore,

\[
\bar{h}(\nu_s) \approx \frac{\kappa(\nu_s, \mathbf{\hat{e}}_s)}{\nu_s r_s},
\]

where we follow Ref. \[18\] in defining \(\kappa(\nu_s, \mathbf{\hat{e}}_s)\) not as the Fourier transform of \(\kappa(t_s, \mathbf{\hat{e}}_s)\), but as

\[
\kappa(\nu_s, \mathbf{\hat{e}}_s) \equiv \nu_s \kappa(\nu_s, \mathbf{\hat{e}}_s) = \nu_s \int_{-\infty}^{\infty} dt s \ e^{2\pi i s t_s} \kappa(t_s, \mathbf{\hat{e}}_s),
\]

(58)

giving it the same units as \(\kappa(t_s, \mathbf{\hat{e}}_s)\).

The main simplification in the string loop case is that instead of having a multitude of parameters \(\zeta\) describing the sources, there is just one: the fundamental loop length \(l\). All we need to know is \(n(\nu_s, \mathbf{\hat{e}}_s, l)\), the loop number density distribution with respect to \(l\). In an expanding Universe, superhorizon sized loops reach a scaling solution with respect to cosmic time \(t\) in which the relative length \(l/t\) is constant. It is therefore convenient to define the dimensionless quantities \[13\]

\[
\gamma \equiv \frac{l}{t}, \quad \mathcal{F}(t, \mathbf{\hat{e}}_o, \gamma) \equiv t^4 n(t, \mathbf{\hat{e}}_o, l), \quad \bar{\mathcal{F}}(\nu_s, \mathbf{\hat{e}}_s) \equiv \nu_s t^4 n(\nu_s, \mathbf{\hat{e}}_s),
\]

(59)

where \(\bar{\mathcal{F}}\) is the homogeneous scaling solution, which is constant in time. We can therefore simplify the distribution in \(l\) at time \(t\) to a distribution in \(\gamma\), keeping in mind to integrate over \(\delta l = t d\gamma\) and not just \(d\gamma\). Being interested in subhorizon loops, we set \(\nu_s \in [0, \nu_s]\), where

\[
\gamma_s(t) \equiv \frac{a}{t} \int_0^t \frac{dt'}{a(t')}.
\]

(60)

is the relative physical horizon size. Note that

\[
\delta \mathcal{F}(t, \mathbf{\hat{e}}_o, \gamma) \equiv \frac{\mathcal{F} - \bar{\mathcal{F}}}{\bar{\mathcal{F}}} = \frac{n - \bar{n}}{\bar{n}} = \delta_n.
\]

(61)

We will consider several different types of GW burst events, which we label with a subscript \(i\). For each loop, we write the rate of bursts of type \(i\) as

\[
R_i = \frac{N_i}{T} = \frac{2N_i}{l},
\]

(62)

where \(T = l/2\) is the loop oscillation period (with corresponding fundamental frequency \(2/l\)) and \(N_i\) is the number of bursts of type \(i\) per oscillation. Such an oscillating loop emitting GWs decays in a lifetime \(l/\gamma_d\), with \(\gamma_d\) the gravitational decay scale.

Using the above, and integrating over \(dt = a d\eta\) rather than \(d\eta\), Eq. \[26\] in the case of cosmic strings becomes

\[
\Omega_{gw} = \frac{2\pi z}{3H_0^2} \int_0^{t_s} \frac{dt}{t^3} a^3 \int_{\gamma_s}^{\infty} \frac{d\gamma}{\gamma} \bar{\mathcal{F}}(1 + \delta \mathcal{F} + 3\mathbf{\hat{e}}_o \cdot \mathbf{v}_o) \times \left( \sum_i N_i \int_{S^2} d^2 \sigma_s \kappa_i^2 \right),
\]

(63)

where \(t_s\) is defined by

\[
A(\nu_s, t_s) = \frac{8\pi}{k_0} \int_0^{t_s} \frac{dt}{t^3} a^2 r^2 \int_{\gamma_s}^{\infty} \frac{d\gamma}{\gamma} \bar{\mathcal{F}} \sum_i N_i \mathbf{\hat{f}}_{oi,i} = 1,
\]

(64)

and the comoving distance is

\[
r(t) = \int_t^{t_s} \frac{dt'}{a(t')}.
\]

(65)

### A. Cusps, kinks, and kink-kink collisions

Usually, two types of bursts are identified: those associated with points on the string briefly reaching the speed of light (called “cusps”), and those associated with discontinuities in the string (called “kinks”). Both emit gravitational radiation in a highly concentrated beam. Cusps are transient and produce a beam along a single direction, \(\mathbf{\hat{e}}_c\), while kinks propagate around the loop, beaming over a fanlike range of directions. The cusp and kink waveforms are well approximated by \[18\]

\[
\kappa_c(\nu_s, \mathbf{\hat{e}}_s) \approx \frac{8}{\pi^2 (\frac{1}{4})} \left(\frac{2}{3}\right)^{2/3} \frac{G\mu l^{2/3}}{\nu_s^{1/3}} \Theta(\nu_s - \frac{2}{l}) \times \Theta(\theta_b - \cos^{-1}(\mathbf{\hat{e}}_s \cdot \mathbf{\hat{e}}_c)),
\]

\[
\kappa_k(\nu_s, \mathbf{\hat{e}}_s) \approx \frac{2\sqrt{3}}{\pi^2 (\frac{1}{3})} \left(\frac{2}{3}\right)^{1/3} \frac{G\mu l^{1/3}}{\nu_s^{2/3}} \Theta(\nu_s - \frac{2}{l}) \times \Theta(\theta_b - \cos^{-1}(\mathbf{\hat{e}}_s \cdot \mathbf{\hat{e}}_k)),
\]

(66)

where \(\Gamma(z)\) is the Euler gamma function, \(\Theta(x)\) is the Heaviside step function, \(\mathbf{\hat{e}}_c\) is the beaming direction of the cusp, and \(\mathbf{\hat{e}}_k\) is the direction closest to \(\mathbf{\hat{e}}_s\) within the “fan”. Note that the gravitational interaction of the strings is characterized by the dimensionless parameter \(G\mu\), where \(G\) is Newton’s constant and \(\mu\) the string tension. The first step function reflects the fact that the GW frequency cannot be lower than the fundamental frequency of the loop, \(2/l\). The second step function ensures that the GW amplitude is zero outside the beam, with the beam opening angle given by

\[
\theta_b \approx \left(\frac{4}{\sqrt{3}\nu_s l}\right)^{1/3}.
\]

(67)

These different dependencies on \(\mathbf{\hat{e}}_s\) affect the integration over \(d^2 \sigma_s\). For the cusp case, we choose spherical polar
coördinates \((\theta, \phi)\) such that \(\cos^{-1}(\vec{e}_s \cdot \vec{e}_c) = \theta_s\). Expanding in powers of \(\theta_b\), we find

\[
\int_{S^2} d^2\sigma \Theta(\theta_b - \theta) = 2\pi \int_0^{\theta_b} d\theta_s \sin \theta_s = \pi \theta_b^2 + O(\theta_b^3).
\]

For the kink case, we approximate the fan as a great circle on the unit sphere. This lets us choose coördinates such that \(\cos^{-1}(\vec{e}_s \cdot \vec{e}_k) = |\theta_b - \pi/2|\), which gives

\[
\int_{S^2} d^2\sigma \Theta(\theta_b - \theta_s - \pi/2) = 2\pi \int_{\pi - \theta_b}^{\pi + \theta_b} d\theta_s \sin \theta_s = 4\pi \theta_b + O(\theta_b^3).
\]

In both cases the observable signal is dominated by high frequencies \(\nu_s \gg 1/l\). This gives \(\theta_b^3 \ll 1\), so we neglect subleading terms in the above expressions.

In addition to cusps and kinks, collisions between propagating kinks might also be an important source of GW bursts \cite{27, 28}. The radiation from these collisions is isotropic rather than beamed, and has a waveform

\[
\kappa_{kk}(\nu_s) \approx \frac{G\mu}{\pi^2 \nu_s} \Theta(\nu_s - \frac{2}{7}).
\]

Kinks are created in pairs propagating in opposite directions along the loop, so the number of kink collisions per loop oscillation is

\[
N_{kk} = \frac{N^2}{4}.
\]

We therefore have

\[
\int_{S^2} d^2\sigma \kappa_{kk}^2 \approx A^2 (\nu_s)^{2/3} \frac{(G\mu)^2}{\pi^2 \nu_s^2} \Theta(\nu_s - \frac{2}{7}),
\]

\[
\int_{S^2} d^2\sigma \kappa_{kk}^2 \approx 4A (\nu_s)^{1/3} \frac{(G\mu)^2}{\pi^2 \nu_s^2} \Theta(\nu_s - \frac{2}{7}),
\]

\[
\int_{S^2} d^2\sigma \kappa_{kk}^2 \approx 4A \frac{(G\mu)^2}{\pi^2 \nu_s^2} \Theta(\nu_s - \frac{2}{7}),
\]

with \(A\) a numerical constant, defined as

\[
A \equiv \frac{2^{13/3} \pi^2}{3^{5/6} \Gamma^2(\frac{4}{3})} \approx 11.0978
\]

Using the above we can deduce the observable fraction of bursts of each type, \(f_{o,i}\). Let us write

\[
f_{o,i} = f_{b,i} \Theta(\nu_s - \frac{2}{7}),
\]

where \(f_{b,i}\) is the fraction of bursts that are beamed along the observer’s past lightcone,

\[
f_{b,c} \approx \frac{\theta_b^3}{4} \approx \left(2\sqrt{3} \nu_s l\right)^{-2/3},
\]

\[
f_{b,k} \approx \theta_b \approx \left(\sqrt{3} \nu_s l\right)^{-1/3},
\]

\[
f_{b,kk} = 1.
\]

### B. SGWB decomposition

Summing the contributions from cusps, kinks, and kink-kink collisions and using Eq. \cite{28} to convert between \(\nu_s\) and \(\nu_o\), we obtain

\[
\Omega_{gw} = 2 (G\mu)^2 \frac{3\pi^2 H_0^2}{\nu_o} \int_0^t \frac{dt}{t^4} a^5 \int_0^{\gamma} \frac{d\gamma}{\gamma} \bar{F}(1 + \delta_x + 5 \vec{e}_o \cdot \vec{v}_o)
\]

\[
x \Theta \left(\gamma - \frac{2a}{\nu_{ot}}\right)(1 + \hat{e}_x x)^5
\]

\[
\times \left[ N_k^2 + 4AN_k \left(\frac{\nu_o \gamma t}{a}\right)^{1/3} + A^2 N_o \left(\frac{\nu_o \gamma t}{a}\right)^{2/3}\right].
\]

With reference to Sec. \cite{41} we write this as

\[
\Omega_{gw} = 2 (G\mu)^2 \frac{3\pi^2 H_0^2}{\nu_o} \int_0^t \frac{dt}{t^4} a^5 \int_0^{\gamma} \frac{d\gamma}{\gamma} \bar{F}(1 + \delta_x + 5 \vec{e}_o \cdot \vec{v}_o)
\]

\[
x \Theta \left(\gamma - \frac{2a}{\nu_{ot}}\right)(1 + \hat{e}_x x)^5
\]

\[
\times \left[ N_k^2 + 4AN_k \left(\frac{\nu_o \gamma t}{a}\right)^{1/3} + A^2 N_o \left(\frac{\nu_o \gamma t}{a}\right)^{2/3}\right],
\]

where \(x \equiv 1 + \vec{e}_o \cdot \vec{v}_o\) as before. We therefore see that the averaged isotropic background value (monopole) is

\[
\bar{\Omega}_{gw} = \Omega_{gw}|_{x=1, \delta_x=0}
\]

\[
= 2 (G\mu)^2 \frac{3\pi^2 H_0^2}{\nu_o} \int_0^t \frac{dt}{t^4} a^5 \int_0^{\gamma} \frac{d\gamma}{\gamma} \bar{F} \Theta \left(\gamma - \frac{2a}{\nu_{ot}}\right)
\]

\[
\times \left[ N_k^2 + 4AN_k \left(\frac{\nu_o \gamma t}{a}\right)^{1/3} + A^2 N_o \left(\frac{\nu_o \gamma t}{a}\right)^{2/3}\right],
\]

with the source anisotropies given by

\[
\delta_{gw}^{(s)} \equiv \delta_{gw}|_{x=1} = \frac{\Omega_{gw}|_{x=1} - \bar{\Omega}_{gw}}{\Omega_{gw}}
\]

\[
= \frac{\Omega_{gw}}{3\pi^2 H_0^2} \int_0^t \frac{dt}{t^4} a^5 \int_0^{\gamma} \frac{d\gamma}{\gamma} \bar{F} \delta_x \Theta \left(\gamma - \frac{2a}{\nu_{ot}}\right)
\]

\[
\times \left[ N_k^2 + 4AN_k \left(\frac{\nu_o \gamma t}{a}\right)^{1/3} + A^2 N_o \left(\frac{\nu_o \gamma t}{a}\right)^{2/3}\right].
\]

The dipole factor is straightforward to evaluate from Eqs. \cite{33} and \cite{75}, noting that \(\frac{\partial}{\partial x} \Theta \left(\gamma - \frac{2a}{\nu_{ot}}\right) = \frac{\partial}{\partial \gamma} \Theta \left(\gamma - \frac{2a}{\nu_{ot}}\right) \frac{\partial \gamma}{\partial x}\).
We therefore have
\[
D = v_0 \frac{\partial \Omega_{gw}}{\partial x} \bigg|_{x=1, \mathcal{A}_{\mathcal{F}} = 0} = v_0 \frac{1}{15} \frac{2(G \mu)^2}{9 \pi^2 H_0^2} \int_0^t \frac{dt}{t^4} (\int_0^{t^*} \frac{d\gamma}{\gamma} \bar{F} (\gamma)) \Theta (\gamma - \frac{2}{\nu_0 t})
\]
\times \left[
15 N_k^2 + 56 A N_k \left(\frac{\nu_0 t^*}{a}\right)^{1/3} + 13 N_k^2 \left(\frac{\nu_0 t^*}{a}\right)^{2/3}
\right]
\times - 3 \left(N_k^2 + 2^{7/3} A N_k + 2^{2/3} A^2 N_c \right) \bar{F} \left(\frac{2a}{\nu_0 t^*}\right).
\]

(78)

C. Matter and radiation eras

In order to evaluate the integrals in the expressions above, we consider the contributions from the matter era (ME) and radiation era (RE) separately. We define the dimensionless parameters
\[
\tau \equiv \frac{t}{t_0}, \quad \omega \equiv \frac{t_0}{\nu_0},
\]
so that \(\tau \in [0, 1]\) and \(\omega \gg 1\) (since any GW frequency we can observe is much larger than the Hubble frequency). The scale factor can be approximated by
\[
a(\tau) = \begin{cases} 
\frac{t}{t_0}, & 0 \leq \tau < a_{eq}^{3/2} \quad \text{(RE)} \\
\frac{a_{eq} \tau^{1/3}}{t_0}, & a_{eq}^{3/2} \leq \tau \leq 1 \quad \text{(ME)}
\end{cases}
\]

(80)

where \(a_{eq}\) is the scale factor at matter-radiation equality. This gives
\[
\gamma_* (\tau) = \begin{cases} 
2, & 0 \leq \tau < a_{eq}^{3/2} \quad \text{(RE)} \\
3 - a_{eq}^{1/2} \tau^{-1/3}, & a_{eq}^{3/2} \leq \tau \leq 1 \quad \text{(ME)}
\end{cases}
\]

(81)

\[
r(\tau) = \begin{cases} 
3 a_{eq} \left(1 - \frac{a_{eq}^{3/2} + 2 \tau^{1/2}}{3 a_{eq}^{1/2}}\right), & 0 \leq \tau < a_{eq}^{3/2} \quad \text{(RE)} \\
3 a_{eq} \left(1 - \tau^{-1/3}\right), & a_{eq}^{3/2} \leq \tau \leq 1 \quad \text{(ME)}
\end{cases}
\]

(82)

Although the background distribution \(\bar{F}\) is constant in time during each era, it usually differs between eras, so we let
\[
\bar{F} (\gamma) = \begin{cases} 
\bar{F}_* (\gamma), & 0 \leq \tau < a_{eq}^{3/2} \quad \text{(RE)} \\
\bar{F}_m (\gamma), & a_{eq}^{3/2} \leq \tau \leq 1 \quad \text{(ME)}
\end{cases}
\]

(83)

We can manipulate the step function by altering the lower limits of the integrals, e.g., \(\int_0^{t^*} d\gamma \Theta (\gamma - \frac{2}{\nu_0 t}) = \Theta (\gamma_* - \frac{2}{\nu_0 t} - \frac{2}{\nu_0 t}) \int_{t_*^*/\nu_0} d\gamma\). Recalling that \(\omega \gg 1\), we see that the step function \(\Theta (\gamma_* - \frac{2}{\nu_0 t})\) is only zero when \(\tau \ll 1\), i.e. at the beginning of the radiation era. Working this through, we find that the monopole and kinematic dipole are given by
\[
\Omega_{gw} = \frac{(G \mu)^2}{\omega} \left( \frac{N_k^2 I_0^1}{2} + 4 A N_k I_0^{1/3} \omega^{1/3} + A^2 N_c I_0^{2/3} \omega^{2/3}\right),
\]

(84)

\[
D = v_0 \frac{1}{15} \frac{2(G \mu)^2}{9 \pi^2 H_0^2} \left[ 5 N_k^2 I_0^1 + \frac{56}{3} A N_k I_0^{1/3} \omega^{1/3} + \frac{13}{3} A^2 N_c I_0^{2/3} \omega^{2/3} - (N_k^2 + 2^{7/3} A N_c) I_D \right],
\]

(85)

respectively, where we define the integrals
\[
r^{(q)}_I (\omega) = \frac{2 a_{eq}^{5/4}}{3(\pi H_0 t_0)^2} \int_{a_{eq}^{1/2}}^{a_{eq}^{3/2}} \frac{d\tau}{\omega^{7/2}} \int_{a_{eq}^{1/2}}^{a_{eq}^{3/2}} \frac{d\gamma}{\gamma^{1-q}} \bar{F}_m (\tau - \frac{a_{eq}^{3/2}}{\omega})
\]

(86)

\[
I_D = \frac{2 a_{eq}^{5/4}}{3(\pi H_0 t_0)^2} \int_{a_{eq}^{1/2}}^{a_{eq}^{3/2}} \frac{d\tau}{\omega^{7/2}} \int_{a_{eq}^{1/2}}^{a_{eq}^{3/2}} \frac{d\gamma}{\gamma^{1-q}} \bar{F}_m (\frac{2}{\omega^{1/3}})
\]

(87)

with the upper limit for the radiation era being given by
\[
\tau_* \equiv \min \left( a_{eq}^{3/2}, \tau_* \right).
\]

(88)

In order to calculate \(\tau_\star\), we solve the integral equation \(A(\tau_\star, \omega) = 1\) for each frequency \(\omega\). The duty cycle is now given by
\[
A(\tau, \omega) = N_k^2 I_A (\omega) + 4 A N_k I_A (\omega/3) + A^2 N_c I_A (\omega/3),
\]

(89)

where we define another family of integrals,
\[
r^{(q)}_A (\omega) = 2^{1+2q/3} \frac{4^{1+2q}}{3 a_{eq}^{1/2}} \int_{a_{eq}^{1/2}}^{a_{eq}^{3/2}} \frac{d\tau'}{\tau'^{2/\tau^{1/2}}} \int_{a_{eq}^{1/2}}^{a_{eq}^{3/2}} \frac{d\gamma}{\gamma^{1+q}} \bar{F}_m (\frac{a_{eq}^{3/2} - \tau}{\gamma})
\]

\times \left(1 - \frac{a_{eq}^{3/2} + 2 \tau^{1/2}}{3 a_{eq}^{1/2}}\right)^2 \int_{a_{eq}^{1/2}}^{a_{eq}^{3/2}} \frac{d\gamma}{\gamma^{1+q}} \bar{F}_m (\frac{a_{eq}^{3/2} - \tau}{\gamma})
\]

\times \left(1 - \frac{a_{eq}^{3/2} + 2 \tau^{1/2}}{3 a_{eq}^{1/2}}\right)^2 \int_{a_{eq}^{1/2}}^{a_{eq}^{3/2}} \frac{d\gamma}{\gamma^{1+q}} \bar{F}_m (\frac{a_{eq}^{3/2} - \tau}{\gamma})
\]

(90)

If \(A(\tau, \omega) < 1\) for all \(\tau\), then we define \(\tau_\star (\omega) = 0\).
In principle, all we now need to calculate \( \tilde{\Omega}_{gw} \) and \( D \) is the homogeneous loop distribution function \( \tilde{F}(\gamma) \). For \( \delta_{gw}^{(s)} \) however, we need to know the density contrast \( \delta_F \); this is addressed in the following section.

D. Two-point correlation function

We are not able to map out \( \delta_F \) by observing string loops directly, so instead we treat it statistically. Following Ref. [29], we consider anisotropies in the SGWB produced by random fluctuations in the number of GW sources, leading to correlations between different directions in the sky, expressed in terms of the two-point correlation function (2PCF)

\[
C_{gw}(\theta_o, \nu_o) \equiv \left\langle \delta_{gw}^{(s)}(\nu_o, \theta_o)\delta_{gw}^{(s)}(\nu_o, \theta'_o) \right\rangle,
\]

where as before \( \theta_o \equiv \cos^{-1}(\hat{e}_o \cdot \hat{e'}_o) \), and the angle brackets denote an averaging over all pairs of directions \( \hat{e}_o, \hat{e'}_o \) whose angle of separation is \( \theta_o \).

We can write the SGWB monopole as

\[
\tilde{\Omega}_{gw}(\nu_o) = \int_0^{t_\nu} \frac{d^3V(t)}{d^2s_o} \int_l, dl \, \tilde{n}w, \tag{92}
\]

where \( d^3V = d^2\sigma_o \, dt \, a^2 \gamma^2 \). Here \( w(\nu_o, t, l) \) is the average energy contribution per loop and \( \tilde{n}(t, l) \) is the isotropic loop number density, defined such that \( dt \, dl \, \tilde{n}a^2 \gamma^2 \) is the average number of sources per unit solid angle at times between \( t \) and \( t + dt \) on the observer’s past light cone, with length between \( l \) and \( l + dl \)—this ensures that the function \( \tilde{n} \) is the same as that used previously.

Now we let the number of loops have random Poisson-like fluctuations (as one would expect for any large number of discrete objects), and assume that these fluctuations are only correlated over small angular scales, and only at equal times \( t \) for loops with equal sizes \( l \). Then, using the results found in Ref. [29], we find that the 2PCF of \( \delta_{gw}^{(s)} \) is given by

\[
C_{gw} \approx \tilde{\Omega}_{gw}^2 \int_0^{t_\nu} dt \, a^2 \gamma^2 \int_l, dl \, \tilde{n}w^2 C, \tag{93}
\]

where the function \( C(\theta_o, t, l) \) encodes the angular correlation of loops with length \( l \) at time \( t \). Rewriting Eq. (76) in terms of \( l \) and \( t \), it reads

\[
\tilde{\Omega}_{gw} = \frac{2(G\mu)^2}{3\pi^2 H_o^2 \nu_o} \int_0^{t_\nu} dt \, a^5 \int_l^\gamma d\gamma \tilde{n}w(\nu_o, -2a) \times \left[ N_k^2 + 4AN_k \left( \frac{\nu_o l}{a} \right)^{1/3} + A^2 N_c \left( \frac{\nu_o l}{a} \right)^{2/3} \right], \tag{94}
\]

so by comparison, we deduce that

\[
w = \frac{2(G\mu)^2}{3\pi^2 H_o^2 \nu_o} \frac{a^3}{r^4} \tilde{n}w(\nu_o l - 2a) \left[ N_k^2 + 4AN_k \left( \frac{\nu_o l}{a} \right)^{1/3} + A^2 N_c \left( \frac{\nu_o l}{a} \right)^{2/3} \right].
\tag{95}
\]

Using Eq. (93), the 2PCF is therefore given by

\[
C_{gw} = \Omega_{gw}^2 \frac{4(G\mu)^4}{9\pi^4 H_o^4 \nu_o^4} \int_0^{t_\nu} dt \, a^8 \int_l^\gamma d\gamma \frac{d\gamma}{\gamma^2} \bar{F}(\gamma - \frac{2a}{\nu_o l}) \times \left[ N_k^4 + 8AN_k^3 \left( \frac{\nu_o l \gamma}{a} \right)^{1/2} + 2A^2 N_k^2 (N_c + 8) \left( \frac{\nu_o l \gamma}{a} \right)^{3/2} + 8A^3 N_k N_c \left( \frac{\nu_o l \gamma}{a} \right)^{5/2} + A^4 N_c^2 \left( \frac{\nu_o l \gamma}{a} \right)^{4/2} \right].
\tag{96}
\]

All that remains is to determine \( C \). Suppose that there is a characteristic length scale over which loops are correlated. We expect this correlation length to scale with the loop size \( l \), so we take it to be \( kl \), where \( k \) is an “ignorance factor” of order unity. This translates into a sky angle

\[
\theta_c(t, \gamma) = 2 \tan^{-1} \left( \frac{k\gamma t}{ar} \right),
\tag{97}
\]

which is the maximum angular size of any correlated features. On smaller scales than \( \theta_c \), the 2PCF measures the relative local size of the number density contrast (which is set by the size of the Poisson fluctuations). On larger scales than \( \theta_c \), the 2PCF measures the global size of the density contrast, which is zero by definition. We therefore write

\[
C(\theta_o, t, \gamma) = \theta(\theta_c - \theta_o) = \theta \left( \frac{k\gamma t}{ar} - \tan \frac{\theta_o}{2} \right),
\tag{98}
\]

which implies

\[
C_{gw} = \Omega_{gw}^2 \frac{4(G\mu)^4}{9\pi^4 H_o^4 \nu_o^4} \int_0^{t_\nu} dt \, a^8 \int_l^\gamma d\gamma \frac{d\gamma}{\gamma^2} \bar{F}(\gamma - \frac{2a}{\nu_o l}) \times \theta \left( \frac{ar}{k} \tan \frac{\theta_o}{2} \right) \left[ N_k^4 + 8AN_k^3 \left( \frac{\nu_o l \gamma}{a} \right)^{1/2} + 2A^2 N_k^2 (N_c + 8) \left( \frac{\nu_o l \gamma}{a} \right)^{3/2} + A^4 N_c^2 \left( \frac{\nu_o l \gamma}{a} \right)^{4/2} \right],
\tag{99}
\]

Equation (99) is the second main result of our study. For any model of cosmic strings for which the loop distribution is known, one can use Eq. (93) to calculate the correlation function of the resulting SGWB, and therefore fully describe its anisotropies.
Evaluating Eq. (99) analytically for all $\nu_o$ and $\theta_o$ is made considerably more difficult by the two competing step functions. However, we are only interested in loops whose proper distance from us is greater than $r_{\text{min}} \equiv r(t_*)$. We can limit ourselves to the region of the $\nu_o$-$\theta_o$ parameter space in which $\Theta(\gamma - \frac{\nu_o}{\nu o} \tan \frac{\theta}{\nu o})$ is always stricter than the step function $\Theta(\gamma - \frac{2 a_{\text{eq}}}{\nu o}r)$, leading to the constraint

$$\theta_o \geq \theta_{\text{min}} \equiv 2 \tan^{-1} \left( \frac{2k}{\nu o r_{\text{min}}} \right).$$

We expect $r_{\text{min}}$ to be no smaller than a few orders of magnitude less than the Hubble length, and $\nu_o$ to be many orders of magnitude greater than the Hubble frequency, so $\nu_o r_{\text{min}} \gg 1$, and $\theta_{\text{min}} \ll 1$.

Evaluating the integrals, we find that the correlation of points separated by angles $\theta_o \geq \theta_{\text{min}}$ is

$$C_{gw} \equiv \Omega_{gw}^{-2} (G\hbar)^4 \left[ N_k^4 I_C^{(0)} + 8 A N_k^3 I_C^{(1/3)} \omega^{1/3} \right.
\left. + 2 A^2 N_k^2 (N_c + 8) I_C^{(2/3)} \omega^{2/3} \right)
\left. + 8 A^3 N_k N_c I_C^{(1)} \omega + A^4 N_c^2 I_C^{(4/3)} \omega^{4/3} \right].$$

where we define the integrals

$$I_C^{(0)}(\theta_o, \omega) \equiv \frac{4 a_{\text{eq}}^2}{9(\pi H_o t_o)^4} \int_{r_e}^{r_{*e}} \frac{d\tau}{\tau^{2/3}} \left( \frac{1 - a_{\text{eq}}^{3/4} + 2 r_{1/3}^{1/2}}{3 a_{\text{eq}}^{1/4}} \right)^{-2} \times \int_{\gamma_{r_{*e}}}^{\gamma_{r_e}} d\gamma \frac{\bar{F}_r(\theta_{r_e} - \theta_o)}{\gamma_{r_e}^{1/2 - q}}$$
\times \bar{F}_m(\theta_{m_e} - \theta_o),$$

with $\tau_{r_e} \equiv \min \left( a_{\text{eq}}^{3/2}, r_{*e} \right)$ as before, and with further limits defined by

$$\theta_{eq} \equiv 2 \tan^{-1} \left[ \frac{2 a_{\text{eq}}^2 k}{3 (1 - a_{\text{eq}}^{1/2})} \right], \quad \theta_{m} \equiv 2 \tan^{-1} \left[ \frac{k r_{*e}^{1/3} - \frac{1}{4} a_{\text{eq}}^{1/2}}{1 - r_{*e}^{1/3}} \right],$$

$$\theta_{r} \equiv 2 \tan^{-1} \left[ \frac{a_{\text{eq}}^{1/2} k}{a_{\text{eq}}^{1/4} (3 - a_{\text{eq}}^{1/2}) - 2 r_{*e}^{1/2}} \right] \Theta \left( a_{\text{eq}}^{3/2} - \tau_o \right) + \theta_{eq} \Theta \left( r_{*e} - a_{eq}^{3/2} \right),$$

$$\tau_r(\theta_o) \equiv \frac{a_{\text{eq}}^{1/2}}{4} \left( 3 - a_{\text{eq}}^{1/2} \right)^2 \left( \frac{\tan \frac{\theta_o}{2}}{k + \tan \frac{\theta_o}{2}} \right)^2, \quad \tau_m(\theta_o) \equiv \frac{1}{27} \left( \frac{a_{\text{eq}}^{1/2} k + 3 \tan \frac{\theta_o}{2}}{k + \tan \frac{\theta_o}{2}} \right)^3 \Theta(\theta_o - \theta_{eq}) + a_{\text{eq}}^{3/2} \Theta(\theta_{m} - \theta_o),$$

$$\gamma_r(\theta_o, \tau) \equiv \frac{3 a_{\text{eq}}^{1/4}}{k r_{*e}^{1/2}} \left( 1 - a_{\text{eq}}^{3/4} + 2 r_{1/2}^{1/2} \right) \Theta \left( a_{\text{eq}}^{3/2} - \tau_o \right), \quad \gamma_m(\theta_o, \tau) \equiv \frac{3}{k r_{*e}^{1/3}} \left( 1 - r_{1/3}^{1/2} \right) \Theta \left( a_{eq}^{3/2} - \tau_o \right).$$

Let us emphasize that Eq. (101) is valid only for angles $\theta_o \geq \theta_{\text{min}}$, where

$$\theta_{\text{min}} \equiv 2 \tan^{-1} \left[ \frac{2 k}{3 \omega} \left( 1 - a_{\text{eq}}^{3/4} + 2 a_{\text{eq}}^{1/4} \right)^{-1} \right] \Theta \left( a_{\text{eq}}^{3/2} - \tau_o \right) + 2 \tan^{-1} \left[ \frac{2 k}{3 \omega} \left( 1 - a_{\text{eq}}^{3/4} \right)^{-1} \right] \Theta \left( a_{eq}^{3/2} - \tau_o \right).$$

We can rewrite this in a form that simplifies the limits by replacing $\theta_o$ with $u \equiv \tan \frac{\theta_o}{2}$. This gives

$$I_C^{(0)}(\theta_o, \omega) \equiv \frac{4 a_{eq}^{2}}{9(\pi H_o t_o)^4} \int_{r_e}^{r_{*e}} \frac{d\tau}{\tau^{2/3}} \left( \frac{1 - a_{eq}^{3/4} + 2 r_{1/3}^{1/2}}{3 a_{eq}^{1/4}} \right)^{-2} \times \int_{\gamma_{r_{*e}}}^{\gamma_{r_e}} d\gamma \frac{\bar{F}_r(u_{r_e} - u)}{\gamma_{r_e}^{1/2 - q}}$$
\times \int_{\gamma_{m_e}}^{\gamma_{m_e}} d\gamma \frac{\bar{F}_m(u_{m} - u)}{\gamma_{m}^{1/2 - q}}.$$
E. Calculating the $C_\ell$ spectrum

The 2PCF is usually expanded in terms of Legendre polynomials using Eq. (35), where the coefficients $C_\ell$ can be thought of as describing the statistics of $\Omega_{gw}$ on angular scales $\pi/\ell$. The combination $\ell(\ell+1)C_\ell/2\pi$ is roughly the contribution to the anisotropic variance of $\delta_{gw}^2$ per logarithmic bin in $\ell$. Using the orthonormality
condition for the Legendre polynomials,
\[ \int_{-1}^{+1} dx P_\ell(x) P_{\ell'}(x) = \frac{2}{2\ell + 1} \delta_{\ell\ell'}, \]
we write
\[
C_\ell = 2\pi \int_{-1}^{+1} d(\cos \theta_o) P_\ell(\cos \theta_o) C_{gw}(\theta_o, \omega) \\
= 2\pi \int_0^\pi d\theta_o \sin \theta_o P_\ell(\cos \theta_o) C_{gw}(\theta_o, \omega).
\]
Inserting our expression Eq. (101) for \( C_{gw} \), we therefore find
\[
C_\ell = \tilde{\Omega}_{gw}^2 \left\{ \frac{G \mu}{\omega} \right\}^4 \left[ N_k^4 I_0^{(0)} + 8A_N^2 I_{\ell}^{(1/3)} \omega^{1/3} + 2A^2 N_k^2 (N_c + 8) I_{\ell}^{(2/3)} \omega^{2/3} + 8A^3 N_k N_c I_{\ell}^{(1)} \omega + A^4 N_k^2 I_{\ell}^{(4/3)} \omega^{4/3} \right],
\]
with another family of integrals \( I_\ell^{(q)} \), given by
\[
I_\ell^{(q)}(\omega) = 2\pi \int_0^\pi d\theta_o \sin \theta_o P_\ell(\cos \theta_o) \tilde{I}_C^{(q)}(\theta_o, \omega) \\
= 2\pi \int_{-1}^{+1} du u P_\ell \left( \frac{1 - u^2}{1 + u^2} \right) \tilde{I}_C^{(q)}(\theta_o, \omega).
\]

The expression Eq. (108) with the integrals Eq. (109) and the limits Eq. (106) allows us to calculate the \( C_\ell \) components describing the anisotropy in the SGWB, sourced by cosmic strings with any given loop distribution, accurate for
\[
\ell \lesssim \ell_{\text{max}} \equiv \pi/\theta_{\text{min}}.
\]

F. Generalized loop distribution

Following Ref. [30] we will consider three distinct analytic models of cosmic string loop distributions, with the common property that the string dynamics are obtained
through the Nambu-Goto action and that string intercommutation occurs with unit probability. As in Ref. [30], we call these models $M = 1, 2, 3$, defined as follows.

- **Model $M = 1$:** This assumes that in the scaling regime, all loops chopped off the superhorizon string network are formed with the same relative size [11], which we will denote by $\alpha$ with a subscript "r" or "m" indicating whether we refer to the radiation or the matter era, respectively.

- **Model $M = 2$:** Extrapolating from the loop production function found in numerical simulations, this analytic model [12] gives the distribution of string loops of given size at fixed time, under the assumption that the momentum dependence of the loop production function is weak.

- **Model $M = 3$:** Using a numerical simulation [31]—different from the one leading to model $M = 2$—this analytic model [13] gives the distribution of non-self intersecting loops at a given time. This model includes a new length scale, the gravitational back-reaction scale, $\gamma_c$, with $\gamma_c < \gamma_d$, leading to a different loop distribution than model 2 for the smallest loops.

We give below the general expression for the loop distribution in the radiation and matter eras, and specify the values of the parameters for each of the three models defined above. Radiation era:

\[
\tilde{\mathcal{F}}_r \approx C_r \gamma^{-p_r} \Theta(\alpha_r - \gamma) \Theta(\gamma - \gamma_d) \\
+ C_r \left(1 - \frac{3}{2p_r}\right)^{pc} \gamma_d^{-1} \gamma^{-p_r} \Theta(\gamma_d - \gamma) \Theta(\gamma - \gamma_{cr}) \\
+ C_r \left(1 - \frac{3}{2p_r}\right)^{pc} \gamma_d^{-1} \gamma_{cr}^{-p_r} \Theta(\gamma_{cr} - \gamma).
\]

(111)
Figure 4. The angular dependence of the 2PCF $C_{gw}(\theta_{\circ}, \nu_{o})$ in model 3 for a range of values of $G\mu$, at frequency $\nu_{o} = 10^{-8}$Hz, and with $N_{c} = N_{k} = 1$, and $k = 1$. The subplot shows the behaviour for small angles $\theta_{\circ} \lesssim 1^\circ$.

Matter era:

\begin{equation}
\mathcal{F}_{m} \approx (C_{m1} - C_{n} \gamma^{0.31}) \gamma^{-p_{m1}-1} \Theta(\gamma - \beta) \\
\times \Theta(\alpha_{m} - \alpha_{r} a^{1/2}_{eq} \tau^{1/3} - \gamma)
\end{equation}

\begin{align*}
&+ C_{m2} \left( a^{3/4}_{eq} \tau^{1/2} \right)^{p_{r}} \gamma^{-p_{m2}-1} \Theta(\gamma - \beta) \Theta(\gamma - \gamma_{d}) \\
&+ C_{m2} \left( 1 - \frac{1}{p_{m1}} \right)^{p_{C}} \gamma_{d}^{-1} \gamma^{-p_{m2}} \Theta(\gamma_{d} - \gamma) \Theta(\gamma - \gamma_{cm}) \\
&+ C_{m2} \left( 1 - \frac{1}{p_{m1}} \right)^{p_{C}} \left( a^{3/4}_{eq} \tau^{1/2} \right)^{p_{r}} \gamma_{d}^{-1} \gamma_{cm}^{-p_{m2}} \Theta(\gamma_{cm} - \gamma).
\end{align*}

\begin{equation}
(112)
\end{equation}

Model 1:

\begin{align*}
C_{r} &= C_{m2} \approx 1.6, \quad C_{m1} \approx 0.48, \quad C_{n} = 0, \\
p_{r} &= p_{m2} = \frac{3}{2}, \quad p_{m1} = 1, \quad p_{C} = 0, \quad p_{r} = 1, \\
\gamma_{cr} &= \gamma_{cm} = \gamma_{d}, \quad \alpha_{r} = \alpha_{m} \approx 0.1, \quad \alpha_{r} = 0.
\end{align*}

\begin{equation}
(113)
\end{equation}

Model 2:

\begin{align*}
C_{r} &= C_{m2} \approx 0.18, \quad C_{m1} \approx 0.27, \quad C_{n} \approx 0.45, \\
p_{r} &= p_{m2} = \frac{3}{2}, \quad p_{m1} = 1, \quad p_{C} = 0, \quad p_{r} = 1, \\
\gamma_{cr} &= \gamma_{cm} = \gamma_{d}, \quad \alpha_{r} \approx 0.1, \quad \alpha_{m} \approx 0.18, \quad \alpha_{r} = 0.
\end{align*}

\begin{equation}
(114)
\end{equation}
Model 3:
\[
C_{t1} \approx 0.08, \quad C_{m1} = C_{m2} \approx 0.016, \quad C_{n} = 0, \\
p_{t} \approx 1.60, \quad p_{m1} = p_{m2} \approx 1.41, \quad p_{C} = 1, \quad p_{r} = 0, \\
\gamma_{c} \approx 20(G\mu)^{3-p_{c}}, \quad \gamma_{cm} \approx 20(G\mu)^{3-p_{m1}}, \\
\alpha_{t} = 2, \quad \alpha_{m} = 3, \quad \alpha_{r} = 1.
\]

(115)

In all models,
\[
\beta(\tau) \equiv \frac{3/2}{\tau} (\alpha_{t} + \gamma_{d}) - \gamma_{d} \approx \frac{3/2}{\tau} \alpha_{t}, \\
\gamma_{d} = \Gamma G\mu \approx 50G\mu.
\]

We have used the approximation
\[
(\gamma + \gamma_{d})^{n} \approx \begin{cases} 
\gamma_{d}^{n}, & 0 \leq \gamma < \gamma_{d}, \\
\gamma_{n}^{n}, & \gamma_{d} \leq \gamma \leq \gamma_{d}^{*},
\end{cases}
\]

(117)

which is very accurate for $\gamma \gg \gamma_{d}$ and $\gamma \ll \gamma_{d}$, and is correct to within an order of magnitude around $\gamma \approx \gamma_{d}$.

G. Results and discussion

We have evaluated the integrals in Eqs. (86), (87), (90) and (105) for the generalized loop distribution Eqs. (111) and (112) to find expressions for the monopole, kinematic dipole, and 2PCF of the corresponding loop network. These expressions are very lengthy, and are not reproduced here. It is worth stressing that this process is almost entirely analytical, minimizing the computational cost involved. The only numerical elements of our analysis are a root-finding process used to calculate $r_{\gamma}$ from Eq. (89) and an ensemble of numerical integrations over the 2PCF to give the $C_{t}$ spectrum.

Figure 1 shows the monopole for each of the three models at a fixed $G\mu$, while Fig. 2 shows how the monopole depends on $G\mu$ for model 3. It is interesting to note how, as well as the obvious overall suppression in $\Omega_{gw}$ for smaller $G\mu$, the spectrum is also pushed to higher frequencies when $G\mu$ is decreased. Physically, this is because decreasing $G\mu$ decreases the typical size of the loops, and therefore increases the lower bound on the emitted frequency, which goes as $1/\gamma t$ (we refer the reader to Sec. III.A).

Figure 3 shows the 2PCF for each of the three models. For all of the 2PCF plots shown, we have selected a frequency of $10^{-8}$ Hz to illustrate our results, partly because this is near the peak value of $\Omega_{gw}$ for the larger values of $G\mu$ we consider, and partly because it lies within the frequency range of pulsar timing arrays. We can see that for large angles, the correlation is many orders of magnitude smaller in models 1 and 2 than in model 3. This is because the anisotropy at large angular scales is related to the largest loops in the network; in models 1 and 2, the loops are limited to $\gamma \lesssim 0.1$, while model 3 allows loops to be an order of magnitude larger than this. For smaller angles, the angular dependence of the correlation is essentially the same for all three models, with the only apparent difference being an overall constant factor. Since the correlation is so much stronger on this angular scale, it is this regime that will govern the observable anisotropies. As the three models are so similar in terms of the angular dependence of the 2PCF on this scale, the rest of our results focus on model 3, which has the strongest correlation, and therefore the most prominent anisotropies.

Since we are considering small angular scales, it is important to check that we are above the scale set by $\theta_{min}$ [given by Eq. (104)], as our expressions may be inaccurate for angles smaller than this (for reasons outlined in Sec. III.D). We find that in the cases we consider $\theta_{min}$ is always less than $10^{-5}$ rad (roughly one arcsecond), and thus does not pose a problem for the models explored here.

We also use the condition Eq. (20) to check that the cosmic string SGWB is Gaussian. We find that the duty cycle for all sources included in the background is extremely large, typically on the order of $10^{30}$. This means that even though the maps shown in Figs. 7 and 8 were produced for a very low-frequency regime of the SGWB and with a very high angular resolution (both of which generally make Gaussianity harder to achieve), we have
\[
\left(\frac{2\Omega_{\gamma} + N_{\gamma}}{\Omega_{s}}\right) \approx 10^{-14} s, \quad \text{and the background is a GRF to an extremely good approximation, even after an extremely short observing time.}
\]

Figure 4 shows how the 2PCF depends on $G\mu$. Recall that $C_{gw}$ is normalized with respect to the isotropic energy density such that only the relative amplitude of the anisotropies matters—while the absolute energy density decreases with $G\mu$, that will not be reflected here. We can see that at large angles, the correlation decreases by roughly an order of magnitude for each order of magnitude decrease in $G\mu$, until around $G\mu \approx 10^{-11}$ where the correlation seems to reach a minimum as a function of $G\mu$. For smaller angles $\theta_{o} \lesssim 1^{\circ}$, we see that decreasing $G\mu$ causes the correlation to decrease gradually, until $G\mu$ goes below around $10^{-11}$, which causes an exponential increase in the correlation at small angles. Physically, we expect that this is due to a trade-off between two effects associated with a decrease in $G\mu$: fewer signals, and less energy density per signal. Reducing the energy per signal will mean that the typical amplitude of the anisotropies will decrease, explaining the initial drop in the correlation as $G\mu$ is decreased from $10^{-6}$ to around $10^{-11}$. However, for small enough $G\mu$ the dominant effect is the suppression of the number of signals, which makes the SGWB more discretized and therefore increases its angular granularity to such an extent that the anisotropic fluctuations become much larger (see also Figs. 7 and 8). This has important ramifications for the detectability of a cosmic string network, as the relatively more prominent anisotropies produced by a smaller $G\mu$ could plausibly increase the detection prospects for a SGWB that would...
It is interesting to note that the small-angle enhancement in the correlation suddenly “switches on” for angles less than \( \approx 0.023 \) rad. In fact, this is the angle \( \theta_{\text{eq}} \) defined in Eq. (103), corresponding to the maximum angular size of features in the radiation era. We therefore see in Fig. 4 that, when \( G_\mu \) is sufficiently small, there is a much stronger correlation for bursts originating in the radiation era. The reason for the abruptness of this transition as we vary \( \theta_o \) is simply due to our lack of a smooth transition between the matter and radiation eras. However, we feel that our results capture the most important features of \( C_{gw} \), and that implementing a smooth transition will not change our results too drastically.

Figure 5 plots \( \ell(\ell + 1)C_\ell/2\pi \) against \( \ell \). As mentioned in Sec. III D, this can roughly be thought of as the contribution to the total variance in \( \Omega_{gw} \) per logarithmic bin in \( \ell \). As we would expect from the results in Fig. 4, the variance decreases as we go from \( G_\mu = 10^{-6} \) to \( G_\mu = 10^{-9} \) due to a reduction in the energy per signal, but then increases greatly as we go from \( G_\mu = 10^{-9} \) to \( G_\mu = 10^{-12} \) due to the increased granularity of the SGWB. We see that, regardless of the value of \( G_\mu \), this quantity increases exponentially as we go to higher \( \ell \)-modes, meaning that the anisotropies are characterized by small angular scales in every case. We also see that for large enough \( \ell \), this variance contribution eventually reaches a plateau (with small oscillations)—this is not shown explicitly for \( G_\mu = 10^{-6}, 10^{-9} \), but will occur at very high \( \ell \)-modes, \( \ell \gtrsim 10,000 \) or so. This is to be expected, as it ensures that the total variance is finite.

Figure 7 shows random realizations of the SGWB, created from our \( C_\ell \) coefficients (up to \( \ell = 5,000 \)) using the HEALPix package.\(^4\) The angular features are small and somewhat difficult to discern, so we show in Fig. 8 a

\(^4\) http://healpix.sourceforge.net
$G\mu = 10^{-6}$

Figure 6. A random realization of the SGWB using the first 5,000 $\ell$-modes and including the kinematic dipole for $G\mu = 10^{-6}$, using model 3 with $\nu_0 = 10^{-8}$Hz, $N_c = N_k = 1$, and $k = 1$. This is generated with an angular resolution of $\approx 50$ arcseconds.

The $10^\circ \times 10^\circ$ portion of each map, magnifying the angular fluctuations. As expected given our other results, the angular features appear much larger and more distinct for $G\mu = 10^{-12}$ than the other cases, though we remind the reader that the absolute values for the energy density are much smaller than in the other cases. While these maps are useful for illustrative purposes, we emphasize the main physical content of our results is in the 2PCF (as shown in Fig. 4). The maps are just convenient visualizations of the angular correlation.

Figure 6 shows one of these maps with the kinematic dipole included (using the simple result from the Appendix), to illustrate how it obscures the small-scale anisotropies. This shows how important it is from an observational point of view to be able to remove this dipole.

### IV. CONCLUSION

We have developed a powerful formalism for producing analytical predictions of the frequency spectrum and angular correlation of the (anisotropic) SGWB, applicable to any astrophysical or cosmological source. This builds upon the results of previous works (in particular Ref. [10]) in a number of ways. First, the directional SGWB energy density parameter $\Omega_{\text{gw}}$ is written explicitly in terms of the strain spectrum $\tilde{h}$ of the source—this was not the case in Ref. [10], and doing so makes the application of the formulae more straightforward. Second, we derive

### H. A note on previous works

We mention briefly two previous articles (Refs. [32] and [29]) which considered SGWB anisotropies from cosmic strings, and discuss how this work differs from them.

First, we note that the sources in Ref. [32] are randomly distributed on the sky, i.e. they have no spatial correlation. It is for this reason that the correlation function $C_{\text{gw}}$ is not considered in that work. The $C_{\ell}$’s are instead coefficients in a multipole expansion of $\Omega_{\text{gw}}$, and no comparison should be made between them and the $C_{\ell}$’s calculated in this work.

Second, while Ref. [29] does consider the 2PCF, the loop network model used therein is a modified version of what we call model 1, but with extremely small loops ($\alpha$ is replaced by $\epsilon \alpha$, where $\epsilon = 10^{-11}$ in the case shown in their Fig. 1). This is very different from any of the models we have considered here.
Figure 7. Random realizations of the SGWB using the first 5,000 $\ell$-modes for three values of $G\mu$, using model 3 with $\nu_0 = 10^{-8}$Hz, $N_c = N_k = 1$, and $k = 1$. These are generated with an angular resolution of $\approx 50$ arcseconds.
Figure 8. Magnified $10^5 \times 10^5$ regions of the maps shown in Fig. 7. These are generated with an angular resolution of $\approx 50$ arcseconds.
a sufficient condition for the SGWB to be a Gaussian random field, thereby justifying the use of the 2PCF; we find that it is not necessary for the duty cycle to be large (as is often assumed for “Gaussian backgrounds” in the literature), and that any GW background can in principle be made Gaussian by increasing the observing time $T$ (with the caveat that this not the case for the background from compact binary coalescences—see Ref. [19]). Third, we use the duty cycle as a function of distance to carefully distinguish between foreground and background signals, and thereby isolate the Gaussian part of the SGWB, which is desirable for the study of the anisotropies. We also give an expression for the expected magnitude of the kinematic dipole, which will enable us to isolate the cosmological anisotropies from any observations (as can be seen in Fig. 6 failing to remove this dipole interferes significantly with the angular statistics of the SGWB). Finally, we discuss how to relate our analytical predictions for the 2PCF to observed quantities, taking into account cosmic variance.

We have applied this formalism to the case of cosmic strings (specifically, Nambu-Goto string loop networks). The most interesting results are that the angular spectrum of the 2PCF is relatively insensitive to our choice of model, differing only by a constant factor at small scales, and that decreasing the value of $G\mu$ can produce much stronger relative anisotropies. These anisotropies are characterized by small angular scales ($\theta \lesssim 1^\circ$), and are primarily due to radiation-era sources. Our results have interesting implications for the prospects of detecting cosmic strings, and may be exploited in future observational work.

The formalism in Sec. II is not limited to cosmic strings, and we plan to apply it to a variety of GW sources. This includes a study of the astrophysical background from compact binaries in Ref. [19].
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**Appendix: Including the kinematic dipole in the correlation function**

We have decomposed the SGWB energy density contrast $\delta_{gw}$ into a term associated with the sources and a term encoding the kinematic dipole, $\delta_{gw} = \delta^{(s)}_{gw} + D\hat{e}_o \cdot \hat{v}_o$, and have defined $C_{gw}$ as the two-point correlation function (2PCF) of the source anisotropies alone, $C_{gw} = \langle \delta^{(s)}_o \delta^{(s)}_o \rangle$. If we now include the kinematic dipole and calculate the 2PCF of the total density contrast $\delta_{gw}$, then we find

$$\langle \delta_{gw} \delta_{gw} \rangle = \langle \left( \delta^{(s)}_{gw} + D\hat{e}_o \cdot \hat{v}_o \right) \left( \delta^{(s)}_{gw} + D\hat{e}_o' \cdot \hat{v}_o \right) \rangle$$

$$= \langle \delta^{(s)}_{gw} \delta^{(s)}_{gw} \rangle + 2D \langle \delta^{(s)}_o \hat{e}_o \cdot \hat{v}_o \rangle + D^2 \langle \hat{e}_o \cdot \hat{v}_o \rangle \langle \hat{e}_o' \cdot \hat{v}_o \rangle$$

$$\approx C_{gw} + D^2 \langle \hat{e}_o \cdot \hat{v}_o \rangle \langle \hat{e}_o' \cdot \hat{v}_o \rangle .$$

(A.1)

We have taken the cross-correlation term as being approximately zero, as we expect there to be negligible correlation between the kinematic and cosmological terms (equivalently, $\delta^{(s)}_{gw}$ is expected to important only at smaller angular scales). The latter term in Eq. (A.1) can be evaluated by choosing spherical polar coordinates such that

$$\hat{v}_o = (\sin \theta_o, 0, \cos \theta_o), \quad \hat{e}_o = (0, 0, 1), \quad \hat{e}_o' = (\sin \theta_o \cos \phi_o, \sin \theta_o \sin \phi_o, \cos \theta_o).$$

Using the usual two-sphere metric to average over $\theta_o$ and $\phi_o$ while keeping $\theta_o$ fixed gives

$$\langle \langle \hat{e}_o \cdot \hat{v}_o \rangle \hat{e}_o' \cdot \hat{v}_o \rangle = \langle \cos \theta_o (\cos \theta_o \cos \theta_o + \sin \theta_o \sin \theta_o \cos \phi_o) \rangle$$

$$= \frac{1}{3} \cos \theta_o ,$$

so that Eq. (A.1) therefore becomes

$$\langle \delta_{gw} \delta_{gw} \rangle \approx C_{gw} + \frac{1}{3} D^2 \cos \theta_o .$$

(A.2)

If we now let $\tilde{C}_\ell$ denote the modified $C_\ell$ that include the kinematic dipole, then we find

$$\tilde{C}_\ell = C_\ell + \frac{4\pi}{9} D^2 \delta_{1\ell} ,$$

(A.3)

where we have used the orthogonality property Eq. (107) and the fact that $P_1(x) = x$. Unsurprisingly, only the dipole component $C_1$ is affected.
