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Abstract

Linear predictors form a rich class of hypotheses used in a variety of learning algorithms. We present a tight analysis of the empirical Rademacher complexity of the family of linear hypothesis classes with weight vectors bounded in $\ell_p$-norm for any $p \geq 1$. This provides a tight analysis of generalization using these hypothesis sets and helps derive sharp data-dependent learning guarantees. We give both upper and lower bounds on the Rademacher complexity of these families and show that our bounds improve upon or match existing bounds, which are known only for $1 \leq p \leq 2$.

1. Introduction

Linear predictors form a rich class of hypotheses used in a variety of learning algorithms, including SVM (Cortes and Vapnik, 1995), logistic regression or conditional maximum entropy models (Berger et al., 1996), ridge regression (Hoerl and Kennard, 1970), and Lasso (Tibshirani, 1996).

Different regularizations or $\ell_p$-norm conditions are used to constrain the family of linear predictors. This short note gives a sharp analysis of the generalization properties of linear predictors for arbitrary $\ell_p$-norm upper bound constraints. To do so, we give tight upper bounds on the empirical Rademacher complexity of these hypothesis sets which we show are matched by lower bounds, modulo some constants.

The notion of Rademacher complexity is a general complexity measure used to derive sharp data-dependent learning guarantees for different hypothesis sets, including margin bounds, which are key in the analysis of generalization for classification (Koltchinskii and Panchenko, 2002; Bartlett and Mendelson, 2002; Mohri et al., 2018). There are known upper bounds on the Rademacher complexity of linear hypothesis sets for some values of $p$, including $p = 1$ or $p = 2$ (Bartlett and Mendelson, 2002; Mohri et al., 2018), as well as $1 < p < 2$ (Kakade et al., 2008). Our upper bounds on the empirical Rademacher complexity are tighter than those known for $1 \leq p < 2$ and match the existing one for $p = 2$. We further
give upper bounds on the Rademacher complexity for other values of \( p > 2 \). Our upper bounds are expressed in terms of \( |X|^{2,p^*} \), where \( X \) is the matrix whose columns are the sample points and where \( p^* \) conjugate number associated to \( p \). We give matching lower bounds in terms of the same quantity for all values of \( p \), which suggest the key role played by this quantity in the analysis of complexity.

Much of the results presented here already appeared in (Awasthi et al., 2020), in the context of the analysis of adversarial Rademacher complexity. Here, we present a more self-contained and detailed analysis, including the statement and proof of lower bounds. In Section 2, we introduce some preliminary definitions and notation. We present our new upper and lower bounds on the Rademacher complexity of linear hypothesis sets in Section 3 (Theorem 1 and Theorem 2). The proof of the upper bounds is given in Appendix A and that of the lower bounds in Appendix B. Lastly, in Appendix D we give a detailed analysis of how our bounds improve upon existing ones.

2. Preliminaries

We will denote vectors as lowercase bold letters (e.g., \( \mathbf{x} \)) and matrices as uppercase bold (e.g., \( \mathbf{X} \)). The all-ones vector is denote by \( \mathbf{1} \). The Hölder conjugate of \( p \geq 1 \) is denoted by \( p^* \). For a matrix \( \mathbf{M} \), the \((p,q)\)-group norm is defined as the \( q \)-norm of the \( p \)-norm of the columns of \( \mathbf{M} \), that is \( \|\mathbf{M}\|_{p,q} = \left(\sum_{i=1}^{m} \|\mathbf{M}_i\|_p\right)^{\frac{1}{q}} \), where \( \mathbf{M}_i \) are the columns of \( \mathbf{M} \).

Let \( \mathcal{F} \) be a family of functions mapping from \( \mathbb{R}^d \) to \( \mathbb{R} \). Then, the empirical Rademacher complexity of \( \mathcal{F} \) for a sample \( \mathbf{S} = (\mathbf{x}_1, \ldots, \mathbf{x}_m) \), is defined by

\[
\hat{\mathcal{R}}_{\mathbf{S}}(\mathcal{F}) = \mathbb{E} \left[ \sup_{f \in \mathcal{F}} \frac{1}{m} \sum_{i=1}^{m} \sigma_i f(\mathbf{x}_i) \right],
\]

where \( \sigma = (\sigma_1, \ldots, \sigma_m) \) is a vector of i.i.d. Rademacher variables, that is independent uniform random variables taking values in \( \{-1, +1\} \). The Rademacher complexity of \( \mathcal{F} \), \( \mathcal{R}_m(\mathcal{F}) \), is defined as the expectation of this quantity: \( \mathcal{R}_m(\mathcal{F}) = \mathbb{E}_{\mathbf{S} \sim \mathcal{D}^m}[\hat{\mathcal{R}}_{\mathbf{S}}(\mathcal{F})] \), where \( \mathcal{D} \) is a distribution over the input space \( \mathbb{R}^d \). The empirical Rademacher complexity is a key data-dependent complexity measure. For a family of functions \( \mathcal{F} \) taking values in \([0,1]\), the following learning guarantee holds: for any \( \delta > 0 \), with probability at least \( 1 - \delta \) over the draw of a sample \( \mathbf{S} \sim \mathcal{D}^m \), the following inequality holds for all \( f \in \mathcal{F} \) (Mohri et al., 2018):

\[
\mathbb{E}_{\mathbf{x} \sim \mathcal{D}}[f(\mathbf{x})] \leq \mathbb{E}_{\mathbf{S} \sim \mathcal{S}}[f(\mathbf{x})] + 2\hat{\mathcal{R}}_{\mathbf{S}}(\mathcal{F}) + 3\sqrt{\frac{\log \frac{2}{\delta}}{2m}},
\]

where we denote by \( \mathbb{E}_{\mathbf{x} \sim \mathcal{S}}[f(\mathbf{x})] \) the empirical average of \( f \), that is \( \mathbb{E}_{\mathbf{x} \sim \mathcal{S}}[f(\mathbf{x})] = \frac{1}{m} \sum_{i=1}^{m} f(\mathbf{x}_i) \).

A similar inequality holds for the average Rademacher complexity \( \mathcal{R}_m(\mathcal{F}_p) = \mathbb{E}_{\mathbf{S} \sim \mathcal{D}^m}[\hat{\mathcal{R}}_{\mathbf{S}}(\mathcal{F})] \):

\[
\mathbb{E}_{\mathbf{x} \sim \mathcal{D}}[f(\mathbf{x})] \leq \mathbb{E}_{\mathbf{S} \sim \mathcal{S}}[f(\mathbf{x})] + 2\mathcal{R}_m(\mathcal{F}) + \sqrt{\frac{\log \frac{1}{\delta}}{2m}}.
\]

An important application of these bounds is the derivation of margin bounds which are crucial in the analysis of classification. Fix \( \rho > 0 \). Then, for any \( \delta > 0 \), with probability at
least $1 - \delta$ over the draw of a sample $S \sim \mathcal{D}^m$, the following inequality holds for all $f \in \mathcal{F}$ (Koltchinskii and Panchenko, 2002; Mohri et al., 2018):

$$
\mathbb{E}_{(x,y) \sim \mathcal{D}} \left[ 1_{yf(x) \leq 0} \right] \leq \mathbb{E}_{(x,y) \sim \mathcal{D}} \left[ \min \left( 1, \left( 1 - \frac{|yf(x)|^p}{\rho} \right)^{\frac{1}{p}} \right) \right] + \frac{2 \mathfrak{R}_\delta(\mathcal{F})}{\rho} + 3 \sqrt{\frac{\log \frac{2}{\delta}}{2m}}
$$

$$
\leq \frac{1}{m} \sum_{i=1}^{m} 1_{y_i f(x_i) \leq \rho} + \frac{2 \mathfrak{R}_\delta(\mathcal{F})}{\rho} + 3 \sqrt{\frac{\log \frac{2}{\delta}}{2m}}.
$$

Finer margin guarantees were recently presented by Cortes et al. (2020) in terms of Rademacher complexity and other complexity measures. Furthermore, the Rademacher complexity of a hypothesis set also appears as a lower bound in generalization. As an example, for a symmetric family of functions $\mathcal{G}$ taking values in $[-1, +1]$, the following holds (van der Vaart and Wellner, 1996):

$$
\frac{1}{2} \left[ \mathfrak{R}_m(\mathcal{G}) - \frac{1}{\sqrt{m}} \right] \leq \mathbb{E}_{x \sim \mathcal{D}} \left[ \sup_{f \in \mathcal{G}} \left| \mathbb{E}_{x \sim \mathcal{D}} \left[ f(x) \right] - \mathbb{E}_{x \sim \mathcal{D}} \left[ f(x) \right] \right| \right] \leq 2 \mathfrak{R}_m(\mathcal{G}).
$$

The hypothesis set we will analyze in this paper is that of linear predictors whose weight vector is bounded in $\ell_p$-norm:

$$
\mathcal{F}_p = \{ x \mapsto w \cdot x : \| w \|_p \leq W \}.
$$

### 3. Empirical Rademacher Complexity of Linear Hypothesis Sets

The main results of this note are the following upper and lower bounds on the empirical Rademacher complexity of linear hypothesis sets.

**Theorem 1** Let $\mathcal{F}_p = \{ x \mapsto w \cdot x : \| w \|_p \leq W \}$ be a family of linear functions defined over $\mathbb{R}^d$ with bounded weight in $\ell_p$-norm. Then, the empirical Rademacher complexity of $\mathcal{F}_p$ for a sample $S = (x_1, \ldots, x_m)$ admits the following upper bounds:

$$
\mathfrak{R}_S(\mathcal{F}_p) \leq \begin{cases} 
\frac{W}{m} \sqrt{2 \log(2d)} \| X^\top \|_{2,p^*} & \text{if } p = 1 \\
\sqrt{2W} \left( \frac{m^{p+1}}{\sqrt{\pi}} \right)^{\frac{p}{p^*}} \| X^\top \|_{2,p^*} & \text{if } 1 < p \leq 2 \\
\frac{W}{m} \| X^\top \|_{2,p^*} & \text{if } p \geq 2
\end{cases}
$$

where $X$ is the $d \times m$-matrix with $x_i$s as columns: $X = [x_1 \ldots x_m]$. Furthermore, the constant factor in the inequality for the case $1 < p \leq 2$ can be bounded as follows:

$$
e^{-\frac{1}{2}} \sqrt{p^*} \leq \sqrt{2 \left( \frac{m^{p+1}}{\sqrt{\pi}} \right)^{\frac{1}{p^*}}} \leq e^{-\frac{1}{2}} \sqrt{p^*} + 1.
$$

The proof is given in Appendix A. Both the statement of the theorem and its proof first appeared in (Awasthi et al., 2020) in the context of the analysis of adversarial Rademacher complexity. We present a self-contained analysis in this note to make the results more easily accessible, as we believe these results are of a wider interest. The next theorem is new and provides a lower bound for $\mathfrak{R}_S(\mathcal{F}_p)$ which, modulo a constant factor, matches the upper bounds stated above.
**Theorem 2** Let \( \mathcal{F}_p = \{ x \mapsto w \cdot x : \| w \|_p \leq W \} \) be a family of linear functions defined over \( \mathbb{R}^d \) with bounded weight in \( \ell_p \)-norm. Then, the empirical Rademacher complexity of \( \mathcal{F}_p \) for a sample \( S = (x_1, \ldots, x_m) \) admits the following lower bound, where \( X = [x_1 \ldots x_m] \):

\[
\widehat{R}_S(\mathcal{F}_p) \geq \frac{W}{\sqrt{2m}} \| X^\top \|_{2,p^*}.
\]

This lower bound is in tight in terms of dependence on sample size \( m \) and dimension \( d \). The proof is given in Appendix B. The following corollary presents somewhat looser upper bounds that may be more convenient in various contexts, such as that of kernel-based hypothesis sets. The corollary can be derived directly by combining Theorem 1 and Proposition 4 (see Section 3.2).

**Corollary 3** Let \( \mathcal{F}_p = \{ x \mapsto w \cdot x : \| w \|_p \leq W \} \) be a family of linear functions defined over \( \mathbb{R}^d \) with bounded weight in \( \ell_p \)-norm. Then, the empirical Rademacher complexity of \( \mathcal{F}_p \) for a sample \( S = (x_1, \ldots, x_m) \) admits the following upper bounds, where \( X = [x_1 \ldots x_m] \):

- For \( p = 1 \):
  \[
  \widehat{R}_S(\mathcal{F}_p) \leq \frac{W}{m} \sqrt{2d \log(2d)} \| X \|_{p^*,2};
  \]

- For \( 1 < p \leq 2 \):
  \[
  \widehat{R}_S(\mathcal{F}_p) \leq e^{-\frac{1}{2}} \sqrt{p^* + 1} \frac{W}{m} \| X^\top \|_{2,p^*};
  \]

- For \( p > 2 \):
  \[
  \widehat{R}_S(\mathcal{F}_p) \leq \frac{W}{m} \| X^\top \|_{2,p^*};
  \]

- \[
  \widehat{R}_S(\mathcal{F}_p) \leq \frac{W \min(m,d)}{m} \frac{1}{p^* - \frac{1}{2}} \| X \|_{p^*,2}.
  \]

**3.1 Discussion**

We now make a few remarks about Theorem 1 and present the proof in Appendix A. The theorem states that for any data set, \( \widehat{R}_S(\mathcal{F}_p) \) is a constant times \( \frac{1}{m} \| X^\top \|_{2,p^*} \). This is in contrast to the quantity \( \| X^\top \|_{p^*,2} \) that appears in the existing analysis available in the literature for linear hypothesis sets (Kakade et al., 2008). However, as we will soon see in Theorem 5 using \( \| X^\top \|_{2,p^*} \) always leads to a better upper bound.

Another interesting aspect of the upper bound is the dimension dependence of the constant in front of \( \| X^\top \|_{2,p^*} \). This constant is independent of dimension only for \( p > 1 \). For \( p = 1 \), the \( \sqrt{\log(d)} \) dependence on dimension is tight, which can be seen from the correspondence tightness of the maximal inequality and thus that of Massart’s inequality (Boucheron et al., 2013). We also provide a simple example further illustrating this dependence in Appendix E. This observation also explains why the constant for \( p > 1 \) approaches infinity as \( p \to 1 \): if we had that

\[
\widehat{R}_S(\mathcal{F}_p) \leq c(p) \| X^\top \|_{2,p^*},
\]

for \( p > 1 \), then by continuity

\[
\widehat{R}_S(\mathcal{F}_1) \leq \lim_{p \to 1} c(p) \| X^\top \|_{2,\infty}
\]
If $c(p)$ were dimension independent and $\lim_{p \to \infty} c(p)$ were finite, then the constant for $p = 1$ would be finite and dimension independent as well. Since we just showed that the constant for $p = 1$ must have dimension dependence, we must have that $\lim_{p \to 1} c(p) = \infty$. This observation suggests that finding dimension-dependent constant for $1 < p < 2$ could greatly improve the upper bound of Theorem 1. However, our example where the dimension dependence was tight for $p = 1$ had $d = 2^m$, which is unrealistic for most applications. It’s possible that with some reasonable assumption on the relationship between $m$ and $d$, one could find a far better constant for $1 < p < 2$.

### 3.2 Comparison with Previous Work

We are not aware of any existing bound for the empirical Rademacher complexity of linear hypothesis sets for $p > 2$ before this work. For other values of $p$, the best existing upper bounds were given by Kakade et al. (2008) for $1 < p \leq 2$ and by Bartlett and Mendelson (2001) (see also (Mohri et al., 2018)) for $p = 1$:

$$\tilde{\mathcal{R}}(\mathcal{F}_p) \leq \begin{cases} W \sqrt{\frac{2 \log(2d)}{m}} & \text{if } p = 1 \\ W \sqrt{\frac{p^* - 1}{m}} \|X\|_{p^*,2} & \text{if } 1 < p \leq 2 \end{cases}$$

Our new upper bound coincides with (4) when $p = 2$ and is strictly tighter otherwise. Readers familiar with Rademacher complexity bounds for linear hypothesis sets will notice that our bound in this case depends on the norm $\|X^T\|_{2,p^*}$. In contrast, the previously known bounds depend on $\|X\|_{p^*,2}$. In fact, one can show that the $\|X^T\|_{2,p^*}$ is always smaller than $\|X\|_{p^*,2}$ for $p \in (1,2]$, that is $p^* \geq 2$, as shown by the last inequality of (5) in the following proposition.

**Proposition 4** Let $M$ be a $d \times m$ matrix. If $q \leq p$, then

$$\min(m, d)^{\frac{1}{p} - \frac{1}{q}} \|M^T\|_{p,q} \leq \|M\|_{q,p} \leq \|M^T\|_{p,q}$$

If $q \geq p$, then

$$\min(m, d)^{\frac{1}{p} - \frac{1}{q}} \|M^T\|_{p,q} \geq \|M\|_{q,p} \geq \|M^T\|_{p,q}$$

These bounds are tight.
Figure 2: A plot of $c_1(p)$, $c_2(p)$, and the bounds from Lemma 9. Note that $c_1(2) = c_2(2)$ and that the upper and lower bounds on $c_2$ are tight.

The proof is presented in Appendix C. To visualize the ratio between these two norms, we plot the two norms for various values of $p^*$ in figure 1.

For convenience, in the discussion below, we set $c_1(p) = \sqrt{p^* - 1}$ and $c_2(p) = \sqrt{2\left[\frac{\Gamma(p^* + 1)}{\sqrt{\pi}}\right]^{\frac{1}{2}}}$.

Regarding the growth of the constant in our bound, Theorem 1 implies that as $p^* \to \infty$, $c_2(p)$ grows asymptotically like $e^{-\frac{1}{2}}\sqrt{p^*}$. Furthermore, $c_2(p) \leq c_1(p)$ in the relevant region (See Appendix A.3). In Figure 2 we plot $c_1(p), c_2(p)$ and the bounds on $c_2(p)$ to illustrate the growth rate of these constants with $p^*$.

Proposition 4 and the inequality $c_2(p) \leq c_1(p)$ imply the following result.

**Theorem 5** For $p \leq 2$, the following inequality holds:

$$\frac{\sqrt{2W}}{m} \left[\frac{\Gamma\left(\frac{p^* + 1}{2}\right)}{\sqrt{\pi}}\right]^{\frac{1}{2}} \|X\|_{2,p^*} \leq \frac{W}{m} \sqrt{p^* - 1}\|X\|_{p^*,2}$$

Thus, for $1 < p \leq 2$, the bound of Theorem 1 is tighter than (4).

4. Conclusion

We presented tight bounds on the empirical Rademacher complexity of linear hypothesis sets constrained by an $\ell_p$-norm bound on the weight vector. These bounds can be used to derive sharp generalization guarantees for these hypothesis sets in a variety of different contexts, by plugging them in existing Rademacher complexity learning bounds. Our proofs and guarantees suggest an extension beyond $\ell_p$-norm constrained hypothesis sets that we will discuss elsewhere.
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Appendix A. Proof of Theorem 1

In this section, we present the proof of Theorem 1.

**Theorem 1** Let \( \mathcal{F}_p = \{ \mathbf{x} \mapsto \mathbf{w} \cdot \mathbf{x} : \| \mathbf{w} \|_p \leq W \} \) be a family of linear functions defined over \( \mathbb{R}^d \) with bounded weight in \( \ell_p \)-norm. Then, the empirical Rademacher complexity of \( \mathcal{F}_p \) for a sample \( S = (x_1, \ldots, x_m) \) admits the following upper bounds:

\[
\mathcal{R}_S(\mathcal{F}_p) \leq \begin{cases} 
\frac{W}{m} \sqrt{2 \log(2d)} \| \mathbf{X} \|_{2,p^*} & \text{if } p = 1 \\
\sqrt{2 \frac{W^p}{m}} \left[ \frac{\Gamma(p/2)}{\sqrt{\pi}} \right] \frac{\sqrt{p^*}}{p} \| \mathbf{X} \|_{2,p^*} & \text{if } 1 < p \leq 2 \\
\frac{W}{m} \| \mathbf{X} \|_{2,p^*} & \text{if } p \geq 2 
\end{cases}
\]

where \( \mathbf{X} \) is the \( d \times m \)-matrix with \( \mathbf{x}_i \)'s as columns: \( \mathbf{X} = [\mathbf{x}_1 \ldots \mathbf{x}_m] \). Furthermore, the constant factor in the inequality for the case \( 1 < p \leq 2 \) can be bounded as follows:

\[
e^{-\frac{1}{2}} \sqrt{p^*} \leq \frac{1}{\sqrt{2}} \left[ \frac{\Gamma(p/2)}{\sqrt{\pi}} \right] \frac{\sqrt{p^*}}{p} \leq e^{-\frac{1}{2}} \sqrt{p^* + 1}.
\]

The proof proceeds in several steps. First, in Appendix A.1 we upper bound the Rademacher complexity of \( \mathcal{F}_1 \). Next, in Appendix A.2, we establish the upper bound for \( p > 1 \). Lastly, in Appendix A.3, we prove the inequalities for the constant terms in the case \( 1 < p \leq 2 \).

A.1 Proof of the upper bound, case \( p = 1 \)

The bound on the Rademacher complexity for \( p = 1 \) was previously known but we reproduce the proof of this theorem for completeness. We closely follow the proof given in (Mohri et al., 2018).

**Proof** For any \( i \in [m] \), \( x_{ij} \) denotes the \( j \)th component of \( \mathbf{x}_i \).

\[
\mathcal{R}_S(\mathcal{F}_1) = \frac{1}{m} \mathbb{E} \left[ \sup_{\|\mathbf{w}\|_1 \leq W} \mathbf{w} \cdot \sum_{i=1}^m \sigma_i \mathbf{x}_i \right] \\
= \frac{W}{m} \mathbb{E} \left[ \left\| \sum_{i=1}^m \sigma_i \mathbf{x}_i \right\|_\infty \right] \quad \text{(by definition of the dual norm)}
\]

\[
= \frac{W}{m} \mathbb{E} \left[ \max_{j \in [d]} \left\| \sum_{i=1}^m \sigma_i x_{ij} \right\|_\infty \right] \quad \text{(by definition of } \| \cdot \|_\infty\text{)}
\]

\[
= \frac{W}{m} \mathbb{E} \left[ \max_{j \in [d]} \max_{s \in \{-1,1\}} \sum_{i=1}^m \sigma_i x_{ij} \right] \\
= \frac{W}{m} \mathbb{E} \left[ \sup_{\mathbf{z} \in \mathcal{A}} \sum_{i=1}^m \sigma_i z_i \right],
\]

where \( \mathcal{A} \) denotes the set of \( d \) vectors \( \{s(x_{1j}, \ldots, x_{mj}) : j \in [d], s \in \{-1,1\}\} \). For any \( \mathbf{z} \in \mathcal{A} \), we have \( \| \mathbf{z} \|_2 \leq \sup_{\mathbf{z} \in \mathcal{A}} \| \mathbf{z} \|_2 = \| \mathbf{X} \|_{2,\infty} \). Further, \( \mathcal{A} \) contains at most \( 2d \) elements. Thus, by
Massart’s Lemma (Massart, 2000; Mohri et al., 2018),

$$\mathcal{R}_S(\mathcal{F}_1) \leq W\|X\|_{2,\infty} \frac{\sqrt{2\log(2d)}}{m},$$

which concludes the proof.

A.2 Proof of upper bound, case $p > 1$

Proof Here again, we use the shorthand $u_\sigma = \sum_{i=1}^{m} \sigma_i x_i$. By definition of the dual norm, we can write:

$$\mathcal{R}_S(\mathcal{F}_p) = \frac{1}{m} \mathbb{E}_{\sigma} \left[ \sup_{|w| \leq W} w \cdot \sum_{i=1}^{m} \sigma_i x_i \right]$$

$$= \frac{W}{m} \mathbb{E}_{\sigma} \left[ \|u_\sigma\|_{p^*} \right] \quad \text{(dual norm property)}$$

$$\leq \frac{W}{m} \mathbb{E}_{\sigma} \left[ \left( \mathbb{E}_{\sigma} \left[ \|u_\sigma\|_{p^*} \right] \right)^{\frac{1}{p^*}} \right]. \quad \text{(Jensen’s inequality, } p^* \in [1, +\infty))$$

$$= \frac{W}{m} \left[ \sum_{j=1}^{d} \mathbb{E}_{\sigma} \left[ |u_{\sigma,j}|^{p^*} \right] \right]^{\frac{1}{p^*}}.$$

Next, by Khintchine’s inequality (Haagerup, 1981), the following holds:

$$\mathbb{E}_{\sigma} \left[ |u_{\sigma,j}|^{p^*} \right] \leq B_{p^*} \left[ \sum_{i=1}^{m} x_{i,j}^2 \right]^{\frac{p^*}{2}},$$

where $B_{p^*} = 1$ for $p^* \in [1, 2]$ and

$$B_{p^*} = 2 \frac{p^*}{2} \frac{\Gamma \left( \frac{p^*+1}{2} \right)}{\sqrt{\pi}},$$

for $p \in [2, +\infty)$. This yields the following bound on the Rademacher complexity:

$$\mathcal{R}_S(\mathcal{F}_p) \leq \begin{cases} \frac{W}{m} \|X\|_{2,p^*} & \text{if } p^* \in [1, 2], \\ \frac{\sqrt{2W}}{m} \left[ \frac{\Gamma \left( \frac{p^*+1}{2} \right)}{\sqrt{\pi}} \right]^{\frac{1}{p^*}} \|X\|_{2,p^*} & \text{if } p^* \in [2, +\infty). \end{cases}$$

A.3 Bounding the Constant

For convenience, set $c_2(p) = \sqrt{2 \left( \frac{\Gamma \left( \frac{p^*+1}{2} \right)}{\sqrt{\pi}} \right)^{\frac{1}{p^*}}}$. We establish upper and lower bound on $c_2(p)$.
Lemma 6 Let $c_2(p) = \sqrt{2\left(\frac{\Gamma(p^*+1)}{\sqrt{\pi}}\right)^{\frac{1}{p^*}}}$. Then the following inequalities hold:

\[ e^{-\frac{1}{2}}\sqrt{p^*} \leq c_2(p) \leq e^{-\frac{1}{2}}\sqrt{p^* + 1}. \]

Proof For convenience, we set $q = p^*$, $f_1(q) = c_1(p)$, $f_2(q) = c_2(p)$. Next, we recall a useful inequality (Olver et al., 2010) bounding the gamma function:

\[ 1 < (2\pi)^{-\frac{1}{2}}e^{\frac{1}{2}x^2-x}e^x \Gamma(x) < e^{\frac{1}{4x}}. \] (7)

We start with the upper bound. If we apply the right-hand side inequality of (7) to $\Gamma(q^*+\frac{1}{2})$ we get the following bound on $f_2(q)$:

\[ f_2(q) \leq 2\pi e^{-\frac{1}{2}}\sqrt{q + 1}e^{-\frac{1}{2q} + \frac{1}{6q(q+1)}} \] (8)

It is easy to verify that,

\[ 2\pi e^{-\frac{1}{2q} + \frac{1}{6q(q+1)}} = e^{\frac{1}{2} - \frac{1}{6q(q+1)} + \frac{1}{6q(q+1)}}. \] (9)

Furthermore, the expression $\left(\frac{\ln 2 - 1}{2} + \frac{1}{6q(q+1)}\right)$ decreases with increasing $q$. At $q = 2$, it is negative, which implies that (9) is less than 1 for $q \geq 2$. Hence

\[ f_2(q) \leq e^{-\frac{1}{2}}\sqrt{q + 1} \]

Next, we prove the lower bound. Applying the lower bound of (7) to $\Gamma(q^*+\frac{1}{2})$ results in

\[ f_2(q) \geq e^{-\frac{1}{2}}\sqrt{q} \left( e^{-\frac{1}{2q}(\log 2 - 1)} \sqrt{1 + \frac{1}{q}} \right). \]

We will establish that $\left( e^{-\frac{1}{2q}(\log 2 - 1)} \right)^2(1 + \frac{1}{q}) \geq 1$, which will complete the proof of the lower bound. We prove this statement by showing that

\[ \left( e^{-\frac{1}{2q}(\log 2 - 1)} \sqrt{1 + \frac{1}{q}} \right)^2 \geq e^{-\frac{1}{q}(\log 2 - 1)} \left(1 + \frac{1}{q}\right) \geq 1. \]

By applying some elementary inequalities

\[ e^{-\frac{1}{q}(\log 2 - 1)} \left(1 + \frac{1}{q}\right) \geq \left(\frac{1}{q} \log 2 - 1\right) \left(1 + \frac{1}{q}\right) \geq 1 \]

(using $e^x \geq 1 + x$)

\[ = 1 + \frac{1}{q} \left( \log 2 - \frac{1 - \log 2}{q} \right) \geq 1 \]

The last inequality follows since $\left( \log 2 - \frac{1 - \log 2}{q} \right)$ increases with $q$, and is positive at $q = 2$. ■
Appendix B. Proof of Theorem 2

In this section, we prove the lower bound of Theorem 2.

**Theorem 2** Let $F_p = \{ x \mapsto w \cdot x : \|w\|_p \leq W \}$ be a family of linear functions defined over $\mathbb{R}^d$ with bounded weight in $\ell_p$-norm. Then, the empirical Rademacher complexity of $F_p$ for a sample $S = (x_1, \ldots, x_m)$ admits the following lower bound, where $X = [x_1 \ldots x_m]$:

$$\hat{R}_S(F_p) \geq \frac{W}{\sqrt{2m}} \|X^\top\|_{2,p^*}. \quad (3)$$

**Proof** For any vector $u$, let $|u|$ denote the vector derived from $u$ by taking the absolute value of each of its components. Starting as in the proof of Theorem 1, using the dual norm property, we can write:

$$\hat{R}_S(F_p) = \mathbb{E}_{\sigma} \left[ \sup_{\|w\|_p \leq W} w \cdot \sum_{i=1}^m \sigma_i x_i \right]$$

$$= \frac{W}{m} \mathbb{E}_{\sigma} \left[ \left\| \sum_{i=1}^m \sigma_i x_i \right\|_{p^*} \right] \quad \text{(dual norm property)}$$

$$\geq \frac{W}{m} \mathbb{E}_{\sigma} \left[ \left\| \sum_{i=1}^m \sigma_i x_i \right\|_{p^*} \right] \quad \text{(norm sub-additivity)}$$

$$= \frac{W}{m} \left[ \sum_{j=1}^d \left( \mathbb{E}_{\sigma} \left[ \left| \sum_{i=1}^m \sigma_i x_{ij} \right| \right] \right)^{\frac{1}{p^*}} \right]^{\frac{1}{2}} \quad \text{(Khintchine’s ineq. (Haagerup, 1981))}$$

$$= \frac{W}{\sqrt{2m}} \left[ \sum_{j=1}^d \left( \frac{1}{\sqrt{2}} \sum_{i=1}^m x_{ij}^2 \right)^{\frac{1}{2}} \right]^{\frac{1}{2}}$$

$$= \frac{W}{\sqrt{2m}} \|X^\top\|_{2,p^*}.$$
Appendix C. Proof of Proposition 4

In this section, we prove Proposition 4. This result implies that for $p \in (1, 2)$, the group norm $\|X\|_{2,p^*}$, is always a lower bound on the term $\|X\|_{p^*,2}$ that appears in existing upper bounds. We first present a simple lemma helpful for the proof.

**Lemma 7** Let $1 \leq p, r \leq \infty$ and $d$ be dimension. Then

$$\sup_{\|w\|_p \leq 1} \|w\|_{r^*} = \max(1, d^{1 - \frac{1}{p} - \frac{1}{r}})$$

**Proof** We prove that, if $p \geq r^*$, then the following equality holds:

$$\sup_{\|w\|_p \leq 1} \|w\|_{r^*} = d^{1 - \frac{1}{r} - \frac{1}{p}}$$

and otherwise that the following holds:

$$\sup_{\|w\|_p \leq 1} \|w\|_{r^*} = 1.$$

If $p \geq r^*$, by Hölder’s generalized inequality with $\frac{1}{r^*} = \frac{1}{p} + \frac{1}{q}$,

$$\sup_{\|w\|_p \leq 1} \|w\|_{r^*} \leq \sup_{\|w\|_p \leq 1} \|w\|_{s} \|w\|_{p} = \|1\|_{s} \|1\|_{p} = d^{\frac{1}{s}} = d^{\frac{1}{r^*} - \frac{1}{p}} = d^{1 - \frac{1}{r} - \frac{1}{p}}.$$

Note that equality holds at the vector $\frac{d^{\frac{1}{p}}}{d} \mathbf{1}$, and this implies that the inequality in the line above is an equality. Now for $p \leq r^*$, $\|w\|_{p} \geq \|w\|_{r^*}$, implying that $\sup_{\|w\|_p \leq 1} \|w\|_{r^*} \leq 1$. Here, equality is achieved at a unit vector $\mathbf{e}_1$.

We now present the proof of Proposition 4.

**Proposition 8** Let $M$ be a $d \times m$ matrix. If $q \leq p$, then

$$\min(m, d)^{\frac{1}{p} - \frac{1}{q}} \|M\|_{p,q} \leq \|M\|_{q,p} \leq \|M\|_{p,q}$$  \hspace{1cm} (5)

If $q \geq p$, then

$$\min(m, d)^{\frac{1}{p} - \frac{1}{q}} \|M\|_{p,q} \leq \|M\|_{q,p} \leq \|M\|_{p,q}$$  \hspace{1cm} (6)

These bounds are tight.

**Proof** First, (6) follows from (5) by substituting $M = A^T$ for a matrix $A$: For $q \leq p$,

$$\min(m, d)^{\frac{1}{p} - \frac{1}{q}} \|A\|_{p,q} \leq \|A^T\|_{q,p} \leq \|A\|_{p,q}$$

which implies that

$$\|A^T\|_{q,p} \leq \|A\|_{p,q} \leq \min(m, d)^{\frac{1}{p} - \frac{1}{q}} \|A^T\|_{q,p}$$
However, now $p$ and $q$ are swapped in comparison to (6). Now after swapping them again, for $p \leq q$, 
\[ \| A^\top \|_{p,q} \leq \| A \|_{q,p} \leq \min(m,d)^{\frac{1}{q} - \frac{1}{p}} \| A^\top \|_{p,q} \]

The rest of this proof will be devoted to showing (5).

Next, if $p = q$, then $\| M \|_{q,p} = \| M^\top \|_{p,q}$. For the rest of the proof, we will assume that $q < p$. Specifically, $q < +\infty$ which allows us to consider fractions like $\frac{p}{q}$.

We will show that for $q < p$, the following inequality holds: $\| M \|_{q,p} \leq \| M^\top \|_{p,q}$, or equivalently, $\| M \|_{q,p}^q \leq \| M^\top \|_{p,q}^q$.

We will use the shorthand $r = \frac{p}{q} > 1$. By definition of the group norm and using the notation $U_{ij} = \frac{M_{ij}}{p}$, we can write

\[ \| M \|_{q,p}^q = \left( \sum_{i=1}^{m} \left( \sum_{j=1}^{d} |M_{ij}|^q \right) \right)^{\frac{2}{q}} \leq \left( \sum_{i=1}^{m} \left( \sum_{j=1}^{d} U_{ij} \right)^r \right)^{\frac{1}{r}} = \left( \sum_{j=1}^{d} \left( \sum_{i=1}^{m} U_{ij} \right)^r \right)^{\frac{1}{r}} \leq \sum_{j=1}^{d} \left( \sum_{i=1}^{m} U_{ij} \right)^r = \sum_{j=1}^{d} \left( \sum_{i=1}^{m} |M_{ij}|^p \right)^{\frac{2}{q}} = \| M^\top \|_{p,q}^q. \]

To show that this inequality is tight, note that equality holds for an all-ones matrix. Next, we prove the inequality 
\[ \min(m,d)^{\frac{1}{q} - \frac{1}{p}} \| M \|_{p,q} \leq \| M \|_{q,p}. \]

for $q \leq p$. Applying Lemma 7 twice gives 
\[ \| M^\top \|_{p,q} \leq \| M \|_{q,q} = \| M \|_{q,p} \leq d^{\frac{1}{q} - \frac{1}{p}} \| M \|_{p,q}. \] (10)

Again applying Lemma 7 twice gives 
\[ \| M^\top \|_{p,q} \leq m^{\frac{1}{q} - \frac{1}{p}} \| M \|_{p,p} = m^{\frac{1}{q} - \frac{1}{p}} \| M \|_{p,p} \leq m^{\frac{1}{q} - \frac{1}{p}} \| M \|_{p,q}. \] (11)

Next, we show that (10) is tight if $d \leq m$ and that (11) is tight if $d \geq m$. If $d \leq m$, the bound is tight for the block matrix $M = [I_{d \times d} \ | \ 0]$, and, if $d \geq m$, then the bound is tight for the block matrix $M = [I_{d \times d} \ | \ 0]$.  

\[ \blacksquare \]
Appendix D. Proof of Theorem 5

Theorem 5 For $p \leq 2$, the following inequality holds:

$$
\frac{\sqrt{2W}}{m} \left[ \frac{\Gamma\left(\frac{p+1}{2}\right)}{\sqrt{\pi}} \right]^{\frac{1}{p^*}} \|X\|_{2,p^*} \leq \frac{W}{m} \sqrt{p^*-1} \|X\|_{p^*,2}
$$

Both Theorem 1 and equation (4) present upper bounds on $\mathcal{R}_S(\mathcal{F}_p)$ for $1 < p \leq 2$. Both of these bounds are of the form a constant times a matrix norm of $X$. In Appendix C, we compared the two matrix norms and proved the inequality $\|X\|_{2,p^*} \leq \|X\|_{p^*,2}$ in the relevant region (Lemma 7). Here, we compare the two constants and show that the constant associated with Theorem 1 is smaller than the one appearing in (4) (Lemma 9). These lemmas combined directly prove Theorem 5.

In this section, we study the constants in the two known bounds on the Rademacher complexity of linear classes for $1 < p \leq 2$. Specifically,

$$
\mathcal{R}_S(\mathcal{F}_p) \leq \begin{cases} 
\frac{W}{m} \sqrt{p^*-1} \|X\|_{p^*,2} \\
\frac{\sqrt{2W}}{m} \left[ \frac{\Gamma\left(\frac{p+1}{2}\right)}{\sqrt{\pi}} \right]^{\frac{1}{p^*}} \|X\|_{2,p^*}
\end{cases}
$$

We will compare the constants in equations (12) and (13), namely $\frac{\sqrt{2W}}{m} \left( \frac{\Gamma\left(\frac{p+1}{2}\right)}{\sqrt{\pi}} \right)^{\frac{1}{p^*}}$ and $\frac{W}{m} \sqrt{p^*-1}$. Since $\frac{W}{m}$ divides both of these constants, we drop this factor and work with the expressions $c_1(p) = \sqrt{p^*-1}$ and $c_2(p) = \sqrt{2\left( \frac{\Gamma\left(\frac{p+1}{2}\right)}{\sqrt{\pi}} \right)^{\frac{1}{p^*}}}$.

Here we establish our main claim that $c_2(p) \leq c_1(p)$.

Lemma 9 Let $c_1(p) = \sqrt{p^*-1}$ and $c_2(p) = \sqrt{2\left( \frac{\Gamma\left(\frac{p+1}{2}\right)}{\sqrt{\pi}} \right)^{\frac{1}{p^*}}}$. Then

$$
c_2(p) \leq c_1(p),
$$

for all $1 \leq p \leq 2$.

Proof First note that $c_1(2) = c_2(2)$. For convenience, set $q = p^*$, $f_1(q) = c_1(p)$, and $f_2(q) = c_2(p)$. We claim $\frac{d}{dq}f_1(q) \geq \frac{d}{dq}f_2(q)$ for $q \geq 2$, and this implies that $c_2(p) \leq c_1(p)$ for $1 \leq p \leq 2$.

The rest of this proof is devoted to showing that $\frac{d}{dq}f_1(q) \geq \frac{d}{dq}f_2(q)$. Upon differentiating we get that $f'_1(q) = \frac{1}{2q^{\frac{3}{2}} - 1}$. Next, we will differentiate $f_2$. To start, we state a useful inequality (see Equation 2.2 in Alzer (1997)) bounding the digamma function, $\psi(x)$,

$$
\psi(x) \leq \log(x) - \frac{1}{2x}
$$

(14)
Recall that the digamma function is the logarithmic derivative of the gamma function, \( \psi(x) = \frac{d}{dx}(\log \Gamma(x)) = \frac{\Gamma'(x)}{\Gamma(x)} \). Now we differentiate \( \ln f_2 \):

\[
\frac{d}{dq}(\ln f_2(q)) = \frac{2}{q} \psi\left(\frac{q+1}{2}\right) - \frac{\ln(\Gamma\left(\frac{q+1}{2}\right)) - \ln(\sqrt{\pi})}{q^2}
\leq \frac{2}{q^2} \left( \log \left(\frac{q+1}{2}\right) - \frac{1}{q+1} \right) - \left( \frac{1}{2} \ln 2 + \frac{q}{2} \log \left(\frac{q+1}{2}\right) - \frac{q+1}{2} \right)
\leq \frac{1}{2q} + \frac{1}{q^2} \left( \frac{1}{2(q+1)} - \frac{1}{2} \log 2 \right)
\leq \frac{1}{2q}.
\]

The last line follows since we only consider \( q \geq 2 \) and \( \frac{1}{2(q+1)} - \frac{1}{2} \ln 2 \leq 0 \) in this range. Finally, the fact that \( \frac{d}{dq}(\ln f_2(q)) = f'_2(q)/f_2(q) \) implies

\[
f'_2(q) = f_2(q) \frac{d}{dq}(\ln f_2(q))
\leq \frac{1}{2q} f_2(q) \quad \text{(by } \frac{d}{dq}(\ln f_2(q)) \leq \frac{1}{2q} \text{)}
\leq e^{-\frac{1}{2}} \frac{\sqrt{q+1}}{2q}
\leq \frac{1}{2q} e^{-\frac{1}{2}} \sqrt{(q+1)(q-1)}
\leq \frac{1}{2q} e^{-\frac{3}{2}} \frac{1}{2\sqrt{q-1}}
\leq \frac{1}{2\sqrt{q-1}} = f'_1(q)
\]

Using \( q^2 - 1 \leq q^2 \).

\[
\text{Appendix E. The Tightness of the } \sqrt{\log(d)} \text{ factor for } p = 1
\]

Here, we provide an example showing that the dimension dependence of \( \sqrt{\log(d)} \) in our upper bound on the Rademacher complexity of linear functions bounded in \( \ell_1 \) norm is tight.

Consider a data set with \( d = 2^m \). Then the data matrix \( \mathbf{X} \) has \( 2^m \) rows. We pick the data \( \{\mathbf{x}_i\} \) so that the rows of \( \mathbf{X} \) are the set \( \{-1,+1\}^m \). This means that \( \|\mathbf{X}\|_{2,p} = \sqrt{m} \) and
we can compute the Rademacher complexity as

$$\overline{\mathcal{R}}_S(\mathcal{F}_1) = \frac{1}{m} \mathbb{E} \left[ \sup_{|\mathbf{w}|_1 \leq \mathbf{W}} \mathbf{w} \cdot \sum_{i=1}^{m} \sigma_i \mathbf{x}_i \right] = \frac{1}{m} \mathbb{E} \left[ \left\| \sum_{i=1}^{m} \sigma_i \mathbf{x}_i \right\|_\infty \right] \quad \text{(definition of dual norm)}$$

$$= \frac{1}{m} \mathbb{E} \left[ \max_{1 \leq j \leq d} \sum_{i=1}^{m} \sigma_i (\mathbf{x}_i)_j \right] = \frac{1}{m} \mathbb{E} [m] \quad \text{(tightness of Cauchy-Schwartz)}$$

$$= \frac{m}{m} = \frac{1}{m} \sqrt{m} \sqrt{m} = \frac{1}{m} \sqrt{\log(d)} \| \mathbf{X}^\top \|_{2,\infty} \quad \text{\(d = 2^m, \| \mathbf{X}^\top \|_{2,\infty} = \sqrt{m}\)}$$

Therefore, the \(\sqrt{\log(d)}\) dependence in the constant for \(p = 1\) is tight.