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\section*{A B S T R A C T}
Magnetic coercivity is often viewed to be lower in alloys with negligible (or zero) values of the anisotropy constant. However, this explains little about the dramatic drop in coercivity in FeNi alloys at a non-zero anisotropy value. Here, we develop a theoretical and computational tool to investigate the fundamental interplay between material constants that govern coercivity in bulk magnetic alloys. The two distinguishing features of our coercivity tool are that: (a) we introduce a large localized disturbance, such as a spike-like magnetic domain, that provides a nucleation barrier for magnetization reversal; and (b) we account for magneto-elastic energy—however small—in addition to the anisotropy and magnetostatic energy terms. We apply this coercivity tool to show that the interactions between local instabilities and material constants, such as anisotropy and magnetostriiction constants, are key factors that govern magnetic coercivity in bulk alloys. Using our model, we show that coercivity is minimum at the permalloy composition (Fe\textsubscript{21.5}Ni\textsubscript{78.5}) at which the alloy's anisotropy constant is not zero. We systematically vary the values of the anisotropy and magnetostriiction constants, around the permalloy composition, and identify new combinations of material constants at which coercivity is small. More broadly, our coercivity tool provides a theoretical framework to potentially discover novel magnetic materials with low coercivity.

\textcopyright 2021 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.

\section*{1. Introduction}
In ferromagnetic materials, hysteresis is the lag in reorienting the magnetic moment with the applied field. This reorientation is typically delayed with respect to the applied field, and follows a characteristic curve as shown in Fig. 1. This phenomenon is called hysteresis, and the corresponding curve is called the hysteresis loop. The width of this hysteresis loop determines several applications of magnetic materials. For example, magnetic alloys with narrow hysteresis width, informally called soft magnets, are used in transformer cores and induction motors while magnetic alloys with wide hysteresis width, called hard magnets, are used in permanent magnets and some computer memories [1,2]. Other features of the hysteresis loop—such as magnetic saturation, coercive field (with magnitude termed coercivity), and remnant magnetization—govern the applications of magnetic alloys.

Although hysteresis is a fundamental property that governs the application of magnetic materials, we know little about the fundamental constants that govern hysteresis [3]. For example, a commonly accepted reasoning for low hysteresis in magnetic alloys focuses on a material constant $\kappa_1$, called the anisotropy constant. This constant penalizes the magnetization rotation away from its preferred crystallographic orientation. At present, theoretical methods suggest that a small (or zero) anisotropy constant lowers magnetic hysteresis [4–6]. However, this reasoning contradicts experimental observations: Take the well studied FeNi binary alloy system [7]. In this alloy system, magnetic hysteresis is drastically lowered at 78.5% Ni-content. However, the anisotropy constant at this composition is not zero. In fact, the anisotropy constant is zero at 75% Ni-content, at which magnetic hysteresis is not minimum. Also, magnetostriiction constants vanish at nearby compositions, but not at 78.5% Ni. These discrepancies in the FeNi system are known as the “Permalloy Problem” [7,8]. Similar discrepancies are observed in other magnetic systems, such as the Sendust, FeGa and NiMnGa alloys [9–12]. These examples suggest that we understand little of the role of material constants that govern magnetic hysteresis in bulk alloys. It is, therefore, important to develop a theoretical and computational framework that reliably predicts magnetic coercivity in bulk magnetic alloys. Such a framework would open doors to developing novel magnetic alloys with low hysteresis.

\subsection*{1.1. Mathematical modeling of magnetic hysteresis}
A widely used theory to describe magnetization processes is the micromagnetics [20]. This is a continuum theory that describes the
energy of a body in terms of its magnetic moment. In this theory, each energy term is directly correlated with a measured material constant, and potentially provides a rigorous framework for exploring the links between material constants and magnetic hysteresis. Attempts to use the micromagnetics to understand hysteresis have a long history: Beginning in the 1950s [14–17], researchers studied the breakdown of a single domain state under a constant external field. They decreased the magnitude of this external field from a large value. In this method, a typical approach was to consider the second variation of the micromagnetic energy evaluated at a constant magnetization in equilibrium with the constant applied field, i.e., linear stability analysis [20]. This leads to a linear partial differential equation in the form of an eigenvalue problem, with non-trivial solutions associated to breakdown. With the aid of simplifications (ellipsoids), these linear equations could sometimes be solved analytically, and the results were studied sufficiently intensely so that the eigenvectors were given names such as coherent rotation, magnetization curling, and anticurling [15–17]. (For a modern treatment of these kinds of calculations based on duality, see Section 8 of [31].)

The well-known difficulty with this approach is that, when accepted values for the material constants are substituted into the results, they dramatically overpredict the coercivity [13,20]. A typical evaluation in iron is a coercivity of $\kappa_1 + \mathbf{m}_1 \cdot \mathbf{N} \mathbf{m}_1$, where $\kappa_1$ is the first anisotropy constant, $\mathbf{m}_1$ is the constant magnetization and $\mathbf{N}$ is an appropriate demagnetization matrix for the region of interest. For a typical bulk specimen of iron, this gives a coercivity more than three orders of magnitude higher than the measured value. This general disagreement between the results of linear stability analysis and experiment was termed the Coercivity Paradox [20]. On the other hand, it was later recognized that in certain perfect single crystals with atomically smooth boundaries and in similarly perfect nanostructures, coercivities approaching the results of linear stability analysis could be achieved [18].

1.2. Nucleation barriers and localized disturbances

Two recent developments suggest a way forward to predict hysteresis in bulk materials. The first concerns the hysteresis observed in martensitic phase transformations [24]. The goal in that case is to predict the thermal hysteresis on heating and cooling. Like the magnetic case, linear stability analysis fails in the case of martensitic transformations; the linearized operator is typically strongly positive-definite at the point of transformation on cooling, especially in cases of big first order phase transformations. However, if one analyzes a certain nucleus consisting of a twinned platelet (see Fig. 2a for an example), then one finds a realistic energy barrier [23,24,38]. More importantly, a simple criterion for lowering this barrier emerges, involving the middle eigenvalue of the transformation stretch matrix [25,26]. Satisfying this criterion to high accuracy in alloy development programs has led to numerous alloys with near zero thermal hysteresis despite having transformation strains of the order of 10%.

The second development suggesting a way forward is an unpublished Ph.D. thesis of Pilet [27]. Pilet examines the appearance of the nuclei of reverse domains on the shoulder of the hysteresis loop in various ferromagnetic materials. These nuclei appear precisely at the same location in the material on each magnetization reversal cycle. He finds (1) a strong correlation between the appearance of these nuclei and the ultimate measured coercivity, even though the shoulder occurs at quite a different field than the coercive field, and (2) that the nuclei are large but highly localized disturbances, which in our view would likely not be captured by linear stability analysis.

Theoretically, there are few general methods that treat large localized disturbances. Classical results in the calculus of variations related to “strong relative” minimizers would seem to be relevant, but they are only available in the case of a one-dimensional domain [40]. Recently, a big step forward is the development of a theory of strong local minimizers in the multidimensional case [41,42]. However, the necessary and sufficient conditions for a strong local minima given by these studies involve the concepts of “quasiconvexity” and “quasiconvexity at the boundary”, which are difficult or impossible to verify with known methods. Another point is that of strong local minimizers are not precisely what is needed in the present case of micromagnetics. That’s because domain wall energy dominates at small scales, so typical large localized disturbances always increase the energy at sufficiently small scales, i.e., they are missed by the usual concept of “strong local minimizer”. It is the barrier that is important, and, in the present case, the dependence of the height of the barrier on material constants. To our knowledge, the only general approach to estimation of the barrier (in the case of phase transformations) is the work of Knüpfert et al. [38], Knüpfert and Otto [39].

1.3. Present research

In the present work, we develop a computational tool that predicts coercivity in bulk magnetic alloys. To this end, we use the concept of nucleation barriers to compute magnetic hysteresis. As in the martensitic case, the key is to select a potent defect. In magnetic materials, inclusions in the form of a spike domain are commonly found around defects, and possess a fine needle-like geometry, see Fig. 2(b) [30]. These spike-domains form to minimize the total energy of the system. They were theoretically predicted to form by Néel [28] and have been imaged by Williams [29]. We hypothesize that these spike-domain microstructures serve as a nucleus (or a local disturbance) that grows during magnetization reversal. Unlike in shape memory alloys in which the needle growth is a balance between elastic and interfacial energies, the growth of a spike-domain in alloys with strong ferromagnetism involves an intricate balance between anisotropy, magnetostatic, and magnetostrictive energies. Except for introducing this physically motivated defect, we do not introduce other perturbations, random or deterministic, to seed the magnetization reversal process. In this sense we are formulating a method that specifically tests the potency of spatial defects as a possible cause of hysteresis in the ab-
sence of mechanisms involving thermal activation. Although one could choose infinitely many possible defects, our predictions of hysteresis using the spike domain substantiate the intuition of Néel that the spike domain is the potent defect.

The structure of the remainder of this paper is as follows: In Section 2, we give an overview of micromagnetics and equilibrium equations that are implemented in our computational tool. Here, we account for the magnetoelastic energy terms that were typically neglected in prior calculations; and we introduce concepts related to ellipsoid theorem and reciprocal theorem that simplify our calculation for computing magnetic coercivity. A key aspect is to find a computational way to model the important effect of boundaries that are typically far from the defect but play an important role. Next, in Section 3 we demonstrate the advantages of this computational tool across three case studies: (a) We show how the tool can be applied to modeling stress in magnetic alloys, and in doing so uncover that the effect of stress on hysteresis varies as a function of alloy composition. (b) We show how the tool can be applied to engineering different defect geometries, and by doing so we find how the structural features of defects affect hysteresis loops. (c) We show how applying the tool can help solve the Permalloy problem. (d) We reveal an unexpectedly important effect of magnetostriction on hysteresis, contrary to the conventional wisdom that, all else fixed, coercivity is minimized at vanishing magnetostriction constants. Broadly, we find that the delicate balance between material constants, such as the magnetostriction and the anisotropy constant, has an important influence on coercivity.

Overall, we present a computational framework to predict coercivity in bulk magnetic alloys. Our tool can be used to discover possible new soft magnetic materials (low hysteresis). In principle, some aspects of our methods could also be used to discover hard magnetic materials (i.e., candidates for permanent magnets) but this is much more difficult: for soft magnets one has only to make a good choice of poten defect, while hard magnets have to exhibit large hysteresis for all possible defects.

2. Theory

In this section, we describe the theoretical framework of our coercivity tool. First, we introduce the total energy of micromagnetics, including magnetostriction. Then we solve the mechanical and magnetostatic equilibrium equations to compute the strain and demagnetization fields, respectively, in the body. Here, we present a computational trick based on the ellipsoid theorem that simplifies the calculation of demagnetization fields in ellipsoid bodies that are much bigger than the defect, but play a critical role. Finally, we compute the evolution of the magnetization using the Landau-Lifshitz-Gilbert equation. This equation is numerically solved using the Gauss-Siedel projection method [32], and the accompanying equilibrium equations are solved in Fourier space [33].

2.1. Micromagnetics

Micromagnetics is a continuum theory that uses the magnetic moment to describe the free energy of a magnetic body $\mathcal{E}$ [19–22]. This theory has been successfully applied to solve various problems, such as finding energy minimizing domain structures and understanding their role in the magnetization process [11,32,34,36,37]. A key advantage of this theory is that the total energy is expressed in terms of conventional material constants that are measured in specific experiments. This advantage of micromagnetics makes it an ideal framework to investigate the links between material constants, microstructural geometry, and magnetic coercive fields. In our coercivity tool, we use the standard micromagnetic energy including magnetostriction and define the free energy function as

$$
\psi = \int_{\mathbb{R}^3} \left\{ \nabla \mathbf{m} \cdot \mathbf{A} \nabla \mathbf{m} + \kappa_1 (m_1^2 m_2^2 + m_2^2 m_3^2 + m_3^2 m_1^2) + \frac{1}{2} \left[ \mathbf{E} - \mathbf{E}_0 (\mathbf{m}) \right] \cdot \mathbf{C} \left[ \mathbf{E} - \mathbf{E}_0 (\mathbf{m}) \right] - \sigma \mathbf{E} \cdot \mathbf{E} - \mu_0 m_0 \mathbf{H}_e \cdot \mathbf{m} \right\} d\mathbf{x} + \frac{\mu_0}{2} \int_{\mathbb{R}^3} \left\| \nabla \zeta \mathbf{m} \right\|^2 d\mathbf{x}.
$$

(1)

Here, we describe the micromagnetic energy in a cubic basis $\{\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3\}$, where the magnetization $\mathbf{M}$, is normalized by its saturation magnetization $m_s$, such that $\frac{\mathbf{M}}{m_s} = \mathbf{m} = m_1 \mathbf{e}_1 + m_2 \mathbf{e}_2 + m_3 \mathbf{e}_3$ and $|\mathbf{m}| = 1$. Eq. (1) describes the energy landscape of a magnetic body, and its local minima represent metastable magnetization patterns. Fig. 3 schematically illustrates the different energy contributions in Eq. (1). First, the exchange energy $\int_{\mathbb{R}^3} \mathbf{J} \cdot \nabla \mathbf{m} \cdot \mathbf{A} \nabla \mathbf{m} d\mathbf{x}$ penalizes gradients of the magnetization, see Fig. 3(a). This penalty originates from the quantum mechanical exchange-interaction forces between neighboring magnetization, and is minimized when the neighboring magnetization are parallel. Second, the anisotropy energy $\int_{\mathbb{R}^3} \kappa_1 (m_1^2 m_2^2 + m_2^2 m_3^2 + m_3^2 m_1^2) d\mathbf{x}$ penalizes magnetization that are not aligned in the direction of easy crystallographic axes, see Fig. 3(b). Here, we assume a cubic form of the anisotropy energy, and $\kappa_1$ is the anisotropy constant. (More general forms can be included without difficulty.) Third, the elastic energy $\int_{\mathbb{R}^3} \frac{1}{2} \left\{ \mathbf{E} - \mathbf{E}_0 (\mathbf{m}) \right\} \cdot \mathbf{C} \left\{ \mathbf{E} - \mathbf{E}_0 (\mathbf{m}) \right\} d\mathbf{x}$ is related to the magnetostrictive response of the material. For example, take a magnetic rod with randomly oriented domains as shown in Fig. 3(C). Next, apply a magnetic field to the rod to align the domains with the external field. This reorientation of domains extends or con-
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**Fig. 2.** (a) A martensite nucleus embedded within the austenite phase of a shape memory alloy. The growth of this martensite nucleus provides an energy barrier that is related to hysteresis in shape memory alloys [38]. Fig. 2(a) is modified and reprinted from Ref. [38] with permission from John Wiley and Sons. (b) In magnetic materials, spike domain microstructures formed around defects (i.e., cavity) serves as a nucleus that grows during magnetization reversal. We hypothesize this nucleus provides an energy barrier that is related to magnetic hysteresis [28,29]. Image is modified from Ref. [29], and is reprinted with permission from the American Physical Society.
tracts the rod and the relative change in its length is defined as the magnetostrictive strain. We consider geometrically linear strain $E = \frac{1}{2}(\nabla u + (\nabla u)^T)$ that deviates from the spontaneous or preferred strain values $E_0(m)$. The spontaneous strain tensor is given by:

$$E_0(m) = \frac{1}{2} \begin{bmatrix} \lambda_{100}(m_1^2 - \frac{1}{3}) & \lambda_{111}m_1m_2 & \lambda_{111}m_1m_3 \\ \lambda_{100}(m_2^2 - \frac{1}{3}) & \lambda_{111}m_2m_3 & \lambda_{111}m_1m_3 \\ \lambda_{100}(m_3^2 - \frac{1}{3}) & \lambda_{111}m_3m_1 & \lambda_{111}m_1m_2 \end{bmatrix} \text{symm.}$$

in which the magnetostrictive constants $\lambda_{100}$ and $\lambda_{111}$ are measured material constants. $C$ is the tensor of elastic moduli. Fourth, the external energy, $\int_\Omega \sigma \cdot (E - \mu_0 m)H_e \cdot d\mathbf{x}$ consists of two contributions: the former term corresponds to the elastic energy due to applied mechanical stress $\sigma$; the latter is the mutual energy between magnetization vector and the applied external field, $H_e$. This external field, $H_e$, has the physical interpretation as the magnetic field that would be present if the ferromagnetic body were removed [20]. This energy is minimized when the angle between them is zero, see Fig. 3(d). Finally, the magnetostatic energy, $\int_\Omega |\nabla \psi|\cdot d\mathbf{x}$ is related to the work required to arrange magnetic dipoles into a specific geometric configuration. This energy term scales quadratically with the demagnetization field, $H_d = -\nabla \psi_{\text{symm}}$, which is computed by solving magnetostatic equilibrium $\nabla \cdot (H_d + M) = 0$ on all of space (Sections 2.2-2.3) and Fig. 3(e). This field is sensitive to the presence of defects and body geometry.

2.2. Equilibrium equations

We compute the strain and demagnetization fields in Eq. (1) by solving the mechanical and magnetostatic equilibrium equations, respectively. The mechanical equilibrium is satisfied by:

$$\nabla \cdot \sigma = \nabla \cdot (C(E - E_0)) = 0 \text{ on } \mathcal{C}.$$  (3)

Here, $\sigma$ is the stress field and $C$ elastic modulus tensor, assumed here to be positive-definite. We note from the form of the energy $\psi$ and the positive-definiteness of $C$, that, if the magnetization $m(x)$ is chosen so that the preferred strain $E_0(m(x))$ is the symmetric part of a gradient, then the unique minimizing strain tensor is $E(x) = E_0(m(x))$. Then, using Korn’s inequality, the displacement is uniquely determined (in $H^1(\mathcal{C})$) up to an overall infinitesimal rigid body rotation [43]. However, in general, other competing energy terms in $\psi$ influence the evolving strains. The mechanical equilibrium in Eq. (3) is non-trivial, and magnetostrictive plays an important role during energy minimization.

The magnetic induction and magnetic field produced by the magnetization satisfy $\nabla \cdot B = 0, \ B = H_d + M$, and are computed from

$$\nabla \cdot B = \nabla \cdot (H_d + M) = 0 \text{ on } \mathbb{R}^3.$$  (4)

According to Ampère’s law, $\nabla \times H_d = 0$ on $\mathbb{R}^3$, so the demagnetization field is the gradient of a magnetostatic potential, i.e., $H_d = -\nabla \psi_{\text{symm}}$. Substituting for the demagnetization field, the magnetostatic equation reduces to:

$$\nabla \cdot (-\nabla \psi_{\text{symm}} + M) = 0 \text{ on } \mathbb{R}^3.$$  (5)

A mathematical statement of these conditions is that, given the magnetized body $\mathcal{C}$ as a bounded open set with $M = 0$ outside $\mathcal{C}$ and satisfying the constraint of saturation, $|M| = m$, on $\mathcal{C}$, there is a unique solution $\psi_{\text{symm}}$ in $H^1(\mathbb{R}^3)$ of Eq. (5), up to an additive constant.

We solve Eq. (2)-(5) in Fourier space. We use the FFTW$^\dagger$ library [5758] that computes discrete Fourier transformation of the fields in Eq. (3)-5, and thus enforces periodic boundary conditions on the computational domain. Further details on its numerical implementation are described in the supplementary material (Section 4), which borrow significantly from Ref. [33].

$^\dagger$ The Fastest Fourier Transform in the West (FFTW) is a software library for computing discrete Fourier transforms.
Fundamentally Eq. (5) should be solved on $\mathbb{R}^3$, which includes the bulk magnetic material and all of free space surrounding the material. Such a computational domain would typically span hundreds of microns or more in size, and modeling fine microstructures, such as spike-domains and domain walls, which are several orders of magnitude smaller than the diameter of $\epsilon$ would be computationally expensive.\(^2\) We next introduce known tricks based on the ellipsoid theorem that simplify the calculation of the demagnetization field.

2.3. Ellipsoid theorem

First we note that, even though the defect and spike domain are much smaller than, and far from the boundary of, the magnetic body $\epsilon$, the shape of $\epsilon$ is important, because the growth of the spike domain is importantly affected by the demagnetization effects arising from poles at the far-away boundary of $\epsilon$. For example, an ellipsoid body with uniform magnetization contains free poles on its surface. These surface poles induce a demagnetization field that is proportional to the uniform magnetization in the body. The shape of $\epsilon$ is extremely important, because the growth of the spike domains can be seen as a mechanism for reducing the demagnetization energy due to these poles. This demagnetization field, also referred to as the stray field, has approximately the same effect as a particular external field applied to the computational domain. The only difference is that the demagnetization field is not applied by an external source, but originates because of the magnetic body's geometry and its surface poles.

In our calculations we assume the magnetic body to be an ellipsoid $\epsilon$ that supports a magnetization $\mathbf{M}(\mathbf{x})$. This ellipsoid geometry of the body allows us to decompose the magnetization into two: a constant magnetization $\mathbf{M}$, and a spatially varying magnetization $\mathbf{M}(\mathbf{x})$. The presence of a defect, such as a non-magnetic inclusion $\Omega_d$, introduces a local perturbation that gives rise to the spatially varying magnetization $\mathbf{M}(\mathbf{x})$. This field is localized in the vicinity of a defect and decays away from it.

In our computations, we model a finite sized domain $\Omega$ centered around a defect $\Omega_d$. This domain is several times smaller than the actual size of the ellipsoid $\epsilon$, see Fig. 4. The size of the domain $\Omega$ is chosen such that $\mathbf{M}(\mathbf{x}) \rightarrow \mathbf{M}$ on the surface of the computational domain. The demagnetization field is then computed in two steps: First, the demagnetization field produced by the constant magnetization on the ellipsoid is computed as $\mathbf{H} = \mathbf{N} \cdot \mathbf{M}$. Here, $\mathbf{N}$ is the demagnetization factor matrix that is a tabulated geometric property of the ellipsoid. The constant magnetization $\mathbf{M}$ on the domain is defined such that $\int_{\Omega} \mathbf{M}(\mathbf{x}) d\mathbf{x} = 0$.

In the next paragraphs we explain how we choose this constant magnetization and explain our reasoning behind it. Second, the demagnetization field produced by the spatially varying magnetization is computed by solving $\nabla \cdot (\mathbf{H} + \mathbf{M}) = 0$ on $\Omega$. This demagnetization field is a continuously varying field that is sensitive to the inhomogeneities present in the material. By the linearity of the magnetostatic equation, the reciprocal theorem and the fact that constant magnetization implies constant magnetic field on an ellipsoid, the total demagnetization field is a sum of the local and the non-local fields, $\mathbf{H} = \mathbf{H}_l + \mathbf{H}(\mathbf{x})$. This decomposition is justified in the supplementary material (Section 3) 2.3 and in Refs. [55,56].

In the initial state of our calculations, we choose the constant magnetization $\mathbf{M}$ as the unique constant that minimizes the individual energy terms in Eq. (1). For example, $\mathbf{M}$ minimizes the exchange energy (because there are no domain walls), minimizes the anisotropy energy (because $\mathbf{M}$ is coincident with an easy axis), minimizes the magnetoelastic energy (because of constant strain, $\mathbf{E} = \mathbf{E}_0$, and compatibility), minimizes the applied field or external energy (for a sufficiently large $\mathbf{H}$, along positive $\mathbf{e}_d$ direction), and minimizes the magnetostatic energy for the particular ellipsoid geometry chosen (i.e., ellipsoids have long axis in the direction parallel to $\mathbf{M}$). Overall, we choose $\mathbf{M}$ such that the total energy of the system is minimum.

Our reasoning behind this choice of constant magnetization is as follows: We want to initialize our calculations with the lowest energy state as possible. Thus we choose the energy minimizer $\mathbf{M}$, which is also observed experimentally for sufficiently large fields and even on non-ellipsoidal specimens. For the chosen ellipsoid, the applied field value $\mathbf{H}$, at which $\mathbf{M}$ ceases to be energy minimizing is known (e.g., Ref. [31], Section 8). However, it is widely observed in experiments that the breakdown of the single domain state typically does not occur at that point, but rather the same single domain state persists to lower fields [27]. While defects and domain walls are certainly present on small regions during this stage, they do not grow to macroscopic size. These experimental observations have motivated our initial choice of $\mathbf{M}$ and the defect on the computational domain.

The ellipsoid theorem simplifies the computational complexity of our problem in two ways. First, we reduce the computational costs by eliminating the need for a large computational domain in $\mathbb{R}^3$. Instead, we model a computational domain that is much smaller than the magnetic body, and yet can capture the demagnetization contributions from body geometry and local defects. Second, we resolve nanoscale features of the magnetic microstructures, such as domain walls and spike-like domains, and investigate their switching mechanism, in-situ, during magnetization reversal. This ellipsoid theorem enables us to model a local region around a defect, and yet account for macroscopic effects from body geometry on the demagnetization fields.

---

\(^2\) Mesh refinement techniques could be used to address this problem, although rapid variations of $\mathbf{H}$ just outside of $\epsilon$ would also have to be resolved with this approach.
Finally, note that this decomposition of the field is specific to magnetic bodies with elliptoid geometry. While different ellipsoid geometries, such as prolate (rod-like), oblate (pancake-like), or sphere with varying aspect ratios can be modeled, our algorithm is only applicable to ellipsoid bodies. In order to compute the coercivity for a non-ellipsoid magnetic body, Eq. (4)–5 would have to be solved on a large domain, including especially a sufficiently large subset of free space surrounding the body, so that the poles at its boundary are computed correctly. Our computational trick, which simplifies the calculation of the demagnetization field, cannot be applied to this non-ellipsoid geometry. A non-ellipsoid computational domain could span hundreds of microns or much more in size modeling fine microstructures, such as needle domains, would be computationally expensive.

2.4. Landau-Lifshitz-Gilbert equation

Next, we compute the evolution of the magnetization using the Landau-Lifshitz-Gilbert equation [44,45]. This is the simplest gradient flow of the free energy function $\psi$ accounting for the constraint $|\mathbf{m}| = 1$:

$$\frac{\partial \mathbf{m}}{\partial \tau} = -\mathbf{m} \times \mathbf{H} - \alpha \mathbf{m} \times (\mathbf{m} \times \mathbf{H}). \quad (6)$$

Here, $\tau = \gamma m \tau$ is the dimensionless time step, $\gamma$ is the gyromagnetic ratio, and $\alpha$ is the damping constant. The effective field is $\mathbf{H} = -\mathbf{\mu}_0 \mathbf{m} \mathbf{m}^\perp + \mathbf{h}(\mathbf{m})$, in which, $\mathbf{h}(\mathbf{m})$ is the first variation of the free energy density with respect to $\mathbf{m}$ (ignoring the constraint), excluding the exchange energy and $A^e = \alpha/\mu_0 m^2 l_0^2$, where $l_0$ is the length scale of the model. This form of the differential equation is widely used in the micromagnetics community to study domain formation (e.g., [46,47]), magnetic switching (e.g., [48]), and twinning boundary movement [49] in ferromagnetic shape memory alloys. Eq. (6) can be used to compute the rotational movement of the magnetization while conserving its magnitude, i.e., $|\mathbf{m}| = 1$ is preserved by the evolution. This property of Eq. (6) is advantageous because the constraint $|\mathbf{m}| = 1$ is not convex and therefore difficult to handle by other known methods.

Please note that both the uniform magnetization $\mathbf{M} = m \mathbf{m}$ and the perturbed magnetization $\mathbf{M} = m \mathbf{m}$ on the computational domain evolve according to the Landau-Lifshitz-Gilbert (LLG) Eq. (6).

We employ the Gauss-Seidel projection method developed by Wang et al. [32] to numerically solve the Landau-Lifshitz-Gilbert equation. Eq. (6). This implicit method overcomes the severe time step constraint introduced by the exchange term in Eq. (1). Furthermore, this numerical scheme is unconditionally stable and allows for adaptive time steps that is useful in computing magnetic hysteresis. We next summarize the key steps of the Gauss-Seidel projection method:

1. Let $g^n(x)$ and $g^n(x)$ be the intermediate fields at the nth time step and are defined as follows:

$$g^n(x) = (1 - A^e \Delta \tau \nabla^2)^{-1} \left[ m^n + \Delta \tau \mathbf{h}(m^n) \right]$$

$$g^n(x) = (1 - A^e \Delta \tau \nabla^2)^{-1} \left[ m^n + \Delta \tau \mathbf{h}(m^n) \right]. \quad (7)$$

Here, $\Delta \tau = 0.1$ is the non-dimensionalized time step, and the magnetization $m^n$ is given by:

$$m^n = \left[ \begin{array}{c} m^n_1 \\ m^n_2 \\ m^n_3 \end{array} \right] = \left[ \begin{array}{c} m^n_1 + (g^n m^n_2 - g^n m^n_2) \\ m^n_2 + (g^n m^n_1 - g^n m^n_1) \\ m^n_3 + (g^n m^n_2 - g^n m^n_2) \end{array} \right]. \quad (8)$$

2. Next, the intermediate magnetization $m^n$ is incremented using the updated values of $\mathbf{m}$ and $\mathbf{h}(\mathbf{m})$ from step 1:

$$m^{n+1} = (1 - A^e \alpha \Delta \tau \nabla^2)^{-1} \left[ m^n + \alpha \Delta \tau \mathbf{h}(m^n) \right]. \quad (9)$$

3. Finally the magnetization at the $n + 1$ time step, $\mathbf{m}^{n+1}$ is updated,

$$\mathbf{m}^{n+1} = \frac{1}{m} \mathbf{m}^{n+1}. \quad (10)$$

Eq. (7)–9 are computed in Fourier space, and further details of its numerical implementation are described in [33] and in the supplementary material (Section 5). Note, in our code we compute the discrete Fourier transformation of the fields assuming periodic boundary conditions. In our micromagnetic simulations, we iterate steps 1–3 to compute magnetization evolution until the system reaches equilibrium.

2.5. Boundary conditions

We model a 3D computational domain $\Omega$ typically with $128 \times 128 \times 24$ grid points, and the element size is chosen such that domain walls span $3-4$ elements, see supplementary material (Section 4). A defect, such as a non-magnetic inclusion, is modeled at the center of this domain and is of size $\Omega_d = 8 \times 8 \times 6$. We choose a defect with edge $l_d$ that is several times smaller than the computation domain size $L$ (i.e., $l_d < 6L$). This geometry ensures that the demagnetization fields and strain fields decay away from the defect boundary, and are negligible at the computational domain boundary. We initialize the computational domain $\Omega$ with a homogeneous magnetization, $M_{m0} = m0 \mathbf{m}$ as shown in Fig. 5(a). The defect induces a local demagnetization field, $\mathbf{H}(x)$ which we compute by solving:

$$\nabla \cdot \mathbf{H}(x) = -\nabla^2 m = \begin{cases} \nabla \cdot \mathbf{M} & \text{in } \Omega \\ 0 & \text{in } \Omega_d \end{cases} \quad (10)$$

together with the jump conditions at the boundaries of the non-magnetic inclusion:

$$[\xi_{m} n]_{\partial \Omega} = 0 \quad (11)$$

$$\left[ \frac{\partial \xi_{m}}{\partial n} \right]_{\partial \Omega} = -\mathbf{M} \cdot \mathbf{n} \quad (12)$$

Here, the brackets $[\cdot]$ denote the jump of the enclosed quantity. We enforce this jump condition by maintaining $\mathbf{M} = 0$ inside the defect throughout the computation. We apply a large external field $\mathbf{H}_e = \gamma l_0^2 \mathbf{e}_1$ that is gradually decreased in steps of $\Delta t l_0^2$ until the magnetization reverses. The external field at which the magnetization switches is the predicted coercivity of the magnetic alloy.

In principle, this theoretical and computational framework can be used to predict coercivity in any cubic magnetic material. In the present work, we calibrate the model for iron-nickel alloys. We emphasize that, aside from including the non-magnetic defect, we do not otherwise seed or perturb the magnetization to induce the reversal process or to pre-define the hysteresis loop. Before presenting the numerical results, we first non-dimensionalize the micromagnetic energy in Eq. (1) by dividing the whole expression by $\mu_0 M^2$. Table S1 in the supplementary material (Section 1) lists the non-dimensional material constants used in the model.

3. Results

In this section we show how our coercivity tool works. First, we demonstrate magnetization reversal by modeling the growth of a spike domain (localized disturbance). Then, we demonstrate the value of the tool in predicting magnetic coercivity across three case studies: In Study 1, we model mechanical stresses on magnetic alloys with $\lambda_{100} < 0, \lambda_{100} = 0, \lambda_{100} > 0$, respectively, and investigate whether and how stresses affect magnetic hysteresis. In Study 2, we model different defect geometries and defect densities, and study how these structural features affect the coercivity values. In Study 3, we model material constants as a function of
3.1. The growth of a spike domain

Fig. 5 shows the growth of the spike domain (localized disturbance) during magnetization reversal. A spike domain, similar to those observed in experiments [29], forms around the defect. Evidently, the growth of the spikes is driven by the energetic advantage of elimination of the poles on the (non-magnetic) defect, the decreasing influence of the applied field as it is lowered, and the tendency of the spikes to lower the contribution of the demagnetization energy of the poles at the boundary of the ellipsoid. As the applied field is lowered, the spike domain grows modestly at first, see Fig. 5(b–d). At a coercive field of \( H_e = -9e_1 \text{Oe} \), the magnetization reverses abruptly. Fig. 6 shows the corresponding hysteresis and strain loops for the spike domain microstructure.

Note that, in the initial states, e.g., Fig. 5(a–c), the far-field magnetization \( \mathbf{m} \) does not change its direction as the spike domain grows. This is consistent with our arguments for the uniform magnetization \( \mathbf{M} = m \mathbf{m} \) in Section 2.3. As seen in Fig. 5, as the field is lowered, the spike domain grows slowly. The instability leading to the reversal is abrupt, and near complete reversal occurs everywhere except the small region surrounding the defect. The final magnetization achieved over the full ellipsoid, except very near the defect, is \( -\mathbf{m} \).

Fig. 6 (a-b) shows the volume average magnetization \( \bar{m}_1 \) and volume average strain \( \bar{\epsilon}_{11} (e_1 \otimes e_1) \) of the spike domain microstructure as a function of the applied field \( H_e \). The labels (a–e) correspond to the subfigures in Fig. 5(a–e). In Fig. 6(a), as the external field is reduced to zero, the domain retains its net magnetization state (i.e., remnant magnetization), and no significant changes in the microstructure are observed. At the coercive field \( H_e = -H_0 e_1 \), the net magnetization reverses, and the microstructure changes drastically—for example, the spike domain grows. On reversing the direction of the applied field the magnetization switches to its initial state.

In Fig. 6(b), the volume average strain traces out a characteristic butterfly double loop that is consistent with experimental observations [12]. The strain gradually decreases as the external field is lowered, see labels (a–d), and abruptly switches at the coercive field value, label (d–e) in Fig. 6(b). At the coercive field, the magnetization in the domain reverses.

The hysteresis loop in Fig. 6(a) is square shaped with sharp shoulders near the values of the coercive field. We attribute the
square shape of the hysteresis loop to the oblate ellipsoid geometry of the magnetic body—this body geometry assists in retaining a net magnetization despite reducing the external field. The sharp shoulder at \( H_e = -H_0 \mathbf{e}_1 \) result from a sudden unstable growth of the spike domain. Note that the experimentally measured coercive field value for bulk Fe\(_{50}\)Ni\(_{50}\) is about an order of magnitude smaller than our computed values—this may be because we assume a single crystal material with a simple defect structure and no sharp corners—and we discuss this further in Section 4. We next apply this fundamental concept of introducing a localized disturbance (spike domain) during magnetization reversal to explore the effect of stress, defect geometry and material constants on hysteresis loops.

### 3.2. Study 1: effect of stress on hysteresis loops

Here, we investigate whether mechanical loads, such as tensile stress, affects coercivity in three types of magnetic alloys, namely, alloys with magnetostriction constants \( \lambda_{100} < 0, \lambda_{100} = 0 \) and \( \lambda_{100} > 0 \). We model three magnetic disks that correspond to iron-nickel alloys with 42%, 45% and 50% Ni-content, respectively. We choose these specific alloy compositions because the measured magnetostriction constants for Fe\(_{50}\)Ni\(_{50}\), Fe\(_{55}\)Ni\(_{45}\) and Fe\(_{50}\)Ni\(_{50}\) satisfy \( \lambda_{100} < 0, \lambda_{100} = 0 \) and \( \lambda_{100} > 0 \), respectively. The values of the other material constants corresponding to each alloy composition are listed in Table S1 of the supplementary material (Section 1). We introduce tensile loads in the micromagnetics energy via \( -\int \sigma: \mathbf{E}_x \mathbf{d}x \), and apply stress in the range 0 – 50 MPa for each computational domain.

Fig. 7 shows the effect of a homogeneous macroscopic stress \( \sigma = \sigma_{11} (\mathbf{e}_1 \otimes \mathbf{e}_1) \) on hysteresis loops. The results show two key findings on the response of magnetic alloys to applied loads. First, hysteresis loops in magnetic alloys with zero magnetostriction, for example Fe\(_{55}\)Ni\(_{45}\) with \( \lambda_{100} = 0 \), as expected, are unaffected by tensile loads. For example, Fig. 7(a) shows that the hysteresis loop is the same under all tensile loads \( \sigma_{11} \). Second, the hysteresis loops in magnetic alloys with non-zero magnetostriction \( \lambda_{100} \neq 0 \) deviate from the hysteresis loop with zero external stress. For example, the Fe\(_{50}\)Ni\(_{50}\) magnetic alloy with \( \lambda_{100} > 0 \) shows an increasing coercive field with increasing tensile stress, and the Fe\(_{50}\)Ni\(_{50}\) magnetic alloy with \( \lambda_{100} < 0 \) shows a decreasing coercive field with increasing tensile stress. This response of the magnetic alloys is because of the coupling between the magnetostriction and the magnetization terms, for e.g., the preferred strain along \( \mathbf{e}_1 \)-direction is given by \( E_{11} = \lambda_{100} m_1^2 - \frac{1}{2} \). For \( \lambda_{100} = 0 \), the strain values are decoupled from magnetization terms, and the external loads do not affect magnetic hysteresis. Overall, Fig. 7 demonstrates that even with the modest magnetostriction constants of FeNi, applied stresses affect the width of the hysteresis loop quite significantly.

### 3.3. Study 2: effect of defect geometry on hysteresis loops

In this section we investigate whether defect geometries and defect densities affect the size and shape of hysteresis loops. Fig. 8(a–c) shows computed magnetic microstructures formed around the three defect geometries. Fig. 8(d) shows the hysteresis loops for each domain configuration. Broadly, we find that coercive field increases under two conditions: First, when the defect edges are not aligned with the material’s easy axes. For example, take Fig. 8(b), in which the defect edges are inclined at angle \( \theta \) to the easy axes. The magnetic domains formed around this defect are magnetized along the (110) directions in order to reduce the magnetostatic energy. These domains are not aligned along the easy axes (100). Consequently growing these magnetized domains requires greater coercive field strength, see Fig. 8(d). Second, the coercivity increases because of a domain wall pinning effect. For
example, in Fig. 8(d) the computational domain contains multiple defects that pin domain wall motion during magnetization reversal. This pinning effect gives rise to curved shoulder on the hysteresis loop and increases the coercivity of magnetic alloys, see inset Fig. 8(e). Overall, both defect geometry and defect density affect the shape and width of hysteresis loops, but the effect is surprisingly small.

In our computations, we mainly treat one defect geometry. We envisage applications to cases in which the macro-scale body is not ellipsoidal and there are multiple defects. Our studies of Fig. 8 with two defects indicate a minor effect on coercivity of having multiple defects, at least when both defects are in the small computational domain. However, a full understanding on the effects of body shape and multiple defects awaits future work. Fig. 8 and Section 3.3 of the paper do suggest that, if an array of defects were to be engineered in the direction of the spike domain, coercivity could be lowered.

3.4. Study 3: effect of material constants on coercivity

In this section, we investigate how the interplay between a localized disturbance and magnetic material constants affects coercivity. We explore this interplay in two sub-studies: First, we model a situation relevant to the permalloy problem. We compute magnetic coercivities in the Fe$_{1-x}$Ni$_x$ alloy system as a function of the Ni-content, see Table S2 in supplementary material (Section 1) [54]. We use magnetic material constants—namely the anisotropy $\kappa_1$ and the magnetostriction constants $\lambda_{100}$ and $\lambda_{111}$—as inputs and compute magnetic coercivity at each FeNi alloy composition. Second, we systematically vary the values of the anisotropy ($-10^5 J/m^3 \leq \kappa_1 \leq 10^5 J/m^3$) and the magnetostriction constants along the easy axes (i.e., for $\kappa_1 > 0$ we vary $\lambda_{100}$ between $-500 \times 10^{-6}$ and $500 \times 10^{-6}$ with $\lambda_{111} = 0$, and for $\kappa_1 < 0$ we vary $\lambda_{111}$ between $-500 \times 10^{-6}$ and $500 \times 10^{-6}$ with $\lambda_{100} = 0$), and compute coercivities around the permalloy composition.5

5 Note that magnetic alloys with $\kappa_1 > 0$ and $\kappa_1 < 0$ have their easy axes along the (100) and (111) family of crystallographic directions, respectively. We compute the magnetic coercivities on a domain $\Omega$ with $64 \times 64 \times 24$ grid points and defect $\Omega_m$ of size $14 \times 14 \times 6$, and by applying an external field along their respective easy axes. These calculations require a transformation of the coordinate basis that we explain in the supplementary material (Section 2).

The Permalloy problem: Fig. 9(a) shows the coercivity as a function of Ni-content in iron-nickel alloys. In line with experimental observations, the coercivity is minimum in the 75 – 78.5% Ni-content range. The coercivity is the lowest at 78.5% Ni-content, see Fig. 9(b). Magnetic coercivity gradually increases for material constants that lie away from the 78.5% Ni-content alloy.

Fig. 9 (b) shows that although $\kappa_1 = 0$ at 75% Ni-content, the coercivity is not a minimum at this composition. In fact, the coercivity is minimum at 78.5% Ni-content at which neither the anisotropy constant nor the magnetostriction constants are zero. We attribute the minimum coercivity at 78.5% Ni-content to a delicate balance of the localized disturbance and material constants of the bulk alloy. We note that this balance is sensitive to the size of the defect and the presence of residual strains in the domain. Prior experimental research reports precipitate formation on cooling FeNi alloys, and we suspect that these inclusions affect the balance between material constants at 78.5%, and we study this in detail in our forthcoming paper [53]. Here, we note that Fig. 9(a-b) demonstrates that magnetic material constants, such as the magnetostriction constants and the anisotropy constant, play an important role in governing hysteresis.

Parametric study: Fig. 10 shows a coercivity heat map as a function of the anisotropy constant $\kappa_1$ and the magnetostriction constants $\lambda_{100}, \lambda_{111}$. For the range of material constants explored, the coercivity is minimum when $\kappa_1 = 0$. The coercivity increases for an increase in either the anisotropy or the magnetostriction constants. The well known permalloy composition Fe$_{23}$Ni$_{77}$ lies close to the bottom of this well in Fig. 10. However, Fig. 10 shows other combinations of material constants that have a lower coercivity than the permalloy composition. This example shows a potential use of our coercivity tool to discover novel combinations of material constants with low magnetic hysteresis. In our forthcoming papers, we investigate the interplay between $\lambda_{111}, \lambda_{100}$ and $\kappa_1$ constants to lower coercivities in iron-based magnetic alloys [52,53].

Overall, the results in this section demonstrate two things: First, the magnetostriction constant in addition to the anisotropy constant plays an important role in reducing magnetic hysteresis. Second, the delicate interplay between a localized disturbance and material constants is a potential way forward to predicting hysteresis in bulk magnetic alloys.
4. Discussion

The results show that our coercivity tool provides a systematic framework to explore the interplay between magnetic domains and defect geometry—and how these features affect material constants that govern magnetic hysteresis. For example, in Sections 3.1–3.3 we show the growth of a spike domain during magnetization reversal, and explore the role of applied loads and defect geometry on magnetic hysteresis. Section 3.4 identifies the interplay between anisotropy and magnetostriction constants that lowers magnetic coercivity in FeNi alloys. In the remainder of this section, we discuss some limitations of our coercivity tool, and then consider some differences between our findings and prior work on predicting magnetic hysteresis.

Two features of this work limit the comparisons we can make with experimental measurements on magnetic coercivity. First, our simulations assumed the computational domains to be a single crystal with periodic boundary conditions and cubic defect geometries. While these assumptions are internally consistent and allow for detailed predictions, these idealizations are subject to the shortcomings associated with the presence of grain boundaries and a complex distribution of defects that is expected to be typical in bulk materials. From this perspective, our predictions exhibit a surprisingly favorable comparison with experiment. Second, although we predict magnetic coercivity as a function of defect geometry and material constants, the quantitative values of the coercive force are an order of magnitude greater than experimental measurements in bulk iron-nickel alloys [35]. Whether introducing other defects, such as sharp corners, surface roughness, non-ellipsoid body geometries, into our model would yield comparable results with experiments is an open question. With these limiting conditions we next proceed to discuss strengths of our coercivity tool.

The key feature of our coercivity tool is the use of a localized disturbance in calculating the coercive force in magnetic systems. This localized disturbance is in the form of a Neel-type spike domain that introduces a non-linear variation in our numerical micromagnetics. The growth of this spike domain, under decreasing field values, destabilizes the uniformly-magnetized metastable states. Using this approach, we predict coercive field values that are much closer to experimental observations, and are more accurate than the predictions from linear stability analysis [20]. Furthermore, we numerically march through local minimizing states and trace out the characteristic hysteresis and strain loops of a
magnetic alloy. These features cannot be captured using other simplifying methods based on absolute minimizers, such as the method of Gamma convergence.

Another feature of the coercivity tool is that it accounts for magneto-elastic interactions in addition to the anisotropy and magnetostatic energy terms. This rigorous formulation of the coercivity tool provides a framework to systematically explore how combinations of material constants can lower magnetic hysteresis. For example, Section 3.4 shows how both anisotropy $\kappa_1$ and magnetostriiction constants $\lambda_{100}$ lower magnetic hysteresis in FeNi alloys. This finding contrasts with previous studies, in which zero anisotropy constant $\kappa_1 \to 0$ was considered to be the only factor that lowers magnetic hysteresis [50,51]. Prior studies typically neglected the magnetostriiction terms and their role on magnetic hysteresis was not considered. Our results show that in addition to the anisotropy constant, magnetostrictive constants $\lambda_{100}$ and $\lambda_{111}$ play an important role in lowering magnetic hysteresis.

Beyond introducing a localized disturbance and magnetoelastic terms, the coercivity tool provides insight into nanoscale domain switching mechanisms during magnetization reversal. For example, in Section 3.1–3.3 we show the nucleation and growth mechanism of the spike-domain microstructures, and domain-wall pinning on defects under applied loads. The evolution of these microstructural features arise naturally as a result of relative energy minimization. Overall, these results demonstrate how our coercivity tool can be used to design structural features of defects, and to discover novel combinations of material constants that lower magnetic hysteresis. These results suggest initial steps for experiments and alloy development programs to design magnetic materials with low hysteresis.

5. Conclusion

The present findings contribute to a more fundamental understanding of how different variables, such as local instabilities and material constants, affect magnetic coercivity. Specifically, coercivity is often viewed to be lower in magnetic alloys with zero (or negligible) anisotropy constant, $\kappa_1 \to 0$, and magnetoelastic energies are often ignored because of their small values. However, this explains little about the singularities in the permalloy problem, in which coercivity abruptly drops at a non-zero anisotropy value, $\kappa_1 = -161 \text{J/m}^2$. Given the present findings of including both magnetoelastic and anisotropy energies to compute coercivity, we demonstrate that both magnetostrictive constants and anisotropy constants play an important role in lowering magnetic coercivity. Furthermore, we present a tool that models a large local instability (spike-domain) that lowers the coercive force necessary for magnetization reversal, and predicts coercivity with better accuracy than linear stability analysis. We propose to use this computational tool to discover a fundamental relationship between material constants that lower magnetic coercivity, and thereby develop novel magnetic systems with high anisotropy constants and low coercivity.
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