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Abstract. A Frobenius algebra is a finite-dimensional algebra $A$ which comes equipped with a coassociative, counital comultiplication map $\Delta$ that is an $A$-bimodule map. Here, we examine comultiplication maps for generalizations of Frobenius algebras: finite-dimensional self-injective (quasi-Frobenius) algebras. We show that large classes of such algebras, including finite-dimensional weak Hopf algebras, come equipped with a nonzero map $\Delta$ as above that is not necessarily counital. We also conjecture that this comultiplicative structure holds for self-injective algebras in general.

1. Introduction

All algebraic structures in this work are over a field $k$ of characteristic 0. Moreover, all algebras are finite-dimensional as $k$-vector spaces, and are unital and associative. This work is motivated by the various characterizations of Frobenius algebras in the literature. These structures were introduced by Frobenius in 1903 in terms of paratrophic matrices [Fro03], and revamped in the 1930s by Brauer-Nesbitt and Nakayama in terms of their representation theory and certain forms that they admit [BN37, Nak39]; see also [Lam99, Chapter 6]. Starting in the 1990s, the following characterization of a Frobenius algebra became prevalent due to its connection to 2-dimensional Topological Quantum Field Theories (TQFTs).

Definition-Theorem 1.1. [Qui95, Abr96] Let $A$ be an algebra with multiplication map, $m : A \otimes A \to A$. Then $A$ is Frobenius if and only if it comes equipped with a $k$-linear, coassociative, counital comultiplication map $\Delta : A \to A \otimes A$ that is an $A$-bimodule map, i.e.,

- $\Delta \otimes id)\Delta = (id \otimes \Delta)\Delta$ (for coassociativity);
- $\exists k$-linear map $\varepsilon : A \to k$ so that $(\varepsilon \otimes id)\Delta = id = (id \otimes \varepsilon)\Delta$ (for counitality).

Moreover, the left and right $A$-action on $A$ is given by multiplication, and the left (resp., right) $A$-action on $A \otimes A$ is given by left (resp., right) multiplication in the first (resp., second) factor; so, the $A$-bimodule map condition is equivalent to

$$ (id \otimes m)(\Delta \otimes id) = \Delta m = (m \otimes id)(id \otimes \Delta). \tag{1.2} $$

We examine a similar comultiplicative structure for generalizations of Frobenius algebras: self-injective (quasi-Frobenius) algebras. We show that large subclasses of self-injective algebras $A$ come equipped with a nonzero comultiplication map $\Delta$ that make $A$ non-counital Frobenius; that is, $\Delta$ is coassociative, satisfies (1.2), but is not necessarily counital.
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1.1. Self-injective endomorphism algebras. To proceed, recall an algebra $A$ is called self-injective if the $A$-modules $AA$ and $A_A$ are both injective. Moreover, an algebra $B$ is basic if $B_B$ is a direct sum of pairwise non-isomorphic indecomposable (projective) modules. In 2006, Skowroński and Yamagata obtained a characterization of self-injective algebras in terms of endomorphism algebras over basic algebras [SY06], given as follows.

Take $B$ a basic algebra, and let $B = P_0 \oplus \cdots \oplus P_{n-1}$ be a decomposition of $B$ into a direct sum of indecomposable right $B$-modules. Here, $n$ is the number of primitive orthogonal idempotents $e_i$ of $B$ for which $1_B = \sum_{i=0}^{n-1} e_i$. For $m_0, \ldots, m_{n-1} \in \mathbb{Z}_{>0}$, consider the notation:

$$B(m_0, \ldots, m_{n-1}) := \text{End}_B(M_0 \oplus \cdots \oplus M_{n-1}),$$

for $M_i := P_i^{\oplus m_i}$.

**Theorem 1.4.** [SY06, Theorems 1.3 and 2.1] [SY11, Theorems IV.6.1, IV.6.2] An algebra $A$ is self-injective if and only if $A \cong B(m_0, \ldots, m_{n-1})$ for $B$ a basic, self-injective algebra. Further, $A$ is Frobenius if and only if $m_i = m_{\nu(i)}$ for all $i$, where $\nu$ is the Nakayama permutation of $B$. \hfill $\square$

Towards our goal, let us consider an important class of basic algebras $B$ depending on a certain directed graph, or a quiver, $Q$. Here, we read paths of $Q$ from left-to-right.

**Notation 1.5.** Take $n \in \mathbb{Z}_{>0}$ and $1 \leq \ell \leq n - 1$. Let $Q(n)$ be an $n$-cycle quiver with vertex set $Q_0 = \{0, 1, \ldots, n - 1\}$ and arrow set $Q_1 = \{\alpha_i : i \to i + 1\}_{i=0,\ldots,n-1}$. Take $R$ to be the arrow ideal of the path algebra $\mathbb{k}Q$, and let $I_\ell$ be the admissible ideal $R^\ell$ of $\mathbb{k}Q$. Form a bound quiver algebra corresponding to the data:

$$B_{n,\ell} := \mathbb{k}Q(n)/I_\ell.$$

In fact, all self-injective, connected, Nakayama bound quiver algebras are of the form $B_{n,\ell}$ [SY11, Theorem IV.6.15]. Therefore, we set the following terminology.

**Definition 1.6.** Take $A := B(m_0, \ldots, m_{n-1})$, a self-injective algebra from Theorem 1.4. We refer to $A$ as a Nakayama-Skowroński-Yamagata (NSY) algebra if $B = B_{n,\ell}$.

This brings us to our first main result.

**Theorem 1.7** (Theorem 2.14). The NSY algebras $A := B(m_0, \ldots, m_{n-1})$ are non-counital Frobenius via an explicitly defined nonzero comultiplication map $\Delta : A \to A \otimes A$. In particular, $\Delta$ is counital precisely when $A$ is Frobenius (e.g., when $m_i = m_{\nu(i)}$ for all $i$, as in Theorem 1.4).

We establish Theorem 1.7 in Section 2. We then provide several examples of comultiplicative structures of NSY algebras in Section 3, such as for the Frobenius algebras $B_{n,\ell}(1, \ldots, 1)$, and for Nakayama’s 9-dimensional non-Frobenius self-injective algebra $B_{2,2}(2,1)$ [Nak39, page 624]; we also compare the 28-dimensional Frobenius algebra $B_{4,3}(1,2,1,2)$ to the 27-dimensional algebra $B_{4,3}(1,1,2,2)$ that is not comunital.

1.2. Finite-dimensional weak Hopf algebras. Next, we turn our attention to another important class of self-injective algebras: finite-dimensional weak Hopf algebras. A *weak Hopf algebra* is an algebra $H$ that is equipped with a $k$-linear coassociative comultiplication map $\Delta_{wk}$, which is counital and satisfies certain compatibility axioms different than (1.2); see Definition 4.3. Such algebras are generalizations of Hopf algebras, which have gained prominence due to extensive work by Böhm-Nill-Szlancháyi in the late 1990s (see, e.g., [BNS99]). One of their main results is the following.
Theorem 1.8. [BNS99, Theorems 3.11 and 3.16] Finite-dimensional weak Hopf algebras $H$ are self-injective. Further, $H$ is Frobenius if and only if $H$ has a non-degenerate left integral (see Definition 4.7).

See [IK10] and [Hen11, Section 9.2] for a study of finite-dimensional weak Hopf algebras that are not counital Frobenius. Now we fulfill our goal for finite-dimensional weak Hopf algebras as described below.

Theorem 1.9 (Theorem 4.11). Finite-dimensional weak Hopf algebras $H$ are non-counital Frobenius via an explicitly defined nonzero comultiplication map $\Delta : H \to H \otimes H$. In particular, $\Delta$ is counital precisely when $H$ is Frobenius (e.g., when $H$ has a non-degenerate left integral).

Background material on weak Hopf algebras and the proof of Theorem 1.9 can be found in Section 4. We also provide many examples of this result in Section 5, especially for groupoid algebras, and for quantum transformation groupoids.

1.3. Further directions. Our two results above, Theorems 1.7 and 1.9, prompt the following conjecture, progress of which is illustrated in Diagram 1 below.

Conjecture 1.10. Self-injective algebras are non-counital Frobenius. In particular, given a class of self-injective algebras, there exists a nonzero comultiplication map $\Delta$ for the members of the class yielding non-counital Frobenius structures, such that $\Delta$ is counital precisely when a member is Frobenius.

Diagram 1: Conjecture 1.10 holds for NSY-algebras [Theorem 1.7] and for finite-dimensional weak Hopf algebras [Theorem 1.9].

The conjecture is likely to hold because the techniques used to resolve the conjecture for the NSY algebras could be close to its resolution in the general case. Indeed, the bound quiver algebras $B_{n,\ell}$ form a prototypical class of basic self-injective algebras $B$.

In fact, the conclusion of Conjecture 1.10 has been achieved for another generalization of Frobenius algebras: gendo-Frobenius algebras, introduced recently by Yırtıci. See [Yır22, Theorem 4.3]. Here, an algebra is said to be Morita if it is isomorphic to the endomorphism algebra of a finite-dimensional, faithful (right) module $M$ over a self-injective algebra $B$ [KY13]. Further, an algebra is called gendo-Frobenius if it is Morita under the conditions that $B$ is Frobenius and that $M \cong M_{\nu_B}$ as right $B$-modules, where $\nu_B$ is the Nakayama automorphism of $B$. With this observation, we end with a few directions for further research.
**Question 1.11.** Does the conclusion of Conjecture 1.10 hold for Morita algebras?

**Question 1.12.** What are the intersections between the classes of algebras above for which Conjecture 1.10 holds? For instance, what are examples of NSY weak Hopf algebras?

**Question 1.13.** What are the physical uses of non-counital Frobenius algebras, say, akin to the use of (counital) Frobenius algebras in 2-dimensional TQFTs?

See, e.g., work of Cohen and Godin [CG04] for connections between non-counital Frobenius algebras and positive boundary 2-dimensional TQFTs.

## 2. NSY algebras are non-counital Frobenius

In this section, we establish an explicit non-counital Frobenius structure for the NSY algebras [Definition 1.6], thereby proving Conjecture 1.10 for a large class of self-injective algebras. Notation and preliminary results are provided in Section 2.1; the basis of the NSY algebras is discussed in Section 2.2 (see Proposition 2.10); and the unital, multiplicative structure of the NSY algebras is provided in Section 2.3 (see Proposition 2.11). The main result on the non-counital Frobenius structure of the NSY algebras is then presented in Section 2.4, incorporating the results above (see Theorem 2.14).

### 2.1. Preliminaries

To proceed, recall the notation in (1.3) and Notation 1.5 for the NSY algebras \( B_{n,\ell}(m_0, \ldots, m_{n-1}) \) in Definition 1.6.

**Notation 2.1.** Let \( e_i \) denote the trivial path at vertex \( i \) of \( Q_0 \). Consider the decomposition of \( B_{n,\ell} \) into a direct sum of indecomposable right \( B_{n,\ell} \)-modules, \( \bigoplus_{i=0}^{n-1} P_i \), for \( P_i := e_i B_{n,\ell} \).

- Let the basis of \( B_{n,\ell} \) be paths of \( Q \) starting at vertex \( i \) of length \( k \), denoted by
  \[ \alpha_{i,k} := \alpha_i \alpha_{i+1} \cdots \alpha_{i+k-1} \quad \text{for} \quad 0 \leq i \leq n-1, \quad 0 \leq k \leq \ell - 1. \]
  Here, \( \alpha_{i,0} = e_i \). In particular, the basis of \( P_i \) is given by \( \{ \alpha_{i,k} \}_{0 \leq k \leq \ell - 1} \).
- Let \( P_i^{r_i} \) be the \( r_i \)-th copy of \( P_i \), for \( 0 \leq r_i \leq m_i - 1 \), and denote its basis by \( \{ \alpha_{i,k}^{r_i} \}_{0 \leq k \leq \ell - 1} \). Moreover, \( P_i^{r_i} \) is a right \( B_{n,\ell} \)-module via
  \[ \alpha_{i,k}^{r_i} \beta = (\alpha_{i,k} \cdot \beta)^{r_i}, \quad \text{for} \quad \beta \in B_{n,\ell}. \]
- Consider the maps
  \[ X_{i,j}^{r_i,s_i+j} : P_i^{r_i} \rightarrow P_i^{s_i+j}, \quad \alpha_{i,j,k}^{r_i} \mapsto (\alpha_i \cdot \alpha_{i+j,k})^{r_i} = \alpha_{i,j+k}^{r_i}. \]
  That is, \( X_{i,j}^{r_i,s_i+j} \) is pre-composition by the path \( \alpha_{i,j} \) (in the appropriate copy of \( P_i \)).
- Extend \( X_{i,j}^{r_i,s_i+j} \) to an endomorphism of \( \bigoplus_{i,r_i} P_i^{r_i} \) by setting
  \[ X_{i,j}^{r_i,s_i+j}(P_a^s) = 0, \quad \text{for} \quad a \neq i + j, \quad s_a \neq s_{i+j}. \]
- Indices are here as follows: \( n, \ell, m_0, \ldots, m_{n-1} \) are fixed; \( i, a \) are taken modulo \( n \); and \( 0 \leq j, k, b \leq \ell - 1, \quad 0 \leq r_i \leq m_i - 1, \quad 0 \leq s_{i+j} \leq m_{i+j} - 1 \).

Next, we compute the Nakayama permutation [SY11, page 377] [SY06, page 136] of the NSY algebras, as this is needed to determine when such algebras are Frobenius [Theorem 1.4]. We refer to [ASS06, Section I.3] for background on radicals, tops, and socles of modules of finite-dimensional algebras.
Proposition 2.4. The Nakayama permutation $\nu$ of $B_{n,\ell}$ is the permutation of $\{1, \ldots, n\}$ given by $\nu(i) = i + \ell - 1$ modulo $n$.

Proof. Recall Notation 2.1; in particular, the indecomposable right $B_{n,\ell}$-modules are of the form $P_i = e_iB_{n,\ell} = \bigoplus_{k=1}^{\ell-1} k\alpha_{i,k}$, with $\alpha_{i,0} = e_i$. By the definition on [SY06, page 136], we need to compute the permutation of $\nu$ of $\{1, \ldots, n\}$ such that

$$\text{soc}(e_iB_{n,\ell}) \cong \text{top}(e_{\nu(i)}B_{n,\ell}).$$

Now $\text{rad}(P_i) = \bigoplus_{k=1}^{\ell-1} k\alpha_{i,k}$. So, we obtain that $\text{top}(P_i) = P_i/\text{rad}(P_i) = k e_i$. On the other hand, $\text{soc}(P_i) = k\alpha_{i,\ell-1} \cong k e_i e_{\ell-1}$ as right $B_{n,\ell}$-modules. Here, $k e_i e_{\ell-1}$ is the right $B_{n,\ell}$-module with action $e_i + e_{\ell-1} \cdot \alpha_{j,k} = \delta_{i+\ell-1,j} \delta_{k,0} e_i e_{\ell-1}$. So, $\nu(i) = i + \ell - 1$ modulo $n$. □

2.2. Basis. Next, we show that the maps $\{X_{i,j}^{r_i,s_i+j}\}$ from Notation 2.1 form a basis of a given NSY algebra $B_{n,\ell}(m_0, \ldots, m_{n-1})$. Consider the following preliminary results.

Lemma 2.5. We have that $X_{i,j}^{r_i+s_i+j} \in B_{n,\ell}(m_0, \ldots, m_{n-1})$.

Proof. We need to show that $X_{i,j}^{r_i+s_i+j}$ is a map of right $B_{n,\ell}$-modules. Take $\beta \in B_{n,\ell}$, and take $\theta \in P_{a_{m}}^{\text{sa}}$ for some $0 \leq a \leq n-1$ and $0 \leq s_a \leq m_a - 1$. Then, $\theta = \gamma a_{\beta}$, for some path $\gamma$ that starts at vertex $a$. Now we see that $X_{i,j}^{r_i+s_i+j}$ is a right $B_{n,\ell}$-module map as follows:

$$X_{i,j}^{r_i,s_i+j}(\gamma \cdot \beta) = X_{i,j}^{r_i,s_i+j}(\gamma a_{\beta}) \quad \overset{(2.2)}{=} \quad X_{i,j}^{r_i,s_i+j}(\gamma \cdot \beta a_{\beta}).$$

$$= \delta_{i+j,a} \delta_{i,j+s_a} (\alpha_{i,j} \cdot \gamma a_{\beta}) \quad \overset{(2.2)}{=} \quad \delta_{i+j,a} \delta_{i,j+s_a} [(\alpha_{i,j} \cdot \gamma a_{\beta})] \quad \overset{(2.2)}{=} \quad \delta_{i+j,a} \delta_{i,j+s_a} \cdot \beta \quad \overset{(2.2)}{=} \quad X_{i,j}^{r_i,s_i+j}(\gamma a_{\beta}) \cdot \beta \quad \overset{(2.2)}{=} \quad X_{i,j}^{r_i,s_i+j}(\gamma a_{\beta}).$$

□

Lemma 2.6. The elements $X_{i,j}^{r_i,s_i+j}$ are linearly independent.

Proof. Suppose not, then there exist scalars $c_{i,j}^{r_i,s_i+j} \in \mathbb{k}$ not all zero such that

$$\sum_{i=0}^{n-1} \sum_{j=0}^{\ell-1} \sum_{r_i = 0}^{m_i-1} \sum_{s_i+j=0}^{m_{i+j}-1} c_{i,j}^{r_i,s_i+j} X_{i,j}^{r_i,s_i+j} = 0. \quad (2.7)$$

Since $c_{i,j}^{r_i,s_i+j}$ are not all zero, there exists indices $a, b, s_{a+b}$ such that $c_{a,b}^{r_{a+b},s_{a+b}} \neq 0$. Now, evaluate (2.7) on the element $\alpha_{a+b}^{s_{a+b}}$ to get that

$$\sum_{i=0}^{n-1} \sum_{j=0}^{\ell-1} \sum_{r_i = 0}^{m_i-1} \sum_{s_i+j=0}^{m_{i+j}-1} c_{i,j}^{r_i,s_i+j} X_{i,j}^{r_i,s_i+j} (\alpha_{a+b}^{s_{a+b}}) = \sum_{i=0}^{n-1} \sum_{j=0}^{\ell-1} \sum_{r_i = 0}^{m_i-1} \sum_{s_i+j=0}^{m_{i+j}-1} c_{i,j}^{r_i,s_i+j} \delta_{i+j,a+b} \delta_{i,j+s_{a+b}} \alpha_{i,j}^{r_i} = \sum_{i=0}^{n-1} \sum_{j=0}^{\ell-1} \sum_{r_i = 0}^{m_i-1} \sum_{s_i+j=0}^{m_{i+j}-1} c_{i,j}^{r_i,s_{a+b}} \delta_{i+j,a+b} \alpha_{i,j}^{r_i} = 0.$$

Since $\{\alpha_{i,j}^{r_i}\}$ are linearly independent elements of $\bigoplus_{k=1}^{\ell} P_{k}^F$, we get that $c_{i,j}^{r_i,s_{a+b}} = 0$ for all $i, j, r_i$. In particular, for $i = a$ and $j = b$, we get that $c_{a,b}^{r_{a+b},s_{a+b}} = 0$. This is a contradiction to our assumption. Thus, the claim follows. □
Lemma 2.8. Every nonzero right \( B_{n,\ell} \)-module map \( \phi \) from \( P^{r_a}_a \) to \( P^{r_i}_i \) is of the form \( \phi(a_{i,j}^{r_a}) = (\alpha_{i,j}^{r_a}) \cdot a_{i,j} \) for some \( j \) such that \( i + j \equiv a \mod n \).

Proof. Since \( \phi \) is a right \( B_{n,\ell} \)-module map, we have that

\[
0 \neq \phi(a_{0,0}^{r_a}) \overset{(2.2)}{=} \phi(a_{0,0}^{r_a} \cdot a_{0,0}) = \phi(a_{0,0}^{r_a}) \cdot a_{0,0}.
\]

Therefore, \( \phi(a_{0,0}^{r_a}) \) ends at vertex \( a \). Also, \( \phi(a_{0,0}^{r_a}) \in P^{r_i}_i \) implies that \( \phi(a_{0,0}^{r_a}) \) starts at vertex \( i \). Thus, it is clear that \( \phi(a_{0,0}^{r_a}) = \alpha_{i,j}^{r_i} \) for some \( j \) such that \( i + j \equiv a \mod n \). Hence, the claim holds. \( \square \)

Lemma 2.9. We have that \( \dim_k(B_{n,\ell}(m_0, \ldots, m_{n-1})) = \sum_{i=0}^{n-1} \sum_{j=0}^{\ell-1} m_i m_{i+j} \).

Proof. Recall that

\[
B_{n,\ell}(m_0, \ldots, m_{n-1}) = \operatorname{Hom}_{B_{n,\ell}} \left( \bigoplus_{a=0}^{n-1} \bigoplus_{r_a=0}^{m_a-1} P^{r_a}_a, \bigoplus_{i=0}^{n-1} \bigoplus_{r_i=0}^{m_i-1} P^{r_i}_i \right)
\]

\[
\cong \bigoplus_{a=0}^{n-1} \bigoplus_{r_a=0}^{m_a-1} \bigoplus_{i=0}^{n-1} \bigoplus_{r_i=0}^{m_i-1} \operatorname{Hom}_{B_{n,\ell}}(P^{r_a}_a, P^{r_i}_i).
\]

By Lemma 2.8, \( \dim_k(\operatorname{Hom}_{B_{n,\ell}}(P^{r_a}_a, P^{r_i}_i)) = \# \{1 \leq j \leq \ell - 1 : i + j \equiv a \mod n \} \). Therefore,

\[
\dim_k(B_{n,\ell}(m_0, \ldots, m_{n-1})) = \sum_{a=0}^{n-1} \sum_{r_a=0}^{m_a-1} \sum_{i=0}^{n-1} \sum_{r_i=0}^{m_i-1} \# \{1 \leq j \leq \ell - 1 : i + j \equiv a \mod n \}
\]

\[
= \sum_{a=0}^{n-1} m_a \sum_{i=0}^{n-1} \sum_{r_i=0}^{m_i-1} \# \{1 \leq j \leq \ell - 1 : i + j \equiv a \mod n \}
\]

\[
= \sum_{i=0}^{n-1} m_i \sum_{a=0}^{n-1} \sum_{r_a=0}^{m_a-1} \# \{1 \leq j \leq \ell - 1 : i + j \equiv a \mod n \}
\]

\[
= \sum_{i=0}^{n-1} m_i \sum_{j=0}^{\ell-1} m_{i+j}.
\]

\( \square \)

Proposition 2.10. The collection of morphisms \( \{X^{r_i,s_{i+j}}_{i,j} \}_{i,j,r,s_{i+j}} \) form a \( k \)-basis of \( B_{n,\ell}(m_0, \ldots, m_{n-1}) \).

Proof. The number of elements in the linearly independent set \( \{X^{r_i,s_{i+j}}_{i,j} \}_{i,j,r,s_{i+j}} \) from Lemma 2.6 is \( \sum_{i=0}^{n-1} \sum_{j=0}^{\ell-1} m_i m_{i+j} \), the same as \( \dim_k(B_{n,\ell}(m_0, \ldots, m_{n-1})) \) by Lemma 2.9. So, the result follows. \( \square \)

2.3. Algebra structure. Next, we provide an explicit algebraic structure of the NSY algebras \( A := B_{n,\ell}(m_0, \ldots, m_{n-1}) \) in terms of the basis of \( A \) from Proposition 2.10. In particular, we know that such \( A \) are associative and unital algebras, but we seek the explicit product and unit formulas in terms of the basis \( \{X^{r_i,s_{i+j}}_{i,j} \}_{i,j,r,s_{i+j}} \) in order to derive the desired coproduct formula for \( A \) later (towards proving Theorem 1.7).
Proposition 2.11. Take $A := B_{n,\ell}(m_0, \ldots, m_{n-1})$, an NSY algebra. Then, with the elements $\{X_{i,j}^{r_i,s_{i+j}}\}_{i,j,r_i,s_{i+j}}$ from Notation 2.1, the formulas

$$X_{i,j}^{r_i,s_{i+j}} \cdot X_{a,b}^{r_a,s_{a+b}} = \begin{cases} \delta_{a,i+j} \delta_{r_a,s_{i+j}} X_{i,j+b}^{r_i,s_{a+b}}, & \text{for } j + b < \ell, \\ 0, & \text{else;} \end{cases}$$

$$1_A = \sum_{i=0}^{n-1} \sum_{r_i=0}^{\ell-1} X_{i,0}^{r_i,r_i},$$

give $A$ an explicit structure of an associative, unital algebra.

Proof. First, we study the multiplication of $A$ in terms of the basis $\{X_{i,j}^{r_i,s_{i+j}}\}_{i,j,r_i,s_{i+j}}$. Given the two basis elements $X_{i,j}^{r_i,s_{i+j}}$ and $X_{a,b}^{r_a,s_{a+b}}$ as above, their composition is defined to be:

$$X_{i,j}^{r_i,s_{i+j}} \circ X_{a,b}^{r_a,s_{a+b}} = \begin{cases} P_{a+b}^{r_{a+b}} \rightarrow P_a^{r_a} = P_{i+j}^{r_{i+j}} \rightarrow P_i^{r_i}, & a = i + j, \ r_a = s_{i+j}, \ j + b < \ell \\ 0, & \text{otherwise.} \end{cases}$$

If we consider a basis element $\alpha_{a+b,k}^{a+b}$ of $P_{a+b}^{r_{a+b}}$, then when $a = i + j$, $r_a = s_{i+j}$, $j + b < \ell$, this map is defined by:

$$X_{i,j}^{r_i,s_{i+j}} \circ X_{a,b}^{r_a,s_{a+b}} \left(\alpha_{a+b,k}^{a+b}\right) = X_{i,j}^{r_i,s_{i+j}} \left((\alpha_{a,b} \cdot \alpha_{a+b,k})^{r_a}\right) = \left((\alpha_{i,j} \cdot \alpha_{i+j,b} \cdot \alpha_{a+b,k})^{r_i}\right) = \left(\alpha_{i,j} \cdot \alpha_{i+j,b} \cdot \alpha_{a+b,k}\right).$$

Here, we use (2.2) throughout. Hence, we have the product formula for $A$ as claimed.

Though not necessary, we show next that the product formula yields an associative multiplication:

$$\left(X_{i,j}^{r_i,s_{i+j}} \cdot X_{a,b}^{r_a,s_{a+b}}\right) \cdot X_{c,d}^{r_c,s_{c+d}} = \begin{cases} \delta_{a,i+j} \delta_{r_a,s_{i+j}} X_{i,j+b}^{r_i,s_{a+b}} \cdot X_{c,d}^{r_c,s_{c+d}}, & \text{for } j + b < \ell \\ 0, & \text{else;} \end{cases}$$

$$\begin{cases} \delta_{a,i+j} \delta_{r_a,s_{i+j}} \delta_{c,i+j+b} \delta_{r_c,s_{c+j+b}} X_{l,j+b+d}^{r_l,s_{l+c+d}}, & \text{for } j + b + d < \ell, \\ 0, & \text{else;} \end{cases}$$

$$\begin{cases} \delta_{c,a+b} \delta_{r_c,s_{a+b}} \delta_{a,i+j} \delta_{r_a,s_{i+j}} X_{l,j+b+d}^{r_l,s_{l+c+d}}, & \text{for } j + b + d < \ell, \\ 0, & \text{else;} \end{cases}$$

$$\begin{cases} \delta_{c,a+b} \delta_{r_c,s_{a+b}} X_{l,j}^{r_l,s_{i+j}} \cdot X_{a,b}^{r_a,s_{a+b}} \cdot X_{c,d}^{r_c,s_{c+d}}, & \text{for } b + d < \ell, \\ 0, & \text{else;} \end{cases}$$

$$X_{i,j}^{r_i,s_{i+j}} \cdot \left(X_{a,b}^{r_a,s_{a+b}} \cdot X_{c,d}^{r_c,s_{c+d}}\right).$$
We now verify the unitality axiom, with $1_A$ given in terms of the basis $\{X_{i,j}^{r_i,s_i+j}\}_{i,j,r_i,s_i+j}$ as claimed. Consider the computations below:

\[
1_A \cdot X_{a,b}^{r_a,s_a+a+b} = \left( \sum_{i=0}^{n-1} \sum_{r_i=0}^{m_i-1} X_{i,b}^{r_i,ri} \right) \cdot X_{a,b}^{r_a,s_a+a+b} = \sum_{i=0}^{n-1} \sum_{r_i=0}^{m_i-1} \left( X_{i,b}^{r_i,ri} \cdot X_{a,b}^{r_a,s_a+a+b} \right) = X_{a,b}^{r_a,s_a+a+b},
\]

\[
X_{a,b}^{r_a,s_a+a+b} \cdot 1_A = X_{a,b}^{r_a,s_a+a+b} \cdot \left( \sum_{i=0}^{n-1} \sum_{r_i=0}^{m_i-1} X_{i,b}^{r_i,ri} \right) = \sum_{i=0}^{n-1} \sum_{r_i=0}^{m_i-1} \left( X_{a,b}^{r_a,s_a+a+b} \cdot X_{i,b}^{r_i,ri} \right) = X_{a,b}^{r_a,s_a+a+b}.
\]

Therefore, the result holds.

\[
\square
\]

2.4. Non-countinal Frobenius structure. Here, we establish a non-countinal Frobenius structure for the NSY algebras, building on the algebra structure presented in Proposition 2.11. Consider the next preliminary result.

Lemma 2.12. Let $A$ be an algebra with $1_A$, and define a $k$-linear map $\Delta : A \to A \otimes A$ by $\Delta(1_A) := \sum_i a_i \otimes b_i$ and $\Delta(x) := \sum_i a_i \otimes b_i x$. If

\[
\sum_i a_i \otimes b_i x = \sum_i x a_i \otimes b_i, \quad \text{for all } x \in A,
\]

then $(A,m,u,\Delta)$ is a non-countinal Frobenius algebra.

Proof. It suffices to show that $\Delta$ is coassosciative and satisfies (1.2). Now $\Delta$ is coassosciative as, for all $y \in A$, we get that

\[
(\Delta \otimes \text{id})\Delta(y) = \sum_i \Delta(a_i) \otimes b_i y = \sum_{i,j} a_j \otimes b_j a_i \otimes b_i y \quad \text{(2.13)} \equiv x=y \sum_{i,j} a_j \otimes b_j y a_i \otimes b_i \\
(\text{id} \otimes \Delta)\Delta(y) = \sum_j a_j \otimes \Delta(b_j y) = \sum_j a_j \otimes \Delta(b_j y) = \text{id} \otimes \Delta)(\Delta(y).
\]

Moreover, (1.2) holds as for all $y, z \in A$, we get that

\[
(m \otimes \text{id})(\Delta \otimes \text{id})(y \otimes z) = (m \otimes \text{id})(\sum_i a_i \otimes b_i y \otimes z) = \sum_i a_i \otimes b_i y z = m(y \otimes z)
\]

\[
(m \otimes \text{id})(\text{id} \otimes \Delta)(y \otimes z) = \sum_i y a_i \otimes b_i z \quad \text{(2.13)} \equiv x=y \sum_i a_i \otimes b_i y z = \Delta m(y \otimes z).
\]

Thus, $(A,m,u,\Delta)$ is a non-countinal Frobenius algebra.

\[
\square
\]

Here, $\Delta(1_A)$ is a Casimir element of $A$. This brings us to our first main result.

Theorem 2.14. Consider the NSY algebra $A := B_{n,t}(m_0, \ldots, m_{n-1})$, with $k$-basis $\{X_{i,j}^{r_i,s_i+j}\}$ given in Proposition 2.10 and algebra structure given in Proposition 2.11. Then, the following statements hold.

(a) $A$ is non-countinal Frobenius with

\[
\Delta(X_{i,j}^{r_i,s_i+j}) = \sum_{k=0}^{t_{i,j}+k} \sum_{\ell=0}^{t_{i,j}+k-1} \sum_{r_{i,j+k-1}+1=0} \left( 1 - \delta_{m_{i,j+k},m_{i,j+k-\ell-1}} \delta_{t_{i,j+k-\ell-1},1} \right) X_{i,j+k} \otimes X_{i,j+k}^{r_{i,j+k-\ell-1},s_{i,j+k-\ell-1}},
\]

where $\delta$ is the Kronecker delta function.
(b) \((A, \Delta)\) is Frobenius if and only if \(m_i = m_{i-\ell+1}\) for all \(i = 0, \ldots, n - 1\); in which case,
\[
\varepsilon(X^{r_i s_i}_{ij}) = \delta_{j,\ell-1} \delta_{r_i, s_i+1} 1_k
\]
is the counit of \(\Delta\).

Proof. (a) First, note that by Proposition 2.11,
\[
\Delta(1_A) = \sum_{i=0}^{n-1} \sum_{r_i=0}^{m_i-1} \Delta(X^{r_i s_i}_{0,0}) = \sum_{i=0}^{n-1} \sum_{r_i=0}^{m_i-1} \sum_{k=0}^{m_{i+k-1}} \sum_{t_{i+k}+k-1=0}^{m_{i+k-1}+1-1} \left(1 - \delta_{m_{i+k}, m_{i+k} - t_i - 1} \delta_{r_i, r_i+1} \right) X^{r_i s_i}_{a,b} X^t_{r_i+k} \otimes X^{t_{i+k} - t_i - 1, r_i}_{i+k-l, \ell-1-k}
\]

It suffices to show that (2.13) holds for the basis of \(A\) to conclude that \(A\) is non-counital Frobenius [Lemma 2.12]. To proceed, take the basis element \(X^{r_i s_i}_{a,b}\) and consider the following computations:
\[
(X^{r_i s_i}_{a,b} \otimes 1_A) \Delta(1_A) = \sum_{i=0}^{n-1} \sum_{r_i=0}^{m_i-1} \sum_{k=0}^{m_{i+k-1}} \sum_{t_{i+k}+k-1=0}^{m_{i+k-1}+1-1} \left(1 - \delta_{m_{i+k}, m_{i+k} - t_i - 1} \delta_{r_i, r_i+1} \right) X^{r_i s_i}_{a,b} X^t_{r_i+k} \otimes X^{t_{i+k} - t_i - 1, r_i}_{i+k-l, \ell-1-k}
\]

\[
\Delta(1_A)(1_A \otimes X^{r_i s_i}_{a,b}) = \sum_{i=0}^{n-1} \sum_{r_i=0}^{m_i-1} \sum_{k=0}^{m_{i+k-1}} \sum_{t_{i+k}+k-1=0}^{m_{i+k-1}+1-1} \left(1 - \delta_{m_{i+k}, m_{i+k} - t_i - 1} \delta_{r_i, r_i+1} \right) X^t_{r_i+k} \otimes X^{t_{i+k} - t_i - 1, r_i}_{i+k-l, \ell-1-k} X^{r_i s_i}_{a,b}
\]

So, \((X^{r_i s_i}_{a,b} \otimes 1_A) \Delta(1_A) = \Delta(1_A)(1_A \otimes X^{r_i s_i}_{a,b})\) as desired.
(b) The first statement follows from the following equivalences:

\[ A \text{ is Frobenius} \quad \iff \quad m_i = m_{i+\ell} \forall i \quad \iff \quad m_i = m_{i+\ell-1} \forall i. \]

When \( A \) is Frobenius, that is, when \( m_i = m_{i-\ell+1} \) for \( i = 0, \ldots, n-1 \), we get that

\[
\Delta(X_{i,j}^{r,s}) = \sum_{k=0}^{\ell-1-j} \sum_{t_{i+j+k}=0}^{m_{i+j+k}-1} X_{i,j+k}^{r,t_{i+j+k}} \otimes X_{i,j+k-\ell+1}^{1+1+1}
\]

Now in the Frobenius case, consider the following computations:

\[
(\varepsilon \circ \text{id})\Delta(X_{i,j}^{r,s}) = \sum_{k=0}^{\ell-1-j} \sum_{t_{i+j+k}=0}^{m_{i+j+k}-1} \varepsilon(X_{i,j+k}^{r,t_{i+j+k}}) \otimes X_{i,j+k-\ell+1}^{1+1+1}
\]

Therefore, \( \Delta \) is counital via \( \varepsilon \) in the Frobenius case, as claimed.

3. Examples for NSY algebras

In this section, we illustrate the results of the previous section for various examples of the (self-injective) NSY algebras, \( B_{n,\ell}(m_0, \ldots, m_{n-1}) \) [Definition 1.6]. First, by Proposition 2.4 and Theorem 1.4, we have the following statement:

(3.1) \( B_{n,\ell}(m_0, \ldots, m_{n-1}) \) is Frobenius \( \iff \quad m_i = m_{i+\ell-1} \) for all \( i \).

In Section 3.1, we analyze the Frobenius NSY algebras \( B_{n,\ell}(1, \ldots, 1) \). In Section 3.2, we study Nakayama’s example of a non-Frobenius, self-injective algebra, the NSY algebra \( B_{2,2}(2,1) \) [Nak39, page 624]. We end by comparing the Frobenius algebra \( B_{4,3}(1,2,1,2) \) with the non-Frobenius, self-injective algebra \( B_{4,3}(1,1,2,2) \) in Section 3.3.
3.1. Frobenius examples.

3.1.1. The NSY algebra $B_{2,2}(1,1)$. We begin with a discussion of the example $B_{2,2}(1,1)$. By Lemma 2.9 and Proposition 2.10, $B_{2,2}(1,1)$ is a 4-dimensional algebra with $k$-basis: 

\[ \{ X_{0,0}^0, X_{0,1}^0, X_{1,0}^0, X_{1,1}^0 \} . \]

By Proposition 2.11, the multiplication of this algebra is given by the following table:

| * | $X_{0,0}^0$ | $X_{0,0}^0$ | $X_{0,1}^0$ | $X_{1,0}^0$ | $X_{1,1}^0$ |
|---|---|---|---|---|---|
| $X_{0,0}^0$ | $X_{0,0}^0$ | $X_{0,0}^0$ | 0 | 0 | 0 |
| $X_{0,1}^0$ | 0 | 0 | $X_{0,1}^0$ | 0 | 0 |
| $X_{1,0}^0$ | 0 | 0 | $X_{1,0}^0$ | $X_{1,1}^0$ | 0 |
| $X_{1,1}^0$ | 0 | 0 | $X_{1,1}^0$ | 0 | 0 |

Moreover, the unit of $B_{2,2}(1,1)$ is $X_{0,0}^0 + X_{1,0}^0$.

Now, by Theorem 2.14(a), we compute the comultiplication formula as follows:

\[
\Delta(X_{0,0}^0) = \sum_{k=0}^1 \sum_{t_k=0}^{m_{k-1}} \sum_{t_{k-1}=0}^{m_{k-1}-1} \left( 1 - \delta_{m_k,m_{k-1}} (1 - \delta_{t_k,t_{k-1}}) \right) \cdot X_{0,k}^{0,t_k} \otimes X_{k-1,1-k}^{t_k-0},
\]

\[
= \sum_{k=0}^1 \sum_{t_k=0}^{m_{k-1}} \sum_{t_{k-1}=0}^{m_{k-1}-1} \left( 1 - \delta_{t_k,t_{k-1}} \right) \cdot X_{0,k}^{0,t_k} \otimes X_{k-1,1-k}^{t_k-0},
\]

\[
= \sum_{k=0}^1 \cdot X_{0,k}^{0,0} \otimes X_{k-1,1-k}^{0},
\]

\[
\Delta(X_{0,1}^0) = \sum_{k=0}^1 \sum_{t_{k+1}=0}^{m_{k}} \sum_{t_{k}=0}^{m_{k-1}} \left( 1 - \delta_{m_{k+1},m_k} (1 - \delta_{t_{k+1},t_k}) \right) \cdot X_{0,k+1}^{0,t_{k+1}} \otimes X_{k,1-k}^{t_k},
\]

\[
= \sum_{k=0}^1 \sum_{t_{k+1}=0}^{m_{k}} \sum_{t_{k}=0}^{m_{k-1}} \left( 1 - \delta_{t_{k+1},t_k} \right) \cdot X_{0,k+1}^{0,t_{k+1}} \otimes X_{k,1-k}^{t_k},
\]

\[
= \sum_{k=0}^1 \cdot X_{0,1}^{0,0} \otimes X_{k,1-k}^{0},
\]

\[
\Delta(X_{1,0}^0) = \sum_{k=0}^1 \sum_{t_{k+1}=0}^{m_{k}} \sum_{t_{k}=0}^{m_{k-1}} \left( 1 - \delta_{m_{k+1},m_k} (1 - \delta_{t_{k+1},t_k}) \right) \cdot X_{1,k}^{0,t_{k}} \otimes X_{k,1-k}^{t_k},
\]

\[
= \sum_{k=0}^1 \left( 1 - (1 - \delta_{t_{k},0}) \right) \cdot X_{1,k}^{0,0} \otimes X_{k,1-k}^{0},
\]

\[
= \sum_{k=0}^1 \cdot X_{1,1}^{0,0} \otimes X_{k,1-k}^{0},
\]

\[
\Delta(X_{1,1}^0) = \sum_{k=0}^1 \sum_{t_{k+1}=0}^{m_{k}} \sum_{t_{k}=0}^{m_{k-1}} \left( 1 - \delta_{m_{k+1},m_k} (1 - \delta_{t_{k+1},t_k}) \right) \cdot X_{1,k+1}^{0,t_{k+1}} \otimes X_{k+1,1-k}^{t_k},
\]

\[
= \sum_{k=0}^1 \sum_{t_{k+1}=0}^{m_{k}} \sum_{t_{k}=0}^{m_{k-1}} \left( 1 - \delta_{t_{k+1},t_k} \right) \cdot X_{1,k+1}^{0,t_{k+1}} \otimes X_{k+1,1-k}^{t_k},
\]

\[
= \sum_{k=0}^1 \cdot X_{1,1}^{0,0} \otimes X_{k+1,1-k}^{0}. \]
This gives $B_{2,2}(1,1)$ the structure of a non-counital Frobenius algebra. By (3.1) and Theorem 2.14(b), the counit for this algebra exists and is given by

$$\varepsilon(X_{0,0}^0) = \varepsilon(X_{1,0}^0) = 0_k, \quad \varepsilon(X_{0,1}^0) = \varepsilon(X_{1,1}^0) = 1_k.$$ 

3.1.2. The NSY algebras $B_{n,t}(1,\ldots,1)$. We can generalize the work in the previous section by considering the NSY algebras $B_{n,t}(1,\ldots,1)$. By Lemma 2.9 and Proposition 2.10, $B_{n,t}(1,\ldots,1)$ is a $nt$-dimensional algebra with basis given by $\{X_{i,j}^0\}_{i,j}$. The general comultiplication formula for this case simplifies to:

$$\Delta(X_{i,j}^0) = \sum_{k=0}^{\ell-1} \sum_{t_{i+j+k}=0}^{t_{i+j+k}-\ell+1} \left(1 - \delta_{t_{i+j+k}, t_{i+j+k}-\ell+1} (1 - \delta_{\ell_{i+j+k}, \ell_{i+j+k}-\ell+1})\right) X_{i,j+k}^0 \otimes X_{i+j+k-\ell+1, \ell-1-k}^0, \quad X_{i,j+k}^0 \otimes X_{i+j+k-\ell+1, \ell-1-k}^0.$$

Moreover, the counit formula simplifies to $\varepsilon(X_{i,j}^0) = \delta_{j, \ell-1} 1_k$.

The reader may wish to compare these results with work of Wang-Zhang in [WZ04].

3.2. Nakayama’s non-Frobenius self-injective algebra. Next, we consider Nakayama’s example of a finite-dimensional self-injective algebra, that is not Frobenius [Nak39, page 624]. This algebra is 9-dimensional (see Lemma 2.9) and is isomorphic to the NSY algebra $B_{2,2}(2,1)$; see [SY06, Section 3] for a proof. By Proposition 2.10, the $k$-basis of $B_{2,2}(2,1)$ is

$$\{X_{0,0}^0, X_{0,1}^0, X_{1,0}^0, X_{1,1}^0, X_{0,0}^1, X_{0,1}^1, X_{1,0}^1, X_{1,1}^1\}.$$ 

Via the multiplication table below, these basis elements correspond, respectively, to the basis elements of Nakayama’s algebra in [Nak39]:

$$\{\alpha_{11}, \alpha_{12}, \alpha_{21}, \alpha_{22}, \gamma_1, \gamma_2, \beta, \delta_1, \delta_2\}.$$ 

Now by Proposition 2.11, the multiplication of $B_{2,2}(2,1)$ is given by the following table:
Lastly, we see that the comultiplication is not counital using $\varepsilon$ in Theorem 2.14(b):
\[(\varepsilon \otimes \text{id})\Delta(x_{0,0}) = \varepsilon(x_{0,0}) \otimes x_{0,0} + \varepsilon(x_{0,1}) \otimes x_{1,0} + \varepsilon(x_{0,0}) \otimes x_{0,1} + \varepsilon(x_{1,0}) \otimes x_{1,0} = x_{0,0} \otimes x_{0,0} + x_{1,0} \otimes x_{1,0},\]
\[(\text{id} \otimes \varepsilon)\Delta(x_{0,0}) = x_{0,0} \otimes \varepsilon(x_{1,1}) + x_{0,1} \otimes \varepsilon(x_{0,1}) + x_{0,0} \otimes \varepsilon(x_{0,1}) + x_{0,1} \otimes \varepsilon(x_{1,0}) = x_{0,0} \otimes x_{0,0} + x_{0,1} \otimes x_{0,1}.\]
3.3. Higher-dimensional examples. In this section we discuss two examples of NSY algebras of dimensions 28 and 27, respectively in Sections 3.3.1 and 3.3.2, and provide examples of the comultiplication formula for these cases.

3.3.1. The NSY algebras \( B_{4,3}(1,2,1,2) \). By Lemma 2.9 and Proposition 2.10, we get that
\[
\dim(B_{4,3}(1,2,1,2)) = \sum_{i=0}^{3} \sum_{j=0}^{2} m_i m_{i+j} = 1(1+2+1) + 2(2+1+2) + 1(1+2+1) + 2(2+1+2) = 28.
\]

Since \( m_i = m_{i+\ell} \) for all \( i \), \( B_{4,3}(1,2,1,2) \) is a Frobenius algebra by (3.1). Thus, using Theorem 2.14(a) the comultiplication formula simplifies to
\[
\Delta(X_{i,j}^{r,s}) = \sum_{k=0}^{\ell-1-j} \sum_{t_{i,j+k}} X_{i,j+k}^{r,s} \otimes X_{i,j+k-\ell+1,\ell-1-k}^{r,s}
\]

Below we provide the comultiplication formula for two basis elements \( X_{0,0}^{0,0} \) and \( X_{2,1}^{0,1} \):
\[
\Delta(X_{0,0}^{0,0}) = \sum_{k=0}^{m_k} \sum_{t_k=0}^{m_{3+k}^{-1}} X_{0,k}^{0,k} \otimes X_{k-2,2-k}^{0,0}
\]
\[
\Delta(X_{2,1}^{0,1}) = \sum_{k=0}^{m_{3+k}} \sum_{t_{3+k}=0}^{m_{3+k}^{-1}} X_{2,1+k}^{0,1+k} \otimes X_{k+1,2,2-k}^{0,0}
\]

Next, we show that the comultiplication is counital for these basis elements using Theorem 2.14(b):
\[
(id \otimes \varepsilon)\Delta(X_{0,0}^{0,0}) = X_{0,0}^{0,0} \varepsilon(X_{2,2}^{0,0}) + X_{0,1}^{0,0} \varepsilon(X_{3,1}^{0,0}) + X_{0,2}^{0,0} \varepsilon(X_{4,2}^{0,0}) + X_{0,3}^{0,0} \varepsilon(X_{5,3}^{0,0}) = X_{0,0}^{0,0}.
\]
\[
(\varepsilon \otimes id)\Delta(X_{0,0}^{0,0}) = \varepsilon(X_{0,0}^{0,0}) X_{2,2}^{0,0} + \varepsilon(X_{0,1}^{0,0}) X_{3,1}^{0,0} + \varepsilon(X_{0,2}^{0,0}) X_{4,2}^{0,0} = X_{0,0}^{0,0}.
\]
\[
(id \otimes \varepsilon)\Delta(X_{2,1}^{0,1}) = X_{2,1}^{0,1} \varepsilon(X_{1,2}^{0,1}) + X_{2,2}^{0,1} \varepsilon(X_{1,3}^{0,1}) + X_{2,3}^{0,1} \varepsilon(X_{1,4}^{0,1}) = X_{2,1}^{0,1}.
\]
\[
(\varepsilon \otimes id)\Delta(X_{2,1}^{0,1}) = \varepsilon(X_{2,1}^{0,1}) X_{1,2}^{0,1} + \varepsilon(X_{2,2}^{0,1}) X_{1,3}^{0,1} + \varepsilon(X_{2,3}^{0,1}) X_{1,4}^{0,1} = X_{2,1}^{0,1}.
\]

We will compare this Frobenius algebra with the non-counital Frobenius algebra, \( B_{4,3}(1,1,2,2) \), in the next section.

3.3.2. The NSY algebras \( B_{4,3}(1,1,2,2) \). By Lemma 2.9 and Proposition 2.10, we get that
\[
\dim(B_{4,3}(1,1,2,2)) = \sum_{i=0}^{3} \sum_{j=0}^{2} m_i m_{i+j} = 1(1+1+2) + 1(1+2+2) + 2(2+2+1) + 2(2+1+1) = 27.
\]
Since $1 = m_0 \neq m_{0+\ell-1} = m_2 = 2$, $B_{4,3}(1,1,2,2)$ is not a Frobenius algebra by (3.1). Below we provide an example showing that the comultiplication $\Delta$ is not counital (via $\varepsilon$ in Theorem 2.14(b)) in this case. By Theorem 2.14(a), we have that

$$\Delta(X_{2,1}^{0,1}) = \sum_{k=0}^{1} \sum_{t_{k+3}=0}^{m_{k+3}-1} \sum_{t_{k+1}=0}^{m_{k+1}-1} \left(1 - \delta_{m_{k+3},m_{k+1}}(1 - \delta_{t_{k+3},t_{k+1}})\right) X_{2,1}^{0,t_{3+k}} \otimes X_{k+1,2}^{t_{k+1}+1 - k}.$$  

Since $m_{k+3} \neq m_{k+1}$ for all $k$, we get that

$$\Delta(X_{2,1}^{0,1}) = \sum_{k=0}^{1} \sum_{t_{k+3}=0}^{m_{k+3}-1} \sum_{t_{k+1}=0}^{m_{k+1}-1} X_{2,1}^{0,t_{3+k}} \otimes X_{k+1,2}^{t_{k+1}+1 - k} = X_{2,1}^{0,0} \otimes X_{1,2}^{0,1} + X_{2,1}^{0,1} \otimes X_{1,2}^{0,1} + X_{2,1}^{0,0} \otimes X_{2,1}^{1,1} + X_{2,1}^{0,0} \otimes X_{2,1}^{1,1}.$$  

Compare this with the comultiplication for $B_{4,3}(1,2,1,2)$ in the previous section. We can now see that $\Delta$ is not counital because

$$(\varepsilon \otimes \text{id})\Delta(X_{2,1}^{0,1}) = \varepsilon(X_{2,1}^{0,0}) X_{2,1}^{0,1} + \varepsilon(X_{2,1}^{0,1}) X_{2,1}^{0,0} + \varepsilon(X_{2,1}^{0,0}) X_{2,1}^{1,1} = X_{2,1}^{1,1} + X_{1,2}^{1,1},$$

$$(\text{id} \otimes \varepsilon)\Delta(X_{2,1}^{0,1}) = X_{2,1}^{0,0} \varepsilon(X_{1,2}^{0,1}) + X_{2,1}^{0,1} \varepsilon(X_{1,2}^{0,1}) + X_{2,1}^{0,0} \varepsilon(X_{2,1}^{0,1}) + X_{2,1}^{0,0} \varepsilon(X_{2,1}^{1,1}) = 0.$$  

4. Finite dimensional weak Hopf algebras are non-counital Frobenius

In this section, we establish an explicit non-counital Frobenius structure for finite-dimensional (f.d.) weak Hopf algebras [Definition 4.3], thereby proving Conjecture 1.10 for another large class of self-injective algebras. Background material is provided in Section 4.1, and the main result is presented in Section 4.2.

4.1. Background on weak Hopf algebras. The following material is from [BNS99].

**Definition 4.1.** A weak bialgebra over $\mathbb{k}$ is a quintuple $(H, m, u, \Delta_{wk}, \varepsilon_{wk})$ such that

(i) $(H, m, u)$ is a k-algebra,

(ii) $(H, \Delta_{wk}, \varepsilon_{wk})$ is a k-coalgebra,

(iii) $\Delta_{wk}(ab) = \Delta_{wk}(a) \Delta_{wk}(b)$ for all $a, b \in H$,

(iv) $\varepsilon_{wk}(abc) = \varepsilon_{wk}(ab_1) \varepsilon_{wk}(b_2c) = \varepsilon_{wk}(ab_2) \varepsilon_{wk}(b_1c)$ for all $a, b, c \in H$,

(v) $\Delta_{wk}^2(1_H) = (\Delta_{wk}(1_H) \otimes 1_H)(1_H \otimes \Delta_{wk}(1_H)) = (1_H \otimes \Delta_{wk}(1_H))((\Delta_{wk}(1_H) \otimes 1_H).$

Here, we use the sumless Sweedler notation, for $h \in H$:

$$\Delta_{wk}(h) := h_1 \otimes h_2.$$

**Definition 4.2.** $(\varepsilon_s, \varepsilon_t, H_s, H_t).$ Let $(H, m, u, \Delta_{wk}, \varepsilon_{wk})$ be a weak bialgebra. We define the source and target counital maps, respectively as follows:

$$\varepsilon_s : H \rightarrow H, \quad x \mapsto 1_1 \varepsilon_{wk}(x1_2)$$

$$\varepsilon_t : H \rightarrow H, \quad x \mapsto \varepsilon_{wk}(1_1x) \ 1_2.$$  

We denote the images of these maps as $H_s := \varepsilon_s(H)$ and $H_t := \varepsilon_t(H)$, which are subalgebras of $H$: the source counital subalgebra and the target counital subalgebra of $H$, respectively.
Definition 4.3. A weak Hopf algebra is a sextuple \((H, m, u, \Delta_{wk}, \varepsilon_{wk}, S)\), where the quintuple \((H, m, u, \Delta_{wk}, \varepsilon_{wk})\) is a weak bialgebra and \(S : H \to H\) is a \(k\)-linear map called the \textit{antipode} that satisfies the following properties for all \(h \in H\):

\[
S(h_1)h_2 = \varepsilon_s(h), \quad h_1S(h_2) = \varepsilon_t(h), \quad S(h_1)h_2S(h_3) = S(h).
\]

It follows that \(S\) is anti-multiplicative with respect to \(m\), and anti-comultiplicative with respect to \(\Delta_{wk}\).

Definition-Proposition 4.4. \([BNS99, \text{page 5}]\) Take a weak Hopf algebra \(H\). Then the following conditions are equivalent:

(a) \(\Delta_{wk}(1_H) = 1_H \otimes 1_H\);
(b) \(\varepsilon_{wk}(xy) = \varepsilon_{wk}(x)\varepsilon_{wk}(y)\) for all \(x, y \in H\);
(c) \(S(x_1)x_2 = \varepsilon_{wk}(x)1_H\) for all \(x \in H\); and
(d) \(x_1S(x_2) = \varepsilon_{wk}(x)1_H\) for all \(x \in H\).

In this case, \(H\) is a Hopf algebra. \(\square\)

Hypothesis 4.5. Recall we assume that all algebras in this work are finite-dimensional, and we will continue to assume this for weak Hopf algebras.

Remark 4.6. Here, \(H^*\) will be the usual \(k\)-linear dual of \(H\), which admits the structure of a weak Hopf algebra \([BNS99, \text{page 5}]\).

Now we consider an important set of elements whose existence will determine when a finite-dimensional weak Hopf algebra is Frobenius.

Definition 4.7. Let \(H\) be a weak Hopf algebra.

(a) An element \(\Lambda\) in \(H\) is called a \textit{left} (resp., \textit{right}) \textit{integral} if \(h\Lambda = \varepsilon_t(h)\Lambda\) (resp., \(\Lambda h = \Lambda \varepsilon_s(h)\)) for all \(h \in H\).
(b) Let \(I^L(H)\) (resp., \(I^R(H)\)) denote the space of left (resp., right) integrals of \(H\).
(c) A left/right integral \(\Lambda \in H\) is called \textit{non-degenerate} if the linear map

\[
\Psi_{\Lambda} : H^* \to H, \phi \mapsto \Lambda_1 \phi(\Lambda_2)
\]

is a bijection.

Remark 4.9. (a) Note that the map \(\Psi_{\Lambda}\) above is bijective if and only if the map

\[
\Phi_{\Lambda} : H^* \xrightarrow{(\Psi_{\Lambda})^*} H^{**} \xrightarrow{\sim} H \xrightarrow{S} H, \phi \mapsto \phi(\Lambda_1)S(\Lambda_2)
\]

is bijective, as the antipode of a finite-dimensional weak Hopf algebra is bijective \([BNS99, \text{Theorem 2.10}]\). Moreover, this occurs if and only if the composition below is bijective:

\[
\Phi_\Lambda^* : H^* \xrightarrow{(\Phi_{\Lambda})^*} H^{**} \xrightarrow{\sim} H, \phi \mapsto \Lambda_1 \phi(S(\Lambda_2)).
\]

(b) Note that \((\Psi_{\Lambda})^*\) is a left \(H\)-module map using the left regular \(H\)-actions on \(H, H^*\):

\[
h \cdot (\Psi_{\Lambda})^*(\phi) = h \cdot (\phi(\Lambda_1)\Lambda_2) = \phi(\Lambda_1)(h\Lambda_2)
\]

\[
= \phi(S(h)\Lambda_1)\Lambda_2 = (h \cdot \phi)(\Lambda_1)\Lambda_2 = (\Psi_{\Lambda})^*(h \cdot \phi),
\]

\[
(\cdot) = \phi(S(h)\Lambda_1)\Lambda_2 = (h \cdot \phi)(\Lambda_1)\Lambda_2 = (\Psi_{\Lambda})^*(h \cdot \phi),
\]
where \((\ast)\) holds by [BNS99, Lemma 3.2(b)]. So, \(\Psi_\Lambda\) is bijective if and only if there is a unique solution to the equation \(\Psi_\Lambda(\lambda) = 1_H\), which then holds if and only if there is a unique solution to the equation \(\Phi'_\Lambda(\lambda) = 1_H\).

**Theorem 4.10.** [BNS99, Corollary 3.10, Theorems 3.11, 3.16, 3.18] Let \(H\) be a weak Hopf algebra. Then the following statements hold.

(a) \(H\) is self-injective.
(b) Non-zero left (and right) integrals of \(H\) exist.
(c) \(H\) is Frobenius if and only if \(H\) has a non-degenerate left integral.
(d) If \(H\) has a non-degenerate left integral \(\Lambda\) so that \(\Psi_\Lambda(\lambda) = 1_H\) for some \(\lambda \in H^*\), then \(\lambda\) is a non-degenerate left integral of \(H^*\).

4.2. **Main result.** Now we present our main result on the non-counital Frobenius structure of finite-dimensional weak Hopf algebras.

**Theorem 4.11.** Let \(H\) be a weak Hopf algebra. Then the following statements hold.

(a) \(H\) is non-counital Frobenius with a nonzero comultiplication map \(\Delta\).
(b) \(\Delta\) is counital if and only if \(H\) is Frobenius (e.g., if and only if \(H\) has a non-degenerate left integral).

**Proof.**

(a) By Theorem 4.10(b), there exists a non-zero left integral \(\Lambda\) of \(H\). Moreover, by [BNS99, Lemma 3.2(a,b)], we have that \(\Lambda_1 \otimes x\Lambda_2 = S(x)\Lambda_1 \otimes \Lambda_2\) for all \(x \in H\). Apply \(\text{id} \otimes S\) to get that \(\Lambda_1 \otimes S(\Lambda_2) S(x) = S(x)\Lambda_1 \otimes S(\Lambda_2)\). So, for all \(h \in H\), we have that

\[
\Lambda_1 \otimes S(\Lambda_2) h = h\Lambda_1 \otimes S(\Lambda_2).
\]

Now by taking,

\[
\Delta(h) := \Lambda_1 \otimes S(\Lambda_2) h,
\]

for all \(h \in H\), this part of the theorem holds by Lemma 2.12.

(b) Take the comultiplication map \(\Delta = \Delta_\Lambda\), for \(\Lambda \in I^L(H)\), as in (4.13). For an element \(\lambda \in H^*\), define

\[
\varepsilon = \varepsilon_\lambda : H \to k, \quad h \mapsto \lambda(h).
\]

Now, \(\Delta\) is counital via \(\varepsilon\) if and only if

\[
(\varepsilon \otimes \text{id})\Delta(h) = \lambda(\Lambda_1) S(\Lambda_2) h = h \quad \forall h \in H,
\]

\[
(\text{id} \otimes \varepsilon)\Delta(h) \overset{(\text{4.12})}{=} h \lambda(S(\Lambda_2)) = h \quad \forall h \in H.
\]

Recall Remark 4.9(a) for the definitions of the maps \(\Phi_\lambda, \Phi'_\lambda : H^* \to H\). Then,

\[
(\text{4.15}) \text{ holds } \iff \Phi_\lambda(\lambda) = 1_H \quad \text{and} \quad (\text{4.16}) \text{ holds } \iff \Phi'_\lambda(\lambda) = 1_H.
\]

Therefore, \(\varepsilon_\lambda\) is a counit for \(\Delta_\Lambda\) if and only if there is a unique solution \(\lambda\) to the equations \(\Phi_\lambda(\lambda) = 1_H\) and \(\Phi'_\lambda(\lambda) = 1_H\). But if \(\Phi'_\lambda(\lambda) = 1_H\), then \(\Phi_\lambda(\lambda) = 1_H\). Indeed, for all \(h \in H\):

\[
\lambda(\Phi_\lambda(\lambda) h) = \lambda(\lambda(\Lambda_1) S(\Lambda_2) h) = \lambda(\Lambda_1) \lambda(S(\Lambda_2) h) = \lambda(\Lambda_1 \lambda(S(\Lambda_2) h)) \overset{(\text{4.12})}{=} \lambda(h\Lambda_1 \lambda(S(\Lambda_2))) = \lambda(h \Phi'_\lambda(\lambda)) = \lambda(1_H h).
\]
Considering the right regular action $\triangleleft$ of $H$ on $H^*$, we then get that $\lambda \triangleleft \Phi_\Lambda(\lambda) = \lambda \triangleleft 1_H$. Thus, $\Phi_\Lambda(\lambda) = 1_H$ since the action $\triangleleft$ is faithful. Now by Remark 4.9(b), $\varepsilon_\lambda$ is a counit if and only if the left integral $\Lambda$ is non-degenerate. The last statement follows from Remark 4.9(b) and Theorem 4.10(d).

5. Examples for finite dimensional weak Hopf algebras

In this part, we provide examples of the main result of Section 4, Theorem 4.11, on the non-counital Frobenius condition for finite-dimensional weak Hopf algebras. In Section 5.1, we illustrate how groupoid algebras are (counital) Frobenius. Moreover, in Section 5.2, we show that certain weak Hopf algebras, called quantum transformation groupoids, are (counital) Frobenius. In both cases, we construct an explicit non-degenerate left integral of the weak Hopf algebra $H$ under investigation, and derive formulas for the comultiplication and counit that makes $H$ (counital) Frobenius.

5.1. Groupoid algebras. Take $G$ to be a finite groupoid, that is, a category with finitely many objects $G_0$, and finitely many morphisms $G_1$ which are all isomorphisms. For $g \in G_1$, let $s(g)$ and $t(g)$ denote the source and target of $g$, respectively.

**Definition 5.1.** Given a finite groupoid $G$, a groupoid algebra $kG$ is a finite-dimensional weak Hopf algebra, which is spanned by $g \in G_1$ as a $k$-vector space, with product $gh$ being the composition $g \circ h$ if $g$ and $h$ are composable and 0 otherwise, and with unit $\sum_{X \in G_0} \text{id}_X$.

Moreover, for $g \in G_1$, we have that $\Delta_{wk}(g) = g \otimes g$, $\varepsilon_{wk}(g) = 1_k$, and $S(g) = g^{-1}$.

Now consider the next result.

**Proposition 5.2.** The groupoid algebra $kG$ is Frobenius.

**Proof.** We will show that $kG$ has a non-degenerate left integral. From [NV02, Example 3.1.2], recall that $I^L(kG) = \text{span}\{\sum_{h \in G_1, t(h) = X} h\} \in G_0$. Consider

$$\Lambda = \sum_{h \in G_1} h \in I^L(kG),$$

and the linear map

$$\lambda : kG \to k, \quad \text{where} \ \lambda(g) = 1_k \text{ if } g = \text{id}_X \text{ for some } X \in G_0, \quad \text{and} \ \lambda(g) = 0 \text{ otherwise.}$$

Then, observe that $\lambda(\Lambda_1) \Lambda_2 = 1_{kG}$. Hence, $\Lambda$ is non-degenerate, and hence $\lambda$ is a non-degenerate integral of $(kG)^*$ by Theorem 4.10(d). Now by Theorem 4.10(c), $kG$ is Frobenius.

Moreover, we can use the non-degenerate integrals above, along with Theorem 4.11, to see that $kG$ is Frobenius via Definition-Theorem 1.1. Here, the comultiplication $\Delta = \Delta_\Lambda$ is given by (4.13):

$$\Delta(g) = \sum_{h \in G_1} h \otimes (h^{-1}g)$$

for $g \in G_1$, and with counit $\varepsilon = \lambda$ as in (4.14). \qed

5.2. Quantum transformation groupoids. Here, we discuss the Frobenius condition for certain weak Hopf algebras, called quantum transformation groupoids, which are constructed using the data of a Hopf algebra $L$ and a strongly separable module algebra $B$ over $L$.

**Notation 5.3.** Consider the following notation.
Take $L$ to be finite-dimensional Hopf algebra over $k$, with comultiplication $\Delta_L$, counit $\varepsilon_L$, and antipode $S_L$ [Definition-Proposition 4.4].

Let $B$ be a strongly separable algebra over $k$, which implies that it comes equipped with an element $e^1 \otimes e^2 \in B \otimes B$ satisfying

\begin{align}
be^1 \otimes e^2 &= e^1 \otimes e^2 b & \forall b \in B, \\
ec^1 e^2 &= 1_B, \\
ec^1 \otimes e^2 &= e^2 \otimes e^1.
\end{align}

Here, $e^1 \otimes e^2$ is called a symmetric separability idempotent.

Furthermore, there exists a non-degenerate trace form $\omega : B \to k$ defined by

$$\omega(e^1)e^2 = 1_B = e^1\omega(e^2).$$

We further impose that $B$ is a right $L$-module algebra via $\triangleright$, that is, we have a map $\triangleright : B \otimes L \to B$ satisfying

\begin{align}
(b \triangleright \ell) \triangleright \ell' &= b \triangleright (\ell \triangleright \ell'), \\
bl1 &= b,
\end{align}

for all $b \in B$ and $\ell, \ell' \in L$.

Moreover, we assume that the separability idempotent satisfies the identity below:

$$e^1 \triangleright \ell \otimes e^2 = e^1 \otimes (e^2 \triangleright S_L(\ell))$$

for all $\ell \in L$.

**Definition 5.11.** Recall the notation above. A quantum transformation groupoid is a weak Hopf algebra over $k$, which as a $k$-vector space is

$$H := H(L, B) = B^{op} \otimes L \otimes B,$$

with the following structure maps:

\begin{align}
(\text{multiplication}) & : (a \otimes \ell \otimes b)(a' \otimes \ell' \otimes b') = (a' \triangleright S_L(\ell_1))a \otimes \ell_2 \ell_1' \otimes (b \triangleright \ell_2')b'; \\
(\text{unit}) & : 1_B \otimes 1_L \otimes 1_B; \\
(\text{comultiplication}) & : \Delta_{wk}(a \otimes \ell \otimes b) = (a \otimes \ell_1 \otimes e^1) \otimes (e^2 \triangleright S_L(\ell_2)) \otimes \ell_3 \otimes b; \\
(\text{counit}) & : \varepsilon_{wk}(a \otimes \ell \otimes b) = \omega(a(b \triangleright S_L^{-1}(\ell)));
\end{align}

and

\begin{align}
(\text{antipode}) & : S_{wk}(a \otimes \ell \otimes b) = b \otimes S_L(\ell) \otimes a.
\end{align}

We refer the reader to [WWW21, Section 7] and references therein for more details about the structure of the weak Hopf algebras $H(L, B)$.

Next, recall some facts about integrals of finite-dimensional Hopf algebras.

**Definition 5.17.** [Rad11, Definition 10.1.1] Recall the notation above. A left (resp., right) integral of $L$ is an element $\Lambda \in L$ such that $\ell \Lambda = \varepsilon_L(\ell)\Lambda$ (resp., $\Lambda \ell = \varepsilon_L(\ell)\Lambda$) for all $\ell \in L$.

The notion above is consistent with Definition 4.7 via Definition-Proposition 4.4. Moreover, we have the following facts.

**Proposition 5.18.** [Rad11, Proposition 10.1.3(b), Section 10.2] Recall the notation above.
Proposition 5.20. Recall the notation above. If $\Lambda$ is a right integral for the finite-dimensional Hopf algebra $L$, then

\[
\ell S(\Lambda_1) \otimes \Lambda_2 = S(\Lambda_1) \otimes \Lambda_2 \ell,
\]

for all $\ell \in L$. \hfill \square

Proposition 5.20. Recall the notation above. If $\Lambda$ is a right integral for the finite-dimensional Hopf algebra $L$, then

\[
\bar{\Lambda} := (e^1 \triangleleft \Lambda_1) \otimes S_L(\Lambda_2) \otimes e^2
\]

is a non-degenerate left integral of the quantum transformation groupoid $H(L, B)$.

Proof. First, we show that if $\Lambda$ is a right integral of $L$, then the element

\[
(e^1 \triangleleft S_L(\Lambda_1)) \otimes \Lambda_2 \otimes e^2
\]

is a right integral of $H(L, B)$. We compute:

\[
((e^1 \triangleleft S_L(\Lambda_1)) \otimes \Lambda_2 \otimes e^2) (a' \otimes \ell' \otimes b') \overset{(*)}{=} (a' \triangleleft S_L(\Lambda_2)) (e^1 \triangleleft S_L(\Lambda_1)) \otimes \Lambda_2 \ell_1 \otimes (e^2 \triangleleft \ell_2) b' \\
\overset{(5.12)}{=} (e^1 \triangleleft S_L(\Lambda_1)) \otimes \Lambda_2 \ell_1 \otimes (e^2 \triangleleft \ell_2) b' \\
\overset{(5.9)}{=} (e^1 \triangleleft S_L(\Lambda_1)) \otimes \Lambda_2 \ell_1 \otimes ((e^2 a') \triangleleft \ell_2) b' \\
\overset{(5.4)}{=} (e^1 \triangleleft S_L(\Lambda_1)) \otimes \Lambda_2 \ell_1 \otimes (e^2 \triangleleft \ell_2)(a \triangleleft \ell_3) b' \\
\overset{(5.9)}{=} (e^1 \triangleleft S_L(\Lambda_1)) \otimes \Lambda_2 \ell_1 \otimes (e^2 \triangleleft \ell_2)(a' \triangleleft \ell_3) b' \\
\overset{(5.19)}{=} (e^1 \triangleleft S_L(\Lambda_1)) \otimes \Lambda_2 \otimes (e^2 \triangleleft \ell_2)(a \triangleleft \ell_3) b' \\
\overset{(5.8)}{=} (e^1 \triangleleft \ell_1)(e^1 \triangleleft S_L(\Lambda_1)) \otimes \Lambda_2 \otimes (e^2 \triangleleft \ell_2)(a \triangleleft \ell_3) b' \\
\overset{(5.10)}{=} (e^1 \triangleleft S_L(\Lambda_1)) \otimes \Lambda_2 \otimes ((e^2 \triangleleft S_L(\ell_1)) \triangleleft \ell_2)(a \triangleleft \ell_3) b' \\
\overset{(5.8)}{=} (e^1 \triangleleft S_L(\Lambda_1)) \otimes \Lambda_2 \otimes (e^2 \triangleleft (S_L(\ell_1) \triangleleft \ell_2))(a \triangleleft \ell_3) b' \\
\overset{(**)}{=} (e^1 \triangleleft S_L(\Lambda_1)) \otimes \Lambda_2 \otimes (e^2 a \triangleleft \ell_3) b' \\
\overset{(5.8)}{=} (e^1 \triangleleft S_L(\Lambda_1)) \otimes \Lambda_2 \otimes e^2 (a \triangleleft \ell_3) b' \\
\overset{(5.12)}{=} ((e^1 \triangleleft S_L(\Lambda_1)) \otimes \Lambda_2 \otimes e^2)(1_B \otimes 1_L \otimes (a' \triangleleft \ell_3) b') \\
\overset{(*)}{=} ((e^1 \triangleleft S_L(\Lambda_1)) \otimes \Lambda_2 \otimes e^2) \varepsilon, (a' \otimes \ell' \otimes b')
\]

for $a', b' \in B$ and $\ell' \in L$. Here, $(*)$ is anti-comultiplicativity of the antipode, $(**)$ is the antipode axiom, $(\%)$ is the counit axiom, and $(\%)$ follows from [WWW21, Lemma 7.9].

Next, by [BNS99, Lemma 2.9], we have that

\[
\bar{\Lambda} := S_{\text{wk}}((e^1 \triangleleft S_L(\Lambda_1)) \otimes \Lambda_2 \otimes e^2) = e^2 \otimes S_L(\Lambda_2) \otimes (e^1 \triangleleft S_L(\Lambda_1))
\]

\[
\overset{(5.6)}{=} e^1 \otimes S_L(\Lambda_2) \otimes (e^2 \triangleleft S_L(\Lambda_1))
\]

\[
\overset{(5.10)}{=} (e^1 \triangleleft \Lambda_1) \otimes S_L(\Lambda_2) \otimes e^2
\]
is a left integral of $H(L, B)$.

Finally, we will verify the non-degeneracy condition for the left integral $\Lambda$ of $H(L, B)$. By Remark 4.9(b), it suffices to show that there exists an element $\lambda \in H^*$ such that

$$\Psi_\Lambda(\lambda) = \Lambda_1(\Lambda_2) = 1_H. \tag{5.22}$$

Since, $S_L(\Lambda)$ is left integral of $L$, we can choose an element $\lambda$ of $L$ so that

$$S_L(\Lambda_1) \lambda(S_L(\Lambda_2)) S_L(\Lambda_2) = 1_L \tag{5.23}$$

by Proposition 5.18(a) and Remark 4.9(b). We claim that

$$\lambda = \omega \otimes \lambda \otimes \omega \tag{5.24}$$

is the desired element that makes (5.22) hold. We take $e^1 \otimes e^2$ to be a copy of $e^1 \otimes e^2$ in the computations below:

$$\Lambda_1(\Lambda_2) \overset{(5.14)}{=} [e^1 \otimes \Lambda_1] \otimes \Lambda(S_L(\Lambda_2)) \otimes [e^1 \otimes \Lambda_2] \\overset{(\ast)}{=}[e^1 \otimes \Lambda_1] \otimes \Lambda([e^2 \otimes \Lambda_2] \otimes [e^2 \otimes \Lambda_2])
\overset{(5.10)}{=} [e^1 \otimes \Lambda_1] \otimes \Lambda([e^1 \otimes \Lambda_2] \otimes [e^1 \otimes \Lambda_2])
\overset{(\%)}{=} \lambda(S_L(\Lambda_2)) \[1_B \otimes \Lambda_1] \otimes [e_L(S_L(\Lambda_2))1_B]
\overset{(\ast)}{=}[e_L(S_L(\Lambda_2))1_B \otimes [e_L(S_L(\Lambda_2))1_B]
\overset{(\%)}{=} \lambda(S_L(\Lambda_1)) \[1_B \otimes \Lambda_1] \otimes [e_L(S_L(\Lambda_2))1_B]
\overset{(\%)}{=} 1_B \otimes \lambda(S_L(\Lambda_1)) S_L(\Lambda_2) \otimes 1_B
\overset{(5.23)}{=} 1_B \otimes 1_L \otimes 1_B
\overset{(5.13)}{=} 1_{H(L, B)}.$$

Here, $\ast$ is anti-comultiplicativity of the antipode, and $\%$ is the counit axiom. Therefore, $\Lambda$ is a non-degenerate left integral of $H(L, B)$ as claimed.

**Corollary 5.25.** The quantum transformation $H(L, B)$ is a Frobenius algebra via maps $\Delta_\Lambda$, $\varepsilon_\Lambda$ defined as follows:

$$\Delta_\Lambda(a \otimes \ell \otimes b) = [(e^1 \otimes \Lambda_1 S_L(\ell_1)) a \otimes \ell_2 S_L(\Lambda_4) \otimes (be^{13} \otimes S_L(\Lambda_3))] \otimes [e^2 \otimes S^2_L(\Lambda_2) \otimes e^{23}],
\varepsilon_\Lambda(a \otimes \ell \otimes b) = \omega(a) \lambda(\ell) \omega(b),$$

for $a, b \in B$ and $\ell \in L$. Here, $\Lambda$ is a right integral of $L$, and $e^1 \otimes e^2$ is a copy of the separability idempotent $e^1 \otimes e^2$ of $B$. Moreover, $\lambda$ is a choice of element of $L^*$ such that (5.23) holds; in fact, $\lambda$ is a non-degenerate left integral of $L^*$. \[\Box\]

**Proof.** The fact that $H := H(L, B)$ is Frobenius follows from Proposition 5.20 and Theorem 4.10(c). The formulas for the comultiplication and counit maps for the Frobenius...
structure of $H$ then follow from the formulas for the non-degenerate integrals $\Lambda$ and $\bar{\Lambda}$ of $H$ and of $H^*$, resp., in (5.21) and (5.24). Namely, by (5.14) and (5.10), we have that

$$\Delta_{wk}(\Lambda) = \{(e^1 \Delta A_1) \otimes S_L(A_4) \otimes (e^1 \Delta A_3)\} \otimes (e^2 \otimes S_L(A_2) \otimes e^2).$$

Then, to get $\Delta$ and $\varepsilon$, one needs to apply the formulas (4.13) and (4.14), resp., in the proof of Theorem 4.11. In particular, we have that:

$$(\ref{5.26}), (\ref{5.12}) \quad \Delta_{\Lambda}(a \otimes b) = [(a \otimes b) \Lambda_1] \otimes S_wk(\Lambda_2)$$

and

$$(\ref{5.9}) \quad \{(e^1 \Delta A_1 S_L(\ell_1)) \otimes (b \Delta S_L(A_3))\} \otimes S_wk[e^2 \otimes S_L(A_2) \otimes e^2]$$

and

$$(\ref{5.16}) \quad \{(e^1 \Lambda_1 S_L(\ell_1)) \otimes (b \Delta S_L(A_3))\} \otimes [e^2 \otimes S_L^2(A_2) \otimes e^2].$$

Finally, the last statement holds by Theorem 4.10(d).

\[\square\]

Example 5.27. If we take $L = k$, then $\Lambda = \lambda = 1_k$, and we have the following structure formulas for the Frobenius weak Hopf algebra $H := H(k, B) = B^{op} \otimes B$:

- algebra: $m((a \otimes b) \otimes (a' \otimes b')) := (a \otimes b)(a' \otimes b) = a' a \otimes bb', \quad 1_H = 1_B \otimes 1_B$;
- weak Hopf: $\Delta_{\Lambda}(a \otimes b) = (a \otimes a') \otimes (b \otimes b'), \quad \varepsilon_{wk}(a \otimes b) = \omega(ab), \quad S_{wk}(a \otimes b) = b \otimes a$;
- Frobenius: $\Delta(a \otimes b) = (e^1 a \otimes be^{1'}) \otimes (e^2 \otimes e^{2'}), \quad \varepsilon(a \otimes b) = \omega(a) \omega(b)$;

for $a, b \in B$. Indeed, let us check that $(H, \Delta, \varepsilon)$ is a coassociative, counital coalgebra:

$$(\Delta \otimes id)\Delta(a \otimes b) = \Delta(e^1 a \otimes be^{1'}) \otimes (e^2 \otimes e^{2'})$$

$$= (e^{1''} e^1 a \otimes be^{1''} e^{1'''}) \otimes (e^{2''} \otimes e^{2'''}) \otimes (e^2 \otimes e^{2'})$$

$$= (e^1 e^{1''} a \otimes be^{1'''} e^{1'''}') \otimes (e^{2''} \otimes e^{2'''}) \otimes (e^{2'''} \otimes e^{2''''})$$

$$(\ref{5.4}), (\ref{5.6}) \quad (e^1 a \otimes be^{1'}) \otimes (e^{1''} \otimes e^{1'''} \otimes e^{2'''} \otimes e^{2''''})$$

$$(\ref{5.16}) \quad (e^1 a \otimes be^{1'}) \otimes \Delta(e^2 \otimes e^{2''}) = (id \otimes \Delta)\Delta(a \otimes b);$$

$$(\varepsilon \otimes id)\Delta(a \otimes b) = \omega(e^1 a) \omega(be^{1'}) (e^2 \otimes e^{2'}) \quad (\ref{5.4}), (\ref{5.6}) \quad \omega(e^1) \omega(e^{1'}) (ae^2 \otimes e^{2'} b) \quad (\ref{5.7}) \quad a \otimes b;$$

$$(id \otimes \varepsilon)\Delta(a \otimes b) = (e^1 a \otimes be^{1'}) \omega(e^2) \omega(e^{2''}) \quad (\ref{5.7}) \quad a \otimes b.$$

Lastly, (1.2) holds by the following computations:

$$\Delta((a \otimes b)(a' \otimes b')) = (e^1 a' a \otimes bb' e^{1'}) \otimes (e^2 \otimes e^{2''});$$

$$(m \otimes id)(\Delta \otimes \Delta)((a \otimes b) \otimes (a' \otimes b')) = (a \otimes b)(e^1 a' b' e^{1'}) \otimes (e^2 \otimes e^{2''}) = (\ast);$$

$$(id \otimes m)(\Delta \otimes id)((a \otimes b) \otimes (a' \otimes b')) = (e^1 a \otimes be^{1'}) \otimes (e^2 \otimes e^{2''})(a' \otimes b') \quad (\ref{5.4}) = (\ast).$$
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