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ABSTRACT Aiming to prevent from the imbalance between supply and demand of energy in which the share of emerging type is rapidly increasing, to predict the supply of emerging energy reliably is significant. However, the expected distribution uncertain and high-noise characteristics of emerging energy supply impede the reliable prediction. The Dual-LSTM (Long Short-Term Memory) model was constructed for the characteristic extracting and effective prediction of the expected distribution uncertain high-noise emerging energy supply time series. A case study on coal bed gas supply in China was conducted. Results showed that the Dual-LSTM model effectively solved the problem of superfluous and non-quantifiable variables in the prediction of coal bed gas supply and extracted the statistical characteristics of expected distribution uncertain and high-noise data samples effectively with a relative error major less than 5% in short-term. Besides, the Dual-LSTM model has a significantly higher prediction accuracy while comparing with ARIMA model and original LSTM model. Ultimately, it is predicted that the year-on-year growth rates of coal bed gas supply of China from January to September, 2021, approximately maintains 75% in average based on the Dual-LSTM model. The Dual-LSTM model provides a reliable statistical model for policy decision to maintain national sustainability and stability.

INDEX TERMS Improved deep learning model, uncertain expected distribution high-noise sample, emerging energy, supply-demand stability, reliable prediction, time series analysis.

I. INTRODUCTION

The imbalance between supply and demand of energy is regarded as the potential impact on the national energy security and operation. Reliable prediction of energy supply is the key to avoid the imbalance of supply and demand [1]–[6]. Once if the predictive value of energy supply was inadequate, it would lead to surplus import. Meanwhile, the release of energy reserves would not only suppress the energy price which is not conducive to the survival of energy enterprises, but also result in a large outflow of national foreign exchange impacting on the national economy. If the predictive value of energy supply was excessive, it would lead to insufficient energy import and massive energy will be allocated and stored, endangering the national energy security and social stability [7]–[10].

In recent years, the supplies of emerging energy such as wind energy, solar energy, biomass energy and unconventional natural gas, etc have been rapidly boosting. For instance, the unconventional natural gas in China has increased rapidly. Figure 1 shows the natural gas supply from 2013 to 2020 in China and the structure of China’s natural gas supply of 2020. It can be found that the share of unconventional gas supply in China has been increasing, accounting for nearly 15% of the natural gas supply in the market [11].
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However, emerging energy is still in the development stage, whose supply is unstable and the randomness characteristic is obvious, leading to the prediction method of conventional energy inapplicable to be adopted [12]–[15]. First of all, diverse from conventional energy, emerging energy supply demonstrates the characteristics of non-linearity and high noise. In addition, variables affecting emerging energy supply are extensive while some of whom are non-quantifiable, limiting the application of prediction methods. Finally, distinguished from the widely studied problem, the single reservoir production prediction, emerging energy supply is the sum of the production capacity of the whole country in a specific period, which can not be described by a single capacity model.

Although there are few studies on emerging energy supply prediction, the existing reservoir production prediction models of conventional energy still remain certain reference value. Table 1 provides a comparison of various types of reservoir production prediction models. The conventional prediction models for reservoir production include generalized single- and multi-peak period models such as Weng’s model, cumulative growth models such as Hubbert model, Grey model, exponential smoothing model, linear regression analysis models such as differential auto-regressive moving average (ARIMA) model. The neural network models achieved a dominant position in alternative prediction models, such as back error propagation neural network (BPNN) model and long short term memory (LSTM) network model.

Weng’s model and Hubbert model are classical mathematical methods to describe the production and recoverable reserves of oil and gas fields, highly fitting the actual production capacity and energy storage curve of oil and gas field. However, the oil and gas production in the model is a single value function of time, lacking correlation between historical data and predictive values [16]–[18]. Weng’s model is based on the law of rise-growth-maturity-recession in natural process. In essence, it is a mathematical model belonging to continuous gamma distribution. Its mathematical expression is: $Q = at^b e^{-t}$, where, $Q$ is oil or gas production, $t$ is extraction cycle, $a, b$ are undetermined coefficients [8]–[10].

Although the Weng’s model has achieved high precision fitting of the actual oil field yield curve, it is limited to the prediction of oil field whose production corresponds to gamma distribution. The Hubbert model describes the relationship between the remaining recoverable reserves and the cumulative production of oil and gas reservoirs with the variation of mining time. The relationship follows the law of natural exponential distribution and its mathematical expression is: $(G_R - G_P)/G_P = ae^{-bt}$, where, $G_R$ is the residual recoverable reserves, $G_P$ is the cumulative production, $t$ is the extraction cycle, $a, b$ are undetermined coefficients [19], [20].

Grey model, exponential smoothing model and ARIMA model are typical time series analysis methods for oil and gas production. The Grey model weakens the random factors of the original data by accumulating the original data time series. It carries on the natural exponential regression to the data, and subsequently solves the parameters of the exponential function based on the least square method. Finally the regression model of the original data are obtained. The prediction accuracy of the grey model is limited by the distribution of the data. Once the accumulated data deviated from the natural exponential law, underfitting or overfitting would occur and the prediction effect of the Grey model would deviate from the actual value [21]–[24]. The exponential smoothing model applies the linear combination of time series to represent the prediction value at the next moment. The time complexity of the model and algorithm is relatively simple. However, the exponential smoothing model has strong linear characteristics and the predicted values lag behind the actual observations [25]. ARIMA model first obtains a time
TABLE 1. Comparison of prediction models of natural gas production or supply.

| Predictive model | Weng’s model | Hubbert model | Grey model | Exponential Smoothing model | ARIMA | BPNN | LSTM |
|------------------|-------------|--------------|-----------|----------------------------|-------|-----|------|
| Theoretical basis| Gamma distribution; Multi-peak period | Exponential distribution | Exponential curve fitting | Primary/secondary exponential smoothing | Auto-regression; Moving average; Information criterion; Auto-correlation coefficient | Gradient descent; Error back propagation | Input gate; Forgetting gate; Output gate; LSTM cell |
| Variable features| Single variable | Single variable | Single variable; Time series | Time series | Time series | Single/Multi-variable | Time series |
| Data type        | Obeys gamma distribution | Cumulatively obey exponential distribution | Cumulatively obey exponential distribution | Universal | Universal | Universal | Universal |
| Periodicity      | Applicable | Inapplicable | Inapplicable | Inapplicable | Applicable | Applicable | Applicable |
| Degree of freedom| $1 \times n$ | $1 \times n$ | $1 \times n + s$ | $s$ | $s$ | $m \times n$ | $s$ |
| Model time complexity | $O(n)$ | $O(n)$ | $O(n + s)$ | $O(s)$ | $O(s)$ | $O(m \times n)$ | $O(s \times (e \times h))$ |
| Scope of application | Medium and long term; Peak prediction | Medium and long term | Short term | Short term | Medium and long term | Short and medium term | Short, medium and long term |

series with certain data stationarity by data difference, and then expresses the predicted value as the sum of the linear combination of the $p$ order lag of the time series and the $q$ order lag of the prediction error, eliminating the influence of random factors (also called noise) in the original time series. Compared with Grey model and exponential smoothing model, ARIMA has better regression and prediction effect on expected distribution uncertain high noise time series. Nevertheless, the ARIMA model is still limited to extracting linear features of data [26]–[33].

The neural network model was proposed for effectively extracting the linear and nonlinear characteristics of the data. However, in the emerging energy supply prediction scenario, some influencing variables such as social policy, business operation dynamics and so on are failed to quantify accurately or included in the model input, affecting the accuracy of neural network prediction. The basic principle of BP neural network is to reduce the error between the predictive value and the actual value based on the gradient descent method. The hidden layer is used to process the input data with the weight and the specific activation function. The characteristics of the data are mined in the process of revising the weight value, and the model weight is optimized effectively to improve the fitting accuracy of the model [30], [31].

Long short term memory network (LSTM) is an improved recurrent neural network (RNN), which effectively retains the main information of the time series, discard the invalid information of the time series and be suitable for mining and predicting the nonlinear time series [32]. It is worth noting that the LSTM model is a member of the deep learning (DL) which is defined as a method of machine learning based on artificial neural networks with representation learning. In the deep learning framework, higher-level features from the raw input are extracted while compared with other algorithms. From the perspective of emerging energy supply which features expected distribution uncertain and high noise, deep learning model is desirable for whose regression analyse [33], [34]. Nevertheless, the application of deep learning algorithms on high noise or linear time series prediction were rarely studied due to that the deep learning algorithms have the capability to handle big data by capturing the inherent non-linear features through automatic feature extraction methods [35]–[37]. Moreover, overfitting frequently occurs while specifically predicting emerging energy supply [38]–[40].

For the exact purpose of reliable prediction on emerging energy supply, an improved LSTM model which integrate filtering and accurate regression capabilities is indispensable. In this study, a comprehensive introduction was conducted in Section I. The theory of expected distribution uncertain and high noise time series prediction and how to filter and effectively regress were discussed in Section II. The novel Dual-LSTM model was constructed after introducing the original LSTM model in Section III. The Dual-LSTM model performance and results of emerging energy supply prediction were presented in Section IV. Conclusions were drawn in Section V.

II. THEORY OF EXPECTED DISTRIBUTION UNCERTAIN HIGH NOISE TIME SERIES PREDICTION

From a statistical point of view, the observed value of a sample data set is equal to the sum of its expected distribution and random distribution (also known as statistical noise). Time series is a data set composed of the values under the same statistical index according to the order of its occurrence time. Time series analysis and prediction are based on the feature extraction of historical data. For a specific model, the closer the extracted data features are to the real value of the time
series, the higher the accuracy of fitting and prediction of the model. The characteristic of data sample refers to the statistical distribution of data sample, including data trend and data noise. Specifically, trend represents the concept of expected distribution of raw data set while noise represents the random features of raw data set. In general, the more obvious the statistical distribution of a data sample, the lower the noise and easier to realize the feature extraction and trend prediction of the data sample.

Figure 2 indicates the composition of a time series with expected distribution uncertain and high-noise characteristics, simply, the sum of trend and noise. Accordingly, to predict the trend and noise of a time series with expected distribution uncertain and high-noise characteristics separately would maintain the general features while avoiding significant deviations caused by over-fitting, which is the purpose of Dual-LSTM model. Deeper study of the Dual-LSTM model is carried forward in Section III.

Figure 3 shows the coal bed gas supply of total, Shanxi, Beijing municipality and Guizhou from March, 2013 to December, 2020 and respective characteristics. It could be found that the expected distribution uncertain characteristics and high-noise characteristics of coal bed gas supply are apparent, which brings more challenges to coal bed gas supply prediction.

A. TIME SERIES ANALYSIS AND PREDICTION

The time series contains the statistical characteristics of the trend, randomness and periodicity of the sample data in a certain period of time. The purpose of time series analysis is to extract and fit the above statistical characteristics of the sample by statistical method, construct a specific statistical model and predict the time series of the object basing on the model. Time series analysis is a functional analysis method, as shown in formula (1), where, $P_j$ is the value of studied subject at the j moment, $h_{j-1}$ to $h_{j-i}$ are the first to i historical values of the j moment, $x, y, z$ . . . are the impact variables on studied subject. The basic idea of time series analysis is that the value of the research object in a certain period of time is only related to its historical value. If the historical value of the research object was observable, it would be dispensable to consider the influence of other variables on the research object. Therefore, time series analysis effectively avoid the problem of superfluous variables and non-quantifiable variables, ensuring the reliability of prediction results. Time series analysis is an ideal analysis tool for unconventional natural gas supply with superfluous and non-quantifiable influencing variables.

$$P_j = P_j(h_{j-1}, h_{j-2}, \ldots, h_{j-i}), \quad i < j$$

B. EXPECTED DISTRIBUTION UNCERTAIN TIME SERIES

The characteristic of expected distribution uncertain time series is that the distribution of the raw time series is laborious to be described by typical and broadly utilized statistical model such as linear regression model, logistic regression model, exponential regression model, etc. According to Figure 3, the emerging energy supply time series have significant expected distribution uncertain characteristics since emerging energy, as a rapidly developing new energy resource, has increased its production year after year with the support of advanced developing technology.

To effectively predictive a expected distribution uncertain time series, two mainstream regression methods were proposed. On the one hand, the observation distribution of the raw data set is regarded as the actual distribution. Accordingly, the regression model work hard to fit the training set during the training process like common models such as artificial neural network including LSTM model usually do. However, once if the observation distribution of sample data significantly differed from the population, the model prediction performance would be inferior or called over-fitting. On the other hand, the observation distribution of the raw data set could be considered as the combination of expected distribution and random distribution, which was adopted in this research. Distinguished from general regression analyse, the expected distribution was not set but learned by Dual-LSTM model in this research, which is aiming to get closer to the actual distribution of data set.

C. HIGH NOISE TIME SERIES

In statistics, the definition of noise refers to the randomness found in a given data sample, the main form of which is

FIGURE 2. The sketch map of the composition of a time series with expected distribution uncertain and high-noise characteristics.
random error. The emerging energy supply is affected by considerable variables, a tiny change of each influencing variable may increase or decrease the coal bed gas supply significantly. Under the control of multiple variables, the emerging energy supply data has strong randomness, showing a high frequency fluctuation in curve. In the scene of statistical learning, the statistical model will learn the noise data together during the training process, which leads to the deviation between the features extracted by the model and the real law of the sample, finally affecting the prediction accuracy of the model.

According to the high noise time series prediction, two mainstream methods are optional. One is adopting the filter algorithm such as Kalman filter, Volterra adaptive filter, Bilateral filter, etc to the regression model which has been widely applied in the prediction on periodic data, stationary data and other data with clear expected distribution. It is worth noting that machine learning integrated with filter algorithm has been a powerful tool for prediction and optimal problems in high precision and efficiency [37]–[39]. The other is to regress the random distribution of data set after separating the expected distribution, which is applied by Dual-LSTM model in this research. Generally, the random distribution of a data set is assumed to follow the Gaussian distribution while the assumption is invalid mostly, however. In this research, the random distribution of the data set is regressed by the Dual-LSTM model either for higher regression accuracy. Consequently, the influence of noise in the time series is fully considered by the model and the prediction accuracy is improvable.

III. METHODOLOGY AND MODEL

A. RESEARCH METHODS

In this study, the Dual-LSTM model is constructed to fit and predict the coal bed gas supply sample time series. The mean square error (MSE) is introduced as a loss function to validate the fitting effect of the model. Formula (2) shows the hyperplane regression equation, which is the fundamental of neural network. Where, $Y_P$ is the forecast time series, $W$ is the weight of variable, $X$ is the independent variable which has been widely applied in the prediction on periodic data, stationary data and other data with clear expected distribution. It is worth noting that machine learning integrated with filter algorithm has been a powerful tool for prediction and optimal problems in high precision and efficiency [37]–[39]. The other is to regress the random distribution of data set after separating the expected distribution, which is applied by Dual-LSTM model in this research. Generally, the random distribution of a data set is assumed to follow the Gaussian distribution while the assumption is invalid mostly, however. In this research, the random distribution of the data set is regressed by the Dual-LSTM model either for higher regression accuracy. Consequently, the influence of noise in the time series is fully considered by the model and the prediction accuracy is improvable.

\[
Y_P = W^TX + b \tag{2}
\]

\[
Loss = MSE = \sqrt{\frac{||Y_P - Y||^2}{n}} \tag{3}
\]

\[
W^{(m+1)} = W^{(m)} - \alpha \frac{\partial Loss}{\partial W}
\tag{4}
\]

B. LSTM MODEL

Different from the general neural network, the input sample of LSTM is regarded as an independent and equally distributed data set. The recurrent neural network is based on the principle that the current data value is related to the
historical data which is retained while the input data are inputted to ensure the persistence of the information. LSTM is an improved recurrent neural network, which can solve the problem of long dependence (with the increase of time series data samples, the network will lose the early data information of time series) in general recurrent neural network.

Figure 4 shows the basic structure and working principle of the LSTM. Basic units of LSTM are called cells. Function realization depends on forgetting gate, input gate, output gate and cell status update. Each gate corresponds to a specific mathematical operation of the data in the cell. The model adopts Sigmoid() and tanh() functions as activation functions, whose expressions are shown in formula (5) and formula (6), respectively.

Formula (7) corresponds to the forgetting gate operation. The forgetting gate determines which information the cell state should retain or discard. Specifically, via coinciding the output value of the last LSTM cell, Yt-1, with the input value of the current LSTM cell, Xt, hyperplane regression and sigmoid() function processing, a vector, ft, consisting of numbers with values between 0 and 1 is obtained. 0 in the vector indicates that the corresponding original vector element is completely discarded and 1 indicates complete retention.

Formula (8)-(9) corresponds to input gate operation. The input gate determines what new information is added to LSTM cell. Specifically, via coinciding the output value of the last LSTM cell, Yt-1, with the input value of the current LSTM cell, Xt, hyperplane regressing and sigmoid() function processing, a vector, it, consisting of numbers with values between 0 and 1 is obtained. The 0 in the vector indicates that the corresponding original vector element does not change and 1 indicates a complete update. On the other hand, via tanh() function processing, a vector, ct, consisting of numbers with values between -1 and 1 is obtained for determining information updates.

The formula (10) is the cell state update operation. Specifically, the dot product operation of the last LSTM cell state Ct-1 and ft is summarized with the dot product operation of it and ct, obtaining the status Ct of current LSTM cells.

Formula (11)-(12) corresponds to the operation of output gate. In particular, the Yt-1 and Xt are combined and processed by hyperplane regression and Sigmoid(), and the Ct treated with tanh() is used for dot product operation to modify the state of the cell, obtaining the vector Yt as the current cell to output. The W, b of all formulas are distributed to represent the weight term and the bias term, while × represent the vector product operation.

\[
\text{Sigmoid} = \frac{1}{1 + e^{-x}} \\
\text{tanh} = \frac{e^x - e^{-x}}{e^x + e^{-x}} \\
f_t = \text{Sigmoid}(W_f[Y_{t-1}, X_t] + b_f) \\
i_t = \text{Sigmoid}(W_i[Y_{t-1}, X_t] + b_i) \\
c_t = \text{tanh}(W_c[Y_{t-1}, X_t] + b_c) \\
C_t = f_t \times C_{t-1} + i_t \times c_t \\
o_t = \text{Sigmoid}(W_o[Y_{t-1}, X_t] + b_o) \\
Y_t = \text{tanh}(C_t) \times o_t
\]

where, [Yt-1,Xt] represents that the vector Yt-1 and Xt are merged by a tail prime connection. For instance, if the Yt-1 is a m dimension vector and the Xt is a n dimension vector, then [Yt-1,Xt] is a m + n dimension vector.

C. DUAL-LSTM MODEL

The detailed working flow of the Dual-LSTM model is shown in Figure 5. A better understanding of the Dual-LSTM model
could be achieved if comprehensively study both the Figure 4 and Figure 5.

According to the basic theory of regressing and predicting emerging energy supply adopted in this research, the specific operational structure and logical structure have been constructed as shown from Figure 5(a) to Figure 5(c). First the sample data, known as training set, will be processed mainly by interpolation to solve data missing. Next is followed by the normalization and input of the sample data. It should be noted that from the emerging energy supply perspective, feature of variables is one-dimensional. In a certain moment t, the sample data is input into the Dual-LSTM model and merged with the hidden state of last moment t-1. Then the procedure of expected distribution regression starts. After the data process done by input gate, forget gate and output gate the cell state and hidden state of expected distribution regression
are refreshed. When the epoch finishes, the expected distribution of sample is output. Meanwhile, the residual error is generated by subtracting the expected distribution from sample data which is also called the actual distribution. Further, the residual error is input and merged with the hidden state of random distribution regression process while the next procedures are consistent with that of expected distribution regression and the random distribution of sample is got. Consequently, the complete regression model is generated by summing the expected distribution and random distribution. Prediction is able to be conducted by inputting objective prediction steps.

IV. MODEL PERFORMANCE AND RESULTS

A. DATA SOURCES AND HYPER-PARAMETRIC SETTINGS

The data of this study are derived from the National Bureau of Statistics and the National Development and Reform Commission of China. For the supply of unconventional natural gas in China, the National Bureau of Statistics and the National Development and Reform Commission only track and disclose the supply of coal bed gas [41], [42]. Therefore, in this study, the monthly data of coal bed gas supply in China from March 2013 to December 2020 are selected as the observation data set, containing 94 samples. From March 2013 to June 2019, 76 samples were selected as training sets. From July 2019 to December 2020, 18 samples were selected as validation sets. Per time step represents one month. It is worth noting that data pre-processing was done to supply the missing values by linear interpolation method [41], [42]. Comparative analysis of regression and prediction performance of the ARIMA model, the LSTM model and Dual-LSTM model was performed. Finally, based on the Dual-LSTM model, the supply of coal bed gas in China from January to September, 2021 was predicted.

For the purpose of clarifying the reliability of the Dual-LSTM model, model comparison is performed in this research. First the ARIMA model is chosen since whom typically represents the extensively used linear model in conventional energy supply regression prediction. Besides, the original LSTM model is taken into account either for enhancing the diversity between original LSTM model and Dual-LSTM model and highlighting the advantages of the Dual-LSTM model.

Based on the Akaike information criterion (AIC) [43], [44], ARIMA model adopts the first order difference, third order autoregressive and third order moving average, namely $ARIMA (p, d, q) = ARIMA (1, 1, 1)$. The original
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FIGURE 7. The noise prediction of coal bed gas supply. (a) The noise prediction of total coal bed gas supply in China. (b) The noise prediction of coal bed gas supply in Shanxi province. (c) The noise prediction of coal bed gas supply in Beijing municipality. (d) The noise prediction of coal bed gas supply in Guizhou province.

LSTM model is set without regularization and drop-out. After certain amount of experiments, the learning rate of the original LSTM model is set as 0.1, epoch steps are set as 1500, units of hidden states are set as 64, epoch size is set as 1 and window size is set as 94 (the full size of sample data). Parameters setting of Dual-LSTM model is supplied in Figure 5(c).

B. MODEL TRAINING AND GENERALIZATION VALIDATION

Figure 6 reveals the trend evaluations (from step 1 to step 76, green curves) and predictions (from step 77 to step 94, green curves) of coal bed gas supply of China total, Shanxi province, Beijing municipality and Guizhou province, respectively. Judging from the evaluation results, though the evaluation accuracy was relatively low caused by a small learning rate, the trend predictions of coal bed gas supply were appropriately fitted and predicted in the short term (no more than 9 months in this study).

Figure 7 reveals the noise prediction (gold curves) of coal bed gas supply of China total, Shanxi province, Beijing municipality and Guizhou province, respectively. Comparing with the trend predictions, the noise evaluations indicate a fitting accuracy reaching perfectly coincided according to a higher learning rate. From the noise prediction perspective, the noise prediction results basically follow the distribution law of the observation samples.

Figure 8 reveals the prediction performance of Dual-LSTM model on coal bed gas supply. According to the prediction performance of Dual-LSTM model, it is worth noting that the prediction results conducted by Dual-LSTM model valued similarly to the observation samples.

Figure 9 reveals the effective prediction of coal bed gas supply by Dual-LSTM model. Consistent with the trend prediction and noise prediction, the effective predictions of coal bed gas supply were with higher accuracy in the short term, especially for the predictions of coal bed gas supply of China total and Shanxi province.

C. MODEL COMPARISON AND ERROR ANALYSE

Figure 10 shows the comparison of prediction performance between ARIMA model, LSTM model and Dual-LSTM model. On the whole, the Dual-LSTM model conducted the best prediction on coal bed gas supply of either China total, Shanxi province, Beijing municipality or Guizhou province while comparing with the ARIMA model and original LSTM model.
FIGURE 8. The prediction performance of dual-LSTM model on coal bed gas supply, where $y$ represents the prediction value of Dual-LSTM model while $x$ represents the observation samples. (a) The prediction performance on total coal bed gas supply in China. (b) The prediction performance on coal bed gas supply in Shanxi province. (c) The prediction performance on coal bed gas supply in Beijing municipality. (d) The prediction performance on coal bed gas supply in Guizhou province.

model. In particular, though the ARIMA model effectively predict the trend of coal bed gas supply, the prediction results were only in linear form. From the original LSTM model perspective, the prediction results significantly indicate the over fitting situation since the training loss was controlled to a low value while the prediction results apparently deviate from observation values. It should be noted that for either ARIMA model, original LSTM model or Dual-LSTM model, the short-term predictions demonstrate a higher accuracy than the long-term predictions, indicating that as the prediction steps grow, the impact of training set on prediction results gradually fade. Especially for time series with expected distribution uncertain and high-noise characteristics, the stochastic noise impact significantly on the long-term predictions. Figure 11 reveals the relative error (RE) of prediction of Dual-LSTM model in diverse time steps. According to Figure 11 the prediction accuracy disparity is straightforward. It could be found that in the first 8 prediction steps relative errors are entirely within 8% while the majority is under 5%. From the ninth step on the prediction RE starts to rise prominently.

D. PREDICTION OF COAL BED GAS SUPPLY

Adopting the Dual-LSTM model and basing on the observation data set, the coal bed gas supply of China total, Shanxi province, Beijing municipality and Guizhou province from January to September, 2021 are predicted, as shown in Figure 12. The growth trends of coal bed gas supply in the future are also highlighted in Figure 12. Judging from the effective predictive results, the coal bed gas supply in China from January to September, 2021 would grow from 11.4 to 15.4 hundred million cubic metre. The year-on-year growth rate of coal bed gas supply in China from January to September, 2021 are about 46%, 60%, 69%, 75%, 77%, 101%, 90%, 88% and 83%, respectively, which still maintains a high growth rate. For Shanxi province, the coal bed gas supply January to September, 2021 would grow from 9.0 to 10.7 hundred million cubic metre while the year-on-year
growth rate of coal bed gas supply would be 63%, 73%, 76%, 79%, 76%, 104%, 90%, 91% and 85%, respectively, remaining the province with the most coal bed gas supply in China. Focusing on Beijing municipality, the coal bed gas supply maintains a slack and steady growth. The coal bed gas supply from January to September, 2021 would grow
from 1.6 to 1.8 hundred million cubic metre in fluctuation with year-on-year growth rate of 22%, 24%, 23%, 33%, 40%, 42%, 56%, 20% and 26%, respectively. From Guizhou province perspective, the future growth speed of coal bed gas supply indicates to slow down gradually. The coal bed gas supply from January to September, 2021 maintains
0.5 hundred million cubic metre firstly but remains 0.4 hundred million cubic metre finally with year-on-year growth rate of 69%, 61%, 57%, 10%, 7%, 16%, −23%, 18% and −20%, respectively.

V. CONCLUSION

Aiming to prevent from the imbalance between supply and demand of energy in which the share of unconventional type is rapidly increasing in China, to predict the supply of emerging energy reliably is significant. A Dual-LSTM model was constructed to extract and predict the emerging energy supply with expected distribution uncertain high noise characteristics. The fitting accuracy and generalization ability of the model were compared and analyzed. The prediction of coal bed gas supply in China was carried out.

The key conclusions are as follows: (1) The supply of unconventional natural gas in China continues to grow rapidly. In the whole 2020, unconventional gas supply accounted for nearly 15% of the total natural gas supply. (2) The Dual-LSTM model achieved solving the problem of superfluous and non-quantifiable variables. Meanwhile, the statistical features of expected distribution uncertain and high noise data samples were extracted effectively with a relative error major less than 5% in short-term. (3) In the study condition, the Dual-LSTM model has a significantly higher prediction accuracy while comparing with ARIMA model and original LSTM model. (4) Based on the Dual-LSTM model, the year-on-year growth rates of coal bed gas supply in China were predicted to be about 75% in average from January to September, 2021. The Dual-LSTM model effectively predicts the supply of unconventional gas in China in the short term. Moreover, it shows high robustness to the fitting and prediction of expected distribution uncertain high noise time series, providing a reliable statistical model for national sustainability and stability.
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