Part-level Graph Convolutional Network for Skeleton-Based Action Recognition
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Abstract. Skeleton-based action recognition has drawn much attention recently. Previous methods mainly focus on using RNNs or CNNs to process skeletons. But they ignore the topological structure of the skeleton which is very important for action recognition. Recently, Graph Convolutional Networks (GCNs) achieve remarkable performance in modeling non-Euclidean structures. However, current graph convolutional networks lack the capacity of modeling hierarchical information, which may be sub-optimal for classifying actions which are performed in a hierarchical way. In this work, a novel Hierarchical Graph Convolutional Network (HiGCN) is proposed to deal with these problems. The proposed model includes several Hierarchical Graph Convolutional Layers (HiGCLs). Each layer consists of an attention block and a hierarchical graph convolutional block, which are used for salient feature enhancement and hierarchical representation learning, respectively. To represent hierarchical information of human actions, we propose a graph pooling method, which is differentiable and can be plugged into GCN in an end-to-end manner. Extensive experiments on two benchmark datasets show the state-of-the-art performance of our method.
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1 Introduction

Action recognition is a fundamental task in computer vision with many applications such as robotics, video surveillance, etc. [11]. Due to the development of
depth sensors and pose estimation methods [13], skeleton-based action recognition has drawn much attention recently. Different from other modalities, human skeletons only focus on spatial configurations and temporal evolution of human poses, which are robust to variations of viewpoints, body scales and motion speeds [20].

The main challenge of skeleton-based action recognition is how to model the spatial-temporal patterns of skeletons. Recent methods mainly rely on deep models, e.g., Recurrent Neural Networks (RNNs) [3,17] and Convolutional Neural Networks (CNNs) [2,5,7], which are suitable for regular representations, e.g., sequential data and images. However, if we view spatial-temporal connections between body joints as a graph, the RNNs and CNNs may be not enough to handle the graph-shaped topology of skeleton.

Recently, Graph Convolutional Networks (GCNs) are applied to various applications [1,6] with graph-shaped data, and obtains impressive performances. Two recent works in [22] and [9] first propose to employ the graph convolutional networks to automatically learn the spatial-temporal patterns of human skeletons. They construct a spatial graph based on the physical structure of human body and add temporal connections between corresponding joints in adjacent frames. Nevertheless, these methods only focus on the spatial-temporal patterns of body joints, ignoring the hierarchical information, i.e., the movement of human body parts in action recognition. Moreover, graph convolutional networks inherently lack the capacity of modeling hierarchical structure [23], which restricts the ability of predicting action labels for entire graph.

To address these limitations, we propose a novel Hierarchical Graph Convolutional Network (HiGCN). The proposed model is the stack of several Hierarchical Graph Convolutional Layers (HiGCLs), each of which consists of an attention block and a hierarchical graph convolutional block. The attention block is added first to emphasize the salient spatial-temporal nodes of skeletons. The hierarchical graph convolutional block is designed to model hierarchical information of human actions, the main idea is shown in Fig. 1. Specifically, it has two branches. One branch is a regular graph convolutional layer for modeling spatial-temporal
patterns of body joints, and another branch consists of two graph pooling layers and a graph convolutional layer for hierarchical representation learning and reasoning.

Our contributions are summarized below:

- We present a novel hierarchical graph convolutional network, i.e., HiGCN, which can model the spatial-temporal patterns of skeletons in a hierarchical way.
- We propose a graph pooling method which can be elegantly plugged into GCN in an end-to-end manner.
- Our method obtains the state-of-the-art results on two widely used benchmarks.

2 Method

In this section, the overall framework of Hierarchical Graph Convolutional Network (HiGCN) is introduced. In Sect. 2.1, we briefly introduce the original spatial-temporal graph convolutional network. In Sect. 2.2, we describe the proposed hierarchical graph convolution networks in detail.

2.1 Preliminaries

We consider an undirected graph \( G = \{ \mathcal{V}, \mathcal{E} \} \), where \( \mathcal{V} \) is the set of vertices and \( \mathcal{E} \) is the set of edges. Let \( A \) denotes the adjacency matrix, whose element \( a_{ij} \) is the weight assigned to the edge \( (i, j) \). We set \( a_{ij} = 1 \) if vertices \( i \) and \( j \) are connected and \( a_{ij} = 0 \) otherwise. For the skeleton sequence, a spatial-temporal graph is constructed based on the physical structure of human body and chronological order.

Here, we adopt the similar implementation of graph convolution as in [6]. For spatial dimension, the graph convolution operation at layer \( l \) can be formulated as:

\[
H^{(l+1)} = \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} H^{(l)} W
\]

where \( H^{(l)} \in \mathbb{R}^{T \times V \times C_{in}} \) and \( H^{(l+1)} \in \mathbb{R}^{T \times V \times C_{out}} \) are the input feature and the output feature, respectively. \( C_{s} \) denotes the number of channels, \( T \) denotes the sequence length and \( V \) denotes the number of joints. \( \tilde{A} = A + I_{V} \) and \( \tilde{D} \in \mathbb{R}^{V \times V} \) is the degree matrix, whose element \( \tilde{d}_{ii} = \sum_{j} a_{ij} \). We also adopt the partition strategy, which is similar to the sampling function in CNN. However, different from [22], we employ the distance partitioning, which can be applied to any graph rather than skeletons. For temporal dimension, it is straightforward to perform graph convolution similar to the regular convolution. Specifically, we utilize a \( K_{t} \times 1 \) convolution to simulate the temporal graph convolution operation. For more details, please refer to [22].
Fig. 2. The overview of the attention block. As illustrated, the attention block utilizes the outputs of average pooling and max pooling and feed them to a spatial-temporal graph convolutional layer to get the attention map.

2.2 Hierarchical Graph Convolutional Network

The proposed hierarchical graph convolutional network mainly consists of several hierarchical graph convolutional layers (HiGCLs). The framework of a HiGCL is shown in Fig. 3, and the details are described as follows.

Input Features: Inspired by [15], we try to utilize more powerful features as input. We concatenate the original coordinates, relative coordinates as well as the temporal displacement into a new feature, we denote it as Hybrid Features. The effect of Hybrid Features will be evaluated in Sect. 3.

Graph Attention Block: Before feeding the feature for hierarchical representation learning, an additional attention block is employed to highlight the discriminative nodes. The overview of graph attention block is shown in Fig. 2. We first aggregate channel information of the input feature $H \in \mathbb{R}^{T \times V \times C}$ by employing the average pooling and max pooling operation. The generated features $H_{\text{avg}}$ and $H_{\text{max}}$ are concatenated to form a spatial-temporal descriptor $H_{\text{att}} \in \mathbb{R}^{T \times V \times 2}$. The descriptor is forwarded to a spatial-temporal graph convolutional block. We utilize the sigmoid function to make the values of the attention map to be between 0 and 1. During multiplication, the spatial-temporal attention map $M_{st} \in \mathbb{R}^{T \times V \times 1}$ is broadcasted along channel dimension. In addition, we employ the skip connection to preserve information of the input feature. The whole attention process is represented as:

$$H' = H \odot M_{st} + H$$

where $\odot$ is the Hadamard product, and $H' \in \mathbb{R}^{T \times V \times C}$ is the refined feature.

Hierarchical Graph Convolutional Block: The recent GCN-based approaches [9,15,22] focus on modeling spatial-temporal patterns of body joints. However, human actions are always performed in a hierarchical way. For example, we can easily distinguish wave from kick ball only by the movement of body parts, but for some fine-grained classes, e.g., reading and writing, we need more discriminative information such as the movement of body joints. Nevertheless, current graph convolutional networks lack such capacity of modeling hierarchical information.
Fig. 3. (a) The overview of Hierarchical Graph Convolutional Layer (HiGCL). The HiGCL mainly consists of an attention block and a hierarchical graph convolution block. (b) The spatial-temporal graph convolutional network. Here we adopt the distance partitioning in [22].

To solve the above problem, we propose a hierarchical graph convolutional block which aims at modeling spatial-temporal evolutions of body joints and body parts in a two branch fashion, as illustrated in Fig. 3(a). The first branch is a regular graph convolutional network, which decouples the spatial-temporal graph convolution into two successive convolutional components. The second branch aims to explore the spatial-temporal relationship in a hierarchical way. Thus we need a pooling operation over graph to aggregate the nodes into super nodes.

Inspired by [23], we develop a graph pooling operation which can learn hierarchical representations of graph in an end-to-end fashion. Let $H \in \mathbb{R}^{V_{in} \times C}$ represents the input feature of graph pooling layer. $C$ denotes the number of channels, and $V_{in}$ denotes the number of nodes. The graph pooling operation aims to aggregate feature $H$ into compact feature $H_p \in \mathbb{R}^{V_{out} \times C}$, where $V_{out}$ denotes the number of pooled nodes. In general, we need $V_{out} < V_{in}$. We propose to generate the pooling matrix as:

$$P = \text{Relu}(G(H, A))$$

where $P \in \mathbb{R}^{V_{in} \times V_{out}}$ is the learned pooling matrix, $G(\cdot, \cdot)$ is graph convolution operation and $A$ is the adjacency matrix. $\text{Relu}(\cdot)$ is utilized for meeting the definition of pooling operation. However, different from other types of data, graph data has to take into account the intrinsic geometrical structure. Especially, it is essential to learn a new adjacency matrix after pooling for down-stream graph convolutional layers. For human body, it is easy to find a hierarchical structure, i.e., body joints and body parts. A body part can be viewed as an abstraction of several body joints, which means we can aggregate the nodes of body joints into the nodes of body parts. Moreover, the physical relation between body parts are obvious, so we can easily construct a new adjacency matrix for further reasoning the relation between human body parts.

Specifically, we manually define a mask $M \in \mathbb{R}^{V_{in} \times V_{out}}$, whose element $m_{ij} \in \{0, 1\}$. The rows of mask $M$ are one-hot vectors, and each column of $M$ represents one body part. $m_{ij} = 1$ means that the $i$-th joint belongs to the $j$-th body part, not vice versa. According to the physical structure of human body, we define several major body parts, i.e., torso, two arms and two legs. The pooling operation is formulated as:

$1$ We omit temporal dimension for simplicity.
$H_p = \hat{P}^T H, \quad \hat{P} = Softmax(P + (1 - M) \times n)$ (4)

where $P$ is the same as in Eq. (3), $1 \in \mathbb{R}^{V_{in} \times V_{out}}$ is a matrix whose elements are all 1. $n$ is a large negative number, we set it as $-9 \times 10^5$ in experiments. The softmax operation is implemented in a column-wise fashion. After graph pooling, the features of nodes are projected into a part-level space, and the pooled nodes have explicit semantic information.

We introduce the pooling method into the second branch for modeling hierarchical information. Specifically, the second branch includes two graph pooling layers and a spatial-temporal graph convolutional block, as shown in Fig. 3(a). The first pooling layer aggregates body joints into body parts for each frame, and the graph convolutional block is used for reasoning spatial-temporal relation of body parts. The new adjacency matrix are constructed based on the physical relation between body parts. The second pooling layer outputs a body-level feature, which is global-aware and discriminative. The outputs of two branches and an identity mapping of the input are summed up to form the output of the HiGCL.

3 Experiment

In this section, we first introduce the implementation details. Then, we compare our method with several state-of-the-art methods on two benchmark datasets. Next, we comprehensively investigate some ablation studies. Finally, we visualize the learned attention maps.

3.1 Datasets

NTU RGB+D [12]: This dataset consists of 56880 actions with 60 classes. The benchmark evaluations include Cross-Subject (CS) and Cross-View (CV). In the CS evaluation, training samples come from one subset of actors and networks are evaluated on samples from remaining actors. In the CV evaluation, samples captured from cameras 2 and 3 are utilized for training, while samples from camera 1 are employed for testing.

Northwestern-UCLA dataset (N-UCLA) [19]: This dataset contains 1494 videos of 10 actions. These actions are performed by 10 subjects, repeated 1 to 6 times. Each subject has 20 joints. There are three views in this dataset. Usually, two of the views are used for training and the other one is used for testing.

3.2 Implementation Details

The proposed hierarchical graph convolutional network is the stack of nine hierarchical graph convolutional layers. Before the first HiGCL, an embedding layer is employed to project the dimension of the input feature to 64. The number of output channels for each layer are 64, 64, 64, 128, 128, 128, 256, 256 and 256, respectively. After that, a global average pooling layer is performed and the final
output is fed to a fully connection layer and a softmax layer to get the prediction. The batch size is set to 64 for NTU RGB+D and 16 for N-UCLA. The learning rates for both datasets are 0.1 initially, reduced by 0.1 after 20 epochs and 50 epochs. The training procedure stops at 80 epochs.

3.3 Experimental Results

**Comparison with the State-of-the-Art Methods.** The experiments of our method on two widely used benchmark datasets (NTU RGB+D [12] and N-UCLA [19]) are shown in Tables 1 and 2, respectively. We first compare our method [16] with traditional method based on hand-crafted features. As we can see, our method significantly outperforms these approaches, which shows the superiority of deep learning methods over hand-crafted approaches. Then our method is compared with recent deep learning methods. We can see that our method outperforms the state-of-the-arts on both datasets. Specifically, our method achieves the highest accuracy of 87.9% and 93.8% using CS and CV pro-

| Methods               | CS   | CV   | Year  |
|-----------------------|------|------|-------|
| Lie Group [16]        | 50.1 | 82.8 | 2014  |
| HBRNN [4]             | 59.1 | 64.0 | 2015  |
| Part-aware LSTM [12]  | 62.9 | 70.3 | 2016  |
| Geometric Features [24]| 70.3 | 82.4 | 2017  |
| Two-Stream CNN [7]    | 83.2 | 89.3 | 2017  |
| Deep STGC$_K$ [9]     | 74.9 | 86.3 | 2018  |
| ST-GCN [22]           | 81.5 | 88.3 | 2018  |
| SR-TSL [14]           | 84.8 | 92.4 | 2018  |
| HCN [8]               | 86.5 | 91.1 | 2018  |
| PB-GCN [15]           | 87.5 | 93.2 | 2018  |
| **HiGCN**             | **87.9** | **93.8** |       |

| Methods               | V3   | V2   | V1   | Average | Year  |
|-----------------------|------|------|------|---------|-------|
| HOJ3D [21]            | 54.5 | –    | –    | –       | 2015  |
| AE [18]               | 76.0 | –    | –    | –       | 2015  |
| LARP [16]             | 74.2 | –    | –    | –       | 2015  |
| HBRNN-L [3]           | 78.5 | 83.5 | **79.3** | 80.5 | 2016  |
| ESV [10]              | 86.1 | –    | –    | –       | 2017  |
| ESV (Synthesized+Pre-trained) [10] | **92.6** | –    | –    | –       | 2017  |
| **HiGCN**             | 88.9 | **85.4** | 77.6 | **83.9** |       |
tocols respectively on NTU RGB+D, and obtains the best performance 85.4% for V2 setting and 83.9% for Average setting on N-UCLA. Note that, the performance of ESV (Synthesized+Pre-trained) [10] is higher than ours on the N-UCLA dataset. However, they synthesize more data for training and benefit from the pre-trained model on large scale image datasets. By contrast, our method is trained from scratch and we can achieve better performance compared with ESV which is trained from scratch only using the original data.

**Evaluation of Components of HiGCN.** We evaluate several components in our network to show their effectiveness on skeleton-based action recognition. We give the results on the NTU RGB+D dataset as shown in Table 3. As we can see, our method significantly improves the performances by 6.4% in cross-subject and 5.5% in cross-view over the baseline model, i.e., ST-GCN [22]. Even without the *Hybrid Features*, our method still outperforms the baseline model. Moreover, after the removal of the attention block and the hierarchical block, the performances drop significantly, indicating the two proposed blocks are very useful for action recognition.

**Table 3.** Ablation study on NTU RGB+D. (%)

| Methods                      | CS   | CV  |
|------------------------------|------|-----|
| ST-GCN [22]                  | 81.5 | 88.3|
| ST-GCN [22] + Hybrid Features| 84.0 | 89.8|
| HiGCN w/o Hybrid Features   | 82.0 | 88.5|
| HiGCN w/o Attention Block    | 87.0 | 93.2|
| HiGCN w/o Hierarchical Block| 85.9 | 90.7|
| **HiGCN**                    | **87.9** | **93.8** |

**Visualization of Attention Maps.** Visualization of attention maps of the first three HiGCLs is shown in Fig. 4. We find that the attention maps gradually

![Fig. 4. Visualization of learned attention maps of the first three HiGCLs.](image-url)
focus on the salient spatial-temporal patterns. This demonstrates that the attention maps at the later layers can effectively capture important spatial-temporal information of the skeleton sequence.

4 Conclusion

In this paper, we have proposed a novel Hierarchical Graph Convolutional Network (HiGCN) for skeleton-based action recognition. The construction of HiGCN is mainly based on the Hierarchical Graph Convolutional Layers (HiGCLs). The HiGCL is comprised of an attention block and a hierarchical graph convolutional block. We have evaluated our HiGCN on two publicly available datasets, i.e., NTU RGB+D and Northwestern-UCLA, and achieved the state-of-the-art performance on both datasets. We also show the effectiveness of different components of our method based on the experimental analysis. In the future we plan to focus more on modeling temporal dynamics of actions.
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