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Abstract

Quantum computing has promised significant improvement in solving difficult computational tasks over classical computers. Designing quantum circuits for practical use, however, is not a trivial objective and requires expert-level knowledge. To aid this endeavor, this paper proposes a machine learning-based method to construct quantum circuit architectures. Previous works have demonstrated that classical deep reinforcement learning (DRL) algorithms can successfully construct quantum circuit architectures without encoded physics knowledge. However, these DRL-based works are not generalizable to settings with changing device noises, thus requiring considerable amounts of training resources to keep the RL models up-to-date. With this in mind, we incorporated continual learning to enhance the performance of our algorithm. In this paper, we present the Probabilistic Policy Reuse with deep Q-learning (PPR-DQL) framework to tackle this circuit design challenge. By conducting numerical simulations over various noise patterns, we demonstrate that the RL agent with PPR was able to find the quantum gate sequence to generate the two-qubit Bell state faster than the agent that was trained from scratch. The proposed framework is general and can be applied to other quantum gate synthesis or control problems— including the automatic calibration of quantum devices.
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I. INTRODUCTION

Since the conception of quantum computing (QC) [1], many researchers and engineers have sought to use it to solve problems which cannot be practically solved by a classical computer. Theoretically, quantum computing has promised exponential or quadratic speedups for several difficult computational problems that are otherwise intractable on a classical computer [2–4], such as: factorizing large integers [5] and unstructured database searches [6]. In practice, the applications of QC are largely limited by the capabilities of existing noisy quantum devices [7] which do not have fidelity-preserving measures such as quantum error correction [4, 8, 9] and thus cannot carry out sophisticated quantum computational tasks faithfully. Variational quantum algorithms (VQA) have been one approach to dealing with these Noisy Intermediate Scale Quantum (NISQ) devices. Recent developments in VQA provide a framework to design near-term quantum applications in various scenarios [10, 11]. VQA-based applications include solving quantum chemistry problems [12] as well as machine learning (ML) tasks such as: function approximation [13–16], classification [14, 17–34], generative modeling [35–39], deep reinforcement learning [40–49], sequence modeling [13, 50–52], speech recognition [53], metric and embedding learning [54, 55], transfer learning [21] and federated learning [53, 56, 57]. Despite these achievements, it is still a non-trivial task to design a good quantum circuit architecture for specific computational tasks and such difficulties may hinder a wider acceptance of QC.

Concurrently, many advancements have been made in applying classical computing techniques to solve complex tasks. The most prominent example is the significant progress in machine learning (ML) and artificial intelligence (AI) methodologies. Modern deep neural network (DNN)-based models [58, 59], which utilize the principles of deep learning (DL), have been applied to a diverse set of areas and have been shown to be highly successful in: computer vision [60–62], natural language processing [63–66], and playing the game of Go or many video games with superhuman performance [67–71], just to name a few. Among these, deep reinforcement learning (DRL) is of our particular interest, as it is designed to solve highly sophisticated sequential decision making tasks [72, 73].

With powerful RL techniques in hand, it is natural to explore the potential application of RL to address several long-standing problems in quantum computing– especially the ones which can be reformulated into a sequential decision problem. Recent research has employed
the extraordinary capabilities of RL to tackle several challenges in quantum computing such as quantum error correction (QEC) [74-77] and quantum control [78-86]. The common feature among these QC applications is that these tasks can be framed as sequential decision problems. For example, in QEC the goal is to design gate sequences to either encode or decode the quantum states. In the context of the quantum control problem, specific hardware operation sequences (e.g. pulse sequences) are generated to synthesize a desired quantum state or a quantum gate functionality. Another QC problem which can be thought of in this manner is to find a quantum gate sequence in order to achieve a certain computing task. This is called a quantum architecture search problem and is the task we are focusing on in this paper.

The goal of a quantum architecture search (QAS) algorithm is to find a proper quantum circuit or gate sequence which can be used to achieve a specific quantum computational task. Ideally, the generated circuit architecture should use as few operations as possible to minimize the effect of device noises. Additionally, the QAS algorithm should be hardware-aware, meaning that the algorithm should be able to provide circuit architectures tailored for the specific quantum hardware available. An important distinction is that the QAS problem is different from the quantum control problem [86], since the latter focuses on generating control pulses on the hardware level [86]. We are interested in QAS algorithms since they can be used in the workflow of quantum compilation, a procedure to transfer quantum algorithms into a gate sequence suitable for a particular quantum device.

The QAS problem has taken inspiration from classical ML techniques and challenges. In classical ML, especially in deep learning, although the models can perform certain tasks pretty well, they are also extremely complex [87] and contain many components which require manual tuning. Numerous efforts have been made to build automatic procedures to generate well-performing deep neural network architectures for given tasks [88-96], which is known as a neural architecture search (NAS). A common method for NAS is to use RL to sequentially generate or place neural network blocks [88, 89]. It has been shown that various RL-based methods can generate neural architectures that can achieve performance superior than manually-crafted ones [88, 89]. Such achievements led to the exploration of RL-based methods in QAS and recently, researchers have started to apply RL for certain kinds of QAS tasks [97-100].

Despite RL being a powerful solution to sequential decision making problems, it still
has its drawbacks— a significant issue that the RL framework faces is the need to retrain the agent whenever the environment changes. In the context of hardware-aware QAS, the drifting device noise patterns may reduce the effectiveness of RL-based results. This re-acquisition of information is extremely inefficient due to its redundancy and is precisely the problem we target in this paper.

In this paper, we implement a continual learning scheme to allow the RL agent to learn how to generate quantum circuit architectures in fewer learning episodes when placed in different environments of varying noise-levels. To account for the inefficiency of retraining the agent when the noise pattern is different, we implement an additional aspect of continual learning to our scheme such that the agent will be able to store and reuse the information or policies it learned from previous training environments. Concretely, the learned policies will form a *policy library* for future use. When the agent encounters a new environment, the past policies from the library will serve as the *a priori* conditions for the exploration. Instead of exploring the completely random actions, the past policies can be a reasonable foundation for building new policies for an unseen environment. We demonstrate via numerical simulations that such intuitive construction, though very simple conceptually, can largely boost the training efficiency of these quantum architecture searching RL agents.

Our contributions are the following:

- We provide a framework to study how continual reinforcement learning can be applied to quantum architecture search problems.

- We demonstrate building a quantum circuit step-by-step via continual reinforcement learning methods, which allows for new policies to be formed from policies acquired in previous training environments with varying noise levels.

The paper is organized as follows. In Section II we introduce the quantum architecture search (QAS) problem that our agent will solve. In Section III we introduce the RL background knowledge used in this work. In Section IV we introduce the idea of continual learning which will be used to increase the capabilities of existing DQN when dealing with changing environments. In Section V we describe the proposed continual DQN used for the QAS. In Section VI we describe the details of our experimental methodology and our hyperparameter settings. In Section VII we present the numerical simulation results of the
II. QUANTUM ARCHITECTURE SEARCH (QAS) PROBLEM

Quantum architecture search (QAS) is an algorithmic procedure designed to find a series of quantum operations or quantum gates to achieve a predefined target such as generating the desired quantum state from an initial state. Concretely, given an initial state $|0\cdots0\rangle$ and the target state $|\Psi\rangle$, the goal is to find out a proper quantum gate sequence such that after the operation of these gates, the initial state can be transformed into the target state within a certain error tolerance. We will be using RL to achieve this goal. In the context of RL training, the environment $E$ is the quantum computer or quantum simulator. In this work, we chose to use a quantum simulator (the details of which can be found in Section VI). In using the quantum simulator, we can define various noise or error pattern to evaluate and test the capability of our proposed continual RL framework. Another reason for using a quantum simulator over a real quantum computer is that it is currently impractical to directly train a large number of episode through cloud-based quantum platforms.

The observations, used by the RL agent to process the state of the system, are composed of several Pauli measurements (e.g. Pauli-\text{X}, Y and Z expectation values from each qubit) and the agent calculates a reward value from the fidelity (similarity) of the generated state to the target state. In each time-step, the RL agent chooses an action $a$ from the action set $A$, which includes various quantum gates (one- and two-qubit gates) and the index of the qubit they will operate on. The agent updates the quantum circuit with the selected action and then the environment $E$ executes the new circuit and calculates the fidelity of the current state to the target state. If the fidelity is greater than a predefined value—meaning that the quantum state is within an accepted error tolerance to the target state—then the episode ends there and a large positive reward is fed back to the agent. If, however, the fidelity is below the predefined value, the RL agent will be penalized with a small negative reward before moving onto the next time-step. During each time-step, the environment $E$ returns Pauli expectation values of each qubit as the observations (or states), to the RL agent. For an $n$-qubit system, the dimension of the state or observation vector is subsequently $3n$. The procedure continues until the RL agent reaches either a sufficiently high value of fidelity.
or the maximum allowed steps. Various algorithmic procedures such as the policy gradient method or deep Q-learning can be used to optimize the RL agent.

For example, the previous work\cite{101} has demonstrated that DRL algorithms were able to sample from a set of basic quantum gates in order to incrementally construct a quantum gate sequence that yielded a desired output state. This capability was seen in quantum circuit architectures consisting of two- and three-qubits and the target state of that paper was the Bell state (two-qubit) and the GHZ state (three-qubit). Conceptually, the Bell state and GHZ state are equivalent states for systems with different numbers of qubits. This state was picked due to it’s prominent usage in quantum computing and quantum communication for the purpose of quantum entanglement.

Although the DRL algorithms in the previous paper\cite{101} were successful, there is critical limitation to that framework. The requirement to retrain the RL agent for each new task (such as environments of varying noise levels) reduces the usefulness of the method in quantum device calibration. In order to address this obstacle, we incorporated a continual learning framework (described in the Section IV and Section V) to the DRL training procedure such that the RL agent can leverage previously gained knowledge when encountering a new environment.

In this paper, we retained the Bell state as our target state, and adopted a similar assessment (reward) scheme as before\cite{101} to now evaluate the continual DRL algorithm which uses probabilistic policy reuse. The Bell state has the following circuit solution for a two-qubit system:

![Quantum circuit for the Bell state.](image)

**FIG. 1: Quantum circuit for the Bell state.**

Figure\cite{1} shows the optimal circuit solution which the RL agent will be trying to construct incrementally in environments with different noise-conditions.
Reinforcement learning (RL) is a method of machine learning which allows the agent to learn by optimizing a score based on its interactions with the environment [72]. The agent interacts with an environment $E$ over a number of discrete time steps. At each time step $t$, the agent receives a observation or state $s_t$ from the environment $E$ and feeds that information into its current policy $\pi$ in order to choose an action $a_t$ from a set of possible actions $A$. The policy $\pi$ is a function which maps the state or observation $s_t$ to an action $a_t$. In general, the policy can be stochastic– for a given state $s$, the action output can be a probability distribution $\pi(a_t|s_t)$ conditioned on $s_t$. After executing the action $a_t$, the agent receives the state of the next time step $s_{t+1}$ and based on that state it gets a scalar reward $r_t$. This reward is what affects the score of the agent for this task. It can either be a positive quantity (which indicates that a good move was made) or a negative quantity (which can be thought of as a penalty/deduction for a bad choice). This process is continued until the agent reaches the terminal state or a pre-defined stopping criteria (e.g. the maximum steps allowed). An episode is defined as an agent starting from a randomly selected initial state and following the aforementioned process either all the way through until it gets to the terminal state or until it reaches the stopping criteria.

We define the total discounted return from time step $t$ as $R_t = \sum_{t'=t}^{T} \gamma^{t'-t} r_{t'}$, where $\gamma$ is a discount factor in $(0, 1]$. The role of $\gamma$ is have a parameter to control how future rewards are weighted to the decision making function. When a large $\gamma$ is considered, the agent weighs the future reward more heavily. On the other hand, with a small $\gamma$, future rewards are quickly ignored and immediate reward will be weighted more. The value of $\gamma$ can vary across time steps as well and this is what was done in this paper (Section VI). The goal of the agent is to maximize the expected return from each state $s_t$. The action-value function or $Q$-value function $Q^\pi(s, a) = \mathbb{E}[R_t|s_t = s, a]$ is the expected return for selecting an action $a$ in state $s$ based on policy $\pi$. The optimal action value function $Q^*(s, a) = \max_\pi Q^\pi(s, a)$ will give the maximal action-value across all possible policies. The agent’s expected return from following policy $\pi$ at state $s$ is given by $V^\pi(s) = \mathbb{E}[R_t|s_t = s]$, which is called a value function. There are various RL algorithms which are designed to find the policy that maximizes the value function. This framework of using RL algorithms to maximize the value function is called value-based RL.
A. Q-Learning

Q-learning [72] is a model-free approach to the RL algorithm, meaning it does not attempt to learn about the underlying transition dynamics. Before the learning process begins, the value function $Q$ is randomly initialized. Then, at each time step $t$, the agent selects an action $a_t$ (using a selection function such as an $\epsilon$-greedy policy derived from $Q$). The agent then observes the reward $r_t$ that resulted from this action and enters a new state $s_{t+1}$. After the agent enters the new state $s_{t+1}$, $Q$ is updated with the learning rate $\alpha$. This makes Q-learning an off-policy learning technique since it updates its Q-values using the observed reward $r_t$ and the maximum reward $\max_a Q(s_{t+1}, a)$ of the next state $s_{t+1}$ over all possible actions $a$. The updating is done according to the following benchmark formula:

$$Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha \left[ r_t + \gamma \max_{a'} Q(s_{t+1}, a') - Q(s_t, a_t) \right].$$

(1)

B. Deep Q-Learning

The action-value function $Q(s, a)$ can be represented by a two-dimensional table with $s \times a$ total entries, that is, the number of possible states times the number of possible actions. However, when the state space or the action space $\mathcal{A}$ is large or even continuous, the tabular method is unfeasible. In these situations, the action-value function can be represented with function approximators such as neural networks [67, 102]. This neural-networks-based reinforcement learning is called deep reinforcement learning (DRL).

The usage of neural networks as function approximators in order to represent the Q-value function has been studied extensively [67, 102] and has been shown to be successful in many tasks such as playing video games. In this setting, the action-value function $Q(s, a; \theta)$ is parameterized by $\theta$, which can be derived using a series of iterations from a variety of optimization methods adopted from other machine learning tasks. The simplest form of DRL is deep Q-learning. For deep Q-learning, the goal is to directly approximate the optimal action-value function $Q^*(s, a)$ by minimizing the mean square error (MSE) loss function:

$$L(\theta) = \mathbb{E}[(r_t + \gamma \max_{a'} Q(s_{t+1}, a'; \theta^\ast) - Q(s_t, a_t; \theta))^2].$$

(2)
Here, the prediction is \( Q(s_t, a_t; \theta) \), where \( \theta \) is the parameter of a policy network (the network from which we extract our solution) and the target is \( r_t + \gamma \max_{a'} Q(s_{t+1}, a'; \theta^-) \), where \( \theta^- \) is the parameter of the target network (created to help stabilize the optimization procedure) and \( s_{t+1} \) is the state encountered after performing action \( a_t \) at state \( s_t \).

In DRL, it is ideal for the loss function to converge but oftentimes it is very difficult to get it to do so. In fact, the loss function will usually be divergent when a nonlinear approximator like a neural network is used to represent the action-value function [67]. There are several possible reasons for why this happens. When the states or observations are serially correlated along the temporal trajectory –thereby violating the assumption that the samples are independent and identically distributed (IID)– the \( Q \) function varies dramatically and subsequently changes the policy at a relatively large scale. Besides the states being correlated, another reason for divergence could be due to having a large correlation between the action-value \( Q \) and the target values \( r_t + \gamma \max_{a'} Q(s_{t+1}, a') \). Unlike in supervised learning where the targets are given and invariant, the settings of DRL allow targets to vary with \( Q(s, a) \), causing \( Q(s, a) \) to chase a nonstationary target.

The deep \( Q \)-learning (DQL) or deep \( Q \)-network (DQN) presented in the work [67] addressed these issues by implementing two mechanisms:

- **Experience replay**: To perform experience replay, one stores each transition the agent encounters a tuple in the following form: \( (s_t, a_t, r_t, s_{t+1}) \) for each time step \( t \). To update the \( Q \)-learning parameters, one randomly samples a batch of experiences from the replay memory and then performs gradient descent with the following MSE loss function:
  \[
  L(\theta) = \mathbb{E}[(r_t + \gamma \max_{a'} Q(s_{t+1}, a'; \theta^-) - Q(s_t, a_t; \theta))^2],
  \]
  where the loss function is calculated over the previously sampled batch from the replay memory. The key feature of adding the experience replay is to lower the correlation of the inputs for training the \( Q \)-function.

- **Target Network**: Here \( \theta^- \) is the parameter of the target network and these parameters are only updated after a certain number of finite time steps. This setting helps to stabilize the \( Q \)-value function training since the target is relatively stationary compared to the action-value function.

In the next section, we will introduce the proposed continual DQN which is capable of reusing previous policies. The major components of DQN such as experience replay and
target network will be preserved.

With DRL, the agent is encouraged to move towards the optimal solution over time while considering previous actions. The DRL agent associates its performance with the score it receives every learning episode and aims to improve upon that score as episodes progress. From the system that was carried over from the previous paper [101], the scores in these experiments are calculated by taking the quantum state fidelity (in other words, how close the observed output state was to our target Bell state) and subtracting the penalty term (0.01) for each step taken. This can be seen in the following equation (Equation 3):

\[
\text{Episode Score} = \text{State Fidelity} - (0.01) \cdot (\text{number of steps taken})
\]

Having a higher episode score meant that the quantum state is close to the Bell state (high state fidelity) and that not many gates were used in the circuit construction (small number of steps).

IV. CONTINUAL LEARNING

Recent advances in deep RL have reached several extraordinary achievements through beating their best human competitors on a variety of challenging tasks [67–69]. However, within existing approaches, a computational agent is trained to master a narrow task of interest. Moreover, untrained computational agents require significantly more training episodes to reach a good performance compared to their human competitors. After training, it is hard to be generalized to other similar tasks, even simple RL ones [103]. In contrast, humans have the capability to continually learn new skills and incrementally adapt to unseen scenarios over the duration of their lifetime. Such ability is called continual learning. Continual learning (CL) indicates the learning process which is the constant and incremental development of increasingly complex behaviors. This includes the process of developing more and more sophisticated behaviors on top of skills or knowledge already learned [104]. CL is closely related to topics such as lifelong learning, online learning and never-ending learning.

The principle of continual learning centers around the idea that the agent does not stop learning information as more tasks are given to it. In non-continual learning, the agent is given a separate training sequence to run in order to learn information that will be applied
to future tasks. However with continual learning, the information gained from training, or pre-gained knowledge, is being expanded with each task that the agent completes. After the agent completes a new task, any information gained from running it will be added to the knowledge it has already gained during the training run. This means that the knowledge that the agent already has going into each new task, will be expanding indefinitely as more and more tasks are performed.

This was a crucial capability which motivated us to implement CL for the purposes of adapting the DRL framework to function in differing environments, specifically environments with varying noise patterns. Implementing CL for QAS allows the RL agent to recall previous circuit designs that it has generated and reuse them as it sees fit. This not only expedites the design of circuits targeting similar states, but also the creation of the correct circuit under different environmental conditions (e.g. noise-levels).

V. PROBABILISTIC POLICY REUSE WITH DEEP Q-LEARNING FOR QAS

To build an efficient RL framework for quantum architecture search problems, we contribute the Probabilistic Policy Reuse with deep Q-learning (PPR-DQL) algorithm— to be referred to simply as the PPR-algorithm in future sections. Our method is inspired by Fernandez’s work [105] which considers the implementation of the policy reuse framework using classic tabular Q-learning. In this paper, we extend upon the original concept to include some of the more modern developments in deep Q-learning. Specifically, we incorporate the following two crucial components of deep Q-learning into the policy reuse framework: experience replay and target network. In this method, previously learned policies are used as probabilistic biases when the learning agent considers the following three choices: 1) the exploitation of the ongoing learned policy, 2) the exploration of random actions and 3) the exploitation of previously learned policies. The PPR is implemented outside of the DQN, using its capabilities and structures such as the experience replay and the target network. Training the agent from scratch can be thought of as utilizing the PPR-algorithm without any pre-loaded policies. That is to say, the training-from-scratch simulations also use a DQN to learn and select the appropriate action. With the PPR-algorithm, the difference is that there are now pre-loaded models available to be considered, which are also neural networks, in each run of the algorithm.
In order to implement the PPR, two main components are created. The first is a policy library $L$ which holds the policies. Along with the policy library, the second component we create is an algorithmic procedure to decide whether to use a previously solved policy stored in the library or have the agent explore on its own. The exploration option is preferable when the new task given to the algorithm is vastly different from any of the previously solved models (a case where reusing an old policy may deter the algorithm more than it would help it to arrive at the right circuit). In the appendix (AppendixA) are psuedocodes that further detail the inner workings of the algorithm.

To select a previous policy from the policy library to examine, we use the softmax function (Equation 4). This function takes the current rewards vector $W$ and a temperature parameter $\tau$ to return a probability vector $P$. This probability vector is what is used to select a policy from the policy library to look at in the PPR-algorithm (Algorithm 3).

$$P(\Pi_j) = \frac{e^{\tau W_j}}{\sum_{p=0}^{n} e^{\tau W_p}} \quad (4)$$

The $q$-learning algorithm (Algorithm 1) works in conjunction with the $\pi$-exploration algorithm (Algorithm 2). The $q$-learning algorithm is used in the PPR-algorithm when the softmax function decides it is best to perform a greedy action selection from the new policy $L_0$. The $\pi$-exploration algorithm in Algorithm 2 on the other hand, takes into account a past policy that was loaded into the library (again, the one chosen depends on the softmax function). It samples a probability which it compares against the hyperparameter $\psi$ to decide whether it wants to select its action using the past policy chosen or the current new policy $L_0$ being developed during this experiment. One attribute that the $\pi$-exploration and $q$-learning algorithms share is the sampling of transition pairs from the replay memory $D$. These transition pairs are then used to optimize $L_0$, thus ensuring that previous knowledge is being used to guide the development of the new policy.

Besides the implementation of the PPR-algorithm on a DQN rather than on tabular Q-learning as Fernandez demonstrated [105], we also chose to use different action selection policies. After the DQN is traversed and each action is given a certain probability, there are two action policies that are used for different scenarios. The first is the simple greedy policy which tells the agent to choose whichever action has the greatest probability of success. The other method is the epsilon-greedy policy which assigns yet another probability in choosing
the action with the highest probability of success. Although Fernandez [105] utilized the epsilon-greedy selection policy in their PPR scheme when exploring a new policy, we found that the simple greedy policy converges to the optimal solution faster and chose to use that in its place. However, we kept the epsilon-greedy when performing the experiments from scratch as it out-performs the greedy policy there.

To optimize the neural networks (specifically, the policy network), we used the ADAM optimizer [106]. Further details on the hyperparameters used can be found in Section VI E.

VI. EXPERIMENTAL METHODS

A. Experimental Setup

In this section we delve into the implementation of the DRL and continual learning components and how we gauged their effectiveness. To test whether incorporating continual learning improved the agent’s performance in finding the correct quantum circuit architecture, we compared test cases where we do not use the PPR-algorithm to ones where we do use it. Specifically, we looked at whether loading in the models that were solved previously in different noise environments allowed the agent to solve for the Bell state circuit Figure 1 faster than if it was tasked to solve it from scratch.

As stated previously, to test the agent’s ability we maintained the same target state for each simulation and observe the performance of our training algorithms under multiple noise environments. The details for how we setup the noise can be found in Section VI B. As the noise complexity of an environment is increased, it becomes more difficult for the agent to learn from scratch, but it is expected that using the PPR-algorithm improves its capability to solve these harder problems. The general scheme for the experiments is outlined in Table I.

| Gates | Env. 0 | Env. 1 | Env. 2 | Env. 3 | Env. 4 | Env. 5 |
|-------|--------|--------|--------|--------|--------|--------|
| $X$   | -      | 0.01   | 0.01   | 0.01   | 0.005  | 0.01   |
| $H$   | -      | -      | 0.01   | -      | 0.005  | 0.01   |
| $CNOT$| -      | -      | -      | 0.01   | 0.005  | 0.005  |

**TABLE I:** The sequence of different environments and their respective noise levels. The table gives the values of the probability of error and which gate it corresponds to for each environment.
To incorporate the PPR algorithm properly, we first load the model (or policy) solved in Environment-0—which is the one without noise—to solve for the Bell State in Environment-1—where there is synthetic noise on the $X$ gate. By adding the noise on the $X$ gate, we make it more difficult for the agent to discern the system’s true state which makes it a harder environment since it will be harder to solve for the right circuit. Then after the run for Environment-1 is finished, we load the generated policy resulting from it to join the original model trained with the noise free environment, Environment-0, in the policy library in order to solve the next environment, Environment-2—which now has noise on two gates: the $X$ and $H$ gates. After that is solved, we repeat the process again of loading the solved model with the other previously solved ones to explore the next environment, Environment-3, and so on. This leads to a framework like the diagram depicted in Figure 2.

![Figure 2: Overview of Policy Reuse in quantum architecture search problems.](image)

This figure depicts the PPR-DQL framework applied to the five environments with varying noise levels. As shown, the policy learned for each environment is fed into the policy library $L$ to be used for the following environments.

**B. Synthetic Noise**

To vary the environments for each experiment, we introduce a synthetic noise which can be applied to gates of our choosing. There are two types of errors: gate errors and measurement errors. Gate errors are the result of imperfections while performing the quantum operation...
and measurement errors are ones that occur during the quantum measurement process. The noise we use for the gate error is a depolarizing noise model and it is synthesized through the use of a Qiskit package (Aer). For the gate error, the model switches the state of a designated qubit to a random state with probability $p_{\text{gate}}$. For the measurement error, the model assigns a random flip between 0 and 1 to be the probability of error $p_{\text{meas}}$ right before the measurement is taken. We refer the interested readers to the previous work [101] for details of the implementation. For our settings, we chose the probability of a measurement error $p_{\text{meas}}$ be 0.01 across all the simulations and only varied the probability of the gate error $p_{\text{gate}}$ across the environments to change the difficulty. The decision to have a consistent probabilistic measurement error was so that we could isolate the individual gate noise errors as the contributing factor for how well the algorithm performs.

C. Deep Q-Network Setup

The overall DQN structure used is the same for all the simulations (encompassing both the PPR-algorithm and the training-from-scratch). For a given learning episode, the agent observes its current state at each time step $t$ and samples from an action set $\mathcal{A}$ of quantum gates to choose one as the action which it believes will drive it towards the correct solution. The action set is comprised of the Pauli-$X$ ($X$), Pauli-$Y$ ($Y$), Pauli-$Z$ ($Z$), Hadamard ($H$), Controlled Not ($CNOT$), and $\frac{\pi}{4}$-Rotation gates. Placing a gate is the equivalent of choosing an action but an important detail to note is that in the initialization of each gate, we also require a corresponding index when working with multiple qubits. The index will represent which qubit the gate should be placed for so the agent can distinguish between actions and apply the right gate to the right qubit.

The implementation of our DQN is based upon the packages in PyTorch [107]. We designed the DQN in this project to be simple but efficient, opting to use 2 hidden layers and a linear neural network. The input to our DQN is the state of the system $s$ (which is encoded as a vector of the Pauli-$X$, $Y$, and $Z$ observables). The dimension of the input is proportional to the number of qubits $n$, specifically it is $3n$. The dimension of the output is
given by the following formula:

\[ G = \bigcup_{i=1}^{n} \{ U_i(\pi/4), X_i, Y_i, Z_i, H_i, CNOT_i, (i+1)(\text{mod}2) \} \]  

where \( G \) is the set of allowed quantum operations, which is our action space. \( U(\pi/4) \) is the \( \frac{\pi}{4} \)-Rotation gate, \( X \) is the Pauli-\( X \) gate, \( Y \) is the Pauli-\( Y \) gate, \( Z \) is the Pauli-\( Z \) gate, \( H \) is the Hadamard gate, and \( CNOT \) is the Controlled-Not gate.

In this paper we simulated this state \( s \) by using a quantum simulator rather than measuring from a real device but our framework is structured such that real measurements can be used as the appropriate technology becomes available. After the state input is passed to the DQN, the output of the DQN holds the values for each of the actions \( a \) and the action with highest action-value is selected.

D. Customized OpenAI Gym

The quantum environments were built by tools developed in the previous paper [101]. To apply our algorithm to this simulated quantum environment, we created a customized OpenAI Gym environment. With OpenAI gym, we were able to set: any desired target quantum state, a fidelity threshold, and the quantum computing backend for the simulation (which can be a real device or simulator software). Additionally, we were able to customize our noise patterns (detailed in Section VI B).

E. Probabilistic Policy Reuse Algorithm Hyperparameters

For the PPR-algorithm, we assigned the following values to our hyperparameters: For the temperature parameter \( \tau \) (which is updated during each episode), we set the initial value to be 0. It increases incrementally with the number of episodes that have passed by \( \delta \tau \), which we had as 0.01. We set the number of total episodes \( K \) to be 1000. This value was chosen based on the performance of the algorithms in [101] and the maximum number of steps in a given episode, \( H \), was set to be 20 due to the inaccuracies that would arise if we tried to put down more than 20 gates, based on the current state of quantum devices. For the replay memory \( D \) we initialized a capacity of 10,000 transition pairs and for the ADAM optimizer
we used $\beta_1 = 0.9$ and $\beta_2 = 0.999$ in this work. The learning rate for the ADAM optimizer $\eta$ was set to 0.001. Additionally, we have the following hyperparameters for the $\pi$-exploration algorithm: We assign the initial value of $\psi$ (the probability of following a previous policy) to be 1 and the value for $\nu$ (the decay factor of $\psi$) to be 0.95.

VII. RESULTS

A. Environment 0: Noise-Free

To get the first policy for the PPR-algorithm such that its library would not be empty for the next task, we ran a simulation to solve for the Bell State circuit in a noise-free environment. This was done with just the DQN scheme as it is the first policy and there were no previous models to load into the library. From the results in Figure 3, we see that the DQN converges to the correct circuit solution around the 500th episode when the score returned is close to 0.98. The score is calculated according to Equation 3. This performance will serve as the benchmark (a control case of no noise) for comparisons to the more difficult environments, and the policy generated after the completion of the 1000th episode will be added to the policy library to train the next policies.
B. Environment 1: 0.01 Noise on the X Gate

Now that we have the policy from Environment-0 stored in our policy library, we can compare the two simulations involving Environment-1. The first is the training-from-scratch which shows how the agent performs under the environment with a regular DQN. Since the X-gate isn’t required in the circuit solution for the Bell State, it is not very surprising that the number of episodes to solve this noisy environment is around 400 (which is less than the previous noise-free environment simply due to the stochastic nature of the agent). The note-worthy difference is between the training-from-scratch (Figure 4a) and the result using the PPR-algorithm (Figure 4b). We can see that the PPR-algorithm converges to the correct circuit solution considerably earlier (around 200 episodes in) than in the training-from-scratch simulation.

C. Environment 2: 0.01 Noise on the X & H Gates

Similarly for Environment-2, we see that the training-from-scratch (Figure 5a) had a more difficult time than in the previous two environments because there is now an added noise on one of the necessary components of the circuit solution. In the training-from-scratch, the agent converges to the correct solution around the 600th episode while with the PPR-algorithm (Figure 5b) the agent reaches the right circuit in less than 200 episodes. We can also see that even after reaching the final solution, the training-from-scratch (Figure 5a) is still fairly unstable whereas the policy reuse result (Figure 5b) converges and remains stable for the duration of the simulation. This makes the improvement with the PPR-algorithm even more apparent because it has taken a similar amount of time to solve what is a noticeably more challenging problem for the regular DQN learning scheme.

D. Environment 3: 0.01 Noise on the X & CNOT Gates

The next noise level involves the CNOT-gate, which affects both qubits and for that reason we expect it to be more challenging than the previous environments. We see that the training-from-scratch (Figure 6a) struggled to stabilize more with this added noise than in the previous environments, reaching the solution briefly around the 200th episode but only stably getting the correct answer after episode 800. Once again this highlights the performance of
the PPR-algorithm (Figure 6b) since the agent again reaches the right circuit in less than 200 episodes.

E. Environment 4: 0.005 Noise on the X, H, & CNOT Gates

The noise level for this environment involves adding noise on three gates, which is more challenging than only two gates as we had in the previous environments. We see that the training-from-scratch (Figure 7a) again struggled to stabilize with this added noise but unlike

FIG. 4: Training-from-scratch and policy reuse results for Environment-1: Noisy two-qubit system with single-qubit error rate 0.01 on the X gate and fidelity threshold 0.95.
the previous environment, the agent doesn’t appear to converge to the optimal solution within the 1000 episode time frame of the simulation. Conversely, we can see that the PPR-algorithm (Figure 7b) again reaches the right circuit in less than 200 episodes and stabilizes very well.
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(a) Training-from-scratch simulation for Environment-2.
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(b) Policy reuse simulation result for Environment-2.

*Starting Policy Library: from Scratch - Environment-0, Policy Reuse - Environment-1.*

**FIG. 5:** Training-from-scratch and policy reuse results for Environment-2: Noisy two-qubit system with single-qubit error rate 0.01 on the $X$ & $H$ gates and fidelity threshold 0.95.
(a) Training-from-scratch simulation for Environment-3.

(b) Policy reuse simulation result for Environment-3. 
Starting Policy Library: from Scratch - Environment-0, Policy Reuse - Environment-1, Policy Reuse - Environment-2.

FIG. 6: Training-from-scratch and policy reuse results for Environment-3: Noisy two-qubit system with error rate 0.01 on the $X$ & $CNOT$ gates and fidelity threshold 0.95.

F. Environment 5: 0.01 Noise on the $X$ & $H$ Gates, 0.005 on the $CNOT$ Gate

The noise level for this environment increases the amount of noise on two of the three gates, specifically the $X$ and $H$ gates, making it more difficult than Environment-4. We can see that the training-from-scratch (Figure 8a) is noticeably more unstable (dipping from 0.7 to nearly −0.2 between episode 150 to 300). From the results of the PPR-algorithm (Figure 8b) we see that with the policy reuse, the agent performs much better and although there is some variation from the optimal solution, it is still a drastic improvement compared
to the training-from-scratch (Figure 8a) and this deviation is understandable due to the
difficulty of the noise in this environment.

(a) Training-from-scratch simulation for Environment-4.

(b) Policy reuse simulation result for Environment-4.

Starting Policy Library: from Scratch - Environment-0, Policy Reuse - Environment-1, Policy
Reuse - Environment-2, Policy Reuse - Environment-3.

FIG. 7: Training-from-scratch and policy reuse results for Environment-4: Noisy
two-qubit system with error rate 0.005 on the $X$, $H$, & $CNOT$ gates and fidelity threshold
0.95.
FIG. 8: Training-from-scratch and policy reuse results for Environment-5: Noisy two-qubit system with error rate 0.01 on the $X$ & $H$ gates, error rate 0.005 on the $CNOT$ gate, and fidelity threshold 0.95.

VIII. DISCUSSION

A. Relevant Works

AI and ML techniques have been used to tackle certain challenges in quantum computing. Notable examples are quantum architecture search [108], quantum error correction [109, 110] and quantum control [111]. Among various ML techniques, RL is the one which draws a lot of attention since it is designed to solve complex sequential decision making problems and
indeed, it has been applied in several recent works [73][77]. RL has been used to optimize existing quantum circuit architectures [97][98]. The idea is that there is a given ansatz of which the performance may not be optimal. The RL is used to modify the architecture by dropping some of the components or fine-tuning the circuit parameters [97][98]. The same logic is applied to optimizing existing quantum error correction codes [74][77].

Our approach in this paper is different– we do not have an ansatz for the RL agent to optimize. On the contrary, the RL agent is trained to generate the quantum gate sequence from scratch, given only fidelity values and quantum measurement values. This task is expected to be harder than finding some potential modifications from existing non-optimal architectures. Indeed, the previous work [101] considers this direction, providing a RL framework to find quantum architectures from scratch. However, for different tasks with various noise patterns, the RL agents need to be trained from scratch as well, making the workflow inefficient for constantly changing or drifting device noises and subsequently motivating our implementation of continual learning to address this problem.

B. Scalability

1. Policy Library

In this framework, the Policy Library grows with each run of the algorithm since each new task will be adding a new policy after completion. This becomes an issue, particularly for storage, as the number of tasks grows to be very large. With a large number of tasks, we would expect the Policy Library to contain a large number of policies and, in addition to storage, this effects the efficiency of the algorithm since it will need to sample from the large library set.

A possible solution to this is the use of eigenpolicies, which was proposed in the Fernandez paper [105]. Eigenpolicies operate on the principle that new policies which have a high similarity to a previous policy in the library will be absorbed by a principal eigenpolicy rather than occupy its own separate spot within the library.

In implementing the creation and maintaining of these eigenpolicies, the Policy Library can condense multiple policies by choosing whether it should store the newly generated policy as the start of a new eigenpolicy or absorb it into a previous entry.
Fascinatingly, this addition to the quantum circuit construction framework would allow for the existence of base circuit compositions. If we think of a classical computing analogy, the eigenpolicies would correspond to circuit blocks that can be readily reused to compose more complex, and larger-scale circuits. In other words, the eigenpolicies will correspond to a network of weights for a particular quantum state and if it is unique enough from other states, it will remain an eigenpolicy in the library and be used for problems that require it.

2. Action Space

In the framework detailed within this paper, the action space of the DQN (described in Equation 5) is coded such that each qubit has node for each gate in the set of given gates. This implies that as the number of qubits grows, the dimension of the action space grows non-linearly (due to the combinations of the CNOT gates). For the general n-qubit case, there will be $5n + n(n − 1) = \Omega(n^2)$ actions. This makes scaling to a system with a large number of qubits fairly strenuous given that the action space is quadratic with respect to n. To counter this issue, a possible course of action is to have another level of network usage (one to generate the qubit index—which scales linearly– and the other to generate gates).

C. Training on a Real Quantum Computer

A necessary consideration for any research with simulated quantum computing is how well the work will translate to a real quantum computer. The current state of the quantum computers impose a realistic limitation on the number of gates that can be used on any given qubit due to the instability of the hardware and specifically, the severity of the error, which accumulates as more gates are added.

The work presented in this paper is designed to accommodate the IBM-Q interface and it would be trivial to apply the framework onto a real quantum computer. The more pressing concern with this decision lies in the state of the cloud-based facility. This includes the challenge of dealing with the unaltered device noise (as mentioned in Section VI B) as well as the accessibility to the program while it is running. For RL in particular, many runs are required and these runs must be performed sequentially which can be challenging for a platform designed to be shared (in which jobs are queued). This, however, presents itself as
more of a logistical or engineering problem and efforts are currently being made to develop tools which allow users more easily run experiments with many iterations on these cloud-based QC platforms (e.g. Qiskit Runtime).

D. Continual Learning with Policy Gradient Algorithms

A family of RL algorithms based on policy gradient methods are highly successful nowadays [102]. Previously, it has been demonstrated that policy gradient algorithms can successfully implement the quantum architecture search objectives [101], quantum compiling [112, 113] and quantum control tasks [86]. One of the major challenges in training policy gradient RL agents is the sampling of a large amount of different paths (rollout), which requires significant computational resources. Therefore, there is a very strong motivation for continual learning to be implemented in those algorithms such that their usage can be optimized and further reduce the resource requirement of the problem. Continual RL in the context of policy gradients have been studied in works [114] under standard RL tasks. It is interesting to study the potential of such algorithms in the challenging QAS tasks. We leave this for future investigation.

IX. CONCLUSION

In this paper, we provide a framework to study how continual reinforcement learning can be applied to QAS problems. We showed numerically that the deep Q-learning with probabilistic policy reuse (PPR) lets the RL agent learn a good policy for the construction of a quantum gate sequence in various unseen environments. Furthermore, we demonstrate that the algorithm accomplishes this task within a significantly reduced number of training episodes through the leveraging of previously learned policies. The proposed framework is fairly general and can be applied to different types of quantum computing challenges. The result is especially useful when the underlying noise of the system is not well-understood. This in turn provides a promising implication to counter noise in quantum computers by enabling real-time autonomous corrections to the system in noisy environments in order to reach an arbitrary desired output state.
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Appendix A: Appendixes

Algorithm 1 q-learning algorithm

Define the transition pair to be in the form \((s_t, a_t, r_t, s_{t+1})\)

Given an environment, \(\mathcal{E}\)

Given the replay memory, \(\mathcal{D}\)

Given a new policy, \(L_0\)

Given the maximum number of episodes to execute, \(K\)

Given the maximum number of steps per episode, \(H\)

Initialize the rewards list \(W\)

for episode = 1, 2, \ldots, K do

Reset the environment \(\mathcal{E}\)

for \(t = 1, 2, \ldots, H\) do

Select action \(a_t\) from \(L_0\) using greedy policy selection

Perform the action \(a_t\)

Observe the new state \(s_{t+1}\)

if not done:

Assign the next state in the transition pair to be the new state \(s_{t+1}\)

else:

Assign the next state in the transition pair to be none

Store the transition pair to \(\mathcal{D}\) and assign current state \(s\) to be next state \(s_{t+1}\)

Optimize \(L_0\)

if done:

Update \(W\)

break

end for

end for

Return \(\text{mean}(W)\), new policy \(L_0\)
Algorithm 2 \( \pi \)-exploration algorithm

Define the transition pair to be in the form \((s_t, a_t, r_t, s_{t+1})\)

Given an environment, \( \mathcal{E} \)

Given the replay memory, \( \mathcal{D} \)

Given a past policy to try \( L_i \) and the new policy \( L_0 \)

Given the maximum number of episodes to execute, \( K \)

Given the maximum number of steps per episode, \( H \)

Given the parameters \( \psi \) and \( \nu \)

Initialize the rewards list \( W \)

for episode = 1, 2, \ldots, \( K \) do

    Reset the environment \( \mathcal{E} \)

    for \( t = 1, 2, \ldots, H \) do

        Sample a random probability \( p \)

        if \( p \leq \psi \)

            Select action \( a_t \) from \( L_i \) using greedy policy selection

        else:

            Select action \( a_t \) from \( L_0 \) using greedy policy selection

        Perform the action \( a_t \)

        Observe the new state \( s_{t+1} \)

        Update \( \psi \) to be \( \psi \cdot \nu \)

        if not done:

            Assign the next state in the transition pair to be the new state \( s_{t+1} \)

        else:

            Assign the next state in the transition pair to be none

        Store the transition pair to \( \mathcal{D} \) and assign current state to be next state

        Optimize \( L_0 \)

        if done:

            Update \( W \)

            break

    end for

end for

Return mean(\( W \)), new policy \( L_0 \)
Algorithm 3 Probabilistic Policy Reuse with deep Q learning

Given a new task $\Omega$ we want to solve

Given a policy library $L = \{\Pi_1, \cdots, \Pi_n\}$

Given an initial temperature parameter $\tau$ and the incremental size $\delta \tau$ for the Boltzmann policy selection strategy

Given the maximum number of episodes to execute, $K$

Given the maximum number of steps per episode, $H$

Given the parameters $\psi$ and $\nu$ for the $\pi$-exploration strategy

Initialize replay memory $D$ to capacity $N$

Initialize a new policy $L_0$

Initialize a target policy $\hat{L}_0 = L_0$

Initialize target network update rate, $T$

Initialize the rewards $W_i$ to 0

Initialize the number of episodes where policy $\Pi_i$ has been chosen, $U_i = 0, \forall i = 1, \cdots, n$

for episode $= 1, 2, \ldots, K$ do

Get probability vector $p$ from softmax function inputting $W$ and $\tau$

Sample from $p$ to get an index for the action policy $k$

if $k == 0$:

Use the q-learning algorithm to get rewards $R$ and $L_0$

else:

Use the $\pi$-exploration algorithm to get $R$, $L_0$

Update $W_k \leftarrow \frac{W_k U_k + R}{U_k + 1}$

Update $U_k \leftarrow U_k + 1$

Update $\tau \leftarrow \tau + \delta \tau$

if episode is divisible by $T$:

Update $\hat{L}_0$ with $L_0$

end for
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