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Abstract—A systematic procedure to synthesize interval observers for nonlinear discrete-time systems is proposed. The feedback gains and other matrices are found from the solutions to semidefinite feasibility programs. Two cases are considered: (1) the interval observer is in the same coordinate frame as the given system, and (2) the interval observer uses a coordinate transformation. The conditions where coordinate transformations are necessary are detailed. Numerical examples are provided to showcase the effectiveness of the interval observers and demonstrate their application to sampled-data systems.

I. INTRODUCTION

The state estimation of nonlinear discrete-time systems (NDTs) is widely studied problem. The motivation to study the state estimation of NDTs lies beyond the application to intrinsically discrete-time systems. Nonlinear continuous-time systems are often discretized into NDTs for digital implementation [1], [2], [3]. Furthermore, models of NCTs are often given as NDTs from system identification [4]. There are numerous approaches to state estimation for NDTs, including: extended Kalman filters [5], unscented Kalman filters [6], high-gain observers [7], linearization methods [8], [9], [10], moving horizon estimators [11], and Luenberger observers [12], [13], [14], [15], [16]. In contrast to the aforementioned state estimators, which provide point estimates of the state, an interval observer (IO) provides a compact set to which the state of a system belongs at each instance of time. The state is enveloped in an interval by ensuring positivity of the errors between the state and its upper and lower bounds. In addition, input-to-state (ISS) stability with respect to the disturbance is ensured so that the interval is ultimately bounded in proportion to the size of the disturbance. Finding IOs that achieve both positivity and ISS stability in the same coordinate frame as the system being estimated is not always possible. In these scenarios, a change of coordinates can often be found where positivity and ISS stability follow more readily.

IOs for linear discrete-time systems [17], [18], [19], [20] and NCTs [21], [22], [23], [24] have been widely studied in the literature. Less attention has been given to NDTs [18]. §III provides generic conditions under which IOs can be constructed, but no systematic procedure to construct them. Besides, the nonlinear example in that paper is a stable one-dimensional system with no output. In [24, Ch. 3], the approach in [19] is extended to synthesize IOs for polytopic NDTs using the linear parameter-varying framework.

In this paper, IOs for NDTs with nonlinearities that have bounded Jacobians are synthesized from the solutions to semidefinite feasibility programs. The proposed IOs use a linear output feedback term and a mixed-monotone decomposition of the nonlinearity with an output feedback term injected into it. The feasibility programs consist of a set of linear inequalities and a linear matrix inequality (LMI). The linear inequalities ensure positivity of the linear part of the error dynamics and construct the mixed-monotone decomposition, which ensures positivity of the nonlinear part of the error dynamics. The LMI ensures ISS stability.

The use of injection feedback terms and their synthesis from LMI problems has become commonplace in Luenberger observers for NCTs and NDTs [27], [28], [14], [29], [30], [15]. Their use and synthesis in IOs has not been studied before, to the best of the authors knowledge. Standard approaches from the Luenberger observer literature cannot directly be applied to the IO synthesis problem because the synthesis of Luenberger observers is exclusively dedicated to the stability of the error terms. In IOs, positivity and stability need to be achieved simultaneously. Based on the linear inequalities that the mixed-monotone decomposition is constructed from, it is shown that the mixed-monotone decomposition satisfies an incremental quadratic constraint (IQC) which can be easily incorporated into the LMI while being able to solve for the injection feedback terms.

The contribution of this paper is the proposition of a systematic procedure to synthesize IOs for NDTs. Specifically:

i. A semidefinite feasibility program to solve for the observer gains and coupling matrices is proposed.

ii. To the best of the authors knowledge, this is the first result where injection feedback terms for IOs are synthesized. Numerical examples are provided to showcase their advantages.

iii. Conditions where coordinate transformations are necessary are detailed.

iv. A procedure to synthesize IOs with coordinate transformation is provided.

This paper is organized as follows: §II details the structure of the NDTs under consideration, formally defines the objectives of the IOs, and provides some useful lemmas pertaining to interval analysis. §III provides the structures of the IOs. §IV and §V detail the synthesis of the IOs without and with coordinate transformation, respectively. §VI provides
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1A decomposition of a function into its increasing and decreasing elements. See [25], [26] for a formal definition.
an example showcasing the advantages of using the injection feedback terms, and a sampled-data system example.

A. Notation

$\mathbb{R}$ denotes the set of real numbers, $\mathbb{R}_{\geq 0}$ denotes the set of nonnegative real numbers, $\mathbb{Z}_{\geq 0}$ denotes the set of nonnegative integers. $\|\cdot\|$ denotes the Euclidean norm. For a function $\phi : \mathbb{Z}_{\geq 0} \to \mathbb{R}^n$, the notation $||\phi||_{\ell_{\infty}} = \sup\{|\phi[k]| : k \in \mathbb{Z}_{\geq 0}\}$, which is the standard $\ell_{\infty}$-norm when $\phi$ is bounded.

For a matrix $A \in \mathbb{R}^{n \times m}$, $A \geq 0$ means that all the entries of $A$ are nonnegative. $A^\oplus$ is defined as $A^\oplus = \max\{0, A_{ij}\}$ and $A^\ominus = A^\oplus - A$. The transpose of $A$ is denoted by $A^\top$. For two matrices $A, B \in \mathbb{R}^{n \times m}$, $A \geq B \iff A - B \geq 0$. The $n \times n$ identity matrix is denoted by $I_n$.

For a matrix $P = P^\top \in \mathbb{R}^{n \times n}$, the notation $P > 0$ (resp. $\leq 0$) denotes $P$ is positive definite (resp. negative semidefinite). The notation denotes matrix entries that follow from symmetry.

A matrix $A \in \mathbb{R}^{n \times n}$ is Schur if all of its eigenvalues belong to the unit disk. It is an $M$-matrix if its diagonal entries are strictly positive and all of its off-diagonal entries are nonpositive. The spectrum of $A$ is denoted by $\sigma(A)$.

II. PRELIMINARIES

A. System Description

This paper considers NDTs with state $x \in \mathbb{R}^n$ and output $y \in \mathbb{R}^m$ that have the following structure:

$$x[k + 1] = Ax[k] + p(x[k]) + w[k],$$

(1a)

$$y[k] = Cx[k].$$

(1b)

The system matrices are $A \in \mathbb{R}^{n \times n}$ and $C \in \mathbb{R}^{m \times n}$. The nonlinearity $p$ is considered to have a globally bounded Jacobian that is characterized in the following:

**Assumption 1**: The nonlinearity $p : \mathbb{R}^n \to \mathbb{R}^n$ is differentiable and there exist known matrices $D, \overline{D}$ where $\overline{D} \geq 0$ and $D \leq 0$ such that $D \leq \frac{\partial p}{\partial x}(x) \leq \overline{D}$ for all $x \in \mathbb{R}^n$.

The characterization of $p$ by linear inequalities lends itself naturally to the proposition of linear inequalities which ensure positivity of the error dynamics. Moreover, the characterization includes the class of differentiable globally Lipschitz nonlinearities and polytopic nonlinearities.

The disturbance $w$ is unknown and bounded. The following assumption on the disturbance is standard in the IO literature:

**Assumption 2**: The vectors $w, \overline{w} \in \mathbb{R}^n$ are known, and are such that $w \leq w[k] \leq \overline{w}$ for all $k \in \mathbb{Z}_{\geq 0}$.

B. Interval Observer Objectives

An IO consists of two state estimates $\underline{x}[k], \overline{x}[k] \in \mathbb{R}^n$. Define the following error term:

$$\varepsilon[k] = \left[ \begin{array}{c} \overline{x}[k] - x[k] \\ x[k] - \underline{x}[k] \end{array} \right]^\top.$$  

(2)

The dynamics of $\varepsilon$ and $\overline{x}$ are to be designed using output feedback so that the dynamics of $\varepsilon$ satisfy the following two objectives:

1) **Positivity.** If $\varepsilon[0] \geq 0$, then $\varepsilon[k] \geq 0$ for all $k \in \mathbb{Z}_{\geq 0}$.

2) **Input-to-State Stability.** The error is bounded as follows:

$$\|\varepsilon[k]\| \leq \beta (\|\varepsilon[0]\|, k) + \rho (\|\Delta w\|_{\ell_{\infty}}),$$

(3)

where $\beta \in \mathcal{KL}$, $\rho \in \mathcal{K}_{\\infty}$, and $\Delta w[k] = [w^\top - w^\top[k] \ w^\top[k] - w^\top]^\top,

(4)

for all $k \in \mathbb{Z}_{\geq 0}$.

The error $\varepsilon[k]$ is defined in (2) in such a way that the positivity property implies that if $\varepsilon[0] \leq x[0] \leq \overline{x}[0]$, then $\varepsilon[k] \leq x[k] \leq \overline{x}[k]$ for all $k \in \mathbb{Z}_{\geq 0}$. This means that if the initial condition is known to belong to some compact interval, then for all $k \in \mathbb{Z}_{\geq 0}$, an interval to which $x[k]$ belongs is known. The ISS property ensures that this interval remains bounded, and the ultimate bound is proportional to $\|\Delta w\|_{\ell_{\infty}}$.

C. Useful Interval Analysis Lemmas

Before proceeding to the main results, two useful lemmas pertaining to interval analysis are presented. The first lemma is a standard result, so its proof is omitted.

**Lemma 1**: Consider matrices $\overline{B}, B \in \mathbb{R}^{n \times m}$ where $B \leq \overline{B}$, and a matrix $A \in \mathbb{R}^{n \times n}$. The following holds: $A^\oplus \overline{B} - A^\ominus B \leq AB \leq A^\oplus B - A^\ominus \overline{B}$ for all $B \in \mathbb{R}^{n \times m}$ such that $\overline{B} \leq B$.

The following is a new result which will be used to find linear inequalities that construct the mixed-monotone decomposition of $p$ and the $\delta$QC that it satisfies.

**Lemma 2**: Consider matrices $\overline{A}, A, \overline{B}, B \in \mathbb{R}^{n \times n}$. The following holds:

$$-\overline{A}B - \overline{A}B \leq AB \leq \overline{AB} + \overline{AB},$$

(5)

for all $-\overline{A} \leq A \leq \overline{A}$ and $-\overline{B} \leq B \leq \overline{B}$.

**Proof**: Decompose $AB = (A^\oplus - A^\ominus)(B^\oplus - B^\ominus) = (A^\oplus B^\oplus + A^\ominus B^\ominus) - (A^\oplus B^\ominus + A^\ominus B^\oplus)$. Recall that $A^\oplus, A^\ominus, B^\oplus, B^\ominus \geq 0$. Therefore, $-A^\ominus B^\oplus + A^\ominus B^\ominus \leq AB \leq A^\ominus B^\oplus + A^\oplus B^\ominus$. Since $-\overline{A} \leq A \leq \overline{A}$, it follows that $A^\ominus \leq \overline{A}$ and $A^\ominus \leq \overline{A}$. Similarly, $\overline{B} \leq B \leq \overline{B}$ and $B^\ominus \leq \overline{B}$. Therefore, $A^\ominus B^\oplus \leq \overline{AB}$, and $A^\ominus B^\ominus \leq \overline{AB}$, so the right-hand inequality in (5) follows. The left-hand inequality follows with the same logic.

III. PROPOSED INTERVAL OBSERVERS

Consider the following IO for the NDT (1):

$$\overline{x}[k + 1] = (A - LC)\overline{x}[k] + \pi(\overline{x}[k], \overline{x}[k], y[k]) + Ly[k]$$

$$+ F(\overline{x}[k] - \underline{x}[k]) + \overline{w},$$

(6a)

$$\underline{x}[k + 1] = (A - LC)\underline{x}[k] + \pi(\underline{x}[k], \overline{x}[k], y[k]) + Ly[k]$$

$$+ F(\underline{x}[k] - \overline{x}[k]) + \underline{w},$$

(6b)

where $L \in \mathbb{R}^{n \times m}$, $F \in \mathbb{R}^{n \times n}$,

$$\pi(x_1, x_2, y) = p((I_n - KC)x_1 + Ky) + G(x_1 - x_2),$$

2The definitions of class $\mathcal{K}_{\infty}$ and $\mathcal{KL}$ functions can be found in [31, §2].
\( K \in \mathbb{R}^{n \times m} \) and \( G \in \mathbb{R}^{n \times m} \). The matrix \( L \) is the linear feedback gain, and the matrix \( K \) is the nonlinear injection feedback gain. The matrices \( F \) and \( G \) are referred to as the coupling matrices, which are used for ensuring positivity. The matrices \( K \) and \( G \) are to be designed such that \( \pi \) is a mixed-monotone decomposition function for the nonlinearity \( p \).

The problem to be solved is synthesizing the IO (5) is described as follows:

**Problem 1:** Compute the gains \( L, K \in \mathbb{R}^{n \times m} \) and coupling matrices \( F, G \in \mathbb{R}^{n \times n} \) for (6) such that the dynamics of \( \varepsilon \), defined in (2), is a positive system and (3) holds.

### A. Interval Observer with Coordinate Transformation

In some cases, the IO (5) cannot be synthesized because the necessary conditions for optimization and ISS stability of the error dynamics cannot be achieved in the given coordinate system \( x \). In these cases, the NDT (1) can be rewritten in a new coordinate system \( z = Sx \), where \( S \in \mathbb{R}^{n \times n} \) is an invertible coordinate transformation matrix. The proposed IO with the coordinate transformation is the following:

\[
\begin{align*}
\dot{z}[k + 1] &= A(z[k]) + B(u[k]) + K(z[k]) + C(z[k]) + \Lambda(z[k]) + \dot{\omega}(z[k]), \\
\dot{z}[k + 1] &= \Phi(z[k]) + S \dot{\omega}(z[k]) - S \dot{\omega}(z[k])
\end{align*}
\]

(7a)

where

\[
\Phi(z[k]) = \Phi(z[k]), y[k]) + S \dot{\omega}(z[k])
\]

(7b)

and \( \Phi(z[k]) = \Phi(z[k]), y[k]) + S \dot{\omega}(z[k]) \) is positive and ISS.

**Problem 2:** Find \( S, \Phi, \Gamma \in \mathbb{R}^{n \times n} \) and \( \Lambda, \hat{H} \in \mathbb{R}^{n \times m} \) such that the dynamics of \( \xi \), defined in (8), is a positive system and ISS, respectively.

IV. INTERVAL OBSERVER SYNTHESIS

In this section a semidefinite program to solve Problem 1 is presented. The dynamics of the error \( \varepsilon \), defined in (2), for (6) are as follows:

\[
\varepsilon[k + 1] = A \varepsilon[k] + \Delta p[k] + \Delta w[k],
\]

(9)

where

\[
A = \begin{bmatrix} A - LC + F & F \\ F & A - LC + F \end{bmatrix},
\]

(10)

\[
\Delta p[k] = \begin{bmatrix} \pi(\Phi(z[k]), y[k]) - \pi(z[k]) \\ \pi(z[k]) - \pi(\Phi(z[k]), y[k]) \end{bmatrix},
\]

and \( \Delta w[k] \) is defined in (4).

Positivity of (9) follows if \( A \) is nonnegative, \( \Delta p[k] \geq 0 \) and \( \Delta w[k] \geq 0 \) for all \( k \in \mathbb{Z}_{\geq 0} \).

The linear gain \( L \) and coupling matrix \( F \) are to be chosen such that \( \Lambda \) is nonnegative. The term \( \Delta p[k] \geq 0 \) for all \( k \in \mathbb{Z}_{\geq 0} \) if the injection gain \( K \) and coupling matrix \( G \) are such that

\[
\pi(\Phi(z[k]), y[k]) \leq p(z[k]) = \pi(x, Cx) \leq \pi(\Phi(z[k]), y[k]),
\]

(11)

for all \( z \leq x \leq z \), meaning that \( \pi \) is a mixed-monotone decomposition function for \( p \) [26], [25]. Since \( p \) has a globally bounded Jacobian it is mixed-monotone globally in \( \mathbb{R}^n \), and \( K, G \) such that (11) holds can always be found by the satisfaction of certain linear inequalities involving the bounds on the Jacobian \( \dot{D} \) and \( \dot{D} \) from Assumption 1 (cf. [26, Theorem 2]). The disturbance term \( \Delta w[k] \geq 0 \) for all \( k \in \mathbb{Z}_{\geq 0} \) as a consequence of Assumption 2.

ISS stability of (5) follows by finding an ISS-Lyapunov function, which can be performed by feasibility of an LMI. A necessary condition for ISS stability is that \( A \) is Schur.

**Theorem 1:** Consider the system (1) where the nonlinearity \( p \) satisfies Assumption 1 and Assumption 2 holds. Suppose there exist an \( M \)-matrix \( J \in \mathbb{R}^{n \times n} \), matrices \( Y, K \in \mathbb{R}^{n \times m} \), \( W, Y, Y, G \in \mathbb{R}^{n \times n} \), positive definite matrix \( P = P^T \in \mathbb{R}^{2n \times 2n} \), scalars \( \gamma, \tau > 0 \) and \( \lambda \in [0, 1] \) such that the following is feasible:

\[
\begin{align*}
\Psi = \begin{bmatrix} \dot{J}^T & 0 \\ \dot{J} & -\gamma I_{2n} \end{bmatrix} \leq 0,
\end{align*}
\]

(12d)

where \( J = \text{blkdiag}(J, J) \).

\[
\begin{align*}
Q = \begin{bmatrix} J A - Y C + W & W J A - Y C + W \\ W & W \end{bmatrix},
\end{align*}
\]

(13)

The IO (5) where \( L = J^{-1} Y \), \( F = J^{-1} W \), \( K = K \), \( G = G \), and the initial conditions are such that \( \dot{\xi}(0) \leq x(0) \leq \pi(0) \), satisfies the following:

i. \( \dot{\xi}[k] \leq x[k] \leq \pi[k] \) for all \( k \in \mathbb{Z}_{\geq 0} \).

ii. There exist \( \beta \in KL \) and \( \rho \in K_{\infty} \) such that (3) holds.

**Proof:** There are three parts to this proof. This first part shows that the satisfaction of linear inequalities (12a)-(12d) and Assumption 2 are sufficient for (9) to be a positive system, so the first assertion holds. Then, it is shown that since \( \varepsilon[k] \geq 0 \) for all \( k \in \mathbb{Z}_{\geq 0} \), \( \Delta p[k] \) satisfies a \( \delta Q \)C in the form of (24), which is useful for showing that the matrix inequality (12d) implies the positive-definite function

\[
V(\varepsilon) = \varepsilon^T P \varepsilon
\]

(14)

is an ISS-Lyapunov function, so the second assertion holds.

\(^3\)The bold variables denote variables that are solved for.
a) Positivity: The matrix $Q = JA$, where $A$ is defined in (10), with the following variable substitutions: $Y = JL$ and $W = JF$. Since $J$ is an M-matrix, $A$ is also an M-matrix. The feasibility of (12) implies that $A_J$ is invertible. The inverse of an M-matrix is a nonnegative matrix [32, pp. 161-163]. Hence $A_J$ is invertible. Therefore, by induction,

$$A = J^{-1}Q \geq 0. \quad (15)$$

By Assumption 2, $\Delta w[k] \geq 0$, for all $k \in \mathbb{Z}_{\geq 0}$.

By the differential mean-value theorem [33, §4.3], for every $k \in \mathbb{Z}_{\geq 0}$, there exist matrices $D_1[k], D_2[k]$ such that

$$\Delta p[k] = \Omega[k]e[k], \quad (17)$$

where

$$\Omega[k] = \begin{bmatrix} D_1[k](I_n - KC) + G & G \\ G & D_2[k](I_n - KC) + G \end{bmatrix},$$

and

$$\mathcal{D} \leq D_1[k], D_2[k] \leq \mathcal{D}. \quad (18)$$

Using Lemma 2, (12), and (18), it follows that

$$\mathcal{D}Y - \mathcal{D}Y \leq D_1[k](I_n - KC) + G \leq \mathcal{D}Y - \mathcal{D}Y$$

for all $k \in \mathbb{Z}_{\geq 0}$. Therefore, (12) implies that $D_1[k](I_n - KC) + G \leq 0$, meaning that $D_1[k](I_n - KC) + G \geq 0$ for all $k \in \mathbb{Z}_{\geq 0}$. Similarly, $D_2[k](I_n - KC) + G \geq 0$ for all $k \in \mathbb{Z}_{\geq 0}$. In addition, $G = G \geq 0$, so

$$\Omega[k] \geq 0$$

for all $k \in \mathbb{Z}_{\geq 0}$. Plugging (17) into (2) yields:

$$e[k + 1] = (A + \Omega[k])e[k] + \Delta w[k]. \quad (21)$$

Since (15), (16), and (20) hold for all $k \in \mathbb{Z}_{\geq 0}$, it can be clearly seen from (21) that if $e[k] \geq 0$ for some $k \in \mathbb{Z}_{\geq 0}$, then $e[k+1] \geq 0$. The initial conditions satisfy $e[0] \leq x[0] \leq \tau[0]$, so $e[0] \geq 0$. Therefore, by induction, $e[k] \geq 0$ for all $k \in \mathbb{Z}_{\geq 0}$. This proves the first assertion.

b) Quadratic Characterization of $\Delta p$: Since $\epsilon[k] \geq 0$ and (20) holds for all $k \in \mathbb{Z}_{\geq 0}$, it follows from (17) that

$$\Delta p[k] \geq 0 \quad (22)$$

for all $k \in \mathbb{Z}_{\geq 0}$. Using (19), it follows that $\Omega[k] \leq \Psi$ for all $k \in \mathbb{Z}_{\geq 0}$, where $\Psi$ is defined in (15). Since, in addition, $\epsilon[k] \geq 0$,

$$\Delta p[k] \leq \Psi \epsilon[k] \quad (23)$$

for all $k \in \mathbb{Z}_{\geq 0}$. The combination of (22) and (23) imply that $(\Psi \epsilon[k] - \Delta p[k])^T \Delta p[k] \geq 0$, which can be written as the $\delta QC$

$$\begin{bmatrix} \epsilon[k] \\ \Delta p[k] \end{bmatrix}^T \begin{bmatrix} 0 & -\frac{1}{2}\Psi^T \\ * & -I_{2n} \end{bmatrix} \begin{bmatrix} \epsilon[k] \\ \Delta p[k] \end{bmatrix} \geq 0 \quad (24)$$

for all $k \in \mathbb{Z}_{\geq 0}$.

c) ISS Stability: Consider the quadratic function [14], which evolves as follows:

$$V(\epsilon[k+1]) = V(\epsilon[k]) + \epsilon^T[k] (A^T P A - P) \epsilon[k] + 2\epsilon^T[k] A^T P \Delta w[k] + \Delta w^T[k] P \Delta w[k].$$

Since the $\delta QC$ is satisfied, by the $S$-procedure [33, §2.6.3], if the following holds:

$$\begin{bmatrix} A^T P A - \lambda P & A^T P + \frac{\tau}{2} \Psi^T \\ * & P - \gamma I_{2n} \end{bmatrix} \preceq 0, \quad (25)$$

then

$$V(\epsilon[k+1]) \leq \lambda V(\epsilon[k]) + \|\Delta w[k]\| \quad (26)$$

for all $k \in \mathbb{Z}_{\geq 0}$. By the Projection Lemma [34], (25) is equivalent to (12) with the variable substitution $Q = JA$. Since $\lambda \in [0, 1)$, (26) implies that $V$ is an ISS-Lyapunov function, and the error dynamics (9) are ISS with respect to $\Delta w$ [31, Theorem 1]. Hence, the satisfaction of the (12) implies that the error dynamics (9) are ISS with respect to $\Delta w$. Consequently, the second assertion holds.

The inequalities (12a)-(12c) are linear in the solution variables. Moreover, the constraints that $W, Y, \Psi, G$ are nonnegative and $J$ is an M-Matrix are linear inequalities. The matrix inequality $\frac{\mathcal{D}}{\mathcal{D}}$ becomes an LMI when $\tau$ and $\lambda$ are fixed. Therefore, (12) is a convex semidefinite program when $\tau$ and $\lambda$ are fixed that can be solved using a solver like CVX [35]. A grid search for the positive scalars $\tau$ and $\lambda$ can be easily performed.

If (12) is feasible, then the resulting $A$ is Schur and nonnegative. Detectability of the pair $(A, C)$ is not sufficient for there to exist a combination of matrices $L$ and $F$ such that $A$ is Schur and nonnegative.

**Lemma 3**: Suppose $A$, defined in (10), is Schur and nonnegative. Then $A - LC$ is Schur and $(A - LC)^{ii} \in (-1, 1)$ for all $i = 1, \ldots, n$.

**Proof**: It is clear that $A - LC$ is Schur because, according to [36, Lemma 3], $\sigma(A) = \sigma(A - LC) \cup \sigma(A - LC + 2F)$. Now consider two cases:

1) Suppose for some $i \in \{1, \ldots, n\}$, $(A - LC)^{ii} \geq 1$. Since $F \geq 0$, $(A - LC + F)^{ii} \geq 1$. Therefore, $(A - I_{2n})^{ii} \geq 0$. Since $A \geq 0$ is Schur, $A - I_{2n}$ is Hurwitz and Metzler [37, Corollary 2]. This is a contradiction because by [38, Lemma 3], a Metzler matrix is Hurwitz only if its diagonal entries are negative.

2) Suppose for some $i \in \{1, \ldots, n\}$, $(A - LC)^{ii} \leq 1$. It is then necessary that $F^{ii} \geq 1$, meaning that $(A - LC + 2F)^{ii} \geq 1$. Since $A - LC + 2F$ is nonnegative, it is not Schur by the same arguments as above. This is a contradiction because $\sigma(A) = \sigma(A - LC) \cup \sigma(A - LC + 2F)$ and $A$ is Schur.

This concludes the proof.

It is evident that a necessary condition for feasibility of (12) is the existence of $\tilde{L} \in \mathbb{R}^{n \times m}$ such that $A - \tilde{L}C$ is Schur and $(A - \tilde{L}C)^{ii} \in (-1, 1)$ for all $i = 1, \ldots, n$. This is
not possible for every detectable pair \( (A, C) \). The sequel will discuss how to overcome this limitation by using coordinate transformation.

V. SYNTHESIS OF INTERVAL OBSERVERS WITH COORDINATE TRANSFORMATION

The NDT (1) is expressed in the coordinates \( z = Sx \) as follows:
\[ z[k+1] = SAUz[k] + Sp(Uz[k]) + Sw[k], \quad y[k] = CUz[k]. \]
The dynamics of \( \xi \), defined in (8), are found:
\[ \xi[k+1] = \hat{A}\xi[k] + \Delta \pi[k] + \Xi \Delta w[k], \]
where
\[ \hat{A} = \begin{bmatrix} S(A - \Lambda C)U + \Phi & \Phi \\ \Phi & S(A - \Lambda C)U + \Phi \end{bmatrix}, \]
\[ \Delta \pi[k] = \begin{bmatrix} \pi(\xi[k], z[k], y[k]) - Sp(Uz[k])** \\ Sp(Uz[k]) - \pi(\xi[k], z[k], y[k]) \end{bmatrix}, \]
\[ \Xi = \begin{bmatrix} S^\otimes & S^\otimes \\ S^\otimes & S^\otimes \end{bmatrix}, \]
and \( \Delta w[k] \) is defined in (4). The matrices \( \Lambda, S, \Phi \) are to be such that \( \hat{A} \) is Schur and nonnegative. In accordance with Lemma 3, \( \Lambda \) and \( S \) should be chosen such that the following assumption holds:

**Assumption 3:** The matrices \( \Lambda \in \mathbb{R}^{n \times m}, S \in \mathbb{R}^{n \times n} \), and \( U = S^{-1} \) are such that \( \Lambda = S(A - \Lambda C)U \) is Schur and is such that \( \Lambda_{ii} \in (-1, 1) \) for all \( i = 1, \ldots, n \).

There are a couple approaches to construct \( \Lambda \) and \( S \). If \( \Lambda \) is chosen such that \( A - \Lambda C \) is Schur and has real eigenvalues, then the Jordan decomposition of \( A - \Lambda C \) can be used to construct \( S \). If \( \Lambda \) is chosen such that \( A - \Lambda C \) is Schur and has complex eigenvalues, then [22, Lemma 1] can be used. Note that \( S(A - \Lambda C)U \) does not necessarily have to be nonnegative.

Once \( \Lambda \) and \( S \) are chosen, the rest of the matrices required to solve Problem 2 are found from a semidefinite program that is modified from the one described in Theorem 1.

**Corollary 1:** Consider the system (1) where the nonlinearity \( p \) satisfies Assumption 1 and Assumption 2 holds. Suppose \( \Lambda \in \mathbb{R}^{n \times m} \) and \( S \in \mathbb{R}^{n \times n} \), and are given such that Assumption 3 holds. Further, suppose there exists an \( M \)-matrix \( J \in \mathbb{M}^{n \times n} \), matrices \( H \in \mathbb{R}^{n \times m} \), \( W, \Psi, \Gamma \in \mathbb{R}^{n \times n}_{\geq 0} \), positive definite matrix \( P = P^\top \in \mathbb{R}^{n \times n} \), scalars \( \gamma > 0 \) and \( \lambda \in (0, 1) \) such that the following hold: (12a), (12b), (12c),
\[ -\Psi \leq U - HCU \leq \Psi, \quad (27a) \]
\[ \Omega \Psi - \Theta \Psi + \Gamma \geq 0, \quad (27b) \]
where \( U = S^{-1} \), \( J = \text{blkdiag}(J, J) \), \( \Theta = S^\otimes D - S^\otimes \), \( Q = \begin{bmatrix} JS(A - \Lambda C)U + W & \Psi \\ W & JS(A - \Lambda C)U + W \end{bmatrix}, \]
\[ \Psi = \begin{bmatrix} \Omega \Psi - \Theta \Psi + \Gamma & \Omega \Psi + \Gamma \\ \Theta \Psi + \Gamma & \Omega \Psi + \Theta \Psi + \Gamma \end{bmatrix}. \]

The IO (7) where \( \Phi = J^{-1}W, \ H = H, \ \Gamma = \Gamma \), and the initial conditions are such that \( \underline{z}[0] \leq z[0] \leq \overline{z}[0] \), satisfies the following:

i. \( \underline{z}[k] \leq z[k] \leq \overline{z}[k] \) for all \( k \in \mathbb{Z}_{\geq 0} \).

ii. There exist functions \( \beta \in \mathcal{KL}_{\infty} \) and \( \rho \in \mathcal{K}_{\infty} \) such that \( \| \Delta \xi[k] \| \leq \beta(\| \xi[0] \|, k) + \rho(\| \Delta w[k] \|_{\infty}) \).

**Proof:** Using Lemma 1 with \( D \leq SD \leq \overline{D} \) for all \( D \leq \overline{D} \). Moreover, since \( S^\otimes, S^{\otimes_2} \geq 0 \), it is clear that \( \Theta \leq 0 \) and \( \Theta \geq 0 \). Hence, Lemma 2 can be used with (27a) to show that
\[ \Theta \Psi - \Theta \Psi \leq SD(U - HCU) \leq \Theta \Psi - \Theta \Psi \]
for all \( D \leq D \leq \overline{D} \). This can be used to show that \( (27a) \) and \( (27b) \) imply \( \Delta \pi[k] \geq 0 \) and \( \Delta \pi[k] \leq \Psi \xi[k] \), where \( \Psi \) is defined in (28), for all \( k \in \mathbb{Z}_{\geq 0} \). The rest of the steps of the proof follow analogously to the proof of Theorem 1.

The synthesis process for the IO (7) follows two steps. First, find \( \Lambda \) and \( S \) to satisfy Assumption 3. Then, solve the semidefinite program in Corollary 1 for \( \Phi, H \) and \( \Gamma \). Assumption 3 is a necessary, but not sufficient, condition for (7) to be synthesized using Corollary 1. Therefore, several choices of \( \Lambda \) and \( S \) may need to be tried.

If it is known that the initial condition \( x[0] \) satisfies \( \underline{x}[0] \leq x[0] \leq \overline{x}[0] \), then (2) can be initialized by \( \overline{z}[0] = S^\otimes \overline{x}[0] - S^{\otimes_2} \overline{x}[0] \) and \( z[0] = S^\otimes \overline{x}[0] - S^{\otimes_2} \overline{x}[0] \). Then, since \( \underline{z}[k] \leq z[k] \leq \overline{z}[k] \), \( \underline{z}[k] \leq x[k] \leq \overline{z}[k] \) where
\[ \overline{z}[k] = U^\otimes \overline{z}[k] - U^\otimes \underline{z}[k], \quad \underline{z}[k] = U^\otimes \underline{z}[k] - U^\otimes \overline{z}[k], \quad (29) \]
by Lemma 1. Furthermore,
\[ \epsilon[k] = \begin{bmatrix} U^\otimes & U^\otimes \\ U^\otimes & U^\otimes \end{bmatrix}, \]
where \( \epsilon[k] \) is defined in (2), so the interval defined by the upper bound \( \overline{z}[k] \) and lower bound \( \underline{z}[k] \) in (29) remains bounded and the ultimate bound is proportional to \( \| \Delta w[k] \|_{\infty} \).

VI. NUMERICAL SIMULATIONS

A. Advantage of the Injection Feedback

This example will serve to elucidate the advantage of using the nonlinear injection feedback by considering a system where
\[ A = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad C = [1 \quad 0], \]
and the nonlinearity \( p \) is unspecified, but it satisfies Assumption 1 with
\[ \overline{D} = -D = \alpha \hat{D} \]
for some \( \alpha > 0 \) and some matrix \( \hat{D} \geq 0 \). The largest value of \( \alpha \) such that (12) is feasible is characterized for several \( \hat{D} \) matrices in Table 1 when the injection feedback is used (i.e. \( K \neq 0 \)) and when it is not used (i.e. \( K = 0 \)).

Consistently, the larger maximum values of \( \alpha \) occur when the injection feedback is used. In most cases, the maximum \( \alpha \) is nearly doubled or more. This demonstrates that using the injection terms allows for IOs to be synthesized for systems with nonlinearities that have larger variations.
TABLE I
MAXIMUM $\alpha$ SUCH THAT $\Delta\tilde{x} = -\Delta = \alpha\tilde{D}$

| $\tilde{D}$ | 0 1 1 1 0 0 1 1 | 0 1 1 1 1 1 1 1 |
|---|---|---|---|---|---|---|---|---|---|---|
| $K = 0$ | 0.33 0.20 0.27 0.27 0.16 0.20 |
| $K \neq 0$ | 0.66 0.66 0.66 0.63 0.27 0.27 |

B. Nonlinear System with Sampled Output

There are many results in the literature for the synthesis of IOs for linear continuous-time systems with sampled outputs [39], [40], [41], and fewer results for NCTs with sampled outputs [42], [43]. The difficulty dealing with nonlinear systems is the impracticability of capturing the inter-sampling behavior exactly. This example uses a forward-Euler approximation for guaranteed interval state estimation of a nonlinear pendulum model with sampled output:

\[
\begin{align*}
\dot{x}(t) &= A_c x(t) + p_c(x(t)), \quad t \in \mathbb{R}_{\geq 0} \quad (30a) \\
y(kh) &= C x(kh), \quad k \in \mathbb{Z}_{\geq 0}, \quad (30b)
\end{align*}
\]

where $x_1$ is the position of the pendulum, $x_2$ is its angular velocity, $h$ is the sampling time,

\[
A_c = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad p_c(x) = \begin{bmatrix} 0 \\ -\sin(x_2) \end{bmatrix}, \quad C = [1 \ 0].
\]

The exact discretization of (30) is the following:

\[
x[k+1] = F_h^n(x[k]), \quad y[k] = C x[k].
\]

The function $F_h^n(x)$ is the exact state-transition matrix between samples. It is unknown, but can be approximated by forward-Euler as an NDT in the form of (1), where

\[
A = I_n + h \cdot A_c, \quad p(x[k]) = h \cdot p_c(x[k]),
\]

and $w[k]$ is the approximation error:

\[
w[k] = F_h^n(x[k]) - (A x[k] + p(x[k])),
\]

which is unknown. As $p_c$ is globally Lipschitz, the forward-Euler approximation is consistent with the exact discretization [3]. This means that if $x[k]$ belongs to a compact set $\mathcal{X}$ for all $k \in \mathbb{Z}_{\geq 0}$ and $h$ is sufficiently small, there exists $\varrho \in K$ such that

\[
\|w[k]\| \leq \varrho(h),
\]

for all $k \in \mathbb{Z}_{\geq 0}$.

A simulation of the IO (7) is performed and shown in Fig. 1 where $\tilde{x}[k]$ and $\tilde{y}[k]$ are determined from (29). It can be seen that $\tilde{x}[k] \leq x[k] \leq \tilde{y}[k]$ from the fact that the blue markers are always above the black lines and the magenta markers are always below the black lines. The ultimate bound on the interval is larger when $h$ is larger and smaller when $h$ is smaller, as expected.

VII. CONCLUSIONS

In this paper, Theorem 1 and Corollary 1 provide semidefinite feasibility programs to synthesize IOs without and with coordinate transformation, respectively. Lemma 3 provides the conditions under which coordinate transformations are necessary to synthesize an IO. To the best of the authors knowledge, there are no other results in the literature where nonlinear injection feedback terms for IOs are synthesized. It is demonstrated through example that the use of nonlinear injection feedback allows for IOs to be synthesized when the nonlinearities have larger variation. Further, the application to NCTs with sampled output is demonstrated through example. Future work should be dedicated to IO-based feedback control and the synthesis of IOs for NDTs with delays.
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