Deep learning optimal quantum annealing schedules for random Ising models
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A crucial step in the race towards quantum advantage is optimizing quantum annealing using ad-hoc annealing schedules. Motivated by recent progress in the field, we propose to employ long-short term memory (LSTM) neural networks to automate the search for optimal annealing schedules for random Ising models on regular graphs. By training our network using locally-adiabatic annealing paths, we are able to predict optimal annealing schedules for unseen instances and even larger graphs than those used for training.

I. INTRODUCTION

Quantum annealing (QA) is a heuristic technique to solve optimization problems by encoding their solutions in the ground states of appropriate spin Hamiltonians [1, 2]. In the last years it has been applied to a vast variety of problems, ranging from physics, to biology, economy and more [3–19]. Extensive reviews on the subject can be found in Refs. [20–22].

The main idea is to initialize a quantum spin system in an easy-to-prepare ground state of a simple noninteracting Hamiltonian $H_z$, and adiabatically deform it into a final Hamiltonian $H_x$, whose ground state encodes the solution of the optimization problem at hand. The time dependent driving protocol is $H(t) = A(s)H_x + B(s)H_z$, where $A(s)$ and $B(s)$ are the so called annealing schedule functions, which satisfy the boundary conditions $A(0) = B(1) = 1$ and $A(1) = B(0) = 0$. A simple, traditional, approach to this parametrization is to choose a linear schedule $s = \frac{t}{t_f}$, where $t_f$ is the annealing time, $A(s) = 1 - s$ and $B(s) = s$. The evolution to the ground state is guaranteed by the adiabatic theorem of quantum mechanics [23], when the system is evolved at a rate which is directly proportional to powers of the minimum energy gap between the ground state and the excited states [21, 24–26]. In general, hard optimization problems are characterized by small energy gaps in the adiabatic evolution, therefore making the timescale to reach the ground state of the problem Hamiltonian very large [27, 28]. That makes it impossible to attack these problems on real-world Noisy Intermediate-Scale Quantum devices [29], in which decoherence and relaxation mechanisms set the upper limit for the time available for the (quantum) computation. In these devices new time scales enter the game, together with the adiabatic time scale, due to the system-bath coupling [30, 31]. The dynamics is no longer unitary and some new ideas can be pursued to improve the quantum annealing performances [32] such as pausing the dynamics [33–36] or applying reverse annealing schemes [37–41]. In this manuscript, however, we focus on unitary dynamics and ignore the role of dissipation. Also in this case, different strategies have been proposed to speed up QA, such as approximating counterdiabatic terms using variational approaches [42–50], using diabatic transitions [51–56], or using catalyst Hamiltonians [57, 58].

One of the main routes to tackle this problem, in the unitary limit, is to engineer the annealing schedules as opposed to using the simple linear schedules. There have been many approaches to construct optimal schedules for the given problem in the recent past [59–64], and some of them [65] are based on genetic algorithms, that have been also fruitfully applied to the embedding problem [66–70] for QA.

Since most of the combinatorial optimization problems can be represented in terms of random Ising models [28, 71], controlling and understanding the best annealing schedule for random Ising models is mandatory. However, constructing optimal annealing schedules for every random Ising model, using heuristic methods is a hard task, and recently machine learning based algorithms have been employed to this aim. For instance, in Ref. [64] the authors have used QZero machine learning algorithm [72] to obtain optimal annealing schedules for...
3-SAT problems.

In this paper, we aim at training a suitable neural network with optimal schedules for a set of instances of random Ising Hamiltonians, with the goal to predict the optimal schedules for new test instances. In the recent work by N. Mohseni et al. [73] the authors have shown that Long Short Term Memory (LSTM) neural networks are efficient in learning the energy gaps in the adiabatic evolution of random Ising Hamiltonians. In [74], authors have employed LSTM neural networks to learn the dynamics of many-body systems under random driving. We choose LSTM neural networks to learn the optimal schedules of random Ising models.

To train the LSTM neural networks, we generate optimal annealing schedules for a given random Ising problem using local adiabaticity condition that has been, first, used by Roland and Cerf [59] to obtain an optimal schedule for the adiabatic search problem (equivalent to Grover’s search algorithm [75]). The adiabatic search algorithm is to date, one of the very few examples in which a measurable (quadratic) quantum speedup has been shown in adiabatic quantum computation. Since then, this approach has been used several times in the literature for the optimal control of quantum annealing [76–78].

This paper is organized as follows. In Sec. II, we present the random Ising model and describe the local adiabaticity condition and its application to our problem. In Sec. III we describe the LSTM neural networks and the scheme of training. In Sec. IV we present the results of training performance of neural networks and the results of quantum annealing simulated using optimal schedules predicted from the neural network. Generating large enough training sets for machine learning is daunting because one has to integrate the exact local adiabatic condition multiple times for many random realizations of the same model, which becomes prohibitive as the system size grows. However, in Sec. V, we show that with the LSTM architecture it is possible to train over locally adiabatic schedule of small systems and then generalize to larger systems making training easier. In Sec. VI, we test the learnability of symmetric properties of the Ising models by LSTM neural networks. In Sec. VII we discuss the final conclusions.

II. MODEL HAMILTONIAN AND ADIABATIC CONDITIONS

We consider random Ising models with random external magnetic fields of the form

\[ H_1 = - \sum_i h_i \sigma_i^z + \sum_{ij} J_{ij} \left( \sigma_i^z \sigma_j^z - \frac{1}{2} \right), \tag{1} \]

where \( h_i \) represent the strength of external magnetic fields and \( J_{ij} \) represent the random couplings. The second part of the Hamiltonian with random couplings is traditionally used to encode the solution to weighted Max-Cut problem [79–82]. Max-Cut problem aims at finding a partition of a graph composed of vertices and weighted edges, such that the sum of the weights of edges connecting the two partitions is maximum. We consider longitudinal fields in addition to the traditional weighted Max-Cut Hamiltonian, in order to be more general in our treatment of random Ising models. In this manuscript, we focus on the cases of nearest neighbour interactions, next-nearest neighbour models and all-to-all connected models. The Hamiltonian couplings \( h_i \) and \( J_{ij} \) are chosen to be random within the discrete set with \( h_i, J_{i,j} \in [-1J_0, -0.8J_0, \ldots, 0.8J_0, 1J_0] \), where \( J_0 \) defines our energy units. Times will be then measured in units of \( 1/J_0 \) (\( h = 1 \)). Since we consider finite-size systems, the hardest problems in this regime are the ones with smaller Hamiltonian norm.

The adiabatic theorem of quantum mechanics gives the global adiabaticity condition: when the system which is prepared in a ground state of the initial Hamiltonian at time \( t = 0 \) is driven adiabatically, the final state of the system is the ground state of the final Hamiltonian with a probability

\[ |\langle E_0(t_f) | \psi_0(t_f) \rangle|^2 \geq 1 - \epsilon^2, \tag{2} \]

where \( |E_0(t_f)\rangle \) is the exact ground state of the final Hamiltonian \( H_z \) and \( |\psi_0(t_f)\rangle \) is the evolved state of the system at the final time \( t_f \). This final ground state probability can be achieved provided that

\[ \max_{0 \leq t \leq t_f} \left( \max_{m \in \mathcal{M}} D_{0,m} \right) \leq \epsilon, \tag{3} \]

where \( D_{0,m} = |\langle m | \frac{dH}{dt} | 0 \rangle| \) and \( g_{0,m} = [E_m(t) - E_0(t)] \) is the energy gap between the ground state and the \( m \)-th excited state. Though Eq. (3) involves in principle the entire spectrum \( (\mathcal{M} \equiv [1, 2, \ldots, 2^N - 1]) \), it is possible to focus on low-energy eigenstates only \( (\mathcal{M} \equiv [1, 2, \ldots, m_{\text{max}}]) \) with \( m_{\text{max}} < 2^N - 1 \) since the system is more likely to transition to states that are closer to the ground state. In Ref. [59], the authors have introduced a more stringent, local adiabaticity condition to be verified at each time, as opposed to the global adiabatic condition of Eq. (3). This improves the performance of adiabatic quantum computation in comparison to following the global adiabatic condition. In particular, the authors are able to achieve quadratic speedup in the adiabatic search problem.

The local adiabaticity condition for every instant of time \( t \) can be stated as

\[ \frac{ds}{dt} \leq \epsilon \min_{m \in \mathcal{M}} \left( \frac{\partial g_{0,m}(s)}{\partial t} \right), \tag{4} \]

Integrating the above equation, we obtain the annealing time as a function of \( s \):

\[ t(s) = \frac{1}{\epsilon} \int_0^s \max_{m \in \mathcal{M}} \left( \frac{\partial g_{0,m}(s')}{\partial s} \right) ds'. \tag{5} \]
In the numerator of the integrand, \( \frac{\delta H}{\delta x} = H_z - H_x \), therefore we use the upper bound of the numerator of the given Ising model, \( \max_{m,s} (H_z - H_x)_{m,0} \) and spare it from integration. Since random Ising models can have degenerate ground states, we numerically integrate the denominator by sampling the gaps \( g_{0,m}(s) \) between the ground state and the \( m \)th non-degenerate excited state, at 500 equidistant steps of \( s \) between 0 and 1. We aim at suppressing the transitions up to 4th non-degenerate excited states. We fix the value of \( \epsilon = 0.1 \). Further, we invert the resultant function \( t(s) \) to obtain the optimal annealing schedule \( s(t) \) which is used to perform quantum annealing and to train the neural network. Computing a schedule requires to perform numerical integration as described in Eq. (5). Therefore, it is a more complicated problem than we are posing to the neural network than finding out the energy gaps as done in [73].

Once the optimal adiabatic schedule \( s(t) \) has been determined, either numerically inverting Eq. (5) or using the neural network as discussed in the next section, we use it to run a quantum annealing simulation. We build the time-dependent Hamiltonian \( H(s) = [1 - s(t)] H_x + s(t) H_z \). We initialize the system in the ground state of \( H_z \) and use the mesolve integrator built in the Qutip library [83] to solve the corresponding time-dependent Schrödinger equation, with a total annealing time given by \( t(s = 1) \), see Eq. (5).

**III. NEURAL NETWORK TRAINING**

Long Short-Term Memory (LSTM) neural network is a variant of Recurrent Neural Network (RNN). These types of neural networks are mainly designed to identify patterns in the sequential data. The input to these LSTM neural networks is generally a sequential data such as time series data which is passed through several layers of LSTM cells. Each LSTM cell receives information not only from the current input, but also from the previous inputs as shown in Fig. 1. In general, neural networks learn by minimizing the loss function (such as mean squared error) between the output and the true prediction (which is known for training data set), through back propagation process. In this process, gradients of the loss function are computed with respect to the weights and biases of the network. In case of recurrent neural networks, a variant algorithm called time back propagation is used [84]. However, when the sequences are long, the gradient with respect to the error may become vanishingly small, making the neural network not learn significantly through even several iterations or epochs. LSTM has special steps inside the given LSTM cell to avoid vanishing gradient problem of the classic RNN [73, 85, 86].

In this paper, our goal is to provide the information of longitudinal fields and the couplings of random Ising models as the input to the LSTM neural network and train the weights and biases of the neural network such that the output layer has the values of the optimal schedule \( s(t) \) at \( N_{\text{points}} \) points of time. We train the LSTM neural network with the optimal annealing schedules derived from the local adiabaticity condition given in Eq. (5). The neural network adjusts its weights through multiple epochs such that the mean squared error (MSE) of the output with the training data is minimum. MSE for the training data set is defined as

\[
\text{MSE} = \frac{1}{N_{\text{total}}} \sum_{i=1}^{N_{\text{total}}} (y_{i}^{\text{true}} - y_{i}^{\text{predict}})^2,
\]

where \( N_{\text{total}} = N_{\text{train}} \times N_{\text{points}} \). In addition to learning, the neural network uses a small portion of training data set as a validation set of size \( N_{\text{valid}} \) which is used to analyze the performance of the neural network on a data which it has never seen before. In every epoch MSE is computed for the validation data as well. For a neural
FIG. 3. The results of performance of quantum annealing following the locally-adiabatic protocol of Eq. (5) for a nearest neighbour random Ising model with $N = 5$ spins. The data shown are for a test case and the results predicted by the LSTM neural network are also shown. (a) Optimal schedule obtained by imposing the local adiabaticity condition as shown in [59], and the schedule predicted by the trained LSTM network. The MSE of prediction for this schedule is $\approx 1.3 \times 10^{-5}$. (b) Evolution of minimum energy gap when evolved with linear schedule, with the optimal schedule and with the predicted schedule for the same annealing time. (c) Evolution of the instantaneous ground state probability under linear evolution of $s(t)$ and the optimal evolution for the same test instance.

FIG. 4. The distribution of the final relative residual energy with linear schedules and the optimal schedules computed using Roland and Cerf protocol and the ones predicted by LSTM neural network respectively.

network to make good predictions for new test instances, the loss function computed over training data set and validation data set should be comparable to each other at the end of iterations. If it is not the case, it may be a signal of overfitting/underfitting, which can be addressed by adjusting the parameters of the network [72]. Although we use MSE as the loss function for optimization for our LSTM neural network, we use the metric of mean relative error (MRE) for the further analysis of the results as MRE effectively describes the accuracy of prediction with respect to the original scale of the true schedule point which varies in range $[0, 1]$. MRE is defined as

$$\text{MRE} = \frac{1}{N_{\text{points}}} \sum_{i=1}^{N_{\text{points}}} \frac{|y_{i}^{\text{true}} - y_{i}^{\text{predict}}|}{y_{i}^{\text{true}}}.$$  \hspace{1cm} (7)

**Specifications** We construct neural network with 3 LSTM layers each with 500 hidden units. Between each layer there are dropout layers with the rate 0.2, which drops 20% of the nodes randomly in each iteration and helps to overcome overfitting by reducing the complexity of the model. Each LSTM cell has tanh and sigmoid activation functions which induces non-linearity in the model [87]. The neural network uses “Adam” optimizer (Adaptive Moment Estimation) with the learning rate 0.0001 [88]. The number of layers, the learning rate and the number of hidden units in each layer are tuned using a validation set (0.2 % of the training data set). We have used KERAS module to simulate and train our LSTM neural networks [89].

**Training and predictions** Here we discuss our results obtained regarding the training and prediction performance of the LSTM neural network. As a first step, we use same size of models and kind of interactions for both training and predictions. For example, nearest neighbour interaction models with $N$ spins are used for training to make predictions on nearest neighbour models with $N$ spins.

In Fig. 2, we show the training metrics of the LSTM neural network. Here we have considered learning random Ising models with 5 spins. The input features for this neural networks are the $h_i$ and $J_{ij}$'s of Eq. (1). The number of features $N_{\text{features}}$ depends on the connectivity of the model. We have considered three cases: 1D nearest neighbour interactions ($N_{\text{features}} = 2N - 1$), 1D next-nearest neighbour interactions ($N_{\text{features}} = 3N - 3$), and all-to-all connected random Ising models ($N_{\text{features}} =$...
Further, we use $N_{\text{train}} = 50,000$ number of instances for training the neural network for all the cases. The output layer of the LSTM neural network is a dense layer with $N_{\text{points}} = 500$ nodes which are trained to represent the optimal schedule values of $s(t)$ at 500 equidistant points of time. In this paper we mainly aim at predicting the “shape” of the $s(t)$ curve and not the final annealing time. It is also possible to train the network using $t(s)$ and thus learn also the optimal final annealing time, but that will be the subject of further investigation.

In Fig. 2(a) we show the evolution of MRE for both the training set and for a validation set of $N_{\text{valid}} = 0.2 \times N_{\text{train}}$ instances. It is evident that the loss metric increases with the number of input features. This result was inferred in a similar context of predicting gap evolution in adiabatic dynamics by N. Mohseni et al. [73]. Here the authors showed that it is difficult to predict the properties of the fully-connected model with LSTM neural networks. In all the three cases, validation loss is close to training loss which signifies the good fit of the data by the neural network. In Fig. 2(b) we demonstrate the prediction loss for 1000 test instances in terms of MRE for nearest neighbor models with different sizes up to 10 spins. We observe a decrease in the number of instances with the lowest MRE with increase in system size, as expected. However even for $N = 10$, the instances have MRE within a small range. Due to the fact that our dynamics is exact in full Hilbert space, the computational time is exponential in the number of qubits $N$. As a proof of concept, in this manuscript we study up to 10 qubit systems. As a future development, we could use tensor networks to simulate larger systems [90].

In Fig. 2(c), we demonstrate the optimal schedules predicted by the trained LSTM neural network and the locally adiabatic Roland and Cerf schedules for 10 new test instances of nearest neighbor random Ising models with 5 spins. These examples show that the LSTM neural network performs well and correctly predicts the annealings schedules.

**IV. QUANTUM ANNEALING WITH LSTM PREDICTED ANNEALING SCHEDULES**

Our LSTM neural network is able to predict annealing schedules that are very close to the locally-adiabatic ones in most cases. Remarkably, even when the neural network schedule shows deviations from the locally-adiabatic optimal schedule, the outcome of the network is typically a better annealing schedule compared to the
FIG. 6. Prediction errors in terms of MRE for a nearest neighbour model with closed boundary condition with $N = 9$. The histogram shows the distribution of errors when the neural network is trained with open chains of lengths $N' < N$.

linear one in the sense that the performance of quantum annealing generally improves as a result. In this section, we show data supporting this finding.

After training the LSTM neural network with random Ising models with $N = 5$ and with nearest neighbour interactions, we predict the schedule for a new unseen test instance. In Fig. 3, we analyze the results of quantum annealing simulated with the linear schedule, Roland and Cerf schedule and the schedule predicted by the LSTM neural network. Here we consider a typical test instance of a nearest neighbour Ising model with a non-degenerate ground state. In Fig. 3(a), we show the Roland and Cerf annealing schedule and the LSTM predicted schedule $s(t)$ with the final time $t_f$ predicted by Roland and Cerf protocol in Eq. (5), which is 76.27 (in units of $1/J_0$) for the given Ising model. Clearly, the prediction by the neural network is very accurate for this instance. In Fig. 3(b) we show the evolution of energy gap between the ground state and the first excited state following the linear schedule, optimal schedule and the predicted schedule for the given annealing time. In Fig. 3(c), we show the instantaneous ground-state probability of the system during the whole evolution, following the three protocols for the given annealing time. The optimal and the predicted schedules closely follow each other, leading to a higher ground state probability at the final time when compared to the linear schedule.

The random Ising models can have degenerate ground states. Therefore, it is convenient to use residual energy as the measure of performance of quantum annealing. Moreover, we consider random Ising models with varying ground state energy range and hence we consider residual energy relative to the true ground state of the model, defined as

$$E_{res} = \left| \frac{\langle \psi_0(t_f) | H(s) | \psi_0(t_f) \rangle - E_0(t_f)}{E_0(t_f)} \right|. \quad (8)$$

In Fig. 4 we show the distribution of residual energies for the three annealing schedules for 1000 test instances of 5-spin random Ising models. Since the Ising models with smaller number of spins have considerably higher minimum energy gaps, linear schedules lead to lower residual energies as well. However, a closer look into the plots reveals that the locally adiabatic schedules and the predicted schedules have a similar distribution and have higher number of instances with lower residual energy.

V. PREDICTING RESULTS AT LARGE $N$, WHILE TRAINING WITH $N' < N$

LSTM training requires a sizable training set for which one has to perform simulation of locally adiabatic schedules of different random Ising models. For systems with a large number of qubits, the computational resources required to achieve this task is daunting. As the dimension of the Hilbert space scales as $2^N$, it would be desirable if the neural network could make predictions on systems of larger dimension than the size of the systems it has been trained with. In this section we discuss the results obtained by training the neural network with the subgraphs of the given Ising model to make predictions for the full graph. We consider two cases.

![Graph showing prediction errors in terms of MRE for a nearest neighbour model with closed boundary condition with $N = 9$. The histogram shows the distribution of errors when the neural network is trained with open chains of lengths $N' < N$.](image-url)
In Fig. 5(d), we make comparison of the performance 
spite the fact that the latter encodes more information. 

demonstrably, the neural network trained with full-graphs per-
trained with sub-graphs of different configurations. Evi-

tions than when trained with triangles where interac-
ules. We observe that the schedules predicted with full-
graphs and sub-graphs perform equally well and better 
than linear schedules. We generalize this approach to a 
larger system with \( N = 9 \), while training the neural net-
work with open spin chains with \( N' = 4, 5, 6, 7, 8 \). We 
show the prediction MREs for this problem in Fig. 6. We 
observe that there is no drastic increase in prediction 
error when the training data is of smaller size which is 
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FIG. 8. Depiction of annealing schedules predicted for rela-
labelled configurations of a given model, and their performance 
of quantum annealing. In (a) we compare the locally adiabatic 
schedule and the ones predicted by the neural network, when 
trained with full graphs and sub graphs, for 5 configurations 
of a nearest neighbour model. (b) The instantaneous ground 
state probabilities during the adiabatic evolution following 
the schedules in (a). (c) and (d) show the corresponding re-
sults for a fully connected model and its 10 configurations of 
relabelling.

(a) Training over open sub-chains, predictions for 
larger graph (nearest-neighbors, periodic boundary condi-
tions) Here we consider random Ising models with pe-
riodic boundary conditions with 5 spins. To simulate 
training data, we cyclically make two interactions zero 
at a time as shown in Fig. 5(a). This effectively makes 
the training system an open chain system with \( N = 9 \) 
spins. We train the LSTM neural network with 5 such 
configurations each with 40,000 random cases. With this 
trained neural network, we make predictions for ran-
dom instances of nearest neighbour model with periodic 
boundary conditions as shown in Fig. 5(b).

In Fig. 5(c), we show the distribution of MREs for 1000 
test instances of nearest neighbor models with periodic 
boundary conditions. The blue histogram refers to the 

case in which the neural network has been trained us-
ing random instances with \( N = 5 \) qubits, similarly to 
what is reported in the previous section. In this case the 
training data has 200,000 instances. The red distribution 
shows the prediction results when the neural network is 
trained with sub-graphs of different configurations. Evi-
dently, the neural network trained with full-graphs per-
forms slightly better with the obvious advantage of more 
information in the training process. It is remarkable that 
the neural network trained over a smaller system is able 
to perform comparably well to the full graph case, de-
spite the fact that the latter encodes more information. 
In Fig. 5(d), we make comparison of the performance 
of quantum annealing simulated the predicted schedules 
and the corresponding locally adiabatic and linear sched-
ules. We observe that the schedules predicted with full-
graphs and sub-graphs perform equally well and better 
than linear schedules. We generalize this approach to a 
larger system with \( N = 9 \), while training the neural net-
work with open spin chains with \( N' = 4, 5, 6, 7, 8 \). We 
show the prediction MREs for this problem in Fig. 6. We 
observe that there is no drastic increase in prediction 
error when the training data is of smaller size which is 

(b) Training with triangular and quadrilateral sub-
graphs and make predictions for fully connected model 
We simulate the optimal schedules for triangular sub-
graphs of a fully connected as shown in Fig. 5(e) in red 
lines, . We consider 10 configurations of such triangular 
sub-graphs possible in the 5 spin fully connected model 
and we generate 20,000 random instances for each of the 
sub-graphs. We also consider fully connected quadrilat-
erals depicted in green lines of Fig. 5(e). In this case 
we simulate 40,000 random instances for each of the 5 
possible configurations. We train the LSTM neural net-
work with these data and make prediction for a fully 
connected model as shown in Fig. 5(f). We show the per-
fomance of predictions in terms of MREs in Fig. 5(g) for 
1000 test instances of fully connected model when trained 
with triangular sub-graphs and quadrilateral sub-graphs 
and compare with the prediction by the neural network 
trained with full-graphs of training data size 200k. LSTM 
trained with quadrilaterals where the training data and 
test data have interactions in ratio 3:5 makes better pre-
dictions than when trained with triangles where interac-
tions in training data to test data ratio is 3:10. These 
results are promising because the distribution when trained 
with sub-graphs is peaked at small MRE despite the fact 
that the number of nonzero elements we feed the net-
work is a very small fraction of the possible parameters 
of this fully connected graph.. However, the tail of his-
togram predicted with triangular sub-graphs extends to 
higher errors when compared with the model trained with 
full-graphs and quadrilaterals. As a result of worse pre-
dictions in Fig. 5 (h), we observe that the final residual 
energies with triangular sub-graphs predicted schedules 
have similar performance as that of the linear schedules, 
while the schedules predicted with quadrilaterals and full 
graphs lead to a better distribution of residual energies.

VI. TESTING THE INVARINCE OF 
PREDICTIONS UNDER TRANSLATION AND 
PERMUTATION

In this section, we verify if the neural network is able 
to identify invariance of the Ising models under symme-
try operations. Relabelling the spins of a given system in 
an appropriate way into different configurations (corre-
spendingly changing the interactions and external fields) 
represent the original system. However, for a given neural 
network, the relative positions of interactions and exter-
nal fields in the input layer change for a relabelled model. Therefore, it is interesting to put the neural network into test to predict similar schedules for these different configurations of a system. One such meaningful operation is to rotate the labels in a cyclic manner for a system with closed boundary conditions. In case of a fully connected model, exchange of any two spin labels does not alter the spectral properties of the system.

Firstly, we consider 5 spin models with periodic boundary conditions. We move the interaction terms cyclically to generate other configurations of this model which are symmetric in their spectral properties with respect to the original model as shown in Fig. 7(a). An example of the translation is shown in Fig. 7(b). We consider two trained neural networks to make predictions. One trained with sub-graphs of open spin chains and the one with full-graphs. Both the neural networks are trained with training data of size 200k. In Fig. 7(c) we show the prediction results in terms of MREs for 5 configurations by each of the neural network for 1000 test instances. For a given neural network, the predictions for all the 5 configurations have similar prediction errors. Further, the neural network trained with full-graphs of 5 spins nearest neighbour models with periodic boundary conditions (depicted in blue color) performs better than the neural network trained with sub-graphs (depicted in red color).

As the second test, we consider a fully connected model with 5 spins and generate new configurations of the given model by exchanging labels of a pair of spins at a time as shown in Fig. 7(d) and (e). We correspondingly change the interactions and local fields. We generate 10 such configurations which essentially represent the same original system and verify if the LSTM neural network can predict the optimal schedules for all the configurations. Again, we consider three trained neural networks. Two neural networks trained with triangular and quadrilateral sub-graphs respectively as described in the previous section and another trained with fully connected Ising models. In Fig. 7(f) we show the distribution of MREs of prediction for 1000 test instances. It is evident that training with full-graphs has obvious advantage over training with sub-graphs. However, MREs when trained sub-graphs peak at a considerably low error.

We further study the performance of quantum annealing with these predicted schedules in Fig. 8. In Fig. 8 (a) we consider a test instance of a nearest neighbor model with periodic boundary conditions and for a fully connected model and we show the predictions of annealing schedules for five configurations described before. Black line represents the locally adiabatic schedule for these configurations. Both the neural networks trained with full-graphs and sub-graphs make excellent prediction of annealing schedule for all the configurations. Fig. 8 (b) shows the instantaneous ground state probability with these schedules in comparison with the linear schedule. We observe that the predicted schedules drive the system with a high ground state probability until the final time, while the linear schedule drops the ground state probability of the system for the same annealing time. Similarly, in Fig. 8 (c) we show a test instance of fully connected model and predictions for 10 different configurations of permutation of labels of this model. The neural network trained with full-graphs succeeds in making better predictions than the one trained with quadrilaterals followed by the one trained with triangular sub-graphs. In Fig. 8 (d) we show the performance of quantum annealing in terms of instantaneous ground state probability.

The above tests show the capability of the LSTM neural networks to learn and be consistent with the symmetry properties of Ising models for nearest neighbour cases while there is room for improvement when it comes to fully connected models.

VII. CONCLUSIONS

In this paper we used Long Short Term Memory neural networks to learn optimal annealing schedules for random Ising models. The considered Ising models represents weighted Max-Cut problems with longitudinal fields whose interaction terms and field strength terms are chosen randomly. We followed Roland and Cerf protocol [59] that consists in forcing local adiabaticity conditions to derive optimal schedules for a set of random Ising models and used them to train the neural networks. The trained models were further used to make predictions for other unseen random models.

Beginning with the same dimensional systems for both training and predictions, we were able to observe a very accurate prediction of the annealing schedules compared to that of locally adiabatic schedules. Quantum annealing performed with LSTM predicted schedules closely followed the dynamics of that of the locally adiabatic schedule whereas both these schedules outperformed the traditional linear schedule for a given annealing time.

We showed the possibility of training the LSTM neural networks with smaller systems to make annealing schedule predictions for larger systems. The results were promising and can be hugely beneficial from the practical point of view as simulating the training data set for large systems can be computationally exhaustive. In the future, we intend to make further tests and improve our model to fit a wider class of Ising models, while training the neural network with lesser information.

As a final test, we used LSTM neural networks to make predictions for models including permutations or periodic translations of sites. We observed that the LSTM neural network is able to predict very similar annealing schedules for these models in addition to being very close to the locally adiabatic model. Even among the cases where the schedules were slightly deviating from the locally adiabatic ones, the final ground state probability of quan-
tum annealing with these schedules were higher than the linear schedules. This property of neural networks to predict similar schedules for symmetric models can have potential applications in employing neural networks to classify quantum systems based on their spectral properties that are kept invariant under symmetry operations. Moreover, it would be of great interest to use suitable random models, it is difficult to employ neural networks to also predict the optimal annealing time. Given that the major challenges in predicting annealing schedules is to also predict the optimal annealing time. Given that the annealing times vary within a very large range for random models, it is difficult to employ neural networks training in such scenarios. This is one of the problems that we look forward to address in the future.
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