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Abstract

In this thesis, we study quantum phase transitions and topological phases in low dimensional fermionic systems. In the first part, we study quantum phase transitions and the nature of currents in one-dimensional systems, using field theoretic techniques like bosonization and renormalization group. This involves the study of currents in Luttinger liquids, and the fate of a persistent current in a 1D system. In the second part of the thesis, we study the different types of Majorana edge modes in a 1D p-wave topological superconductor. Further we extend our analysis to the effect of an additional s-wave pairing and a Zeeman field on the topological properties, and present a detailed phase diagram and symmetry classification for each of the cases. In the third part, we concentrate on the topological phases in two-dimensional systems. More specifically, we study the experimental realization of SU(3) topological phases in optical lattice experiments, which is characterized by the presence of gapless edge modes at the boundaries of the system. We discuss the specific characteristics required by a such a three component Hamiltonian to have a non-zero Chern number, and discuss a schematic lattice model for a possible experimental realization.

The thesis is divided into three chapters, as discussed below:

In the first chapter, we study the effect of a boost (Fermi sea displaced by a finite momentum) on one dimensional systems of lattice fermions with short-ranged interactions. In the absence of a boost such systems with attractive interactions possess algebraic superconducting order. Motivated by physics in higher dimensions, one might naively expect a boost to weaken and ultimately destroy superconductivity. However, we show that for one dimensional systems the effect of the boost can be to strengthen the algebraic superconducting order by making correlation functions fall off more slowly with distance. This phenomenon can manifest in interesting ways, for example, a boost can produce a Luther-Emery phase in a system with both charge and spin gaps by engendering the destruction of the former.

In the second chapter, we study the type of Majorana modes and the topological phases that can appear in a one-dimensional spinless p-wave superconductor. We have considered two types of p-wave pairing, \( \Delta_{↑↑} = \Delta_{↓↓} \) and \( \Delta_{↑↑} = -\Delta_{↓↓} \), and show that in both cases two types of Majorana bound states (MBS) with different spatial dependence emerge at the edges: one purely decaying and one damped oscillatory. Even in the presence of a Zeeman term \( B \), this nature of the MBS persists in each case, where the value of chemical potential \( \mu \) and magnetic field \( B \) decides which type will appear. We present a corresponding phase diagram, indicating the number and type of MBS in the \( \mu-B \) space. Further, we identify the possible symmetry classes for the two cases (based on the ten-fold classification), and also in the presence of perturbations like a s-wave pairing and various terms involving magnetic field. It is seen that in the presence of a s-wave perturbation, the MBS will now have only one particular nature, the damped oscillating behaviour, unlike that for the unperturbed p-wave case.

In the third chapter, we study SU(3) topological phases in two dimension. It is shown by Barnett et.al that \( N \) copies of the Hofstadter model with \( \frac{2\pi}{N} \) Abelian flux per plaquette is equivalent to an \( N \)-component atom coupled to a homogeneous non-Abelian SU(N) gauge field in a square lattice. Such models have non-zero Chern number and for \( N = 3 \), can be written in terms of the SU(3) generators. In our work, we uncover two salient ingredients required to express a general three-component lattice Hamiltonian in a SU(3) format with non-trivial topological invariant. We find that all three components must be coupled via a gauge field, with opposite Bloch phase (in momentum space, if the NN hopping between two components is \( \sim -te^{ik} \), then for the other two components, this should be \( \sim -te^{-ik} \))
between any two components, and there must be band inversion between all three components in a given eigenstate. For spinless particles, we show that such states can be obtained in a tripartite lattice with three inequivalent lattice sites, in which the Bloch phase associated with the nearest neighbor hopping acts as $k$-space gauge field. The second criterion is the hopping amplitude $t$ should have an opposite sign in the diagonal element for one of the two components, which can be introduced via a constant phase $e^{i\pi}$ along the direction of hopping. The third and a more crucial criterion is that there must also be an odd-parity Zeeman-like term (as $k \to -k$, the term changes sign), i.e. $\sin(k)\sigma_z$ term, where $\sigma_z$ is the third Pauli matrix defined with any two components of the three component basis. In the presence of a constant vector potential, the kinetic energy of the electron gets modified when the vector potential causes a flux to be enclosed. This can generate the desired odd parity Zeeman term, via a site-selective polarization of the vector potential. This can be achieved in principle by suitable modifications of techniques used in Sisyphus cooling, and with a suitable arrangement of polarizer plates, etc. The topological phase is affirmed by edge state calculation, obeying the bulk-boundary correspondence.
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Chapter 1

Introduction

1.1 Quantum phases and phase transitions in 1D fermionic systems

Quantum phase transitions, differ from classical phase transitions, primarily due to fact that these can occur at temperature $T = 0$ and are effected by tuning some non-thermal parameter like chemical potential, magnetic field or chemical composition. At $T = 0$, all thermal fluctuations are frozen and the phase transition is caused by quantum fluctuations in the ground state of the system. Common examples of quantum phase transitions are Superfluid (SF) to Mott Insulator (MI) transtion, superconductor (SC) to insulator transition, disorder driven localization-delocalization transition, and so on [1, 2, 3].

Quantum phase transitions can occur due to the spontaneous breaking of symmetries, treated under the Landau theory of phase transitions. The symmetry broken phase is associated with a local order parameter, and fluctuations over this local order parameter gives the collective excitations in the phase. Collective excitations in such phases are massless Nambu-Goldstone modes, for example, gapless excitations in the broken U(1) phase in the XY model are spin waves [3, 2, 3].

However, there exists a mapping from a quantum system in $D$ dimensions at $T = 0$ to a classical system in $D + 1$ dimensions. Superfluids and superconductors in 1D in the quantum regime (at $T = 0$), has an equivalent classical description in 2D at finite temperatures. Thus, quantum phase transitions in $D$ dimensions can be understood from its classical counterpart in one higher dimension.

A separate class of quantum phase transitions exist which defy this paradigm of symmetry breaking. Topological phase transitions are quantum phase transitions associated with the topological order of the phase, even though the symmetry is preserved, i.e, there is no local order parameter to distinguish between the two phases. Different phases have different topological numbers associated with global quantities like ground state degeneracy and quasi-particle statistics, for example, fractional quantum hall states, quantum
spin liquids, etc [2, 3, 6].

1.1.1 Mermin-Wagner theorem in $D \leq 2$

The absence of long-range order in 2D systems with continuous symmetry, even at finite temperatures, can be seen from the Debye Waller factor [5]. In the 2D XY model, classical spins in a 2D lattice can rotate in the $x$-$y$ plane. The Hamiltonian with nearest neighbour coupling $J$, is given by:

$$H = -J \sum_{\langle ij \rangle} \cos (\theta_i - \theta_j),$$  \hspace{1cm} (1.1.1)

where, $\theta_i$ is the angle of the spin at site $i$. The Debye Waller factor is given by $e^{-2W}$ [5], where,

$$W = \frac{T \Lambda^{D-2}}{2 \rho_s (D-2)},$$  \hspace{1cm} (1.1.2)

($\Lambda$ is the wave number cut-off, $T$ is the temperature, $\rho_s$ is the thermodynamic stiffness and $D$ is the spatial dimension) hence showing that as $D \to 2$, $W \to \infty$. Thus, there is no long-range order in 2D at finite temperatures. This result in a more general setting is the Mermin Wagner theorem.

However, there is a phase transition at a finite temperature $T_c$ in such 2D systems, which are mediated by topological defects like the vortices. Below $T_c$, there exists a type of quasi-long range order with power law correlations, associated with bound pairs of vortices and anti-vortices. Above $T_c$, the vortices proliferate, leading to a ‘disordered phase’ with exponentially decaying correlation functions [5, 8, 7]. This transition at $T_c$ is the Kosterlitz-Thouless (KT) transition.

The universality class of the transition from the SF and SC phase to the normal phase is the XY universality class, and hence quantum superfluids and superconductors in 1D are quasi-long-range ordered (QLR0), even at $T = 0$. Stronger interactions in 1D quantum systems, can drive the system to a Mott or a charge density wave (CDW) phase, which occurs through a KT transition [9, 10, 11], as we discuss below.

1.1.2 Bosonization and correlations in 1D

As can be seen from Fig. 1.1, low-energy particle-hole excitations in 1D are sharp well-defined excitations with a well defined momentum and energy. The dispersion of any excitation $E(q)$ above the Fermi level is proportional to the momentum of the excitation,

$$E(q) = v_F (k + q) - v_F k,$$

$$= v_F q.$$  \hspace{1cm} (1.1.3)

Such low energy processes can only occur near the Fermi points, and the entire Hilbert space can be written in terms of these collective (bosonic) excitations. Depending on the
sign of the velocity near the Fermi points $k_F$ and $-k_F$, the fermions can be categorized into right movers ($v > 0$) and left movers ($v < 0$).

\[
\mathcal{H} = \sum_{k,r=R,L} (rk - k_F) c_{k,r}^\dagger c_{k,r}, \tag{1.1.4}
\]

where, $r = +1$ and $-1$ for right mover (RM) and left mover (LM) respectively. Any single particle operator can be written as:

\[
\psi(x) = \frac{1}{\sqrt{\Omega}} \sum_k c_k e^{ikx}
\]

\[
= \frac{1}{\sqrt{\Omega}} \sum_{k \sim -k_F} c_k e^{ikx} + \frac{1}{\sqrt{\Omega}} \sum_{k \sim k_F} c_k e^{ikx}
\]

\[
= \psi_L + \psi_R, \tag{1.1.5}
\]

and, the density operator:

\[
\rho(x) = \psi_R^\dagger(x)\psi_R(x) + \psi_L^\dagger(x)\psi_L(x) + \psi_R^\dagger(x)\psi_L(x) + \psi_L^\dagger(x)\psi_R(x) \tag{1.1.6}
\]

Eq. \ref{eq:1.1.4} can be written in terms of these density operators, which in turn, can be expressed in terms of the bosonic fields $\phi$ and its conjugate field $\theta$ (commutation relation between $\phi$ and $\nabla \theta$ is, $[\phi(x), \nabla \theta(x')] = i\pi \delta(x' - x)$). An interacting spinless Hamiltonian in 1D in the continuum can thus be written in the Gaussian form (note that on a lattice umklapp processes can introduce additional terms),

\[
H = \frac{1}{2\pi} \int dx \left[u K (\nabla \theta(x))^2 + \frac{u}{K} (\nabla \phi(x))^2\right] \tag{1.1.7}
\]
where,

\[
\phi(x) = -(N_R + N_L) \frac{\pi x}{L} - \frac{i \pi}{L} \sum_{q \neq 0} \frac{1}{q} e^{-a q^2/2 - i q x} (\rho_R(q) + \rho_L(q)),
\]

\[
\theta(x) = (N_R - N_L) \frac{\pi x}{L} + \frac{i \pi}{L} \sum_{q \neq 0} \frac{1}{q} e^{-a q^2/2 - i q x} (\rho_R(q) - \rho_L(q)),
\]

and \(u\) is the Fermi velocity and \(K\) is the Luttinger parameter \([9, 10, 11, 12]\). \(\nabla \phi\) gives the density fluctuations and \(\nabla \theta\) is the current operator in 1D. The details are elaborated in chapter 2.

The Luttinger parameter \(K\) has the information about the interaction processes in the system:

\[
u = v_F \left[ \left( 1 + \frac{g_4}{2 \pi v_F} \right)^2 - \left( \frac{g_2}{2 \pi v_F} \right)^2 \right]^{1/2},
\]

\[
K = \left[ \frac{1 + \frac{g_4}{2 \pi v_F} - \frac{g_2}{2 \pi v_F}}{1 + \frac{g_4}{2 \pi v_F} + \frac{g_2}{2 \pi v_F}} \right]^{1/2},
\]

where, \(g_4\) is the scattering process between the same species of fermions on the same side of the Fermi sea (between fermions of same chirality), \(g_2\) is the scattering between species on opposite sides of the Fermi sea (between fermions of opposite chirality), as shown in Fig. 1.3. \(K = 1\) is the non-interacting point, \(K > 1\) being the attractive regime and \(K < 1\) being repulsive.

Note that this description is different from the Fermi liquid paradigm, where instead of single-particle excitations, low-energy elementary excitations are particle-hole pairs.
Figure 1.3: Relevant scattering processes in Luttinger liquids. Figure 1: (Clockwise from top left) The $g_4$ process is where the scattering occurs on the same side of the Fermi sea. Figure 2: In the $g_2$ process, the right (left) mover scatters with a left (right) mover but remains a right (left) mover. $g_4$ and $g_2$ processes are relevant in both the charge and the spin sector of the system with the net momentum exchange being $q \sim 0$. Figure 3: Umklapp process in the charge sector is operative only in the presence of a lattice at half-filling. Here ($g_3$ process) two right (left) movers scatter to become two left (right) movers, with the net momentum exchange being $q \sim 4k_F$. Figure 4: Umklapp in the spin sector is relevant even in the absence of a lattice. The $g_1$ process is where a right (left) mover (say, with up-spin) scatters with a left (right) mover (with down spin), and becomes a spin-flipped right (left) mover (with down spin). This is a spin exchange process, with the momentum exchange being $q \sim 2k_F$. 


which are bosons and can propagate coherently \[9,10,11,12,13\]. The Luttinger liquid is the relevant description of such quantum fluids in one dimension. Such systems have a special property of always being ‘nested’, since in 1D the Fermi surface (FS) is just two Fermi points, which can always be connected by a nesting vector \(Q = 2k_F\). For values of \(k\) near the Fermi points the energy satisfies, \(\xi(k + Q) = -\xi(k)\), where the susceptibility for both the particle-particle and particle-hole channel, diverges and the perturbation theory in the interaction becomes singular. In higher dimensions, in general, \(\chi\) itself does not diverge but its derivatives become singular. Thus, nesting is a rule for 1D systems. This divergence in the susceptibility occurs simultaneously in both the channels, particle-hole and particle-particle, causing competing SC and CDW orders (for spinless fermions) with power law correlations. This causes a quasi-long range order (QLRO) in both these channels. However, for strong enough umklapp interactions, the Luttinger liquid can be destabilized through a KT transition to a gapped CDW phase.

For fermions with spin, umklapp is operative even in the continuum. The bosonic fields for each spin species are: \[9,10,11\]:

\[
\begin{align*}
\phi_\rho &= (\phi_\uparrow + \phi_\downarrow) \\
\phi_\sigma &= (\phi_\uparrow - \phi_\downarrow)
\end{align*}
\]

The \(\phi_\rho, \theta_\rho\) and \(\phi_\sigma, \theta_\sigma\) have the usual commutation relations. The single particle operator in terms of these fields:

\[
\psi_{\tau}(x) = U_{\tau,\sigma} \lim_{\alpha \to 0} \frac{1}{2\pi\alpha} e^{i r k_F x} e^{-\frac{i}{\sqrt{2}} \left[ (r \phi_{\tau}(x) - \theta_{\tau}(x)) + \sigma (r \phi_{\sigma}(x) - \theta_{\sigma}(x)) \right]}
\]

The Hamiltonian can be separated into two independent sectors \[9\]:

\[
H = H_\rho + H_\sigma
\]

The charge part of the Hamiltonian is purely quadratic (in the absence of a lattice), only the spin part has an additional term. Together with the quadratic part, the total Hamiltonian is written as \[9\]:

\[
H = H_0 + \int dx \frac{2g_{1\perp}}{(2\pi\alpha)^2} \cos(2\sqrt{2}\phi_{\sigma}(x)),
\]
where, the Luttinger parameters in $H_0$ are given by:

\[
u_\nu = \nu_F \left[ \left( 1 + \frac{y_\nu}{2} \right)^2 - \left( \frac{y_\nu}{2} \right)^2 \right]^{1/2},
\]

\[
K_\nu = \left[ 1 + \frac{y_\nu}{2} + \frac{y_\nu}{2} \right]^{1/2},
\]

\[
g_\nu = g_{1\parallel} - g_{2\parallel} \mp g_{2\perp},
\]

\[
g_{4\nu} = g_{4\parallel} \pm g_{4\perp},
\]

\[
y_\nu = \frac{g_\nu}{\pi \nu_F},
\]

(1.1.14)

where $\nu = \rho, \sigma$ and the upper sign refers to $\rho$ and lower sign to $\sigma$. Note that the fermionic form of the umklapp term is $g_{1\perp} \sum_\sigma \psi_{L,\sigma}^\dagger \psi_{R,-\sigma}^\dagger \psi_{L,-\sigma} \psi_{R,\sigma}$, as will be seen in Sec. 2.4.

The entire Hilbert space can be expressed in terms of the product of charge and spin excitations, and ensures the absence of any single particle excitations in the system.

In the presence of spin, now the SC pairing can be both triplet and singlet. Additionally quasi-long-ranged spin density wave (SDW) order is also possible in the system along with CDW. Umklapp can produce a gapped SDW order in the continuum giving a Luther Emery phase [9, 10].

1.1.3 Landau critical velocity in one dimension

Let us refer to a gedanken experiment of a fluid, initially in equilibrium, moving with a velocity $v$ in a pipe shaped container. A normal fluid would eventually thermalize and come to rest due to interactions with the walls of the container. However, for a SF, the SF fraction $\rho_s/\rho_0$ will continue to flow indefinitely with velocity $v$. This is because the SF velocity is topologically constrained by the quantization of the condensate phase (It is only beyond a certain velocity above which the phase slips occur, when interaction with the walls becomes relevant and quantized vortices emerge in the fluid) [31]. Observation of the SF response in 2D has been done by torsional oscillator (TO) experiments in $^4He$ films, where a change in the resonance frequency of the TO has been observed, despite the lack of long range order in 2D at finite temperatures [7]. Thus, superfluidity in 2D, lacking long range phase coherence, can still be understood in terms of the helicity modulus, which is a static property [32]. However, a 1D system lacks a condensate and there is no obvious separation between the SF and the normal component of the fluid. The helicity modulus vanishes in the thermodynamic limit for all temperatures. Thus, at finite temperatures, the problem of defining superfluidity in 1D is a dynamical one.

The first chapter of the thesis is based on current and anomalous transport in one dimensional systems (like the t-V model) at zero temperature, where currents of both chirality are present. We study the effect of a boost (Fermi sea displaced by a finite momentum) on one dimensional systems of lattice fermions with short-ranged interactions. In the absence of a boost such systems with attractive interactions possess algebraic
superconducting order. Motivated by physics in higher dimensions, one might naively expect a boost to weaken and ultimately destroy superconductivity. However, we show that for one dimensional systems the effect of the boost can be to strengthen the algebraic superconducting order by making correlation functions fall off more slowly with distance. This phenomenon can manifest in interesting ways, for example, a boost can produce a Luther-Emery phase in a system with both charge and spin gaps by engendering the destruction of the former.

An electrical current set up in a superconductor continues to flow even in the absence of a driving electric field [14, 15, 16]. Such a persistent current is equivalent to an imbalance in the number of carriers moving along and opposite to the direction of the current, i.e. a boost. In a 1D system, a boost can be realized with different chemical potentials for left and right movers. The magnitude of the boost or the current cannot be arbitrarily large and there is a critical value above which the superconducting state is destroyed. This phenomenon is analogous to the destruction of a superfluid when its flow velocity is larger than the critical velocity. The critical value of the boost can be calculated from the Bogoliubov- de Gennes equations for a superfluid [17] and superconductor [18, 19]. However, there is a difference between this phenomenon in SF and in SC. The quasiparticle excitations which makes the ground state unstable in a SF are the collective bosonic modes with linear dispersion and the velocity at which this occurs is the critical velocity. However, for a SC, the critical velocity can be either the velocity at which the bosonic modes arise, or the Landau critical velocity at which the gap goes to zero and single particle excitations emerge, whichever is lower.

A natural question is about the fate of superconductors, which do not have long range order (and hence order parameter equal to zero) upon the application of a boost. The most common example of such a system is a one dimensional system of fermions with attractive interactions [9, 10, 11, 13]. Such one dimensional superconductors have recently come to the fore as they possess interesting topological properties such as the existence of Majorana edge modes under appropriate conditions [2, 7, 20]. Experiments to detect these modes typically involve driving a current through the superconductor [23, 24] and hence it is germane to ask how large the critical current in these systems can be. Moreover, such systems have also been realized in cold atomic gases where it has been possible to make the system left-right asymmetric thereby producing a boost [25, 26, 27].

The critical velocity $v_c$ at which gapless excitations emerge in the superconducting (SC) ground state, has been calculated in mean-field theory (Bogulibov De-Gennes theory for a 1D p-wave superconductor), and is found to be less than the Landau critical velocity $v_L$, precisely about $\frac{v_L}{\sqrt{2}}$ [18]. The above transition of the SC state to the normal state, due to the presence of a flow, is found to be a Clogston-Chandrasekhar type discontinuous transition [28, 29]. This occurs due to the competition between the condensation energy and the flow energy associated with the presence of a current in the SC. The equivalence between the exchange field in the Clogston-Chandrasekhar transition, and the flow energy
in the boosted superfluid, can be understood from the following analogy. In the presence of the exchange field, the up and down spins in a Cooper pair are separated by energy \(\mu B\). In the case of the boosted SF, the pairing of spinless electrons is between states \(k + \frac{q}{2}\) and \(-k + \frac{q}{2}\), which are separated by energy \(\frac{2k_F q}{m}\) near \(k_F\). The exchange field in the superconductor is equivalent to the flow energy \(k_F v\), where, \(v = \frac{q}{m}\). In the former case, the normal state can be polarised, thus, reducing the energy by an amount proportional to \(B^2\). In the latter case, the stationary normal state has an energy lower than the flowing normal state by an amount proportional to \(q^2\).

At \(T = 0\), the maximum equilibrium critical current occurs at a velocity \(v_L/\sqrt{2}\). At this velocity, the SC state first becomes unstable, and eventually gives way to the normal state, via the pre-emptive transition at \(v k_F = \Delta_0/\sqrt{2}\), where \(\Delta_0\) is the gap at zero boost at \(T = 0\). Contrary to this, the critical velocity in higher dimensions \(v_c\) is found to be equal to the Landau critical velocity \(v_L\) [17]. A similar calculation for a clean one dimensional superconductor incorporating the effects of quantum fluctuations has not been performed so far. However, it has been shown that phase slips induced by the contact of the superconductor with the walls of a container or the presence of statically irrelevant perturbations can dynamically destroy superconductivity at finite frequency and temperature in one dimension [30].

The momentum response function has been calculated in the presence of phase slips at finite temperatures, to study the response of the SF against the moving container [30],

\[
\chi_{\mu\nu}(r, t) = -i\hbar^{-1} \vartheta(t) \langle [\pi_\mu(r, t), \pi_\nu(0, 0)] \rangle, \quad (\mu, \nu = x, y, z) \quad (1.1.15)
\]

where,

\[
\pi(r) = \frac{\hbar}{2i} \left[ \Psi^\dagger(r) \nabla \Psi(r) - \nabla \Psi^\dagger(r) \Psi(r) \right]. \quad (1.1.16)
\]

In the absence of phase slips, \(\chi(\omega, T) = \lim_{q \to 0} \chi(q, \omega, T) = 0\), implying that there is no normal component and the entire system behaves as a perfect SF at any \(\omega, T\). In the presence of phase slips, the real part of \(\chi(\omega, T)\) is related to the normal component \(\rho_n\) and the imaginary part gives the dissipation. It was observed that as the probe frequency is decreased, the superfluid onset temperature decreases. In the limit when \(\omega \to 0^+\), \(\chi(\omega \to 0, T)\) is non-zero. The dynamical SF response is thus observable even at very low probing frequencies \(\sim 2\text{kHz}\), due to constrained dynamics in 1D, which leads to anomalously long lifetime of currents [33].

In the second chapter, we answer the question of how a boost affects the quasi-long-ranged superconducting state in one dimension at zero temperature. Our main result is that the boost can have the counter-intuitive effect of strengthening the superconductivity (in a sense that we explain later) as opposed to weakening it like in higher dimensions. The boost eventually destroys superconductivity at a critical value but does so discontinuously when one of the Fermi points of the system is boosted to zero momentum. We
demonstrate that a similar effect exists even for systems with quasi-long-ranged charge density wave order, i.e., the order is strengthened upon the application of a boost. We also show that for the boost to have any non-trivial effect, the underlying system has to have broken Galilean invariance, which is naturally realized in lattice systems. This has the additional effect of producing interesting phases at commensurate filling upon the application of a boost when umklapp is operative. These observations point to the possibility of new types of phase transitions that can be achieved by boosting the system. For example, we show that a system with a charge and spin gap can be boosted into a Luther-Emery phase \[34, 35\] by closing the charge gap.

1.2 Majorana bound states in 1D superconductors

1.2.1 Majorana fermions and their origin

Majorana fermions arise from the Dirac equation where all the $\Gamma$ matrices are imaginary, but still satisfying the Clifford algebra \[36\]. Majorana solutions in the Dirac equation can be obtained from:

$$[i \tilde{\gamma}^\mu \delta_\mu - m] \Psi_{\text{Maj}} = 0,$$  \hspace{1cm} (1.2.1)

where, $\tilde{\gamma}^\mu$ are imaginary, $\Psi_{\text{Maj}} = \Psi_{\text{Maj}}^\dagger$ with $m = 0, E = 0$. Dirac fermion can be written in terms of two Majorana fermions:

$$\Psi_{\text{Dir}} = \frac{1}{2}(\Psi_{\text{Maj},1} + i\Psi_{\text{Maj},2})$$

$$\Psi_{\text{Dir}}^\dagger = \frac{1}{2}(\Psi_{\text{Maj},1} - i\Psi_{\text{Maj},2})$$ \hspace{1cm} (1.2.2)

Majorana particles, being their own anti-particles, can appear in superconductors in the form of Bogulibov quasi-particles. A quasiparticle excitation at energy $E$ above the BCS ground state (spinless), can be written as,

$$|\psi\rangle = \gamma_E^\dagger |\text{BCS}\rangle$$

$$= (\alpha c_{E,\sigma}^\dagger + \beta c_{-E,\sigma'}) |\text{BCS}\rangle.$$  

In the above equation, $\gamma_E^\dagger = \gamma_E$ is only satisfied when $\sigma = \sigma'$, giving $\beta = \alpha^*$ and $E = 0$ (for a symmetric spectrum). This is automatically true for p-wave SC. For s-wave, $\sigma = -\sigma'$ and hence, $\gamma_E^\dagger \neq \gamma_E$. Hence, it can be seen that one needs p-wave superconductivity to arrive at zero energy Majorana edge states.

Majorana “quasiparticles” are theoretically predicted in a number of condensed matter systems like interface of topological insulators with BCS superconductors \[4\], quantum spin systems \[38\] and fractional quantum hall liquids ($\nu = 5/2$) \[39\]. Several experiments have reported evidence of zero-energy states in nanowire-based systems \[40,41\], where the appearance of zero energy tunneling resonance is regarded as evidence for the existence of
the Majorana zero mode, Fig. 1.4. However, several other phenomena can give rise to zero-bias peaks, like, an ordinary localized state, the Kondo effect or Andreev states [42]. Thus additional experimental signatures unique to Majorana zero modes are more desirable.

![Figure 1.4: Low bias conductance as a function of applied magnetic field parallel to the wire axis in an induced 1D topological superconductor. A zero-bias peak is seen for the range of $\mu$ which lies within the topological gap, supporting the presence of Majorana fermions at the edges. (Ref: A. Das et al, Nat. Phys. 8, 887 (2012))](image)

### 1.2.2 Spinless Kitaev model and Majorana

One dimensional Kitaev chains (p-wave superconductor) are also known to host Majorana modes at the edges [2, 7, 13, 14, 17]. Majorana edge modes can be calculated from the spinless p-wave Hamiltonian:

$$
\mathcal{H} = \sum_k (\xi_k - \mu)c_k^\dagger c_k + \left[ \Delta(k)c_k^\dagger c_{-k}^\dagger + \Delta^*(k)c_k c_{-k} \right]
$$

(1.2.3)

where, $\xi_k$ is the non-interacting electron dispersion, $\mu$ is the chemical potential and $\Delta$ is the p-wave order parameter. For p-wave we need, $\Delta(k) = -\Delta(-k)$. Bogulibov transformation of Eq. 1.2.3 gives,

$$
\mathcal{H} = \sum_k \Psi_k^\dagger H_{BDG} \Psi_k,
$$

(1.2.4)

where, the basis is $\Psi_k = \begin{bmatrix} c_k & c_{-k}^\dagger \end{bmatrix}^T$; and, $H_{BDG} = \begin{pmatrix} \epsilon(k) & \Delta(k) \\ \Delta^*(k) & -\epsilon(-k) \end{pmatrix}$, with $\epsilon(k) = -\epsilon(-k) = \frac{1}{2}(\xi_k - \mu)$. 
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Diagonalizing the BDG Hamiltonian gives the eigenvalues of the quasi-particles, \( E(k) = \pm \sqrt{(\epsilon(k))^2 + |\Delta(k)|^2} \). Introducing a lattice, and a phase dependent p-wave order parameter, \( \Delta e^{i\phi} \), the dispersion now becomes, \( E(k) = \pm \sqrt{(-t \cos(k) - \mu)^2 + |\Delta_0|^2 \sin^2(k)} \). It can be seen that a gap closing occurs at \( |\mu| = \pm t \), separating the topologically trivial and non-trivial phase:

\[
|\mu| > t \quad \text{Gapped (} E_+ - E_- > 0 \): trivial
|\mu| = \pm t \quad \text{Gapless modes (} E = 0 \): k = \pm \pi \text{ or } k = 0
|\mu| < t \quad \text{Gapped topological (} \Delta \neq 0 \) (1.2.5)
\]

Majorana states can be explicitly seen in the Kitaev model by mapping the 1D p-wave chain on to a chain of majorana modes by the following transformation,

\[
c_x = e^{-i\phi} \left( \gamma_{B,x} + i\gamma_{A,x} \right)
\]
\[
c^\dagger_x = e^{i\phi} \left( \gamma_{B,x} - i\gamma_{A,x} \right)
\]

where, \( c \)'s are the operators for the Dirac fermions and \( \gamma \)'s for the Majorana fermions. Each Dirac fermion is composed of two types of Majoranas, \( A \) and \( B \). Replacing \( c_x \) and \( c^\dagger_x \) in the 1D Kitaev lattice model,

\[
H_{Maj} = -\frac{\mu}{2} \sum_x \left( 1 + i\gamma_{B,x}\gamma_{A,x} \right) - \frac{i}{4} \sum_x \left( \Delta + t \right) \gamma_{B,x}\gamma_{A,x+1} + \left( \Delta - t \right) \gamma_{A,x}\gamma_{B,x+1} 
\]

In the topological limit with \( \mu = 0, \Delta = t \neq 0 \),

\[
H_{Maj} = -\frac{i}{2} \sum_x t\gamma_{B,x}\gamma_{A,x+1} 
\]

indicating that the pairing between the Majoranas are such that two Majorana modes, one at each edge, is left unpaired. Each of these Majoranas are half of the Dirac fermion appearing in the Kitaev chain, Fig[1.5]

### 1.2.3 p-wave superconductivity with spin

The general form of a spin-full BdG Hamiltonian with p-wave pairing, in the absence of a magnetic field, is given by:

\[
H_{BdG} = \begin{pmatrix}
\frac{\gamma_{k+}}{2} & \Delta_{\uparrow\downarrow}(k) & 0 & \Delta_{\downarrow\uparrow}(k) \\
\Delta_{\uparrow\downarrow}(k) & -\frac{\gamma_{k+}}{2} & \Delta_{\downarrow\downarrow}(k) & 0 \\
0 & \Delta_{\downarrow\downarrow}(k) & \frac{\gamma_{k+}}{2} & \Delta_{\downarrow\uparrow}(k) \\
\Delta_{\uparrow\uparrow}(k) & 0 & \Delta_{\downarrow\uparrow}(k) & -\frac{\gamma_{k+}}{2}
\end{pmatrix}
\]

(1.2.9)
Figure 1.5: Left panel: Schematic diagram indicating the trivial gapped, with $\mu \neq 0$, $\Delta = t = 0$, and topological gapped, with $\mu = 0$, $\Delta \neq 0$, phases. Topological phase has two unpaired Majorana modes on the edges, one on each side. Right panel: K.E dispersion for a 1D spinless Kitaev chain is illustrated, where the p-wave pairing opens a bulk gap except at the chemical potential values $\mu = \pm t$. The system forms a non-topological strong pairing phase for $|\mu| > t$, and a topological weak-pairing phase for $|\mu| < t$. For a SU(2) Hamiltonian, $H(k) = \mathbf{h}(k)\hat{\sigma}$ (where, $\hat{\sigma}$ are Pauli matrices), the topological invariant $\nu$ can be visualized by considering the trajectory that $\mathbf{h}(k)$ sweeps on the unit sphere as $k$ varies from 0 to $\pi$; (b) and (c) in the right panel illustrate the two types of allowed trajectories. [Ref: J. Alicea, Rep. Prog. Phys. 75, 076501 (2012)]

In the basis, $(c_{k,\uparrow}^\dagger, c_{-k,\downarrow}^\dagger, c_{k,\downarrow}^\dagger, c_{-k,\uparrow}^\dagger)$.

In the presence of two different species of electrons (say, spin) labelled by $\alpha$ and $\beta$, triplet pairing between them should follow: $\Delta_{\alpha\beta}(k) = -\Delta_{\alpha\beta}(-k)$, and, $\Delta_{\alpha\beta}(k) = \Delta_{\beta\alpha}(k)$.

With the above properties, some of the possible pairings are:

$$\begin{align*}
\Delta_{\uparrow\uparrow}(k) &= \Delta_{\downarrow\downarrow}(k) \\
\Delta_{\uparrow\downarrow}(k) &= -\Delta_{\downarrow\uparrow}(k) \\
\Delta_{\uparrow\down\uparrow}(k) &= \Delta_{\down\uparrow\uparrow}(k)
\end{align*}$$

The special cases of Hamiltonians with these possible pairings are:

$$\begin{align*}
\mathcal{H}_1 &= \left(\frac{p^2}{2m} - \mu\right) \tau_z + \Delta_0 \sigma_z \tau_x \\
\mathcal{H}_2 &= \left(\frac{p^2}{2m} - \mu\right) \tau_z + \Delta_0 \sigma_x \tau_x \\
\mathcal{H}_3 &= \left(\frac{p^2}{2m} - \mu\right) \tau_z + \Delta_0 \sigma_x \tau_x
\end{align*}$$

where, $\Delta_0$ gives the magnitude of the p-wave pairing, $\sigma$ is the Pauli matrix for spin and $\tau$ for particle-hole sector. In the first case, the pairing is between same species with same sign for $\uparrow$ spin and $\downarrow$ spin [9], whereas for the second case, they have opposite signs. In the third case, the pairing is of the form $\langle \hat{c}_\sigma(k)\hat{c}_{-\sigma}(-k) \rangle$ [50].

The first kind of Hamiltonian is realizable in the low energy sector of a time reversal (TR) symmetric two-channel quantum wire, proximity coupled to a conventional s-wave
SC, and is found to support a Kramer’s pair of Majorana bound states (MBS) in the topological phase \([9]\). Transition between different topological phases, hosting two, one or zero number of MBS, can be effected by applying a magnetic field perpendicular to the spin-orbit direction, as shown in Fig. 1.6. It was shown by Tewari \(et.al\) \([10]\) that MBS in a TR symmetric 1D p-wave chain are topologically robust to perturbations which are TR symmetry breaking, like the magnetic field. It was identified that with perturbations such systems belong to the BDI symmetry class, whereas the TR symmetric Hamiltonian can be characterised as both BDI or DIII. Majorana Kramers pairs can still persist in the absence of TR symmetry if the chiral symmetry is preserved \([11]\). This is because broken chirality may not be associated with broken TR symmetry and in such cases MBS survive due to the emergence of the \(Z_2\) topological invariant in the system. It was also shown that for s-wave SC with spin-orbit coupling, which has MBS at the edges, only those perturbations which break TR and chiral symmetry simultaneously will split the MBS into finite energies.

In chapter 3, we study the type of Majorana zero modes present at the edges of 1D p-wave superconductors, having different kinds of spinless p-wave pairing \((\Delta_{\uparrow \uparrow} = \Delta_{\downarrow \downarrow} \text{ and } \Delta_{\uparrow \downarrow} = -\Delta_{\downarrow \uparrow})\). We study the effect of a Zeeman magnetic field on such spinless p-wave SC and the transition from one topological phase to another in the presence of such Zeeman terms. In addition, we analyse the effect of a s-wave term in each of the above cases and present a detailed symmetry classification of the different topological phases attained with combinations of the s-wave and Zeeman terms. In performing the classification, we have redefined the time reversal (TR) and the particle hole (p-h) operators in a general
sense, such that the TR operator is an anti-unitary operator which does not mix the particle-hole sector and the p-h operator is an anti-unitary operator which mixes the p-h sector. For cases, where more than one anti-unitary operator satisfies the symmetry condition, the Hamiltonian needs to be block diagonalized into an irreducible form and an effective operator needs to be identified in each block to get the correct symmetry operation [8]. We show examples where in spite of TR symmetry being present, the breaking of chiral symmetry in each such block splits the MBS so they have finite energies.

For the spinless p-wave case without perturbations, we observe the presence of two types of MBS: a purely decaying MBS and a damped oscillating MBS, depending on the values of magnetic field $B$ and chemical potential $\mu$, and present phase diagrams for the same. Even in the presence of a Zeeman term $B$, this nature of the MBS persists in each case, where the value of chemical potential $\mu$ and magnetic field $B$ decides which type will appear. Further, we identify the possible symmetry classes for the two cases (based on the ten-fold classification) [8], and also in the presence of perturbations like an s-wave pairing and various terms involving magnetic field. It is seen that in the presence of an s-wave perturbation, the MBS will now have only one particular nature, the damped oscillating behaviour, unlike that for the unperturbed p-wave case.

### 1.3 SU(3) topological insulators

#### 1.3.1 Quantum Hall effect and Chern number

The quantum hall effect ushered in a new era in condensed matter physics in the 1980’s. It is the remarkable phenomenon of quantization of hall conductance in 2D systems under strong magnetic fields and very low temperatures. The electrons in the bulk form circular localized orbit, rendering the bulk insulating, while the edge remains conducting [51]. Such phases of matter are associated with certain topological characteristics, which are robust to any perturbations that does not close gap in the band structure of the system. These systems are characterized by certain topological invariants called Chern numbers, which is also related to the number of edge modes in the system [12].

On a lattice, the Hall conductance is given by the Thouless-Kohmoto-Nightingale-den Nijs (TKNN) formula and is called the Chern number [53, 54]. In the presence of a lattice, the Bloch state $|u(k)\rangle$ is invariant under transformations of the form, $|u(k)\rangle \rightarrow e^{i\phi(k)}|u(k)\rangle$, which is similar to an electromagnetic gauge transformation in momentum space. The Berry connection given by,

$$\mathcal{A}(k) = -i\langle u(k)|\nabla_k|u(k)\rangle$$ (1.3.1)

is analogous to the electromagnetic vector potential, and under the above transformation of the Bloch state, $\mathcal{A} \rightarrow \mathcal{A} + \nabla_k \phi(k)$. Even though $\mathcal{A}$ is not gauge invariant, the integral of $\mathcal{A}$ over a closed loop (analog of the magnetic flux) is. The integral of the Berry curvature,
\( \mathcal{F} = \nabla \times \mathbf{A} \), over a closed path in the Brillouin zone gives the Chern number, which is an integer,

\[
n = \frac{1}{2\pi} \int_{BZ} d^2k \mathcal{F},
\]

and characterizes the topological properties of the system. This can be physically visualized in the following way. For a SU(2) Hamiltonian, \( \mathcal{H}(k) = h(k)\hat{\sigma} \) (where, \( \hat{\sigma} \) are Pauli matrices), the Chern number \( \nu \) can be visualized as the number of times \( \hat{h}(k) \) wraps around a unit sphere as \( \vec{k} \) goes around the toroidal Brillouin zone once (The reciprocal lattice vector in the Brillouin zone, \( \vec{k} = (k_x, k_y) \) lives in a torus, with \( k_x = k_x + \frac{2\pi}{a_x}, k_y = k_y + \frac{2\pi}{a_y} \)).

### 1.3.2 Haldane model and Chern insulator

![Haldane model](image)

Figure 1.7: Haldane model: A honeycomb structure with two sublattices A (red) and B (black) with nearest neighbour (NN) and next nearest neighbour hopping (NNN). \( \vec{v}_1 \) and \( \vec{v}_2 \) denotes the two lattice vectors.

The Haldane model \([53]\) is a lattice model, with nearest neighbour (NN) and next nearest neighbour hopping (NNN) on a honeycomb lattice with two sub-lattices Fig. 1.7 exhibiting non-trivial topological properties in the absence of a magnetic field. The complex nature of the NNN hopping breaks TR symmetry, whereas the asymmetry of the on-site potential of the two sub-lattices breaks inversion symmetry. The lattice vectors are: \( \vec{v}_1 = \{\sqrt{3}a, 0\} \) and \( \vec{v}_2 = \{-\frac{\sqrt{3}}{2}a, \frac{3}{2}a\} \), where, \( a \) is the NN distance. The Hamiltonian of this model is:

\[
H = H_{NN} + H_{NNN} = \begin{pmatrix} a_k & b_k^\dagger \end{pmatrix} \begin{pmatrix} H_{11}(k) & H_{12}(k) \\ H_{21}(k) & H_{22}(k) \end{pmatrix} \begin{pmatrix} a_k \\ b_k \end{pmatrix}
\] (1.3.3)
and,

\[ H_{11}(k) = \Delta_0/2 - 2t' \sum_i \cos (\vec{k}.\vec{v}_i - \phi), \quad H_{12}(k) = -t \sum_i e^{-i\vec{k}.\vec{e}_i} \]

\[ H_{22}(k) = -\Delta_0/2 - 2t' \sum_i \cos (\vec{k}.\vec{v}_i + \phi), \quad H_{12}(k) = -t \sum_i e^{i\vec{k}.\vec{e}_i} \]

where, \( \Delta_0 \) is the difference in the on-site potential of A and B atoms, and \( \vec{e}_i \) is the lattice vector between NN. Eq. 1.3.3 can be written as,

\[ H(\vec{k}) = a(\vec{k}) I + d(\vec{k}).\vec{\sigma} \quad (1.3.4) \]

where, \( \vec{\sigma} \) are the Pauli matrices, \( a(\vec{k}) = \frac{(H_{11} + H_{22})}{2} \), and, \( d(\vec{k}) = \frac{(H_{11} - H_{22})}{2} \hat{\sigma}_z + \frac{(H_{12} + H_{21})}{2} \hat{\sigma}_x + \frac{i(H_{12} - H_{21})}{2} \hat{\sigma}_y \). The Berry curvature \( F(\vec{k}) \) can then be expressed as:

\[ F(\vec{k}) = \pm \frac{1}{2\pi} \hat{d}(\vec{k}) \left[ \partial_{k_x} \hat{d}(\vec{k}) \times \partial_{k_y} \hat{d}(\vec{k}) \right], \quad (1.3.5) \]

which, on integrating over a closed path in the Brillouin zone gives a non-zero Chern number.

At the Dirac points, \( K \) and \( K' \), the gap opens either due to breaking of TR symmetry or inversion symmetry. If the band dispersion is given by \( \epsilon_{\pm}(k) \), then, the quantities, \( \epsilon_{\pm}(K) - \epsilon_{\pm}(K') \) and \( \epsilon_{\pm}(K') - \epsilon_{\pm}(K) \), having the same sign indicates trivial insulator and opposite sign indicates Chern insulator, with the Chern number being \( \pm 1 \).

### 1.3.3 Hofstadter model

The Hofstadter model [55] describes yet another system which exhibits the robust quantization of the Hall conductivity. The Hamiltonian of free electrons hopping on a square lattice in the presence of a uniform magnetic field (with vector potential \( A \)) is:

\[ H = -t \sum_{<r,r'>} c_{r'}^\dagger e^{-i\int \vec{A} \cdot d\vec{l}} c_r + \hbar c \quad (1.3.6) \]

With the Landau gauge, the Eq. 1.3.6 becomes,

\[ H = -t \sum_{<r,r'>} c_{r'}^\dagger e^{-i\Phi_x} c_r + \hbar c \quad (1.3.7) \]

where, \( \Phi \) is the flux quanta per unit cell. When \( \Phi \) is not a rational number, the energy \( E \) vs. \( \Phi \) shows a fractal structure as shown in Fig. 1.8. For fixed rational flux, \( \Phi = \frac{2\pi p}{q} \), a gapped spectrum with \( q \) bands is observed.

Similar to the Haldane model, the Chern number shows the topologically non-trivial character of the model. However, the calculation in this case is more complicated than the earlier case [1]. \( N \) coupled copies of the Hofstadter model with \( \frac{2\pi p}{N} \) Abelian flux per plaquette, has non-zero Chern number for each \( N \). This non-uniform gauge field, can
be written in terms of $\hat{S}_z$ (where, $\hat{S}_z = \text{diag}(s, s - 1, \ldots, -s)$ with $2s + 1 = N$), with only diagonal elements. Under a gauge transformation, this $N$ component Hofstadter model in the presence of a non-uniform Abelian gauge field, can be converted to an $N$ component Hofstadter model with a uniform non-Abelian gauge field. The lowest value of $N$ where a non-zero Chern number appears, in the presence of a uniform non-Abelian gauge field, is at $N = 3$. It was shown by Barnett et.al [1] that such a $N$-component Hofstadter model with $2\pi/N$ Abelian flux is equivalent to a SU($N$) model trapped in a uniform SU($N$) gauge field, where the topological character of the former for $N > 2$ is inherited by the latter system.

Bloch Hamiltonian on a square lattice with nearest neighbour hopping in the presence of a homogeneous SU($N$) gauge field is:

$$H(k) = -2t \left[ \cos(k_x - \hat{A}_x) + \cos(k_y - \hat{A}_y) \right]$$

(1.3.8)

where, $t$ is the hopping and $\hat{A}_{x,y}$ are constant $N \times N$ Hermitian matrices. For SU(2) systems, the cosines in Eq. (1.3.8) can be expanded and the Hamiltonian can be rewritten as:

$$H(k) = a(k) + b(k)\hat{\sigma}$$

(1.3.9)

The Berry curvature can be obtained from the projection operators $\mathcal{P}_\pm(k)$, corresponding to the two eigenstates, with $\mathcal{P}_\pm(k) = \frac{1}{2} [1 \pm b(k)\hat{\sigma}/|b(k)|]$,

$$\Omega_\pm(k) = \pm \frac{b(k)}{2|b(k)|^3} \left[ \partial_{k_x} b(k) \times \partial_{k_y} b(k) \right]$$

(1.3.10)

Figure 1.8: Hofstader butterfly: Energy $E$ vs. $\Phi$ for free electrons in a square lattice, in the presence of magnetic flux $\Phi$ per unit cell. At rational fluxes $\Phi = 1/2, 1/3, 1/4, 1/5, \ldots$, the spectrum is gapped, for irrational values of flux, it shows a fractal structure. Ref: [www.physics.iisc.ernet.in/~qcmjc/talk_slides/QCMJC.2013.08.22_Yinghai.pdf](http://www.physics.iisc.ernet.in/~qcmjc/talk_slides/QCMJC.2013.08.22_Yinghai.pdf)
In SU(2) systems, arbitrary gauge fields in the Hamiltonian can be expressed as linear combinations of the Pauli matrices \[ \sigma \], such that \( \hat{A}_{x,y} = u_{x,y} + v_{x,y} \hat{\sigma} \), which enter the tight-binding lattice Hamiltonian in the following form:

\[
H = -t \sum_i \left( \Psi_i^\dagger e^{-i\hat{A}_x} \Psi_{i+\hat{x}} + \Psi_i^\dagger e^{-i\hat{A}_y} \Psi_{i+\hat{y}} + h.c \right)
= \sum_k \Psi_k^\dagger \hat{H}(k) \Psi_k \tag{1.3.11}
\]

On expanding the exponents to obtain Eq. 1.3.9, it can be seen that \( \partial_x b(k) \times \partial_y b(k) \propto v_x \times v_y \), thus rendering the Berry curvature to go to zero for SU(2) systems. This can also be seen physically, where, for \( N = 2 \), the flux per each plaquette is \( \pi \), which is itself TR invariant (flux \( \phi \) has to be equal to \( \phi + 2\pi \)). Hence, \( N > 2 \) needs to be considered for topologically non-trivial results, of which the simplest is \( N = 3 \).

The SU(3) Hamiltonians referred to in the work \[1\] and in our present work, are \( 3 \times 3 \) Hamiltonians which can be expressed in terms of the Gell-mann matrices \( \lambda \) and the identity,

\[
H(k) = a(k)I + b(k)\lambda, \tag{1.3.12}
\]

and are not invariant under SU(3) transformations in general. The \( b(k) \) vector lies on the surface of the eight dimensional sphere of the generators. The term \( b(k)\lambda \) has an appearance of a spin-orbit coupling and can be used to create the same for spin-full systems.

A SU(N) spin-orbit coupling can be generated in ultra-cold atomic systems, by coupling the internal degrees of freedom of the trapped atoms (\( N \) component atoms) to a non-Abelian SU(N) gauge field. More specifically, it was shown that a SU(3) spin-orbit coupling gives rise to a qualitatively different phenomena, with a non-trivial topological state arising in a square lattice, even in the presence of a homogeneous SU(3) gauge field, \[1\]. This is different from the SU(2) case, where homogeneous gauge fields give topologically trivial phases.

The experimental realization of such synthetic spin orbit coupling (SOC) have come to the fore with the advent of cold atom physics. Such systems are relevant due to their tunability and wide range of applications in engineering and simulating condensed matter systems \[57, 58\]. Furthermore, SOC provides a common origin to a variety of quantum Hall and topological classes of materials.\[11, 12, 13\] In all these examples, the spinor of the SU(2) representation comprises of two chiral species originating from the momentum locking with two sublattices, or two orbitals, or spin-1/2 particles. As a chiral object forms an orbit, surrounding an external magnetic field, or momentum space Berry curvature, it produces a non-zero flux, which is quantified by the winding number or Chern number (topological invariants).
1.3.4 SU(3) topological insulator

Encouraged by the tremendous success of material realization and engineering of the SU(2) based topological systems [11 61 62], in chapter 4 we study a SU(3) topological insulator (where atoms with three internal degrees of freedom are trapped in a SU(3) gauge field) and illustrate an experimental scheme to realize an equivalent lattice model. Prediction of a SU(3) topological insulator (TI) in condensed matter systems is rather limited, [1 63] and few physical systems or optical lattices are realized to date with such properties. An explicit topology-engineering scheme in a three band model has been discussed in a recent work [63], where the generation of an arbitrary Chern number is based on the equivalence of the topological number of a given band on the monopole charge, and can be extended to higher Chern number derivatives. The feasibility of the material realization of the corresponding models has not been discussed in the existing literature.

We start with a generalized form of the SU(3) Hamiltonian Eq. 1.3.12, where \( \mathbf{b}(\mathbf{k}) \) is the eight component vector, which in our case represents electron hopping in a lattice. The product of two Gell-mann matrices can be written as \( \hat{\lambda}_a \hat{\lambda}_b = \frac{2}{3} \delta_{ab} + d_{abc} \hat{\lambda}_c + i f_{abc} \hat{\lambda}_c \), where \( d_{abc} \) and \( f_{abc} \) are symmetric and anti-symmetric structure constants of SU(3) respectively. [11 9]. These structure constants define three bilinear operations for the eight-component vectors, which are, \( \mathbf{u} \cdot \mathbf{v} = u_a v_a \), \( (\mathbf{u} \times \mathbf{v})_a = f_{abc} u_b v_c \) and the star product \( (\mathbf{u} * \mathbf{v})_a = \sqrt{3} d_{abc} u_b v_c \), where \( \mathbf{u} \) and \( \mathbf{v} \) are two arbitrary vectors. It can be seen here that for SU(2) systems, only the first two operations exist, with \( f_{abc} \) being the usual Levi-civita symbol.

The eigenstate projection operator for the SU(3) case can be written in terms of the Gell-mann matrices:

\[
\hat{P}_{k,n} = \frac{1}{3} \left( 1 + \sqrt{3} \mathbf{n}_{k,n} \cdot \hat{\lambda} \right),
\]  

(1.3.13)

where, \( \mathbf{n}_{k,n} \) lies on the surface of the eight-dimensional sphere of the \( \hat{\lambda} \) vectors, and \( Tr \hat{P}_{k,n} = 1 \). The condition \( (\hat{P}_{k,n})^2 = \hat{P}_{k,n} \) gives two constraints on \( \mathbf{n}_{k,n} \). They are \( \mathbf{n}_{k,n} \cdot \mathbf{n}_{k,n} = 1 \) and \( \mathbf{n}_{k,n} \times \mathbf{n}_{k,n} = \mathbf{n}_{k,n} \). To express \( \mathbf{n}_{k,n} \) in terms of the \( \mathbf{b}(\mathbf{k}) \)'s, the relation \( [\hat{P}_{k,n}, \hat{H}(\mathbf{k})] = 0 \) can be used, (true for projection operators for the eigenstates) which leads to the condition, \( \mathbf{b}(\mathbf{k}) \times \mathbf{n}_{k,n} = 0 \). This relation along with the above conditions on \( \mathbf{n}_{k,n} \), give the resulting expression for the Berry curvature which can be obtained from the projection operator Eq. 1.3.13

\[
\Omega_n(k) = -\frac{4}{3\sqrt{2}} f_{1kn}^3 \left( f_{2kn}^2 \partial_{k_x} \mathbf{b} \times \partial_{k_y} \mathbf{b} + f_{2kn} \partial_{k_z} \mathbf{b} \times \partial_{k_y} (\mathbf{b} \ast \mathbf{b}) + f_{2kn} \partial_{k_x} (\mathbf{b} \ast \mathbf{b}) \times \partial_{k_y} \mathbf{b} \right.
\]

\[
+ \left. \partial_{k_x} (\mathbf{b} \ast \mathbf{b}) \times \partial_{k_y} (\mathbf{b} \ast \mathbf{b}) \right) \left( f_{2kn} \mathbf{b} + (\mathbf{b} \ast \mathbf{b}) \right)
\]  

(1.3.14)

where, \( f_{1kn} = \frac{1}{|\mathbf{b}(k)|^2(4 \cos^2(\theta_k + 2\pi n/3) - 1)} \), \( f_{2kn} = 2|\mathbf{b}(k)| \cos (\theta_k + 2\pi n/3) \), and, \( \theta_k = \frac{1}{3} \arccos \left[ \frac{b(k) \cdot \mathbf{b}(k) - |b(k)|^3}{|b(k)|^3} \right] \) (\( n \) runs from one to three). For SU(2) systems, the above equation reduces to the fa-
miliar form with only the cross product term in Eq. 1.3.10 with $f_{1kn}$ and $f_{2kn}$ defined accordingly.

The flux of the Berry curvature $\Omega(\mathbf{k}^\ast)$ ($k$-points where it attains peaks is denoted by $k^\ast$) through the first Brillouin zone for each band is quantized, and is quantified by the associated Chern number. Therefore, the Chern number essentially dictates the number of orbit centers, while its sign corresponds to the direction of associated phase winding. For banded system, total chern number has to vanish with or without a magnetic field. Without magnetic field, the Chern number for each band is zero. In the presence of TR symmetry, the bands need to appear in Kramer’s pairs, with chern numbers $C$ and $-C$. In such cases, one could have a Quantum Spin Hall effect [12, 13].

The above-mentioned features can also be understood simply from the corresponding band topology. The center of orbits at $\mathbf{k}^\ast$-points are those discrete points where band degeneracy occurs. Therefore, the number of vortices dictate the number of band inversions in both $k_x$ and $k_y$ directions. In SU(2) topological systems, the odd number of band inversions (at the TR invariant momenta, if this symmetry is present) between two basis components gives a finite Chern number or $Z_2$ invariant. For SU(3) systems, the band inversion must happen between all three bands, or at least, the band with the highest Chern number ($C_1$) must undergo inversion with both the other two bands. This is an important distinction of the SU(3) framework. Another requirement of the SU(3) topological state is that here not only a gauge field is required to be present in the off-diagonal term of the Hamiltonian, but an odd parity Zeeman-like term, i.e. $\sin k\sigma_z$ term must also be present between any two basis. Such an odd parity Zeeman-like term does not arise naturally from nearest neighbour hopping in a lattice.

In chapter 4, we study a minimal model realization of a SU(3) topological insulator, using atoms in a square lattice coupled to a homogeneous SU(3) gauge field. Unlike SU(2) systems, where non-trivial topology arises only with inhomogeneous gauge fields (where hopping amplitude becomes position dependent), SU(3) systems have finite Chern numbers even with homogeneous gauge fields. (We re-emphasize that the SU(3) system referred to here does not necessarily have SU(3) symmetry. The name only suggests that the Hamiltonian can be expressed as linear combinations of the Gell-mann matrices and the identity.) We study the specific criteria and the particular terms necessary in the Hamiltonian to get a non-zero Chern number. Another focal point of our work is to construct a lattice model which inherits these features – suitable gauge fields and odd-parity Zeeman term – and thus intrinsically perform as a topological material. We present a model Hamiltonian of a spinless SU(3) topological system in a tripartite lattice with three inequivalent sub-lattices. Each sublattice is sitting in distinct 1D chains, and they are coupled by nearest-neighbor (NN) quantum tunneling. This would naturally give an uncompensated Bloch phase (in momentum space, NN hopping between two components is $\sim te^{ik}$, which when not associated with a $te^{-ik}$, will give a cos term and a sin term, the latter of which is required in the off-diagonal element) for all three inter-site hoppings as:
$e^{i\mathbf{k} \cdot \mathbf{r}_{12}}$, $e^{i\mathbf{k} \cdot \mathbf{r}_{23}}$, and, $e^{-i\mathbf{k} \cdot \mathbf{r}_{13}}$, where $\mathbf{r}_{ij}$ are distances between $i$ and $j$ sublattice belonging to nearest neighbour unit cells. Finally, for the generation of the odd parity ‘onsite’ matrix-element, we propose to utilize the interaction of an electron with a constant vector potential with spatially dependent polarization, such that it encloses a non-zero flux. We show with a modified tight-binding model in a tripartite lattice that the interaction term $\propto \mathbf{k} \cdot \mathbf{A}$, where $\mathbf{A}$ is the vector potential, naturally leads to a $\pm \sin (\beta \mathbf{k} \cdot \hat{\epsilon})$ term (where $\hat{\epsilon}$ is the unit vector along the polarization direction, and $\beta$ is a tunable parameter). Tuning the direction of the polarization parallel or orthogonal to $\mathbf{k}$ (or with other methods as discussed in chapter 4), one can selectively generate, reverse, and destroy this term in different sublattices. This is a simplistic picture for visualizing the odd-parity Zeeman term, by using opposite polarization in two sub-lattice sites, while it is destroyed in the third site. This generates the SU(3) topological system, which we characterize by the detailed analysis of the Berry curvature, Chern number, and edge states.
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Chapter 2

Bosonization and boosted superfluids in one-dimension

Ref: S. Ray, S. Mukerjee, and, V. B. Shenoy, Annals of Physics, 384, 71-84 (2017)

2.1 Summary of main results

We study the effect of a boost (Fermi sea displaced by a finite momentum) on one dimensional systems of lattice fermions with short-ranged interactions. In the absence of a boost such systems with attractive interactions possess algebraic superconducting order. Motivated by physics in higher dimensions, one might naively expect a boost to weaken and ultimately destroy superconductivity. However, we show that for one dimensional systems the effect of the boost can be to strengthen the algebraic superconducting order by making correlation functions fall off more slowly with distance. This phenomenon can manifest in interesting ways, for example, a boost can produce a Luther-Emery phase in a system with both charge and spin gaps by engendering the destruction of the former.

2.2 Outline

In spite of the failure of perturbation theory in one dimension, one can have an exact treatment of interactions by using a low energy effective field theory called bosonization \cite{1, 2, 3}. All excitations can be described in terms of certain bosonic fields, and even interacting systems with forward scattering terms can yield quadratic Hamiltonian (Properties like nesting, make the treatment of interactions in one-dimension much simpler, effectively leaving out interactions with higher order momentum exchange ($> 2k_F$)). Since in one dimension the Fermi surface is reduced to Fermi points at $+k_F$ and $-k_F$, all low energy excitations are restricted to momentum exchange $k \sim 0$ or $k \sim 2k_F$.

The chapter is arranged as follows. In Sec. 2.3 we discuss the technique of bosonization in a 1D spinless fermionic system (including interactions like forward scattering) and elaborate on the nature of correlations. In Sec. 2.4 we extend our discussion to back-
scattering interaction terms, in the presence of a lattice or spin-exchange term (umklapp), and review the RG analysis. In Sec. 2.5 we present our work on boosted one dimensional fermionic superfluids on a lattice, and explore the effect on the correlation functions of such 1D systems. In Sec. 2.6 we conclude by summarizing our results.

2.3 Spinless model

The system can be divided into two species: right movers (RM) and left movers (LM), depending on the positive and negative velocities at \( +k_F \) and \( -k_F \), respectively. The spectrum is then linearized about these Fermi points, Fig. 2.1, and the Hamiltonian of the system becomes \( H = \sum_{k,r=R,L} (rk - k_F) c_{k,r}^\dagger c_{k,r} \), \( r = +1 \) and \( -1 \) for RM and LM respectively. The low energy excitations are similar to those in a Dirac Hamiltonian and hence when extended to all the states below the chemical potential, the Fermi Sea can be mapped on to the ‘Dirac Sea’, with an infinite number of negative energy states filled. The particle-hole excitations in such a system are well-defined and depends on only the momentum exchanged \( (q) \) during the scattering processes:

\[
E_{R,L}(q) = v_F(k + q) - v_F k; \\
= v_F q.
\]

The Hamiltonian in Eq. 3.3.1 can be written in terms of the basis of these particle-hole
excitations (since they are well-defined excitations and only collective excitations survive in 1D). Thus, density fluctuations can be chosen as a natural basis for such systems with [1, 4]:

$$\rho^\dagger(q) = \sum_k c^\dagger_{k+q} c_k.$$  

(2.3.2)

Thus, introducing bosonic creation operators for each chirality:

$$b^\dagger_{(R,L),q} = \frac{1}{n_q} \sum_{-\infty}^{\infty} c^\dagger_{(R,L),k+q} c_{(R,L),k},$$

$$b_{(R,L),q} = \frac{1}{n_q} \sum_{-\infty}^{\infty} c^\dagger_{(R,L),k-q} c_{(R,L),k},$$

$$q = \frac{2\pi}{L} n_q,$$  

(2.3.3)

where $L$ is the system size and $n_q = 1, 2, 3, \ldots$. The fermion number operator $\hat{N}_{(R,L)} = \sum_{-\infty}^{\infty} c^\dagger_{(R,L),k} c_{(R,L),k}$ (where, :: denotes normal ordering) and the bosonic operators follow the following commutation relations:

$$[\hat{N}_R, b_{R,q}] = [\hat{N}_R, b^\dagger_{R,q}] = 0,$$

$$[b^\dagger_{R,q}, b_{R,q'}] = \delta_{q,q'},$$

$$[b_{R,q}, b_{R,q'}] = 0.$$  

(2.3.4)

Therefore, the vacuum or the Fermi Sea of the system given by :

$$c_k |0\rangle = 0, \ \forall \ k > 0,$$

$$c^\dagger_k |0\rangle = 0, \ \forall \ k < 0,$$  

(2.3.5)

is also the one defined by the $b$ and $b^\dagger$ operators. The bosonic operators in terms of the density operators in 2.3.2 and 2.3.3, can be written as :

$$b^\dagger_q = \left(\frac{2\pi}{L|q|}\right)^{\frac{1}{2}} \sum_r Y(rq) \rho^\dagger_r(q),$$

$$b_q = \left(\frac{2\pi}{L|q|}\right)^{\frac{1}{2}} \sum_r Y(rq) \rho^\dagger_r(-q),$$  

(2.3.6)

where $Y(rq)$ is a step function. The bosonic operators are only defined for $q \neq 0$. Single particle fermionic fields $\psi_r$ for each chirality can be obtained from the commutation
relations with the density operators (or the bosonic operators):
\[
[\rho^\dagger_r(q), \psi_r(x)] = \frac{1}{\sqrt{L}} \sum_{k,k'} e^{ik'x} \left[ c^\dagger_{r,k+q} c_{r,k} \right]
\]
\[
= e^{-iqx} \psi_r(x). \tag{2.3.7}
\]

If we operate the LHS and the RHS of Eq. 2.3.7, we have:
\[
\rho^\dagger_r(q) \psi_r(x) |0\rangle = e^{-iqx} \psi_r(x) |0\rangle. \tag{2.3.8}
\]

Thus, \( \psi_r(x) |0\rangle \) is an eigenstate of \( \rho^\dagger_r(q) \) for every value of \( q \), and hence is a coherent state,
\[
\psi_r(x) = U_r e^{\sum_q e^{iqx} \rho^\dagger_r(-q)(2\pi/L)} \tag{2.3.9}
\]
where, \( U_r \) are the Klein factors. \(^1\)

Similarly, the commutator with the Hamiltonian can be calculated, using Eq. 3.3.1 and Eq. 2.3.2, and is:
\[
[\rho_q, H] = v_F q \rho_q, \quad \forall \ q > 0 \quad \text{and} \quad \forall \ q < 0 \tag{2.3.10}
\]

This allows us to write the Hamiltonian in terms of the density operators \( \rho \) or the bosonic field operators \( b \) and \( b^\dagger \):
\[
H \simeq \sum_{q \neq 0} v_F |q| b^\dagger_q b_q. \tag{2.3.11}
\]

Introducing the fields \( \phi \) and \( \theta \): \(^1\)
\[
\begin{align*}
\phi(x) &= -(N_R + N_L) \frac{\pi x}{L} - \frac{i\pi}{L} \sum_{q \neq 0} \frac{1}{q} e^{-\alpha q/2-iqx} (\rho^\dagger_R(q) + \rho^\dagger_L(q)), \\
\theta(x) &= (N_R - N_L) \frac{\pi x}{L} + \frac{i\pi}{L} \sum_{q \neq 0} \frac{1}{q} e^{-\alpha q/2-iqx} \rho^\dagger_R(q) - \rho^\dagger_L(q),
\end{align*} \tag{2.3.12}
\]

Eq. 2.3.9 and Eq. 2.3.11 can be written in terms of the bosonic fields \( \phi \) and \( \theta \):
\[
\begin{align*}
\psi_r(x) &= U_r \lim_{\alpha \to 0} \frac{1}{2\pi \alpha} e^{i(r(k_F-\pi/L)x - i(r\phi(x)-\theta(x))} \\
H &= \sum_{q \neq 0} v_F |q| b^\dagger_q b_q + \frac{\pi v_F}{L} \sum_r N_r^2 \tag{2.3.13}
\end{align*}
\]

The term with \( N_r \) is the \( q = 0 \) contribution. \( \alpha \) is an arbitrary cut-off. \( \phi \) and \( \theta \) follow the commutation relations:
\[
\begin{align*}
[\phi(x), \theta(x')] &= i\frac{\pi}{2} \text{Sgn}(x' - x) \\
[\phi(x), \nabla \theta(x')] &= i\pi \delta(x' - x) \tag{2.14.14}
\end{align*}
\]

\(^1\)To reproduce all possible states of the original fermionic Fock space, it is necessary to introduce two additional operators (one for each species) that change the total number of fermions. These operators in the field theory language, are the Klein factors, which commute with the boson operators. \(^3\)
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This shows the conjugate momentum of $\phi(x)$ is $\nabla \theta(x)$, and, in the limit $L \to \infty$,

$$
\nabla \phi(x) = -\pi [\rho_R(x) + \rho_L(x)]
$$

$$
\nabla \theta(x) = \pi [\rho_R(x) - \rho_L(x)]
$$

(2.3.15)

where, $\nabla \phi(x)$ is the $q \sim 0$ part of the density fluctuations at $x = 0$ and $\nabla \theta(x)$ is the current operator in 1D. The Hamiltonian Eq. 2.3.11 written in terms of the new fields is:

$$
H = \frac{1}{2\pi} \int dx \ v_F \left[ (\nabla \theta(x))^2 + (\nabla \phi(x))^2 \right]
$$

(2.3.16)

With interactions:

Since 1D systems are always nested, the low-energy scattering processes are restricted and only a finite number of them are allowed, Fig. 2.2. According to the convention [1], scattering processes occurring on the same side of the Fermi Sea are the $g_4$ process, where a right (left) mover scatters with a right (left) mover and remains a right (left) mover. $g_2$ process is one where a right (left) mover scatters against a left (right) mover but remains a right (left) mover. In both of these processes, the exchange of momentum
is zero. There are also interactions with higher momentum exchange, the $g_1$ process with $q \approx 2k_F$ and the $g_3$ process with $q \approx 4k_F$. $g_1$ process is a backscattering process, where the fermion exchanges sides. For spinless fermions, $g_1$ and $g_2$ processes are identical. Thus, for spinless fermions, we consider only $g_4$ and $g_2$ processes.

\[ \frac{g_4}{2} \psi_R^\dagger(x) \psi_R(x) \psi_R^\dagger(x) \psi_R(x) = \frac{g_4}{2} \rho_R(x) \rho_R(x) 
= \frac{g_4}{2} \frac{1}{(2\pi)^2} (\nabla \phi(x) - \nabla \theta(x))^2 \quad (2.3.17) \]

Similarly for the left movers,

\[ \frac{g_4}{2} \psi_L^\dagger(x) \psi_L(x) \psi_L^\dagger(x) \psi_L(x) = \frac{g_4}{2} \rho_L(x) \rho_L(x) 
= \frac{g_4}{2} \frac{1}{(2\pi)^2} (\nabla \phi(x) + \nabla \theta(x))^2 \quad (2.3.18) \]

The $g_2$ process gives,

\[ g_2 \psi_R^\dagger(x) \psi_R(x) \psi_L^\dagger(x) \psi_L(x) = \frac{g_2}{2} \rho_R(x) \rho_L(x) 
= \frac{g_2}{(2\pi)^2} (\nabla \phi(x))^2 - (\nabla \theta(x))^2 \quad (2.3.19) \]

From Eqs. 2.3.16, 2.3.17, 2.3.18 and 2.3.19 we see that $g_4$ renormalizes $v_F$, whereas $g_2$ changes the relative weights of $\nabla \phi$ and $\nabla \theta$. Any spinless 1D Hamiltonian with interactions is thus quadratic in terms of the bosonic fields and has the following form [1, 2, 3, 4]:

\[ H = \frac{1}{2\pi} \int dx \left[ u K (\nabla \theta(x))^2 + \frac{u}{K} (\nabla \phi(x))^2 \right] \quad (2.3.20) \]

where, $u$ is the renormalized velocity and $K$ is the Luttinger parameter and is dimensionless,

\[ u = v_F \left[ \left( 1 + \frac{g_4}{2\pi v_F} \right)^2 - \left( \frac{g_2}{2\pi v_F} \right)^2 \right]^{1/2} \]

\[ K = \left[ 1 + \frac{g_4}{2\pi v_F} - \frac{g_2}{2\pi v_F} \right]^{1/2} + \left[ 1 + \frac{g_2}{2\pi v_F} + \frac{g_4}{2\pi v_F} \right]^{1/2} \quad (2.3.21) \]

Thus, $g_4$ modifies the Fermi velocity whereas $g_2$ changes the relative weights of the $\nabla \phi$ and $\nabla \theta$ fields. For attractive interactions, $g_4, g_2 < 0$ and $K > 1$ and vice versa for repulsive interactions.

2.3.1 Correlation Functions

There are two ‘ordering’ (quasi-long-range ordering) tendencies for spinless fermions: one in the particle-hole channel (charge density wave) and the other in the particle-particle channel (superconducting). The physical properties of these QLRO phases are studied.
from the behaviour of their correlation functions, as given below.

**Superconducting correlations**

The pairing operator is given by [1]:

\[ O_{SC}(x) = \psi^\dagger(x)\psi^\dagger(x + a), \]  

where, each single particle fermionic operator can be separated into right and left movers, \( \psi^\dagger(x) = \psi^\dagger_R(x) + \psi^\dagger_L(x) \), giving,

\[ O_{SC}(x) = (\psi^\dagger_R(x) + \psi^\dagger_L(x))(\psi^\dagger_R(x + a) + \psi^\dagger_L(x + a)) \]

\[ = \psi^\dagger_R(x)\psi^\dagger_R(x + a) + \psi^\dagger_L(x)\psi^\dagger_L(x + a) \]

\[ + \psi^\dagger_R(x)\psi^\dagger_L(x + a) + \psi^\dagger_L(x)\psi^\dagger_R(x + a) \]  

(2.3.23)

In the limit \( a \to 0 \), the first two terms are suppressed due to Pauli’s principle. The dominant contribution is then,

\[ O_{SC}(x) = \psi^\dagger_R(x)\psi^\dagger_R(x + a) + \psi^\dagger_L(x)\psi^\dagger_L(x + a) \]  

(2.3.24)

Using Eq. 2.3.13,

\[ O(x)O^\dagger(0) = \frac{e^{-i2(\theta(x)−\theta(0))}}{\pi\alpha} \]

\[ \langle O(x)O^\dagger(0) \rangle = \left\langle \frac{e^{-i2(\theta(x)−\theta(0))}}{\pi\alpha} \right\rangle \]

\[ = \frac{1}{(\pi\alpha)^2}\left(\frac{\alpha}{r}\right)^{1/K} \]  

(2.3.25)

Superconducting correlations have a power law decay, with a non-universal decay constant depending on the interactions of the system. For attractive interactions (\( K > 1 \)), the correlations are stronger and decay further slowly.

**Charge density wave (CDW) correlations**

The density operator can be written in terms of the right and left movers: \( \psi^\dagger_L(x)\psi_L(x) + \psi^\dagger_R(x)\psi_R(x) \), which written in terms of the bosonic fields gives [1]:

\[ \rho(r) = -\frac{1}{\pi}\nabla\phi(r) + \frac{1}{2\pi\alpha}[e^{2ik_Fx}e^{-i2\phi(r)} + h.c] \]

(2.3.26)

The density-density correlations is then calculated in a similar fashion to give (for \( r \gg \alpha \)):

\[ \langle \rho(r)\rho(0) \rangle = -\frac{1}{\pi^2}(\nabla\phi(r)\nabla\phi(0)) + \frac{1}{(2\pi\alpha)^2}[e^{2ik_Fx}\langle e^{-i2(\phi(r)−\phi(0))}\rangle + h.c] \]

\[ = \frac{K}{2\pi^2} \frac{y_0^2 - x^2}{(x^2 + y_0^2)^2} + \frac{2}{(2\pi\alpha)^2}\cos(2k_Fx)\left(\frac{\alpha}{r}\right)^{2K} \]

(2.3.27)
where, \( y_\alpha = u\tau + \alpha \text{Sgn}(\tau) \), is the imaginary time, regularised by the cut-off \( \alpha \), and \( u \) is the velocity. The \( q \sim 0 \) part gives Fermi-liquid like behaviour, whereas the second term has the Luttinger liquid behaviour. For repulsive interactions \( (K < 1) \), the CDW correlations decay slower than the superconducting correlations and hence are more dominant.

Correlations of Luttinger liquids in the massless phase corresponds to the correlation functions of a classical two-dimensional system at criticality. Such correlation functions are invariant by a large class of transformations, like continuous rotation (between \( x \) and \( \tau \) direction), and scale transformations. In addition, systems at criticality are also invariant under a broader class of transformations called conformal transformation. Transformations that are locally identical to dilatations, rotations and translations fall under this category. These transformations preserve angles between any three points. It can be seen that the space and time coordinates in the above correlations scale similarly, preserving angles, thus establishing the conformal invariance of the system.

### 2.4 Model with umklapp

In the presence of a lattice, the wave-vector is defined modulo a reciprocal lattice vector (in 1D, the reciprocal lattice vector is a multiple of \( 2\pi/a \), where \( a \) is the lattice spacing). The momentum in the scattering processes is now conserved modulo the reciprocal lattice vector. Thus, along with the processes that truly conserve momentum, such as \( k_1 + k_2 = k_3 + k_4 \), there are additional processes with momentum exchange \( k_1 + k_2 - k_3 - k_4 = Q \), where \( Q \) is the reciprocal lattice vector. Such interactions are called umklapp processes, Fig. 2.2. Since the interaction processes in 1D can only occur across the two Fermi points \( +k_F \) and \( -k_F \), umklapp scattering with \( k_1 + k_2 - k_3 - k_4 = 2k_F \) can only occur when \( 4k_F = 2\pi \), i.e, at half-filling. For spinless fermions, umklapp process can only exist for such commensurate fillings. The presence of spins also brings in similar interaction terms like scattering processes with momentum exchange \( q \sim 2k_F \), due to which we no longer have a quadratic Hamiltonian. We need to do a renormalization group (RG) analysis to find the fixed point for the theory.

#### 2.4.1 Model with spin

Umklapp is operative even in the continuum for fermions with spin, Fig. 2.2. We represent the bosonic fields for each spin species and define the total charge and spin degrees of freedom:

\[
\rho = (\rho^\uparrow + \rho^\downarrow) \\
\sigma = (\rho^\uparrow - \rho^\downarrow)
\]  

(2.4.1)
Defining the bosonic fields for the charge and the spin sectors:

\[ \phi_\rho = (\phi_\uparrow + \phi_\downarrow) \]
\[ \phi_\sigma = (\phi_\uparrow - \phi_\downarrow) \] (2.4.2)

The \( \rho \) and \( \sigma \) fields commute with each other, whereas the \( \phi_\rho, \theta_\rho \) and \( \phi_\sigma, \theta_\sigma \) have the usual commutation relations. The single particle operator in terms of these fields:

\[ \psi_r(x) = U_{r,\sigma} \lim_{\alpha \to 0} \frac{1}{2\pi \alpha} e^{i k_F x} e^{-i \sqrt{2} [(r \phi_\rho(x) - \theta_\rho(x)) + \sigma (r \phi_\sigma(x) - \theta_\sigma(x))] \] (2.4.3)

The Hamiltonian can be separated into two independent sectors \([1]\):

\[ H = H_\rho + H_\sigma \] (2.4.4)

The umklapp interaction term in the spin sector is typically of the form:

\[ H_1 = \int dx \ g_\parallel \sum_\sigma [\psi_{L,\sigma} \psi_{R,\sigma} \psi_{L,\sigma} \psi_{R,\sigma}] + g_\perp \sum_\sigma [\psi_{L,\sigma} \psi_{R,\sigma} \psi_{L,-\sigma} \psi_{R,-\sigma}] \]
\[ = \int dx (-g_\parallel) \sum_\sigma [\psi_{L,\sigma} \psi_{L,\sigma} \psi_{R,\sigma} \psi_{R,\sigma}] + g_\perp \sum_\sigma [\psi_{L,\sigma} \psi_{R,\sigma} \psi_{L,-\sigma} \psi_{R,-\sigma}] \]
\[ = \int dx (-g_\parallel) \sum_\sigma [\rho_{R,\sigma} \rho_{L,\sigma}] + \frac{g_{\perp}}{(2\pi \alpha)^2} \sum_{\uparrow,\downarrow} [e^{i(-2\phi_\sigma(x))} e^{i(2\phi_\sigma^{-1}(x))}] \] (2.4.5)

The \( g_\parallel \) term is effectively similar to \( g_2 \) term and together they are included in a \( g_{2,\text{eff}} \) term. The \( g_{\perp} \) is the spin exchange term, and can be bosonized to give:

\[ H_{1\perp} = \int dx \ \frac{2g_{\perp}}{(2\pi \alpha)^2} \cos (2\sqrt{2} \phi_\sigma(x)) \] (2.4.6)

The charge part of the Hamiltonian is purely quadratic (in the absence of a lattice), only the spin part has an additional term. Together with the quadratic part, the total Hamiltonian is written as \([1]\):

\[ H = H_0 + \int dx \ \frac{2g_{\perp}}{(2\pi \alpha)^2} \cos (2\sqrt{2} \phi_\sigma(x)), \] (2.4.7)

where, the Luttinger parameters in the quadratic part is given by:

\[ u_\nu = v_F \left[ \left( 1 + \frac{y_\nu v_F}{2} \right)^2 - \left( \frac{y_\nu}{2} \right)^2 \right]^{1/2} \]
\[ K_\nu = \left[ \frac{1 + \frac{y_\nu v_F}{2}}{1 + \frac{y_\nu v_F}{2} - \frac{v_F}{2}} \right]^{1/2} \]
\[ g_\nu = g_\perp - g_2 + g_{\perp} \]
\[ g_{4\nu} = g_2 \pm g_{4\perp} \]
\[ y_\nu = g_\nu / \pi v_F \] (2.4.8)
where $\nu = \rho, \sigma$ and the upper sign refers to $\rho$ and lower sign to $\sigma$. The entire Hilbert space can be expressed in terms of the product of charge and spin excitations, and ensures the absence of any single particle excitations in the system.

### 2.4.2 Model with umklapp on a lattice

Interactions with momentum exchange $q \sim 4k_F$ are contributions from the $g_3$ process in Fig. 2.2. Similar kinds of interactions written in terms of $\psi_R$ and $\psi_L$ for such a backscattering term give [1, 2]:

$$H_3 = \int dx \frac{2g_3}{(2\pi\alpha)^2} \cos(\sqrt{16}\phi_\rho(x)) \quad (2.4.9)$$

The charge sector of the Hamiltonian is now no longer quadratic (even though the spin sector might be, depending on whether the spin exchange process is present). The total Hamiltonian in the charge sector is given by:

$$H = H_0 + \int dx \frac{2g_3}{(2\pi\alpha)^2} \cos(\sqrt{16}\phi_\rho(x)), \quad (2.4.10)$$

### 2.5 Currents in one-dimensional systems

One dimensional systems with short-ranged interactions can be modelled as 1D Hubbard type models (spinless fermions can be modelled as a t-V type model) or 1D spin chains [1, 2, 3, 4]. The Luttinger liquid theory successfully explains all classes of 1D models, both on a lattice and in the continuum. The current carrying states in these models are free bosonic modes with both chirality. The current operator in such systems are given by the difference between the total number of modes with opposite chirality.

Luttinger liquids can be experimentally realized in several systems, ranging from edge states in the fractional quantum Hall effect [5, 6, 20] (in this case, a chiral Luttinger liquid is found) to quantum wires in semiconductor heterostructures and single-walled carbon nanotubes (SWNT) [8, 9]. The latter can be used to perform electrical transport experiments using different geometries, for example, in junctions manipulated by mechanical means.

#### 2.5.1 Boosted superfluid in one-dimension

Currents set up in a superconductor continues to flow even in the absence of a driving electric field [10, 11, 12]. Such currents can be realized with different chemical potentials for the number of carriers moving along and opposite to the direction of the current, i.e., a boost. In 1D, this is equivalent to having different chemical potentials for the right and left movers. Such systems have also been realized in cold atomic gases where it has been possible to make the system left-right asymmetric thereby producing a boost [13, 14, 15]. Such a boost in three dimensions, are known to have a critical value beyond which the
superconducting state gets destroyed. This is similar to the phenomenon of destruction of superfluidity when the flow velocity is larger than the critical velocity \[16, 18, 17\]. The critical velocity of a clean one dimensional superconductor has been calculated in mean-field theory and was found to be smaller than the standard Landau critical velocity due to a pre-emptive Clogston-Chandrasekhar-type discontinuous transition \[18\]. A similar calculation for a clean one dimensional superconductor incorporating the effects of quantum fluctuations has not been performed so far. However, it has been shown that phase slips induced by the contact of the superconductor with the walls of a container or the presence of statically irrelevant perturbations can dynamically destroy superconductivity at finite frequency and temperature in one dimension \[19\].

A natural question is about the fate of superconductors which do not have long-range order upon the application of boost. Most common example being a one dimensional system of fermions with attractive interactions \[1, 2, 3, 20\]. Such systems have order parameter equal to zero and power law correlations.

**Framework**

![Figure 2.3: Schematic of the boosted Fermi sea.](image)

\[ k_F^0 = \pi n, \] where \( n \) is the density of fermions. The boost \( u \) is defined by a transformation \( k \rightarrow k + u, \forall k \). This destroys the left-right symmetry and the two Fermi points are now at,

\[ k_s^F = k_0^F + su, \] (2.5.1)

where \( s = +1[-1] \equiv R[L] \) for the right[left] movers with Fermi velocity \( v_s^F(u) = \left. \frac{d\epsilon}{dk}\right|_{k=k_s^F(u)} \). Assuming \( \epsilon(k) \) to be analytic, \( v_s^F = v^F(u) + sw(u) \), where \( v^F(u) \) and \( w(u) \) are even and odd functions of \( u \) respectively.

Under the effect of the boost, the right movers and left movers have different effective
Fermi velocities:

\[ v_F^R = v^F(u) + w(u) \]
\[ v_F^L = v^F(u) - w(u). \]  

(2.5.2)

The kinetic part of the Hamiltonian is:

\[ H_K = \int \left[ v_F^R \rho_R(x) + v_F^L \rho_L(x) \right] dx, \]  

(2.5.3)

where the \( \rho_{R,L} \) are the density operators of the right and left movers. We can introduce the field \( \phi \) and conjugate field \( \Pi \) [1],

\[ \nabla \phi(x) = -\pi [\rho_R(x) + \rho_L(x)], \]
\[ \Pi(x) = \pi [\rho_R(x) - \rho_L(x)], \]  

(2.5.4)

where \( \nabla \phi \) is the \( q \sim 0 \) part of the density fluctuation and \( \Pi \) represents the current operator. In terms of these bosonic fields \( ([\phi(x_1), \Pi(x_2)] = i\pi \delta(x_1 - x_2)) \), the kinetic part of the Hamiltonian becomes [1]:

\[ H_K = \frac{1}{\pi} \int \left[ v^F(u) \left( (\nabla \phi(x))^2 + (\Pi(x))^2 \right) - 2w(u)(\nabla \phi(x))(\Pi(x)) \right] dx. \]  

(2.5.5)

For spinless fermions, the relevant interaction processes are the \( g_4 \) and \( g_2 \) scattering processes [1]:

\[ V_{g_4} = \frac{g_4}{2} \rho_R(x) \rho_R(x) \rho_L(x) \rho_L(x), \]
\[ V_{g_2} = g_2 \rho_R(x) \rho_L(x). \]  

(2.5.6)

These interaction processes are not affected by the boost. To see this, we note that they arise from density-density interactions (as also do umklapp terms to be considered later) which preserve the translational symmetry of the lattice. Such interactions are of the form

\[ V \sim \sum_{k_1,k_2,k_3,k_4} V(k_1 - k_3)c_{k_1}c_{k_2}c_{k_3}c_{k_4} \delta(k_1 + k_2 - k_3 - k_4), \]  

(2.5.7)

in momentum space, where \( k_1, k_2, k_3 \) and \( k_4 \) are the momenta of the fermions. Since all momenta are fully summed over in the above form and terms in the summation only involve differences of momenta, a boost leaves it unaffected since it adds \( u \) to all momenta.

### 2.5.2 Modified Luttinger parameter and correlation functions

Using [2.5.4], the total Hamiltonian with boost is:

\[ \mathcal{H} = \frac{v(u)}{\pi} \int_{-L/2}^{L/2} dx \left[ K(u) : (\Pi(x))^2 : + \frac{1}{K(u)} : (\nabla \phi(x))^2 : - \frac{2w(u)}{v(u)} : (\nabla \phi(x))(\Pi(x)) : \right]. \]  

(2.5.8)
where

\[
\begin{align*}
v(u) &= \sqrt{v^F(u) + \frac{g_4}{2\pi} - \left(\frac{g_2}{2\pi}\right)^2}, \\
K(u) &= \sqrt{\frac{v^F(u) - \left(\frac{g_2}{2\pi} - \frac{g_4}{2\pi}\right)}{v^F(u) + \left(\frac{g_2}{2\pi} + \frac{g_4}{2\pi}\right)}}. 
\end{align*}
\]

(2.5.9)

Eq. (2.5.9) shows \(v(u)\) and \(K(u)\) pick up \(u\) dependences only from \(v^F(u)\), and \(u\) also introduces a coupling between \(\Pi\) and \(\nabla\phi\) with strength \(w(u)\). It can also be seen that Eqs. (2.5.8) and (2.5.9) reduce to their standard forms when \(u = 0\) [1, 2, 3, 20]. When \(u = 0\), the system possesses conformal invariance since the coupling between the \(\Pi\) and \(\phi\) fields is absent, which the boost clearly breaks. However, conformal invariance can be restored by introducing new fields: \(\tilde{\phi}(x,t) = \phi[x + w(u)t,t], \quad \tilde{\theta}(x,t) = \theta[x + w(u)t,t]\), (where, \(\tilde{\Pi} = \nabla\tilde{\phi}\), is the conjugate field of \(\tilde{\phi}\)) in terms of which the Hamiltonian can again be written in the standard form with Fermi velocity \(v(u)\) and Luttinger parameter \(K(u)\):

\[
H = \frac{v(u)}{\pi} \int_{-L/2}^{L/2} dx \left[ K(u) : \left( \tilde{\Pi}(x) : \left( \nabla\tilde{\phi}(x) \right)^2 \right) \right],
\]

(2.5.10)

where:

\[
\begin{align*}
\partial_t \tilde{\phi} &= \partial_t \phi + w(u) \nabla \phi, \\
\nabla \tilde{\phi} &= \nabla \phi,
\end{align*}
\]

(2.5.11)

with \(\tilde{\Pi} = \partial_t \tilde{\phi}\). Eq. (2.5.11) implies

\[
\tilde{\phi}(x,t) = \phi(x + w(u)t,t),
\]

(2.5.12)

Thus, the factor \(w(u)\) acts as a velocity in the Galilean transformation of the coordinates \((x,t)\) to obtain the new field \(\tilde{\phi}\).

Thus, conformal invariance can be restored by effecting a (non-conformal) Galilean transformation on the space-time co-ordinates. \(w(u)\) acts as the velocity in this transformation. For small \(u\) (compared to \(k^F_0\)),

\[
K(u) \approx K(0) + \frac{u^2}{2} \left. \frac{dK(u)}{dv^F(u)} \frac{d^2v^F(u)}{du^2} \right|_{u=0}.
\]

(2.5.13)

It can be seen that for a system with Galilean invariance (and hence \(\epsilon(k)\) quadratic in \(k\)), \(K(u) = K\). Thus, Galilean invariance needs to be broken for a non-trivial effect of the boost for which we put the fermions on a lattice with nearest neighbour hopping \(-t_{\text{hop}}\) and dispersion \(\epsilon(k) = -2t_{\text{hop}} \cos k\). Consequently,

\[
v^F(u) = v^F(0) \cos u, \quad w(u) = 2t_{\text{hop}} \cos(k^F_0) \sin u,
\]

(2.5.14)
where $v^F(0) = 2t_{\text{hop}} \sin(k^F_0)$ and thus

$$K(u) \approx K(0) + \frac{u^2}{4} \left[ \frac{v^F(0)}{v(0)} \left( K(0)^2 - 1 \right) \right]. \quad (2.5.15)$$

Eq. (2.5.15) implies that $K(u) > K(0)[K(u) < K(0)]$ for $K(0) > 1[K(0) < 1]$ for small $u$. This is true at larger values of $u$ as well. Further, $K(u)$ depends not just on $K(0)$ and $u$ but also the microscopic parameters $v^F(0)$, $g_2$ and $g_4$ (the latter two through $v(0)$), showing that the way the boost modifies the Luttinger parameter is "not universal". Also, note that the non-interacting point remains unaffected by the boost, i.e., when $K(0) = 1$, $K(u) = 1$.

It is known that $K > 1$ and $K < 1$ result in dominant quasi-long-range ordered superconducting (SC) and charge density wave (CDW) order respectively \[1, 2, 3, 20\]. This continues to be true even for $u \neq 0$ since the system is described by the standard harmonic Hamiltonian under the transformations $K \to K(u)$, $v^F \to v^F(u)$ and $\phi \to \tilde{\phi}$ but in terms of transformed space-time coordinates. The SC and CDW correlation functions are thus given by \[1, 21\]

$$\langle O_{\text{SC}}(x,t)O^\dagger_{\text{SC}}(x',t') \rangle \sim e^{j2u(x-x')} \left( \frac{1}{\ell} \right)^{1/K(u)}$$

$$\langle O_{\text{CDW}}(x,t)O_{\text{CDW}}(x',t') \rangle \sim \cos \left[ 2k^F_0 (x-x') \right] \left( \frac{1}{\ell} \right)^K(u), \quad (2.5.16)$$

where $\ell = \sqrt{(x-x' + w(u)(t-t'))^2 + [v^F(u)]^2 (t-t')^2}$ $O_{\text{SC[CDW]}}$ is the SC[CDW] order parameter. $\langle O_{\text{SC[CDW]}(x,t)} \rangle = 0$ since there is no long range order. The loss of conformal invariance upon the application of a boost can be clearly seen from the asymmetric way in which the space and time coordinates appear in Eq. (2.5.16). The equal time correlation function (with $t = t'$) for the SC[CDW] order decays algebraically with distance with exponent $1/K(u)[K(u)]$. Thus, the order that was dominant in the absence of a boost
is strengthened by it while the sub-dominant one is weakened. Hence, a system that is superconducting has its superconductivity strengthened in the presence of a boost. A CDW system also has its CDW order strengthened similarly.

Note, however, that this is true only for $u < k_F^0$ since beyond that value, there is only one species (either left or right moving) of fermions. Superconductivity is thus discontinuously destroyed at this critical value of the boost. Suppose $k_F^0 < \pi/2$, one of the Fermi points will move to $k = 0$ when a boost $u = k_F^0$ is applied. It will no longer be possible to linearize about this Fermi point and so $u = k_F^0$ might be a natural limit to the applicability of our treatment. Even though, it once again becomes possible to linearize when the Fermi point moves to $k > 0$, the Fermi vacuum becomes unstable and hence the system is not amenable to our treatment. If both the Fermi points $k_F^L$ and $k_F^R$ are positive, then linearization of the dispersion at $k_F^L$ becomes problematic since the unoccupied states ($k < k_F^L$) have lower energy rendering the Fermi sea unstable.

### 2.5.3 Correspondence with the microscopic t-V model

The Hamiltonian for the t-V model at a fixed filling $n$:

$$H = -t_{\text{hop}} \sum_i c_i^\dagger c_{i+1} - V \sum_i n_i n_{i+1} \quad (2.5.17)$$

with the dispersion $\varepsilon(k) = -2t_{\text{hop}} \cos k$. At filling $n$, $k_F^0 = n\pi$. We need to express $K(u)$ and $v(u)$ in terms of the parameters $t_{\text{hop}}$, $V$ and $n$. For low energy excitations about $k_F^0$, the $c_i^\dagger$'s can be written in terms of the $\psi_R$'s and $\psi_L$'s in the following way:

$$c_i^\dagger \sim \sqrt{a} \left( e^{ik_F^0 x} \psi_R^\dagger + e^{-ik_F^0 x} \psi_L^\dagger \right) \quad (2.5.18)$$

The interaction is of the form $-V \sum n_i n_{i+1}$, which written in terms of $\psi_R$ and $\psi_L$ gives:

$$-V \sum n_i n_{i+1} = -Va \int dx \left( e^{ik_F^0 x} \psi_R^\dagger + e^{-ik_F^0 x} \psi_L^\dagger \right) \left( e^{-ik_F^0 x} \psi_R + e^{ik_F^0 x} \psi_L \right) \left( e^{ik_F^0 (x+a)} \psi_R^\dagger + e^{-ik_F^0 (x+a)} \psi_L^\dagger \right) \left( e^{-ik_F^0 (x+a)} \psi_R + e^{ik_F^0 (x+a)} \psi_L \right) \quad (2.5.19)$$

The low energy interaction processes are then:

$$-V \sum n_i n_{i+1} = -Va \int dx \left( \psi_R^\dagger \psi_R \psi_R^\dagger \psi_R + \psi_L^\dagger \psi_L \psi_L^\dagger \psi_L + \psi_R^\dagger \psi_R \psi_R^\dagger \psi_L + \psi_L^\dagger \psi_L \psi_L^\dagger \psi_R \right) + Va \int dx \left( e^{-2ik_F^0 a} \psi_R^\dagger \psi_R \psi_L^\dagger \psi_L + e^{2ik_F^0 a} \psi_L^\dagger \psi_R \psi_R^\dagger \psi_L \right) \quad (2.5.20)$$

$\tilde{g}_1$ and $\tilde{g}_2$ processes are scattering with zero momentum exchange, and hence, their magnitudes are equal. However, $\tilde{g}_1$ processes are scattering with momentum exchange $2k_F^0$. 
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and hence have an additional factor \(\cos 2k F_0\):

\[
\tilde{g}_4 = \tilde{g}_2 = -Va, \\
\tilde{g}_1 = -2Va \cos 2k F_0 a.
\]

For spinless fermions in the absence of a boost, the \(\tilde{g}_1\) and \(\tilde{g}_2\) processes are effectively the same, hence \(\tilde{g}_{2,\text{eff}}\) becomes:

\[
\tilde{g}_{2,\text{eff}} = \tilde{g}_2 - \tilde{g}_1 = -Va(1 - 2 \cos 2k F_0 a) \approx -Va\left(4(k F_0 a)^2 - 1\right).
\]

The \(t-V\) model in momentum space is:

\[
\mathcal{H}(k) = \sum_k (-2t_{\text{hop}} \cos k - \mu) c^\dagger_k c_k - \frac{V}{N} \sum_{k_1,k_2,q} c^\dagger_{k_2+q} c^\dagger_{k_1-q} c_{k_2} c_{k_1}.
\]

The boost is applied by the transformation \(k \to k + u\), for both right movers and left movers. Since the microscopic interactions involve zero momentum exchange, the boost affects only the kinetic term. The Fermi velocity becomes different for the right movers and left movers in the presence of boost (as shown in Eq. 2.5.2), with \(v^F(u) = v^F(0) \cos(u)\) and \(w(u) = 2t_{\text{hop}} \cos(k_0 F) \sin(u)\) \((v^F(0)\) is the Fermi velocity at zero boost). Consequently, the only difference between the Luttinger parameters, \(K(u)\) and \(v(u)\), in the presence and absence of boost, is due to \(v^F(u)\), as shown below. \(\tilde{g}_4\) and \(\tilde{g}_{2,\text{eff}}\) continue to be given by Eqs. 2.5.21 and 2.5.22, as in the unboosted case.

Consequently, with \(a = 1\),

\[
v^F(u) = v^F(0) \cos u, \quad w(u) = 2t_{\text{hop}} \cos(k_0 F) \sin u,
\]

where \(v^F(0) = 2t_{\text{hop}} \sin(k_0 F) = 2t_{\text{hop}} \sin(\pi n)\) and hence,

\[
v(0) = \sqrt{\left(v^F(0) + \frac{\tilde{g}_4}{2\pi}\right)^2 - \left(\frac{\tilde{g}_{2,\text{eff}}}{2\pi}\right)^2} = \sqrt{\left(2t_{\text{hop}} \sin(\pi n) - \frac{V}{2\pi}\right)^2 - \left(\frac{V}{2\pi}(4\pi^2n^2 - 1)\right)^2},
\]

\[
K(0) = \sqrt{\frac{v^F(0) - \left(\frac{\tilde{g}_{2,\text{eff}}}{2\pi} - \frac{\tilde{g}_4}{2\pi}\right)}{v^F(0) + \left(\frac{\tilde{g}_{2,\text{eff}}}{2\pi} + \frac{\tilde{g}_4}{2\pi}\right)}} = \sqrt{\frac{2t_{\text{hop}} \sin(\pi n) + \frac{V}{2}(2\pi^2n^2 - 1)}{2t_{\text{hop}} \sin(\pi n) - V(2\pi^2n^2)}}.
\]
In the presence of boost $u$,

$$v(u) = \sqrt{\left( v^F(u) + \frac{\tilde{g}_4}{2\pi} \right)^2 - \left( \frac{\tilde{g}_{2, eff}}{2\pi} \right)^2}, \quad (2.5.27)$$

$$K(u) = \sqrt{\frac{4t_{hop} \sin(\pi n) \cos u - \frac{V}{2\pi} (4\pi^2 n^2 - 1)}{2t_{hop} \sin(\pi n) \cos u - \frac{V}{2\pi} (4\pi^2 n^2)}}. \quad (2.5.28)$$

Also, using Eqs. \ref{eq:2.5.25} and \ref{eq:2.5.26} in Eq. \ref{eq:2.5.15} one can arrive at $K(u)$ for small $u$, in terms of the microscopic parameters $t_{hop}$, $V$ and $n$.

In the presence of a boost $u$ in Eq. \ref{eq:2.5.19} the magnitudes of $\tilde{g}$’s remain as they are for the unboosted case, since the scattering processes involve only the difference in the scattering momenta.

### 2.5.4 Pairing Susceptibility

The pairing susceptibility is given by:

$$\chi_{pair}(q = 0, \omega) = \frac{1}{\Omega} \sum_k \frac{f(\xi_k) - f(-\xi_{-k})}{\omega - \xi(k) - \xi(-k) + i\delta}, \quad (2.5.29)$$

where $f(\xi_k)$ is the Fermi distribution at energy $\xi(k)$, where $\xi(k) = -2t_{hop} \cos k - \mu$. $\Omega$ is the volume of the system.

Linearizing the dispersion about the Fermi points, we get \cite{1}:

$$\xi(k) \simeq v^F_R(k - k^F_R), \quad k \sim k^F_R$$

$$\xi(-k) \simeq v^F_L(-k - k^F_L), \quad k \sim k^F_L, \quad (2.5.30)$$

where: $v^F_s = v^F(u) + sw(u)$ and $s = 1(-1)$ for the right(left) movers, as given in the main text. $k^F_s$ is the Fermi momentum form the right($s = R$) and left($s = L$) movers.

The pairing susceptibility is largest when the Fermi level is in the middle of the band, which corresponds to half-filling. We thus, calculate it as a function of boost for this value of filling using Eq. \ref{eq:2.5.30}. The result is shown in Fig. \ref{fig:2.5} which is a plot of the ratio of the susceptibility of the boosted system to that of the unboosted system $\chi(u)/\chi(0)$. It can be seen that the susceptibility increases as a function of the boost consistent with the strengthening of superconducting order. This is true even for values of filling different from half-filling. Note that there is a divergent factor of $\log T$, where $T$ is the temperature that cancels between the numerator and denominator of the quantity.
\( \chi(u)/\chi(0) \).

Figure 2.5: The ratio of the boosted and unboosted pairing susceptibility \( \chi(u)/\chi(0) \) at half-filling as a function of \( u \). It can be seen that the susceptibility increases with \( u \) which is consistent with the strengthening of superconducting order. Note that there is a divergent factor of \( \log T \), where \( T \) is the temperature that cancels between the numerator and denominator of the quantity \( \chi(u)/\chi(0) \).

2.5.5 Effect of spin and umklapp

Having analyzed the effect of a boost on a system of spinless fermions, we now turn our attention to spin \( 1/2 \) systems. In the absence of a boost, it is known that the charge and spin degrees of freedom can be separated in the low-energy physics, each being described by its own hamiltonian \( H_\nu \), fields \( \Pi_\nu \) and \( \phi_\nu \), Fermi velocity \( v_\nu \) and Luttinger parameter \( K_\nu \), where \( \nu = \rho[\sigma] \) for the charge [spin] sector \[1\]. A point of difference between the sectors is that the spin sector has umklapp even when the underlying system possesses Galilean invariance while the charge sector does not. Umklapp can be relevant in the charge sector only for systems with broken Galilean invariance and commensurate filling. Since we need to break Galilean invariance for the boost to have a non-trivial effect, the low energy physics of the spin and charge sectors is described by the Hamiltonian in Eq. \[2.5.31\]:

\[
H_\nu = \frac{v_\nu(u)}{\pi} \int_{-L/2}^{L/2} dx \left[ K_\nu(u) : \left( \Pi_\nu(x) \right)^2 : \right.
+ \frac{1}{K_\nu(u)} \left( \nabla \tilde{\phi}_\nu(x) \right)^2 : + \frac{g_\nu(u)}{a^2} : \cos(\alpha_\nu \tilde{\phi}_\nu) : \right],
\]

where \( g_\nu(u) \) is a dimensionless parameter and is a function of \( u \) \([v_\nu(u)g_\nu(u) \) is the strength of the umklapp term and has the dimensions of energy], \( a \) an ultra-violet cutoff and \( \alpha_\rho = \sqrt{16\pi} \) and \( \alpha_\sigma = \sqrt{8\pi} \) for charge and spin respectively. We emphasize again that \( g_\rho \) is operative only at commensurate filling although for a system in contact with a container, a similar term may arise with a phase oscillating in space with a minimum wavenumber \[19\]. Again, the Hamiltonian reduces to the standard form when \( u = 0 \).
2.5.6 RG Flow and phase diagram

The renormalization group flow equations for the parameters $g_\nu$ and $K_\nu$ at tree level, in terms of two new parameters $h_\nu = 2 \left( \frac{K_\nu}{K_c^\nu} - 1 \right)$ and $g_\nu^\perp = K_c^\nu g_\nu$ with $K_c^\nu = \frac{8\pi}{\alpha_\nu}$ are [2]:

\[
\frac{dg_\nu^\perp}{dl} = -h_\nu g_\nu^\perp, \quad \frac{dh_\nu}{dl} = -\left( g_\nu^\perp \right)^2.
\] (2.5.32)

The above equations can be integrated to obtain flow lines and for $h_\nu < 0$, $g_\nu^\perp$ is a relevant perturbation and opens a gap. For $h_\nu > 0$, the flow terminates at $g_\nu^\perp = 0$ and $h_\nu = h_\nu^*$ (i.e. a Luttinger liquid results). This has the value $h^2_{\nu,i} - \left( g^\perp_{\nu,i} \right)^2 = (h^*_\nu)^2$, where $h_{\nu,i}$ and $g^\perp_{\nu,i}$ are the initial (bare) values of $h_\nu$ and $g^\perp_\nu$.

![Phase diagram](image.png)

Figure 2.6: The phase diagram of spinless (left) and spin $1/2$ (right) boosted fermions. The dashed line separates the gapped and gapless phases at zero boost. Suitable boosts can be applied to transform this to the solid line which separates the new gapped and gapless regions as indicated.

Eqs. (2.5.32) are valid even for $u \neq 0$. Suppose the unboosted system starts the flow from $h_{\nu,i}(0)$ and $g^\perp_{\nu,i}(0)$, then, the flow follows:

\[
h_{\nu,i}(0)^2 - g^\perp_{\nu,i}(0)^2 = h^*_\nu(0)^2.
\] (2.5.33)

We need to see where the flow is headed under the effect of the boost, i.e, we need to find $h^*_\nu(u)$. Then the modifications to the unboosted equations are obtained by introducing the parameters as functions of $u$:

\[
K_{\nu,i}(u) = K_c^\nu \left[ 1 + \frac{h_{\nu,i}(u)}{2} \right],
\]

\[
g^\perp_{\nu,i}(u) = g^\perp_{\nu,i}(0) \left[ \frac{v_{\nu,i}(0)}{v_{\nu,i}(u)} \right],
\] (2.5.34)

where $v_{\nu,i}(0)$ and $v_{\nu,i}(u)$ are the initial values of the renormalized Fermi velocity in the absence of boost and in the presence of boost respectively. Note that the interaction parameter $V$ in Eq. (2.5.7) corresponds to the product $v_\nu g_\nu$ in Eq. (2.5.31). $V$ does not
change under the effect of the boost which implies that $g_\nu(u) \sim 1/v_\nu(u)$, which yields the second of Eqs. (2.5.34). Define:

\begin{align*}
a_{\nu,i}(u) &= v_i^F(u) + \frac{\tilde{g}_{4\nu,i}}{2\pi} - \frac{\tilde{g}_{2\nu,i}}{2\pi}, \\
b_{\nu,i}(u) &= v_i^F(u) + \frac{\tilde{g}_{4\nu,i}}{2\pi} + \frac{\tilde{g}_{2\nu,i}}{2\pi}.
\end{align*}

Then, $K_{\nu,i}(u) = \sqrt{\frac{a_{\nu,i}(u)}{b_{\nu,i}(u)}}$, $v_{\nu,i}(u) = \sqrt{a_{\nu,i}(u)b_{\nu,i}(u)}$ and $v_i^F(u) = v_i^F(0)(1 + f(u))$, where, $f(u) = \cos u - 1$ for the usual tight-binding model, and $v_i^F(0)$ is the initial (bare) value of the Fermi velocity in the absence of boost.

Solving for $K_{\nu,i}(u)$ in terms of $a_{\nu,i}(u)$ and $b_{\nu,i}(u)$:

\begin{align*}
K_{\nu,i}(u) &= \sqrt{\frac{a_{\nu,i}(u)}{b_{\nu,i}(u)}} \\
&= \sqrt{\frac{a_{\nu,i}(0) + v_i^F(0)f(u)}{b_{\nu,i}(0) + v_i^F(0)f(u)}} \\
&= K_{\nu,i}(0) \left[ 1 + \frac{v_i^F(0)f(u)}{2a_{\nu,i}(0)b_{\nu,i}(0)}(b_{\nu,i}(0) - a_{\nu,i}(0)) \right].
\end{align*}

Solving for $v_{\nu,i}(u)$:

\begin{align*}
v_{\nu,i}(u) &= \sqrt{a_{\nu,i}(0)b_{\nu,i}(0)} \\
&= \sqrt{[a_{\nu,i}(0) + v_i^F(0)f(u)][b_{\nu,i}(0) + v_i^F(0)f(u)]} \\
&= v_{\nu,i}(0) \left[ 1 + \frac{v_i^F(0)(a_{\nu,i}(0) + b_{\nu,i}(0))}{2a_{\nu,i}(0)b_{\nu,i}(0)}f(u) \right].
\end{align*}

$K_{\nu,i}(0)$ and $v_{\nu,i}(0)$ are the unboosted value of the initial points from where the flow starts. $K_{\nu,i}(0)$ is then expanded about its critical point $K_c^\nu : K_{\nu,i}(0) = K_c^\nu \left[ 1 + \frac{h_{\nu,i}(0)}{2} \right]$.

Thus,

\begin{align*}
K_{\nu,i}(u) &= K_c^\nu \left[ 1 + \frac{h_{\nu,i}(0)}{2} \right] \left[ 1 + \frac{v_i^F(0)f(u)}{2a_{\nu,i}(0)b_{\nu,i}(0)}(b_{\nu,i}(0) - a_{\nu,i}(0)) \right] \\
&= K_c^\nu \left[ 1 + \frac{h_{\nu,i}(0)}{2} \right] \left[ 1 + \frac{v_i^F(0)f(u)}{2a_{\nu,i}(0)b_{\nu,i}(0)}(b_{\nu,i}(0) - a_{\nu,i}(0)) \right] \\
&+ \frac{v_i^F(0)f(u)}{2a_{\nu,i}(0)b_{\nu,i}(0)}(b_{\nu,i}(0) - a_{\nu,i}(0)) \\
&= K_c^\nu \left( 1 + \frac{h_{\nu,i}(u)}{2} \right).
\end{align*}
where

\[
\begin{align*}
    h_{\nu,i}(u) &= h_{\nu,i}(0) \left( 1 + \frac{v_i^F(0)f(u)}{2a_{\nu,i}(0)b_{\nu,i}(0)}(b_{\nu,i}(0) - a_{\nu,i}(0)) \right) \\
    &+ \frac{v_i^F(0)f(u)}{a_{\nu,i}(0)b_{\nu,i}(0)}(b_{\nu,i}(0) - a_{\nu,i}(0)) \\
    &= 2 \left( \frac{K_{\nu,i}(0)}{K^c} - 1 \right) - \frac{v_i^F(0)f(u)}{v_{\nu,i}(0)K^c} \left( K_{\nu,i}(0)^2 - 1 \right). 
    \end{align*}
\]

Since the interaction term in the microscopic hamiltonian remains unchanged, \( g_{\nu,i}^\perp(0)v_{\nu,i}(0) = g_{\nu,i}^\perp(u)v_{\nu,i}(u) \) which gives,

\[
\begin{align*}
    g_{\nu,i}^\perp(u) &= g_{\nu,i}^\perp(0) \left( \frac{v_{\nu,i}(0)}{v_{\nu,i}(u)} \right) \\
    &= g_{\nu,i}^\perp(0) \left( 1 - \frac{v_i^F(0)(a_{\nu,i}(0) + b_{\nu,i}(0))}{2a_{\nu,i}(0)b_{\nu,i}(0)} f(u) \right) \\
    &= g_{\nu,i}(0) \left[ 1 - \frac{v_i^F(0)f(u)}{2v_{\nu,i}(0)} \left( K_{\nu,i}(0) + \frac{1}{K_{\nu,i}(0)} \right) \right]. 
    \end{align*}
\]

Using the expressions for \( h_{\nu,i}(u) \) and \( g_{\nu,i}^\perp(u) \) in the flow equation we get the expression for the new fixed point,

\[
\begin{align*}
    h_{\nu,i}(u)^2 - g_{\nu,i}(u)^2 &= \left[ h_{\nu,i}(0) \left( 1 + \frac{v_i^F(0)f(u)}{2a_{\nu,i}(0)b_{\nu,i}(0)}(b_{\nu,i}(0) - a_{\nu,i}(0)) \right) \\
    &+ \frac{v_i^F(0)f(u)}{a_{\nu,i}(0)b_{\nu,i}(0)}(b_{\nu,i}(0) - a_{\nu,i}(0)) \right]^2 \\
    &- g_{\nu,i}(0)^2 \left( 1 - \frac{v_i^F(0)(a_{\nu,i}(0) + b_{\nu,i}(0))}{2a_{\nu,i}(0)b_{\nu,i}(0)} f(u) \right)^2 \\
    &= [h_{\nu}(0)]^2 + \frac{v_i^F(0)f(u)}{a_{\nu,i}(0)b_{\nu,i}(0)} \left[ h_{\nu,i}(0) \left( h_{\nu,i}(0) + 2 \right) \left( b_{\nu,i}(0) - a_{\nu,i}(0) \right) \right] \\
    &+ g_{\nu,i}(0)^2 \left( a_{\nu,i}(0) + b_{\nu,i}(0) \right),
    \end{align*}
\]
which is,

\[ [h^*_\nu(u)]^2 = [h^*_\nu(0)]^2 + \frac{v^F(u) f(u)}{v^\nu(0) F^c} \left[ h^\nu(0) \left( h^\nu(0) + 2 \right) \left( b^\nu(0) - a^\nu(0) \right) + 4 \left( K^\nu(0) - K^\nu_0 \right)^2 \right] \]

\[ + g^\nu_{\nu,i}(0)^2 \left( a^\nu(0) + b^\nu(0) \right) \left( K^\nu(0)^2 + 1 \right) \]

\[ = \left[ 4 \left( \frac{K^\nu(0)}{K^\nu_0} - 1 \right)^2 - g^\nu_{\nu,i}(0)^2 \right] + \frac{v^F(u) f(u)}{v^\nu(0) K^\nu_0} \left[ 4 \left( K^\nu(0)^2 - 1 \right) \left( 1 - \frac{K^\nu(0)}{K^\nu_0} \right) \right] \]

\[ + \frac{g^\nu_{\nu,i}(0)^2 K^\nu_0}{K^\nu(0)} \left( K^\nu(0)^2 + 1 \right) \]

(2.5.45)

where \( h^*_\nu(u) \) gives the new fixed point, as a function of the initial unboosted starting point \( K^\nu(0) \) and \( g^\nu_{\nu,i}(0) \), along with \( v^\nu(0) \), \( v^F(u) \) and the boost \( u \).

Thus, summarizing, the only effect of the boost is to change the values of the initial parameters in the following way:

\[ h^\nu(0) = 2 \left( \frac{K^\nu(0)}{K^\nu_0} - 1 \right) - \frac{v^F(u) f(u)}{v^\nu(0) K^\nu_0} \left[ (K^\nu(0))^2 - 1 \right] \]

\[ g^\nu_{\nu,i}(0) = g^\nu_{\nu,i}(0) \left[ 1 - \frac{v^F(u) f(u)}{2v^\nu(0)} \left( K^\nu(0) + \frac{1}{K^\nu(0)} \right) \right] \]

(2.5.46)

where \( f(u) = -\frac{v^F(u) - v^F(u)}{v^F(0)} \), is assumed to be small and \( K^\nu(0) = K^\nu_0[1 + h^\nu(0)/2] \). Note that the first of the above equations is the same as Eq. (2.5.15) but with \( K^\nu_0 = 1/2 \) as is appropriate for spinless fermions. Even in this more general case with spin, the boost has the effect that \( K^\nu(0) > K^\nu(0) \) if \( K^\nu(0) > 1[1[K^\nu(0) < 1] \)

The value \( h^*_\nu(u) \) can be determined for a flow staring at \( h^\nu(0) \) and \( g^\nu_{\nu,i}(0) \) and is given by:

\[ [h^*_\nu(u)]^2 = 4 \left( \frac{K^\nu(0)}{K^\nu_0} - 1 \right)^2 - \left( g^\nu_{\nu,i}(0) \right)^2 \]

\[ + \frac{v^F(u) f(u)}{v^\nu(0) K^\nu_0} \left[ 4(K^\nu(0)^2 - 1) \left( 1 - \frac{K^\nu(0)}{K^\nu_0} \right) \right] \]

\[ + \frac{g^\nu_{\nu,i}(0)^2 K^\nu_0}{K^\nu(0)} \left( K^\nu(0)^2 + 1 \right) \]

(2.5.47)

It can be seen that in the presence of umklapp a sector is gapped (gapless) when \( K^\nu_0(u) < K^\nu_0 \) [\( K^\nu_0(u) \geq K^\nu_0 \)]. For spinless fermions, \( K^\nu_0 = 1/2 < 1 \) and when superconductivity dominates in the charge sector \( (K^\nu(0) > 1) \), it is strengthened when the system is boosted just like in the absence of umklapp and the charge sector continues to be gapless. When \( K^\nu(0) < 1 \), gapless CDW order results down to a critical value of \( g^\nu_{\nu,i} \), below which a gapped state is obtained, which can even result in a long range CDW case.
It can be seen from Fig. 2.4 that upon the application of a boost (which has the effect of reducing the value of $K_{\rho,i}$), a gapless CDW state can be transformed into a gapped one. Thus a boost can convert quasi-long-ranged CDW order into true long-range order. If the CDW state continues to remain gapless upon the application of a boost, the order is strengthened like in the case without umklapp.

For spinful fermions on a lattice, $K^c_{\rho} = K^c_{\sigma} = 1$. Consequently, for $K_{\rho,i} < 1$, the system is always gapped and it is possible to have such a phase even when $K_{\rho,i} \geq 1$ depending on the value of $g^\perp_{\rho,i}$ as can be seen in Fig. 2.4. A boost cannot open a charge gap in this case unlike for spinless fermions. However, it can close an existing gap for systems with a certain range of values of $K_{\rho,i}$ and $g^\perp_{\rho,i}$ as can be seen in Fig. 2.6. This happens only for $K_{\rho,i} > 1$. The boost has exactly the same effect in the spin sector as well (Note that $K_{\sigma} = 1$ is a rotationally invariant point and hence the boost has no effect on this point).

The above conclusions open up the possibility of transforming a system with a gap in the charge or spin sector or both into a different phase by closing one or both gaps upon the application of a boost. Of particular interest is a system with both a charge and spin gap. If $K_{\rho,i}(0)$ and $g^\perp_{\rho,i}(0)$ lie in the blue colored region between the dashed and the solid line in Fig. 2.6, a boost can close a charge gap. If $K_{\sigma,i}(0)$ and $g^\perp_{\sigma,i}(0)$ lie in the red region (beyond the solid line), the boost cannot close the spin gap and the resultant state is a Luther-Emery fluid with gapped spin excitations and gapless charge excitations. Thus, it is possible to obtain a Luther-Emery fluid from a fully gapped system by applying a boost which suggests a new way of obtaining such a fluid in experiments on trapped cold atoms. It is also possible to destroy the spin gap of a Luther-Emery fluid by applying a boost if $K_{\sigma,i}(0)$ and $g^\perp_{\sigma,i}(0)$ for the systems lie in the blue colored region between the solid and the dashed lines, as shown in Fig. 2.6.

### 2.6 Conclusion

To conclude, we have shown that the application of a boost can strengthen the superconductivity of typical one dimensional systems with no Galilean invariance, in contrast to their higher dimensional counterparts. A similar effect exists for CDW order as well. At commensurate filling, the boost can open a charge gap for systems of spinless fermions. For spin $1/2$ fermions, a boost applied to a fully gapped system can produce a Luther-Emery fluid with gapped spin and gapless charge excitations.
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Chapter 3

Symmetry classes and topological properties of 1D superconductors

3.1 Summary of main results

In this chapter, we study the topological phases and the emergence of Majorana bound states (MBS) at the edges of 1D spinless p-wave superconductor (SC). We classify these systems according to the tenfold scheme on the basis of their topology, resulting from the presence or absence of discrete symmetries. The simplest system we study belongs to the BDI symmetry class, with \( Z \)-topological invariant and integer number of edge modes. This is reflected by the presence of MBS doublets at the edges. In our analysis, we have considered two types of spinless p-wave pairing with \( \Delta_{\uparrow\uparrow} = \Delta_{\downarrow\downarrow} \) and \( \Delta_{\uparrow\uparrow} = -\Delta_{\downarrow\downarrow} \).

We study the type of edge states for these two cases for different values of the chemical potential (measured with respect to the SC gap). These edge states, which are MBS, have an oscillating part along with a decay for \( \mu > 1/2 \), similar to the form \( \sim e^{-x} \sin(x) \).

For \( 0 < \mu < 1/2 \), the MBS are purely decaying. Adding perturbations like s-wave pairing and Zeeman fields induces transitions from one topological class to another. We show that there are 3 symmetry classes for the first type of system and 6 for the second, with these perturbations. In the succeeding sections, we analyse the possible perturbations and their combinations, which can place the system in the above number of classes, for each of the two cases.

3.2 Introduction

Majorana fermions (MF) appear in quantum field theory as real solutions of the Dirac equation, when all the non-zero entries of the \( \Gamma \) matrices are imaginary \([1]\). They are their own anti-particles. Topological superconductors are theoretically predicted to host Majoranas at their edges, especially in 1D \([2, 3, 4, 5, 6]\), which appear as Bogulibov quasi-particles and can be expressed as equal superpositions of electron and hole states. MFs have also gathered massive interest due to their non-Abelian exchange statistics and have lead to the idea of low decoherence topological quantum computation \([7]\).
Figure 3.1: Periodic table of Bloch-BdG Hamiltonian, focusing on spatial dimension $D = 1$. The column with $T$, $C$ and $S$ represent the values corresponding to $T^2$, $C^2$ and $S^2$, respectively. When such an entry is 0 it means there is no operator present which gives the corresponding symmetry in the Hamiltonian. The left most column denotes the symmetry class based on the above mentioned discrete symmetries present. The rightmost column gives the corresponding topological invariant for the symmetry class in each spatial dimension. Ryu, Schnyder et.al, RMP 88, 035005 (2016)

The 1D Kitaev model, a one-dimensional spinless p-wave superconductor (SC), has eigenstates which are spatially isolated Majoranas at the edges [2]. Majoranas also appear at the points where transition occurs between a topological and a non-topological phase. For example, in the 1D Kitaev model, if $\mu$ varies as a function of $x$, then between the regions $|\mu| > 2t$ and $-t < \mu < t$, two MFs appear at the transition point where the gap closes.

Based on the discrete symmetries present in the system, anti-unitary time reversal (TR) $T$ and particle-hole (p-h) $C$, and unitary chiral $S$, all BdG (Bogulibov-de Gennes) Hamiltonians (quadratic Hamiltonian with a gapped spectrum) can be classified into different symmetry classes with a corresponding topological invariant [8]. The symmetry operations are defined by: $T\mathcal{H}(p)T^{-1} = \mathcal{H}(-p)$, $C\mathcal{H}(p)C^{-1} = -\mathcal{H}(-p)$ and $S\mathcal{H}(p)S^{-1} = -\mathcal{H}(p)$. If two such gapped quantum systems can be transformed onto one another through a adiabatic path, without closing the gap, they belong to the same topological class. States which can be continuously connected in such a way to an atomic insulator are topologically trivial and those which can not are topologically non-trivial.

For cases, when more than one anti-unitary operator is present for a particular symmetry operation, the Hamiltonian needs to be block diagonalized into irreducible diagonal blocks and an effective operator needs to be identified for each such block to get the correct symmetry operation [8]. For example, let us consider a 1D spinless p-wave BdG Hamiltonian in the presence of a s-wave pairing $\Delta_1 \sigma_y \tau_y$,

$$\mathcal{H}(p) = \left(\frac{p^2}{2m} - \mu\right) \sigma_0 \tau_z + \Delta_0 p \sigma_0 \tau_x + \Delta_1 \sigma_y \tau_y,$$  

where, $\sigma$ and $\tau$ are Pauli matrices for the spin and the particle-hole sector, $\Delta_0$ and $\mu$ are effective parameters, depending on the underlying heterostructure. The Nambu spinor
is \((c_{k,\uparrow}^\dagger, c_{-k,\downarrow}, c_{k,\downarrow}^\dagger, c_{-k,\uparrow})\), and \(\Delta_0\) is the magnitude of the p-wave pairing \(\Delta_{\uparrow\uparrow} = \Delta_{\downarrow\downarrow}\).

We define the time reversal (TR) operator as an anti-unitary operator which does not mix the particle-hole (p-h) sector. Whereas, the p-h operator is defined as an anti-unitary operator which rotates the particles into holes and holes into particle sector. It is not necessary for the TR operator to flip spin in all cases, which can be seen from the fact that the unperturbed 1D p-wave Kitaev model is TR invariant. TR operators, satisfying the condition \(T\mathcal{H}(p)T^{-1} = \mathcal{H}(-p)\), are \(T_1 = \sigma_x \tau_z K\) and \(T_2 = \sigma_z \tau_x K\). The Hamiltonian needs to be block diagonalized in the basis of \(U_T^\dagger U_T^*\), into 2 \(\times\) 2 irreducible blocks, where \(U_T\) is the unitary operator for the corresponding TR operator \(T\). The above procedure allows us to diagonalize Eq. 3.2.1 into \(\sigma_y = \pm 1\) blocks:

\[
H_{1,2} = \left(\frac{p^2}{2m} - \mu\right) \sigma_0 \tau_z + \Delta_0 p \sigma_0 \tau_x \pm \Delta_1 \tau_y
\]  

The effective TR operator in each block is \(\tau_z K\). Similarly, there are two possible p-h operator for Eq. 3.2.1 \(\tau_z K\) and \(\sigma_y \tau_x K\). However, in this case, due to the last term \(\Delta_1 \tau_y\) in the block diagonalized form, neither of the two \(C\) operators is a symmetry. Thus, p-h symmetry is absent (\(C = 0\)) when a s-wave is present along with a p-wave of the given form. This class of Hamiltonian falls in the topologically trivial AI symmetry class (in \(D = 1\)), with \(T^2 = 1\), \(C = 0\) and \(S = 0\), as shown in Fig. 3.1. The possible physical realizations of these perturbations are given below:

| Perturbation     | Physical realization                                      |
|------------------|----------------------------------------------------------|
| \(B_1 \sigma \tau_z\) | Appropriate Zeeman fields                               |
| \(B_2 \sigma \tau_0\) |                                                        |
| \(\Delta_1 \sigma_y \tau_y\) | s-wave pairing, which can be generated by proximity coupling to the bulk of a weak s-wave SC. |

In this chapter, we study the topological phases and the emergence of Majorana bound states (MBS) at the edges of 1D spinless p-wave SC. It has been known that such systems lie in the DIII symmetry class, with the topological invariant being \(Z_2\) [9, 10]. However, note that 1D spinless p-wave SC lies in the BDI class, and not in the DIII class, which can be seen by redefining the TR and p-h operators to a more general form as stated above (for standard spin-full systems, the TR operator is \(\sigma_y K\)).

1D p-wave systems lying in the BDI symmetry class, have \(Z\) topological invariant and an integer number of edge modes, which is reflected by the MBS doublets at the edges [9, 10, 11]. Application of perturbations, like a s-wave pairing term or a Zeeman field, can cause a transition to a different symmetry class, like the topologically trivial AI class or the non-trivial AIII class, thus changing the nature of the edge state. In this work
we study the type of edge states present in a pure p-wave 1D SC for different values of the chemical potential (measured with respect to the SC gap). These edge states, which are MBS, have an oscillating part along with its decaying nature for \( \mu > \frac{1}{2} \), similar to the form \( \sim e^{-x} \sin(x) \). For \( 0 < \mu < \frac{1}{2} \), the MBS are purely decaying. In the absence of a coupling term between the up-spin sector and the down spin sector, each MBS belong to one particular spin-sector.

The chapter is arranged as follows. In Sec. 3.3, we study the topological class and the MBS solutions for a spinless p-wave 1D SC, with \( \Delta_{\uparrow\uparrow} = \Delta_{\downarrow\downarrow} \). We have calculated the explicit form of the MBS as a function of \( \mu \). Further, we study the three symmetry classes (AI, CI and BDI) that can be generated by perturbations like s-wave pairing and Zeeman term, in Sec. 3.3.1, Sec. 3.3.2 and Sec. 3.3.3. In Sec. 3.4, we study the MBS and the symmetry classes of the second type of spinless p-wave pairing, with \( \Delta_{\uparrow\uparrow} = -\Delta_{\downarrow\downarrow} \). In the consequent sections Sec. 3.4.1, Sec. 3.4.2, Sec. 3.4.3, Sec. 3.4.4, Sec. 3.4.5 and Sec. 3.4.6, we present a detailed analysis of how the six symmetry classes, A, C, AI, AII, BDI and D, can be generated by applying a s-wave term or Zeeman field on the p-wave SC of the second type. We have also explored the possibility when both the Zeeman fields \( B_1 \hat{\sigma}_z \) and \( B_2 \hat{\sigma}_0 \) are simultaneously present as perturbations [10, 11, 9]. Without any loss of generality, we have fixed \( B_1 \) in the \( x \)-\( z \) plane and have considered \( B_2 \) to be general.

### 3.3 Case I: \( \Delta_{\uparrow\uparrow} = \Delta_{\downarrow\downarrow} \)

The first case we have studied is a BdG Hamiltonian (quadratic Hamiltonian describing gapped topological insulator and superconductor) with spinless p-wave superconductivity, such that the \( \Delta_{\uparrow\uparrow} = \Delta_{\downarrow\downarrow} \):

\[
H_0(p) = \left( \frac{p^2}{2m} - \mu \right) \sigma_0 \tau_z + \Delta_0 \sigma_0 \tau_x
\]  

(3.3.1)

where, \( \sigma \) and \( \tau \) are Pauli matrices for the spin and the particle-hole sector, \( \Delta_0 \) and \( \mu \) are effective parameters, depending on the underlying heterostructure. The Nambu spinor is \( (c_{k,\uparrow}^\dagger \ c_{-k,\uparrow}^\dagger \ c_{k,\downarrow}^\dagger \ c_{-k,\downarrow}) \), and \( \Delta_0 \) is the magnitude of the pairing \( \Delta_{\uparrow\uparrow} (= \Delta_{\downarrow\downarrow}) \). \( T \) and \( C \) are anti-unitary operators and are thus of the form \( T = U_T K \) and \( C = U_C K \), where \( K \) represents complex conjugation and \( U_T \) and \( U_C \) are unitary operators which can be represented as matrices. For the systems we consider, \( U_C \) has to be of the form \( \tau_x \), \( \tau_y \) or linear combinations of the two, since it represents a particle-hole transformation. The above equation represents the unperturbed system with two decoupled spin sectors.

The symmetry class for Eq. (3.3.1) can be identified by studying the TR (time reversal), p-h (particle-hole) and chiral symmetries of the Hamiltonian. The symmetry operations are defined by: \( T H(p)T^{-1} = H(-p) \), \( C H(p)C^{-1} = -H(-p) \) and \( S H(p)S^{-1} = -H(p) \). Using the TR operator \( T = \tau_x K \), p-h operator \( C = \tau_y K \) and chiral symmetry operator \( S = i T C \), it can be seen that the Hamiltonian (3.3.1) lies in the BDI class, with \( Z \)
topological invariant and integer number of edge states [8].

To get the explicit form of the edge states, Eq. 3.3.1 needs to be solved with the boundary condition $\psi(x = 0) = 0$, which gives four allowed values of $p$ (with $m, \Delta_0 = 1$):

$$p = \pm \sqrt{-1 + \mu} \pm \sqrt{1 - 2\mu} \quad (3.3.2)$$

Depending on whether $\mu > 1/2$ or $\mu < 1/2$, we get two different type of edge states. For $\mu > 1/2$, the decaying modes are:

$$p_1 = \sqrt{-1 + \mu + \sqrt{1 - 2\mu}}$$
$$p_2 = -\sqrt{-1 + \mu - \sqrt{1 - 2\mu}} \quad (3.3.3)$$

Edge states with $E = 0$:

$$\psi_1 = 2i \begin{pmatrix} 0 \\ 0 \\ i \\ 1 \end{pmatrix} e^{-\alpha x} \sin \kappa x, \quad \psi_2 = 2i \begin{pmatrix} i \\ 1 \\ 0 \\ 0 \end{pmatrix} e^{-\alpha x} \sin \kappa x, \quad (3.3.4)$$

with $\alpha = \text{Im}(p_1) = \text{Im}(p_2)$ and $\kappa = \text{Re}(p_1) = -\text{Re}(p_2)$. These edge states have both a decaying and oscillating nature, different from the usual purely decaying form.

For $0 < \mu < 1/2$, decaying modes:

$$p_1 = \sqrt{-1 + \mu + \sqrt{1 - 2\mu}}$$
$$p_3 = \sqrt{-1 + \mu - \sqrt{1 - 2\mu}} \quad (3.3.5)$$

Purely decaying edge states with $E = 0$:

$$\psi_1 = \begin{pmatrix} 0 \\ 0 \\ i \\ 1 \end{pmatrix} (e^{-\alpha_1 x} - e^{-\alpha_2 x}), \quad \psi_2 = \begin{pmatrix} i \\ 1 \\ 0 \\ 0 \end{pmatrix} (e^{-\alpha_1 x} - e^{-\alpha_2 x}) \quad (3.3.6)$$

where, $\alpha_{1,2} = \text{Im}(p_{1,2})$ and $\text{Re}(p_1) = \text{Re}(p_2) = 0$. There are no zero energy edge states for $\mu < 0$. In both the above cases, with $\mu > 1/2$ and $0 < \mu < 1/2$, the edge states $\psi_1$ and $\psi_2$ are eigenstates of the p-h operator, and hence, are also Majorana Bound states (MBS).

In the following sections we see the accessible topological classes when perturbations like s-wave pairing and Zeeman terms are added. The different types of couplings can be understood from the schematic representation in Fig. 3.2.
Figure 3.2: Schematic diagram of the different types of coupling in a tight-binding type ladder in momentum space. At each momentum $k$, there is a Nambu spinor: \((c_k^+, c_{-k}^+, c_k^-, c_{-k}^-)\), the four components of which make up the rungs of the ladder. The Hamiltonians studied only contain on-site couplings among the rungs. The arrows stand for these different on-site couplings (including the superconducting pairing and the different Zeeman terms) between the rungs. $\sigma$ and $\tau$ act in spin and particle-hole space, respectively. The black arrows denote couplings of the form $\sigma_x \tau_x$, $\sigma_x \tau_y$, $\sigma_y \tau_x$ and $\sigma_y \tau_y$; the blue arrows for $\sigma_0 \tau_x$, $\sigma_0 \tau_y$, $\sigma_z \tau_x$ and $\sigma_z \tau_y$; and the red arrows for $\sigma_x \tau_0$, $\sigma_y \tau_0$, $\sigma_z \tau_x$ and $\sigma_z \tau_z$. The $\sigma_y \tau_y$ type of term denotes s-wave pairing. Any coupling of the form $\hat{\sigma} \tau_z$ is a conventional Zeeman term due to an applied magnetic field.

3.3.1 AI class

The AI symmetry class is a topologically trivial class in 1D, with $\mathcal{T}^2 = 1$, $\mathcal{C} = 0$ and $\mathcal{S} = 0$. The presence of the Zeeman term, s-wave term or combinations of both, can cause a transition from the BDI class of the unperturbed Hamiltonian in Eq. 3.3.1 to the AI class. We elaborate on the effect of each type of perturbation below.

$B_2 \hat{\sigma} \tau_0$

Since the Hamiltonian in Eq. 3.3.1 does not have a spin operator, any magnetic field of the form $B_2 \hat{\sigma} \tau_0$ can always be aligned along the z-direction, without any loss of generality. Thus, we can still break our Hamiltonian into two $2 \times 2$ irreducible blocks. This adds a constant term $B_2 \sigma_z \tau_0$ in each $\sigma_z$ block, thus breaking the chiral symmetry. Thus, the MBS are no longer at $E = 0$ and a transition occurs from the BDI class to the AI class.

$\Delta_1 \sigma_y \tau_y$

With the first type of p-wave pairing, the presence of a s-wave term, like $\Delta_1 \sigma_y \tau_y$, is necessary for transition into the AI class, as already discussed in Sec. 3.2.
\[ \triangle_1 \sigma_y \tau_y + B_2 \sigma_y \tau_0, \text{ and, } \triangle_1 \sigma_y \tau_y + B_1 \sigma \tau_z \]

Along with the spinless p-wave term and the s-wave term in Eq. 3.2.1, we study the effect of two types of zeeman field \( B_1 \sigma \tau_z \) and \( B_2 \sigma \tau_0 \):

\[
\mathcal{H}_1^1(p) = \mathcal{H}_0(p) + \triangle_1 \sigma_y \tau_y + B_1 \sigma \tau_z \\
\mathcal{H}_2^2(p) = \mathcal{H}_0(p) + \triangle_1 \sigma_y \tau_y + B_2 \sigma \tau_0 
\]

In the presence of \( \triangle_1 \), magnetic field along any \( \hat{\sigma} \) cannot be aligned along \( \sigma_z \) always. Thus, now the entire \( 4 \times 4 \) Hamiltonian needs to be considered for symmetry analysis. However, when the zeeman field is along \( \sigma_y \), the Hamiltonian can still be block diagonalized into \( \sigma_y = \pm 1 \) blocks, and the symmetry analysis can be done for each block. This places \( \mathcal{H}_1^1(p) \) and \( \mathcal{H}_2^2(p) \) in the same class as \( \mathcal{H}(p) \) in Eq. 3.2.1. In each case, the effective TR operator is again \( \tau_z \mathcal{K} \), p-h operator \( C = 0 \) and chiral operator \( S = 0 \).

\( B_1 \sigma_z \tau_z + B_2 \sigma_z \tau_0 \)

For Hamiltonians with only spinless p-wave SC, \( \triangle_\uparrow = \triangle_\downarrow \), in the simultaneous presence of both type of Zeeman fields:

\[
H(p) = \left( \frac{p^2}{2m} - \mu \right) \tau_z + \triangle_0 p \tau_x + B_1 \hat{\sigma} \tau_z + B_2 \hat{\sigma} \tau_0 
\]

(3.3.8)

(where, \( B_1 \) and \( B_1 \) are the two different Zeeman field), the AI class is again possible. There are two possible TR operators \( \tau_z \mathcal{K} \) and \( \sigma_z \tau_z \mathcal{K} \), with effective operator in each irreducible block being \( \tau_z \mathcal{K} \). However, the p-h \( C \) and chiral operator \( S \) are still absent.

| Perturbation                         | \( T \)               | \( C \)              | \( S \)  |
|--------------------------------------|------------------------|----------------------|---------|
| \( B_2 \sigma \tau_0 \)             | \( \tau_z \mathcal{K} \) | \( \tau_z \mathcal{K}, \sigma_y \tau_x \mathcal{K} \) | 0       |
|                                      | \( T^2 = 1 \)          | \( C_{eff} = 0 \)    |         |
| \( \triangle_1 \sigma_y \tau_y \)   | \( \tau_z \mathcal{K} \) | \( \tau_z \mathcal{K}, \sigma_y \tau_z \mathcal{K} \) | 0       |
|                                      | \( T^2 = 1 \)          | \( C_{eff} = 0 \)    |         |
| \( \triangle_1 \sigma_y \tau_y + B_2 \sigma_y \tau_0 \) | \( \tau_z \mathcal{K} \) | \( \tau_z \mathcal{K} \) | 0       |
| \( \triangle_1 \sigma_y \tau_y + B_1 \sigma_y \tau_z \) | \( \tau_z \mathcal{K}, \sigma \tau_z \mathcal{K} \) | \( C_{eff} = \tau_z \mathcal{K} \) | 0       |
|                                      | \( T^2 = 1 \)          | \( T_{eff} = \tau_z \mathcal{K} \) |         |
| \( B_1 \sigma_z \tau_z + B_2 \sigma_z \tau_0 \) | \( \tau_z \mathcal{K}, \sigma_z \tau_z \mathcal{K} \) | \( C_{eff} = \tau_z \mathcal{K} \) | 0       |
|                                      | \( T^2 = 1 \)          | \( T_{eff} = \tau_z \mathcal{K} \) |         |
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3.3.2 CI class

The CI class is another topologically trivial class in 1D with $T^2 = 1$, $C^2 = -1$ and $S = 1$. The p-wave Hamiltonian in Eq. 3.3.1 can be transferred to the CI class in the presence of perturbations like the s-wave pairing along with the Zeeman term $B_2$. 

$\Delta_1 \sigma_y \tau_y + B_2 \sigma_x \tau_0$

With the above perturbation over the p-wave case in Eq. 3.3.1, the TR operator is $\sigma_z \tau_z \mathcal{K}$, p-h operator is $\sigma_y \tau_x \mathcal{K}$ and the chiral operator is $\sigma_z \tau_y$, rendering it to be in the CI class.

$\Delta_1 \sigma_y \tau_y + B_2 \sigma_z \tau_0$

Here again, the above perturbation places the Hamiltonian in Eq. 3.3.1 in the topologically trivial CI class, with $T^2 = 1$, $C^2 = -1$ and $S = 1$. The TR operator is $\sigma_z \tau_z \mathcal{K}$, p-h operator is $\sigma_y \tau_x \mathcal{K}$ and the chiral operator is $\sigma_z \tau_y$.

| Perturbation | $T$ | $C$ | $S$ |
|--------------|-----|-----|-----|
| $\Delta_1 \sigma_y \tau_y + B_2 \sigma_x \tau_0$ | $\sigma_z \tau_z \mathcal{K}$ | $\sigma_y \tau_x \mathcal{K}$ | $\sigma_z \tau_y \mathcal{K}$ |
| $\Delta_1 \sigma_y \tau_y + B_2 \sigma_z \tau_0$ | $\sigma_z \tau_z \mathcal{K}$ | $\sigma_y \tau_x \mathcal{K}$ | $\sigma_z \tau_y \mathcal{K}$ |

3.3.3 BDI class

This is a topologically non-trivial class (in $D = 1$) in which the pure p-wave Hamiltonian in Eq. 3.3.1 belongs. Perturbations like the s-wave pairing $\Delta_1 \sigma_y \tau_y$ and the combinations of the two Zeeman fields ($B_1 \hat{\sigma} \tau_z$ and $B_2 \hat{\sigma} \tau_0$) can also generate the BDI class, with topological invariant $Z$.

$B_1 \hat{\sigma} \tau_z$

In the absence of operator $\sigma$ in the p-wave Hamiltonian in Eq. 3.3.1 any magnetic field can still be aligned along $\sigma_z$, and the Hamiltonian can be block diagonalized into two $2 \times 2$ irreducible blocks ($\sigma_z = \pm 1$). However, due to the $\tau_z$ term, $B_1$ does not get added as an overall constant in each block in this case. The chiral symmetry is still preserved in the blocks, and the system still remains in the same symmetry class BDI. The allowed $p$-values will be of the same form as in Eq. 3.3.2, Eq. 3.3.3 and Eq. 3.3.5, with different chemical potentials $\mu_{\uparrow, eff} = \mu_{\uparrow} - B_1$ for up-spin and $\mu_{\downarrow, eff} = \mu_{\downarrow} + B_1$ for down spin.

The MBS have the same form as in Eq. 3.3.4 and Eq. 3.3.6, now for particular ranges of values in the $\mu - B_1$ space, as shown in Fig. 3.3.
Figure 3.3: Left panel: Phase diagram in the $\mu - B_1$ space, showing the number of MBS. For the plot we have considered $B_1$ along $\sigma_z$. However, as discussed, $B_1$ along any other direction would still give the same phase diagram. Region C does not have any Majorana modes. All the other coloured regions have a Majorana singlet or a doublet, as indicated in the table on the right. Each of the modes can be of two types, purely decaying or damped oscillating, depending on which region of $\mu$ and $B_1$ it is in. With the p-wave pairing $\Delta_{\uparrow\uparrow} = \Delta_{\downarrow\downarrow}$, and perturbation of the form $B_1 \hat{\sigma} \tau_z$, $B_1$ along any direction will always give this phase diagram and all phases belong to the BDI class.

$\Delta_1 \sigma_y \tau_y + B_1 \sigma_x \tau_z$ and $\Delta_1 \sigma_y \tau_y + B_1 \sigma_z \tau_z$

Here again the entire $4 \times 4$ Hamiltonian, Eq. 3.3.1 along with the above perturbations, becomes irreducible and need to be considered in its entirety for symmetry classification. With $\Delta_1 \sigma_y \tau_y + B_1 \sigma_x \tau_z$, the TR operator is $\sigma_x \tau_z \mathcal{K}$, p-h operator is $\sigma_0 \tau_z \mathcal{K}$ and chiral operator is $\sigma_x \tau_y$. For $\Delta_1 \sigma_y \tau_y + B_1 \sigma_z \tau_z$, the TR operator is $\sigma_z \tau_z \mathcal{K}$, p-h operator remains $\sigma_0 \tau_z \mathcal{K}$ and chiral operator is $\sigma_z \tau_y$, giving $T^2 = 1$, $C^2 = 1$ and $S = 1$.

$B_1 \sigma_z \tau_z + B_2 \sigma_x \tau_0$ and $B_1 \sigma_z \tau_z + B_2 \sigma_y \tau_0$

When the two Zeeman fields $B_1$ and $B_2$ are simultaneously present in Eq. 3.3.1 and $B_1$ is fixed along $\hat{z}$, both $B_2 \sigma_x \tau_0$ and $B_2 \sigma_y \tau_0$ give the BDI class separately. For the first case the TR operator is $\tau_z \mathcal{K}$, and the p-h operator is $\sigma_z \tau_x \mathcal{K}$. For the second case the TR operator is $\sigma_z \tau_z \mathcal{K}$, and the p-h operator is $\tau_y \mathcal{K}$. In both cases, the chiral operator is $\tau_y$, giving $T^2 = 1$, $C^2 = 1$ and $S = 1$.
### Table 3.3: Summary table for perturbations giving BDI class

| Perturbation          | $\mathcal{T}$ | $\mathcal{C}$ | $\mathcal{S}$ |
|-----------------------|---------------|---------------|---------------|
| $B_1\hat{\sigma}\tau_z$ | $\tau_z\mathcal{K}$ | $\tau_z\mathcal{K}$ | $\tau_y\mathcal{S}$ = $1$ |
|                       | $\mathcal{T}^2 = 1$ | $\mathcal{C}^2 = 1$ | $\mathcal{S} = 1$ |
| $\triangle_1\sigma_y\tau_y + B_1\sigma_x\tau_z$ | $\sigma_x\tau_z\mathcal{K}$ | $\tau_z\mathcal{K}$ | $\sigma_x\tau_y\mathcal{S} = 1$ |
|                       | $\mathcal{T}^2 = 1$ | $\mathcal{C}_{\text{eff}} = 1$ | $\mathcal{S} = 1$ |
| $\triangle_1\sigma_y\tau_y + B_1\sigma_z\tau_z$ | $\sigma_z\tau_z\mathcal{K}$, | $\tau_z\mathcal{K}$, | $\sigma_z\tau_y\mathcal{S} = 1$ |
|                       | $\mathcal{T}^2 = 1$ | $\mathcal{C}^2 = 1$ | $\mathcal{S} = 1$ |
| $B_1\sigma_z\tau_z + B_2\sigma_x\tau_0$ | $\tau_z\mathcal{K}$ | $\sigma_z\tau_x\mathcal{K}$ | $\tau_y\mathcal{S} = 1$ |
|                       | $\mathcal{T}^2 = 1$ | $\mathcal{C}^2 = 1$ | $\mathcal{S} = 1$ |
| $B_1\sigma_z\tau_z + B_2\sigma_y\tau_0$ | $\sigma_z\tau_z\mathcal{K}$ | $\tau_z\mathcal{K}$ | $\tau_y\mathcal{S} = 1$ |
|                       | $\mathcal{T}^2 = 1$ | $\mathcal{C}^2 = 1$ | $\mathcal{S} = 1$ |

#### 3.4 Case II: $\triangle^{\uparrow\uparrow} = -\triangle^{\downarrow\downarrow}$

The second case we have studied is a BdG Hamiltonian with spinless p-wave superconductivity, such that the $\triangle^{\uparrow\uparrow} = -\triangle^{\downarrow\downarrow}$:

$$
\mathcal{H}_0(p) = \left( \frac{p^2}{2m} - \mu \right) \sigma_0\tau_z + \Delta_0 p\sigma_z\tau_x
$$

where, $\sigma$ and $\tau$ are Pauli matrices for the spin and the particle-hole sector, and $\Delta_0$ and $\mu$ are the effective parameters. The Nambu spinor is again, $\left( c_{k,\uparrow}^\dagger \quad c_{-k,\downarrow}^\dagger \quad c_{-k,\uparrow}^\dagger \quad c_{k,\downarrow}^\dagger \right)$, and $\Delta_0$ is the magnitude of the pairing $\triangle^{\uparrow\uparrow} (= |\triangle^{\downarrow\downarrow}|)$.

The symmetry class can be identified by studying the TR (time reversal), p-h (particle-hole) and chiral symmetries of the Hamiltonian. The symmetry operations are defined by: $\mathcal{T}\mathcal{H}(p)\mathcal{T}^{-1} = \mathcal{H}(-p)$, $\mathcal{C}\mathcal{H}(p)\mathcal{C}^{-1} = -\mathcal{H}(-p)$ and $\mathcal{S}\mathcal{H}(p)\mathcal{S}^{-1} = -\mathcal{H}(p)$. However, in this case there is more than one possible TR and p-h operator each: $\mathcal{T} = \sigma_x\mathcal{K}$, $\sigma_y\mathcal{K}$ and $\tau_z\mathcal{K}$, and, $\mathcal{C} = \tau_x\mathcal{K}$, $\sigma_z\tau_x\mathcal{K}$, $\sigma_y\tau_y\mathcal{K}$ and $\sigma_x\tau_y\mathcal{K}$. By block diagonalizing the Hamiltonian in Eq. 3.4.1 into $\sigma_z = \pm 1$ blocks, the effective TR operator is $\tau_z\mathcal{K}$ and p-h operator is $\tau_y\mathcal{K}$. It can be seen that the Hamiltonian lies in the BDI class ($\mathcal{T}^2 = 1$, $\mathcal{C}^2 = 1$ and $\mathcal{S} = 1$), with $\mathcal{Z}$ topological invariant and integer number of edge states $\mathcal{S}$.

The allowed $p$ values have the same form as Eq. 3.3.2. Here again, we have two MBS $\psi_1$ and $\psi_2$, Eq. 3.3.4 (for $\mu > 1/2$) and Eq. 3.3.6 (for $0 < \mu < 1/2$). Only the structure of the eigenvectors of the MBS is different:

$$
\begin{pmatrix}
0 \\
0 \\
i \\
1
\end{pmatrix}, \quad \text{and,} \quad 
\begin{pmatrix}
-i \\
0 \\
1 \\
0
\end{pmatrix}
$$
The phase diagram for the MBS in this type of p-wave SC is also the same as in Fig. 3.3.

### 3.4.1 A class

The A symmetry class is a topologically trivial class in 1D with $\mathcal{T}$, $\mathcal{C}$ and $\mathcal{S}$ all equal to zero. Combination of the s-wave pairing with the $B_1$ Zeeman field can cause a transition from the BDI class to the A class in the unperturbed p-wave Hamiltonian in Eq. 3.4.1.

$$\Delta_1 \sigma_y \tau_y + B_1 \sigma_x \tau_z$$

A perturbation of the above form on Eq. 3.4.1 will generate the A symmetry class. Even though for the $4 \times 4$ Hamiltonian there are two possible p-h operators $\tau_y \mathcal{K}$ and $\sigma_x \tau_y \mathcal{K}$, after block diagonalization, each irreducible block becomes:

$$H_{1,2} = -\left( \frac{p^2}{2m} - \mu \right) \tau_z - \Delta_0 p \tau_x + \Delta_1 \tau_x - B_1 \tau_0,$$

and none of the above p-h operators is a symmetry. This is another example which shows that even though the entire $4 \times 4$ Hamiltonian has more than one possible symmetry operator, when block diagonalized into an irreducible form the symmetry might be absent in each block.

### 3.4.2 C class

The C symmetry class is again a topologically trivial class in $D = 1$ with $\mathcal{T} = 0$, $\mathcal{C}^2 = -1$ and $\mathcal{S} = 0$. Here again, perturbations like the s-wave term and the Zeeman terms $B_1$ and $B_2$ on the unperturbed p-wave case, can cause a transition to the C class.

$$\Delta_1 \sigma_y \tau_y + B_2 \sigma_z \tau_0 \text{ and } \Delta_1 \sigma_y \tau_y + B_1 \sigma_y \tau_z$$

For each of the above perturbations on Eq. 3.4.1, the symmetry operations follow the above conditions, rendering the system topologically trivial. In both cases, the entire $4 \times 4$ Hamiltonian is irreducible, with the p-h operator being $\sigma_x \tau_y \mathcal{K}$ in each case.

### 3.4.3 AI class

Another topologically trivial class which can be accessed by the 1D spinless p-wave SC is the AI class, as seen in the previous section Sec. 3.3.1. The symmetry conditions are, $\mathcal{T}^2 = 1$, $\mathcal{C} = 0$ and $\mathcal{S} = 0$. Note that unlike in Sec. 3.3.1, s-wave perturbations will not cause a transition to the AI class. For this second type of p-wave, only combinations of the Zeeman fields induce a transition to this topologically trivial class.
With the unperturbed Hamiltonian in Eq. 3.4.1, $B_2\sigma_z\tau_0$ adds as a constant term in each diagonal block, thus breaking chiral symmetry in each. The TR operator is $\tau_z\mathcal{K}$ and the effective p-h operator in each block is 0. Thus, $\mathcal{T}^2 = 1$, $C = 0$ and $S = 0$ for this perturbation, placing it in the topologically trivial AI class.

With the above perturbation, the possible TR operators are $\sigma_x\mathcal{K}$ and $\tau_z\mathcal{K}$, with the effective $\mathcal{T}$ for each block being $\tau_z\mathcal{K}$. Similarly, possible p-h operators are $\tau_x\mathcal{K}$ and $\sigma_x\tau_y\mathcal{K}$, but the effective $C$ is 0. Chiral symmetry $S$ is also zero for the above perturbation.

Even though $\sigma_x\mathcal{K}$ is the TR operator for the entire 4 × 4 Hamiltonian with $B_1\sigma_y\tau_z$, the effective $\mathcal{T}$ in each irreducible block is $\tau_z\mathcal{K}$. Similarly, possible p-h operators are $\sigma_x\tau_y\mathcal{K}$ and $\sigma_z\tau_x\mathcal{K}$, but the effective $C$ is 0. Chiral symmetry, again, is zero for the above perturbation.

Certain combinations of the two Zeeman fields in Eq. 3.4.1 (present simultaneously on the p-wave SC) also give the AI class.

- $B_1\sigma_z\tau_z + B_2\sigma_z\tau_0$: The possible TR operators are $\tau_z\mathcal{K}$ and $\sigma_z\tau_z\mathcal{K}$, with $\mathcal{T}_{\text{eff}} = \tau_z\mathcal{K}$ in each block. $C$ and $S$ are 0.

- $B_1(\sigma_x + \sigma_z)\tau_z + B_2\sigma_z\tau_0$ and $B_1(\sigma_x + \sigma_z)\tau_z + B_2\sigma_x\tau_0$: For each combination, $\mathcal{T}$ is $\tau_z\mathcal{K}$ for the entire 4 × 4 Hamiltonian. $C$ and $S$ are again 0.
Table 3.4: Summary table for perturbations giving AIII class

| Perturbation | $\mathcal{T}$ | $\mathcal{C}$ | $\mathcal{S}$ |
|--------------|---------------|---------------|---------------|
| $B_2\sigma_z\tau_0$ | $\tau_z\mathcal{K}$, $\tau_z\mathcal{K}$ \[ $\mathcal{T}^2 = 1$ \] | 0 | 0 |
| $B_1\sigma_x\tau_z$ | $\sigma_x\mathcal{K}$, $\tau_z\mathcal{K}$ \[ $\mathcal{T}^2 = 1$ \] | $\tau_z\mathcal{K}$, $\sigma_x\tau_y\mathcal{K}$ | 0 |
| $B_1\sigma_y\tau_z$ | $\sigma_x\mathcal{K}$, $\tau_z\mathcal{K}$ \[ $\mathcal{T}^2 = 1$ \] | $\sigma_z\tau_z\mathcal{K}$, $\sigma_x\tau_y\mathcal{K}$ | 0 |
| $B_1\sigma_z\tau_z + B_2\sigma_z\tau_0$ | $\tau_z\mathcal{K}$, $\sigma_z\tau_z\mathcal{K}$ \[ $\mathcal{T}^2 = 1$ \] | 0 | 0 |
| $B_1(\sigma_x + \sigma_z)\tau_z + B_2\sigma_z\tau_0$ | $\tau_z\mathcal{K}$ \[ $\mathcal{T}^2 = 1$ \] | 0 | 0 |

3.4.4 AIII class

AIII symmetry class is a topologically non-trivial class, with $\mathcal{Z}$ invariant. The symmetry conditions are: $\mathcal{T} = 0$, $\mathcal{C} = 0$ and $\mathcal{S} = 1$. Spinless p-wave SC of the particular type in Eq. 3.3.1 can access this symmetry class in the presence of certain perturbations like the s-wave $\Delta_1\sigma_y\tau_y$, and combinations of the s-wave and Zeeman term along $\tau_0$.

$\Delta_1\sigma_y\tau_y$

In the presence of a s-wave term in Eq. 3.4.1

$$\mathcal{H}(p) = \mathcal{H}_0(p) + \Delta_1\sigma_y\tau_y$$

(3.4.4)

TR operator, satisfying the condition $\mathcal{T}\mathcal{H}(p)\mathcal{T}^{-1} = \mathcal{H}(-p)$, is $\sigma_y\mathcal{K}$. There are two possible p-h operator for Eq. 3.4.4 $\tau_z\mathcal{K}$ and $\sigma_z\tau_y\mathcal{K}$. On block diagonalization into $\sigma_z = \pm 1$ irreducible blocks, we get,

$$H_{1,2} = -\left(\frac{p^2}{2m} - \mu\right)\tau_z - \Delta_0 p\tau_x \pm \Delta_1\tau_x$$

(3.4.5)

However, each block in Eq. 3.4.5 no longer has TR or p-h symmetry, since neither the two p-h operators nor the TR operator is a symmetry. But a chiral operator still exists, $\mathcal{S} = \tau_y$, which gives, $\mathcal{S}^2 = 1$. This class of Hamiltonian falls in the topologically non-trivial AIII symmetry class (in $d = 1$), with $\mathcal{Z}$ invariant.
\[ \Delta_1 \sigma_y \tau_y + B_2 \sigma_x \tau_0 \]

With the above perturbation, when both the s-wave term and the zeeman term \( B_2 \sigma_x \tau_0 \) are present in Eq. 3.4.4 we again get back the AIII class. \( \mathcal{T} \) and \( \mathcal{C} \) is zero, but \( \mathcal{S} \) in each block is \( \sigma_y \tau_x \), giving \( \mathcal{S} = 1 \).

| Perturbation | \( \mathcal{T} \)           | \( \mathcal{C} \)           | \( \mathcal{S} \) |
|--------------|----------------------------|----------------------------|-----------------|
| \( \Delta_1 \sigma_y \tau_y \) | \( \sigma_y \mathcal{K} \) | \( \tau_z \mathcal{K}, \sigma_x \tau_y \mathcal{K} \) | \( \tau_y \) |
|               | \( \mathcal{T}_{\text{eff}} = 0 \) | \( \mathcal{C}_{\text{eff}} = 0 \) | \( \mathcal{S} = 1 \) |
| \( \Delta_1 \sigma_y \tau_y + B_2 \sigma_x \tau_0 \) | 0                           | 0                           | \( \sigma_y \tau_x \) |
|               |                             |                             | \( \mathcal{S} = 1 \) |

### 3.4.5 BDI class

As discussed earlier in Sec. 3.3.3, the topologically non-trivial BDI class can appear in 1D p-wave SC. However, with the particular type in Eq. 3.4.1, an s-wave pairing term cannot induce such a transition. It is necessary for the Zeeman terms, along \( \tau_0 \) and \( \tau_z \), to be present. The symmetry conditions are \( \mathcal{T}^2 = 1, \mathcal{C}^2 = 1 \) and \( \mathcal{S} = 1 \).

\( B_2 \mathcal{K} \tau_0 \)

- \( B_2 \sigma_x \tau_0 \): Possible TR operators are \( \sigma_x \mathcal{K} \) and \( \tau_z \mathcal{K} \), with the effective \( \mathcal{T} \) in each block being \( \tau_z \mathcal{K} \). Similarly, possible p-h operators are \( \sigma_z \tau_x \mathcal{K} \) and \( \sigma_y \tau_y \mathcal{K} \), with the effective \( \mathcal{C} \) being \( \tau_x \mathcal{K} \). Chiral operator \( \mathcal{S} \) is \( \tau_y \).

- \( B_2 \sigma_y \tau_0 \): Here again the effective \( \mathcal{T} \) is \( \tau_x \mathcal{K} \). The possible p-h operators are \( \tau_x \mathcal{K} \) and \( \sigma_y \tau_y \mathcal{K} \), with the effective \( \mathcal{C} \) being \( \tau_x \mathcal{K} \). Chiral operator \( \mathcal{S} \) is \( \tau_y \).

\( B_1 \sigma_z \tau_2 \)

The TR operator \( \mathcal{T} \) is \( \tau_z \mathcal{K} \). The possible p-h operators are \( \tau_x \mathcal{K} \) and \( \sigma_z \tau_x \mathcal{K} \), with the effective \( \mathcal{C} \) being \( \tau_x \mathcal{K} \). Chiral operator \( \mathcal{S} \) is \( \tau_y \).
Table 3.6: Summary table for perturbations giving BDI class

| Perturbation | $T$               | $C$               | $S$               |
|--------------|-------------------|-------------------|-------------------|
| $B_2\sigma_x\tau_0$ | $\sigma_x\mathcal{K}, \tau_z\mathcal{K}$ | $\sigma_y\tau_y\mathcal{K}, \sigma_z\tau_z\mathcal{K}$ | $\tau_y$ |
|               | $T_{eff} = \tau_z\mathcal{K}$ | $C_{eff} = \tau_x\mathcal{K}$ | $C^2 = 1$ |
|               | $T^2 = 1$         |                   | $S = 1$ |
| $B_2\sigma_y\tau_0$ | $\tau_{eff} = \tau_z\mathcal{K}$ | $\sigma_y\tau_y\mathcal{K}, \tau_z\mathcal{K}$ | $\sigma_y\tau_x$ |
|               | $T^2 = 1$         | $C_{eff} = \tau_x\mathcal{K}$ | $S = 1$ |
|               |                   | $C^2 = 1$         |                   |
| $B_1\sigma_z\tau_z$ | $\tau_z\mathcal{K}$ | $\sigma_z\tau_x\mathcal{K}, \tau_z\mathcal{K}$ | $\sigma_y\tau_x$ |
|               | $T^2 = 1$         | $C_{eff} = \tau_x\mathcal{K}$ | $S = 1$ |
|               |                   | $C^2 = 1$         |                   |

3.4.6 D class

The D symmetry class is another topologically non-trivial class in 1D, with $T = 0$, $C^2 = 1$ and $S = 0$, with the invariant being $Z_2$. The unperturbed p-wave Hamiltonian in Eq. 3.4.1 can access this class in the presence of s-wave and Zeeman terms $B_1\sigma_z\tau_z$ and $B_2\sigma_y\tau_0$, and also with combinations of both the Zeeman term $B_1$ and $B_2$.

$\Delta_1\sigma_y\tau_y + B_2\sigma_y\tau_0$ and $\Delta_1\sigma_y\tau_y + B_1\sigma_z\tau_z$

With each of the above perturbations, the p-h operator $C$ is $\tau_z\mathcal{K}$. However, since the chiral symmetry is absent the edge states do not appear at $E = 0$ and is not captured in the present MBS calculation.

$B_1(\sigma_x + \sigma_z)\tau_z + B_2\sigma_y\tau_0$

Here again we consider the combination of two Zeeman fields in Eq. 3.4.1 $B_1\tau_z$ in the $x$-$z$ plane and $B_2\tau_0$ along $\sigma_y$. Here again, the p-h operator $C$ is $\tau_z\mathcal{K}$.

Table 3.7: Summary table for perturbations giving D class

| Perturbation | $T$               | $C$               | $S$               |
|--------------|-------------------|-------------------|-------------------|
| $\Delta_1\sigma_y\tau_y + B_2\sigma_y\tau_0$ | $\tau_z\mathcal{K}$ |                   |                   |
| $\Delta_1\sigma_y\tau_y + B_1\sigma_z\tau_z$ | 0 | $\tau_z\mathcal{K}$ | 0 |
|               |                   | $C^2 = 1$         |                   |
| $B_1(\sigma_x + \sigma_z)\tau_z + B_2\sigma_y\tau_0$ | 0 | $\tau_z\mathcal{K}$ | 0 |
|               |                   | $C^2 = 1$         |                   |
3.5 Conclusion

The two cases of the p-wave pairing in Sec. 3.3 and Sec. 3.4 have very distinct features in the presence of perturbations, even though both the unperturbed Hamiltonians start from the topologically non-trivial BDI class. Firstly, in the presence of the s-wave pairing term alone, the first type of p-wave Hamiltonian ($\Delta_{\uparrow\uparrow} = \Delta_{\downarrow\uparrow}$) becomes topologically trivial (AI) whereas the second type ($\Delta_{\uparrow\uparrow} = -\Delta_{\downarrow\downarrow}$) shifts to another non-trivial class, AIII. Secondly, the first type of p-wave can still remain in the BDI class in the presence of certain combinations of the Zeeman fields and the s-wave term. Whereas, the second type of p-wave cannot remain in the BDI class when the s-wave perturbation is present. This is true for also the AI class, which the second type of p-wave cannot access in the presence of s-wave pairing, but the first type can.

We have also shown that the MBS in each of the two unperturbed p-wave cases have the same spatial dependence, with the emergence of two types of Majorana modes depending on the value of $\mu$. For $\mu > 1/2$ we get damped oscillating modes and for $0 < \mu < 1/2$ the MBS are purely decaying. The only difference between them is that the eigenvectors have a different structure for the two cases. This nature is also reflected in the presence of a Zeeman field, where both the p-wave cases have the same phase diagram, Fig. 3.3.

The presence of an s-wave term in each of the cases changes this spatial dependence of the MBS. For cases with s-wave which lie in the non-trivial topological classes with chiral symmetry (like the AIII class), zero energy MBS still appear for $\mu > 0$, but they are only of the damped oscillating form, shown in Fig. 3.4. But the eigenvector structure of the Majoranas still remain the same, as in the p-wave case. This is another unique result in our study of Majorana fermions and topological properties of 1D p-wave SC.
Figure 3.4: Phase diagram for MBS doublets in the presence of s-wave perturbations in Eq. 3.4.1. 
(Top Left) Region plot showing the regions in $\mu - \Delta_1$ space over which MBS doublets of Type I exist in the presence of s-wave. 
Top Right: Region plot in $\mu - B$ space over which again MBS doublets of Type I exist. 
Bottom: Three dimensional region plot in $\mu - \Delta_1 - B$ space, showing MBS exists only for regions above $\mu > 0$, all belonging to the Type I category.
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Chapter 4

Studies of SU(3) topological phases in two-dimensional systems

Ref: S. Ray, A. Ghatak and T. Das, Phys. Rev. B. 95, 165425 (2017)

4.1 Introduction

The Hofstadter model, with spinless electrons trapped in a square lattice in the presence of a magnetic field, has non-trivial topology. This results in the appearance of chiral edge modes and also a non-zero Chern number for each band. Consider $N$ decoupled copies of the Hofstadter model with $\frac{2\pi}{N}$ Abelian flux per plaquette. The Hamiltonian for this system is given by [1]:

$$H = -t \sum_i (\Psi_i^\dagger \Psi_{i+\hat{x}} + \Psi_i^\dagger e^{-i2\pi\alpha(x_i+S_z)}\Psi_{i+\hat{y}} + h.c),$$  \hspace{1cm} (4.1.1)

where, $\Psi_i$ is a N-component spinor, $\hat{S}_z = \text{diag}(s, s-1, ..., -s)$ with $2s + 1 = N$, and $\alpha = \frac{1}{N}$. Each component has topologically non-trivial band structure with non-zero Chern number, and thus, so does the entire system (except for $N \leq 2$, for $N = 2$ the flux per each plaquette is $\pi$, which itself is time reversal invariant). Under a gauge transformation, $\Psi_i \rightarrow U^\dagger_i \Psi_i$ for an appropriate $U$, the Hamiltonian can be written in terms of a uniform non-Abelian gauge field which couples the components. The lowest value of $N$ where a non-zero Chern number appears, in the presence of a uniform non-Abelian gauge field, is $N = 3$. The resulting Hamiltonian for $N = 3$ is [1]:

$$H = -t \sum_i (\Psi_i^\dagger e^{-i\hat{A}_x}\Psi_{i+\hat{x}} + \Psi_i^\dagger e^{-i\hat{A}_y}\Psi_{i+\hat{y}} + h.c),$$  \hspace{1cm} (4.1.2)

with the non-Abelian gauge fields being, $\hat{A}_x = \frac{2\pi}{3\sqrt{3}}(\lambda_2 - \lambda_5 + \lambda_7)$ and $\hat{A}_y = \frac{\pi}{3}(\lambda_3 + \sqrt{3}\lambda_8)$, where $\lambda$ are the Gell-mann matrices. Such a system will be referred to as an SU(3) system in our further analysis. Note that the SU(3) Hamiltonians being referred to in our work are $3 \times 3$ Hamiltonians which can be written as linear combinations of the Gell-mann
matrices and the identity. They are not invariant under SU(3) transformations in general.

In this work, we aim to build a lattice model, using three component atoms (three different sublattices or orbitals) trapped in a non-Abelian SU(3) gauge field, using nearest neighbour (NN) hopping to mimic the gauge field. We uncover two salient ingredients required to express a general three-component lattice Hamiltonian in terms of the Gellmann matrices, with non-trivial topological invariant. We find that all three components must be coupled via a gauge field, with opposite Bloch phase (in momentum space if the NN hopping between two components is \( \sim -te^{ik} \), then for the other two components, this should be \( \sim -te^{-ik} \)) between any two components, and there must be band inversion between all three components in a given eigenstate. For spinless particles, we show that such states can be obtained in a tripartite lattice with three inequivalent lattice sites, in which the Bloch phase associated with the NN hopping acts as \( k \)-space gauge field. The second criterion is the hopping amplitude \( t \) should have an opposite sign in the diagonal element for one of the two components, which can be introduced via a constant phase \( e^{i\pi} \) along the direction of hopping. The third and a more crucial criterion is that there must also be an odd-parity Zeeman-like term (as \( k \rightarrow -k \), the term changes sign), i.e. \( \sin(k)\sigma_z \) term, where \( \sigma_z \) is the third Pauli matrix defined with any two components of the three component basis. In the presence of a constant vector potential, the kinetic energy of the electron gets modified when the vector potential causes a flux to be enclosed. This can generate the desired odd parity Zeeman term, via a site-selective polarization of the vector potential. This can be achieved in principle by suitable modifications of techniques used in Sisyphus cooling, and with a suitable arrangement of polarizer plates, etc. The presence of the topological phase is affirmed by edge state calculation, obeying the bulk-boundary correspondence.

The rest of the chapter is arranged as follows. In Sec. 4.2 we describe the general characteristics that the SU(3) Hamiltonian should possess to obtain non-zero Chern number. In Sec. 4.2.2 we discuss the setup. Derivation of the odd-parity Zeeman term in the presence of a constant vector potential is given in Sec. 4.2.2. The tight-binding model for a tripartite lattice is discussed in Sec. 4.2.2. A simplistic approach towards designing such a lattice with spatially dependent polarization is illustrated in Sec. 4.2.2. In Sec. 4.3 we elaborate on the geometrical method for calculating the Berry curvature and Chern number. We detail the calculation of edge states using the strip geometry approach in Sec. 4.4. In Sec. 4.5 we discuss the robustness of the spinless SU(3) topological phases to spinful perturbations. We end the chapter with discussions and conclusions in Sec. 4.6.

4.2 Model

4.2.1 General characteristics of SU(3) topological Hamiltonians

We design a SU(3) Hamiltonian with on eye on finite Chern number in a bottom-up approach. A generic Hamiltonian, obeying the SU(3) decomposition, can be written
as \[1, 2\],
\[
\hat{H}(k) = a(k)\hat{\lambda}_3 + b(k) \cdot \hat{\lambda},
\]
(4.2.1)
where \(\hat{\lambda}_3\) is a 3×3 identity matrix, \(\hat{\lambda}_i\) are the SU(3) generators (Gell-Mann matrices), and \(a(k), b_i(k)\) are the corresponding coefficients. The explicit matrix form of the Hamiltonian (the \(k\)-dependencies in \(a\) and \(b_i\) are implied) is,
\[
\hat{H}(k) = \begin{pmatrix}
  a + b_3 + \frac{b_6}{\sqrt{3}} & b_1 - ib_2 & b_4 - ib_5 \\
  b_1 + ib_2 & a - b_3 + \frac{b_6}{\sqrt{3}} & b_6 - ib_7 \\
  b_4 + ib_5 & b_6 + ib_7 & a - \frac{2b_6}{\sqrt{3}}
\end{pmatrix}.
\]
(4.2.2)

We work with a three component spinor \(\Psi_k^\dagger = (\psi_1^\dagger(k), \psi_2^\dagger(k), \psi_3^\dagger(k))^T\), where \(\psi_i(k)\) are the basis representing different orbitals, or sublattices, and so on (but we do not consider spin here). Each \(b_i\) term requires special treatment such that opposite Bloch phase, and odd-parity Zeeman term can be simultaneously achieved in such a way that Berry curvature singularities at discrete \(k\)-points can be attained.

**Diagonal terms**

We start with the diagonal terms of Eq. (4.2.2). We denote the three onsite, inter-basis (hopping between the same sub-lattice of NN unit cell), dispersions as \(\xi_i(k)\) where \(i = 1, 2, 3\). In general tight-binding Hamiltonians, diagonal terms comprise of cosine functions of momentum, and chemical potential. A sine function of momentum arise only in the presence of a flux or a spin-orbit coupling (SOC). We have taken the NN hopping along only the \(y\) direction to contribute in the diagonal terms, following the SU(3) Hamiltonian in [1]. With the analysis of Berry curvature, we recognize that the essential requirements for non-zero Chern number in this case are: the diagonal terms \(\xi_1\) and \(\xi_3\) must contain \(\pm \sin(k_y)\) terms, which is equivalent to having odd-parity Zeeman term, and the hopping amplitude along \(y\)-direction in \(\xi_2\) should be opposite to that of \(\xi_1\) and \(\xi_3\). Without specifying the origin at this point, we start with a combination of three diagonal terms in a 1D lattice:
\[
\xi_i(k) = t_i \cos(k_y \alpha) + m_i \sin(k_y \beta) - \mu,
\]
(4.2.3)
where \(t_i, m_i\) are the expansion parameters, and \(\mu\) is the chemical potential. \(\alpha\) and \(\beta\) are arbitrary parameters depending on the crystal structure and lattice constants. Finite Chern number arises for a set of parameters as \(t_1 = -2t_y, t_2 = \frac{3}{2}t_y, t_3 = -t_y,\) and \(m_1 = -m_3, m_2 = 0\). The cosine terms arise from the nearest neighbor hopping along the \(y\)-direction. In Sec. 4.2.2 below, we discuss how to obtain \(m_i \sin k_y\) term with the help of an interaction between an electron and a constant vector potential \(A\) (which traps a flux), in which we find that \(m_i\) depends on both \(t_i\) as well as the vector potential \(A\). Thus its sign can be simultaneously reversed by using antiparallel polarization of \(A\). We
notice that all three diagonal terms are taken to depend only on \( k_y \) which is consistent with the setup drawn in Fig. 4.1. By comparing Eqs. (4.2.3) and (4.2.2), we obtain

\[
\begin{align*}
a(k) &= \frac{\xi_1 + \xi_2 + \xi_3}{3} = \frac{1}{6}(-3 \cos \alpha k_y + 2(m_1 + m_3) \sin \beta k_y), \\
b_3(k) &= \frac{\xi_1 - \xi_2}{2} = \frac{1}{4}(-7 \cos \alpha k_y + 2m_1 \sin \beta k_y), \\
b_8(k) &= \frac{2\xi_3 - \xi_1 - \xi_2}{2\sqrt{3}} \\
&= \frac{1}{4\sqrt{3}}(3 \cos \alpha k_y + 2(m_1 - 2m_3) \sin \beta k_y),
\end{align*}
\]

Looking at the Hamiltonian in Eq. (4.2.2), we notice that \( a(k) \) gives an overall shift to all the bands and thus does not play any specific role on the topology. \( b_3(k) \) gives an anisotropic Zeeman splitting between 1st and 2nd basis in the Hamiltonian, while \( b_8(k) \) gives a similar splitting of the 3rd basis from the other two ones. It is easy to see that the band inversion along the \( k_y \) direction is driven by \( b_3 \) and \( b_8 \) terms. And also, since the eigenvalues are proportional to \( b_3 \) and \( b_8 \), we see that the bands become anisotropic between \( \pm k_y \). On the other hand, along the \( k_x \) direction they are symmetric, since the eigenvalues depend on the absolute value of the other \( b_m \) terms. This asymmetry also reflects in the Berry curvature maps shown in Fig. 4.3.

**Off-diagonal terms**

Next we consider the three off-diagonal terms which follow a general form \( b_{\nu}(k) \pm ib_{\sigma}(k) \), where \((\nu, \sigma) = (1, 2), (4, 5), (6, 7)\). In spin-1/2 systems, such a complex term usually has two origins: (1) Rashba- or Dresselhaus-type spin-orbit coupling (SOC), (2) Bloch phase \( e^{ik} \) due to NN hopping in the momentum space) from nearest neighbor electron’s hopping. (1) Rashba and Dresselhaus SOC yields \( b_{\nu}(k) = \alpha_R \sin k_x \), and \( b_{\sigma}(k) = \alpha_R \sin k_y \) (where \( \alpha_R \) is the SOC strength). SOC is however difficult to achieve for all three spins in the basis in both condensed matter and optical lattice setups. More importantly, we find that the computation of Chern number with SOC in the off-diagonal terms often gives zero Chern number. Therefore, we focus on the possibility (2). Assigning \( b_{\nu}(k) = t_x \cos k_x \), and \( b_{\sigma}(k) = t_x \sin k_x \) (where \( t_x \) is a parameter which can be different for different \( \nu \) and \( \sigma \)), we see that this term simplifies to \( \sim t_x \exp(ik_x) \). This is just a Bloch phase associated with the hopping between different sublattices of the nearest neighbour unit cell (it appears in the off-diagonal term in the Hamiltonian). We thus find that to write the tight-binding hopping terms in terms of linear combinations of the Gell-mann matrices as given in [1], the Bloch phase must be reversed in at least one of the off-diagonal terms, compared to the other two.
Full Hamiltonian

Based on the constraints for both diagonal and off-diagonal terms, we now seek a minimal model for the realization of SU(3) topological insulator in the spinless basis:

\[ H(k) = \begin{pmatrix}
\xi_1(k_y) & -t_x e^{i k_x} & -t_x e^{-i k_x} \\
-t_x e^{-i k_x} & \xi_2(k_y) & -\frac{1}{2} t_x e^{i k_x} \\
-t_x e^{i k_x} & -\frac{1}{2} t_x e^{-i k_x} & \xi_3(k_y)
\end{pmatrix}, \tag{4.2.5}\]

where \( t_x \) is the nearest neighbour tight-binding hopping parameter between different basis. Without losing generality, we set \( t_x = t_y = 1 \). This gives all eight components of the \( b \) vector to be:

\[ b(k) = \left[ -\cos k_x, -\sin k_x, \frac{1}{4}(-7 \cos \alpha k_y + 2m_1 \sin \beta k_y), \right. \]

\[ \left. -\cos k_x, \sin k_x, -\frac{1}{2} \cos k_x, -\frac{1}{2} \sin k_x, \right. \]

\[ \left. \frac{1}{4\sqrt{3}}(3 \cos \alpha k_y + 2(m_1 + 2m_3) \sin \beta k_y) \right]. \tag{4.2.6}\]

4.2.2 Setup

Next we discuss how to obtain such a Hamiltonian using orbitals or different sub-lattices. The opposite sign of hopping \( t \) for the second component, and the Zeeman term \( \sin(\beta k_y)\sigma_z \) term can be simultaneously obtained in a tripartite lattice by applying linearly polarized vector potential on each sub-lattice, such that it encloses a flux. At the end of this section, we discuss how to simulate such a lattice.

Tight-binding (TB) model for electron in a vector potential (origin of \( \sin(\beta k_y) \))

The motivation for the origin of \( \sin(\beta k_y) \) term can be drawn from the fact that the interaction between an electron with momentum \( p = \hbar k \) and a vector potential \( A = A\hat{\epsilon} \) (\( \hat{\epsilon} \) is the light polarization) is \( H_{int} = -e/m B \cdot A = -\frac{e\hbar}{m}A \cdot \hat{\epsilon} \). We choose the polarization oriented along the \( y \)-direction. We take a single electron Hamiltonian under the periodic potential \( U(r) \) of the lattice as \( H = \frac{p^2}{2 m} + U(r) \). The corresponding Bloch wavefunction is \( \eta_k = \frac{1}{\sqrt{N}} \sum_n e^{i k \cdot R_n} u_n(r) \), where \( N \) is the total number of unit cells, \( u_n(r) \) is the Wannier state at the \( n \)th site located at \( R_n \). In the presence of vector potential \( A \), the Hamiltonian becomes \( H' = \frac{p^2 + eA}{2m} + U(r) \). The new Bloch wavefunction simply changes to \( \eta_k' = \frac{1}{\sqrt{N}} \sum_n e^{ik \cdot R_n} u'_n(r) \), where \( u'_n(r) = u_n(r) e^{i \frac{\pi}{2} [\int_{R_n} A \cdot d} l = u_n(r) e^{i \phi_n(r)} \). \( \phi_n(r) \) is called the Peierls phase at \( r \) acquired by the charged particle in traversing from the \( n \)th lattice site. It can be shown that \( H'|u'_n(r) = e^{i \phi_n(r)} H|u_n(r) \). Using these ingredients, we can
now derive the tight-binding dispersion as

\[ \xi(k) = \langle \eta'_k | H' | \eta'_k \rangle \]
\[ = \frac{1}{N} \sum_{n,n'} e^{i \mathbf{k} \cdot (\mathbf{R}_n - \mathbf{R}_{n'})} \int d\mathbf{r} \langle u'_{n'} | H' | u'_{n} \rangle \]
\[ = \frac{1}{N} \sum_{n,n'} e^{i \mathbf{k} \cdot (\mathbf{R}_n - \mathbf{R}_{n'})} e^{i (\phi_n - \phi_{n'})} \int d\mathbf{r} \langle u'_{n'} | H | u_{n} \rangle \]
\[ = \sum_{n,n'} t_{n,n'} e^{i \mathbf{k} \cdot (\mathbf{R}_n - \mathbf{R}_{n'})} e^{i (\phi_n - \phi_{n'})}. \quad (4.2.7) \]

Here \( t_{nn'} = \frac{1}{N} \int d\mathbf{r} \langle u_{n'} | H | u_n \rangle \) is the TB hopping amplitude between \( n \) and \( n' \) sites \textit{without} the vector potential. Note that we consider \( \mathbf{A} \) as a constant vector along \( \hat{y} \) with periodic boundary conditions along \( \hat{y} \). This ensures that a constant flux is enclosed and hence cannot be gauged away. We here restrict ourselves to the nearest neighbor hopping, i.e., \( n' = n \pm 1 \). Let the lattice constant along the \( y \)-direction be \( b \). By setting \( t_{n(n+1)} = t_y \), and \( \pm \phi = \phi_n - \phi_{n+1} = \pm \frac{\mathbf{A} \cdot \hat{y}}{\hbar} \), we obtain,

\[ \varepsilon(k) = t_y \left[ e^{i(kyb + \phi)} + e^{-i(kyb + \phi)} \right] \]
\[ = 2t_y \left[ \cos (kyb) \cos \phi - \sin (kyb) \sin \phi \right]. \quad (4.2.8) \]

We absorb \( \cos \phi \) in to the TB term as \( t_y(\phi) = 2t_y(0) \cos \phi \), and define \( m(\phi) = -2t_y \sin \phi \). Then we see that Eq. \( (4.2.8) \) is the same as Eq. \( (4.2.3) \). From this definition, it is easy to see that as the direction of polarization is reversed, \( \phi \rightarrow -\phi \), \( m \rightarrow -m \) and \( t_y \rightarrow t_y \), while the perpendicular polarization yields \( m(\phi = 0) = 0 \), and \( t_y \) remains the same.
Tripartite lattice

Figure 4.1: (Color online) Schematic drawing of the proposed setup. The different coloured spheres denote three different basis of the Hamiltonian, which can be three different atomic species or orbitals, $\psi_1$, $\psi_2$ and $\psi_3$. $\hat{\epsilon}$ denotes the polarization direction of the constant vector potential, which causes the different Pierls phase coupling for the different orbitals. For our choice of the model, we have taken red sphere to denote the $s$-orbital, black sphere for the $p_x$-orbital and blue sphere for the $p_y$-orbital. The hopping amplitudes are multiples of $t_x$ and $t_y$, and are different for the different components (orbitals). The black arrows show hopping between orbitals of different unit cells and red arrows represent hopping between NN within the same unit-cell. Also, in the present model, $b = 2a$ and $a = 1$.

For the SU(2) case, an uncompensated Bloch phase in the hopping term $\sim t \exp(ik_x)$ is required for generating a Chern number, and can be obtained in bipartite lattice (c.f. Su-Schrieffer-Heeger model in 1D \cite{3}, or honeycomb lattice \cite{4} in 2D) or for hopping between even and odd-parity orbitals \cite{5}. Similarly, for the SU(3) case, we need the same term for all three off-diagonal terms. Therefore, we propose a tripartite lattice as depicted in Fig. 4.1. Also note that, the phase of the hopping term only includes $k_x$ terms, implying that different basis elements (inequivalent sub-lattice sites) should be aligned along the $x$-direction only (along $y$ direction in each wire, the same type of sub-lattice should be placed). Therefore, we consider three chains of different species which are connected via quantum tunneling in both directions. We assume periodic boundary conditions along both directions. As for the opposite $t$ for the middle component, a constant gauge field with phase $e^{i\pi}$ can be applied along the $y$-direction, which does not affect the Zeeman term ($\sim \sin \phi$) but reverses the hopping amplitude. Note that in the
Figure 4.2: (Color online) Schematic diagram for site-selective polarization. (a) Sisyphus cooling technique gives polarization gradient in a 1D lattice, when counter-propagating circularly polarized waves $\sigma^\pm$ are used. This creates a linear polarization that rotates in space (at $x = 0$ polarization is along $\hat{\epsilon}_y$, at $x = \lambda/4$ and $\lambda/2$ polarization along $\hat{\epsilon}_z$ and $-\hat{\epsilon}_y$, respectively). Atoms trapped at these $x$-values can create the necessary odd parity Zeeman term. b) A linearly polarized vector potential along $\hat{\epsilon}_y$ is incident on the atom trapped in the 1st atomic chain. A polarizer plate, placed between the 1st and 2nd wires, can rotate the polarization vector by $\pi/2$, i.e., perpendicular to $\hat{\epsilon}_y$. Another polarizer plate, between the wires with the 2nd and the 3rd atom, can rotate the incident vector $\hat{\epsilon}_z$ by $\pi/2$ again, thus aligning the polarization along $-\hat{\epsilon}_y$. These techniques are in essence similar to our proposal.

**Scheme for site-selective polarization**

For all the above terms, no constraint arose about the specific parity (or orbital nature) of each basis. Therefore, coupled chain structure can be engineered with ultracold fermionic or bosonic atoms in optical lattice setup, or with quasi-1D quantum wires of electrons with lithography or pulse laser deposition method. An alternative approach towards visualizing the site-selective $\sin \beta k_y$ term is via coupling to a linearly polarized vector potential. Techniques used in Sisyphus cooling can generate polarization along a particular direction [6, 7]. A polarizer plate set-up can also accomplish the purpose of spatially dependent polarization. Ours is a similar proposal with a constant vector potential having a site-selective polarization, as shown in the schematic set-up in Fig. 4.2. If it were possible to use a very low frequency electromagnetic wave, such a proposal could...
be experimentally realizable (for example, in a medium with very high refractive index).

### 4.3 Band topology and Berry curvature

We start with a generalized form of the SU(3) Hamiltonian Eq. [4.2.1](#4.2.1), where \( \mathbf{b}(\mathbf{k}) \) is the eight component vector made of electron hopping in a lattice, as given in Eq. [4.2.6](#4.2.6). The product of two Gell-mann matrices can be written as \( \hat{\lambda}_a \hat{\lambda}_b = \frac{2}{3} \delta_{ab} + d_{abc} \hat{\lambda}_c + if_{abc} \hat{\lambda}_c \), where \( d_{abc} \) and \( f_{abc} \) are symmetric and anti-symmetric structure constants of SU(3) algebra, \([1, 9]\). These structure constants define three bilinear operations for the eight-component vectors, which are, \( u \cdot v = u_a v_a \), \( (u \times v)_a = f_{abc} u_b v_c \) and the star product \( (u \ast v)_a = \sqrt{3}d_{abc} u_b v_c \), where \( u \) and \( v \) are two arbitrary vectors.

The eigenstate projection operator for the SU(3) case can be written in terms of the Gell-mann matrices:

\[
\hat{P}_{k,n} = \frac{1}{3} \left( 1 + \sqrt{3} \mathbf{n}_{k,n} \cdot \hat{\lambda} \right),
\]

where, \( \mathbf{n}_{k,n} \) lies on the surface of the eight-dimensional sphere of the \( \hat{\lambda} \) vectors, and \( Tr \hat{P}_{k,n} = 1 \). The condition \( (\hat{P}_{kn})^2 = \hat{P}_{kn} \) gives two constraints on \( \mathbf{n}_{k,n} \). They are \( \mathbf{n}_{k,n} \cdot \mathbf{n}_{k,n} = 1 \) and \( \mathbf{n}_{k,n} \ast \mathbf{n}_{k,n} = \mathbf{n}_{k,n} \). To express \( \mathbf{n}_{k,n} \) in terms of the \( \mathbf{b}(\mathbf{k}) \)'s, the relation \( \left[ \hat{P}_{k,n}, \hat{\mathcal{H}}(\mathbf{k}) \right] = 0 \) can be used, (true for projection operators for the eigenstates) which leads to the condition, \( \mathbf{b}(\mathbf{k}) \times \mathbf{n}_{k,n} = 0 \). This relation along with the above conditions on \( \mathbf{n}_{k,n} \), give the resulting expression for the Berry curvature which can be obtained from the projection operator Eq. [4.3.1](#4.3.1).

\[
\Omega_n(\mathbf{k}) = -\frac{4}{3\sqrt{3}} f_{1kn}^2 \left( f_{2kn}^2 \partial_{k_x} \mathbf{b} \times \partial_{k_y} \mathbf{b} + f_{2kn} \partial_{k_x} \mathbf{b} \times \partial_{k_y} (\mathbf{b} \ast \mathbf{b}) + f_{2kn} \partial_{k_x} (\mathbf{b} \ast \mathbf{b}) \times \partial_{k_y} \mathbf{b} \\
+ \partial_{k_x} (\mathbf{b} \ast \mathbf{b}) \times \partial_{k_y} (\mathbf{b} \ast \mathbf{b}) \right) \left( f_{2kn} \mathbf{b} + (\mathbf{b} \ast \mathbf{b}) \right)
\]

where, \( f_{1kn} = \frac{1}{|\mathbf{b}(\mathbf{k})|^2 (4 \cos^2 (\theta_k + \frac{2\pi n}{3}) - 1)} \), \( f_{2kn} = 2|\mathbf{b}(\mathbf{k})| \cos (\theta_k + \frac{2\pi n}{3}) \), and, \( \theta_k = \frac{1}{3} \arccos \left[ \frac{\mathbf{b}(\mathbf{k}) \cdot \mathbf{b}(\mathbf{k})}{|\mathbf{b}(\mathbf{k})|^2} \right] \) (\( n \) runs from one to three). Using this expression and the \( \mathbf{b}(\mathbf{k}) \)'s in Eq. [4.2.6](#4.2.6), we arrive at the Chern number by integrating over the Brillouin zone.

In Fig. [4.3](#4.3) we plot the band structure in the momentum-space for the parameter values of \( m_1 = -m_3 = \sqrt{3}t \) and \( \alpha = \beta = 2 \), and \( t_x = t_y \) (with this set of parameter values the Chern numbers are \( \{-3, 6, -3\} \), as will be discussed in details in the following sections). The electronic structure consists of three well separated bands, with Dirac-like nodes at various discrete non-high symmetric \( k \)-points (see Fig. [4.3](#4.3(a))). Therefore, a topological invariant can be separately assigned for each band. However, projecting the orbital character onto each band, we observe that substantial exchange of orbital character occurs in each band. We visualize the three orbital characters (in different columns) for three different bands (in different rows) in the entire 2D \( k \)-space in Fig. [4.4](#4.4).

As discussed in the introduction section, band inversion is an important criterion for
both the SU(2) and SU(3) topological classes. In time-reversal invariant SU(2) topological classes, bands are only required to be inverted at the time-reversal invariant $k$-points. This makes it easier to define the band inversion strength simply by defining the band gap between the two bands at the time-reversal invariant $k$-points \[10, 11\]. Such simple definition becomes difficult to implement for SU(3) systems. On the other hand, we recognize that the Berry curvature acquires spike at the discrete band degenerate $k$-points across which bands are inverted in two orthogonal directions, $k_x$ and $k_y$. In this spirit we can define a band inversion strength via occupation number or the ‘orbital weight’ (here orbital refers to the three component basis) of the band at each $k$-point. Another interesting feature of these discrete $k$-points is that it represents a saddle point in the orbital weight, as seen in Fig. 4.4. The rightmost column of Fig. 4.4 refers to the Berry curvature as a function of $k$. We see that at all the $k^\ast$-points where $\Omega(k^\ast)$ diverges in a given band, the corresponding orbital weight profile exhibits a saddle point. The system is in a topological phase whenever there are peaks in the Berry curvature plots. This is because the peaks always have the same sign for a given band, and so their existence implies a non-zero Chern number. Note that the bulk is always gapped in our system and there is no topological phase transition. The peaks in the Berry curvature occur at the $k$-points where the edge states become gapless.

If the orbital weight of the $\nu$th band and the $i$th orbital is given by $\gamma_\nu^i = |\psi_\nu^i(k_x, k_y)|^2$, then, at the discrete $k_x$, $k_y$ points for which \( \frac{\partial^2 \gamma_\nu^i}{\partial k_x^2} \left( \frac{\partial^2 \gamma_\nu^j}{\partial k_y^2} \right) < 0 \) for atleast two orbitals, the Berry curvature peaks. For example, in Fig. 4.4 it can be seen for band 2, the second orbital has a minimum at $k_x = \pi$ and $k_y = k_y^\ast$, whereas, the third orbital attains...
Figure 4.4: (Color online) First three columns: The orbital weights of the basis states $\psi_j$ ($j = 1, 2, 3$) are shown for each energy bands $E_1$, $E_2$ and $E_3$ respectively. The arrow in the figure corresponding to the third column shows the position of one minima which is corresponding to the gapless point of one of the edge states in the system. Fourth column: The berry curvature $\Omega_i$ ($i = 1, 2, 3$) corresponding to each energy band is shown in the fourth column. The berry curvatures show a sharp peak at the corresponding gapless points of the edge states, indicative of a band inversion at the respective $k$-points.
Figure 4.5: (Color online) Edge state structure for $N = 30$, with $\alpha = \beta = 2$ and $|m_1| = |m_3| = \sqrt{3}t_y$. Also, $t_x = t_y = 1$. There are six gapless points within the first Brillouin zone, as indicated by the chern numbers being $\{-3, 6, -3\}$.

a maximum at these $k_x$, $k_y$ values. Similarly, in band 1, the first orbital and third orbital shows this behaviour, so does second and third orbital in band 3.

For the higher energy band, among the six visible saddle-points, three of them reside in the $-k_y$ region. They give three negative spikes in the Berry curvatures, as shown in the corresponding rightmost column of Fig. 4.4. (The two extreme peaks occurring at the zone boundary are related by reciprocal lattice vectors). This gives the corresponding Chern number $C_n = \sum_k \Omega_n(k)$ (where $n$ stands for bands) to be $-3$. In this band, inversion occurs between orbitals 1 and 3 across the three saddle points. In the lowest band, the Berry curvature peaks occur in the corresponding $+k_y$ side due to the band inversions between orbitals 2 and 3. The Chern number of this band comes out to be the same as $-3$. The middle band shows band inversions between all three orbitals at the same locations in both $\pm k_y$ sides, with positive Berry curvatures and thus obtains a Chern number of $+6$.

It can also be shown that the Chern number does not depend if the strength of the Pierels’ phase ($m_i$) is different in the different orbitals. As long as the $\sin \beta k_y$ terms have opposite signs in the diagonal terms (i.e. resembling a Zeeman-like term), the model is topologically non-trivial. Changing the off-diagonal elements, say from $e^{ik_x}$ to $e^{2ik_x}$, we find higher Chern number $(-4, 8, -4)$. In the Appendix Sec. 4.A, we discuss several other parameter sets where Chern number can be tuned by different values of $\alpha$, $\beta$, and other terms in the Hamiltonian.
4.4 Calculation of edge states

Non-trivial topological character can be observed from the edge state dispersion [11, 12, 13]. We study the characteristics of the edge state parallel to the $y$-direction for the above parameter set which gives Chern numbers ($-3, 6, -3$). We solve the Hamiltonian in Eq. 4.2.5 with periodic boundary conditions in the $y$-direction, and open boundary condition in the $x$-direction with a finite size lattice of $N$ atoms. Considering $\Phi_i(k_y)$ as the Wannier state localized on the $i^{th}$ atom we can now expand the Hamiltonian in a $N \times N$ matrix as

$$
H(k) = -\sum_i \left[ \Phi_i^\dagger(k_y) B_{i,i}(k_y) \Phi_i(k_y) 
+ \Phi_i^\dagger(k_y) A_{i,i+1} \Phi_{i+1}(k_y) \right] + \text{h.c.,} \tag{4.4.1}
$$

where,

$$
B(k_y) = \cos \alpha k_y \begin{pmatrix} -2t_y & 0 & 0 \\ 0 & \frac{3}{2}t_y & 0 \\ 0 & 0 & -t_y \end{pmatrix},
$$

$$
+ \sin \beta k_y \begin{pmatrix} -\frac{2m_1 - m_3}{3} & 0 & 0 \\ 0 & \frac{m_1 + m_3}{3} & 0 \\ 0 & 0 & \frac{m_1 - 2m_3}{3} \end{pmatrix},
$$

and,

$$
A = t_x \begin{pmatrix} 0 & 0 & -1 \\ -1 & 0 & 0 \\ 0 & -1/2 & 0 \end{pmatrix}. \tag{4.4.2}
$$

Eigenvalues of the Eq. (4.4.1) are plotted in Fig. 4.5 with the same parameter set. The essence of the topological edge state is that it must adiabatically connect to the bulk states which is clearly observed in the present case. If the chemical potential is placed between the lowermost and the middle bulk band, the Chern number is -3, corresponding to three gapless points in the edge states (in red). Similarly, if the chemical potential is placed between the topmost band and the middle band, the Chern number is 3, corresponding to three gapless points in the edge states, which in this case have an opposite dispersion to that of the former. To summarize, edge states with opposite dispersion, connecting two different bulk bands with opposite sign of the Chern number, meet at discrete $k^*$-points where the Berry curvature obtained singularities in Fig. 4.4. Consistently, there are total of 6 such band touching points for the edge states.

We see that $B$ term is diagonal in this basis which gives the dispersion along the $k_y$ direction. These states become gapped by $A$. However as the number of lattice site is increased, the gap at the edge state vanishes at the $k_y$-points where Berry phase acquires...
divergence. Therefore, expanding the edge state near these points, we find that three eigenstates up to linear-in-$k_y$ as (substituting $|m_1| = |m_3| = m$)

\[
E_1(k_y) = -t_y \left(2 + \frac{m}{t_y} k_y \right), \\
E_2(k_y) = \frac{3}{2} t_y, \\
E_3(k_y) = -t_y \left(1 - \frac{m}{t_y} k_y \right).
\]

(4.4.4)

We notice that the second term represents a localized bound state, while the other two bands are linear with $k_y$ in the low-energy region. As $A$ term is turned on, these three states split into six states, in accordance with the higher Chern number in the bulk state.

### 4.5 Extension to spinful case

In our model, SU(3) topological insulator is obtained for spinless fermions, in which spin of the particles is a dummy variable. This Hamiltonian respects the spin-rotational symmetry. Therefore, as long as this symmetry is held (in the absence of spin orbit coupling), the topological invariant remains the same for all values of spin in a given system. We now discuss how the result changes when the spin rotational symmetry is broken. For generality, we assume the atoms/electrons have a spin value $S$, which splits into $2S+1$ multiplets once the rotational symmetry is lifted. In this case, our starting SU(3) spinor has the dimension of $3(2S+1)$. For illustration we take $S = 1/2$, while the obtained conclusions below remain the same for any other values of $S$. In this case, the spinor is,

\[
|\Psi_{k}\rangle = \begin{pmatrix} \psi_{1\uparrow}^\dagger(k) \\
\psi_{2\uparrow}^\dagger(k) \\
\psi_{3\uparrow}^\dagger(k) \\
\psi_{1\downarrow}^\dagger(k) \\
\psi_{2\downarrow}^\dagger(k) \\
\psi_{3\downarrow}^\dagger(k) \end{pmatrix}^T,
\]

in which the Hamiltonian becomes a $6 \times 6$ matrix. The Hamiltonian can be split into two $3 \times 3$ diagonal blocks as $H_{\uparrow\uparrow}$ and $H_{\downarrow\downarrow}$, and off diagonal blocks $H_{\uparrow\downarrow}$ and $H_{\downarrow\uparrow}$. In the absence of the spin-flip terms, i.e., when $H_{\uparrow\downarrow} = 0$ at all momentum, the Hamiltonian breaks into a block diagonal one, and the bands remain doubly degenerate for the two spin species. We get two copies of the same SU(3) topological insulator, with the same set of Chern numbers for each spin structure. If now a perturbation like the Zeeman term in $\hat{\sigma}_z$ direction is added, it will appear as a constant term in each spin block, thus splitting the band structure by a constant amount for the two spins. However, the Chern number will still be the same in each spin block.

Thus, as long as a simple exchange field is present to split the spin states, such as a Zeeman field, the system maintains its topological property. When the spin-flip term $H_{\uparrow\downarrow}$ is introduced for the case of spin-orbit coupling, spin is no longer a good quantum number. In this case, Chern number cannot be defined for each spin state or band. Therefore, there will be a topological phase transition into either a trivial case, or to
another topological class, such as $Z_2$ family for fermions.

### 4.6 Discussion and Conclusion

This chapter delivers the following messages. We engineered the complex phase dependent off-diagonal terms in a tripartite lattice through uncompensated Bloch phase (from hopping between NN unit cells). The sign reversal of the hopping amplitude for the middle component of the unit cell can be obtained by applying a constant flux $e^{i\pi}$ along the $y$-direction. The multi-channel set-up of one-dimensional atomic chains suggested in our model can be visualized as an array of quantum wires, hosting different types of orbitals, being subjected to a linearly polarized constant vector potential. Quantum wires are being studied extensively to describe varied topological phenomena theoretically [14, 15, 16, 17]. Fractional topological phases are being studied in weakly coupled quantum wires, in both two and three dimensions [18, 19, 20, 21]. Periodically driven systems can also show interesting non-trivial topological effects in spinless systems [22, 23, 24, 25, 26] and can also be extended to SU(3) systems.

The second criterion for the SU(3) topological Hamiltonian is that two of the diagonal terms must contain an odd parity term, such as a sine function of momentum. This poses an important bottleneck to engineer SU(3) topological phase in a condensed matter setup. Here we suggest a simplistic scheme for such term by generalizing the tight-binding Hamiltonian in the presence of a constant vector potential. This gives a spinless SU(3) topological material. We have illustrated two schematics, using either the Sisyphus cooling technique or polarizer plates, to visualize the desired site-selective polarization.

Robustness of the spinless SU(3) topological phase when spin is introduced is also discussed. We showed that as long as there is only a Zeeman-kind of term present without any spin-flip term, the topological invariant is robust up to a new band inversion. When a spin-flip term is introduced (such as spin orbit coupling term), spin is no longer a good quantum number, and Chern number can no longer be defined for each spin or band. So our formalism does not hold any more.

There are several methods for detection of edge states, tailored specifically for cold atom systems [27, 28]. Direct imaging of edge states after a sudden quench in cold atoms is one such technique [29]. Another relevant method of detection of chiral edge states in cold atoms is by the shelving method, demonstrated in [30, 31].

### Appendix

#### 4.A Other forms of Hamiltonians

So far, we have considered a specific form of the most general Hamiltonian given in Eq. (4.2.2). This model Eq. (4.2.5) is realized in a tripartite lattice with site-selective
polarization of the vector potential. With respect to the structure of our model, the Hamiltonian can be rewritten in a more generalized form by expressing the off-diagonal terms as,

\[ H_{12} = t_{12} e^{-i k_x}; \quad H_{13} = t_{13} e^{-i k_x}; \quad H_{23} = t_{23} e^{-i k_x}. \]  (4.A.1)

Where the \( t_{ij} \) provide the inter-component hopping strengths between nearest neighbour unit cells. The diagonal terms are kept in the same form as in Eq. (4.2.3) with various choice of \( t_i \) and \( m_i \). Here we discuss various other combinations of the diagonal and off-diagonal terms which give finite Chern number, some of which may require different lattice structure than the tripartite lattice discussed in the main text. It should be noted that the following list is not necessarily exhaustive, and more combinations can be derived based on the basic principles deduced in the main text. In all combinations, the Hamiltonian is represented by the eight Gell-Mann matrices.

**Case I**: \( \alpha = \beta = 1 \)

1. With \( t_1 = t_3 = -t_y, \ t_2 = 2t_y, \ m_1 = -m_3 = -\sqrt{3}t_y, \ m_2 = 0, \ t_{12}^{12} = t_{13}^{13} = t_{23}^{23} = -t_x, \) this Hamiltonian provides integer Chern number set \((-3, 6, -3)\).

2. Same as (1) but with \( t_x^{12} = -t_x \cos k_y. \) This Hamiltonian provides Chern numbers \((-1, 2, -1)\).

3. With \( t_2 = m_2 = 0 \) i.e. \( \xi_2(k) = 0, \) and \( t_3 = t_y/2 \) with rest of the coefficients as in 2. This Hamiltonian again, gives Chern numbers \((-3, 6, -3)\).

**Case II**: \( \alpha = \beta = 2 \)

1. With \( t_2 = m_2 = 0 \) and \( t_3 = t_y/2 \), as in point 3 of Case I, replace \( t_x^{12} = -t_x, \ t_x^{13} = 2t_x \cos 2k_x \) and \( t_x^{23} = -t_x \sin(k_y - \sqrt{3}), \) keeping the rest of the coefficients same as in point 1 in Case I. This Hamiltonian gives the Chern numbers \((4, 0, -4)\).

2. The almost similar configuration as in point 1 in Case II, only changing \( t_x^{12} \) as \( t_x^{12} = \pm t_x (\cos k_y + \sqrt{3} \sin k_y) \) and using the same sign (either + or −) for \( t_x^{ij} \) i.e with \( t_x^{13} = \pm t_x \cos k_x \) and \( t_x^{23} = \pm t_x \sin(k_y - \sqrt{3}) \) the Chern number for this hamiltonian is \((3, 0, -3)\).

In all the above calculations, \( t_y = t_x = 1. \)
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