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Abstract—In this paper, I proposed an iris recognition system by using deep learning via convolutional neural networks (CNN). Although CNN is used for machine learning, the recognition is achieved by building a non-trained CNN network with multiple layers. The main objective of the code is recognizing the test pictures' category (aka person name) with a high accuracy rate after having extracted enough features from training pictures of the same category which are obtained from a dataset that I added to the code. I used IITD iris dataset which included 10 iris pictures for 223 people.
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I. NOMENCLATURE

CNN: Convolutional Neural Network

Iris: The circular, colored curtain of the eye. The opening of the iris forms the pupil. The iris helps regulate the amount of light that enters the eye.

II. INTRODUCTION

Convolutional neural networks (CNN) is a deep learning algorithm used to help machines categorize objects. CNN is used as a computer vision detection on images. CNN is designed to mimic human brain hence the name neural. CNN is used to treat visual inputs and determine what the input represents based on the inputs features. CNN uses a set of multiple layers to analyze the visual inputs and to determine what are the inputs’ distinguishing features based on probability of repetition. CNN is useful for Artificial Intelligence (AI) such as self-driving cars to help the cars determine what the objects appearing in their cameras represent. In general, CNN is two parts: convolution layer and fully connected layer. The convolution layer is a single layer used to extract a specific feature from the visual input which can be repeated as many times as desired. The fully connected layer connects all convolution layers to one layer or representation to combine the features. 737521:17512588

III. DISCUSSION

A. CNN Architecture

In order to create a CNN system, one needs a dataset to be used for training and another dataset to be used for testing.

The training dataset is categorized according to the desirable categories. The set of data for training is usually very large compared to the test data but it is not a requirement; however, the bigger the number of data for training the better the quality of the result. The machine uses the training images or train dataset to find distinguishing features of each category. The features are extracted with the help of layers. A layer in this case represents a specific process which transforms the image into another shape, size, color, or look which is done in some pixels that are extremely smaller than the actual image. Many layers are applied for images of the same category which are then stored in the network of the CNN. The stored features are based on the probability of repetition of a number of features among a category from the training dataset. Afterward, when an image is tested, the same layers will be applied to it and then are processed to determine which category is most similar to its features.

B. Layers

A CNN is composed of different types of layers as follows: 737521:17512588

Convolutional layer: in this layer the computer scans the visual input few pixels at a time to determine a feature for each few pixels then continue to the next few pixels until the whole visual input is finalized.

Pooling layer (downsampling): in this layer the features of the previous layer is downsampled after having stored the most important features.

Fully connected layer: in this layer all the previous layers are connected together to build a conclusion of all important features.

The used layers of our CNN are:

```python
layers = [imageInputLayer([x y z])];
```
Fig. 1. A sample of the dataset pictures

```matlab
convolution2dLayer(3,8,'Padding','same')
batchNormalizationLayer
reluLayer();
maxPooling2dLayer(5,'Stride',2)
convolution2dLayer(3,16,'Padding','same')
batchNormalizationLayer
reluLayer();
averagePooling2dLayer(5,'Stride',2)
convolution2dLayer(3,32,'Padding','same')
batchNormalizationLayer
reluLayer();
maxPooling2dLayer(5,'Stride',2)
convolution2dLayer(3,32,'Padding','same')
batchNormalizationLayer
reluLayer();
fullyConnectedLayer(223,'BiasLearnRateFactor',2);
softmaxLayer
classificationLayer;
```

C. Training Options

options = trainingOptions('sgdm', ...
'InitialLearnRate', 0.0001, ...
'ValidationData', imdsValidation, ...
'ValidationFrequency', 30, ...
'Shuffle', 'every-epoch', ...
'MaxEpochs', 10, ...
'MiniBatchSize', 8, ...
'ValidationFrequency', 50, ...
'LearnRateSchedule', 'piecewise', ...
'LearnRateDropFactor', 0.05, ...
'LearnRateDropPeriod', 60, ...
'ExecutionEnvironment', 'parallel', ...
'Verbose', true, 'Plots', 'training-progress');

V. RESULTS

A. Training Trails

I got an accuracy of 54.56% using the following specifications for layers and options:

```matlab
options = trainingOptions('sgdm', ...
'InitialLearnRate', 0.0001, ...
'ValidationData', imdsValidation, ...
'ValidationFrequency', 30, ...
'Shuffle', 'every-epoch', ...
'MaxEpochs', 10, ...
'MiniBatchSize', 8, ...
'ValidationFrequency', 50, ...
'LearnRateSchedule', 'piecewise', ...
'LearnRateDropFactor', 0.05, ...
'LearnRateDropPeriod', 60, ...
'ExecutionEnvironment', 'parallel', ...
'Verbose', true, 'Plots', 'training-progress');
```

```matlab
%% Define Network Architecture
layers = [
    imageInputLayer([x y z]);
    convolution2dLayer(3,8,'Padding','same')
    batchNormalizationLayer
    reluLayer();
    maxPooling2dLayer(5,'Stride',2)
    convolution2dLayer(3,16,'Padding','same')
    batchNormalizationLayer
    reluLayer();
    averagePooling2dLayer(5,'Stride',2)
    convolution2dLayer(3,32,'Padding','same')
    batchNormalizationLayer
    reluLayer();
    maxPooling2dLayer(5,'Stride',2)
    convolution2dLayer(3,32,'Padding','same')
    batchNormalizationLayer
    reluLayer();
    fullyConnectedLayer(223,'BiasLearnRateFactor',2);
    softmaxLayer
    classificationLayer];
```
When I adjusted 'InitialLearnRate' to 0.001 instead of 0.01 I got an accuracy rate of 92.83%

When I used the same training options as above but the maxEpoch to 6 in order to compare the results with the previous trial and changed the layers I managed to reduce the elapsed time to 00:10:41 with 96.41% accuracy

When I changed 'InitialLearnRate' to 0.00001 I ended up with an extremely low accuracy of 15.55%

VI. Conclusion

A. Final Accuracy

I used five sets of layers and altered nine parameters of sgdm training option. The code concluded an accuracy rate of 97.46% and the time elapsed was 10 minutes and 30 seconds using the following layer and training options:

```matlab
% Define Network Architecture
layers = [imageInputLayer([x y z]);
    convolution2dLayer(3,8,'Padding','same')
    batchNormalizationLayer
    reluLayer();
    maxPooling2dLayer(5,'Stride',2)
    convolution2dLayer(3,16,'Padding','same')
    batchNormalizationLayer
    reluLayer();
    averagePooling2dLayer(5,'Stride',2)
    convolution2dLayer(3,16,'Padding','same')
    batchNormalizationLayer
    reluLayer();
    maxPooling2dLayer(5,'Stride',2)
    convolution2dLayer(3,32,'Padding','same')
    batchNormalizationLayer
    reluLayer();
    averagePooling2dLayer(5,'Stride',2)
    convolution2dLayer(3,32,'Padding','same')
    batchNormalizationLayer
    reluLayer();
    fullyConnectedLayer(size(categories,2),'BiasLearnRateFactor',2);
    softmaxLayer
classificationLayer];
% Specify Training Options
options = trainingOptions('sgdm', ... 'InitialLearnRate', 0.001, ... 'ValidationData', imdsValidation, ...
    'ValidationFrequency',50, ...
    'Shuffle', 'every-epoch', ...
    'MaxEpochs', 10, ...
    'MiniBatchSize', 8, ...
    'LearnRateSchedule', 'piecewise', ...
    'LearnRateDropFactor',0.5, ...
    'LearnRateDropPeriod',50, ...
    'ExecutionEnvironment', 'parallel', ...
    'Verbose', true, 'Plots', 'training-progress');
```

B. Samples of Identification Results

The for loop for samples was adjusted to display all mismatches then a sample of successful matches were displayed with the same numbers of mismatches as follows:

VII. Availability of Data and Materials

A. Methods

Matlab
Fig. 2. An accuracy rate of 54.56%

Fig. 3. An accuracy rate of 92.83%
Fig. 4. An accuracy rate of 96.41%

Fig. 5. An accuracy rate of 86.70%
Fig. 6. An accuracy rate of 15.55%

Fig. 7. Final accuracy rate of 97.46% and the time elapsed was 10 minutes and 30 seconds
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