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Abstract

To support and guide an extensive experimental research into systems biology of signaling pathways, increasingly more mechanistic models are being developed with hopes of gaining further insight into biological processes. In order to analyse these models, computational and statistical techniques are needed to estimate the unknown kinetic parameters. This chapter reviews methods from frequentist and Bayesian statistics for estimation of parameters and for choosing which model is best for modeling the underlying system. Approximate Bayesian Computation (ABC) techniques are introduced and employed to explore different hypothesis about the JAK-STAT signaling pathway.

1 Introduction

It is crucial for cells to be able to sense the environment and react to changes in it. This is done through signaling pathways, which involve complex networks of often non-linear interactions between molecules. These interactions transduce a signal from outside the cell to trigger a functional change within a cell. Signaling pathways are important for differentiation, survival and adaptation to varying external conditions. The dynamics of these pathways are currently a subject of extensive experimental and computational research [1–5]; and some of the most important biological signaling pathways have received considerable attention from mathematical modellers and theoretical systems biologists. These signaling networks include MAPK and Ras-Raf-ERK [6–14], JAK-STAT [15–17], GPCR [18], NF-κB [4, 19]. It has become abundantly clear, however, that these signaling pathways can not be separated from one another, but that they interact; this phenomenon is known as crosstalk [20].

A series of modeling approaches have been applied to the study of signaling pathways. Most widely used are ordinary differential equation (ODE) models that follow mass action kinetics. Also Boolean and Bayesian networks and Petri nets have been employed for modeling and simulation. The rich formalism underlying these different approaches has provided us with efficient tools for the analysis of signaling models.
Computational approaches have been mainly used for simulation and for studying qualitative properties of signaling pathways such as motifs and feedback loops [21, 22], and quantitative properties such as signal duration, signal amplitude and amplification [23–25].

To develop and utilize detailed quantitative signaling models we require the values of all the parameters, such as kinetic rates of protein turnover and post-translational modifications (e.g. phosphorylation or dimerization). Due to technological restrictions and cost it is impossible to measure all the parameters experimentally. In this chapter we review computational tools that can be used for parameter inference for ODE models. While many studies have dealt with the subject of parameter estimation, relatively little attention has been given to model selection; that is, which model(s) to use for inference. Despite this, "What is the best model to use?" is probably the most critical question for making valid inference from the data [26], and this is the second topic that we touch on in this chapter.

There are two broad schools of thought in statistical inference: frequentist and Bayesian. In frequentist statistics one talks about point estimates and confidence intervals around them. The likelihood function is a central concept in statistical inference, and is used in both frequentist and Bayesian settings. It equals the probability of the data given the parameters, and it is a function of parameters,

\[ L(\theta) = P(D|\theta). \]

The canonical way of obtaining the point estimate is by taking a maximum likelihood estimate; i.e. the set of parameters for which the probability of observing the data is highest. On the other hand, Bayesian statistics is based on probability distributions. Here one aims to obtain the posterior probability distribution over the model parameters, which is proportional to the product of a suitable prior distribution (which summarizes the user’s prior knowledge or expectations) and the likelihood (the information that is obtained from the data).

In the following sections we will review how frequentist and Bayesian statistics can be used to estimate parameters of ODE models of signaling pathways, and how to choose which model has the highest support from the data. We then outline an approximate Bayesian computation algorithm based on Sequential Monte Carlo and apply it to the JAK-STAT signaling pathway where we will illustrate aspects related to parameter estimation and model selection.

2 Parameter inference

Signaling pathway models include numerous parameters, and it is generally impossible to obtain all of these values by experimental measurements alone. Therefore parameter inference (also referred to as model
calibration, model fitting or parameter estimation by different authors) algorithms can be used to estimate these parameter values computationally. A variety of different approaches have been developed and are being used used; they all share the two main ingredients: a cost function, which reflects and penalizes the distance between the model and experimental data, and an optimization algorithm, which searches for parameters that optimize the cost function. The most commonly used cost functions in a frequentist approach are the likelihood (one wants to maximize it) and the least squares error (one wants to minimize it). The Bayesian equivalent to a cost function is the Bayesian posterior distribution.

There are many different kinds of optimization algorithms. Their goal is to explore the landscape defined by cost function and find the optimum (i.e. minimum or maximum, depending on the type of cost function used). The simplest are the local gradient descent methods (e.g. Newton’s method, Levenberg-Marquardt). These methods are computationally fast, but are only able to find local optima. When the cost function landscape is complex, which is often the case for signaling models with high dimensional parameter space, these methods are unlikely to find the global optimum, and in this case more sophisticated methods need to be used. Multiple shooting [27] performs better in terms of avoiding getting stuck in local optima, but, as argued by Brewer et al. [28] may perform poorly when measurements are sparse and data are noisy. A large class of optimization methods are global optimization methods that try to explore complex surfaces as widely as possible; among these genetic algorithms are particularly well known and have been applied to ODE models [25]. Moles et al. [29] tested several global optimization algorithms on a 36-parameter biochemical pathway model and showed that the best performing algorithm was a stochastic ranking evolutionary strategy [30] (software available [31, 32]). Further improvements in computational efficiency of this algorithm were obtained by hybrid algorithms incorporating local gradient search and multiple shooting methods [17,33].

To obtain an ensemble of good parameter values, an approach based on simulated annealing [34] and Monte Carlo search though parameter space can be used [35,36]. In a Bayesian setting, MCMC methods [37] (software available [38]) and unscented Kalman filtering [39] have been applied to estimate the posterior distribution of parameters. Bayesian methods do not only estimate confidence intervals, but provide even more information by estimating of the whole posterior parameter distribution. To obtain confidence intervals for a point estimate in a frequentist setting, a range of techniques can be applied that include variance-covariance matrix based techniques [40], profile likelihood [41] and bootstrap methods [42].

Parameter estimation should be accompanied by identifiability and sensitivity analyses. If a parameter is non-identifiable, this means it
is difficult or impossible to estimate due to either model structure (structural non-identifiability) or insufficient amount or quality or data measurements (statistical non-identifiability) [19, 43, 44]. Structurally non-identifiable parameters should ideally be removed from the model. Sensitivity analysis studies how model output behaves when varying parameters [45]. If model output changes a lot when parameters are varied slightly, we say that the model is sensitive to changes in certain parameter combinations. Recently, the related concept of sloppiness has been introduced by Sethna and co-workers [35, 46]. They call a model sloppy when the parameter sensitivity eigenvalues are roughly evenly distributed over many decades; those parameter combinations with large eigenvalues are called sloppy and those with low eigenvalues stiff. Sloppy parameters are hard to infer and carry very little discriminatory information about the model. The concepts of identifiability, sloppiness and parameter sensitivity are, of course, related: non-identifiable parameters and sloppy parameters are hard to estimate precisely because they can be varied a lot without having a large effect on model outputs; the corresponding parameter estimates will thus have large variances. A parameter with large variance can, in a sensitivity context, be interpreted as one to which the model is not sensitive if the parameter changes.

3 Model selection

Model selection methods strive to rank the candidate models, which represent hypothesis about the underlying system, relative to each other according to how well they explain the experimental data. Crucially, the chosen model is not the "true" model, but the best model from the set of candidate models. It is the one which we should probably use for making inferences from the data. Generally, the more parameters are included in the model, the better a fit to the data can be achieved. If the number of parameters equals the number of data points, there is always a way of setting the parameters so that the fit will be perfect. This is called overfitting. Wel [47] famously addressed a question of "how many parameters it takes to fit an elephant", which practically suggests that if one takes a sufficiently large number of parameters, a good fit can always be achieved. The other extreme is underfitting, which results from using too few parameters or too inflexible a model. A good model selection algorithm should follow the principle of parsimony, also referred to as Occam’s razor, which aims for to determine the model with the smallest possible number of parameters that adequately represents the data and what is known about the system under consideration.

The probably best known method for model selection is (frequentist) hypothesis testing. If ODE models are nested (i.e. one model can be obtained from the other by setting some parameter values to zero), then model selection is generally performed using the likelihood ratio test [16, 48]. If both models have the same number of parameters and
if there is no underlying biological reason to choose one model over the other, then we choose the one which has a higher maximum likelihood. However, if the parameter numbers differ, then the likelihood ratio test penalizes overparameterization.

If the models are not nested, then model selection becomes more difficult but a variety of approaches have been developed that can be applied in such (increasingly more common) situations. Bootstrap methods [42, 48] are based on drawing many so-called bootstrap samples from the original data by sampling with replacement, and calculating the statistic of interest (e.g. an achieved significance level of a hypothesis test) for all of these samples. This distribution is thin compared to the real data.

Other model selection methods applicable to non-nested models are based on information-theoretic criteria [26] such as the Akaike Information Criteria (AIC) [16,48–50]. These methods involve a goodness-of-fit term and a term measuring the parameteric complexity of the model. The purpose of this complexity term is to penalize models with high number of parameters; the criteria by which this term should be chosen can differ considerably among the various proposed measures.

In a Bayesian setting model selection is done through so-called Bayes factors (for comprehensive review see [51]). We consider two models, $m_1$ and $m_2$ and would like to determine which model explains the data $x$ better. The Bayes factor measuring the support of model $m_1$ compared to model $m_2$, is given by

$$B_{12} = \frac{p(x|m_1)}{p(x|m_2)} = \frac{\int p(x|m_1, \theta_1)p(\theta_1|m_1)d\theta_1}{\int p(x|m_2, \theta_2)p(\theta_2|m_2)d\theta_2}.$$  

To compute it, marginal likelihoods have to be computed, and this is done by integrating non-linear functions over all possible parameter combinations. This can be a challenging problem when the dimension of the parameter space is high, and Vyshemirsksy et al. assess various methods how this can be done efficiently [37]. A Bayesian version of information-theoretic model selection techniques introduced above is the Bayesian Information Criterion (BIC) [35,52], which is an approximation of the logarithm of the Bayes factor. Unlike the AIC, which tends towards overly complex models as the data saturates, the BIC chooses correct models in the limit of infinite data availability.

There are several advantages of Bayesian model selection compared to traditional hypothesis testing. Firstly, the models being compared do not need to be nested. Secondly, Bayes factors do not only weigh the evidence against a hypothesis (in our case $m_2$), but can equally well provide evidence in favour of it. This is not the case for traditional hypothesis testing where a small $p$-value only indicates that the null model has insufficient explanatory power. However, one cannot conclude from a large $p$-value that the two models are equivalent, or that
the null model is superior, but only that there is not enough evidence to distinguish between them. In other words, “failing to reject” the null hypothesis cannot be translated to “accepting” the null hypothesis [51, 53]. Thirdly, unlike the posterior probability of the model, the \( p \)-value does not provide any direct interpretation of the weight of evidence (the \( p \)-value is not the probability that the null hypothesis is true). We expect that Bayesian methods will also deal better with so-called sloppy parameters because they are based on explicit marginalization over model parameters.

4 Approximate Bayesian computation techniques

When formulating the likelihood for an ODE model, one normally assumes the Gaussian error distribution on the data points: by definition this is the only way of defining a likelihood for a deterministic model. Moreover, it might be hard to analytically work with the likelihood (e.g. finding maximum likelihood estimate and integrating the marginal probabilities). Approximate Bayesian computation (ABC) methods have been conceived with the aim of inferring posterior distributions by circumventing the use of the likelihood, in favour of exploiting the computational efficiency of modern simulation techniques by replacing calculation of the likelihood with a comparison between the observed data and simulated data. These approaches are also straightforwardly applied to ODE model of signaling networks.

Let \( \theta \) be a parameter vector to be estimated. Given the prior distribution \( p(\theta) \), the goal is to approximate the posterior distribution, \( p(\theta|x) \propto f(x|\theta)p(\theta) \), where \( f(x|\theta) \) is the likelihood of \( \theta \) given the data \( x \). ABC methods have the following generic form:

1. Sample a candidate parameter vector \( \theta^* \) from some proposal distribution \( p(\theta) \).

2. Simulate a data set \( x^* \) from the model described by a conditional probability distribution \( f(x|\theta^*) \).

3. Compare the simulated data set, \( x^* \), to the experimental data, \( x_0 \), using a distance function, \( d \), and tolerance \( \epsilon \); if \( d(x_0, x^*) \leq \epsilon \), accept \( \theta^* \). The tolerance \( \epsilon \geq 0 \) is the desired level of agreement between \( x_0 \) and \( x^* \).

The output of an ABC algorithm is a sample of parameters from a distribution \( p(\theta|d(x_0, x^*) \leq \epsilon) \). If \( \epsilon \) is sufficiently small then the distribution \( p(\theta|d(x_0, x^*) \leq \epsilon) \) will be a good approximation for the “true” posterior distribution, \( p(\theta|x_0) \).

The most basic ABC algorithm outlined above is known as the ABC rejection algorithm; however, recently more sophisticated and computationally efficient ABC methods have been developed. They are based on Markov chain Monte Carlo (ABC MCMC) [54] and Sequential
Monte Carlo (ABC SMC) techniques [55–58]. They have recently been applied to dynamical systems modeled by ordinary differential equations and stochastic master equations; ABC SMC has been developed for approximating the posterior distribution of the model parameters and for model selection using Bayes factors [56]. In the next section we illustrate the use of ABC SMC for parameter estimation and model selection in the context of the JAK-STAT signaling pathway.

5 Application to JAK-STAT signaling pathway

The JAK-STAT signalling pathway is involved in signalling through several surface receptors and STAT proteins, which act as signal transducers and activators of transcription [59,60]. Here we look at models of signalling though the erythropoietin receptor (EpoR), transduced by STAT5 (Figure 1). Signalling through this receptor is crucial for proliferation, differentiation, and survival of erythroid progenitor cells [61].

![Figure 1: STAT5 signalling pathway.](image)

When the Epo hormone binds to the EpoR receptor, the receptor’s cytoplasmic domain becomes phosphorylated, which creates a docking site for signalling molecules, in particular the transcription factor STAT5.
Upon binding to the activated receptor, STAT5 first becomes phosphorylated, then dimerizes and translocates to the nucleus, where it acts as a transcription factor. There have been competing hypotheses about what happens with STAT proteins at the end of the signalling pathway. Originally it had been suggested that STAT proteins get degraded in the nucleus in an ubiquitin-associated way [62], while other evidence suggests that they are dephosphorylated in the nucleus and then transported back to the cytoplasm [63].

Here we want to understand how STAT5 protein transduces the signal from the receptor in the membrane through the cytoplasm into the nucleus. We have approached this problem by applying ABC SMC for model selection and parameter estimation to data collected for the JAK-STAT signaling pathway. The most suitable model from model of a STAT5 part of the JAK-STAT signaling pathway among the three proposed models was chosen and parameters have been estimated.

The ambiguity about the shutoff mechanism of STAT5 in the nucleus triggered the development of several mathematical models [16, 48, 64], each describing a different hypothesis. These models were then fitted to experimental data and systematically compared to each other using statistical methods of model selection. The model selection procedure ruled in favour of a cycling model, where STAT5 reenters the cytoplasm.

Timmer et al. [16, 48, 64] developed a continuous mathematical model for STAT5 signalling pathway, comprising of four differential equations. They assume mass action kinetics and denote the amount of activated Epo-receptors by $EpoR_A$, monomeric unphosphorylated STAT5 molecules by $x_1$, monomeric phosphorylated STAT5 molecules by $x_2$, dimeric phosphorylated STAT5 in the cytoplasm by $x_3$ and dimeric phosphorylated STAT5 in the nucleus by $x_4$. The most basic model Timmer et al. developed, under the assumption that phosphorylated STAT5 does not leave the nucleus, consists of the following kinetic equations:

\[
\begin{align*}
\dot{x}_1 &= -k_1 x_1 EpoR_A \\
\dot{x}_2 &= -k_2 x_2^2 + k_1 x_1 EpoR_A \\
\dot{x}_3 &= -k_3 x_3 + \frac{1}{2} k_2 x_2^2 \\
\dot{x}_4 &= k_3 x_3.
\end{align*}
\]

One can then assume that phosphorylated STAT5 de-dimerizes and leaves the nucleus and this can be modelled by adding appropriate kinetic terms to the equations (1) and (2) of the basic model:

\[
\begin{align*}
\dot{x}_1 &= -k_1 x_1 EpoR_A + 2 k_4 x_4 \\
\dot{x}_4 &= k_3 x_3 - k_4 x_4.
\end{align*}
\]

Timmer et al. develop their cycling model further by assuming a delay in moving of STAT5 out of the nucleus. They write ODE equations
for \( x_1 \) and \( x_4 \) for this model as

\[
\dot{x}_1 = -k_1 x_1 EpoR_A + 2k_4 x_3 (t - \tau) \quad (3)
\]

\[
\dot{x}_4 = k_3 x_3 - k_4 x_4 (t - \tau),
\]

while equations for \( x_2 \) and \( x_3 \) remain as above. The outcome of their statistical analysis is that this model fits the data best, which leads them to the conclusion that this is the most appropriate model.

Instead of Timmer’s chosen model, we propose a similar model with clear physical interpretation. Instead with \( x_3(t - \tau) \), we propose to model the delay of phosphorylated STAT5 \( x_4 \) in the nucleus with \( x_4(t - \tau) \):

\[
\dot{x}_1 = -k_1 x_1 EpoR_A + 2k_4 x_4 (t - \tau)
\]

\[
\dot{x}_4 = k_3 x_3 - k_4 x_4 (t - \tau).
\]

We have performed the ABC SMC model selection algorithm [56] on the following models: (1) Cycling delay model with \( x_3(t - \tau) \), (2) Cycling delay model with \( x_4(t - \tau) \), (3) Cycling model without a delay. The model parameter \( m \) can therefore take values 1, 2 and 3.

Figure 2 shows intermediate populations leading to the approximation of the marginal posterior distribution of \( m \) (population 15). Bayes factors can be calculated from the last population and according to the conventional interpretation of Bayes factors [51], it can be concluded that there is very strong evidence in favour of models 2 and 3 compared to model 1. However, there is only moderate evidence for model 3 being more suitable than model 2.

6 Discussion

Modeling biological signaling or regulatory systems requires reliable parameter estimates. But the experimental dissection of signaling pathways is costly and laborious; it furthermore seems unreasonable to believe that the same set of parameters describes a system across all possible environmental, physiological and developmental conditions. We are therefore reliant on efficient and reliable statistical and computational methods in order to estimate parameters and, more generally, reverse engineer mechanistic models.

As we have argued above, any such estimate must include a meaningful measure of uncertainty. A rational approach to modeling such systems should furthermore allow for the comparison of competing models in light of available data. The relative new ABC approaches are able to meet both objectives. Furthermore as we have shown elsewhere they are not limited to deterministic modelling approaches but are also readily applied to explicitly stochastic dynamics; in fact it is possible to
compare the explanatory power of deterministic and stochastic dynamics in the same mechanistic model.

One of the principal reasons for applying sound inferential procedures in the context of dynamical systems is to get a realistic appraisal of the robustness of these systems. If, as has been claimed, only a small set of parameters determines the system outputs then we have to ascertain these with certainty. It is here, in the reverse engineering of potentially sloppy dynamical systems, where the Bayesian perspective may be most beneficial.
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