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Abstract

As one of the most fundamental problems in machine learning, statistics and differential privacy, Differentially Private Stochastic Convex Optimization (DP-SCO) has been extensively studied in recent years. However, most of the previous work can only handle either regular data distributions or irregular data in the low dimensional space case. To better understand the challenges arising from irregular data distributions, in this paper we provide the first study on the problem of DP-SCO with heavy-tailed data in the high dimensional space. In the first part we focus on the problem over some polytope constraint (such as the $\ell_1$-norm ball). We show that if the loss function is smooth and its gradient has bounded second order moment, it is possible to get a (high probability) error bound (excess population risk) of $\tilde{O}(\frac{\log d}{n\epsilon})\frac{1}{3}$ in the $\epsilon$-DP model, where $n$ is the sample size and $d$ is the dimension of the underlying space. Next, for LASSO, if the data distribution has bounded fourth-order moments, we improve the bound to $\tilde{O}(\frac{\log d}{n\epsilon})\frac{2}{5}$ in the $(\epsilon, \delta)$-DP model. In the second part of the paper, we study sparse learning with heavy-tailed data. We first revisit the sparse linear model and propose a truncated DP-IHT method whose output could achieve an error of $\tilde{O}(\frac{s^* \log d}{n\epsilon})$, where $s^*$ is the sparsity of the underlying parameter. Then we study a more general problem over the sparsity (i.e., $\ell_0$-norm) constraint, and show that it is possible to achieve an error of $\tilde{O}(\frac{s^* \log d}{n\epsilon})$, which is also near optimal up to a factor of $\tilde{O}(\sqrt{s^*})$, if the loss function is smooth and strongly convex. Experiments on both of the synthetic and real world data also support our theoretical analysis.

1 Introduction

Privacy-preservation has become an important consideration and now is a challenging task for machine learning algorithms with sensitive data. To address the privacy issue, Differential Privacy (DP) has received a great deal of attentions and now has established itself as a de facto notation of privacy for data analysis. Methods to guarantee differential privacy have been widely studied, and recently adopted in industry [51, 20].

Stochastic Convex Optimization (SCO) [53] and its empirical form, Empirical Risk Minimization (ERM), are the most fundamental problems in machine learning and statistics, which include several basic models, such as linear regression and logistic regression. They find numerous applications in many areas such as medicine, finance, genomics and social science. Due to their importance, the problem of designing DP algorithms for SCO or ERM (i.e., DP-SCO and DP-ERM) have been extensively studied for nearly a decade starting from [18, 19]. Later on, a long list of works have
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attacked the problems from different perspectives: [7, 33, 6, 5, 28, 64, 49] studied the problems in the low dimensional case and the central model. [38, 39, 50, 61, 14] considered the problems in the high dimensional sparse case and the central model. [48, 22, 56, 23] focused on the problems in the local model.

However, most of those previous work can only handle regular data, i.e., they need to assume either the underlying data distribution is bounded or sub-Gaussian, or the loss function is $O(1)$-Lipschitz for all the data. This is particularly true for those output perturbation based [19] and objective or gradient perturbation based [7] DP methods. However, such assumptions may not always hold when dealing with real-world datasets, especially those from biomedicine and finance, which are often heavy-tailed [62, 8, 32], implying that existing algorithms may fail to guarantee the DP property. Compared with bounded data, heavy-tailed data could lead to unbounded gradient and thus violate the Lipschitz condition. For example, consider the linear squared loss $\ell(w, (x, y)) = (w^T x - y)^2$. When $x$ is heavy-tailed, the gradient of $\ell(w, (x, y))$ becomes unbounded. To address the issue, one potential approach is to truncating or trimming the gradient, such as in [1]. However, there is no existing convergence result based on their algorithm. Thus, new private and robust estimation methods for heavy-tailed data are needed.

Recently, there are several work studied private mean estimation or DP-SCO with heavy-tailed data [57, 97, 41, 4] (see Section 2 for details). However, the estimation errors of these results all are dependent on polynomial in the dimension of the underlying space, which impedes them to be implemented to the high dimensional setting, where the dimension is far greater than the sample size. In contrast, as we mentioned earlier, high dimensional DP-SCO with regular data has been studied quite well. Thus, our question is, what are the theoretical behaviors of DP-SCO with heavy-tailed data in the high dimensional space? In this paper, we provide a comprehensive and the first study on the problem under different settings by providing several new methods. Our contributions can be summarized as the following,

1. We first study DP-SCO over some polytope constraint, which has been studied in [50, 2] for regular data. We first show that if the loss function is smooth and its gradient has bounded second order moment, it is possible to get an excess population risk (error bound) of $\tilde{O}(\frac{\log d}{n\epsilon^2})$ with high probability in the $\epsilon$-DP model, where $n$ is the sample size and $d$ is the dimensionality of the underlying space. Next, for LASSO, if the data distribution has bounded fourth-order moments, we improve the bound to $\tilde{O}(\frac{\log d}{(n\epsilon)^2})$ in the $(\epsilon, \delta)$-DP model.

2. We then study DP-SCO for sparse learning with heavy-tailed data in the $(\epsilon, \delta)$-DP model, which has been studied in [58, 60, 13] in the regular data case. We first revisit the sparse linear regression problem and propose a new method whose output could achieve an error bound of $\tilde{O}(\frac{s^2 \log^2 d}{ne})$, where $s^*$ is the sparsity of the underlying parameter. Then we study a general DP-SCO problem under the sparsity constraint, and show that it is possible to achieve an error of $\tilde{O}(\frac{s^2 \log^2 d}{ne})$, if the loss function is smooth and strongly convex. We also show this bound is near optimal up to a factor of $O(\sqrt{s^* \log^2 n})$. To get these results, we provide several new methods and hard instances which may be used to in other machine learning problems.

Due to space limit, all the proofs and lemmas are included in the Appendix.

2 Related Work

As mentioned earlier, there is a long list of results on DP-SCO and DP-ERM. However, most of them consider the case where the underlying data distribution is sub-Gaussian and cannot be extended to heavy-tailed case. On the other side, in the non-private case, recently a number of works have studied the SCO and ERM problems with heavy-tailed data, such as [9, 44, 31, 40, 29, 43, 46]. It is not clear whether they can be adapted to private versions and in the high dimensional setting.

For DP-SCO or private estimation for heavy-tailed distribution, [4] provides the first study on private mean estimation for distributions with bounded moment and proposes the minimax private rates. Their methods are based on truncating the data to make each data record has a bounded $\ell_2$-norm. However, as [37] mentioned, they need a stronger assumption on the bounded moment, e.g., for
the mean estimation problem they need to assume $\mathbb{E}[\|x\|^2_2] \leq 1$ while we only assume $\mathbb{E}[x^2] \leq 1$ for each coordinate $j \in [d]$. Moreover, their method cannot be extended to the high dimensional sparse setting directly, and their error bound is in the expectation form, while in the robust statistics it is preferable to get high probability results (see Definition 3 for details). Later, [37] also studies the heavy-tailed mean estimation, which is also studied by [41] recently. However, their results for general $d$ dimensional space are not still the high probability form (they can only show their results hold with probability at least 0.7). Thus, their methods cannot be used to DP-SCO directly. Moreover, it is unknown whether their methods could be extended to the high dimensional or the sparse setting.

In this paper, we will mainly use the Laplacian and the Exponential mechanism, and the Advanced Composition Theorem to guarantee DP property.

3 Preliminaries

Notations: For vectors $v, v_j \in \mathbb{R}^d$, we denote $v_j$ and $v_{i,j}$ as their corresponding the $j$-th coordinate. Given a set of indices $S \subseteq [d]$, we denote the vector $v_S \in \mathbb{R}^d$ as the projection of $v$ onto $S$, i.e., $v_{S,j} = v_j$ if $j \in S$, and $v_{S,j} = 0$ otherwise. We also denote $|S|$ as the number of elements in $S$ and supp$(w) = \{ j \in [d] : w_j \neq 0 \} \subseteq [d]$ for $w$. For a constraint set $\mathcal{V}$, we denote $\|\mathcal{V}\|_1$ as it is $\ell_1$-norm diameter, i.e., $\|\mathcal{V}\|_1 = \max_{u,v \in \mathcal{V}} \|u - v\|_1$.

Definition 1 (Differential Privacy [25]). Given a data universe $\mathcal{X}$, we say that two datasets $D, D' \subseteq \mathcal{X}$ are neighbors if they differ by only one data sample, which is denoted as $D \sim D'$. A randomized algorithm $A$ is $(\epsilon, \delta)$-differentially private (DP) if for all neighboring datasets $D, D'$ and for all events $S$ in the output space of $A$, we have

$$\text{Pr}(A(D) \in S) \leq e^\epsilon \text{Pr}(A(D') \in S) + \delta.$$ 

In this paper, we will mainly use the Laplacian and the Exponential mechanism, and the Advanced Composition Theorem to guarantee DP property.

Definition 2 (Laplacian Mechanism). Given a function $q : \mathcal{X}^n \to \mathbb{R}^d$, the Laplacian Mechanism is defined as: $\mathcal{M}_\ell(D, q, \epsilon) = q(D) + (Y_1, Y_2, \cdots, Y_d)$, where $Y_i$ is i.i.d. drawn from a Laplacian Distribution $\mathcal{L}(\frac{\Delta_1(q)}{\epsilon})$, where $\Delta_1(q)$ is the $\ell_1$-sensitivity of the function $q$, i.e., $\Delta_1(q) = \sup_{D \sim D'} \|q(D) - q(D')\|_1$. For a parameter $\lambda$, the Laplacian distribution has the density function $\text{Lap}(\lambda)(x) = \frac{1}{2\lambda} \exp(-\frac{x}{\lambda})$. Laplacian Mechanism preserves $\epsilon$-DP.

Definition 3 (Exponential Mechanism). The Exponential Mechanism allows differentially private computation over arbitrary domains and range $\mathcal{R}$, parametrized by a score function $u(D, r)$ which maps a pair of input data set $D$ and candidate result $r \in \mathcal{R}$ to a real valued score. With the score function $u$ and privacy budget $\epsilon$, the mechanism yields an output with exponential bias in favor of high scoring outputs. Let $\mathcal{M}(D, u, \mathcal{R})$ denote the exponential mechanism, and $\Delta$ be the sensitivity of $u$ in the range $\mathcal{R}$, i.e., $\Delta = \max_{r \in \mathcal{R}} \max_{D \sim D'} |u(D, r) - u(D', r)|$. Then if $\mathcal{M}(D, u, \mathcal{R})$ selects and outputs an element $r \in \mathcal{R}$ with probability proportional to $\exp(\frac{u(D, r) - u(D', r)}{2\Delta u})$, it preserves $\epsilon$-DP.

We refer readers the reference [37][57] to see more related work on DP methods for unbounded sensitivity.
The output of exponential mechanism has the following utility.

**Lemma 1 (26).** For the exponential mechanism \( \mathcal{M}(D, u, R) \), we have
\[
\Pr\{u(\mathcal{M}(D, u, R)) \leq \text{OPT}_u(x) - \frac{2\Delta u}{\epsilon} (\ln |R| + t)\} \leq e^{-t}.
\]
where \( \text{OPT}_u(x) \) is the highest score in the range \( R \), i.e. \( \max_{r \in R} u(D, r) \).

**Lemma 2** (Advanced Composition Theorem). Given target privacy parameters \( 0 < \epsilon < 1 \) and \( 0 < \delta < 1 \), to ensure \( (\epsilon, T\delta + \delta')\)-DP over \( T \) mechanisms, it suffices that each mechanism is \( (\epsilon', \delta')\)-DP, where \( \epsilon' = \frac{\epsilon}{2\sqrt{T \ln(2/\delta')}} \) and \( \delta' = \frac{\delta}{T} \).

**Definition 4** (DP-SCO [7]). Given a dataset \( D = \{z_1, \cdots, z_n\} \) from a data universe \( Z \) where \( z_i = (x_i, y_i) \) with a feature vector \( x_i \) and a label/response \( y_i \) are i.i.d. samples from some unknown distribution \( D \), a convex constraint set \( \mathcal{W} \subseteq \mathbb{R}^d \), and a convex loss function \( \ell : \mathcal{W} \times Z \rightarrow \mathbb{R} \). Differentially Private Stochastic Convex Optimization (DP-SCO) is to find \( u^{\text{priv}} \) so as to minimize the population risk, i.e., \( L_D(w) = \mathbb{E}_{z \sim D}[\ell(w, z)] \) with the guarantee of being differentially private.

The utility of the algorithm is measured by the excess population risk, that is
\[
L_D(w^{\text{priv}}) - \min_{w \in \mathcal{W}} L_D(w).
\]

Besides the population risk, we can also measure the empirical risk of dataset \( D \): \( \hat{L}(w, D) = \frac{1}{n} \sum_{i=1}^n \ell(w, z_i) \). It is notable that in the high probability setting, we need to get a high probability excess population risk. That is given a failure probability \( 0 < \zeta < 1 \), we want get a (polynomial) function \( f(d, \log \frac{1}{\delta}, \log \frac{1}{\zeta}, \frac{1}{n}, \frac{1}{\epsilon}) \) such that with probability at least \( 1 - \zeta \) (over the randomness of the algorithm and the data distribution),
\[
L_D(w^{\text{priv}}) - \min_{w \in \mathcal{W}} L_D(w) \leq O(f(d, \log \frac{1}{\delta}, \log \frac{1}{\zeta}, \frac{1}{n}, \frac{1}{\epsilon})�).
\]

Compared with the high probability setting, there is another setting namely the expectation setting where our goal is to get a (polynomial) function \( f(d, \log \frac{1}{\delta}, \frac{1}{n}, \frac{1}{\epsilon}) \) such that
\[
\mathbb{E}[L_D(w^{\text{priv}}) - \min_{w \in \mathcal{W}} L_D(w)] \leq O(f(d, \log \frac{1}{\delta}, \frac{1}{n}, \frac{1}{\epsilon})�),
\]
where the expectation takes over the randomness of the data records and the algorithm.

It is notable that, in the regular data case where the data distribution \( D \) or the gradient of the loss is bounded or sub-Gaussian, it is easy to transform an expected excess population risk to an excess population risk with high probability. However, this is not true for the heavy-tailed case. Thus, all of the recent studies on robust statistics such as [9, 44, 31, 40, 29, 43, 46] focused on the high probability setting. In the paper, we will study the problem in the high probability setting. Moreover, throughout the paper we focus on the high dimensional case where \( d \) could be far greater than \( n \). Thus we wish the error bounds (excess population risk) be logarithmic of \( d \).

The following two definitions on loss functions are commonly used in machine learning, optimization and statistics.

**Definition 5.** A function \( f \) is \( L \)-Lipschitz w.r.t the norm \( \|\cdot\| \) if for all \( w, w' \in \mathcal{W} \), \(|f(w) - f(w')|\leq L\|w-w'\|\).

**Definition 6.** A function \( f \) is \( \alpha \)-smooth on \( \mathcal{W} \) if for all \( w, w' \in \mathcal{W} \), \( f(w') \leq f(w) + \langle \nabla f(w) , w' - w \rangle + \frac{\alpha}{2}\|w' - w\|^2\).

## 4 High Dimensional DP-SCO over Polytope Domain

In this section we will study DP-SCO over polytope domain, i.e., the underlying constraint set \( \mathcal{W} \) is some polytope and thus could be written as the convex hull of a finite set \( \mathcal{V} \). This contains numerous of learning models that address high dimensional data, such as LASSO and minimization over probability simplex. 

\footnote{Note that in this paper we consider the improper learning case, that is \( w^{\text{priv}} \) may not in \( \mathcal{W} \).}

\footnote{See [16] for the necessity to consider the high probability setting.}
first studied the problem of DP-ERM over polytope domain in the regular data setting \( (i.e., \) the gradient of loss function has bounded norm). Specifically, they showed that when the loss function is Lipschitz w.r.t \( \ell_1 \)-norm, there is an \((\epsilon, \delta)\)-DP algorithm (DP Frank-Wolfe) whose output could achieve an error of \( O(\log^2 V/n \log^3 n) \). However, to generalize to the heavy-tailed data setting, the main difficulty is that the assumption of \( \ell_1 \)-norm Lipschitz does not hold anymore. To address the problem, one possible approach may be to truncate the gradient to make it has bounded \( \ell_\infty \)-norm (since \( \ell_1 \)-norm Lipschitz is equivalent to its gradient has bounded \( \ell_\infty \)-norm). However, as mentioned in \cite{57}, it could introduce enormous amount of error and it is difficult to select the best threshold parameter. In the following we will propose a new method to overcome this challenge. We will focus on the case where the gradient of the loss is heavy-tailed. Specifically, following from the previous work on robust statistics such as \cite{46,29}, here we propose the following assumption on the gradient of the loss function.

**Assumption 1.** We assume \( \nabla L(w) \) is \( \alpha \)-smooth, and there exists a \( \tau > 0 \) such that for any \( w \in \mathcal{W} \) and each coordinate \( j \in [d] \), we have \( \mathbb{E}[|\nabla_j L(w, x)|^2] \leq \tau \).

First, it is notable that the smoothness condition in Assumption 1 is necessary for the high dimensional setting. As shown by \cite{4}, when the loss function is non-smooth and \( \ell_1 \)-norm Lipschitz, even in the regular data setting the excess population risk is lower bounded by \( \Omega(\sqrt{\log d/n} + \sqrt{2/\epsilon}) \), which depends on \( \Omega(\sqrt{d}) \). Secondly, in some other work on studying private estimation for distributions with bounded second-order moment (such as \cite{57}), they assume that for each unit vector \( u \in \mathbb{R}^d \), \( \mathbb{E}[|u, \nabla L(w, x)|^2] \leq \tau = O(1) \). Thus, our assumption on the moment is reasonable. Thirdly, we note that \( \tau \) may be not a constant, it could depend on the structure of the loss function, data distribution and the underlying structure of \( \mathcal{W} \). Throughout the whole paper we assume \( \tau \) is known, which is commonly used in other related work in robust statistics such as \cite{57,11}.

Our approach, namely Heavy-tailed DP-FW, could be seen as a generalization of the DP Frank-Wolfe method in \cite{50}. The approach is motivated by a robust mean estimator for heavy-tailed distribution given by \cite{17} which was extended by \cite{29}. For simplicity, we first consider a 1-dimensional random variable \( x \) and assume that \( x_1, x_2, \cdots, x_n \) are i.i.d. sampled from \( x \). The robust mean estimator consists of three steps:

**Scaling and Truncation** For each sample \( x_i \), we first re-scale it by dividing \( s \) which will be specified later. Then, the re-scaled one was passed through a soft truncation function \( \phi \). Finally, we put the truncated mean back to the original scale. That is,

\[
\frac{s}{n} \sum_{i=1}^{n} \phi(\frac{x_i}{s}) \approx \mathbb{E}x.
\]

(1)

Here, we use the function given in \cite{17},

\[
\phi(x) = \begin{cases} 
    x - \frac{x^3}{3}, & -\sqrt{2} \leq x \leq \sqrt{2} \\
    \frac{2\sqrt{2}}{3}, & x > \sqrt{2} \\
    -\frac{2\sqrt{2}}{3}, & x < -\sqrt{2}.
\end{cases}
\]

(2)

A key property for \( \phi \) is that \( \phi \) is bounded, that is, \( |\phi(x)| \leq \frac{2\sqrt{2}}{3} \).

**Noise Multiplication** Let \( \eta_1, \eta_2, \cdots, \eta_n \) be random noise generated from a common distribution \( \eta \sim \chi \) with \( \mathbb{E}\eta = 0 \). We multiply each data \( x_i \) by a factor of \( 1 + \eta_i \), and then perform the scaling and truncation step on the term \( x_i(1 + \eta_i) \). That is,

\[
\hat{x}(\eta) = \frac{s}{n} \sum_{i=1}^{n} \phi(\frac{x_i + \eta_ix_i}{s}).
\]

(3)

**Noise Smoothing** In this final step, we smooth the multiplicative noise by taking the expectation w.r.t. the distributions. In total the robust mean estimator \( \hat{x}(s, \beta) \) could be written as,

\[
\hat{x}(s, \beta) = \mathbb{E}\hat{x}(\eta, s, \beta) = \frac{s}{n} \sum_{i=1}^{n} \int \phi(\frac{x_i + \eta_ix_i}{s})d\chi(\eta_i).
\]

(4)
Computing the explicit form of each integral in (4) depends on the function \( \phi(\cdot) \) and the distribution \( \chi \). Fortunately, [17] showed that when \( \phi \) is in (2) and \( \chi \sim \mathcal{N}(0, \frac{1}{\beta}) \) (where \( \beta \) will be specified later), we have for any \( a \) and \( b > 0 \)
\[
\mathbb{E}_\eta \phi(a + b\sqrt{\beta}\eta) = a(1 - \frac{b^2}{2}) - \frac{a^3}{6} + \tilde{C}(a, b),
\]
where \( \tilde{C}(a, b) \) is a correction form which is easy to implement and its explicit form will be given in Appendix.

The key idea of our method is that, by the definition of \( \hat{x}(s, \beta) \) in (4) and the function \( \phi \) is in (2), we can see that the value of \( \hat{x}(s, \beta) \) will be changed at most \( \frac{4\sqrt{2}s}{3n} \) if we change one sample in the data, i.e., the sensitivity of \( \hat{x}(s, \beta) \) is bounded by \( \frac{4\sqrt{2}s}{3n} \). That is, given a fixed vector \( w \) and \( n \) gradients \( \{\nabla \ell(w, z_i)\}_{i=1}^n \), we can use the above estimator to the entrywise of these gradients to get an estimator (we denote it as \( \tilde{g}(w, D) \)) of \( \mathbb{E}[\ell(w, z)] \). Moreover, we can see the \( \ell_\infty \)-norm sensitivity of \( \tilde{g}(w, D) \) is bounded \( \frac{4\sqrt{2}s}{3n} \), i.e., \( \|\tilde{g}(w, D) - \tilde{g}(w, D')\|_{\infty} \leq \frac{4\sqrt{2}s}{3n} \), where \( D \) and \( D' \) are neighboring datasets.

Combing this result with DP Frank Wolfe method, we propose our algorithm. See Algorithm 1 for details.

**Algorithm 1 Heavy-tailed DP-FW**

1. **Input**: \( n \)-size dataset \( D \), loss function \( \ell(\cdot, \cdot) \), initial parameter \( w^0 \), parameters \( s, T, \beta, \{\eta_t\} \) (will be specified later), privacy parameter \( \epsilon \), failure probability \( \zeta \). \( \mathcal{W} \) is the convex hull of a finite set \( V \).
2. Split the data \( D \) into \( T \) parts \( \{D_t\}_{t=1}^T \) with \( |D_t| = m = \frac{n}{T} \).
3. for \( t = 1, \cdots, T \) do
   4. For each \( j \in [d] \), calculate the robust gradient by (2)-(5), that is
   \[
   \tilde{g}^{t-1}(w^{t-1}, D_t) = \frac{1}{m} \sum_{x \in D_t} \left( \nabla_j \ell(w^{t-1}, x) \left(1 - \frac{\nabla_j^2 \ell(w^{t-1}, x)}{2s^2\beta} - \frac{\nabla_j^3 \ell(w^{t-1}, x)}{6s^2} \right) \right) + \frac{s}{m} \sum_{x \in D_t} \tilde{C} \left( \frac{\nabla_j \ell(w^{t-1}, x)}{s}, \frac{\nabla_j^2 \ell(w^{t-1}, x)}{s\sqrt{\beta}} \right),
   \]
5. Let vector \( \tilde{g}(w^{t-1}, D_t) \in \mathbb{R}^d \) as \( \tilde{g}(w^{t-1}, D_t) = (g_1^{t-1}(w^{t-1}, D_t), g_2^{t-1}(w^{t-1}, D_t), \cdots, g_d^{t-1}(w^{t-1}, D_t)) \).
6. Denote the score function \( u(D_t, \cdot) : V \rightarrow \mathbb{R} \) such that for each \( v \in V \) let \( u(D_t, v) = -\langle v, \tilde{g}(w^{t-1}, D_t) \rangle \).
7. Run the exponential mechanism with the range \( R = V \), sensitivity \( \Delta = \frac{4\|\mathcal{W}\|_1\sqrt{2s}}{3nm} \) and the privacy budget \( \epsilon \). Denote the output as \( \tilde{w}^{t-1} \in \mathcal{W} \).
8. end for
9. return \( w^T \).

**Theorem 1.** For any \( \epsilon > 0 \), Algorithm 1 is \( \epsilon \)-DP.

**Theorem 2.** Under Assumption 1 and if \( \mathcal{W} \) is a convex hull of a finite compact set \( V \). Then for any given probability of failure \( 0 < \zeta < 1 \), if we set \( T = \tilde{O}\left(\frac{n\alpha^2}{\tau^2}\right) \), \( \beta = O(1) \), \( s = O\left(\frac{n\alpha\tau^2}{T \log \frac{\tau \log \frac{2}{\zeta}}{\zeta}}\right) \), and \( \eta_{t-1} = \frac{2}{\epsilon(t+2)} \) in Algorithm 1 with probability at least \( 1 - \zeta \),
\[
L_D(w^T) - \min_{w \in \mathcal{W}} L_D(w) \leq O\left(\frac{\|\mathcal{W}\|_1 (\alpha \log \frac{n\|\mathcal{W}\|_1 d}{\zeta})^{\frac{1}{2}}}{(n\epsilon)^{\frac{1}{2}}}\right).
\]

**Remark 1.** From Theorem 2 we can see that when \( |V| = \text{poly}(d) \) and \( \tau = O(1) \), the excess population risk will be upper bounded by \( \tilde{O}\left(\frac{1}{(n\epsilon)^{\frac{1}{2}}}\right) \). Compared with the previous results in private heavy-tailed estimation [37,10,57], we improve the error bound from \( O(d) \) to \( O(\log d) \). It is also notable that [57] also used a similar robust estimator as ours. However, there are several differences:
First, [57] first performs the robust estimator to each coordinate of the gradients and then add Gaussian noise to the whole vector to ensure DP. Thus, all the errors in [57] depend on \( \text{poly}(d) \) and their method cannot be extended to high dimensional space directly. Secondly, [57] sets \( s = O(\sqrt{n}) \) while our \( s \) depends on both \( n, \epsilon \) and \( T \). We provide a finer analysis on the trade-off between the bias and variance of the robust estimator, and the noise we added in each iteration (see the proof of Theorem 2 for details). Thus, our error is much lower than theirs and our method could be used in [57] and improve their bounds.

**Corollary 1.** Consider the LASSO problem where \( L_D(w) = \mathbb{E}((x, w) - y)^2 \) and \( \mathcal{W} = \{w \in \mathbb{R}^d : \|w\|_1 \leq 1\} \). We know that the population risk function is \( \lambda_{\max}(E(xx^T)) \)-smooth, where \( \lambda_{\max}(M) \) is the maximal eigenvalue of the matrix \( M \). If we further assume each coordinate of the gradient has bound second moment i.e., for each \( w \in \mathcal{W} \) and \( j \in [d], \mathbb{E}((x, w_j) - y)^2) \leq O(1) \) (for example \( x, y \) are \( O(1) \)-sub-Gaussian). Then the output of Algorithm 1 satisfies the following with probability at least \( 1 - \zeta \):

\[
L_D(w^T) - \min_{w \in \mathcal{W}} L_D(w) \leq O\left( \frac{(\lambda_{\max}(E(xx^T)) \log \frac{d}{\zeta} \log n)^{\frac{1}{2}}}{(ne)^{\frac{1}{2}}} \right). \tag{7}
\]

In the previous theorem, we need to assume the loss function is convex. However, we can also show that Algorithm 1 could be used to some specific non-convex loss functions. Below we will study the Robust Regression and provide an upper bound of \( \tilde{O}(\frac{1}{(ne)^{\frac{1}{2}}}) \). For \( \mathcal{W} = \{w \in \mathbb{R}^d : \|w\|_1 \leq 1\} \), and a non-convex positive loss function \( \psi \), the loss of robust regression is defined as \( \ell(w, (x, y)) = \psi((x, w) - y) \). We make the following assumptions on \( \psi \), which includes the biweight loss function [42].

**Assumption 2.** We assume that

1. There is a constant \( C_\psi \geq 1 \), s.t. \( \max\{\psi'(s), \psi''(s)\} \leq C_\psi = O(1) \), for all \( s \).
2. \( \psi'(\cdot) \) is odd with \( \psi'(s) > 0 \), for \( \forall s > 0 \); and \( h(s) := \mathbb{E}_D[\psi'(s + \xi)] \) satisfies \( h'(0) > c_\psi \), where \( c_\psi = O(1) > 0 \).
3. There is \( w^* \in \mathcal{W} \) such that \( y = (w^*, x) + \xi \), where \( \xi \) is symmetric noise with a zero-mean given \( x \). Also we assume that for each coordinate \( j \in [d], x_j \) has bounded second order moment, that is \( E|x_j|^2 \leq O(1) \).

**Theorem 3.** Under Assumption 2 for any given probability of failure \( 0 < \zeta < 1 \), if we set \( \beta = O(1), s = O\left( \frac{\sqrt{n}}{\sqrt{T \log \frac{d}{\zeta}}} \right), \eta = \frac{1}{\sqrt{n}}, \text{ and } T = \tilde{O}\left( \sqrt{\frac{n}{\log \frac{d}{\zeta}}} \right) \) in Algorithm 1. Then with probability at least \( 1 - \zeta \) (we omit the \( C_\psi \) and \( c_\psi \) term),

\[
L_D(w^T) - \min_{w \in \mathcal{W}} L_D(w) \leq O\left( \frac{(\lambda_{\max}(E(xx^T)) \log \frac{d}{\zeta} \frac{dn}{\zeta}}{(ne)^{\frac{1}{2}}} \right). \tag{8}
\]

For LASSO, there are enormous differences between our results and the results in [50]. First, [50] needs to assume that each \( \|x_{ij}\| \leq O(1) \) and \( \|y_i\| \leq O(1) \) to guarantee the loss function be \( \ell_1 \)-norm Lipschitz, while here we just need a bounded second order moment condition. Secondly, [50] only considers the empirical risk function while here we consider the population risk. It is notable that their method cannot be extended to population risk directly based on their theoretical analysis. Thus, our result of \( \tilde{O}\left( \frac{1}{(ne)^{\frac{1}{2}}} \right) \) cannot be compared with theirs directly. Recently [2] considers DP-SCO with \( \ell_1 \)-norm Lipschitz loss functions and it provides an upper bound of \( \tilde{O}(\frac{1}{\sqrt{n}}) \) and \( \tilde{O}(\sqrt{\frac{n}{\eta}} + \frac{1}{(ne)^{\frac{1}{2}}} \) for \( \epsilon \) and \( (\epsilon, \delta) \)-DP model respectively. Compared with this, we can see, due to the heavy-tailed distribution, the upper bound now decreases to \( \tilde{O}(\frac{1}{(ne)^{\frac{1}{2}}} \) for \( \epsilon \)-DP. Thirdly, the DP Frank Wolfe algorithm given by [50] could guarantee both \( \epsilon \) and \( (\epsilon, \delta) \)-DP with error upper bounds of

\[\begin{align*}
&\text{For a fixed parameter } c > 0, \\
\text{the biweight loss is defined as } \psi(s) = \frac{s^2}{c}, &\begin{cases}
1 - (\frac{1}{c})^2, &|s| \leq c \\
1, &|s| \geq c.
\end{cases}
\end{align*}\]
However, our method can only guarantee ε-DP and cannot get improved bounds in the (ε, δ)-DP model. The mainly reason is that, \[50\] performs the exponential mechanism on the whole data to achieve \(O(\sqrt{k/\Delta})\)-DP in each iteration, then the whole algorithm will be (ε, δ)-DP due to the advanced composition theorem. However here we cannot adopt this technique directly. The major difficulty is that if we use whole dataset in each iteration then \(w^{t-1}\) will depend on the whole dataset, and this cause us in the proof to analyze an upper bound of \(w^t\), which is difficult to analyze due to the complex form of our estimator \(\hat{g}(w, D)\) in step 5. Thus, we need to get avoid of the dependency. Our strategy is splitting the whole dataset into several parts and in each iteration we use the exponential mechanism on one subset. That is why here we only consider the ε-DP model. It is an open problem that whether we can get an improved (ε, δ)-DP method in general. Below we will show that for LASSO it is possible to improve the upper bound from \(O(\frac{1}{(n\epsilon)^{\frac{3}{2}}})\) in Corollary 1 to \(O(\frac{1}{(n\epsilon)^{\frac{3}{4}}})\) in (ε, δ)-DP model if the data distribution has bounded fourth-order moments.

The algorithm consists of two parts. In the first part, motivated by \[27\], we shrink each entry of each sample by a threshold \(K\), which will be determined later. That is, for each \(i \in [n]\) and \(j \in [d]\), let \(\tilde{x}_{i,j} = \text{sign}(x_{i,j}) \min \{x_{i,j}, K\}\) and \(\hat{y}_i = \text{sign}(y_i) \min \{|y_i|, K\}\). Note that since now each entry is bounded, the loss function will be \(\ell_1\)-norm Lipschitz with \(O(K^2)\). Thus, in the second part, we perform the DP-FW in \[50\] on the shrunken data. See Algorithm 2 for details.

Algorithm 2 Heavy-tailed Private LASSO

1: **Input:** \(n\)-size dataset \(D = \{(x_i, y_i)\}_{i=1}^n\), loss function \(\ell(w, (x, y)) = \langle(w, x) - y\rangle^2\), initial parameter \(w^0\), parameters \(K, T, \{\eta_t\}\) (will be specified later), privacy parameter ε, δ, failure probability \(\zeta\). \(W\) is the \(\ell_1\)-norm ball with set of vertices \(V\).

2: For each \(i \in [n]\), we denote a truncated sample \(\tilde{x}_i \in \mathbb{R}^d\) where for \(j \in [d]\) \(\tilde{x}_{i,j} = \text{sign}(x_{i,j}) \min \{x_{i,j}, K\}\), and \(\hat{y}_i = \text{sign}(y_i) \min \{|y_i|, K\}\). Denote the truncated dataset as \(\tilde{D} = \{\langle\tilde{x}_i, \hat{y}_i\rangle\}_{i=1}^n\).

3: for \(t = 1, \ldots, T\) do

4: Denote the score function \(u(\tilde{D}, \cdot) : V \rightarrow \mathbb{R}\) such that for each \(v \in V\) let \(u(\tilde{D}, v) = -\langle v, \hat{g}(w^{t-1}, \tilde{D}) \rangle\), where \(\hat{g}(w^{t-1}, \tilde{D}) = \frac{2}{n} \sum_{i=1}^n \tilde{x}_i ((\tilde{x}_i, w^{t-1}) - \hat{y}_i)\). Run the exponential mechanism with the range \(R = V\), sensitivity \(\Delta = \frac{8 |W| K^2}{n}\) and the privacy budget \(\frac{\epsilon}{2\sqrt{2T\log \frac{1}{\delta}}}\).

5: Let \(w^t = (1 - \eta_{t-1})w^{t-1} + \eta_{t-1}\tilde{w}^t\).

6: end for

7: return \(w^T\).

**Theorem 4.** For any \(0 < \epsilon, \delta < 1\), Algorithm 1 is \((\epsilon, \delta)\)-DP.

**Assumption 3.** We assume that \(x\) and \(y\) have bounded forth order moment, i.e., for each \(j_1, j_2 \in [d]\), \(\mathbb{E}[x_{j_1}x_{j_2}] \leq M\), and \(\mathbb{E}[y^4] \leq M\), where \(M = O(1)\) is a constant.

**Remark 2.** We note that Assumption 1 implies \(\mathbb{E}[x_jx_k] \leq O(\tau)\) for any \(j, k \in [d]\). Since in Assumption 1 we can get \(\mathbb{E}[x_jx_k] \leq \tau\) if we take \(\tau = 0\). And we have \(\mathbb{E}[x_j(x_k - y)] \leq \tau\) when we take \(w = e_k\) (the \(k\)-th basis vector), thus \(\mathbb{E}[x_jx_k] \leq O(\tau)\). From this view, Assumption 3 is weaker than Assumption 1. Moreover, in Assumption 1 we need to assume that the term \(\mathbb{E}[x_j^2(\langle w, x \rangle - y)^2]\) is bounded for each \(||w||_1 \leq 1\), which is hard to be verified and is unnatural for the model compared with the previous work on linear regression with heavy-tailed data \[63\], \[31\].

**Theorem 5.** Under Assumption 3 for any given probability of failure \(0 < \zeta < 1\), if we set \(K = \frac{(n\epsilon)^{\frac{1}{3}}}{T^{\frac{1}{3}}}, T = \hat{O}\left(\frac{\mathbb{E}(x_jx_k)}{\mathbb{E}(\nabla \ell(x_j, y)) (\sqrt{\log \frac{1}{\delta}} \log \frac{d}{\epsilon})^{\frac{1}{2}}}ight)\) and \(\eta_{t-1} = \frac{2}{t+2}\) in Algorithm 2 then with probability at least \(1 - \zeta\),

\[
L_D(w^T) - \min_{w \in W} L_D(w) \leq O\left(\frac{\lambda^2_{\text{max}}(\mathbb{E}(x_jx_k)) (\sqrt{\log \frac{1}{\delta}} \log \frac{d}{\epsilon})^{\frac{1}{2}}}{(n\epsilon)^{\frac{1}{6}}}\right).
\]
Truncating or shrinking the data to let them has bounded norm (or bounded sensitivity) is a commonly used technique in previous study on DP machine learning such as \cite{4,13,14}. However, all of these methods need to assume the data distribution is sub-Gaussian so that truncation may not lose too much information about the original record. Here we generalized to a heavy-tailed case, which may could be used to other problems. Moreover, the thresholds in the truncation step for sub-Gaussian and heavy-tailed cases are also quite different. In the sub-Gaussian case, the threshold always depends on the sub-Gaussian parameter and \log n, \log d, while in Algorithm 2 we set the threshold as a function of \( n, \epsilon \) and \( T \).

5 Heavy-tailed DP-SCO for Sparse Learning

5.1 Private Heavy-tailed Sparse Linear Regression

In the previous section, we studied DP-SCO over polytope constraint. However, in the high dimensional statistics we always assume the underlying parameter has additional structure of sparsity. Directly solving DP-SCO over \( \ell_1 \)-norm ball constraint may not provide efficient estimation to the sparse parameters. In this section, we will focus on sparse learning with heavy-tailed data. Specifically, we will consider two canonical models, one is the sparse linear model, the other one is the linear model, \((x,y)\) \text{-} mean estimation. First we consider the sparse linear regression, where for each pair \((x,y)\) we have a linear model,

\[
y = \langle w^*, x \rangle + \epsilon,
\]

here \( \epsilon \) is some randomized noise and \( \|w^*\|_2 \leq C \) (for simplicity we assume \( C = 1 \)) and \( w^* \) is \( s^* \)-sparse.

Similar to the previous section, here we assume Assumption 3 holds. Instead of using DP variants of the Frank-Wolfe method, here we will adopt a private variant of the iterative hard thresholding (IHT) method. Specifically, first we will shrink the original heavy-tailed data, which is similar to Algorithm 2. After that we will perform the DP-IHT procedure. That is, in each iteration, we first calculate the gradient on the shrunken data, and update our vector via the gradient descent. Next, we perform a DP-thresholding step, provided by \cite{13} (Algorithm 4). That is, we will privately select the indices with largest \( s \) magnitude of the vector, keep the entries of vectors among these indices and let the remain entries be 0. See Algorithm 3 and 4 for details.

Algorithm 3 Heavy-tailed Private Sparse Linear Regression

1: **Input:** \( n \)-size dataset \( D = \{(x_i, y_i)\}_{i=1}^n \), loss function \( \ell(w, (x, y)) = \langle w, x \rangle - y \), initial vector \( w^0 \) satisfies \( \|w^0\|_2 \leq 1 \) and is \( s \)-sparse, parameters \( K, T, \eta_0, s \) (will be specified later), privacy parameter \( \epsilon, \delta, \) failure probability \( \zeta \). \( W \) is the unit \( \ell_2 \)-norm ball.
2: For each \( i \in [n] \), we denote a truncated sample \( \tilde{x}_i \in \mathbb{R}^d \) where for \( j \in [d] \) \( \tilde{x}_{i,j} = \text{sign}(x_{i,j}) \min\{\{x_{i,j}, K\}, \eta_0 \} \), and \( \tilde{y}_i = \text{sign}(y_i) \min\{|y_i|, K\} \). Denote the truncated dataset as \( \tilde{D} = \{(\tilde{x}_i, \tilde{y}_i)\}_{i=1}^n \).
3: Split the data \( \tilde{D} \) into \( T \) parts \( \{\tilde{D}_t\}_{t=1}^T \), each with \( m = \frac{n}{T} \) samples.
4: for \( t = 1, \ldots, T \) do
5: Denote \( w^{t+0.5} = w^t - \frac{\eta_0}{m} \sum_{x \in \tilde{D}_t} \tilde{x}^\top((\tilde{x}^t, w^t) - \tilde{y}) \)
6: Let \( w^{t+0.75} = \text{Peeling}(w^{t+0.5}, \tilde{D}_t, s, \epsilon, \delta, 2K^2 n_0 (\sqrt{s} + 1)) \).
7: Let \( w^{t+1} = \Pi_W(w^{t+0.75}) \)
8: end for
9: return \( w^{T+1} \).

Theorem 6. For any \( 0 < \epsilon, \delta < 1 \), Algorithm 3 is \( (\epsilon, \delta) \)-DP.

Theorem 7. Under Assumption 3 if \( \|w^*\|_2 \leq \frac{1}{2} \), the initial vector \( w^1 \) satisfies \( \|w^1 - w^*\| \leq O(\sqrt{\frac{n}{\mu^2}}) \) and \( n \) is sufficiently large such that \( n \geq \tilde{O}(\frac{\gamma s^2 \log^2 d \log \frac{1}{\delta \epsilon}}{\mu^2 \epsilon \zeta}) \). Then if we set \( T = \tilde{O}(\frac{\gamma}{\mu^2} \log n) \), \( K = \frac{\eta_0}{(sT)^{\frac{3}{4}}} \), \( s \geq 72(\frac{\gamma}{2})^2 s^* \) and \( \eta = \frac{2}{3\sqrt{\gamma}} \) in Algorithm 3, then with probability at least \( 1 - \zeta \)

\[
L_D(w^{T+1}) - L_D(w^*) \leq O(\frac{M \gamma^2 s^2 \log n \log^2 \frac{d}{\epsilon} \log \frac{1}{\zeta}}{\mu^2 \epsilon n \zeta}),
\]
where $\gamma = \lambda_{\max}(\mathbb{E}(xx^T))$ and $\mu = \lambda_{\min}(\mathbb{E}(xx^T))$ and the Big-O notation omits other log terms.

**Algorithm 4 Peeling**

1: **Input:** Vector $v = v(D) \in \mathbb{R}^d$ which depends on the data $D$, sparsity $s$, privacy parameter $\epsilon, \delta$, and noise scale $\lambda$.
2: Initialize $S = 0$.
3: for $i = 1 \cdots s$ do
   4: Generate $w_i \in \mathbb{R}^d$ with $w_{i,1}, \cdots, w_{i,d} \sim \text{Lap}(\frac{2\lambda\sqrt{3s \log \frac{d}{\epsilon}}}{\epsilon})$.
   5: Append $j^* = \arg\max_{j \in [d] \setminus S} |v_j| + |w_{i,j}|$ to $S$.
4: end for
6: Generate $\tilde{w} \in \mathbb{R}^d$ with $\tilde{w}_1, \cdots, \tilde{w}_d \sim \text{Lap}(\frac{2\lambda\sqrt{3s \log \frac{d}{\epsilon}}}{\epsilon})$.
7: **return** $v_S + \tilde{w}_S$.

**Remark 3.** In Theorem 7, we need to assume that $\|w^*\|_2 \leq \frac{1}{2}$ and the initial vector be close to $w^*$.

These two conditions guarantee $\|w^{t+0.73}\|_2 \leq 1$ in each iteration, which simplify our theoretical analysis. For sub-Gaussian data, with some other additional assumptions, [13, 50] showed that the optimal rate is $\tilde{O}(s^{2}\log d n) + (s^{*}\log d n)^2 (\epsilon n^2)$. Thus, due to the data irregularity, the error now increases to $\tilde{O}(s^{2}\log d n)$. Moreover, we can see although both Algorithm 3 and 2 shrunk the data in the first step, the threshold value $K$ are quite different, where $K = \frac{(\epsilon n^{2})^{\frac{1}{2}}}{T^{-\frac{1}{4}}}$ in LASSO and $K = \frac{(\epsilon n^{2})^{\frac{1}{4}}}{(xT^{-\frac{1}{4}})}$ in the sparse linear model. This is due to different trade-offs between the bias, variance in the estimation error and the noises we added.

### 5.2 Extending to Sparse Learning

In this section, we extend our previous ideas and methods to the problem of DP-SO over sparsity constraints. That is, $\mathcal{W}$ is defined as $\mathcal{W} = \{w : \|w\|_0 \leq s\}$. We note that such a formulation encapsulates several important problems such as the $l_0$-constrained linear/logistic regression [3].

DP-SO over sparsity constraints has been studied previously [60, 61, 58, 59]. However, all of the previous methods need either the loss function is Lipschitz, or the data follows some sub-Gaussian distribution [13, 14]. In the following we extend to the heavy-tailed case. We first introduce some assumptions to the loss functions, which are commonly used in previous research on sparse learning.

**Definition 7** (Restricted Strong Convexity, RSC). A differentiable function $f(x)$ is restricted $\rho_r$-strongly convex with parameter $r$ if there exists a constant $\mu_r > 0$ such that for any $x, x'$ with $\|x - x'\|_0 \leq r$, we have $f(x) - f(x') - \langle \nabla f(x'), x - x' \rangle \geq \frac{\mu_r}{2}\|x - x'\|_2^2$.

**Definition 8** (Restricted Strong Smoothness, RSS). A differentiable function $f(x)$ is restricted $\mu_s$-strong smooth with parameter $r$ if there exists a constant $\gamma_r > 0$ such that for any $x, x'$ with $\|x - x'\|_0 \leq r$, we have $f(x) - f(x') - \langle \nabla f(x'), x - x' \rangle \leq \frac{\gamma_r}{2}\|x - x'\|_2^2$.

**Assumption 4.** We assume that the objective function $L_D(\cdot)$ is $\mu_r$-RSC and $\ell(w, z)$ is $\gamma_r$-RSS with parameter $r = 2s + s^*$, where $s = O((\frac{\gamma_r}{\mu_r})^2 s^*)$. We also assume for any $w \in \mathcal{W}$ and each coordinate $j \in [d]$, we have $\mathbb{E}(\|\nabla_j \ell(w, x)\|_2^2) \leq \tau = O(1)$, where $\tau$ is some known constant and $\mathcal{W}^0 = \{w : \|w\|_0 \leq s\}$.

Many problems satisfy Assumption 4 e.g., mean estimation and $\ell_2$-norm regularized generalized linear loss where $L_D(w) = \mathbb{E}[\ell(g(w, x))] + \frac{1}{2}\|w\|_2^2$. If $|\ell'(\cdot)| \leq O(1), |\ell''(\cdot)| \leq O(1)$ (such as the logistic loss) and $x_j$ has bounded second-order moment, then we can see it satisfies Assumption 4.

Since now the loss function becomes non-linear, the approach of shrinking the data in Algorithm 3 may introduce tremendous error. However, since in Assumption 4 we have stronger assumptions on the loss function, we may use the private estimator in Algorithm 1. Thus, our idea is that, we first perform the robust one-dimensional mean estimator in 2-5 to each coordinate of the gradient, then we use the private selection algorithm to select top $s$ indices, which is the same as in Algorithm 3. Note that [57] also provides a similar method in the low dimensional space. However, the main difference is that here we do not add noise directly to the vector $g(w_{t-1}, D_t)$. Instead, we first privately select the top $s$ indices and then add noises to the corresponding sub-vector. See Algorithm 5 for details.
We can see that compared with these results, the error bound now becomes to

\[
\tilde{E}(w) = \tilde{O}(\sqrt{s/n} \log n),
\]

where the Big-

\[\rho\text{-DP} \text{ (in this paper, we assume that } \rho = 1, \beta, k, T, \eta \text{ will be specified later), privacy parameter } \epsilon, \delta, \text{ failure probability } \zeta.\]

For any \( \Theta \), let \( \Theta \) be a class of distributions over a data universe \( \mathcal{X} \). For each distribution \( p \in \mathcal{P} \), there is a deterministic function \( \theta(p) \in \Theta \), where \( \Theta \) is the parameter space. Let \( \rho : \Theta \times \Theta \to \mathbb{R}_+ \) be a semi-metric function on the space \( \Theta \) and \( \Phi : \mathbb{R}_+ \to \mathbb{R}_+ \) be a non-decreasing function with \( \Phi(0) = 0 \) (in this paper, we assume that \( \rho(x, y) = |x - y| \) and \( \Phi(x) = x^2 \) unless specified otherwise). We further assume that \( D = \{X_i\}_{i=1}^n \) are \( n \) i.i.d observations drawn according to some distribution \( p \in \mathcal{P} \), and \( \theta : \mathcal{X}^n \to \Theta \) be some estimator. Then the minimax risk in metric \( \Phi \circ \rho \) is defined by the following saddle point problem:

\[
\mathcal{M}_n(\theta(\mathcal{P}), \Phi \circ \rho) := \inf_{\theta} \sup_{p \in \mathcal{P}} \mathbb{E}_p[\Phi(\rho(\hat{\theta}(D), \theta(p)))],
\]
where the supremum is taken over distributions \( p \in \mathcal{P} \) and the infimum over all estimators \( \hat{\theta} \).

In the \((\epsilon, \delta)\)-DP model, the estimator \( \hat{\theta} \) is obtained via some \((\epsilon, \delta)\)-DP mechanism \( Q \). Thus, we can also define the \((\epsilon, \delta)\)-private minimax risk:

\[
\mathcal{M}_n(\theta(\mathcal{P}), Q, \Phi \circ \rho) := \inf_{Q \in \mathcal{Q}} \inf_{\hat{\theta} \in \mathcal{P}} \sup_{p \in \mathcal{P}} \mathbb{E}_{p,Q}[\Phi(\rho(\hat{\theta}(D), \theta(p))],
\]

where \( \mathcal{Q} \) is the set of all the \((\epsilon, \delta)\)-DP mechanisms.

To proof the lower bound, we consider the sparse mean estimation problem, i.e., \( L_D(w) = \mathbb{E}_{x \sim \mathcal{D}}[\|x - w\|_2^2] \), where the mean of \( x \), \( \mu(D) \), is \( s^* \)-sparse. Thus, we can see that the population risk function satisfies Assumption 4 if we assume \( \mathbb{E}x_j^2 \leq \tau \) for each \( j \in [d] \). Moreover, we have \( \min_{w \in \mathcal{W}} L_D(w) = 0 \) which indicates that the excess population risk of \( w \) is equal to \( \mathbb{E}\|x - \mu(D)\|_2^2 \). That is, the lower bound of Theorem 8 reduced to the sparse mean estimation problem. Therefore, it is sufficient for us to consider the \((\epsilon, \delta)\)-private minimax rate for the sparse mean estimation problem with \( \mathbb{E}x_j^2 \leq \tau \) for each \( j \in [d] \).

In the non-private case, a standard approach to prove the lower bound of the minimax risk is reducing the original problem to a testing problem. Specifically, our goal is to identify a parameter \( \theta \in \Theta \) from a finite collection of well-separated points. Given an index set \( \mathcal{V} \) with finite cardinality, the indexed family of distributions \( \{P_v, v \in \mathcal{V}\} \subset \mathcal{P} \) is said to be a \( 2\gamma \)-packing if \( \rho(\theta(P_v), \theta(P_{v'})) \geq 2\gamma \) for all \( v \neq v' \in \mathcal{V} \). In the standard hypothesis testing problem, nature chooses \( V \in \mathcal{V} \) uniformly at random, then draws samples \( X_1, \cdots, X_n \) i.i.d. from the distribution \( P_V \). The problem is to identify the index \( V \). It has been shown that given a \( 2\gamma \)-packing \( \{P_v, v \in \mathcal{V}\} \subset \mathcal{P} \),

\[
\mathcal{M}_n(\theta(\mathcal{P}), \Phi \circ \rho) \geq \Phi(\gamma) \inf_{\psi} \mathbb{P}(\psi(D) \neq V),
\]

where \( \mathbb{P} \) denotes the probability under the joint distribution of both \( V \) and the samples \( D \).

Similar to the non-private case, for the private minimax risk we have

\[
\mathcal{M}_n(\theta(\mathcal{P}), Q, \Phi \circ \rho) \geq \inf_{Q \in \mathcal{Q}} \Phi(\gamma) \inf_{\psi} \mathbb{P}_Q(\psi(\hat{\theta}(D)) \neq V),
\]

where \( \hat{\theta}(D) \) is the private estimator via some \((\epsilon, \delta)\)-DP algorithm \( Q \), where \( \mathbb{P}_Q \) denotes the probability under the joint distribution of both \( V \), the samples \( D \) and \( \hat{\theta}(D) \).

In the following we will consider a special indexed family of distributions \( \{P_v, v \in \mathcal{V}\} \subset \mathcal{P} \), which will be used in our main proof. We assume there exists a distribution \( P \) such that for some fixed \( p \in [0, 1] \) we have \((1 - p)P_0 + pP_v \in \mathcal{P} \) for all \( v \in \mathcal{V} \). For simplicity for each \( v \in \mathcal{V} \) we define the following parameter

\[
\theta_v := \theta((1 - p)P_0 + pP_v).
\]

We then define the separation of the set \( \{\theta_v\} \) by

\[
\rho^*(\mathcal{V}) := \min\{\rho(\theta_v, \theta_v')|v, v' \in \mathcal{V}, v \neq v'\}.
\]

We have the following lower bound of \((\epsilon, \delta)\)-private minimax risk based on the the family of distributions \( \{(1 - p)P_0 + pP_v\}_{v \in \mathcal{V}} \).

**Lemma 3 (Theorem 3 in [4])**. Fix \( p \in [0, 1] \) and define \( P_{\theta_v} = (1 - p)P_0 + pP_v \in \mathcal{P} \). Let \( \hat{\theta} \) be an \((\epsilon, \delta)\)-DP estimator. Then

\[
\mathcal{M}_n(\theta(\mathcal{P}), Q, \Phi \circ \rho) \\
\geq \Phi(\rho^*(\mathcal{V})) \frac{1}{|\mathcal{V}|} \sum_{v \in \mathcal{V}} P_{\theta_v}(\rho(\hat{\theta}, \theta_v)) \geq \rho^*(\mathcal{V}) \]

\[
\geq \Phi(\rho^*(\mathcal{V})) \frac{|\mathcal{V}| - 1}{2} \frac{\frac{1}{2} e^{-\epsilon/np} - \frac{\delta}{1 + e^{-\epsilon/np}}}{\frac{1}{2} e^{-\epsilon/np} - \frac{\delta}{1 + e^{-\epsilon/np}}}, \tag{10}
\]

By Lemma 3 and a set of hard distributions, we have the following result.
Theorem 9. Consider the class of distributions $\mathcal{P}_d^*(\tau)$ as distributions $P$ in the $d$ dimensional space satisfying that $E_{x \sim P} X^2_\tau \leq \tau$ for all $x_\tau \in [d]$ and the mean of $P$, $\mu(P)$ is $s^*$-sparse. Then the $(\epsilon, \delta)$-private minimax risk with $\phi(x) = x^2$ and $\rho(x_1, x_2) = \|x_1 - x_2\|_2$ satisfies that

$$\mathcal{M}_n(\theta(\mathcal{P}_d^*(\tau)), Q, \phi \circ \rho) \geq \Omega\left(\frac{\tau \min\{s^* \log d, \log \frac{1}{\delta}\}}{n\epsilon}\right).$$ (11)

Thus, for DP-SFO problem under Assumption 4, the information-theoretical lower bound of the expected population risk in the $(\epsilon, \delta)$-DP model is $\Omega\left(\frac{\tau \min\{s^* \log d, \log \frac{1}{\delta}\}}{n\epsilon}\right)$.

Compared with the upper bound in Theorem 8 and the lower bound in Theorem 9, we can see there is still a gap of $O(\sqrt{s^*})$. It is an open problem that whether we can further improve the upper bound. For the low dimensional case, [26, 41] showed that the optimal rate of the mean estimation is $O\left(\frac{s^*}{n\epsilon}\right)$ in both $\epsilon$ and $(\epsilon, \delta)$-DP models under the assumption that the gradient of loss has bounded second order moment. Compared with this here we extend to the high dimensional sparse case.

6 Experiments

In this section we will study the practical behaviours of our previous algorithms on synthetic and real world datasets.

6.1 Data Generation

We will mainly study squared loss and logistic loss, and in the following we first clarify the synthetic data generation process for different loss functions.

For linear regression, we generate the data via the model $y = \langle w^*, x \rangle + \epsilon$, where $\epsilon$ is some (heavy-tailed) noise and $x$ is sampled from different (heavy-tailed) distributions (see the following subsections for details). Since in the previous parts we considered two different settings, we generate $w^*$ via different approaches: For the case where the domain is a polytope, we randomly generate a $w^*$ such that $\|w^*\|_1$. Thus, $\mathcal{W}$ will be the unit $\ell_1$-norm ball. For sparse linear regression setting, we first pre-fix the sparsity $s^*$, then we sample a $w$ form the normal distribution with mean $= 0$ and $scale = 100$ and set random $(d - s^*)$ elements to $0$. After that we project the vector to the unit $\ell_2$-norm ball and denote the vector after projection as $w^*$.

For logistic regression, we generate the data as the followings $y = \text{sign}(\text{sigmoid}(z) - 0.5)$ where $\text{sigmoid}(x) = \frac{1}{1 + e^{-x}}$ is the sigmoid function and $z = \langle x, w^* \rangle + \zeta$ where $\zeta$ is some noise and $x$ is sampled from different distributions (see the following subsections for details). The generation of the optimal vector $w^*$ is the same as in the linear regression case.

For real world data, we will use Blog Feedback data ($n = 60021, d = 281$), Twitter data ($n = 583, 249, d = 77$), Winnipeg data ($n = 325834, d = 175$) and Year Prediction data ($n = 515, 345, d = 90$), which could be found at [21].

6.2 Experimental Settings

Measurements: For all the experiments we will use the excess population risk, i.e., $L_D(w) - L_D(w^*)$ as our evaluation measurement. However, since it is impossible to precisely evaluate the population risk function, here we will use the empirical risk to approximate it. For the real world data, in the case where $\mathcal{W}$ is some polytope, we use the non-private Frank-Wolfe algorithm to get the optimal parameter $w^* = \arg \min_{w \in \mathcal{W}} L_D(w)$. We note that all of our experiments are repeated for at least 20 times, and we the average of the results as our final results.

Initial Vector: For the initial vector, in the polytope case, we randomly sample a $w$ in the unit $\ell_1$-norm ball. And in the sparse case, we randomly generate a $s^*$-sparse vector in the unit $\ell_2$-norm ball.

Parameters in Algorithms: Most of the parameters are directly followed by theoretical results. In Algorithm 1 we set $T = \lceil (n\epsilon)^{\frac{1}{2}} \rceil$, $\eta_t = \frac{2}{t + 2}$ and $s = \lfloor n\epsilon \rfloor$. In Algorithm 2 we set $T = (n\epsilon)^{\frac{1}{2}}$, ...
\[ K = \left( \frac{n\epsilon}{T} \right)^{\frac{1}{4}} \text{ and } \eta_t = \frac{2}{T+t}. \]  
In Algorithm 3 we set \( s = cs^*, T = \lceil \log(n) \rceil, K = \left( \frac{n\epsilon}{T} \right)^{\frac{1}{4}} \) and \( \eta = 0.5 \), where \( c \) is some integer which is different under various settings. In Algorithm 5 we set \( s = 2s^*, T = \lceil \log(n) \rceil, k = c_2n\epsilon \) and \( \eta = 0.5 \), where \( c_2 \) is some integer which is different under various settings. For \((\epsilon, \delta)-\text{DP}\), we set \( \delta = \frac{1}{n^{1.7}} \).

### 6.3 Results of Algorithm 1

We first study Algorithm 1 on synthetic data. We start from the experiments on linear regression, where \( x \) is sampled from the log-normal distribution \( \text{Lognormal}(0, 0.6) \) and \( \zeta \sim \mathcal{N}(0, 0.1) \) (Note that a log-normal distribution \( \text{Lognormal}(0, \sigma^2) \) has the PDF \( p(w) = \frac{1}{w\sigma\sqrt{2\pi}} \exp(-\ln^2 w / 2\sigma^2) \)). Figure 1 shows the results: Figure 1(a) studies the excess empirical risk with different dimensions and privacy parameters \( \epsilon \), under the setting where \( n = 10^4 \). Figure 1(b) reveals the error with different dimensions and sample sizes with fixed \( \epsilon = 1 \). Figure 1(c) studies the difference of empirical risk between private and non-private case with different sample sizes, where \( \epsilon = 1 \) and \( d = 400 \).

Figure 1: Results of Algorithm 1 for linear regression with \( x \) sampled from log-normal distribution.

Besides the linear regression, we also study the logistic regression with various dimensions, sample sizes and privacy parameters \( \epsilon \), where \( x \) is sampled from \( \text{Lognormal}(0, 0.6) \) and there is no noise, see Figure 2 for details.

Figure 2: Results of Algorithm 1 for logistic regression with \( x \) sampled from log-normal distribution.

From the results in Figure 1 and 2 we can see that: 1) The dimension of the data does not affect too much on the error. For example, the errors are almost the same for \( p = 200 \) and \( p = 800 \) under the same \( \epsilon \) and \( n \). This is due to that theoretically the error is just upper bounded by logarithm, instead of polynomial, of the dimension. Moreover, when the sample size is larger, the error becomes smaller. This is due to that the error is disproportionate to sample size. However, the rate of this decrease is not fast. For example, in Figure 1(b) we can see that the error decreases from 0.14 to 0.03 when the sample size increases from \( 10^4 \) to \( 9 \times 10^4 \). This possibly is due to that the error is not proportional to \( \frac{1}{n} \), as we showed in Theorem 2. We can also see that when the sample size is large enough, the private estimator is close to the optimal parameter.

In Figure 3 and 4, we conduct experiments on real world data for linear regression and logistic regression, respectively. We can see that in most of the cases, the error decreases when the sample
size or the privacy parameter $\epsilon$ becomes larger. However, compared with the previous results on synthetic data. The results in real data is unstable. The main reason may be the real data does not satisfy our assumptions or it is difficult to estimation the second order moment of the data.
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(a) Blog  (b) Twitter

Figure 3: Results on real data of Algorithm 1 for linear regression.
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(a) Winnipeg  (b) Year Prediction

Figure 4: Results on real data of Algorithm 1 for logistic regression.

### 6.4 Results of Algorithm 2

Since Algorithm 2 is only for linear regression, in this section we only conduct experiments on squared loss. We first study the case where $x$ is sampled from Lognormal(0, 0.6) and $\zeta \sim \mathcal{N}(0, 0.1)$. Figure 5 shows the results: Figure 5(a) studies the excess empirical risk with different dimensions and privacy parameters $\epsilon$, under the setting where $n = 10^4$. Figure 5(b) studies the excess empirical risk with different dimensions and sample size, under the setting where $\epsilon = 1$. Figure 5(c) studies the difference of empirical risk between private and non-private case with different sample size, where $\epsilon = 1$ and $d = 200$.
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(a) Sample size $n = 10^4$  (b) $\epsilon = 1$  (c) $\epsilon = 1$ and $d = 200$

Figure 5: Results of Algorithm 2 for linear with $x$ sampled from log-normal distribution.

Besides the log-normal features, in Figure 6 we also study the case where $x$ is sampled from the Student’s t-distribution with degree of freedoms $\nu = 10$, i.e., its PDF is $p(w) = \frac{\Gamma(11/2)}{\sqrt{10\pi}\Gamma(5)} (1 + \nu w^2)^{-5.5}$.
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and $\zeta \sim \mathcal{N}(0, 0.1)$. Figure 6(a) studies the error with various dimensions and $\epsilon$. Figure 6(b) studies the error with various sample sizes and $\epsilon$ and Figure 6(c) provides detailed comparisons between the private and the non-private case.

Figure 6: Results of Algorithm 2 for linear with $x$ sampled from Student’s t-distribution.

(a) Sample size $n = 10^5$ (b) $\epsilon = 1$ (c) $\epsilon = 1$ and $d = 200$

Figure 7: Results of Algorithm 3 for linear regression with $x$ sampled from Gaussian distribution and noise sampled from log-normal distribution.

(a) Sample size $n = 5 \times 10^4$ and $s^* = 20$ (b) $\epsilon = 1$ and $s^* = 20$ (c) $\epsilon = 1$ and $n = 5 \times 10^5$

Figure 8: Results of Algorithm 3 for linear regression with $x$ sampled from Gaussian distribution and noise sampled from log-logistic distribution.

(a) Sample size $n = 5 \times 10^4$ and $s^* = 20$ (b) $\epsilon = 1$ and $s^* = 20$ (c) $\epsilon = 1$ and $n = 5 \times 10^5$

From Figure 5 and 6 we can see that we have almost the same phenomenons as in Algorithm 1 in the previous subsection, which support our previous theoretical analysis. However, there are still some differences: First, compared with the results in Figure 1 we can see the trends in Figure 5 and 6 are unstable and non-smooth. Secondly, we can see the errors of Figure 5 are greater than the errors in Figure 1 under the same setting, which contradict to our previous theoretical results. We conjecture the main reason is that although the Algorithm 2 is better than Algorithm 1 theoretically, the hidden constant might be quite large and the sample size is not large enough. We leave it as an open problem to design more practical algorithms.
6.5 Results of Algorithm 3 and Algorithm 5

We then study the practical behaviors of Algorithm 3. Unlike the previous subsections, in Figure 7 we focus on the sparse linear model where \( x \) is sampled from \( \mathcal{N}(0, 5) \) and the noise is sampled from Lognormal(0, 0.5). Given fixed \( n = 5 \times 10^4 \) and sparsity \( s^* = 20 \), Figure 7(a) reveals the relation between the error and the privacy \( \epsilon \) with different dimensions. Figure 7(b) shows the results of the error w.r.t various sample sizes for different dimensions when \( \epsilon = 1 \) and \( s^* = 20 \). Furthermore, in Figure 7(c) we also investigate the error for different sparsity \( s^* \) with various dimensions under \( \epsilon = 1 \) and \( n = 5 \times 10^4 \). In Figure 8 we studied the setting where the feature vector \( x \sim \mathcal{N}(0, 5) \) and the noise sampled from the log-logistic distribution with \( c = 0.1 \) (note that the PDF of log-logistic distribution with \( c \) is \( p(w) = cw^{-c-1}(1 + w^{-c})^{-2} \)). And Figure 9 considers the case where \( x \sim \mathcal{N}(0, 5) \) and the noise sampled from the log-gamma distribution with \( c = 0.5 \) (note that the PDF of log-gamma distribution with \( c \) is \( p(w) = \frac{\exp(-cw^{-c-1} + c w^{-c})}{\Gamma(c)} \), where \( \Gamma(\cdot) \) is the Gamma function).

In Figure 10 we study Algorithm 5 with the feature vector \( x \sim \mathcal{N}(0, 5) \) and the noise sampled from the logistic distribution with \( u = 0 \) and \( s = 0.5 \) (note that the PDF of logistic distribution with \( (u, s) \) is \( p(w) = \frac{\exp(-(w-u)/s)}{s(1+\exp(-(w-u)/s))} \)). And in Figure 11 we consider the case where \( x \sim \text{Laplace}(5) \) and the noise sampled from the log-gamma distribution with \( c = 0.5 \).

From the above results we can see that since the upper bound of the error depends on the dimension logarithmically, increasing the dimension will just lightly affect the error. Moreover, when the sample size or the privacy parameter increases, the error will decrease, which is the same as in the previous parts. Finally, when the underlying sparsity \( s^* \) is larger, the error will become larger, and unlike the dimension, the dependence with the sparsity is not logarithmic. Thus, the sparsity will heavily affect the error. All of our results support the previous theoretical analysis.

Figure 9: Results of Algorithm 3 for linear regression with \( x \) sampled from Gaussian distribution and noise sampled from log-gamma distribution.

Figure 10: Results of Algorithm 5 for regularized logistic regression with \( x \) sampled from Gaussian distribution and noise sampled from log-normal distribution.
In this paper, we studied the problem of Differentially Private Stochastic Convex Optimization (DP-SCO) in the high dimensional (sparse) setting, where the sample size $n$ is far less than the dimension of the space $d$ and the underlying data distribution may be heavy-tailed. We first considered the problem of DP-SCO where the constraint set is some polytope. We showed that if the gradient of loss function has bounded second order moment, then it is possible to achieve an excess population risk of $\tilde{O}(\frac{\log d}{(n\epsilon)^{\frac{3}{5}}})$ (with high probability) in the $\epsilon$-DP model, if we omit other terms. Moreover, for the LASSO problem, we showed that it is possible to achieve an error of $\tilde{O}(\frac{\log d}{(n\epsilon)^{\frac{3}{5}}})$ in the $(\epsilon, \delta)$-DP model. Next we studied DP-SCO for sparse learning with heavy-tailed data. We first investigated the sparse linear model and proposed a method whose output could achieve an estimation error of $\tilde{O}(\frac{s^*}{n\epsilon})$, where $s^*$ is the sparsity of the underlying parameter. Then we studied a more general problem over the sparsity (i.e., $\ell_0$-norm) constraint, and show that it is possible to achieve an error of $\tilde{O}(\frac{s^*}{n\epsilon})$ if the loss function is smooth and strongly convex. Finally, we showed a lower bound of $\tilde{O}(\frac{s^*}{n\epsilon})$ for the high dimensional heavy-tailed sparse mean estimation in the $(\epsilon, \delta)$-DP model.

Besides the open problems we mentioned in the previous sections, there are still many other future work. First, in this paper, we studied the problem under various settings and assumptions and provided some bounds of the excess population risk. While we showed a lower bound for the high dimensional heavy-tailed sparse mean problem, we still do not know the lower bounds of other problems. Previous results on the lower bounds need to assume the data is regular, thus we need new techniques or hard instances to get those lower bounds in the heavy-tailed setting. Secondly, in the heavy-tailed and low dimensional case, we know that the bounds of excess population risk may be different in the high probability form and expectation form [36, 57]. Thus, our question is, in the high dimensional case, if we relax to the expectation form, can we further improve these upper bounds? Thirdly, we need to assume the gradient of the loss has bounded second order moment throughout the paper. However, sometimes this will not be held and the data may only has the $1 + v$-th moment with some $v \in (0, 1)$ [52]. Due to this weaker assumption, all the previous methods are failed. Thus, how to extend to this case in both low dimensional and high dimensional cases?
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A Omitted Proofs

Proof of Theorem 1 In each iteration, by the definition of the robust estimator in (5) we can see that the after changing a data record (i.e., $D_i$ to $D'_i$) we have $\|g(u^{t-1}, D_i) - g(u^{t-1}, D'_i)\|_\infty \leq \frac{4\sqrt{g}}{3m}$. Thus for a fixed $v \in V$, the sensitivity of the score function satisfies $|u(D_t, v) - u(D'_t, v)| = |(v, \tilde{g}(w^{t-1}, D_t) - \tilde{g}(w^{t-1}, D'_t))| \leq \|v\|_1 \|g(w^{t-1}, D_t) - g(w^{t-1}, D'_t)\|_\infty \leq \|v\|_1 \frac{4\sqrt{g}}{3m}$. Thus, step 6 in Algorithm 1 is $\epsilon$-DP. Since in each iteration we use a new subset of the data, the whole algorithm will be $\epsilon$-DP. \qed

Proof of Theorem 2 Before analyzing the utility, we first provide a general upper bound of the error of $\hat{x}(s, \beta)$ in (4).

Lemma 4. Let $x_1, x_2, \cdots, x_n$ be i.i.d. samples from distribution $x \sim \mu$. Assume that there is some known upper bound on the second-order moment, i.e., $\mathbb{E}_\mu x^2 \leq \tau$. For a given failure probability $\zeta$, then with probability at least $1 - \zeta$ we have

$$|\hat{x}(s, \beta) - \mathbb{E}x| \leq \frac{\tau}{2s} \left( \frac{1}{\beta} + 1 \right) + \frac{s}{n} \left( \frac{\beta}{2} + \log \frac{2}{\zeta} \right).$$

(12)

Proof of Lemma 4 Let $\mathcal{P}(\mathbb{R})$ denote all the probability measures on $\mathbb{R}$, with an appropriate $\sigma$-field tacitly assumed. Consider any two measures $\nu, \nu_0 \in \mathcal{P}(\mathbb{R})$, and $h : \mathbb{R} \to \mathbb{R}$ a $\nu_0$-measurable function. By [15], it is proved that a Legendre transform of the mapping $v \mapsto K(v, \nu_0)$ takes the form of a cumulant generating function, namely

$$\sup_v \int h(u) d\nu(u) - K(v, \nu_0) = \log \int \exp(h(u)) d\nu_0(u),$$

(13)

where the supremum is taken over $v \in \mathcal{P}(\mathbb{R})$. Following [17] here we use the Kullback divergence for the Legendre transform of the mapping, so we define

$$K(v, \nu_0) = \int \log \left( \frac{d\nu}{d\nu_0} \right) d\nu$$

(14)

if $\nu_0 \ll \nu$, and $K(v, \nu_0) = +\infty$ otherwise.

This identity is a technical tool and the choice of $h$ and $\nu_0$ are parameters that can be adjusted to fit the application. In actually setting these parameters, we will follow the technique given by [17], which is later adapted by [30]. Note the term

$$\phi(x_i + \eta_i x_i)$$

depends on two terms, namely the data $x_i$ and the artificial noise $\eta_i$ (if we fix $s$). Thus, for convenience we denote

$$f(\eta, x) := \phi(x + \eta x).$$

By the definition of $\phi$ we can see that $f : \mathbb{R}^2 \mapsto \mathbb{R}$ is measurable and bounded. Next, we denote that

$$h(\eta) = \sum_{i=1}^n f(\eta, x_i) - c(\eta),$$

where $c(\epsilon)$ is a term to be determined shortly. Take $h(\eta)$ into (13) we have

$$B := \sup_v \left( \int h(u) d\nu(u) - K(v, \nu_0) \right)$$

$$= \log \int \exp \left( \sum_{i=1}^n f(\eta, x_i) - c(\eta) \right) d\nu_0(u),$$

Taking the exponential of this $B$ and then taking expectation with respect to the sample, we have

$$\mathbb{E}\exp(B) = \mathbb{E} \left( \exp \left( \sum_{i=1}^n f(\eta, x_i) \right) \right) v(\eta)$$

$$= \prod_{i=1}^n \mathbb{E} \exp(f(\eta, x_i)) v(\eta)$$

$$= \prod_{i=1}^n \mathbb{E} \exp(c(\eta)) v(\eta)$$

$$= \prod_{i=1}^n \mathbb{E} \exp(c(\eta)) v(\eta).$$
The first equality comes from simple log/exp manipulations, and the second equality from taking the integration over the sample inside the integration with respect to \( v \), valid via Fubini’s theorem. By setting

\[ c(\eta) = n \log \mathbb{E} \exp(f(\eta, x)). \]

With this preparation done, we can start on the high-probability upper bound of interest:

\[
P(B \geq \log \frac{1}{\zeta}) = P(\exp(B) \geq \frac{1}{\zeta})
\]

\[
= \mathbb{E} \mathbb{I}(\exp(B) \zeta \geq 1)
\]

\[
\leq \mathbb{E} \exp(B) \zeta = \zeta,
\]

where the last equality is due to \( \mathbb{E} \exp(B) = 1 \) by setting \( c(\eta) = n \log \mathbb{E} f(\eta, x) \). Note that since our setting of \( c(\eta) \) is such that \( c(\cdot) \) is \( v \)-measurable (via the measurability of \( f \)), the resulting \( h \) is indeed measurable w.r.t \( v \). Thus by the definition of \( B \) we have with probability at least \( 1 - \zeta \)

\[
\sup_v \left( \int h(u) dv(u) - K(v, v_0) \right) \leq \log \frac{1}{\zeta}.
\]

Take the implicit form of \( B \) via \( h(\eta) \) and \( c(\eta) \) and divide by \( n \) form both side we have

\[
\frac{1}{n} \int \sum_{i=1}^{n} f(\eta, x_i) dv(\eta) \leq \int \log \mathbb{E} \exp(f(\eta, x)) dv(\eta) + \frac{K(v, v_0) + \log \frac{1}{n}}{n}. \tag{15}
\]

It is notable that by definition \( \hat{x}(s, \beta) \) in (4) satisfies

\[
\hat{x}(s, \beta) = s \int \sum_{i=1}^{n} \phi \left( x_i + \frac{\eta x_i}{s} \right) d\chi(\eta) = s \int \sum_{i=1}^{n} f(\eta, x_i) dv(\eta)
\]

\[
\leq s \int \log \mathbb{E} \exp(f(\eta, x)) dv(\eta) + \frac{sK(v, v_0) + s \log \frac{1}{n}}{n}.
\]

In the following we will bound the term of \( \int \log \mathbb{E} \exp(f(\eta, x)) dv(\eta) \) and \( K(v, v_0) \). Starting with the first term, recall the definition of the truncation function \( \phi(\cdot) \) in (4) we can it satisfies that for all \( u \in \mathbb{R} \)

\[
-\log(1 - u + \frac{u^2}{2}) \leq \phi(u) \leq \log(1 + u + \frac{u^2}{2}). \tag{16}
\]

Thus we have

\[
\int \log \mathbb{E} f(\eta, x) dv(\eta)
\]

\[
= \int \log \mathbb{E} \exp(\phi(\frac{1 + \eta) x}{s}) dv(\eta)
\]

\[
\leq \int \log(1 + \frac{1 + \eta) Ex}{s} + \frac{(1 + \eta)^2 Ex^2}{2s^2}) dv(\eta)
\]

\[
\leq \int \left( \frac{(1 + \eta) Ex}{s} + \frac{(1 + \eta)^2 Ex^2}{2s^2} \right) dv(\eta)
\]

\[
= \frac{Ex}{s}(1 + E\eta) + \frac{Ex^2}{2s^2} E\eta(1 + \eta)^2
\]

\[
= \frac{Ex}{s} + \frac{Ex^2}{2s^2}(1 + \frac{1}{\beta}). \tag{17}
\]

Where the last equality is due to \( \eta \sim \mathcal{N}(0, \frac{1}{\beta}) \).

For term \( K(v, v_0) \), it is critical to select an appropriate measure \( v_0 \) to easily calculate the KLD- divergence. Here we set \( v_0 \sim \mathcal{N}(1, \frac{1}{\beta}) \). In this case we have

\[
K(v, v_0) = \int_{-\infty}^{+\infty} \log(\exp(\frac{(u - 1)^2}{2}) - \frac{\beta u^2}{2})) \sqrt{\frac{2}{\beta}} \exp(-\frac{\beta u^2}{2}) du
\]

\[
= \int_{-\infty}^{+\infty} (1 - 2u) \beta \sqrt{\frac{2}{\beta}} \exp(-\frac{\beta u^2}{2}) du
\]

\[
= \frac{\beta}{2}. \tag{18}
\]
Thus, combining with (17) and (18) we have with probability at least
\[ x(s, \beta) \leq \frac{1}{2s} \left( \frac{1}{\beta} + 1 + \frac{s}{n} \left( \frac{\beta}{2} + \log \frac{1}{\xi} \right) \right). \] (19)

Next, we will get a lower bound of \( x(s, \beta) - \mathbb{E}x \). The proof is quite similar as in the above proof. The main difference is here we set
\[ f(\eta, x) := -\phi \left( \frac{x + \eta x}{s} \right). \]

Thus we have
\[ -\hat{x} = \frac{s}{n} \sum_{i=1}^{n} \int -\phi \left( \frac{x + \eta x_i}{s} \right) d\chi_i = \frac{s}{n} \int \sum_{i=1}^{n} f(\eta, x_i) d\nu(\eta) \]
\[ \leq s \int \log \mathbb{E} \exp(f(\eta, x)) d\nu(\eta) + \frac{sK(v, v_0) + s \log \frac{1}{\xi}}{n} \]
\[ \leq s \int \log \mathbb{E} \exp(-\phi \left( \frac{x + \eta x}{s} \right)) d\nu(\eta) + \frac{sK(v, v_0) + s \log \frac{1}{\xi}}{n}. \]

By (16) we have
\[ -\hat{x} \leq s \int \log \mathbb{E} \exp(-\phi \left( \frac{x + \eta x}{s} \right)) d\nu(\eta) + \frac{sK(v, v_0) + s \log \frac{1}{\xi}}{n} \]
\[ \leq s \left[ (-1) \int \frac{(1 + \eta)\mathbb{E}x}{s} d\nu(\eta) + \int \frac{(1 + \eta)^2 \mathbb{E}x^2}{s^2} d\nu(\eta) \right] \]
\[ + \frac{sK(v, v_0) + s \log \frac{1}{\xi}}{n} \]
\[ \leq -\mathbb{E}x + \frac{s\mathbb{E}x^2}{2s} \left( \frac{1}{\beta} + 1 \right) + \frac{s}{n} \left( \frac{\beta}{2} + \log \frac{1}{\xi} \right). \]

Thus we have
\[ \mathbb{E}x - \hat{x}(s, \beta) \leq \frac{\tau}{2s} \left( \frac{1}{\beta} + 1 \right) + \frac{s}{n} \left( \frac{\beta}{2} + \log \frac{1}{\xi} \right) \] (20)

In total we have with probability at least \( 1 - 2\xi \),
\[ |\mathbb{E}x - \hat{x}(s, \beta)| \leq \frac{\tau}{2s} \left( \frac{1}{\beta} + 1 \right) + \frac{s}{n} \left( \frac{\beta}{2} + \log \frac{1}{\xi} \right). \] (21)

Since in each iteration, we will use the estimator \( \tilde{f} \) to each coordinate of the gradient. Taking the union bound and setting the failure probability \( \xi = \frac{\tau}{2T} \) in Lemma 4 and since in each iteration we use independent samples, we have with probability at least \( 1 - \xi \), for each \( t \in [T] \)
\[ \|\tilde{y} - \nabla L_D(w^{t-1})\|_\infty \leq \frac{\tau}{2s} \left( \frac{1}{\beta} + 1 \right) + \frac{s}{n} \left( \frac{\beta}{2} + \log \frac{2dT}{\xi} \right). \] (22)

In the following we will assume (22) holds. We will show the following lemma:

**Lemma 5.** Assume (22) holds, then with probability at least \( 1 - \xi \), in each iteration \( t \in [T] \), for \( w^{t-1} \) we have
\[ (\tilde{w}^{t-1}, \nabla L_D(w^{t-1})) \leq \min_{v \in V} (v, \nabla L_D(w^{t-1})) + O\left( \frac{\|W\|_1}{s} \left( \frac{1}{\beta} + 1 \right) \right) \]
\[ + \frac{\|W\|_1 sT}{n} \left( \beta + \log \frac{dT}{\xi} \right) + \frac{\|W\|_1 sT \log |V| \log \frac{T}{\xi}}{n \epsilon}. \] (23)
Proof of Lemma 5 By the utility of the exponential mechanism (Lemma 1) we have with probability at least $1 - \zeta$, in each iteration $t \in [T]$,  
\[
\langle \hat{w}^{t-1}, \hat{g}(w^{t-1}, D_t) \rangle \leq \min_{v \in V} \langle v, \hat{g}(w^{t-1}, D_t) \rangle + O\left( \frac{sT\|W\|_1 \log |V| \log \frac{T}{\zeta}}{n\epsilon} \right). \tag{24}
\]
For the left side of (24) we have
\[
\langle \hat{w}^{t-1}, \nabla L_D(w^{t-1}) - \hat{g}(w^{t-1}, D_t) \rangle
\]
\[
\leq \|\hat{w}^{t-1}\|_1 \|\nabla L_D(w^{t-1}) - \hat{g}(w^{t-1}, D_t)\|_{\infty}
\]
\[
\leq \|W\|_1 (\frac{1}{s} \beta + 1 + \frac{s}{m} (\beta + \log \frac{2dT}{\zeta})). \tag{25}
\]
For the right side of (24), we denote $v_1 = \arg \min_{v \in V} \langle v, \hat{g}(w^{t-1}, D_t) \rangle$ and $v_2 = \arg \min_{v \in V} \langle v, \nabla L_D(w^{t-1}) \rangle$, then we have
\[
\langle v_1, \hat{g}(w^{t-1}, D_t) \rangle \leq \langle v_2, \hat{g}(w^{t-1}, D_t) \rangle
\]
\[
\leq \langle v_2, \nabla L_D(w^{t-1}) \rangle + \|W\|_1 (\frac{1}{2s} \beta + 1 + \frac{s}{m} (\frac{\beta}{2} + \log \frac{2dT}{\zeta})). \tag{26}
\]
We can finish the proof by combing with (25), (26) and (24). 

Next, we recall the converge rate of Frank-Wolfe method proposed in [34].

Lemma 6 (Theorem 1 in [34]). In the Frank-Wolfe algorithm, suppose in each iteration we get $w^t = (1 - \eta_t)w^{t-1} + \eta_t s_t$, where $s_t \in W$ such that
\[
\langle s_t, \nabla L_D(w^{t-1}) \rangle \leq \min_{s \in W} \langle s, \nabla L_D(w^{t-1}) \rangle + \frac{1}{2} \chi \eta_t - 1 \Gamma_L. \tag{27}
\]
Where $\chi > 0$ is fixed, $\Gamma_L$ is the curvature constant of the function $L_D(w)$ which is bound by $\Gamma_L \leq \alpha\|W\|_1 \log (2\sqrt{T}/\zeta)$, if $L_D(\cdot)$ is $\alpha$-smooth. If we take $\eta_t = \frac{2}{t+2}$ then
\[
L_D(w^t) - \min_{w \in W} L_D(w) \leq \frac{2\Gamma_L}{t+2} (1 + \chi).
\]

Now we will begin to proof Theorem 2. Under the condition of Lemma 5 we can see if $\chi$ in Lemma 6 satisfies
\[
\frac{1}{2} \chi \eta_t - 1 \alpha\|W\|_1 \geq O\left( \frac{\|W\|_1}{s} \log \frac{T}{\zeta} \right)
\]
\[
\frac{1}{2} \chi \eta_t - 1 \alpha\|W\|_1 \geq O\left( \frac{\|W\|_1}{s} \log \frac{T}{\zeta} \right)
\]
Then by Lemma 6 we have if $\eta = \frac{2}{t+2}$ then (note that this hold with probability at least $1 - 2\zeta$),
\[
L_D(w^T) - \min_{w \in W} L_D(w)
\]
\[
\leq O\left( \frac{\|W\|_1}{s} \log \frac{T}{\zeta} \right) + \|W\|_1 T \log \frac{|V| \log \frac{T}{\zeta}}{n\epsilon}
\]
\[
\leq O\left( \frac{\|W\|_1}{s} \log \frac{T}{\zeta} \right) + \|W\|_1 T \log \frac{|V| \log \frac{T}{\zeta}}{n\epsilon}
\]
\[
\leq O\left( \frac{\|W\|_1}{s} \log \frac{T}{\zeta} \right) + \|W\|_1 T \log \frac{|V| \log \frac{T}{\zeta}}{n\epsilon}
\]
Thus, take $\beta = O(1), s = O(\sqrt{\frac{n\epsilon}{T \log \frac{|V| \log \frac{T}{\zeta}}{}})$ we have
\[
L_D(w^T) - \min_{w \in W} L_D(w) \leq O\left( \frac{\|W\|_1}{T} + \|W\|_1 \sqrt{T \log \frac{|V| \log \frac{T}{\zeta}}{n\epsilon}} \right).
\]
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Taking $T = \tilde{O}\left(\frac{\kappa_{\alpha}^2}{\sigma \log D}\right)$. We can get
\[
L_D(w^T) - \min_{w \in W} L_D(w) \leq O\left(\frac{\|\mathcal{W}\|_1 (\alpha T \log \frac{n\|\mathcal{W}\|}{\kappa})^{\frac{1}{2}}}{(n \varepsilon)^{\frac{1}{2}}}ight). \tag{29}
\]

\[\square\]

**Proof of Theorem 3.** We first show the following lemma.

**Lemma 7.** Under Assumption 2 for any $w \in W$ we have
\[
L_D(w) - L_D(w^*) \leq \frac{C_\psi}{2c_\psi} \langle \nabla L_D(w), w - w^* \rangle.
\]

**Proof of Lemma 7.** First, the smoothness of $\psi$ implies that for any $s, s^*$, we have
\[
\psi(s) - \psi(s^*) \leq \psi'(s^*)(s - s^*) + \frac{C_\psi}{2}(s - s^*)^2.
\]

Taking $s = \langle w, x \rangle$ and $s^* = \langle w^*, x \rangle$, and then taking expectation w.r.t. $(x, y)$, we get
\[
L_D(w) - L_D(w^*) \leq \mathbb{E}_{x,y} \psi'(\langle w^*, x \rangle - y) \langle w - w^*, x \rangle + \frac{C_\psi}{2} \mathbb{E} \langle w - w^*, x \rangle^2
\]
\[
= \langle \nabla L_P(w^*), w - w^* \rangle + \frac{C_\psi}{2} \mathbb{E} \langle w - w^*, x \rangle^2. \tag{30}
\]

By Assumption 2 we have
\[
\nabla L_P(w^*) = \mathbb{E}_{x, \xi} \psi'(-\xi, x) = 0.
\]

Thus, we get $L_P(w) - L_P(w^*) \leq \frac{C_\psi}{2} \mathbb{E} \langle w - w^*, x \rangle^2$. On the other hand, using gradient we have
\[
\langle \nabla L_P(w), w - w^* \rangle = \mathbb{E}_x [\mathbb{E}_\xi \langle w - w^*, x \rangle \langle w - w^*, x \rangle]
\]
\[
= \mathbb{E}_x [h(\langle w - w^*, x \rangle) \langle w - w^*, x \rangle].
\]

By the assumption on function $h(\cdot)$, we get
\[
h(\langle w - w^*, x \rangle) \langle w - w^*, x \rangle \geq \frac{h(\langle w - w^*, x \rangle)}{\langle w - w^*, x \rangle^2} \langle w - w^*, x \rangle^2
\]
\[
\geq c_\psi \langle w - w^*, x \rangle^2,
\]
where the inequality is due to the fact that $h(0) = 0$ and $h'(0) \geq c_\psi$.

Taking the expectation, we have
\[
\langle \nabla L_P(w), w - w^* \rangle \geq c_\psi \mathbb{E}_x \langle w - w^*, x \rangle^2.
\]

Combining previous inequalities we can finish the proof. \[\square\]

Next, we will verify the loss function satisfies is smooth and has bounded second order moment for each coordinate of the gradient. For the smooth, we can see that
\[
\|\nabla^2 L_D(w)\|_2 = \|\mathbb{E}_{x, y} \psi''(\langle w, x \rangle - y)\|_2 \leq C_\psi \lambda_{\max}(\mathbb{E}(xx^T)).
\]

For each coordinate $j \in [d]$,
\[
\mathbb{E}(\nabla_j (\mathcal{L}(w, z))^2)^2 = \mathbb{E}(\mathcal{L}(w, z) - y)^2 \leq C_\psi^2 \mathbb{E} x_j^2 = O(C_\psi^2).
\]

Similar to Lemma 5, we have with probability at least $1 - 2\zeta$, in each iteration $t \in [T]$, for $\tilde{w}^{t-1}$ we have
\[
\langle \tilde{w}^{t-1}, \nabla L_D(w^{t-1}) \rangle \leq \min_{v \in V} \langle v, \nabla L_D(w^{t-1}) \rangle
\]
\[
+ O\left(\frac{C_\psi^2}{s} (\frac{1}{\beta} + 1) + \frac{sT}{n} (\beta + \log \frac{dT}{\zeta}) + \frac{sT \log \frac{dT}{\zeta}}{n \varepsilon}\right). \tag{31}
\]

26
Denote $v^{t-1} = \arg\min_{v\in V}(v, \nabla L_D(w^{t-1}))$ and $\mu = O\left(\frac{C^2\psi}{n} \left(\frac{1}{\beta} + 1\right) + \frac{\sqrt{T}}{\pi} (\beta + \log \frac{d_T}{\varepsilon}) + \frac{sT \log \frac{d_T}{\varepsilon}}{nc}\right)$. By the smooth property, we have
\[
\frac{C_\psi \lambda_{\max}(\mathbb{E}(xx^T))}{2} \|w^t - w^{t-1}\|^2 \\
\geq L_D(w^t) - L_D(w^{t-1}) - (L_D(w^{t-1}), w^t - w^{t-1}) \\
= L_D(w^t) - L_D(w^{t-1}) - \eta_{t-1}(\nabla L_D(w^{t-1}), w^{t-1} - w^{t-1}) \\
\geq L_D(w^t) - L_D(w^{t-1}) - \eta_{t-1}(\nabla L_D(w^{t-1}), v^{t-1} - w^{t-1}) + \mu.
\]
Thus, we have
\[
L_D(w^t) - L_D(w^{t-1}) + \eta_{t-1}(\nabla L_D(w^{t-1}), w^{t-1} - w^*) \\
\leq L_D(w^t) - L_D(w^{t-1}) + \eta_{t-1}(\nabla L_D(w^{t-1}), w^{t-1} - v^{t-1}) \\
\leq C_\psi \eta_{t-1}^2 \lambda_{\max}(\mathbb{E}(xx^T)) \|W\|_1^2 + \eta_{t-1}\mu
\]

By Lemma[7] we can get
\[
L_D(w^t) - L_D(w^{t-1}) + \frac{2C_\psi}{C_\psi} \eta_{t-1}(L_D(w^{t-1}) - L_D(w^*)) \\
\leq C_\psi \eta_{t-1}^2 \lambda_{\max}(\mathbb{E}(xx^T)) \|W\|_1^2 + \eta_{t-1}\mu. \quad (32)
\]

Denote $\Delta_t = L_D(w^t) - L_D(w^*)$, we have
\[
\Delta_T \leq \left(1 - \frac{2C_\psi}{C_\psi} \eta_{t-1}\right)\Delta_0 + \frac{C_\psi \eta_{t-1}^2 \lambda_{\max}(\mathbb{E}(xx^T))}{2} \|W\|_1^2 + \eta_{t-1}\mu.
\]

Let $\eta_{t-1} = \eta$ for all $t$. Sum from $t = 1 \cdots T$ we have
\[
\Delta_T \leq \left(1 - \frac{2C_\psi}{C_\psi} \eta\right)^T \Delta_0 + \frac{C_\psi \eta^2 \lambda_{\max}(\mathbb{E}(xx^T))}{2} + \frac{C_\psi \eta^3 \psi^3}{2C_\psi} + C_\psi sT \beta \log \frac{d_T}{\varepsilon}.
\]

Note that the second inequality is due to $(1 - \eta)^T \leq \frac{1}{\eta T}$, since it is equivalent to $\eta T \leq \frac{nT}{1 - \eta} \leq (1 + \frac{n}{1 - \eta})^T$

Taking $\beta = O(1), s = O\left(\frac{\sqrt{n}c}{\sqrt{T} \log \frac{d_T}{\varepsilon}}\right)$, $\eta = \frac{1}{\sqrt{T}}$, and $T = \tilde{O}\left(\frac{\sqrt{n}c}{\sqrt{T} \log \frac{d_T}{\varepsilon}}\right)$ we get the result. \hfill \Box

**Proof of Theorem[4]** We can see that after truncating, each entry in $\tilde{x}_i$ and $\tilde{y}_t$ satisfies $|\tilde{x}_{i,j}| \leq K, |\tilde{y}_t| \leq K$. Consider a neighboring data of $D$, $D'$ and its correspond truncated data $\tilde{D}'$. Then for each fixed $w$ and $v \in V$ we have
\[
|u(\tilde{D}, v) - u(\tilde{D}', v)| \leq \|W\|_1 \|\tilde{g}(w^{t-1}, \tilde{D}) - \tilde{g}(w^{t-1}, \tilde{D}')\|_{\infty} \\
\leq \frac{4\|W\|_1}{n} \|\tilde{x}_n((\tilde{x}_n, w^{t-1}) - \tilde{y}_n)\|_{\infty} \leq \frac{8\|W\|_1 K^2}{n}.
\]

Thus the sensitivity of $u(\tilde{D}, v)$ is $\frac{8\|W\|_1 K^2}{n}$. And since in each iteration it is $\frac{\varepsilon}{2\sqrt{2T} \log \frac{d_T}{\varepsilon}}$-DP. By the advanced composition theorem (Lemma[2] we can see the while algorithm is $(\epsilon, \delta)$-DP. \hfill \Box

**Proof of Theorem[5]** The key lemma of the whole proof is the following:
Lemma 8. Denote \( g(w) = \nabla L_D(w) = E[2x(\langle w, x \rangle - y)] \). We have the following inequality with probability at least \( 1 - \zeta \):

\[
\sup_{v \in V} \sup_{w \in W} |\langle v, \hat{g}(w, \hat{D}) - g(w) \rangle| \leq O(\|W\|_2^2(\sqrt{\frac{M \log \frac{d}{\zeta}}{n}} + \frac{K^2 \log \frac{d}{\zeta}}{n} + \frac{M}{K^2})).
\]  

(33)

Proof of Lemma 8. We can easily get

\[
\sup_{v \in V} \sup_{w \in W} |\langle v, \hat{g}(w, \hat{D}) - g(w) \rangle| \\
\leq \|W\|_1 \sup_{w \in W} \|\hat{g}(w, \hat{D}) - g(w)\|_\infty \\
\leq \|W\|_1 \sup_{w \in W} (\|2(\frac{1}{n} \sum_{i=1}^{n} \hat{x}_i \hat{x}_i^T - E[xx^T])w\|_\infty) + \|2(\frac{1}{n} \sum_{i=1}^{n} \hat{x}_i \hat{y} - E[xy])\|_\infty \\
\leq \|W\|_1 \sup_{w \in W} \max_{j \in [d]} (\|2(\frac{1}{n} \sum_{i=1}^{n} \hat{x}_j \hat{x}_i^T - E[xx^T])_j w\|_\infty) + \|2(\frac{1}{n} \sum_{i=1}^{n} \hat{x}_i \hat{y} - E[xy])\|_\infty \\
\leq 2\|W\|^2_2 (\|\frac{1}{n} \sum_{i=1}^{n} \hat{x}_i \hat{x}_i^T - E[xx^T])\|_{\infty, \infty} + \|\frac{1}{n} \sum_{i=1}^{n} \hat{x}_i \hat{y} - E[xy]\|_\infty,
\]

where \( \|S\|_{\infty, \infty} \) for a \( d \times d \) matrix \( S \) is max \( \sum_{i \in [d], j \in [d]} |S_{ij}| \). In the following we will bound term \( A \) and \( B \).

First we consider the term \( A \), for simplicity for each \( j, k \in [d] \) denote \( \hat{\sigma}_{jk} = (\frac{1}{n} \sum_{i=1}^{n} \hat{x}_j \hat{x}_i^T)_{jk} = \frac{1}{n} \sum_{i=1}^{n} \hat{x}_i \hat{x}_j \hat{x}_k, \hat{\sigma}_{jk} = (E[\hat{x}_j \hat{x}_k])_{jk} = E[\hat{x}_j \hat{x}_k] \) and \( \sigma_{jk} = (E[xx^T])_{jk} = E[x_j x_k] \). We have

\[
|\hat{\sigma}_{jk} - \sigma_{jk}| \leq |\hat{\sigma}_{jk} - \hat{\sigma}_{jk}| + |\hat{\sigma}_{jk} - \sigma_{jk}|.
\]

We know that \( |\hat{x}_j \hat{x}_k| \leq K^2 \) and \( \text{Var}(\hat{x}_j \hat{x}_k) \leq \text{Var}(x_j x_k) \leq E(x_j x_k)^2 \leq M \).

By using Bernstein’s inequality (Lemma 9) we have for any \( t > 0 \)

\[
\Pr(|\hat{\sigma}_{jk} - \sigma_{jk}| \leq C(\sqrt{\frac{M t}{n}} + \frac{K^2 t}{n})) \geq 1 - \exp(-t).
\]

(34)

Taking the union bound for all \( k, j \in [d] \) we have

\[
\Pr(\max_{j,k} |\hat{\sigma}_{jk} - \sigma_{jk}| \leq C(\sqrt{\frac{M t}{n}} + \frac{K^2 t}{n})) \geq 1 - d^2 \exp(-t).
\]

(35)

For the term \( |\hat{\sigma}_{ij} - \sigma_{ij}| \) by definition we have there is a universality constant \( C_2 > 0 \),

\[
|\hat{\sigma}_{jk} - \sigma_{jk}| = \|E[\hat{x}_j \hat{x}_k - x_j x_k]I(|x_j| \geq K), \| + \|E[\hat{x}_j \hat{x}_k]I(|x_j| \geq K)x_k\|
\]

\[
\leq C_2 \frac{M}{K^2},
\]

(36)

To get (36), we have

\[
|\hat{\sigma}_{jk} - \sigma_{jk}| = \|E[\hat{x}_j \hat{x}_k - x_j x_k]I(|x_j| \geq K), \| + \|E[\hat{x}_j \hat{x}_k]I(|x_j| \geq K)x_k\|
\]

\[
\leq \sqrt{E((\hat{x}_j \hat{x}_k - x_j x_k)^2)^2} \text{Pr}(|x_j|^4 \geq K^4) + \sqrt{E((\hat{x}_j \hat{x}_k)x_k)^2} \text{Pr}(|x_j|^4 \geq K^4)
\]

\[
\leq O(\frac{M}{K^2}),
\]

where the last inequality is due to that \( E((\hat{x}_j \hat{x}_k-x_j x_k))^2 \leq 4E(x_j x_k)^2 \leq 4M \) and \( E((\hat{x}_j - x_j)x_k)^2 \leq 4E(x_j x_k)^2 \leq 4M \).
Combing with (36) and (35) we have with probability at least $1 - d^2 \exp(-t)$,
\[
A \leq O(\sqrt{\frac{M t}{n} + \frac{K^2 t}{n} + \frac{M}{K^2}}).
\]  
(37)

We can use the same technique to term $B$, for simplicity for each $j \in [d]$ denote $\hat{\sigma}_j = \frac{1}{n} \sum_{i=1}^{n} \tilde{y}_i \tilde{x}_j$, $\sigma_j = \mathbb{E}[y x_j]$ and $\sigma_j = \mathbb{E}[y x_j]$. We have
\[
|\hat{\sigma}_j - \sigma_j| \leq |\hat{\sigma}_j - \hat{\sigma}_j| + |\hat{\sigma}_j - \sigma_j|.
\]
Since $|\tilde{x}_j \tilde{y}| \leq K^2$ and $\text{Var}(\tilde{x}_j \tilde{y}) \leq M$ we have for all $j \in [d]$
\[
\text{Pr}(|\hat{\sigma}_j - \sigma_j| \leq C(\sqrt{\frac{M t}{n} + \frac{K^2 t}{n}})) \geq 1 - d \exp(-t).
\]
Moreover
\[
|\hat{\sigma}_j - \sigma_j| \leq |\mathbb{E}[\tilde{y}(\tilde{x}_j - x_j)\mathbb{I}(|x_j| \geq K)]| + |\mathbb{E}[x_j(\tilde{y} - y)\mathbb{I}(|y| \geq K)]|,
\]
\[
\leq \sqrt{\mathbb{E}((\tilde{y}(\tilde{x}_j - x_j))^2)} \text{Pr}(|x_j|^4 \geq K^4) + \sqrt{\mathbb{E}(x_j(\tilde{y} - y))^2} \text{Pr}(|y|^4 \geq K^4)
\]
\[
\leq O\left(\frac{\sqrt{M}}{K^2}\right),
\]
we can easily see that with probability at most $1 - d \exp(-t)$,
\[
B \leq O(\sqrt{\frac{M t}{n} + \frac{K^2 t}{n} + \frac{\sqrt{M}}{K^2}}).
\]  
(38)

Take $t = \frac{\zeta}{K^2}$, we can finish the proof. That is with probability at least $1 - \zeta$
\[
A + B \leq O\left(\sqrt{\frac{M \log \frac{\zeta}{t}}{n} + \frac{K^2 \log \frac{\zeta}{t}}{n} + \frac{M}{K^2}}\right).
\]  
(39)

Lemma 9. ([54]) Let $X_1, \cdots, X_n$ be $n$ be independent zero-mean random variables. Suppose each $|X_i| \leq s$, and $\mathbb{E}[X_i^2] \leq r$. Then there is a universal constant $C$ such that for all $t > 0$,
\[
\text{Pr}\left(\frac{1}{n} \sum_{i=1}^{n} X_i > C\left(\frac{\sqrt{s} t}{n} + \sqrt{\frac{r t}{n}}\right)\right) \leq \exp(-t).
\]
\[\square\]

Now lets back to the proof of Theorem 5. By using the utility of the exponential mechanism and take the union for all iterations we have with probability at least $1 - \zeta$,
\[
\langle \hat{w}^{t-1}, \hat{g}(w^{t-1}, D) \rangle \leq \min_{v \in V} \langle v, \hat{g}(w^{t-1}, D) \rangle + O\left(\frac{\|W\|_1 K^2 \log |V| \sqrt{T} \log \frac{\frac{1}{\zeta}}{n \epsilon}}{n \epsilon}\right).
\]  
(40)

Using Lemma 5 and Lemma 8 we have with probability at least $1 - \zeta$ for all $t \in [T]$,
\[
\langle \hat{w}^{t-1}, g(w^{t-1}) \rangle \leq \min_{v \in V} \langle v, g(w^{t-1}) \rangle + O\left(\frac{\|W\|_1 K^2 \log |V| \sqrt{T} \log \frac{\frac{1}{\zeta}}{n \epsilon}}{n \epsilon}\right) + \|W\|_2^2 \left(\sqrt{\frac{M \log \frac{\zeta}{t}}{n} + \frac{K^2 \log \frac{\zeta}{t}}{n} + \frac{M}{K^2}}\right).
\]  
(41)

Since $L_D(\cdot)$ is $\lambda_{\max}(\mathbb{E}(xx^T))$-smooth, we can get its curvature constant is bound by $\Gamma_L \leq \lambda_{\max}(\mathbb{E}(xx^T))\|W\|_1$. Under the condition of Lemma 6 we can see if $\chi$ in Lemma 6 satisfies
\[
\frac{1}{2} \chi \eta \lambda_{\max}(\mathbb{E}(xx^T)) \geq O\left(\frac{K^2 \log |V| \sqrt{T} \log \frac{\frac{1}{\zeta}}{n \epsilon}}{n \epsilon}\right) + \|W\|_1 \left(\sqrt{\frac{M \log \frac{\zeta}{t}}{n} + \frac{K^2 \log \frac{\zeta}{t}}{n} + \frac{M}{K^2}}\right).
\]
That is
\[
\chi = O\left(\frac{T}{\lambda_{\max}(E(xx^T))}\left(\frac{K^2 \log |V| \sqrt{\frac{T \log \frac{1}{\delta}}{n}}}{n} + \|W\|_1 \left(\frac{M \log \frac{2}{\delta}}{n} + \frac{K^2 \log \frac{2}{\delta}}{n} + \frac{M}{K^2}\right)\right)\right).
\]

Then by Lemma 4 we have if \( \eta = \frac{2}{T^{1/2}} \), then (note that this hold with probability at least 1 \( - 2\zeta \)),
\[
L_D(w^T) - \min_{w \in W} L_D(w) \leq O\left(\frac{\lambda_{\max}(E(xx^T))}{T}\right) + \frac{\|W\|_1}{\sqrt{n}}\left(\sqrt{\frac{M \log \frac{2}{\delta}}{n}} + \frac{K^2 \log \frac{2}{\delta}}{n} + \frac{M}{K^2}\right)
\]
\[
\leq O\left(\frac{\lambda_{\max}(E(xx^T))}{T}\right) + \frac{M \log \frac{2}{\delta}}{n} + \frac{K^2 \log \frac{2}{\delta}}{n} + \frac{M}{K^2}.
\]

Take \( K = \frac{(ne)^{\frac{1}{2}}}{T^{\frac{1}{2}}} \), and \( T = \tilde{O}\left((\frac{\sqrt{T} \lambda_{\max}(E(xx^T)))}{\sqrt{\log \frac{2}{\delta}}})\right) \). We have
\[
L_D(w^T) - \min_{w \in W} L_D(w) \leq O\left(\frac{\lambda_{\max}(E(xx^T))}{(ne)^{\frac{1}{2}}}\left(\sqrt{\frac{\log \frac{2}{\delta}}{n}}\right)\right).
\]

Proof of Theorem 6. Since in each iteration of Algorithm 3 we use a new data. Thus, it is sufficient to show it is \((\epsilon, \delta)\)-DP in each iteration. The proof is based on a lemma which shows that Algorithm 4 is \((\epsilon, \delta)\)-DP.

Lemma 10 (Lemma 3.3 in [13]). If for every pair of neighboring datasets \( D, D' \) we have \( \|v(D) - v(D')\|_\infty \leq \lambda \), then Algorithm 4 is \((\epsilon, \delta)\)-DP.

Thus by Lemma 10 it is sufficient for us to bound the \( \ell_\infty \)-norm sensitivity of \( w^{t+0.75} \). We have
\[
\|w^{t+0.75} - w^{t+0.75}\|_\infty \leq \frac{2\eta_0}{m}\|\tilde{x}(\tilde{x}, w^t) - \tilde{y}\|_\infty
\]
\[
\leq \frac{2\eta_0}{m}\left(\|\tilde{x}(\tilde{x}, w^t)\|_\infty + \|\tilde{x}\|\|\tilde{y}\|\right) \leq \frac{2K^2\eta_0}{m}(\sqrt{s} + 1),
\]
where the last inequality is due to that \( \|\tilde{x}(\tilde{x}, w^t)\|_\infty \leq \sqrt{s}\|\tilde{x}\|_\infty \) since \( \|w^t\|_2 \leq 1 \) and \( w^t \) is \( s \)-sparse.

Proof of Theorem 8. For the guarantee of DP. Since in each iteration of Algorithm 5 we use a new data. Thus, it is sufficient to show it is \((\epsilon, \delta)\)-DP in each iteration. Since we have
\[
\|w^{t+0.5} - w^{t+0.5}\|_\infty \leq \|\tilde{g}(w^{t-1}, D_t) - \tilde{g}(w^{t-1}, D'_t)\|_\infty \leq \frac{4\sqrt{2}\eta_8}{3m}.
\]

Thus, by Lemma 10 we can see it is \((\epsilon, \delta)\)-DP.

In the following we will proof the utility. For simplicity we will omit the subscript \( r \) in \( u_r, \lambda_r \).

We denote \( g^t = \tilde{g}(w^{t-1}, D_t) \) and \( g^t = \nabla L_D(w^{t-1}) \). The utility is almost the same as in the proof of Theorem 7 where \( w^{t+0.75} = w^{t+1} \) in Algorithm 5 (since there is no projection step). We can follow its proof and finally get (70) if \( \eta = \frac{2}{s} \), \( s = 72\frac{2s}{\mu r} \)
\[
L_D(w^{t+1}) - L_D(w^t) \leq \left(\frac{2s}{s^2} + \frac{\mu}{24r}\right)(L_D(w^*) - L_D(w^t)) + O(N^t + N^2),
\]
(44)

where \( N^t + N^2 \leq O(\sum_{i \in [s]} \|w_i\|_\infty + (2s + s^*)\|\tilde{g}^t - g^t\|_\infty + s\|\tilde{w}\|_\infty^2) \). Take the union we have with probability at least \( 1 - \zeta \) for all the iterations,
\[
\sum_{i \in [s]} \|w_i\|_\infty^2 + s\|\tilde{w}\|_\infty^2 \leq O(\frac{\eta^2 s^2 k^2 T^2 \log \frac{2}{\delta}}{n^2} + \frac{\log \frac{1}{\delta}}{s}).
\]

30
For the term $\|\hat{g}^t - g^t\|_\infty^2$, by Lemma 4 we have with probability at least $1 - \zeta$, for all $t \in [T]$,

$$\|\hat{g}^t - g^t\|_\infty^2 \leq O(\frac{\tau^2 T^2 k \log^2 \frac{dT}{\epsilon}}{n^2}).$$

Thus,

$$N^t + N^t_2 \leq O(\frac{s^2 T^2 k \log^2 \frac{T}{\epsilon}}{\gamma^2 n^2 \epsilon^2} + \frac{s_2 \beta T^2 k \log^2 \frac{dT}{\zeta}}{n^2}).$$

Take $\beta = O(1)$ and $k = t^\frac{1}{\gamma^2 n \epsilon}$, we have

$$N^t + N^t_2 \leq O(\frac{s^2 T \tau \log \frac{T}{\epsilon}}{\gamma^2 n \epsilon}).$$

In total we have for all $t \in [T]$ with probability at least $1 - \zeta$,

$$L_D(w^{t+1}) - L_D(w^t) \leq (1 - \frac{\mu}{12\gamma})(L_D(w^t) - L_D(w^t)) + O(\frac{s^2 T \tau \log \frac{T}{\epsilon}}{\gamma^2 n \epsilon})$$

$$L_D(w^{t+1}) - L_D(w^t) \leq (1 - \frac{\mu}{12\gamma})(L_D(w^t) - L_D(w^t)) + O(\frac{s^2 T \tau \log \frac{T}{\epsilon}}{\gamma^2 n \epsilon}).$$

Take $T = \tilde{O}(\frac{n}{\epsilon} \log n)$ and $s = O((\frac{e}{n})^2 s^*)$ we have the result.

\[\square\]

### A.1 Proof of the Lower Bound in Theorem 8

**Proof of Theorem 9** Our following proof is inspired by the proof of the lower bound for non-sparse mean estimation in the $(\epsilon, \delta)$-DP model (Proposition 4 in [4]), where here we extend to the sparse case.

Let $P_0$ be a point mass distribution supported on $X = 0$, and for fixed $p \in [0, 1]$ let $P_v$ be a point mass supported on $X = \sqrt{T} \nu$ where $\|\nu\|_2 \leq 1$ and is $s^*$-sparse. We will show for any $p \in [0, 1]$, the probability $P_{v_0} := (1 - p)P_0 + pP_v \in \mathcal{P}$. That is due to that $\mu(P_{v_0}) = \sqrt{\tau} \nu$ and $E_{X \sim P_{v_0}} X^2 = \tau v_0^2 \leq \tau$. Next we recall the following lemma

**Lemma 11.** ([47]) For any $s \in [d]$, define the set

$$\mathcal{H}(s) := \{z \in \{-1, 0, +1\}^d | \|z\|_0 = s\}$$

with Hamming distance $\rho_H(z, z') = \sum_{i=1}^d 1[z_j \neq z'_j]$ between the vectors $z$ and $z'$. Then, there exists a subset $\mathcal{H} \subset \mathcal{H}$ with cardinality $|\mathcal{H}| \geq \exp(\frac{\epsilon}{2} \log \frac{d\epsilon}{s \sqrt{2}})$ such that $\rho_H(z, z') \geq s$ for all $z, z' \in \mathcal{H}$.

We denote the index set $\mathcal{V} = \frac{1}{\sqrt{2s}} \tilde{H}$ where $\tilde{H}$ is in Lemma 11. We can see that for any $v, v' \in \mathcal{V}$ we have $\|v - v'\|_2 \geq \sqrt{2}$ and each $\|v\|_2 \leq 1$. Thus,

$$\rho^*(\mathcal{V}) := \min \{\rho(\theta_v, \theta_{v'}) | v, v' \in \mathcal{V}, v \neq v'\} \geq \sqrt{2} \sqrt{\frac{\epsilon}{\tau}}.$$

Thus by Lemma 5 we have

$$M_n(\theta(\mathcal{P}), Q, \Phi \circ \rho)$$

$$\geq \Phi(\rho^*(\mathcal{V}))(|\mathcal{V}| - 1)(\frac{\frac{1}{2} e^{-\epsilon[np]} - \delta}{1 + (|\mathcal{V}| - 1)e^{-\epsilon[np]}})$$

$$\geq 2pT(|\mathcal{V}| - 1)(\frac{\frac{1}{2} e^{-\epsilon[np]} - \delta}{1 + (|\mathcal{V}| - 1)e^{-\epsilon[np]}})$$

$$\geq 2pT(\exp(\frac{\epsilon}{2} \log \frac{d\epsilon}{s \sqrt{2}}) - 1)(\frac{\frac{1}{2} e^{-\epsilon[np]} - \delta}{1 + (\exp(\frac{\epsilon}{2} \log \frac{d\epsilon}{s \sqrt{2}}) - 1)e^{-\epsilon[np]}})$$

$$\geq 2pT(\exp(\frac{\epsilon}{2} \log \frac{d\epsilon}{s \sqrt{2}}) - 1)(\frac{\frac{1}{2} e^{-\epsilon[np]} - \delta}{1 + e^{-\epsilon[np]}}).$$
where $|V| \geq \exp \left( \frac{s}{2} \log \frac{d-s}{s/2} \right)$ by Lemma 11. Now we set

$$p = \frac{1}{n\epsilon} \min \left\{ \frac{s}{2} \log \frac{d-s}{s/2} - \epsilon, \log \left( \frac{1 - e^{-\epsilon}}{4de^\epsilon} \right) \right\}.$$  

Thus we have

$$\frac{1}{2} e^{-\epsilon[np]} - \frac{1}{2} e^{-\epsilon[np]} \geq \frac{1}{4} \exp(-\epsilon(np + 1)),$$

$$\frac{(\exp(\frac{s}{2} \log \frac{d-s}{s/2}) - 1)(\frac{1}{2} e^{-\epsilon[np]} - \frac{1}{2} e^{-\epsilon[np]})}{1 + (\exp(\frac{s}{2} \log \frac{d-s}{s/2}) - 1)e^{-\epsilon[np]}} \geq \frac{\frac{1}{4} \exp(-\epsilon(np + 1))((\exp(\frac{s}{2} \log \frac{d-s}{s/2}) - 1)}{1 + (\exp(\frac{s}{2} \log \frac{d-s}{s/2}) - 1)e^{-\epsilon(np+1)}} \geq \frac{1}{8}.$$  

Thus in total we have

$$M_n(\theta(P), Q, \Phi \circ \rho) \geq \frac{\tau}{4 n\epsilon} \min \left\{ \frac{s}{2} \log \frac{d-s}{s/2} - \epsilon, \log \left( \frac{1 - e^{-\epsilon}}{4de^\epsilon} \right) \right\} = \Omega \left( \frac{\tau \min \{s \log d, \log \frac{1}{\delta} \}}{n\epsilon} \right).$$

\[\square\]

**Explicit Form of $\hat{C}(a, b)$ in (4)**

We first define the following notations:

$$V_- = \frac{\sqrt{2} - a}{b}, V_+ = \frac{\sqrt{2} + a}{b}$$

$$F_- := \Phi(-V_-), F_+ := \Phi(-V_+)$$

$$E_- := \exp(-\frac{V_-^2}{2}), E_+ := \exp(-\frac{V_+^2}{2}),$$

where $\Phi$ denotes the CDF of the standard Gaussian distribution. Then

$$\hat{C}(a, b) = T_1 + T_2 + \cdots + T_5,$$

where

$$T_1 := \frac{2\sqrt{2}}{3} (F_- - F_+)$$

$$T_2 := -(a - \frac{a^3}{6})(F_- + F_+)$$

$$T_3 := \frac{b}{\sqrt{2}\pi} (1 - \frac{a^2}{2})(E_+ - E_-)$$

$$T_4 := \frac{ab^2}{2} \left( F_+ + F_- + \frac{1}{\sqrt{2}\pi}(V_+ E_+ + V_- E_-) \right)$$

$$T_5 := \frac{b^3}{6\sqrt{2}\pi} ((2 + V_-^2)E_- - (2 + V_+^2)E_+).$$

**Proof of Theorem 7** Before the proof, let us first recall two lemmas related to the output of Algorithm 4.
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Lemma 12 (Lemma 3.4 in [13]). Let $S$ and $\{w_i\}_{i=1}^n$ be defined as Algorithm 4. For every $R_1 \subseteq S$ and $R_2 \subseteq S^c$ such that $|R_1| = |R_2|$ and every $c > 0$, we have
\[
\|v_{R_2}\|^2_2 \leq (1 + c)\|v_{R_1}\|^2_2 + 4(1 + \frac{1}{c}) \sum_{i \in [s]} \|w_i\|^2_\infty,
\]
where $v$ is the input vector of Algorithm 4.

Lemma 13 (Lemma A.3 in [13]). Consider in Algorithm 4 with input vector $\tilde{v}$ and the index set $S$. For any index set $I$, any $v \in \mathbb{R}^{|I|}$ which is a subvector of $\tilde{v}$ and such that $\|v\|_2 \leq \tilde{s} \leq s$, we have that for every $c > 0$,
\[
\|v_S - v\|^2_2 \leq (1 + \frac{1}{c}) \frac{|I|}{|I'|} \|v - \tilde{v}\|^2_2 + 4(1 + c) \sum_{i \in [s]} \|w_i\|^2_\infty.
\]

For simplicity we denote $\hat{g}^t = \frac{1}{n} \sum_{x \in D_i} \tilde{x}(\langle \hat{x}, w^t \rangle - \hat{y})$, $g^t = E[x^T (x, w^t) - y] = \nabla L_D(w^t)$, $S^t = \text{supp}(w^t)$, $S^{t+1} = \text{supp}(w^{t+1})$, $S^* = \text{supp}(w^*)$ and $I^t = S^{t+1} \cup S^t \cup S^*$. We can see that $|S^t| \leq s$, $|S^{t+1}| \leq 2$ and $|I^t| \leq 2s + s^*$. We also denote $W^t = 4 \sum_{i \in [s]} \|w_i\|^2_\infty$, where $\{w_i\}$ are the vectors in Algorithm 4 in the $t$-th iteration. We let $\gamma = \lambda_{\max}(E[xx^T])$, $\mu = \lambda_{\min}(E[xx^T])$ and $\eta_0 = \frac{\mu}{7}$ for some $\eta$.

Then the smooth Lipschitz property we have
\[
L_D(w^{t+0.75}) - L_D(w^t) \leq \langle w^{t+0.75} - w^t, g^t \rangle + \frac{\gamma}{2} \|w^{t+0.75} - w^t\|^2_2
\]
\[
= \langle w^{t+0.75}_{I^t} - w^t_{I^t}, g^t_{I^t} \rangle + \frac{\gamma}{2} \|w^{t+0.75}_{I^t} - w^t_{I^t}\|^2_2
\]
\[
\leq \frac{\gamma}{2} \|w^{t+0.75}_{I^t} - w^t_{I^t}\|^2_2 + \eta_0 \gamma \|g^t_{I^t}\|^2_2 - \frac{\eta^2}{2\gamma} \|g^t_{I^t}\|^2_2 + (1 - \eta)\langle w^{t+0.75} - w^t, g^t \rangle\quad(46)
\]

First, let us focus on the third term of (46)
\[
\langle w^{t+0.75} - w^t, g^t \rangle = \langle w^{t+0.75}_{St^{t+1} \cup St^t} - w^{t+0.75}_{St^t} \cup St^t \cup St^t, g^t_{St^{t+1} \cup St^t} \rangle
\]
\[
= \langle w^{t+0.75}_{St^{t+1}} - w^{t+0.75}_{St^t}, g^t_{St^{t+1}} \rangle + \langle w^{t+0.75}_{St^t \cup St^{t+1}} - w^{t+0.75}_{St^t \cup St^{t+1}}, g^t_{St^t \cup St^{t+1}} \rangle - \langle w^{t+0.75}_{St^t \cup St^{t+1}}, g^t_{St^t \cup St^{t+1}} \rangle - \langle w^{t+0.75}_{St^t \cup St^{t+1} \cup St^t}, g^t_{St^t \cup St^{t+1} \cup St^t} \rangle\quad(47)
\]

From the definition we know that $w^{t+0.75} = \tilde{w}^{t+0.75} + \tilde{w}_{St^{t+1}}^t$, where $\tilde{w}^{t+0.75} = (w^t - \eta_0 \hat{g}^t)_{St^{t+1}}$.

Thus,
\[
\langle w^{t+0.75} - w^t, g^t \rangle = \langle \tilde{w}^{t+0.75}_{St^{t+1}} - w^{t+0.75}_{St^t}, g^t_{St^{t+1}} \rangle + \langle \tilde{w}^{t+0.75}_{St^t}, g^t_{St^{t+1}} \rangle - w^{t+0.75}_{St^t} - g^t_{St^t} \rangle_{St^{t+1}}\quad(48)
\]

For the first term in (48) we have
\[
\langle \tilde{w}^{t+0.75}_{St^{t+1}} - w^{t+0.75}_{St^t}, g^t_{St^{t+1}} \rangle = -\eta_0 \gamma g^t_{St^{t+1}}, g^t_{St^{t+1}} = -\frac{\eta_0}{\gamma} (g^t_{St^{t+1}}, g^t_{St^{t+1}})
\]
\[
= -\frac{\eta_0}{\gamma} \|g^t_{St^{t+1}}\|^2_2 - \frac{\eta_0}{\gamma} (g^t_{St^{t+1} - g^t_{St^{t+1}}, g^t_{St^{t+1}}})
\]
\[
\leq -\frac{\eta_0}{\gamma} \|g^t_{St^{t+1}}\|^2_2 + \frac{\eta_0}{2\gamma} \|g^t_{St^{t+1}}\|^2_2 + \frac{\eta_0}{2\gamma} \|g^t_{St^{t+1} - g^t_{St^{t+1}}\|^2_2
\]
\[
= -\frac{\eta_0}{2\gamma} \|g^t_{St^{t+1}}\|^2_2 + \frac{\eta_0}{2\gamma} \|g^t_{St^{t+1} - g^t_{St^{t+1}}\|^2_2\quad(49)
\]

Take (49) into (48) we have for $c > 1$
\[
\langle w^{t+0.75} - w^t, g^t \rangle \leq -\frac{\eta_0}{2\gamma} \|g^t_{St^{t+1}}\|^2_2 + \frac{\eta_0}{2\gamma} \|g^t_{St^{t+1} - g^t_{St^{t+1}}\|^2_2 + c\|\tilde{w}^{t+0.75}_{St^t\cup St^{t+1}}\|^2 + \frac{1}{4c} \|\tilde{w}^{t+0.75}_{St^t\cup St^{t+1}}\|^2_2 - \langle \tilde{w}^{t+0.75}_{St^t\cup St^{t+1}}, g^t_{St^t\cup St^{t+1}} \rangle\quad(50)
\]
For the last term of (50) we have
\[-\langle w_{t|S^{t+1}} - g_{t|S^{t+1}} \rangle \leq \frac{\gamma}{2\eta} (\|w_{t|S^{t+1}} - \gamma g_{t|S^{t+1}}\|^2_2 - \frac{\eta}{\gamma} g_{t|S^{t+1}}^2) \]
\[= \frac{\gamma}{2\eta} \|w_{t|S^{t+1}} - \frac{\eta}{\gamma} g_{t|S^{t+1}}\|^2_2 - \frac{\eta}{\gamma} g_{t|S^{t+1}}^2. \quad (51)\]

In Lemma 12 let \( v = w^t - \frac{\eta}{\gamma} g^t \), \( R_2 = S^t \setminus S^{t+1} \) and \( R_1 = S^{t+1} \setminus S^t \). We have for \( c > 1 \)
\[\|w_{t|S^{t+1}} - \frac{\eta}{\gamma} g_{t|S^{t+1}}\|^2_2 \leq (1 + \frac{1}{c}) \|w_{t|S^{t+1}} - \frac{\eta}{\gamma} g_{t|S^{t+1}}\|^2_2 + (1 + c)WT. \]
Since for every \( c > 1, (1 - \frac{1}{c})\|a\|^2 - (c - 1)\|b\|^2 \leq \|a + b\|^2 \leq (1 + \frac{1}{c})\|a\|^2 + (1 + c)\|b\|^2 \) we have
\[(1 - \frac{1}{c}) \|w_{t|S^{t+1}} - \frac{\eta}{\gamma} g_{t|S^{t+1}}\|^2_2 - (c - 1)\frac{\eta^2}{\gamma^2} \|g_{t|S^{t+1}} - \frac{\eta}{\gamma} g_{t|S^{t+1}}\|^2_2 \leq (1 + \frac{1}{c}) \|w_{t|S^{t+1}} - \frac{\eta}{\gamma} g_{t|S^{t+1}}\|^2_2 + (1 + c)WT \]
\[\leq (1 + \frac{1}{c})(1 + 1/c) \|w_{t|S^{t+1}} - \frac{\eta}{\gamma} g_{t|S^{t+1}}\|^2_2 + (1 + c)\frac{\eta^2}{\gamma^2} \|g_{t|S^{t+1}} - \frac{\eta}{\gamma} g_{t|S^{t+1}}\|^2_2 + 2(1 + c)WT. \quad (52)\]

That is
\[\|w_{t|S^{t+1}} - \frac{\eta}{\gamma} g_{t|S^{t+1}}\|^2_2 \leq \frac{(c + 1)^2}{2c(c - 1)} \|w_{t|S^{t+1}} - \frac{\eta}{\gamma} g_{t|S^{t+1}}\|^2_2 \]
\[+ (c + \frac{(c + 1)^2}{c}) \frac{\eta^2}{\gamma^2} \|g_{t|S^{t+1}} - \frac{\eta}{\gamma} g_{t|S^{t+1}}\|^2_2 + \frac{c(1 + c)}{c - 1} W^t. \]

Thus
\[-\langle w_{t|S^{t+1}} - g_{t|S^{t+1}} \rangle \leq \frac{(c + 1)^2}{2c(c - 1)} \frac{\eta}{\gamma} g_{t|S^{t+1}}^2 \]
\[+ \frac{\gamma c(1 + c)}{2\eta(c - 1)} W^t - \frac{\eta}{2\gamma} \|g_{t|S^{t+1}}\|^2_2 + \frac{2(c + 3)\eta}{2\gamma} \|g_{t|S^{t+1}} - g_{t|S^{t+1}}\|^2_2 + \|g_{t|S^{t+1}} - g_{t|S^{t+1}}\|^2_2. \]

Thus in (50) we have
\[\langle w^{t+0.75} - w^t, g^t \rangle \leq \frac{\eta}{2\gamma} \|g_{t|S^t}\|^2_2 + \frac{\eta}{2\gamma} \|g_{t|S^t} - g_{t|S^t}\|^2_2 + c\|\bar{w}_{S^t}\|^2_2 \]
\[+ \frac{1}{4c} \|g_{t|S^t}\|^2_2 - \langle w_{t|S^{t+1}} - g_{t|S^{t+1}} \rangle \]
\[\leq -\frac{\eta}{2\gamma} \|g_{t|S^t}\|^2_2 + \frac{\eta}{2\gamma} \|g_{t|S^t} - g_{t|S^t}\|^2_2 + c\|\bar{w}_{S^t}\|^2_2 + \frac{1}{4c} \|g_{t|S^t}\|^2_2 - \frac{\eta}{2\gamma} \|g_{t|S^t}\|^2_2 \]
\[+ (c + 1)^2 \frac{\eta}{2c(c - 1)} \|g_{t|S^{t+1}}\|^2_2 + \frac{2(c + 3)\eta}{2\gamma} \|g_{t|S^{t+1}} - g_{t|S^{t+1}}\|^2_2 + \|g_{t|S^{t+1}} - g_{t|S^{t+1}}\|^2_2 \]
\[= \frac{\eta}{2\gamma} \|g_{t|S^{t+1}}\|^2_2 + \frac{3c + 1}{2c(c - 1)} \|g_{t|S^{t+1}}\|^2_2 - \frac{\eta}{2\gamma} \|g_{t|S^{t+1}}\|^2_2 - \frac{\eta}{2\gamma} \|g_{t|S^t}\|^2_2 \]
\[+ \frac{1}{4c} \|g_{t|S^t}\|^2_2 + \frac{\gamma c(1 + c)}{2\eta(c - 1)} W^t + \frac{\eta}{2\gamma} \|g_{t|S^t} - g_{t|S^t}\|^2_2 + c\|\bar{w}_{S^t}\|^2_2 \]
\[+ \frac{2(c + 3)\eta}{2\gamma} \|g_{t|S^{t+1}} - g_{t|S^{t+1}}\|^2_2 + \|g_{t|S^{t+1}} - g_{t|S^{t+1}}\|^2_2 \]
\[= \frac{\eta}{2\gamma} \|g_{t|S^{t+1}}\|^2_2 - \frac{\eta}{2\gamma} \|g_{t|S^{t+1}}\|^2_2 - \frac{\eta}{2\gamma} \|g_{t|S^t}\|^2_2 + \frac{1}{c} \|g_{t|S^t}\|^2_2 + \frac{\eta}{2\gamma} \|g_{t|S^t}\|^2_2 + \frac{2(c + 3)\eta}{2\gamma} \|g_{t|S^{t+1}} - g_{t|S^{t+1}}\|^2_2 \]
\[+ \frac{\gamma c(1 + c)}{2\eta(c - 1)} W^t + \frac{\eta}{2\gamma} \|g_{t|S^t} - g_{t|S^t}\|^2_2 + c\|\bar{w}_{S^t}\|^2_2 + \frac{2(c + 3)\eta}{2\gamma} \|g_{t|S^{t+1}} - g_{t|S^{t+1}}\|^2_2 + \|g_{t|S^{t+1}} - g_{t|S^{t+1}}\|^2_2 \]
\[\leq \frac{\eta}{2\gamma} \|g_{t|S^{t+1}}\|^2_2 - \frac{\eta}{2\gamma} \|g_{t|S^{t+1}}\|^2_2 - \frac{\eta}{2\gamma} \|g_{t|S^t}\|^2_2 + C_1 \frac{\eta}{c \gamma} \|g_{t|S^t}\|^2_2 + N^t. \quad (53)\]
where \( C_1 > 0 \) is some constant. We can easily see that
\[
\frac{n}{2\gamma} \|g_{S^{t+1} \setminus S^t}\|^2 - \frac{n}{2\gamma} \|g_{S^t \setminus S^{t+1}}\|^2 - \frac{n}{2\gamma} \|g_{S^{t+1}}\|^2 = -\frac{n}{2\gamma} \|g_{S^{t+1} \setminus S^t}\|^2 - \frac{n}{2\gamma} \|g_{S^{t+1} \cup S^t}\|^2
\]

In total
\[
(w^{t+0.75} - w^t, g^t) \leq -\frac{n}{2\gamma} \|g_{S^{t+1} \cup S^t}\|^2 + C_1 \frac{n}{\gamma c} \|g_{S^{t+1}}\|^2 + N_1. \tag{54}
\]

Take (54) into (46) we have
\[
L_D(w^{t+0.75}) - L_D(w^t) \leq \frac{\gamma}{2} \|w^{t+0.75} - w^t\|_2^2 - \frac{\eta}{2\gamma} \|g_{S^t}\|^2 - \frac{(1 - \eta)}{2\gamma} \|g_{S^{t+1}}\|^2 + \frac{C_1}{\gamma c} \|g_{S^{t+1}}\|^2 + (1 - \eta) N^t.
\]

where the last inequality is due to \( S^{t+1} \setminus (S^t \cup S^t) \subseteq S^{t+1} \cup S^t \). Next we will analyze the term \( \frac{\gamma}{2} \|w^{t+0.75} - w^t\|_2^2 + \frac{\eta}{2\gamma} \|g_{S^t}\|^2 - \frac{(1 - \eta)}{2\gamma} \|g_{S^{t+1}}\|^2 \) in (55). Let \( R \) be a subset of \( S^t \setminus S^{t+1} \) such that \( |R| = |I^t \setminus (S^t \cup S^t)| = |S^{t+1} \setminus (S^t \cup S^t)| \). In Lemma 12 we take \( v = w^t - \frac{\eta}{\gamma} \tilde{g}^t \), \( R_2 = R \) and \( R_1 = I^t \setminus (S^t \cup S^t) \) we have for \( c > 1 \),

\[
\|w^t - \frac{\eta}{\gamma} \tilde{g}^t\|_2^2 \leq (1 + c) \|w^t - \frac{\eta}{\gamma} \tilde{g}^t\|_2^2 + (1 + \frac{1}{c}) W^t. \tag{56}
\]

Just as in (52) we have for \( c > 1 \),
\[
\frac{\eta}{\gamma}^2 \|g_{S^t \setminus (S^t \cup S^t)}\|^2 \geq (1 - \frac{1}{c}) \|w^t - \frac{\eta}{\gamma} \tilde{g}^t\|_2^2 - c \|\tilde{g}^t - g^t\|_2^2 + \frac{\gamma}{2\gamma} \|g_{S^{t+1} \setminus (S^t \cup S^t)}\|^2.
\]

Then we have
\[
\frac{\gamma}{2} \|w^{t+0.75} - w^t\|_2^2 + \frac{\eta}{\gamma} \|g_{S^t}\|^2 - \frac{(1 - \eta)}{2\gamma} \|g_{S^{t+1}}\|^2 \leq \frac{\gamma}{2} \|\tilde{w}_{S^{t+1}}\|_2^2 + \frac{\gamma}{2} \|\tilde{w}_{S^t} - w^t\|_2^2 + \frac{\eta}{\gamma} \|g_{S^t}\|^2 - \frac{(1 - \eta)}{2\gamma} \|g_{S^{t+1}}\|^2 + \frac{\gamma c}{2} W^t
\]

\[
= \frac{\gamma}{2} \|\tilde{w}_R\|_2^2 + \frac{\eta}{\gamma} \|g_{S^t}\|^2 - \frac{(1 - \eta)}{2\gamma} \|g_{S^{t+1}}\|^2 + \frac{\gamma}{2} \|\tilde{w}_{S^{t+1}}\|_2^2 + \frac{\gamma c}{2} W^t
\]

\[
\leq \frac{\gamma}{2} \|w_R - \frac{\eta}{\gamma} g^t\|_2^2 + \frac{\gamma}{2} \|\tilde{w}_R\|_2^2 + \frac{\eta}{\gamma} \|g_{S^t}\|^2 - \frac{(1 - \eta)}{2\gamma} \|g_{S^{t+1}}\|^2 + \frac{\gamma}{2} \|\tilde{w}_{S^{t+1}}\|_2^2 + \frac{\gamma c}{2} W^t
\]

\[
\leq \frac{\gamma}{2} \|w^{t+0.75} - w^t\|_2^2 + \frac{\eta}{\gamma} \|g_{S^t}\|^2 - \frac{(1 - \eta)}{2\gamma} \|g_{S^{t+1}}\|^2 + \frac{\gamma}{2} \|\tilde{w}_R\|_2^2 + \frac{\gamma}{2} \|\tilde{w}_{S^{t+1}}\|_2^2 + \frac{\gamma c}{2} W^t
\]

\[
\leq \frac{\gamma}{2} \|w^{t+0.75} - w^t\|_2^2 + \frac{\eta}{\gamma} \|g_{S^t}\|^2 - \frac{(1 - \eta)}{2\gamma} \|g_{S^{t+1}}\|^2 + \frac{\gamma}{2} \|\tilde{w}_R\|_2^2 + \frac{\gamma}{2} \|\tilde{w}_{S^{t+1}}\|_2^2 + \frac{\gamma c}{2} W^t
\]

\[
\leq \frac{\gamma}{2} \|w^{t+0.75} - w^t\|_2^2 + \frac{\eta}{\gamma} \|g_{S^t}\|^2 - \frac{(1 - \eta)}{2\gamma} \|g_{S^{t+1}}\|^2 + \frac{\gamma}{2} \|\tilde{w}_R\|_2^2 + \frac{\gamma}{2} \|\tilde{w}_{S^{t+1}}\|_2^2 + \frac{\gamma c}{2} W^t
\]

\[
\leq \frac{\gamma}{2} \|w^{t+0.75} - w^t\|_2^2 + \frac{\eta}{\gamma} \|g_{S^t}\|^2 - \frac{(1 - \eta)}{2\gamma} \|g_{S^{t+1}}\|^2 + \frac{\gamma}{2} \|\tilde{w}_R\|_2^2 + \frac{\gamma}{2} \|\tilde{w}_{S^{t+1}}\|_2^2 + \frac{\gamma c}{2} W^t
\]

\[
\leq \frac{\gamma}{2} \|w^{t+0.75} - w^t\|_2^2 + \frac{\eta}{\gamma} \|g_{S^t}\|^2 - \frac{(1 - \eta)}{2\gamma} \|g_{S^{t+1}}\|^2 + \frac{\gamma}{2} \|\tilde{w}_R\|_2^2 + \frac{\gamma}{2} \|\tilde{w}_{S^{t+1}}\|_2^2 + \frac{\gamma c}{2} W^t
\]
(58) is due to that \(\tilde{w}_{t+0.75}^{\tau} - (w_t, - \frac{\gamma}{2} g_t^t)_{S_{t+1}} = 0\), thus \((\tilde{w}_{S_{t+1}}, \tilde{w}_{t+0.75}^{\tau} - (w_t, - \frac{\gamma}{2} g_t^t)) = 0\) and (57). (59) is due to \(\tilde{w}_{t+0.75}^{\tau} = 0\), (60) is due to (59) by the same technique as in (52) and \(w_{t+\tau}^{\tau} \in \langle S \cup S_{t+1} \rangle = 0\). In the following we will consider the first term in (60).

In Lemma [13] take \(v = w_{t+\tau}^{\tau} - \frac{\gamma}{2} g_{t+\tau}^t \), \(\tilde{v} = w^*\), \(S = S_{t+1}\) we have for all \(c > 1\)

\[
\|w_{t+\tau}^{\tau} - w_{t+\tau}^{\tau} + \frac{\gamma}{\gamma} g_{t+\tau}^t \|^2 \leq (1 + \frac{1}{c}) \frac{\|I \|^2\|R\| - s^2}{\|I \|^2\|R\| - s^2} \|w^* - w_{t+\tau}^{\tau} + \frac{\gamma}{\gamma} g_{t+\tau}^t \|^2 + (1 + c) W^t.
\]

Then we have

\[
(1 - \frac{1}{c}) \|\tilde{w}_{t+\tau}^{\tau} - w_{t+\tau}^{\tau} + \frac{\gamma}{\gamma} g_{t+\tau}^t \|^2 \leq (1 + \frac{1}{c}) \frac{\|I\|^2\|R\| - s^2}{\|I\|^2\|R\| - s^2} \|w^* - w_{t+\tau}^{\tau} + \frac{\gamma}{\gamma} g_{t+\tau}^t \|^2 + (1 + c) W^t
\]

\[
\leq (1 + \frac{1}{c}) \frac{\|I\|^2\|R\| - s^2}{\|I\|^2\|R\| - s^2} \|w^* - w_{t+\tau}^{\tau} + \frac{\gamma}{\gamma} g_{t+\tau}^t \|^2 + (1 + c) W^t
\]

That is

\[
\|\tilde{w}_{t+\tau}^{\tau} - w_{t+\tau}^{\tau} + \frac{\gamma}{\gamma} g_{t+\tau}^t \|^2 \leq \frac{(c + 1)^2}{c(c - 1)} \frac{2s^*}{s^2 + s^2} \|w^* - w_{t+\tau}^{\tau} + \frac{\gamma}{\gamma} g_{t+\tau}^t \|^2
\]

\[
+ \frac{(c + 1)^2}{c^2} \frac{\gamma^2}{\gamma^2} \|g_{t+\tau}^t - \tilde{g}_{t+\tau}^t \|^2 + (1 + c)c W^t
\]

Take \(c \geq \frac{\sqrt{3}}{\sqrt{3} - \sqrt{2}}\), and since \(|I\| \leq 2s^* + s\), we have

\[
\|\tilde{w}_{t+\tau}^{\tau} - w_{t+\tau}^{\tau} + \frac{\gamma}{\gamma} g_{t+\tau}^t \|^2 \leq \frac{3s^*}{2s + s^*} \|w^* - w_{t+\tau}^{\tau} + \frac{\gamma}{\gamma} g_{t+\tau}^t \|^2 + \gamma_{s} (\|g_{t+\tau}^t - \tilde{g}_{t+\tau}^t \|^2 + \|g_{t+\tau}^t + \tilde{g}_{t+\tau}^t \|^2 + W^t).
\]

(61)

Take (61) into (60) we have

\[
\frac{\gamma}{2} \|w_{t+\tau}^{\tau} - w_{t+\tau}^{\tau} + \frac{\gamma}{\gamma} g_{t+\tau}^t \|^2 - \frac{\gamma^2}{2\gamma} \|g_{t+\tau}^t \|^2 \leq \frac{3s^*}{2s + s^*} \|w^* - w_{t+\tau}^{\tau} + \frac{\gamma}{\gamma} g_{t+\tau}^t \|^2 + \gamma_{s} (\|g_{t+\tau}^t - \tilde{g}_{t+\tau}^t \|^2 + \|g_{t+\tau}^t + \tilde{g}_{t+\tau}^t \|^2 + W^t)
\]

\[
+ N^t_1 + N^t_2
\]

(62)

\[
= \frac{3s^*}{2s + s^*} \|w^* - w_{t+\tau}^{\tau} + \frac{\gamma}{\gamma} g_{t+\tau}^t \|^2 + \gamma_{s} (\|g_{t+\tau}^t - \tilde{g}_{t+\tau}^t \|^2 + \|g_{t+\tau}^t + \tilde{g}_{t+\tau}^t \|^2 + W^t)
\]

\[
+ \frac{\gamma^2}{2\gamma} \|\tilde{w}_{t+\tau}^{\tau} \|^2 + N^t_1 + N^t_2
\]

(63)

\[
= \frac{3s^*}{2s + s^*} \|w^* - w_{t+\tau}^{\tau} + \frac{\gamma}{\gamma} g_{t+\tau}^t \|^2 + \gamma_{s} (\|g_{t+\tau}^t - \tilde{g}_{t+\tau}^t \|^2 + \|g_{t+\tau}^t + \tilde{g}_{t+\tau}^t \|^2 + W^t)
\]

\[
+ \frac{\gamma^2}{2\gamma} \|\tilde{w}_{t+\tau}^{\tau} \|^2 + N^t_1 + N^t_2
\]

(64)

\[
\leq \frac{3s^*}{2s + s^*} \|w^* - w_{t+\tau}^{\tau} + \frac{\gamma}{\gamma} g_{t+\tau}^t \|^2 + \gamma_{s} (\|g_{t+\tau}^t - \tilde{g}_{t+\tau}^t \|^2 + \|g_{t+\tau}^t + \tilde{g}_{t+\tau}^t \|^2 + W^t)
\]

\[
+ \frac{\gamma^2}{2\gamma} \|\tilde{w}_{t+\tau}^{\tau} \|^2 + N^t_1 + N^t_2.
\]

(65)
Take (65) into (55) we have

\[
L_D(w^{t+0.75}) - L_D(w^t) \leq \frac{\gamma}{2} \|w^{t+0.75} - w^t\|^2 + \frac{\eta}{\gamma} \|g^t\|^2 - \frac{\eta^2}{2\gamma} \|g^t_{I(i) \setminus (S' \cup S^*)}\|^2 - \frac{\eta^2}{2\gamma} \|g^t_{(S' \cup S^*)}\|^2
- \frac{(1 - \eta)\eta}{2\gamma} \|g^t_{S^{t+1} \setminus (S' \cup S^*)}\|^2 + C_1 \frac{(1 - \eta)\eta}{\gamma} \|g^t_{S^{t+1}}\|^2 + (1 - \eta)N^t
\]

\[
\leq \frac{3s^*}{s + s^*} (\eta(L_D(w^*) - L_D(w^t))) + \frac{\gamma - \eta \mu}{2} \|w^* - w^t\|^2 + \frac{\eta^2}{2\gamma} (1 + \frac{1}{c}) \|g^t_{S^{t+1}}\|^2
- \frac{\eta^2}{2\gamma} \|g^t_{(S' \cup S^*)}\|^2 - \frac{(1 - \eta)\eta}{2\gamma} \|g^t_{S^{t+1} \setminus (S' \cup S^*)}\|^2 + C_1 \frac{(1 - \eta)\eta}{\gamma} \|g^t_{S^{t+1}}\|^2 + (1 - \eta)N^t + N^t_2.
\]

(66)

We have when \(c \to \infty\)

\[
\frac{\eta^2}{2\gamma} (1 + \frac{1}{c}) \|g^t_{S^{t+1}}\|^2 + C_1 \frac{(1 - \eta)\eta}{\gamma} \|g^t_{S^{t+1}}\|^2 \to 0.
\]

Thus, if \(\eta \geq \frac{1}{2}\) there must exits a sufficient large \(c\) such that

\[
\frac{\eta^2}{2\gamma} (1 + \frac{1}{c}) \|g^t_{S^{t+1}}\|^2 + C_1 \frac{(1 - \eta)\eta}{\gamma} \|g^t_{S^{t+1}}\|^2 \leq \eta(1 - \eta)\eta \|g^t_{S^{t+1}}\|^2
\]

\[
\leq \frac{\eta^2}{4\gamma} \|g^t_{(S' \cup S^*)}\|^2 + \frac{(1 - \eta)\eta}{4\gamma} \|g^t_{S^{t+1}} \setminus (S' \cup S^*)\|^2
\]

(67)

Thus,

\[
L_D(w^{t+0.75}) - L_D(w^t) \leq \frac{\gamma}{2} \|w^{t+0.75} - w^t\|^2 + \frac{\eta}{\gamma} \|g^t\|^2 - \frac{\eta^2}{2\gamma} \|g^t_{I(i) \setminus (S' \cup S^*)}\|^2 - \frac{\eta^2}{2\gamma} \|g^t_{(S' \cup S^*)}\|^2
- \frac{(1 - \eta)\eta}{2\gamma} \|g^t_{S^{t+1} \setminus (S' \cup S^*)}\|^2 + C_1 \frac{(1 - \eta)\eta}{\gamma} \|g^t_{S^{t+1}}\|^2 + (1 - \eta)N^t
\]

\[
\leq \frac{3s^*}{s + s^*} (\eta(L_D(w^*) - L_D(w^t))) + \frac{\gamma - \eta \mu}{2} \|w^* - w^t\|^2 + \frac{\eta^2}{2\gamma} (1 + \frac{1}{c}) \|g^t_{S^{t+1}}\|^2
- \frac{\eta^2}{2\gamma} \|g^t_{(S' \cup S^*)}\|^2 - \frac{(1 - \eta)\eta}{2\gamma} \|g^t_{S^{t+1} \setminus (S' \cup S^*)}\|^2 + (1 - \eta)N^t + N^t_2.
\]

(68)

Take \(\eta = \frac{2}{3}, s = \frac{72\gamma^2}{\mu^2} \leq \frac{\mu^2}{2\gamma(\gamma - \eta \mu)} \leq \frac{1}{8}\) we have

\[
L_D(w^{t+0.75}) - L_D(w^t) \leq \frac{3s^*}{s + s^*} (\eta(L_D(w^*) - L_D(w^t))) + \frac{\gamma - \eta \mu}{2} \|w^* - w^t\|^2 + \frac{\eta^2}{2\gamma} \|g^t_{(S' \cup S^*)}\|^2
- \frac{\eta^2}{4\gamma} \|g^t_{(S' \cup S^*)}\|^2 - \frac{(1 - \eta)\eta}{4\gamma} \|g^t_{S^{t+1}} \setminus (S' \cup S^*)\|^2 + (1 - \eta)N^t + N^t_2
\]

\[
\leq \frac{2s^*}{s + s^*} \left( L_D(w^*) - L_D(w^t) \right) + \frac{\mu^2}{48\gamma} \|w^* - w^t\|^2 + \frac{1}{36\gamma} \|g^t_{I(i)}\|^2
- \frac{1}{9\gamma} \|g^t_{(S' \cup S^*)}\|^2 - \frac{1}{18\gamma} \|g^t_{S^{t+1}} \setminus (S' \cup S^*)\|^2 + O(N^t + N^t_2)
\]

\[
\leq \frac{2s^*}{s + s^*} \left( L_D(w^*) - L_D(w^t) \right) - \frac{3}{36\gamma} \|g^t_{(S' \cup S^*)}\|^2 - \frac{\mu^2}{4} \|w^* - w^t\|^2 + O(N^t + N^t_2)
\]

(69)

\[
\leq \left( \frac{2s^*}{s + s^*} + \frac{\mu}{24\gamma} \right) (L_D(w^*) - L_D(w^t)) + O(N^t + N^t_2).
\]

(70)

Where (69) is due to the following lemma:

**Lemma 14.** [Lemma 6 in (85)]

\[
\|g^t_{(S' \cup S^*)}\|^2 - \frac{\mu^2}{4} \|w^* - w^t\|^2 \geq \frac{\mu}{2} (L_D(w^t) - L_D(w^t)).
\]

(71)
Thus
\[ L_D(w^{t+0.75}) - L_D(w^*) \leq (1 - \frac{5}{72} \frac{\mu}{\gamma})(L_D(w^t) - L_D(w^*)) + O(N^t + N_2^t), \]
where
\[ N^t + N_2^t \leq O(\sum_{i \in [s]} \|w_i\|_\infty^2 + (2s + s^*)\|\tilde{g}^t - g^t\|_\infty^2 + s\|\tilde{w}\|_\infty^2), \]  

(72)

where each coordinate of \(w_i, \tilde{w}\) sampled from \(\sim \text{Lap}(O(\frac{K^2 \mu \gamma \sqrt{T \log 2}{n \epsilon}))\). We first bound the term of \(\sum_{i \in [s]} \|w_i\|_\infty^2 + s\|\tilde{w}\|_\infty^2\). We recall the following lemma:

**Lemma 15** (Lemma A.1 in [13]). For a random vector \(w \in \mathbb{R}^d\), where \(w_i \sim \text{Lap}(\lambda)\), then for any \(\zeta > 0\),
\[
\Pr(\|w\|_\infty^2 \geq 4\lambda^2 \log^2 \frac{1}{\zeta} \log^2 k) \leq \zeta.
\]

Take the union we have with probability at least \(1 - \zeta\),
\[
\sum_{i \in [s]} \|w_i\|_\infty^2 + s\|\tilde{w}\|_\infty^2 \leq O\left(\frac{K^4 \eta_0^2 T^2 \log^2 \frac{1}{\zeta} \log^2 s}{n^2 \epsilon^2}\right).
\]

For \(s\|\tilde{g}^t - g^t\|_\infty^2\), follow the proof of Lemma 8, we can see that when \(K = \frac{(n\epsilon)^{\frac{1}{4}}}{(T\gamma)^{\frac{1}{2}}}\) with probability at least \(1 - \zeta\),
\[
s\|\tilde{g}^t - g^t\|_\infty^2 \leq O\left(\frac{sTM \log \frac{d}{\zeta}}{n} + \frac{sT^2 K^4 \log^2 \frac{d}{\zeta}}{n^2} + \frac{sM^2}{K^T}\right) = O\left(\frac{sTM \log \frac{d}{\zeta}}{n}\right).
\]

In total, with probability \(1 - \zeta\) for each \(t \in [T]\),
\[
N^t + N_2^t = O\left(\frac{\eta^2 s^2 T^2 \log^2 \frac{d}{\zeta} \log^2 \frac{1}{\zeta}}{\gamma^2 n\epsilon} + \frac{sTM \log \frac{d}{\zeta}}{n\epsilon}\right) = O\left(\frac{\eta^2 s^2 T^2 \log^2 \frac{d}{\zeta} \log^2 \frac{1}{\zeta}}{\gamma^2 n\epsilon}\right).
\]

(73)

In the following we will assume the above event holds. We note that by our model for any \(w\)
\[
\gamma\|w - w^*\|_2^2 \geq L_D(w) - L_D(w^*) \geq \mu\|w - w^*\|_2^2.
\]

Thus we have
\[
L_D(w^{t+0.75}) - L_D(w^*) \leq (1 - \frac{5}{72} \frac{\mu}{\gamma})(L_D(w^t) - L_D(w^*)) + O\left(\frac{\eta^2 s^2 TM \log^2 \frac{d}{\zeta} \log \frac{1}{\zeta}}{\gamma^2 n\epsilon}\right)
\]

(74)

In the following we will show that \(w^{t+1} = w^{t+0.75}\) for all \(t\). We will use induction, assume \(w^{t+1} = w^{t+0.75}\) holds for all \(i \in [t - 1]\), we will show that it will also true for \(t\). Use (74) for \(i \in [t - 1]\) we have
\[
\mu\|w^{t+0.75} - w^*\|_2^2 \leq L_D(w^{t+0.75}) - L_D(w^*)
\]
\[
\leq (1 - \frac{5}{72} \frac{\mu}{\gamma})\|L_D(w^t) - L_D(w^*)\| + O\left(\frac{\gamma \eta^2 s^2 TM \log^2 \frac{d}{\zeta} \log \frac{1}{\zeta}}{\gamma^2 n\epsilon}\right)
\]
\[
\leq \gamma(1 - \frac{5}{72} \frac{\mu}{\gamma})\|w^t - w^*\|_2^2 + O\left(\frac{\gamma \eta^2 s^2 TM \log^2 \frac{d}{\zeta} \log \frac{1}{\zeta}}{\gamma^2 n\epsilon}\right).
\]

When \(\|w^t - w^*\|_2^2 \leq \frac{1}{2^t}\), and \(n\) is large enough such that
\[
n \geq O\left(\frac{1}{\mu^3} \frac{s^2 TM \log^2 \frac{d}{\zeta} \log \frac{1}{\zeta}}{\gamma^2 \epsilon}\right)
\]

Then \(\|w^{t+0.75}\|_2 \leq \|w^*\|_2 + \frac{1}{2} \leq 1\). Thus \(w^{t+1} = w^{t+0.75}\). So we have
\[
L_D(w^{T+1}) - L_D(w^*) \leq (1 - \frac{5}{72} \frac{\mu}{\gamma})T(\|L_D(w^1) - L_D(w^*)\| + O\left(\frac{s^2 TM \log^2 \frac{d}{\zeta} \log \frac{1}{\zeta}}{\mu^2 \gamma n\epsilon}\right)
\]

Thus, take \(T = \hat{O}\left(\frac{\log n}{\mu^3}\right)\) and \(s = O\left((\frac{2}{\gamma^2})^2 s^*\right)\) we have the result. \(\square\)