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Abstract—Robotic manipulation and control has increased in importance in recent years. However, state of the art techniques still have limitations when required to operate in real world applications. This paper explores Hindsight Experience Replay both in simulated and real environments, highlighting its weaknesses and proposing reinforcement-learning based alternatives based on reward and goal shaping. Additionally, several research questions are identified along with potential research directions that could be explored to tackle those questions.
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I. INTRODUCTION

Robotic control, planning, and manipulation have been attracting increasing attention in recent decades [1]–[3], but many problems remain to be addressed. Since object manipulation is a trivial task for humans, we expect robots to demonstrate comparable proficiency. However, while robots can excel in manipulating objects in a repetitive setup (e.g., factory-like conditions), where they can exploit known world priors (geometry, weight, position, etc.), they struggle in more challenging unstructured environments [4].

The complexity of robotic manipulation requires integrating interdisciplinary knowledge in order to reproduce a wide variety of human manipulation skills. Therefore, it is important to understand that manipulation is multimodal for humans. Vision, and even audition, is employed in the pre-grasping phase, or the planning phase; while other sensory inputs are used during the manipulation phase (using mainly tactile, but also visual and auditory information) [4].

Traditionally, robotic manipulation tasks have been solved by dividing the problem into subtasks and solving each subtask independently [5]–[7]. These techniques rely mainly on solving inverse kinematic equations [8]; i.e., finding what input parameters will move the gripper of a robotic arm along a trajectory to a desired target position and/or orientation. However, this problem has multiple solutions if the trajectory is not fully specified. This is why motion primitives [9] are typically used. These are a set of pre-computed robotic motions that have to be manually designed by an engineer. By sequentially employing these primitives, the robot can perform complex tasks.

However, recent advances in deep reinforcement learning (RL) have proved to be promising for robotic control [10]–[12]. The goal of these frameworks is to train a policy network that predicts the sequence of actions a robot must perform to successfully complete a certain task. In this approach, an agent (robot) explores the environment and receives feedback in the form of rewards, in a similar way that dogs are trained. These rewards can be dense (e.g., Euclidean distance to the target position) [13] or sparse (e.g., 1 if the task is completed, 0 otherwise). Even though dense rewards are generally preferred because they carry more information, these are hard to define, particularly for manipulation tasks, reason why sparse rewards are widely used in this context.

In this paper, the most popular state of the art technique for robotic manipulation is explored in order to identify its potential weaknesses, as well as the modifications required when it is applied on a real robot. Furthermore, several research questions derived from this exploration are identified along with possible solutions.

II. EXPLORING THE STATE OF THE ART

A. Related work

Typically, RL methods use the latest observations (from sensors) to improve the behaviour policy of the agent. In other words, the agent interacts with the environment guided by a reward signal. There are two main approaches used to manage how experience (i.e., sensor, reward, and action data) is used in the learning phase to update the policy network’s weights; these are called on-policy and off-policy methods.

In on-policy learning, the agent learns based on rewards achieved by the current policy. This means that the policy to be updated is the same policy that the agent is currently using; however, experience is used to determine what actions it takes. In other words, the policy updates with every interaction.

Alternatively, off-policy RL methods update a policy that is different from the one used to take actions. In this case, the agent interacts with the environment and stores the experience collected in a replay buffer, such that the data generated by each new policy πk will be kept in the replay buffer until a later time. Then, this replay buffer is used to train the policy πk+1, meaning experience from {π0, π1,...,πk} is considered when updating πk+1.

Deep Deterministic Policy Gradients (DDPG) [10] is an off-policy RL method that is composed of two different networks:
an actor, that will determine which action the agent performs, and a critic, which will rank how good or bad the action taken is, given a particular environment observation. Firstly, the actor network uses the mean of the values produced by the critic using a maximization objective. Additionally, the critic loss is the mean-squared-error (MSE) of the updated and original Q values and the updated Q value is obtained by the target network.

Off-policy reinforcement learning methods use experience replay during their learning phase. Typically, a random minibatch from this buffer would be sampled and used to update the network, tackling the problem in a similar fashion as supervised learning. There are many different techniques, however, to sample the experience to be used, and it has a direct impact on the learning capabilities of the previously mentioned off-policy RL algorithms. The experience replay technique that achieves better success rate in manipulation tasks is Hindsight Experience Replay (HER) [12].

HER is a replay strategy that can be used with any goal-based off-policy RL algorithm and works very efficiently with sparse rewards. In particular, HER has proven to be efficient when dealing with binary rewards. This replay strategy stores previous experience, and during the sampling phase, a set of sampled transitions have their goal $g$ replaced by $g'$, where $g'$ is an actual goal achieved later in the episode. For example, if we are training a robotic arm to reach a target position A, but instead the agent reaches the point B, in the standard RL framework it would usually get a negative reward or no reward, depending on the reward definition. Before updating the network, HER replaces goal of position A with the actually achieved position B, resulting in positive reward. This information can be used to accelerate the training, and therefore, even when the policy generates random actions, these altered transitions will help the agent learn the optimal policy more quickly.

**B. Simulated environment**

MuJoCo [14] is a physics engine perfectly suited to robotic manipulation simulation. Most state of the art RL methods are tested on manipulation tasks implemented on MuJoCo before moving to more challenging real-world scenarios. MuJoCo has a lot of community support and contributions, especially since becoming open-sourced, and there are many environments implemented by OpenAI Gym [15] that are based on MuJoCo. For all these reasons, the Mujoco simulator was selected to evaluate the RL algorithms explained in Section II-A.

There are two different robotic systems implemented on OpenAI Gym: the fetch and hand robotics simulators. We first explored HER on the fetch robotic tasks and it was found to be easy to train and it was able to learn fast. We also accelerated training with simple curriculum learning tricks, where we transferred knowledge to both the actor and critic networks from similar tasks using weight initialization (i.e. when learning to push a cube, you implicitly learn how to get to the cube, which can be used for a Pick&Place task). However, the algorithm was found to struggle more on more complex tasks where more advanced physics were involved, such as the Slide task, where the robot needs to hit a puck with the appropriate force so that it decelerates due to friction and stops at the target position.

While this algorithm was designed to solve this task, it has more difficulty in hand-based environments. In these environments, the goal is to manipulate an object so that it reaches a particular pose and/or position. However, in order to have a successful policy on these manipulation tasks, the algorithm needs to train for more than $38 \cdot 10^7$ time steps, which can be infeasible for most researchers. Furthermore, the success on the tasks is not perfect and still leaves room for improvement [16].

**C. Real Robot Challenge**

Simulators, particularly in the robotics context, are not perfect models of reality. There are multiple factors that make real world scenarios more challenging than a simulated environment. For example, sensors produce noisy data, or robots suffer from vibrations; both things that are not included in simulators. Robotic manipulation in the real world is still, therefore, very challenging. To direct attention towards real-world performance, the robotics community has been very active in organizing competitions like the Real Robot Challenge (RRC) [17].

The RRC is a competition organized by the Max Planck Institute for Intelligent Systems. The 2021 edition consisted of a three-fingered robot that had to carry a cube along specified goal trajectories. The organizers of the challenge provided a simulator of the robot along with remote access to real robots so that participants could run their experiments on a real setup. I decided to participate in the challenge as this was a great opportunity to explore HER on a real robot.

In order to solve the proposed task, a mix of goal-based sparse rewards and dense distance rewards was used. The goal-based sparse reward $r_{xy}$ was used to teach the robot how to move the cube along the surface (xy-plane) (see Eq. 1), while the role of the dense reward $r_z$ was to teach the robot how to lift the cube (see Eq. 2). To do so, the reward was weighted so that it received a smaller penalty when the cube was above the target location. This reward had to be included due to the difficulties that the standard HER algorithm was having in finding a successful grasping strategy. Both rewards were defined as follows:

$$r_{xy} = \begin{cases} 0 & \text{if } \|x_{ycube} - x_{ygoal}\| \leq 2\text{cm} \\ -1 & \text{otherwise} \end{cases}$$

$$r_z = \begin{cases} -20 |z_{cube} - z_{goal}| & \text{if } z_{cube} < z_{goal} \\ -10 |z_{cube} - z_{goal}| & \text{if } z_{cube} > z_{goal} \end{cases}$$

where $x_{ycube}$ are the x-y coordinates of the actual x-y coordinates of the cube, and $x_{ygoal}$ are the x-y coordinates of the desired goal, and $z_{cube}$ and $z_{goal}$ are the z-coordinates of the cube and goal, respectively.
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The policy was trained applying HER only to $r_{xy}$ and using domain randomization [18] to mimic the noise that the real robot and/or environment might add. This same policy was directly transferred to the real robot without any kind of domain adaptation and was able to successfully solve the task. Our submission outperformed all competitors’ submissions and won this phase of the challenge.

III. ADDRESSING RESEARCH QUESTIONS

Several research questions emerged after experimentation with state of the art techniques. Even though model-based off-policy RL algorithms can learn robotic manipulation tasks from scratch, the difficulty inherent in said tasks implies a huge investment in time and computing resources. This gives rise to a first question: How can a robot learn manipulation skills faster?

This was not the only limitation observed. State of the art techniques make use of known priors about the object being manipulated (e.g. weight, pose, shape, etc.), which limits the generalizability of the learned policy. While in simulated environments all this information is perfect, real world setups are noisy and sensors do not work as accurately. Furthermore, real world objects have a wide variety of shapes and weights, which makes manipulation impossible for an RL-based policy that has been trained to manipulate basic shapes such as cubes or spheres. Therefore, previous algorithms must be trained in a more diverse environment if the robot is to interact with the real world.

Advances in deep learning for computer vision over the last decade along with the emergence of new tactile technologies strongly suggests to consider using both vision and touch as plausible solutions for the above-mentioned problem. Humans make use of vision in order to understand the object to manipulate, and then touch to do the actual manipulation. Hence, we ask ourselves: How can a robot make use of vision and touch to achieve better dexterity in real world scenarios? How can a robot manipulate a wide variety of objects?

A. Multi-step robotic manipulation

One of the main reasons why state of the art techniques struggle to learn successful policies quickly is because manipulation tasks are usually too complex to be learned easily using sparse rewards. However, most manipulation tasks are a composition of several simpler tasks that are easier to learn. For example, teaching a robot how to reach a place in the space and how to pick an object independently is simpler than teaching a robot a pick & place task, and as a consequence the latter would probably take more time.

This is of particular interest for those tasks which require days of simulated experience in order to achieve a decent performance, like the OpenAI Gym’s robotic hand environments. There are three different robotic hand environments in OpenAI Gym, depending on the object to manipulate (a cube, a ball and a pen), and each of them has four different tasks with very different complexity depending on the target rotation vector. There is a task that requires the agent to apply random rotations only along the $z$ axis, a second task that requires random rotations along the $z$ axis and axis-aligned rotations for the $x$ and $y$ axes, a third task that does it along all axes, and a fourth task that also adds a target position (includes a translation besides the rotation desired).

The performance of HER drastically changes from the first of the tasks explained above to the second: while learning random rotations only along one axis is fast, when adding the other two rotations, even when those are axes-aligned, the simulated experience needed increases substantially, as the time steps needed to achieve a decent performance move from $2 \cdot 10^6$ to more than $38 \cdot 10^7$. Furthermore, while HER is able to solve the first task perfectly, this does not happen when adding rotations along all axis as success rate achieved, depending on the object that is being manipulated, ranges from 30% to 90%.

However, any rotation can be decomposed into three elementary consecutive rotations around specified fixed-axes that are named Davenport angles [19]. This problem can also be understood as finding the matrix decomposition of a rotation given a known coordinate reference system. In the context of the robotic hand environment, any cube rotation can be described as a concatenation of three rotations around the $z$, $x$ and $z$ axes, being only necessary to learn how to rotate the cube around two of the three axes.

B. Exploiting vision

Observations obtained from simulators usually consist of a concatenation of robot data and some kind of information about the object to be manipulated that, in a real setup, is supposed to be captured by different sensors (usually location and pose of the object). This information about the object, however, can also be obtained through vision. Pose estimation and object tracking have been two areas of great interest for the computer vision community, leading to the emergence of a wide variety of techniques capable of solving these problems. Furthermore, the increased interest in robotics in recent years has lead to the creation of datasets containing models of household objects ready to be used in the Mujoco simulator [20]. Considering that images can encode more meaningful information than just a pose descriptor, and the availability of data, it is sensible to utilize vision as a pillar towards improving robotic manipulation.

There are multiple ways to use vision in a robotic environment. For example, one approach consists of extracting whatever information is necessary from the manipulated object from the image observation (object pose, position, etc), and
concatenating this information to the robot data to use as input [21]. Other approaches, instead, encode all this information into a higher dimensional vector by using any state representation learning technique [2]. The use of known world priors can be determined in order to encode information and produce meaningful states (e.g. forcing states that are close to each other in time to be similar) [22].

Finding a way to embed meaningful visual information would also answer the second of the research questions proposed in the introduction of this Section. From vision, humans can not only identify what object they want to manipulate, the location and its pose, but they also can make assumptions on how much the object weighs and how much force will be needed to make the grasp. Therefore, this encoding technique should be able to model information of this kind. It is therefore obvious that robots need vision if we want them to be useful in the real world.

C. Exploiting Touch

Touch is the most important sense during the manipulation phase. Humans use touch in order to grasp the object, detect when it’s slipping because they’re not applying enough force, etc. Furthermore, there is no real way for a robot to have full certainty it is touching an object without tactile sensing. There are many different tactile sensors, and in recent years there have been a focus on creating simulators that model their behaviour. Therefore, the use of touch in robotic manipulation seems as obvious as the use of vision.

Some of the information useful for manipulation that have been mentioned in Section III-B is impossible to obtain without tactile sensing. For example, there is no way to predict how much an object will weight or how much force the robot will need to apply to lift an object without touch. Furthermore, touch can also be used to refine the observation obtained from vision, as a robot can touch an object before manipulating it and obtain additional information about it.

Usages of touch data in robotic manipulation may vary depending on the type of sensor [23], [24]. However, touch data is usually used as input data concatenated along robot data, or as an auxiliary source of information (e.g. a successful grasp can be detected through tactile information). There is still a lot to explore on this field as it is a fairly new research field.

IV. DISCUSSION

This paper has explored and highlighted the limitations that current deep reinforcement learning techniques have, particularly when solving complex manipulation tasks. Firstly, a mix of goal-based and dense rewards has been proposed in order to solve a manipulation task on a real robot. The addition of the dense reward was necessary because HER was not able to find a policy able to grasp the cube efficiently.

Furthermore, several research questions have been exposed, along with several potential solutions. Current state of the art techniques have a slow learning pace due to the amount of simulated data they need to achieve convergence. A goal-shaping based technique using Davenport angles has been proposed in order to accelerate learning. Additionally, the need of vision and touch has also been exposed, along with several research lines that these could lead to.

REFERENCES

[1] Mason, Matthew T. “Toward robotic manipulation.” Annual Review of Control, Robotics, and Autonomous Systems 1 (2018): 1-28.
[2] Lesort, Timotheé, et al. “State representation learning for control: An overview.” Neural Networks 108 (2018): 379-392.
[3] Vuong, Quan. “Machine Learning for Robotic Manipulation.” arXiv preprint arXiv:2101.00755 (2021).
[4] Billard, Aude, and Danica Kragic. “Trends and challenges in robot manipulation.” Science 364, no. 6446 (2019).
[5] Miller, Andrew T., et al. “Automatic grasp planning using shape primitives.” 2003 IEEE International Conference on Robotics and Automation (Cat. No. 03CH37422). Vol. 2. IEEE, 2003.
[6] Felip, Javier, Jame Laaksonen, Antonio Morales, and Ville Kyrki. “Manipulation primitives: A paradigm for abstraction and execution of grasping and manipulation tasks.” Robotics and Autonomous Systems 61, no. 3 (2013): 283-296.
[7] Yonededa, Takuma, et al. “Grasp and motion planning for dexterous manipulation for the real robot challenge.” arXiv preprint arXiv:2101.02842 (2021).
[8] Kucuk, Serdar, and Zafer Bingul. Robot kinematics: Forward and inverse kinematics. INTECH Open Access Publisher, 2006.
[9] Cohen, Benjamin J., Sachin Chitta, and Maxim Likhachev. “Search-based planning for manipulation with motion primitives.” In 2010 IEEE International Conference on Robotics and Automation, pp. 2902-2908. IEEE, 2010.
[10] Lilllicrap, Timothy P., et al. “Continuous control with deep reinforcement learning.” arXiv preprint arXiv:1509.02971 (2015).
[11] Fang, Meng, et al. “DHER: Hindsight experience replay for dynamic goals.” International Conference on Learning Representations, 2018.
[12] Andrychowicz, Marcin, et al. “Hindsight experience replay.” Advances in neural information processing systems 30 (2017).
[13] Wu, Zheng, et al. “Learning dense rewards for contact-rich manipulation tasks.” 2021 IEEE International Conference on Robotics and Automation (ICRA). IEEE, 2021.
[14] Todorov, Emanuel, Tom Erez, and Yuval Tassa. “Mujoco: A physics engine for model-based control.” 2012 IEEE/RSJ international conference on intelligent robots and systems. IEEE, 2012.
[15] Brockman, Greg, et al. “Openai gym.” arXiv preprint arXiv:1606.01540 (2016).
[16] Plappert, Matthias, et al. “Multi-goal reinforcement learning: Challenging robotics environments and request for research.” arXiv preprint arXiv:1802.09464 (2018).
[17] Bauer, Stefan, et al. “Real Robot Challenge: A Robotics Competition in the Cloud.” NeurIPS 2021 Competitions and Demonstrations Track. PMLR, 2022.
[18] Funk, Niklas, et al. “Benchmarking structured policies and policy optimization for real-world dexterous object manipulation.” IEEE Robotics and Automation Letters 7.1 (2021): 478-485.
[19] Malcolm D. Shuster, F. Landis Markley, “General formula for extraction of 3D Scanned Household Items.” arXiv preprint arXiv:2101.00755 (2021).
[20] Downs, Laura, et al. “Google Scanned Objects: A High-Quality Dataset of 3D Scanned Household Items.” arXiv preprint arXiv:2204.11918 (2022).
[21] Zhao, Zhong-Qiu, et al. “Object detection with deep learning: A review.” IEEE transactions on neural networks and learning systems 30.11 (2019): 3212-3232.
[22] Shelhamer, Evan, et al. “Loss is its own reward: Self-supervision for reinforcement learning.” arXiv preprint arXiv:1612.07307 (2016).
[23] Lambeta, Mike, et al. “Digit: A novel design for a low-cost compact high-resolution tactile sensor with application to in-hand manipulation.” IEEE Robotics and Automation Letters 5.3 (2020): 3838-3845.
[24] Tian, Stephen, et al. “Manipulation by feel: Touch-based control with deep predictive models.” 2019 International Conference on Robotics and Automation (ICRA). IEEE, 2019.