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Abstract
Given two graphs $G$ and $H$ its 1-join is the graph obtained by taking the disjoint union of $G$ and $H$ and adding all the edges between a nonempty subset of vertices of $G$ and a nonempty subset of vertices of $H$. In general, composition operations of graphs has played a fundamental role in some structural results of graph theory and in particular the 1-join composition has played an important role in decomposition theorems of several class of graphs such as the claw-free graphs, the bull-free graphs, the perfect graphs, etc.

A graph $G$ is called $\alpha$-critical if $\alpha(G \setminus e) > \alpha(G)$ for all the edges $e$ of $G$, where $\alpha(G)$, the stability number of $G$, is equal to the maximum cardinality of a stable set of $G$, and a set of vertices $M$ of $G$ is stable if no two vertices in $M$ are adjacent. The study $\alpha$-critical graphs is important, for instance a complete description of $\alpha$-critical graphs would yield a good characterization of the stability number of $G$.

In this paper we give necessary and sufficient conditions that $G$ and $H$ must satisfy in order to its 1-join will be an $\alpha$-critical graph. Therefore we get a very useful way to construct basic $\alpha$-critical graphs using the 1-join of graphs.

1 Introduction

One of the most important problems in graph theory consists on obtaining a good characterization of the members of a given class of graphs $G$. Thus, given a family of graphs $G$ we would like to have a (de)composition theorem for $G$, that is, we would like to have a way to construct all the graphs in $G$ using some “basic” class of graphs and some “basic” operations. For instance, if we have a good (de)composition theorem for $G$ we will get an easy way to recognize when a given graph $G$ belongs to $G$. In general, a decomposition theorem has as ingredients some basic subfamilies of $G$ and several types of construction of graphs, such as proper 2-join, balanced skew partitions for Berge graphs and $W$-join, hex-join and generalize 2-join for claw-free graphs, etc. Some examples of this decompositions theorems can be seen in [3, 4, 5, 6, 7].

The 1-join is an important composition operation of graphs that was used to construct decomposition theorems for several important families of graphs. In general, given two graphs $G$ and $H$ the 1-join of $G$ and $H$ is the graph obtained by taking the disjoint union of $G$ and $H$ and adding all the edges between a nonempty subset the vertices of $G$ and a nonempty subset of the vertices of $H$.

---
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A subset of vertices \( M \) is called a **stable set** if any couple of vertices in \( M \) are non adjacent. The **stability number** of a graph \( G \) is given by

\[
\alpha(G) = \max\{|M| \mid M \subset V(G) \text{ is a stable set in } G\}.
\]

A graph \( G \) is called \( \alpha \)-critical if \( \alpha(G \setminus e) > \alpha(G) \) for all \( e \in E(G) \). The definition of an \( \alpha \)-critical graph was firstly introduced in 1949 by Zykov [22].

The \( \alpha \)-critical graphs have quite interesting properties and have been obtained several beautiful theorems about their structure, see [15, chapter 12] for a survey. The classification and construction of \( \alpha \)-critical graphs is very important. For instance, a complete description of \( \alpha \)-critical graphs would yield a good characterization of \( \alpha(G) \). The first effort to construct \( \alpha \)-critical graphs was done by Plummer in [17]; in this article Plummer obtained a family of \( \alpha \)-critical graphs with an infinite number of elements.

Due to the \( \mathcal{NP} \)-completeness of the problem of calculating \( \alpha(G) \) we cannot assume that \( \alpha \)-critical graphs have a really simple structure, but several interesting and deep properties has been verified and a certain classification theorems has been proved.

The **defect** \( \delta(G) = |V(G)| - 2\alpha(G) = \tau(G) - \alpha(G) \) of a graph plays a central role in the study of \( \alpha \)-critical graphs. It was shown in [9] that this defect is non-negative, and the only connected \( \alpha \)-critical graph with defect zero is \( K_2 \). One of the most basic facts about \( \alpha \)-critical graphs is the following theorem done by Hajnal in [10]:

**Theorem 1.1 (Hajnal)** If \( G \) is a \( \alpha \)-critical graph, then \( \deg(v) \leq \delta(G) + 1 \) for all \( v \in V(G) \).

In particular this theorem implies that the only connected \( \alpha \)-critical graphs with defect one are the odd cycles. An odd subdivision of a graph consists in replacing its edges by an odd path. In this way we can say that the only connected \( \alpha \)-critical graphs with defect one are the odd subdivision of \( K_3 \).

Andrásfai proved in [1] a similar result for connected \( \alpha \)-critical graphs with defect two.

**Theorem 1.2 (Andrásfai)** If \( G \) is a \( \alpha \)-critical graph with defect two, then \( G \) is the odd subdivision of \( K_4 \).

Surányi in [18] gives a characterization of the \( \alpha \)-critical graph with defect three in the following theorem:

**Theorem 1.3 (Surányi)** If \( G \) is an \( \alpha \)-critical graph with defect three, then either \( G \) is the odd subdivision of \( K_5 \) or one of the following graphs:
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Finally, Lovász in [13] proved that \( \alpha \)-critical graphs with a fixed defect can be obtained from a finite number of “basic” graphs by odd subdivision.

This paper is organized as follows: In section 2 we introduce some basic operations of graphs that are useful to construct \( \alpha \)-critical graphs. Section 3 contains the theorem 3.1
that is the main result of the paper. Theorem 3.1 gives necessary and sufficient conditions that G and H must satisfy in order to its 1-join will be an \( \alpha \)-critical graph. In particular we find that every \( \alpha \)-critical graph G is the 1-join of \( G \setminus v \) and \( K_1 \). Moreover, this observation can be used in order to construct \( \alpha \)-critical graphs in a non-trivial way; see [20].

In order to use the 1-join composition of graphs we need to have two pairs of graphs \((G, G_0)\) and \((H, H_0)\) where \( G_0 \) and \( H_0 \) are maximal induced subgraphs of \( G \) and \( H \) with stability number equal to \( \alpha(G_0) = \alpha(G) - 1 \) and \( \alpha(H_0) = \alpha(H) - 1 \). Thus, in section 4 we characterize all the maximal induced subgraphs \( G_0 \) of a graph \( G \) with stability number equal to \( \alpha(G_0) = \alpha(G) - 1 \) when \( G \) is the edge-vertex composition and the 1-join composition of two graphs. Finally, in section 5 we characterize the basic \( \alpha \)-critical graphs that are the 1-join of two graphs, that is, we give necessary and sufficient conditions in order that the 1-join composition of two graphs would be splitting free, odd edge-subdivision free and duplication free.

2 Preliminaries

Now, we will fix some notation that we will need. The set of neighborhoods of a subset of vertices \( V' \subset V(G) \) is equal to

\[
N_G(V') = \{u \mid u \text{ is adjacent to some } v \in V' \}
\]

and the closed neighborhood of \( V' \), denoted by \( N_G[V'] \), is equal to \( N_G[V'] = V' \cup N(V') \). We will denote the set of neighborhoods of \( V' \) by \( N(V') \) if \( G \) is understood for the context.

The induced subgraph of \( G \) on a set \( V' \subset V(G) \), denoted by \( G[V'] \), is the subgraph of \( G \) with vertex set equal to \( V' \) and edge set equal to

\[
E(G[V']) = \{e = \{u, v\} \mid e \in E(G) \text{ such that } u, v \in V'\}.
\]

If \( V_0 \subseteq V(G) \), then \( G \setminus V_0 \) will denote the induced subgraph \( G[V(G) \setminus V_0] \) of \( G \).

To get an explanation of terms and symbols see [8].

2.1 Basic operations on \( \alpha \)-critical graphs

In this subsection we will explain with some detail some of the most simple operations that preserve the \( \alpha \)-criticality of the graphs and that play an important role in the classification and construction of \( \alpha \)-critical graphs.

**Edge subdivision** Let \( G \) be a graph and \( e = \{u, v\} \) and edge of \( G \). The odd subdivision of \( e \) in \( G \), denoted by \( s(G, e) \), is the new graph given by:

- \( V(s(G, e)) = V(G) \cup \{u', v'\} \) and
- \( E(s(G, e)) = (E(G) \setminus e) \cup \{u, u'\} \cup \{u', v'\} \cup \{v', v\} \).

\[3\]
We say that a graph $G$ is \textit{odd-subdivision reducible} if there exist a graph $G'$ and an edge $e \in E(G')$ such that $G$ can be obtained by the odd-subdivision of the edge $e$ in $G'$. A graph $G$ is called \textit{odd-subdivision free} if it is not odd-subdivision reducible.

\textbf{Vertex splitting} Let $G$ be a graph and $v$ a vertex of $G$. The splitting of $v$ in $G$, denoted by $s(G,v)$, is the new graph given by:

\begin{itemize}
\item $V(s(G,v)) = (V(G) \setminus v) \sqcup \{v', v'', u\}$ and
\item $E(s(G,v)) = (E(G) \setminus \{\{x,v\} \mid x \in N(v)\}) \cup E_{v'} \cup E_{v''} \cup \{u,v'\} \cup \{u,v''\}$
\end{itemize}

where $E_{v'} = \{\{v',y\} \mid y \in N_{v'}\}$, $E_{v''} = \{\{v'',y\} \mid y \in N_{v''}\}$ with $N_{v'} \cup N_{v''} = N_G(v)$, $N_{v'} \cap N_{v''} = \emptyset$ and $N_{v'},N_{v''} \neq \emptyset$.

Note that, if $e = \{v,w\}$ and we take $N_{v'} = N(v) \setminus \{w\}$ and $N_{v''} = \{w\}$, then $s(G,v) = s(G,e)$ and therefore the splitting of vertices is a generalization of the odd subdivision of edges.

We say that a graph $G$ is \textit{splitting reducible} if there exists a graph $G'$ and a vertex $v \in V(G')$ such that $G$ can be obtained by splitting the vertex $v$ in $G'$. A graph $G$ is called \textit{splitting free} if it is not splitting reducible.

\textbf{Vertex duplication} Let $G$ be a graph and $v$ a vertex of $G$, then the duplication of $v$ in $G$, denoted by $d(G,v)$, is the graph given by:

\begin{itemize}
\item $V(d(G,v)) = V(G) \sqcup \{v'\}$ and
\item $E(d(G,v)) = E(G) \cup \{\{v',u\} \mid u \in N[v]\}$.
\end{itemize}

We say that a graph $G$ is \textit{duplication reducible} if there exists a graph $G'$ and a vertex $v \in V(G')$ such that $G$ can be obtained by the duplication of the vertex $v$ in $G'$. A graph $G$ is called \textit{duplication free} if it is not duplication reducible.

Note that $K_n = d(K_{n-1},v)$ for all $v \in V(K_{n-1})$ and $n \in \mathbb{N}$, in particular $K_2$ is the duplication of the trivial graph $K_1$ with only one vertex.

Now, we will turn our sight to more general constructions that preserve $\alpha$-criticality and permit to construct a huge number of $\alpha$-critical graphs.
**Edge-Vertex composition** Let $G$ and $H$ be $\alpha$-critical graphs, $e = \{v_1, v_2\}$ an edge of $G$ and $v$ a vertex of $H$. The edge-vertex composition of $(G, e)$ by $(H, v)$, denoted by $c(G, e, H, v)$, is the graph given by

- $V(c(G, e, H, v)) = V(G) \cup (V(H) \setminus v)$
- $E(c(G, e, H, v)) = (E(G) \setminus e) \cup E(H \setminus v) \cup (\{v_1, u\} | u \in U_1) \cup (\{v_2, u\} | u \in U_2)),$

where $U_1$ and $U_2$ are disjoint non empty sets such that $U_1 \cup U_2 = N(v)$.

We say that a graph $W$ is edge-vertex composition reducible if there exist graphs $G$ and $H$, $e = \{v_1, v_2\}$ an edge of $G$ and $v$ a vertex of $H$ such that $W$ is the edge-vertex composition of $(G, e)$ by $(H, v)$. A graph $W$ is called edge-vertex composition free if it is not Edge-Vertex composition reducible.

It is not difficult to see that, $c(G, e, K_3, v) = s(G, e)$ and $c(K_3, e, G, v) = s(G, v)$, therefore the edge-vertex composition of graphs is a generalization of the odd subdivision of $e$ in $G$ and the splitting of $v$ in $G$.

The edge-vertex composition introduced by Wessel in [21] is useful to give a characterization of all the $\alpha$-critical graphs with connectivity equal to two, see also Lovász [14, Lemma 12.1.5].

**Proposition 2.1 ([21])** Let $G$ and $H$ be two $2$-connected $\alpha$-critical graphs, $e$ an edge of $G$ and $v$ a vertex of $H$, then $c(G, e, H, v)$ is an $\alpha$-critical graph. Moreover, if $W$ is an $\alpha$-critical graph with connectivity two, then $W = c(G, e, H, v)$ for some $\alpha$-critical graphs $G$ and $H$.

### 3 1-join composition for $\alpha$-critical graphs

Inspired by a dual form of the edge-vertex composition we obtain a special form of the 1-join composition that is very useful to construct $\alpha$-critical graphs. The 1-join composition has been a very general and useful way to construct graphs of several important families of graphs. The special form of the 1-join composition that we will introduce is a very good way of constructing $\alpha$-critical graphs.

Let $G$ and $H$ be graphs, $G_0$ and $H_0$ be induced subgraphs of $G$ and $H$ respectively. The 1-join composition of $G$ and $H$, denoted by $j(G, G_0, H, H_0)$, is the graph given by:

- $V((G, G_0, H, H_0)) = V(G) \cup V(H)$,
- $E(j(G, G_0, H, H_0)) = E(G) \cup E(H) \cup \{u, v\} | u \notin V(G_0)$ and $v \notin V(H_0)$. 


We say that a graph \( J \) is 1-join reducible or that admits a 1-join if there exist graphs \( G \) and \( H \) and induced subgraphs \( G_0 \) and \( H_0 \) of \( G \) and \( H \) respectively, such that \( J \) is the 1-join composition of \( G \) and \( H \). A graph \( J \) is called 1-join free if it is not 1-join reducible.

\[
G_0 \quad \begin{array}{c}
\begin{array}{c}
G
\end{array}
\end{array} \quad \begin{array}{c}
\begin{array}{c}
H
\end{array}
\end{array} \quad \begin{array}{c}
\begin{array}{c}
H_0
\end{array}
\end{array} \quad \Rightarrow \quad \begin{array}{c}
\begin{array}{c}
G
\end{array}
\end{array} \quad \begin{array}{c}
\begin{array}{c}
H
\end{array}
\end{array}
\]

The next theorem gives us the necessary and sufficient conditions in order that the 1-join of two graphs to be an \( \alpha \)-critical graph.

**Theorem 3.1** Let \( G \) and \( H \) be graphs, \( G_0 \) and \( H_0 \) be induced subgraphs of \( G \) and \( H \) with \( \alpha(G_0) = \alpha(G) - 1 \) and \( \alpha(H_0) = \alpha(H) - 1 \), then

\[
\alpha(j(G, G_0, H, H_0)) = \alpha(G) + \alpha(H) - 1. \quad (*)
\]

Moreover, \( J = j(G, G_0, H, H_0) \) is an \( \alpha \)-critical graph if and only if

(i) \( G_0 \) and \( H_0 \) are maximal (with respect to the inclusion of vertices) induced subgraphs of \( G \) and \( H \) with \( \alpha(G_0) = \alpha(G) - 1 \) and \( \alpha(H_0) = \alpha(H) - 1 \),

(ii) the edges in \( E(G) \setminus E(G_0) \) and \( E(H) \setminus E(H_0) \) are \( \alpha \)-critical edges of \( G \) and \( H \) respectively,

(iii) if \( e \in E(G_0) \), then \( e \) is either \( \alpha \)-critical of \( G \) or \( G_0 \) and if \( e \in E(H_0) \), then \( e \) is either \( \alpha \)-critical of \( H \) or \( H_0 \).

**Proof.** Let \( M \) be a stable set of \( J = j(G, G_0, H, H_0) \) and take \( M_G = M \cap V(G) \) and \( M_H = M \cap V(H) \).

Firstly, we will prove that \( \alpha(J) = \alpha(G) + \alpha(H) - 1 \). Since \( \alpha(G_0) = \alpha(G) - 1 \), then there exists a stable set \( M_{G_0} \) of \( G_0 \) with \( |M_{G_0}| = \alpha(G) - 1 \). Let \( M'_H \) be a maximum stable set of \( H \), then \( M_{G_0} \cup M'_H \) is a stable set of \( J \). Thus, clearly \( \alpha(j(G, G_0, H, H_0)) \geq |M_{G_0} \cup M'_H| \geq \alpha(G) + \alpha(H) - 1 \) because \( M_{G_0} \cap M'_H = \emptyset \).

Now, we will prove the other inequality. Clearly \( |M_G| \leq \alpha(G) \), \( |M_H| \leq \alpha(H) \) and moreover \( \alpha(j(G, G_0, H, H_0)) \leq \alpha(G) + \alpha(H) \). Furthermore, if either \( |M_G| \leq \alpha(G) - 1 \) or \( |M_H| = \alpha(H) - 1 \), then we will have that \( \alpha(J) \leq \alpha(G) + \alpha(H) - 1 \). Hence it only remains to considerer when either \( |M_G| = \alpha(G) \) or \( |M_H| = \alpha(H) \). If we assume that \( |M_G| = \alpha(G) \), then we have that \( M_G \cap (V(G) \setminus V(G_0)) \neq \emptyset \) because \( \alpha(G_0) = \alpha(G) - 1 \). Therefore \( M_H \subset V(H_0) \) because \( N_H(u) = V(H) \setminus V(H_0) \) for all \( u \in V(G) \setminus V(G_0) \). Since \( \alpha(H_0) = \alpha(H) - 1 \) we have that \( |M_H| \leq \alpha(H) - 1 \) and we obtain that \( \alpha(J) \leq \alpha(G) + \alpha(H) - 1 \). In the same way if we assume that \( |M_H| = \alpha(H) \) we obtain that \( |M| \leq \alpha(G) + \alpha(H) - 1 \). Therefore we can conclude that \( \alpha(J) = |M| \leq \alpha(G) + \alpha(H) - 1 \).

Now, we will prove that \( J \) is \( \alpha \)-critical whenever \( G \), \( G_0 \) and \( H \), \( H_0 \) satisfy the properties (i), (ii) and (iii). Let us take an edge \( e \) of \( J \). We will prove that \( e \) is a \( \alpha \)-critical edge.
• If $e \in E(G) \setminus E(G_0)$, let $M'$ and $M_{H_0}$ be maximum stable sets of $G \setminus e$ and $H_0$ respectively. Then $M = M' \cup M_{H_0}$ is a stable set of $J \setminus e$ with $(\alpha(G) + 1) + (\alpha(H) - 1) = \alpha(G) + \alpha(H)$ vertices and therefore $e$ is an $\alpha$-critical edge of $J$.

• If $e \in E(G_0)$ and $e$ is an $\alpha$-critical edge of $G$, then we can use the same argument that in the previous case.

• If $e \in E(G_0)$ and $e$ is an $\alpha$-critical edge of $G_0$, let $M'_{G_0}$ and $M_H$ be maximum stable sets of $G_0 \setminus e$ and $H$ respectively. Then $M = M'_{G_0} \cup M_H$ is a stable set of $J \setminus e$ with $\alpha(G) + \alpha(H)$ vertices and therefore $e$ is an $\alpha$-critical edge of $J$.

• By symmetry of $J$ with respect to $G$ and $H$ we can use the same arguments to prove that the edges of $H$ are $\alpha$-critical edges of $J$.

• If $e = \{u, v\}$ for some $u \notin V(G_0)$ and $v \notin V(H_0)$. Since $G_0$ and $H_0$ are maximal induced subgraphs of $G$ and $H$, then there exist $M_u$ and $M_v$ stable set of $G$ and $H$ respectively with $u \in M_u$, $v \in M_v$, $|M_u| = \alpha(G)$, $|M_v| = \alpha(H)$, $M_u \cup u \subset V(G_0)$ and $M_v \cup v \subset V(H_0)$. Hence $M = M_u \cup M_v$ is a stable set of $J \setminus e$ with $\alpha(G) + \alpha(H)$ vertices and therefore $e$ is an $\alpha$-critical edge of $J$.

To finish we will prove that if $j(G, G_0, H, H_0)$ is an $\alpha$-critical graph, then $G, G_0$ and $H, H_0$ satisfy the properties $(i), (ii)$ and $(iii)$.

Let us assume that neither $G_0$ is a maximal induced subgraph of $G$ nor $H_0$ is a maximal induced subgraph of $H$. Hence there exist $G'_0$ and $H'_0$ maximal induced subgraphs of $G$ and $H$ with $V(G_0) \subseteq V(G'_0)$ and $V(H_0) \subseteq V(H'_0)$. Using $(\ast)$ we have that $j(G, G'_0, H, H'_0)$ is a graph with stability number equal to $\alpha(G) + \alpha(H) - 1$ and since $j(G, G'_0, H, H'_0)$ is a spanning subgraph of $J$ with $E(j(G, G'_0, H, H'_0)) \subseteq E(J)$, then $J$ can not be an $\alpha$-critical graph; a contradiction.

Now, let us take an edge $e$ of $G$, if $e \in E(G) \setminus E(G_0)$ and $e$ is not an $\alpha$-critical edge of $G$, then $\alpha(G \setminus e) = \alpha(G)$ and clearly $G_0$ is an induced subgraph of $G \setminus e$ with $\alpha(G_0) = \alpha(G \setminus e)$. Since $j(G \setminus e, G_0, H, H_0) = J \setminus e$ and using $(\ast)$ we obtain that $\alpha(j(G \setminus e, G_0, H, H_0)) = \alpha(J)$; a contradiction to the fact that $J$ is an $\alpha$-critical graph. In a similar way if $e \in E(G_0)$ and $e$ is not an $\alpha$-critical edge of $G$ or $G_0$, then $\alpha(G \setminus e) = \alpha(G)$ and $G_0 \setminus e$ is an induced subgraph of $G \setminus e$ with $\alpha(G_0 \setminus e) = \alpha(G \setminus e) - 1$. Hence using $(\ast)$ we obtain that $\alpha(j(G \setminus e, G_0 \setminus e, H, H_0)) = \alpha(J)$ and therefore $J$ would not be an $\alpha$-critical graph; a contradiction.

By the symmetry of $j(G, G_0, H, H_0)$ with respect to $G$ and $H$, we can apply the same arguments when $e$ is an edge of $H$.

If we take $G = K_1$, $G_0$ as the empty graph (note that $G_0 = G \setminus N[u]$ with $u$ the only one vertex of $G$) and $H_0 = H \setminus N[v]$ for some vertex of $H$, then $j(G, G_0, H, H_0) = d(H, v)$. Therefore we can think the 1-join of graphs as a generalization of the duplication of a vertex.

Note that in contrast to the edge-vertex composition of graphs, the 1-join of two graphs allows to construct $\alpha$-critical graphs with high connectivity.

The previous theorem tells us that the 1-join of two graphs $G$ and $H$ can be an $\alpha$-critical even if $G$ and $H$ are not $\alpha$-critical graphs. In fact, if either $G$ is an $\alpha$-critical
graph or $G_0$ is an $\alpha$-critical graph and the edges in $E(G) \setminus E(G_0)$ are $\alpha$-critical edges of $G$, and either $H$ is an $\alpha$-critical graph or $H_0$ is $\alpha$-critical graph and the edges in $E(H) \setminus E(H_0)$ are $\alpha$-critical edges of $H$, then $j(G, G_0, H, H_0)$ is an $\alpha$-critical graph.

An implication of the theorem 3.1 is the following corollary:

**Corollary 3.2** Let $G$ and $H$ be graphs, $G_0$ and $H_0$ be induced subgraphs of $G$ and $H$, then $J = j(G, G_0, H, H_0)$ is an $\alpha$-critical graph if and only if $G_1 = j(G, G_0, K_1, \emptyset)$ and $H_1 = j(H, H_0, K_1, \emptyset)$ are $\alpha$-critical graphs.

**Proof.** It follows directly from theorem 3.1.

See [2] for a similar result for perfect graphs.

Now, we will study some special cases of the 1-join of graphs.

**Corollary 3.3** Let $G$ and $H$ be graphs, $G_0$ and $H_0$ be induced subgraphs of $G$ and $H$ with $\alpha(G_0) = \alpha(G) - 1$ and $\alpha(H_0) = \alpha(H) - 1$ such that $G, G_0, H$ and $H_0$ satisfy the conditions (i), (ii) and (iii), then

- $j(G, G_0, H, H_0) \setminus u$ is an $\alpha$-critical graph if and only if $G_0 = G \setminus u$ for some $u \in V(G)$.
- $j(G, G_0, H, H_0) \setminus \{u, v\}$ is an $\alpha$-critical graph if and only if $G_0 = G \setminus u$ for some $u \in V(G)$ and $H_0 = H \setminus v$ for some $v \in V(H)$.

**Proof.** The result is followed by using the same arguments as in the proof of the previous theorem and the observation that if $G_0 = G \setminus N[v]$ for some $v \in V(G)$, $e \in E(G_0)$ is $\alpha$-critical graph of $G$ but not an $\alpha$-critical graph of $G_0$ and $M$ is a maximum stable set of $G \setminus e$, then $M \cap \{v\} = \emptyset$.

Using two graphs $G$ and $H$ as blocks and the theorem 4 and corollary 2 we can construct $\alpha$-critical graphs with defect equal to $\delta(G) + \delta(H) + 2$, $\delta(G) + \delta(H) + 1$ and $\delta(G) + \delta(H)$.

The following graph is an example of an $\alpha$-critical graph $j(G, G_0, H, H_0)$ with $G = K_1$, $V(G_0) = \emptyset$ and $H$ is not an $\alpha$-critical graph.

![Graph Example](image)

Theorem 3.1 tell us that in order to construct $\alpha$-critical graphs from two $\alpha$-critical graphs $G$ and $H$, then we need to have maximal induced subgraphs $G_0$ and $H_0$ of $G$ and $H$ respectively. The following theorem gives us a good source of this type of induced graphs.

**Theorem 3.4** Let $G$ be a graph and $v$ a vertex of $G$. Then every edge of $G$ incident with $v$ is an $\alpha$-critical edge of $G$ if and only if $G_v = G \setminus N[v]$ is a maximal induced subgraph of $G$ with $\alpha(G_v) = \alpha(G) - 1$. 

8
Proof. (⇒) Let $M$ be a stable set of $G_v = G \setminus N[v]$. We have that $|M| \leq \alpha(G) - 1$. Since if we suppose that $|M| > \alpha(G) - 1$, then $M \cup \{v\}$ would be a stable set of $G$ with $|M \cup \{v\}| > \alpha(G)$; a contradiction.

Now, let $w \in N(v)$. Since $e = \{v, w\}$ is an $\alpha$-critical edge of $G$, then there exists a stable set $M_w$ of $G \setminus e$ with $|M_w| = \alpha(G) + 1$ and $v, w \in M_w$. Hence $\alpha(G_w) = \alpha(G) - 1$ because $M_w \setminus \{v, w\}$ is a stable set of $G_v$ ($M_w \cap N[v] = \{v, w\}$) with $\alpha(G) - 1$ vertices. Moreover, $G_v$ is maximal because for all $w \in N(v)$ we have that $M_w \setminus v$ is a stable set of $G[V(G_v) \cup \{w\}]$ with $\alpha(G)$ vertices and $M_w \setminus w$ is a stable set of $G[V(G_v) \cup \{v\}]$ with $\alpha(G)$ vertices.

($\Leftarrow$) Let $w \in N(v)$ and $e = \{v, w\}$, since $G_v$ is a maximal induced subgraph of $G$ with $\alpha(G_v) = \alpha(G) - 1$, then $\alpha(G[(V(G) \setminus N[v]) \cup \{w\}]) = \alpha(G)$. Furthermore, if $M$ a maximum stable set of $G[(V(G) \setminus N[v]) \cup \{w\}]$, then $M \cup \{v\}$ is a stable set of $G \setminus e$ and therefore $e$ is an $\alpha$-critical edge of $G$. □

Corollary 3.5 A graph $G$ is $\alpha$-critical if and only if $G_v = G \setminus N[v]$ is a maximal induced subgraph of $G$ with $\alpha(G_v) = \alpha(G) - 1$ for all $v \in V(G)$.

Proof. It follows directly from theorem 3.4. □

By theorems 3.1 and 3.4 and since $\alpha(G \setminus v) = \alpha(G)$, then we have that every $\alpha$-critical graph is the 1-join of the pairs $(G \setminus v, G \setminus N[v])$ and $(K_1, \emptyset)$. This trivial way to compose an $\alpha$-critical graph as the 1-join of two graphs is interesting, for instance in [20] this observation is used in order to study the special case when $\alpha(G) = 2$. The case when $\alpha(G) = 2$ is the most simple case because we have that $G_v$ is a complete graph. More precisely, in [20] it is described a process that uses a $\Delta$-hypergraph $H$ as a base in order to construct a new $\alpha$-critical graph $H'$ with $\alpha(H') = 2$.

The construction described in [20] is a generalization of the dual (under taking the complement of graphs) of Mycielski construction of triangle-free graphs, see [16] or [11, pag. 253] for a description of Mycielski construction.

Let $a$ be a fixed natural number, for $a = 2$ and $a = 3$ the corollary 3.5 can be use in order to construct a polynomial algorithm (with complexity $|V(G)|^a$) that recognizes $\alpha$-critical graphs with stability number equal to $a$, see [12] for details of the algorithm for graphs with stability number 2 and 3.

Note that not all the maximal induced subgraphs $G_0$ of an $\alpha$-critical graph $G$ with $\alpha(G_0) = \alpha(G) - 1$ are equal to $G_v = G \setminus N[v]$ for some $v \in V(G)$. For instance in the following two graphs take $H_0$ as the induced subgraph by $V' = \{v_1, v_2, v_3, v_4, v_5\}$. Is not difficult to check that $H_0$ is a maximal induced subgraph with $\alpha(H_0) = \alpha(H) - 1$ but $H_0 \not= H_v$ for all $v \in V(H)$. 
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In the first graph, \( H_0 \) is an \( \alpha \)-critical graph (isomorphic to \( C_3 \)) and in the second graph \( H_0 \) is not an \( \alpha \)-critical graph (because \( \{v_1, v_3\} \) is not an \( \alpha \)-critical edge of \( G \)).

A maximal induced subgraph \( G_0 \) of a graph \( G \) with \( \alpha(G_0) = \alpha(G) - 1 \) is called canonical if \( G_0 = G \setminus N[v] \) for some \( v \in V(G) \) and is called non-canonical if it is not canonical.

## 4 Maximal induced subgraphs

In order to use theorem 3.1 to construct \( \alpha \)-critical graphs we need to have two pairs of graphs \( (G, G_0) \) and \( (H, H_0) \) where \( G_0 \) and \( H_0 \) are maximal induced subgraphs of \( G \) and \( H \) respectively with stability number equal to \( \alpha(G_0) = \alpha(G) - 1 \) and \( \alpha(H_0) = \alpha(H) - 1 \) and such that it satisfies (i), (ii) and (iii) in theorem 3.1. If \( G \) is \( \alpha \)-critical, then we only need that \( G_0 \) will be a maximal induced subgraph of \( G \) with \( \alpha(G_0) = \alpha(G) - 1 \).

The next two theorems give us a characterizations of the maximal induced subgraphs \( G_0 \) of \( G \) with \( \alpha(G_0) = \alpha(G) - 1 \) when \( G \) is the edge-vertex composition and the 1-join of two graphs.

First we solve the case when \( G \) is the edge-vertex composition of two graphs.

**Theorem 4.1** Let \( G \) and \( H \) be \( \alpha \)-critical graphs, \( e = \{v_1, v_2\} \) an edge of \( G \) and \( v \) a vertex of \( H \), then \( W_0 \) is a maximal induced subgraph of \( W = c(G, e, H, v) \) with \( \alpha(W_0) = \alpha(W) - 1 \) if and only if \( W_0 \) is one of the following graphs:

(i) \( W[V(G_0') \cup (V(H) \setminus v)] \) where \( G_0' \) a maximal induced subgraph of \( G \) with \( \alpha(G_0') = \alpha(G) - 1 \).

(ii) \( c(G, e, H_0', v) = W[V(G) \cup (V(H_0') \setminus v)] \) where \( v \in V(H_0') \) and \( H_0' \) is a maximal induced subgraph of \( H \) with \( \alpha(H_0') = \alpha(H) - 1 \).

(iii) \( W[(V(G) \setminus v_i) \cup V(H_0')] \) for \( i = 1, 2 \) and \( v \notin V(H_0') \) and \( H_0' \) is a maximal induced subgraph of \( H \) with \( \alpha(H_0') = \alpha(H) - 1 \).

(iv) \( W[V(G_0') \cup v_i \cup (V(H) \setminus (N_W(v_j) \cup v))] \) for \( i, j \in \{1, 2\} \) and \( i \neq j \) where \( v_i \notin V(G_0') \) and \( G_0' \) a maximal induced subgraph of \( G \) with \( \alpha(G_0') = \alpha(G) - 1 \).

**Proof.** Before we start the proof we will prove the following basic result:

**Claim 4.2** Let \( G \) and \( H \) be graphs, \( e = \{v_1, v_2\} \) an edge of \( G \) and \( v \) a vertex of \( H \), then
\[
\alpha(c(G, e, H, v)) \leq \alpha(G) + \alpha(H).
\]

**Proof.** Let \( M \) be a maximum stable set of \( c(G, e, H, v) \) and let us take \( M_G = V(G) \cap M \) and \( M_H = V(H) \cap M \). Clearly \( |M_G| \leq \alpha(G) + 1 \) and \( |M_H| \leq \alpha(H) \) because we have that \( M_G \) and \( M_H \) are stable sets of \( G \setminus e \) and \( H \setminus v \) respectively.

If \( \{v_1, v_2\} \not\subset M \), then we have that \( |M_G| \leq \alpha(G) \) because in this case \( M_G \) would be a stable set of \( G \). Hence we have that if \( |M_G| = \alpha(G) + 1 \), then \( v_1, v_2 \in M \). Also,
if \( v_1, v_2 \in M \), then we will have that \( M_H \cup \{v\} \) is a stable set of \( H \) and therefore \( |M_H| \leq \alpha(H) - 1 \). Using this two previous observation is not difficult to conclude that

\[
\alpha(c(G,e,H,v)) = |M| = |M_G| + |M_H| \leq \alpha(G) + \alpha(H).
\]

\( (\Leftarrow) \) Let \( W_0 = W[V(G_0') \cup (V(H) \setminus v)] \) where \( G_0' \) is a maximal induced subgraph of \( G \) with \( \alpha(G_0') = \alpha(G) - 1 \). Since \( \alpha(H \setminus v) = \alpha(H) \) (\( H \) is \( \alpha \)-critical), then using claim 1 and the fact that the stability number of the disjoint union of two graphs is equal to the sum of the stability numbers of this two graphs, is not difficult to see that \( \alpha(W_0) \leq \alpha(G) - 1 + \alpha(H) = \alpha(W) - 1 \).

On the other hand, for \( i = 1, 2 \) let us take \( M_{v_i} = (M \setminus v) \cup \{v_i\} \) where \( M \) is a maximum stable set of \( H \setminus e' \) with \( e' = \{v, w\} \in E(H) \) and \( w \in N_{W}(v_j) \cap V(H) \). Clearly \( M_{v_1} \) and \( M_{v_2} \) are stable sets of \( H' = W[(V(H) \setminus v) \cup \{v_1, v_2\}] \) with \( \alpha(H) + 1 \) vertices.

Let \( M_{G_0'} \) be a maximum stable set of \( G' \), since \( v_1 \notin M_{v_2}, v_2 \notin M_{v_1} \) and \( \{v_1, v_2\} \notin M_{G_0'} \), then we can conclude that

\[
\alpha(W_0) = \alpha(G_0') + \alpha(H \setminus v) = \alpha(G) - 1 + \alpha(H) = \alpha(W) - 1.
\]

It only remains to prove that \( W_0 \) is a maximal induced subgraph of \( W \) with \( \alpha(W_0) = \alpha(W) - 1 \). Let us take \( u \in V(W) \setminus V(W_0) = V(G) \setminus V(G_0) \). By the maximality of \( G_0 \) we have that there exists a maximum stable set \( M_u = M_{G_0'} \cup \{u\} \) (where \( M_{G_0'} \) is a maximum stable set of \( G' \)) of \( G' = G[V(G_0') \cup \{u\}] \) with \( \{v_1, v_2\} \notin M_u \) and \( \alpha(G) \) vertices. Since \( \alpha(H \setminus v) = \alpha(H) \), then there exists a stable set \( S \) of \( H \setminus v \) with \( \alpha(H) \) vertices. If \( v_1, v_2 \notin M_u \), then \( M_u \cup S \) is a maximum stable set of \( W[V(W_0) \cup \{u\}] \) with \( \alpha(W_0) + 1 = \alpha(G) + \alpha(H) \) vertices. If \( v_i \in M_u \) and \( v_j \notin M_u \) for \( \{i, j\} = \{1, 2\} \), then \( M_u \cup M_{v_i} \) is a maximum stable set of \( W[V(W_0) \cup \{u\}] \) with \( \alpha(W_0) + 1 = \alpha(G) + \alpha(H) \) vertices. Therefore \( W_0 \) is maximal.

\( (ii) \) Let \( W_0 = c(G,e,H_0',v) \) where \( v \in V(H_0') \) and \( H_0' \) is a maximal induced subgraph of \( H \) with \( \alpha(H_0') = \alpha(H) - 1 \). Let \( M_{H_0'} \) be a maximum stable set of \( H_0' \), \( M = M' \setminus \{v_1\} \) where \( u \in N(v_1) \setminus \{v_2\} \) and \( M' \) the maximum stable set of \( G \setminus e \) with \( \{v_1, v_2\} \notin M_{v_1,v_2} \) and \( |M_{v_1,v_2}| = \alpha(G) + 1 \).

If \( v \in M_{H_0'} \), then \( (M_{H_0'} \setminus \{v\}) \cup M_{v_1,v_2} \) is a stable set of \( c(G,e,H_0,v) \) with \( \alpha(G) + \alpha(H) - 1 \) vertices and if \( v \notin M_{H_0'} \), then \( M_{H_0'} \cup M \) is a stable set of \( c(G,e,H_0',v) \) \( \{v_1, v_2 \notin M\} \) with \( \alpha(G) + \alpha(H) - 1 \) vertices.

Therefore using claim 1 we can conclude that \( \alpha(c(G,e,H_0',v)) = \alpha(G) + \alpha(H) - 1 \). Moreover using a similar argument is not difficult to prove that if \( H_0' \) is a maximal induced subgraph of \( H \) with \( \alpha(H_0') = \alpha(H) - 1 \), then \( c(G,e,H_0',v) \) is a maximal induced subgraph of \( c(G,e,H,v) \) with \( \alpha(c(G,e,H_0',v)) = \alpha(G) + \alpha(H) - 1 \).

\( (iii) \) Let \( W_0 = W[(V(G) \setminus v_1) \cup V(H_0')] \) with \( v \notin V(H_0') \) and \( H_0' \) be a maximal induced subgraph of \( H \) with \( \alpha(H_0') = \alpha(H) - 1 \). Let \( M_v \) be a maximum stable set of \( H[V(H_0') \cup \{v\}] \) with \( v \in M_v, M_v \setminus v \subset V(H_0') \) and \( |M_v| = \alpha(H) \). Hence \( (M_v \setminus v) \cup M_{v_2} \), where \( v_2 \in M_{v_2} = V(G) \setminus v_1 \) and \( v_1 \) is a maximum stable set of \( G \setminus v_1 \) \( \alpha(G) \) vertices, is a stable set of \( W[V(G \setminus v_1) \cup V(H_0')] \) with \( \alpha(G) + \alpha(H) - 1 \) vertices. Moreover, since \( \alpha(W[V(G \setminus v_1) \cup V(H_0'])]) \leq \alpha(G) + \alpha(H_0') = \alpha(G) + \alpha(H) - 1 \), then \( \alpha(W[V(G \setminus v_1) \cup V(H_0'])]) = \alpha(G) + \alpha(H) - 1 \).
The induced subgraph \( W[V(G \setminus v_1) \cup V(H_0')] \) is maximal, since if \( u \in V(H) \setminus (V(H_0') \cup v) \), then \( (M_{v_1,v_2} \setminus v_2) \cup M_u \), where \( M_u \) is a stable set of \( H[V(H_0') \cup \{u\}] \) with \( \alpha(H) \) vertices, is a stable set of \( W[V(G \setminus v_1) \cup V(H_0') \cup \{u\}] \) with \( \alpha(G) + \alpha(H) \) vertices and if \( u = v_1 \), then \( M_{v_1,v_2} \cup (M_0 \setminus v) \) is a stable set of \( W[V(G \setminus v_2) \cup V(H_0')] \) with \( \alpha(G) + \alpha(H) \) vertices.

We can use exactly the same arguments when \( W_0 = W[V(G \setminus v_2) \cup V(H_0')] \).

(iv) Let \( W_0 = W[V(G_0') \cup v_1 \cup (V(H) \setminus (N_W(v_2) \cup v))] \) with \( v_1 \notin V(G_0') \) and \( G_0' \) a maximal induced subgraph of \( G \) with \( \alpha(G_0') = \alpha(G) - 1 \). Clearly \( \alpha(W_0) \leq \alpha(G_0') + \alpha(W[\{v_1\} \cup (V(H) \setminus (N_W(v_2) \cup v))]) = \alpha(G) - 1 + \alpha(H) \).

Since \( G_0' \) is a maximal induced subgraph of \( G \) with \( \alpha(G_0') = \alpha(G) - 1 \), then for all \( u \notin V(G_0') \) there exists a maximum stable set \( M_u \) of \( G \) with \( u \in M_u \). Let \( N_H \) be a maximum stable set of \( H \). If \( v \notin N_H \), then \( N_W(N_H) \cap \{v_1, v_2\} \neq \emptyset \), more precisely if \( N_W(v_2) \cap N_H = \emptyset \), then \( v_1 \in N_W(N_H) \) for \( i \neq j \).

For \( k = 1, 2 \), take \( N_{v_k} = N \setminus v \), where \( N \) is a maximum stable set of \( H \setminus \{v, w\} \) with \( w \in N_W(v_k) \cap V(H) \). Since \( (N_W(v_k) \cup v) \cap N_{v_k} = \emptyset \), then we have that \( M_{v_1} \cup N_{v_2} \) (\( M_{v_i} \) is defined in (i)) is a stable set of \( W_0 \) and therefore \( \alpha(W_0) = \alpha(W) - 1 \).

In order to finish, it only remains to be proved that \( W_0 \) is a maximal induced subgraph with \( \alpha(W_0) = \alpha(W) - 1 \). If \( u \in V(G) \setminus (V(G_0') \cup v_1) \), then \( M_u \cup M_{H_0}' \), where \( M_{H_0}' \) is a maximum stable set of \( H \setminus \{H_0\} \), is a maximum stable set of \( H \setminus \{H_0\} \) (note that \( \alpha(H_{v_1}) = \alpha(H) \)), is a maximum stable set of \( W[V(G_0) \cup \{u\}] \) with \( \alpha(W) \) vertices and if \( u \in N_W(v_2) \cap V(H) \), then \( M_{v_1} \cup N_{v_1} \) (\( M_{v_2} \) is defined in \( E(G) \)) is a maximum stable set of \( W[V(G) \cup \{u\}] \) with \( \alpha(W) \) vertices.

\( \Rightarrow \) Let us take \( V_{G_0} = V(W_0) \cap V(G) \) and \( V_{H_0} = V(W_0) \cap V(H) \) and let \( G_0 = G[V_{G_0}] \) and \( H_0 = H[V_{H_0}] \). Claim 1 implies that \( \alpha(G_0) \geq \alpha(G) - 1 \) and \( \alpha(H_0) \geq \alpha(H) - 1 \). Moreover, if \( \alpha(G_0) = \alpha(G) - 1 \), then \( \alpha(H_0) = \alpha(H) \) and if \( \alpha(H_0) = \alpha(H) - 1 \), then \( \alpha(G_0) = \alpha(G) \). Thus, we need to considerer the following cases:

**Case 1** If \( \alpha(G_0) = \alpha(G) - 1 \), then there exists a maximal induced subgraph \( G_0' \) with \( \alpha(G_0') = \alpha(G) - 1 \) such that \( V(G_0) \subseteq V(G_0') \) and therefore \( W_0 \) is as in (i).

**Case 2** If \( \alpha(H_0) = \alpha(H) - 1 \), then there exists a maximal induced subgraph \( H_0' \) with \( \alpha(H_0') = \alpha(H) - 1 \) such that \( V(H_0) \subseteq V(H_0') \) and therefore \( W_0 \) is as either in (ii) or (iii).

**Case 3** The third case is when \( \alpha(G_0) = \alpha(G) \) and \( \alpha(H_0) = \alpha(H) \). Let \( M_{G_0} \) and \( M_{H_0} \) be maximum stable sets of \( G_0 \) and \( H_0 \) respectively. Using the fact that \( M_{H_0} \cap \{v_1, v_2\} = \emptyset \), then we have that if \( v_1, v_2 \notin M_{G_0} \), then \( M_{G_0} \cup M_{H_0} \) is a stable set of \( W_0 \) with \( \alpha(G) + \alpha(H) \) vertices; a contradiction. Hence \( \{v_1, v_2\} \cap M_{G_0} \neq \emptyset \) for all \( M_{G_0} \) maximum stable sets of \( G_0 \). Furthermore, since \( V_{H_0} \subseteq V(H) \setminus (N_W(v_k) \cup \{v\}) \) if \( v_k \in V_{G_0} \) for \( k = 1, 2 \) (there exist \( M_{v_1} \) and \( M_{v_2} \) stable sets with \( \alpha(H) \) vertices of \( W[V(H) \setminus (N_W(v_1) \cup \{v\})] \) and \( W[V(H) \setminus (N_W(v_2) \cup \{v\})] \), respectively) and \( \alpha(H \setminus N_H[v]) = \alpha(H) - 1 \) we have that either \( v_1 \in M_{G_0} \) or \( v_2 \in M_{G_0} \) or \( v_1, v_2 \in M_{G_0} \) for all the maximum stable sets \( M_{G_0} \) of \( G_0 \).

Since \( u \in M_{G_0} \) for all the maximum stable sets \( M_{G_0} \) of \( G_0 \) if and only if \( \alpha(G_0 \setminus u) = \alpha(G_0) - 1 \), then either \( W_0 \) is as in (i) whenever \( v_1, v_2 \in M_{G_0} \) for all the maximum stable sets of \( G_0 \) or as in (iv) in the other case. □
Corollary 4.3 Let \( H \) be an \( \alpha \)-critical graph and \( v \) a vertex of \( H \), then \( S_0 \) is a maximal induced subgraph of \( S = s(H, v) \) with \( \alpha(S_0) = \alpha(s(H, v)) - 1 \) if and only if \( S_0 \) is one of the following graphs:

\[
S_0 = \begin{cases} 
H \setminus v \\
H \setminus N_s(H, v)(v') \\
H \setminus N_s(H, v)(v'') \\
s(H'_0, v) & \text{if } v \in V(H'_0) \\
S[V(H'_0) \cup \{u, v'\}] & \text{if } v \notin V(H'_0) \\
S[V(H'_0) \cup \{u, v''\}] & \text{if } v \notin V(H'_0) 
\end{cases}
\]

and \( H'_0 \) is a maximal induced subgraph of \( H \) with \( \alpha(H'_0) = \alpha(H) - 1 \).

Proof. Since \( s(H, v) = c(K_3, e, H, v) \), then the result follows directly from theorem 4.1. \( \square \)

Note that using theorem 4.1 it is easy to characterize the maximal induced subgraphs of the edge odd-subdivision of a graph.

Now, we will characterize the maximal induced subgraphs of the 1-join of two graphs \( G \) and \( H \) with stability number equal to \( \alpha(j(G, G_0, H, H_0)) \).

Theorem 4.4 Let \( G \) and \( H \) be graphs, \( G_0 \) and \( H_0 \) be induced subgraphs of \( G \) and \( H \) with \( \alpha(G_0) = \alpha(G) - 1 \) and \( \alpha(H_0) = \alpha(H) - 1 \). Then \( J_0 \) is a maximal induced subgraph of \( J = j(G, G_0, H, H_0) \) with \( \alpha(J_0) = \alpha(J) - 1 \) if and only if \( J_0 \) is one of the following graphs:

(i) \( J[V(G'_0) \cup V(H'_0)] \) where \( G'_0 \) a maximal induced subgraph of \( G \) with \( \alpha(G'_0) = \alpha(G) - 1 \), \( H'_0 \) a maximal induced subgraph of \( H \) with \( \alpha(H'_0) = \alpha(H) - 1 \) and \( \alpha(G[V(G_0) \cap V(G'_0)]) = \alpha(G) - 1 \), \( \alpha(H[V(H_0) \cap V(H'_0)]) = \alpha(H) - 1 \),

(ii) \( J[V(G'_0) \cup V(H)] \) where \( G'_0 \) a maximal induced subgraph of \( G \) with \( \alpha(G'_0) = \alpha(G) - 1 \) and \( \alpha(G[V(G_0) \cap V(G'_0)]) = \alpha(G) - 2 \),

(iii) \( J[V(G) \cup V(H'_0)] \) where \( H'_0 \) a maximal induced subgraph of \( H \) with \( \alpha(H'_0) = \alpha(H) - 1 \) and \( \alpha(H[V(H_0) \cap V(H'_0)]) = \alpha(H) - 2 \),

Proof. (\( \Leftarrow \)) (i) Let \( M \) be a maximum stable set of \( J_0 = J[V(G'_0) \cup V(H'_0)] \) and take \( M_{G'_0} = M \cap V(G'_0) \) and \( M_{H'_0} = M \cap V(H'_0) \). Since \( M_{G'_0} \) and \( M_{H'_0} \) are stable sets of \( G'_0 \) and \( H'_0 \) respectively, then \( |M_{G'_0}| \leq \alpha(G) - 1 \) and \( |M_{H'_0}| \leq \alpha(H) - 1 \), that is, \( \alpha(J_0) \leq \alpha(G) + \alpha(H) - 2 = \alpha(J) - 1 \). Moreover, if \( M'_G \) and \( M'_H \) are maximum stable sets of \( J[V(G'_0) \cap V(G_0)] \) and \( J[V(H'_0) \cap V(H_0)] \) respectively, then \( M = M'_G \cup M'_H \) is a stable set of \( J_0 \) with \( \alpha(J) - 1 \) vertices and therefore \( \alpha(J_0) = \alpha(J) - 1 \).

Now, let \( v \in V(J) \setminus (V(G'_0) \cup V(H'_0)) \) and assume that \( v \in V(G) \setminus V(G'_0) \). By the maximality of \( G'_0 \) we have that \( \alpha(J[V(G'_0) \cup \{v\}]) = \alpha(G) \). Since \( J[V(G'_0) \cup \{v\}] \) and \( H[V(H_0) \cap V(H'_0)] \) are not connected by some edge of \( J \), then \( \alpha(J[V(G'_0) \cup \{v\} \cup v(H'_0)]) = \alpha(G) + \alpha(H[V(H_0) \cap V(H'_0)]) = \alpha(J) \). Using the same arguments for \( v \in V(H) \).
V(H) \setminus V(H_0) we can conclude that J_0 is a maximal induced subgraph of J with 
\alpha(J_0) = \alpha(J) - 1.

(ii) Let M be a maximum stable set of J_0 = J[V(G'_0) \cup V(H)] and take M_{G'_0} = M \cap V(G'_0) and M_H = M \cap V(H). Since M_{G'_0} and M_H are stable sets of G'_0 and H respectively, then |M_{G'_0}| \leq \alpha(G) - 1 and |M_H| \leq \alpha(H). Furthermore, if |M_H| = \alpha(H), then M_H \cap V(H) \setminus V(H_0) \neq \emptyset and M_{G'_0} \subset V(G_0) \cup V(G'_0). Thus, |M_{G'_0}| \leq \alpha(G) - 2 and therefore \alpha(J_0) \leq \alpha(J) - 1.

Now, since \alpha(G[V(G_0) \cap V(G'_0)]) = \alpha(G) - 2, then there exists M' a stable set of G'_0 with \alpha(G) - 2 vertices. Taking M = M' \cup M_H, where M_H is a maximum stable set of H, we can conclude that M is a stable set of J_0 with \alpha(G) + \alpha(H) - 2 vertices and therefore \alpha(J_0) = \alpha(J) - 1.

Moreover, J_0 is maximal with \alpha(J_0) = \alpha(J) - 1 because if \nu \in V(G) \setminus V(G'_0), then by the maximality of G'_0 we have that there exists a stable set M_v of G such that \nu \in M_v \subset V(G'_0) \cup \{\nu\} and |M_v| = \alpha(G). Thus, M = M_v \cup M_H (where M_H is a maximum stable set of H) is a stable set of J[V(G'_0) \cup \{\nu\} \cup V(H)] with |M| = |M_v| + |M_H| = \alpha(G) + \alpha(H) - 1 = \alpha(J) vertices.

(iii) The result is followed using exactly the same argument as in (ii).

(\Rightarrow) Let V_G = V(J_0) \cap V(G), V_H = V(J_0) \cap V(H), G' = G[V_G] and H' = H[V_H]. Since G'_0 and H'_0 are induced subgraphs of G and H respectively, then \alpha(G'_0) \leq \alpha(G) and \alpha(H'_0) \leq \alpha(H). Furthermore, is not difficult to see that \alpha(G) + \alpha(H) - 2 \leq \alpha(G') + \alpha(H') \leq \alpha(G) + \alpha(H) - 1. Thus, \alpha(G_0) \geq \alpha(G) - 2 and \alpha(H'_0) \geq \alpha(H) - 2; moreover if \alpha(G'_0) = \alpha(G) - k for some k = 0, 1, 2, then \alpha(H'_0) \geq \alpha(H) - k.

Now, we will consider the different options for the values of \alpha(G'_0). If \alpha(G'_0) = \alpha(G), then \alpha(H'_0) \geq \alpha(H) - 2 and therefore J_0 is as in (iii). If \alpha(G'_0) \leq \alpha(G) - 1, then \alpha(H'_0) \geq \alpha(H) - 1, that is, \alpha(H) - 1 \leq \alpha(H'_0) \leq \alpha(H). Finally, if \alpha(H'_0) = \alpha(H) - 1, then J_0 is as in (i) and if \alpha(H'_0) = \alpha(H), then J_0 is as in (ii).

\textbf{Corollary 4.5} Let G be a graph and \nu a vertex of G, then D_0 is a maximal induced subgraph of d(G, \nu) with \alpha(D_0) = \alpha(d(G, \nu)) - 1 if and only if D_0 is one of the following graphs:

\begin{equation}
D_0 = \begin{cases} 
G'_0 & \text{if } G'_0 \text{ is a maximal induced subgraph of } G \text{ with } \alpha(G'_0) = \alpha(G) - 1 \\
G[V(G'_0) \cup \{\nu\}] & \text{if } G'_0 \text{ is a maximal induced subgraph of } G \text{ with } \alpha(G'_0) = \alpha(G) - 1 \\
G[V(G_0) \setminus N[\nu]] & \text{if } \alpha(G_0) = \alpha(G) - 1 \\
G[V(G'_0) \setminus N[\nu]] & \text{if } \alpha(G'_0) = \alpha(G) - 1 \\
\end{cases}
\end{equation}

\textbf{Proof.} Since \textit{d}(G, \nu) = j(G, G \setminus N[\nu], \mathcal{K}_1, \emptyset), then the result is followed directly from theorem 4.4 .

\section{5 Basic \alpha-critical graphs}

An \alpha-critical graph G is called \textit{basic} if it is splitting free (note that if G is a splitting free graph, then G is odd subdivision free) and duplication free. A basic \alpha-critical graph G is called \textit{strongly basic} if it is edge-vertex composition free and 1-join composition free.
Lovász and Plummer defined in [15, pag. 453] that a $\tau$-critical graph is basic if it is splitting free.

By [15, Lemma 12.1.4] we have that a connected $\alpha$-critical graph $G$ is splitting free if and only if $\deg(v) \geq 3$ for all $v \in V(G)$. Therefore is clear that if $G$ and $H$ are splitting free, then $j(G, G_0, H, H_0)$ is splitting free. However is possible that $G$ or $H$ are not splitting free and $j(G, G_0, H, H_0)$ would be splitting free

The next theorem characterize when the 1-join of two graphs is a basic $\alpha$-critical graph.

**Theorem 5.1** Let $G$ and $H$ be graphs, $G_0$ and $H_0$ be induced graphs of $G$ and $H$ with $\alpha(G_0) = \alpha(G) - 1$ and $\alpha(H_0) = \alpha(H) - 1$ and let $J = j(G, G_0, H, H_0)$. Then

(i) $J$ is a connected $\alpha$-critical splitting free graph if and only if the following conditions are satisfied:

- $G_0$ and $H_0$ are connected,
- if $v \in V(G_0)$, then $\deg_G(v) \geq 3$ and if $v \in V(H_0)$, then $\deg_H(v) \geq 3$, in particular, we have that $G_0$ and $H_0$ are splitting free graphs.
- if either $V(G_0), V(H_0) \neq \emptyset$ or $V(G_0) = \emptyset$, then either $H \neq s(H', v) \setminus u$ for any graph $H'$ and for all $v \in V(H')$ or $H_0 \neq H' \setminus v$ for any $v \in V(H')$ such that $H = s(H', v) \setminus u$ for some $H'$,
- $G$, $G_0$ and $H$, $H_0$ satisfy the properties (i), (ii) and (iii) in theorem 3.1.

(ii) $J$ is a connected $\alpha$-critical odd subdivision free graph if and only if $G$ and $H$ are connected, $G_0$ and $H_0$ are odd subdivision free graphs and $G$, $G_0$ and $H$, $H_0$ satisfy the properties (i), (ii) and (iii) in theorem 3.1.

(iii) $J$ is a duplication free graph if and only if $G$ and $H$ are duplication free graphs and either $G_1 = j(G, G_0, K_1, \emptyset)$ is duplication free ($G_0 \neq G \setminus N[u]$ for all $u \in V(G)$) or $H_1 = j(H, H_0, K_1, \emptyset)$ is duplication free ($H_0 \neq H \setminus N[v]$ for all $v \in V(H)$).

**Proof.** (i) ($\Rightarrow$) If $v \in V(G_0)$, then $s(j(G, G_0, H, H_0), v) = j(s(G, v), s(G_0, v), H, H_0)$. Hence, if we assume that $G_0$ or $H_0$ are not splitting-free, then $j(G, G_0, H, H_0)$ is not splitting-free; a contradiction. Moreover, if $G = s(G', v)$ for some graph $G'$ and some $v \in V(G')$ and $G_0$ contain the vertex $u$ of degree two added in the splitting of $v$ in $G'$, then $j(G, G_0, H, H_0)$ is not splitting-free; a contradiction.

Is not difficult to see that if either $G_0$ or $H_0$ are not connected, then $j(G, G_0, H, H_0)$ will not be connected; a contradiction. Finally, if $V(G_0) = \emptyset$, $H = s(H', v) \setminus u$ for some graph $H'$, $v \in V(H')$ and $H_0 = H' \setminus v$, then $j(G, G_0, H, H_0) = s(H', v)$: a contradiction.

($\Leftarrow$) Let us assume that $j(G, G_0, H, H_0)$ is not splitting-free, then $j(G, G_0, H, H_0)$ has a vertex $v$ of degree two. Moreover, we can assume without lost of generalization that
we have that

$$\deg_G(v) = \begin{cases} 
2 & \text{if } v \in V(G_0), \\
1 & \text{if } v \in V(G) \setminus V(G_0) \text{ and } |V(H) \setminus V(H_0)| = 1, \\
0 & \text{if } v \in V(G) \setminus V(G_0) \text{ and } |V(H) \setminus V(H_0)| = 2.
\end{cases}$$

Then we need to consider the following three cases:

- \(\deg(v) = 2 \) and \( v \in V(G_0) \). Then, since \( N(v) \subset V(G) \) we will have that \( G \) is not splitting-free and therefore \( G_0 \) contains a vertex of degree two; a contradiction,

- \(\deg(v) = 1, |V(H) \setminus V(H_0)| = 1 \) and \( v \in V(G) \setminus V(G_0) \). Let \( u' = V(H) \setminus V(H_0) \) and \( e = \{u', w\} \) any edge in \( H \) incident with \( u' \). Since \( \alpha(H_0) = \alpha(H) - 1 \), then \( e \) is not \( \alpha \)-critical edge of \( H \); a contradiction.

- \(\deg(v) = 0, |V(H) \setminus V(H_0)| = 2 \) and \( v \in V(G) \setminus V(G_0) \). In this case we have that if \( V(G_0) \neq \emptyset \), then \( j(G, G_0, H, H_0) \) would not be connected and if \( V(G_0) = \emptyset \), then \( H = s(G', \emptyset) \setminus \emptyset \) for some graph \( G' \) and some \( w \in V(G') \); a contradiction.

Finally, it is clear that if \( G_0 \) and \( H_0 \) are connected, then \( j(G, G_0, H, H_0) \) is also connected.

\((ii) \implies \) If \( e = \{x, y\} \in E(G) \), then

\[ s(j(G, G_0, H, H_0), e) = \begin{cases} 
\{j(s(G, e), s(G_0, e), H, H_0) \} & \text{if } e \in E(G_0), \\
\{j(s(G, e), G[V(G_0) \cup \{x', y'\}], H, H_0) \} & \text{if } e \in E(G) \setminus E(G_0).
\end{cases} \]

Note that there exists a similar relation when \( e \in E(H) \). Hence we can conclude that if either \( G_0 \) or \( H_0 \) are not odd subdivision-free, then \( j(G, G_0, H, H_0) \) is not odd subdivision-free.

For the converse, assume that \( j(G, G_0, H, H_0) \) is not odd subdivision-free, that is, there exist \( x' \) and \( y' \) two adjacent vertices with degree two with non-adjacent neighborhoods. Hence using the observation made at the beginning of the proof we need to consider the following possibilities:

- \( x', y' \in V(G_0) \cup V(H_0) \). Since \( x' \) and \( y' \) are adjacent we have that either \( x', y' \in V(G_0) \) or \( x', y' \in V(H_0) \) and therefore either \( G \) or \( H \) are not odd subdivision-free.

- \( x' \in V(G_0) \) and \( y' \in V(G) \setminus V(G_0) \). Let \( y = N(y') \setminus x' = V(H) \setminus V(H_0) \). Since \( \alpha(H_0) = \alpha(H) - 1 \), then all the edges \( e \) of \( H \) incident with \( y \) are not \( \alpha \)-critical edges. Therefore by theorem 3.1 we have that \( j(G, G_0, H, H_0) \) cannot be \( \alpha \)-critical; a contradiction.

- \( x', y' = V(G) \setminus V(G_0) \). In this case we have that \( w = V(H) \setminus V(H_0) \) is adjacent to \( x' \) and \( y' \) and therefore \( \{x', y', w\} \) induce a triangle (a connected component); a contradiction to the connectivity of \( j(G, G_0, H, H_0) \).

\[ \text{deg}(v) = \begin{cases} 
2 & \text{if } v \in V(G_0), \\
1 & \text{if } v \in V(G) \setminus V(G_0) \text{ and } |V(H) \setminus V(H_0)| = 1, \\
0 & \text{if } v \in V(G) \setminus V(G_0) \text{ and } |V(H) \setminus V(H_0)| = 2.
\end{cases} \]
• $x' \in V(H_0)$ and $y' \in V(H) \setminus V(H_0)$ or $x', y' = V(H) \setminus V(H_0)$. Exactly the same situation that in the previous cases.

• $x' = V(G) \setminus V(G_0)$ and $y' = V(H) \setminus V(H_0)$. Let $x = N(x') \setminus y' \in V(G_0)$ and $y = N(y') \setminus x' \in V(H_0)$. Since $\alpha(H_0) = \alpha(H) - 1$, then the edge $e_1 = \{x, x'\}$ is not an $\alpha$-critical edge of $G$ and by theorem 3.1 we have that it is a contradiction to the fact that $j(G, G_0, H, H_0)$ is an $\alpha$-critical graph.

(iii) ($\Rightarrow$) Let $v \in V(G)$, then

$$d(j(G, G_0, H, H_0), u) = \begin{cases} j(d(G, u), d(G_0, u), H, H_0) & \text{if } u \in V(G_0), \\ j(d(G, u), G_0, H, H_0) & \text{if } u \in V(G) \setminus V(G_0). \end{cases}$$

Also there exists a similar relation when $u \in V(H)$. Hence we can conclude that if either $G$ or $H$ is not duplication-free, then $j(G, G_0, H, H_0)$ is not duplication-free.

To finish this part, is not difficult to realize that if $G_0 = G \setminus N[u]$ for some $u \in V(G)$ and $H_0 = H \setminus N[v]$ for some $v \in V(H)$, then

$$j(G, G_0, H, H_0) = d(j(G \setminus u, G_0 \setminus u, H, H_0), v) = d(j(G, G_0, H \setminus v, H_0 \setminus v), u),$$

that is, $j(G, G_0, H, H_0)$ is not duplication-free; a contradiction.

($\Leftarrow$) Assume that $j(G, G_0, H, H_0)$ is not duplication-free, that is, that there exist $u, v$ vertices of $j(G, G_0, H, H_0)$ such that $u$ is the duplication of $v$.

We can assume without lost of generalization that $u \in V(G)$. If $u \in V(G_0)$, then $v \in V(G_0)$ and therefore $u$ is the duplication of $v$ in $G$, that is, $G$ is not duplication-free; a contradiction.

If $u \in V(G) \setminus V(G_0)$, then we have that either $v \in V(G) \setminus V(G_0)$ or $v \in V(H) \setminus V(H_0)$. In the first case we have that $u$ is the duplication of $v$ in $G$ and in the second case we have that $N_G[u] = V(G) \setminus V(G_0)$ and $N_H[v] = V(H) \setminus V(H_0)$ because $N[u] = N[v] = (V(G) \setminus V(G_0)) \cup (V(H) \setminus V(H_0))$ in $j(G, G_0, H, H_0)$.

Therefore $G_0 = G \setminus N[u]$ and $H_0 = H \setminus N[v]$; a contradiction.

\[\Box\]
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