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Abstract
In this day and age, information about something is so important. The level of trust of modern society depends on the testing of information. Tested and accurate information will have a good impact on the community. One of the important but often missed information is information about the density of a restaurant. Information about restaurant density is important to know because it can affect the actions of someone who will visit the restaurant. This information is also useful to provide information in advance so that diners avoid full restaurants to avoid the spread of the Covid-19 virus, among other things. With limited operating hours as well as the number of restaurant visitors, information about the density of a restaurant becomes much needed. The lack of information on restaurant density is a major problem in the community. The needs of the community, made this study aims to predict the density of a restaurant an hour later. Based on survey data and existing literature data, with simulation methods and also system analysis built using feedforward neural network artificial intelligence architecture and then trained with Backpropagation algorithms produced an accuracy of 97.8% with literature data.
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restaurants to go to can make visitors who are reluctant to queue and have already come to the restaurant feel disappointed (Fadhillah, Kharisma, & Afirianto, 2020). As a result, diners have to look back for other restaurants. But it is very detrimental because it is also possible that the restaurant that suits the customer’s wishes is far from the previous restaurant.

Solutions such as ordering food at restaurants using the delivery service can be used to avoid full restaurants and long wait times (Chen, Hu, & Wang, 2019). This service allows customers to simply stay in place and the service owner will deliver pre-ordered food. But sometimes this service has a fairly long estimated time and is not as expected (Chen et al., 2019). Factors such as traffic congestion and length of wait times in restaurants make the food ordered not following the estimated time (Chen et al., 2019). Again the same factor that is the density of restaurants is the cause of the precisely estimated time of delivery service. In obtaining restaurant density information, technology in the form of mobile phone applications combined with artificial intelligence is very useful for visitors to know the density of the intended restaurant. This technology can also be used to prevent crowds in public places to prevent the spread of the Covid-19 virus.

Public places such as restaurants have become the places where the pandemic is spreading quite high (Qian et al., 2020; Sexton & Seaman, 2021), this is due to the needs of modern people who are accustomed to instant food. Based on these community needs, this study aims to help people in obtaining information on restaurant density to suppress the spread of pandemics. So in this case, we need a system to predict the state of a restaurant. In creating this system, artificial intelligence can be used to predict the state of a restaurant. By using existing data, artificial intelligence architecture, namely feedforward neural network, can easily be used to predict the density of a restaurant. After analyzing and conducting several simulations to predict the density of restaurants and get good results, the results of this system in the form of predicting restaurant density can be informed by various media to help the public in knowing the density of the intended restaurant.

In previous research (Fadhillah et al., 2020; Widjaya, Suryawan, & Stefani, 2014), there is no research as currently researched, but there are few similarities between calculating many customers, mealtimes, and income. This research will be better because it focuses more on finding the condition of the restaurant that is density. Later the results of density can be developed to determine the number of people, time in line, income, and others. But the limited data and technology available make this research limited only to large restaurant restaurants and users who use android phones with the latest operating system.

**RESEARCH METHODS**

1. **Data Source**
   Data obtained from a coffee shop in January of 2020. The data used is hourly visitor data from 7 a.m. to 9 p.m. Dataset can be seen at the link https://github.com/sayahsorangan/Resfo.

2. **Prediction System Design**
   There are several parameters in determining the condition of a place, such as the parameters used in determining population density (area and number of residents in the area), or parameters used in determining road conditions (many vehicles, vehicle speed, vehicle type, road area, and others). These parameters are implemented according to the environment to be reviewed. Restaurants have characteristics that intersect with the characteristics of roads or residential areas. In restaurants, variables change not as fast on the road, but not as late as in residential areas. So that the combination of parameters of the two places is required.

   The first parameter is the day of the week. Every day for example with numbers such as Monday (1), Tuesday (2), and so on until Sunday (7). This parameter is useful for seeing trends every day in restaurants. The second parameter is opening hours. According to the data obtained in the journal. Opening hours at the restaurant under review start from 9:00 to 21:00. Just like the first parameter, it’s useful to see trends every hour.

   The third parameter is the capacity of the restaurant. This is based on the lack of places in restaurants that can be occupied. This parameter is closely related to the area to calculate the density of the population, which in restaurants also affects the number of servings available each day. As the area affects the density of the area, the capacity of this restaurant is key to predicting the density of restaurants (Christiani, Tedjo, & Martono, 2014; Thalib, 2018).

   The fourth parameter is the number of diners in the restaurant. The number of visitors is the second most important parameter after capacity. This is because the number of visitors affects the density of restaurants such as the influence of vehicles on traffic, as well as the influence of the population on population density. These parameters may change over time (Christiani et al., 2014).
The fifth parameter for predicting restaurant density is the average time of diners inside the restaurant. These parameters act like the effect of speed on traffic flow. In the event of a build-up or the average time, a high diner eats will be more crowded the restaurant (Thalib, 2018).

Feedforward Neural Network architecture created using five perceptrons on the input layer. The first input is parameter one (restaurant capacity), second is parameter two (number of restaurant visitors), third is parameter 3 (average time of restaurant visitors). At the input layer, each parameter will be normalized to zero to one vulnerable, with the following calculations (Akhay Kumar & Suresh, 2016; Auer, Burgsteiner, & Maass, 2008; Benzer, 2015; Berno et al., 2003; Frean, 1990; Grossi & Buscema, 2007; Hagan & Menhaj, 1994; Razavi & Tolson, 2011; Schmidt, Kraaijveld, & Duin, 1992; Whitley & Karunanithi, 1992; Wilamowski, 2011).

\[
\text{parameter 1} = \frac{\text{day} - 1}{7 - 1} \hspace{1cm} (1)
\]

\[
\text{parameter 2} = \frac{\text{hour} - 10}{21 - 10} \hspace{1cm} (2)
\]

\[
\text{parameter 3} = \frac{\text{capacity}}{\text{capacity}} \hspace{1cm} (3)
\]

\[
\text{parameter 4} = \frac{\text{people}}{\text{capacity}} \hspace{1cm} (4)
\]

\[
\text{parameter 5} = \frac{\text{average time}}{120} \hspace{1cm} (5)
\]

In the hidden layer and output layer, the activation function to be used is the Sigmoid function, because the desired output is between zero and one. The sigmoid activation function can be calculated by the following formula.

\[
\text{Sigmoid}(x) = \frac{1}{1 + e^{-x}} \hspace{1cm} (6)
\]

The second and third hidden layers will consist of five perceptrons, then the output layer consists of one output layer. So that the entire architecture of the Feedforward Neural Network can be seen as follows.

Backpropagation is used to search for the best W (weights), or smallest errors. Backpropagation is run a million times to get error levels close to zero. The weights in the first iteration will be initialized with random values. The error value of the output desired with feedforward neural network results can be calculated by the Mean Square Error (MSE) formula as below.

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_{\theta}(x^i) - y^i)^2 \hspace{1cm} (7)
\]

So that after being trained with a variety of learning rate values, the following results are obtained.

| No | Number of Iterations | LR  | Best Error Value (MSE) |
|----|----------------------|-----|------------------------|
| 1  | 1000000              | 0.1 | 0.001733699            |
| 2  | 849117               | 0.2 | 0.001275407            |
| 3  | 999999               | 0.3 | 0.000573247            |
| 4  | 1000000              | 0.4 | 0.000526369            |
| 5  | 1000000              | 0.5 | 4.52E-06               |
| 6  | 1000000              | 0.6 | 0.005735898            |
| 7  | 999999               | 0.7 | 0.000115348            |

This kind of architecture in Figure 1 is suitable because to predict things that change quickly, computing speed must be more important than good accuracy. But the expected accuracy is at least close to 80% to 90%. The balance in terms of accuracy and computing speed in terms of artificial intelligence is usually counterintuitive.

The output of this Feedforward Neural Network architecture is between zero and one. Being vulnerable to certain values means the restaurant is empty, medium, full, or very full. Vulnerable values can be seen in table 1.
Feedforward Neural Network relation with backpropagation results in smallest error value of 4.52E-06 in iteration to one million as in table 2. So the most suitable lr in training Feedforward Neural Network is 0.5. The Weights value generated from lr 0.5 will be used in predicting restaurant density.

2. Information Distribution Application Design

This application modeling uses Unified Modelling Language (UML). UML contained in this application consists of a use case diagram, sequence diagram, and interface design.

In use case diagram, showing that the user can see the splash screen, information about the place, account information, application information, login, change password, create an account, and find a place. On the admin side, admins can do Create Update Read Delete (CURD) to user data, and place data.

The application will be started by opening Splash Screen. At the beginning of the application installed the application will check the internet access, and grant location access. If one of the accesses is not granted the application will stop running. If both accesses are granted the app will check if there is an active account or not. If there is an active account the view will be redirected to the Maps Menu, and otherwise, the view will be redirected to the Login Menu.

In the Login Menu, users can sign in using a previously created application account or a Google account by clicking on the Google logo. In this menu, users can also create an account by clicking on the words “Don’t Have Account Yet?”, after clicking the user will be redirected to the Registration menu. If the user clicks “Help” the user will be redirected to the Reset Password Menu. When the user clicks login, the user will be redirected to the Maps Menu if the account has been registered in the user database. Or when the user clicks on the Google logo, the app will pop-up the google account option to sign in.

In the Registration Menu, the user can create an account with the email that the user has. When the user registers, the email that the user input will be checked first whether it has previously been registered in the user database.

Reset Password menu is useful to change the password if the user forgets the password used. This menu will check if the email that the user input is registered by clicking on the Google logo or registration on the Registration menu. Accounts created by clicking on the Google logo do not require a password change, users can sign back in the same way. If the account is created by in-app registration, the application will send a password change link to the email to which the password will be changed.

Maps menu will give you a maps view like Google Maps. In this menu, users can search various places other than restaurants, but the data available in the application database is only a few restaurants. By writing the name of the restaurant place, the user will be given a pop-up in the form of information about the restaurant such as the address and density of the restaurant if the restaurant is listed in the application database.

The Profile menu will display the current account data to the user. In this menu, the user can change the account password by clicking "Reset Password". Users can also log out of the application by clicking on the logout, after which the user will be redirected to the login menu again.

User Interface is part of a website, software application, or hardware device that will interact directly with the user. This application is designed with a dark theme to make it more comfortable to see in the long term. This application has six User Interface designs namely Splash Screen design, Login Menu, Registration, Password Reset, Maps, and Profile. The User Interface design has been created in such a way as to facilitate the use of users in using the application. User Interface design uses Adobe Xd application and continued on Android Studio to arrange the look so that it looks like figure 2.
Every five seconds the user coordinates will shift in a random direction with a latitude displacement distance and a longitude displacement distance and a longitude of 0.000001 multiplied by a random round number between -10 and 10. This adapts to unpredictable visitor behavior so that random numbers are used. User applications that are inside the light blue line area, will be colored red to indicate they are inside the restaurant, and the user outside will be given black. Every five seconds of the simulation is equal to 5 minutes in the real environment.

Coordinates of restaurant visitors in red will be used as a reference to be the value of system input. First, the system will calculate how many coordinates are dotted red. After that, the system will check how long the red dot is exits the light blue line. If there is a red dot that exits the light blue line, the coordinates will no longer be included in the calculation and will turn into a black dot. Similarly, if a black dot enters a light blue line, it will be a red dot, and be recalculated how long it will last in the light blue line.

Restaurant capacity parameters are entered directly into the database due to their unchanged value. The parameters of the number of visitors are obtained by calculating how many red dots on the simulation map. While the average visitor time parameter is obtained by finding the average time the red dot is inside the light blue line. From the results of a digital simulation run for 10 minutes, data obtained as follows in table 3.

**RESULTS AND DISCUSSION**

To test the floor plan system created with a latitude limit of -6.974700 to -6.975000 and longitude 107.629700 to 107.630000. If within kilometers, the simulated area is 33.3 x 33.3 meters or 1108.89 m2. The map that has been prepared next is included the location of the restaurant with a light blue border. The restaurant is located at latitude coordinates -6.974800 to -6.974900 and longitude 107.629900 to 107.629800. After that, the simulation begins by entering random coordinates in the restaurant environment map.
From table 3 the density value can be based only on simulations that are in such a way as to be identical to the original environment. The match rate between the system output and the respondent classification reaches 87.5%, which means that the system is possible to be developed further. For the prediction test, the journal entitled Restaurant Revenue Management (Studia Kasus Restoran Xx Ngaliyan Semarang) obtained data such as the table below in table 4 (Fuadillah & Suliantoro, 2016).

| No | C | P | AT | Den | Des | M% |
|----|---|---|----|-----|-----|----|
| 93 | 20 | 13 | 120 | 0.88 | SP | 100 |
| 94 | 20 | 13 | 120 | 0.88 | SP | 100 |
| 95 | 20 | 13 | 120 | 0.88 | SP | 100 |
| 96 | 20 | 15 | 120 | 0.88 | SP | 100 |
| 97 | 20 | 14 | 120 | 0.88 | SP | 100 |
| 98 | 20 | 14 | 120 | 0.88 | SP | 100 |
| 99 | 20 | 14 | 120 | 0.88 | SP | 100 |
| 100 | 20 | 14 | 120 | 0.88 | SP | 100 |
| 101 | 20 | 13 | 120 | 0.88 | SP | 100 |
| 102 | 20 | 13 | 120 | 0.88 | SP | 100 |
| 103 | 20 | 13 | 120 | 0.88 | SP | 100 |
| 104 | 20 | 12 | 120 | 0.88 | SP | 100 |
| 105 | 20 | 10 | 120 | 0.88 | SP | 100 |
| 106 | 20 | 12 | 120 | 0.88 | SP | 100 |
| 107 | 20 | 12 | 120 | 0.88 | SP | 100 |
| 108 | 20 | 13 | 120 | 0.88 | SP | 100 |
| 109 | 20 | 10 | 120 | 0.88 | SP | 100 |
| 110 | 20 | 14 | 120 | 0.88 | SP | 100 |
| 111 | 20 | 16 | 120 | 0.87 | SP | 100 |
| 112 | 20 | 15 | 120 | 0.88 | SP | 100 |
| 113 | 20 | 16 | 120 | 0.87 | SP | 100 |
| 114 | 20 | 15 | 120 | 0.88 | SP | 100 |
| 115 | 20 | 15 | 120 | 0.88 | SP | 100 |
| 116 | 20 | 14 | 120 | 0.88 | SP | 100 |
| 117 | 20 | 14 | 120 | 0.88 | SP | 100 |
| 118 | 20 | 13 | 120 | 0.88 | SP | 100 |
| 119 | 20 | 13 | 120 | 0.88 | SP | 100 |
| 120 | 20 | 15 | 120 | 0.88 | SP | 100 |

Average Matches 87.5

### Table 4. Percentage Data of Filled Capacity

| Ho | Mo | Tu | We | Th | Fr | Sa | Su |
|----|----|----|----|----|----|----|----|
| 10 | 3  | 3  | 3  | 3  | 3  | 2  | 1  |
| 11 | 17 | 16 | 17 | 16 | 16 | 10 | 6  |
| 12 | 43 | 42 | 43 | 43 | 28 | 17 | 10 |
| 13 | 59 | 54 | 55 | 57 | 43 | 18 | 12 |
| 14 | 39 | 36 | 36 | 35 | 57 | 28 | 18 |
| 15 | 24 | 24 | 23 | 21 | 31 | 24 | 18 |
| 16 | 15 | 15 | 15 | 14 | 14 | 13 | 8  |
| 17 | 16 | 14 | 14 | 15 | 15 | 10 | 3  |
| 18 | 17 | 16 | 16 | 14 | 14 | 12 | 3  |
| 19 | 24 | 23 | 25 | 23 | 23 | 32 | 20 |
| 20 | 9  | 9  | 9  | 10 | 10 | 14 | 16 |
| 21 | 1  | 1  | 1  | 1  | 1  | 3  | 1  |
| 22 | 0  | 0  | 0  | 0  | 0  | 0  | 0  |

The journal also obtained data on the average length of visitors in the restaurant is 54 minutes 36 seconds. So that the data obtained
restaurant density based on the classification determined by respondents as table 5.

Table 5. Restaurant Density Data According to Respondent Classification

| Ho | Mo | Tu | We | Th | Fr | Sa | Su |
|----|----|----|----|----|----|----|----|
| 10 | M  | M  | M  | M  | M  | M  | M  |
| 11 | M  | M  | M  | M  | M  | M  | M  |
| 12 | F  | F  | F  | F  | F  | F  | F  |
| 13 | F  | F  | F  | F  | F  | F  | M  |
| 14 | F  | F  | F  | F  | F  | F  | M  |
| 15 | M  | M  | M  | M  | F  | M  | M  |
| 16 | M  | M  | M  | M  | M  | M  | M  |
| 17 | M  | M  | M  | M  | M  | M  | M  |
| 18 | M  | M  | M  | M  | M  | M  | M  |
| 19 | M  | M  | M  | M  | M  | F  | M  |
| 20 | M  | M  | M  | M  | M  | M  | M  |
| 21 | M  | M  | M  | M  | M  | M  | M  |
| 22 | E  | E  | E  | E  | E  | E  | E  |

The data is used as system input to predict. The predicted result of the system from the data input is as in table 6.

Table 6. System Output Based on Original Data

| Ho | Mo | Tu | We | Th | Fr | Sa | Su |
|----|----|----|----|----|----|----|----|
| 10 | M  | M  | M  | M  | M  | M  | M  |
| 11 | M  | M  | M  | M  | M  | M  | M  |
| 12 | F  | F  | F  | F  | F  | F  | F  |
| 13 | F  | F  | F  | F  | F  | F  | F  |
| 14 | M  | M  | M  | M  | M  | F  | M  |
| 15 | M  | M  | M  | M  | M  | M  | M  |
| 16 | M  | M  | M  | M  | M  | M  | M  |
| 17 | M  | M  | M  | M  | M  | M  | M  |
| 18 | M  | M  | M  | M  | M  | M  | M  |
| 19 | M  | M  | M  | M  | M  | M  | M  |
| 20 | M  | M  | M  | M  | M  | M  | M  |
| 21 | M  | M  | M  | M  | M  | M  | M  |
| 22 | E  | E  | E  | E  | E  | E  | E  |

From input data as many as 91 conditions, the system predicts 89 conditions correctly or the suitability of the system with the original data reaches 97.8. Next, to test the application, beta testing is used to see application performance. Apps are shared through questionnaires and users review app performance, and views. The results of beta testing areas table 7.

Table 7. List of Questions

| No | Question |
|----|----------|
| 1 | Is the Restaurant Density Prediction app convenient to use? |
| 2 | Can the information displayed in the Restaurant Density Prediction app be captured easily and clearly? |
| 3 | Is the help feature in the Restaurant Density Prediction app helpful? |
| 4 | Does the Restaurant Density Prediction app fit the user's needs? |
| 5 | Is the display on the Restaurant Density Prediction app comfortable to look at? |
| 6 | Are menu views, features, and symbols in the Restaurant Density Prediction app easy to spot? |
| 7 | Is the font size displayed in the Restaurant Density Prediction app easy to read? |
| 8 | Is the "create account" and "login" process easy to use? |

From the list of questions above, the respondents' responses are as follows.
From each of these questions the result from the respondent's is in figure 3 and so on until figure 10, the higher the value the better the respondent's assessment of this application. But some respondents rated low on question number five about the appearance of the interface. This may be based on respondents who are not very comfortable using dark mode. Some respondents also rated poorly on the size and color of letters that were a little difficult to read on question number seven. But overall, the app is welcomed by the community, proven by good assessment obtained from respondents' reviews. Based on the above, the purpose of the research to provide information on restaurant density has been achieved by the application of restaurant density information and a restaurant density prediction system.

CONCLUSIONS AND SUGGESTIONS

Conclusions
Feedforward Neural Network is quite good for predicting restaurant density with FSF method, by using adam optimizer and relu activation function, Feedforward Neural Network can match output with existing data with an MSE value of 7.585e-06 and a test MSE value of 0.006923. The mobile application of restaurant density information can be built with Java programming language as well as some additional APIs such as Place API, Firebase API, etc. The design of the adobe Xd interface is very easy to elaborate on in setting up the interface to be used in the application. This application is welcomed in the community, proven by good assessment obtained from respondents' reviews. Based on the above, the purpose of the research to provide information on restaurant density has been achieved by the application of restaurant density information and a restaurant density prediction system.

Suggestions
Using other neural network architectures to predict restaurant density such as RNN, or can use other optimization functions and other activation functions such as sigmoid. Restaurant density information applications can be created also in other operating systems such as iOS. Added normal mode to better cover users who are not very comfortable with dark mode. Add color and write-based settings to the app.
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