Recovery of a SINIS turnstile accuracy in a strongly non-equilibrium regime
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We perform a theoretical study of non-equilibrium effects in charge transport through a hybrid single-electron transistor based on a small normal metal (N) island with the gate-controlled number of electrons, tunnel-coupled to voltage-biased superconducting (S) electrodes (SINIS). Focusing on the turnstile mode of the transistor operation with the gate voltage driven periodically, and electrons on the island being out of equilibrium, we find that the current quantization accuracy is a non-monotonic function of the relaxation rate $\Gamma_F$ of the distribution function $F(\epsilon)$ on the island due to tunneling, as compared to the drive frequency $f$, electron-electron $1/\tau_{ee}$ and electron-phonon $1/\tau_{eph}$ relaxation rates. Surprisingly, in the strongly non-equilibrium regime, $f \gg \Gamma_F \gg \tau_{ee}^{-1}, \tau_{eph}^{-1}$, the turnstile current plateau is recovered, similarly to the ideal equilibrium regime, $\tau_{eph}^{-1} \gg \Gamma_F$. The plateau is destroyed in the quasiequilibrium regime when the electron-electron relaxation is faster than tunneling.

I. INTRODUCTION

Nowadays, hybrid superconducting systems play an important role in several domains of physics and technology such as electronic refrigeration\textsuperscript{1}, metrology\textsuperscript{2} etc. One aspect, widely addressed in the literature, is the overheating of the superconducting (S) parts of hybrid junctions as they can be easily driven out of equilibrium under typical operating conditions (see, e.g., Ref. \textsuperscript{3}). When overheated, superconducting parts contain many hot quasiparticles (QPs) which compromise the performance of mesoscopic devices.\textsuperscript{4} To overcome the problem of hot QPs, quite a number of efforts have been made to reduce these overheating effects in S by putting different types of quasiparticle traps\textsuperscript{12–17} and by cooling S-parts directly.\textsuperscript{18–21} Despite some pessimistic theoretical predictions of the residual QP densities,\textsuperscript{22} these efforts have been rather successful as the quasiparticle densities were indeed remarkably reduced there.\textsuperscript{3,16,23–25}

Besides the problem of hot QPs in the superconductors, which is partly solved, there is a question of electron overheating in the normal metal (N) parts of mesoscopic devices. The relaxation rates in N parts are significantly faster than in S; nevertheless, there are both theoretical and experimental studies of the non-equilibrium distributions in N wires,\textsuperscript{26} in single-electron transistors,\textsuperscript{27} and in N parts of NIS coolers\textsuperscript{28,29} where $T$ stands for insulator. Under experimentally achievable conditions, the electronic energy distribution $F(\epsilon)$ in the normal metal can have non-Fermi-Dirac form, which leads to measurable consequences.

In this paper, we address the problem of non-equilibrium electronic distributions in a similar type of device, namely, in a hybrid superconducting single-electron transistor (SET) consisting of a small metallic normal island, sandwiched between two superconducting electrodes. Such configuration, usually called SINIS, is shown schematically in Fig. 1. Under equilibrium conditions, a large Coulomb energy (compared to the bath temperature $T$) prevents an extra electron from tunneling into the island, which enables one to control the electron number $n$ of the island by applying a voltage to a nearby gate electrode.

One way to drive a SINIS SET out of equilibrium is to apply a periodic driving gate voltage in the so-called turnstile regime,\textsuperscript{30} which has potential applications in quantum metrology.\textsuperscript{2,31} Then, one measures the charge current $\langle I \rangle$ through the device, averaged over the drive period. A hybrid superconducting turnstile was realized for the first time in Ref. \textsuperscript{30}. It is a voltage-biased hybrid SINIS SET working as schematically shown in Fig. 2. By applying a periodic voltage to the gate electrode with a driving frequency $f$, one can change the chemical potential $\mu$ of the normal island (see the two positions of $\mu(t)$ in panels (a) and (b) of the figure). Due to the Coulomb interaction, in a certain range of the gate voltage amplitudes only two charge states of the island are available. Therefore, when $\mu$ is aligned with the lower quasiparticle branch below the gap of the left electrode, one electron is loaded to the island from the left electrode, see panel (a), while when $\mu$ is above the gap of the right electrode, an electron tunnels out from the island to the right ele-
trode, panel (b). This results in a quantized average current \( \langle I \rangle = e f \), with \( e > 0 \) being the elementary charge. In the present paper, we study how the non-equilibrium electron distribution on the island affects the device operation.

The paper is organized as follows. In Sec. II we formulate the theoretical model and write the main equations describing the electron dynamics in the turnstile. Sec. III qualitatively explains the main ideas and the results of the paper. In Sec. IV we study the most interesting regime of the turnstile operation, when the drive is not too slow, and estimate the relevant experimental parameters. In Sec. V, we show that in the opposite case (slow drive) the turnstile errors are very large, so this regime is not interesting. In the last section, we summarize our results.

II. THE MODEL

We assume the single-electron energy levels on the normal island to be randomly distributed with the mean level spacing \( \delta = [\nu_N(0)V]^{-1} \), where \( \nu_N(0) \) and \( V \) are the density of states (DOS) per spin projection and the island volume, respectively. Depending on the island size, \( \delta \) can be large or small compared to other energy scales of the problem. Turnstile devices based both on large \(^3\text{2}\) and small \(^3\text{2}\) islands have been realized. Here we focus on the limit of large islands (small \( \delta \)). We also restrict ourselves to the situation without any external magnetic field, so each level is doubly degenerate with respect to the spin. Tunnel coupling to the electrodes broadens the single-particle levels. Characterizing each tunnel junction \( j = 1, 2 \) by the conductance \( G_j \) it has when the electrode is in the normal state (see Fig. 1), we can relate the average level broadening \( \gamma_1 + \gamma_2 \) (2\( \gamma_j \) being the average escape rate from a single level on the island to the \( j \)th electrode in the normal state) to the conductances as \( G_j = 2e^2\gamma_j/\delta \), where the factor of 2 keeps track of the spin degeneracy and we set the Planck constant \( \hbar = 1 \).

Besides the single-particle contribution to the electronic energy of the island, we include the Coulomb electrostatic contribution. It is determined by the total charge \( Q = -ne \) on the island, where \( n \) is the total number of the excess electrons there. In addition, one can control the electrostatic energy by applying a voltage \( V_g \) to the gate electrode (see Fig. 1). We write the Coulomb energy as \( E_n = E_C(n^2 - 2nn_g) \), where the charging energy \( E_C = e^2/2C_S \) is governed by the island total capacitance \( C_S = C_1 + C_2 + C_g \) being the sum of the capacitances to each of the electrodes \( C_j \), \( j = 1, 2 \), as well as of the capacitance to the gate electrode \( C_g \), and \( n_g \equiv C_g V_g/e \). Here we neglect the effects of overheating of \( S \) leads due to the success of the QP reduction mentioned in the introduction and assume the electrodes to be in thermal equilibrium at temperature \( T \ll \Delta \) small compared to the superconducting gap \( \Delta \), and at different chemical potentials \( -eV_j \) determined by the applied constant bias voltage \( V \). For simplicity we consider a symmetric device with \( C_1 = C_2, G_1 = G_2, \gamma_1 = \gamma_2 = \gamma \), and \( -V_1 = V_2 = V = V/2 > 0 \).

The electronic state of the island is specified by the total electron number \( n \) (always an integer), and by the occupations of all single-electron levels. In the statistical description, one works with the probability \( p_n \) to have \( n \) excess electrons, and with the conditional occupation probability \( F_n(\epsilon) \) of a single-particle state with energy \( \epsilon \) and a given spin, provided that the island has exactly \( n \) excess electrons. They are subject to the constraints \( \sum p_n = 1 \) and

\[
\frac{2}{\delta} \int [F_n(\epsilon) - \theta(-\epsilon)] d\epsilon = n . \tag{1}
\]

As any fermionic distribution function, \( F_n(\epsilon) \) has the limiting values \( F_n(\epsilon \to \pm \infty) = 0, 1 \).

We assume the island to be in the strong Coulomb blockade regime, which occurs when \( T \ll E_C \) and \( \gamma \ll \delta \). Then, if the gate voltage varies within the interval \( 0 < n_g < 1 \), \( p_n \) is dominated by at most two values of \( n \) close to the minimum of \( E_n \), \( n = 0, 1 \). As mentioned before we assume the island to be large enough, so that \( E_C, eV, \Delta \gg \delta \). Then, many single-particle levels can participate in the transport, so a change of \( n \) by 1 translates into a very small change of the occupation probability of each individual level and into a change of the chemical potential by a small amount \( \sim \delta \). As a result, one can neglect the difference between the distribution functions \( F_0(\epsilon), F_1(\epsilon) \), and their average \( F(\epsilon) \equiv p_0 F_0(\epsilon) + p_1 F_1(\epsilon) \) at any given \( \epsilon \) (see Appendix A). Under the above con-
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\caption{(Color online) An illustration of the SINIS turnstile operation in the equilibrium regime. Panels show energy diagrams of quasiparticle distributions in superconducting electrodes with a gap \( \Delta \) and in the normal island for the two stages of the turnstile operation. The two positions \( \mu = \mp A_n \) of the island chemical potential, shown by solid black lines, correspond to (a) injection and (b) ejection stages, respectively. The filled (empty) states are shown by blue (white) color, while the electrodes are numbered by 1 and 2 in the circles. Both in the island and in electrodes, the electronic distributions are zero-temperature Fermi distributions. The electrode chemical potentials are shifted by a bias voltage \( \Delta \) and are shown by horizontal dashed lines. The main tunneling process of injection (ejection) is shown by the green arrow.}
\end{figure}
The electron-phonon processes do not conserve energy conditions, one can write a closed set of rate equations for \( p_n \) and \( \mathcal{F}(\epsilon) \), as it was done in Refs. 34 and 35:

\[
\dot{p}_1 = -\dot{p}_0 = \sum_j \frac{2\gamma}{\delta} \left[ p_0 \, w_+(U_j) - p_1 \, w_-(U_j) \right], \tag{2a}
\]

\[
w_+(U_j) = \int d\epsilon \, n_S(\epsilon) \, \mathcal{F}_T(\epsilon) \left[ 1 - \mathcal{F}(\epsilon - U_j) \right], \tag{2b}
\]

\[
w_-(U_j) = \int d\epsilon \, n_S(\epsilon) \left[ 1 - \mathcal{F}_T(\epsilon) \right] \mathcal{F}(\epsilon - U_j), \tag{2c}
\]

\[
\dot{\mathcal{F}}(\epsilon, t) = \gamma p_0 \left[ 1 - \mathcal{F}(\epsilon, t) \right] \sum_j n_S(\epsilon + U_j) \mathcal{F}_T(\epsilon + U_j) - \gamma p_1 \mathcal{F}(\epsilon, t) \sum_j n_S(\epsilon + U_j) \left[ 1 - \mathcal{F}_T(\epsilon + U_j) \right] + \text{St}[\mathcal{F}(\epsilon)], \tag{3}
\]

where the dot denotes the time derivative. Here we introduced \( n_S(\epsilon) = |\text{Re} \epsilon/\sqrt{\epsilon^2 - \Delta^2}| \), the quasiparticle DOS in the superconducting electrodes normalized to its normal-state value, and \( U_j \equiv \mu + eV_j \) is the change of electrostatic energy due to electron tunneling into the island from the \( j \)th electrode with \( \mu \equiv E_{n+1} - E_n = 2E_C(n + 1/2 - n_g) \) playing the role of the chemical potential of the island. \( \mathcal{F}_T(\epsilon) \equiv 1/(1 + e^{\epsilon/T}) \) is the Fermi-Dirac distribution with the bath temperature \( T \).

The last term in Eq. (3), \( \text{St}[\mathcal{F}(\epsilon)] \), is the collision integral which describes relaxation of the electronic energy distribution towards thermal equilibrium. We consider two relaxation mechanisms, electron-electron and electron-phonon collisions on the island (see, e.g., Ref. 1 for a review),

\[
\text{St}[\mathcal{F}(\epsilon)] = \text{St}_{ee}[\mathcal{F}(\epsilon)] + \text{St}_{eph}[\mathcal{F}(\epsilon)]. \tag{4a}
\]

We describe both in the \( \tau \)-approximation:

\[
\text{St}_{ee}[\mathcal{F}(\epsilon)] = \frac{\mathcal{F}_T(\epsilon) - \mathcal{F}(\epsilon)}{\tau_{ee}}, \tag{4b}
\]

\[
\text{St}_{eph}[\mathcal{F}(\epsilon)] = \frac{\mathcal{F}_T(\epsilon) - \mathcal{F}(\epsilon)}{\tau_{eph}}. \tag{4c}
\]

Here \( \mathcal{F}_T(\epsilon) = 1/(1 + e^{\epsilon/T_e}) \) is the Fermi-Dirac distribution with a certain temperature \( T_e \), chosen so that the total energy of the limiting equilibrium distribution \( \mathcal{F}_T(\epsilon) \) matches that in the distribution \( \mathcal{F}(\epsilon) \):

\[
\frac{2}{\delta} \int \epsilon \left[ \mathcal{F}_T(\epsilon) - \theta(-\epsilon) \right] d\epsilon = \frac{2}{\delta} \int \epsilon \left[ \mathcal{F}(\epsilon) - \theta(-\epsilon) \right] d\epsilon, \tag{5}
\]

where the left-hand side is equal to \( \pi^2T_e^2/(3\delta) \). This ensures that \( \text{St}_{ee}[\mathcal{F}(\epsilon)] \) conserves the total electronic energy.\(^\text{36}\) The electron-phonon processes do not conserve the electronic energy and drive the electronic distribution towards \( \mathcal{F}_T(\epsilon) \).

The two relaxation times \( \tau_{ee} \) and \( \tau_{eph} \) may depend on electronic temperature \( T_e \), but not on the energy \( \epsilon \) (such dependence would lead to violation of particle and energy conservation). For \( \tau_{ee} \), we assume the temperature dependence corresponding to the zero-dimensional limit:\(^\text{37,38}\)

\[
\frac{1}{\tau_{ee}} = \delta \frac{T_e^2}{E_{\text{Th}}^2}, \tag{6}
\]

where \( E_{\text{Th}} \) is the Thouless energy of the island, defined by the order of magnitude as the inverse of the time required for an electron to travel across the island, thus randomizing its motion due to scattering off impurities or the dot boundaries, \( E_{\text{Th}} \sim \min\{v_F/L, D/L^2\} \), where \( L \sim V^{1/3} \) is the typical island size, \( v_F \) is the Fermi velocity, and \( D \) is the electron diffusion coefficient. In Eq. (6), we omitted the numerical prefactor which is determined by the island shape.

As for the temperature dependence of \( \tau_{eph} \), it can be conveniently determined by considering the total power \( W \) transferred to phonons from electrons whose distribution \( \mathcal{F}_\text{T}(\epsilon) \) is thermal, but with a temperature \( T_e \) derived from the phonon temperature \( T \). It is related to the electron-phonon collision integral as

\[
W = \frac{2}{\delta} \int \epsilon \, \text{St}_{eph}[\mathcal{F}_\text{T}(\epsilon)](\epsilon) \, d\epsilon. \tag{7}
\]

For this cooling power, a variety of expressions is available in the literature, which were derived microscopically in different regimes determined by the system dimensionality, the shape of the Fermi surface, the relation between the phonon wavelength, island size, and the electron mean free path.\(^\text{39-44}\) All these expressions can be represented in the form

\[
W = \frac{\pi^2}{3\delta} \left( \frac{T_e^\alpha - T_e^{\alpha-3}}{T_{\text{eph}}^{\alpha-3}} \right), \tag{8}
\]

with some power \( \alpha \) between 4 and 6, and with \( T_{\text{eph}} \) parameterizing the electron-phonon coupling strength. The proportionality of the cooling power to the island volume \( V \) is ensured by the factor \( 1/\delta = v_F(0)V \) in Eq. (8). Strictly speaking, it is impossible to obtain an expression of the form (8) from Eq. (7) in the \( \tau \) approximation (4c) with an energy-independent \( \tau_{eph} \). Still, if we use the following model dependence:

\[
\frac{1}{\tau_{eph}} = \max\{T_e^{\alpha-2}, T_e^{\alpha-2}\}/T_{\text{eph}}^{\alpha-3}, \tag{9}
\]

Eq. (8) matches expression (7) when \( T_e \) and \( T \) are strongly different. It gives a wrong numerical coefficient in \( W \) when \( T_e \approx T \), but the \( \tau \) approximation is valid only qualitatively anyway. In the subsequent numerical calculations, we take \( \alpha = 5 \), so that Eq. (8) can be equivalently represented in the form \( W = \Sigma V (T_e^5 - T^5) \), where \( \Sigma \) is a material constant.\(^1\)

The specific observable we are interested in, is the steady-state period-averaged current \( \langle I \rangle \) from the second
to the first electrode. Due to the charge conservation it can be calculated in any of the contacts, say, \( j = 2 \):

\[
\langle I \rangle = e \frac{2\gamma}{\delta} \sum_{j} \frac{d}{dt} \left[ p_j(t) w_-(U_j) - p_0(t) w_+(U_j) \right].
\]  

(10)

III. QUALITATIVE DISCUSSION

To achieve the turnstile operation, the gate voltage is driven periodically with frequency \( f \), which leads to a time dependence of \( \mu(t) \) via \( n_g(t) \). For simplicity we consider a symmetric square drive shape,

\[
\mu(t) = \begin{cases} 
-A_g, & 0 < t < T/2, \\
A_g, & T/2 < t < T,
\end{cases}
\]

where \( T = 1/f \) and \( A_g \) are the drive period and amplitude, respectively.

The main idea of the electron turnstile is to charge the island by transferring one electron from the first electrode during the first half-period (injection stage), so that \( p_1(T/2) \rightarrow 1 \), and to discharge it through the second electrode in the second half-period, \( p_1(T) = p_1(0) \rightarrow 0 \) (ejection stage). Ideally, this should lead to a quantized value of the period-averaged current through the device \( \langle I \rangle = ef \). Successful turnstile operation implies that the total charge relaxation rate,

\[
\Gamma = \sum_j \frac{2\gamma}{\delta} [w_+(U_j) + w_-(U_j)],
\]

well exceeds the drive frequency, \( \Gamma \gg f \). The smallness of \( \delta \ll E_C, \Delta, eV \) which enabled us to neglect \( n \)-dependence of \( F_n(\epsilon) \) also leads to separation between the relaxation time scales of \( p_n \) and \( F(\epsilon) \). Namely, the typical relaxation rate of the distribution function \( F(\epsilon) \) at a given energy due to tunneling is \( \Gamma_T \ll \gamma \) (an electron must enter or leave a given level), while for \( p_n \), the typical rate is \( \Gamma \sim \gamma(eV/\delta) \gg \Gamma_T \), as an electron entering any of \( \sim eV/\delta \gg 1 \) levels is sufficient. If, in addition, \( \Gamma_T \ll f \), then one can solve rate equations (2) (assuming \( F(\epsilon) \) to be fixed and average Eq. (3) over the relaxation time of \( p_n \) or over the drive period. In the opposite case one can neglect the deviation of \( p_n \) from the stationary solution (see Sec. V).

For the amplitude below the so-called forward-tunneling threshold \( A_g^f = \Delta - eV/2 \) (we always assume \( eV < 2\Delta \)) the tunneling rates \( w_{\pm}(U_j) \) are exponentially small. Note that at finite bath temperatures \( T \) one can still work in this regime at \( A_g \approx A_g^f - T \). This leads to a refrigerating effect on the normal island which over-heats superconducting electrodes. In the following, we consider the amplitudes \( A_g > A_g^f \), to have a measurable turnstile current and to avoid overheating of the leads. Still, several processes can lead to a deviation of \( \langle I \rangle \) from its ideal value \( ef \). Neglecting all high order processes in the tunneling rates (such as cotunneling, Andreev tunneling, and Cooper pair-electron tunneling) and focusing on the sequential tunneling contributions, we can separate four types of errors related to non-equilibrium effects both in the island and in the superconducting leads:

\[
\langle I \rangle = ef(1 - 2P_{\text{nt}})(1 - 2P_\infty)(1 - 2P_{\text{bt}}) + I_{\text{leak}}.
\]

(13)

Here \( P_{\text{nt}} \) stands for the probability of missed tunneling events if the inequality \( \Gamma \gg f \) is not strongly satisfied, so that at too large \( f \) electrons do not have enough time to tunnel into (out of) the island during the corresponding half-period. The factor \( 1 - 2P_\infty \) relates to the Pauli blocking and differs from unity if a finite population of quasiparticles (often non-equilibrium) is present in the leads. The third factor \( 1 - 2P_{\text{bt}} \) in Eq. (13) is due to a combination of back-tunneling processes and drive-dependent leakage which produce tunneling events through the “wrong” junctions: through the first (second) one on the ejection (injection) stage. Finally, the leakage current \( I_{\text{leak}} \) is present even without drive \( (A_g = 0) \) and is due to quasiparticles which can tunnel through the device at any time and increase the total current. Typically, \( I_{\text{leak}} \) is independent of the drive frequency.

The standard picture of the SINIS turnstile operation assumes the electrons both on the island and in the leads to be in equilibrium with the bath, whose temperature \( T \) is sufficiently low. This ensures that the density of quasi-particle excitations is negligible, so that the quasiparticle leakage rate is small compared to the drive frequency. Then all error contributions are small. For this equilibrium assumption to be valid, the electron-phonon relaxation time \( \tau_{\text{eph}} \), must be short enough, \( \Gamma_T \tau_{\text{eph}} \ll 1 \), where \( \Gamma_T \) is the typical relaxation rate for the distribution function \( F(\epsilon) \) at a given energy due to the tunneling terms in the kinetic equation (3). In this equilibrium regime, the period-averaged current \( \langle I \rangle \) is quantized when the gate amplitude \( A_g \) lies in the interval \( A_g^f < A_g < A_g^{bt} \) between the forward and backward tunneling thresholds, \( A_g^{bt} = \Delta + eV/2 \) (see Fig. 2(b) for the energy diagram). For \( A_g > A_g^f \), the probability \( P_{\text{bt}} \) of tunneling to the wrong junction becomes of order of unity.

In this work, we investigate the turnstile operation at \( \Gamma_T \tau_{\text{eph}} \gtrsim 1 \), i.e., beyond the equilibrium limit, and demonstrate that even in this case there is a certain range of parameters where the SINIS SET can still work as an electronic turnstile. Specifically, beyond the equilibrium limit we identify three regimes with different behavior of the electron distribution function \( F(\epsilon, t) \) in the normal island.

(i) In the quasiequilibrium regime (see the energy diagram Fig. 3(b) and the light green area close to the origin in Fig. 4), \( \Gamma_T \ll f, 1/\tau_{\text{eph}} \), the distribution function \( F(\epsilon, t) \approx F_{\text{eq}}(\epsilon) \) has the Fermi-Dirac form with an effective electronic temperature \( T_e \lesssim A_g - A_g^f \), governed by the balance of the heat flows. In this regime the current deviates significantly from \( ef \) (except a narrow range,
FIG. 3. (Color online) The energy diagrams of a SINIS SET turnstile in the fast drive regimes mentioned in the text, when the drive frequency $f \gg \Gamma_F$, the distribution function relaxation rate $\Gamma_F$ due to tunneling. (a) Equilibrium regime $\Gamma_F \ll \tau_{\text{eph}}^{-1}$ at low bath temperature; (b) Quasiequilibrium regime $\tau_{\text{eph}} \ll \Gamma_F \ll \tau_{\text{ee}}^{-1}$ with the long thermal tails of the distribution function $\mathcal{F}(\epsilon)$; (c) and (d) Non-equilibrium regime $\Gamma_F \gg \tau_{\text{ee}}^{-1}, \tau_{\text{eph}}^{-1}$ for (c) small $A_g < \Delta$ and (d) large $A_g > \Delta$ amplitudes. In all panels the distribution functions in the island shown by blue color correspond to the first half-period ($\mu$ is shown by black solid lines). The solid green, dashed red, and dotted purple arrows show the main forward tunneling, backtunneling, and leakage contributions, respectively.

$A_g/A_g^\text{th} - 1 \ll 1$, of the parameters near the threshold) due to long thermal tails of $\mathcal{F}_{T,\tau}(\epsilon)$ as shown by green dashed-dotted line in Fig. 5.

(ii) In the fully non-equilibrium regime (see the energy diagrams Fig. 3(c, d) and the blue area on the top of Fig. 4), $1/\tau_{\text{ee}} \ll \Gamma_F \ll f$, the tunneling processes form a non-Fermi-Dirac energy profile of $\mathcal{F}(\epsilon)$. This regime is characterized by a wide distribution $\mathcal{F}(\epsilon)$ with sharp jumps at $\epsilon = \pm (A_g - A_g^\text{th})$. The sharpness of these jumps, determined by the smearing of the Bardeen-Cooper-Schrieffer (BCS) singularities, ensures good current quantization $\langle I \rangle \approx ef$ (see Fig. 5) in the gate amplitude interval $A_g^\text{th} < A_g < \Delta$ (see Fig. 3(c)), despite a strongly non-equilibrium shape of the distribution function.

(iii) At slow drive (see the dark red area on the right in Fig. 4 and the energy diagram in Fig. 9), $f \ll \Gamma_F$, the distribution function may evolve significantly over the drive period $T = 1/f$. This regime is characterized by the large leakage current due to the relaxation of $\mathcal{F}(\epsilon,t)$ by electron tunneling processes.

In the next section we focus on the case of the fast drive and study cases (i) and (ii). We will also consider

the equilibrium regime as a reference point. The slow drive limit is studied separately in Sec. V.

IV. FAST DRIVE

Here we take advantage of the assumption $\Gamma_F \ll f$, covering cases (i) and (ii), discussed in the previous section. This assumption enables us to neglect the change in $\mathcal{F}(\epsilon)$ during the period in the first approximation, and
write down the solution for \( p_1(t) = 1 - p_0(t) \) as

\[
\begin{align*}
p_1(t < \mathcal{T}/2) &= 1 - P_\infty - (1 - 2P_\infty) \frac{e^{-\Gamma t}}{1 + e^{-\Gamma \mathcal{T}/2}}, \\
p_1(t > \mathcal{T}/2) &= P_\infty + (1 - 2P_\infty) \frac{e^{-\Gamma(t-\mathcal{T}/2)}}{1 + e^{-\Gamma \mathcal{T}/2}},
\end{align*}
\]

(14a, 14b)

where we consider \( 0 < t < \mathcal{T} \). The quantity \( P_\infty \) is specified below. Both \( \Gamma \) and \( P_\infty \) depend on \( \mathcal{F}(\epsilon) \). For the moment, let us consider \( \mathcal{F}(\epsilon) \) as given, it will be determined later from the kinetic equation.

The total charge relaxation rate \( \Gamma \) in Eqs. (14), defined by Eq. (12), is a sum of four terms, \( \Gamma = \Gamma_{1+} + \Gamma_{1-} + \Gamma_{2+} + \Gamma_{2-} \), with \( \Gamma_j = 2\gamma w_j(U_j)/\delta \). As long as \( \mathcal{F}(\epsilon) \) is assumed to be constant during the period, \( \Gamma \) is also constant. This is the consequence of the electron-hole symmetry of the problem, \( \mathcal{F}(\epsilon) = 1 - \mathcal{F}(-\epsilon) \), following from the symmetry of the drive (11). Indeed, each \( \Gamma_j \) is constant during each half-period, but different on the two half-periods because of the dependence of the drive \( \mu(t) \). The symmetry of the latter, however, leads to the relations

\[
\begin{align*}
\Gamma_{1\pm}(0 < t < \mathcal{T}/2) &= \Gamma_{2\mp}(\mathcal{T}/2 < t < \mathcal{T}), \\
\Gamma_{2\pm}(0 < t < \mathcal{T}/2) &= \Gamma_{1\mp}(\mathcal{T}/2 < t < \mathcal{T}),
\end{align*}
\]

(15a, 15b)

so the sum of the four terms is the same on both half-periods. In the following, we will omit the time arguments, referring to the values on the first half-period.

\( P_\infty \) in Eqs. (14) represents the limiting probability of having \( n = 0 \) or 1 excess electrons on the island at the end of the injection or ejection stage, respectively, at long enough times, \( \Gamma \mathcal{T} \gg 1 \). It is given by

\[
P_\infty = \frac{\Gamma_{1-} + \Gamma_{2-}}{\Gamma}.
\]

(16a)

Out of four terms \( \Gamma_j \), only \( \Gamma_{1+} \) is large in the equilibrium turnstile operation regime, \( A_g^b < A_g < A_g^{bt} \), while the rest are due to residual quasiparticles in the leads and thermal tails of the distribution function in the island, so \( P_\infty \ll 1 \). Substituting solution (14) into expression (10), we obtain (13) with \( P_\infty \) written above and other error contributions given by

\[
\begin{align*}
P_{\text{int}} &= \frac{e^{-\Gamma \mathcal{T}/2}}{1 + e^{-\Gamma \mathcal{T}/2}}, \\
P_{\text{bt}} &= \frac{\Gamma_{2+} + \Gamma_{2-}}{\Gamma}, \\
I_{\text{leak}} &= e \frac{\Gamma_{1+} + \Gamma_{2-} - \Gamma_{1-} - \Gamma_{2+}}{\Gamma}.
\end{align*}
\]

(16b, 16c, 16d)

To determine the distribution function \( \mathcal{F}(\epsilon) \) which implicitly enters the expressions above, we average Eq. (3) over the period with the help of Eqs. (11) and (14) (as discussed above, the evolution of \( \mathcal{F}(\epsilon) \) is slow). Collecting the terms linear in \( \mathcal{F}(\epsilon) \) and independent of \( \mathcal{F}(\epsilon) \) in the tunneling part of Eq. (3), we can rewrite it identically as

\[
\dot{\mathcal{F}}(\epsilon) = \overline{\gamma}(\epsilon) \left[ \overline{\mathcal{F}}_{\text{neq}}(\epsilon) - \mathcal{F}(\epsilon) \right] + \text{St}[\mathcal{F}](\epsilon),
\]

(17)

where \( \overline{\gamma}(\epsilon) = \gamma(\dot{\mathcal{F}}_+(\epsilon) + \dot{\mathcal{F}}_-(\epsilon)) \) is the period-averaged energy-dependent rate of relaxation towards a certain non-equilibrium distribution \( \overline{\mathcal{F}}_{\text{neq}}(\epsilon) = \gamma(\dot{\mathcal{F}}_+(\epsilon)/\overline{\gamma}(\epsilon)) \), determined by the tunneling to and from the electrodes. Here we defined

\[
\begin{align*}
\dot{\mathcal{F}}_+(\epsilon) &= \sum_{\eta = \pm} \left[ \left( \frac{1}{2} - \bar{\rho} \right) n_\eta^+ (A_g + \eta eV/2 - \epsilon) + \bar{\rho} n_\eta^- (-A_g + \eta eV/2 - \epsilon) \right], \\
\bar{\rho} &= \frac{1}{T} \int_0^{T/2} p_1(t) dt = \frac{1}{T} \int_0^T p_0(t) dt = \frac{1 - P_\infty}{2} - \frac{(1 - 2P_\infty)(1 - 2P_{\text{int}})}{\Gamma T}.
\end{align*}
\]

(18, 19)

The distribution \( \overline{\mathcal{F}}_{\text{neq}}(\epsilon) \) is very far from the equilibrium one. Although it tends to 0 and 1 in the limits \( \epsilon \to \pm \infty \), in the interval \( |\epsilon| < A_g - A_g^{bt} \) it has several sharp features, inherited from the BCS singularities in the electrode density of states. \( \overline{\mathcal{F}}_{\text{neq}}(\epsilon) \) may have different shape, depending on how these singularities, shifted by \( \pm A_g \) and/or \( \pm eV/2 \) are located with respect to each other. In the turnstile regime, \( A_g^{bt} < A_g < A_g^{bt} \), it may have two possible shapes which are shown schematically in Fig. 6.
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FIG. 6. (Color online) A sketch of the dependence \( \overline{\mathcal{F}}_{\text{neq}}(\epsilon) \) in the turnstile regime \( A_g^{bt} < A_g < A_g^{bt} \) for (a) \( A_g < \Delta \) and (b) \( A_g > \Delta \).

The relaxation rate \( \overline{\gamma}(\epsilon) \) competes with the collision integral which tends to drive the system towards equilibrium. When \( \bar{\rho} \) is close to 1/2, \( \overline{\gamma}(\epsilon) \) has quite different values, depending on whether the second term in the expression \( \dot{\mathcal{F}}_+(\epsilon) \) vanishes or not. Namely, \( \overline{\gamma}(\epsilon) \sim \gamma \) for energies \( |\epsilon| > A_g + A_g^{bt} \), which corresponds to ejecting electrons from the island into the empty QP bands on
the injection stage, $0 < t < T/2$, or to electron injection from the deep filled QP states on the ejection stage, $T/2 < t < T$. These processes contribute to the errors via the rates $\Gamma_{1-}, \Gamma_{2-}$, which are suppressed when $F(\epsilon)$ is close to 0 or 1 at $|\epsilon| > A_g + A_b^\pm$. 

In the energy interval $|\epsilon| < A_g + A_b^\pm$, more important for the turnstile operation, the relaxation rate is smaller, $\Gamma_F(\epsilon) \sim \Gamma_F$, which we define as

$$\Gamma_F = \gamma \left( \frac{1}{2} - \bar{p} \right) \approx \frac{\gamma P_{\infty}}{2} + f \frac{\gamma}{T}. \tag{21}$$

Here the first contribution $\gamma P_{\infty}$ is related to the time-independent terms in Eq. (14), while $f \gamma/T$ is the effective rate associated with fast charge transfer terms in Eq. (14) and originated from the second term in Eq. (20). Because the interval $|\epsilon| < A_g + A_b^\pm$ is the most important for the turnstile operation, it is $\Gamma_F$ from Eq. (21) that should be used in the validity condition of Eq. (17). In the opposite limit of $\max(\gamma P_{\infty}, 1/\tau_{ee}) \gg f$, considered in Sec. V, one can neglect the charge relaxation in $p_n(t)$ in the kinetic equation, i.e., in the time-dependent terms in Eq. (14).

In the $\tau$-approximation for the collision integral, Eqs. (4), the steady-state solution of Eq. (17) can be written explicitly:

$$F(\epsilon) = \frac{\tilde{\Gamma}_F(\epsilon) \tilde{F}_\text{neq}(\epsilon) + \tilde{F}_T(\epsilon) / \tau_{ee} + \tilde{F}_\text{eph}(\epsilon) / \tau_{eph}}{\tilde{\Gamma}_F(\epsilon) + 1/\tau_{ee} + 1/\tau_{eph}}. \tag{22}$$

Note that due to the symmetry of the drive we have $\Gamma_F(\epsilon) = \Gamma_F(-\epsilon)$ and $\tilde{F}_\text{neq}(\epsilon) = 1 - \tilde{F}_\text{neq}(-\epsilon)$ leading to $F(\epsilon) = 1 - F(-\epsilon)$ and $w_{-}[U] = w_{+}[U]$.

Below we consider the limiting cases corresponding to the equilibrium ($\Gamma_F \ll \tau_{ee}^{-1}$), quasi-equilibrium ($\tau_{eph}^{-1} \ll \Gamma_F \ll \tau_{ee}^{-1}$) and fully non-equilibrium ($\Gamma_F \gg \tau_{ee}^{-1}$) regimes. Here the typical value of the distribution function relaxation rate $\Gamma_F$ (21) corresponds to the energy interval $|\epsilon| < A_g - A_b^\pm$ where the major deviations of $F(\epsilon)$ from the equilibrium one occur. In the following, we show that the plateau $\langle I \rangle = ef$ of the pumping current survives in the equilibrium and, surprisingly, in the fully non-equilibrium regimes, but it is destroyed by the thermal tails of the distribution function in the quasi-equilibrium one. Such unusual non-monotonic behavior demonstrates the negative role of the electron-electron relaxation for the turnstile operation, but not of non-equilibrium itself.

### A. Equilibrium regime

For reference, we consider first the standard equilibrium regime, when the fast enough electron-phonon relaxation with the rate $\tau_{eph}^{-1} \gg \Gamma_F$ drives the system towards equilibrium with the phonon bath (whatever the relation between $\tau_{ee}$ and $\tau_{eph}$). In this case, one can neglect the difference between $F(\epsilon, t)$ and the equilibrium Fermi distribution $\tilde{F}_T(\epsilon)$ with the small bath temperature $T \ll \Delta, E_C$. In the turnstile operation regime, $A_g^b < A_g < A_b^b$, only $\Gamma_{1+}$, is not exponentially small:

$$\Gamma_{1+} = \frac{2\gamma}{\delta} \sqrt{(A_g + eV/2)^2 - \Delta^2}, \tag{23a}$$

$$\Gamma_{2+} = \frac{2\gamma}{\delta} \sqrt{\frac{\pi T \Delta}{2}} e^{-(A_b^b - A_g)/T}, \tag{23b}$$

while $\Gamma_{1-}$ and $\Gamma_{2-}$ are suppressed by even stronger exponentials $e^{-(A_g + eV/2)/T}$ and $e^{\max(\Delta, A_g - eV/2)/T}$, respectively, not exceeding $e^{-\Delta/T}$ at $A_g > A_b^b$. As a result, both the leakage and the Pauli blocking errors are negligible, and the errors are dominated by the backtunneling, $P_{bt} \approx \frac{\Gamma_{2+}}{\Gamma_{1+}} = \sqrt{\frac{(\pi/2) T \Delta}{(A_g + eV/2)^2 - \Delta^2}} e^{-(A_b^b - A_g)/T} \tag{24}$ (we assume the missed tunneling contribution to be well suppressed by the exponential $e^{-\Delta/T}$). As soon as the drive amplitude exceeds the standard back-tunneling threshold $A_b^b = \Delta + eV/2$, the current $\langle I \rangle$ starts to strongly deviate from the plateau $ef$.

One may consider corrections to this result due to the deviation of $F(\epsilon)$ from $\tilde{F}_T(\epsilon)$, small by the factors $\Gamma_F \tau_{eph}$, $\tau_{eph}/\tau_{ee}$. Contributions to the errors from the term with $\tilde{F}_T(\epsilon)$ are exponentially small because the electronic temperature $T_e$ found self-consistently, is close to $T$ (by the same small factors). Contributions originating from $\tilde{F}_\text{neq}(\epsilon)$ can be calculated analogously to the ones in Sec. IV C; here we note that for $A_g < \Delta$ they are also exponentially small as $e^{-\Delta/T}$, while for $A_g > \Delta$ the smallness is no longer exponential and is guaranteed only by the parameter $\Gamma_F \tau_{eph}$.

### B. Quasiequilibrium regime

When $\tau_{eph}^{-1} \ll \Gamma_F \ll \tau_{ee}^{-1}$, one can separate $\tilde{F}_T(\epsilon)$ as the main contribution to the distribution function (22),

$$F(\epsilon) \approx \tilde{F}_T(\epsilon) + \tau_{ee} \tilde{\Gamma}_F(\epsilon) \left[ \tilde{F}_\text{neq}(\epsilon) - \tilde{F}_T(\epsilon) \right] + \frac{\tau_{ee}}{\tau_{eph}} \left[ \tilde{F}_T(\epsilon) - \tilde{F}_T(\epsilon) \right], \tag{25}$$

and naturally rewrite Eq. (5) for the electronic temperature $T_e$ as the heat balance equation:

$$\frac{2}{\delta} \int \epsilon \tilde{\Gamma}_F(\epsilon) \left[ \tilde{F}_\text{neq}(\epsilon) - \tilde{F}_T(\epsilon) \right] d\epsilon =$$

$$= \frac{2}{\delta} \int \epsilon \tilde{F}_T(\epsilon) - \frac{\tilde{F}_T(\epsilon)}{\tau_{eph}} d\epsilon. \tag{26}$$

In fact, the right-hand side of this equation is nothing but the total cooling power (7), and in the limit $\Gamma_F \ll \tau_{ee}^{-1}$ this right-hand side can be replaced by the more precise dependence (8). Moreover, one can actually take the limit $\tau_{eph} \to \infty$ and set the right-hand side of Eq. (26) to zero. Even in this case, a finite value of $T_e$ is obtained, which satisfies the following equation:

$$\int \epsilon \bar{w}(\epsilon) \tilde{F}_T(\epsilon) d\epsilon = 0. \tag{27}$$
This equation has a unique solution \( T_c \sim A_g - A_g^h \).

Near the forward tunneling threshold, \( 0 < A_g - A_g^h \ll eV \), the temperature \( T_c \approx (A_g - A_g^h)/c_0 \), with \( c_0 = 0.7233 \ldots \), and we can evaluate

\[
\Gamma_{1+} = \frac{2\gamma}{\delta} \int_{A_g^h}^{A_g} n_S^+(\epsilon + A_g + eV/2) \mathcal{F}_{T_c}(\epsilon) \, d\epsilon 
\approx \frac{2\gamma}{\delta} \sqrt{(A_g - A_g^h)\Delta},
\]

\[
\Gamma_{2+} = \frac{2\gamma}{\delta} \int_{A_g^h}^{A_g} n_S^+(\epsilon + A_g - eV/2) \mathcal{F}_{T_c}(\epsilon) \, d\epsilon 
\approx \frac{2\gamma}{\delta} \sqrt{(A_g - A_g^h)\Delta} e^{-c_0 eV/(A_g - A_g^h)},
\]

where the numerical factors are approximately given by \( c_1 = 1.3329 \ldots \), \( c_2 = 6.0751 \ldots \). Other rates are suppressed by even stronger exponentials, \( \Gamma_{1-2-} \sim \Gamma_{1+} e^{-c_0(A_g + \Delta + eV/2)/(A_g - A_g^h)} \). However, away from the threshold, when \( A_g - A_g^h \sim eV \), the electronic temperature rapidly increases and so do all errors. Thus, in most of the quasiequilibrium regime, the electron-electron collisions are detrimental for the turnstile operation.

C. Fully non-equilibrium regime

When \( \tau_{ee}^{-1}, \tau_{ph}^{-1} \ll \Gamma_{ee} \), the distribution function can be written as

\[
\mathcal{F}(\epsilon) = \bar{\mathcal{F}}_{\text{neq}}(\epsilon) + \frac{\mathcal{S}[\bar{\mathcal{F}}_{\text{neq}}](\epsilon)}{\Gamma_{ee}(\epsilon)} + O\left(\frac{\mathcal{S}[\bar{\mathcal{F}}_{\text{neq}}]^2}{\Gamma_{ee}^2}\right).
\]

Let us start by analyzing the main term, \( \bar{\mathcal{F}}_{\text{neq}}(\epsilon) \), and its contribution to the turnstile errors. In the range \( A_g^h < A_g < \Delta \), the distribution \( \bar{\mathcal{F}}_{\text{neq}}(\epsilon) \) has the shape, shown schematically in Fig. 6(a) and is given by the simple expression,

\[
\bar{\mathcal{F}}_{\text{neq}}(\epsilon) = \frac{n_S^+(A_g + \sqrt{2} - \epsilon)}{n_S^+(A_g + \sqrt{2} - \epsilon)} + \frac{n_S^+(A_g + \sqrt{2} + \epsilon)}{n_S^+(A_g + \sqrt{2} + \epsilon)}.
\]

A similar behavior of the distribution function was predicted theoretically for the dc mode of an analogous setup beyond the subgap regime \( eV > 2\Delta \) in Ref. 29, as well as for an entirely superconducting device in Ref. 47. This determines the dominant among the four rates \( \Gamma_{j\pm} \),

\[
\Gamma_{1+} = \frac{2\gamma}{\delta} \int_{A_g^h}^{A_g - \Delta + eV} n_S^+(2A_g + eV - \epsilon) \, d\epsilon = \frac{2\gamma}{\delta} \sqrt{2(A_g - A_g^h)\Delta} \left[ \sqrt{2} + \ln(\sqrt{2} - 1) \right] + \frac{2\gamma}{\delta} O\left(\frac{(A_g - A_g^h)^{3/2}}{\sqrt{\Delta}}\right),
\]

where we only give an explicit expression near the threshold, \( A_g - A_g^h \ll \Delta \) (although the integral can be calculated exactly, the resulting expressions are quite bulky and not very informative). The rest of the rates, \( \Gamma_{2+}, \Gamma_{1-}, \Gamma_{2-} \), are all exponentially suppressed as \( \propto e^{-\Delta/T} \), where \( T \) is the bath temperature, as they are determined by the quasiparticle population in the superconducting electrodes. This happens because at \( \Delta = A_g^h < A_g < \Delta \), the energy range where \( \bar{\mathcal{F}}_{\text{neq}}(\epsilon - U_j) \) in Eqs. (2b), (2c) for \( \Gamma_{2+}, \Gamma_{1-}, \Gamma_{2-} \) is different from 0 or 1, falls inside the superconducting gap in \( n_S(\epsilon) \).

The situation changes dramatically at \( A_g > \Delta \), when the energy interval of \( \bar{\mathcal{F}}_{\text{neq}}(\epsilon) \) widens, and a second peak-dip structure appears, as shown in Fig. 6(b). Then, back-tunneling becomes allowed and its rate \( \Gamma_{2+} \) is no longer exponentially small; near the threshold, \( 0 < A_g - A_g^h < \Delta, eV \), the rate \( \Gamma_{2+} \) is given by the same expression (31) with the replaced threshold, \( A_g^h \to \Delta \). Thus, at \( A_g > \Delta \), the turnstile accuracy quickly drops.

We now turn back to the “good” region, \( A_g^h < A_g < \Delta \), and study errors originating from the subleading term in Eq. (29). These errors are important as they have no exponential smallness \( e^{-\Delta/T} \), in contrast to those originating from the main term. Indeed, the temperature \( T_c \) determining the electron-electron part of the collision integral (4b), is not necessarily low. Up to small corrections, \( T_c \) can be found from the equation

\[
\int \epsilon [\bar{\mathcal{F}}_{\text{neq}}(\epsilon) - \theta(-\epsilon)] \, d\epsilon = \frac{\pi^2 T_c^2}{6}.
\]

Quite analogously to the quasiequilibrium case, this gives \( T_c \sim A_g - A_g^h \). We can give an analytical expression for the main error only near the forward threshold, \( 0 < A_g - A_g^h \ll eV \):

\[
\Gamma_{2+} \approx \frac{c_2}{(1/2 - \bar{\rho}) \bar{\tau}_{ee}} \frac{A_g - A_g^h}{\delta} e^{-c_0 eV/(A_g - A_g^h)},
\]

\[
P_{\text{bt}} \approx \frac{c_2 T_c}{\bar{\tau}_{ee}} \frac{A_g - A_g^h}{\delta} e^{-c_0 eV/(A_g - A_g^h)},
\]

with the numerical factors \( c_2 = 1.52 \ldots \), \( c_2 = 6.01 \ldots \). Here we assumed that the main contribution to \( 1/(\bar{\tau}_T) \) comes from \( 1/(\Gamma T) \), rather than from \( P_{\infty} \) [see Eq. (20)].

D. Parameter estimates and crossovers

To illustrate the three regimes, described above, we present in Fig. 7 the dependence of the turnstile current \((I)/(e f)\) on the drive amplitude, \( (A_g - A_g^h)/\Delta \), relative to the threshold value, which is obtained by the direct numerical evaluation of Eq. (13) via Eqs. (16) with the rates \( \Gamma_{j\pm} \) evaluated using the distribution function (22).

First, we estimate the possible parameters for each of the cases. Typical frequencies of the turnstile operation are usually limited from above by the missed tunneling events (16b) and the overheating of superconducting leads as \( f \lesssim 300 \text{ MHz} \). Here we consider electrodes
made of aluminum and take into account some reduction of the superconducting gap due to the possible usage of quasiparticle traps and/or active cooling taking $\Delta = 1$ K. Then, considering $f = 300$ MHz, we can still neglect the finite QP density in the leads due to an exponentially small prefactor $e^{-\Delta/f}$ and take into account only the second term in (21) giving $\Gamma_F \sim f \Delta/\delta$. Here and further we assume $A_g e V \sim \Delta$ and fix the ratio $\gamma/\delta$ to the value $4 \cdot 10^{-2}$ ensuring $\Gamma \sim \gamma \Delta/\delta \gg f \approx 2 \cdot 10^{-3} \Delta$.

The parameter $T_{eph}$ governing electron-phonon relaxation rate (9) depends only on the material of the normal island and varies between $\sim 60$ K for Au and $\sim 250$ K for AlMn.\textsuperscript{14,48} The Thouless energy governing electron-electron relaxation (6) $E_{Th} \sim \min\{v_F/L, D/L^2\} \sim E_F^{2/3}\delta^{1/3}l_{mfp}$ can be expressed in terms of the mean level spacing $\delta$ determined by the island size $L \sim \gamma^{1/3}$, of the Fermi energy $E_F \sim 1$–10 eV (for typical metals) through the Fermi velocity $v_F$, and of the mean free path $\ell$ in the island normalized to its size $l_{mfp} = \min\{1, \ell/L\}$.

To achieve the fully non-equilibrium case (ii) one needs both following ratios to be large:

\begin{align}
\Gamma_F T_{eph} &= \frac{f \delta T_{eph}}{\Delta} \gg 1, \\
\Gamma_F \tau_{ee} &= \frac{f E_{Th}^2}{\Delta} \sim \frac{f E_F^{4/3}\delta^{2/3}l_{mfp}^2}{T_e} \gg 1,
\end{align}

with $T_e \sim A_g - A_g^0 \sim \Delta$. To maximize $T_{eph} = 250$ K and $l_{mfp} = 1$ we assume the island to be made of AlMn with a sufficiently low Mn concentration ensuring $\ell > L$, $E_F \simeq 11.7$ eV, and $\nu_F(0) = 1.45 \cdot 10^{47}$ J$^{-1}$ m$^{-3}$. After this material optimization we are left with the only free parameter $\delta$ to make the ratios large. Within the assumption of continuous spectrum $\delta/\Delta \ll 1$ we consider $\delta = 10^{-2} \Delta$ corresponding to the island size $L \sim \gamma^{1/3} \approx 50$ nm achievable with existing experimental techniques.\textsuperscript{52} This gives $\Gamma_F T_{eph} \sim 100$ and $\Gamma_F \tau_{ee} \sim 200$ for the typical electronic temperature in this case $T_e \simeq 0.25 \Delta$. The corresponding plot of $\langle I \rangle/e_f$ vs $(A_g - A_g^0)/\Delta$ is shown by the red dashed curve in Fig. 5 and by the red thin solid curves in panels (a), (b), (e), (f) of Fig. 7.

FIG. 7. (Color online) The period-averaged current $\langle I \rangle$ through the SINIS SET versus the drive amplitude $(A_g - A_g^0)/\Delta$ relative to the threshold value for the equilibrium (Eq), $\Gamma_F \ll \tau_{eph}^{-1}$, quasiequilibrium (QEq), $\tau_{eph}^{-1} \ll \Gamma_F \ll \tau_{ee}^{-1}$, and fully non-equilibrium (NEq), $\tau_{eph}^{-1}, \tau_{ee}^{-1} \ll \Gamma_F$, regimes and crossovers between them. In panels (a), (c), and (e) we represent zooms of the regions shown by dashed rectangles in panels (b), (d), and (f) near the plateau $\langle I \rangle = e_f$. (a), (b) NEq – QEq crossover governed by the decrease of $l_{mfp}$ from 1 (red thin solid) to $2.4 \cdot 10^{-2}$ (violet thick dashed-dotted) by a factor $10$ at each step. This corresponds to the change of the Thouless energy $E_{Th}/\Delta$ from 75 (red thin solid) to 1.8 (violet thick dashed-dotted). We take $\delta/\Delta = 10^{-2}$ keeping $\Gamma_F$ constant. (c), (d) QEq – Eq crossover governed by the decrease of $\delta/\Delta$ from $10^{-2}$ (red thin solid) to $10^{-7}$ (violet thick dashed-dotted curve) by a factor 10 at each step. We choose $l_{mfp} \propto (\delta/\Delta)^{-1/3}$ and change it from $2.4 \cdot 10^{-2}$ up to 1 to keep the Thouless energy constant, $E_{Th}/\Delta = 1.8$. This effectively changes only $\Gamma_F \simeq \delta/\Delta$. In all curves $\tau_{eph}^{-1} \gg \Gamma_F$. (e), (f) NEq – Eq crossover governed by the decrease of $\delta/\Delta$ from $10^{-2}$ (red thin solid) to $10^{-7}$ (violet thick dashed-dotted curve) by a factor 10 at each step. We consider the maximal possible Thouless energy taken at $l_{mfp} = 1$, however, due to $\delta$-dependence of $E_{Th}/\Delta$, it also varies from 75 (red thin solid) to 1.8 (violet thick dashed-dotted). In all panels we considered the island made of AlMn ($T_{eph} = 250$ K, $E_F = 11.7$ eV and $\nu_F(0) = 1.45 \cdot 10^{47}$ J$^{-1}$ m$^{-3}$) and take $eV = 1.75\Delta, f/\Delta = 2 \cdot 10^{-3} \simeq 300$ MHz, $\gamma/\delta \approx 4 \cdot 10^{-3} \gg f/\Delta$. In panels (b), (d), and (f) the vertical dashed-dotted line shows the amplitude threshold value $A_g = \Delta$ for the non-equilibrium case. The finite widths of the current plateau onsets at small $(A_g - A_g^0)/\Delta \lesssim 0.2$ are related to the missed tunneling events due to the regime $\Gamma/f \lesssim 1$. 
By reducing the mean free path $l_{	ext{mfp}}$ in the island from unity, one enhances the electron-electron relaxation rate keeping the electron-phonon rate intact, so that the system crosses from the fully nonequilibrium case (ii), $\tau_{ee}^{-1}, \tau_{eph}^{-1} \ll \Gamma_F$, to the quasi-equilibrium case (i), $\tau_{eph}^{-1} \ll \Gamma_F \ll \tau_{ee}^{-1}$. This crossover is shown by the curves (from red to violet) in Fig. 7(b) with the zoom near the plateau $(I) = e f$ in Fig. 7(a). The parameters used are mentioned in the caption. The representative curves in the quasiequilibrium regime with the parameters $\delta = 10^{-2} \Delta$ and $l_{	ext{mfp}} = 2.4 \cdot 10^{-2}$ corresponding to $E_{\text{Th}}/\Delta = 1.8$ are shown by dash-dotted green line in Fig. 5 and by dashed thick violet and red thin solid lines in panels (a), (b) and (c), (d) of Fig. 7, respectively.

To go further to the equilibrium regime, $\tau_{eph}^{-1} \gg \Gamma_F$, one has to decrease the mean level spacing governing both ratios \(35\). To keep electron-electron relaxation fixed in Fig. 7(c), (d) we choose $E_{\text{Th}}/\Delta = 1.8$ and $l_{	ext{mfp}} \propto (\delta/\Delta)^{1/3}$. We decrease $\delta/\Delta$ down to $10^{-7}$ where $l_{	ext{mfp}}$ achieves its maximal value equal to 1. However, as one can see from the solid blue curves in Fig. 5 and in panels (c)–(f) of Fig. 7, even in this regime there is a small step in the plateau close to $A_g = \Delta$ related to the non-equilibrium contribution to the turnstile current.

Finally, we consider the most nontrivial crossover from full nonequilibrium to equilibrium which can be achieved by decreasing the parameter $\delta/\Delta$ from the maximal considered value $10^{-2}$ to $10^{-7}$ [see Fig. 7(e), (f)]. In this case the Thouless energy $E_{\text{Th}} \propto (\delta/\Delta)^{1/3}$ also changes due to the fixed value of $l_{	ext{mfp}} = 1$ needed to suppress electron-electron relaxation during the crossover. Because of this, on some curves close to the non-equilibrium regime (red, orange, green) in the zoom Fig. 7(e) one can see an overshooting more typical for the quasiequilibrium regime.

It is important that the electron-electron relaxation times $\tau_{ee}, \tau_{eph}$, which determine $F(\epsilon)$ in Eq. (22), depend on the effective electronic temperature, $T_e$, via Eqs. (6), (9), while $T_e$ itself is determined by $F(\epsilon)$ via Eq. (5), so $T_e$ has to be found self-consistently. As a result, $T_e$ increases with $A_g$, and so do the rates $\tau_{ee}^{-1}, \tau_{eph}^{-1}$. Thus, when $A_g$ is changed, the device can switch between different regimes. For example, the green curves in Figs. 7(c)–(f) corresponding to $\delta/\Delta = 10^{-4}$ go from quasiequilibrium (e), (d) or fully nonequilibrium (e), (f) behavior at small $(A_g - A_g^0)/\Delta$ to the equilibrium one at large values.

### V. SLOW DRIVE

Now we consider the slow drive case, $f \ll \Gamma_F$, where $\Gamma_F$ is time-dependent and varies between $\gamma$ and $\gamma P_\infty$ during each half-period. Thus, we are assuming $f \ll \gamma P_\infty$. Anticipating the results to be derived below, we note that in this case, the leakage current turns out to be always large compared to $e f$, so the SINIS SET at slow drive cannot be considered as a turnstile anymore.

Using the same assumptions as for the fast drive, $F_0 = F_1 \equiv F(\epsilon, t)$ and $\Gamma \gg \Gamma_F, \tau_{ee}^{-1}, \tau_{eph}^{-1}$, one can write the solutions (14) for the occupation probabilities $p_n(t)$ and substitute them into Eq. (3), which can be written in the form of Eq. (17),

$$
\begin{align*}
\dot{F}(\epsilon) &= \Gamma_F(\epsilon, t) \left[ F_{\text{neq}}(\epsilon, t) - F(\epsilon) \right] + \\
&\frac{F_{\text{Th}}(\epsilon, t) - F(\epsilon)}{\tau_{ee}} + \frac{F_F(\epsilon) - F(\epsilon)}{\tau_{eph}},
\end{align*}
$$

with the time-dependent functions

$$
\begin{align*}
\Gamma_F(\epsilon, t) &= \gamma \sum_{n=\pm} \left[ 1 - p_n(t) \right] n_S^\pm (-\mu(t) + \eta \frac{\epsilon^V}{T} - \epsilon) + \\
&+ \gamma \sum_{n=\pm} p_n(t) n_S^\pm (\mu(t) - \eta \frac{\epsilon^V}{T} + \epsilon),
\end{align*}
$$

$$
\begin{align*}
F_{\text{neq}}(\epsilon, t) &= \frac{1}{\Gamma_F(\epsilon, t)} \sum_{n=\pm} n_S^\pm (-\mu(t) + \eta \frac{\epsilon^V}{T} - \epsilon) .
\end{align*}
$$

Here $\mu(t)$ is given by (11). Note that $\tau_{ee}, \tau_{eph}$ are also time-dependent, as they depend on the electronic temperature $T_e(t)$. Due to the condition $\Gamma \gg \Gamma_F \gg f$, leakage will be dominated by the longest part of each half-period when $p_1(t)$ has reached its stationary value $(1 - P_\infty$ and $P_\infty$ on the injection and the ejection stage, respectively). Thus, we neglect all terms, proportional to $e^{-\gamma t}$.

As we saw in Sec. IV, the most interesting is the non-equilibrium regime, $\Gamma_F \gg f, \tau_{eph}, \tau_{ee}^{-1}$, when the relaxation of the distribution function $F(\epsilon)$ is dominated by tunneling. For the fast drive, turnstile errors were small in this regime; now we will show that for the slow drive this is no longer the case. Due to the symmetry of the drive, $\mu(t + T/2) = -\mu(t)$, and of the resulting distribution function, $F(\epsilon, t + T/2) = 1 - F(-\epsilon, t)$, we consider the relaxation of $F(\epsilon, t)$ to its stationary value only in the first half-period $0 < t < T/2$ with $\mu(0 < t < T/2) = -A_g$. One can identify three energy intervals: (I) $\epsilon > A_g + A_g^0$ where $F(\epsilon)$ relaxes to a small value $F_{\text{neq}} \lesssim P_\infty e^{-\Delta/\gamma T}$ with the rate $\Gamma_F \sim \gamma$; (II) $A_g - A_g^0 < \epsilon < A_g + A_g^0$ where $\Gamma_F = 0$, the distribution function does not relax, and its value is determined by the relaxation during the other half-period; (III) $\epsilon < A_g - A_g^0$ where $F(\epsilon)$ relaxes with the rate $\Gamma_F \sim \gamma P_\infty$ to some nontrivial function considered below [see Fig. 8(a)]. Note that unlike the fast drive case, we need a more accurate expression for the function

$$
\begin{align*}
n_S^\pm(\epsilon) &= n_S(\epsilon) \left[ 1 - F_F(\epsilon) \right] \\
&\approx n_S(\epsilon) \left[ \theta(\epsilon - \Delta) + \theta(-\Delta - \epsilon) e^{\epsilon/T} \right],
\end{align*}
$$

including terms of order of $P_\infty \lesssim e^{-\Delta/\gamma T}$.

In the first interval, we denote $y = \epsilon - (A_g + A_g^0) > 0$
and obtain
\[
\Gamma_F(\epsilon) = \frac{\gamma}{2} n_S(\Delta + y) \left[ 1 + P_\infty e^{-(\Delta + y)/T} \right] + \frac{\gamma}{2} \theta(\Delta - eV + y) n_S(\Delta - eV + y) \times \left[ 1 + P_\infty e^{-(\Delta - eV + y)/T} \right] \sim \gamma, \tag{40}
\]
while
\[
\Gamma_F(\epsilon) \mathcal{F}_{\text{neq}}(\epsilon) = \frac{\gamma}{2} n_S(\Delta + y) P_\infty e^{-(\Delta + y)/T} + \frac{\gamma}{2} \theta(\Delta - eV + y) n_S(\Delta - eV + y) \times P_\infty e^{-(\Delta - eV + y)/T} \lesssim \gamma e^{-2\Delta/T}. \tag{41}
\]
As we neglected the contributions of the order of $e^{-2\Delta/T}$ in (39), we should set $\mathcal{F}_{\text{neq}}(\epsilon > A_g + A^b_g) = 0$ within this approximation in order to be consistent.

In the third interval, we denote $x = A_g - A^b_g - \epsilon > 0$ and obtain that the rate
\[
\Gamma_F(\epsilon) = \frac{\gamma}{2} n_S(\Delta + x) \left[ P_\infty + e^{-(\Delta + x)/T} \right] + \frac{\gamma}{2} \theta(\Delta - eV + x) n_S(\Delta - eV + x) \times P_\infty e^{-(\Delta - eV + x)/T} \sim \gamma \max\{P_\infty, e^{-\Delta/T}\}, \tag{42}
\]
and its product with the distribution function,
\[
\Gamma_F(\epsilon) \mathcal{F}_{\text{neq}}(\epsilon) = \frac{\gamma}{2} n_S(\Delta + x) P_\infty + \frac{\gamma}{2} \theta(\Delta - eV + x) n_S(\Delta - eV + x) P_\infty \sim \Gamma_F(\epsilon), \tag{43}
\]
are of the same order. Parameterizing $P_\infty = e^{-(\Delta + \epsilon_\infty)/T}$ by a positive energy $\epsilon_\infty > 0$, we can write the resulting distribution function in the form of a double Fermi function (see Figs. 8, 9)
\[
\mathcal{F}_{\text{neq}}(\epsilon) = \begin{cases} \mathcal{F}_T(\epsilon_\infty - x), & x < eV, \\ \mathcal{F}_T(\epsilon_\infty + eV - x - Ta), & x > eV. \end{cases} \tag{44}
\]
Here $a = \ln[1 + n_S(\Delta + x)/n_S(\Delta - eV + x)]$ is bounded by 1 $< a < 2$, and we neglected exponentially small factors $e^{-(\epsilon_\infty - \epsilon_\infty)/T}$ for $eV - \epsilon_\infty > T > 0$. For the case $\epsilon_\infty - eV > T > 0$ function (44) becomes the Fermi-Dirac function $\mathcal{F}_{\text{neq}}(\epsilon) = \mathcal{F}_T(\epsilon_\infty + eV - x - Ta)$ with zero values at $x < eV$.

By definition, $P_\infty$ is determined by the distribution function itself via Eqs. (16a), (2b), (2c). Only the values of $\mathcal{F}(\epsilon)$ in the intervals (I) and (III) enter the integrals in Eqs. (2b), (2c), and when one substitutes there $\mathcal{F}(\epsilon)$ found above, Eq. (16a) becomes an identity. Thus, to find $P_\infty$ or $\epsilon_\infty$, it is necessary to use constraint (1),
\[
\frac{2}{3} \int [\mathcal{F}(\epsilon) - \theta(-\epsilon)] d\epsilon = p_1. \tag{45}
\]
This equation is sensitive to $\mathcal{F}(\epsilon)$ in the nonrelaxing interval (II), determined by the relaxation on the previous half-period. It is important that for $A_g > A^b_g$ interval (II) maps on interval (III) of the previous half-period, so there is no uncertainty in $\mathcal{F}(\epsilon)$. The solution for $\epsilon_\infty$ depends on the relation between $A_g$, $eV$, and $\Delta$, and the allowed region $A_g > \Delta - eV/2$, $0 < eV < 2\Delta$ of the $(eV, A_g)$ plane splits into 7 subregions. We study in detail the simplest case of $\mathcal{F}(A_g - A^b_g < \epsilon < A_g + A^b_g) = 0$, realized when either $\Delta + eV/6 < A_g < \Delta + 3eV/2$ or $\Delta - eV/2 < A_g < eV/2$. For other arrangements of $A_g$, $eV$, and $\Delta$, the distribution has a different shape, but the results for the leakage current are qualitatively similar to the one obtained below, so we do not give details for these cases.

In the simplest case of $\mathcal{F}(A_g - A^b_g < \epsilon < A_g + A^b_g) = 0$, we obtain $\epsilon_\infty \approx (A_g - A^b_g)/2$ which is just the conservation of the chemical potential (the number of filled states, $(A_g - A^b_g - \epsilon_\infty)/\delta$, above the Fermi energy should be equal to the number of empty states, $\sim \epsilon_\infty/\delta$, below). The corresponding distribution is shown in Figs. 8 and 9. The relaxation bottleneck is the discharging process with the rates $\Gamma_{\text{dis}} \sim \gamma n_{Q_g} e^{-(\epsilon + \Delta - eV)/1 - \mathcal{F}(\epsilon)}$, occurring in the first half-period due to a small density of hole-like quasiparticles $n_{Q_g} \sim e^{-\Delta/T}$ with a narrow thermal distribution, $e^{-(\epsilon - \Delta - eV)/T}$, concentrated near the quasiparticle band edge, $-\Delta - eV_j$. The charging process is suppressed by the factor $p_0(t) = P_\infty$ of the small probability for the island to be discharged. The balance between the charging rate, $P_\infty \Gamma_{\text{ch}}$, with a weak energy dependence, and the discharging rates $\Gamma_{\text{dis}}$, in both electrodes with the thermal exponential energy dependence $e^{-(\epsilon - \Delta - eV_j)}$ forms the double Fermi distribution $\mathcal{F}(\epsilon)$. The effective chemical potentials of these Fermi functions are shifted from the gap edges to nearly the same value.
to the leakage current $A$ has already relaxed, contributes even more to the leakage corresponding to the relaxation stage ($0 < t < T/2$) and determines $P_{\infty}$ via Eq. (45).

It is quite easy to see now that the described relaxation dynamics leads to a large leakage current. Indeed, using the symmetry $F(\epsilon, t + T/2) = 1 - F(-\epsilon, t)$, one can see that the distribution function changes significantly from one stationary state, $F_{\text{eq}}(\epsilon)$ [Eq. (44)] on the first half-period, to $1 - F_{\text{eq}}(-\epsilon)$ on the second one (Fig. 8). To produce this change, a large number of electrons, $\sim (A_g - A^\text{ft}_g)/\delta$, should tunnel out from (into) the island during the relaxation stage ($0 < t < \Gamma^{-1}_x$) and $T/2 < t < T/2 + \Gamma^{-1}_x$ on the two half-periods. This gives a contribution to the leakage current

$$\frac{I_{\text{leak}}}{e f} \sim \frac{A_g - A^\text{ft}_g}{\delta} \gg 1. \quad (46)$$

Moreover, the long interval $\Gamma^{-1}_x t < T/2$, when $F(\epsilon)$ has already relaxed, contributes even more to the leakage current. Indeed, using the expression (16d) for $I_{\text{leak}}$, the estimates $\Gamma \sim \Gamma_{1-} \sim \Gamma_{2-} \sim \Gamma P_{\infty}$ from Eq. (16a), and the estimate $\Gamma \sim \Gamma_{1+} \sim \gamma \epsilon_{\infty}/\delta$, proportional to the number of empty states in the island below the gaps in the electrodes, we estimate the second contribution to the leakage current as

$$I_{\text{leak}} \sim e \Gamma_{2-} \sim e \gamma P_{\infty} \frac{\epsilon_{\infty}}{\delta} \gg e f. \quad (47)$$

The latter inequality is governed by two large parameters $\epsilon_{\infty}/\delta \sim (A_g - A^\text{ft}_g)/\delta$ and $\gamma P_{\infty}/f$.

FIG. 9. (Color online) The energy diagram of a SINIS SET turnstile in the regimes of slow drive out of equilibrium $f, \tau^{-1}_{\text{eph}} \ll \Gamma_x$. The distribution function in the island shown by blue color corresponds to the first half-period. The corresponding chemical potential is shown by the black solid line. The shifts of the effective chemical potentials of the Fermi functions relatively to the edges of the superconducting DOSes of the leads are shown explicitly.

$\approx \epsilon_{\infty}$ which conserves the overall chemical potential of $F_{\text{eq}}$ and determines $P_{\infty}$ via Eq. (45).

$\sim \epsilon_{\infty}$, which conserves the overall chemical potential of $F_{\text{eq}}$ and determines $P_{\infty}$ via Eq. (45).

VI. CONCLUSION

We have shown that the accuracy of the pumping current quantization in the turnstile regime of the hybrid SINIS SET is a non-monotonic function of the relaxation rate of the electronic distribution function on the island due to tunneling, $\Gamma_x \sim \gamma [P_{\infty} + f/T]$. In the equilibrium regime, $\Gamma_x \gg \tau^{-1}_{\text{eph}}$, the turnstile current has a plateau $\langle I \rangle \approx e f$ in the standard interval of driving amplitudes, $A^\text{ft}_g < A_g < A^\text{bt}_g$ with the forward and backward tunneling thresholds $A^\text{ft}_g, A^\text{bt}_g = \Delta \mp e V/2$. Increase of the tunneling relaxation rate $\Gamma_x$ brings the system into quasiequilibrium at $\tau^{-1}_{\text{eph}} \ll \Gamma_x \ll \tau^{-1}_{\text{cc}}$, with the effective electronic temperature strongly different from the bath temperature. In this regime, turnstile errors are large except in the small interval near the threshold $A_g/A^\text{ft}_g - 1 \approx 1$. Surprisingly, at even faster tunneling relaxation rate $\Gamma_x \gg \tau^{-1}_{\text{cc}}, \tau^{-1}_{\text{eph}}$, when the electronic distribution on the island is essentially nonthermal, the turnstile plateau is recovered, but in a smaller interval of driving amplitudes, $A^\text{ft}_g < A_g < \Delta$. These considerations hold for sufficiently fast driving frequency, $\Gamma_x \ll f$; in the opposite case, the tunneling processes change the distribution function significantly over the period and lead to a large leakage current.

Such a non-monotonic behavior of the current plateau indicates that the turnstile operation is mostly spoiled by the electron-electron relaxation forming the long-tailed distribution function, but not by the driving itself.
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The density matrix, see Eqs. (3) in Ref. 42, is the same order as the charge relaxation time $\Gamma^{-1}$ which is much shorter than all other characteristic times.

For this purpose let us consider the beginning of the injection stage. Just before this stage, the island has been discharged, therefore $p_1(0) \approx P_\infty \ll 1$, while $p_0(0) \approx 1$. As we suddenly changed $\mu(t)$ from $-A_\Sigma$ to $A_\Sigma$ we made $\Gamma_\perp \approx \Gamma > \gamma$. As a result, all the rates in (A1) are much smaller than $\Gamma$, so we can consider $F_0(t) = \tilde{F}_0(t)$ to be constant at this time scale. On the other hand, the first term on the right-hand side of Eq. (A2) is dominant at such short times, and one can rewrite this equation as follows:

$$\frac{dp_1}{dt} = \Gamma_{+0} \tilde{F}_0 - \Gamma_{-} \cdot (p_1 \tilde{F}_1), \quad (A3)$$

where we used the equation

$$\frac{dp_0}{dt} = -\Gamma_{+0} p_0 + \Gamma_{-} p_1 \quad (A4)$$

with the solution (14a) $p_0(t) \approx P_\infty + (1 - 2P_\infty)e^{-\Gamma t}$, and neglected an exponentially small correction $e^{-\Gamma t/2}$.

Finally, integrating (A3) at $t \leq \Gamma^{-1}$, one can find

$$F_1(t) = \tilde{F}_0 + \frac{P_\infty (F_1(0) - \tilde{F}_0)e^{-\Gamma_{-}t}}{P_\infty + (1 - 2P_\infty)(1 - e^{-\Gamma t})}, \quad (A5)$$

One can see that the function $F_1(t)$ relaxes from any initial value $F_1(0)$ to the final one $\approx \tilde{F}_0 + P_\infty[F_1(0) - \tilde{F}_0]$, which is close to $\tilde{F}_0$ on the time scale $\Gamma^{-1}$ with a subsequent relaxation at larger time scales.

Eventually neglecting such small difference $P_\infty = \Gamma_{-}/\Gamma \ll 1$ and working at larger time scales $\Gamma t \gtrsim 1$ one can put $\tilde{F}_0(t) = F_1(t) \equiv F(t)$. 

---

References:

39. F. C. Wellstood, C. Urbina, and J. Clarke, Phys. Rev. B 49, 5942 (1994).
40. A. Sergeev and V. Mitin, Phys. Rev. B 61, 6041 (2000).
41. V. I. Yudson and V. E Kravtsov, Phys. Rev. B 67, 155310 (2003).
42. D. M. Basko and V. E Kravtsov, Phys. Rev. B 71, 085311 (2005).
43. A. Sergeev, M. Yu. Reizer, and V. Mitin, Phys. Rev. Lett. 94, 136602 (2005).
44. M. Prunnila, P. Kivinen, A. Savin, P. Törmä, and J. Ahopelto, Phys. Rev. Lett. 95, 206602 (2005).
45. D. V. Averin and J. P. Pekola, Phys. Rev. Lett. 101, 066801 (2008).
46. Here we neglect the exponentials $e^{-\Delta/\kappa (A_\Sigma - \Delta \pm eV/2)/(A_\Sigma - A_\Sigma^0)}$ due to the smallness of the bath temperature $T < T_0/2$.
47. M. A. Laakso, P. Virtanen, F. Giazotto, and T. T. Heikkilä, Phys. Rev. B 75, 094507 (2007).
48. Although aluminum itself is superconducting at low temperatures and cannot be used as a material for a normal island, a small admixture of Mn around 0.1 – 0.3 % suppresses the critical temperature of the AlMn alloy down to 50 mK (Refs. 49 and 50). Such a small amount of Mn impurities does not significantly change the thermal properties of the material such as heat capacity. We also use the unchanged value of $\Sigma = 0.2 \cdot 10^7$ J K$^{-5}$ m$^{-3}$ taken for Al, although there are some indirect indications of larger $\Sigma$ values in this material (see, e.g., Ref. 51), but we are not aware of any direct measurements of the electron-phonon coupling constant in AlMn.
49. S. T. Ruggiero, A. Williams, W. H. Rippard, A. Clark, S. W. Deiker, L. R. Vale, and J. N. Ullom, J. Low Temp. Phys., 134, 973 (2004).
50. G. O'Neil, D. Schmidt, N. A. Miller, J. N. Ullom, A. Williams, G. B. Arnold, and S. T. Ruggiero, Phys. Rev. Lett., 100, 056804 (2004).
51. A. M. Clark, A. Williams, S. T. Ruggiero, M. L. van den Berg, and J. N. Ullom, Appl. Phys. Lett., 84, 625 (2004).
52. A. Kemppinen, S. Kafanov, Yu. A. Pashkin, J. S. Tsai, D. V. Averin, and J. P. Pekola, Appl. Phys. Lett. 94, 172108 (2009).