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Abstract: Human activity recognition (HAR) is a classification task that involves predicting the movement of a person based on sensor data. As we can see, there has been a huge growth and development of smartphones over the last 10–15 years—they could be used as a medium of mobile sensing to recognize human activity. Nowadays, deep learning methods are in great demand and we could use those methods to recognize human activity. A great way is to build a convolutional neural network (CNN). HAR using Smartphone dataset has been widely used by researchers to develop machine learning models to recognize human activity. The dataset has two parts: training and testing. In this paper, we propose a hybrid approach to analyze and recognize human activity on the same dataset using deep learning method on cloud-based platform. We have applied principal component analysis on the dataset to get the most important features. Next, we have executed the experiment for all the features as well as the top 48, 92, 138, and 164 features. We have run all the experiments on Google Colab. In the experiment, for the evaluation of our proposed methodology, datasets are split into two different ratios such as 70–10–20% and 80–10–10% for training, validation, and testing, respectively. We have set the performance of CNN (70% training–10% validation–20% testing) with 48 features as a benchmark for our work. In this work, we have achieved maximum accuracy of 98.70% with CNN. On the other hand, we have obtained 96.36% accuracy with the top 92 features of the dataset. We can see from the experimental results that if we could select the features properly then not only could the accuracy be improved but also the training and testing time of the model.
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1. Introduction

Human activity recognition (HAR) is the process by which we could identify what a person is doing based on sensor readings. Generally, activities are divided into classes. The main goal of HAR is to identify which class of activity is being performed by the individuals. HAR has different applications in our life. For example, a HAR system could detect if there is any abnormal activity in a crowd of people. After that, it could allow identification of possible threatening situations or detect that a person is in need of assistance. Another scenario where identifying human activity could be very useful is the monitoring of elderly people in need of care [1]. Additionally, it could be useful in the field of interactive robotics (human–robot collaboration) and for assistive robotics [2,3].

With the daily usage of the smartphone, the embedded sensors such as accelerometer and gyroscope typically produce a huge amount of data, which are very useful. They can be used to predict and classify human activities automatically. Potentially, HAR can play an important role in elderly houses [4] especially in the countries where the average old
population is on the rise. Similarly, the moves of a sports player [5] can be analyzed with its help. As a result, a player’s performance can be improved. Additionally, HAR based on sensors can play a vital role in Internet of Things (IoT) based technologies [6]. It has the potential to be utilized in a wide spectrum of applications, and consequently, it is an active topic of research. Many breakthroughs have been achieved in this area in the last few decades [7].

Additionally, HAR plays crucial role in the mental and physical wellbeing of the population [8]. Physicians could potentially manage patients’ diseases such as obesity, diabetes, and cardiovascular automatically by recognizing and monitoring their daily activities [9]. As a part of the treatment, these patients are usually required to follow an active exercise routine [10]. Patients can manage their lifestyle with the help of activity recognition system, and it will empower their physicians to properly monitor them and hence, offer appropriate recommendations. If the activities of the patients are monitored continuously then it will definitely help in reducing the hospital stay, improving reliability of diagnosis, and equally enhance patients’ quality of life [11]. Alford [12] argued that “apart from not smoking, being physically active is the most powerful lifestyle choice an individual can make for improved health outcomes” [8].

If we have a high dimensional dataset then it could potentially increase the learning time as well as the processing complexity. To address the problem, several studies have explored principal component analysis (PCA) as a preprocessing step in the deep learning framework. Kwak et al. [13] have shown the Effect of the Principal Component Analysis in Convolutional Neural Network for Hyperspectral Image Classification (HSIC). First, they applied PCA to the dataset to achieve dimensionality reduction. After that, they used the compressed dataset to train the CNN model. Additionally, they have analyzed the effect of PCA in deep learning for HSIC. Their results show that they have got very good efficiency by using reduced dimensions with the explained variance ratio of 99.7~99.8% [13].

In this paper, we have collected the dataset from Kaggle [14], which is a public repository. The dataset is named University of California Irvine (UCI) human activity recognition (HAR) using Smartphone. It is taken from J. L. Reyes-Ortiz, et. al. [15] and has been used in several projects [16–18]. The size of the dataset is 64.34 MB, and it has 10,299 instances in total.

Because we have high dimensional data with 561 features for HAR, it could also increase the learning time and processing complexity. In our work, we have transformed the dataset through PCA and applied into the CNN model by varying the size of the reduced dimensionality. At the same time, we have shown the impact of dimensionality reduction using PCA in deep learning networks for HAR.

Here, we have adopted a cloud-based platform, Google Colab to recognize human activity. We can process the dataset in real-time with the platform. We could analyze and visualize the data. Not only that but also, we can import a dataset, train the classifier on it, and evaluate the model. Colab notebooks run code on cloud servers from Google. It means that regardless of our machine’s capacity, we can harness the power of Google hardware, including graphics processing units (GPUs) and tensor processing units (TPUs). To perform all those things, only a simple browser is needed [19].

At the beginning, we have read the dataset and analyzed it so that we can understand all the features properly and figure out how they are related to each other [20]. Then, we clean the dataset for the experiment. Next, we have applied local outlier function to find out if there is any outlier in the dataset. After that, we have scaled the dataset using Robust Scaler since it has outliers. In the next step, we have applied PCA to get the most important features of the dataset to model our data. Additionally, we have considered deep learning method named convolutional neural network (CNN). After that, we have incorporated important features to our model. We have trained the model by using 70% (80%) of the dataset, kept 10% (10%) of the dataset for the validation and then tested it with the rest of the 20% (10%) of the dataset. We have run the experiments for all the features as well as...
top features of the dataset. We also made a comparison of the performance for all the features with the top features. Finally, it is shown that we could achieve good accuracy by using the top 92 features of the dataset with our hybrid approach.

The following are some of the key contributions and findings of our work: (1) We propose a method to analyze and recognize human activity on the same dataset using hybrid approach on cloud-based platform. (2) We have applied Local Outlier Function on the training part as well as the entire part of the dataset to find the outlier. After finding outliers in the dataset, we have used Robust Scaling method to scale the dataset. (3) We have applied PCA on the dataset to find the most important features to model our data. (4) We have achieved good accuracy compared to others only using the top features of the dataset. (5) Furthermore, we have improved the training time and testing time of the model.

The following describes the organization of the paper: we talk about problem statement in Section II, Section III discusses the related work, Section IV presents the proposed methodology, Section V explains the data analysis, Section VI details the experiment with the implementation of the model, Section VII demonstrates the implementation details with the results, and Section VIII concludes the study.

2. Problem Statement

All features do not contribute equally to predicting a disease or classifying the activities. If we include all the features of the dataset then it will become multi-dimensional and suffer from overfitting. Therefore, it is necessary that we apply feature selection technique to identify the important features and avoid the overfitting problem. Additionally, it is important that the learning algorithm only focus on the subset of features that are relevant and ignore the irrelevant features. That particular learning algorithm will be working on the training part of the dataset for selecting the best performing feature subset. After that, it could be applied to the testing part of the dataset. In this study, we apply dimensionality reduction technique to reduce the dimensions of the original feature space and achieve good classification results [21].

We know that healthcare systems are looking forward to offering better treatments to their patients. And they are trying to do that by monitoring the health of the patients in real-time constantly. Therefore, it is very important to have a system that could monitor the status of people with underlying health conditions and recognize the user activities right at home, which in turn will reduce patient’s unnecessary visits to the clinics. In this case, it is necessary that activities are recognized with minimal response time. Not only that but also if there are any abnormal activities tracked, it could notify the emergency department that the patient is in need of immediate care. In this situation, it is crucial that the right individuals are notified without any delays.

3. Related Work

Ullah et al. [7] have proposed an approach based on stacked long short-term memory (LSTM) network to recognize six human behaviors using smartphone data. The network consists of five LSTM cells, which are trained on the sensor data. A single layer neural network which preprocesses the data for the stacked LSTM network is followed by the network. They have used an L2 regularizer in the cost function to help in generalizing the network. After that, the network is evaluated on the UCI dataset and quantitative results are compared. They have measured the performance of the proposed approach in terms of precision, recall, and the average accuracy. Compared to the closest state-of-the-art method, the proposed approach has improved the average accuracy by 0.93 percent without doing any manual feature engineering.

Ogbuabor et al. [8] have analyzed the role of accelerometer and gyroscope sensor in activity recognition. In this work, they have used Multi-Layer Perceptron (MLP), which is widely used artificial neural networks for classification and prediction task. Their experimental results on HAR dataset [14,15] indicates that each of the sensors could be used for
human activity recognition separately. However, the performance of accelerometer sensor data is better than gyroscope sensor data, and it has classification accuracy of 92%. They have concluded that the combination of accelerometer and gyroscope performed better than using them individually with an accuracy of 95%.

Sikder et al. [22] have described a multichannel CNN-based HAR classification model. First, they have extracted the frequency and power information from the signals. After that, they have fed them to a multichannel CNN model. Finally, the model is tested on the UCI HAR dataset [15], and their results show that they have achieved 95.25% classification accuracy.

Gaur et al. [23] have presented a framework for HAR using Apache Spark. They have used different classifiers such as logistic regression, DT, RF and logistic regression with cross-fold validation model to recognize the activities of humans. They have observed that the most convenient setup to deal with a variety of data is to use 70% of the dataset for training and 30% of the dataset for testing. Their results show that logistic regression with cross fold validated over 5-fold, have achieved better performance than other classifiers in terms of accuracy and F1-score. They have achieved accuracy score as high as 91.02% after testing over KAGGLE-UCI Human Activity Recognition Accelerometer-Sensor time series data [14].

Su et al. [24] have proposed an automated human activity recognition network HDL with smartphone motion sensor units. It is a multimodel fusion network. The proposed network is the combination of DBLSTM (deep bidirectional long short-term memory) model and CNN model. The experimental results show that they have obtained maximum accuracy of 97.95% with the proposed HDL network. They have used the updated version of the dataset, which has 10,929 instances in total [25,26]. For this reason, we will not compare our results with this work.

4. Proposed Methodology

In this section, we introduce our methodology as shown in Figure 1. First, we downloaded the dataset from public repository Kaggle [14], then uploaded it to Google Colab for our work, and cleaned it for our model. Figure 1 summarizes the steps that have been followed in this work.

![Diagram](image)

**Figure 1.** Proposed Methodology for human activity recognition (HAR).

4.1. Dataset Information

The dataset that has been used in this work [14,15] was collected by using a Samsung Galaxy S2. A group of 30 volunteers have participated in the experiment and their age range is 19–48 years. The smartphone was attached to the waist of each volunteer. Accelerometers and gyroscopes were used to record the data. The subjects performed six typical
daily activities such as WALKING, WALKING_UPSTAIRS, WALKING_DOWNSTAIRS, SITTING, STANDING, and LAYING. By using its embedded sensors, 3-axial linear acceleration and 3-axial angular velocity were captured. The sampling rate that was used is 50Hz. Noise filters were applied to preprocess the sensor signals. After that, the acceleration signal was separated in its gravitational and body motion component. By using a sliding window filter, the measurements were filtered.

Finally, we have 561 features in total to use in this research with the combined data of accelerometer and gyroscope [1,8]. It comprises the time and frequency domain features of the sensor dataset. The dataset [14,15] contains 10,299 samples, which are separated into two sets (i.e., a training set and a test set). The former one contains 7,352 samples (71.39%), whereas the latter one is comprised of the rest of the 2,947 samples (28.61%). We have merged the training and testing sets to make it one single dataset.

Attribute Information: For each record in the dataset, it is provided with the information such as (1) triaxial acceleration from the accelerometer (total acceleration) and the estimated body acceleration, (2) triaxial angular velocity from the gyroscope, (3) a 561-feature vector, (4) its activity label, which is “target value”, and (5) an identifier of the subject who carried out the experiment.

| Frequency Domain | Time Domain |
|------------------|-------------|
| fBodyGyro-XYZ    | tBodyGyro-XYZ |
| fBodyGyroMag     | tBodyGyroMag |
| fBodyGyroJerkMag | tBodyGyroJerkMag |

Table 1 shows the time and frequency domain features extracted from accelerometer. Similarly, the dataset has the time and frequency features from gyroscope [8].

4.2. Data Cleaning

Datasets that are available on the internet have some weaknesses such as many missing values and do not cover most of the aspects that the researchers are looking for. Therefore, in this case, the first thing we have to do is to clean the dataset to be good fit for the work. Additionally, we have deleted the unnecessary column that we do not need them such as Subject ID.

A dataset can contain extreme values that differ significantly from other data points and fall outside the expected range—they are known as outliers. In order to improve ML modeling, we can understand and even remove these outlier values [27].

We have used Isolation Forest, which is an unsupervised learning algorithm, for the outlier detection [28]. Instead of profiling normal data points, it explicitly identifies the anomalies. It is built on the basis of decision trees. It also can be scaled up and handle large, high-dimensional datasets [29].

We have got 368 outliers and 6984 inliers using Isolation Forest for the training part of the original dataset. Additionally, it detected 515 outliers and 9784 inliers for the entire dataset.

We need to scale our data, but because of the outliers, the standardization of the input variables is not easy. It can be achieved by ignoring the outliers from the calculation of the mean and standard deviation. Later, the calculated values could be used to scale the variable. This procedure is known as robust data scaling. It could be achieved by calculating the median (50th percentile) and the 25th and 75th percentiles. In the next step, the values of each variable have their median subtracted and are divided by the interquartile range (IQR), which is the difference between the 75th and 25th percentiles.

\[
\text{value} = \frac{\text{value} - \text{median}}{\text{p75} - \text{p25}} \quad (1)
\]
The resulting variable will not be skewed by outliers. It will have a zero mean and median and a standard deviation of 1 [30].

For our work, we have used Robust Scaling technique to scale the numerical input variables. Because we have categorical values in the activity column, label encoding of python has been applied to convert those to numerical values. Finally, the scaled dataset is split into three categories called data for training, validation, and testing.

4.3. Applying PCA

Principal component analysis (PCA) is a technique of linear dimensionality reduction that could be used by projecting it into a lower-dimensional subspace to extract information from a high-dimensional space. Basically, it aims to retain essential components with more data variability and to eliminate nonessential components with less variation. Here, dimensions are variables that describe the data. Because our dataset has 561 features, the learning of the machine learning (ML) algorithm could be slow. By utilizing the main idea of PCA, we can speed up the training and testing time of ML algorithms. From the original features, we need to choose a few principal components to simplify the problem [31].

The plot in Figure 2 shows that by selecting 50 components, we can approximately preserve 92.82% of the total variance of the data. With this information in our hands, we can implement the PCA for the 50 best components. Here, we project 561-dimensional data to 50 principal components. Next, we get the transformed dataset. From the transformed dataset, we can determine the explained variance ratio. After that, we find the most important features from each principal component. The important features are the ones that influence more components and thus, have a large absolute value and score on the component. We have 50 important features and 2 of them are repeated. So, in total, we have 48 top features to model our data. We also have implemented the PCA for 100 components where we could preserve approximately 97.40% of the total variance of the data. In this situation, we have found the 100 most important features from each component but few of them are repeated. So, we have the top 92 features only to model our data. For 150 components, we have 99.16% data. From that, we have 138 most important features. Additionally, we could preserve 99.77% of the data for 200 principal components. Here, we have the 164 most important features to model our data.

Figure 2. HAR dataset explained variance ratio.

4.4. Dataset Analysis

The focus of the proposed methodology is how to read the HAR dataset, understand it, and use the features. So, we have analyzed the dataset at the beginning. To do the analysis, we have used very well-known libraries such as Seaborn, Pandas, matplotlib, and NumPy.
4.5. Google Colab

Colaboratory is a Google research project, and it was created to help disseminate machine learning education and research. It is a Jupyter notebook environment, which can be used without any setup and runs entirely on the cloud [32].

Google offers free use of GPU and it is an attractive feature to the developers. The reasons for making it publicly available could be to make its software a standard in the field of academia for teaching machine learning and data science. They may also have a long-term plan to build a client base for Google Cloud APIs that are sold on a per-use basis [33].

By using Colab, programmers could write, edit, and execute code in python. Additionally, popular python libraries such as NumPy and Matplotlib could be used to analyze and visualize data [19]. It also allows us to integrate open-source libraries named PyTorch, TensorFlow, Keras, and OpenCV.

4.6. Keras

We have used Keras to implement CNN, and it is an open-source neural network library written in python. It has the capability to run on top of TensorFlow or Theano. It is designed for enabling fast experimentation with deep neural networks. The main model type of Keras is a sequence of layers called Sequential, and it is a linear stack of layers [34].

The construction of deep learning models in Keras is summarized below:
1. Define our model: first, we create a Sequential model and add configured layers.
2. Compile our model: after that, we specify loss function and optimizers and call the compile function on the model.
3. Fit our model: in the next step, we call the fit function on the model and train the model on a sample of data.
4. Make predictions: finally, we call functions named evaluate or predict and use the model to generate predictions on new data [34].

4.7. Convolutional Neural Network

A Convolutional Neural Network (CNN), a deep learning algorithm traditionally used for image classification, is now being utilized to solve ML problems in other domains. It is a multi-layer neural network designed to analyze visual inputs and perform different tasks. It can also be used for deep learning applications in healthcare [35]. More importantly, it works very well for the analysis of a time series of sensor data [36].

There are two main parts to a CNN:
1. First is a convolution tool that splits the various features of the dataset for the analysis.
2. Second is a fully connected layer that uses the output of the convolution layer to predict the best description for the activity.

A CNN is composed of several layers:
1. Convolutional layer: in this layer, a feature map is created to predict the class probabilities for each feature by applying a filter that scans the features.
2. Pooling layer: this layer scales down the amount of information the convolutional layer generated for each feature and maintains only the most essential information.
3. Fully connected input layer: this layer “flattens” the outputs generated by previous layers and turns them into a single vector that could be used as an input for the next layer.
4. Fully connected layer: this layer predicts an accurate label. It does that by applying weights over the input generated by the feature analysis.
5. Fully connected output layer: it generates the final probabilities for determining a class for the activity [35].

Figure 3 shows an example of a simple schematic representation of a basic CNN. This simple network consists of five different layers: an input layer, a convolution layer, a pooling layer, a fully connected layer, and an output layer. These layers are generally divided into two parts: feature extraction and classification [37].

![Convolutional Neural Network (CNN) Architecture](image)

**Figure 3.** Convolutional Neural Network (CNN) Architecture [37].

### 4.8. Training Parameters

- **Number of Epochs:** The number of epochs is a hyperparameter that defines the number of times that the learning algorithm works through the entire training dataset. One epoch means that each sample in the training dataset will have an opportunity to update the internal model parameters. An epoch consists of one or more batches. The number of epochs allow the learning algorithm to run until the error from the model has been sufficiently minimized [38].
- **Dense Layer:** a "dense" layer that takes that vector and generates probabilities for six target labels, using a "Softmax" activation function [39].
- **Optimizer:** we use the "adam" optimize, which adjusts learning rate throughout training.
- **Loss function:** we use a “categorical_crossentropy” loss function, a common choice for classification. The lower the score, the better the model is performing.
- **Metrics:** we use the “accuracy” metric to get an accuracy score when the model runs on the testing set.

For our work, we have used two convolution layers, max pooling size of two, and two fully connected layers. We have used batch size of 64. We have kernel size of two. We could stop training our model earlier and it is supported by Keras. It is done via a callback called `EarlyStopping`. We have also used it and it has stopped training as soon as the validation loss reaches a minimum. This way, we have 25 as no. of epoch.

### 5. Experimental Data Analysis

Here, we have presented and explained our data analysis. In order to analyze the dataset, we have used python. We have also implemented Pandas, Seaborn, matplotlib, NumPy etc. to do the analysis. We can see from Figure 5 that there are six different types of Activity performed by different Subject. At first, we have counted the different types of activities in the dataset. From Figure 4, we can see that the dataset is not imbalanced. **STANDING** is the Activity that is performed maximum no. of times, and **WALKING_DOWNSTAIRS** is the lowest performed Activity.
Figure 4. Frequency of different types of Activity.

Figure 5. Total count for activity by different Subject.
6. Experiment

6.1. Experimental Setup

For our work, we have used Central Processing Unit (CPU) of Google Colab. The specifications of CPU runtime offered by Google Colab are Intel Xeon Processor with two cores @ 2.30 GHz and 13 GB RAM. The installed version of Python is 3.6.9 and Keras is 2.4.3.

6.2. Implementation of the Model

In this part, we have used CNN, which has been explained earlier. Later, we have implemented them to compare the overall accuracy and loss. Additionally, we have calculated the confusion matrix to find out how well our model performs.

The following parameters are used for the confusion matrix:
- True Positive (TP): how often the model correctly predicts the right activity.
- True Negative (TN): indicates how the model correctly predicts a person not doing that particular activity.
- False Positive (FP): how often the model predicts a person doing the particular activity when he/she is not actually doing that activity.
- False Negative (FN): indicates how often the model predicts a person not doing the particular activity when he/she is in fact doing that activity.

Moreover, we have also collected the results for the parameters below:
- Accuracy: accuracy is simply a proportion of observations correctly predicted to the total observations \( \text{Accuracy} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{FP} + \text{FN} + \text{TN}} \), \hspace{1cm} (2)
- Loss in CNN: loss is the quantitative measure of deviation or difference between the predicted output and the actual output. It measures the mistakes made by the network in predicting the output.

7. Implementation Details and Results

We have done the experiment with all the features of the dataset to do the CNN model. Additionally, we have run the experiment with a hybrid approach where we use the most important features of the dataset to do the modeling of CNN. In the experiment, for the evaluation of our proposed methodology, datasets are split into two different ratios such as 70–10–20% and 80–10–10% for training, validation, and testing, respectively.

For our work, we have used Keras deep learning library for implementing the CNN model. The model is defined as a Sequential Keras model. We can extract the input and output dimensions from the given training dataset and fit them into our model. The output for the model will be a six-element vector that contains the probability of a given window belonging to each of the six activities. We have fit the model for 25 epochs and used a batch size of 64 samples. The 64 windows of data will be exposed to the model before the weights of the model are updated. Once the model is fit, it is evaluated on the test dataset. After that, the accuracy of the fit model on the test dataset is returned along with the validation loss. Additionally, we have the confusion matrix.

At the beginning, we have executed the experiment without extracting any features in the preprocessing step for 70–10–20% split ratio. We have executed the trained model with epoch size of 25. Here, we have the accuracy and loss for the trained model, which are shown in Figure 6. We can see from the figure that the loss is minimum from epoch 18 to 25 for our model. After that, we have the confusion matrix where the diagonal values refer to the true positive values for the six activities (please see Appendix A).
Next, we will be discussing each layer below for our work:

- Input Data: First, we have 7209 samples and 561 features of the dataset as an input to the CNN model. We have got those from the training part of the dataset.
- First 1D CNN Layer: The first layer defines a filter of kernel size 2. If we define one filter in the first layer, then it would allow the neural network to learn only one feature. This might not be enough; therefore, we have defined 128 filters. This allows us to train 128 different features on the first layer of the network. We get $(560 \times 128)$ neuron matrix as an output of the first neural network layer. The individual columns of the output matrix hold the weights of one single filter. With the defined kernel size and length of the input matrix, each filter will be containing 560 weights.
- Second 1D CNN Layer: The result we get from the first CNN will get fed into the second CNN layer. We will define 64 different filters to be trained on this level. The logic of the first layer applies here as well, so the output matrix will have a size of $(559 \times 64)$.
- Max Pooling Layer: Because we need to reduce the complexity of the output and prevent overfitting of the data, a pooling layer is often used after a CNN layer. In our work, we have chosen two as a pooling size. This means that the size of the output matrix is only half of the input matrix. The size of the matrix is $(279 \times 64)$.
- Flatten Layer: There is a ‘flatten’ layer in between the convolutional layer and the fully connected layer. A two-dimensional matrix $(279 \times 64)$ of features is transformed into a vector $(17856)$ by flattening. After that, the vector could be fed into a fully connected neural network classifier.
- Dense Layer: In this layer, the results of the convolutional layers are generally fed through one or more neural layers to generate a prediction.
- Fully Connected Layer with “Softmax” Activation: The final layer reduces the vector of height 64 to a vector of six since we have six classes that we want to predict. This reduction process is achieved by another matrix multiplication. We have used “Softmax” as the activation function and it enforces all six outputs of the neural network to sum up to one. Therefore, the output value will be representing the probability for each of the six classes [41].

Then, we have the results for our hybrid approach where we have used PCA as a preprocessing step to extract the most important features and then fed those features to train the CNN models. By using principal components 200, 150, 100, and 50, we have got 164, 138, 92, and 48 important features.

Here, we discuss the CNN model with 200 principal components, where we have 164 important features. We have executed the trained model with epoch size of 25. The accuracy and loss for the trained model, which are shown in Figure 10. We can see from the figure that the loss is minimum from epoch 17 to 25 for our model. After that, we have the confusion matrix.

The details of the layers are discussed below for this case:

- Input Data: First, we have 7209 samples and 164 features of the dataset as an input to the CNN model. We have got those from the training part of the dataset.
• First 1D CNN Layer: The first layer defines a filter of kernel size two. Here, we have defined 128 filters. This allows us to train 128 different features on the first layer of the network. We get \((199 \times 128)\) neuron matrix as an output of the first neural network layer. The individual columns of the output matrix hold the weights of one single filter. With the defined kernel size and length of the input matrix, each filter will contain 199 weights.

• Second 1D CNN Layer: The result we get from the first CNN will be fed into the second CNN layer. We will define 64 different filters to be trained on this level. The logic of the first layer applies here as well, so the output matrix will have a size of \((198 \times 64)\).

• Max Pooling Layer: In this case, we have chosen two as a pooling size. This means that the size of the output matrix of this layer is only half of the input matrix. The size of the matrix is \((99 \times 64)\).

• Flatten Layer: A two-dimensional matrix \((99 \times 64)\) of features is transformed into a vector \((6336)\) by flattening. After that, the vector could be fed into a fully connected neural network classifier.

• Dense Layer: In this layer, the results of the convolutional layers are generally fed through one or more neural layers to generate a prediction.

• Fully Connected Layer with “Softmax” Activation: The final layer reduces the vector of height 64 to a vector of 6 since we have 6 classes that we want to predict. This reduction process is achieved by another matrix multiplication. We have used “Softmax” as the activation function and it enforces all six outputs of the neural network to sum up to one. Therefore, the output value will represent the probability for each of the six classes [41].

For the other cases, we have done the experiments where we have the corresponding input data for the other principal components. In general, the procedure remains the same. For the other split ratio, we have the same kind of set up for the experiments.

7.1. 70%–Training, 10%–Validation, 20%–Testing

7.1.1. All Features: Here, we have executed the experiment with all the features of the dataset to do the CNN model and could see the experimental results in Figure 6.

7.1.2. Hybrid Approach:

Here, we have executed the experiment for CNN with 50 principal components, where we have the 48 most important features of the dataset for the model and shown the results in Figure 7.

![Figure 7](image.png)

**Figure 7.** Experimental results for 48 features: (a) epoch vs. accuracy and (b) epoch vs. loss.

Next, we have executed the experiment for CNN with 100 principal components, where we have the 92 most important features of the dataset for the model. We could see the results in Figure 8.
After that, we have done the experiment for CNN with 150 principal components, where we have obtained the 138 most important features of the dataset for the model and results are shown in Figure 9.

Next, we have done the experiment for CNN with 200 principal components, where we have obtained 164 most important features of the dataset for the model. We could see the results in Figure 10.

Figure 11 shows the effect of number of features on accuracy for the current split ratio.
Figure 11. Accuracy by number of features for 70–10–20%.

Figure 12 shows the time taken to train the model by using the top features as well as all the features.

We can then see the effect of number of features on testing time in Figure 13.

Figure 12. Training time by number of features for 70–10–20%.

We have run the testing part 1000 times. For all features, the average computation time was 1.33 s. On the other hand, it took 0.23 s with 48 features. This way, we could save around 83% testing time. With 92 features, we are able to save 74.44% time. The time taken to test with 138 features is 0.46 s. In this case, we could save around 65.5% testing time. Finally, with 164 features the testing time is 0.55 s. For this case, we are able to save around 59.65% testing time. It could be said that the average computation time is improved significantly as we are reducing the number of features.
Figure 13. Testing time by number of features for 70–10–20%.

7.2. 80%–Training, 10%–Validation, 10%–Testing

7.2.1. All Features: Here, we have executed the experiment with all the features of the dataset to do the CNN model. The results are shown in Figure 14.

Figure 14. Experimental results for all the features: (a) epoch vs. accuracy and (b) epoch vs. loss.

7.2.2. Hybrid Approach: Here, we have done the experiment for CNN with 50 principal components, where we have obtained the 48 most important features of the dataset for the model. The experimental results are shown in Figure 15.

Figure 15. Experimental results for 48 features: (a) epoch vs. accuracy and (b) epoch vs. loss.

Next, we have done the experiment for CNN with 100 principal components, where we have obtained the 92 most important features of the dataset for the model and shown the results in Figure 16.
Figure 16. Experimental results for 92 features: (a) epoch vs. accuracy and (b) epoch vs. loss.

After that, we have done the experiment for CNN with 150 principal components, where we have obtained the 138 most important features of the dataset for the model. The experimental results could be seen in Figure 17.

Figure 17. Experimental results for 138 features: (a) epoch vs. accuracy and (b) epoch vs. loss.

Finally, we have done the experiment for CNN with 200 principal components, where we have obtained the 164 most important features of the dataset for the model. The experimental results are shown in Figure 18.

Figure 18. Experimental results for 164 features: (a) epoch vs. accuracy and (b) epoch vs. loss.

Figure 19 shows the effect of number of features on accuracy for the current split ratio.
Figure 19. Accuracy by number of features for 80–10–10%.

Here, Figure 20 shows the time taken to train the model by using the top features as well as all the features.

Figure 20. Training time by number of features for 80–10–10%.

We can then see the effect of number of features on testing time in Figure 21.

Figure 21. Testing time by number of features for 80–10–10%.
Furthermore, for 80–10–10% split ratio, we have executed the testing part 1000 times. For all the features, the average computation time was 0.68 s. On the other hand, it took 0.15 s with 48 features. This way, we could save around 78% testing time. With 92 features, we are able to save 69.6% time. The time taken to test with 138 features is 0.26 s. In this case, we could save around 61.76% testing time. Finally, with 164 features the testing time is 0.30 s. For this case, we are able to save around 56% testing time. Here, we have improved the average calculation time by using the top features of the dataset.

![Accuracy by number of features for different split ratio.](image)

**Figure 22.** Accuracy by number of features for different split ratio.

We have set the performance of CNN (70% training–10% validation–20% testing) with 48 features as a benchmark for our work. For 70–10–20% ratio, we have achieved maximum accuracy of 97.91% with all the features. As we are increasing the number of features from 48 to 92, we have achieved better accuracy (96.36%). It could be observed from Figure 11 that there is a slight increase in the accuracy for 138 features compared to the accuracy of 92 features. With 164 features, we have achieved an accuracy of 97.33%. For the training time with the same ratio, it took 441.97 s to train the model with all the features. We have then trained the model with 48 features of the dataset and the training time was improved. After that, we have trained the model with 92, 138, and 164 features, respectively. We can see that it is taking more time to train the model as we increase the number of features. On the other hand, we have improved the training time a lot by only using the top features. Additionally, we have improved the testing time compared to the time taken for all the features.

For the ratio of 80–10–10%, we have achieved maximum accuracy of 98.70% with all the features of the dataset. With 164 features, we have achieved the second maximum accuracy with the same ratio. In this case, the training time and testing time have also improved significantly because of using the top features of the dataset.

We have also reduced the training time from 506.86 s to 84.87 s by using 92 features of the dataset. This way, we could save 83.26% time to train our model. It could be observed that we have improved not only the training time but also the testing time from 0.77 s to 0.41 s.

Figure 22 shows the accuracy by number of features for different split ratio. We could see that we have got better accuracy with all the features for 80-10-10% split ratio compared to the accuracy of the other split ratio. On the other hand, we have obtained higher accuracy with 92 features for 70-10-20% ratio than the other split ratio.

If we compare our accuracy with Sikder et al. [22], we have achieved better accuracy using hybrid approach with 92 features of the dataset.
8. Conclusion and Future Work

In this paper, we have proposed a method that utilizes a cloud-based platform for HAR. The results show that by using our method, we have achieved 96.36% accuracy for the top 92 features. By reducing the number of features to 92, we have sped up the training and testing time of ML algorithms. It can be noted that we have achieved better results as compared to the results obtained by Sikder et al. [22] with the same dataset but using only 92 features for the model.

To conclude, the importance of dimensionality reduction for HAR has been discussed in this work. The experimental results have shown that reduction of the data allows us to achieve good accuracy compared to other researchers. Furthermore, training time and testing time of the model have been improved significantly than the time required for the original dimension of the input space.

We can extend our work in the future by adding more layers to the CNN model. We can also extend our work by using other deep learning algorithms. There are different types of algorithms used nowadays: Multilayer Perceptron Neural Network (MLPNN), Recurrent Neural Network (RNN), Long Short-Term Memory (LSTM), and Generative Adversarial Network (GAN). Among all the algorithms, we can use LSTM. The advantage of using LSTM is that the input values fed to the network not only go through several LSTM layers but also propagate through time within one LSTM cell. Hence, parameters are well distributed within multiple layers. This results in a thorough process of inputs in each time step [43].

Because it is common to use CNN nowadays for time series data, the proposed method should work for HAR other than the data collected by only using accelerometer and gyroscope of a smartphone. We could make sure of that by using other datasets such as smart home, where we have different types of sensors generate data continuously. Furthermore, if we feed our model with more data then it will be stronger and achieve better performance. On the other hand, if we have a small dataset then it might perform poorly because we will be feeding CNN with less data. It would run into an overfitting problem. But if we have a huge dataset with a size of a gigabyte, then the model might take a lot of time to train the data. In this situation, we might need to use GPUs to improve it.
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Appendix A
Figure A1. Confusion matrix for 70–10–20% split ratio: (a) all the features; (b) 48 features; (c) 92 features; and (e) 164 features.
Figure A2. Confusion matrix for 80–10–10% split ratio: (a) all the features; (b) 48 features; (c) 92 features; (d) 138 features; and (e) 164 features.
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