Full compressible 3D MHD simulation of solar wind
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ABSTRACT
Identifying the heating mechanisms of the solar corona and the driving mechanisms of solar wind are key challenges in understanding solar physics. A full three-dimensional compressible magnetohydrodynamic (MHD) simulation was conducted to distinguish between the heating mechanisms in the fast solar wind above the open field region. Our simulation describes the evolution of the Alfvénic waves, which includes the compressible effects from the photosphere to the heliospheric distance of 27 solar radii ($R_\odot$). The hot corona and fast solar wind were reproduced simultaneously due to the dissipation of the Alfvén waves. The inclusion of the transition region and lower atmosphere enabled us to derive the solar mass loss rate for the first time by performing a full three-dimensional compressible MHD simulation. The Alfvén turbulence was determined to be the dominant heating mechanism in the solar wind acceleration region ($s > 1.3R_\odot$), as suggested by previous solar wind models. In addition, shock formation and phase mixing are important below the lower transition region ($s < 1.03R_\odot$) as well.
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1 INTRODUCTION
Deciphering the heating mechanisms of the solar corona and the driving mechanisms of solar wind have been long standing problems in solar physics. Both problems are deeply coupled with each other and they are involved with the solar mass loss process that can be applicable to solar-like stars. For example, Cranmer & Saar (2011) applied their solar wind model to predict the mass loss rates of cool stars. In addition, Suzuki et al. (2013) suggested a theoretical interpretation for the saturation problem of stellar wind (Wood et al. 2005). Moreover, the angular-momentum loss rate has been estimated to yield a spin down law of the stars (Shoda et al. 2020). The purpose of this study is to provide a deep insight into the physics behind mass loss processes, while focusing on the Sun as one of the ubiquitous stars in the universe.

It is widely accepted that photospheric convection is the energy source for the hot corona and solar wind (Klimchuk 2006). One of the most plausible energy carriers is the magnetohydrodynamic (MHD) wave, which is excited through the interactions between the convection and flux tubes that are embedded there. Among the MHD waves, the Alfvén waves can carry energy to the corona because the slow waves will be dissipated down in the chromosphere and the fast waves will be refracted before they reach the corona (Del Zanna & Velli 2002). To the lowest order, only the Alfvén waves will not suffer dissipation or refraction to transport the wave energy upward to the corona.

Numerous competing models have been proposed to dissipate the kinetic and magnetic energy in the Alfvén waves in the corona (e.g. Mandrini et al. 2000). The Alfvén waves can be steepened into a train of weak shocks (Hollweg 1982; Nakariakov et al. 2000), which results in coronal heating. Besides the shock heating, phase mixing is also suggested as a damping mechanism of the Alfvén waves when there is inhomogeneity in the Alfvén speed across the magnetic field lines (Heyvaerts & Priest 1983). Moreover, the Alfvén wave turbulence that is driven by the collisions between the counter propagating Alfvén waves will work efficiently as a coronal heating mechanism (Matthaeus et al. 1999). However, the dominant process in the solar atmosphere among these competing models has not been elucidated.

There have been a variety of attempts to theoretically reproduce the coronal and solar wind structure through Alfvén wave dissipation. Suzuki & Inutsuka (2005) suggested a shock heated solar wind model where the hot corona and fast solar wind are reproduced as a natural consequence of the Alfvén wave injection from the photosphere. Because their models are based on one-dimensional MHD simulation, the contribution from the Alfvén turbulence is neglected. Alfvén wave turbulence has been adopted as one of the heating mechanisms in the other models...
to self-consistently reproduce the corona and solar wind (Hollweg 1986; Cranmer et al. 2007; Chandran et al. 2011; Shoda et al. 2018). Although some of these models include the shock effect and the turbulence simultaneously, simplified formulations are used to derive the heating rate without solving the full dynamics of the Alfvén waves. The recent development of computational power enables us to survey the full dynamics of the Alfvén waves over the global solar wind structure (van Ballegooijen & Asgari-Targhi 2016; Shoda et al. 2019; Chandran & Perez 2019). However, so far there is no self-consistent simulation where the global solar wind structure and Alfvén wave dynamics are solved simultaneously.

In this study, we perform full three-dimensional (3D) MHD simulations to reproduce the corona and solar wind through the Alfvén wave scenario. The basic strategy is similar to that of the previous studies (Suzuki & Inutsuka 2005, 2006; Matsumoto & Suzuki 2012, 2014). We focused on a single flux tube that is extended from the polar regions on the quiet Sun. Subsequently, the flux tube was perturbed in the photosphere to inject the Alfvén waves into the upper atmospheres. Next, we continued our numerical simulation until the system reached a quasi-steady state where radiative, adiabatic, and conductive cooling were balanced with the Alfvén wave dissipation. With this approach, the heating rate and background atmosphere were self-consistently determined simultaneously.

2 MODELS AND ASSUMPTIONS

In the present study, we attempted to mimic a single flux tube that is extended from a kilo-Gauss patch in the polar region (Tsuneta et al. 2008; Ito et al. 2010; Shiota et al. 2012) by using fully compressible 3D MHD simulations that include the effects of thermal conduction and radiative cooling.

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho v) = 0, \tag{1}
\]

\[
\frac{\partial \rho v}{\partial t} + \nabla \cdot \left[ \rho (v^2 + B^2) + \rho vv - BB \right] = \rho g + F_{\text{ex}}, \tag{2}
\]

\[
\frac{\partial B}{\partial t} + \nabla \cdot (vB - Bv) = 0, \tag{3}
\]

\[
\frac{\partial E}{\partial t} + \nabla \left[ (E + P_g + \frac{B^2}{2}) v - (B \cdot v) B \right] = \rho vv \cdot g + \nabla \cdot q + Q_{\text{rad}} + F_{\text{ex}} \cdot v, \tag{5}
\]

where \( E \) is the total energy density,

\[
E = \frac{1}{2} \rho v^2 + \epsilon_{\text{int}} + \frac{1}{2} B^2, \tag{6}
\]

\( \rho, v, B, \epsilon_{\text{int}}, \) and \( P_g \) are the mass density, fluid velocity, the magnetic field normalized against \( \sqrt{4\pi}, \) internal energy, and the gas pressure, respectively. An approximated equation of the state was used in our simulation, while assuming the mean molecular weight is a function of the temperature (Matsumoto & Suzuki 2014).

We assumed a slender flux tube with a width of 6 Mm for the photosphere and 27 \( R_\odot \) (18,900 Mm) in length. We adopted a modified spherical coordinate system, \((s, \theta, \phi),\)

with the metric \( g \), which includes the effect of the super-radial expansion due to the dipole field of the quiet sun.

\[
g = \begin{pmatrix}
1 & 0 & 0 \\
0 & r(s)^2 & 0 \\
0 & 0 & r(s)^2
\end{pmatrix} \tag{7}
\]

where \( s \) is the heliospheric distance and \( \theta, \phi \) are the same angles in the standard spherical coordinate system. Because we assumed a slender flux tube (6 Mm \( \ll R_\odot \)), the \( \theta - \theta \) and \( \phi - \phi \) components are equivalent in the metric. The radius of the numerical domain \( r(s) \) was determined by the same analytical super-radial expansion factor that was used in Kopp & Holzer (1976):

\[
f(s) = f_{\text{max}} \exp \left( \frac{s - s_1}{\sigma_1} \right) + f_1 \exp \left( \frac{s - s_0}{\sigma_0} \right) + 1, \tag{8}
\]

where

\[
f_1 = 1 - (f_{\text{max}} - 1) \exp \left( \frac{R_\odot - s_1}{\sigma_1} \right). \tag{9}
\]

In this study, we set \( f_{\text{max}} = 3, \sigma_1 = 0.1 R_\odot, \) and \( s_1 = 1.2 R_\odot, \) which mimics the super-radial expansion above the coronal hole due to the large scale dipolar structure during the quiet sun. If \( f(s) \) is set to 1, the modified spherical coordinate system is reduced to the standard spherical coordinate system.

Thermal conduction was assumed to have Spitzer-type conductivity that has a strong temperature dependence and it is only efficient along the magnetic field line. The heat flux, \( q \), can be written as

\[
q = -k_0 \xi(r) \frac{\varepsilon}{s} \left( \frac{B}{B_\odot} \cdot \nabla \right) B, \tag{10}
\]

where \( k_0 = 10^{-6} \) in cgs and \( \xi(r) \) is the same quenching term that was introduced by Shoda et al. (2019) to approximately include the effect of collision less nature above \( s > 5R_\odot \).

Two different cooling functions were combined in our simulation to describe the radiative cooling in the optically thick layer and the optically thin layer (Cranmer et al. 2007):

\[
Q_{\text{rad}} = e^{-\tau_R/\tau_0} Q_{\text{thm}} + (1 - e^{-\tau_R/\tau_0}) Q_{\text{thick}}, \tag{11}
\]

where \( \tau_0 = 0.1 \) and \( \tau_R \) represent the Rosseland mean optical depth. In our simulation, \( \tau_R \) was assumed to be a function of the height for simplicity and it is written as

\[
\tau_R = e^{-s(R_\odot - R)} / H_R \tag{12}
\]

where \( H_R = 155 \) km in this study. For the cooling in the optically thin layer, \( Q_{\text{thm}} \), we adopted the same polynomial fit (Matsumoto & Suzuki 2014) to the cooling function (Landini & Monsignori Fossi 1990). For the cooling in the optically thick layer \( Q_{\text{thick}} \), we used the same functions in (Cranmer et al. 2007), while assuming local thermal equilibrium and a grey atmosphere.

To mimic the buffeting motion of the flux tubes, we employed a given volumetric force that was localized at the foot point of the flux tube.

\[
F_{\text{ex}} \equiv F(t) \exp \left[ -\frac{1}{2} \left( \frac{s - R_\odot - \Delta s}{w_s} \right)^2 - \frac{R_\odot^2}{2} (\frac{\phi^2 + \theta^2}{w_\perp}) \right], \tag{13}
\]

where \( F(t) \) was the amplitude of the external force with
only the $\theta$ and $\phi$ components that had a white noise spectrum in a given frequency range ($[10^{-3}, 2 \times 10^{-2}]$ Hz). $w_\perp (=400 \text{ km})$ and $w_\parallel (=100 \text{ km})$ determined the size of the enforced region. $A_\perp (=400 \text{ km})$ gave the height of the external force. The amplitude of the external force was adjusted so that the root mean square (r.m.s.) of the resultant transverse velocity for the photosphere became $\sim 1 \text{ km/s}$. This is consistent with the observed photospheric convection motion (Matsumoto & Kitai 2010; Chitta et al. 2012; Oba et al. 2020).

We adopted a potential field for the initial magnetic field. The potential field was extrapolated from the bottom boundary with

$$B_s(s = R_\odot, \theta, \phi) = B_0 \exp \left( -\frac{R_\odot^2 \theta^2 + \phi^2}{w_B^2} \right) + \delta B,$$

where $w_B = 700 \text{ km}$ and $B_0 = 1,800 \text{ G}$. The constant term $\delta B$ ($\sim 70 \text{ G}$) was determined so that the mean radial magnetic field became 6 G in the photosphere.

The initial atmospheric structures had a combination of the hydrostatic atmosphere and isothermal solar wind structure. For the hydrostatic atmosphere, we adopted the temperature distribution in the standard solar atmosphere, such as the VAL-C model (Vernazza et al. 1981) with a bottom mass density of $10^{-7} \text{ g cm}^{-3}$. The isothermal wind (Parker 1958) with 1.1 MK was smoothly connected to the hydrostatic atmosphere at $s = 1.14 R_\odot$. Because the initial condition did not satisfy the energy balance, the system will evolve to reach a new quasi-steady state.

At the outer end of the boundary, we posed free boundary conditions where we assumed a zero gradient for all the conservative variables. For the inner boundary, the mass density and internal energy were extrapolated logarithmically. All the components of the velocity were set to be zero while the magnetic field was extrapolated with a fourth order of accuracy. We posed periodic boundary conditions in the $\theta$ and $\phi$ directions.

We developed an original MHD code to perform accurate and stable simulations even in the low beta region around the transition region. We adopted the HLL approximated Riemann solver (Einfeldt et al. 1991) for the numerical flux. The conservative variables were reconstructed in each cell by using a third order weighted essentially non-oscillatory (WENO) scheme. This was then integrated according to time by a third order arbitrary derivative Riemann problem scheme (Balsara et al. 2009). The divergence-free reconstruction allowed us to reduce $\nabla \cdot B$ to truncation errors (Balsara 2009). Because the time scale of the thermal conduction is generally much shorter than the dynamics, we adopted an operator split method and we implicitly solved the thermal conduction by using the super time stepping method (Meyer et al. 2012).

3 RESULTS

After a few Alfvén crossing time passed, the system reached a quasi-steady state that had both the hot corona and fast solar wind. The quasi-steady state was arcwhe because the radiative, conductive, and adiabatic loss was balanced with the dissipation of the MHD waves, which was continuously excited in the photosphere. The resultant mass loss rate was

![Figure 1. Global structures of our numerical model in the quasi-steady state: (a) Radial velocity (black line), the Alfvén speed (red solid line), and the sound speed (red dashed line). (b) Temperature (black line) and the r.m.s. of the temperature fluctuation (red line). (c) The r.m.s. of the horizontal velocities $v_{\perp \text{rms}}$ (black solid line), magnetic field fluctuations $B_{\perp \text{rms}}/\langle \sqrt{\rho} \rangle$ (red solid line), the outgoing Elsässer variables $Z_{\perp \text{rms}}/\langle \sqrt{\rho} \rangle$ (black dashed line), and the incoming Elsässer variables $Z_{\perp \text{rms}}/\langle \sqrt{\rho} \rangle$ (red dashed line). (d) Density (black line) and the r.m.s. of the fractional density $\phi_{\text{rms}}/\langle \rho \rangle$ (red line). All the values are averaged across the flux tube and over time (125 min).](image-url)
2.4 \times 10^{-14} \text{ M}_\odot \text{ yr}^{-1}, which is the typical solar mass loss rate. Fig. 1 shows the global atmospheric structure of our numerical model. The flow speed is indicated by the black solid line in Fig. 1(a) and it exceeded the local sound (Alfvén) speed at \( s = 3.3 \times (16.2) R_\odot \) and it reached 530 km s\(^{-1}\) at the outer end of our simulation (27 R_\odot). The maximum temperature of 1.3 MK was archived at \( s = 5.3 \ R_\odot \). The r.m.s. of the transverse velocity, \( \nu_{\perp,\text{rms}} \), is indicated by the black solid line in Fig. 1(c) and it increased from 3 km s\(^{-1}\) to 180 km s\(^{-1}\) at \( s = 5.3 R_\odot \), and then it decreased with \( s \). These bulk properties revealed that our model was consistent with the solar corona and the fast solar wind above the coronal holes (Cranmer 2009).

The red solid line in Fig. 1(c) denotes the normalized magnetic fluctuation \( B_{\perp,\text{rms}}/\sqrt{\langle \rho \rangle} \) that revealed the energy equipartition between \( v_{\perp} \) and \( B_\perp \) in \( s > 1.03 R_\odot \). The bracket \(<\rightarrow\) denotes the averaging operator over the cross-section and time. The equipartition was violated in \( s < 1.03 R_\odot \) due to the non-WKB effects (Cranmer & van Ballegooijen 2005).

An enhancement of the density fluctuations of about 10-20\% was found in the solar wind acceleration region (\( s \sim 4 R_\odot \)), which may increase the reflection of the Alfvén waves (the red line in Fig. 1d). We estimated the reflection rate while using the formulation in Heinemann & Olbert (1980) and determined that the reflection rate due to the fluctuation could be up to 50 times larger than the expected rate from the gradual change in the background Alfvén speed. This property has already been found in the literature (Suzuki & Inutsuka 2006; Shoda et al. 2019), which suggests that these density fluctuations are generated through the parametric decay of the Alfvén waves (Sagdeev & Galeev 1969; Goldstein 1978). The obtained amplitude of 10-20\% for the fractional density is consistent with the radio scintillation observation (Miyamoto et al. 2014).

The total mechanical heating rate per unit mass \( Q_\text{tot} \) was estimated by summing up all the cooling rates: adiabatic, radiative, and conduction cooling. When deriving the total heating rate, we assumed that the system was in the quasi-steady state and the energy balance was established statistically. The black solid line in Fig. 2 indicates the estimated total heating rate. The heating rate was averaged over the cross-section over 125 min. Because we did not include the explicit dissipation terms in the basic equations, all the heating came from the numerical dissipation. The derived heating rate included the contributions from all the mechanical heating mechanisms. Therefore, a further analysis is needed to distinguish the dominant heating mechanisms in our simulation.

The dominant cooling mechanisms changed with the heliospheric distance. The blue, red, and yellow lines in Fig. 2 correspond to the radiative, adiabatic, and thermal conduction loss, respectively. The positive values (net heating) are indicated by the solid lines while the negative values (net cooling) are indicated by the dashed lines. Below the chromosphere (\( s < 1.01 R_\odot \)), the radiative cooling was dominant. In the lower transition region (1.01 R_\odot < \( s < 1.03 R_\odot \)), the radiative cooling was the main cooling term whereas the thermal conduction mostly acted as a heating term in addition to the mechanical heating. In the upper transition region (1.03 R_\odot < \( s < 1.3 R_\odot \)), the energy loss due to the thermal conduction balanced with the mechanical heating.

In the solar wind acceleration region (\( s > 1.3 R_\odot \)), the plasma was adiabatically cooled down.

Besides the total heating rate, \( Q_\text{tot} \), we also estimated the numerical dissipation that was discovered to have a hyper diffusive nature. According to the test simulations in the Appendix, the heating rates per unit mass can be estimated by

\[
Q_{v,ij} = \nu_h \left( \frac{\partial^2 \nu_i}{\partial x_j} \right)^2
\]

(15)

\[
Q_{B,ij} = \frac{\nu_h}{\langle \rho \rangle} \left( \frac{\partial^2 B_i}{\partial x_j} \right)^2.
\]

(16)

where \( Q_{v,ij} \) and \( Q_{B,ij} \) can be regarded as the dissipation rate of the kinetic and magnetic energy. The subscripts \( i,j \) denote the direction. The hyper diffusivity was estimated to be

\[
\nu_h = 0.07 (\Delta_t)^3 V_f.
\]

(17)

where \( \Delta_t \) is the grid size in the \( i \) direction and \( V_f \) is the local fast mode speed. We refer to the dissipation of the field-aligned current and the vorticity to \( Q_{\parallel} \) where

\[
Q_{\parallel} = Q_{V,v,\phi} + Q_{B,B,\phi} + Q_{V,B,\phi} + Q_{B,B,\phi}.
\]

(18)

The heating rates may include the dissipation through the Alfvén turbulence and phase mixing because they are related to the shears across the field lines. The heating rate due to the dissipation of the perpendicular current and the vorticity \( Q_{\perp} \) may be described as

\[
Q_{\perp} = Q_{V,v,\phi} + Q_{B,B,\phi} + Q_{B,B,\phi} + Q_{B,B,\phi}.
\]

(19)

which includes the shock heating rate because the nonlinear steepening of the Alfvén waves will produce a discontinuous plane that is perpendicular to the field lines. We can use these two heating rates to distinguish the competing heating mechanisms that happened in the simulation.

The dominant heating process was determined to be the dissipation of the field aligned current, \( Q_{\parallel} \), in \( s > 1.01 R_\odot \).
Fig. 3 compares $Q_{\text{tot}}$, $Q_{\parallel}$, and $Q_{\perp}$ as a function of the heliocentric distance by using the black, red, and blue lines, respectively. The summation of $Q_{\parallel}$ and $Q_{\perp}$ was consistent with $Q_{\text{tot}}$ within a factor of two at $s > 1.01 R_{\odot}$. This also supports that our derivation of the numerical heating rate is valid in this region. The contribution from $Q_{\parallel}$ was determined to be dominant in this region. In $s < 1.005 R_{\odot}$, $Q_{\perp}$ was comparable to $Q_{\parallel}$, which indicates that the shock heating is also important in this layer. However, the heating rate analysis must be less reliable because $Q_{\parallel} + Q_{\perp}$ is 4 times smaller than $Q_{\text{tot}}$. This may be due to the switching of the reconstruction method in our numerical solver from WENO to minmod, which happened more frequently below the transition region to change the hyperdiffusive nature of our numerical solver.

The dynamics of the Alfvén waves in the solar wind follow the typical behaviour in the MHD turbulence that is driven by the collisions between the counter propagating Alfvén waves (Shebalin et al. 1983). This argument was demonstrated from the properties of the fine scale structures in the Elsässer variables (Elsasser 1950).

$$Z^{\pm} \equiv \frac{\mathbf{B}}{\sqrt{\rho}}$$

where $Z^{+}$ and $Z^{-}$ represent the amplitude of the outward and inward propagating Alfvén waves, respectively. Fig. 4 shows the estimated power spectral densities (PSD) of the Elsässer variables that are perpendicular to the mean magnetic field $E^{\pm}(k_{\perp})$ at different heights where

$$\int E^{\pm}(k_{\perp}) dk_{\perp} = \frac{1}{\Omega} \int Z^{\pm}_{\perp}(\theta, \phi)^2 d\theta d\phi$$

and $\Omega$ is the solid angle for the cross-section of the flux tube. Fig. 4(d) indicates that the $E^{\pm}(k_{\perp})$ is much flatter than $E^{\pm}(k_{\parallel})$. Therefore, the finer structures tended to survive in $Z^{\pm}_{\perp}$ than in $Z^{\pm}_{\parallel}$, which is consistent with the imbalanced turbulence where the amplitude of the outgoing waves is much larger than the incoming waves (Grappin et al. 1983; Boldyrev & Perez 2009). This is supporting evidence that the dynamics in our simulation are controlled by the Alfvén wave turbulence.

The phenomenological turbulent heating rate was frequently used in the solar wind model, which may need some modifications. The yellow line in Fig. 3 indicates the simplest phenomenological turbulent heating rate (Hossain et al. 1995; Matthaeus et al. 1999), which is described as follows.

$$Q_{\text{phen}} = \frac{(Z^{\pm})^{2}Z_{\perp}}{4 \lambda^{\pm}} + \frac{(Z_{\perp})^{2}Z_{\parallel}}{4 \lambda_{\perp}}$$

where $Z^{\pm}_{\perp}$ is the r.m.s. amplitude of $Z^{\pm}_{\parallel}$ and the energy containing scale $\lambda^{\pm}$ is approximated by the width of the simulation box $L_{\perp}$. The heating rate is enhanced when the energy containing scale of the Alfvén turbulence becomes shorter. The energy containing scale may be estimated as follows.

$$\lambda^{\pm} = \frac{2 \pi}{(Z^{\pm}_{\perp})^{2}} \int dk_{\perp} E^{\pm}(k_{\perp})$$

(Hossain et al. 1995). The averaged value of $\lambda^{\pm}$ was 0.5 – 0.9 $L_{\perp}$ all over the numerical domain, which will increase $Q_{\text{phen}}$ by at most a factor of two (Fig. 5a). On the other hand, $Q_{\text{phen}}$ may be reduced when the Alfvén propagating time scale $\tau_{A} \sim L_{\parallel} / V_{A}$ is comparable or is shorter than the nonlinear cascading time scale $\tau_{nl}^{\parallel} = L_{\perp} / Z_{\perp}^{+}$ (Dobrowolny et al. 1980). The approximated quenching factor is suggested (Oughton et al. 2006; Cranmer et al. 2007) to be

$$\frac{1}{1 + \tau_{nl}^{\parallel} / \tau_{A}}$$

If we estimated $\tau_{A}$ with $|\nabla \cdot V_{A}|^{-1}$, $\tau_{A}$ is almost comparable to or is smaller than $\tau_{nl}^{\parallel}$ (Fig. 5b). Especially at the transition region ($s \sim 1.03 R_{\odot}$), $\tau_{A}$ is 50 times smaller than $\tau_{nl}^{\parallel}$, which may reduce the heating rate by 50 times. On the other hand, $\tau_{nl}^{\parallel}$ was smaller than $\tau_{A}$ at $s \sim 2 R_{\odot}$. The alignment angle $\theta$ between $Z_{\perp}^{\pm}$ may be an important factor to modify $Q_{\text{phen}}$ because the strength of the nonlinear coupling between the counter propagating Alfvén waves is proportional to $|Z_{\perp}^{+} \times Z_{\perp}^{\pm}|$ (Howes & Nielson 2013). The size of the alignment angle
This is...

\begin{equation}
\sin \theta = \frac{\langle |Z_\perp|^2 \times |Z_\perp|^2 \rangle}{\langle |Z_\perp|^2 \rangle^2}.
\end{equation}

Figure 5. Properties of the MHD turbulence in regard to the radial distance: (a) Energy containing scale \( \lambda^+ \) (black line) and \( \lambda^- \) (red line). (b) Nonlinear cascading time scale \( \tau_{nl}^+ \) (red line), \( \tau_{nl}^- \) (blue line), and Alfvén (reflection) time scale \( \tau_A \) (black solid line). The dashed line indicates the Alfvén time scale that was estimated from the smoothed background. (c) Sine of the alignment angle between \( Z_\perp \).

was estimated as follows.

\begin{equation}
\sin \theta = \frac{\langle |Z_\parallel|^2 \times |Z_\perp|^2 \rangle}{\langle |Z_\parallel|^2 \rangle^2}.
\end{equation}

Fig. 5c indicates that the sine of the alignment angle was 0.5 to 0.7 throughout the domain. This is larger than what was estimated in the recent reduced MHD simulations (Perez & Chandran 2013; Chandran & Perez 2019). This is partially because the wave reflection can be driven by the horizontal variation of Alfvén speed in our simulation. This types of reflection will change the polarization angle of the reflection wave from the injection wave.

The dominant cascading process in the lower transition region \((s \sim 1.02R_\odot)\) can be distinguished if we compare the growth rate of the phase mixing and the Alfvén turbulence. The nonlinear evolution of the Elsässer variables can be represented by

\begin{equation}
\frac{\partial Z^\pm}{\partial t}_{\text{nonlinear}} = -Z^\perp \cdot \nabla Z^\pm.
\end{equation}

that are composed of three different terms.

\begin{equation}
-(\overline{Z^\perp + \delta Z^\parallel + \delta Z^\perp}) \cdot \nabla Z^\perp.
\end{equation}

where the over bar denotes the average over the cross-section of the flux tube and \(\delta\) represents the remaining fluctuations. The first term denotes the Alfvén wave propagation. The second term denotes the phase mixing term because it comes from the Alfvén speed fluctuation that is perpendicular to the mean magnetic field. The last term denotes the Alfvén turbulence. Therefore, the growth rate of the phase mixing \(\gamma_{\text{PM}}^\pm\) and the Alfvén turbulence \(\gamma_{\text{AT}}^\pm\) can be estimated as follows.

\begin{equation}
\gamma_{\text{PM}}^\pm \sim \frac{|\delta Z^\parallel \cdot \nabla Z^\perp|^2}{Z_\perp^2},
\end{equation}

and

\begin{equation}
\gamma_{\text{AT}}^\pm \sim \frac{|\delta Z^\perp \cdot \nabla Z^\perp|^2}{Z_\perp^2},
\end{equation}

respectively (Shoda & Yokoyama 2018). With the approximated growth rate, we can roughly distinguish which process is dominant.

According to the analysis of the growth rates that are defined above, the dominant process in energy cascading changes with respect to the heliocentric distance. Fig. 6 shows the growth rates of the phase mixing and the Alfvén turbulence. The black and red lines represent \(\gamma_{\text{PM}}^\pm\) and \(\gamma_{\text{AT}}^\pm\), respectively. The solid and dashed lines are represented by the plus and minus superscripts. The growth rates of the phase mixing are comparable to those of the Alfvén turbulence at \(s < 1.02R_\odot\). Above that, the Alfvén turbulence dominated the cascading process. Although the phase mixing started to be efficient around \(s = 4R_\odot\) due to the density fluctuations from the parametric decay, the contribution was much smaller than the Alfvén turbulence.

In the upper transition region \((1.03R_\odot < s < 1.3R_\odot)\),
decaying of the MHD turbulence would sustain the corona until the steady Alfvén turbulence was switched on above \( s > 1.3 R_\odot \). Because the efficiency of the Alfvén turbulence becomes significantly small due to the lack of the reflection wave, the turbulent heating rate was not likely to sustain the conductive loss. The analysis of the growth rate suggests that the phase mixing is also inactive in the upper transition region. Therefore, we suggested that the dissipation of the MHD turbulence that was developed below the transition region was decaying to heat the upper transition region. The decaying process can be seen in the turbulent spectra in Fig 4(h) and (c) where \( E'(k_\perp) \) was decaying without nonlinear cascading. Because the decaying process strongly depends on the diffusivity of the system, the heating here was most likely the numerical one, which will be reduced when increasing the spatial resolution. The reduction of the heating rate may continue until it becomes smaller than the shock heating rate \( \sim Q_\perp \), which may be independent from the spatial resolution.

The signature of energy cascading toward a smaller spatial scale across the flux tube was also found in the chromosphere, which is likely to contribute to the chromospheric heating. Fig. 4(a) shows \( E(k_\perp)^s \) at \( s \approx 1.005 R_\odot \). The spectral shape of \( E(k_\perp)^s \) in the chromosphere is similar to each other unlike the solar wind acceleration region where the outward propagating waves are dominant. The cascading was possibly controlled by the phase mixing and the Alfvén turbulence because \( \gamma_{PM} \approx \gamma_{AT} \).

### 4 Discussion and Conclusions

We conducted a full compressible 3D MHD simulation of the corona and solar wind. Our model succeeded in capturing the temperature and bulk speed in the corona and solar wind as a natural consequence of the continuous Alfvén wave generation in the photosphere. The main dissipation mechanism for the solar wind acceleration region is the Alfvén turbulence, although the compressibility played an important role in enhancing the reflection rate that controls the turbulent heating rate. On the other hand, the dynamics in the chromosphere may not be described only by the Alfvén turbulence. It is necessary to take phase mixing and the shocks into account.

This study describes the first solar wind model where the mass loss from the sun was self-consistently obtained by using the full compressible 3D MHD simulation. This can be demonstrated only after we included the chromosphere at the bottom of the solar wind model using the 3D MHD simulation. This simulation will be a milestone in applying the solar wind model to the other stars with the magnetically driven winds.

The dynamics of the Alfvén waves in the solar wind acceleration region \( s > 1.3 R_\odot \) are the same as those described in Shoda et al. (2019) even though we included the chromosphere. The dissipation of the Alfvén waves was caused by the Alfvén turbulence that was driven by counter propagating waves. The dynamics came from the pure 3D nature of the Alfvén wave collisions (Howes & Nielson 2013) and it cannot be described by 2D simulations (Matsumoto & Suzuki 2012, 2014). Although the cascading process in the Alfvén turbulence was incompressible, compressibility played an important role. The outward propagating Alfvén waves suffered parametric decay (Sagdeev & Galeev 1969; Goldstein 1978), which generated inwardly propagating Alfvén waves and density fluctuations. The generated fluctuations were suggested to enhance the reflection rate that is more than 50 times larger than what was expected from the smooth change in the background Alfvén speed (van Ballegooijen & Asgari-Targhi 2016; Shoda et al. 2018). The direct and indirect generation of inwardly propagating Alfvén waves due to a compressible process like the parametric decay can enhance the turbulent heating rate by increasing the \( E_\perp^s \) components. On the other hand, the efficiency of the turbulent heating rate may be reduced as the reflection time scale becomes smaller due to the compressible effects.

The Alfvén wave dynamics in the lower transition region and the chromosphere \( s < 1.03 R_\odot \) are partially different from what can be described according to the theories of Alfvén turbulence. The previous studies investigated the effects of the Alfvén turbulence with reduced MHD formulations that are below the transition regions (Verdini & Velli 2007; van Ballegooijen et al. 2011; Verdini et al. 2012) where the reduced MHD approximation is marginally valid. According to our analysis of the growth rate, the contribution to the energy cascading of the phase mixing is comparable to the Alfvén turbulence in this region. Therefore, the dynamics of the Alfvén waves in this layer cannot be described only by the Alfvén turbulence. The effect of the phase mixing is small in the solar wind acceleration region even though it is enhanced by density fluctuations due to parametric decay.

The decaying of Alfvén turbulence was identified to heat the upper transition region \( (1.03 R_\odot < s < 1.3 R_\odot) \), which probably overestimated the heating rate due to the lack of the spatial resolution. The phase mixing and Alfvén turbulence were inactive in terms of cascading wave energy. The heating rate may be reduced to the level of the shock heating rate when the spatial resolution is increased.

Although our model succeeded in creating the bulk properties of the corona and solar wind, there are some problems. First, our model assumed only a single flux tube and it posed a periodic boundary in the horizontal direction. This assumption forces the dissipation process to occur inside the flux tube and it neglects the dissipation between the flux tubes. The interaction with the surrounding flux tubes or the emerging flux may cause a magnetic reconnection to feed the energy to the wind (Fisk et al. 1999). Second, our model did not include the surface convection zone. Instead, we assumed that there was artificial translational forcing to generate the Alfvénic waves in the upper photosphere. This assumption ignores the torsional motions that can be expected at the intersections of the granular boundaries. The torsional motions are considered to be efficient energy sources in the upper atmosphere and they were observed as magnetic tornadoes (Wedemeyer-Böhm et al. 2012). Exclusion of the upper convection zones also forced our model to assume the magnetic field structure that is described above. We assumed the potential field as the initial condition, where the force balance is determined only by the magnetic forces. As time goes on, the force balance changes slightly. However the magnetic field structure in the quasi-steady state was almost the same as the initial field because we posed fixed boundary condi-
tions at the bottom. In reality, the gas pressure also works in the force balance, which will change the property of the wave plane around the flux tube. In future work, we will attempt to reproduce solar wind and compare the result with the observations from the Parker Solar Probes (Bale et al. 2019).
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APPENDIX A: HYPERDIFFUSIVE NATURE IN OUR NUMERICAL SOLVER

We performed 1D MHD simulations to confirm the numerical heating rates that can be roughly estimated through hyperdiffusion. For the initial condition, we set the background magnetic field and the density to $B_0 = \hat{x}$ and $\rho_0 = 1$, respectively. We changed the plasma beta ($\beta \equiv C_s^2/V_A^2$) from 0.01 to 1 as a parameter. For the disturbed variables,

$$v_y = 0.05 \sin(kz) \quad (A1)$$
$$B_y = -0.05 \sin(kz), \quad (A2)$$

where $k$ was a wave number in the $z$ direction. Then, we performed 1D MHD simulations in $z$ direction with the periodic boundary condition by changing $\beta$ and $k$. As time went on, the initial perturbations were dissipated through numerical diffusion and the magnetic and kinetic energy decreased exponentially with the diffusion time.

From the relationship between the measured diffusion time and the wave number $k$, the numerical dissipation was determined to act as the hyperdiffusion. The measured diffusion time was proportional to $k^{-4}$, which is the property of the hyperdiffusion that has a fourth order derivative.

$$\frac{\partial f}{\partial t} = \nu_h \frac{\partial^4 f}{\partial z^4}, \quad (A3)$$

where $f$ is $v_y$ or $B_y$ in this case. The hyperdiffusivity $\nu_h$ depends on the plasma beta and it can be fitted by

$$\nu_h \sim 0.07 \Delta z^4 V_f, \quad (A4)$$

where $V_f^2 = V_A^2(1 + \beta)$.
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