Stationary models of magnetized viscous tori around a Schwarzschild black hole
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We present stationary solutions of magnetized, viscous thick accretion disks around a Schwarzschild black hole. We assume that the tori are not self-gravitating, are endowed with a toroidal magnetic field and obey a constant angular momentum law. Our study focuses on the role of the black hole curvature in the shear viscosity tensor and in their potential combined effect on the stationary solutions. Those are built in the framework of a causality-preserving, second-order gradient expansion scheme of relativistic hydrodynamics in the Eckart frame description which gives rise to hyperbolic equations of motion. The stationary models are constructed by numerically solving the general relativistic momentum conservation equation using the method of characteristics. We place constraints in the range of validity of the second-order transport coefficients of the theory. Our results reveal that the effects of the shear viscosity and curvature are particularly noticeable only close to the cusp of the disks. The surfaces of constant pressure are affected by viscosity and curvature and the self-intersecting isocontour – the cusp – moves to smaller radii (i.e. towards the black hole horizon) as the effects become more significant. For highly magnetized disks the shift in the cusp location is smaller. Our findings might have implications on the dynamical stability of constant angular momentum tori which, in the inviscid case, are affected by the runaway instability.

I. INTRODUCTION

One of the outstanding predictions of general relativity is the existence of black holes. By their very nature, black holes can only be observed by the gravitational effects they produce in their environment. An accretion disk embedded in the geometry of a black hole provides a natural framework for its indirect detection through the study of the gravitational influence it exerts on the disk. As a result of the black hole’s gravity, the mass of an orbiting disk is pulled inwards resulting into an inward flow of its matter and the outward transport of angular momentum, a process accompanied by the conversion of gravitational energy into radiation and heat. This is one of the most efficient processes of energy release in the cosmos and it operates in systems as diverse as proto-planetary disks, X-ray binaries, gamma-ray bursts, active galactic nuclei, and quasars.

Models of accretion disks around black holes are abundant in the scientific literature (see 2 and references therein). Among the various proposals, geometrically thick disks or tori (also referred to as “Polish doughnuts”) are the simplest, relativistic, stationary configurations describing an ideal fluid orbiting around a rotating black hole under the assumption that the specific angular momentum of the disk is constant. Extensions of the original model to incorporate additional effects such as non-constant distributions of angular momentum, magnetic fields, or self-gravity, have also been put forward.

In all stationary models the accretion torus is assumed to be composed of an ideal fluid and the effects of dissipation are neglected. However, the contribution of dissipative fluxes might not exactly vanish in an accretion disk, especially if it undergoes differential rotation, thus giving rise to shear viscous effects. It is well known that viscosity and magnetic fields play a key role in accretion disks to account for angular momentum transport, in particular through the magneto-rotational instability. In this paper we discuss stationary models of magnetized viscous tori, assuming a toroidal distribution of the field and the presence of shear stresses.

The conservation laws of relativistic hydrodynamics of a non-ideal fluid involving dissipative effects like viscosity, developed by Landau-Lifschitz and Eckart, do not give rise to hyperbolic equations of motion. Moreover, the corresponding equilibrium states are unstable under linear perturbations. The pathological nature of the conservation laws is attributed to the existence of first-order gradients of hydrodynamical variables in the dissipative flux quantities. This limitation can be circumvented by including second-order gradients, a formalism first developed by Müller in the non-relativistic setup and later extended by Israel and Stewart for relativistic non-ideal fluids. The resulting conservation laws are hyperbolic and stable.

Assuming that the shear viscosity is small and instils perturbative effects in the disk fluid, stationary solutions of constant angular momentum unmagnetized tori in the Schwarzschild geometry were first presented in [23]. This work showed that stationary models of viscous thick disks can only be constructed in the context of general relativistic causal approach by using the gradient expansion scheme [24]. The imprints of the shear viscosity and of the curvature of the Schwarzschild geometry are clearly present on the isopressure surfaces of the tori. In par-
ticular, the location of the cusps of such surfaces is different from those predicted with an ideal fluid model \cite{6}. In the present paper the purely hydrodynamical solutions presented in \cite{23} are extended by incorporating toroidal magnetic fields in the stationary solutions of the tori. Our new solutions are built using the second-order gradient expansion scheme in the Eckart frame description \cite{24}, which keeps the same spirit of the Israel-Stewart formalism and gives rise to hyperbolic equations of motion, hence preserving causality. Furthermore, we also adopt the test-fluid approximation, neglecting the self-gravity of the disk. As we show below, in our formalism the general form of the shear viscosity tensor contains additional curvature terms (as one of many second-order gradients) and, as a result, the curvature of the Schwarzschild geometry directly influences the isopressure surfaces, as in the hydrodynamical case considered in \cite{23}. The presence and strength of a toroidal magnetic field brings forth some quantitative differences with respect to the unmagnetized case, as we discuss below.

The paper is organised as follows: Section II presents the mathematical framework of our approach introducing, in particular, the perturbation equations that characterize the stationary solutions. Those solutions are built following the procedure described in Section III. Our results are discussed in Section IV. Finally Section V summarises our findings. Throughout the paper we use natural units where $c = G = 1$. Greek indices in mathematical quantities run from 0 to 4 and Latin indices are purely spatial.

II. FRAMEWORK

A. Basic equations

Our framework assumes that the spacetime geometry is that of a Schwarzschild black hole of mass $M$ and that the disk is not self-gravitating, it has a constant distribution of specific angular momentum, and that the magnetic field only has a toroidal component. We neglect possible effects of heat flow and bulk viscosity and we further assume that the shear viscosity is small enough so as to act as a perturbation to the matter configuration. Therefore, the radial velocity of the flow vanishes and the fluid particles describe circular orbits.

The Schwarzschild spacetime is described by the metric

$$ds^2 = - \left(1 - \frac{2M}{r}\right) dt^2 + \left(1 - \frac{2M}{r}\right)^{-1} dr^2 + r^2 d\Omega^2,$$

(1)

where $d\Omega^2 = d\theta^2 + \sin^2 \theta d\phi^2$. Since the fluid particles follow circular orbits their four-velocity $u^\mu$, subject to the normalization condition $u^\mu u_\mu = -1$, is given by

$$u^\mu = (u^t, 0, 0, u^\phi),$$

(2)

where $u^\mu = u^\mu(r, \theta)$, with $\mu = t, \phi$. The specific angular momentum $l$ and the angular velocity $\Omega$ are given by

$$l(r, \theta) = -\frac{u_\phi}{u_t}, \quad \Omega(r, \theta) = \frac{u^\phi}{u^t},$$

(3)

so that the following relationship holds between both quantities

$$l(r, \theta) = -\frac{g_{\phi t}}{g_{tt}} \Omega(r, \theta) = \frac{r \sin \theta}{(1 - \frac{2M}{r})} \Omega(r, \theta).$$

(4)

In our study we consider the Eckart frame for addressing viscous hydrodynamics which is a common choice of reference frame in relativistic astrophysics \cite{18}. The energy-momentum tensor of viscous matter in the presence of a magnetic field is given by

$$T^{\mu\nu} = (w + b^2)u^\mu u^\nu + \left(p + \frac{1}{2} b^2\right) g^{\mu\nu} - b^\mu b^\nu + \pi^{\mu\nu},$$

(5)

In this expression, the enthalpy density is given by $w = e + p$, where $p$ is the fluid pressure and $e$ is the total energy, and $\pi^{\mu\nu}$ is the shear viscosity tensor. The dual of the Faraday tensor relative to an observer with four-velocity $u^\mu$ is \cite{25},

$$^* F^{\mu\nu} = b^\mu u^\nu - b^\nu u^\mu,$$

(6)

where $b^\mu$ is the magnetic field in that frame, which obeys the relation $b^2 = b^\alpha b_\alpha$ and yields to the conservation law $\nabla_\nu *F^{\mu\nu} = 0$, where $\nabla_\nu$ is the covariant derivative. In the fluid frame $b^\mu = (0, B)$ where $B$ denotes the three-vector of the magnetic field which satisfies the condition $u^\alpha b_\alpha = 0$. Since the magnetic field distribution is purely toroidal, it follows that

$$b^t = b^\theta = 0, \quad b^\phi = (b^t, 0, 0, b^\phi).$$

(7)

From the condition $u^\alpha b_\alpha = 0$ we obtain

$$b^t = lb^\phi, \quad b_t = -\Omega b^\phi, \quad b^\phi = \frac{b^t}{l},$$

(8)

and

$$b^2 = (1 - \Omega^2) l^2 b^\phi b_\phi = 2p_m,$$

(9)

where the magnetic pressure is defined as $p_m \equiv b^2/2$.

As mentioned before we consider a second-order theory of viscous hydrodynamics constructed using the gradient expansion scheme which ensures the causality of propagation speeds in the Eckart frame. In this scheme the shear viscosity tensor is expressed in terms of a causality-preserving term and additional curvature terms which will help investigate the influence of curvature contributions on our system. As a result, the general form of the shear viscosity tensor can be expressed as \cite{24},

$$\pi^{\mu\nu} = -2\eta \sigma^{\mu\nu} - \frac{\tau_2}{2} D(-2\eta \sigma^{\mu\nu}) + \kappa_1 R^{<\mu\nu>}_{\beta\gamma} + \kappa_2 u_\alpha u_\beta R^{<\mu\nu>}_{\alpha\beta},$$

(10)

with the definition $D \equiv u^\alpha \nabla_\alpha$. Here $R^{\alpha\beta\gamma\delta}$ and $R^{\alpha\beta}$ are the Riemann tensor and the Ricci tensor, respectively, $\eta$ is the shear viscosity coefficient and $\tau_2$, $\kappa_1$ and $\kappa_2$ are
the second-order transport coefficients. Moreover, the angular brackets in the previous equation indicate traceless symmetric combinations. The remaining quantities appearing in Eq. (10) are defined as

\[ e_{\mu\nu} = \Delta_{\mu\nu} \Delta_{\nu\rho} \] where, as usual, index (0) denotes background quantities and index (1) quantities at linear perturbation order. By using Eqs. (9) and (16) the magnetic pressure at both zeroth order and first order reads

\[ p^{(0)}_m = \frac{1}{2} (1 - \Omega l) b_0^\phi (1)_{(\phi)} , \quad \text{E}(17) \]
\[ p^{(1)}_m = \frac{1}{2} \left[ b_0^\phi (1)_{(l)} + b_0^\phi (1)_{(\phi)} \right] \Omega (18) \]

Defining the magnetization parameter as \( \beta_m \equiv p/p_m \), the zeroth-order and first-order changes in this parameter can be written as follows

\[ \beta^{(0)}_m = \frac{p^{(0)}}{p^{(0)}_m} , \quad \beta^{(1)}_m = \frac{p^{(1)}}{p^{(0)}_m} - \frac{p^{(0)}}{p^{(1)}_m} . \]

From the momentum conservation equation (11) we see that there are four unknown quantities to be determined, namely, \( p^{(1)}_m, e^{(1)}_m, b^{(1)}_l \) and \( b^{(1)}_\phi \). However, the variables \( p^{(1)}_m \) and \( e^{(1)}_m \) are not independent under the assumption of a barotropic equation of state. Following [9, 14] we take the same polytropic index \( \gamma \) for the equations of state corresponding to both the fluid pressure \( p \) and the magnetic pressure \( p_m \), given by,

\[ p = Ke^\gamma , \]

and

\[ p_m = K_m L^\gamma \gamma^{1} e^\gamma . \]

Now, expanding up to linear order one can write the equations of state at zeroth order and first order as

\[ p^{(0)} = Ke^{(0)}_m , \quad p^{(1)} = \gamma Ke^{(1)}_m e^{(1)}_m . \]
\[ p^{(0)}_m = K_m L^{\gamma - 1} e^{(1)}_m , \quad p^{(1)}_m = \gamma K_m L^{\gamma - 1} e^{(0)}_m e^{(1)}_m . \]

From the above relations, we find that \( p^{(0)}_m, p^{(1)}_m \) and \( p^{(1)}_m \) are related by

\[ p^{(1)} = p^{(0)}_m \frac{\gamma e^{(1)}_m}{e^{(0)}_m} , \]
\[ p^{(1)}_m = p^{(0)}_m \frac{\gamma e^{(1)}_m}{e^{(0)}_m} . \]

Using the last two equations we obtain the following condition

\[ \frac{p^{(1)}}{p^{(0)}_m} = \frac{p^{(0)}}{p^{(1)}_m} . \]

Substituting Eqs. (25) and (26) into Eq. (27) leads to

\[ \beta^{(1)}_m = \frac{\gamma p^{(0)}_m e^{(1)}_m}{e^{(0)}_m p^{(1)}_m - \frac{\gamma e^{(1)}_m}{e^{(0)}_m}} , \]
\[ \beta^{(1)}_m = \frac{\gamma e^{(1)}_m}{e^{(0)}_m} - \frac{\gamma e^{(1)}_m}{e^{(0)}_m} = 0 . \]

B. Perturbation of the magnetized torus

Since we consider disks with constant specific angular momentum distributions we take \( I(r) \equiv I_0 \). We further assume that the internal energy density, \( \varepsilon \), is very small and, therefore, the total energy is approximately equal to the rest-mass density i.e. \( \varepsilon \approx \rho \). For the Schwarzschild black hole, the term \( R^{< \mu \nu >} = 0 \) and therefore it does not contribute to the shear viscosity tensor. We also assume that the shear viscosity is small in the sense that the coefficients \( \eta \) and \( \kappa_2 \) can be considered as perturbations in the disk fluid. These two coefficients will be assumed to be constant and to act as perturbations with the perturbation parameter \( \lambda \) as follows,

\[ \eta = \lambda m_1 , \quad \kappa_2 = \lambda m_2 . \]

The shear viscosity perturbation in the disk fluid generates linear perturbations in the energy density, pressure, and magnetic field. Up to linear order, we can express each of these quantities as follows:

\[ e(r, \theta) = e^{(0)}(r, \theta) + e^{(1)}(r, \theta) , \]
\[ p(r, \theta) = p^{(0)}(r, \theta) + \lambda p^{(1)}(r, \theta) , \]
\[ b^l(r, \theta) = b^{(0)}(r, \theta) + \lambda b^{(1)}(r, \theta) , \]
\[ b^\phi(r, \theta) = b^{(0)}(r, \theta) + \lambda b^{(1)}(r, \theta) , \]

where, as usual, index (0) denotes background quantities and index (1) quantities at linear perturbation order. By using Eqs. (9) and (16) the magnetic pressure at both
which shows that the linear corrections \( p_{(1)} \) and \( p_{(m)} \) do not affect the value of the magnetization parameter in the disk.

Moreover, from the orthogonality relation \( u^\alpha b_\alpha = 0 \) we obtain
\[
b_t^{(0)} = l_b^{(0)}, \quad b_t^{(1)} = l_b^{(1)},
\]
which imply that \( b_t^{(1)} \) and \( b_t^{(1)} \) are not independent variables. Using the relations, \( b^2 = (1 - \Omega) b^2 b^2 \) and \( b^2 = 2p_m \), the zeroth-order and first-order terms of the magnetic field read
\[
b_t^{(0)} = \sqrt{\frac{2\beta_m}{p_0(1 - \Omega) g_{\phi\phi}}} , \quad b_t^{(1)} = \frac{p_{(1)}}{\beta_m} \sqrt{\frac{p_0}{2\beta_m (1 - \Omega) g_{\phi\phi}}} ,
\]
where we have also used Eq. (29). Hence, the variables \( p_{(1)}^{(m)}, b_t^{(1)} \) and \( b_t^{(0)} \) are all related to \( p_{(1)} \). The pressure correction \( p_{(1)} \) is determined by solving the momentum conservation law given by Eq. (11) with a constant angular momentum distribution \( \Omega = \Omega_0 \). Using Eq. (31) and expanding Eq. (11) up to linear order in the variables \( p_{(1)} \), \( \epsilon_{(1)} \) and \( b_t \), the fluid pressure correction equation can be expressed as
\[
(\epsilon_{(1)} + p_{(1)}) a_{\mu} + \Delta_\mu^{(1)} \nabla_\rho p_{(1)} + \frac{\partial_\mu}{\kappa(p_{(1)})} \frac{\nabla \tilde{p}_{(1)}}{\kappa} + g_{\mu\nu} \tilde{\epsilon}_{(1)} a_{\nu} + \Delta_{\mu\nu} \Delta_{\nu\kappa} \nabla^\tau \rho \kappa = 0 , \quad (32)
\]
where \( \epsilon_{(1)} \) is related to \( p_{(1)} \) by Eq. (25). Once \( p_{(1)} \) is determined by solving the above equation, we can also determine the impact of the shear viscosity on the magnetic pressure \( p_{(m)}^{(1)} \) through Eq. (26).

Let us now for simplicity take the black hole mass \( M = 1 \) in the rest of our calculations. Both the temporal and azimuthal components of Eq. (32) lead to
\[
2\eta_0 r [r(r - 3) \sin^2 \theta - l_0^2 (1 - 2/r)^2 (r - 3 \sin^2 \theta)] \sin^2 \theta \sqrt{r - 2 (r + l_0^2 (2 - r) \cos^2 \theta)}^{5/2} = 0 .
\]

For \( \eta \neq 0 \), the above equation in the equatorial plane reduces to
\[
r^3 - l_0^2 (r - 2)^2 = 0 . \quad (33)
\]
Correspondingly, the radial and angular components of (32) are, respectively,
\[
\frac{\tau_2 \mu_1}{2r^2 \sin^6 \theta (r^3 + l_0^2 (2 - r) \csc^2 \theta)} \left[ r^3 \cos 4\theta (10r - 21) + \cos 2\theta \left\{ 4r^3 (2r^2 - 14r + 21) - 8l_0^2 (r - 3)(r - 2) \right\} - r^3 (2r - 7)(4r - 9) - 8l_0^2 (r - 2)(r^2 - 3r + 3) \right] + m_2 \frac{3r^6 + r^6 \cos 4\theta + 2r^3 \cos 2\theta \left\{ l_0^2 (r - 2)(5r - 14) - 2r^3 \right\} - 2r^3 l_0^2 (r - 2)(5r - 14) - 4l_0^2 (r - 2)^3}{4r^3 \sin^4 \theta (r^3 + l_0^2 (2 - r) \csc^2 \theta)^2} + \left( 1 + \frac{1}{\beta_m} \right) \frac{(r - 2)}{r} \frac{\partial p_{(1)}}{\partial r} + \left[ \frac{(r - 2)}{r^2 \beta_m} + \frac{\left\{ r^3 - l_0^2 (2 - r)^2 \csc^2 \theta \right\} \left( \gamma K + \epsilon_{(0)} \right)}{\gamma K r^2 (r^3 + l_0^2 (2 - r) \csc^2 \theta)} \right] p_{(1)} = 0 , \quad (34)
\]
\[
\frac{\tau_2 \mu_1}{r^2 \sin^4 \theta (r^3 + l_0^2 (2 - r) \csc^2 \theta)^3} \left\{ 4l_0^2 \cot \theta \left\{ r^3 (4r - 9) \sin^2 \theta + (r - 2) \left( 2l_0^2 (4r - 9) - r l_0^2 (2 - r) \csc^2 \theta - 2r^4 \right) \right\} - \frac{2l_0^2 (r - 2)}{r^3 \sin^4 \theta (r^3 + l_0^2 (2 - r) \csc^2 \theta)^2} + \left( 1 + \frac{1}{\beta_m} \right) \frac{\partial p_{(1)}}{\partial \theta} + \left[ \frac{2 \cot \theta}{\beta_m} - \frac{(r - 2) l_0^2 \cot \theta \left( \gamma K + \epsilon_{(0)} \right)}{\gamma K \sin^2 \theta (r^3 + l_0^2 (2 - r) \csc^2 \theta)} \right] \right\} p_{(1)} = 0 . \quad (35)
\]

In the limit \( \beta_m \to \infty \), Eqs. (34) and (35) reduce to the corresponding equations obtained in [23] for a purely hydrodynamical viscous thick disk. Substituting \( p_{(1)}^{(m)} \) from Eq. (35) in Eq. (34) we obtain the following equation:
\[
2l_0^2 \cot \theta \left( \frac{\hat{A} + \hat{B}k_1}{C} \right) (\tau_2 m_1) + \frac{1}{2} \cot \theta \left( \hat{\theta}_1 - \hat{\theta}_2 k_1 \right) m_2 \\
+ \sin^6 \theta [r^3 + l_0^2 (2 - r) \csc^2 \theta] \beta_m^3 \frac{(1 + \beta_m)}{\beta_m} \left[ r(r - 2) \cot \theta \frac{\partial p(1)}{\partial r} - \frac{4k_1 \partial p(1)}{C} \right] = 0,
\]

with the definitions
\[
\hat{A} = -2(r - 3) \left[ r^3(10r - 21) \cos 4\theta + \cos 2\theta \left( 4r^3(2r^2 - 14r + 21) - 8l_0^2(r - 3)(r - 2) \right) \right] \\
- r^3(2r - 7)(4r - 9) - 8l_0^2(2r - 2)(r^2 - 3r + 3), \\
\hat{B} = 4 \left[ 2rl_0^2(r - 2)^2 - \sin^2 \theta \left( r^3(2r - 3) + 4l_0^2(4r - 9)(r - 2) - r^3 \cos 2\theta(4r - 9) \right) \right], \\
k_1 = \left[ -2\beta_m \sin^2 \theta (r^3 + l_0^2(2 - r) \csc^2 \theta) e^{(0)} + K\gamma e^{(0)} \right] \left[ 8l_0^2(1 + \beta_m) \right], \\
k_2 = 2rl_0^2(\beta_m + 2) - 2r^4 - r^3(\beta_m - 2) - 4l_0^2r(3 + \beta_m) + 2r^3 \cos 2\theta(2r + \beta_m - 2), \\
C = (r - 2)l_0^2 \beta_m e^{(0)} + K\gamma e^{(0)} \left[ l_0^4 + 2(2 + \beta_m) - 2r^3 \sin^2 \theta \right], \\
\hat{\theta}_1 = \left[ 10r^6 - 6r^3l_0^2(5r - 12)(r - 2) + 32l_0^4(r - 3)(r - 2)^2 + 16rl_0^2 \left( \frac{1 - 2}{r} \right)^4 + \cos 2\theta \left( 8(5r - 12)r^3l_0^2 - 15r^6 - 32l_0^4(r - 3)(r - 2)^2 \right) \right], \\
\hat{\theta}_2 = 4r^3 \left( 1 - \frac{2}{r} \right) [3r^6 - 2r^3l_0^2(r - 2) + 4l_0^4(r - 2)^2 + 2r^3 \cos 2\theta(2r^3 - (r - 2)^2l_0^2) + r^6 \cos 4\theta].
\]

We must solve Eq. (36) once the values of the parameters \(m_1, \tau_2, l_0\) and \(\beta_m\) are selected and using the appropriate boundary conditions. Eq. (28) shows that \(\beta_m^{(1)} = 0\). Therefore, the magnetization parameter can be completely expressed in terms of the zeroth-order magnetic pressure and fluid pressure, and is given by \(\beta_m(r, \theta) = p^{(0)} / p_m^{(0)}\). Using Eqs. (21) and (22) we can further express
\[
\beta_m(r, \theta) = \frac{K}{K_m L^{\gamma - 1}(r, \theta)}.
\]

In addition, we can define the magnetization parameter at the center of the disk as \(\beta_{m,c} = \beta_m(r_c, \pi/2)\) and write it as
\[
\beta_{m,c} = \frac{K}{K_m L^{\gamma - 1}(r_c, \pi/2)}.
\]

Then, the magnetization parameter can be expressed as
\[
\beta_m(r, \theta) = \beta_{m,c} \left( \frac{L(r_c, \pi/2)}{L(r, \theta)} \right)^{\gamma - 1},
\]
which, for the Schwarzschild metric, reads
\[
\beta_m(r, \theta) = \beta_{m,c} \left( \frac{r_c(r_c - 2)}{r(r - 2) \sin^2 \theta} \right)^{\gamma - 1},
\]
where \(r_c, \beta_{m,c}\) and \(K\) are constant parameters. Let us compute \(r_c\) for a given angular momentum \(l_0\). This can be determined by finding the extrema of the effective (gravitational plus centrifugal) potential \(W\), as the center of the disk is located at a minimum of the potential (see, e.g. [8] for details). In the Schwarzschild geometry, the total potential \(W(r, \theta)\) for constant angular momentum distributions is be defined as,
\[
W(r, \theta) = \frac{1}{2} \ln \frac{r^2(r - 2) \sin^2 \theta}{l_0^2(r - 2)}.
\]

At the equatorial plane, taking \(\partial_r W = 0\) leads, after some algebra, to
\[
r^3 - l_0^2(r - 2)^2 = 0.
\]
The largest root of the above equation corresponds to the disk center, \(r_c\). In the absence of dissipative terms, the relativistic momentum conservation equation, with our choices of equation of state, can be expressed as follows [14]
\[
W - W_s + \frac{\gamma}{\gamma - 1} \frac{\left( p^{(0)} / e^{(0)} + p_m^{(0)} / e_m^{(0)} \right)}{1 + \frac{1}{\beta_m(r, \theta)}} = 0,
\]
which can further be rewritten as
\[
W - W_s + \frac{\gamma Ke^{(0)}}{\gamma - 1} \left( 1 + \frac{1}{\beta_m(r, \theta)} \right),
\]
where \(W_s\) is the potential at the surface of the disk, i.e. the surface for which \(p^{(0)} = p_m^{(0)} = e^{(0)} = 0\). From the above expression, the zeroth-order energy density can be
obtained and it reads as
\[ e(0) = \left( \frac{1}{K} \right) \frac{1}{\gamma(1 + \beta_m(r, \theta))} \left( \frac{1 - \gamma}{1 - \gamma} \right)^{(\gamma - 1)} \left( W - W_s \right), \]
and the zeroth-order pressure, in terms of \( \beta_{m,c}, r_c \) and \( W_s \), becomes
\[ p(0) = K \frac{1}{\gamma(1 + \beta_{m,c})} \left( \frac{1 - \gamma}{1 - \gamma} \right)^{(\gamma - 1)} \left( W - W_s \right), \]
which corresponds to the fluid pressure of the magnetized ideal fluid. From this equation it follows that for the term inside the parenthesis to be positive, we require that \( W - W_s < 0 \). On the contrary, if \( W - W_s > 0 \), the pressure (and the energy density) should vanish, which indicates regions outside the disk.

III. METHODOLOGY

A. Formalism

We solve Eq. (36) with the domain of definition set by the conditions \( W(r, \theta) \leq W_s, r_i \leq r \leq r_o \) where \( r_i \) and \( r_o \) are the inner and the outer boundary of the disk at the equatorial plane. As in this work we are considering disks slightly overflowing their Roche lobe (i.e. \( W_s > W(r_{cusp}, \pi/2) \) where \( r_{cusp} \) corresponds to the location of the self-crossing point of the critical equipotential surface) it is important to note that the disks do not possess an inner edge (i.e. the outermost equipotential surface is attached to the event horizon of the black hole) and thus our choice of \( r_i \) is arbitrary. Here, we choose the value of \( r_i \) such that \( r_i \leq r_{cusp} \) so we can study the cusp region, and exclude the region closest to the black hole, as it is irrelevant for our study (the reason will become clear in Section III). In addition, we exclude the funnel region along the symmetry axis (\( \theta = 0 \)) by further restricting our domain by only considering the region containing equipotential surfaces that cross the equatorial plane at least once. As our system has axisymmetry and reflection symmetry with respect to the equatorial plane, we can further restrict our domain to \( 0 < \theta < \pi/2 \).

Eq. (36) can be rewritten in a more compact form as
\[ \tilde{a}(r, \theta) \cdot \nabla_{(r,\theta)} p(1) - \tilde{\alpha}(r, \theta) = 0, \]
with the following definitions
\[ a_\alpha(r, \theta) = \sin^6 \theta \left[ r^3 + l_0^2 (2 - r) \csc^2 \theta \right] \left( 1 + \beta_m \right) \left( W - W_s \right), \]
\[ a_\phi(r, \theta) = \sin \theta \left[ r^3 + l_0^2 (2 - r) \csc^2 \theta \right] \left( 1 + \beta_m \right) \left( -4 k_1 \right), \]
\[ \tilde{\alpha}(r, \theta) = -2 l_0^3 \cot \theta \left( \frac{A}{C} \right) \left( \gamma m_1 \right) - \frac{m_2}{2} \cot \theta \left( \tilde{f}_1 - \tilde{f}_2 k_1 \right). \]

Close examination of the coefficients in Eq. (48) reveals that, at the equatorial plane (\( \theta = \pi/2 \)), Eq. (47) is simply
\[ \frac{\partial p(1)}{\partial \theta} = 0. \]

Eq. (49) has two relevant consequences for our solution. The first one is that surfaces of constant \( p(1) \) are orthogonal to the equatorial plane (a consequence of the reflection symmetry of the problem). The second one is that one cannot extract information of the distribution of \( p(1) \) at the equatorial plane directly from Eq. (47) at \( \theta = \pi/2 \). To know the values of \( p(1) \) at the equatorial plane we must look for the solution \( p(1)(r, \theta) \) when \( \theta \to \pi/2 \) i.e. a point that belongs to the domain of the \( \theta \) coordinate. Thus, to maximize the accuracy of the solution is convenient to solve Eq. (47) in Cartesian coordinates, as the distance between the last point of our domain and the equatorial plane will remain the same. Then, we can rewrite this equation as
\[ \tilde{a}'(x, y) \cdot \nabla_{(x,y)} p(1) - c'(x, y) = 0, \]
in which we used the change of coordinates defined by \( x = r \sin \theta, y = r \cos \theta \), and the new expressions for the coefficients
\[ a_\alpha'(x, y, r, \theta) = a_\alpha(r, \theta) \sin \theta + a_\phi(r, \theta) \cos \theta, \]
\[ a_\phi'(x, y, r, \theta) = a_\phi(r, \theta) \cos \theta - a_\phi(r, \theta) \sin \theta, \]
\[ c'(x, r, \theta, y, r) = c(r, \theta), \]
where \( a_\alpha' \) and \( a_\phi' \) are the \( x \) and \( y \) components of the vector of coefficients \( \tilde{a}'(x, y) \). Taking into account that \( a_\phi'(x, y) \neq 0 \) in our domain, we can redefine all the coefficients as
\[ a(x, y) = a_\alpha'(x, y) / a_\phi'(x, y), \]
\[ b(x, y) = 1, \]
\[ c(x, y) = c'(x, y) / a_\phi'(x, y). \]
Therefore, the final form of the partial differential equa-
We can integrate numerically this equation starting from the selected point \((x_0, y_0)\). The solution of this equation \((x(y))\) will give us a characteristic curve of the problem, i.e. a curve along which the solution of our PDE coincides with the solution of the ODE. To finish the procedure, we take Eq. \((58)\) and rewrite it in the same way as the previous one.

\[
\frac{dp(1)}{dy} = c(x(y), y). \tag{58}
\]

Then, we can integrate \(p(1)\)

\[
p(1)(y) = \int_{y_0}^y c(x(y), y)\,dy + p(1)_0, \tag{59}
\]

where we have used that \(p(1)(x_0, y_0) = p(1)_0\). It is easy to see that we can recover \(p(1)(x, y)\) by using both Eq. \((59)\) and the expression for the characteristic curve \(x(y)\). Repeating this three-step procedure over a sufficiently large and well-chosen sample of initial points will give us a mapping of the domain and hence, the solution of the PDE for the whole domain.
FIG. 3. Radial plots of $\log p(0)$ and $\log |p(1)|$ (top row) and $\log e(0)$ and $\log |e(1)|$ (bottom row) at the equatorial plane for $W_s = -0.039$, $s_1 = 0.05$, $\beta_{m,c} = 10^3$ and $m_2 = (0.0001, 0.005, 0.01)$. Each column corresponds to an increasing value of $m_2$. The vertical dashed line represents the location of the self-crossing pressure isocontour $r_{cusp}$ and the vertical dotted line represents the location of the maximum of the pressure $r_{max}$, which coincides to the center of the disk $r_c$ for non-magnetized disks.

FIG. 4. Same as Fig. 3 but for $\beta_{m,c} = 10^{-3}$.

**B. Numerical implementation**

The numerical implementation of the procedure we have just described is as follows: First, we start by defining $N_x$ equally spaced points in the open interval (at the equatorial plane) $(r_{in}, r_{out})$, where $r_{in} = 3.7$ and $r_{out}$ is the only solution of the equation $W(r, \pi/2) - W_s = 0$ and its value is $r_{out} = 17.76$. In this work we fix $N_x = 703$ which corresponds to a distance between points $\Delta x = 0.02$. Starting from this set of points we integrate Eq. (57) using the fourth-order Runge-Kutta method with $W(x, y) > W_s$ as the terminating condition of the integration and an integration step $h = 10^{-3}$. As a result of the previous step we obtain a set of points belonging to the boundary of the domain and a set of characteristic curves $\{x(y)_i / i = [1, N_x]\}$ that start at the boundary and end at the equatorial plane. An example of the distribution of the characteristic curves for the case $W_s = -0.039$ is depicted in Fig. 1. Now, we can integrate Eq. (59) along the characteristics, starting from the boundary $(x_0, y_0)_i$. To do this we use the same fourth-order Runge-Kutta solver as before (which in this case reduces to Simpson’s rule) and the initial condition $p(0)_i = 0$. 
FIG. 5. Two dimensional plots for $\log_{10}|\Delta p_{\text{cusp}}|$. The first row corresponds to the models with $\beta_{m,c} = 10^3$ and the second row correspond to the models with $\beta_{m,c} = 10^{-3}$. The columns correspond, from left to right, to the three different values of $W_e$ we have considered, namely $-0.039$, $-0.040$ and $-0.041$. The black contour appearing in some of the plots corresponds to $\log_{10}|\Delta p_{\text{cusp}}| = 0$.

IV. RESULTS

The primary motivation of this paper is to determine possible changes in the morphology of geometrically thick magnetized disks in the presence of shear viscosity as compared to the inviscid case. We use a simple setup where stationary viscous disks with constant angular momentum distributions are built around a Schwarzschild black hole. The shear viscosity is assumed to only induce perturbative effects on the fluid so that the fluid in the disk can still move in circular orbits. The analysis of isopressure and isodensity surfaces of our constrained system provides evidences showing that the shear viscous and curvature effects in the stationary disk models are only tractable using the causal approach.

Stationary magnetized tori are constructed for a set of values of the parameters $\tau_2$, $m_1$, $m_2$ and the magnetization parameter at the center of the disk, $\beta_{m,c}$ (Note that, to build the solutions, we have to fix the polytropic exponent $\gamma$ and the value of the zeroth-order correction to the energy density at the center $\epsilon_{(0),c} = \epsilon_{(0)}(r_c, \pi/2)$. In particular, we have chosen $\gamma = 5/3$ and $\epsilon_{(0),c} = 1$). For convenience, we define a new parameter $s_1 = \tau_2 m_1$ and set $\tau_2 = 1$ without loss of generality. We consider two values of the magnetization parameter at the center of the disk, namely $\beta_{m,c} = 10^3$ (low magnetization, almost a purely hydrodynamical model) and $\beta_{m,c} = 10^{-3}$ (high magnetization) which are sufficient to bring out the effects of a toroidal magnetic field on the viscous disk.

The corrections to the pressure $p_{(1)}$ and to the energy density $\epsilon_{(1)}$ for a given choice of parameters are determined by solving Eq. (36) numerically, using the method of characteristics as described in the previous section. Our results reveal that the effects of the shear viscosity are particularly noticeable only fairly close to the cusp of the disks. The large-scale morphology of the torus remains essentially unaltered irrespective of the values of the parameters $s_1$ and $m_2$. This can be immediately concluded from figure 2 which displays the distribution of the pressure in the entire domain for a set of illustrative stationary models. Note that the physical solution is attached to the black hole, even though in the figure there is a gap between the disk and the event horizon. This is due to the fact that Eq. (36) is singular at the event horizon, so the solution cannot be extended to it. Figures 3 and 4 display radial plots at the equatorial plane showing the zeroth-order and first-order corrections of the pressure and of the energy density, corresponding to the low and high value of the magnetization parameter, respectively. We note that, contrary to purely hydrodynamical disks, for magnetized tori the location of the center of the disk $r_c$ does not exactly coincide with the
The change in pressure $\Delta p_{\text{cusp}}$ at the newly formed cusp $\Delta r_{\text{cusp}}$ of the magnetized disk in the presence of shear viscosity, as compared to the inviscid case, is determined in the following way,

$$\Delta r_{\text{cusp}} = \frac{r_{\text{cusp,new}} - r_{\text{cusp}}}{r_{\text{cusp}}},$$

$$\Delta p_{\text{cusp}} = \frac{p_{t,\text{cusp}} - p_{(0),\text{cusp}}}{p_{(0),\text{cusp}}},$$

where $p_{t} = p_{(0)} + p_{(1)}$ and $r_{\text{cusp,new}}$ is the new location of the cusp due to shear viscosity effects. Both $p_{t}$ and $r_{\text{cusp,new}}$ therefore contain all contributions from shear viscosity and spacetime curvature for various choices of input parameters $m_{1}$, $m_{2}$. The new position of the cusp at the equatorial plane corresponds to the location of the minimum of the total pressure $p_{t}(r)$. We compute it by fitting the values of $p_{t}$ using a third-order order spline interpolation. The values of $r_{\text{cusp,new}}$ and $p_{t}(r_{\text{cusp,new}})$ are obtained at the same time using this technique. For completeness, the locations of $r_{\text{cusp}}$ and $p_{(0),\text{cusp}}$ for an inviscid magnetized disk are reported in Table II.

The allowed values of parameters $s_{1}$ and $m_{2}$ are reported in Table II for all of our magnetized disk models. The range of variation of these parameters is $s_{1} = (0.001, 0.005, 0.01, 0.05)$ and $m_{2} = (0, 0.001, 0.005, 0.01, 0.05)$. Forbidden values of $s_{1}$ and $m_{2}$ appear when $|\Delta p_{\text{cusp}}| \gtrsim O(1)$ (marked in boldface in Table II) implying $p_{(1)}/p_{(0)} \sim O(1)$. As $s_{1}$ (or $m_{1}$) and $m_{2}$ increase and the potential gap $\Delta W_{s}$ decreases from $\Delta W_{s} > 0$ to $\Delta W_{s} \approx 0$, the condition $p_{(1)}/p_{(0)} \sim O(1)$ is more frequently satisfied.

A more concrete estimation of the allowed values of the parameters $s_{1}$ and $m_{2}$ with $\beta_{m,c}$ can be obtained from the 2D plot of $|\Delta p_{\text{cusp}}|$ shown in figure 5. The black contour depicted in some of the plots in this figure indicates a cut-off value of $s_{1}$ and $m_{2}$ corresponding to $\log_{10}|\Delta p_{\text{cusp}}| = 0$. For low magnetized viscous disks ($\beta_{m,c} = 10^{3}$, top panels), we find that the allowed values of $s_{1}$ and $m_{2}$ are large for $\Delta W_{s} > 0$ and that the permitted parameter space of $(s_{1}, m_{2})$ appreciably decreases as the potential gap $\Delta W_{s} \to 0$. This indicates that stationary magnetized disks with $\Delta W_{s} \approx 0$ do not allow for large shear viscosity and curvature effects in comparison to $\Delta W_{s} > 0$. On the other hand, for highly magnetized disks ($\beta_{m,c} = 10^{-3}$, bottom panels), stationary viscous models can be constructed over the entire choice of the parameter space and in the considered regions of the potential gap i.e. $\Delta W_{s} > 0$ and $\Delta W_{s} \approx 0$. Therefore, in order not to be in conflict with the adopted perturbative approach, our stationary models are restricted up to maximum values of $m_{1} = s_{1} = 0.05$ and $m_{2} = 0.05$. Table II also shows that the changes in the location of the cusp positions are small for small values of $s_{1}$ and $m_{2}$. This behaviour remains the same for both low and high values of magnetization as well as for $\Delta W_{s} > 0$ and $\Delta W_{s} \approx 0$.

Isocontours of the total pressure $p_{t}$ of our stationary viscous tori are shown in figures 3 and 4 for low and high values of the central magnetization parameter, respectively. These figures concentrate on the regions close to the cusp of the disks since it is in those regions where the effects of the shear viscosity are most manifest. The self-intersecting contours of $p_{t}$ possessing a cusp are depicted by the blue dashed curves in the figures for the values of $s_{1}$ and $m_{2}$ indicated in the captions. The red isocontours correspond to surfaces of constant pressure of magnetized ideal fluid disks which would self-intersect, had there been no dissipative effects in the disk. For a given value of $s_{1}$ and $W_{s}$ we observe that when $m_{2}$ increases (from the top row to the bottom panels) the location of the newly formed cusp moves towards the black hole. At the same time the thickness of the cusp region in the disk also diminishes. This can be observed by looking at the change of location of the black isocontours located above and below the cusp region in figures 3 and 4. These two isocontours correspond to the values of the total pressure $p_{t} = 2p_{0,\text{cusp}}/3$ and $p_{t} = p_{0,\text{cusp}}/3$. In particular, in Fig. 3 it can be seen that, in the bottom row and in the right column, the isocontour corresponding to $p_{t} = 2p_{0,\text{cusp}}/3$ changes its position (from above and below the cusp, to the left and right of the cusp). This means that, for these cases, $p_{t,\text{cusp}} < 2p_{0,\text{cusp}}/3$. In addition, the isocontour corresponding to $p_{t} = p_{0,\text{cusp}}/3$ also moves significantly closer to the self-crossing surface. Therefore, within our framework based on causally relativistic hydrodynamics, the role of shear viscosity triggered by the curvature of the Schwarzschild black hole spacetime is apparent through a noticeable rearrangement of the constant pressure surfaces of magnetized viscous disks when compared to the purely inviscid case 23. In addition, the comparison of figures 3 and 4 shows that as the strength of the magnetic field increases the shift of the location of the cusp towards the black hole also increases. This might have implications on the dynamical stability
of constant angular momentum thick disks, mitigating the development of the so-called runaway instability that affects inviscid constant angular momentum tori \[31\].

\section{Summary}

We have discussed stationary solutions of magnetized, viscous thick accretion disks around a Schwarzschild black hole, neglecting the self-gravity of the tori and assuming that they are endowed with a toroidal magnetic field and obey a constant angular momentum law. Our study has focused on the role of the spacetime curvature in the shear viscosity tensor and in the effects viscosity may have on the stationary solutions. This work is a generalization of a previous study for purely hydrodynamical disks presented in \[23\].

Following \[23\] we have considered a simple framework to encapsulate the quantitative effects of the shear viscosity (neglecting any contributions of the heat flow) and the curvature of the background geometry. In this setup, both the shear viscosity and the curvature have perturbative influences on the fluid, thereby allowing the fluid particles in the disk to undergo circular orbits. In particular, the magnetic field distribution, the fluid pressure and the energy density (related to the pressure by a barotropic equation of state) are perturbatively modified due to dissipative effects. Our framework is based on causal relativistic hydrodynamics and uses the gradient expansion scheme up to second order such that the governing equations of motion of the fluid in the Eckart frame are hyperbolic. Within this approach the curvature of the background geometry, in which the accretion disk is situated, naturally appears in the equations of motion. In analogy with what was found in \[23\] for unmagnetized tori, the present work also shows that the viscosity and the curvature of the Schwarzschild black hole play some role on the morphology of magnetized tori.

The stationary models have been constructed by numerically solving the general relativistic momentum con-

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6}
\caption{Isocontours of \( p_{(1)} = p_{(0)} + p_{(1)} \) in the cusp region for \( W = -0.039 \) and \( \beta_m = 10^3 \). From top to bottom the rows correspond to \( m_2 = (0, 0.005, 0.01) \). From left to right the columns correspond to \( s_1 = (0.005, 0.01, 0.05) \). Red isocontours correspond to cusp-generating constant pressure surfaces without viscosity and blue isocontours depict newly-formed self-intersecting constant pressure surfaces when viscosity and curvature effects are present. The two black isocontours correspond to the values \( p_t = 2p_{0,\text{cusp}}/3 \) and \( p_t = p_{0,\text{cusp}}/3 \).}
\end{figure}
FIG. 7. Same as Fig. 6 but for $\beta_{m,c} = 10^{-3}$. The three black isocontours in the left part of all plots represent values of the total pressure equal to $p_{t,i} = (p_{(0),\text{max}} i - p_{(0),\text{cusp}})/4$ for $i = 1, 2, 3$, where $p_{(0),\text{max}}$ is the value of $p_{(0)}$ at the maximum of the pressure.

The self-intersection of these isopressure contours indicates new locations of the cusp as well as the formation of a new $p_{\text{cusp}}$. We have found that for each magnetization and $\Delta W_{p}$ considered, the location of cusps moves towards the black hole as parameter $m_{2}$ increases. Moreover, for higher magnetized disks the shift is even larger. Therefore, the combined effects of shear viscosity and spacetime curvature might help mitigate, or even suppress, the development of the runaway instability in constant angular momentum tori [6, 26], a conclusion that is at par with the assumptions of our setup.

The present work is a small step towards constructing stationary models of viscous magnetized tori based on a causal approach for relativistic hydrodynamics. Despite our simplistic approach we have shown here that the morphology of geometrically thick accretion disks is non-trivially affected by viscosity and curvature. These effects, though small, should not be neglected. To actually observe the consequences of dissipative flux quantities in detail, a more realistic construction is required. That would involve taking into account the contributions of the heat flux and of the radial velocity of the fluid. Ultimately, considering dissipative flux quantities to be-
have as perturbations is an assumption that should also be relaxed.
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TABLE I. Location of \( r_{\text{cusp}} \) and the magnitudes of pressure \( p(0)_{\text{cusp}} \) at \( r_{\text{cusp}} \) in an ideal fluid magnetized disk with two different choices of magnetization parameter \( \beta_{m,c} \).

| \( \beta_{m,c} \) | \( W_s = -0.039 \) | \( W_s = -0.040 \) | \( W_s = -0.041 \) |
|------------------|------------------|------------------|------------------|
| \( r_{\text{cusp}} \) | \( p(0)_{\text{cusp}} \) | \( r_{\text{cusp}} \) | \( p(0)_{\text{cusp}} \) | \( r_{\text{cusp}} \) | \( p(0)_{\text{cusp}} \) |
| \( 10^{-4} \) | \( 4.576 \times 10^{-4} \) | \( -6.66 \times 10^{-3} \) | \( -1.10 \times 10^{-4} \) | \( -1.29 \times 10^{-4} \) | \( -1.05 \times 10^{-4} \) | \( -4.40 \times 10^{-2} \) |
| \( 10^{-3} \) | \( 4.644 \times 10^{-6} \) | \( -0.306 \) | \( -3.26 \times 10^{-3} \) | \( -4.72 \times 10^{-2} \) | \( -3.62 \times 10^{-3} \) | \( -3.06 \times 10^{-2} \) |

TABLE II. Values of \( \Delta p_{\text{cusp}} \) and \( \Delta r_{\text{cusp}} \) corresponding to different choices of \( s_1, m_2 \) and \( \beta_{m,c} \). The considered values of \( W_s \) are respectively \(-0.039\), \(-0.040\) and \(-0.041\). Bold-faced values of \( \Delta p_{\text{cusp}} \) are employed to indicate the regions when \( p(1) \gtrsim p(0) \), such that \( p(1) \) cannot be treated as a perturbation for a given value of \( W_s \) and \( \beta_{m,c} \).

| \( s_1 \) | \( m_2 \) | \( \beta_{m,c} \) | \( \Delta r_{\text{cusp}} \) | \( \Delta p_{\text{cusp}} \) | \( \Delta r_{\text{cusp}} \) | \( \Delta p_{\text{cusp}} \) | \( \Delta r_{\text{cusp}} \) | \( \Delta p_{\text{cusp}} \) |
|--------|--------|--------|----------------|----------------|----------------|----------------|----------------|----------------|
| 0.001  | 0 \( 10^{-5} \) | \(-9.71 \times 10^{-5} \) | \(-3.43 \times 10^{-3} \) | \(-1.97 \times 10^{-3} \) | \(-4.72 \times 10^{-2} \) | \(-3.62 \times 10^{-3} \) | \(-3.06 \times 10^{-2} \) | \(-1.66 \times 10^{-2} \) |
| 0.001  | 0 \( 10^{-4} \) | \(-7.46 \times 10^{-5} \) | \(-3.32 \times 10^{-3} \) | \(-9.51 \times 10^{-4} \) | \(-2.36 \times 10^{-3} \) | \(-3.26 \times 10^{-3} \) | \(-2.36 \times 10^{-3} \) | \(-1.66 \times 10^{-2} \) |
| 0.001  | 0 \( 10^{-3} \) | \(-1.83 \times 10^{-3} \) | \(-1.37 \times 10^{-3} \) | \(-3.98 \times 10^{-3} \) | \(-6.15 \times 10^{-3} \) | \(-6.15 \times 10^{-3} \) | \(-6.15 \times 10^{-3} \) | \(-5.08 \times 10^{-2} \) |