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1. Introduction

Rapid economic development, the abundance of material products, not only meets people’s life needs and spiritual needs in terms of comfort, convenience, enjoyment, entertainment, etc., but also eats up health in the fast-paced era. Up to now, students of different age groups are mostly troubled by learning. Due to the long study time and heavy academic tasks, they have problems such as lack of exercise and unbalanced nutrition, which make their bodies gradually appear subhealthy. According to relevant data, whether it is college students, high school students, or even primary school students, subhealth problems are common. Students’ physical health generally shows a downward trend. If this situation continues in this way, it will have a profound impact on society, families, and even individuals. Therefore, to reduce this unfavorable trend, it is necessary to learn to take targeted countermeasures such as using a gray EGM model or a deep convolutional neural network model to help students enhance their physique and grow healthily.

At present, the related research on the analysis of physical fitness prediction models is relatively scarce, including Fisher discriminant method, gray EGM prediction model, multilayer perceptron model, and other models. Although these models can make relevant predictions about the constitution of people at different ages, the effect is not satisfactory. Due to its own structure, the deep convolutional network can perform translation-invariant classification of the input information through the hierarchical structure, thereby minimizing the amount of computation. Therefore, in this situation, this paper establishes a deep CNN model, taking advantage of the complexity of the internal structure of the model, which can be used to accurately, sensitively, and efficiently evaluate the overall physical condition of students.
In the past, most of the prediction models of physical fitness used traditional prediction models, such as the gray EGM prediction model. However, these models need to calculate more data, and the data results obtained are not very accurate. It can be known through the traditional EGM prediction model and Fisher’s discriminant method. A CNN model also has a convolutional layer because it has an input layer, a hidden layer, and an output layer. Therefore, this method is not only more predictive but also more widely applicable. The main innovation of this paper is that it provides a new method for predicting students’ physical health.

2. Related Work

DNN is a technology in machine learning, and many people have in-depth research on its application. Among them, A Li et al. pointed out that in terms of image data analysis, it is crucial to select appropriate feature extraction and granulation methods for continuous 3WD-based image data analysis. While among the existing feature extraction methods, DNN has been widely considered due to its powerful representation ability [1]. According to Wang et al., the existing traffic mode detection from global positioning system (GPS) trajectories is highly complex and does not always work well [2]. Yan et al. proposed that to improve the efficiency of computing the similarity between images, deep CNN can be realized by proposing a single-stage supervised deep hashing framework (SDHP) to learn high-quality binary codes, which makes the similarity between the calculated images to be improved to a certain extent [3]. To reliably detect, track, and classify marine life in an underwater video without human intervention, Siddiqui et al. proposed a CNN model that not only requires a small amount of data but also has an accuracy rate close to 100% [4]. Quan et al. constructed prediction intervals (PIs) by implementing a neural network (NN)-based method. He applied and extended a newly introduced method, called lower upper bound estimation (LUBE), to develop PI using a NN model, which can more effectively address the uncertainty of power systems compared to the cost function [5]. Although there are a large number of literature studies on how to apply DNN to image processing, audio and video processing, etc., there are only a handful of applications in the physical health detection of students. Nowadays, most students are in a subhealth state due to high pressure and unbalanced nutrition. As the main force of the motherland in the future, their physical health is particularly important.

In recent years, due to factors such as students’ learning pressure and environmental pollution, the physical health of adolescents has attracted increasing attention. Many people have put forward their own opinions on how to more efficiently and accurately detect the model of students’ physical health. Among them, Xu established a prediction model based on BP neural network (BPNN) to more accurately predict the risk of hypertension, with a relative error of 2.418%. And it was demonstrated that a system with a decision tree BP model can be a useful tool for more accurate health assessments and recommendations for individual students [6]. Yin believed that the physical and mental health of adolescents is the foundation of all-round development of society and the key to improving people’s health quality [7]. Li et al. proposed IoT-assisted physical activity monitoring devices to track students’ physical activity and improve outcomes [8]. Wang et al. pointed out that with the accelerated pace of life and increased pressure, the physical quality of students has generally declined, and the incidence of health diseases has continued to rise. To reduce the occurrence of this trend, he believes that this purpose can be achieved by storing and analyzing the data of students’ health [9]. Sortwell and Ramirez–Campillo combined examples of the 2019 coronavirus disease (COVID-19) delta variant to detect physical health indicators in children [10]. For students’ physical health detection, there is a small amount of literature based on neural network research, but because the factors affecting students’ physical fitness are diverse, to measure more accurately and effectively, it is obvious that DNN can meet this demand.

3. Prediction Method of Students’ Physical Health

3.1. Basic Structure of NN. NN is mainly composed of neural units. If there are more neural units, the structure will be more complicated. The simpler structure is BPNN, which consists of three layers of neural units. The more complex one is DNN, whose neural unit layer composition is uncertain [11]. Figure 1 is NN composed of three layers of neural units.

Although BPNN has only three layers of neurons, each layer of neurons can have m inputs. After the calculation of neurons, the results are output to the next layer of neurons. The specific calculation process is as follows: the first step is a weighted summation of the m input values; the second step is through the activation function, the final result is obtained, which is then output to the next layer of neurons [12]. The calculation formula is
\[ c_1 = p_1u_1 + p_2u_2 + p_3u_3 + \cdots + p_m u_m \]
\[ y = f(c_1). \]  
(1)

Among them, \( f \sum_1^m (p_iu_i) \) is the activation function of the neuron, and \( y \) is the output value of the neuron. The specific calculation process is

\[ c_1^{(2)} = f(p_1^{(1)} u_1 + p_2^{(1)} u_2 + p_3^{(1)} u_3 + d_1^{(1)}) \]
\[ c_2^{(2)} = f(p_1^{(1)} u_1 + p_2^{(1)} u_2 + p_3^{(1)} u_3 + d_2^{(1)}) \]
\[ c_3^{(2)} = f(p_1^{(1)} u_1 + p_2^{(1)} u_2 + p_3^{(1)} u_3 + d_3^{(1)}) \]
\[ h_{p_d}(u) = c_1^{(3)} = f(p_1^{(2)} c_1^{(2)} + p_2^{(2)} c_2^{(2)} + p_3^{(2)} c_3^{(2)} + d_4^{(2)}). \]  
(2)

3.2. Deep CNNs. As one of the DNN methods, CNN is a kind of feedforward NN with a computational and deep structure, which is mainly composed of input layer, hidden layer, convolutional layer, and output layer. Moreover, deep CNNs can establish two learning methods, supervised learning and unsupervised learning [13]. The difference between the two learning methods is that: supervised learning gives both data and results in samples; non-supervised learning only gives data and no results. The CNN structure model is shown in Figure 2.

As can be seen from the figure, the object is first input and then processed through the C1, C2, C3, and C4 layers, and finally the result is output.

3.2.1. Convolution Operation. The structure of the convolutional layer and the input layer is shown in Figure 3. Since the work in this paper is based on digital images for training, this section only describes the discrete convolution operation, which is expressed as follows:

\[ S(i, j) = (F * K)(i, j) = \sum_{m} \sum_{n} F(m, n)K(i - m, j - n). \]  
(3)

In formula (7), \( (i, j) \) represents the input data, and the “kernel function” is represented by \( F(m, n) \), the size of the filter is represented by \( m \) and \( n \), and the result value of the feature map is \( S(i, j) \).

3.2.2. Pooling Operation. The pooling layer is generally divided into an average pooling layer and a maximum pooling layer. The average pooling layer propagates the average value of all input values in the receiving area to the next layer, and the maximum pooling layer transfers the maximum value in the receiving area. The values are propagated to the next layer [14]. Assuming that \( a \) is a pooling layer, the operation formula of pooling is as follows:

\[ H_i = subsampling(H_i - 1). \]  
(4)

3.2.3. Network Training. CNNs, like NNs, to get the desired network output, most people employ learning algorithms to alter their parameters (such as biases and weights). The backpropagation method is the most often utilized algorithm for this purpose [15]. Backpropagation computes the gradient of the loss function to determine how to tune network parameters to minimize errors that affect the performance.
\[ \text{MSE}(w, q) = \frac{1}{|U|} \sum_{j=1}^{|U|} (U(j) - U^*)^2 \quad \text{NLL}(w, q) = \sum_{j=1}^{|U|} \log U(j). \]  

Among them, \( w \) refers to the weight and \( q \) refers to the bias.

### 3.2.4. Full Connection Operation

Convolution is utilized to extract features, pooling is used to reduce dimensionality, and the fully connected layer is used as the final data output layer in the above analysis [16]. Therefore, as a “classifier” in deep CNN, it can achieve the role of a projection space mapping, projecting the extracted results from a feature space to a different feature space. The formula is as follows:

\[ R = Wmn \lambda + q. \]  

\( Wmn, \lambda = \{0, \lambda_1, \lambda_2, \ldots, \lambda_n\}, q = \{q_0, q_1, q_2, \ldots, q_n\} \), and \( z = \{z_0, z_1, z_2, zn\} \) represent the weight coefficient, input vector bias, value and output vector, respectively.

### 3.2.5. Softmax Regression Function

The Softmax regression function is proposed to solve the multiclassification problem [17], and its specific expression formula is as follows:

\[ P(v|w) = \frac{e^{R(w,v)}}{\sum_{v=1}^{n} e^{R(w,v)}}. \]  

### 3.3. Gray System Theory (EGM)

The gray system theory is mainly used to deal with incomplete information, because this theory is to sort out the original data, to find the law of data change [18]. Therefore, using this theory can predict the laws in a certain period and solve a large number of practical problems. The reason this method is used for physical health prediction is also based on the fact that it can predict the laws in a certain period. Suppose the original data sequence collected through the actual test is

\[ W^0 = \{W^0(j) \geq 0, j = 1, 2, \ldots m\}. \]  

The relevant formula is obtained by performing an accumulation generation operation (1-AGO accumulating generation operation) on the above formula:

\[ W^1 = \{W^1(j) \geq 0, j = 1, 2, \ldots m\}. \]  

Among them, \( \sum_{m=1}^{m} w^p(m) \), the background value of the gray model GM (_,1) is

\[ z(\lambda) = 0.5(w^{(1)}(\lambda) + w^{(1)}(\lambda - 1)). \]  

In which, \( \lambda = 2, 3, \ldots, n \).

The equation of the first-order gray model is

\[ \frac{dw^{(1)}}{dt} + pw^{(1)} = q. \]  

Among them, the development coefficient is represented by \( p \) and the gray action is represented by \( q \). The two variables represent the development trend of the estimated value of the behavior sequence and the data mined from the behavior sequence. The formula reflects the relationship between data changes [19]. Let \( \hat{p} = [p, q]^T \), B, V be the parameter series.

\[ B = \begin{bmatrix} U^{(0)}(2) \\ U^{(0)}(3) \\ \vdots \\ U^{(0)}(n) \end{bmatrix}, \quad Y = \begin{bmatrix} -Z^{(0)}(2) & 1 \\ -Z^{(0)}(3) & 1 \\ \vdots & \vdots \\ -Z^{(0)}(n) & 1 \end{bmatrix}. \]  

The parameter estimates can be obtained by the least squares method:

\[ \hat{\theta} = (B^T B)^{-1} B^T V. \]

The solution to the equation of the gray model is

\[ \hat{w}^{(1)}(\lambda + 1) = \left[ w^{(1)}(0) - \frac{q}{p} \right] e^{-\lambda} + \frac{q}{p}, \]  

Among them, \( \lambda = 0, 1, \ldots, n \).

Taking \( w^{(1)}(0) = w^{(0)}(0) \), the restoration value of the gray model is

\[ \hat{w}^{(1)}(\lambda + 1) = \hat{w}^{(1)}(\lambda + 1) - \hat{w}^{(1)}(\lambda) = (1 - e^{-\lambda}) \left[ w^{(0)}(1) - \frac{q}{p} \right] e^{-\lambda}. \]  

Among them, \( \lambda = 0, 1, \ldots, n \).

When \( \lambda > n, \hat{w}^{(0)}(\lambda) \) is the predicted value of the original data series; and when \( \lambda \leq n, \hat{w}^{(0)}(\lambda) \) is the fitted value of the original data series \( w^{(0)}(\lambda) \) [20].

### 4. Students’ Physical Health Prediction Experiment

#### 4.1. Data Collection

The experimental subjects of this article are students. The following is a specific illustration of the process of monitoring their physical fitness, as shown in Figure 4.
It can be seen from the figure that the system health monitoring items are as follows: height, weight, vital capacity, running, sitting forward, bend, pull-up, and sit-up. The data studied in this paper are derived from the physical data of boys and girls in a primary and secondary school, including all registered students of the school in 2020. Among them, there are 512 boys and 398 girls in primary school; 1,535 boys and 1,729 girls in secondary school. NK_hes total score is calculated from the scores of boys and girls in the test items and is used to reflect the physical health of boys and girls in school. NK_he specific sample information is shown in Tables 1–3, and 4.

### 4.2. Prediction of Students’ Physical Health Based on CNN

#### 4.2.1. Model Construction of Student Detection Projects.

The DNN structure used in this paper for the physical health prediction of middle school students has 8 input branches, which, respectively, receive 8 indicators and parameters from different sources. These 8 parameters are height, weight, vital capacity, 50 m and 1000 m, sitting forward, flexion, standing long jump, and the last test item is pull-ups for boys and sit-ups for girls. The input dimension of each branch is determined by the number of index parameters of each category. The eight categories of parameters used in this paper are shown in Table 5 and Figure 5.

To better know that this method is effective for predicting students’ physical health, this paper uses the vital capacity of high school students as a variable, and the specific variation range is 2000 mL–4500 mL. The boy’s physical condition is as follows: height 175 cm, weight 75.5 kg, standing long jump 200 cm, 50 m running time 19.2 s, pull-up 21/min, sitting body forward bending –10 cm, and 1000 m running 4 min30 s. The girl’s physical condition is as follows: height 161 cm, weight 50 kg, standing long jump 1.5 m, 50 m running time 21.3 s, sit-
ups 50/min, sitting forward flexion 16 cm, and 800 m running 3 min53 s.

It can be seen from Figure 6 that both boys and girls, with the continuous increase of lung capacity, their physique is also steadily improving. Although the physical health of each student may be more or less different, the simulation results produced by each student are also different. However, the overall results of the graph show that the method can predict the physical condition of students under the condition of different variables. Therefore, this method is feasible.
To evaluate students' physical health prediction methods, this paper uses six performance measures, including accuracy, precision, sensitivity, specificity, F1 measure, and receiver operating characteristic (ROC), the area covered under the curve, namely, AUC (Area under the ROC curve). The relevant calculation formula is

\[
\text{Precision} = \frac{TP}{TP + FP} \\
\text{Sensitivity} = \frac{TP}{TP + FN} \\
\text{Specificity} = \frac{TN}{TN + FP} \\
F1 = \frac{2TP}{2TP + FP + FN} \\
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

Among them, in the above formulas: the full English name of T is true and the full English name of F is false. Therefore, TP is the number of correct predicted physical test items for students; TN is the number of correct predicted nonstudent physical test items; FP is the number of nonstudent physical test items that are predicted to affect students' physical health; FN is the number of students' physical test items that are predicted to affect students' physical health.

The size of the area under the ROC curve is proportional to the size of AUC. The larger the area covered under the curve, the better the performance of the body measurement indicator. As one of the methods commonly used to predict students' physical health, the gray EGM model will be devoted to compare it with deep CNNs under these five performances.

4.2.2. Experimental Results and Analysis. Figure 7 shows the performance comparison between EGM and CNN for boys and girls. As can be seen from the data in the figure, from the perspective of accuracy, whether it is EGM or CNN, girls are higher than boys. Table 5 compares the performance of deep CNN and the gray prediction model based on the feature vectors extracted in this paper for boys and girls in middle school. It can be seen from Table 6 that accuracy, precision, specificity, and F1 metric of deep CNN constructed in this paper are all optimal, of which the accuracy rates are 91.25% and 92.03%, which proves that the performance of deep CNN is better than the gray prediction model.

On the basis of Table 6, Figures 8 and 9 show the ROC curve and the P-R curve of EGM and CNN, respectively.
It can be seen from Figure 8 that the average AUC value of deep CNN is higher than that of the gray EGM model. Figure 8(b) is a partial enlarged view of the upper left corner of the ROC curve of deep CNN. It can be seen that the ROC curve of deep CNN can almost completely “envelope” the gray EGM model. Similarly, the P-R curve of the deep network in Figure 9 is also outside the gray EGM model. Clearly, deep CNNs outperform gray EGM models.

As can be seen from the above chart, whether it is the ROC curve or the R-P curve, all performances of CNN are higher than the gray EGM model. It can be seen that the CNN model can better predict the physical health of students.

5. Conclusion

This paper mainly conducts experiments on the application of CNN in the prediction of students’ physical health. And a single neural network and a deep neural network are used to predict and analyze the physical health of primary and secondary schools. First, the basic principles of single NN and deep CNN are briefly introduced, and then CNN, one of the methods of DNN, is used to study the physical health of a middle school and to make relevant predictions. Students’ physical health prediction is of a great significance to a family or a country. Their physical health is related to the future of the family and the country, and it is the future talent pool. Only when the physical health of young people is guaranteed, the family can be fulfilled and the country gain the corresponding value. Therefore, this paper proposes a framework for predicting students’ physical fitness based on deep CNNs. Secondly, using weight, height, vital capacity, and other physical indicators of boys and girls in middle school to construct a related physical fitness prediction model and to provide a reference for the physical fitness evaluation of middle school students and other age groups. Finally, through the analysis of the comparative results, it can be seen that the CNN model has absolute advantages compared with the gray EGM model in terms of accuracy or other performance. Therefore, although the CNN model is somewhat complicated in application, this defect is acceptable compared to the ability to more accurately predict the physical health of students. It is believed that in the near future, by using this model, it can provide a better reference for the prediction of the student’s physique model and enhance the students’ physical health.
Conflicts of Interest
The authors declare that they have no conflicts of interest.

Acknowledgments
This work was supported by the Youth Fund for Humanities and Social Sciences Research of the Ministry of Education (No: 18YJC890007) and the Key Project of Humanities and Social Science Research in Higher Education of Anhui Province (SK2022A0148).

References

[1] A. H. Li, A. L. Zhang, A. X. Zhou, and B. B. Huang, “Cost-sensitive sequential three-way decision modeling using a DNN,” International Journal of Approximate Reasoning, vol. 85, no. C, pp. 68–78, 2017.
[2] H. Wang, G. J. Liu, J. Duan, and L. Zhang, “Detecting transportation modes using DNN,” IEICE - Transactions on Info and Systems, vol. 100, no. 5, pp. 1132–1135, 2017.
[3] C. Yan, H. Xie, D. Yang, Y. Jian, and Q. Dai, “Supervised hash coding with DNN for environment perception of intelligent vehicles,” IEEE Transactions on Intelligent Transportation Systems, vol. 19, no. 99, pp. 284–295, 2017.
[4] A. Siddiqui, A. Salman, M. I. Malik et al., “Automatic fish species classification in underwater videos exploiting pre-trained DNN models to compensate for limited labelled data,” ICES Journal of Marine Science, vol. 75, no. 1, pp. 374–389, 2017.
[5] H. Quan, D. Srinivasan, and A. Khosravi, “Short-term load and wind power forecasting using NN-based prediction intervals,” IEEE Transactions on NNs & Learning Systems, vol. 25, no. 2, pp. 303–315, 2017.
[6] J. Xu, “Health assessment of young students based on decision tree-bp model. Journal of nonlinear and convex analysis,” Journal of Nonlinear and Convex Analysis, vol. 20, no. 5, pp. 977–986, 2019.
[7] X. Yin, “Prediction algorithm of young Students'Physical health risk factors based on deep learning,” Journal of Healthcare Engineering, vol. 2021, no. 13, pp. 1–8, 2021.
[8] Q. Li, P. M. Kumar, and M. Alazab, “IoT-assisted physical education training network virtualization and resource management using a deep reinforcement learning system,” Complex & Intelligent Systems, vol. 8, no. 2, pp. 1229–1242, 2021.
[9] H. Wang, N. Wang, M. J. Li, S. Mi, and Y. Y. Shi, “Student physical health information management model under big data environment,” Scientific Programming, vol. 2021, no. 1, pp. 1–10, 2021.
[10] A. Sortwell and R. Ramirez-Campillo, “Commentary: the impact of COVID-19 Delta variant home confinement on student physical health literacy—a call for awareness in physical education,” German Journal of Exercise and Sport Research, vol. 52, no. 1, pp. 200–202, 2021.
[11] M. Gao, P. Jing, Y. Xuan, M. Horowitz, and C. Kozyrakis, “TETRIS: Scalable and efficient NN acceleration with 3D memory,” Computer architecture news, vol. 45, no. 1, pp. 751–764, 2017.
[12] H. Chen, Y. Zhang, M. K. Kalra et al., “Low-dose CT with a residual encoder-decoder CNN(RED-CNN),” IEEE Transactions on Medical Imaging, vol. 36, no. 99, pp. 2524–2535, 2017.
[13] C. Yang, Z. Li, R. Cui, and B. Xu, “NN-based motion control of an underactuated wheeled inverted pendulum model,” IEEE Transactions on NNs and Learning Systems, vol. 25, no. 11, pp. 2004–2016, 2017.
[14] S. Sigita, E. Benetos, and S. Dixon, “An end-to-end NN for polyphonic music transcription,” IEEE/ACM Transactions on Audio Speech & Language Processing, vol. 24, no. 5, pp. 927–939, 2017.
[15] D. Mishkin, N. Sergievskiy, and J. Matas, “Systematic evaluation of convolution NN advances on the ImageNet,” Computer Vision and Image Understanding, vol. 161, no. aug, pp. 11–19, 2017.
[16] P. Bangalore and L. B. Tjernberg, “An artificial NN approach for early fault detection of gearbox bearings,” IEEE Transactions on Smart Grid, vol. 6, no. 2, pp. 980–987, 2017.
[17] A. K. Srivastava, A. Chaudhary, A. Gautam, D. P. Singh, and R. Khan, “Prediction of students performance using KNN and decision tree-a machine learning approach,” Strad, vol. 7, no. 9, pp. 119–125, 2020.
[18] E. Aydodu, “Predicting student final performance using artificial NNs in online learning environments,” Education and Information Technologies, vol. 25, no. 3, pp. 1913–1927, 2019.
[19] B. K. Biswas, Y. Hamada, and N. Jannat, “Prediction of indoor thermal environment and heat stress(WBGT,PHS,PMV) in tropical university classrooms,” International Journal of Scientific Engineering and Research, vol. 10, no. 5, pp. 630–639, 2019.
[20] M. Banaei, N. Kariman, G. Ozgoli, and M. Nasiri, “Biopsychosocial factor of vaginismus in Iranian women,” Reproductive Health, vol. 18, no. 1, pp. 1–11, 2021.