Quantum error as an emergent magnetic field

Shao-Kai Jian,1 Chuxiao Liu,2,* Xiao Chen,3,† Brian Swingle,4,1,‡ and Pengfei Zhang5,§

1Condensed Matter Theory Center and Joint Quantum Institute, Department of Physics, University of Maryland, College Park, MD 20742, USA
2Department of Physics, University of California Santa Barbara, Santa Barbara, CA 93106, USA
3Department of Physics, Boston College, Chestnut Hill, MA 02467, USA
4Department of Physics, Brandeis University, Waltham, Massachusetts 02453, USA
5Institute for Quantum Information and Matter and Walter Burke Institute for Theoretical Physics, California Institute of Technology, Pasadena, CA 91125, USA

We investigate the effect of quantum errors on a monitored Brownian Sachdev-Ye-Kitaev (SYK) model featuring a measurement-induced phase transition that can be understood as a symmetry-breaking transition of an effective $Z_4$ magnet in the replica space. The errors describe the loss of information about the measurement outcomes and are applied during the non-unitary evolution or at the end of the evolution. In the former case, we find that this error can be mapped to an emergent magnetic field in the $Z_4$ magnet, and as a consequence, the symmetry is explicitly broken independent of the measurement rate. Rényi entropies computed by twisting boundary conditions now generate domain walls even in the would-be symmetric phase at a high measurement rate. The entropy is therefore volume-law irrespective of the measurement rate. In the latter case, the error-induced magnetic field only exists near the boundary of the magnet. Varying the magnetic field leads to a pinning transition of domain walls, corresponding to error threshold of the quantum code prepared by the non-unitary SYK dynamics.

Introduction.—Pure quantum states correspond to states of maximal knowledge of a quantum system, and various kinds of ideal quantum dynamics preserve this property, for example, unitary dynamics or projective measurements in which the complete measurement record is retained. Quantum errors occur when this idealized dynamics is interrupted, typically leading pure states to evolve into mixed states. Such errors are ubiquitous in nature and play a fundamental role across a variety of disciplines. For instance, in condensed-matter physics and quantum information physics, errors are inevitable because any realistic system in a lab is coupled to its environment, typically resulting in entangled states in which the system alone is no longer in a pure state.

In the emerging field of hybrid dynamics [1–22], it was recently discovered that the quantum trajectories resulting from chaotic unitary evolution and repeated measurements exhibit a phase transition between a volume-law and an area-law entangled phase [1–5]. On one hand, failure to retain the complete measurement record for each quantum trajectory destroys this phase transition. In this case, the system is effectively coupled to an inaccessible environment, leading to a trivial thermal volume-law phase regardless of the coupling strength. On the other hand, strictly following the quantum trajectory, the hybrid circuit can be interpreted as preparing a quantum error correction code [4, 5]. In the context of error correction, the environment appears as an error that can cause the code to fail above a threshold [23, 24].

In this paper, we develop a theoretical framework to understand the effects of quantum errors in non-unitary dynamics. Concretely, we use the monitored Brownian Sachdev-Ye-Kitaev (SYK) chain [22, 25–36], and model quantum errors by throwing away individual measurement records with some probability. Without errors, the model exhibits a measurement-induced phase transition that can be understood as a symmetry-breaking transition of an effective $Z_4$ magnet in the replica space [22]. The subsystem entanglement entropy corresponds to the free energy of topological defects created by the twisted boundary conditions. In the symmetry-breaking phase at a low measurement rate, domains with different orientations are enforced by the twisted boundary condition and are separated by domain walls with finite line tension, giving rise to volume-law entanglement entropy. In the symmetric phase at a high measurement rate, the boundary condition can only change the free energy locally which leads to area-law entanglement entropy [37]. We introduce errors in the non-unitary quantum dynamics (during the encoding process) or in the steady state (after the code is prepared), and analyze their effect on the entanglement scaling. In the former case, we find that quantum errors can be mapped to an emergent magnetic field in the $Z_4$ magnet. In the presence of such errors, the symmetry is explicitly broken independent of the measurement rate, and consequently, the measurement-induced phase transition is absent. In the latter case, the error induces a magnetic field near the boundary which leads to a pinning transition of domain walls. We argue that this is closely related to the error threshold problem for the quantum code generated by the non-unitary SYK dynamics. Notice that the connection between the pinning transition and the quantum error threshold has also been discussed in Refs. 38–40. We also numerically calculate the subsystem entropy to show the absence of measurement-induced phase transition in the former, and the existence of the pinning transition in the latter.

Model and setup.—We consider the following Brown-
ian SYK Hamiltonian of $L$ and $R$ chains $[22, 41-44]$, 
$$
H = \sum_{x,a=L,R} \left( \sum_{ij} iJ_{a,i,j}^{x,x+1}(t)\psi_{x,a,i}\psi_{x,a,j+1} + i\gamma/2 \sum_{j_1<...<j_q} U_{a,j_1,...,j_q}^{x,x} (t)\psi_{x,a,j_1}...\psi_{x,a,j_q} \right), \tag{1}
$$
where $\psi_{x,a,i} = 1, ..., N$, denotes $i$-th of $N$ Majorana fermion at site $x$ of the $a=L,R$ chains. $L$ is the number of sites and periodic boundary conditions are assumed. The couplings $J_{a,i,j}^{x,x+1}(U_{a,j_1,...,j_q}^{x,x})$ correspond to hopping (interaction) and are independent Gaussian variables with mean zero and variances 
$$
J_{a,i,j}^{x,x+1}(t) = \frac{1}{2}\delta(t(12))\delta_{aa}\delta_{xx'}, \tag{2}
$$
$$
U_{a,j_1,...,j_q}^{x,x} (t) = 2^{q-1}(-1)^{q-1}U_{a,j_1,...,j_q}^{x,x} \delta(t(12))\delta_{aa}\delta_{xx'}.
$$

The system is under continuous monitoring given by measurement operators for the $i$-th Majorana fermion at site $x$ with probability $p$, 
$$
M_1 = \kappa_+ - \kappa_-(\frac{1}{2} + i\psi_{x,L,i}\psi_{x,R,i}), \tag{3}
$$
$$
M_2 = s(\psi_{x,L,i} + i\psi_{x,R,i}), \tag{4}
$$
where $\kappa_\pm = (1 \pm \sqrt{1-p^2})/2, 0 < s < \frac{1}{2}$ is the measurement strength, and $M_1^\dagger M_1 + M_2^\dagger M_2 = I$. To model the error, we assume that when a measurement is performed, there is a probability $\gamma$ to lose the measurement record.

We are interested in calculating the quasi-$n$ entropy of bipartite system $AA'$ $[45]$, 
$$
S_A^{(n)} = \frac{1}{1-n} \log \frac{\mathbb{E} \text{Tr}(\rho^n_A)}{\mathbb{E} \text{Tr}(\rho^n A)}, \tag{5}
$$
where $\rho$ is the unnormalized density matrix, $X_A$ denotes the cyclic permutation acting on the subsystem $A$ of the $n$ replicated Hilbert space, and $\mathbb{E}$ denotes average over the Brownian and continuous monitoring evolution. We focus on the quasi-2 entropy, so we need four contours that are denoted as: 1, 2 (3, 4) denote the first (second) replica, and 1, 3 (2, 4) denote the forward (backward) evolution.

When the measurement is implemented with a probability $p$, during a time step $\delta t$ the effective action in the four contours reads $[46]$ 
$$
(1-p)\gamma + p \sum_{i,j} w^{(i)}_{ij} M_i \otimes M_j \otimes M_j \otimes M_j = \exp(\delta t(\frac{\mu}{2} \sum_{\alpha} iG^{\alpha}_{x,L,R} - \frac{\mu}{2}(M_1^2 + M_3^2))), \tag{6}
$$
where in the first line $w^{(i)}_{ij} = (1-\gamma)\delta_{ij}$ ($w^{(2)}_{ij} = \gamma$) corresponds to keeping (losing) the record. In the second line, $M^{\alpha\beta} = G^{\alpha\beta}_{LL} + G^{\alpha\beta}_{RR} - iG^{\alpha\beta}_{LR} + iG^{\alpha\beta}_{RL}$, $\alpha, \beta = 1, ..., 4$ denote the four contours and $\mu = ps^2/\delta t$ is the measurement rate.

Including the Brownian Hamiltonian (1) and the measurement (S5) and integrating out the Gaussian variables, the effective action is 
$$
\frac{-L}{N} = \frac{1}{2} \text{Tr} \left[ \log(-1)^{n+1} \delta^3 \delta \delta \delta \theta \right] = \frac{1}{2} \int \Sigma_{ab,x} \delta \psi^{ab}_{x,x+1} + \int \delta(t-t') \left[ \left(\Sigma_{ab,x} + \delta \psi^{ab}_{x,x+1} \right)^2 + \frac{U_{a,j_1,...,j_q}^{x,x}}{2G^{ab}_{a,x}} \right] - \frac{\mu}{2} \sum_{\alpha} iG^{\alpha}_{x,L,R} - \frac{\mu}{2}(M_1^2 + M_3^2). \tag{7}
$$

where $\Sigma_{ab,x} = G^{ab}_{x,x+1}$. When $\gamma > 0$, one can see that $\tilde{\gamma} > \gamma$. The case for $\gamma = 0$ is plotted by the dotted line for comparison. (b) A schematic plot of domain wall configurations. Throughout the paper, the $+$ and $-$ indicates $(\phi_1 > 0, \phi_2 = 0)$ and $(\phi_1 = 0, \phi_2 > 0)$, respectively, and the black (blue) thick line denotes the boundary pointing toward $+$ ($-$) at boundaries $t = 0$ and $T$. The magnetic field points toward $+$ direction.

Emergent magnetic field.— The saddle-point solution to the large-$N$ action within a replica reads

$$
\tilde{G} = e^{-\frac{U}{2}(\gamma+\gamma') \log_{\delta}(1+\gamma) - \frac{\mu}{2}(M_1^2 + M_3^2))}, \tag{8}
$$
where $\Sigma_{ab,x} = G^{ab}_{x,x+1}$. When $\gamma > 0$, (7) has $C_{44}$ symmetry $[22]$, $G^{ab}_{a,x} \rightarrow O^{-1} G^{ab}_{a,x} O$, where $O = e^{i(0_1+0_1+0_2+0_2)}$ acts identically on the left and right chains. $\gamma^{a\beta} = \delta^{a\beta} \delta^{a\beta} - \delta^{a\beta} \delta^{a\beta}$, and $\theta_{13}, \theta_{24} = \frac{\pi}{2(n \text{ is an integer})}$. The relative rotation symmetry generated by $\gamma_{13} - \gamma_{24}$ is spontaneously broken by nonzero $\zeta$ in solution (8). If no error occurs, i.e., $\gamma = 0$, (9) reproduces the measurement-induced phase transition in Ref. 22, where $\zeta > 0$ for $\tilde{\mu} < 1$ corresponds to a symmetry-breaking phase with volume-law entanglement and $\zeta = 0$ for $\tilde{\mu} > 1$ corresponds to a symmetric phase with area-law entanglement. The transition can be understood as symmetry restoration due to the strong measurement $\mu > J$. However, in the presence of the record loss error $\gamma > 0$, the relative $C_4$ symmetry in (7) is explicitly broken. Moreover, one can see that $\zeta > 0$ for all values of $\tilde{\mu}$ as illustrated in Fig. (1)(a). Even at strong measurement $\tilde{\mu} \gg 1$, we have $\zeta \approx \gamma_1 [1+ (1/2)(1+\tilde{\mu})] > \gamma$. It indicates that the symmetry breaking transition is absent for nonzero errors.

We can proceed to evaluate the effective theory by treating $\gamma$ perturbatively. In terms of $\phi_1 = \delta G^{12} + \delta G^{24}$ and $\phi_2 = \delta G^{14} + \delta G^{23} [47]$ that transforms as a vector.
\( \vec{\phi} \equiv (\phi_1, \phi_2) \) under \( C_4 \) rotation, i.e., \( \phi_1 \rightarrow -\phi_2, \phi_2 \rightarrow \phi_1 \),

the effective theory reads [46]

\[
\frac{L_a}{\mathcal{N}} = \frac{1}{2} \sum_k \int_\Omega \left( \partial^2 \vec{\phi}_k + J (1 - \cos k) \right) |\vec{\phi}_k(\Omega)|^2 + \sum_x \int \left( \partial^2 \vec{\phi}^2_x + \frac{h}{2} \phi_1 + \frac{4}{\sqrt{5}} \phi_1^2 - \frac{2}{5} (\phi_1^2_x + \phi_2^2_x) \right)
\]

where \( \int_\Omega = \int \frac{dt \Omega}{2\pi} \), \( \int_x = \int dt \), and \( \vec{\phi}_k = \frac{1}{\sqrt{\mathcal{N}}} \sum_x \vec{\phi}_x e^{-ikx} \).

It is apparent that \( \gamma \) behaves like a magnetic field along \( \phi_1 \) direction, and breaks \( C_4 \) rotational symmetry explicitly.

**Absence of measurement-induced phase transition.**—

As shown in Ref. 22, the swap operator in (5) amounts to changing the boundary condition of the vector field \( \vec{\phi} \) in the subsystem \( A \), and the quasi entropy corresponds to the free energy difference between configurations with and without the change of the boundary condition. To be concrete, we start from the thermofield double state (TFD) in the doubled Hilbert space [22, 29, 34, 48] and divide the systems into two parts \( A \) and \( \bar{A} \). The quasi entropy at time \( T/2 \) is obtained by imposing twist operators at time \( t = 0 \) and \( t = T \) in the subsystem \( A \), which require the boundary of \( A \) has \( (\phi_1 = 0, \phi_2 > 0) \) whereas that of \( \bar{A} \) has \( (\phi_1 > 0, \phi_2 = 0) \). If the \( C_4 \) symmetry is broken by nonzero magnetic orders, the boundary condition will lead to different domains and will also induce the domain walls between them, as illustrated in Fig. 1(b).

For simplicity, we redefine the theory (S12) to be

\[
\frac{L_a}{\mathcal{N}} = \int dt dx \left[ \frac{1}{2} (\partial \phi_1)^2 + h \phi_1 + r \phi_1^2 + \lambda \phi_1^4 + \lambda' \left( \phi_1^2 + \phi_2^2 \right) \right]
\]

with \( r = \frac{\mu(\mu - J)}{2}, \lambda = \frac{\mu^2/2}{4V_2}, \lambda' = -2U \lambda \) and \( h = \gamma \mu^{7/4}j^{1/4} 2^{7/4} \).

At the leading order, the free energy difference is given by the domain walls cost, \( S_A^{(2)} = 2N \sigma L_A \), where line tension can be obtained perturbatively for \( r \leq 0 \),

\[
\sigma \approx \frac{\pi \sqrt{-\lambda}}{8} \frac{(-r)}{(\lambda + x)^{3/2}} + \frac{\pi \sqrt{-2}}{(\lambda - 2x)^{1/2}} h
\]

The first term reproduces the line tension without errors in the measurement-induced phase transition [22], and the second term is independent of the tuning parameter \( r \), which implies that \( r = 0 \) the quasi entropy is still volume-law. On the other hand, for \( r \gg 0 \), because the magnetic order pinned by the magnetic field points along \( \phi_1 \) direction in the bulk and pinned by the boundary condition points along \( \phi_2 \) direction at the boundary of subsystem \( A \), they create a domain wall near the boundary with thickness given by the correlation length \( \xi \propto r^{-1/2} \).

Thus, the free energy cost is again linear in the subsystem length, i.e., \( S_A^{(2)} \propto N h r^{-1/2} L_A \), and the quasi entropy is volume-law for \( r > 0 \).

In summary, the line tension is finite when \( h > 0 \) and changes smoothly as a function of \( r \approx \mu - 1 \), so the measurement-induced phase transition is absent in the presence of quantum errors. We confirm this conclusion with numerical results for the steady state quasi entropy density shown in Fig. 2. Fig. 2(a) shows that the transition disappears when \( \gamma > 0 \) because the entropy density is finite for all \( \mu \). Fig. 2(b) confirms the quasi entropy density at \( \mu = 1 \) is linear in \( \gamma \).

**Pinning of domain walls.**—

In an ordered magnet, the presence of an external magnetic field near the boundary can induce a first-order pinning transition of magnetic domains [49]. Consider the case where a field pointing toward the direction of \( \phi_1 \) (the “+” direction) exists in a region of width \( T_h \) near the top boundary (i.e., the region \( T < t < T + T_h \)) with a “+” boundary condition \( (\phi_1 = 0, \phi_2 > 0) \) for subsystem \( A \) and a “−” boundary condition \( (\phi_1 > 0, \phi_2 = 0) \) for subsystem \( \bar{A} \). Note that \( T_h \) is kept fixed when the thermodynamic limit is taken \( JT \sim L \rightarrow \infty \). Two types of domain walls are possible, one enclosing subsystem \( A \) and the other \( \bar{A} \) as shown in Fig. 3(a) and (b), respectively. Since the magnetic field
favors the “+” direction, it pushes the domain wall in Fig. 3(a) away from the bulk but pulls the domain wall in Fig. 3(b) into the bulk. To leading order, the free energies of Fig. 3(a) and Fig. 3(b) are given respectively by [46]
\[ F_a(x) = N \sigma x, \quad F_b(x) = N \sigma x - N h T_b x. \] (12)
where \( x \) is the distance between the end points of domain walls at the boundary, and \( \sigma \) (\( h \)) is the line tension (the magnetic field strength).

Below we assume \( L_A > L_A \) to observe a pinning transition. At zero magnetic field, the configuration of Fig. 3(b) dominates over that of Fig. 3(a) because \( L_A > L_A \). As the magnetic field increases, a pinning transition occurs when the two configurations have comparable free energies: \( F_a(L_A) = F_b(L_A) + N h T_b L \), where in addition to the domain wall free energy in (12) the energy cost of the disfavored domain in Fig. 3(b) must be taken into account on the right-hand side. This gives the transition point \( h^* = \frac{2 a - 1}{a} \sigma / T_a \) (\( a = \frac{L_A}{L_A} \)), above which the dominant configuration switches to Fig. 3(a). Notice that in this calculation, we have implicitly assumed that the configurations in \( 0 < t < T \) are the same.

In the following, we also consider other domain walls near \( t = 0 \) boundary. This only leads to a shift in the critical field for the pinning transition. The first-order pinning transition is manifest in the quasi entropy \( S_A^{(2)} \) of the steady state (with initial state being TFD), where the corresponding boundary condition and emergent magnetic field are shown in Fig. 3(c). Note that in this case the record loss occurs only near the boundary with a probability denoted by \( \gamma' \) to distinguish from \( \gamma \) which is used for the record loss throughout the circuit in the previous section. In the language of encoding introduced in next section, \( \gamma' \) (\( \gamma' \)) corresponds to record loss errors during (after) the encoding procedure. A pinning transition between the two domain wall configurations occurs as one increases the probability \( \gamma' \) as shown in Fig. 3(d). The hybrid circuit can be understood as a quantum channel to generate an error correcting code for protecting quantum information [4, 5, 38, 40]. A schematic plot of the encoding process and possible quantum errors are shown in Fig. 4(a). To encode the information, one embeds it in region A of the chain \( |\psi_{AR} \rangle \). By introducing a reference \( R \), the initial state is given by a pure state in \( AR \) tensor product with \( B \), i.e., \( \rho = \rho_B \otimes \langle \psi_{AR} | \psi_{AR} \rangle \). Applying a circuit of depth \( T \) generates a code, \( C_L \rho C_L^T \sqrt{V(T)}^2 \rho C_L \), where \( C_L \) denotes the circuit that acts on the system \( AB \) but not on the reference \( R \). Here, besides record loss, we also consider erasure errors that are commonly studied in the literature [39]: the erasure error occurs in the region \( B' \) of the chain \( |B' \rangle = e L \) at the boundary \( t = T + T_b \). This is to be compared with the record loss, which occurs with a probability \( \gamma' \) near the boundary in the strip \( [T, T + T_b] \). Notice that both errors happen at \( t > T \) and we assume the encoding procedure is perfect in \( 0 < t < T \). It is useful to model the record loss as a coupling to an environment \( E \). Because we cannot access the information in region \( E'B' \), the mutual information \( I(R; E'B') = S_R + S_{E'B'} - S_{E'B'R} \) measures the information diminished by errors [50]. If \( I(R; E'B') = 0 \), it implies that the information is not lost and can be perfectly decoded.

At zero measurement rate, because the Brownian unitary dynamics can reach 2-design [51–53] in polynomial time, the decoupling theorem [54] applies and predicts the error threshold to be \( 1 - 2 e - \eta = 0 \). It turns out the domain wall picture can reproduce the same result at zero measurement rate. For finite measurement rate, although the decoupling theorem is not applicable, the domain wall picture and the associated pinning transition persist and provide an estimate of the quantum error threshold via the quasi-2 entropy. We assume the domain wall picture still holds for the von Neumann entropy and leave its verification for future study.

By introducing the environment \( E \), the total pure wave function at time \( T \) consists of four parts, \( E', B', A' \) and \( R \), so \( S_{E'B'R}^{(2)} = S_{A'}^{(2)} \). Fig. 4(b) and (c) show the configurations before and after the pinning transition in \( S_{A'}^{(2)} \) respectively. Considering these two configurations, the entropy is
\[ S_{A'}^{(2)} = - \log(e^{-F_a((1-e)L)} + e^{-[F_b(eL) + N h T_b L]} e^{-N \sigma L}L). \]
In the second term inside the logarithm, the domain wall for the reference \( R \) is included. [See Fig. 4(b), where we have a domain wall ending at \( t = 0 \) boundary.] The above equation determines the erasure error threshold \( e_c \) in the
presence of the record loss,
\[ hT_h(1 - e_c) = \sigma(1 - 2e_c - \eta). \] (13)
Equivalently, if the erased portion is fixed, the transition is precisely the pinning transition at \( h^* = \frac{1 - 2 \eta - \sigma}{1 - e - \eta} T_h \).

It is worth noting that there is also a similar pinning transition in \( S^{(2)}_{E'B'}. \) Including pinning transitions in both \( S^{(2)}_A \) and \( S^{(2)}_{E'B'}. \) the mutual information reads
\[
I^{(2)}(R; E'B') = \begin{cases} 
0 & e < e_c \\
N[\sigma(\eta + 2e - 1) + hT_h(1 - e)]L & e_c < e < e_s \\
2N\sigma L & e_s < e
\end{cases}
\]
where \( e_s \) given by \( hT_h(1 - e_s) = \sigma(1 - 2e_s + \eta) \) is from the pinning transition in \( S^{(2)}_{E'B'}. \) If no erasure error occurs, \( \sigma = hT_h \) according to (13), which indicates an error correction transition due to the record loss. Neglecting the correction to the line tension from the magnetic field when the record loss error is small, the threshold is then determined by the line tension in zero magnetic field as shown in Fig. 4(d).

Concluding remarks.— To conclude, with a concrete solvable model we show that the record loss error effectively generates a coupling between two Keldysh contours within each replica. Such a coupling explicitly breaks the permutation symmetry among the forward (backward) contours in different replica. We expect this result to be valid in more general errors because tracing out an environment that is coupled to the system will generate the inter-Keldysh coupling within each replica.

Remarkably, the domain wall picture of quantum error correction can also be generalized to the Hayden-Preskill protocol [55], where the information of part \( B \) is collected before the encoding process. This can be interpreted as the collected Hawking radiation from the early black hole. A direct application of the domain wall picture leads to the error threshold \( hT_h(1 - e) = 2\sigma(1 - e - \eta - \eta) \) [46]. It would be interesting to explore the effect of the quantum error on the decoding process [56].
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Technically, the calculable quantity is not entanglement entropy but the quasi entropy defined in (5). We expect that the entanglement entropy also has a transition since the quasi entropy is believed to be a useful proxy of entanglement entropy.

In this case we have

\[ \delta G_{12}^{RR} = \delta G_{12}^{LL}, \delta G_{34}^{RR} = \delta G_{34}^{LL}, \delta G_{14}^{RR} = \delta G_{14}^{LL}, \delta G_{23}^{RR} = \delta G_{23}^{LL} \]  

so we omit the subscript of the left and right chains.

Note that the first-order pinning transition discussed in our paper is different from the second-order pinning transition between bounded and unbounded domain walls by weakened bonds near the boundary [57].
SUPPLEMENTAL MATERIAL FOR “QUANTUM ERROR AS AN EMERGENT MAGNETIC FIELD”

I. DERIVATION OF THE LARGE-N ACTION AND THE SADDLE-POINT EQUATION OF THE MONITORED SYSTEM

The derivation of the large-\(N\) action of the Brownian SYK model is a standard one [41], so we focus on the effect of the measurement. As mentioned in the main text, the system is under continuously monitoring given by the measurement operators for the \(i\)-th Majorana fermion of left and right chains at site \(x\),

\[
\{M_1, M_2\} = \left\{ \left(1 + \frac{\sqrt{1 - 4s^2}}{2}\right)^{1/2} - \left(1 - \frac{\sqrt{1 - 4s^2}}{2}\right)^{1/2} \left(\frac{1}{2} + i\psi_{x,L,i}\psi_{x,R,i}\right), s\left(\psi_{x,L,i} + i\psi_{x,R,i}\right) \right\},
\]

where \(0 < s < \frac{1}{2}\) is the strength of measurement. During a time step, the measurement with a probability \(p\) leads to the following operator for the two replicas,

\[
(1 - p)\mathbb{I} + p(1 - \gamma) \sum_i M_i \otimes M_i^\dagger \otimes M_i \otimes M_i^\dagger + p\gamma \sum_i M_i \otimes M_i^\dagger \otimes \sum_j M_j \otimes M_j^\dagger
\]

\[
= 1 - p + p(1 - \gamma) \left(1 - s^2 \sum_{\alpha = k}^4 \left(\frac{1}{2} + i\psi_{x,L,i}^\alpha\psi_{x,R,i}^\alpha\right)\right) + p\gamma K_{21},
\]

where \(K_{kl}\) in the second line is defined as

\[
K_{kl} = 1 - s^2 \sum_{\alpha = k}^4 \left(\frac{1}{2} + i\psi_{x,L,i}^\alpha\psi_{x,R,i}^\alpha\right) + s^2 \left(\psi_{x,L,i}\psi_{x,L,i}^\dagger + \psi_{x,R,i}\psi_{x,R,i}^\dagger - i\psi_{x,L,i}\psi_{x,R,i} - i\psi_{x,R,i}\psi_{x,L,i}\right).
\]

and the derivation is kept up to the \(O(s^2)\) order. \(\gamma\) is the probability of losing the measurement outcome when a measurement is implemented. We perform the measurement for every Majorana species \(i\) at every site \(x\), and the result is the following effective action

\[
\exp \left(-\frac{\mu}{2} \sum_{\alpha} iG_{x,L,R}^{\alpha} - \frac{\gamma\mu}{2} [M^{12} + M^{34}] \right),
\]

where \(M^{\alpha\beta} = G_{L,R}^{\alpha\beta} + iG_{L,R}^{\alpha\beta} - iG_{L,R}^{\alpha\beta} + iG_{R,L}^{\alpha\beta}\), and \(\mu = ps^2/\delta t\) is the measurement rate. This is (6) in the main text. Integrating out the Gaussian variables, the large-\(N\) action is

\[
\left(-\frac{1}{N}\right) = \frac{1}{2} \text{Tr} \log \left((-1)^{\alpha+1}\delta_{ab}\delta_{\beta\gamma}\partial_t - \Sigma_{ab,x}^{\alpha\beta}\right) + \int \int \delta(t - t') \left[\frac{-1}{2} \Sigma_{ab,x}^{\alpha\beta}(t,t') G_{ab,x}^{\alpha\beta}(t,t')\right] + \int \int \delta(t - t') \left[-\frac{1}{2} \delta_{ab} \left(J G_{ab,x}^{\alpha\beta} G_{ab,x}^{\alpha\beta} + \frac{U}{2q} (2G_{ab,x}^{\alpha\beta})^q\right)\right] - \frac{\mu}{2} \sum_{\alpha} iG_{x,L,R}^{\alpha} - \frac{\gamma\mu}{2} [M^{12} + M^{34}],
\]

where \(\alpha, \beta = 1, ..., 4\) denote the four contours. The summations over \(x, a, b\) and \(\alpha, \beta\) are implicit. \(\Sigma_{ab,x}^{\alpha\beta}(t,t') = \frac{1}{N} \sum_{j} \psi_{x,a,j}(t)\psi_{x,b,j}(t')\) is the self-energy field introduced to enforce \(G_{ab,x}^{\alpha\beta}(t,t') = \frac{1}{N} \sum_{j} \psi_{x,a,j}(t)\psi_{x,b,j}(t')\). The saddle point equation reads

\[
\left[G_{x}^{-1}\right]_{ab} = (-1)^{\alpha+1}\delta_{ab}\delta_{\beta\gamma}\partial_t - \Sigma_{ab,x}^{\alpha\beta},
\]

\[
\Sigma_{ab,x}^{\alpha\beta}(t,t') = \delta(t - t') \left[\frac{-1}{2} \delta_{ab} \left(J (G_{ab,x}^{\alpha\beta} + G_{ab,x}^{\alpha\beta}) + U (2G_{ab,x}^{\alpha\beta})^q\right)\right] - \frac{\mu}{2} \delta_{ab} - \frac{\gamma\mu}{2} [M^{12} + M^{34}],
\]

where we define a short-hand notation \(\bar{\delta}_{cd}^{\alpha\beta} \equiv \delta_{ac}\delta_{bd}\delta_{\alpha\gamma}\delta_{\beta\delta} - \delta_{bc}\delta_{ad}\delta_{\alpha\gamma}\delta_{\beta\delta}\).
II. DERIVATION OF THE EFFECTIVE ACTION (10)

We proceed to look at the effective theory by treating $\gamma$ perturbatively. Without the magnetic field, the symmetric solution reads

$$\tilde{G}(t_1, t_2) = \frac{e^{-\frac{\mu}{2} |t_{12}|}}{2} \begin{pmatrix} \text{sgn}(t_{12}) & 0 & i & 0 \\ 0 & -\text{sgn}(t_{12}) & 0 & i \\ -i & 0 & \text{sgn}(t_{12}) & 0 \\ 0 & -i & 0 & -\text{sgn}(t_{12}) \end{pmatrix}.$$  \hspace{1cm} (S9)

where the basis of the matrix is $(L1, L2, R1, R2)$. And the solution is the same for contour 3 and 4. We consider the fluctuation away from the symmetric saddle-point solution (S9), so that the effect of the record loss is reflected in the effective action. The kernel of $\delta \Sigma$ from expanding the trace log term can again be brought into decoupled sectors, and because they serve as an order parameter we focus on the components $(\delta \Sigma_{aaa}^{12}, \delta \Sigma_{aa}^{34}, \delta \Sigma_{aa}^{14}, \delta \Sigma_{aa}^{23})$ whose kernel is given by

$$K = \frac{\mu}{4(\mu^2 + \Omega^2)} 1_{4 \times 4} \otimes \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix},$$  \hspace{1cm} (S10)

where the first matrix is in the basis of these four components and the second is in the basis of $L$ and $R$ chains. It is apparent that there are four zero modes and integrating them out will lead to the following constraints,

$$\delta G_{LR}^{12} = \delta G_{LL}^{12}, \ \delta G_{RR}^{34} = \delta G_{LL}^{34}, \ \delta G_{RR}^{14} = \delta G_{LL}^{14}, \ \delta G_{RR}^{23} = \delta G_{LL}^{23}.$$  \hspace{1cm} (S11)

Thus, there are four independent fields left $(\delta G_{12}, \delta G_{34}, \delta G_{14}, \delta G_{23})$ where we suppress the subscript.

Now it is a straightforward task to integrate out the rest fluctuations with nonzero kernel in (S10). After identifying $\phi_1 = \delta G_{12} + \delta G_{34}$ and $\phi_2 = \delta G_{14} + \delta G_{23}$ as the order parameter which under the $C_4$ rotation transforms like a vector, i.e., $(\phi_1, \phi_2) \rightarrow (\phi_2, -\phi_1)$, the effective theory reads

$$\frac{I_{\text{eff}}}{N} = \frac{1}{2} \sum_{r=1,2,k} \int_{t} \left( \frac{\Omega^2}{\mu} + J(1 - \cos k) \right) |\phi_{r,k}(\Omega)|^2 + \sum_{x} \int_{t} \left( \frac{\mu - J}{2} \phi_{x}^2 + \gamma \mu \phi_1 + \frac{\mu}{8} \phi_{x}^4 - \frac{U}{4} (\phi_{1,x}^4 + \phi_{2,x}^4) \right).$$  \hspace{1cm} (S12)

which is (10) in the main text.

III. DERIVATION OF THE FRAME POTENTIAL IN THE BROWNIAN SYK CIRCUIT

For the Brownian SYK model defined in (1), $\text{Tr}[U V^\dagger]$ can be brought to $\text{Tr}[U]$ by just redefining the Hamiltonian because there is no memory and the mean of the coupling (2) is zero. After this trick, the frame potential becomes

$$F^{(m)}_{b\text{SYK}}(t) = |\text{Tr}[U(t)]|^{2m} = |\text{Tr}[U(t)^m]|^{2m}.$$  \hspace{1cm} (S13)

where the overline indicates the average over the Brownian variable. Without the monitoring, because there is no coupling between the left and right chains, we can consider only one of the chains. After integrating over the random variable, the frame potential reads

$$\frac{|\text{Tr}[U(t)]|^{2m} |\text{Tr}[U(t)^{*}]|^{2m}}{m!} = \int DG D\Sigma \exp \left[ \frac{1}{2} \log \det[\partial_t + \Sigma_x] + \int \Sigma_{LR,x}^\alpha \Sigma_{LR,x}^{\alpha,\beta} + \frac{1}{2} \int dt \left[ -J \int (G_{LR,x}^{\alpha,\beta})^2 + i q \frac{U}{2q} (2G_{LR,x}^{\alpha,\beta})^q - mL \left( \frac{J}{4} + \frac{U}{2q} \right) \right] \right].$$  \hspace{1cm} (S14)

where $G_{ab,x}(t) = \frac{1}{N} \sum_{i} \psi_{a,i}(t) \psi_{b,i}^\dagger(t), a = L, R$ and $\alpha = 1, ..., m$. Note that in this section $L$ and $R$ does not denote two chains in the main text, but the two contours, one forward and one backward, in one of the $m$ replicas, and $\alpha$ is the replica index. For our purpose, it is enough to assume $G, \Sigma$ fields are constants independent of the site. In this case, the log det part can be mapped to a partition function of Majorana fermions with Hamiltonian [41]

$$H = \frac{1}{2} \begin{pmatrix} 0 & \Sigma_{LR}^T \\ -\Sigma_{LR} & 0 \end{pmatrix}. \hspace{1cm} (S15)$$

We assume that when the replica $\alpha$ pairs with the replica $\beta$, i.e., $G_{LR}^{\alpha,\beta} = \pm \frac{\mu}{2}$, all other pairing with replica $\alpha$ is zero $G_{LR}^{\alpha, \alpha'} = 0, \alpha' \neq \beta$. Thus, we can get the log det,

$$\frac{1}{2} \log \det[\partial_t + \Sigma] = \log \int D \chi \exp - \int dt \chi^\alpha \left( \frac{1}{2} \partial_t \delta^{\alpha,\beta} + H \right) \chi^\beta = \log 2 \cos \frac{\sum_{LR} \chi^\alpha}{2}. \hspace{1.5cm} (S16)$$
FIG. S1. A schematic plot of the domain wall ending at \([x_1, x_2]\) on the \(t = 0\) boundary. The dashed curve indicates the domain wall. The blue line indicates the boundary with twisted boundary conditions.

which results in the effective action,

\[
\text{Tr} U(t)^n \text{Tr} (U(t)^*)^n = e^{N_L \sum_{\alpha \beta} \left[ \log 2 \cos \left( \frac{\Sigma_{LR} t}{2} \right) + \frac{\Sigma_{LR} t}{2} \right] + \frac{U(t)^n + U(t)^n}{2} \left( 2iG_{LR}^\alpha \right)^n} e^{-\frac{m_N L}{2} \left( \frac{4}{2 \pi} + \frac{U}{2} \right)t}, \tag{S17}
\]

For a fixed \(\alpha \beta\) the equation of motion is

\[
G_{LR} = \frac{1}{2} \tan \frac{\Sigma_{LR} t}{2}, \tag{S18}
\]

\[
\Sigma_{LR} = JG_{LR} - \frac{iU}{2} \left( 2iG_{LR} \right)^q - \frac{1}{2}. \tag{S19}
\]

The trivial solution is \(G_{LR} = \Sigma_{LR} = 0\) and the wormhole solution at \(t \to \infty\) is \(G_{LR} = \pm i \frac{J + U}{2}\). Note that the plus and minus choice is a gauge symmetry, because one can refine \(\psi(x, a, i) \to -\psi(x, a, i)\) without changing anything.

For the trivial solution, the first term in (S17) leads to a constant \(2^{N_L}\). While for the wormhole solution, the factor term in (S17) is

\[
e^{N_L (\log 2 \cosh \left( \frac{J + U}{2} \right) - \frac{J + U}{2} + \frac{U}{2})} \to e^{N_L t \left( \frac{4}{2 \pi} + \frac{U}{2} \right)}, \tag{S20}
\]

leading to a nontrivial contribution. The remaining step is to count how many different wormhole solutions can exist, so we get

\[
F^{(m)}_{\text{bSYK}}(t) = e^{-m_N L (\frac{4}{2 \pi} + \frac{U}{2})} \sum_{k=0}^{m} \frac{m!^2}{k! (m - k)!^2} e^{(m-k) N_L \log 2 \cosh \left( \frac{J + U}{2} \right)} \tag{S21}
\]

\[
= (-1)^m U \left( -m, 1, -e^{N_L (\log 2 - \frac{J + U}{2})} \right) \tag{S22}
\]

\[
\to \begin{cases} 2^{m_N L} (1 + O(2^{-N_L})) & t \to 0 \\ m! & t \to \infty \end{cases} \tag{S23}
\]

where \(U(a, b, z)\) is a confluent hypergeometric function. At time zero it is the dimension of Hilbert space of \(2m\) Brownian SYK chains (each with \(N_L\) Majorana), while at time \(t \to \infty\), it counts the number of \(m\)-connected wormholes. The frame potential is bounded from below by \(F^{(m)} \geq F_{\text{Haar}}^{(m)} = m!\). The equality holds if and only if the ensemble achieves \(m\)-design [58]. Then our results show that the Brownian SYK chain can achieve \(m\)-design for long enough time, and this is consistent with the conclusion that a Brownian Hamiltonian can achieve \(m\)-design for polynomial time [52].

**IV. DERIVATION OF THE FREE ENERGY OF DOMAIN WALLS IN (12)**

As we discussed in the main text, the entanglement entropy can be mapped to the free energy cost of domain walls induced by the twisted boundary condition. A schematic plot of the domain wall induced by the twisted boundary condition within \([x_1, x_2]\) at \(t = 0\) is shown in Fig. S1. The domain wall is given by the function \(y(x) \in [-T, 0]\), and its free energy reads

\[
S_A = -\log \int_{y(x_1) = y(x_2) = 0} Dye^{-\int dx \left( \sigma \sqrt{1 + (\partial_x y)^2} + V(y) \right)}, \tag{S24}
\]
where $\sigma$ is the surface tension and $V(y)$ will be specified below. Let us assume the fluctuation is small so that we can approximate $\sqrt{1+(\partial_y y)^2} \approx 1 + \frac{1}{2} (\partial_y y)^2$. Then we can calculate the entanglement entropy by mapping it to a transition amplitude of a non-relativistic particle with mass $\frac{1}{2\pi}$ in a potential

$$\int_{y(x_1)}^{y(x_2)} Dy e^{-\int dx (\frac{\sigma}{2} \partial_y y^2 + V(y))} = \langle y(x_2)|e^{-H(x_2-x_1)}|y(x_1)\rangle,$$

with $H = \frac{1}{2\pi} p_y^2 + V(y)$, where $y$ and $p_y$ are conjugate variables, $[y,p_y] = i$.

In the quantum mechanical picture, we use $y$ to denote the depth of the circuit, or the evolution time of the circuit. We will be interested in two cases, $V_+(y)$ and $V_-(y)$, where the magnetic field exists near the boundary and the potential favors and disfavors the domain wall.

$$V_+(y) = \begin{cases} \infty & 0 < y \\ -h_T y & -T_h < y < 0 \\ h_T y & -T_h - T < y < -T_h \\ \infty & y < -T_h - T \end{cases}, \quad V_-(y) = \begin{cases} \infty & 0 < y \\ -h_T y & -T_h < y < 0 \\ -h_T y & -T_h - T < y < -T_h \\ \infty & y < -T_h - T \end{cases}$$

The potential $V_+(y)$ corresponds to the potential felt by the domain wall shown in Fig. S2(a), while the second potential $V_-(y)$ corresponds to the potential felt by the domain wall shown in Fig. S2(b). We use the WKB method to calculate the transition amplitude. The approximate energy is given by the formula

$$\int_{y_1}^{y_2} dy \sqrt{2\sigma (E_n - V(y))} = \left(n - \frac{1}{2}\right) \pi,$$

where $y_1 < y_2$ are two turning points. There are two types of eigenstates, with energy greater or less than the linear potential, as shown in Fig. S2. For the potential $V_+(y)$ the first type of eigenstate is trapped in the linear potential and presents the domain wall located in the region with magnetic field. It has turning point $[-E_n^{(1)}/h, 0]$, and its eigen-energy is given by

$$\int_{-E_n^{(1)}/h}^{0} dy \sqrt{2\sigma (E_n^{(1)} + hy)} = \left(n - \frac{1}{2}\right) \pi,$$

$$E_n^{(1)} = \left(\frac{h^2}{2\sigma}\right)^{1/3} \left(\frac{3\pi}{4} (2n - 1)\right)^{2/3}, \quad 1 \leq n \leq n_\ast, \quad E_n^{(1)} = hT_h.$$  

It is apparent that $n_\ast$ is independent of $L$. The second type of eigenstate extends to the flat potential and presents the domain wall that form in the region without magnetic field. It has turning point $[-T - T_h, 0]$, and its eigenenergy is determined by

$$\int_{-T_h}^{0} dy \sqrt{2\sigma (E_n^{(2)} + hy)} + \int_{-T_h}^{-T} dy \sqrt{2\sigma (E_n^{(2)} - hT_h)} = \frac{2}{3} \left(\frac{2\sigma}{h^2}\right)^{1/2} \left((E_n^{(2)})^{3/2} - (E_n^{(2)} - hT_h)^{3/2}\right) + \sqrt{2\sigma (E_n^{(2)} - hT_h)T} = n\pi,$$

$$E_n^{(2)} = hT_h + \frac{1}{2\sigma} \left(n\pi T\right)^2, \quad E_n^{(2)} \gg hT_h.$$
where in the second line we have replaced $n + \frac{1}{2}$ by $n$ because we know that the turning point is actually a node, and in the last line we make the approximation $E_n^{(2)} \gg hT_h$. The transition amplitude reads

$$
\langle y(x_2) | e^{-H_+(x_2-x_1)} | y(x_1) \rangle = \sum_{n=1}^{\infty} e^{-E_n(x_2-x_1)} \psi^*_n(-\epsilon) \psi_n(-\epsilon)
$$

$$
= \sum_{n=1}^{n_*} e^{-E_n^{(1)}(x_2-x_1)} \psi_n^*(1) (-\epsilon) \psi_n(1) (-\epsilon) + \sum_{n=1}^{\infty} e^{-E_n^{(2)}(x_2-x_1)} \psi_n^*(2) (-\epsilon) \psi_n(2) (-\epsilon),
$$

$$
\approx e^{-\left(\frac{2}{\pi}\right)^{3/2}\left(\frac{\lambda^2}{\pi}\right)^{1/3} x_{12}} \sum_{n=1}^{n_*} \psi_n^*(1) (-\epsilon) \psi_n(1) (-\epsilon) + e^{-hT_h x_{12}} \sqrt{\frac{2}{\pi}} \epsilon^2 (2\sigma)^{3/2} x_{12}^{-3/2},
$$

(S34)

where in the last step, we approximate the wave function $\psi_n^{(2)}(y)$ by the eigenstate of an infinite potential box $\psi_n^{(2)}(y) = \sqrt{\frac{2}{\pi}} \sin \frac{n\pi y}{T}$, and extends the summation by an integral. Because we use the large-$N$ approximation to get the domain wall free energy, the $N$ should be restored by taking $\sigma \to N\sigma$ and $h \to Nh$. Thus the first term in (S34) dominates in the large-$N$ limit, and the transition amplitude reads,

$$
\langle y(x_2) | e^{-H_+(x_2-x_1)} | y(x_1) \rangle \approx e^{-N^{1/3} \left(\frac{2}{\pi}\right)^{3/2} \left(\frac{\lambda^2}{\pi}\right)^{1/3} x_{12}} \sum_{n=1}^{n_*} \psi_n^*(1) (-\epsilon) \psi_n(1) (-\epsilon) \sim e^{-N^{1/3} \left(\frac{2}{\pi}\right)^{3/2} \left(\frac{\lambda^2}{\pi}\right)^{1/3} x_{12}}.
$$

(S35)

The domain wall of the first type has the free energy

$$
F_a(x_{12}) = N\sigma x_{12} + N^{1/3} \left(\frac{3\pi}{4}\right) \left(\frac{h^2}{2\sigma}\right)^{1/3} x_{12} \approx N\sigma x_{12}.
$$

(S36)

Now a similar analysis for the potential $V_-(y)$ can be lay out. For the potential $V_-(y)$ the first type of eigenstate is trapped in the linear potential and presents the domain wall located in the region with magnetic field. It has turning point $[-T - T_h, E_n^{(1)}/h]$, and its eigenenergy is given by

$$
\int_{-T - T_h}^{-T_h} dy \sqrt{2\sigma(E_n^{(1)} + hT_h)} + \int_{-T_h}^{E_n^{(1)}/h} dy \sqrt{2\sigma(E_n^{(1)} - hy)}
$$

$$
= T \sqrt{2\sigma(E_n^{(1)} + hT_h)} + \frac{2}{3} \left(\frac{2\sigma}{h^2}\right)^{1/2} \left(hT_h + E_n^{(1)}\right)^{3/2} = \left(n - \frac{1}{2}\right) \pi,
$$

(S37)

$$
E_n^{(1)} = -hT_h + f \left(n - \frac{1}{2}\right) \pi, \quad 1 \leq n \leq n_*, \quad E_n^{(1)*} = 0.
$$

(S38)

where $f$ is the solution to $T \sqrt{2\sigma f} + \frac{2}{3} \left(\frac{2\sigma}{h^2}\right)^{1/2} f^{3/2} = \left(n - \frac{1}{2}\right) \pi$. The second type of eigenstate extends to the flat potential and presents the domain wall that form in the region without magnetic field. It has turning point $[-T-T_h, 0]$, and its eigenenergy is determined by

$$
\int_{-T_h}^{0} dy \sqrt{2\sigma(E_n^{(2)} - hy)} + \int_{-T_h}^{-T_h} dy \sqrt{2\sigma(E_n^{(2)} + hT_h)}
$$

$$
= \frac{2}{3} \left(\frac{2\sigma}{h^2}\right)^{1/2} \left(E_n^{(2)} + hT_h\right)^{3/2} - \left(E_n^{(2)}\right)^{3/2} + \sqrt{2\sigma(E_n^{(2)} + hT_h)T} = n\pi,
$$

(S39)

$$
E_n^{(2)} = -hT_h + \frac{1}{2\sigma} \left(\frac{n\pi}{T}\right)^2, \quad E_n^{(2)*} \gg hT_h,
$$

(S40)

where in the second line we have replaced $n - \frac{1}{2}$ by $n$ for the same reason, and in the last line we make the approximation $E_n^{(2)} \gg hT_h$. The transition amplitude reads

$$
\langle y(x_2) | e^{-H_-(x_2-x_1)} | y(x_1) \rangle = \sum_{n=1}^{\infty} e^{-E_n(x_2-x_1)} \psi^*_n(-\epsilon) \psi_n(-\epsilon)
$$

$$
= \sum_{n=1}^{n_*} e^{-E_n^{(1)}(x_2-x_1)} \psi_n^*(1) (-\epsilon) \psi_n(1) (-\epsilon) + \sum_{n=1}^{\infty} e^{-E_n^{(2)}(x_2-x_1)} \psi_n^*(2) (-\epsilon) \psi_n(2) (-\epsilon),
$$

(S41)

$$
\approx e^{hT_h x_{12}} \left( e^{-f((n-\frac{1}{2})\pi) x_{12}} \sum_{n=1}^{n_*} \psi_n^*(1) (-\epsilon) \psi_n(1) (-\epsilon) + \sqrt{\frac{2}{\pi}} \epsilon^2 (2\sigma)^{3/2} x_{12}^{-3/2} \right),
$$

(S42)
FIG. S3. The schematic plot of the encoding process. The information is encoded in $A$. And we collect all the information in $B$. To model the encoded information, we introduce a reference $R$ such that $A$ and $R$ are maximally entangled. We also introduce part $C$ that is maximally entangled with $B$ to model the collection of information in $B$. $B'$ denotes the erasure error and $E$ is introduced to model the record loss error.

where in the last step, we approximate the wave function $\psi_{i}^{(2)}(y)$ by the eigenstate of an infinite potential box $\psi_{i}^{(2)}(y) = \sqrt{2} \sin \frac{n_{i}y}{2}$, and extends the summation by an integral. Then after restoring the factor of $N$, we have the transition amplitude with potential $V_{-}(y)$,

$$\langle y(x_{2})|e^{-H_{-}(x_{2}-x_{1})}|y(x_{1})\rangle \sim e^{NhT_{x}x_{12}}.$$  \hfill (S44)

The domain wall of the second type has the free energy

$$F_{b}(x_{12}) = N\sigma x_{12} - NhT_{x}x_{12}.$$  \hfill (S45)

(S36) and (S45) give (12) in the main text.

V. DOMAIN WALL PICTURE IN THE HAYDEN-PRESKILL PROTOCOL

In the main text we discuss the encoding process where no information about the $B$ part of the circuit is known apriori. Here we generalize the discussion to the case where we have the information about the state in $B$ before we encode the information. In the Hayden-Preskill thought experiment, $B$ is the early radiation of the black hole collected by Bob [55]. The encoding process is schematically shown in Fig. S3. Comparing to Fig.4(a) in the main text, the difference is we have collected the information of part $B$, which is modeled by a maximally entangled part $C$. We are still interested in the mutual information between $E'B'$ and $R$, i.e.,

$$I(E'B':R) = S_{R} + S_{E'B'} - S_{E'B'R}.$$  \hfill (S46)

First consider the case with zero measurement rate (thus no record loss error). In this case the decoupling theorem states that the deviation between the density matrix $\rho_{BR}$ and the tensor product density matrix $\rho_{B'} \otimes \rho_{R}$ is bounded by $2^{-N(1-e^{-\eta}L)}$ [54]. Thus the error threshold is $1 - e_{c} - \eta = 0$.

Now we discuss the domain wall picture of the error threshold from the quasi-2 entropy. As is done in the main text, we can introduce an inaccessible environment to model the record loss error. For each measurement of the $i$-th Majorana in site $x$, if the outcome is not recorded, we can introduce an environment qutrit at $|0_{E}\rangle\langle 0_{E}|$ and the record loss is $\rho \otimes |0_{E}\rangle\langle 0_{E}| \rightarrow U_{E}(\rho \otimes |0_{E}\rangle\langle 0_{E}|)U_{E}^{\dagger} = \sum_{i,j}M_{i} \rho M_{j}^{\dagger} \otimes |i_{E}\rangle\langle j_{E}|$, where $U_{E} = \sum_{i=1}^{2} M_{i} \otimes \sum_{j=0}^{2} |i_{E}\rangle\langle j_{E}|$. Tracing out the environment will generate an emergent magnetic field. More explicitly, the following trace,

$$\text{Tr}_{E}[(U_{E}|0_{E}\rangle\langle 0_{E}|U_{E}^{\dagger})^{\otimes 2}] = \sum_{i,j}M_{i} \otimes M_{j}^{\dagger} \otimes M_{j} \otimes M_{i}^{\dagger},$$  \hfill (S47)

$$\text{Tr}_{E}[(U_{E}|0_{E}\rangle\langle 0_{E}|U_{E}^{\dagger})^{\otimes 2}S] = \sum_{i,j}M_{i} \otimes M_{j}^{\dagger} \otimes M_{j} \otimes M_{i}^{\dagger},$$  \hfill (S48)

where $S$ is the swap operator, leads to magnetic field pointing along the direction of $\phi_{1}$ (the “+” direction) and $\phi_{2}$ (the “−” direction), respectively. In $S_{R}^{(2)}$, the environment qutrit is traced out without a swap operator, so the magnetic field is along “+” direction. On the other hand, in $S_{E'B'}^{(2)}$ and $S_{E'B'R}^{(2)}$, the environment qutrit is traced out with a swap operator, so the magnetic is along “−” direction. This is explicitly shown in Fig. S4. The difference between the
FIG. S4. The domain wall configurations corresponding to various quasi-2 entropy, (a) $S_R^{(2)}$, (b) $S_{E'B'}^{(2)}$, and (c,d) $S_{E'B'R}^{(2)}$ before and after the pinning transition. The + and − indicates ($\phi_1 > 0, \phi_2 = 0$) and ($\phi_1 = 0, \phi_2 > 0$), respectively. The orange dashed line is the boundary of the region with magnetic field, i.e., $T < t < T + T_h$. The ± sign in the circle indicates the direction of the magnetic field. Note that there is also a pinning transition in $S_{E'B'}^{(2)}$, but we only show the configuration before the transition for simplicity.

The above equation determines the erasure error threshold $e_c$ in the presence of the record loss,

$$hT_h(1 - e_c) = 2\sigma(1 - e_c - \eta).$$  \hfill (S50)

If the measurement rate is zero, and so is the record loss error, i.e., $h = 0$, we have reproduced the result of decoupling theorem. Equivalently, if the erasing part is fixed, it is precisely the pinning transition at $h^* = \frac{2\sigma}{T_h} \frac{1 - e_c - \eta}{1 - e}$. 

It is worth noting that there is also a similar pinning transition in $S_{E'B'}^{(2)}$. So including pinning transitions in both $S_{E'B'R}^{(2)}$ and $S_{E'B'}^{(2)}$, the mutual information reads

$$I^{(2)}(R; E'B') = \begin{cases} 0 & h < h^* \\ N[2\sigma(\eta + e - 1) + hT_h(1 - e)]L & h^* < h < h^{**} \\ 2N\sigma\eta L & h^{**} < h \end{cases},$$ \hfill (S51)

where $h^{**} = \frac{2\sigma}{T_h} \frac{1 - e_c - \eta}{1 - e}$ is from the pinning transition of $S_{E'B'}^{(2)}$. Thus from the domain wall picture of quasi-2 entropy, we have obtained the prediction of error threshold in the Hayden-Proskil protocol in the presence of record-loss error.