Abstract

To maintain stability yet retain the flexibility to adapt to changing circumstances, social systems must strike a balance between the maintenance of a shared reality and the survival of minority opinion. A computational model is presented that investigates the interplay of two basic, oppositional social processes—conformity and anticonformity—in promoting the emergence of this balance. Computer simulations employing a cellular automata platform tested hypotheses concerning the survival of minority opinion and the maintenance of system stability for different proportions of anticonformity. Results revealed that a relatively small proportion of anticonformists facilitated the survival of a minority opinion held by a larger number of conformists who would otherwise succumb to pressures for social consensus. Beyond a critical threshold, however, increased proportions of anticonformists undermined social stability. Understanding the adaptive benefits of balanced oppositional forces has implications for optimal functioning in psychological and social processes in general.
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Introduction

1. What basic social processes are necessary for a social system to maintain stability, yet retain the flexibility to adapt to changing circumstances? A shared reality reflecting the convergence of values, opinions, norms, and knowledge is clearly essential for social harmony and coordinated collective action (Festinger 1950; Steiner 1972). Such uniformity, however, can hinder long-term adaptation. Diversity of opinion among members of a social system—whether an ad hoc group or a society—is essential to correct collective decisions that prove counter-productive (Janis 1972), to decrease collective error (Page 2007), and to generate new courses of action in response to changing circumstances and information (Page 2008).

1.2 Research relevant to this issue has typically stressed the importance of a confident and consistent minority group (e.g., Moscovici & Nemeth 1974; Nowak, Szamrej, and Latané 1990) developed a computational model that demonstrated how a minority group gains such strength and can resist the influence of the majority. In their model, a small number of highly influential agents act as anchors for minority opinion clusters, enabling neighboring conformists to hold the minority opinion they would otherwise relinquish. Minorities survive, in other words, because of the same conformity pressures that promote convergence on a majority position. The present research investigated whether there is another viable mechanism by which minority opinion can survive, and do so without the support of highly influential agents. In particular, rather than assuming that all individuals display conformity, we investigated the fate of minority opinion when some individuals without above-average influence behave in opposition to group pressure.

1.3 Despite the propensity for groups to converge on a shared reality (Asch 1956; Deutsch & Gerard 1955; Festinger et al. 1950; Latané 1981; Myers & Lamm 1976; Schachter 1951), people sometimes display an opposing tendency to act against prevailing group norms and sentiments for the sake of being different (Imhoff & Erb 2009; Leonardielli et al. 2010; Maslach et al. 1985; Nail et al. 2000; Nowak et al. 2013a). To be sure, the anticonformity tendency is suppressed in certain group contexts such as groupthink (Janis 1972) and deindividuation (Zimbardo 1969). But even in settings stacked in favor of conformity tendencies, some individuals resist pressures for uniformity and instead express judgments and opinions that conflict with the prevailing group position (Imhoff & Erb 2009). This tendency, moreover, is often judged to be socially desirable despite its potentially disruptive effects (Dar-Nimrod et al. 2012).

1.4 Individuals who consistently oppose group norms on all matters are no doubt rare, but one can envision individuals who are not satisfied with being like everyone else on a particular issue. Such individuals may seem like inconsequential outliers in a sea of conformity, but a dynamical framework reminds us that even a small subset of individuals can have a disproportionately large effect on group processes (Nowak & Vallacher 1998b). Although the benefits of anticonformity for group decision making (e.g., playing the devil’s advocate) are sometimes recognized and encouraged (Nemeth et al. 2001), the role of anticonformity in global minority opinion dynamics has yet to be established. The present research thus explored whether individuals engaging in an oppositional behavior strategy (i.e., anticonformity), but with average amounts of social power, could serve an anchoring function similar to influential individuals.

1.5 The inclusion of both conformity and anticonformity tendencies in a social system may bring optimal distinctiveness theory (ODT) to mind for some readers (Brewer 1991; Leonardielli et al. 2010). ODT proposes that people have competing needs for belonging and uniqueness that can both be met by identifying with a social group that is optimally distinct. An optimally distinct group is one that is large enough to be inclusive, but small enough that it stands apart from others and thus creates a between-group distinctiveness. Though this theory is applicable to the means through which individuals satisfy competing internal needs through their identification with social groups, it does not address the dynamics of opinion diversity within groups. ODT, moreover, was not developed to capture the disproportionately large group-level effects of a small amount of individual-level oppositional dynamics. This difference between the two approaches can also be seen in how they are computationally implemented (Smaldino et al. 2012). Thus, the present article is applicable to within-group opinion dynamics that are complementary to, but distinct from, the social identity processes described by ODT.

Computational Modeling

1.6 In psychological experiments, researchers attempt to establish causality by controlling as much of the situation as possible and demonstrating that manipulations of specific variables result in a given behavior (e.g., an individual conforming to a group norm). In a computational model, agents are programmed...
with different configurations of these tendencies (e.g., conformity or anticonformity) to explore the unpredictable group dynamics that emerge from their interactions. Psychological experiments are important for establishing causality in understanding the behavior of individuals, but computational models are often necessary to explore the nonlinear, group-level implications of such behaviors among interdependent social actors exerting reciprocal influence on one another (acting simultaneously as both social influence sources and targets). Computational modeling offers levels of precision, control, and replicability in studying such emergent group phenomena that are not possible in experimental research (Epstein 2006; Nowak et al. 1990; Nowak & Vallacher 1998b; Tanford & Penrod 1984). Moreover, without the aid of computational models, the human mind is poor at predicting the nonlinear group-level dynamics that emerge from interactions between individuals (Nowak et al. 2013b).

1.7 Models are necessarily simplifications of the target system. This can be misunderstood as a weakness of computational modeling to be rectified by designing the model in as realistic a manner as is possible. Such desires are compounded by the allure of big data that promises to capture everything down to the minutiae of human behavior. But one of the key insights in complexity science is that complex, realistic group-level phenomena that emerge from interdependent agents can be generated by simple individual-level behavioral rules. Thus, the goal of much computational modeling is not to reproduce a system in its messy entirety, but to develop minimalist theoretical accounts of the core individual-level mechanisms that drive the complex group phenomena of interest (Nowak 2004). Just as psychological experiments often sacrifice realism for experimental control, so do computational models sacrifice realism for theory development.

Computational Models of Social Influence

1.8 Computational models of social influence are primarily found in the statistical physics literature (Nyczka & Sznaid-Veron 2013; see, also, models of opinion dynamics, e.g., Hegselmann & Krause 2002), and most focus either on conformity-like behavior to the exclusion of anticonformity (e.g., voter, majority, and Sznaid models), or on anticonformity to the exclusion of conformity (Regnault et al. 2009). A few models do include both conformity and anticonformity (e.g., Galam 2004; Lama et al. 2005; Nyczka et al. 2012), but they differ from the present model in their objective and computational implementation. In terms of research aims, none of the models focus on the potential of a small number of anticonformists to enable opinion diversity among a larger number of conformists.

1.9 In terms of computational design, all of the models lack a spatial dimension (i.e., each agent had an equal probability of interacting with any other agent in a given step). Social influence, however, is embedded in a spatial environment (Marset al. 2009) in which social space limits interactions to proximal neighbors in the social structure. Overlapping neighborhoods of social interaction then collectively generate macro-level social patterns (Hegselmann & Flach 1998). Within the social structure, the potential for local and macro phenomena is lost, thus changing the potential dynamics of the model itself (see, e.g., Smaldino et al. 2012). This constitutes a rather strong barrier to the integration of past models with social psychological research and it stands as our computational model's point of departure.

1.10 Using a spatial cellular automata platform, the aim of the research was to investigate the fate of a spatially situated minority opinion as a function of the proportion of anticonformists in the population and the initial distribution of minority opinion. Of particular interest were the emergent effects that a small number of anticonformists had on the social system as a whole, above and beyond the changes that are in their own opinion. The simulations tested whether there was an optimal level of anticonformity in a social system: too little anticonformity was hypothesized to leave minority opinion vulnerable to collapse, whereas too much anticonformity was hypothesized to promote heightened and disruptive volatility, undermining the stability necessary to achieve a shared reality and act in a coordinated collective fashion. In the model, anticonformity is independent of opinion content when operationalized at a local level. Anticonformists, in other words, will gravitate towards the minority opinion among neighboring agents even if it is not the global/minority opinion. As such, this research does not explore the effects of a particular group of global opinion minority holders, but rather the effects on opinion diversity of an opinion-independent oppositional process.

Research Design

2.1 Cellular automata are widely used in modeling dynamical systems of interacting elements or agents, and they are especially well suited to describe the spatial patterns and reciprocal forces of social influence (see, e.g., Macrou 2012). In such models, individuals are represented as cells in a two-dimensional lattice representing a social space. The agents remain stationary in the two-dimensional social space during the model, but can change their state from one model step to the next. Each agent can be in one of a finite number of states (e.g., a small number of possible opinions) at each moment in time. Agents are programmed to act according to specific updating rules that dictate the conditions under which they will or will not change their state in the next unit of time (e.g., agents change states when a minimum number of neighboring cells are in a state different from their own). Because updating rules apply to the individual agents as opposed to the group as a whole, the group-level patterns of behavior that emerge from the local iterative interactions between agents are unpredictable and not predetermined by the behavioral rules themselves. In other words, a small change in one model parameter may have disproportionately large and unforeseeable changes on the global system via the nonlinear feedback loops linking agents. Thus, such models can offer insight into complex group-level phenomena such as evolutionary processes and interpersonal dynamics (Conway 1970; Nowak & Vallacher 1999a; Wolfram 1988).

2.2 The present OppForces (oppositional forces) model of social influence processes was designed using the freely available programming language Processing (https://processing.org/). The raw data from Experiments One and Two, R code for reproducing the figures and results, an animation of the models, and computer code for the models are publicly available online (https://osf.io/n4q9r). The model portrayed a two-opinion system in which agents display either dispositional conformist or anticonformist tendencies. Because a binary opinion was modeled, these dispositional tendencies only describe agents' responses to social influence in relation to the binary opinion over the course of a single simulation run. Thus, these dispositional tendencies pertained to a finite period of time and are not intended to describe consistent behavioral patterns for an agent across other hypothetical opinions. Dispositional conformity and anticonformity rules were used to provide a baseline of the simplest model possible, in order to explore any complex group phenomena that emerge from it.

2.3 Cellular automata represent a class of formal models that are typically studied with a synchronous update rule (e.g., Wolfram 1986), where all cells update at the same time. Such synchronous update rules produce fully deterministic results (i.e., the same initial conditions generate the same results at every repetition of the simulation). This is useful if the simulations are used to study the properties of a formal model (e.g., the Game of Life; Conway 1970) and to study exact dynamical patterns produced by various simulation rules (e.g., Wolfram 1986). Social systems, however, are never fully deterministic. When social influence from interpersonal interaction leads to change in the individuals, such changes rarely occur in the same moment for all individuals. Instead, some changes occur earlier, and others later.

2.4 The present model, therefore, uses a Monte Carlo updating procedure in which agents are updated sequentially in a random order (see, e.g., Binder 1986). Such an approach is used in other computational models of related social phenomena (see, e.g., Stauffer 2003) and yields results more representative of partially asynchronous social interactions. In addition, a practical benefit of the random updating procedure is that, when combined with multiple simulation runs, it produces robust results that do not depend on the order in which agents update. Thus, although cellular automata do not traditionally use a Monte Carlo updating procedure, it was considered important for the social processes presently under study.

2.5 The OppForces model allowed us to examine the dynamics of opinion change as a function of the local interactions between agents with different dispositional tendencies and varying initial proportions of minority opinion. Social influence was modeled using a square grid with 75 agents on a side for a total of 5,625 agents, each representing an individual fixed in space. Agents could have two states (0 or 1), representing any number of binary opinions. Such a simple setup can capture a wide range of scenarios, given that important attitudes tend to take a binary “either-or” form (Latane & Nowak 1994; Nowak & Vallacher 1998b; van der Maas et al. 2003). Agent influence was defined by a Moore neighborhood whereby each agent influenced and was influenced by the eight neighbors surrounding it. A torus topology was used in which the lattice's edges wrapped so that agents on one edge were neighbors to agents on the opposite edge.
Such representations of a basic social space have been shown to be sufficient for producing rich and complex social phenomena (e.g., MacCoun 2012; Nowak et al. 1990).

2.6 The percentage of anticonformists and the initial proportion of minority opinion served as the two primary control parameters that were systematically varied to generate different initial model configurations. Both opinions and spatial positions of anticonformists and conformists were randomly distributed upon initialization of the model. Once the values of these parameters were set for a given run, the percentage and locations of anticonformists in the model remained stable across all subsequent steps. The opinion distribution could change, however, according to agents’ conformist or anticonformist updating rules, which specified how neighboring agents mutually influenced one another's opinion. Conformists followed a local majority rule by adopting the opinion held by the majority of cells around them (i.e., the opinion held by five or more neighboring cells, including their own opinion). Conversely, anticonformists followed an oppositional influence function, adopting the opinion contrary to the local neighboring majority. When neighboring cells were equally split between the two opinions (i.e., four neighboring cells holding each opinion), conformists retained their current state because the inclusion of their own state would put them in the local numerical majority. Anticonformists, however, changed their opinion when surrounded by four neighbors of the same opinion because, including themselves, this amounted to being in a local majority of five individuals.

Experiment One

Method

3.1 This computational experiment examined the survival of a minority opinion in the presence of different percentages of anticonformists and different levels of initial minority opinion support. Simulations were run with 0%, 5%, 10%, and 15% anticonformists present. The initial opinion distribution varied from 100:0, representing a single opinion shared by everyone, to a 70:30 majority-minority initial distribution amongst all agents. The model was run 100 times at each control parameter configuration in order to observe stable effects suitable for analysis. Each of these individual replications entailed running the model through 100 Monte Carlo steps in order to allow the social influence effects to play out, although with these parameters the minority opinion clusters typically stabilized or died out within 10 to 20 steps. During each step in this Monte Carlo updating procedure, agents were chosen at random, and the agents’ updating rules were applied (either conformity or anticonformity). For each Monte Carlo step, 5,625 agents (the number of agents in the simulation) were chosen at random and updated. Given the random selection of agents, it was possible for the same agent to be selected multiple times for updating, leading to only a subset of the agent population having the chance to update in a given step. The steps in the model represent the passing of time, but the timeframe represented by this model is purposefully nonspecific (i.e., an entire simulation may represent the course of hours, days, etc.), given that the social processes under examination can unfold at different rates but are qualitatively similar in nature.

3.2 Diversity of opinion was measured in terms of conformist minority opinion survival. This was calculated as the percentage of the 100 replications at a given set of starting parameters in which the minority opinion was held by some number of conformists in the last Monte Carlo step.

Results

3.3 Figure 1 shows the survival rates of conformist minority opinion as a function of initial opinion distributions and the percentage of anticonformists. The influence of anticonformists should be measured against the model containing all conformists (0% anticonformists) because this is essentially a traditional majority influence model of conformity. In the presence of all conformists, the simulations showed that it takes a substantial minority population to withstand the majority influence. Simulations beginning with 20% or fewer individuals initially holding minority opinions resulted in survival of conformist minority opinion less than 5% of the time when no anticonformists were present. A 25% initial minority opinion or more was necessary for conformist opinion diversity to persist more than 5% of the time (e.g., with a 25% initial minority opinion, the minority opinion survived in 40% of the simulations).
The addition of anticonformists yielded two important results. First, when the initial minority opinion was less than 30%, a conformist minority opinion was more likely to survive with anticonformists than without (see Figure 1). For example, with a 20% initial minority opinion, the minority had only a 4% chance of survival when only conformists were present but a 66% chance of survival when just 5% of the population was anticonformists. Second, an increased percentage of anticonformists in the population decreased the minimum threshold for a minority opinion at which a diversity of opinion would survive. For example, although a conformist minority opinion never persisted with an initial minority opinion of 10% in the absence of anticonformists, it persisted 19% of the time when 5% of the population consisted of anticonformists.

4.1 The simulations in Experiment One reached stable equilibria at which all agents were content to retain their current opinion (i.e., all conformists were in the local majority, and all anticonformists were in the local minority). These equilibria were attained because all agents followed their conformity/anticonformity rules precisely. Behavior in real-world settings, however, is influenced by numerous factors, some known (e.g., individual differences in personality) and others unknown (subtle situational forces). The influence of these factors is addressed in experimental research through random participant selection and group assignment, wherein the noise from other factors affects participants’ behavior, but in a similar way for all experimental groups. In computational models, the analogue of controlling for random effects is the introduction of noise. Noise causes agents to err slightly in the implementation of their rules, thus introducing random influence that is independent of whether or not the agent is a conformist or anticonformist. Such random influence makes it possible to test the stability of a model equilibrium, assessing whether minority opinion clusters are strong enough to withstand the sorts of random factors found in the real world.

**Method**

4.2 Random influence, as controlled by a noise parameter, caused agents to err in their count of the neighboring majority opinion by adding a positive or negative value from a uniform random distribution bounded by [-2, 2] to their counts of the neighboring opinions. Otherwise, Experiment Two employed the same grid size (75 × 75) and the same conformist and anticonformist updating rules as employed in the first experiment. The percentage of anticonformists were varied at smaller intervals than in the first experiment—from 0 to 50%, increasing in 1% intervals—in order to explore changes that might occur in system-wide patterns due to small changes in the percentage of anticonformists in the context of noise. Instead of varying the initial opinion distribution, as was done in Experiment One, it was set to a 45:55 initial opinion distribution. This distribution maximized the minority opinion’s likelihood of survival in the unfavorable noise conditions, while still maintaining a clear minority and majority opinion from the start. This level of initial support was kept constant in order to focus on the effects of the different anticonformist-to-conformist ratios on group dynamics. At every anticonformist-to-conformist ratio, 100 repetitions were again run in order to observe stable effects. Within each of these repetitions, a given simulation was run through 2000 Monte Carlo steps because the added noise increased the amount of time needed for stabilization to occur. This contrasts with the 100 steps used in Experiment One, when stabilization occurred more quickly in the absence of noise.

4.3 The same conformist minority opinion survival rate used in Experiment One was again used to calculate the percentage of the time that some number of conformists remained holding the minority opinion. Two additional dependent measures were used in Experiment Two. The amount of opinion diversity was measured by the amount of conformist minority opinion, which was computed as the percentage of conformists holding the minority opinion at the final step of each simulation. Anticonformists were not included in this calculation because this research focused on the effects of anticonformists on minority groups made up primarily of conformists. Moreover, anticonformists will always hold the minority opinion when surrounded by the majority opinion, thus making them a poor indicator of the general system-wide diversity of opinion. In addition, system volatility was measured as an indicator of general system dynamics and was operationalized as the percentage of agents (of those updated in the Monte Carlo procedure) that changed their opinion in the final step of the model. Anticonformists were included in this calculation because their changes in opinion would contribute to the overall volatility of the social system at a given point in time.

**Results**

4.4 As in Experiment One, the model containing all conformists offered an appropriate baseline against which to compare the effects of anticonformists. Figure 2 shows the probability of a conformist minority opinion surviving when between 0 and 10% anticonformists were present. When only conformists were present, this model converged to a single opinion in every simulation. However, with the addition of even 1% anticonformists, the conformist minority opinion survived 5% of the time. When the proportion of anticonformists exceeded 5%, conformist minority opinion survived in every simulation.
Next, the relationship between the number of anticonformists present and the amount of conformist minority opinion was examined. As illustrated in Figure 3, minority opinion held by conformists increased as the percentage of anticonformists increased. Figure 3 also shows the system volatility at different anticonformist-to-conformist ratios. There is a clear trend toward instability as the number of anticonformists increases. At 30% anticonformists, for example, an average of 15% of the agents changed their opinions in the final step, compared with an average of .5% of the agents changing their opinion in the final step when only 5% anticonformists were present.
4.6 The visualization in Figure 4 provides an example of the opinion clusters that emerged from these oppositional dynamics. This is a typical social space resulting from a population with 5% anticonformists at the last (2000th) step in a simulation. Blue circles represent conformists and green circles represent anticonformists. The red and white cell colors represent the two possible opinions. Note that although minority clusters are made up primarily of conformists, several anticonformists often occupy the edges of the clusters. These anticonformists were observed to serve as anchors over the life of the simulation, protecting the borders from inward collapse due to influence from the surrounding majority (Experiments One and Two) and from the disruptive effects of random variation due to noise (Experiment Two).
5.1 In the context of a disruptive noise, even the addition of 1% anticonformists increased the likelihood that a conformist minority opinion would survive, while more than 5% anticonformists virtually guaranteed that the minority opinion would survive until the last step of the simulation. The findings thus support the hypothesis that oppositional dynamics produced by a small number of anticonformists increase the resilience of a minority opinion held by a larger number of conformists, thereby facilitating a system’s long-term diversity of opinion. This suggests that anticonformists may prevent the shrinking of minority cluster edges in a manner similar to that provided by socially influential agents (Nowak et al. 1990). Thus, this research offers a route to opinion diversity that is obtainable without highly influential minority opinion holders. A subset of agents engaged in oppositional anticonformity behavior appears to enable conformists to hold a minority opinion amidst the pressures of social influence that would otherwise make them untenable.

5.2 In the context of this finding, it should be noted that the OppForces model differs from recent analytic studies of opinion dynamics amidst conformity and anticonformity (e.g., Altafini 2013; Büchel et al. 2013; Cao et al. 2012; Eger 2013; see also Degroot 1974). These studies take different approaches (e.g., operationalizing conformity/anticonformity and opinions as continuous variables; e.g., Eger 2013) that sometimes yield different results (e.g., convergence on a single consensus opinion in the presence of both conformists and anticonformists; Cao et al. 2012). An important distinction between these and the present OppForces model is the implementation of conformity and anticonformity behaviors. While the conformists/anticonformists in the OppForces model adopted the local majority/minority opinion, the conformists/anticonformists in the analytic approaches move towards or away from the arithmetic average of the relevant local agents. These different conformity/anticonformity rules, in addition to differences from using a continuous opinion parameter (see Hegselmann & Flache 1998), may account for many of the divergent findings.

5.3 The use of an arithmetic average also implicitly tests a different theory of behavior. The calculation of an average opinion would be cognitively demanding and even impossible in some circumstances (e.g., with opinions that cannot be quantified). The OppForces model, however, intentionally uses a simple conformity/anticonformity strategy because noticing a local majority/minority opinion and adopting it can be done quickly, and even outside of conscious awareness (see Cialdini & Goldstein 2004). Thus, these different approaches and findings likely generalize to different types of behaviors and opinion dynamics. This emphasizes the sensitivity of these methods to their computational or analytic implementations, while also highlighting the flexibility of such methods for testing different theory-driven operationalizations of processes under study.

5.4 Returning to general findings from the OppForces model, although a low percentage of anticonformists enhanced the resilience of the conformist minority opinion, Experiment Two also demonstrated the destabilizing effects that can result from a high percentage of anticonformists. Figure 3 suggests that between 5 and 10% anticonformists was an optimal range in the present research—it allowed for the emergence of a resilient conformist-held minority opinion without leading to the increased volatility from frequent opinion changes that was observed with higher anticonformist percentages. Although diversity of opinion is desirable for purposes of long-term adaptation, system stability is also important for a system to thrive. Thus, a system might become undesirable by virtue of
instability if the amount of oppositional dynamics exceeds a threshold.

5.5 Accordingly, an important goal for future research is to explore the optimal range of oppositional dynamics in real social systems. The specific values observed in this research—such as the 5% threshold of anticonformists beyond which the survival of a conformist minority opinion was virtually guaranteed and the 5-10% range of anticonformists that created optimal levels of both diversity and stability—offer initial estimates for the corresponding real-world values, but it remains for archival and experimental research to determine what these numbers, thresholds, and ranges are in actual social systems.

Limitations and Future Directions

5.6 The OppForces model is heuristic in its intentionally simplistic use of dichotomous opinions, constant conformist or anticonformist updating rules, and artificial grid-like social structure. And yet, the model was integrative in that it married the two competing social processes of conformity and anticonformity, producing complex group dynamics in hypothetical social systems. Thus, although the model's simple structure is a limitation in terms of its direct comparability with real-world social processes, the results from this model exemplify the strengths of a dynamical minimalism approach in which a small number of simple behaviors are able to generate a complex, informative, and theoretically meaningful pattern of group phenomena (Nowak 2004).

5.7 Future research employing the OppForces model should increase the correspondence between system parameters and the relevant individual and social factors discussed in social psychological research. It might, for example, increase the complexity of the agents' updating rules (e.g., incorporate behavior independent of social influence; Nail et al. 2000; Nyczka & Sznajd-Weron 2013; Packer et al. 2014) and introduce more dynamic rules for whether or not an agent engages in conformist or anticonformist behavior (e.g., set thresholds at which agents switch from one behavior pattern to another).

5.8 Future models could also use social network structures that are more realistic than nearest neighbor interactions (Sobkowicz 2009; Westaby et al. 2014). In addition, the present model allowed for only two possible opinions, thus constraining the operationalization of diversity to its most basic form: the survival of both opinions. Future computational models should be designed in a way that allows for the existence of a wider array of possible opinions and the potential for new opinions to emerge through social interactions. Finally, all of these models can and should be designed in conjunction with other empirical methods so that insights from each can inform the other.

Implications

5.9 Oppositional behavioral processes introduce interesting phenomena into the discussion of social adaptation and stability. Anticonformity is a unique social mechanism in its ability to affect group dynamics without requiring high social power or capital. A moderate amount of oppositional dynamics (via anticonformity) introduces the potential for a resilient diversity and the adaptive potential that such diversity affords. In excess, however, oppositional dynamics can promote heightened volatility that can destabilize a social system and undermine its shared reality. The issue, then, is not whether or not oppositional dynamics are adaptive for a social system, but rather what is their optimal level. More specifically, where is the point of balance at which the tradeoff between flexibility and stability is optimal for a group? In the often unstable world in which we find ourselves, this question merits additional computational and empirical attention.

5.10 Beyond its implications for the functioning of social systems, the present research highlights the importance of process over content. It was not only individuals with different opinions who made social dynamics more adaptive, but individuals with a particular orientation (anticonformity) that acted in opposition to the prevailing strategy (conformity). The underlying notion that oppositional convergent and divergent dynamics facilitate adaptive functioning scales to different levels of social reality. It can be seen, for example, in cognition ( Förster & Dannenberg 2010; Guilford 1950; Piaget 1952; Schroder & Harvey 1963), self-concept (Csikszentmihalyi 1993), self-development (Imamoglu 1998), and group membership (Brewer 1991)—not to mention its importance in systems studied in the natural sciences (Camazine et al. 2001). The goal of the present research is not simply to add social dynamics to this list, but to encourage empirical consideration of the ways in which this convergent-divergent oppositional framework might capture important aspects of dynamics in and across different levels of human experience.
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