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ABSTRACT. We study two non-local variational problems that are characterized by the presence of a Riesz-like repulsive term that competes with an attractive term. The first functional is defined on the subsets of $\mathbb{R}^N$ and has the fractional perimeter $\mathcal{P}_s$ as attractive term. The second functional instead is defined on $L^1(\mathbb{R}^N; [0, 1])$ and contains an attractive term of positive-power-type. For both of the functionals we prove that balls are the unique minimizers in the appropriate volume constraint range, generalizing the results already present in the literature for more specific energies.

INTRODUCTION

In this note we deal with two constrained minimization problems, each of them written as sum of an attractive term and a repulsive term. The functionals that we want to minimize are $\mathcal{F}_\gamma : B(\mathbb{R}^N) \to [0, +\infty]$ and $\mathcal{G} : K \to [0, +\infty]$, and are defined as

$$\mathcal{F}_\gamma(E) := \mathcal{P}_s(E) + \gamma \int_E \int_E g(x - y)dx dy \quad \forall E \in B(\mathbb{R}^N),$$

$$\mathcal{G}(h) := \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (|x - y|^n + g(x - y)) h(x)h(y)dxdy \quad \forall h \in K,$$

where $K := L^1(\mathbb{R}^N; [0, 1])$ and $B(\mathbb{R}^N)$ is the Borel $\sigma$-algebra on $\mathbb{R}^N$. In those definitions $\mathcal{P}_s(E)$ denotes the fractional $s$-perimeter for some fixed $s \in (0, 1)$, $\alpha > 0$ is a constant, $\gamma > 0$ is the coupling parameter between the attractive and the repulsive term and $g : \mathbb{R}^N \setminus \{0\} \to [0, +\infty)$ is an interaction kernel whose properties will be specified later.

Of course, the minimization of those functionals is trivial if we do not put any constraint, so we rewrite the minimization problems respectively as

$$\min \{ \mathcal{F}_\gamma(E) : E \in B(\mathbb{R}^N), |E| = \omega_N \}, \quad (F)$$

$$\min \{ \mathcal{G}(h) : h \in K, \|h\|_1 = m \}, \quad (G)$$

where $\gamma > 0$ and $m > 0$ are two parameters. Our final aim is to study the behaviour of the minimizers of those problems when $\gamma \ll 1$ and $m \gg 1$. One notices that, even though the parameters $m$ and $\gamma$ play a similar role in those problems, they are technically different if $g$ is non-homogeneous (that is the case we are interested in). In the first problem we vary the coupling parameter, and not the total mass, because our arguments do not apply well to this second case. This is a technical issue, and probably it can be solved imposing some mild growth condition on $g$. Of course, these two approaches are completely equivalent if $g$ is homogeneous, since the volume constraint can be fixed to be $\omega_N$ up to rescaling the sets.

The general aim of this note is to prove some results similar to those already present in the literature for more specific functionals. What connects these two problems is a common technique: the competing terms enjoy some quantitative stability inequalities, and we combine them to obtain the rigidity results for the minimizers in some parameters ranges.

The first section introduces the notation and some preliminary results that ease some computations. We gather here those quantities that play a significant role in both of the problems (with minor differences), while the more specific ones are presented in the successive sections.

In the second section we focus on the “perimeter problem”, that is already studied in [13, 14, 3, 9] with the standard perimeter in place of $\mathcal{P}_s$ and a negative power as function $g$. The problem with the fractional perimeter was studied in [8], where the negative power varies in the largest possible range. We make use of many tools developed in this last article to handle the term involving
The two more recent papers [17, 4] instead treat the problem \((F)\) without assuming \(g\) to be homogeneous. In this paper we apply some results contained in [4], combined with a strong version of the quantitative isoperimetric inequality present in [8], to prove the following theorem:

**Theorem A.** Let \(s \in (0, 1)\) and let \(g : \mathbb{R}^N \setminus \{0\} \to [0, +\infty)\) be a function satisfying (H). There exists \(\gamma_0(s, g) > 0\) such that, if \(\gamma < \gamma_0\), then any minimizer \(E_\gamma\) of \(F_\gamma\) with volume \(\omega_N\) coincides with a ball of radius 1.

We point out that other generalizations are being studied, and they concern both of the terms of \(F_\gamma\). For example in [1] the authors establish some existence and regularity result for the minimizers of a functional containing a weighted perimeter (but a repulsive term of negative-power type). Moreover, if the weight is a monomial function, they also recover that the balls are the unique minimizers in the reasonable volume regime (that is, where the attractive term should heuristically be stronger than the repulsive one). Another example is Pegon’s article [18], where the author treats the problem with the standard perimeter and a radial and globally integrable repulsive kernel. The global integrability assumption allows Pegon to rewrite the minimization problem as the difference between the perimeter and a generalized non-local perimeter.

The third section is devoted to the problem \((G)\), where we show how the proofs present in [10] can be modified to work with a quite generic function \(g\). Here we need to impose an additional assumption on \(g\), which is very close to the setting in which Frank and Lieb assert that their theorems could be generalized. Indeed, they also include a non-homogeneous attractive term in their generalization, but we preferred to deal only with the other one because it is more similar to the problem \((F)\). In the end we are able to prove the following theorem, that is analogous to Theorem A, where we show that the attractive term completely overwhelms the repulsive one if the volume constraint is big enough:

**Theorem B.** Let \(\alpha > 0\) and let \(g : \mathbb{R}^N \setminus \{0\} \to [0, +\infty)\) be a function satisfying (I). There exists a threshold \(m_0 = m_0(\alpha, g, N) > 0\) such that the only minimizers for \(G\) with “volume” constraint \(m > m_0\) are the characteristic function of balls.

We point out that this kind of problems can be posed also in the measure setting (instead of \(L^1(\mathbb{R}^N; [0, 1])\)) and one can impose a generic mass constraint (i.e. not necessarily large), and in this more general situation many different phenomena can appear. They are studied for example in [2] and [5], where even local minimizers are considered (with respect to a certain Wasserstein distance). Many numerical experiments have been performed, which give an idea of the complex situation that arises from this relatively simple functional. We also highlight that in [5] the restrictions on the interaction kernel allow the authors to answer some regularity questions by means of the obstacle problem theory, while we work essentially by hands, and this permits us to consider a quite generic function \(g\).

**Acknowledgements.** The content of this paper is part of the Master Thesis of the author, who is very grateful to Aldo Pratelli for his supervision and his guidance during the development of this project.

### 1. Notation and preliminary results

We will denote respectively by \(B, B(x, r), B[m] \subset \mathbb{R}^N\) the unitary ball centered in the origin, the ball of radius \(r\) centered in \(x\) and the ball centered in 0 with \(|B[m]| = m\). Also, if \(t > 0\) and \(x \in \mathbb{R}^d\), we denote the \(t\)-dimensional cube centered in \(x\) with sides of length \(2t\) as

\[
Q_d(x, t) := \{y \in \mathbb{R}^d : |x_i - y_i| \leq t \forall i = 1, \ldots, d\}.
\]

Given any function \(f : \mathbb{R}^N \to \mathbb{R}\) and a parameter \(t > 0\), we define the dilated function \(f[t](x) := f(x/t)\), so that \(\int f[t](x)dx = t^N \int f(x)dx\).

**Hypotheses on \(g\).** Here we gather the hypotheses that our setting requires. The first one contains the most general assumptions, which will be almost always supposed to hold, while the second one will be used only in section 3. We suppose to have \(g : \mathbb{R}^N \setminus \{0\} \to [0, +\infty)\) such that
Therefore, the hypotheses in (H) we will often denote with the same letter or expression a constant that changes from a line to the one
where
It is not hard to see that the local integrability is necessary in order to ensure that \( F_\gamma \) (respectively \( G \)) is finite on \( B(x, r) \) for every \( r > 0 \) (respectively on the characteristic function of \( B(x, r) \)). Therefore, the hypotheses in (H) are very mild, while those in (I) are there primarily to have some good regularity property for the potential that is defined in (1).
Since we will frequently integrate \( g \) onto sets, we define the repulsive potential generated by a generic set \( E \subset \mathbb{R}^N \) and its own repulsive energy respectively by

\[
v_E(x) := \int_E g(x-y)dy, \quad \mathcal{R}(E) := \int_E \int_E g(x-y)dxdy. \tag{1}
\]

If instead we consider a function \( h \in L^1 \cap L^\infty \), we denote by \( v_h \) and \( \mathcal{R}(h) \) respectively the potential generated by \( h \) and its own interaction energy, and they are defined with formulas analogous to (1).
When we consider the problem (G), we also denote the attractive part of \( G(h) \) by \( I_\alpha(h) \), where \( \alpha > 0 \) is a fixed parameter. Sometimes we will also compute the interaction between different sets or functions, which we denote by

\[
\mathcal{R}(E_1, E_2) = \int_{E_1} \int_{E_2} g(x-y)dxdy,
\]

\[
I_\alpha(h_1, h_2) = \iint |x-y|^\alpha h_1(x)h_2(y)dxdy, \quad \mathcal{R}(h_1, h_2) = \iint g(x-y)h_1(x)h_2(y)dxdy,
\]

where \( E_1, E_2 \subset \mathbb{R}^N \) are sets with finite volume and \( h_1, h_2 \in L^1 \cap L^\infty \) are functions with bounded support (but we do not suppose that they are non-negative). Similarly, \( G(h_1, h_2) \) denotes the full interaction energy between \( h_1 \) and \( h_2 \). Moreover, it will be useful to express in a compact way the repulsive potential of a ball computed at a certain distance from the origin (in the case of \( g \) radial). To this end, we define the function

\[
\psi(R, r) := \int_{B(0, R)} g(re_1 - y)dy. \tag{2}
\]

For the second problem, it is also useful to give a name to the functions representing the attractive potential of a unitary ball and the full potential that is produced by a ball of volume \( m \). Namely, given \( m > 0 \), we define the functions

\[
\varphi(r) := \int_B |re_1 - y|^\alpha dy, \quad \Phi_m(r) := \int_{B[m]} (|re_1 - y|^\alpha + g(re_1 - z)) dy
\]

for all \( r \geq 0 \).
In isoperimetric problems it is very important to deal with the asymmetry of a set \( E \), that we denote by \( A(E) \) and that is defined as

\[
A(E) := \inf_{x \in \mathbb{R}^N} \frac{|E\Delta(x + B[m])|}{m} \quad \text{where} \ m = |E|.
\]

One can easily see that the inf is attained using a compactness argument. There exists also an analogous quantity defined for functions \( h \in \mathcal{K} \):

\[
A(h) := \inf \left\{ \frac{\|h - \chi_{x+B[m]}\|_1}{m} : x \in \mathbb{R}^N \right\} \quad \text{where} \ m = \|h\|_1,
\]

and again the inf is attained. Of course this quantity makes sense also for \( h \in L^1 \), but it is significant only for \( h \) positive and bounded.
Many times during our computations we will not track down the precise constants appearing, and we will often denote with the same letter or expression a constant that changes from a line to the
other. This is done in order to keep the formulas shorter, and it is also justified by the fact that many of those constants are probably not sharp, as it is also pointed out in [10, Remarks 2].

**Lemma 1.1.** Let \( g : \mathbb{R}^N \setminus \{0\} \to [0, +\infty) \) be a function satisfying (H). If \( h_1, h_2 \in \mathcal{K} \) are two functions with \( \max\{\|h_1\|_1, \|h_2\|_1\} \leq \tilde{m} < +\infty \), then

\[
|\mathcal{R}(h_1) - \mathcal{R}(h_2)| \leq C(g, \tilde{m}) \|h_1 - h_2\|_1.
\]

Moreover, if \( \|h\|_1 \geq \omega_N \), then \( v_h \leq C(g) \|h\|_1 \) everywhere.

**Proof.** It is very easy to see that the function \( x \mapsto \int g(x - y)h(y)dy \) is bounded, and more precisely there exists a constant \( C_1(g, \|h\|_1) < +\infty \) that controls its \( L^\infty \) norm:

\[
v_h(x) = \int g(x - y)h(y)dy = \int_{B(x, R_g)} g(x - y)h(y)dy + \int_{\mathbb{R}^N \setminus B(x, R_g)} g(x - y)h(y)dy \\
\leq \int_{B(x, R_g)} g(x - y)dy + \int_{\mathbb{R}^N \setminus B(x, R_g)} g(x - y)h(y)dy \\
\leq \int_{B(0, R_g)} g(y)dy + \|h\|_1 \sup \{g(x) : |x| > R_g\} =: C_1(g, \|h\|_1),
\]

where we used that \( g \) is locally integrable and it is bounded outside \( B(0, R_g) \). Notice also that \( C_1(g, m) \) is increasing as a function of \( m \).

Then the statement follows immediately from the “linearity” of \( \mathcal{R}(h_1, h_2) \) in both of the arguments, separating the contributions of \( (h_1 - h_2) \land 0, (h_2 - h_1) \land 0 \) and \( h_1 \land h_2 \):

\[
|\mathcal{R}(h_1) - \mathcal{R}(h_2)| = |\mathcal{R}((h_1 - h_2) \land 0) + 2\mathcal{R}((h_1 - h_2) \land 0, h_1 \land h_2) + \mathcal{R}(h_1 \land h_2) - \mathcal{R}(h_2 \land h_1)| \\
\leq |\mathcal{R}((h_1 - h_2) \land 0) + 2\mathcal{R}((h_1 - h_2) \land 0, h_1 \land h_2) - \mathcal{R}(h_1 \land h_2)| \\
+ |\mathcal{R}((h_2 - h_1) \land 0) + 2\mathcal{R}((h_2 - h_1) \land 0, h_1 \land h_2)|.
\]

We bound only the first term in the last expression, since the second one is analogous:

\[
\mathcal{R}((h_1 - h_2) \land 0) + 2\mathcal{R}((h_1 - h_2) \land 0, h_1 \land h_2) \\
= \int \int g(x - y)\left[|h_1(y) - h_2(y)| \land 0 + 2|h_1(y) \land h_2(y)|\right](h_1(x) - h_2(x)) \land 0)dydx \\
\leq \int 3v_{h_1}(x)(h_1(x) - h_2(x)) \land 0)dx \\
\leq 3C_1(g, \tilde{m}) \|h_1 - h_2\|_1.
\]

With this we proved the first bound, and now we easily obtain the second one dividing the integral as we did in (4) and using the local integrability of \( g \):

\[
v_h(x) = \int g(x - y)h(y)dy = \int_{B(x, R_g)} g(x - y)h(y)dy + \int_{\mathbb{R}^N \setminus B(x, R_g)} g(x - y)h(y)dy \\
\leq \int_{B(0, R_g)} g(y)dy + \|h\|_1 \sup \{g(x) : |x| > R_g\} \\
\leq C(g)\frac{\|h\|_1}{\omega_N} + \|h\|_1 \sup \{g(x) : |x| > R_g\} = C(g) \|h\|_1.
\]

\( \square \)

**Remark 1.2.** One can specialize the previous statement to \( h_2 = \chi_{B[m]} \) with \( m = \|h_1\|_1 \) to obtain on the right hand side the asymmetry (since the left hand side is translation invariant).
2. Fractional perimeter as attractive term

We firstly recall the definitions of fractional perimeter and fractional Sobolev norm, together with some other important classes of sets that we will make use of. Successively we present the results that we are going to use and that have been already developed in [8, 4].

**Definition 2.1.** The fractional perimeter of order $s \in (0, 1)$ is denoted by $P_s$ and is defined as

$$P_s(E) := \int_E \int_{E^c} \frac{1}{|x-y|^{N+s}} \, dx \, dy$$

for every measurable set $E \subset \mathbb{R}^N$ (of course, it could possibly be $+\infty$).

**Definition 2.2.** Given an open set $\Omega \subset \mathbb{R}^N$ and $u : \Omega \rightarrow \mathbb{R}$, its fractional Sobolev seminorm of order $s$ (and exponent 2) is defined as

$$[u]_s := \left( \int_\Omega \int_\Omega \frac{|u(x) - u(y)|^2}{|x-y|^{N+2s}} \, dx \, dy \right)^{1/2}.$$

Thus, we can also define the fractional Sobolev norm as $\|u\|_{W^{s,2}} := \|u\|_{L^2(\Omega)} + [u]_s^2$. Moreover, we will use an analogous definition if $M^m \subset \mathbb{R}^N$ is a compact $m$-submanifold embedded in $\mathbb{R}^N$: given a function $u : M \rightarrow \mathbb{R}$, we define its fractional Sobolev seminorm as

$$[u]_s := \left( \int_M \int_M \frac{|u(x) - u(y)|^2}{|x-y|^{m+2s}} \, d\mathcal{H}^m(x) \, d\mathcal{H}^m(y) \right)^{1/2},$$

where $|x-y|$ is the euclidean distance between $x$ and $y$ measured in $\mathbb{R}^N$. As before, we define $\|u\|_{W^{s,2}} := \|u\|_{L^2(M,H^m)} + [u]_s^2$. In order to simplify the notation, we will often omit the set where we compute the various norms/seminorms when it coincides with the domain of the function $u$.

**Remark 2.3.** From the definitions it is clear that $2P_s(E) = [\chi_E]_{s/2}$ with $\Omega = \mathbb{R}^N$ in Definition 2.2.

The next definition appears in [11, 6], and it is important in our study since we will use an inequality that is closely related to the so-called Fuglede inequality for nearly spherical sets. The $W^{1,\infty}$ bound in our definition is different from the one present in the aforementioned papers because Theorem 2.6 already contains the suitable bound for the Sobolev norm.

**Definition 2.4.** An open set $E \subset \mathbb{R}^N$ is nearly spherical if $|E| = \omega_N$, its barycenter is 0 and there exists a Lipschitz function $u : \partial B \rightarrow (-1, 1)$ such that

$$\partial E = \{(1 + u(x))x : x \in \partial B\},$$

with $\|u\|_{\infty} + \|\nabla u\|_{\infty} \leq 1$.

The following are two different versions of the quantitative isoperimetric inequality for the fractional perimeter that have been developed in [8] (respectively labelled as Theorem 1.1 and Theorem 2.1 in that paper) and we report them here for convenience. The first is the fractional counterpart of the general isoperimetric inequality, and it is remarkable that the asymmetry appears at the power 2 just like in the standard one (see [12, Theorem 1.1]), while the analogue of Theorem 2.6 for the standard perimeter can be found in [6, Theorem 4.1].

**Theorem 2.5.** Let $N \geq 2$ and $s \in (0, 1)$. There exists a constant $C(N, s) > 0$ such that, for every $E \subset \mathbb{R}^N$ with finite measure, it holds that

$$P_s(E) \geq P_s(B[|E|]) + C(N, s) m^{(N-s)/N} A(E)^2,$$

where $m = |E|$.

**Theorem 2.6.** There exists $\delta_0 < 1/2$ and $C_0 > 0$ that depend only on $N$ with the following property: if $E \subset \mathbb{R}^N$ is a nearly spherical set with $\|u\|_{W^{1,\infty}(\partial B)} < \delta_0$, then

$$P_s(E) - P_s(B) \geq C_0 \left( [u]_{L^1}^2 + s P_s(B) \|u\|_{L^2(\partial B)}^2 \right) \quad \forall s \in (0, 1).$$
Finally, we rewrite here for convenience the statement of [8, Lemma 4.5], which is useful to cut a set with a good control on the fractional perimeter of the new set.

**Lemma 2.7.** Let \( N \geq 2 \) and \( s \in (0,1) \). Given a set \( E \subset \mathbb{R}^N \) such that \( |E \setminus B| \leq \eta < 1 \), there exists a radius \( 1 \leq r(E) \leq 1 + C(N,s)\eta^{1/N} \) such that

\[
P_s(E \cap B(0,r(E))) \leq P_s(E) - C(N,s) \frac{|E \setminus B(0,r(E))|}{\eta^{p/N}}.
\]

**Remark 2.8.** We observe that this minimization problem is monotone with respect to the mass constraint: given \( E \subset \mathbb{R}^N \) with mass \( m + h \) we can always cut it with a hyperplane in such a way that the new set \( G \) satisfies \( |G| = m \). But then \( F_\gamma(G) \leq F_\gamma(E) \) since the repulsive term is clearly reduced (the interaction kernel is non-negative) and also the fractional perimeter is decreased thanks to [8, Lemma B.1].

We state now the basic existence theorem, that uses Theorem 2.5 and Lemma 2.7 to deal with the perimeter term and combines them with Lemma 1.1 which provides a good control on the repulsive term. Our proof of Theorem 2.9 takes some ideas from the proof of [8, Lemma 5.1], but it is simpler since we do not use track precisely the dependence of the various constants that appear.

**Theorem 2.9.** Given \( s \in (0,1) \) and a function \( g : \mathbb{R}^N \setminus \{0\} \to [0, +\infty) \) satisfying (H), there exists \( \gamma_0(N,s,g) > 0 \) such that, if \( \gamma < \gamma_0 \), then \( F_\gamma \) admits a minimizer with volume constraint \( \omega_N \).

**Proof.** We will prove that, if \( \gamma \) is small enough, then we find some candidates for the problem (F) that are bounded sets. Then we will apply a compactness result to conclude via the standard method of calculus of variations.

We prove the boundedness of some candidates for (F), and to this aim we can suppose that the asymmetry of a given candidate is non-zero (otherwise this step is not necessary) and it can be taken as small as we want. In fact, let \( E \) be a competitor for the minimization problem with volume \( \omega_N \) and parameter \( \gamma \), then we can suppose that \( F_\gamma(E) \leq F_\gamma(B) \), and thus using Theorem 2.5 and Remark 1.2 we have that

\[
C(N,s)A(E)^2 \leq P_s(E) - P_s(B) \leq \gamma(R(B) - R(E)) \leq \gamma C(g, N)A(E).
\]

Hence we can take \( 2\omega_N \gamma_0 < C(N,s)/C(g, N) \) so that every set \( E \) chosen as before satisfies \( |E \setminus B| < 1/2 \), and thanks to the translation invariance of the problem we can suppose that the optimal ball for the asymmetry is centered in the origin.

Now we can use Lemma 2.7 and see that there exists a radius \( r(E) \), that satisfies \( 1 \leq r(E) \leq 1 + C(N,s)|E \setminus B|^{1/N} \), with the following property:

\[
P_s(E \cap B(0,r(E))) \leq P_s(E) - C(N,s) \frac{|E \setminus B(0,r(E))|}{\eta^{p/N}}
\]

with \( \eta = |E \setminus B| \).

For the next computations we define the set \( E' = E \cap B(0,r(E)) \) and the parameter \( \lambda = (|E|/|E'|)^{1/N} \). Using the rescaling inequalities for the fractional perimeter and the repulsive term (see [17]) we arrive to

\[
F_\gamma(\lambda E') \leq \lambda^{N-s}P_s(E') + \gamma \lambda^{2N}R(E') \leq \lambda^{2N}F_\gamma(E').
\]

We now define \( p = |E \setminus E'|/|E| \), so \( \lambda = 1/(1 - p)^{1/N} \) and, reducing \( \gamma_0 \) if necessary, we can suppose that \( p \leq 1/2 \). Thus, using that the function \( p \to (1 - p)^{-2} \) is Lipschitz in \([0, 1/2]\), we obtain the estimate \( \lambda^{2N} \leq 1 + Cp \) for a universal constant \( C > 0 \). Hence we can plug it into (7) and use the monotonicity of \( R(E) \) with respect to the inclusion (see Remark 2.8) to obtain

\[
F_\gamma(\lambda E') \leq (1 + Cp)F_\gamma(E') \leq F_\gamma(E) - C(N,s) \frac{|E|p}{\eta^{p/N}} + CpF_\gamma(E') \leq F_\gamma(E) + p \left( C \chi \gamma E - C(N,s) \frac{\omega_N}{\eta^{p/N}} \right).
\]
We can suppose $\gamma_0 < 1$, so that $\mathcal{F}_\gamma(E) \leq \mathcal{F}_\gamma(B) \leq \mathcal{F}_1(B) = C(s, g)$, and we can rewrite the previous inequality as

$$\mathcal{F}_\gamma(\lambda E') \leq \mathcal{F}_\gamma(E) + p \left( C(s, g) - \frac{C(N, s)}{\eta^{1/N}} \right).$$

Exploiting again (6) we see that, if $\gamma_0$ is small enough, then $\eta^{1/N} < C(N, s)/C(s, g)$. With this choice of $\gamma_0$ we see that $\mathcal{F}_\gamma(\lambda E') < \mathcal{F}_\gamma(E)$ since we supposed that $A(E) > 0$. The new set $\lambda E'$ is contained in $B(0, r(E))$ and $r(E) \leq 2 + 2C(N, s)$ thanks to the bound on $r(E)$ provided by Lemma 2.7. This argument guarantees that, without loss of generality, we can consider only competitors that are contained in a fixed ball.

Now we get the existence result. Let $E_k$ be a minimizing sequence for $\mathcal{F}_\gamma$ with constrained mass $\omega_N$ such that $E_k \subset B(0, 2 + 2C(N, s))$. Then we can use the compact embedding theorem for fractional Sobolev spaces (we refer to [7, Theorem 7.1]) to apply the standard method of calculus of variations: the compact embedding theorem provides a subsequence (not relabelled) that converges in $L^1_{\text{loc}}$ topology, then both $\mathcal{P}_s$ and $\mathcal{R}$ are lower semicontinuous with respect to the $L^1_{\text{loc}}$ convergence thanks to Fatou’s lemma, and finally the mass constraint is preserved by that convergence since the sets $E_k$ are uniformly bounded.

**Definition 2.10.** Given $C > 0$, we say that a Borel set $E \subset \mathbb{R}^N$ is a \emph{C-minimizer of the $s$-perimeter} if for every bounded set $F \subset \mathbb{R}^N$ it holds that

$$\mathcal{P}_s(E) \leq \mathcal{P}_s(F) + C|E \Delta F|.$$

We prove that minimizers of $\mathcal{F}_1$ are $C$-minimizers of the $s$-perimeter for some $C > 0$, and this will be useful because of the good regularity properties held by those sets. We refer to [16, Chapter 21] and [19] for the standard perimeter case, where the classical regularity theory is also developed. Here we write the result that we will use, which is a particular version of [8, Corollary 3.6]:

**Theorem 2.11.** If $N \geq 2$, $C \geq 0$, $s \in (0, 1)$, $E_k \subset \mathbb{R}^N$ is a $C$-minimizer of the $s$-perimeter for every $k \in \mathbb{N}$ and $E_k \to B$ in $L^1$, then there exists $\alpha \in (0, 1)$ and a sequence $u_k \in C^{1, \alpha}(\partial B)$ such that

1. for $k$ large enough $\partial E_k = \{(1 + u_k(x))x : x \in \partial B\}$;
2. $\lim_{k \to \infty} \|u_k\|_{C^{1, \alpha}} = 0$.

**Proposition 2.12.** Let $E \subset \mathbb{R}^N$ be a minimizer of $\mathcal{F}_\gamma$ with measure $\omega_N$. Then $E$ is a $C$-minimizer of the $s$-perimeter for some constant $C = (\gamma, g, s) > 0$.

**Proof.** Suppose by contradiction that there exists a sequence of sets $F_k \subset \mathbb{R}^N$ with $\mathcal{P}_s(F_k) \leq \mathcal{P}_s(E)$, $|E \Delta F_k| \neq 0$ and

$$C_k := \frac{\mathcal{P}_s(E) - \mathcal{P}_s(F_k)}{|E \Delta F_k|} \to +\infty.$$

Using the isoperimetric inequality for the fractional perimeter and that $\mathcal{P}_s(F_k) \leq \mathcal{P}_s(E)$ we have that $|F_k|$ is bounded by a constant that depends on $N$, $g$ and $s$. Now we can estimate $\mathcal{F}_\gamma(F_k)$ as

$$\mathcal{F}_\gamma(F_k) = \mathcal{P}_s(E) - C_k|E \Delta F_k| + \gamma\mathcal{R}(F_k)$$

$$= \mathcal{P}_s(E) - C_k|E \Delta F_k| + \gamma(\mathcal{R}(F_k) - \mathcal{R}(E) + \mathcal{R}(E))$$

$$\leq \mathcal{F}_\gamma(E) - C_k|E \Delta F_k| + \gamma C(g)|E \Delta F_k|,$$

where we used Remark 1.2 in the last inequality. Since $C_k \to +\infty$, we notice that (8) implies that $|E \Delta F_k| \to 0$. Now let us take $k$ so large that $C_k > \gamma C(g)$. Then $|F_k| < |E|$: the assumption on $C_k$ guarantees that $\mathcal{F}_\gamma(F_k) < \mathcal{F}_\gamma(E)$, and if $|F_k| \geq |E|$ then we can cut $F_k$ with a hyperplane to obtain a new set $F_k'$ with $|F_k'| = |E|$. Then $\mathcal{F}_\gamma(F_k') \leq \mathcal{F}_\gamma(F_k) < \mathcal{F}_\gamma(E)$, but this is not possible since $E$ is a minimizer of $\mathcal{F}_\gamma$. Now that we are sure to have $|F_k| < |E|$ we can rescale the sets $F_k$ in order to have the right measure. Notice that $|F_k| = |E| + |F_k \setminus E| - |E \setminus F_k|$, hence we can define

$$\lambda_k = \left(\frac{|E|}{|F_k|}\right)^{1/N} = \left(\frac{|E|}{|E| + |F_k \setminus E| - |E \setminus F_k|}\right)^{1/N} \leq \left(1 - \frac{|E \Delta F_k|}{|E|}\right)^{-1/N},$$

(9)
and we have already noticed in the proof of Theorem 2.9 that $\mathcal{F}_\gamma(\lambda_k F_k) \leq \lambda_k^2 N \mathcal{F}_\gamma(F_k)$. If we combine this estimate with (8), we can take $k$ large enough to have that $C_k > 2 \gamma C(g)$ and Taylor expand the rightmost formula in (9) with $|E \Delta F_k| \ll 1$ to get

$$F_\gamma(\lambda_k F_k) < \left(1 - \frac{|E \Delta F_k|}{|E|}\right)^{-2} (F_\gamma(E) - C_k |E \Delta F_k| + \gamma C(g)|E \Delta F_k|)$$

$$\leq \left(1 - \frac{|E \Delta F_k|}{|E|}\right)^{-2} \left(F_\gamma(E) - \frac{C_k}{2} |E \Delta F_k|\right)$$

$$\leq F_\gamma(E) - \frac{C_k}{2} |E \Delta F_k| + C(N) |E \Delta F_k| F_\gamma(E).$$

And from this last inequality we arrive to a contradiction since $C_k$ is going to $+\infty$ as $k \to \infty$, so $F_\gamma(\lambda_k F_k) < F_\gamma(E)$. In the end, notice that the threshold for $C_k$ depends only on $\gamma$, $g$ and $s$. □

Remark 2.13. Looking at the proof it is immediate to notice that if we consider a minimizer $E'$ for $\mathcal{F}_{\gamma'}$ with $|E'| = \omega_N$ and $\gamma' \leq \gamma$, then $E'$ is a $C$-minimizer of the $s$-perimeter with a constant $C = C(\gamma, g, s)$.

Here we prove a simple growth property in 0 held by the function $g$:

**Lemma 2.14.** If $g : \mathbb{R}^N \setminus \{0\} \to [0, +\infty)$ is a radial function satisfying (H), then there exists a constant $C(g) > 0$ such that

$$g(x) \leq \frac{C(g)}{|x|^N} \quad \forall x \in B \setminus \{0\}.$$ 

More precisely, we must have that $\limsup_{x \to 0} g(x)|x|^N = 0$.

**Proof.** We argue by contradiction. Suppose that there exists a sequence $r_k \to 0^+$ such that $\limsup_{k \to +\infty} g(r_k e_1) r_k^N = \lim_k g(r_k e_1) r_k^N > 0$. Without loss of generality we can assume that $r_k < 1$ and $r_{k+1} < r_k/2$ for all $k \in \mathbb{N}$. And then the monotonicity of $g$ implies that

$$\int_B g(x) dx \geq \omega_N \sum_{k=1}^{+\infty} g(r_k e_1) (r_k^N - r_{k+1}^N)$$

$$\geq \omega_N \sum_{k=1}^{+\infty} g(r_k e_1) r_k^N \left(1 - \frac{1}{2^N}\right) = C_N \sum_{k=1}^{+\infty} g(r_k e_1) r_k^N.$$ 

Since $g \in L^1(B)$ we have that the last series converges, so its terms have to be infinitesimal, but this is not compatible with the fact that $\lim_k g(r_k e_1) r_k^N > 0$.

We proved only the second part of the statement, but the first part can be proved reasoning in an analogous way. Indeed, it is sufficient to take two sequences $r_k \in (0, 1)$ and $C_k \to +\infty$ with $g(r_k e_1) r_k^N > C_k$. Then notice that $r_k$ must converge to $0^+$ (otherwise we would reach immediately a contradiction with the integrability of $g$), so that the previous argument works again. □

**Proposition 2.15.** Let $E \subset \mathbb{R}^N$ be a nearly spherical set, with $\partial E$ parametrized by $u : \partial B \to (-1, 1)$ according to Definition 2.4. If $\|u\|_{\infty} \leq 1/4$ and $g : \mathbb{R}^N \setminus \{0\} \to [0, +\infty)$ is a radial function satisfying (H), then

$$\mathcal{R}(B) - \mathcal{R}(E) \leq C(g) \|u\|^2_{W^{1,2}(\partial B)} \quad \forall r \in [1/2, 1).$$

**Proof.** This result can be proved following the procedure exploited in the proof of [4, Theorem A]. There, the inequality (10) is proved with the standard $W^{1,2}$ norm in place of the fractional one, but following that proof one notices that the $L^2$ norm of $\nabla u$ pops up only because of the following inequality:

$$\int_{\partial B} \int_{\partial B} g(x-y) |u(x) - u(y)|^2 dx dy \leq C(g) \|u\|^2_{W^{1,2}(\partial B)}.$$
If we are able to write another inequality with the fractional Sobolev norm, then we can follow exactly the proof of [4, Theorem A]. In fact, we can do that: thanks to Lemma 2.14, for any \( r_0 \in [0, 1) \) we have that
\[
\int_{\partial B} \int_{\partial B} g(x-y)|u(x) - u(y)|^2 dx dy \leq C(g) \int_{\partial B} \int_{\partial B} \frac{|u(x) - u(y)|^2}{|x-y|^{N+r_0}} dx dy
\]
\[
\leq 2^r C(g) \int_{\partial B} \int_{\partial B} \frac{|u(x) - u(y)|^2}{|x-y|^{N+r_0}} dx dy \leq 2C(g)[|u|^2_{1+r_0}],
\]
where clearly the fractional Sobolev seminorm is relative to the hypersurface \( \partial B \subset \mathbb{R}^N \). This is the desired inequality since we can take \( r = (1 + r_0)/2 \). \( \square \)

**Remark 2.16.** Notice that the above inequality is stronger than the one used in [4] because of [7, Proposition 2.2], that can be applied thanks to the compactness of \( \partial B \).

**Proof of Theorem A.** We will determine later the value of \( \gamma_0 < 1 \), but for now let us suppose to have fixed it. For any \( \gamma < \gamma_0 \) let \( E_\gamma \subset \mathbb{R}^N \) be a minimizer of \( F_\gamma \) with mass \( \omega_N \) and barycenter in 0. From Proposition 2.12 we know that they are \( C \)-minimizers of the \( s \)-perimeter for some \( C = C(\omega_N, g, s) > 0 \). We can apply Theorem 2.5 and Remark 1.2 to see that
\[
C(N, s)A(E_\gamma)^2 \leq \mathcal{P}_s(E_\gamma) - \mathcal{P}_s(B) \leq \gamma(\mathcal{R}(B) - \mathcal{R}(E_\gamma)) \leq \gamma C(g) A(E_\gamma).
\]
From this inequality we deduce that \( A(E_\gamma) \to 0 \) as \( \gamma \to 0 \), or equivalently that \( E_\gamma \to B \) in \( L^1 \).

Now we can apply Theorem 2.11 to see that, for \( \gamma \) small enough, the sets \( E_\gamma \) are nearly spherical (see Definition 2.4), with \( \partial E_\gamma \) parametrized by \( u_\gamma \). Moreover, the family of functions \( \{u_\gamma\}_{\gamma \in (0, 1)} \) is bounded in \( C^{1,1}(\partial B) \) for some \( \alpha \in (0, 1) \) and \( \|u_\gamma\|_{C^1(\partial B)} \to 0 \).

Up to reducing again \( \gamma_0 \), we can suppose that the hypotheses of Theorem 2.6 are fulfilled for \( E_\gamma \) with \( \gamma < \gamma_0 \), and thus the following chain of inequalities holds:
\[
C_0 \left( [u_\gamma]^2_{L^1} + s \mathcal{P}_s(B) \|u_\gamma\|^2_{L^2(\partial B)} \right) \leq \mathcal{P}_s(E_\gamma) - \mathcal{P}_s(B) \leq \gamma(\mathcal{R}(B) - \mathcal{R}(E_\gamma)).
\]
Now we can take \( \gamma_0 \) so small that \( \|u_\gamma\|_{L^1} \leq 1/4 \) and continue that chain of inequalities applying Proposition 2.15 with \( r = (1 + s)/2 \):
\[
C(N, s) \left( [u_\gamma]^2_{L^1} + \|u_\gamma\|^2_{L^2(\partial B)} \right) \leq \gamma \cdot 2C(g) \left( [u_\gamma]^2_{L^1} + \|u_\gamma\|^2_{L^2} \right).
\]
If \( \gamma < C(N, s)/(2C(g)) \) we have that the above inequality holds if and only if \( u_\gamma = 0 \), that is equivalent to have \( E_\gamma = B \). Hence, it is sufficient to choose \( \gamma_0 \) small enough in order to make all the previous arguments work to conclude the proof. \( \square \)

**Remark 2.17.** One notices that Theorem 2.11 holds for sequences of sets, while in our proof we have a family of sets indexed by a continuous parameter. This is not an issue: if the final result was not true, then we could find a sequence \( \gamma_k \to 0 \) and a sequence of sets \( E_k \in \arg\min F_{\gamma_k} \) with \( E_k \neq B \), but then we could follow the proof of Theorem A for this sequence of sets and obtain a contradiction.

### 3. Attractive term of positive-power type

This section can be considered as a short appendix to Frank and Lieb’s article [10] where we explain how to modify the arguments present in their paper that are more affected by the choice of a generic function \( g \) instead of a negative power. This also shows some common features between the problems \((F)\) and \((G)\):

- within some suitable constraint ranges, one sees that the minimizers are **exactly balls**, and this happens because the attractive term is much stronger than the repulsive one;
- the functional has a good structure that permits to combine a stability inequality for the attractive term with one for the repulsive term in an effective way, providing the expected result.
Frank and Lieb work with a functional defined on $\mathcal{K} = L^1(\mathbb{R}^N;[0, 1])$, and we keep this setting because the existence of minimizers is quite easy in that class of objects, while it is not clear if we try to minimize $\mathcal{G}$ in the class of sets. In fact, Frank and Lieb conjecture that in some cases (that are excluded by the hypotheses) the minimizers cannot be characteristic functions, as they claim in [10, Remarks 2]. Frank and Lieb study the problem ($\mathcal{G}$) when $\alpha > 0$ and $g(x) = |x|^\lambda$ for $0 < \lambda < N - 1$, and they prove that the minimizers are balls if the constraint is big enough. One could expect a similar behaviour because, if we take $h[t]$ instead of $h$ for some factor $t > 0$, then we see that the attractive and the repulsive terms scale respectively by a factor $t^{2N+\alpha}$ and $t^{2N-\lambda}$, and the only minimizers of the attractive term are balls$^1$. As anticipated, our generalization concerns the repulsive part of $\mathcal{G}$, where we replace the negative power with a function $g: \mathbb{R}^N \setminus \{0\} \to [0, +\infty)$ that satisfies (I). Notice that the additional integrability condition expressed in (I) guarantees that $g \in L^1_{\text{loc}}(\mathbb{R}^{N-1})$ since $g$ is assumed to be radial. In fact, we will use this lower dimensional integrability property because many times we will use Fubini and we will need to estimate an integral made on $(N - 1)$-dimensional slices. In the end, we are able to use their proofs with minor changes also for this case, as they asserted that could be done. It is worth to point out that our estimates are necessarily less precise since we ignore the exact behaviour of $g$ (being in fact unknown). Nonetheless, they highlight only the necessary features that the model requires in order to retrieve some important features.

As it is pointed out in [10], the key issue is that a regularity theory for the minimizers of $\mathcal{G}$ is not yet developed, differently from the functional $\mathcal{F}$, that enjoys some good property inherited by the $C$-minimizers of the s-perimeter. Hence, the main effort is concentrated in proving that the (translated and rescaled) minimizers converge in Hausdorff distance to a ball when $m \to \infty$. Once we have this result we can proceed with our program of using the stability results for the attractive term and the repulsive one (respectively Theorem 3.1 and Proposition 3.8) that allow us to prove that minimizers are exactly balls if $m$ is big enough.

The following inequality for the attractive term plays the role of the quantitative isoperimetric inequality (see [10, Theorem 5]):

**Theorem 3.1.** Let $\alpha > 0$ be fixed. There exists a constant $C = C(N, \alpha) > 0$ such that for every function $h \in \mathcal{K}$ with $\|h\|_1 = m$ we have that

$$I_\alpha(h) \geq I_\alpha(B[m]) + Cm^{2+\alpha/N}A(h)^2.$$ 

**Remark 3.2.** As a consequence, we have that if $m_k \to +\infty$ and $h_k$ minimizes $\mathcal{G}$ with constrained volume $m_k$, then $A(h_k) \to 0$. In fact, it is sufficient to apply a simplified version of Lemma 1.1 to $h_1 = h$ and $h_2 = \chi_{B[m]}$ with $m = \|h\|_1$. In this case, we define $h^+ = h(1 - \chi_{B[m]})$ and $h^- = \chi_{B[m]}(1 - h)$, so that $h \wedge \chi_{B[m]} = h\chi_{B[m]}$, and we can rewrite the first line in (5) as

$$\mathcal{R}(h) - \mathcal{R}(B[m]) = \mathcal{R}(h\chi_{B[m]}) + \mathcal{R}(h^+) + 2\mathcal{R}(h\chi_{B[m]'}, h^+)$$

$$- \mathcal{R}(h\chi_{B[m']}) - \mathcal{R}(h^-) - 2\mathcal{R}(h\chi_{B[m']}, h^-)$$

$$= 2\mathcal{R}(\chi_{B[m']}, h^+) - 2\mathcal{R}(\chi_{B[m']}, h^-) + \mathcal{R}(h^+) + \mathcal{R}(h^-) - 2\mathcal{R}(h^-, h^+).$$

We notice that $h^+ - h^- = h - \chi_{B[m]}$, and we can rewrite the last three terms as $\mathcal{R}(h^+, h^+ - h^-) + \mathcal{R}(h^-, h^- - h^+)$. Therefore, if $m_k \geq \omega_N$ and if we translate $h_k$ in order to have that $B[m_k]$ is the optimal ball in the definition of $A(h_k)$, then

$$|\mathcal{R}(h_k) - \mathcal{R}(B[m_k])| \leq \int \left(2v_{B[m_k]}(x) + v_{h_k}(x) + v_{h_k'}(x)\right) |h_k(x) - \chi_{B[m_k]}(x)| \, dx$$

$$\leq \int Cm_k |h_k(x) - \chi_{B[m_k]}(x)| \, dx$$

$$\leq Cm_k^2 A(h_k),$$

where we used the second part of Lemma 1.1 to pass from the first line to the second. Then it is easy to conclude using the minimality of $h_k$ for $\mathcal{G}$.

$^1$This can be seen using Riesz inequality (see [15, Theorem 3.7]).
It is useful to have a good diameter bound for the support of any minimizer of $\mathcal{G}$ with fixed mass, that is contained in the following lemma (whose analogue in the paper is called Lemma 16). To abbreviate the notation, we will always call it diameter of $h$ in place of “diameter of the support of $h$.

**Lemma 3.3.** Let $\alpha > 0$ be fixed and let $g : \mathbb{R}^N \setminus \{0\} \to [0, +\infty)$ be a function satisfying (H). There exists a constant $C = C(\alpha, g, N) > 0$ such that, for any minimizer $h \in \mathcal{K}$ of $\mathcal{G}$ with constrained volume $\|h\|_1 = m \geq \omega_N$, we have that

$$\text{diam } h \leq Cm^{1/N}.$$  \hfill (12)

**Proof.** We proceed by contradiction. Let us suppose that there exists a sequence of functions $h_k \in \mathcal{K}$ such that $d_k = \text{diam } h_k > k\|h_k\|_1^{1/N}$ and $h_k$ minimizes $\mathcal{G}$ with volume constraint $m_k = \|h_k\|_1 \geq \omega_N$. For each $k$ we rotate the function $h_k$ in order to have that $d_k = \text{diam}(\pi(\text{supp } h_k))$ where $\pi : \mathbb{R}^N \to \mathbb{R}$ is the orthogonal projection on the first axis. We further translate it in order to have

$$\int_{\{x, e_1 \leq 0\}} h_k(x)dx = m_k / 2.$$  

If necessary, we substitute $h_k$ with the function $\tilde{h}_k$ defined as $\tilde{h}_k((x_1, x')) := h_k((-x_1, x'))$ for all $(x_1, x') \in \mathbb{R} \times \mathbb{R}^{N-1}$, in order to have

$$\sup \{(x, e_1) : x \in \text{supp } h_k\} \geq d_k / 2.$$  

Thus, we can choose a point $t_k \in (0, d_k / 2)$ such that $0 < \int_{(x_1 > t_k)} h_k(z)dz < m_k / 5$. Then we cut the functions with the hyperplane $\{x, e_1 = t_k\}$ and compare them with the original ones: if $u_k = h_k \chi_{(x_1 < t_k)}, \eta_k = \int_{(x_1 > t_k)} h_k(x)dx$ and $\lambda_k = (1 - \eta_k / m_k)^{-1/N}$, then

$$\mathcal{G}(h_k) \leq \mathcal{G}(u_k[\lambda_k]) + \mathcal{I}_\alpha(u_k[\lambda_k]) + \mathcal{R}(u_k[\lambda_k])$$

$$\leq \lambda_k^{2N+\alpha} \mathcal{I}_\alpha(u_k) + \lambda_k^{2N} \mathcal{R}(u_k)$$

$$\leq \lambda_k^{2N+\alpha} \mathcal{I}_\alpha(h_k) - \lambda_k^{2N+\alpha} \frac{m_k \eta_k}{2} \eta_k^{\alpha} + \lambda_k^{2N} \mathcal{R}(h_k).$$

Rearranging that inequality we obtain the following relation:

$$(\lambda_k^{2N+\alpha} - 1) \mathcal{I}_\alpha(h_k) + (\lambda_k^{2N} - 1) \mathcal{R}(h_k) \geq \lambda_k^{2N+\alpha} \frac{m_k \eta_k^{\alpha}}{2} \geq \frac{m_k^{2}\eta_k^{\alpha}}{2}.$$  \hfill (13)

Using that $\eta_k / m_k \leq 1/5$ we can apply the (local) Lipschitz property of the factors in the left hand side to arrive to the following inequality, where we already simplified the positive factor $\eta_k / m_k$:

$$m_k^{2}\eta_k^{\alpha} \leq C(N, \alpha) \mathcal{I}_\alpha(h_k) + C(N) \mathcal{R}(h_k).$$  

We assumed by contradiction that $d_k > km_k^{1/N}$, so using the previous inequality with $3t_k > km_k^{1/N}$ and comparing the energy of $h_k$ with $\mathcal{G}(B[m_k])$ we obtain that

$$k^{\alpha}m_k^{2+\alpha/N} \leq C(N, \alpha) \mathcal{G}(h_k) \leq C(N, \alpha) \mathcal{G}(B[m_k]).$$

We can apply Lemma 1.1 since $m_k \geq \omega_N$ and see that

$$\mathcal{G}(B[m_k]) = \mathcal{I}_\alpha(B[m_k]) + \mathcal{R}(B[m_k]) \leq (\text{diam}(B[m_k]))^\alpha m_k^2 + C(g)m_k^2.$$  \hfill (15)

We can plug this inequality into (14) and obtain that $k^{\alpha}m_k^{2+\alpha/N} \leq C(\alpha, g, N)m_k^{2+\alpha/N}$, that cannot hold if $k$ is large enough. Therefore we arrived to a contradiction, and then the thesis holds with a constant $C = C(\alpha, g, N) > 0$. \hfill \Box

**Remark 3.4.** Notice that the previous proof provides an explicit upper bound for the diameter that could be expressed in terms of the other constants appearing in the various inequalities.

**Remark 3.5.** With the previous computations we can see that, even if we do not have a priori a minimizer, we know that the only possible candidates have the diameter bound resulting from the lemma. In fact, the only energy comparison that we made was $\mathcal{G}(h) \leq \mathcal{G}(B[m])$. Thus, it is sufficient to consider a candidate $h$ with that energy inequality and cut it with the proper hyperplanes to find a better competitor that satisfies (12).
Theorem 3.6. Let \( m > 0 \) and \( \alpha > 0 \) be assigned and let \( g : \mathbb{R}^N \setminus \{0\} \to [0, +\infty) \) be a function satisfying (H). Then there exists a minimizer \( h \in K \) of \( G \) with constrained volume \( \|h\|_1 = m \).

Proof. Let us take a minimizing sequence \( h_k \in K \) for \( G \) with \( \|h_k\|_1 = m \). Thanks to Remark 3.5 we can suppose without loss of generality that \( \text{supp} \ h_k \subseteq B(0, R) \) with \( R > 0 \) being a constant depending on \( m, N, g \) and \( \alpha \). Since \( |h_k| \leq 1 \), then up to subsequences \( h_k \rightharpoonup h \) in \( L^\infty \) for some \( h \in L^\infty \). Moreover, also \( H_k(x,y) = h_k(x)h_k(y) \) weakly-* converge to \( H(x,y) = h(x)h(y) \) since we can approximate strongly in \( L^1 \) any test function \( \phi \in L^1(\mathbb{R}^N \times \mathbb{R}^N) \) with functions of the form \( \sum_{i \in J} \phi_i(x)\phi_i(y) \) with \( J \) finite. This is sufficient to conclude using a standard lower semicontinuity argument because the map \( (x,y) \mapsto |x-y|^\alpha + g(x-y) \) is of class \( L^1_{\text{loc}}(\mathbb{R}^N \times \mathbb{R}^N) \) and \( \text{supp} \ H_k \subseteq B(0, R) \times B(0, R) \). Notice that the boundedness of the supports also guarantees that the \( L^1 \) constraint is satisfied by \( h \).

\[ \square \]

Remark 3.7. One can notice that Remark 3.2, Lemma 3.3 and Theorem 3.6 hold without the stronger integrability condition stated in (I). This ensures that, even if \( g(x) = |x|^{-\lambda} \) with \( N - 1 \leq \lambda < N \), we still have that the minimizers exist\(^2\), they have bounded diameter and they converge in \( L^1 \) to a ball as the volume constraint goes to \( +\infty \).

The next proposition is the analogue of [10, Proposition 7]. Our result is weaker, nevertheless it is sufficient to make the successive arguments work. Notice that our proof is different and more robust since it uses much fewer properties of the repulsive kernel. This result is in the same spirit of Proposition 2.15 since in both cases we compare the energy of competitor that is close to a ball in a suitable sense with the energy of the ball itself.

Proposition 3.8. Let \( g : \mathbb{R}^N \setminus \{0\} \to [0, +\infty) \) be a function satisfying (I). There exists \( C(g,N) > 0 \) such that, for every \( \theta \in [0,1/3] \) and for every function \( h \in K \) with

\[ \|h\|_1 = m \geq \omega_N \quad \text{and} \quad \chi_{(1-\theta)B[m]} \leq h \leq \chi_{(1+\theta)B[m]}, \]

we have that \( \mathcal{R}(h) \geq \mathcal{R}(B[m]) - C(g,N)m^2\theta^2 \).

Proof. We denote by \( R \) the radius of \( B[m] \) (notice that \( R \geq 1 \) since \( m \geq \omega_N \)) and we rewrite the quantity \( \mathcal{R}(h) - \mathcal{R}(B[m]) \) as in (11). This is useful because \( h \) and \( \chi_{B[m]} \) are very close, and this produces many cancellations. For the sake of brevity we denote by \( \mu^+ \) and \( \mu^- \) respectively the measures \( \mu^+ := h^+\mathcal{L}^N \) and \( \mu^- := h^-\mathcal{L}^N \), where \( h^+ \) and \( h^- \) are the functions appearing in (11). Then using the function \( \psi \) defined in (2) we have that

\[ \mathcal{R}(h) - \mathcal{R}(B[m]) \geq 2 \int_{\mathbb{R}^N} \psi(R,|x|)d\mu^+(x) - 2 \int_{\mathbb{R}^N} \psi(R,|x|)d\mu^-(x) - \mathcal{R}(h^+ + h^-) \]

\[ = 2 \left( \int \psi(R,|x|) - \psi(R,R)d\mu^+ - 2 \int \psi(R,|x|) - \psi(R,R)d\mu^- - \mathcal{R}(h^+ + h^-) \right), \]

where we used that \( \int h^+(x)dx = \int h^-(x)dx \). We concentrate ourselves on the last term: if \( A = B(0,(1+\theta)R) \setminus B(0,(1-\theta)R) \), then \( \mathcal{R}(h^+ + h^-) \leq \mathcal{R}(A) = \int_A v_A(x)dx \). By symmetry we can estimate \( v_A(x) \) only for points of the form \( x = se_1 \in A \). Moreover, we clearly have that \( v_A(x) = v_{A,Q}(x) + v_{A,Q}(x) \), where \( Q = Q_N(x,1/2) \). We can easily bound the volume of \( A \) using that \( \theta \in [0,1/3] \):

\[ |A| = |B(0,(1+\theta)R) \setminus B(0,(1-\theta)R)| = \omega_N \left( (1+\theta)^N - (1-\theta)^N \right) R^N \leq C_N \theta R^N, \]

and then we have that \( v_{A,Q}(x) \leq g(1/2)C_N \theta R^N \). Moreover it is immediate to see that, if we denote any point \( x \in \mathbb{R}^N \) by \( x = (x_1,x') \in \mathbb{R} \times \mathbb{R}^{N-1} \), then the bound on \( \theta \) implies that

\[ \mathcal{H}^1(A \cap Q \cap \{x' = y' \}) \leq C_N \theta R \quad \forall y' \in \mathbb{R}^{N-1}. \]

\(^2\)And they could possibly be different from characteristic functions of sets.
Hence, defining \( d = C_N \theta R \) to be the right hand side of the previous inequality, we can use the monotonicity of \( g \) to see that

\[
v_{A \cap Q}(x) = \int_{A \cap Q} g(x - y)dy \leq \int_{Q_{N-1}(0,1/2)} \int_{-d/2}^{d/2} g((s,y'))dsdy'
\]

\[
\leq d \int_{Q_{N-1}(0,1/2)} g((0,y'))dy' \leq C(g,N)\theta R,
\]

where we used that \( g \in L^1_{\text{loc}}(\mathbb{R}^{N-1}) \) in the last inequality. Combining it with (16) and using that \( R \geq 1 \) we have that \( \mathcal{R}(h^+ + h^-) \leq \mathcal{R}(A) \leq C(g,N)\theta^2 R^{2N} \).

With very similar computations, taking translations of balls instead of dilations, one can see that

\[
\text{\text{(17) where one needs to use the (}N - 1\text{)}\text{-dimensional version of the } L^\infty \text{ bound present in Lemma 1.1 that holds because, as we observed at the beginning of this section, } g \in L^1_{\text{loc}}(\mathbb{R}^{N-1}):\n\int_{E'} g(x)\text{d}\mathcal{H}^{N-1}(x) \leq C(g)\mathcal{H}^{N-1}(E') \quad \forall E' \subset \mathbb{R}^{N-1} \times \{0\} \text{ with } \mathcal{H}^{N-1}(E') \geq \omega_{N-1}.\n\]

Putting together the inequalities for all of the terms, using that \( R \geq 1 \) and exploiting again (16) together with the fact that \( \text{supp } h^+ \cup \text{supp } h^- \subset A \), we arrive to the conclusion:

\[
\mathcal{R}(h) - \mathcal{R}(B[m]) \geq -C(g,N)\theta^2 R^{2N} = -C(g,N)\theta^2 m^2.
\]

\( \square \)

The following is a simple technical lemma concerning the function \( \Phi_m \) defined in (3):

**Lemma 3.9.** Let \( \alpha > 0 \) be fixed and let \( g : \mathbb{R}^N \setminus \{0\} \rightarrow [0, +\infty) \) be a function satisfying (I). There exist two constants \( m_0 = m_0(\alpha, g, N) > 0 \) and \( C = C(\alpha, g, N) > 0 \) such that for every \( m \geq m_0 \) we have that

\[
\Phi_m(r) \leq \Phi_m(R) \quad \text{if } r \leq R \quad \text{and} \quad \Phi_m(r) \geq \Phi_m(R) \quad \text{if } r \geq R,
\]

\[
|\Phi_m(r) - \Phi_m(R)| \geq CR^{N+\alpha-1} \min\{|r - R|, R\} \quad \forall r \geq 0,
\]

where \( R \) is the radius of \( B[m] \).

**Proof.** First of all we change variable in the definition of \( \Phi_m \):

\[
\Phi_m(r) = R^{N+\alpha} \int_B \left| \frac{x}{R} e_1 - x \right|^\alpha dx + R^N \int_B g(\sqrt{r}e_1 - R x) dx.
\]

Now we take \( m_0 \geq \omega_N \) (thus \( R \geq 1 \)) and we see that the following inequalities hold true

\[
\Phi_m(r) - \Phi_m(R) = R^{N+\alpha}(\varphi(r/R) - \varphi(1)) + R^N \int_B \left[ g\left( R\left( \frac{x}{R} e_1 - x \right) \right) - g(R e_1 - x) \right] dx \geq R^{N+\alpha}(\varphi(r/R) - \varphi(1)) - C(g)R^N,
\]

and in the same way

\[
\Phi_m(R) - \Phi_m(r) \geq R^{N+\alpha}(\varphi(1) - \varphi(r/R)) - C(g)R^N.
\]

Moreover, using the change of variables \( x = \sqrt{r}e_1 - y \), it is easy to see that

\[
\varphi'(t) = \alpha \int_B (t - \langle y, e_1 \rangle)|te_1 - y|^{\alpha - 2}dy = \alpha \int_{te_1 - B} \langle x, e_1 \rangle|e_1 - x|^{\alpha - 2}dx,
\]

and therefore using the symmetry of \( B \) we have that \( \varphi \) is of class \( C^1 \), with strictly positive derivative at each point \( t > 0 \). We will denote by \( C(\alpha) > 0 \) a constant such that \( \varphi'(t) > C(\alpha) \) for all \( t \in [1/3, 4/3] \). From the previous observations it follows immediately that both (16) and (19) are valid for \( |r - R| \geq R/3 \) if we take \( m_0 \) big enough to have that

\[
C(g) \leq \frac{1}{2} R^\alpha \min\{\varphi(4/3) - \varphi(1), \varphi(1) - \varphi(1/3)\}.
\]
Now we concentrate ourselves on the case $|r - R| \leq R/3$. We treat more carefully the repulsive terms in (20), that coincide with

$$D := \int_{r e_1 - B[m]} g(x) dx - \int_{R e_1 - B[m]} g(x) dx. \tag{21}$$

Let us define $\theta = (r - R)/R$, $E = R e_1 - B[m]$ and let $l = \text{span}\{e_1\}$. Looking at Figure 1 to better understand the situation, it is immediate to see that

$$H^1((E \Delta (\theta R e_1 + E)) \cap (x + l)) \leq 2|\theta| R \quad \forall x \in \mathbb{R}^N.$$ 

Hence we use that $g \in L^1_{\text{loc}}(\mathbb{R}^{N-1})$ to get

$$|D| \leq (2N - 2)(\omega_{N-2}|\theta| R \int_{-1}^{1} g(se_1) s^{N-2} ds + g(e_1)|E \Delta (\theta R e_1 + E)| \leq C(g, N)|\theta|(R + R^N),$$

where we used twice the cylindrical coordinates around the $e_1$ axis. Hence we obtain both (18) and (19) if we plug this inequality for $|D|$ into the first line of (20) and use that $\varphi'(t) \geq C(\alpha) > 0$ for $t \in [1/3, 4/3]. \qed$

The key estimate, where the integrability property required in (I) is fully used, is contained in the following lemma (which is labelled as Lemma 15 in Frank and Lieb’s article). With this lemma we gain control on $v_h$ out of a geometric constraint on the support of $h$.

**Lemma 3.10.** Let $g : \mathbb{R}^N \setminus \{0\} \to [0, +\infty)$ be a function satisfying (I). There exists a positive constant $C(g, N)$ such that, for any $R \geq 1$, any $\theta \in [0, 1]$ and any function $h \in K$ that satisfies $\text{supp} \ h \subset B(0, (1 + \theta)R) \setminus B(0, (1 - \theta)R)$, we have that

$$\|v_h\|_{\infty} = \sup_{x \in \mathbb{R}^N} \int g(x - y) h(y) dy \leq C(g, N)\theta R^N. \tag{22}$$

**Remark 3.11.** Our proof goes on quite like that of Frank and Lieb’s lemma, but we provide a very rough estimate, where $h$ does not to appear explicitly in the right hand side. Besides this inequality might seem very bad, notice that if we take $h = \chi_{B(0, (1 + \theta)R)} - \chi_{B(0, (1 - \theta)R)}$ then we see that the bound must be linear in $\theta$ for $\theta \to 0$: the left hand side of (22) is larger than $\int g(y) h(y) dy$, that is larger than $C_N g((1 + \theta)R)\theta R^N$ for some dimensional constant $C_N > 0$.

**Proof.** We define the annulus $A := B(0, (1 + \theta)R) \setminus B(0, (1 - \theta)R)$, and since $|A| = \omega_N R^N((1 + \theta)^N - (1 - \theta)^N)$ we notice that there exists a constant $C_N > 0$ such that $C_N^{-1}|A| \leq \theta R^N \leq C_N |A|$. Without loss of generality we can suppose that $|A| \leq \epsilon_N$ for every fixed $\epsilon_N < \omega_N$: if the other...
case holds, then we denote by \( r_N \) the radius of \( B[\epsilon_N] \), and we get

\[
\sup_{x \in \mathbb{R}^N} \int_{B(x, r_N)} g(x - y)h(y)dy \leq \int_{B[|A|]} g(y)dy = \int_{B[|A|]} g(y)dy + \int_{B[|A|] \setminus B[\epsilon_N]} g(y)dy \\
\leq C(g) + g(r_N \epsilon_1)|A| = \frac{C(g)}{|A|} |A| + g(r_N \epsilon_1)|A| \\
\leq \left( \frac{C(g)}{\epsilon_N} + g(r_N \epsilon_1) \right) |A|,
\]

(23)

that is the desired result since \(|A| \leq C_N \theta R^N\). The value of \( \epsilon_N \) will be fixed later, but it is important to keep in mind that \(|A|\) can be taken arbitrarily small. Thus, we need to prove (22) exploiting the particular shape of \( A \). In the end, it is sufficient to estimate the following quantity:

\[
S := \int_{[-R/2,R/2]^{N-1}} \int_{[-C_N \theta R, C_N \theta R]} g((y',t))dy'dt,
\]

where \( C_N > 0 \) is a geometric constant. In fact, by compactness there exist a constant \( K_N > 0 \) and a family \( \{q_1, \ldots, q_{K_N}\} \) of \((N - 1)\)-dimensional cubes embedded in \( \mathbb{R}^N \) such that

- the center \( c_j \) of \( q_j \) belongs to \( \partial B(0, R) \) for all \( j \);
- their sides have length \( R/2 \);
- for every \( 1 \leq j \leq K_N \) we have that \( q_j \cap \text{Int}(B(0, R)) = \emptyset \);
- if \( D_j = \{tc_j + y : t > -1, y \in q_j\} \) and \( \pi_j^+ \) is the orthogonal projection onto \( \text{span}\{c_j\}^{\perp} \), then we define the map \( \pi_j : D_j \to \mathbb{R}^N \) as

\[
\pi_j(x) = \pi_j^+(x - c_j) + c_j \sqrt{1 - \frac{\|\pi_j^+(x - c_j)\|^2}{R^2}},
\]

so that \( \bigcup_{j=1}^{K_N} \pi_j(q_j) = \partial B(0, R) \), namely they “cover” \( \partial B(0, R) \). Notice that the map \( \pi_j \) is just pushing the points of \( D_j \) onto \( \partial B(0, R) \) as shown in the left picture in Figure 2.

Then, thanks to the positivity of \( g \) we can replace the “curved slabs” \( A \cap D_j \) with some flat slabs \( F_j \) (the smallest \( N \)-dimensional rectangle containing \( A \cap D_j \) with sides parallel or orthogonal to \( q_j \)):

\[
\int g(x - y)h(y)dy \leq \sum_{j=1}^{K_N} \int_{D_j \cap A} g(x - y)h(y)dy \\
\leq \sum_{j=1}^{K_N} \int_{F_j} g(x - y)dy \\
\leq K_N \int_{[-R/2,R/2]^{N-1}} \int_{[-C_N \theta R, C_N \theta R]} g((y',t))dy'dt,
\]

(24)

where we used the monotonicity of \( g \) to pass from the second to the third line. We also highlight that \( F_j \) has thickness smaller than \( C_N \theta R \) for some constant \( C_N \) (see Figure 2, on the right). In fact, if \( \theta \leq 1/10 \) this is clearly true, and we know that \( \theta \leq C_N |A|/R^N \). Since \( R \geq 1 \) and \(|A| \leq \epsilon_N \), we can choose \( \epsilon_N \) so that \( \theta \leq 1/10 \). Then from (24) it is clear that we need only to control the quantity \( S \) defined before.
There exist two constants $C_{\minimizer}$ with the following properties:

Moreover, since $g$ is radial and radially decreasing and radial we have that

$$S \leq \int_{[-R/2,R/2]^{N-1}} \int_{[-C_N\theta R,C_N\theta R]} g((y', 0))dy'dt = 2C_N\theta R \int_{[-R/2,R/2]^{N-1}} g((y', 0))dy'.$$

Since $g$ is radial and radially decreasing and radial we have that

$$\int_{[-R/2,R/2]^{N-1}} \int_{[-C_N\theta R,C_N\theta R]} g((y', 0))dy'dt = 2C_N\theta R \int_{[-R/2,R/2]^{N-1}} g((y', 0))dy'.$$

Moreover, since $g \in L^1_{\text{loc}}(\mathbb{R}^{N-1})$ and $R \geq 1$ we can apply again the strong $L^\infty$ bound (17) to conclude that

$$S \leq C_N\theta R \cdot C' R^{N-1} = C'' R^N,$$

where of course the constant $C''$ depends only on $g$ and the space dimension $N$.  

We report for convenience the statement of [10, Lemma 14], that permits to modify a function in order to make it closer to the characteristic function of a ball.

**Lemma 3.12.** Let $h \in \mathcal{K}$ be a function with $\|h\|_1 = m$, and let $\theta \in [0, 1]$. Then there exists $h' \in \mathcal{K}$ with the following properties

\begin{align*}
\|h'\|_1 &= \|h\|_1, \\
\chi_{(1-\theta)B[m]} \leq h' \leq \chi_{(1+\theta)B[m]}, \\
h'(x) &\leq h(x) \text{ for } x \notin B[m], \quad h'(x) \geq h(x) \text{ for } x \in B[m], \\
\int |h' - \chi_{B[m]}| dx &\leq \int |h - \chi_{B[m]}| dx, \\
\int |h - h'| dx &\leq 2 \int_E |h - h'| dx \quad \text{ where } E = (1-\theta)B[m] \cup (\mathbb{R}^N \setminus (1+\theta)B[m]).
\end{align*}

The following proposition contains the most delicate estimates, and it provides a bound on the Hausdorff distance between $\text{supp } [h - \chi_{B[m]}]$ and $\partial B[m]$ depending only on $\|h - \chi_{B[m]}\|_1$ and on $m$. This kind of bound is clearly something special, that holds for minimizers but not for a generic function $h$. The proof that we are going to write is a simple adaptation of the one present in [10], where we make some minor changes due to our different estimates. We also point out that Frank and Lieb’s proof relies on the fact that $\mathcal{R}(f) \geq 0$ for any $f \in L^1 \cap L^\infty$ with bounded support and $\int f dx = 0$. This is true if $g(x) = |x|^{-\lambda}$ for $\lambda \in (0, N)$, but not in general. We do not use this property, and thus we are able to prove the theorem in wider generality.

**Proposition 3.13.** Let $\alpha > 0$ be fixed and let $g : \mathbb{R}^N \setminus \{0\} \to [0, +\infty)$ be a function satisfying (1). There exist two constants $C_0 = C_0(\alpha, g, N) > 0$ and $m_0 = m_0(\alpha, g, N) > 0$ such that, for every minimizer $h \in \mathcal{K}$ of $\mathcal{G}$ with constrained “mass” $\|h\|_1 = m > m_0$, we have that

$$\chi_{(1-C_0 A(h))B[m]} \leq h \leq \chi_{(1+C_0 A(h))B[m]}.$$
\textbf{Proof.} The strategy is to build a sequence of competitors out of a given minimizer and estimate precisely the difference in energy between them and the minimizer.

We will determine later the value of the constants $C_0$ and $m_0$, for now let us fix a minimizer $h_0$ with $\|h_0\|_1 = m > m_0$ (that is also the first element of the sequence) and let us properly translate it in order to have that the optimal asymmetry ball is centered in 0. The following elements of the sequence are defined applying Lemma 3.12: if $h_k$ has already been built, then $h_{k+1}$ is produced applying that lemma to $h = h_k$ and $\theta = 2^{-k}$. Now we can study the energy difference between two consecutive functions in the sequence, where the idea is to isolate the terms involving $h_{k+1} - h_k$ and to make appear the asymmetry of $h_k$ and $h_{k+1}$ in order to use the previous inequalities:

\begin{align*}
G(h_{k+1}) - G(h_k) &= G(h_{k+1} - h_k, h_{k+1}) + G(h_k, h_{k+1}) + G(h_{k+1} - h_k, h_k) - G(h_{k+1}, h_k) \\
&= G(h_{k+1} - h_k, h_{k+1} - \chi_{B[m]}) + G(h_{k+1} - h_k, h_k - \chi_{B[m]}) \\
&\quad + 2G(h_{k+1} - h_k, \chi_{B[m]}).
\end{align*}

We treat the last term exploiting the comparison estimate of Lemma 3.9 and the properties (25), (27) and (29). Let us take $m_0$ bigger than the mass constant in that lemma, then denoting by $R$ the radius of $B[m]$ we obtain that

\begin{align*}
G(h_{k+1} - h_k, \chi_{B[m]}) &= \int (h_{k+1} - h_k) \Phi_m \text{d}x = \int (h_{k+1} - h_k) (\Phi_m - \Phi_m(R)) \text{d}x \\
&= - \int |h_{k+1} - h_k| |\Phi_m - \Phi_m(R)| \text{d}x \\
&\leq - \int_{\{|x| - R \geq 2^{-k}R\}} |h_{k+1} - h_k| |\Phi_m - \Phi_m(R)| \text{d}x \\
&\leq - C(\alpha, g, N) R^{N+\alpha} 2^{-k} \|h_{k+1} - h_k\|_1.
\end{align*}

Now we concentrate ourselves on the first term of the sum (and the second can be treated using analogous inequalities). In order to write more concise formulas, it is convenient to define the quantity

\[ a_k := 2^k R^{-N} \left| h_k - \chi_{B[m]} \right|_1 \quad \forall k \in \mathbb{N}, \]

that up to a multiplicative constant is an approximation of the average of $|h_k - \chi_{B[m]}|$ on the annulus of thickness $2^{-k}$. We separately estimate the attractive and repulsive terms: for the attractive one we can use the diameter bound shown in Lemma 3.3 (that we can apply if $m_0 \geq \omega_N$) and the condition (28) to see that

\[ I_{\alpha}(h_{k+1} - h_k, h_{k+1} - \chi_{B[m]}) \leq C(\alpha, g, N) R^{N} \|h_{k+1} - h_k\|_1 \cdot 2^{-k-1} R^N a_{k+1} \leq C(\alpha, g, N) R^{N+\alpha} 2^{-k} a_k \|h_{k+1} - h_k\|_1. \]

Of course, the attractive part of the second term can be treated in the same way since we directly obtain that $I_{\alpha}(h_{k+1} - h_k, h_k - \chi_{B[m]}) \leq C(\alpha, g, N) R^{N+\alpha} 2^{-k} a_k \|h_{k+1} - h_k\|_1.$

For the repulsive term we make use of the property (26), that implies that we can apply Lemma 3.10 to the function $h = |h_{k+1} - \chi_{B[m]}|$ with $\theta = 2^{-k}$ (we instead use $\theta = 2^{-k+1}$ for the term including $h_k - \chi_{B[m]}$). In fact, we arrive to

\[ R(h_{k+1} - h_k, h_{k+1} - \chi_{B[m]}) \leq \|h_{k+1} - h_k\|_1 \left[ \sup_{x} \int g(x-y)|h_{k+1}(y) - \chi_{B[m]}(y)| \text{d}y \right] \leq C(\alpha, g, N) 2^{-k} R^{N} \|h_{k+1} - h_k\|_1. \]

Then we can combine the previous inequalities to obtain

\[ G(h_{k+1}) - G(h_k) \leq - R^{N+\alpha} 2^{-k} \|h_{k+1} - h_k\|_1 \left( C - C' a_k - C'' R^{-\alpha} \right), \]

where $C$, $C'$ and $C''$ are positive constants that depend only on $\alpha$, $g$, and $N$. Clearly we can take $m_0$ large enough so that $R^{-\alpha} < C/(4C')$, but thanks to Remark 3.2 we can also take $m_0$ big enough in order to make $a_0 < C/(4C')$. Now we are left with two possibilities: either there exists
Given \( \alpha > 0 \) such that \( a_{k_0} \geq C/(4\alpha^\prime) \), or \( a_k < C/(4\alpha^\prime) \) for every \( k \in \mathbb{N} \). If the first eventuality occurs, then we can take the smallest \( k_0 \) such that \( a_{k_0} \geq C/(4\alpha^\prime) \), and thanks to (30) we see that
\[
\mathcal{G}(h_{k_0}) - \mathcal{G}(h_0) = \sum_{k=0}^{k_0-1} \mathcal{G}(h_{k+1}) - \mathcal{G}(h_k) \leq -R^{N+\alpha} \sum_{k=0}^{k_0-1} 2^{-k} \|h_{k+1} - h_k\|_1 (C - C^\prime a_k - C^\prime R^{-\alpha}) \leq 0.
\]
(31)

Since \( h_0 \) is a minimizer of \( \mathcal{G} \) with constrained volume \( m \), and \( \|h_k\|_1 = m \) for every \( k \in \mathbb{N} \), then we necessarily have that \( \mathcal{G}(h_{k_0}) - \mathcal{G}(h_0) \geq 0 \), which is compatible with the previous conditions only if \( h_k = h_0 \) for every \( k \leq k_0 \). Therefore, using the property (28), we have that
\[
\chi_{(1-2^{-k_0})B[m]}(x) \leq h_0 \leq \chi_{(1+2^{-k_0})B[m]},
\]
and so we need only to estimate \( 2^{-k_0} \) in order to prove the result. In this case we have that \( a_{k_0} \geq C/(4\alpha^\prime) \), therefore using (28) we arrive to
\[
2^{-k_0} \leq \frac{4C}{C R^{-N}} \|h_{k_0} - \chi_{[m]}\|_1 \leq \frac{4C}{C R^{-N}} \|h_0 - \chi_{B[m]}\|_1 \leq \frac{4C\omega\sqrt{N}}{C} A(h_0)
\]
that is the desired result.

If instead \( a_k < C/(4\alpha^\prime) \) for every \( k \in \mathbb{N} \), then we apply (31) to a generic index \( k \in \mathbb{N} \). If \( h_{k+1} \neq h_k \) for some \( k < k_0 \) then the last inequality is strict, but this is impossible since \( h_0 \) minimizes \( \mathcal{G} \). Therefore \( h_k = h_0 \) for every \( k \in \mathbb{N} \), and by construction
\[
\chi_{(1-2^{-k_0})B[m]}(x) \leq h_k \leq \chi_{(1+2^{-k_0})B[m]} \quad \forall k \in \mathbb{N}.
\]

As a consequence \( h_0 = \chi_{B[m]} \), that clearly satisfies the inequality in the statement. In the end, we can choose \( m_0 \) big enough in order to make the previous arguments work and the constant in the statement is \( C_0 = 8C\omega\sqrt{N}/C \).

Proof of Theorem B. We take \( m_0 \) to be the maximum mass threshold appearing in Lemma 3.3, Proposition 3.8, Lemma 3.9 and Proposition 3.13. Given \( m > m_0 \) we take any minimizer \( h \) of \( \mathcal{G} \) with \( \|h\|_1 = m \) and optimal asymmetry ball centered in the origin. Using Theorem 3.1 we obtain that
\[
C m^{2+\alpha/N} A(h)^2 \leq \mathcal{I}_a(h) - \mathcal{I}_a(B[m]) \leq \mathcal{R}(B[m]) - \mathcal{R}(h)
\]
for some constant \( C = C(N, q, \alpha) \). Thanks to Remark 3.2 we can take \( m_0 \) big enough in order to have \( A(h) \) as small as we want. Then combining Proposition 3.13 and Proposition 3.8 (that we can apply because of the small asymmetry) we have that \( \mathcal{R}(B[m]) - \mathcal{R}(h) \leq C^\prime m^2 A(h)^2 \), and therefore we have that \( C m^{\alpha/N} A(h)^2 \leq C^\prime A(h)^2 \). Enlarging \( m_0 \) if necessary, we see that the last inequality can hold only if \( A(h) = 0 \), that is precisely the thesis.
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