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Abstract. Attention is an important cognition process of humans, which helps humans concentrate on critical information during their perception and learning. However, although many machine learning models can remember information of data, they have no the attention mechanism. For example, the long short-term memory (LSTM) network is able to remember sequential information, but it cannot pay special attention to part of the sequences. In this paper, we present a novel model called long short-term attention (LSTA), which seamlessly integrates the attention mechanism into the inner cell of LSTM. More than processing long short term dependencies, LSTA can focus on important information of the sequences with the attention mechanism. Extensive experiments demonstrate that LSTA outperforms LSTM and related models on the sequence learning tasks.
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1 Introduction

With the attention mechanism, human can naturally focus on vital information and ignore irrelevant information during one’s perception and cognition \cite{24,38}. Based on this fact, many brain-inspired learning models have been deeply studied and widely applied in recent years \cite{1,6,11,13,18,28,33,35}. However, although many machine learning models can learn effective representations of data and memorize the data information, they cannot pay attention to important part of the data. For instance, long short-term memory (LSTM) \cite{12} is a widely used model for sequence learning. However, it lacks the attention mechanism. To address this problem, some work tries to apply the attention mechanism to LSTM. Nevertheless, most of these models only add the attention mechanisms outside the LSTM cells and have not thoroughly solved the issue that LSTM have no the attention mechanism itself \cite{16,19,38}.

In this paper, we propose a novel model called long short term attention (LSTA), which seamlessly integrates the attention mechanism into the inner cell
of LSTM. In this case, LSTA can simultaneously remember historical information and notice crucial details in the sequences. In the experiments for sequence learning, we demonstrate the advantage of LSTA over LSTM.

The rest of this paper is organized as follows. In Section 2 we introduce some previous work related to LSTA, including LSTM and some models using the attention mechanism. In Section 3 we present LSTA in detail. In Section 4 we report the experimental results on two sequence learning tasks, i.e. image classification and sentiment analysis. Section 5 concludes this paper.

2 Related Work

In this section, we review some previous work related to LSTA, including LSTM and several models using the attention mechanism.

2.1 LSTM

LSTM is a powerful learning model for sequential data and has been widely applied in many areas, such as speech recognition and handwritten character recognition [9, 36]. The cell of LSTM includes an input gate, a forget gate and an output gate. These gate and the state of the cell can be updated as follows:

\[ f_t = \sigma(W_f[h_{t-1}, x_t] + b_f), \]
\[ i_t = \sigma(W_i[h_{t-1}, x_t] + b_i), \]
\[ \tilde{C}_t = \tanh(W_c[h_{t-1}, x_t] + b_c), \]
\[ C_t = f_t \cdot C_{t-1} + i_t \cdot \tilde{C}_t, \]
\[ o_t = \sigma(W_o[h_{t-1}, x_t] + b_o), \]
\[ h_t = o_t \cdot \tanh(C_t). \]

Here, \( W_f, W_i, W_c, W_o \) are the weight parameters and \( b_f, b_i, b_c, b_o \) are biases. The forget gate \( f_t \) primarily controls the cell state by forgetting the previous moment information. In a similar way, the input gate \( i_t \) and output gate \( o_t \) control the information that will be input to the LSTM cell and output at the current moment, respectively. These three gates are crucial parts of the LSTM cell, which is used to update the current state of the LSTM cell \( C_t \) and obtain new cell output \( h_t \).

In order to optimize the performance of LSTM, many extensions of LSTM have been proposed recently [7, 10, 22, 30]. In [32], the spatiotemporal LSTM (ST-LSTM) units are designed for memorizing both spatial and temporal information. [25] introduces a convolutional LSTM (ConvLSTM), which extends the fully connected LSTM to have convolutional architectures in both the input-to-gate and gate-to-gate transitions. In addition, [10] introduces a tensorized LSTM model, which represent the hidden states with tensors.

As discussed above, LSTM and most of its extensions mainly focus on processing the sequential data, but cannot pay attention to the important information in the sequences. In this paper, we present a model that can integrate the attention mechanism into the inner-cell of LSTM.
2.2 Models Using the Attention Mechanism

The primary function of the attention mechanism is selection and allocation \cite{24,35}. It leads to quick processing of information, with an efficient information choice and concentration of the computing power on the crucial tasks \cite{24,3}. It introduces the attention mechanism in the human cognitive system, with which human pays attention to the noteworthy information and ignores irrespective information \cite{3,38,40}. In the cognitive computation area, the attention mechanism has been widely applied, such as the work to resolve the human visual neural computational problem \cite{4} and that to model the retrieval mechanism of associations from the associative memory \cite{34}.

In particular, a large amount of attention based deep learning models have been proposed in recent years. For example, \cite{14} presents the structured attention networks, which incorporate graphical models to generalize simple attention. Alternatively, \cite{29} introduces a self-attention mechanism model, which is applied to replace the common recurrent and convolutional models. It relies entirely on the attention mechanism to compute representations of its input and output. Moreover, in \cite{11}, the selective attention for identification model (SAIM) is applied to visual search applications. The SAIM simulates the human ability to complete translation invariant recognition of multiple scenes. Additionally, in \cite{26}, a recurrent attention mechanism network is proposed. It is an end-to-end memory learning model used on several language modeling tasks.

As mentioned above, many attention based methods have been proposed to address visual or language processing problems. However, rare work has integrated the attention mechanism into the cell of LSTM to improve its performance in sequence learning.

3 Long Short-Term Attention

In this section, we introduce the proposed long short-term attention (LSTA) model in detail, which seamlessly integrates the attention mechanism into the cell of LSTM. For clarity, we first introduce the added attention gate in Sec. 3.1 and then the architecture and learning of LSTA in Sec. 3.2.

![Fig. 1. An illustration of the attention gate.](image-url)
3.1 The Attention Gate

Fig. 1 shows the structure of the attention gate of LSTA, which accepts the inputs from the input gate and the forget gate. Eq. (7) is the update formula of the attention gate:

$$A_t = \psi(\hat{A}_t[f_t, i_t], \tilde{A}_t[f_t, i_t]) = \hat{A}_t \odot \tilde{A}_t,$$

where $\hat{A}_t$ and $\tilde{A}_t$ are defined as follows:

$$\hat{A}_t = \sigma(W_{\hat{a}}[f_t, i_t] + b_{\hat{a}}),$$

$$\tilde{A}_t = \tanh(W_{\tilde{a}}[f_t, i_t] + b_{\tilde{a}}).$$

In Eq. (7), $\odot$ represents the element-wise multiplication. We multiply the elements between $\hat{A}_t$ and $\tilde{A}_t$ to obtain the output of the attention gate $A_t$. The attention gate determines the attention distribution on the information at the current cell. In the following, we introduce how it can be seamlessly integrated into the cell of LSTM.

3.2 LSTA

In order to endow the attention mechanism to LSTM, we propose the LSTA model which integrates the attention gate introduced above inside the LSTM cell. Fig. 2 is a diagram of the LSTA cell. Particularly, LSTA can pay attention to important information in the sequences during its learning process.

![Fig. 2. The LSTA cell. The module with red color is the attention gate.](image-url)
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LSTA inherits the three gates of LSTM. For the update of its cell state, we can compute it as

\[
\begin{align*}
\hat{C}_t &= C_t + A_t \\
&= f_t \ast C_{t-1} + i_t \ast \hat{C}_t + A_t \\
&= f_t \ast C_{t-1} + i_t \ast \hat{C}_t + \hat{A}_t \otimes \hat{A}_t.
\end{align*}
\]

Here, \( A_t \) is the output of the attention gate and \( C_t \) is the original LSTM cell state. In this case, we integrate the attention mechanism into LSTM unit, such that the new model, LSTA, can not only memorize the sequential information, but also pay attention to important information in the sequences.

Accordingly, the output gate of LSTA can be updated as

\[
h_t = o_t \ast \tanh(\hat{C}_t).
\]

Note that, in LSTA, the attention mechanism is applied inside the LSTM cell, unlike previous attention based LSTM models, in which attention is added after the whole sequence has been handled by all the LSTM cells. Therefore, LSTA is quite different from LSTM and most of its attention based variants. LSTA enables the sequence learning to focus on important parts of the input data and automatically ignore irrelevant parts, so as to improve its performance.

4 Experiments

To evaluate the proposed model LSTA, we have conducted extensive experiments on two sequence learning tasks, image classification and semantic analysis. In the following, we report the experimental settings and results.

4.1 Experiments on the Image Classification Task

In this section, we used the MNIST and Fashion-MNIST data sets to test the performance of LSTA. MNIST is a handwritten digit data set. It contains seventy thousands of \( 28 \times 28 \) gray scale images, which belong to 10 classes. For all the images, 60,000 are used for training and the other 10,000 for test [15]. Alternatively, Fashion-MNIST is an image data set, while its image format and number are both the same as the MNIST data set [37]. In our experiments, we considered the rows of an image as sequential data to perform image classification.

For testing the performance of LSTA, we compared it with some relevant models. As LSTA integrates the attention mechanism into the LSTM cell, the most closely related model to LSTA is LSTM. Hence, we set LSTM as our baseline. Furthermore, we also compared LSTA with gated recurrent unit (GRU) [2], bidirectional LSTM (Bi-LSTM) [8] and nested LSTM (NLSTM) [21] in our experiments. Note that, although there are many attention based variants of LSTM, they are quite different from LSTA. We can also apply the attention
mechanism outside the LSTA cell as same as them. Hence, we have not com-
pared with them in our work.

Table 1 shows the image classification results obtained by LSTA and the
compared models on the MNIST and Fashion-MNIST data sets. As we can
see, LSTA outperforms all the compared models consistently. This demonstrate
the advantage of LSTA over LSTM and its variants and the importance of the
attention mechanism during sequence learning.

| Data set      | LSTM | GRU  | Bi-LSTM | NLSTM | LSTA |
|---------------|------|------|---------|-------|------|
| MNIST         | 97.47% | 97.79% | 97.81% | 97.75% | 97.85% |
| Fashion-MNIST | 87.46% | 88.16% | 88.18% | 88.32% | 88.60% |

To further analyze the advantage of LSTA over LSTM, we draw the learning
curves of LSTM and LSTA obtained on the Fashion-MNIST data set in Fig. 3.
Note that, we used the same loss function for LSTM and LSTA in our exper-
iments. Fig. 3 (a) shows the accuracy curves against the training steps, while
Fig. 3 (b) shows the loss curves against the training steps. As can be seen, due
to the attention mechanism, LSTA consistently performs better, and converges
faster than LSTM.

![Accuracy curves](image1)

![Loss curves](image2)

Fig. 3. The accuracy and loss curves of LSTM and LSTA on the Fashion-MNIST data
set. (a) shows the accuracy curves; and (b) shows the loss curves.

## 4.2 Experiments on the Sentiment Analysis Task

Sentiment analysis is an interesting and important learning task [5, 20, 23]. In
order to evaluate the performance of LSTA, we conducted experiments on both
the classical sentiment analysis and aspect based sentiment analysis.
Classical Sentiment Analysis In this experiment, we used the internet movie review database (IMDB) \[20\] to test LSTA on classical sentiment analysis. IMDB is a crawler data set about the internet movie reviews. Based on the emotion of the reviews, it divides all the film reviews into the positive and negative categories.

In our work, we compared LSTA with LSTM and hybrid deep belief network (HDBN) \[39\], which is an effective deep network for sentiment analysis. The error rate and the running time of LSTA and the compared models are depicted in Fig. 4(a) and 4(b), respectively. As we can see, among the compared model, LSTA obtained the best classification accuracy and used the least running time.

![Fig. 4. The error rate and the running time of LSTM, HDBN and LSTA on the IMDB data set. (a) shows the error rate obtained by the three models; (b) depicts their running time.](image)

Aspect Based Sentiment Analysis Aspect based sentiment analysis is one of the important tasks of semantic analysis \[17\]. In order to verify the effect of LSTA on aspect based sentiment analysis, we conducted experiments on two data sets. One was the SemEval-2014 Task 4 (SemEval14) data set \[23\], which contains two domains (Restaurant and Laptop). The other was the Twitter data set collected by Dong et al. \[5\]. In these two data sets, the aspect terms of each review are labeled by three sentiment polarities, which are positive, neutral and negative, respectively. For example, about an aspect term *fajitas*, when it is in a sentence “I loved their fajitas, but the service is horrible.”, its polarity is positive, but for aspect term *service*, its polarity is negative. Concretely, the statistics of the two data sets are provided in Table 2.

In this experiment, we used Accuracy and Macro-averaged F-measure (Macro-F1) as the metrics to evaluate the effect of LSTA and the compared models \[5,27\]. The experimental results obtained by LSTA and the compared methods are shown in Table 3. In this table, “Cabasc” is a content attention model for aspect based sentiment analysis \[17\]. “ATAE-LSTM” is an attention-based LSTM with aspect embedding, which can focus on the parts of a sentence when several aspects are taken as input \[31\].
Table 2. The statistics of the SemEval14 and Twitter data sets.

| Data set       | Positive Train | Positive Test | Neutral Train | Neutral Test | Negative Train | Negative Test |
|----------------|----------------|---------------|---------------|--------------|----------------|---------------|
| SemEval14(Restaurant) | 2164 728 | 637 196 | 807 196 |
| SemEval14(Laptop) | 994 341 | 464 169 | 870 128 |
| Twitter        | 1561 173 | 3127 346 | 1560 173 |

From Table 3, we can see that LSTA performs best among the compared models. That is, LSTA outperforms both LSTM and previous attention models, including that apply the attention mechanism outside the cell of LSTM.

Table 3. The experimental results obtained on the SemEval14 and Twitter data sets.

| Method     | SemEval14 (Restaurant) | SemEval14 (Laptop) | Twitter |
|------------|-------------------------|---------------------|---------|
|            | Acc.(%) | Macro-F1 | Acc.(%) | Macro-F1 | Acc.(%) | Macro-F1 |
| Cabasc     | 78.12 | 0.6743 | 70.84 | 0.6552 | 69.51 | 0.6707 |
| ATAE-LSTM  | 77.86 | 0.6718 | 69.75 | 0.6425 | 69.65 | 0.6762 |
| LSTM       | 77.41 | 0.6686 | 69.74 | 0.6394 | 68.93 | 0.6699 |
| LSTA       | 78.57 | 0.6801 | 71.16 | 0.6559 | 69.94 | 0.6911 |

5 Conclusion

In this paper, we present a novel LSTA model to alleviate the problem that LSTM lacks the attention mechanism. The key idea behind this model is to seamlessly integrate the attention mechanism into the cell of LSTM. Experiments demonstrate that LSTA performs better than LSTM, many variants of LSTM and related attention models. Hence, LSTA can be seen as a substitute of LSTM in the sequence learning tasks.
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