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Abstract. We investigate sufficient conditions for the presence of coexistence states for different genotypes in a diploid diallelic population with dominance distributed on a heterogeneous habitat, considering also the interaction between genes at multiple loci. In mathematical terms, this corresponds to the study of the Neumann boundary value problem

\[
\begin{aligned}
    p_1'' + \lambda_1 w_1(x, p_2) f_1(p_1) &= 0, & \text{in } \Omega, \\
    p_2'' + \lambda_2 w_2(x, p_1) f_2(p_2) &= 0, & \text{in } \Omega, \\
    p_1' &= p_2' = 0, & \text{on } \partial \Omega,
\end{aligned}
\]

where the coupling-weights \( w_i \) are sign-changing in the first variable, and the nonlinearities \( f_i : [0, 1] \to [0, +\infty[ \) satisfy \( f_i(0) = f_i(1) = 0, f_i(s) > 0 \) for all \( s \in ]0, 1[ \), and a superlinear growth condition at zero. Using a topological degree approach, we prove existence of \( 2^N \) positive fully nontrivial solutions when the real positive parameters \( \lambda_1 \) and \( \lambda_2 \) are sufficiently large.
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1. Introduction

Starting from the Eighties, a great deal of attention has been devoted to boundary value problems associated with differential equations of the form
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where \( w \) changes sign in the domain. Following a terminology popularised in [26], such problems are referred to as *indefinite weight* problems. Many issues connected to this family of problems, like existence, uniqueness, multiplicity and stability of solutions for (1.1) have been largely investigated; among many others, we mention [2 3 4 5 13 39], and we refer to the introduction in [14] for a more complete bibliography and to [11] for a survey illustrating some examples of models in physics and ecology, where the search of stationary solutions of parabolic equations strongly motivates the study of equation (1.1), also in the ODE case.

More recently, a series of papers (e.g. [8 9 15 17 23 27]) has shown the effectiveness of topological methods, such as degree theory and shooting techniques, to study such issues in an ODE setting. More precisely, by analysing the nodal behaviour of the indefinite weight, it has been provided precise multiplicity results for positive solutions of the equation

\[
p'' + w(x)f(p) = 0
\]

considering several types of boundary conditions and several types of nonlinearities \( f \) all characterized by a superlinear behaviour at zero. As we discuss briefly below and more extensively in Section 5.1, such framework is relevant to justify the coexistence of two competing alleles with dominance in a diploid population.

The main purpose of this paper is to illustrate how such an approach can be successfully extended to the case of systems of indefinite equations. Indeed, their flexibility is one of the advantages of the application of topological methods. The employment of topological tools to generalize existence results for ODEs to systems of differential equations obtained by suitable coupling of the original equation has been recently applied in various frameworks, for instance in [6 19 20 21]. We remark that such results are not necessarily restricted to small perturbations: indeed, as in our case, they apply also to larger suitable couplings.

In terms of modelling, our generalisation of the problem to the case of systems is justified by considering a nontrivial interaction between genes at multiple loci. Let us therefore consider a diploid population. We assume that at one locus we have two possible alleles \( A \) and \( a \), with complete dominance of the allele \( A \); whereas at a second locus we have, analogously, two possible alleles \( B \) and \( b \), with complete dominance of the allele \( B \). We denote with \( p, q \in [0, 1] \) respectively, the frequencies of the alleles \( a \) and \( b \) in the population. We further assume that the population is at equilibrium, with random mating and linkage equilibrium between the two loci. The population is distribute on a heterogeneous bounded habitat \( \Omega \subseteq \mathbb{R} \). As we derive rigorously in Section 5, the fitness of the allele \( a \) at a given place \( x \) can be expressed as the product of a term \( f(p) = p^2(1 - p) \), depending on the frequency of the allele and accounting for the dominance of \( A \), and of a Carathéodory function \( \lambda w_p(x, q) \) which describes how favourable is the habitat to the allele \( a \) at \( x \), and depends also on the genotype distribution of the population in \( x \) with respect to the other locus, expressed through the dependence of the frequency \( q \). Such structure is directly calculated by the space-dependent fitneses of the four possible phenotypes. We assume that the habitat presents a region \( I_p \subseteq \Omega \) where it is favourable to the allele \( a \) for all the
possible situations at the other locus (namely \( w_p(x, q) > 0 \) for every \( x \in I_p \)), but that in general the environment is hostile to the allele \( a \) (namely \( w_p(x, q) < \beta(x) \) with \( \int_{\Omega} \beta(x) \, dx < 0 \)). The coefficient \( \lambda \) measures the intensity of the competition between the alleles compared to the velocity of diffusion, meaning that a larger \( \lambda \) corresponds to a larger advantage of one of the allele where it is favoured by the environment. An analogous characterisation holds for the allele \( b \). We also assume a random dispersal of the population within the habitat, whose intensity is regulated by a function \( \kappa(x) > \kappa_0 > 0 \).

The search for steady states for the population corresponds to solving the system

\[
\begin{align*}
\kappa(x)p'' + \lambda w_p(x, q)f(p) &= 0, \quad \text{in } \Omega, \\
\kappa(x)q'' + \lambda w_q(x, p)f(q) &= 0, \quad \text{in } \Omega, \\
p' &= q' = 0, \quad \text{on } \partial \Omega.
\end{align*}
\]

In particular we are interested in finding steady states where both alleles coexist at each locus, namely such that \( 0 < p(x) < 1 \) and \( 0 < q(x) < 1 \) for all \( x \in \Omega \). We refer to such solutions of (1.2) as fully nontrivial solutions. Such stationary solutions are usually also called clines, since they describe the gradual change in space of the frequency of an allele.

As a corollary of our main result (Theorem 2.1) we obtain the following necessary condition for the existence of fully nontrivial stationary states (cf. Corollary 5.1).

**Corollary.** There exists \( \lambda^* > 0 \) such that for every \( \lambda > \lambda^* \) there exist at least four fully nontrivial solutions to (1.2).

Beyond this motivating application, since the problem has an intrinsic mathematical interest, we remark that our main result deals with a more general family of systems. Indeed, as we discuss in Section 2, we consider functions \( f \) satisfying

\[
f(0) = f(1) = 0, \quad f(s) > 0, \quad \text{for all } s \in [0, 1[,
\]

and having a superlinear growth at zero, namely \( f'(0) = 0 \). Moreover our result applies to an arbitrarily large number of coupled equations.

The plan of the paper is as follows. In Section 2 we introduce the mathematical framework and state our main result. Section 3 is devoted to illustrate the abstract degree setting which is employed in the proof of Theorem 2.1 given in Section 4. The paper ends with Section 5 where we derive the model described above.

### 2. Notation, hypotheses and main result

We now introduce our working framework, which is more general than the one discussed in the Introduction. In particular we consider a system of \( N \) ordinary differential equations, where \( N \geq 2 \) is an integer. In this section, we list all the hypotheses needed and state our main result.

Let \( \Omega = [\omega, \omega'] \) be an open and bounded interval in \( \mathbb{R} \). For \( i = 1, \ldots, N \), let \( w_i : \Omega \times \mathbb{R}^{N-1} \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function satisfying
Moreover, we assume a superlinear growth condition at zero, that is, Neumann boundary conditions

\[ w_i(x, \hat{\xi}) \geq 0, \quad w_i(\cdot, \hat{\xi}) \neq 0, \quad \text{on } I_i, \]

and there exist \( \alpha_i, \beta_i \in L^1(\Omega) \) with

\[ \alpha_i(x) \geq 0 \text{ and } \alpha_i \neq 0 \text{ on } I_i, \quad \int_{\Omega} \beta_i(x) \, dx < 0, \]

such that

\[ \alpha_i(x) \leq w_i(x, \hat{\xi}) \leq \beta_i(x), \quad \text{for a.e. } x \in \Omega, \text{ for all } \hat{\xi} \in [0, 1]^{N-1}. \]

Here, the notation \( g \neq 0 \) means that the function \( g \) is not identically zero. The first part of hypothesis \( [w_i] \) is a sign-condition which states that \( w_i \) is positive on an interval of \( \Omega \) with non-zero measure, while the second part implies that \( w_i \) is \( L^1 \)-uniformly bounded in the second variable and \( \beta_i \) is negative somewhere (and so also the \( w_i \)). We notice that the weights \( w_i \) can change sign infinitely many times.

For \( i = 1, \ldots, N \), let \( f_i : [0, 1] \to [0, +\infty[ \) be a continuously differentiable function such that

\[ (f_{i, \ast}) \quad f_i(0) = f_i(1) = 0, \quad f_i(s) > 0, \quad \text{for all } s \in [0, 1]. \]

Moreover, we assume a superlinear growth condition at zero, that is

\[ (f_{i,0}) \quad f_i'(0) = 0. \]

We now introduce a useful notation. Let \( i \in \{1, \ldots, N\} \) and \( J \subseteq \mathbb{R} \). Given a vector field \( p = (p_1, \ldots, p_N) : J \to \mathbb{R}^N \) we denote by

\[ \hat{p}^i(x) = (p_1(x), \ldots, p_{i-1}(x), p_{i+1}(x), \ldots, p_N(x)) \in \mathbb{R}^{N-1}, \quad x \in J, \]

the vector of length \( N - 1 \) obtained from \( p \) by removing the \( i \)-th component.

We deal with the following system of \( N \) differential equations together with Neumann boundary conditions

\[
\begin{align*}
&\left\{ \begin{array}{ll}
 p''_i + \lambda_i w_i(x, \hat{p}^i) f_i(p_i) = 0, & \text{in } \Omega, \\
 p'_i = 0, & \text{on } \partial\Omega,
\end{array} \right. \\
&i = 1, \ldots, N.
\end{align*}
\]

(S)

Solutions to (S) are meant in the Carathéodory sense, that is, a function \( p = (p_1, \ldots, p_N) \), with \( p_i : \overline{\Omega} \to [0, 1] \), is a solution of (S) if \( p_i \) is continuously differentiable in \( \overline{\Omega} \) and \( p'_i \) is absolutely continuous in \( \Omega \), the differential equations in (S) are satisfied almost everywhere and \( p'_i(x) = 0 \) for all \( x \in \partial\Omega \), for every \( i = 1, \ldots, N \). We stress that, since \( f_i \) is defined on \([0, 1]\), we implicitly assume that \( 0 \leq p_i(x) \leq 1 \) for all \( x \in \overline{\Omega} \), for every \( i = 1, \ldots, N \).

Hypotheses \( [f_{i, \ast}] \) ensures that \( p = (p_1, \ldots, p_N) \) with either \( p_i \equiv 0 \) or \( p_i \equiv 1 \) for every \( i = 1, \ldots, N \), is a (constant) trivial solution of (S). In the sequel, we call semitrivial a solution with \( p_i \neq 0 \) and \( p_i \neq 1 \) for some \( i = 1, \ldots, N \), and fully nontrivial if \( p_i \neq 0 \) and \( p_i \neq 1 \) for every \( i = 1, \ldots, N \).

Our main result is the following.
Theorem 2.1. For \(i = 1, \ldots, N\), let \(w_i : \Omega \times \mathbb{R}^{N-1} \to \mathbb{R}\) be an \(L^1\)-Carathéodory function satisfying (\(w_{i,*}\)). For \(i = 1, \ldots, N\), let \(f_i : [0,1] \to [0, +\infty[\) be a continuously differentiable function satisfying (\(f_{i,*}\)) and (\(f_{i,0}\)). Then, there exists \(\lambda^* > 0\) such that the following holds: if \(\lambda_i > \lambda^*\) for every \(i = 1, \ldots, N\), then there exist at least \(2^N\) fully nontrivial solutions to (\(S\)). Moreover, there exists at least \(4^N - 2^N\) semitrivial solutions to (\(S\)).

3. Abstract degree setting

This section presents the abstract setting of the coincidence degree in the framework of system (\(S\)) and two crucial lemmas for the computation of the degree. In the following, for \(i = 1, \ldots, N\), we assume that \(\lambda_i > 0\), \(w_i\) is an \(L^1\)-Carathéodory function satisfying (\(w_{i,*}\)), \(f_i \in C([0,1])\) satisfying (\(f_{i,*}\)).

As a first step, we extend the nonlinearities contained in (\(S\)) to the whole real line, by defining the \(L^1\)-Carathéodory function

\[
h(x, \xi) = (h_1(x, \xi), \ldots, h_N(x, \xi)), \quad x \in \Omega, \quad \xi = (\xi_1, \ldots, \xi_N) \in \mathbb{R}^N,
\]

where, for \(i = 1, \ldots, N\), we set

\[
h_i(x, \xi) = \begin{cases} 
-\xi_i, & \text{if } \xi_i \leq 0, \\
\lambda_i w_i(x, \hat{\xi}_i) f_i(\xi_i), & \text{if } 0 \leq \xi_i \leq 1, \\
1 - \xi_i, & \text{if } \xi_i \geq 1,
\end{cases}
\]

with \(\hat{\xi}_i = (\xi_1, \ldots, \xi_{i-1}, \xi_{i+1}, \ldots, \xi_N) \in \mathbb{R}^{N-1}\).

In this manner, as a consequence of the weak maximum principle (based on a convexity argument), every solution \(p\) of

\[
\begin{cases} 
p''_i + \lambda_i h_i(x, p) = 0, & \text{in } \Omega, \\
p'_i = 0, & \text{on } \partial \Omega, \\
i = 1, \ldots, N,
\end{cases} \tag{\(H\)}
\]

satisfies \(0 \leq p_i(x) \leq 1\), for all \(x \in \overline{\Omega}\) (for \(i = 1, \ldots, N\), and thus solves (\(S\)).

3.1. Operatorial formulation

We plan to exploit the coincidence degree theory introduced and developed by J. Mawhin (cf. [22, 32, 33]). First of all, we aim to write system (\(H\)) as an operatorial equation of the form

\[
Lp = Np, \quad p \in \text{dom } L. \tag{\(3.1\)}
\]

As quite standard in the framework of Neumann boundary value problems, we define \(L\) as the linear differential operator

\[
(Lp)(x) = -p''(x), \quad x \in \Omega,
\]

with

\[
\text{dom } L = \{ p \in W^{2,1}(\overline{\Omega}, \mathbb{R}^N) : p'_i(\overline{\omega}) = p'_i(\overline{\omega}) = 0, \ i = 1, \ldots, N \} \subseteq C(\overline{\Omega}, \mathbb{R}^N),
\]

\[
\text{dom } L = \{ p \in W^{2,1}(\overline{\Omega}, \mathbb{R}^N) : p'_i(\overline{\omega}) = p'_i(\overline{\omega}) = 0, \ i = 1, \ldots, N \} \subseteq C(\overline{\Omega}, \mathbb{R}^N),
\]
and \( N : C(\Omega, \mathbb{R}^N) \to L^1(\Omega, \mathbb{R}^N) \) as the Nemytskii operator induced by the function \( h \), precisely
\[
(N p)(x) = h(x, p(x)), \quad x \in \Omega.
\]

We now recall the main features of coincidence degree theory which will be crucial in the sequel. Let
\[
X = \prod_{i=1}^N X_i = C(\Omega, \mathbb{R}^N) \quad \text{and} \quad Z = \prod_{i=1}^N Z_i = L^1(\Omega, \mathbb{R}^N),
\]
where, for \( i = 1, \ldots, N \), \( X_i = C(\Omega) \) is the Banach space of continuous functions \( p_i : \Omega \to \mathbb{R} \), endowed with the sup-norm \( \|p_i\|_\infty = \max_{x \in \Omega} |p_i(x)| \), and \( Z_i = L^1(\Omega) \) is the Banach space of Lebesgue integrable functions \( z_i : \Omega \to \mathbb{R} \), endowed with the \( L^1 \)-norm \( \|z_i\|_{L^1} = \int_\Omega |z_i(x)| \, dx \). The spaces \( X \) and \( Z \) are endowed with the standard norms.

For \( i = 1, \ldots, N \), let \( L_i : \text{dom} \, L_i \to Z_i \) be the \( i \)-th component of \( L = (L_1, \ldots, L_N) \), that is \( \text{dom} \, L_i = \{ p_i \in W^{2,1}(\Omega) : p_i'(\omega) = p_i'(\overline{\omega}) = 0 \} \subseteq X_i \) and \( L_i p_i = -p_i'' \). We observe that \( \ker L_i \equiv \mathbb{R} \) and \( \text{coker} \, L_i \equiv \mathbb{R} \) are made up of constant functions and
\[
\text{Im} \, L_i = \left\{ z_i \in Z_i : \int_\Omega z_i(x) \, dx = 0 \right\}.
\]
We also define the projectors \( P : X \to \ker L \) and \( Q : Z \to \text{coker} \, L \) with components
\[
P_i p_i = \frac{1}{|\Omega|} \int_\Omega p_i(x) \, dx, \quad Q_i z_i = \frac{1}{|\Omega|} \int_\Omega z_i(x) \, dx, \quad i = 1, \ldots, N,
\]
and the map \( K = (K_1, \ldots, K_N) : \text{Im} \, L \to \text{dom} \, L \cap \ker P \) as the right inverse of \( L \), namely, for \( i = 1, \ldots, N \), \( K_i \) associates to \( v \in L^1(\Omega) \) with \( \int_\Omega v(x) \, dx = 0 \) the unique solution of \( p_i'' + v(x) = 0 \) with \( \int_\Omega p_i(x) \, dx = 0 \).

With the above position, one can show that \( p \) is a solution of \( (\mathcal{H}) \) if and only if \( p \) satisfy the coincidence equation \( (3.1) \). From Mawhin’s coincidence degree theory, it is standard to prove that \( (3.1) \) is equivalent to the fixed point problem
\[
p = \Phi(p), \quad p \in X,
\]
where \( \Phi = (\Phi_1, \ldots, \Phi_N) : X \to X \) is the completely continuous operator
\[
\Phi(p) = P p + J Q N p + K (\text{Id}_Z - Q) N p, \quad p \in X,
\]
where \( J : \text{coker} \, L \to \ker L \) is the identity map.

Given an open and bounded set \( \mathcal{B} \subseteq X \) such that
\[
L p \neq N p, \quad \text{for all } p \in \partial \mathcal{B} \cap \text{dom} \, L,
\]
the coincidence degree \( D_L(L - N, \mathcal{B}) \) of \( L \) and \( N \) in \( \mathcal{B} \) is defined as
\[
D_L(L - N, \mathcal{B}) = \text{deg}_{\text{LS}}(\text{Id}_X - \Phi, \mathcal{B}, 0),
\]
where “deg_{LS}” denotes the Leray–Schauder topological degree. The coincidence degree satisfies all the usual properties of Brouwer’s and Leray–Schauder degrees,
like additivity/excision and homotopic invariance properties. In particular, equation (3.1) has at least a solution in $B$ if $D_L(L - N, B) \neq 0$. For a more detailed discussion, we refer to [22, 32, 33].

3.2. Technical degree lemmas

We present two lemmas for the computation of the coincidence degree on open bounded sets of the form

$$B^I_d = \prod_{i=1}^N B_{d_i}, \quad \text{with } d = (d_1, \ldots, d_N) \in ]0,1[^N,$$

where

$$B_i = \begin{cases} B(0, d_i), & \text{if } i \notin \mathcal{I}, \\ U_{d_i, I_i} = \left\{ p_i \in X_i : \|p_i\|_{\infty} < 1, \max_{x \in I_i} |p_i(x)| < d_i \right\}, & \text{if } i \in \mathcal{I}, \end{cases}$$

denoting with $B(0, d_i)$ the open ball in $X_i$ with center 0 and radius $d_i$, and recalling the interval $I_i$ introduced in hypothesis \((w_{i,*})\).

The first lemma presents sufficient conditions for zero degree.

Lemma 3.1. For $i = 1, \ldots, N$, let $w_i : \Omega \times \mathbb{R}^{N-1} \to \mathbb{R}$ be an $L^1$-Carathéodory function satisfying \((w_{i,*})\). For $i = 1, \ldots, N$, let $f_i : [0,1] \to [0, +\infty]$ be a continuous function satisfying \((f_{i,*})\). Let $\mathcal{I} \subseteq \{1, \ldots, N\}$ with $\mathcal{I} \neq \emptyset$, $d = (d_1, \ldots, d_N) \in ]0,1[^N$, and assume that there exists $v = (v_1, \ldots, v_N) \in L^1(\Omega, \mathbb{R}^N)$, with $v \neq 0$, such that the following two properties hold:

\(H_1\) If $\mu \geq 0$ and $p$ is a solution of

$$\begin{cases} p_i'' + \lambda_i w_i(x, \hat{p}^i) f_i(p_i) + \mu v_i(x) = 0, & \text{in } \Omega, \\ p_i' = 0, & \text{on } \partial \Omega, \\ i = 1, \ldots, N, \end{cases}$$

\begin{align} \|p_i\|_{\infty} \neq d_i, \quad & \text{for all } i \in \{1, \ldots, N\} \setminus \mathcal{I}, \\ \max_{x \in I_i} |p_i(x)| \neq d_i, \quad & \text{for all } i \in \mathcal{I}. \end{align}

\(H_2\) There exists $\mu_0 \geq 0$ such that problem (3.2), with $\mu = \mu_0$, has no solution $p$ with

\begin{align} \|p_i\|_{\infty} \leq d_i, \quad & \text{for all } i \in \{1, \ldots, N\} \setminus \mathcal{I}, \\ \max_{x \in I_i} |p_i(x)| \leq d_i, \quad & \text{for all } i \in \mathcal{I}. \end{align}

Then, it holds that $D_L(L - N, B^I_d) = 0$.

Proof. Let $\mathcal{I} \subseteq \{1, \ldots, N\}$ with $\mathcal{I} \neq \emptyset$ and $d = (d_1, \ldots, d_N) \in ]0,1[^N$. Let $v = (v_1, \ldots, v_N) \in L^1(\Omega, \mathbb{R}^N)$, with $v \neq 0$, be such that hypotheses \((H_1)\) and \((H_2)\) hold.
We study the parameter-dependent problem
\[
\begin{cases}
p''_i + h_i(x, p) + \mu v_i(x) = 0, & \text{in } \Omega, \\
p'_i = 0, & \text{on } \partial \Omega, \\
i = 1, \ldots, N,
\end{cases}
\tag{3.3}
\]
for \(\mu \geq 0\), which can be equivalently written as a coincidence equation in the space \(X\)
\[
Lp = Np + \mu v, \quad p \in \text{dom } L.
\]
We notice that if \(p = (p_1, \ldots, p_N)\) is a solution of (3.3), then the weak maximum principle ensures that \(0 \leq p_i(x) \leq 1\) for all \(x \in \Omega\), for every \(i = 1, \ldots, N\), and, indeed, \(p\) solves (3.2).

We first observe that \(\|p_i\|_\infty < 1\) for every \(p_i \in \partial U_{d_i, I_i}\), for every \(i \in I\), due the uniqueness of the solution of the Cauchy problem associated with the \(i\)-th equation in (3.3). Therefore, by condition \((H_1)\) the coincidence degree \(D_L(L - N - \mu v, B_d^{I})\) is well-defined for every \(\mu \geq 0\). Now, using \(\mu\) as a homotopy parameter and exploiting the homotopy invariance property of the coincidence degree, we have that
\[
D_L(L - N, B_d^{I}) = D_L(L - N - \mu_0 v, B_d^{I}) = 0,
\]
where the last equality follows from \((H_2)\). This concludes the proof. \(\square\)

The second lemma states a sufficient condition for non-zero degree in
\[
B_d^0 = B(0, d_1) \times \cdots \times B(0, d_N) \subseteq X, \quad \text{with } d = (d_1, \ldots, d_N) \in ]0, 1[^N,
\]
amely in a Cartesian product of open balls in \(C(\Omega)\). We recall that
\[
\partial B_d^0 = \bigcup_{i=1}^N \left( B(0, d_1) \times \cdots \times B(0, d_i-1) \times \partial B(0, d_i) \times B(0, d_{i+1}) \cdots \times B(0, d_N) \right).
\]

**Lemma 3.2.** For \(i = 1, \ldots, N\), let \(w_i : \Omega \times \mathbb{R}^{N-1} \to \mathbb{R}\) be an \(L^1\)-Carathéodory function satisfying \((w_i, *)\). For \(i = 1, \ldots, N\), let \(f_i : [0, 1] \to [0, +\infty[\) be a continuous function satisfying \((f_i, *)\). Let \(d = (d_1, \ldots, d_N) \in ]0, 1[^N\) and assume that the following property holds.

\((H_3)\) If \(\vartheta \in ]0, 1]\) and \(p\) is a solution of
\[
\begin{cases}
p''_i + \partial \lambda_i w_i(x, \hat{p}^i) f_i(p_i) = 0, & \text{in } \Omega, \\
p'_i = 0, & \text{on } \partial \Omega, \\
i = 1, \ldots, N,
\end{cases}
\tag{3.4}
\]
then \(\|p_i\|_\infty \neq d_i\), for all \(i \in \{1, \ldots, N\}\).

Then, it holds that \(D_L(L - N, B_d^0) = 1\).

**Proof.** Let \(d = (d_1, \ldots, d_N) \in ]0, 1[^N\). As a first step, we show that
\[
Lp \neq \vartheta Np, \quad \text{for all } p \in \partial B_d^0 \cap \text{dom } L \text{ and } \vartheta \in ]0, 1[.
\]
Indeed, if \( p \in B_d^0 \cap \text{dom } L \) is a solution to \( Lp = \vartheta Np \) for some \( \vartheta \in [0, 1] \), then \( p \) solves

\[
\begin{cases}
p_{ii}'' + \vartheta h_i(x, p) = 0, & \text{in } \Omega, \\
p_{ii}' = 0, & \text{on } \partial \Omega,
\end{cases}
\]

\( i = 1, \ldots, N. \)

By the weak maximum principle, we find that \( 0 \leq p_i(x) \leq 1 \) for all \( x \in \overline{\Omega} \) and, indeed, \( p \) solves (3.4). By condition \([H_3]\) we deduce that \( p \notin \partial B_d^0 \) and hence the claim is proved.

As a second step, we deal with the case \( \vartheta = 0 \). We consider the operator \( QN \) in \( \text{ker } L \equiv \mathbb{R}^N \), namely

\[
QNp = \frac{1}{|\Omega|} \int_{\Omega} h(x, \xi) \, dx, \quad p \equiv \xi \in \mathbb{R}^N.
\]

We introduce the map \( h^\# = (h_1^\#, \ldots, h_N^\#) : \mathbb{R}^N \to \mathbb{R}^N \) defined, for \( i = 1, \ldots, N \), by

\[
h^\#_i(\xi) = \frac{1}{|\Omega|} \int_{\Omega} h_i(x, \xi) \, dx = \begin{cases} 
-\xi_i, & \text{if } \xi_i \leq 0, \\
\lambda_i \left( \frac{1}{|\Omega|} \int_{\Omega} w_i(x, \xi^i) \, dx \right) f_i(\xi_i), & \text{if } 0 \leq \xi_i \leq 1, \\
1 - \xi_i, & \text{if } \xi_i \geq 1.
\end{cases}
\]

Hence \( QN\xi = h^\#(\xi) \) for all \( \xi \in \mathbb{R}^N \). By condition \([w_{i,\ast}]\) for \( i = 1, \ldots, N \), we have

\[
\int_{\Omega} w_i(x, \xi^i) \, dx \leq \int_{\Omega} \beta_i(x) \, dx < 0, \quad \text{for all } \xi \in [0, 1]^{N-1},
\]

and thus

\[
\langle h^\#(\xi), \xi \rangle < 0, \quad \text{for all } \xi \in \mathbb{R}^N \text{ with } \xi_i \neq 0, \xi_i \neq 1, \text{ for every } i = 1, \ldots, N.
\]

(3.5)

As a direct consequence, \( h^\# \) has no zeros on

\[
\partial(B_d^0 \cap \mathbb{R}^N) = \bigcup_{i=1}^N \left( \left[ -d_i, d_i \right] \times \cdots \times \left[ -d_{i-1}, d_{i-1} \right] \times \{ \pm d_i \} \times \cdots \times \left[ -d_{N-1}, d_{N-1} \right] \times \cdots \times \left[ -d_N, d_N \right] \right),
\]

and therefore \( QNp \neq 0 \) for all \( p \in \partial B_d^0 \cap \text{ker } L \).

An application of Mawhin’s continuation theorem (see [31]) ensures that

\[
D_L(L - N, B_d^0) = \deg_B(-QN, B_d^0 \cap \text{ker } L, 0) = \deg_B(-h^\#, B_d^0 \cap \mathbb{R}^N, 0),
\]

where “\( \deg_B \)” denotes Brouwer’s topological degree.

Finally, from (3.5) we deduce that Brouwer’s degree of \( -h^\# \) in \( B_d^0 \cap \text{ker } L \) is 1. This fact can be straightforwardly verified by considering the homotopy given by a convex combination with the identity map. \( \square \)
4. Proof of the main result

The section presents the proof of Theorem 2.1. First, we prove some preliminary lemmas. Then, we can give the proof which is based on the coincidence degree theory illustrated in Section 3.

4.1. Preliminary lemmas

The following three lemmas give some estimates for the solutions of the homotopic parameter dependent systems associated with (S) introduced in Section 3.2.

**Lemma 4.1.** For $i = 1, \ldots, N$, let $w_i : \Omega \times \mathbb{R}^{N-1} \to \mathbb{R}$ be an $L^1$-Carathéodory function satisfying $\{w_i, \lambda\}$. For $i = 1, \ldots, N$, let $f_i : [0,1] \to [0, +\infty[$ be a continuous function satisfying $\{f_i, \lambda\}$. Let $v = (v_1, \ldots, v_N) \in L^1(\Omega, \mathbb{R}^N)$, with $v_i \geq 0$, for every $i = 1, \ldots, N$. Let $k \in \{1, \ldots, N\}$. For every $\rho \in ]0,1[$, there exists $\lambda^*_k = \lambda^*_k(\rho) > 0$ such that, for every $\lambda_k > \lambda^*_k$, $\lambda_i > 0$ for $i \neq k$ and $\mu \geq 0$, there is no solution $p = (p_1, \ldots, p_N)$ of

$$
\begin{align*}
\left\{ 
\begin{array}{ll}
p''_i + \lambda w_i(x,p^i)x + \mu w_i(x) = 0, & \text{in } \Omega, \\
i = 1, \ldots, N,
\end{array}
\right.
\end{align*}
$$

(4.1)

such that $\max_{x \in I_k} p_k(x) = \rho$.

**Proof.** For simplicity, for $i = 1, \ldots, N$, we set $I_i = [\sigma_i, \tau_i]$. Let $k \in \{1, \ldots, N\}$ be fixed. Let $\varepsilon > 0$ with $\varepsilon < (\tau_k - \sigma_k)/2$, and satisfying $\int_{\sigma_k + \varepsilon}^{\tau_k - \varepsilon} \alpha_k(x) \, dx > 0$.

Let $\rho \in ]0,1[$. We fix $\mu \geq 0$ and suppose by contradiction that $p$ is a solution of (4.1) such that $\max_{x \in I_k} p_k(x) = \rho$. Hypothesis $(w_{k,*})$ ensures that $p_k$ is concave on $I_k$. As a consequence, we have

$$p_k(x) \geq \left. \frac{\rho}{\tau_k - \sigma_k} \min \{x - \sigma_k, \tau_k - x\} \geq \frac{\varepsilon \rho}{|I_k|}, \quad \forall x \in I_k,$$

(cf. [24] p. 420) for a similar estimate). Moreover, since $p'_k$ is non-decreasing in $I_k$, by integrating we have that

$$|p'_k(x)| \leq \frac{p_k(x)}{\varepsilon} \leq \frac{\rho}{\varepsilon}, \quad \forall x \in [\sigma_k + \varepsilon, \tau_k - \varepsilon].$$

We define

$$\eta_{\varepsilon, \rho} = \min \left\{ f_k(s) : \frac{\varepsilon \rho}{|I_k|} \leq s \leq \rho \right\}.$$

We integrate the $k$-th equation in (4.1) on $[\sigma_k + \varepsilon, \tau_k - \varepsilon]$ and we use the above estimates to obtain

$$\begin{align*}
\lambda_k \eta_{\varepsilon, \rho} \int_{\sigma_k + \varepsilon}^{\tau_k - \varepsilon} \alpha_k(x) \, dx & \leq \lambda_k \int_{\sigma_k + \varepsilon}^{\tau_k - \varepsilon} w_i(x, \tilde{p}_k(x)) f_k(p_k(x)) \, dx \\
& = \int_{\sigma_k + \varepsilon}^{\tau_k - \varepsilon} (-p''_k(x) - \mu v_k(x)) \, dx \\
& = p'_k(\sigma_k + \varepsilon) - p'_k(\tau_k - \varepsilon) \leq \frac{2\rho}{\varepsilon}.
\end{align*}$$
Finally, setting
\[ \lambda_k^* = \lambda_k^*(\rho) = \frac{2\rho}{\varepsilon \eta - \rho \int_{\sigma_k - \varepsilon} \omega_k(x) \, dx} \]
and taking \( \lambda_k > \lambda_k^* \), we conclude that there is no solution \( p \) of (4.1) with \( \max_{x \in I_k} p_k(x) = \rho \). \( \square \)

**Lemma 4.2.** For \( i = 1, \ldots, N \), let \( w_i : \Omega \times \mathbb{R}^{N-1} \rightarrow \mathbb{R} \) be an \( L^1 \)-Carathéodory function satisfying (\( w_{i,s} \)). For \( i = 1, \ldots, N \), let \( f_i : [0,1] \rightarrow [0, +\infty[ \) be a continuously differentiable function satisfying (\( f_{i,s} \)) and (\( f_{i,0} \)). Let \( \lambda_i > 0 \), for \( i = 1, \ldots, N \).

For every \( k \in \{1, \ldots, N\} \) there exists \( r_k \in \mathbb{R} \) such that for all \( \vartheta \in [0,1] \) every solution \( p = (p_1, \ldots, p_N) \) of \( (3.4) \) with \( \|p_k\|_\infty \leq r_k \) satisfies \( p_k(x) = 0 \) for all \( x \in \overline{\Omega} \).

**Proof.** Let \( k \in \{1, \ldots, N\} \) be fixed. By contradiction, we assume that there exists a sequence \((p^n)\) of solutions of \((3.4)\) for \( \vartheta = \vartheta_n \in [0,1] \), with \( p^n = (p^n_1, \ldots, p^n_N) \) such that \( 0 < \|p^n_k\|_\infty = r^n \rightarrow 0 \) as \( n \rightarrow \infty \). Setting
\[ z^n_i(x) = \frac{(p^n_i)'(x)}{\partial_n f_i(p^n_i(x))}, \quad x \in \Omega, \quad \text{for } i = 1, \ldots, N, \] (4.2)
we deduce that
\[ (z^n_i)'(x) = \frac{(p^n_i)''(x)\vartheta_n f_i(p^n_i(x)) - \vartheta_n f_i'(p^n_i(x))((p^n_i)'(x))^2}{(\partial_n)^2 f_i(p^n_i(x))^2} \]
(4.3)
\[ = -\lambda_i w_i(x, \vartheta^n_i(x)) - \vartheta_n f_i'(p^n_i(x))(z^n_i(x))^2, \]
for almost every \( x \in \Omega \), and
\[ z^n_i(\vartheta) = z^n_i(\vartheta) = 0, \]
since \( p^n_i \) satisfies the Neumann boundary conditions on \( \partial \Omega \).

Let \( \gamma_k = \lambda_k \max\{|\alpha_k|, |\beta_k|\} \). We fix \( M > \|\gamma_k\|_{L^1} \) and then \( \delta \in \mathbb{R} \) with
\[ 0 < \delta < \frac{M - \|\gamma_k\|_{L^1}}{\|\Omega\| M^2}, \] (4.4)
By condition (\( f_{k,0} \)) we can fix \( \mu_k \in ]0,1[ \) such that
\[ |f_k'(s)| \leq \delta, \quad \text{for all } s \in [0, \mu_k]. \]
We notice that \( 0 < p^n_k(x) < \mu_k \) on \( \overline{\Omega} \), for \( n \) sufficiently large. We claim that
\[ \|z^n_k\|_\infty \leq M. \] (4.5)
Indeed, if by contradiction we suppose that this is not true, then, since \( z^n_k(\vartheta) = 0 \), we consider the maximal interval of the form \([\vartheta, \vartheta_n]\) such that \( |z^n_k(x)| \leq M \) for all \( x \in [\vartheta, \vartheta_n] \) and \( |z^n_k(x)| > M \) for some \( x \in [\vartheta_n, \vartheta] \). By the maximality of the interval and the continuity of \( z^n_k \), we also know that \( |z^n_k(\vartheta_n)| = M \). Integrating (4.3) on \([\vartheta, \vartheta_n]\) and passing to the absolute value, we obtain
\[ M = \|z^n_k(\vartheta_n)| = \|z^n_k(\vartheta) - z^n_k(\vartheta)\| \leq \int_{\vartheta}^{\vartheta_n} f_k'(p^n_k(x))(z^n_k(x))^2 \, dx + \vartheta_n \|\gamma_k\|_{L^1} \]
\[ \leq \delta M^2 |\vartheta_n - \vartheta| + \|\gamma_k\|_{L^1} \leq \delta M^2 |\Omega| + \|\gamma_k\|_{L^1}, \]
a contradiction with the choice of \( \delta \) in (4.4). In this manner, we have verified that (4.5) is true.

Now, integrating (4.3) on \( \Omega \) and using (4.5), we obtain that

\[
0 < -\lambda_k \int_\Omega \beta_k(x) \, dx \leq -\lambda_k \int_\Omega w_k(x, \hat{p}^n_k(x)) \, dx
\]

\[
= \partial_n \int_\Omega f_k'(p^n_k(x))(z^n_k(x))^2 \, dx
\]

\[
\leq M^2 |\Omega| \max_{0 \leq s \leq r^n} |f_k'(s)|
\]

holds for every \( n \) sufficiently large. Using the continuity of \( f_k' \) at 0+, we get a contradiction, as \( n \to \infty \). \( \square \)

**Lemma 4.3.** For \( i = 1, \ldots, N \), let \( w_i : \Omega \times \mathbb{R}^{N-1} \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function satisfying (4.3). For \( i = 1, \ldots, N \), let \( f_i : [0, 1] \to [0, +\infty) \) be a continuously differentiable function satisfying (4.5). Let \( \lambda_i > 0 \), for \( i = 1, \ldots, N \). For every \( k \in \{1, \ldots, N\} \) there exists \( R_k \in [0, 1] \) such that for all \( \vartheta \in [0, 1] \) every solution \( p = (p_1, \ldots, p_N) \) of (3.4) satisfies \( \|p_k\|_{\infty} < R_k \).

**Proof.** Let \( k \in \{1, \ldots, N\} \) be fixed. By contradiction, we assume that there exists a sequence \( (p^n) \) of solutions of (3.4) for \( \vartheta = \vartheta_n \in [0, 1] \), with \( p^n = (p^n_1, \ldots, p^n_N) \) such that \( 0 < \|p^n_k\|_{\infty} = R^n \to 1^- \) as \( n \to \infty \).

As a first step, we claim that \( p^n_k \to 1 \) uniformly as \( n \to \infty \). By the uniqueness of the solution of the Cauchy problem associated with the \( k \)-th equation in (3.4), since \( p^n_k \neq 1 \), we notice that \( (1 - p^n_k(x))^2 + ((p^n_k)'(x))^2 > 0 \) for all \( x \in \Omega \). Since \( f_k \in C^1([0, 1]) \), we can fix a constant \( C > 0 \) such that \( f_k(s) \leq C(1 - s) \) for every \( s \in [0, 1] \). Let \( \gamma_k = \lambda_k \max\{|\alpha_k|, |\beta_k|\} \). Therefore, we have

\[
\frac{d}{dx} \log \left( (1 - p^n_k(x))^2 + ((p^n_k)'(x))^2 \right) =
\]

\[
= -2 \frac{(1 - p^n_k(x))(p^n_k)'(x) + \vartheta_n \lambda_k w_k(x, \hat{p}^n_k(x))(p^n_k)'(x)f_k(p^n_k(x))}{(1 - p^n_k(x))^2 + ((p^n_k)'(x))^2}
\]

\[
\leq 2 \frac{(1 - p^n_k(x))(p^n_k)'(x) + \gamma_k(x)(p^n_k)'(x)f_k(p^n_k(x))}{(1 - p^n_k(x))^2 + ((p^n_k)'(x))^2}
\]

\[
\leq (1 + C\gamma_k(x)) \frac{2(1 - p^n_k(x))(p^n_k)'(x)}{(1 - p^n_k(x))^2 + ((p^n_k)'(x))^2}
\]

\[
\leq 1 + C\gamma_k(x), \quad \text{for all } x \in \Omega.
\]

Let \( \bar{x}_n \in \Omega \) be such that \( p^n_k(\bar{x}_n) = R^n \). Hence, by an integration of the above inequality from \( \bar{x}_n \) to an arbitrary \( x \in \Omega \), we have

\[
\log \left( \frac{(1 - p^n_k(x))^2 + ((p^n_k)'(x))^2}{(1 - R^n)^2} \right) \leq |\Omega| + C\|\gamma_k\|_{L^1},
\]

and so we deduce

\[
(1 - p^n_k(x))^2 + ((p^n_k)'(x))^2 \leq (1 - R^n)^2 e^{C\|\gamma_k\|_{L^1}},
\]

for all \( x \in \Omega \). The claim is thus proved since \( R^n \to 1^- \) as \( n \to \infty \).
As in Lemma 4.2 we perform the change of variable (4.2) and we integrate on $\Omega$, obtaining

$$0 < -\lambda_k \int_{\Omega} \beta_k(x) \, dx \leq \vartheta_n \int_{\Omega} f'_k(p^n_k(x))(z^n_k(x))^2 \, dx.$$  \hspace{1cm} (4.6)

If $f'_k(1) < 0$, then $f'_k(s) < 0$ for every $s$ in a left neighbourhood of 1 and a contradiction follows from (4.6) since $p^n_k \to 1$ uniformly as $n \to \infty$. On the other hand, if $f'_k(1) = 0$, by arguing as in Lemma 4.2, the sequence $(z^n_k)$ is uniformly bounded, $f'_k(p^n_k) \to 0$ uniformly as $n \to \infty$, and a contradiction is reached from (4.6). □

4.2. Proof of Theorem 2.1

Let $\rho \in ]0,1[$ be arbitrarily fixed. For every $i = 1, \ldots, N$, let $\lambda^*_i = \lambda^*_i(\rho) > 0$ be the constant given by Lemma 4.1. Then, we define

$$\lambda^* = \max_{i=1,\ldots,N} \lambda^*_i$$

and fix

$$\lambda_i > \lambda^*, \quad \text{for every } i = 1, \ldots, N.$$

Next, we apply Lemma 4.2 and Lemma 4.3 obtaining $2N$ constants $r_i, R_i \in ]0,1[$. Without loss of generality we assume $0 < r_i < \rho < R_i < 1$, for every $i = 1, \ldots, N$. Then, we define

$$r = \min_{i=1,\ldots,N} r_i \quad \text{and} \quad R = \max_{i=1,\ldots,N} R_i,$$

and so have $0 < r < \rho < R < 1$.

We are going to compute the coincidence degrees of $L$ and $N$ in the open sets

$$B^\mathcal{I}_d = \prod_{i=1}^{N} B_{d_i}, \quad \text{with } d = (d_1, \ldots, d_N) \in ]0,1[^N,$$

where $\mathcal{I} \subseteq \{1, \ldots, N\}$ is a subset of indices, $d_i \in \{r, R\}$ if $i \in \{1, \ldots, N\} \setminus \mathcal{I}$, $d_i = \rho$ if $i \in \mathcal{I}$, and

$$B_i = \begin{cases} B(0, d_i), & \text{if } i \notin \mathcal{I} \\ U_{\rho, d}, & \text{if } i \in \mathcal{I}. \end{cases}$$

Precisely, we prove that

$$D_L(L - N, B^\mathcal{I}_d) = \begin{cases} 1, & \text{if } \mathcal{I} = \emptyset \\ 0, & \text{if } \mathcal{I} \neq \emptyset. \end{cases} \hspace{1cm} (4.7)$$

Firstly, we consider the set $B^\emptyset_d$ with $d_i \in \{r, R\}$ for every index $i = 1, \ldots, N$. We are going to verify that condition (H3) of Lemma 3.2 is satisfied. Let $\vartheta \in ]0,1[$ and suppose, by contradiction, that $p = (p_1, \ldots, p_N)$ is a solution of (3.4) such that at least one of the following cases occurs:

- there exists an index $k \in \{1, \ldots, N\}$ such that $\|p_k\|_\infty = r$,
- there exists an index $k \in \{1, \ldots, N\}$ such that $\|p_k\|_\infty = R$.
In the first case, an application of Lemma 4.2 gives that $p_k(x) = 0$ for all $x \in \Omega$, and thus a contradiction. The second case contradicts Lemma 4.3.

Secondly, we consider the set $\mathcal{B}_d^I$ with $\mathcal{I} \neq \emptyset$. We are going to verify conditions $(H_1)$ and $(H_2)$ of Lemma 3.1 with the choice $v = (v_1, \ldots, v_N)$ where $v_i \equiv 0$ if $i \notin \mathcal{I}$ and $v_i \equiv 1$ if $i \in \mathcal{I}$. Let $\vartheta \in [0,1]$. In order to verify condition $(H_2)$ we suppose, by contradiction, that $p = (p_1, \ldots, p_N)$ is a solution of (3.4) such that at least one of the following cases occurs:

- there exists an index $k \in \{1, \ldots, N\} \setminus \mathcal{I}$ such that $\|p_k\|_{\infty} = r$,
- there exists an index $k \in \mathcal{I}$ such that $\max_{x \in \Omega} |p_k(x)| = \rho$.

A contradiction is obtained by applying Lemma 4.2 or Lemma 4.3 (with $\vartheta = 1$) if $k \notin \mathcal{I}$ and Lemma 4.1 if $k \in \mathcal{I}$. Next, we integrate the $k$-th equation in (3.2) and pass to the absolute value to obtain

$$
\mu|\Omega| \leq \|\gamma_k\|_{L_1} \max_{s \in [0,1]} f_k(s), \quad \text{with} \quad \gamma_k = \lambda_k \max\{|\alpha_k|, |\beta_k|\}.
$$

Therefore, condition $(H_3)$ follows for $\mu_0 = \max\{\|\gamma_i\|_{L_1} \max_{s \in [0,1]} f_i(s)/|\Omega| : i = 1, \ldots, N\}$.

Having proved that formula (4.7) holds, for $\mathcal{I}, \mathcal{J} \subseteq \{1, \ldots, N\}$ with $\mathcal{I} \cap \mathcal{J} = \emptyset$, we introduce the sets

$$
\mathcal{A}^{\mathcal{I},\mathcal{J}} = \prod_{i=1}^N A_i,
$$

where

$$
A_i = \begin{cases} 
B(0, r), & \text{if } i \in \{1, \ldots, N\} \setminus (\mathcal{I} \cup \mathcal{J}), \\
U_{\rho,I_i} \setminus B(0, r), & \text{if } i \in \mathcal{I}, \\
B(0, R) \setminus U_{\rho,I_i}, & \text{if } i \in \mathcal{J}.
\end{cases}
$$

The sets $\mathcal{A}^{\mathcal{I},\mathcal{J}}$ are Cartesian products of “annuli” in $C(\Omega)$, are pairwise disjoint, and, considering all the possible choices of $\mathcal{I}$ and $\mathcal{J}$, their number is $3^N$.

As a consequence of a powerful combinatorial argument illustrated in [9] Appendix A.1 and exploited in a different framework in the same paper, from (4.7) and the additivity property of the degree we deduce that

$$
\text{D}_L(L - N, \mathcal{A}^{\mathcal{I},\mathcal{J}}) = (-1)^{\#\mathcal{I}}. \quad (4.8)
$$

We refer to Remark 4.1 for the explicit derivation of (4.8) in the case $N = 2$.

Formula (4.8) and the existence property of the coincidence degree imply that in each of the sets of the form $\mathcal{A}^{\mathcal{I},\mathcal{J}}$ there exists a solution $p = (p_1, \ldots, p_N)$ of (4.1). We observe that, by the maximum principle, it holds that $p_i(x) \geq 0$ for all $x \in \Omega$, for every $i = 1, \ldots, N$, and, moreover, by the definition of $\mathcal{A}^{\mathcal{I},\mathcal{J}}$, we clearly have $p_i(x) < 1$ for all $x \in \Omega$, for every $i = 1, \ldots, N$. Hence, $p$ is a solution of (5).

As a final step, we distinguish between constant solutions, semitrivial solutions and fully nontrivial solutions. We remark that if $\mathcal{I} \cup \mathcal{J} = \{1, \ldots, N\}$ then $A_i$ is the set $U_{\rho,I_i} \setminus B(0, r)$ or the set $B(0, R) \setminus U_{\rho,I_i}$, for every $i = 1, \ldots, N$. In such a situation, the solution $p$ in $\mathcal{A}^{\mathcal{I},\mathcal{J}}$ is such that $0 < r < \|p_i\|_\infty < R$, for every $i = 1, \ldots, N$. Now, the uniqueness of the constant zero solution for the
Cauchy problem associated with \( S \) is ensured by the fact that the functions \( f_i \) are of class \( C^1 \); therefore, by the strong maximum principle, we deduce that \( p \) is a fully nontrivial solution of \( S \). The number of partitions of \( \{1, \ldots, N\} \) into two sets \( I, J \) with \( I \cap J = \emptyset \) and \( I \cup J = \{1, \ldots, N\} \) is \( 2^N \), since, for every \( i = 1, \ldots, N \), we have two choices

(i) \( r < \max_{x \in I} |p_i(x)| < \rho \),
(ii) \( \rho < \max_{x \in I} |p_i(x)| < R \).

In conclusion, there are \( 2^N \) fully nontrivial solutions of \( S \).

In order to count the trivial solutions, we list the two possibilities for each component

(iii) \( p_i \equiv 0 \),
(iv) \( p_i \equiv 1 \),

obtaining that their number is \( 2^N \). At last, in order to count the semitrivial solutions, we have to consider the four possibilities (i)–(iv) for each component and thus their number is \( 4^N - 2^N \). The proof is thus concluded. \( \square \)

Remark 4.1. In order to clarify the derivation of formula (4.8), we now give the direct computation of the degree in the case \( N = 2 \), without using the combinatorial argument developed in [9]. As an example, we compute the degree in \( A^{0,\{1\}} \). Starting from

\[
A^{0,\{1\}} = \left( B(0, R) \times B(0, r) \right) \setminus \left[ A^{0,\emptyset} \cup A^{\{1\},\emptyset} \right],
\]

our goal is to apply the additivity property of the coincidence degree. Accordingly, we first compute \( D_L(L - N, A^{0,\emptyset}) \) and \( D_L(L - N, A^{\{1\},\emptyset}) \). Since \( A^{0,\emptyset} = B(0, r) \times B(0, r) \), formula (4.7) implies that

\[
D_L(L - N, A^{0,\emptyset}) = 1.
\]

Next, we observe that \( A^{\{1\},\emptyset} = (U_{\rho, I}, \times B(0, r)) \setminus A^{0,\emptyset} \). From formula (4.7) and the excision property of the degree (notice that there are no solutions of \( S \) on the boundary of the sets \( A^{0,\emptyset} \) and \( A^{\{1\},\emptyset} \), as already shown) we obtain

\[
D_L(L - N, A^{\{1\},\emptyset}) = D_L(L - N, U_{\rho, I}, \times B(0, r)) - D_L(L - N, A^{0,\emptyset}) = -1.
\]

As a final step, arguing as above, from (4.9) and the additivity of the degree, we have

\[
D_L(L - N, A^{\{1\},\{1\}}) =
\]

\[
= D_L(L - N, B(0, R) \times B(0, r)) - D_L(L - N, A^{0,\emptyset}) - D_L(L - N, A^{\{1\},\emptyset})
= 1 - 1 - (-1) = 1.
\]

Proceeding as above, one can obtain the values of the degree in all the remaining sets of the form \( A^{L,\emptyset} \), namely

\[
D_L(L - N, A^{\{1\},\emptyset}) = 1,
\]

\[
D_L(L - N, A^{\{2\},\emptyset}) = -1,
\]

\[
D_L(L - N, A^{\{1\},\{1\}}) = -1,
\]

\[
D_L(L - N, A^{\{2\},\{1\}}) = -1,
\]

\[
D_L(L - N, A^{\emptyset,\{1\}}) = 1.
\]

\[
D_L(L - N, A^{\emptyset,\{1\}}) = 1.
\]
The four fully nontrivial solutions are contained in the sets $A^{\{1\},\{2\}}, A^{\{2\},\{1\}}, A^{\{1,2\},\emptyset}, A^{\emptyset,\{1,2\}}$.

For a general integer $N$ one can prove formula (4.8) using the combinatorial argument in [9] or by induction using the excision property of the degree.  

Remark 4.2. From the proof, one can observe that Theorem 2.1 is still valid if the nonlinearities $f_i$ are assumed to be only continuous in $[0,1]$, and continuously differentiable in a right neighbourhood of $s = 0$ and in a left neighbourhood of $s = 1$.

5. Application to selection-migration models in population genetics

In this section we show how our abstract result applies to a selection-migration model in population genetics (cf. [10, 11]). In order to gradually introduce our motivating model, discussed in Section 5.2, we first briefly recall the basics of selection-migration models, and then, in Section 5.1, revise the case of a diploid population with selection only at one locus.

We study the continuous distribution of a given trait of a population on a bounded habitat, that we denote with $\Omega$. The evolution of the state of the population is guided by two main mechanisms: dispersal in the habitat and competition between genotypes. Let us therefore denote with $p = p(t, x) : \mathbb{R} \times \Omega \to [0, 1]$ the frequency of a trait $a$ at time $t$ and position $x$. The evolution of the population is described by the nonlinear reaction-diffusion equation:

$$\frac{\partial p}{\partial t} = \kappa(x) \lambda \Delta p + F(x, p).$$  \hfill (5.1)

The Laplacian $\Delta$ describes the dispersal of the population, weighted by a coefficient $\kappa(x) > \kappa_0 > 0$. The parameter $\lambda > 0$ controls the ratio between the rates of selection and diffusion. The term $F(x, p)$ accounts for the selection on the traits and can be expressed in the form

$$F(x, p) = \omega(x) f(p),$$  \hfill (5.3)

where $r_a$ is the fitness of the trait and $\bar{r}$ is the average fitness of the population, both taken at $x$. In other words, $r_a - \bar{r}$ is the relative fitness of the trait. We observe that

$$F(x, 0) = F(x, 1) = 0.$$  

This property means that if a trait is absent in the population, it will remain so; indeed, we assume no mutation, nor constant immigration rate from an external environment. As we will derive in the models we discuss below, in some circumstances it can be observed that the term $F(x, p)$ is factorised in the following way

$$F(x, p) = \omega(x) f(p).$$  \hfill (5.3)

The factor $\omega(x)$ describes whether there is a competitive advantage ($\omega(x) > 0$) or disadvantage ($\omega(x) < 0$) for the trait with respect to the population in a specific place $x$ of the habitat. The factor $f(p)$ describes the frequency-dependent effects on the selection.
Moreover, since we consider bounded habitats $\Omega$, we impose the condition of zero normal derivative at the boundary

$$\frac{\partial p}{\partial \nu} = 0, \quad \text{on } \partial \Omega,$$

meaning that there is no population flow at the boundary into or out of the habitat.

The most famous case of equation (5.1) is Fisher’s equation, corresponding to constant $\omega(x) = \omega$ and $\kappa(x) = \kappa$, and $f(p) = p(1-p)$. In the framework above, it corresponds to the competition between two types $a$ and $A$ with constant fitnesses $r_a$ and $r_A$, so that, by (5.2),

$$F(x, p) = p[r_a - pr_a - (1 - p)r_A] = p(1 - p)(r_a - r_A).$$

We restrict our analysis to the case of a one-dimensional habitat. Our interest is focused on the search for stationary solution for (5.1), corresponding to the solutions of

$$p'' + \lambda \frac{\omega(x)}{\kappa(x)} f(p) = 0$$

with the boundary condition (5.4). In particular, we are interested in fully non-trivial solution, meaning that $0 < p < 1$, corresponding to steady states for the population where the two traits coexist. Such solutions are often called clines. Indeed, the main motivation of the models we consider in the following is to investigate how a heterogeneous habitat (i.e. a sign-changing $\omega(x)$) can be a mechanism for the preservation of polymorphism in the population.

5.1. Diploid population with selection at one locus

We now extend our discussion to the case of a diploid population with two alleles $a$ and $A$ (cf. [18]). Hence we consider not any longer the frequency of a trait, but instead the frequency of the allele $a$ in the population, which we denote by $p$. We assume random mating and that the allele frequencies are at equilibrium, so that the genotype distribution follows Hardy–Weinberg law. We denote the fitness of the genotypes as

$$\begin{array}{ccc}
aa & Aa & AA \\
r_{aa}(x) & r_{Aa}(x) & r_{AA}(x)
\end{array}$$

and hence, recalling that $aa$-individuals account for two copies of the allele $a$ in the genetic pool, we replace (5.2) by

$$F(x, p) = 2p^2(r_{aa}(x) - \bar{r}(x, p)) + 2p(1-p)(r_{Aa}(x) - \bar{r}(x, p)), \quad (5.5)$$

where

$$\bar{r}(x, p) = p^2r_{aa}(x) + 2p(1-p)r_{Aa}(x) + (1-p)^2r_{AA}(x).$$

Often it is assumed that $r_{Aa}(x)$ can expressed in terms of the other two rates using a parameter $h$, according to

$$r_{Aa}(x) = \frac{r_{aa}(x) + r_{AA}(x)}{2} + h \frac{r_{aa}(x) - r_{AA}(x)}{2},$$
which gives $f(p) = p(1 - p)(1 + h - 2hp)$, cf. [18]. In this framework, two specific situations are remarkable. The first one is the case when $r_{AA}(x) = \frac{1}{2}(r_{aa}(x) + r_{AA}(x))$, i.e. $h = 0$, which is equivalent to a space dependent Fisher’s equation. The second remarkable case occurs when we have complete dominance of an allele, which without loss of generality we assume to be $A$. In other words, we have $r_{Aa}(x) = r_{AA}(x)$, i.e. $h = -1$. In this case a straightforward computation shows that $F(x, p)$ can be expressed in the form (5.3) with

$$f(p) = p^2(1 - p), \quad \omega(x) = 2(r_{aa}(x) - r_{AA}(x)).$$

As in the previous case, we are interested in mechanisms for the coexistence of the two alleles in the population. The simpler one is heterosis, namely assuming the heterozygote is fitter than either homozygote ($r_{Aa} > r_{aa}$ and $r_{Aa} > r_{AA}$). We are however interested in situations where polymorphism is preserved by the combination of migration and selection, and not by selection alone. Following Fleming [18] and Henry [25], the classical approach to study such a situation is to assume that $F$ is of the form (5.3) where $f$ is a $C^1$-function satisfying

$$f(0) = f(1) = 0, \quad f'(0) > 0 > f'(1), \quad f(s) > 0, \quad \text{for all } s \in [0, 1],$$

whereas $\omega(x)$ is sign-changing. This framework covers the cases corresponding to $h \in ]-1, 1]$ and has been extensively studied, showing different behaviour according to the sign of the average of $\omega(x)$. We mention for instance [28, 29, 35] and refer to [36, 41] for recent surveys.

However (5.6) leaves out the case of complete dominance $h = -1$, where we have $f'(0) = 0$ (or $f'(1) = 0$, if we consider the symmetric case $h = 1$), which is indeed the superlinear framework we introduced with conditions $(f_{i,s})$ and $(f_{i,0})$.

Such a superlinear behaviour in the origin has proven to be suitable to the application of analytical tools. Within the standing assumptions, it has been shown that in an overall hostile environment ($\omega(x)$ with negative average) with a sufficiently intense selection ($\lambda$ large) we have at least two nontrivial solutions [7, 37]. Moreover, using topological degree [7] or shooting methods [15, 16], the existence of multiple disconnected patches of favourable habitat (i.e. the existence of multiple disjoint subintervals of $\Omega$ where $\omega(x)$ is positive) produces an increasingly large number of clines. In the specific case $f(p) = p^2(1 - p)$ some stability results for the clines have also been obtained [30].

5.2. Diploid population with selection at two loci

We now extend the previous scenario to a multilocus model. Therefore, we have to discuss first in which way we expect the state at one locus to influence the evolution at the other one. One possibility considered in literature to couple the selection processes at the two (or more) loci is linkage disequilibrium. It has been shown that linkage disequilibrium produces a steepening of the cline [12, 40] and that such deviation by a Hardy–Weinberg distribution has little evolutionary significance [34]. We also mention [42] for stability results. In all these works linkage disequilibrium is the only coupling effect, since additivity of the fitnesses of the two loci is assumed (namely, the effects on the fitness of the individual produced by the genotypes at different loci are independent of each other). Our
approach is complementary. We assume linkage equilibrium, but allow general non-additive interactions between the fitnesses of the genotypes at different loci. In simpler words, we assume that genotypes at different loci may produce a combined effect on the fitness of the individual greater than the sum of their single effects. A general treatment of this case in the weak-selection limit (hence neglecting the spatial dependence) has been recently presented in [38].

In more details, we consider a diploid population with two alleles \( a \) and \( A \) at one locus and other two alleles \( b \) and \( B \) at another locus. We assume complete dominance at both loci, with the alleles \( a \) and \( b \) being the recessive ones. We denote with \( p \) and \( q \) the frequencies of the alleles \( a \) and \( b \) in the population. We assume random mating, linkage equilibrium between the two loci, and that the allele frequencies are at equilibrium, so that Hardy–Weinberg law applies independently to each locus, namely

| genotype frequency | aa     | Aa       | AA     |
|--------------------|--------|----------|--------|
| \( bb \)           | \( p^2q^2 \) | \( 2p(1-p)q^2 \) | \( (1-p)^2q^2 \) |
| \( Bb \)           | \( 2p^2q(1-q) \) | \( 4p(1-p)q(1-q) \) | \( 2(1-p)^2q(1-q) \) |
| \( BB \)           | \( p^2(1-q)^2 \) | \( 2p(1-p)(1-q)^2 \) | \( (1-p)^2(1-q)^2 \) |

Recalling that with dominance at both loci we have only four possible phenotypes, we denote the fitness of the genotypes as

| genotype fitness | aa         | Aa         | AA         |
|------------------|------------|------------|------------|
| \( bb \)         | \( r_{ab}(x) \) | \( r_{Ab}(x) \) | \( r_{Ab}(x) \) |
| \( Bb \)         | \( r_{aB}(x) \) | \( r_{AB}(x) \) | \( r_{AB}(x) \) |
| \( BB \)         | \( r_{aB}(x) \) | \( r_{AB}(x) \) | \( r_{AB}(x) \) |

(to simplify the notation in the subscripts, we are using a lowercase letter when the recessive allele is expressed, and an uppercase one when the dominant is expressed).

Proceeding analogously to (5.5) for both alleles, and recalling that the fitness of an allele depends also by the allele distribution in the other locus, we can recover the fitnesses of the alleles \( a \) and \( b \), namely

\[
F_a(x, p, q) = 2\left[q^2(r_{ab}(x) - r_{Ab}(x)) - r_{aB}(x) + r_{AB}(x)\right] + r_{aB}(x) - r_{AB}(x)\] \( p^2(1-p) \),

\[
F_b(x, p, q) = 2\left[p^2(r_{ab}(x) - r_{Ab}(x)) - r_{aB}(x) + r_{AB}(x)\right] + r_{aB}(x) - r_{AB}(x)\] \( q^2(1-q) \).

Let us write

\[
\omega_{ab}(x) = r_{ab}(x) - r_{Ab}(x), \quad \omega_{AB}(x) = r_{aB}(x) - r_{AB}(x),
\]

\[
\omega_{ba}(x) = r_{ab}(x) - r_{aB}(x), \quad \omega_{bA}(x) = r_{Ab}(x) - r_{AB}(x).
\]
This means, for instance, that $\omega^{aB}$ measures the advantage (if positive) or disadvantage (if negative) of the homozygous-recessive $aa$ versus the homozygous-dominant $AA$ (or equivalently versus the heterozygous $Aa$) when they are both expressed coupled with the homozygous $BB$ (or equivalently versus the heterozygous $Bb$). We also set

$$f(s) = 2s^2(1 - s).$$

(5.7)

Hence the steady states of the population correspond to the solutions of the Neumann problem associated with the system

$$\begin{aligned}
p'' + \lambda \frac{q^2\omega^{ab}(x) + (1 - q^2)\omega^{aB}(x)}{\kappa(x)} f(p) &= 0, \\
q'' + \lambda \frac{p^2\omega^{ba}(x) + (1 - p^2)\omega^{bA}(x)}{\kappa(x)} f(q) &= 0.
\end{aligned}$$

(5.8)

Let us define

$$\begin{aligned}
\alpha_a(x) &= \min\{\omega^{ab}(x), \omega^{aB}(x)\} / \kappa(x), \\
\beta_a(x) &= \max\{\omega^{ab}(x), \omega^{aB}(x)\} / \kappa(x), \\
\alpha_b(x) &= \min\{\omega^{ba}(x), \omega^{bA}(x)\} / \kappa(x), \\
\beta_b(x) &= \max\{\omega^{ba}(x), \omega^{bA}(x)\} / \kappa(x),
\end{aligned}$$

and

$$\begin{aligned}
w_p(x, q) &= \frac{q^2\omega^{ab}(x) + (1 - q^2)\omega^{aB}(x)}{\kappa(x)}, \\
w_q(x, p) &= \frac{p^2\omega^{ba}(x) + (1 - p^2)\omega^{bA}(x)}{\kappa(x)}.
\end{aligned}$$

In order to satisfy $(w_{i, \ast})$ for $i = p, q$, we require:

(i) there exists two intervals $I_p, I_q \subseteq \Omega$ such that $\alpha_a(x) > 0$ for every $x \in I_p$, and $\alpha_b(x) > 0$ for every $x \in I_q$; 

(ii) $\int_\Omega \beta_a(x) \, dx < 0$ and $\int_\Omega \beta_b(x) \, dx < 0$.

These conditions on the sign of the weights means that in some place the environment is favourable, or not, to the recessive homozygous in one locus not regarding of the genotype in the other locus.

We have the following straightforward corollary of Theorem 2.1.

**Corollary 5.1.** Let $\Omega$ be an open bounded interval, $\kappa: \Omega \to [\kappa_0, +\infty[$, with $\kappa_0 > 0$, be a Lebesgue integrable positive function, and $f: [0, 1] \to \mathbb{R}$ be defined as in (5.7). Assume that the functions $r_{ab}, r_{Ab}, r_{aB}, r_{AB}: \Omega \to \mathbb{R}$ are Lebesgue integrable on $\Omega$ and satisfy (i) and (ii). Then, there exists $\lambda^* > 0$ such that for every $\lambda > \lambda^*$ there exist at least four fully nontrivial solutions of the Neumann problem associated with (5.8).

**Remark 5.1.** We remark that the same construction applies if we consider a model with $N$ loci, instead of two, with Corollary 5.1 providing the existence of at least $2^N$ fully nontrivial solutions.
Acknowledgements

We are grateful to Elisa Sovrano for her useful remarks on improving the presentation of the paper.

References

[1] N. Ackermann, Long-time dynamics in semilinear parabolic problems with autocatalysis, in: Recent progress on reaction-diffusion systems and viscosity solutions, World Sci. Publ., Hackensack, NJ, 2009, pp. 1–30.

[2] S. Alama, G. Tarantello, On semilinear elliptic equations with indefinite nonlinearities, Calc. Var. Partial Differential Equations 1 (1993) 439–475.

[3] H. Amann, J. López-Gómez, A priori bounds and multiple solutions for superlinear indefinite elliptic problems, J. Differential Equations 146 (1998) 336–374.

[4] C. Bandle, M. A. Pozio, A. Tesei, Existence and uniqueness of solutions of nonlinear Neumann problems, Math. Z. 199 (1988) 257–278.

[5] H. Berestycki, I. Capuzzo-Dolcetta, L. Nirenberg, Superlinear indefinite elliptic problems and nonlinear Liouville theorems, Topol. Methods Nonlinear Anal. 4 (1994) 59–78.

[6] A. Boscaggin, W. Dambrosio, A note on the existence of multiple solutions for a class of systems of second order ODEs, J. Math. Anal. Appl. 415 (2014) 610–622.

[7] A. Boscaggin, G. Feltrin, E. Sovrano, High multiplicity and chaos for an indefinite problem arising from genetic models, arXiv:1905.04671.

[8] A. Boscaggin, G. Feltrin, F. Zanolin, Pairs of positive periodic solutions of nonlinear ODEs with indefinite weight: a topological degree approach for the super-sublinear case, Proc. Roy. Soc. Edinburgh Sect. A 146 (2016) 449–474.

[9] A. Boscaggin, G. Feltrin, F. Zanolin, Positive solutions for super-sublinear indefinite problems: high multiplicity results via coincidence degree, Trans. Amer. Math. Soc. 370 (2018) 791–845.

[10] R. Bürger, The mathematical theory of selection, recombination, and mutation, Wiley Series in Mathematical and Computational Biology, John Wiley & Sons, Ltd., Chichester, 2000.

[11] R. Bürger, A survey of migration-selection models in population genetics, Discrete Contin. Dyn. Syst. Ser. B 19 (2014) 883–959.

[12] R. Bürger, Two-locus clines on the real line with a step environment, Theor. Popul. Biol. 117 (2017) 1–22.

[13] G. J. Butler, Rapid oscillation, nonextendability, and the existence of periodic solutions to second order nonlinear ordinary differential equations, J. Differential Equations 22 (1976) 467–477.

[14] G. Feltrin, Positive solutions to indefinite problems. A topological approach, Frontiers in Mathematics, Birkhäuser/Springer, Cham, 2018.

[15] G. Feltrin, E. Sovrano, An indefinite nonlinear problem in population dynamics: high multiplicity of positive solutions, Nonlinearity 31 (2018) 4137–4161.

[16] G. Feltrin, E. Sovrano, Three positive solutions to an indefinite Neumann problem: a shooting method, Nonlinear Anal. 166 (2018) 87–101.

[17] G. Feltrin, F. Zanolin, Multiple positive solutions for a superlinear problem: a topological approach, J. Differential Equations 259 (2015) 925–963.
[18] W. H. Fleming, A selection-migration model in population genetics, J. Math. Biol. 2 (1975) 219–233.
[19] A. Fonda, M. Garrione, P. Gidoni, Periodic perturbations of Hamiltonian systems, Adv. Nonlinear Anal. 5 (2016) 367–382.
[20] A. Fonda, P. Gidoni, Coupling linearity and twist: an extension of the Poincaré–Birkhoff Theorem for Hamiltonian systems, preprint.
[21] A. Fonda, A. Sfecci, Periodic solutions of weakly coupled superlinear systems, J. Differential Equations 260 (2016) 2150–2162.
[22] R. E. Gaines, J. Mawhin, Coincidence degree, and nonlinear differential equations, vol. 568 of Lecture Notes in Mathematics, Springer-Verlag, Berlin-New York, 1977.
[23] M. Gaudenzi, P. Habets, F. Zanolin, An example of a superlinear problem with multiple positive solutions, Atti Sem. Mat. Fis. Univ. Modena 51 (2003) 259–272.
[24] M. Gaudenzi, P. Habets, F. Zanolin, Positive solutions of superlinear boundary value problems with singular indefinite weight, Commun. Pure Appl. Anal. 2 (2003) 411–423.
[25] D. Henry, Geometric theory of semilinear parabolic equations, vol. 840 of Lecture Notes in Mathematics, Springer-Verlag, Berlin-New York, 1981.
[26] P. Hess, T. Kato, On some linear and nonlinear eigenvalue problems with an indefinite weight function, Comm. Partial Differential Equations 5 (1980) 999–1030.
[27] J. López-Gómez, A. Tellini, F. Zanolin, High multiplicity and complexity of the bifurcation diagrams of large solutions for a class of superlinear indefinite problems, Commun. Pure Appl. Anal. 13 (2014) 1–73.
[28] Y. Lou, T. Nagylaki, A semilinear parabolic system for migration and selection in population genetics, J. Differential Equations 181 (2002) 388–418.
[29] Y. Lou, T. Nagylaki, W.-M. Ni, An introduction to migration-selection PDE models, Discrete Contin. Dyn. Syst. 33 (2013) 4349–4373.
[30] Y. Lou, W.-M. Ni, L. Su, An indefinite nonlinear diffusion problem in population genetics. II. Stability and multiplicity, Discrete Contin. Dyn. Syst. 27 (2010) 643–655.
[31] J. Mawhin, Equivalence theorems for nonlinear operator equations and coincidence degree theory for some mappings in locally convex topological vector spaces, J. Differential Equations 12 (1972) 610–636.
[32] J. Mawhin, Topological degree methods in nonlinear boundary value problems, vol. 40 of CBMS Regional Conference Series in Mathematics, American Mathematical Society, Providence, R.I., 1979.
[33] J. Mawhin, Topological degree and boundary value problems for nonlinear differential equations, in: Topological methods for ordinary differential equations (Montecatini Terme, 1991), vol. 1537 of Lecture Notes in Mathematics, Springer, Berlin, 1993, pp. 74–142.
[34] T. Nagylaki, The evolution of one- and two-locus systems, Genetics 83 (1976) 583–600.
[35] T. Nagylaki, The diffusion model for migration and selection, in: Some mathematical questions in biology—models in population biology (Chicago, IL, 1987), vol. 20 of Lectures Math. Life Sci., Amer. Math. Soc., Providence, RI, 1989, pp. 55–75.
[36] T. Nagylaki, L. Su, T. F. Dupont, Uniqueness and multiplicity of clines in an environmental pocket, Theor. Popul. Biol.
[37] K. Nakashima, W.-M. Ni, L. Su, An indefinite nonlinear diffusion problem in population genetics. I. Existence and limiting profiles, Discrete Contin. Dyn. Syst. 27 (2010) 617–641.

[38] M. Pontz, J. Hofbauer, R. Bürger, Evolutionary dynamics in the two-locus two-allele model with weak selection, J. Math. Biol. 76 (2018) 151–203.

[39] P. H. Rabinowitz, Pairs of positive solutions of nonlinear elliptic partial differential equations, Indiana Univ. Math. J. 23 (1973/74) 173–186.

[40] M. Slatkin, Gene flow and selection in a cline, Genetics 75 (1973) 733–756.

[41] E. Sovrano, A negative answer to a conjecture arising in the study of selection-migration models in population genetics, J. Math. Biol. 76 (2018) 1655–1672.

[42] L. Su, K.-Y. Lam, R. Bürger, Two-locus clines maintained by diffusion and recombination in a heterogeneous environment, J. Differential Equations 266 (2019) 7909–7947.

Guglielmo Feltrin
Department of Mathematics, Computer Science and Physics, University of Udine
Via delle Scienze 206, 33100 Udine, Italy
e-mail: guglielmo.feltrin@uniud.it

Paolo Gidoni
Czech Academy of Sciences, Institute of Information Theory and Automation (UTIA)
Department of Decision-Making Theory
Pod vodárenskou věží 4, CZ-182 08, Prague 8, Czech Republic
e-mail: gidoni@utia.cas.cz