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Abstract. In this note, we present a unified approach to the problem of existence of a potential for the optimal transport problem with respect to non-traditional cost functions, that is costs that assume infinite values. We establish a new method which relies on proving solvability of a special (possibly infinite) family of linear inequalities. We give a necessary and sufficient condition on the coefficients that assure the existence of a solution, and which in the setting of transport theory we call \(c\)-path-boundedness. This condition fully characterizes sets that admit a potential and replaces \(c\)-cyclic monotonicity from the classical theory, i.e. when the cost is real-valued. Our method also gives a new and elementary proof for the classical results of Rockafellar, Rochet and Rüschendorf.

1. Introduction

Mass transport problems have been widely studied in mathematics, and have a vast array of applications and implications, for an overview see [1, 30]. The classical mass transport problem of Monge is that of finding, given probability measures \(\mu\) and \(\nu\), the infimal total cost of a mapping \(T\) mapping one to the other, that is,

\[
\inf \{ \int c(x, Tx) d\mu : T_\#(\mu) = \nu \}.
\]

Here \(c\) is a cost function, which one may or may not assume has some good continuity or smoothness results (in case the integral is not defined, one may use an outer integral).

The celebrated theorem of Brenier [16] states that for the quadratic cost, \(c(x, y) = \|x - y\|^2\) one may find \(T\) which attains the infimum, and moreover, this optimal map (which is called the Brenier map) is given as the gradient of some convex function \(\varphi\). The function \(\varphi\) for which \(\nabla \varphi = T\) is called a potential for the map \(T\). This elegant result, which has many applications, is proven using an important geometric interpretation of the notion of optimality, named cyclic monotonicity of the support of the optimal plan. Rockafellar’s Theorem [26] states that a set is cyclically monotone if and only if it lies in the subgradient of some convex function. The generalization to other finite-valued costs was established by Rochet and Rüschendorf [25, 28]. The notion of \(c\)-cyclic monotonicity (called simply cyclic monotonicity when the cost is quadratic) is defined as follows: We say that a set \(G \subset X \times Y\) is \(c\)-cyclically monotone if for any finite set \(\{(x_i, y_i)\}_{i=1}^m \subset G\),

\[
\sum_{i=1}^m c(x_i, y_i) \leq \sum_{i=1}^m c(x_{i+1}, y_i),
\]
where \( x_{m+1} = x_1 \). The Rochet-Rüschendorf theorem states that a set is \( c \)-cyclically monotone if and only if it lies in the \( c \)-subgradient of a \( c \)-class function \( \varphi \) (see definitions in Sections 2.3 and 2.4). In such a case we say that \( \varphi \) is a \( c \)-potential for the set.

This condition of \( c \)-cyclic monotonicity is very useful, and when the cost have only finite values then a plan which is concentrated on a set \( G \) which is \( c \)-cyclically monotone must be optimal, and admit a \( c \)-potential. However, this statement fails when the cost is allowed to attain the value \( +\infty \), namely for \textit{non-traditional costs}. In such cases optimality of a plan is not equivalent to \( c \)-cyclic monotonicity of the support (see Example 3.1 in [2]).

In this work, we modify the condition of \( c \)-cyclic monotonicity in such a way so that we may extend the results of Rockafellar, Rochet and Rüschendorf to the non-traditional setting.

**Definition 1.1.** Fix sets \( X, Y \) and \( c : X \times Y \to (\mathbb{R} \setminus \{0\}, \infty \)\). A subset \( G \subset X \times Y \) will be called \( c \)-path-bounded if \( c(x, y) < \infty \) for any \((x, y) \in G\), and for any \((x, y) \in G\) and \((z, w) \in G\), there exists a constant \( M = M((x, y), (z, w)) \in \mathbb{R} \) such that the following holds:

For any \( m \in \mathbb{N} \) and any \( \{(x_i, y_i) : 2 \leq i \leq m - 1\} \subset G \), denoting \((x_1, y_1) = (x, y)\) and \((x_m, y_m) = (z, w)\), we have

\[
\sum_{i=1}^{m-1} (c(x_i, y_i) - c(x_{i+1}, y_i)) \leq M.
\]

It is not hard to check that the above is a \textbf{stronger} condition than \( c \)-cyclic monotonicity (see Section 3), and equivalent to it when the cost is finitely valued. We prove that a given plan has a \( c \)-potential if and only if it is concentrated on a \( c \)-path-bounded set.

We stress that no measurability assumptions are needed, and the result is purely a set-theoretic one, stripping measurability off of this part of measure-transport theory.

Our main theorem is:

**Theorem 1.** Let \( X, Y \) be two arbitrary sets and \( c : X \times Y \to (\mathbb{R} \setminus \{0\}, \infty \)\) an arbitrary cost function. For a given subset \( G \subset X \times Y \) there exists a \( c \)-class function \( \varphi : X \to [\mathbb{R} \setminus \{0\}, \infty \)\) such that \( G \subset \partial c \varphi \) if and only if \( G \) is \( c \)-path-bounded.

Our main tool is a new, and seemingly unnoticed, fact about the solvability of an infinite family of linear inequalities. We mention that using it for the case where \( \alpha_{i,j} \) are all finite, we get a new elementary proof for the classical Rockafellar-Rochet-Rüschendorf theorem.

**Theorem 2.** Let \( \{\alpha_{i,j}\}_{i,j \in I} \subset [\mathbb{R} \setminus \{0\}, \infty \)\), where \( I \) is some arbitrary index set, and with \( \alpha_{i,i} = 0 \). The system of inequalities

\[
\alpha_{i,j} \leq x_i - x_j, \quad i, j \in I
\]

has a solution if and only if for any \( i, j \in I \) there exists some constant \( M(i, j) \) such that for any \( m \) and any \( i_2, \cdots , i_{m-1} \), letting \( i = i_1 \) and \( j = i_m \) one has that \( \sum_{k=1}^{m-1} \alpha_{i_k, i_{k+1}} \leq M(i, j) \).

While in this work we focus on the characterization of sets \( G \subset X \times Y \) that admit a \( c \)-potential with respect to an arbitrary cost without mentioning measures, one should keep in mind that in applications \( G \) will be a set on which a transference plan between two probability measures.
is concentrated. Such applications were studied by Ambrosio and Pratelli [2], Pratelli [24], Bianchini and Caravenna [14,15] and Beiglböck, Goldstern, Maersch, Schachermayer [9]. It was shown in the latter that the existence of a \( c \)-potential for a plan with finite total cost implies optimality.

This work is also motivated by the case of the so-called polar cost, connected to the polarity transform, which has received much attention lately [4–6]. This is an important example to which the Rockafellar-Rochet-Rüschendorf theorem does not apply. Indeed, when \( c \) is the polar cost, one may find \( c \)-cyclically monotone sets which are not contained in the \( c \)-subgradient of any \( c \)-class function (see Section 2.8). Transportation with respect to polar cost was first considered in [8], and the results obtained there are to appear in [3].

Special families of non-traditional costs were also studied, among others, by Bertrand and Puel [13], and Bertrand, Pratelli and Puel [12], who considered relativistic cost functions of the form \( c(x, y) = h(x - y) \), where \( h \) is a strictly convex and differentiable function, restricted to a strictly convex set \( K \), and infinite outside \( K \), see also [20]. A special case of such a cost is the relativistic heat cost, linked with the relativistic heat equation considered by Brenier [17]. Further, a non-traditional cost function on the sphere is used in [11] for a proof of Alexandrov’s theorem about prescribing the Gauss curvature of convex sets in the Euclidean space, following Oliker [23]. Further results about existence of transport plans which admit a \( c \)-potential with respect to non-traditional costs can be found in [7].

**Structure of the paper:** In Section 2 we provide the background for the problem, and define the notions of \( c \)-transform, \( c \)-subgradient, and \( c \)-cyclic monotonicity. We connect these notions to the classical example of the Legendre transform and the more recent polarity transform. We then explain the Rockafellar-Rochet-Rüschendorf theorem and show that it does not hold for non-traditional costs. In Section 3 we define \( c \)-path-bounded sets, prove our main theorem, and show that it implies the Rockafellar-Rochet-Rüschendorf theorem for traditional costs. In Section 4 we show some consequences of our theorem under further restrictions, in particular that it implies many of the previous results. Finally, in the Appendix A, we provide another proof of our main result in a slightly more restrictive setting, exposing the combinatorial flavour behind it.
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2. Costs and potentials

2.1. Mass transport. The initial data of a mass transport problem is \((X, \Sigma_X), (Y, \Sigma_Y)\), where \( X, Y \) are sets and \( \Sigma_X, \Sigma_Y \) are \( \sigma \)-algebras, and a cost function \( c : X \times Y \rightarrow (-\infty, \infty] \), which is assumed to be measurable (with respect to the product \( \sigma \)-algebra). One usually
considers $X$ and $Y$ which are separable metric spaces endowed with the Borel $\sigma$-algebra, and in particular $X = Y = \mathbb{R}^n$ serve as a good model space.

Given $\mu \in \mathcal{P}(X)$ a probability measure on $X$, and $\nu \in \mathcal{P}(Y)$, we say that a measurable map $T : X \to Y$ is a transport map between $\mu$ and $\nu$ if

$$\mu(T^{-1}(B)) = \nu(B)$$

for all measurable $B \in \Sigma_Y$.

We say $\gamma \in \mathcal{P}(X \times Y)$ is a transport plan between $\mu$ and $\nu$, and denote $\gamma \in \Pi(\mu, \nu)$, if its marginals on $X$ and $Y$ are $\mu$ and $\nu$ respectively. In particular, to any transport map $T$ there corresponds (in the obvious way) a transport plan concentrated on its graph, denoted usually by $(Id, T)_\# \mu$.

The total cost of transporting $\mu$ to $\nu$ is defined by

$$C(\mu, \nu) = \inf \left\{ \int_{X \times Y} c(x, y) d\gamma : \gamma \in \Pi(\mu, \nu) \right\}.$$

A central theorem of Kantorovich [21, 22] states that in the case of a lower semi-continuous cost function (for further generalisations see e.g. [10]), the above infimum is attained and is given by

$$\begin{equation}
C(\mu, \nu) = \sup \left\{ \int_X \varphi d\mu + \int_Y \psi d\nu : \varphi \in L_1(X, d\mu), \psi \in L_1(Y, d\nu), (\varphi, \psi) \text{ admissible} \right\},
\end{equation}$$

where a pair of functions is called admissible if $\varphi(x) + \psi(y) \leq c(x, y)$ for all $x \in X, y \in Y$.

2.2. The $c$-class and basic functions. Given a cost $c : X \times Y \to (-\infty, \infty]$ (no measurability assumptions), and a function $\varphi : X \to [-\infty, \infty]$, we define its $c$-transform $\varphi^c : Y \to [-\infty, \infty]$ by

$$\varphi^c(y) = \inf_{x \in X} \left( c(x, y) - \varphi(x) \right).$$

Similarly, when $\psi : Y \to [-\infty, \infty]$, we use the same notation to define

$$\psi^c(x) = \inf_{y \in Y} \left( c(x, y) - \psi(y) \right).$$

In the case where the expression considered on the right hand side is $+\infty - (+\infty)$, we stipulate that this quantity is equal to $+\infty$. This corresponds to the fact that for $\varphi(x) + \psi(y) \leq \infty$ to hold true, no condition on $\varphi(x)$ or $\psi(y)$ is needed. To avoid arithmetic manipulations with infinite numbers, one may instead consider the infimum in the definition of $\varphi^c$ to be taken only over those points $x$ for which $c(x, y) < \infty$, and similarly for $\psi^c$.

It is easy to check that if $(\varphi, \psi)$ is an admissible pair then $\psi \leq \varphi^c$ and $\varphi \leq \psi^c$, namely the $c$-transform maps a function $\varphi$ to the (point-wise) largest $\psi$ such that the pair $(\varphi, \psi)$ is admissible. In particular, $\varphi^{cc} \geq \varphi$, since $(\varphi, \varphi^c)$ is an admissible pair. As a result of this observation we get that $\varphi^{ccc} = \varphi^c$, since in addition the mapping $\varphi \mapsto \varphi^c$ is order reversing.
In light of this discussion, we define the $c$-class associated with a cost function $c : X \times Y \to (-\infty, \infty]$ as the image of the $c$-transform, namely
\[
\{\varphi^c : \varphi : X \to [-\infty, \infty]\} \text{ or } \{\psi^c : \psi : Y \to [-\infty, \infty]\}.
\]
When $X = Y$ and $c(x, y) = c(y, x)$ the two transforms coincide, as do the two $c$-classes. We slightly abuse notation, since throughout this note we will be considering symmetric cost functions, by referring to “the $c$-class” where in fact we should formally make a distinction between the $c$-class of functions on $X$ and the $c$-class of functions on $Y$.

Within the $c$-class, we define the sub-class of basic functions to be functions of the form $\varphi(x) = c(x, y_0) + \beta$ (and $\psi(y) = c(x_0, y) + \beta$, respectively) for some $x_0 \in X$, $y_0 \in Y$ and $\beta \in \mathbb{R}$. By definition, every $c$-class function is an infimum of basic functions, and it is not hard to check that the $c$-class is closed under infimum.

2.3. The $c$-subgradient. Given a cost $c : X \times Y \to (-\infty, \infty]$, and a $c$-class function $\varphi$, we define its $c$-subgradient by
\[
\partial^c \varphi = \{(x, y) \in X \times Y : \varphi(x) + \varphi^c(y) = c(x, y) < \infty\}.
\]
Clearly $(x, y) \in \partial^c \varphi$ if and only if $(y, x) \in \partial^c \varphi^c$.

As a motivation for this definition one may go back to Kantorovich’s theorem, recalled in (1), and note that a one sided inequality is trivial, since for any $\gamma \in \Pi(\mu, \nu)$, and any admissible pair $\varphi, \psi$, we have
\[
\int_X \varphi d\mu + \int_Y \psi d\nu = \int_{X \times Y} (\varphi(x) + \psi(y)) d\gamma \leq \int_{X \times Y} c(x, y) d\gamma,
\]
and for equality to hold one needs that $\gamma$-almost everywhere in $X \times Y$, we will have $\varphi(x) + \psi(y) = c(x, y)$. Since replacing $\psi$ by $\varphi^c$ only increases the integral, we see that in fact for equality to hold we need the plan $\gamma$ to be concentrated on the $c$-subgradient of some $c$-class function $\varphi$. We stress that this only serves as motivation and will not be used in this paper, in particular we have not assumed any measurability for the cost or the functions, and the functions we later consider might not be measurable or integrable.

2.4. $c$-cyclic monotonicity. Given a cost $c : X \times Y \to (-\infty, \infty]$, a subset $G \subseteq X \times Y$ is called $c$-cyclically monotone if $c(x, y) < \infty$ for all $(x, y) \in G$, and for any $m$, any $\{(x_i, y_i) : 1 \leq i \leq m\} \subseteq G$, and any permutation $\sigma$ of $[m] = \{1, \ldots, m\}$ it holds that
\[
(2) \quad \sum_{i=1}^m c(x_i, y_i) \leq \sum_{i=1}^m c(x_i, y_{\sigma(i)}).
\]

To our best knowledge, this definition was first introduced by Knott and Smith [29], as a generalization of cyclic monotonicity considered by Rockafellar [26] in the case of quadratic cost. When $G \subseteq \partial^c \varphi$, we have by definition that
\[
c(x_i, y_i) = \varphi(x_i) + \varphi^c(y_i) \quad \text{and} \quad c(x_i, y_{\sigma(i)}) \geq \varphi(x_i) + \varphi^c(y_{\sigma(i)}),
\]
and summing these inequalities over $i \in [m]$ gives (2). In other words, \(c\)-cyclic monotonicity is a necessary condition for a set \(G \subset X \times Y\) to have a \(c\)-potential \(\varphi\), that is, a \(c\)-class function for which \(G \subset \partial^c \varphi\).

2.5. Example: The quadratic cost. The most well studied example is that of quadratic cost, namely \(X = Y = \mathbb{R}^n\) and the Euclidean distance squared \(\|x - y\|^2 / 2\). From the transportation perspective, since \(\|x - y\|^2 / 2 = \|x\|^2 / 2 - \langle x, y \rangle + \|y\|^2 / 2\), only the mixed term is important. We will thus work with \(c(x, y) = -\langle x, y \rangle\), bearing in mind that in this setting the cost is no longer positive, and is unbounded both from above and below. It is, however, traditional, namely does not assume the value \(+\infty\).

The \(c\)-transform is given by
\[
\varphi^{c}(y) = \inf_{x \in \mathbb{R}^n} \left( -\langle x, y \rangle - \varphi(x) \right),
\]
which can be written as
\[
-\varphi^{c} = L(-\varphi),
\]
where \(L\psi(y) = \sup_x (\langle x, y \rangle - \psi(x))\) is the Legendre transform (for an overview see e.g. [27]). It is easy to check that the associated \(c\)-class is that of all concave functions on \(\mathbb{R}^n\) which are upper semi-continuous.

2.6. The Rockafellar-Rochet-R"uschendorf Theorem. For costs \(c : X \times Y \to \mathbb{R}\), namely traditional costs, this theorem states that the condition of \(c\)-cyclic monotonicity for a set \(G \subset X \times Y\) is equivalent to the condition that there exists a \(c\)-class function such that \(G \subset \partial^c \varphi\) [26, 28].

This fundamental theorem has a beautiful constructive proof. Indeed, one fixes some element \((x_0, y_0) \in G\) and sets
\[
\varphi(x) = \inf_{x, (x_i, y_i) \in G} \left( c(x, y_m) - c(x_0, y_0) + \sum_{i=1}^m (c(x_i, y_{i-1}) - c(x_i, y_i)) \right).
\]

Interestingly, examining the proof (which can be found in many places, see for example [30]), there is only one step where the \(c\)-cyclic monotonicity is used, and it is to prove that at \((x_0, y_0)\) the function \(\varphi\) defined above is finite. For non-traditional costs the proof fails (as does the theorem, as we shall shortly see), and the function \(\varphi\) defined above may be infinite on points \(x\) with \((x, y) \in G\), in which case \((x, y)\) cannot belong to \(\partial^c \varphi\).

Below we present a corresponding theorem for non-traditional costs. Applied to the case of traditional costs, our method gives a new proof for the Rockafellar-Rochet-R"uschendorf theorem, which is, in our view, more intuitive.

2.7. Known results. Let us emphasize that in this note we are solely devoted to investigating when, for a given set, one can find a \(c\)-potential, and therefore there are no measures involved. However, the literature on the optimality of transport plans mentioned in the introduction includes relevant ideas and results on the topic at hand.
In particular, an equivalence relation on the elements of a set \( G \subset X \times Y \) was introduced [30, Chapter 5, p.75] and studied [9, 14]. It is defined as follows: we may associate with \( G \) a directed graph with a vertex set \( G \) in which there is an edge from \((x, y)\) to \((z, w)\) if \( c(z, y) < \infty \). On the vertex set of this graph (namely on \( G \)) we define an equivalence relation \( \sim \), where two points are equivalent, \((x, y) \sim (z, w)\), if there exists a directed cycle passing through both (or, equivalently, if there is a directed path from each of the points to the other). This is clearly an equivalence relation.

The following proposition, which will straightforwardly follow from our analysis (see Section 4), appeared in [9, Proposition 3.2.] in a slightly different form. Its formulation in [9] includes a transport plan between two Borel probability measures, and the assumption that the cost is bounded from below. It was proved using the Rockafellar-type function (3) whereas our proof is different and elementary.

**Proposition 2.1.** Let \( c : X \times Y \to (-\infty, \infty] \) be a cost function and let \( G \subset X \times Y \) be a \( c \)-cyclically monotone set. Assume the equivalence relation \( \sim \) defined above had just one equivalence class. Then there exists a \( c \)-potential for \( G \), i.e. a function \( \varphi \) such that \( G \subset \partial^c \varphi \).

It was further established in [9], that the existence of a \( c \)-potential for a finite transport plan between two measures is equivalent to the plan being *robustly optimal* (see Definition 1.6. in [9]).

2.8. **An example of a \( c \)-cyclically monotone set with no \( c \)-potential.** To end this section, and before moving to the proof of our main result, let us present an example of a \( c \)-cyclically monotone set which is not a subset of \( \partial^c \varphi \) for any \( c \)-class \( \varphi \). In other words, \( G \) has no potential (no offense, \( G \)). One could extract an example from [2], but we shall use the polar cost in one dimension, namely \( c(x, y) = -\ln(xy - 1) \) on \( \mathbb{R} \times \mathbb{R} \) (where the logarithm of a non-positive number is defined to be \(-\infty\)), to underline its importance and draw attention to the fact that the regularity of the cost function does not play a role in the existence of a \( c \)-potential.

For the polar cost, \( c \)-cyclic monotonicity is equivalent to the set lying on the graph of a decreasing function. More precisely we prove the following lemma.

**Lemma 2.2.** Let \( c(x, y) = -\ln(xy - 1) \). A set \( G \subset \mathbb{R}^+ \times \mathbb{R}^+ \) is \( c \)-cyclically monotone if and only if for any \((x_1, y_1), (x_2, y_2) \in G\) one has \((x_1 - x_2)(y_1 - y_2) \leq 0\).

**Proof.** In one direction, assume \( G \) is \( c \)-cyclically monotone and let \((x_1, y_1), (x_2, y_2) \in G\). In particular \( x_1y_1 > 1 \) and \( x_2y_2 > 1 \). The \( c \)-cyclic monotonicity implies

\[
c(x_1, y_1) + c(x_2, y_2) \leq c(x_1, y_2) + c(x_2, y_1),
\]

which we rewrite as

\[
\ln(x_1y_2 - 1) + \ln(x_2y_1 - 1) \leq \ln(x_1y_1 - 1) + \ln(x_2y_2 - 1).
\]
We may assume that \( x_1 y_2 > 1 \) and \( x_2 y_1 > 1 \), or else there is nothing to prove. We thus know that \((x_1 y_2 - 1)(x_2 y_1 - 1) \leq (x_1 y_1 - 1)(x_2 y_2 - 1)\), which after the rearrangement becomes \((x_1 - x_2)(y_1 - y_2) \leq 0\), as claimed.

For the other direction, given some \( G \) which satisfies that for any \((x_1, y_1), (x_2, y_2) \in G\) one has \((x_1 - x_2)(y_1 - y_2) \leq 0\), pick some \( m\)-tuple in \( G \). It is easy to show that the subset \( \{(x_i, y_i) : i \in [m]\} \) is \( c\)-cyclically monotone. However, as this is a finite subset, one may consider all the sums \( C(\sigma) = \sum_{i=1}^{m} c(x_i, y_{\sigma(i)}) \) for some permutation \( \sigma \in S_m \) of the set \([m]\). The permutation with minimal cost \( C(\sigma) \) (not necessarily unique) will satisfy, by definition, that the set \( \{(x_i, y_{\sigma(i)}) : i \in [m]\} \) is \( c\)-cyclically monotone. In particular, by the first direction, we will have \((x_i - x_j)(y_{\sigma(i)} - y_{\sigma(j)}) \leq 0\). However, there is only one decreasing rearrangement of a set \( \{y_i : i \in [m]\} \), and we know already that the identity permutation \( \text{Id} \) is such a rearrangement, so in particular \( C(\text{Id}) \) is minimal. We conclude that \( G \) is \( c\)-cyclically monotone. \( \square \)

Our example set \( G \) will be the following

\[
G = \{(x, y) : \frac{3}{4} \leq x < 1, \ y = 3 - 2x\} \cup \{(\frac{3}{2}, \frac{3}{4})\}.
\]

It is easy to check that \( G \) satisfies the condition in Lemma 2.2, namely it is \( c\)-cyclically monotone for the cost \( c(x, y) = -\ln(xy - 1) \). However, for the points \((x, y) = (\frac{3}{4}, \frac{3}{2})\) and \((z, w) = (\frac{3}{2}, \frac{3}{4})\), we may always add a third point \((x_2, y_2) \in G\) such that the following expression

\[
c(x, y) - c(x_2, y) + c(x_2, y_2) - c(z, y_2)
\]

is arbitrarily large.

Indeed, picking \((x_2, y_2) = (t, 3 - 2t)\), compute

\[
c(x, y) - c(x_2, y) + c(x_2, y_2) - c(z, y_2)
\]

\[
= \ln 8 + \ln(\frac{3t}{2} - 1) - \ln((t - 1)(1 - 2t)) + \ln(\frac{7}{2} - t)
\]

\[
\geq \ln 8 - \ln 2 + \ln \frac{5}{2} - \ln((t - 1)(1 - 2t)).
\]

As \( t \to 1^- \), we have that \((t - 1)(1 - 2t) \to 0^+ \). In particular the term depending on \( t \) in the lower bound for the expression tends to \(+\infty\), and there can be no upper bound for it which does not depend on \( t \), but only on the endpoints \((\frac{3}{4}, \frac{3}{2})\) and \((\frac{3}{2}, \frac{3}{4})\).

This excludes the possibility for the existence of a \( c\)-potential, since if there existed some \( \varphi \) such that \( G \subset \partial^c \varphi \), it would necessarily satisfy (as \((x, y) \in G\) and \((x_2, y_2) \in G\)) that

\[
c(x, y) - c(x_2, y) \leq \varphi(x) - \varphi(x_2) \text{ and } c(x_2, y_2) - c(z, y_2) \leq \varphi(x_2) - \varphi(z),
\]

so that in particular

\[
c(x, y) - c(x_2, y) + c(x_2, y_2) - c(z, y_2) \leq \varphi(x) - \varphi(z),
\]

getting a bound for the aforementioned expression which does not depend on \( x_2 \). We have thus shown that \( G \) is a \( c\)-cyclically monotone set which does not admit a \( c\)-potential.
3. A Rockafellar-type result for non-traditional costs

As we have demonstrated in the previous section, for non-traditional costs it may happen that a set is $c$-cyclically monotone but fails to have a $c$-potential $\varphi$ in the $c$-class, even when $c$ is continuous and the spaces considered are simply $\mathbb{R}^n$. The example in Section 2.8 gives a clue as to what condition to consider. We call it $c$-path-boundedness.

**Definition 1.1.** Fix sets $X$, $Y$ and $c : X \times Y \to (-\infty, \infty]$. A subset $G \subset X \times Y$ will be called $c$-path-bounded if $c(x, y) < \infty$ for any $(x, y) \in G$, and for any $(x, y) \in G$ and $(z, w) \in G$, there exists a constant $M = M((x, y), (z, w)) \in \mathbb{R}$ such that the following holds: For any $m \in \mathbb{N}$ and any $\{(x_i, y_i) : 2 \leq i \leq m - 1\} \subset G$, denoting $(x_1, y_1) = (x, y)$ and $(x_m, y_m) = (z, w)$, we have

$$\sum_{i=1}^{m-1} (c(x_i, y_i) - c(x_{i+1}, y_{i+1})) \leq M.$$

It is not hard to see that a $c$-path-bounded set must be $c$-cyclically monotone (indeed, if $(x, y) = (z, w)$ then if there is some path for which the sum is positive, one can duplicate it many times to get paths with arbitrarily large sums). It is also not hard to check (using the same reasoning we used in the example above) that $c$-path-boundedness is a necessary condition for the existence of a $c$-potential (we do this in Section 3.3). Our main theorem is that the condition of $c$-path-boundedness is in fact equivalent to the existence of a $c$-potential.

**Theorem 1.** Let $X$, $Y$ be two arbitrary sets and $c : X \times Y \to (-\infty, \infty]$ an arbitrary cost function. For a given subset $G \subset X \times Y$ there exists a $c$-class function $\varphi : X \to [-\infty, \infty]$ such that $G \subset \partial^c \varphi$ if and only if $G$ is $c$-path-bounded.

**3.1. Reformulation of the problem.** One can reformulate the problem of finding a $c$-potential for a given set $G \subset X \times Y$ as a question regarding the existence of a solution to a linear system of inequalities (possibly infinitely many of them).

**Theorem 3.1.** Let $c : X \times Y \to (-\infty, \infty]$ be a cost function and let $G \subset X \times Y$. Then there exists a $c$-potential for $G$, namely a $c$-class function $\varphi : X \to [-\infty, \infty]$ such that $G \subset \partial^c \varphi$ if and only if the following system of inequalities,

$$c(x, y) - c(z, y) \leq \varphi(x) - \varphi(z),$$

indexed by $(x, y), (z, w) \in G$, has a solution $\varphi : P_X G \to \mathbb{R}$, where $P_X G = \{x \in X : \exists y \in Y, (x, y) \in G\}$.

**Proof.** Assume that there exists a $c$-potential $\varphi : X \to [-\infty, \infty]$ such that $G \subset \partial^c \varphi$. We may restrict $\varphi$ to $P_X G$, on which it must attain only finite values, because $G \subset \partial^c \varphi$ means in particular that $\varphi(x) + \varphi^c(y) = c(x, y) < \infty$. For every $z \in P_X G$ we have

$$\varphi(z) = \inf_{w \in Y} (c(z, w) - \varphi^c(w)) \leq c(z, y) - \varphi^c(y).$$
At the same time, since \((x, y) \in \partial^c \varphi\),
\[
\varphi(x) = \inf_{w \in Y} (c(x, w) - \varphi^c(w)) = c(x, y) - \varphi^c(y).
\]
Taking the difference of the two equations we get
\[
c(x, y) - c(z, y) \leq \varphi(x) - \varphi(z).
\]
For the other direction, assume we have a solution to the system of inequalities. We would like to extend it to some \(c\)-class function defined on \(X\). To this end let
\[
\tilde{\varphi}(z) = \inf_{(x, y) \in G} \{c(z, y) - c(x, y) + \varphi(x)\}.
\]
We need to show that the function \(\tilde{\varphi}\), which is clearly in the \(c\)-class, satisfies that it is an extension of the original function \(\varphi : P_X G \to \mathbb{R}\), and that it is a \(c\)-potential, namely \(G \subset \partial^c \tilde{\varphi}\).

The assumption (4) implies that for \(z \in P_X G\) we have
\[
\varphi(z) \leq c(z, y) - c(x, y) + \varphi(x)
\]
and so the infimum in the definition of the extended \(\tilde{\varphi}\) is attained at \(z\) itself. In particular, we get that \(\tilde{\varphi}\) is indeed an extension of the original function \(\varphi\). This means that if \((x, y) \in G\) then
\[
\tilde{\varphi}^c(y) = \inf_{z \in X} (c(z, y) - \tilde{\varphi}(z))
\]
\[
= \inf_{z \in X} \sup_{(x', y') \in G} (c(z, y) - c(z, y') + c(x', y') - \varphi(x'))
\]
\[
\geq \inf_{z \in X} (c(z, y) - c(z, y) + c(x, y) - \varphi(x))
\]
\[
= c(x, y) - \varphi(x) = c(x, y) - \tilde{\varphi}(x).
\]
As the opposite inequality is trivial, we get \((x, y) \in \partial^c \tilde{\varphi}\), as required.

The above theorem, while very simple in nature, reduces the question of finding a \(c\)-potential to the question of determining when a set of linear inequalities has a solution. The index set for the inequalities are pairs \(((x, y), z) \in G \times P_X G\) (or, equivalently, pairs \(((x, y), (z, w)) \in G \times G\), where we ignore \(w\) as it does not appear in the inequalities). The solution vector we are looking for is indexed by \(P_X G\), and we denote it \((\varphi(x))_{x \in P_X G}\). In fact, formally, we should be using \((\varphi(x, y))_{(x, y) \in G}\), which seems to allow multi-valued \(\varphi\). However, note that if \((x, y)\) and \((x, y')\) are both in \(G\) then
\[
c(x, y) - c(x, y) \leq \varphi(x, y) - \varphi(x, y')
\]
and
\[
c(x, y') - c(x, y) \leq \varphi(x, y') - \varphi(x, y)
\]
which means
\[
\varphi(x, y) = \varphi(x, y').
\]
In other words, even if we do index the vector by \((x, y) \in G\) instead of \(x \in P_X G\), the solution vector depends only on the first coordinate.
3.2. Solutions for families of linear inequalities. Our main theorem will follow from the next theorem regarding systems of linear inequalities.

**Theorem 2.** Let \( \{\alpha_{i,j}\}_{i,j \in I} \in [-\infty, \infty) \), where \( I \) is some arbitrary index set, and with \( \alpha_{i,i} = 0 \). The system of inequalities

\[
\alpha_{i,j} \leq x_i - x_j, \quad i, j \in I
\]

has a solution if and only if for any \( i, j \in I \) there exists some constant \( M(i, j) \) such that for any \( m \) and any \( i_2, \ldots, i_{m-1} \), letting \( i = i_1 \) and \( j = i_m \) one has that \( \sum_{k=1}^{m-1} \alpha_{i_k,i_{k+1}} \leq M(i, j) \).

Instead of proving the theorem directly, we shall prove the following theorem, which at first glance might seem weaker.

**Theorem 3.2.** Let \( \{a_{i,j}\}_{i,j \in I} \in [-\infty, \infty) \), where \( I \) is some arbitrary index set. Assume that for any \( m \geq 1 \) and any \( i_1, i_2, \ldots, i_m \) it holds that \( a_{i_1,i_m} \geq \sum_{k=1}^{m-1} a_{i_k,i_{k+1}} \). Then the system of inequalities

\[
a_{i,j} \leq x_i - x_j, \quad i, j \in I
\]

has a solution.

Clearly, Theorem 2 implies Theorem 3.2. In fact, the reverse implication holds as well. We will show this by proving Theorem 2 under the assumption of Theorem 3.2.

**Proof that Theorem 3.2 implies Theorem 2.** The “only if” part of Theorem 2 is easy and does not require Theorem 3.2. Indeed, let \( \{\alpha_{i,j}\}_{i,j \in I} \in [-\infty, \infty) \), where \( I \) is some arbitrary index set, and with \( \alpha_{i,i} = 0 \). Assume that the system of inequalities

\[
\alpha_{i,j} \leq x_i - x_j, \quad i, j \in I
\]

has a solution, \((x_i)_{i \in I}\). Summing the relevant inequalities we see that \( M(i, j) = x_i - x_j \) provides the required bound.

For the opposite direction, we will use Theorem 3.2. Assume that for any \( i, j \in I \) there exists some \( M(i, j) \) such that for any \( m \) and any \( \{i_k\}_{k=2}^{m-1} \), letting \( i_1 = i \) and \( i_m = j \) it holds that

\[
\sum_{k=1}^{m-1} \alpha_{i_k,i_{k+1}} \leq M(i, j).
\]

Define new constants \( a_{i,j} \in [-\infty, \infty) \) as follows:

\[
a_{i,j} = \sup \left\{ \sum_{k=1}^{m-1} \alpha_{i_k,i_{k+1}} : m \in \mathbb{N}, m \geq 2, i_2, \ldots, i_{m-1} \in I \right\}.
\]

By the above condition, the right hand side is bounded from above and so the supremum is not \(+\infty\).

We first claim that the system of equations \( a_{i,j} \leq x_i - x_j \), satisfies the conditions of Theorem 3.2. Assume we are given \( i_1, i_2, \ldots, i_{m-1}, i_m \), and we want to prove that \( a_{i_1,i_m} \geq \sum_{k=1}^{m-1} a_{i_k,i_{k+1}} \).
Fix $\varepsilon > 0$. For each $k \in [m]$ use the definition of $a_{ik,i_{k+1}}$ to pick some $m_k$ and $i_2^{(k)}, \ldots, i_{m_k-1}^{(k)}$ such that, letting $i_1^{(k)} = i_k$ and $i_{m_k}^{(k)} = i_{k+1}$, we have

$$a_{ik,i_{k+1}} \leq \sum_{l=1}^{m_k-1} \alpha_{i_l^{(k)},i_{l+1}^{(k)}} + \varepsilon/m.$$ 

We have thus identified some finite set of indices in $I$, the set

$$J = \{i_k, i_2^{(k)}, \ldots, i_{m_k-1}^{(k)} : k \in [m-1]\} \cup \{i_m\},$$

which is naturally arranged as a path from $i_1$ to $i_m$. Using again the definition of $a_{i,j}$, the path thus defined participates in the supremum, and we have that

$$a_{i_1,i_m} \geq \sum_{k=1}^{m} (a_{ik,i_{k+1}} - \varepsilon/m) = \left( \sum_{k=1}^{m} a_{ik,i_{k+1}} \right) - \varepsilon.$$

As this holds for any $\varepsilon$, we get the inequality in the condition of Theorem 3.2.

Applying Theorem 3.2, we see that the system of inequalities

$$a_{i,j} \leq x_i - x_j,$$

admits a solution. Moreover, since $a_{i,j} \geq \alpha_{i,j}$ by definition, the resulting vector $x$ is also a solution of the original system of inequalities.

Having made the reduction from Theorem 2 to Theorem 3.2, we proceed by proving the latter.

**Proof of Theorem 3.2.** We use Zorn’s Lemma. Consider the partially ordered set of pairs $(J, f_J)$ where $J \subset I$ and $f_J : J \to \mathbb{R}$ are such that for any $i, j \in J$ we have $f_J(i) - f_J(j) \geq a_{i,j}$. We know the set is non-empty because it contains pairs $\{(i_0), c\}$. The partial order we consider is $(J, f_J) \leq (K, f_K)$ if $J \subset K$ and $f_K\mid_J = f_J$.

First let us notice that every chain has an upper bound. Assume $(J_\alpha, f_{J_\alpha})_{\alpha \in A}$ is a chain (namely any two elements are comparable). Consider $J = \cup_\alpha J_\alpha$ and $f_J = \cup_\alpha f_{J_\alpha}$. This function is well defined because of the chain properties (at a point $i \in J$ it is defined as $f_{J_\alpha}(i)$ for any $\alpha$ with $i \in J_\alpha$). The pair $(J, f_J)$ is in our set because if $i, j \in J$ then for some $\alpha$ we have $i, j \in J_\alpha$, so $f_{J_\alpha}$ satisfies the inequality on $f_J(i) - f_J(j) \geq a_{i,j}$ and so does $f_J$. Finally, $(J, f_J)$ is clearly an upper bound for the chain. So, we have shown that every chain has an upper bound, and we may use Zorn’s lemma to find a maximal element. Denote the maximal element by $(J_0, f_{J_0})$.

Assume towards a contradiction that $J_0 \neq I$, that is, there exists some element $i_0 \in I$ such that $i_0 \not\in J_0$. If we are able to extend $f_{J_0}$ to be defined on $\{i_0\}$ in such a way that all inequalities with indices of the form $(i_0,j)$ and $(j,i_0)$ with $j \in J_0$ still hold, we will contradict maximality and complete the proof. Note that the inequalities that need to be satisfied in order to extend the function are

$$a_{i_0,j} \leq f(i_0) - f(j) \quad \text{and} \quad a_{j,i_0} \leq f(j) - f(i_0).$$
That is, \( f(i_0) \) is to be defined in such a way that
\[
\sup_{j \in J_0} (a_{i_0,j} + f_{J_0}(j)) \leq f(i_0) \leq \inf_{j \in J_0} (f_{J_0}(j) - a_{j,i_0}).
\]
For there to exist such an element, \( f_{J_0} \) must satisfy that
\[
\sup_{j \in J_0} (a_{i_0,j} + f_{J_0}(j)) \leq \inf_{j \in J_0} (f_{J_0}(j) - a_{j,i_0}),
\]
or, in other words, that for any \( j, k \in J_0 \)
\[
a_{i_0,j} + f_{J_0}(j) \leq f_{J_0}(k) - a_{k,i_0}.
\]
We can rewrite the condition as
\[
a_{i_0,j} + a_{k,i_0} \leq f_{J_0}(k) - f_{J_0}(j).
\]
Recall that under our assumptions \( a_{k,j} \geq a_{k,i_0} + a_{i_0,j} \). Since \( f_{J_0} \) already satisfies the inequality \( a_{k,j} \leq f_{J_0}(k) - f_{J_0}(j) \), we know the above inequality holds for any \( j, k \), and so the inequality (7) holds and we may extend the function \( f_{J_0} \). This is a contradiction to the maximality, and we conclude \( J_0 = I \), so that we have found a solution to the full system of inequalities.

\[\square\]

3.3. Summary. The reader will have noticed that the above arguments already provides a proof for the “if” part of Theorem 1. The other direction is simple, and we present the complete proof below.

Proof of Theorem 1. Assume \( G \subset X \times Y \) satisfies that for some \( c \)-class \( \varphi : X \to [-\infty, \infty] \), \( G \subset \partial c \varphi \), then
\[
c(x, y) - c(z, y) \leq \varphi(x) - \varphi(z)
\]
holds for all \((x, y), (z, w) \in G\). So, given a pair \((x, y), (z, w) \in G\) we set \( M = M((x, y), (z, w)) = \varphi(x) - \varphi(z)\). Any sum, as in the definition of \( c \)-path-boundedness, will be bounded by the corresponding sum of differences \( \varphi(x_i) - \varphi(x_{i+1}) \), which make for a telescopic sum adding up to \( M \). So we conclude that \( G \) is \( c \)-path-bounded.

Assume, in the other direction, that \( G \subset X \times Y \) is \( c \)-path-bounded. By Theorem 3.1 we needed to show that the family of inequalities
\[
c(x, y) - c(z, y) \leq \varphi(x) - \varphi(z),
\]
where \((x, y), (z, w) \in G\), has a solution. By Theorem 2, as \( G \) is \( c \)-path-bounded, a solution exists.

\[\square\]

3.4. Rockafellar-Rochet-R"uschendorf theorem. As a corollary we have a new and simple proof for the real-valued Rockafellar type theorem for traditional costs.

Corollary 3.3 (Rockafellar-Rochet-R"uschendorf). Let \( c : X \times Y \to \mathbb{R} \) be a traditional (i.e. finitely valued) cost function. Assume we are given a set \( G \subset X \times Y \) which is \( c \)-cyclically monotone. Then there exists a \( c \)-class function \( \varphi : X \to [-\infty, \infty] \) such that \( G \subset \partial c \varphi \).
Proof. In order to apply Theorem 1 we proceed to show that $G$ is $c$-path-bounded. Let $(x, y), (z, w) \in G$, and let $M := M((x, y), (z, w)) = c(x, w) - c(w, z)$. To show this indeed satisfies the condition, namely that there is an upper bound on the total cost of any path, we use the $c$-cyclic monotonicity. Let $m \geq 2$ and let $(x_2, y_2), \ldots, (x_{m-1}, y_{m-1}) \in G$. Denote $(x, y) = (x_1, y_1)$ and $(z, w) = (x_m, y_m)$. The condition of $c$-cyclic monotonicity implies that

$$\sum_{i=1}^{m-1} (c(x_i, y_i) - c(x_{i+1}, y_{i+1})) + c(x_m, y_m) - c(x_1, y_1) \leq 0.$$ 

In particular,

$$\sum_{i=1}^{m-1} (c(x_i, y_i) - c(x_{i+1}, y_{i+1})) \leq c(x, w) - c(z, w).$$

It is important to note that we relied heavily on the fact that $c(x, w) < \infty$, otherwise this upper bound might be infinite, and therefore meaningless.

4. Special cases

We now show that under certain assumptions, $c$-path-boundedness is implied by $c$-cyclic monotonicity, even for non-traditional costs. This is motivated by the fact that usually, when considering optimal transport plans, they are concentrated on sets which are automatically $c$-cyclically monotone (see [9, 24]). So, it is useful to indicate cases in which the $c$-cyclic monotonicity property implies that the set is also $c$-path-bounded.

In this section we collect several such results. Recall the equivalence relation $\sim$ described in Subsection 2.7, and note that if the points $(x_s, y_s)$ and $(x_f, y_f)$ are in the same equivalence class, then there is a constant $M$ as required in Theorem 1. Indeed, fix an arbitrary path from $(x_f, y_f)$ to $(x_s, y_s)$, say $(z_1, w_1), \ldots, (z_k, w_k)$, the edges of which are graph edges, and let

$$M = - \left[ c(x_f, y_f) - c(z_1, y_f) + \sum_{j=1}^{k-1} (c(z_i, w_i) - c(z_{i+1}, w_{i+1})) + c(z_k, w_k) - c(x_s, w_k) \right] < \infty.$$ 

Any path from $(x_s, y_s)$ to $(x_f, y_f)$ (paths not on the graph have total cost $-\infty$) is completed to a cycle using the above path, and using $c$-cyclic monotonicity we have for any $m$ and any $(x_i, y_i)_{i=2}^m \subset G$

$$c(x_s, y_s) - c(x_2, y_2) + \sum_{i=2}^{m-1} (c(x_i, y_i) - c(x_{i+1}, y_{i+1})) + c(x_m, y_m) - c(x_f, y_m) \leq M.$$ 

Summarizing, we gave a proof of Proposition 2.1, since by Theorem 1 a $c$-path-bounded set admits a $c$-potential.

**Corollary 4.1.** Let $c : X \times Y \to (-\infty, \infty]$ be a continuous cost function on separable metric spaces $X, Y$ and let $G \subset X \times Y$ be $c$-cyclically monotone and path connected. Let $T > 0$ and assume $G$ satisfies that $c(x, y) \leq T$ for all $(x, y) \in G$. Then $G$ is $c$-path-bounded.
Proof. It is enough to show that any two points \((x, y), (z, w) \in G\) satisfy \((x, y) \sim (z, w)\). By path connectivity we may find a continuous \(\gamma : [0, 1] \to G\) with \(\gamma(0) = (x, y)\) and \(\gamma(1) = (z, w)\). The compact set \(\gamma([0, 1])\) is of positive distance to the closed (by continuity of \(c\)) set \(\{ (x, y) : c(x, y) = \infty \}\). In particular, there exists some \(\delta > 0\) such that if \(|(\eta, \xi) - \gamma(t)| < \delta\) then, denoting \(\gamma(t) = (x_t, y_t)\), we have \(c(x_t, \xi) < \infty\). Since \(\gamma\) is uniformly continuous, we may find \(m\) and \(t_0 = 0 < t_1 < \cdots < t_m = 1\) such that \(|\gamma(t_j) - \gamma(t_{j-1})| < \delta\) for \(j = 1, \ldots, m\). Denote \(\gamma(t_j) = (x_{j}, y_{j})\). Since \(|(x_{j+1}, y_{j}) - (x_{j}, y_{j})| \leq |(x_{j+1}, y_{j+1}) - (x_{j}, y_{j})| < \delta\), we get that \(c(x_{j+1}, y_{j}) < \infty\), which means that the path \((\gamma(t_j))_{j=1}^{m}\) connects the points \((x, y)\) and \((z, w)\) in the graph. By symmetry, we get that any two points are connected and there is only one equivalence class for the relation \(\sim\). Applying Proposition 2.1, the proof is complete. \(\square\)

As may be apparent from the proof of the corollary, the connectedness of \(G\) is not elemental, and we may replace it with other assumptions, so long as these imply that there is only one equivalence class for \(\sim\). Another useful variant, in which there may be more then one equivalence class, is the following.

**Proposition 4.2.** Let \(c : X \times Y \to (-\infty, \infty]\) be a continuous cost function on separable metric spaces \(X, Y\) and let \(G \subset X \times Y\) be \(c\)-cyclically monotone and bounded. Let \(T > 0\) and assume that for every \((x, y) \in G\) we have that \(c(x, y) \leq T\). Then \(G\) is \(c\)-path-bounded.

**Proof.** By the argument given at the beginning of this section, we only need to address pairs which lie in different equivalence classes of the relation \(\sim\), that is, show that for such pairs a bound on the total cost of a path between them exists.

We first observe that under the assumptions we have made, there are only finitely many equivalence classes for \(\sim\). Indeed, let \(S_T = \{(x, y) : c(x, y) \leq T\}\), then by continuity of \(c\) on the compact set \(\overline{G} \subset S_T\), we can find some \(\delta > 0\) such that if \(|(z, w) - (x, y)| < \delta\) and \((x, y), (z, w) \in G\) then \(\max(c(x, w), c(z, y)) < T + 1\). In particular, any two points in \(G\) whose distance is less than \(\delta\) belong to the same equivalence class. Using compactness of \(G\) again, we may cover it with a finite number of \(\delta\)-balls, so there can be no more than a finite number of different equivalence classes. Denote the number of equivalence classes of \(\sim\) by \(k_0 \in \mathbb{N}\).

Next, we claim that for each equivalence class \((\text{denoted by } [v])\) there exists a bound \(M = M([v])\) (depending only on the equivalence class) such that for any two points \((x_s, y_s)\) and \((x_f, y_f)\) in \([v]\), the total cost of any path between them is bounded by \(M\). To this end define the function \(F : [v] \times [v] \to \mathbb{R}\) to be the supremum over the total cost on any path from the first given point to the second one, namely let \(F((x_s, y_s), (x_f, y_f))\) be given by

\[
\sup \left\{ c(x_s, y_s) - c(x_1, y_s) + \sum_{k=1}^{m-1} (c(x_k, y_k) - c(x_{k+1}, y_k)) + c(x_m, y_m) - c(x_f, y_m) \right\}
\]

where the supremum runs over all \(m \in \mathbb{N}\) and any \((x_i, y_i)_{i=1}^{m} \in G\). We have already shown (using \(c\)-cyclic monotonicity and the definition of the relation \(\sim\)) that \(F\) is finite. To see that it is bounded, it suffices to show that \(F\) is uniformly continuous (since the domain is bounded as well).
Let \((x_s, y_s), (x_f, y_f) \in [v]\). Given some path \((x_i, y_i)_{i=1}^m\) joining \((x'_s, y'_s)\) and \((x'_f, y'_f)\), we may add to it the two points \((x_s, y_s)\) and \((x_f, y_f)\) as the first and last points, getting a new path between \((x_s, y_s)\) and \((x_f, y_f)\). We thus see that

\[
F((x'_s, y'_s), (x'_f, y'_f)) + c(x_s, y_s) - c(x'_s, y'_s) + c(x'_f, y'_f) - c(x_f, y_f) \leq F((x_s, y_s), (x_f, y_f)).
\]

However, as \(c\) is continuous on the compact set \(\overline{G} \subset S_T\), it is uniformly continuous, and for any \(\varepsilon > 0\) we may pick \(\delta = \delta(\varepsilon)\) such that if \(|(x_s, y_s) - (x'_s, y'_s)| < \delta\) and \(|(x_f, y_f) - (x'_f, y'_f)| < \delta\) then \(|c(x_s, y_s) - c(x'_s, y'_s)| < \varepsilon/2\) and \(|c(x'_f, y'_f) - c(x_f, y_f)| < \varepsilon/2\) so that we get

\[
F((x'_s, y'_s), (x'_f, y'_f)) - F((x_s, y_s), (x_f, y_f)) \leq \varepsilon.
\]

By symmetry of \(F\) in its arguments, we get that \(F\) is indeed uniformly continuous on \([v] \times [v]\), and in particular bounded. Denote this bound by \(M([v])\).

Finally, by the definition of our equivalence relation, any path joining two points in \(G\) can be split into at most \(k_0\) paths, each one within one of the equivalence classes, and at most \(k_0 - 1\) extra steps, each joining two equivalence classes.

To bound each of the “single steps” joining two different equivalence classes, say joining \((z, w) \in [v_1]\) and \((z', w') \in [v_2]\), notice first that the cost \(c\) is bounded from below on \(P_XG \times P_\gamma G\) by continuity. Therefore,

\[
c(z, w) - c(z', w) \leq T - \inf\{c(x, w) : (x, y) \in G, (z, w) \in G\} =: M_2.
\]

To sum up, denoting the \(k_0\) equivalence classes by \([v_i]\) for \(i = 1, \ldots, k_0\), the total cost for any path in \(G \subset S_T\) is bounded from above by \(\sum_{i=1}^{k_0} M([v_i]) + (k_0 - 1)M_2\). As a result we have a uniform bound for any path with any beginning and end point in \(G\), that is, \(G\) as a whole is \(c\)-path-bounded (in fact, uniformly, which is a much stronger statement).

Summing up, we have seen that under additional geometric or topological conditions, \(c\)-cyclic monotonicity is in fact enough, and does imply \(c\)-path-boundedness (and in particular, the existence of a \(c\)-potential). For example, in the results of [19], where the assumptions on the cost are that it is continuous, and infinite only on the diagonal, it is easy to check that a compact \(c\)-cyclically monotone set satisfies the conditions in Proposition 4.2.

**Appendix A. An alternative route**

The course of proving our main theorem was not as linear as presented in this note. One of the methods we developed was more hands on, but worked only for countable sets \(G\). Upon trying to generalize it to uncountable ones, we came up the current proof. However, our first proof entails much more combinatorics, is interesting in its own right, and the methods we found may be useful in other scenarios, and we present it here as well.

**A.1. Graph theoretical component of the proof.** We shall make use of a decomposition of a nearly balanced weighted acyclic directed graph into weighted paths. A directed graph is called *acyclic* if there are no directed cycles in the graph. We call a weighted graph *nearby*
balanced if we have some control over the difference between the in-coming and out-coming total weight in each vertex. We assume that all the weights are non-negative.

Proposition A.1. Let $\Gamma = (V, E, (w_e)_{e \in E})$ be a finite directed weighted acyclic graph. Assume that it is almost balanced in the following sense: for some fixed vector $(\varepsilon_v)_{v \in V}$ with non-negative entries, we have for every vertex $v \in V$ that

\[
\sum_{(x,v) \in E} w_{(x,v)} - \sum_{(v,y) \in E} w_{(v,y)} \in [-\varepsilon_v, \varepsilon_v].
\]

Then there exists a weighted decomposition of $\Gamma$ into paths $P_k = v_1^{(k)} \rightarrow v_2^{(k)} \rightarrow \cdots \rightarrow v_{m_k}^{(k)}$ with equal weights $\mu_k$ for each edge in $P_k$, such that

\[
w_e = \sum_{k: e \in P_k} \mu_k \quad \text{and} \quad \sum_{k} \mu_k < \frac{1}{2} \sum_{v} \varepsilon_v.
\]

Moreover, it holds individually for each $v \in V$ that

\[
\sum_{k: s_k = v \text{ or } f_k = v} \mu_k < \varepsilon_v.
\]

Here $s_k = v_1^{(k)}$ denotes the starting vertex of the path $P_k$ and $f_k = v_{m_k}^{(k)}$ denotes its end point. In fact, if $\sum_{(x,v) \in E} w_{(x,v)} \leq \sum_{(v,y) \in E} w_{(v,y)}$ then $v \neq f_k$ for any $k$ and if $\sum_{(x,v) \in E} w_{(x,v)} \geq \sum_{(v,y) \in E} w_{(v,y)}$ then $v \neq s_k$ for any $k$.

Remark A.2. Note that (9) implies (8), which can be seen by summing the inequalities in (9) over all $v \in V$. Then the right hand side becomes $\sum_v \varepsilon_v$, while the left hand side is

\[
\sum_v \{ \sum_{k: s_k = v \text{ or } f_k = v} \mu_k, \}
\]

and since every path has precisely one starting point $s_k$ and one final point $f_k$, we get that each $\mu_k$ was summed twice, that is we get exactly $2 \sum \mu_k$.

Proof of Proposition A.1. Note that if $|V| = 2$ then the claim is trivial as we can use just one path. We then have that $\varepsilon_1 = \varepsilon_2 = w_{(1,2)} = \mu_1$, where we used 1 and 2 as labels of the vertices, and assumed the only edge is $(1,2)$.

We shall use induction on the number of edges. If $V$ is any set and $|E| = 1$ then the situation is exactly as in the first case we considered and there is nothing to prove.

Assume we know the claim for $|E| < k$ and we are given a graph $\Gamma$ with $|E| = k$. Consider an edge $e_* = (x, y)$ with minimal weight $w_*$ and pick a maximal path $P$ which includes it (maximal in the sense that it cannot be extended to a longer path), say $s = v_1 \rightarrow v_2 \rightarrow \cdots \rightarrow v_{m} = f$. Maximality implies that there is no outgoing edge from its end vertex $f = v_m$, and no edge going into its start vertex $s = v_1$. In particular, the “almost balanced” restriction on $s$ reads $\sum_{(s,y) \in E} w_{(s,y)} < \varepsilon_s$ and on $f$ reads $\sum_{(x,f) \in E} w_{(x,f)} < \varepsilon_f$. Moreover, since $w_*$ was a minimal weight in the whole graph, it follows that $\varepsilon_s > w_*$ and $\varepsilon_f > w_*$.  


Define $\Gamma'$ to be a graph with the same vertices $V$ and edges $e \in E$, whose weights are defined as

$$w'_e = \begin{cases} w_e - w_s & \text{if } e \in P, \\ w_e & \text{otherwise.} \end{cases}$$

Since $w_s$ was chosen as the minimal weight, we see that all new weights remain non-negative. Note that the edge $e_*(x, y)$ now has weight zero and thus can be omitted. Therefore, the graph $\Gamma'$ is a directed weighted acyclic graph with at most $k - 1$ edges. It satisfies the almost-balanced condition with a new vector $\varepsilon'_v$ given by

$$\varepsilon'_s = \varepsilon_s - w_s, \quad \varepsilon'_f = \varepsilon_f - w_s, \quad \text{and } \varepsilon'_v = \varepsilon_v \text{ for } v \in V \setminus \{s, f\}.$$

Note that $\sum_{v \in V} \varepsilon'_v = \sum_{v \in V} \varepsilon_v - 2w_s$.

By the induction assumption, the new graph $\Gamma'$ has a weighted decomposition: that is, we can find paths $(P_k)_{k \in S}$ and weights $\mu_k$ such that $\sum_{\{k : e \in P_k\}} \mu_k = w'_e$ and for every $v \in V$, we have

$$\sum_{\{k : s_k = v \text{ or } f_k = v\}} \mu_k \leq \varepsilon'_v.$$

We add to the collection the path $P$ with a weight $w_s$ on each edge. We claim that this constitutes the desired weighted decomposition of $\Gamma$.

Indeed, if we compute $\sum_{\{k : s_k = v \text{ or } f_k = v\}} \mu_k$ for a vertex which is neither $s$ nor $f$, i.e. not an end point of $P$, we get the same result as in $\Gamma'$ and hence it is at most $\varepsilon'_v = \varepsilon_v$. If we compute the sum for $v = s$ or $v = f$, we get the sum in $\Gamma'$ with added $w_s$, which is thus bounded by $\varepsilon'_v + w_s = \varepsilon_v$, as needed.

Finally, by construction, a vertex can be chosen as a starting vertex $s_k$ for some path $P_k$ only if, after equal weights were removed from its inwards and outwards pointing edges, there was no weight left in the inwards pointing edges. In other words, only if $\sum_{(x, v) \in E} w_{(x, v)} < \sum_{(v, y) \in E} w_{(v, y)}$. Similarly, a vertex can be chosen as $f_k$ for some path $P_k$ only if $\sum_{(x, v) \in E} w_{(x, v)} > \sum_{(v, y) \in E} w_{(v, y)}$, which completes the proof.

**A.2. A result of Ky Fan.** For the proof, we use the following result of Ky Fan [18]:

**Theorem A.3 (Ky Fan).** Let $E$ be a locally convex, real Hausdorff vector space. Let $x_\nu \in E$ be an indexed set of vectors with indices $\nu \in I$, and let $\alpha_\nu \in \mathbb{R}$. Then the system of inequalities $f(x_\nu) \geq \alpha_\nu$ for $\nu \in I$ has a solution $f \in E^*$ (that is, $f$ a continuous linear functional on $E$) is and only if the point $(0, 1) \in E \times \mathbb{R}$ does not belong to the closed convex cone $C \in E \times \mathbb{R}$ spanned by the elements $\{(x_\nu, \alpha_\nu) : \nu \in I\}$.

Since the proof is a direct application of Hahn Banach theorem, we include it here for completeness.

**Proof of Theorem A.3.** Denote by $C$ the closed convex cone spanned by $(x_\nu, \alpha_\nu)$. Assume the system has a solution $f$, then $f \times (-\text{id}_{\mathbb{R}}) \geq 0$ on $C$. On the other hand $f \times (-\text{id}_{\mathbb{R}})(0, 1) = -1$, so $(0, 1) \not\in C$. 
For the other direction, we use the Hahn-Banach theorem to separate \((0, 1)\) from the closed convex cone \(C\). That is, we find a linear functional \((h, a) \in E^* \times \mathbb{R}\) such that for any \((x, \alpha) \in C\) one has \(h(x) + \alpha a \geq b > h(0) + a = a\). Since \(C\) is a cone, \((0, 0) \in C\) and so \(0 \geq b > a\). In particular we see that \(h(x) + \alpha a \geq b\) can be written as \(f(x) - \alpha \geq b/(-a) \geq 0\) for \(f = h/(-a) \in E^*\). That is, we have found a solution \(f\) satisfying \(f(x) \geq \alpha\) for all \(\alpha\). \(\square\)

A.3. Completing the (alternative) proof. We are ready to provide our alternative proof for Theorem 3.2, in the case where the family of inequalities is countable. This in turn implies a countable version of Theorem 2 and thus a countable version for Theorem 1.

Proof of Theorem 3.2. We will use Theorem A.3 for the space \(\mathbb{R}^I\) with the box topology. It is clearly Hausdorff and locally convex. The convex cone is generated by the vectors \((e_i - e_j, a_{i,j})\), and so we must show that the point \((0, 1)\) has a neighborhood separated from this cone.

The neighborhood we pick is of the form \(\prod_{i \in I} (-\varepsilon_i, \varepsilon_i) \times (1/2, \infty)\), where the sequence \(\varepsilon_i\) will be chosen in a way which depends only on \(\{a_{i,j}\}_{i,j \in I}\).

To define the neighborhood, using that \(I\) is countable we fix an ordering \(\leq\) of it, and for every \(i \in I\) we define

\[
\varepsilon_i = \frac{1}{5^{2^{-i}}} \frac{1}{\max\{a_{k,j} : k \leq i, j \leq i\} + 1}.
\]

Note that \(\varepsilon_i > 0\) for every \(i\).

Then, towards a contradiction, assume that the set \(\prod_{i \in I} (-\varepsilon_i, \varepsilon_i) \times (1/2, \infty)\), which is an open neighborhood of \((0, 1) \in \mathbb{R}^I \times \mathbb{R}\) in the box topology, intersects with the closed convex cone generated by the vectors \((e_i - e_j, a_{i,j})\). This means that there is some finite \(J \subset I\), and a positive combination \(\sum_{i,j \in J} \lambda_{i,j} (e_i - e_j, a_{i,j})\) which is inside this neighborhood. This condition amounts to

\[
\sum_{j \in J} \lambda_{i,j} - \lambda_{j,i} \in (-\varepsilon_i, \varepsilon_i) \quad \forall i \in J \quad \text{and} \quad \sum_{i,j \in J} \lambda_{i,j} a_{i,j} \geq 1/2.
\]

Let \(\Lambda\) be the matrix with entries \(\lambda_{i,j}\). Note that subtracting any positive multiple of a permutation matrix from the matrix \(\Lambda\) has no effect on the sum on the left and only increases (by cyclic monotonicity) the sum on the right. Thus we may assume without loss of generality that the matrix \(\Lambda\) is not larger (entry-wise) than any positive multiple of a permutation matrix.

Consider the elements of \(J\) as vertices of a weighted directed graph \(\Gamma\), where we define the weights to be \(w_{(i,j)} = \lambda_{i,j}\). The assumption that \(\Lambda\) contains no positive multiple of a permutation matrix implies that the graph \(\Gamma\) is acyclic. Moreover, the first condition in (10) means that the graph \(\Gamma\) is almost balanced, up to the weights \((\varepsilon_i)\), in the sense of Proposition A.1. Using Proposition A.1 we find paths \(P_k = v_{i_1}^{(k)} \rightarrow v_{i_2}^{(k)} \rightarrow \cdots \rightarrow v_{i_{m_k}}^{(k)}\) and weights \(\mu_k\) that cover the graph \(\Gamma\) and satisfy for every vertex \(v_i\) that

\[
\sum_{\{k : s_k = v_i \text{ or } f_k = v_i\}} \mu_k \leq \varepsilon_i.
\]
(where we let \( s_k = v_i^{(k)} \) and \( f_k = v_i^{(k)} \) as before).

Denote by \( A_k \) the adjacency matrix of the path \( P_k \), so that \( \Lambda = \sum \mu_k A_k \). Then

\[
\sum_{i,j \in J} \lambda_{i,j} a_{i,j} = \sum_k \mu_k \sum_{i,j \in J} (A_k)_{i,j} a_{i,j},
\]

Moreover, by the assumption on \( a_{i,j} \) in the statement of the theorem we are proving, and since \((A_k)_{i,j} \in \{0,1\} \) and are indicating a path, we get that

\[
\sum_{i,j \in J} (A_k)_{i,j} a_{i,j} \leq a_{s_k,f_k}.
\]

Therefore,

\[
\sum_{i,j \in J} \lambda_{i,j} a_{i,j} \leq \sum_k \mu_k a_{s_k,f_k} =: S.
\]

Let us now decompose the sum \( S \) according to the start and end vector of the path \( P_k \) in the following way. Fix an ordering of the (finite number of) elements in \( J \), and write

\[
S = \sum_{l=1}^{|J|} \sum_{\{k: \max(s_k,f_k) = l\}} \mu_k a_{s_k,f_k}.
\]

Indeed, each path is summed exactly once, according to the quantity \( l = \max(s_k,f_k) \).

From the definition of \( \varepsilon_i \), it follows that

\[
a_{k,j} \leq \frac{1}{5 \varepsilon_{\max\{j,k\}}} 2^{-\max\{j,k\}}.
\]

Using this estimate for the sum \( S \), we get

\[
S \leq \sum_{l=1}^{|J|} \frac{1}{5 \varepsilon_l} 2^{-l} \sum_{\{k: \max(s_k,f_k) = l\}} \mu_k.
\]

Recall that the set \( \{k: \max(s_k,f_k) = l\} \) is the set of all paths which either start or terminate at \( l \), but their other endpoint (start or end point) is smaller than \( l \). From Proposition A.1 we know that

\[
\sum_{\{k: s_k = l \text{ or } f_k = l\}} \mu_k \leq \varepsilon_l,
\]

so in particular

\[
\sum_{\{k: \max(s_k,f_k) = l\}} \mu_k \leq \varepsilon_l.
\]

We thus may conclude that

\[
S \leq \sum_{l=1}^\infty \frac{1}{5 \varepsilon_l} 2^{-l} \varepsilon_l = 1/5 < 1/2
\]

which is a contradiction to the assumption and the proof is complete. \( \square \)
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