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Abstract

In this paper, we present several observability and unique continuation inequalities for the free Schrödinger equation in the whole space. The observations in these inequalities are made either at two points in time or one point in time. These inequalities correspond to different kinds of controllability for the free Schrödinger equation. We also find that the observability inequality at two points in time is equivalent to the uncertainty principle built up in [18].
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1 Introduction

An interesting unique continuation property for Schrödinger equations was contained in [17] (see also [19]). It says that if $u$ solves the following Schrödinger equation:

$$i\partial_t u + \Delta u + Vu = 0 \quad \text{in} \quad \mathbb{R}^n \times (0, 1),$$

(1.1)

(with a time-dependent potential $V$ in some suitable conditions and with $n \in \mathbb{N}^+ \triangleq \{1, 2, \ldots\}$), then

$$u = 0 \quad \text{in} \quad B_R^c(0) \times \{0, 1\} \Rightarrow u \equiv 0.$$

Here, $R > 0$, $B_R(0)$ is the closed ball in $\mathbb{R}^n$, centered at the origin and of radius $R > 0$, and $B_R^c(0)$ denotes the complement of $B_R(0)$. In [11] (see also [14, Theorems 3-4]), it was presented that if $u$ solves (1.1) (with $V$ in some suitable conditions) and verifies that

$$\|e^{i|x|^2/\alpha^2} u(x, 0)\|_{L^2(\mathbb{R}^n; \mathbb{C})} + \|e^{i|x|^2/\beta^2} u(x, 1)\|_{L^2(\mathbb{R}^n; \mathbb{C})} < \infty$$

for some positive constants $\alpha, \beta$ with $\alpha \beta < 4$, then $u \equiv 0$. It further proved that when $\alpha \beta = 4$, such property fails. The above mentioned two properties can be treated as the qualitative unique continuation at two points in time. It is natural to ask if one can have an observability inequality at two points in time?
In this paper, we will present several observability and unique continuation inequalities (at either two points in time or one point in time) for the following free Schrödinger equation (or the Schrödinger equation, for simplicity):
\[
\begin{align*}
&i\partial_t u(x, t) + \Delta u(x, t) = 0, \quad (x, t) \in \mathbb{R}^n \times (0, \infty), \\
&u(x, 0) \in \mathcal{L}^2(\mathbb{R}^n; \mathbb{C}).
\end{align*}
\] (1.2)
(Here and throughout this paper, $n \in \mathbb{N}^+$ is arbitrarily fixed.) From perspective of applications, these inequalities correspond different controllabilities for the Schrödinger equation.

Throughout this paper, we write either $u(x, t; u_0)$ (with $(x, t) \in \mathbb{R}^n \times (0, \infty)$) or $e^{i\Delta t} u_0$ (with $t \geq 0$) for the solution of (1.2) with the initial condition that $u(x, 0) = u_0(x)$ over $\mathbb{R}^n$; The Fourier transform of $f \in \mathcal{L}^1(\mathbb{R}^n; \mathbb{C}) \cap \mathcal{L}^2(\mathbb{R}^n; \mathbb{C})$ is given by
\[
\hat{f}(\xi) = \frac{1}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} f(x)e^{-ix\cdot\xi}\, dx, \quad \xi \in \mathbb{R}^n
\]
and extended to all of $\mathcal{L}^2(\mathbb{R}^n; \mathbb{C})$ in the usual way; Write respectively $A^c$ and $|A|$ for the complement and the Lebesgue measure of a set $A$ in $\mathbb{R}^n$; For each subset $A \subset \mathbb{R}^n$ and each $\lambda \in \mathbb{R}$, we let $\lambda A \triangleq \{\lambda x : x \in A\}$; For all $a, b \in \mathbb{R}$, we write $a \wedge b \triangleq \min\{a, b\}$; For each $x \in \mathbb{R}^n$, $|x|$ denotes to the $\mathbb{R}^n$-Euclidean norm of $x$; $\omega_n$ denotes the volume of the unit ball in $\mathbb{R}^n$.

There are three main theorems in this paper. The first one presents an observability inequality at two points in time for the equation (1.2).

**Theorem 1.1.** Given $x', x'' \in \mathbb{R}^n$, $r_1, r_2 > 0$ and $T > S \geq 0$, there is a positive constant $C \triangleq C(n)$ so that
\[
\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C e^{C r_1 r_2} \frac{1}{T - S} \left( \int_{B_{r_1}(x')} |u(x, S; u_0)|^2 \, dx + \int_{B_{r_2}^c(x'')} |u(x, T; u_0)|^2 \, dx \right) \tag{1.3}
\]
for all $u_0 \in \mathcal{L}^2(\mathbb{R}^n; \mathbb{C})$.

Several remarks on Theorem 1.1 are given in order:

- Theorem 1.1 can be explained in the following manner: The integral on the left hand side of (1.3) can be treated as a recover term, while the integrals on the right hand side of (1.3) are regarded as observation terms. The inequality (1.3) is understood as follows: Through observing a solution at two different points in time, each time outside of a ball, one can estimate the recover term (which says, in plain language, that one can recover this solution). This inequality is equivalent to the exact controllability for the impulse controlled Schrödinger equation with controls acting at two points in time, each time outside of a ball (see Subsection 5.2).

- The observability inequality (1.3) seems to be new for us. Most observability inequalities for Schrödinger equations, in published papers, have observations in time intervals. For instance, the paper [22] presents an observability inequality for the Schrödinger equation on a bounded domain $\Omega$ (in $\mathbb{R}^n$), with an analytic boundary $\partial\Omega$. In that inequality, the observation is made over $\omega \times (0, T)$, where $T > 0$ and $\omega \subset \partial\Omega$ is a subdomain satisfying the Geometric Control Condition. This condition was introduced in [4] and then was used in [7] to study the stabilization property and the exact controllability for the nonlinear Schrödinger equation on a two dimensional compact Riemannian manifold without boundary. The paper [27] builds up an
observability estimate for the homogenous Schrödinger equation on a bounded domain \( \Omega \). In that inequality, the observation is made over \( \omega \times (0, T) \), where \( T > 0 \) and \( \omega \subset \Omega \) is a subdomain satisfying the Geometric Control Condition. More recently, the paper \([1]\) (see \([1, \text{Theorem 1.2}]\)) presents an observability inequality for Schrödinger equations (with some potentials) on the disk of \( \mathbb{R}^2 \). The observation is made over \( \omega \times (0, T) \), where \( \omega \) is an open subset (in the disk) which may not satisfy the Geometric Control Condition.

• The inequality \((1.3)\) is “optimal” in the following sense: First, \( \forall A \subset \mathbb{R}^n \), with \( m(A^c) > 0, \forall T > 0 \), the following conclusion is not true (see \((b)\) of Remark \(4.2)\): \( \exists C > 0 \) so that

\[
\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C \int_A |u(x, T; u_0)|^2 \, dx, \forall u_0 \in L^2(\mathbb{R}^n; \mathbb{C}).
\]

This means that we cannot recover a solution by observing it at one point in time and over a subset \( A \subset \mathbb{R}^n \), with \( |A^c| > 0 \); Second, \( \forall x', x'' \in \mathbb{R}^n, r_1, r_2 > 0 \) and \( T > S \geq 0 \), the following conclusion is not true (see \((a)\) of Remark \(4.2)\): \( \exists C > 0 \) so that

\[
\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C \left( \int_{B_{r_1}(x')} |u(x, S; u_0)|^2 \, dx + \int_{B_{r_2}(x'')} |u(x, T; u_0)|^2 \, dx \right), \forall u_0 \in L^2(\mathbb{R}^n; \mathbb{C}).
\]

This means that we cannot recover a solution by observing it at two different points in time, one time in a ball, while another time outside of a ball; And last, \( \forall x', x'' \in \mathbb{R}^n, r_1, r_2 > 0 \) and \( T > S \geq 0 \), the following conclusion is not true (see \((c)\) of Remark \(4.2)\): \( \exists C > 0 \) so that

\[
\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C \left( \int_{B_{r_1}(x')} |u(x, S; u_0)|^2 \, dx + \int_0^T \int_{B_{r_2}(x'')} |u(x, t; u_0)|^2 \, dx \, dt \right), \forall u_0 \in L^2(\mathbb{R}^n; \mathbb{C}).
\]

This can be comparable with the work in \([24]\).

• The proof of \((1.3)\) is based on two properties as follows: First, the uncertainty principle built up in \([18]\); Second, the equivalence between the uncertainty principle and the observability estimate which grows like \((1.3)\). The aforementioned equivalence is indeed a connection between the uncertainty principle and the observability (at two time points) for the Schrödinger equation. Such equivalence is obtained in this paper (see Lemma \(2.3)\). Its proof relies on the identity \([9, (1.2)] \) (see \((2.6)\) in our paper).

• The inequality \((1.3)\) can be extended to the case where \( B_{r_1}(x') \) and \( B_{r_2}(x'') \) are replaced by two measurable sets \( A^c \) and \( B^c \), with \( |A| < \infty \) and \( |B| < \infty \). This can be easily seen from the proof of \((1.3)\), as well as Theorem \(2.1)\) (which is the uncertainty principle built up in \([18]\)) and Lemma \(2.3)\).

• From Theorem \(1.1)\), one can directly derive the following observability inequality: Given \( x_0 \in \mathbb{R}^n, r > 0 \) and \( T > 0 \), there exists \( C \triangleq C(n) > 0 \) so that

\[
\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C e^{C r^2 / T} \int_0^T \left( \int_{B_r(x_0)} |u(x, t; u_0)|^2 \, dx \right)^{1/2} \, dt \text{ for all } u_0 \in L^2(\mathbb{R}^n; \mathbb{C}).
\]

This inequality is equivalent to the standard \( L^\infty \)-exact controllability for the Schrödinger equation. The later is comparable to \([30, \text{Theorem 3.1}]\).

The second main theorem gives a unique continuation inequality at one time point for a class of solutions to the equation \((1.2)\). (This class of solutions consists of solutions whose initial data have exponential decay at infinity.)
Theorem 1.2. The following conclusions are true for all $r > 0$, $a > 0$ and $T > 0$:

(i) There is $C \triangleq C(n) > 0$ and $\theta \triangleq \theta(n) \in (0, 1)$, depending only on $n$, so that
\[ \int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C \left( 1 + \frac{r^n}{(aT)^n} \right) \left( \int_{B_r(0)} |u(x, T; u_0)|^2 \, dx \right)^{\theta + \frac{1}{r}} \left( \int_{\mathbb{R}^n} e^{\alpha |x|} |u_0(x)|^2 \, dx \right)^{1 - \theta + \frac{1}{r}} \]
for all $u_0 \in C_0^\infty (\mathbb{R}^n; \mathbb{C})$.

(ii) There is $C \triangleq C(n) > 0$ so that for any $\beta > 1$ and $\gamma \in (0, 1)$,
\[ \int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C e^{\left( \frac{\beta - 1}{a(1 - \gamma)} \right)^{\gamma}} \left( \int_{B_r(0)} |u(x, T; u_0)|^2 \, dx \right)^{\gamma} \left( \int_{\mathbb{R}^n} e^{\alpha |x|^\beta} |u_0(x)|^2 \, dx \right)^{1 - \gamma} \]
for all $u_0 \in C_0^\infty (\mathbb{R}^n; \mathbb{C})$.

(iii) Let $\alpha(s), s \in \mathbb{R}^+$, be an increasing function with $\lim_{s \to \infty} \frac{\alpha(s)}{s} = 0$. Then for each $\gamma \in (0, 1)$, there is no positive constant $C$ so that
\[ \int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C \left( \int_{B_r(0)} |u(x, T; u_0)|^2 \, dx \right)^{\gamma} \left( \int_{\mathbb{R}^n} e^{\alpha(|x|)} |u_0(x)|^2 \, dx \right)^{1 - \gamma} \]
for all $u_0 \in C_0^\infty (\mathbb{R}^n; \mathbb{C})$.

Several remarks on Theorem 1.2 are given in order:

- The motivation to build up Theorem 1.2 is as follows: According to the third remark after Theorem 1.1, one cannot recover a solution by observing it at one time point and outside of a ball. Theorem 1.2 tells us what we can expect by observing solutions at one time point and outside of a ball. The detail on the expectations will be explained in the next remark.

- The inequality (1.4) is a kind of unique continuation inequality at one point in time. From it, one can easily see that
\[ e^{\frac{r^n}{(aT)^n}} u_0(x) \in L^2(\mathbb{R}^n; \mathbb{C}) \quad \text{and} \quad u(x; T; u_0) = 0 \quad \text{over} \quad B_r(0) \Rightarrow u(x, t; u_0) = 0 \quad \text{over} \quad \mathbb{R}^n \times [0, \infty). \]

This inequality can also be explained from two perspectives. Perspective One: The integral on the left hand side of (1.4) is treated as a recover term, while on the right hand side of (1.4), the integral over $B_r(0)$ is regarded as observation term and the integral over the whole space $\mathbb{R}^n$ is viewed as a prior term (with respect to initial data) which provide some prior information on initial data ahead of observations. The inequality (1.4) can be explained in the following way: If one knows in advance that the initial datum of a solution has an exponential decay at infinity, then by observing this solution at one point in time and outside of a ball, one can estimate the recover term (which says, in plain language, that one can recover this solution). Perspective Two: Notice that (1.4) is equivalent to that $\exists C > 0$ and $\theta \in (0, 1)$ s.t. $\forall r, a, T > 0$ and $\varepsilon > 0$,
\[ \int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C \left( 1 + \frac{r^n}{(aT)^n} \right) \left( \varepsilon^{1 - \theta + \frac{1}{r}} \int_{B_r(0)} |u(x, T; u_0)|^2 \, dx + \varepsilon \int_{\mathbb{R}^n} e^{\alpha |x|} |u_0(x)|^2 \, dx \right) \]
for all $u_0 \in C_0^\infty (\mathbb{R}^n; \mathbb{C})$. Thus, the inequality (1.4) can be understood as follows: Through observing a solution at one point in time and outside of a ball, we can approximately recover this solution, with the error:
\[ C \left( 1 + \frac{r^n}{(aT)^n} \right) \varepsilon \int_{\mathbb{R}^n} e^{\alpha |x|} |u_0(x)|^2 \, dx. \]
Notice that if $\int_{\mathbb{R}^n} e^{\alpha |x|} |u_0(x)|^2 = \infty$, then the error is $\infty$. 
• The inequality (1.4) is equivalent to a kind of approximate controllability for the impulse controlled Schrödinger equation with controls acting at one point in time. Notice that such controllability is not a standard controllability (see Subsection 5.2).

• Theorem 1.2 is “optimal” from two perspectives. Perspective One: If \( \beta \geq 1 \), then for any \( r > 0 \), \( a > 0 \) and \( T > 0 \), there is \( C > 0 \) and \( \theta \in (0, 1) \) so that

\[
\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C \left( \int_{B_r(0)} |u(x, T; u_0)|^2 \, dx \right)^{\frac{\beta}{2}} \left( \int_{\mathbb{R}^n} e^{a|x|} |u_0(x)|^2 \, dx \right)^{1-\theta}, \quad \forall u_0 \in C_0^\infty(\mathbb{R}^n; \mathbb{C}),
\]

while if \( \beta \in (0, 1) \), then for any \( r > 0 \), \( a > 0 \) and \( T > 0 \), there is no \( C > 0 \) or \( \theta \in (0, 1) \) so that the above inequality holds. Perspective Two: For each \( r > 0 \), \( a > 0 \) and \( T > 0 \), the following conclusion is not true (see (e) of Remark 4.2): \( \exists C > 0 \) and \( \exists \theta \in (0, 1) \) so that

\[
\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C \left( \int_{B_r(0)} |u(x, T; u_0)|^2 \, dx \right)^{\theta} \left( \int_{\mathbb{R}^n} e^{a|x|} |u_0(x)|^2 \, dx \right)^{1-\theta}, \quad \forall u_0 \in C_0^\infty(\mathbb{R}^n; \mathbb{C}).
\]

The above optimality implies in some sense that the choice of the weight \( e^{a|x|} \), \( x \in \mathbb{R}^n \) (with \( a > 0 \)) is reasonable (to ensure the type of unique continuation estimates build up in (i) and (ii) of Theorem 1.2). In plain language, other types of weights are not expected.

• The proof of Theorem 1.2 is mainly based on [2, Theorem 1.3], which gives an analytic interpolation inequality (see also [34]), and an estimate for some kind of Euler integral in high dimension built up in Lemma 2.11 of the current paper and the identity [9, (1.2)] (see (2.6) in our paper).

The last main theorem gives another kind of unique continuation inequality at one time point for a class of solutions to the equation (1.2).

**Theorem 1.3.** Given \( x', x'' \in \mathbb{R}^n \), \( r_1, r_2 > 0 \), \( a > 0 \) and \( T > 0 \), the following estimate holds for all \( u_0 \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \):

\[
\int_{B_{r_2}(x'')} |u(x, T; u_0)|^2 \, dx \leq C r_2^n ((aT) \wedge r_1)^{-n} \left( \int_{B_{r_1}(x')} |u(x, T; u_0)|^2 \, dx \right)^{\theta_p} \left( \int_{\mathbb{R}^n} e^{a|x|} |u_0(x)|^2 \, dx \right)^{1-\theta_p},
\]

where \( C \triangleq C(n) > 0 \), \( \theta \triangleq \theta(n) \in (0, 1) \) and

\[
p \triangleq 1 + \frac{|x' - x''| + r_1 + r_2}{(aT) \wedge r_1}.
\]

Several remarks on Theorem 1.3 are given in order:

• The motivation to present Theorem 1.3 is as follows: According to Theorem 1.2, as well as Perspective Two in the fourth remark after Theorem 1.2, it should be interesting to ask for what we can expect by observing solutions at one time point and in a ball.
The inequality (1.6) is a kind of unique continuation inequality at one point in time. From it, one can easily check that
\[ e^{\frac{|x|^2}{2}} u_0(x) \in L^2(\mathbb{R}^n; \mathbb{C}) \text{ and } u(x, T; u_0) = 0 \text{ over } B_{r_2}(x') \Rightarrow u(x, t; u_0) = 0 \text{ over } \mathbb{R}^n \times [0, \infty). \]
Indeed, the left hand side of the above, together with (1.6), indicates that for each \( x'' \in \mathbb{R}^n \) and each \( r_2 > 0 \), \( u(\cdot, T; u_0) = 0 \text{ over } B_{r_2}(x''). \) Thus, \( u(x, T; u_0) = 0 \text{ over } \mathbb{R}^n. \) This leads to that \( u(x, t; u_0) = 0 \text{ over } \mathbb{R}^n \times [0, \infty). \)

From (1.6), we can also have that
\[ u_0 = 0 \text{ over } B_{r_2}(x'') \text{ and } u(x, T; u_0) = 0 \text{ over } B_{r_1}(x') \Rightarrow u(x, t; u_0) = 0 \text{ over } \mathbb{R}^n \times [0, \infty). \]

The inequality (1.6) can also be explained from two perspectives. Perspective One: The integral on the left hand side of (1.6) is treated as a recover term, while on the right hand side of (1.6), the integral over \( B_{r_1}(x') \) is regarded as observation term and the integral over the whole space \( \mathbb{R}^n \) is viewed as a prior term. The inequality (1.6) can be explained in the following way: If one knows in advance that the initial datum of a solution has an exponential decay at infinity, then by observing this solution at one point in time and in a ball, one can estimate the recover term (which says, in plain language, that one can recover this solution over \( B_{r_2}(x'') \) at time \( T \)). Perspective Two: The inequality (1.6) is equivalent to that \( \exists C > 0 \) and \( \theta \in (0, 1) \) s.t. \( \forall x', x'' \in \mathbb{R}^n, r_1, r_2 > 0, a, T > 0 \) and \( \varepsilon > 0, \)
\[
\int_{B_{r_2}(x'')} |u(x, T; u_0)|^2 \, dx \leq C r_2^n ((aT) \wedge r_1)^{-n} (\varepsilon^{1-\theta - p} \int_{B_{r_1}(x')} |u(x, T; u_0)|^2 \, dx + \varepsilon \int_{\mathbb{R}^n} e^{\varepsilon |x|} |u_0(x)|^2 \, dx)
\]
for all \( u_0 \in C_0^\infty(\mathbb{R}^n; \mathbb{C}). \) Here, \( p \) is given by (1.7). Thus, the inequality (1.6) can be understood as follows: Through observing a solution at one point in time and in a ball, we can approximately recover this solution over \( B_{r_2}(x'') \) at time \( T \), with the error:
\[
Cr_2^n ((aT) \wedge r_1)^{-n} \varepsilon \int_{\mathbb{R}^n} e^{\varepsilon |x|} |u_0(x)|^2 \, dx.
\]
If \( \int_{\mathbb{R}^n} e^{\alpha |x|} |u_0(x)|^2 \, dx = \infty \), then the error is \( \infty. \)

Notice that the recover terms in (1.4) and (1.6) are different. In (1.4), one tries to recover approximately a solution over \( \mathbb{R}^n \times \{0\}, \) while (1.6) tries to recover a solution over \( B_{r_2}(x'') \times \{T\}. \)

The inequality (1.6) is equivalent to a kind of approximate null controllability for the initial controlled Schrödinger equation with controls acting at one point in time. Notice that such controllability is not a standard controllability (see Subsection 5.2).

The proof of Theorem 1.3 is mainly based on [2, Theorem 1.3], which gives an analytic interpolation inequality (see also [34]), an estimate for some kind of Euler integral in high dimension built up in Lemma 2.11 and the identity [9, (1.2)] (see (2.6) in our paper).
We next present three consequences of the above main theorems.

**Theorem 1.4.** Given $r > 0$, $T > 0$ and $N > 0$, the following estimate is true for all $u_0 \in L^2(\Omega; \mathbb{C})$ with $\text{supp } u_0 \subset B_N(0)$:

$$\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq e^{C(1 + \frac{r^N}{N})} \int_{B_r(0)} |u(x, T; u_0)|^2 \, dx,$$

where $C \triangleq C(n) > 0$.

**Theorem 1.5.** Given $x_0, x' \in \mathbb{R}^n$, $r > 0$, $a > 0$, $b > 0$ and $T > 0$, the following inequality holds for all $u_0 \in C_0^\infty(\mathbb{R}^n; \mathbb{C})$ and $\varepsilon \in (0, 1)$:

$$\int_{\mathbb{R}^n} e^{-b|x-x'|}|u(x, T; u_0)|^2 \, dx \leq C(x_0, x', r, a, b, T) \left( \varepsilon \int_{\mathbb{R}^n} e^{a|x|}|u_0(x)|^2 \, dx + \varepsilon e^{\varepsilon^{-1} - \frac{C_0}{aT}} \int_{B_r(x_0)} |u(x, T; u_0)|^2 \, dx \right),$$

where

$$C(x_0, x', r, a, b, T) \triangleq \exp \left\{ C \left[ 1 + \frac{|x_0 - x'| + r + b^{-1}}{(aT) \wedge r} \right] \right\},$$

with $C \triangleq C(n) > 0$.

**Theorem 1.6.** Given $x_0 \in \mathbb{R}^n$, $r > 0$, $a > 0$ and $T > 0$, the following estimate is true for all $u_0 \in C_0^\infty(\mathbb{R}^n; \mathbb{C})$ and $\varepsilon \in (0, 1)$:

$$\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C(x_0, r, a, T) \left( \varepsilon \left( \int_{\mathbb{R}^n} e^{a|x|}|u_0(x)|^2 \, dx + \|u_0\|^2_{H^{n+3}(\mathbb{R}^n; \mathbb{C})} \right) + \varepsilon e^{\varepsilon^{-2}} \int_{B_r(x_0)} |u(x, T; u_0)|^2 \, dx \right),$$

where

$$C(x_0, r, a, T) \triangleq (1 + T)^{2n+6} \exp \left\{ C^{2+\frac{1}{(aT) \wedge r}} \right\},$$

with $C \triangleq C(n) > 0$.

Two notes on Theorem 1.4-Theorem 1.6 are as follows:

- The inequalities in Theorem 1.4-Theorem 1.6 are different kinds of unique continuation at one time point for the Schrödinger equation. They correspond to different kinds of controllability which are not standard controllability (see Subsection 5.3).

- Theorem 1.4 is a direct consequence of the conclusion (i) in Theorem 1.2. Theorem 1.5 is a consequence of Theorem 1.3. Theorem 1.6 is based on Theorem 1.3, as well as a regularity propagation property for the Schrödinger equation (presented in Lemma 3.2 of this paper).
The main novelties of this paper are as follows: (a) We build up observability estimate at two points in time for the Schrödinger equation in $\mathbb{R}^n$. (b) We present several unique continuation (or observability) inequalities at one point in time for the Schrödinger equation in $\mathbb{R}^n$. These inequalities correspond to different kinds of controllability. (c) We find an equivalence between the observability at two different points in time and the uncertainty principle built up in [18] (see Lemma 2.3).

It should be interesting to extend our results to the following equations: (a) Schrödinger equations with potentials in $\mathbb{R}^n$. (b) Homogeneous Schrödinger equations on a bounded domain.

For the observability and unique continuation inequalities for Schrödinger equations, we would like to mention [5, 6, 8, 9, 10, 11, 12, 13, 14, 16, 17, 21, 22, 23, 25, 32, 36, 37] and the references therein. For the uncertainty principle, we would like to mention [15, 18, 20, 26, 33] and the references therein. We think of that the uncertainty principle built up in some of these papers may be used to get some observability estimates for Schrödinger equations. For interpolation inequalities for heat equations, we would like to mention [3, 28, 29, 35] and the references therein.

The rest of the paper is organized as follows: Section 2 proves Theorem 1.1-Theorem 1.3. Section 3 proves Theorem 1.4-Theorem 1.6. Section 4 provides some further comments on the main results. Section 5 presents applications of Theorem 1.1-Theorem 1.6 to the controllability for the Schrödinger equation.

2 Proofs of the main results

This section is devoted to proving Theorem 1.1-Theorem 1.3.

2.1 Proof of Theorem 1.1

In this subsection, we will prove Theorem 1.1. We first introduce in Theorem 2.1 the uncertainty principle built up in [18], then show in Lemma 2.3 the equivalence between the uncertainty principle and the observability at two points in time, finally give the proof of Theorem 1.1.

**Theorem 2.1.** Given subsets $S, \Sigma \subset \mathbb{R}^n$, with $|S| < \infty$ and $|\Sigma| < \infty$, there is a positive constant

$$C(n, S, \Sigma) \triangleq Ce^{C \min \{ |S| \|S\|, |S|^{1/n}w(\Sigma), |\Sigma|^{1/n}w(S) \}},$$

(2.1)

with $C \triangleq C(n)$, so that for each $f \in L^2(\mathbb{R}^n; \mathbb{C})$,

$$\int_{\mathbb{R}^n} |f(x)|^2 \, dx \leq C(n, S, \Sigma) \left( \int_{\mathbb{R}^n \setminus S} |f(x)|^2 \, dx + \int_{\mathbb{R}^n \setminus \Sigma} |\hat{f}(\xi)|^2 \, d\xi \right).$$

Here, $w(S)$ (or $w(\Sigma)$) denotes the mean width of $S$ (or $\Sigma$).

**Remark 2.2.** For the detailed definition of $w(S)$ (the mean width of $S$), we refer the readers to [18]. Here, we would like to mention what follows: First, when $S$ is a bounded and open subset of $\mathbb{R}^n$, $w(S) < \infty$; Second, when $S$ is a ball in $\mathbb{R}^n$, $w(S)$ is the diameter of the ball.
Lemma 2.3. Let $A$ and $B$ be two measurable subsets of $\mathbb{R}^n$. Then the following propositions are equivalent:

(i) There exists a positive constant $C_1(n, A, B)$ so that for each $f \in L^2(\mathbb{R}^n; \mathbb{C})$,

$$\int_{\mathbb{R}^n} |f(x)|^2 \, dx \leq C_1(n, A, B) \left( \int_A |f(x)|^2 \, dx + \int_B |\hat{f}(\xi)|^2 \, d\xi \right).$$  \hspace{1cm} (2.2)

(ii) There exists a positive constant $C_2(n, A, B)$ so that for each $T > 0$ and each $u_0 \in L^2(\mathbb{R}^n; \mathbb{C})$,

$$\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C_2(n, A, B) \left( \int_A |u_0(x)|^2 \, dx + \int_{2TB} |u(x, T; u_0)|^2 \, dx \right).$$  \hspace{1cm} (2.3)

Furthermore, when one of the above two propositions holds, the constants $C_1(n, A, B)$ and $C_2(n, A, B)$ can be chosen as the same number.

Proof. Divide the proof into the following two steps:

**Step 1. To show that (i) \(\Rightarrow\) (ii)**

Suppose that (i) is true for $C_1(n, A, B)$. We first claim that for all $T > 0$ and $u_0 \in L^2(\mathbb{R}^n; \mathbb{C})$,

$$\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C_1(n, A, B) \left( \int_A |u_0(x)|^2 \, dx + \frac{1}{(2T)^n} \int_{2TB} |e^{i|\xi|^2/4T}u_0(\xi)(x/2T)|^2 \, dx \right).$$ \hspace{1cm} (2.4)

Indeed, for arbitrarily fixed $T > 0$ and $u_0 \in L^2(\mathbb{R}^n; \mathbb{C})$, we define a function $\tilde{u}_0(\cdot)$ over $\mathbb{R}^n$ in the following manner:

$$\tilde{u}_0(x) \triangleq e^{i|x|^2/4T}u_0(x), \hspace{0.5cm} x \in \mathbb{R}^n.$$ \hspace{1cm} (2.5)

It is clear that $\tilde{u}_0 \in L^2(\mathbb{R}^n; \mathbb{C})$. Then by (i), we have (2.2), with $f = \tilde{u}_0$, i.e.,

$$\int_{\mathbb{R}^n} |\tilde{u}_0(x)|^2 \, dx \leq C_1(n, A, B) \left( \int_A |\tilde{u}_0(x)|^2 \, dx + \int_B |\tilde{u}_0(x)|^2 \, dx \right).$$

This, along with (2.5), leads to (2.4).

We next notice from [9, (1.2)] that for all $T > 0$ and $u_0 \in L^2(\mathbb{R}^n; \mathbb{C})$,

$$(2iT)^{n/2}e^{-|x|^2/4T}u(x, T; u_0) = e^{i|\xi|^2/4T}u_0(\xi)(x/2T), \hspace{0.5cm} x \in \mathbb{R}^n.$$ \hspace{1cm} (2.6)

Then from (2.4) and (2.6), it follows that

$$\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C_1(n, A, B) \left( \int_A |u_0(x)|^2 \, dx + \int_{2TB} |u(x, T; u_0)|^2 \, dx \right).$$

Hence, the conclusion (ii) is true, and $C_2(n, A, B)$ can be taken as $C_1(n, A, B)$.

**Step 2. To prove that (ii) \(\Rightarrow\) (i)**

Suppose that (ii) is true for $C_2(n, A, B)$. Arbitrarily fix $f \in L^2(\mathbb{R}^n; \mathbb{C})$. Define a function $u_f$ by

$$u_f(x) = e^{-i|x|^2/2}f(x), \hspace{0.5cm} x \in \mathbb{R}^n.$$ \hspace{1cm} (2.7)

From (2.7) and (2.6) (where $u_0 = u_f$ and $T = 1/2$), it follows that

$$\hat{f}(\xi) = e^{i|\xi|^2/2}u_f(x)(\xi) = (i)^{n/2}e^{-i|\xi|^2/2}u(\xi, 1/2; u_f), \hspace{0.5cm} \xi \in \mathbb{R}^n.$$
This, along with (2.7) and (2.3) (where \( u_0 = u_f \) and \( T = 1/2 \)), yields that
\[
\int_{\mathbb{R}^n} |f(x)|^2 \, dx = \int_{\mathbb{R}^n} |u_f(x)|^2 \, dx \leq C_2(n, A, B) \left( \int_{A} |u_f(x)|^2 \, dx + \int_{B} |u(x, 1/2; u_f)|^2 \, dx \right)
\leq C_2(n, A, B) \left( \int_{A} |f(x)|^2 \, dx + \int_{B} |\hat{f}(\xi)|^2 \, d\xi \right).
\]

Hence, the conclusion (i) is true and \( C_1(n, A, B) \) can be taken as \( C_2(n, A, B) \).

Finally, from Step 1 - Step 2, we find that when one of (i) and (ii) is true, the constants \( C_1(n, A, B) \) and \( C_2(n, A, B) \) can be chosen as the same positive number. This ends the proof of this lemma.

We now use Theorem 2.1 and Lemma 2.3 to prove Theorem 1.1.

**Proof of Theorem 1.1.** Let \( x', x'' \in \mathbb{R}^n, r_1, r_2 > 0 \) and \( T > S \geq 0 \). Define
\[
A = B^c_{r_1}(x') \quad \text{and} \quad B = B^c_{r_2}(x'').
\]
(2.8)

By Theorem 2.1, we have (2.2), where

\((A, B)\) is replaced by \((A, \frac{B}{2(T - S)})\) and \( C_1(n, A, B) \) is replaced by \( C(n, A', \frac{B^c}{2(T - S)}) \),

with \( C(n, \cdot, \cdot) \) given by (2.1). Thus we can apply Lemma 2.3 to get (2.3), where

\((A, B)\) is replaced by \((A, \frac{B}{2(T - S)})\) and \( C_2(n, A, B) \) is replaced by \( C(n, A', \frac{B^c}{2(T - S)}) \).

The latter, together with (2.1) and (2.8), indicates that there exists \( C > 0 \) (depending only on \( n \)) so that for each \( u_0 \in L^2(\mathbb{R}^n; \mathbb{C}) \),
\[
\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C \left( n, A', \frac{B^c}{2(T - S)} \right) \left( \int_{B^c_{r_1}(x')} |u_0(x)|^2 \, dx + \int_{B^c_{r_2}(x'')} |u(x, T - S; u_0)|^2 \, dx \right),
\]
(2.9)

where
\[
C \left( n, A', \frac{B^c}{2(T - S)} \right) = C e^{C_{\min} \left\{ \omega_n r_1^{\frac{1}{2}}, \omega_n r_2^{\frac{1}{2}}, \omega_n r_1 r_2^{\frac{1}{2}}, \omega_n r_2 r_1^{\frac{1}{2}} \right\}} \leq C e^{C \frac{r_1^{\frac{1}{2}} r_2^{\frac{1}{2}}}{T - S}},
\]
(2.10)

with \( \omega_n \) the volume of the unit ball in \( \mathbb{R}^n \).

Finally, by (2.9) and (2.10), we obtain that
\[
\int_{\mathbb{R}^n} |u(x, S; u_0)|^2 \, dx \leq C e^{C_{\min} \left\{ \omega_n r_1^{\frac{1}{2}}, \omega_n r_2^{\frac{1}{2}}, \omega_n r_1 r_2^{\frac{1}{2}}, \omega_n r_2 r_1^{\frac{1}{2}} \right\}} \times \left( \int_{B^c_{r_1}(x')} |u(x, S; u_0)|^2 \, dx + \int_{B^c_{r_2}(x'')} |u(x, T; u_0)|^2 \, dx \right).
\]

Because of the conversation law of the Schrödinger equation, the above leads to the inequality in Theorem 1.1. This ends the proof of this theorem. 

\[\square\]
### 2.2 Preliminaries on Theorem 1.2 and Theorem 1.3

In the proofs of Theorem 1.2 and Theorem 1.3, an interpolation inequality plays a key role. This inequality will be presented in Lemma 2.5. To prove Lemma 2.5, we need the following Lemma 2.4:

**Lemma 2.4.** There exists an absolute constant $C$ so that for each $a > 0$ and $\beta \in \mathbb{N}^n$,

$$\left( \int_{\mathbb{R}^n} |\xi^{2\beta}| e^{-a|\xi|} \, d\xi \right)^{1/2} \leq \left( \frac{2n}{a} \right)^{n/2} \beta! \left( \frac{Cn}{a} \right)^{|\beta|}.$$

(2.11)

**Proof.** First, we observe that for all $a > 0$ and $\beta = (\beta_1, \ldots, \beta_n) \in \mathbb{N}^n$,

$$\int_{\mathbb{R}^n} |\xi^{2\beta}| e^{-a|\xi|} \, d\xi \leq \int_{\mathbb{R}^n} |\xi^{2\beta}| e^{-a(\sum_{i=1}^n |\xi_i|/n)} \, d\xi$$

$$= \Pi_{i=1}^n \int_{\mathbb{R}_{\xi_i}} |\xi_i|^{2\beta_i} e^{-a|\xi_i|/n} \, d\xi_i$$

$$= \Pi_{i=1}^n 2 \left( \frac{n}{a} \right)^{2\beta_i+1} \int_0^\infty t^{2\beta_i} e^{-t} \, dt$$

$$= 2^n \left( \frac{n}{a} \right)^{2|\beta|+n} \Pi_{i=1}^n \Gamma(2\beta_i + 1)$$

$$= 2^n \left( \frac{n}{a} \right)^{2|\beta|+n} \Pi_{i=1}^n (2\beta_i)!,$$

(2.12)

where $\Gamma(\cdot)$ denotes the second kind of Euler’s integral or the Gamma function.

We next claim that there is an absolute constant $C > 0$ so that

$$\sqrt{(2\alpha)!} \leq \alpha! C^n \text{ for all } \alpha \in \mathbb{N}^+.$$

(2.13)

In fact, using the Stirling’s approximation for factorials

$$\ln(\eta!) = \eta \ln \eta - \eta + O(\ln \eta), \forall \eta \in \mathbb{N}^+,$$

we see that for all $\alpha \in \mathbb{N}^+$,

$$\ln \sqrt{(2\alpha)!} = \frac{1}{2} \left( 2\alpha \ln(2\alpha) - 2\alpha + O(\ln(2\alpha)) \right)$$

$$= \ln \alpha! + \alpha \ln 2 + O(\ln \alpha).$$

Thus, there exists an absolute constant $C_1 > 1$ so that

$$\sqrt{(2\alpha)!} \leq \exp \left[ \ln \alpha! + \alpha \ln C_1 \right] = \alpha! C_1^n \text{ for all } \alpha \in \mathbb{N}^+,$$

which leads to (2.13).

Finally, (2.11) follows from (2.12) and (2.13) at once. This ends the proof of this lemma.

---

We now present an interpolation estimate for $L^2$-functions whose Fourier transforms have compact supports.
Lemma 2.5. Given $x', x'' \in \mathbb{R}^n$, $r_1$, $r_2 > 0$ and $a > 0$, there exist two constants $C \triangleq C(n) > 0$ and $\theta \triangleq \theta(n) \in (0, 1)$ so that for each $f \in L^2(\mathbb{R}^n; \mathbb{C})$, with $\hat{f} \in C_0^\infty(\mathbb{R}^n; \mathbb{C})$,

$$
\int_{B_{r_2}(x'')} |f(x)|^2 \, dx \leq C r_2^n (a^{-n} + r_1^{-n}) \left( \int_{B_{r_1}(x')} |f(x)|^2 \, dx \right)^{\theta p} \left( \int_{\mathbb{R}_+^n} |\hat{f}(\xi)|^2 e^{\alpha|\xi|} \, d\xi \right)^{1-\theta p},
$$

(2.14)

where

$$p \triangleq 1 + \frac{|x' - x''| + r_1 + r_2}{a \wedge r_1}.$$

Proof. The proof is divided into two steps.

Step 1. To show that there is $C \triangleq C(n) > 0$ and $\theta \triangleq \theta(n) \in (0, 1)$ so that (2.14), with $a = 1$, holds for all $x'$, $x'' \in \mathbb{R}^n$, $r_1 > 0$, $r_2 > 0$ and $f \in L^2(\mathbb{R}^n; \mathbb{C})$, with $\hat{f} \in C_0^\infty(\mathbb{R}^n; \mathbb{C})$. Arbitrarily fix $x'$, $x'' \in \mathbb{R}^n$, $r_1 > 0$, $r_2 > 0$ and $f \in L^2(\mathbb{R}^n; \mathbb{C})$, with $\hat{f} \in C_0^\infty(\mathbb{R}^n; \mathbb{C})$. We first claim that there is an absolute constant $C > 1$ so that

$$
\|\partial_x^\alpha f\|_{L^\infty(\mathbb{R}^n_+)} \leq (2\pi)^{-\frac{n}{2}} (2n)^{n/2} (Cn)^{\alpha_1} \sqrt{\int_{\mathbb{R}^n_+} |\hat{f}(\xi)|^2 e^{\alpha_1|\xi|} \, d\xi} \quad \text{for all } \alpha \in \mathbb{N}^n.
$$

(2.15)

In fact, since $\hat{f} \in C_0^\infty(\mathbb{R}^n; \mathbb{C})$, we see that $f$ is analytic and for each multi-index $\alpha \in \mathbb{N}^n$,

$$
\partial_x^\alpha f(x) = (2\pi)^{-\frac{n}{2}} \int_{\mathbb{R}^n_+} e^{i\xi \cdot x} (i\xi)^\alpha \hat{f}(\xi) \, d\xi, \quad x \in \mathbb{R}^n.
$$

From the above equality and the Hölder inequality, we see that for each multi-index $\alpha \in \mathbb{N}^n$,

$$
\|\partial_x^\alpha f\|_{L^\infty(\mathbb{R}^n_+)} \leq (2\pi)^{-\frac{n}{2}} \sqrt{\int_{\mathbb{R}^n_+} |\xi^{2\alpha_1} e^{-|\xi|} \, d\xi} \sqrt{\int_{\mathbb{R}^n_+} |\hat{f}(\xi)|^2 e^{\alpha_1|\xi|} \, d\xi}.
$$

This, along with Lemma 2.4, leads to (2.15).

We next claim that there is $C_1 \triangleq C_1(n) > 0$ and $\theta_1 \triangleq \theta_1(n) \in (0, 1)$ (depending only on $n$) so that

$$
\int_{B_{r_2}(x'')} |f(x)|^2 \, dx \leq \omega_n r_2^n (C_1 r_0^{-n/2} + 1)^2 \left( M^2 \right)^{\frac{\theta_1}{2}} \left( \int_{B_{r_1}(x')} |f(x)|^2 \, dx \right)^{\frac{\theta_1}{2}},
$$

(2.16)

where

$$M \triangleq \left( \frac{n}{\pi} \right)^{n/2} \sqrt{\int_{\mathbb{R}^n_+} |\hat{f}(\xi)|^2 e^{\alpha_1|\xi|} \, d\xi}, \quad r_0 \triangleq \frac{(Cn)^{-1} \wedge r_1}{5} < 1
$$

(2.17)

(with $C$ given by (2.15)) and

$$K \triangleq \frac{|x' - x''| + r_1 + r_2}{r_0}.
$$

(2.18)

Let $M$ and $r_0$ be given by (2.17). From (2.15), we see that

$$
|\partial_x^\alpha f(x)| \leq M^{\frac{\alpha_1}{2}} (\frac{\theta_1}{(5r_0)^{\alpha_1}}), \quad x \in B_{4r_0}(x').
$$

Then we can apply [2, Theorem 1.3] where $R = 2r_0$ (see also [34]) to find that

$$
\|f\|_{L^\infty(B_{2r_0}(x'))} \leq C_1' M^{1-\theta_1} \left( \omega_n^{1/2} |B_{r_0}(x')|^{-1-\theta_1} \|f\|_{L^1(B_{r_0}(x'))} \right)^{\theta_1},
$$
for some $C'_1 \triangleq C'_1(n) > 0$ and $\theta'_1 \triangleq \theta'_1(n) \in (0, 1)$, depending only on $n$. Since $r_0 < r_1$ (see (2.17)), the above inequality, along with the Hölder inequality, yields that

$$
\| f \|_{L^\infty(B_{2r_0}(x'))} \leq C'_1 M^{1-\theta'_1} \left( \omega_n^{1/2} |B_{r_0}(x')|^{-1/2} \| f \|_{L^2(B_{r_0}(x'))} \right)^{\theta'_1} 
\leq C'_1 M^{1-\theta'_1} \left( r_0^{-n/2} \| f \|_{L^2(B_{r_1}(x'))} \right)^{\theta'_1}.
\tag{2.19}
$$

Write $D_l(z)$ for the closed disk in the complex plane, centered at $z$ and of radius $l$. It is clear that

$$
D_{r_0}((k+1)r_0) \subset D_{2r_0}(kr_0), \quad k = 1, 2, \ldots.
\tag{2.20}
$$

Arbitrarily fix $\vec{v} \in S^{n-1}$. Define a function $g$ over the real line in the following manner:

$$
g(s) = \frac{1}{M} f(x' + s\vec{v}), \quad s \in \mathbb{R}.
\tag{2.21}
$$

From (2.21) and (2.15), one can easily check that $g$ can be extended to be an analytic function over

$$
\Omega_{r_0} \triangleq \{ x + iy \in \mathbb{C} : x, y \in \mathbb{R}, \ |y| < 5r_0 \}
\tag{2.22}
$$

and that the extension, still denoted by $g$, has the property:

$$
\| g \|_{L^\infty(\Omega_{r_0})} \leq 1.
\tag{2.23}
$$

By (2.21), (2.22) and (2.23), we see that the function $z \mapsto g(4r_0z)$ is analytic over $D_1(0)$ and verifies that $\sup_{z \in D_1(0)} |g(4r_0z)| \leq 1$. Then we can apply [2, Lemma 3.2] (to the above function) to find that

$$
\sup_{z \in D_1/2(0)} |g(4r_0z)| \leq C'_2 \sup_{x \in \mathbb{R}, \ |x| \leq 1/5} |g(4r_0x)|^{\theta'_2}
\tag{2.24}
$$

for some $C'_2 \triangleq C'_2(n) > 0$ and $\theta'_2 \triangleq \theta'_2(n) \in (0, 1)$, depending only on $n$. Since $r_0 < r_1$ (see (2.17)), by (2.24) and (2.21), we obtain that

$$
\| g \|_{L^\infty(D_{2r_0}(0))} \leq C'_2 \left( \frac{1}{M} \| f \|_{L^\infty(B_{2r_0}(x'))} \right)^{\theta'_2}.
$$

This, along with (2.19), yields that

$$
\| g \|_{L^\infty(D_{2r_0}(0))} \leq C'_2 C'_1 r_0^{-n/2} \left( \frac{1}{M} \| f \|_{L^2(B_{r_1}(x'))} \right)^{\theta'_1 \theta'_2}.
\tag{2.25}
$$

Meanwhile, since $g$ is analytic over $\Omega_{r_0}$, we can apply the Hadamard three-circle theorem (see for instance [2, Theorem 3.1]) to get that for each $k = 1, 2, \ldots$, $\| g \|_{L^\infty(D_{2r_0}(kr_0))}$

$$
\| g \|_{L^\infty(D_{2r_0}(kr_0))} \leq \| g \|_{L^\infty(D_{r_0}(kr_0))}^{1/2} \| g \|_{L^\infty(D_{4r_0}(kr_0))}^{1/2} \leq \| g \|_{L^\infty(D_{r_0}(kr_0))}^{1/2}.
\tag{2.26}
$$

(Here, we used (2.23).) By (2.26) and (2.20), we see that for each $k = 1, 2, \ldots$,

$$
\| g \|_{L^\infty(D_{r_0}((k+1)r_0))} \leq \| g \|_{L^\infty(D_{2r_0}(kr_0))} \leq \| g \|_{L^\infty(D_{r_0}(kr_0))}^{1/2},
\tag{2.27}
$$

from which, it follows that for each $k = 1, 2, \ldots$,

$$
\| g \|_{L^\infty(D_{r_0}((k+1)r_0))} \leq \| g \|_{L^\infty(D_{r_0}(kr_0))}^{k/2} \leq \cdots \leq \| g \|_{L^\infty(D_{r_0}(kr_0))}^{(k/2)^k}.
\tag{2.28}
$$
This, along with (2.18) and (2.23), yields that
\[
\|g\|_{L^\infty(\cup_{1 \leq k \leq q} D_{r_0}(k r_0))} = \sup_{1 \leq k \leq q} \|g\|_{L^\infty(D_{r_0}(k r_0))} \leq \sup_{1 \leq k \leq q} \|g\|_{L^\infty(D_{r_0}(r_0))}^{k^{-1}} 
\] 
\[
\leq \sup_{1 \leq k \leq q} \|g\|_{L^\infty(D_{r_0}(r_0))}^{k^{-1}} \leq \|g\|_{L^\infty(D_{r_0}(r_0))}^{k^{-1}},
\] 
where \( q \) is the integer so that
\[
gr_0 \geq |x' - x''| + r_1 + r_2 > (q - 1)r_0.
\] (2.28)

Because it follows by (2.28) that
\[
[0, |x' - x''| + r_1 + r_2] \subset \cup_{1 \leq k \leq q} D_{r_0}(k r_0) \text{ and } D_{r_0}(r_0) \subset D_{2r_0}(0),
\]
we see from (2.27) that for all \( s \in [0, |x' - x''| + r_1 + r_2] \),
\[
|g(s)| \leq \|g\|_{L^\infty(\cup_{1 \leq k \leq q} D_{r_0}(k r_0))} \leq \|g\|_{L^\infty(D_{r_0}(r_0))} \leq \|g\|_{L^\infty(D_{2r_0}(0))}.
\] (2.29)

From (2.21), (2.29) and (2.25), we find that for all \( s \in [0, |x' - x''| + r_1 + r_2] \),
\[
|f(x + s\vec{v})| = M|g(s)| \leq M\|g\|_{L^\infty(D_{2r_0}(0))}^{1/2} \left[ \frac{1}{M} \|f\|_{L^2(B_{r_1}(x'))} \right]^{\theta_1/\theta_2} \leq \left(C_2' C_1 \theta_2 r_0^{-\theta_1/\theta_2} \frac{1}{M} \|f\|_{L^2(B_{r_1}(x'))} \right) \left(C_2' C_1 \theta_2 r_0^{-\theta_1/\theta_2} \frac{1}{M} \|f\|_{L^2(B_{r_1}(x'))} \right)^{\theta_1/\theta_2} \leq \left(C_2' C_1 \theta_2 r_0^{-\theta_1/\theta_2} \frac{1}{M} \|f\|_{L^2(B_{r_1}(x'))} \right)^{\theta_1/\theta_2}.
\]

Since the above inequality holds for all \( \vec{v} \in S^{n-1} \) and \( s \in [0, |x' - x''| + r_1 + r_2] \), we see that
\[
\sup_{|x - x'| \leq |x' - x''| + r_1 + r_2} |f(x)| \leq \left(C_2' C_1 \theta_2 r_0^{-\theta_1/\theta_2} \frac{1}{M} \|f\|_{L^2(B_{r_1}(x'))} \right)^{\theta_1/\theta_2}
\]
\[
\leq \left(C_2' C_1 \theta_2 r_0^{-\theta_1/\theta_2} \frac{1}{M} \|f\|_{L^2(B_{r_1}(x'))} \right)^{\theta_1/\theta_2}.
\]

Because \( r_0 < 1 \) (see (2.17)), it follows from the above that
\[
\sup_{|x - x'| \leq |x' - x''| + r_1 + r_2} |f(x)| \leq \left(C_2' C_1 \theta_2 r_0^{-\theta_1/\theta_2} + 1 \right) \left(C_2' C_1 \theta_2 r_0^{-\theta_1/\theta_2} \frac{1}{M} \|f\|_{L^2(B_{r_1}(x'))} \right)^{\theta_1/\theta_2}.
\]

Since \( B_{r_2}(x'') \subset B_{|x' - x''| + r_1 + r_2}(x') \), the above yields that
\[
\int_{B_{r_2}(x'')} |f(x)|^2 \, dx \leq \omega_n r_2^n \left(C_2' C_1 \theta_2 r_0^{-\theta_1/\theta_2} + 1 \right) \left(C_2' C_1 \theta_2 r_0^{-\theta_1/\theta_2} \frac{1}{M} \|f\|_{L^2(B_{r_1}(x'))} \right)^{\theta_1/\theta_2}.
\]

from which, (2.16) follows at once.

Finally, by (2.17), we see that
\[
M \geq \|f\|_{L^2(B_{r_1}(x'))} \text{ and } r_0 \geq \frac{(Cn)^{-1}}{5} (1 \wedge r_1).
\]
These, combined with (2.16) and (2.18), yield that
\[
\int_{B_{r_2}(x'')} |f(x)|^2 \, dx \\
\leq \omega_n r_2^n (1 + C_1)^2 (5Cn)^n [(1 \wedge r_1)^{-n/2} + 1]^2 M^2 \left( \frac{\|f\|_{L^2(B_{r_1}(x'))}^2}{M^2} \right)^{\alpha_1} \\
\leq 4\omega_n (1 + C_1)^2 (5Cn)^n r_2^n (r_1^{-n} + 1) M^2 \left( \frac{\|f\|_{L^2(B_{r_1}(x'))}^2}{M^2} \right)^{\alpha_2} ,
\]
where
\[
\alpha_1 \triangleq \theta_1 \left( \frac{1}{2} \right)^{\frac{1}{|x' - x''| + r_1 + r_2}} \quad \text{and} \quad \alpha_2 \triangleq \min \left\{ \theta_1, \left( \frac{1}{2} \right)^{\frac{1}{5Cn}} \right\}^{1 + \frac{|x' - x''| + r_1 + r_2}{r_1}} .
\]
From (2.30) and (2.17), we see that \( f \) satisfies (2.14), with \( a = 1 \). This proves the conclusion in Step 1.

**Step 2.** To show that there is \( C \triangleq C(n) > 0 \) and \( \theta \triangleq \theta(n) \in (0, 1) \) so that (2.14), with \( a > 0 \), holds for all \( x', x'' \in \mathbb{R}^n \), \( r_1 > 0 \), \( r_2 > 0 \) and \( f \in L^2(\mathbb{R}^n; \mathbb{C}) \), with \( \hat{f} \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \).

 Arbitrarily fix \( x', x'' \in \mathbb{R}^n \), \( r_1 > 0 \), \( r_2 > 0 \), \( a > 0 \) and \( f \in L^2(\mathbb{R}^n; \mathbb{C}) \), with \( \hat{f} \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \). Define a function \( g \) by
\[
g(x) = a^{-\frac{d}{2}} f(ax), \quad x \in \mathbb{R}^n .
\]
It is clear that
\[
g \in L^2(\mathbb{R}^n; \mathbb{C}) \quad \text{and} \quad \hat{g}(\xi) = a^{-\frac{d}{2}} \hat{f}(\xi/a), \quad \xi \in \mathbb{R}^n .
\]
Since \( \hat{f} \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \), the above implies that \( \hat{g} \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \). Thus, we can use the conclusion in Step 1 to see that there is \( C > 0 \) and \( \theta \in (0, 1) \), depending only on \( n \), so that
\[
\int_{B_{\frac{r_2}{a}}(x'')} |g(x)|^2 \, dx \\
\leq C \left( \frac{r_2}{a} \right)^n \left( 1 + \frac{r_1}{a} \right)^{-n} \left( \int_{B_{\frac{r_1}{a}}(x')} |g(x)|^2 \, dx \right)^{\frac{d}{p'}} \left( \int_{\mathbb{R}^n_\xi} |\hat{g}(\xi)|^2 e^{\|\xi\|} \, d\xi \right)^{1-\frac{d}{p'}} ,
\]
where
\[
p' = 1 + \frac{|x' - x''| + r_1 + r_2}{a \wedge r_1} .
\]
From (2.31), we find that
\[
\int_{B_{r_2}(x'')} |f(x)|^2 \, dx = \int_{B_{\frac{r_2}{a}}(x'')} |g(x)|^2 \, dx \\
\leq Cr_2^n (a^{-n} + r_1^{-n}) \left( \int_{B_{r_1}(x')} |f(x)|^2 \, dx \right)^{\frac{d}{p'}} \left( \int_{\mathbb{R}^n_\xi} |\hat{f}(\xi)|^2 e^{\|\xi\|} \, d\xi \right)^{1-\frac{d}{p'}} .
\]
This proves the conclusion in Step 2 and completes the proof of this lemma.
Two consequences of Lemma 2.5 will be given in order. The first one (Corollary 2.6) is another interpolation estimate for $L^2$-functions whose Fourier transforms have compact supports, while the second one (Corollary 2.7) is a kind of spectral inequality. (The name of spectral inequality in $\mathbb{R}^n$ arose from [31], see [31, Theorem 3.1].)

**Corollary 2.6.** There exist two constants $C \triangleq C(n) > 0$ and $\theta \triangleq \theta(n) \in (0, 1)$ so that for each $r > 0$, $a > 0$ and each $f \in L^2(\mathbb{R}^n; \mathbb{C})$, with $\hat{f} \in C^\infty_0(\mathbb{R}^n; \mathbb{C})$,

$$\int_{\mathbb{R}^n^*} |f(x)|^2 \, dx \leq C \left( 1 + \frac{r^n}{a^n} \right) \left( \int_{B_r(0)} |f(x)|^2 \, dx \right)^{\theta_1 + \frac{1}{r^n}} \left( \int_{\mathbb{R}^n_\xi} |\hat{f}(\xi)|^2 e^{a|\xi|} \, d\xi \right)^{1 - \theta_1^{1 + \frac{1}{r^n}}} . \quad (2.32)$$

**Proof.** Arbitrarily fix $r > 0$, $a > 0$ and $f \in L^2(\mathbb{R}^n; \mathbb{C})$, with $\hat{f} \in C^\infty_0(\mathbb{R}^n; \mathbb{C})$. First of all, we claim that there exist two constants $C_1 \triangleq C_1(n) > 0$ and $\theta_1 \triangleq \theta_1(n) \in (0, 1)$ so that

$$\int_{B_r(0)} |f(x)|^2 \, dx \leq C_1 \left( 1 + \frac{r^n}{a^n} \right) \left( \int_{B_r(0)} |f(x)|^2 \, dx \right)^{\theta_1 + \frac{1}{r^n}} \left( \int_{\mathbb{R}^n_\xi} |\hat{f}(\xi)|^2 e^{a|\xi|} \, d\xi \right)^{1 - \theta_1^{1 + \frac{1}{r^n}}} . \quad (2.33)$$

Indeed, for arbitrarily fixed $\vec{v} \in S^{n-1}$, we have that $B_r(2r\vec{v}) \subset B_{r'}(0)$. Then according to Lemma 2.5, where $(x', x'', r_1, r_2) = (2r\vec{v}, 0, r, r)$, there is $C_1 \triangleq C_1(n) > 0$ and $\theta_1 \triangleq \theta_1(n) \in (0, 1)$ so that

$$\int_{B_r(0)} |f(x)|^2 \, dx \leq C_1 \left( 1 + \frac{r^n}{a^n} \right) \left( \int_{B_{r'}(0)} |f(x)|^2 \, dx \right)^{\theta_1 + \frac{1}{r^n}} \left( \int_{\mathbb{R}^n_\xi} |\hat{f}(\xi)|^2 e^{a|\xi|} \, d\xi \right)^{1 - \theta_1^{1 + \frac{1}{r^n}}} . \quad (2.34)$$

Since

$$\frac{1}{a} \wedge r \leq \frac{1}{a} + \frac{1}{r}, \quad \theta_1 \in (0, 1) \quad \text{and} \quad \int_{B_{r'}(0)} |f(x)|^2 \, dx \leq \int_{\mathbb{R}^n_\xi} |\hat{f}(\xi)|^2 e^{a|\xi|} \, d\xi,$$

we find from (2.34) that

$$\int_{B_r(0)} |f(x)|^2 \, dx \leq C_{11} r^n (a^{-n} + r^{-n}) \left( \int_{B_{r'}(0)} |f(x)|^2 \, dx \right)^{\theta_1 + \frac{1}{r^n}} \left( \int_{\mathbb{R}^n_\xi} |\hat{f}(\xi)|^2 e^{a|\xi|} \, d\xi \right)^{1 - \theta_1^{1 + \frac{1}{r^n}}} . \quad$$

$$\leq C_{11} (r^n a^{-n} + 1) \left( \int_{B_{r'}(0)} |f(x)|^2 \, dx \right)^{\theta_1^{\frac{1}{1 + \frac{1}{r^n}}}} \left( \int_{\mathbb{R}^n_\xi} |\hat{f}(\xi)|^2 e^{a|\xi|} \, d\xi \right)^{1 - \theta_1^{\frac{1}{1 + \frac{1}{r^n}}}},$$

which leads to (2.33).

Next, since

$$\int_{B_{r'}(0)} |f(x)|^2 \, dx \leq \int_{\mathbb{R}^n_\xi} |\hat{f}(\xi)|^2 \, d\xi = \int_{\mathbb{R}^n_\xi} |\hat{f}(\xi)|^2 \, d\xi \leq \int_{\mathbb{R}^n_\xi} |\hat{f}(\xi)|^2 e^{a|\xi|} \, d\xi,$$

we have that

$$\int_{B_{r'}(0)} |f(x)|^2 \, dx \leq \left( \int_{B_{r'}(0)} |f(x)|^2 \, dx \right)^{\theta_1 + \frac{1}{r^n}} \left( \int_{\mathbb{R}^n_\xi} |\hat{f}(\xi)|^2 e^{a|\xi|} \, d\xi \right)^{1 - \theta_1^{1 + \frac{1}{r^n}}} .$$
which, together with (2.33), leads to (2.32). This ends the proof of this corollary.

\[ \] 

**Corollary 2.7.** There exists a positive constant \( C \triangleq C(n) \) so that for each \( r > 0 \) and \( N \geq 0 \),

\[
\int_{\mathbb{R}^n} |f(x)|^2 \, dx \leq e^{C(1+rN)} \int_{B^*_1(0)} |f(x)|^2 \, dx
\]

for all \( f \in L^2(\mathbb{R}^n; \mathbb{C}) \) with \( \text{supp} \hat{f} \subset B_N(0) \).

**Proof.** The proof is divided into the following two steps:

**Step 1.** To show that there is \( C \triangleq C(n) > 0 \) so that (2.35), with \( r = 1 \), holds for all \( N \geq 0 \) and \( f \in L^2(\mathbb{R}^n; \mathbb{C}) \), with \( \text{supp} \hat{f} \subset B_N(0) \)

Arbitrarily fix \( N \geq 0 \) and then fix \( f \in L^2(\mathbb{R}^n; \mathbb{C}) \), with \( \text{supp} \hat{f} \subset B_N(0) \). By a standard density argument, we can apply Corollary 2.6 to verify that there is \( C_1 \triangleq C_1(n) > 0 \) and \( \theta_1 \triangleq \theta_1(n) \in (0, 1) \) (only depending on \( n \)) so that

\[
\int_{\mathbb{R}^n} |f(x)|^2 \, dx \leq C_1 \left( \int_{B^*_1(0)} |f(x)|^2 \, dx \right)^{\theta_1} \left( \int_{\mathbb{R}^n} |\hat{f}(\xi)|^2 e^{r|\xi|^2} \, d\xi \right)^{1-\theta_1}.
\]

Indeed, since \( \hat{f}(\xi)e^{r|\xi|^2} \in L^2(\mathbb{R}^n; \mathbb{C}) \), we can choose \( \{g_k\} \subset C_0^\infty(\mathbb{R}^n; \mathbb{C}) \), with \( \text{supp} g_k \subset B_k(0) \), so that

\[
\lim_{k \to \infty} \int_{\mathbb{R}^n} |g_k(\xi) - \hat{f}(\xi)e^{r|\xi|^2}|^2 \, d\xi = 0.
\]

Meanwhile, since \( \text{supp} g_k \subset B_k(0) \) for all \( k \in \mathbb{N}^+ \), we can find \( \{h_k\} \subset C_0^\infty(\mathbb{R}^n; \mathbb{C}) \), with \( \text{supp} h_k \subset B_{k+1}(0) \), so that

\[
\int_{\mathbb{R}^n} |h_k(\xi) - g_k(\xi)e^{r|\xi|^2}|^2 \, d\xi \leq \frac{1}{k} e^{-k-1} \text{ for each } k \in \mathbb{N}^+.
\]

This implies that for each \( k \in \mathbb{N}^+ \),

\[
\int_{\mathbb{R}^n} |h_k(\xi)e^{r|\xi|^2} - g_k(\xi)|^2 \, d\xi = \int_{B_{k+1}(0)} |h_k(\xi) - g_k(\xi)e^{r|\xi|^2}|^2 e^{r|\xi|^2} \, d\xi \leq 1/k,
\]

which, together with (2.37), yields that

\[
\lim_{k \to \infty} \int_{\mathbb{R}^n} |h_k(\xi) - \hat{f}(\xi)|^2 e^{r|\xi|^2} \, d\xi = 0.
\]

Let \( \{f_k\} \subset L^2(\mathbb{R}^n; \mathbb{C}) \) so that

\[
\hat{f}_k(\xi) = h_k(\xi), \ \xi \in \mathbb{R}^n \text{ for each } k \in \mathbb{N}^+.
\]

Then by (2.38), we find that

\[
\{\hat{f}_k\} \subset C_0^\infty(\mathbb{R}^n; \mathbb{C}), \ \lim_{k \to \infty} \int_{\mathbb{R}^n} |\hat{f}_k(\xi) - \hat{f}(\xi)|^2 e^{r|\xi|^2} \, d\xi = 0 \text{ and } \lim_{k \to \infty} \|f_k - f\|_{L^2(\mathbb{R}^n; \mathbb{C})} = 0.
\]

From these, we can apply Corollary 2.6 (where \( a = 1 \) and \( r = 1 \)) to get (2.36).
Since \( \text{supp} \hat{f} \subset B_N(0) \), it follows from (2.36) that

\[
\int_{\mathbb{R}^n} |f(x)|^2 \, dx \leq C_1 \left( \int_{B_1^c(0)} |f(x)|^2 \, dx \right)^{\theta_1} e^{(1-\theta_1)N} \left( \int_{\mathbb{R}^n} |\hat{f}(\xi)|^2 \, d\xi \right)^{1-\theta_1}.
\]

Since the Fourier transform is an isometry, we obtain from the above inequality that

\[
\int_{\mathbb{R}^n} |f(x)|^2 \, dx \leq C_1^{1/\theta_1} e^{(1-\theta_1)N/\theta_1} \int_{B_1^c(0)} |f(x)|^2 \, dx = e^{\ln C_1 + (1-\theta_1)N/\theta_1} \int_{B_1^c(0)} |f(x)|^2 \, dx.
\]

Hence, (2.35), with \( r = 1 \), is true.

**Step 2.** To show that there is \( C \triangleq C(n) > 0 \) so that (2.35), with \( r > 0 \), holds for all \( N \geq 0 \) and \( f \in L^2(\mathbb{R}^n; \mathbb{C}) \), with \( \text{supp} \hat{f} \subset B_N(0) \).

For this purpose, arbitrarily fix \( N \geq 0 \) and \( r > 0 \). Then fix \( f \in L^2(\mathbb{R}^n; \mathbb{C}) \) with \( \text{supp} \hat{f} \subset B_N(0) \). Define a function \( g \) by

\[
g(x) = r^{n/2} f(rx), \quad x \in \mathbb{R}^n.
\]

One can easily check that

\[
\hat{g}(\xi) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} r^{n/2} f(rx) e^{-ix \cdot \xi} \, dx = r^{-n/2} \hat{f}(\xi/r) \quad \text{for a.e.} \quad \xi \in \mathbb{R}^n.
\]

Since \( \text{supp} \hat{f} \subset B_N(0) \), we see from (2.40) that \( \text{supp} \hat{g} \subset B_{rN}(0) \). Thus, according to the conclusion in Step 1, there is \( C \triangleq C(n) \) so that (2.35), with \( (f, r, N) \) replaced by \( (g, 1, rN) \), is true. That is,

\[
\int_{\mathbb{R}^n} |g(x)|^2 \, dx \leq e^{C(1+rN)} \int_{B_1^c(0)} |g(x)|^2 \, dx.
\]

This, along with (2.39) and (2.40), yields that

\[
\int_{\mathbb{R}^n} |f(x)|^2 \, dx = \int_{\mathbb{R}^n} |g(x)|^2 \, dx \\
\leq e^{C(1+rN)} \int_{B_1^c(0)} |g(x)|^2 \, dx = e^{C(1+rN)} \int_{B_1^c(0)} |f(x)|^2 \, dx.
\]

Hence, (2.35), with \( r > 0 \) is true. We end the proof of this corollary.

\[ \square \]

### 2.3 Proofs of Theorem 1.2 and Theorem 1.3

We first prove Theorem 1.2.

**Proof of Theorem 1.2.** Throughout this proof, we arbitrarily fix

\[
r > 0, \quad a > 0, \quad T > 0 \quad \text{and} \quad u_0 \in C_0^\infty(\mathbb{R}^n; \mathbb{C}).
\]

Define a function \( f \) as follows:

\[
f(x) \triangleq e^{-|x|^2/4T} u(x, T; u_0), \quad x \in \mathbb{R}^n.
\]
From (2.41) and (2.6), we find that
\[(2iT)^{n/2}f(x) = e^{i|\xi|^2/4T}u_0(\xi)(x/2T), \ x \in \mathbb{R}^n.\]
This yields that for a.e. \( \xi \in \mathbb{R}^n, \)
\[\hat{f}(\xi) = \frac{1}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} f(x)e^{-ix\cdot\xi} \, dx = \frac{(2iT)^{-n/2}}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} (2iT)^{n/2}f(x)e^{-ix\cdot\xi} \, dx\]
\[= \frac{(2iT)^{-n/2}}{(2\pi)^{n/2}} (2T)^n \int_{\mathbb{R}^n} (2iT)^{n/2}f(2Tx)e^{-ix\cdot(2T\xi)} \, dx\]
\[= \frac{(-2iT)^{n/2}}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} e^{i|\eta|^2/4T}u_0(\eta)|x|e^{ix\cdot(-2T\xi)} \, d\eta\]
\[= (-2iT)^{n/2}e^{i|\xi|^2/4T}u_0(\xi)|x|u_0(-2T\xi). \quad (2.42)\]

We are going to prove the conclusions (i)-(iii) in the theorem one by one.

We first show the conclusion (i) of Theorem 1.2. By (2.41), we have that
\[\int_{\mathbb{R}^n} |u(x, T; u_0)|^2 \, dx = \int_{\mathbb{R}^n} |f(x)|^2 \, dx.\]
Then by Corollary 2.6, where \( a \) is replaced by \( 2Ta \), we find that
\[\int_{\mathbb{R}^n} |u(x, T; u_0)|^2 \, dx \leq C \left( 1 + \frac{r^n}{(2Ta)^n} \right) \left( \int_{B_\xi(0)} |f(x)|^2 \, dx \right) \theta^{1 + \frac{n}{2Ta}} \int_{\mathbb{R}^n} |\hat{f}(\xi)|^2e^{2Ta|\xi|} \, d\xi\]
\[\leq C \left( 1 + \frac{r^n}{(Ta)^n} \right) \left( \int_{B_\xi(0)} |f(x)|^2 \, dx \right) \theta^{1 + \frac{n}{Ta}} \int_{\mathbb{R}^n} |\hat{f}(\xi)|^2e^{2Ta|\xi|} \, d\xi,\]
for some \( C \triangleq C(n) > 0 \) and \( \theta \triangleq \theta(n) \in (0, 1) \) (depending only on \( n \)). From this, (2.41) and (2.42), after some computations, we obtain that
\[\int_{\mathbb{R}^n} |u(x, T; u_0)|^2 \, dx \leq C \left( 1 + \frac{r^n}{(aT)^n} \right) \left( \int_{B_\xi(0)} |u(x, T; u_0)|^2 \, dx \right)^{\theta + \frac{n}{aT}} \left( \int_{\mathbb{R}^n} |u_0(\xi)|^2e^{a|\xi|} \, d\xi \right)^{1-\theta} \left( \int_{\mathbb{R}^n} |\hat{f}(\xi)|^2e^{2a\xi} \, d\xi \right)^{\gamma}.\]
The above inequality, together with the conversation law of the Schrödinger equation, leads to (1.4). Hence, the conclusion (i) of the theorem is true.

We next show the conclusion (ii) of Theorem 1.2. Arbitrarily fix \( \beta > 1 \) and \( \gamma \in (0, 1) \). We divide the proof into the following two steps:

**Step 1.** To show that there exists \( C \triangleq C(n) \) so that
\[\int_{\mathbb{R}^n} |f(x)|^2 \, dx \leq C e^{C^\beta |\xi|^\beta(1-\gamma)} \left( \int_{B_\xi(0)} |f(x)|^2 \, dx \right)^{\gamma} \left( \int_{\mathbb{R}^n} e^{a|2T\xi|^\beta}|\hat{f}(\xi)|^2 \, d\xi \right)^{1-\gamma}. \quad (2.43)\]
Indeed, for an arbitrarily fixed \( N \geq 0 \), we define two functions \( g_1 \) and \( g_2 \) in \( L^2(\mathbb{R}^n; \mathbb{C}) \) so that
\[\hat{g}_1 \triangleq \chi_{B_N(0)} \hat{f} \quad \text{and} \quad \hat{g}_2 \triangleq \chi_{B_N^c(0)} \hat{f}.\]
It is clear that $f = g_1 + g_2$ in $L^2(\mathbb{R}^n; \mathbb{C})$. Then by applying Corollary 2.7 to $g_1$, we obtain that
\[
\int_{\mathbb{R}^n} |f(x)|^2 \, dx \leq 2 \int_{\mathbb{R}^n} |g_1(x)|^2 \, dx + 2 \int_{\mathbb{R}^n} |g_2(x)|^2 \, dx
\]
\[
\leq 2e^{C(1+rN)} \int_{B^c(0)} |g_1(x)|^2 \, dx + 2 \int_{\mathbb{R}^n} |g_2(x)|^2 \, dx
\]
\[
\leq 4e^{C(1+rN)} \int_{B^c(0)} (|f(x)|^2 + |g_2(x)|^2) \, dx + 2 \int_{\mathbb{R}^n} |g_2(x)|^2 \, dx
\]
\[
\leq 4e^{C(1+rN)} \int_{B^c(0)} |f(x)|^2 \, dx + 6e^{C(1+rN)} \int_{\mathbb{R}^n} |g_2(x)|^2 \, dx, \quad (2.44)
\]
for some $C > 0$, depending only on $n$. Meanwhile, since the Fourier transform is an isometry, we have that
\[
\int_{\mathbb{R}^n} |g_2(x)|^2 \, dx = \int_{\mathbb{R}^n} |\hat{g}_2(\xi)|^2 \, d\xi = \int_{\mathbb{R}^n} |\chi_{B^c(0)}(\xi) \hat{f}(\xi)|^2 \, d\xi
\]
\[
= e^{-a(2TN)^\beta} \int_{\mathbb{R}^n} |\chi_{B^c(0)}(\xi) \hat{f}(\xi)|^2 e^{a(2TN)^\beta} \, d\xi.
\]
This, along with (2.44), yields that
\[
\int_{\mathbb{R}^n} |f(x)|^2 \, dx \leq 4e^{C(1+rN)} \int_{B^c(0)} |f(x)|^2 \, dx + 6e^{C(1+rN)-a(2TN)^\beta} \int_{\mathbb{R}^n} |\hat{f}(\xi)|^2 e^{a|2T\xi|^\beta} \, d\xi. \quad (2.45)
\]
Since it follows from the Young inequality that
\[
CrN = \left[ C r \left( (1-\gamma)a(2T)^\beta \right)^{\frac{1}{\beta}} \right] \left[ \left( (1-\gamma)a(2T)^\beta \right)^{\frac{1}{\beta}} N \right]
\]
\[
\leq \left( 1 - \frac{1}{\beta} \right) \left[ C r \left( (1-\gamma)a(2T)^\beta \right)^{\frac{1}{\beta}} \right] \left[ \left( (1-\gamma)a(2T)^\beta \right)^{\frac{1}{\beta}} N \right]^{\frac{1}{\beta}} + \frac{1}{\beta} \left[ \left( (1-\gamma)a(2T)^\beta \right)^{\frac{1}{\beta}} N \right]^\beta
\]
\[
\leq \left( Cr \right)^{\frac{1}{\beta}} \left( (1-\gamma) \right) \left( a(2T)^\beta \right) \left( 1 - \gamma \right) a(2TN)^\beta,
\]
we get from (2.45) that
\[
\int_{\mathbb{R}^n} |f(x)|^2 \, dx
\]
\[
\leq 6e^{C+\left( \frac{e^{a\beta}(1-\gamma)}{a(2T)^\beta(1-\gamma)} \right) \frac{1}{\beta}} \left( e^{(1-\gamma)a(2TN)^\beta} \int_{B^c(0)} |f(x)|^2 \, dx + e^{-\gamma a(2TN)^\beta} \int_{\mathbb{R}^n} |\hat{f}(\xi)|^2 e^{a|2T\xi|^\beta} \, d\xi \right).
\]
Since $N$ was arbitrarily taken from $[0, \infty)$, the above indicates that for all $\varepsilon \in (0, 1)$,
\[
\int_{\mathbb{R}^n} |f(x)|^2 \, dx \leq 6e^{C+\left( \frac{e^{a\beta}(1-\gamma)}{a(2T)^\beta(1-\gamma)} \right) \frac{1}{\beta}} \left( e^{-(1-\gamma)} \int_{B^c(0)} |f(x)|^2 \, dx + e^{\gamma} \int_{\mathbb{R}^n} |\hat{f}(\xi)|^2 e^{a|2T\xi|^\beta} \, d\xi \right).
\]
One can directly check that the above inequality holds for all $\varepsilon > 0$. Minimizing it w.r.t. $\varepsilon > 0$ leads to (2.43). Here, we used the inequality:
\[
\inf_{\varepsilon > 0} \left( e^{-(1-\gamma)} A + \varepsilon^\gamma B \right) \leq 2A^\gamma B^{1-\gamma} \quad \text{for all} \quad A, B \geq 0.
\]
This ends the proof of Step 1.

**Step 2. To prove (1.5)**
From (2.41), (2.43) and (2.42), after some computations, we see that
\[ \int_{\mathbb{R}^n} |u(x, T; u_0)|^2 \, dx = \int_{\mathbb{R}^n} |f(x)|^2 \, dx \]
\[ \leq C e^{\left( \frac{c|\beta|}{\nu(1-\gamma)} \right)} \left( \int_{B^c_\nu(0)} |f(x)|^2 \, dx \right)^\gamma \left( \int_{B^c_\nu(0)} e^{a|2\xi|^\beta} |\tilde{f}(\xi)|^2 \, d\xi \right)^{1-\gamma}, \]
which, along with the convolution law of the Schrödinger equation, leads to (1.5). This ends the proof of the conclusion (ii).

(iii) By contradiction, suppose that the conclusion (iii) was not true. Then there would exist \( \tilde{r} > 0, \hat{a} > 0, \hat{T} > 0, \hat{\gamma} \in (0, 1), \hat{C} > 0 \) and an increasing function \( \hat{\alpha}(s) \) defined over \([0, \infty)\), with \( \lim_{s \to \infty} s^{-1} \hat{\alpha}(s) = 0 \), so that for each \( v_0 \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \), the solution of (1.2) satisfies that
\[ \int_{\mathbb{R}^n} |v_0(x)|^2 \, dx \leq \hat{C} \left( \int_{B^c_\nu(0)} |u(x, \hat{T}; v_0)|^2 \, dx \right)^\hat{\gamma} \left( \int_{\mathbb{R}^n} e^{a\hat{\alpha}(|x|)} |v_0(x)|^2 \, dx \right)^{1-\hat{\gamma}}. \] (2.46)

Arbitrarily fix \( g \in L^2(\mathbb{R}^n; \mathbb{C}) \) with \( \hat{g} \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \). Define \( v_{0,g} \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \) in the following manner:
\[ \hat{g}(\xi) = (-2i\hat{T})^{n/2} e^{i\hat{T}|\xi|^2} v_{0,g}(-2\hat{T} \xi), \xi \in \mathbb{R}^n. \] (2.47)

One can easily check that
\[ g(x) = e^{-i|x|^2/4\hat{T}} u(x, \hat{T}; v_{0,g}), x \in \mathbb{R}^n. \] (2.48)

Indeed, let \( f_g \) verify that
\[ f_g(x) = e^{-i|x|^2/4\hat{T}} u(x, \hat{T}; v_{0,g}), x \in \mathbb{R}^n. \] (2.49)

Then by (2.41), (2.42) (where \( (T, u_0) = (\hat{T}, v_{0,g}) \)) and (2.47), we find that
\[ \hat{f}_g(\xi) = (-2i\hat{T})^{n/2} e^{i\hat{T}|\xi|^2} v_{0,g}(-2\hat{T} \xi) = \hat{g}(\xi), \xi \in \mathbb{R}^n, \]
which implies that \( f_g = g \). This, along with (2.49), leads to (2.48).

By (2.48), the convolution law (for the Schrödinger equation), (2.46) and (2.47), we get that
\[ \int_{\mathbb{R}^n} |g(x)|^2 \, dx = \int_{\mathbb{R}^n} |u(x, \hat{T}; v_{0,g})|^2 \, dx \int_{\mathbb{R}^n} |v_{0,g}(x)|^2 \, dx \]
\[ \leq \hat{C} \left( \int_{B^c_\nu(0)} |u(x, \hat{T}; v_{0,g})|^2 \, dx \right)^\hat{\gamma} \left( \int_{\mathbb{R}^n} e^{a\hat{\alpha}(|x|)} |v_{0,g}(x)|^2 \, dx \right)^{1-\hat{\gamma}} \]
\[ = \hat{C} \left( \int_{B^c_\nu(0)} |g(x)|^2 \, dx \right)^\hat{\gamma} \left( \int_{\mathbb{R}^n} e^{a\hat{\alpha}(2\hat{T}|\xi|)} |\hat{g}(\xi)|^2 \, d\xi \right)^{1-\hat{\gamma}}. \]

By this, using a standard density argument, we can show that for each \( g \in L^2(\mathbb{R}^n; \mathbb{C}) \) with \( \text{supp} \hat{g} \) compact,
\[ \int_{\mathbb{R}^n} |g(x)|^2 \, dx \leq \hat{C} \left( \int_{B^c_\nu(0)} |g(x)|^2 \, dx \right)^\hat{\gamma} \left( \int_{\mathbb{R}^n} e^{a\hat{\alpha}(2\hat{T}|\xi|)} |\hat{g}(\xi)|^2 \, d\xi \right)^{1-\hat{\gamma}}. \]
Since $\hat{\alpha}(\cdot)$ is increasing and because the Fourier transform is an isometry, the above yields that for each $N \geq 1$ and each $g \in L^2(\mathbb{R}^n; \mathbb{C})$ with supp $\hat{g} \subset B_N(0)$,

$$\int_{\mathbb{R}^n} |g(x)|^2 \, dx \leq \hat{C} \left( \int_{B_1(0)} |g(x)|^2 \, dx \right)^{\tilde{\gamma}} \left( \int_{\mathbb{R}^n} e^{\tilde{\alpha}(2\tilde{T}N)} |\hat{g}(\xi)|^2 \, d\xi \right)^{1-\tilde{\gamma}}$$

$$= \hat{C} e^{(1-\gamma)\tilde{\alpha}(2\tilde{T}N)} \left( \int_{B_{\tilde{T}}(0)} |g(x)|^2 \, dx \right)^{\tilde{\gamma}} \left( \int_{\mathbb{R}^n} |g(x)|^2 \, dx \right)^{1-\tilde{\gamma}}. \quad (2.50)$$

Two observations are given in order: First, according to [31, Proposition 3.4], there is $C_0 > 0$ and $N_0 > 0$ so that for each $N \geq N_0$, there is $f_N \in L^2(\mathbb{R}^n; \mathbb{C}) \setminus \{0\}$ with supp $\hat{f}_N \subset B_N(0)$ such that

$$e^{C_0N} \int_{B_{\tilde{T}}(0)} |f_N(x)|^2 \, dx \leq \int_{\mathbb{R}^n} |f_N(x)|^2 \, dx.$$ 

Second, (2.50) implies that $N \geq 1$ and each $g \in L^2(\mathbb{R}^n; \mathbb{C})$ with supp $\hat{g} \subset B_N(0)$,

$$\int_{\mathbb{R}^n} |g(x)|^2 \, dx \leq \hat{C} e^{1-\tilde{\alpha}(2\tilde{T}N)} \int_{B_{\tilde{T}}(0)} |g(x)|^2 \, dx.$$ 

These two observations show that for each $N \geq N_0$,

$$e^{C_0N} \leq \hat{C} e^{1-\tilde{\alpha}(2\tilde{T}N)},$$

from which, it follows that

$$0 < \frac{\gamma C_0}{2(1-\gamma)\tilde{T}} \leq \lim_{N \to \infty} \frac{\hat{\alpha}(2\tilde{T}N)}{2\tilde{T}N}.$$ 

This leads to a contradiction, since $\lim_{s \to \infty} s^{-1} \hat{\alpha}(s) = 0$. Hence, the conclusion (iii) is true.

In summary, we finish the proof of this theorem.

\[ \square \]

We are on the position to prove Theorem 1.3.

Proof of Theorem 1.3. Arbitrarily fix $x', x'' \in \mathbb{R}^n$, $r_1, r_2 > 0$, $a > 0$, $T > 0$ and $u_0 \in C_0^\infty(\mathbb{R}^n; \mathbb{C})$. Define a function $f$ as follows:

$$f(x) \triangleq e^{-i|x|/4T} u(x, T; u_0), \ x \in \mathbb{R}^n. \quad (2.51)$$

By the same way to get (2.42), we obtain that

$$\hat{f}(\xi) = (-2iT)^{n/2} e^{i|\xi|^2/4T} \hat{u}_0(-2T\xi), \ \xi \in \mathbb{R}^n.$$ 

This, along with (2.51) and Lemma 2.5 (where $a$ is replaced by $2aT$), yields that

$$\int_{B_{r_2}(x')} |u(x, T; u_0)|^2 \, dx = \int_{B_{r_2}(x')} |f(x)|^2 \, dx$$

$$\leq C_1 r_2^n \left( (2aT)^{-n} + r_1^{-n} \right) \left( \int_{B_{r_1}(x')} |f(x)|^2 \, dx \right)^{\theta_{p_1}} \left( \int_{\mathbb{R}^n} |\hat{f}(\xi)|^2 e^{2\alpha T|\xi|^2} \, d\xi \right)^{1-\theta_{p_1}}$$

$$\leq C_1 r_2^n \left( (aT)^{-n} + r_1^{-n} \right) \left( \int_{B_{r_1}(x')} |u(x, T; u_0)|^2 \, dx \right)^{\theta_{p_1}} \left( \int_{\mathbb{R}^n} |u_0(x)|^2 e^{a|x|^2} \, dx \right)^{1-\theta_{p_1}} \quad (2.52)$$
for some $C_1 \triangleq C_1(n) > 0$ and $\theta_1 \triangleq \theta_1(n) \in (0, 1)$, where

$$p_1 \triangleq 1 + \frac{|x' - x''| + r_1 + r_2}{(2aT) \wedge r_1}.$$ 

Since

$$(aT)^{-1} + r_1^{-1} \leq 2((aT) \wedge r_1)^{-1}, \quad (aT) \wedge r_1 \leq (2aT) \wedge r_1 \text{ and } \theta_1 \in (0, 1),$$

we get from (2.52) that

$$\int_{B_{r_2}(x'')} |u(x, T; u_0)|^2 \, dx$$

$$\leq C_1 r_2^n ((aT)^{-1} + r_1^{-1})^n \int_{\mathbb{R}^n} |u_0(x)|^2 e^a|x| \, dx \left( \frac{\int_{B_{r_2}(x')} |u(x, T; u_0)|^2 \, dx}{\int_{\mathbb{R}^n} |u_0(x)|^2 e^a|x| \, dx} \right)^{\frac{\theta_1}{2}}$$

$$\leq C_1 r_2^{n/2} ((aT) \wedge r_1)^{-n} \int_{\mathbb{R}^n} |u_0(x)|^2 e^a|x| \, dx \left( \frac{\int_{B_{r_2}(x')} |u(x, T; u_0)|^2 \, dx}{\int_{\mathbb{R}^n} |u_0(x)|^2 e^a|x| \, dx} \right)^{\frac{\theta_1}{2}},$$

with

$$\beta_1 \triangleq 1 + \frac{|x' - x''| + r_1 + r_2}{(2aT) \wedge r_1} \text{ and } \beta_2 \triangleq 1 + \frac{|x' - x''| + r_1 + r_2}{(aT) \wedge r_1}.$$ 

This implies that (1.6) is true. We end the proof of this theorem. \[\square\]

### 3 Proofs of Theorem 1.4-Theorem 1.6

Theorem 1.4 is indeed a direct consequence of Theorem 1.2, while the proofs of both Theorem 1.5 and Theorem 1.6 rely on Theorem 1.3 and other properties. We begin with the proof of Theorem 1.4.

**Proof of Theorem 1.4.** Arbitrarily fix $r > 0$, $T > 0$, $N > 0$ and $u_0 \in L^2(\mathbb{R}^n; \mathbb{C})$ with $\text{supp } u_0 \subset B_N(0)$. By a standard density argument, we can apply (i) of Theorem 1.2 (where $a = \frac{1}{\tau}$) to get that for some $C \triangleq C(n) > 0$ and $\theta \triangleq \theta(n) \in (0, 1)$ (depending only on $n$),

$$\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq 2C \left( \int_{B_{\tau}(0)} |u(x, T; u_0)|^2 \, dx \right)^{\theta^2} \left( \int_{\mathbb{R}^n} e^{\frac{1}{\tau} |x|} |u_0(x)|^2 \, dx \right)^{1-\theta^2} \quad (3.1)$$

At the same time, since $\text{supp } u_0 \subset B_N(0)$, we have that

$$\int_{\mathbb{R}^n} e^{\frac{1}{\tau^N} |x|} |u_0(x)|^2 \, dx \leq e^{\frac{1}{\tau^N}} \int_{\mathbb{R}^n} |u_0(x)|^2 \, dx.$$ 

This, along with (3.1), yields that

$$\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq (2C)^{\frac{1}{\theta^2}} e^{\frac{1-\theta^2}{\theta^2}} \int_{B_{\tau}(0)} |u(x, T; u_0)|^2 \, dx.$$ 

Hence, (1.8) stands. This ends the proof of Theorem 1.4. \[\square\]
The following lemma will be used in the proofs of Theorem 1.5 and Theorem 1.6.

**Lemma 3.1.** Let $x \in (0, 1)$ and $\theta \in (0, 1)$. Then the following conclusions are true:

(i) For each $\alpha > 0$,
\[
\sum_{k=1}^{\infty} x^{\theta k} e^{-ak} \leq \frac{e^\alpha}{|\ln \theta|} \Gamma \left( \frac{\alpha}{|\ln \theta|} \right) \ln x |^{-\frac{\alpha}{|\ln \theta|}},
\]  
where $\Gamma(\cdot)$ denotes the second kind of Euler integral.

(ii) For each $\varepsilon > 0$ and $\alpha > 0$,
\[
\sum_{k=1}^{\infty} x^{\theta k} k^{-1-\varepsilon} \leq \frac{4}{\varepsilon} \alpha^\varepsilon e^{\varepsilon |\ln x + \varepsilon \alpha^{-1} \theta^{-1} (\ln(\alpha \ln x) + e)|}^{-\varepsilon}.
\]  

**Proof.** (i) Since $\theta \in (0, 1)$, it follows that
\[
\sum_{k=1}^{\infty} x^{\theta k} e^{-ak} \leq \sum_{k=1}^{\infty} \int_{k}^{k+1} x^{\theta k} e^{-a(\tau-1)} d\tau = e^{\alpha} \int_{1}^{\infty} x^{\theta \tau} e^{-a \tau} d\tau.
\]  
Next, because $x \in (0, 1)$, we find that
\[
x^{\theta \tau} = \exp[-e^{\ln |\ln x|+\tau \ln \theta}].
\]  
Then, by changing variable $s = \ln |\ln x| + \tau \ln \theta$ and noticing that $\theta \in (0, 1)$, we find that
\[
\int_{1}^{\infty} x^{\theta \tau} e^{-a \tau} d\tau = \int_{-\infty}^{\ln |\ln x|+\ln \theta} \frac{1}{|\ln \theta|} e^{-e^{-s} e^{\frac{n}{\ln \theta} (s-\ln |\ln x|)}} ds
\]
\[
= \frac{|\ln x|^{-\frac{n}{\ln \theta}}}{|\ln \theta|} \int_{-\infty}^{\ln |\ln x|+\ln \theta} e^{\frac{n}{\ln \theta} s-e^{s}} ds,
\]  
from which, it follows that
\[
\int_{1}^{\infty} x^{\theta \tau} e^{-a \tau} d\tau = \frac{|\ln x|^{-\frac{n}{\ln \theta}}}{|\ln \theta|} \int_{-\infty}^{\ln |\ln x|+\ln \theta} (e^{s})^{\frac{n}{\ln \theta} e^{-e^{s} e^{-s}}} ds
\]
\[
= \frac{|\ln x|^{-\frac{n}{\ln \theta}}}{|\ln \theta|} \int_{0}^{\ln |\ln x|+\ln \theta} \eta^{\frac{n}{\ln \theta} -1} e^{-\eta} d\eta \leq \frac{|\ln x|^{-\frac{n}{\ln \theta}}}{|\ln \theta|} \int_{0}^{\infty} \eta^{\frac{n}{\ln \theta} -1} e^{-\eta} d\eta.
\]  
This, along with (3.4), leads to (3.2) and ends the proof of the conclusion (i).

(ii) Since $\theta \in (0, 1)$, it follows that
\[
\sum_{k=1}^{\infty} x^{\theta k} k^{-1-\varepsilon} \leq \sum_{k=1}^{\infty} \frac{(k+1)^{1+\varepsilon}}{k^{1+\varepsilon}} \int_{k}^{k+1} x^{\theta \tau} \tau^{-1-\varepsilon} d\tau \leq 2^{1+\varepsilon} \int_{1}^{\infty} x^{\theta \tau} \tau^{-1-\varepsilon} d\tau.
\]  
Next, because $x \in (0, 1)$, we see that
\[
x^{\theta \tau} = \exp[-|\ln x| e^{\tau \ln \theta}] .
\]  
Since $\theta \in (0, 1)$, the above yields that
\[
\int_{1}^{\infty} x^{\theta \tau} \tau^{-1-\varepsilon} d\tau = |\ln \theta|^{\varepsilon} \int_{-\infty}^{\ln \theta} e^{-|\ln x| e^{s}} |s|^{-1-\varepsilon} ds
\]
\[
= |\ln \theta|^{\varepsilon} \int_{-\infty}^{\ln \theta} e^{-|\ln x| e^{s}} |\ln e^{-s}(-e^{s}) d\eta = |\ln \theta|^{\varepsilon} \int_{1}^{\infty} e^{-\frac{|\ln x|}{\theta} + \ln \eta} |\ln \eta|^{-1-\varepsilon} \eta^{-1} d\eta.
\]
From this, we find that for each \( N \geq \frac{1}{r} \),
\[
\int_1^\infty x^\theta \tau^{-1-\varepsilon} \, d\tau = |\ln \theta|^\varepsilon \left[ \int_1^N e^{-\frac{\ln x}{\theta}} |\ln \eta|^{-1-\varepsilon} \eta^{-1} \, d\eta + \int_1^\infty e^{-\frac{\ln x}{\theta}} |\ln \eta|^{-1-\varepsilon} \eta^{-1} \, d\eta \right]
\leq |\ln \theta|^\varepsilon \left[ e^{-\frac{\ln x}{\theta}} N |\ln \eta|^{-1-\varepsilon} \eta^{-1} \, d\eta + \int_1^\infty |\ln \eta|^{-1-\varepsilon} \eta^{-1} \, d\eta \right]
= \frac{1}{\varepsilon} \left[ e^{-\frac{\ln x}{\theta}} (1 - |\ln \theta|^\varepsilon (\ln N)^{-\varepsilon}) + |\ln \theta|^\varepsilon (\ln N)^{-\varepsilon} \right]
\leq \frac{1}{\varepsilon} e^{-\frac{\ln x}{\theta}} + |\ln \theta|^\varepsilon (\ln N)^{-\varepsilon}.
\]
Let \( \alpha > 0 \). Taking \( N = \sqrt{\alpha |\ln x| + e\theta^{-2}} \) in the above inequality leads to that
\[
\int_1^\infty x^\theta \tau^{-1-\varepsilon} \, d\tau \leq \frac{1}{\varepsilon} \left[ e^{-\frac{\ln x}{\sqrt{\alpha |\ln x| + e\theta^{-2}}}} + |\ln \theta|^\varepsilon (\ln(\alpha |\ln x| + e\theta^{-2}))^{-\varepsilon} \right] \quad (3.6)
\]
Since
\[
-\frac{|\ln x|}{\sqrt{\alpha |\ln x| + e\theta^{-2}}} = -\frac{\alpha^{-1} (|\ln x| + e\theta^{-2})}{\sqrt{\alpha |\ln x| + e\theta^{-2}}} + \frac{\alpha^{-1} e\theta^{-2}}{\alpha |\ln x| + e\theta^{-2}} \leq -\alpha^{-1} \sqrt{\alpha |\ln x| + e\theta^{-2}} + \alpha^{-1} e\theta^{-1},
\]
and because
\[
0 < \theta < 1 \quad \text{and} \quad (\ln s)^\varepsilon \leq \alpha^\varepsilon s \ln s + \alpha^{-1}s \quad \text{for all} \quad s > 1,
\]
we find from (3.6) that
\[
\int_1^\infty x^\theta \tau^{-1-\varepsilon} \, d\tau \leq \frac{1}{\varepsilon} \left[ e^{-\alpha^{-1} \sqrt{\alpha |\ln x| + e\theta^{-2}} + \alpha^{-1} e\theta^{-1}} + |\ln \theta|^\varepsilon 2^\varepsilon (\ln(\alpha |\ln x| + e\theta^{-2}))^{-\varepsilon} \right]
\leq \frac{1}{\varepsilon} \left[ \alpha^\varepsilon e^{\varepsilon \ln s + \alpha^{-1} \theta^{-1}} 2^\varepsilon (\ln(\alpha |\ln x| + e\theta^{-2}))^{-\varepsilon} + \alpha^\varepsilon e^{\varepsilon \ln s + \alpha^{-1} \theta^{-1}} 2^\varepsilon (\ln(\alpha |\ln x| + e\theta^{-2}))^{-\varepsilon} \right]
\leq \frac{2}{\varepsilon} \alpha^\varepsilon e^{\varepsilon \ln s + \alpha^{-1} \theta^{-1}} 2^\varepsilon (\ln(\alpha |\ln x| + e\theta^{-2}))^{-\varepsilon}.
\]
This, together with (3.5), leads to (3.3), and ends the proof of the conclusion (ii).

In summary, we finish the proof of this lemma.

\[\square\]

We now on the position to prove Theorem 1.5.

**Proof of Theorem 1.5.** Let \( x_0, x' \in \mathbb{R}^n \), \( r > 0 \), \( a > 0 \), \( b > 0 \) and \( T > 0 \). It suffices to show the desired inequality (1.9) for any \( u_0 \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \setminus \{0\} \) and \( \varepsilon \in (0, 1) \).

For this purpose, we arbitrarily fix \( u_0 \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \setminus \{0\} \). Define the following three numbers
\[
A_1 \triangleq \int_{\mathbb{R}^n} |u_0(x)|^2 e^{a|x|} \, dx; \quad B_1 \triangleq \int_{B_r(x_0)} |u(x, T; u_0)|^2 \, dx; \quad R_b \triangleq \int_{\mathbb{R}^n} e^{-b|x-x'|} |u(x, T; u_0)|^2 \, dx.
\]
The proof is divided into the following several steps.

**Step 1. To prove that there exist two positive constants \( C_1 \triangleq C_1(n) \) and \( C_2 \triangleq C_2(n) \) so that**
\[
R_b \leq C_3(x_0, x', r, a, b, T) \eta \left( \frac{A_1}{B_1} \right) A_1,
\]  
(3.7)
where
\[ C_3(x_0, x', r, a, b, T) \triangleq 1 + C_1 \Gamma \left( C_2 b((aT) \wedge r) \right) \exp \left[ b^{-1}((aT) \wedge r)^{-1} + b(|x_0 - x'| + r) \right], \] (3.8)

and
\[ g(\eta) \triangleq (\ln \eta)^{-C_3 b((aT) \wedge r)} , \eta > 1 \] (3.9)

In fact, by Theorem 1.3 (with \((x', x'', r_1, r_2)\) being replaced by \((x_0, x', r, 2kb^{-1})\)), with \(k \in \mathbb{N}^+\), and the definitions of \(A_1\) and \(B_1\), we see that for each \(k \in \mathbb{N}^+\),
\[
\int_{B_{2kb^{-1}}(x')} |u(x, T; u_0)|^2 \, dx \leq C 2^n b^{-n} n^{-n} \left( b((aT) \wedge r) \right)^{-1} \left( \frac{B_1}{A_1} \right)^{\frac{1}{(aT) \wedge r}} A_1 \]
for some \(C > 0\) and \(\theta \in (0, 1)\) depending only on \(n\). This, along with the fact that \(k \leq ne^{-\frac{\theta}{k}}\) for all \(k \in \mathbb{N}^+\), yields that
\[
\int_{\mathbb{R}^n} e^{-b|x-x'|}|u(x, T; u_0)|^2 \, dx \leq \sum_{k=1}^{\infty} \int_{2(k-1)b^{-1} \leq |x-x'| < 2kb^{-1}} e^{-2(k-1)} |u(x, T; u_0)|^2 \, dx \leq C(2n)^n b^{-n} n^{-n} e^{-2} \left( \sum_{k=1}^{\infty} e^{-k} \left( \frac{B_1}{A_1} \right)^{\frac{1}{(aT) \wedge r}} \right) A_1. \] (3.10)

Meanwhile, since \(B_1 < A_1\) (which follows from the definitions of \(A_1\) and \(B_1\), the conversation law for the Schrödinger equation and the fact that \(u_0 \neq 0\)), we can apply (i) of Lemma 3.1, where
\[
(a, x, \theta) = \left( 1, \left( \frac{B_1}{A_1} \right)^{\frac{1}{(aT) \wedge r}}, \frac{\theta}{(aT) \wedge r} \right),
\]
to get that
\[
\sum_{k=1}^{\infty} e^{-k} \left( \frac{B_1}{A_1} \right)^{\frac{1}{(aT) \wedge r}} \leq \frac{eb((aT) \wedge r)}{2|\ln \theta|} \Gamma \left( \frac{b((aT) \wedge r)}{2|\ln \theta|} \left[ \frac{1}{(aT) \wedge r} \right] \left| \ln \frac{B_1}{A_1} \right| \right) - \frac{b((aT) \wedge r)}{2|\ln \theta|} A_1.
\]

This, together with (3.10) and the facts that \(x^{n-1} \leq (n-1)!e^n\) for all \(x > 0\) and that \((aT) \wedge r \leq r\), indicates that
\[
\int_{\mathbb{R}^n} e^{-b|x-x'|}|u(x, T; u_0)|^2 \, dx \leq C(2n)^n b^{-n} \left( (aT) \wedge r \right) e^{\frac{3}{|\ln \theta|}} \left( b((aT) \wedge r) \right) \left( \frac{1}{(aT) \wedge r} \right) \left| \ln \frac{B_1}{A_1} \right| - \frac{b((aT) \wedge r)}{2|\ln \theta|} A_1 \]
\[
= \frac{C(2n)^n e^3}{|\ln \theta|} \left( b((aT) \wedge r) \right)^{-n-1} e^{\frac{3}{|\ln \theta|}} \left( b((aT) \wedge r) \right) \left( \frac{1}{(aT) \wedge r} \right) \left| \ln \frac{B_1}{A_1} \right| - \frac{b((aT) \wedge r)}{2|\ln \theta|} A_1 \]
\[
\leq \frac{C(2n)^n e^3}{|\ln \theta|} (n-1)!e^{b^{-1}((aT) \wedge r)^{-1} + b(|x_0 - x'| + r)} \Gamma \left( \frac{b((aT) \wedge r)}{2|\ln \theta|} \right) \left( \frac{1}{(aT) \wedge r} \right) \left| \ln \frac{B_1}{A_1} \right| - \frac{b((aT) \wedge r)}{2|\ln \theta|} A_1.
\]

This, as well as (3.9), shows (3.7).

**Step 2. To show (1.9) for the above-mentioned \(u_0\) and any \(\varepsilon \in (0, 1)\)**
Let $C_1 \triangleq C_1(n)$ and $C_2 \triangleq C_2(n)$ be given by Step 1. Since
\[ \varepsilon e^{-\frac{1}{2} \frac{b}{(aT)^{\beta / \gamma}} \varepsilon} \leq \varepsilon e^{-\frac{1}{2} \frac{b}{(aT)^{\beta / \gamma}} \varepsilon}, \]
when $0 < \alpha < \beta$ and $\varepsilon \in (0, 1)$, it suffices to show that for each $\varepsilon \in (0, 1)$,
\[ R_b \leq C_4(x_0, x', r, a, b, T) \left( \varepsilon A_1 + \varepsilon e^{-\frac{1}{2} \frac{b}{C_{24}(2T)^{\beta / \gamma}} \varepsilon} B_1 \right), \]  
where
\[ C_4(x_0, x', r, a, b, T) \triangleq C_1 \exp \left\{ 2(C_1 + C_2^{-1} + 1)(C_2 + 1) \left[ 1 + \frac{b^{-1} + |x_0 - x'| + r}{(aT) \wedge r} \right] \right\}. \]

The proof of (3.11) is organized by two parts.

**Part 2.1. To show (3.11) in the case that $b \leq \frac{1}{c_2((aT)^{\beta / \gamma})}$**

First, we claim that for each $\varepsilon \in (0, 1)$,
\[ R_b \leq C_4 \left( \varepsilon A_1 + \varepsilon e^{-\frac{1}{2} \frac{b}{C_{24}(2T)^{\beta / \gamma}} \varepsilon} B_1 \right), \]  
where $C_3 \triangleq C_3(x_0, x', r, a, b, T)$ is given by (3.8). In fact, for an arbitrarily fix $\varepsilon > 0$, there are only two possibilities: either $R_b \leq C_3 \varepsilon A_1$ or $R_b > C_3 \varepsilon A_1$. In the first case, (3.12) is obvious. In the second case, we first claim that
\[ 0 < \varepsilon < \frac{R_b}{C_3 A_1} < 1. \]

Indeed, the first and the second inequalities in (3.13) is clear. To prove the last inequality in (3.13), two facts are given in order: First, we observe from (3.8) that $C_3 > 1$. Second, by the definitions of $A_1$ and $R_b$, using the conversation law of the Schrödinger equation, we find that
\[ R_b = \int_{\mathbb{R}^n} e^{-b|x-x'|} |u(x, T; u_0)|^2 dx \leq \int_{\mathbb{R}^n} |u(x, T; u_0)|^2 dx = \int_{\mathbb{R}^n} |u_0(x)|^2 dx \leq \int_{\mathbb{R}^n} e^{a|x|} |u_0(x)|^2 dx = A_1. \]
These two facts lead to the last inequality in (3.13) at once.

Since $b \leq \frac{1}{c_2((aT)^{\beta / \gamma})}$, we see that the function $x \mapsto xe^{-\frac{1}{2} \frac{b}{C_{24}(2T)^{\beta / \gamma}}}$, with its domain $(0, 1)$, is decreasing. This, along with (3.13), indicates that
\[ \frac{R_b}{C_3 A_1} e^{\left( \frac{b}{C_3 A_1} \right)} e^{-\frac{1}{2} \frac{b}{C_{24}(2T)^{\beta / \gamma}}}, \]  
meanwhile, since the function $f(x) = e^{-\frac{1}{2} \frac{b}{C_{24}(2T)^{\beta / \gamma}}}$, with its domain $(0, \infty)$, is decreasing and its inverse is the function $g$ (given by (3.9)), we get from (3.7) that
\[ \frac{A_1}{B_1} = f(g \left( \frac{A_1}{B_1} \right)) \leq f \left( \frac{R_b}{C_3 A_1} e^{\left( \frac{b}{C_3 A_1} \right)} e^{-\frac{1}{2} \frac{b}{C_{24}(2T)^{\beta / \gamma}}} \right). \]

From (3.15) and (3.14), it follows that
\[ R_b = C_3 \frac{R_b}{C_3 A_1} \frac{A_1}{B_1} B_1 \leq C_3 \left[ \frac{R_b}{C_3 A_1} e^{\left( \frac{b}{C_3 A_1} \right)} e^{-\frac{1}{2} \frac{b}{C_{24}(2T)^{\beta / \gamma}}} \right] B_1 \]
\[ \leq C_3 \varepsilon e^{-\frac{1}{2} \frac{b}{C_{24}(2T)^{\beta / \gamma}}} B_1. \]
Since \( \varepsilon \) was arbitrarily taken from \((0, 1)\), the above leads to (3.12) for the case that \( R_b > C_3 \varepsilon A_1 \). Hence, (3.12) is true.

Next, we claim that
\[
C_3(x_0, x', r, a, b, T) \leq \exp \left\{ 2(C_1 + C_2^{-1} + 1) \left[ 1 + \frac{b^{-1} + |x_0 - x'| + r}{(aT) \wedge r} \right] \right\}.
\] (3.16)

To this end, we first observe that for each \( s \in (0, 1) \),
\[
\Gamma(s) = \int_0^\infty e^{-x} x^{s-1} \, dx = \int_0^1 e^{-x} x^{s-1} \, dx + \int_1^\infty e^{-x} x^{s-1} \, dx
\]
\[
\leq \sum_{k=0}^{\infty} \int_{e^{k-1}}^{e^k} e^{(1-s)(k+1)} \, dx + \int_1^\infty e^{-x} \, dx
\]
\[
= (e - 1) \frac{1}{e^{s-1}} + e^{-1} \leq (e - 1)s^{-1} + 1 \leq 2s^{-1} + 1 \leq e^{2s^{-1}}.
\] (3.17)

Since we are in the case that \( b \leq \frac{1}{C_2((aT) \wedge r)} \), it follows from (3.8) and (3.17), with \( s = C_2 b((aT) \wedge r) \), that
\[
C_3(x_0, x', r, a, b, T) \leq 1 + e^{C_1 e^{2C_2^{-1}b^{-1}((aT) \wedge r)^{-1}}} \exp \left[b^{-1}((aT) \wedge r)^{-1} + b(|x_0 - x'| + r)\right]
\]
\[
\leq e \cdot \exp \left[ C_1 + (2C_2^{-1} + 1)b^{-1}((aT) \wedge r)^{-1} + C_2^{-1} \frac{|x_0 - x'| + r}{(aT) \wedge r} \right].
\]

This leads to (3.16).

Now, by (3.12) and (3.16), we reach the aim of Part 2.1.

**Part 2.2.** To show (3.11) in the case that \( b > \frac{1}{C_2((aT) \wedge r)} \).

In this case, it follows from the definition of \( R_b \) that \( R_b \leq R_{\frac{1}{C_2((aT) \wedge r)}} \). Then by (3.12) and (3.16) (where \( b \) is replaced by \( \frac{1}{C_2((aT) \wedge r)} \)), we find that for each \( \varepsilon \in (0, 1) \),
\[
R_b \leq \exp \left\{ 2(C_1 + C_2^{-1} + 1) \left[ 1 + \frac{C_2((aT) \wedge r) + |x_0 - x'| + r}{(aT) \wedge r} \right] \right\} \left( \varepsilon A_1 + \varepsilon e^{-1} B_1 \right)
\]
\[
\leq \exp \left\{ 2(C_1 + C_2^{-1} + 1) \left[ 1 + C_2 + \frac{b^{-1} + |x_0 - x'| + r}{(aT) \wedge r} \right] \right\} \left( \varepsilon A_1 + \varepsilon e^{-1} \frac{1}{2C_2((aT) \wedge r)} B_1 \right),
\]
from which, we reach the aim of Part 2.2.

In summary, we finish the proof of (3.11), which completes the proof of the theorem.

\[ \square \]

Next, we are going to prove Theorem 1.6. Before it, one lemma will be introduced.

**Lemma 3.2.** Given \( k \in \mathbb{N}^+ \), there exists a constant \( C(k, n) \) so that for any \( T > 0 \) and \( u_0 \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \),
\[
\int_{\mathbb{R}^n} |x|^{2k} |u(x, T; u_0)|^2 \, dx \leq C(k, n)(1 + T)^{2k} \left( \| u_0 \|_{H^{2k}(\mathbb{R}^n; \mathbb{C})}^2 + \int_{\mathbb{R}^n} |x|^{4k} |u_0(x)|^2 \, dx \right).
\] (3.18)

**Proof.** Arbitrarily fix \( k \in \mathbb{N}^+ \), \( T > 0 \) and \( u_0 \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \). For each \( x \in \mathbb{R}^n \), write \( x = (x_1, \ldots, x_n) \). One can directly check that for each \( j \in \{1, \ldots, n\} \), the operators \( (x_j + 2i(t - T) \partial_{x_j})^k \) and \( i \partial_t + \Delta \) are commutative. This yields that for each \( j \in \{1, \ldots, n\} \),
\[
(i \partial_t + \Delta) \left( x_j + 2i(t - T) \partial_{x_j} \right)^k u(x, t; u_0) = (x_j + 2i(t - T) \partial_{x_j})^k (i \partial_t + \Delta) u(x, t; u_0)
\]
\[
= 0, \quad (x, t) \in \mathbb{R}^n \times \mathbb{R}^+, \]
from which, it follows that for each \( j \in \{1, \ldots, n\} \),

\[
  u(x, t; u_j) = (x_j + 2i(t-T)\partial x_j)^k u(x, t; u_0), \quad (x, t) \in \mathbb{R}^n \times \mathbb{R}^+,
\]

where \( u_j(x) \triangleq (x_j - 2iT\partial x_j)^k u_0(x), \quad x \in \mathbb{R}^n \). In particular, we have that for each \( j \in \{1, \ldots, n\} \),

\[
  u(x, T; u_j) = x_j^k u(x, T; u_0), \quad x \in \mathbb{R}^n.
\]

These, along with the conversation law for the Schrödinger equation, yields that for each \( j \in \{1, \ldots, n\} \),

\[
  \int_{\mathbb{R}^n} |x_j^k u(x, T; u_0)|^2 \, dx = \int_{\mathbb{R}^n} |u(x, T; u_j)|^2 \, dx
\]

\[
  = \int_{\mathbb{R}^n} |u_j(x)|^2 \, dx = \int_{\mathbb{R}^n} |(x_j - 2iT\partial x_j)^k u_0(x)|^2 \, dx.
\] (3.19)

Next, we claim that there exists \( C_1(k, n) > 0 \) so that for each \( j \in \{1, \ldots, n\} \),

\[
  \int_{\mathbb{R}^n} |(x_j - 2iT\partial x_j)^k u_0(x)|^2 \, dx \leq C_1(k, n)(1 + T)^{2k} \left( \|u_0\|_{H^{2k}(\mathbb{R}^n; \mathbb{C})}^2 + \int_{\mathbb{R}^n} |x|^{4k} |u_0(x)|^2 \, dx \right). \] (3.20)

For this purpose, we arbitrarily fix \( j \) from \( \{1, \ldots, n\} \). Since the operator \( (x_j - i\partial x_j)^{2k} \) is a polynomial of \( x_j \) and \( \partial x_j \), with degree \( 2k \), and because

\[
  [\partial x_j, x_j] \triangleq \partial x_j x_j - x_j \partial x_j = 1,
\]

the polynomial \( (x_j - i\partial x_j)^{2k} \) is a linear combination of the following monomials

\[
  \left\{ x_j^r \partial x_j^s : 0 \leq r + s \leq 2k, \ r, s \in \mathbb{N}^+ \cup \{0\} \right\}.
\]

By this, we see that

\[
  \int_{\mathbb{R}^n} |(x_j - i\partial x_j)^k v(x)|^2 \, dx = \int_{\mathbb{R}^n} \langle (x_j - i\partial x_j)^{2k} v(x), v(x) \rangle_{\mathbb{C}} \, dx
\]

\[
  \leq C_2(k, n) \sum_{0 \leq r + s \leq 2k} \int_{\mathbb{R}^n} |(\partial x_j^r v(x), x_j^s v(x))_{\mathbb{C}}| \, dx,
\] (3.21)

where \( v \) is the function defined by

\[
  v(x) \triangleq u_0(\sqrt{2T}x), \quad x \in \mathbb{R}^n,
\] (3.22)

and where and through the proof, \( C_2(k, n) \) stands for a positive constant (depending only on \( k, n \)), which may vary in different contexts.

From (3.22) and (3.21), we find that

\[
  \int_{\mathbb{R}^n} |(x_j - 2iT\partial x_j)^k u_0(x)|^2 \, dx = \int_{\mathbb{R}^n} |(x_j - 2iT\partial x_j)^k v(\frac{x}{\sqrt{2T}})|^2 \, dx
\]

\[
  = (2T)^{k+\frac{r}{2}} \int_{\mathbb{R}^n} |(x_j - i\partial x_j)^k v(x)|^2 \, dx
\]

\[
  \leq C_2(k, n)(2T)^{k+\frac{r}{2}} \sum_{0 \leq r + s \leq 2k} \int_{\mathbb{R}^n} |(\partial x_j^r v(x), x_j^s v(x))_{\mathbb{C}}| \, dx
\]

\[
  = C_2(k, n) \sum_{0 \leq r + s \leq 2k} (2T)^{2k+r+s} \int_{\mathbb{R}^n} |(\partial x_j^r u_0(x), x_j^s u_0(x))_{\mathbb{C}}| \, dx
\]

\[
  \leq C_2(k, n)(1 + T)^{2k} \sum_{0 \leq r + s \leq 2k} \left( \int_{\mathbb{R}^n} |\partial x_j^r u_0(x)|^2 \, dx + \int_{\mathbb{R}^n} |x_j^s u_0(x)|^2 \, dx \right)
\]

\[
  \leq C_2(k, n)(1 + T)^{2k} \left( \|u_0\|_{H^{2k}(\mathbb{R}^n; \mathbb{C})}^2 + \int_{\mathbb{R}^n} |x|^{4k} |u_0(x)|^2 \, dx \right).
\]
This leads to (3.20).

Finally, since

\[ |x|^{2k} = n^k \left( \frac{x_1^2 + \cdots + x_n^2}{n} \right) \leq n^{k-1} \left( x_1^{2k} + \cdots + x_n^{2k} \right), \quad x \in \mathbb{R}^n, \]

it follows from (3.19) that

\[
\int_{\mathbb{R}^n} |x|^{2k}|u(x, T; u_0)|^2 \, dx \leq n^{k-1} \sum_{j=1}^{n} \int_{\mathbb{R}^n} |x_j|^k u(x, T; u_0)|^2 \, dx
\]

\[
\leq n^{k-1} \sum_{j=1}^{n} \left| (x_j - 2i T \partial x_j)^k u_0(x) \right|^2 \, dx.
\]

This, along with (3.20), leads to (3.18). We end the proof of this lemma.

\[ \square \]

Remark 3.3. Lemma 3.2 gives a quantitative property for solutions of (1.2). This quantitative property is comparable with the following qualitative property for solutions of (1.2): If \( u_0 \in L^2(|x|^{4k} \, dx) \cap H^{2k} \) for some \( k \in \mathbb{N}^+ \cup \{0\} \), then

\[ e^{iT \triangle} u_0 \in L^2(|x|^{4k} \, dx) \cap H^{2k} \quad \text{for all} \quad T \in \mathbb{R}^+. \]

The above-mentioned qualitative property was given in [25].

We now give the proof of Theorem 1.6.

Proof of Theorem 1.6. Let \( x_0 \in \mathbb{R}^n, r > 0, a > 0 \) and \( T > 0 \). When \( u_0 = 0 \), (1.10) holds clearly for all \( \varepsilon \in (0, 1) \).

We now arbitrarily fix \( u_0 \in C_0(\mathbb{R}^n; \mathbb{C}) \setminus \{0\} \). Define the following three numbers:

\[
A_2 \triangleq \int_{\mathbb{R}^n} |u_0(x)|^2 e^{a|x|} \, dx + \| u_0 \|^2_{H^2(\mathbb{R}^n; \mathbb{C})}, \quad B_2 \triangleq \int_{B_r(x_0)} |u(x, T; u_0)|^2 \, dx,
\]

\[
A_3 \triangleq \int_{\mathbb{R}^n} |u_0(x)|^2 e^{a|x|} \, dx.
\]

Step 1. To prove that there exists a constant \( C_1 \triangleq C_1(n) > 1 \) so that

\[
\sup_{1 \leq j \leq 2} \int_{\mathbb{R}^n} (1 + |x|)^{-n-1-\eta}|u(x, T; u_0)|^2 \, dx \leq C(x_0, r, a, T) \tilde{g} \left( \frac{A_2}{B_2} \right) A_2,
\]

(3.23)

where the constant \( C(x_0, r, a, T) \) is given by

\[ C(x_0, r, a, T) \triangleq e^{C_1 \frac{\ln(1 + |x_0| + \eta + 1)}{\ln(\eta + e)}}, \quad \eta \geq 1 \]

(3.24)

and the function \( \tilde{g} \) is defined by

\[ \tilde{g}(\eta) \triangleq \frac{1}{\ln(\ln \eta + e)}, \quad \eta \geq 1 \]

(3.25)

By the definitions of \( A_2 \) and \( A_3 \), we see that \( A_3 \leq A_2 \). Then by Theorem 1.3 (where \( (x', x'', r_1, r_2) \) is replaced by \( (x_0, 0, r, k) \)) and the definitions of \( A_2 \) and \( B_2 \), we find that when \( k \in \mathbb{N}^+ \),

\[
\int_{B_k} |u(x, T; u_0)|^2 \, dx \leq C k^n \left( (aT) \wedge r \right)^{-n} B_2^{\frac{\ln(1 + |x_0| + k + r)}{(aT) \wedge r}} A_3^{-\theta \frac{\ln(1 + |x_0| + k + r)}{(aT) \wedge r}} \]

\[
\leq C k^n \left( (aT) \wedge r \right)^{-n} B_2^{\frac{\ln(1 + |x_0| + k + r)}{(aT) \wedge r}} A_2^{-\theta \frac{\ln(1 + |x_0| + k + r)}{(aT) \wedge r}}
\]
for some $C > 0$ and $\theta \in (0, 1)$ depending only on $n$. The above inequality yields that for each $\eta \in [1, 2]$, 
\[
\int_{\mathbb{R}^n} (1 + |x|)^{-n-1-\eta}|u(x, T; u_0)|^2 \, dx \leq C((aT) \wedge r)^{-n} \left( \sum_{k=1}^{\infty} k^{-1-\eta} \left( \frac{B_2}{A_2} \right)^{\frac{|x|+r}{(\ln \ln \frac{B_2}{A_2})^{\alpha}}} \right) A_2.
\] (3.26)  

Since $u_0 \neq 0$, by the definitions of $A_2$ and $B_2$, and by the conversation law for the Schrödinger equation, we obtain that $B_2 < A_2$. Then by (ii) of Lemma 3.1, where 
\[
(x, \theta, \varepsilon, \alpha) = \left( \left( \frac{B_2}{A_2} \right)^{\frac{|x|+r}{(\ln \ln \frac{B_2}{A_2})^{\alpha}}}, \theta^{-1}, \eta, \theta^{-1+\frac{|x|+r}{(\ln \ln \frac{B_2}{A_2})^{\alpha}}} \right),
\]
we see that for each $\eta \in [1, 2]$, 
\[
\sum_{k=1}^{\infty} k^{-1-\eta} \left( \frac{B_2}{A_2} \right)^{\frac{|x|+r}{(\ln \ln \frac{B_2}{A_2})^{\alpha}}} \leq \frac{4}{\eta} \theta^{-\eta-\frac{|x|+r}{(\ln \ln \frac{B_2}{A_2})^{\alpha}}} \frac{\ln \eta + \eta + e^{\theta-\frac{|x|+r}{(\ln \ln \frac{B_2}{A_2})^{\alpha}}} - 1}{(\ln(|\ln \frac{B_2}{A_2}| + e))^{\theta}}.
\] (3.27)  

Therefore, we have that 
\[
\int_{\mathbb{R}^n} (1 + |x|)^{-n-1-\eta}|u(x, T; u_0)|^2 \, dx 
\leq \frac{4C}{\eta} ((aT) \wedge r)^{-n} \theta^{-\eta-\frac{|x|+r}{(\ln \ln \frac{B_2}{A_2})^{\alpha}}} \frac{\ln \eta + \eta + e^{\theta-\frac{|x|+r}{(\ln \ln \frac{B_2}{A_2})^{\alpha}}} - 1}{(\ln(|\ln \frac{B_2}{A_2}| + e))^{\theta}} \frac{A_2}{\ln(|\ln \frac{B_2}{A_2}| + e)}
\leq 4Cn!e^{|x|+r} \theta^{-\frac{|x|+r}{(\ln \ln \frac{B_2}{A_2})^{\alpha}}} e^{2\ln 2 + 2 + e^{\theta-\frac{|x|+r}{(\ln \ln \frac{B_2}{A_2})^{\alpha}}}} \frac{A_2}{\ln(|\ln \frac{B_2}{A_2}| + e)}
\leq 4Cn!e^{2\ln 2 + 2 + e^{\theta-\frac{|x|+r}{(\ln \ln \frac{B_2}{A_2})^{\alpha}}+1}} \frac{A_2}{\ln(|\ln \frac{B_2}{A_2}| + e)}.
\] (3.28)  

(In the first inequality of (3.28), we used (3.26) and (3.27); In the last three inequalities of (3.28), we used the facts that 
\[
\theta \in (0, 1) \quad \text{and} \quad ((aT) \wedge r)^{-n} \leq n!e^{|x|+r} \leq n!e^{-\frac{|x|+r}{(\ln \ln \frac{B_2}{A_2})^{\alpha}}}.
\]
Since $\theta \in (0, 1)$, (3.23) follows from (3.28), as well as (3.24) and (3.25). This ends the proof of Step 1.

**Step 2. To show that there exists $C_2 \triangleq C_2(n) > 1$ so that**
\[
\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C_3(x_0, r, a, T) \frac{A_2}{\sqrt{\ln(\ln \frac{B_2}{A_2}) + e}},
\] (3.29)

where 
\[
C_3(x_0, r, a, T) \triangleq (1 + T)^{2n+\theta} e^{2^{n+1}} C_2 \frac{e^{\frac{|x|+r+1}{(\ln \ln \frac{B_2}{A_2})^{\alpha}}}}{a \ln(\ln \frac{B_2}{A_2}) + e}.
\] (3.30)
Choose $\eta_0 \in \{1, 2\}$ so that 
\[
n + 1 + \eta_0 = 0 \pmod{2}.
\]
By Lemma 3.2 (where $k = \frac{n+1+\eta_0}{2}$), it follows that
\[
\int_{\mathbb{R}^n} |x|^{n+1+\eta_0} |u(x, T; u_0)|^2 \, dx \leq C_{31} (1 + T)^{n+1+\eta_0} \left( \|u_0\|^2_{H_n^{n+1+\eta_0}(\mathbb{R}^n; \mathbb{C})} + \int_{\mathbb{R}^n} |x|^{2(n+1+\eta_0)} |u_0(x)|^2 \, dx \right)
\]
for some $C_{31} > 0$ depending only on $n$. The above inequality yields that
\[
\int_{\mathbb{R}^n} (1 + |x|)^{n+1+\eta_0} |u(x, T; u_0)|^2 \, dx \leq C_{32} (1 + T)^{n+1+\eta_0} \left( \int_{\mathbb{R}^n} |u(x, T; u_0)|^2 \, dx + \|u_0\|^2_{H_n^{n+1+\eta_0}(\mathbb{R}^n; \mathbb{C})} + \int_{\mathbb{R}^n} |x|^{2(n+1+\eta_0)} |u_0(x)|^2 \, dx \right)
\]
for some $C_{32} > 0$ depending only on $n$. Since
\[
(a|x|)^{2(n+1+\eta_0)} \leq [2(n + 1 + \eta_0)]! e^{a|x|}, \quad x \in \mathbb{R}^n,
\]
and because
\[
\max \{1, a^{-2(n+1+\eta_0)}\} = \max \{1, (aT)^{-2(n+1+\eta_0)} T^{-2(n+1+\eta_0)}\}
\]
\[
\leq (1 + T)^{2(n+1+\eta_0)} \max \{1, (aT)^{-r} \}^{-2(n+1+\eta_0)}
\]
\[
\leq (1 + T)^{3(n+3)} (1 + ((aT) \wedge r)^{-1})^{2(n+3)},
\]
we obtain from (3.31) and the definition of $A_2$ that
\[
\int_{\mathbb{R}^n} (1 + |x|)^{n+1+\eta_0} |u(x, T; u_0)|^2 \, dx
\]
\[
\leq C_{33} (1 + T)^{n+1+\eta_0} \left( \|u_0\|^2_{H_n^{n+1+\eta_0}(\mathbb{R}^n; \mathbb{C})} + \int_{\mathbb{R}^n} a^{-2(n+1+\eta_0)} e^{a|x|} |u_0(x)|^2 \, dx \right)
\]
\[
\leq C_{33} (1 + T)^{n+1+\eta_0} \max \{1, a^{-2(n+1+\eta_0)}\} A_2
\]
\[
\leq C_{33} (1 + T)^{4(n+3)} (1 + ((aT) \wedge r)^{-1})^{2(n+3)} A_2
\]
(3.32)
for some $C_{33} > 0$ depending only on $n$.

Now, by the conversation law for the Schrödinger equation, (3.32) and (3.23), we find that
\[
\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx = \int_{\mathbb{R}^n} |u(x, T; u_0)|^2 \, dx
\]
\[
\leq \left( \int_{\mathbb{R}^n} (1 + |x|)^{n+1+\eta_0} |u(x, T; u_0)|^2 \, dx \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^n} (1 + |x|)^{-n-1-\eta_0} |u(x, T; u_0)|^2 \, dx \right)^{\frac{1}{2}}
\]
\[
\leq \sqrt{C_{33} (1 + T)^{2n+6} (1 + ((aT) \wedge r)^{-1})^{n+3}} \sqrt{C(x_0, r, a, T)} \frac{A_2}{\sqrt{\ln(\ln \frac{A_2}{B_2} + e)}}
\]
\[
\leq \sqrt{C_{33} (1 + T)^{2n+6} (n + 3)! e^{1+((aT)^{\wedge r})^{-1}}} \sqrt{C(x_0, r, a, T)} \frac{A_2}{\sqrt{\ln(\ln \frac{A_2}{B_2} + e)}}
\]
(Notice that in the last inequality in (3.33), we used that $x^{n+3} \leq (n + 3)! e^x$ for all $x > 0$.) Now, (3.29) follows from (3.33) and (3.24) at once. This ends the proof of Step 2.

**Step 3. To show (1.10) for the above-mentioned $u_0$ and each $\varepsilon \in (0, 1)$**

It suffices to show that for each $\varepsilon \in (0, 1),$

\[
S \triangleq \int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C_3 \left( \varepsilon A_2 + \varepsilon e^{e^{\varepsilon^2} - 2} B_2 \right), \quad (3.34)
\]
where \( C_3 \triangleq C_3(x_0, r, a, T) \) is given by (3.30). In fact, for an arbitrarily fixed \( \varepsilon > 0 \), there are only two possibilities: either \( S \leq C_3\varepsilon A_2 \) or \( S > C_3\varepsilon A_2 \). In the first case, (3.34) is obvious. In the second case, since \( C_3 > 1 \) (see (3.30)), it follows from the definitions of \( S \) and \( A_2 \) that

\[
0 < \varepsilon < \frac{S}{C_3A_2} < 1.
\]

Since the function: \( x \mapsto xe^{e^{-x}} \), with its domain \((0, 1)\), is decreasing, we see from (3.35) that

\[
\frac{S}{C_3A_2}e^{e^{-\frac{S}{C_3A_2}}-2} \leq \varepsilon e^{e^{-2}}.
\]

Meanwhile, since the function \( x \mapsto e^{-e^{e^{-x^2}}} \), with its domain \((0, 1)\), is decreasing and because the inverse of the aforementioned function is the function: \( x \mapsto \frac{1}{\sqrt{ln(ln(x)+e)}} \), with its domain \((1, \infty)\), we get from (3.29) that

\[
\frac{A_2}{B_2} \leq e^{-e^{e^{-\frac{A_2}{B_2}}-2}}.
\]

Now, it follows from (3.37) and (3.36) that

\[
S = C_3 \frac{S}{C_3A_2} \frac{A_2}{B_2} \leq C_3 \left[ \frac{S}{C_3A_2}e^{-e^{e^{-\frac{A_2}{B_2}}-2}} \right] B_2 \leq C_3\varepsilon e^{-e^{e^{-2}}B_2} \leq C_3\varepsilon e^{e^{-2}} B_2.
\]

Because \( \varepsilon \) was arbitrarily taken from \((0, 1)\), the above leads to (3.34). This ends the proof of (1.10).

In summary, we complete the proof of this theorem.

\[ \square \]

4 Further comments on the main results

The purpose of this section is to present the next Theorem 4.1. From it, we can see that the inequalities in Theorem 1.1 and Theorem 1.2 cannot be improved greatly (see Remark 4.2). For instance, in the inequality (1.3) in Theorem 1.1, \((B_{r_1}^e(x'), B_{r_2}^e(x''))\) cannot be replaced by \((B_{r_1}^e(x'), B_{r_2}^e(x''))\).

**Theorem 4.1.** The following conclusions are true:

(i) Let \( x', x'' \in \mathbb{R}^n, r_1, r_2 > 0 \) and \( T > 0 \). Then there exists a sequence \( \{u_k\} \subset L^2(\mathbb{R}^n; \mathbb{C}) \), with

\[
\int_{\mathbb{R}^n} |u_k(x)|^2 \, dx = 1 \quad \text{for all } k \in \mathbb{N}^+,
\]

so that

\[
\lim_{k \to \infty} \int_{B_{r_1}(x')} |u_k(x)|^2 \, dx = \lim_{k \to \infty} \int_{B_{r_2}(x'')} |u(x, T; u_k)|^2 \, dx = 0.
\]

(ii) Let \( x', x'' \in \mathbb{R}^n, r_1, r_2 > 0, S_1 > 0 \) and \( S_2 > 0 \). Then there exists a sequence \( \{u_k\} \subset L^2(\mathbb{R}^n; \mathbb{C}) \), with

\[
\int_{\mathbb{R}^n} |u_k(x)|^2 \, dx = 1 \quad \text{for all } k \in \mathbb{N}^+,
\]
so that

\[
\lim_{k \to \infty} \int_{B_{r_{1}}(x)} |u(x, S_{1}; u_{k})|^{2} \, dx = \lim_{k \to \infty} \int_{0}^{S_{2}} \int_{B_{r_{2}}(x')} |u(x, t; u_{k})|^{2} \, dx \, dt = 0. \quad (4.4)
\]

(iii) For each subset \( A \subset \mathbb{R}^{n} \), with \( m(A^{c}) > 0 \), and each \( T > 0 \), there does not exist a positive constant \( C > 0 \) so that

\[
\int_{\mathbb{R}^{n}} |u_{0}(x)|^{2} \, dx \leq C \int_{A} |u(x, T; u_{0})|^{2} \, dx
\]

for all \( u_{0} \in L^{2}(\mathbb{R}^{n}; \mathbb{C}) \).

(iv) For each \( x_{0} \in \mathbb{R}^{n}, r > 0, a > 0 \) and \( T > 0 \), there exists a sequence of \( \{u_{k}\} \subset C_{0}^{\infty}(\mathbb{R}^{n}; \mathbb{C}) \) and \( M > 0 \) so that

\[
\int_{\mathbb{R}^{n}} e^{a|x|} |u_{k}(x)|^{2} \, dx \leq M \quad \text{and} \quad \int_{\mathbb{R}^{n}} |u_{k}(x)|^{2} \, dx = 1 \quad \text{for all} \quad k \in \mathbb{N}^{+}
\]

and so that

\[
\lim_{k \to \infty} \int_{B_{r}(x_{0})} |u(x, T; u_{k})|^{2} \, dx = 0. \quad (4.7)
\]

**Proof.** For each \( \tau \in \mathbb{R} \setminus \{0\} \) and \( f \in L^{2}(\mathbb{R}^{n}; \mathbb{C}) \), we define a function \( u_{\tau, f} \) by

\[
u_{\tau, f}(x) \triangleq e^{-i|\xi|^{2}/4\tau} f(x), \quad x \in \mathbb{R}^{n}.
\]

By [9, (1.2)] and (4.8), we see that for all \( \tau \in \mathbb{R} \setminus \{0\} \) and \( f \in L^{2}(\mathbb{R}^{n}; \mathbb{C}) \),

\[
(2i\tau)^{n/2} e^{-i|x|^{2}/4\tau} u(x, \tau; u_{\tau, f}) = e^{i|\xi|^{2}/4\tau} u_{\tau, f}(\xi)(x/2\tau) = \hat{f}(x/2\tau), \quad x \in \mathbb{R}^{n}.
\]

(Here and in what follows, \( u(x, \tau; u_{\tau, f}) = (e^{i\Delta_{\tau}} u_{\tau, f})(x) \) when \( \tau < 0 \).) Thus, one has that for all \( \tau \in \mathbb{R} \setminus \{0\} \) and \( f \in L^{2}(\mathbb{R}^{n}; \mathbb{C}) \),

\[
u(x, \tau; u_{\tau, f}) = (2i\tau)^{-n/2} e^{i|x|^{2}/4\tau} \hat{f}(x/2\tau), \quad x \in \mathbb{R}^{n}.
\]

(4.9)

Now, we prove the conclusions (i)-(iv) one by one.

(i) Let \( x', x'' \in \mathbb{R}^{n} \), \( r_{1}, r_{2} > 0 \) and \( T > 0 \). Let \( g \) be a function so that

\[
g \in C_{0}^{\infty}(\mathbb{R}^{n}; \mathbb{C}) \quad \text{and} \quad \|g\|_{L^{2}(\mathbb{R}^{n}; \mathbb{C})} = 1. \quad (4.10)
\]

For each \( k \in \mathbb{N}^{+} \), let

\[
g_{k}(x) \triangleq k^{n/2} g(k(x - x')), \quad x \in \mathbb{R}^{n}.
\]

(11.1)

We define a sequence of \( \{u_{k}\} \subset L^{2}(\mathbb{R}^{n}; \mathbb{C}) \) as follows:

\[
u_{k}(x) \triangleq e^{-i|x|^{2}/4T} g_{k}(x), \quad x \in \mathbb{R}^{n}, \quad k \in \mathbb{N}^{+}.
\]

(12.1)

By (4.8) and (12.1), we have that

\[
u_{T, g_{k}} = u_{k} \quad \text{for all} \quad k \in \mathbb{N}^{+}.
\]
From this, (4.9) and (4.11), after some computations, we see that for each $k \in \mathbb{N}^+$,

$$u(x, T; u_k) = (2iT)^{-n/2}e^{ix^2/4T} k^{-n/2} e^{ix^2/2T}, \ x \in \mathbb{R}^n. \quad (4.13)$$

Three observations are given in order: First, by (4.12) and (4.11), we find that

$$\lim_{k \to \infty} \int_{B_{r_1}(x')} |u_k(x)|^2 \, dx = \lim_{k \to \infty} \int_{B_{r_1}(0)} |g(x)|^2 \, dx = 0;$$

Second, from (4.12), (4.11) and (4.10), we see that

$$\int_{\mathbb{R}^n} |u_k(x)|^2 \, dx = \int_{\mathbb{R}^n} |g_k(x)|^2 \, dx = 1 \ \text{for all} \ k \in \mathbb{N}^+;$$

Third, from (4.13) and (4.10), we obtain that

$$\lim_{k \to \infty} \int_{B_{r_2}(x''')} |u(x, T; u_k)|^2 \, dx = \lim_{k \to \infty} \int_{B_{r_2}(0)} |g(x)|^2 \, dx = 0.$$

Now, from the above three observations, we get (4.1) and (4.2). This ends the proof the conclusion (i).

(ii) Let $x', x'' \in \mathbb{R}^n$, $r_1, r_2 > 0$, $S_1 > 0$ and $S_2 > 0$. Let $g$ and $g_k$, with $k \in \mathbb{N}^+$, satisfy (4.10) and (4.11), respectively. Since the Schrödinger equation is time-reversible, we can find a sequence $\{u_k\} \subset L^2(\mathbb{R}^n; \mathbb{C})$ so that

$$v_k(x) \triangleq u(x, S_1; u_k) = g_k(x), \ x \in \mathbb{R}^n, k \in \mathbb{N}^+. \quad (4.14)$$

By (4.14), (4.10) and (4.11), we find that

$$\lim_{k \to \infty} \int_{B_{r_1}(x')} |v_k(x)|^2 \, dx = \lim_{k \to \infty} \int_{B_{r_1}(0)} |g(x)|^2 \, dx = 0 \quad (4.15)$$

and

$$\int_{\mathbb{R}^n} |v_k(x)|^2 \, dx = \int_{\mathbb{R}^n} |g_k(x)|^2 \, dx = 1 \ \text{for all} \ k \in \mathbb{N}^+. \quad (4.16)$$

Next, by (4.14) and (4.8), we have that

$$v_k = u_{\tau, f} \ \text{with} \ (\tau, f) = (t, e^{i|\cdot|^2/4t}g_k(\cdot)).$$

Then by (4.9), we get that for each $k \in \mathbb{N}^+$,

$$u(x, t; v_k) = (2it)^{-n/2}e^{ix^2/4t} e^{i|\xi|^2/4t}g_k(\xi)(x/2t), \ (x, t) \in \mathbb{R}^n \times (\mathbb{R} \setminus \{0\}). \quad (4.17)$$

Meanwhile, from (4.11), it follows that for all $t \in \mathbb{R} \setminus \{0\}$ and a.e. $x \in \mathbb{R}^n$,

$$e^{i|\xi|^2/4t}g_k(\xi)(x) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} e^{-ix\cdot\xi} e^{i|\xi|^2/4t}g_k(\xi) \, d\xi = (2\pi)^{-n/2} \int_{\mathbb{R}^n} e^{-ix\cdot\xi} e^{i|\xi|^2/4t}k^{n/2}g(k(\xi - x')) \, d\xi = (2\pi)^{-n/2} k^{-n/2} e^{-ix \cdot x'} \int_{\mathbb{R}^n} e^{-ix\cdot\xi} e^{i|\xi|/k + x'^2/4t}g(\xi) \, d\xi,$$
This, along with (4.17) and (4.10), yields that for each \( t \in \mathbb{R} \setminus \{0\}, \)

\[
\int_{B_{r_2}(x'')} |u(x, t; v_k)|^2 \, dx \leq |B_{r_2}(x'')| \sup_{x \in B_{r_2}(x'')} |u(x, t; v_k)|^2 \\
\leq |B_{r_2}(x'')| \left( (4\pi |t| k)^{-n/2} \int_{\mathbb{R}^n} |g(\xi)| \, d\xi \right)^2,
\]

which implies that

\[
\lim_{k \to \infty} \int_{B_{r_2}(x'')} |u(x, t; v_k)|^2 \, dx = 0 \quad \text{for each } t \in \mathbb{R} \setminus \{0\}. \tag{4.18}
\]

At the same time, by the conservation law for the Schrödinger equation and (4.16), we find that for all \( k \) and \( t \in \mathbb{R} \setminus \{0\}, \)

\[
\int_{B_{r_2}(x'')} |u(x, t; v_k)|^2 \, dx \leq \int_{\mathbb{R}^n} |u(x, t; v_k)|^2 \, dx = \int_{\mathbb{R}^n} |v_k(x)|^2 \, dx = 1.
\]

By this and (4.18), we can apply the Lebesgue dominated convergence theorem to get that

\[
\lim_{k \to \infty} \int_{S_2 - S_1} \int_{B_{r_2}(x'')} |u(x, t; v_k)|^2 \, dx \, dt = 0. \tag{4.19}
\]

Since \( v_k(x) = u(x, S_1; u_k), x \in \mathbb{R}^n \) (see (4.14)), by (4.15), (4.16) and (4.19), one can directly check that the above-mentioned sequence \( \{v_k\} \) satisfies (4.3) and (4.4). This ends the proof of the conclusion (ii).

(iii) By contradiction, suppose that the conclusion (iii) in this theorem was not true. Then there would exist \( A_0 \subset \mathbb{R}^n \), with \( m(A_0) > 0, C_1 > 0 \) and \( T > 0 \) so that

\[
\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C_1 \int_{A_0} |u(x, t; u_0)|^2 \, dx \quad \text{for all } u_0 \in L^2(\mathbb{R}^n; \mathbb{C}). \tag{4.20}
\]

From (4.8), (4.20) and (4.9), we find that for each \( f \in L^2(\mathbb{R}^n; \mathbb{C}), \)

\[
\int_{\mathbb{R}^n} |\hat{f}(\xi)|^2 \, d\xi = \int_{\mathbb{R}^n} |f(x)|^2 \, dx = \int_{\mathbb{R}^n} |u_{T, f}(x)|^2 \, dx \leq C_1 \int_{\mathbb{R}^n} |u(x, T; u_{T, f})|^2 \, dx = C_1 \int_{A_0} |\hat{f}(\xi)|^2 \, d\xi.
\]

Since \( |A_0| > 0 \), by taking \( f \in L^2(\mathbb{R}^n; \mathbb{C}) \setminus \{0\} \) with \( \text{supp} \, f \subset A_0/2T \) in the above inequality, we are led to a contradiction. Hence, the conclusion (iii) in this theorem is true.

(iv) Arbitrarily fix \( x_0 \in \mathbb{R}^n, r > 0, a > 0 \) and \( T > 0 \). Let \( g \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \) be a function so that

\[
\int_{\mathbb{R}^n} |\hat{g}(\xi)|^2 \, d\xi = \int_{\mathbb{R}^n} |g(x)|^2 \, dx = 1. \tag{4.21}
\]

Let \( \vec{v} \in S^{n-1} \). We define a sequence \( \{u_k\} \subset C_0^\infty(\mathbb{R}^n; \mathbb{C}) \) by

\[
u_k(x) \triangleq e^{-|x|^2/4T} e^{-kix \cdot \vec{v}} g(x), \quad x \in \mathbb{R}^n.
\tag{4.22}
\]

By (4.22) and (4.8), we have that

\[
u_k = u_{r, f}, \quad \text{with } \tau = T \quad \text{and } f(x) = e^{-kix \cdot \vec{v}} g(x), \quad x \in \mathbb{R}^n,
\]

from which and (4.9), it follows that for each \( k \in \mathbb{N}^+, \)

\[
u(x, T; u_k) = (2iT)^{-n/2} e^{i|x|^2/4T} \hat{g}(\frac{x + k\vec{v}}{2T}), \quad x \in \mathbb{R}^n, \quad k \in \mathbb{N}^+.
\]
This yields that for each $k \in \mathbb{N}^+$,
\[
\int_{B_r(x_0)} |u(x, T; u_k)|^2 \, dx = \int_{B_{\frac{r}{|\vec{v}|}}(\frac{\vec{v} \cdot x_0}{|\vec{v}|})} |\hat{g}(x)|^2 \, dx.
\]

Since $\int_{\mathbb{R}^n} |\hat{g}(x)|^2 \, dx < \infty$ (see (4.21)), the above implies that
\[
\int_{B_r(x_0)} |u(x, T; u_k)|^2 \, dx \to 0 \quad \text{as} \quad k \to \infty. \tag{4.23}
\]

Meanwhile, from (4.22) and (4.21), we find that for each $k \in \mathbb{N}^+$,
\[
\int_{\mathbb{R}^n} e^{a|x|} |u_k(x)|^2 \, dx = \int_{\mathbb{R}^n} e^{a|x|} |g(x)|^2 \, dx < \infty
\]

and
\[
\int_{\mathbb{R}^n} |u_k(x)|^2 \, dx = \int_{\mathbb{R}^n} |g(x)|^2 \, dx = 1.
\]

From these and (4.23), we obtain (4.6) and (4.7). This ends the proof the conclusion (iv).

In summary, we finish the proof of this theorem.

\[\square\]

Remark 4.2. (a) From (i) and (ii) of Theorem 4.1, one can easily check that for any $x', x'' \in \mathbb{R}^n$, $r_1$, $r_2 > 0$ and $T > S \geq 0$, there is no constant $C > 0$ so that any of the following inequalities holds:
\[
\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C \left( \int_{B_{r_1}(x')} |u(x, S; u_0)|^2 \, dx + \int_{B_{r_2}(x'')} |u(x, T; u_0)|^2 \, dx \right), \quad \forall \ u_0 \in L^2(\mathbb{R}^n; \mathbb{C});
\]
\[
\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C \left( \int_{B_{r_1}(x')} |u(x, S; u_0)|^2 \, dx + \int_0^T \int_{B_{r_2}(x'')} |u(x, t; u_0)|^2 \, dx \, dt \right), \quad \forall \ u_0 \in L^2(\mathbb{R}^n; \mathbb{C}).
\]
Hence, the terms on the right hand side of (1.3) in Theorem 1.1 cannot be replaced by either
\[
C \left( \int_{B_{r_1}(x')} |u(x, S; u_0)|^2 \, dx + \int_{B_{r_2}(x'')} |u(x, T; u_0)|^2 \, dx \right)
\]

or
\[
C \left( \int_{B_{r_1}(x')} |u(x, S; u_0)|^2 \, dx + \int_0^T \int_{B_{r_2}(x'')} |u(x, t; u_0)|^2 \, dx \, dt \right).
\]

(b) From (iii) of Theorem 4.1, we see that in order to have (4.5) (the observability at one point in time), it is necessary that $|A'| = 0$. That is, in order to recover a solution by observing it at one point in time, we must observe it at one time point and over the whole $\mathbb{R}^n$. From this, conclusions in (a) of this remark and Theorem 1.1, we see that the observability at two points in time is “optimal”.

(c) From (iv) of Theorem 4.1, we find that for any $r > 0$, $a > 0$ and $T > 0$, there is no $C > 0$ or $\theta \in (0, 1)$ so that
\[
\int_{\mathbb{R}^n} |u_0(x)|^2 \, dx \leq C \left( \int_{B_r(0)} |u(x, T; u_0)|^2 \, dx \right)\theta \left( \int_{\mathbb{R}^n} e^{a|x|} |u_0(x)|^2 \, dx \right)^{1-\theta}
\]
for all $u_0 \in C_0^\infty(\mathbb{R}^n; \mathbb{C})$. Hence, the inequality in (i) of Theorem 1.2 will not be true if $B_{r}(0)$ is replaced by $B_r(0)$.
5 Applications

In this section, we consider the applications of Theorems 1.1-1.6 to the controllability for the Schrödinger equation. These theorems correspond to different kinds of controllability with a cost.

5.1 A functional analysis framework

This subsection presents an equivalence lemma (Lemma 5.1) between some observability and some controllability in an abstract framework. With the aid of it, we can use inequalities in Theorems 1.1-1.6 to study some controllability for the Schrödinger equation.

Lemma 5.1. Let $\mathbb{K}$ be either $\mathbb{R}$ or $\mathbb{C}$. Let $X$, $Y$ and $Z$ be three Banach spaces over $\mathbb{K}$, with their dual spaces $X^*$, $Y^*$ and $Z^*$. Let $R \in L(Z, X)$ and $O \in L(Z, Y)$. Then the following two propositions are equivalent:

(i) There exists $\tilde{C}_0 > 0$ and $\tilde{\varepsilon}_0 > 0$ so that for each $z \in Z$,

$$\|Rz\|_X^2 \leq \tilde{C}_0\|Oz\|_Y^2 + \tilde{\varepsilon}_0\|z\|_Z^2. \quad (5.1)$$

(ii) There exists $C_0 > 0$ and $\varepsilon_0 > 0$ so that for each $x^* \in X^*$, there is $y^* \in Y^*$ satisfying that

$$\frac{1}{C_0}\|y^*\|_{Y^*}^2 + \frac{1}{\varepsilon_0}\|R^*x^* - O^*y^*\|_{Z^*}^2 \leq \|x^*\|_{X^*}^2. \quad (5.2)$$

Furthermore, when one of the above two propositions holds, the constant pairs $(C_0, \varepsilon_0)$ and $(\tilde{C}_0, \tilde{\varepsilon}_0)$ can be chosen to be the same.

Remark 5.2. The part (i) of Lemma 5.1 presents a non-standard observability. In this part, $Z$ is an observation space, $Y$ is an observation operator, while $O$ is an observation operator, while we call $R$ as a state transformation space of $Z$. Further, $O$ is an observation operator, while we call $R$ as a state transformation operator. The inequality (5.1) means that we can approximately recover the transferred state $Rz$ by observing $Oz$, the error is governed by $\sqrt{\varepsilon_0}\|z\|_Z$.

The part (ii) of Lemma 5.1 presents a non-standard controllability. In this part, $Y^*$ is a control space, $X^*$ is a state space, and we call $Z^*$ as a state transformation space of $X^*$. Furthermore, $O^*$ is a control operator, while we call $R^*$ as a state transformation operator. The inequality (5.2) can be understood as follows: For each state $x^*$, there is a control $y^*$ so that $O^*y^*$ is close to the target $R^*x^*$, with the distance less than $\sqrt{\varepsilon_0}\|x^*\|_{X^*}$.

Proof of Lemma 5.1. The proof is divided into the following several steps.

Step 1. To show that (ii)$\Rightarrow$(i)

Suppose that (ii) is true. Then, for each $x^* \in X^*$, there exists $y^*_{x^*} \in Y^*$ so that (5.2), with $y^* = y^*_{x^*}$, is true. From this, it follows that for any $x^* \in X^*$ and $z \in Z$,

$$\langle Rz, x^* \rangle_{X^*} = \langle z, R^*x^* \rangle_{Z^*} = \langle z, R^*x^* - O^*y^*_{x^*} \rangle_{Z^*} + \langle z, O^*y^*_{x^*} \rangle_{Z^*}$$

$$= \langle z, R^*x^* - O^*y^*_{x^*} \rangle_{Z^*} + \langle Oz, y^*_{x^*} \rangle_{Y^*}.$$
By this and the Cauchy-Schwarz inequality, we deduce that for each $x^* \in X^*$ and $z \in Z$,
\[
|\langle Rz, x^* \rangle|_{X, X^*} \leq (\sqrt{C_0} \|z\|_Z) \left(\frac{1}{\sqrt{C_0}} \|R^* x^* - O^* y^*_z\|_{Z^*}\right) + \left(\sqrt{c_0} \|Oz\|_Y\right) \left(\frac{1}{\sqrt{\epsilon_0}} \|y^*_z\|_{Y^*}\right)
\]
\[
\leq (C_0 \|z\|_Z^2 + \epsilon_0 \|Oz\|_Z^2)^{1/2} \left(\frac{1}{C_0} \|R^* x^* - O^* y^*_z\|_{Z^*}^2 + \frac{1}{\epsilon_0} \|y^*_z\|_{Y^*}^2\right)^{1/2}
\]
\[
\leq (C_0 \|z\|_Z^2 + \epsilon_0 \|Oz\|_Z^2)^{1/2} \|x^*\|_{X^*}.
\]

Hence, (5.1), with $(\hat{C}_0, \hat{\epsilon}_0) = (C_0, \epsilon_0)$, is true.

**Step 2. To show that (i)⇒(ii)**

Suppose that (i) is true. Define a subspace $E$ of $Y \times Z$ in the following manner:
\[
E \triangleq \left\{ \left(\sqrt{\hat{C}_0} Oz, \sqrt{\hat{\epsilon}_0} z\right) : z \in Z \right\}.
\]

The norm of $E$ is inherited from the following usual norm of $Y \times Z$:
\[
\|(f, g)\|_{Y \times Z} \triangleq (\|f\|_Y^2 + \|g\|_Z^2)^{1/2}, \ (f, g) \in Y \times Z.
\]

(5.3)

Arbitrarily fix $x^* \in X^*$. Define an operator $T_{x^*}$ by
\[
T_{x^*} : E \rightarrow \mathbb{K}
\]
\[
\left(\sqrt{\hat{C}_0} Oz, \sqrt{\hat{\epsilon}_0} z\right) \mapsto \langle x^*, Rz \rangle_{X^*, X^*}.
\]

(5.4)

By (5.1) and (5.4), we can easily check that $T_{x^*}$ is well defined and linear. We now claim that
\[
\|T_{x^*}\|_{\mathcal{L}(E, \mathbb{K})} \leq \|x^*\|_{X^*}.
\]

(5.5)

Indeed, by the definition of $E$, we see that given $(f, g) \in E$, there is $z \in Z$ so that
\[
(f, g) = \left(\sqrt{\hat{C}_0} Oz, \sqrt{\hat{\epsilon}_0} z\right).
\]

Then by (5.4), we find that
\[
|T_{x^*}(f, g)| = |\langle x^*, Rz \rangle_{X^*, X^*}| \leq \|x^*\|_{X^*} \|Rz\|_X.
\]

This, along with (5.1), shows (5.5).

Since $T_{x^*}$ is a linear and bounded functional, we can apply the Hahn-Banach extension theorem to find $\tilde{T}_{x^*}$ in $(Y \times Z)^*$ so that
\[
\tilde{T}_{x^*}(f, g) = T_{x^*}(f, g) \quad \text{for all} \quad (f, g) \in E
\]

(5.6)

and so that
\[
\|\tilde{T}_{x^*}\|_{\mathcal{L}(Y \times Z, \mathbb{K})} = \|T_{x^*}\|_{\mathcal{L}(E, \mathbb{K})}.
\]

(5.7)

These, together with (5.3) and (5.5), yield that
\[
|\tilde{T}_{x^*}(f, 0)| \leq \|x^*\|_{X^*} \|f\|_Y \quad \text{for all} \quad f \in Y,
\]
\[
|\tilde{T}_{x^*}(0, g)| \leq \|x^*\|_{X^*} \|g\|_Z \quad \text{for all} \quad g \in Z.
\]
Thus, there exists \((y_x^*, z_x^*) \in Y^* \times Z^*\) so that
\[
\widetilde{T}_x^*((f, 0)) = \langle y_x^*, f \rangle_{Y^*, Y} \quad \text{for all } f \in Y,
\]
\[
\widetilde{T}_x^*((0, g)) = \langle z_x^*, g \rangle_{Z^*, Z} \quad \text{for all } g \in Z,
\]
from which, it follows that
\[
\widetilde{T}_x^*((f, g)) = \langle y_x^*, f \rangle_{Y^*, Y} + \langle z_x^*, g \rangle_{Z^*, Z} \quad \text{for any } (f, g) \in Y \times Z. \tag{5.8}
\]

Two observations are given in order: The first one reads
\[
\|y_x^*\|_{Y^*}^2 + \|z_x^*\|_{Z^*}^2 \leq \|x^*\|_{X^*}^2, \tag{5.9}
\]
while the second one is as
\[
R^*x^* - O^*(\sqrt{C_0y_x^*}) = \sqrt{\varepsilon_0z_x^*} \quad \text{in } Z^*. \tag{5.10}
\]

When (5.9) and (5.10) are proved, the conclusion (ii) (with \((C_0, \varepsilon_0) = (\hat{C}_0, \hat{\varepsilon}_0)\)) follows at once.

To prove (5.9), we see from (5.8), (5.7) and (5.3) that for each \((f, g) \in Y \times Z,\)
\[
|\langle y_x^*, f \rangle_{Y^*, Y} + \langle z_x^*, g \rangle_{Z^*, Z}| \leq \|x^*\|_{X^*} \left(\|f\|_{Y^*}^2 + \|g\|_{Z^*}^2\right)^{1/2}.
\]

Meanwhile, for each \(\delta \in (0, 1),\) we can choose \((f_\delta, g_\delta) \in Y \times Z\) so that
\[
\langle y_x^*, f_\delta \rangle_{Y^*, Y} = \|y_x^*\|_{Y^*}^2 + o_1(1), \quad \|f_\delta\|_{Y} = \|y_x^*\|_{Y^*},
\]
\[
\langle z_x^*, g_\delta \rangle_{Z^*, Z} = \|z_x^*\|_{Z^*}^2 + o_2(1), \quad \|g_\delta\|_{Z} = \|z_x^*\|_{Z^*},
\]
where \(o_1(1)\) and \(o_2(1)\) are so that
\[
\lim_{\delta \to 0^+} o_1(1) = \lim_{\delta \to 0^+} o_2(1) = 0.
\]

From these, it follows that
\[
\|y_x^*\|_{Y^*}^2 + \|z_x^*\|_{Z^*}^2 - |o_1(1)| - |o_2(1)| \leq \|x^*\|_{X^*} \left(\|y_x^*\|_{Y^*}^2 + \|z_x^*\|_{Z^*}^2\right)^{1/2}.
\]

Sending \(\delta \to 0^+\) in the above inequality leads to (5.9).

To prove (5.10), we find from (5.4), (5.6) and (5.8) that for all \(z \in Z,\)
\[
\langle x^*, Rz \rangle_{X^*, X} = \langle y_x^*, \sqrt{C_0Oz} \rangle_{Y^*, Y} + \langle z_x^*, \sqrt{\varepsilon_0z} \rangle_{Z^*, Z},
\]
which yields that for all \(z \in Z,\)
\[
\langle R^*x^*, z \rangle_{Z^*, Z} = \langle O^*(\sqrt{C_0y_x^*}), z \rangle_{Z^*, Z} + \langle \sqrt{\varepsilon_0z_x^*}, z \rangle_{Z^*, Z}.
\]

This leads to (5.10).

**Step 3. About the constant pairs \((C_0, \varepsilon_0)\) and \((\hat{C}_0, \hat{\varepsilon}_0)\)**

From the proofs in Step 1 and Step 2, we see that when one of the propositions (i) and (ii) holds, \((C_0, \varepsilon_0)\) and \((\hat{C}_0, \hat{\varepsilon}_0)\) can be chosen to be the same pair. This ends the proof of this lemma.

\[\square\]
We end this subsection with introducing the following dual equation:

\[
\begin{aligned}
&\begin{cases}
  i\partial_t \varphi(x,t) + \Delta \varphi(x,t) = 0, & (x,t) \in \mathbb{R}^n \times (0,T), \\
  \varphi(x,T) = z(x), & x \in \mathbb{R}^n,
\end{cases}
\end{aligned}
\]  

(5.11)

where \( T > 0 \) and \( z \in L^2(\mathbb{R}^n) \). Write \( \varphi(\cdot, \cdot; T, z) \) for the solution to (5.11). The equation (5.11) will play an important role in the studies of different controllability for the Schrödinger equation.

### 5.2 Applications of Theorem 1.1-Theorem 1.3 to controllability

First, we will use Theorem 1.1, as well as Lemma 5.1, to prove the exact controllability for the following impulse controlled Schrödinger equation:

\[
\begin{aligned}
&\begin{cases}
  i\partial_t u(x,t) + \Delta u(x,t) = \delta_{t=t_1} \chi_{B_{r_1}(x')} (x) h_1(x) + \delta_{t=t_2} \chi_{B_{r_2}(x'')} (x) h_2(x), & (x,t) \in \mathbb{R}^n \times (0,T), \\
  u(0,x) = u_0(x), & x \in \mathbb{R}^n,
\end{cases}
\end{aligned}
\]  

(5.12)

where \( x', x'' \in \mathbb{R}^n, r_1, r_2 > 0, T, t_1 \) and \( t_2 \) are three numbers with \( 0 \leq t_1 < t_2 \leq T \), \( u_0 \in L^2(\mathbb{R}^n; \mathbb{C}) \), controls \( h_1 \) and \( h_2 \) are taken from the space \( L^2(\mathbb{R}^n; \mathbb{C}) \). Write \( u_1(\cdot, \cdot; u_0, h_1, h_2) \) for the solution to the equation (5.12).

**Theorem 5.3.** Let \( x', x'' \in \mathbb{R}^n \) and \( r_1, r_2 > 0 \). Let \( T, t_1 \) and \( t_2 \) be three numbers with \( 0 \leq t_1 < t_2 \leq T \). Then for each \( u_0 \in L^2(\mathbb{R}^n; \mathbb{C}) \) and \( u_T \in L^2(\mathbb{R}^n; \mathbb{C}) \), there is a pair of controls \( (h_1, h_2) \) in \( L^2(\mathbb{R}^n; \mathbb{C}) \times L^2(\mathbb{R}^n; \mathbb{C}) \) so that

\[
u_1(x,T; u_0, h_1, h_2) = u_T(x), \quad x \in \mathbb{R}^n
\]

and so that

\[
\|h_1\|_{L^2(\mathbb{R}^n; \mathbb{C})}^2 + \|h_2\|_{L^2(\mathbb{R}^n; \mathbb{C})}^2 \leq C e^{C r_1 r_2} \frac{1}{T} \left( \int_{B_{r_1}(x')} |\varphi(x, t_1; T, z)|^2 \, dx + \int_{B_{r_2}(x'')} |\varphi(x, t_2; T, z)|^2 \, dx \right),
\]

(5.14)

where the constant \( C \triangleq C(n) \) is given by Theorem 1.1.

**Proof.** We organize the proof by the following two steps:

In Step 1, we aim to prove that for each \( z \in L^2(\mathbb{R}^n; \mathbb{C}) \),

\[
\int_{\mathbb{R}^n} |z(x)|^2 \, dx \leq C e^{C r_1 r_2} \frac{1}{T} \left( \int_{B_{r_1}(x')} |\varphi(x, t_1; T, z)|^2 \, dx + \int_{B_{r_2}(x'')} |\varphi(x, t_2; T, z)|^2 \, dx \right),
\]

(5.15)

where \( C \triangleq C(n) \) is given by Theorem 1.1. To this end, we set

\[
u_1(x) \triangleq \varphi(x, t_1; T, z), \quad x \in \mathbb{R}^n.
\]

Then it follows from (1.2) and (5.11) that for each \( t \in [0, t_2 - t_1] \),

\[
u(x, t; u_1) = (e^{i \Delta t} u_1)(x) = (e^{i \Delta t}(e^{i \Delta (t_1 - T)} z))(x) = \varphi(x, t + t_1; T, z), \quad x \in \mathbb{R}^n.
\]

(5.16)

By Theorem 1.1 (where \( u_0 = u_1 \) and \( T = t_2 - t_1 \)), we find that

\[
\int_{\mathbb{R}^n} |u_1(x)|^2 \, dx \leq C e^{C r_1 r_2} \frac{1}{T} \left( \int_{B_{r_1}(x')} |u_1(x)|^2 \, dx + \int_{B_{r_2}(x'')} |u(x, t_2 - t_1; u_1)|^2 \, dx \right).
\]
This, along with (5.16), implies that
\[
\int_{\mathbb{R}^n} |\varphi(x, \tau_1; T, z)|^2 \, dx \leq Ce^{Cr^2r_2} \left( \int_{B_{r_2}(x')} |\varphi(x, \tau_1; T, z)|^2 \, dx + \int_{B_{r_2}(x'')} |\varphi(x, \tau_2; T, z)|^2 \, dx \right).
\]
Because of the conservation law of the Schrödinger equation, the above inequality leads to (5.15).

In Step 2, we aim to use Lemma 5.1 and (5.15) to prove (5.13) and (5.14). For this purpose, we let
\[
X \triangleq L^2(\mathbb{R}^n; \mathbb{C}) = X^*, \quad Y \triangleq L^2(\mathbb{R}^n; \mathbb{C}) \times L^2(\mathbb{R}^n; \mathbb{C}) = Y^* \quad \text{and} \quad Z \triangleq L^2(\mathbb{R}^n; \mathbb{C}) = Z^*
\]
and define two operators \( \mathcal{R} : Z \to X \) and \( O : Z \to Y \) as follows:
\[
\mathcal{R}z \triangleq z; \quad Oz \triangleq \left( \chi_{B_{r_1}(x')}(\cdot)\varphi(\cdot, \tau_1; T, z), \chi_{B_{r_2}(x'')}(\cdot)\varphi(\cdot, \tau_2; T, z) \right) \quad \text{for each} \quad z \in Z.
\]
By (5.18) and (5.17), one can directly check, that
\[
\mathcal{R}^* f = f, \quad \forall f \in L^2(\mathbb{R}^n; \mathbb{C}); \quad O^* (h_1, h_2) = u_1(\cdot, T, 0, h_1, h_2), \quad \forall (h_1, h_2) \in L^2(\mathbb{R}^n; \mathbb{C}) \times L^2(\mathbb{R}^n; \mathbb{C}). \quad (5.19)
\]
Arbitrarily fix \( k \in \mathbb{N}^+ \). From (5.15) and (5.18), we find that for each \( z \in L^2(\mathbb{R}^n; \mathbb{C}) \),
\[
||\mathcal{R}z||_{Y}^2 \leq Ce^{Cr^2r_2} \tau_{r_2} \||Oz||_{Y}^2 + \frac{1}{k} ||z||_Z^2.
\]
where \( C > 0 \) is given by (5.15) and \( \| \cdot \|_Y \) denotes the usual norm of \( L^2(\mathbb{R}^n; \mathbb{C}) \times L^2(\mathbb{R}^n; \mathbb{C}) \).

Arbitrarily fix \( u_0, u_T \in L^2(\mathbb{R}^n; \mathbb{C}) \). Define a function over \( \mathbb{R}^n \) in the following manner:
\[
f(x) \triangleq u_T(x) - e^{i\Delta T} u_0(x), \quad x \in \mathbb{R}^n.
\]
By Lemma 5.1 and (5.20), it follows that there exists \((h_{1,k}, h_{2,k}) \in Y^* \) so that
\[
C^{-1} e^{-Cr^2r_2} \frac{1}{r_{2}^2} \||h_{1,k}, h_{2,k}||_{L^2(\mathbb{R}^n; \mathbb{C})}^2 \leq ||\mathcal{R}^* f - O^* (h_{1,k}^*, h_{2,k}^*)||_{L^2(\mathbb{R}^n; \mathbb{C})}^2 \leq ||f||_{X}^2.
\]
By (5.17) and (5.22), one can easily find that there exits a subsequence \( \{k_j\}_{j=1}^\infty \) of \( \mathbb{N}^+ \) and \((h_{1,j}^*, h_{2,j}^*) \in L^2(\mathbb{R}^n; \mathbb{C}) \times L^2(\mathbb{R}^n; \mathbb{C}) \) so that
\[
(h_{1,k}, h_{2,k}) \to (h_{1,j}^*, h_{2,j}^*) \quad \text{weakly in} \quad L^2(\mathbb{R}^n; \mathbb{C}) \times L^2(\mathbb{R}^n; \mathbb{C}), \quad \text{as} \quad j \to \infty
\]
and so that
\[
\mathcal{R}^* f - O^* (h_{1,k}, h_{2,k}) \to \mathcal{R}^* f - O^* (h_{1,j}^*, h_{2,j}^*) \quad \text{weakly in} \quad L^2(\mathbb{R}^n; \mathbb{C}), \quad \text{as} \quad j \to \infty.
\]
(Here, we used the fact that the operator \( O \) is linear and bounded. This fact follows from (5.18).) These yield that
\[
\|(h_{1,k}, h_{2,k})\|_{L^2(\mathbb{R}^n; \mathbb{C}) \times L^2(\mathbb{R}^n; \mathbb{C})} \leq \liminf_{j \to \infty} \|(h_{1,j}, h_{2,j})\|_{L^2(\mathbb{R}^n; \mathbb{C}) \times L^2(\mathbb{R}^n; \mathbb{C})} \quad \text{as} \quad j \to \infty
\]
and that
\[
\||\mathcal{R}^* f - O^* (h_{1,j}^*, h_{2,j}^*)\|_{L^2(\mathbb{R}^n; \mathbb{C})} \leq \liminf_{j \to \infty} \||\mathcal{R}^* f - O^* (h_{1,k}, h_{2,k})\|_{L^2(\mathbb{R}^n; \mathbb{C})} \quad \text{as} \quad j \to \infty.
\]
From these and (5.22), it follows that
\[
\mathcal{R}^* f = O^* (h_{1,j}^*, h_{2,j}^*) \quad \text{and} \quad \|(h_{1,j}^*, h_{2,j}^*)\|_{L^2(\mathbb{R}^n; \mathbb{C}) \times L^2(\mathbb{R}^n; \mathbb{C})} \leq C_1 \||f||_{X}^2
\]
(5.23)
Now, (5.13) and (5.14) follow from (5.23), (5.19) and (5.21) at once. This ends the proof of this theorem.
Remark 5.4. The above theorem can be understood as follows: For each \( u_0, u_T \in L^2(\mathbb{R}^n; \mathbb{C}) \), there exists a pair of controls (in \( L^2(\mathbb{R}^n; \mathbb{C}) \times L^2(\mathbb{R}^n; \mathbb{C}) \)) steering the solution of (5.12) from \( u_0 \) at time 0 to \( u_T \) at time \( T \). Moreover, a bound of the norm of this pair of controls is explicitly given.

Next, we will use the inequality (1.4) in (i) of Theorem 1.2, as well as Lemma 5.1, to get some kind of approximate controllability for the following impulse controlled Schrödinger equation:

\[
\begin{aligned}
\left\{ \begin{array}{ll}
    i\partial_t u(x, t) + \Delta u(x, t) = \delta(t-\tau)\chi_{B_1(0)}(x)h(x, t), & (x, t) \in \mathbb{R}^n \times (0, T), \\
    u(x, 0) = u_0, & x \in \mathbb{R}^n,
\end{array} \right.
\end{aligned}
\]  

(5.24)

where \( T > \tau \geq 0 \) and \( r > 0 \), both the initial data \( u_0 \) and the control \( h \) are taken from the space \( L^2(\mathbb{R}^n; \mathbb{C}) \). Write \( u_2(:, :, u_0, h) \) for the solution to the equation (5.24). Define, for each \( a > 0 \), a Banach space:

\[
X_a = \left\{ f \in L^2(\mathbb{R}^n; \mathbb{C}) : \int_{\mathbb{R}^n} e^{|x|} |f(x)|^2 \, dx < \infty \right\},
\]

(5.25)

endowed with the norm:

\[
\|f\|_{X_a} \triangleq \left( \int_{\mathbb{R}^n} e^{|x|} |f(x)|^2 \, dx \right)^{1/2}, \quad f \in X_a.
\]

One can directly check that for each \( a > 0 \), the dual space of \( X_a \) reads

\[
X_a^* = C_0^\infty(\mathbb{R}^n; \mathbb{C})^d \|X_a^\|
\]

(5.26)

with the norm \( \|\cdot\|_{X_a^*} \) given by

\[
\|g\|_{X_a^*} \triangleq \left( \int_{\mathbb{R}^n} e^{-a|x|} |g(x)|^2 \, dx \right)^{1/2}, \quad g \in X_a^*.
\]

Theorem 5.5. Let \( r > 0, a > 0 \) and \( T > \tau \geq 0 \). Let \( C > 0 \) and \( \theta \in (0, 1) \) be given by (i) of Theorem 1.2. Write

\[
p \triangleq \theta^{1+\frac{1}{4r-2}} \in (0, 1).
\]

Then for any \( \varepsilon > 0, u_0, u_T \in L^2(\mathbb{R}^n; \mathbb{C}) \), there is a control \( h \in L^2(\mathbb{R}^n; \mathbb{C}) \) so that

\[
\varepsilon^{\frac{1}{p}} \int_{\mathbb{R}^n} |h(x)|^2 \, dx + \varepsilon^{-1}||u_2(:, :, T; u_0, h) - u_T(\cdot)||_{X_a^*}^2 \leq C \left( 1 + \frac{p^n}{(a(T-\tau))^n} \right) \int_{\mathbb{R}^n} |u_T(x) - e^{i\Delta T} u_0(x)|^2 \, dx,
\]

(5.27)

Proof. First of all, we claim that for each \( z \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \) and each \( \varepsilon > 0 \),

\[
\int_{\mathbb{R}^n} |z(x)|^2 \, dx \leq C \left( 1 + \frac{p^n}{(a(T-\tau))^n} \right) \left( \varepsilon \int_{\mathbb{R}^n} e^{|x|} |z(x)|^2 \, dx + \varepsilon^{-\frac{1+\theta}{p}} \int_{B_1(0)} |\varphi(x, \tau; T, z)|^2 \, dx \right).
\]

(5.28)

To this end, arbitrarily fix \( z \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \). It follows from (1.2) and (5.11) that

\[
u(x, t; \bar{z}) = \varphi(x, T - t; T, z), \quad (x, t) \in \mathbb{R}^n \times [0, T].
\]

(5.29)
Then by (i) of Theorem 1.2 (where \(u_0\) and \(T\) are replaced by \(\bar{z}\) and \(T - \tau\), respectively), we find that

\[
\int_{\mathbb{R}^n} |z(x)|^2 \, dx \\
\leq C \left( 1 + \frac{p^n}{(a(T - \tau))^n} \right) \left( \int_{B^n_c(0)} |u(x, T - \tau; \bar{z})|^2 \, dx \right)^p \left( \int_{\mathbb{R}^n} e^{a|x|} |z(x)|^2 \, dx \right)^{1-p},
\]

from which and (5.29), we find that

\[
\int_{\mathbb{R}^n} |z(x)|^2 \, dx \\
\leq C \left( 1 + \frac{p^n}{(a(T - \tau))^n} \right) \left( \int_{B^n_c(0)} |\varphi(x, \tau; T, z)|^2 \, dx \right)^p \left( \int_{\mathbb{R}^n} e^{a|x|} |z(x)|^2 \, dx \right)^{1-p}.
\]

This, along with the Young inequality, yields (5.28).

Next, we will use Lemma 5.1 and (5.28) to prove (5.27). For this purpose, we let

\[
X \triangleq L^2(\mathbb{R}^n; \mathbb{C}) = X^*, \quad Y \triangleq L^2(\mathbb{R}^n; \mathbb{C}) = Y^* \quad \text{and} \quad Z \triangleq X_a,
\]

where the space \(X_a\) is given by (5.25). Define two operators \(\mathcal{R} : Z \to X\) and \(\mathcal{O} : Z \to Y\) by

\[
\mathcal{R} z \triangleq z \quad \text{for each} \quad z \in X_a; \quad \mathcal{O} z \triangleq \chi_{B^n_c(0)}(\cdot) \varphi(\cdot, \tau; T, z) \quad \text{for each} \quad z \in X_a,
\]

One can directly check that

\[
\mathcal{R}^* f = f, \quad \forall f \in L^2(\mathbb{R}^n; \mathbb{C}); \quad \mathcal{O}^* h = u_2(\cdot, T; 0, h), \quad \forall h \in L^2(\mathbb{R}^n; \mathbb{C}).
\]

Arbitrarily fix \(\varepsilon > 0\). By (5.28), (5.31) and (5.25), we can use a standard density argument to verify that

\[
\|\mathcal{R} z\|_{L^2(\mathbb{R}^n; \mathbb{C})} \leq C_2 \|\mathcal{O} z\|^2_{L^2(\mathbb{R}^n; \mathbb{C})} + \varepsilon_2 \|z\|^2_{X_a} \quad \text{for each} \quad z \in X_a
\]

where

\[
C_2 \triangleq C \left( 1 + \frac{p^n}{(a(T - \tau))^n} \right) \varepsilon^{\frac{1-p}{p}} \quad \text{and} \quad \varepsilon_2 \triangleq C \left( 1 + \frac{p^n}{(a(T - \tau))^n} \right) \varepsilon.
\]

Arbitrarily fix \(u_0\) and \(u_T\) in \(L^2(\mathbb{R}^n; \mathbb{C})\). Define a function \(f\) by

\[
f \triangleq u_T - e^{i\Delta T} u_0 \quad \text{over} \quad \mathbb{R}^n.
\]

According to Lemma 5.1 and (5.33), there exists \(h^f \in L^2(\mathbb{R}^n; \mathbb{C})\) (depending on \(\varepsilon, u_0\) and \(u_T\)) so that

\[
\frac{1}{C_2} \|h^f\|^2_{L^2} + \frac{1}{\varepsilon_2} \|\mathcal{R}^* f - \mathcal{O}^* h^f\|^2_{L^2} \leq \|f\|^2_{X_a^*}.
\]

From this, (5.30), (5.32), (5.34), (5.35) and (5.26), we obtain (5.27). This ends the proof of this theorem.

\[\square\]

Remark 5.6. The above theorem can be understood follows: For each \(u_0, u_T \in L^2(\mathbb{R}^n; \mathbb{C})\) and \(\varepsilon > 0\), there exists a control (in \(L^2(\mathbb{R}^n; \mathbb{C})\)) steering the solution of (5.24) from \(u_0\) at time 0 to the target \(B^n_{\varepsilon X_a^*}(u_T)\) at time \(T\). (Here, \(B^n_{\varepsilon X_a^*}(u_T)\) denotes the closed ball in \(X_a^*\), centered at \(u_T\) and of radius \(\varepsilon\).) Moreover, a bound of the norm of this control is explicitly given.
Finally, we will use the inequality (1.6) in Theorem 1.3, as well as Lemma 5.1, to get some kind of approximate null controllability for the following impulse controlled Schrödinger equation:

\[
\begin{align*}
\begin{cases}
    i\partial_t u(x, t) + \Delta u(x, t) = \delta_{\{t=0\}} \chi_{B_{r_1}(x')}(x) h(x, t), & (x, t) \in \mathbb{R}^n \times (0, T), \\
    u(x, 0) = u_0, & x \in \mathbb{R}^n,
\end{cases}
\end{align*}
\]

where \( T > 0, x' \in \mathbb{R}^n \) and \( r_1 > 0 \), both the initial data \( u_0 \) and the control \( h \) are taken from the space \( L^2(\mathbb{R}^n; \mathbb{C}) \).

Write \( u_3(\cdot, \cdot; u_0, h) \) for the solution to the equation (5.36). Define, for each \( r_2 > 0 \) and \( x'' \in \mathbb{R}^n \), the following subspace:

\[
\overline{L}^2(B_{r_2}(x''); \mathbb{C}) = \{ f \in L^2(\mathbb{R}^n; \mathbb{C}) : f = 0 \mbox{ over } B_{r_2}^c(x'') \}.
\]

**Theorem 5.7.** Let \( x', x'' \in \mathbb{R}^n, r_1, r_2 > 0, a > 0 \) and \( T > 0 \). Let \( C > 0 \) and \( p > 0 \) be given by Theorem 1.3.

Then for each \( \varepsilon > 0 \) and \( u_0 \in \overline{L}^2(B_{r_2}(x''); \mathbb{C}) \), there is a control \( h \in L^2(\mathbb{R}^n; \mathbb{C}) \) so that

\[
\varepsilon^{-\frac{1-p}{p}} \int_{\mathbb{R}^n} |h(x)|^2 \, dx + \varepsilon^{-1} \| u_3(\cdot, T; u_0, h) \|^2_{L^2_x} \leq Cr_2^n ((aT) \wedge r_1)^{-n} \int_{B_{r_2}(x'')} |u_0(x)|^2 \, dx.
\]

**Proof.** First of all, we claim that for each \( z \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \) and each \( \varepsilon > 0 \),

\[
\int_{B_{r_2}(x'')} |\varphi(x, 0; T, z)|^2 \, dx \leq C r_2^n ((aT) \wedge r_1)^{-n} \left( \int_{B_{r_1}(x')} |\varphi(x, 0; T, z)|^2 \, dx + \varepsilon \int_{\mathbb{R}^n} e^{a|x|}|z(x)|^2 \, dx \right).
\]

To this end, we arbitrarily fix \( z \in C_0^\infty(\mathbb{R}^n; \mathbb{C}) \). It follows from (1.2) and (5.11) that

\[
\overline{u}(x, t; z) = \varphi(x, T - t; T, z), \ (x, t) \in \mathbb{R}^n \times [0, T].
\]

Then by Theorem 1.3 (where \( u_0 = z \)), we find that

\[
\int_{B_{r_2}(x'')} |\overline{u}(x, T; z)|^2 \, dx \leq C r_2^n ((aT) \wedge r_1)^{-n} \left( \int_{B_{r_1}(x')} |\overline{u}(x, T; z)|^2 \, dx + \varepsilon \int_{\mathbb{R}^n} e^{a|x|}|z(x)|^2 \, dx \right)^{1-\theta_p}.
\]

This, along with (5.40), leads to that

\[
\int_{B_{r_2}(x'')} |\varphi(x, 0; T, z)|^2 \, dx \leq C r_2^n ((aT) \wedge r_1)^{-n} \left( \int_{B_{r_1}(x')} |\varphi(x, 0; T, z)|^2 \, dx \right)^{\theta_p} \left( \int_{\mathbb{R}^n} e^{a|x|}|z(x)|^2 \, dx \right)^{1-\theta_p}.
\]

Now (5.39) follows from the above inequality and the Young inequality at once.

Next, we will use Lemma 5.1 and (5.39) to prove (5.38). For this purpose, we let

\[
X \triangleq \overline{L}^2(B_{r_2}(x'')); \mathbb{C}) = X^*, \ Y \triangleq L^2(\mathbb{R}^n; \mathbb{C}) = Y^* \mbox{ and } Z \triangleq X_a,
\]

where the space \( X_a \) is given by (5.25). Define two operators \( \mathcal{R} : Z \to X \) and \( \mathcal{O} : Z \to Y \) by

\[
\mathcal{R}z = \chi_{B_{r_2}^c(x'')} \varphi(\cdot, 0; T, z) \mbox{ for each } z \in X_a;
\]

\[
\mathcal{O}z = \chi_{B_{r_1}^c(x') \varphi(\cdot, 0; T, z) \mbox{ for each } z \in X_a,
\]

(5.42)
One can directly check that

\[ R^*f = u_3(\cdot; T; f, 0), \forall f \in \tilde{L}^2(B_{r_2}(x'')); \mathbb{C}; \quad O^*h = u_3(\cdot; T; 0, h), \forall h \in L^2(\mathbb{R}^n; \mathbb{C}). \tag{5.43} \]

Arbitrarily fix \( \varepsilon > 0 \). By (5.39), (5.42) and (5.25), we can use a standard density argument to verify that

\[ \| Rz \|_X^2 \leq C_3\| Oz \|_Y^2 + \varepsilon_3\| z \|_Z^2 \quad \text{for all} \quad z \in Z, \tag{5.44} \]

where

\[ C_3 \triangleq Cr^n_2 \left((aT) \land r_1 \right)^{-n} \varepsilon^{-\frac{1-\theta p}{\theta p}} \quad \text{and} \quad \varepsilon_3 \triangleq Cr^n_2 \left((aT) \land r_1 \right)^{-n} \varepsilon. \tag{5.45} \]

Arbitrarily fix \( u_0 \in \tilde{L}^2(B_{r_2}(x'')); \mathbb{C} \) (given by (5.37)). From Lemma 5.1 and (5.44), we find that there exists \( h^{u_0} \) (depending on \( \varepsilon \) and \( u_0 \)) so that

\[ \frac{1}{C_3}\| h^{u_0} \|_Y^2 + \frac{1}{\varepsilon_3}\| R^*u_0 - O^*h^{u_0} \|_Z^2 \leq \| u_0 \|_X^2. \]

This, along with (5.41), (5.43), (5.45) and (5.26), yields (5.38). This ends the proof of this theorem.

\[ \square \]

Remark 5.8. The above theorem can be understood as follows: For each \( u_0 \in \tilde{L}^2(B_{r_2}(x'')); \mathbb{C} \) and \( \varepsilon > 0 \), there exists a control (in \( L^2(\mathbb{R}^n; \mathbb{C}) \)) steering the solution of (5.36) from \( u_0 \) at time 0 to the target \( B^X_{r_2}(0) \) at time \( T \). Moreover, a bound of the norm of this control is explicitly given.

### 5.3 The applications of Theorem 1.4-Theorem 1.6 to controllability

First, we will use the inequality (1.8) in Theorem 1.4, as well as Lemma 5.1, to get some kind of exact controllability for the following impulse controlled Schrödinger equation:

\[
\begin{aligned}
\left\{ \begin{array}{ll}
\ddot{u}(x,t) + \Delta u(x,t) = \delta(t=\tau) \chi_{B_{r}(0)}(x) h(x,t), & (x,t) \in \mathbb{R}^n \times (0,T),

u(x,0) = u_0, & x \in \mathbb{R}^n,
\end{array} \right.
\end{aligned}
\tag{5.46}
\]

where \( T \) and \( \sigma \) be two numbers with \( 0 \leq \tau < T, r > 0 \), both the initial data \( u_0 \) and the control \( h \) are taken from the space \( L^2(\mathbb{R}^n; \mathbb{C}) \). Write \( u_4(\cdot; \cdot; u_0,h) \) for the solution to the equation (5.46).

**Theorem 5.9.** Let \( 0 \leq \tau < T, r > 0 \) and \( N > 0 \). Let \( C \triangleq C(n) > 0 \) be given by Theorem 1.4. Then for each \( u_0, u_T \in L^2(\mathbb{R}^n; \mathbb{C}) \), there is a control \( h \in L^2(\mathbb{R}^n; \mathbb{C}) \) so that

\[ u_4(x, T; u_0, h) = u_T, \quad x \in B_N(0) \tag{5.47} \]

and so that

\[ \| h \|_{L^2(\mathbb{R}^n; \mathbb{C})} \leq e^{C(1+\frac{N}{\tau})} \| u_T - e^{\Delta T} u_0 \|_{L^2(\mathbb{R}^n; \mathbb{C})}. \tag{5.48} \]

**Proof.** First of all, we claim that for each \( z \in \tilde{L}^2(B_N(0); \mathbb{C}) \),

\[ \int_{\mathbb{R}^n} |z(x)|^2 \, dx \leq e^{C(1+\frac{N}{\tau})} \int_{B_{r}(0)} |\varphi(x, \tau; T, z)|^2 \, dx. \tag{5.49} \]
(Here, \( \bar{L}^2(B_N(0); \mathbb{C}) \) is given by (5.37), with \( B_{r_N}(x'') \) being replaced by \( B_N(0) \).) To this end, arbitrarily fix \( z \in \bar{L}^2(B_N(0); \mathbb{C}) \). It follows from (1.2) and (5.11) that
\[
\bar{u}(x, t; \bar{z}) = \varphi(x, T - t; t, z), \quad (x, t) \in \mathbb{R}^n \times [0, T].
\] (5.50)

Then by Theorem 1.4 (where \( u_0 \) and \( T \) are replaced by \( \bar{z} \) and \( T - \tau \), respectively), we find that
\[
\int_{\mathbb{R}^n} |\bar{z}(x)|^2 \, dx \leq e^{C(1 + \frac{\|\bar{z}\|_2}{\tau})} \int_{B^c_r(0)} |\bar{u}(x, T - \tau; \bar{z})|^2 \, dx,
\]
where \( C > 0 \) is given by Theorem 1.4. This, along with (5.50), leads to (5.49).

Next, we will use Lemma 5.1 and (5.49) to prove (5.47) and (5.48). Let
\[
X \triangleq L^2(\mathbb{R}^n; \mathbb{C}) = X^*, \quad Y \triangleq L^2(\mathbb{R}^n; \mathbb{C}) = Y^* \quad \text{and} \quad Z \triangleq \bar{L}^2(B_N(0); \mathbb{C}) = Z^*.
\] (5.51)

Define two operators \( \mathcal{R} : Z \to X \) and \( \mathcal{O} : Z \to Y \) by
\[
\mathcal{R} z \triangleq z \quad \text{for each} \quad z \in \bar{L}^2(B_N(0); \mathbb{C});
\]
\[
\mathcal{O} z \triangleq \chi_{B_r^c(0)}(\cdot) \varphi(\cdot, \tau; T, z) \quad \text{for each} \quad z \in \bar{L}^2(B_N(0); \mathbb{C}).
\] (5.52)

One can directly check that
\[
\mathcal{R}^* f = \chi_{B_N(0)} f, \quad \forall f \in L^2(\mathbb{R}^n; \mathbb{C}); \quad \mathcal{O}^* h = \chi_{B_N(0)} u_4(\cdot, T; 0, h), \quad \forall h \in L^2(\mathbb{R}^n; \mathbb{C}).
\] (5.53)

From (5.49) and (5.52), we find that
\[
\|\mathcal{R} z\|_X^2 \leq e^{C(1 + \frac{\|\bar{z}\|_2}{\tau})} \|\mathcal{O} \bar{z}\|_X^2 + \frac{1}{k} \|z\|_Z^2 \quad \text{for all} \quad k \in \mathbb{N}^+, \quad z \in Z.
\] (5.54)

Arbitrarily fix \( u_0 \), \( u_T \in L^2(\mathbb{R}^n; \mathbb{C}) \). Define a function \( f \) by
\[
f \triangleq u_T - e^{i\Delta T} u_0 \quad \text{over} \quad \mathbb{R}^n.
\] (5.55)

By Lemma 5.1 and (5.54), it follows that there exists \( h_k^f \in L^2(\mathbb{R}^n; \mathbb{C}) \) so that
\[
e^{-C(1 + \frac{\|\bar{z}\|_2}{\tau})} \|h_k^f\|_X^2 + k \|\mathcal{R}^* f - \mathcal{O}^* h_k^f\|_Z^2 \leq \|f\|_X^2 \quad \text{for all} \quad k \in \mathbb{N}^+.
\] (5.56)

Since \( \{h_k^f\}_{k=1}^\infty \) is bounded in \( L^2(\mathbb{R}^n; \mathbb{C}) \) (see (5.56) and (5.51)), there exits a subsequence \( \{k_j\}_{j=1}^\infty \) of \( \mathbb{N}^+ \) and \( h^f \in L^2(\mathbb{R}^n; \mathbb{C}) \) so that
\[
h_{k_j}^f \rightharpoonup h^f \quad \text{weakly in} \quad L^2(\mathbb{R}^n; \mathbb{C}), \quad \text{as} \quad j \to \infty
\]
and so that
\[
\mathcal{R}^* f - \mathcal{O}^* h_{k_j}^f \rightharpoonup \mathcal{R}^* f - \mathcal{O}^* h^f \quad \text{weakly in} \quad L^2(B_N(0); \mathbb{C}), \quad \text{as} \quad j \to \infty.
\]

These yield that
\[
\|h^f\|_{L^2(\mathbb{R}^n; \mathbb{C})} \leq \liminf_{j \to \infty} \|h_{k_j}^f\|_{L^2(\mathbb{R}^n; \mathbb{C})}^2; \quad \|\mathcal{R}^* f - \mathcal{O}^* h^f\|_{L^2(B_N(0); \mathbb{C})} \leq \liminf_{j \to \infty} \|\mathcal{R}^* f - \mathcal{O}^* h_{k_j}^f\|_{L^2(B_N(0); \mathbb{C})}.
\]
From these and (5.56), it follows that
\[ \mathcal{R}^* f = \mathcal{O}^* h^I \text{ over } B_N(0) \text{ and } \|h^I\|^2_{L^2(\mathbb{R}^n; \mathbb{C})} \leq e^{C\left(\frac{1}{\varepsilon^r} \right)} \|f\|^2_{L^2(\mathbb{R}^n; \mathbb{C})}, \tag{5.57} \]

Now, (5.13) and (5.14) follow from (5.51), (5.57), (5.53) and (5.55) at once. This ends the proof of this theorem.

\[ \square \]

**Remark 5.10.** The above theorem can be understood as follows: For each \( u_0, u_T \in L^2(\mathbb{R}^n; \mathbb{C}) \) and \( N > 0 \), there exists a control in \( L^2(\mathbb{R}^n; \mathbb{C}) \) steering the solution of (5.46) from \( u_0 \) at time 0 to \( u_T \) at time \( T \) over \( B_N(0) \).

Moreover, a bound of the norm of this control is explicitly given.

Next, we will use the inequality (1.9) in Theorem 1.5, as well as Lemma 5.1, to get some kind of approximate null controllability for the following impulse controlled Schrödinger equation:
\[
\begin{aligned}
&\left\{ \begin{array}{l}
\partial_t u(x, t) + \Delta u(x, t) = \delta_{(t=0)} \chi_{B_r(x_0)}(x) h(x, t), \quad (x, t) \in \mathbb{R}^n \times (0, T), \\
u(x, 0) = u_0, \quad x \in \mathbb{R}^n,
\end{array} \right.
& \tag{5.58}
\end{aligned}
\]
where \( T > 0, x_0 \in \mathbb{R}^n \) and \( r > 0 \), both the initial data \( u_0 \) and the control \( h \) are taken from the space \( L^2(\mathbb{R}^n; \mathbb{C}) \).

Write \( u_5(\cdot; u_0, h) \) for the solution to the equation (5.58). Before state the main result, we define, for each \( b > 0 \) and \( x' \in \mathbb{R}^n \), the following space:
\[ X_{b, x'} \triangleq \left\{ f \in L^2(\mathbb{R}^n; \mathbb{C}) : \int_{\mathbb{R}^n} e^{b|x-x'|} |f(x)|^2 \, dx < \infty \right\}, \]
with the norm \( \| \cdot \|_{X_{b, x'}} \) given by
\[ \|f\|_{X_{b, x'}} \triangleq \left( \int_{\mathbb{R}^n} e^{b|x-x'|} |f(x)|^2 \, dx \right)^{1/2}, \quad f \in X_{b, x'}. \]

One can directly check that the dual space of \( X_{b, x'} \) is as
\[ X^*_{b, x'} = C_c^\infty(\mathbb{R}^n; \mathbb{C}) \mathbb{C} \| X_{b, x'}^* \],
with the norm \( \| \cdot \|_{X^*_{b, x'}} \) given by
\[ \|g\|_{X^*_{b, x'}} \triangleq \left( \int_{\mathbb{R}^n} e^{-b|x-x'|} |g(x)|^2 \, dx \right)^{1/2}, \quad g \in C_c^\infty(\mathbb{R}^n; \mathbb{C}). \]

**Theorem 5.11.** Let \( x_0, x' \in \mathbb{R}^n, r > 0, a > 0, b > 0 \) and \( T > 0 \). Let \( C(x_0, x', r, a, b, T) \) and \( C \) be given by Theorem 1.5. Then for each \( \varepsilon \in (0, 1) \) and \( u_0 \in X_{b, x'} \), there is a control \( h \in L^2(\mathbb{R}^n; \mathbb{C}) \) so that
\[
\frac{1}{\varepsilon} e^{-\left(\frac{1}{\varepsilon^r} \right)} \left( \int_{\mathbb{R}^n} |h(x)|^2 \, dx + \frac{1}{\varepsilon} \|u_5(\cdot; T, u_0, h)\|^2_{X_{b, x'}} \right) \leq C(x_0, x', r, a, b, T) \|u_0\|^2_{X_{b, x'}}. \tag{5.59}
\]

**Proof.** First of all, we claim that for each \( z \in C_c^\infty(\mathbb{R}^n; \mathbb{C}) \) and each \( \varepsilon \in (0, 1) \),
\[
\int_{\mathbb{R}^n} e^{-b|x-x'|} |\varphi(x, 0; T, z)|^2 \, dx \leq C(x_0, x', r, a, b, T) \left( \varepsilon e^{-\left(\frac{1}{\varepsilon^r} \right)} \right) \int_{B_r(x_0)} |\varphi(x, 0; T, z)|^2 \, dx + \varepsilon \int_{\mathbb{R}^n} e^{a|x|} |z(x)|^2 \, dx.
\]

To this end, we arbitrarily fix \( z \in C_c^\infty(\mathbb{R}^n; \mathbb{C}) \). It follows from (1.2) and (5.11) that
\[
u(x, t; z) = \varphi(x, T - t; T, z), \quad (x, t) \in \mathbb{R}^n \times [0, T]. \tag{5.61}
\]
Then by Theorem 1.5 (where \(u_0 = \bar{e}\)), we find that for each \(\varepsilon \in (0, 1)\),
\[
\int_{\mathbb{R}^n} e^{-b|x-x'|} |u(x, T; \bar{e})|^2 \, dx 
\leq C(x_0, x', r, a, b, T) \left( \varepsilon e^{\varepsilon^{-1} \frac{c_0(x_0, x', r, a, b, T)}{\varepsilon}} \int_{B_r(x_0)} |u(x, T; \bar{e})|^2 \, dx + \varepsilon \int_{\mathbb{R}^n} e^{a|x||z(x)|} \, dx \right).
\]
This, along with (5.61), leads to (5.60).

Next, we will use Lemma 5.1 and (5.60) to prove (5.59). For this purpose, we let
\[
X \triangleq X_{b,x'}, Y \triangleq L^{2}(\mathbb{R}^n; \mathbb{C}) = Y^* \quad \text{and} \quad Z \triangleq X_a,
\]
where the space \(X_a\) is given by (5.25). Define two operators \(\mathcal{R} : Z \to X\) and \(\mathcal{O} : Z \to Y\) by
\[
\mathcal{R}z \triangleq \varphi(\cdot, 0; T, z); \quad \mathcal{O}z \triangleq \chi_{B_r(x_0)}(\cdot)\varphi(\cdot, 0; T, z) \quad \text{for all} \quad z \in X_a.
\]
One can directly check that
\[
\mathcal{R}^* f = u_5(\cdot, T; f, 0), \quad \forall f \in X_{b,x'}; \quad \mathcal{O}^* h = u_5(\cdot, T; 0, h), \quad \forall h \in L^{2}(\mathbb{R}^n; \mathbb{C}).
\]

Arbitrarily fix \(\varepsilon \in (0, 1)\). From (5.60), (5.62) and (5.25), we can use a standard density argument to get that
\[
\|\mathcal{R}z\|^2_X \leq C_5 \|\mathcal{O}z\|^2_Y + \varepsilon_5 \|z\|^2_Z \quad \text{for each} \quad z \in Z,
\]
where
\[
C_5 \triangleq C(x_0, x', r, a, b, T) \varepsilon e^{\varepsilon^{-1} \frac{c_0(x_0, x', r, a, b, T)}{\varepsilon}} \quad \text{and} \quad \varepsilon_5 \triangleq C(x_0, x', r, a, b, T) \varepsilon.
\]
Arbitrarily fix \(u_0 \in C_0^\infty(\mathbb{R}^n; \mathbb{C})\). Define a function \(f\) by
\[
f(x) \triangleq u_0(x), \quad x \in \mathbb{R}^n.
\]
Then by Lemma 5.1 and (5.64), there exists \(h^f\) (depending on \(\varepsilon\) and \(u_0\)) so that
\[
\frac{1}{C_5} \|h^f\|^2_Y + \frac{1}{\varepsilon_5} \|\mathcal{R}^* f - \mathcal{O}^* h^f\|^2_Z \leq \|f\|^2_X.
\]
This, along with (5.63), (5.65), (5.66) and (5.26), yields that (5.59) holds. This ends the proof of this theorem.

\[\square\]

**Remark 5.12.** The above theorem can be understood as follows: For each \(u_0 \in X_{b,x'}\) and \(\varepsilon > 0\), there exists a control (in \(L^{2}(\mathbb{R}^n; \mathbb{C})\)) steering the solution of (5.58) from \(u_0\) at time 0 to the target \(B^X_{\varepsilon}(0)\) at time \(T\). Moreover, a bound of the norm of this control is explicitly given.

Finally, we will use the inequality (1.10) in Theorem 1.6, as well as Lemma 5.1, to get some kind of approximate controllability for the following impulse controlled Schrödinger equation:
\[
\begin{cases}
  i \partial_t u(x, t) + \Delta u(x, t) = \delta(t=\tau) \chi_{B_r(x_0)}(x) h(x, t), & (x, t) \in \mathbb{R}^n \times (0, T), \\
  u(x, 0) = u_0, & x \in \mathbb{R}^n,
\end{cases}
\]

(5.67)
where $T > \tau \geq 0$, $x_0 \in \mathbb{R}^n$ and $r > 0$, both the initial data $u_0$ and the control $h$ are taken from the space $L^2(\mathbb{R}^n; \mathbb{C})$. Write $u_0(\cdot; u_0, h)$ for the solution to the equation (5.67). For each $a > 0$, we write $Q_a$ for the completion of $C_0^\infty(\mathbb{R}^n; \mathbb{C})$ in the following norm:

$$
\|f\|_{Q_a} = \left( \int_{\mathbb{R}^n} e^a|f(x)|^2 \, dx + \|f\|^2_{L^{n+3}(\mathbb{R}^n; \mathbb{C})} \right)^{\frac{1}{2}}, \quad f \in C_0^\infty(\mathbb{R}^n; \mathbb{C}).
$$

(5.68)

One can easily check that the space $Q_a$ is continuously imbedded to $L^2(\mathbb{R}^n; \mathbb{C})$. Denote by $Q_a^*$ the dual space of $Q_a$ with respect to the pivot space $L^2(\mathbb{R}^n; \mathbb{C})$.

**Theorem 5.13.** Let $x_0 \in \mathbb{R}^n$, $r > 0$, $a > 0$ and $T > \tau \geq 0$. Let $C(x_0, r, a, T - \tau)$ be given by Theorem 1.6, with $T$ being replaced by $T - \tau$. Then for each $\varepsilon \in (0, 1)$ and $u_0, u_T \in L^2(\mathbb{R}^n; \mathbb{C})$, there is a control $h \in L^2(\mathbb{R}^n; \mathbb{C})$ so that

$$
\varepsilon^{-1} e^{-\varepsilon^{-2}} \int_{\mathbb{R}^n} |h(x)|^2 \, dx + \varepsilon^{-1} \|u_0(\cdot; T; u_0, h) - u_T(\cdot)\|_{Q_a^*}^2 \leq C(x_0, r, a, T - \tau) \|u_T - e^{i\Delta T} u_0\|_{L^2(\mathbb{R}^n; \mathbb{C})}^2.
$$

(5.69)

**Proof.** First of all, we claim that for each $z \in C_0^\infty(\mathbb{R}^n; \mathbb{C})$ and each $\varepsilon \in (0, 1)$,

$$
\int_{\mathbb{R}^n} |z(x)|^2 \, dx \leq C(x_0, r, a, T - \tau) \left( \varepsilon e^{\varepsilon^{-2}} \int_{B_r(x_0)} |\phi(x; T; z)|^2 \, dx + \varepsilon \left( \int_{\mathbb{R}^n} e^a|x| \, dx + \|z\|^2_{L^{n+3}(\mathbb{R}^n; \mathbb{C})} \right) \right).
$$

(5.70)

To this end, we arbitrarily fix $z \in C_0^\infty(\mathbb{R}^n; \mathbb{C})$. It follows from (1.2) and (5.11) that

$$
\overline{u(x, t; z)} = \phi(x; T - t; T, z), \quad (x, t) \in \mathbb{R}^n \times [0, T].
$$

(5.71)

Then by Theorem 1.6 (where $(u_0, z)$ is replaced by $(\overline{z}, T - \tau)$), we find that for each $\varepsilon \in (0, 1)$,

$$
\int_{\mathbb{R}^n} |\overline{z}(x)|^2 \, dx \leq C(x_0, r, a, T - \tau) \left( \varepsilon \left( \int_{\mathbb{R}^n} e^{\varepsilon^{-2}} e^a|x| \, dx + \|z\|^2_{H^\infty(\mathbb{R}^n; \mathbb{C})} \right) + \varepsilon e^{\varepsilon^{-2}} \int_{B_r(x_0)} |u(x; T - \tau; \overline{z})|^2 \, dx \right),
$$

This, along with (5.71), leads to (5.70).

Next, we will use Lemma 5.1 and (5.70) to prove (5.69). Let

$$
X \triangleq L^2(\mathbb{R}^n; \mathbb{C}) = X^*, \quad Y \triangleq L^2(\mathbb{R}^n; \mathbb{C}) = Y^* \quad \text{and} \quad Z \triangleq Q_a,
$$

where $Q_a$ is given by (5.68). Define two operators $\mathcal{R} : Z \to X$ and $\mathcal{O} : Z \to Y$ by

$$
\mathcal{R} z \triangleq z; \quad \mathcal{O} z \triangleq \chi_{B_r(x_0)}(\cdot) \phi(\cdot; \tau; T, z) \quad \text{for each} \ z \in Z.
$$

(5.72)

One can directly check that

$$
\mathcal{R}^* f = f, \quad \forall f \in L^2(\mathbb{R}^n; \mathbb{C}); \quad \mathcal{O}^* h = u_0(\cdot; T; 0, h), \quad \forall h \in L^2(\mathbb{R}^n; \mathbb{C}).
$$

(5.73)

Arbitrarily fix $\varepsilon \in (0, 1)$. From (5.70), (5.72) and (5.68), we can use a standard density argument to get that

$$
\|\mathcal{R} z\|_X^2 \leq C_6 \|\mathcal{O} z\|_Y^2 + \varepsilon_6 \|z\|_Z^2 \quad \text{for each} \ z \in Q_a.
$$

(5.74)
where
\[ C_6 \triangleq C(x_0, r, a, T - \tau) e^{\varepsilon^2} \quad \text{and} \quad \varepsilon_6 \triangleq C(x_0, r, a, T - \tau) \varepsilon. \] (5.75)

Arbitrarily fix \( u_0 \) and \( u_T \) in \( L^2(\mathbb{R}^n; \mathbb{C}) \). Define a function \( f \) by
\[ f \triangleq u_T - e^{i\Delta T} u_0 \quad \text{over} \quad \mathbb{R}^n. \] (5.76)

Then by Lemma 5.1 and (5.74), there exists \( h^f \) (depending on \( \varepsilon, u_0 \) and \( u_T \)) so that
\[ \frac{1}{C_6} \| h^f \|_{Y^*}^2 + \frac{1}{\varepsilon_6} \| R^* f - O^* h^f \|_{Z^*}^2 \leq \| f \|_{X^*}^2, \]
which, along with (5.73), (5.75) and (5.76), leads to (5.69). This ends the proof of the theorem.

\[ \square \]

**Remark 5.14.** The above theorem can be understood as follows: For each \( u_0, u_T \in L^2(\mathbb{R}^n; \mathbb{C}) \) and \( \varepsilon > 0 \), there exists a control (in \( L^2(\mathbb{R}^n; \mathbb{C}) \)) steering the solution of (5.67) from \( u_0 \) at time 0 to the target \( B_{Q^* \varepsilon}(u_T) \) at time \( T \). Here, \( B_{Q^* \varepsilon}(u_T) \) denotes the closed ball in \( Q^* \varepsilon \), centered at \( u_T \) and of radius \( \varepsilon \). Moreover, a bound of the norm of this control is explicitly given.
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