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Abstract—Urban traffic scenarios often require a high degree of cooperation between traffic participants to ensure safety and efficiency. Observing the behavior of others, humans infer whether or not others are cooperating. This work aims to extend the capabilities of automated vehicles, enabling them to cooperate implicitly in heterogeneous environments. Continuous actions allow for arbitrary trajectories and hence are applicable to a much wider class of problems than existing cooperative approaches with discrete action spaces. Based on cooperative modeling of other agents, Monte Carlo Tree Search (MCTS) in conjunction with Decoupled-UCT evaluates the action-values of each agent in a cooperative and decentralized way, respecting the interdependence of actions among traffic participants. The extension to continuous action spaces is addressed by incorporating novel MCTS-specific enhancements for efficient search space exploration. The proposed algorithm is evaluated under different scenarios, showing that the algorithm is able to achieve effective cooperative planning and generate solutions egocentric planning fails to identify.

I. INTRODUCTION

While the capabilities of automated vehicles are evolving, they still lack an essential component that distinguishes them from human drivers in their behavior - the ability to cooperate (implicitly) with others. Unlike today’s automated vehicles, human drivers include the (subtle) actions and intentions of other drivers in their decisions. Thus they are able to demand or offer cooperative behavior even without explicit communication. In recent years many research projects have addressed cooperative driving. Yet, the focus to date has been on explicit cooperation, which requires communication between vehicles or vehicles and infrastructure ([1], [2], [3]).

In the foreseeable future neither all vehicles will have the necessary technical equipment to enable communication between vehicles and the infrastructure, nor will algorithms be standardized to such an extent that communicated environmental information and behavioral decisions will be considered uniformly. Hence, automated vehicles should be able to cooperate with other traffic participants even without communication.

Automated vehicles nowadays conduct non-cooperative planning, neglecting the interdependence in decision-making. In general this leads to sub-optimal plans and in the worst case to situations that can only be mitigated by emergency actions such as braking. If the perception and decision making by the individual road user is taken into account, trajectory sequences can be planned with foresight and safety-critical traffic situations can be prevented.

Existing frameworks that integrate prediction and planning to model interdependencies and achieve cooperative decision making ([4], [5], [6], [7]) are restricted to a discrete set of actions. However, the multitude of possible traffic scenarios in urban environments require a holistic solution without a priori discretization of the action space.

Thus this work develops a cooperative situation-independent selection of possible actions for each traffic participant, addressing situations with a high degree of interaction between road users, e.g., road constrictions due to parked vehicles or situations that require to merge into moving traffic.

Fig. 1: Phases of Monte Carlo Tree Search for a passing maneuver; the selection phase descends the tree by selecting auspicious future states until a state is encountered that has untried actions left. After the expansion of the state a simulation of subsequent actions is run until the planning horizon is reached. The result is backpropagated to all states along the selected path. Ultimately this process converges to the optimal policy.
eled as a multi-agent markov decision process (MDP) with simultaneous decision making by all agents [8]. With the help of Monte Carlo Tree Search (MCTS) the optimal policy is inferred. Monte Carlo Tree Search, a special reinforcement learning method [9], has shown great potential during multiple occasions facing problems with large branching factors. AlphaGo, the Go software that reached super-human performance is the most prominent example ([10], [11]). MCTS improves value estimates of actions by conducting model-based simulations until a terminal state is reached and uses backpropagation to update the nodes along the taken action sequence. These improved value estimates are essential to direct the selection and expansion phases towards promising areas of the search space. Browne et al. [12] present a thorough overview of MCTS and its extensions. An example for the domain of automated driving is depicted in Fig. 1.

The resulting algorithm, DeCoC-MCTS, plans decentralized cooperative trajectories sampling continuous action spaces. The problem of decentralized simultaneous decision making is modeled as a matrix game and solved by Decoupled-UCT (a variant of MCTS, [13], [7]), removing dependencies on the decisions of others. In order to cope with the combinatorial explosion resulting from continuous action spaces, we enhance the plain MCTS with semantic move groups, kernel updates and guided exploration. The resulting algorithm is able to perform cooperative maneuvers in tight spaces that are common in urban environments.

This paper is structured as follows: First, a brief overview of research on cooperative automated driving is given in section II. Section III introduces the terminology and defines the problem formally. The general approach to the problem and enhancements to the plain MCTS are presented in Section IV. Last, DeCoC-MCTS’s extensions for continuous action spaces are evaluated and it’s capabilities are compared to other planning methods.

II. RELATED WORK

Cooperative planning takes the actions, intentions and interdependencies of all traffic participants into consideration and seeks to maximize the total utility by following the best combined action. It is important to note that cooperation does not need to be beneficial for each agent (rational cooperation), but that it is sufficient if the combined utility increases given a reference point ([2], [14]).

One approach that generates cooperative plans for highway scenarios first determines the best individual plan using an egoistic driver model. In case this plan results in a conflict a recursive pairwise conflict resolution process is initiated based on the assumption that decisions depend on the traffic ahead. The algorithm performs an exhaustive search over the available maneuver combinations and the lowest non conflicting solution is chosen [15].

Similarly Düring et al. [2] conduct an exhaustive search over a communicated set of discrete actions between two vehicles and choose the joint action with the minimum cost. Building on this, extensions have been developed that aim to incorporate fairness improvements avoiding that cooperation becomes single sided [14].

Instead of conducting an exhaustive search that quickly becomes intractable for multiple traffic participants and longer time horizons, the problem of cooperative decision making has been solved employing Monte Carlo Tree Search to estimate the best maneuver combination over multiple time steps ([5], [7]).

Other approaches are not explicitly cooperative, however they do capture the interdependencies of actions as they evaluate the threat resulting from different maneuver combinations, and hence predict the future motions of vehicles [4] and are able to generate proactive cooperative driving actions [6].

Furthermore, off-line calculated maneuver templates can be used to devise cooperative plans. First, the maneuver template needs to match a given traffic scene with specific initial constraints, then the maneuver described in the template is checked for feasibility. If multiple templates are feasible given a specific traffic scene the maneuver template with the lowest cost specifies the cooperative maneuver [16].

While the aforementioned approaches do conduct cooperative planning and most of the approaches consider the interdependency between the decisions of the individual traffic participants, some require communication and none are able to plan cooperative maneuvers for arbitrary action spaces that are required by obstructed road layouts and tight urban spaces.

III. PROBLEM STATEMENT

The problem of cooperative trajectory planning is formulated as a decentralized Markov Decision Process (Dec-MDP). Agents independently choose an action in each time step without knowing the decisions taken by others. Each agent collects an immediate reward and the system is transferred to the next state. Being a cooperative multi-agent system the state transition as well as the reward are dependent on all agents’ actions.

The Dec-MDP is described by the tuple \( \langle \Upsilon, S, A, T, R, \gamma \rangle \), presented in [7].

- \( \Upsilon \) denotes the set of agents indexed by \( i \in 1, 2, \ldots, n \).
- \( S^i \) denotes the state space of an agent, \( S = \times S^i \) represents the joint state space of \( \Upsilon \).
- \( A^i \) denotes the action space of an agent, \( A = \times A^i \) represents the joint action space of \( \Upsilon \).
- \( T : S \times A \times S \rightarrow [0, 1] \) is the transition function \( P(s'|s, a) \) specifying the probability of a transition from state \( s \) to state \( s' \) given the joint action \( a \) chosen by each agent independently.
- \( R : S \times A \times S \rightarrow \mathbb{R} \) is the reward function with \( r(s, s', a) \) denoting the resulting reward of the joint action \( a \).
- \( \gamma \in [0, 1] \) denotes a discount factor controlling the influence of future rewards on the current state.

The superscript \( i \) is used to indicate that a parameter relates to a specific agent \( i \). The joint policy \( \Pi = (\pi^1, \ldots, \pi^n) \) is a solution to the cooperative decision problem. An individual
policy, $\pi^i$, for a single agent, i.e., a mapping from the state to the probability of each available action is given by $\pi^i : S^i \times A^i \rightarrow [0, 1]$. It is the aim of each agent to maximize its expected cumulative reward in the MDP, starting from its current state: $G = \sum \gamma^t r(s, s', a)$ where $t$ denotes the time and $G$ the return, representing the cumulated discounted reward. $V(s)$ is called the state-value function, given by $V^\pi(s) = E[G|s, \pi]$. Similarly, the action-value function $Q(s, a)$ is defined as $Q^\pi(s, a) = E[G|s, a, \pi]$, representing the expected return of choosing action $a$ in state $s$.

The optimal policy starting from state $s$ is defined as $\pi^* = \arg\max_a V^\pi(s)$. The state-value function is optimal under the optimal policy: $\max V = V^\pi^*$, the same is true for the action-value function: $\max Q = Q^\pi^*$. The optimal policy is found by maximizing over $Q^\pi^*(s, a)$:

$$\pi^*(a|s) = \begin{cases} 1 & \text{if } a = \arg\max_a A Q^\pi^*(s, a) \\ 0 & \text{otherwise} \end{cases}$$

The optimal policies can easily be derived, once $Q^*$ has been determined. Hence the goal is to learn the optimal action-value function $Q^*(s, a)$ for a given state-action combination.

IV. APPROACH

While discrete actions as opposed to classical trajectory planning allow to plan over longer periods of time [7], the resolution is insufficient to plan detailed maneuvers. Due to the multitude of possible traffic scenarios in urban environments, a solution with heuristic a priori discretization of the action space of road users is not suitable ([2], [5], [6], [7]). The planning of safe maneuvers within such a dynamic environment can only take place if the trajectory planning is equipped with a situation-independent selection of possible actions for each road user. In order to address driving situations with a high degree of interaction between the road users involved such as road constrictions due to parked vehicles, we employ a MCTS-based approach similar to ([7], [5]) but extend it to continuous action spaces. By extending the method, any desired trajectory sequence can be generated in order to solve complex scenarios through cooperative behavior.

The following subsections first explain the action space and the validation of actions. Based on actions and the resulting state the cooperative reward is described in the following subsection. The last subsections shine some light on the enhancements for continuous action spaces that enable a structured exploration and thus quicker convergence.

A. Action Space

Actions are applied to the vehicle’s state which is given by its position, velocity and acceleration in longitudinal and lateral direction as well as its heading. An action is defined as a pair of values with a longitudinal velocity change $\Delta v_{\text{longitudinal}}$ and a lateral position change $\Delta y_{\text{lateral}}$. The value pair describes the desired change of state to be achieved during the action duration $\Delta T = t_f - t_0$. Using this pair of values in combination with the following initial and terminal conditions for the longitudinal as well as lateral direction, quintic polynomials are solved to generate jerk-minimizing trajectories for the respective direction [17].

The initial conditions for the longitudinal as well as lateral position, velocity and acceleration are determined by the current state. The terminal conditions are defined with:

$$\dot{x}(t_1) = 0$$

$$y(t_1) = 0$$

$$\dot{y}(t_1) = 0$$

The initial and terminal conditions leave three free constraints with $\dot{x}(t_1)$, $y(t_1)$ and $x(t_1)$. The desired velocity change in longitudinal direction $\Delta v_{\text{longitudinal}}$ [6], as well as the lateral offset of the trajectory $\Delta y_{\text{lateral}}$ [5] are parameterized and introduced as dimensions of the action space of each agent.

$$\dot{x}(t_1) = \dot{x}(t_0) + \Delta v_{\text{longitudinal}}$$

$$y(t_1) = y(t_0) + \Delta y_{\text{lateral}}$$

The last free unknown is the distance covered in longitudinal direction, [7]. In order to describe a physically feasible maneuver, it is defined as

$$x(t_1) = \frac{\dot{x}(t_0) + \dot{x}(t_1)}{2} \Delta T$$

B. Action Validation

The resulting trajectory needs to be drivable for a front axle-controlled vehicle and should be directly trackable by a trajectory controller. Hence, we need to conduct an action validation, using kinematic as well as physical boundary conditions so that the simulation adheres to the constraints.

The continuity of the curvature, the steering angle as well as the vehicle dependent permissible minimal radii ensure that the resulting trajectories are drivable. In addition, the dynamic limits of power transmission limit the maximum and minimum acceleration of the vehicle.

C. Cooperative Reward Calculation

The immediate individual reward based on the behavior of an agent is calculated using [8]. It considers the states reached and the actions taken, as well as a validation reward.

$$r^i = r^i_{\text{state}} + r^i_{\text{action}} + r^i_{\text{validation}}$$

The state reward $r^i_{\text{state}}$ is determined given the divergence between the current and the desired state. A desired state is characterized by a longitudinal velocity $v_{\text{des}}$ and a lane index $k_{\text{des}}$. To ensure that the agent drives in the middle of a lane, deviations from the lane’s center line $\Delta y$ inflict penalties.

Actions always result in negative rewards (costs). They create a balance between the goal of minimizing the deviation from the desired state as quickly as possible and the most economical way to achieve this. Currently, $r_{\text{action}}$ considers only basic properties such as the longitudinal and lateral acceleration ([9] and [10]) as well as lane changes, [11].
However, they can easily be extended to capture additional safety, efficiency and comfort related aspects of the generated trajectories. The order of importance is adjusted with the respective weights.

\[ C_x = w_x \int_{t_0}^{t_1} (\ddot{x}(t))^2 dt \]
\[ C_y = w_y \int_{t_0}^{t_1} (\ddot{y}(t))^2 dt \]
\[ C_{k\pm} = w_{k\pm} \]

The last term is the action validation reward, see (12). It evaluates whether a state and action is valid, i.e., being inside the drivable environment and adhering to the kinematic as well as physical constraints and whether a state action combination is collision free.

\[ r_{\text{validation}}^i = r_{\text{invalid state}}^i + r_{\text{invalid action}}^i + r_{\text{collision}}^i \]

To achieve cooperative behavior a cooperative reward \( r_{\text{coop}}^i \) is defined. The cooperative reward of an agent \( i \) is the sum of its own rewards, see (8), as well as the sum of all other rewards of all other agents multiplied by a cooperation factor \( \lambda^i \), see (5), (7). The cooperation factor determines the agent’s willingness to cooperate with other agents (from \( \lambda^i = 0 \) egoistic, to \( \lambda^i = 1 \) fully cooperative).

\[ r_{\text{coop}}^i = r^i + \lambda^i \sum_{j=0, j\neq i}^{n} r^j \]

**D. Progressive Widening**

In the basic version of the Monte Carlo Tree Search, agents are modeled with discrete action spaces of constant size. Since each action must be visited at least once when using the UCT algorithm [18], the method cannot simply be applied to continuous action spaces. Using Progressive Unpruning [19] or Progressive Widening [20] the number of discrete actions within the action space can be gradually increased at runtime. A larger number of available actions increases the branching factor of the search tree.

At the beginning, the agent receives an initial, discrete set of available actions in each state. If a state has been visited sufficiently often, it gets progressively widened, by adding another action to the action space. Note that progressive widening is conducted on a per agent basis. The criterion for progressive widening is defined as:

\[ N(A(s)) \geq C_{\text{PW}} \cdot n(s)^{\alpha_{\text{PW}}} \]

The number of possible actions \( N(A(s)) \) in state \( s \) therefore depends directly on the visit count of the state \( n(s) \). The parameters \( C_{\text{PW}} \) and \( \alpha_{\text{PW}} \in [0, 1] \) must be adapted empirically to the respective application.

The simplest way to add new actions is to select a random action from the continuous action space. More advanced approaches use the information available in the current state, so that promising areas within the action space can be identified and new actions can be added ([21], [22]).

**E. Semantic Action Grouping**

The following section introduces the concept of semantic action grouping. The approach taken is similar to the concepts of ([23], [24]).

The goal of grouping similar actions is to reduce the computational complexity and increase the robustness of the algorithm. The grouping of actions is connected with the implementation of heuristic application knowledge.

Each action is uniquely assigned to a state-dependent action group using a criterion. During the update phase, the characteristic values of the groups are calculated on the basis of the characteristic values of the group members. In the selection strategy, the best action group according to UCT is first selected using the group statistics before a specific action is identified within the group. The action groups serve as filters for determining relevant areas of the action space. Within the action groups, the information of the individual actions is generalized to the group-specific values, but remains unaffected. By using an unambiguous assignment function from the action space to the group action space it is ensured that the action groups do not overlap.

Semantic action groups describe state-dependent, discrete areas within an agent’s action space. The areas divide the action space into the following nine areas based on the semantic state description of the agent’s future state, as depicted in Fig. 2:

- **No/slight change of state:** 0
- **accelerate:** +
- **decelerate:** –
- **decelerated lane change to the left:** L–
- **lane change to the left:** L
- **accelerated lane change to the left:** L+
- **decelerated lane change to the right:** R–
- **lane change to the right:** R
- **accelerated lane change to the right:** R+

**F. Similarity Update**

As shown in Fig. 3, actions can generate similar ego states independently of the semantic description of their subsequent state and the resulting action group. For example, the difference between the next state of action I and II is a different track assignment. Although this describes different semantic states, the lateral position deviates only slightly. In contrast, action III is assigned to the same action group as action I, but has a much larger difference with regard to the lateral deviation. To overcome the restrictions of non-overlapping semantic groups, the values of an agent’s actions are generalized to similar actions in the update step, regardless of the action groupings and the resulting boundaries within the action space. During the backpropagation phase...
of MCTS, the similarity between the current action \(a'\) and all previously explored actions of the agent at the expanded state is determined using a distance measure. This measure of similarity is then used to weight the result of the current sample and select similar states to update. The similarity measure is calculated as

\[
K(a, a') = \exp \left( -\gamma \|a - a'\|^2 \right) \quad \forall a \in A_{exp}(s)
\]  

(15)

With the help of the radial basis function a symmetrical distance dimension in the value range \(K(a, a^*) \in [0, 1]\) can be mapped. The different dimensions of the action space can also be weighted differently. Since both dimensions are of the same order of magnitude, the same weighting is used for both dimensions. Due to the continuous nature of the kernel the visit count of states is no longer an integer, but a floating point number.

G. Guided Search

In [21] a heuristic – the so-called Blind Values (BV) – \(n\) randomly drawn actions of the theoretical action space \(A\) are evaluated and the action with the resulting maximum Blind Value, see (16), is added to the locally available action space of the state. Blind values make use of the information gathered on all actions already explored from a given state in the past to select promising areas of exploration.

\[
a^* = \arg \max_{a' \in A_{rnd}} BV(a', \rho, A_{exp})
\]  

(16)

The basic idea is to select actions at the beginning, which have a large distance to previous actions in order to foster exploration, avoiding local optima. However, as the visit count increases, actions with a short distance to actions with high UCT values are preferred. To regularize the sum of both criteria, the statistical properties of the previous data points – mean value and standard deviation – are used.

The blind value as a measure of the attractiveness of an action is calculated with

\[
BV(a', \rho, A_{exp}) = \min_{a \in A_{exp}} \text{UCT}(a) + \rho \cdot K(a, a')
\]  

(17)

where

\[
\rho = \sigma_{a \in A_{exp}} \left( \frac{\text{UCT}(a)}{\sigma_{a \in A_{rand}}(K(0, a'))} \right)
\]  

(18)

\(0: \text{center of action space}\)

\(K(a, a') : \text{distance function for two actions}\)

\(A_{exp} : \text{set of discrete, previously explored actions}\)

\(A_{rand} : \text{set of discrete, randomly selected actions}\)

So that the current statistics of the agent and its action space are being considered.

V. Evaluation

The evaluation is conducted using a simulation. The developed algorithm is evaluated under two different scenarios, namely bottleneck and merge-in, (see Fig. 4). First, the enhancements with regard to continuous actions are evaluated. Second, we demonstrate that our algorithm can achieve effective cooperative planning and generate solutions egocentric planning fails to identify. A video of the algorithm in execution can be found online.

A. Search Space Exploration

To get a better understanding of the effects of the enhancements and their combinations, the exploration of the agent’s action space is evaluated for the root node. This is done using the bottleneck scenario, depicted in Fig. [4].

Shortly after the start of the scenario, the green agent changes to the left for all variants of the enhancements. This point is used to analyze the exploration of the action space exemplarily. The actions available to the green agent are shown in Fig. [5]. The action with the highest action-value is selected for execution (red triangle).

The basic MCTS algorithm explores the search space randomly, (Fig. [5a]). There is no connection between the distribution of samples and the selected action. In comparison,
the combination with the guided search results in extreme accumulations of actions in the area of an accelerated lane change, (Fig. 5b). Other areas of the action space are neglected. The selected action lies in an unexplored area of the action space.

Using semantic action groups the result clearly differs, (cf. Fig. 5c), as the exploration is more structured. The number of samples in the action space is heavily reduced. Within each semantic action group, actions are randomly distributed. The action groups for lane changes to the left are visited more frequently and one of these action groups entails the final selection.

If semantic action groups are additionally combined with the guided search, (see Fig. 5d), samples accumulate in the area of a lane change to the left. The selected action is close to the highest action density.

Adding the similarity update to the previous configuration a similar behavior can be observed, (Fig. 5e). In addition, there is a strong focus on the target region in form of a high density of possible actions. The selected action is contained in this densely explored area.

The combination of all extensions achieves a structured exploration, requiring less samples due to its higher efficiency than the basic algorithm, indicating the potential of the methods introduced.

B. Scenarios

Using the scenarios depicted in Fig. 4 DeCoC-MCTS is evaluated for two different predictions. Namely, that other vehicles do not cooperate and keep their velocity (constant velocity assumption) as well as that other vehicles will cooperate. We conduct a qualitative evaluation based on the velocity deviation of all vehicles in a scene, where lower overall deviations indicate more efficient driving and a higher total utility.

The first is the defensive constant velocity assumption that is common in the vast amount of prediction and planning frameworks. This means that the red and blue vehicle will keep their velocity and thus do not cooperate. Fig. 6 and Fig. 7 show the velocity and position graphs for the respective scenario. The green agent $g_0$ needs to decelerate heavily in order to let the red vehicle pass before it can accelerate again to its desired velocity. A similar behavior with a greater deceleration is required for the merge-in scenario, with the green agent being required to nearly come to a full stop.

If the agent assumes that the other agents do not follow the naive constant velocity assumption, but rather take the perception and decision making by all traffic participants into consideration, a more efficient cooperative driving style can be observed. The respective velocity and position graphs are depicted in Fig. 8 and Fig. 9. During the bottleneck scenario, both vehicles decelerate only slightly and pass each other at the road constriction. During the merge-in, the blue vehicle accelerates slightly while the red vehicle decelerates to allow the green vehicle to merge in.

It was shown, that the constant velocity assumption can lead to suboptimal solutions, that can be avoided if one takes the interdependence of actions into account, reaching superior solutions with regards to efficiency.

VI. CONCLUSIONS

This paper proposes a method to plan decentralized cooperative continuous trajectories for multiple agents to increase the efficiency of automated driving especially in urban scenarios and tight spaces. Due to continuous action spaces arbitrary trajectory combinations can be planned, distinguishing this method from other cooperative planning approaches. In order to handle the combinatorial explosion introduced by the continuous action space, we enhanced the MCTS-based algorithm by guided search, semantic action groups and similarity updates. While these enhancements show promising results with regard to the exploration of the search space, current research focuses on tuning the methods, proving scenario independent applicability and conduct in depth quantitative analysis.
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action-value. Marks the selected action. The selection is made on the basis of the highest introduced by the semantic action groups are shown in blue. The red triangle explores action. The color scale shows the sample density. The state limits.

Fig. 5: Comparison of the search space exploration of the green agent during a lane change in the bottleneck scenario. Each sample marks an explored action. The color scale shows the sample density. The red triangle marks the selected action. The selection is made on the basis of the highest action-value.

Fig. 6: Bottleneck scenario with constant velocity assumption; agent g0 reduces its velocity heavily, while agent g1 approaches the obstacle with its desired velocity.

Fig. 7: Merge-in scenario with constant velocity assumption; agent g0 reduces its velocity heavily, while agent g1 and g2 continue with their desired velocity.
Fig. 8: Bottleneck scenario with the assumption of cooperative behavior; agent $g_0$ and $g_1$ reduce their velocity slightly.

Fig. 9: Merge-in scenario with the assumption of cooperative behavior; agent $g_2$ accelerates slightly while agent $g_1$ decelerates slightly to open a gap so that agent $g_0$ can merge-in with little deceleration.
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