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Abstract

Timeliness is an emerging requirement for Internet of Things (IoT) applications. In IoT networks, where large-volume of nodes are distributed, severe interference may incur which causes age of information (AoI) degradation. It is therefore important to study the performance limit of AoI as well as how to achieve such limit. In this paper, we aim to optimize the age of information (AoI) in random access Poisson networks. By considering spatio-temporal interaction amongst the transmitters, an expression of the peak AoI is derived, based on explicit exponentials of the optimal peak AoI and the corresponding optimal system parameters including the packet arrival rate and the channel access probability are further derived. It is shown that with a given packet arrival rate (resp. a given channel access probability), the optimal channel access probability (resp. the optimal packet arrival rate), is equal to one under a small node deployment density, and decrease monotonically as the node deployment density increases due to the severe interference caused by spatio-temporal coupling between transmitters. When joint tuning of the packet arrival rate and the channel access probability is performed, the optimal channel access probability is always set to be one. Moreover, with the sole tuning of the channel access probability, it is found that the optimal peak AoI performance can be improved with a smaller packet arrival rate only when the node deployment density is high, which is contrast to the case of the sole tuning of the packet arrival rate, where a higher channel access probability always leads to better optimal peak AoI regardless of the node deployment density. In all the cases of optimal tuning of system parameters,
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the optimal peak AoI linearly grows with the node deployment density as opposed to an exponential growth with fixed system parameters, which sheds important light on freshness-aware design for large scale dense network.
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I. INTRODUCTION

The Internet of Things (IoT) is expected to make our physical surroundings accessible by placing sensors on everything in the world and converting the physical information into a digital format. The applications of IoT span numerous verticals, including transportation, environmental detection and energy scheduling. In these IoT applications, timely message delivery is of necessity. For example, for intelligent vehicles, real-time updates of road information is crucial for safe driving, and in environmental detection, updating environmental information on time is beneficial to predict and control the occurrence of natural disasters. Since an outdated message would become useless, the timeliness is one of the critical objectives in the IoT network.

To assess the timeliness of delivered message, a new metric called the Age of Information (AoI) was proposed in [1] [2], which is defined as the time elapsed since the most recently received update was generated at its source. Aiming to design systems that can provide fresh information, extensive studies have been conducted to characterize the AoI on the basis of queuing theory. For instance, in [1], the AoI was minimized for first-come-first-served (FCFS) M/M/1, M/D/1, and D/M/1 queues. Multiple sources was considered in [2] for the FCFS M/M/1 queue. In [3], the AoI in M/M/1/1 queue and M/M/1/2 queue with both FCFS and LCFS was characterized by considering a finite buffer capacity. The effects of the buffer size, packet age deadline and replacement on the average AoI were further studied in [4].

However, these studies only focused on a point-to-point communication scenario. In practice, IoT networks generally consist of a large number of nodes intend to communicate with their destinations via spectrum, which usually constitutes a multiple access network. Due to the broadcast nature of wireless medium, transmissions of nodes will effect each other via the interference they generated. And, how to characterize the AoI under such a setting becomes a challenging problem that has attracted spiraling attention recently [5]-[14]. In response, the AoI was minimized in [5] [6] by scheduling a group of links that are active at the same
time and limiting the interference to an acceptable level. Various scheduling policies including Greedy policy, stationary randomized policy, Max-Weight policy and Whittle’s Index policy were proposed in [7] to minimize the AoI for periodic packet arrivals. Similarly, the AoI performance under stationary randomized policy and Max-Weight policy was analyzed for Bernoulli packet arrivals [8]. A joint design of status sampling and updating process to minimize the average AoI was further proposed in [9]. Despite the promise of improving the AoI performance, the overhead of centralized scheduling may be too hefty to be affordable for IoT networks with massive connectivity. In response, decentralized schemes were also studied from the perspective of AoI optimization. In particular, slotted ALOHA was studied in [10], where each node initializes a channel access attempt at each time slot with a certain probability. A threshold-based age-dependent random access protocol was proposed in [11] [12], where each node accesses the channel only when its instantaneous AoI exceeds a predetermined threshold. A distributed transmission policy was proposed in [13] based on the age gain which is the reduction of instantaneous AoI when packets delivery successfully. Index-Prioritized Random Access scheme was proposed in [14], where nodes access the radio channel according to their indices that reflect the urgency of update. The classic collision model was adopted in these studies, where one node can successfully access the channel if and only if there are no other concurrent transmissions. Albeit significant advances have been achieved, by capturing the key effect of conflicts among nodes physical attributes in wireless systems such as fading, path loss, and interference were largely ignored.

Stochastic geometry on the other hand provides a natural way of defining and computing macroscopic properties of such networks by averaging over all potential geographical patterns of the nodes, which can help to account for sources of uncertainties such as co-channel interference and channel fading. Therefore, this tool has been widely adopted to evaluate the performance of various types of wireless networks [15] [16]. Recently, there have been studies of the AoI performance in large-scale networks by combining queuing theory and stochastic geometry [17]-[21]. In particular, the lower and upper bounds of the average AoI for Poission bipolar network was characterized in [17] by introduction of two auxiliary systems. A dominant case, i.e., every transmitter sends packets in every time slot was leveraged in [18] to characterize a lower bound of the peak AoI. In these studies, the interference was decoupled from the queue status, i.e., whether the queue is empty or not. To characterize the spatio-temporal interactions of queues, a framework was provided in [19] that captures the peak AoI for large-scale IoT networks with
time-triggered (TT) and event-triggered (ET) traffic. The effects of network parameters were further studied in [20] on the AoI performance in the context of random access networks. The spatial moments of the mean AoI of the status update links were characterized in [21] [22] based on the moments of the conditional successful probability. These studies focused on a static network topology, i.e., a fixed point pattern keeps unchanged. While the network scenario with mobility remains largely unexplored. In this paper, we study the optimization of AoI over a large-scale random access network with mobility. It is found that this case leads to a concise expression of the AoI performance by which explicit expression optimal system parameters can be further obtained.

In particular, we consider a Poisson bipolar network where each transmitter updates information packets according to an independent Bernoulli process. Similar to that in [3] [20], we adopt a unit-size buffer at the transmitter side which avoid the long waiting time caused by the accumulation of data packets in the buffer. To reduce the overhead of centralized scheduling, each transmitter employs an ALOHA random access protocol, i.e., each transmitter accesses the channel with a certain probability at each time slot. The successful transmission of packets depends on Signal to Interference plus Noise Ratio (SINR) value at the receiver side. Due to the interference, the buffer states of the transmitters are coupled with each other. By leveraging tools from stochastic geometry and queuing theory, the interference can be characterized, which leads to a fixed-point equation of the probability of successful transmission of each transmitter that encaptures the coupling effect. Based on the probability of successful transmission, the peak AoI is derived which is shown to be crucially determined by the packet arrival rate and the channel access probability of each transmitter. It is found that when the node deployment density is small, the AoI performance can be always improved by choosing a large packet arrival rate or channel access probability. When the node deployment density becomes large, a too large packet arrival rate or channel access probability would degrade the AoI performance due to severe interference caused by spatially interacted queues of transmitters. The peak AoI is then optimized by tuning the channel access probability for a given packet arrival rate and by tuning the packet arrival rate for a given channel access probability, respectively. It is found that by solely tuning the packet arrival rate, a higher channel access probability always leads to better peak AoI performance, but with the channel access probability, the peak AoI can be benefited with a smaller packet arrival rate only when the node deployment density is high. We then study how to minimize the peak AoI by jointly tuning the packet arrival rate and the channel
access probability, and find that the optimal channel access probability is always set to be one. This indicates that to reduce the waiting time in each transmitters’ buffer, each packet should be transmitted as soon as possible. Yet, the packet arrival rate, i.e., the information update frequency, should be lower so as to alleviate the channel contention. For all the three cases, i.e., tuning the channel access probability, tuning the packet arrival rate and joint tuning, the optimal peak AoI grows linearly as the node deployment density increases, which is in sharp contrast to an exponential growth when the system parameters are not properly tuned. This sheds important light on freshness-aware design for large-scale dense networks.

The remainder of this paper is organized as follows. Section II presents the system model and preliminary analysis. Section III shows the derivation and analysis of the probability of successful transmission. In Section IV the peak AoI is derived and optimized by tuning system parameters including the channel access probability and the packet arrival rate. Section V presents the simulation results of above analysis. Finally, Section VI summarizes the work and draws final conclusion.

II. SYSTEM MODEL AND PRELIMINARY ANALYSIS

Let us consider a Poisson bipolar network where transmitters are scattered according to a homogeneous Poisson point process (PPP) of density $\lambda$. As Fig. 1 illustrates, each transmitter is paired with a receiver that is situated in distance $R$ and oriented at a random direction. In this network, the time is slotted into equal-length intervals and the transmission of each packet lasts for one slot. The packets arrive at each transmitter following independent Bernoulli processes of $\xi$. We assume every transmitter is equipped with a unit-size buffer and hence a newly incoming packet will be dropped if an elder packet is in its service. At the beginning of each time slot, transmitters with non-empty buffers will access the channel with a fixed channel access probability $q$. To better illustrate the channel access process of each transmitter, let us define two parameters $\epsilon'$ and $\epsilon''$, where $\epsilon'' \ll \epsilon' \ll 1$: 1) at $t + \epsilon''$, a new packet arrives with probability $\xi$; 2) at $t + \epsilon'$, each transmitter that has one packet in its buffer accesses the radio channel with probability $q$; 3) If the transmission is successful, then the packet departs at $t + 1 - \epsilon'$; otherwise, the packet remains in the queue and will be sent out in the next time slot until success.
A. Signal-to-Interference-plus-Noise Ratio

The radio frequency is globally reused, i.e., all the nodes utilize the same spectrum for packet delivery. In this paper, we consider each transmitter employs a universally unified transmit power and thus has an equal mean received SNR $\gamma$ at the receiver. As such, for a generic transmitter $i$, its received SINR at time slot $t$ is given by

$$\text{SINR}_i(t) = \frac{h_{ii}(t) R^{-\alpha}}{\sum_{j \neq i} h_{ij}(t) e_j(t) 1(Q_j(t) > 0)d_{ij}(t)^{-\alpha} + \gamma^{-1}},$$

where $h_{ij}(t)$ represents the small-scale fading coefficient between transmitter $j$ and receiver $i$, which are assumed to be exponentially distributed with unit mean and varies i.i.d. across space and time, $d_{ij}$ is the distance between transmitter $j$ and destination $i$, and $e_j(t)$ is a binary function, where $e_j(t) = 1$ denotes that transmitter $j$ initiates the packet transmission at slot $t$, and $e_j(t) = 0$ otherwise. $Q_j(t)$ is the queue length of transmitter $j$ at slot $t$. Thus, $1(Q_j(t) > 0) = 1$ indicates that transmitter $j$ has a non-empty buffer at time slot $t$, and $1(Q_j(t) > 0) = 0$ otherwise. The parameter $\alpha$ is the path-loss fading coefficient. In this work, we consider a packet is successfully delivered if the received SINR exceeds a decoding threshold $\theta$. Therefore, the corresponding probability of successful transmission for node $i$ can be written as

$$p_i(t) = P(\text{SINR}_i(t) > \theta).$$

Similar to [23], we assume a high mobility random walk model for the positions of transmitters.
Therefore, the received SINR$_i(t)$ of each transmitter $i$, $i \in \mathbb{N}$, can be considered as i.i.d across time $t$. By symmetry, the probability of successful transmission is also identical across all the transmitters. To that end, we drop the indices $i$ and $t$ in (2) and denote $p$ as the probability of successful transmission. Then, the dynamics of packet transmissions over each wireless link can be regarded as a Geo/Geo/1/1 queue with the service rate $qp$.

**B. Performance Metric**

In this paper, we focus on the performance metric of AoI, which captures the timeliness of information delivered at the receiver side. In Fig. 2 we depict the evolution of AoI $A(t)$ over time for a Geo/Geo/1/1 queue, where $t_k$ denotes the time slot in which the $k^{th}$ packet arrived, $t_k'$ denotes the time slot in which the $k^{th}$ packet is successfully transmitted, and $t_k^*$ denotes the time slot in which the $k^{th}$ packet is dropped. From this figure, we can see that the AoI $A(t)$ increases linearly over time and plummets at time slots $t_1', t_2', t_3', \ldots, t_n'$ where packets are successfully transmitted. Notably during the period between $t_2'$ and $t_2^*$, there is a packet arrivals at slot $t^*$ but is immediately discarded because the buffer can accommodate only one packet. Formally, the progress of such a process can be written as

$$A(t + 1) = \begin{cases} A(t) + 1 & \text{transmission failure} \\ t - t_k + 1 & \text{transmission successful.} \end{cases}$$

(3)

In this paper, we leverage the peak AoI as $A_p$, which is defined as the time average of age
values at time instants when there is packet transmitted successfully as our performance metric. Such a metric is given by \([24]\)

\[
A_p = \lim_{T \to \infty} \sup_{t=1}^{T} \frac{\sum_{t=1}^{T} A(t) \mathbf{1}\{A(t+1) \leq A(t)\}}{\sum_{t=1}^{T} \mathbf{1}\{A(t+1) \leq A(t)\}}.
\]  

(4)

III. PROBABILITY OF SUCCESSFUL TRANSMISSION

The AoI performance crucially depends on the probability of successful transmission of update packet. This section is then devoted to the characterization of the probability of successful transmission. The following lemma shows that the probability of successful transmission can be determined by a fixed-point equation.

**Lemma 1.** The probability of successful transmission of a generic transmitter can be obtained as

\[
p = \exp \left\{ -\lambda c R^2 \frac{q \xi}{\xi + pq(1-\xi)} - \theta R^\alpha \gamma^{-1} \right\}
\]

(5)

where \(c = \pi \frac{\theta}{2} \text{sinc} \left(\frac{2}{\alpha}\right)\).

**Proof.** See Appendix A

Lemma 1 indicates that the probability of successful transmission \(p\) is determined by the channel access probability \(q\), the packet arrival rate \(\xi\), the node deployment density \(\lambda\), the TX-RX distance \(R\). Theorem 1 shows that (5) has either one or three non-zero roots.

**Theorem 1.** The fixed-point equation (5) has three non-zero roots \(0 < p_A \leq p_S \leq p_L < 1\) if

\[
\frac{4}{q} < \lambda c R^2 < \frac{(1-\xi)q+\xi^2}{q^2 \xi(1-\xi)}
\]

and \(\xi_l < \xi < \xi_h\), where

\[
\xi_l = \frac{q}{q^{\frac{\sqrt{1-q} R^2}{R^2}} - 1} - \frac{q^{\frac{\sqrt{1-q} R^2}{R^2}} - 1}{2 \sqrt{q^{\frac{\sqrt{1-q} R^2}{R^2}}} \sqrt{\frac{1}{q} \lambda c R^2}}
\]

(6)

and

\[
\xi_h = \frac{q}{q^{\frac{\sqrt{1-q} R^2}{R^2}} - 1} - \frac{q^{\frac{\sqrt{1-q} R^2}{R^2}} - 1}{2 \sqrt{q^{\frac{\sqrt{1-q} R^2}{R^2}}} \sqrt{\frac{1}{q} \lambda c R^2}}.
\]

(7)

otherwise, (5) has only one non-zero root \(0 < p_L \leq 1\).

**Proof.** See Appendix B
According to the approximate trajectory analysis proposed in [25], not all roots in (5) are steady-state points:

1) if (5) has only one non-zero root $p_L$, then $p_L$ is a steady-state point.
2) if (5) has three non-zero roots $0 < p_A \leq p_S \leq p_L \leq 1$, only $p_L$ and $p_A$ are steady-state points.

Corollary 1 further summarises the monotonicity property of the steady-state points with regard to the node deployment density $\lambda$, the packet arrival rate $\xi$, and the transmission probability $q$.

**Corollary 1.** The steady-state points $p_A$ and $p_L$ are monotonic decreasing functions of the node deployment density $\lambda$, the packet arrival rate $\xi$, and the transmission probability $q$.

**Proof.** See Appendix C

IV. PEAK AGE OF INFORMATION

In this section, we first derive an expression of the peak AoI in the considered random-access Poisson network, and then focus on optimization of the peak AoI by tuning the channel access probability $q$ and the packet arrival rate $\xi$.

According to Fig. 2 and the $k^{th}$ packet’s service time can be expressed as $T_k = t_k^\prime - t_k$, the inter-departure time between $(k-1)^{th}$ packet and $k^{th}$ packet can then be written as $Y_k = t_{k-1}^\prime - t_k^\prime$. Then, peak AoI can then be expressed as $A_p = E[T_k] + E[Y_k]$. Theorem 2 shows the analytical expression of the peak AoI $A_p$.

**Lemma 2.** The peak AoI $A_p$ can be written as

$$A_p = E[T_{k-1}] + E[Y_k] = \frac{1}{\xi} + \frac{2}{qp} - 1. \quad (8)$$

**Proof.** See Appendix D

Lemma 2 shows that the peak AoI $A_p$ is crucially determined by the channel access probability $q$ and the packet arrival rate $\xi$. Accordingly, it is of great importance to exploit how to properly tune the channel access probability $q$ and the packet arrival rate $\xi$ to minimize the peak AoI $A_p$, we then have the following optimization problem

$$A_p^* = \min_{\{q, \xi\}} A_p \quad \text{s.t.} \quad q \in (0, 1], \quad \xi \in (0, 1]. \quad (9)$$
In the following, by assuming $\xi$ is given, we start by focusing on the optimal tuning of the channel access probability $q$, and then by assuming $q$ is given, we focus on the optimal tuning of the packet arrival rate $\xi$. Finally, we study how to jointly tune $q$ and $\xi$ to address the optimization problem in (9).

A. Optimal Tuning of channel access probability $q$

The following theorem presents the optimal channel access probability $q^*$ for minimizing the peak AoI $A_p$, i.e., $A_p = \min_q A_p$.

**Theorem 2.** Given a packet arrival rate $\xi$, the optimal peak AoI $A_p = q^* \xi$ is given by

$$A_p^{q=q^*_\xi} = \begin{cases} 1 \xi + \frac{2 e^{\theta R^r \gamma^{-1} - 1}}{\lambda c R^2 - \frac{1}{\xi} e^{\theta R^r \gamma^{-1} - 1}} - 1 & \text{if } \lambda c R^2 > 1 + \frac{p_*(1-\xi)}{\xi} \\ \frac{1}{\xi} + \frac{2}{p^*} - 1 & \text{Otherwise.} \end{cases}$$

which is achieved when the channel access probability $q$ is set to be

$$q = q^*_\xi = \begin{cases} \lambda c R^2 - \frac{1-\xi}{\xi} e^{\theta R^r \gamma^{-1} - 1} & \text{if } \lambda c R^2 > 1 + \frac{p_*(1-\xi)}{\xi} \\ 1 & \text{Otherwise,} \end{cases}$$

where $p_*$ is the non-zero root of the following equation

$$p_* = \exp \left\{ -\lambda c R^2 \frac{\xi}{\xi + p_*(1-\xi)} - \theta R^r \gamma^{-1} \right\}.$$  \hfill (12)

**Proof.** See Appendix \[E] \hfill \square

Theorem 2 reveals that the optimal channel access probability $q^*_\xi = 1$ when $\lambda c R^2 \leq 1 + \frac{p_*(1-\xi)}{\xi}$, indicating that in this case, each node would transmit its packet as long as the buffer is nonempty. As the node deployment density $\lambda$, the distance between each TX-RX distance $R$ or the decoding threshold $\theta$ (equivalently, $c$ according to (5)) grows, we have $q^*_\xi < 1$ due to either mounting channel contention or a lower chance of successful packet decoding.

To take a closer look at Theorem 2, Fig. 3 demonstrates how the optimal channel access probability $q^*_\xi$ and the corresponding the peak AoI $A_p^{q=q^*_\xi}$ vary with the node deployment density $\lambda$ under different values of the packet arrival rate $\xi$. It can be seen that when $\lambda$ is small, e.g., $\lambda = 0.02$, the optimal channel access probability $q^*_\xi = 1$ regardless of the value of the packet arrival rate $\xi$. Yet, the peak AoI $A_p^{q=q^*_\xi}$ crucially depends on $\xi$. Intuitively, a smaller node
deployment density can reduce the interference among transmitter-receiver pairs, which improves the probability of successful packet transmission. Accordingly, the age performance could be effectively improved with more frequent updates, i.e., a larger packet arrival rate \( \xi \). Therefore, as shown in Fig. 3b, \( A_{p}^{q=q^{*}\xi} \) with \( \xi = 0.9 \) is lower than those with \( \xi = 0.6 \) or \( \xi = 0.3 \) when the node deployment density \( \lambda \) is small. On the other hand, if the node deployment density \( \lambda \) grows, then to relieve the channel contention, the system should reduce the channel access probability. Thus, we can see \( q^{*} \) decreases with \( \lambda \) and the descent position, i.e., the starting point that \( q^{*}_{\xi} < 1 \), is positively correlated with the packet arrival rate \( \xi \). In this case, it is interesting to observe that the peak AoI \( A_{p}^{q=q^{*}\xi} \) can be benefited with a lower packet arrival rate \( \xi \), which is in sharp contrast to the case where the node deployment density \( \lambda \) is small.

**B. Optimal Tuning of packet arrival rate \( \xi \)**

The following theorem presents the optimal packet arrival rate \( \xi^{*} \) for minimizing the peak AoI \( A_{p} \), i.e., \( A_{p}^{\xi=\xi^{*}} = \min_{\xi} A_{p} \).
Theorem 3. Given a channel access probability $q$, the optimal peak AoI $A_p^{\xi=\xi_q^*}$ is given by

$$A_p^{\xi=\xi_q^*} = \begin{cases} \frac{q\lambda c R^2 \left(\sqrt{1+\frac{4}{q\lambda c R^2}+1}\right)+2}{2q \exp \left\{ -\frac{2}{\sqrt{1+\frac{4}{q\lambda c R^2}+1}} - \theta R^\alpha \gamma^{-1} \right\}} & \text{if } \lambda c R^2 > \frac{1}{2q} \\ \frac{2}{q} \exp \left\{ \lambda c R^2 q + \theta R^\alpha \gamma^{-1} \right\} & \text{Otherwise.} \end{cases}$$

(13)

which is achieved when the packet arrival rate $\xi$ is set to be

$$\xi = \xi_q^* = \begin{cases} \frac{2q \exp \left\{ -\frac{2}{\sqrt{1+\frac{4}{q\lambda c R^2}+1}} - \theta R^\alpha \gamma^{-1} \right\}}{q\lambda c R^2 \left(\sqrt{1+\frac{4}{q\lambda c R^2}+1}\right)+2q \exp \left\{ -\frac{2}{\sqrt{1+\frac{4}{q\lambda c R^2}+1}} - \theta R^\alpha \gamma^{-1} \right\}} & \text{if } \lambda c R^2 > \frac{1}{2q} \\ 1 & \text{Otherwise,} \end{cases}$$

(14)

**Proof.** See Appendix F.

Theorem 3 reveals that the optimal packet arrival rate $\xi_q^* = 1$ when $\lambda c R^2 < \frac{1}{2q}$, indicating that in this case, to minimize the peak AoI, packets should arrive at the system as many as possible. Similarly to Theorem 2 as $\lambda$, $R$ or $c$ grows, due to mounting channel contention or a lower probability of successful transmission, the optimal packet arrival rate $\xi_q^* < 1$.

Fig. 4 demonstrates how the optimal packet arrival rate $\xi_q^*$ and the corresponding the peak AoI $A_p^{\xi=\xi_q^*}$ varies with the node deployment density $\lambda$ under various value of the channel access
probability. Intuitively, as the node deployment density \( \lambda \) increases, to reduce the interference among transmitter-receiver pairs, the system should either reduce the channel access probability \( q \) or the packet arrival rate \( \xi \). Accordingly, we can see from Fig. 4a that as \( \lambda \) increases, the optimal packet arrival rate \( \xi^*_q \) declines, which could be further reduced with a larger channel access probability \( q \). On the other hand, as shown in Fig. 4b, the corresponding the peak AoI \( A^*_{p=q^*} \) grows with the node deployment density \( \lambda \), which is intuitively clear. Yet, in contract to that in Fig. 3b, a larger channel access probability \( q \) always leads to a smaller \( A^*_{p=q^*} \).

C. Joint Tuning of \( q \) and \( \xi \)

The following theorem presents the result of joint tuning of the probability of successful transmission \( q \) and the packet arrival rate \( \xi \) for minimizing the peak AoI \( A_p \), i.e., \( A^*_p = \min_{\{q, \xi\}} A_p \).

**Theorem 4.** The optimal peak AoI \( A^*_p = \min_{\{q, \xi\}} A_p \) is given by

\[
A^*_p = \begin{cases} 
\frac{\lambda c R^2}{2} \left( \sqrt{1 + \frac{4}{\lambda c R^2}} + 1 \right) + 2 \exp \left\{ -\frac{2}{\sqrt{1 + \frac{4}{\lambda c R^2}} + 1} - \theta \right\}, & \text{if } \lambda c R^2 > \frac{1}{2} \\
2 \exp \left\{ \lambda c R^2 + \theta R^\alpha \gamma^{-1} \right\}, & \text{Otherwise,}
\end{cases}
\]  

which is achieved when the channel access probability \( q \) is set to be

\[ q = q^* = 1, \]  

and the packet arrival rate \( \xi \) is set to be

\[
\xi = \xi^* = \begin{cases} 
\frac{2 \exp \left\{ -\frac{2}{\sqrt{1 + \frac{4}{\lambda c R^2}} + 1} - \theta \right\}}{\lambda c R^2 \left( \sqrt{1 + \frac{4}{\lambda c R^2}} + 1 \right) + 2 \exp \left\{ -\frac{2}{\sqrt{1 + \frac{4}{\lambda c R^2}} + 1} - \theta \right\} - 2}, & \text{if } \lambda c R^2 > \frac{1}{2} \\
1, & \text{Otherwise.}
\end{cases}
\]

**Proof.** See Appendix G \( \square \)

In Fig. 5, which demonstrate how the optimal channel access probability \( q^* \), the optimal packet arrival rate \( \xi^* \) and the corresponding minimum peak AoI \( A^*_p \) vary with the node deployment density \( \lambda \). It is clear from Fig. 5 that the optimal packet arrival rate \( \xi^* = 1 \) when \( \lambda c R^2 < \frac{1}{2} \), indicating that in this case, to minimize the peak AoI, packets should arrive at the system as many as possible. Similarly to Theorem 2 as \( \lambda, R \) or \( c \) grows, due to mounting channel contention or
Fig. 5. Optimal channel access probability $q^*$, packet arrival rate $\xi^*$ and the corresponding peak AoI $A_{p,\xi^*,q^*}^q$ versus the node deployment density $\lambda$. $\alpha = 3$, $\gamma = 20$, $R = 3$, $\theta \in \{0.2, 0.5, 0.8\}$. (a) $\xi^*$, $q^*$ versus $\lambda$. (b) $A_{p,\xi^*,q^*}^q$ versus $\lambda$.

A lower probability of successful transmission, the optimal packet arrival rate $\xi^* < 1$. In jointly optimization, it is interesting to see that we always have $q^* = 1$ whatever the value of $\lambda$ is. Intuitively, as $\lambda$ increases, to reduce the channel contention, the system should shrink both $q$ and $\xi$. Yet, the shorter the packet stays in the buffer, the lower AoI will be when it is updated. Accordingly, the system keeps the optimal channel access probability $q^* = 1$ while reduces the packet arrival rate $\xi^*$ only.

V. SIMULATION RESULTS AND DISCUSSIONS

In this section, we present simulation results to validate the analysis and further shed light on AoI minimum network designs. Specifically, in the beginning of each simulation run, we realize the locations of transmitters over a 100*100 $m^2$ square area as independent PPPs and place the typical link where the receiver is located at the center of the area. In each timeslot, the location of each pair is shifted except for the typical link, and each simulation lasts for $10^5$ time slots. At each time slot, the location of each pair is shifted except for the typical link. In each realization, the simulated peak AoI is calculated as the sum of the peak value of AoI curve to the number of successful transmissions of the typical link. To obtain the simulated mean peak AoI, we average over 20 realizations.
Fig. 6 demonstrates how the peak AoI $A_p$ varies with the node deployment density $\lambda$ under different TX-RX distances. From this figure, we can see that the simulation results match well with the analysis, which verify the accuracy of Theorem 2. Moreover, following the developed analysis, we know that as the node deployment density goes up, the interference among the wireless link become more severe, leading to a smaller probability of successful transmissions that deteriorates the age performance. Accordingly, we can see from Fig. 6 that the peak AoI $A_p$ increases as $\lambda$ increases. By reducing the TX-RX distance of each pair the SINR can be improved. As Fig. 6 illustrates, when the distance of each pair is reduced to be $R = 1$, the peak AoI $A_p$ becomes less sensitive to the variation of the node deployment density $\lambda$.

Fig. 7 depicts the peak AoI $A_p$ as a function of the channel access probability $q$ under various values of the node deployment density $\lambda$. It is can be seen that when the node deployment density $\lambda$ is small, $A_p$ monotonically decrease as $q$ increases and reaches the smallest value when $q = 1$. Note that an increase in the channel access probability has two opposite effects on the peak AoI. On the one side, a larger channel access probability $q$ results in a short waiting time in the buffer which reduces the staleness of information packet. On the other side, as each transmitter’s queue is interacted with each other, a larger channel access probability $q$ may incur severe interference due to a high offered loads of each transmitter’s queue leading to a lower probability of successful transmission. As Fig. 7 illustrates, the node deployment density
\( \lambda \) determines how these two effects trade off with each other. In particular, with a small node deployment density is small, the interference would not become severe even the channel access probability \( q \) is large. With a large \( \lambda \), nevertheless, the interference would lead to the deterioration of AoI if \( q \) is large. Similar observation can also be seen from Fig. 8, which demonstrates how the peak AoI \( A_p \) varies with the packet arrival rate \( \xi \) under different values of the node deployment density.

The optimal channel access probability \( q^*_\xi \) under a given packet arrival rate \( \xi \) and the optimal
Fig. 9. Optimal Peak Age of Information $A_p$ versus the node deployment density. 1) fixed parameter: $\xi = 1, q = 0.6$, 2) optimal $q$ with fixed $\xi = 1$, 3) optimal $\xi$ with fixed $q = 0.6$, 4) joint optimal tuning $q$ and $\xi$. $\alpha = 3, \theta = 0.8, R = 3$.

packet arrival rate $\xi^*_{q}$ for a given channel access probability $q$ are illustrated in Fig. 7 and Fig. 8 respectively. It can be seen that by optimally tuning $q$ and $\xi$, the peak AoI can be largely reduced. To further investigate the performance gain brought by joint tuning the channel access probability $q$ and the packet arrival rate $\xi$, Fig. 9 demonstrates how the peak AoI $A_p$ varies with the node deployment density $\lambda$ in four cases: 1) fixed $\xi$ and $q$, 2) optimal $q$ with fixed $\xi$, 3) optimal $\xi$ with fixed $q$, 4) joint optimal tuning of $q$ and $\xi$. We can clearly see that with fixed $\xi$ and $q$, the peak AoI $A_p$ exponentially increases with $\lambda$. In sharp contrast, with a joint optimal tuning of $q$ and $\xi$, the peak AoI $A_p$ linearly increases with $\lambda$. It implies that the performance gain becomes significant when $\lambda$ is large.

VI. CONCLUSION

In this paper, we conducted an analytical study of optimizing AoI in a random access network by tuning system parameters such as the channel access probability and the packet arrival rate. Explicit expression of the optimal system parameters as well as the corresponding peak AoI are obtained for both cases of separate tuning and jointly tuning. In the separate tuning case, when the node deployment density is small, information packets should be generated as frequently as possible, so as to achieve the optimal AoI performance given optimal packet arrival rate. The same can apply to the optimal channel access rate, where transmitters should access the channel at each time slot. While the node deployment density becomes large, the optimal packet
arrival rate and the optimal channel access probability should decrease as the node deployment density increases. In the jointly tuning case, in contrast, the optimal channel access probability is always set to be one and the optimal packet arrival rate decreases as the node deployment density increases. For all the cases of separately or jointly tuning of the channel access probability and the packet arrival rate, the optimal peak AoI linearly grows with the node deployment density as opposed to an exponential growth with the fixed channel access probability and the packet arrival rate. It is therefore of crucial importance to properly tune these parameters toward a satisfactory AoI performance especially in dense networks.

APPENDIX A
PROOF OF LEMMA 1

Note that according to (9) and (10) in [26], the probability of successful transmission $p$ is determined by the following equation

$$p = \exp \left\{ -\lambda c R^2 \rho q - \theta R^\alpha \gamma^{-1} \right\}, \quad (18)$$

where $c = \frac{\pi \theta^2}{\text{sinc}^2(\frac{\theta}{2})}$ and $\rho$ denotes the offered load of each transmitter. To derive the offered load $\rho$, let us define the state of each transmitter at time $t$ as the number of packets in the buffer at the beginning of the time slot. As the buffer size of each transmitter is one, the state transition process of each transmitter can be model as a Markov chain with the state space $X = \{0, 1\}$, where the transition matrix is given by

$$P = \begin{bmatrix} p_{0,0} & p_{0,1} \\ p_{1,0} & p_{1,1} \end{bmatrix} = \begin{bmatrix} 1 - \xi + \xi qp & \xi (1 - qp) \\ qp & 1 - qp \end{bmatrix}. \quad (19)$$

where $p_{i,j}$ is the probability of transiting $i \in X$ to state $j \in X$. According to (19), the steady-state distribution can be derived as

$$\pi_0 = \frac{qp}{\xi + qp - \xi qp},$$
$$\pi_1 = \frac{\xi - \xi qp}{\xi + qp - \xi qp}. \quad (20)$$

The offered load $\rho$ can then be written as

$$\rho = \frac{r}{qp}. \quad (21)$$
where \( r \) is the effective packet arrival rate. As one incoming packet would be dropped if it sees a full buffer, the effective packet arrival rate \( r \) is given by

\[
r = \xi \pi_0 = \frac{\xi qp}{\xi + qp - \xi qp}.
\]  

(22)

By combining (21) and (22), the offered load of each transmitter \( \rho \) can be obtained as

\[
\rho = \frac{\xi}{\xi + qp - \xi qp}.
\]  

(23)

Finally (5) can be obtained by substituting (23) into (18).

APPENDIX B

PROOF OF THEOREM 1

Let

\[
f(p) = -\ln p - \frac{M}{N + p} - K,
\]  

(24)

where

\[
M = \lambda c R^2 \frac{\xi}{1 - \xi}, \quad N = \frac{\xi}{q(1 - \xi)}, \quad K = \theta R^\alpha \gamma^{-1}.
\]  

(25)

It can be seen that \( f(p) = 0 \) has the same non-zero roots as the fixed-point equation. The first derivative of \( f(p) \) can be written as \( f'(p) = \frac{g(p)}{p(N+p)^2} \), where

\[
g(p) = -\left( p + N - \frac{M}{2} \right)^2 + \frac{M^2}{4} - MN.
\]  

(26)

Lemma 3 shows that the number of non-zero roots of \( f(p) = 0 \) for \( p \in (0, 1] \) is crucially related with the number of non-zero roots of \( g(p) = 0 \) for \( p \in (0, 1] \).

**Lemma 3.** \( f(p) = 0 \) has three non-zero roots of \( 0 < p_A < p_S < p_L < 1 \), if and only if \( g(p)=0 \) has two non-zero roots \( 0 < p_1' < p_2' < 1 \) with \( f(p_1') < 0 \) and \( f(p_2') > 0 \); Otherwise, \( f(p) = 0 \) has only one non-zero root \( 0 < p_L < 1 \).

**Proof.** Since \( \lim_{p \to 0} f(p) > 0 \), \( f(1) = -\frac{M}{N+1} - K < 0 \) and \( f(p) \) is continuous function. According to the zero-point theorem, \( f(p) \) has non-zero root. As \( p(N+p)^2 > 0 \) when \( 0 < p \leq 1 \), the number of non-zero roots of \( f(p) = 0 \) for \( p \in (0, 1] \) is crucially related with the number of non-zero roots of \( g(p) = 0 \) for \( p \in (0, 1] \). So, we consider the root of \( g(p) \) in following scenarios:
1) If \( g(p) = 0 \) has no non-zero root for \( p \in (0, 1] \), then in this case \( g(p) < 0 \) for \( p \in (0, 1] \). Thus, \( f'(p) < 0 \) and \( f(p) \) decreases monotonically when \( p \in (0, 1] \), so \( f(p) \) only has one non-zero root.

2) If \( g(p) = 0 \) has one non-zero root \( 0 < p' \leq 1 \), then, we have:
   
a) If \( g(p) = 0 \) has two roots when \( p \in (-\infty, \infty) \), and one of them in range \( p \in (0, 1) \), we mark the root in \((0, 1)\) as \( p' \). So when \( p \in (0, p') \), \( f(p) \) monotonically decrease and \( p \in (p', 1) \), \( f(p) \) monotonically increase, and we have \( f(1) < 0 \), thus \( f(p) \) only has one non-zero root.
   
b) If \( g(p) = 0 \) has one root when \( p \in (-\infty, \infty) \), and this root in range \( p \in (0, 1) \), then \( f(p) \) monotonically decrease when \( p \in (0, 1) \), so \( f(p) \) only has one non-zero root. Combining two cases, when \( g(p) = 0 \) has one non-zero root, \( f(p) = 0 \) only has one non-zero root.

3) If \( g(p) = 0 \) has two non-zero roots \( 0 < p'_1 < p'_2 < 1 \), then we have:
   
a) If \( p'_2 = 1 \), then \( g(p) < 0 \) for \( p \in (0, p'_1) \) and \( g(p) > 0 \) for \( p \in (p'_1, 1) \). As a result, \( f'(p) < 0 \) for \( p \in (0, p'_1) \) and \( f'(p) > 0 \) for \( p \in (p'_1, 1) \), indicating that \( f(p) \) monotonically decreases for \( p \in (0, p'_1) \), and increases for \( p \in (p'_1, 1] \). Since \( f(1) < 0 \), we can conclude that in this case, \( f(p) = 0 \) only one non-zero root \( 0 < p_L < 1 \).
   
b) If \( p'_2 < 1 \), then \( g(p) < 0 \) for \( p \in (0, p'_1) \cup (p'_2, 1) \), and \( g(p) > 0 \) for \( p \in (p'_1, p'_2) \). As a result, \( f'(p) < 0 \) for \( p \in (0, p'_1) \cup (p'_2, 1) \), and \( f'(p) > 0 \) for \( p \in (p'_1, p'_2) \), indicating that \( f(p) \) monotonically decreases for \( p \in (0, p'_1) \cup (p'_2, 1) \), and increases for \( p \in (p'_1, p'_2) \). Then, we have if \( f(p'_1) > 0 \) or \( f(p'_2) < 0 \), \( f(p) = 0 \) has one zero root \( 0 < p_L \leq 1 \); otherwise, \( f(p) = 0 \) has three non-zero roots \( 0 < p_A < p_S < p_L \leq 1 \) in which \( f(p'_1) < 0 \) or \( f(p'_2) > 0 \).

Lemma 4 further presents the necessary and sufficient condition for \( g(p) = 0 \) has two non-zero roots \( 0 < p'_1 < p'_2 < 1 \) with \( f(p'_1) < 0 \) and \( f(p'_2) > 0 \).

**Lemma 4.** \( g(p) = 0 \) has two non-zero roots \( 0 < p'_1 < p'_2 < 1 \) with \( f(p'_1) < 0 \) and \( f(p'_2) > 0 \) if and only if \( \frac{4}{q} < \lambda cR^2 < \frac{(1-\xi)(q+\xi)^2}{q^2\xi(1-\xi)} \) and \( \xi_t < \xi < \xi_h \), where \( \xi_t \) and \( \xi_h \) are given in (6) and (7), respectively.

**Proof.** \( g(p) = 0 \) has two non-zero roots, when \( \lim_{p \to 0} g(p) < 0 \), \( g(1) < 0 \) and peak value of \( g(p) \) is larger than zero, and find that \( g(p) = 0 \) has two non-zero roots \( p'_1 \) and \( p'_2 \), if

\[
\frac{4}{q} < \lambda cR^2 < \frac{(1-\xi)(q+\xi)^2}{q^2\xi(1-\xi)}, \text{ and } 0 < q < 1, 0 < \xi < 1.
\]  

(27)
Two roots of $g(p) = 0$ can be written as

\[ p_1' = \frac{M}{2} - N - \sqrt{\frac{M^2}{4} - MN}, \]  

(28)

\[ p_2' = \frac{M}{2} - N + \sqrt{\frac{M^2}{4} - MN}, \]  

(29)

from $0 < p_1' < p_2' < 1$, we obtain

\[ \lambda c R^2 < \frac{((1 - \xi)q + \xi)^2}{q^2 \xi (1 - \xi)}, \]  

(30)

\[ \frac{2}{q} < \lambda c R^2 < \frac{2}{q} + \frac{2}{\xi} - 2. \]  

(31)

So combining (27), (30), (31), the fixed-point equation has three non-zero roots $0 < p_A < p_S < p_L < 1$, if

\[ \frac{4}{q} < \lambda c R^2 < \min \left\{ \frac{((1 - \xi)q + \xi)^2}{q^2 \xi (1 - \xi)}, \frac{2}{q} + \frac{2}{\xi} - 2 \right\} \quad \text{and} \quad 0 < q < 1, 0 < \xi < 1, \]  

(32)

\[ f(p_1') = -\frac{M}{\frac{M}{2} - \sqrt{\frac{M^2}{4} - MN}} - \ln \left( \frac{M}{2} - N - \sqrt{\frac{M^2}{4} - MN} \right) - \theta R^\alpha \gamma^{-1} < 0, \]  

(33)

\[ f(p_2') = -\frac{M}{\frac{M}{2} + \sqrt{\frac{M^2}{4} - MN}} - \ln \left( \frac{M}{2} - N + \sqrt{\frac{M^2}{4} - MN} \right) - \theta R^\alpha \gamma^{-1} > 0, \]  

(34)

where $M = \lambda c R^2 \frac{\xi}{1 - \xi}$, $N = \frac{\xi}{q(1 - \xi)}$.

Firstly, we simplify (32), which means $\frac{4}{q} < \frac{2}{q} + \frac{2}{\xi} - 2$ and $\frac{4}{q} < \frac{((1 - \xi)q + \xi)^2}{q^2 \xi (1 - \xi)}$. From that, we can get $q > \frac{\xi}{1 - \xi}$. Then, we prove that $\frac{2}{q} + \frac{2}{\xi} - 2 > \frac{((1 - \xi)q + \xi)^2}{q^2 \xi (1 - \xi)}$ in this case. We have

\[ \frac{2}{q} + \frac{2}{\xi} - 2 - \frac{((1 - \xi)q + \xi)^2}{q^2 \xi (1 - \xi)} = \frac{q^2(1 - \xi)^2 - \xi^2}{q^2 \xi (1 - \xi)}, \]  

(35)

As $q > \frac{\xi}{1 - \xi}$, we get $\xi < 1 - \frac{1}{1+q}$. And $q \in (0, 1]$, thus, $\xi \in (0, 0.5]$. Then, we get $q^2(1 - \xi)^2 > \xi^2$, and we have $\frac{2}{q} + \frac{2}{\xi} - 2 - \frac{((1 - \xi)q + \xi)^2}{q^2 \xi (1 - \xi)} > 0$, which means (32) can be written as

\[ \frac{4}{q} < \lambda c R^2 < \frac{((1 - \xi)q + \xi)^2}{q^2 \xi (1 - \xi)}. \]  

(36)

Moreover, by combining (25), (33), (34), we can obtain (6), (7).

\[ \square \]

Finally, Theorem 1 can be obtained by combining Lemma 3 and Lemma 4.
Appendix C

Proof of Monotonicity of $p_A, p_L$

According to (5), we have

$$
\frac{\partial p}{\partial \xi} = \frac{\lambda c R^2 p^2}{\lambda c R^2 p \xi (1 - \xi) - (\frac{\xi}{q} + p(1 - \xi))^2} = \frac{\lambda c R^2 p^2}{g(p)} \frac{1}{(1 - \xi)^2},
$$

(37)

$$
\frac{\partial p}{\partial q} = \frac{\lambda c R^2 (\xi)^2 p}{\lambda c R^2 p \xi (1 - \xi) - (\frac{\xi}{q} + p(1 - \xi))^2} = \frac{\lambda c R^2 (\xi)^2 p}{g(p)} \frac{1}{(1 - \xi)^2},
$$

(38)

$$
\frac{\partial p}{\partial \lambda} = \frac{c R^2 (\xi + pq(1 - \xi))}{\lambda c R^2 p \xi (1 - \xi) - (\frac{\xi}{q} + p(1 - \xi))^2} = \frac{c R^2 (\xi + pq(1 - \xi))}{g(p)} \frac{1}{(1 - \xi)^2}.
$$

(39)

where $g(p)$ is given in (26). Let us consider the following scenarios:

1) If $g(p) = 0$ has no non-zero root for $p \in (0, 1]$, then $g(p) < 0$ for $p \in (0, 1]$. In this case, (5) has one-zero root $p_L$, which is a steady-state point according to the approximate trajectory analysis in [25]. We then have have $g(p_L) < 0$.

2) If $g(p) = 0$ has one non-zero root for $0 < p' \leq 1$, then we have:

   a) If $g(p) = 0$ has two roots when $p \in (-\infty, \infty)$, and one of them in range $p \in (0, 1]$, then $g(p) < 0$ for $p \in (0, p'_1)$ and $g(p) > 0$ for $p \in (p'_1, 1)$. (5) has one-zero root $p_L$, and $p_L < p'_1$, which is a steady-state point according to the approximate trajectory analysis in [25]. We then have have $g(p_L) < 0$.

   b) If $g(p) = 0$ has one root when $p \in (-\infty, \infty)$, and this root in range $p \in (0, 1]$, then $g(p) < 0$ for $p \in (0, 1]$. (5) has one-zero root $p_L$, which is a steady-state point according to the approximate trajectory analysis in [25]. We then have have $g(p_L) < 0$.

3) If $g(p) = 0$ has two non-zero roots for $0 < p' < p'' < 1$, then we have:

   a) If $p''_2 = 1$, then $g(p) < 0$ for $p \in (0, p'_1)$ and $g(p) > 0$ for $p \in (p'_1, 1)$. (5) has one-zero root $p_L$, which is a steady-state point according to the approximate trajectory analysis in [25]. We then have have $g(p_L) < 0$.

   b) If $p''_2 < 1$, then $g(p) < 0$ for $p \in (0, p'_1) \cup (p''_2, 1)$, and $g(p) > 0$ for $p \in (p'_1, p''_2)$. In this case, (5) may has one non-zero root $p_L \in (0, p'_1) \cup (p''_2, 1)$, or three non-zero roots $p_A < p'_1 < p_S < p''_2 < p_L$, among which $p_A$ and $p_L$ are the steady-state point according to the approximate trajectory analysis in [25]. We then have have $g(p_A) < 0$ and $g(p_L) < 0$.

Finally, we can conclude that $g(p_A) < 0$, $g(p_L) < 0$. Thus, it can be obtained from (37), (38) and (39) that $\frac{\partial p}{\partial \xi} < 0$, $\frac{\partial p}{\partial q} < 0$, $\frac{\partial p}{\partial \lambda} < 0$ at both the steady states $p_A, p_L$. 

APPENDIX D

PROOF OF THEOREM 2

The peak AoI can be written as

\[ A_p = E[T_{k-1}] + E[Y_k]. \] (40)

where \( T_{k-1} \) is service time of \((k-1)^{th}\) packet, \( Y_k \) is the inter-departure time, between the \((k-1)^{th}\) packet served and the \(k^{th}\) packet served. Thus, \( E[T_{k-1}] \) can be obtained as

\[ E[T_{k-1}] = \frac{1}{qp}. \] (41)

For \( Y_k \), it is a summation of the time interval \( Y_k^a \) between \((k-1)^{th}\) packet departure and \( k^{th}\) packet departure, and the time interval \( Y_k^s \) between \( k^{th}\) packet arrival and departure, i.e., \( Y_k = Y_k^a + Y_k^s \). As Fig 2 illustrates, the departure of \((k-1)^{th}\) packet and the arrival of \( k^{th}\) packet can occur almost at the same time, but the time interval between the \(k^{th}\) packet’s arrival and departure costs at least one time slot. Thus, we have, \( E[Y_k^a] = \frac{1}{\xi} - 1 \) and \( E[Y_k^s] = \frac{1}{qp} \). which leads to

\[ E[Y_k] = E[t_a] + E[t_s] = \frac{1}{\xi} - 1 + \frac{1}{qp}. \] (42)

APPENDIX E

PROOF OF THEOREM 2

According to (5) and (8), we have

\[ \frac{\partial A_p}{\partial q} = \frac{-2(p + q \frac{\partial p}{\partial q})}{q^2p^2} = \frac{2\xi^2}{q^2p} \left( -\frac{1}{\xi^2} - \frac{\lambda c R^2 \xi^2}{\frac{1}{q} - \lambda c R^2 p \xi (1 - \xi) - (\xi + p(1 - \xi))^2} \right). \] (43)

We then have

\[ \lim_{q \to 0} \frac{\partial A_p}{\partial q} < 0 \] (44)

and

\[ \lim_{q \to 1} \frac{\partial A_p}{\partial q} = -\frac{2}{p_*} - \frac{2\lambda c R^2 \xi^2 \frac{1}{p_*}}{\lambda c R^2 p_* \xi (1 - \xi) - (\xi + p_* (1 - \xi))^2}, \] (45)

where \( p_* \) is the non-zero root of (12). As \( \frac{\partial p}{\partial q} < 0 \), we have

\[ \lambda c R^2 p_* \xi (1 - \xi) - (\xi + p_* (1 - \xi))^2 < 0. \] (46)
Then, when
\[ \lambda c R^2 > \frac{(\xi + p\gamma(1 - \xi))^2}{\xi^2 + p\gamma(1 - \xi)} = 1 + \frac{p\gamma(1 - \xi)}{\xi}, \]  
we have \( \lim_{\xi \to 1} \frac{\partial A_p}{\partial \xi} > 0 \). The peak AoI \( A_p \) can then be optimized when \( q \in (0, 1) \). By combining \( \frac{\partial A_p}{\partial q} = 0 \) and (5), the optimal channel access probability \( q \) can be obtained as
\[ q = \frac{1}{\lambda c R^2 - \exp\left\{-\theta R^\alpha \gamma^{-1} - 1\right\}}. \]  
The optimal peak AoI can be obtained by substituting (48) into (8).

When \( \lambda c R^2 \leq 1 + \frac{p\gamma(1 - \xi)}{\xi} \), on the other hand, the optimal channel access rate is given by \( q = 1 \), and the corresponding optimal peak AoI can be obtained by combining \( q = 1 \) and (8).

**APPENDIX F**

**PROOF OF THEOREM 5**

According to (5) and (8), we have
\[ \frac{\partial A_p}{\partial \xi} = - \left( \frac{1}{\xi^2 + 2 \frac{\partial p}{\partial \xi} q \xi^2} \right) = - \frac{1}{\xi^2} - \frac{2 \lambda c R^2 q^2}{\lambda c R^2 p \xi (1 - \xi) - \frac{1}{\xi^2} + p(1 - \xi)^2}. \]  
We then have
\[ \lim_{\xi \to 0} \frac{\partial A_p}{\partial \xi} < 0 \]  
and
\[ \lim_{\xi \to 1} \frac{\partial A_p}{\partial \xi} = 2 \lambda c R^2 q - 1. \]  
When \( \lambda c R^2 > \frac{1}{2q} \), we have \( \lim_{\xi \to 1} \frac{\partial A_p}{\partial \xi} > 0 \) the peak AoI \( A_p \) can then be optimized when \( \xi \in (0, 1) \). By combining \( \frac{\partial A_p}{\partial \xi} = 0 \) and (5), the optimal packet arrival rate \( \xi \) can be obtained as
\[ \xi = 2q \exp\left\{-\frac{2}{\sqrt{1 + \frac{4}{q \lambda c R^2} + 1}} - \theta R^\alpha \gamma^{-1}\right\} \left(1 + \frac{4}{q \lambda c R^2} + 1\right) + 2q \exp\left\{-\frac{2}{\sqrt{1 + \frac{4}{q \lambda c R^2} + 1}} - \theta R^\alpha \gamma^{-1}\right\} - 2. \]  
The optimal peak AoI can be obtained by substituting (52) into (8).

When \( \lambda c R^2 \leq \frac{1}{2q} \), on the other hand, the optimal packet arrival rate is given by \( \xi = 1 \), and the corresponding optimal peak AoI can be obtained by combining \( \xi = 1 \) and (8).
APPENDIX G

PROOF OF THEOREM 4

We denote that

\[ A^*_p = \min_{\{q\}} A^\xi_{p=\xi}^* . \]  

From Theorem 3, for \( q < \frac{1}{2\lambda c R^2} \), we have

\[ \frac{dA^\xi_{p=\xi}^*}{dq} = \frac{2(\lambda c R^2 - \frac{1}{q})}{q} \exp \left\{ \lambda c R^2 q + \theta R^\alpha \gamma^{-1} \right\} . \]  

As \( q < \frac{1}{2\lambda c R^2} \), thus, \( \frac{dA^\xi_{p=\xi}^*}{dq} < 0 \), which means that \( A^\xi_{p=\xi}^* \) decrease monotonically when \( q < \frac{1}{2\lambda c R^2} \).

On the other hand, for \( q > \frac{1}{2\lambda c R^2} \), we denote \( k = -\frac{2}{\sqrt{1+q\lambda c R^2+1}} \), \( k \in (-1, -\frac{1}{2}) \), then

\[ A^\xi_{p=\xi}^* = \frac{1}{q e^{k} e^{-\theta R^\alpha \gamma^{-1} (k + 1)}} . \]  

We find that \( k \) decreases with the increase of \( q \), \( \frac{1}{e^{k}(k+1)} \) decreases with the increase of \( k \) and \( \frac{1}{e^{k}(k+1)} > 0 \), so \( A^\xi_{p=\xi}^* \) decrease monotonically with the increase of \( q \) when \( q > \frac{1}{2\lambda c R^2} \).

Moreover, when \( \lambda c R^2 = \frac{1}{2q} \), \( A^\xi_{p=\xi}^* = A^\xi_{p=\xi}^* < 1 \), which means \( A^\xi_{p=\xi}^* \) is a continous function for \( q \), thus \( A^\xi_{p=\xi}^* \) decrease monotonically for \( q \in (0, 1] \).

Therefore, \( A^*_p = A^\xi_{p=\xi}^* \) when \( q = 1 \) and Theorem 4 can be obtained by combining \( q = 1 \) and Theorem 3.
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