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Abstract. In this paper we provide a new analysis of the SEM algorithm. Unlike previous work, we focus on the analysis of a single run of the algorithm. First, we discuss the algorithm for general mixture distributions. Second, we consider Gaussian mixture models and show that with high probability the update equations of the EM algorithm and its stochastic variant are almost the same, given that the input set is sufficiently large. Our experiments confirm that this still holds for a large number of successive update steps. In particular, for Gaussian mixture models, we show that the stochastic variant runs nearly twice as fast.

1 Introduction

Training the parameters of probabilistic models to describe a given data set is a central task in the field of data mining and machine learning. The Expectation-Maximization (EM) algorithm [1] is a general scheme for finding maximum-likelihood solutions for this parameter estimation problem. It is used when the observed data \( X \) can be seen as incomplete and when the problem given the corresponding complete data \((X,Z)\) is easy to solve. Formally, the parameter estimation problem is to maximize the likelihood function \( L(\theta|X) = p(X|\theta) = \int p(X,Z|\theta) dZ \) over the choice of model parameters \( \theta \). Starting with an initial set of model parameters, the EM algorithm (cf. Alg. 1) repeatedly performs two steps. The first step derives an optimal distribution for the hidden values. The second step computes the new set of parameters by maximizing the expectation (over the hidden values) of the complete-data likelihood. During the decades since its first presentation, a lot of work has been done to improve the EM algorithm [2]. Most of these improvements deal with two major drawbacks. On the one hand, the convergence of the EM algorithm can be very slow. On the other hand, the EM algorithm is prone to converge only to a local maximum, or even worse, to a saddle point of the likelihood function.

In this paper we analyze a probabilistic variant of the EM algorithm, known as the Stochastic EM or SEM algorithm [3] (cf. Alg. 2), and its relation to the classical EM algorithm. Instead of maximizing the expectation in the second step, the SEM algorithm uses the distribution from the first step to sample an assignment for the hidden values \( Z \). Afterwards, it maximizes the complete-data
Algorithm 1

\[
\text{while } \text{<condition> do} \\
q(Z) = p(Z|X, \theta) \\
\text{maximize } E_{z \sim q}[\ln p(X, Z|\theta)] \text{ w.r.t. } \theta
\]

\[
\text{Fig. 1. Classical EM algorithm}
\]

Algorithm 2

\[
\text{while } \text{<condition> do} \\
q(Z) = p(Z|X, \theta) \\
draw z \sim q(Z = z) \\
\text{maximize } p(X, Z = z|\theta) \text{ w.r.t. } \theta
\]

\[
\text{Fig. 2. Stochastic EM algorithm}
\]

likelihood only for that fixed assignment. Its inherent randomness technically allows the algorithm to escape from a saddle point or an undesired local maximum of the likelihood function.

Related Work The models generated by the SEM algorithm are studied in [4]. For mixtures of distributions from the exponential family, the author shows that the sequence of models generated by the SEM iterations is an ergodic Markov chain converging weakly to a stationary distribution over models. Furthermore, it is shown that under appropriate assumptions the mean of this stationary distribution converges to the maximum-likelihood estimate. However, the mean of the stationary distribution usually cannot be obtained by a single run of the algorithm. Instead, a large number of restarts is necessary to retrieve a reasonable approximation of the mean distribution.

Some initial experimental comparison between EM and SEM algorithm can be found in [5]. The algorithms are applied to two small one-dimensional data sets (containing 150 and 174 points) and use Gaussian mixtures with 3 and 2 components, respectively. The authors evaluate the log-likelihood of the sequence of the produced solutions and the log-likelihood surface in the neighbourhood of these solutions. Furthermore, they compare the final Gaussian mixture models returned by the algorithms. Their results indicate that the SEM algorithm converges faster and more reliable than the EM algorithm.

Our Contribution Our results suggest that in most cases where the classical EM algorithm is applicable, one can use the SEM algorithm to obtain similar results more efficiently. The previous theoretical analysis of the SEM algorithm [4] does not give any guarantees for a single run of the SEM algorithm. In this paper, we analyze a single run of the SEM algorithm in relation to the classical EM algorithm. First, we show that mixture distributions are suitable candidates for the application of the SEM algorithm. Second, for Gaussian mixture models and for sufficiently large input sets, we show that in a single update step with high probability the algorithms yield very similar results.

Previous experimental comparisons [5] consider only small examples and do not compare the solutions after single update steps. In this paper, we present experiments which confirm that our theoretical results even hold for a large number of successive steps. Moreover, we show that the simplified maximization step of the SEM algorithm leads to considerably better running times.
2 Stochastic EM Algorithm for Gaussian Mixtures

In this section we show that general mixture distributions are suitable candidates for the SEM algorithm. Moreover, we show that for mixtures of Gaussians, the EM and SEM algorithm compute almost the same parameter updates.

2.1 Mixture Distributions

For a mixture of $K \in \mathbb{N}$ component distributions, the parameter vector takes the form $\theta = (w_1, \ldots, w_K, \theta_1, \ldots, \theta_K)$, where $w_1, \ldots, w_K \in \mathbb{R}$ with $\sum_{k=1}^{K} w_k = 1$ are the weights, and $\theta_k$ is the parameter vector for the $k$-th component.

Consider an observation $X = (x_1, \ldots, x_N)$ consisting of $N \in \mathbb{N}$ independent draws from $\theta$. Drawing a single observation $x_n$ can be described as a two step process. First, choose one of the component distributions $\theta_k$ with probability proportional to its weight $w_k$. Second, draw $x_n$ from the chosen component distribution. Then, the natural choice for the hidden values is the matrix $Z = (z_{nk}) \in \{0,1\}^{N \times K}$ with $\sum_{k=1}^{K} z_{nk} = 1$ for $n = 1, \ldots, N$ that indicates whether a component is responsible for an observation. Using this definition, we get that the probability of a single observation is $p(X = x_n | \theta) = \sum_{Z} p(Z | \theta) p(X = x_n | Z, \theta) = \sum_{k=1}^{K} w_k p(x_n | \theta_k)$.

Proposition 1. Let $\theta$ denote a parameter vector of a mixture model. Then, for any fixed $X$ and $Z = (z_{nk})$ defined as above, the complete-data likelihood $p(X, Z | \theta)$ is maximized w.r.t. $\theta$ by setting

$$w_k = \frac{1}{K} \sum_{n=1}^{N} z_{nk} \quad \text{and} \quad \theta_k = \arg \max_{\theta_k} p(Y_k | \theta'_k)$$

for $k = 1, \ldots, K$, where $Y_k = \{x_n | z_{nk} = 1\}$.

Proof. We denote the new model computed by the SEM algorithm in some fixed round by $\theta^{X,Z}$. Since

$$p(X, Z | \theta) = p(Z | \theta) \cdot p(X | Z, \theta),$$

it is sufficient to show that $\theta^{X,Z}$ maximizes $p(Z | \theta)$ as well as $p(X | Z, \theta)$. Using that $p(z_{nk} = 1 | \theta) = w_k$, $z_{nk} \in \{0,1\}$, and $\sum_{k=1}^{K} z_{nk} = 1$, we conclude

$$p(Z | \theta) = \prod_{n=1}^{N} \sum_{k=1}^{K} z_{nk} w_k = \prod_{k=1}^{K} w_k^{c_k},$$

where $c_k = \sum_{n=1}^{N} z_{nk}$. From this, we derive $\log p(Z | \theta) = \sum_{k=1}^{K} c_k \log(w_k)$. Applying Lemma 1 yields that $\theta^{X,Z}$ maximizes $p(Z | \theta)$.

It remains to show that $\theta^{X,Z}$ maximizes $p(X | Z, \theta)$. However, due to the independence of the observations, we have

$$\ln p(X | Z, \theta) = \sum_{n=1}^{N} \ln p(x_n | Z, \theta) = \sum_{n=1}^{N} \sum_{k=1}^{K} z_{nk} \ln p(x_n | \theta_k) = \sum_{k=1}^{K} \ln p(Y_k | \theta_k).$$
Lemma 1. Let \( K, N, c_1, \ldots, c_K \in \mathbb{N} \) with \( \sum_{k=1}^{K} c_k = N \) and denote the standard \((K-1)\)-simplex by \( S^{K-1} = \{(p_1, \ldots, p_K) \in \mathbb{R}^K \mid \sum_{k=1}^{K} p_k = 1\} \). Then, the function \( f : S^{K-1} \to \mathbb{R} \) with \( f(p) = f(p_1, \ldots, p_K) = \sum_{k=1}^{K} c_k \log(p_k) \) is maximized by \( p = (\frac{c_1}{N}, \ldots, \frac{c_K}{N}) \).

**Proof.** Let \( q = (q_1, \ldots, q_K) \) with \( q_k = \frac{c_k}{N} \) for \( k = 1, \ldots, K \). Instead of \( f \), we maximize

\[
\frac{f(p)}{N} + H(q) = \sum_{k=1}^{K} q_k \log p_k - \sum_{k=1}^{K} q_k \log q_k = \sum_{k=1}^{K} q_k \log \frac{p_k}{q_k} = -\text{KL}(q, p)
\]

where \( H(\cdot) \) denotes the entropy and \( \text{KL}(\cdot, \cdot) \) the Kullback-Leibler divergence. The lemma follows from \( \text{KL}(q, p) \geq 0 \) and \( \text{KL}(q, p) = 0 \) if and only if \( p = q \).

**Limitations.** For the maximization step to be well defined, we have to assure that for \( k = 1, \ldots, K \) it holds that \( |Y_k| = \sum_{n=1}^{N} z_{nk} \geq \zeta \) for some model dependent threshold \( \zeta \in \mathbb{N} \) (cf. Sec. 2.2). Otherwise, it might not be possible to determine the new parameters. In these cases, it might be a good idea to replace the underdetermined component.

### 2.2 Gaussian Mixtures

For a mixture of \( K \in \mathbb{N} \) multivariate Gaussians over \( \mathbb{R}^D \) the parameters of the \( k \)-th component consist of a mean \( \mu_k \in \mathbb{R}^D \) and a covariance matrix \( \Sigma_k \in \mathbb{R}^{D \times D} \). That is, the parameter vector of the model takes the form \( \theta = (w_1, \ldots, w_K, \mu_1, \ldots, \mu_K, \Sigma_1, \ldots, \Sigma_K) \) and \( X = (x_1, \ldots, x_N) \) with \( x_n \in \mathbb{R}^D \). Then, the classical EM algorithm in each step deterministically computes

\[
\begin{align*}
    w_k^{EM} &= \frac{1}{N} \sum_{n=1}^{N} p_{nk}, \quad \mu_k^{EM} = \frac{\sum_{n=1}^{N} p_{nk} x_n}{\sum_{n=1}^{N} p_{nk}}, \\
    \Sigma_k^{EM} &= \frac{\sum_{n=1}^{N} p_{nk}(x_n - \mu_k^{EM})(x_n - \mu_k^{EM})^T}{\sum_{n=1}^{N} p_{nk}},
\end{align*}
\]

for \( k = 1, \ldots, K \), where

\[
p_{nk} = p(z_{nk} = 1|X, \theta) = E[z_{nk}|X, \theta].
\]

After sampling the indicator matrix \( Z = (z_{nk}) \in \{0, 1\}^{N \times K} \), the SEM algorithm computes the following updates for \( k = 1, \ldots, K \):

\[
\begin{align*}
    w_k^{SEM} &= \frac{1}{N} \sum_{n=1}^{N} z_{nk}, \quad \mu_k^{SEM} = \frac{\sum_{n=1}^{N} z_{nk} x_n}{\sum_{n=1}^{N} z_{nk}}, \\
    \Sigma_k^{SEM} &= \frac{\sum_{n=1}^{N} z_{nk}(x_n - \mu_k^{SEM})(x_n - \mu_k^{SEM})^T}{\sum_{n=1}^{N} z_{nk}},
\end{align*}
\]

where \( \mu_k^{SEM} \) and \( \Sigma_k^{SEM} \) are the maximum likelihood solution for the parameter estimation problem of a single Gaussian distribution with respect to observation \( Y_k = \{x_n|z_{nk} = 1\} \). In contrast to the EM algorithm, the parameters computed by the SEM algorithm are in fact random variables. For a derivation of these update equations see Prop. 1 and e.g. \[6\].
As already observed in Sec. 2.1, strictly speaking, we have to assure that for $k = 1, \ldots, K$ it holds $|Y_k| \geq D + 1$. Otherwise, $\Sigma^SEM_k$ would not be symmetric positive definite. Assuming that the observations are given in general linear position, assigning at least $D + 1$ points to each Gaussian is sufficient.

2.3 Proximity of the Update Equations

In this section we give probabilistic bounds on the differences between the computations of the EM and SEM algorithm. Before we state our main results, we provide some preliminary definitions. For vectors $v \in \mathbb{R}^D$ we denote the $i$-th coordinate of $v$ by $(v)_i$, while for matrices $M \in \mathbb{R}^{D \times D}$ we denote the $(i,j)$-th entry of $M$ by $(M)_{ij}$. We define the spread of the $d$-th coordinate of the input set by

$$\Delta_d = \max_{n} (x_n)_d - \min_{n} (x_n)_d.$$  \hfill (4)

Since scaling the data set results in scaled differences of the mean and covariance updates, our bounds have to depend on the spread. Furthermore, we define the overall responsibility of the $k$-th component by $r_k := \sum_{n=1}^{N} p_{nk}$. We measure the difference between the weight updates in terms of $E[w^SEM_k] = \frac{1}{N} r_k$. Since the means are not translation invariant with respect to $X$, we measure the differences of the mean updates in terms of the standard deviation of a suitable chosen random variable. Consider the difference of the means $\mu^SEM_k - \mu^EM_k = \frac{\sum_{n=1}^{K} z_{nk} (x_n - \mu^EM_k)}{\sum_{n=1}^{N} z_{nk}}$. Ignoring the normalization factor, one summand of the numerator is a random variable that corresponds to the contribution of $x_n$ to the difference. The variance of this contribution in the $d$-th coordinate is given by $p_{nk}(1 - p_{nk}) (x_n - \mu^EM_k)^2 d$. Since the $z_{nk}$ are independent random variables, the variance of the overall contribution is given by $\sum_{n=1}^{N} p_{nk}(1 - p_{nk}) (x_n - \mu^EM_k)^2 d$. Thus, we measure the difference between $\mu^SEM_k$ and $\mu^EM_k$ in the $d$-th coordinate in terms of the corresponding standard deviation

$$\tau_{kd} = \sqrt{\sum_{n=1}^{N} p_{nk}(1 - p_{nk}) (x_n - \mu^EM_k)^2 d}.$$ \hfill (5)

Analogously, for the difference in the $(i,j)$-th entry of the $k$-th covariance update we set $T_{kn} = (x_n - \mu^EM_k)(x_n - \mu^EM_k)^T$ and use

$$\rho_{kij} = \sqrt{\sum_{n=1}^{N} p_{nk}(1 - p_{nk}) (T_{kn} - \Sigma^EM_k)^2_{ij}}.$$ \hfill (6)

To bound the difference between the update formulas, we state three separate theorems. For a fixed probability $\delta$, we give bounds on the proximity of the updates that can be guaranteed with probability at least $1 - \delta$. To derive a result for the complete update, one has to combine all three theorems using the union bound. Recall, due to translation invariance, Thm. 1 measures the differences in terms of the expected value $E[w^SEM_k] = \frac{1}{N} r_k$, while Thm. 2 and Thm. 3 use the standard deviations $\tau_{ki}$ and $\rho_{kij}$. The first theorem bounds the difference of the weight updates for one component.
Theorem 1 (Proximity of weights). Let \( k \in \{1, \ldots, K\} \) and \( 2e^{-r_k/3} \leq \delta \leq 1 \). Then, for \( \lambda_w = \sqrt{\frac{3 \ln 2/\delta}{r_k}} \) with probability at least \( 1 - \delta \) it holds

\[
|w_k^{SEM} - w_k^{EM}| \leq \lambda_w w_k^{EM}.
\]

Hence, given \( \delta \), we know that with probability at least \( 1 - \delta \) the proximity of the weights is \( E[w_k^{SEM}] \) times a factor inverse proportional to \( \sqrt{r_k} \) and polylogarithmic in \( \delta^{-1} \). In particular, the dependency on \( \delta^{-1} \) is mild, and, as one would expect, the accuracy of our bound improves with growing \( r_k \) due to the law of large numbers. The following two theorems state similar results for the means and covariances.

The second theorem bounds the difference in a single coordinate of the mean updates. Since one can not expect good estimates for the means if the weights are not well approximated, it depends on the proximity \( \lambda_w \).

Theorem 2 (Proximity of means). Let \( k \in \{1, \ldots, K\} \) and denote by \( E[w] \) the event that

\[
|w_k^{SEM} - w_k^{EM}| \leq \lambda_w w_k^{EM}
\]

where \( 0 < \lambda_w < 1 \). Then, for \( i \in \{1, \ldots, D\} \) and \( 0 < \delta < 1 \)

\[
p \left( \left| (\mu_k^{SEM} - \mu_k^{EM})_i \right| \leq \frac{\lambda_\mu}{1 - \lambda_w} \cdot \frac{\tau_{ki}}{r_k} \middle| E[w] \right) \geq 1 - \delta
\]

for

\[
\lambda_\mu = \begin{cases} \sqrt{2e \ln 2/\delta} & \text{if } \frac{\tau_{ki}}{\Delta_i} \geq \frac{1}{2} \sqrt{2e \ln 2/\delta} \\ \frac{2\Delta_i}{\tau_{ki}} \ln 2/\delta & \text{otherwise} \end{cases}
\]

If the probability of success is small enough, i.e. \( \delta \geq 2e^{-(\tau_{ki}^2)/(2\Delta_i^2)} \), we can use the first case and obtain a better proximity. The third theorem is the equivalent of Thm. 2 for a single entry of the covariance matrix. The bound is the sum of two terms, the analogon of the bound for the means from Thm. 2 and the error that arises from the accuracy of the mean estimates.

Theorem 3 (Proximity of covariances). Let \( k \in \{1, \ldots, K\} \), \( i, j \in \{1, \ldots, D\} \) and denote by \( E[w, \lambda] \) the event that

\[
|w_k^{SEM} - w_k^{EM}| \leq \lambda_w w_k^{EM}
\]

where \( 0 < \lambda_w < 1 \) and that for \( \ell = i, j \) it holds

\[
\left| (\mu_k^{SEM} - \mu_k^{EM})_\ell \right| \leq \frac{\lambda_\mu}{1 - \lambda_w} \cdot \frac{\tau_{k\ell}}{r_k}
\]

where \( \lambda_{\mu} > 0 \). Then, for \( 0 < \delta < 1 \)

\[
p \left( \left| (\Sigma_k^{SEM} - \Sigma_k^{EM})_{ij} \right| \leq \frac{\lambda_{\Sigma}}{1 - \lambda_w} \cdot \rho_{kij} + \frac{\lambda_{\mu} \lambda_{\Sigma} \rho_{kij}}{(1 - \lambda_w)^2} \cdot \frac{\tau_{ki} \tau_{kj}}{r_k^2} \middle| E[w, \lambda] \right) \geq 1 - \delta
\]
for

\[ \lambda_\Sigma = \begin{cases} \sqrt{2e \ln^2 \delta} & \text{if } \frac{2\Delta_i \Delta_j}{\rho_{kij}} \geq \frac{1}{e} \sqrt{2e \ln^2 \delta} \\ \frac{2\Delta_i \Delta_j}{\rho_{kij}} \ln \frac{2}{\delta} & \text{otherwise} \end{cases}. \]

### 2.4 Remarks

**Limitations.** Generally speaking, it is not possible to approximate a mixture component with too small a weight. Thus, we cannot expect bounds that do not use assumptions on the weights, which correspond to the \( r_k = N \cdot w_k^{EM} \). Since Thm. 2 and Thm. 3 both depend on \( \frac{1}{\lambda w} \), they become arbitrarily large for \( \lambda w \) near 1. For instance, to ensure \( \lambda w \leq \frac{1}{2} \), according to Thm. 1 all weights have to be at least \( \frac{12 \ln(2/\delta)}{N} \). Since usually \( N \gg K \) and since the dependence on \( \delta^{-1} \) is logarithmic, this is a rather mild assumption.

**Running Time.** While in the EM algorithm each data point is involved in the update of all components, the SEM algorithm uses each data point only for the update of exactly one component. Thus, depending on its concrete instantiation, the speedup between the SEM algorithm and the EM algorithm might be up to a factor of \( K \). Regarding the parameter estimation problem of Gaussian mixture models, we counted the number of multiplications during a single iteration of both algorithms. The overall running time of the EM algorithm is dominated by \( 2KND^2 \), while for the SEM algorithm it is dominated by \( KND^2 \). Thus, there is at least a factor 2 speedup which is confirmed in our experiments (cf. Sec. 3).

### 2.5 Proof of the proximity bounds

To bound the difference of the weights, we use the following Chernoff bound. A proof can be found e.g. in [7].

**Lemma 2.** Let \( X_1, \ldots, X_n \) be independent random variables in \( \{0, 1\} \) and let \( Y = \sum_{i=1}^n X_i \). Then, for each \( 0 \leq \lambda \leq 1 \) we have

\[ \Pr(|Y - E[Y]| \geq \lambda \cdot E[Y]) \leq 2e^{-E[Y] \lambda^2}. \]

As a corollary we get the following lemma that bounds the difference for a given probability of occurrence.

**Lemma 3.** Let \( X_1, \ldots, X_n \) be independent random variables in \( \{0, 1\} \) and let \( Y = \sum_{i=1}^n X_i \). Then, for \( 2e^{-E[Y]} \leq \delta \leq 1 \) and \( \lambda = \sqrt{\frac{3 \ln \delta}{E[Y]}} \) we have

\[ \Pr(|Y - E[Y]| \geq \lambda \cdot E[Y]) \leq \delta. \]

---

1 The number of additions and the number of multiplications are dominated by the same term, while the number of divisions is much smaller. Furthermore, we assume that \( N \gg D \).
Using Lemma 3, we are able to prove Theorem 1.

Proof (Proof of Theorem 1). Let \( W = \sum_{n=1}^{N} z_{nk} = N \cdot w_{k}^{SEM} \). Then, \( E[W] = \sum_{n=1}^{N} p_{nk} = r_{k} = N \cdot w_{k}^{EM} \). Thus, applying Lemma 3 yields \( N \cdot |w_{k}^{SEM} - w_{k}^{EM}| \geq N \cdot \lambda w_{k}^{EM} \) with probability at most \( \delta \).

To bound the difference of the means and covariances, we use the following Chernoff-type bound.

Lemma 4. Let \( X_1, \ldots, X_n \) be discrete, independent random variables with \( E[X_i] = 0 \) and \( |X_i| \leq C \) for some constant \( C \geq 0 \) and \( i = 1, \ldots, n \). Let \( Y = \sum_{n=1}^{N} X_i \).

Then, for \( \lambda \geq 0 \) it holds

\[
\Pr \left( |Y| \geq \lambda \sqrt{\text{Var}(Y)} \right) \leq 2e^{-\frac{\lambda^2}{4\text{Var}(Y)}},
\]

where \( \text{Var}(Y) = \sum_{i=1}^{n} \text{Var}(X_i) \) and \( a \geq 0 \) such that \( \lambda = \frac{ae^a \sqrt{\text{Var}(Y)}}{C} \).

Proof. Due to symmetry, we only prove \( \Pr \left( Y \geq \lambda \sqrt{\text{Var}(Y)} \right) \leq e^{-\lambda^2/(2e^a)} \). By Markov’s inequality we obtain \( \Pr \left( Y \geq \lambda \sqrt{\text{Var}(Y)} \right) \leq \frac{E[e^{tY}]}{e^{t\lambda \sqrt{\text{Var}(Y)}}} \) for each \( t > 0 \).

Let \( x_{ij} \) be the possible outcomes of \( X_i \) with \( \Pr(X_i = x_{ij}) = p_{ij} \). Then we obtain

\[
E[e^{tX_i}] = 1 + \sum_{j=1}^{m} p_{ij} \left( \frac{1}{2} (tx_{ij})^2 + \frac{1}{3} (tx_{ij})^3 + \ldots \right) \\
= 1 + \sum_{j=1}^{m} p_{ij} (tx_{ij})^2 \left( \frac{1}{2} + \frac{1}{3} (tx_{ij})^1 + \ldots \right) \\
\leq 1 + \sum_{j=1}^{m} p_{ij} (tx_{ij})^2 \left( \frac{1}{2} e^{tx_{ij}} \right) \leq 1 + \frac{e^a}{2} t^2 \text{Var}(X_i)
\]

for \( a \geq tC \). Using \( 1 + \alpha \leq e^a \) for \( \alpha \geq 0 \), we get

\[
E[e^{tY}] = \prod_{i=1}^{n} E[e^{tX_i}] \leq \prod_{i=1}^{n} \left( 1 + \frac{e^a}{2} t^2 \text{Var}(X_i) \right) \\
\leq \prod_{i=1}^{n} e^{\frac{e^a}{2} t^2 \text{Var}(X_i)} = e^{\frac{e^a}{2} t^2 \text{Var}(Y)}
\]

for \( t = \frac{\lambda}{e^{\sqrt{\text{Var}(Y)}}} \).

Setting \( t \) yields the claim.

Lemma 5. Let \( X_1, \ldots, X_n \) be discrete, independent random variables with \( E[X_i] = 0 \) and \( |X_i| \leq C \) for some constant \( C \geq 0 \) and \( i = 1, \ldots, n \). Let \( Y = \sum_{n=1}^{N} X_i \) and \( 0 < \delta < 1 \). Then, \( \Pr \left( |Y| \geq \lambda \sqrt{\text{Var}(Y)} \right) \leq \delta \) for

\[
\lambda = \begin{cases} 
\sqrt{2e \ln \frac{2}{\delta}} & \text{if } \frac{\sqrt{\text{Var}(Y)}}{C} \geq \frac{1}{\sqrt{2e \ln \frac{2}{\delta}}} \\
\frac{2C}{\sqrt{\text{Var}(Y)}} \ln \frac{2}{\delta} & \text{otherwise}
\end{cases}
\]
Proof. We start with the first case, i.e. $\sqrt{\text{Var}(Y)} \geq \frac{1}{2} \sqrt{2e \ln 2/\delta}$. Let $\lambda := \sqrt{2e \ln 2/\delta}$ and choose $0 \leq a \leq 1$, such that $\lambda = \frac{ae^a}{\sqrt{\text{Var}(Y)}}$. Applying Lemma 4, we obtain

$$\Pr \left( |Y| \geq \lambda \sqrt{\text{Var}(Y)} \right) \leq 2 \exp \left( \frac{-\lambda^2}{2e^a} \right) = 2 \exp \left( \frac{-2e \ln 2/\delta}{2e^a} \right) = 2 \left( \frac{\delta}{4} \right)^{\frac{\delta}{2e^a}} \leq \delta.$$ 

It remains to consider the second case, i.e. $\frac{2C}{\sqrt{\text{Var}(Y)}} < \frac{1}{2} \sqrt{2e \ln 2/\delta}$. We define $\lambda := \frac{2C}{\sqrt{\text{Var}(Y)}} \ln 2/\delta$ and let $a \in \mathbb{R}$, such that $\lambda = \frac{ae^a}{\sqrt{\text{Var}(Y)}}$. It follows

$$ae^a = \frac{2C^2}{\text{Var}(Y)} \ln 2/\delta. \quad (10)$$

Using $\sqrt{\text{Var}(Y)} > \frac{C}{\sqrt{2e \ln 2/\delta}}$, we deduce $ae^a > \frac{2C^2}{2e \ln 2/\delta} \ln 2/\delta = e$ and thus, $a > 1$. Applying Lemma 4, we obtain

$$\Pr \left( |Y| \geq \lambda \sqrt{\text{Var}(Y)} \right) \leq 2 \exp \left( \frac{-\lambda^2}{2e^a} \right) = 2 \exp \left( -\frac{4C^2}{\text{Var}(Y)} (\ln 2/\delta)^2 \frac{1}{2e^a} \right).$$

Using Equation (10) and $a > 1$ we deduce

$$\Pr \left( |Y| \geq \lambda \sqrt{\text{Var}(Y)} \right) \leq \exp \left( -2ae^a \ln 2/\delta \frac{1}{2e^a} \right) = 2 \exp \left( -a \ln 2/\delta \right) < 2 \exp \left( -\ln 2/\delta \right) = 2 \left( \frac{\delta}{4} \right) = \delta.$$ 

Proof (Proof of Theorem 3). Let $k \in \{1, \ldots, K\}$, $i \in \{1, \ldots, D\}$ and define the real random variable

$$M_{kin} = (z_{nk} - p_{nk}) \left( x_n - \mu_k^{EM} \right)_i.$$ 

Since $\text{E}[z_{nk}] = p_{nk}$, we get that $\text{E}[M_{kin}] = 0$ and

$$\text{Var}(M_{kin}) = p_{nk}(1-p_{nk})(x_n - \mu_k^{EM})_i^2.$$ 

Furthermore, since each $\mu_k^{EM}$ is a convex combination of $x_1, \ldots, x_N$, we get

$$|M_{kin}| \leq |z_{nk} - p_{nk}| \cdot |(x_n - \mu_k^{EM})_i| \leq \Delta_i.$$ 

Note that by definition of $\mu_k^{EM}$ we have $\sum_{n=1}^N p_{nk} (x_n - \mu_k^{EM})_i = 0$. Thus, for the random variable $M_{ki} = \sum_{n=1}^N M_{kin}$ it holds

$$M_{ki} = \sum_{n=1}^N z_{nk} (x_n - \mu_k^{EM})_i.$$ 

Furthermore, we get $\text{E}[M_{ki}] = 0$ and

$$\text{Var}(M_{ki}) = \sum_{n=1}^N p_{nk}(1-p_{nk})(x_n - \mu_k^{EM})_i^2 = \tau_k^2.$$ 

Applying Lemma 5 with $C = \Delta_i$ and the appropriate choice of $\lambda_{\mu}$ yields

$$\Pr \left( \sum_{n=1}^N z_{nk} (x_n - \mu_k^{EM})_i \geq \lambda_{\mu} \cdot \tau_k \right) \leq \delta.$$
Using Assumption (7), we conclude that
\[ |(\bar{\mu}_k^{SEM} - \mu_k^{EM})| = \frac{\left| \sum_{n=1}^{N} z_n (x_n - \mu_k^{EM}) \right|}{\sum_{n=1}^{N} z_n} \leq \frac{\lambda_n r_k}{N(1-\lambda_n)w_k^{EM}} = \frac{\lambda_n r_k}{(1-\lambda_n)w_k^{SEM}} \]
with probability at least \(1 - \delta\).

Proof (Proof of Theorem 3). Let \( \nu = \bar{\mu}_k^{SEM} - \mu_k^{EM} \). By using the update formulas of the means, we get
\[ \Sigma_k^{SEM} + \nu \nu^T = \sum_{n=1}^{N} z_n (x_n - \mu_k^{EM})(x_n - \mu_k^{EM})^T \sum_{n=1}^{N} z_n \]
Analogously to the proof of Theorem 2, we can bound the distance between \( \Sigma_k^{SEM} + \nu \nu^T \) and \( \Sigma_k^{EM} \). To this end, we define a real random variable
\[ S_{kijn} = (z_{nk} - p_{nk}) (\bar{Y}_{kn} - \Sigma_k^{EM}) \]
where \( \bar{Y}_{kn} = (x_n - \mu_k^{EM})(x_n - \mu_k^{EM})^T \). Again, using the definitions, we obtain
\[ \mathbb{E}[S_{kijn}] = 0, \quad \text{Var}(S_{kijn}) = \rho_{kij}^2 \]
The sum \( S_{kij} = \sum_{n=1}^{N} S_{kijn} \) it follows analogously to the means that
\[ S_{kij} = \sum_{n=1}^{N} z_n (\bar{Y}_{kn} - \Sigma_k^{EM}) \]
Moreover, we get \( \mathbb{E}[S_{kij}] = 0 \) and \( \text{Var}(S_{kij}) = \rho_{kij}^2 \).
Applying Lemma 5 with \( C = \Delta_i \Delta_j \) and the appropriate choice of \( \lambda \), yields
\[ \Pr \left( \sum_{n=1}^{N} z_n (\bar{Y}_{kn} - \Sigma_k^{EM}) \geq \lambda \cdot \rho_{kij} \right) \leq \delta. \]
Furthermore, using the triangle inequality, we get
\[ \left| (\Sigma_k^{SEM} - \Sigma_k^{EM})_{ij} \right| \leq \left| \left( \sum_{n=1}^{N} z_n (\bar{Y}_{kn} - \Sigma_k^{EM}) \right)_{ij} \right| + \left| (\mu_k^{SEM} - \mu_k^{EM})_{ij} \right| \]
Using Assumptions (8) and (9), we obtain that with probability at least \(1 - \delta\) it holds
\[ \left| (\Sigma_k^{SEM} - \Sigma_k^{EM})_{ij} \right| \leq \frac{\lambda_p}{(1-\lambda_n)} \cdot \rho_{kij} + \frac{\lambda_n \lambda_p}{(1-\lambda_n)^2} \cdot \frac{\tau_n \tau_{kij}}{r_k^2}. \]

3 Evaluation
To underpin our proximity and running time analysis, we compare the computations of the classical EM and the SEM algorithm on different input sets.
3.1 Implementation and Data Sets

**Implementation.** To get comparable results, both algorithms were implemented from scratch in C++ using the linear algebra library Eigen. Furthermore, as mentioned at the end of Sec. 2.2, it is possible that the number of points sampled to a component is too small to compute a new covariance. For empty components we solve the problem by sampling a new mean and computing the covariance matrix from scratch as in [8]. In case of too few points, we try to mix the underdetermined covariance with the previous covariance matrix or simply keep the old covariance matrix. For the EM algorithm we implemented a similar error handling since it has to deal with similar problems. In our experiments these problems hardly ever occurred.

**Data Sets** We used artificial as well as real world input data. For the generation of the artificial data sets, we considered different combinations of the dimension $D \in \mathbb{N}$ and the number of component distributions $K \in \mathbb{N}$. For each combination, we probabilistically computed several parameter vectors $\theta$. Then, for each $\theta$ and several $N \in \mathbb{N}$ we drew $N$ points from the Gaussian mixture given by $\theta$. To get reasonable results, it is important that the Gaussians are not pairwise well separated. Otherwise, the task of learning the parameters is too easy. Therefore, we ensured that the mixtures mainly consist of interfusing Gaussians. Furthermore, we created each mixture with balanced as well as unbalanced weights.

As real world data we use two publicly available data sets. The first one is the Forest Covertype data set which is part of the UCI Machine Learning Library[9] and contains 581 012 data points. To get data suitable for Gaussian mixture parameter estimation, we ignored the class labels and 44 qualitative binary attributes. The second data set is based on the Amsterdam Library of Object Images (ALOI)[10,11]. This database consists of 110 250 images of 1 000 small objects, taken under various conditions. We use a 27-dimensional feature vector set that is based on color histograms in HSV color space. The features were extracted from the database as described in [12] but using 2 bins for hue,
saturation and brightness each. Both real world data sets were normalized before use. That is, for each coordinate of the input data points the values were translated and scaled to fit into the interval [0, 1]. Otherwise, the difference between the means and covariances might be dominated by few dimensions of the input space, and the problem might reduce to a lower dimensional problem.

3.2 Experiments

For the comparison of the EM and SEM algorithm, we established three different types of tests. In the first type of tests we compared the negative log-likelihood of the parameters computed by the algorithms. The goal of the second type of tests was to compare the intermediate solutions of the two algorithms during their execution. To do this, we ran both algorithms for 50 rounds and computed the differences between the solutions after each round.

The aim of the third type of tests was to evaluate our theoretical bounds. For the sake of simplicity, we only compared the means computed by the two algorithms. In each round of the SEM algorithm we also computed the mean updates as the EM algorithm would compute it given the current model parameters. Then, we determined the actual Euclidean distance between each pair of means and our theoretical bounds. To get a bound that holds with high probability, we chose $\delta = \frac{1}{100} \cdot \frac{K}{(D+1)}$. Applying Thm. 1 for all $K$ weight updates and Thm. 2 for all $D$ coordinates in all $K$ mean updates yields $K(D+1)$ bounds that hold with probability $1 - \delta$. Using the union bound, the resulting bound for the Euclidean distance between the means holds with probability at least $1 - \frac{1}{100}$.

Both algorithms need to be fed with an initial solution. Thus, for each data set we created 30 sets of initial model parameters. For each initial parameter vector we proceeded as proposed in [8]. That is, we drew the $K$ means $\mu_k$ uniformly at random from the input $X$, set the covariances to $\Sigma_k = I_D \cdot \frac{1}{2D} \cdot \min_{i \neq k} \Vert \mu_k - \mu_i \Vert^2$, and assigned the weight $\frac{1}{K}$ to each component. To get comparable results, we always started both algorithms with the same initial model parameters. Due to the randomization, for each initial model we perform 100 different runs and study the average behavior of the algorithms given a fixed initial solution.
3.3 Results

Regarding the artificial data sets, the experiments for the different combinations of \( D \) and \( K \) led to essentially similar results. Therefore, in the following we only discuss two particular artificial data sets with \( N = 1000000 \) and \( N = 10000 \), which were both generated from the same parameter vector with \( D = K = 10 \). Furthermore, we only depict results for some selected initial solutions since we observed that the respective results hardly differed from each other.

Log-Likelihood. Some characteristic results of our first type of tests are shown in Fig. 5. Similar to box plots, the dark gray line marks the median, the gray ribbon ranges from the lower to the upper quartile, while the light gray ribbon ranges from the minimum to the maximum of all data. For the majority of our experiments the log-likelihood of the solutions almost coincide (cf. Fig. 5a). Generally speaking, for small values of \( N \) one can not expect that the SEM algorithm yields parameter estimates close those of the EM. This is due to the law of large numbers, i.e. the influence of a single sampling step of the SEM algorithm is larger for smaller \( N \). Indeed, for the artificial data set with \( N = 10000 \) we sometimes observe a small difference between the log-likelihood of the computed solutions as depicted in Fig. 5b. In some cases, this leads to final solutions with a log-likelihood that differs from those of the EM algorithm. As shown in Fig. 5c and Fig. 5d, the log-likelihood may be better or worse.
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Fig. 5. Negative log-likelihood of parameters computed by the EM and SEM algorithm for the selected artificial data sets and different initial solutions. Fig. 5b to Fig. 5d depict the results for the same artificial data set with \( N = 10000 \) but different initial solutions.

Intermediate Solutions. Some typical results of our second type of tests are shown in Fig. 6 to Fig. 9. For the interpretation of the results, let \( \Delta = \max_d \Delta_d \), \( \Gamma_\mu = \sqrt{D} \Delta \), and \( \Gamma_\Sigma = D \Delta^2 \). Notice that the differences of the weights, means, and covariances are bounded by \( 1 \), \( \Gamma_\mu \), and \( \Gamma_\Sigma \), respectively.

For the normalized real world data sets \( \Delta_d = 1 \). In relation to the spread, the parameter vectors are very similar. For instance, regarding the ALOI data
set, the weights, means and covariances differ by at most 0.3, 0.02 · Γµ, and 0.0005 · ΓΣ, respectively. In most cases, only in the first couple of rounds the difference between the parameters is larger.

For the artificial data sets, the spread in each dimension is approximately 40. Regarding the data set with \( N = 1000000 \), we observe the same behavior as for the real world data sets. In some experiments we observe that the difference in the parameters of single components are substantially larger than those of the remaining components. However, the differences are still small (cf. Fig. 8). That is, the weights, means and covariances differ by at most 0.0015, 0.0015 · Γµ, and 0.0001 · ΓΣ, respectively. Again, for small values of \( N \) one can not expect good parameter estimates, which is indeed the case for data sets with \( N = 10000 \). In fact, the differences increase by a factor of at most 50. However, our first type of tests shows that this does not necessarily result in a different likelihood.

**Theoretical Bounds.** For our third type of tests, we depicted some characteristic results in Fig. 10. As in our first two types of tests, we expect worse results for the smaller artificial data set with \( N = 10000 \). Indeed, for the data set with \( N = 1000000 \) our bound is smaller than 0.0054 · Γµ, while for \( N = 10000 \) it is bounded by 0.065 · Γµ (cf. Fig. 10d). In Sec. 2.2 we already discussed the limited applicability of our bounds for small responsibilities \( r_k = N \cdot w_{k}^{EM} \). Thus, the larger bounds observed in Fig. 10d are not surprising, since smaller values of \( N \) result in smaller values of \( r_k = N \cdot w_{k}^{EM} \).

Furthermore, we get a bound up to 0.012 · Γµ for the ALOI data set and 0.002 · Γµ for the Forest data set. The similar development of our bound and the actual difference indicates the accuracy of our analysis. Moreover, we observe that the actual difference is significantly smaller than our bound, as it is to be expected. The largest differences occur in the first couple of rounds matching our previous observations.

**Speedup.** Additionally to the quality of the computed solutions, we also measured the running time of the algorithms. For the SEM algorithm we observed a speedup of a factor 2 up to a factor 3 in all our experiments, as predicted in our running time analysis in Sec. 2.4.
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