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Abstract

These notes are an introduction to General Relativity as a Quantum Effective Field Theory, following the material given in a short course on the subject at EPFL. The intent is to develop General Relativity starting from a quantum field theoretic viewpoint, and to introduce some of the techniques needed to understand the subject.
Preface

There is a major difference in how the Standard Model developed and how General Relativity (GR) did, and this difference still influences how we think about them today. The Standard Model really developed hand in hand with Quantum Field Theory (QFT). Quantum Electrodynamics (QED) required the development of renormalization theory. Yang–Mills (YM) theory required the understanding of gauge invariance, path integrals and Faddeev–Popov ghosts. To be useful, Quantum Chromodynamics (QCD) required understanding asymptotic freedom and confinement. The weak interaction needed the Brout–Englert–Higgs mechanism, and also dimensional regularization for 't Hooft’s proof of renormalizability. We only could formulate the Standard Model as a theory after all these QFT developments occurred.

In contrast, General Relativity was fully formulated 100 years ago. It has been passed down to us as a geometric theory — “there is no gravitational force, but only geodesic motion in curved spacetime”. And the mathematical development of the classical theory has been quite beautiful. But because the theory was formulated so long ago, there were many attempts to make a quantum theory which were really premature. This generated a really bad reputation for quantum general relativity. We did not have the tools yet to do the job fully. Indeed, making a QFT out of General Relativity requires all the tools of QFT that the Standard Model has, plus also the development of Effective Field Theory (EFT). So, although while many people made important progress as each new tool came into existence, we really did not have all the tools in place until the 1990s.

So, let us imagine starting over. We can set out to develop a theory of gravity from the QFT perspective. While there are remaining problems with quantum gravity, the bad reputation that it initially acquired is not really deserved. The QFT treatment of General Relativity is successful as an EFT and it forms a well–defined QFT in the modern sense. Maybe it will survive longer than will the Standard Model.

This manuscript documents a course on General Relativity as a Quantum Effective Field Theory which was offered by John Donoghue at the EPFL in Lausanne, Switzerland in the Fall of 2016. Andrey Shkerin and Mikhail Ivanov have worked to turn these into a manuscript. Specifically, most of the manuscript consists of their phrasing of the lecture material following the class notes. Andrey and Mikhail also contributed an original and expanded discussion of the soft limits of gravity, Sec. 10, which goes well beyond what was described in class. John wrote the final sections, Sec. 11 and Sec. 12. The course website at http://blogs.umass.edu/grqft/ contains the original lecture notes and some useful references. If you find any misprints, please report at donoghue@physics.umass.edu, mikhail.ivanov@epfl.ch and andrey.shkerin@epfl.ch.
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Conventions

Throughout these Lectures, we use a metric signature of (+,−,−,−), and the following notations for the Riemann and Ricci tensors, and the scalar curvature,

\[ R_{\mu\nu\alpha}^\beta = \partial_\mu \Gamma^\beta_{\nu\alpha} - \partial_\nu \Gamma^\beta_{\mu\alpha} + \Gamma^\beta_{\mu\rho} \Gamma^\rho_{\nu\alpha} - \Gamma^\beta_{\nu\rho} \Gamma^\rho_{\mu\alpha}, \]  

(1)
\[ R_{\nu\alpha} = R_{\mu\nu\alpha}^\mu, \quad R = g^{\nu\alpha} R_{\nu\alpha}, \]  

where \( \Gamma_{\mu\alpha}^\beta \) is the Levi-Civita connection. We also define the GR coupling constant \( \kappa \) as

\[ \kappa^2 = 32\pi G. \]  

We will work in natural units \( c = \hbar = 1 \) unless stated otherwise. More generally, the particle physics conventions follow those of Dynamics of the Standard Model \[1\], and those of General Relativity follow Ref. \[2\].

1 Constructing GR as a Gauge Theory: A QFT Point of View

1.1 Preliminaries

Suppose that Einstein had never existed. Then, if we wanted to build gravity from the QFT reasonings, we would proceed as with theories of other interactions. At the classical level, the Newton’s potential acting between two bodies of masses \( m_1 \) and \( m_2 \) is given by

\[ V = -G \frac{m_1 m_2}{r}, \]  

where \( G \) is Newton’s gravitational constant, \( G = M_P^{-2} = (1.22 \cdot 10^{19} \text{ GeV})^{-1} \), and we use natural units. The law (4) is analogous to that of Coulomb interaction, and we know that the photon field serves as a mediator of the electromagnetic interaction. Hence, we can ask: what is the mediator of the gravitational interaction? A little contemplation reveals immediately that this should be a particle of spin 0 or 2. Spin–1 particles are not appropriate since, as we know from electrodynamics, they lead to repulsive as well as attractive forces between objects, and we know no examples of repulsive gravity. Higher spin particles cannot be consistently included into the QFT framework. The simplest option is, therefore, the Higgs–like force mediated by a spin–0 particle. Indeed, consider the interaction of the form

\[ \mathcal{L}_{\text{int}} \sim - \sum_i m_i \left( 1 + \frac{h}{v} \right) \bar{\psi}_i \psi_i. \]  

The potential of this interaction can be retrieved from the amplitude of the following scattering process,

\[ h \quad = -i\mathcal{M} = \frac{-im_1}{v} \frac{i}{q^2 - m^2} \frac{-im_2}{v}, \]  

where \( q \) is the momentum carried by the \( h \)–particle and \( m \) is its mass. From this amplitude one derives the potential

\[ V(r) = -\frac{1}{4\pi v^2} m_1 m_2 e^{-mr} \frac{e^{-mr}}{r}. \]  

Taking the limit \( m = 0 \), we recover the Newton’s potential \[4\].

There are reasons, however, why this choice of gravity mediator cannot be accepted. First, we know that the bare mass of an object is not a unique source of the gravitational field. For example, the constituent mass of the proton is given by

\[ m_p = \langle P | T_{\mu}^\mu | P \rangle = \langle P | \beta F^2 + m_u \bar{u}u + m_d \bar{d}d | P \rangle, \]  

which...
where the overall contribution from the quarks is around 40 MeV, and the rest comes from
the effects of massless gluons represented by the first term in the r.h.s. of (8). Next, in nuclei,
binding energy gives an essential contribution to the total mass. One can also mention that
the photons, being massless particles, would not interact with gravity if it had been sourced
only by masses. Hence we conclude that the source of the gravitational field must be the
total energy represented by the Energy–Momentum Tensor (EMT) $T^{ab}$.

The second observation is based on the equality of inertial and gravitational masses, from
which the universality of free–fall follows. The latter can be formulated in this way: the
pathway of a test particle in the gravitational field depends only on the initial position and
velocity of that particle. In other words, the geodesic equation does not contain any quantities
depending on internal composition of the particle. Furthermore, we recall the second part
of Einstein’s Equivalence Principle (EP) that claims the physical equivalence of freely falling
frames, with its generalization claiming the equivalence of all coordinate frames. The EP
implies that for every observer at any moment of proper time one can choose a coordinate
frame in which the gravitational field vanishes. Mathematically, this implies the vanishing of
the Levi–Civita connection terms $\Gamma_{\nu\rho}^\mu$. In particular, from the EP it follows that the light
must be bent by gravity in the same way as it is bent in accelerating frames. But let us try
to account for this effect within scalar gravity framework. Assuming universal coupling —
the necessary ingredient for the EP to hold, — the only way to couple the scalar field $\phi$ to
the EMT is through the term of the form

$${\mathcal L}_{\text{int}} \sim \phi T^a_a. \quad (9)$$

But for the electromagnetic field $T^a_a \sim E^2 - B^2 = 0$. Hence, scalar gravity cannot obey the
Einstein’s EP. We arrive at conclusion that gravity must be mediated by a spin–2 field, and
$T_{ab}$ must be the source of this field.

Before exploring this possibility, let us remind some basic properties of EMT. As an
example, consider the theory of the real massive scalar field, with the Lagrangian density

$${\mathcal L} = \frac{1}{2} \eta^{ab} \partial_a \phi \partial_b \phi - \frac{1}{2} m^2 \phi^2. \quad (10)$$

The translational invariance of (10) implies the existence of a conserved current

$$T_{ab} = \frac{\partial {\mathcal L}}{\partial \partial_a \phi} \partial_b \phi - \eta_{ab} {\mathcal L} \quad (11)$$

or, explicitly,

$$T_{ab} = \partial_a \phi \partial_b \phi - \frac{1}{2} \left( \eta_{ab} \eta^{cd} \partial_c \phi \partial_d \phi - m^2 \phi^2 \right). \quad (12)$$

It then follows that on equations of motion $\partial_a T^{ab} = 0$. One can also introduce the charges

$$H = \int d^3x T_{00}, \quad P_i = \int d^3x T_{0i}, \quad (13)$$

that are time–independent, $\partial_t H = \partial_t P_i = 0$.

Going back to QFT, we derive the potential for the two body graviton exchange,

$$V \sim \kappa \frac{1}{2} T_{ab} \frac{1}{4\pi r} \frac{\kappa T^{ab}}{2} \sim \frac{\kappa^2 m_1 m_2}{2} \frac{1}{32\pi r}, \quad (14)$$

where $\kappa$ is a constant determining the strength of the gravity coupling. In obtaining this
result, we have used the following normalization for $T_{ab}$,

$$\langle p|p' \rangle = 2E \delta^{(3)}(\vec{p} - \vec{p}'), \quad (15)$$

\(^1\)In what follows the lower–case Latin letters denote the Lorentzian indices.
\[ \langle p|T_{ab}|p' \rangle = \frac{1}{\sqrt{2E\cdot2E'}} \left[ (p_{a}p'_{b} + p'_{a}p_{b}) - \eta_{ab}(p \cdot p' - m^2) \right] . \] (16)

We see that considering EMT as a source and spin–2 field as a mediator of the gravitational interaction is a reasonable suggestion. Now we want to obtain this prescription from the first principles of QFT.

### 1.2 Gauge Theories: Short Reminder

In the next two subsections we remind some basic properties of YM gauge theories. Our interest in these theories is based on the observation that the gauge field mediates forces between matter fields, and it couples to the currents of the corresponding global symmetry. Since we know from the preceding discussion that EMT is the natural source of gravity, it is tempting to construct gravity as a gauge field resulting from gauging the global symmetry the EMT corresponds to.

#### 1.2.1 Abelian Case

Consider a theory invariant under some (global) symmetry group. As an example, we will use the theory of massive Dirac field \( \psi \) with the Lagrangian

\[ L = \bar{\psi}(i\partial - m)\psi . \] (17)

This Lagrangian possesses the invariance under global transformations \( \psi \to e^{-i\theta} \psi \), where \( \theta \) is a constant. Applying the Noether’s theorem gives the conserved current

\[ j^a = \bar{\psi}\gamma^a\psi , \quad \partial_aj^a = 0 , \] (18)

and the charge

\[ Q = \int d^3j_0 . \] (19)

Now we want to make the Lagrangian (17) invariant with respect to local transformations \( \psi \to e^{-i\theta(x)}\psi \). (20)

The way to do this is to introduce a new field \( A_\mu \), which is called a gauge field, and rewrite the Lagrangian in the form

\[ L = \bar{\psi}(i\partial - m)\psi , \quad D_a = \partial_a + ieA_a . \] (21)

To ensure the invariance of (21) under (20), the covariant derivative of the field, \( D_a\psi \), must transform as

\[ D_a\psi \to e^{-i\theta(x)}D_a\psi . \] (22)

In turn, this implies that the gauge fields transforms as

\[ A_a \to A_a + \frac{1}{e}\partial_a\theta(x) . \] (23)

The next step is to make the gauge field dynamical. To this end, one should introduce a kinetic term for \( A_\mu \). The latter can be built as a bilinear combination of the field strength tensor,

\[ -\frac{1}{4}F_{ab}F^{ab} , \] (24)

where \( F_{ab} \) is defined through the relation

\[ [D_a, D_b] = ie(\partial_aA_b - \partial_bA_a) = ieF_{ab} . \] (25)
The expression\(^2\) is positive–definite and invariant under the local transformations\(^2\). The modified Lagrangian is written as
\[ \mathcal{L} = -\frac{1}{4} F_{ab} F^{ab} + \bar{\psi}(i\gamma^\mu - m)\psi, \] (26)
from which we observe that the coupling of the gauge field \(A_a\) to fermions takes the form \(j^a A_a\). Hence the current\(^1\) acts as a source of the field \(A_a\).

1.2.2 Non–Abelian Case

As an example of a theory whose symmetry group is non–abelian, consider the field \(\psi\) transforming in a fundamental representation of some compact group, say, \(SU(N)\) as
\[ \psi \rightarrow U \psi, \quad U = e^{-i(\omega^0 + \frac{1}{2} \omega_\alpha \lambda^a)}, \] (27)
where \(\lambda^a\) are generators of \(SU(N)\) obeying
\[ \left[ \frac{\lambda^a}{2}, \frac{\lambda^b}{2} \right] = i f^{ab\gamma} \frac{\lambda^\gamma}{2}, \quad \text{Tr} \left[ \frac{\lambda^a}{2}, \frac{\lambda^b}{2} \right] = \frac{1}{2} \delta^{ab}. \] (28)
The Lagrangian\(^1\) is invariant under the transformations\(^2\) as long as all \(\omega^0, \omega_\alpha\) are constant. To promote its invariance to the local transformations,
\[ \psi \rightarrow U(x) \psi, \] (29)
we introduce the gauge fields \(A^a_a\) and covariant derivative \(D_a\),
\[ D_a = \partial_a + ig \frac{\lambda^a}{2} A_a \equiv \partial_a + ig A_a, \] (30)
where we use the matrix notation \(A_a = \lambda^a_a A^a\). The transformation properties read as follows,
\[ D_a \psi \rightarrow U(x) D_a \psi, \] (31)
\[ A_a \rightarrow U A_a U^{-1} + i \frac{g}{\partial} (\partial_a U) U^{-1}, \quad D_a \rightarrow U D_a U^{-1}. \] (32)
Dynamics for the fields \(A^a_a\) is given by the field strength tensor \(F^a_{ab}\), or, in matrix notation, \(F_{ab}\). It is defined as
\[ [D_a, D_b] = ig F_{ab} = ig \frac{\lambda^a}{2} F_{ab}, \] (33)
and the explicit expressions are given by
\[ F_{ab} = \partial_a A_b - \partial_b A_a + g [A_a, A_b], \] (34)
\[ F_{ab}^a = \partial_a A^a_b - \partial_b A^a_a - gf^{\alpha\beta\gamma} A^\beta_a A^\gamma_b. \] (35)

1.3 Gravitational Field from Gauging Translations

1.3.1 General Coordinate Transformations

Our goal is to implement the kind of reasoning outlined above for the case of gravity\(^3\). To generate the field mediating the force whose sources are given by EMT, one should gauge the global symmetry the EMT corresponds to, i.e., one should gauge global translations\(^3\)
\[ x^a \rightarrow x^a + a^a. \] (36)

---

2By \(\psi\) now we understand \(N\)–component row \((\psi_1, \ldots, \psi_N)^T\).

3Notice that the approach followed in this section is different from the ones typically discussed in literature, e.g. in Refs. \[3, 4, 5\].
Hence we consider the local version of (36),

$$x^\mu \to x^\mu + a^\mu(x),$$  

which is equivalent to

$$x^\mu \to x'^\mu(x).$$  

In other words, the local shifts constitute the most general transformations of coordinate frame, and we will refer to them as General Coordinate Transformations (GCT). We observe the first qualitative difference between gravity and usual YM theories. In the case of gravity we gauge one of the spacetime symmetries of the original theory. This theory is composed of objects with well defined properties under global Poincaré transformations. In order to be able to speak about the GCT–invariance, one should define how the components of the original theory are transformed under (37). The promotion of the global Poincaré group to GCT is trivial for some objects, and non–trivial for others.\(^4\) In the case of spacetime coordinates, we just replace the Lorentzian indices \(a,b,...\) with the world indices \(\mu,\nu,...\), meaning that the general transformations of coordinate frames are now reflected in the all the spacetime vectors.

Modulo this observation, the procedure of building a GCT–invariant theory seems to be fairly straightforward. Let us sketch the important steps here. Analogous to YM theories, we define a new field \(g_{\mu\nu}\) such that

$$\frac{\delta \mathcal{L}_{\text{matter}}}{\delta g_{\mu\nu}} \sim T_{\mu\nu}. $$

Using this field, we promote the partial derivatives to covariant ones,

$$D_\mu = \partial_\mu + \Gamma_\mu(g),$$

where \(\Gamma_\mu(g)\) are some functions of \(g_{\mu\nu}\) to be defined later. To make \(g_{\mu\nu}\) dynamical, we introduce the field strength tensor, schematically,

$$[D,D] \sim \mathcal{R},$$

where \(\mathcal{R}\) is the equivalent of the field strength \(F\). Finally, the invariant action is built from the matter action \(S_m\) and the action \(S_g\) for the field \(g_{\mu\nu}\).

Before completing this program, let us make a brief comment about the EMT. As we will find shortly, \(g_{\mu\nu}\) is the symmetric tensor field. The canonical EMT found from Noether’s theorem, however, need not be symmetric. Hence, to treat EMT as a source of the gravitational field, one should bring it to the symmetric form without spoiling the corresponding conservation law. This can be achieved by the redefinition \(^5\)

$$\tilde{T}^{\mu\nu} = T^{\mu\nu} + \partial_\rho B^{\rho\mu\nu}, \quad B^{\rho\mu\nu} = -B^{\rho\nu\mu}. $$

It is readily seen that once \(\partial_\rho T^{\rho\mu\nu} = 0\), then \(\partial_\rho \tilde{T}^{\rho\mu\nu} = 0\) as well. Note that this is the modification of the current, although it preserves the on–shell conservation law. Note also that the choice of \(B^{\rho\mu\nu}\) tensor is not unique.

Let us start implementing the program outlined above. In special–relativistic field theories whose gauged versions we want to build, the most fundamental invariant quantity is the interval

$$ds^2 = \eta_{ab}dy^a dy^b.$$  

We now want to express the interval through quantities that depend on world indices and require its invariance under GCT. To this end, we introduce new fields \(e^a_\mu(x)\) such that

$$dy^a = e^a_\mu(x)dx^\mu;$$

\(^4\)For example, see the discussion of fermions below.
and rewrite (43) as
\[ ds^2 = \eta_{ab} e^a(x) e^b(x) dx^\mu dx^\nu \equiv g_{\mu\nu}(x) dx^\mu dx^\nu. \] (45)

Here \( g_{\mu\nu}(x) \) is a new tensor field which is manifestly symmetric. Under GCT \( dx^\mu \) transforms as
\[ dx'^\mu = J^\mu_\nu(x) dx^\nu, \quad J^\mu_\nu(x) \equiv \frac{\partial x'^\mu}{\partial x^\nu}(x). \] (46)
The invariance of (43) under GCT implies the following transformation properties of \( g_{\mu\nu}(x) \),
\[ g'_{\alpha\beta}(x') = (J^{-1})^\mu_\alpha(x) g_{\mu\nu}(x)(J^{-1})^\nu_\beta(x), \] (47)
or, in short notation,
\[ x' = Jx, \quad e' = J^{-1} e, \quad g' = (J^{-1})^T g J^{-1}. \] (48)
(In the last expression, \( g \) should not be confused with the determinant of \( g_{\mu\nu} \).) Eqs. (48) are analogous to those of transformations of YM–fields given by (32).

Note that, along with (48), the interval (45) is also invariant with respect to local Lorentz transformations
\[ e'^a(x') = \Lambda^a_c(x) e^c(x), \quad \eta_{ab} \Lambda^a_c(x) \Lambda^b_d(x) = \eta_{cd}. \] (49)
This is the consequence of the (global) Lorentz invariance of (43).

Define \( g_{\mu\nu} \) such that
\[ g_{\mu\alpha} g^{\alpha\nu} = \delta_{\mu\nu}. \]
We can use the fields \( g_{\mu\nu} \), \( g^{\mu\nu} \) to rise and lower the world indices. For example,
\[ x_\mu \equiv g_{\mu\nu} x^\nu, \quad \partial^\mu = g^{\mu\nu} \partial_\nu, \quad \partial_\mu \equiv \frac{\partial}{\partial x^\mu}, \quad \partial_\mu x^\nu = \delta^\nu_\mu. \] (50)
It follows that the quantities with upper indices transform with \( J \) matrix, while those with down indices transform with \( J^{-1} \) matrix. In particular,
\[ g'^{\mu\nu} = J^\mu_\alpha J^\nu_\beta g^{\alpha\beta}. \] (51)

The next step in building invariant action is to define an invariant measure. In special–relativistic field theories this is four–volume \( dV = d^4 y \). Using (39), we write
\[ d^4 y = d^4 x \left| \frac{\partial y}{\partial x} \right| = d^4 x \det e^a_\mu. \] (52)
Since
\[ g \equiv \det g_{\mu\nu} = \det(e^a_\mu e^b_\nu \eta_{ab}) = -(\det e^a_\mu)^2, \] (53)
it follows that
\[ d^4 y = \sqrt{-g} d^4 x. \] (54)
The r.h.s. of (54) is manifestly invariant under GCT.

1.3.2 Matter Sector

Now we want to covariantize the matter fields. As an example, consider the real massive scalar field \( \phi \). Its transformation properties under the global Poincaré group are determined by
\[ \phi'(y') = \phi(y). \] (55)
The law (55) can be readily promoted to the transformation law under GCT
\[ \phi'(x') = \phi(x). \] (56)
Then, the invariant action reads

$$S_m = \int d^4x \sqrt{-g} \left( \frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - m^2 \phi^2 \right).$$  \hspace{1cm} (57)

Its variation with respect to $g^{\mu\nu}$ gives

$$\frac{\delta S_m}{\delta g^{\mu\nu}} = \frac{1}{2} \sqrt{-g} \left( \partial_\mu \phi \partial_\nu \phi - \frac{1}{2} g_{\mu\nu} (g^{\sigma\rho} \partial_\sigma \phi \partial_\rho \phi - m^2 \phi^2) \right).$$  \hspace{1cm} (58)

We see that

$$2 \sqrt{-g} \frac{\delta S_m}{\delta g^{\mu\nu}} = T_{\mu\nu},$$  \hspace{1cm} (59)

where $T_{\mu\nu}$ is obtained from (12) by promoting the Lorentz indices to the world ones, and replacing $\eta_{ab}$ with $g_{\mu\nu}$. Here we have our first success. As expected from gauge theory reasoning, by gauging the spacetime translations we have indeed found $T_{\mu\nu}$ as the source of the gravitational force mediated by the field $g_{\mu\nu}$.

Note that in deriving (58) we used the relations

$$\delta (g_{\mu\nu} g^{\nu\rho}) = \delta (\delta^{\rho}_{\nu}) = 0, \quad \delta g_{\mu\nu} = -g_{\mu\rho} g_{\nu\sigma} \delta g^{\rho\sigma},$$  \hspace{1cm} (60)

and

$$\frac{\delta \sqrt{-g}}{\delta g^{\mu\nu}} = -\frac{\sqrt{-g}}{2} g_{\mu\nu},$$  \hspace{1cm} (61)

following from

$$\delta \text{det} M = \text{det}(M + \delta M) - \text{det} M = e^{\text{Tr} \ln (M + \delta M)} - e^{\text{Tr} \ln M} = \text{Tr}(M^{-1} \delta M).$$  \hspace{1cm} (62)

The equation of motion for the field $\phi$ reads

$$\frac{1}{\sqrt{-g}} \partial_\mu (\sqrt{-g} g^{\mu\nu} \partial_\nu + m^2) \phi = 0.$$  \hspace{1cm} (63)

As we will discuss later, this reduces to the Schrödinger equation in the limit of non-relativistic $\phi$ and weak gravitational fields.

### 1.3.3 Gravity Sector

Let us now provide the field $g_{\mu\nu}$ with dynamics. Consider, for instance, the vector field $V^\mu(x)$ which transforms as

$$V^\mu(x') = J^\mu_\nu(x) V^\nu(x).$$  \hspace{1cm} (64)

Then, analogous to YM theories, one should introduce the covariant derivatives $D_\mu$ whose transformation properties under GCT are

$$D_\mu V^\nu \rightarrow D'_\mu V'^\nu = (J^{-1})^\mu_\sigma J^\nu_\rho D_\rho V^\sigma.$$  \hspace{1cm} (65)

For $D_\mu$ we write generally,

$$D_\mu V^\nu = \partial_\mu V^\nu + \Gamma_\mu^\nu \lambda V^\lambda.$$  \hspace{1cm} (66)

Then, Eq. (65) is valid as long as

$$\Gamma_{\mu\nu}^\lambda = (J^{-1})^\mu_\rho (J^{-1})^\nu_\sigma J^\lambda_\lambda \left( \Gamma_{\mu\nu}^\lambda + (J^{-1})_\sigma^\lambda \partial_\mu J_{\nu\rho}^\sigma \right).$$  \hspace{1cm} (67)

While it is possible to envision $\Gamma_{\mu\nu}^\lambda$ as an independent field, it is most straightforward to express it in terms of $g_{\mu\nu}$ as

$$\Gamma_{\mu\nu}^\lambda = \frac{1}{2} g^{\lambda\sigma} (\partial_\mu g_{\nu\sigma} + \partial_\nu g_{\sigma\mu} - \partial_\sigma g_{\mu\nu}).$$  \hspace{1cm} (68)
Determined by Eq. (68), $\Gamma_{\mu \nu}^\lambda$ are called Levi–Civita connection. The easiest way to derive Eq. (68) is to implement the metricity condition
\[ D_\alpha g_{\mu \nu} = 0. \] (69)

This condition is necessary for the EP to hold. Eq. (69) implies the vanishing of the connection in the absence of the gravitational force, in which case we must be able to recover the original Poincaré–invariant theory. To get (68) from (69), one can take a half of the combination
\[ D_\alpha g_{\mu \nu} - D_\mu g_{\nu \alpha} - D_\nu g_{\alpha \mu}. \]

Knowing (68), one can define the action of $D_\mu$ on arbitrary tensors,
\[ D_\mu T^{\alpha \beta \ldots \rho \sigma} = \partial_\mu T^{\alpha \beta \ldots \rho \sigma} + \Gamma^\alpha_{\mu \nu} T^{\nu \beta \ldots \rho \sigma} + \ldots - \Gamma^{\nu \mu \rho} T^{\alpha \beta \ldots \nu \sigma} - \ldots. \] (70)

Note that the connection does not transform as a tensor under GCT.

Proceeding as for YM theories, we introduce the field strength tensor (using again the vector field as an example) via
\[ [D_\mu, D_\nu] V^\beta = R^\beta_{\mu \nu \alpha} V^\alpha. \] (71)

This gives
\[ R^\beta_{\mu \nu \alpha} = \partial_\mu \Gamma^\beta_{\nu \alpha} - \partial_\nu \Gamma^\beta_{\mu \alpha} + \Gamma^\beta_{\mu \rho} \Gamma^\rho_{\nu \alpha} - \Gamma^\beta_{\nu \rho} \Gamma^\rho_{\mu \alpha}, \] (72)
in close analogy with the YM field strength tensor. Using this tensor, one can define
\[ R_{\nu \alpha} = R^\rho_{\mu \nu \alpha}, \quad R = g^{\rho \alpha} R_{\nu \alpha}. \] (73)

Note that the quantity $R$ is invariant under CGT.

Which of $R^\beta_{\mu \nu \alpha}$, $R_{\nu \alpha}$, $R$ should we put into $S_g$? To answer this question, consider the weak–field approximation
\[ g_{\mu \nu} = \eta_{\mu \nu} + \kappa h_{\mu \nu}, \] (74)
where $\kappa$ is some constant. Then we have, schematically,
\[ \Gamma^\lambda_{\mu \nu} \sim \partial h, \quad R^\beta_{\mu \nu \alpha}, \quad R_{\nu \alpha}, \quad R \sim (\partial^2 h, \partial h \partial h). \] (75)

These expressions are different from those in YM theories, where
\[ F_{\mu \nu} \sim \partial A. \] (76)

Moreover, the symmetry properties of YM field strength tensor and Riemann tensor $R^\beta_{\mu \nu \alpha}$ are different, and it is the latter that allows us to build a curvature scalar $R$, while $F_{\mu \nu}$ is manifestly antisymmetric. Hence, in the case of gravity in the weak–field limit the scalar curvature $R$ is dominating, and we can write
\[ S_{EH} = \int d^4x \sqrt{-g} \left( -\frac{2}{\kappa^2} R \right), \] (77)
where $\kappa^2 = 32\pi G$, and the full invariant action is
\[ S = S_{EH} + S_m. \] (78)

Varying (78) with respect to $g^{\mu \nu}$ gives \(^5\)
\[ \delta S_{EH} = \int d^4x \sqrt{-g} \left( -\frac{2}{\kappa^2} R \right) \left( R_{\mu \nu} - \frac{1}{2} g_{\mu \nu} R \right) \delta g^{\mu \nu}, \] (79)
\(^5\)If we impose non–trivial boundary conditions, the appropriate boundary term must be added to the action (77).
\[ \delta S_m = \int d^4x \sqrt{-g} \frac{1}{2} T_{\mu\nu} \delta g^{\mu\nu}, \]  

(80)

and the equations of motion are

\[ \delta S = 0 \implies R_{\mu\nu} - \frac{1}{2} R = \frac{\kappa^2}{4} T_{\mu\nu} = 8\pi G T_{\mu\nu}. \]  

(81)

This completes the construction of gravity as a gauge theory. Let us summarize our findings:

- We constructed GR by gauging spacetime translations,
- \( S_m \) gives the source of the gravitational field, namely, EMT, and
- \( S_{EH} \) gives the dynamics of the gravitational field.

2 Fermions in General Relativity

As was mentioned in Sec.1.3, covariantizing a (global) Poincaré invariant theory may be a nontrivial task since it may not be possible to readily promote the Lorentz indices to the world ones. The example of this is the spinor field, the reason is fairly simple — the GCT group does not have spinorial representations. Hence the procedure to embed fermions into curved spacetime must be more laborious.

To make the theory of fermions GCT covariant, one should be able to relate the Lorentz coordinates, carried by the gamma matrices and spinors, to the world coordinates of the curved spacetime. In Sec. 1.3 we introduced the objects that can provide us with the required relations. These are vierbeins \( e_a^\mu(x) \). From Eq. (45) we see that

\[ \eta_{ab} = e_a^\mu(x) e_b^\nu(x) g_{\mu\nu}(x). \]  

(82)

Chosen in this way, the quantities \( \{e_a^\mu(x)\} \) are said to form an orthonormal vierbein basis which connects the Lorentz–like indices to spacetime indices. We observe the following properties of the vierbein fields\(^6\)

\[ e_{a\mu} e_b^\mu = \eta_{ab}, \quad e_{a\mu} e_b^\nu = g_{\mu\nu}. \]  

(83)

Moreover, there is also an extra symmetry of transformation on the Lorentz indices, that of a local Lorentz transformations. Under this the vierbeins transform as

\[ e_b^\mu(x) = \Lambda_b^a(x) e_a^\mu(x). \]  

(84)

It is clear that whenever one has an object with Lorentz indices, say, \( A_a \), one can build an object with world indices \( A_a \) by multiplying \( A_a \) by \( e_a^\mu(x) \)\(^7\).

We now require the local Lorentz covariance of the theory. This step is made in full analogy with the YM theories discussed above. As an example, consider the theory of the Dirac field in flat four–dimensional spacetime,

\[ \mathcal{L} = \bar{\psi}(i\gamma^a \partial_a - m) \psi. \]  

(85)

The field \( \psi \) transforms as

\[ \psi \rightarrow S \psi \]  

(86)

\(^6\)The Lorentz indices are raised and lowered with the metric \( \eta_{ab} \).

\(^7\)Note that this procedure can equally well work when covariantizing the usual tensor quantities. With the appropriate choice of connection, however, there would be no difference from the results obtained in Sec.1., see Ref. [5].
under (global) Lorentz transformations, and the matrix $S$ has to satisfy the conditions
\begin{align}
\gamma_0 S^+ \gamma_0 &= S^{-1}, \\
S^{-1} \gamma_a A^b_a S &= \gamma_b,
\end{align}
where $\gamma_a$ are four–dimensional Dirac matrices. The first condition above is dictated by the invariance of the mass term in (85), while the second — by that of the kinetic term.

The solution to Eqs. (87) is given by
\begin{equation}
S = \exp \left\{ -\frac{i J_{ab} \alpha_{ab}}{2} \right\},
\end{equation}
where $\alpha_{ab} = -\alpha_{ba}$ is the antisymmetric matrix of transformation parameters and $J_{ab}$ are the generators of the Lorentz group in the spinorial representation,
\begin{align}
J_{ab} &= \frac{\sigma_{ab}}{2} = i \left[ \gamma_a, \gamma_b \right].
\end{align}
Notice that the spin generators defined in this way are antisymmetric and satisfy the usual commutation relations of the Lorentz algebra,
\begin{equation}
[J_{ab}, J_{cd}] = i \left[ \eta_{ad} J_{bc} + \eta_{bc} J_{ad} - \eta_{ac} J_{bd} - \eta_{bd} J_{ac} \right].
\end{equation}

Now we upgrade the theory (85) of free fermions by gauging the Lorentz group. We require the invariance under the transformations (88), where $\alpha_{ab}$ are now functions of spacetime coordinates. We introduce a gauge field $A_\mu$ and a covariant derivative
\begin{equation}
D_\mu \psi \equiv (\partial_\mu - i g A_\mu) \psi \equiv (\partial_\mu - i \frac{g}{2} J_{ab} A_{ab}^\mu) \psi.
\end{equation}
The covariant derivative must transform homogeneously with respect to the gauge transformations,
\begin{equation}
(D_\mu \psi)(x) \to S(x) (D_\mu \psi)(x),
\end{equation}
which implies the following transformation law,
\begin{equation}
A'_\mu = S A_\mu S^{-1} - \frac{2i}{g} \left( \partial_\mu S \right) S^{-1}.
\end{equation}
In what follows, we will call $A_\mu$ the “spin connection”.

Making use of tetrads and covariant derivatives we can rewrite the Lagrangian (85) in a covariant form,
\begin{equation}
\mathcal{L} = \bar{\psi} (i \gamma^a e^a_a (x) D_\mu - m) \psi.
\end{equation}

Note that the procedure outlined above can be generalized straightforwardly to general representations of the Lorentz group. In the general case the covariant derivative takes the form
\begin{equation}
D_\mu B_i = \left( \delta^j_i \partial_\mu - i \frac{g}{2} J^{(R)}_{ab} A_{ab}^\mu \right) B_j,
\end{equation}
where $[J^{(R)}_{ab}]^i_j$ are the generators of the Lorentz group in some representation. In this notation the infinitesimal transformations of the field $B^i$ are
\begin{equation}
\delta B_i = -\frac{i}{2} [J^{(R)}_{ab}]^i_j \alpha^{ab}(x) B_j.
\end{equation}
The next step in building the covariant theory is to define the field strength tensor,
\begin{equation}
[D_\mu, D_\nu] = -i g J_{ab} R^{ab}_{\mu\nu},
\end{equation}
where

\[ R_{\mu\nu}^{ab} = \partial_\mu A_{\nu}^{ab} - \partial_\nu A_{\mu}^{ab} + g (A_{a c}^\mu A_c^{b \nu} - A_{a c}^\nu A_c^{b \mu}) . \]  

(98)

The obvious candidate for the gauge field Lagrangian is

\[ \mathcal{L} = -\frac{1}{4g^2} R_{\mu\nu}^{ab} R_{\mu\nu}^{ab} . \]  

(99)

If we studied usual non–abelian gauge theories, this would be the end of the story. In our case, however, we also have the tetrad field at hand. Using it we can construct new scalars for the Lagrangian density. For instance, we can contract both indices of the strength tensor with the tetrads to obtain

\[ R(A) = e_a^\mu e_b^\nu R_{\mu\nu}^{ab} . \]  

(100)

We have now two ways to proceed. The first is to impose the first vierbein postulate

\[ D_\mu e_a^\nu = 0 = \partial_\mu e_a^\nu - \Gamma_\mu^\alpha e_a^\nu - g A_{a \mu} \varepsilon^{a b} e_\nu^b , \]  

(101)

where we used the generators of the Lorentz group in the vector representation,

\[ [J_\alpha]^{ij}_\mu = -i (\delta_i^\alpha \eta_{b j} - \delta_j^\alpha \eta_{b i}) . \]  

(102)

Eq. (101) allows to relate the spin and world connections,

\[ g A_{a b}^\mu = e_a^\mu e_b^\nu \partial_\mu e_a^\nu - \Gamma_\mu^\beta e_\nu^b = e_a^\mu D_\mu e_b^\nu . \]  

(103)

Notice that the above relation can be used to uniquely define the Levi–Civita connection on the spacetime. Had we used a more general connection, this condition would not completely fix it. In this case

\[ \Gamma_\mu^\alpha = e_b^\mu \partial_\mu e_b^\nu - g A_{a b}^\mu e_a^\nu e_b^\alpha \equiv \Gamma_\mu^\alpha (\text{LC}) - g \tilde{A}_{a b}^\mu e_a^\nu e_b^\alpha , \]  

(104)

where \( \Gamma_\mu^\alpha (\text{LC}) \) is the symmetric Levi–Civita connection and \( \tilde{A}_{a b}^\mu \) is an arbitrary function. Then one can define the Riemann tensor

\[ R_{\mu\nu\lambda\rho} = e_\alpha^\mu e_b^\nu D_\rho e_a^\lambda , \]  

(105)

and the rest of GR follows.

The second way to proceed is to write down the following action,

\[ S = \text{const} \times \int d^4x \sqrt{-g} e_a^\mu e_b^\nu R_{\mu\nu}^{ab} . \]  

(106)

Let us vary this action with respect to the spin connection. One has

\[ \delta S = \text{const} \times \int d^4x \sqrt{-g} e_a^\mu e_b^\nu \delta R_{\mu\nu}^{ab} = \text{const} \times \int d^4x \sqrt{-g} e_a^\mu e_b^\nu D_\mu \delta A_{\nu}^{ab} = 0 , \]  

(107)

so we again arrived at Eq. (101). The choice of the action (106) seems to be a simplification, as it is not the most general one allowed by the symmetry. However, we can get the same results considering a more general action,

\[ S = \int d^4x \sqrt{-g} \left[ a R(g) + b R(A) + c D_\mu e_b^\nu D_\nu e_a^\mu - \Lambda \right] . \]  

(108)

The addition of higher order terms of order the curvature squared \( \sim R^2 \), would not be equivalent since their variation with respect to the spin connection will not yield a constraint like (107), but rather a dynamical equation.

---

8Note that the constant \( g \) can be absorbed into the normalization of the gauge field \( A \).

9It can be motivated by the requirement to be able to convert the Lorentz into world indices inside the total covariant derivative, e.g., \( \tilde{e}_a^\mu \nabla_\nu V^\nu = D_\nu V^\nu \).
3 Weak–Field Gravity

Let us study some basic features of gravity in the weak–field limit. This amounts to expanding
the metric around the Minkowski background,

\[ g_{\mu\nu} = \eta_{\mu\nu} + \kappa h_{\mu\nu}, \quad (109) \]

where \( \kappa^2 \equiv 32\pi G \). Then the Ricci tensor and the Ricci scalar read

\[ R_{\mu\nu} = \frac{\kappa}{2} \left[ \partial_\mu \partial_\lambda h^\lambda_{\nu} + \partial_\nu \partial_\lambda h^\lambda_{\mu} - \partial_\mu \partial_\nu h^\lambda_{\lambda} - \Box h_{\mu\nu} \right] + O(h^2), \]

\[ R = \frac{\kappa}{2} \left[ \partial_\mu \partial_\lambda h^{\mu\lambda} - \Box h^\lambda_{\lambda} \right] + O(h^2). \quad (110) \]

The Einstein equations take the form

\[ R_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} R \equiv \frac{\kappa}{2} O_{\mu\nu\alpha\beta} h^{\alpha\beta} = \frac{\kappa^2}{4} T_{\mu\nu}. \quad (111) \]

It is convenient to introduce the following “identity” tensor,

\[ I^{\mu\nu\alpha\beta} \equiv \frac{1}{2} (\eta^{\mu\alpha} \eta^{\nu\beta} + \eta^{\mu\beta} \eta^{\nu\alpha}), \quad (112) \]

making use of which the equation defining the Green function of Eq. (111) can be written as

\[ O^{\alpha\beta}_{\mu\nu} G_{\alpha\beta\gamma\delta}(x - y) = \frac{1}{2} I^{\mu\nu\gamma\delta} \delta_{D}^{(4)}(x - y), \quad (113) \]

where

\[ O^{\mu\nu}_{\alpha\beta} \equiv (\delta^{(\mu)}_{\alpha} \delta^{(\nu)}_{\beta} - \eta^{\mu\nu} \eta_{\alpha\beta}) \Box - 2 \delta^{(\mu)}_{(\alpha} \partial^{(\nu)}_{\beta)} + \eta_{\alpha\beta} \partial^{\mu} \partial^{\nu} + \eta^{\mu\nu} \partial_{\alpha} \partial_{\beta}. \quad (114) \]

As usual in gauge field theories, the operator \( O^{\alpha\beta}_{\mu\nu} \) cannot be inverted. For that one has to
do gauge–fixing.

3.1 Gauge Transformations

Consider an infinitesimal coordinate transformation

\[ x'^\mu = x^\mu + \kappa \xi^\mu(x). \quad (115) \]

Then, the transformed metric \( h'_{\mu\nu} \) takes the form

\[ h'_{\mu\nu} = h_{\mu\nu} - \partial_\mu \xi_\nu - \partial_\nu \xi_\mu. \quad (116) \]

Now let us choose a gauge. A particularly convenient is the de Donder (harmonic) gauge defined via

\[ \partial_\mu h^\mu_{\nu} - \frac{1}{2} \partial_\nu h^\lambda_{\lambda} = 0. \quad (117) \]

In order to go to this gauge one has to choose \( \xi^\mu : \Box \xi_\mu = -(\partial_\mu h^\mu_{\nu} - \frac{1}{2} \partial_\nu h^\lambda_{\lambda}) \). One can introduce the field

\[ \bar{h}_{\mu\nu} = h_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} h^\lambda_{\lambda}; \quad (118) \]

using which Eq. (111) can be rewritten as

\[ \Box \bar{h}_{\mu\nu} = -\frac{\kappa}{2} T_{\mu\nu}. \quad (119) \]
Having imposed the condition (118), the Eq. (113) takes a simplified form

\[
\left( I^{\mu\nu\alpha\beta} - \frac{1}{2} \eta^{\mu\nu} \eta_{\alpha\beta} \right) \Box G_{\alpha\beta\gamma\delta} = I^{\mu\nu} .
\]

From this equation one can easily extract the Green function of the gravitational field \( h_{\mu\nu} \). Using the ansatz \( G_{\alpha\beta\gamma\delta} = a I_{\alpha\beta\gamma\delta} + b \eta_{\alpha\beta} \eta_{\gamma\delta} \) yields \( a = 1 \), \( b = -\frac{1}{2} \). Hence, the Green function in the \( x \)-representation is given by

\[
G_{\mu\nu\alpha\beta}(x-y) = \frac{1}{2} \Box \left( \eta_{\mu\alpha} \eta_{\nu\beta} + \eta_{\mu\beta} \eta_{\nu\alpha} - \eta_{\mu\nu} \eta_{\alpha\beta} \right) \delta_D^4(|x| - |x^0|).
\]

The expression above should be evaluated assuming some initial conditions which are to be encoded by the choice of the contour in the complex (Re \( k_0 \), Im \( k_0 \)) plane. The retarded Green function is defined via

\[
G^\text{ret}_{\mu\nu\alpha\beta}(x-y) = 0 \quad \text{if} \quad x^0 < y^0 .
\]

Choosing appropriately the contour in the complex plane (Re \( k_0 \), Im \( k_0 \)), one eventually arrives at

\[
G^\text{ret}_{\mu\nu\alpha\beta}(x) = \frac{1}{2} \left( \eta_{\mu\alpha} \eta_{\nu\beta} + \eta_{\mu\beta} \eta_{\nu\alpha} - \eta_{\mu\nu} \eta_{\alpha\beta} \right) \frac{1}{4\pi r} \delta_D^4(|x| - |x^0|).
\]

### 3.2 Newton’s Law

Eq. (111) can also be rewritten as

\[
\Box h_{\mu\nu} = -\frac{\kappa}{2} \left( T_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} T_{\lambda} \right) .
\]

For a point source with \( T_{00} = M \delta^{(3)}(x) , T_{ij} = 0 \) we have

\[
T_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} T_{\lambda} = \frac{1}{2} M \delta^{(3)}(x) \times \text{diag}(1,1,1,1) .
\]

Plugging an ansatz \( \kappa h_{\mu\nu} = 2 \Phi_g \text{diag}(1,1,1,1) \) we obtain the solution

\[
\Phi_g = -\frac{\kappa^2 M}{32\pi r} = -\frac{GM}{r} ,
\]

which is nothing but the familiar Newton’s law.

### 3.3 Gauge Invariance for a Scalar Field

Take a look at the Lagrangian for a free minimally coupled scalar field,

\[
\mathcal{L} = \frac{1}{2} \left[ g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - m^2 \phi^2 \right] .
\]

For small gauge transformations one has

\[
g^{\prime \mu\nu} = g^{\mu\nu} + \partial^{\mu} \xi^{\nu} + \partial^{\nu} \xi^{\mu} ,
\]

\[
\partial^{\prime \mu} = \partial_\mu - (\partial_\mu \xi^{\nu}) \partial_\nu ,
\]

\[
\phi^{\prime}(x^\prime) = \phi(x) .
\]

Then it is straightforward to obtain that the Lagrangian does not change under the gauge transformations.
3.4 Schrödinger equation

Let us look at the Klein–Gordon–Fock equation

\[(\Box + m^2)\phi = 0.\]  

(129)

In the harmonic coordinates the d’Alembertian reads

\[
\Box = \frac{1}{\sqrt{-g}} \partial_{\mu} (\sqrt{-g} g^{\mu\nu} \partial_{\nu}) = g^{\mu\nu} \partial_{\mu} \partial_{\nu} + \frac{1}{\sqrt{-g}} \partial_{\mu} (\sqrt{-g} g^{\mu\nu}) \partial_{\nu} = g^{\mu\nu} \partial_{\mu} \partial_{\nu},
\]

(130)

where in the last equality we made use of Eq. (109) and the definition of the harmonic gauge,

\[
\partial_{\mu} (\sqrt{-g} g^{\mu\nu}) = -\kappa \partial_{\mu} \left( h^{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} h_{\lambda\lambda} + O(h^2) \right) \simeq 0.
\]

(131)

We will use the metric for a static external gravitational field,

\[
g_{00} = 1 - 2\Phi_g, \quad g_{ij} = -(1 + 2\Phi_g) \delta_{ij}, \quad \Phi_g \ll 1.
\]

(132)

Let us perform a non–relativistic reduction for the wavefunction of the filed \(\phi\),

\[
\phi = e^{-imt} \psi(t, x).
\]

(133)

Plugging this into Eq. (129) we find

\[
[(1 + 2\Phi_g) (-m^2 - 2im\partial_0 + \partial_0^2) - \delta^{ij}\partial_i \partial_j + m^2] \psi(t, x) = 0.
\]

(134)

One observes that the mass term cancels to the leading order in \(\Phi_g\), that the \(\partial_0^2\) term is higher order in the momentum and can be dropped, and that we are left with the usual Schrödinger equation for a particle in an external gravitational field,

\[
i\partial_0 \psi = \left[ -\frac{\Delta}{2m} + m\Phi_g \right] \psi.
\]

(135)

Note that one can consistently compute corrections to the Schrödinger equation. For instance, in a particular choice of coordinate the Hamiltonian for a two body system (so–called Einstein–Infeld–Hoffman Hamiltonian) reads \[7\]

\[
H = \frac{p_2^2}{2} \left( \frac{1}{m_1} + \frac{1}{m_2} \right) - \frac{Gm_1m_2}{r} + \frac{p_1^4}{8c^2} \left( \frac{1}{m_1^2} + \frac{1}{m_2^2} \right)
\]

\[
- \frac{Gm_1m_2}{2c^2r^2} \left[ 3p^2 \left( \frac{m_2}{m_1} + \frac{m_1}{m_2} \right) + 7p^2 + (p \cdot n)^2 \right] + \frac{G^2m_1m_2(m_1 + m_2)}{2c^2r^2},
\]

(136)

where \(p \equiv (p_1, p_2), r \equiv (r_1, r_2), n \equiv r/r\) and \(c\) denotes the speed of light.

4 Second Quantization of Weak Gravitational Field

4.1 Second Quantization

In this section we repeat some of the previous steps from a different perspective. For convenience, we will rewrite some of the equations from above again, avoiding repetitions as much as possible. We assume the gravitational field to be weak and apply the following ansatz,

\[
g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu}.
\]

(137)
In (137), the field $h_{\mu\nu}$ is to be quantized. Note that the decomposition (137) is not unique due to GCT covariance of the theory\textsuperscript{10} To make it unique, one should fix the gauge. The convenient choice is the harmonic gauge which is given by
\[ g^{\mu\nu}T^\rho_{\mu\nu} = 0. \] (138)

Note that the expression (138) is exact in $h_{\mu\nu}$ and it reduces to Eq. (117) in the weak–field limit. Let us now expand Einstein equations in powers of $h_{\mu\nu}$. Let the matter EMT be $T_{\mu\nu}$, then
\[ G_{\mu\nu} = 8\pi T_{\mu\nu}, \quad G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2}g_{\mu\nu}R. \] (139)

Denote by $G^{(i)}_{\mu\nu}$ the part of $G_{\mu\nu}$ containing the $i$’s power of $h_{\mu\nu}$, then up to the second order
\[ G_{\mu\nu} \approx G^{(1)}_{\mu\nu} + G^{(2)}_{\mu\nu}. \] (140)

Define the tensor $t_{\mu\nu}$ as
\[ t_{\mu\nu} = -\frac{1}{8\pi G}G^{(2)}_{\mu\nu}. \] (141)

Substituting (141) and (140) into (139) gives
\[ \Box h_{\mu\nu} \approx 8\pi G(T_{\mu\nu} + t_{\mu\nu}), \] (142)

where we have used $G^{(1)}_{\mu\nu} = \Box h_{\mu\nu}$. Hence, higher–order powers of $h_{\mu\nu}$ serve as a source of $h_{\mu\nu}$ itself, in complete agreement with the EP. The tensor $t_{\mu\nu}$ provides us with the triple graviton vertex, and $T_{\mu\nu}$ represents the tree graviton correction to the matter propagator. For completeness, we quote the explicit expression for $t_{\mu\nu}$:
\[ t_{\mu\nu} = -\frac{1}{4}h_{\alpha\beta}\partial_{\mu}\partial_{\nu}h^{\alpha\beta} + \frac{1}{8}h\partial_{\mu}\partial_{\nu}uh + \frac{1}{8}\eta_{\mu\nu}\left(h^{\alpha\beta}\Box h_{\alpha\beta} - \frac{1}{2}h\Box h\right) - \frac{1}{4}(h_{\mu\rho}\Box h^{\rho\nu} + h_{\nu\rho}\Box h^{\rho\mu} - h_{\mu\nu}\Box h) + \frac{1}{8}\partial_{\mu}\partial_{\nu}\left(h_{\alpha\beta}h^{\alpha\beta} - \frac{1}{2}hh\right) - \frac{1}{16}\eta_{\mu\nu}\Box \left(h_{\alpha\beta}h^{\alpha\beta} - \frac{1}{2}hh\right) - \frac{1}{4}\partial_{\alpha}\left[\partial_{\nu}\left(h_{\mu\beta}h^{\alpha\beta}\right) + \partial_{\mu}\left(h_{\nu\beta}h^{\alpha\beta}\right)\right] + \frac{1}{2}\partial_{\alpha}\left[h^{\alpha\beta}(\partial_{\nu}h_{\mu\beta} + \partial_{\mu}h_{\nu\beta})\right], \] (143)

where $h \equiv h_{\mu\nu}$. In this expression, the last three lines are actually a total derivative, while the second and the third lines vanish on–shell.

Let us now implement the second quantization procedure for the field $h_{\mu\nu}$. To this end, one should write down the general solution of the linearized equation of motion in the absence of matter. Two possible polarizations of the graviton are taken into account by introducing the polarization tensor $\epsilon_{\mu\nu}$. The latter can be composed from the usual polarization vectors $\epsilon_{\mu}(\lambda) = \frac{1}{\sqrt{2}}(0, 1, \pm i, 0)$, $\lambda = \pm$.

These vectors satisfy the relations
\[ \epsilon_{\mu}(\lambda)\epsilon^{\mu}(\lambda) = -1, \quad \epsilon_{\mu}(\lambda)\epsilon^{\lambda}(\lambda) = 0. \] (145)

\textsuperscript{10}To be more precise, Eq. (137) is covariant with respect to those GCT that preserve the condition $|h_{\mu\nu}| \ll 1$. Later on, speaking about tensorial quantities like $h_{\mu\nu}$ or $t_{\mu\nu}$, we will assume that GCT are restricted to the transformations that keep them small.
We can now form the polarization tensor
\[ \epsilon_{\mu\nu}(\lambda_1 \lambda_2) = \epsilon_\mu(\lambda_1)\epsilon_\nu(\lambda_2). \]  

(146)

The plane–wave decomposition of \( h_{\mu\nu} \) is then written as
\[ h_{\mu\nu} = \sum_{\lambda = \pm, \cdots} \int \frac{d^3p}{(2\pi)^3} \frac{1}{2\omega_p} \left[ a(p, \lambda)\epsilon_{\mu\nu}(p, \lambda)e^{-ipx} + h.c. \right]. \]  

(147)

From here, the canonical Hamiltonian of the gravitational field can be readily derived,
\[ H = \int d^3x t_{00} = \sum_{\lambda} \int d^3p \frac{(2\pi)^3}{\omega_p} \frac{1}{2} \left[ a^\dagger(p, \lambda) a(p, \lambda) + \frac{1}{2} \right]. \]  

(148)

To treat \( h_{\mu\nu} \) as a quantum field, we promote the coefficients \( a(p, \lambda) \) and \( a^\dagger(p, \lambda) \) to operators with the canonical commutation relations
\[ [a(p, \lambda), a^\dagger(p', \lambda')] = \delta(p - p')\delta_{\lambda\lambda'}. \]  

(149)

4.2 Propagator

We start by expanding the action \( S_{EH} + S_m \) to the second order in \( h_{\mu\nu} \). It is convenient to introduce the quantity
\[ \bar{h}_{\mu\nu} = h_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} h. \]  

(150)

The Lagrangian is given by
\[ \sqrt{-g}\mathcal{L} = \sqrt{-g} \left( -\frac{2}{\kappa^2} R + \mathcal{L}_m + \mathcal{L}_{GF} \right). \]  

(151)

Here \( \mathcal{L}_{GF} \) is the gauge–fixing part of the Lagrangian. To the second order in \( h_{\mu\nu} \),
\[ -\sqrt{-g}\frac{2}{\kappa^2} R = -\frac{2}{\kappa^2} (\partial_{\mu} h_{\nu\mu} - \square h) + \frac{1}{4} \left[ \partial_{\lambda} h_{\mu\nu}\partial^{\lambda} h_{\mu\nu} - 2\partial_{\mu} h_{\mu\lambda}\partial_{\sigma} h^{\mu\sigma} \right], \]  

(152)

\[ \mathcal{L}_{GF} = \xi\partial_{\mu} \bar{h}_{\mu\nu}\partial^{\lambda} \bar{h}_{\lambda\nu}. \]  

(153)

The harmonic gauge corresponds to \( \xi = 1 \), and in this case the Lagrangian (151) can be rewritten as
\[ \sqrt{-g}\mathcal{L} = \frac{1}{2} \partial_{\mu} h_{\mu\nu}\partial^{\lambda} h_{\mu\nu} - \frac{1}{4} \partial_{\lambda} h\partial^{\lambda} h - \frac{\kappa}{2} h_{\mu\nu} T_{\mu\nu}. \]  

(154)

Integration by parts yields
\[ \mathcal{L} = \frac{1}{2} h_{\mu\nu}\square \left( I^{\mu\nu\alpha\beta} - \frac{1}{2} \eta^{\mu\nu} \eta^{\alpha\beta} \right) h_{\alpha\beta} - \frac{\kappa}{2} h_{\mu\nu} T_{\mu\nu}. \]  

(155)

This produces the equation of motion
\[ \left( I^{\mu\nu\alpha\beta} - \frac{1}{2} \eta^{\mu\nu} \eta^{\alpha\beta} \right) \square D_{\alpha\beta\gamma\delta} = I^{\mu\nu}. \]  

(156)

We have already encountered this equation above in Section 3.1. Thus, we just take the solution (121) and assuming the initial conditions corresponding to a Feynman propagator \( D^{\alpha\beta\gamma\delta} \),
\[ D^{\alpha\beta\gamma\delta}(x - y) = \begin{cases} G^{\alpha\beta\gamma\delta}(x - y) & \text{if } x^0 > y^0, \\ G^{\alpha\beta\gamma\delta}(y - x) & \text{if } x^0 < y^0, \end{cases} \]  

(157)

we obtain
\[ iD^{\alpha\beta\gamma\delta}(x) = \int \frac{d^4q}{(2\pi)^4} \frac{i}{q^2 + i\epsilon} e^{-iqx} P^{\alpha\beta\gamma\delta}, \]  

(158)

\[ P^{\alpha\beta\gamma\delta} = \frac{1}{2} \left[ \eta^{\alpha\beta} \eta^{\gamma\delta} + \eta^{\alpha\delta} \eta^{\beta\gamma} - \eta^{\alpha\gamma} \eta^{\beta\delta} \right]. \]  

(159)
4.3 Feynman Rules

Now we have all necessary ingredients for deriving Feynman rules for graviton.

- The propagator reads

\[ \frac{\Gamma^{\alpha\beta\gamma\delta}}{q^2}. \]  

- The vertex including the matter propagator can be extracted from the expression \( \frac{\kappa^2}{2} h_{\mu\nu} T^{\mu\nu} \). Consider, for example, the massive scalar field \( \varphi \) whose EMT is given by

\[ T_{\mu\nu} = \partial_\mu \varphi \partial_\nu \varphi - \frac{1}{2} \eta_{\mu \nu} (\partial_\lambda \varphi \partial^\lambda \varphi - m^2 \varphi^2). \]

Then, the corresponding vertex is

\[ \frac{\kappa}{2} \left( (p_\mu p'_\nu + p'_\mu p_\nu) - \eta_{\mu \nu} (p \cdot p' - m^2) \right). \]

- Much more complicated structure is revealed in the triple graviton vertex,

\[ \frac{\kappa}{2} \left( P_{\alpha \beta, \gamma \delta} \left[ k^{\mu} k^{\nu} + (k - q)^{\mu} (k - q)^{\nu} + q^{\mu} q^{\nu} - \frac{3}{2} \eta^{\mu \nu} q^2 \right] 
+ 2 q^\lambda q^\sigma \left[ I_{\alpha \beta}^{\lambda\sigma} I_{\gamma \delta}^{\mu\nu} + I_{\gamma \delta}^{\lambda\sigma} I_{\alpha \beta}^{\mu\nu} - I_{\alpha \beta}^{\mu\nu} I_{\gamma \delta}^{\lambda\sigma} - I_{\gamma \delta}^{\mu\nu} I_{\alpha \beta}^{\lambda\sigma} \right] 
+ q^\lambda q^\sigma (\eta_{\alpha \beta} I_{\gamma \delta}^{\lambda\sigma} + \eta_{\gamma \delta} I_{\alpha \beta}^{\lambda\sigma}) + q^\lambda q^\sigma (\eta_{\alpha \beta} I_{\gamma \delta, \lambda \sigma} + \eta_{\gamma \delta} I_{\alpha \beta, \lambda \sigma}) \right) 
+ 2 q^\lambda \left[ I_{\alpha \beta}^{\mu\nu} I_{\gamma \delta, \lambda \sigma} (k - q)^{\mu} + I_{\alpha \beta}^{\sigma \nu} I_{\gamma \delta, \lambda \sigma} (k - q)^{\nu} 
- I_{\gamma \delta}^{\mu\nu} I_{\alpha \beta, \lambda \sigma} k^{\mu} - I_{\gamma \delta}^{\sigma \nu} I_{\alpha \beta, \lambda \sigma} k^{\nu} \right] 
+ q^2 \left( I_{\alpha \beta}^{\mu\nu} I_{\gamma \delta, \lambda \sigma} + I_{\alpha \beta, \lambda \sigma} I_{\gamma \delta}^{\mu\nu} \right) \right) . \]

As an example of the application of Feynman rules, let us compute the scattering of two scalar particles by a single graviton exchange. The amplitude of the process is given by
Consider the non–relativistic limit, \( p^\mu \approx (m, \vec{0}) \). The amplitude then becomes

\[
M = -\frac{\kappa^2 m_1 m_2}{4 q^2} = -16\pi G\frac{m_1^2 m_2^2}{q^2}.
\]  

(165)

Fourier–transforming the last expression, we obtain the non–relativistic potential

\[
V(r) = -\frac{Gm_1 m_2}{r},
\]  

(166)

which is nothing but the Newton’s potential. This completes building GR as QFT at tree level.

What about loop diagrams? Consider, for example, the one–loop matter correction to the graviton propagator. It is given by

\[
\int \frac{d^4 l}{(2\pi)^2} \frac{i \kappa}{2} \left[l_\alpha (l + q)_\beta + l_\beta (l + q)_\alpha\right] \frac{i}{l^2 (l + q)^2} \times \frac{i \kappa}{2} \left[l_\gamma (l + q)_\delta + l_\delta (l + q)_\gamma\right].
\]  

(167)

Computing this loop, we arrive at the expression of the form, schematically,

\[
\frac{\kappa^2}{16\pi^2} (q_\gamma q_\delta q_\alpha q_\beta) \left(\frac{1}{\epsilon} + \ln q^2\right).
\]  

(168)

Note the qualitative difference of this result with that of QED,

\[
\frac{e^2}{16\pi^2} (q_\mu q_\nu - \eta_{\mu\nu} q^2) \left(\frac{1}{\epsilon} + \ln q^2\right).
\]  

(169)

The divergence in the last expression can be renormalized by the term of the form \( \frac{1}{\epsilon} F_{\mu\nu} F^{\mu\nu} \). This is to be expected, since QED is the renormalizable theory. On the contrary, the expression (168) needs terms with four derivatives of \( h_{\mu\nu} \) to be canceled, and there are no such terms in the Einstein–Hilbert action.

### 5 Background Field Method

A particularly powerful tool of computing loop corrections in gauge field theories is the background field method. This method was introduced by DeWitt [8], extended to multi–loop calculations by ’t Hooft [9], DeWitt [10], Boulware [11] and Abbott [12], and applied to gravity calculations in Refs. [13, 14].
5.1 Preliminaries

5.1.1 Toy Example: Scalar QED

Let us start with a pedagogical example of quantum electrodynamics with a massless scalar, described by the “bare” Lagrangian

\[ \mathcal{L} = D_\mu \phi (D^\mu \phi)^* - \frac{1}{4} F^2_{\mu \nu}, \]  

where \( D_\mu \) stands for the covariant derivative defined as

\[ D_\mu = \partial_\mu + ieA_\mu, \]  

and \( F^2_{\mu \nu} \) denotes the strength tensor of a background electromagnetic field \( A_\mu \). Upon integration by parts the Lagrangian (170) can be rewritten as

\[ \mathcal{L} = -\phi (\Box + 2ieA_\mu \partial_\mu + ie(\partial_\mu A^\mu) - e^2 A^2_\mu) \phi^* - \frac{1}{4} F^2_{\mu \nu}, \]

\[ \equiv -\phi (\Box + v(x)) \phi^* - \frac{1}{4} F^2_{\mu \nu}. \]  

We proceed by performing functional integration over the field \( \phi \) treating the potential \( v \sim e, e^2 \ll 1 \) as a small perturbation. The overall partition function reads

\[ Z = N_0^{-1} \int D\phi D\phi^* DA_\mu \exp \left\{ -i \int d^4x \phi (\Box + v(x)) \phi^* - \frac{i}{4} \int d^4x F^2_{\mu \nu} \right\}, \]

where the normalization factor \( N_0 \) is a constant.

Let us focus on the part with the scalar field,

\[ N^{-1} \int D\phi D\phi^* DA_\mu \exp \left\{ -i \int d^4x \phi (\Box + v(x)) \phi^* \right\} = \frac{N^{-1}}{\det (\Box + v(x))} \]

\[ = N^{-1} \exp \left\{ - \int d^4x \langle x | \text{Tr} \ln(\Box + v(x)) | x \rangle \right\}. \]  

We evaluate the operator \( \text{Tr} \ln(\Box + v(x)) \) perturbatively,

\[ \text{Tr} \ln(\Box + v(x)) = \text{Tr} \ln \left[ \Box \left( 1 + \frac{1}{\Box} v(x) \right) \right] \]

\[ = \text{Tr} \ln \Box + \text{Tr} \left[ \frac{1}{\Box} v(x) - \frac{1}{2} \frac{1}{\Box} v(x) \frac{1}{\Box} v(x) + \ldots \right]. \]  

The first term above gets canceled by the normalization factor in (174), while the second term can be computed making use of

\[ \langle x | \frac{1}{\Box} | y \rangle = i \Delta_F(x - y). \]  

From now on we will be evaluating all integrals in dimensional regularization, and thus we change \( 4 \rightarrow d \) in all measures. Then, at first order,

\[ \int d^4x \langle x | \text{Tr} \frac{1}{\Box} v(x) | x \rangle = i \int d^d x \Delta_F(x - x) v(x) = 0, \]

where we made used that \( \Delta_F(0) \) vanishes, which is easy to see in dimensional regularization, since the integral above does not have any scale,

\[ \Delta_F(0) = \int \frac{d^dl}{(2\pi)^d} \frac{1}{l^2 - i\varepsilon} \sim \frac{1}{4 - d} \rightarrow 0. \]
This contribution corresponds to the tadpole Feynman graphs. Then, at second order, one gets
\[ \frac{1}{2} \int d^d x (x|Tr \left( \frac{1}{\Box} v(x) \frac{1}{\Box} v(x) \right) |x) = i^2 \int d^d x d^d y \Delta_F(x - y)v(y)\Delta_F(y - x)v(x). \] (179)

This contribution represents the loop correction into the photon propagator, see [169]. Next we go to the Lorentz gauge \( \partial^\mu A_\mu = 0 \) and use the representation
\[ \Delta_F(x - y)\partial_\mu \partial_\nu \Delta_F(x - y) = (d\partial_\mu \partial_\nu - g_{\mu\nu} \Box) \frac{\Delta^2_F(x - y)}{4(d - 1)}. \] (180)

Then, after some integration by parts we obtain the one–loop effective Lagrangian for the \( \phi \)
\[ \Delta L = -\frac{1}{2} \int d^d x (x|Tr \left( \frac{1}{\Box} v(x) \frac{1}{\Box} v(x) \right) |x) \]
\[ = -e^2 \int d^d x d^d y F_{\mu\nu}(x) \frac{\Delta^2_F(x - y)}{4(d - 1)} F^{\mu\nu}(y). \] (181)

Then we evaluate \( \Delta^2_F(x - y) \) in dimensional regularization,
\[ \Delta^2_F(x - y) = \int \frac{d^d k}{(2\pi)^d} e^{ik(x-y)} \left( -\frac{1}{16\pi^2} \right) \left[ \frac{2}{4 - d} - \gamma + \ln 4\pi - \ln (k^2/\mu^2) \right] \]
\[ = \left( -\frac{1}{16\pi^2} \right) \left[ \frac{2}{4 - d} - \gamma + \ln 4\pi \right] \delta_4^{(4)}(x - y) + \frac{1}{16\pi^2} L(x - y), \] (182)

where the first (local) contribution stands for the divergent part and the last contribution denotes the Fourier transform of the finite part \( \sim \ln (k^2/\mu^2) \), which is non–local in space. Putting all together, the one–loop effective action for the gauge field takes the following form,
\[ S = -\frac{1}{4} \int d^d x F_{\mu\nu} F^{\mu\nu} Z_3^{-1} + \beta e^2 \int d^d x d^d y F_{\mu\nu}(x)L(x - y)F^{\mu\nu}(y), \] (183)

where \( \beta \) denotes the beta function, and \( Z_3^{-1} \) is the wavefunction renormalization constant.

To sum up, we have here renormalized the photon field as a background field, and also identified the logarithmic corrections to the propagator.

### 5.2 Generalization to other interactions

The above result can be generalized to an arbitrary set of fields. For instance, in the case of the theory with the following “bare” Lagrangian with the background field the gauge field \( \Gamma \),
\[ \mathcal{L} = \phi^\dagger [d_\mu d^\mu + \sigma(x)] \phi - \frac{\Gamma_{\mu\nu}^2}{4}, \] (184)

where \( \phi = (\phi_1, \ldots) \) is some multiplet,
\[ d_\mu = \partial_\mu + \Gamma_\mu(x), \]
\[ \Gamma_{\mu\nu} = \partial_\mu \Gamma_\nu - \partial_\nu \Gamma_\mu + [\Gamma_\mu, \Gamma_\nu], \] (185)

the one–loop correction to the “bare” action reads
\[ \Delta S = \int d^d x d^d y \operatorname{Tr} \left[ \Gamma_{\mu\nu}(x) \frac{\Delta^2_F(x - y)}{4(d - 1)} \Gamma_{\mu\nu}(y) + \frac{1}{2} \sigma(x) \Delta^2_F(x - y) \sigma(y) \right]. \] (186)

Thus, the divergences are local,
\[ \Delta S_{\text{div}} = \int d^d x \frac{1}{16\pi^2} \left( \frac{1}{\epsilon} - \gamma + \ln 4\pi \right) \operatorname{Tr} \left[ \frac{1}{12} \Gamma_{\mu\nu}^2(x) + \frac{1}{2} \sigma(x)^2 \right]. \] (187)

To sum up, the main advantages of the background field method are:
• it deals directly with the action,
• it retains symmetries,
• it makes the renormalization of nonlinear field theories easy,
• it allows to account for many scattering amplitudes at once.

The background field and the “quantum” field can coincide and yet the formalism will work in a completely similar manner. One just has to formally decompose this field into the background and the “quantum” modes,

$$\phi = \bar{\phi} + \delta\phi.$$  \hspace{1cm} (188)

5.2.1 Faddeev–Popov Ghosts

The next non-trivial step is the introduction of the Faddeev–Popov ghosts, which we discuss now in detail. Formally, integrals like $\int DA_\mu$ are to be performed over all configurations of $A$, including the ones that are equivalent up to a gauge transformation. Thus, we integrate over an infinite set of copies of just one configuration. Therefore, the choice of the measure $DA_\mu$ seems to miss the information about the gauge invariance. The Faddeev–Popov method is aimed at fixing the correct integration measure in the partition function of gauge theories.

As an example, we start with the abelian gauge theory with the transformation rule

$$A_\mu \rightarrow A_\mu^{(\theta)} = A_\mu + \partial_\mu \theta,$$  \hspace{1cm} (189)

and the gauge condition which can be expressed in the form

$$f(A_\mu) = F(x).$$  \hspace{1cm} (190)

The Faddeev–Popov method amounts to inserting the identity,

$$1 = \int D\theta \delta_D(f(A_\mu^{(\theta)}) - F)\Delta(A),$$

where

$$\Delta(A) \equiv \det \left( \frac{\partial f}{\partial \theta} \right),$$  \hspace{1cm} (191)

in the partition function. $\Delta(A)$ is called the Faddeev–Popov determinant and it is, in general, independent of $\theta$. The partition function then takes the form

$$Z = N'^{-1} \int DA_\mu \delta_D(f(A_\mu^{(\theta)}) - F(x))\Delta(A)e^{iS}.$$  \hspace{1cm} (192)

Since the above expression does not depend on $F(x)$, we can use another trick and multiply it by a unity obtained from the Gaussian integral over $F$,

$$1 = N(\xi) \int DF e^{-\frac{i}{\xi} \int d^4xF(x)^2},$$  \hspace{1cm} (193)

where $N(\xi)$ is a normalization constant. Inserting this into our partition function yields

$$Z = N'^{-1}N(\xi) \int DA_\mu DF \delta_D(f(A_\mu^{(\theta)}) - F(x))\Delta(A)e^{iS - \frac{i}{\xi} \int d^4xF(x)^2}.$$  \hspace{1cm} (194)

Performing the integrals over $\theta$ and $F(x)$ we get

$$Z = N^{-1} \int DA_\mu \Delta(A)e^{iS - \frac{i}{\xi} \int d^4xF(A_\mu)^2}.$$  \hspace{1cm} (195)
The piece \( \frac{1}{2} \int d^4 x f(A_\mu)^2 \) above is the familiar gauge fixing term.

The Faddeev–Popov determinant can be expressed as an integral over an artificial fermion field \( c \),

\[
\Delta(A) = \det \left( \frac{\partial f}{\partial \theta} \right) = \int \mathcal{D} c \mathcal{D} \bar{c} \exp \left\{ i \int d^4 x \ \bar{c} \frac{\partial f}{\partial \theta} c \right\}. \tag{196}
\]

This field is called the ghost field, it does not correspond to any physical asymptotic states; it appears only inside loops in calculations. In QED \( \partial f/\partial \theta \) is independent of \( A_\mu \), thus the Faddeev–Popov determinant is just a constant and can be dropped. In the non–abelian case, however, ghosts cannot be neglected and moreover, are essential for a correct quantization.

### 5.3 Background Field Method in GR

We start to compute the one–loop effective action in GR by decomposing the metric into the background and quantum pieces as discussed above,

\[
g_{\mu\nu} = \bar{g}_{\mu\nu} + \kappa h_{\mu\nu}. \tag{197}
\]

This decomposition will be considered as exact, i.e. for the inverse metric we have

\[
g^{\mu\nu} = \bar{g}^{\mu\nu} - \kappa h^{\mu\nu} + \kappa^2 h^{\mu\lambda} h^\lambda_{\nu} + 
\]

In what follows the indices will be raised and lowered using the background metric \( \bar{g}_{\mu\nu} \). Now we straightforwardly expand the connection and the Ricci scalar,

\[
\Gamma^\mu_{\nu\rho} = \bar{\Gamma}^\mu_{\nu\rho} + \Gamma^\mu_{\nu\rho}^{(1)} + \Gamma^\mu_{\nu\rho}^{(2)} + \ldots,
\]

\[
R = \bar{R} + R^{(1)} + R^{(2)} + \ldots, \tag{199}
\]

where we have used the notation emphasizing the power counting \( R^{(n)} = O(h^n) \). It should be stressed that all terms in this expansion are manifestly covariant with respect to \( \bar{g}_{\mu\nu} \), e.g.,

\[
\Gamma^\mu_{\nu\rho}^{(1)} = \frac{1}{2} \bar{g}^{\mu\lambda} [\bar{D}_\rho h_{\lambda \rho} + \bar{D}_\rho h_{\nu \lambda} - \bar{D}_\lambda h_{\nu \rho}], \tag{200}
\]

which displays the gauge invariance of the formalism at each step. Notice that the gauge transformations \( x^\mu \rightarrow x^\mu + \xi^\mu(x) \) imply the following change of the quantum metric \( h \),

\[
h'_{\mu\nu} = h_{\mu\nu} + \bar{D}_\mu \xi_\nu + \bar{D}_\nu \xi_\mu. \tag{201}
\]

The net result of our expansion is

\[
\mathcal{L} = -\frac{2}{\kappa^2} \sqrt{-\bar{g}} R = \sqrt{-\bar{g}} \left[ -\frac{2}{\kappa^2} \bar{R} - \frac{1}{\kappa} (h\bar{R} - 2 \bar{R}^{\alpha} h^\alpha) \right. \\
+ \frac{1}{2} \bar{D}_\alpha h_{\mu\nu} \bar{D}^\alpha h^{\mu\nu} - \frac{1}{2} \bar{D}_\alpha h \bar{D}^\alpha h + \bar{D}_\alpha h \bar{D}^\beta h^\nu_{\beta} - \bar{D}_\nu h_{\alpha\beta} \bar{D}^\alpha h^{\nu\beta} \\
- \bar{R} \left( \frac{1}{4} h^2 - \frac{1}{2} h^{\alpha\beta} h^\alpha_{\beta} \right) + h h^\alpha \bar{R}^\alpha_{\nu} + 2 h^\alpha h^\beta \bar{R}^\alpha_{\nu} h^\beta_{\nu}, \tag{202}
\]

where we denote \( h_{\mu\nu} \bar{g}^{\mu\nu} \equiv h \). The term linear in \( h_{\mu\nu} \) vanishes by the equations of motion. Now let us fix the gauge. The generalization of the de Donder gauge for a generic background can be obtained by changing partial derivatives to covariant ones,

\[
\bar{D}^\mu h_{\mu\nu} - \frac{1}{2} \bar{D}_\nu h = 0. \tag{203}
\]

The gauge fixing term in the action reads

\[
\mathcal{L}_{GF} \equiv \frac{1}{2} C_\nu C^\nu = \frac{1}{2} \left[ \bar{D}^\mu h_{\mu\nu} - \frac{1}{2} \bar{D}_\nu h \right]^2. \tag{204}
\]
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Notice that the quantity \( C_\nu \) transforms under the gauge transformations as

\[
C'_\nu = C_\nu + \bar{D}^\mu (\bar{D}_\mu \xi_\nu + D_\mu \xi_\nu) - D_\nu D_\mu \xi^\mu
\]

\[
= C_\nu + \bar{D}^\mu \bar{D}_\mu \xi_\nu - [D_\nu, \bar{D}_\mu] \xi^\mu,
\]

\[
= C_\nu + (\bar{g}_{\mu\nu} \bar{D}^2 + \bar{R}_{\mu\nu}) \xi^\nu.
\]

The last missing step is the inclusion of Faddeev–Popov ghosts. In fact, Feynman was first to introduce artificial particles in order that the optical theorem be true in quantum gravity. He called them “dopey particles”. The reader is advised to consult Ref. [15] for an amusing conversation between DeWitt and Feynman at the conference where the “dopey particles” were introduced.

Since in gravity the gauge fixing condition has a vector form, the ghosts have to be “fermionic vectors” [11]. Introducing ghosts along the lines of (196) and using Eq. (205) we get

\[
\text{det} \frac{\partial C_\nu}{\partial \xi_\mu} = \text{det} \left( \bar{g}_{\mu\nu} \bar{D}^2 + \bar{R}_{\mu\nu} \right)
\]

(206)

The action above implies the following Feynman rule for the ghost–ghost–graviton vertex upon flat space,

\[
k(\nu) \quad q(\alpha\beta) \quad k'(\mu) = -\frac{i\kappa}{2} \left[ \eta_{\mu\nu} k_\alpha k'_\beta + \eta_{\mu\nu} k_\beta k'_\alpha - \eta_{\mu\alpha} q_{\beta\nu} k'_\nu - \eta_{\mu\beta} q_{\alpha\nu} k'_\nu \right].
\]

(207)

Identifying the fields from general expressions (184) and (185) with the background and quantum metrics (202), one can readily obtain the expression for the one–loop effective action in GR. This was done for the first time by ’t Hooft and Veltman [14]. We will show this result in a moment using a different technique: heat kernel.

In summary, we have shown that in the background field method the partition function for quantum gravity is

\[
Z = \int \mathcal{D}h_{\mu\nu} \mathcal{D}\eta_\alpha \mathcal{D}\bar{\eta}_\beta \mathcal{D}\phi \exp \left\{ i \int d^4x \sqrt{-g} [\mathcal{L}(h) + \mathcal{L}_{GF}(h) + \mathcal{L}_{\text{ghosts}}(\eta, \bar{\eta}, h) + \mathcal{L}_{\text{matter}}(h, \phi)] \right\},
\]

(208)

where \( \phi \) stands for matter fields.

6 Heat Kernel Method

6.1 General Considerations

The Heat Kernel is an extremely useful tool widely used in many areas of physics and mathematics. Its application in QFT started from the paper by Fock [16] and Schwinger [17] who noticed that the Green functions can be represented as integrals over auxiliary “proper time” variable. Later, DeWitt made the heat kernel technique the powerful tool of computing one–loop divergences in quantum gravity in the manifestly covariant approach [18]. Here we will just sketch the main idea, meaning its application to quantum gravity. An extensive review of the technique with examples in various areas of physics can be found, e.g. in Ref. [19].

---

11Recall that in the YM theories the ghosts are “fermionic scalars”.

---
Let $D$ be a self-adjoint differential operator in $d$ dimensions Consider the function

$$G(x, y, \tau, D) = \langle x|e^{-\tau D}|y \rangle.$$  \hspace{1cm} (209)

It obeys the following relations,

$$\frac{\partial}{\partial \tau}G(x, y, \tau, D) = -DG(x, y, \tau, D),$$  \hspace{1cm} (210)

$$G(x, y, 0, D) = \delta(x - y).$$  \hspace{1cm} (211)

One can combine the last two properties and write

$$(\partial_{\tau} + D)G(x, y, \tau, D) = \delta(x - y)\delta(\tau).$$  \hspace{1cm} (212)

Hence, one recognizes in $G$ the Green function of the operator $\partial_{\tau} + D$,

$$G(x, y, \tau, D) = \langle x, \tau|\frac{1}{\partial_{\tau} + D}|y, 0 \rangle.$$  \hspace{1cm} (213)

For example, if $D = \alpha \triangle$ with some constant $\alpha$, then $G$ is the Green function of the heat equation, hence the name. Consider now $D = D_0$, where

$$D_0 = \Box + m^2, \hspace{0.5cm} \Box = -\partial^2_{\tau} + \triangle.$$  \hspace{1cm} (214)

Straightforward calculations lead to

$$G_0 \equiv G(x, y, \tau, D_0) = \frac{1}{(4\pi\tau)^{d/2}}e^{-\frac{i((x-y)^2 + \tau m^2)}{4\tau}}.$$  \hspace{1cm} (215)

As a simple example of the use of $G$, let us compute the Feynman propagator in the theory of the scalar field in four dimensions. Using the equality

$$\frac{i}{A + i\epsilon} = \int_0^\infty d\tau e^{i\tau(A + i\epsilon)},$$  \hspace{1cm} (216)

we have

$$iD_F(x - y) = \langle x|\frac{i}{\Box + m^2 + i\epsilon}|y \rangle = -i \int_0^\infty d\tau \frac{1}{16\pi^2\tau^2} \exp\left[i\left(\frac{(x - y)^2}{4\tau} + \tau(m^2 + i\epsilon)\right)\right].$$  \hspace{1cm} (217)

In the limit $m = 0$, the last expression turns to

$$iD_F(x - y) = -\frac{1}{4\pi} \frac{1}{(x - y)^2 + i\epsilon},$$  \hspace{1cm} (218)

and coincides with the standard result.

As was said before, the particular usefulness of the heat kernel method in QFT is related to the computation of one-loop divergences. Recall that quantum effects due to background fields are contained in the one-loop effective action

$$W \sim \ln \det D.$$  \hspace{1cm} (219)

Using the integral

$$\ln \frac{a}{b} = \int_0^\infty \frac{d\tau}{\tau} \left(e^{-\tau a} - e^{-\tau b}\right),$$  \hspace{1cm} (220)

\footnote{With respect to a suitable scalar product.}
Comparing the above expression with Eq. (222), we have
\[ W \sim \int_0^\infty \frac{d\tau}{\tau} \text{Tr} G(x, x, \tau, D) + C = \text{Tr}' \int_0^\infty \frac{d\tau}{\tau} \int d^d x(x|e^{-\tau D}|x) + C. \tag{221} \]

Here \( C \) is some constant, and by \( \text{Tr}' \) we understand the trace taken over internal indices of \( D \).

In general, the expression (221) can be divergent at both limits of integration. Those corresponding to large \( \tau \) are IR divergences, and will be considered in a different setup in Sec. 10. In this section we will be interested in UV divergences which appear in the limit \( \tau \to 0 \). Therefore, we need to know the asymptotic behavior of \( G \) at small \( \tau \). The latter is given by
\[ G(x, y, \tau, D) = G(x, y, \tau, D_0)(a_0 + a_1 \tau + a_2 \tau^2 + \ldots), \tag{222} \]
where \( a_i = a_i(x, y) \) are local polynomials of the background fields called DeWitt–Seeley–Gilkey coefficients [18, 20, 21]. Substituting (222) into Eq. (221) gives
\[ \text{Tr} \ln D = -\frac{i}{(4\pi)^d/2} \sum_{n=0}^\infty m^{d-2n} \Gamma \left(n - \frac{d}{2}\right) \text{Tr}' a_n(x). \tag{223} \]

6.2 Applications

Now we are going to compute \( G \) explicitly for a quite generic form of \( D \),
\[ D = d_\mu d^\mu + \sigma(x), \quad d_\mu = \partial_\mu + \Gamma_\mu(x). \tag{224} \]

Inserting the full set of momentum states one can rewrite \( G \) as
\[ G(x, x, \tau, D) = \langle x|e^{-\tau D}|x\rangle = \int \frac{d^d p}{(2\pi)^d} e^{-ipx} e^{-\tau D} e^{ipx}, \tag{225} \]
where we have used the following normalizations,
\[ \langle p|x\rangle = \frac{1}{(2\pi)^{d/2}} e^{ipx}, \quad \langle x|x'\rangle = \delta^{(d)}(x - x'), \quad \langle p|p'\rangle = \delta^{(d)}(p - p'). \tag{226} \]

Using the relations
\[ d_\mu e^{ipx} = e^{ipx}(ip_\mu + d_\mu), \quad d_\mu d_\nu e^{ipx} = e^{ipx}(ip_\mu + d_\mu)(ip_\nu + d_\nu), \quad \tag{227} \]
we derive
\[ G(x, x, \tau, D) = \int \frac{d^d p}{(2\pi)^d} e^{-\tau[(ip_\mu + d_\mu)^2 + m^2 + \sigma]} = \int \frac{d^d p}{(2\pi)^d} e^{-\tau(p^2 - m^2)} e^{-\tau(d_\mu, d_\nu) + 2ip_\mu d_\nu}. \tag{228} \]

We observe that the first exponential in (228) corresponds to the free theory result, while all the interesting physics is contained in the second exponential. The latter can be expanded in powers of \( \tau \). Integrating over \( p \) gives (for the details of calculations, see Appendix B of Ref. [1])
\[ G(x, x, \tau, D) = \frac{ie^{-m^2 \tau}}{(4\pi)^d/2} \left[ 1 - \sigma \tau + \frac{\tau^2}{2} \left( \frac{1}{2} \sigma^2 + \frac{1}{12}[d_\mu, d_\nu][d_\mu, d_\nu] + \frac{1}{6}[d_\mu, [d_\mu, \sigma]] \right) \right]. \tag{229} \]

Comparing the above expression with Eq. (222), we have
\[ a_0 = 1, \quad a_1 = -\sigma, \quad a_2 = \frac{1}{2} \sigma^2 + \frac{1}{12}[d_\mu, d_\nu][d_\mu, d_\nu] + \frac{1}{6}[d_\mu, [d_\mu, \sigma]]. \tag{230} \]
As an application of the result derived above, consider the scalar QED. We have
\[
d_\mu = \partial_\mu + ieA_\mu, \quad m = 0, \quad \sigma = 0, \quad [d_\mu, d_\nu] = ieF_{\mu\nu}.
\] (231)
Hence, the coefficients in Eq. (230) are
\[
a_1 = 0, \quad a_2 = \frac{1}{12}F_{\mu\nu}F^{\mu\nu}.
\] (232)
It follows that the divergent part of the one–loop effective action is
\[
S_{\text{div}} = \int d^4x \frac{1}{\epsilon} \frac{e^2}{16\pi^2} \frac{1}{12}F_{\mu\nu}F^{\mu\nu}.
\] (233)
As a second example, consider the renormalization of the scalar field in the presence of a background gravitational field. We specify the theory as follows,
\[
L = \frac{1}{2}(-\xi R\phi^2 + g^{\mu\nu}\partial_\mu\phi\partial_\nu\phi - m^2\phi^2),
\] (234)
where \(\xi\) is a non–minimal coupling constant. In this case similar calculations lead to
\[
a_1 = \left(\frac{1}{6} - \xi\right)R - m^2,
\]
a_2 = \frac{1}{180}\left(R_{\mu\nu\rho\sigma}R^{\mu\nu\rho\sigma} - R_{\mu\nu}R^{\mu\nu} + \frac{5}{2}((6\xi - 1)R + 6m^2)^2 - 6(1 - 5\xi)\Box R\right).
\] (235)
Upon omitting the total derivative, the divergent part of the effective action is given by
\[
S_{\text{div}} = \int d^4x \sqrt{-g} \frac{1}{\epsilon} \frac{1}{240} \frac{1}{16\pi^2} \left[2R_{\mu\nu}R^{\mu\nu} - \frac{2}{3}R^2 + \frac{5}{3}((6\xi - 1)R + 6m^2)^2\right].
\] (236)

### 6.3 Gauss–Bonnet Term

Topological properties of manifolds are captured by invariant combinations of local quantities. In the case of even–dimensional boundaryless spacetime one of such invariants is the Euler characteristic \(\chi\) given by
\[
\chi = \int d^4x \sqrt{-g} E, \quad E = R_{\mu\nu\rho\sigma}R^{\mu\nu\rho\sigma} - 4R_{\mu\nu}R^{\mu\nu} + R^2.
\] (237)
Adding this term to the action does not affect the equations of motion, since \(E\) can be written as a divergence of a topological current,
\[
\sqrt{-g}E = \partial_\mu J^\mu, \quad J^\mu = \sqrt{-g}e^{\mu\nu\rho\sigma}\epsilon_{\rho\sigma} \Gamma^\nu_{\kappa\lambda} \left(\frac{1}{2}R^\sigma_{\lambda\rho\sigma} + \frac{1}{3}\Gamma^\sigma_{\tau\rho} \Gamma^\tau_{\lambda\sigma}\right).
\] (238)
Consequently, whenever one has a bilinear combination of Riemann, Ricci or scalar curvature tensors, one can eliminate one of them by means of the Gauss–Bonnet identity.\(^{13}\)

\(^{13}\)Note that if \(E\) is coupled to other fields, e.g., through the terms \(f(\phi)E\), it does contribute to the equations of motion.
6.4 The Limit of Pure Gravity

Now we are going to see how gravity itself renormalizes in the presence of an external gravitational field. The computation of the second coefficient in the short-time expansion gives the following result,

\[ a_{2,\text{grav.}} = \frac{1}{120} R^2 + \frac{7}{20} R_{\mu\nu} R^{\mu\nu}, \quad (239) \]

where in the second line we have used the Gauss–Bonnet identity (237). From Eq. (239) an interesting feature of pure gravity in four dimensions follows. Recall that in the absence of matter the Einstein equations read

\[ R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = 0. \quad (240) \]

Hence the solution is \( R_{\mu\nu} = 0 \) and \( R = 0 \). But this implies \( a_{2,\text{grav}} = 0 \), so we conclude that pure gravity is finite at one loop. This nice property, however, holds true only in four dimensions because only in four dimensions one can use the Gauss–Bonnet identity to make the divergent term vanish at one loop. For example, in six dimensions pure gravity diverges at one loop. Second, the real world contains the matter which spoils the one-loop finiteness. Third, even for pure gravity the renormalizability does not hold anymore when one goes to higher loops. For example, the two-loop calculation reveals the following behavior of the divergent part of the action [22],

\[ S_{2,\text{div}} = \int d^4x \sqrt{-g} \left( \frac{\kappa^2}{2880 (16\pi^2)^2} R^{\mu\nu\alpha\beta} R_{\alpha\beta\gamma\delta} R_{\mu\nu}^{\gamma\delta} \right), \quad (241) \]

and this divergence cannot be canceled by the renormalization of the Einstein–Hilbert action.

To summarize, we have seen that the heat kernel method is a powerful and universal tool of computing one-loop divergences of the effective action. In particular,

- it is easy to apply,
- it captures the divergent parts of all one-loop diagrams,
- it offers the manifestly covariant approach.

On the other hand, the heat kernel method

- does not capture the finite \( g^2 \) parts,
- is not well developed beyond the one-loop approximation.

7 Principles of Effective Field Theory

Doing physics, we are usually interested in phenomena at particular energy scales. Given a full theory at hand, one can perform computations at any energy within its range of applicability. Often the computations can be made easier by restricting the theory to some particular range of scales. For example, doing physics at low energies one may reasonably guess that the influence of high-energy degrees of freedom (DOFs) can be consistently taken into account without the need to directly compute corresponding contributions. In this way we arrive at the concept of Effective Field Theory (EFT). EFTs are of high importance since they allow to systematically avoid the complications of a full theory and simplify calculations. What is more important, a full theory may not even be known, e.g. gravity, yet the corresponding
EFT exists and allows for consistent study of processes at a certain range of energies. Due to the lack of a commonly accepted and predictive “theory of everything”, all of our real world QFTs are merely EFTs.

Eluding detailed knowledge about high–energy dynamics when doing low–energy physics does not mean that this dynamics does not affect EFT at all. All EFTs are sensitive to high energies to some order. For example, when going to low energies involves spontaneous symmetry breaking (SSB), the symmetric phase of the theory manifests itself in the structure of interactions of a low–energy theory. As a more general example, when one computes loop corrections in EFT, the UV dynamics manifests itself in the running of coupling constants with energy. The effect of heavy DOFs is also typically encoded in operators suppressed by some cutoff scale [23, 24].

7.1 Three Principles of Sigma–Models

What makes us sure that one can tame the influence of UV scales on low–energy physics? The answer is three–fold. On the one hand, this is the locality principle. Speaking loosely, the uncertainty principle

\[ \Delta x \Delta p \sim h \]

implies that the higher is the energy, the smaller is the distance. Hence one can expect that effects of UV physics are local and they can be captured by local operators. As a simple illustration, consider the electron–positron scattering process in QED, \( e^+ e^- \rightarrow e^+ e^- \). The tree–level photon propagator behaves as

\[ \frac{e_0^2}{q^2} \],

where \( e_0 \) is a bare electron charge and \( q \) is a momentum transfer. Summing up one–particle reducible diagrams leads to the renormalization of the charge,

\[ e^2 = \frac{e_0^2}{1 - \Pi(q^2)} \].

On the other hand, we know that QED is the part of the Standard Model, and the photon propagator gets renormalized by, e.g., the Higgs boson. At low energies, \( q^2 \ll m_H^2 \), the Higgs contribution to \( \Pi(q^2) \) is

\[ \Pi(q^2) = \frac{e_0^2}{12\pi^2} \left( \frac{1}{\epsilon} + \ln 4\pi - \gamma - \ln \frac{m_H^2}{\mu^2} + \frac{q^2}{5m_H^2} + \ldots \right) \] .

This is the example of how heavy DOFs participate in the renormalization of the local EFT parameters. Note that the shift in the fine structure constant made by the Higgs cannot be directly observed since the values of couplings are to be measured experimentally. Had we defined \( e_{ph} \) in the limit \( q \rightarrow 0 \), the Higgs correction to the propagator would have been

\[ \frac{1}{q^2} \frac{e^2}{1 - \Pi(q^2)} = \frac{e_{ph}^2}{q^2} + \frac{e_0^2}{12\pi^2} \frac{q^2}{5m_H^2} \frac{1}{q^2} + \ldots \] .

We see that in the limit \( m_H \rightarrow \infty \), the UV physics is completely decoupled, and we come back to QED with a modified electron charge. Note that this is not a universal phenomenon. For example, for a top quark there are many diagrams that do not vanish in the limit \( m_t \rightarrow \infty \). Instead, they behave as \( m_t^2 \) or \( \ln(m_t^2) \). This is because the electroweak theory with the \( t \)–quark removed violates the \( SU(2)_L \) symmetry, as the doublet \( \begin{pmatrix} t \\ b \end{pmatrix} \) is no longer present.
To prevent this, one should take the limit \( m_{t,b} \to \infty \) simultaneously for the whole quark doublet.

Let us demonstrate explicitly how the integration out of heavy DOFs leaves us with the local low–energy physics. Consider the theory
\[
L = \frac{1}{2} \left( \partial_{\mu} \varphi \partial^{\mu} \varphi - m^2 \varphi^2 \right) + \varphi F(\psi) + L(\psi),
\] (247)
where the field \( \psi \) is assumed to be light compared to \( \varphi \). Denote
\[
Z_0 = \int [d\varphi] e^{i \int d^4x L(\varphi)}.
\] (248)
The partition function of the theory is then written as follows,
\[
Z = Z_0^{-1} \int [d\varphi][d\psi] e^{i \int d^4x (L(\varphi) + L(\psi) + L(\varphi,\psi))}
\]
\[
= Z_0^{-1} \int [d\psi] e^{i \int d^4x L(\psi)} \int [d\varphi] e^{i \int d^4x L(\varphi,\psi)}
\]
\[
\equiv Z_0^{-1} Z_1 \int [d\psi] e^{i \int d^4x L(\psi)}.
\] (249)
Integrating by parts, we have
\[
L(\varphi, \psi) + L(\psi) = -\frac{1}{2} \varphi(\Box + m^2) \varphi + \varphi F(\psi).
\] (250)
Let us now define
\[
\tilde{\varphi}(x) = \varphi(x) + \int d^4y D_F(x - y) F(\psi(y)),
\] (251)
where \( D_F(x - y) \) is the Green function of the field \( \varphi \),
\[
(\Box + m^2) D_F(x - y) = -\delta^{(4)}(x - y).
\] (252)
Then it follows that
\[
-\frac{1}{2} \varphi(\Box + m^2) \varphi + \varphi F(\psi) = -\frac{1}{2} \tilde{\varphi}(\Box + m^2) \tilde{\varphi} - \frac{1}{2} \int d^4y F(\psi(x)) D_F(x - y) F(\psi(y)).
\] (253)
Since \( \tilde{\varphi} \) is obtained from \( \varphi \) by a mere shift, the integration measure remains the same, \([d\varphi] = [d\tilde{\varphi}]\). Therefore, we have
\[
Z = \int [d\psi] e^{i \int d^4x L(\psi)} e^{-\frac{1}{2} \langle FDF \rangle},
\] (254)
where we denote, schematically,
\[
\langle FDF \rangle = \int d^4xd^4y F(\psi(x)) D_F(x - y) F(\psi(y)).
\] (255)
One clearly sees that the term (255) is non–local. This is to be expected since we removed part of the local interactions of the original theory. Note that in deriving (254) no approximation was used, hence the procedure of excluding some fields from the dynamics of the theory is quite general.\[^14\] But in our case we can go further and see that the remaining theory is
\[^{14}\text{In practice, integration out of some DOFs is performed when one is interested only in a part of a content of the original theory. In the example given above we could say that it is dynamics of the field \( \psi \) that we wish to study, and treat the field \( \varphi \) as a background to be integrated out. Non–local terms then give rise to dissipation in the reduced theory \[25\].}\]
actually local. Indeed, consider the propagator

\[ D_F(x - y) = \int \frac{d^4 q}{(2\pi)^4} e^{-iq(x-y)} \left( \frac{-1}{m^2} - \frac{q^2}{m^4} + \ldots \right) \]

\[ = \left( -\frac{1}{m^2} + \frac{\Box}{m^4} + \ldots \right) \int \frac{d^4 q}{(2\pi)^4} e^{-iq(x-y)}. \]  

(256)

The last integral is nothing but the delta function \( \delta^4(x - y) \). We arrive at an infinite series of local expressions. Introduce the effective Lagrangian of the theory,

\[ Z = \int [d\psi] e^{i \int d^4 x L_{\text{eff}}}, \]  

(257)

then

\[ L_{\text{eff}} = L(\psi) + \frac{1}{2} F(\psi) \frac{1}{m^2} F(\psi) - \frac{1}{2m^4} F(\psi) \Box F(\psi) + \ldots. \]  

(258)

We observe that as long as \( q^2/m^2 \ll 1 \), one can restrict ourselves to the finite amount of terms in the expansion of \( \langle DFDF \rangle \), and hence the effective theory enjoys locality. When \( m \to 0 \), this property breaks down as the propagator (256) becomes

\[ D_F(x - y) \sim \frac{1}{16\pi^2} \frac{1}{(x - y)^2 - i\epsilon}. \]  

(259)

The derivative expansion obtained before is a generic feature of sigma–models. It is the second organizing principle in building any low–energy theory. It claims that there is always a bunch of terms of growing dimensions in the effective Lagrangian. They are supplemented with the coupling constants which, on dimensional ground, have lowering dimensions. The operators of dimension five and more are relevant in the UV regime. The dimensional analysis allows us to divide the effective Lagrangian into pieces

\[ L_{\text{eff}} = L_0 + L_{d=5} + L_{d=6} + \ldots, \]  

(260)

where the piece \( L_{d=5} \) contains operators of energy dimension five and so on. The higher dimensional operators represent an essential part of the sigma–model. Their presence means that UV physics affects the low–energy behavior but does this in a controllable way. In fact, one can successfully study low–energy physics without knowing anything about the UV completion of the theory. In this case, all possible higher order operators in (260) represent the effects of unknown UV physics.\(^{15}\)

The expression (258) is the form in which the effective Lagrangian is usually used. It represents a valid QFT with the Feynman rules induced from the corresponding UV theory. For example, the diagram

\[ \begin{align*} 
\psi & \quad \psi \\
\varphi & \quad \varphi \\
\psi & \quad \psi \\
\Gamma_{\text{eff}} & \quad \Gamma_{\text{eff}} \\
\psi & \quad \psi 
\end{align*} \]  

(261)

with the heavy particle running in the loop reduces to the four–vertex diagram

\[ \begin{align*} 
\psi & \quad \psi \\
\psi & \quad \psi \\
\psi & \quad \psi \\
\psi & \quad \psi 
\end{align*} \]  

(262)

Let us now make some conclusive remarks.

\(^{15}\)Taking into account the higher order operators is important when one studies the phenomena involving the energies of the order of the UV cutoff of the theory. Perhaps, the most illustrative example is the study of the electroweak vacuum decay, where the answer (the lifetime of the metastable vacuum) can be extremely sensitive to the \( M_P \)–suppressed operators \([26]\).
Higher order operators in the derivative expansion spoil the renormalizability of the theory. Hence in general EFT is not renormalizable (though without these operators it could have been). Divergences coming from non–renormalizable operators are local.

Despite the locality feature of EFT, the procedure of separating low–energy DOFs from high–energy ones is essentially non–local. Only when one goes to the low–energy limit does locality get restored.

We have seen that heavy DOFs participate in the renormalization of propagators and vertices of EFT resulting in running of coupling constants. This running is not directly observable since coupling constants are determined from the experiment. However, if a full theory is unknown, we can use an experiment to make valuable predictions about it. If a full theory is known, any predictions of EFT must match those obtained in the framework of the full theory. Perhaps, the most known example of the latter situation is the electroweak theory whose low–energy limit is the Fermi theory. The matching/measuring condition constitutes the third organizing principle of any EFT.

7.2 Linear Sigma–Model

To illustrate the general considerations made above, we now turn to a particular example — a linear sigma–model. This is one of the most instructive of all field theory models. The full theory is taken to be

\[
\mathcal{L}(\sigma, \pi, \psi) = \frac{1}{2} \left( \left( \partial_{\mu} \sigma \right)^2 + \left( \partial_{\mu} \pi \right)^2 + \frac{\mu^2}{2} (\sigma^2 + \pi^2) - \frac{\lambda}{4} (\sigma^2 + \pi^2)^2 \right) + \bar{\psi}i\sigma^2 - g\bar{\psi}(\sigma + i\tau \cdot \pi)\gamma_5 \psi,
\]

where \( \tau \) are the generators of \( SU(2) \) group. The DOFs of the theory are the scalar \( \sigma \), the triplet of scalars \( \pi \), and the Dirac fermion \( \psi \). It is useful to quote an alternative form of the theory achieved by redefinition \( \Sigma = \sigma + i\tau \cdot \pi \),

\[
\mathcal{L}(\Sigma, \psi) = \frac{1}{4} \text{Tr}(\partial_{\mu} \Sigma^\dagger \partial^\mu \Sigma) + \frac{\mu^2}{4} \frac{\lambda}{16} (\text{Tr}(\Sigma^\dagger \Sigma))^2 + \frac{1}{2} \left( \partial_{\mu} \psi \right)^2 - g(\bar{\psi}_L \Sigma \psi_R + \bar{\psi}_R \Sigma^\dagger \psi_L),
\]

where \( \psi_L = \frac{1}{2}(1 + \gamma_5)\psi, \quad \psi_R = \frac{1}{2}(1 - \gamma_5)\psi \).

The model is invariant under the global \( SU(2)_L \times SU(2)_R \) group. Indeed, if we set \( \psi_L \rightarrow L\psi_L, \quad \psi_R \rightarrow R\psi_R, \quad \Sigma \rightarrow L\Sigma R^\dagger \),

where \( L, R \in SU(2) \), then all combinations of the fields \( \psi_{L,R} \) and \( \Sigma \) in (264) are invariant.

Let \( \mu^2 > 0 \). Then the model undergoes spontaneous symmetry breaking. The vacuum solution is

\[
\langle \sigma \rangle = \sqrt{\frac{\mu^2}{\lambda}} \equiv v, \quad \langle \pi \rangle = 0.
\]

Consider perturbations above the vacuum parametrized by \( \tilde{\pi} \) and \( \tilde{\sigma} = \sigma - v \). The Lagrangian can be rewritten as

\[
\mathcal{L} = \frac{1}{2} \left( \left( \partial_{\mu} \tilde{\sigma} \right)^2 - 2\mu^2 \tilde{\sigma}^2 \right) + \frac{1}{2} \left( \partial_{\mu} \tilde{\pi} \right)^2 - \lambda v\tilde{\sigma}(\tilde{\sigma}^2 + \tilde{\pi}^2) - \frac{\lambda}{4} (\tilde{\sigma}^2 + \tilde{\pi}^2)^2 + \tilde{\psi}(i\sigma^2 - gv)\psi - g\tilde{\psi}(\tilde{\sigma} - i\tau \cdot \tilde{\pi} \gamma_5)\psi.
\]
The Lagrangian (268) describes the same physics as (263) and enjoys the same $SU(2)_L \times SU(2)_R$ symmetry, though this is not obvious from its form. The symmetry of the unbroken phase manifests itself in the form of interactions of the sigma–model. Observe that the pion fields $\vec{\pi}$ are massless. They are Goldstone fields associated with the broken chiral symmetry.

The Lagrangian (268) is not the only way to represent the low–energy DOFs. For the purposes of EFT, it is convenient to introduce new fields as follows,

$$U = e^{i\vec{\tau} \cdot \vec{\pi}'} , \quad v + \vec{\sigma} + i\vec{\pi}' = (v + s)U ,$$

(270)

where at the linear order $\vec{\pi}' = \vec{\pi} + \ldots$, and hence $s = \vec{\sigma} + \ldots$. We get one more form of the Lagrangian,

$$\mathcal{L} = \frac{1}{2}((\partial_\mu s)^2 - 2\mu^2 s^2) + \frac{(v + s)^2}{4} \text{Tr}(\partial_\mu U \partial^\mu U^*) - \lambda vs^3 - \frac{\lambda}{4} s^4 + \frac{i}{v} \psi \partial^\mu \psi - g(v + s)(\bar{\psi}_L U \psi_R + \bar{\psi}_R U^\dagger \psi_L) .$$

(271)

This Lagrangian is invariant under $SU(2)_L \times SU(2)_R$ provided that $U \rightarrow LU^\dagger$. We see that the field $s$ is massive with the mass $m_s^2 = 2\mu^2$. We can now use the technique described above to integrate this field out. In consistency with the general form of EFT Lagrangian (260), we have

$$\mathcal{L}_{\text{eff}} = \frac{v^2}{4} \text{Tr}(\partial_\mu U \partial^\mu U^*) + \frac{v^2}{8m_s^2} (\text{Tr}(\partial_\mu U \partial^\mu U^*))^2 + \ldots .$$

(272)

### 7.2.1 Test of Equivalence

We would like to make sure that all the forms of the UV theory listed above as well as the EFT theory given by Eq. (272) give the same result when calculating low–energy processes. To see this, consider the scattering of two pions, $\pi^+ \pi^0 \rightarrow \pi^+ \pi^0$. Consider first the Lagrangian (268). The part of it contributing to the process takes the form

$$\Delta \mathcal{L} = -\frac{\lambda}{4}((\vec{\pi} \cdot \vec{\pi})^2 - \lambda v\vec{\pi}^2) .$$

(273)

There are two diagrams contributing to the process, and the amplitude is given by

$$-iM = -2i\lambda + (\frac{-2i\lambda v}{q^2 - m_s^2}) \frac{i}{v} q^2 + O(q^4) .$$

(274)

One of the diagrams shows the current–current interaction usual for EFT. Note also that the amplitude of the process depends on the momentum transfer even at the leading order as the constant pieces of two diagrams cancel.

Let us now look at the Lagrangian (271). The part of it relevant for our process takes the form

$$\Delta \mathcal{L} = \frac{(v + s)^2}{4} \text{Tr}(\partial_\mu U \partial^\mu U^*) .$$

(275)
Clearly, there is only one four–vertex diagram contributing at the order $O(q^2)$. Expanding (275) to the fourth order in $\vec{\pi}'$, we have

$$\Delta L = \frac{1}{6v^2} \left[ (\vec{\pi}' \cdot \partial_\mu \vec{\pi}')^2 - \pi'^2(\partial_\mu \pi' \cdot \partial_\nu \pi') \right].$$

(276)

The amplitude is given by

$$\pi^0 \pi^0 \pi^+ \pi'^+ = -i M = \frac{iq^2}{v^2} + O(q^4).$$

(277)

Finally we look at the EFT Lagrangian (272). One sees that the leading order term contributing to the scattering process coincides with that of (275), hence the amplitude is the same. Here we see the advantage of using EFT approach: it allows us to rewrite the theory in the form at which only relevant at low energies DOFs are present in the Lagrangian. By no means, this simplifies significantly calculations.

The lesson we have learned from this equivalence test is that the physically measurable quantities (like $S$–matrix elements) should not depend on the choice of variables we use to label DOFs of the theory. This is essentially the statement of the Haag’s theorem [27, 28]. Specifically, let the original Lagrangian be $L(\varphi)$, and let the redefinition of the fields be

$$\varphi = \chi F(\chi), \quad F(0) = 1.$$  

(278)

Then $L(\varphi) = L(\chi F(\chi)) \equiv \tilde{L}(\chi)$. The claim now is that the Lagrangians $L(\varphi)$ and $\tilde{L}(\varphi)$ describe the same physics in the sense that on–shell matrix elements computed in both theories coincide as well. In turn, as soon as the initial conditions are specified, the result of the experiment cannot depend on which quantities we use to compute the interactions taking place in the middle. To put it in other words, “names do not matter”.

EFT approach outlined above allows to recover all pion physics at low energies. In this sense, the EFT (272) is a full QFT. It can be continued beyond the low orders in $q^2$ by including terms of higher powers. As is written in Eq. (272), it provides us with the correct amplitude for $\pi^+ \pi^0 \to \pi^+ \pi^0$ scattering process up to $O(q^4)$. The first part gives rise to the four–vertex diagram that contributes at order $q^2$, and the second part leads to the diagram like the rightmost one in Eq. (274), which contributes at order $q^4$.

Let us finally quote the partition function of the theory,

$$Z[J] = \int [d\pi][d\pi'] e^{i \int d^4x (L_{\text{full}}(s, \pi') + \tilde{J} \cdot \pi')} = \int [d\pi'] e^{i \int d^4x (L_{\text{eff}}(\pi' + \tilde{J} \cdot \pi')).$$

(279)

From this expression one can derive all the correlation functions, Feynman rules, etc. of the low–energy theory. This again illustrates the fact that the EFT is a viable QFT.

### 7.3 Loops

Now let us tackle loop effects within EFT. Here are the essential points in performing this program:

- the linear sigma–model is a renormalizable theory. Thus, one can just compute everything in this theory, renormalize and look at the low–energy limit.
• Instead, one can use an EFT, but this is a non–renormalizable theory. Would it stop us? No, because we can still take loops, renormalize them, and obtain “finite” predictions at low energies.

• Recall that an EFT contains a bunch of unknown parameters. Having computed the loops both in the EFT and in the full theory we can just match the relevant expressions for amplitudes and retrieve the EFT parameters. This procedure is called “matching”.

Why does this work? By construction an EFT is not reliable at high energies, but since their effect is local (thanks to the uncertainty principle), it is encoded by local terms in the effective Lagrangian. The low–energy predictions then must be the same in the EFT and the full theory, and thus the EFT is predictive at low energies.

Let us write down the most general EFT Lagrangian up to the next to the leading order in the energy expansion that requires the symmetry under $SU(2)_L \times SU(2)_R$ group,

$$\mathcal{L} = \frac{i^2}{4} \text{Tr} \left( \partial_\mu U \partial^{\mu} U^+ \right) + l_1 [\text{Tr} \left( \partial_\mu U \partial^{\mu} U^+ \right)]^2 + l_2 [\text{Tr} \left( \partial_\mu U \partial_\nu U^+ \right)]^2. \quad (280)$$

The invariance is achieved if $U \to LUR^+$, where $L, R \in SU(2)$. Now we apply the background field method and factorize the “background” and “quantum” fields,

$$U = U e^{i\Delta}, \quad \text{where} \quad \Delta \equiv \vec{\tau} \cdot \vec{\Delta}. \quad (281)$$

Then we expand our Lagrangian in $\Delta$, e.g.,

$$\text{Tr} \left( \partial_\mu U \partial^{\mu} U^+ \right) = \text{Tr} \left( \partial_\mu \bar{U} \partial^{\mu} \bar{U}^+ \right) - 2i \text{Tr} \left( \bar{U}^+ \partial_\mu \bar{U} \partial^{\mu} \Delta \right) + \text{Tr} \left[ \partial_\mu \Delta \partial^{\mu} \Delta + \bar{U}^+ \partial_\mu \bar{U} \left( \Delta \partial^{\mu} \Delta - \partial^{\mu} \Delta \Delta \right) \right]. \quad (282)$$

The renormalized quadratic action then takes the form

$$S_2^{(0)} = \int d^4x \left\{ \mathcal{L}_2(U) - \frac{\eta^2}{2} \Delta_a (d_\mu d^\mu + \sigma)^{ab} \Delta_b + \ldots \right\}, \quad (283)$$

where

$$d_\mu^{ab} = \delta^{ab} \partial_\mu + \Gamma_\mu^{ab},$$

$$\Gamma_\mu^{ab} = -\frac{1}{4} \text{Tr} \left( [\tau^a, -\tau^b] (\bar{U}^+ \partial_\mu \bar{U}) \right),$$

$$\sigma^{ab} = \frac{1}{8} \text{Tr} \left( [\tau^a, \bar{U}^+ \partial_\mu \bar{U}] [\tau^b, \bar{U}^+ \partial^{\mu} \bar{U}] \right). \quad (284)$$

It is also instructive to recall the heat kernel method, which yields the following diverging part of the one–loop effective action,

$$W_{1\text{–loop}} = \frac{i}{2} \text{Tr} \ln(d_\mu d^\mu + \sigma)$$

$$= \frac{1}{(4\pi)^{d/2}} \int d^4x \lim_{m \to 0} \left\{ \Gamma \left( 1 - \frac{d}{2} \right) m^{d-2} \text{Tr} \sigma \right.$$

$$\left. + m^{d-4} \Gamma \left( 2 - \frac{d}{2} \right) \left( 1 \right) \Gamma_{\mu \nu} \Gamma^{\mu \nu} \right\} + \ldots \right\}, \quad (285)$$

where

$$\text{Tr} \Gamma_{\mu \nu} \Gamma^{\mu \nu} = \frac{NF}{8} \text{Tr} \left( \left[ U^+ D_\mu U, U^+ D_\nu U \right] \left[ U^+ D^{\mu} U, U^+ D^{\nu} U \right] \right),$$

$$\text{Tr} \sigma^2 = \frac{1}{8} \left[ \text{Tr} \left( D_\mu U D^{\mu} U^+ \right) \right]^2 + \frac{1}{4} \text{Tr} \left( D_\mu U D_\nu U^+ \right) \text{Tr} \left( D^{\mu} U D^{\nu} U^+ \right)$$

$$+ \frac{NF}{8} \text{Tr} \left( D_\mu U D^{\mu} U^+ D_\nu U D^{\nu} U^+ \right). \quad (286)$$
Now we can absorb the divergences into the “renormalized” coupling constants of the theory, which yields

\[ \mathcal{L} = \frac{\alpha^2}{4} \text{Tr} \left( \partial_{\mu} U \partial^{\mu} U^{+} \right) + l_1' \left[ \text{Tr} \left( \partial_{\mu} U \partial^{\mu} U^{+} \right) \right]^2 + l_2' \left[ \text{Tr} \left( \partial_{\mu} U \partial_{\nu} U^{+} \right) \right]^2, \tag{287} \]

with

\[
\begin{align*}
l_1' &= l_1 + \frac{1}{384 \pi^2} \left[ \frac{1}{\epsilon} - \gamma + \ln 4\pi \right], \\
l_2' &= l_1 + \frac{1}{192 \pi^2} \left[ \frac{1}{\epsilon} - \gamma + \ln 4\pi \right].
\end{align*}
\tag{288}
\]

Let us study the “finite”, non–local contributions. To this end we use the background field method (see Sec. 5), which gives

\[ \Delta S_{\text{finite}} = \int d^4x d^4y \text{Tr} \left\{ \frac{\Gamma_{\mu\nu} L(x - y) \Gamma^{\mu\nu}}{12} + \frac{\sigma(x) L(x - y) \sigma(y)}{2} \right\}, \tag{289} \]

where \( L(x - y) = \int \frac{d^4q}{(2\pi)^4} e^{iq(x-y)} \ln \left( \frac{q^2}{\mu^2} \right) \).\ (289)

The one–loop effective action includes all processes up to \( \sim O(\pi^6) \).

Now we can easily compute the amplitude of the pion scattering \( \pi^0 \pi^+ \rightarrow \pi^0 \pi^+ \) at one loop. In the EFT this amounts to computing only the bubble diagrams,

\[
\begin{array}{c}
\pi^0 \quad \pi^0 \\
\pi^+ \quad \pi^- \\
\pi^0 \quad \pi^0 \\
\pi^+ \quad \pi^+
\end{array}
\]

\[ = \mathcal{M}_{\text{eff}} = \frac{t}{v^2} + \left[ 8l_1' + 2l_2' + \frac{5}{192 \pi^2} \right] \frac{t^2}{v^4} + \left[ 2l_2' + \frac{7}{576 \pi^2} \right] \left( s(s - u) + u(u - s) \right) / v^4
\]

\[- \frac{1}{96 \pi^2 v^4} \left[ 3t^2 \ln \frac{-t}{\mu^2} + s(s - u) \ln \frac{-s}{\mu^2} + u(u - s) \ln \frac{-u}{\mu^2} \right].
\tag{290}
\]

At the same time, the \( \pi^0 \pi^+ \rightarrow \pi^0 \pi^+ \) scattering can be computed in the full sigma–model. In this case the calculation is rather lengthy and one has to take into account the bubble, triangle and box diagrams. The latter has a particularly difficult form, which can be found in Ref. [29]. The low–energy limit of the amplitude obtained from the full theory gives

\[ \mathcal{M}_{\text{full}} = \frac{t}{v^2} + \left[ \frac{v^2}{m^2} - \frac{11}{96 \pi^2} \right] \frac{t^2}{v^4} - \frac{1}{144 \pi^2 v^4} \left( s(s - u) + u(u - s) \right)
\]

\[- \frac{1}{96 \pi^2 v^4} \left[ 3t^2 \ln \frac{-t}{m^2} + s(s - u) \ln \frac{-s}{m^2} + u(u - s) \ln \frac{-u}{m^2} \right].
\tag{291}
\]

Requiring the two expressions, Eq. (291) and Eq. (290), to coincide, we obtain the EFT parameters,

\[
\begin{align*}
l_1' &= \frac{v^2}{8m^2} + \frac{1}{384 \pi^2} \left[ \ln \frac{m^2}{\mu^2} - \frac{35}{6} \right], \\
l_2' &= \frac{1}{192 \pi^2} \left[ \ln \frac{m^2}{\mu^2} - \frac{11}{6} \right].
\end{align*}
\tag{292}
\]
One can compare this result with the tree–level matching in Eq. (272) and conclude that we have taken into account an important kinematic feature — the logarithmic dependence of the coupling constant upon the characteristic momentum transfer in the problem.

We saw that the predictions of the EFT, upon matching, accurately reproduce the results of the full theory. Once matching is done, one can use the EFT to calculate other processes without the need to rematch the couplings again. The effect of the massive particles has been reduced to just a few numbers in the effective Lagrangian, and all low–energy processes are described by the light DOFs. In principle, if the high–energy theory is not known, the EFT couplings can be obtained from measurements.

We have also observed another very important property of the EFT. Naively, one might estimate that loops can contribute at order $O(E^2)$ because loop propagators contain powers of energy in their denominators. However, as we have seen, this is not the case. We have seen that the tree–level amplitude of the $\pi^0 \pi^+ \rightarrow \pi^0 \pi^+$ scattering scales as

$$M^{\text{tree}}_{\pi^0 \pi^+ \rightarrow \pi^0 \pi^+} \sim \frac{q^2}{v^2},$$

while the one–loop result is

$$M^{1\text{–loop}}_{\pi^0 \pi^+ \rightarrow \pi^0 \pi^+} \sim \frac{q^4}{v^4}.$$  (294)

Since the external momenta are small, the loop expansion is converging. This happens because every vertex contains a factor $1/v^2$ and thus must be accompanied by a momentum squared in the numerator in order to end up in a dimensionless quantity. Thus, the higher the loops we are going to, the bigger is the overall momentum power of the amplitude.

This statement is known as the Weinberg’s power counting theorem. It says, essentially, that the overall energy dimension of a diagram with $N_L$ loops is

$$D = 2 + \sum_n N_n (n - 2) + 2N_L,$$  (295)

where $N_n$ stands for the number of vertices arising from the subset of effective Lagrangians that contain $n$ derivatives. This gives very simple power–counting rules:

- at order $O(E^2)$ one has to take into account only two–derivative Lagrangians at tree level.
- at order $O(E^4)$ one takes one–loop diagrams made of the $O(E^2)$ terms and the $O(E^4)$ Lagrangians at tree level. Then one renormalizes the $O(E^4)$ Lagrangian.
- at order $O(E^6)$ one takes two–loop diagrams made of the $O(E^2)$–terms, one–loop diagrams made of $O(E^4)$ and $O(E^2)$ terms, and tree–level diagrams coming from the $O(E^6)$ Lagrangian.
- in this way one proceeds to a desired accuracy.

Before closing this section, let us discuss the regime of validity for an EFT. As we have seen, the scattering amplitude scales as, schematically,

$$M \sim \frac{q^2}{v^2} \left( 1 + \frac{q^2}{m^2} + ... \right).$$  (296)

This suggests that the energy expansion breaks down at a high energy scale associated with the mass of the heavy particle. Thus, the EFT for the sigma–model reveals its limits itself.

This situation is quite generic, and in most of the cases the EFT breakdown is controlled by heavy particles’ masses, although there exist more subtle examples. For instance, one can integrate out hard modes of some field but keep the low–energy modes of this field as active DOFs in the EFT. This is done, for instance, in the effective Hamiltonian of the weak decays.
7.4 Chiral Perturbation Theory

In this section we will give a brief overview of the Chiral Perturbation Theory (ChPT) which gives the easiest and yet powerful example of an EFT description of the Standard Model at lowest possible energies. The main difference of the ChPT effective Lagrangian with respect to the sigma–model is that the chiral symmetry is to be broken. The QCD Lagrangian reads

$$L_{\text{QCD}} = \sum_{\text{quarks}} \left( \bar{\psi}_L \slashed{D} \psi_L + \bar{\psi}_R \slashed{D} \psi_R - \bar{\psi}_L m \psi_R - \bar{\psi}_R m \psi_L \right).$$ (297)

If the quarks were massless, QCD would be invariant under the $SU(2)$ chiral transformations

$$\psi_{L,R} \rightarrow (L,R) \psi_{L,R} = \exp \{-i \theta^A_{L,R} \tau^A \} \psi_{L,R}.$$ (298)

The axial symmetry is broken dynamically by the quark condensate, and pions are the corresponding Goldstone bosons (approximately, since they do have masses). The vectorial isospin symmetry remains approximately intact \(^{16}\) i.e.

$$SU_L(2) \times SU_R(2) \rightarrow SU_V(2),$$ (299)

which manifests itself in the near equality of the masses of ($\pi^\pm$, $\pi^0$), ($p$, $n$), etc.

It is clear that in the absence of the pion masses their Lagrangian should take the form

$$L = \frac{F^2}{4} \text{Tr} (\partial_\mu U \partial^\mu U),$$ (300)

with

$$U = e^{i \frac{\vec{\pi}}{f}}.$$ (301)

Now we have to include the mass term. The way to do this is to introduce a “compensator” field $\chi$ which will restore the axial symmetry at the level of the Lagrangian, but then break it spontaneously by acquiring a vacuum expectation value. We consider a free QCD–like Lagrangian coupled to a background complex scalar field $\phi = s + ip$,

$$L = \bar{\psi}_L \slashed{D} \psi_L + \bar{\psi}_R \slashed{D} \psi_R - \bar{\psi}_L (s + ip) \psi_R - \bar{\psi}_R (s - ip) \psi_L.$$ (302)

The limit $p \rightarrow m$, $s \rightarrow 0$ reduces this theory to QCD with the broken chiral symmetry. In general, one can make this Lagrangian chiral invariant by assuming that $\phi$ transforms as

$$s + ip \rightarrow L(s + ip) R.$$ (303)

Upon introducing the field $\chi$,

$$\chi \equiv 2 B_0 (s + ip),$$ (304)

with $B_0 = \text{const}$, the low–energy effective Lagrangian for pions can be rewritten as

$$L_{\text{eff},\pi} = \frac{F^2}{4} \text{Tr} (\partial_\mu U \partial^\mu U) + \frac{F^2}{4} \text{Tr} \left( \chi^+ U + U^+ \chi \right).$$ (305)

At the lowest order we obtain

$$L_{\text{eff},\pi} = \partial_\mu \vec{\pi} \cdot \partial^\mu \vec{\pi} - B_0 s \vec{\pi} \cdot \vec{\pi} + F^2 B_0 s.$$ (306)

The pion mass is generated by the condensate of the $u$ and $d$ quarks. In order for the field $\chi$ to reproduce the quark masses, one has to break the axial symmetry. To this end, one assigns the expectation value of the $s$ and $p$ fields as follows,

$$s = m_u + m_d,$$ (307)

$$p = 0,$$

\(^{16}\) The vectorial isospin symmetry is broken because $m_u \neq m_d$. The difference $|m_d - m_u| \sim 3$ MeV, however, is much smaller than $\Lambda_{\text{QCD}} \sim 200$ MeV, which is why ChPT is isospin symmetric to a very good accuracy.
which reproduces the quark masses at the level of the QCD Lagrangian and gives the pion mass
\[ m_\pi^2 = B_0 (m_u + m_d). \] (308)

Taking the vacuum expectation value of the \( u \) and \( d \) quarks’ Hamiltonian and that of the chiral theory, we obtain
\[ \langle 0 | \bar{\psi} \psi | 0 \rangle = - \langle 0 | \delta \mathcal{L}_{u,d} | 0 \rangle = - \langle 0 | \delta \mathcal{L}_{\text{eff},\pi} | 0 \rangle = - F^2 B_0. \] (309)

The full EFT program can (and have been) carried out for ChPT (see Ref. [30] for detail). In this way one should write down all possible operators involving \( U \) and \( \chi \) that are consistent with the chiral symmetry and act along the lines above. In fact, ChPT has been widely used to give predictions for different processes up to two loops. The reader is advised to consult Ref. [1] for further details. ChPT thus represents a very successful and predictive framework within which the EFT ideas work at their best.

**Conclusions on Effective Field Theory Approach**

Let us summarize main principles of the EFT approach:

1. identify low–energy DOFs and symmetries
2. write the most general effective Lagrangian
3. order it in the local energy expansion
4. calculate starting with the lowest order
5. renormalize
6. match or measure free parameters of the EFT
7. use the EFT to predict residual low–energy effects

**8 General Relativity as an Effective Field Theory**

In the previous section we have learned how EFT works. Now we can straightforwardly apply these ideas to General Relativity (GR) and see that it perfectly fits into the EFT description. Technically, all interaction vertices of GR are energy–dependent and thus effortlessly organize an EFT energy expansion. The GR interactions are non–renormalizable, and the suppression scale is given by the Planck mass \( \sim 10^{18} \) GeV. The shortest scales at which gravity can be directly tested are several tens of micrometers [31], which corresponds to the energy \( \sim 0.1 \) eV. The energies accessible at LHC are about 10 TeV, while the most energetic cosmic rays were detected at \( 10^{11} \) GeV. The highest energy scale which is believed to be accessible in principle is the scale of inflation equal to \( 10^{16} \) GeV at most [32]. Clearly, all these scales are well below the Planck energy which serves as a cutoff in GR if treated as an EFT [17]. Thus, from the phenomenological point of view, GR should be enough to account for effects of quantum gravity within the EFT framework. In this section we will apply one by one the EFT principles listed in the previous section to GR and show that quantum gravity is indeed a well–established and predictive theory.

---

[17] Formally, the cutoff of GR may depend on the number of matter DOFs which can run into gravity loops.
8.1 Degrees of Freedom and Interactions

As a first step, we identify low–energy DOFs and their interactions. These are the helicity–2 transverse–traceless graviton and matter fields (in these lectures represented by a real scalar $\phi$).

8.2 Most General Effective Lagrangian

Let us go for the steps (2) and (3). The most general Lagrangian for gravity which is consistent with diffeomorphisms and local Lorentz transformations takes the following form, if ordered in the energy expansion,

$$S = \int d^4x \sqrt{-g} \left[ -\Lambda - \frac{2}{\kappa^2} R + c_1 R^2 + c_2 R_{\mu\nu}^\mu R_{\nu\rho} + \ldots \right]. \tag{310}$$

Recall that $R \sim \partial^2 g$, where $g$ denotes the metric, so the leftmost term (cosmological constant) is $O(E^0)$, the second — $O(E^2)$ and the $c_i$ terms scale as $O(E^4)$ in the energy expansion. The most generic local energy–ordered effective Lagrangian for matter is

$$S = \int d^4x \sqrt{-g} \left[ -V(\phi) + \frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - \xi \phi^2 R + \frac{d_1}{M_P^2} R g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi + \frac{d_2}{M_P^2} R_{\mu\nu}^\mu R_{\nu\rho} + \ldots \right], \tag{311}$$

with dimensionless couplings $\xi, d_1, d_2$. For the sake of simplicity we will put these parameters and the potential to zero in what follows, and focus only on the minimal coupling between gravity and a scalar field.

8.3 Quantization and Renormalization

At the step (4) we should begin to calculate starting with the lowest order. In fact, we have already computed the one–loop effective action in Sec. 6,

$$\Delta L_{\text{div.}} = \frac{1}{16 \pi^2} \left( \frac{1}{\epsilon} + \ln 4\pi - \gamma \right) \times \left[ \frac{1}{120} R^2 + \frac{7}{20} R_{\mu\nu} R^{\mu\nu} \right] + \frac{1}{240} \left( 2 R_{\mu\nu} R^{\mu\nu} + R^2 \right), \tag{312}$$

where the terms inside the curly brackets come from graviton loops and the terms inside the round brackets come from the matter loops. Then, we renormalize the couplings as follows,

$$c_1^M S = c_1 + \frac{1}{16 \pi^2} \left( \frac{1}{\epsilon} + \ln 4\pi - \gamma \right) \left[ \frac{1}{120} + \frac{1}{240} \right],$$

$$c_2^M S = c_2 + \frac{1}{16 \pi^2} \left( \frac{1}{\epsilon} + \ln 4\pi - \gamma \right) \left[ \frac{7}{20} + \frac{1}{120} \right]. \tag{313}$$

8.4 Fixing the EFT parameters

The EFT parameters $\Lambda, \kappa^2, c_i$ are to be measured experimentally (step (6) in our program).

Notice that we are working in four dimensions and assume trivial boundary conditions, which, by virtue of the Gauss–Bonnet identity (see Sec. 6.3), allows us to eliminate from the action another curvature invariant, $R_{\mu\nu\lambda\rho} R_{\mu\nu\lambda\rho}$. **\[18\]**
1) The cosmological constant is believed to be responsible for the current acceleration expansion of the Universe. This hypothesis is consistent with all cosmological probes so far, and the inferred value of the cosmological constant is
\[ \Lambda \simeq 10^{-47} \text{(GeV)}^4. \] (314)

The cosmological constant has a very tiny effect on ordinary scales and is negligible for practical computations as long as we work at distances shorter than the cosmological ones. In what follows we will assume that the cosmological constant is zero.

2) The parameter \( \kappa^2 \) defines the strength of gravitational interactions at large scales. Neglecting for a moment the \( c_i \) terms, the tree–level gravitational potential of interaction between two point masses \( m_1 \) and \( m_2 \) takes the form
\[ V(r) = -\frac{\kappa^2 m_1 m_2}{32\pi r}, \] (315)
from which one deduces the relation to the Newton’s gravitational constant,
\[ \kappa^2 = 32\pi G. \] (316)

3) The constants \( c_i \) produce Yukawa–type corrections to the gravitational potential which become relevant at distances \( \sim \kappa \sqrt{c_i} \). Indeed, taking into account the \( c_i \) terms one can obtain the tree–level gravitational potential of the form \[ \text{(33)} \]
\[ V(r) = -\frac{\kappa^2 m_1 m_2}{32\pi r} \left( 1 + \frac{1}{3} e^{-M_1 r} - \frac{4}{3} e^{-M_2 r} \right), \] (317)
where
\[ M_1^2 \equiv \frac{1}{(3c_1 + c_2)\kappa^2}, \] (318)
\[ M_2^2 \equiv -\frac{2}{c_2\kappa^2}. \]
The laboratory tests of gravity at short scales imply
\[ |c_i| < 10^{56}. \] (319)
In order to understand the above results let us focus on a toy model of gravity without tensor indices.

8.4.1 Gravity without Tensor Indices

Consider the action
\[ S = \int d^4x \sqrt{-g} \left( -\frac{2}{\kappa^2} R + c_r R^2 \right). \] (320)
Expanding the toy metric \( g \),
\[ g = 1 + \kappa h, \] (321)
one arrives at the following free equation of motion for the “graviton”,
\[ (-\Box + c_r \kappa^2 \Box^2) h = 0. \] (322)
The propagator then takes the form
\[ D(q^2) = \frac{1}{q^2 + c_r \kappa^2 q^4} \equiv \frac{1}{q^2} - \frac{1}{q^2 + (\kappa^2 c_r)^{-1}}. \] (323)
Then we couple the “scalar graviton” to matter,
\[
S_m = \frac{1}{2} \int d^4x \sqrt{-g} \left( g(\partial \phi)^2 - m^2 \phi^2 \right),
\]
and compute the tree–level gravitational potential. Introducing the notation \( M^2 \equiv (\kappa^2 c_r)^{-1} \)
we perform a Fourier transform to finally get
\[
V(r) = -\frac{G m_1 m_2}{r} (1 - e^{-Mr}).
\]
The current laboratory constraint on the Yukawa–type interactions imply the bound
\[
M < 0.1 \text{ eV} \Rightarrow c_r < 10^{56}.
\]
An important observation can be made by taking the limit \( M \rightarrow \infty \), in which the Yukawa
part of the potential reduces to a representation of the Dirac delta–function,
\[
\frac{1}{4\pi r} e^{-Mr} \rightarrow \frac{1}{M^2} \delta^{(3)}(x).
\]
Thus, the gravitational potential from Eq. (325) can be rewritten as
\[
V(r) = -\frac{G m_1 m_2}{r} + c_r G^2 \delta^{(3)}(x).
\]
This expression reminds us of local quantum correction related to divergent parts of loop
integrals. In fact, this result merely reflects the fact that \( \sim R^2 \) terms are generated by loops.

A comment is in order. The fact that the propagator of the higher–order theory (323)
can be cast in the sum of two “free” propagators suggests that there are new DOFs that
appear if we take into account the \( \sim R^2 \) terms. In fact, non–zero \( c_i \) lead to the appearance
of a scalar DOF of mass \( M_1 \) (see Eq. (318)) and a massive spin–2 DOF of mass \( M_2 \).

### 8.5 Predictions: Newton’s Potential at One Loop

So far we have made no predictions. We performed renormalization and measured (constrained) the free parameters of our EFT. As we learned from the example of the sigma–model, the most important predictions of the EFT are related to non–analytic in momenta
loop contributions to the interaction vertices. They are typically represented by logarithms
and correspond to long–range interactions induced by virtual particles.

In this subsection we will demonstrate the Newton’s potential at one loop and show that
the predictions of GR treated as an EFT are not qualitatively different from that of the
sigma–model.

At one–loop order there appear a lot of diagrams contributing to the gravitational potential. Here is a very incomplete sample of them:

\[
\begin{align*}
\text{\includegraphics[width=0.2\textwidth]{diagram1}} & + \text{\includegraphics[width=0.2\textwidth]{diagram2}} & + \text{\includegraphics[width=0.2\textwidth]{diagram3}} & + \ldots
\end{align*}
\]

From the power counting principles we anticipate that the one–loop amplitude will take the form
\[
\mathcal{M} = \frac{G m_1 m_2}{q^2} \left( 1 + aG(m_1 + m_2)\sqrt{-q^2} + b Gq^2 \ln(-q^2) + c_1 Gq^2 \right),
\]
\[19 \text{ Note that in renormalizable field theories the effect of non–analytic contributions can be interpreted as running of coupling constants with energy.} \]
where \(a, b, c_1\) are some constants. Then, assuming the non–relativistic limit and making use of

\[
\int \frac{d^3q}{(2\pi)^3} e^{i\mathbf{q} \cdot \mathbf{r}} \frac{1}{|\mathbf{q}|} = \frac{1}{2\pi^2 r^2},
\]

\[
\int \frac{d^3q}{(2\pi)^3} e^{i\mathbf{q} \cdot \mathbf{r}} \ln(q^2) = -\frac{1}{2\pi^2 c^3},
\]

we recover the following potential in position space,

\[
V(r) = \frac{-Gm_1m_2}{r} \left(1 + a \frac{G(m_1 + m_2)}{r} + b \frac{G}{r^2} + c_1 G\delta^{(3)}(\mathbf{x})\right).
\]

The delta–function term is irrelevant as it does not produce any long–distance effect. The \(a\) and \(b\) terms are relevant though. By dimensional analysis we can restore the speed of light \(c\) and the Planck constant \(\hbar\) in the expression for them,

\[
V(r) = \frac{-Gm_1m_2}{r} \left(1 + a \frac{G(m_1 + m_2)}{rc^2} + b \frac{G\hbar}{r^2c^3}\right).
\]

The \(a\)–term thus represents a classical correction that appears due to the non–linearity of GR while the \(b\)–term is a quantum correction.

An explicit calculation has been carried out in Ref. [34] and gives

\[
a = 3,
\]

\[
b = \frac{41}{10\pi}.
\]

The \(c_i\) terms in our EFT expansion give only local contributions \(\sim \delta^{(3)}(\mathbf{x})\) and thus can be dropped. The result (333) with the coefficients (334) should be true in any UV completion of gravity that reduces to GR in the low–energy limit. The quantum correction (\(b\)–term) is extremely tiny and scales as \((l_P/r)^2\) in full agreement with the EFT logic.

As for the classical correction (\(a\)–term), it agrees with the Post–Newtonian expansion in a proper coordinate frame. Quite unexpectedly, this correction came out of the loop calculation even though one might have thought that loop corrections should scale as powers of \(\hbar\). This is not true [35], and we can demonstrate an even simpler example of that. Consider the action for a fermion in flat spacetime,

\[
S = \int d^4x \bar{\psi} \left(\not{D} - m\right) \psi.
\]

Introducing \(\hbar\) and \(c\) this action can be rewritten as

\[
S = \hbar \int d^4x \bar{\psi} \left(\not{D} - \frac{mc^2}{\hbar}\right) \psi.
\]

One observes the appearance of \(\hbar\) in the denominator, which can cancel some \(\hbar\) coming from loops and eventually result in a classical correction.

We note that calculations such as these are not limited to flat space. In particular, Woodard, Prokopec and collaborators [36, 37, 38] have made extensive field–theoretic calculations in de Sitter space.
Another instructive example showing EFT ideas at work is the calculation of quantum corrections to the Reissner–Nordström metric (static spherically-symmetric GR solution for charged point objects), see Ref. [39] for more detail. In this case dominating quantum corrections are produced by matter fields running inside loops, the metric can be treated as a classical field. The classical metric couples to the EMT of matter, whose quantum fluctuations induce corrections to the metric. The net result in the harmonic gauge is

$$
\begin{align*}
g_{00} &= 1 - \frac{2GM}{r} + \frac{G\alpha}{r^2} - \frac{8G\alpha}{3\piMr^3}, \\
g_{ij} &= \delta_{ij} \left( 1 + \frac{2GM}{r} \right) + \frac{G\alpha n_i n_j}{r^2} + \frac{4G\alpha}{3\pi Mr^3} (n_i n_j - \delta_{ij}),
\end{align*}
$$

where

$$\alpha = \frac{e^2}{4\pi},
$$

$$n_i \equiv x_i/r.
$$

We start by considering a charged scalar particle on the flat background. As shown in Sec. 3 in the harmonic gauge the Einstein equations for a metric perturbation $h_{\mu\nu}$, 

$$g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu},
$$

take the form

$$\Box h_{\mu\nu} = -8\pi G (T_{\mu\nu} - \frac{1}{2}\eta_{\mu\nu} T^\lambda_\lambda).
$$

Assuming a static source, upon introducing the retarded Green’s function we obtain

$$h_{\mu\nu} = -8\pi G \int \frac{d^3q}{(2\pi)^3} e^{iqx} \left( T_{\mu\nu}(q) - \frac{1}{2}\eta_{\mu\nu} T^\lambda_\lambda(q) \right).
$$

Recall that the EMT is, in fact, a quantum variable. In what follows we assume that the matter is given by a scalar field of mass $m$, which is coupled to photons. The transition density takes the form

$$
\langle p'|T_{\mu\nu}|p \rangle = \frac{e^{i(p'-p)x}}{\sqrt{2E_2E'}} \left[ 2P_\mu P_\nu F_1(q^2) + (q_\mu q_\nu - \eta_{\mu\nu} q^2) F_2(q^2) \right],
$$

where

$$P_\mu \equiv \int d^3x T_{0\mu}.
$$

At tree level we have

$$F_1(q^2) = 1,
$$

$$F_2(q^2) = -\frac{1}{2}.
$$
The radiative corrections to $T_{\mu\nu}$ are given by the following diagrams,

\begin{align*}
&h_{\mu\nu} + h_{\mu\nu}^2 + h_{\mu\nu}^3 + \gamma \gamma + h_{\mu\nu}^4 + \gamma + h_{\mu\nu} + \ldots
\end{align*}

The form-factors in the limit $q \to 0$ read

\begin{align*}
F_1(q^2) &= 1 + \frac{\alpha}{4\pi} \frac{q^2}{m^2} \left( -\frac{8}{3} + \frac{3}{4} \frac{m^2}{\sqrt{-q^2}} + 2\ln \frac{-q^2}{m^2} \right), \\
F_2(q^2) &= -\frac{1}{2} + \frac{\alpha}{4\pi} \left( -\frac{2}{e} + \gamma + \ln \frac{m^2}{4\pi\mu^2} - \frac{26}{9} + \frac{m^2}{2\sqrt{-q^2}} + \frac{4}{3} \ln \frac{-q^2}{m^2} \right).
\end{align*}

The classical corrections $\sim \sqrt{-q^2}$ come only from the middle diagram of the last line in Eq. (345), while the “quantum” logarithms are produced by both the left and the middle diagrams of the last line in Eq. (345).

Let us comment more on the origin of the classical terms. In position space the EMT takes the form

\begin{align*}
T_{00} &= m\delta^{(3)}(x) + \frac{\alpha}{8\pi r^4} \frac{q^2}{m^2}, \\
T_{ij} &= -\frac{\alpha}{4\pi r^4} \left( n_i n_j - \frac{1}{2} \delta_{ij} \right) \frac{q^2}{m^2}.
\end{align*}

This should be compared with the expression for the EMT of the electromagnetic field around a static charged particle,

\begin{align*}
T^{EM}_{\mu\nu} &= -F_{\mu\lambda} F_{\nu}^\lambda + \frac{1}{4} \eta_{\mu\nu} F_{\alpha\beta}^2, \\
T^{EM}_{00} &= \frac{E^2}{2} = \frac{\alpha}{8\pi r^4}, \\
T^{EM}_{ij} &= -E_i E_j + \delta_{ij} \frac{E^2}{2} = -\frac{\alpha}{4\pi r^4} \left( n_i n_j - \frac{1}{2} \delta_{ij} \right).
\end{align*}

One concludes that the classical corrections just represent the electromagnetic field surrounding the charged particle. These corrections reproduce the classical Reissner–Nordström metric and are required in order to satisfy the Einstein equations.

Thus, starting from a charged particle on the flat background, we computed loop corrections to the metric, which yielded the classical Reissner–Nordström metric plus a quantum correction.

9 GR as EFT: Further Developments

9.1 Gravity as a Square of Gauge Theory

We started our notes by constructing GR in the gauge theory framework. We saw that there is a deep connection between gravity and YM theories. Here we want to explore this
connection from different perspective. Meditating on immense complexity of quantum gravity amplitudes, it is tempting to search for their relation to YM–amplitudes, since the calculation of the latter is incomparably easier. Observing that the graviton field $h_{\mu\nu}$ may be represented as a tensor product of two vector objects, one may guess that

$$\text{gravity} \sim \text{gauge theory} \times \text{gauge theory}.$$  \hspace{1cm} (349)

The question of how to endow this intuitive statement with precise meaning is far from being obvious. The answer comes from string theory, where there are so–called Kawai–Lewellen–Tye (KLT) relations that connect closed and open string amplitudes [40]. Since closed strings correspond to gravitons, and open strings correspond to gauge bosons, these relations must link quantum gravity amplitudes to YM–amplitudes in the field theory limit. The KLT–relations provide us with the desired simplification in computing the diagrams in quantum gravity.

To understand why the KLT–relations actually take place within the field theory framework, it is desirable to derive them without appealing to string theory. Speaking loosely, one should “decouple” the left and right indices of $h_{\mu\nu}$ in order to associate a gauge theory to each of them. Taking GR as it is, we see that such decoupling is not achieved even at quadratic order in $\kappa$, in particular due to plenty of $h_{\mu\mu}$ pieces (this can be seen, e.g. from the quadratic Lagrangian Eq. 152). An elaborate procedure of redefining the fields must be implemented before the “decomposition” becomes possible. For further details, see Ref. [41].

As an instructive example of the application of the KLT–relations, consider the gravitational Compton scattering process. Namely, let $\phi^{(s)}$ be massive spin–$s$ matter field, $s = 0, \frac{1}{2}, 1$, with mass $m$. Consider the QED with the field $\phi^{(s)}$ coupled to the photon field in the usual way, and let $e$ denote the coupling constant. The tree–level scattering process in QED is described by the following sum of diagrams,

$$iM_{\text{EM}}^{(s)}(p_1, p_2, k_1, k_2) = \frac{\kappa^2}{8e^2} \frac{(p_1 \cdot k_1)(p_1 \cdot k_2)}{(k_1 \cdot k_2)} M_{\text{EM}}^{(s)}(p_1, k_2, p_2, k_1) \times M_{\text{EM}}^{(0)}(p_1, k_2, p_2, k_1).$$  \hspace{1cm} (350)

Let us take $s = 0$ for simplicity. Then, using the helicity formalism notations of Ref. [43],
the amplitude \((350)\) can be brought to the form

\[
iM^{(0)}_{\text{grav}}(p_1, p_2, k_1^+, k_2^+) = \frac{k^2}{16} \frac{m^4|k_1k_2|^4}{(k_1 \cdot k_2)(k_1 \cdot p_1)(k_1 \cdot p_2)},
\]

\[
iM^{(0)}_{\text{grav}}(p_1, p_2, k_1^-, k_2^+) = \frac{k^2}{16} \frac{(k_1|p_1|^2|k_2|^2)(k_1|p_2|k_2)^2}{(k_1 \cdot k_2)(k_1 \cdot p_1)(k_1 \cdot p_2)},
\]

(351)

and

\[
iM^{(0)}_{\text{grav}}(p_1, p_2, k_1^-, k_2^-) = (iM^{(0)}_{\text{grav}}(p_1, p_2, k_1^+, k_2^+))^*,
\]

\[
iM^{(0)}_{\text{grav}}(p_1, p_2, k_1^-, k_2^-) = (iM^{(0)}_{\text{grav}}(p_1, p_2, k_1^+, k_2^-))^*.
\]

(352)

Here we denote by \(k_1^+\) the \((++)\) polarization of the graviton, and by \(k_1^-\) — its \((--\)) polarization.

\[9.2\] Loops without Loops

Now we want to make one step further and see how one can simplify the computation of loop diagrams in quantum gravity. A natural method here is to use the optical theorem. Making use of the unitarity of \(S\)–matrix, \(S^*S = 1\), where \(S = 1 + iT\), we have

\[
2 \text{Im}T_{ij} = \sum_j T_{ij}T_{jf}^\dagger.
\]

(353)

In this expression, \(i\) and \(f\) denote initial and final states, respectively, and the sum is performed over all intermediate states. Eq. \((353)\) allows us to express the imaginary part of one–loop diagrams in terms of tree–level diagrams. The reconstruction of the whole loop amplitude from its imaginary part can be tackled in several ways. The traditional way is to use dispersion relations. In general this method has unpredictable subtraction constants in the real part of the amplitude, which cannot be eliminated. However, the non–analytic corrections are independent of the subtraction constants and are predictable.

A more modern way to proceed is to explore unitarity in the context of dimensional regularization. It turns out that there are large classes of one–loop amplitudes in various theories, that can be uniquely reconstructed from tree diagrams by using the \(D\)–dimensional unitarity technique. Any such amplitude can be represented as \(M = \sum c_i I_i\), where \(c_i\) are rational functions of the momentum invariants and \(I_i\) are some known integral functions representing sample one–loop diagrams (these include box, triangle and bubble integrals). It can be proven that if two linear combinations \(\sum c_i I_i\) and \(\sum c'_i I_i\) coincide on cuts, then they must coincide everywhere up to potential polynomial terms.

For many practical purposes there is no need for the reconstruction of the whole one–loop amplitude. For example, consider the diagram presented in Fig.1. It provides a quantum correction to the Coulomb potential or to the Newton’s potential. Cutting it as demonstrated in Fig.1, one can express its imaginary part in terms of the corresponding tree diagrams. This imaginary part contains enough information to extract non–analytic contributions to the quantum correction like the classical contribution from GR and the quantum gravity contribution to the Newton’s potential. The essential features of such calculation are

\[\bullet\] we impose on–shell cut condition everywhere in the numerator,

\[\bullet\] the computation does not require any ghost contributions,

\[\bullet\] the non–analytic terms give us leading \textbf{long–ranged} corrections to the potential.

\[\text{[20]}\] For further discussion, see Ref. \([44]\).
9.3 Application: Bending of Light in Quantum Gravity

Let us briefly demonstrate how to apply the tools we have just described to a real computation. Consider the light bending in quantum gravity and calculate the long–ranged quantum correction to the deflection angle of a beam of massless particles (scalars or photons) as they scatter off a massive scalar object (like the Sun) of mass \( M \). Our strategy is the following:

1. write the tree–level QED Compton amplitudes,
2. express the gravitational tree–level Compton amplitude through the corresponding QED amplitudes,
3. write the discontinuity of the gravitational one–loop scattering amplitude in terms of the on–shell tree–level amplitudes,
4. from this discontinuity, extract the power–like and logarithm corrections to the scattering amplitude,
5. compute the potential in the Born approximation and deduce the bending angle for a photon and for a massless scalar.

We have already given most of the results of the first two points of this program. The tree–level massive scalar–graviton interaction amplitudes are given by Eqs. (351) and (352). Let us quote the result for the photon–graviton interaction amplitude,

\[
iM_{\text{grav.}}^{(1)}(p_1^+, p_2^-, k_1^+, k_2^-) = \frac{\kappa^2}{4} \frac{|p_1 p_2 p_1 k_1|^2}{(p_1 \cdot p_2)(p_1 \cdot k_1)(p_1 \cdot p_1)}.
\]  

(354)

As for the other helicities, \( iM_{\text{grav.}}^{(1)}(p_1^-, p_2^+, k_1^+, k_2^-) \) is obtained from the expression above by the momenta \( p_1 \) and \( p_2 \) interchanged, and amplitudes with opposite helicity configurations are obtained by complex conjugation.

Let us turn to the third point of our program. The one–loop diagram responsible for our scattering process is presented in Fig. 2. We make two gravitons cut and write the discontinuity as

\[
\frac{1}{8} \left. iM_{\text{grav.}}^{(s)}(p_1^+, p_2^+, p_3, p_4) \right|_{\text{disc.}} = \int \frac{d^D l}{(2\pi)^4} \sum_{h_1, h_2} M_{\text{grav.}}^{(s)}(p_1^{\lambda_1}, p_2^{\lambda_2}, l_1^{h_1}, l_2^{h_2}) \cdot \left( M_{\text{grav.}}^{(s)}(l_1^{h_1}, l_2^{h_2}, p_3, p_4) \right)^{\ast} \frac{4l_1^2 l_2^2}{l_1^2 l_2^2}.
\]  

(355)
In this expression \( l_1^2 = l_2^2 = 0 \) are the cut momenta of the internal graviton lines, \( h_i \) — their polarizations, and \( \lambda_i \) — possible polarizations of the massless particle, \( s = 0, 1 \), and \( D = 4 - 2\epsilon \).

![One–loop diagram](image.png)

Figure 2: One–loop diagram providing quantum corrections to the light bending. The dashed lines represent massless field (scalar or photon), the solid line — the massive field, and the dotted line represents the cut.

Now one can compute the full amplitude \( i\mathcal{M}^{(s)} = \frac{i}{2}\mathcal{M}_{\text{grav}}^{(s)} + i\mathcal{M}_{\text{grav}}^{(s)} \). In the low–energy limit, \( \omega \ll M \), where \( \omega \) is the frequency of the massless particle, the leading contribution to \( i\mathcal{M}^{(s)} \) is written as

\[
i\mathcal{M}^{(s)} \simeq \frac{N^{(s)}(M\omega)^2}{\hbar} \left[ \kappa^2 \frac{15}{t} + \kappa^4 \frac{M}{512 \sqrt{-t}} \right. \\
+ \frac{\hbar \kappa^4}{512 \pi^2} \ln \left( \frac{-t}{M^2} \right) - \frac{\hbar \kappa^4}{(8\pi^2)} \ln \left( \frac{-t}{\mu^2} \right) \\
+ \left. \hbar \kappa^4 \frac{3}{128 \pi^2} \ln^2 \left( \frac{-t}{\mu^2} \right) + \kappa^4 \frac{M\omega}{8\pi} \frac{i}{t} \ln \left( \frac{-t}{M^2} \right) \right]. \tag{356}
\]

Here \( N^{(s)} \) is the prefactor which is equal to 1 for the massless scalar, while for the photon it is given by \( N^{(1)} = (2M\omega)^2/(2|p_1|p_3|p_2|^2) \) for the (++) photon helicity configuration and the complex conjugate of this for the (−−) photon helicity configuration. For (++) and (−−) the amplitude vanishes. Calculating the graviton cut, the coefficient \( b_u^{(s)} \) equals 3/40 for the case of the scalar particle and −161/120 for the case of photon. If one adds in the scalar/photon cut, these numbers change slightly but the general structure is the same [46]. Finally, \( t \) is the usual Mandelstam kinematic variable.

We can now use the Born approximation to calculate the semiclassical potential for a massless scalar and photon interacting with a massive scalar object, and then apply a semiclassical formula for angular deflection to find for the bending angle

\[
\theta^{(s)} \simeq \frac{4GM}{b} + \frac{15}{4} \frac{G^2 M^2 \pi}{b^3} + \frac{8b_u^{(s)}}{b} + 9 + 48 \ln \left( \frac{b}{2\pi} \right) \frac{G^2 \hbar M}{b^3}. \tag{357}
\]

The first two terms give the correct classical values, including the first post–Newtonian correction, expressed in terms of the impact parameter \( b \). The last term is a quantum gravity effect of the order \( G^2 \hbar M/b^3 \). Let us comment on this formula.

- The third contribution in (357) depends on the spin of massless particle scattering on the massive target. Hence the quantum correction is not universal. This may seem to violate the Equivalence Principle. Note, however, that this correction is logarithmic and produces a non–local effect. This is to be expected, since for the massless particles quantum effects are not localized, as their propagators sample long distances. The Equivalence Principle says nothing about the universality of such non–local effects.
We see that in quantum gravity particles no longer move along geodesics, and that trajectories of different particles bend differently.

- The answer depends on the IR scale $r_{o}$. However, this does not spoil the predictive power of the theory. For example, one can compare the bending angle of a photon with that of a massless scalar. The answer is

$$\theta^{(1)} - \theta^{(0)} = \frac{8(bu^{(1)} - bu^{(0)})(G^2\hbar M)}{b^3}. \quad (358)$$

This result is completely unambiguous. Once again, this demonstrates the fact that quantum gravity can make well-defined predictions within the EFT framework.

## 10 Infrared Properties of General Relativity

Earlier we focused on UV properties of General Relativity. For example, we discussed in detail divergences arising from loops in pure gravity and with matter. More recently, the EFT approach showed how to obtain quantum predictions at low energies. Here we want to explore the lowest energy limit and describe the IR structure of GR. Early developments in this field go back to works by Weinberg [47], Jackiw [48], Gross and Jackiw [49]. However, the most intriguing results, as well as new insights into the old studies, have been obtained very recently after the development of new powerful techniques allowing to handle the complicated structure of gravity amplitudes. Below we will briefly describe some of these classical and new results, focusing mainly on pure gravity in four-dimensional spacetime.

### 10.1 IR Divergences at One Loop

We start with the discussion of IR divergences in one-loop diagrams. As an example, consider the graviton–graviton scattering process. The amplitude of this process depends on helicities of incoming and outgoing particles. At tree level, summing up all diagrams contributing to the scattering, we have [50]

$$\begin{align*}
iM_{\text{tree}}(++; +) & = \frac{i}{4} \kappa^2 s^2 t^3, \\
iM_{\text{tree}}(-; +) & = -\frac{i}{4} \kappa^2 u^3 s t, \\
iM_{\text{tree}}(++; -) & = iM_{\text{tree}}(++; -) = 0.
\end{align*} \quad (359)$$

In these expressions, the first pair of signs in $M_{\text{tree}}$ denotes the helicities of incoming gravitons, and the second pair — those of outgoing gravitons.

To go to one loop, we insert a virtual graviton propagator into the tree diagrams in all possible ways. Not all diagrams obtained in this way give rise to IR divergences. To illustrate this point, consider the scattering of massless scalar particles at one loop. The measure of the loop integral in four dimensions, $d^4q \sim |q|^3 d|q|$, suppresses the soft divergence unless at least three adjacent propagators vanish simultaneously. Indeed, in the latter case

$$\int d^4q \frac{1}{(p_1 + q)^2 q^2 (p_2 + q)^2}, \quad (361)$$

which diverges in the limit $q \to 0$ provided that $p_1^2 = p_2^2 = 0$. To see this, one evaluates the integral above in dimensional regularization,

$$\frac{-i\Gamma}{(4\pi)^{2-\epsilon}(-1 + p_1 + p_2)^{1+\epsilon} \varepsilon^2}, \quad (362)$$
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where \( r_\Gamma = \Gamma^2(1-\epsilon)\Gamma(1+\epsilon)/\Gamma(2-\epsilon) \), and \( \Gamma(\epsilon) \) denotes the Euler gamma function. Going back to the four–graviton scattering, we conclude that one–loop diagrams in which both ends of the virtual graviton propagator are attached to the same external line do not contribute to the IR divergent part of the amplitude. Hence, to capture the IR divergence, it is enough to consider the diagrams of the form

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram.png}
\end{array}
\]

Let us look at the specific helicity configuration \((-+;+-)\). Summing over all pairs of lines to which the internal propagator is attached, one gets the expected IR divergence \([51]\)

\[
ir_\Gamma \kappa^2 \left( \frac{s \ln(-s) + t \ln(-t) + u \ln(-u)}{2\epsilon} \right) M_{\text{tree}}(-+;+-).
\]  

This reproduces the full structure of divergences of the corresponding one–loop amplitude \([52]\)

\[
M_{\text{1-loop}}(-+;+-) = ir_\Gamma \frac{stuk^2}{4(4\pi)^2-\epsilon} M_{\text{tree}}(-+;+-)
\times \left( \frac{2}{\epsilon} \left( \frac{\ln(-u)}{st} + \frac{\ln(-t)}{su} + \frac{\ln(-s)}{tu} \right) + \text{finite terms} \right),
\]

since in pure gravity at one loop there are no UV divergences. A similar divergence is present in \(M_{\text{1-loop}}(++;++)\). The amplitudes with other helicity configurations contain no infinities.

Adding matter does not change qualitatively the soft behavior of one–loop amplitudes. For example, massless scalar–graviton scattering amplitudes feature the same kind of IR divergences from the virtual graviton propagator. Note, however, that the scalar loops do not contribute to soft infinities \([50]\). Hence, the IR structure of gravity amplitudes is universal. Knowing this structure helps understand other properties of these amplitudes. For example, using the unitarity method outlined above one can extract the information about infinities present in the amplitude. However, this method does not distinguish between IR and UV infinities. Therefore, the knowledge of IR divergences allows to identify the remaining UV divergences \([51]\).

### 10.2 Cancellation of IR Divergences

As we have just seen, some of one–loop gravity amplitudes contain IR divergences from virtual gravitons. Going to higher loops makes these divergences worse. However, there is another source of divergences coming from the diagrams in which soft gravitons are radiated away from the hard particle lines. In general, such diagrams must be taken into account when computing any scattering process, as there is no possibility to distinguish experimentally the process in which an arbitrary soft zero–charge particle is emitted from the process without such a particle. This poses the question about a possible cancellation of IR divergences arising in diagrams with virtual and real soft gravitons. As was shown by Weinberg in Ref. \([47]\), this cancellation indeed occurs order by order in perturbation theory, in close analogy with QED. Consider, for example, some process involving hard scalar particles, and let \( \Gamma_0 \) be the rate of this process without real or virtual soft gravitons taken into account. Then, including the possibility to emit soft gravitons with energies below some threshold \( E \) modifies \( \Gamma_0 \) as follows \([47]\),

\[
\Gamma(E) = \left( \frac{E}{A} \right)^B b(B) \Gamma_0,
\]  

\[
\text{(365)}
\]
where

\[ B = \frac{\kappa^2}{64\pi^2} \sum_{i,j} \eta_i \eta_j \eta_i \eta_j \frac{1 + \beta_{ij}^2}{\beta_{ij}(1 - \beta_{ij}^2)^{1/2}} \ln \left( \frac{1 + \beta_{ij}}{1 - \beta_{ij}} \right), \tag{366} \]

\[ b(x) = \frac{1}{\pi} \int_{-\infty}^{\infty} dy \sin y \frac{\alpha^3}{y} \exp(\alpha(y-1)) \simeq 1 - \frac{\pi^2 x^2}{12} + \ldots, \tag{367} \]

\( \Lambda \) is the infrared cut-off, \( \beta_{ij} \) is the relative velocities of \( i \)th and \( j \)th particles,

\[ \beta_{ij} = \left( 1 - \frac{m_i^2 m_j^2}{(p_i \cdot p_j)^2} \right)^{1/2}, \tag{368} \]

\( m_\nu \) and \( p_i \) are the \( i \)th particle mass and momentum, and

\[ \eta_i = \begin{cases} -1 & \text{for incoming } i \text{th particle}, \\ +1 & \text{for outgoing } i \text{th particle}. \end{cases} \tag{369} \]

The expression (365) is, in fact, universal in the sense that its form does not depend on masses and spins of hard particles. In particular, it remains valid if some of the masses \( m_i \) vanish, since an apparent singularity in \( B \) in this limit is removed due to momentum conservation. This fact makes gravity different from QED, where the charged massless hard particles do lead to additional divergences.

The proof of cancellation of IR divergences is based on an observation that diagrams in which one soft (real or virtual) graviton line is attached to another soft real graviton line do not contribute to the divergent part of the amplitude. Indeed, the effective coupling for the emission of a soft graviton from another soft graviton of energy \( E \) is proportional to \( E \), and the vanishing of this coupling prevents a simultaneous IR divergence from one graviton line attached to another graviton line. We observe a difference from the case of QED, where such diagrams are forbidden due to the electrical neutrality of the photon.

Let us go back to the four–graviton scattering process studied previously. After taking into account both radiative and one–loop corrections to the tree–level amplitude the answer becomes finite. For example, for the differential cross–section we have

\[
\left( \frac{d\sigma}{d\Omega} \right)_{\text{tree}} + \left( \frac{d\sigma}{d\Omega} \right)_{\text{rad.}} + \left( \frac{d\sigma}{d\Omega} \right)_{\text{nonrad.}} = \\
\frac{\kappa^4 s^5}{2048\pi^2 t^2 u^2} \left\{ 1 + \frac{\kappa^2 s}{16\pi^2} \ln \frac{-t}{s} \ln \frac{-u}{s} + \frac{tu}{2s^2} f \left( \frac{-t}{s}, \frac{-u}{s} \right) \right. \\
- \left( \frac{t}{s} \ln \frac{-t}{s} + \frac{u}{s} \ln \frac{-u}{s} \right) \left( 2 \ln(2\pi^2) + \gamma + \ln \frac{s}{\Lambda^2} + \sum_{ij} \eta_i \eta_j F^{(1)}(\gamma_{ij}) \right) \right\}, \tag{370} \]

where

\[
f \left( \frac{-t}{s}, \frac{-u}{s} \right) = \frac{(t + 2u)(2t + u)(2t^3 u - t^2 u^2 + 2tu^3 + 2u^4)}{s^6} \left( \ln \frac{t}{u} + \pi^2 \right) + \frac{(t - u)(341t^4 + 1609t^3 u + 2566t^2 u^2 + 1609tu^3 + 341u^4)}{30s^5} \ln \frac{t}{u} + 192t^4 + 9143t^3 u + 14622t^2 u^2 + 9143tu^3 + 192u^4}{180s^4}, \tag{371} \]

and \( F^{(0)}(\gamma_{ij}), F^{(1)}(\gamma_{ij}) \) are functions of angular variables.
10.3 Weinberg’s Soft Theorem and BMS Transformations

The modification of an on–shell diagram obtained by attaching a soft real graviton line to some external hard line leads to the appearance of an additional pole in the amplitude corresponding to this diagram. It turns out that, in general, the contribution from this pole can be separated from the rest of the amplitude, and that the amplitude of some process with one real soft graviton is given by the amplitude of the process without such graviton times a universal “soft factor”. This is, essentially, the statement of the soft theorem proven by Weinberg in Ref. [47]. As an illustrative example, consider the on–shell diagram whose external lines are massless scalar particles with momenta \( p_i, i = 1, \ldots, n \),

\[
i_M(p_1, \ldots, p_n) = \ldots .
\]

(372)

We want to attach an outgoing soft graviton with momentum \( q \) to this diagram in all possible ways. The dominant contribution to the modified amplitude in the limit \( q \to 0 \) is then given by

\[
i_M(\mu \nu)(p_1, \ldots, p_n, q) = \ldots + \sum_{i=1}^{n} \eta_i p_i \cdot q M(p_1, \ldots, p_n) .
\]

(373)

Note that the diagrams with the external graviton attached to internal lines do not contribute to the soft pole. The leading term of the expansion of \( i_M(\mu \nu) \) around \( q = 0 \) is written as follows [47],

\[
i_M(\mu \nu)(p_1, \ldots, p_n, q) = \frac{i \kappa}{2} \sum_{i=1}^{n} \eta_i p_i \cdot p_i M(p_1, \ldots, p_n) .
\]

(374)

where \( \eta_i \) is defined in Eq. (369). The soft factor that gives a pole in this expression is universal, for it does not depend on the spins of hard particles. A similar soft theorem is known to hold for color–ordered amplitudes in the YM theory.

Eq. (374) relates two amplitudes to leading order in the soft graviton energy. This can be verified straightforwardly without much effort, though its generalization to other types of hard particles is not obvious. Recently, a new way of thinking about such relations appeared. Whenever one has a statement about soft behavior of the theory, it is tempting to work out some symmetry arguments which lead to a desired consequence in the low–energy limit. We already saw one nice example of this situation when we studied the low–energy behavior of the four–pion scattering amplitude in the linear sigma–model. The vanishing of the amplitude at zero momentum transfer is, in fact, a consequence of the degeneracy of vacua of the theory. Hence, it is natural to assume that the Weinberg’s soft theorem (374) can also be seen as
a consequence of some symmetry that is obeyed by the quantum gravity $S$–matrix.\footnote{The soft graviton in this picture acquires a natural interpretation of a Nambu–Goldstone boson associated with the spontaneous breaking of the symmetry by the initial and final scattering data.} This line of research was taken in Refs. \cite{54,55}, where such symmetry was identified with the “anti–diagonal” subgroup of BMS$^+\times$BMS$^-$ transformations.\footnote{The BMS transformations were first studied in Refs. \cite{56,57} in the context of gravitational waves.} Let us describe briefly what these transformations are.

Describing scattering processes in quantum gravity we restrict ourselves to asymptotically flat spacetime geometries. In this case Minkowski spacetime can be taken both as the in– and the out–vacuum state. The properties of asymptotically flat spacetimes are well–known. To study their behavior at future $I^+$ and past $I_-$ null infinities it is convenient to use, correspondingly, retarded and advanced Bondi coordinates. Near $I^+$ the metric can be written as \cite{58}

$$
\begin{align*}
    ds^2 &= -du^2 - 2dudr + 2r^2\gamma_{zz}dzd\bar{z} \\
    &\quad + \frac{2m_B}{r}du^2 + rC_{zz}d\bar{z}^2 + rC_{z\bar{z}}d\bar{z}^2 - 2U_zdz - 2U_{\bar{z}}d\bar{z} + ...,
\end{align*}
$$

where $u = t - r$ is the retarded time, $\gamma_{zz} = 2(1 + \bar{z}z)^{-2}$ is the metric of a unit sphere, $C_{zz}, C_{z\bar{z}}$ are functions of $u, z, \bar{z}$; $U_z = -\frac{1}{2}D^zC_{zz}$, where the covariant derivative $D^z$ is defined with the metric $\gamma_{zz}$, and dots mean the higher–order terms in $1/r$–expansion. All future asymptotic data are encoded by the Bondi mass aspect $m_B = m_B(u, z, \bar{z})$, determining the local energy at retarded time $u$ and at a given angle $(z, \bar{z})$, and by the Bondi news $N_{zz} = \partial_u C_{zz}$ determining the outgoing flux of radiation. Similarly, near $I_-$ the metric takes the form

$$
\begin{align*}
    ds^2 &= -dv^2 + 2dvdr + 2r^2\gamma_{zz}dzd\bar{z} \\
    &\quad + \frac{2m_B}{r}dv^2 + rD_{zz}dz^2 + rD_{z\bar{z}}d\bar{z}^2 - 2V_zdz - 2V_{\bar{z}}d\bar{z} + ...,
\end{align*}
$$

where $V_z = \frac{1}{2}D^zD_{zz}$, and the corresponding Bondi news is $M_{zz} = \partial_v D_{zz}$.

Eqs.\cite{375} and \cite{375} can be considered as initial and final data for the gravitational scattering process. To represent a valid solution to the scattering problem, the initial data $(m_B, M_{zz})$ must, of course, be suitably related to the final data $(m_B, N_{zz})$.

One can define BMS$^+$ transformations as a subgroup of the diffeomorphisms that acts non–trivially on the future asymptotic data $(m_B, N_{zz})$. Similarly, define BMS$^-$ transformations as consisting of those diffeomorphisms that act non–trivially on the past asymptotic data $(m_B, M_{zz})$. Besides the usual Poincaré group, BMS$^\pm$ includes also an infinite-dimensional class of “large” diffeomorphisms called supertranslations. They generate arbitrary angle dependent translations of retarded (advanced) time variables.

Consider now some scattering process, and let $(m_B^-, M_{zz})$ and $(m_B, N_{zz})$ be the initial and final data, correspondingly (representing, e.g., the pulses of a gravitational radiation). A BMS$^-$ transformation maps the initial state onto another state $(\tilde{m}_B, \tilde{M}_{zz})$. One can argue that there always exists a transformation from BMS$^+$ that maps the final state onto $(\tilde{m}_B, \tilde{M}_{zz})$ in such a way that $\langle m_B, N_{zz}|S|m_B, M_{zz}\rangle = \langle \tilde{m}_B, \tilde{N}_{zz}|S|\tilde{m}_B, \tilde{M}_{zz}\rangle$. Vice versa, given a BMS$^+$ transformation, one can find the one from BMS$^-$ to keep the matrix element unchanged. This means that the quantum gravity $S$–matrix commutes with the infinite sequence of generators of the subgroup BMS$^0$ of BMS$^+\times$BMS$^-$. In turn, this implies the existence of Ward identities associated to the BMS$^0$–symmetry. As was shown in Ref. \cite{55}, these Ward identities lead to the Weinberg’s soft theorems \cite{374}. And vice versa, from the expression \cite{374} one can deduce the Ward identities associated with some symmetry of the $S$–matrix with BMS$^0$ as a symmetry group.

The symmetry arguments outlined above make manifest the universal nature of the soft theorem: the soft–graviton limit of any gravitational scattering amplitude at leading order in a soft momentum is given by Eq. \cite{374}.
10.4 Other Soft Theorems

Here we outline various generalizations of the Weinberg’s soft theorem and its counterparts in YM theories that are discussed in contemporary literature. For convenience, we omit the coupling constant $\kappa$ in the gravity amplitudes, and absorb the factors $\eta_i$ into the momenta of hard particles.

10.4.1 Cachazo–Strominger Soft Theorem

One natural way to generalize the expression (374) is to extend it by including sub–leading terms in the soft momentum expansion. For tree–level gravitational single–soft graviton amplitudes the extended soft theorem takes the form 

$$i\epsilon_{\mu\nu} M_{\mu\nu}(p_1, ..., p_n, q) = (S^{(0)} + S^{(1)} + S^{(2)})iM(p_1, ..., p_n) + O(q^2),$$  \hspace{1cm} (375)

where $\epsilon_{\mu\nu}$ is the soft graviton polarization tensor obeying $\epsilon_{\mu\nu} q^\nu = 0$. In Eq. (375), the term $S^{(0)}$ is the Weinberg’s leading–order universal soft factor that we have already discussed,

$$S^{(0)} = \sum_{i=1}^n \frac{\epsilon_{\mu\nu} p_i^\mu p_i^\nu}{p_i \cdot q}. \hspace{1cm} (376)$$

Note again that the form of $S^{(0)}$ can be deduced from symmetry considerations, namely, from the expected invariance of the $S$–matrix with respect to supertranslations. The term $S^{(1)}$ provides a sub–leading correction to the Weinberg’s theorem,

$$S^{(1)} = -i \sum_{i=1}^n \frac{\epsilon_{\mu\nu} (q_\rho J_{\rho\nu}^i)}{p_i \cdot q}, \hspace{1cm} (377)$$

with $J_{\rho\nu}^i$ the total angular momentum of the $i$th hard particle. It was argued that the term (377) can also be obtained from symmetry considerations, and the corresponding $S$–matrix symmetry is the extension of BMS transformations obtained by including all Virasoro transformations (“superrotations”) of the conformal sphere. Finally, the $S^{(2)}$ term is found to be

$$S^{(2)} = -\frac{1}{2} \sum_{i=1}^n \frac{\epsilon_{\mu\nu} (q_\rho J_{\rho\nu}^i) (q_\sigma J_{\sigma\nu}^i)}{p_i \cdot q}. \hspace{1cm} (378)$$

The origin of this term from symmetry arguments is also discussed in the literature [60]. Let us comment on Eq. (375).

- It was proven to hold for all graviton tree–level amplitudes with one real soft graviton. Hence the terms $S^{(j)}$ are universal, at least at tree level.

- The gauge invariance requires that the pole terms vanish for $\delta_\Lambda \epsilon_{\mu\nu} = \Lambda_\mu q_\nu + \Lambda_\nu q_\mu$ with $\Lambda \cdot q = 0$. Indeed, $\delta_\Lambda S^{(0)} = 0$ due to global energy–momentum conservation, $\delta_\Lambda S^{(1)} = 0$ due to global angular momentum conservation, and $\delta_\Lambda S^{(2)} = 0$ because $J_{\rho\nu}^i$ is antisymmetric.

- When taking the soft limit $q \to 0$, the momenta of some hard particles must be deformed because of the momentum conservation, and this deformation is ambiguous. Hence the expansion about the soft limit is not unique. The expression (375) holds for a very large class of such soft limit expansions. It remains to be verified if it holds for every conceivable definition of the soft limit expansion.
10.4.2 One–Loop Corrections to Cachazo–Strominger Soft Theorem

If one believes that the theorem (375) is deduced from the symmetry arguments, a natural question is whether it is an exact statement in perturbation theory. Naively, one would expect the appearance of loop corrections to the sub–leading soft factors. Indeed, due to the dimensionful couplings in gravity, the dimensional analysis requires loop corrections to be suppressed by extra powers of soft momenta. As a result, $S^{(0)}$ must be exact to all orders. In Refs. [61, 62] the one–loop corrections to the sub–leading factors were studied for particular helicity configurations. It was shown that for “all–plus” amplitudes the terms $S^{(1)}$ and $S^{(2)}$ receive no corrections at one–loop order. The same is true for “single–minus” amplitudes with the negative helicity of the soft graviton. In contrast, the “single–minus” amplitudes with a positive helicity soft graviton the term $S^{(2)}$ does require loop corrections.

10.4.3 Relation to YM Theories

As we showed in these Lectures, GR has many properties similar to other gauge theories. Therefore, it is natural to expect the analogs of the soft theorems described above to hold in YM theories. This expectation was shown to be true by the recent study of the soft behavior of YM–amplitudes. In particular, an analysis of color–ordered tree–level amplitudes including a soft gluons reveals the universal soft behavior of the form [63]

$$\mathcal{M}_{YM}(p_1, \ldots, p_n, q) = (S^{(0)}_{YM} + S^{(1)}_{YM})\mathcal{M}(p_1, \ldots, p_n) + \mathcal{O}(q),$$

where $S^{(0)}_{YM}$ and $S^{(1)}_{YM}$ are leading and sub–leading universal soft factors analogous to (376) and (377). The term $S^{(0)}_{YM}$ can be understood through the symmetry arguments similar to those of GR [64]. As for $S^{(1)}_{YM}$, no such arguments are known yet. Contrary to GR, both $S^{(0)}_{YM}$ and $S^{(1)}_{YM}$ receive corrections at one–loop order for amplitudes with particular helicity configurations [62].

We have explored a deep connection between GR and YM theories by discussing how gravity amplitudes can be derived from the corresponding YM–amplitudes via the KLT–relation. One can expect that the soft limit of gravity amplitudes can also be deduced from that of YM–amplitudes. As was shown in Ref. [65], the leading and sub–leading soft factors in GR can indeed be reproduced by the leading and sub–leading soft factors of YM–amplitudes. Schematically,

$$S^{(0)} + S^{(1)} + S^{(2)} \sim \left( S^{(0)}_{YM} + S^{(1)}_{YM} \right)^2.$$  

This expression is one more example of how apparently different theories are related to each other in a deep and beautiful way.

Finally, we note that similar soft theorems exist for supersymmetric extensions of GR and YM theories, as well as for theories beyond four dimensions.

10.4.4 Double–Soft Limits of Gravitational Amplitudes

One more natural generalization of the soft theorems (374) and (375) is to consider the amplitudes with two or more soft gravitons. This direction of studies was recently carried out in Refs. [66, 67]. The very notion of the double–soft limit is ambiguous as it can be taken in two ways. Either one can send both graviton momenta $q_1$ and $q_2$ to zero uniformly, with $q_1/q_2 = \text{const}$, or one can take the consecutive limit $q_1 \rightarrow 0$ after $q_2 \rightarrow 0$ (or $q_1 \rightarrow 0$). Both ways reveal the factorization property of the double–soft amplitudes, but, in general, with different universal soft factors. It is clear that in the case of the soft limit taken consecutively, the leading soft factor $S^{(0)}_2$ is given by the product of two single–soft–graviton factors. Namely,
if we write \( S^{(0)} = \sum_i S_i^{(0)} \), where \( i = 1, \ldots, n \) enumerates hard particle lines, then
\[
\mathcal{M}(p_1, \ldots, p_n, q_{n+1}, q_{n+2}) \sim \sum_{i,j} S_i^{(0)}(q_{n+1}) S_j^{(0)}(q_{n+2}) \mathcal{M}(p_1, \ldots, p_n). \tag{381}
\]

The statement remains valid for consecutive limits of any multi–soft amplitudes.

In Ref. [66], the leading and sub–leading soft factors were investigated at tree level for different helicity configurations of the soft gravitons. It was found that the leading factor \( S_2^{(0)} \) does not depend on the way one takes the soft limit, nor it depends on the relative polarizations of the gravitons. Hence, Eq. (381) expresses the universal double–soft behavior at the leading order in soft momenta. On the other hand, the sub–leading factor \( S_2^{(1)} \) shows such a dependence if the polarizations are different. In contrast to the single–soft theorems, it has not yet been worked out that the double– and multi–soft theorems can be deduced from some symmetries of the quantum gravity \( S \)-matrix.

11 An Introduction to Non–local Effective Actions

In this final segment, we would like to describe some aspects of the gravitational EFT which need to be developed more fully in the future. We have seen how to quantize the theory and make quantum field theoretic predictions within General Relativity. The most straightforward amplitudes to calculate are scattering matrix elements — this is what QFT does well. But most applications of GR are not scattering amplitudes. In order to address quantum effects more generally one needs to be able to treat the non–linear classical solutions. One way to address such settings is to use non–local effective actions expressed using the curvatures.

Why use an effective action? While most quantum calculation are done in momentum space, for GR it is best to work in coordinate space. In particular, we know how to write the curvatures and covariant derivatives in terms of the field variables. Using an effective action allows one to summarize quantum effects in a generally covariant fashion.

Why non–local? As has been stressed here, locality is the key to the EFT treatment, as non–local effects correspond to long distance propagation and hence to the reliable predictions at low energy. The local terms by contrast summarize — in a few constants — the unknown effects from high energy. Having both local and non–local terms allows us to implement the EFT program using an action built from the curvatures.

11.1 Anomalies in General

Our starting point may seem a bit unexpected, but we would like to begin by a discussion of anomalies. We are used to thinking of anomalies as a UV phenomenon. For example, in a path integral context, anomalies can be associated with the non–invariance of the path integral measure [68]. This is regularized by adding a UV cutoff, and finding finite effects as the cutoff is removed.

Superficially this should bother an effective field theorist. If the anomaly can only be found by treating the UV sector of the theory, how can we be sure about it as we do not have complete knowledge about UV physics? Could we change something about the high energy part of the theory and make the anomaly go away? What has happened to the argument that UV effects are local and are encoded in local effective Lagrangians?

But there is also an IR side to anomalies. For example, both the axial anomaly and the trace anomaly can be uncovered by dispersion relations, with the dominant contributions coming from low energy [69, 70, 71]. And direct calculation can reveal non–local effect actions which encode the predictions of the anomalies.

Indeed, we have already seen one such example. In Sec. [3] we calculated the effect of integrating out a massless scalar field coupled to photons. After renormalization, the result
was an effective action of the form

\[ S = -\frac{1}{4} \int d^4 x \, F_{\mu\nu} F^{\mu\nu} + \beta e^2 \int d^4 x d^4 y \, F_{\mu\nu}(x) L(x - y) F^{\mu\nu}(y), \]  

(382)

where the function \( L(x - y) \) is the Fourier transform of \( \ln q^2 \),

\[ L(x - y) = \int \frac{d^4 q}{(2\pi)^4} e^{-iq \cdot (x - y)} \ln \left( \frac{-q^2}{\mu^2} \right). \]

(383)

Using the notation

\[ L(x - y) \equiv \langle x | \ln \left( \frac{\Box}{\mu^2} \right) | y \rangle \]

(384)

and making a conventional rescaling of the photon field, this non–local action can be put in the form

\[ S = \int d^4 x \, -\frac{1}{4} F_{\rho\sigma} \left[ \frac{1}{e^2(\mu)} - b \ln (\Box / \mu^2) \right] F^{\rho\sigma}. \]

(385)

One sees immediately the connection of this action to the running of the electric charge, with \( b \) being related to the beta function.

The fundamental action for QED with massless particles is scale invariant, i.e. it is invariant under the transformations \( A_\mu(x) \to \lambda A_\mu(\lambda x) \), \( \psi(x) \to \lambda^{3/2} \psi(\lambda x) \), \( \phi(x) \to \lambda \phi(\lambda x) \). We can define an associated conserved current \( J_\mu = T_{\mu\nu} x^\nu \) with the conservation condition \( \partial_\mu J_\mu = 0 \) implying the tracelessness of \( T_{\mu\nu} \), \( T_{\mu\mu} = 0 \). However, the scale symmetry has an anomaly, and after quantum corrections the trace does not vanish.

An infrared demonstration of this can come from the non–local effective action derived above. Under rescaling we have

\[ L(x - y) = \lambda^4 L(\lambda x - \lambda y) + \ln \lambda^2 \delta^4(x - y), \]

(386)

and the rescaling is no longer a symmetry of the quantum action. Using this, one readily finds (in the conventional normalization) the trace anomaly relation

\[ T_{\nu\nu} = \frac{be^2}{2} F_{\rho\sigma} F^{\rho\sigma}. \]

(387)

The relation of the anomaly to the running coupling is apparent. The trace anomaly cannot be derived from any gauge invariant local action, but it does follow from the calculated non–local effective action.

11.2 Conformal Anomalies in Gravity

The couplings of massless particles to gravity can have a conformal symmetry which is similar to the scale symmetry described above. This involves the local transformation

\[ g_{\mu\nu}'(x) = e^{2\sigma(x)} g_{\mu\nu}(x), \quad \phi'(x) = e^{-p\sigma(x)} \phi(x) \]

(388)

with \( p = 1 \) for scalar fields, \( p = 0 \) for gauge fields and \( p = 3/2 \) for fermions. With massless scalars there needs to be an extra term in the action \( -R \phi^2/6 \) in order to have conformal symmetry, but for massless fermions and gauge field the symmetry is automatic. When this is a symmetry of the matter action \( S_m \), one must have

\[ \delta S_m = 0 = \left[ \frac{\delta S_m}{\delta \phi} \delta \phi + \frac{\delta S_m}{\delta g_{\mu\nu}} \delta g_{\mu\nu} \right]. \]

(389)

The first term here vanishes by the matter equation of motion. In the second one, the variation with respect to \( g_{\mu\nu} \) gives the EMT, and \( \delta g_{\mu\nu} = 2\sigma(x)g_{\mu\nu} \), so that the condition
of conformal invariance requires $T_\mu^\mu = 0$. The gravitational part of the action is itself not conformally invariant, as $R' = e^{2\sigma}[R + 6\Box \sigma]$.

However, the conformal symmetry of the massless matter sector is anomalous. In the path integral treatment this can be traced to the Jacobian of the transformation. This can be regularized in an invariant way using the heat kernel expansion. For the scalar field transformation of Eq. (388) we have

$$J = \det[e^{-\sigma}] = \lim_{M \to \infty} \exp \left[ \text{Tr} \ln \left( -\sigma e^{-D^2/M^2} \right) \right] = \exp \left[ -\sigma a_2(x) \right]. \quad (390)$$

The consequence of this non–invariance can be translated into an anomalous trace

$$T_\mu^\mu = \frac{1}{16\pi^2} a_2 = \frac{1}{16\pi^2} \frac{1}{18} \left[ R^{\mu\nu\alpha\beta} R_{\mu\nu\alpha\beta} - R^{\mu\nu} R_{\mu\nu} + \Box R \right]. \quad (391)$$

The expression in terms of $a_2$ is generic, and the second form is specific to scalar fields. Much more detail about the conformal anomaly can be found in the books by Birrell and Davies [72] and by Parker and Toms [73].

### 11.3 Non–local Effective Actions

Deser, Duff and Isham [74] were the first to argue that the conformal anomaly was connected to a non–local effective action. Having seen the QED example in the previous section, this should not surprise us. However, the importance of the effective action technique goes well beyond just anomalies. It allows the low–energy quantum effects to be summarized in a covariant fashion. This latter aspect has been developed especially by Barvinsky, Vilkovisky and collaborators (here called BV) [75, 76, 77]. The presentation here is only introductory.

The basic idea of the BV program is to express one–loop amplitudes in terms of curvatures and covariant derivatives. For example, much like the QED example above we could expect a term of the form

$$\int d^4x \sqrt{-g} \, R \ln \nabla^2 R \quad (392)$$

where $\ln \nabla^2$ is a covariant object which reduces to $\ln \Box$ in flat space.\(^{23}\) Another possible term could be

$$\int d^4x \sqrt{-g} \, R^2 \frac{1}{\nabla^2} R \quad (393)$$

where $1/\nabla^2$ represents the covariant massless scalar propagator. We note that both of the terms just mentioned are of the same order in the derivative expansion.

One–loop Feynman diagrams can be expressed in terms of scalar bubble, triangle and box diagrams. The bubble diagram is UV divergent, and we have seen how the heat kernel method encodes these divergences in terms of the curvatures. Along with the divergence comes a factor of $\ln q^2$ in momentum space which becomes $\ln \nabla^2$ in the non–local effective action. From this we see that the terms of order $R \ln \nabla^2 R$ come with coefficients which are fixed from the one–loop divergences (as was true in the QED example also). These can be calculated in a non–local version of the heat kernel method [75, 78], or simply matched to the perturbative one–loop calculations [79]. The results, taken from Ref. [79] in two different bases are

$$S_{NL} = \int d^4x \sqrt{-g} \left( \alpha R \ln \left( \frac{\Box}{\mu_5^2} \right) + \beta R_{\mu\nu} \ln \left( \frac{\Box}{\mu_5^2} \right) R^{\mu\nu} + \gamma R^{\mu\nu\alpha\beta} \ln \left( \frac{\Box}{\mu_5^2} \right) R_{\mu\nu\alpha\beta} \right) \quad (394)$$

\(^{23}\)The discussion of possible forms for $\ln \nabla^2$ is too extensive for the present context.
or
\[
S_{NL} = \int d^4x \sqrt{g} \left[ \bar{\alpha} R \ln \left( \frac{\Box}{\mu_1^2} \right) R + \bar{\beta} C_{\mu\nu\alpha\beta} \ln \left( \frac{\Box}{\mu_2^2} \right) C^\mu^\nu^\alpha^\beta \\
+ \bar{\gamma} (R_{\mu\nu\alpha\beta} \ln (\Box) R^{\mu\nu\alpha\beta} - 4 R_{\mu\nu} \ln (\Box) R^{\mu\nu} + R \ln (\Box) R) \right]. 
\]

(395)

Here the coefficients of the various terms are displayed in Table 1. In the second version, \( C_{\mu\nu\alpha\beta} \) is the Weyl tensor

\[
C_{\mu\nu\alpha\beta} = R_{\mu\nu\alpha\beta} - \frac{1}{2} (R_{\mu\alpha} g_{\nu\beta} - R_{\nu\alpha} g_{\mu\beta} - R_{\mu\beta} g_{\nu\alpha} + R_{\nu\beta} g_{\mu\alpha}) \\
+ \frac{R}{6} (g_{\mu\alpha} g_{\nu\beta} - e_{\nu\alpha} e_{\mu\beta}). 
\]

(396)

The second form also emphasizes a useful point. As described previously, the local Lagrangian comes with two independent terms, because the Gauss–Bonnet identity tells us that one combination of curvatures is a total derivative. The non–local action can have three terms because that third curvature combination can have non–trivial effects when the non–local function \( \ln \nabla^2 \) occurs between the curvatures. The two coefficients in the local action include functions of the renormalization scale in the form \( c_i (\mu^2) \). The logarithms also come with a scale factor \( \ln \mu^2 \) which is itself local — \( \langle x | \ln \mu^2 | y \rangle = \ln \mu^2 \delta^4(x - y)/\sqrt{-g} \). The total combination is independent of \( \mu \). In the second version of the non–local action, the last combination has no \( \mu \) dependence because the local combination vanishes.

The phenomenology of these non–local actions are just beginning to be explored. We did not have time in the lectures to describe these early works, but we can here refer the reader to some examples in Refs. \[80, 81, 79, 82, 83, 84\]. The gravitational conformal anomalies have also been uncovered in the non–local actions \[85, 77\].

At third order in the curvature, very many more terms are possible, having forms similar to Eq. \[393\]. Interested readers are invited to peruse the 194 page manuscript describing these, Ref. \[76\]. These are so complicated that they will probably never be applied in full generality. However, we eventually will need to understand what type of effect they could have and if there is any interesting physics associated with them.

It is important to be clear that the usual local derivative expansion, which for gravity is also a local expansion in the curvature, is quite different from this non–local expansion in the curvature. In the local expansion, each subsequent term is further suppressed in the energy expansion at low energy. With the non–local expansion, the terms are all technically at the same order in the energy expansion. However, they represent different effects — at the very least representing bubble diagrams vs triangle diagrams. It is expected that there will be settings where the curvature is small that the terms third order in the curvature can be neglected.

### 11.4 An Explicit Example

Because the gravity case quickly becomes complicated, it is useful to go back to a simpler example in order to get a feel for non–local actions. To do this let us consider the QED

| Field   | Coefficients |
|---------|--------------|
| Scalar  | \( (6\xi - 1)^2 \) | \(-2\) | \(2\) | \(5(6\xi - 1)^2\) | \(3\) | \(-1\) |
| Fermion | \(-5\)       | \(8\)  | \(7\)  | \(0\)      | \(18\) | \(-11\) |
| Vector  | \(-50\)      | \(176\) | \(-26\) | \(0\)      | \(36\) | \(-62\) |
| Graviton| \(430\)      | \(-1444\) | \(424\) | \(90\)      | \(126\) | \(298\) |

Table 1: Coefficients in the non–local action due to different fields. All numbers should be divided by \(\frac{11520}{\pi^2}\).
example with a massless scalar considered previously but now coupled up to gravity also. This is straightforward to calculate in perturbation theory. With the expansion $g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu}$ and placing the photons on–shell, we find that the linear term in the gravitational field has the form

$$S = \int d^4x \ h_{\mu\nu} \left[ b_s \ln \left( \frac{\Box}{\mu^2} \right) T^{cl}_{\mu\nu} + \frac{1}{96\pi^2} \frac{1}{\Box} \tilde{T}^{s}_{\mu\nu} \right], \quad (397)$$

where $b_s$ is the scalar beta function coefficient and the extra tensor structure is given by

$$\tilde{T}^s_{\mu\nu} = \partial_\mu F^{\alpha\beta} \partial_\nu F_{\alpha\beta} + \partial_\nu F^{\alpha\beta} \partial_\mu F_{\alpha\beta} - \eta_{\mu\nu} \partial_\lambda F^{\alpha\beta} \partial_\lambda F_{\alpha\beta}. \quad (398)$$

Here we see a logarithmic non–locality similar to those that we have already become familiar with. There is also a $1/\Box$ non–locality, which arose from a factor of $1/q^2$ in the momentum space calculation.

Let us not discuss the logarithm here — it is somewhat complicated to put this in covariant form [82, 86]. However the new $1/\Box$ term is simple to understand. If we want to write this in covariant fashion, we note that we are expecting terms which are generically of the form $F^2(1/\Box)R$, with various tensor index contractions. If we write out all possible contributions and expand these to first order in $h_{\mu\nu}$, it turns out that there is a unique matching to the perturbative result. We find the following form to be the most informative,

$$\Gamma_{NL}[g, A] = \int d^4x \sqrt{g} \left[ n_R F^\rho_\sigma F^{\rho\sigma} \frac{1}{\Box^2} R + n_C F^\rho_\sigma F^{\gamma}_\lambda \frac{1}{\sqrt{2}} C^\lambda_{\rho\sigma\gamma} \right]. \quad (399)$$

where again $C^\lambda_{\rho\sigma\gamma}$ is the Weyl tensor. The coefficients for a scalar loop involve

$$n_R = -\frac{\beta}{12e}, \quad n_C = -\frac{e^2}{96\pi^2}. \quad (400)$$

where here $\beta$ is the QED beta function.

We see in this calculation the prototype of what is happening in gravity. If we think of the field strength tensor $F_{\mu\nu}$ as a “curvature”, we have curvature–squared terms with a non–local factor of $\ln(\Box)$ and curvature–cubed term with a non–local factor of $1/\Box$. Both come from one–loop diagrams. The pure $\ln(\Box)$ comes from bubble diagrams which are also associated with UV divergences. The $1/\Box$ terms come from the scalar triangle diagram. The coefficients of each of all of these are fixed by direct calculation and are not free parameters. To tie up with our starting point for this section, one can show that the scale anomaly is associated with the log terms and the QED conformal anomaly is associated with the $1/\Box$ terms [82]. That the trace relation is identical in both cases comes from the fact that the beta function determines both terms, and indicates a beautiful consistency within the theory.

11.5 Non–local actions as a frontier

We have chosen to end on this topic because we feel that it is one of the frontiers of the application of QFT to GR. If we are to treat quantum corrections in more complicated settings than scattering amplitudes, we need to treat the full non–linear structure of GR. The effective actions summarize the quantum effects with full curvatures. However, the applications of these non–local effective actions have been only lightly explored.
12 The Problem of Quantum Gravity

In the modern view, we have come to think of all of our theories as effective field theories, as we expect them to be replaced by more complete theories at higher energies/shorter distances. Whether one is dealing with phonons, quasiparticles, electrons or gravitons, we can work with the active degrees of freedom at a given energy and form a quantum theory. We have seen how General Relativity works well in this regards also. Moreover, it also fits the paradigm where our fundamental theories are defined by gauged symmetries which determine the charges and the interaction Lagrangian. So it appears intellectually satisfying at the energies that we have presently explored.

So what is the problem of quantum gravity, and what did we think it was? Historically one can find very many quotes in the literature to the effect that “General Relativity and quantum mechanics are incompatible”. Such phrasing still is found today in popular or superficial descriptions, occasionally even in the scientific community. However, this is just wrong. It reflects the frustration of premature attempts at forming a quantum theory before we had all the tools to do the job correctly, and the phrasing has been propagated down the years through inertia. Digging deeper, one sees a more technical complaint that “General Relativity forms a non–renormalizable theory which makes it a meaningless as a quantum theory”. The first part of this phrasing is true, although we have learned how to renormalize theories that fall in the technical class of “non–renormalizable”. But the second part of the phrasing is not correct, as we now routinely make useful predictions starting from technically non–renormalizable actions.

But still, problems remain. We expect that all effective field theories will be supplanted by more complete theories at higher energies. Many physicists feel that the Standard Model needs new UV physics already near a few TeV, so that may be modified well before new quantum gravitational physics enters. But logically the gravity case is more pressing. The theory itself points to the Planck scale as a place where we should expect new physics to enter. The expansion in the energy falls apart at that scale as the local terms in the effective Lagrangian become of order unity. Of course, it could happen even earlier, for example if there are large extra dimensions below the Planck scale. But the standard expectation is that it would be hard for the effective field theory to survive much beyond the Planck scale. And there could be other problems. Some argue that black hole physics also shows the limits of the effective field theory. So we do expect that our present understanding of gravitational physics will need a more complete theory eventually.

Still, these developments represent major progress. The old concerns about the incompatibility of General Relativity and quantum theory have been supplanted. We have a theory of quantum gravity that works at ordinary energies. Perhaps that is all that we can hope for at the present. Because physics is an experimental science we will have difficulty deciding between proposed UV completions of quantum gravity without new input. However, there are still important conceptual developments of gravity theory emerging, and we continue to look forward to new insights that may be important in achieving a deeper understanding. The quantum theory of gravity remains one of the most exciting frontiers in theoretical physics.
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