Classification of stochastic processes with topological data analysis
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Summary
In this study, we demonstrate that engineered topological features can distinguish time series sampled from different stochastic processes with different noise characteristics, in both balanced and unbalanced sampling schemes. We compare our classification results against the results of the same classification on features coming from descriptive statistics and the wavelet transform. We conclude that machine learning models built on engineered topological features alone perform consistently better than those built on the standard statistical and wavelet features for time series classification tasks. We also apply dimension reduction techniques to our engineered features and compare the result of our classification models before and after dimensionality reduction. Finally, we also show that in our calculations of the engineered topological features, employing parallel computing methods does yield significant improvements in run time and memory footprint.
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1 INTRODUCTION

In this study, we investigate if one can distinguish time series samples from different stochastic processes using topologically engineered features based on persistent homology. We chose to work with classification algorithms because they complement our use of persistent homology in the engineering of discrete topological features that have certain built-in transformation invariances (rotations, reflections, translations, and some small perturbations). Although we refer to these features as topological, this is a well-established misnomer in the literature as they are actually homotopical and discrete in nature. These features are designed to distinguish certain topological features, such as the number of connected components and circle- or sphere-like cavities within the data cloud we extracted from each time series we sampled. As such they are not well-suited for most optimization algorithms, or machine learning algorithms designed for forecasting continuous dependent variables for that matter, since such algorithms depend exclusively on the convexity, continuity, and/or smoothness of the transformed features. On the other hand, since the persistent homological features are discrete by design, they are particularly well-suited for classification and clustering algorithms. The main objective of this article is to demonstrate that persistent homological features are very effective in distinguishing time series samples taken from different families of stochastic processes compared to more traditional and some non-traditional features extracted from such data.

Persistent homology is a topological data analytic method. Topological data analysis (TDA) is a new field of data science that uses topological and geometric tools to infer relevant features from potentially complex data. TDA has developed procedures that are not based on traditional statistical or machine learning algorithms. These methods are now used in a variety of fields and proved themselves to be effective for the analysis of time series in a variety of domains even when the data is noisy. For example, TDA methods have been used in finance, in medicine, in quantifying periodicity in data, in clustering tasks, in classifying tasks, in detecting chaos and even in detecting early signals for critical transitions.
The main problem we tackle in this article is whether one can distinguish time series samples taken from different stochastic processes. The novel contribution of this article is the use of persistent homology to distinguish time series samples. To test our general methodology, we chose two specific subfamilies of Levy processes that have different Levy subordinators: (i) Wiener processes whose Levy subordinators have the scale parameter $\sqrt{t}$, and (ii) Cauchy processes whose Levy subordinators have the scale parameter $\frac{t^2}{2}$, over a time interval of length $t$. We tested our methods on synthetic data we sampled from these stochastic processes using both balanced and unbalanced sampling schemes. We show that features we engineer using persistence homology are extremely effective in distinguishing time series samples compared to standard statistical features, and features engineered using wavelet transforms in both sampling schemes.

The information that persistent homology yields on the change of topological features of a given point cloud can be presented in various different ways such as barcodes, persistence diagrams, landscapes, images, terraces, entropy, and curves. However, the common difficulty one encounters in TDA calculations is that persistent homology, in all of the representations we enumerated above, is computationally expensive. This fact renders all persistent homology calculations to be impractical without the help of state-of-the-art high-performance computing (HPC) tools, and libraries used for calculations often resort to parallel computing and/or off-loading heavy computations to GPUs to alleviate the problem. We also verify that parallelization does yield significant improvements in speed in our calculations.

Here is a short overview: First, in Section 2 we introduce our framework on persistent homology, stochastic processes, and wavelet transforms. Next, we describe the engineered statistical, wavelet, and topological features we are going to use in Section 3. We then apply various machine learning classification algorithms on the features we engineered before and after we apply dimensional reduction techniques, in both balanced and unbalanced sampling schemes in Section 4. We also discuss the effect of parallelization in our computations in the same section. Finally, we conclude and discuss potential future work in Section 5.

## 2 BACKGROUND

In this section, we briefly introduce the necessary background for the later sections.

### 2.1 Stochastic processes

Stochastic processes have been used to model systems that evolve probabilistically through time in a variety of fields such as finance, physics, and image-signal processing. In this article, we consider a family of stochastic processes called the Levy process with applications in insurance risk modeling, finance, and economics. A Levy process is a continuous-time stochastic process that has stationary independent increments with three main components: the deterministic component, the Brownian motion component, and a measure quantifying the rate at which discrete jumps occur. In this section, we describe two major examples of Levy processes.

#### 2.1.1 Wiener process

A standard Wiener process (often called Brownian motion) $X = (X_t, t \leq 0)$ for a random variable $X_t$ that depends continuously on $t \in [0, T]$ is a process with the state space $\mathbb{R}$ and the stationary independent increments such that $X_{t+s} - X_t$ has the normal distributions

$$X_{t+s} - X_t \sim \sqrt{t}N(0, 1),$$

where $N(0, 1)$ is the normal distribution with zero mean and unit variance with $X_0 = 0$.

#### 2.1.2 Cauchy process

A Cauchy process $X = (X_t, t \geq 0)$ is a process with the state space $\mathbb{R}$ and the stationary independent increments such that $X_{t+s} - X_t$ has the Cauchy probability density function

$$\rho_t(x) = \frac{t f(x)}{t^2 + x^2}.$$

In fact, Wiener processes are a special case of the Levy process family where the random variable has independent and identically distributed Gaussian increments with variance equal to increment length. Cauchy processes, on the other hand, are Brownian motions with a Levy subordinator.
FIGURE 1 The delay embedding of time series as $x$ variable of Rössler system. The delay parameter $\tau = 25$ is chosen by utilizing the mutual information while the embedding dimension $d$ is selected 2 because of visualization.

using the location parameter 0 and the scale parameter $t^2$ over the maximum time interval $t$. In other words, the difference between Wiener and Cauch processes comes from their Levy subordinators. We refer readers to Reference 26 (Sec. 1.3) for details about the Levy processes and their subordinators. In the sequel, we will examine if this difference can be better explained statistically or topologically.

2.2 | Takens’ delay embedding for time series

Time series do not naturally have point cloud representations. We are going to use the method of delay embeddings to convert a time series to a point cloud before we apply TDA techniques to capture the topological features of the underlying time series. We know that the delay embedding preserves topological features of a time series but not necessarily its geometrical properties due to Takens’ embedding theorem.27 See Figure 1 for such an example.

Given a time series $x_t$ for $t = 1, 2, \ldots, T$, we obtain a point cloud with points $v_i = (x_{t_i}, x_{t_i+\tau}, \ldots, x_{t_i+(d-1)\tau})^T$, where $\tau$ is the delay length, and $d$ is the dimension of the ambient space of the point cloud where the two arbitrary parameters $\tau$ and $d$ must be determined heuristically. The false nearest neighbor method28 and the first minimum of the mutual information of a time series and its time delay are commonly used methods in the literature to determine the embedding dimension $d$ and the delay parameter $\tau$, respectively.29-31 In the sequel, we will use the same methods to determine these parameters for our experiments.

2.3 | Topological data analysis

One of the main goals of algebraic topology is to classify topological spaces based on their features. In data science, on the other hand, extracting important features from large datasets to classify or cluster these extracted features appears as a recurrent problem. TDA aims to bridge topology and data science from this perspective.

2.3.1 | Persistent homology

One important tool that TDA employs in the process is persistent homology. Persistent homology offers an effective method for discovering evolutionary links within topological structures by investigating certain topological invariants of the data depending on a fixed natural number $n$. For instance, these invariants for $n = 0, 1, 2$ indicate the number of connected components, loops, and 2-dimensional voids in a given data set. Persistent homology relies on tracking such topological features through a filtration where we first construct a filtered simplicial complex from a given data, and then we record changes in the homology of the filtered complex. The main types of simplicial complexes used in typical computations are Alpha complexes, Čech complexes, or Vietoris-Rips complexes. However, in the sequel, we only pursue the use of Vietoris-Rips complexes. We refer interested readers to References 32 and 33 for an introduction to persistent homology and mathematical background on building topological invariants from point clouds.

Persistent homology yields promising results when applied to various machine learning and data analysis tasks. However, the fact that computations have exponential complexity in both space and time restricts their potential uses.34,35 Even after the recent computational improvements in various stages in calculating persistent homology of point clouds,36-38 there is still an urgent need for developing methods to reduce the memory
The persistence barcodes (left) and the corresponding persistence diagram (right). For example, the feature labeled as e is the interval (2, 3) on the barcodes and it becomes the point (2, 3) in the persistence diagram.

footprint and run-time complexity. One such avenue is parallelization where an effective use of parallel HPC may result in substantial reductions in space and time complexity per computation core. 16,35,39

2.3.2 Barcodes

Persistent homology of a point cloud is typically represented by a barcodes or a persistence diagram. (See Figure 2.) Each bar in the barcode corresponds to a homology class of the parameterized family of topological spaces obtained from the point cloud. The left endpoint of each bar corresponds to the parameter value at which the topological feature first appears, also referred to as the birth time $b_i$, and the right endpoint corresponds to the parameter value at which the topological feature disappears, referred to as the death time $d_i$. Thus, the bars in a barcodes can be represented as a collection of pairs $(b_i, d_i)$.

2.3.3 Persistence diagrams

For a given barcode as a pair of birth and death times, one can represent the pair as a point in $\mathbb{R}^2$. Thus, a persistence diagram $D$ becomes a multiset of points $D = \{(b_i, d_i)|i \in I\}$. Note that since $b_i \leq d_i$, for all $i$, all points in a persistence diagram lie on or above the line $y = x$.

2.3.4 Persistence landscapes

Given a persistence diagram $D = \{(b_i, d_i)|i \in I\}$, one can construct the corresponding persistence landscape as a sequence of piece-wise linear functions, $\lambda_1, \lambda_2, \ldots : \mathbb{R} \rightarrow \mathbb{R}$ with slopes 0, 1, or −1 where we let

$$\lambda_k(t) = k\max \left\{ f_{(b_i, d_i)}(t) \right\}_{i \in I},$$

where $k\max$ is the $k$th largest element and

$$f_{(a, b)}(t) = \max(0, \min(a + t, b - t)).$$

For example, let us consider the point cloud sampled from the two intertwined circles as in Figure 3. To investigate the topological features of that point cloud, one can consider the number of local maxima of the persistence landscapes or the area under the curve. As seen in Figure 3, there are two local maxima of the first persistence landscapes of a given point cloud.

2.3.5 Betti curves

Let $D = \{(b_i, d_i)|i \in I\}$ be a persistence diagram. The Betti curve of the persistence diagram $D$ is the function $\beta_D : \mathbb{R} \rightarrow \mathbb{N}$ whose value on $s \in \mathbb{R}$ is the number of points $(b_i, d_i)$ in $D$ such that $b_i \leq s < d_i$. More formally,

$$\beta_D(s) : \#\{(b_i, d_i) \in D|b_i \leq s < d_i\}.$$
FIGURE 3  The persistence diagram and corresponding first two persistence landscapes for 1-dimensional homology classes for the intertwined two circles.

FIGURE 4  From the persistence diagram to the corresponding Betti curve. For example, there are three orange pairs in the shaded region on the persistent diagram at $s_3$ while two orange pairs are at $s_4$.

FIGURE 5  The best matching on given two persistent diagrams $D_1$ and $D_2$, and their bottleneck distance. From left to right, the cost of matching is decreasing. Hence, the right figure has the minimum matching cost.

An example of the Betti curve of a persistence diagram is shown in Figure 4. The shaded gray region is the persistence diagram region containing pairs contributing $\beta_D(s)$.

### 2.3.6 The Wasserstein and the Bottleneck distances

Given two persistence diagrams $D_1$ and $D_2$, we have a bijection (a perfect matching) of the form $\varphi : D_1 \to D_2$ as seen in Figure 5. We include the points on the diagonals $\Delta = \{(s, s)|s \in \mathbb{R}\}$ to ensure such a perfect matching always exists. Then we define the Wasserstein distance\(^{11}\) of $D_1$ and $D_2$ to be

$$W_p(D_1, D_2) = \inf_{\varphi} \left( \sum_{x \in D_1} ||x - \varphi(x)||_p \right)^{1/p}.$$
where the infimum is taken over all perfect matchings. The Wasserstein distance is called the bottleneck distance if we let $p \to \infty$.

$$d_W(D_1, D_2) = \inf_{\phi} \sup_{x \in D_1} ||x - \phi(x)||_\infty.$$ 

### 2.4 Wavelet transform

The wavelet transform examines a timeseries at various scales to uncover its structure by using both time and frequency components. Given a timeseries $y(t)$, its wavelet transform defined as

$$WT(y, a, b) := \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} y(t) \cdot \psi \left( \frac{t - b}{a} \right) dt. \quad (1)$$

where $a$ is a scale parameter called dilation, $b$ is a translation parameter called the time shift, and $\psi(t)$ is called the mother wavelet function.

The integral transform given in Equation (1) analyzes the given time series through a wavelet function that is a confined short-time oscillation that resembles a wave. There is a whole collection of wavelets that are tailored for particular applications. The Fourier transform is an example of the Wavelet transform, but they differ significantly in a key way: while the Fourier representation of the signal only has a frequency component, the wavelet representations of the signal have both time and frequency components. As a result, it makes localized signal information easily accessible.

Continuous and discrete wavelet transforms (abbreviated CWT and DWT, respectively) are the two primary types of wavelet transformation. DWT uses a finite number of wavelets at a specific set of scales and locations, whereas CWT uses every wavelet over a range of scales and locations. As a result, DWT is simple and quick to employ. On the other hand, CWT can support high resolutions in the time-frequency domain but has higher time and space complexity. Since adopting CWT leads to more precise component identifications, in our analyses we are going to use CWT with the Morlet wavelet that is defined as

$$\psi(t) = \frac{1}{\sqrt{f_b}} \cos(2\pi f_c t) \exp(-t^2/f_b^2). \quad (2)$$

where $f_b$ is the bandwidth parameter, $f_c$ is the central wavelet frequency.

### 3 FEATURE ENGINEERING

Feature engineering plays an important role on classification and clustering tasks in many machine learning models. In this section, we outline the details of the engineered features our analyses are based on.

#### 3.1 Statistical features

Most common techniques of engineering features on time series use descriptive statistical features such as mean, variance, and entropy. For this study, we chose the following list of the statistical features:

1. Mean
2. Variance
3. Entropy
4. Lumpiness
5. Stability
6. Hurst
7. Std of 1st derivative
8. Linearity
9. Binarize mean
10. Unitroot KPSS
11. Histogram mode
12. Heterogeneity
13. Trend strength
3.2 Wavelet features

A univariate time series has a 2-dimensional wavelet representation called a scaleogram. This representation is obtained by applying a fixed wavelet function with varying dilation and time-shift parameters allowing for a multi-resolution analysis. By scaling the wavelet over a fixed time interval, we get information about the frequency domain. For instance, on a large scale (which corresponds to having a longer wavelet), we obtain information about slow-changing features visible in the low frequencies. Conversely, by having a smaller scale, we observe fast-changing features visible in the high frequencies. In other words, scales essentially detect features inversely correlated with the frequency. This frequency-time analysis enables us to understand how the transform varies with respect to frequency and phase, thus allowing for a concise expression and a simple analysis of the underlying time series. See Figure 6 for an example of a scaleogram that detects shifts in frequencies.

Obtaining a suitable scaleogram of a time series requires determining a suitable range of the scale parameter heuristically. For this purpose, we use the scale parameters changes exponentially as a power of 2 as described in Reference 53. Since the output of the CWT is a matrix, for the engineered wavelet features we record the column-wise and row-wise means and deviations. Hence, we obtain $4 \times M \times N$ wavelet features where $M$ is the number of scales parameter we sampled and $N$ is the number of time observations (the length of the signal).

3.3 Topological features

There are three popular indirect methods that use persistence diagrams along with machine learning algorithms.

(i) Kernel methods in conjunction with the distance metrics on persistence diagrams.

(ii) Extracting descriptive statistical features from the persistence diagram such as Adcock-Carlsson coordinates, the lifetime, the persistence entropy and so forth.

(iii) Embedding persistence diagrams into a Hilbert space using persistence landscapes, or Betti curves.

Taking the methods we enumerated above as our base, we engineered a total of 18 new topological features in homology dimensions 0 and 1. In this subsection, we present the extraction features from starting the persistence diagram. We refer the reader to References 34 and 54 for more details about the use of topological tools in machine learning tasks.
For this subsection, we fix a persistence diagram \( D = \{(b_i, d_i) | i \in I\} \) of a point cloud obtained from delay embedding of a time series with optimal parameters time delay \( \tau \) and dimension \( d \) as in described in Section 2.2.

### 3.3.1 Wasserstein and bottleneck distances

We can obtain a total of four new topological features by using Wasserstein and bottleneck distances between the given diagram \( D \) and the diagonal diagram \( \Delta \) for dimensions 0 and 1.

\[
W_1(D, \Delta) = \sum_{i \in I} \frac{d_i - b_i}{2} \quad \text{and} \quad d_B(D, \Delta) = \sup_{i \in I} \left( \frac{d_i - b_i}{2} \right).
\]

### 3.3.2 Adcock-Carlsson coordinates

Let \( d_{\text{max}} \) be the maximum death time over all pairs in the persistence diagram, and let \( \ell_i = d_i - b_i \) be the lifetime of the topological features. In Reference 55 the authors used the following summaries of a given persistence diagrams.

1. \( f_1(D) = \sum_{i \in I} b_i \ell_i \).
2. \( f_2(D) = \sum_{i \in I} (d_{\text{max}} - d_i) \ell_i \).
3. \( f_3(D) = \sum_{i \in I} b_i^2 \ell_i^2 \).
4. \( f_4(D) = \sum_{i \in I} (d_{\text{max}} - d_i)^2 \ell_i^2 \).

Using these features we obtain a total of 8 new features from persistence diagrams in dimensions 0 and 1.

### 3.3.3 Persistence entropy

The persistence entropy of the persistence diagram \( D \) is defined by

\[
E(D) = -\sum \ell_i \log \left( \frac{\ell_i}{L_D} \right),
\]

where \( L_D = \sum_{i \in I} \ell_i \). This adds two more topological features for our analyses for dimensions 0 and 1.

### 3.3.4 L1 norms

Let \( \beta_0 \) be the corresponding Betti curve, and let \( \lambda_1 \) be the corresponding first persistence landscapes. Since the Betti curve and the persistence landscapes are functions, we can calculate their \( L_p \) norms. See Figure 7. In practice, we simply use \( p = 1 \) for the features of a given persistence diagram and we obtain two new features using the norms \( \|\beta_0\|_1 \) and \( \|\lambda_1\|_1 \) for each dimension 0 and 1.

### 3.4 Dimensionality reduction

As we described above, we engineer a large number of statistical, wavelet, and topological features. To resolve potential time and space complexity issues, it is crucial to reduce the dimensionality of the engineered features, and more importantly, measure the effect of this reduction in the performance metrics of the machine learning algorithms we employ. For this purpose, we use principal component analysis on each class of engineered features: statistical, wavelet, and topological. We chose the reduction with the explained variance ratio at 95%. In this way, we take advantage of removing correlated features if we do not have any prior information about features that should be chosen.

### 4 EXPERIMENTAL CONTRIBUTIONS

All implementations are done using the python programming language and its library ecosystem. For sampling the stochastic processes, we used the \texttt{stochastic} package. We obtained the topological features and persistence diagrams using the \texttt{giotto} and the \texttt{giotto-ph} libraries.
We extracted the statistical features from time series using the Kats library. To engineer the wavelet features, we used the packages PyWavelets and scaleogram.

4.1 Results with balanced sampling

4.1.1 Simulations

We generated 1000 time series with the same length of 500-time steps for both Cauchy and Wiener processes on the time interval \([0, 2]\). So, in total, we have 2000 time series and their corresponding labels as “Cauchy” and “Wiener.” We then generated statistical features for each time series as described in Section 3.1. Next, we get the wavelet features by using the Morlet wavelet as described in Section 3.2, and the topological features as described in Section 3.3. For the topological features in this study, we use homology degrees 0 and 1 as opposed to using only degree 1 as we did in Reference.

4.1.2 Classification

After simulation and featurization, we can now apply machine learning models to our datasets that consist of statistical, wavelet, and topological features with labels. We used logistic regression (LGR), decision tree (DCT), k-nearest neighbor (KNN), random forest (RFT), support vector classifier (SVC), multi-layer perceptron (MLP), linear discriminant analysis (LDA) and XGBoost (XGB). We used python library sklearn and xgboost with default parameters. Before we start building models, we split our synthetic dataset into the train and the test datasets with sizes 80% and 20%, respectively. We also did 5-fold cross-validations for each model over the whole dataset. We display below the results for the consistently worst-performing model in our experiments which is KNN.

As one can see in Figure 8, the result shows that models built on topological features consistently perform better than the models built on statistical and wavelet features. The results of 5-fold cross-validation indicate that the most performant representative features, in order, are topological, statistical, and wavelet features, respectively.

When we restrict to statistical and wavelet features the SVC, LDA, and LGR models are relatively less performant compared to other models while the XGB model is the most performant on all features. On the other hand, it appears that the DCT model over-fit on the wavelet and statistical features for the train set. The confusion matrix for the KNN model for the balanced dataset, which is the worst-performing model for all features, is shown in Figures 9 and 10.

We use the receiver operating characteristic (ROC) curve to analyze classifier performances. The ROC curve depicts the trade-off between the true positive rate and the false positive rate, or sensitivity versus specificity, for different thresholds of the classifier output. Figures 11 shows the ROC curve for different features with the KNN algorithm. The area under the ROC curve (AUC) indicates the models based on topological features alone show better performance that the models based on the statistical and wavelet features alone.
The results for the machine learning classification models are based on the topological, statistical, and wavelet features, as well as results for each feature class obtained after applying the dimension reduction for the balanced dataset.

The confusion matrices from the wavelet, statistical features, and results after dimension reduction for the balanced dataset from the KNN algorithm.

The confusion matrices for the selected and for all topological features for the balanced dataset for the KNN algorithm.
4.2 Results with unbalanced sampling

Most supervised machine learning models require a balanced dataset for the training phase of model building and perform rather poorly if the dataset is unbalanced in favor of one class. In order to test the performance of our topologically engineered features, we repeated the same processes with an unbalanced sampling of the stochastic processes we are interested in. To show that our proposed approach performs well with unbalanced datasets, we generated 50 samples from a Cauchy process and 1000 observations from a Wiener process. After applying the same validation steps (single train/test and 5-fold cross-validation schemes), we still observe that the topological features consistently perform better even on unbalanced datasets. The results are shown in Figure 12. For the unbalanced dataset, the confusion matrix of the KNN algorithm on both features is shown in Figures 13 and 14. We chose the KNN algorithm because for balanced and unbalanced sampling experiments it gave us the worst accuracy results.

To check if the degree of unbalance has an effect, we sampled the stochastic processes with varying distributions of classes where the minority class varied between 1% and 20% of the majority class. In all experiments, the majority class has a sample size of 1000 observations. The resulting ROC curves are displayed in Figure 15.

Before we present our analyses, we must note that even though the confusion matrices we present in Figures 13 and 14 may be as helpful in assessing which models and which engineered features are preferment in the unbalanced sampling scheme as in the balanced scheme, the areas under the ROC curves we present in Figure 15 are better metrics than the accuracy scores we present in Figure 12 for the sake of completeness. Both the confusion matrices and the area under the ROC curves for the worst-performing KNN model in the unbalanced scheme collectively indicate that the models based on the proposed topological features still perform better than the models based on the statistical and wavelet features.
4.3 Computation details

Engineering topological features require working with persistence diagrams, and constructing a persistence diagram from a point cloud is computationally expensive due to the high computational cost of persistent homology. To make the calculations, we used the Turkish National Center for High-Performance Computing (UHeM) at Istanbul Technical University. We used the *giotto-ph* library to compute the topological features in parallel. All the computations are performed on a Centos 7 Linux UHeM cluster with 128 GB RAM, Intel(R) Xeon(R) E5-2680 CPU 2.40GHz with 28 and 128 cores in a node, respectively.

To compute the computational cost of our approaches, we sampled 50-time series from a Cauchy process with randomly varying lengths between 500 and 1500. For each time series, we individually calculated the topological features using both serial and parallel computation because of their high complexity, while the statistical and wavelet features are computed in the serial case because of low complexity. We ran 7 experiments and recorded the time required to compute topological, wavelet, and statistical features for all of the 50-time series. The results are presented in Table 1.
TABLE 1  Comparison of computation time.

| Features  | Mean  | Std  |
|-----------|-------|------|
| Wavelet   | 6.62 s | 35 ms|
| Statistics| 10.2 s | 28.6 ms|
| TDA extended | 112 s | 1.93 s|
|           | 28 cores | 43.8 s | 138 ms|
|           | 128 cores | 36.4 s | 156 ms|

The results indicate that parallelization dramatically reduces computation time, but the topological features are computationally more expensive than the statistical and wavelet features even after parallelization. Despite their time complexity issues, one must emphasize that the topological features consistently yield much better performance in classification tasks even on unbalanced data sets. The computational bottleneck in calculating the topological features is calculating persistence diagrams from a point cloud. Fortunately, the Python library giotto-ph automatically parallelizes the calculations.

5  CONCLUSION

We used three different classes of engineered features (statistical, wavelet, and topological) to classify time series sampled from different stochastic processes. In our simulations, we sampled times series from Wiener and Cauchy processes in both balanced and unbalanced sampling schemes. We then compared machine learning classification models built on different classes of features we engineered on the sampled time series. The results show that the engineered topological features perform consistently better than statistical or wavelet features in building machine learning classification models even when a given data set are unbalanced. Our experimental results show that the topologically engineered features alone can distinguish between different stochastic processes, even when statistical or wavelet features do not. This means that topological feature engineering can play a critical role in time series classification tasks.

Even though the result indicates that the topological features show the best results, the fact that the theoretical computational complexity is exponential requires that one must employ state-of-the-art HPC tools in their calculations in applications. We also showed that parallelization significantly speeds up computations.

5.1  Future work

In the classification of time series obtained from Wiener and Cauchy processes, our experiments indicate that topological features perform consistently better than statistical and wavelet features for building machine learning models even when classes are not balanced. The main difference between the stochastic processes we used in this study is their Levy subordinators. We showed that the differences between time series samples from different stochastic processes can be explained by topological features. Whether topological features can distinguish different Levy subordinators is an intriguing research question one might pursue, but unfortunately, is beyond the scope of this article. Other possibilities are repeating our experiments on real-time series datasets with different noise characteristics, and comparing our methods with methods such as the DWT, the discrete Fourier transforms, and the power spectral densities. One may also focus on distances between topological features to apply clustering algorithms such as hierarchical clustering, and density-based clustering methods.
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