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Abstract—Current deep learning architectures show remarkable performance when trained in large-scale, controlled datasets. However, the predictive ability of these architectures significantly decreases when learning new classes incrementally. This is due to their inclination to forget the knowledge acquired from previously seen data, a phenomenon termed catastrophic-forgetting. On the other hand, Self-Organizing Maps (SOMs) can model the input space utilizing constrained k-means and thus maintain past knowledge. Here, we propose a novel algorithm inspired by biological neurons, termed Dendritic-Self-Organizing Map (DendSOM). DendSOM consists of a single layer of SOMs, which extract patterns from specific regions of the input space accompanied by a set of hit matrices, one per SOM, which estimate the association between units and labels. The best-matching unit of an input pattern is selected using the maximum cosine similarity rule, while the point-wise mutual information is employed for class inference. DendSOM performs unsupervised feature extraction as it does not use labels for targeted updating of the weights. It outperforms classical SOMs and several state-of-the-art continual learning algorithms on benchmark datasets, such as the Split-MNIST and Split-CIFAR-10. We propose that the incorporation of neuronal properties in SOMs may help remedy catastrophic forgetting.
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1 INTRODUCTION

Deep Learning (DL) architectures have achieved state-of-the-art performance in several fields such as speech recognition [1], computer vision [2], and disease diagnosis [3]. However, they are not as successful for learning multiple tasks sequentially [4]. Most deep neural networks (DNNs) can only be trained when the entire labeled dataset is at one’s disposal. Re-training is often required when new data becomes available, due to catastrophic-forgetting. On the other hand, by leveraging their past experiences, humans can adapt to environments where new tasks emerge continuously and achieve impressive performance on real-world problems. Consequently, humans can continuously acquire new knowledge without forgetting previously learned information, which is not the case for DNNs.

While extensively applied to numerous fields, DNNs remain vaguely inspired by biological neural networks since the computational unit (node) of a DNN is a simplistic model of a biological neuron. However, unlike typical nodes used in DNNs, biological neurons have dendrites: thin processes that are specialized for receiving and locally transforming information from other neurons [5]. Incoming signals arrive in the form of synaptic activity, the effect of which is determined by the weight of the activated inputs and their ability to open voltage-gated ionic mechanisms that lie across the neuronal membrane. The opening of such mechanisms results in the nonlinear transformation of the original signal. As a consequence, input at a given synapse can affect its neighboring synapses in nonlinear ways. Moreover, unlike typical DNNs, biological networks are not fully connected. Each neuron receives synaptic input that projects on its dendrites solely and not from the dendrites of other neurons, thus creating a sparsely connected, tree-like network structure. In such biological networks, each neuron samples the environment in a restricted manner—through its dendrites.

Notably, biological neural networks can change throughout life, a process known as plasticity. This plasticity is not limited to weight updates, as in most DNNs. It can also include changes in the spatial organization of synapses, the coupling strength between dendrites and their somata, as well as changes in the nonlinear mechanisms within dendrites [6], [7], [8], [9]. Because of these properties, dendrites are considered the basic computational unit for integrating synaptic input, undergoing synaptic plasticity, and storing multiple complex features of the synaptic input. Thus, the incorporation of dendrites is likely to assist current DL models in obtaining greater information processing power [10], and recent findings (see Section 2) support this notion.

Drawing inspiration from the structure and properties of dendrites, we introduce a SOM-based architecture that models the dendritic nonlinearities and permits local, parallel computations. The DendSOM model consists of a single layer of SOMs. Each SOM is treated as a set of dendrites, and its units are connected to a single soma. In particular, SOMs receive and model different subregions of the input space, and the somata estimate the association between the best-matching units and class labels. We test our model on classification and continual learning (CL) scenarios and show that DendSOM can alleviate the effects of catastrophic forgetting. The rest of this paper is organized as follows. In the next section, we provide the essential literature review,
and in section 3, we revisit the SOM algorithm. Sections 4 and 5 describe the proposed architecture in detail and present the experimental setup and results.

2 RELATED WORK

In CL, the term "catastrophic forgetting" refers to the propensity of a model to forget the previously learned tasks when re-trained on a new, unseen task [11]. Over the last years, several models have managed to deal with this problem to some extent. Context-dependent Gating (XdG) [12] does so by deactivating a random subset of units on each layer for each task. Therefore, XdG forces other network parts to learn the subsequent tasks, partially avoiding overwriting. However, this method can only be utilized for learning problems in which the task is known since it requires a unique signal for each given task.

The Learning without Forgetting (LwF) algorithm [13] tries to address catastrophic forgetting by forcing predictive stability. It contains shared and task-specific parameters. The goal is to add task-specific parameters for any new task while learning the shared parameters that work well on all tasks, using only data and labels from the new task. The Deep Generative Replay (DGR) model [14], on the other hand, consists of a classifier and a generator network. The goal of the classifier is to learn a mapping from the input to the output space, while the generator aims to learn the distribution of the data in order to sample data based on previous experience. Both algorithms are trained on the first batch of input data, but when the next batch arrives, the generator produces the replay data mixed with the training data of the current batch, and both models are trained in the new, up-sampled dataset.

Elastic Weight Consolidation (EWC) [15] is a priori-focused regularization-based algorithm which penalizes updates on important weights by adding a regularization term to the loss function. In this method, the critical parameters must remain stable since a slight change can cause a dramatic increase in the loss, due to the high curvature of the loss surface towards their direction. A neuro-inspired algorithm called Synaptic Intelligence (SI) [16], allows weights (synapses) to estimate their importance on previous tasks and penalizes changes to the most vital weights. SI differs from EWC because it computes the weight importance during stochastic gradient descent (SGD), unlike EWC, which computes the Fisher Information Matrix at the end of the training on the batch.

Copy Weight with Reinit+ (CWR+) [17] is a modified version of CWR. The modifications include the global mean-shift of \( tw \) and the zero-initialization of the output layer. Additionally, the Architectural and Regularization approach (ARI) [17] is a hybrid algorithm that utilizes both parameter isolation and regularization. In particular, ARI is similar to the CWR+ algorithm since it follows an almost identical training process. However, this algorithm employs SI to introduce the concept of parameter importance and thus tune the shared weights \( \Theta \) across the entire dataset. Finally, in generative classification [18], a separate variational autoencoder (VAE) is trained in order to learn the data distribution for each class. Next, importance sampling is employed to estimate the likelihood of a test sample \( x \) under the VAE model of class \( y \) denoted as \( p(x|y) \), while \( p(y) \) can either be assumed to follow a normal distribution or is calculated by counting sample observations, where the Bayesian rule is used for inference. Last but not least, a method closer to ours, the Self-Organized Multi-Layer Perceptron (SOMLP) [19] utilizes a SOM to control the activation of the units on the hidden layer of a Multilayer Perceptron to avoid overwriting of the previously learned information, which leads to catastrophic forgetting.

The main challenge of the algorithms that have alleviated the effects of catastrophic forgetting is that they can only be trained when all classes are known before training. This prerequisite is not realistic in real-world scenarios, where new classes emerge continuously. We propose a novel, semi-unsupervised learning algorithm based on the SOM architecture, which incorporates features discovered in biological dendrites to address this challenge. Specifically, the DendSOM is a shallow network that performs classification and incorporates the following biological properties: i) sparse/restricted sampling of the input space via the use of receptive fields, ii) restricted connectivity through the implementation of soma-specific SOMs (akin to dendrites), iii) local, nonlinear computations mimicking the signal integration properties of biological dendrites and iv) the use of spatially organized memory images (prototypes) to learn information about the input space. We evaluate this architecture on three incremental learning scenarios [20] using the split protocol on the MNIST and CIFAR-10 benchmark datasets. We show that our model performs favorably compared to other state-of-the-art architectures, suggesting that incorporating properties found in real neurons can be beneficial for complex machine learning problems.

3 SELF-ORGANIZING MAP

The SOM is an unsupervised learning algorithm that non-linearly projects high-dimensional input data to a space of lower dimensions (typically two-dimensional). The SOM applies competitive learning to construct the map’s topology such that the more similar the input data, the shorter their distance on the map [21].

3.1 Learning Algorithm

The SOM consists of a grid of units. Each unit \( i \) has a predetermined position \( p_i \) on the grid, where \( p_i \in \mathbb{N}^{+} \).
and \( m \) is the grid’s dimensions. Furthermore, the \( i \)-th unit maintains a weight vector \( w_i \in \mathbb{R}^k \) where \( k \) is the number of dimensions of the input vector \( x_n \) with \( n = 1, 2, \ldots, N \), where \( N \) denotes the number of samples. The weight vectors are initialized to small random values.

The SOM is trained iteratively, and at each iteration \( t \), the learning process performs the following steps:

1. Select a sample vector \( x \) randomly from the input dataset \( X \).
2. Identify the Best-Matching Unit (BMU) that satisfies:
   \[
   BMU = \arg \min_i ||x - w_i||^2_2
   \]  
   where \(|-|_2\) denotes the 2-norm (so-called Euclidean norm).
3. Update each weight vector \( i \) using the following equation:
   \[
   w_i(t + 1) = w_i(t) + a(t)h_i^{BMU}(t)(x - w_i(t))
   \]  
   The learning rate \( a(t) \) at training step \( t \) is calculated by:
   \[
   a(t) = a_0 \exp\left(-\frac{t}{\lambda}\right)
   \]  
   Moreover, the neighborhood function \( h_i^{BMU}(t) \) at iteration \( t \) is calculated as follows:
   \[
   h_i^{BMU}(t) = \exp\left(-\frac{||p_i - p_{BMU}||^2_2}{2\sigma(t)}\right)
   \]  
   where \( p_{BMU} \) denote the position of the BMU on the grid, and \( \sigma(t) \) corresponds to the neighborhood radius at step \( t \) and it can be calculated by:
   \[
   \sigma(t) = \sigma_0 \exp\left(-\frac{t}{\lambda}\right)
   \]

During the update step, the BMU and its topological neighbors move closer to the input vector while \( a(t) \), \( \sigma(t) \) and \( h_i^{BMU}(t) \) decrease exponentially over time (a schematic representation is depicted in Figure 1). Moreover, \( a_0 \) and \( \sigma_0 \) are the initial values of the learning rate and neighborhood radius, respectively, while \( \lambda \) is a hyperparameter that controls the decrease rate for both \( \sigma(t) \) and \( a(t) \).

4 **Dendritic Self-Organizing Map**

Unlike other SOM-based deep learning architectures such as Deep SOM, Deep Convolutional SOM, and Layered-SOM [22], [23], [24], the DendSOM proposed here is a shallow neural network that can be trained using unsupervised competitive learning algorithms. Hence, it can be applied to classification and CL tasks. DendSOM employs multiple SOMs to model different subregions of the input space (receptive fields). Like dendrites in biological neurons, each SOM receives spatially-restricted input information and estimates the positional vector of the BMU, which it subsequently propagates to its respective soma, where the association between labels and BMUs is calculated. The incorporation of receptive fields allows for more accurate modeling of the input space since it considers the temporal evolution of the images. However, introducing the notion of receptive fields without restricted connectivity (i.e., computing the BMU solely for the receptive field of each SOM) can significantly increase the training time due to the lack of computational parallelism.

4.1 **Architecture**

As mentioned above, the DendSOM uses multiple SOMs to model the input pattern from different subregions of the input space. Consequently, for an input \( x \) of size \( N_1 \times N_2 \) and SOMs that extract patterns of size \( P_1 \times P_2 \) we need \( S_1 \times S_2 \) SOMs in order to properly model the input space. Assuming the stride \( s_1, s_2 \) respectively, then \( S_1 \) and \( S_2 \) can be calculated by:

\[
S_i = \left\lceil \frac{N_i - P_i}{s_i} \right\rceil + 1, \quad i \in \{1, 2\}
\]

where \( \lceil \cdot \rceil \) denotes the floor operation.

In our implementation \( s_1 = s_2, N_1 = N_2, P_1 = P_2 \) and thus \( S_1 = S_2 \).

4.2 **Best Matching Unit**

In the original SOM algorithm, the BMU is defined as the unit whose weight vector has the minimum Euclidean distance from the input vector, as shown in equation (1). The Euclidean distance corresponds to the L2 norm of a difference between vectors. Thus, the Euclidean distance estimates the similarity between patterns by measuring how close the images are with respect to their pixel intensity. The cosine similarity is a different metric, which is proportional to the dot product of two vectors and inversely proportional to the product of their magnitudes. Patterns with high cosine similarity are located in the same general direction from the origin (Figure 2). In this work, we used the cosine similarity to express the BMU selection objective:

\[
BMU = \arg \max_i \cos(\theta_{x,w_i})
\]

where \( \theta_{x,w_i} \) is the angle between the input vector \( x \) and the weight vector of the \( i \)-th unit \( w_i \). The cosine similarity between two vectors \( v, u \) can be calculated by:
\[ \cos(\theta_{v,u}) = \frac{v^\top u}{||v||_2 \ ||u||_2} \]  

Figure 2: This diagram shows the 2D vectors \( x \) (input vector) \( w_1 \) and \( w_2 \) (weight vectors). According to the minimum euclidean distance rule, the unit that contains \( w_1 \) is the best matching unit since \( \text{euc}(x, w_1) < \text{euc}(x, w_2) \). However, the angle between \( x \) and \( w_2 \) is smaller than the angle between \( x \) and \( w_1 \) and consequently \( \cos(x, w_2) > \cos(x, w_1) \). Hence the maximum cosine rule indicates that the best matching unit is the unit with weight vector \( w_2 \). The cosine similarity rule is a scale invariant and \( x \) from the entire dataset.

4.4 Decision Rule

Point-wise mutual information (PMI) is a measure of the association between a pattern and an action. The PMI of two outcomes \( x_o, y_o \) can take positive values when \( x_o, y_o \) co-occur more frequently than expected under an independence assumption, negative values when the outcomes co-occur less frequently than expected, and it can be equal to 0 when the outcomes are statistically independent. Given a hit matrix, we can calculate the PMI between a label \( l \) and a BMU as follows:

\[ PMI(l; BMU) = \log \frac{P(l|BMU)}{P(l)} \]  

where \( P(l|BMU) \) corresponds to the conditional probability of a class label given a BMU and it can be calculated using the hit matrix, i.e., \( H \):

\[ P(l|BMU) = \frac{H[l, BMU]}{\sum_{i \in \text{Labels}} H[i, BMU]} \]

Moreover, the prior probability \( P(l) \) can be calculated by:

\[ P(l) = \frac{\sum_{u \in \text{Units}} H[l, u]}{\sum_{u \in \text{Units}} \sum_{i \in \text{Labels}} H[i, u]} \]

According to Section 3.1, in the case of DendSOM, we have more than one BMU. In fact, we have a BMU for each dendritic SOM, hence the problem of class prediction can be formulated in the following way. Let \( I \) be an input image of unknown label and \( BMU = \{bmus_1, bmus_2, \ldots, bmus_n\} \) a set that contains the BMUs of \( I \). Thus, we can express the objective of the label prediction problem as:

\[ \text{prediction} = \arg \max_{l \in \text{Labels}} \sum_{i=1}^{n} PMI(l; bmus_i) \]

4.5 Addressing the challenges of CL

The challenges that can arise during a CL task and how DendSOM addresses these challenges are described below:
4.5.1 Catastrophic Forgetting

As previously mentioned, catastrophic forgetting refers to a model’s inability to retain the knowledge acquired from previous concepts when trained incrementally on learning new ones. Given that DendSOM performs constrained k-means (it preserves the topological structure [25]), similar samples are matched to the same or neighboring units, while dissimilar samples are matched to different units. This strategy inherently minimizes the interference between samples and consequently reduces catastrophic forgetting.

4.5.2 Memory Management

Retaining knowledge is crucial for avoiding catastrophic forgetting during training in CL settings. Hence, many algorithms utilize memory mechanisms to store and replay information about past tasks [26], [27]. An efficient memory management system should only save valuable information that can be transferred to future tasks. The trade-off problem, also known as the plasticity-stability [28] problem, states that an algorithm should balance the information saved and forgotten. The DendSOM is a memoryless architecture with respect to example data, and thus, memory management has no impact on the performance of our algorithm. However, minor memory usage is required for storing the hit matrices and the DendSOM’s units.

4.5.3 Concept Drift

Distribution Shifts are caused by distribution changes that may lead to catastrophic interference and consequently to catastrophic forgetting. Hence, a model has to detect and adapt to these changes to alleviate the effects of distributional shifts. There are two types of concept drifts [29]. Changes in the input distribution cause the virtual concept drift, and the actual concept drift is prompted by novelty in the data. The DendSOM model accounts for both real and virtual concept drifts. It does so by estimating the prior and posterior probabilities and utilizing PMI as a decision rule since it is only affected by the ratio of the posterior and prior probabilities and not by their exact values.

5 Benchmark Datasets & The Split Protocol

We evaluated our network on the MNIST, the MNIST-FASHION, and the CIFAR-10 datasets, all of which are used to benchmark CL problems.

Figure 4: Example images for the different classes of the A. MNIST dataset, B. MNIST-FASHION dataset and C. CIFAR-10 dataset.

5.1 MNIST

The MNIST dataset [30] contains images of handwritten digits and consists of a training set with 60,000 samples and
a test set with 10,000 samples. Each image is centered and size-normalized to \(28 \times 28\) pixels with 256 gray levels and is associated with a label from 10 classes (i.e., 0-9 digits) (Figure 4A).

5.2 MNIST-FASHION
The MNIST-FASHION dataset [31] contains images of clothes and serves as a replacement of the original MNIST dataset. In particular, these datasets share the same image size, labeling, and structure of training and testing splits (Figure 4B).

5.3 CIFAR-10
The CIFAR-10 dataset [32] consists of 60,000 \(32 \times 32\) color images in 10 classes, with 6,000 images per class. The training set consists of 50,000 samples, while there are 10,000 test images. In our implementation, each image is turned into gray-scale since our model can not yet process color images (i.e., three-dimensional images) (Figure 4C).

5.4 The Split protocol
The split protocol operates on the entire dataset by splitting the given dataset into clearly separated tasks (Figure 5). The Split MNIST is a typical dataset that is utilized for benchmarking CL methods. It was introduced in a five-task form where the ten classes are split into five binary classification problems. We also apply the split protocol to the CIFAR-10 dataset, which is significantly more challenging.
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**Figure 5:** Tasks of the Split-MNIST protocol. The digits in parenthesis below each image denote the original label, while the digits not in parenthesis denote the label with respect to a given task, i.e., binary classification.

6 CL SCENARIOS
Although several machine learning scenarios permit models to operate on the entire dataset in CL, data arrive incrementally as subsets of samples. According to [20], CL cases are categorized into three main scenarios. Using the Split-MNIST as an example, we summarize the objective of each scenario in Table 1:

| Scenario  | Objective                              |
|-----------|----------------------------------------|
| Task-IL   | Is it 0 or 1? (Task given)             |
| Domain-IL | Is it 0 or 1? (Task unknown)           |
| Class-IL  | Which digit is it? (0-9)                |

6.1 Task-Incremental Learning
Task-Incremental Learning (Task-IL) is the easiest CL scenario since the model can utilize task-related information. The dataset is permuted into non-overlapping tasks, and during training, only data from the current task is available (Figure 6A).

6.2 Domain-Incremental Learning
Domain-Incremental Learning (Domain-IL) is similar to Task-IL except that the model cannot access information related to the task. Thus, for a given set \(D = \{x_i, y_i\}_{i=1...2}\), the model has to solve the task at hand (Figure 6B).

6.3 Class-Incremental Learning
The goal of Class-Incremental Learning (Class-IL) is to learn, given a dataset \(D = \{x_i, y_i\}_{i=1...n}\), a unified classifier. Similar to Domain-IL, the model can not utilize task information in this scenario (Figure 6C and 7).
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**Figure 6:** Illustration of the different CL scenarios using the split-MNIST dataset. A. Task-IL scenario. B. Domain-IL scenario. C. Class-IL scenario. At bottom of each image the target class is given. Notice that in B and C the task is not given to the model.

![Figure 7](image)

**Figure 7:** Class-IL scenario on the Split-CIFAR-10 dataset. On bottom of each image the target class is given.

7 PARAMETER SETTINGS
To diminish the non-deterministic effect of the initialization phase (random initial weights), we repeated each experiment 10 times (i.e., trials). This number of trials is sufficient to illustrate the behavior of our proposed algorithm. We selected the architecture and training parameters for the network models through a trial-and-error process. It is worth noting that \(U_1\) and \(U_2\) correspond to the number of units in each SOM. For comparison purposes, we report the
performance of DendSOM against the one achieved by a traditional SOM network with a similar number of trainable parameters.

7.1 Training Parameters

The DendSOM training hyperparameters for both SOM vs. DendSOM comparison and incremental-learning experiments are depicted in Table 2. Note that only the hyperparameter $r_{exp}$ changes in the case of incremental learning experiments since it prevents the algorithm from converging before the completion of the training process.

Table 2: Training hyperparameters for the classification task, i.e., SOM vs. DendSOM.

| Dataset     | $\alpha_0$ | $\sigma_0$ | $\lambda$ | $r_{exp}$ |
|-------------|------------|------------|-----------|-----------|
| MNIST       | 0.95       | 4          | 1e3       | 10², 2²   |
| MNIST-FASHION| 0.95       | 5          | 1e3       | 1², 2²    |
| CIFAR-10    | 0.95       | 6          | 1e3       | 1², 2²    |

† classification task. ‡ incremental learning task.

7.2 Architecture Parameters

The architecture parameters used on the MNIST, MNIST-FASHION, and CIFAR-10 datasets are shown in Table 3. We used the same DendSOM architecture in all of the reported experiments.

Table 3: Architecture parameters for each architecture and dataset.

| Dataset     | $S_1$ | $S_2$ | $U_1$ | $U_2$ | $P_1$ | $P_2$ | $s_1$ | $s_2$ |
|-------------|-------|-------|-------|-------|-------|-------|-------|-------|
| MNIST       | 7     | 7     | 8     | 8     | 10    | 10    | 3     | 3     |
| MNIST-FASHION| 1     | 1     | 21    | 21    | 28    | 28    | –     | –     |
| CIFAR-10    | 7     | 6     | 10    | 10    | 8     | 8     | 4     | 4     |
| SOM         | 1     | 1     | 18    | 18    | 28    | 28    | –     | –     |

7.3 Computational resources and Statistical tests

The experiments presented in the following section and the respective analysis are implemented in python (version 3.8.8) programming language using custom-based software. The scripts and derived data supporting the findings of this study are available from the corresponding author [P.P.] on request. All experiments were performed on a desktop equipped with an Intel® Core™ i7-9700 CPU, a GeForce RTX 2080 Ti GPU, 32 GB RAM, and CentOS Linux (version 7.9) operating system. To compare the algorithms, we performed Welch’s ANOVA test. The $\alpha$ was set to 0.05 (95% confidence interval). To account for multiple comparisons, we performed a Dunnett’s T3 test.

8 Experiments

8.1 SOM vs. DendSOM

8.1.1 Experiment Objective

In this experiment, we test the hypothesis that the DendSOM algorithm allows for improved classification performance compared to the original SOM algorithm. To do so, we compare the two algorithms in terms of the accuracy score on three publicly available datasets.

Table 4: Classification accuracy scores obtained by each architecture on three benchmark datasets. Performance accuracy is listed as mean ± standard deviation over $N = 10$ trials. All comparisons amongst all algorithms are statistically significant ($p < 10^{-3}$, Dunnett’s T3 multiple comparisons test) for MNIST, MNIST-FASHION, and CIFAR-10 datasets, respectively.

| Model       | MNIST  | MNIST-FASHION | CIFAR-10 |
|-------------|--------|---------------|----------|
| SOM         | 84.94 ± 0.58 | 73.94 ± 0.34  | 26.45 ± 0.13 |
| SOM        ‡ | 87.26 ± 1.07  | 76.09 ± 0.29  | 27.13 ± 0.15 |
| DendSOM     | 94.93 ± 0.18  | 77.84 ± 0.11  | 37.97 ± 0.11 |
| DendSOM     † | 95.28 ± 0.02  | 80.88 ± 0.26  | 46.79 ± 0.10 |

† Euclidean distance was used for BMU identification. ‡ Cosine similarity was used for BMU identification.

8.1.2 Results

As evident from the results in Table 4, both the architecture and the distance used for BMU identification affect performance. Specifically, utilizing multiple SOMs to map different regions of the image (DendSOM) improves the performance of the original algorithm (SOM) since the final matching pattern is not just a weighted average of similar images but consists of several informative features. Furthermore, using the cosine similarity as opposed to the Euclidean distance for the identification of the BMU allows for improved performance as the former is only influenced by the inter-pixel relation between the weight vector and the corresponding receptive field. In contrast, the Euclidean distance takes into account the average difference between pixel values. Specifically, the DendSOM that employs cosine-similarity for BMU identification achieves the highest accuracy score on all datasets. Finally, all algorithms achieve their highest and lowest scores on the MNIST and CIFAR-10 datasets, respectively, which is expected because the MNIST dataset consists of handwritten digits in a static background (and therefore is the simplest task), while the CIFAR-10 dataset consists of 10 real-world classes in a dynamic background. Due to this complexity, the geometrical properties of the input space cannot be described appropriately neither by the cosine-similarity nor by the Euclidean distance.

8.2 Task-IL scenario

8.2.1 Experiment Objective

The performance of our algorithm is also evaluated and compared to other state-of-the-art architectures [20] on the Split-MNIST protocol under the Task-IL scenario. The results are shown in Table 5, and the comparison of the different models in Figure 8A.
Table 5: Accuracy scores for all compared algorithms on the Split-MNIST protocol under the Task-IL scenario. Performance accuracy is listed as mean ± standard deviation over N = 10 (SOM, DendSOM) and N = 20 (for the other algorithms) trials. All comparisons between DendSOM and the other algorithms are statistically significant (p < 10⁻⁴, Dunnett’s T3 multiple comparisons test).

| Model   | MNIST   |
|---------|---------|
| SOM     | 91.87 ± 0.58 |
| DendSOM| 97.73 ± 0.25 |
| EWC     | 98.64 ± 0.22 |
| SI      | 99.09 ± 0.15 |
| XdG     | 99.10 ± 0.08 |
| Online EWC | 99.12 ± 0.11 |
| DGR     | 99.50 ± 0.03 |
| LwF     | 99.57 ± 0.02 |
| DGR+ distill | 99.61 ± 0.02 |

1 Euclidean distance was used for BMU identification.
2 Cosine similarity was used for BMU identification.

8.2.2 Results
As shown in Table 5, most models perform well in this scenario, except for the SOM algorithm. Notably, the DendSOM algorithm achieves a higher accuracy score than the SOM algorithm because the latter process the whole image at once. Importantly, unlike other methods, neither the SOM nor the DendSOM can use the task information to learn task-specific features by freezing or regularizing their weight vectors. In contrast, they utilize this information only to estimate the appropriate probability distributions. In addition, when the Euclidean distance is used as a BMU selection rule, the algorithm does not consider the temporal evolution of the images.

8.3 Domain-IL scenario
8.3.1 Experiment Objective
This experiment is similar to the one mentioned above except that the models operate under Domain-IL constraints [20].

8.3.2 Results
As shown in Table 6 and in Figure 8B, the DendSOM algorithm achieves an accuracy score of 89.70, ranking among the top 3 models for Domain-IL on the Split-MNIST dataset. However, the other algorithms perform multiple training epochs per task and are trained in batch mode. On the contrary, there is only one stream of samples, and each sample is presented only once in both the SOM and DendSOM algorithms. While the SOM algorithm using the Euclidean distance ranks fifth with respect to performance accuracy, its performance is inferior to the DendSOM algorithm with cosine similarity. The superiority of the DendSOM algorithm can be explained by its architecture and the BMU selection rule, as mentioned in the previous experiments.

Table 6: Accuracy scores for all compared algorithms on the Split-MNIST protocol under the Domain-IL scenario. Performance accuracy is listed as mean ± standard deviation over N = 10 (SOM, DendSOM) and N = 20 (for the other algorithms) repetitions. All comparisons between DendSOM and the other algorithms are statistically significant (p < 10⁻⁴, Dunnett’s T3 multiple comparisons test).

| Model    | MNIST   | CIFAR-10          |
|----------|---------|-------------------|
| SOM      | 97.73 ± 0.25 | 83.69 ± 1.28 |
| DendSOM  | 92.82 ± 0.12 | 45.97 ± 0.07 |
| EWC      | 91.30 ± 0.60 | 17.21 ± 1.88 |
| SI       | 19.95 ± 0.05 | 25.90 ± 1.76 |
| LwF      | 71.50 ± 0.63 | 19.32 ± 1.18 |
| DGR      | 99.57 ± 0.25 | 24.44 ± 2.55 |
| GC       | 93.79 ± 0.08 | 56.03 ± 0.04 |

1 Euclidean distance was used for BMU identification.
2 Cosine similarity was used for BMU identification.

8.4 Class-IL scenario
8.4.1 Experiment Objective
Finally, we compare the performance of our algorithm to the state-of-the-art models [18] in Class-IL scenario, on both Split-MNIST (Figure 8C) and Split-CIFAR-10 (Figure 8D) datasets.
9 Conclusion

In this work, we proposed a new SOM-based architecture (DendSOM) that utilizes neuroscience and information theory concepts to address the long-standing problem of catastrophic-forgetting, which is crucial for avoiding model re-training when new data are presented. We showed that DendSOM consistently outperforms the original SOM algorithm on several benchmark classification tasks. Thus, mimicking the dendritic processing observed in biological neurons (i.e., receptive fields and local computation of BMU) plays a significant role in improving the predictive power of classical SOM architectures. Importantly, DendSOM is a memory-efficient algorithm, trained for just a single epoch, using only one input stream - equivalent to a batch size of one - which further improves implementation efficiency compared to other algorithms. Finally, we showed that DendSOM performs on par with the current state-of-the-art methods on many continual learning tasks while achieving higher performance than most leading-edge architectures on the Domain-IL and Class-IL scenarios. Overall, DendSOM has several advantages in its architecture and performance accuracy, which can help address the problem of catastrophic forgetting for real-world applications.
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Figure 10: The behavior of $h$ functions for $r_{\text{exp}} = 1$ as function of the distance from the BMU. Colors denote different values of $t$.

Figure 11: Behavior of $a$ (top) and $\sigma$ (bottom) as functions of the training steps. Colors denote different values of the $\lambda$ parameter.

As shown in Figure 11, for $\lambda = 1e3$, both $a$ and $\sigma$ tend to zero after almost 1,000 time steps, and thus the DendSOM can not properly map the input space due to an insufficient number of input samples. However, for higher $\lambda$ values, the mapping process requires several epochs to be completed, which increases the training time of the algorithm. In the case of the DendSOM model, $\lambda = 1e3$ is a good choice since incorporating the receptive fields allows for averaging in smaller regions of the input space and thus extracting simpler patterns.

What is more, Figure 12 indicates that high $a_{\text{crit}}$ values tend to decrease the performance of the algorithm, while relatively low $r_{\text{exp}}$ values tend to improve the predictive ability of our model. Either high $r_{\text{exp}}$ or high $a_{\text{crit}}$ values tend to increase both $\alpha$ and $\sigma$ dramatically, which in turn leads to weight vector overwriting. It is worth noting that the algorithm marks the highest accuracy score on MNIST and CIFAR-10 datasets for $a_{\text{crit}} = 0.005$ and $a_{\text{crit}} = 0.00005$, respectively.

Moreover, Figure 13 (top) indicates that the accuracy score of our model increases for receptive field sizes smaller than 10 since the patterns extracted from the input space are most likely to be informative patterns and thus non-typical patterns. On the other hand, when the receptive field size is greater than 10, the DendSOM is reduced to a SOM, and therefore, the accuracy score decreases. It is worth to be mentioned that for receptive field size equal to 1, the accuracy score is 9%.
Finally, Figure 13 (bottom) shows that increasing the number of units improves the performance of the SOM algorithm. However, this does not seem to be the case for the DendSOM model since increasing the number of units above 100 decreases the model’s predictive ability. This result is counter-intuitive, and thus, additional experiments have to be conducted to draw clear conclusions.
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