An optimal single-electron charge qubit for solid-state double quantum dots
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We report on an optimal single-electron charge qubit for a solid-state double quantum dot (DQD) system and analyse its dynamics under a time-dependent linear detuning, using GPU accelerated numerical solutions to the time-dependent Schrödinger equation. The optimal qubit is found to have basis states defined as the symmetric and antisymmetric linear combinations of the lowest energy bonding and anti-bonding states of the DQD at zero bias. In contrast to charge qubits defined by the two localised ground states of the uncoupled DQD, this choice of the basis causes the resulting dynamics to have a maximal overlap with an idealised two-state model. Our optimal qubit basis states are not localised to a single quantum dot and, as such, initialising the qubit requires a particular sequence of gate pulses to take the system from an initial fiducial state of the DQD to the logical 0 or 1. We determine this sequence using pulses that incorporate the expected experimental finite rise times. We also show how to perform arbitrary single qubit operations on the Bloch sphere using spin-echo type pulsing, allowing us to obtain any qubit state with at most two single pulses. Measurement of the optimal qubits is achieved by determining the probability of finding the electron in one of the dots.

PACS numbers: 73.23.Hk, 73.21.La, 03.67.Lx

I. INTRODUCTION

Solid-state devices are attractive candidates for the implementation of practical quantum computation because of their high integrability into current industrial production lines as well as their cheap processing costs. Owing to advances in growth and fabrication techniques, high scalability and long coherence times, significant advances have been made towards the realisation of practical, scalable qubits in silicon and III-V material-based quantum dot structures. Double quantum dots (DQDs), which consist of two adjacent tunnel-coupled quantum wells, offer a way of producing a qubit based on the charge of a single electron. In these systems, the qubit basis states are nominally considered to be the localised ground state wave functions of the uncoupled quantum dots. Single qubit operations can be achieved by applying external potentials to surface gates or nearby electron or hole reservoirs. These pulses alter the relative energies of the two quantum wells and the tunnel barrier between them, allowing the qubit to oscillate between the basis states. Previous experimental work has realised manipulation of charge qubits in GaAs/AlGaAs and Si:P devices.

In general, experiments show that the dynamics of these charge qubits can be modelled approximately using a two-site localised state model (LSM) which obeys the Time Dependent Scrödinger Equation (TDSE)

\[ \hat{H}_{\text{eff}}(t)\psi_{\text{eff}}(t) = i\hbar \frac{\partial}{\partial t}\psi_{\text{eff}}(t), \]  

with an effective Hamiltonian \( \hat{H}_{\text{eff}} \) defined by

\[ \hat{H}_{\text{eff}}(t) = \frac{1}{2} \varepsilon(t) \sigma_z - \frac{1}{2} \Delta \sigma_x + \frac{1}{2}(E_B + E_{AB}). \]  

Here, \( \varepsilon(t) \) is the ‘detuning parameter’ which is pulsed in order to manipulate the charge qubit. The constant term defines the energy zero, where \( E_B \) and \( E_{AB} \) are the energies of the bonding and antibonding states, i.e. the two lowest energy states, at \( \varepsilon = 0 \). The parameter \( \Delta \) is the ‘hybridisation energy’ between the two localised states. Ideally, the basis states of this model, labelled \( \psi_L \) and \( \psi_R \), should be time-independent and fully localised on each of the LSM sites. However, for realistic potentials, the states fully localised on one side of a double dot potential contain contributions from high energy states which can cause complex intra dot charge oscillations to occur under charge qubit manipulation. As we will see, the two lowest eigenstates of the system can be used as the basis states but since they are delocalised across the two dots, it is better to use orthogonal linear combinations which are localised so that readout of the qubit state can simply be a measurement of which dot the electron collapses to after manipulation.

In this paper, we use a generic model effective potential for a solid-state DQD system to find an optimal qubit basis, which has greatest overlap with the stationary qubits across a range of detunings (section II). In section III we show how to initialise a single electron into one of the qubit basis states and how to perform a set of mutually orthogonal rotations on the Bloch sphere using finite rise-time pulses. In section IV we provide a way of relating measurement outcomes to qubit superposition coefficients. We finish with the discussion of the results (section V) and the conclusions (section VI).
II. OPTIMAL SINGLE-ELECTRON CHARGE QUBITS

We start by describing a four-parameter model for the effective potential in a DQD system that allows us to control both the depth of the dots and the barrier between them directly whilst also allowing us to apply detuning as a linear Stark shift. Using this potential, we then define the optimal DQD qubit basis states being careful to make sure that the result is defined and accessible to experimental DQD systems.

A. The double quantum dot potential

The effective potential in an experimental DQD system can be found using density functional theory [11, 12] and will be a complex function of all three spatial coordinates x, y, z. By careful design, the dynamics in two of the directions y and z can be confined to the lowest energy subbands so that only the potential in the x direction, $V_{DQD}(x, t)$ needs be considered. For example in a GaAs/AlGaAs heterostructure, the z direction is the growth direction and modulation doping can be used to create a triangular quantum well in that direction with subband energies two orders of magnitude larger than either ε or Δ. In the y direction, parabolic confinement with energies an order of magnitude larger than ε or Δ can be produced either by etching [13], fabricating a thin gate wrapping the conducting channel [14, 15] or using split-gates [16]. In order to create a DQD potential in the x direction, gates [17–20] or etching [13, 21] can also be used.

The aim is to create a potential $V_{DQD}(x, t)$ that has two minima separated by a tunnel barrier. A convenient potential that has this property and is defined by four parameters $z_0, z_2$ and $w_1, w_2$ is given by

$$V_{DQD}(x) = \begin{cases} \frac{1}{2}z_0 \left[1 + \cos(\pi \frac{|x|}{w_1})\right] & \text{if } |x| \leq w_1 \\ \frac{1}{2}z_2 \left[1 - \cos(\pi \frac{|x|}{w_2})\right] & \text{if } w_1 < |x| \leq w_2 \end{cases}$$

(3)

This form for $V_{DQD}$ allows us to control both the depth of the dots and the barrier between them directly, using the parameters $z_0$ and $z_2$, respectively. For a specific set of parameters, this static potential will define a value for $\Delta$ which is the energy difference between the bonding ground state $E_B$ and the antibonding first excited state $E_{AB}$. Detuning is introduced by adding a linear stark shift of the form

$$V_{bias}(x) = V_{slope} \frac{x}{2w_2}.\quad (4)$$

By comparing the dependences of $E_B$ and $E_{AB}$ on $V_{slope}$ with the expected dependences from LSM Hamiltonian we can define the detuning parameter for $V_{DQD}$ through a linear relation $\varepsilon = \lambda V_{slope}$ with $\lambda$ being constant. We find this linear relationship holds with an accuracy of one part in $10^6$ across the range of required values of $\varepsilon$ for single-qubit operations. The total potential is $V_{tot}(x) = V_{DQD}(x) + V_{bias}(x)$ and Fig. 1(a) shows this potential at three different detunings.

The DQD dynamics under time-dependent detuning will be given by the TDSE

$$\hat{H}(x,t)\psi(x,t) = i\hbar \frac{\partial}{\partial t} \psi(x,t)\quad (5)$$

with

$$\hat{H}(x,t) = -\frac{\hbar^2}{2m^*} \frac{\partial^2}{\partial x^2} + V_{DQD}(x) + V_{bias}(x,t).\quad (6)$$

Time dependence is included in Eq. 6 by varying the potential slope with time: $V_{slope}(t)$. An example plot of the energies of the two lowest instantaneous solutions (the bonding and antibonding states) as function of $V_{slope}$ is shown in Fig. 1(b).

Analytic solutions to the TDSE in Eq. 6 can only be found in special cases. In this paper we solve Eq. 5 numerically using a GPU-accelerated version of the staggered-leapfrog method [22, 23] (see App. A App. B).
Here and throughout the paper we use the parameter values: \(w_1 = 130\text{nm},\ w_2 = 240\text{nm},\ z_0 = 0.865\text{meV},\ \varepsilon_2 = 6.92\text{meV}\) so that \(\Delta = 12\text{meV}\), and the linear coefficient \(\lambda = 0.42254\). The values are chosen to be in agreement with the experiments \[11,22\], however, our conclusions are applicable to any DQD system and do not depend on the specific choice of parameter values. We have also tested various non-symmetric potentials with the two dots having different sizes, but in all the cases the general conclusions were the same as for the symmetric potential of Eq. \[3\].

### B. The optimal qubit basis

We denote the optimal qubit basis for the potential \(V_{DQD}(x)\) as the two states \(\psi_0(x)\) and \(\psi_1(x)\). In order to make measurement of arbitrary qubit states \(\psi(x) = \alpha\psi_0(x) + \beta\psi_1(x)\) as straightforward as possible these basis states would ideally be maximally localised in the left and right dots respectively. This is because experimentally, it is possible to measure the probability that an electron will tunnel out of a quantum dot and this probability is in turn proportional to the probability that the electron is in that dot. Also, in order to avoid complex transient oscillations, the qubit basis states should be linear combinations of the two lowest instantaneous eigenstates of the DQD system. For the Hamiltonian in Eq. \[4\] the two lowest instantaneous bonding and anti-bonding states \(\psi^B(x)\) and \(\psi^{AB}(x)\) for detuning \(\varepsilon\). Hence, the qubit basis states will be,

\[
R_{\varepsilon}(x) = \alpha_{\varepsilon}\psi^B(x) + \beta_{\varepsilon}\psi^{AB}(x),
\]

\[
L_{\varepsilon}(x) = \beta_{\varepsilon}\psi^B(x) - \alpha_{\varepsilon}\psi^{AB}(x),
\]

where \(\alpha_{\varepsilon}\) and \(\beta_{\varepsilon}\) are real variables, \(\alpha^2_{\varepsilon} + \beta^2_{\varepsilon} = 1\) and \(\alpha_{\varepsilon}\) is chosen such that the integral

\[
\int_{0}^{\infty} |R_{\varepsilon}(x)|^2 \, dx
\]

is maximised. Readout would then simply be a matter of determining which dot the electron wave function collapsed into. However, for a given pulse sequence these qubit basis states are time-dependent and cannot easily be compared to qubits with different detunings \(\varepsilon\). Therefore, it is preferable to define a stationary qubit basis, independent of \(\varepsilon\). Optimal basis states of this type should have the greatest overlap with \(R_\varepsilon(x)\) and \(L_\varepsilon(x)\) for all detunings. Fig. 2 shows a correlation function \(D(\varepsilon, \varepsilon')\) that will be a minimum when this condition is met:

\[
D(\varepsilon, \varepsilon') = 1 - \frac{\int_{-\infty}^{\infty} (|L_\varepsilon(x)L_{\varepsilon'}(x)|^2 + |R_\varepsilon(x)R_{\varepsilon'}(x)|^2) \, dx}{2}.
\]

The detuning range is chosen such that the fidelity

\[
\int_{-\infty}^{\infty} |\phi_{\varepsilon}(x)\psi^B(x)|^2 \, dx,
\]

is always \(\geq 99\%\) for all values of \(\varepsilon\), where, \(\phi_{\varepsilon}(x) = a_{\varepsilon} R_0(x) + b_{\varepsilon} L_0(x)\), \((a_{\varepsilon},b_{\varepsilon})\) is the corresponding bonding solution to \(\hat{H}_{\text{eff}}\) in Eq. \[2\] and a similar measure is performed for the anti-bonding state. As expected, \(D(\varepsilon, \varepsilon')\) is smallest between states where the difference in detunings is small. However, as we want to apply large biases across the double dot system, the best qubit states are the ones where \(D(\varepsilon, \varepsilon')\) is minimised over the entire domain \(\varepsilon - \varepsilon'\).

Using this criterion, we find that the best choice of states from which to build the qubits of the system are the bonding and anti-bonding states at zero detuning. By parity inversion symmetry when \(V_{\text{bias}}(x, t) = 0\), if \(x \to -x\) then \(R_0(x) \to L_0(x)\) with \(\psi^B_0(x) \to \psi^B_0(x)\) and \(\psi^{AB}_0(x) \to -\psi^{AB}_0(x)\) so the coefficients \(a_0 = b_0 = 1/\sqrt{2}\). Therefore, our optimal charge qubits are defined as

\[
\psi_0(x) = R_0(x) = \frac{\psi^B_0(x) + \psi^{AB}_0(x)}{\sqrt{2}},
\]

\[
\psi_1(x) = L_0(x) = \frac{\psi^B_0(x) - \psi^{AB}_0(x)}{\sqrt{2}}.
\]

These qubits are optimal in the sense that they have the greatest overlap with the maximally localised states in Eqs. \[7\] and \[8\] across the specified range of detunings. These states are not fully localised as the probability density of \(\psi_0(x)\) in the left dot is non-zero, and similarly for \(\psi_1(x)\) in the right dot (Fig. 3). However, these are the states which maximise the sum of probabilities (red colour plot in Fig. 3) and further localisation of the states would include higher-energy states which would not obey the ideal LSM Hamiltonian in Eq. \[2\] which we want to model.

The qubit we have established here, as a linear combination of bonding and anti-bonding states at zero detuning, is well defined in any DQD system including potentials that are not spatially symmetric. Since, in the definition, there is no reference to the underlying effective potential of the DQD, this qubit is also well defined for an experimental system.

### III. SINGLE QUBIT CONTROL

The qubit states we have chosen \(\psi_0(x)\) and \(\psi_1(x)\) form a static two-state system. Their ideal dynamics is described by the TDSE with Hamiltonian \(\hat{H}_{\text{eff}}\) in Eq. \[2\] so that, in terms of the polar and azimuthal angles on the Bloch sphere

\[
\phi_{\text{eff}}(x, t) = \cos \left(\frac{\theta(t)}{2}\right) \psi_0(x) + e^{-i\phi(t)} \sin \left(\frac{\theta(t)}{2}\right) \psi_1(x).
\]

The dynamics of the state under \(\hat{H}\) will be different but, we find that owing to the choice of the detuning range we have made (Sec. \[III\]), the difference between the solutions to Eq. \[4\] and Eq. \[5\] is always less than one percent.
A general qubit operation can be defined as a right-hand rotation on the Bloch sphere by an angle \( \vartheta \) around a direction \( \vec{n} \). For the Hamiltonian in Eq. 6, this rotation is given by the solution to the TDSE:

\[
R_{\vec{n}}(\vartheta(t)) = \mathcal{T} \exp \left[ \frac{1}{\hbar} \int_0^t \hat{H}(t') dt' \right] \tag{15}
\]

where \( \mathcal{T} \) is the time-ordering operator. We can perform the rotations by varying the detuning \( \varepsilon \). The simplest way to do this is by pulsing between two different values of the detuning \( \varepsilon_0 \) and \( \varepsilon_1 \) with a pulse duration \( t_p \). It is desirable for the pulse to instantaneously switch between \( \varepsilon_0 \) and \( \varepsilon_1 \) as this simplifies the dynamics and avoids spurious qubit rotations [26]. For an instantaneously pulsed Hamiltonian where the detuning \( \varepsilon(t) \) can be described as a set of step-functions, \( R_{\vec{n}}(\vartheta) \) can be expressed analytically as a rotation of the qubit state around the axis on the Bloch sphere which passes through the eigenstates of \( \hat{H}(t') \) at a rate proportional to the difference in energy of these two eigenstates. Such a pulse requires a linear potential along the axis of the double dot potential, as in Eq. 6, which is achieved by applying voltages to a set of metallic surface gates. However, the response of the electronics to an instantaneous pulse has a finite bandwidth which reduces the response time of the potential \( V_{\text{slope}}(t) \) and introduces a finite rise time \( \tau \) (see Fig. 4 (a)). In this case, the step-function decomposition is not possible and, in general, Eq. 15 must be solved numerically. If the detuning can be described in terms of linear ramp functions, then Eq. 15 can be written analytically as a Landau-Zener-Stuckelberg transition [27–29] but the resulting expression is a function of parabolic cylinder functions which does not simplify understanding of the rotation \( R_{\vec{n}}(\vartheta) \). Instead, we solved Eq. 15 numerically using a GPU-accelerated version of the staggered-leapfrog method [22, 23] (see App. A, App. B). In our simulations, we use a value of \( \tau = 90\text{ps} \) which is consistent with the experiments of Fujisawa et al. [1, 24].
A generic feature of qubit rotations with finite rise times is that the path of an individual qubit state on the Bloch sphere during the time-evolution in Eq. 15 is not the same as the overall rotation given by $R_{\vec{\sigma}}(\vartheta)$. In fact, as with all solid rotations on a sphere, in order to describe $R_{\vec{\sigma}}(\vartheta)$ we need to evolve three non-linear points on the sphere in order to reconstruct $R_{\vec{\sigma}}(\vartheta)$: For the Bloch sphere, this means three linearly independent states, which we chose to be $\psi_0(x), (\psi_0(x) + \psi_1(x))/\sqrt{2}$ and $(\psi_0(x) + i\psi_1(x))/\sqrt{2}$.

### A. State preparation

It is important to be able to initialise a qubit in a well defined state, preferably $\psi_0(x)$ or $\psi_1(x)$. For a generic experiment involving a charge qubit, we would expect the initial state of the electron to be the ground state of Eq. 6. This is not one of the qubit states so, in order to initialise the electron in the qubit state, we need to perform a rotation. The exact parameters required for this procedure will vary for different detunings $\varepsilon$, for example, at certain detunings, the ground state wave function will be closer to one of the qubit basis states, but the general procedure reported here is the same.

To rotate the wave function from the initial eigenstate to the qubit $\psi_0(x)$ state, we applied a trapezoidal pulse, as shown in Fig. 4 (a). We performed a sweep of pulse lengths $t_p$ and detuning amplitudes $A = \varepsilon$ and calculated the distance

$$S(\psi_0, \psi) = 1 - \left| \int_{-\infty}^{\infty} \psi_0^*(x)\psi(x)dx \right|^2$$

between the resultant state $\psi(x)$ and the qubit state $\psi_0(x)$.

For an initial static detuning $V_{\text{slope}}(0) = 0.06508\text{meV}$, corresponding to $\varepsilon = 27.5\mu\text{eV}$ we found that this distance was minimized when $t_p = 537\text{ps}$ and $A = 11.5\mu\text{eV}$ with an accuracy of $S < 10^{-5}$.

In experiment, these parameters can be found by applying the same pulse to two distinct systems: one initialised in the ground state, and the other in the first excited state, then performing a sweep over pulse amplitudes and lengths and finding those which maximise the summed probability of finding the former state in the right and the latter one in the left dot, respectively, in agreement with Fig. 2.

### B. $\sigma_x$ rotations

Having prepared the qubit in the state $\psi_0(x)$, we will now demonstrate how to perform a $\sigma_x$ rotation through an angle $\vartheta$ on the Bloch sphere. When the response time of the quantum system is negligible, ie. $\tau = 0$, this rotation is achieved by switching the detuning to zero. For $\varepsilon = 0$, the Hamiltonian in Eq. 2 takes the form

$$\hat{H}_{\text{eff}} = -\frac{i}{2} \Delta \sigma_x$$

so that the rotation in Eq. 15 becomes

$$R_{\vec{\sigma}}(\vartheta(t)) = R_{\vec{\sigma}}(\vartheta(t)) = \exp \left( -\frac{\Delta \sigma_x}{2i\hbar} t \right).$$

Once the qubit has rotated by the desired angle, the detuning is returned to its original value. With finite rise times, this process translates to a trapezoidal pulse shape similar to the one used for the state preparation in Sec. IIIA.

Significantly, the trapezoidal pulse is not able to produce a pure $\sigma_x$ rotation. To show this, we initiated the qubit in the $\psi_0(x)$ state and swept $A$ in the range de-
scribed in Sec. [III B] and \( t_p \) from 0 to 1000 ps (enough for all the rotations to make at least one full circle on the Bloch sphere). After choosing the values for which the oscillation amplitude, defined as the difference between the maximum and the minimum probabilities of finding the qubit in the other state \( \psi_1(x) \), was the highest, we used these optimal pulse parameters on the set of three mutually orthogonal states from Sec. [III] to map the pulse to the rotation:

\[
R_{\vec{n}}(\vartheta(t)) = R_x(\kappa(t - 2\tau))R_{\vec{n}_{\text{trans}}}(|\vartheta_{\text{trans}}|) \tag{19}
\]

where \( \vec{n}_{\text{trans}} \) is the axis of a transient rotation due to the finite rise and, for the tunnelling energy and pulse rise times we have chosen, \( \kappa = 0.029 \) and \( \vartheta_{\text{trans}} = \pi - 0.10 \). Importantly, the transient rotation axis \( \vec{n}_{\text{trans}} \) is not aligned with the \( \sigma_z \) axis so these rotations do not commute and cannot be translated into a pure \( \sigma_x \) rotation. With the trapezoidal pulse, we were therefore unable to find any values of \( A \) and \( t_p \) for which the qubit experienced a pure \( \sigma_z \) rotation on the Bloch sphere.

The solution, inspired by the spin-echo technique \[31\], was to use the modified pulse shown in Fig. 4 (b). The counter-detuning, of amplitude \( A' \), applied at the beginning and end of the pulse was introduced to correct the transient rotation generated by the finite rise time. We swept the parameters \( A', \tilde{A}' \) and measured the oscillation amplitude as we vary \( t_p \). The resulting amplitudes are shown in Fig. 5. For a high fidelity \( \sigma_z \) rotation, the state should oscillate between \( \psi_0(x) \) and \( \psi_1(x) \), so that the amplitude of the oscillation should equal 1. We found the region with the highest oscillation amplitude and performed more detailed sweeps around it, as shown in Fig. 6. Testing the results on the same set of three mutually orthogonal states, we were able to generate a qubit rotation of the form

\[
R_{\vec{n}}(\vartheta(t)) = R_x(\vartheta_0 + \kappa'(t - 4\tau))R_z(\pi) \tag{20}
\]

where \( \vartheta_0 = -1.416 \) and \( \kappa' = -0.031 \) for \( \tilde{A}' = -167.4\mu\text{eV} \) and \( A' = 16.5\mu\text{eV} \). This represents a \( \sigma_z \) rotation of angle \( \vartheta_0 + \kappa'(t - 4\tau) \) together with an additional \( \pi \) rotation around the \( \sigma_z \) axis. This additional rotation can be corrected either by performing the qubit operation twice or by relabelling the qubit states \( \psi_0(x) \rightarrow \psi_0(x), \psi_1(x) \rightarrow -\psi_1(x) \).

Establishing this type of rotation for an experimental DQD is straightforward. Using the technique for readout of the optimal qubit described in Sec. [IV] we can relate the measured probability with the qubit coefficients, and therefore identify values of \( A' \) and \( \tilde{A}' \) that give the largest oscillation amplitude. Once the values of \( A' \) and \( \tilde{A}' \) are determined, the parameters \( \vartheta_0 \) and \( \kappa' \) can be found by measuring the resulting probability for the shortest pulse (for \( t_p = 4\tau \)) and the oscillation frequency, respectively.

C. \( \sigma_z \) rotations

We applied a similar procedure to find optimal pulse parameters for performing a \( \sigma_z \) rotation on the Bloch sphere. Again, the trapezoidal pulse was not able to generate a pure \( \sigma_z \) rotation. To show this, we initialized the qubit in the \( \psi_0(x) \) state and performed a parameter sweep for a trapezoidal pulse with a maximum possible detuning of \( A_{\text{max}} = 200\mu\text{eV} \), i.e. within the range given in Fig. 2. Again, transient rotations dominated these operations and it was not possible to obtain a rotation where the oscillation amplitude between the qubits was not less than 25% (a high fidelity \( \sigma_z \) rotation only introduces a phase difference, thus there should be no change in the amplitude). Therefore, we again tried the modified pulse from Sec. [III B] (Fig. 4 (b)) and used the sweep from Fig. 5 this time focusing on the regions with the lowest amplitude. As a result, we were able to successfully find a qubit operation where the oscillation amplitude was small (less than 0.003). Once again, we mapped out the operation using the set of three mutually orthogonal eigenstates and found a rotation around the \( \sigma_z \) axis of the Bloch sphere with the form:

\[
R(t) = R_z(\vartheta_0 + \kappa''(t - 4\tau)) \tag{21}
\]

For our system, \( \vartheta_0' = 2.658 \) and \( \kappa'' = 0.359 \) with pulse detunings \( \tilde{A} = -181.2\mu\text{eV} \) and \( A = 177.0\mu\text{eV} \). It is worth noting that, as opposed to standard Ramsey interferometry-type experiments, this \( \sigma_z \) rotation is achieved using a single pulse without the need for additional \( \pi \) pulses around the perpendicular (\( \sigma_x \) axis \[32\].

Similarly to the approach discussed in Sec. [III B], the values for \( A' \) and \( \tilde{A}' \) can be found by relating the measured probability with the qubit coefficients, as described in Sec. [IV].

IV. READOUT

In experimental setups, it is the probability of finding the electron in one of the dots which is measured rather than the qubit superposition weighting coefficients. We can write both qubits defined in Sec. [II B] in terms of their right and left dots parts:

\[
\psi_0(x) = f_{0L}(x) + f_{0R}(x) \tag{22}
\]

\[
\psi_1(x) = f_{1L}(x) + f_{1R}(x) \tag{23}
\]

Because the qubits \( \psi_0(x) \) and \( \psi_1(x) \) are orthogonal and also there is no overlap between any left and right dots
wavefunction parts, we have:

\[ 0 = \int \psi_0^\ast(x)\psi_1(x) dx = \int f_{0L}^\ast(x)f_{1L}(x)dx + \int f_{0L}^\ast(x)f_{1R}(x)dx + \int f_{0R}^\ast(x)f_{1L}(x)dx + \int f_{0R}^\ast(x)f_{1R}(x)dx = \int f_{0L}^\ast(x)f_{1L}(x)dx + \int f_{0R}^\ast(x)f_{1R}(x)dx. \]  

(24)

The qubits are mirror images of each other, such that \( \psi_0(x) \) has the same spatial distribution in the left (right) dot as \( \psi_1(x) \) has in the right (left) one. Therefore eq. 24 implies that:

\[ \int f_{0L}^\ast(x)f_{1L}(x)dx = \int f_{0R}^\ast(x)f_{1R}(x)dx = 0. \]  

(25)

Any arbitrary state can be written as a linear combination of the two qubits right and left dot components

\[ \psi(x) = \alpha \psi_0(x) + \beta \psi_1(x) = \alpha \left( f_{0L}(x) + f_{0R}(x) \right) + \beta \left( f_{1L}(x) + f_{1R}(x) \right), \]  

(26)

The probability \( P_R \) of finding the particle in the right dot is then:

\[ P_R = \int_0^\infty \psi^\ast(x)\psi(x) dx = \int_0^\infty \left( \alpha^\ast f_{0R}(x) + \beta^\ast f_{1R}(x) \right) \left( \alpha f_{0R}(x) + \beta f_{1R}(x) \right) dx. \]  

(27)

Using eq. 25, this reduces to:

\[ P_R = |\alpha|^2 \int_0^\infty f_{0R}(x)f_{0R}(x) dx + |\beta|^2 \int_0^\infty f_{1R}(x)f_{1R}(x) dx = |\alpha|^2 P_0 + |\beta|^2 P_1, \]  

(28)

where the integrals \( P_0 \) and \( P_1 \) can be obtained experimentally by setting the qubit in the \( \psi_0(x) \) or \( \psi_1(x) \) state, respectively, and measuring the probability of finding it in the right dot. Combining eq. 28 with the normalisation condition for \( \psi(x) \):

\[ |\alpha|^2 + |\beta|^2 = 1 \]  

(29)

we obtain an equation relating \( |\beta| \) to the probability \( P_R \) of finding the particle in the right dot:

\[ |\beta|^2 = \frac{P_R - P_0}{P_1 - P_0}, \]  

(30)

together with a similar expression for \( |\alpha| \). As a result, the states \( \psi_0(x) \) and \( \psi_1(x) \) defined in Sec. IV are not only optimal in terms of overlap with other states, but they are also the most suitable states for charge-detection readout as the probability weight of the particle being in each dot can be directly related to the modulus-squared of the weighting coefficients of the qubit superposition \( |\alpha|^2 \) and \( |\beta|^2 \).

V. DISCUSSION

The rotations given in Eqs. 19–21 needed to be calculated using three mutually-orthogonal eigenstates. As discussed in Sec. IV, the state of a charge qubit can be read-out by performing measurements of the probability amplitude for finding the electron in one of the quantum dots. However, in order to find out which rotation has been performed on a qubit for a given pulse sequence requires tomography to be performed on more than one initial state.

Taking the \( \sigma_x \) rotation studied in Sec. III B as an example, if we initialise the qubit in the \( \psi_0(x) \) state, then an ideal rotation will result in the probability amplitude for finding the electron in the right dot oscillating between its smallest and largest values as the length of the pulse is increased. However, for a pulse with finite rise times, a perfect oscillation of the electron from the left to the right dot does not guarantee that the qubit operation \( R_{\sigma_x}(\theta) \) is a rotation around the \( x \) axis, i.e. \( \vec{n} \neq \vec{x} \).

The finite rise time induces a transient rotation which can only be resolved by mapping the rotation completely using three mutually-orthogonal eigenstates. If varying a pulse parameter results in the path of the final state tracing out a rotation on the Bloch sphere, then it does not mean that this is the rotation which the qubit has experienced.

VI. CONCLUSIONS

In this paper, we have described the optimal charge qubits for a double-quantum dot system and presented pulse sequences for state preparation and arbitrary qubit rotation where the experimental response suffers from finite rise times. We showed that, due to hybridisation of the eigenstates in a double-dot system, the spatial wave function of the two lowest energy eigenstates cannot be confined exclusively to the left and the right dot. The qubits which have the greatest overlap to all other eigenstates were found to be defined in terms of the two lowest energy eigenstates when the dots were on resonance. This allowed us to reduce our model to a two-state system.

We showed that it is possible to prepare the qubit in such a state when it is initially in the eigenstate of a DQD with a non-zero detuning. With trapezoidal pulses it was not possible to perform arbitrary qubit rotations when the detuning pulses were subject to finite rise times due to unwanted transient rotations. Using a pulse inspired by spin-echo techniques, which included a counter-detuning
to correct the transient rotation, $\sigma_x$ and $\sigma_z$ rotations of an arbitrary angle were possible. We also discussed how the qubit state can be experimentally read-out and how tomography of the qubit oscillation must be performed with three mutually-orthogonal eigenstates for this DQD system.

This work was supported by the Project for Developing Innovation Systems of the Ministry of Education, Culture, Sports, Science and Technology (MEXT), Japan.

**Appendix A: Iteration method**

The system is modelled using an explicit iterative scheme for the one-dimensional time-dependent Schrödinger equation (TDSE) with an arbitrary potential $V(x,t)$:

$$i\hbar \frac{\partial \psi(x,t)}{\partial t} = H \psi = \left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + V(x,t) \right] \psi(x,t) \quad (A1)$$

where $m$ is the effective mass. The scheme, which is based on the finite difference method, was described in details by Maestri et al. for two particles in one dimension and we adapt it to a single particle. The wavefunction is evaluated on a spatially discretized grid and at successive, equally separated intervals of time $\Delta t$:

$$\psi(x,t) = \psi(m \Delta x, k \Delta t) \equiv \psi^k_m, \quad (A2)$$

with $m, k$ integer. The spatial part of the method is derived using Taylor expansion of the wavefunction:

$$\frac{\partial^2 \psi}{\partial x^2} \simeq \frac{\psi(x + \Delta x) - 2\psi(x) + \psi(x - \Delta x)}{\Delta x^2}. \quad (A3)$$

Therefore, using eq. (A2) and (A3), the right hand side of eq. (A1) transforms into

$$H \psi = \left[ -\frac{\hbar^2}{2m} \left( \psi_{m+1} - 2 \psi_m + \psi_{m-1} \right) \Delta x^2 + V_m \right] \psi_m. \quad (A4)$$

The derivative on the left hand side of eq. (A1) is calculated by writing the exact solution of TDSE and then taking the difference between the $(k+1)^{th}$ and $(k-1)^{th}$ time steps, as suggested by Askar and Cakmak [22]:

$$\psi_{m}^{k+1} = e^{-i\Delta t H/\hbar} \psi_{m}^{k} \simeq \left( 1 - \frac{i\Delta t H}{\hbar} \right) \psi_{m}^{k}, \quad (A5)$$

$$\psi_{m}^{k+1} - \psi_{m}^{k-1} = (e^{-i\Delta t H/\hbar} - e^{i\Delta t H/\hbar}) \psi_{m}^{k} \simeq -2 \left( \frac{i\Delta t H}{\hbar} \right) \psi_{m}^{k}. \quad (A6)$$

To improve the accuracy, we follow Visscher’s staggered-time method [34] and write the wavevector in terms of its real and imaginary parts: $\psi^k = u^k + iv^k$. After inserting the Hamiltonian from eq. (A4) into eq. (A6) and rearranging the terms, we obtain a pair of simultaneous equations, which are iterated over time:

$$u_{m+1}^{k+1} = u_{m}^{k-1} + \left( 2a_x + b V_m^k \right) u_{m}^{k} - a_x (u_{m+1}^{k} + u_{m-1}^{k}) \right), \quad (A7)$$

$$v_{m+1}^{k+1} = v_{m}^{k-1} - \left( 2a_x + b V_m^k \right) u_{m}^{k} - a_x (u_{m+1}^{k} + u_{m-1}^{k})$$

where $a_x = \frac{\hbar \Delta x}{m \Delta t}$ and $b = \frac{2\Delta t}{\hbar}$. Also, the real and imaginary parts are calculated at slightly shifted times: $u^k \equiv u(t)$, $v^k \equiv v(t + \Delta t/2)$.

The method above is stable as long as the following criterion is satisfied:

$$\Delta t \leq \frac{\hbar}{E_{\text{max}}}, \quad (A8)$$

with $E_{\text{max}}$ being the largest eigenvalue of the discretised Hamiltonian [35]. Furthermore, small errors due to finite computational accuracy do not accumulate with iterations and the total electron probability $\sum_{m=1}^{m} |\psi_m|^2$ is preserved over time, showing no significant deviations from unity.

**Appendix B: GPU acceleration**

The scheme described in App. A is computationally demanding. However, the set of defining equations (A7) can be parallelised in a straightforward manner: the next value of an element at position ($m$) depends only on its value two steps before and the previous values of its neighbours at positions ($m-1$) and ($m+1$). Therefore, each vector element can be calculated separately and the whole procedure can be divided into a set of $N_x$ simultaneous steps [29].

To further employ parallelism, calculations were transferred to GPUs, as graphics cards are excellent at accelerating processes involving large numbers of smaller jobs evaluated concurrently. In this case, these separate tasks were the calculations for the next vector elements at each node. Our code was written using OpenCL, which provides a framework for writing programs that run on arbitrary GPUs [36]. Comparison tests performed with a single computer showed a performance improvement of two orders of magnitude using GPU accelerated code over CPU code.
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