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Abstract—Temporal action localization aims at localizing action instances from untrimmed videos. Existing works have designed various effective modules to precisely localize action instances based on appearance and motion features. However, by treating these two kinds of features with equal importance, previous works cannot take full advantage of each modality feature, making the learned model still sub-optimal. To tackle this issue, we make an early effort to study temporal action localization from the perspective of multi-modality feature learning, based on the observation that different actions exhibit specific preferences to appearance or motion modality. Specifically, we build a novel structured attention composition module. Unlike conventional attention, the proposed module would not infer frame attention and modality attention independently. Instead, by casting the relationship between the modality attention and the frame attention as an attention assignment process, the structured attention composition module learns to encode the frame-modality structure and uses it to regularize the inferred frame attention and modality attention, respectively, upon the optimal transport theory. The final frame-modality attention is obtained by the composition of the two individual attentions. The proposed structured attention composition module can be deployed as a plug-and-play module into existing action localization frameworks. Extensive experiments on two widely used benchmarks show that the proposed structured attention composition consistently improves four state-of-the-art temporal action localization methods and builds new state-of-the-art performance on THUMOS14.

Index Terms—Temporal action localization, structured attention composition, optimal transport.

I. INTRODUCTION

TEMPORAL action localization is a fundamental step towards intelligent video understanding[1], [2]. Given an untrimmed video, this task aims at localizing each action instance via predicting the start time, end time, and action category. Starting from the two-stream network [3], researchers [4], [5] have verified the efficacy and necessity of simultaneously using appearance features and motion features. As for current action localization research, some works [6], [7], [8], [9], [10] equally treat these two feature modalities and concatenate two kinds of features, where the complementarity of the two modalities is mined by the subsequent network in a data-driven manner. Other works [11], [12], [13] first learn two action localization models from two feature modalities separately, and then fuse the localization results via one trade-off coefficient.

Although temporal action localization has been adequately developed, the differences between appearance modality and motion modality are inadvertently neglected, making the learned model still sub-optimal. Recently, video recognition research [14] has noticed that integrating appearance features and motion features would increase or decrease the performance, depending on whether an effective integration strategy can be designed. As shown in Fig. 1, appearance modality and motion modality exhibit different superiorities to action instances. However, insufficient modeling about the impact of each modality and each frame limits the performance of existing works.

To alleviate this issue, we make an early effort to localize actions from the perspective of multi-modality feature learning. Intuitively, once we dynamically infer the frame-modality attention weight, the related frame and modality should respond loudly in the action localization process. To this end, a simple choice is to infer the frame-modality attention via convolutional layers. Nevertheless, it is insufficient, because only local features are utilized, and more importantly, the structure information (i.e., modality-frame relationships) cannot be explored. Besides, there exist other choices to capture both local and global information, e.g., non-local [15], or sequentially calculating modality attention and frame attention. However, these choices independently predict the attention weight for each modality and each frame, and do not constrain the mutual relationship among multiple attention weights, i.e., missing the structure information.

This paper builds a novel structured attention composition module to perform multi-modality feature learning for temporal action localization. Specifically, we first separately infer the modality attention and frame attention, where the former utilizes global features to judge the modality superiority and the latter estimates potential action frames from local features. Then, we compose the frame-modality attention. Moreover, to capture the frame-modality structure, we cast the learning between the modality attention and the frame attention as a structure-guided attention assignment process. In detail, we regard the modality attention as the supplier and the frame attention as the receiver, where each assignment from supplier to receiver would cause a particular cost. The assignment process aims at figuring out an optimal assignment plan to minimize the holistic assignment cost. Based on the optimal
transport theory [16], such a process could justify the fitness between the suppliers and the receivers by considering the close or alien relationship between each supplier-receiver pair. Unlike previous works [17], [18], [19], because there is no prior knowledge about the cost matrix, we utilize two modality features to estimate the cost matrix, which serves as the frame-modality structure matrix. In summary, the proposed structured attention composition module learns the frame-modality structure matrix, and uses it to justify the fitness between the inferred modality attention and frame attention.

The framework of the proposed structured attention composition module is shown in Fig. 2. We employ appearance features and motion features to predict the frame attention, modality attention and structure matrix. Then, the optimal transport process justifies the fitness between modality attention and frame attention, and learns the frame-modality structure. To assist the estimation of the structure matrix, we introduce the smoothness regularizer. Besides, an action-aware pooling strategy is proposed to estimate the modality attention. 

In summary, our contributions are three-fold:

- We make an early effort to study temporal action localization from the perspective of multi-modality feature learning, which is neglected by previous works but has an important influence on localization performance.
- We propose the structured attention composition module to precisely infer frame-modality attention. Under the optimal transport process, the structure information is obtained by the learnable matrix, which can justify the fitness between frame attention and modality attention.
- The proposed structured attention composition module can serve as a plug-and-play module for existing temporal action localization methods. We introduce it into previous methods [7], [11], [20], [10] and consistently receive performance gains, e.g., based on [11], we achieve new state-of-the-art performance, i.e., 57.6% mAP on the THUMOS14 dataset under threshold 0.5.

II. RELATED WORK

Temporal action localization aims at discovering action instances from untrimmed videos. Pioneering works employ hand-crafted features, e.g., the pyramid of score distribution [21]. Then, the convolutional network brings representative features to video recognition [22], [3], [4] and action localization tasks. For example, R-C3D [23] employs the C3D [22] network to capture spatio-temporal features. Later, in addition to appearance modality, researchers [24], [25] notice the effectiveness of motion modality. Gao et al. [24] demonstrate that the motion modality performs superiorly to the appearance modality, and Lin et al. [20] and Zhao et al. [25] analyze the influences of each modality in detail. Gradually, it becomes a consensus to utilize appearance modality and motion modality simultaneously [26], [27], [28], [29]. Most current works focus on improving action localization performance via designing effective modules, e.g., anchor-based head [20], [23], [30], anchor-free head [28], [12], [31], [32], graph convolutional network [13], [7], refinement module [34], [35], [36], and gaussian modeling [37], [38], but leave the role of modality under-explored. Unlike current works, this paper makes an early effort to study temporal action localization from the perspective of multi-modality learning, and develops an attention assignment process to capture the structure information. It should be noticed that this work focuses on the temporal action localization task, and leaves other related tasks for future explorations. For example, the high-quality, large-scale HiEve [39] dataset for video analysis, the CFAD [40] framework performing spatio-temporal action detection in a coarse-to-fine manner.

Multi-modality learning strives to integrate the common information across multiple modalities, while keeps the specific pattern within each one [41], [42]. The aggregation-based paradigm [43], [44] first independently tackles each modality input, and then aggregates high-level representations, while the alignment-based paradigm [45], [46] aligns the intermediate representation of each modality. As an early effort to perform multi-modality learning on temporal action localization, one distinguishable characteristic of the proposed structured attention composition module is that it casts the frame-modality attention estimation as an attention assignment problem and solves it via the optimal transport theory.

Structured attention mechanism develops traditional soft-selection attention mechanism via incorporating the structure information. Kim et al. [47] utilize the graphical model to introduce structural distributions into deep networks, and receive gains on natural language processing. Later, Xu et al. [48] utilize CRF to estimate the attention map and constrain neighboring pixels’ attention weights to be related. In contrast, this paper tackles the different temporal action localization tasks and utilizes optimal transport to justify the fitness be-
between the modality’s total attention and each frame’s attention, developing action localization from a novel multi-modality learning perspective.

**Optimal transport theory** is preliminarily developed for measuring the geometric distance between two probability distributions. The Sinkhorn-Knopp iteration [16] reduces the computational complexity via introducing the entropy-regularization term. Afterward, the optimal transport theory demonstrates its efficacy in multiple domains, e.g., graph matching [18], [49], cross-domain alignment [19], object detection [17], [50], [51], [52]. This work introduces the optimal transport process to guide the learning of modality attention and frame attention. Besides, different from previous works that utilize fixed or designed cost matrices, we propose to learn a structure matrix to capture structure information among modalities and each frame.

### III. Method

Given an untrimmed video, we can extract features from the appearance modality $F^a = [f^a_1, f^a_2, ..., f^a_T]$ and the motion modality $F^m = [f^m_1, f^m_2, ..., f^m_T]$. Here, $F^a, F^m \in \mathbb{R}^{D \times T}$, where $D$ indicates feature dimension and $T$ indicates temporal length of the feature sequence. In the traditional paradigm, most works [6], [7], [11], [12] strive to improve the localization performance via elaborate designs but leave the role of modality under-explored. In this work, we make an early effort to study temporal action localization from the perspective of multi-modality learning, and propose a plug-and-play structured attention composition module. As shown in Fig. 2, we aim at estimating the frame-modality attention $A \in \mathbb{R}^{2 \times T}$, and use it to explicitly distinguish the influence of each modality and each frame, e.g., $H^a = F^a \cdot A[1,:]$, $H^m = F^m \cdot A[2,:]$. In this way, the structured attention composition module can be introduced to existing temporal action localization methods and help localize action instances from multi-modality learning.

#### A. Attention composition

To infer the frame-modality attention $A$, intuitively, we can first merge features from two modalities, e.g., via concatenation, then predict frame-modality attention via convolutional layers. However, such estimation only captures local information within neighboring frames, which cannot thoroughly explore the effectiveness of the frame-modality attention.

We propose the attention composition strategy to utilize local cues and global cues simultaneously. Specifically, we predict the frame attention $a^f \in \mathbb{R}^{1 \times T}$ via a convolutional layer followed by the Sigmoid activation, and predict the modality attention $a^m \in \mathbb{R}^{2 \times 1}$ via a convolutional layer followed by the Softmax activation. The frame attention can distinguish action frames from surrounding backgrounds and captures local information. The modality attention sets superiority to the appearance modality or the motion modality, and captures global information. Given frame attention $a^f$ and modality attention $a^m$, we can compose the frame-modality attention, i.e., $A = a^m \times a^f$. Compared with jointly estimating the frame-modality attention, the attention composition strategy can integrate both local and global cues, and benefits the temporal action localization task.

However, the above attention composition strategy is still confused by the following challenges. First, given an untrimmed video, a large number of background frames would bring strong noises and disturb the estimation of the modality attention. Second, because the frame attention and the modality attention are independently inferred, simple attention composition cannot set constraints between these two weights and would lose the structure information. Third, proper regularizers should be proposed to assist the learning process.
To alleviate above challenges, we propose the action-aware pooling strategy in subsection III-B to precisely estimate the modality attention. Besides, subsection III-C jointly justifies the modality attention and the frame attention via an optimal transport process, and constrains the attention weights via a learnable frame-modality structure matrix. Moreover, subsection III-D proposes two regularizers to assist the learning process. In the end, the complete training and inference processes are illustrated in subsection III-E.

B. Generating action-aware features

Given video features \( \mathbf{F} \in \mathbb{R}^{2D \times T} \), we can infer frame attention \( \mathbf{a}^f \) via a temporal convolutional layer. As for modality attention \( \mathbf{a}^m \), a natural way to obtain the holistic feature is global average pooling, i.e., \( \mathbf{f}^w = \frac{1}{T} \sum_{t=1}^{T} \mathbf{F}[:, t] \). Then, the modality attention can be predicted via a convolutional layer.

In the above process, the global average pooling operation equally treats each frame’s feature. However, to obtain precise modality attention, we should pay more attention to actions and suppress noises from backgrounds. Recently, Lee et al. [53] have demonstrated that a feature vector with a larger magnitude is more likely to indicate an action instance. Thus, we propose an action-aware pooling strategy based on the magnitude of each feature vector. Specifically, we calculate the Euclidean norm of each feature vector, rank norms in descending order, and obtain the ranking indexes \( \mathcal{X}_k \in \mathbb{R}^{1 \times T} \). Afterward, we use a ratio \( k \) (e.g., 0.125) and set the number of potential action features as \( N_k = \lfloor T \cdot k \rfloor \), where \( \lfloor \cdot \rfloor \) indicates the floor down operation. Next, we get indexes for potential action features as \( \mathcal{X} = \mathcal{X}_k[1: N_k] \), and calculate the action-aware feature by average pooling among these \( N_k \) features:

\[
\mathbf{f}^w = \frac{1}{N_k} \sum_{t=1}^{N_k} \mathbf{f}_{\mathcal{X}_i, t},
\]

where \( \mathcal{X}_i \) is the index for the feature vector with the \( t \)-th maximum Euclidean norm. Thus, we replace the global average pooling operation with this action-aware pooling operation to predict modality attention \( \mathbf{a}^m \).

C. Justifying the attention assignment via optimal transport

In this Section, we introduce an optimal transport process to justify the inferred modality attention and frame attention, as well as capturing the structured information. From the perspective of attention assignment, the modality attention \( \mathbf{a}^m \) can be regarded as the supplier and the frame attention \( \mathbf{a}^f \) can be regarded as the receiver. The assignment process aims to determine an optimal transport plan \( \Psi \) and transport attention from the modality supplier to the frame receiver. In the transport plan \( \Psi \), each element \( \psi_{m, t} \) indicates that the \( m \)-th modality transports \( \psi_{m, t} \) attention weight to the \( t \)-th frame.

In the assignment process, each attention transportation requires a specific cost. The cost information can capture the frame-modality structure and form the structure matrix \( \mathbf{S} \in \mathbb{R}^{2 \times T} \), where an element \( s_{m, t} \) indicates the cost to transport unit attention from the \( m \)-th modality to the \( t \)-th frame. Intuitively, it leads to little cost that transporting attention to a discriminative modality of an action frame, while it would cause high cost that transporting attention to an indiscriminate modality of a background frame. In the vanilla optimal transport research [17], the structure matrix can be constructed by prior knowledge. However, this paradigm is not suitable for the studied frame-modality attention composition problem, because there is no prior knowledge about the structure matrix. To alleviate this issue, we estimate the structure matrix via a convolutional layer and capture the structure information in the optimization process.

Given structure matrix \( \mathbf{S} \), modality attention \( \mathbf{a}^m \) and frame attention \( \mathbf{a}^f \), the attention assignment problem can be formulated as:

\[
\begin{align*}
\min_{\Psi} & \sum_{m=1}^{2} \sum_{t=1}^{T} s_{m, t} \cdot \psi_{m, t} \\
\text{s.t.} & \sum_{m=1}^{2} \psi_{m, t} = a^f_t, \sum_{t=1}^{T} \psi_{m, t} = a^m_m, \psi_{m, t} \geq 0, \\
& m \in [1, 2], t \in [1, 2, ..., T],
\end{align*}
\]

where the constrain conditions indicate: (1) For the \( t \)-th frame, the sum of appearance attention and motion attention is equal to its frame attention. (2) For a modality, it assigns holistic attention to all \( T \) frames. (3) The attention weight assigned from a modality to a frame is non-negative.

To solve Eq. (2), we follow existing works [16], [19], [17] and introduce an entropy-regularization term. Then, we can optimize the dual problem of Eq. (2) and achieve the optimal attention assignment via the Sinkhorn-Knopp algorithm [16]. Specifically, the entropy regularized optimal transport problem in Eq. (2) can be solved via calculating the dual-Sinkhorn divergence, which can be effectively integrated into the end-to-end learning process. In the implementation, we employ the logsuvemx strategy to stabilize the numerical calculation. To make this clear, we exhibit the algorithm to perform assignment justification via optimal transport in Algorithm 1.

When performing Sinkhorn-Knopp iteration, we set fixed iteration steps by following previous work [17]. Another feasible strategy is monitoring variations of \( u \) and \( v \) as in previous works [16], [54], which stops iteration when variations are small enough. In our experiments, the fixed iteration strategy performs slightly superior.

By optimizing the optimal transportation loss, we can directly optimize the structure matrix \( \mathbf{S} \) and implicitly optimize the modality attention \( \mathbf{a}^m \) and frame attention \( \mathbf{a}^f \). Then, the Sinkhorn-Knopp algorithm can find an optimal transport plan \( \Psi^{*} \) and calculate the transport loss \( \mathcal{L}_{OT} \). Based on \( \mathcal{L}_{OT} \), the optimal transport process captures structure information via the learnable structure matrix, and constrains the mutual relationship between the modality attention \( \mathbf{a}^m \) and the frame attention \( \mathbf{a}^f \).

D. Regularizing the learning process

We introduce two regularizers to assist the learning of the optimal transport process.

Smoothness regularizer. As neighboring frames exhibit similar appearances and motion patterns, their assignment costs should be close. To this end, we first convert the structure
matrix $S \in \mathbb{R}^{2 \times T}$ to the structure vector $s^f \in \mathbb{R}^{1 \times T}$ via a max-pooling operation. Then, we calculate a neighboring difference vector $d$ as $d_t = s^f_{t+1} - s^f_t$. Under temporal smoothness regularizer, most elements in the neighboring difference vector $d$ should be small, while the difference elements around action boundaries should be significant. Consequently, we set a ratio $\eta$ and select minimal $N_\eta = \lfloor T \cdot \eta \rfloor$ elements. Then, we calculate the mean value $q^d$ among these minimal $N_\eta$ elements:

$$q^d = \frac{1}{N_\eta} \min_{Q \in \mathbb{R}^{d_1, d_2, \ldots, d_{T-1}}} \sum_{t=1}^{N_\eta} Q_t. \quad (3)$$

Because the mean value $q^d$ should be small, the smoothness loss can be calculated as:

$$L_s = -\log(1 - q^d). \quad (4)$$

**F-norm regularizer.** In the optimal transport process, to prevent the structure matrix from trivial solution (e.g., all zeros), we apply the F-norm [55] to the structure matrix and calculate the normalization loss $L_F$ as follows:

$$L_F = -\frac{1}{2T} \sum_{m=1}^{T} \sum_{t=1}^{T} s_{m,t}^2. \quad (5)$$

### E. Structured attention composition

Fig. 2 exhibits the complete framework of the proposed structured attention composition module. Given appearance features $F^a$ and motion features $F^m$, we can calculate video features as $F^v = \{\Theta^a(F^a), \Theta^m(F^m)\}$, where $\Theta^\cdot(\cdot)$ indicates transforming raw features via two convolutional layers, $\cdot$ is the concatenation operation. Then, the action-aware pooling process assists in predicting the modality attention, and the frame attention can be predicted via a convolutional layer.

Before assignment justification, we normalize the frame attention and the modality attention. In particular, given a video with temporal length $T$, we set the total quantity of attention as $T$. Based on this, the appearance and motion modality attention can be calculated as $T \cdot a^m_0$ and $T \cdot a^m_2$, respectively, where $a^m_0$ and $a^m_2$ indicate the first and the second element in the modality attention $a^m$. The frame attention $a^f$ can be calculated as $a^f_t = T \cdot a^m_0 / \sum_{m=1}^{N_c} a^m_t$.

The proposed structured attention composition module is a plug-and-play module for off-the-shelf temporal action localization methods. Specifically, given vanilla appearance features and motion features, it predicts frame-modality attention and modulates the vanilla features, which can be fed into the off-the-shelf action localization methods. During training, in addition to existing loss functions of each method, the structured attention composition module calculates an extra loss including three terms: the optimal transport loss $L_{OT}$, the temporal smoothness loss $L_s$ and the F-norm loss $L_F$:

$$L = L_{OT} + \lambda_s \cdot L_s + \lambda_F \cdot L_F, \quad (6)$$

where $\lambda_s$ and $\lambda_F$ are trade-off coefficients. In inference, we first predict frame attention and modality attention, then compose the frame-modality attention. Afterward, we employ the frame-modality attention to modulate appearance and motion features, and localize action instances via off-the-shelf methods.

### IV. EXPERIMENTS

#### A. Experimental setups

**Dataset.** We perform experiments on two widely used benchmark datasets THUMOS14 [56] and ActivityNet v1.3 [57]. THUMOS14 [56] consists of 200 validation videos and 213 testing videos, belonging to 20 action categories. Challenges on THUMOS14 lies in motion blur, drastic varieties of action duration (from fractions of a second to tens of seconds), dense action instances (each validation video contains 15 instances in average), etc. We keep identical setups with previous works [11], [12], [7], learn the proposed structured attention composition module on the validation set and evaluate the performance on the testing set. ActivityNet v1.3 [57] contains 200 categories and 19994 videos, where the ratio of training, validation and testing videos is 2:1:1. Challenges on ActivityNet v1.3 lie in numerous action categories, extremely long action instances (e.g., hundreds of seconds), drastic intra-class variations caused by camera shift. We follow previous works [58], [12], [11] and employ the I3D model [4] pre-trained on Kinetics-400 dataset to extract appearance and motion features. Specifically, we employ off-the-shelf I3D model and do not conduct finetuning on benchmark datasets [56], [57], where the optical flow is calculated by the TV-L1 [59] algorithm.

**Metric.** We follow existing works [3], [11] and employ the standard evaluation metric, interpolated average precision, to measure the performance of each method. Considering the $c^{th}$ action category with $N_c$ predicted action instances, we
rank all predictions according to the descending order of the confidence score, and calculate precision $p_i$ for each instance. Then, the average precision $AP_c$ of the $c^{th}$ category can be calculated as:

$$AP_c = \frac{1}{N_c} \sum_{n=1}^{N_c} \max_{i \geq n} p_i.$$  

(7)

Next, the mean value of average precision across all categories gives the complete score:

$$mAP = \frac{1}{C} \sum_{c=1}^{C} AP_c.$$  

(8)

As for THUMOS14, we report mAP under seven IoU thresholds (0.1:0.7) for comprehensive analysis, where the official evaluation metric focuses on mAP under IoU threshold 0.5. As for ActivityNet v1.3, the evaluation metric is the average mAP under ten evenly distributed IoU thresholds from 0.50 to 0.95.

Considering the randomness in the initialization and optimization processes, the performance of an action localization algorithm may vary a bit among different experiments. To alleviate this issue and verify the robust gains brought by the proposed structured attention composition module, we carry out each experiment 6 times and report the mean value. Moreover, we utilize the Student’s $t$-test to check the differences between two experimental setups: the existing method, the existing method equipped with the structured attention composition module:

$$t = \frac{\bar{S}_1 - \bar{S}_2}{\sigma_p \sqrt{\frac{1}{n_1} + \frac{1}{n_2}}}.$$  

(9)

where $\bar{S}_1$ and $\bar{S}_2$ indicate mean values, $n_1$ and $n_2$ are experiment numbers, and $\sigma_p$ represents the pooled standard deviation of two groups of results, which can be calculated as:

$$\sigma_p = \sqrt{\frac{(n_1 - 1)\sigma_{S_1}^2 + (n_2 - 1)\sigma_{S_2}^2}{n_1 + n_2 - 2}}.$$  

(10)

where $\sigma_{S_1}^2$ and $\sigma_{S_2}^2$ indicate the variance of scores. In theory, if $p$-value is smaller than 0.05, it is confident to conclude that the proposed structured attention composition module can bring noticeable performance gains to the existing action localization methods.

**Implementation details.** We carry out experiments on four well-performed methods SSAD [20], G-TAD [7], BMN [10] and Liu et al. [11], to verify the efficacy of the proposed structured attention composition module. Among these four methods, we use publicly available official implementations for G-TAD [7] and [11]2, utilize the implementation of JJBOY3 for BMN [10]. As SSAD[20] lacks the official implementation, we re-implement it and employ the I3D network4 pre-trained on the Kinetics-400 dataset to extract features, following recent works[11], [12], [60]. As for G-TAD [7], BMN [10] and [11], we try to keep the original experimental setups unchanged to pursue fair comparisons, e.g., employing the provided features and using the same hyper-parameters.

In the implementation of the structured attention composition module, we set the ratio $\eta = 80\%$ to select elements and set $k = 1/8$ in the action-aware pooling process. The proposed structured attention composition module is introduced into the above four methods [20], [7], [10], [11], and consistently improve action localization performance. All experiments are performed on a workstation equipped with 2080 Ti GPUs.

### B. Improvements over different baselines

The proposed structured attention composition module predicts frame-modality attention to highlight discriminative modality of action features. As a plug-and-play module, it can assist existing temporal action localization methods and improve localization accuracy. We start from a brief review of representative temporal action localization methods [20], [10], [7], [11]:

- **SSAD** [20] employs the anchor mechanism, utilizes a pyramid network to capture action instances with various durations, and performs one-stage action localization.
- **BMN** [10] performs frame-level classification to obtain action proposals, and estimates the confidence score of each proposal via the boundary matching mechanism.
- **G-TAD** [7] emphasizes the importance of semantic context, and utilizes the graph convolution to learn from temporal neighbors and aggregate semantic contexts.
- **Liu et al.** [11] propose a temporal aggregation module to enhance the feature coherence within an action instance, then perform detection via classifying proposals.

In above four methods, some works [20], [10], [7] adopt the early-fusion strategy that concatenates appearance features and motion features to represent the input video, while the other work [11] adopts the late-fusion strategy that balances the influence of appearance features and motion features via a fixed coefficient. To explicitly distinguish the influence of each frame and each modality, we introduce the structured attention composition module to these works, and precisely learn frame-modality attention. We select three well-performed methods [7], [20], [11] to carry out experiments on THUMOS14, while

### TABLE I: Efficacy of the proposed structured attention composition (SAC) module for the temporal action localization task, measured by mAP (%) on THUMOS14 dataset. Avg. indicates the average mAP (%) among thresholds 0.1:0.7.

| Method       | mAP@IoU (%) | Avg. (%) |
|--------------|-------------|----------|
|              | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 |
| G-TAD [7]    | 65.0 | 62.5 | 58.0 | 51.8 | 42.9 | 33.2 | 23.1 | 48.1 |
| G-TAD+SAC    | 65.5 | 62.3 | 59.0 | 52.4 | 44.4 | 34.8 | 24.2 | 48.9 |
| Improvement  | +0.5 | +1.0 | +1.0 | +0.6 | +1.5 | +1.6 | +1.1 | +0.8 |
| SSAD [20]    | 72.2 | 69.7 | 65.2 | 56.5 | 45.5 | 31.0 | 17.0 | 51.0 |
| SSAD+SAC     | 75.5 | 73.7 | 69.1 | 61.1 | 51.4 | 37.1 | 22.8 | 55.8 |
| Improvement  | +3.3 | +4.0 | +3.9 | 4.6 | +5.9 | +6.1 | +5.8 | +4.8 |
| [11]         | 73.3 | 71.9 | 68.7 | 64.1 | 56.8 | 45.9 | 30.1 | 87.7 |
| [11]+SAC     | 74.9 | 73.2 | 69.3 | 64.8 | 57.6 | 47.0 | 31.5 | 59.8 |
| Improvement  | +1.1 | +1.0 | +0.4 | +0.8 | +0.7 | +0.7 | +0.5 | +1.1 |

1https://github.com/frostinassiky/gtad
2https://github.com/xlliu7/MUSES
3https://github.com/JJBOY/BMN-Boundary-Matching-Network
Table I reports improvements brought by the structured attention composition module on the THUMOS14 dataset. Considering the official metric, mAP under threshold 0.5, the structured attention composition module consistently improves the performance of three well-performed methods [7], [20], [11], and brings 1.5%, 5.9% and 0.7% mAP improvements for [7], [20] and [11], respectively. Considering the average mAP under thresholds 0.1:0.7, the structured attention composition module brings 0.8%, 4.8% and 1.1% mAP improvements as well. As a classical temporal action localization method, SSAD [20] directly utilizes the anchor mechanism to localize action instances, without considering frame and modality attention. The apparent improvements brought by our structured attention composition module reveals that explicitly modeling frame-modality attention is crucial to temporal action localization. Although improvements of [7] and [11] are not as obvious as the one of SSAD [20], it is worth noting that we keep all hyper-parameters unchanged and consistently observe performance gains under multiple IoU thresholds. It is possible to further improve the performance after careful parameter tuning, which can be studied in future works.

Table II reports the efficacy of the structured attention composition module for the temporal action localization task, measured by mAP (%) on ActivityNet v1.3 dataset. Under the metric average mAP, SSAD [20], BMN [10] and G-TAD [7] receive 0.89%, 0.40% and 0.26% mAP improvements, respectively. Because the evaluation on ActivityNet v1.3 adopts strict IoU thresholds (i.e., 0.50:0.95), these improvements are sufficient to demonstrate the effectiveness of the proposed structured attention composition module. In addition, we observe that the number of predicted action instances would decrease when a method is equipped with the structured attention composition module. To our best knowledge, the algorithm with decreased prediction number is prone to lose some action instances, which is the potential reason that the performance gains under IoU threshold 0.95 are small or even negative. However, considering the metric average mAP, the structured attention module benefits action localization on the ActivityNet v1.3 dataset.

To verify the robust gains brought by the structured attention composition module, we carry out each experiment 6 times and report the detailed performance in Fig. 3. In each boxplot, the Student’s t-test gives small p-values, e.g., based on SSAD [20], the p-value is as small as 4.8 × 10^{-13}. These small p-values demonstrate that the proposed structured attention composition module can steadily improve the performance of these action localization methods.

### C. Comparison experiments

We introduce the structured attention composition module to recent methods [11], [7] and make comparisons with current state-of-the-art methods. As shown in Table III, on the THUMOS14 benchmark, the structured attention composition module equipped with [11] builds new state-of-the-art performance, i.e., an mAP of 57.6% under IoU threshold
TABLE III: Comparison experiments on THUMOS14 dataset, measured by mAP (%) under different IoU thresholds. Our method introduces the structured attention composition module into [11]. Avg. indicates the average mAP (%) among thresholds 0.3:0.7.

| Method          | mAP(%)@IoU | Avg.  |
|-----------------|------------|-------|
|                 | 0.3        | 0.4   | 0.5   | 0.6   | 0.7   |       |
| GTAN[37]CVPR19  | 57.8       | 47.2  | 38.8  | -     | -     | -     |
| BMN[10]CV19     | 56.0       | 47.4  | 38.8  | 29.7  | 20.5  | 38.5  |
| BSN++[9]AAAI21  | 59.9       | 49.5  | 41.3  | 31.9  | 22.8  | 41.1  |
| TCANet[35]CVPR21| 60.6       | 53.2  | 44.6  | 36.8  | 26.7  | 44.4  |
| BUMR[8]ICCV20   | 53.9       | 50.7  | 45.4  | 38.0  | 28.5  | 43.3  |
| A2Net[28]TP20   | 58.6       | 54.1  | 45.5  | 32.5  | 17.2  | 41.6  |
| PGCN[13]ICCV19  | 63.6       | 57.8  | 49.1  | -     | -     | -     |
| PCG-TAL[61]TP21 | 65.1       | 59.5  | 51.2  | -     | -     | -     |
| PBRNet[34]AAAI20| 58.6      | 54.6  | 51.3  | 41.8  | 29.5  | 47.2  |
| G-TAD[7]TP20    | 66.4       | 60.4  | 51.6  | 37.6  | 22.9  | 47.8  |
| RTD-Net[62]CV21 | 68.3       | 62.3  | 51.9  | 38.8  | 23.7  | 49.0  |
| GMC[60]TPAMI21  | 66.5       | 60.8  | 51.9  | -     | -     | -     |
| C-TCN[6]ACMMM20 | 68.0       | 62.3  | 52.1  | -     | -     | -     |
| ContextLoc[6]CV21| 68.3     | 63.8  | 54.3  | 41.8  | 26.2  | 50.9  |
| Li et al. [58]CVPR21 | 63.2 | 58.5  | 54.8  | 44.3  | 32.4  | 50.6  |
| AFSD[12]TP20    | 67.3       | 62.4  | 55.5  | 43.7  | 31.1  | 52.0  |
| Liu et al. [11]CVPR21 | 68.9 | 64.0  | 56.9  | 46.3  | 31.0  | 53.4  |
| **Ours**        | **69.3**   | **64.8** | **57.6** | **47.0** | **31.5** | **54.0** |

0.5. Besides, the average mAPs under thresholds 0.3:0.7 also verify the superiority of our method. In particular, compared with the most recent works [62], [63], our method exceeds ContextLoc [63] with an mAP of 3.5%; compared with works [28], [61], [60] published in prestigious journals, our method exceeds GCM [60] with an mAP of 5.7%. Considering the most competitive method [11], where Liu et al. elaborately model both short-term and long-term relationships to enhance the feature coherence, the proposed structured attention composition module can bring an mAP of 0.7% improvement, demonstrating the necessity of modeling the frame-modality attention. It can be noticed that [58] performs well under IoU threshold 0.7. Actually, [58] designs two pretext tasks (i.e., multi-action classification and localization confidence estimation) to enhance the feature representation and improve the localization results. Although pretext tasks can benefit localization results, they would complicate training.

Table IV reports the comparison experiments on the ActivityNet v1.3 dataset. It can be seen that the structured attention composition module equipped with [7] achieves comparable performance with recent methods under the metric average mAP. Specifically, some works use extra video-level classification labels to localize action instances. For example, PBRNet[34] and BSN++[9] rely on CUHK [64], while PCG-TAL[61] and AFSD[12] utilize UntrimmedNet [65]. Besides, some works use extra action proposals. For example, TCANet[35] relies proposals from BMN [10], while Li et al. [58] utilizes PBRNet[34] to generate action proposals. In contrast to above works, the proposed method can directly discover action instances from untrimmed videos, and achieve comparable performance.

**D. Ablation experiments**

**Effectiveness of the composed attention.** Table V studies different ways to estimate the frame-modality attention. Under IoU threshold 0.5, the baseline method SSAD [20] gets an mAP of 45.5%. If we jointly consider the appearance feature and the motion feature (e.g., via concatenation), and predict the frame-modality attention based on a convolutional layer, the performance can be improved to 48.1% mAP. For one thing, it reveals the need to distinguish the influence of each frame and each modality; for another thing, the localization results are not accurate enough due to lack of modeling frame-modality relationship. Only predicting modality attention or frame attention achieve 47.5% and 47.8%, respectively. Compared with the performance of SSAD [20], this demonstrates that both the modality attention and the frame attention are influential to localizing action instances. Furthermore, a simple implementation of the composed attention strategy achieves an mAP of 48.8%, demonstrating the promising aspects of learning frame-modality attention.

**Effectiveness of each module.** Table VI reports the performance gains brought by the optimal transport process, the action-aware pooling module and the smoothness regularizer. Compared with the vanilla composed attention, the optimal transport process measures the fitness between the frame

TABLE IV: Comparison experiments on ActivityNet v1.3 datasets, measured by mAP (%) under different IoU thresholds. Our method introduces the structured attention composition module into [7].

| Method             | ActivityNet v1.3 | Average mAP (%) |
|--------------------|------------------|-----------------|
|                   | 0.50             | 0.75            | 0.95            |
| BMN[10]CV19        | 50.07            | 34.78           | 8.29            |
| PGCN[13]CV19       | 48.26            | 33.16           | 3.27            |
| BUMR[8]ICCV20      | 43.47            | 33.91           | 9.21            |
| RTD-Net[62]CV21    | 46.43            | 30.45           | 8.64            |
| ContextLoc[6]CV21  | 56.01            | 35.19           | 3.55            |
| AFSD[12]TP20       | 52.40            | 35.30           | 6.50            |
| BSN++[9]AAAI21     | 51.27            | 35.70           | 8.33            |
| PCG-TAL[61]TP21    | 52.04            | 35.92           | 7.97            |
| PBRNet[34]AAAI20   | 53.96            | 34.97           | 8.98            |
| **Ours**           | **50.73**        | **35.43**       | **7.29**        |

**Methods using extra video-level labels**

| Method             | Average mAP (%) |
|--------------------|-----------------|
| Liu et al. [11]CVPR21 | 50.02          | 34.97          | 6.57          |
| GCM[60]TPAMI21     | 51.03           | 35.17          | 7.44          |
| Li et al. [58]CVPR21 | 57.80          | 37.60          | 9.60          |
| **Ours**           | **50.73**       | **35.43**      | **7.29**      |

**Methods directly localizing actions**

| Method             | Average mAP (%) |
|--------------------|-----------------|
| A2Net[28]TP20      | 43.55           | 28.69          | 3.70          |
| C-TCN[6]ACMMM20    | 47.60           | 31.90          | 6.20          |
| G-TAD[7]TP20       | 50.36           | 34.60          | 9.02          |
| **Ours**           | **50.73**       | **35.43**      | **7.29**      |

TABLE V: Ablation studies about different ways to infer frame-modality attention, measured by mAP (%) on THUMOS14 dataset.

| Setups              | SSAD[20] | G-TAD[7] |
|---------------------|----------|----------|
| Baseline            | 45.5     | 42.9     |
| + Predicted Attention | 48.1  | 43.4     |
| + Modality Attention | 47.5  | 43.2     |
| + Frame Attention   | 47.8    | 43.3     |
| + Composed Attention | 48.8  | 43.7     |

Our methods using extra video-level labels.
attention and the modality attention. Specifically, the learnable structure matrix can estimate the transport cost from the modality attention to the frame attention, and guides the algorithm to obtain precise frame-modality attention weights. Based on SSAD [20], the optimal transport process brings an mAP of 1.2% performance gains under IoU threshold 0.5. Based on this, the action-aware pooling strategy focuses on action features to predict the modality attention, which brings an mAP of 0.9% gain. Besides, the smoothness regularizer guides the frame-modality structure matrix to be smooth among neighboring frames, which carries 0.8% mAP gain. Our complete method achieves an mAP of 51.4%, and the proposed structured attention composition module brings an mAP of 5.9% performance gains over the vanilla SSAD [20] method (i.e., 45.5%).

**Superiority over traditional attention mechanisms.** The core of this work is to learn precise frame-modality attention. Alternatively, two traditional attention mechanisms need to be compared:

- Sequential attention. CBAM [66] sequentially calculates the channel attention and the spatial attention to exploit the inter-channel and inter-spatial relationships. Similarly, we can first estimate the modality attention and then learn the frame attention, to model the frame-modality relationship.4

- Non-local attention. Given a video segment, we can employ the non-local mechanism [15] to connect a feature and all other features. It explicitly considers all temporal features to estimate the frame attention, but can only implicitly estimate the modality attention in a data-driven manner.

4We also conduct experiments that first estimate the frame attention, and then learn the modality attention, but observe a bit of performance drop.

Table VII: Comparison between the structured attention composition module (SAC) and traditional attention module, measured by mAP (%) on THUMOS14 dataset.

| Setups                        | SSAD[20] | G-TAD[7] |
|-------------------------------|----------|----------|
| Baseline + Composed Attention | 48.8     | 43.7     |
| + OT Regularization           | 50.0     | 44.0     |
| + OT + Action-Aware Pooling   | 50.9     | 44.3     |
| + OT + Smooth Term            | 50.8     | 44.2     |
| Complete Method               | 51.4     | 44.4     |

As shown in Table VII, based on SSAD [20], the sequential attention mechanism achieves an mAP of 48.3%, while the non-local mechanism [15] gets an mAP of 48.4%. The localization results are not accurate enough, because these mechanisms only integrate local and global information but do not thoroughly exploit structure cues. In contrast, the optimal transport process explicitly exploits the structure cue between the frame attention and the modality attention via the learnable frame-modality structure matrix, and brings adequate gains.

**Hyper-parameters.** Fig. 6 reports ablation studies about hyper-parameters. In the smoothness regularizer, the hyper-parameter $\eta$ influences the number of selected minimal elements, where 80% is a proper choice. In the action-aware pooling procedure, $k$ controls the ratio of confident action features. We found top $1/8$ features are beneficial to predict the modality attention, and redundant features may bring background noises. In the complete loss function (i.e., Eq. (6)), we study the coefficients $\lambda_s$ and $\lambda_F$ for the temporal smoothness loss $L_s$ and the F-norm loss $L_F$, respectively, and find the proper value as 0.10 and 0.01.

**Computational costs.** To further study the effectiveness of the structured attention composition module, Table VIII reports parameters and FLOPs based on four different methods [20], [10], [7], [11]. In particular, we employ the pytorch-OpCounter tool5 to measure the parameters of each method. As for FLOPs, considering each method employs specific input datas, e.g., different temporal lengths and different feature dimensions, we keep the same input with the original method and set the batchsize as 1. As shown in Table VIII, the proposed structured attention composition module only slightly increases parameters and FLOPs to the four existing methods [20], [10], [7], [11], demonstrating its effectiveness to the temporal action localization task.

5https://github.com/Lyken17/pytorch-OpCounter
Fig. 5: Visualization of the action localization results. In the first video, our method can precisely localize the Pole Vault instances. In the second video, our method discovers two Shotput instances but makes a mistake for an incomplete case (shown in red dotted box). As for ActivityNet v1.3, our method accurately localizes the Hand Car Wash instance (the third video).

TABLE VIII: Computational cost analysis of the proposed structured attention composition module (SAC), in terms of parameter (M) and FLOPs (G).

| Method          | SSAD [20] | SSAD [20] + SAC | BMN [10] | BMN [10] + SAC | G-TAD [7] | G-TAD [7] + SAC | Liu et al. [11] | Liu et al. [11] + SAC |
|-----------------|-----------|-----------------|----------|----------------|-----------|-----------------|------------------|-----------------------|
| Parameters (M)  | 4.29      | 5.08            | 4.98     | 5.46           | 5.62      | 6.37            | 18.03            | 18.95                 |
| FLOPs (G)       | 0.42      | 0.62            | 91.2     | 91.3           | 150.24    | 150.78          | 14.06            | 14.58                 |

Because each method employs specific input datas (e.g., different feature dimensions), the extra parameters brought by the SAC module are different.

Fig. 6: Ablation studies about hyper-parameters in the proposed structured attention composition module, measured by mAP (%) on THUMOS14 dataset.

E. Qualitative visualization.

Fig. 4 qualitatively shows the effectiveness of the structured attention composition module. Considering the localization results of “SSAD” and “SSAD+SAC”, we can find introducing structured attention composition into SSAD [20] assists to precisely localize action boundaries. Besides, Fig. 4 exhibits the effectiveness of frame-modality attention. As discussed in Fig. 1, the instance Throw Discus is confusing in the appearance modality and the instance Soccer Penalty may be misled by the motion modality. In Fig. 4, the proposed structured attention composition module appropriately assigns attention weights to different modalities, i.e., relying more on the motion modality for localizing the Throw Discus instance and focusing on the appearance modality for discovering the Soccer Penalty instance.

In addition, Fig. 5 qualitatively exhibits the localization...
results. On the one hand, our method can precisely localize most action instances, demonstrating its efficacy in tackling the temporal action localization task. On the other hand, the proposed method makes a mistake in the Shotput video because of an incomplete case. Specifically, a coach is demonstrating the Shotput action. She places the shot on her shoulder and rotates the body, but does not throw out the shot, which is quite different from regular instances. As a result, the incomplete segment is not annotated as the Shotput instance. In the future, modeling the completeness of the action instance is a promising way to alleviate this issue.

V. CONCLUSION

In this paper, we make an early effort to study temporal action localization from the perspective of multi-modality feature learning. For this purpose, we propose a structured attention composition module to obtain the frame-modality attention, where the fitness between modality attention and frame attention is justified by an optimal transport process. Extensive experiments on four state-of-the-art methods demonstrate that our approach can serve as a plug-and-play module and consistently bring performance improvements. It should be noticed that we follow previous works [37], [28], [60], [67] and extract video features in advance. However, in a practical scenario, the action localization algorithm should tackle raw videos, extract features and discover action instances, where existing feature extracting works[4], [64] with high computations would be inconvenient. In the future, it is a promising direction to improve the efficiency of the action localization algorithm, alternatively, to develop the feature coding strategy [1] and transmit high computations to back-end computing center. Besides, we plan to introduce the structured attention composition module to other related tasks, e.g., online action detection [68], and further verify its effectiveness for the multi-modality feature learning.
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