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Abstract—The design of decoding algorithms is a significant technological component in the development of fault-tolerant quantum computers. Often design of quantum decoders is inspired by classical decoding algorithms, but there are no general principles for building quantum decoders from classical decoders. Given any pair of classical codes, we can build a quantum code using the hypergraph product, yielding a hypergraph product code. Here we show we can also lift the decoders for these classical codes. That is, given oracle access to a minimum weight decoder for the relevant classical codes, the corresponding $[[n, k, d]]$ quantum code can be efficiently decoded for any error of weight smaller than $(d - 1)/2$. The quantum decoder requires only $O(k)$ oracle calls to the classical decoder and $O(n^2)$ classical resources. The lift and the correctness proof of the decoder have a purely algebraic nature that draws on the discovery of some novel homological invariants of the hypergraph product codespace. While the decoder works perfectly for adversarial errors, that is errors of weight up to half the code distance, it is not suitable for more realistic stochastic noise models and therefore cannot be used to establish an error correcting threshold.
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I. INTRODUCTION

The construction of quantum codes often takes classical codes as a starting point. The CSS construction is one method for combining a pair of classical codes into a quantum code. However, the CSS recipe only works when the pair of classical codes are dual to each other. Unfortunately, some of the best known classical code families, such as those based on expander graphs, do not come in convenient dual pairs. The hypergraph product is a different recipe that allows a pair of arbitrary classical codes to form the basis of a quantum code [1]. Crucially, when the hypergraph product uses families of classical low-density parity check (LDPC) codes, it leads to families of quantum-LDPC codes. The quantum-LDPC product code preserves the experimental difficulty of implementation and, combined with suitably growing distance, ensures the existence of an error correction threshold [2].

Two of the most widely known quantum codes, the toric and planar surface codes, are hypergraph product codes that use the classical repetition code as their seed classical code. The decoding problem for the surface code can be recast as a minimum-weight perfect-matching problem, which is efficiently solved by the blossom algorithm [3], [4] and the union-find algorithm [5]. Another interesting class of hypergraph product codes uses classical expander codes as their seed, with the resulting offspring called quantum expander codes [6], which are quantum-LDPC codes achieving both constant rate and $\Omega(\sqrt{n})$ distance. The classical expander codes can be decoded by a very simple bit-flip algorithm discovered by Spiser and Spielman [7]. This inspired the small-set flip decoder for quantum expander codes, which follows a similar idea but is slightly modified, and has been shown to correct adversarial errors [6], stochastic errors [8] and also to operate as a single-shot decoder [9]. However, any binary linear code can be used as a seed to build hypergraph product codes. Using classical codes other than repetition and expander codes, for instance the semi-topological codes proposed in [10], yield a broad range of hypergraph product codes for which there is no general propose decoder that is proven to work across the whole code family. For classical LDPC codes, using a belief propagation decoder (BP) works well in practice but it cannot be used out of the box on quantum-LDPC codes. In fact whenever a decoding instance has more than one minimum weight solution, it is degenerate, BP does not converge and yields a decoding failure. Degeneracy is the quintessential feature of quantum codes and therefore some workarounds are needed to use BP on quantum-LDPC codes [11], [12]. The literature offers many examples of BP inspired decoders for quantum-LDPC codes which show an error correcting threshold [10], [13]–[17], however none of them come with a correctness proof. Recently, a union-find like decoder has been proposed to decode quantum-LDPC codes [18]. The authors in [18] prove that their union-find decoder corrects for all errors of weight up to a polynomial in the distance for three classes of quantum-LDPC codes: codes with linear confinement (see [19], [20]), $D$-dimensional hyperbolic codes and $D$-dimensional toric codes for $D \geq 3$. The decoder in [18] is therefore provably correct for adversarial noise, nonetheless a comprehensive investigation of its performance under stochastic noise is still missing.

Here we introduce the ReShape decoder for generic hypergraph product codes. Given a $[[n, k, d]]$ hypergraph product code built using classical codes with parity matrices $\delta_A$ and $\delta_B$, we assume access to a minimum weight decoder for parity matrices $\delta_A$, $\delta_B$, $\delta_A^x$ and $\delta_B^x$. The ReShape decoder calls these classical decoders as blackbox oracles without any modification or knowledge of their internal working.
and furthermore only requires $O(k)$ oracle calls, and only a polynomial amount of additional classical computation. Under these conditions we prove that ReShape works in the adversarial setting, correcting errors (up to stabilisers) of weight less than half the code distance. Therefore, ReShape lifts the classical decoders to the status of a quantum decoder, providing the first general purpose hypergraph product codes decoder proven to correct adversarial errors. Formally we prove:

**Theorem 1:** Any $[n,k,d]$ hypergraph product code constructed from the classical parity check matrices $\delta_A$ and $\delta_B$ can be successfully decoded from error of weight up to $(d - 1)/2$ using $O(k)$ oracle calls to classical decoders for the seed matrices and their transpose plus $O(n^2)$ classical operations.

Theorem 1 though, does not state anything about stochastic noise or error correcting thresholds. Families of $n$-qubit hypergraph product codes have distance of at most $O(\sqrt{n})$ and so they are bad codes in the sense that the distance is sub-linear. However, given a stochastic noise model with each qubit affected independently with probability $p$, the typical error size will be $pn$. Thus, for $n > (d/2p)$, the most likely errors will not necessarily be corrected by ReShape and there is no guarantee that a threshold will be observed. Indeed, we implemented ReShape for several code families and found evidence that ReShape fails to provide a threshold (see Figure 4). A clear open problem is whether there exists a similar general lifting procedure, or modification of ReShape, (see Figure 4). A clear open problem is whether there exists a similar general lifting procedure, or modification of ReShape, for which one can prove good performance in the stochastic settings. Hence, if on one hand Theorem 1 provides a solution to the adversarial decoding problem for hypergraph product codes, on the other, a stronger, difficult and much longed-for result is desirable. Namely, the solution of the stochastic decoding problem for hypergraph product codes both on a theoretical level (proof of a threshold) and on a practical one (numerical observation of a high correcting threshold) is well defined and referred to as homology group, see Appendix B. Elements $[P]$ of $L$ are homology classes: equivalence classes with respect to the congruence modulo multiplication by stabiliser operators. Explicitly:

$$[P] = \{ PS : S \in S \},$$

and for any Pauli $P$, its homology class $[P]$ is uniquely defined via Eq. (3). Importantly, each Pauli $P$ such that $[P] \neq [I]$ in $L$ is an operator that preserves the codespace and has non-trivial action on it. We refer to such code operators modulo $S$ as logical Pauli operators; with slight abuse of notation we write $P \in L$, meaning $[P] \in L$. Two logical operators $P,Q$ are said to be homologically equivalent, or just equivalent, if and only if they belong to the same homology class i.e. by Eq. (3), if and only if $[P] = [Q]$. Importantly, for a code of dimension $k$, $L \cong \mathcal{P}_k$. The distance $d$ of the code is the minimum weight of any non-trivial logical operator in $L$. Any generating set of the stabiliser group $S$ induces a syndrome map $\sigma$. Namely, if $S = \{S_1, \ldots, S_m\}$, the associated syndrome function $\sigma$ maps any Pauli $P \in \mathcal{P}_n$ in a binary vector $s = (s_1, \ldots, s_m)^T \in F_2^n$ such that $s_i = 0$ if and only if $P$ commutes with $S_i$ and 1 otherwise. We refer to the vector $s$ as the syndrome. Conventionally, when considering a stabiliser code, it is always intended that a generating set $\{S_1, \ldots, S_m\}$ for the stabiliser group is chosen and with it a syndrome map. We say that a stabiliser code is LDPC if each $S_i$ has low weight and each qubit is in the support of only a few generators. The decoding problem for stabiliser codes can be stated as: given a syndrome vector $s \in F_2^n$, find an operator $E_v \in \mathcal{P}_n$ such that (i) $\sigma(E_v) = s$ and (ii) $[E_v] = [E_{\text{min}}]$, where $E_{\text{min}}$ is a minimum weight operator with syndrome $s$. We call any operator that satisfies (i) a valid solution of the syndrome equation and operators for which both (i) and (ii) are true, correct solutions.
Pauli operators can be put into a one-to-one correspondence with binary vectors, if we discard the phase factor $\pm i$. In fact, any Pauli $P$ can be written as:

$$P \propto X[v] \cdot Z[w],$$

$$= X^{v_1} \otimes \cdots \otimes X^{v_n} \cdot Z^{w_1} \otimes \cdots \otimes Z^{w_n}, \quad v, w \in \mathbb{F}_2^n$$

from which it follows:

$$(X[v]Z[w])(X[v']Z[w']) = \pm X[v+v']Z[w+w'], \quad (4)$$

and two operators commute if and only if

$$\langle v, w' \rangle + \langle v', w \rangle = 0 \mod 2 \quad (5)$$

and anti-commute otherwise. This correspondence between binary vectors and Pauli operators is particularly handy when dealing with CSS codes [23], [24]. CSS codes are stabiliser codes for which the stabiliser group can be generated by two disjoint sets $S_X$ and $S_Z$ of $X$ and $Z$ type operators respectively. If $S_X = \{X[v_1], \ldots, X[v_m]\}$, $S_Z = \{Z[w_1], \ldots, Z[w_m]\}$ and we define $H_X$ and $H_Z$ as the matrices whose rows are the $v_i$s and the $w_i$s respectively, then the commutation relation on the stabilisers generators translate in to the binary constraint $H_X H_Z^T = 0$. Using Eq. (5), it is easy to show that the syndrome for a Pauli error $E = X[e_x]Z[e_z]$ is described by the two binary vectors $s_x = H_Z e_x$ and $s_x = H_X e_z$. Since these two linear equations are independent, we can treat the $X$-part and $Z$-part of the error separately. For CSS codes, we define the $X$-distance $d_x$ as the minimum weight of an operator $X[v]$ which commutes with all the stabilisers in $S_Z$ but does not belong to the group generated by $S_X$. Note that the weight of an operator $X[v]$ equates the Hamming weight $|v|$ of the vector $v$. Therefore, combining Eq. (4), Eq. (5) and the definition of $d_x$, we shortly say that $d_x$ is the minimum weight of a vector $v$ in $\ker H_Z$ which does not belong to the row span of $H_X$, i.e.

$$d_x := \min \{|v| : H_Z v = 0, v \notin \text{Im } H_X^T\} \quad (6)$$

Similarly, $d_z$ is the minimum weight of a vector in $\ker H_X$ not in $\text{Im } H_Z^T$.

The $Z$-error decoding problem for CSS code can be stated as: given a syndrome vector $s \in \mathbb{F}_2^m$, find a valid and correct solution $e \in \mathbb{F}_2^a$ to the equation:

$$H_X e = s, \quad (7)$$

where $e_r$ is valid if and only if $H_X e_r = s$ and it is correct if and only if it belongs to the homology class of the minimum weight operator with syndrome $s$. Because for an operator $Z[e]$ its weight equates the Hamming weight of the vector $e$, the $Z$-decoding problem for CSS codes can be reformulated exactly as done for the classical decoding problem in Eq. (2). Explicitly, given $s$, find the minimum weight solution to the linear equation $H_X e = s$. The $X$-decoding problem is derived from Eq. (7) by duality, exchanging the role of $X$ and $Z$.

It goes without saying that, if any CSS code defines two classical parity check matrices, the converse is also true. Namely, starting from any two binary matrices $H_1, H_2$ such that $H_1 H_2^T = 0$, this defines a CSS code with $H_X = H_1$, $H_Z = H_2$. If the classical linear code with parity check $H_i$ has parameters $[n, k_i, d_i]$, the associated quantum code has parameters $[[n, k_1 + k_2 - n, d_x, d_z]]$ where $d_x \geq d_2$ and $d_z \geq d_1$. A review on quantum codes can be found, for instance, in [25], [26].

In this article we focus on a sub-class of CSS codes, the hypergraph product codes [27]–[30]. We give a minimal description of these codes in Section III and we refer the reader to Appendix B for a more detailed presentation. We study some homology invariants for the logical operators of the hypergraph product codes in Section IV-A. These invariants are the algebraic core upon which we design a decoder for these codes, the ReShape decoder. We prove that ReShape is an efficient and correct decoder for adversarial noise in Section IV-B. We conclude with some consideration on the performance of ReShape under stochastic noise in Section IV-C.

### III. Hypergraph Product Codes

We here present a bottom-up overview on hypergraph product codes. The purpose of this Section is dual: we both want to describe the hypergraph product codes with the least possible technical overhead and introduce the notation necessary to motivate and give an intuition for the results presented in Section IV. We refer the reader interested in the homology theory approach to Appendix B.

The most well-known example of hypergraph product code is the toric code and its variations [31], [32]. The toric code is conventionally represented by a square lattice where qubits sit on edges, $X$-stabilisers are identified with vertices and $Z$-stabilisers with faces. Since a square lattice has two kind of edges, vertical and horizontal ones, the first evident feature of this identification is that, accordingly, there are two type of qubits. The second is that each vertex/$X$-stabiliser uniquely identifies a row of horizontal edges and a column of vertical one, starting from the four ones that are incident to it. The third is that faces/$Z$-stabilisers, similarly to vertices, uniquely identify a column of horizontal edges and a row of vertical ones, starting from the four which lie on its boundary. Very similar attributes can be found in all the hypergraph product codes, as we now explain.

Consider two classical parity check matrices $\delta_A, \delta_B$ of size $m_a \times n_a$ and $m_b \times n_b$; we indicate with $C(\delta_A, \delta_B)$ their hypergraph product code and refer to the matrices $\delta_A$ and $\delta_B$ as seed matrices. The qubits of the code $C(\delta_A, \delta_B)$ can be labelled as left and right qubits. Left qubits can be placed in a $n_a \times n_b$ grid and right qubits in a $m_a \times m_b$ grid, see Figure 1. Under this labelling, left and right qubits are uniquely identified by pair of indices $(j_a, j_b)$ and $(i_a, i_b)$ respectively, where $j_a, j_b$ vary among the column indices of $\delta_A, \delta_B$ while $i_a, i_b$ vary among their row indices. Given a pair $(L, R)$ of binary matrices, of size $n_a \times n_b$ and $m_a \times m_b$ respectively, we define the $Z$-operator:

$$Z(L, R) = \left( \bigotimes_{j_a, j_b} Z^{l(j_a, j_b)} \right) \otimes \left( \bigotimes_{i_a, i_b} Z^{R(i_a, i_b)} \right), \quad (8)$$

and similarly for $X$-operators. We refer to $L$ as the left part of the operator and to $R$ as its right part.
\[
\delta = \begin{pmatrix}
1 & 1 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 1
\end{pmatrix}
\]

(a)

\[S^x(1,3)\]

(b) An \(X\) stabiliser.

\[(L_x, 0) \in L^x_{\text{left}}\]

(c) A logical left \(X\) operator.

\[(0, R_x) \in L^y_{\text{right}}\]

(d) A logical right \(X\) operator.

Fig. 1. A graphical representation of the qubit space of the homological product code \(C(\delta_A, \delta_B)\) where \(\delta_A = \delta_B = \delta\) and \(\delta\) is a degenerate parity check matrix for the [7, 4, 3] Hamming code reported in (1a). In (1b), ..., (1g), the two grids represent the left and right qubits respectively. One circle is drawn for each physical qubit of \(C(\delta_A, \delta_B)\). There are \(7 \times 7\) left qubits and \(4 \times 4\) right qubits. The support of an operator \((L, R)\) on \(C(\delta_A, \delta_B)\) is represented by filling the corresponding circle: left qubit at position \((i_a, i_b)\) is filled if and only if \(L_{i_a, i_b} = 1\); similarly the right qubit at position \((i_a, i_b)\) is filled if and only if \(R_{i_a, i_b} = 1\). The code \(C(\delta_A, \delta_B)\) pictured has parameters \([65, 17, 3, 3]\). It has 16 independent logical left operators and 1 logical right operators:

\[|\mathcal{L}^x| = |\mathcal{L}^y| = 16\] and \[|\mathcal{L}^z| = |\mathcal{L}^y| = 1\].

The code \(C(\delta_A, \delta_B)\) has \(m_a \times n_b\) \(X\)-stabiliser generators which can be indexed by \((i_a, j_b)\). The \(X\)-stabiliser \(S^x(i_a, j_b)\) has support contained in the union of the \(j_b\)th column of left qubits and the \(i_a\)th row of right qubits. More precisely, it acts as \(X(\delta_A)_{i_a}\) on the left qubits located at column \(j_b\) and as \(X(\delta_B)_{j_b}\) on the right qubits located on row \(i_a\), see Figure 1b. Using the X-version of Eq. (8), \(S^x(i_a, j_b)\) is uniquely represented by the pair of matrices, \(L = \delta_A E_{i_a,j_b}\) and \(R = E_{i_a,j_b}\delta_B\), so that

\[S^x(i_a, j_b) := X(\delta_A E_{i_a,j_b}, E_{i_a,j_b}\delta_B),\]

where \(E_{i_a,j_b}\) is the all-zero \(m_a \times n_b\) matrix but for the \((i_a, j_b)\)th entry which is 1. From the characteristic ‘cross’ shape of the stabilisers generators \(S^x(i_a, j_b)\), it follows that if \((G_L, G_R)\) is an \(X\)-stabiliser for \(C(\delta_A, \delta_B)\), then (i) each column of \(G_L\) is an \(X\)-stabiliser for \(C(\delta_A, \delta_B)\), and (ii) each row of \(G_R\), as a vector in \(F_{2}^{n_b}\), belongs to \(\text{Im} \delta_B\) and (ii) each row of \(G_R\), as a vector in \(F_{2}^{n_b}\), belongs to \(\text{Im} \delta_B\).

Similarly, \(Z\)-stabiliser generators are indexed by \((j_a, i_b)\) for \(1 \leq j_a \leq n_a\) and \(1 \leq i_b \leq m_b\) and \(S^z(j_a, i_b)\) is uniquely represented by the pair of matrices:

\[(L, R) = (E_{j_a,i_b}\delta_B, \delta_A E_{j_a,i_b}),\]

for \(E_{j_a,i_b}\) of size \(n_a \times m_b\), with all entries 0 but for the \((j_a, i_b)\)th entry which is 1.

The syndrome equation for hypergraph product codes can be derived combining Eq. (7) and the expression for the stabiliser generators. By Eq. (7), the \(i\)th bit of the syndrome vector \(s \in F_{2}^{m_a}\) equates the inner product between the \(i\)th \(X\)-stabiliser generator, which corresponds to the \(i\)th row of the matrix \(H_X\), and the error vector. In the same way, by reshaping vectors into matrices (see Appendix B-A), the \((i_a, j_b)\)th bit of the syndrome matrix \(S \in F_{2}^{n_a \times n_b}\) equates the inner product of the \((i_a, j_b)\)th \(X\)-stabiliser generator and the error matrices \((L, R)\):

\[(\delta_A)_{i_a} L + R(\delta_B)_{j_b} = S_{i_a,j_b},\]

and by linearity:

\[
\sigma(L, R) := \delta_A L + R\delta_B.
\]

(8E)

It is easy to show that any \(Z\)-stabiliser has trivial \(X\)-syndrome, which is equivalent to \(X\)-stabilisers and \(Z\)-stabilisers commuting. As a consequence, \(C(\delta_A, \delta_B)\) is a well-defined CSS code.
A minimal generating set of logical $Z$-operators for $\mathcal{C}(\delta_A, \delta_B)$ is given by:

$$L_z := L_z^{\text{left}} \cup L_z^{\text{right}}$$

where:

$$L_z^{\text{left}} := \{(L, 0) : L = k_a \cdot e_{j_b}^T, \quad k_a \text{ varies among a basis of } \ker \delta_A, \quad e_{j_b} \text{ varies among a basis of } (\text{Im } \delta_B)^*, \quad |e_{j_b}| = 1\},$$

and

$$L_z^{\text{right}} := \{(0, R) : R = e_{i_a}^T \cdot \bar{k}_b, \quad \bar{k}_b \text{ varies among a basis of } \ker \delta_B, \quad e_{i_a} \text{ varies among a basis of } (\text{Im } \delta_A)^*, \quad |e_{i_a}| = 1\}.$$

Here, given a vector space $V \subseteq \mathbb{F}_2^n$, $V^*$ denotes any space such that $V \oplus V^* \simeq \mathbb{F}_2^n$. In particular, the space $V^*$ is in general different from the orthogonal complement $V^\perp$ of the space $V$, see Appendix A for details. Similarly, a minimal generating set of logical $X$-operators is:

$$L_x := L_x^{\text{left}} \cup L_x^{\text{right}}$$

where:

$$L_x^{\text{left}} := \{(L, 0) : L = e_{j_a} \cdot k_b^T, \quad k_b \text{ varies among a basis of } \ker \delta_B, \quad e_{j_a} \text{ varies among a basis of } (\text{Im } \delta_A)^*, \quad |e_{j_a}| = 1\},$$

and

$$L_x^{\text{right}} := \{(0, R) : R = \bar{k}_a \cdot e_{i_b}^T, \quad \bar{k}_a \text{ varies among a basis of } \ker \delta_A, \quad e_{i_b} \text{ varies among a basis of } (\text{Im } \delta_B)^*, \quad |e_{i_b}| = 1\}.$$

To sum up, the code $\mathcal{C}(\delta_A, \delta_B)$ is a CSS code with parameters $[[n, k, d_x, d_z]]$, where:

- $n = n_a n_b + m_a m_b$
- $k = (n_a - r k_a)(n_b - r k_b) + (m_a - r k_a)(m_b - r k_b)$
- $d_x = \min\{d_a^x, d_b\}$
- $d_z = \min\{d_a, d_b^z\}$

for $r k_\ell = \text{rank}(\delta_\ell)$ and $d_\ell$ (resp. $d_\ell^z$) distance of the classical code with parity check matrix $\delta_\ell$ (resp. $\delta_\ell^z$), $\ell = A, B$. By convention, we define the distance of the trivial code $\{0\}$ to be $\infty$. In particular, whenever one or both seed matrices (or transposes) are full rank, one of the summands in the expression for $k$ cancel out e.g. if $\delta_A$ or $\delta_B$ have full rank, then $k = (n_a - r k_a)(n_b - r k_b) + (m_a - r k_a)(m_b - r k_b)$.

The similarities in structure between general hypergraph product codes $\mathcal{C}(\delta_A, \delta_B)$ and the toric codes (with and without boundaries) should now be clear: the toric code with boundaries (resp. without) of lattice size $L$ is just the hypergraph product code $\mathcal{C}(\delta_L, \delta_L)$ where $\delta_L$ is the full-rank $L - 1 \times L$ (resp. non-full-rank $L \times L$) parity check matrix of the classical $[L, 1, L]$ repetition code, e.g. for $L = 3$:

$$\begin{pmatrix} 1 & 1 & 0 \\ 1 & 0 & 1 \\ 1 & 0 & 1 \end{pmatrix}.$$  \hspace{1cm} \text{resp.} \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix}.

Left and right qubits correspond to vertical and horizontal edges; vertices and faces on the square lattice can be indexed in the natural way yielding the same stabilizer indexing of the general hypergraph product codes; string like (resp. loop like) logical operators correspond precisely to the left and right logical operators described above which have single column/single row support.

In what follows, we focus on $Z$-errors and their correction. With slight abuse of notation, we will refer to pair of matrices $(L, R)$ as operators (and vice versa sometimes) where the identification is clear via Eq. (8). The corresponding results for $X$-errors are easily obtained by duality as per any CSS code. More precisely, by swapping the role of $X$ and $Z$ but also the role of rows and columns; alternatively, considering the code $\mathcal{C}(\delta_T^L, \delta_T^R)$, see Appendix B.

**IV. RESULTS**

Here we present the ReShape decoder. The intuition behind ReShape is that we can look at hypergraph product codes as codes built combining (product) multiple copies of the same classical codes. As such, with due care, we can ‘decouple’ these copies and retrieve the original classical seed codes.

On a $[[n, k, d]]$ hypergraph product code $\mathcal{C}(\delta_A, \delta_B)$, ReShape works by splitting the decoding problem into $k$ smaller classical decoding problems which can be solved using classical decoding algorithms for the seed matrices. In order to identify the $k$ classical decoding problems, it applies a linear transformation, a change of basis, on the $n$ dimensional codespace of $\mathcal{C}(\delta_A, \delta_B)$, yielding a canonical form for error operators. This canonical form exposes two important features of the codespace: the first one is that logical operators of $\mathcal{C}(\delta_A, \delta_B)$ are naturally partitioned into two sets, of left and right operators; the second is that the weight of each logical operator directly depends on the weight of the classical codewords of the seed codes. By writing an operator in its canonical form, we can immediately assess to which of the two classes it belongs and, via classical decoding, to which logical operator it is closest. Hence, we successfully detect and correct errors.

In this Section, we first proceed to study the algebraic invariants of the logical operators upon which the canonical form is defined. The correctness of ReShape, and so the proof of Theorem 1, strongly relies on the existence of these invariants. We detail the Reshape algorithm in Section IV-B and discuss its limitations in Section IV-C. All the proof of this Section are deferred to Appendix C.

**A. Invariants**

The characteristic shape of operators on the codespace of $\mathcal{C}(\delta_A, \delta_B)$ and the structure of its stabilisers and logical operators, induces a canonical form for $Z$-operators in $\mathcal{C}(\delta_A, \delta_B)$.
More precisely, by combining the construction outlined in Section III and the definition of complement of a vector subspace (see Appendix A) we have proven the following:

**Proposition 1 (Canonical Form):** Let \((L, R)\) be a \(Z\)-operator on the codespace of \(C(\delta_A, \delta_B)\). For a vector space \(V \subseteq \mathbb{F}_2^n\), we denote by \(V^*\) any space such that \(V \oplus V^* \simeq \mathbb{F}_2^n\), (see Appendix A). Then, for the operator \((L, R)\), the left part \(L\) can be expressed as a sum of a free part \(M_L\) and a logical part \(O_L\) such that every row of \(M_L\) belongs to \(\text{Im} \ \delta_T^L\) and every row of \(O_L\) belongs to \(\text{Im} \ \delta_T^L\). Similarly, the right part \(R\) can be expressed as a sum of a free part \(M_R\) and a logical part \(O_R\) such that every column of \(M_R\) belongs to \(\text{Im} \ \delta_B\) and every column of \(O_R\) belongs to \(\text{Im} \ \delta_B\). Hence, for \((L, R)\) holds:

\[
(L, R) = (M_L + O_L, M_R + O_R).
\]

We refer to the writing given by Eq. (CF) as *canonical form* of the operator \((L, R)\).

Crucially, as we detail in Appendix C, it is always possible to 'move' the support of the free part of an operator from the left qubits to the right qubits and vice versa, by adding stabilisers. Opposite is the situation for the logical part: the support of the logical part of an operator cannot be moved to 'move' the support of the free part of an operator from row \(L\) to \(R\).

In Figures 1c, 1d, 1f, 1g we see logical operators in their canonical form: their free part has support pictured, their logical part is pictured, has support contained in either a line or a column of one of the two grids of qubits. In Figure 2 we see a \(Z\)-operator whose free and logical part are both non trivial.

Given a \(Z\)-operator \((L, R)\) we define its **row-column weight** as

**Definition 1:** Let \((L, R)\) be any \(Z\)-operator on the physical qubits of the code \(C(\delta_A, \delta_B)\). Its row-column weight is the integer pair:

\[
\text{wt}_{rc}(L, R) := (\#\text{row}(L), \#\text{col}(R))
\]

where

\[
\text{row}(L) := \{L_i \mid \text{row of } L : L_i \neq 0\},
\]

\[
\text{col}(R) := \{R_i \mid \text{column of } R : R_i \neq 0\},
\]

and the hash symbol \# denotes the cardinality of a set.

The primary significance of this novel notion of weight is explained by Proposition 2, which also represents a key result towards the construction of the ReShape decoder.

**Proposition 2:** If \((L, R)\) is a non-trivial logical \(Z\)-operator of \(C(\delta_A, \delta_B)\) then either \(\#\text{row}(L) \geq d_a\) or \(\#\text{col}(R) \geq d_b^T\) (or both).

Corollary 1 below further specifies the structure of logical \(Z\)-operators and it is easily derived from the proof of Proposition 2, which is deferred to Appendix C.

**Corollary 1:** If \((L, R)\) is a non-trivial logical \(Z\)-operator on \(C(\delta_A, \delta_B)\), at least one of the following hold:

(i) \(L\) has at least \(d_a\) rows which are not in \(\text{Im} \ \delta_T^L\) when seen as vectors in \(\mathbb{F}_2^n\);

(ii) \(R\) has at least \(d_b^T\) columns which are not in \(\text{Im} \ \delta_B\) when seen as vectors of \(\mathbb{F}_2^m\).

Proposition 2 and Corollary 1 naturally yield

**Definition 2:** Let \((L, R)\) be a \(Z\)-operator on \(C(\delta_A, \delta_B)\). Its logical row-column weight is the integer pair

\[
\text{wt}_{lr}^{\log}(L, R) := (\#\text{row}_{\log}(L), \#\text{col}_{\log}(R))
\]

where

\[
\text{row}_{\log}(L) := \{L_i \mid \text{row of } L : L_i \notin \text{Im} \ \delta_T^L\},
\]

\[
\text{col}_{\log}(R) := \{R_i \mid \text{column of } R : R_i \notin \text{Im} \ \delta_B\}.
\]

Equivalently, if \((L, R)\) has canonical form given by

\[
(L, R) = (O_L + M_L, O_R + M_R),
\]

for its logical row-column weight holds:

\[
\text{wt}_{lr}^{\log}(L, R) = \text{wt}_{rc}(O_L, O_R).
\]

The pivotal property of the logical row-column weight is expressed by Proposition 3.

**Proposition 3:** The logical row-column weight of a \(Z\)-operator on \(C(\delta_A, \delta_B)\) is an invariant of its homology class.

Proposition 3 not only justifies the introduction of the notion of logical row-column weight but also constitutes the core resource upon which we prove the correctness of the ReShape decoder, which we now introduce.
B. The ReShape Decoder

An hypergraph product code $C(\delta_A, \delta_B)$ is a CSS code and as such the decoding for $X$ and $Z$ error can be treated separately but in a symmetric way. Here we focus on $Z$-errors and therefore we measure a generating set of $X$-stabilisers. The $Z$-error decoding problem for $C(\delta_A, \delta_B)$ can be stated as: given a $m_a \times n_b$ syndrome matrix $S$, find a valid and correct solution $(L, R)$ to the equation:

$$s = \sigma(L, R) := \delta_A L + R\delta_B,$$

(\text{SE})

where $(L, R)$ is valid if $\sigma(L, R) = S$ and it is correct if it belongs to the homology class of the minimum weight operator with syndrome $S$. Crucially, finding a valid solution $(L, R)$ to Eq. (SE) is always possible by solving the linear system of equation where the parity check matrix of $X$ stabilisers is the matrix of coefficients and the syndrome $S$ is the constant term. The difficulties arise if we are interested in finding a correct solution to Eq. (SE).

The ReShape decoder for Z-errors is build upon two classical minimum weight decoding algorithms: $\mathcal{D}_{\delta_A}$ and $\mathcal{D}_{\delta_B}$. By this way we mean that (i) the algorithms $\mathcal{D}_{\delta_A}$ and $\mathcal{D}_{\delta_B}$ are optimal decoders for the classical linear code with parity check matrix $\delta_A$ and $\delta_B$ respectively, and (ii) they solve the classical decoding problem of Eq. (2) for errors of weight up to $(d_A - 1)/2$ and $(d_B - 1)/2$ respectively. Reshape takes as input $\mathcal{D}_{\delta_A}$, $\mathcal{D}_{\delta_B}$, a syndrome matrix $S$ and a valid solution $(L, R)$ of the Syndrome Equation (SE): $\sigma(L, R) = S$. Recall that a valid solution $(L, R)$ can always be efficiently found either solving the associated linear system or querying a lookup table. It outputs a correct solution of (SE): an operator $(L, R)$ homologically equivalent to the minimum weight operator $(L_{\min}, R_{\min})$ with syndrome $S$.

ReShape (Algorithm 1) works separately on the left part $L$ and on the right part $R$ of the operator $(L, R)$ and in fact it could be run in parallel (lines 1-10 and lines 11-20). Starting from a valid solution $(L, R)$, it minimises its logical row-column weight by minimizing $\#\text{row}_{\text{log}}(L)$ (lines 1-10) first and $\#\text{col}_{\text{log}}(R)$ after (lines 11-20). Because the logical row-column weight is an homology invariant for $Z$-operators (Proposition 3) and ReShape minimises it, this suffices to assure that ReShape is correct, as stated in Proposition 4. ReShape works on the left part $L$ of the inputted valid solution $(L, R)$ (lines 1-10) into two steps: Decode and Split. Each of these two steps exploits a characteristic feature of the $Z$-operators on the cospace of $C(\delta_A, \delta_B)$:

(i) Split step: a $Z$-stabilizer $(G_L, G_R)$ has left part $G_L$ such that every row is in the image of $\delta_B$;

(ii) Decode step: a logical $Z$-operator which acts non-trivially on the left qubits has a representative $(L_z, R_z)$ such that at least one column of $L_z$ is in $\ker \delta_A \setminus \{0\}$.

The Split and Decode steps are similarly performed on the right part $R$, as specified in lines 11 - 20 of the pseudocode in Algorithm 1. Again with reference to the left part as guide case, we now describe the Split and Decode steps in details and specify their computational cost. By extending this analysis to the right part, and thanks to Proposition 4, Theorem 1 is proved.

Algorithm 1 ReShape Decoder for Z-Errors

**Input:** Classical decoder $\mathcal{D}_{\delta_A}$ and $\mathcal{D}_{\delta_B}$. Syndrome matrix $S$ and operator $(L, R)$ on $C(\delta_A, \delta_B)$ s.t. $\sigma(L, R) = S$.

**Output:** Operator $(\tilde{L}, \tilde{R})$ on $C(\delta_A, \delta_B)$ s.t. $\sigma(\tilde{L}, \tilde{R}) = S$ and $[L, R] = [L_{\min}, R_{\min}]$, where $(L_{\min}, R_{\min})$ is a minimum weight operator with syndrome $S$.

1: **for all** $L_i$ *rows of* $L$ **do**
2: \hspace{1em} Split: $L_i = m_i + \mu_i \in \text{Im} \delta_B^T \oplus (\text{Im} \delta_B^T)^*$, as in (16)
3: **end for**
4: $M_L \leftarrow$ matrix whose rows are $m_i$
5: $O_L \leftarrow$ matrix whose rows are $\mu_i$
6: **for all** $O_L^i$ columns of $O_L$ **do**
7: \hspace{1em} Decode: $\rho^i = \mathcal{D}_{\delta_A}(O_L^i)
8: **end for**
9: $L \leftarrow$ matrix whose columns are $\rho^i$
10: $\tilde{L} \leftarrow L + O_L + M_L$
11: **for all** $(O_R)_i$ *columns of* $O_R$ **do**
12: \hspace{1em} Split: $R^i = m^i \oplus \mu^i \in \text{Im} \delta_A \oplus (\text{Im} \delta_A)^*$, as in (16)
13: **end for**
14: $M_R \leftarrow$ matrix whose columns are $m^i$
15: $O_R \leftarrow$ matrix whose columns are $\mu^i$
16: **for all** $(O_R)_i$ *rows of* $O_R$ **do**
17: \hspace{1em} Decode: $\rho_i = \mathcal{D}_{\delta_B}((O_R)_i)
18: **end for**
19: $\tilde{R} \leftarrow$ matrix whose rows are $\rho_i$
20: $\tilde{R} \leftarrow \tilde{R} + R_L + M_R$
21: **return** $(\tilde{L}, \tilde{R})$

Let $(L, R)$ be any valid solution of (SE) given in input to ReShape.

(i) Split. First, in lines 1-3, $L$ is written in its canonical form with respect to the basis described by Eq. (16):

$$L = M_L + O_L.$$ 

This operation has the cost of a change of basis over the vector space $F_{2^n}$, namely from the canonical basis to the basis described by Eq. (16). A change of basis over a vector space is a linear operation that correspond to a multiplication by an invertible square matrix. Since we are interested in computing the image of this linear transformation for each of the $n_a$ column vectors of $L$, this amount to the multiplication of an $n_a \times n_b$ and a $n_b \times n_b$ matrix. To sum up, the Split step of ReShape has cost $O(n_a n_b^2)$.

(ii) Decode. The second step performed by ReShape (lines 6-10) aims to minimise the logical row-column weight of $(L, R)$ by looking at non-homologically equivalent operators:

$$(L, R) + (L_z, 0),$$

as $L_z$ varies in $E_z^{\text{left}}$. More precisely, ReShape exploits the canonical form of $L$ computed at the previous step and scans through all the columns of its logical part $O_L$. By construction, any row $(O_L)_i$ of $O_L$ belongs to the complement of Im $\delta_B$. For this reason, $(O_L)_i$ can be written as the linear combination...
of \( k_b = n_b - \text{rank}(\delta_B) \) unit vectors in \( F_2^{n_b} \) which does not belong to \( \text{Im} \delta_B \) i.e. \( k_b \) unit vectors which span \( (\text{Im} \delta_B)\)*, see Appendix A. Importantly, when we stack these row vectors \((O_L)\), all together and consider the columns of the matrix \(O_L\), we observe that \(O_L\) cannot have more than \( k_b\) non-zero columns. Each non-zero column of \(O_L\) is then treated as if it corresponded to a code-word of the classical code with parity check matrix \( \delta_A \) (plus eventually a noise vector) and decoded individually using the classical minimum weight decoder \(D_\delta_A\) (line 7):

\[
D_\delta_A(O_L^*) = \rho_j \iff \rho_j \in \arg\min_{k \in \ker \delta_A} \left( |k| + O_L^* \right).
\]  

(12)

If the computational cost of the classical decoder \(D_\delta_A\) is \(O(c_A)\), the computational cost of the second step of ReShape is \(O(k_b c_A)\).

The Split and Decode steps described for the left part are replicated, with opportune modifications, for the right part. To be exact, if one or both \( \delta_A \) and \( \delta_B \) are full rank, then the right part does not encode any logical operator so the algorithm terminates.²

Proposition 4 below ensures that the recovery operator \((\tilde{L}, \tilde{R})\) found by ReShape is a correct solution of (SE), as long as the classical decoders \(D_\delta_A\) and \(D_\delta_B\) succeed.

**Proposition 4**: Let \( S \) be an \( X \)-syndrome matrix for \( C(\delta_A, \delta_B) \) and \((L, R)\) any valid solution to the Syndrome Equation:

\[
\sigma(L, R) = S.
\]  

(SE)

Suppose that the minimum weight operator \((L_{\min}, R_{\min})\) with syndrome \(S\) has \((d_a/2, d_B^2)/2\)-bounded logical row-column weight i.e.

\[
\text{wt}_{\text{lc}}(L_{\min}, R_{\min}) = (\#\text{row}_{\text{lc}}(L_{\min}), \#\text{col}_{\text{lc}}(R_{\min})),
\]

is such that

\[
\#\text{row}_{\text{lc}}(L_{\min}) < \frac{d_a}{2} \quad \text{and} \quad \#\text{col}_{\text{lc}}(R_{\min}) < \frac{d_B^2}{2}.
\]  

(13)

Then, on input \(D_\delta_A, D_\delta_B, S\) and \((L, R)\), ReShape outputs a correct solution \((\tilde{L}, \tilde{R})\) of (SE), provided that the classical decoders \(D_\delta_A, D_\delta_B\) succeed. In other words, the solution \((\tilde{L}, \tilde{R})\) found by ReShape is in the same homology class as the minimum weight operator with syndrome \(S\):

\[
[L_{\min}, R_{\min}] = [\tilde{L}, \tilde{R}].
\]

It is important to note that the condition (13) on the weight of the original error is on its row-column weight, while usually decoding success is assessed depending on the weight of an operator, meaning the number of its non-identity factors. Obviously, for any operator \((L, R)\) it holds:

\[
\#\text{row}(L) \leq |L| \quad \text{and} \quad \#\text{col}(R) \leq |R|.
\]

As a consequence, Proposition 4 entails that ReShape succeeds in correcting any Z-error of weight up to half the code distance \(d_z = \min\{d_A, d_B\}\) if and only if \(d_z < \frac{d_a}{2}\). Combining this with the cost analysis of

²In fact, as per Eq. (9) and Eq. (10), if \(\text{rank}(\delta_A) = m_a\) or \(\text{rank}(\delta_B) = m_B\), then \(\ker \delta_A^* = (\text{Im} \delta_A)^* = \{0\} \) or \(\ker \delta_B^* = (\text{Im} \delta_B)^* = \{0\}\) and so \(L_{\text{right}}^A = L_{\text{right}}\).
Algorithm 1, lines 1 - 9: the non-zero column qubits of a column of left qubits (Decoder, bottom grid of qubits, support in red). The row span of $\delta$ consists of all vectors in $F_2^3$ of even weight, hence for a generic $Z$-operator on $C(\delta, \delta)$, all the rows of left qubits that have an even number of filled qubits belongs to its free part and do not contribute to its logical row-column weight. Since $\delta$ is full-rank, its column span is the whole space $F_2^3$, and therefore a column displaying any choice of filled qubits is in the image of $\delta^T$. As such, there is no contribution to the logical-row column weight from the right part of the operator. In particular, there is no need to run the ReShape decoder on the right part: Algorithm 1 will not execute lines 11 - 20.

The figure is divided into four sectors, one for each stage of the decoding cycle: Input, Split, Decode and Output.

Input: the valid solution in input $(L, R)$ has support represented by the black qubits. The operator $(L, R)$ has Hamming weight 8.

Split: Algorithm 1, lines 1 - 3: $(L, R)$ is written as sum of its free part $(M_L, M_R)$ (top); and its logical part $(O_L, O_R)$ (bottom). For what said on the image of $\delta$, the free part $M_L$ of $L$ is a matrix whose rows have all even Hamming weight. Since $O_L$ has 2 non-zero rows, $(L, R)$ has logical row-column weight $w^{L}\delta_{\text{free}}(L, R) = 2$.

Decode: Algorithm 1, lines 1 - 9: the non-zero column $(0, 1, 1)^T$ of the logical part $O_L$ of $L$ is given in input to a decoder $\mathcal{D}_L$ for the classical distance-3 repetition code. The solution found is $(1, 1, 1)^T$, represented by the single column of black bits on the top. This solution is plugged in the hypergraph product code and yields a logical operator correction represented by the operator at the bottom with support on the red qubits.

Output: Algorithm 1, line 10: the output solution $(L, R)$ is obtained by adding the input operator $(L, R)$ and the operator found in the Decode step with support on the red qubits. The support of $(L, R)$ is represented by the yellow qubits.

We note that the solution found $(\hat{L}, \hat{R})$ has Hamming weight 7 and, by observing that only the first rows has odd weight, we deduce that its logical row-column weight is 1. It is easy to verify that $(\hat{L}, \hat{R})$ is indeed homologically equivalent to the minimum weight solution $(\hat{L}_{1,3}, 0)$ where $\hat{L}_{1,3} \in F_2^{3 \times 3}$ is the matrix with all zeros but for the $(1, 3)$-th entry which is 1. In fact, $(\hat{L}, \hat{R}) = (\hat{L}_{1,3}, 0) + S^z(1, 1) + S^z(2, 1) + S^z(3, 1)$ thus, by (3), $(\hat{L}, \hat{R}) = [\hat{L}_{1,3}, 0]$.

If we contrast Reshape with pairs of LDPC codes families and decoders which exhibit a threshold, such as expander codes with the small-set flip decoder [8] or hypergraph product codes with BP [10], [15], a feature of difference is the ‘locality’ of the decoding algorithms. Loosely, we say that a decoding algorithm is local if errors affecting distant regions on the qubit graph are dealt with separately and independently. We stress that a decoder’s locality is a feature of the algorithm and it is not related to the locality of the code’s stabiliser generators. A code can have local stabilisers, meaning that for a given layout of qubits in the space, stabiliser generators only involve qubits in a limited area, and yet be equipped with a non-local decoding algorithm. Indeed, ReShape is such a decoder. It is a non-local decoder that can be used on the very much local planar code. Locality of the decoding algorithm is relevant because local stochastic errors tend to form small disjoint clusters on the qubit graph which do not destroy the logical information as long as they are (1) small enough (2) sufficiently far apart. Therefore, if a decoder manages to mimic the error cluster distribution on the qubit graph and finds recovery operators accordingly, then it is likely to preserve the logical information and show a threshold. ReShape, on the other hand, has a deeply global nature.
Fig. 4. Anti-threshold behaviour of ReShape on two families of hypergraph product codes. For both families, we plot the failure probability $p_{\text{fail}}$ as a function of the phase-flip noise rate $p$ for codes with $Z$-distance $d$. All data points are generated with at least $10^4$ Monte Carlo trials. (a) and (c): The toric code without boundaries. (b) and (d): A family of hypergraph product codes $C(\delta, \delta^T)$ where $\delta$ is a full-rank $(3, 4)$-matrix randomly generated, see [10].

The Split step groups all the clusters of flipped qubits scattered across the qubit graph in a small pre-assigned region; a recovery is then chosen (Decode step) based on the syndrome information in this pre-assigned region. If we take the planar code as an example (see Figure 3), the Split step groups the error (and the syndrome) weight on one column of the left qubits. The subsequent Decode step decodes that column and finds a recovery operator with support on the column. Because for the planar code a logical $Z$-operator can be chosen to have support on only one column of the left qubits, this procedure can easily destroy the logical information.

Our intuition on the performance of ReShape under stochastic noise finds confirmation in the plots reported in Figure 4. Even if at first sight the plots in Figure 4a and 4b could indicate the presence of a very low threshold (below 1%), a closer analysis suggests that this is not the case. In fact, as $d$ increases, the crossing point between the dashed curve labelled $d = 0$ and the $d$-curves slips leftwards. Since the dashed curve is the locus of points where the failure probability $p_{\text{fail}}$ equates the noise rate $p$, it corresponds to the case of no encoding i.e. $d = 0$. The common crossing point, in other words, represents the pseudo-threshold of the code [35]. Importantly, if a code family has a threshold $p_{\text{th}}$ in the sense of Eq. (15), then all the codes of the family crosses the curve $d = 0$ at the same point of coordinates $(p_{\text{th}}, p_{\text{th}})$. Figure 4c clearly illustrates this left slipping phenomenon for the toric codes without boundaries. For close distances $d = 6, 8, 10$, there it seems to be a common crossing point with the $d = 0$ curve. However, the crossing point lowers if we increase $d$ more substantially, e.g. $d = 20$. The situation appears less clear in Figure 4d because the pseudo-threshold seems to increase with the distance of the code. Still though, there is no common crossing point of the three curves; besides, we would expect the same trend as the one observed for the toric codes if codes of bigger distance were considered.

In conclusion, ReShape is not suited to tackle stochastic errors on $[[n, k, d]]$ code in the regime where typical errors have weight exceeding $d/2$. 
V. Conclusion and Outlook

In this paper we determined some important homology invariants of hypergraph product codes. Exploiting these invariants, we designed the ReShape decoder. ReShape is the first decoder to efficiently decode for all errors up to half the code distance, across the whole spectrum of hypergraph product codes.

We foresee two natural extensions of this work. The first is to adapt ReShape for it to work in the stochastic noise model settings. Because ReShape actually succeeds in correcting errors of weight substantially bigger than \((d - 1)/2\) (namely it corrects error of weight as big as \(\sim d^2\), when they have the right shape!), this gives us some hope that ReShape would work under stochastic noise if paired with the right clustering technique. For instance, something on the line of the clustering methods used in the renormalisation group or the union-find decoders [5], [18], [36], [37].

The second is to find the corresponding invariants for other families of homological product codes. Specifically, for the codes in [38], which have ‘rectangular’ shaped logical operators instead of ‘string’ like as the standard hypergraph product codes here studied; or the balanced product codes proposed in [39]. Once found, the right invariants could be plugged-in an appropriately modified version of ReShape and yield a provable correct decoder for these class of codes too.

APPENDIX A

Linear Algebra: Space Complement

In this Appendix we review some known linear algebra facts that we use in our proofs. We refer the reader for instance to [40], [41] for a detailed presentation on the topic.

Consider a \(m \times n\) binary matrix \(\delta\). If \(\text{rank}(\delta) = r_k\) then we can choose binary vectors \(v_1, \ldots, v_{r_k}\) in \(F_2^m\) whose span is \(\text{Im} \delta\):

\[
\text{Im} \delta = \langle v_1, \ldots, v_{r_k} \rangle.
\]

Let \(I\) be the \(m \times m\) identity matrix. Perform Gaussian reduction on the \((r_k + m)\)-row matrix \(M\):

\[
M = \begin{pmatrix}
v_1 \\
\vdots \\
v_{r_k} \\
I
\end{pmatrix}.
\]

By selecting the pivot rows, we obtain a basis of \(F_2^m\) of the form:

\[
\{v_1, \ldots, v_{r_k}, f_{r_k+1}, \ldots, f_m\},
\]

where the \(f_i\) are unit vectors. Letting:

\[(\text{Im} \delta)^* := \langle f_{r_k+1}, \ldots, f_m \rangle,
\]

we have:

\[
F^m = (\text{Im} \delta) \oplus (\text{Im} \delta)^*.
\]

APPENDIX B

Hypergraph Product Codes

CSS codes can be easily described in terms of homology theory [31], [42], [43] via the identification of the objects of the code with a chain complex [44]. For our purposes, a length \(\ell\) chain complex is an object described by a sequence of \(\ell + 1\) vector spaces \(\{C_i\}_\ell\) over \(F_2\) and \(\ell\) binary matrices \(\{\delta_i : C_i \rightarrow C_{i+1}\}_\ell\) such that, for each \(i\), \(\delta_i \delta_{i-1} = 0\). In the following, we use the symbol \(\partial\) to indicate the maps of a chain complex of length \(\ell > 1\) and the symbol \(\delta\) to indicate the map of a chain complex of length 1. Given a chain complex \(\mathcal{C}\):

\[
\mathcal{C}_{-1} \xrightarrow{\partial_{-1}} \mathcal{C}_0 \xrightarrow{\delta_0} \mathcal{C}_1,
\]

we can define a CSS code \(\mathcal{C}\) by equating:

\[
H_{\mathcal{C}} = \partial_{-1}^T, \quad H_X = \partial_0.
\]

Since \(\partial_0 \partial_{-1} = 0\) by construction, \(X\)-type and \(Z\)-type operators do commute i.e. \(H_X \cdot H_{F_2}^T = 0\) and the code \(\mathcal{C}\) associated to the chain complex \((\mathcal{C})\) is well defined. The code \(\mathcal{C}\) has length \(n = \dim(C_0)\) and its dimension \(k\) equates to the dimension of the 0th homology group \(H_0 = \ker \partial_0/\text{Im} \partial_{-1}\) or, equivalently, to the dimension of the 0th co-homology group \(H_0^* = \ker \partial_{-1}/\text{Im} \partial_0\). Its \(Z\)-distance and \(X\)-distance are given by the minimum Hamming weight of any representative of a non-zero element in \(H_0\) and \(H_0^*\) respectively:

\[
d_z = \min \{\|v\| : v \in H_0, \|v\| \neq 0\},
\]

\[
d_x = \min \{\|v\| : v \in H_0^*, \|v\| \neq 0\}.
\]

An hypergraph product code \(\mathcal{C}(\delta_A, \delta_B)\), which is a CSS code, can be easily defined in terms of product of chain complexes. Consider the two length-1 chain complexes defined by the seed matrices \(\delta_A\) and \(\delta_B\):

\[
C_0^A \xrightarrow{\delta_A} C_1^A, \quad C_0^B \xrightarrow{\delta_B} C_1^B.
\]

We define their homological product as follows. Take the tensor product spaces \(C_{-1} = C_0^A \otimes C_0^B\) and \(C_1 = C_1^A \otimes C_1^B\) and the direct sum space \(C_0 = C_0^A \otimes C_0^B \oplus C_1^A \otimes C_1^B\).
The chain complex $\mathcal{C}_{A,B}$:

\[ \partial_{-1} = \left( \mathbb{1} \otimes \delta_B, \; \delta_A^T \mathbb{1} \right)^T, \quad \partial_0 = \left( \delta_A \otimes \mathbb{1}, \; \mathbb{1} \otimes \delta_B \right) \]

is well defined. In fact:

\[ \partial_{-1} \partial_0 = \delta_A \otimes \delta_B^T + \delta_A \otimes \delta_B^T = 0. \]

Therefore, the complex $\mathcal{C}_{A,B}$ defines a valid CSS code, which we denote by $\mathcal{C}(\delta_A, \delta_B)$ and refer to as the hypergraph product code of the seed matrices $\delta_A$ and $\delta_B$. If the classical code with parity check $\delta_A, \delta_B^T$ has parameters $[n_1, k_1, d_1]$ and $[n_2, k_2, d_2]$ respectively ($\ell = A, B$) then the hypergraph product code $\mathcal{C}(\delta_A, \delta_B)$ has parameters:

\[ [n_a n_b + n_a^2 n_b, k_a k_b + k_a^2 k_b, d_x, d_z], \]

where $d_x = \min\{d_a^2, d_b\}$ and $d_z = \min\{d_a, d_b^T\}$, see [43].

### A. Reshaping of Vectors

One tool we make extensive use of, and from which our decoder takes its name, is the reshaping of vectors of a two-fold tensor product space into matrices (see, for instance, [43], [45]). Consider a basis $B$ of the vector space $F_2^{n_1} \otimes F_2^{n_2}$:

\[ B = \{a_i \otimes b_j \mid i = 1, \ldots, n_1 \text{ and } j = 1, \ldots, n_2\}. \]

Then any $v \in F_2^{n_1} \otimes F_2^{n_2}$ can be written as:

\[ v = \sum_{a_i \otimes b_j \in B} v_{ij}(a_i \otimes b_j), \]

for some $v_{ij} \in F_2$. We call the $n_1 \times n_2$ matrix $V$ with entries $v_{ij}$ the reshaping of the vector $v$. By this identification, if $\varphi$, $\theta$ are respectively $m_1 \times n_1$ and $m_2 \times n_2$ matrices, then $(\varphi \otimes \theta)(V) = \varphi V \theta^T$. The inner product between $u \otimes w$ and $v$ in $F_2^{n_1} \otimes F_2^{n_2}$ can be computed as:

\[ \langle u \otimes w, v \rangle = u^T V w. \tag{18} \]

As we here detail, the identification of operators on the code space $\mathcal{C}(\delta_A, \delta_B)$ with pairs of binary matrices that we used in the main text is rigorously justified by the reshaping of vectors into matrices. With slight abuse of notation, we refer to binary vectors and binary matrices as operators and vice versa, where the identification is clear via Eq. (8).

### B. Graphical Representation

Physical qubits of the code $\mathcal{C}(\delta_A, \delta_B)$ are in one-to-one correspondence with basis elements of the space $\mathcal{C}_0$. If $\{e_{ja}\}_{ja}$, $\{e_{jb}\}_{jb}$, $\{e_{ia}\}_{ia}$, $\{e_{ib}\}_{ib}$ are bases of the spaces $\mathcal{C}_0^0, \mathcal{C}_0^1, \mathcal{C}_1^0, \mathcal{C}_1^1$ of dimension $n_a, n_b, m_a, m_b$ respectively, then the union of the two sets:

\[ B_L := \{e_{ja} \otimes e_{jb}, 0\} \]
\[ B_R := \{0, e_{ia} \otimes e_{ib}\} \]

is a basis of $\mathcal{C}_0$. We refer to qubits associated to elements in $B_L$ or its span, as left qubits and to those associated to $B_R$, or its span, as right qubits. Since qubit operators are vectors in $\mathcal{C}_0$, by reshaping, they can be identified with pairs of matrices $(L, R)$ where $L$ has size $n_a \times m_b$ and $R$ has size $m_a \times n_b$; in particular, $L$ acts on the left qubits while $R$ acts on the right qubits.

A $Z$-stabilizer for the code associated to the complex $\mathcal{C}_{A,B}$ is any vector in $\text{Im} \partial_{-1}$. A generating set for $Z$-stabilizers is:

\[ \mathcal{S}_z := \{\partial_{-1}(e_{ja} \otimes e_{ib})\}_{ja,ib} \]

where $e_{ja}$ and $e_{ib}$ are unit vectors of $\mathcal{C}_0^0$ and $\mathcal{C}_1^1$ respectively, i.e. they are a basis of the two spaces. Let $E_{ja,ib} \in \mathcal{C}_0^0 \otimes \mathcal{C}_1^1$ be the reshaping of $(e_{ja} \otimes e_{ib})$, i.e. it is the matrix with all zeros entries but for the $(ja, ib)$-th entry which is 1. The reshape of $\partial_{-1}(e_{ja} \otimes e_{ib})$ is then given by the pair of matrices:

\[ (L, R) = (E_{ja,ib} \delta_B, \delta_A E_{ja,ib}). \]

Logical $Z$-operators are vectors in ker $\partial_0$ which are not in $\text{Im} \partial_{-1}$. Specifically, a minimal generating set of logical $Z$-operators is given by [30]:

\[ \hat{\mathcal{L}}_z := \hat{\mathcal{L}}^{\left\text{left} \right\} \cup \hat{\mathcal{L}}^{\left\text{right} \right\} \]

where

\[ \hat{\mathcal{L}}^{\left\text{left} \right\} := \{ (k_a \otimes e_{ja}) : k_a \text{ varies among a basis of ker } \delta_A, |e_{ja}| = 1 \text{ and it varies among a basis of Im}(\delta^T_B) \}, \]

and

\[ \hat{\mathcal{L}}^{\left\text{right} \right\} := \{ (0, e_{ia} \otimes \bar{k}_b) : |e_{ia}| = 1 \text{ and it varies among a basis of Im}(\delta_A) \}, \]

where $\bar{k}_b$ varies among a basis of ker $\delta_B$.

The reshaping of vectors in $\hat{\mathcal{L}}_z$ gives the set $\mathcal{L}_z$ of Eq. (9) in the main text. The vector version of logical $X$-operators is likewise obtained from the set of matrices $\mathcal{L}_x$ of Eq. (10).

### APPENDIX C

#### PROOFS

This Section contains all the proofs of the statements made in the main text.

Broadly speaking, in this work we wanted to characterize $Z$-errors operators on the codespace of $\mathcal{C}(\delta_A, \delta_B)$ associated to the chain complex $\mathcal{C}_{A,B}$. In order to do so, we first studied the logical $Z$-operators of $\mathcal{C}(\delta_A, \delta_B)$ and introduced a canonical form for them. From homology theory, we know that non-trivial logical $Z$-operators are associated to vectors in ker $\partial_0$ which do not belong to $\text{Im} \partial_{-1}$. Lemma 1 below describes all the vectors in ker $\partial_0$.

**Lemma 1:** Let $(L, R) \in \mathcal{C}_0$ be in ker $\partial_0$, then:

\[ L \in \ker \delta_A \otimes \mathcal{C}_0^1 + \mathcal{C}_0^0 \otimes \text{Im} \delta_B^T, \]
\[ R \in \mathcal{C}_1^0 \otimes \ker \delta_B^T + \text{Im} \delta_A \otimes \mathcal{C}_1^1. \]
Proof: Let \((L, R) \in \ker \partial_0\). Then:
\[
\partial_0(L, R) = 0 \iff (\delta_A \otimes 1)L + (1 \otimes \delta_B^T)R = 0,
\]
\[
\iff \delta_A L + R \delta_B = 0. \tag{20}
\]
Eq. (20) yields:
\[
\delta_A L = R \delta_B = V, \tag{21}
\]
for some \(V \in C_A^1 \otimes C_B^0\). Eq. (21) entails that all columns of \(V\) belong to \(\text{Im} \delta_A\) while its rows belong to \(\text{Im} \delta_B^T\). As a consequence, it must exists \(U \in C_A^0 \otimes C_B^1\) such that:
\[
V = \delta_A U \delta_B.
\]
Therefore Eq. (21) can be re-written as:
\[
\delta_A L = \delta_A U \delta_B
\]
which yields:
\[
(\delta_A \otimes 1)(L + U \delta_B) = \delta_A L + \delta_A U \delta_B = V + V = 0
\]
Equivalently, Eq. (22) states that \(L + U \delta_B\) has columns in \(\ker \delta_A\):
\[
L + U \delta_B \in \ker \delta_A \otimes C_B^0
\]
and therefore:
\[
L \in \ker \delta_A \otimes C_B^0 + C_A^0 \otimes \text{Im} \delta_B^T,
\]
as in the thesis. Similarly, we find:
\[
R \in C_A^1 \otimes \ker \delta_B^T + \text{Im} \delta_A \otimes C_B^1.
\]

A proof of Proposition 1, reported below for clarity, follows directly combining what said in Appendix B-A and Lemma 1.

**Proposition 1 (Canonical Form):** Let \((L, R)\) be a Z-operator on the codespace of \(\mathcal{C}(\delta_A, \delta_B)\). For a vector space \(V \subseteq F_2^n\), we denote by \(V^*\) any space such that \(V \oplus V^* \simeq F_2^n\), (see Appendix A). Then, for the operator \((L, R)\), the left part \(L\) can be expressed as a sum of a free part \(M_L\) and a logical part \(O_L\) such that every row of \(M_L\) belongs to \(\text{Im} \delta_B^T\) and every row of \(O_L\) belongs to \(\text{Im} \delta_B^T\). Similarly, the right part \(R\) can be expressed as a sum of a free part \(M_R\) and a logical part \(O_R\) such that every column of \(M_R\) belongs to \(\text{Im} \delta_A\) and every column of \(O_R\) belongs to \(\text{Im} \delta_A^*\). Hence, for \((L, R)\) holds:
\[
(L, R) = (M_L + O_L, M_R + O_R). \tag{CF}
\]
We refer to the writing given by Eq. (CF) as canonical form of the operator \((L, R)\).

In the main text, we have introduced the notions of row-column weight and logical row-column weight for a Z-operator on \(\mathcal{C}(\delta_A, \delta_B)\). The definition of these two quantities finds its explanation in Proposition 2, whose proof builds on the results of Lemma 1.

**Proposition 2:** If \((L, R)\) is a non-trivial logical Z-operator of \(\mathcal{C}(\delta_A, \delta_B)\) then either \(#\text{row}(L) \geq d_a\) or \(#\text{col}(R) \geq d_B^T\) (or both).

**Proof:** If \((L, R)\) is a non-trivial logical Z-operator, it must anti-commute with at least one logical X-operator \((L_x, R_x)\). Because a Z-operator and a X-operator anti-commute if and only if their supports overlap on an odd number of positions, either \(L\) and \(L_x\) or \(R\) and \(R_x\) have odd overlap. Without loss of generality, we can assume that the former is verified and we can choose \((L_x, R_x)\) as a left operator of the form
\[
(L_x, R_x) = (f \otimes k, 0),
\]
where \(f\) is a unit vector in \(\text{Im} \delta_B^T\) and \(k \in \ker \delta_B\). In other words, we choose logical X-operator \((f \otimes k, 0)\) from the set of generators of X-logical operators \(L_x^\text{left}\), as in the X-version of Eq. (19). The inner product equation for reshaped vectors Eq. (18) then yields:
\[
1 = \langle (L_x, 0), (L, R) \rangle = \langle L_x, L \rangle + \langle 0, R \rangle = f^T L k.
\]
Now, observe that \((L, R) \in C_0\) is a non-trivial logical Z-operator of \(\mathcal{C}(\delta_A, \delta_B)\) if and only if \([L, R] \in \mathcal{H}_0 = \ker \partial_0 \setminus \text{Im} \partial_{-1}\) and \([L, R] \neq 0\) or, equivalently, if and only if:
\[
(L, R) \in \ker \partial_0 \setminus \text{Im} \partial_{-1}.
\]
In particular, \((L, R)\) belongs to \(\ker \partial_0\) and thanks to Lemma 1, we can re-write it as:
\[
(L, R) = (K_A + U_L \delta_B, K_B + \delta_A U_R),
\]
where columns of \(K_A\) and rows of \(K_B\) belong to \(\ker \delta_B^T\). Using Lemma 1’s decomposition for \((L, R) \in \ker \partial_0\), we can expand the matrix-vector product \(L k\) as:
\[
L k = (K_A + U_L \delta_B) k = K_A k + U_L \delta_B k = K_A k
\]
Eq. (24) entails \(L k = K_A k\) and therefore that \(L k\), being a linear combination of column-vectors in \(\ker \delta_A\), belongs to \(\ker \delta_A\) itself. Furthermore, by Eq. (23), \(L k \neq 0\). To sum up, \(L k\) is a non-zero vector in \(\ker \delta_A\) and therefore it must have Hamming weight at least \(d_a\). As a consequence, \(L\) is a matrix with at least \(d_a\) rows:
\[
#\text{row}(L) \geq d_a.
\]
Similarly, we would have found:
\[
#\text{col}(R) \geq d_B^T,
\]
if we had assumed that \((L, R)\) anti-commuted with a logical X-operator \((0, R_a)\) in \(L_x^\text{left}\). □

**Corollary 1:** If \((L, R)\) is a non-trivial logical Z-operator on \(\mathcal{C}(\delta_A, \delta_B)\), at least one of the following hold:
(i) \(L\) has at least \(d_a\) rows which are not in \(\text{Im} \delta_B^T\) when seen as vectors in \(C_B^0\);
(ii) \(R\) has at least \(d_B^T\) columns which are not in \(\text{Im} \delta_A\) when seen as vectors of \(C_A^1\).
Proof: Write \((L, R)\) in its canonical form:
\[
(L, R) = (M_L + O_L, M_R + O_R),
\]
and let
\[
M_L = N_L \delta_B,
M_R = \delta_A N_R,
\]
for some binary matrices \(N_L, N_R\) of size \(n_a \times m_b\). As done in the proof of Proposition 2, consider a logical X-operator \((J \otimes k, 0)\) such that it anti-commutes with \((L, R)\). Combining the canonical form of \(L\) and \(R\), we find
\[
(L, R) = (M_L + O_L, M_R + O_R),
\]
we see that we can ‘delete’ all the rows of \(M_L\) by adding a stabiliser and hence ‘move’ part of the support of the operator \((L, R)\) from the left qubits to the right qubits. Specifically, if \(M_L = N_L \delta_B\) for some \(n_a \times m_b\) binary matrix \(N_L\), we consider the stabilizer \(G = (N_L \delta_B, \delta_A N_L)\) and we obtain:
\[
(L, R) + G = (O_L, M_R + O_R + \delta_A N_R).
\]
Similarly, we could move the \(M_R\) part of the operator \((L, R)\) from the right qubits to the left qubits, by adding the stabilizer \(G' = (N_R \delta_B, \delta_A N_R)\), for a \(n_a \times m_b\) matrix \(N_R\) such that \(M_R = \delta_A N_R\).

On the other hand though, it is not possible to delete non-zero rows of \(O_L\) via stabilizer addition. In other words, it is not possible to remove, via stabiliser addition, any of the rows of \(L\) that are not in \(\text{Im}\ \delta_B^T\). Hence, the number \#\(\text{row}\log(L)\) of non-zero rows of \(O_L\) is a homology invariant. Likewise, we find that it is not possible to delete any column in \(O_R\) by adding stabiliser and therefore \#\(\text{col}\log(R)\) is a logical invariant too.

The proof of Proposition 3 actually entails a stronger result than the invariance of the row-column weight of Z-operators on \(\mathcal{C}(\delta_A, \delta_B)\). Namely, we have proven that the indices of the rows and the columns in the sets \(\text{row}\log(L)\) and \(\text{col}\log(R)\) respectively, are homology invariants of the reshaped Z-operators \((L, R)\) on \(\mathcal{C}(\delta_A, \delta_B)\). However, to prove the correctness of ReShape it is sufficient to look at the cardinality of the two sets \(\text{row}\log(L)\) and \(\text{col}\log(R)\), we decided to state Proposition 3 in this more compact and elegant form.

We can now prove Proposition 4.

Proposition 4: Let \(S\) be a \(X\)-syndrome matrix for \(\mathcal{C}(\delta_A, \delta_B)\) and \((L, R)\) any valid solution to the Syndrome Equation
\[
\sigma(L, R) = S.
\]

Suppose that the minimum weight operator \((L_{\min}, R_{\min})\) with syndrome \(S\) has \((d_a/2, d_b^T/2)\)-bounded logical row-column weight i.e.
\[
\text{wt}_{\text{rc}}(L_{\min}, R_{\min}) = (\#\text{row}\log(L_{\min}), \#\text{col}\log(R_{\min})),
\]
is such that
\[
\#\text{row}\log(L_{\min}) < \frac{d_a}{2} \quad \text{and} \quad \#\text{col}\log(R_{\min}) < \frac{d_b^T}{2}, \quad (13)
\]
Then, on input \(\mathcal{D}_A, \mathcal{D}_B^T, S\) and \((L, R)\), ReShape outputs a correct solution \((\tilde{L}, \tilde{R})\) of (SE), provided that the classical decoders \(\mathcal{D}_A, \mathcal{D}_B^T\) succeed. In other words, the solution \((\tilde{L}, \tilde{R})\) found by ReShape is in the same homology class as the minimum weight operator with syndrome \(S\):
\[
(L_{\min}, R_{\min}) = [\tilde{L}, \tilde{R}].
\]

Proof: This is a proof by contradiction: we suppose that the minimum weight solution and the solution found by ReShape (Algorithm 1) are not homologically equivalent and we find as a consequence that the minimum weight solution need to have high logical row-column weight.

Let \((L, R)\) be the valid solution of (SE) in input to ReShape and \((\tilde{L}, \tilde{R})\) be the recovery operator found.

First note that \(\sigma(L, R) = \sigma(\tilde{L}, \tilde{R})\). In fact, the Split step only finds the canonical form of \((L, R)\) and therefore changes neither the operator \((L, R)\) nor its syndrome. The Decode step, possibly adds to \((L, R)\) logical Z-operators \((L_z, R_z)\) such
that } \sigma(L_z,R_z) = 0 \text{ and therefore, even when it changes the operator, it preserves its syndrome.}

Suppose now that the solution found by ReShape and the minimum weight solution } (L_{\text{min}}, R_{\text{min}}) \text{ of (SE) belong to two different homology classes:

\[ [L, R] \neq [L_{\text{min}}, R_{\text{min}}], \]

where:

\[ \#\text{row}_{\log}(L) < \frac{d_a}{2} \text{ and } \#\text{col}_{\log}(R) < \frac{d_r}{2}. \]

Since both } (L_{\text{min}}, R_{\text{min}}) \text{ and } ([L, R]) \text{ are valid solution of (SE), they must differ for an operator with zero X-syndrome. Because } (L_{\text{min}}, R_{\text{min}}) \text{ and } ([L, R]) \text{ are not homologically equivalent, they must differ for a non-trivial Z-operator in the normaliser } N(S) \text{ of the stabiliser group. As such, they must differ for an operator which is the sum of a Z-stabiliser and a non-trivial logical operator:

\[ (L_{\text{min}}, R_{\text{min}}) = ([L, R]) + (G_L, G_R) + (L_z, R_z), \tag{26} \]

where } (G_L, G_R) \text{ is a Z-stabiliser and } (L_z, R_z) \text{ is a non-trivial logical Z-operator.

Without loss of generality we assume that } (L_z, R_z) \text{ is non-trivial on the left qubits, meaning that } L_z \text{ has at least one non-zero column in } \ker \delta_A. \text{ The proof is substantially the same in case it is non-trivial on the right qubits.

First, write the left operators } L_{\text{min}} \text{ and } \bar{L} \text{ in their canonical form with respect to the same unit-vector basis used to write the logical operators in } L_z \text{ (see Eq. (16)):

\[ L_{\text{min}} = M_{\text{min}} + O_{\text{min}}, \]

\[ \bar{L} = \bar{M} + \bar{O}. \]

Note that, by construction, the left operator } L_z + G_L \text{ is already in its canonical form, where } L_z \text{ is its logical part and } G_L \text{ is its free part. By Eq. (17), the sum is direct and therefore the equality given by Eq. (26) must hold component-wise for the free part and the logical part:

\[ M_{\text{min}} = \bar{M} + G_L \]

\[ O_{\text{min}} = \bar{O} + L_z. \tag{27} \]

Let now focus on the logical part equality expressed by Eq. (27) and let } L_z \text{ be a non-zero column of } L_z \text{ in } \ker \delta_A. \text{ Then:

\[ O_{\text{min}}^L = \bar{O}^L + L_z^L, \quad L_z^L \in \ker \delta_A. \tag{28} \]

Eq. (12) for the classical decoder } \mathcal{D}_{\delta_A} \text{, entails:

\[ |\bar{O}^L| = \min_{k \in \ker \delta_A} |v + k| \]

for some input vector } v \text{ defined by } L. \text{ In particular, no vector } k' \in \ker \delta_A \text{ can overlap with } \bar{O} \text{ in more than } d_A/2 \text{ positions, otherwise we would have } |v + k'| < |\bar{O}^L|, \text{ against the assumption that } |\bar{O}^L| \text{ is minimum. Thanks to this observation and considering the Hamming weight of the terms in Eq. (28), we obtain:

\[ |O_{\text{min}}^L| = |\bar{O}^L + L_z^L| = |\bar{O}^L| + |L_z^L| - 2|\bar{O}^L \land L_z^L| \geq |L_z^L| - |\bar{O}^L \land L_z^L| \geq d_a - \frac{d_a}{2} = \frac{d_a}{2}, \]

by Eq. (28).

Because the weight of any of the columns of a matrix is a lower bound on the number of its non-zero rows, we have:

\[ \#\text{row}(O_{\text{min}}) \geq \frac{d_a}{2}. \]

By definition of canonical form, this is equivalent to:

\[ \#\text{row}_{\log}(L_{\text{min}}) \geq \frac{d_a}{2}, \]

against the assumption.

We stress that the number } \#\text{row}(O_{\text{min}}) \text{ of rows of } L_{\text{min}} \text{ which do not belong to } \Im \bar{F}_L^R \text{, does not depend on the particular splitting chosen for the canonical form. In fact, as stated in Proposition 3, the logical row weight of the left part of a Z-operator is an homology invariant. An argument similar to the one just outlined for the left part of } (L_{\text{min}}, R_{\text{min}}) \text{ holds for its right part and yields:

\[ \#\text{col}_{\log}(R_{\text{min}}) \geq \frac{d_r}{2}, \]

again contradicting the assumption. In conclusion, we have reached a contradiction and therefore it must be:

\[ [L_{\text{min}}, R_{\text{min}}] = ([L, R]). \]

\[ \square \]
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