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Abstract—In this paper, we propose Global Context Convolutional Network (GCCN) for visual recognition. GCCN computes global features representing contextual information across image patches. These global contextual features are defined as local maxima pixels with high visual sharpness in each patch. These feature are then concatenated and utilised to augment the convolutional features. The learnt feature vector is normalised using the global context features using Frobenius norm. This straightforward approach achieves high accuracy in comparison to the state-of-the-art methods with 94.6% and 95.41% on CIFAR-10 and STL-10 datasets, respectively. To explore potential impact of GCCN on other visual representation tasks, we implemented GCCN as a based model to few-shot image classification. We learn metric distances between the augmented feature vectors and their prototypes representations, similar to Prototypical and Matching Networks. GCCN outperforms state-of-the-art few-shot learning methods achieving 99.9%, 84.8% and 80.74% on Omniglot, MiniImageNet and CUB-200, respectively. GCCN has significantly improved on the accuracy of state-of-the-art prototypical and matching networks by up to 30% in different few-shot learning scenarios.

Index Terms—Representation Learning, Image Classification, Few-shot Learning.

I. INTRODUCTION

CONVOLUTIONAL Neural Networks (CNNs) have been employed to learn local image features through an isotropic mechanism of their receptive fields [1]. Typically, CNNs struggle to deal with global contextual features. Therefore, conventional CNNs are unable to capture useful structural information and deal with diverse backgrounds and unrepresentative regions. Recent studies in CNN proposed to various methods to find the optimal receptive field. Despite this, they implement conventional architecture search methods in coarse search spaces. This mechanism loses important fine-grained inner structures [2]. The flexibility of CNN offers an excellent opportunity to solve this problem by designing different architectures [3], [4], [5], [6]. These models went deeper and wider with convolution neural networks. These models are trained on large scale image datasets, e.g., ImageNet, and employed different data augmentation techniques to achieve high accuracy and solve overfitting issues [7]. Increasing the network depth and width is hard to train due to the vanishing gradient problem. Moreover, patch-based models, especially with Graph Convolutional Networks (GCN), have been introduced to capture global visual features [8], [9], [10]. However, recent GCN models typically suffer from the increasing size and complexity of the network parameters and computations.

In this paper, we propose a novel patch-based method to compute global context features to capture significant complex structures in images. The proposed Global Context Convolutional Network (GCCN) offers a powerful yet straightforward approach to augment and normalise the classical CNN feature vectors. GCCN computes features of local maxima of image patches based on CNN feature maps, as visualised in Fig. 1. Local maxima convolutional features represent pixels with high visual sharpness after convolution and pooling operations. Therefore, connecting local maxima features from different image regions tend to have a discriminative feature vector. GCCN shows significant accuracy in image classification.

We explore the potential impact of using GCCN to achieve accurate few-shot learning, as in Fig. 2. Learning from a few samples is a challenging task in visual representation learning. Current methods do not offer satisfactory solutions for few-shot learning [11]. Naive methods that depend on retraining the model on the new data is extremely overfitting [12]. The overfitting problem leads to limited scalability to learn new classes and poor applicability to fit new unseen or rare examples [13]. Existing method that overcome overfitting such as batch and layer normalisation [14], [15], usually, fail in few-shot [16]. GCCN produces discriminative visual feature with in-depth attention to local and global contexts. The learnt feature space is utilised to compute the centroid of each class similar to [12], [17], [18]. The proposed GCCN outperforms recent works such as VAMPIRE (WACV, 2020) [19], APL (ICLR, 2019) [20], SimPa (TPAMI, 2020) [21], LaplacianShot (ICML, 2020) [22], and Hyperbolic ProtoNets (CVPR, 2020) [23]. Figure 1 shows the components of the proposed GCCN.

We extract global contextual features from convolutional maps. First, GCCN uses these maps to compute visual embedding and selects global context features from image patches. We then apply feature vector augmentation and normalisation. A fully connected layer uses GCCN final vectors to perform image classification. On the other hand, a head model for few-shot learning computes the member class distributions based on the metric distance measures, as shown in Fig. 1(d).

The proposed GCCN is simple yet efficient enhancing CNN accuracy with computing small size context feature vectors. GCCN is also designed to be flexibly applied on different CNN architectures. The main contributions are as follows:

- A novel method to augment and normalise CNN features with global context information. GCCN tends to produce useful feature embeddings with attention to both local and global image structures.
- An implementation of the proposed GCCN as a base model to the state-of-the-art prototypical and matching networks. GCCN improves their accuracy by up to 30% in a variety of few-shot learning benchmarks.
- A comparative study on image classification and few-
Fig. 1. GCCN extracts global context information from CNN feature maps. a) Convolutional feature maps are utilised to produce feature embedding and global context features. c) Global context feature vector extraction from image patches. b) Feature vector augmentation and normalisation. d) A head model for few-shot learning computes the member class distributions based on the metric distance measures.

shot learning tasks with well-known baseline architectures and state-of-the-art on seven benchmark datasets, namely CIFAR-10, CIFAR-100, STL-10, SVHN, Omniglot, MiniImageNet and CUB-200.

The rest of this paper is organised as follows. Section II reviews the related literature of image classification and few-shot learning. Sections III introduces the proposed GCCN and its components. Section IV the experimental work and discusses the accuracy of GCCN compared to baseline and state-of-the-art methods.

II. RELATED WORK

a) Image Classification.: Visual representation learning has advanced image classification tasks. Recent models offer multiple deep learning methods to compute representative visual features such as ResNets [4], [24], [25], DenseNet [5], and Efficient-Net [6]. Such models offer alternative methods to compute better convolutional features in comparison to the classical CNN. They proposed new architecture designs based on CNN depth (number of layers) and width (number of neurons in each layer). Recent models used to be pre-trained on the ImageNet dataset and accompanied by image augmentation techniques. Recent methods have also introduced useful loss functions to learn discriminative feature space through effective gradients. Deep networks, such as ResNet and Efficient-Net, have achieved state-of-the-art accuracy in various image classification tasks. They have also inspired multiple recent studies to propose new CNN based visual representation learning methods for different vision applications. Although they offer deep, wide, and effective architectures, they are still limited by the complex visual structures, available resources.

b) Few-Shot Learning.: Few-shot learning has different research directions, including metric learning [11], [12], [13], transfer learning [26], meta-learning [27], and data augmentation approaches [16], [28]. Matching networks [11] trains attention memory-based classifier over episodes of support and query sets. Matching networks use LSTM to update the few-shot classifier at each episode to generalise to the test set. Although this approach is complex, it still relies on distance similarity metrics. Sachin et al., [29] employed this episode strategy to learn meta-learning for few-shot learning. Prototypical networks [12] are proposed to overcome the few-shot overfitting problem. They are designed to learn the class centroids or prototypes in the feature space. These prototypes are computed as the means of non-linear CNN based feature embeddings. Prototypical networks have been employed in multiple recent works such as Hyperbolic ProtoNets [23]. Their simple design enables further research to extend on them. In [28], both Prototypical and Matching networks are hallucinated with image augmentation via generative model. However, data augmentation methods offer limited reasonable images variations. There is a need for new research to develop much broader augmentations.

III. GLOBAL CONTEXT CONVOLUTIONAL NETWORK

This paper proposes a novel method to learn global and local visual features through a straightforward yet effective approach. In this Section, we introduce the proposed architecture for two visual recognition tasks, namely, image classification and few-shot learning as visualised in Figures 1 and 2 respectively. GCCN computes attention features from different image regions without the need for complex, wide or large architectures. The proposed GCCN combines the CNN feature vector with global context features. Inspired by the metric learning of distances of the query and the support centroids [12], our proposed methodology enhances few-shot learning by augmenting and normalising the CNN feature vectors with important global information. Our main contribution enables informative convolution vector embedding representations of both the local appearance and global context of an image.
This simple yet powerful representation tends to be helpful for both image classification and metric learning. Fig. 2 and 3 show the input images and the different components of the proposed algorithm.

A. GCCN for Visual Representation learning

We propose a novel base model for visual feature extraction. This model augments the CNN feature embeddings with global context information to overcome the CNN limitation of ignoring global structural features due to the local receptive fields. We compute the global contextual feature vector as a concatenation of the local maxima from different regions on the image feature maps. This global vector is utilised to augment and normalise the conventional CNN embedding vector. The proposed GCCN is an algorithmic framework that includes multiple components. Fig. 1 describe the GCCN architecture, as follows:

(a) Dividing CNN feature maps into non-overlapping patches.
(b) Extracting CNN classical feature vectors.
(c) Computing CNN based global feature vectors, as defined in Definition 1.
(d) Preforming vector augmentation and normalisation between the convolutional and global context features.

Definition 1: Global Context (GC) features vector is defined as a set of key visual points computed based on CNN feature maps. These key points are selected as local maxima after the convolutional and max-pooling operations.

First, we extract the CNN feature vectors for both $S$ and $Q$ images. Then, we extract global context convolution feature vectors for each image. We divide the convolution feature map into small equal patches via a sliding window. The CNN feature maps of an image $I$ computed by a filter kernel $K$ as follows:

$$\text{conv}(I, K)_{x, y} = \sum_{i=1}^{h} \sum_{j=1}^{w} \sum_{k=1}^{c} K_{i,j,k} I_{x+i-1,y+j-1,k}$$

where $x$ and $y$ denote the coordinates of the image and $h$, $w$, and $c$ are the height, width and image channels. This feature map is divided into small patches, and the local maxima i.e., pixels with maximum values, are selected to form the global context feature vector $GC$, as defined in Definition 1. The selected features are concatenated in one vector.

$$GC = \sum_{W_i \in W} \max(W_i)$$

where $W$ is a set of patches of the feature map. The output $GC$ is concatenated with the CNN feature vector to present the feature vector augmentation, as in Eq. 3.

$$\text{GCCN}(I) = \text{conv}(I) \bigoplus GC$$

This feature extraction mechanism has effectively enabled the CNN based model to augment its local features with a set of global context informative features.

We propose to utilise the extracted GCCN features to normalise the CNN features. The Euclidean (also called Frobenius) norm is computed as Eq. 4.

$$\|V\|_F = \left[ \sum_{i,j} |a_{i,j}|^2 \right]^{1/2}$$

where $F$ denotes the Frobenius norm, $V$ is the feature vector and $a_{i,j}$ is an element in $V$. This vector normalisation method calculates the square root of the sum of absolute squares of the matrix elements. The output of the norm process is utilised to normalise the original or augmented CNN vector, as in Eq. 5.

$$\text{GCCN}(I) = \frac{\text{conv}(I) \bigoplus GC}{\|GC\|_F}$$

We provide extensive experimental work to compare these different setups on four image classification datasets, including CIFAR-10, CIFAR-100, STL-10 and SVHN. Next, we use the augmented feature vectors to compute each class’s prototype or utilise it by the matching networks.

B. GCCN for Few-shot Learning

Deep learning methods require large datasets to be trained and fitted across a large number of parameters. The available training datasets are limited in many realistic scenarios, leading to poor model generalisation on other test data. Few-shot learning enables classification models to be trained on a few samples. It can be one-shot or more based on how many samples per class. It offers data-efficient learning and a more efficient approach with regards to fine-tuning and model adaptation. Learning from a few samples is a challenging task in visual representation learning. Current methods do not offer satisfactory solutions for few-shot learning. Naive methods that depend on retraining the model on the new data is extremely overfitting. The overfitting problem leads to limited scalability to learn new classes and poor applicability to fit new unseen or rare examples. Existing method that overcome overfitting such as batch and layer normalisation usually fail in few-shot learning.

We define few-shot learning as mapping a support set of small $k$ samples $S = \{(x_i, y_i)\}_{i=1}^{k}$ to a classifier $c_S(\hat{x})$. That classifier is given a test image $\hat{x}$ to find the probability distribution over the $y$ output labels. Fig. 2 shows the main components of the proposed few-shot image classification architecture using GCCN. The figure incorporates four main sections: the input query and support image sets, the extraction of the CNN feature, the vector augmentation and the learning process of the probability distribution between the query vector and the support prototypes.

1) Prototypical Networks: The output GCCN feature vectors are fed into a few-shot learning metric-based model. We use state-of-the-art prototypical networks for their simplicity and high accuracy. Prototypes are defined as the estimated mean of each class of vectors. These vectors are computed over the support set $S$ to measure the distance between them and the vector of the query image $Q$. The latter is assigned...
to the closest class mean or prototype. The works in [17], [18] use multiple prototypes per class. However, having more than one prototype in each class requires a portioning function to group each class of support points. In this paper, we only select one prototype per class, similar to [12]. The embedded query vector is classified through softmax over distances to the class prototypes.

\[
p_{\phi}(y = k|x) = \frac{e^{-d(f_{\phi}(x), \mu_k)}}{\sum_{k'} e^{-d(f_{\phi}(x), \mu_{k'})}} \tag{6}
\]

where \(d\) is a distance function, \(f_{\phi}\) a feature vector embedding function and \(\mu_k\) the prototype as in Eq. 7.

\[
\mu_k = \frac{1}{|S_k|} \sum_{(x_i, y_i) \in S_k} f_{\phi}(x_i) \tag{7}
\]

b) Matching Networks: We have also implemented GCCN under the state-of-the-art matching networks. They utilise a weighted nearest-neighbour classifier over embedding space. \(S\) is modelled in a sequence, and \(Q\) is embedded in it by a bidirectional long short-term memory (LSTM). This work defines the one-shot learning task as mapping a support set of small \(k\) samples \(S = \{(x_i, y_i)\}_{i=1}^k\) to a classifier \(c_S(\hat{x})\). This classifier is given a test image \(\hat{x}\). It aims to find the probability distribution over the \(\hat{y}\) output labels. The mapping is defined as follows:

\[
S \rightarrow c_S(\hat{x}) \iff P(\hat{y}|\hat{x}, S') = \sum_{i=1}^k a(\hat{x}, x_i)y_i \tag{8}
\]

where \(P\) is parameterised by a neural network to make the label \(\hat{y}\) prediction and \(a\) is an attention mechanism through a \(X \times X\) kernel density estimation. The \(P\) in Eq. 8 depends on \(a\), the attention mechanism that fully controls the classifier. This is simply computed using the softmax over cosine distance \(c\), as in Eq. 9.

\[
a(\hat{x}, x_i) = \frac{e^{c(f(\hat{x}), g(x_i))}}{\sum_{j=1}^k e^{c(f(\hat{x}), g(x_j))}} \tag{9}
\]

where \(f\) and \(g\) are embedding functions through neural networks to embed \(\hat{x}\) and \(x_i\).

c) Distance and Similarity Metrics: We tested the Euclidean distance method as follows:

\[
E(p, q) = \sqrt{\sum_{i=1}^n (q_i - p_i)^2} \tag{10}
\]

where \(p\) and \(q\) are the support/prototype and query vectors. The distance function \(E\) is Pythagorean formula and \(q\) and \(p\) are normalised by the Euclidean norm \(L_2\).

\[
||p|| = \sqrt{p_1^2 + p_2^2 + \ldots + p_n^2} = \sqrt{p \cdot p} \tag{11}
\]

Eq. 10 can now be written as follows:

\[
||q - p|| = \sqrt{(q - p) \cdot (q - p)} = \sqrt{||p||^2 + ||q||^2 - 2p \cdot q} \tag{12}
\]

We have also tested the cosine similarity method, as in Eq. [13].

\[
\cos(p, q) = \frac{p \cdot q}{||p|| \cdot ||q||} = \frac{\sum_{i=1}^n p_i q_i}{\sqrt{\sum_{i=1}^n (p_i)^2} \sqrt{\sum_{i=1}^n (q_i)^2}} \tag{13}
\]

The \(d\) distance function in the above-mentioned head models can be \(E\) or \(\cos\). We introduce an extensive experimental discussion on both distance methods in the next section.
IV. EXPERIMENTAL RESULTS

A. Image Classification

GCCN offers a novel approach to capture global contextual attentions to support the conventional convolutional features. We evaluate the GCCN as a visual representation method for image classification. We utilised four benchmark datasets, as follows:

- CIFAR-10 [31] includes 60,000 32 × 32 images. They are divided into 50,000 for training and 10,000 for testing. CIFAR-10 dataset has 10 categories, such as dog, cat and bird. The categories are mutually exclusive with no overlapping.
- CIFAR-100 is similar to the CIFAR-10, having 100 classes containing 600 images each.
- STL-10 [32] has 10 classes with 5,000 images for training and 8,000 for testing. The images are in the size of 96 × 96 and are acquired from the ImageNet dataset.
- SVHN contains 630,420 house number images of a size 32 × 32 pixels. The SVHN official split contains 73,257 and 26,032 images for training and testing, respectively.

We tested the GCCN using ResNet-50 and Efficient-Net. GCCN is implemented over one convolutional block. We designed the convolutional block to return one feature map after the max pooling. This feature map is utilised to compute the global context vectors. Thus, GCCN can be repeated after the max pooling. This feature map is utilised to compute the CNN feature within the GCCN. GCCN is designed the convolutional block to return one feature map after the max pooling. This feature map is utilised to compute the CNN feature within the GCCN.

a) CIFAR-10: Table I lists the benchmark results of using GCCN on the CIFAR-10 dataset. GCCN has introduced high accuracy with 94.6%. GCCN outperforms state-of-the-art models such as DeepInfoMax [33], which has 75.57%. DeepInfoMax is a patch-based approach similar to our GCCN. Although DeepInfoMax has a complex architecture, GCCN achieved higher accuracy. Other recent methods are also outperformed by GCCN, such as ANODE [34] (NeurIPS, 2019), CLS-GAN [35] (IJCV, 2020) and Mish [36] (BMVC, 2020).

Table I: Classification Accuracy (Top 1) Results on CIFAR-10.

| Model       | Test Accuracy |
|-------------|---------------|
| ANODE [34]  | 60.6%         |
| DeepInfoMax | 75.57%        |
| DenseNet    | 77.79%        |
| DCGAN       | 82.8%         |
| Baikal      | 84.53%        |
| Scat + FC   | 84.7%         |
| CapsNet     | 89.4%         |
| MP [41]     | 89.07%        |
| ResNet-54   | 89.56%        |
| APAC [42]   | 89.70%        |
| MIM [43]    | 91.5%         |
| CLS-GAN     | 91.7%         |
| DSN [44]    | 91.8%         |
| BinaryConnect | 91.7%       |
| Mish [36]   | 92.20%        |
| GCCN (ours) | 94.6%         |

b) CIFAR-100: Table II shows experiment results comparing GCCN to state-of-the-art image classification methods using the CIFAR-100 dataset. We utilised ResNet-50 as a base model to compute the CNN feature within the GCCN. GCCN improves the ResNet-50 accuracy from 64.06% to 79.77%. GCCN also outperforms deeper versions of ResNet, such as the ResNet-1001, which achieves 77.3%. In the same fashion, GCCN outperforms recent state-of-the-art methods, such as MixMatch [46] with 74.10%, Mish [36] with 74.41% and DIANet [47] with 76.98%.

Table II: Classification Accuracy (Top 1) Results on CIFAR-100.

| Model          | Test Accuracy |
|----------------|---------------|
| DSN [44]       | 65.4%         |
| ResNet-50 [45] | 67.06%        |
| MIM [43]       | 70.8%         |
| MixMatch [46]  | 74.10%        |
| Mish [36]      | 74.41%        |
| Stochastic Depth [24] | 75.42% |
| Exponential Linear Units [48] | 75.7% |
| DIANet [47]    | 76.98%        |
| Evolution [49] | 77%           |
| ResNet-1001    | 77.3%         |
| GCCN           | 79.77%        |

c) STL-10: Table III lists benchmark results of using the STL-10 dataset. GCCN achieves 95.41% accuracy outperforming state-of-the-art methods. It has better accuracy than different versions of DeepInfoMax, MixMatch and NSGANetV2. ResNet accuracy also improved from 82.66% to 95.41% using the proposed GCCN.

Table III: Classification Accuracy (Top 1) Results on STL-10 Dataset.

| Model          | Test Accuracy |
|----------------|---------------|
| DeepInfoMax (JSD) [33] | 65.93% |
| DeepInfoMax (infoNCE) [33] | 67.08% |
| ResNet [50]    | 72.66%        |
| Second-order Hyperbolic CNN [51] | 74.3% |
| SOPCNN (RA) [52] | 88.98% |
| FixMatch [52]  | 89.59%        |
| SESN [53]      | 91.49%        |
| NSGANetV2 [54] | 92%           |
| MixMatch (RA) [52] | 92.92% |
| GCCN           | 95.41%        |

d) SVHN: Table IV compares the accuracy of GCCN and state-of-the-art methods using the SVHN dataset. GCCN comes slightly after the ReNet+GRU [55], FPID [56] and SE-b [57]. However, GCCN outperformed the accuracy of ReNet+LSTM that processes the image as a sequence of patches. GCCN also outperformed other recent studies, such as DenseNet [5] with 94.19, WRN [58] with 94.50%, E-ABS [59] with 89.20% and DANN [60] with 91.00%.

e) Vector Augmentation and Normalisation: Table V lists the experiment results of using GCCN vector augmentation and normalisation. We tested GCCN on different image sizes (S), using different CNN networks (Efficient-Net and ResNet) and with various GCCN layers (one, two and three).
Each experiment was run under three different settings based on the method of concatenating the global context features with the CNN vector. These were test vector augmentation (Aug), normalisation (norm) and augmentation followed by normalisation (A+N), as explained in the methodology section. Using GCCN with ResNet-50 always produced better accuracy than Efficient-Net. Furthermore, GCCN works better when increasing the image crop size from 32 to 96 for the CIFAR-10 and SVHN and 96 to 224 for the STL-10. This insight highlights the effectiveness of GCCN in capturing better global attention with higher resolutions of the same images. In most cases, using the normalisation after GCCN augmentation improves the classification accuracy. In multiple experiments, the model overfits if only augmentation or normalisation is utilised. However, the combination method does not show any overfitting.

### B. Few-Shot Image Classification

We followed the state-of-the-art episode composition similar to [[12], [11]]. We choose a set of W ways or classes and K support shots per class. Specifically, we tested 1 – way with 1 – shot and 5 – shots, and 20 – shots with 1 – shot and 5 – shots. We tested both Cosine and Euclidean distance functions similar to the literature [[11], [29]]. We utilised a CNN encoder function of four convolutional blocks. Each convolutional block contains 64 convolution 3 × 3 filters. It is also normalised by batch normalisation function [[14]] and followed by a ReLU non-linearity. Each block also has a 2 × 2 max-pooling layer. We then add our proposed global context convolutional layer.

#### a) Few-ShotDatasets.

We use three benchmark datasets, including Omniglot MiniImageNet and CUB-200. The training sets are randomly divided into training episodes. Each training episode has a support set and a query set.

- **MiniImageNet dataset** [[29]] has 60,000 images of 100 classes (600 images each) from the original ImageNet. Each image in the MiniImageNet is 84 × 84. To compare with the state-of-the-art, we use the standard split of 64, 16 and 20. It is one of the most difficult datasets for few-shot learning.
- **CUB-200 dataset** [[60]] has 200 categories of birds and has around 6,000 images for training and 6,000 images for testing.
- **Omniglot dataset** [[67]] has 1,623 handwritten characters from 50 different alphabets. The dataset is augmented with different rotations, having a total of 6, 492 classes. We used 4, 800 classes of 1200 characters for training and 1692 classes for testing, following [[11]].

#### b) MiniImageNet.

Table [[V]] shows benchmarking results using the MiniImageNet dataset for 5 – ways with 1 – shot and 5 – shot. GCCN ranks first with 84.8% in the 5 – shot and second in 1 – shot with 65.6%, after the LaplacianShot, outperforming the state-of-the-art. The LaplacianShot [[22]] has achieved 75.57% and 84.7% in the 1 – shot and 5 – shot setups, respectively. Hyperbolic prototypical is a similar work that proposed a new method for the prototypical networks [[23]]. GCCN outperforms the hyperbolic prototypical with 6% and 8% in 1 – shot and 5 – shot, respectively. Other recent works have also come after GCCN, such as Meta-SGD [[63]], iMAML [[69]], Meta-Net [[70]] and iMAML GD [[69]] with 50.5%, 49.3%, 49.2% and 49%, respectively. GCCN outperforms the prototypical and matching networks that achieved 48% and 43.4%, respectively. These results show the impact of using the augmented vectors over the conventional CNN vector embeddings. The proposed vector-level augmentation algorithm increased the accuracy of the prototypical networks from 48% to 53%, and from 66.2% to 84.8% in the 5 – shot task. GCCN has also outperformed state-of-the-art methods in the 1 – shot task, such as Meta-learner LSTM, MAML [[27]] and GPNet + Polynomial [[71]].

#### c) CUB-200-2011.

Table [[V]] shows benchmarking results comparing GCCN with the state-of-the-art methods using the CUB-200-2011 dataset. GCCN outperformed state-of-the-art methods in both 1 – shot and 5 – shot. GCCN has 1.6% and 8.56% better accuracy than the hyperbolic prototypical. GCCN also outperforms MAML and MAML++. GCCN has improved the accuracy of the baseline prototypical network. It has 51.31% and 70.77% with around 14% and 10% lower accuracy than GCCN.

#### d) Omniglot.

Table [[V]] shows the benchmarking results comparing GCCN with the state-of-the-art and baseline methods using the Omniglot dataset. The results are from the experimental setup of 5 – ways for both 1 – shot and 5 – shot learning. GCCN achieves state-of-the-art results with 99.4% and 99.9% for both 1 – shot and 5 – shot tasks. GCCN outperformed the original version of the utilised head models (prototypical and matching networks). The prototypical network achieved 98.8% and 99.7%, and matching networks have 98.1% and 98.9% in 1 – shot and 5 – shot tasks, respectively. Hyperbolic prototypical networks [[23]] have recently been published to enhance the prototypical networks, with 99% and 99.4%. GCCN outperformed the hyperbolic version in the 1 – shot and 5 – shot learning. GCCN outperforms recent works such VAMPIRE [[19]], APL (ICLR, 2019) [[20]] and hyperbolic prototypical networks (CVPR, 2020) [[23]]. GCCN using the Euclidean
method has the best results over the Cosine and other state-of-the-art networks. GCCN proved its superiority in increasing the accuracy of the utilised head models (prototypical and matching networks) using Euclidean or Cosine distance metrics. For example, GCCN has increased the prototypical network accuracy from 90% to 99.2% in the 1-shot setting.

Table VIII lists benchmarking results of 20-ways with both 1-shot and 5-shot using Omniglot. GCCN ranks first in comparison to the state-of-the-art results with 99.1% in the 5-shot learning task and second in the 2-shot tasks with 96.4%, behind the APL [20] that achieved first place with 97.2%. The utilised head models (prototypical and matching networks) achieved 95.8% and 98.9%, and 62.6% and 74.3%, in the 1-shot and 5-shots tasks, respectively. GCCN outperformed both prototypical and matching networks model in the 1-shot and 5-shot setups. Hyperbolic prototypical networks [23] are also outperformed by GCCN, achieving 95% and 98.2%. GCCN also outperforms other state-of-the-art works, such as VAMPIRE [19], adaCNN [82], APL [20] and Reptile + Transduction [72]. GCCN using the Euclidean method has the best results over the Cosine and other state-of-the-art networks. It achieves 21.1% and 12.6% higher scores in the 1-shot and 5-shot of the 20-ways, respectively.

d) GCCN Impact on Prototypical and Matching Networks: In this section, we discuss the impact of the proposed GCCN used as a base model within the prototypical and matching networks. Tables IX and X list the experiment results using both the Euclidean and Cosine distance measures with the prototypical and matching networks, respectively.

Prototypical networks using the proposed vector augmenta-
The vector augmentation method has successfully enriched the CNN feature embeddings. The GCCN performance is better in both Euclidean distance and Cosine similarity measures. The performance of prototypical networks using GCCN has outperformed the original prototypical networks in all tasks. For example, GCCN using the Cosine method has significantly improved the accuracy from 90%, 91%, 68.8% and 80.1% to 99.2%, 97%, 75.3% and 86.5% in the tasks of 5-ways-1-shot, 5-ways-5-shots, 20-ways-1-shot and 20-ways-5-shots, respectively. The performance has also been improved using the Euclidean distance in all tasks.

We also implemented the matching networks using the proposed GCCN as a base model instead of CNN. Matching networks with GCCN outperform the original version of matching with the CNN base model. The matching networks (Cosine) performance is significantly improved using the proposed vector embedding augmentation utilising global context structural information. Table VIII shows that the accuracy of matching networks increased from 90.6% to 95.8% for the 5-ways-5-shots task and 62.6% to 71.4% for the 20-ways-1-shots task. On the other hand, the matching networks (Euclidean) performance also improved. Matching networks with GCCN outperformed the original version in most cases. For example, the accuracy increased from 98.1%, 98.9% and 97.8% to 98.8%, 99.9% and 98.7% in the tasks of 5-ways-1-shot, 5-ways-5-shots, and 20-ways-5-shots, respectively.

### V. Conclusion

We have introduced GCCN, a novel embedding vector augmentation and normalisation method. The proposed GCCN tends to overcome the limitation of the traditional CNNs of ignoring important structural information relying on local receptive fields. We offer to extract useful global context information to augment the CNN features. This augmentation has proved to be a simple yet effective approach. In this paper, we have experimented with this methodology on both image classification and few-shot learning datasets. We have also introduced an in-depth performance evaluation using the proposed vector embedding method under the state-of-the-art few-shot methods.
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