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ABSTRACT: Benzanthrone dyes are organic luminophores with excellent optoelectronic properties. This computational investigation is based on density functional theory and aims to explore the photophysical behavior of some of the reported amino-benzanthrones in addition to many unreported dyes containing different electron-donating substituents. Significant changes in the dipole moment and the overall structure of the dyes upon solvation in ethanol have been observed. We find that intramolecular charge transfer is more pronounced in the solvent medium, which facilitates the emission to shift bathochromically. Intersystem crossing is predicted to be absent, which makes relaxation of the molecule to ground state more efficient by emitting in the visible region.

INTRODUCTION

Benzanthrone (Scheme 1) dyes are organic luminescent materials that have emission spectra anywhere from the green to the red spectral region.1 They are well known for having extended π-conjugation that endowed these compounds with interesting photophysical and photochemical characteristics2−4 and excellent luminescence5,6 and, more precisely, fluorescence7−9 properties.

In recent years, 3-substituted benzanthrone derivatives gained attraction due to their potential applications in optoelectronic and liquid-crystalline materials.5−7 The leading contribution by Gonta and co-workers reported the synthesis of a range of benzanthrone 3-amidines and studied their absorption and emission spectra.8 The absorption was reported at 410−490 nm with high Stokes shift (S.S.) emissions at 505−665 nm.

Apart from their potential applications in optoelectronics, benzanthrone dyes also act as potential fluorescent probes for membranes10 and biomolecules.11 Ryzhova et al. reported such benzanthrone probes with applications in membrane and protein studies.19 The effect of the carbonyl group appears to render the attachment of amino and alkoxy nucleophiles possible on the benzanthrone nucleus as evident from the above examples. This electron flow from the substituents to the benzanthrone nucleus gives rise to donor−acceptor interactions that can be exploited spectroscopically.

Potential applications of benzanthrone dyes in fluorescent materials have encouraged the exploration of the physical and photophysical parameters of these molecules. Kapusta et al. explained the dependency of intersystem crossings (ISCs) with respect to solvent and substituent effects in benzanthrone dyes.20 Based on a mixture of experimental and quantum chemical evidence, it has been suggested that the activation energy barrier for singlet to triplet state transition increases with the increasing polarity of the solvent. Another computational study tried to make predictions based on the dipole moment and HOMO and LUMO energies of benzanthrone dyes.18 However, because of the relatively low computational effort, the dipole moments were likely overestimated, which made conclusive...
explaining the excited-state properties of various systems. The investigation of the characteristics of the excited states would be crucial to fully understand the absorption and emission phenomena taking place in benzanthrone dyes. However, to the best of our knowledge, there is no evidence of a study focusing on the absorption and emission properties of benzanthrone dyes with substituents on different positions. Computational chemistry has been successful in explaining the excited-state properties of various systems through time-dependent density functional theory (DFT). However, to the best of our knowledge, there is no evidence of a comprehensive study using computational tools to explore the excited-state properties of benzanthrone dyes with substitution at different positions of the benzanthrone framework. The current work is an attempt to gain insight into the absorption and emission phenomena taking place in benzanthrone dyes. Previously synthesized 3-aminobenzanthrone derivatives that were synthesized elsewhere as fluorescent have been selected for this purpose. Additionally, other compounds with substitution over different positions are included to observe their absorption and emission.

### COMPUTATIONAL DETAILS

All calculations were carried out with the Gaussian 09 suite of programs (Revision D.01) using DFT. The range-separated hybrid CAM-B3LYP functional and the PBE0 hybrid functional in conjunction with Grimme’s empirical D3 correction including Becke–Johnston damping (D3BJ) were benchmarked using the def2-TZVP basis set of triple-$\zeta$ quality for the experimentally reported results (Table 1). Although both the functionals performed well overall, it may be observed that there is a greater accuracy in results with PBE0 in most of the cases. Hence, we proceeded with the PBE0-D3BJ/def2TZVP method for our calculations and underlying discussion. One may get a mixed feeling of accuracy in the case of vertical excitations with both the functionals; therefore, these calculations will be performed using PBE0 as well as CAM-B3LYP for all the molecules of interest.

Gas-phase geometry optimization of all the molecules was performed to identify equilibrium structures. Frequency calculations were carried out to ensure that the obtained structures are true minima on the potential energy surface. Subsequent time-dependent DFT (TD-DFT) excited-state calculations at the previously obtained geometries were carried out to determine the vertical excitation spectra. Natural transition orbitals (NTOs) were calculated in order to compute density difference maps between ground and (vertically) excited state. Excited-state optimizations were then carried out followed by ground-state single-point calculations at the obtained geometries in order to calculate the emission spectrum. To investigate the solvent effects, the calculations were repeated with the SMD solvent model established by Cramer and Truhlar by explicitly adding one solvent molecule in all the cases. Since the experimental data were obtained in ethanol, the calculations used the parameter set for the same solvent.

### RESULTS AND DISCUSSION

It has been suggested earlier that intramolecular charge transfer is mainly responsible for the fluorescence characteristics of 3-aminobenzanthrone dyes. Upon excitation, the electron-donating groups attached to the 3-position of the benzanthrone nucleus transfer electron density to the electrophilic carbonyl group (Scheme 2). This results in absorption in the visible region.

### Scheme 2. Proposed Charge-Transfer Mechanism in Benzanthrone Dyes

It was argued that upon excitation, the proton-accepting potential of these dyes increases, which changes the hydrogen bonding network. As a result, the $\pi \rightarrow \pi^*$ transition becomes feasible, which subsequently causes fluorescence. Obviously, this effect can be amplified or attenuated in a polar solvent. In a less polar medium, the solvent molecules have fewer dipole–dipole interactions with the solute, thereby decreasing the observed fluorescence. However, more polar solvents increase the observed fluorescence and, in turn, fluorescence.

The fluorescence spectra (in ethanol) and applications in the membrane studies of the benzanthrone dyes (1–4) were reported by Trusova et al. However, other molecules with different possibilities of substitution on the benzanthrone framework (5–16) have also been added to better understand the absorption and emission in benzanthrone dyes. For a detailed discussion, we have divided our contribution into three parts, viz., ground-state structures, vertical excitations, and the structure of the excited state for each of these molecules.

### Ground-State Structures

A comparison of some structural features for the ground-state geometries optimized in the gas phase and in ethanol is given in Table 2. Although, to the best of our knowledge, none of the dyes in this study have been characterized crystallographically, our calculated C=O bond...
length matches the bond length of a recently reported crystal structure of a different benzanthrone derivative. As expected for aromatic ketones, the C==O bond length is not affected much by changing different substituents. However, there appears a minute elongation in C==O bond length from gas to solvent phase, which may be attributed to the combined effect of hydrogen bonding with the ethanol solvent and the intramolecular charge transfer in the solvent phase. All the 16 compounds are significantly polar as suggested by the dipole moment. The dipole moment increases to a great extent in ethanol solvent (Table 2).

**Table 2. Key Parameters from the Ground-State Structures Both in the Gas Phase and in the Solvent at the PBE0-D3(BJ)/def2-TZVP Level**

|       | gas phase | ethanol |       |
|-------|-----------|---------|-------|
|       | CO µ      | CO µ    |       |
| (1)   | 1.22 (1.22) | 5.2 (4.8) | 1.24 (1.23) | 9.6 (11.6) |
| (2)   | 1.22 (1.22) | 7.3 (7.2) | 1.23 (1.23) | 11.3 (12.7) |
| (3)   | 1.22 (1.22) | 7.2 (8.1) | 1.23 (1.23) | 11.1 (16.7) |
| (4)   | 1.22 (1.22) | 7.6 (7.4) | 1.23 (1.23) | 11.6 (10.7) |
| (5)   | 1.23 (1.22) | 3.0 (3.1) | 1.24 (1.23) | 3.2 (3.3) |
| (6)   | 1.22 (1.22) | 2.5 (2.5) | 1.24 (1.23) | 5.6 (5.9) |
| (7)   | 1.22 (1.22) | 4.6 (4.5) | 1.23 (1.23) | 8.6 (7.7) |
| (8)   | 1.22 (1.22) | 6.4 (6.2) | 1.24 (1.23) | 12.9 (12.5) |
| (9)   | 1.22 (1.22) | 3.4 (3.4) | 1.24 (1.23) | 7.0 (6.9) |
| (10)  | 1.22 (1.22) | 5.9 (5.6) | 1.23 (1.23) | 8.2 (7.3) |
| (11)  | 1.22 (1.22) | 5.9 (5.6) | 1.24 (1.23) | 13.4 (13.0) |
| (12)  | 1.23 (1.22) | 4.6 (4.5) | 1.24 (1.23) | 5.1 (4.7) |
| (13)  | 1.22 (1.22) | 4.6 (4.3) | 1.23 (1.23) | 8.6 (8.4) |
| (14)  | 1.24 (1.23) | 2.1 (2.1) | 1.25 (1.24) | 5.9 (6.0) |
| (15)  | 1.24 (1.23) | 3.6 (3.2) | 1.25 (1.25) | 6.2 (5.5) |
| (16)  | 1.22 (1.22) | 5.0 (4.7) | 1.23 (1.23) | 9.3 (8.9) |

“The results calculated using CAM-B3LYP are given in parentheses. CO refers to the length of the C7=O12 double bond, the carbonyl functionality of benzanthrone. µ shows the dipole moment of the compound in question and is given in debye.”

**Vertical Excitations.** The energy of the first vertical excitation, their oscillator strength, and the dipole moment for the same state are given in Table 3. The oscillator strength (f) corresponds to the intensity of absorption here. The higher the f value, the stronger the absorption will be.

It is evident from the table that all the molecules are highly absorbent in the gas phase and that their absorptivity still increases in the solution. However, it is the highest for (7) with a value of 0.87 for its oscillator strength in ethanol, which predicts the most intense absorption peak among all the dyes. The absorption is within the range of 2.58–3.21 eV (3.10–3.59 eV with CAM-B3LYP) in the gas phase, while in solvent, their absorption ranges from 2.32 to 3.04 eV (2.63–3.39 eV with CAM-B3LYP). Generally, larger dipole moments of the excited state correspond to enhanced absorption. Our calculated excitation energies correlate well with the experimental results, with CAM-B3LYP performing a slightly better to calculate absorption energies. A maximum relative error of about 17% with PBE0 was observed compared to 9% with CAM-B3LYP, which compares well with the accuracy that has been achieved previously on similar systems, that is, 23% relative error. Even though others have rationalized these error margins in terms of the assumption that a single conformer is responsible for the electronic transition (while in reality, one expects a Boltzmann weighted spectrum composed of the excitations of many conformers with more or less similar excitation energies), we believe that the error in this investigation is a reflection of the fundamental limitations of approximate DFT in the TD-DFT framework. In our view, the relatively rigid benzanthrone moietly does not lend itself to the generation of a large conformational space.

**Table 3. Vertical Excitations of (1–20) at the TD-DFT PBE0-D3(BJ)/def2-TZVP Level of Theory**

|       | gas phase | ethanol |       |
|-------|-----------|---------|-------|
|       | ΔE吸收 | f | µ | ΔE吸收 | f | µ |
| (1)   | 2.77 (3.22) | 0.25 | 10.1 | 2.32 (2.63) | 0.50 | 15.2 |
| (2)   | 2.88 (3.27) | 0.26 | 10.5 | 2.60 (2.91) | 0.51 | 15.2 |
| (3)   | 2.88 (3.31) | 0.27 | 10.6 | 2.35 (2.73) | 0.65 | 25.0 |
| (4)   | 2.85 (3.26) | 0.27 | 11.0 | 2.56 (2.97) | 0.51 | 16.2 |
| (5)   | 2.86 (3.17) | 0.12 | 2.4 (2.4) | 2.73 (2.99) | 0.34 | 3.0 (3.1) |
| (6)   | 2.68 (3.28) | 0.09 | 3.5 (3.3) | 2.59 (2.64) | 0.28 | 5.7 (5.7) |
| (7)   | 3.07 (3.42) | 0.40 | 7.6 (6.5) | 2.66 (3.09) | 0.87 | 15.0 |
| (8)   | 3.05 (3.42) | 0.23 | 9.6 (9.9) | 2.63 (2.96) | 0.47 | 18.2 |
| (9)   | 3.05 (3.42) | 0.00 | 1.1 (2.0) | 3.04 (3.31) | 0.46 | 8.2 (8.3) |
| (10)  | 3.88 (3.33) | 0.16 | 10.9 | 2.54 (3.00) | 0.40 | 15.8 |
| (11)  | 3.11 (3.57) | 0.10 | 5.6 (4.8) | 2.82 (3.10) | 0.48 | 16.7 |
| (12)  | 2.97 (3.29) | 0.14 | 4.5 (4.4) | 2.83 (3.08) | 0.41 | 6.4 (5.9) |
| (13)  | 2.91 (3.39) | 0.22 | 11.0 | 2.57 (3.02) | 0.48 | 16.8 |
| (14)  | 2.58 (3.09) | 0.21 | 6.8 (5.5) | 2.31 (2.75) | 0.49 | 10.9 |
| (15)  | 2.60 (3.10) | 0.30 | 2.2 (2.0) | 2.32 (2.75) | 0.66 | 7.3 (6.5) |
| (16)  | 3.09 (3.59) | 0.09 | 14.1 | 2.81 (3.39) | 0.38 | 20.2 |

“The values calculated with the CAM-B3LYP functional are given in parentheses. ΔE吸收 is the (vertical) excitation energy in eV, f is the oscillator strength (which correlates with absorptivity), and µ is the dipole moment of first excited state in debye.”

NTO Analysis. As discussed above, benzanthrone derivatives are said to fluoresce because of the intramolecular charge transfer. In order to develop a detailed understanding of this phenomenon, we analyzed the NTOs for the vertical excitations discussed above. The NTO analysis simplifies a qualitative description of an electronic transition by optimizing a “particle” and a “hole” orbital that allow the excitation to be represented in the one-particle picture—as a transition between those two orbitals. Figure 1 shows the density difference between these two orbitals of 4 and hence charge transfer upon excitation. The areas of charge depletion are shown in DARK-BLUE, while the areas of charge accumulation are shown in LIGHT-BLUE. It can be clearly seen that the charge density on the terminal nitrogen (right side) is transferred to the benzanthrone moiety. The charge transfer is also more pronounced in ethanol when compared to the gas phase.

There are many other smaller differences in both phases if we look at the structures in Figure 1. For instance, the charge depletion from C9, C2–C3, and C11”–C3” (atom numbering
according to Scheme 3) is higher in the gas-phase structure compared to that in ethanol, which is again an indication of enhanced charge transfer from the substituent toward the carbonyl group in solvated form. All the other molecules follow the same pattern of intramolecular charge transfer from substituent(s) to the benzanthrone framework. However, in the case of dyes 5–7, 10, and 12, the NTO plots of both gas and solvent phases show charge depletion over the benzanthrone framework, more significantly the ketonic oxygen. It is evident in the NTO analysis of 5 as shown in Figure 2 that O7, C11″, and C3′ of benzanthrone framework are marked with charge depletion. This seems to affect their emission, which will be explained in next section.

Structure of the Excited State. Table 4 indicates data for excited-state optimization of benzanthrone dyes under investigation in the gas phase and in ethanol. All the emission peaks are consistent with the experimental results. The reported $\Delta E_{\text{ems}}$ for (1–4) is in the range of 625–640 nm. The calculated $\Delta E_{\text{ems}}$ is 1.97 eV (628.03 nm), 2.11 eV (588.64 nm), 2.04 eV (607.56 nm), and 2.09 eV (592.41 nm) for 1, 2, 3, and 4, respectively, with a maximum error of about 7%. The difference between dipole moment is highly marked between the gas-phase

Scheme 3. Benzanthrone Dyes in the Current Investigation
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*Compounds (1–4) are experimentally reported elsewhere, while compounds (5–20) are absent from the literature. The atomic numbering is also used to refer to specific molecular locations in the discussion.*
and the corresponding ethanol-phase structures, which shows significant polarization of all the molecules in ethanol.

In gas-phase comparison of the optimized geometry of the excited state to that of the solvated phase, the highest increase in dipole moment has been recorded for dye 2, which increases from 1.76 D to 2.54 D in ethanol. This increase in polarity can be attributed to the hydrogen bonding with O and N present in the solvent, which facilitates intramolecular charge transfer. As discussed earlier, this increase in polarity can be attributed to the absorption by the body cells and hence low scattering of light emitted in this region that makes the targeted molecule more visible.

The S.S. can be calculated as the difference between the absorbed energy, upon vertical excitation, and the emission energy, resulting from relaxation of the excited-state minimum back to the ground state. These are given in Table 5 along with the change in polarity between the absorption and emission for all the dyes. We observed high Stokes’ shifts for 5, 7, and 12, which may be attributed to their emission at very long wavelengths. The highest S.S. among other dyes has been observed for dye 3.

### Table 5. Calculation of S.S. of the Dyes of Interesta

|   | ΔEabs | μabs | ΔEems | μems | S.S. |
|---|-------|------|-------|------|------|
| 1 | 2.32  | 15.2 | 1.97  | 14.5 | 0.35 |
| 2 | 2.60  | 15.2 | 2.11  | 12.6 | 0.49 |
| 3 | 2.35  | 23.5 | 2.04  | 20.2 | 0.31 |
| 4 | 2.56  | 14.7 | 2.09  | 13.1 | 0.47 |
| 5 | 2.73  | 3.0  | 0.97  | 7.6  | 1.76 |
| 6 | 2.59  | 5.7  | 0.98  | 7.8  | 1.61 |
| 7 | 2.66  | 15.0 | 1.83  | 7.2  | 0.83 |
| 8 | 2.63  | 18.2 | 2.30  | 14.6 | 0.33 |
| 9 | 3.04  | 8.2  | 2.66  | 9.2  | 0.38 |
| 10| 2.54  | 15.8 | 1.35  | 5.3  | 1.19 |
| 11| 2.82  | 16.7 | 2.47  | 14.4 | 0.35 |
| 12| 2.83  | 6.4  | 1.12  | 5.5  | 1.71 |
| 13| 2.57  | 16.8 | 2.09  | 12.2 | 0.48 |
| 14| 2.31  | 10.9 | 1.84  | 7.7  | 0.47 |
| 15| 2.32  | 7.3  | 1.94  | 8.9  | 0.38 |
| 16| 2.81  | 20.2 | 2.37  | 9.1  | 0.44 |

aS.S. for the dyes emitting in the near-infrared region are marked in italics. The dipole moment of ethanol-solvated dyes on their absorption maxima μabs, and, after relaxation of the excited states, to their minima μems is also given. Energies in eV, dipole moments in debye.

### Triplet States

A comparison of the vertical excitation in singlet and triplet states is a useful indication to predict the effect of ISC on fluorescence. One useful aspect regarding this is the comparison of the first singlet state and the lowest lying triplet state vertical excitation energies as shown in Table 6. The large differences in the energy of absorption between the two states of each corresponding molecule indicate that ISC is unlikely to occur, which appears to add to the efficiency of the fluorescence characteristics in ethanol.

### CONCLUSIONS

The computational results in our current study reproduce the available experiments well. The most intense spectral peak was observed for dye 3 experimentally out of 1–4, a finding which we can confirm computationally. The calculated excitation energies with the PBE0-D3BJ method have a relative error of 7% or less when compared to the experimental results except for the two deviations with 16 and 17% errors. On the other hand, the CAM-B3LYP method reproduces the results with a relative error of about 10% or more in most of the cases. Nevertheless, the results with both the functionals are well within the established
performance of time-dependent DFT and smaller than the 23% error that has been reported previously for similar calculations. We observed that most of the dyes in the current study are capable of emitting in the visible region except the near-infrared emission of 5−7, 10, and 12. Compounds 7 and 10 are potential candidates in clinical applications of NIRF imaging due to their emission in the NIRF region. It has long been speculated that internal charge transfer is important in these dyes. We now show unambiguously for the first time that this is indeed the case. NTO analyses of the dyes under discussion shows how the benzanthrone framework toward the carbonyl group is enhanced in the presence of the solvent. NTO analyses further helped us observe the charge depletion from the carbonyl oxygen of the dyes 5−7, 10, and 12 in their excited states, unlike other dyes, which may be a reason for their emission in the near-infrared region. This whole study leads us to conclude that the benzanthrone dyes under discussion are excellent candidates for optoelectronic devices, and more synthetic efforts are needed in this regard.
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