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Are we there yet? How and when specific biotechnologies will improve human health
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Patient X: A 67-year-old Caucasian man slips on a patch of ice. He has abrasions to his hands and has sustained significant damage to his hip. At the emergency room, he informs clinicians he takes atorvastatin, metformin and glimepiride to treat hypertension and Type 2 Diabetes Mellitus (T2DM). X-rays reveal a fractured hip, which will require total hip replacement surgery.

Biotechnology is a major force poised to help us to live longer and healthier lives. In 2015, the United Nations defined 17 Sustainable Development Goals aimed at providing an all-encompassing framework for improving the state of the world (http://www.un.org/sustainabledevelopment/sustainable-development-goals/). Promoting healthy living for all at all ages, is one of the principal objectives. Using the commonplace example described above, we examine how some of the most well-known biotechnologies (genome editing, stem cell therapy, tissue engineering and precision medicine) are able to benefit Patient X today, in 2018 and we also provide perspective on the additional value these same technologies could offer only ~20 years into the future (Fig. 1). During this ~20 year gap, both technical challenges as well as ethical, legal and socio-economic questions must be addressed before these technologies can achieve broader impact. Further, as both the successes and the failures will likely have enduring effects on society, responsible oversight of these and other biotechnologies are necessary as science and applications move out of the lab into clinical practice. In the next 20 years biotechnology will undoubtedly transform healthcare but how, when and, in some cases, whether it should, require careful consideration.
**Genome Editing**

Genome editing, which refers to making modifications to the genome, has enormous potential to significantly benefit human health by providing tools to improve our understanding of human biology, enhance existing approaches for treating disease, provide entirely new avenues for curing genetic disease and, possibly even, eliminate infectious disease threats. Although previous technologies for genome editing, such as zinc-finger nucleases (ZFNs) and transcription activator-like-effector nucleases (TALENs)[1] provided potential methods for editing genomes, techniques based on clustered regularly interspaced short palindromic repeats (CRISPR)-Cas systems have been quickly adopted due to their low cost and ease of use.[2] Unlike ZFNs and TALENs, CRISPR-Cas systems are programmed with a ~20 nucleotide sequence (guide RNA), which can be manufactured easily at scale and designed to target a specific region of the genome simply by using decades-old rules for Watson-Crick base-pairing. The Cas family of nucleases create a double-stranded break at the target locus activating DNA repair mechanisms, including either the error-prone non-homologous end joining (NHEJ) or the more precise, but far less efficient, homology directed repair (HDR) pathway. NHEJ can be exploited to generate gene knockouts, as indel mutations lead to frame shift mutations and premature stop codons while HDR can be harnessed to generate precise defined modifications to a target locus (Fig. 2).[3]

**Genome Editing Now**

In 2018 for Patient X, genome editing is an indispensable basic research tool to better understand his disease. CRISPR powers large-scale genetic screens to identify mediators
of specific phenotypes and to create transgenic animal models of disease. Aided by CRISPR, high throughput genome-wide screens have been successfully used to identify therapeutic targets and to test potential agents for benefit in Barth syndrome[4], Duchenne muscular dystrophy[5, 6], hemophilia[7-9], β-Thalassemia[9], cystic fibrosis[10-12], cardiomyopathy[13, 14], autoimmune disorders[15], cancer[16, 17] and more. Similarly, researchers are using CRISPR to identify factors that control blood pressure and diabetes. For example, polymorphisms in the ARHGap42 gene, the PHACTR1 gene and the long-noncoding RNA, termed Rffl-lnc1 have been identified as potential therapeutic targets to alleviate hypertension. Knockout animals for genes such as Apolipoprotein E [18, 19], the LDL receptor[18], leptin[20] and PCSK9[21] are currently being evaluated for their role in cardiovascular disease and diabetes.

2018 is also the year CRISPR-Cas moves into the clinic. CRISPR Therapeutics and Stanford University School of Medicine will begin human trials using CRISPR technology to treat β-Thalassemia and sickle-cell anemia, respectively. China has a number of CRISPR trials underway, however, no results have been made available.

Genome Editing in ~20 Years

The basic research studies, combined with best practices learned from the initial clinical trials could transform treatment for future patients like Patient X. Rather than taking medication his whole life; there is a possibility that in future, mutations that confer tangible benefits could be prophylactically administered. For Patient X, PCSK9 knockout may alleviate his high blood pressure, lower his risk for coronary disease and eliminate
his need for medication. Similar strategies are already being proposed in other disease areas such as CCR5 knockout for resistance to HIV.\textsuperscript{[22]}

Yet, even the most sophisticated gene therapy or advanced treatment may eventually fail if Patient X acquires an infection by antibiotic resistant bacteria in the Hospital e.g., during post surgery or through casual exposure in places with a strong selective pressure—still worse if the patient is immunocompromised. CRISPR-Cas9 provides once more a platform for designing antimicrobials able to tackle this phenomenal challenge and mitigate clinical complications. While the quest for new antimicrobials will expand in many different directions\textsuperscript{[23, 24]}, just looking for more bacteria-killing molecules—like a sort of arms race—may not ultimately solve an essentially evolutionary problem\textsuperscript{[25]}. Alternatives to traditional antibiotic treatments will be need to be developed. A new wave of phage-based therapies have shown considerable promise to counteract virulent bacteria where current antibiotics fail\textsuperscript{[26]}. CRISPR/Cas9 technology can also be instrumental to selectively kill pathogens (or eliminate their antibiotic plasmids) by spreading bacterial or viral \textit{vigilantes} that target the corresponding resistance genes in the microbiome\textsuperscript{[27-29]}. It is also possible to re-sensitize specific microorganisms by making them amenable to the action of existing antibiotics through co-treatment with other drugs\textsuperscript{[30]}. Ultimately, the success of antimicrobial strategies may depend on a deeper understanding of the molecular ecology of the microbiome, its interplay with environmental factors (including our immune system) and the effect of other medicaments in our own physiology\textsuperscript{[31, 32]}. 
However, before broad deployment of CRISPR for therapeutic use, significant technical and safety challenges including more specific enzyme mutants to address off-target effects and delivery of CRISPR enzymes to specific tissues must be addressed. For example, Cas9, the most commonly used CRISPR-nuclease, requires a guanine-rich protospacer adjacent motif (PAM) sequence for maximum cleavage efficiency and as a result sequences with low guanine content have been difficult to target. However newly discovered Cas alternatives such as Cpf1, which recognize AT-rich PAM sequences are expanding our ability to precisely and efficiently target the entire genome.\textsuperscript{[33]} The potential of CRISPR is also not without significant ethical concerns, particularly as regards germ line editing. Deploying such powerful technologies will require discussion and deliberation on whether, and in what ways, technical barriers and ethical as well as legal concerns can be addressed in a societally acceptable manner. Further patent-warring academic institutions are threatening both access and further development to CRISPR-technology. Contrary to the precedent of other breakthrough biological research tools such as recombinant DNA, co-transformation and siRNAs wherein non-exclusive licenses were offered to both companies and academic institutions, each institution claiming CRISPR ownership is or already has negotiated exclusive licenses to well-funded commercial partners for particular fields of use.\textsuperscript{[34]} Inclusive access and more clarity on inventorship for follow-on applications (i.e. limitations on “reach through” broad patent claims) must be resolved. Both the intense research and investment environment suggests that gene editing will transform human health in the next 20 years, whether it is CRISPR or perhaps a superseding technology remains to be determined.
Stem Cell Therapy

Stem cells (SCs) offer a promising source for developing novel medicines and disease models. SCs can be classified into three main types: embryonic stem cells (ECSs), induced pluripotent stem cells (iPSCs), and non-embryonic “somatic” or “adult” stem cells. ESCs and iPSCs are pluripotent and, therefore, can differentiate into cells from all three germ layers of the body. ESCs are isolated from the inner cell mass of an early embryo. iPSCs are adult somatic cells that have been transformed with a cocktail of reprogramming factors important for maintaining self-renewal and pluripotency[35]. Adult SCs are undifferentiated cells, which are found among differentiated cells in a tissue or organ and are responsible for generating some or all of the major specialized cell types of the tissue or organ in which they reside. Scientists have well-established SC differentiation protocols to generate neurons, cardiomyocytes, adipocytes, endothelial cells, hematopoietic cells, and more[36-42]. SC therapy uses SCs or cells derived from SCs to replace, or repair damaged cells and tissues (Fig. 3).

Stem Cell Therapy Now

For Patient X, SCs are currently being evaluated for their use as model systems and as potential therapies. SCs provide *in vitro* disease models that may more accurately and fully recapitulate characteristics of human diseases. Generation of iPSCs derived from patient somatic cells and combined efforts with genome editing technology, has opened new avenues for studying pathogenic mechanisms and screening drugs for treating a patient’s particular disease. This is true for T2DM. iPSCs derived from patients with mutations in the insulin receptor have proven useful in unraveling metabolic defects in
those lines[43, 44]. In addition, iPSCs generated from patients with monogenetic forms of diabetes differentiated into pancreatic β-cells has revealed important developmental and signaling pathways altered in the disease[45, 46]. Further, iPSC-derived cardiomyocytes from patients with T2DM recapitulated the T2DM cardiomyopathic phenotype allowing researchers to dissect the affected pathways[47]. Additionally, iPSC-derived endothelial cells have also proven to be an invaluable source to untangle the endothelial dysfunction associated with the disease[48].

**SCs also promise therapeutic potential.** Labs around the world study SC-based applications for age-related macular degeneration (AMD)[39, 49], spinal cord injury[35, 40, 50], Parkinson’s disease[38, 41, 51, 52], corneal diseases [36, 37, 53, 54], myocardial infarction[55, 56], aplastic anemia and leukemia associated with thrombocytopenia[57], and demyelinating diseases such as multiple sclerosis[58, 59], as well as for cancer immunotherapies involving chimeric antigen receptor T (CAR-T)[60] and NKT cells[61]. Despite enthusiastic pre-clinical research and clinical studies, at present FDA-approved SC therapies is limited only to hematopoietic SCs. For the last 50 years, bone marrow transplantation to alleviate chemotherapy induced hematopoietic cell death has been the most widely used SC therapy. A healthy donor’s bone marrow reintroduces functional SCs to replace those killed as a byproduct of cancer treatment. Just last year tisagenlecleucel was the first CAR-T cell therapy approved by the FDA to treat refractory precursor-B-cell acute lymphoblastic leukemia by utilizing a patient’s own blood, isolating T lymphocytes and engineering them to target CD19 on B-cells for destruction. [62] Since SCs can be derived from patients themselves, SC-derived therapies have
potential uses as auto- or allografts[35, 63], eliminating many host-graft rejection concerns. Indeed, the first clinical study involving an iPSC-derived product, a sheet of autologous iPSC-derived retinal pigment epithelial (RPE) cells in a patient suffering from wet-type AMD, was initiated in Japan in 2014. The grafted iPSC-RPE sheet showed no sign of immune rejection during the one-year monitoring period following transplantation[39]. The costs of quality testing and safety concerns for autologous cell transplants, however, have led to increased interest in allogeneic strategies, such as those using iPSC stocks established from “HLA super-donors,” who are homozygous at the three major human leukocyte antigen (HLA) gene loci$^{30}$ and recently Masayo Takahashi’s group transplanted cell suspension of iPSC-RPE derived from a super-donor matched to the recipient’s HLA type. Other stem cell treatments are currently being evaluated for safety and efficacy. In central nervous system (CNS) disorders alone, the number of clinical trials using SC technologies continues to grow (Supplementary Table 1). Mesenchymal stem cells (MSCs) are multipotent cells capable of differentiating into osteoblasts, adipocytes or chondrocytes. Current efforts are focusing on uncovering the mechanisms that shift MSC differentiation toward osteoblasts for clinical use as a possible treatment for bone regeneration.

**Stem Cell Therapy in ~20 Years**

Present day technical challenges and safety concerns as well as ethical concerns and, in some countries, legal restrictions particularly related to embryonic stem cells are currently preventing widespread use of SC therapy. Over time, questions of a socio-economic nature will also need to be answered. For most diseases, it is still being
determined which cells (SCs and/or which SC-derived cells) would work best to repair a particular damaged or diseased tissue. Delivery of those cells also remains a significant hurdle. Furthermore, large numbers of homogenous cells are needed for replacement therapies and, at present, SCs have a limited capacity to divide outside the body. Additionally, side effects and long-term safety must be determined since transplanted cells may remain for many years in patients’ bodies. If over the next 20 years, researchers are able to tackle these issues, then the number of proven SC-treatments will dramatically expand. For example, SC therapy may transform treatment for future diabetic patients like Patient X. In the future bona fide primary human SC-derived pancreatic β-cells may be generated in vitro, providing an unlimited supply of glucose-responsive β-cells for transplant. Further, instead of surgery alone, SCs may complement future hip-replacement surgeries. To regenerate bone, stem cells could be introduced in a scaffold where they produce the minerals necessary for generation of functional bone. Insights from non-human models of regeneration may further advance this type regenerative medicine. The axolotl salamander has the ability to repair and regenerate a perfect replica of its body parts. Just this year researchers determined the complete 34 billion base pair axolotl salamander genome and are now beginning to untangle the genes that facilitate this special capacity to regenerate.\[64\] In 20 years, stem cells could be genetically modified based on learning from model organisms such as the axolotl to repair bone fractures. This strategy is the foundation for tissue engineering.

It is important to note that SC therapies differ from traditional small molecule or biologics especially in terms of manufacturing purity, dosing regimes and the potential
for enduring, irreversible effects and thus must be carefully evaluated by regulatory bodies for safety and efficacy. This requires time and investment. The original Geron, Inc clinical trial of ESCs derived oligodendrocyte progenitors for the treatment of spinal cord injury was estimated to cost $200M in pre-clinical studies before the program was terminated.\[^{65}\] The high cost was in part due to animal models of efficacy, providing safety data against teratoma formation, ESC manufacturing, and training for the transplant procedure. Unfortunately in recent years there has been a proliferation of so-called “stem cell clinics” attempting to skip the regulatory pathway by offering SC therapies that are unapproved, unproven and even potentially dangerous. Only by offering SC products that have been rigorously tested and constantly monitored can we ensure their benefit to a future Patient X.

**Tissue Engineering**

The ultimate goal of tissue engineering (TE) is to provide artificially developed tissues and organs substitutes on demand to integrate them into the human body to live healthier and stronger for longer. Tissues and organs in the body form a complex arrangement of multiple cell types and extracellular structures that work together to achieve a particular physiological function. TE approaches consist of combining scaffolds, cells and biologically active molecules into functional tissue.

Amongst TE, bone TE (BTE) seeks to address the unmet need for bone augmentation. Loss of skeletal tissue can be produced by trauma, injury, cancer or advancing years, since medical advances have led to a welcome increase in life expectancy, which, in turn, has produced an increase in age-related diseases. In particular, due to the aging
population, there is an exceedingly high demand for functional bone grafts, already representing the second most common tissue transplantation procedure after blood, with over 2.2 million bone graft procedures conducted worldwide every year[66, 67]. This high demand for bone grafts results in significant morbidity and important associated socio-economic costs, which emphasizes the need for new skeletal regeneration strategies.

BTE is an approach that seeks to induce new functional bone regeneration via the synergistic combination of a biocompatible scaffold that mimics the natural bone extracellular matrix, osteogenic cells to lay down the bone tissue matrix and bone morphogenic proteins or other growth factors that direct osteogenic SCs to the phenotypically desirable cell types. Additionally, a sufficient vascularization that allows for nutrient supply as well as waste removal needs is also required[68].

**Bone Tissue Engineering Now**

Currently, BTE approaches are promising strategies to treat severe traumatic injuries and pathological diseases such as osteoporosis or osteoarthritis[66]. Osteoporosis is a disease where increased bone weakness multiplies the risk of a broken bone. Although bone is a dynamic and highly vascularized tissue that continues to remodel throughout the lifetime of an individual[69], large bone defects, as observed after bone tumor resections or in osteoporotic patients and severe non-union fractures, lack the template for an orchestrated regeneration and require surgical intervention[69].

Today, Patient X will need a transplantation of autologous bone from a non-load-bearing site to the defect site and, thus, he will require a second operation at the site of tissue
Autologous bone graftings are very expensive procedures and, due to the invasive nature associated with several surgical operations, Patient X could experience complications such as infections, fracture, nerve and vascular injuries, chronic donor site pain, hernias, as well as unattractive scars and a poor cosmetic outcome [71, 72]. Furthermore, autologous bone grafting may be a null treatment option in cases where the defect site requires larger volumes of bone than is available. Thus, the use of bone autografts is severely hampered by its short supply [66, 69].

BTE approaches utilizing osteogenic SCs for bone regeneration may offer some hope. Unfortunately, only a handful of successful repairs of bone defects have been reported in larger animals [69, 73-77]. A traditional challenge in BTE is to achieve vascularization that perfuses the blood supply within the scaffold. Efficient oxygen transfer, delivery of nutrients and transport and clearance of metabolic waste are crucial to achieve homeostasis and functionality and, failed vascularization, results in necrosis, which, in turn, results in failure of the regenerated tissue to integrate with the host tissue [66].

Several approaches are being explored to generate organized endothelial vessel networks throughout the material scaffolds such as constructing three-dimensional (3D) multiculture systems comprising progenitor cells, differentiated mature cells, and endothelial cells [69] (Fig. 4). In fact, 3D-bioprinting, which is a process where cells and biomaterials (bioink) are simultaneously deposited in defined 3D patterns and shapes [78], could meet the demands for innovative structures and treatment strategies for osteoporosis and for long-term repair and regeneration of several types of injured or diseased tissues and organs. 3D-printing can incorporate design considerations including the structural, physical, biological, and economical parameters that are crucial for the
fabrication of functional, complex, engineered tissues. To date, 3D-printing is being explored in bone, neural, skin, connective, and muscle TE very successfully[78].

**Bone Tissue Engineering in ~20 Years**

In 20 years’ time, significant challenges such as the integration of the 3D vascular structure within the printed bone construct that can be connected to the patients blood supply could have been overcome. As an example, 3D-bioprinting techniques could have enabled the assembly of functional hierarchical vascular networks due to the ability of 3D-printing to position different types of cells in discrete 3D spaces which makes it possible to construct controlled multiple length-scale structures[78].

A future Patient X will go to the hospital with his broken hip and the doctors will observe a large bone defect that will not heal by itself. By making use of 3D imaging approaches such as magnetic resonance imaging or X-ray computed tomography, the anatomical shape of the bone defect will be screened. Next, by using 3D-bioprinting technologies, it will be possible to print a stable, human-scale bone tissue construct that perfectly fits the bone defect and that, furthermore, possesses engineered vessel networks that ensure normal cellular metabolism while promoting host tissue integration[79]. In 20 years’ time, it will be possible to develop high-precision therapeutic solutions with specific patient/defect designs. It will be possible to convert medical images into tissue constructs for patient-personalized organ repair. These customized approaches will not only greatly benefit patients outcomes and follow-up treatments, but will also play a role in the huge economic and social toll that a disease such as osteoporosis produce.
**Precision Medicine**

In the post-genomic era, therapies are no longer being tailored to the “average patient” but rather customized for the individual known as precision medicine (PM). PM relies on utilizing an individual’s molecular makeup to guide health decisions. Large scale studies including genomic, proteomic, metabolomic, epigenetic, microbiome and multi-omic profiling has created large datasets, so-called “big data” that when mined with techniques such as machine learning yields biomarkers capable of stratifying individuals into subpopulations that differ in their susceptibility to a particular disease, prognosis of disease and response to specific treatment. The goal of precision medicine is to optimize treatment for improved outcomes and reduce exposure to adverse side effects[80] (Fig. 5).

**Precision Medicine Now**

It took 13 years to complete the first human genome project by a collaborative international effort. Since the completion of the first human genome sequence a significant advances in sequencing technologies have evolved. Microarray technology, next-generation sequencing and genome-wide-association studies have, which has been consistently breaking down the cost of whole genome sequencing to now less than $1,000. These technologies have identified genetic markers correlated with disease. These findings have been developed into molecular diagnostic tools that are now commonly used to tailor therapies in oncology, cardiovascular disease, autoimmune disorders, and neurodegenerative diseases. Chronic myeloid leukemia (CML) accounting for 15-20% of adult leukemia[81] was the first human malignancy associated with a
recurrent genetic abnormality. Over 90% of CML patients due to a reciprocal translocation between the long arms of chromosome 9 and 22 possess the so-called “Philadelphia chromosome” leading to the fusion BCR-ABL gene[82]. BCR-ABL is an unregulated tyrosine kinase driving cell growth and promoting tumorigenesis. Imatinib was the first drug developed to inhibit BCR-ABL and its use led to a dramatic increase in CML survival from 6% in 1975 to close to 90% today[83]. Similar targeted therapies that have improved survival outcomes in oncology include the use of anti-hormonal drugs for hormone receptor positive breast cancer, trastuzumab (Herceptin®) to treat HER2+ breast cancer, vemurafenib and dabrafenib for mutated BRAF-driven melanoma, and EGFR inhibitors for lung and colon cancer[82, 84, 85]. Targeted treatments have been developed for many additional disorders including many rare diseases. For example cystic fibrosis (CF), which affects 70,000 patients worldwide, is caused by genetic defects in the cystic fibrosis transmembrane conductance regulator (CFTR) protein. Small molecule drugs such as ivacaftor and lumacaftor target defective CFTR proteins for CF patients with specific genetic mutations[86, 87].

To date, the lion’s share of PM efforts have utilized genetic aberrations as a source of therapeutic targets for drug development. Variations in DNA and RNA are well suited to uncover the molecular underpinnings of many diseases. Non-genomic biomarkers also play a vital role in PM, expanding our ability to detect and manage disease. Proteins are dynamic, constantly being turned over in a cell and their presence or absence can relay information about disease mechanisms. Troponin is a regulatory protein found in skeletal and cardiac muscle and high levels in the blood are suggestive of heart damage including
risk of myocardial infarction[88]. HLA proteins used by the immune system to recognize “self” are used to match patients and donors for bone marrow transplants[89]. Researchers also discovered a panel of protein biomarkers that may detect Alzheimer’s disease[90]. Metabolites are an additional class of important biomarkers that reflect not only what has been encoded by the genome, but also inputs from the environment including diet and microbiome. Metabolites are often the closest representation of phenotype. There are several well-established clinical metabolite biomarkers such as glucose to monitor diabetes, cholesterol to assess cardiovascular health, blood urea nitrogen and creatinine for renal disorders and several distinct metabolites are used to diagnose inborn errors of metabolism in neonates[91].

Patient X was likely diagnosed with T2DM based on increased levels of biomarkers including glucose and HbA1c (glycosylated hemoglobin) in his blood. Unfortunately, no tailored therapies exist for T2DM. Nearly all patients receive metformin as a front-line therapy. Depending on the patient’s tolerance of the drug and the efficacy of metformin to lower a patient’s glucose and HbA1C additional pharmacological agents are prescribed. Many drugs have toxic side effects including severe lactic acidosis, anemia and cardiovascular events. Each T2DM patient will respond differently to each treatment based on a combination of genetics and lifestyle factors. Currently there are few if any tools to predict patient response to therapy making it extremely difficult for physicians to design optimal treatments. If not well-managed Patient X is at risk of amputation, blindness, stroke, and death.
Precision Medicine in ~20 Years

In the future whole genome sequencing could be part of the standard of care to guide treatment. This would enable patients and physicians to identify genetic risk factors for disease. For example, polymorphisms in PPARG, KCNJ11, TCF7L2, CDKAL1, HHEX, SLC30A8, IGF2BP2, CDKN2A are associated with increased risk of T2DM[92]. A future Patient X could be screened for these or other polymorphisms at birth and if detected he could be more closely monitored for disease progression. By measuring biomarkers (genetic, protein, metabolomic or other) of patients treated with atorvastatin, metformin and glimepiride, and using machine learning algorithms to identify signatures that differentiate patients that respond to those drugs and those that do not, in 20 years the treatment of future Patient X can be streamlined for optimal outcomes. This will prevent patients being prescribed drugs that have no effect and/or are exposing them to unnecessary side effects. Further, while currently biomarkers for non-Caucasian ethnic groups is severely lacking as demonstrated in a recent audit of public genome data wherein genomes from the Middle East were less than 1%[93], in the next 20 years through collaborative international efforts we can begin to close those discrepancies. Additionally although molecular testing to guide treatments has already become routine in developed countries, this is not the case in the developing world. If not corrected, the divide between wealthy and poorer countries will expand unjustly. Both public and private partnerships need to be cultivated so that PM can be democratized in the future.

Utilizing biomarkers to bypass the trial and error of current treatment paradigms also has the potential to reduce inefficiencies in healthcare and cut costs. Current estimates
suggest that nearly 30-40% of patients receive ineffective drugs. Streamlining patients into the optimal treatment groups would eliminate much of this waste. In 2018 there is not enough data to determine the true economic benefits of PM, wherein some examples show better health outcomes for lower costs while others suggest the additional testing adds an increase in cost. Over the next 20 years as PM integrates more into healthcare systems the economic gains (or losses) will become more evident. The cost savings of PM in drug develop is already evident and will grow in the future. The standard drug discovery pipeline from target identification to drug approval is 10-17 years, requiring approximately $1.78B with only 11% of drugs eventually approved. The majority of drugs fail due to lack of efficacy. Administering the same drug to a highly heterogeneous patient population accounts for the majority of these efficacy failures. We now know that breast cancer is not a single disease but rather, based on gene expression profiles can be classified into four to six major subtypes. Similar heterogeneity is also observed in other cancers, asthma, diabetes, and in less common disorders such as glycogen storage disease. Over the next 20 years the number of therapeutic areas that display disease heterogeneity will only increase. Companion diagnostics capable differentiating patients that respond to therapy will better define the intended patient population, enabling smaller clinical trials; accelerating time lines and reducing spend. Further, by identifying subtypes of patients that will respond to specific drugs, new avenues of drug repositioning or repurposing existing therapies are likely to emerge. This was the case for crizotinib, which was originally developed to treat large-cell lymphoma and later molecular profiling revealed a subset of non-small cell lung carcinoma (NSCLC) wherein it is also efficacious. Based on previous examples such as
duloxetine, imatinib and crizotinib, repositioning drugs reduces development time lines from 10-17 years to 3-12 years.\[96] Not only will this reduce costs of drug develop, it will also accelerate patient access to effective therapies. New models of pharmaceutical and biotechnology research will likely emerge where patient data is a prerequisite to drug development and identifying responder profiles becomes part of the regulatory pathway. This new generation of PM drugs will likely be able to demand premium pricing due to the increased safety and enhanced therapeutic efficacy by targeting a defined patient population. This new business model in concert with government support may also revitalize drug development in neglected areas such as antibiotics, tropical disease and rare disease.

PM of the future may also start to transition healthcare towards a preventative model. Today, we mostly wait for our health to fail before we diagnose and treat disease. PM has the potential to change that. By continuing to expand biomarker profiling of healthy subjects across longitudinal studies, it is likely that in 20 years advanced diagnostics and prognostics will be uncovered that can detect disease at its earliest onset. Disease prevention will be crucial for curbing the diabetes epidemic as the associated hyperglycemia causes irreversible damage to the body. Biomarkers that detect diabetes sooner will enable individuals to implement lifestyle changes to slow or halt further disease progression. Disease prevention initiatives have both greater potential for the creation of a healthier population and savings, reducing costly medical treatments and drug prescriptions. Just as additional research is needed to uncover disease prevention biomarkers, additional efforts in health literacy will also be required. In order for patients
to take more active roles in their health and medical choices, tools will be required to help them understand the data and how to translate increased risks for certain diseases into actionable healthy choices. In 20 years, PM will likely include new biomarkers, improved targeted treatments, as well as tools that allow patients to access and monitor their own molecular data so that a future Patient X can take center stage controlling his health. It is important to note that there are multiple ethical, legal and socio-economic questions which also require answers in order to enable a safe, beneficial, and societally acceptable deployment of these technologies. Notably questions around balancing the obvious interest in a more and more preventative approach to healthcare with data privacy aspects as well as the “right not to know” require further societal discourse and clarification. Further safeguards against “genetic discrimination” must be put in place so that knowledge of an individual’s molecular makeup, genetic mutations or particular SNPs as examples, are used solely to enhance, extend and enrich an individual’s life not the opposite including denial of services, health insurance or other discriminatory practices. In 2018 data is already powerful and over the next 20 years its authority will expand. Today’s society has been entrusted to establish a framework so that it will be used maximum human benefit.

Final Comments

Biotechnology will fundamentally change our understanding of health and treatment of disease. In this article we have outlined the capabilities of some key biotechnologies, with a prospect for their future application for diagnostics and treatments from a medical and scientific point of view. New biotechnologies will allow us to live longer and
healthier, thanks in great part to the numerous research efforts carried out by scientists around the globe. The true impact of biotechnology on healthcare, however, will ultimately be enabled, shaped, and limited by governance frameworks. These need to carefully balance the benefits and opportunities of these technologies, with their risks and potential downsides. Due to variations in historical, economic, sociocultural factors among nations as well as among different stakeholder groups, there is significant scope for disagreement on how to draw boundaries between biotechnologies that are considered ethically, legally and socio-economically acceptable and those that are not.

Given the significance of the technology for many aspects of life, and the degree of controversy some biotechnologies have sparked, it is important to re-establish a dialogue between all stakeholders to help build and expand mutual understanding and a culture of trust between regulators, NGOs, scientists, industry, and the public both within and across geographic boundaries. Such discussion should take into account facts, feelings and value commitments, whilst providing clear view of risks and benefits. The scientific community has a key duty in this task, providing facts to de-mystify the true capabilities of biotechnologies in front of regulators and decision-makers. Only a framework that embraces the result of such discussions will live up to the goal of being seen as fair, unbiased, transparent, stable and trusted, which, ultimately, will benefit individuals and their communities.
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**Figure Captions**

**Fig. 1. Biotechnologies help us understand, diagnose and treat disease.** In 2018, technologies such as stem-cell disease models, CRISPR-genome editing screens, and multi-omic profiling are basic research tools expanding our knowledge of the molecular drivers of disease. In the future, advancements in these same technologies and others will lead to novel diagnostics and treatments enabling healthier living.

**Fig. 2. Opportunities and challenges for CRISPR-Cas9 genome editing.** CRISPR is a proven indispensable research tool empowering creation of models of disease and accelerating our understanding of biology. Harnessing the power of CRISPR-Cas9 will have applications in agriculture and medicine.

**Fig. 3. Stem cells provide disease models and therapies.** Stem cells (ESCs or iPSCs) can be differentiated *in vitro* to a desired cell type recapitulating disease pathology and used to identify new therapeutic targets and screen drug candidates. Stem cells are also used for transplantation into non-human primate (NHP) models to evaluate efficacy as a therapy in preclinical studies before ultimately moving into human studies.

**Fig. 4. Bone Tissue engineering as a future therapy.** After surmounting certain technical challenges, person specific tissue for implantation could be prepared as shown. This will likely require constructing three-dimensional multiculture systems comprising progenitor cells, differentiated mature cells, and endothelial cells into an organized endothelial vessel networks throughout the appropriate material scaffolds.
Fig. 5. Biomarkers enable precision medicine. Instead of treating all patients with the same therapies, precision medicine (PM) uses biomarker data to stratify patients into optimal treatment groups for improved outcomes.
References:

[1] Kim, H., Kim, J.-S., Nature Reviews Genetics. 2014, 15, 321-334.
[2] Komor, A. C., Badran, A. H., Liu, D. R., Cell. 2017, 168, 20-36.
[3] Ran, F. A., Hsu, P. D., Wright, J., Agarwala, V., et al., Nature protocols. 2013, 8, 2281-2308.
[4] Dinca, A. A., Chien, W.-M., Chin, M. T., Journal of molecular and cellular cardiology. 2018, 114, 83-92.
[5] Shimo, T., Hosoki, K., Nakatsuji, Y., Yokota, T., Obika, S., Journal of human genetics. 2018, 63, 365-375.
[6] Salamaninejad, A., Valilou, S. F., Bayat, H., Ebadi, N., et al., The International journal of neuroscience. 2018, 1-11.
[7] Huai, C., Jia, C., Sun, R., Xu, P., et al., Human genetics. 2017, 136, 875-883.
[8] Guan, Y., Ma, Y., Li, Q., Sun, Z., et al., EMBO molecular medicine. 2016, 8, 477-488.
[9] Antoniani, C., Meneghini, V., Lattanzi, A., Felix, T., et al., Blood. 2018.
[10] Xu, Q., Hou, Y.-X., Chang, X.-B., Molecular therapy Nucleic acids. 2017, 7, 429-438.
[11] Sanz, D. J., Hollywood, J. A., Scallan, M. F., Harrison, P. T., PLOS ONE. 2017, 12, e0184009.
[12] Alapati, D., Morrisey, E. E., American journal of respiratory cell and molecular biology. 2017, 56, 283-290.
[13] Musunuru, K., Journal of the American College of Cardiology. 2017, 70, 2808-2821.
[14] Ishizu, T., Higo, S., Masumura, Y., Kohama, Y., et al., Scientific reports. 2017, 7, 9363.
[15] Wu, J., Yang, S., Yu, D., Gao, W., et al., Genes and immunity. 2018.
[16] Wu, H.-Y., Cao, C.-Y., Briefings in functional genomics. 2018, 1-4.
[17] Moses, C., Garcia-Bloj, B., Harvey, A. R., Blancafot, P., European journal of cancer (Oxford, England : 1990). 2018, 93, 10-18.
[18] Zhao, Y., Yang, Y., Xing, R., Cui, X., et al., Atherosclerosis. 2018, 271, 26-35.
[19] Feng, C., Wang, X., Shi, H., Yan, Q., et al., Journal of genetics and genomics = Yi chuan xue bao. 2018, 45, 47-50.
[20] Roh, J.-I., Lee, J., Park, S. U., Kang, Y.-S., et al., Experimental animals. 2018.
[21] Wang, X., Raghavan, A., Chen, T., Qiao, L., et al., Arteriosclerosis, thrombosis, and vascular biology. 2016, 36, 783-786.
[22] June, C., Curr Opin HIV AIDS. 2011, 6, 74-79.
[23] Hover, B. M., Kim, S. H., Katz, M., Charlop-Powers, Z., 2018, 3, 415-422.
[24] Mishra, B., Reiling, S., Zarena, D., Wang, G., Current opinion in chemical biology. 2017, 38, 87-96.
[25] Sommer, M. O., Munck, C., Toft-Kehler, R. V., Andersson, D. I., Nature Reviews Microbiology. 2017, 15, 689.
[26] Reardon, S., Nature. 2014, 510, 15-17.
[27] Bikard, D., Euler, C. W., Jiang, W., Nussenzweig, P. M., et al., Nat Biotechnol. 2014, 32, 1146-1150.
[28] Bikard, D., Hatoum-Aslan, A., Mucida, D., Marraffini, L. A., Cell Host Microbe. 2012, 12, 177-186.
[29] Citorik, R. J., Mimee, M., Lu, T. K., Nat Biotechnol. 2014, 32, 1141-1145.
[30] Garcia-Fernandez, E., Koch, G., Wagner, R. M., Fekete, A., et al., Cell. 2017, 171, 1354-1367.e1320.
[31] Yoshida, M., Reyes, S. G., Tsuda, S., Horinouchi, T., et al., 2017, 8, 15589.
[32] Maier, L., Pruteanu, M., Kuhn, M., Zeller, G., et al., Nature. 2018, 555, 623-628.
[33] Linyi Gao, D. B. T. C., Winston X Yan, John C Manteiga, Martin W Schneider, Takashi Yamano, Hiroshi Nishimasu, Osamu Nureki, Nicola Crosetto & Feng Zhang, Nature Biotechnology. 2017, 35, 789-792.
[34] Knut J Egelie, G. D. G., Sabina P Strand, Berit Johansen, Nature Biotechnology. 2016, 34, 1025-1031.
[35] Okano, H., Yamanaka, S., Molecular brain. 2014, 7, 22.
[36] Hatou, S., Yoshida, S., Higa, K., Miyashita, H., et al., Stem cells and development. 2013, 22, 828-839.
[37] Hayashi, R., Ishikawa, Y., Ito, M., Kageyama, T., et al., PloS one. 2012, 7, e45435.
[38] Kikuchi, T., Morizane, A., Doi, D., Onoe, H., et al., Journal of Parkinson’s disease. 2011, 1, 395-412.
[39] Mandai, M., Watanabe, A., Kurimoto, Y., Hirami, Y., et al., The New England journal of medicine. 2017, 376, 1038-1046.
[40] Nagoshi, N., Okano, H., Journal of neurochemistry. 2017, 141, 848-860.
[41] Peng, J., Liu, Q., Rao, M. S., Zeng, X., Cytotherapy. 2014, 16, 1305-1312.
[42] Turner, M., Leslie, S., Martin, N. G., Peschanski, M., et al., Cell stem cell. 2013, 13, 382-384.
[43] Burkart, A. M., Tan, K., Warren, L., Ivoino, S., et al., Scientific reports. 2016, 6, 22788.
[44] Ivoino, S., Burkart, A. M., Kriauciuonas, K., Warren, L., et al., Diabetes. 2014, 63, 4130-4142.
[45] Teo, A. K. K., Windmueller, R., Johansson, B. B., Dirice, E., et al., The Journal of biological chemistry. 2013, 288, 5353-5356.
[46] Vethe, H., Bjørlykke, Y., Ghila, L. M., Paulo, J. A., et al., Scientific reports. 2017, 7, 4780.
[47] Drawnel, F. M., Boccardo, S., Prummer, M., Delobel, F., et al., Cell reports. 2014, 9, 810-821.
[48] Carcamo-Orive, I., Huang, N. F., Quertermous, T., Knowles, J. W., Arteriosclerosis, thrombosis, and vascular biology. 2017, 37, 2038-2042.
[49] Dang, Y., Zhang, C., Zhu, Y., Clinical interventions in aging. 2015, 10, 255-264.
[50] Nandoe Tewarie, R. S., Hurtado, A., Bartels, R. H., Grotenhuis, A., Oudega, M., The journal of spinal cord medicine. 2009, 32, 105-114.
[51] Barker, R. A., Parmar, M., Kirkeby, A., Björklund, A., et al., *Journal of Parkinson’s disease*. 2016, 6, 57-63.
[52] Politis, M., Lindvall, O., *BMC medicine*. 2012, 10, 1.
[53] Hsu, C.-C., Peng, C.-H., Hung, K.-H., Lee, Y.-Y., et al., *Cell transplantation*. 2015, 24, 1915-1930.
[54] Oie, Y., Nishida, K., *BioMed research international*. 2013, 2013, 428247.
[55] Egashira, T., Yuasa, S., Fukuda, K., *Stem cells international*. 2011, 2011, 348960.
[56] Kawamura, M., Miyagawa, S., Miki, K., Saito, A., *et al.*, *Circulation*. 2012, 126, S29-37.
[57] Nakamura, S., Takayama, N., Hirata, S., Seo, H., *et al.*, *Cell stem cell*. 2014, 14, 535-548.
[58] Garber, K., *Nature biotechnology*. 2013, 31, 483-486.
[59] Goldman, S. A., Kuypers, N. J., *Development (Cambridge, England)*. 2015, 142, 3983-3995.
[60] Kaneko, S., *Methods in molecular biology (Clifton, NJ)*. 2016, 1393, 67-73.
[61] Yamada, D., Iyoda, T., Vizcardo, R., Shimizu, K., *et al.*, *Stem cells (Dayton, Ohio)*. 2016, 34, 2852-2860.
[62] Shannon L. Maude, M. D., Ph.D., Theodore W. Laetsch, M.D., Jochen Buechner, M.D., Ph.D., Susana Rives, M.D., Ph.D., Michael Boyer, M.D., Henrique Bittencourt, M.D., Ph.D., Peter Bader, M.D., Michael R. Verneris, M.D., Heather E. Stefanski, M.D., Ph.D., Gary D. Myers, M.D., Muna Qayed, M.D., Barbara De Moerloose, M.D., Ph.D., Hidefumi Hiramatsu, M.D., Ph.D., Krysta Schlis, M.D., Kara L. Davis, D.O., Paul L. Martin, M.D., Ph.D., Eneida R. Nemecek, M.D., Gregory A. Yanik, M.D., Christina Peters, M.D., Andre Baruchel, M.D., Nicolas Boissel, M.D., Ph.D., Francoise Mechinaud, M.D., Adriana Balduzzi, M.D., Joerg Krueger, M.D., Carl H. June, M.D., Bruce L. Levine, Ph.D., Patricia Wood, M.D., Ph.D., Tetiana Taran, M.D., Mimi Leung, M.P.H., Karen T. Mueller, Pharm.D., Yiyun Zhang, Ph.D., Kapildeb Sen, Ph.D., David Lebwohl, M.D., Michael A. Pulsipher, M.D., and Stephan A. Grupp, M.D., Ph.D., *New England Journal Medicine*. 2018, 378, 439-448.
[63] Rong, Z., Wang, M., Hu, Z., Stradner, M., *et al.*, *Cell stem cell*. 2014, 14, 121-130.
[64] Sergej Nowoshilow, S. S., Ji-Feng Fei, Andreas Dahl, Andy W. C. Pang, Martin Pippel, Sylke Winkler, Alex R. Hastie, George Young, Juliana G. Roscito, Francisco Falcon, Dunja Knapp, Sean Powell, Alfredo Cruz, Han Cao, Bianca Habermann, Michael Hiller, Elly M. Tanaka, Eugene W. Myers, *Nature*. 2018, 554, 50-56.
[65] Alan Trounson, C. M., *Cell Stem Cell*. 2015, 17, 11-22.
[66] Fernandez-Yague, M. A., Abbah, S. A., McNamara, L., Zeugolis, D. I., *et al.*, *Advanced drug delivery reviews*. 2015, 84, 1-29.
[67] Lewandrowski, K. U., Gresser, J. D., Wise, D. L., Trantol, D. J., *Biomaterials*. 2000, 21, 757-764.
[68] Amini, A. R., Laurencin, C. T., Nukavarapu, S. P., Critical reviews in biomedical engineering. 2012, 40, 363-408.
[69] Stevens, M. M., Materials Today. 2008, 11, 18-25.
[70] Bauer, T. W., Muschler, G. F., Clinical orthopaedics and related research. 2000, 10-27.
[71] Ahlmann, E., Patzakis, M., Roidis, N., Shepherd, L., Holtom, P., The Journal of bone and joint surgery American volume. 2002, 84-A, 716-720.
[72] Younger, E. M., Chapman, M. W., Journal of orthopaedic trauma. 1989, 3, 192-195.
[73] Cancedda, R., Giannoni, P., Mastrogiacomo, M., Biomaterials. 2007, 28, 4240-4250.
[74] Goshima, J., Goldberg, V. M., Caplan, A. I., Clinical orthopaedics and related research. 1991, 298-311.
[75] Meijer, G. J., de Bruijn, J. D., Koole, R., van Blitterswijk, C. A., PLoS medicine. 2007, 4, e9.
[76] Pedde, R. D., Mirani, B., Navaei, A., Styan, T., et al., Advanced materials (Deerfield Beach, Fla). 2017, 29
[77] Petite, H., Viateau, V., Bensaïd, W., Meunier, A., et al., Nature biotechnology. 2000, 18, 959-963.
[78] Gomes, M. E., Rodrigues, M. T., Domingues, R. M. A., Reis, R. L., Tissue engineering Part B, Reviews. 2017, 23, 211-224.
[79] Novosel, E. C., Kleinhans, C., Kluger, P. J., Advanced drug delivery reviews. 2011, 63, 300-311.
[80] Colijn, C., Jones, N., Johnston, I. G., Yaliraki, S., Barahona, M., Frontiers in Physiology. 2017, 8
[81] Vinhas, R., Cordeiro, M., Pedrosa, P., Fernandes, A. R., Baptista, P. V., Leukemia & lymphoma. 2017, 58, 1791-1804.
[82] Kalia, M., Metabolism: clinical and experimental. 2015, 64, S16-21.
[83] Kantarjian, H., O'Brien, S., Jabbour, E., Garcia-Manero, G., et al., Blood. 2012, 119, 1981-1987.
[84] Dietel, M., Jöhrens, K., Laffert, M., Hummel, M., et al., Cancer gene therapy. 2013, 20, 211-221.
[85] Low, S.-K., Zembutsu, H., Nakamura, Y., Cancer science. 2018, 109, 497-506.
[86] Cholon, D. M., Gentzsch, M., Journal of cystic fibrosis : official journal of the European Cystic Fibrosis Society. 2018, 17, S52-S60.
[87] Martiniano, S. L., Sagel, S. D., Zemanick, E. T., Current opinion in pediatrics. 2016, 28, 312-317.
[88] Twerenbold, R., Boeddinghaus, J., Nestelberger, T., Wildi, K., et al., Clinical biochemistry. 2018, 53, 143-155.
[89] Tambur, A. R., Wiebe, C., Transplantation. 2018, 102, S23-S30.
[90] Keshavan, A., Heslegrave, A., Zetterberg, H., Schott, J. M., Molecular diagnosis & therapy. 2017, 21, 13-22.
[91] Beger, R. D., Dunn, W., Schmidt, M. A., Gross, S. S., et al., Metabolomics: Official journal of the Metabolomic Society. 2016, 12, 149.
[92] Kraniotou, C., Karadima, V., Bellos, G., Tsangaris, G. T., Journal of proteomics. 2018.
[93] Popejoy, A. B., Fullerton, Stephanie M., Nature. 2016, 538, 161-164.
[94] Rossbach, S. J. a. M., The HUGO Journal. 2013, 7, 1-6.
[95] Kathryn A. Phillips, J. A. S., Julia Trosman, Michael P. Douglas, Su-Ying Liang, Peter Neumann, Genet Med. 2014, 16, 251-257.
[96] Yvonne Y Li, S. J. J., Genome Medicine. 2012, 4, 1-14.
[97] Lenz G, W. G., Dave SS, Xiao W, Powell J, Zhao H, Xu W, Tan B, Goldschmidt N, Iqbal J, Vose J, Bast M, Fu K, Weisenburger DD, Greiner TC, Armitage JO, Kyle A, May L, Gascoyne RD, Connors JM, Troen G, Holte H, Kvaloy S, Dierickx D, Verhoef G, Delabie J, Smeland EB, Jares P, Martinez A, Lopez-Guillermo A, et al.; N Engl J Med. 2008, 359, 2313-2323.
[98] Borish L, C. J., Ann Allergy Asthma Immunol 2008, 101, 1-8.
[99] Pietropaolo M, B.-M. E., Kuller LH, Diabetes. 2007, 56, 1189-1197.
[100] YS, S., Semin Pediatr Neurol 2006, 13, 115-120.