Variations of the Atlantic meridional overturning circulation in control and transient simulations of the last millennium
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Abstract. The variability of the Atlantic meridional overturning circulation (AMOC) strength is investigated in control experiments and in transient simulations of up to the last millennium using the low-resolution Community Climate System Model version 3. In the transient simulations the AMOC exhibits enhanced low-frequency variability that is mainly caused by infrequent transitions between two semi-stable circulation states which amount to a 10 percent change of the maximum overturning. One transition is also found in a control experiment, but the time-varying external forcing significantly increases the probability of the occurrence of such events though not having a direct, linear impact on the AMOC. The transition from a high to a low AMOC state starts with a reduction of the convection in the Labrador and Irminger Seas and goes along with a changed barotropic circulation of both gyres in the North Atlantic and a gradual strengthening of the convection in the Greenland-Iceland-Norwegian (GIN) Seas. In contrast, the transition from a weak to a strong overturning is induced by decreased mixing in the GIN Seas. As a consequence of the transition, regional sea surface temperature (SST) anomalies are found in the midlatitude North Atlantic and in the convection regions with an amplitude of up to 3 K. The atmospheric response to the SST forcing associated with the transition indicates a significant impact on the Scandinavian surface air temperature (SAT) in the order of 1 K. Thus, the changes of the ocean circulation make a major contribution to the Scandinavian SAT variability in the last millennium.

1 Introduction

The Atlantic meridional overturning circulation (AMOC) is an important pacemaker for the climate in the North Atlantic region. Paleo-proxy records and model results suggest that abrupt climate changes during the last glaciation are linked to changes in the AMOC strength (Stocker, 2000; Clark et al., 2002; Schmittner et al., 2003). For more recent times, observational studies indicate basin-wide sea surface temperature (SST) variations in the North Atlantic, known as the Atlantic multidecadal oscillation (AMO), which are likely related to the AMOC strength (Hurrell et al., 2006, and references therein). Moreover, it was shown that the AMO is linked to changes of the European and North American climate (Enfield et al., 2001; Sutton and Hodson, 2005).

A good understanding of AMOC variations and their climatic impact also in the model world is essential. In this study, we investigate and characterize the differences in the AMOC between several control simulations and an ensemble of transient simulations with time-varying forcing in a comprehensive atmosphere-ocean general circulation model (AOGCM). In addition, the atmospheric response to the low-frequency variations of the AMOC is investigated. The transient simulations cover up to the last millennium, so that the focus is set more on natural variations of the external forcing than on the anthropogenic impact.

In control simulations of many AOGCMs multidecadal oscillations of the AMOC are found (e.g., Delworth et al., 1993; Timmermann et al., 1998; Dong and Sutton, 2005; Jungclaus et al., 2005; Danabasoglu, 2008). However, the length of the periods and the derived mechanisms considerably diverge between the models. For example, Danabasoglu (2008) presents an AMOC oscillation with a 21-yr period for the high-resolution Community Climate System Model version 3 (CCSM3), whereas for the ECHAM5/MPI-OM the dominant
period of the oscillation is about 70-80 years (Jungclaus et al., 2005) similar to earlier model studies (Delworth et al., 1993). Some studies argue that the oscillation is an ocean-only mode which is driven by density anomalies in the deep water formation (DWF) regions (e.g., Delworth et al., 1993; Jungclaus et al., 2005). Others suggest an internal ocean mode that is excited by atmospheric noise (e.g., Frankcombe et al., 2010) or a coupled ocean-atmosphere mode involving the North Atlantic Oscillation (e.g., Timmermann et al., 1998; Danabasoglu, 2008).

In simulations with an increasing level of greenhouse gases (GHGs), most AOGCMs show a gradual weakening of the AMOC (IPCC, 2007). A model intercomparison study indicates that the weakening is mainly caused by changes in the surface heat flux (Gregory et al., 2005). Also for the CCSM3, which is used in this study, simulations with an idealized CO$_2$ increase of 1% per year (Bryan et al., 2006) and scenario based projections of the 21st century (Meehl et al., 2006) show a weakening of the AMOC. However, the less pronounced GHGs increases in the 20th century do not result in a significant change of the AMOC (Meehl et al., 2006).

The impact of total solar irradiance (TSI) changes on the AMOC has attracted less attention. Generally, an increase in TSI is proposed to weaken the AMOC similarly to the response to an increase in the atmospheric CO$_2$ content (Goosse and Renssen, 2006). For the TSI variations in the last millennium, however, this relationship is less clear. In some simulations a strong negative correlation is found when the AMOC lags the TSI by a few decades (some simulations a strong negative correlation is found when the AMOC lags the TSI by a few decades (e.g., Frankcombe et al., 2010) or a coupled ocean-atmosphere mode involving the North Atlantic Oscillation (e.g., Timmermann et al., 1998; Danabasoglu, 2008).

A possible explanation for the divergence could be a masking of the solar forcing signal by internal variability, as suggested by the results of van der Schrier et al. (2002), who find a much lower correlation of AMOC with weak TSI changes compared to strong TSI changes. The AMOC response to volcanic forcing has been even less investigated. The available AOGCM studies indicate a strengthening of the AMOC after strong volcanic eruptions (equivalent to the Tambora and Pinatubo eruptions) in the order of 10% (Stenchikov et al., 2009; Ottera et al., 2010).

A direct comparison of the AMOC in unforced control simulations and in transient simulations has already been made in other studies (Dai et al., 2005; D’Orgeville and Peltier, 2009). For the Parallel Climate Model, Dai et al. (2005) highlight the similarities of the process that lead to AMOC variations in a control simulation and to a decrease of the AMOC in several global warming simulations. In both cases the AMOC changes are induced by upper-ocean density anomalies and accompanied by a shift of the Gulf Stream and the North Atlantic Current (NAC). In D’Orgeville and Peltier (2009) the focus is set on the impact of different external forcing levels and different warming scenarios on the AMOC variability in the CCSM3. They show that the mechanism for AMOC variations is similar in the control simulations and in a moderate warming scenario (historical 1870–2000 simulation), namely a delayed response to salinity anomalies at the DWF sites of the subpolar gyre. For strong warming simulations, however, such a relationship is no longer found.

So far, the model results suggest a significant response of the AMOC to strong forcing changes (e.g., IPCC, 2007; Goosse and Renssen, 2006; Stenchikov et al., 2009), whereas the impact of moderate forcing variations is less clear (e.g., Zorita et al., 2004; Meehl et al., 2006). The results of D’Orgeville and Peltier (2009) indicate that the mechanism that drives the AMOC variations may change depending on the amplitude of the forcing. Therefore, it is useful to investigate the effect of small variations in the external forcing level (as found in the last millennium) on the AMOC.

The paper is organized as follows: in Sect. 2, the model and the experiments are briefly described. The results are presented in Sect. 3. A summary and the discussion are given in Sect. 4.

2 Model description and experiments

The CCSM3 was developed by the National Center for Atmospheric Research (NCAR). It is a coupled model with no flux corrections and consists of four components: atmosphere, ocean, sea ice, and land surface (Collins et al., 2006a). To perform centennial timescale simulations the lowest resolution configuration (Yeager et al., 2006) for the model components is chosen: the atmospheric component uses a T31 spectral truncation, corresponding to a horizontal grid of approximately 3.75° by 3.75° and 26 hybrid sigma-pressure levels (Collins et al., 2006b). The land surface component has the same horizontal resolution as the atmosphere (Oleson et al., 2004). The grid for the ocean component has a nominal resolution of 3° (3.6° in longitude and 0.6° to 2.8° in latitude with better refinement in the Tropics and near Greenland) with 25 vertical levels, whose thickness increases from 8 m at the top to 500 m in the deep ocean (Smith and Gent, 2004). It is a dipole grid where one pole is located at the South Pole and the other pole is located over Greenland. Ocean dynamics are based on the primitive equations using the hydrostatic and the Bousinesq approximations. The sea ice component uses the same horizontal grid of the ocean component and a sub-grid scale ice thickness distribution which is parametrized using five thickness categories (Briegleb et al., 2004). Further information about the model and its components are provided at the CCSM web page (www.cccsm.ucar.edu).

An overview of the CCSM3 experiments is given in Table 1. In principle, two setups are chosen: (i) control simulations (CTRL) where the external forcing is kept constant, and (ii) transient simulations (TR) with time-varying forcing.
Table 1. List of all experiments. Note that the length for the CTRL1500 and the CTRL1000 simulation also includes the 50 yrs that were not used in the analysis.

| Label       | Description                                           | Length (yrs) | Branched from (yr) |
|-------------|-------------------------------------------------------|--------------|--------------------|
| CTRL1990    | 1990 A.D. equilibrium simulation (NCAR)               | 480          | –                  |
| CTRL1500    | 1500 A.D. equilibrium simulation                      | 692          | CTRL1990 (100)     |
| CTRL1000    | 1000 A.D. equilibrium simulation                      | 1318         | TRa4 (1617 A.D.)   |
| TRa1        | Transient experiment (1500 to 2000 A.D.)              | 500          | CTRL1500 (62)      |
| TRa2        | Transient experiment (1500 to 2000 A.D.)              | 500          | CTRL1500 (82)      |
| TRa3        | Transient experiment (1500 to 2000 A.D.)              | 500          | CTRL1500 (73)      |
| TRa4        | Transient experiment (1500 to 2000 A.D.)              | 500          | CTRL1500 (84)      |
| TRb1        | Transient experiment (1000 to 2000 A.D.)              | 1000         | CTRL1000 (200)     |
| TRsulfate   | Transient experiment including sulfate aerosols (1870 to 2000 A.D.) | 130      | TRb1 (1870 A.D.)   |

As control simulations, we conducted two experiments with the external forcing level appropriate for 1500 A.D. (CTRL1500) and 1000 A.D. (CTRL1000). Additionally, we consider parts of a 880-yr present-day integration, that was conducted by the NCAR and is extended here by a few decades to check consistency. The last 480 years of the NCAR integration are used as a perpetual 1990 A.D. experiment (CTRL1990). An evaluation of the climate in the NCAR simulation can be found in Yeager et al. (2006). Compared to observations the simulated climate exhibits some major biases in the North Atlantic basin which will likely have an impact on the AMOC: the path of the NAC is too zonal, the northward heat transport is reduced, and the sea ice coverage is overestimated (Yeager et al., 2006). In addition, some deep water formation regions are not correctly represented, i.e., the convection region in the Labrador Sea is displaced to the southeast and the mixing in the Greenland-Iceland-Norwegian (GIN) Seas is unrealistically low (Bryan et al., 2006). Nevertheless, the low-resolution CCSM3 has proven to provide useful information about the mechanisms of AMOC variations (D’Orgeville and Peltier, 2009; Renold et al., 2010; Yoshimori et al., 2010). The CTRL1500 simulation was initialized from the extended CTRL1990, whereas CTRL1000 was branched from one of the transient simulations. The first 50 years of these two control integrations were not used for the analysis to reduce the impact of adjustments to the change in forcing conditions. Nevertheless, the control simulations have a trend that is roughly linear for the atmosphere and for the sea surface and exhibits a converging structure in the deep ocean. To minimize the effect of the drift all variables from control simulations are detrended by removing a quadratic least-squares fit, which produces good results for all depth levels. Generally, the correction is the largest in the CTRL1500 simulation. There, the mean correction accounts for a 0.3 Sv (1Sv ≡ 10^6 m^3 s^-1) decrease per century regarding the maximum AMOC compared to a decrease of 0.1 Sv per century in CTRL1000 and less than 0.1 Sv per century in CTRL1990.

Besides the control integrations, five transient simulations were conducted covering the last five centuries up to the last millennium. An ensemble of four simulations (TRa1 to TRa4) was integrated from 1500 to 2000 A.D. and one simulation (TRb1) was performed over the entire millennium. The initial states for the ensemble simulations were taken from different years of the CTRL1500 experiment and the millennial simulation was initialized from the CTRL1000 integration. The transient experiments are detrended using the correction of the initializing control simulation.

The time-varying external forcing in the transient simulations is composed of the solar forcing, GHGs concentrations (CO_2, N_2O, CH_4, and halocarbons) and volcanic aerosols. The solar forcing is implemented in the model as variations of the TSI. For 1000 to 1998 A.D., the amplitude of the TSI corresponds to the net radiative forcing L_{net} of Crowley (2000), scaled to data of Lean et al. (1995), according to the relation TSI = 1365.0635 W m^2 - 5.399 × L_{net} (Yoshimori et al., 2010). For the last two years of the simulations, Active Cavity Radiometer Irradiance Monitor composite data (Fröhlich and Lean, 2004) are used, which have been adjusted to the pre 1998 A.D. forcing strength for a smooth transition. Note that the amplitude of the solar forcing variations used in the transient simulations is a factor 2 to 4 higher than reported in most recent reconstructions (e.g., Steinhilber et al., 2009). However, newest reconstructions show a higher amplitude similar to the one used (Schunk, pers. comm.). The GHGs concentrations are based on ice core reconstructions by Etheridge et al. (1996), Blunier et al. (1995), Flückiger et al. (1999), Flückiger et al. (2002), and – from 1970 onwards – on direct atmospheric measurements (Dlugokencky et al., 2003; Keeling and Whorf, 2005; Thompson et al., 2004). The combined radiative forcing (RF) of the TSI and the GHGs is shown in Fig. 1a, assuming a planetary albedo of 0.31 and using the conversion for GHGs given in IPCC (2001) Table 6.2.

For the volcanic forcing we converted the total solar irradiance changes due to volcanoes of Crowley (2000) to
total aerosol masses, using linear regression coefficients obtained from the 6 strongest volcanic eruptions in the last 130 years (Ammann et al., 2003). The aerosols were latitudinally distributed in the lower stratosphere conserving the total amount. Two different types of distributions were considered for the transient simulations. In the TRa simulations, the volcanic aerosols were added in one layer between 100 to 140 hPa (140 to 190 hPa at higher latitudes) and the aerosol concentration was weighted by a latitudinal cosine function to account for the higher concentrations at low latitudes. In the TRb1 integration, a horizontally more complex distribution was used, similar to the mean distribution in Ammann et al. (2003). The aerosols were added over several layers and the maximum concentrations were located at 30 to 60 hPa (60 to 100 hPa at higher latitudes). In both cases, the concentration of volcanic aerosols is set constant over the year, so all eruptions start at the beginning of the year, and the distribution pattern in one simulation does not differ from one eruption to the other. This rather rough implementation reflects the missing knowledge about the exact starting date and the aerosol distribution in the atmosphere for most of the eruptions. In Fig. 1b the volcanic forcing time series is presented by changes of the optical depth in the visible band.

Note that we did not include anthropogenic sulfate emissions in the transient simulations. However, an additional experiment (TRsulfate) is performed to estimate the impact of these aerosols. The simulation covers the period 1870 to 2000 A.D. and includes anthropogenic sulfate emissions as in Meehl et al. (2006). The TRsulfate experiment is discussed only for the surface air temperature (SAT) of the Northern Hemisphere (NH), where it shows large differences compared to the other transient simulations.

Unless otherwise noted, we use annual mean values in the analysis. For the low-pass filtered time series, the annual values are smoothed with a Gaussian-weighted filter to remove fluctuations on time scales of less than 30 years. Due to the filtering procedure, the time series omit 15 years at both ends of the records.

3 Results

3.1 Surface temperature

The annual mean SAT of the NH in the simulations is in good qualitative agreement with the reconstructions (Fig. 2). The reconstructions and simulations show a generally warm first half of the millennium (TRb1 only), several distinct periods with lower temperatures in the mid 15th, in the 17th and in the early 19th century and a strong warming in the 20th century. The amplitude of the simulated pre-industrial SAT variability is in the reconstructed range. In the TRb1 simulations the warmest and coldest 30 years period prior to 1850 A.D. differ by 0.46 K, which is only slightly more than the 0.38 K found in Frank et al. (2010).

Some discrepancies occur at the beginning and at the end of the millennium. The 11th century in the TRb1 simulation is 0.2 to 0.3 K colder than suggested by the reconstructions (similar to the results of other simulations, e.g., Servonnat et al., 2010). However, the uncertainty of the reconstructed temperatures for this period is large and the simulation result is still within the range of the reconstructions. The warming in the second half of the 20th century is significantly larger in the simulations than in the reconstructions, even though the model has only a moderate equilibrium climate sensitivity of 2.32 K (Kiehl et al., 2006). To further investigate this increase, the simulations are compared to the HadCRUT3v data set (Brohan et al., 2006). The ensemble mean NH temperature increase in the 20th century, calculated as the difference between the averages over the two periods 1870 to 1900 resp. 1990 to 2000, is 1.00 K. This is substantially higher than the 0.59 K in the HadCRUT3v data. The main reason...
for the larger NH temperature increase in our simulations is the missing negative RF from anthropogenic sulfate aerosols. This is confirmed by the TRsulfate simulation where the NH temperature rises only by 0.46 K in the 20th century.

### 3.2 Atlantic meridional overturning circulation

In all simulations the time mean Atlantic meridional overturning stream function displays an anticyclonic circulation in the top 3000 m associated with the North Atlantic Deep Water (NADW) and a cyclonic circulation at the bottom (Fig. 3 shows the mean state for CTRL1990). The NADW circulation consists of a strong cell that occupies the entire Atlantic up to 45° N and of a second, weaker cell between 50° N to 65° N.

To assess the variability of the strength of the circulation, the AMOC index is defined as the maximum value of the meridional overturning stream function below 500 m and north of 28° N. For the CTRL1990 simulation the mean AMOC index is 15.2 Sv which is a realistic overturning strength according to measurements (Cunningham et al., 2007). For the other control simulations the equilibrium mean AMOC strength cannot be reasonably determined as the simulations do not reach a sufficiently equilibrated state due to the drift (Sect. 2). The best estimate, namely the mean AMOC index of the last 100 years in the simulations prior to the detrending process, is 15.9 Sv and 14.9 Sv in CTRL1500 and in CTRL1000, respectively. The exact equilibrium values are not important in this study as the analysis focuses on the variability of the AMOC. For the analysis in the control simulations, anomalies from the average over the full simulation length are used. For the transient simulations the anomalies are calculated with respect to the mean value of the corresponding control simulation.

Table 2 shows the standard deviations (Stdd) of the AMOC index for the annual mean, the low-pass filtered (> 30 yrs.) and the high-pass filtered (< 30 yrs.) time series.

| Simulation   | Stdd (annual) | Stdd (low-pass) | Stdd (high-pass) |
|--------------|---------------|-----------------|------------------|
| CTRL1990    | 1.09          | 0.39            | 0.94             |
| CTRL1500    | 1.09          | 0.43            | 0.93             |
| CTRL1000    | 1.09          | 0.55            | 0.88             |
| TRa1        | 1.16          | 0.53            | 0.95             |
| TRa2        | 1.29          | 0.86            | 0.88             |
| TRa3        | 1.38          | 1.05            | 0.82             |
| TRa4        | 1.37          | 0.99            | 0.88             |
| TRb1        | 1.31          | 0.87            | 0.89             |

Table 2. Standard deviations (Stdd) of the AMOC index for the annual mean, the low-pass filtered (> 30 yrs.) and the high-pass filtered (< 30 yrs.) time series.
to the low-pass filter as filtering with a 10 or 50 years low-pass reveals similar differences between control and transient simulations.

The different behavior of the control and transient simulations is also evident in the low-pass filtered time series of the AMOC index (Fig. 4). In the CTRL1990, the CTRL1500, and the TRa1 experiments the AMOC index is rather stable, mostly fluctuating in a band of ±1 Sv around zero with short periods of stronger anomalies. The time series for the CTRL1000 simulation behaves similarly, except for the model years 1020–1100 where the anomaly is in the order of −1 Sv. In contrast to this, the AMOC index in the other transient simulations exhibits prolonged periods of strong or weak overturning – most visible in TRa2 to TRa4 with generally high AMOC-index values from 1500–1720 (TRa2), 1500–1680 (TRa3), 1500–1620 and 1830–2000 (TRa4) and low values from 1750–2000 (TRa2), 1700–2000 (TRa3) and 1650–1810 (TRa4) – leading to the increased low-frequency variability (Table 2).

To identify the transitions between periods of strong and weak AMOC the ramp function regression method is applied to the time series (Mudelsee, 2000). The method calculates the least-square fit to a time series, that consists of two levels and a linear ramp in the middle. We apply the method to the annual mean AMOC index using running windows of 51, 101 and 201 years. The focus is set on significant and persistent changes of the mean AMOC. Thus, we consider only ramps (i.e., transitions), where the two levels are separated by more than one Std of the AMOC index in the control simulations (1.09 Sv) and where each level extends to a period of at least 20 years (i.e., the ramp can not be in the first and last 20 years of the running window).

The transitions that meet these two conditions at least once for any of the three running windows are presented in Fig. 5. Each transition phase indicates the period from the start to the end of the ramp. In the case of differing start and end years for the same transition, the transition phase covers the period from the earliest start to the latest endpoint. The prolonged periods of strong and weak overturning that have been estimated by eye in Fig. 4 are indeed separated by transitions. However, the applied method identifies many additional transitions. Most of the transition phases are relatively short (less than 5 years) and only in a few cases the duration exceeds 10 years. Generally, we find more transitions in the transient simulations than in the control simulations. The quantity alone though cannot fully explain the increased variability, e.g., we find more transitions in the TRa1 simulation than in TRa2 and TRa3.

We further analyze the transitions by investigating the structural changes of the AMOC. Therefore, difference patterns between the weak and strong AMOC state are
evaluated. For the two states we use the mean of the periods directly before and after the transitions – both with a length of 20 or 100 years. The resulting patterns are compared to two composite patterns which focus either on high-frequency or on low-frequency variations. The two composite patterns are calculated as the difference between the negative composite (all years where the AMOC index is more than one Stdd lower than the mean) and the positive composite in the CTRL1990 simulation. The only difference is that for the first pattern (high-frequency) the annual mean AMOC index is used to determine the composite, whereas for the second pattern (low-frequency) the low-pass filtered values are used.

For the high-frequency composite pattern (Type 1; Fig. 6a), the largest differences are found at 30° N to 35° N extending to the deep ocean and with opposite sign between 50° N to 60° N, i.e., a low AMOC index corresponds to a reduced circulation in the main overturning cell and an increased circulation in the high latitudes. Also for the low-frequency composite pattern (Type 2; Fig. 6b), the strongest changes are found at 30° N to 35° N, but the amplitude is reduced compared to the Type 1 pattern. The anomaly is uniformly distributed over wide areas of the Atlantic except for some parts of the deep ocean and north of 75° N. Thus, for this Type the changes in the AMOC index correspond to a much broader weakening or strengthening of the overturning circulation.

Patterns that are very similar to the low-frequency composite result are also found for most of the transitions using the 20-year periods (Fig. 6c). The mean difference pattern for these transitions, which are indicated as Type 2 in Fig. 5, exhibits the same structure as the low-frequency pattern except for some minor differences in the mid-latitude deep ocean. Due to the high pattern-correlation coefficient of 0.94 (in the North Atlantic 10° N to 60° N, below of 500 m) between the two patterns, both cases are considered as Type 2 patterns. Using the 100-year periods, most of the Type 2 difference patterns no longer show significant changes suggesting that the identified pattern corresponds to multidecadal variations of the AMOC (not shown).

Six of the transition patterns reveal a rather different structure, which is found for the 20-year periods and even more clearly for the 100-year periods (Type 3; Fig. 6d). These transitions are indicated as Type 3 in Fig. 5. The difference pattern displays a strong negative anomaly in the mid-latitudes. The largest anomalies appear at the northern boundary of the main overturning cell between 40° N to 45° N. Thus, in contrast to the Type 1 and 2 patterns, the maximum differences are not located at the center of the main overturning cell. The structure of the differences leads to a southward shift of the maximum of the meridional overturning circulation from 34° N to 28° N. Apart from the negative anomalies between 20° N to 45° N the changes are weak and with either sign. Note that the mean difference pattern is a good representation of the individual Type 3 transitions (pattern correlation coefficients vary between 0.88 to 0.98), but the amplitude

**Fig. 6.** The mean variability pattern of the AMOC: (a) difference between the composite of all years where the annual AMOC index is at least one Stdd below the mean and the composite of all years where it exceeds the mean by one Stdd for the CTRL1990 simulation (Type 1), (b) as (a) but using the low-pass filtered time series to determine the composite (Type 2), (c) mean difference pattern of the weak and the strong AMOC phases (using 20 year periods prior to and after the transition) averaged over all Type 2 transitions indicated in Fig. 5, (d) as (c) for the Type 3 transitions and using 100 years periods to reduced the impact of noise. The stippled areas are significant at the 5% level based on the two-sided Student’s t-test.
is reduced for the CTRL1000 and the TRb1 transition. The
low values of the pattern correlation coefficients with Type 1
(0.62) and Type 2 (0.45–0.54) highlight the different struc-
ture of the Type 3 pattern.

In summary, the Type 1 and Type 2 transitions show a
general change of strength in the main overturning cell on
time scales of years to several decades. These variations of
the overturning strength are present in both control integra-
tions and transient experiments. The Type 3 transitions show
not only a persistent change of the AMOC strength but also
the structure of the AMOC is changed. Furthermore, Type
3 transitions occur significantly (at the 5% level) more fre-
fently in transient simulations: In a total of 3000 years we
find five such transitions compared to just one in the 2400
years of control integrations. Thus, these Type 3 transitions
are exceptional and we concentrate our analysis in the fol-
lowing on this Type.

3.3 Linear AMOC response to the forcing

The more frequent Type 3 transitions in transient simulations
suggest an impact of the time-varying forcing on the transi-
ton process. However, the timing of the transitions is differ-
et in the transient simulations ranging from the early 12th
(TRb1) to the early 19th century (TRA4). To investigate the
link between the AMOC transitions and the external forcing,
we analyse the linear impact of the time-varying forcing on
the AMOC. Based on the typical time scale of variations,
the different forcing mechanisms are subdivided in two cate-
gories: the slowly changing RF (Fig. 1a) and the fast-varying
volcanic forcing (Fig. 1b).

Comparing the RF time series and the AMOC index in
the transient simulations, a linear impact of the RF on the
AMOC can be excluded. Strong variations in the mean
AMOC strength occur in periods of low RF changes, while
the strong and mainly anthropogenic increase of the RF in the
20th century does not produce a response in the AMOC
index. Also in the time periods without a transition, the AMOC
and the RF are not correlated from 1000 to 2000 A.D. (not
shown).

The linear impact of the volcanic forcing on the AMOC
is estimated using the time period 1500 to 2000 A.D. and
considering eruptions that reduce the optical depth of the at-
mosphere in the visible band by at least 0.05. Thus, the 21
strongest eruptions are used. For each event we define a ref-
ERENCE period and we calculate the anomaly to the mean of
this period. Generally, the reference period consists of the
five years prior to an eruption. If volcanoes erupt in succes-
sion, the reference period is shortened to assure a minimum
gap of three years between an eruption and the start of the
reference period for the next one. In cases where this is not
possible the anomalies are calculated to the reference period
of the first eruption for both events. To filter out interan-
NUAL fluctuations the response is averaged over five-year pe-
riods for the 20 years following an eruption. As the volcanic
aerosol distribution in TRb1 differs from the one in the TRa
simulations, the TRb simulation is examined separately. In
both cases, the analysis shows no significant response of the
AMOC index to the volcanic forcing for any of the five-year
periods (therefore not shown).

3.4 Type 3 transitions

3.4.1 Mean changes in the ocean

The Type 3 transitions in the AMOC are accompanied by
rather strong changes in other ocean quantities. To evaluate
the differences we use the same 100-year periods prior and
after the transitions that have been used for the overturning.
As the general characteristics of the pattern are identical for
all six transitions the mean difference over all transitions is
presented. To determine the significance of the differences
the mean for all simulations is adjusted so that the mean
value during the strong AMOC period is the same, the strong
AMOC periods (and similarly the weak AMOC periods) are
concatenated and the two-sided Student’s t-test at 5% level is
applied at every grid point for the resulting two time series.

The barotropic stream function (BSF) – the vertically inte-
grated horizontal circulation – consists in the North Atlantic
of a anticyclonic circulating subtropical gyre and a cyclonic
circulating subpolar gyre. The BSF difference pattern is sig-
nificant in almost the entire North Atlantic (Fig. 7a). In the
weak AMOC state the transport is reduced in both gyres. The
largest differences are found between 30° N and 50° N which
is consistent with the changes in the overturning circulation.
Apart from the weakening the BSF exhibits a northward shift
of the zero contour line between the two gyres (subtropical-
subpolar gyre boundary) in the central North Atlantic. Note,
however, that this northward extension of the subtropical
gyre is not a consistent feature for all ocean levels, but is
mainly dominated by circulation changes in the deep ocean.
In the upper 500 m the circulation exhibits a more southward
flow in this region (not shown).

A second ocean quantity that is important for the AMOC
is the deep convection in the Northern Atlantic and the sur-
rrounding seas. The main deep-water formation (DWF) sites,
as indicated by the mixed-layer depth (MLD), are in the cen-
tral GIN Seas along the ice edge, in the Irminger Sea and
in the passage from the Labrador Sea into the North At-
lantic (Fig. 7b). Interestingly, the difference pattern displays
a dipole, with less vigorous convection in most regions of the
western DWF sites and increased convection in the GIN Seas
and between Iceland and Scotland. This is in contrast to the
Type 2 pattern where the MLD is lowered at all DWF sites
(not shown).

The difference patterns for the sea ice cover and for the
sea surface density in the deep convection sites correspond
to the changes in the MLD (Fig. 7c,d). In the Labrador and
Irminger Seas the ice edge extends further south and the sea
surface density is reduced, while in the GIN Seas the sea ice
cover is decreased and the sea surface density is increased. The largest differences in the sea surface density are found along the NAC. The pattern displays mostly negative values – reaching $-1.5 \text{ kg m}^{-3}$ in a longitudinal band at $37^\circ \text{N}$ – except in a small area at $40^\circ \text{N}$ and $30^\circ \text{W}$. The large density differences in the mid-latitudes are likely due to a slightly changed path of the NAC. In the weak AMOC state the eastward flow of the NAC at the surface is displaced southward in the central Atlantic. Because the latitudinal density gradient in this region is large (Fig. 7d) small changes of the path result in strong differences of the density.

The main contribution to the strong sea surface density changes arises from salinity changes rather than from temperature changes. This is obvious from the similarities between the density and the salinity patterns (Fig. 7d,e) and the differences compared to the sea surface temperature (SST) pattern (Fig. 7f). It is also confirmed by the analysis of the temperature and salinity contributions to the density changes (not shown). In the DWF regions the SST and the salinity changes contribute with opposite signs to the density. There, the SST is strongly affected by the convection: on its way to the North the warm water from the tropics transfers heat to the atmosphere and the surface cools so that the water column exhibits a reversed temperature gradient with a cold top layer (roughly the top $50 \text{ m}$) and warmer water below. In the convection regions this type of stratification produces a temperature response at the surface based on the rate of mixing. Increased (decreased) mixing leads to higher (lower) SSTs, as more (less) heat is convected from the deep ocean to the surface. So the positive SST differences at the Iceland-Scotland ridge and along the Scandinavian coast up to Spitsbergen are an effect of the increased mixing in these regions, as well as the negative SST differences in the Irminger Sea and South of Greenland are caused by a reduced convective activity.
The oceanic changes – especially SST changes – that go along with a Type 3 transition should also be present in marine proxy reconstructions of the last millennium. To investigate this, two SST reconstructions from the Norwegian Coast (Kristensen et al., 2004, core P1-003MC) and from the North of Iceland (Sicre et al., 2008) with high temporal resolutions of several years to a few decades are used. The record from Kristensen et al. (2004) exhibits multidecadal variations, but no prolonged periods with different mean SSTs are found since 1400 A.D. In the longer reconstruction of Sicre et al. (2008), however, the period from ~980 to ~1350 A.D. is roughly 1 K warmer than before and after this time, and the transitions from low to high SST (and vice versa) occur within a few decades. Thus, even though the investigated proxy data are not sufficient to provide clear evidence for the occurrence of SST changes that corresponds to an AMOC transition, the record of Sicre et al. (2008) suggests that strong and persistent changes of regional SSTs might have happened in the past.

Fig. 8. Low-pass filtered and normalized time series of the AMOC index, the mixed layer depth averaged over the westerly (MIX\textsubscript{west}) and easterly (MIX\textsubscript{east}) DWF regions and the mean velocity across the boundary between the two gyres for the top 100 m (V\textsubscript{100m}) and for a mean depth of 1500 m (V\textsubscript{1500m}). The areas that are used for the calculation are indicated in the figure (the color of the time series corresponds to the color of the areas). Note that the applied low-pass filter is different to Fig. 2 and removes variations on time scales less than 10 years. The left column shows the Type 3 transitions from a high to a low AMOC index and the right column the transitions from low to high.
3.4.2 Time behavior

So far it is not clear whether the Type 3 transitions are a consequence or the cause of the changes that have been discussed above. Thus, we define several additional indices (apart from the AMOC index) to analyse the temporal evolution of the Type 3 transitions individually. Two indices track the changes in the DWF regions: MIX\textsubscript{west} is defined as the area-mean MLD in the Irminger Sea and south of Greenland, and MIX\textsubscript{east} corresponds to the average MLD in parts of the GIN Sea and at the Iceland-Scotland ridge (see inset of Fig. 8 for the exact regions). Variations in these MLD indices are mostly caused by salinity – and therefore density – changes in the top layers of the ocean (not shown). Another two indices measure the mean meridional velocity at the boundary between the subtropical and subpolar gyres (50°W–30°W, 40°N) tracking changes in the top 100 m (V\textsubscript{100 m}) and at a mean depth of 1500 m (V\textsubscript{1500 m}).

100-year segments of the low-pass filtered time series of these five indices (normalized and centered around the Type 3 transition periods) are shown in Fig. 8. Note that for these time series the Gaussian-weighted low-pass filter removes fluctuations on time scales of less than 10 years. The sequence of the changes varies between the individual transitions, but there is some agreement for the transitions from weak to strong AMOC (TRa2, TRa3 and the first in TRa4) and for the transitions from weak to strong AMOC (the second in TRa4, TRb1 and CTRL1000). In the case of a transition from strong to weak AMOC the process is led by a strong decrease of the MIX\textsubscript{west}. At the same time (in the TRa3 simulation delayed by a few years) both V indices start to decrease as well, and 5 to 10 years after the MIX\textsubscript{west} index, the AMOC weakens. Simultaneously with these changes, the MIX\textsubscript{east} exhibits an unsteady increase lasting for several decades. 15 to 40 years after the initial MIX\textsubscript{west} changes – roughly at the time when MIX\textsubscript{east} reached its new level –, V\textsubscript{1500 m} shifts from strong negative to strong positive values completing the transition.

The transitions from weak to strong overturning show a different sequence of the changes. At first, MIX\textsubscript{east} starts to decrease and V\textsubscript{1500 m} switches from positive to negative values. 10 to 20 years after these changes, the MIX\textsubscript{west} index increases and another 5 to 10 years later the AMOC strengthens. The evolution of V\textsubscript{100 m} is less clear, as in TRa4 and CTRL1000, V\textsubscript{100 m} changes simultaneously to the AMOC index, whereas in TRb1 it already starts to decrease with the initial MIX\textsubscript{east} change.

To analyse the mechanisms for the Type 2 transitions we perform a lag-correlation analysis for the three simulations without Type 3 transitions using the low-pass filtered index time series. For these simulations, the AMOC index exhibits the highest correlation coefficients (significant at the 1% level) with MIX\textsubscript{west} lagging the mixing by 4 to 5 years, whereas for MIX\textsubscript{east} no significant correlation is found. The changes in the mixing are caused by salinity changes rather than temperature (similar to the results of D’Orgeville and Peltier (2009) for the low-resolution CCSM3, but contradicting Danabasoglu (2008) for the high-resolution CCSM3). The two velocity indices are both positively correlated (significant at the 1% level) with the AMOC. V\textsubscript{100 m} simultaneously varies with the AMOC and V\textsubscript{1500 m} leads the AMOC by 3 to 4 years.

Comparing these results with the Type 3 transitions, we find that the changes in MIX\textsubscript{west} and in the velocity indices are a general feature of any low-frequency AMOC variation, even though they are exceptionally strong for the Type 3 transitions. The main differences that separate the Type 3 transitions from the Type 2 variations are the coupling of the MLD in the eastern convection regions and the strong change of V\textsubscript{1500 m} which evolves opposite to the AMOC index. Thereby, the coupling of the MIX\textsubscript{east} with the AMOC is likely connected to the changes in the gyre circulation. During the weak AMOC state, the Atlantic inflow into the GIN Seas exhibits an increased density in the top 200–300 m and a lower density below compared to the strong AMOC state (not shown).

In summary, the Type 3 transitions of the AMOC can be triggered by strong salinity anomalies in the deep water formation sites.

3.4.3 Atmospheric response

The changes in the ocean directly impact the atmosphere, especially SAT and precipitation. We use two independent methods to isolate the atmospheric response of the Type 3 transitions: (i) the linear effect of the external forcing on the atmosphere is removed and the difference between the mean of weak and strong AMOC periods is calculated, and (ii) the difference between a weak AMOC period in one simulation and the same period in a similar simulation with a strong AMOC is calculated. Weak and strong AMOC states are again defined by the 100-year periods prior and after the transitions. A detailed description of the two methods can be found in the appendix. The overall pattern is similar for both methods, therefore only results of the first method are shown here.

The SAT response in the North Atlantic is presented in Fig. 9a. Note that positive values correspond to warmer conditions in the weak AMOC period and that only grid points that are statistically significant at the 5% level based on the two-sided Student’s t-test are colored. Over the ocean, the SAT pattern resembles the SST pattern in Fig. 7d. There
Fig. 9. The atmospheric response due to the changed ocean circulation in Type 3 transitions: (a) SAT difference pattern of the weak versus the strong AMOC state after the linear effect of the forcing has been removed (first method). Only the values that are statistically significant at the 5% level based on the two-sided Student’s t-test are colored. (b) Low-pass filtered time series of the SAT averaged over the black box (63° N–70° N, 11° E–26° E) in figure (a) for all transient simulations. Additionally, the mean temperature for Northern Scandinavia according to the HadCRUT3v data is shown. The time series show anomalies with respect to the mean of the period 1900–1950 A.D. (c) and (d) as (a) and (b) for precipitation.

is a strong negative anomaly in the central North Atlantic and some minor SAT reductions emerge in the Labrador Sea and at the Southeastern coast of Greenland. The positive anomalies are located near Newfoundland, in the eastern North Atlantic and in the GIN Seas; the largest amplitudes in the order of 1.25 K are found in the Norwegian Sea south of Spitsbergen. The SAT response over land is generally weaker. The only exceptions are the areas near the GIN Seas in particular Scandinavia where temperature differences exceed 0.5 K. This region is of special interest for comparison with reconstructions, as it is the origin of several proxy time series reconstructing past climate conditions (e.g., Briffa et al., 1992; Helama et al., 2009; Büntgen et al., 2011).

To better evaluate the impact of the ocean circulation change on the Scandinavian temperature in comparison with other sources of variability, a regional average is calculated (63° N–70° N, 11° E–26° E; box in Fig. 9a). Note that for this calculation the linearly estimated effect of the forcing is not removed. The low-pass filtered time series for the transient simulations and – for the period 1860–2000 A.D. – for the HadCRUT3v data, which has also been averaged over Northern Scandinavia, are shown in Fig. 9b. The time series exhibit a large spread between the simulations and also compared to the measured temperature indicating a high level of internal variability. Nevertheless, the periods of a weak overturning generally coincide with high Scandinavian temperature, e.g., 1650 to 1800 A.D. in TRa4. The mean difference between the weak and strong AMOC periods is 0.63 K (0.61 K after removing the linear effect of the forcing) and exceeds one standard deviation of the low-pass filtered time series. Thus, we conclude that in our simulations the Type 3 transitions are one of the main sources of low-frequency variability for the North-Scandinavian SAT for the last millennium.

This is consistent with a recent tree-ring reconstruction for northern Scandinavia which shows that for the last 500 years the summer SAT in this region is dominated by processes that are not related to the external forcing (Büntgen et al., 2011). The Type 3 transitions that have been found in this study demonstrate a potential mechanism that contributes to Scandinavian temperature variability and that could explain the poor representation of the external forcing signal in the Scandinavian temperature proxies. Note, however, that the tree-ring reconstruction provides results for summer temperature only.

The precipitation response to the ocean forcing, which is calculated similar to the SAT response, is mainly focused on the regions of strong SST changes (Fig. 9c). Generally, the impact is straightforward and local as in the regions with positive (negative) SST anomalies the precipitation is increased (decreased) due to increased (decreased)
evaporation. Additionally, weak positive precipitation anomalies are found over parts of Greenland and in the Mediterranean region.

Also for the precipitation we calculate the time series over northern Scandinavia (Fig. 9d). As suggested by the spatially less extended significant precipitation response in this region, the signal of the circulation change is weaker than for the SAT and can hardly be distinguished from other sources of variability. For some of the individual Type 3 transitions, the precipitation in the weak and the strong AMOC periods is not statistically different (at the 5% level) and overall the difference is only 0.035 mm day$^{-1}$. Thus, a clear impact of the transitions on the precipitation in northern Scandinavia cannot be detected, even though there is a tendency towards an increase in the weak AMOC state.

The SSTs and consequently also the atmospheric response to the SST forcing exhibit a strong seasonal cycle especially at the DWF sites. As explained in Sect. 3.4.1, the SST in the convection region is strongly coupled to the rate of the mixing. The convection in the northern high latitudes is strong in winter (December-January-February) and early spring and weak during the summer (June-July-August) producing the strongest SST differences between the periods of strong and weak AMOC in the winter (not shown). Thus, we show the seasonal response of the SAT to the Type 3 transitions (Fig. 10). The dipole pattern in the central North Atlantic is rather stable for the entire year, whereas the response in the GIN Seas ranges from more than 2 K in the winter to less than 0.5 K in the summer. The SAT in northern Scandinavia exhibits a similar seasonal cycle as in the GIN Seas, but with a less pronounced winter maximum. Also for the precipitation the seasonal response strongly varies with the maximum amplitudes in the winter (Fig. 11). The patterns are similar for all seasons except summer, where no clear response is found. In the Scandinavian region, however, the slight increase of the precipitation is uniform throughout the year.

4 Summary and discussion

The AMOC variability is investigated in several control and transient simulations that are performed using the low-resolution version of the CCSM3. The simulated NH temperature evolution is consistent with reconstructions for most of the last millennium and the simulations exhibit a realistic overturning strength. A shortcoming in the setup of the transient simulations in the late 20th century is the missing time-variable sulfate aerosols, which results in an unrealistically strong temperature increase in the 20th century.

We find that the Stdd of the AMOC index is significantly larger in the transient simulations than in the control simulations. The Stdd difference is mainly caused by low-frequency variations that lead to a persistent change of the mean index values and that are associated with structural changes in the AMOC pattern (Type 3 transitions). As these rare transitions occur significantly more frequently (at the 5%
Fig. 11. Seasonal precipitation response for the Type 3 transitions according to the first method: (a) winter (DJF), (b) spring (MAM), (c) summer (JJA), (d) autumn (SON). Only the values that are statistically significant at the 5% level based on the two-sided Student’s t-test are colored.

In agreement with this speculative statement, the impact of the time-varying forcing on the AMOC is not linear. For the volcanic forcing, we find no significant response of the overturning circulation at all, in contrast to Stenchikov et al. (2009). A possibility for this difference could be shortcomings of the representation of the dynamical response in the atmosphere to volcanic aerosols in the CCSM3 (Stenchikov et al., 2006), which are also found in our simulations (not shown). As for the volcanic forcing, there is no clear relationship between the RF variations and the AMOC intensity in our simulations. Other studies report a negative impact of strong RF changes on the AMOC, both for changes of the solar irradiance (e.g., Goosse and Renssen, 2006) and GHGs (e.g., Bryan et al., 2006). However, this generally applies to RF changes that are stronger than the ones during the last millennium. Extending our transient simulations to the 21st century under the A2 scenario, a decrease of the AMOC strength of 17% is found similar to the reduction reported in Bryan et al. (2006) (not shown). Thus, we conclude that the RF changes in the last millennium are too weak to cause a direct AMOC response. This conclusion supports the results of Meehl et al. (2006) who found no significant impact of the forcing on the AMOC in the 20th century using a higher resolution of the CCSM3.

The analysis of the Type 3 transitions shows that the weak AMOC phases go along with a weakened horizontal barotropic ocean circulation. For the SST, SSS, sea surface density and MLD two regions are identified as main impact areas, namely the convection sites in the North Atlantic (in the present simulations they are in the GIN Seas, in the Irminger Sea and South of Greenland) and the boundary region between the subtropical and the subpolar gyres in the central North Atlantic. In the convection sites, we find an east-west dipole pattern for all investigated quantities, which is untypical for other AMOC variations. In contrast, the mid-ocean changes mainly concern SST and SSS for which they are even stronger than in the DWF regions exceeding 2.5 K for the SST and 2 psu for the SSS.

Similar patterns for BSF, SST and SSS are found in D’Orgeville and Peltier (2009) for the difference between 300-year subsections of two low-resolution CCSM3 simulations (control 1870 and control 1990). As in our work, the differences are connected to the strength of the overturning, which differ between the two subsections by 0.7 Sv (they use a modified definition of the AMOC index). Also for the AMOC difference pattern in D’Orgeville and Peltier (2009)
the similarities to the Type 3 transitions are remarkable. The maximum of the AMOC is displaced to the south in their simulation with a weaker overturning (control 1870). All these evidences suggest that the weak and strong AMOC phases, that are associated with the Type 3 transitions, represent the same two states which have been found in D’Orgeville and Peltier (2009). They however, focused on the two states rather than on the transitions and thus this study can contribute to a better understanding of the transition process itself.

For the Type 3 transitions, we find a new connection between the MLD in the DWF regions and the AMOC index. It has been already shown that in the low-resolution CCSM3 the AMOC strength is significantly coupled to the mean MLD South of Greenland and in the Irminger Sea with a lag of ~10 years, whereas no correlation with the MLD in the GIN Seas is found (D’Orgeville and Peltier, 2009). This result is confirmed here for all low-frequency AMOC variations excluding the Type 3 transitions, even though the lag is only ~5 years. Also for the Type 3 transitions the AMOC lags the MIX\textsubscript{west} by 5–10 years, but additionally, the MLD in the GIN Seas and at the Iceland-Scotland ridge is changed. Based on the direction of the transition, MIX\textsubscript{east} begins its change prior to (transition from weak to strong), or after (transition from strong to weak) the AMOC change. Thus, we interpret the changes in the eastern DWF regions as the cause for the upward transitions, whereas the transitions from a strong to a weak AMOC are assumed to be initialized in the western DWF regions.

The atmospheric response (SAT, precipitation) to the Type 3 transitions is generally straightforward and driven by the SST. The regions with positive (negative) SST differences produce increased (decreased) SAT and precipitation. Consequently, the response over land is less pronounced and mostly restricted to coastal areas. One exception to this is Scandinavia where the SAT, and in parts also the precipitation, exhibit significant changes due to the transitions. This impact is of special interest, as proxies from northern Scandinavia – especially tree-rings – are used in most large-scale temperature reconstructions of the last millennium (IPCC, 2007). The general link between the SST in the Norwegian Sea and the Scandinavian SAT has also been found in proxy records for time-scales of decades to millennia (e.g., Moros et al., 2004; Büntgen et al., 2011).

Our results suggest that the temperature in this region is strongly influenced by circulation changes in the ocean that are not linearly linked to the external forcing. Thus, the Scandinavian SAT represents more a local response to internal climate variability of the atmosphere-ocean system than the external forcing signal. In comparison, proxy records for the last centuries do not exhibit a consistent picture. Using tree-ring proxies of Northern Scandinavian summer temperature, Büntgen et al. (2011) emphasize the dominant impact of internal variability, while Helama et al. (2009) find a general agreement with the forcing-dependent large-scale temperature variations. Nevertheless, both studies associate at least part of the regional temperature variations with ocean circulation changes. In contrast to the Type 3 transition response, others assume a broader impact of the AMOC on the temperature. Based on several terrestrial and marine proxy records Broecker (2000) and Denton and Broecker (2008) hypothesized that millennial oscillations of the AMOC strength may be responsible for the Medieval Warm Period-Little Ice Age variation, which is not supported by our results.

**Appendix A**

**Estimation methods for the atmospheric response**

For the first method, the linear regression coefficients between the RF and the investigated variable at each grid point are estimated. To exclude the effect of the Type 3 transitions, the TRa1 simulation is used for regression. The linear impact of the RF is then subtracted from the simulation. The volcanic forcing is handled differently, because its effect on the atmosphere is limited to 2–3 years following an eruption. Using the 21 strongest eruptions between 1500 to 2000 A.D., the mean response for the 4 years following an eruption is calculated at every grid point and, weighted by the strength of the individual eruption, the response is subtracted from the data. For the resulting time series, the strong and weak AMOC state are compared. As the external forcing level in the CTRL1000 simulation is constant, for this simulation the response according to the first method is calculated simply as the difference between the two periods.

The second method omits the uncertainties that are introduced due to the removal of the forcing effects. However, it can only be applied if two similar simulations are available that show different behavior. This is the case for the TRa ensemble simulations, as there is no Type 3 transition in TRa1. Thus, the TRa1 simulation is used as a reference case and for the other TRa simulations the anomalies are calculated with respect to TRa1.
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