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ABSTRACT
Convolutional Neural Networks (CNNs) have revolutionized performances in several machine learning tasks such as image classification, object tracking, and keyword spotting. However, given that they contain a large number of parameters, their direct applicability into low resource tasks is not straightforward. In this work, we experiment with an application of CNN models to gastrointestinal landmark classification with only a few thousands of training samples through transfer learning. As in a standard transfer learning approach, we train CNNs on a large external corpus, followed by representation extraction for the medical images. Finally, a classifier is trained on these CNN representations. However, given that several variants of CNNs exist, the choice of CNN is not obvious. To address this, we develop a novel metric that can be used to predict test performances, given CNN representations on the training set. Not only we demonstrate the superiority of the CNN based transfer learning approach against an assembly of knowledge driven features, but the proposed metric also carries an 87% correlation with the test set performances as obtained using various CNN representations.

Index Terms: Convolutional Neural Networks, medical imaging, transfer learning

1. INTRODUCTION
Recent advances in the design of Convolutional Neural Networks (CNNs) has led to state of the art performances in several tasks, including image classification [1], object detection [2] and object tracking [3]. CNNs can be viewed as models that extract features from raw images using convolution and pooling operations, followed by a classification using fully connected layers [1]. However, training these models typically require large amount of samples, given the large number of trainable parameters. Transfer learning is a promising approach in such cases, wherein CNN models are pretrained on larger unrelated corpora, followed by a fine-tuning on the task of interest. The task of interest in this paper is the classification of gastro-intestinal (GI) tract images, given a few hundred training samples per class. A vanilla classification approach in this case would be extraction of a selected set of features, followed by learning a classifier. First, we establish the superiority of transfer learning approach using CNN models learnt on larger unrelated corpora against the vanilla classification approach. However, given that several variants of CNN architectures exist, it is not evident which CNN representation will yield the best performance. To address this, we also propose a metric that can inform the choice of CNN architecture.

Previous work: CNNs have revolutionized research in several fields such as image classification/detection [1], automatic speech recognition [4] and natural language understanding [5]. CNNs typically perform a set of convolution and pooling operations, variants of which have been proposed by several researchers [6][7]. These variants are typically developed taking into consideration the task at hand. A few examples with custom CNN design include acoustic modeling for low resource languages [8], object and action classification [9] and remote sensing [10]. On the other hand, medical image classification [11] requires assignment of medical images (drawn from real world patients) to a medical landmark, phenomenon or a disease and often, obtaining large amounts of training data can be challenging. A few approaches for medical image classification include the use of decision trees [12], k-nearest-neighbors [13] and support vector machines [14]. Researchers have also applied CNNs for medical image classification using training from scratch [15] as well as transfer learning [16]. In their work, Tajbakhsh et al. [17] address questions regarding the choice between full training versus fine tuning based on empirical performance evaluation. Shin et al. [16] also simplify existing CNN architectures to reduce the number of parameters for training on medical imaging dataset. Recently the MediaEval challenge [18] garnered further interest in medical image classification, with proposals to use CNN based classifiers [19][20]. All the above papers report performances using a CNN, however they fall short of describing a process that can inform selection of a CNN variant appropriate for the task at hand. First, we obtain performances on the KVASIR dataset [21] using transfer learning based approach. Using these results as an empirical testbed, we propose a metric that can predict performances on the test set. The goal of this metric is to inform the decisions regarding the choice of CNN architecture for transfer learning.

For the task of GI landmark classification, we first establish the performances using two kinds of approaches (i) a kitchen sink feature extraction and classifier training and, (ii) extracting mid-level CNN representations followed by classification layer fine-tuning. We observe that the CNN based transfer learning based approach obtains significantly better test performances on the dataset of interest (described in Section 2) for a majority of CNN variants. However, in real world, choosing a CNN representation based on test performances is not feasible. To address this issue, we propose a metric that can be computed using the training set to predict performance on the test set. We aim for a one shot metric estimation that is robust to the absence of large training sets. We propose a metric whose computation entails projecting the training data-points into a lower dimension, followed by estimation of class confusions in the projected space. Given the various feature representations, the trends predicted by the proposed metric carries a correlation coefficient of 0.87 with the actual test accuracies.

2. DATASET
We use the KVASIR dataset [21] in our experiments. The dataset consists of 8000 images, equally drawn from eight different GI
representations obtained from CNNs, this training can also be seen as pre-training the CNNs on large datasets and fine tuning the final classification layer using a hinge loss on the KV ASIR dataset. The hyper-parameters for the SVM classifier (kernel and box-constraint) are tuned using a five fold inner cross validation on the training set.

Fig. 1. Confusion matrix for a system trained on representation combined from each source. Bar on the right indicates absolute count in each class.

Although a majority of CNN representations yield better results than the baseline features, the choice amongst the CNN representations is not obvious during system design and training. Therefore, we need a mechanism to assess the discriminative capability of each representation during training. We address this by proposing a metric to estimate the accuracy yielded by a given feature representation in the next section.

### 3. Classification Methodology

We obtain a representation for each GI image in the KV ASIR dataset using two strategies: (i) a baseline kitchen sink feature extraction strategy and, (ii) feature representations obtained using CNNs trained on external corpora. These representations are then used to train a classifier on the available training data. We describe the feature extraction below, followed by the classification setup.

#### 3.1. Baseline: kitchen sink feature extraction strategy

In this strategy, we use an assembly of knowledge driven features (as opposed to the data driven feature representations extracted in CNNs). We use a set of baseline features, as shown in Table 1. These features were motivated by Pogorelov et al. [18, 21] for application to the KV ASIR dataset. These features are global descriptors of the images and are designed in a knowledge driven manner to capture a specific property of the images. The dimensionality of baseline feature representation is 1179.

#### 3.2. CNN based feature extraction

In this strategy, we initially train CNN models on an external unrelated dataset, the ImageNet dataset [1]. We then obtain image representations yielded by these networks in the penultimate layer (layer right before the output layer) for the KV ASIR dataset. We scale each image in the KV ASIR dataset to a size of 224 × 224, equal to the size of images in the ImageNet dataset. These scaled images are then fed to the CNNs and we apply global average pooling to the outputs of last convolutional layer in each of the CNNs. We test five CNN architectures in our experiments, as described in Table 2.

#### 3.3. Classification setup

After obtaining feature representations for an image, we train a multi-class Support Vector Machine (SVM) classifier for classifying image to one of the eight GI landmark labels. In case of feature representations obtained from CNNs, this training can also be seen as pre-training the CNNs on large datasets and fine tuning the final classification layer using a hinge loss on the KV ASIR dataset. The hyper-parameters for the SVM classifier (kernel and box-constraint) are tuned using a five fold inner cross validation on the training set.

We present the classification results in the next section.

### 4. Estimating Accuracy Yields by Feature Representations

Given a feature representation (baseline or extracted from a CNN), we propose a metric to estimate the accuracy yielded by a classifier trained on those features. We design the metric such that it could be computed based on the training set. Furthermore, we should be able...
Given: Training data \( d_n, n = 1, ..., N \) with associated feature representations \( x_n \in \mathbb{R}^D \) and label \( y_n \in \{1, ..., K\} \) (\( D \) is feature dimensionality and \( K \) is the number of classes);

**Step 1: Obtain transformation** \( z_i = f(x_i) \), where \( f \) is an embedding function for \( x_i \);

**Step 2: Modeling class probabilities:**
\[
\text{for } k = 1, ..., K \text{ do}
\]
- Estimate PDF \( P_k(z|y = k) = \mathcal{N}(\mu_k, \Sigma_k) \);
- Where \( \mu_k = \text{Mean}(z_n) \forall d_n \) with class \( k \);
- \( \Sigma_k = \text{Co-variance}(z_n) \forall d_n \) with class \( k \);

**end**

**Step 3: Estimating accuracies based on the PDF**
\[
\text{for } k = 1, ..., K \text{ do}
\]
- Estimate accuracy for class \( k \):
\[
A_k = \int_{z} P_k(z|y = k) P_k(z) \, \text{d}z
\]

**end**

**Step 4: Final accuracy estimate:** \( A = \text{mean}(A_1, ..., A_K) \)

**Algorithm 1:** Algorithm to estimate the metric \( A \) on training data. \( A \) is expected to inform the choice of a feature representation.

Our proposed algorithm first projects the feature representations from a high dimensional space into a lower dimension space using the projection function \( f \). This is followed by obtaining a Probability Distribution Function (PDF) \( P_k(z|y = k) \) of the projected data-points \( (z_n = f(x_n)) \) based on the class \( k \) of their membership. Projecting the data-points on to the lower dimensional space is desirable, as with limited data, the parameters estimation for class specific PDF, \( P_k(z|y = k) \), is more robust. We chose \( P_k(z|y = k) \) to be a Gaussian distribution. In step 3, based on the estimated class distributions \( P_k(z|y = k) \), we compute the probability that a point \( z \) sampled from \( P_k(z|y = k) \) will yield highest PDF value from the same PDF. We term this estimate as \( A_k \) and it is integral of \( P_k(z|y = k) \) in the space spanned by \( z \) where \( \forall k \neq k' \), \( P_k(z|y = k) > P_k(z|y = k') \). We average the \( A_k \) from each class to obtain the final estimate \( A \) (we chose averaging since the class distribution is uniform in the training set). We expect the metric \( A \) to be indicative of the accuracy obtained when using the feature representation \( x \).

We considered multiple lower dimension projection techniques such as Principal Component Analysis, auto-encoders and t-SNE. Empirically, we observed that the t-SNE projections (in a 2-D space) yield good estimates for \( P_k(z|y = k) \) with different \( \mu_k, \Sigma_k \) values for each class \( k \). \( \mu_k, \Sigma_k \) estimates using other methods tend to be close, implying a high degree of overlap between class specific distributions \( P_k(z|y = k) \) in the projected space. Next, we present our findings on the success of the proposed metric \( A \) in predicting the test accuracy.

**4.1. Results**

Figure 2 plots the accuracies obtained on the test set against the estimates \( A \) obtained on each feature representation.

The metric \( A \) is expected to be indicative of the accuracy obtained when using the feature representation \( x \).

We considered multiple lower dimension projection techniques such as Principal Component Analysis, auto-encoders and t-SNE. Empirically, we observed that the t-SNE projections (in a 2-D space) yield good estimates for \( P_k(z|y = k) \) with different \( \mu_k, \Sigma_k \) values for each class \( k \). \( \mu_k, \Sigma_k \) estimates using other methods tend to be close, implying a high degree of overlap between class specific distributions \( P_k(z|y = k) \) in the projected space. Next, we present our findings on the success of the proposed metric \( A \) in predicting the test accuracy.

**4.2. Analysis on t-SNE projections**

To further analyze the high correlation between the metric \( A \) and test performance, Figure 3 presents the t-SNE projections for each fea-
ture representation on the training set. The class-wise distribution trends in Figure 3 closely associate with the classification performances on the testing set. We observe that in the case of baseline feature representations, different classes gets clustered together in the t-SNE projection plot. The plot suggests that the t-SNE method deems images from different classes to be similar to each other, based on the baseline features. This is coherent with the poor performance observed using the baseline features. On the other hand, class separation is evident in the case of Inception-V3, VGG-16, MobileNet and XceptionNet CNN architectures. The t-SNE representations using ResNet do not cluster as per the eight GI landmark classes, which is in line with the low performance observed using these representations. Overall, the visual trends observed in Figure 3 correspond to the actual test performances, explaining the success of metric $A$ in predicting test accuracies.

Another question we aim to answer is if we can predict the class confusion amongst the eight classes using the t-SNE analysis. t-SNE plots in Figure 3 present promising trends with this regards as well. For instance in the confusion matrix (Figure 1), we observe that the class normal-pylorus has the least confusion with other classes. In the t-SNE plot in Figure 3(g), we observe that this class occurs as a separate cluster by itself. The clusters for three classes: ulcerative-colitis, normal-cecum and polyps, are close to each other, which does reflect as small amount of confusion amongst these three classes. A large confusion is observed between dyed-lifted-polyps and dyed-resection-margins and esophagitis and normal-z-line classes. The clusters corresponding to these classes have fair amount of overlap in the t-SNE plots. We note that one could obtain a pairwise class confusion metric between two classes $k$ and $k'$ as $A_{kk'} = \int P_k(z) > P_{k'}(z) \partial z$ (we integrate $P_k(z)$ over the region where $P_{k'}(z)$ dominates). We observed that this metric obtains mediocre performances in predicting class confusions (a correlation between 20% - 50%, depending upon the feature representation). Since the development of this particular metric needs further research, we do not present the detailed results in this paper and consider this as an avenue for future research.

5. CONCLUSION

Several variants of CNNs have been proposed in the past to address problems related to computer vision, speech recognition and natural language understanding. We test their application on a medical imaging problem involving identification of GI landmarks given an image. We use a set of baseline feature representations crafted to capture specific aspects of images as well as feature representations yielded by a set of five different CNN architectures. Classifier trained on four out of five CNN representations outperform the baseline features. Furthermore, we develop a novel metric to inform the choice of CNN architecture for obtaining these representations. We observe that we can foretell the relative performance on the test set by using the proposed metric obtained on the training set. We analyze that the success of the proposed metric stems from a robust lower dimension projection yielded by the t-SNE projections.

In the future, we aim to perform further investigations on the transfer learning approach with CNNs. As of now, we use representations as obtained from the penultimate layer. However, intermediate representations may contain further complementary information. One may also investigate additional low dimensional projection techniques to estimate performance on the testing set. Future work may include decision on classifier design itself based on the t-SNE plots. For instance, a mixture of experts [26] model can be used to distinguish classes using a specific set of features, which otherwise carry a significant overlap in other sets of feature representations.
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