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ABSTRACT

Gaussian Processes (GPs) are a versatile and popular method in Bayesian Machine Learning. A common modification are Sparse Variational Gaussian Processes (SVGPs) which are well suited to deal with large datasets. While GPs allow to elegantly deal with Gaussian-distributed target variables in closed form, their applicability can be extended to non-Gaussian data as well. These extensions are usually impossible to treat in closed form and hence require approximate solutions. This paper proposes to approximate the inverse-link function, which is necessary when working with non-Gaussian likelihoods, by a piece-wise constant function. It will be shown that this yields a closed form solution for the corresponding SVGP lower bound. In addition, it is demonstrated how the piece-wise constant function itself can be optimized, resulting in an inverse-link function that can be learnt from the data at hand.

Keywords Gaussian Processes · Bayesian Machine Learning

1 Introduction

In supervised Bayesian Machine Learning, Gaussian Process (GP) models are a popular method for dealing with regression and classification tasks. With GPs being stochastic processes, one can utilize a vast body of well-known mathematical properties for practical problems. As GP models are also Bayesian, it possible to encode, in a mathematically sound manner, prior knowledge about a given problem.

One downside of standard GPs is their cubic scalability in the size of the dataset. This severely limits their applicability in comparison to other popular methods. Popular solutions to this issue typically either optimize the linear operations involved in GP inference or approximate the complex target GP by a simpler one. An instance of the latter are Sparse Variational GPs (SVGPs). The main idea of this approach is the compression of the full dataset into a few so-called inducing points ("sparse"). A second, variational, GP is then conditioned on these inducing points in order to approximate the posterior distribution of the original GP with reduced complexity.

Problem. Another common issue is the non-conjugacy of most non-Gaussian likelihood functions. In most cases, GPs with non-Gaussian likelihoods yield intractable inference that typically require approximation of the underlying quantities. Additionally, non-Gaussian inference demands the choice of an inverse-link function to map the GP output to the parameter space of the likelihood function. The choice of inverse-link function can be arbitrary in theory but is typically done so that corresponding inference remains at least numerically tractable. While these two challenges can, for example, be solved in a straightforward manner via Monte-Carlo integration, the resulting estimator could suffer from large variance. Performance of the resulting inference could thus range from inefficient up to almost pointless, depending on the concrete choices of likelihood and inverse-link.

Contribution. To address the issues of the preceding paragraph, this paper proposes to use a piecewise-constant inverse-link function. As can be shown, this results in an analytically tractable lower bound for SVGPs, regardless of the choice of likelihood function. This piecewise inverse-link function can either be fixed to approximate any popular inverse-link function or can be optimized in a data-adaptive manner. Approximation accuracy can be traded-off against...
computational complexity by increasing or decreasing the amount of piecewise components. Finally, the proposed method is end-to-end differentiable to allow for fast gradient based inference.

**Related work.** The treatment of non-conjugate likelihood functions in SVGP models can be divided into two main categories. First, Monte-Carlo samples can be used in order to estimate the log-likelihood expectation in the variational lower bound as first proposed in [2]. By using the re-parameterization trick as introduced by the latter, it is then possible to optimize the model via gradient-descent. This approach is used for example in [3] in order to tackle an intractable bound in Deep GPs. While MC-estimates are very versatile in regards to the problem of non-conjugate inference, the potentially large variance of the MC estimator can be problematic in practice. [4].

In regards to approximation of non-conjugate GPs, Laplace approximation methods are arguably the most popular methodology. Contrary to MC-estimation, the Laplace approximation can be used for variational GPs [5], as well as non-variational methods [1]. The application to binary GP classification has been demonstrated for example in [1]. Other examples include the student-t likelihood [6], or multi-class classification [7].

However, since the Laplace approximation is a second-order Taylor approximation around the posterior mode, there is no straightforward way to improve approximation accuracy by increasing computational resources.

Finally, variational inference [8, 9, 10] and expectation-maximization (EP) [11, 12] are two other classes of algorithms for non-conjugate GP models. These methods are related to each other insofar as they aim to approximate an intractable posterior GP distribution with a surrogate GP. In both cases, a KL divergence between posterior and surrogate distribution is to be minimized.

**Outline.** The remainder of this paper is structured as follows: First, we briefly review the basics of GP and SVGP models. Then, we discuss the suggested method and apply it to some extended use-cases. Finally, we conduct experiments to compare the performance of the approach to standard alternatives.

## 2 Gaussian Process models and variational approximations

As GP models perform non-parametric Bayesian inference in function space [1], we want to find a posterior distribution under a GP prior

\[ p(f|y) = \frac{p(y|f)p(f)}{\int p(y|f)p(f)df}. \]  

A GP is uniquely defined by its mean function \( m(\cdot) : \mathcal{X} \mapsto \mathbb{R} \) and a covariance kernel function \( k(\cdot, \cdot) : \mathcal{X} \times \mathcal{X} \mapsto \mathbb{R}^+ \), where \( \mathcal{X} \) is a topological space.

We therefore denote the corresponding GP distribution as

\[ p(f) = \mathcal{GP}(f|m(\cdot), k(\cdot, \cdot)). \]  

While \( \mathcal{X} \) can be any topological space, we specify \( \mathcal{X} \equiv \mathbb{R}^d \) - hence the corresponding GP is an infinite-dimensional object. As a consequence, there technically exist no density functions \( p(f) \), \( p(f|y) \). However, since the outlined notation is standard in GP literature, we adapt it for the remainder of this paper. In fact, thinking of \( p(f) \), \( p(f|y) \) in terms of arbitrary finite dimensional marginal densities of the underlying processes bears no issues for our purposes.

A common choice for the mean function is \( m(x) = 0 \forall x \in \mathcal{X} \). For the kernel function we consider the popular Squared Exponential (SE) Kernel,

\[ k_{SE}(x, x') = v \cdot \exp \left( -0.5 \frac{||x - x'||^2}{s^2} \right), \]  

with \( v > 0 \). We denote by \( K \) the positive semi-definite Gram-Matrix, obtained as \( K_{ij} = k(x_i, x_j) \), \( x_i \) the \( i \)-th row of the training input matrix \( X_N \) containing \( N \) observations in total, and write \( K_{NN} \) for the Gram-Matrix over \( X_N \). \( K_{NN}, \) together with \( m_N \), \( m_{N,(i)} = m(x_i) \), then define covariance matrix and mean vector of the finite dimensional distribution of \( f \) at the input locations.

For i.i.d Gaussian observations, we have \( p(y|f) = \prod_{i=1}^{N} \mathcal{N}(y_i|f(x_i), \sigma^2) \). Thus, we have a Gaussian likelihood whose mean is defined by the marginal distributions of the corresponding GP. The variance parameter is an additional model

\[ \text{for simplicity, we write } f \text{ instead of } f(X), \text{i.e. we suppress the inputs to } f \]
\[ \Lambda = K \]

We now proceed by using a piece-wise constant function as the inverse-link:

\[ g(y) = \sum_{k=1}^{K} g_k \mathbb{I}_{l_k \leq y < u_k} \]

where \( g_k \in \mathbb{R} \) and, for all \( k < K \), \( u_k = l_{k+1} \) and \( l_1 = -\infty \), \( u_K = \infty \). Also, we require, for the corresponding intervals \( [l_k, u_k] \), that \( \bigcup_{k=1}^{K} [l_k, u_k] = \mathbb{R} \), \( [l_i, u_i] \cap [l_j, u_j] = \emptyset \) for all \( i \neq j \). Clearly, \( \hat{g}_K(x) \) is a simple function as commonly used in measure theory and can therefore approximate any Borel-measurable function on \( \mathbb{R} \) as \( K \to \infty \). Unfortunately, this is not directly useful for any practical application, where the limit cannot be reached.
3.1 Error bounds of piecewise approximations under Gaussian input

For a measurable function \( g : \mathbb{R} \mapsto A \subseteq \mathbb{R} \), we can build its approximation by choosing, for all \( k, x_k \in [l_k; u_k] \) and setting \( g_k = g(x_k) \). Presuming now a Gaussian distribution for a random input variable \( X \), we can deduce the following error bound for our approximation (the corresponding proof and all subsequent ones can be found in the appendix):

**Theorem 1** Let \( g : \mathbb{R} \mapsto A \subseteq \mathbb{R} \) be measurable and globally Lipschitz-continuous with Lipschitz-constant \( 0 < \Lambda < \infty \). Also, let \( \hat{g}_K \) be as defined in \([8]\). Let \( p(x) \) denote a Normal distribution with arbitrary mean and variance, \( \mu, \sigma^2 \) and corresponding cumulative distribution function (c.d.f.), \( F(x) \). Also, denote by \( \Delta_{p(x)}(b, a) = p(b) - p(a) \), \( \Delta_{F(x)}(b, a) = F(b) - F(a) \) the difference of the respective functions evaluated at \( a, b \).

We then have

\[
\mathbb{E}_{p(x)}[(g(x) - \hat{g}_K(x))^2] \\
\leq \Lambda^2 \left\{ \mu^2 + \sigma^2 - 2 \sum_{k=1}^{K} x_k \left[ \mu \Delta_{F(x)}(u_k, l_k) + \sigma \Delta_{p(x)}(u_k, l_k) - \frac{1}{2} x_k \Delta_{F(x)}(u_k, l_k) \right] \right\}.
\]

\[ (9) \]

and

\[
\lim_{K \to \infty} \mathbb{E}_{p(x)}[(g(x) - \hat{g}_K(x))^2] = 0,
\]

\[ (10) \]

i.e., the random variable \( \hat{g}_K(X) \) converges in mean-square to the random variable \( g(X) \) when \( X \) is Normal distributed.

It might potentially be possible to derive a sharper bound by restricting the functions in question to be bounded and monotonously increasing. This would be advantageous when it comes to popular inverse-link functions like logit and probit. On the other hand, the additional sharpness would be achieved primarily in the tail regions of the underlying distribution. Due to the low density in the tails of the Normal distribution, the actual gain in precision is unlikely to justify further effort.

As a caveat, Theorem 1 requires the inverse-link function to be globally Lipschitz. This is clearly not fulfilled for the exponential function which is popular for positive parameter spaces. Luckily, it is possible to calculate the mean-squared error with exponential inverse-link in closed form:

**Theorem 2** Let \( g(x) = \exp(x) \) and \( \hat{g}_K(x) = e \hat{\exp}_K(x) = \sum_{k=1}^{K} e \hat{\exp}_k \mathbb{1}_{x \leq x_k}(x) \), where \( e \hat{\exp}_k = \exp(x_k) \), with the remaining quantities as in Theorem 1. It then follows that

\[
\mathbb{E}_{p(x)} \left[ (\exp(x) - e \hat{\exp}_{K}(x))^2 \right] \\
= \sum_{k=1}^{K} \exp (2 \mu + 2 \sigma^2) \Delta_{\Phi} \left( -2 \sigma + \frac{u_k - \mu}{\sigma}, -2 \sigma + \frac{l_k - \mu}{\sigma} \right) \\
- 2 \cdot e \hat{\exp}_k \cdot \exp \left( \mu + \frac{\sigma^2}{2} \right) \Delta_{\Phi} \left( -\sigma + \frac{u_k - \mu}{\sigma}, -\sigma + \frac{l_k - \mu}{\sigma} \right) + e \hat{\exp}_k^2 \Delta_{\Phi} \left( \frac{u_k - \mu}{\sigma}, \frac{l_k - \mu}{\sigma} \right)
\]

\[ (11) \]

where \( \Phi(x) \) denotes evaluation of the standard Normal c.d.f. at \( x \) with \( \Phi(-\infty) = 0, \Phi(\infty) = 1 \) and \( \Delta_{\Phi}(b, a) = \Phi(b) - \Phi(a) \).

Instead of bounding the mean-squared error, we can actually derive it in closed form via sums of truncated Log-Normal random variables (see proof in the appendix). Clearly,

\[
\lim_{K \to \infty} \mathbb{E}_{p(x)} \left[ (\exp(x) - e \hat{\exp}_{K}(x))^2 \right] = 0
\]

as \( |l_k - u_k| \to 0 \). Depending on which inverse-link is to be used, the above theorems allow to upper bound or calculate exactly the approximation error, depending on the choice of how to set \( x_k \). For the remainder of this paper,
our choice of $x_k$ is $x_k = u_k$ for all $k < K$ and $x_K = l_K$. Other strategies such as $x_k = (l_k + u_k)/2$ for all $1 < k < K$; $x_1 = u_1$, $x_K = l_K$ would be possible but aren’t considered further.

In summary, Theorems 1 and 2 allow to assess the quality of the piece-wise approximation in terms of average squared deviation from the actual value.

### 3.2 GP models with piecewise inverse-link functions

Using a piece-wise constant approximation for the inverse-link function still not solves the problem of an intractable Bayes’ formula yet. Rather, we apply the proposed method to SVGPs and show that we obtain an analytically tractable variational lower bound. To see this, consider again the standard ELBO as in (6). We notice that the objective depends on the inverse-link function only via the expectation term. This holds to true regardless on the choice of which inverse-link function is used, as briefly demonstrated in Appendix A.4. The following result then provides the necessary tool for closed-form inference and prediction:

**Theorem 3** Let $X_1, ..., X_C$ be independent continuous random variables, with probability density functions $p(x_1), ..., p(x_C)$ respectively. In addition, let $h(\cdot)$ be a measurable function in the product $\sigma$-algebra corresponding to $X_1, ..., X_C$. Then, the following holds:

\[
\mathbb{E}_{p(x_1),...,p(x_C)} \left[ h \left( \sum_{k=1}^{K_1} g_{k_1} I_{k_1}(x_1), ..., \sum_{k=C}^{K_C} g_{k_C} I_{k_C}(x_C) \right) \right] = \sum_{k_1,...,k_C} h(g_{k_1}, ..., g_{k_C}) P(l_{k_1} < x_1 < u_{k_1}) \cdots P(l_{k_C} < x_C < u_{k_C})
\]

where $\sum_{i_1,...,i_C}$ denotes summation over the cartesian product of all indices.

For inference, we can plug (12) into (6) with $h(\cdot) = \log p(y_{(i)} | \cdot)$ and approximating $g(\cdot) \approx \hat{g}_K(\cdot)$ as discussed before. This results in a tractable approximation for the ELBO:

\[
ELBO = \sum_{i=1}^{n} \mathbb{E}_{p(f|f_M)q(M)} \left[ \log p(y_{(i)} | g(f_{(i)})) \right] - KL(q(M) || p(M))
\]

\[
\approx \sum_{i=1}^{n} \sum_{k=1}^{K} \log p(y_{(i)} | g_k) P(l_k < f_{(i)}^M < u_k) - KL(q(M) || p(M))
\]

where $f_{(i)}^M$ denotes the $i$-th marginal random variable of $f$ conditioned on the inducing variables $f_M$. By widening the range for $[u_1, l_K]$ and increasing $K$, the approximation (17) can be improved to reliable precision.

In order to subsequently generate predictions from a trained model for an unseen instance, we derive the posterior predictive distribution at arbitrary input matrix $X$ with $N$ rows for the $i$-th marginal as follows:

\[
p(y_{X(i)}) = \int \int p(y_{X(i)} | f)p(f | f_M)q(f_M)df df_M = \mathbb{E}_{q(f)} \left[ p(y_{X(i)} | f) \right]
\]

\[
= \sum_{k=1}^{K} p(y_{X(i)} | g_k) P(l_k < f_{X(i)}^M < u_k)
\]

This implies that the marginal posterior predictive distributions are mixture distributions with weights determined by the interval probabilities of the marginal variational posterior distributions.

In theory, we could use the results in this section and Theorem 3 in particular to model a likelihood that depends on arbitrarily many parameters modeled by GPs. However, for $T$ independent GPs with $K$ intervals per GP, we would have to calculate $T^K$ probabilities. Clearly, this quickly results in computationally intractable setups. Hence, in the remainder of this paper, we will focus on cases where a single GP - link-function pair is considered.

Next, we consider three concrete modeling tasks that can be approached with the above results. It should be noted that the proposed method can be applied to any problem involving posterior intractability due to an inverse-link function.
3.3 Binary GP classification

Binary GP classification is a commonly seen problem in regards to non-conjugate GP inference. Here, the GP likelihood term is Bernoulli, i.e.

\[
p(y|f) = \text{Ber}(y|\lambda) = \lambda^y \cdot (1 - \lambda)^{(1 - y)}
\]

\[
y \in \{0; 1\}, \lambda \in (0, 1)
\]

This implies an inverse-link function \(g: \mathbb{R} \mapsto (0, 1)\). A popular choice for \(g\) is the sigmoid function

\[
\sigma(f) = \frac{1}{1 + e^{-f}}.
\]

Plugging (15) and (16) into (17), we obtain

\[
\text{ELBO} = \sum_{i=1}^{N} \sum_{k=1}^{K} \left[ (y_i \log \sigma(x_k) + (1 - y_i) \log(1 - \sigma(x_k))) P(l_k < f^M_{(i)} < u_k) - KL(q(f^M)|p(f)) \right]
\]

which can be maximized via gradient ascent over inducing points, inducing variables and kernel hyperparameters. According to (14), the resulting posterior predictive is then a mixture of Bernoulli distributions.

3.4 Heteroscedastic GP regression

Another application are regression problems with heteroscedastic observation noise. A common use-case of such models are, for example, returns of financial assets whose variance is presumed to be varying over time. Assuming Gaussian observations, we can place two independent GP priors on the mean and variance parameters of the observations. The variance-GP needs to be transformed by an exponential inverse-link function which we can approximate with our method. This results in the following model:

\[
p(y|f_\mu, f_\sigma) = \mathcal{N}(y|f_\mu, \exp(f_\sigma))
\]

\[
p(f_\mu) = \mathcal{GP}(f_\mu|0, k_\mu(x, x'))
\]

\[
p(f_\sigma) = \mathcal{GP}(f_\sigma|0, k_\sigma(x, x'))
\]

The respective posterior distribution,

\[
p(f_\mu, f_\sigma|y) = \frac{p(y|f_\mu, f_\sigma)p(f_\mu)p(f_\sigma)}{p(y)}
\]

is again intractable. Using SVGPs for both \(f_\mu\) and \(f_\sigma\), we obtain the lower bound

\[
\text{ELBO} = \sum_{i=1}^{n} \mathbb{E}_{p(f_\mu|f_\mu, M)p(f_\sigma|f_\sigma, M)q(f_\mu, M)q(f_\sigma, M)} \left[ \log \mathcal{N}(y_i|f_\mu, \exp(f_\sigma)) \right] - KL(q(f_\mu, M)||p(f_\mu, M)) - KL(q(f_\sigma, M)||p(f_\sigma, M))
\]

which, ultimately, can be approximated as

\[
\text{ELBO} = \sum_{i=1}^{n} \sum_{k=1}^{K} \mathbb{E}_{p(f_\mu|f_\mu, M)q(f_\mu, M)} \left[ \log \mathcal{N}(y_i|f_\mu, \exp(x_k)) \right] P(l_k < f^M_{(i)} < u_k) - KL(q(f_\mu, M)||p(f_\mu, M)) - KL(q(f_\sigma, M)||p(f_\sigma, M))
\]

\[
= \sum_{i=1}^{n} \sum_{k=1}^{K} \left[ \log \mathcal{N} \left( y_i | \mu^M_{(ii)}(x_k) + \mu^M_{(ii)} \right) - 0.5 \frac{\Sigma^M_{(ii)}}{\sigma^2} \right] P(l_k < f^M_{(i)} < u_k) - KL(q(f_\mu, M)||p(f_\mu, M)) - KL(q(f_\sigma, M)||p(f_\sigma, M))
\]
3.5 Learning an inverse-link function

Typically, when working with non-Gaussian GP likelihoods, a suitable inverse-link function is chosen a-priori. This is obviously a limiting factor when the data does not properly depict the fixed function. In the tradition of modern Machine Learning to ‘learn everything from the data’, our approach can easily be modified to allow learning the inverse-link approximation as well. It is easily seen, that, most possible likelihood functions are differentiable with respect to the \( g_k \). Thus, instead of fixing them based an a-priorily chosen inverse-link function, we treat them as trainable model parameters.

Clearly, this increases the model degrees of freedom considerably for large \( K \). To avoid overfitting in this situation, a straightforward solution would be the addition of a regularization term to the ELBO:

\[
\tilde{E}\text{LBO}_{\text{reg}} = \sum_{i=1}^{n} \sum_{k=1}^{K} \log p(y(i)|g_k)P(l_k < f^M_{(i)} < u_k) - KL(q(f_M)||p(f_M)) - \lambda \sum_{k=1}^{K} (g_k - c)^2
\]  \hspace{1cm} (22)

\( c \) could, for example, be chosen as \( c = (l_1 + u_K)/2 \) with \( c = 0 \) if \( l_1 = -\infty, u_K = \infty \). Another approach could be penalization of the deviation from a pre-defined inverse-link function, i.e.:

\[
\tilde{E}\text{LBO}_{\text{reg}} = \sum_{i=1}^{n} \sum_{k=1}^{K} \log p(y(i)|g_k)P(l_k < f^M_{(i)} < u_k) - KL(q(f_M)||p(f_M)) - \lambda \sum_{k=1}^{K} (g_k - g(x_k))^2
\]  \hspace{1cm} (23)

It is obvious that equations (22) and (23) are ‘hacky’ approaches to regularization and not fully Bayesian. As an actual Bayesian approach, one could additionally place a Gaussian prior over the \( g_k \), e.g. \( p(g_k) = \mathcal{N}(g_k|\mu_{g_k}, \sigma^2_{g_k}) \). Approximating the corresponding posterior distributions via \( q(g_k) = \mathcal{N}(g_k|\tilde{\mu}_{g_k}, \tilde{\sigma}^2_{g_k}) \) and given Gaussian likelihood, one can derive yet another closed-form ELBO:

\[
\tilde{E}\text{LBO}_{\text{reg}} = \sum_{i=1}^{n} \sum_{k=1}^{K} \left[ \log \mathcal{N}(y(i)|\tilde{\mu}_{g_k}, \tilde{\sigma}^2 + \tilde{\sigma}_{g_k}^2) - 0.5 \frac{\tilde{\sigma}_{g_k}^2}{\sigma^2} \right] P(l_k < f^M_{(i)} < u_k) - KL(q(f_M)||p(f_M)) - \sum_{k=1}^{K} KL(q(g_k)||p(g_k))
\]  \hspace{1cm} (24)

A proof can be found in the appendix.

Using this approach allows to model real-valued data with non-Gaussian marginal distributions. Finally, one could also consider \( g_k = h_k(x) \) for given input \( x \in \mathcal{X} \), i.e. presume that the inverse-link function varies over the input domain. Then, it would be possible to model \( h_k(x) \) through a feedforward Neural Network with \( K \) output neurons. Respective experiments in the context of this paper did not show any significant performance gains over static \( g_k \), so it was not pursued any further.

4 Experiments

To validate the proposed method in a practical context, it was evaluated on standard binary classification and regression datasets.

**Binary classification.** For binary classification, an approximated sigmoid inverse-link function as in section 3.3 (SFGP), GP with learnable piecewise-constant function as in section 3.5 (SFGP-l) and the standard GPyTorch implementation of binary SVGP classification are evaluated on both log-likelihood and F1-score. The results thereof are shown in Table 1. **Regression.** For regression, a GP with learnable piecewise-constant function as in section 3.5 (SFGP-l), a GP with learnable piecewise-constant function and prior function on the approximation parameters as in section 3.5 (SFGP-Prior) and the standard GPyTorch implementation of SVGP regression are evaluated on both log-likelihood and RMSE. The results can be found in Table 2.

**General implementation details.** For all experiments, every continuous variable was standardized by subtracting mean and dividing standard deviation of the training set (z-standardization). The respective SVGPs used 10 inducing points and variables, where the locations were drawn from the training data. In the regression case, the GPyTorch benchmark model was initialized with 30 inducing points and variables to balance the additional degrees of freedom for
the SFGP models with learnable activation function. For optimization, the ADAM optimizer with learning rate $\alpha = 0.05$ was used for all models.

The SFGP models were implemented and evaluated in Julia v1.7 [17], using primarily the packages Flux [18] and Zygote [19] for automatic differentiation and model training.

All experiments and the code for the generation of Figures 1 and 2 can be found at [https://github.com/SaremS/PieceWiseGP](https://github.com/SaremS/PieceWiseGP).

**Results.** The corresponding tables show the average of the respective evaluation metric over 10-folds of cross-validation and resulting standard deviation. It can be seen that the proposed method generally outperforms the corresponding GPyTorch benchmark on average - in some cases even without any overlap between the intervals of mean $+/-$ one standard deviation (bold table values). In particular, the evaluation log-likelihood is considerably higher in many cases, indicating better distributional fit. RMSE and F1 score, on the other hand, do not differ as much, except for a few dataset. This can be interpreted as the standard GP models already providing reasonable point predictions.

|       | SFGP       | SFGP-1     | GPyTorch   |
|-------|------------|------------|------------|
|       | LogLike    | F1         | LogLike    | F1         | LogLike    | F1         |
| banana| $-0.260 \pm 0.020$ | $0.876 \pm 0.019$ | $-0.258 \pm 0.022$ | $0.876 \pm 0.019$ | $-0.272 \pm 0.019$ | $0.872 \pm 0.014$ |
| heart | $-0.397 \pm 0.083$ | $0.822 \pm 0.075$ | $-0.402 \pm 0.091$ | $0.816 \pm 0.085$ | $-0.441 \pm 0.091$ | $0.819 \pm 0.071$ |
| diabetes | $-0.241 \pm 0.096$ | $0.912 \pm 0.073$ | $0.233 \pm 0.091$ | $0.916 \pm 0.067$ | $0.608 \pm 0.307$ | $0.703 \pm 0.263$ |
| cancer | $-0.093 \pm 0.033$ | $0.961 \pm 0.031$ | $-0.085 \pm 0.033$ | $0.962 \pm 0.020$ | $-0.155 \pm 0.069$ | $0.954 \pm 0.025$ |

Table 1: Average Log-Likelihood (higher is better) and average F1 score (higher is better) and respective standard-deviations obtained from 10-fold cross validation.

|       | SFGP-1     | SFGP-Prior | GPyTorch   |
|-------|------------|------------|------------|
|       | LogLike    | RMSE       | LogLike    | RMSE       | LogLike    | RMSE       |
| boston| $-0.859 \pm 1.099$ | $0.451 \pm 0.296$ | $-0.700 \pm 0.491$ | $0.471 \pm 0.284$ | $-0.853 \pm 0.419$ | $0.508 \pm 0.269$ |
| concrete | $-0.394 \pm 0.241$ | $0.348 \pm 0.076$ | $-0.473 \pm 0.179$ | $0.320 \pm 0.096$ | $-0.733 \pm 0.109$ | $0.401 \pm 0.114$ |
| winered | $-1.205 \pm 0.081$ | $0.807 \pm 0.071$ | $-1.236 \pm 0.097$ | $0.842 \pm 0.117$ | $-1.226 \pm 0.107$ | $0.802 \pm 0.064$ |
| winewhite | $-1.237 \pm 0.083$ | $0.831 \pm 0.071$ | $-1.239 \pm 0.071$ | $0.839 \pm 0.070$ | $-1.277 \pm 0.127$ | $0.831 \pm 0.074$ |

Table 2: Average Log-Likelihood (higher is better) and average Root Mean-Squared Error (lower is better) and respective standard-deviations obtained from 10-fold cross validation.

**Optimized inverse-link functions.** For demonstration purposes, Figure 1 shows ‘learnt’ inverse-link function approximations as explained in section 3.4. For binary classification (Figure 1), the $g_k$ were initialized as $g_k = \sigma(x_k)$ with $\sigma(\cdot)$ as in [16]. It can be seen that the resulting inverse-link functions differ considerably depending on the data used which indicates the usefulness of this approach for better data-fit.

Similarly to classification, Figure 2 shows inverse-link functions for a regression problem with Gaussian likelihood. The left image in Figure 2 depicts an inverse-link function learnt without a regularization term in the ELBO, whereas the right one employed a Bayesian prior regularization term as in [24]. The priors for the latter were $p(g_k) = \mathcal{N}(g_k|x_k, 1)$ to enforce the inverse-link approximation to be as close to linearity as possible. Clearly, the regularized version (right) is much closer to a linear function (orange line) than the unregularized one (left).

In addition to the posterior mean of the function approximation, the right image in Figure 2 shows the posterior uncertainty intervals ($= \text{posterior mean plus 2 posterior standard deviations}$). The latter increase with increasing distance from zero which implies increasing uncertainty for more extreme values. This can be rationalized by the preceding z-standardization as explained above - most target observations should be centered around zero, hence the model should be most “certain” about values in that region.

---
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Figure 1: Inverse-link function (blue) learnt on banana (left) and heart (right) with $l_1 = -3$, $u_K = 3$ (red) vs. sigmoid inverse-link function (orange)

Figure 2: Inverse-link function (blue) learnt on banana (left; no regularization) and heart (right, Bayesian regularization) with $l_1 = -3$, $u_K = 3$ (red) vs. sigmoid inverse-link function (orange)

5 Discussion

This work presented a new method for working with non-Gaussian GP likelihoods by approximating the necessary inverse-link function by a piecewise-constant one. As a result, all inference becomes analytically tractable when used in conjunction with a SVGP model. In addition it is possible to learn an approximation function from the data itself, removing the need to select a suitable inverse-link function a-priori. Regarding benchmarks, the proposed method achieves reasonable performance gains over existing implementations.

The primary limitation, on the other hand, is the combinatorical limitation when extending the method to multiple GPs in the same model. This makes the method, in its current form, not useful for n-ary classification which is, however, an important problem in modern Machine Learning. Future work in this direction could therefore help to make the proposed method more applicable.
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A Proofs

The primary results rely on the following Lemma:

**Lemma 1** Let $p(x)$ denote the probability density of a continuous random variable with c.d.f. $F(x)$, it then follows that

$$\int_a^b xp(x)dx = \Delta_{F(x)}(b, a)E_{p(x)\mid a \leq x < b}[X]$$

where $p(x\mid a \leq x \leq b)$ denotes the probability density of the $X$ truncated within $(a, b)$

In particular

$$\int_a^b xN(x\mid \mu, \sigma^2)dx = \Delta_{F(x)}(b, a)\left(\mu + \sigma \frac{\Delta_{p(x)}(b, a)}{\Delta_{F(x)}(b, a)}\right) = \mu \Delta_{F(x)}(b, a) + \sigma \Delta_{p(x)}(b, a)$$

**Proof** This follows directly via

$$\int_a^b xp(x)dx = \Delta_{F(x)}(b, a) \int_a^b \frac{xp(x)}{\Delta_{F(x)}(b, a)} dx = \Delta_{F(x)}(b, a)E_{p(x)\mid a \leq x < b}[X]$$

A.1 Theorem 1

In order to prove this result, we apply the assumptions made and then simplify:

$$\mathbb{E}[(g(x) - \hat{g}_K(x))^2]$$

$$= \int_{-\infty}^{\infty} \left( g(x) - \sum_{k=1}^{K} g_k I_{l_k \leq x < u_k}(x) \right)^2 p(x)dx$$

$$= \sum_{k=1}^{K} \int_{l_k}^{u_k} (g(x) - g_k)^2 p(x)dx$$

(splitting up the integral leaves only the corresponding indicator function take non-zero value)

$$\leq \Lambda^2 \sum_{k=1}^{K} \int_{l_k}^{u_k} (x - x_k)^2 p(x)dx$$

(via Lipschitz-continuity)

$$= \Lambda^2 \left\{ \sum_{k=1}^{K} \int_{l_k}^{u_k} \left[ x^2 - 2x_k x + x_k^2 \right] p(x)dx \right\}$$

$$= \Lambda^2 \left\{ \mathbb{E}[X^2] - 2 \sum_{k=1}^{K} x_k \int_{l_k}^{u_k} xp(x)dx + \sum_{k=1}^{K} x_k^2 \int_{l_k}^{u_k} p(x)dx \right\}$$

$$= \Lambda^2 \left\{ \mu^2 + \sigma^2 - 2 \sum_{k=1}^{K} x_k \left[ \mu \Delta_{F(x)}(u_k, l_k) + \sigma \Delta_{p(x)}(u_k, l_k) - \frac{1}{2} x_k \Delta_{F(x)}(u_k, l_k) \right] \right\}$$

(25)
To prove mean-square convergence, we set, for fixed $k$, $l_k = x_k - \frac{u_k}{K}$, $u_k = x_k + \frac{u_k}{K}$.

$$
\lim_{K \to \infty} \sum_{k=1}^{K} x_k \int_{l_k}^{u_k} x p(x) dx = \lim_{K \to \infty} \sum_{k=1}^{K} \int_{x_k - \frac{u_k}{K}}^{x_k + \frac{u_k}{K}} x_k \cdot x p(x) dx
$$

$$
= \sum_{k=1}^{\infty} x_k^2 p(x_k) = \int x^2 p(x) dx = E \left[ X^2 \right]
$$

By the same argument, we obtain

$$
\lim_{K \to \infty} \sum_{k=1}^{K} x_k^2 \int_{l_k}^{u_k} p(x) dx = E \left[ X^2 \right]
$$

and therefore

$$
\lim_{K \to \infty} \sum_{k=1}^{K} \Lambda_k^2 \left\{ E \left[ X^2 \right] - 2 \sum_{k=1}^{K} x_k \int_{l_k}^{u_k} x p(x) dx + \sum_{k=1}^{K} x_k^2 \int_{l_k}^{u_k} p(x) dx \right\}
$$

$$
= \Lambda^2 \left( E \left[ X^2 \right] - 2E \left[ X^2 \right] + E \left[ X^2 \right] \right) = 0
$$

□

A.2 Theorem 2

We now explicitly denote the densities of a Normal and corresponding Log-Normal distribution with parameters $\mu, \sigma^2$ as $N(x|\mu, \sigma^2)$ and $LogN(x|\mu, \sigma)$. The principal idea behind the proof is to re-arrange the terms until we arrive at means of truncated log-normal random variables. For the latter, there exists a closed form solution:

$$
E \left[ (exp(x) - e \cdot \exp_K(x))^2 \right]
$$

$$
= \int_{-\infty}^{\infty} (exp(x) - e \cdot \exp_K(x))^2 N(x|\mu, \sigma^2) dx
$$

$$
= \sum_{k=1}^{K} \int_{l_k}^{u_k} (exp(x) - e \cdot \exp_K(x))^2 N(x|\mu, \sigma^2) dx
$$

(splitting up the integral as in Theorem 1)

$$
= \sum_{k=1}^{K} \int_{l_k}^{u_k} \exp(2x)N(x|\mu, \sigma^2) dx - 2 \cdot e \cdot \exp_K \int_{l_k}^{u_k} \exp(x)N(x|\mu, \sigma^2) dx + e \cdot \exp_K^2 \int_{l_k}^{u_k} N(x|\mu, \sigma^2) dx
$$

$$
= \sum_{k=1}^{K} \int_{\exp(2l_k)}^{\exp(2u_k)} y \cdot LogN(y|2\mu, 2\sigma) dy - 2 \cdot e \cdot \exp_K \int_{\exp(l_k)}^{\exp(u_k)} z \cdot LogN(z|\mu, \sigma) dz + e \cdot \exp_K^2 \int_{l_k}^{u_k} N(x|\mu, \sigma^2) dx
$$

(via change of variables)
\[= \sum_{k=1}^{K} P(l_k \leq x \leq u_k) \cdot \left[ \int_{\exp(2u_k)}^{\exp(2l_k)} y \cdot \frac{\log N(y|2\mu, 2\sigma)}{P(\exp(2l_k) \leq y \leq \exp(2u_k))} dy \right. \]
\[\left. - 2 \cdot \exp p_k \int_{\exp(l_k)}^{\exp(u_k)} z \cdot \frac{\log N(z|\mu, \sigma)}{P(\exp(l_k) \leq z \leq \exp(u_k))} dz + \exp p_k^2 \right] \]

(re-transforming the denominators cancels out the left-hand factor)

\[= \sum_{k=1}^{K} P(l_k \leq x \leq u_k) \cdot \left[ \exp \left(2\mu + \frac{4\sigma^2}{2}\right) \Phi \left(-2\sigma + \frac{\log(\exp(2u_k)) - 2\mu}{2\sigma}\right) - \Phi \left(-2\sigma + \frac{\log(\exp(2l_k)) - 2\mu}{2\sigma}\right) \right. \]
\[\left. - 2 \cdot \exp p_k \cdot \exp \left(\mu + \frac{\sigma^2}{2}\right) \Phi \left(-\sigma + \frac{\log(\exp(u_k)) - 2\mu}{\sigma}\right) - \Phi \left(-\sigma + \frac{\log(\exp(l_k)) - 2\mu}{\sigma}\right) \right. \]
\[\left. + \exp p_k^2 \right] \]

(the first two summands are means over truncated log-normal random variables whose mean is available in closed form - see e.g. [20] for a formal proof; also notice the explicit use of Lemma 1)

\[= \sum_{k=1}^{K} \Delta \phi \left(\frac{u_k - \mu}{\sigma}, \frac{l_k - \mu}{\sigma}\right) \cdot \left[ \exp \left(2\mu + 2\sigma^2\right) \Delta \phi \left(-2\sigma + \frac{u_k - \mu}{\sigma}, -2\sigma + \frac{l_k - \mu}{\sigma}\right) \right. \]
\[\left. - 2 \cdot \exp p_k \cdot \exp \left(\mu + \frac{\sigma^2}{2}\right) \Delta \phi \left(-\sigma + \frac{u_k - \mu}{\sigma}, -\sigma + \frac{l_k - \mu}{\sigma}\right) \right. \]
\[\left. + \exp p_k^2 \right] \]

\[= \sum_{k=1}^{K} \exp \left(2\mu + 2\sigma^2\right) \Delta \phi \left(-2\sigma + \frac{u_k - \mu}{\sigma}, -2\sigma + \frac{l_k - \mu}{\sigma}\right) \]
\[- 2 \cdot \exp p_k \cdot \exp \left(\mu + \frac{\sigma^2}{2}\right) \Delta \phi \left(-\sigma + \frac{u_k - \mu}{\sigma}, -\sigma + \frac{l_k - \mu}{\sigma}\right) \]
\[+ \exp p_k^2 \Delta \phi \left(\frac{u_k - \mu}{\sigma}, \frac{l_k - \mu}{\sigma}\right) \]

\[\square \]

A.3 Proposition 3

This result is derived by, again, splitting up integrals alongside the respective indicator functions.

\[\int \cdots \int f \left(\sum_{k_1=1}^{K_1} g_{k_1} I_{k_1}(x_1), \ldots, \sum_{k_C=1}^{K_C} g_{k_C} I_{k_C}(x_C)\right) p(x_1) \cdots p(x_C) \cdot dx_1 \cdots dx_C \]
We derive a GP-ELBO as usual but include a second, arbitrary set of additional random variables that is summarized as:

\[ \prod_{g = 1}^{K} \]

Then yield an analytically tractable ELBO:

\[ \int \cdots \sum_{k_1 = 1}^{K_1} \int_{k_1}^{u_{k_1}} f \left( g_{k_1} \cdot 1 + 0, \ldots, \sum_{k_C = 1}^{K_C} g_{k_C} f(x_C) \right) p(x_1) \cdots p(x_C) \cdot dx_1 \cdots dx_C \]

\[ = \int \cdots \sum_{k_1 = 1}^{K_1} \sum_{k_2 = 1}^{K_2} \sum_{k_C = 1}^{K_C} g_{k_2} f(x_2) \cdots \sum_{k_C = 1}^{K_C} g_{k_C} f(x_C) \int_{k_1}^{u_{k_1}} p(x_1) dx_1 \cdot p(x_2) \cdots p(x_C) \cdot dx_2 \cdots dx_C \]

\[ = \int \cdots \sum_{k_1 = 1}^{K_1} \sum_{k_2 = 1}^{K_2} \sum_{k_C = 1}^{K_C} g_{k_2} f(x_2) \cdots \sum_{k_C = 1}^{K_C} g_{k_C} f(x_C) \int_{k_1}^{u_{k_1}} p(x_1) dx_1 \cdot p(x_2) \cdots p(x_C) \cdot dx_2 \cdots dx_C \]

\[ \vdots \]

\[ = \sum_{k_1 \ldots k_C} f(g_{k_1}, \ldots, g_{k_C}) P(l_{k_1} \leq x_1, u_{k_1}) \cdots P(l_{k_C} \leq x_C, u_{k_C}) \]

\[ \square \]

### A.4 ELBO\(_{\text{reg}}\) in equation (24)

We derive a GP-ELBO as usual but include a second, arbitrary set of additional random variables that is summarized as \( A \):

\[ 0 \leq KL(q(f, f_M, A) || p(f, f_M, A | y)) \]

\[ = KL(p(f|f_M) q(f_M) q(A) || p(f, A | y)) \]

\[ = \mathbb{E}_{p(f|f_M) q(f_M) q(A)} \left[ \log \frac{p(f|f_M) q(f_M) q(A)}{p(f, f_M, A | y)} \right] \]

\[ = \mathbb{E}_{p(f|f_M) q(f_M) q(A)} \left[ \log \frac{p(f|f_M) q(f_M) q(A) \cdot p(y)}{p(\text{y} | f, f_M, A) \cdot p(f|f_M) p(f_M) p(A)} \right] \]

\[ = KL(q(f_M) || p(f_M)) + KL(q(f_M) || p(f_M)) - \mathbb{E}_{p(f|f_M) q(f_M) q(A)} \left[ \log p(\text{y} | f, f_M, A) \right] + \log p(y) \]

\[ \Rightarrow \log p(y) \geq \mathbb{E}_{p(f|f_M) q(f_M) q(A)} \left[ \log p(\text{y} | f, f_M, A) \right] - KL(q(f_M) || p(f_M)) - KL(q(A) || p(A)) \]

The latter depends on the inverse-link function only in the expectation on the left. Also, notice that \( \mathbb{E}_{p(f|f_M) q(f_M) q(A)} \left[ \log p(\text{y} | f, f_M, A) \right] = \mathbb{E}_{q(f)} \left[ \log p(\text{y} | f, A) \right] \) as \( y \) is independent of \( f_M \) when conditioned on \( f \).

Plugging in the \( g_1, \ldots, g_K \) as \( A \) with prior distribution \( p(A) = p(g_1, \ldots, g_K) = p(g_1) \cdots p(g_K) = \prod_{k=1}^{K} \mathcal{N}(g_k | \mu_{g_k}, \sigma_{g_k}^2) \) and variational distribution \( q(A) = q(g_1, \ldots, g_K) = q(g_1) \cdots q(g_K) = \prod_{k=1}^{K} \mathcal{N}(g_k | \mu_{g_k}, \sigma_{g_k}^2) \) then yield an analytically tractable ELBO:

\[ ELBO_{\text{reg}} = \mathbb{E}_{p(f|f_M) q(f_M) q(A)} \left[ \log p(\text{y} | f, A) \right] - KL(q(f_M) || p(f_M)) - KL(q(A) || p(A)) \]
\[ E_p(f_M | q(f_M) q(g_1) \cdots q(g_K)) \]

\[ = \sum_{i=1}^{n} E_{q(f_M) q(g_1) \cdots q(g_K)} \left[ \log N \left( y_i \mid \sum_{k=1}^{K} g_k \| l_k \leq x < u_k \right) \right] - KL(q(f_M) \mid \mid p(f_M)) - KL(q(g_1) \cdots q(g_K) \mid \mid p(g_1) \cdot p(g_K)) \]

\[ = \sum_{i=1}^{n} E_{q(g_1) \cdots q(g_K)} \left[ \log N \left( y_i \mid \sum_{k=1}^{K} g_k \| l_k \leq x < u_k \right) \right] - KL(q(f_M) \mid \mid p(f_M)) - KL(q(g_1) \cdots q(g_K) \mid \mid p(g_1) \cdot p(g_K)) \]

\[ = \sum_{i=1}^{n} \sum_{k=1}^{K} \left[ \log N \left( y_i \mid \tilde{\mu}_{g_k}, \sigma^2 + \tilde{\sigma}_{g_k}^2 \right) - 0.5 \frac{\tilde{\sigma}_{g_k}^2}{\sigma^2} \right] P(l_k \leq f_{(i)}^M < u_k) - KL(q(f_M) \mid \mid p(f_M)) - KL(q(g_1) \cdots q(g_K) \mid \mid p(g_1) \cdot p(g_K)) \]

\[ \square \]