Quantum nuclear effects in water using centroid molecular dynamics
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Abstract. The quantum nuclear effects are studied in water using the method of centroid molecular dynamics (CMD). The aim is the calibration of CMD implementation in LAMMPS. The calculated intramolecular energy, atoms gyration radii and radial distribution functions are shown in comparison with previous works. The work is assumed to be the step toward to solution of the discrepancy between the simulation results and the experimental data of liquid n-alkane properties in our previous works.

1. Introduction

Classical molecular dynamics (MD) [1–3] methods allow to calculate properties of systems in which quantum effects could be neglected [4–9]. The interatomic potentials for such simulations can be obtained from experimental data or \textit{ab initio} density functional theory calculations [10]. The last method gives the average forces between atoms based on electronic density distributions of the different microstates of current system.

The problems with classical MD appear when the effects of zero point energy and tunnelling should be taken into account [11–27]. It becomes especially important when the system consists of molecules with light atoms that oscillate with high frequencies ($\hbar \omega / (k_B T) > 1$). In these cases, atomic nuclei should be treated nonclassically. The examples of such systems are liquid water [13, 15, 17, 28] and liquid hydrogen [14, 18, 19, 21]. In the case of condensed helium quantum nuclear effects also should be considered [29]. Authors of this paper faced difficulties in calculating liquid n-alkane properties in [30] using classical MD. The reasons of such discrepancies lie in quantum impact on molecular ordering and motion in liquid which give an impact on equation of state and transport properties. The properties of hydrogen in gas hydrates also can depend on such effects [31].

Feynman’s formalism of quantum mechanics is a clue to solving the problems of quantum nuclei in systems [32]. In this theory, quantum particle has an infinite amount of possible paths from one point to another [2]. The application of the idea in practice is a ring polymer that consists of $P$ beads connected by quantum springs. It describes the Trotter decomposition of quantum Hamiltonian. The technique for improving of convergence is presented in [33].
The pioneer applications of this theory in practice are path integral Monte Carlo (PIMC) and molecular dynamics (PIMD) methods firstly developed and applied in [11, 12] for liquid H\textsubscript{2}O and D\textsubscript{2}O water. The most recent PIMC researches can be found in [22–24] correspondingly. PIMC allows to calculate static properties, but for dynamic correlation functions PIMD should be used.

In addition to classical PIMD, there are two realizations of PIMD: centroid molecular dynamics (CMD) [34] and ring polymer molecular dynamics (RPMD) [16]. The first one is applied for calculation of water dynamic properties in [13]. The CMD study of quantum effects in light and heavy water are performed in [15]. The modification of water force field for quantum simulations and simulation of nuclear effects using CMD are done in [20]. The quantum properties of liquid para-hydrogen and liquid ortho-deuterium are studied using CMD in [14], the following comparison between CMD and RPMD methods is done in [19] based on reproducing quantum time correlation functions. Also, these two methods are compared in [18] for para-hydrogen. RPMD with modified TIP4P potential is used in [28] for calculation of water properties. The research of hydrocarbons spectra is performed using RPMD and CMD methods in [35]. A lot of information about the current situation in the area of studying nuclear quantum effects can be found in reviews [25] and [27].

Most of groups use their own codes for PIMD simulations. Here, we present the available ways to carry out PIMD simulation in open-source packages. Well-known MD package LAMMPS [36] has realizations of classical PIMD and CMD within “fix” command in USER-MISC package. Another way to perform PIMD simulation is to use Python wrapper i-PI [26] which takes forces from various MD or \textit{ab initio} codes and performs PIMD calculation (it also works with LAMMPS). i-PI is mostly aimed at \textit{ab initio} calculations because Python can become a bottleneck when forces are calculated quickly in MD systems. Also, one can found the following open-source projects: PIMD [37] which is used by Japan Atomic Energy Agency (e.g. [38]) and RPMDrate package [39] for RPMD simulations of bimolecular reactions (e.g. [40]).

The aim of this paper is the calibration of the CMD method implemented in LAMMPS. Section 2 is dedicated to the PIMD methods that are available, the potential used and the computational details. In section 3, the calculated intramolecular energy, atoms gyration radii and radial distribution functions in comparison with previous works are presented. The results are assumed to be the step toward supplementing for the difficulties in calculating liquid n-alkane properties in [30, 41].

2. Simulation technique
2.1. PIMD methods

The essence of the PIMD methods are the application of Feynman’s formalism to molecular dynamics. This approach has been used in a lot of previous works, so the theoretical justification can be found in [2]. Here we only present the difference between the classical molecular dynamics and briefly give key ideas of different PIMD approaches.

In classical molecular dynamics a Hamiltonian \( H \) of \( N \) particles can be written as follows:

\[
H = \sum_{j=1}^{N} \frac{p_j^2}{2m_j} + V(r_1, \ldots, r_N),
\]

where \( p_j \) and \( r_j \) are \( j \)-th particle linear momentum and radii, \( V(r_1, \ldots, r_N) \) is a potential that acts between the particles.

In the PIMD case, a Hamiltonian become quantized which is presented via polymer rings with classical interaction. Each polymer ring represents a single atom which becomes distributed via this ring. The interatomic potential \( V \) is realized in such way that the each bead of polymer ring acts only with the corresponding bead of another polymer ring. The beads interaction inside the polymer is presented via harmonic potential that acts only between nearest neighbours.
The dynamics of polymer rings system where rings oscillations imitate quantum delocalization of atoms allows to calculate quantum statistical properties of such liquids. The quantum Hamiltonian has a form

\[ H_q = \sum_{i=1}^{P} \left[ \sum_{j=1}^{N} \frac{[\textbf{p}_j^i]^2}{2m_j^i} + \sum_{j=1}^{N} \frac{1}{2}m_j^i\omega_j^2(r_j^i - r_j^i)^2 + \left( \frac{1}{P} \right)V(\textbf{r}_1^i, \ldots, \textbf{r}_N^i) \right], \]

where \( P \) is a number of beads (Trotter slices), \( \textbf{p}_j^i \) and \( m_j^i \) are a fictitious momentum and mass correspondingly, \( \omega_j = \sqrt{P}/(\beta h) \), \( \beta = 1/(k_B T) \), and \( V(\textbf{r}_1^i, \ldots, \textbf{r}_N^i) \) is a potential that acts between beads with the same \( i \) of two different atoms.

There are three different approaches: classical PIMD, CMD and RPMD. All of them allow to calculate dynamical properties of systems with such Hamiltonian \( H_q \). The difference lies mostly in choice of fictitious masses \( m_j^i \) and the use of thermostats. As a result, PIMD, CMD and RPMD have different techniques for averaging of observables and obtaining autocorrelation functions for dynamic properties (can be found in [19, 21, 42]).

In the classical PIMD, the value used for a beads fictitious mass is arbitrary. A common choice is to use \( m_j^i = m_j/P \), which results in the mass of the entire ring-polymer being equal to the real quantum particle. The efficiency problem of simulating system with Hamiltonian \( H_q \) lies in the size of MD timestep that should be less than the highest frequency in considering system. Due to this fact, very long runs should be performed to treat low-frequency modes.

The solution lies in transformation of coordinates to normal mode coordinates that diagonalizes the harmonic term [2]. In this case, the fictitious masses become equal to \( \lambda_j m_j \) where \( \lambda_j \) are eigenvalues of transformation matrix. All the modes should be thermostated in this method.

In CMD, the fictitious masses are the same as in PIMD. It acts in normal modes by default. The first (centroid) mode which is a centre of quantum polymer is uncoupled from thermostat. Such technique allows to obtain the correlation functions of quantum system from centroid mode only. The additional adiabatic parameter \( \gamma^2 \) is used [14, 19] for fictitious masses (which become to \( \gamma^2 \lambda_j m_j \), \( \gamma < 1 \)) to separate non centroid modes from the first one. It is needed for obtaining more accurate mean forces that act on centroid and for shifting quantum frequencies off the system physical spectra [35]. Also, it allows to integrate non-centroid modes separately.

In contrast to PIMD and CMD, RPMD uses physical masses as fictitious \( m_j^i = m_j \). This choice leads to physical dynamics of all beads and no thermostats should be used. The correlation functions in this case should be averaged over all beads. The original formulation of RPMD can be found in [25, 43] which is shown to be equivalent to described here [42].

2.2. Model
The authors of [28] show that interatomic potential should be fitted for quantum simulations with \( H_q \). They use TIP4P/2005 [44] water force field with anharmonic O–H bonds and fitted the parameters for reproducing equation of state. We use the designed in [28] q-TIP4P/F potential that has the following form:

\[ V = V_{\text{intra}} + V_{\text{inter}}, \]

where intramolecular part consists of 2 anharmonic bond and harmonic angle interactions

\[ V_{\text{intra}} = \sum_i \left[ V_{\text{OH}}(r_{i1}) + V_{\text{OH}}(r_{i1}) + \frac{1}{2}k_\theta(\theta_i - \theta_{\text{eq}})^2 \right], \]

\[ V_{\text{OH}}(r) = D_r \left[ \alpha_2^2(r - r_{\text{eq}})^2 - \alpha_3^3(r - r_{\text{eq}})^3 + \frac{7}{12} \alpha_4^4(r - r_{\text{eq}})^4 \right], \]

where \( D_r, \alpha_r \) and \( k_\theta \) are bond and angle constants, \( r_{\text{eq}} \) and \( \theta_{\text{eq}} \) are the equilibrium values of bond distance and angle.
The trajectory length is 40 ps for each discretization.

Intramolecular energy

3.1. Intramolecular energy

The intramolecular energy per molecule is calculated as 

\[ E_{\text{intra}} = \sum_{i=1}^{P} V_{\text{intra}}/P \]

where \( E_{\text{intra}} \) is the intramolecular energy per molecule, \( P \) is the number of molecule, \( V_{\text{intra}} \) is the intramolecular energy. The intramolecular energy per molecule increases by a factor of 5.

2.3. Computational details

The starting classical configuration is a gas of the 216 water molecules. The distance between them is larger than the force field cutoff radius (9 Å). The integration timestep is 0.5 fs. At the first stage, the temperature is set to 298 K and the system is compressed to the experimental density 0.997 g/cm\(^3\) [28] for 100 ps. The second stage is a relaxation in the NVT ensemble for 100 ps (\( T = 298 \) K).

The CMD simulations for the system described above are carried out in the LAMMPS package using fix CMD command from USER-MISC package. The number of Nose-Hoover thermostat chains [45] is 4 for all runs. The adiabatic parameter \( \gamma^2 \) is chosen to be 1/P depending on the number of beads as in [19]. The integration timesteps are 0.01 fs for \( P = 4 \), \( P = 8 \), 0.008 fs for \( P = 16 \) and 0.005 fs for \( P = 24 \), \( P = 32 \) which found to be satisfactory for water (found in [20]).

The trajectory length is 40 ps for each \( P \). For \( P = 32 \), 6 runs with different initial velocity distributions are performed to obtain better statistics for the radial distribution functions.

3. Simulation results

3.1. Intramolecular energy

The number of discretizations \( P \) should be enough to achieve the convergence of system thermodynamic properties. In figure 1, we present the dependence of intramolecular energy \( E_{\text{intra}} \) on the inverse number of polymer beads \( P \). The numbers show the corresponding amount of the discretizations \( P \).

The intramolecular energy per molecule is calculated as 

\[ E_{\text{intra}} = \sum_{i=1}^{P} V_{\text{intra}}/P \]

and then divided by the number of molecules. It begins to converge after \( P = 16 \). This result sets the minimum number of \( P \) required for the quantum simulations. This dependence matches qualitatively the results calculated in [13] using CMD in the SPC/F water model. Totally, the intramolecular energy per molecule increases by a factor of 5.

3.2. Gyration radii

In theory, a free quantum particle is localized in the area determined by the size of de Broglie wavelength \( \lambda(T) = \hbar/\sqrt{2\pi mk_BT} \). The gyration radii \( r_G^2 = \sum_{i=1}^{P} (r_i - r_c)^2/P \) for free particle reproduced by polymer with \( P \) beads can be estimated as: 

\[ r_G^2 = \hbar^2(1 - 1/P^2)/(4k_BTm) \]

These two formulas for \( \lambda(T) \) and \( r_G^2 \) provide the following relation between the gyration radii and the size of de Broglie wavelength 

\[ r_G^2 = \lambda(T)(1 - 1/P^2)/\sqrt{2\pi} \]

The gyration radii for the hydrogen and oxygen atoms are obtained by averaging over atoms in the system: 

\[ \langle r_G^2 \rangle = \sum_{n=1}^{N} r_G^2/N \]

The results are shown in figure 2. The blue, black and red open squares correspond to the different numbers of beads. The black and blue lines are theoretical estimates for \( r_G^2 \) (\( P \rightarrow \infty \)) and \( r_G^2 \) (\( P = 4 \)) respectively.

The calculated gyration radii become constant value after short time of initialization and stay the same during the whole calculation. After \( P = 4 \), obtained \( r_G^2 \) lie at the same distance from the predicted one. We also see that the size of quantum polymer does not depend on the number of beads. It can be explained by the fact that beads lie closer to each other due to the higher quantum spring constants which are equal to \( m^2P/\langle\beta h\rangle^2 \) with the increase of \( P \).
Figure 1. The dependence of intramolecular energy on the inverse number of beads $P$. Black dashed curve with open circles shows results obtained in work [13] using CMD in the SPC/F water model.

Figure 2. The root of gyration radii for H and O atoms. The colors correspond to the different numbers of beads. The lines show the theoretical predictions for $r_G^2$ at $P \to \infty$ and $P = 4$.

Figure 3. The H–H, O–H and O–O radial distribution functions. The black and red curves correspond to the classical (CMD, $P = 1$) and (CMD, $P = 32$) simulations. The red squares show data from [28].

The theoretical estimations for free particle predict the values of $\lambda(T)/\sqrt{8\pi}$ that lie close to the data obtained with q-TIP4P/F potential. This result verifies the used model.

3.3. Radial distribution functions

The radial distribution functions $g(r)$ are calculated for centroids to show the difference between classical and quantum approaches (figure 3). The black and red curves correspond to classical (CMD, $P = 1$) and quantum (CMD, $P = 32$) simulations. The red squares show data from [28].

In the quantum system, the atoms become more delocalized in the space than in the classical system. The $g_{H-H}(r)$ and $g_{O-H}(r)$ peaks are much thinner in the classical system which means
that the atoms are better structured. The widths of quantum $g_{\text{H-H}}(r)$ and $g_{\text{O-H}}(r)$ first peaks match to the value of hydrogen gyration radii value ($\approx 0.2 \text{ Å}$) presented above. Both quantum and classical simulations give almost similar $g_{\text{O-O}}(r)$. It can be explained by the smaller $r_G^2$ of the oxygen polymer due to its mass which leads to very similar structure in both cases.

The results from [28] obtained using classical PIMD lie on the $g(r)$ curves calculated using CMD in this work. This coincidence indicates the fact that both classical PIMD and CMD methods give the same result.

### 3.4. Diffusion

The consideration of quantum nuclear effects influences upon the calculation of self-diffusion coefficient $D$. In the cases of liquid para-hydrogen and ortho-deuterium [14,18,19,21], it is shown that the values of $D$ become higher for $H_2$ and lower for $D_2$ than in the classical simulations. In the quantum simulations diffusivity values are closer to the experimental data. The results calculated using CMD and RPMD techniques can differ within 15% [18,19,21].

In water, these effects have the same influence as in para-hydrogen: the diffusivity becomes higher in the quantum model [13,15,17,28]. Authors of [13,15] show about 1.4–1.5 increase of the diffusion constants for light [13] and heavy water [15] using CMD method. RPMD gives similar results in [17]. In [28], the diffusivity calculation is done using RPMD technique in q-TIP4P/F potential which is shown to give better agreement with the experimental data.

We also see the same behavior for $D$, but the results require additional computations for better statistics.

### 4. Conclusion

In this work, the centroid molecular dynamics (CMD) quantum simulations of liquid water are performed using q-TIP4P/F potential. The static properties such as intramolecular energy, gyration atoms radii and radial distribution functions are calculated.

The intramolecular energy dependence on the number of quantum discretizations $P$ begin to converge after $P = 16$. This result sets the minimum number of $P$ required for the quantum simulations. The same trend is shown in work [13].

The calculated quantum polymer gyration radii almost coincide with the theoretical estimates based on the size of de Broglie wavelength. The quantum delocalization of hydrogen atoms leads to less atomic ordering in the simulations which is shown in calculated radial distribution functions $g_{\text{H-H}}(r)$ and $g_{\text{O-H}}(r)$. All the $g(r)$ curves match the results obtained in [28].

The results of this work additionally verify the CMD method implemented in LAMMPS.

### Acknowledgments

The authors acknowledge the Supercomputer Centre of the Joint Institute for High Temperatures RAS, MVS-10P and MVS-1P5 clusters of the Joint Supercomputer Center RAS, the prototype computing cluster “Angara-C1” in the Joint Stock Company NICEVT, the computing cluster in the Moscow Institute of Physics and Technology for providing computing time. The study has been funded by the Russian Academic Excellence Project ‘5-100’. The research is carried out using the equipment of the shared research facilities of high-performance-computing resources at the Lomonosov Moscow State University.

### References

[1] Haile J M 1992 *Molecular Dynamics Simulation: Elementary Methods* (Chichester: John Wiley and Sons)

[2] Tuckerman M E 2010 *Statistical Mechanics: Theory and Molecular Simulation* (New York: Oxford University Press Inc.)

[3] Norman G E and Stegailov V V 2013 *Math. Model. Comp. Simul.* 5 305

[4] Orekhov N D and Stegailov V V 2016 *Polym. Sci. Ser. A.* 58 476–86
[5] Lenev D Y and Norman G E 2016 J. Phys.: Conf. Ser. 774 012018
[6] Lankin A V, Norman G E and Orekhov M A 2015 J. Phys.: Conf. Ser. 653 012155
[7] Lankin A V and Orekhov M A 2016 J. Phys.: Conf. Ser. 774 012035
[8] Galuillina G M, Orekhov N D and Stegailov V V 2016 J. Phys.: Conf. Ser. 774 012033
[9] Pavlov S V and Kiskeilo S A 2016 Phys. Chem. Chem. Phys. 18 30830–6
[10] Smirnova D E, Kuksin A Yu, Starikov S V, Stegailov V V, Insepov Z, Rest J and Yacout A M 2013 Modelling and Simulation in Materials Science and Engineering 21 035011
[11] Kuharski R A and Rossky P J 1985 J. Chem. Phys. 82 5164–77
[12] Wallequist A and Berne B J 1985 Chem. Phys. Lett. 117 214
[13] Lobaugh J and Voth G A 1997 J. Chem. Phys. 106 2400–10
[14] Hone T D and Voth G A 2004 J. Chem. Phys. 121 6412–22
[15] Hernández de la Peña L and Kusalik P G 2004 J. Chem. Phys. 121 5992–6002
[16] Craig I R and Manolopoulos D E 2004 J. Chem. Phys. 121 3368–73
[17] Miller III T F and Manolopoulos D E 2005 J. Chem. Phys. 123 154504
[18] Miller III T F and Manolopoulos D E 2005 J. Chem. Phys. 122 184503
[19] Hone T D, Rossky P J and Voth G A 2006 J. Chem. Phys. 124 154103
[20] Paesani F, Zhang W, Case D A, Cheatham T E and Voth G A 2006 J. Chem. Phys. 125 184507
[21] Pérez A, Tuckerman M E and Múner M H 2009 J. Chem. Phys. 130 1–14
[22] Mella M 2011 J. Chem. Phys. 135 1–10
[23] Fujita T, Tanaka S, Fujiwara T, Kusa M A, Mochizuki Y and Shiga M 2012 Comp. Theor. Chem. 997 7–13
[24] Wolf S, Curotto E and Mella M 2014 Int. J. Quantum Chem. 114 611–25
[25] Habershon S, Manolopoulos D E, Markland T E and Miller T F 2013 Annu. Rev. Phys. Chem. 64 387–413
[26] Ceriotti M, More J and Manolopoulos D E 2014 Comput. Phys. Commun. 185 1019–26
[27] Ceriotti M, Fang W, Kusalik P G, Michaelides A, Morales M A and Markland T E 2016 Chem. Rev. 116 7529–50
[28] Habershon S, Markland T E and Manolopoulos D E 2009 J. Chem. Phys. 131 024501
[29] Ceperley D M 1995 Rev. Mod. Phys. 67 279–356
[30] Kondratyuk N D, Norman G E and Stegailov V V 2015 J. Chem. Phys. 145 204504
[31] Smirnov G S and Stegailov V V 2016 High Temp. 53 829–36
[32] Feynman R and Hibbs A 1965 Quantum Mechanics and Path Integrals (New York: McGraw-Hill)
[33] Pérez A and Tuckerman M E 2011 J. Chem. Phys. 135 184105
[34] Cao J and Voth G A 1994 J. Chem. Phys. 100 5106–17
[35] Calvo F, Parneix P and Van-Oanh N T 2010 J. Chem. Phys. 132 124308
[36] Plimpton S 1995 J. Comput. Phys. 117 1–19
[37] URL http://ccse.jaea.go.jp/ja/download/pimd/index.en.html
[38] Minoshima Y, Seki Y, Takayanagi T and Shiga M 2016 Chem. Phys. 472 1–8
[39] URL http://rpmdate.cyi.ac.cy
[40] Suleimanov Y V, Aoiz F J and Guo H 2016 J. Phys. Chem. A acs.jpca.6b07140
[41] Norman G E, Pisarev V V, Smirnov G S and Stegailov V V 2015 Atomistic modeling and simulation for solving gas extraction problems Foundations of Molecular Modeling and Simulation ed Snurr R Q et al (Chichester: Springer Singapore) chapter 9
[42] Witt A, Ivanov S D, Shiga M, Forbert H and Marx D 2009 J. Chem. Phys. 130 194510
[43] Agarwal A and Delle Site L 2015 J. Chem. Phys. 143 094102
[44] Abascal J L and Vega C 2005 J. Chem. Phys. 123 234505
[45] Tuckerman M E, Berne B J, Martyna G J and Klein M L 1993 J. Chem. Phys. 99 2796–808
[46] Markland T E, Habershon S and Manolopoulos D E 2008 J. Chem. Phys. 128 024105