RADIOMICS FEATURES APPLICATION TO LUNG CANCER CLASSIFICATION IN CT IMAGE AND ITS CLINICAL EXPLANATION

Yang Hou
Department of Mathematics, Jinan University, Tianhe, Guangzhou, P. R. China

Abstract

For overcoming many challenges for lung cancer classification in CT image, such as (1) the size and shape of lung cancer in different parts of the body are uneven; (2) the locations of the edge of the lung cancer confirmed by different doctors (or the same doctor at different times) are different; (3) the same type of lung cancer in different patients has different growth directions; and (4) it is difficult to judge the classification effect etc. In this paper, we firstly extract a total of 5 categories of 385 radiomics features, and explain the significance of pathological organization of each type of features by the imaging principle. Then we select the logistic regression with L1 regularized model as our predictor. When the segmentation is not too fine for lung squamous cell carcinoma and adenocarcinoma, the classification also achieved a good result with an ACC of 75% and an AUC of 75.3%. To further illustrate the usefulness of these five broad categories of features in overcoming the difficulty of lung cancer imaging classification, we select a more detailed segmented lung cancer for classifying images of benign and malignant images, eventually we can get a better result with ACC of 85% and AUC of 90.7%.
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1. Introduction

Image classification is already a very mature area, the most primitive method of it is to extract many features of computer vision from the image, and then build a model by machine learning to get an optimal classifier, such as [1, 2]. Later, the image classification problem evolved in feature coding of images, and then use machine learning methods to identify or classify, such as SIFT [3], HOG [4], etc.; currently due to the dramatic increase in the amount of data, the most advanced method is to use deep learning method for image classification, such as ImageNet [5] etc.

In the classification of medical images, the amount of data is very small, and most clinicians are expecting to interpret the features with clinical and pathological significance, so deep learning for classification of medical images is still at the basic research stage and hard to be accepted by clinicians. However, the traditional method is very useful, that is, the method of machine learning used to classify samples by extracting features from medical images, such as [6, 7, 8].

There are many challenges for medical image classification according to [7]. In particularly, the classification of lung cancer CT imaging images is very difficult, mainly manifested in:

(1) The size and shape of the same type of lesions may not uniform;

(2) The edge of the lesion of the lung cancer may be different from time to time by different doctors or even by the same doctor;

(3) The same type of lung cancer has different growth directions;

(4) It is hard to judge the classification effect etc.
For the classification of lung cancer in CT imaging images, we hope to extract some type of features such that they not only can effectively distinguish different types of lung cancer, such as squamous cell carcinoma versus adenocarcinoma and benign and malignant of lung cancer, but also are not too sensitive to the same type of lung cancer growth heterogeneity in different patients. Traditional methods of image classification just extract only one type of features for classification, so they are difficult to overcome these difficulties in medical image classification. For overcoming those difficulties of CT imaging classification of lung cancer, we extract five major categories of image features called radiomics features in [6], which are:

1. Histogram features that are less sensitive to the size of the lesion (ROI) and shape-independent;

2. GLCM and GLRLM based features which are less marginal impact and better clinical and pathological interpretation;

3. Morphological features which capture the shape of the different parts of the lesion;

4. GLSZM based features which are the best to explain the clinical pathology and can avoid the effects of growth direction in the same type of images at different patients.

Because different dimensionality reduction methods and different modelling methods will produce different results, to evaluate these models effectively, we select the logistic regression with L1 regularity model to classify the lung cancer CT images. The dynamic dimensionality reduction is achieved, and the final classification effect can also be effectively evaluated by the area under the ROC curve (AUC) and the accuracy (ACC).

2. Feature Extraction & Pathological Significance

We hope to extract some features that not only reflect the distribution of internal tissue within the ROI but also obtain some internal information, such as texture and heterogeneity of the ROI, and
can overcome many difficulties in the classification of the lung cancer CT images as described above. Therefore, we extract 385 features of 5 categories from lung cancer images and use them to describe the lesion area of lung cancer. They are Histogram features (42), Gray level co-occurrence matrix based features (144), Gray level run-length matrix based features (180), Morphological features (9), Gray level connectivity area size matrix based features (10).

2.1. Histogram features

Histogram is a kind of bar-like graph (see Figure 1) introduced by Karl Pearson [9] to describe the actual distribution of data. It counts the frequency of pixel values in each interval. Ed Sutton [10] first applied histogram theory to digital image processing.

![Figure 1. Histogram: A kind of bar-like graph.](image)

Histogram features can reflect the overall distribution of the lesion area. In the two different types of lungs, the overall Gray distribution of lesions may be different, and the features of histograms are mostly based on features of probability, such as mean, variance, skewness, kurtosis, energy and entropy, etc. These features constructed by probability, so
when the number of pixels inside the ROI is larger than a certain value, it is not directly related to the absolute size of each ROI. Therefore, the histogram features can exclude the effect of inconsistency in the ROI size, and they have nothing to do with the shape of the ROI.

Histogram features also can directly reflect some basic information of the image, such as the brightness (mean), the degree of volatility or concentration of brightness (variance, kurtosis), offset of brightness distribution (skewness), complexity of the ROI (energy, entropy) and so on. Meanwhile, different intensities represent different tissues according to the imaging principle, so histogram features can directly reflect the overall distribution of human tissues inside the ROI.

2.2. Gray level co-occurrence matrix based features

Gray-level co-occurrence matrix (see Figure 2) based features is a type of feature proposed by Haralick [1] for image classification, and hence also called Haralick features, which compute the probability of a pixel pair occurring when the image is in a certain direction and step.

![Figure 2. Gray level co-occurrence matrix map.](image)
The Haralick features reflect the differences in texture and Gray level inside the ROI. When analysing two different types of lung cancer, the extracted Haralick features usually make a good distinction between the hierarchical differences of lung cancer tissues and the complexities of the texture, the direction of the texture, and the similarity. Because different clinicians do not have the same criteria for the same lesion (Region of Interest) or the same physician at different times, the margins of the ROI may be unclear, resulting in more or less unrelated areas being the lesion or some related area be excluded as a lesion, but the confirmation of the edge of the gray value of the difference is not too large, and the number of pixels will not be too much, then the ratio of the number of those increased or reduced pixels to the total will be small. Therefore, the Haralick features associated with the probability of pixel pairs are able to overcome the effects of edge ambiguity.

Because when the different tissues are scanned, the pixel values are different, while the probability of different pairs of pixels is exactly recorded by the co-occurrence matrix. Therefore, the Haralick feature can reflect the relationship between different human tissues inside the ROI. For example, when the heterogeneity of the ROI is very large, different organizations are separated by a certain distance, the relationship between different organizations is more complicated, the distribution of pixel pairs is more complicated, Haralick features can effectively measure the complexity between organizations.

2.3. Gray level run length matrix based features

Gray level run length matrix (GLRLM) (see Figure 2) based features is started with a study of coding methods called Run-length encoding [11], and Galloway [2] applied it to the texture analysis of images, which calculated the probability of the number of pixels that the pixel values were identical and connected together in one direction.
GLRLM features can express the different pathological texture characteristics. This type of feature usually reflects the difference between the two types of pathological images in the stripes, the depth of the texture gully and so on. Similar to the Haralick features, they are also a type of features related to probability, so its can also reduce the impact brought by unclear edges.

The body of the same organization after scanning, in the pixel value of image is the same, GLRLM happens to count the length of the tissue in a certain direction of the information, so this type of feature can measure the complexity of internal tissue within ROI. If there is a large heterogeneity within the ROI and a large difference between adjacent tissues, then many adjacent pixels in this direction will not be the same value. On the contrary, if the ROI is a benign lesion or normal tissues, then they may be the same organization between adjacent tissues in a certain direction; therefore, the GLRLM features can effectively quantify this heterogeneity.

Figure 3. Gray level co-occurrence matrix map.
2.4. Morphological features

Morphological features (MF), derived from a study called Form Factor Design [12], is a shape-based (see Figure 4) feature and hence also called a shape-base or morphological features that measure the spherical nature and compactness of an ROI with a ratio of the ROI’s surface area to some combination of the volume.

![Figure 4. Morphology of a 3D ROI.](image)

The MF can extract trait information such as the size, shape, distribution uniformity of the lesion area. If the two types of pathological images have different morphologies, such as compactness, spherical shape, etc., then this type of feature will play a very large role.

When considering image classification for lung cancer, we also want a class of features that specifically quantified the different shapes of the ROI, because different types of lung cancer may have different shape characteristics. For example, early cancers are usually spheroidal in size, and then they will grow wild in all directions after malignant transformation. The more malignant the tumors are, the weaker the shape and the worse the spherical shape will be, and so on.
2.5. Gray level size zone matrix based features

Gray level size zone matrix (see Figure 5) based features come from the study of the connected components of graphs in graph theory [13], and was introduced into image processing by Guillaume Thibault et al. for the classification of nuclei [14, 15] and DNA [16]. It counts the size of each organization of the human body inside the ROI.

![The Size of Gray level i](image)

**Figure 5.** Gray level size zone matrix map.

The GLSZM feature allows the size of the internal tissue of the lesion area to be described. This type of feature can better reflect the structural differences within different organizations. Because there must be some structural differences between different lung cancer tissues, those features related to GLSZM may be useful.

The same human tissue shows the same pixel value on the image according to the imaging principle. Therefore, GLSZM is able to calculate the size of each tissue, more effectively describe the complexity of the tissues inside the ROI, and overcome the impact that the same pathological organization in different people’s bodies grows in the different directions. If the internal heterogeneity of the ROI is very large
and there is a big difference between the adjacent tissues, then there will not be a lot of adjacent pixels in each small local area that will be the same value, so the value of the small area of GLSZM is large.

3. Data

3.1. Datasets

3.1.1. Dataset (1): TCGA dataset [17]. We download 422 data on lung cancer from the TCGA public database, of which 117 are labelled (ROI and pathology), 87 are squamous cell carcinoma (labelled 1) and 30 are adenocarcinoma (labelled 0). We use it to make the classification of medical images of squamous cell carcinoma and adenocarcinoma. And the data is used to build the model.

3.1.2. Dataset (2): Data from the First Affiliated Hospital of Guangzhou Medical University. A total of 222 cases of data, of which 141 cases of malignant lung cancer, 81 cases of benign lung tumors. We use it to make the benign and malignant classification of the image of the lungs. The data is used for the discussion section.

3.2. Data division

Stratified sampling: Because of the small sample size: only 117 cases in dataset 1, 87 cases in class 1 and 30 cases in class 0, and that the two types of samples are seriously unbalanced, which cannot meet the 1:1 requirements between training set and testing set, we use stratified sampling, taking 70% (total 81 cases) from class 1 and class 0 respectively as training and the remaining 30% (total 36 cases in total) as external validation, as shown in Figure 6.
4. Model Building

4.1. Logistic regression [18] with L1 regularity [19] model

Logistic regression is very useful for identifying classification problems [20, 21] and [22], and for the unbalance problem, the model can be evaluated using the AUC value [23, 24] under the ROC curve [25]. So we choose logistic regression as our model.

However, we have a total of 81 training data, and the number of features of each sample is 385. If we use logistic regression model directly will result in over-fitting (that is, performed well on the training set, but in the external validation set effect is poor), so we need to select the features (dimensionality reduction).
We adopt the L1 regularity method to generate sparse solutions [26] (that is, control the complexity of the logistic model so that the weights of many features are zero), which can not only achieve the purpose of dimensionality reduction, but also take the features possible relationships into account.

Therefore, we finally choose the logistic regression model with L1 regularity.

The realization of the model, we use linear model in scikit-learn, a python-based machine learning library [27].

4.2. Results

According to the training set, we plot the change of the coefficient of the logistic regression plus L1 regularity model with the control coefficient C of the regular item (Figure 7).

![Logistic Regression Path](image)

**Figure 7.** Logistic regression path of training set 1.

Then we test the set of external validation sets and draw the ROC curve with an accuracy of 0.75 and an AUC of 0.75308 (see Figure 8), which is a well performed model here according to the literature [23, 24] and [25].
5. Discussion

5.1. Different categories purpose

We perform the above steps using dataset 2 to analyse the effect of our extracted features on the classification of benign and malignant images of lung tumours. The accuracy of the model obtained on the external test set is ACC $= 0.85$ and AUC $= 0.907$, as shown in Figure 9, which shows that the features we extract are very effective for the classification of lung images.
5.2. The impact of segmentation

In the data we selected, there are many cases in which the ROI is not clearly defined, that may lead to bad value of features under the segmentation, because many parts of the ROI are non-diseased, as shown in Figure 10. However, judging from our results (ACC = 75%, AUC = 0.753), we obtain a very good taxonomic classification, indicating that the features we extracted are not too sensitive to segmentation.
5.3. Evaluation

For overcoming the difficulties in the classification of lung cancer CT images data, we extract five major type of features of the lung cancer CT images and analyse their differences in benign vs malignant lung cancer and squamous cell carcinoma vs adenocarcinoma, and try to contact the difference of tissues with the principle of imaging to explain their pathological significance, which is very useful to clinicians.

6. Conclusion

The experiments performed on the 5 major types of radiomics features, which is applied to the classification of lung cancer, shows us these radiomics features can basically figure out the differences between benign and malignant of lung tumors and it also have a good result on classifying the squamous cell carcinoma versus adenocarcinoma of lung cancer, although there are many difficulties in the classification of lung cancer CT images data, such as (1) the size and shape of lung cancer in different parts of the body are uneven; (2) the locations of the edge of the lung cancer confirmed by different doctors (or the same doctor at different times) are different; (3) the same type of lung cancer in different patients has different growth directions; and (4) it is difficult to judge the classification effect etc.
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