A Transcriptomic Atlas Underlying Developmental Plasticity of Seasonal Forms of Bicyclus anynana Butterflies
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Abstract

Organisms residing in regions with alternating seasons often develop different phenotypes, or forms, in each season. These forms are often adaptations to each season and result from an altered developmental response to specific environmental cues such as temperature. Although multiple studies have examined form-specific gene expression profiles in a diversity of species, little is known about how environments and developmental transitions, cued by hormone pulses, alter post-transcriptional patterns. In this study, we examine how gene expression, alternative splicing, and miRNA-mediated gene silencing in Bicyclus anynana butterfly hindwing tissue, varies across two rearing temperatures at four developmental timepoints. These timepoints flank two temperature-sensitive periods that coincide with two pulses of the insect hormone 20E. Our results suggest that developmental transitions, coincident with 20E pulses, elicit a greater impact on all these transcriptomic patterns than rearing temperatures per se. More similar transcriptomic patterns are observed pre-20E pulses than those observed post-20E pulses. We also found functionally distinct sets of differentially expressed genes (DEGs) and differentially spliced genes (DSGs) in the seasonal forms. Furthermore, around 10% of DEGs are predicted to be direct targets of, and regulated by, differentially expressed miRNAs (DEmiRs) between the seasonal forms. Many DEGs, DEmiRs, or DSGs potentially regulate eyespot size plasticity, and we validated the differential splicing pattern of one such gene, daughterless. We present a comprehensive and interactive transcriptomic atlas of the hindwing tissue of both seasonal forms of B. anynana throughout development, a model organism of seasonal plasticity.
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Introduction

Some organisms can change their physiology, behavior, or morphology in response to different environmental cues, an ability referred to as phenotypic plasticity. Plasticity can often be adaptive because different phenotypes are usually better suited for different environments (Stearns 1989; West-Eberhard 1989). Classical examples of phenotypic plasticity include predator-induced helmets in water fleas, changes in the shape of leaves in response to water submersion, changes in social insect caste in response to nutrition, and changes in butterfly wing patterns in response to seasons (Pfennig et al. 2010; Beldade et al. 2011). However, how such plastic systems have evolved late in the process of development, to generate different phenotypes from the same genome, is still poorly understood.

Emerging evidence suggests that both differential gene expression as well as less well-studied post-transcriptional processes such as alternative splicing, RNA editing, and micro-RNA (miRNA)-mediated gene silencing, all impact plastic traits (Marden 2008; Gommans et al. 2009; Li et al. 2014). Many studies have examined the differential gene expression patterns between different morphs in a series of polyphenic species (Brisson et al. 2007; Chen et al. 2012; Jiang et al. 2012; Daniels et al. 2014; Vilcinskas and Vogel 2016). Other studies have also revealed alternative splicing profiles in flies, pea aphids, fishes, and plants in response to different environmental cues (Long et al. 2013; Jaksić and Schlötterer 2016; Shang et al. 2017; Grantham and Brisson 2018; Healy and Schulte 2019). Differential alternative splicing is also observed in different castes of eusocial insects such as ants and bees (Foret et al. 2012; Cingolani et al. 2013; Li-Byarlay et al. 2013). The roles of miRNAs in mediating phenotypic plasticity have only begun to be elucidated. MiRNAs are small, noncoding RNAs of 20–22nt in length that usually bind 3′ untranslated regions (3′UTRs) of messenger RNAs (mRNAs) to mediate mRNA decay (Filipowicz 2005; Bartel 2009). Recent RNA deep sequencing projects revealed a large number of miRNAs differentially expressed in several polyphenic insects, including pea aphids, locusts, and butterflies (Wei et al. 2009; Legeai et al. 2010; Mukherjee et al. 2020). In addition, miRNAs are also essential regulators of insect
hormonal signaling involving 20-hydroxyecdysone (20E) biosynthesis, Ecdysone (20E) receptor (EcR) expression, and the expression of primary 20E response genes (Varghese and Cohen 2007; Jiang et al. 2013; Xiong et al. 2016; He et al. 2017, 2019; Peng et al. 2019).

To unravel how both gene expression as well as post-transcriptional processes are regulated during development in a plastic system, we focus on the African satyrid butterfly, Bicyclus anynana. This has been a classic model species for studies of phenotypic plasticity, primarily in wing color patterns. Some of its populations live in regions with alternating seasons, where changes in temperature cue the arrival of different future selective environments, and lead to the development of different forms of the butterfly (Brakefield and Reitsma 1991). The wet season (WS) form, which develops at high rearing temperature, exhibits large ventral hindwing eyespots, whereas the dry season (DS) form, that develops at lower temperature, exhibits very small eyespots (Brakefield and Larsen 1984; Brakefield and Reitsma 1991) (fig. 1A). Besides the plastic eyespot size, DS forms are also darker, with less contrasting wing color patterns, such as the transversal white band, the golden ring, and the eyespot centers (fig. 1A) (Mateus et al. 2014; Monteiro et al. 2015; van Bergen and Beldade 2019). The current hypothesis is that perhaps two different guilds of predators, with more invertebrate predators present in the WS, shape these wings patterns to either be prominent and conspicuous, to help deflect attacks toward the wing margin, or small and cryptic to prevent detection all together (Lyytinen et al. 2004; Prudic et al. 2015). Taken together, irrespective of the ultimate selective pressures that shape these alternative wing patterns, B. anynana has evolved a mechanism, cued by temperature, to develop these alternative forms, using the same genome.

One of the early mechanisms explored for the regulation of wing pattern plasticity in B. anynana was the endocrine system. Endocrine systems are often involved in the process of translating environmental cues to distinct phenotypes in polyphenic species (Dufy et al. 2002; Nijhout 2003). In B. anynana, higher rearing temperatures lead both to higher 20E hormone titers in a pulse during the wandering (Wr) stage, and to an earlier rise of a second 20E pulse in the pupal stage of WS forms relative to DS forms (fig. 1D) (Oostra et al. 2011; Monteiro et al. 2015). These distinct hormone profiles, coupled with the expression of the 20E receptor, EcR, in the hindwing eyespots of both forms, contribute to regulate hindwing eyespot size plasticity in this species (Mateus et al. 2014; Monteiro et al. 2015).

The 20E hormone system, however, is unlikely to be the only mechanism translating temperature to alternative phenotypes in B. anynana. It is possible that other hormonal systems or temperature-sensitive but endocrine-independent signaling pathways also contribute to the regulation of wing color pattern plasticity. This is because manipulations of 20E signaling alone, either at the Wr stage or early pupal stage, are insufficient to produce complete seasonal form mimics (Mateus et al. 2014; Monteiro et al. 2015).

Few studies have attempted to examine the interplay between hormone-mediated development and environment. In the case of B. anynana, how developmental transitions mediated by 20E pulses, and rearing temperatures, collaboratively remodel the landscape of various transcriptomic patterns, and how they correlate with each other, is still unknown. To make further progress on the molecular mechanisms of seasonal plasticity, we performed an unbiased transcriptomic analysis to decipher the genomewide omics patterns in the seasonal forms of B. anynana. We conducted RNA-sequencing (RNA-seq) and small RNA-seq (sRNA-seq) on female hindwings of both seasonal forms across four developmental timepoints just before and after the larval and pupal 20E pulses (fig. 1D). Since we are particularly interested in the regulation of eyespot size plasticity in the seasonal forms, we sequenced hindwing tissues, as hindwings have more eyespots and their eyespots are more plastic than those on the forewings (fig. 1A) (Monteiro et al. 2015). Three transcriptomic patterns consisting of (1) gene expression, (2) alternative splicing, and (3) miRNA-mediated gene silencing, and their correlations, were assessed in both seasonal forms throughout wing development.

Results

Staging of B. anynana Seasonal Forms

Precise staging of development is essential to compare seasonal forms at equivalent stages, especially when the seasonal forms show a different pace of development. Only females were used in the current study to avoid dealing with variation across sexes. Starting times of the wanderer (Wr) stage, prepupal (PP) stage, pupal (P) stage, and adult (A) stage (fig. 1B), and durations of the Wr, PP, and P stages (fig. 1C), were measured in both seasonal forms. In general, the starting times when individuals transit from one stage to the next, are highly gated with regards to photoperiod in WS forms, whereas those of DS forms appear more dispersed. Adult (A) emergences happen at around the same time of the day in both seasonal forms, but the starting times of Wr, PP, and P stages do not overlap between seasonal forms (fig. 1B). Durations of Wr, PP, and P stages are all significantly prolonged in DS forms (fig. 1C). Based on the previously measured 20E titers in both seasonal forms (fig. 1D) (Monteiro et al. 2015), female hindwings were dissected according to the staging measurements (fig. 1E) at 60% Wr stage (Wr60), 50% PP stage (PP50), 15% P stage (P15), and 50% P stage (P50), since they are critical developmental timepoints when late larval and pupal 20E titers start to rise or drop to basal levels (fig. 1D).

Note that although great efforts have been made to sample seasonal forms from the equivalent stages, it is possible that some of the seasonal form changes we were trying to capture could still be attributed to small discrepancies in developmental stage or other factors. This is inevitable. However, we assume that most changes in omics patterns observed from DS and WS samples from the equivalent stages are differences induced by rearing
temperatures, the only variable we changed to induce the two seasonal forms. Also, it is also likely that not all the omics pattern differences observed between seasonal forms will contribute to morphological differences in adult butterflies but may instead represent a general physiological response to different rearing temperatures.

Developmental Transitions Cued by 20E Pulses have a Larger Impact in Remodeling Gene Expression and Alternative Splicing than Rearing Temperatures

Genome-wide profiles of gene expression and alternative splicing were assessed across all data sets. Gene expression and splicing similarities were analyzed via principal
component analysis (PCA) and hierarchical clustering trees. In the PCA of gene expression, the first three major PCs (cumulatively 75% of total variance) separate the four developmental stages (fig. 2A, upper). In the hierarchical clustering tree, gene expression is primarily clustered by developmental stage, then by seasonal form (fig. 2A, lower). This indicates that developmental transitions trigger a substantially larger shift in gene expression than rearing temperatures do. In addition, Wr60 and P15, the two stages before the larval and pupal 20E pulses, respectively, are more closely clustered than PP50 and P50, the two stages after the larval and pupal 20E pulses, respectively (fig. 2A, lower). This indicates that each 20E pulse may induce dramatic- and stage-specific changes in gene expression in larval and pupal wings.

For alternative splicing, we first assessed the number of alternative splicing events in each sequencing library and across all libraries using rMATs (Shen et al. 2014). rMATs detects five types of alternative splicing events: skipped exons (SE), alternative 5′ splice sites (A5SS), alternative 3′ splice sites (A3SS), mutually exclusive exons (MXE), and retained introns (RI). Overall, 23,169 alternative splicing events were detected in 4,270 genes across all sequencing libraries. Around 36% of all expressed genes (Transcripts Per Million [TPM] > 0.1) had at least one alternative splicing event across all sequencing libraries (supplementary table S1, Supplementary Material online). Regarding different types of splicing event, a higher proportion of MXE and SE sites were detected relative to the other types from each sequencing library (except MXE found in WS_P50), and across all libraries (supplementary table S2, Supplementary Material online).

We then examined the global alternative splicing pattern across the sequencing libraries. In the PCA of alternative splicing, PC1 and PC2 (cumulatively 27% of total variance) separate the four developmental stages, whereas PC3 (8% of total variance) separates seasonal forms (fig. 2B, upper). In the hierarchical clustering tree, alternative splicing is primarily clustered by seasonal forms and then by developmental stages during Wr60 and P15, but the opposite happened during PP50 and P50, post-20E pulses (fig. 2B, lower). This suggests that temperature plays a primary role in remodeling alternative splicing patterns pre-20E pulses, whereas development plays the dominant role post-20E pulses. As observed for gene expression, Wr60 and P15 are also more closely clustered than PP50 and P50 (fig. 2B, lower). This suggests that the 20E pulses during larval and pupal stages, which have different intensities and dynamics in the two seasonal forms, not only impact gene expression, but also affect alternative splicing in a stage-specific manner.

**Seasonal Forms Exhibit Functionally Distinct Sets of Differentially Expressed Genes and Differentially Spliced Genes**

We then asked whether the differentially expressed (DE) genes (DEGs) were also differentially spliced (DS) genes (DSGs) between seasonal forms, or whether the DEGs and DSGs belonged to two different sets. To examine
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**Fig. 2.** Global gene expression and splicing patterns suggest the presence of distinct sets of DEGs and DSGs between seasonal forms. (A) Genome-wide gene expression and (B) alternative splicing patterns in the seasonal forms across four developmental timepoints were assessed using PCA and hierarchical clustering heatmaps using all genes. (C) The scatter plot shows the magnitudes of gene expression differences (log2FC) of DEGs (adjusted P value [Padj] < 0.05), and inclusion level differences (APSII) of DSGs (False Discovery Rate [FDR] < 0.05), between seasonal forms (WS form vs. DS form) during Wr60. Venn plot shows the number of DEGs, DSGs, and genes belonging to both sets. The other developmental timepoints are shown in supplementary figure S1, Supplementary Material online.
this, we first created sets of DEGs and DSGs for each developmental stage, and then examined the correlation between these gene sets between seasonal forms. Around 1,697–2,873 DEGs (Padj < 0.05) were discovered between seasonal forms at each developmental stage (supplementary tables S3 and S4, Supplementary Material online). For DSGs, 2,330–3,095 DS events (FDR < 0.05) were found in 928–1,416 DSGs between seasonal forms at each developmental stage, of which more than half contained MXE or SE sites (supplementary tables S5 and S6, Supplementary Material online). The majority of DSGs do not appear to be DEGs at each developmental stage (Wr60 stage, fig. 2C; other stages, supplementary fig. S1, Supplementary Material online), and vice versa.

To elucidate the function of DEGs and DSGs, we performed a functional enrichment analysis. Both the Kyoto Encyclopedia of Genes and Genomes (KEGG) and Gene Ontology (GO) enrichment analyses suggested that DEGs and DSGs between seasonal forms were enriched for distinct pathways and functions at each developmental stage (supplementary fig. S2, Supplementary Material online). During Wr60, the temperature-sensitive stage when eyespot size plasticity is primarily determined (Monteiro et al. 2015), a GO term ecdysteroid metabolic process (Padj < 0.0001), among others, was significantly enriched for genes up-regulated in the WS form (Padj < 0.05, log2FC > 1) (supplementary fig. S2A, Supplementary Material online), whereas a different set of GO terms related to transcriptional regulations, such as regulation of alternative mRNA splicing via spliceosome (Padj = 0.0012), and DNA-binding transcription factor activity (Padj = 0.0022), were significantly enriched for DSGs between seasonal forms at the same Wr60 stage (FDR < 0.05, |ΔPSI| > 0.1) (supplementary fig. S2C, Supplementary Material online). Similarly, the KEGG pathway insect hormone biosynthesis (Padj = 0.0186) was significantly enriched for genes up-regulated in the WS form (Padj < 0.05, log2FC > 1) (supplementary fig. S2B, Supplementary Material online), whereas different KEGG pathways such as Hippo signaling pathway-fly (Padj = 0.085) and MAPK signaling pathway-fly (Padj = 0.076) were enriched for DSGs between seasonal forms during Wr60 (FDR < 0.05, |ΔPSI| > 0.1) (supplementary fig. S2D, Supplementary Material online). These results suggest that DEGs and DSGs are different sets of genes with distinct functions in the seasonal forms.

Some Eyespot-Related Genes are Also DE or DS Between Seasonal Forms

We were particularly interested in examining the expression level and splicing patterns of genes that are differentially expressed in eyespots compared with non-eyespot wing tissues. In two previous studies, a total of 753 genes were identified as showing differential expression between eyespot and noneyespot tissues in forewings of WS forms during the early pupal stage (3 h after pupation), when microdissections of wing tissue can be performed (Özsu and Monteiro 2017; Murugesan et al. 2022). From these, 441 were up-regulated and 312 were down-regulated in eyespots compared with non-eyespot tissue (fig. 3A). We used this list of 753 DE eyespot genes in all the subsequent eyespot-related analysis, as any DE or DS patterns found between seasonal forms for these genes might underly eyespot size plasticity.

We discovered that some of the DE eyespot genes were also DE between seasonal forms at each developmental stage (fig. 3A, supplementary table S7, Supplementary Material online). During Wr60, when eyespot size is primarily determined (Monteiro et al. 2015), there was a higher number of eyespot up-regulated genes in the WS form (n = 75) than in the DS form (n = 51), and a higher number of eyespot down-regulated genes in the DS form (n = 72) than in the WS form (n = 42). Genes up-regulated in the eyespot could be essential for eyespot formation and differentiation, whereas those down-regulated in the eyespot could be eyespot repressors. Such bias was not observed in other stages (fig. 3A). Therefore, a larger number of eyespot up-regulated genes in the WS forms, with larger eyespots, and a larger number of eyespot down-regulated genes in the DS form with smaller eyespots, during the critical temperature-sensitive stage Wr60, is compelling evidence that these eyespot-associated genes might underly eyespot size plasticity in the seasonal forms (fig. 3A).

Many DE eyespot genes were also DS between seasonal forms at each developmental stage (supplementary table S7, Supplementary Material online), indicating that alternative splicing might also contribute to the regulation of eyespot size plasticity. We did not pursue a similar quantitative analysis of the DSGs observed because there is no clear biological meaning associated with variation in the frequency of splice forms, short of using functional tools.

We then examined to what extent eyespot DE and DS genes overlap between seasonal forms at each developmental stage. Among the whole set of eyespot genes that are either DE or DS between seasonal forms at each developmental stage, no more than 15% are both DE and DS (supplementary table S7, Supplementary Material online), suggesting that, as for the whole gene set, most eyespot genes that are DE, belong to a different set relative to those that are DS, between seasonal forms.

To examine the potential roles of some of these eyespot DEGs or DSGs, we highlighted the top 20 eyespot up-regulated genes that were also up-regulated in the WS form (fig. 3B), and the top 20 eyespot up-regulated genes that were also DS between seasonal forms (fig. 3C) during Wr60, the temperature-sensitive stage when eyespot plasticity is primarily determined (Monteiro et al. 2015).

Eyespot Gene Daughterless is not a DEG but a DSG in the Seasonal Forms

The top eyespot up-regulated gene that was also DS between seasonal forms is daughterless (da) (|ΔPSI| = 0.84, FDR < 0.05, fig. 3C), with a mutual exclusive splicing pattern. Major RNA-seq read junctions (read counts > 30)
linking adjacent exons of da are visualized in figure 3D. There are two newly discovered da exons that are not previously annotated in the NCBI genome (GCF_900239965.1), one primarily expressed in the DS form (DS exon), the other in the WS form (WS exon) (fig. 3D). Both quantitative polymerase chain reaction (qPCR) and regular PCR were performed to quantify the relative expression of the WS exon, DS exon, and a downstream common exon of da in the seasonal forms during Wr60 (fig. 3D). qPCR results showed that the common exon was expressed at an equivalent level in the seasonal forms \( P = 0.576 \), supported by the RNA-seq data that da is not a DEG \( P_{adj} > 0.05 \). The WS exon was expressed, however, at significantly higher levels in the WS form \( P < 0.001 \), and the DS exon at higher levels in the DS form \( P < 0.01 \) (fig. 3E). This result was supported by a regular PCR gel electrophoresis, where bands of equivalent intensity were observed for the common exon, and stronger bands were observed for the seasonal form-specific exons in the corresponding seasonal forms (fig. 3E). The results suggest that da is not DE between seasonal forms but exhibits a mutually exclusive splicing pattern in the seasonal forms during Wr60, in response to rearing temperatures.

Some Primary 20E Response Factors are Also Eyespot-Related Genes, Many of Which are DS But Not DE Between Seasonal Forms

To understand how 20E response factors react to 20E pulses, we examined the dynamic expression patterns of seven well-studied primary 20E response genes, EcR, Ultraspireacle (Usp), Broad complex (Br-C), Ec dysone-induced factors E74, E75, E93, and Fushi tarazu transcription factor 1 (Ftz-f1), in the seasonal forms throughout wing development (Song and Zhou 2020) (supplementary fig. S3A, Supplementary Material online). We observed that multiple primary 20E response factors EcR, Usp, E74, and Ftz-f1, showed significant up-regulations during the transition from Wr60 to PP50, spanning the larval 20E pulse, in both seasonal forms. In contrast,
down-regulations were observed for most of these factors during the transition from P15 to P50, spanning the pupal 20E pulse (supplementary fig. S3A, Supplementary Material online). This suggest that primary 20E response factors could be short lived and their rapid response to 20E might only be captured across the shorter interval that flanks the larval 20E pulse, but not across the longer interval that flanks the pupal pulse (1 day and 2.5 days, respectively for WS forms). These primary 20E response factors might have dropped to a basal level, or below, before the time 20E also drops to a basal level during P50.

We then checked whether some of these primary 20E response factors were also DE eyespot genes or previously shown to exhibit eyespot-related expression patterns. We found that four genes, EcR (Mateus et al. 2014; Monteiro et al. 2015), Usp (Bhardwaj 2018), Br-C (Mateus et al. 2014), and Ftz-f1 (in the DE eyespot gene list), were DE (up-regulated) in eyespots. We then examined whether they were DE or DS between seasonal forms, before (Wr60) or after (PP50) the larval 20E pulse, when hindwing eyespot size is primarily determined (Monteiro et al. 2015). Only Br-C showed marginally higher expression in DS forms compared with WS forms during PP50 (log2FC = −0.44, Padj < 0.05) (supplementary fig. S3A, Supplementary Material online). However, EcR, Usp, and Br-C were all DS between seasonal forms both at Wr60 and at PP50 with very few differences across the two stages. This suggests that these DS patterns might be independent of 20E signaling, but a response to temperature instead (supplementary fig. S3B, Supplementary Material online). The DS of Ftz-F1, however, might be triggered by the 20E pulse because the DS pattern only appeared at PP50, but not at Wr60 (supplementary fig. S3B, Supplementary Material online). These results suggest that these four primary 20E response genes are highly expressed in eyespots of both seasonal forms, but their expression level is mostly comparable across seasonal forms. These genes, however, are DS mostly in response to temperature, rather than 20E, between seasonal forms.

Developmental Transitions Cued by 20E Pulses have a Larger Impact in Remodeling miRNA Expression than Rearing Temperatures

Because sRNAs play an important role in the post-transcriptional regulation of gene expression, we performed sRNA-seq on the same samples used for RNA-seq to elucidate the expression patterns of sRNAs in the seasonal forms of B. anynana.

After adaptor trimming, the raw sRNA-seq reads exhibited a bimodal distribution, peaking at 22nt and 28nt, which are the typical lengths of miRNAs and piwi-interacting RNAs (piRNA), respectively (supplementary fig. S4, Supplementary Material online). Major types of sRNAs were already annotated in the B. anynana v1.2 genome (GCF_900239965.1, see Materials and Methods for more detail). Since miRNAs had never been annotated in B. anynana before, we annotated the first set of miRNAs in B. anynana, and then determined how the composition of sRNAs varied across developmental stages and seasonal forms. The results suggest that the sRNA population in B. anynana is mainly composed of miRNAs and intergenic sRNAs, generally
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**Fig. 4.** Small RNA compositions and expression of miRNAs in the seasonal forms during wing development. (A) The composition of the small RNA population in B. anynana developing wings. (B) The proportion of novel and conserved miRNAs annotated in Bicyclus anynana. (C) The top 10 highly expressed miRNAs in the seasonal forms across wing development. (D) PCA and hierarchical clustering heatmap showing the global miRNA expression similarity in the seasonal forms throughout wing development using all miRNAs. (E) The volcano plot highlights DEmiRs between seasonal forms during Wr60.
considered piRNAs (John et al. 2018), and the composition of sRNAs is stable across developmental stages and seasonal forms (fig. 4A).

We then focused on miRNAs and investigated to what extent they were previously annotated in other species. Within the set of 336 precursor miRNAs that were annotated in B. anynana, 91 (27%) are conserved, with orthologous miRNAs found in other species registered in miRBase (Griffiths-Jones et al. 2006), whereas the rest are novel to B. anynana (fig. 4B). Mature sequences of all miRNAs and the novel predicted miRNAs showed 5’U preference, a feature of genuine miRNAs (Lau et al. 2001) (supplementary fig. S5, Supplementary Material online).

We then examined how miRNAs varied between seasonal forms and developmental stages. In each sequencing library, the total miRNA population is mainly comprised of several highly expressed miRNAs, and the composition of the highly expressed miRNAs varies primarily across developmental stages (fig. 4C). In the PCA of miRNA expression, PC1 and PC2 (cumulatively explaining 38% of total variance) separate the four developmental stages, whereas PC3 (9% of total variance) separates the seasonal forms (fig. 4D, left). As previously observed for the gene expression and splicing patterns, miRNAs are primarily clustered by developmental stage, then by seasonal form (fig. 4D, right). Also, Wr60 and P15, the two stages before the larval and pupal 20E pulses, cluster more closely together than PP50 and PS50, the two stages after the 20E pulses (fig. 4D, right). This suggest that, as for gene expression and alternative splicing, developmental transitions that coincide with 20E pulses, also have a larger impact in remodeling miRNA expression than rearing temperatures. The differentially expressed miRNAs (DEmiRs) between seasonal forms, at each developmental stage, were summarized in supplementary tables S8 and S9, Supplementary Material online. DEmiRs between seasonal forms during Wr60 are highlighted in figure 4E.

Discussion

Multiple Transcriptomic Patterns Coordinate Response to Developmental Transitions Cued by 20E Pulses and Rearing Temperatures

In this study, we examined how developmental transitions, cued by 20E pulses, and rearing temperatures shaped multiple transcriptomic patterns, including gene expression, alternative splicing, and miRNA-mediated gene silencing, in B. anynana hindwing tissue. We observed a stronger genome-wide response to developmental transitions than to rearing temperatures across all the transcriptomic patterns assessed (figs. 2A, B and 4D). Moreover, all these transcriptomic patterns are more similar pre-20E pulses, during Wr60 and P15, than post-20E pulses, during PP50 and PS50, suggesting that 20E could be an important regulator of multiple transcriptomic patterns in a stage-specific way (figs. 2A, B and 4D).

Transcriptomic profiles are closely intertwined with chromatin accessibility during insect metamorphosis (Mukherjee et al. 2012), and chromatin remodeling is
potentially mediated by 20E signaling. We observed that multiple primary ecdysone response factors, \( E\text{cR} \), \( U\text{sp} \), \( E74 \), and \( Ftz-f1 \), showed significant up-regulations during the transition from Wr60 to PP50 (supplementary fig. S3, Supplementary Material online). Three of these factors (\( E\text{cR} \), \( U\text{sp} \), and \( Ftz-f1 \)) were also up-regulated in another butterfly, \( J\text{unonia coenia} \), during the same larval–prepupal transition, concurrently with a strong motif enrichment in open chromatin regions for the recognition sequences of these factors (van der Burg et al. 2019). This suggests that chromatin remodeling, potentially mediated by ecdysone response factors, might bring about massive transcriptomic changes post-20E pulses. It also explains why transcriptomic profiles are most similar pre-20E pulses, during Wr60 and P15, when changes in the chromatin accessibility have not yet taken place.

Environmental cues such as temperature, on the other hand, can also remodel chromatin status, and impact trait plasticity in insects (Gibert et al. 2007). Our results suggest that the chromatin remodeling induced by both developmental transitions and temperatures might coordinately impact both gene expression and various post-transcriptional features, including alternative splicing and miRNA expression, with a larger impact attributed to developmental transitions, cued by hormone pulses (fig. 6). The extent that each of these transcriptomic differences is involved in the process of producing plastic wing pattern morphologies, remains to be investigated.

**Fig. 5.** The construction of a DEG–DEmiR regulatory network between seasonal forms. (A) A pipeline was used to predict high-confidence regulatory interactions between DEGs and DEmiRs in the seasonal forms. (B) First, three in silico tools, TargetScan, miRanda, and PITA, were used to search binding sites of pooled DEmiRs in the 3′UTRs of pooled DEGs between seasonal forms from all developmental timepoints examined. (C) The predicted targeting pairs were then filtered for a negative correlation (Pearson correlation \( r < 0 \), \( P < 0.05 \)) between expression levels of paired genes and miRNAs across all samples, generating 3,291 validated pairs. S, significant; NS, not significant. (D) Finally, the validated DEG and DEmiRs should show opposite directions of fold-changes between seasonal forms at the corresponding stages, generating a final list of DEG–DEmiR interactions between seasonal forms. Bar plot shows the proportion of DEGs and DEmiRs involved in the DEG–DEmiR regulatory network split by developmental stage. (E) The complete network. The top two hub miRNAs are labeled. (F) A proportion of the network showing eyespot-associated genes predicted to be under direct control of miRNAs during Wr60.
Post-transcriptional Regulations are Understudied Mechanisms Underlying Developmental Plasticity

We showed that 36% of the total *B. anynana* transcriptome can be alternatively spliced, which is a comparable proportion to that observed in some invertebrates such as *Drosophila melanogaster*, *Nematostella vectensis*, and pea aphids (Chen et al. 2014). We also observed a higher proportion of splicing events being MXE and SE, the two types that are more likely to produce functional proteins, as they are more likely to retain an open reading frame (Weatheritt et al. 2016; Grantham and Brisson 2018). Moreover, these two types also constitute over half of the DS events observed between seasonal forms. These data suggest that diverse proteins generated via alternative splicing may play a role in regulating phenotypic plasticity in *B. anynana*.

We also showed that DEGs and DSGs are distinct sets of genes between seasonal forms, which were also observed in the polyphenic pea aphids (Grantham and Brisson 2018). Differential gene expression produces the same gene products with different abundance, whereas alternative splicing produces functionally distinct protein products with similar abundance. Our results indicate that distinct sets of genes undergo these two types of regulations, and each set might mediate divergent functional changes in the seasonal forms. Taken together, differential gene expression and alternative splicing appear to work independently, rather than synergistically, in response to environmental cues that underly plastic traits.

In this study, we also annotated the first set of miRNAs in *B. anynana*. Most of the miRNAs annotated are novel, supported by evidence that there exists a burst of miRNA innovations in the early radiation of lepidoptera. We showed that 36% of the total *B. anynana* transcriptome can be alternatively spliced, which is a comparable proportion to that observed in some invertebrates such as *Drosophila melanogaster*, *Nematostella vectensis*, and pea aphids (Chen et al. 2014). We also observed a higher proportion of splicing events being MXE and SE, the two types that are more likely to produce functional proteins, as they are more likely to retain an open reading frame (Weatheritt et al. 2016; Grantham and Brisson 2018). Moreover, these two types also constitute over half of the DS events observed between seasonal forms. These data suggest that diverse proteins generated via alternative splicing may play a role in regulating phenotypic plasticity in *B. anynana*.

We also showed that DEGs and DSGs are distinct sets of genes between seasonal forms, which were also observed in the polyphenic pea aphids (Grantham and Brisson 2018). Differential gene expression produces the same gene products with different abundance, whereas alternative splicing produces functionally distinct protein products with similar abundance. Our results indicate that distinct sets of genes undergo these two types of regulations, and each set might mediate divergent functional changes in the seasonal forms. Taken together, differential gene expression and alternative splicing appear to work independently, rather than synergistically, in response to environmental cues that underly plastic traits.

In this study, we also annotated the first set of miRNAs in *B. anynana*. Most of the miRNAs annotated are novel, supported by evidence that there exists a burst of miRNA innovations in the early radiation of lepidoptera

DE or DS Eyespot Genes, and DEmiRs Regulating Eyespot genes, are Putative Eyespot Size Regulators

We found many eyespot up-regulated genes that are also up-regulated in the WS form during Wr60, when eyespot size plasticity is primarily determined (fig. 3B) (Monteiro et al. 2015). Top candidates exhibiting the largest expression fold-changes between the seasonal forms, highlight some of the genes that could potentially be involved in eyespot size plasticity. Tollo encodes a Toll-like receptor protein involved in immune responses in *Drosophila* (Akhouayri et al. 2011). A recent study identified the Toll signaling pathway as potentially involved in eyespot formation in *B. anynana* (Özsu and Monteiro 2017). Thus, higher Tollo expression in the WS form could potentially lead to larger eyespots. *Painless* encodes a cation channel protein, that is, sensitive to high temperature in *Drosophila* (Sokabe and Tominga 2009). Eyespot expression of *pain* and its higher expression in the WS form suggest that this sensor gene could possibly be wired to the eyespot gene regulatory network to make WS eyespots hypersensitive to elevated temperature, thereby regulating eyespot size in direct response to rearing temperatures. Juvenile hormone (JH) epoxide hydrolase 2 (*Jheh2*) catalyzes JH hydrolysis (Share and Roe 1988). Since JH signaling and 20E signaling are antagonistic, higher *Jheh2* expression in the eyespots in the WS form could potentially reduce JH levels in the eyespot centers and facilitate higher 20E signaling in the WS form during Wr60 to produce larger eyespots.

Some of the primary 20E response genes that also appeared as eyespot up-regulated genes, such as *EcR*, *Usp*, and *Ftz-F1*, were not DE between seasonal forms at both Wr60 and PP50. This suggests that temperature leads to higher 20E titers in WS forms, but perhaps both the DS form and the WS form titers are sufficient to drive the expression of primary 20E response genes in similar amounts. It is then the 20E titer difference, per se, that might create the 20E signaling asymmetry affecting downstream targets, and eyespot size plasticity in the two seasonal forms, as previously suggested (Monteiro et al. 2015).

We also noticed that a gene involved in the final step of 20E biogenesis, *shade* (*shd*) (Petryk et al. 2003), and another gene encoding a channel protein that facilitates the importation of 20E from hemolymph into cells, *Ecdysone Importer* (*Ecl*) (Okamoto et al. 2018), are up-regulated in the WS form during Wr60 (supplementary table S4, Supplementary Material online). Although these genes do not appear to be eyespot genes, they may induce an overall higher 20E
production and a higher 20E sensitivity across WS wings, promoting the formation of larger eyespots in the WS form.

For eyespot genes that are DSGs (fig. 3C), we highlighted da, a gene encoding a class I basic helix-loop-helix (bHLH) protein with diverse roles in insect development, including sex determination, neural differentiation, and oogenesis (Cline 1978; Caudy et al. 1988; Cummings and Cronmiller 1994). In this study, da was predicted to have a mutual exclusive splicing pattern between seasonal forms, during Wr60, in response to rearing temperatures. Both qPCR and regular PCR followed by gel electrophoresis successfully validated this pattern. In Drosophila, Da cooperates with two other bHLH proteins, Achaete and Scute, to control the development of sensory bristles (Caudy et al. 1988; Jafar-Nejad et al. 2006). Since insect sensory bristles are homologous to butterfly wing scales (Galant et al. 1998; Connahs et al. 2019), we propose that Da also plays a role in butterfly scale development.

Apart from da, multiple eyespot up-regulated genes that are primary 20E response factors, such as EcR, Usp, Br-C, and Ftz-F1, were also DS between seasonal forms during Wr60 and/or PP50, although most of them were not DE. The exact roles of these alternatively spliced proteins in each seasonal form, however, need to be further investigated using functional tools.

The most significant DEmiRs between seasonal forms, during Wr60, were miR-278-5p and miR-2788-5p, both up-regulated in the DS form (fig. 4E). The counterpart strand of miR-278-5p, miR-278-3p, is known to repress JH signaling by targeting a JH early response gene Krüppel-homolog 1 (Kr-h1) (Song et al. 2018). Although it is unknown whether miR-278-5p also regulates JH signaling in B. anynana, the DEG–DemiR regulatory network suggests that miR-278-5p directly represses an eyespot gene CG46385 in the DS form (fig. 5F). CG46385 was predicted to be an adenyllytransferase with yet unknown roles in eyespot development. Mir-2788 is one of the two miRNAs located within the Horn region, a genomic locus associated with the hindwing yellow bar pattern in Heliconius melpomene butterflies (Surridge et al. 2011). Future functional studies should investigate the potential role of mir-2788 in the development of butterfly wing patterns, in both polyphenic and polymorphic species. Multiple miRNAs were predicted to directly target eyespot genes that were DE between seasonal forms. Some of these miRNAs are predicted to target multiple eyespot genes, and individual eyespot genes were also predicted targets of multiple miRNAs. It is possible that some of these miRNAs might underly eyespot size plasticity in the B. anynana seasonal forms.

Limitations and Future Directions

Some limitations of our interpretations of the genetic basis of hindwing eyespot size plasticity include cross-referencing a list of DEGs between forewing Cu1 eyespots and adjacent noeyespot tissue from the early pupal forewings, at 3 h post-pupation, in our current study that investigates transcriptomic patterns in both larval as well as pupal hindwings. By doing this we assumed that forewing and hindwing eyespots, at different developmental stages, share the same set of eyespot genes with similar functions, which is not necessarily true. For instance, a homeobox gene, Ultrabithorax (Ubx), is only expressed in hindwings but not in forewings, and yet is essential for hindwing eyespot development (Matsuoka and Monteiro 2021). Another homeobox gene, Antennapedia (Antp), has a different function in forewing and hindwing eyespots; when Antp is disrupted, eyespots disappear from forewings but only become smaller and without a white center in hindwings (Matsuoka and Monteiro 2021). Therefore, this cross-referencing might have biased our interpretations. Moreover, there is limited resolution to infer changes in omics patterns in the relatively small eyespot regions when whole wing RNA-seq and sRNA-seq datasets are used, as both gene and miRNA expression are highly cell/tissue-specific in insects (Aboobaker et al. 2005; Li et al. 2022). Lastly, many of the eyespot-related patterns described might not directly relate to eyespot size plasticity or other morphological differences observed across seasonal forms, but rather to a general physiological response of the whole wing tissue to temperature (Daniels et al. 2014).

Future functional studies are needed to validate the functions of the candidate genes/miRNAs proposed for regulating hindwing eyespot plasticity. Moreover, future studies should examine the omics patterns specifically in the eyespot region across seasonal forms, which will involve more sophisticated dissections of eyespot cells from larval wings. The omics patterns of color- or pigmentation-related genes or miRNAs between seasonal forms, should be investigated especially during P15 and P50, the two pupal stages when butterfly wing color plasticity is determined (Daniels et al. 2014). This could provide more insights on how the background wing color differences are regulated in the seasonal forms of B. anynana and other species with seasonally plastic wing colors. Overall, we generated a comprehensive transcriptomic atlas in a model system of seasonal plasticity at four key points in development, which will aid in deciphering the molecular mechanisms underlying phenotypic plasticity.

Materials and Methods

Insect Husbandry

The wild-type lab population of B. anynana was reared in two climate rooms at 27 °C and 17 °C, leading to the development of WS and DS forms, respectively. Both climate rooms have a 12:12 light:night cycle with 60% relative humidity. Larvae were fed young corn leaves and adult butterflies were fed mashed banana on moist cotton.

Developmental Staging of the Seasonal Forms

A precise developmental staging method was adopted to sample wings from equivalent developmental timepoints across the two seasonal forms. Fifth instar female larvae were reared in individual transparent containers with corn leaves, and imaged every 30 min using the time-lapse function of an Olympus Tough TG-5 camera. The initiation of the Wr stage happened when the larva stopped
feeding, leaving the food, and climbing up to the cap or the inner wall of the container. The initiation of the PP stage happened when the larva began hanging upside down and became J-shaped. The initiation of the P and A stages were marked by the pupal and adult eclosion, respectively. The transition start times and durations of the Wr, PP, P, and A stages (no durations recorded for the A stage) were recorded for both seasonal forms, involving 20–41 individuals in each measurement.

Since the transition start times and durations were highly consistent with photoperiods in the WS forms (fig. 1B and C), WS individuals were dissected exactly at the expected dissection time of the day according to the staging h/days (fig. 1E). However, the transition start times (except that for the A stage) were highly dispersed and unpredictable in the DS forms (fig. 1B), but the durations were quite constant, although prolonged compared with the WS form (fig. 1C). Therefore, DS individuals were imaged individually to precisely determine their transition start times and were staged individually (fig. 1E). As a result, the expected dissection time could vary from individual to individual for the DS individuals. Since photoperiod itself might also affect hormone titers and transcriptomic patterns in insects (Schiessari et al. 2011), we dissected DS individuals only if their expected dissection times were comparable to the expected dissection times of the WS individuals sampled from the same stage, to minimize a potential circadian effect difference between seasonal forms.

Sample Preparation and Sequencing

WS and DS hindwings were collected from four developmental time points, 60% Wr stage (Wr60), 50% PP stage (PP50), 15% P (P15), and 50% P stage (P50). Each condition consists of four biological replicates, with four hindwings (both left wings and right wings) pooled from two individuals in each replicate. All wings were sampled from females. Fresh tissues were kept in RNAlater solution at 4 °C overnight and stored at −80 °C.

Total RNAs were extracted using mirVana miRNA Isolation Kit, following the total RNA isolation procedure. The total RNA extracted was equally divided into two separate tubes, one for RNA-seq and the other for sRNA-seq. All the total RNA samples were checked for quantity and integrity by Nanodrop, gel electrophoresis, and Agilent 2100. For RNA-seq, mRNA libraries were constructed using the NEBNext Ultra Directional RNA Library Prep Kit. Library quality was assessed by Qubit 2.0, Agilent 2100, and q-PCR. Over 30 million 150 bp paired-end reads were sequenced from each biological replicate using NovaSeq 6000. For sRNAs-seq, sRNA libraries were constructed using the NEBNext Multiplex Small RNA Library Prep Set. Library quality was assessed by Qubit 2.0, Agilent 2100, and q-PCR. Over 20 million 50 bp single-end reads were sequenced for each biological replicate using NovaSeq 6000. The quality control for total RNA samples, library construction, and Illumina sequencing was carried out by NovogeneAIT, Singapore.

Differential Gene Expression Analysis

Trimmomatic 0.39 (Bolger et al. 2014) was used to trim adaptors from the raw sequencing data to generate clean reads (options: PE ILLUMINACLIP:TruSeq3-PE.fa:2:30:10:8: true MAXINFO:40:0.2). The MAXINFO option was used to favor longer reads over read correctness since the quality of the raw reads was high. Quality control checks were performed using FastQC 0.11.5 before and after adaptor trimming. For differential gene expression analysis, gene models were obtained from the NCBI B. anynana v1.2 genome (Nowell et al. 2017) (GCF_900239965.1). Gene models were downloaded from: https://ftp.ncbi.nlm.nih.gov/genomes/all/annotation_releases/110368/100/. Clean reads were used to quantify all the annotated transcripts using Salmon 1.2.1 (Patro et al. 2017) with the quasimapping mode (options: –validateMappings –seqBias – gcBias). Trimming and Salmon mapping statistics were summarized in supplementary table S10, Supplementary Material online. Raw transcript counts were imported in R studio and converted to gene-level counts using the R package tximport (Soneson et al. 2015). The raw gene counts were normalized, and DE analysis was performed using DESeq2 (Love et al. 2014) in R studio. One of the RNA-seq libraries, DS2_P15, appeared as an obvious outlier, thus was excluded in all subsequent analysis (supplementary fig. S6, Supplementary Material online).

Functional Annotation and Enrichment Analysis

A local blastx was performed to blast all the CDS regions of the annotated genes in the NCBI B. anynana v1.2 genome (GCF_900239965.1) against a nonredundant (nr) protein database using diamond 0.9.30 (Buchfink et al. 2015) (options: –e 1e-5 -f 5 -k 20). The annotation result was imported in Omicsbox, and blast2GO (Conesa et al. 2005) was run to get the GO (Ashburner et al. 2000) annotations. Meanwhile, InterProScan (Jones et al. 2014) and EggNOG mapper (Huerta-Cepas et al. 2019) were also run for all the CDS regions using Omicsbox. The resulting GO terms from blast2GO, InterProScan, and EggNOG were merged using Omicsbox. The KEGG (Kanehisa and Goto 2000) annotation was obtained directly from the EggNOG mapper results. GO and KEGG pathway enrichment analysis was performed using the R package clusterProfiler (Yu et al. 2012).

Alternative Splicing Analysis

Clean RNA-seq reads were aligned to the B. anynana v1.2 genome using HISAT2 2.1.0 (Kim et al. 2015). HISAT2 alignment statistics were summarized in supplementary table S10, Supplementary Material online. rMATS turbo v4.1.0 (Shen et al. 2014) was used to detect alternative splicing events. rMATS reports six types of alternative splicing events, including SE, A5SS, A3SS, MXE, and RI.

First, alternative splicing events were assessed in each seasonal form and developmental stage separately (options: -t single –readLength 150 –variable-read-length – novelSS). By specifying –novelSS, both annotated splice junctions in the B. anynana v1.2 genome and novel
junctions were assessed. A sum of 20 counts was required for both inclusion and skipping junctions to support a splice site. To filter out splicing forms of extremely low abundance, which are potentially due to splicing mistakes, confidential splice sites were required to have a mean percentage spliced in (PSI) level (reported as inclusion level by rMATS) over 0.1 and <0.9, as suggested by multiple studies (Wang et al. 2008; Shapiro et al. 2011; He et al. 2015; Grantham and Brisson 2018).

rMATS was also used to assess differential splicing patterns between seasonal forms. Pair-wise comparisons between seasonal forms were made at each developmental stage. Although a sum of 20 counts of both inclusion and skipping junctions was still required to support a splice site, the PSI filter was not applied since there could be spliced forms only existing in one seasonal form but not the other, in this case, with a PSI level of 0 or 1 in one seasonal form. The inclusion level difference ($\Delta$PSI) between seasonal forms (mean PSI of DS forms – mean PSI of WS forms) was reported by rMATS. A splice site was considered DS when FDR $< 0.05$. A gene was considered DSG if it has at least one DS site between seasonal forms. If a DSG had multiple DS sites, the DS site with the maximum absolute value of $\Delta$PSI was used to represent the differential splicing level of the gene.

qPCR and Regular PCR Validation of the Differential Splicing Pattern of Daughterless

For qPCR, total RNA was extracted from Wr60 hindwings in both seasonal forms using QiAGEN RNAeasy Plus Mini Kit. Total RNA from three individuals was pooled as one biological replicate, five biological replicates were included in the qPCR analysis. Total RNA was reverse transcribed into cDNA using SuperScript II Reverse Transcriptase. Three sets of primers were designed to amplify a ~85 bp amplicon of the DS exon, WS exon, and a downstream common exon of da as shown in figure 3D. RpS18 was used as a housekeeping gene. KAPA SYBR FAST qPCR Master Mix was used for qPCR quantification, involving three technical replicates for each biological replicate. The same sets of primers were used for a regular PCR followed by gel electrophoresis to visualize the bands of the amplicons. The primer sequences and their efficiencies in the qPCR analysis were shown in supplementary table S11, Supplementary Material online. An analysis of the stability of the housekeeping gene RpS18 was shown in supplementary fig. S7, Supplementary Material online.

sRNA-seq Data Curation and Annotation

Adaptors were trimmed from the raw sequencing data using Trimmaticom 0.39 (options: SE ILLUMINACLIP: TruSeq3-SE.fa:2:30:10). Quality control checks were performed using FastQC 0.11.5 before and after trimming.

To improve miRNA annotation, rRNAs, tRNAs, snRNAs, and snoRNAs were removed by aligning against the corresponding sequences in the NCBI B. anynana v1.2 genome (GCF_900239965.1) using SortMeRNA 2.1b (Kopylova et al. 2012). To remove contaminant sequences, rRNAs were further removed by aligning against all the rRNA libraries provided with the SortMeRNA distribution, which includes Rfam 5s, Rfam 5.8s, and Bacterial, Archaea, and Eukaryotic SILVA rRNA Databases (Griffiths-Jones et al. 2003; Quast et al. 2012). tRNAs were further removed by aligning against Rfam tRNA and GrRNaDB (Griffiths-Jones et al. 2003; Chan and Lowe 2009). Then, clean reads between 17 and 25nt were used to annotate miRNAs as described below. The curation statistics of sRNA-seq data for miRNA annotation were summarized in supplementary table S12, Supplementary Material online.

To annotate the complete sRNA composition in B. anynana, adaptor trimmed clean reads were aligned to the B. anynana v1.2 genome using STAR 2.7.8a (Dobin et al. 2013) (options: –alignIntronMax 1 –outFilterMultimapNmax 100,000 –outFilterMismatchNmax 3). The predicted miRNA precursors, as well as the annotated rRNA, tRNA, snRNA, snoRNA, and mRNA from the B. anynana v1.2 genome (GCF_900239965.1) were used to annotate the sRNA composition using unitas 1.7.7 (Gebert et al. 2017).

miRNA Annotation and Differential Expression

miRNAs were annotated and quantified using miRDeep2 0.1.3 (Friedländer et al. 2012). First, clean sRNA-seq reads between 17 and 25nt were mapped to the genome using mapper.pl (options: -d -e -h -l 16 -m -q). The hairpin-like miRNA precursors were then predicted by the miRDeep2.pl module using all the sequencing libraries with default settings. All mature miRNA sequences of H. melpomene, Bombyx mori, and D. melanogaster from miRBase 22.1 (Griffiths-Jones et al. 2006) were used as closely related species to guide the annotation.

The annotated miRNA precursors were considered true positives if they satisfied the following criteria: significant randfold P-value; miRDeep2 score >3. To identify conserved and novel miRNAs, mature miRNAs were blasted against miRBase 22.1, those with a hit were considered conserved miRNAs, whereas those with no hit were considered novel miRNAs. We found identical or highly similar miRNAs derived from different genomic loci. To generate a nonredundant set of mature miRNAs for naming purposes, all mature miRNAs were blasted against themselves to find identical or similar sequences. All conserved miRNAs were manually named under the miRNA nomenclature guidelines (Desvignes et al. 2015), whereas a prefix “novel” was used for novel miRNAs. The complete annotation of miRNAs in B. anynana hindwing tissue was summarized in supplementary table S13, Supplementary Material online.

MiRNA expression was quantified using the quantifier.pl module of miRDeep2. Total miRNA counts were normalized, and DE analysis was performed using DESeq2 in R studio.
miRNA Target Prediction and the Construction of a Gene-miRNA Regulatory Network

A stringent pipeline was designed to select high-confidence miRNA–gene targeting pairs. First, 3′UTR regions were extracted from all the DEGs between seasonal forms and were searched for targeting sites of all the DEMiRs between seasonal forms, using three de novo miRNA target prediction tools, TargetScan (Lewis et al. 2003), miranda (Enright et al. 2003), and PITA (Kertesz et al. 2007). The resulting miR–gene targeting pairs successfully predicted by all three tools were filtered for a significant negative correlation (Pearson correlation $r < 0$, $P < 0.05$) between expression levels of paired genes and miRNAs across all sequencing samples. Finally, the validated gene–miRNA pairs were considered true if DEGs and DEMiRs showed opposite directions of fold-change between seasonal forms at the corresponding developmental stage. The resulting DEMiR–DEG network was visualized using Cytoscape (Shannon et al. 2003).

Supplementary Material

Supplementary data are available at Molecular Biology and Evolution online.

Acknowledgments

We thank Kathleen Prudic and Shivam Bhardwaj for providing the hormonal data in figure 1D. S.T. and this work was supported by the National Research Foundation (NRF) Singapore, under the Investigatorship Program (NRF-NRFI05-2019-0006 Award) and the Competitive Research Program (NRF-CRP20-2017-0001 Award).

Data Availability

All Illumina reads of RNA-seq and sRNA-seq are available under NCBI BioProject PRJNA844216 (http://www.ncbi.nlm.nih.gov/bioproject/844216).

References

Aboobaker AA, Tomancak P, Patel N, Rubin GM, Lai EC. 2005. Drosophila microRNAs exhibit diverse spatial expression patterns during embryonic development. Proc Natl Acad Sci U S A. 102:18017–18022.

Akhouayri I, Turc C, Royet J, Charroux B. 2011. Toll-8/Tollo negatively regulates antimicrobial response in the Drosophila respiratory epithelium. PLoS Pathogens 7:e1002319.

Ashburner M, Ball CA, Blake JA, Botstein D, Butler H, Cherry JM, Davis AP, Dolinski K, Dwight SS, Eppig JT, et al. 2000. Gene ontology: tool for the unification of biology. Nat Genet. 25:25–29.

Bartel DP. 2009. MicroRNAs: target recognition and regulatory functions. Cell 136:215–233.

Beldade P, Mateus ARA, Keller RA. 2011. Evolution and molecular mechanisms of adaptive developmental plasticity. Mol Ecol. 20:1347–1363.

Bhardwaj S. 2018. The evolution of phenotypic plasticity in butterflies. [PhD Thesis]: National University of Singapore.

Bolger AM, Lohse M, Usadel B. 2014. Trimomatic: a flexible trimmer for Illumina sequence data. Bioinformatics 30:2114–2120.

Brakefield PM, Larsen TB. 1984. The evolutionary significance of dry and wet season forms in some tropical butterflies. Biol J Linnean Soc. 22:1–12.

Brisson JA, Davis GK, Stern DL. 2007. Common genome-wide patterns of transcript accumulation underlying the wing polyphenism and polymorphism in the pea aphid (Acyrthosiphon pisum). Evol Dev. 9:338–346.

Buchfink B, Xie C, Huson DH. 2015. Fast and sensitive protein alignment using DIAMOND. Nat Methods. 12:59–60.

Caudy A, Vassil H, Brand M, Tuma R, Jah LY, Jan NY. 1988. Daughterless, a Drosophila gene essential for both neurogenesis and sex determination, has sequence similarities to myc and the achaete-scute complex. Cell 55:1061–1067.

Chan PP, Lowe TM. 2009. GrRNAdb: a database of transfer RNA genes detected in genomic sequence. Nucl Acids Res. 37: D93–D97.

Chen L, Bush SJ, Tovar-Corona JM, Castillo-Morales A, Urrutia AO. 2014. Correcting for differential transcript coverage reveals a strong relationship between alternative splicing and organism complexity. Mol Biol Evol. 31:1402–1413.

Chen X, Hu Y, Zheng H, Cao L, Niu D, Yu D, Sun Y, Hu S, Hu F. 2012. Transcriptome comparison between honey bee queen- and worker-derived larvae. Insect Biochem Mol Biol. 42:665–673.

Cingolani P, Cao X, Khetani RS, Chen C-C, Coon M, Sammak A, Bolli-Eisheiser A, Land S, Huang Y, Hudson ME, et al. 2013. Intrinsic non-CC DNA hydroxymethylation and alternative mRNA splicing in honey bees. BMC Genom 14:1–15.

Cline TW. 1978. Two closely linked mutations in Drosophila melanogaster that are lethal to opposite sexes and interact with daughterless. Genetics. 90:683–697.

Conesa A, Gótz S, García-Gómez JM, Terol J, Talón M, Robles M. 2005. Blast2GO: a universal tool for annotation, visualization and functional genomics research. Bioinformatics 21:3674–3676.

Connahs H, Tili S, van Creij J, Loo TY, Banjee TD, Saunders TE, Monteiro A. 2019. Activation of butterfly eyespots by Distal-less is consistent with a reaction-diffusion process. Development 146: dev169367.

Cummings CA, Cronmiller C. 1994. The daughterless gene functions during the transcriptional response associated with seasonal plasticity of butterflies. Proc Natl Acad Sci U S A. 91:17–20.

Dobin A, Davis CA, Schlesinger F, Drenkow J, Zaleski C, Jha S, Batut P,logan RM, Pertea G, Antonescu CR, Prasad J, Salavati N, sin MS, Ranger-Moore J, Gsponer J, Laherty CD,琬mann KJ, Zalipour J, Rinn JL, Durbin R. 2013. STAR: ultrafast universal RNA-seq aligner. Bioinformatics 29:15–21.

Dufty AM Jr, Colbert J, Miller AP. 2002. Hormones, developmental plasticity and adaptation. Trends Ecol Evol. 17:190–196.

Enright A, John B, Gaul U, Tuschl T, Sander C, Marks D. 2003. microRNA targets in Drosophila. Genome Biol. 4:1–27.

Filipowicz W. 2005. RNAi: the nuts and bolts of the RISC machine. Cell 122:17–20.

Foret S, Kucharski R, Pellegrini M, Feng S, Jacobsen SE, Robinson GE, Maleszka R. 2012. DNA methylation dynamics, metabolic fluxes, gene splicing, and alternative phenotypes in honey bees. Proc Natl Acad Sci U S A. 109:4968–4973.

Friedländer MR, Mackowiak SD, Li N, Chen W, Rajewsky N. 2012. miRDeep2 accurately identifies known and hundreds of novel microRNA genes in seven animal clades. Nucl Acids Res. 40:57–52.
Galant R, Skeath JB, Paddock S, Lewis DL, Carroll SB. 1998. Expression pattern of a butterfly achaete-scute homolog reveals the homology of butterfly wing scales and insect sensory bristles. Curr Biol. 8:807–813.

Gebert D, Hewel C, Rosenkranz D. 2017. Unitas: the universal tool for annotation of small RNAs. BMC Genom. 18:1–14.

Gibert J-M, Peronnat F, Schlötterer C. 2007. Phenotypic plasticity in Drosophila pigmentation caused by temperature sensitivity of a chromatin regulator network. PLoS Genet. 3:e30.

Gommons WM, Mullen SP, Maas S. 2009. RNA editing: a driving force for adaptive evolution? Bioessays 31:1137–1145.

Granath ME, Brisson JA. 2018. Extensive differential splicing underlies phenotypically plastic aphid morphs. Mol Biol Evol. 35:1934–1946.

Griffiths-Jones S, Bateman A, Marshall M, Khanna A, Eddy SR. 2003. Rfam: an RNA family database. Nucl Acids Res. 31:439–441.

Griffiths-Jones S, Grocock RJ, Van Dongen S, Bateman A, Enright AJ. 2006. miRBase: microRNA sequences, targets and gene nomenclature. Nucl Acids Res. 34:D140–D144.

He F, Liu Q, Zheng L, Cui Y, Shen Z, Zheng L. 2015. RNA-Seq analysis of rice roots reveals the involvement of post-transcriptional regulation in response to cadmium stress. Front Plant Sci. 6:1136.

He K, Sun Y, Xiao H, Ge C, Li F, Han Z. 2017. Multiple miRNAs jointly regulate the biosynthesis of ecdysteroid in the holometabolous insects, Chilo suppressalis. RNA 23:1817–1833.

He K, Xiao H, Sun Y, Situ G, Xi Y, Li F. 2019. microRNA-14 as an efficient suppressor to switch off ecdysone production after ecdysis in insects. RNA Biol. 16:1313–1325.

Healy TM, Schulte PM. 2019. Patterns of alternative splicing in response to cold acclimation in fish. J Exp Biol. 222:je193516.

Huerta-Cepas J, Szklarczyk D, Heller D, Hernández-Plaza A, Forslund K, Cook H, Mende DR, Letunic I, Rattei T, Jensen LJ, et al. 2018. The STRING protein interaction network, release 10.0. Nucl Acids Res. 46:D426–D435.

Jehn J, Gebert D, Pipilescu F, Stern S, Kiefer JST, Hewel C, Rosenkranz D. 2014. Adaptive developmental plasticity: compartmentalized responses to environmental cues and to corresponding internal signals provide phenotypic flexibility. BMC Biol. 12:1–15.

Jänsch J, Kyme T, Klotz C, Killmann P, Ernst S, Xue J, Liu J, et al. 2015. Alternative splicing in the giant mite, Panonychus ulmi. Insect Biochem Physiol 52:120–130.

Järveläinen A, Brakefield PM, Lindström L, Mappes J. 2004. Does predation maintain eyepatch plasticity in Bicyclus anynana? Proc R Soc Lond Series B: Biol Sci. 271:279–283.

Ma X, He K, Shi Z, Li M, Li F, Chen X-X. 2021. Large-scale annotation and evolution analysis of miRNA in insects. Genome Biol Evol. 13:e0ab083.

Marden J. 2008. Quantitative and evolutionary biology of alternative splicing: how changing the mix of alternative transcripts affects phenotypic plasticity and reaction norms. Heredity 100:111–120.

Mateus ARA, Marques-Pita M, Oostra V, Lafuente E, Brakefield PM, Zwaan BJ, Beldade P. 2014. Adaptive developmental plasticity: compartmentalized responses to environmental cues and to corresponding internal signals provide phenotypic flexibility. BMC Biol. 12:1–15.

Matsuoka Y, Monteiro A. 2021. Hox genes are essential for the development of eyepatches in Bicyclus anynana butterflies. Genetics 217:iya005.

Monteiro A, Tong X, Bear A, Liew SF, Bhardwaj S, Wasik BR, Dinwiddie A, Bastianelli C, Cheong WF, Wenk MR, et al. 2015. Differential expression of ecdysone receptor leads to variation in phenotypic plasticity across serial homologs. PLoS Genet. 11:e1005529.

Mukherjee K, Baudach A, Vogel H, Vilcinskas A. 2020. Seasonal phenotype-specific expression of microRNAs during metamorphosis in the European map butterfly Araschnia levana. Arch Insect Biochem Physiol. 104:e21657.

Mukherjee K, Fischer R, Vilcinskas A. 2012. Histone acetylation mediates epigenetic regulation of transcriptional reprogramming in insects during metamorphosis, wounding and infection. Front Zool. 9:1–12.

Murugesan SN, Connahs H, Matsuoka Y, Gupta MD, Tiong GJ, Huq M, Gowri V, Monroe S, Deem KD, Werner T, et al. 2022. Butterfly eyepatches evolved via cooption of an ancestral gene-regulatory network that also patterns antennae, legs, and wings. Proc Natl Acad Sci U S A. 119:e2108661119.

Nijhof HT. 2003. Development and evolution of adaptive polyphenisms. Evol Dev. 5:9–18.

Nowell RW, Elsworth B, Oostra V, Zwaan BJ, Wheat CW, Saastamoinen M, Saccheri IJ, Van’t Hof AE, Wasik BR, Connahs H, et al. 2017. A high-coverge draft genome of the mycalesine butterfly Bicyclus anynana. GigaScience 6:gix035.

Okamoto N, Viswanatha R, Bittar R, Li Z, Haga-Yamanaka S, Perrimon N, Yamanaka N. 2018. A membrane transporter is required for steroid hormone uptake in Drosophila. Dev Cell. 47:294–305.e7.
Oostra V, de Jong MA, Invergo BM, Keskebe F, Wende F, Brakefield PM, Zwaan BJ. 2011. Translating environmental gradients into discontinuous reaction norms via hormone signalling in a polyphenic butterfly. Proc R Soc B: Biol Sci. 278:789–797.

Öszu N, Monteiro A. 2017. Wound healing, calcium signaling, and other novel pathways are associated with the formation of butterfly eyespots. BMC Genom. 18:1–14.

Petrov D, Duggal G, Love MI, Irizarry RA, Kingsford C. 2017. Salmon provides fast and bias-aware quantification of transcript expression. Nat Methods 14:417–419.

Peng W, Zheng W-W, Tariq K, Yu S-N, Zhang H-Y. 2019. MicroRNA Let-7 targets the ec dysone signaling pathway E75 gene to control larval–pupal development in Bactrocera dorsalis. Insect Sci. 26:229–239.

Petryk A, Warren JT, Marqués G, Jarcho MP, Gilbert LL, Kahler J, Parvy J-P, Li Y, Dauphin-Villemant C, O’Connor MB. 2003. Shade is the Drosophila P450 enzyme that mediates the hydroxylation of ec dysone to the steroid insect molting hormone 20-hydroxyecdysone. Proc Natl Acad Sci U S A. 100:13773–13778.

Pflüger DW, Wund MA, Snell-Rood EC, Cruickshank T, Schlichting CD, Moczek AP. 2010. Phenotypic plasticity’s impacts on diversification and speciation. Trends Ecol Evol. 25:459–467.

Prudic K-L, Stoehr AM, Wasik BR, Monteiro A. 2015. Eyespots deflect predator attack increasing fitness and promoting the evolution of phenotypic plasticity. Proc R Soc B: Biol Sci. 282:20141531.

Quast H, Hui JH, Holland PW. 2015. A burst of miRNA innovation in the early evolution of butterflies and moths. Mol Biol Evol. 32:1161–1174.

Quast C, Pruesse E, Yilmaz P, Gerken J, Schweer T, Yarza P, Peplies J, Glöckner FO. 2012. The SILVA ribosomal RNA gene database project: improved data processing and web-based tools. Nucl Acids Res. 41:D590–D596.

Schiesari L, Kyriacou CP, Costa R. 2011. The hormonal and circadian basis for insect photoperiodic timing. FEBS Lett. 585:1450–1460.

Shang X, Cao Y, Ma L. 2017. Alternative splicing in plant genes: a means of regulating the environmental fitness of plants. Int J Mol Sci. 18:432.

Shannon P, Markiel A, Ozier O, Baliga NS, Wang JT, Ramage D, Amin N, Schwikowski B, Ideker T. 2003. Cytoscape: a software environment for integrated models of biomolecular interaction networks. Genome Res. 13:2498–2504.

Shapiro IM, Cheng AW, Flytzanis NC, Balsamo M, Condeelis JS, Okty M, Burge CB, Gertler FB. 2011. An EMT-driven alternative splicing program occurs in human breast cancer and modulates cellular phenotype. PLoS Genet. 7:e1002218.

Share MR, Roe RM. 1988. A partition assay for the simultaneous determination of insect juvenile hormone esterase and epoxide hydrolase activity. Anal Biochem. 169:81–88.

Shen S, Park JW, Lu Z-x, Lin L, Henry MD, Wu YN, Zhou Q, Xing Y. 2014. rMAT S: robust and flexible detection of differential alternative splicing from replicate RNA-Seq data. Proc Natl Acad Sci U S A. 111:E5593–E5601.

Sokabe T, Tominaga M. 2009. A temperature-sensitive TRP channel, painless, functions as a noxious heat sensor in fruit flies. Commun Integr Biol. 2:170–173.

Soneson C, Love MI, Robinson MD. 2015. Differential analyses for RNA-Seq: transcript-level estimates improve gene-level inference. F1000Research 4:1521.

Song J, Li W, Zhao H, Gao L, Fan Y, Zhou S. 2018. The microRNAs let-7 and miR-278 regulate insect metamorphosis and oogenesis by targeting the juvenile hormone early-response gene Krüppel-homolog 1. Development 145:dev170670.

Song J, Zhou S. 2020. Post-transcriptional regulation of insect metamorphosis and oogenesis. Cell Mol Life Sci. 77:1893–1909.

Stearns SC. 1989. The evolutionary significance of phenotypic plasticity. Biosciences 39:436–445.

Surridge AK, Lopez-Gomollon S, Moxon S, Maroja RS, Rathjen T, Nadeau NJ, Dalmay T, Jiggins CD. 2011. Characterization and expression of microRNAs in developing wings of the neotropical butterfly Heliconius melpomene. BMC Genom. 12:1–10.

van Bergen E, Beldade P. 2019. Seasonal plasticity in anti-predatory strategies: matching of color and color preference for effective crypsis. Evol Lett. 3:313–320.

van der Burg KR, Lewis JJ, Martin A, Nijhout HF, Danko CG, Reed RD. 2019. Contrasting roles of transcription factors Spineless and EcR in the highly dynamic chromatin landscape of butterfly wing metamorphosis. Cell Rep. 27:1027–1038.e1023.

Varghese J, Cohen SM. 2007. microRNA-miR-14 acts to modulate a positive autoregulatory loop controlling steroid hormone signalling in Drosophila. Genes Dev. 21:2277–2282.

Vilclinskas A, Vogel H. 2016. Seasonal phenotype-specific transcriptional reprogramming during metamorphosis in the European map butterfly Araschnia levana. Ecol Evol. 6:3476–3485.

Wang ET, Sandberg R, Luo S, Khrebtukova I, Zhang L, Mayr C, Kingsmore SF, Schroth GP, Burge CB. 2008. Alternative isoform regulation in human tissue transcriptomes. Nature 456:470–476.

Weatheritt RJ, Sterne-Weller T, Blencowe BJ. 2016. The ribosome-engaged landscape of alternative splicing. Nat Struct Mol Biol. 23:1117–1123.

Wei Y, Chen S, Yang P, Ma Z, Kang L. 2009. Characterization and comparative profiling of the small RNA transcriptomes in two phases of locust. Genome Biol. 10:1–18.

West-Eberhard MJ. 1989. Phenotypic plasticity and the origins of diversity. Annu Rev Ecol Syst. 20:249–278.

Xiong X-P, Kurthkoti K, Chang K-Y, Li J-L, Ren X, Ni J-Q, Rana TM, Zhou R. 2016. miR-34 modulates innate immunity and ecdysone signaling in Drosophila. PLoS Pathogens 12:e1006034.

Yu G, Wang L-G, Han Y, He Q-Y. 2012. clusterProfiler: an R package for comparing biological themes among gene clusters. Omics: J Integr Biol. 16:284–287.