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Abstract—The article focuses on the implementation of the Bayesian updating method in creating a model of the protection system. This implementation makes it possible to incorporate the new information obtained during the lifetime of the protection system. The inclusion of new information ultimately makes it possible to refine the results of the model and thus increase its effectiveness to support decision-making. The approach of using the Bayesian updating method is given in a specific example. The possibility of expert estimation of input parameter values and application of Bayesian updating for the purposes of quantitative revision of security level assessment is also presented.
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I. INTRODUCTION

The model of property protection system is a complex probabilistic model based on the interrelationships of various parameters. These relationships are characterized by the fact that we do not know their actual values, respectively the observable actual values are characterized by significant randomness [1], [2], [3]. The parameters of the protection system model are therefore uncertain. Uncertainty is usually described in the form of subjective probabilistic estimates of the actual values of random events that model the parameters. The subjective way of interpreting probability is the basis of the Bayesian inference, often called "Bayesian probability"[4].

Based on this approach, it is possible to evaluate and assess any uncertainty of the parameters of the model of property protection system. However, the Bayesian interpretation not only brings to the concept of probability the dimension of subjectivism, but an important aspect of this approach is that it assumes that what is reasonable for the expert to believe depends not only on estimation but also on observable experience [5], [6].

However, the Bayesian interpretation does not only bring a dimension of subjectivism to the concept of probability. An important aspect of this approach is that it assumes that what is reasonable for an expert to believe depends not only on estimation but also on observable experience. The expert's estimate is thus conditioned by the extent of the information available to him/her and therefore the subjective probability changes over time with the change in the available information based on empirical observations [7], [8]. The basic concept of the Bayesian updating is a rationally based revision of beliefs based on empirically obtained new information and observations of the estimated situation. This concept can be used for a systematic process of improving property protection system models and keeping them valid in the light of new relevant information [9], [10].

II. BAYESIAN UPDATING AND PROPERTY PROTECTION SYSTEMS

The theoretical basis for the use of Bayesian updating methods in probabilistic models is based on Bayes' theorem. The Bayes' theorem describes the relationship between the interdependence of a random event A and the occurrence of one of the disjoint random events $B_1$ (these events are also referred to as hypotheses).

In a random experiment, exactly one of the hypotheses $B_1, B_2, \ldots, B_n$ occurs, whose probabilities $P(B_i)$ are known before the experiment is performed. This is the so-called a priori probabilities. Information on whether phenomenon A has occurred on the basis of the experiment changes the probabilities of the individual alternatives from $P(B_k)$ to $P(B_k|A)$. The probabilities $P(B_k|A)$ are called posterior [11]. The way in which these probabilities are calculated (1) is defined by Bayes' theorem.
The Bayesian updating method can be generalized and extended by a straight-line application to a random variable and its distribution function. The Bayesian updating can thus be used through a combination of the priori distribution function and the likelihood function to create the posteriori distribution function [12]. The relation defines the use of Bayes’ theorem to update a distribution function:

\[ f(\theta|H) = f(\theta)L(H|\theta)c. \]  

The function \( f(\theta) \) represents the priori function of the probability distribution of the random variable \( \theta \). This function is derived from expert judgement and represents a subjective degree of belief in the probability distribution of the examined random variable \( \theta \). The posterior distribution function \( f(\theta|H) \) is an update of the probability distribution function of the random variable \( \theta \) based on the set of observations \( H \) of the actual value of the variable \( \theta \).

The plausibility function \( L(H|\theta) \) defines the probability with which the observation \( H \) occurs. It is assumed that the real system that generates observable values is controlled by the parameter \( \theta \) and the function describes the regularity of the randomness of the system with which this system creates variability of individual observations. This function therefore represents a modelled parameter of the property protection system, the values of which are implied by the random variable \( \theta \).

The normalization constant \( c \) corresponds to the inverse value of the probability of obtaining the set of observations \( H \). The normalization constant is defined by the integral of the product of the priori distribution function and the plausibility function [12]. Application of the Bayesian updating method is suitable for use in cases where we analyze and describe a stochastic system, or its quantity, which acquires observable random values. The uncertainty of such a system parameter can be described by assumptions about the probability distribution class, which govern the occurrence of observable values of the parameter. The function of this probability distribution is a function of plausibility. Although we have an assumption about this function, for example that it is a Poisson probability distribution, we do not know the exact value of some characteristic of this distribution, for example the parameter \( \lambda \) in the case of the Poisson distribution [10]. This characteristic is therefore an uncertain parameter.

We can eliminate the uncertainty of this parameter by expressing a subjective assumption about the probability of which the parameter \( \lambda \) will acquire what values. This assumption is written in the form of the priori probability distribution function. Subsequently, when real value observation is available, we can use the Bayesian updating to reevaluate our assumption about the probability distribution parameter in the background of this system and change the belief about the probability distribution of this parameter in the form of the posteriori probability distribution function [4].

For example, we have the parameter \( x \) of the property protection system model, which is governed by a normal distribution with an indefinite mean value \( \mu \) and a variance \( \sigma^2 = 2 \). We describe the uncertainty of the mean value \( \mu \) with a random variable \( \theta \). We assume acquires values according to the normal distribution with a mean value of 6 and a unit variance. The parameter \( x \) is described by the plausibility function \( f(x|\theta) \sim N(\mu,2) \) and the hyperparameter \( \mu \) by the priori probability distribution function \( f(\theta) \sim N(6,1) \). Subsequently, we obtain a real observation whose value is equal to 13. Based on this observation, we can adjust our assumption about the probability distribution function of the random variable \( \theta \).

In other words, based on the empirical observation of the manifestation of the real system, we can revise the model of the property protection system in an exact way. This revision (3) consists in changing the priori function of the probability distribution \( f(\theta) \) to the posteriori function \( f(\theta|x) \), where \( x \) represents the real observed value. We determine the posteriori function \( f(\theta|x) \) as the product of the priori function and the plausibility function:

The normalization constant \( c \) corresponds to the inverse value of the probability of obtaining the set of observations \( H \). The normalization constant is defined by the integral of the product of the priori distribution function and the plausibility function [12]. Application of the Bayesian updating method is suitable for use in cases where we analyze and describe a stochastic system, or its quantity, which acquires observable random values. The uncertainty of such a system parameter can be described by assumptions about the probability distribution class, which govern the occurrence of observable values of the parameter. The function of this probability distribution is a function of plausibility. Although we have an assumption about this function, for example that it is a Poisson probability distribution, we do not know the exact value of some characteristic of this distribution, for example the parameter \( \lambda \) in the case of the Poisson distribution [10]. This characteristic is therefore an uncertain parameter.

We can eliminate the uncertainty of this parameter by expressing a subjective assumption about the probability of which the parameter \( \lambda \) will acquire what values. This assumption is written in the form of the priori probability distribution function. Subsequently, when real value observation is available, we can use the Bayesian updating to reevaluate our assumption about the probability distribution parameter in the background of this system and change the belief about the probability distribution of this parameter in the form of the posteriori probability distribution function [4].

\[ f(\theta|x) \propto f(\theta)f(x|\theta) \propto e^{-\frac{3\theta+2(12+x)\theta}{4}}. \]

When we substitute the observed value \( x = 13 \) into the expression, we can determine that the posteriori distribution is a normal distribution with a mean value of \( \mu = 8,333 \) and a variance of \( \sigma^2 = 0,667 \). By introducing empirically obtained information, we were able to mathematically substantiate the shift in our belief in the probability distribution of the parameter \( \theta \). This shift is shown in the following figure (Fig. 1).

In the given example, the calculation of the posteriori distribution function was simplified by omitting the normalization constant (4), calculating the probability proportionality, and then skipping to the resulting probability distribution. In general, however, it is the calculation of the normalization constant that most complicates the application
of the Bayesian updating in the context of probability distribution functions. The normalization constant, which is based on the principle of the total probability theorem, has the following form:

\[ c = \frac{1}{\int L(H|\theta) f(\theta) d\theta} \]  

(4)

The type of the priori distribution function \( f(\theta) \) affects the algebraic form of the product \( L(H|\theta) f(\theta) \) and how complicated this product is to calculate analytically [13]. Some specific types of the priori probability distribution with respect to the type of plausibility function distribution produce the same algebraic form of the posteriori distribution in this product. If priori and posteriori probability distributions have the same type, then we speak of a conjugate distribution function and a conjugated priori function, respectively.

The conjugated priori function creates the posteriori function in the form of a mathematical expression that is analytically solvable by a finite number of steps. It allows solving the integral of the normalization constant analytically and it is not necessary to use numerical procedures [14].

In finding the appropriate type of conjugated priori probability distribution, we must realize that in this we do not have complete freedom to choose any priori distribution that would work mathematically, but we must define the priori distribution that adequately describes subjective knowledge of an indefinite parameter before obtaining real observation.

Thus, the type of the priori conjugate probability distribution must be flexible enough to produce, on the one hand, a practical, analytically simple solution to the integration problem and, on the other hand, to model our priori degree of belief in parameters of interest [13]. This limitation thus reduces the possibilities of implementing the Bayesian updating into software tools and their use in asset protection systems [14].

Numerical methods, in contrast to the analytical mathematical procedures in solving the Bayesian updating, provide a different view of this issue and create space for alternative procedures in the case of some limitations. The basic starting points of the Bayesian updating method remain valid and the principles of interpretation of uncertainty of model parameters do not change either.

With the numerical solution, we can gain more freedom in expressing the uncertainty of these parameters [15]. Since the choice of appropriate types of probability distributions does not complicate the solution of integration of complete probability in the denominator of the Bayesian formula.

This is solved numerically and therefore the choice of the type of the priori distribution function is not limited by the exact solvability of the mathematical expression and thus more accurately reflects the current degree of belief in the probability distribution of the modelled parameter.

The resulting the posteriori function consequently does not necessarily have a standard type of distribution but is expressed by enumerating the values of the parameter with appropriate probabilities.

Numerical methods necessarily involve the involvement of software tools, through which the calculation itself is performed [14]. These are a limiting aspect of the application of numerical procedures, as especially more complex models and related analytical requirements require complex specialized or proprietary software solutions adaptable to user functional requirements. However, for a simple application, or an application for a partial or simplified part of the model, commonly available spreadsheets are also sufficient.

On the other hand, software solutions, in addition to the calculation itself, often allow to easily visualize the calculated uncertainty of parameters and thus bring another dimension to understanding the modelled system and subsequently support decision-making based on its outputs [10]. These solutions in the numerical processing of the Bayesian updating method represent uncertainties of model parameters in the form of enumeration probability distributions [11]. This form is directly applicable in simulation tools that support the processing of model outputs and are often directly integrated into software solutions.

III. EXAMPLE OF USING THE BAYESIAN UPDATING WITHIN PROPERTY PROTECTION SYSTEMS

The protection system model is a complex probabilistic model based on the interrelationships of various parameters, which are characterized by the fact that we do not know their actual values [16], respectively the observable actual values are characterized by randomness. The parameters of the protection system model are therefore uncertain, and this uncertainty is described in the form of probabilistic estimates of the actual values of the random phenomena that the parameters model.

The model compiled in this way provides several possibilities for the application of the Bayesian updating. Based on a new empirical observation of the actual values of the model parameters, it is possible to incorporate new available information into the model and update the priori probabilistic assumptions of the model.

Bayesian updating method allows the model to be gradually improved to interpret the modelled reality more accurately [4]. The method of using the Bayesian updating method is shown on the example of one variable model. This variable is, for example, the time of overcoming the door panel in the building on the offender's critical path (edge between points A and B in Fig.2).

Assume that the overcoming time was defined by an average time of 105 seconds (in the case of finding the shortest path in the graph), or by the normal distribution of \( N(105, 20) \) in the case of determining the output parameters of the model. If the quantification of the parameters of the distribution enters the model based on expert judgment, then the determination of the exact value narrows the possibilities of expressing the degree of belief of experts and thus distorts the interpretation of their expert view.
If we approach the description of these parameters of the distribution as a random variable, then on the one hand it allows to reliably interpret the degree of belief of experts in its full breadth and on the other hand allows updating this belief by incorporating empirical observation as soon as it becomes available. In this case, the parameter is modelled by the probability distribution of the values of the hyperparameter \( \mu \), which we also refer to as the hyperparameter, will not be constant compared to the previous approach, but will allow expressing the full degree of conviction of experts about its probable value. The hyperparameter \( \mu \) is thus a random variable, the probability distribution of which can be expressed, for example, by the following enumeration of hypotheses (Table 1.).

| Hypothesis | Hyperparameter value | Probability of the hypothesis \( P(B_k) \) |
|------------|---------------------|--------------------------------------|
| B_1        | 85                  | 0.2                                  |
| B_2        | 100                 | 0.4                                  |
| B_3        | 110                 | 0.3                                  |
| B_4        | 125                 | 0.1                                  |

The above distribution of the probability with which the hyperparameter \( \mu \), acquires values may be the result of expert assessment of several experts, expressing a combination of their expert views, or it may be a combination of assessment of alternative conditions of overcoming a barrier, or an expression of one expert's belief in the expected value of hyperparameter \( \mu \).

In the same way, it is possible to determine the hyperparameters of another probability distribution attempt that model phenomena in the property protection system. The parameter of the property protection system model \( X \sim N(\mu_x, \sigma_x^2) \) defined in this way with the hyperparameter \( \mu_x \) determined by the probability distribution according to Table 1 can be processed by means of various simulation methods. If we obtain a real observation of the value of the parameter \( X \), we need to perform a revision of the degree of belief in the probability distribution of the values of the hyperparameter \( \mu_x \), we need to perform a revision of the degree of belief in the probability distribution of the values of the hyperparameter \( \mu_x \).

The initial (priori) probability \( P(B_k) \) changes to the posteriori probability \( P(B_k|A) \) based on the observation of the phenomenon \( A \) (empirically determined value of the parameter of the model \( X \)). The Bayesian updating is used for this change. Assume that a time of 118 seconds was found in the barrier test. To be able to incorporate this information into the model through the Bayesian updating, it is necessary to determine the likelihood \( P(A|B_k) \) and the complete probability \( P(A) \), respectively normalization constant \( \frac{1}{P(A)} \).

Plausibility (5) describes the stochastic manifestations of the parameter of the model by defining the probability with which the \( X \) parameter (barrier time) will reach the observed value of 118 seconds if the \( X \) parameter has a normal distribution with the hyperparameter value \( \mu_x \) according to the \( B_k \) hypothesis [9]. We will use the plausibility function for practical calculation:

\[
f(x|\mu_k) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\mu_k)^2}{2\sigma^2}}. \tag{5}\]

In the plausibility function \( f(x|\mu_k) \), the standard deviation \( \sigma = 20 \) is constant, the mean value depends on the hypothesis \( B_k \), and \( x = 118 \) represents the observed value. The complete probability \( P(A) = \sum_{k=1}^{4} P(B_k) P(A|B_k) \) is an expression of the possibility that the observed phenomenon A will occur, (overcoming time will be 118 seconds) in the context of the modeled parameter \( X \), for example \( P(A) = P(X = 118) \). The value of \( P(A) \) is determined by an iterative calculation through individual hypotheses \( P(B_k|A) \) and (1).

Based on this calculation, we expressed the change in the belief about the possibility with which the hyperparameter \( \mu_k \) will acquire its values as follows (Table 2).

| Hypothesis | Hyperparameter value | Priori Probability \( P(B_k) \) | Posteriori Probability \( P(B_k|A) \) |
|------------|---------------------|---------------------------------|-----------------------------------|
| B_1        | 85                  | 0.2                             | 0.074                             |
| B_2        | 100                 | 0.4                             | 0.387                             |
| B_3        | 110                 | 0.3                             | 0.402                             |
| B_4        | 125                 | 0.1                             | 0.137                             |

This change in the probability space distribution of hypotheses \( B_k \) is reflected in the distribution of the statistical file that is generated in the model of property protection systems for parameter \( X \) (for example when using simulation methods). By updating the probability space distribution of hypotheses about the hyperparameter \( \mu_x \), the probability distribution of the parameter \( X \) was changed.

Fig. 3 shows an updated histogram based on the posterior distribution of \( P(B_k|A) \). From the comparison, the shift caused by the empirical observation of the value of the parameter \( X = 118 \) seconds can be seen, which was reflected in the overall tendency to generate higher values of the model.
The values of the parameter X generated based on the updated probability distribution determined by changing the priori probability space of the experts' hypotheses can then be used directly in the processing of the model by simulation methods. In this way, it is possible to achieve a rational revision of the model of the property protection system in the context of new information obtained over time and to specify the output parameters of the model determining the evaluation of the effectiveness of the entire system.

IV. CONCLUSION

In the article, we presented the possibilities of using the Bayesian updating method in property protection models. We described the basis of this method based on Bayes' theorem and we pointed out the possibilities of its use as a tool that integrates a subjective view of the priori probability, interpreted as a function of degree of belief and empirical information about the true value of the modeled parameter. In the article, we also presented the possibility of practical use of this method on a specific example.
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