ON LARGE VALUES OF $|\zeta(\sigma + it)|$

ZIKANG DONG AND BIN WEI

Abstract. In this article, we investigate the extreme values of the Riemann zeta function $\zeta(s)$. On the 1-line, we obtain a lower bound evaluation

$$\max_{t \in [T^{\beta}, T]} |\zeta(1 + it)| \geq e^\gamma (\log_2 T + \log_3 T + c),$$

with an effective constant $c$ which improves the result of Aistleitner, Mahatab and Munsch. When $\sigma \searrow 1/2$, we get an improved $c(\sigma)$ in the evaluation

$$\max_{t \in [T^{\beta}, T]} \log |\zeta(\sigma + it)| \geq c(\sigma) \frac{(\log T)^{1-\sigma}}{(\log_2 T)^{\sigma}},$$

which improves the result of Bondarenko and Seip. This is based on an improved lower bound of Gál-type sums.

1. Introduction

In this article, we investigate the extreme values of the Riemann zeta function $\zeta(s)$ in the strip $1/2 < \Re e s \leq 1$. The study of the values on the 1-line can date back to 1925 when Littlewood [27] showed that there exists arbitrarily large $t$ for which

$$|\zeta(1 + it)| \geq \{1 + o(1)\} e^\gamma \log_2 t.$$ 

Here and throughout, we denote by $\log_j$ the $j$-th iterated logarithm and by $\gamma$ the Euler constant. This was improved by Levinson [25], who in 1972 proved that there exists arbitrarily large $t$ such that

$$|\zeta(1 + it)| \geq e^\gamma \log_2 t + O(1).$$

In 2006, Granville and Soundararajan [22] used Diophantine approximation to prove that the lower bound

$$\max_{t \in [1, T]} |\zeta(1 + it)| \geq e^\gamma (\log_2 T + \log_3 T - \log_4 T + O(1))$$

holds for sufficiently large $T$. Based on a distribution function which exhibits slightly smaller values, they also proposed a strong conjecture that

$$\max_{t \in [T, 2T]} |\zeta(1 + it)| = e^\gamma (\log_2 T + \log_3 T + C_0 + 1 - \log 2 + o(1)),$$

for some constant $C_0 = -0.3953997$, which provides a precise description of the extreme values. For the upper bound, the best unconditional result is established by Vinogradov [36] who proved that

$$|\zeta(1 + it)| \ll (\log t)^{2/3}.$$ 

In recent years, the resonance method has been extensively developed, which can detect extreme values of the Riemann zeta function more effectively. It was first used by Voronin [37] in 1988, and developed by Soundararajan [32] in 2008 and Hilberdink [23] in 2009.
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separately. In 2018, Aistleitner, Mahatab and Munsch [3] used a variant “long resonance” to show that
\begin{equation}
\max_{t \in [\sqrt{T}, T]} |\zeta(1 + it)| \geq e^\gamma (\log_2 T + \log_3 T + O(1)).
\end{equation}

Note that this requires a larger range \([\sqrt{T}, T]\) than \([T, 2T]\) in (1.1), which is typical in the application of “long resonance”. Their method can also apply to a class of generalized \(L\)-functions (see [18]). Inspired by their work, the aim of this article is to get an improved lower bound of large values, which presents an explicit description of the error term \(O(1)\). For any \(\beta \in (0, 1)\), we define
\[Z_\beta(\sigma, T) := \max_{T^{3/4} < |t| < T} |\zeta(\sigma + it)|.\]

Then we have the following theorem.

**Theorem 1.1.** Let \(0 < \beta < 1\) be fixed and \(c\) be a constant such that \(c < \log(1 - \beta) - \log_2 4 - 1\). Then we have
\[Z_\beta(1, T) \geq e^\gamma (\log_2 T + \log_3 T + c)\]
for sufficiently large \(T\), where \(\gamma\) is the Euler constant.

When \(\beta = 1/2\), we can choose the constant \(c = -2.0197814\). This gives a description of the error term \(O(1)\) in the result (1.2) by Aistleitner, Mahatab and Munsch. When \(\beta \to 0\), we can further choose \(c = -1.32663426\). Despite the enlarged range, this is comparable with the conjecture (1.1) which predicts a larger constant \(C_0 + 1 - \log 2 = -0.0885469\). Theorem 1.1 is also in accordance with the results on the Dirichlet \(L\)-functions, due to Aistleitner, Mahatab, Munsch and Peyrot [4].

Now we turn our attention to the values of the Riemann zeta function in the strip \(1/2 < \Re \sigma < 1\). For any fixed \(\sigma \in (1/2, 1)\), Titchmarsh [34] in 1928 showed that for any \(\varepsilon > 0\) there exist arbitrarily large \(t\) such that
\[\log |\zeta(\sigma + it)| \geq (\log t)^{1-\sigma - \varepsilon}.
\]

In 1972, Levinson [25] improved this result by showing that for large \(T\) there exists a positive \(c\) such that
\[\max_{t \in [0, T]} \log |\zeta(\sigma + it)| \geq c (\log T)^{1-\sigma} \log_2 T.
\]

In 1977, Montgomery [28] showed that
\begin{equation}
\max_{t \in [0, T]} \log |\zeta(\sigma + it)| \geq c(\sigma) \left(\frac{(\log T)^{1-\sigma}}{\log_2 T}\right),
\end{equation}
where \(c(\sigma) = \sqrt{\sigma - 1/2}/20\) unconditionally, and \(c(\sigma) = 1/20\) under the Riemann hypothesis. In 2016, using the resonance method, Aistleitner [1] improved Montgomery’s unconditional result by showing that (1.3) holds for \(c(\sigma) = 0.18(2\sigma - 1)^{1-\sigma}\).

For the upper bound, Richert [30] in 1967 proved that
\[|\zeta(\sigma + it)| \leq A t^{B(1-\sigma)^{3/2}} (\log t)^{2/3}\]
holds for some absolute \(A\) and \(B\). Successive improvements of Richert’s bound have reduced the admissible size of \(A\) and \(B\). We refer to Cheng [16] and Ford [20] for more details. Under the Riemann Hypothesis, we could have a much better upper bound (see [24] and [35])
\begin{equation}
\log |\zeta(\sigma + it)| \ll \frac{(\log t)^{2-2\sigma}}{\log_2 t}.
\end{equation}
It is conjectured that the true order of the magnitude of \( \max_{t \in [0, T]} \log |\zeta(\sigma + it)| \) corresponds to the lower bound (1.3) rather than the upper bound (1.4). In 2011, based on the probabilistic model, Lamzouri [24] gave an explicit conjectural value of \( c(\sigma) \), claiming that
\[
\max_{t \in [0, T]} \log |\zeta(\sigma + it)| = c(\sigma) \frac{(\log T)^{1-\sigma}}{(\log_2 T)^\sigma}
\]
holds with
\[
(1.5) \quad c(\sigma) = \frac{1}{\sigma^2 (1-\sigma)^{1-\sigma}} \int_0^\infty \frac{\log I_0(t)}{t^{1/\sigma+1}} \, dt,
\]
where \( I_0(t) \) is the modified Bessel function of order 0.

In 2018, Bondarenko and Seip [12] made celebrated improvement on this topic. They proved that there exists a function \( \nu(\sigma) \) which is bounded below by \( 1/(2 - 2\sigma) \) and has the asymptotic behavior
\[
(1.6) \quad \nu(\sigma) = \begin{cases} 
\{1/\sqrt{2} + o(1)\} \sqrt{|\log(2\sigma - 1)|} & \sigma \searrow 1/2, \\
(1 - \sigma)^{-1} + O(|\log(1 - \sigma)|) & \sigma \nearrow 1.
\end{cases}
\]
Here \( \sigma \searrow 1/2 \) means \( \sigma \) tends to 1/2 from above with \( 1/2 + 1/\log_2 T \leq \sigma \leq 3/4 \) and \( \sigma \nearrow 1 \) means \( \sigma \) tends to 1 from below with \( 3/4 \leq \sigma \leq 1 - 1/\log_2 T \), as \( T \to +\infty \). Then for \( 1/2 + 1/\log_2 T \leq \sigma \leq 3/4 \),
\[
(1.7) \quad \max_{t \in [\sqrt{T}, T]} \log |\zeta(\sigma + it)| \geq \nu(\sigma) \frac{(\log T)^{1-\sigma}}{(\log_2 T)^\sigma},
\]
and for \( 3/4 \leq \sigma \leq 1 - 1/\log_2 T \),
\[
(1.8) \quad \max_{t \in [T/2, T]} \log |\zeta(\sigma + it)| \geq \log_3 T + c + \nu(\sigma) \frac{(\log T)^{1-\sigma}}{(\log_2 T)^\sigma},
\]
where \( c \) is an absolute constant.

In this article, we aim to improve their first result (1.7). This is accomplished by deriving a lower bound for the maximum of Gál-type sums, which is a kind of certain greatest common divisor (GCD) sums of the form
\[
(1.9) \quad S_\sigma(\mathcal{M}) := \sum_{m,n \in \mathcal{M}} \frac{\gcd(m,n)^\sigma}{\text{lcm}(m,n)^\sigma} = \sum_{m,n \in \mathcal{M}} \frac{\gcd(m,n)^{2\sigma}}{(mn)^\sigma}.
\]
For any positive integer \( N \), we denote
\[
(1.10) \quad \Gamma_\sigma(N) := \sup_{|\mathcal{M}|=N} \frac{S_\sigma(\mathcal{M})}{N}.
\]
A brief historic description on Gál-type sums will be presented in the subsection 4.1. By adapting the argument of de la Bretêche and Tenenbaum [17] about \( \Gamma_{1/2}(N) \), we have the following theorem concerning the lower bound of \( \Gamma_\sigma(N) \).

**Theorem 1.2.** As \( \sigma \searrow 1/2 \), we have
\[
\Gamma_\sigma(N) \geq \exp \left( \left\{ 2\sqrt{2} + o(1) \right\} \sqrt{\log(\sigma - 1/2)} \frac{(\log N)^{1-\sigma}}{(\log_2 N)^\sigma} \right).
\]

The following theorem sets up the relation between large values of the Riemann zeta function and the Gál-type sums.
Theorem 1.3. For $\beta \in (0, 1)$ and $\sigma \in [1/2 + 1/\log_2 T, 1)$, we have

$$Z_\beta(\sigma, T) \gg \sqrt{\Gamma_\sigma(T^{1-\beta})},$$

where the implied constant is absolute.

As a direct deduction of Theorem 1.2, we have the following corollary.

Corollary 1.4. Let $0 < \beta < 1$ be fixed and let $\frac{1}{2} < \sigma < 1$. Then we have that

$$\max_{t \in [T^\beta, T]} \log |\zeta(\sigma + it)| \geq c_\beta(\sigma) \frac{(\log T)^{1-\sigma}}{(\log_2 T)^\sigma}$$

holds for a function $c_\beta(\sigma)$ which has the asymptotic behavior

$$c_\beta(\sigma) = \left\{ \sqrt{2} + o(1) \right\} (1 - \beta)^{1-\sigma} \sqrt{\log(\sigma - 1/2)},$$

as $\sigma \searrow 1/2$.

Therefore when $\beta = 1/2$ and $\sigma \searrow 1/2$, we improved the result of Bondarenko and Seip by a factor $2^\sigma$. It is also worthy noting that Lamzouri’s conjecture (1.5) predicts $c(\sigma) \sim (2\sigma - 1)^{-1/2}$ as $\sigma \searrow 1/2$.

For the sake of completeness, we also mention the large values of the Riemann zeta function on the critical line. For the lower bound, de la Brètche and Tenenbaum [17] have shown that

$$\max_{t \in [0, T]} |\zeta(1/2 + it)| \geq \exp \left( \left\{ \sqrt{2} + o(1) \right\} \sqrt{\frac{\log T \log_2 T}{\log_2 T}} \right),$$

improving earlier results made by Bondarenko and Seip [11, 13]. For the upper bound, the Lindelöf hypothesis states that for any $\varepsilon > 0$

$$\zeta(1/2 + it) \ll \varepsilon t^\varepsilon,$$

while the best-known upper bound is due to Bourgain [14] who proved that

$$\zeta(1/2 + it) \ll \varepsilon t^{13/84 + \varepsilon}.$$

However, we have the conjectural value due to Farmer, Gonek and Hugh [19] which asserts that

$$\max_{t \in [0, T]} |\zeta(1/2 + it)| = \exp \left( \left\{ \sqrt{2}/2 + o(1) \right\} \sqrt{\log T \log_2 T} \right).$$

For much earlier work, we refer to [6, 7, 15, 32, 35].

This article is organized as follows. In §2, we introduce some preliminary lemmas. We establish the approximation of the Riemann zeta function by its truncated Euler product. In §3, we discuss the large values of the Riemann zeta function $\zeta(s)$ on 1-line and establish Theorem 1.1. In §4, we make a brief review on the Gál-type sums and then prove Theorem 1.2. Finally in §5, we connect Gál-type sums to the values of the Riemann zeta function, and establish Theorem 1.3.
2. Preliminary lemmas

In this section, we introduce some preliminary lemmas. We start with Mertens’ formula with an explicit error term.

**Lemma 2.1.** Let \( x > 1000 \), then we have
\[
\frac{1}{e^\gamma \log x} \left( 1 - \frac{1}{2 (\log x)^2} \right) \leq \prod_{p \leq x} \left( 1 - \frac{1}{p} \right) \leq \frac{1}{e^\gamma \log x} \left( 1 + \frac{1}{2 (\log x)^2} \right).
\]

**Proof.** See Theorem 7 of \([31]\). □

The following lemma plays a key role in the proof of Theorem 1.2.

**Lemma 2.2.** Let \( x \) be large, then we have
\[
\sum_{p \leq x} \frac{1}{p^\sigma} = \{1 + o(1)\} \frac{x^{1-\sigma}}{(1 - \sigma) \log x}.
\]

**Proof.** The is essentially Lemma 6 of \([12]\). The only adjustment lies in the use of prime number theory, where we replace the lower bound by the asymptotic formula
\[
\pi(x) = \{1 + o(1)\} \frac{x}{\log x}.
\]

For analogous statements, see also Lemma 3.1 of \([29]\), equation (2.1) of \([24]\), and Lemma 3.3 of \([8]\). □

The following lemma can be seen as a generalization of the greatest common divisors to rational numbers.

**Lemma 2.3.** Let \( a, a', b, b' \in \mathbb{N}^* \) such that \( \gcd(a, b) = 1 \) and \( \gcd(a', b') = 1 \). Then for any \( N \in \mathbb{N}^* \) satisfying \( b \mid N \) and \( b' \mid N \), we have
\[
\frac{1}{N} \gcd\left( \frac{Na}{b}, \frac{Na'}{b'} \right) = \gcd\left( a, a' \right) \text{ and } \frac{1}{N} \operatorname{lcm}\left( \frac{Na}{b}, \frac{Na'}{b'} \right) = \operatorname{lcm}\left( a, a' \right).
\]

As a direct inference, we have
\[
\frac{\gcd\left( \frac{Na}{b}, \frac{Na'}{b'} \right)}{\operatorname{lcm}\left( \frac{Na}{b}, \frac{Na'}{b'} \right)} = \frac{\gcd\left( a, a' \right) \gcd\left( b, b' \right)}{\operatorname{lcm}\left( a, a' \right) \operatorname{lcm}\left( b, b' \right)}.
\]

**Proof.** Since \( \operatorname{lcm}(b, b') \mid N \), we may write
\[
\gcd\left( \frac{Na}{b}, \frac{Na'}{b'} \right) = N \gcd\left( a, a' \right) \operatorname{lcm}(b, b') \gcd\left( \frac{\operatorname{lcm}(b, b')}{b} \frac{a}{\gcd(a, a')}, \frac{\operatorname{lcm}(b, b')}{b'} \frac{a'}{\gcd(a, a')} \right)
\]
\[
= N \gcd\left( a, a' \right) \operatorname{lcm}(b, b') \gcd\left( \frac{b'}{\gcd(b, b')} \frac{a}{\gcd(a, a')}, \frac{b}{\gcd(b, b')} \frac{a'}{\gcd(a, a')} \right).
\]

Then the first assertion follows by the assumptions of co-primeness and the second one follows by the simple fact that
\[
\gcd\left( \frac{Na}{b}, \frac{Na'}{b'} \right) \cdot \operatorname{lcm}\left( \frac{Na}{b}, \frac{Na'}{b'} \right) = N^2 \frac{aa'}{bb'} = N^2 \frac{\gcd\left( a, a' \right) \operatorname{lcm}(a, a')}{\gcd(b, b') \operatorname{lcm}(a, a')}.
\]

□
For convenience, we denote the truncated Euler product of the Riemann zeta function by
\[
\zeta(s; y) := \prod_{p \leq y} \left(1 - p^{-s}\right)^{-1}.
\]
The following lemma approximates \(\zeta(s)\) on the 1-line by its truncated Euler product.

**Lemma 2.4.** Let \(0 < \beta < 1\) be fixed. Then we have
\[
\zeta(1 + it) = \zeta(1 + it; Y) \left\{ 1 + O\left( \frac{1}{(\log T)^{1/\beta}} \right) \right\}
\]
uniformly for \(T \geq 3, T^\beta \leq |t| \leq T\) and \(Y = \exp\{ (\log T)^{1/\beta} \} \), where the implied constant depends on \(\beta\) only.

**Proof.** Let \(s = 1 + it\) with \(T^\beta \leq |t| \leq T\). Firstly, when \(\Re w > 1\), we have
\[
\log \zeta(w) = \log \prod_p \left(1 - \frac{1}{p^w}\right)^{-1} = \sum_p \sum_{\nu \geq 1} \frac{1}{\nu p^{\nu w}} = \sum_{n \geq 2} \frac{\Lambda(n)}{n^w \log n},
\]
where \(\Lambda(n)\) is the von Mangoldt function. Set \(\sigma_1 = 1/\log Y, \sigma_0 = -c/\log T\) for suitably positive constant \(c = c(\beta) > 0\) and \(T_0 = T^\beta/2\). Denote the contour joining \(\sigma_1 - iT_0, \sigma_1 + iT_0, \sigma_0 + iT_0, \sigma_0 - iT_0\) and \(\sigma_0 + iT_0\) by \(\Gamma\), i.e.,
\[
\oint_{\Gamma} = \int_{\sigma_1 + iT_0}^{\sigma_1 - iT_0} + \int_{\sigma_0 + iT_0}^{\sigma_0 - iT_0} + \int_{\sigma_0 + iT_0}^{\sigma_0 - iT_0} + \int_{\sigma_0 - iT_0}^{\sigma_1 - iT_0}.
\]
Since \(\log \zeta(1 + it + w) Y^w\) is analytic inside \(\Gamma\), by Cauchy’s integral formula we have
\[
(2.1) \quad \frac{1}{2\pi i} \oint_{\Gamma} \log \zeta(1 + it + w) \frac{Y^w}{w} \, dw = \log \zeta(1 + it).
\]
Then by Perron’s formula ([33, Corollary II.2.1] with \(s = 1 + it, \sigma_a = \alpha = 1, \kappa = 1/\log Y\) and \(B(x) = 1\)), we have
\[
\frac{1}{2\pi i} \int_{\sigma_1 - iT_0}^{\sigma_1 + iT_0} \log \zeta(1 + it + w) \frac{Y^w}{w} \, dw = \sum_{2 \leq n \leq Y} \frac{\Lambda(n)}{n^{1+it} \log n} + O\left( \frac{\log T}{T_0} \right).
\]
On the other hand, noticing that
\[
\sum_{\substack{p \leq Y, \nu p^\nu > Y \atop p \leq Y, \nu \geq 2}} \frac{1}{\nu p^{\nu w}} \leq \frac{1}{\log Y} \sum_{\substack{p \leq Y, \nu \geq 2 \atop p \leq Y}} \frac{\log p}{p^{\nu w}} \ll \frac{1}{\log Y},
\]
we can write
\[
\sum_{2 \leq n \leq Y} \frac{\Lambda(n)}{n^{1+it} \log n} = \sum_{\rho \leq Y} \frac{1}{\nu p^{\nu(1+it)}} = \sum_{\rho \leq Y} \sum_{\nu \geq 1} \frac{1}{\nu p^{\nu(1+it)}} + O\left( \frac{1}{\log Y} \right).
\]
Inserting this into the preceding formula, we get
\[
(2.2) \quad \frac{1}{2\pi i} \int_{\sigma_1 - iT_0}^{\sigma_1 + iT_0} \log \zeta(1 + it + w) \frac{Y^w}{w} \, dw = \log \zeta(1 + it; Y) + O\left( \frac{1}{(\log T)^{1/\beta}} \right).
\]
For the other three integrals, in view of bounds of \(\log \zeta(w)\) in the zero-free region (see [33, Theorem II.3.16]), typically we have
\[
\left( \int_{\sigma_1 + iT_0}^{\sigma_0 + iT_0} + \int_{\sigma_0 - iT_0}^{\sigma_1 - iT_0} \right) \log \zeta(1 + it + w) \frac{Y^w}{w} \, dw \ll \frac{\log T}{T_0},
\]
and
\[ \int_{\sigma_0+iT_0}^{\sigma_0-iT_0} \log \zeta(1+it+w) \frac{Y_w}{w} \, dw \ll \frac{(\log T)^2}{\exp(c\log T)^{(1/\beta-1)}}. \]
Thus the lemma follows from (2.1), (3.5) and these two bounds. \(\square\)

3. Extreme values of \(|\zeta(1+it)|\): Proof of Theorem 1.1

Choose \(B\) such that \(e^{c+1} < B < (1-\beta)/\log 4\) and set \(X := B \log T \log_2 T\). Denote by \(S(X)\) the set of all \(X\)-frivable numbers. Let \(a_n = a(n)\) be the completely multiplicative function supported on \(S(X)\) with \(a_p = 1-p/X\) for \(p \leq X\) and \(a_p = 0\) otherwise. Define the resonator
\[ R(t) = \sum_{n \in S(X)} a_n n^it = \prod_{p \leq X} (1 - a_p p^it)^{-1}. \]
Then by the prime number theorem, for \(t \in \mathbb{R}\) we have
\[ \log |R(t)| \leq \sum_{p \leq X} \log(1-a_p)^{-1} = \pi(X) \log X - \theta(X), \]
where \(\theta(x)\) is the Chebyshev function. It is well known that
\[ \pi(x) \log x - \theta(x) = \{1+o(1)\} \frac{x}{\log x} \]
and thus we have
(3.1) \[ |R(t)| \leq T^{B+o(1)} \quad (t \in \mathbb{R}). \]
Set the weight function to be the Gaussian function \(\varphi(t) = e^{-t^2}\) which satisfies
\[ \widehat{\varphi}(x) = \int_{\mathbb{R}} \varphi(t) e^{-itx} \, dt = \sqrt{2\pi} \varphi(x). \]
Denote
\[ M_1(R; T) := \int_{T^\beta \leq |t| \leq T} |R(t)|^2 \phi \left( \frac{t \log T}{T} \right) \, dt, \]
and
\[ M_2(R; T) := \int_{T^\beta \leq |t| \leq T} \zeta(1+it)|R(t)|^2 \phi \left( \frac{t \log T}{T} \right) \, dt. \]
Then clearly we have
(3.2) \[ Z_\beta(T) \geq \frac{|M_2(R; T)|}{M_1(R; T)}. \]
Put \(Y := \exp((\log T)^{1/\beta})\) as in Lemma 2.4. It follows that
\[ M_2(R; T) = \left\{ 1 + O \left( \frac{1}{(\log T)^{1/\beta}} \right) \right\} \int_{T^\beta \leq |t| \leq T} \zeta(1+it; Y)|R(t)|^2 \phi \left( \frac{t \log T}{T} \right) \, dt. \]
Using (3.1) and the trivial bound
\[ |\zeta(1+it; Y)| \ll \log Y = (\log T)^{1/\beta} \quad (t \in \mathbb{R}), \]
we can deduce that
\[ \left| \int_{|t| \leq T^\beta} \zeta(1+it; Y)|R(t)|^2 \phi \left( \frac{t \log T}{T} \right) \, dt \right| \leq T^{2B+\beta+o(1)}, \]
and
\[ \left| \int_{|t| \geq T} \zeta(1 + it; Y)|R(t)|^2 \phi \left( \frac{t \log T}{T} \right) \, dt \right| \ll T^{2B + o(1)} \int_T^\infty e^{-(t \log T)^2} \, dt \ll 1. \]

Thus by denoting
\[ I_2(R; T) = \int_{\mathbb{R}} \zeta(1 + it; Y)|R(t)|^2 \phi \left( \frac{t \log T}{T} \right) \, dt, \]
we have
\[ M_2(R; T) = \left\{ 1 + O \left( \frac{1}{(\log T)^{1/\beta}} \right) \right\} \left\{ I_2(R; T) + O(T^{2B + \beta - 1 + o(1)}) \right\}. \]

On the other hand, we have
\[ M_1(R; T) \leq \int_{\mathbb{R}} |R(t)|^2 \phi \left( \frac{t \log T}{T} \right) \, dt =: I_1(R; T), \]
Therefore by (3.2), we derive that
\begin{equation}
Z_\beta(T) \geq \left\{ 1 + O \left( \frac{1}{(\log T)^{1/\beta}} \right) \right\} \frac{I_2(R; T) + O(T^{2B + \beta - 1 + o(1)})}{I_1(R; T)}.
\end{equation}

We first estimate the ratio \( I_2(R; T)/I_1(R; T) \). For \( I_1(R; T) \), we have
\begin{equation}
I_1(R; T) = \int_{\mathbb{R}} \sum_{m, n \in S(X)} a_m a_n \left( \frac{m}{n} \right)^{it} \phi \left( \frac{t \log T}{T} \right) \, dt
= \frac{T}{\log T} \sum_{m, n \in S(X)} a_m a_n \phi \left( \frac{T}{\log T} \log \left( \frac{n}{m} \right) \right) \geq \hat{\phi}(0) \frac{T}{\log T} \sum_{n \in S(X)} a_n^2,
\end{equation}
thanks to the positivity of \( a_n \) and \( \hat{\phi}(t) \). Similarly, for \( I_2(R; T) \) we have
\[ I_2(R; T) = \frac{T}{\log T} \sum_{l \in S(Y) \cap m, n \in S(X)} a_m a_n \frac{\hat{\phi}}{l} \left( \frac{T}{\log T} \log \left( \frac{n}{m} \right) \right) \]
By sifting the terms with \( l|m \) and noticing \( Y > X \), we have that
\[ I_2(R; T) \geq \frac{T}{\log T} \sum_{l \in S(X)} \frac{a_l}{l} \sum_{k, n \in S(X)} a_k a_n \hat{\phi} \left( \frac{T}{\log T} \log \left( \frac{n}{k} \right) \right) \]
Therefore, we can deduce that
\[ \frac{I_2(R; T)}{I_1(R; T)} \geq \sum_{l \in S(X)} \frac{a_l}{l} = \prod_{p \in X} \left( 1 - \frac{a_p}{p} \right)^{-1} = \prod_{p \in X} \left( 1 - \frac{1}{p} \right)^{-1} \prod_{p \in X} \left( \frac{p - 1}{p - a_p} \right). \]
For the first product, we use Lemma 2.1 to derive that
\[ \prod_{p \in X} \left( 1 - \frac{1}{p} \right)^{-1} \geq e^{\gamma \log X} \left( 1 - \frac{1}{2(\log X)^2} \right). \]
For the second one, since
\[ -\log \prod_{p \in X} \left( \frac{p - 1}{p - a_p} \right) \leq \sum_{p \in X} \frac{p}{(p - 1)X} \leq \left\{ 1 + O \left( \frac{1}{\log X} \right) \right\} \frac{1}{\log X}, \]
we have
\[
\prod_{p \leq X} \left( \frac{p-1}{p-a_p} \right) \geq 1 - \frac{1}{\log X} + O\left( \frac{1}{(\log X)^2} \right).
\]
It follows that
\[
I_2(R; T) \geq e^\gamma \left\{ \log X - 1 + O\left( \frac{1}{\log X} \right) \right\}.
\]
(3.5)

It remains to exclude the influence of the error term in (3.3). In view of (3.4), we deduce that
\[
\log \sum_{n \in S(X)} a_n^2 = \log \prod_{p \leq X} (1 - a_p^2)^{-1} = \log \prod_{p \leq X} (1 - (1 - p/X)^2)^{-1}
\]
\[
= 2\pi(X) \log X - \theta(X) - \sum_{p \leq X} \log(2X - p).
\]
(3.6)

By partial summation formula, we can derive that
\[
\sum_{p \leq X} \log(2X - p) = \pi(X) \log X + \int_1^{X/(\log X)^2} \frac{\pi(t)}{2X - t} dt + \int_{X/(\log X)^2}^{X} \frac{\pi(t)}{2X - t} dt.
\]
(3.7)

For the first integral, we have
\[
\int_1^{X/(\log X)^2} \frac{\pi(t)}{2X - t} dt \ll \frac{X}{(\log X)^2} \int_1^{X/(\log X)^2} \frac{dt}{2X - t} \ll \frac{X}{(\log X)^5}.
\]
For the second one, the interval guarantees that
\[
\pi(t) = \frac{t}{\log X} \left\{ 1 + O\left( \frac{\log_2 X}{\log X} \right) \right\}.
\]
Thus we have
\[
\int_{X/(\log X)^2}^{X} \frac{\pi(t)}{2X - t} dt = \left\{ 2 \log 2 - 1 + o(1) \right\} \frac{X}{\log X}.
\]
Combining with (3.6) and (3.7), we obtain that
\[
\log \sum_{n \in S(X)} a_n^2 = \left\{ 2 - 2 \log 2 + o(1) \right\} \frac{X}{\log X},
\]
which implies by (3.4) that
\[
I_1(R; T) \gg T^{(2\log 2)B + 1 + o(1)}.
\]
In view of (3.3), for the error term we have
\[
\frac{T^{2B+B-1+o(1)}}{I_1(R; T)} \leq \frac{T^{2B+B+o(1)}}{T^{(2\log 2)B+1+o(1)} / \log X} = T^{B\log 4 - (1-\beta) + o(1)},
\]
where the last exponent is negative and thus admissible. Substituting this and (3.5) into (3.3), we deduce that
\[
Z_\beta(T) \geq e^\gamma (\log_2 T + \log_3 T + c),
\]
where \( c < \log B - 1 \). This completes the proof. □
4. LOWER BOUND FOR $\Gamma_{\sigma}(N)$ AS $\sigma \searrow 1/2$: PROOF OF THEOREM 1.2

4.1. A brief review on Gál-type sums.

In this subsection, we make a brief review on the Gál-type sums. The study of $\Gamma_{\sigma}(N)$ arises naturally in metric Diophantine approximation. When $\sigma = 1$, this was a prize problem posed by the Dutch Mathematical Society in 1947 on Erdős’s suggestion. Gál [21] investigated the problem in 1949 and proved that

$$\Gamma_{1}(N) \ll (\log_2 N)^2.$$ 

Thereafter, the GCD sums (1.9) are also known as “Gál-type sums”. In 2017, Lewko and Radziwiłł [26] used the method of probabilistic models to give a much easier proof of Gál’s theorem. They further determined the implied constant and proved that as $N \to \infty$, one has

$$\Gamma_{1/2}(N) = \left\{ \frac{e^{2\gamma}}{\zeta(2)} + o(1) \right\}(\log_2 N)^2.$$ 

Let $M$ be a finite set of integers. For general $\sigma$, define the spectral norm of the GCD matrix $(\gcd(m, n)^{\sigma}/\lcm(m, n)^{\sigma})_{(m, n) \in M^2}$ as

$$Q_{\sigma}(M) := \sup_{c \in \mathbb{C}^{|M|}, \|c\|_2 = 1} \left| \sum_{m, n \in M} c_m c_n \frac{\gcd(m, n)^{\sigma}}{\lcm(m, n)^{\sigma}} \right|,$$

where $c := (c_1, \ldots, c_N) \in \mathbb{C}^N$ and its norm $\|c\|_2 := \sum_{j=1}^{N} |c_j|^2$. Then in 2015, Aistleitner, Bondarenko and Seip [2] showed that

$$\Gamma_{1/2}(N) \leq \sup_{|M| = N} Q_{1/2}(M) \leq (e^2 + 1)(\log N + 2) \max_{n \leq N} \Gamma_{1/2}(n).$$

Recently, de la Bretèche and Tenenbaum [17] gave asymptotic formulas for $\Gamma_{1/2}(N)$. Namely, they proved that

$$\Gamma_{1/2}(N) = \exp \left\{ 2\sqrt{2} + o(1) \right\} \sqrt{\frac{\log N \log_3 N}{\log N}},$$

as $N \to \infty$. For further details about GCD sums, we refer to [2, 9, 10, 26].

Since Theorem 1.2 is a lower bound of $\Gamma_{\sigma}(N)$, we only need to construct a set of integers $M$ with $|M| \leq N$ such that

$$\frac{S_{\sigma}(M)}{|M|} \geq \exp \left\{ 2\sqrt{2} + o(1) \right\} \sqrt{\log(\sigma - 1/2)/(\log N)^{1-\sigma}}$$

for $1/2 + 1/\log_2 N \leq \sigma < 1$ and $N \to \infty$. Next we prove this by adapting the method of de la Bretèche and Tenenbaum [17].

4.2. Construction of the set $M$.

Let $\alpha \in (1, +\infty)$, $\eta \in (0, +\infty)$, $f \in (1, e]$ and $\lambda \in (0, 1)$ be some parameters. For $1 \leq j \leq J := \lfloor (\sigma - 1/2)^{-\lambda} \rfloor$, define

$$I_j := (f^j(\log N) \log_2 N, f^{j+1}(\log N) \log_2 N].$$

Then for each interval $I_j$, we have that

$$P_j := \sum_{p \in I_j} 1 = (f - 1)f^j(\log N)\left\{ 1 + O_{\varepsilon}\left( \frac{j + \log_3 N}{\log_2 N} \right) \right\},$$

(4.2)
where we have supposed that \( f \geq 1 + ((\log N) \log_2 N)^{-5/12+\varepsilon} \) such that the prime number theorem in short intervals holds and the implied constant depends on \( \varepsilon \) only. On the other hand we note that the hypothesis \( \sigma \geq 1/2 + 1/\log_2 N \) guaranties \( J \leq (\log_2 N)^{\lambda} = o(\log_2 N) \).

Let \( N_j = \prod_{p \leq l_j} p \) and \( \omega(\cdot) \) counts the number of different prime factors. Set

\[
u_j : = \frac{\eta(\log N)^{1-\sigma}}{j^{(\sigma-1)/2} \sqrt{\log N(\log_2 N)\sigma}}, \quad v_j : = \frac{\alpha \log N}{j^2 \log J}.
\]

Then we define

\[
\mathcal{M}_j : = \left\{ m = \frac{N_j a}{b} : ab \mid N_j \text{ and } \omega(a), \omega(b) \leq v_j \right\}
\]

and

\[
\mathcal{M} : = \prod_{1 \leq j \leq J} \mathcal{M}_j = \left\{ m = \prod_{1 \leq j \leq J} m_j : m_j \in \mathcal{M}_j \ (1 \leq j \leq J) \right\}.
\]

Now we evaluate the cardinal of \( \mathcal{M} \). For \( 1 \leq j \leq J \), we have

\[
|\mathcal{M}_j| = \sum_{0 \leq k \leq v_j} \binom{P_j}{k} \binom{P_j - k}{P_j - k - \ell}.
\]

For fixed \( k \), since \( P_j \) is much larger than \( v_j \), for \( 0 \leq \ell \leq v_j \) we can deduce that

\[
\binom{P_j - k}{v_j} = \binom{P_j - k - v_j}{v_j} \cdots \binom{P_j - k - (\ell + 1)}{v_j} \cdots (P_j - k - 2) \geq 2^{v_j - \ell} \binom{P_j - k - \ell}{v_j}.
\]

Therefore, we have

\[
\sum_{0 \leq \ell \leq v_j} \binom{P_j - k}{v_j} \leq \sum_{0 \leq \ell \leq v_j} 2^{-(v_j - \ell)} \binom{P_j - k - \ell}{v_j} \leq 2 \binom{P_j - k}{v_j}.
\]

On the other hand, we have

\[
\binom{P_j}{k} \binom{P_j - k}{v_j} = \binom{P_j}{v_j} \binom{P_j - v_j}{k}.
\]

Thus, by (4.3) and (4.4), we deduce that

\[
|\mathcal{M}_j| \leq 2 \sum_{0 \leq k \leq v_j} \binom{P_j}{k} \binom{P_j - k}{v_j} = 2 \binom{P_j}{v_j} \sum_{0 \leq k \leq v_j} \binom{P_j - v_j}{k} \leq 4 \binom{P_j}{v_j} \binom{P_j - v_j}{v_j}.
\]

Using the Euler-Maclaurin formula, we have

\[
|\mathcal{M}| \leq \prod_{1 \leq j \leq J} 4 \binom{P_j - v_j}{v_j} \binom{P_j}{v_j} \leq \prod_{1 \leq j \leq J} 4 \left( \frac{e(P_j - v_j)}{v_j} \right)^{v_j} \left( \frac{eP_j}{v_j} \right)^{v_j} \leq \prod_{1 \leq j \leq J} 4 \left( \frac{eP_j}{v_j} \right)^{2v_j}.
\]

Therefore, by (4.2) and the definitions of \( v_j \) and \( J \), we have

\[
\log |\mathcal{M}| \leq \sum_{1 \leq j \leq J} 2v_j \{ j \log f + O(\log j + \log_4 N) \} \leq 2\alpha \log f \log N + o(\log N),
\]

and consequently we obtain that

\[
|\mathcal{M}| \leq N^{2\alpha \log f + o(1)}.
\]
4.3. Proof of Theorem 1.2.

Note that \(ab \mid N_j\) implies \(\gcd(a, b) = 1\) since \(N_j\) is square-free. By Lemma 2.3, we have

\[
S_\sigma(\mathcal{M}_j) = \sum_{\substack{a, a' \mid N_j \\omega(a), \omega(a') \leq v_j}} \frac{\gcd(a, a')^\sigma}{\text{lcm}(a, a')^\sigma} \sum_{\substack{b, b' \mid N_j \\omega(b), \omega(b') \leq v_j \\gcd(a, b) = \gcd(a', b') = 1}} \frac{\gcd(b, b')^\sigma}{\text{lcm}(b, b')^\sigma}.
\]

Denote the inner sum by \(\tilde{S}_\sigma = \tilde{S}_\sigma(a, a')\), and let \(\varphi_{2\sigma}(d)\) be the Euler’s totient function of order \(2\sigma\), satisfying \(\sum_{d \mid D} \varphi_{2\sigma}(d) = D^{2\sigma}\). Then we have

\[
\tilde{S}_\sigma = \sum_{\substack{D, b, b' \mid N_j \\gcd(d, ab) = \gcd(b', a') = 1 \\gcd(b, b') = D \\omega(b), \omega(b') \leq v_j}} \frac{D^{2\sigma}}{(bb')^\sigma} = \sum_{\substack{d \mid N_j \\gcd(d, ab) = 1 \\omega(d) \leq v_j}} \varphi_{2\sigma}(d) \sum_{\substack{b, b' \mid N_j \\gcd(b, b') = 1 \\omega(b), \omega(b') \leq v_j}} \frac{1}{(bb')^\sigma}.
\]

By the definition of \(\varphi_{2\sigma}(d)\), for \(d \mid N_j\) we have

\[
\frac{\varphi_{2\sigma}(d)}{d^{2\sigma}} = \prod_{p \mid d} \left(1 - \frac{1}{p^{2\sigma}}\right) \geq \prod_{p \mid N_j} \left(1 - \frac{1}{p^{2\sigma}}\right) \gg 1.
\]

Consequently, we derive that

\[
\tilde{S}_\sigma \gg \sum_{\substack{d \mid N_j \\gcd(d, ab) = 1 \\omega(d) \leq v_j}} \varphi_{2\sigma}(d) \sum_{\substack{b, b' \mid N_j \\gcd(b, b') = 1 \\omega(b), \omega(b') \leq v_j - \omega(d)}} \frac{1}{(bb')^\sigma}.
\]

Substitute this into (4.7). For the sum over \(a\) and \(a'\), we follow a similar procedure and derive that

\[
S_\sigma(\mathcal{M}_j) \gg \sum_{\substack{c \mid N_j \\omega(c) \leq v_j \\gcd(c, A) = \gcd(c, A') = 1 \\omega(A), \omega(A') \leq v_j - \omega(c)}} \frac{1}{(AA')^\sigma} \sum_{\substack{d \mid N_j \\gcd(d, AA') = 1 \\omega(d) \leq v_j}} \varphi_{2\sigma}(d) \sum_{\substack{B, B' \mid N_j \\gcd(B, Acd) = \gcd(B', A'cd) = 1 \\omega(B), \omega(B') \leq v_j - \omega(d)}} \frac{1}{(BB')^\sigma}.
\]

We calculate from inside successively. Since each term is positive, we can sift a suitable subset. Therefore we restrict \(c, d\) such that \(\omega(c) = \omega(d) = v_j - u_j\), and \(A, A'\) such that \(\omega(A) = \omega(A') = u_j\). Then the inner sum turns to

\[
\sum_{\substack{B' \mid N_j \\gcd(B', A'cd) = 1 \\omega(B') \leq u_j}} \frac{1}{B'^\sigma} \geq \frac{1}{u_j!} \left(\sum_{p \in I_j} \frac{1}{p^\sigma}\right)^{u_j} = \frac{1}{u_j!} \left(\sum_{p \in I_j} \frac{1}{p^\sigma} - \sum_{p \in I_j} \frac{1}{p^\sigma}\right)^{u_j}.
\]
For the factorial, we use Stirling’s formula
\[ u_j! = \exp (u_j \log u_j - u_j + O(\log u_j)) = \left(1 + o(1)\right)^{u_j}u_j. \]

For the sums, by Lemma 2.2 we have
\[ \sum_{p \in I_j} \frac{1}{p^\sigma} = \left(1 + o(1)\right) \frac{\left(f^{1-\sigma} - 1\right) j f^{j(1-\sigma)} \log N^{1-\sigma}}{(1-\sigma)(\log_2 N)^\sigma}. \]

Since \( \omega(A'cd) \leq \omega(A') + \omega(c) + \omega(d) \leq 2v_j \), we have

\[ \sum_{p \in I_j} \frac{1}{p^\sigma} \leq \sum_{p | A'cd} \frac{1}{p^\sigma} \leq \frac{2v_j}{(f^j \log N \log_2 N)^\sigma} \leq \frac{2\alpha(\log N)^{1-\sigma}}{j^2 f^j \log J(\log_2 N)^\sigma} \leq \frac{1}{j^2 f^j \log J} \sum_{p \in I_j} \frac{1}{p^\sigma}. \]

Note that \( J \to \infty \) as \( \sigma \searrow 1/2 \). Therefore, in (4.10) we have
\[ \sum_{B' | N_j} \frac{1}{B^\sigma} \geq \left\{1 + o(1)\right\} \frac{\left(1 - f^{1-\sigma} - 1\right) j f^{j/2} \sqrt{\log J}}{\eta(1-\sigma) u_j^u}. \]

We can play similar trick on sums over \( B, A', A \) in (4.9) successively and therefore
\[ S_\sigma(M_j) \gg \left(1 + o(1)\right) \frac{\left(1 - f^{1-\sigma} - 1\right) j f^{j/2} \sqrt{\log J}}{\eta(1-\sigma)} \sum_{c \mid N_j} \sum_{d \mid N_j} 1. \]

Trivially, we have
\[ \sum_{c \mid N_j} \sum_{d \mid N_j} 1 \geq \left(\frac{P_j}{v_j - u_j}\right) (P_j - v_j + u_j) \geq \left(\frac{P_j}{v_j}\right) \left(\frac{P_j}{v_j}\right) \left(\frac{v_j}{P_j} - \frac{v_j}{P_j}\right) 2u_j. \]

Therefore, by (4.5) we have
\[ \sum_{c \mid N_j} \sum_{d \mid N_j} 1 \geq \frac{|M_j|}{4} \left(\frac{v_j}{P_j}\right) 2u_j = \frac{|M_j|}{4} \left(1 + o(1)\right) \frac{\sqrt{\alpha}}{j(f - 1)^{1/2} f^{j/2} \sqrt{\log J}} 4u_j. \]

Combined with (4.11), we obtain that
\[ \frac{S_\sigma(M_j)}{|M_j|} \gg \left(1 + o(1)\right) \frac{e \sqrt{\alpha(f^{1-\sigma} - 1)}}{\eta(1-\sigma) \sqrt{f - 1}}. \]

By the definition of \( u_j \), we have
\[ \sum_{j \leq J} u_j = \frac{4\eta(\log N)^{1-\sigma}}{\sqrt{\log J(\log_2 N)^\sigma}} \sum_{j \leq J} \frac{1}{j f^{j(\sigma - 1/2)}} + O(J) \]
\[ = \left(1 + o(1)\right) \frac{4\eta\sqrt{\log J(\log N)^{1-\sigma}}}{f^{j(\sigma - 1/2)}(\log_2 N)^\sigma} \]
\[ = \left(1 + o(1)\right) \frac{4\eta\sqrt{\lambda \log (\sigma - 1/2)}(\log N)^{1-\sigma}}{f^{(\sigma - 1/2)^{1-\lambda}(\log_2 N)^\sigma}}. \]
Therefore, by taking product over \( j \), we obtain
\[
\frac{S_\sigma(M)}{|M|} \geq \exp \left( \{1 + o(1)\} H(\alpha, \eta, f, \lambda) \sqrt{\frac{\log(\sigma - 1/2)}{(\log_2 N)^\sigma}} \right),
\]
where
\[
H(\alpha, \eta, f, \lambda) := \frac{2\eta \sqrt{\lambda}}{f(\sigma - 1/2)^{1-\lambda}} \log \left( \frac{e^{\sqrt{\alpha}(f^{1-\sigma} - 1)}}{\eta(1-\sigma)r f - 1} \right).
\]
Note that (4.6) implies we need to restrict \( 2\alpha \log f \leq 1 \). To get large value of \( H \), we set
\[
f \to 1^+, \quad 2\alpha \log f \to 1^-, \quad \eta \to \sqrt{2}/2, \quad \lambda \to 1^-.
\]
Then \( H(\alpha, \eta, f, \lambda) \) can be sufficiently close to \( 2\sqrt{2} \) and we finally derive that
\[
\Gamma_\sigma(N) \geq \frac{S_\sigma(M)}{|M|} \geq \exp \left( \{2\sqrt{2} + o(1)\} \sqrt{\frac{\log(\sigma - 1/2)}{(\log_2 N)^\sigma}} \right).
\]

5. Convolution method: Proof of Theorem 1.3

Let \( M \) be a set of positive integers with cardinal \( |M| = N = T^\kappa \) where \( 0 < \kappa < 1 \) to be chosen. Define
\[
M_j := M \cap [(1 + (\log T)/T)^j, (1 + (\log T)/T)^{j+1}).
\]
For \( J := \{ j \geq 0 : M_j \neq \emptyset \} \), let
\[
M' = \{ m_j = \min M_j : j \in J \}.
\]
Then we define the resonator
\[
R(t) := \sum_{m \in M'} r(m)m^it,
\]
where \( r(m_j) = |M_j|^{1/2} \). Trivially we have
\[
|R(t)| \leq R(0) = \sum_{m \in M'} r(m) \leq \left( \sum_{m \in M'} 1 \right)^{1/2} \left( \sum_{m \in M'} r(m)^2 \right)^{1/2} \leq |M'|^{1/2}|M|^{1/2} \leq N.
\]
Let \( 0 < \varepsilon < 1 \), for \( u \in \mathbb{R} \), we take
\[
K(u) := \frac{\sin^2(\varepsilon u \log T)}{\pi u^2 \varepsilon \log T},
\]
which satisfies
\[
\hat{K}(\xi) = \max \left( 1 - \frac{1}{2\varepsilon \log T}, 0 \right).
\]
Write
\[
Z_\sigma(t, u) := \zeta(\sigma + it + iu) \zeta(\sigma - it + iu) K(u).
\]
Then we define
\[
M_1(R; T) := \int_{T^\beta \leq |t| \leq T} |R(t)|^2 \phi \left( \frac{t \log T}{T} \right) dt,
\]
\[
M_2(R; T) := \int_{2T^\beta \leq |t| \leq 2T^2} |R(t)|^2 \phi \left( \frac{t \log T}{T} \right) \int_{|u| \leq |t|/2} Z_\sigma(t, u) du dt.
\]
Since \( K(\cdot) \) is bounded by 1, clearly we have
\[
(5.2) \quad Z_\beta(\sigma, T)^2 \geq \frac{|M_2(R; T)|}{M_1(R; T)}.
\]
As in §3, we approximate $M_1(R; T)$ and $M_2(R; T)$ by their relative full integral, i.e., by

$$I_1(R; T) := \int_\mathbb{R} |R(t)|^2 \phi \left( \frac{t \log T}{T} \right) dt,$$

$$I_2(R; T) := \int_\mathbb{R} |R(t)|^2 \phi \left( \frac{t \log T}{T} \right) \int_\mathbb{R} \mathcal{Z}_\sigma(t, u) du dt.$$

**Lemma 5.1.** For $I_1(R; T)$, we have

$$M_1(R; T) \leq I_1(R; T) \ll T|\mathcal{M}|/\log T,$$

where the implied constant is absolute.

**Proof.** The first inequality is trivial. Further we have

$$I_1(R; T) = \frac{T}{\log T} \sum_{i,j \in \mathcal{J}} r(m_i)r(m_j) \hat{\phi} \left( \frac{T}{\log T} \log \frac{m_j}{m_i} \right).$$

In the sum, the diagonal terms contribute

$$\hat{\phi}(0) \sum_{i \in \mathcal{J}} r(m_i)^2 = \hat{\phi}(0) \sum_{i \in \mathcal{J}} |\mathcal{M}_i| = \hat{\phi}(0) |\mathcal{M}'| \leq \hat{\phi}(0) |\mathcal{M}|.$$

For the off-diagonal terms, we divide the sum according to the values of $|i - j|$ and have

$$\sum_{i,j \in \mathcal{J}, i \neq j} r(m_i)r(m_j) \hat{\phi} \left( \frac{T}{\log T} \log \frac{m_j}{m_i} \right) = \sum_{l \geq 1} \sum_{i,j \in \mathcal{J}, |i - j| = l} r(m_i)r(m_j) \hat{\phi} \left( \frac{T}{\log T} \log \frac{m_j}{m_i} \right) \leq \sum_{l \geq 1} \sum_{i,j \in \mathcal{J}, |i - j| = l} r(m_i)r(m_j) \hat{\phi} \left( \frac{T}{\log T} \log \left( 1 + \frac{T}{T} \right)^{l-1} \right).$$

Recall that $\phi$ is rapidly decay. Thus this is bounded by

$$\sum_{l \geq 1} \sum_{i,j \in \mathcal{J}, |i - j| = l} r(m_i)r(m_j) \leq \sum_{i \in \mathcal{J}} r(m_i)^2 \leq |\mathcal{M}|.$$

This combined with (5.3) proves the lemma. 

**Lemma 5.2.** For $I_2(R; T)$, we have

$$I_2(R; T) = M_2(R; T) + O(|\mathcal{M}| T^{\beta+\kappa} \log T),$$

where the implied constant is absolute.

**Proof.** By the definition, we have that

$$I_2(R; T) - M_2(R; T) = \left( \int_{|t| < 2T^\beta} \int_\mathbb{R} + \int_{2T^\beta}^{|t| < T/2} \int_{|u| > |t|/2} + \int_{|t| > T/2} \int_\mathbb{R} \right) |R(t)|^2 \phi \left( \frac{t \log T}{T} \right) \mathcal{Z}_\sigma(t, u) du dt.$$

Denote the three integrals on the right-hand side by $D_1(R, T)$, $D_2(R, T)$ and $D_3(R, T)$ respectively. We prove that each is bounded by $O(|\mathcal{M}| T^{\beta+\kappa} \log T)$.

Firstly, recall that

$$|\zeta(\sigma + it)| \ll (1 + |t|)^{\frac{1}{3}(1-\sigma)}.$$
Therefore, we have
\[ \int_{|t|<2T^\beta} \int_{|u|<T^\beta} |\mathcal{F}_\sigma(t,u)| \, du \, dt \leq \int_{|t|<2T^\beta} \int_{|u|<T^\beta} |\zeta(\sigma + it)|^2 \, du \, dt \ll T^\beta \log T, \]
and
\[ \int_{|t|<2T^\beta} \int_{|u|>T^\beta} |\mathcal{F}_\sigma(t,u)| \, du \, dt \leq \int_{|t|<2T^\beta} \int_{|u|>T^\beta} \frac{(|t| + |u|)^{\frac{1}{2}(1-\sigma)}}{u^2} \, du \, dt \ll T^\beta. \]
Consequently, we derive that
\[ D_1(R, T) \leq N^2 \int_{|t|<2T^\beta} \left( \int_{|u|<T^\beta} + \int_{|u|>T^\beta} \right) |\mathcal{F}_\sigma(t,u)| \, du \, dt \ll |\mathcal{M}|T^{\beta+\kappa} \log T. \]
Secondly, we have that \( D_2(R, T) \) is bounded by
\[ \int_{T^\beta \leq |t| \leq T} |R(t)|^2 \phi \left( \frac{t \log T}{T} \right) \int_{|u|>|t|/2} \frac{(|t| + |u|)^{\frac{1}{2}(1-\sigma)}}{u^2} \, du \, dt \ll T^{-\beta/2} I_1(R; T), \]
and thus is admissible by Lemma 5.1. Finally, since \( \phi \) decays rapidly, we have
\[ D_3(R, T) \ll N^2 = |\mathcal{M}|T^\kappa. \]
This completes the proof. \( \square \)

Using Lemma 5.1 and Lemma 5.2, we establish from (5.2) that
\[ (5.4) \quad \frac{|M_2(R; T)|}{M_1(R; T)} \gg \frac{|I_2(R; T)|}{T|M|} \log T + O \left( T^{\beta+\kappa-1}(\log T)^2 \right). \]
To estimate \( I_2(R; T) \), we need to deal with the convolution of \( K(u) \) with \( \zeta(s) \). Here we quote the following lemma due to de la Bretèche and Tenenbaum [17, Lemma 5.3].

**Lemma 5.3.** Let \( \sigma \in (-\infty, 1) \). Suppose \( K(z) \) is analytic in the strip \( \Im z \in [\sigma - 2, 0] \), satisfying
\[ \sup_{\sigma - 2 \leq y \leq 0} |K(x + iy)| \ll \frac{1}{1 + x^2}. \]
Then for any \( t \neq 0 \) we have
\[ \int_{\mathbb{R}} \mathcal{F}_\sigma(t, u) \, du = \sum_{k,l \geq 1} \frac{\hat{K}(\log kl)}{k^{\sigma+it}l^{\sigma-it}} - 2\pi \zeta(1-2it)K(i(\sigma + it) - i) - 2\pi \zeta(1+2it)K(i(\sigma - it) - i). \]
We expand \( K(u) \) analytic continuously to the whole plane, satisfying the conditions of Lemma 5.3. Therefore, we may deduce that
\[ I_2(R; T) = I_{2,1}(R; T) - I_{2,2}(R; T) - I_{2,3}(R; T), \]
where
\[ I_{2,1}(R; T) := \int_{\mathbb{R}} |R(t)|^2 \phi \left( \frac{t \log T}{T} \right) \sum_{k,l \geq 1} \frac{\hat{K}(\log kl)}{k^{\sigma+it}l^{\sigma-it}} \, dt, \]
\[ I_{2,2}(R; T) := 2\pi \int_{\mathbb{R}} \zeta(1-2it)K(i(\sigma + it) - i)|R(t)|^2 \phi \left( \frac{t \log T}{T} \right) \, dt, \]
\[ I_{2,3}(R; T) := 2\pi \int_{\mathbb{R}} \zeta(1+2it)K(i(\sigma - it) - i)|R(t)|^2 \phi \left( \frac{t \log T}{T} \right) \, dt. \]
For \( I_{2,2}(R; T) \) and \( I_{2,3}(R; T) \), we have
\[
|I_{2,2}(R; T)| + |I_{2,3}(R; T)| \lesssim \frac{|M|T^n}{\log T} \int_{\mathbb{R}} \frac{|\zeta(1 + 2it)|}{1 + t^2} \phi\left(\frac{t \log T}{T}\right) \, dt \lesssim \frac{|M|T^n}{\log T},
\]
since \( K(i(\sigma \pm it) - i) \lesssim 1/(1 + t^2 \log T) \). Thus \( I_{2,2}(R, T) \) and \( I_{2,3}(R, T) \) are admissible as error terms.

For \( I_{2,1}(R; T) \), each term is nonnegative, so we have
\[
I_{2,1}(R; T) = \frac{T}{\log T} \sum_{m, n \in M'} r(m)r(n) \sum_{k, l \geq 1} \frac{\hat{K}(kl)}{k^\sigma l^\sigma} \phi\left(\frac{T}{\log T} \log \frac{mk}{nl}\right) \\
\geq \frac{T}{2 \log T} \sum_{k, l \leq T^\varepsilon} \frac{1}{k^\sigma l^\sigma} \sum_{m, n \in M'} r(m)r(n) \hat{K}(kl) \phi\left(\frac{T}{\log T} \log \frac{mk}{nl}\right).
\]

Note that by (5.1), \( kl \leq T^\varepsilon \) implies \( \hat{K}(kl) \geq 1/2 \). Therefore
\[
I_{2,1}(R; T) \geq \frac{T}{2 \log T} \sum_{k, l \leq T^\varepsilon} \frac{1}{k^\sigma l^\sigma} \sum_{m, n \in M'} r(m)r(n) \hat{K}(kl) \phi\left(\frac{T}{\log T} \log \frac{mk}{nl}\right).
\]

For the inner sum, for fixed \( k \) and \( l \), we have
\[
\sum_{m, n \in M'} r(m)r(n) \hat{K}(kl) \phi\left(\frac{T}{\log T} \log \frac{mk}{nl}\right) \geq \sum_{i, j \in J} \sum_{m, n \in M} r(m)r(n) \hat{K}(kl) \phi\left(\frac{T}{\log T} \log \frac{m_i k}{m_j l}\right) \\
= \sum_{i, j \in J} \sum_{m, n \in M} \hat{K}(kl) \phi\left(\frac{T}{\log T} \log \frac{m_i n}{m_j m}\right) \gg \sum_{m, n \in M} 1,
\]

since \( 1 \leq m/m_i \leq 1 + \log T/T \) and \( 1 \leq n/m_j \leq 1 + \log T/T \). Thus we have
\[
(5.6) \quad I_{2,1}(R; T) \gg \frac{T}{\log T} \sum_{m, n \in M} \sum_{kl \leq T^\varepsilon} \frac{1}{k^\sigma l^\sigma}.
\]

Write \( m = m'\gcd(m, n) \) and \( n = n'\gcd(m, n) \). Then the relation \( mk = nl \) implies
\[
L = \frac{k}{n'} = \frac{l}{m'},
\]
for some integer \( L \) and
\[
kl = L^2 m' n' = L^2 \frac{\text{lcm}(m, n)}{\gcd(m, n)}.
\]

Therefore in (5.6), we have
\[
I_{2,1}(R; T) \gg \frac{T}{\log T} \sum_{m, n \in M} L^2 \frac{\text{lcm}(m, n)}{\gcd(m, n)} < T^\varepsilon \left(\frac{\gcd(m, n)}{\text{lcm}(m, n)}\right) \sigma \\
\gg \frac{T}{\log T} \sum_{m, n \in M} \left(\frac{\gcd(m, n)}{\text{lcm}(m, n)}\right) \sigma \\
= \frac{T}{\log T} S_\sigma(M) - \frac{T}{\log T} \sum_{\text{lcm}(m, n) > T^\varepsilon} \left(\frac{\gcd(m, n)}{\text{lcm}(m, n)}\right) \sigma.
\]
By Rankin’s trick, we have
\[
\sum_{m,n \in \mathcal{M}} \left( \frac{\gcd(m,n)}{\text{lcm}(m,n)} \right)^\sigma \leq \frac{1}{T^{(\sigma-1/2)\varepsilon}} \sum_{m,n \in \mathcal{M}} \left( \frac{\gcd(m,n)}{\text{lcm}(m,n)} \right)^{1/2} = \frac{1}{T^{(\sigma-1/2)\varepsilon}} S_{1/2}(\mathcal{M}).
\]

By using (4.1), we have that this is bounded by
\[
\frac{|\mathcal{M}|}{T^{(\sigma-1/2)\varepsilon}} \exp \left( \{2\sqrt{2} + o(1)\} \sqrt{\frac{\kappa \log T \log_3 T}{\log_2 T}} \right) = o(|\mathcal{M}|),
\]
since \( \sigma \geq 1/2 + 1/\log_2 T \) and we can choose \( \varepsilon = 1/2022 \). So we have
\[I_{2,1}(R; T) \gg \frac{T}{\log T} S_\sigma(\mathcal{M}).\]

Combining this with (5.4) and (5.5), we have
\[
\frac{|M_2(R; T)|}{M_1(R; T)} \gg S_\sigma(\mathcal{M}) \frac{1}{|\mathcal{M}|} + T^{\beta+\kappa-1}(\log T)^2.
\]

Choose \( \kappa = 1 - \beta \). By (5.2) we have
\[
Z_\beta(\sigma, T)^2 \gg \frac{|M_2(R; T)|}{M_1(R; T)} \gg S_\sigma(\mathcal{M}) \frac{1}{|\mathcal{M}|} + (\log T)^2,
\]
and thus by taking maximum of both sides over \( |\mathcal{M}| = N \) we have
\[
Z_\beta(\sigma, T) \gg \sqrt{\Gamma_\sigma(T^{1-\beta})}.
\]
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