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Abstract. In this paper, we have studied cyclic codes over the ring $R = \mathbb{Z}_4 + u\mathbb{Z}_4$, $u^2 = 0$. We have considered cyclic codes of odd lengths. A sufficient condition for a cyclic code over $R$ to be a $\mathbb{Z}_4$-free module is presented. We have provided the general form of the generators of a cyclic code over $R$ and determined a formula for the ranks of such codes. In this paper we have mainly focused on principally generated cyclic codes of odd length over $R$. We have determined a necessary condition and a sufficient condition for cyclic codes of odd lengths over $R$ to be $R$-free.

1. Introduction. Cyclic codes are amongst the most studied algebraic codes. Their structure is well known over finite fields [7]. Recently codes over rings have generated a lot of interest after a breakthrough paper by Hammons et al. [5] showed that some well known binary non-linear codes are actually images of some linear codes over $\mathbb{Z}_4$ under the Gray map. Since then, cyclic codes have also been extensively studied over various finite rings. Their structure over finite chain rings is now well known [9]. They have also been studied over other rings such as $\mathbb{F}_2 + u\mathbb{F}_2$, $u^2 = 0$, [3]; $\mathbb{F}_2 + u\mathbb{F}_2 + v\mathbb{F}_2 + uv\mathbb{F}_2$, $u^2 = v^2 = 0, uv = vu$, [12]; and $\mathbb{F}_2 + v\mathbb{F}_2$, $u^2 = v$, [13].

Bonnecaze and Udaya [3] have studied cyclic codes over the ring $\mathbb{F}_2 + u\mathbb{F}_2$, $u^2 = 0$, and provided their basic framework. The ring $\mathbb{F}_2 + u\mathbb{F}_2$ is useful because it shares many properties of $\mathbb{Z}_4$, and since it has characteristic 2, it also shares properties of the field $\mathbb{F}_4$. In most of these studies length of the cyclic code is relatively prime to the characteristic of the ring. A complete structure of cyclic codes over $\mathbb{Z}_4$ of odd length has been given in [10] and [6].

In this paper, we have studied cyclic codes over the ring $R = \mathbb{Z}_4 + u\mathbb{Z}_4$, $u^2 = 0$. We have considered cyclic codes of odd lengths. Recently, Yildiz and Karadeniz [11] have studied linear codes over $R$. A linear code $C$ over $R$ can be expressed as $C = C_1 + uC_2$, where $C_1, C_2$ are linear codes over $\mathbb{Z}_4$. As usual, a cyclic code of length $n$ over $R$ is an ideal of $R_n = \frac{R[x]}{x^n - 1}$. We have shown that a linear code $C = C_1 + uC_2$ of length $n$ over $R$ is a cyclic code if and only if $C_1, C_2$ are cyclic codes.
of length \(n\) over \(\mathbb{Z}_4\). We have determined a sufficient condition for a cyclic code of odd length over \(R\) to be a \(\mathbb{Z}_4\)-free module. We have provided the general form of the generators of a cyclic code over \(R\), from which we have determined a formula for the ranks of such codes. The ring \(R_n\) is in general not a principal ideal ring, and so a cyclic code over \(R\) is in general not principally generated. In this paper we have mainly focused on cyclic codes of odd length over \(R\) which are principally generated. We have determined a necessary condition and a sufficient condition for principally generated cyclic codes of odd lengths over \(R\) to be \(R\)-free.

The paper is organized as follows: In Section II, we present the preliminaries. In Section III, we have discussed the Galois extensions of \(R\) and the ideal structure of these extensions. In Section IV, we have studied cyclic codes of odd length over \(R\). The forms of the ranks and minimal spanning sets of these codes are presented. In Section V, we have mainly focused to principally generated cyclic codes of odd length over \(R\) and determined a necessary condition and a sufficient condition for cyclic codes over \(R\) to be \(R\)-free. We have also expressed principally generated cyclic codes in terms of the \(n^{th}\) roots of unity.

2. Preliminaries. Throughout the paper, \(R\) denotes the ring \(\mathbb{Z}_4 + u\mathbb{Z}_4 = \{a + ub \mid a, b \in \mathbb{Z}_4\}\) with \(u^2 = 0\). \(R\) can be viewed as the quotient ring \(\mathbb{Z}_4[u]/\langle u^2\rangle\). The units of \(R\) are

\[
1, 3, 1 + u, 1 + 2u, 1 + 3u, 3 + u, 3 + 2u, 3 + 3u ,
\]

and the non-units are

\[
0, 2, u, 2u, 2 + u, 2 + 2u, 3u, 2 + 3u .
\]

\(R\) has six ideals in all: \(\{0\}, \langle u \rangle = \{0, u, 2u, 3u\}, \langle 2 \rangle = \{0, 2, 2u, 2 + u\}, \langle 2u \rangle = \{0, 2u\}, \langle 2 + u \rangle = \{0, 2 + u, 2u, 2 + 3u\}\) and \(\langle 2, u \rangle = \{0, 2, 2u, 3u, 2 + u, 2 + 2u, 2 + 3u\}\).

\(R\) is a local ring of characteristic 4 with \(\langle 2, u \rangle\) as its unique maximal ideal. A commutative ring \(R\) is called a chain ring if its ideals form a chain under the relation of inclusion. From the ideals of \(R\), we can see that they do not form a chain; for instance, the ideals \(\langle u \rangle\) and \(\langle 2 \rangle\) are not comparable. Therefore, \(R\) is a non-chain extension of \(\mathbb{Z}_4\). Also \(R\) is not a principal ideal ring; for example, the ideal \(\langle 2, u \rangle\) is not generated by any single element of \(R\).

We denote the residue field \(R/\langle 2, u \rangle\) of \(R\) by \(\overline{R}\). Since \(\{0 + \langle 2, u \rangle\} \cup \{1 + \langle 2, u \rangle\} = R\), therefore \(\overline{R} \equiv \mathbb{F}_2\). The image of any element \(a \in R\) under the projection map \(\mu : R \to \overline{R}\) is denoted by \(\overline{a}\). The map \(\mu\) is extended to \(R[x] \to \overline{R}[x]\) in the usual way. The image of an element \(f(x) \in R[x]\) in \(\overline{R}[x]\) under this projection is denoted by \(\overline{f}(x)\). A polynomial \(f(x) \in R[x]\) is called basic irreducible (primitive) if \(\overline{f}(x)\) is an irreducible (primitive) polynomial in \(\overline{R}[x]\). Basic irreducible polynomials over finite local rings play approximately the same role as irreducible polynomials play over finite fields.

A polynomial \(f(x)\) over \(R\) is called a regular polynomial if it is not a zero divisor in \(R[x]\), equivalently, \(f(x)\) is regular if \(\overline{f(x)} \neq 0\). Two polynomials \(f(x), g(x) \in R[x]\) are said to be coprime if there exist \(a(x), b(x) \in R[x]\) such that

\[
a(x)f(x) + b(x)g(x) = 1 .
\]

Now we recall the Hensel’s Lemma and factorization of polynomials in \(\mathbb{Z}_4[x]\). A polynomial \(f(x)\) in \(\mathbb{Z}_4[x]\) is said to be primary if the principal ideal \(\langle f \rangle\) is primary, i.e., whenever \(ab \in \langle f \rangle\), then either \(a \in \langle f \rangle\) or \(b^j \in \langle f \rangle\) for positive integer \(j\).
Theorem 2.1 (Hensel's Lemma [10]). Let \( f \) be a monic polynomial in \( \mathbb{Z}_4[x] \) and assume that \( f \) (mod 2) = \( g_1g_2\cdots g_r \), where \( g_1, g_2, \ldots, g_r \) are pairwise coprime monic polynomials over \( \mathbb{F}_2 \). Then there exist pairwise coprime monic polynomials \( f_1, f_2, \ldots, f_r \) over \( \mathbb{Z}_4 \) such that \( f = f_1f_2\cdots f_r \) in \( \mathbb{Z}_4[x] \) and \( f_i \) (mod 2) = \( g_i \), \( i = 1, 2, \ldots, r \).

A Gray map \( \phi : R^n \to \mathbb{Z}_4^{2n} \) is defined by (see [11])

\[
(\overline{a} + u\overline{b}) \mapsto (\overline{b}, \overline{a} + \overline{b}).
\]

The Lee weight is defined on \( R \) by

\[
w_L(a + ub) = w_L(b, a + b),
\]

where \( w_L(b, a + b) \) is the usual Lee weight of \( (b, a + b) \) in \( \mathbb{Z}_4^2 \). This weight is then extended componentwise to \( R^n \). The Lee weight of an element \( x \in R^n \) is the sum of the Lee weights of the coordinates of \( x \).

Theorem 2.2. [11] The Gray map \( \phi : R^n \to \mathbb{Z}_4^{2n} \) is a distance preserving linear isometry with respect to the Lee weights in \( R^n \) and \( \mathbb{Z}_4^2 \).

A linear code \( C \) of length \( n \) over \( R \) is an \( R \)-submodule of \( R^n \). \( C \) may not be an \( R \)-free module. We can express \( R^n \) as \( R^n = \mathbb{Z}_4^n + u\mathbb{Z}_4^n \), and so a linear code \( C \) of length \( n \) over \( R \) can be expressed as \( C = C_1 + uC_2 \), where \( C_1, C_2 \) are linear codes of length \( n \) over \( \mathbb{Z}_4 \). The Euclidean inner product of any two elements \( x = (x_1, x_2, \ldots, x_n) \) and \( y = (y_1, y_2, \ldots, y_n) \) of \( R^n \) is defined as \( x \cdot y = x_1y_1 + x_2y_2 + \cdots + x_ny_n \), where the operation is performed in \( R \). The dual of a linear code \( C \) is defined as \( C^\perp = \{ y \in R^n \mid x \cdot y = 0 \ \forall x \in C \} \). It follows immediately that if \( C = C_1 + uC_2 \) is a linear code over \( R \), then \( C^\perp = C_1^\perp + uC_2^\perp \). We define the rank of a code \( C \) as the minimum number of generators for \( C \) and the free rank of \( C \) is the rank of \( C \) if \( C \) is a free module over \( R \). There are two other codes associated with \( C \), namely Tor\( (C) \) and Res\( (C) \) and are defined as Tor\( (C) = \{ b \in \frac{\mathbb{Z}_4[x]}{(x^n-1)} : ub \in C \} \) and Res\( (C) = \{ a \in \frac{\mathbb{Z}_4[x]}{(x^n-1)} : a + ub \in C \ \text{for some } b \in \frac{\mathbb{Z}_4[x]}{(x^n-1)} \} \).

3. Galois extension of \( R \). Let \( n \) be an odd integer. We first consider the factorization of \( x^n - 1 \) over \( R \), as it plays a vital role in the study of cyclic codes over \( R \) of length \( n \).

Theorem 3.1. Let \( g(x) \in \mathbb{F}_2[x] \) be a monic irreducible (primitive) divisor of \( x^{2^r-1} - 1 \). Then there exists a unique monic basic irreducible (primitive) polynomial \( f(x) \) in \( R[x] \) such that \( \overline{f(x)} = g(x) \) and \( f(x) \mid (x^{2^r-1} - 1) \) in \( R[x] \).

Proof. Let \( x^{2^r-1} - 1 = g(x)g'(x) \) in \( \mathbb{F}_2[x] \). By Hensel's lemma, there exist \( f(x), f'(x) \in \mathbb{Z}_4[x] \) such that \( x^{2^r-1} - 1 = f(x)f'(x) \) in \( \mathbb{Z}_4[x] \) and \( f(x) \) (mod 2) = \( g(x) \), \( f'(x) \) (mod 2) = \( g'(x) \). Since \( \mathbb{Z}_4 \) is a subring of \( R \), \( f(x) \in R[x] \). Also \( \overline{f(x)} = f(x) \) (mod \( (2, u) \)) = \( g(x) \) and \( f(x) \mid (x^{2^r-1} - 1) \) in \( R[x] \).

We call the polynomial \( f(x) \) in Theorem (3.1) the Hensel lift of \( g(x) \) to \( R \).

Since \( n \) is odd, it follows from [8, Theorem XIII.11] that \( x^n - 1 \) factorizes uniquely into pairwise coprime basic irreducible polynomials over \( R \). Let

\[ x^n - 1 = f_1f_2\cdots f_m \]
be such a factorization of \( x^n - 1 \). Then it follows from the Chinese Remainder Theorem that
\[
\frac{R[x]}{(x^n - 1)} = \bigoplus_{i=1}^{m} \frac{R[x]}{(f_i)}.
\]
Therefore every ideal \( I \) of \( \frac{R[x]}{(x^n - 1)} \) can be expressed as \( I = \bigoplus_{i=1}^{m} I_i \), where \( I_i \) is an ideal of the ring \( \frac{R[x]}{(f_i)} \), \( i = 1, 2, \ldots, m \).

Let us recall the Galois extension of \( \mathbb{Z}_4 \). Let \( h(x) \) be a monic basic irreducible polynomial of degree \( r \) in \( \mathbb{Z}_4[x] \). Then the Galois ring \( GR(4, r) \) over \( \mathbb{Z}_4 \) is defined as the residue class ring \( \frac{\mathbb{Z}_4[x]}{(h(x))} \). The ring \( GR(4, r) \) is a local ring with unique maximal ideal \( (2) \) and the residue field \( \mathbb{F}_2^r \).

Let \( T = \{0, 1, \xi, \xi^2, \ldots, \xi^{2^{r-2}}\} \) be the Teichmüller representatives of \( GR(4, r) \), where \( \xi \) is a root of a basic primitive polynomial of degree \( r \) in \( \mathbb{Z}_4[x] \). Then each element \( a \) of \( GR(4, r) \) can be written as \( a = a_0 + 2a_1 \), where \( a_0, a_1 \in T \). This representation is called the 2-adic representation of elements of \( GR(4, r) \).

Now we consider the Galois extension of \( R \). Let \( f(x) \) be a basic irreducible polynomial of degree \( r \) in \( R[x] \). Then the Galois extension of \( R \) is defined as the quotient ring \( \frac{R[x]}{(f(x))} \) and is denoted by \( GR(R, r) \). If \( \alpha \) is a root of \( f(x) \) then the elements of \( GR(R, r) \) can uniquely be written as \( m_0 + m_1\alpha + m_2\alpha^2 + \cdots + m_{r-1}\alpha^{r-1} \), \( m_i \in R \), \( i = 0, 1, \ldots, r-1 \), i.e., \( GR(R, r) \) is free module of rank \( r \) over \( R \) with a basis \( \{1, \alpha, \alpha^2, \ldots, \alpha^{r-1}\} \) and \( |GR(R, r)| = 16^r \). From Theorem (3.5), it follows that the ring \( GR(R, r) \) is a local ring with unique maximal ideal \( \langle 2, u, \langle f \rangle \rangle \) and the residue field \( \mathbb{F}_2^r \). Furthermore,
\[
GR(R, r) \simeq \frac{GR(4, r)[u]}{\langle u^2 \rangle} \simeq GR(4, r) \oplus uGR(4, r),
\]
where \( GR(4, r) \) is the Galois ring of degree \( r \) over \( \mathbb{Z}_4 \) and \( u^2 = 0 \).

Therefore, an element \( x \) of \( GR(R, r) \) can be represented as \( x = a + ub \), where \( a, b \in GR(4, r) \). Using the 2-adic representation of \( a = a_0 + 2a_1 \), \( b = a_2 + 2a_3 \), \( a_0, a_1, a_2, a_3 \in T \), the element \( x \in GR(R, r) \) can further be represented as \( x = a_0 + 2a_1 + ua_2 + 2ua_3 \).

**Lemma 3.2.** A non-zero element \( x = a_0 + 2a_1 + ua_2 + 2ua_3 \) of \( GR(R, r) \) is unit if and only if \( a_0 \neq 0 \) in \( T \).

**Proof.** Since \( x^4 = a_0^4 \) for every non-zero \( x \) in \( GR(R, r) \), the result follows. \( \square \)

Thus the group of units of \( GR(R, r) \), denoted by \( GR(R, r)^* \), is given by
\[
GR(R, r)^* = \{a_0 + 2a_1 + ua_2 + 2ua_3 : a_0, a_1, a_2, a_3 \in T, a_0 \neq 0\}.
\]

**Theorem 3.3.** The group of units \( GR(R, r)^* \) is a direct product of two groups \( GC \) and \( GA \), i.e., \( GR(R, r)^* = GC \times GA \), where \( GC \) is a cyclic group of order \( 2^r - 1 \) and \( GA \) is an abelian group of order \( 8^r \).

**Proof.** Let \( \xi \) be a primitive element of \( GR(R, r) \) and \( GC = T^* = \{1, \xi, \ldots, \xi^{2^{r-2}}\} \). Then \( GC \) is a multiplicative cyclic group of order \( 2^r \). Let \( x = a_0 + 2a_1 + ua_2 + 2ua_3 \in GR(R, r)^* \). Define a mapping \( \Gamma : GR(R, r)^* \to GC \) such that \( \Gamma(x) = a_0 \). It can easily be seen that for any \( a, x, y \in GR(R, r)^* \), \( \Gamma(ax + y) = \Gamma(a)\Gamma(x) + \Gamma(y) \). \( \Gamma \) is obviously a surjective map. Therefore \( \frac{GR(R, r)^*}{\ker \Gamma} \simeq GC \), where \( \ker \Gamma = \{1 + 2a_1 + ua_2 + 2ua_3 : a_1, a_2, a_3 \in T\} \). Denote \( \ker \Gamma \) by \( GA \). Then it can easily be seen that \( GR(R, r) \simeq GC \times GA \). Moreover, \( |GR(R, r)^*| = |GC| \cdot |GA| = 8^r(2^r - 1) \). \( \square \)
The set of all zero divisors of $GR(R, r)$ is given by \( \{2a_1 + ua_2 + 2ua_3 : a_1, a_2, a_3 \in T\} \), which is maximal ideal generated by \( \langle 2, u \rangle \) in $GR(R, r)$.

Now we consider the ideal structure of $GR(R, r)$. We first prove the following Lemma.

**Lemma 3.4.** Let $f(x), g(x) \in R[x]$. Then $f(x), g(x)$ are coprime if and only if their images $\overline{f}(x), \overline{g}(x)$ are coprime in $R[x]$.

**Proof.** If $f(x), g(x)$ are coprime, then it is immediate that $\overline{f}(x)$ and $\overline{g}(x)$ are coprime. Now suppose that $\overline{f}(x), \overline{g}(x)$ are coprime. Then there exist $a(x), b(x) \in R[x]$ such that

$$\overline{a(x)} \overline{f}(x) + \overline{b(x)} \overline{g}(x) = 1.$$ 

Then there exits $r(x), s(x) \in R[x]$ such that

$$a(x)f(x) + b(x)g(x) = 1 + 2r(x) + us(x) . \quad (1)$$

Multiplying (1) by $2r(x)$ and by $us(x)$, we respectively get equations:

$$2r(x)a(x)f(x) + 2r(x)b(x)g(x) = 2r(x) + 2ur(x)s(x) . \quad (2)$$

$$us(x)a(x)f(x) + us(x)b(x)g(x) = us(x) + 2ur(x)s(x) . \quad (3)$$

On adding (2) and (3), we get

$$a(x)(2r(x) + us(x))f(x) + b(x)(2r(x) + us(x))g(x) = 2r(x) + us(x) . \quad (4)$$

Putting the value of $2r(x) + us(x)$ in (1), we get

$$a(x)(1 - 2r(x) - us(x))f(x) + b(x)(1 - 2r(x) - us(x))g(x) = 1 .$$

Therefore $f(x)$ and $g(x)$ are coprime. \( \square \)

Now we consider the ideals of $R[x]/\langle f \rangle$, where $f$ is a basic irreducible polynomial over $R$.

**Theorem 3.5.** Let $f \in R[x]$ be a basic irreducible polynomial. Then the ideals of $R[x]/\langle f \rangle$ are precisely, \( \{0\}, \langle 1 + \langle f \rangle \rangle, \langle 2 + \langle f \rangle \rangle, \langle u + \langle f \rangle \rangle, \langle 2u + \langle f \rangle \rangle, \langle 2 + u + \langle f \rangle \rangle \) and \( \langle \langle 2, u \rangle + \langle f \rangle \rangle \).

**Proof.** Let $I$ be a non-zero ideal of $R[x]/\langle f \rangle$. Let $h + \langle f \rangle \in R[x]/\langle f \rangle$. Since $f$ is basic irreducible, $\overline{f}$ is irreducible in $\overline{R[x]}$. Therefore $\gcd(\overline{f}, \overline{h}) = 1$ or $\overline{f}$. Let $\gcd(\overline{f}, \overline{h}) = 1$. Then $f$ and $h$ are coprime in $R[x]$, and hence there exist $a_1, a_2 \in R[x]$ such that

$$\lambda_1 f + \lambda_2 h = 1 .$$

From this follows that $\lambda_2 h = 1 \pmod{f}$. Thus $h$ is an invertible element of $R[x]/\langle f \rangle$ and so $I = \langle 1 + \langle f \rangle \rangle = R[x]/\langle f \rangle$.

Now suppose that $\gcd(\overline{f}, \overline{h}) = \overline{f}$. Then there exists polynomials $g, f_1, f_2 \in R[x]$ such that

$$h = fg + 2f_1 + uf_2 ,$$

and $\gcd(\overline{f}, \overline{f_1}) = 1$ or $\gcd(\overline{f}, \overline{f_2}) = 1$. It follows that $h + \langle f \rangle \in \langle \langle 2, u \rangle + \langle f \rangle \rangle$. Therefore if $I \neq \langle 1 + \langle f \rangle \rangle$, then $I \subseteq \langle \langle 2, u \rangle + \langle f \rangle \rangle$. The non-zero ideals contained in $\langle \langle 2, u \rangle + \langle f \rangle \rangle$ are $\langle 2 + \langle f \rangle \rangle, \langle u + \langle f \rangle \rangle, \langle 2u + \langle f \rangle \rangle, \langle 2 + u + \langle f \rangle \rangle$ and $\langle \langle 2, u \rangle + \langle f \rangle \rangle$ itself. The result follows. \( \square \)

The Galois group $\text{Gal}(GR(R, r))$ of $\text{Gal}(R, r)$ is a cyclic group of order $(2^r - 1)$, which is generated by the Frobenius automorphism $\sigma$ on $GR(R, r)$ defined as $\sigma(x) = a_0^2 + 2a_1^2 + ua_2^2 + 2ua_3^2$, where $x = a_0 + 2a_1 + ua_2 + 2ua_3 \in R$. The automorphism $\sigma$ fixes the ring $R$. 
Example 3.6. Consider the basic irreducible polynomial \( h(x) = x^4 + 3x^3 + 2x^2 + 1 \), which is the Hensel lift to \( R \) of the polynomial \( x^3 + x^3 + 1 \in \mathbb{F}_2[x] \). Let \( \xi \) be a root of \( h(x) \). Then
\[
\xi^4 = \xi^3 + 2\xi^2 + 3, \quad \xi^5 = 3\xi^3 + 2\xi^2 + 3\xi + 3, \quad \xi^6 = \xi^3 + \xi^2 + 3\xi + 1, \\
\xi^7 = 2\xi^3 + \xi^2 + \xi + 3, \quad \xi^8 = 3\xi^3 + \xi^2 + \xi, \quad \xi^9 = 3\xi^2 + 3, \\
\xi^{10} = 3\xi^3 + 3\xi, \quad \xi^{11} = 3\xi^3 + \xi^2 + 1, \quad \xi^{12} = 2\xi^2 + \xi + 1, \\
\xi^{13} = 2\xi^3 + \xi^2 + \xi, \quad \xi^{14} = 3\xi^3 + \xi^2 + 2\xi, \quad \xi^{15} = 1.
\]

Let \( \mathcal{T} = \{0, 1, \xi, \xi^2, \xi^3, \xi^3 + 2\xi^2 + 3, 3\xi^3 + 2\xi^2 + 3\xi + 3, \xi^3 + \xi^2 + 3\xi + 1, 2\xi^3 + \xi^2 + \xi + 3, 3\xi^3 + \xi^2 + 3, 3\xi^3 + 3\xi, 3\xi^3 + \xi^2 + 1, 2\xi^2 + \xi + 1, 2\xi^3 + \xi^2 + \xi, 3\xi^3 + \xi^2 + 2\xi \} \). Then \( GR(R, 4) = \{a_0 + 2a_1 + ua_2 + 2ua_3 : a_i \in \mathcal{T}, i = 0, 1, 2, 3 \} \) and \( |GR(R, 4)| = 4^{16} \).

4. Cyclic codes of odd length over \( \mathbb{Z}_4 + u \mathbb{Z}_4 \). We assume that \( n \) is odd throughout this section. For a finite chain ring \( R \), it is well known that the ring \( R[x] / (x^n - 1) \) is a principal ideal ring [9]. However, in the present case the ring \( R \) is not a chain ring and the situation is not as straightforward. In fact, the ring \( R_n = \frac{R[x]}{(x^n - 1)} \) is not in general a principal ideal ring, as the next result shows. The result is a generalization of [12, Lemma 2.4].

**Theorem 4.1.** The ring \( R_n = \frac{R[x]}{(x^n - 1)} \) is not a principal ideal ring.

**Proof.** Consider the augmentation mapping \( \gamma : \frac{R[x]}{(x^n - 1)} \rightarrow R \) defined by
\[
\gamma(a_0 + a_1x + \ldots + a_{n-1}x^{n-1}) = a_0 + a_1 + \ldots + a_{n-1}.
\]
This is a surjective ring homomorphism. Consider now the ideal \( I = \langle 2, u \rangle \) of \( R \), which we know is not a principal ideal. Let \( J = \gamma^{-1}(I) \). It is well known that the inverse image under a homomorphism of an ideal is an ideal. So \( J \) is an ideal of \( \frac{R[x]}{(x^n - 1)} \). Now if we assume \( J \) to be a principal ideal, then its homomorphic image \( I \) must be principal, a contradiction. Hence \( J \) is not a principal ideal and \( \frac{R[x]}{(x^n - 1)} \) is therefore not a principal ideal ring.

Therefore, a cyclic code of length \( n \) over \( R \) is in general not principally generated. Since \( n \) is odd, the ring \( \frac{Z_4[x]}{(x^n - 1)} \) is a principal ideal ring. Therefore a cyclic code of length \( n \) over \( R \) is of the form \( C = C_1 + uC_2 = \langle g_1 \rangle + u \langle g_2 \rangle \), where \( g_1, g_2 \in \mathbb{Z}_4[x] \) are generator polynomials of the cyclic codes \( C_1, C_2 \), respectively.

Let \( \tau \) be the standard cyclic shift operator on \( R^n \). A linear code \( C \) of length \( n \) over \( R \) is cyclic if \( \tau(c) \in C \) whenever \( c \in C \), i.e., if \( \langle c_0, c_1, \ldots, c_{n-1} \rangle \subset C \) then \( \langle c_{n-1}, c_0, c_1, \ldots, c_{n-2} \rangle \subset C \). As usual, in the polynomial representation, a cyclic code of length \( n \) over \( R \) is an ideal of \( \frac{R[x]}{(x^n - 1)} \).

**Theorem 4.2.** Let \( x^n - 1 = f_1f_2 \cdots f_m \), where \( f_i, i = 1, 2, \ldots, m \) are basic irreducible pairwise coprime polynomials in \( R[x] \). Then any ideal in \( R_n \) is the sum of the ideals of \( R[x]/\langle f_i \rangle \), \( i = 1, 2, \ldots, m \).

**Proof.** It follows from the Chinese Remainder Theorem.

**Corollary 1.** The number cyclic codes over \( R \) is \( 7^m \).

**Proof.** Each ideal of \( R_n \) is a direct sum of the ideals of \( R[x]/\langle f_i \rangle \), \( i = 1, 2, \ldots, m \). From Theorem (3.5) and for each \( i \), \( R[x]/\langle f_i \rangle \) has 7 ideals. The result follows.
Theorem 4.3. A linear code $C = C_1 + uC_2$ of length $n$ over $R$ is cyclic if and only if $C_1$, $C_2$ are cyclic codes of length $n$ over $\mathbb{Z}_4$.

Proof. Let $c_1 + uc_2 \in C$, where $c_1 \in C_1$ and $c_2 \in C_2$. Then $\tau(c_1 + uc_2) = \tau(c_1) + u\tau(c_2) \in C$, since $C$ is cyclic and $\tau$ is a linear map. So, $\tau(c_1) \in C_1$ and $\tau(c_2) \in C_2$. Therefore $C_1, C_2$ are cyclic codes. Conversely if $C_1$, $C_2$ are cyclic codes, then for any $c_1 + uc_2 \in C$, where $c_1 \in C_1$ and $c_2 \in C_2$, we have $\tau(c_1) \in C_1$ and $\tau(c_2) \in C_2$, and so, $\tau(c_1 + uc_2) = \tau(c_1) + u\tau(c_2) \in C$. Hence $C$ is cyclic. \hfill $\square$

The following result gives a sufficient condition for a cyclic code $C$ over $R$ to be a free $\mathbb{Z}_4$-code.

Theorem 4.4. Let $C = C_1 + uC_2$ be a cyclic code of length $n$ over $R$. If $C_1$, $C_2$ are free codes over $\mathbb{Z}_4$, then $C$ is a free $\mathbb{Z}_4$-module.

Proof. Suppose that $C_1$, $C_2$ are $\mathbb{Z}_4$-free codes of ranks $k_1$, $k_2$, respectively. Let $\{c_{11}, c_{12}, \ldots, c_{1k_1}\}$ and $\{c_{21}, c_{22}, \ldots, c_{2k_2}\}$ be $\mathbb{Z}_4$-bases of $C_1$ and $C_2$, respectively. Then the set $\{c_{11}, c_{12}, \ldots, c_{1k_1}, uc_{21}, uc_{22}, \ldots, uc_{2k_2}\}$ spans $C$, as every element of $C$ can be expressed as a linear combination of elements of this set. Now suppose there exist scalars $a_i, b_j \in \mathbb{Z}_4$ such that

$$\sum_{i=1}^{k_1} a_i c_{1i} + u \sum_{j=1}^{k_2} b_j c_{2j} = 0.$$ 

Then $\sum_{i=1}^{k_1} a_i c_{1i} = 0$ and $\sum_{j=1}^{k_2} b_j c_{2j} = 0$. Since the elements $c_{11}, c_{12}, \ldots, c_{1k_1}$ are independent and so are the elements $c_{21}, c_{22}, \ldots, c_{2k_2}$, therefore $a_i = 0$ and $b_j = 0$ for all $i$ and $j$. Hence $C$ is a $\mathbb{Z}_4$-free module. \hfill $\square$

The converse of the above Theorem is not true in general, i.e., if a cyclic code $C = C_1 + uC_2$ is a free $\mathbb{Z}_4$-module of length $n$ over $R$, then $C_1$ or $C_2$ may not be a free code of length $n$ over $\mathbb{Z}_4$ (see example 4.6). However, if $C$ is an $R$-free module (code) of length $n$ over $R$ then $C_1$ must be a free code of length $n$ over $\mathbb{Z}_4$ (see Theorem 1).

Example 4.5. The polynomial $x^7 - 1$ factorizes into irreducible polynomials over $\mathbb{F}_2$ as $x^7 - 1 = (x - 1)(x^3 + x + 1)(x^3 + x^2 + 1)$. The Hensel lifts of $x^3 + x + 1$ and $x^3 + x^2 + 1$ to $\mathbb{Z}_4$ are $x^3 + 2x^2 + x - 1$ and $x^3 - x^2 - 2x - 1$, respectively. Therefore $x^3 + 2x^2 + x - 1$ and $x^3 - x^2 - 2x - 1$ are divisors of $x^7 - 1$ over $\mathbb{Z}_4$. Define $C = \langle x^3 + 2x^2 + x - 1 \rangle + u \langle x^3 - x^2 - 2x - 1 \rangle$. Then $C$ is a cyclic code of length 7 over $R$, which is also a free $\mathbb{Z}_4$-module.

Example 4.6. Let $C = C_1 + uC_2$ be a free $\mathbb{Z}_4$-cyclic code of length 5 over $R$ generated by $g(x) = u + 2x + ux^2$. Then $C_1$ is a cyclic code of length 5 over $\mathbb{Z}_4$ generated by $g(x) \pmod{u} = 2x$ which is not $\mathbb{Z}_4$-free.

Now we consider the general form of the generators of cyclic codes over $R$.

Define $\psi : R \to \mathbb{Z}_4$ such that $\psi(a + bu) = a \pmod{u}$. It can easily be seen that $\psi$ is a ring homomorphisms with $\ker \psi = \langle u \rangle = u\mathbb{Z}_4$. Extended $\psi$ to the homomorphism $\phi : \mathbb{Z}_4[x]/(x^n - 1) \to \mathbb{Z}_4[x]/(x^n - 1)$ such that $\phi(a_0 + a_1 x + a_2 x^2 + \ldots + a_{n-1} x^{n-1}) = \psi(a_0) + \psi(a_1) x + \psi(a_2) x^2 + \ldots + \psi(a_{n-1}) x^{n-1}$. Let $C$ be a cyclic code of length $n$ over $R$. Restrict $\phi$ to $C$ and define

$$J = \{ h(x) \in \mathbb{Z}_4[x]/(x^n - 1) : \psi(h(x)) \in \ker \phi \}.$$
Clearly $J$ is an ideal of $\mathbb{Z}_4[x]/(x^4 - 1)$. So $J$ is a cyclic code over $\mathbb{Z}_4$ and $J = \langle a(x) \rangle$ for some $a(x) \in \mathbb{Z}_4[x]$. Therefore $\ker \phi = \langle ua(x) \rangle$. Similarly, the image of $C$ under $\phi$ is an ideal of $\mathbb{Z}_4[x]/(x^4 - 1)$, and $\phi(C) = \langle g(x) \rangle$ for some $g(x) \in \mathbb{Z}_4[x]$. Hence $C = \langle g(x) + up(x), \ ua(x) \rangle$ for some $p(x) \in \mathbb{Z}_4[x]$. Since $ug(x) = u(g(x) + up(x)) \in C$ and $\phi(ug(x)) = 0$, so $a(x) \mid g(x)$. Thus a cyclic code $C$ over $R$ has the form

$$C = \langle g(x) + up(x), \ ua(x) \rangle,$$

where $g(x), p(x), a(x) \in \mathbb{Z}_4[x]$ and $a(x) \mid g(x)$. In particular if $a(x) = g(x)$, we have the following result.

**Theorem 4.7.** Let $n$ be an odd integer and $C$ be a cyclic code of length $n$ over $R$. Then $C = \langle g(x) + up(x), \ ua(x) \rangle$. Hence $C = \langle g(x) + up(x) \rangle$. □

It may be noted here that unlike in the case of finite fields, a generator polynomial of $\ker \phi$ or $\phi(C)$ may not necessarily divide $x^n - 1$. The proof of the following result is straightforward, as the result is well known for codes over finite fields.

**Theorem 4.8.** Let $C$ be a cyclic code of length $n$ over $R$. If $C = \langle g(x) + up(x), \ ua(x) \rangle$ and $\deg g(x) = k_1$ and $\deg a(x) = k_2$, then $C$ has rank $2n - k_1 - k_2$ and a minimal spanning set $A = \{(g(x) + up(x)), x(g(x) + up(x)), x^2(g(x) + up(x)), \ldots, x^{n-k_1-1}(g(x) + up(x)), \ ua(x), xua(x), x^2ua(x), \ldots, x^{n-k_2-1}ua(x)\}$.

In Theorem (4.8), if we put the restriction on $g(x)$ and $a(x)$ such that they are regular and monic polynomials, respectively, over $\mathbb{Z}_4$, then the minimal spanning set of $C$ reduces to that of [1, Theorem 3]. To prove this, we first prove the following lemma, which appears as an exercise (Exercise XIII.6) in [8, p. 273].

**Lemma 4.9.** Let $f(x)$ and $g(x)$ be two polynomials in $R[x]$. If $g(x)$ is regular, then there exists polynomials $q(x)$ and $r(x)$ such that $f(x) = g(x)q(x) + r(x)$, $\deg r(x) < \deg g(x)$.

Proof. Since $g(x)$ is regular, by [8, Theorem XIII.6] there exists a monic polynomial $g^*(x) \in R[x]$ such that $g(x) = v(x)g^*(x)$, where $v(x)$ is a unit in $R[x]$.

Since $g^*(x)$ is monic, by division algorithm, there exists $q'(x)$ and $r'(x)$ in $R[x]$ such that $f(x) = g^*(x)q'(x) + r'(x)$, where $\deg r'(x) < \deg g^*(x)$. On multiplying both sides by $v(x)$, we get $v(x)f(x) = v(x)g^*(x)q'(x) + v(x)r'(x)$, from which we get $f(x) = g(x)q(x) + r(x)$, where $q(x) = (v(x))^{-1}q'(x)$.

Since $g^*(x)$ is monic, so $\deg g(x) \geq \deg g^*(x)$, as $\deg g(x) = \deg v(x) + \deg g^*(x)$. From this follows that $\deg r(x) < \deg g(x)$.

The following result is a generalization of [1, Theorem 3] in the present setting.

**Theorem 4.10.** Let $C = \langle g(x) + up(x), \ ua(x) \rangle$ be a cyclic code of length $n$ over $R$, and $g(x)$ is regular and $a(x)$ is monic in $\mathbb{Z}_4[x]$ with $\deg g(x) = k_1$ and $\deg a(x) = k_2$, respectively. Then $C$ has rank $n - k_2$ and a minimal spanning set $B = \{(g(x) + up(x)), x(g(x) + up(x)), x^2(g(x) + up(x)), \ldots, x^{n-k_1-1}(g(x) + up(x)), \ ua(x), xua(x), x^2ua(x), \ldots, x^{k_1-k_2-1}ua(x)\}$.

Proof. Suppose $C = \langle g(x) + up(x), \ ua(x) \rangle$ with $\deg g(x) = k_1$ and $\deg a(x) = k_2$, where $g(x)$ is regular and $a(x)$ is monic in $\mathbb{Z}_4[x]$. To prove $B$ is the minimal spanning set of $C$, it suffices to show that $B$ spans the span of $A = \{(g(x) + up(x)), x(g(x) +
up(x), x^2(g(x) + up(x)), \ldots, x^{n-k_1-1}(g(x) + up(x)), ua(x), xua(x), x^2ua(x), \ldots, x^{n-k_2-1}ua(x)\). For this, we first show that \(x^{k_1-k_2}ua(x) \in \text{Span } B\).

Since \(g(x)\) is regular, then so is \((g(x) + up(x))\). By Lemma (4), \(x^{k_1-k_2}ua(x) = u(g(x)+up(x))q(x)+ur(x)\), where \(r(x) = 0\) or \(\deg r(x) < k_1\), and \(q(x) \in \mathbb{Z}_4[x]\). This implies that \(ur(x) \in C\). Since \(\deg r(x) < \deg (g(x) + up(x))\), so if \(r(x) \neq 0\), then it cannot be expressed as a linear combination of \((g(x) + up(x))\) and its multiples. Therefore, \(ur(x) = ua(x)b(x)\) for some \(b(x) \in R[x]\).

Since \(a(x)\) is monic, so deg \(ur(x) = \deg ua(x) + \deg b(x)\). From this follows that \(\deg b(x) \leq k_1 - k_2 - 1\). Thus, we get \(x^{k_1-k_2}ua(x) = u(g(x)+up(x))q(x)+ua(x)b(x)\) with \(\deg b(x) \leq k_1 - k_2 - 1\). It follows that \(x^{k_1-k_2}ua(x) \in \text{span } B\).

Similarly, we can show that \(x^{k_1-k_2+1}ua(x), x^{k_1-k_2+2}ua(x), \ldots, x^{n-k_1-1}ua(x)\) are in \(\text{span } B\). Hence \(B\) is a minimal generating set of \(C\).

To prove the linear independence of \(B\), assume that \(s(x)(g(x) + up(x)) = 0\) (mod \(x^n - 1\)) and \(ut(x)a(x) = 0\) (mod \(x^n - 1\) for some \(s(x) = s_0 + s_1 x + s_2 x^2 + \cdots + s_{n-k_1-1} x^{n-k_1-1} \in R[x]\) and \(t(x) = t_0 + t_1 x + t_2 x^2 + \cdots + t_{k_1-k_2-1} x^{k_1-k_2-1} \in \mathbb{Z}_4[x]\).

Since \(g(x) + up(x)\) is regular, by [8, Theorem XIII.6] there exists a monic polynomial \(g^*(x) \in R[x]\) such that \((g(x) + up(x)) = v(x)g^*(x)\), where \(v(x)\) is a unit in \(R[x]\). Therefore, \(s(x)v(x)g^*(x) = 0\) (mod \(x^n - 1\)), which implies \(s(x)g^*(x) = 0\) (mod \(x^n - 1\)), as \(v(x)\) is a unit in \(R[x]\). Let \(g^*(x) = g_0^* + g_1^* x + g_2^* x^2 + \cdots + g_t^* x^t\), where \(t \leq n - k_1 - 1\). Then

\[(s_0 + s_1 x + s_2 x^2 + \cdots + s_{n-k_1-1} x^{n-k_1-1}) \left(g_0^* + g_1^* x + g_2^* x^2 + \cdots + g_t^* x^t\right) = 0 \pmod {x^n - 1}.

By comparing the coefficient of highest power of \(x\) on both sides, we get \(s_{n-k_1-1} g_t^* = 0\), from which follows that \(s_{n-k_1-1} = 0\), as \(g_t^*\) is a unit in \(R\). Again by comparing the coefficient of next highest power of \(x\), we get \(s_{n-k_1-1} g_{t-1}^* + s_{n-k_1-2} g_t^* = 0\), which implies that \(s_{n-k_1-2} = 0\). On continuing this way, we get \(s_i = 0\) for \(i = 0, 1, \ldots, n-k_1-3\). Similarly we can show that \(t_i = 0\) for all \(i = 0, 1, \ldots, k_1-k_2-1\). Therefore \(B\) is linearly independent.

**Theorem 4.11.** Let \(C = \langle g(x) + up(x), ua(x) \rangle\) be a cyclic code of length \(n\) over \(R\). Then \(w_H(C) = w_H(\ker \phi)\), i.e., \(w_H(C) = w_H(\langle ua(x) \rangle)\).

**Proof.** Let \(c(x) = c_0(x) + uc_1(x) \in C\). Then \(uc(x) = uc_0(x)\). It is clear that \(w_H(uc(x)) = w_H(uc_0(x)) \leq w_H(c(x))\). So \(w_H(uc) \leq w_H(C)\). Also, since \(uc\) is a subcode of \(C\), \(w_H(C) \leq w_H(uc)\). Hence the result.

**5. One generator cyclic codes over \(R\).** We now consider cyclic codes over \(R\) which are principal ideals in \(\frac{R[x]}{(x^n - 1)}\). For a finite chain ring \(R\), the ring \(\frac{R[x]}{(x^n - 1)}\) is a principal ideal ring and the form of the generator of an ideal of \(\frac{R[x]}{(x^n - 1)}\) is well known [9]. Using the form of this generator, a necessary and sufficient condition for cyclic codes over \(\mathbb{Z}_4\) to be free is provided in [2, Proposition 1]. However, in the present case, \(R\) is not a chain ring and the form of the generator of a principally generated ideal of \(\frac{R[x]}{(x^n - 1)}\) is not known. Below we generalize [2, Proposition 1] for the present case and provide a necessary condition (Theorem (5.1)) and a sufficient condition (Theorem (5.2)) for the cyclic codes over \(R\) to be free.

**Theorem 5.1.** Let \(C\) be a principally generated cyclic code of length \(n\) over \(R\) generated by \(g(x) \in R[x]\). If \(g(x) \mid x^n - 1\), then \(C\) is \(R\)-free.

**Proof.** Suppose that \(g(x) \mid x^n - 1\) and \(x^n - 1 = g(x)h(x)\). Since \(x^n - 1\) is a regular polynomial, \(g(x)\) and \(h(x)\) must also be regular polynomials. By [8, Theorem
XIII.6], there exist monic polynomials \( g'(x), h'(x) \) such that \( g(x) = v_1(x)g'(x) \) and \( h(x) = v_2(x)h'(x) \) and \( \overline{g}(x) = \overline{g}'(x) \) and \( \overline{h}(x) = \overline{h}'(x) \), where \( v_1(x), v_2(x) \in R[x] \) are units. Therefore, \( x^n - 1 = g(x)h(x) = v_1(x)v_2(x)g'(x)h'(x) \). Since \( x^n - 1, g'(x) \) and \( h'(x) \) are all monic, we must have \( v_1(x)v_2(x) = 1 \) and \( x^n - 1 = g'(x)h'(x) \). Let deg \( g'(x) = n - k \). Then deg \( h'(x) = k \). We have \( C = \langle g(x) \rangle = \langle v_1(x)g'(x) \rangle = \langle g'(x) \rangle \), as \( v_1(x) \) is a unit. Obviously the set \( S = \{ g'(x), xg'(x), \ldots, x^{k-1}g'(x) \} \) spans \( C \).

Now suppose \( a(x)g'(x) = 0 \) (mod \( x^n - 1 \)) for some \( a(x) \in R[x] \) with deg \( a(x) < k \). Then \( x^n - 1 \mid a(x)g'(x) \), which implies that \( x^n - 1 \mid a(x) \), i.e., \( h'(x) \mid a(x) \). Since \( h'(x) \) is monic polynomial of degree \( k \), it cannot divide a non-zero polynomial of degree less than \( k \). It follows that \( a(x) = 0 \). So the set \( S \) is linearly independent and thus forms a basis for \( C \). Hence \( C \) is an \( R \)-free code.

We have following converse of Theorem (5.1).

**Theorem 5.2.** Let \( C \) be a principally generated cyclic code of length \( n \) over \( R \) generated by \( g(x) \in R[x] \). If \( C \) is \( R \)-free, then there exists a monic generator \( g'(x) \) of \( C \) such that \( g'(x) \mid x^n - 1 \).

**Proof.** Suppose that \( C \) is an \( R \)-free code. Since \( g(x) \) generates an \( R \)-free code, \( g(x) \) must be a regular polynomial. Therefore there exist a monic polynomial \( g'(x) \in R[x] \) such that \( g(x) = v(x)g'(x) \) and \( \overline{g}(x) = \overline{g}'(x) \), where \( v(x) \) is a unit in \( R[x] \). Let the \( R \)-rank of \( C \) be \( s \) and \( S = \{ c_1, c_2, \ldots, c_s \} \) an \( R \)-basis of \( C \). Then the set \( \{ \overline{c}_1, \overline{c}_2, \ldots, \overline{c}_s \} \) forms a basis for the cyclic code \( \overline{C} \) over the finite field \( \overline{R} \). Since \( C = \langle g(x) \rangle \), so \( \overline{C} = \langle \overline{g}(x) \rangle = \langle g'(x) \rangle \). Since \( \overline{g}(x) \) is monic, therefore it is the generator polynomial of \( \overline{C} \). Let deg \( \overline{g}'(x) = n - k \). Then the set \( \{ \overline{g}'(x), x\overline{g}'(x), \ldots, x^{k-1}\overline{g}'(x) \} \) forms a basis for \( \overline{C} \). So we must have \( s = k \).

Now \( C = \langle g(x) \rangle = \langle g'(x) \rangle \). Clearly, the elements \( g'(x), xg'(x), x^2g'(x) \ldots \) span \( C \). Also, the elements \( \{ g'(x), xg'(x), \ldots, x^{k-1}g'(x) \} \) are linearly independent over \( R \); for if they are not, then they give a dependence relation among the elements \( \overline{g}'(x), \overline{xg}'(x), \ldots, \overline{x^{k-1}g}'(x) \), a contradiction. Now since \( x^k g'(x) \) is a codeword, we can write \( x^k g'(x) \) as a linear combination of the elements \( x^i g'(x), i = 0, 1, \ldots, k - 1 \). Let

\[
x^k g'(x) = \sum_{i=0}^{k-1} a_i x^i g'(x)
\]

which can be written as \( \sum_{i=0}^{k} a_i x^i g'(x) = 0 \) with \( a_k = 1 \), or \( a(x)g'(x) = 0 \). Then \( x^n - 1 \mid a(x)g'(x) \) and since \( a(x)g'(x) \) is a monic polynomial of degree \( n \), we must have \( x^n - 1 = a(x)g'(x) \). Therefore, \( g'(x) \mid x^n - 1 \).

The following result follows from Theorem (5.1) and Theorem (5.2).

**Proposition 1.** Let \( C \) be a principally generated cyclic code of length over \( R \). Then \( C \) is free if and only if there exists a monic generator \( g(x) \) in \( C \) such that \( g(x) \mid x^n - 1 \). Furthermore, \( C \) has free rank \( n - \deg g(x) \) and the elements \( g(x), xg(x), \ldots, x^{n-\deg g(x)-1}g(x) \) form a basis for \( C \).

**Example 5.3.** Consider the cyclic code \( C \) of length 7 over \( R \) generated by the polynomial \( g(x) = x^3 + 2x^2 + x - 1 \). \( g(x) \) is the Hensel lift of \( x^3 + x + 1 \in \mathbb{F}_2[x] \) to \( R \). The cyclic code \( C = \langle g(x) \rangle \) an \( R \)-free cyclic code of length 7 and the free rank 4.

**Theorem 5.4.** If \( C = C_1 + uC_2 \) is free cyclic code over \( R \) then so is \( C_1 \) over \( \mathbb{Z}_4 \).
Proof. From Proposition (1), if $C$ is a free cyclic code over $R$ with generator polynomial $g(x)$ then $x^n - 1 = g(x)h(x)$. Since $R = \mathbb{Z}_4 + u\mathbb{Z}_4$, we can express $g(x) = g'(x) + ug''(x)$ and $h(x) = h'(x) + uh''(x)$, where $g'(x), g''(x), h', h''(x) \in \mathbb{Z}_4[x]$. Then $x^n - 1 = g(x)h(x) \pmod{u}$. The result follows.

Example 5.5. Consider again the cyclic code $C$ of length 7 generated by $g(x) = x^3 + 2x^2 + x - 1$. Then $C$ is free over $R$ since $x^7 - 1$ is a divisor of $x^7 - 1$ over $R$. As $x^3 + 2x^2 + x - 1$ is a divisor of $x^7 - 1$ over $\mathbb{Z}_4$ as well, $C_1$ is a free cyclic code of length 7 over $\mathbb{Z}_4$.

A polynomial $e(x)$ in $R[x]$ is said to be an idempotent if $e(x)^2 = e(x) \pmod{x^n - 1}$. The following theorems are the generalization of [10, Theorem 5, 6].

Theorem 5.6. Let $C$ be a cyclic code of length $n$ over $R$.

1. If $C = \langle g \rangle$ and $g|x^n - 1$, then $C$ has an idempotent generator in $R$.
2. If $C = \langle ug \rangle$ with $g|x^n - 1$, then $C = \langle ue \rangle$, where $e$ is an idempotent generator of $C$.

Proof. Let $x^n - 1 = gh$ for some $h$ in $R[x]$. Since $x^n - 1$ has distinct factors over $R$, there exist $\lambda_1, \lambda_2$ in $R[x]$ such that $g\lambda_1 + h\lambda_2 = 1$.

Let $e = g\lambda_1$. Then $e \in \langle g \rangle$. Since $g\lambda_1 + h\lambda_2 = 1$, $e = 1 - h\lambda_2$ and $e^2 = e(1 - h\lambda_2) = e \pmod{x^n - 1}$. Now $ge = g(1 - h\lambda_2) = g \pmod{x^n - 1} = g$. This implies that $g \in \langle e \rangle$. Hence $\langle e \rangle = \langle g \rangle$.

The second result can be proved similarly.

Theorem 5.7. If $C$ be a free cyclic code of length $n$ over $R$ with idempotent generator $e(x)$ in $R[x]$ then $C^\perp$ has the idempotent generator $1 - e(x^{-1})$.

Proof. Similar to the finite fields case.

5.1. One generator cyclic codes as $n^{th}$ roots of unity. Since $(n, 4) = 1$, $x^n - 1$ factorizes uniquely into coprime monic basic irreducible polynomials. From Theorem (3.1), there exists a primitive $n^{th}$ root of unity in $GR(R, r)$. Let $\xi_1, \xi_2, \ldots, \xi_k$ be $n^{th}$ roots of unity in $GR(R, r)$. Define the minimal polynomial $M_i(x)$ of $\xi^i$ as the monic polynomial of least degree having a root $\xi^i$ over $R$. Then a cyclic code $C$ of length $n$ over $R$ can also be described in terms of $n^{th}$ roots of unity. Then the cyclic code $C$ can be defined as

$$C = \{c(x) \in R_n : c(\xi^j) = 0, \ 1 \leq j \leq k\}.$$ 

The generator polynomial $g(x)$ of $C$ is the least common multiple of minimal polynomials of $\xi^j$, $1 \leq j \leq k$. Then $g(x) \mid (x^n - 1)$. Hence $C$ is a free code over $R$.

The following is a straightforward generalization of [2, Proposition 2].

Proposition 2. [2] Suppose that the generator polynomial $g(x)$ of a cyclic code $C$ of length $n$ over $R$ divides $(x^n - 1)$ and has as roots $\xi^6, \xi^{b+1}, \ldots, \xi^{b+\delta-1}$, where $\xi$ is a primitive $n^{th}$ root of unity in a Galois extension of $R$. Then $d(C) \geq \delta$.

Example 5.8. Let $\xi$ be a root of the basic primitive polynomial $f(x) = x^4 + 3x^3 + 2x^2 + 1$, which is a factor of $x^{15} - 1$ over $R$. Let the generator polynomial of a cyclic code of length 15 over $R$ is defined as $g(x) = \text{lcm}(M_0(x), M_1(x), M_2(x), M_3(x), M_4(x), M_5(x), M_6(x))$, where $M_i(x)$ are the minimal polynomials of $\xi^i$, $i = 0, 1, 2, 3, 4, 5, 6$, respectively. We have $M_0(x) = x - 1$, $M_1(x) = M_2(x) = M_4(x) = x^4 + 3x^3 + 2x^2 + 1$,
$M_3(x) = M_6(x) = x^4 + x^3 + x^2 + x + 1$ and $M_5(x) = x^2 + x + 1$. Therefore, $g(x) = x^{11} + 2x^9 + 3x^8 + 3x^7 + x^6 + 2x^4 + 3x^3 + x^2 + 3x + 3$. The cyclic code $C$ generated by $g(x)$ is a free code of rank 4. Since $g(x)$ has 7 consecutive roots, $d(C) \geq 8$, where $d(C)$ denotes the minimum Hamming distance of $C$. Also since $2g(x) = 8$, we must have $d(C) = 8$.

6. **Conclusion.** In this paper we have studied some structural properties of cyclic codes of odd length over the ring $R = \mathbb{Z}_4 + u\mathbb{Z}_4$, $u^2 = 0$. The general form of the generators of cyclic codes over $R$ is provided and a formula for their ranks is determined. We have mainly focused on cyclic codes over $R$ that are principally generated. We have also obtained a necessary condition and a sufficient condition for such codes to be free $R$-modules.
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