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Abstract. In this paper, we prove a large deviation principle of Freidlin-Wentzell’s type for the multivalued stochastic differential equations, which is a little more general than the results obtained by Ren, Xu and Zhang \cite{18}. As an application, we derive a functional iterated logarithm law for the solutions of multivalued stochastic differential equations.

1. Introduction

In \cite{18} a large deviation principle of Freidlin-Wentzell type is established for the following multivalued stochastic differential equation (MSDE):

\[
\begin{align*}
\left\{ \begin{array}{l}
dX(t) \in b(X(t))dt + \sigma(X(t))dW(t) - A(X(t))dt, \\
X(0) = x \in D(A),
\end{array} \right.
\end{align*}
\]

where \(A\) is a multivalued maximal monotone operator with domain \(D(A) := \{x \in \mathbb{R}^m : A(x) \neq \emptyset\}\) and graph \(\text{Gr}(A) := \{(x,y) \in \mathbb{R}^{2m} : x \in \mathbb{R}^m, y \in A(x)\}\), \(W(t) = \{W^k(t), t \geq 0, k \in \mathbb{N}\}\) is a sequence of independent standard Brownian motions on a filtered probability space \((\Omega, \mathcal{F}, P; (\mathcal{F}_t)_{t \geq 0})\), \(b : \mathbb{R}^m \to \mathbb{R}^m\) and \(\sigma : \mathbb{R}^m \to \mathbb{R}^m \times l^2\) are two continuous functions, \(l^2\) stands for the Hilbert space of square summable sequences of real numbers.

We do not recall here the notions of multivalued maximal monotone operators and multivalued stochastic differential equations etc, but instead refer the readers to \cite{9, 10, 18} for them.

In the present paper, inspired by the work \cite{4}, we consider the small perturbation of the following type:

\[
\begin{align*}
\left\{ \begin{array}{l}
dX^\epsilon(t) \in b_\epsilon(X^\epsilon(t))dt + \sqrt{\epsilon}\sigma(X^\epsilon(t))dW(t) - A_\epsilon(X^\epsilon(t))dt, \\
X^\epsilon(0) = x \in D(A), \quad \epsilon \in (0, 1].
\end{array} \right.
\end{align*}
\]

Compared with \cite{4}, its novelty is the appearance of \(A\) and \(A_\epsilon\). Of course, for a large deviation principle to hold for such a problem it is necessary that all the coefficients should converge in some way and thus one has to know how to measure the difference

Key words and phrases. Multivalued stochastic differential equation, Maximal monotone operator, Large deviation principle, Non-Lipschitz, Iterated logarithm law.

This work is supported by NSFs of China (No. 11171358, 11101441 and 11301553), Doctor Fund of Ministry of Education (No. 20100171110038, 20100171120041 and 20120171120008) and and China Postdoctoral Science Foundation (No. 2013T60817).
between them. This poses no problem concerning $\sigma_\varepsilon$ and $b_\varepsilon$ as is done in [4], but brings some troubles for the singular unbounded $A_\varepsilon$ and $A$. The point is that they are all multivalued (i.e., set-valued) operators and there seems no straightforward way to measure the difference between them. To circumvent this difficulty we turn to measuring their Yosida approximations by assuming that
\[
\lim_{\varepsilon \to 0}(1 + \alpha A_\varepsilon)^{-1}y = (1 + \alpha A)^{-1}y, \quad \forall \alpha > 0
\]
uniformly for $y$ in compact sets. Our main result will be proved under this condition.

Such an assumption is quite reasonable since in the case of subdifferentials of convex functions it is actually implied by the point-wise convergence of the associated convex functions, see Example 4.4 below. But the price we have to pay is that we have to use the Yosida approximating equations in order to get control of them, which, nonetheless, do not even appear in [18].

We now give an outline of the paper. In Section 2, we recall the well-known Laplace principle. In Section 3, we present our main result, and we put a detailed proof in Section 4. As an application, in Section 5 we derive the functional iterated logarithm law, which has been obtained through a different method in [16] when $A = \partial I_O$, where $O = \{x \in \mathbb{R}^m, x = (x^1, \cdots, x^m), x^1 \geq 0\}$.

2. Preliminaries

First we recall basic some notions and results. By a solution of (1) we mean a pair $(X, K)$ of $(\mathcal{F}_t)$-adapted continuous processes satisfying

(i) $X(0) = x$ and for all $t \geq 0$, $X(t) \in \overline{D(A)}$ a.s.;
(ii) $K$ is of locally finite variation and $K(0) = 0$ a.s.;
(iii) $dX(t) = b(X(t))dt + \sigma(X(t))dW(t) - dK(t)$, $0 \leq t < \infty$, a.s.;
(iv) For any continuous and ($\mathcal{F}_t$)-adapted functions $(\alpha, \beta)$ with $(\alpha(t), \beta(t)) \in \text{Gr}(A)$, $\forall t \in [0, +\infty)$, $\langle X(t) - \alpha(t), dK(t) - \beta(t)dt \rangle \geq 0$, a.s.,

where $\langle \cdot, \cdot \rangle$ denotes the scalar product in $\mathbb{R}^d$.

We will need the following result which is taken from [10] Proposition 4.1, Proposition 4.4 (see also [23] Propositions 3.3 and 3.4).

Proposition 2.1. Suppose that $\text{Int}(D(A)) \neq \emptyset$. Then for any $a \in \text{Int}(D(A))$, there exist $\gamma > 0$, $\mu \geq 0$ such that for any pair of processes $(X, K)$ solving Eq. (1) and all $0 \leq s < t \leq T$,

\[
\int_{s}^{t} \langle X(r) - a, dK(r) \rangle_{\mathbb{R}^m} \geq \gamma |K|^s_{r} - \mu \int_{s}^{t} |X(r) - a|dr - \gamma \mu (t - s),
\]

where $|K|^s_{r}$ denotes the total variation of $K$ on $[s, t]$.

Moreover, for any pair of $(X, K)$ and $(\tilde{X}, \tilde{K})$ solving Eq. (1) with different initial points,

\[
\langle X(t) - \tilde{X}(t), dK(t) - d\tilde{K}(t) \rangle_{\mathbb{R}^m} \geq 0, \quad \text{a.s.}
\]

We next recall an abstract criterion for Laplace principle, which is equivalent to the large deviation principle (cf. [7]). Let $U$ be a real separable Hilbert space. It is well known that there exists a Hilbert space so that $l^2 \subset U$ is Hilbert-Schmidt with embedding operator $J$ and $\{W^k(t), k \in \mathbb{N}\}$ is a Brownian motion with values in $U$, whose covariance operator is given by $Q = J \circ J^*$. For example, one can take $U$ as the completion of $l^2$ with respect
to the norm generated by scalar product
\[ \langle h, h' \rangle_\mathcal{U} := \left( \sum_{k=1}^{\infty} \frac{h_k h'_k}{k^2} \right)^{\frac{1}{2}}, \quad h, h' \in \ell^2. \]

For a Polish space \( \mathbb{B} \), we denote by \( \mathcal{B}(\mathbb{B}) \) the Borel \( \sigma \)-field, and by \( \mathcal{C}_T(\mathbb{B}) \) the continuous function space from \([0, T] \) to \( \mathbb{B} \), and endow it with the uniform distance so that \( \mathcal{C}_T(\mathbb{B}) \) is still a Polish space. Define
\[ \ell^2_T := \left\{ h = \int_0^T h(s) ds : h \in L^2([0, T]; \ell^2) \right\} \]
with the norm
\[ \| h \|_{\ell^2_T} := \left( \int_0^T \| \dot{h}(s) \|^2_{\ell^2} ds \right)^{1/2}, \]
where the dot denotes the generalized derivative. Let \( \mu \) be the law of the Brownian motion \( W \) in \( \mathcal{C}_T(\mathbb{U}) \). Then \((\ell^2_T, \mathcal{C}_T(\mathbb{U}), \mu)\) forms an abstract Wiener space.

For \( T, N > 0 \), set
\[ \mathcal{D}_N := \{ h \in \ell^2_T : \| h \|_{\ell^2_T} \leq N \} \]
and
\[ \mathcal{A}^T_N := \left\{ h : [0, T] \to \ell^2 \text{ is a continuous and } (\mathcal{F}_t)\text{-adapted process, and for almost all } \omega, \ h(\cdot, \omega) \in \mathcal{D}_N \right\}. \]

We equip \( \mathcal{D}_N \) with the weak convergence topology in \( \ell^2_T \). Then \( \mathcal{D}_N \) is metrizable as a compact Polish space.

**Definition 2.2.** Let \( \mathcal{S} \) be a Polish space. A function \( I : \mathcal{S} \to [0, \infty] \) is called a rate function if for every \( a < \infty \), the set \( \{ f \in \mathcal{S} : I(f) \leq a \} \) is compact in \( \mathcal{S} \).

Let \( \{ Z^\epsilon : \mathcal{C}_T(\mathbb{U}) \to \mathcal{S}, \epsilon \in (0, 1) \} \) be a family of measurable mappings. Assume that there is a measurable map \( Z_0 : \ell^2_T \to \mathcal{S} \) such that

1. **(LD)\(_1\)** For any \( N > 0 \), if a family \( \{ h_\epsilon, \epsilon \in (0, 1) \} \subset \mathcal{A}^T_N \) (as random variables in \( \mathcal{D}_N \)) converges in distribution to \( h \in \mathcal{A}^T_N \), then for some subsequence \( \epsilon_k \), \( Z^{\epsilon_k}(\cdot + \frac{h_{\epsilon_k}(\cdot)}{\sqrt{\epsilon_k}}) \) converges in distribution to \( Z_0(h) \) in \( \mathcal{S} \).

2. **(LD)\(_2\)** For any \( N > 0 \), if \( \{ h_n, n \in \mathbb{N} \} \subset \mathcal{D}_N \) weakly converges to \( h \in \ell^2_T \), then for some subsequence \( h_{n_k} \), \( Z_0(h_{n_k}) \) converges to \( Z_0(h) \) in \( \mathcal{S} \).

For each \( f \in \mathcal{S} \), we define
\[ I(f) := \frac{1}{2} \inf_{\{ h \in \ell^2_T : h = Z_0(h) \}} \| h \|_{\ell^2_T}^2, \quad (3) \]
where \( \inf \emptyset = \infty \) by convention. Then under \( (\text{LD})_2 \), \( I(f) \) is a rate function.

We recall the following result due to [7].

**Theorem 2.3.** Under **(LD)\(_1\)** and **(LD)\(_2\)**, \( \{ Z^\epsilon, \epsilon \in (0, 1) \} \) satisfies the Laplace principle with the rate function \( I(f) \) given by (3). More precisely, for each real bounded continuous function \( g \) on \( \mathcal{S} \):
\[ \lim_{\epsilon \to 0} \epsilon \log \mathbb{E}^h[\exp\{-\frac{g(Z^\epsilon)}{\epsilon}\}] = -\inf_{f \in \mathcal{S}} \{ g(f) + I(f) \}. \]
In particular, the family of \( \{ Z^\varepsilon, \varepsilon \in (0, 1) \} \) satisfies the large deviation principle in \((\mathcal{S}, \mathcal{B}(\mathcal{S}))\) with the rate function \( I(f) \). More precisely, let \( \nu_\varepsilon \) be the law of \( Z^\varepsilon \) in \((\mathcal{S}, \mathcal{B}(\mathcal{S}))\), then for any \( B \in \mathcal{B}(\mathcal{S}) \)

\[
- \inf_{f \in B^o} I(f) \leq \liminf_{\varepsilon \to 0} \varepsilon \log \nu_\varepsilon(B) \leq \limsup_{\varepsilon \to 0} \varepsilon \log \nu_\varepsilon(B) \leq - \inf_{f \in B} I(f),
\]

where the closure and the interior are taken in \( \mathcal{S} \), and \( I(f) \) is defined in (3).

For \( 0 < \eta < 1/e \), we define a concave function as

\[
\rho_\eta(x) := \begin{cases} 
  x \log x^{-1}, & x \leq \eta; \\
  \eta \log \eta^{-1} + (\log \eta^{-1} - 1)(x - \eta), & x > \eta.
\end{cases}
\]

The following generalization of the Gronwall-Belmman type inequality (cf. [19]) is useful in our paper.

**Lemma 2.4** (Bihari’s inequality). If \( g(s) \), \( q(s) \) are two strictly positive functions on \( \mathbb{R}^+ \) such that

\[
g(t) \leq g(0) + \int_0^t q(s)\rho_\eta(g(s))ds, \quad t \geq 0.
\]

Then

\[
g(t) \leq (g(0))^{\exp(-\int_0^t q(s)ds)}.
\]

The following lemma can been also found in [19].

**Lemma 2.5.**

1. \( \rho_\eta \) is decreasing in \( \eta \), i.e., \( \rho_{\eta_1} \leq \rho_{\eta_2}, \eta_2 < \eta_1 < 1/e \).
2. For any \( p > 1 \) and \( \eta \) sufficiently small, we have

\[
x^p \rho_\eta(x) \leq \frac{1}{1 + p} \rho_\eta(x^{1+p}).
\]

Throughout the paper, \( C \) will denote different constants (dependent on the indexes or not) whose values are not important.

### 3. Main Results

We assume that

**H1** \( A, A_\epsilon \) are maximal monotone operators with a common domain \( D = \overline{D(A)} = \overline{D(A_\epsilon)} \) and \( 0 \in \text{Int}(D(A)) \). Moreover, \( A_\epsilon \) is locally bounded at 0 uniformly in \( \epsilon \), i.e., there exists \( \gamma > 0 \) such that

\[
\sup\{|y|; y \in A_\epsilon(x), \epsilon \in [0, 1], x \in B_0(\gamma) := \{ x \in \mathbb{R}^m; |x| \leq \gamma \} \} < \infty, \quad \forall \epsilon;
\]

**H2** \( \sigma \) and \( \sigma_\epsilon \) are continuous functions and satisfy that for some \( C \) and all \( x, y \in \mathbb{R}^m \),

\[
\|\sigma(x) - \sigma(y)\|_{L_2(\mathbb{R}^m)}^2 + \|\sigma_\epsilon(x) - \sigma_\epsilon(y)\|_{L_2(\mathbb{R}^m)}^2 \leq C|x - y|^2(1 \vee \log |x - y|^{-1}),
\]

\[
\|\sigma_\epsilon(x)\|_{L_2(\mathbb{R}^m)} \vee \|\sigma(x)\|_{L_2(\mathbb{R}^m)} \leq C(1 + |x|),
\]

where \( C \) is independent of \( \epsilon \) and \( L_2(\mathbb{R}^m) \) denotes the Hilbert-Schmidt operator from \( L^2 \) to \( \mathbb{R}^m \) and \( \cdot \) denotes the norm in \( \mathbb{R}^m \), and

\[
\lim_{\epsilon \to 0} \|\sigma_\epsilon(y) - \sigma(y)\|_{L_2(\mathbb{R}^m)}^2 = 0
\]

uniformly for \( y \) in compact sets;
(H3) \( b \) and \( b_\epsilon \) are continuous functions and satisfy that for some \( C > 0 \) and all \( x, y \in \mathbb{R}^m \),
\[
\langle x - y, b(x) - b(y) \rangle \vee \langle x - y, b_\epsilon(x) - b_\epsilon(y) \rangle \leq C |x - y|^2 (1 \vee \log |x - y|^{-1}),
\]
\[
|b_\epsilon(x)| \vee |b(x)| \leq C (1 + |x|),
\]
where \( C \) is independent of \( \epsilon \), and
\[
\lim_{\epsilon \to 0} |b_\epsilon(y) - b(y)| = 0
\]
uniformly for \( y \) in compact sets;

(H4) for all \( \alpha > 0 \),
\[
\lim_{\epsilon \to 0} (1 + \alpha A_\epsilon \epsilon) - 1 y = (1 + \alpha A)^{-1} y
\]
uniformly for \( y \) in compact sets.

**Remark 3.1.** It is obvious that (H4) is equivalent to
\[
\lim_{\epsilon \downarrow 0} A_\epsilon^\alpha(y) = A^\alpha(y)
\]
uniformly for \( y \) in compacts sets, where \( A^\alpha \) (resp. \( A_\epsilon^\alpha \)) is the Yosida approximation of \( A \) (resp. \( A_\epsilon \)).

**Remark 3.2.** By shifting, (H1) can be replaced by the existence \( V \subset \text{Int}D(A_\epsilon) \) such that
\[
\sup\{|y|; y \in A_\epsilon(x), \epsilon \in [0, 1], x \in V\} < \infty.
\]
It is well known that under (H1)-(H3), for every \( \epsilon > 0 \), there exists a unique solution \( (X^\epsilon(t, x), K^\epsilon(t, x)) \) to Eq. (2) (cf. [23]). Our main result is stated as follows.

**Theorem 3.3.** Assume that (H1)-(H4) hold. Then the family of \( \{X^\epsilon(t, x), \epsilon \in (0, 1)\} \) satisfies the large deviation principle in \( \mathbb{S} := \mathcal{C}([0, T] \times D(A); D(A)) \) with the rate function given by
\[
I(f) = \frac{1}{2} \inf_{\{h \in \ell_2^T; f = X^h\}} \|h\|_{\ell_2^T}^2,
\]
where \( X^h(t, x) \) solves the following MDE:
\[
\begin{cases}
    dX^h(t) \in b(X^h(t))dt + \sigma(X^h(t))\dot{h}(t)dt - A(X^h(t))dt, \\
    X^h(0) = x.
\end{cases}
\]
More precisely, for any \( B \in \mathcal{B}(\mathbb{S}) \),
\[
- \inf_{f \in B^e} I(f) \leq \liminf_{\epsilon \to 0} \epsilon \log P\{X^\epsilon \in B\} \leq \limsup_{\epsilon \to 0} \epsilon \log P\{X^\epsilon \in B\} \leq - \inf_{f \in B} I(f).
\]

4. Proof of Theorem 3.3

This section is devoted to the proof of Theorem 3.3. To prove this result, by Theorem [23] the main task is to verify (LD)_1 and (LD)_2 with
\[
\mathbb{S} := \mathcal{C}([0, T] \times D(A); D(A)), \quad Z^\epsilon = X^\epsilon, \quad Z_0(h) = X^h.
\]
In the rest of this section, we suppose that \( h_\epsilon \in \mathcal{A}_N^T \) converge almost surely to \( h \in \mathcal{A}_N^T \) as random variables in \( \ell_2^T \).
4.1. **Yosida approximations.** Consider the following controlled MSDE:

\[
\begin{align*}
\text{d}X^{\epsilon,h_c}(t) &\in b_\epsilon(X^{\epsilon,h_c}(t))\text{d}t + \sigma_\epsilon(X^{\epsilon,h_c}(t))\dot{h}_c(t)\text{d}t + \sqrt{2}\sigma_\epsilon(X^{\epsilon,h_c}(t))\text{d}W(t) - A_\epsilon(X^{\epsilon,h_c}(t))\text{d}t, \\
X^{\epsilon,h_c}(0) &= x \in D(A).
\end{align*}
\]

By Girsanov’s transformation result, it admits a unique solution \((X^{\epsilon,h_c}(\cdot), x, K^{\epsilon,h_c}(\cdot, x))\). Now we consider the following Yosida approximation:

\[
\begin{align*}
\text{d}X^{\epsilon,h_c,\alpha}(t) &= b_\epsilon(X^{\epsilon,h_c,\alpha}(t))\text{d}t + \sigma_\epsilon(X^{\epsilon,h_c,\alpha}(t))\dot{h}_c(t)\text{d}t \\
&\quad + \sqrt{2}\sigma_\epsilon(X^{\epsilon,h_c,\alpha}(t))\text{d}W(t) - A_\epsilon^\alpha(X^{\epsilon,h_c,\alpha}(t))\text{d}t, \\
X^{\epsilon,h_c,\alpha}(0) &= x \in D(A).
\end{align*}
\] (5)

We have the following lemmas which will play an important role in the proof of Theorem 3.3.

**Lemma 4.1.** Assume that (H1)-(H4) hold. For any \(p \geq 1\) and \(x \in D(A)\), there exists a constant \(C > 0\) such that for any \(\epsilon \in (0, 1)\) and \(\alpha > 0\),

\[
\mathbb{E}\sup_{t \in [0,T]} |X^{\epsilon,h_c,\alpha}(t, x)|^{2p} \leq C,
\]

where \(C\) may be dependent of \(p, T, N\) and \(x\), but is independent of \(\epsilon\) and \(\alpha\).

**Proof.** For notational simplicity we omit the index \(x\). Since \(A_\epsilon^\alpha\) is monotone, it follows that

\[
-\langle X^{\epsilon,h_c,\alpha}(s), A_\epsilon^\alpha(X^{\epsilon,h_c,\alpha}(s))\rangle_{\mathbb{R}^m}
\]

\[
= -\langle X^{\epsilon,h_c,\alpha}(s), A_\epsilon^\alpha(X^{\epsilon,h_c,\alpha}(s)) - A_\epsilon^\alpha(0) + A_\epsilon^\alpha(0)\rangle_{\mathbb{R}^m}
\]

\[
\leq -\langle X^{\epsilon,h_c,\alpha}(s), A_\epsilon^\alpha(0)\rangle_{\mathbb{R}^m}.
\]

Noting that \(\sup_\epsilon |A_\epsilon^\alpha(0)| \leq \sup_\epsilon |A_\epsilon^0(0)|\),

\[
-\langle X^{\epsilon,h_c,\alpha}(s), A_\epsilon^\alpha(X^{\epsilon,h_c,\alpha}(s))\rangle_{\mathbb{R}^m} \leq \frac{1}{2} |X^{\epsilon,h_c,\alpha}(s)|^2 + C.
\]

Then by Itô’s formula, (H1)-(H3), we have

\[
|X^{\epsilon,h_c,\alpha}(t)|^{2p} = |x|^{2p} + 2p \int_0^t |X^{\epsilon,h_c,\alpha}(s)|^{2p-2} \langle X^{\epsilon,h_c,\alpha}(s), b(X^{\epsilon,h_c,\alpha}(s))\rangle_{\mathbb{R}^m} ds
\]

\[
+ 2p \int_0^t |X^{\epsilon,h_c,\alpha}(s)|^{2p-2} \langle X^{\epsilon,h_c,\alpha}(s), \sigma(X^{\epsilon,h_c,\alpha}(s))\dot{h}_c(s)\rangle_{\mathbb{R}^m} ds
\]

\[
+ 2p \sqrt{\epsilon} \int_0^t |X^{\epsilon,h_c,\alpha}(s)|^{2p-2} \langle X^{\epsilon,h_c,\alpha}(s), \sigma(X^{\epsilon,h_c,\alpha}(s))\text{d}W(s)\rangle_{\mathbb{R}^m}
\]

\[
+ p \epsilon \int_0^t |X^{\epsilon,h_c,\alpha}(s)|^{2p-2} \left(\|\sigma(X^{\epsilon,h_c,\alpha}(s))\|_{L_2(\mathbb{R}^m)}^2\right) ds
\]

\[
+ 2(p-1) \langle X^{\epsilon,h_c,\alpha}(s), \sigma(X^{\epsilon,h_c,\alpha}(s))\sigma^*(X^{\epsilon,h_c,\alpha}(s))(X^{\epsilon,h_c,\alpha}(t))\rangle_{\mathbb{R}^m} ds
\]

\[
- 2p \int_0^t |X^{\epsilon,h_c,\alpha}(s)|^{2p-2} \langle X^{\epsilon,h_c,\alpha}(s), A_\epsilon^\alpha(X^{\epsilon,h_c,\alpha}(s))\rangle_{\mathbb{R}^m} ds
\]

\[
\leq C + C \int_0^t |X^{\epsilon,h_c,\alpha}(s)|^{2p} ds
\]

\[
+ 2p \int_0^t |X^{\epsilon,h_c,\alpha}(s)|^{2p-1} |\sigma(X^{\epsilon,h_c,\alpha}(s))\dot{h}_c(s)| ds
\]
\[ + C \int_0^t |X^{\epsilon,h,\alpha}(s)|^{2p} \|\hat{h}_\epsilon(s)\|_{L^2} ds \]
\[ + 2p\sqrt{\epsilon} \int_0^t |X^{\epsilon,h,\alpha}(s)|^{2p-2} \langle X^{\epsilon,h,\alpha}(s), \sigma_\epsilon(X^{\epsilon,h,\alpha}(s))dW(s) \rangle_{\mathbb{R}^m}. \]

Set
\[ f(t) := \mathbb{E} \sup_{s \in [0,t]} |X^{\epsilon,h,\alpha}(s)|^{2p}. \]

By BDG's inequality, (H2) and Young's inequality, we have
\[
\mathbb{E} \sup_{t' \in [0,t]} \int_0^{t'} |X^{\epsilon,h,\alpha}(s)|^{2p-2} \langle X^{\epsilon,h,\alpha}(s), \sigma_\epsilon(X^{\epsilon,h,\alpha}(s))dW(s) \rangle_{\mathbb{R}^m} 
\leq C \mathbb{E}[ \int_0^t |X^{\epsilon,h,\alpha}(s)|^{4p-2} \|\sigma_\epsilon(X^{\epsilon,h,\alpha}(s))\|_{L^2}^2 ds ]^{1/2} 
\leq C \mathbb{E}[ \sup_{s \in [0,t]} |X^{\epsilon,h,\alpha}(s)|^{2p} \int_0^t |X^{\epsilon,h,\alpha}(s)|^{2p} ds ]^{1/2} + C \int_0^t \mathbb{E}|X^{\epsilon,h,\alpha}(s)|^{2p} ds + C 
\leq \frac{1}{8} f(t) + C \int_0^t \mathbb{E}|X^{\epsilon,h,\alpha}(s)|^{2p} ds + C.
\]

Similarly, we have
\[
\mathbb{E}[ \int_0^t |X^{\epsilon,h,\alpha}(s)|^{2p} \|\hat{h}_\epsilon(s)\|_{L^2} ds ] 
\leq N \mathbb{E}[ \int_0^t |X^{\epsilon,h,\alpha}(s)|^{4p} ds ]^{1/2} 
\leq \frac{1}{4} f(t) + C_N \int_0^t \mathbb{E}|X^{\epsilon,h,\alpha}(s)|^{2p} ds
\]

and
\[
\mathbb{E}[ \int_0^t |X^{\epsilon,h,\alpha}(s)|^{2p-1} |\sigma_\epsilon(X^{\epsilon,h,\alpha}(s))\hat{h}_\epsilon(s)| ds ] \leq \frac{1}{8} f(t) + C \int_0^t \mathbb{E}|X^{\epsilon,h,\alpha}(s)|^{2p} ds + C.
\]

Combining these we get
\[ f(t) \leq \frac{1}{2} f(t) + C \int_0^t \mathbb{E}|X^{\epsilon,h,\alpha}(s)|^{2p} ds, \]
and hence
\[ f(t) \leq 2C + 2C \int_0^t f(s) ds. \]

Noting that the constant \( C \) is independent of \( \epsilon \) and \( \alpha \), due to (H1)-(H4), we obtain the desired estimate by Gronwall’s inequality.

The following result can be proved in a similar way as above by using Proposition 2.1 (see also [18, Lemma 3.5]).

**Lemma 4.2.** Assume that (H1)-(H4) hold. For any \( p \geq 1 \) and \( x \in \overline{D(A)} \), there exists a constant \( C > 0 \) such that for any \( \epsilon \in (0,1) \),
\[
\mathbb{E} \sup_{t \in [0,T]} |X^{\epsilon,h_\epsilon}(t,x)|^{2p} + \mathbb{E}|K^{\epsilon,h_\epsilon}(\cdot,x)|^0_T \leq C,
\]
where \( C \) may be dependent of \( p, T, N \) and \( x \), but is independent of \( \epsilon \).
Lemma 4.3. Assume that (H1)-(H4) hold. Then, for any \( x \in \overline{D(A)} \), we have
\[
\lim_{\alpha \to 0} \mathbb{E} \sup_{t \in [0, T]} |X^{\epsilon, h, \alpha}(t, x) - X^{\epsilon, h}(t, x)|^2 = 0
\]
uniformly in \( \epsilon > 0 \).

Proof. The proof will be carried out by adapting the ideas from [10, 17].

Let
\[
M_\epsilon(t) = \int_0^t b_\epsilon(X^{\epsilon, h}(s))ds + \int_0^t \sigma_\epsilon(X^{\epsilon, h}(s)) \dot{h}_\epsilon(s)ds + \sqrt{\epsilon} \int_0^t \sigma_\epsilon(X^{\epsilon, h}(s))dW(s).
\]
By Lemma 4.2, BDG’s inequality and (H2)-(H3) we obtain
\[
\mathbb{E} \sup_{t \in [0, T]} |M_\epsilon(t)|^2 < \infty,
\]
and
\[
\mathbb{E} \sup_{0 \leq |t'| - |t| \leq \delta} |M_\epsilon(t') - M_\epsilon(t)|^p \leq C_p \delta^{p/2-1}, \quad \forall p \geq 2,
\]
where \( C_p \) is a constant independent of \( \delta \) and \( \epsilon \).

Now we consider the following Yosida approximation:
\[
d\tilde{X}^{\epsilon, h, \alpha}(t) = dM_\epsilon(t) - A^\alpha_{\epsilon}(\tilde{X}^{\epsilon, h, \alpha}(t))dt, \quad \tilde{X}^{\epsilon, h, \alpha}(0) = x.
\]
Since \( A^\alpha_{\epsilon} \) is Lipschitz, Eq. (8) admits a unique solution.

First by adapting the arguments in [22], we get (see Appendix for a proof)
\[
\lim_{\alpha \to 0} \mathbb{E} \sup_{t \in [0, T]} |\tilde{X}^{\epsilon, h, \alpha}(t) - X^{\epsilon, h}(t)|^2 = 0
\]
uniformly in \( \epsilon > 0 \).

Secondly, by Itô’s formula and the monotonicity of \( A_\epsilon \), we have
\[
|\tilde{X}^{\epsilon, h, \alpha}(t) - X^{\epsilon, h, \alpha}(t)|^2
\leq
2 \int_0^t \langle \tilde{X}^{\epsilon, h, \alpha}(s) - X^{\epsilon, h}(s), b_\epsilon(X^{\epsilon, h}(s)) - b_\epsilon(X^{\epsilon, h, \alpha}(s)) \rangle_{\mathbb{R}^m} ds
+ 2 \int_0^t \langle X^{\epsilon, h}(s) - X^{\epsilon, h, \alpha}(s), b_\epsilon(X^{\epsilon, h}(s)) - b_\epsilon(X^{\epsilon, h, \alpha}(s)) \rangle_{\mathbb{R}^m} ds
+ 2 \int_0^t \langle \tilde{X}^{\epsilon, h, \alpha}(s) - X^{\epsilon, h}(s), \sigma_\epsilon(X^{\epsilon, h})(s) \dot{h}_\epsilon(s) - \sigma_\epsilon(X^{\epsilon, h, \alpha})(s) \dot{h}_\epsilon(s) \rangle_{\mathbb{R}^m} ds
+ 2 \int_0^t \langle X^{\epsilon, h}(s) - X^{\epsilon, h, \alpha}(s), \sigma_\epsilon(X^{\epsilon, h})(s) \dot{h}_\epsilon(s) - \sigma_\epsilon(X^{\epsilon, h, \alpha})(s) \dot{h}_\epsilon(s) \rangle_{\mathbb{R}^m} ds
+ 2\sqrt{\epsilon} \int_0^t \langle \tilde{X}^{\epsilon, h, \alpha}(s) - X^{\epsilon, h}(s), (\sigma_\epsilon(X^{\epsilon, h})(s)) - \sigma_\epsilon(X^{\epsilon, h, \alpha})(s) \rangle_{\mathbb{R}^m} dW(s)
+ 2\sqrt{\epsilon} \int_0^t \langle X^{\epsilon, h}(s) - X^{\epsilon, h, \alpha}(s), (\sigma_\epsilon(X^{\epsilon, h})(s)) - \sigma_\epsilon(X^{\epsilon, h, \alpha})(s) \rangle_{\mathbb{R}^m} dW(s)
+ \frac{\epsilon}{2} \int_0^t \| \sigma_\epsilon(X^{\epsilon, h})(s) - \sigma_\epsilon(X^{\epsilon, h, \alpha})(s) \|^2_{L_2(\mathbb{R}^m)} ds
:= \sum_{i=1}^7 I_{ti}(t).
\]
By BDG’s inequality, (H2), Lemma 4.14.2 Hölder’s inequality and Young’s inequality, we have

\[
\mathbb{E} \sup_{s \in [0,t]} |I_6^{\epsilon,\alpha}(s)| \\
\leq C \mathbb{E} \left[ \left( \int_0^t |\tilde{X}^{\epsilon,h,\alpha}(s) - X^{\epsilon,h}(s)|^2 \|\sigma_{\epsilon}(X^{\epsilon,h}(s)) - \sigma_{\epsilon}(X^{\epsilon,h,\alpha}(s))\|_{L^2(I^2;\mathbb{R}^m)}^2 ds \right)^{1/2} \right] \\
\leq C \mathbb{E} \sup_{s \in [0,t]} \|\sigma_{\epsilon}(X^{\epsilon,h}(s)) - \sigma_{\epsilon}(X^{\epsilon,h,\alpha}(s))\|_{L^2(I^2;\mathbb{R}^m)} \sup_{s \in [0,t]} |\tilde{X}^{\epsilon,h,\alpha}(s) - X^{\epsilon,h}(s)| \\
\leq C(1 + \mathbb{E} \sup_{s \in [0,t]} |X^{\epsilon,h}(s)| + \mathbb{E} \sup_{s \in [0,t]} |X^{\epsilon,h,\alpha}(s)|)(\mathbb{E} \sup_{s \in [0,t]} |\tilde{X}^{\epsilon,h,\alpha}(s) - X^{\epsilon,h}(s)|^{1/2}) \\
\leq C(\mathbb{E} \sup_{s \in [0,t]} |\tilde{X}^{\epsilon,h,\alpha}(s) - X^{\epsilon,h}(s)|^{1/2}),
\]

and

\[
\mathbb{E} \sup_{s \in [0,t]} |I_6^{\epsilon,\alpha}(s)| \\
\leq \frac{1}{4} \mathbb{E} \sup_{s \in [0,t]} |X^{\epsilon,h}(s) - X^{\epsilon,h,\alpha}(s)|^2 \\
+ C \int_0^t \mathbb{E} \left[ |X^{\epsilon,h}(s) - X^{\epsilon,h,\alpha}(s)|^2 (1 \vee \log |X^{\epsilon,h}(s) - X^{\epsilon,h,\alpha}(s)|^{-1}) \right] ds.
\]

By Hölder’s inequality, Young’s inequality, (H2)-(H3) and Lemma 4.14.2 we have

\[
\mathbb{E} \sup_{s \in [0,t]} |I_1^{\epsilon,\alpha}(s)| \\
\leq C(1 + \mathbb{E} \sup_{s \in [0,t]} |X^{\epsilon,h}(s)| + \mathbb{E} \sup_{s \in [0,t]} |X^{\epsilon,h,\alpha}(s)|)(\mathbb{E} \sup_{s \in [0,t]} |\tilde{X}^{\epsilon,h,\alpha}(s) - X^{\epsilon,h}(s)|^{1/2}) \\
\leq C(\mathbb{E} \sup_{s \in [0,t]} |\tilde{X}^{\epsilon,h,\alpha}(s) - X^{\epsilon,h}(s)|^{1/2}),
\]

\[
\mathbb{E} \sup_{s \in [0,t]} |I_2^{\epsilon,\alpha}(s)| \leq C \int_0^t \mathbb{E} \left[ |X^{\epsilon,h}(s) - X^{\epsilon,h,\alpha}(s)|^2 (1 \vee \log |X^{\epsilon,h}(s) - X^{\epsilon,h,\alpha}(s)|^{-1}) \right] ds, \\
\mathbb{E} \sup_{s \in [0,t]} |I_3^{\epsilon,\alpha}(s)| \\
\leq C \mathbb{E} \left[ \left( \int_0^t |\tilde{X}^{\epsilon,h,\alpha}(s) - X^{\epsilon,h}(s)|^2 \|\sigma_{\epsilon}(X^{\epsilon,h}(s)) - \sigma_{\epsilon}(X^{\epsilon,h,\alpha}(s))\|_{L^2(I^2;\mathbb{R}^m)}^2 ds \right)^{1/2} \right] \\
\leq C(1 + \mathbb{E} \sup_{s \in [0,t]} |X^{\epsilon,h}(s)| + \mathbb{E} \sup_{s \in [0,t]} |X^{\epsilon,h,\alpha}(s)|)(\mathbb{E} \sup_{s \in [0,t]} |\tilde{X}^{\epsilon,h,\alpha}(s) - X^{\epsilon,h}(s)|^{1/2}) \\
\leq C(\mathbb{E} \sup_{s \in [0,t]} |\tilde{X}^{\epsilon,h,\alpha}(s) - X^{\epsilon,h}(s)|^{1/2}),
\]

and

\[
\mathbb{E} \sup_{s \in [0,t]} |I_4^{\epsilon,\alpha}(s)|
\]
Lemma 4.4. Assume that (H1)-(H4) hold. For any \( p \geq 1 \) and \( x \in \overline{D(A)} \), there exists \( C > 0 \) such that for any \( \alpha > 0 \),

\[
\sup_{t \in [0,T]} |X^{h,\alpha}(t, x)|^{2p} \leq C,
\]

where \( C \) may be dependent of \( p, T, N \) and \( x \), but is independent of \( \epsilon \) and \( \alpha \).
Moreover, for any \( x \in \overline{D(A)} \), we have
\[
\lim_{\alpha \to 0} \sup_{t \in [0,T]} |X^{h,\alpha}(t, x) - X^h(t, x)|^2 = 0
\]
uniformly in \( \epsilon > 0 \).

4.2. Main estimates. We first give the following uniform estimate.

**Lemma 4.5.** Assume that (H1)-(H3) hold. Then, for any \( p \geq 1 \), there exists \( C > 0 \) such that for any \( \epsilon \in (0,1) \) and \( x, y \in \overline{D(A)} \)
\[
\mathbb{E} \sup_{t \in [0,T]} |X^{\epsilon,h}(t, x) - X^{\epsilon,h}(t, y)|^{2p} \leq C|x - y|^{2p},
\]
where \( C \) may be dependent of \( p, T \) and \( N \), but is independent of \( \epsilon \).

**Proof.** Noting that there exists an \( \eta > 0 \) such that
\[
r^2(1 \vee \log r^{-1}) \leq \eta(r^2),
\]
and applying Bihari’s inequality, this result actually follows similarly as in the proof of [18, Lemma 3.4].

The following lemma states a square convergence result.

**Lemma 4.6.** Assume that (H2)-(H4) hold. Then for every \( \alpha > 0 \) and every \( x \in \overline{D(A)} \), we have
\[
\lim_{\epsilon \to 0} \mathbb{E} \sup_{t \in [0,T]} |X^{\epsilon,h,\alpha}(t, x) - X^{h,\alpha}(t, x)|^2 = 0.
\]

**Proof.** Denote
\[
\begin{align*}
  u_\epsilon(t) &:= X^{\epsilon,h,\alpha}(t, x) - X^{h,\alpha}(t, x) \\
  &= \int_0^t (b_\epsilon(X^{\epsilon,h,\alpha}(s)) - b(X^{h,\alpha}(s)))ds + \int_0^t (\sigma_\epsilon(X^{\epsilon,h,\alpha}(s))\dot{h}_\epsilon - \sigma(X^{h,\alpha}(s))\dot{h}(s))ds \\
  &\quad + \sqrt{\epsilon} \int_0^t \sigma_\epsilon(X^{\epsilon,h,\alpha}(s))dW(s) + \int_0^t (A^\alpha(X^{h,\alpha}(s)) - A_\epsilon^\alpha(X^{\epsilon,h,\alpha}(s)))ds.
\end{align*}
\]

By Itô’s formula, we have
\[
|u_\epsilon(t)|^2 = 2 \int_0^t \langle u_\epsilon(s), b_\epsilon(X^{\epsilon,h,\alpha}(s)) - b(X^{h,\alpha}(s)) \rangle_{\mathbb{R}^m} ds \\
+ 2 \int_0^t \langle u_\epsilon(s), b(X^{\epsilon,h,\alpha}(s)) - b(X^{h,\alpha}(s)) \rangle_{\mathbb{R}^m} ds \\
+ 2 \int_0^t \langle u_\epsilon(s), \sigma_\epsilon(X^{\epsilon,h,\alpha}(s))\dot{h}_\epsilon(s) - \sigma(X^{h,\alpha}(s))\dot{h}(s) \rangle_{\mathbb{R}^m} ds \\
+ 2 \int_0^t \langle u_\epsilon(s), (\sigma(X^{\epsilon,h,\alpha}(s)) - \sigma(X^{h,\alpha}(s)))\dot{h}_\epsilon(s) \rangle_{\mathbb{R}^m} ds \\
+ 2 \int_0^t \langle u_\epsilon(s), \sigma(X^{h,\alpha}(s))(\dot{h}_\epsilon(s) - \dot{h}(s)) \rangle_{\mathbb{R}^m} ds \\
+ 2 \sqrt{\epsilon} \int_0^t \langle u_\epsilon(s), \sigma(X^{\epsilon,h,\alpha}(s))dW(s) \rangle_{\mathbb{R}^m} ds \\
+ \epsilon \int_0^t \|\sigma_\epsilon(X^{\epsilon,h,\alpha}(s))\|_{L_2(\mathbb{R}^m)}^2 ds \\
+ 2 \int_0^t \langle u_\epsilon(s), A^\alpha(X^{h,\alpha}(s)) - A_\epsilon^\alpha(X^{\epsilon,h,\alpha}(s)) \rangle_{\mathbb{R}^m} ds.
\]
Similarly, using \( \text{(H2)} \) and \( \text{(H3)} \), we also have

\[
\mathbb{E} \sup_{t \in [0,T]} |I_5^{e, \alpha}(t)| \leq \frac{1}{8} \mathbb{E} \sup_{t \in [0,T]} |u_e(t)|^2 + C \int_0^T \mathbb{E}[|b_e(X^{e, \alpha}(t)) - b(X^{e, \alpha}(t))|^2]dt,
\]

\[
\mathbb{E} \sup_{t \in [0,T]} |I_6^{e, \alpha}(t)| \leq \frac{1}{8} \mathbb{E} \sup_{t \in [0,T]} |u_e(t)|^2 + C \int_0^T \mathbb{E}[|A^\alpha_e(X^{e, \alpha}(t)) - A^\alpha_e(X^{e, \alpha}(t))|^2]dt.
\]

By the monotonicity of \( A^\alpha \),

\[
I_8^{e, \alpha}(t) \leq 0.
\]

By BDG’s inequality, \( \text{(H2)-(H3)} \), Lemma 4.1 and Lemma 4.4, we have

\[
\mathbb{E} \sup_{t \in [0,T]} |I_6^{e, \alpha}(t)| + \mathbb{E} \sup_{t \in [0,T]} |I_7^{e, \alpha}(t)| \leq C \sqrt{\epsilon}.
\]

Consequently, combining the above estimates and noting that there exists an \( \eta > 0 \) such that

\[
r^2(1 \vee \log r^{-1}) \leq \rho_\eta(r^2),
\]

we obtain

\[
\mathbb{E} \sup_{t \in [0,T]} |u_e(s)|^2 \leq \frac{1}{2} \mathbb{E} \sup_{t \in [0,T]} |u_e(t)|^2 + C \int_0^T \mathbb{E}[\rho_\eta \sup_{s \in [0,t]} |u_e(s)|^2]dt + C \sqrt{\epsilon}
\]

\[
+ \mathbb{E} \sup_{t \in [0,T]} |I_5^{e, \alpha}(t)| + \int_0^T \mathbb{E}[|b_e(X^{e, \alpha}(t)) - b(X^{e, \alpha}(t))|^2]dt
\]

\[
+ \int_0^T \mathbb{E}[||\sigma_e(X^{e, \alpha}(t)) - \sigma(X^{e, \alpha}(t))||^2_{L_2(\mathbb{R})}]dt
\]

\[
+ \int_0^T \mathbb{E}[|A^\alpha_e(X^{e, \alpha}(t)) - A^\alpha_e(X^{e, \alpha}(t))|^2]dt
\]

\[
\leq \frac{1}{2} \mathbb{E} \sup_{t \in [0,T]} |u_e(t)|^2 + C \int_0^T \rho_\eta \mathbb{E} \sup_{s \in [0,t]} |u_e(s)|^2]dt + C \sqrt{\epsilon}
\]

\[
+ \mathbb{E} \sup_{t \in [0,T]} |I_5^{e, \alpha}(t)| + \int_0^T \mathbb{E}[|b_e(X^{e, \alpha}(t)) - b(X^{e, \alpha}(t))|^2]dt
\]
Lemma 3.7], together with Lemma 4.1 and Lemma 4.4, we can prove that
where we have used Jensen’s inequality. By an arguments similar to the proof of [18, Lemma 3.7], together with Lemma 4.1 and Lemma 4.4, we can prove that
\[
\lim_{\epsilon \to 0} E \sup_{t \in [0, T]} |I_5^\epsilon(t)| = 0.
\]
Next we show that
\[
\eta_\epsilon := \int_0^T E[|A_\epsilon(X^{\epsilon,h,\alpha}(t)) - A_\epsilon(X^{\epsilon,h,\alpha}(t))|^2] \, dt \to 0 \quad \text{as} \quad \epsilon \downarrow 0. \tag{11}
\]
In fact, for all \(k\) we have
\[
\eta_\epsilon = \int_0^T E[|A_\epsilon(X^{\epsilon,h,\alpha}(t)) - A_\epsilon(X^{\epsilon,h,\alpha}(t))|^2] 1_{\{\sup_{t \in [0, T]} |X^{\epsilon,h,\alpha}(t)| \leq k\}} \, dt \\
+ \int_0^T E[|A_\epsilon(X^{\epsilon,h,\alpha}(t)) - A_\epsilon(X^{\epsilon,h,\alpha}(t))|^2] 1_{\{\sup_{t \in [0, T]} |X^{\epsilon,h,\alpha}(t)| > k\}} \, dt \\
=: I_1 + I_2.
\]
Note that by the Lipschitz continuity of Yosida approximation and (H1) we have
\[
|A_\epsilon(X^{\epsilon,h,\alpha}(t))| + |A_\epsilon(X^{\epsilon,h,\alpha}(t))| \leq C_\alpha (1 + |X^{\epsilon,h,\alpha}(t)|).
\]
Hence for \(k \geq 1\),
\[
I_2 \leq \int_0^T E[|A_\epsilon(X^{\epsilon,h,\alpha}(t)) - A_\epsilon(X^{\epsilon,h,\alpha}(t))|^2] 1_{\{\sup_{t \in [0, T]} |X^{\epsilon,h,\alpha}(t)| > k\}} \, dt \\
\leq C E\left[ \sup_{t \in [0, T]} |X^{\epsilon,h,\alpha}(t)|^2 \right] 1_{\{\sup_{t \in [0, T]} |X^{\epsilon,h,\alpha}(t)| > k\}} \\
\leq C E\left[ \sup_{t \in [0, T]} |X^{\epsilon,h,\alpha}(t)|^2 \right] \frac{\sup_{t \in [0, T]} |X^{\epsilon,h,\alpha}(t)|}{k} \\
\leq C \sup_{\epsilon} \frac{E\left[ \sup_{t \in [0, T]} |X^{\epsilon,h,\alpha}(t)|^3 \right]}{k}.
\]
Thus by letting first \(\epsilon \downarrow 0\) and then \(k \to \infty\), we have (11). Similarly,
\[
\lim_{\epsilon \to 0} \int_0^T E[|b_\epsilon(X^{\epsilon,h,\alpha}(t)) - b(X^{\epsilon,h,\alpha}(t))|^2] \, dt = 0,
\]
\[
\lim_{\epsilon \to 0} \int_0^T E[|\sigma_\epsilon(X^{\epsilon,h,\alpha}(t)) - \sigma(X^{\epsilon,h,\alpha}(t))|^2] \, dt = 0.
\]
Now the proof is completed by Bihari’s inequality. \(\square\)

4.3. Completion of the proof of Theorem [3.3] Since
\[
E \sup_{t \in [0, T]} |X^{\epsilon,h}(t, x) - X^h(t, x)|^2 \leq 3 E \sup_{t \in [0, T]} |X^{\epsilon,h}(t, x) - X^{\epsilon,h,\alpha}(t, x)|^2 \\
+ 3 E \sup_{t \in [0, T]} |X^{\epsilon,h,\alpha}(t, x) - X^h(t, x)|^2,\]

functions defined on the whole space and it is not difficult to prove that the Yosida approximation of

By Skorohod’s representation theorem, there exist another probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mu})$. Suppose $\lim_{\epsilon \to 0} \tilde{\mu} \{ \cdot \}$ is compact and the law of $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mu})$ is non-vide. Then we have

As in the proof of [18, Lemma 3.7], we can strengthen it by Lemma 4.5

As before, $h_\epsilon \in \mathcal{A}_N^T$ converge almost surely to $h \in \mathcal{A}_N^T$ as random variables in $\ell_2$. Since $\mathcal{D}_N$ is compact and the law of $W$ is tight, $(h_\epsilon, W)$ is tight in $\mathcal{D}_N \times \mathcal{C}_T(\mathbb{U})$. We assume that the law of $(h_\epsilon, W)$ weakly converges to $\mu$. Then the law of $h$ is just $\mu(\cdot, \mathcal{C}_T(\mathbb{U}))$. By Skorohod’s representation theorem, there exist another probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mu})$ and $(\tilde{h}_\epsilon, \tilde{W}^\epsilon)$ on it such that

1. $(\tilde{h}_\epsilon, \tilde{W}^\epsilon)$ a.s. converges to $(\tilde{h}, \tilde{W})$;
2. $(\tilde{h}_\epsilon, \tilde{W}^\epsilon)$ has the same law as $(h_\epsilon, W);$
3. The law of $(\tilde{h}, \tilde{W})$ is $\mu$, and the law of $h$ is the same as $\tilde{h}$.

By the classical Yamada-Watanabe theorem, for the solution $X^{\epsilon, h_\epsilon}$ of Eq. (4), we have

where $\Phi$ is the strong solution functional (cf. [15]). Therefore applying (12), we get

from which we can immediately have

Thus, (LD)$_1$ holds.

(LD)$_2$ can be verified in a similar way.

Thus, by Theorem [2,3] we have proved Theorem 3.3.

4.4. An Example. Consider the following stochastic variational inequalities

where $\varphi_\epsilon$ and $\varphi$ are lower semicontinuous convex functions with common domain $D$ whose interior is non-vide. Suppose $\lim_{\epsilon \to 0} \varphi_\epsilon(x) = \varphi(x)$ for every $x \in D$. Define the Moreau-Yosida approximation of $\varphi$ by

and that of $\varphi_\epsilon$ in the same way. Then, by [5] Ch. II, $\varphi_\epsilon^\alpha$ and $\varphi^\alpha$ are differentiable convex functions defined on the whole space and it is not difficult to prove that

$$\lim_{\epsilon \to 0} \varphi_\epsilon^\alpha(x) = \varphi^\alpha(x)$$
3.3 is applicable.

Then we have for every $\alpha$.

Hence by [14, Ch.D, Corollary 6.2.7 and Corollary 6.2.8] (H1) and (H4) are satisfied by $A$ and $A_\epsilon$. Consequently, if $\sigma$ and $b$ satisfy (H2) and (H3) respectively, then Theorem 3.3 is applicable.

5. Functional iterated logarithm law

In this section, we derive a functional iterated logarithm law.

Let now $W$ be a $k$-dimensional Brownian motion and $T = 1$ be fixed. Let $U$ be an open subset of $\mathbb{R}^m$ and we denote by $C([0, 1]; U)$ the set of continuous path $u : [0, 1] \to U$, endowed with the norm

$$
\|u\| = \sup_{t \in [0, 1]} |u(t)|.
$$

For $u, v \in C([0, 1]; U)$, we denote

$$
\|u\| = \sup_{t \in [0, 1]} |u(t)|, \quad d(u, v) = \|u - v\|;
$$

$$
d(u, B) = \inf_{v \in B} d(u, v), \quad B \in \mathcal{B}(C([0, 1]; U)).
$$

Let

$$
\mathcal{H}_m^2 := \{u \in C([0, 1]; \mathbb{R}^m); u(0) = 0, \int_0^1 |\dot{u}(s)|^2 ds < \infty\}.
$$

Then $\mathcal{H}_m^2$ is a Hilbert space endowed with the following scalar product

$$
\langle u, v \rangle := \int_0^1 \langle \dot{u}(t), \dot{v}(s) \rangle_{\mathbb{R}^m} ds.
$$

We set

$$
\|u\|_{\mathcal{H}_m^2}^2 = \langle u, u \rangle^{1/2} = \|\dot{u}\|_{L^2([0, 1]; \mathbb{R}^m)}.
$$

We first state the following continuous dependence result which will be needed in the proof of Theorem 5.2.

**Lemma 5.1.** Suppose that $\tilde{A}$ is a maximal monotone operator with $0 \in \text{Int}(D(\tilde{A}))$. Suppose further that $\tilde{\sigma}$ and $\tilde{b}$ are continuous functions and satisfy that for some $C > 0$ and all $x, y \in \mathbb{R}^m$

$$
\|\tilde{\sigma}(x) - \tilde{\sigma}(y)\|_{L^2(\mathbb{R}^m)}^2 \vee \langle x - y, \tilde{b}(x) - \tilde{b}(y) \rangle \leq C|x - y|^2(1 \lor \log |x - y|^{-1}) \quad (14)
$$

and

$$
\|\tilde{\sigma}(x)\|_{L^2(\mathbb{R}^m)} \vee |\tilde{b}(x)| \leq C(1 + |x|). \quad (15)
$$

Then $B_R \ni h \to Z^h$ is continuous with respect to the distance $d$, where $B_R := \{h \in \mathcal{H}_\delta^2; \|h\|_{\mathcal{H}_\delta^2} \leq 2R\}$ and $(Z^h(\cdot, x), K^h(\cdot, x))$ solves the following MSDE:

$$
\begin{cases}
\text{d}Z^h(t) \in \tilde{b}(Z^h(t)) \text{d}t + \tilde{\sigma}(Z^h(t))\dot{h}(t) \text{d}t - \tilde{A}(Z^h(t)) \text{d}t, \\
Z^h(0) = x \in D(A).
\end{cases}
$$
Proof. For fixed $h_0 \in B_R$, let $h \in B_R$ such that
\[
\sup_{t \in [0,1]} |h(t) - h_0(t)| \to 0.
\]
Since
\[
|Z^h(t) - Z^{h_0}(t)|^2 = 2 \int_0^t \langle Z^h(s) - Z^{h_0}(s), \tilde{b}(Z^h(s)) - \tilde{b}(Z^{h_0}(s)) \rangle_{\mathbb{R}^m} ds
\]
\[
+ 2 \int_0^t \langle Z^h(s) - Z^{h_0}(s), \tilde{\sigma}(Z^h(s)) \hat{h}(s) - \tilde{\sigma}(Z^{h_0}(s)) \hat{h}_0(s) \rangle_{\mathbb{R}^m} ds
\]
\[
- 2 \int_0^t \langle Z^h(s) - Z^{h_0}(s), dK^h(s) - dK^{h_0}(s) \rangle_{\mathbb{R}^m}
\]
\[
\leq 2 \int_0^t \langle Z^h(s) - Z^{h_0}(s), \tilde{b}(Z^h(s)) - \tilde{b}(Z^{h_0}(s)) \rangle_{\mathbb{R}^m} ds
\]
\[
+ 2 \int_0^t \langle Z^h(s) - Z^{h_0}(s), \tilde{\sigma}(Z^h(s)) \hat{h}(s) - \tilde{\sigma}(Z^{h_0}(s)) \hat{h}_0(s) \rangle_{\mathbb{R}^m} ds
\]
by Young’s inequality, (14) and the fact that there exists an $\eta > 0$ satisfying
\[
r^2(1 \vee \log r^{-1}) \leq \rho_\eta(r^2),
\]
we have
\[
\sup_{s \in [0,t]} |Z^h(s) - Z^{h_0}(s)|^2 \leq 2 \int_0^t |Z^h(s) - Z^{h_0}(s)|^2(1 \vee \log |Z^h(s) - Z^{h_0}(s)|^{-1}) ds
\]
\[
+ 2 \int_0^t \langle Z^h(s) - Z^{h_0}(s), \tilde{\sigma}(Z^h(s)) \hat{h}(s) - \tilde{\sigma}(Z^{h_0}(s)) \hat{h}_0(s) \rangle_{\mathbb{R}^m} ds
\]
\[
+ \sup_{t' \in [0,t]} 2 \int_0^{t'} \langle Z^h(s) - Z^{h_0}(s), \tilde{\sigma}(Z^h(s)) \hat{h}(s) - \tilde{\sigma}(Z^{h_0}(s)) \hat{h}_0(s) \rangle_{\mathbb{R}^m} ds
\]
\[
\leq 2 \int_0^t |Z^h(s) - Z^{h_0}(s)|^2(1 \vee \log |Z^h(s) - Z^{h_0}(s)|^{-1}) ds
\]
\[
+ 4R^{1/2} \left( \int_0^t |Z^h(s) - Z^{h_0}(s)|^2 \cdot \| \tilde{\sigma}(Z^h(s)) - \tilde{\sigma}(Z^{h_0}(s)) \|_{L_2(t^2;\mathbb{R}^m)}^2 \right)^{1/2}
\]
\[
+ \sup_{t' \in [0,t]} 2 \int_0^{t'} \langle Z^h(s) - Z^{h_0}(s), \tilde{\sigma}(Z^h(s))(\hat{h}(s) - \hat{h}_0(s)) \rangle_{\mathbb{R}^m} ds
\]
\[
\leq \frac{1}{2} \sup_{s \in [0,t]} |Z^h(s) - Z^{h_0}(s)|^2 + C \int_0^t \rho_\eta(\sup_{t' \in [0,s]} |Z^h(t') - Z^{h_0}(t')|^2) ds
\]
\[
+ \sup_{t' \in [0,t]} 2 \int_0^{t'} \langle Z^h(s) - Z^{h_0}(s), \tilde{\sigma}(Z^{h_0}(s))(\hat{h}(s) - \hat{h}_0(s)) \rangle_{\mathbb{R}^m} ds.
\]
Denote
\[
I := \sup_{t' \in [0,t]} 2 \int_0^{t'} \langle Z^h(s) - Z^{h_0}(s), \tilde{\sigma}(Z^{h_0}(s))(\hat{h}(s) - \hat{h}_0(s)) \rangle_{\mathbb{R}^m} ds.
\]
Define

\[ u(t) := \int_0^t \tilde{\sigma}(Z^{h_0}(s))(\dot{h}(s) - \dot{h}_0(s)) ds, \quad v(t) := Z^h(t) - Z^{h_0}(t). \]

Integration by parts gives

\[
\int_0^t \langle Z^h(s) - Z^{h_0}(s), \tilde{\sigma}(Z^{h_0}(s))(\dot{h}(s) - \dot{h}_0(s)) \rangle_{\mathbb{R}^m} ds
= \langle u(t), v(t) \rangle_{\mathbb{R}^m} - \int_0^t \langle u(s), dK^h(s) - dK^{h_0}(s) \rangle_{\mathbb{R}^m}
- \int_0^t \langle u(s), \tilde{\sigma}(Z^h(s)) - \tilde{\sigma}(Z^{h_0}(s)) \dot{h}(s) - \dot{\tilde{\sigma}}(Z^{h_0}(s)) \dot{h}_0(s) \rangle_{\mathbb{R}^m} ds
:= I_1(t) + I_2(t) + I_3(t) + I_4(t).
\]

By the proof of Lemma 4.2 we have for \( h, h_0 \in B_R \)

\[
sup_{t \in [0,1]} |Z^h(t)|^p + |K^h(\cdot)|_1^0 \leq C_R,
\]

\[
sup_{t \in [0,1]} |Z^{h_0}(t)|^p + |K^{h_0}(\cdot)|_1^0 \leq C_R.
\]

Thus by assumptions (14) and (15),

\[
\sup_{t \in [0,1]} (|I_1(t)| + |I_2(t)| + |I_3(t)| + |I_4(t)|) \leq C \sup_{t \in [0,1]} |u(t)|.
\]

If we can show that

\[
\sup_{t \in [0,1]} |u(t)| \to 0 \quad \text{as} \quad \sup_{t \in [0,1]} |h(t) - h_0(t)| \to 0,
\]

then we can deduce that \( I \to 0 \) as \( \sup_{t \in [0,1]} |h(t) - h_0(t)| \to 0 \) which in turn implies by Bihari’s inequality that

\[
\sup_{t \in [0,1]} |Z^h(t) - Z^{h_0}(t)| \to 0 \quad \text{as} \quad \sup_{t \in [0,1]} |h(t) - h_0(t)| \to 0,
\]

as desired.

Now we show (16). Let \( \rho \) be a mollifier with \( supp \ \rho \subset (-1, 1), \rho \in C^\infty \) and \( \int_{-1}^1 \rho(t) dt = 1 \). We denote \( \rho_n(u) := n\rho(nu) \). Consider the following function:

\[ \phi_n(t) = \int_0^1 \tilde{\sigma}(Z^{h_0}(u))\rho_n(t - u) du. \]

It is obvious that \( s \to \phi_n(s) \) is continuously differentiable and

\[ \int_0^1 \| \tilde{\sigma}(Z^{h_0}(t)) - \phi_n(t) \|^2 dt \to 0 \quad \text{as} \quad n \to \infty. \]

Therefore

\[
\sup_{t \in [0,1]} |u(t)| = \sup_{t \in [0,1]} \left| \int_0^t \tilde{\sigma}(Z^{h_0}(s))(\dot{h}(s) - \dot{h}_0(s)) ds \right|
\leq \sup_{t \in [0,1]} \left| \int_0^t (\tilde{\sigma}(Z^{h_0}(s)) - \phi_n(s))(\dot{h}(s) - \dot{h}_0(s)) ds \right|
\quad \text{as} \quad n \to \infty.
\]
By Hölder’s inequality, for any $\delta > 0$, there exists $n_0 \in \mathbb{N}$ such that

$$J_1 \leq \left( \int_0^1 \|\tilde{\sigma}(Z^h(t)) - \phi_{n_0}(t)\|^2 dt \right)^{1/2} \left( \int_0^1 |\dot{h}(t) - \dot{h}_0(t)|^2 dt \right)^{1/2} \leq 4R^{1/2}\delta^{1/2}.$$  

For the second term $J_2$, integrating by parts we have

$$J_2 \leq \sup_{t \in [0,1]} |h(t) - h_0(t)| \left( \sup_{t \in [0,1]} \|\phi_{n_0}(t)\| + \int_0^1 \|\dot{\phi}_{n_0}(t)\| dt \right) \to 0, \quad \text{as} \quad \sup_{t \in [0,1]} |h(t) - h_0(t)| \to 0,$$

which is what we wanted and the proof is completed. \(\square\)

The following result establishes a Freidlin-Wentzell estimate for $X^\epsilon$. In the case of ordinary stochastic differential equations, it is proved in [3].

**Theorem 5.2.** Assume that (H1)-(H4) hold. Let $a > 0$ be fixed. Then for every $\alpha > 0$ and $R > 0$, there exist $\epsilon_0$, $\eta_0 > 0$ such that for every $h$ with $I(h) \leq a$ and $f = X^h$, we have

$$\mathbb{P}\{d(\epsilon W, h) < \eta, d(X^\epsilon, f) > \alpha\} \leq \exp\left(\frac{-R}{\epsilon^2}\right)$$

for every $0 < \epsilon < \epsilon_0$ and $0 < \eta < \eta_0$.

**Proof.** Having Lemma 5.1 in hand, the proof is similar to [3], and we include it here for reader’s convenience.

Consider the diffusion

$$Z^\epsilon(t, x) = \begin{pmatrix} \epsilon W(t) \\ X^\epsilon(t, x) \end{pmatrix},$$

where $Z^\epsilon(t, x)$ is the solution of the following MSDE:

$$\begin{cases} dZ^\epsilon(t) \in \tilde{b}_\epsilon(Z^\epsilon(t))dt + \epsilon\tilde{\sigma}_\epsilon(Z^\epsilon(t))dW_t - \tilde{A}_\epsilon(Z^\epsilon(t))dt, \\ Z^\epsilon(0) = \begin{pmatrix} \theta \\ 0 \end{pmatrix}, \end{cases}$$

where

$$\tilde{b}_\epsilon(x) = \begin{pmatrix} 0 \\ b_\epsilon(x) \end{pmatrix} : \mathbb{R}^{k+m} \to \mathbb{R}^{k+m}, \quad \tilde{\sigma}_\epsilon(x) = \begin{pmatrix} I \\ \sigma_\epsilon(x) \end{pmatrix} : \mathbb{R}^{k+m} \to \mathbb{R}^{(k+m) \times k},$$

and

$$\tilde{A}_\epsilon(x) = \begin{pmatrix} 0 \\ A_\epsilon(x) \end{pmatrix} : \mathbb{R}^{k+m} \to \mathbb{R}^{k+m}.$$

For each $f \in C([0,1]; \mathbb{R}^{k+m})$, we define

$$\tilde{I}(f) = \frac{1}{2} \inf_{\{h \in H_k^2 : f = Z^h\}} \|h\|^2_{H_k^2},$$

where $(Z^h(\cdot, x), K^h(\cdot, x))$ solves the following equation:

$$\begin{cases} dZ^h(t) \in \dot{b}(Z^h(t))dt + \dot{\sigma}(Z^h(t))\dot{h}(t)dt - \dot{A}(Z^h(t))dt, \\ Z^h(0) = \begin{pmatrix} \theta \\ 0 \end{pmatrix}, \end{cases} \quad \text{(17)}$$
where 
\[ \tilde{b}(x) = \begin{pmatrix} 0 \\ b(x) \end{pmatrix} : \mathbb{R}^{k+m} \to \mathbb{R}^{k+m}, \quad \tilde{\sigma}(x) = \begin{pmatrix} I \\ \sigma(x) \end{pmatrix} : \mathbb{R}^{k+m} \to \mathbb{R}^{(k+m) \times k} \]
and
\[ \tilde{A}(x) = \begin{pmatrix} 0 \\ A(x) \end{pmatrix} : \mathbb{R}^{k+m} \to 2^{\mathbb{R}^{k+m}}. \]

Obvious that \( \tilde{b}, \tilde{b}, \tilde{\sigma}, \tilde{\sigma}, \tilde{A}, \tilde{A} \) also satisfy assumptions \((H1)-(H4)\). One can easily see that Eq. (17) is decomposed into two systems, i.e.,
\[ Z^h = \begin{pmatrix} h \\ X^h \end{pmatrix} \]
where \( X^h(t, x) \) solves the following MDE:
\[ dX^h(t) = b(X^h(t))dt + \sigma(X^h(t))\dot{h}(t)dt - A(X^h(t))dt, \quad X^h(0) = x. \]

Fix now \( \alpha > 0 \) and \( R > 0 \). Then
\[ P\{d(X^\epsilon, X^h) > \alpha, d(\epsilon W, h) < \eta\} = P\{Z^\epsilon \in \Lambda_\eta\}, \]
where
\[ \Lambda_\eta = \{ \chi = \begin{pmatrix} \chi_1 \\ \chi_2 \end{pmatrix} \in C([0, 1]; \mathbb{R}^{k+m}); d(\chi_1, h) < \eta, d(\chi_2, X^h) > \alpha \}. \]

By Lemma 5.1, we know that \( h \to Z^h \) is continuous with respect to the distance \( d \) when
\[ h \in B_R = \{ h \in H_k^2; \frac{1}{2}\|h\|^2_{H_k^2} \leq 2R \}. \]

Therefore there exists \( \eta > 0 \) such that if \( \chi_1 \in B_R \) and \( d(\chi_1, h) \leq \eta \), then
\[ d(X^{\chi_1}, X^h) \leq \alpha. \]

This implies that for such a value \( \eta \), there is no trajectory \( \chi \in \Lambda_\eta \) such that
\[ \frac{1}{2}\|\chi_1\|^2_{H_k^2} \leq 2R \quad \text{and} \quad \chi = \begin{pmatrix} \chi_1 \\ X^{\chi_1} \end{pmatrix}. \]

Consequently, we have
\[ \inf_{f \in \Lambda_\eta} I(f) \geq 2R, \]
and the proof is completed by Theorem 3.3. \( \square \)

We adopt the following definition from [2].

**Definition 5.3.** Let \( U \) be an open set of \( \mathbb{R}^m \). For \( \alpha > 0 \), let \( \Gamma_\alpha : U \to U \) be a \( C^2 \) bijective transformation having continuous derivatives up to order 2. The family \( \Gamma = \{ \Gamma_\alpha \}_{\alpha > 0} \) is said to be a system of contractions centered at \( x \) if

(a) \( \Gamma_\alpha(x) = x \) for every \( \alpha > 0 \);
(b) if \( \alpha \geq \beta \), then \( |\Gamma_\alpha(y) - \Gamma_\alpha(z)| \leq |\Gamma_\beta(y) - \Gamma_\beta(z)| \) for every \( y, z \in U \);
(c) \( \Gamma_1 \) is the identical mapping on \( U \) and \( \Gamma_{\alpha^{-1}} = \Gamma_\alpha^{-1} \). Moreover, for every compact subset \( K \) of \( U \) and \( \epsilon > 0 \), there exists \( \delta > 0 \) such that if \( |\alpha \beta - 1| < \delta \) then
\[ |\Gamma_\alpha \circ \Gamma_\beta(y) - y| < \epsilon \]
for every \( y \in K \).

In the sequel, we require \( D(A) \subset U \).
5.1. The large time functional iterated logarithm law. Let now \( b : U \to \mathbb{R}^m \) and \( \sigma : U \to \mathbb{R}^{m \times k} \). Let \( \tilde{A} \) be a multivalued maximal monotone operator. We also set
\[
L(u) := \log \log u, \quad \phi(u) := \sqrt{uL(u)}, \quad u > e,
\]
\[
\tilde{L} = \frac{1}{2} \sum_{ij} \tilde{a}_{ij}(y) \frac{\partial^2}{\partial y_i \partial y_j} + \sum_{i} \tilde{b}_i(y) \frac{\partial}{\partial y_i},
\]
where \( \tilde{a} = \tilde{\sigma} \tilde{\sigma}^t \). For every \( \alpha > e \), we define
\[
\tilde{b}_\alpha(y) := \alpha(\tilde{L}\Gamma_{\phi(\alpha)}(z))|_{z=\Gamma_{\phi(\alpha)}(y)}, \quad \tilde{\sigma}(y) := \phi(\alpha) \nabla \Gamma_{\phi(\alpha)}(z)|_{z=\Gamma_{\phi(\alpha)}(y)} \cdot \tilde{\sigma}(\Gamma_{\phi(\alpha)}(y)),
\]
\[
\tilde{A}_\alpha(y) := \alpha \nabla \Gamma_{\phi(\alpha)}(z)|_{z=\Gamma_{\phi(\alpha)}(y)} \cdot \tilde{A}(\Gamma_{\phi(\alpha)}(y)).
\]

We shall make use of the following assumptions.

\((C1)\) There exist \( b : U \to \mathbb{R}^m \) and \( \sigma : U \to \mathbb{R}^{m \times k} \) such that
\[
\lim_{\alpha \to \infty} \tilde{b}_\alpha(y) = b(y), \quad \lim_{\alpha \to \infty} \tilde{\sigma}_\alpha(y) = \sigma(y),
\]
uniformly on compact subsets of \( U \);

\((C2)\) there exists a multivalued maximal monotone operator \( A : \mathbb{R}^m \to 2^{\mathbb{R}^m} \) such that for every \( \epsilon > 0 \),
\[
\lim_{\alpha \to \infty} (1 + \epsilon \tilde{A}_\alpha)^{-1}(y) = (1 + \epsilon A)^{-1}(y)
\]
uniformly on compact subsets of \( U \);

\((C3)\) \( \tilde{A}_\alpha, \tilde{A}, A \) are maximal monotone operator with \( \overline{D(A)} = \overline{D(A)} \) and nonempty interior. Moreover, for \( a \in \text{Int}(D(A)) \), \( \tilde{A}_\alpha \) is locally bounded at \( a \) uniformly in \( \alpha \);

\((C4)\) if \( b_\epsilon = \tilde{b}_{1/\epsilon} \), \( \sigma_\epsilon = \tilde{\sigma}_{1/\epsilon} \) and \( A_\epsilon = \tilde{A}_{1/\epsilon} \), the system of small random perturbation \( (b_\epsilon, \sigma_\epsilon, A_\epsilon) \) satisfies assumptions \((H2)-(H4)\).

Consider the following MSDE:
\[
\begin{cases}
\mathrm{d}Y(t) \in \tilde{b}(Y(t))\mathrm{d}t + \tilde{\sigma}(Y(t))\mathrm{d}W(t) - \tilde{A}(Y(t))\mathrm{d}t, \\
Y(0) = x \in \overline{D(A)},
\end{cases}
\]
and let us set for \( u > e \)
\[
Y(u)(t) = Y(ut), \quad Z_u(t) = \Gamma_{\phi(u)}(Y(u)(t)).
\]

Now we give the large time functional iterated logarithm law.

**Theorem 5.4.** Under assumptions \((C1)-(C4)\), the family \( \{Z_u\}_{u > e} \) is relatively compact. Moreover, \( \Theta := \{f; I(f) \leq 1\} \) is the limit set \( \{Z_u\}_{u > e} \) for \( u \to \infty \) a.s., where
\[
I(f) = \frac{1}{2} \inf_{\|h\|^2_{\mathcal{H}_k^2}} \|h\|^2_{\mathcal{H}_k^2},
\]
and \( X^h(t, x) \) solves the following MDE:
\[
\begin{cases}
\mathrm{d}X^h(t) \in b(X^h(t))\mathrm{d}t + \sigma(X^h(t))\dot{h}(t)\mathrm{d}t - A(X^h(t))\mathrm{d}t, \\
X^h(0) = x,
\end{cases}
\]

**Proof.** The proof of this theorem is essentially the same as the proof of Theorem 3.1 in [K]. That is, one first prove that for every \( c > 1 \) and for every \( \epsilon \), there exists a.s. a positive integer \( j_0 = j_0(\omega) \) such that for every \( j > j_0 \),
\[
d(Z_{\epsilon^j}, \Theta) < \epsilon.
\]
One then applies Proposition 3.2 in [8] to obtain that
\[
\lim_{u \to \infty} d(Z_u, \Theta) = 0 \quad \text{a.s.}
\]
Finally one uses Theorem 5.2 to prove that for any \( \epsilon > 0 \), there exists \( c_\epsilon > 1 \) such that for every \( c > c_\epsilon \),
\[
P\{d(Z_{c^\epsilon}, f) < \epsilon, \text{i.o.} \} = 1,
\]
which ensures that all points in \( \Theta \) are actually limit points. Therefore we complete the proof. \( \square \)

**Remark 5.5.** We should point out that we can not use the method developed in [2, Proposition 2.5] due to the existence of the multivalued maximal monotone operator.

5.2. **The small time functional iterated logarithm law.** Without making a great effort, we can prove the functional iterated logarithm law for small value of the parameter.

Let \( \tilde{b} : U \to \mathbb{R}^m \) and \( \tilde{\sigma} : U \to \mathbb{R}^{m \times k} \). Let \( \tilde{A} \) be a multivalued maximum monotone operator. We also set
\[
G(u) := \log \log u^{-1}, \quad \varphi(u) := \sqrt{uG(u)}, \quad 0 < u < e^{-1},
\]
\[
\tilde{L} := \frac{1}{2} \sum_{i,j} \tilde{a}_{ij}(y) \frac{\partial^2}{\partial y_i \partial y_j} + \sum_i \tilde{b}_i(y) \frac{\partial}{\partial y_i},
\]
where \( \tilde{a} = \tilde{\sigma} \tilde{\sigma}' \). For every \( 0 < \alpha < e^{-1} \), we define
\[
\tilde{b}_\alpha(y) := \alpha(\tilde{L}_\varphi(\alpha))(z)_{z = \Gamma_{\varphi(\alpha)}(y)},
\]
\[
\tilde{\sigma}_\alpha(y) := \varphi(\alpha)\nabla \Gamma_{\varphi(\alpha)}(z)_{z = \Gamma_{\varphi(\alpha)}(y)} \cdot \tilde{\sigma}(\Gamma_{\varphi(\alpha)}(y)),
\]
\[
\tilde{A}_\alpha(y) := \alpha \nabla \Gamma_{\varphi(\alpha)}(z)_{z = \Gamma_{\varphi(\alpha)}(y)} \cdot \tilde{A}(\Gamma_{\varphi(\alpha)}(y)).
\]

We shall make use of the following assumption.

(C'1) There exist \( b : U \to \mathbb{R}^m \) and \( \sigma : U \to \mathbb{R}^{m \times k} \) such that
\[
\lim_{\alpha \to 0^+} \tilde{b}_\alpha(y) = b(y), \quad \lim_{\alpha \to 0^+} \tilde{\sigma}_\alpha(y) = \sigma(y)
\]
uniformly on compact subsets of \( U \);

(C'2) there exists a multivalued maximal monotone operator \( A : \mathbb{R}^m \to 2^{\mathbb{R}^m} \) such that for every \( \epsilon > 0 \),
\[
\lim_{\alpha \to 0^+} (1 + \epsilon \tilde{A}_\alpha)^{-1}(y) = (1 + \epsilon A)^{-1}(y)
\]
uniformly on compact subsets of \( U \);

(C'3) \( \tilde{A}_\alpha, \tilde{A}, A \) are maximal monotone operator with \( \overline{D(\tilde{A}_\alpha)} = \overline{D(A)} \) which has nonempty interior. Moreover, for \( a \in \text{Int}(\overline{D(\tilde{A}_\alpha)}) \), \( \tilde{A}_\alpha \) is locally bounded at \( a \) uniformly in \( \alpha \);

(C'4) the system of small random perturbation \( (\tilde{b}_\alpha, \tilde{\sigma}_\alpha, \tilde{A}_\alpha) \) satisfies assumptions (H2)-(H4).

Let \( Y(t) \) be the solution of MSDE [18], and set for \( 0 < u < e^{-1} \)
\[
Y^{(u)}(t) = Y(ut), \quad Z_u'(t) = \Gamma_{\varphi(u)}(Y^{(u)}(t)).
\]
Then we have the following theorem.
The subdifferential of $I$ we define where $\text{Int}(C)$ of $X$ and $t$.

Theorem 5.6. Under (C1)-(C4), the family $\{Z_u\}_{0 < u < e^{-1}}$ is relatively compact; moreover $\Theta' = \{f; I(f) \leq 1\}$ is the limit set $\{Z_u\}_{0 < u < e^{-1}}$ for $u \to 0^+$ a.s., where

$$I(f) = \frac{1}{2} \inf_{\{h \in H_1^2; f = X^h\}} \|h\|_{H_1^2}^2,$$

and $X^h(t, x)$ solves the following MDE:

$$dX^h(t) \in b(X^h(t))dt + \sigma(X^h(t))\dot{h}(t)dt - A(X^h(t))dt, \quad X^h(0) = x.$$

5.3. Applications. In what follows we will use our newly established large time functional iterated logarithm law and provide another approach to proving [16, Theorem 3.1]. Before stating the result, we present some related notations.

Definition 5.7. Suppose that $O$ is a closed convex subset of $\mathbb{R}^m$, and $I_O$ is the indicator of $O$, i.e.,

$$I_O := \begin{cases} 0, & \text{if } x \in O, \\ \infty, & \text{if } x \notin O. \end{cases}$$

The subdifferential of $I_O$ is given by

$$\partial I_O(x) := \{y \in \mathbb{R}^m; \langle y, x - z \rangle_{\mathbb{R}^m} \geq 0, \forall z \in O\}$$

where $\text{Int}(O)$ is the interior of $O$ and $\Pi_x$ is the exterior normal cone at $x$.

It is well known that $\partial I_O$ is a multivalued maximal monotone operator.

We now deal with the case of the half-space with normal reflection. Let

$$\mathbb{R}^m_+ = \{x = (x^1, x^2, \ldots, x^d); x^1 \geq 0\} \quad \text{and} \quad e_1 = (1, 0, \cdots, 0).$$

As in Anderson and Orey [1], we define a transformation $\Gamma : C([0, 1]; \mathbb{R}^m) \to C([0, 1]; \mathbb{R}^m_+)$ as follows: for $w = (w^1, w^2, \cdots, w^m) \in C([0, 1]; \mathbb{R}^m)$,

$$\Gamma(w) = (\bar{w}^1, w^2, \cdots, w^m),$$

where

$$\bar{w}^1(t) = -\inf_{s \in [0, t]} (w^1(s) \wedge 0).$$

We write $\Gamma_t(w)$ for $(\Gamma(w))_t$.

For $h \in H_1^2$ and $x \in \mathbb{R}^m_+$, let $\hat{X}^h(t, x)$ be the solution of the following differential equation:

$$\begin{cases} d\hat{X}^h(t) = b(\Gamma_t(\hat{X}^h))dt + \sigma(\Gamma_t(\hat{X}^h))\dot{h}_t dt, \\ \hat{X}^h(0) = x \in \mathbb{R}^m_+. \end{cases}$$

Define

$$\hat{I}(f) := \frac{1}{2} \inf_{\{h \in H_1^2; f = \hat{X}^h\}} \|h\|_{H_1^2}^2,$$

with the understanding $\hat{I}(f) = \infty$ if the above set is empty. Now for $f \in C([0, 1]; \mathbb{R}^m_+)$, we define

$$I^+(f) := \inf\{\hat{I}(g); g \in C([0, 1]; \mathbb{R}^m), \Gamma(g) = f\}.$$
Let $O = \mathbb{R}^m_+$. Then $\partial O = \{x; x^1 = 0\}$. Denote by $\gamma$ the constant vector field defined on $\partial O$ with $\gamma(x) \equiv e_1$. Let $\hat{b} : O \to \mathbb{R}^m$ and $\hat{\sigma} : O \to \mathbb{R}^m \times \mathbb{R}^k$. Consider the following Skorohod problem:

\[
\begin{cases}
    dY(t) = \hat{b}(Y(t))dt + \hat{\sigma}(Y(t))dW(t) + 1_{\partial O}(Y(t))\gamma(Y(t))dK(t), \\
    Y(0) = x \in O, K(0) = 0,
\end{cases}
\]

where $K(t)$ is non-decreasing in $t$ and increasing only during $\Delta := \{t; Y(t) \in \partial O\}$, $\Delta$ has Lebesgue measure zero. We denote by $\langle \cdot, \cdot \rangle$ the unique solution of Eq. (20). As in Section 5, let us set for $u > e$

\[
Y^{(u)}(t) = Y(ut), \quad Z_u(t) = \Gamma_{\phi(u)}(Y^{(u)}(t)).
\]

**Theorem 5.8.** Under (C1) in Section 5, the family $\{Z_u\}_{u > e}$ is relatively compact; moreover $\Theta = \{f; I^+(f) \leq 1\}$ is the limit set $\{Z_u\}_{u > e}$ for $u \to \infty$ a.s..

**Proof.** Note that by [10, Proposition 3.1], $(Y(\cdot), K(\cdot))$ is the solution of the following MSDE:

\[
\begin{cases}
    dY(t) \in \hat{b}(Y(t))dt + \hat{\sigma}(Y(t))dW(t) - \partial I_O(Y(t)), \\
    Y(0) = x.
\end{cases}
\]

Moreover, $I^+(f)$ defined in [19] is actually equivalent to $I(f)$ defined in (3). In fact, since

\[
I(f) = \frac{1}{2} \inf_{\{h \in H^2_k : f = X^h\}} \|h\|^2_{\tilde{H}^2},
\]

we have $X^h(t, x) = \Gamma(\tilde{X}^h(t, x))$ (cf. [1 Proposition 1]). This implies $I^+(f) = I(f)$.

Now it suffices to check Assumptions (C2)-(C3). Because $O = \mathbb{R}^m_+$, it is obvious that the (C3) is satisfied, i.e., $D(A_\alpha) = D(A)$, where

\[
A(y) = \tilde{A}(y) = I_O(y), \quad A_\alpha(y) = \alpha \nabla \Gamma_{\phi(\alpha)}(z)|_{z = \Gamma_{\phi(\alpha)}^{-1}(y)} \cdot I_O(\Gamma_{\phi(\alpha)}(y)).
\]

Next comes (C2). Consider the following indicator functions

\[
I_O(y) \quad \text{and} \quad \alpha \nabla \Gamma_{\phi(\alpha)}(z)|_{z = \Gamma_{\phi(\alpha)}^{-1}(y)} \cdot I_O(\Gamma_{\phi(\alpha)}(y)).
\]

Since $O = \mathbb{R}^m_+$, we have

\[
I_O(y) = I_O(\Gamma_{\phi(\alpha)}(y)) = \begin{cases} 0, & \text{if } y \in O, \\ \infty, & \text{if } y \notin O, \end{cases}
\]

and hence

\[
I_O(y) = \alpha \nabla \Gamma_{\phi(\alpha)}(z)|_{z = \Gamma_{\phi(\alpha)}^{-1}(y)} \cdot I_O(\Gamma_{\phi(\alpha)}(y)) = \begin{cases} 0, & \text{if } y \in O, \\ \infty, & \text{if } y \notin O. \end{cases}
\]

(21)

For any $\epsilon > 0$, we define

\[
I^*(y) = \inf_{u \in \mathbb{R}^m} \{\|y - u\|^2/(2\epsilon) + I_O(u)\}, \quad y \in O,
\]
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and

\[ I^\varepsilon_\alpha(y) = \inf_{u \in \mathbb{R}^m} \{ |y - u|^2 / (2\varepsilon) + \alpha \nabla \Gamma_\phi(u)(z)|_{z = \Gamma_\phi^{-1}(y)} \cdot I_0(\Gamma_\phi(u)) \}, \quad y \in O. \]

Then by (21), we have

\[ I^\varepsilon(y) = I^\varepsilon_\alpha(y) = \inf_{u \in O} \{ |y - u|^2 / (2\varepsilon) \}. \]

By [3, Theorem 2.2], we have

\[ A^\varepsilon = \partial I^\varepsilon \quad \text{and} \quad A^\varepsilon_\alpha = \partial I^\varepsilon_\alpha, \quad (22) \]

where \( A^\varepsilon \) and \( A^\varepsilon_\alpha \) are Yosida approximations of \( \partial I_0(y) \) and \( \partial (\alpha \nabla \Gamma_\phi(u)|_{z = \Gamma_\phi^{-1}(y)} \cdot I_0(\Gamma_\phi(u)) \)), respectively. Consequently, we conclude from (22) that (C2) is satisfied.

Therefore the proof is completed by Theorem 5.4.

Similarly, by applying the small time functional iterated logarithm law, we obtain the following theorem.

**Theorem 5.9.** Let us set for \( 0 < u < e^{-1} \)

\[ Y^{(u)}(t) = Y(u t), \quad Z^{(u)}_u(t) = \Gamma_u(|Y^{(u)}(t))|. \]

Under (C’1), the family \( \{Z_u\}_{0 < u < e^{-1}} \) is relatively compact; moreover \( \Theta = \{ f; I^+(f) \leq 1 \} \) is the limit set \( \{Z_u\}_{0 < u < e^{-1}} \) for \( u \to 0^+ \) a.s..

6. Appendix: Proof of (9)

**Lemma 6.1.** Assume that (H1)-(H4) hold. Let \( X^{\epsilon, h, \alpha} \) and \( \tilde{X}^{\epsilon, h, \alpha} \) solve Eq. (4) and Eq. (9), respectively. Then for any \( x \in D(A) \), we have

\[ \lim_{\alpha \to 0} \mathbb{E} \sup_{t \in [0, T]} |\tilde{X}^{\epsilon, h, \alpha}(t) - X^{\epsilon, h, \alpha}(t)|^2 = 0 \]

uniformly in \( \epsilon > 0 \).

**Proof.** We denote by \( M^n_\epsilon(t) \) the \( C^\infty \)-approximation of \( M_\epsilon(t) \), which is defined as follows:

\[ M^n_\epsilon(t) := n \int_{t - \frac{1}{n}}^{t + \frac{1}{n}} M_\epsilon(s - \frac{1}{n}) \rho(n(t - s)) ds, \]

where \( \rho \) is a mollifier with \( \text{supp} \subset (-1, 1), \rho \in C^\infty \) and \( \int_{-1}^{1} \rho(s) ds = 1 \). It is easy to obtain from (5) and (7)

\[ M^n_\epsilon(0) = 0, \]

\[ \lim_{n \to \infty} \mathbb{E} \sup_{t \in [0, T]} |M^n_\epsilon(t) - M_\epsilon(t)|^2 = 0, \]

\[ \sup_{t \in [0, T]} |M^n_\epsilon(t)| \leq \sup_{t \in [0, T]} |M_\epsilon(t)| \quad \text{a.s.}, \]

\[ \sup_{|t - t'| \leq \delta} |M^n_\epsilon(t') - M^n_\epsilon(t)| \leq \sup_{|t' - t| \leq \delta} |M_\epsilon(t') - M_\epsilon(t)| \quad \text{a.s.,} \forall \delta > 0, \]

\[ \mathbb{E} \sup_{t \in [0, T]} |M^n_\epsilon(t)|^2 + \mathbb{E} \sup_{t \in [0, T]} |\dot{M}_\epsilon^n(t)|^2 \leq C_n, \]

where \( C_n \) is a constant which does not depend on \( \epsilon \) and \( \alpha \).

Let \( (X^{\epsilon, h, \alpha}(. , x), K^{\epsilon, h, \alpha}(. , x)) \) solve the following MSDE:

\[
\begin{cases}
    dX^{\epsilon, h, \alpha}(t) = dM^n_\epsilon(t) - A_\epsilon(X^{\epsilon, h, \alpha}(t)) dt, \\
    X^{\epsilon, h, \alpha}(0) = x,
\end{cases}
\]
and \(\tilde{X}_{\epsilon,h,c,n}(t, x)\) solve the following differential equation:

\[
\begin{cases}
\frac{d\tilde{X}_{\epsilon,h,c,n}(t)}{dt} = dM^\epsilon_n(t) - A^\epsilon_n(\tilde{X}_{\epsilon,h,c,n}(t))dt, \\
\tilde{X}_{\epsilon,h,c,n}(0) = x.
\end{cases}
\]

Now we split our proof into three steps.

**Step 1**

First we prove

\[
\lim_{n \to \infty} E \sup_{t \in [0, T]} |X^{\epsilon,h,c,n}(t) - X^{\epsilon,h}(t)| = 0 
\]

uniformly in \(\epsilon\). For this, we proceed as follows. By [10, Proposition 4.3], we have

\[
\sup_{t \in [0, T]} |X^{\epsilon,h,c,n}(t) - X^{\epsilon,h}(t)|^2 
\leq \sup_{t \in [0, T]} |M^\epsilon_n(t) - M^\epsilon(t)|^{1/2} \left( \sup_{t \in [0, T]} |M^\epsilon_n(t) - M^\epsilon(t)| + 4|K^{\epsilon,h,c,n}|_T^0 + 4|K^{\epsilon,h}|_T^0 \right)^{1/2}.
\]

By Lemma 4.2, we have

\[
E|K^{\epsilon,h,c,n}|_T^0 \leq C
\]

where \(C\) is a constant which does not depend on \(\epsilon\). We still need to verify

\[
E|K^{\epsilon,h,c,n}|_T^0 \leq C,
\]

where \(C\) is a constant which does not depend on \(n\) and \(\epsilon\). By Proposition 2.1, we have

\[
|X^{\epsilon,h,c,n}(t') - a|^2 - |X^{\epsilon,h,c,n}(t) - a|^2 
\leq |M^\epsilon_n(t') + x - a|^2 - |M^\epsilon_n(t) + x - a|^2 
- 2\gamma|K^{\epsilon,h,c,n}| t' + 2\gamma\mu(t' - t) + 2\mu \int_t^{t'} |X^{\epsilon,h,c,n}(s) - a| ds 
+ 2 \int_t^{t'} \langle M^\epsilon_n(s) - M^\epsilon(s), dK^{\epsilon,h,c,n}(s) \rangle_{\mathbb{R}^m} 
+ 2(X^{\epsilon,h,c,n}(t') - x - M^\epsilon_n(t'), M^\epsilon_n(t') - M^\epsilon_n(t))_{\mathbb{R}^m} 
\leq C(1 + \sup_{t \in [0, T]} |M^\epsilon(t)|^2 + \sup_{t \in [0, T]} |X^{\epsilon,h,c,n}(t) - a|) 
+ 2\left( \sup_{|s' - s| \leq t' - t} |M^\epsilon(s') - M^\epsilon(s)| \leq \gamma|K^{\epsilon,h,c,n}| t'. \right)
\]

Hence

\[
|X^{\epsilon,h,c,n}(t') - a|^2 - |X^{\epsilon,h,c,n}(t) - a|^2 + \frac{\gamma}{2}|K^{\epsilon,h,c,n}| t' \leq C(1 + \sup_{t \in [0, T]} |M^\epsilon(t)|^2 + \sup_{t \in [0, T]} |X^{\epsilon,h,c,n}(t) - a|)
\]

on the set

\[
\Omega_{\epsilon,n,\delta} = \left\{ \sup_{|s' - s| \leq \delta} |M^\epsilon_n(s') - M^\epsilon_n(s)| \leq \frac{\gamma}{2}\right\}.
\]

Consequently, applying the same procedure in [10, Proposition 4.9], we obtain

\[
|K^{\epsilon,h,c,n}|_T^0 1_{\Omega_{\epsilon,n,\delta}} \leq \frac{C(1 + \sup_{t \in [0, T]} |M^\epsilon(t)|^2)}{\delta}.
\]

For \(p > 6\), this yields

\[
E|K^{\epsilon,h,c,n}|_T^0 = \sum_{k=1}^{\infty} E\left[|K^{\epsilon,h,c,n}|_T^0 1_{\Omega_{\epsilon,n,\delta}} \leq \frac{C(1 + \sup_{t \in [0, T]} |M^\epsilon(t)|^2)}{\delta} \right]
\]
Therefore, we obtain the desired estimate, and hence (23) is satisfied.

**Step 2**
Similarly to Step 1, we can prove
\[
\lim_{n \to \infty} \mathbb{E} \sup_{t \in [0,T]} |\tilde{X}^{\epsilon,h,\alpha,n}(t) - \tilde{X}^{\epsilon,h,\alpha}(t)| = 0 \tag{24}
\]
uniformly in \(\epsilon\) and \(\alpha\).

**Step 3**
Let \(\alpha, \beta > 0\). Since \(A_{x}^{\alpha}(x) \in A_{x}(J^{\alpha}(x))\), we have
\[
(A_{x}^{\alpha}(x) - A_{x}^{\beta}(y), x - y)_{\mathbb{R}^m} \geq - (\alpha + \beta)(A_{x}^{\alpha}(x), A_{x}^{\beta}(y))_{\mathbb{R}^m}, \quad \forall x, y \in \mathbb{R}^m.
\]
Therefore
\[
\sup_{t \in [0,T]} |\tilde{X}^{\epsilon,h,\alpha,\alpha,n}(t) - \tilde{X}^{\epsilon,h,\alpha,\beta,n}(t)|^2
\]
\[
= \sup_{t \in [0,T]} | - \int_{0}^{t} (A_{x}^{\alpha}(\tilde{X}^{\epsilon,h,\alpha,n}(s)) - A_{x}^{\beta}(\tilde{X}^{\epsilon,h,\alpha,\beta,n}(s)), \tilde{X}^{\epsilon,h,\alpha,n}(s) - \tilde{X}^{\epsilon,h,\alpha,\beta,n}(s))_{\mathbb{R}^m} ds |
\]
\[
\leq (\alpha + \beta) \int_{0}^{T} |A_{x}^{\alpha}(\tilde{X}^{\epsilon,h,\alpha,n}(s)) - A_{x}^{\beta}(\tilde{X}^{\epsilon,h,\alpha,\beta,n}(s))| ds
\]
\[
\leq (\alpha + \beta) T \sup_{t \in [0,T]} |A_{x}^{\alpha}(\tilde{X}^{\epsilon,h,\alpha,n}(t))| \sup_{t \in [0,T]} |A_{x}^{\beta}(\tilde{X}^{\epsilon,h,\alpha,\beta,n}(t))|.
\]
As in the proof of [10] Proposition 4.7, we have
\[
\frac{d}{ds} \tilde{X}^{\epsilon,h,\alpha,n} \leq |\hat{M}_{\epsilon}^n(t)| + |A_{x}^{\alpha}(x)| + \int_{0}^{t} |\hat{M}_{\epsilon}^n(s)| ds,
\]
and this gives
\[
\sup_{t \in [0,T]} |A_{x}^{\alpha}(\tilde{X}^{\epsilon,h,\alpha,n}(t))| \leq |A_{x}^{\alpha}(x)| + 2 \sup_{t \in [0,T]} |\hat{M}_{\epsilon}^n(t)| + T \sup_{t \in [0,T]} |\hat{M}_{\epsilon}^n(t)|.
\]
Consequently we have
\[
\mathbb{E} \sup_{t \in [0,T]} |\tilde{X}^{\epsilon,h,\alpha,n}(t) - \tilde{X}^{\epsilon,h,\alpha,\beta,n}(t)|^2 \leq C_{n}(\alpha + \beta),
\]
where \(C_{n}\) is a constant independent of \(\epsilon, \alpha\) and \(\beta\). We know from [10] Proposition 4.7 that
\[
\sup_{t \in [0,T]} |\tilde{X}^{\epsilon,h,\alpha,n}(t) - X^{\epsilon,h,n}(t)| \to 0 \quad \text{a.s. as} \quad \alpha \to 0.
\]
Therefore we have
\[
\lim_{\alpha \to 0} \mathbb{E} \sup_{t \in [0,T]} |\tilde{X}^{\epsilon,h,\alpha,n}(t) - X^{\epsilon,h,n}(t)|^2 = 0 \tag{25}
\]
uniformly in \(\epsilon\).
Then the proof is completed by (23)-(25).
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