A Detection Method of Temporally Operated Videos Using Robust Hashing
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Abstract—SNS providers are known to carry out the recompression and resizing of uploaded videos/images, but most conventional methods for detecting tampered videos/images are not robust enough against such operations. In addition, videos are temporally operated such as the insertion of new frames and the permutation of frames, of which operations are difficult to be detected by using conventional methods. Accordingly, in this paper, we propose a novel method with a robust hashing algorithm for detecting temporally operated videos even when applying resizing and compression to the videos.

Index Terms—video forgery, robust, video manipulation

I. INTRODUCTION

Recent rapid advances in image manipulation tools and deep image synthesis techniques have made generating fake videos easy. In addition, with the spread of SNS, the existence of fake videos has become a major threat to the credibility of the international community. Accordingly, detecting tampered videos/images has become an urgent issue [1].

In particular, videos can easily be manipulated to produce fake videos by using the operations among frames such as the insertion, deletion, and permutation of video frames, called temporal operation. However, most methods for detecting forgery are not useful for such temporal operations. In addition, they are not robust enough against various types of content-preserving transforms without malice, such as resizing and compression. Since most SNSs are known to carry out such operations, conventional methods are efficient in such cloud environments [2], [3]. To overcome the issue, various methods robust against the operations have been studied for still images [4]–[6]. Accordingly, we propose a novel method for robustly detecting temporally operated videos even when applying resizing and compression to the videos.

II. RELATED WORKS

A. Robust Hashing

Most hashing methods such as secure hash algorithms (SHA) generally output significantly different hash values from slightly different input data sets. In contrast, robust hashing methods are designed to output similar hash values from similar input data sets. Accordingly, hash values are robust against input data including distortion caused with compression and image resizing, so robust hashing has been used as a method for image retrieval. Hash values for fake-image detection are required to be robust enough against a number of types of image operation such as image compression and resizing since such operation does not convert the content of images, although the quality of the images is reduced. Therefore, we focus on using a robust hash method that aims to robustly retrieve images similar to query images. In contrast, hash values generated by using a robust hash method have to be sensitive to the influence of manipulation used for generating tampered images such as copy-move and GANs. Under these requirements, various robust hashing methods [7]–[13] have been compared in terms of sensitivity and robustness in which Li et al.’s method [7] was demonstrated to have a suitable performance for tampered image detection.

In this paper, we also use Li et al.’s robust hashing method [7], which was confirmed to have high performance for fake-image detection in [4]. The method can capture both spatial and chromatic features by using quaternions. The method is carried out as follows:

1) Apply a Gaussian filter with a kernel size of $5 \times 5$ and a standard deviation of 1 to the image and then resize it to $128 \times 128$ pixels.
2) Extract spatial and chromatic features from the preprocessed image using quaternions.
3) Select some features from them using a feature selection algorithm.
4) Generate a binary hash value of 120 bits in length.

B. Tampering video

Recent rapid advances in image manipulation tools and deep image synthesis techniques have made tampering videos easy [14], [15]. Video tampering is classified into two types: intra-frame tampering and inter-frame tampering [16]. Intra-frame tampering, also called spatial tampering, is an attack on each frame. Examples include adding (copy-move, splicing) and deleting (inpainting) objects. Adding objects is a method for cutting some objects from other frames and pasting them into the original frame. Deleting objects hides some objects in the original frame with a background color. In contrast, inter-frame tampering, also called temporal tampering, is to manipulate the relationships among frames. Examples include...
inserting, deleting, rearranging, and replacing frames as shown in Fig. 1.

Frame insertion (Figure 1a) is a technique that inserts some frames from another video frames into original ones. Frame deletion (Figure 1b) is to delete some frames from the original video. Frame reordering (Figure 1c) is to change the order of some or all of the frames in the original video. Frame replace (Figure 1d) is to replace some frames in the original video with some frames in another video. In this paper, we focus on detecting intra-frame tampering, which is difficult for other conventional methods.

III. PROPOSED METHOD

An overview of the proposed method is shown in Fig. 2. A reference video $V_r = \{f_{r1}, f_{r2}, \ldots, f_{ri}\}$ and a query video $V_q = \{f_{q1}, f_{q2}, \ldots, f_{qi}\}$ are prepared, where $V_r$ and $V_q$ consist of $l$ frames respectively, and $f_{ri}$ and $f_{qi}$ indicate frames. Extended frames $F_{ri}, i = 1, 2, \ldots$ are defined by using the frames, respectively, where each extended frame is produced by using $n \times n$ frames and then a hash value is computed from every extended frame by using Li et al.’s hash method [7]. Li et al.’s hash method generates a hash value with $J = 120$ bits from an extended frame, so the Hamming distance between two hash values is computed as

$$d_H(r_i, q_i) \triangleq \sum_{k=1}^{J} \delta(r_{ik}, q_{ik}),$$  \hspace{1cm} (1)

where,

$$\delta(r_{ik}, q_{ik}) = \begin{cases} 1 & (r_{ik} \neq q_{ik}) \\ 0 & (r_{ik} = q_{ik}) \end{cases}.$$

$r_i = \{r_{i1}, r_{i2}, \ldots, r_{iJ}\}$ and $q_i = \{q_{i1}, q_{i2}, \ldots, q_{iJ}\}$, $r_{ik}, q_{ik} \in \{0, 1\}$ are hash values computed from the $i$-th extended frames of $F_{ri}$ and $F_{qi}$. In this method, $F_{qi}$ is judged as an operated frame if $d_H(r_i, q_i)$ is greater than or equal to the threshold $d$, as follows:

$$F_{qi} = \begin{cases} \text{operated} & \text{if } d_H(r_i, q_i) \geq d \\ \text{non-operated} & \text{if } d_H(r_i, q_i) < d \end{cases}.$$  \hspace{1cm} (2)

A. Generation of extended frames

Extended frames are generated from a reference video and a query video, respectively, as follows.

(A-1) A video sequence is divided into frame-blocks, each with $n \times n$ frames (see Fig. 3).

(A-2) The first extended frame is defined with each frame-block in the order of the frame number (see Fig. 3).

(A-3) The second extended frame is defined with each frame-block such that frames near the four corners of the first extended frame are moved to the center of the extended frame.

A property of Li et al.’s robust hashing method gives the reason that a few frames are permuted in (A-3). The hashing method uses the quaternion polar cosine transform [7], so the four corners of an image are not sensitive.

To investigate the necessity of extended frames, we experimented with two videos: a reference video $V_r$ consisting of $n \times n$ white frames, which was used for generating one extended frame $F_r$, and a query video $V_q$ consisting of $n \times n − 1$ white frames and one black frame, which was used for generating one extended frame $F_q$, where the black frame in $F_q$ corresponded to a tampered frame.

Figure 4a shows the relationship between the position of the black frame and the Hamming distance between $F_r$ and $F_q$. If the black frame is at the $x$-th position, the Hamming distance between $F_r$ and $F_q$ is shown to be at the element $(a, b), (0 \leq a, b \leq n − 1)$, which indicates that the Hamming distance is sensitive to the position of the black frame.
Table I: Video Datasets Used in Experiments

| Dataset       | Information          | Compression | Resize | Frame size      |
|---------------|----------------------|-------------|--------|-----------------|
| Dataset 0-0   | Reference            | -           | -      | 1280 × 720      |
| Dataset 0-1   | Uploaded to Twitter  | +           | -      | 1280 × 720      |
| Dataset 0-2   | Uploaded to Instagram| +           | +      | 1152 × 648      |
| Dataset 1-0   | Including operated frames | -    | -      | 1280 × 720      |
| Dataset 1-1   | Uploaded to Twitter  | +           | -      | 1280 × 720      |
| Dataset 1-2   | Uploaded to Instagram| +           | +      | 1152 × 648      |

Table II: Definition of Indicators

| Predict label | Positive | Negative |
|---------------|----------|----------|
| Actual label  |          |          |
| Positive      |          |          |
| Negative      |          |          |

Fig. 4. Relationship between the position of the tampered frame and the Hamming distance ($n = 10$)

$a, b \leq n, x = (a - 1) \times n + b$ in Fig. 4. As you can see from Fig. 4, in case of using Li et al.'s robust hashing method, the Hamming distance between $F_p$ and $F_q$ becomes almost zero value when the black frame is near the four corners of $F_q$. Therefore, to avoid putting tampered frames near the four corners of the image, in this paper, we propose to prepare two types of extended frames: those ordered in the usual order, and those ordered in the replaced order, as shown in Fig. 4a. This technique is expected to make it easier to detect tampering even if the tampered frames are located near the four corners of extended frames (see Fig. 4b).

B. Detection procedure

The procedure of the proposed method is summarized as below.

(B-1) Two types of extended frames are generated from a reference video.

(B-2) A hash value is computed from every extended frame by using Li et al.'s robust hashing method, and the values are stored.

(B-3) Two types of extended frames are generated from a query video, and a hash value is computed from every extended frame by using Li et al.'s robust hashing method as well.

(B-4) Hash values are compared between an extended reference frame and the corresponding extended query frame to detect whether the query video is operated by Eqs. (1) and (2).

IV. EXPERIMENT

A. Experimental setup

To confirm the effectiveness of the proposed method, six datasets were prepared by ourselves as shown in Table I. Each dataset consists of frames of size 1280 × 720 pixels, with a total of 3540 frames, 540 of which are tampered frames. Three videos were downloaded from a web page, and dataset 0-0 was prepared from the three videos as a reference dataset. Dataset 0-0 was uploaded to Twitter and Instagram, and then dataset 0-1 and dataset 0-2 were produced by downloading dataset 0-0 from Twitter and Instagram, respectively. Thus, both datasets were not equal to dataset 0-0 due to the influence of recompressing and resizing. Dataset 0-1 was produced by applying a number of frames in dataset 0-0 to temporal manipulations, i.e. inter-frame tamper operations such as frame deletion, reordering, and replacement. Dataset 1-1 was produced by uploading dataset 1-0 to Twitter, and dataset 1-2 was produced by uploading dataset 1-0 to Instagram.

B. Result

The proposed method was evaluated by using two evaluation indexes: accuracy (Acc) and average precision (AP). Both Acc and AP are in the range of [0, 1], and a higher value indicates that tampered frames are detected more correctly. Acc and AP are given by

$$ Acc = \frac{TP + TN}{TP + FP + TN + FN}, $$

$$ AP = \sum_j (R_j - R_{j-1})P_j $$. 

where $TP, FP, TN$ and $FN$ are as defined in Table II, $P_j, R_j$ are precision and recall at the $j$-th threshold also given by $P_j = TP_j/(TP_j + FP_j)$, $R_j = TP_j/(TP_j + FN_j)$.

Experiment results are shown in Table III where dataset 0-0 was used as a reference video, and two parameters $n$ and $d$ were experimentally decided as $n = 8$ and $d = 23$. From the results of dataset 0-0 and dataset 0-2, the method was confirmed to be robust enough against recompression and resizing operations. In addition, From the results of datasets 1-0, 1-1 and 1-2, it was verified to be effective in detecting temporally operated videos. In particular, when using two extend frames, the proposed method had a higher detection accuracy.

V. CONCLUSION

In this paper, we proposed a novel method with a robust hashing algorithm for detecting temporally operated videos where Li et al.'s robust hashing method was used as a robust hashing algorithm. In addition, the method uses an approach called “extended frames” to detect tampered frames with
TABLE III

Comparison of Tampering Detection Results
For Each Extended Frame (n = 8, d = 23)

| Query dataset | Acc With 1st extended frames | AP With 1st extended frames | Acc With both 1st and 2nd ones | AP With both 1st and 2nd ones |
|---------------|-----------------------------|-----------------------------|-------------------------------|-----------------------------|
| Dataset 0-1   | 1.0000                      | not defined                 | 1.0000                        | not defined                 |
| Dataset 0-2   | 1.0000                      | not defined                 | 1.0000                        | not defined                 |
| Dataset 1-0   | 0.9825                      | 1.0000                      | 1.0000                        | 1.0000                      |
| Dataset 1-1   | 0.9825                      | 1.0000                      | 1.0000                        | 1.0000                      |
| Dataset 1-2   | 0.9825                      | 0.9936                      | 1.0000                        | 1.0000                      |

high accuracy while referring to many frames at once. In an experiment, the method was demonstrated not only to be robust against image recompression and resizing but to also give a higher accuracy by using two extended frames.
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