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Abstract—We consider finite model approximations of discrete-time partially observed Markov decision processes (POMDPs) under the discounted cost criterion. After converting the original partially observed stochastic control problem to a fully observed one on the belief space, the finite models are obtained through the uniform quantization of the state and action spaces of the belief space Markov decision process (MDP). Under mild assumptions on the components of the original model, it is established that the policies obtained from these finite models are nearly optimal for the belief space MDP, and so, for the original partially observed problem. The assumptions essentially require that the belief space MDP satisfies a mild weak continuity condition. We provide examples and introduce explicit approximation procedures for the quantization of the set of probability measures on the state space of POMDP (i.e., belief space).

I. INTRODUCTION

In POMDP theory, existence of optimal policies have in general been established via converting the original partially observed stochastic control problem to a fully observed one on the belief space, leading to a belief-MDP. However, computing an optimal policy for this fully observed model, and so for the original POMDP, using well known dynamic programming algorithms is challenging even if the original system has finite state and action spaces, since the state space of the fully observed model is always uncountable. One way to overcome this difficulty is to compute an approximately optimal policy instead of a true optimal policy by constructing a reduced model for the fully observed system for which one can apply well known algorithms such as policy iteration, value iteration, and Q-learning etc. to obtain the optimal policy.

In MDP theory, various methods have been developed to compute near optimal policies by reducing the original problem into a simpler one. A partial list of these techniques is as follows: approximate dynamic programming, approximate value or policy iteration, simulation-based techniques, neurodynamic programming (or reinforcement learning), state aggregation, etc. We refer the reader to [1]–[12] and references therein. However, existing works mostly study systems with discrete (i.e., finite or countable) state and action spaces [1, 7–9, 13, 14] or those that consider general state and action spaces (see, e.g., [10–12, 15, 16]) assume in general Lipschitz type continuity conditions on the transition probability and the one-stage cost function in order to provide a rate of convergence analysis for the approximation error. However, for the fully observed reduction of POMDP, a Lipschitz type regularity condition on the transition probability is in general prohibitive. Indeed, demonstrating even the arguably most relaxed regularity condition on the transition probability (i.e., weak continuity in state-action variable), is a challenging problem as was recently demonstrated in [17] for general state and action spaces (see also [18] for a control-free setup). Therefore, results developed in prior literature cannot in general be applied to compute approximately optimal policies for fully observed reduction of POMDP, and so, for the original POMDP.

In [19, 20] we investigated finite action and state approximations of fully observed stochastic control problems with general state and action spaces under the discounted cost and average cost optimality criteria. For the discounted cost case, we showed that optimal policies obtained from these finite models asymptotically achieve the optimal cost for the original problem under the weak continuity assumption on the transition probability. Here, we apply and properly generalize the results in these papers to obtain approximation results for fully observed reduction of POMDPs, and so, for POMDPs. The versatility of approximation results under weak continuity conditions become particularly evident while investigating the applicability of these results to the partially observed case.

In the literature there exist various, mostly numerical and computational, results for obtaining approximately optimal policies for POMDPs. In the following, we list a number of such related results and comparisons with our paper: (i) Reference [21] develops a computational algorithm, utilizing structural convexity properties of the value function of belief-MDPs, for the solutions of POMDPs when the state space is continuous and action and measurements are discrete, and with further extensions to continuous action and measurements. Reference [22] provides an algorithm which may be regarded as a quantization of the belief space. However, no rigorous convergence results are given regarding this computational algorithm. (ii) References [23] and [24] present quantization based algorithms for the belief state, where the state, measurement, and the action sets are finite. (iii) References [25] and [26] provide an explicit quantization method for the set of probability measures containing the belief states, where the state space, unlike in many other contributions in the literature, is continuous. The quantization is done through the approximations as measured by Kullback-Leibler divergence: Kullback-Leibler divergence (or relative entropy) is a very strong pseudo-distance measure which is even stronger than total variation (by Pinsker’s inequality [27]), which in turn is stronger than weak convergence. In particular, being able...
to quantize the space of probability measures with finitely many balls as defined by such a distance measure requires very strict assumptions on the allowable beliefs and it in particular requires, typically equicontinuity conditions (see e.g. [28] Lemma 4.3). (iv) In [29] the authors consider the near optimality of finite-state controllers that are finite-state probabilistic automaton taking observations as inputs and producing controls as the outputs. A special case for these type of controllers are the ones that only use finite observation history. A similar finite memory approximation is developed in [30]. (v) In [31] the authors establish finite state approximation schemes for the belief-MDPs under both discounted cost and average cost criteria using concavity properties of the corresponding value function and show that approximate costs can be used as lower bounds for the optimal cost function. A similar finite state approximation is considered in [32], [33] using concavity and convexity properties of the value function for the discounted cost criterion. We refer the reader to the survey papers [34], [35] and the book [36] for further algorithmic and computational procedures for approximating POMDPs.

Contributions of the paper. (i) We show that finite models asymptotically approximate the original partially observed Markov decision process (POMDP) in the sense that the true costs of the policies obtained from these finite models converge to the optimal cost of the original model. The finite models are constructed by discretizing both the state and action spaces of the equivalent fully-observed belief space formulation of the POMDP. We establish the result for models with general state and action spaces under mild conditions on the system components. (ii) We provide systematic procedures for the quantization of the set of probability measures on the state space of POMDPs which is the state space of belief-MDPs. (iii) Our approach also shows, this is impossible under even quite strong conditions on the controlled channel giving the probability of the current observation given the current state-action pair is \( (x, a) \), (iii) \( r(\cdot | x) \) is the observation channel giving the probability of the current observation given the current state variable \( x \), and (iv) the one-stage cost function \( c : X \times A \rightarrow [0, \infty) \).

The key difference of POMDPs from the fully observed MDP is that the state \( x_t \) of the system cannot be observed directly by the controller. Instead, the noisy version \( y_t \) of the state is available to the controller through an observation channel \( r(\cdot | x_t) \) or \( r(\cdot | x_t, a_t) \). These type of problems in general arise when there is an uncertainty in measurements of the states or there are some states which cannot be measured.

To complete the description of the partially observed control model, we must specify how the controller designs its control law at each time step. To this end, define the history spaces \( H_0 = Y \) and \( H_t = (Y \times A)^t \times Y \), \( t = 1, \ldots \) endowed with their product Borel \( \sigma \)-algebras generated by \( B(Y) \) and \( B(A) \). A policy \( \pi = \{ \pi_t \} \) is a sequence of stochastic kernels on \( A \) given \( H_t \). We denote by \( \Pi \) the set of all policies.

According to the Ionescu Tulcea theorem [37], an initial distribution \( \mu \) on \( X \) and a policy \( \pi \) define a unique probability measure \( P^\pi_\mu \) on \( H_\infty \times X_\infty \). The expectation with respect to \( P^\pi_\mu \) is denoted by \( E^\pi_\mu \). For any initial distribution \( \mu \) and policy \( \pi \) we can think of the POMDP as a stochastic process \( \{x_t, y_t, a_t\}_{t\geq 0} \) defined on the probability space \( (\Omega, F, P^\pi_\mu) \), where \( \Omega = H_\infty \times X_\infty \), the \( x_t \) are \( X \)-valued random variables, the \( y_t \) are \( Y \)-valued random variables, the \( a_t \) are \( A \)-valued random variables, and they satisfy for all \( t \geq 1 \)

\[
P^\pi_\mu(x_{0} \in \cdot) = \mu(\cdot) \]
\[
P^\pi_\mu(x_t \in \cdot | x_{0:t-1}, y_{0:t-1}, a_{0:t-1}) = P^\pi_\mu(x_t \in \cdot | x_{t-1}, a_{t-1}) = p(\cdot | x_{t-1}, a_{t-1})
\]
\[
P^\pi_\mu(y_t \in \cdot | x_{0:t}, y_{0:t-1}, a_{0:t-1}) = P^\pi_\mu(y_t \in \cdot | x_t) = r(\cdot | x_t)
\]
\[
P^\pi_\mu(a_t \in \cdot | x_{0:t}, y_{0:t}, a_{0:t-1}) = \pi_t(\cdot | y_{0:t}, a_{0:t-1})
\]

where \( x_{0:t} = (x_0, \ldots, x_t) \), \( y_{0:t} = (y_0, \ldots, y_t) \), and \( a_{0:t} = (a_0, \ldots, a_t) \). We denote by \( J(\pi, \mu) \) the discounted cost function of the policy \( \pi \in \Pi \) with initial distribution \( \mu \), which is given by

\[
J(\pi, \mu) := E^\pi_\mu \left[ \sum_{t=0}^{\infty} \beta^t c(x_t, a_t) \right]
\]

where \( \beta \in (0, 1) \) is the discount factor.

With this notation, the discounted value function of the control problem is defined as

\[
J^*(\mu) := \inf_{\pi \in \Pi} J(\pi, \mu).
\]
A policy $\pi^*$ is said to be optimal if $J(\pi^*, \mu) = J^*(\mu)$.

In POMDPs, since the information available to the decision maker is a noisy version of the state, one cannot apply the dynamic programming principle directly as the one-stage cost function depends on the exact state information. A canonical way to overcome this difficulty is converting the original partially observed control problem to a fully observed one on the belief space. Indeed, let us define

$$z_t(\cdot) := \Pr\{x_t \in \cdot \mid y_0, \ldots, y_t, a_0, \ldots, a_{t-1}\} \in \mathcal{P}(X).$$

Here, $z_t$ is the posterior state distributions or 'beliefs' of the observer at time $t$ in the original problem. One can prove that, for any $t \geq 0$, we have

$$\Pr\{z_{t+1} \in \cdot \mid z_0, \ldots, z_t, a_0, \ldots, a_t\} = \Pr\{z_{t+1} \in \cdot \mid z_t, a_t\} = \eta(\cdot \mid z_t, a_t),$$

where $\eta$ is a fixed stochastic kernel on $\mathcal{P}(X)$ given $\mathcal{P}(X) \times A$ (see next section for the construction of $\eta$). Note that $\Pr\{z_0 \in \cdot\} = \delta_{\eta}(\cdot \mid \cdot)$. Furthermore, define the one-stage cost function $\tilde{c} : \mathcal{P}(X) \times A \rightarrow [0, \infty]$ as

$$\tilde{c}(z, a) := \int_X c(x, a) z(dx).$$

Hence, we obtain a fully-observed Markov decision process with the components $(\mathcal{P}(X), A, \eta, \tilde{c})$. This MDP is called the belief-MDP and it is equivalent to the original POMDP in the sense that for any optimal policy for the belief-MDP, one can construct a policy for the original POMDP which is optimal. The following observations are crucial in obtaining the equivalence of these two models: (i) any history vector of the belief-MDP is a function of the history vector of the original POMDP and (ii) history vectors of the belief-MDP is a sufficient statistic for the original POMDP.

Therefore, results developed for MDPs can be applied to the belief-MDP and so, to the POMDP. However, one should keep in mind that the correspondence between policies of the belief-MDP and the POMDP is quite complicated as one has to compute the so-called non-linear filtering equation [48] at each time step. Moreover, stationary policies in the belief-MDP can be history dependent in the original POMDP. Therefore, establishing structural properties of optimal policies for the belief-MDP in general does not give much information about the optimal policies for the original POMDP. However, we will see in the sequel that the belief-MDP formulation of the POMDP is useful in the finite-model approximation problem.

### III. Continuity Properties of Belief-MDPs

In this section, we first discuss the continuity properties that are satisfied by or prohibitive for the transition probability $\eta$ of the belief-MDP. Then, we derive the conditions satisfied by the components of the belief-MDP.

#### A. On the Convergence of Probability Measures

Let $E$ be a Borel space and let $\mathcal{P}(E)$ denote the family of all probability measure on $(E, B(E))$. A sequence $\{\mu_n\}$ is said to converge to $\mu \in \mathcal{P}(E)$ weakly (resp., setwise) if

$$\int_E g(e) \mu_n(de) \rightarrow \int_E g(e) \mu(de)$$

for all continuous and bounded real function $g$ (resp., for all measurable and bounded real function $g$).

For any $\mu, \nu \in \mathcal{P}(E)$, the total variation norm is given by

$$\|\mu - \nu\|_{TV} := 2 \sup_{B \in B(E)} |\mu(B) - \nu(B)|$$

$$= \sup_{f : \|f\|_{\infty} \leq 1} \left| \int_E f(e) \mu(de) - \int_E f(e) \nu(de) \right|,$$

where the supremum is over all measurable real function $f$ such that $\|f\|_{\infty} = \sup_{e \in E} |f(e)| \leq 1$. A sequence $\{\mu_n\}$ is said to converge to $\mu \in \mathcal{P}(E)$ in total variation if $\|\mu_n - \mu\|_{TV} \rightarrow 0$. As it is clear from the definitions, total variation convergence implies setwise convergence, which in turn implies weak convergence.

The total variation metric leads to a stringent notion for convergence. For example a sequence of discrete probability measures on a finite-dimensional Euclidean space never converges in total variation to a probability measure which admits a density function with respect to the Lebesgue measure. Setwise convergence also induces a topology which is not easy to work with since the space under this convergence is not metrizable [39, p. 59]. However, the space of probability measures on a Borel space endowed with the topology of weak convergence is itself a Borel space [40]. The bounded-Lipschitz metric $\rho_{BL}$ [41] p.109, for example, can be used to metrize this space:

$$\rho_{BL}(\mu, \nu) := \sup_{\|f\|_{L_1} \leq 1} \left| \int_E f(e) \mu(de) - \int_E f(e) \nu(de) \right|, \tag{1}$$

where

$$\|f\|_{L_1} := \|f\|_{\infty} + \sup_{e \neq e'} \frac{f(e) - f(e')}{d_E(e, e')} ,$$

and $d_E$ is the metric on $E$. Finally, the Wasserstein metric of order 1, $W_1$, can also be used for compact $E$ (see [41] Theorem 6.9):

$$W_1(\mu, \nu) := \inf_{\eta \in \mathcal{H}(\mu, \nu)} \int_{E \times E} d_E(e, e') \eta(de, de'),$$

where $\mathcal{H}(\mu, \nu)$ denotes the set of probability measures on $E \times E$ with first marginal $\mu$ and second marginal $\nu$. Indeed, $W_1$ can also be used as an upper bound to $\rho_{BL}$ for non-compact $E$ since $W_1$ can equivalently be written as [41] Remark 6.5:

$$W_1(\mu, \nu) := \sup_{\|f\|_{L_1} \leq 1} \left| \int_E f(e) \mu(de) - \int_E f(e) \nu(de) \right|,$$

where

$$\|f\|_{L_1} := \sup_{e \neq e'} \frac{f(e) - f(e')}{d_E(e, e')} .$$

Comparing this with (1), it follows that

$$\rho_{BL} \leq W_1. \tag{2}$$

This observation will be utilized for the quantization algorithms on the set of probability measures later in the paper.
B. Continuity Properties under a Belief Space Formulation of POMDPs

As indicated in Section II, any POMDP can be reduced to a (completely observable) MDP \cite{42,43}, whose states are the posterior state distributions or \textit{beliefs} of the observer; that is, the state at time $t$ is

$$ z_t := \Pr\{x_t \in \cdot | y_0, \ldots, y_t, a_0, \ldots, a_{t-1}\} \in \mathcal{P}(X). $$

In this section, we construct the components of this belief-MDP (in particular transition probability $\eta$) under some assumptions on the components of the POMDP. Later, we establish the conditions satisfied by the components of the belief-MDP, under which we can apply approximation results in our earlier work \cite{19,20} to the belief-MDP, and so, to the original POMDP.

To this end, let $\nu : X \rightarrow [0, \infty)$ be a continuous moment function in the sense that there exists an increasing sequence of compact subsets $\{K_n\}_{n \geq 1}$ of $X$ such that

$$ \lim_{n \rightarrow \infty} \inf_{x \in X \setminus K_n} \nu(x) = \infty. $$

The following assumptions will be imposed on the components of the POMDP.

\textbf{Assumption 1.}

(a) The one-stage cost function $c$ is continuous and bounded.

(b) The stochastic kernel $p(\cdot | x, a)$ is weakly continuous in $(x, a) \in X \times A$, i.e., if $(x_k, a_k) \rightharpoonup (x, a)$, then $p(\cdot | x_k, a_k) \rightharpoonup p(\cdot | x, a)$ weakly.

(c) The observation channel $r(\cdot | x)$ is continuous in total variation, i.e., if $x_k \rightharpoonup x$, then $r(\cdot | x_k) \rightarrow r(\cdot | x)$ in total variation.

(d) $A$ is compact.

(e) There exists a constant $\lambda \geq 0$ such that

$$ \sup_{a \in A} \int_X \nu(y)p(dy | x, a) \leq \lambda \nu(x). $$

(f) The initial probability measure $\mu$ satisfies

$$ \int_X \nu(x)\mu(dx) < \infty. $$

We let

$$ \mathcal{P}_\nu(X) := \left\{ \mu \in \mathcal{P}(X) : \int_X \nu(x)\mu(dx) < \infty \right\}. $$

Note that since the probability law of $x_t$ is in $\mathcal{P}_\nu(X)$, by Assumption 1(e),(f), under any policy we have $\Pr\{x_t \in \cdot | y_0, \ldots, y_t, a_0, \ldots, a_{t-1}\} \in \mathcal{P}_\nu(X)$ almost everywhere. Therefore, the belief-MDP has state space $Z = \mathcal{P}_\nu(X)$ instead of $\mathcal{P}(X)$, where $Z$ is equipped with the Borel $\sigma$-algebra generated by the topology of weak convergence. The transition probability $\eta$ of the belief-MDP can be constructed as follows (see also \cite{38}). Let $z$ denote the generic state variable for the belief-MDP. First consider the transition probability on $X \times Y$ given $Z \times A$

$$ R(x \in A, y \in B | z, a) := \int_X \kappa(A, B|x', a)z(dx'), $$

where $\kappa(dx, dy | x', a) := r(dy | x)p(dx | x', a)$. Let us disintegrate $R$ as

$$ R(dx, dy | z, a) = H(dy | z, a)F(dx | z, a, y). $$

Then, we define the mapping $F : Z \times A \times Y \rightarrow Z$ as

$$ F(\cdot | z, a, y) = F(\cdot | z, a, y). $$

In the literature, (3) is called the 'nonlinear filtering equation' \cite{38}. Note that, for each $t \geq 0$, we indeed have

$$ F(z, a, y)(\cdot) = \Pr\{x_{t+1} \in \cdot | z_t = z, a_t = a, y_{t+1} = y\} $$

and

$$ H(\cdot | z, a) = \Pr\{Y_{t+1} \in \cdot | z_t = z, a_t = a\}. $$

Then, $\eta$ can be written as

$$ \eta(\cdot | z, a) = \int \delta_F(z, a, y)(\cdot) H(dy | z, a), $$

where $\delta_z$ denotes the Dirac-delta measure at point $z$; that is, $\delta_z(D) = 1$ if $z \in D$ and otherwise it is zero. Recall that the initial point for the belief-MDP is $\mu$; that is, $z_0 \sim \delta_\mu$, and the one-stage cost function $\hat{c}$ of the belief-MDP is given by

$$ \hat{c}(z, a) := \int_X c(x, a)z(dx). $$

Hence, the belief-MDP is a fully-observed Markov decision process with the components

$$ (Z, A, \eta, \hat{c}). $$

For the belief-MDP define the history spaces $\tilde{H}_0 = Z$ and $\tilde{H}_t = (Z \times A)^t \times Z$, $t = 1, 2, \ldots$ and let $\Pi$ denote the set of all policies for the belief-MDP, where the policies are defined in a usual manner. Let $\tilde{J}(\tilde{\pi}, \xi)$ denote the discounted cost function of policy $\tilde{\pi} \in \Pi$ for initial distribution $\xi$ of the belief-MDP.

Notice that any history vector $\tilde{h}_t = (z_0, \ldots, z_t, a_0, \ldots, a_{t-1})$ of the belief-MDP is a function of the history vector $h_t = (y_0, \ldots, y_t, a_0, \ldots, a_{t-1})$ of the POMDP. Let us write this relation as $i(h_t) = h_t$. Hence, for a policy $\tilde{\pi} = \{\tilde{\pi}_t\} \in \Pi$, we can define a policy $\pi^{\tilde{\pi}} = \{\pi^{\tilde{\pi}}_t\} \in \Pi$ as

$$ \pi^{\tilde{\pi}}_t (\cdot | h_t) := \tilde{\pi}_t(\cdot | i(h_t)). $$

Let us write this as a mapping from $\Pi$ to $\Pi$: $\Pi \ni \tilde{\pi} \mapsto i(\tilde{\pi}) = \pi^{\tilde{\pi}} \in \Pi$. It is straightforward to show that the cost functions $\tilde{J}(\tilde{\pi}, \xi)$ and $J(\pi^{\tilde{\pi}}, \mu)$ are the same, where $\xi = \delta_\mu$. One can also prove that (see \cite{42,43})

$$ \inf_{\pi \in \Pi} \tilde{J}(\tilde{\pi}, \xi) = \inf_{\pi^{\tilde{\pi}} \in \Pi} J(\pi, \mu) $$

and furthermore, that if $\tilde{\pi}$ is an optimal policy for the belief-MDP, then $\pi^{\tilde{\pi}}$ is optimal for the POMDP as well. Hence, the POMDP and the corresponding belief-MDP are equivalent in the sense of cost minimization. Therefore, approximation results developed for MDPs in \cite{19,20} can be applied to the belief-MDP and so, to the POMDP.
C. Strong and Weak Continuity Properties of the Belief MDP

The stochastic kernel \( \eta \) is said to be weakly continuous if \( \eta(\cdot \mid z_k, a_k) \rightarrow \eta(\cdot \mid z, a) \) weakly, whenever \((z_k, a_k) \rightarrow (z, a)\). The kernel is said to be strongly continuous if, for any \( z \in \mathbb{Z} \), \( \eta(\cdot \mid z, a_k) \rightarrow \eta(\cdot \mid z, a) \) setwise, whenever \( a_k \rightarrow a \). For the fully observed reduction of a partially observed MDP (POMDP), requiring strong continuity of the transition probability is in general too strong condition. This is illustrated through the following simple example.

Example 1. Consider the system dynamics
\[
\begin{align*}
x_{t+1} &= x_t + a_t, \\
y_t &= x_t + v_t,
\end{align*}
\]
where \( x_t \in \mathbb{X} \), \( y_t \in \mathbb{Y} \), \( a_t \in \mathbb{A} \), and where \( \mathbb{X} \), \( \mathbb{Y} \), and \( \mathbb{A} \) are the state, observation and action spaces, respectively, all of which we take to be \( \mathbb{R}_+ \) (the nonnegative real line) and the ‘noise’ process \( \{v_t\} \) is a sequence of i.i.d. random variables uniformly distributed on \([0,1]\). It is easy to see that the transition probability \( \eta(\cdot \mid x, a) := \Pr(x_{t+1} \in \cdot \mid x_t = x, a_t = a) \) is weakly continuous with respect to state-action variables \( x, a \) in the state-action variables \( \mathbb{X} \times \mathbb{A} \) and observation channel \( r(\cdot \mid x) := \Pr(y_t \in \cdot \mid x_t = x) \) is continuous in total variation with respect to state variable \( x \) for this POMDP. Hence, by \([44\text{, Theorem } 3.7]\) the transition probability \( \eta \) of the belief-MDP is weakly continuous in the state-action variables. However, the same conclusion cannot be drawn for the setwise continuity of \( \eta \) with respect to the action variable as shown below.

Recall that \( \eta \) is given by
\[
\eta(\cdot \mid z, a) = \int_{\mathbb{F}(z,a,y) \in \cdot} H(dy \mid z, a),
\]
where \( \mathbb{F}(z, a, y)(\cdot) = \Pr(x_{t+1} \in \cdot \mid z_t = z, a_t = a, y_{t+1} = y) \), \( H(\cdot \mid z, a) = \Pr(y_{t+1} \in \cdot \mid z_t = z, a_t = a) \), and \( z_t \in \mathbb{Z} = \mathbb{P}(\mathbb{X}) \) is the posterior distribution of the state \( x_t \) given the past observations, i.e.,
\[
z_t(\cdot) = \Pr(x_t \in \cdot \mid y_0, \ldots, y_t, a_0, \ldots, a_{t-1}).
\]
Let us set \( z = \delta_0 \) (point mass at 0), \( \{a_k\} = \{\frac{1}{k}\} \), and \( a = 0 \). Then \( a_k \rightarrow a \), but as we next show, \( \eta(\cdot \mid z, a_k) \) does not converge to \( \eta(\cdot \mid z, a) \) setwise.

Observe that for all \( k \) and \( y \in \mathbb{Y} \), we have \( \mathbb{F}(z, a_k, y) = \delta_0 \) and \( \mathbb{F}(z, a, y) = \delta_0 \). Define the open set \( O \) with respect to the weak topology in \( \mathbb{Z} \) as
\[
O := \left\{ z \in \mathbb{Z} : \int_{\mathbb{X}} g(x) \delta_1(\delta x) - \int_{\mathbb{X}} g(x) z(dx) < 1 \right\},
\]
where \( g(x) = |1 - x| \) if \( x \in [-1, 1] \) and \( g(x) = 0 \) otherwise. Observe that we have \( \mathbb{F}(z, a_k, y) \in O \) for all \( k \) and \( y \), but \( \mathbb{F}(z, a, y) \notin O \) for all \( y \). Hence,
\[
\eta(O \mid z, a_k) := \int_{\mathbb{F}(z,a,y) \in O} H(dy \mid z, a_k) = 1,
\]
but
\[
\eta(O \mid z, a) := \int_{\mathbb{F}(z,a,y) \in O} H(dy \mid z, a) = 0,
\]
implying that \( \eta(\cdot \mid z, a_k) \) does not converge to \( \eta(\cdot \mid z, a) \) setwise. Hence, \( \eta \) does not satisfy the strong continuity assumption.

The following theorem is a consequence of \([44\text{, Theorem } 3.7, \text{ Example } 4.1]\) and the preceding example.

**Theorem 1.**

(i) Under Assumption \([10,\text{ b)(c)}\), the stochastic kernel \( \eta \) for belief-MDP is weakly continuous in \( (z, a) \).

(ii) If we relax the continuity in total variation of the observation channel to setwise or weak continuity, then \( \eta \) may not be weakly continuous even if the transition probability \( p \) of POMDP is continuous in total variation.

(iii) Finally, \( \eta \) may not be setwise continuous in action variable \( a \) even if the observation channel is continuous in total variation.

Part (i) of Theorem 1 implies that the transition probability \( \eta \) of the belief-MDP is weakly continuous under Assumption \([10]\). However, note that continuity of the observation channel in total variation in Assumption \([10]\) cannot be relaxed to weak or setwise continuity. On the other hand, the continuity of the observation channel in total variation is not enough for the setwise continuity of \( \eta \).

The above suggest that our earlier results in \([19] \) and \([20], \text{ which only require weak continuity conditions on the transition kernel of a given MDP, are particularly suitable in developing approximation methods for POMDPs (through their MDP reduction), in both quantizing the action spaces as well as state spaces.}

**Remark 1.** We refer the reader to \([44\text{, Theorem } 3.2(c)]\) for more general conditions implying weak continuity of the transition probability \( \eta \). We also note that, in the uncontrolled setting, \([55] \) and \([18] \) have established similar weak continuity conditions (i.e., the weak-Feller property) of the non-linear filter process (i.e., the belief process) in continuous time and discrete time, respectively.

**Example 2.** In this example we consider the following partially observed model
\[
\begin{align*}
x_{t+1} &= F(x_t, a_t, v_t), \\
y_t &= H(x_t, w_t), \quad t = 0, 1, 2, \ldots
\end{align*}
\]
where \( X = \mathbb{R}^n \), \( A \subset \mathbb{R}^m \), and \( Y \subset \mathbb{R}^d \) for some \( n, m, d \geq 1 \). The noise processes \( \{v_t\} \) and \( \{w_t\} \) are sequences of independent and identically distributed (i.i.d.) random vectors taking values in \( V = \mathbb{R}^p \) and \( W = \mathbb{R}^l \), respectively, for some \( p, l \geq 1 \), and they are also independent of each other. In this system, the continuity of \( F \) in \((x, a)\) is sufficient to imply the weak continuity of the transition probability \( p \), and no assumptions are needed on the noise process (not even the existence of a density is required). On the other hand, the continuity of the observation channel \( r \) in total variation holds, if for any \( x \in X \), the probability measure \( r(\cdot \mid x) \) has a density \( g(y, x) \), which is continuous in \( x \), with respect to some reference probability measure \( m \) on \( Y \). This follows from Scheffe’s theorem (see, e.g., \([46\text{, Theorem } 16.2]\)). For instance, this density condition holds for the following type of models:
(i) In the first model, we have \( Y = W = \mathbb{R}^d \), \( H(x, w) = H(x) + w \), \( H \) is continuous, and \( w \) has a continuous density \( g_w \) with respect to Lebesgue measure. 
(ii) In the second case, \( Y \) is countable and \( r(y|x) \) is continuous in \( x \) for all \( y \in Y \). Therefore, the transition probability \( \eta \) of the belief space MDP, corresponding to the model in (7), is weakly continuous.

Next, we derive conditions satisfied by the components of the belief-MDP under Assumption 1. Note first that \( Z = \bigcup_{m \geq 1} F_m \), where 
\[
F_m := \left\{ \mu \in \mathcal{P}_v(X) : \int_X v(x) \mu(dx) \leq m \right\}.
\]
Since \( v \) is a moment function, each \( F_m \) is tight [37] Proposition E.8. Moreover, each \( F_m \) is also closed since \( v \) is continuous. Therefore, each \( F_m \) is compact with respect to the weak topology. This implies that \( Z \) is a \( \sigma \)-compact Borel space. Note that by [47] Proposition 7.30, the one-stage cost function \( \tilde{c} \) of the belief-MDP, which is defined in (4), is in \( C_b(Z \times A) \) under Assumption 1(a). Therefore, the belief-MDP satisfies the following conditions under Assumption 1 which we formally state as a separate assumption.

**Assumption 2.**
(i) The one-stage cost function \( \tilde{c} \) is bounded and continuous.
(ii) The stochastic kernel \( \eta \) is weakly continuous.
(iii) \( A \) is compact and \( Z \) is \( \sigma \)-compact.

IV. FINITE MODEL APPROXIMATIONS

A. Finite-Action Approximation

In this section, we consider finite-action approximation of the belief-MDP and so, the POMDP. For these equivalent models, we obtain an approximate finite-action model as follows. Let \( d_A \) denote the metric on \( A \). Since \( A \) is assumed compact and thus totally bounded, there exists a sequence of finite sets \( \Lambda_n = \{a_{n,1}, \ldots, a_{n,k_n}\} \subset A \) such that for each \( n \), 
\[
\min_{i \in \{1, \ldots, k_n\}} d_A(a, a_{n,i}) < 1/n \quad \text{for all } a \in A.
\]
In other words, \( \Lambda_n \) is a \( 1/n \)-net in \( A \). The sequence \( \{\Lambda_n\}_{n \geq 1} \) is used by the finite-action model to approximate the belief-MDP and the POMDP.

In [19], for MDPs with Borel state and action spaces, we studied the problem of approximating an uncountable action set with a finite one and had established the asymptotic optimality of finite action models for such fully observed MDPs that satisfy a number of technical conditions, in particular, the weak continuity condition of the transition kernel in state and action variables. Given the belief-MDP reduction, [19] Theorem 3.2] implies the following result.

**Theorem 2.** Suppose Assumption 1 (and thus Assumption 2) holds for the POMDP. Then we have 
\[
\lim_{n \to \infty} \left| J^*_n(z) - \hat{J}^*(z) \right| = 0 \quad \text{for all } z \in Z,
\]
where \( \hat{J}^*_n \) is the discounted cost value function of the belief-MDP with the components \( (Z, \Lambda_n, \eta, \tilde{c}) \) and \( J^* \) is the discounted cost value function of the belief-MDP with components \( (Z, A, \eta, \tilde{c}) \).

The significance of Theorem 2 is reinforced by the following observation. If we let \( \Pi(\Lambda_n) \) be the set of deterministic policies of the POMDP taking values in \( \Lambda_n \), then the theorem implies that for any given \( \varepsilon > 0 \) there exists \( n \geq 1 \) and \( \pi^* \in \Pi(\Lambda_n) \) such that 
\[
\tilde{J}(\pi^*_n, \mu) < \underset{\pi \in \Pi}{\min} J(\pi, \mu) + \varepsilon,
\]
where \( \pi^*_n = \pi^*_n \) (see (5)) and \( \hat{J}^*_n \) is the optimal deterministic stationary policy for the belief-MDP.

B. Finite-State Approximation

The finite-state model for the belief-MDP is obtained as in [20], by quantizing the set of probability measures \( Z = \mathcal{P}_v(X) \); that is, for each \( m \), we quantize compact set \( F_m \) similar to the quantization of \( A \) and represent the rest of the points \( Z \setminus F_m \) by some pseudo-state.

If \( Z \) is compact, in the following, the index \( m \) can be fixed to \( m = 1 \).

We let \( d_Z \) denote a metric on \( Z \) which metrizes the weak topology. For each \( m \geq 1 \), since \( F_m \) is compact and thus totally bounded, there exists a sequence \( \{z_{n,i}^{(m)}\}_{n \geq 1} \) of finite grids in \( F_m \) such that for all \( m \geq 1 \), 
\[
\min_{i \in \{1, \ldots, k_n^{(m)}\}} d_Z(z, z_{n,i}^{(m)}) < 1/n \quad \text{for all } z \in F_m.
\]
Let \( \{S_{n,i}^{(m)}\}_{i=1}^{k_n^{(m)}} \) be a partition of \( F_m \) such that \( z_{n,i}^{(m)} \in S_{n,i}^{(m)} \) and 
\[
\max_{z \in S_{n,i}^{(m)}} d_Z(z, z_{n,i}^{(m)}) < 1/n
\]
for all \( i = 1, \ldots, k_n^{(m)} \). Choose any \( z_{n,k_n^{(m)}+1}^{(m)} \in Z \setminus F_m \) which is a so-called pseudo-state and set \( S_{n,k_n^{(m)}+1}^{(m)} = Z \setminus F_m \). Let \( Z_n^{(m)} := \{z_{n,1}^{(m)}, \ldots, z_{n,k_n^{(m)}}^{(m)}, z_{n,k_n^{(m)}+1}^{(m)}\} \) and define function \( Q_n^{(m)} : Z \to Z_n^{(m)} \) by 
\[
Q_n^{(m)}(z) = z_{n,i}^{(m)} \quad \text{when } z \in S_{n,i}^{(m)}.
\]
Here \( Q_n^{(m)}(z) \) maps \( z \) to the representative element of the partition it belongs to.

**Remark 2.**
(a) Note that given \( \{z_{n,i}^{(m)}\}_{i=1}^{k_n^{(m)}} \subset F_m \) that satisfies (5), one way to obtain the corresponding partition \( \{S_{n,i}^{(m)}\}_{i=1}^{k_n^{(m)}} \) of \( F_m \) satisfying (9) as follows. Let us define function \( Q_{n,i}^{(m)} : F_m \to \{z_{n,1}^{(m)}, \ldots, z_{n,k_n^{(m)}}^{(m)}, z_{n,k_n^{(m)}+1}^{(m)}\} \) as 
\[
Q_{n,i}^{(m)}(z) = \arg \min_{z_{n,j}^{(m)}} d_Z(z, z_{n,j}^{(m)}),
\]
where ties are broken so that \( Q_{n,i}^{(m)} \) is measurable. In the literature, \( Q_{n,i}^{(m)} \) is often called a nearest neighbor quantizer with respect to ‘distortion measure’ \( d_Z \). Then, \( Q_{n,i}^{(m)} \) induces a partition \( \{S_{n,i}^{(m)}\}_{i=1}^{k_n^{(m)}} \) of the space \( F_m \) given by 
\[
S_{n,i}^{(m)} = \{z \in F_m : Q_n^{(m)}(z) = z_{n,i}^{(m)}\},
\]
and which satisfies (9). Although one can construct, in theory, the partition using nearest neighbor sense, it is computationally difficult to find these regions when the original state space $X$ is uncountable.

(b) The index $n$ indicates the resolution of the quantizer that is applied to discretize the compact set $F_m$, and index $m$ emphasizes the size of the compact set $F_m$ for which quantization is applied.

Let $\{\nu^{(m)}_{n,i}\}$ be a sequence of probability measures on $Z$ satisfying

$$\nu^{(m)}_{n,i}(S^{(m)}_{n,i}) > 0 \text{ for all } i, n, m. \quad (10)$$

One possible choice for $\nu^{(m)}_{n,i}$ is

$$\nu^{(m)}_{n,i}(\cdot) = \frac{k^{(m)}_{i+1}}{\nu^{(m)}_{n,i}(S^{(m)}_{n,i})} \delta^{(m)}_{i+1}(\cdot).$$

We let $\nu^{(m)}_{n,i}$ be the restriction of $\nu^{(m)}$ to $S^{(m)}_{n,i}$ defined by

$$\nu^{(m)}_{n,i}(\cdot) := \frac{\nu^{(m)}(\cdot)}{\nu^{(m)}(S^{(m)}_{n,i})}.$$  

The measures $\nu^{(m)}_{n,i}$ will be used to define a sequence of finite-state belief MDPs, denoted as MDP$^{(m)}_{n,i}$, which approximate the belief-MDP. To this end, for each $n$ and $m$ define the one-stage cost function $c^{(m)}_{n,i}: Z^{(m)} \times A \to [0, \infty)$ and the transition probability $p^{(m)}_{n,i}$ on $Z^{(m)}$ given $Z^{(m)}_n \times A$ by

$$c^{(m)}_{n,i}(z^{(m)}, a) := \int_{S^{(m)}_{n,i}} c(z, a) \nu^{(m)}_{n,i}(dz),$$

$$p^{(m)}_{n,i}(\cdot | z^{(m)}, a) := \int_{S^{(m)}_{n,i}} Q^{(m)}_n * p(\cdot | z, a) \nu^{(m)}_{n,i}(dz), \quad (11)$$

where $Q^{(m)}_n * p(\cdot | z, a) \in \mathcal{P}(Z^{(m)}_n)$ is the pushforward of the measure $p(\cdot | z, a)$ with respect to $Q^{(m)}_n$; that is,

$$Q^{(m)}_n * p(y | z, a) = p\{z \in Z : Q^{(m)}_n(z) = y | z, a\},$$

for all $y \in Z^{(m)}_n$. For each $n$ and $m$, we define MDP$^{(m)}_{n,i}$ as a Markov decision process with the following components: $Z^{(m)}$ is the state space, $A$ is the action space, $p^{(m)}_{n,i}$ is the transition probability, and $c^{(m)}_{n,i}$ is the one-stage cost function.

Given the belief-MDP, [20] Theorem 3.2 implies the following.

Theorem 3. Suppose Assumption [1] (and thus Assumption [2]) holds for the POMDP. Then we have

$$\lim_{n, m \to \infty} |\tilde{J}(f^{(m)}_{n}, \mu) - \tilde{J}^{*}(\mu)| = 0,$$

where $f^{(m)}_{n}$ is obtained by extending the optimal policy of the MDP$^{(m)}_{n,i}$ to $Z$. Hence, by the equivalence of POMDPs and belief-MDPs, we also have

$$\lim_{n, m \to \infty} |J(\pi f^{(m)}_{n}, \mu) - J^{*}(\mu)| = 0.$$

1Although Theorem 3.2 in [20] is proved under the assumption that the state space is locally compact, a careful examination of the proof reveals that $\sigma$-compactness of the state space is also sufficient to establish the result.

Theorem[3] implies that to find a near optimal policy for the POMDP, it is sufficient to compute an optimal policy for the finite-state belief-MDP with sufficiently many states, extend this policy to the original state space of the belief-MDP, and then construct the corresponding policy for the POMDP.

In the following, we discuss explicit methods to quantize the set of probability measures on $X$, that is, the belief-space $Z$.

V. QUANTIZATION OF THE BELIEF-SPACE

An explicit construction for an application requires a properly defined metric on $Z$. As stated in Section III-A one can metrize the set of probability measures defined on a Borel space under the weak topology using various distance measures. Building on this fact, in the following we present explicit methods for the quantization of $Z$ for the cases where $X$ is finite, a compact subset of a finite dimensional Euclidean space, or the finite-dimensional Euclidean space itself, and $p(\cdot | a)$ is independent of the state variable $x$.

A. Construction with Finite $X$

If the state space is finite with $|X| = m$, then $Z = \mathcal{P}_s(X) = \mathcal{P}(X)$, and $Z$ is a simplex in $\mathbb{R}^m$. In this case, Euclidean distance can be used to metrize $Z$. Indeed, one can make use of the algorithm in [49] (see also [50]) to quantify $Z$ in a nearest neighbor manner. To this end, for each $n \geq 1$, define

$$Z_n := \left\{(p_1, \ldots, p_m) \in \mathbb{Q}^m : p_1 = \frac{k_1}{n}, \ldots, k_m = n \right\}, \quad (12)$$

where $\mathbb{Q}$ is the set of rational numbers and $n, k_1, \ldots, k_m \in \mathbb{Z}_+$. The set $Z_n$ is called type lattice by analogy with the concept of types in information theory [51] Chp. 12. Then, the algorithm that computes the nearest neighbor levels can be described as follows:

Algorithm. Given $z \in Z$, find nearest $y \in Z_n$:

1. Compute values $(i = 1, \ldots, m)$

$$k'_i = \left\lfloor n z_i + \frac{1}{2} \right\rfloor \text{ and } n' = \sum_{i=1}^{m} k'_i.$$

2. If $n' = n$, the nearest $y$ is given by $(\frac{k'_1}{n}, \ldots, \frac{k'_m}{n})$. Otherwise, compute the errors

$$\delta_i = k'_i - n z_i,$$

and sort them

$$-\frac{1}{2} \leq \delta_{i_1} \leq \delta_{i_2} \leq \cdots \leq \delta_{i_m} \leq \frac{1}{2}.$$

3. Let $\Delta = n' - n$. If $\Delta > 0$, set

$$k_{ij} = \begin{cases} k'_j & \text{ if } j = 1, \ldots, m - \Delta - 1 \\ k'_j - 1 & \text{ if } j = m - \Delta, \ldots, m. \end{cases}$$

If $\Delta < 0$, set

$$k_{ij} = \begin{cases} k'_j + 1 & \text{ if } j = 1, \ldots, |\Delta| \\ k'_j & \text{ if } j = |\Delta| + 1, \ldots, m. \end{cases}$$
Then, the nearest $y$ is given by $(\hat{b}_n, \ldots, \hat{b}_m)$. One can also compute the maximum radius of the quantization regions for this algorithm. To this end, let $d_\infty$ and $d_p$ denote respectively the metrics induced by $L_\infty$ and $L_p$ ($p \geq 1$) norms on $\mathbb{R}^m$, which metrizes the weak topology on $Z$. Then, we have [49, Proposition 2]

$$b_\infty := \max_{z \in Z} \min_{y \in Z_n} d_\infty(z, y),$$

$$b_2 := \max_{z \in Z} \min_{y \in Z_n} d_2(z, y),$$

$$b_1 := \max_{z \in Z} \min_{y \in Z_n} d_1(z, y),$$

where $a = \lfloor m/2 \rfloor$. Hence, for each $n \geq 1$, the set $Z_n$ is a $b_j$-net in $Z$ with respect to $d_j$ metric, where $j \in \{\infty, 2, 1\}$.

### B. Construction with Compact $X$

The analysis in the previous subsection shows that a finitely supported measure can be approximated through type lattices. Thus, if compactly supported probability measures can be approximated with those having finite support, the analysis in Section V-A yields approximately optimal policies. In the following, we assume that $X$ is a compact subset of $\mathbb{R}^d$ for some $d \geq 1$. Then $Z := \mathcal{P}_v(X) = \mathcal{P}(X)$ is also compact (under the weak convergence topology) and can be metrized using the Wasserstein metric $W_1$ (here, in defining $W_1$, we use the metric on $X$ induced by the Euclidean norm $\| \cdot \|$) as discussed in Section III-A.

For each $n \geq 1$, let $Q_n$ be some lattice quantizer [48] on $X$ such that $\| x - Q_n(x) \| < 1/n$ for all $x \in X$. Set $X_n = Q_n(X)$, i.e., the output levels of $Q_n$ (note that $X_n$ is finite since $X$ is compact). Then, one can approximate any probability measure in $Z$ with probability measures in

$$\mathcal{P}(X_n) := \left\{ \mu \in \mathcal{P}(X) : \mu(X_n) = 1 \right\}.$$  

Indeed, for any $\mu \in Z$, we have [52, Theorem 2.6]

$$\inf_{\mu' \in \mathcal{P}(X_n)} W_1(\mu, \mu') \leq \inf_{Q : X \rightarrow X_n} \int_X \| x - Q(x) \| \mu(dx) \leq \frac{1}{n}.\)  

Once this is obtained, we can further approximate the probability measure induced by $Q_n$ via the algorithm introduced in Section V-A with asymptotic performance guarantees. Thus, through a sequence of type lattices $Z_m$, as given in (12) with a successively refined support set so that $X_n \subset X_{n+1}$ for $n \in \mathbb{N}$ with $m_n = |X_n|$, one can quantize $Z$ to obtain a sequence of finite state-action MDPs through (11) leading to Theorem 3.

For some related properties of approximations of probability measures with those with finite support, and the relation to optimal quantization, we refer the reader to [52].

### C. Construction with Non-compact $X$

Here we assume that $X = \mathbb{R}^d$ for some $d \geq 1$ and that Assumption 1 holds for $v(x) = \| x \|^2$. In this case, $Z := \mathcal{P}_v(X)$ becomes the set of probability measures with finite second moment and $F_m$ is the set of probability measures with finite second moments bounded by $m$. We endow here $Z$ with the bounded-Lipschitz metric $\rho_{BL}$, which metrizes weak convergence (see Section III-A).

We first describe the discretization procedure for $F_m$. For each $n \geq 1$, set $K := [-n, n]^d$ and let $q_n$ denote a lattice quantizer on $K$ satisfying

$$\sup_{x \in K} \| x - q_n(x) \| < 1/n.$$  

Let $K_n$ denote the set of output levels of $q_n$; that is, $K_n = q_n(K)$. Define

$$Q_n(x) = \begin{cases} q_n(x) & \text{if } x \in K \\ 0 & \text{if } x \in K^c, \end{cases}$$

Let $X_n = K_n$. Then, any measure in $F_m$ can be approximated by probability measures in

$$\mathcal{P}(X_n) := \left\{ \mu \in \mathcal{P}(X) : \mu(X_n) = 1 \right\}.$$  

Indeed, for any $\mu \in F_m$, we have

$$\inf_{\mu' \in \mathcal{P}(X_n)} \rho_{BL}(\mu, \mu') \leq \inf_{Q : X \rightarrow X_n} \int_X \| x - Q(x) \| \mu(dx) \leq \frac{1}{n} + \int_{K^c} \| x \|^2 \mu(dx) \leq \frac{1 + m}{n} \leq \frac{1}{n},$$

In the derivation above, (13) follows from (2). Thus, $\mu \in F_m$ can be approximated by the $\mu_n \in \mathcal{P}(X_n)$, which is induced by the quantizer $Q_n$, with a bound $\rho_{BL}(\mu, \mu_n) \leq (1 + m)/n$. Then, similar to Section V-B, we can further approximate probability measure $\mu_n$ via the algorithm introduced in Section V-A with again asymptotic performance guarantees by Theorem 3. Thus, analogous to compact case, using a sequence of type lattices $Z_{m_n}$ as given in (12) with a successively refined support set $K_n \subset K_{n+1}$ for $n \in \mathbb{N}$ with $m_n = |X_n| = |K_n| + 1$, one can quantize $Z$ to obtain a sequence of finite state-action MDPs through (11).

### D. Construction for Special Models leading to Quantized Beliefs with Continuous Support

So far, we have obtained quantized beliefs where each such quantized belief measure was supported on a finite set. For some applications, this may not be efficient and it may be more desirable to quantize the measurement space appropriately. For some further applications, a parametric representation of the set of allowable beliefs may be present and the construction of bins may be more immediate through quantizing the parameters in a parametric class. What is essential in such models
is that the bins designed to construct the finite belief-MDP correspond to balls which are small under the metrics that metrize the weak convergence as discussed in Section III-A.

1) Quantized Measures Through Quantized Measurements: For this section, we assume that transition probability \( p(\cdot | a) \) is independent of the state variable \( x, y \subseteq \mathbb{R}^p \) for some \( p \geq 1 \), and Assumption 1 holds for some \( \nu \). In the view of Theorem 1 as a pre-processing set-up, we quantize the action space \( A \), where the finite set \( A_q \) represents the output levels of this quantizer. Hence, in the sequel, we assume that the action space is \( A_q \).

Since \( \kappa(dx, dy | a) := r(dy | x) \otimes p(dx | a) \), we have
\[
R(x \in A, y \in B | z, a) = \int_X \kappa(A, B | a)z(dx') = \kappa(A, B | a),
\]
and so, the disintegration of \( R \) becomes
\[
R(dx, dy | a) = H(dy | a) \otimes F(dx | a, y).
\]
Then, \( \eta \) is given by
\[
\eta(\cdot | a) = \int \delta_{F(\cdot | a, y)}(\cdot) H(dy | a).
\]
This implies that we can take the following as the state space \( Z \) of the fully-observed model instead of \( \mathcal{P}_\nu (X) \):
\[
Z = \left\{ F(\cdot | a, y) : (a, y) \in A_q \times Y \right\}.
\]
We endow \( Z \) with the bounded-Lipschitz metric \( \rho_{BL} \). For each \( n \geq 1 \), let \( L = [-n, n]^p \) and let \( l_n \) denote a lattice quantizer on \( L \) satisfying
\[
\sup_{y \in L} \| y - l_n (y) \| < 1/n.
\]
Let \( Y_n \) denote the set of output levels of \( l_n \); that is, \( Y_n = l_n (L) \). Define
\[
q_n (y) = \begin{cases} l_n (y) & \text{if } y \in L, \\ 0 & \text{if } y \in L^c. \end{cases}
\]
Then, finite set \( Z_n \subset Z \), which is used to quantize \( Z \), is given by
\[
Z_n = \left\{ F(\cdot | a, y) : (a, y) \in A_q \times Y_n \right\},
\]
and the corresponding quantizer \( Q_n : Z \rightarrow Z_n \) is defined as follows: given \( z = F(\cdot | a, y) \), we define
\[
Q_n (z) = F(\cdot | a, q_n (y)).
\]

Note that to use \( Q_n \) for constructing finite models, we have to obtain an upper bound on the \( \rho_{BL} \)-distance between \( z \) and \( Q_n(z) \). This can be achieved under various assumptions on the system components. One such assumption is the following: (i) \( X = \mathbb{R}^d \) for some \( d \geq 1 \), (ii) \( Y \) is compact, (iii) \( p(dx | a) = g_p(x | a)m(dx) \) and \( r(dy | x) = g_r(y | x)m(dy) \), (iv) \( g_r \) is Lipschitz continuous with Lipschitz constant \( K_r \), \( g_r > \theta \) for some \( \theta > 0 \), and \( \sup_{(y,x) \in Y \times X} | g_r (y, x) | = \| g_r \| < \infty \).

Since \( Y \) is compact, there exists \( \epsilon(n) \) for each \( n \) such that \( \epsilon(n) \rightarrow 0 \) as \( n \rightarrow \infty \) and \( \| y - q_n (y) \| \leq \epsilon(n) \) for all \( y \in Y \). Under the above assumptions, we have
\[
F(dx | a, y) = f(x | a, y)m(dx),
\]
where
\[
f(x | a, y) = \frac{g_r (y | x)g_p (x | a)}{\int_X g_r (y | x)g_p (x | a)m(dx)}.
\]
Since the bounded-Lipschitz metric \( \rho_{BL} \) is upper bounded by the total variation distance, we obtain
\[
\rho_{BL}(z, Q_n(z)) \leq \| z - Q_n(z) \|_{TV}.
\]
Hence, \( Q_n \) is a legitimate quantizer for constructing the finite models. Section VI-B exhibits another example where we have such an upper bound.

2) Construction from a Parametrically Represented Class: For some applications, the set of belief measures can be first approximated by some parametric class of measures, where parameters belong to some low-dimensional space \([26, 53, 54]\). For instance, in [26], densities of belief measures are projected onto exponential family of densities using the Kullback-Leibler (KL) divergence, where it was assumed that projected beliefs are close enough to true beliefs in terms of cost functions. In [53], densities are parameterized by unimodal Gaussian distributions and parameterized MDP are solved through Monte Carlo simulation based method. In [53], densities are represented by sufficient statistics, and in particular represented by Gaussian distributions, and the parameterized MDP is solved through fitted value iteration algorithm. However, among these works, only the [26] develop rigorous error bounds for their algorithms using the KL divergence and the other works do not specify distance measures to quantify parametric representation approximations.

In these methods, if the parameterized beliefs are good enough to represent true beliefs as it was shown in [26], then the method presented in the earlier sections (of first quantizing the state space, and then quantizing the beliefs on the state space) may not be necessary and one can, by quantizing the parameters for the class of beliefs considered, directly construct the finite belief-MDP. As noted earlier, what is essential in such methods is that the bins designed to construct the finite belief-MDP correspond to balls which are small under the metrics that metrize the weak convergence as discussed in Section III-A. This possible if the projected beliefs are proved to be close to the true beliefs with respect to some metric that generates the weak topology or with respect to some (pseudo) distance which is stronger than weak topology. For instance, since convergence in KL-divergence is stronger than weak convergence, the projected beliefs constructed in [26] indeed satisfies this requirement. Hence, one can apply our results to conclude the convergence of the reduced model to the original model in [26]. As noted earlier, relative entropy is
The one-stage cost function for this model is given by:

\[ c(x, a) = \begin{cases} R + E & x = 0 \text{ and } a = 1 \\ E & x = 0 \text{ and } a = 0 \\ 0 & x = 1 \text{ and } a = 0 \\ R & x = 1 \text{ and } a = 1, \end{cases} \]

where \( R \) is defined to be the cost of repair and \( E \) is the cost incurred by a broken machine. The cost function to be minimized is the discounted cost function with a discount factor \( \beta \).

In order to find the approximately optimal policies, we first construct the belief space formulation of the above model. Note that the state space of the belief space model is the interval \([0, 1]\). Hence, we can use uniform quantization on \([0, 1]\) to obtain the finite model.

For the numerical results, we use the following parameters: \( \varepsilon = 0.17, \kappa = 0.9, \alpha = 0.9545, \) and \( \beta = 0.3 \). We selected 20 different values for the number \( n \) of grid points to discretize \([0, 1]\): \( n = 10, 20, 30, \ldots, 200 \). The grid points are chosen uniformly. For each \( n \), the finite state models are constructed as in \([20, \text{Section 2}]\).

Figure 1 shows the graph of the value functions of the finite models corresponding to the different values of \( n \) (number of grid points), when the initial state is \( x = 1 \). It can be seen that the value functions converge (to the value function of the original model by \([20, \text{Theorem 2.4}]\)).

A. Example with Finite \( X \)

We consider a machine repair problem in order to illustrate our results numerically for finite state POMDPs. In this model, we have \( X = A = Y = \{0, 1\} \) with the following interpretation:

\[
\begin{align*}
x_t &= \begin{cases} 1 & \text{machine is working at time } t \\ 0 & \text{machine is not working at time } t, \end{cases} \\
a_t &= \begin{cases} 1 & \text{machine is being repaired at time } t \\ 0 & \text{machine is not being repaired at time } t, \end{cases} \\
y_t &= \begin{cases} 1 & \text{machine is measured to be working at time } t \\ 0 & \text{machine is measured to be not working at time } t. \end{cases}
\end{align*}
\]

There are two sources of uncertainty in the model. The first one is the measurement uncertainty. The probability that the measured state is not the true state is given by \( \varepsilon \); that is,

\[
Pr\{y_t = 0|x_t = 1\} = Pr\{y_t = 1|x_t = 0\} = \varepsilon.
\]

In other words, there is a binary symmetric channel with crossover probability \( \varepsilon \) between the state process and the observation process.

The second uncertainty comes from the repair process. In this case, \( \kappa \) is the probability that the machine repair was successful given an initial ‘not working’ state:

\[
Pr\{x_{t+1} = 1|x_t = 0, a_t = 1\} = \kappa.
\]

Finally, the probability that the machine does not break down in one time step is denoted by \( \alpha \):

\[
Pr\{x_{t+1} = 0|x_t = 1, a_t = 0\} = \alpha.
\]

The one-stage cost function for this model is given by:

\[
\begin{align*}
R + E & \quad x = 0 \text{ and } a = 1 \\
E & \quad x = 0 \text{ and } a = 0 \\
0 & \quad x = 1 \text{ and } a = 0 \\
R & \quad x = 1 \text{ and } a = 1,
\end{align*}
\]

B. Example with Compact \( X \)

In this example we consider the following model:

\[
\begin{align*}
x_{t+1} &= \exp\{-\theta_t a_t + v_t\}, \quad t = 0, 1, 2, \ldots \\
y_t &= x_t + \xi_t, \quad t = 0, 1, 2, \ldots
\end{align*}
\]

where \( \theta_t \in \mathbb{R}_+ \), \( x_t \) is the state at \( t \), and \( a_t \) is the action at \( t \). The one-stage ‘reward’ function is \( u(x_t - a_t) \), where \( u \) is some utility function. In this model, the goal is to maximize the discounted reward. This model is the modified and partially observed version of the population growth model in \([37, \text{Section 1.3}]\).

The state and action spaces are \( X = A = [0, L] \), for some \( L \in \mathbb{R}_+ \), and the observation space is \( Y = [0, K] \) for some \( K \in \mathbb{R}_+ \). Since \( \theta_t \) is merely a constant, by taking \( [0, \frac{1}{\theta_t}] \) as our new action space, instead of dynamics in equation (13) we can write the dynamics of the state as

\[
x_{t+1} = \exp\{-a_t + v_t\}, \quad t = 0, 1, 2, \ldots
\]
The noise processes \(\{v_t\}\) and \(\{\xi_t\}\) are sequences of independent and identically distributed (i.i.d.) random variables which have common densities \(g_v\) supported on \([0, \lambda]\) and \(g_\xi\) supported on \([0, \tau]\), respectively. Therefore, the transition probability \(p(\cdot|x, a)\) is given by

\[
p(D|x, a) = \Pr\left\{x_{t+1} \in D \mid x_t = x, a_t = a \right\} = \Pr\left\{\exp(-a + v) \in D \right\} = \int_D g_v(\log(v) + a) \frac{1}{v} m(dv),
\]

for all \(D \in \mathcal{B}(\mathbb{R})\) and the observation kernel \(r(\cdot|x)\) is given by

\[
r(B|x, a) = \Pr\left\{y_t \in B \mid x_t = x \right\} = \Pr\left\{x + \xi \in B \right\} = \int_B g_\xi(\xi - x) m(d\xi),
\]

for all \(B \in \mathcal{B}(\mathbb{R})\). To make the model consistent, we must have \(\exp\{-a + v\} \in [0, L]\) for all \((a, v) \in [0, L] \times [0, \lambda]\). We assume that \(g_v\) and \(g_\xi\) are uniform probability density functions; that is, \(g_v = \frac{1}{\lambda}\) on \([0, \lambda]\) and \(g_\xi = \frac{1}{\tau}\) on \([0, \tau]\). Hence, Assumption 1 holds for this model with \(v(x) = 1\).

In the view of Theorem 2 as a pre-processing set-up, we quantize the action space \(A\), where the finite set \(A_q = \{a_1, a_2, \ldots, a_q\}\) represents the output levels of this quantizer with \(0 < a_1 < a_2 < \ldots < a_q\). In the remainder of this example we assume that the action space is \(A_q\).

We now obtain the stochastic kernels \(H(\cdot|z, a)\) and \(F(\cdot|z, a, y)\) that describe the transition probability \(\eta\) of the reduced MDP. Indeed, we have

\[
H(dy|z, a) = h(y|a)m(dy),
\]

where \(h(y|a)\) is given by

\[
h(y|a) = \int_X g_v(y - x) g_v(\log(x) + a) \frac{1}{x} m(dx) = \int_X \frac{1}{\lambda} \left\{ \left[ y - \tau, y \right] \cap \left[ \exp(-a), \exp(\lambda - a) \right] \right\} \frac{1}{x} m(dx).
\]

Similarly, we have

\[
F(dx|z, a, y) = f(x|a, y)m(dx),
\]

where \(f(x|z, a, y)\) is given by

\[
f(x|z, a, y) = \frac{g_v(y - x) g_v(\log(x) + a) \frac{1}{x}}{\int_X g_v(y - x) g_v(\log(x) + a) \frac{1}{x} m(dx)} = \frac{1}{\lambda} \left\{ \left[ y - \tau, y \right] \cap \left[ \exp(-a), \exp(\lambda - a) \right] \right\} \frac{1}{\lambda} \frac{1}{x} m(dx).
\]

Hence, for any \((z, a)\), the transition probability \(\eta(\cdot|z, a)\) has a support on the set of probability measures on \(X\) having densities given by (17). This implies that we can take the following set as the state space \(Z\) of the fully-observed model instead of \(\mathcal{P}(X)\):

\[
Z = \left\{ f(x|a, y)m(dx) : (a, y) \in A \times Y \text{ and } f \text{ as in (17)} \right\}.
\]

Note that for some \((a, y) \in A \times Y\), probability density function \(f(x|a, y)\) is not well-defined as \([y - \tau, y] \cap \{\exp(-a), \exp(\lambda - a)\} = \emptyset\), and so, we disregard these points. For the rest of the points in \(A \times Y\), a typical \(f(x|a, y)\) can be in the following forms:

\[
f(x|a, y) = \frac{1}{\log(y) + \log(a)} \left\{ \exp(-a), y \right\},
\]

\[
f(x|a, y) = \frac{1}{\log(y) - \log(y - \tau)} \left\{ \exp(-a), y \right\},
\]

\[
f(x|a, y) = \frac{1}{\log(\lambda - a) - \log(y - \tau)} \left\{ \exp(-a), y \right\}.
\]

For each \(n\), let \(q_n\) denote the uniform quantizer on \(Y\) having \(n\) output levels; that is,

\[
q_n : Y \rightarrow \{y_1, \ldots, y_n\} = Y_n \subset Y
\]

where \(y_j = (j - \frac{1}{2}) \Delta_n, j = 1, \ldots, n\), and

\[
q_n^{-1}(y_j) = \left[ y_j - \frac{\Delta_n}{2}, y_j + \frac{\Delta_n}{2} \right),
\]

where \(\Delta_n = \frac{\lambda}{n}\). We define

\[
Z_n := \left\{ f(x|a, y)m(dx) \in Z : (a, y) \in A_q \times Y_n \right\}.
\]

Then, the quantizer \(Q_n : Z \rightarrow Z_n\), which is used to construct the finite model, is defined as follows: given \(z = f(x|a, y)m(dx)\), we define

\[
Q_n(z) = f(x|a, q_n(y))m(dx).
\]

To be able to use \(Q_n\) for constructing finite models, we need to obtain an upper bound on the \(\rho_{BL}\)-distance between \(z\) and \(Q_n(z)\). To this end, let \(\theta > 0\) be a small constant such that \(\exp(-a_q) - \theta > 0\).

Suppose that the density of \(z\) is in the form of (19); that is, \(y - \tau > \exp(-a)\) and \(y < \exp(\lambda - a)\) for some \(a \in A_q\). Let \(y_n := q_n(y), \gamma := \frac{1}{\log(y) - \log(y - \tau)}\), and \(\gamma_n := \frac{1}{\log(\lambda) - \log(\lambda - a)}\). Since \(\frac{1}{\log(y) - \log(y - \tau)}\) is a continuous function of \(y\) and \([\exp(-a), \exp(\lambda - a)]\) is compact, there exists \(\epsilon(\Delta_n)\) which is independent of \(z\) such that \(\gamma - \gamma_n < \epsilon(\Delta_n)\) and \(\epsilon(\Delta_n) \to 0\) as \(n \to \infty\). We also suppose that \(y_n < y\) without loss of generality. Then, for sufficiently large \(n\), by using the inequality \(\log(x) \leq x - 1\), we obtain

\[
\rho_{BL}(z, Q_n(z)) \leq \|z - Q_n(z)\|_TV
\]

where

\[
\begin{align*}
\|z - Q_n(z)\|_TV &= \int_X \left\{ f(x|a, y) - f(x|a, q_n(y)) \right\} m(dx) \\
&= \int_X \left\{ [y - \tau, y] \frac{1}{x} \gamma - [y_n - \tau, y_n] \frac{1}{x} \gamma_n \right\} m(dx) \\
&= \int_{y_n - \tau}^{y} \frac{1}{x} \gamma_m(dx) + \int_{y_n - \tau}^{y_n} \frac{1}{x} \gamma_n m(dx) \\
&\qquad + \int_{y_n}^{y} \frac{1}{x} \gamma m(dx).
\end{align*}
\]
\[
= \gamma_n \log \left( \frac{y - \tau}{y_n - \tau} \right) + |\gamma - \gamma_n| \log \left( \frac{y_n}{y - \tau} \right) + \gamma \log \left( \frac{y}{y_n} \right)
\]

\[
\leq 2K_1 \frac{\Delta_n}{K_2} + L_1 \epsilon(\Delta_n),
\]

where

\[
K_1 := \frac{1}{\log(\exp(\lambda - a_1) + \tau)}
\]

\[
K_2 := \exp(-a_2) - \theta
\]

\[
L_1 := \log \left( \frac{\exp(-a_2) + \tau}{\exp(-a_2)} \right).
\]

Hence, \(\rho_{BL}(z, Q_n(z)) \to 0\) as \(n \to \infty\). Similar computations can be done for \(z \in Z\) of the form (18) and (20). This implies that \(Q_n\) is a legitimate quantizer to construct finite-state models.

For the numerical results, we use the following values of the parameters:

\[
\lambda = 1, \ \tau = 0.5, \ \beta = 0.2.
\]

The utility function \(u\) is taken to be quadratic function; i.e., \(u(t) = t^2\). As a pre-processing set-up, we first uniformly discretize the action space \(A\) by using the 20 grid points. Then, we selected 99 different values for the number \(n\) of grid points to discretize the state space \(Z\) using the quantizer \(Q_n\), where \(n\) varies from 29 to 1436.

We use the value iteration algorithm to compute the value functions of the finite models. The simulation was implemented using MATLAB and it took 411.75 seconds using an HP EliteDesk 800 desktop computer. Figure 2 displays the graph of these value functions corresponding to the different values for the number of grid points, when the initial state is \(x = 2\). The figure illustrates that the value functions of the finite models converge to the value function of the original model by [20] Theorem 2.4).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{optimal_rewards.png}
\caption{Optimal rewards of the finite models when the initial state is \(x = 2\).}
\end{figure}

VII. CONCLUDING REMARKS

We studied the approximation of discrete-time partially observed Markov decision processes under the discounted cost criterion. An essential observation was that establishing strong continuity properties for the reduced (belief) model is quite difficult for general state and action models, whereas weak continuity can be established under fairly mild conditions on the transition kernel of the original model and the measurement equations. This allowed us to apply our prior approximation results [19], [20], developed under weak continuity conditions, to partially observed models.

In particular, [19], [20] developed finite model approximation for both the discounted and the average cost criteria. However, for the belief-MDP, the regularity conditions (i.e., drift inequality and minimization condition) imposed on the transition probability in [19], [20] for the average cost problem do not hold in general. Indeed, as we observed, even setwise continuity is prohibitive for the transition probability of the belief-MDP. Therefore, we have restricted our attention to the discounted cost case. Extending the analysis to average cost problems is a future task.
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