Global multipartite entanglement dynamics in Grover’s search algorithm
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Abstract Entanglement is considered to be one of the primary reasons for why quantum algorithms are more efficient than their classical counterparts for certain computational tasks. The global multipartite entanglement of the multiqubit states in Grover’s search algorithm can be quantified using the geometric measure of entanglement (GME). Rossi et al. (Phys Rev A 87:022331, 2013) found that the entanglement dynamics is scale invariant for large \( n \). Namely, the GME does not depend on the number \( n \) of qubits; rather, it only depends on the ratio of iteration \( k \) to the total iteration. In this paper, we discuss the optimization of the GME for large \( n \). We prove that “the GME is scale invariant” does not always hold. We show that there is generally a turning point that can be computed in terms of the number of marked states and their Hamming weights during the curve of the GME. The GME is scale invariant prior to the turning point. However, the GME is not scale invariant after the turning point since it also depends on \( n \) and the marked states.
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1 Introduction

Entanglement is a unique feature of quantum theory, and it is considered to be one of the key resources in quantum computation and information [1, 2]. For quantum computation, it has been demonstrated that quantum algorithms are more efficient than classical algorithms for certain computational tasks, such as Shor’s factoring algorithm [3] and Grover’s search algorithm [4]. Entanglement is believed to be the main reason for the efficiency in these quantum algorithms [5, 6]. It has been shown that entanglement is necessary to achieve an exponential speedup in Shor’s factoring algorithm [5]. In the Deutsch–Jozsa [7], Grover, and Simon algorithms [8], it has been shown that multipartite entanglement is involved for most instances [9]. Because of its quadratic speedup over the best classical algorithm, the role of entanglement in Grover’s search algorithm has attracted considerable interest [2, 10–23]. Entanglement plays a critical role in Grover’s dynamic search algorithm even though the initial state and the final state are separable [14, 19]. Without entanglement, the quantum search algorithm would require an exponential overhead in terms of resources [10]. The correlations in Grover’s algorithm were discussed in [17] for one marked state, including concurrence as the entanglement measure. It was shown [16] that Grover’s algorithm can be described as an iteration change of the bipartite entanglement in terms of concurrence. The multipartite entanglement feature of the quantum states was investigated using the separable degree [20]. It has been shown [14–19, 21, 24] that the curve of the entanglement during Grover’s search algorithm first increases and then decreases, which means that a turning point exists. From an algebraic geometry perspective, Holwech et al. [22] investigated the entanglement nature of quantum states generated by Grover’s search algorithm and explained the turning point of the curve when the marked states are |00...0⟩ and Greenberger–Horne–Zeilinger (GHZ) states [25].

Geometric entanglement was originally defined as the Euclidean distance of a given multipartite state to the nearest fully separable state [26]. The geometric measure of entanglement (GME) is a suitable entanglement measure when multipartite systems are taken into account [27]. The GME is a global quantifier of entanglement that includes bipartite and multipartite contributions [28]. Moreover, the GME is an interesting quantifier because it has connections with other measures [29] and can be efficiently estimated by quantitative entanglement witnesses that are amenable to experimental verification [30]. According to the expression of the GME, Shantanav et al. [19] numerically demonstrated how the GME changes with n qubits (the database size was \( N = 2^n \)) and \( M \) marked states in Grover’s algorithm. Rossi et al. [18] presented explicit expressions of the GME in the asymptotic limit \( 2^n \gg 1 \) when \( M = 1 \) and \( M = 2 \) (GHZ state). These authors showed that the GME was independent of the number of qubits, i.e., scale invariance for large \( n \) in these two cases.

These previous works motivate us to consider how to compute the turning point and whether there is scale invariance of entanglement dynamics for general \( M \) marked states for large \( N \). To this end, we discuss the optimization of the GME for \( M \) marked states in a database with \( N = 2^n \) items when \( N \gg M \). We find that the turning point of the GME dynamics curve can be computed in terms of the number \( n \) of qubits and the marked states. Prior to the turning point, the GME is scale invariant. However, it
is generally not scale invariant after the turning point, which may depend on $n$ and the marked states.

The remainder of this paper is organized as follows. In Sect. 2, we briefly overview the related background and the previous works about entanglement dynamics in terms of the geometric measure of entanglement (GME). In Sect. 3, we study the amount of entanglement dynamically evolving and provide the analytical asymptotic expression of the entanglement for symmetric states [31] by optimizing the GME. In Sect. 4, we present the entanglement dynamics for representative symmetric states to more clearly show our conclusions. Finally, we discuss our results and present a conclusion in Sect. 5.

2 Preliminaries

2.1 Geometric measure of entanglement in Grover’s algorithm

The original Grover’s algorithm searches for a target (i.e., the marked state) in an unordered database with $N$ entries using $O(\sqrt{N})$ queries, which requires $\Omega(N)$ queries even for the best classical randomized algorithm. In this paper, we consider a system with $N$ items and $M$ marked states, where $N = 2^n$. To clarify the notation, we will simply overview Grover’s search algorithm; for more details, see [1,4]. Grover’s search algorithm starts with an $n$-qubit uniform superposition state

$$|\psi_0\rangle = \frac{1}{\sqrt{N}} \sum_{x \in \{0, 1\}^n} |x\rangle.$$ (1)

Define $|S_0\rangle \equiv \frac{1}{\sqrt{N-M}} \sum_{x_n} |x_n\rangle$ as the superposition of all the states $|x_n\rangle$ that are not marked states, and $|S_1\rangle \equiv \frac{1}{\sqrt{M}} \sum_{x_s} |x_s\rangle$ represents the superposition of all the states $|x_s\rangle$ that are marked states (i.e., the solutions of search problem). It is easy to show that $|\psi_0\rangle$ can be rewritten as

$$|\psi_0\rangle = \sqrt{\frac{N-M}{N}} |S_0\rangle + \sqrt{\frac{M}{N}} |S_1\rangle = \cos \theta |S_0\rangle + \sin \theta |S_1\rangle,$$ (2)

where $\theta = \arcsin \sqrt{M/N}$. Then, the Grover operation $G$ (also referred to as the Grover iteration) will be applied to $|\psi_0\rangle$. After $k$ iterations of the Grover operation $G$, we obtain the state

$$|\psi_{k,M}\rangle \equiv G^k |\psi_0\rangle = \cos \theta_k |S_0\rangle + \sin \theta_k |S_1\rangle,$$ (3)

where $\theta_k = (2k + 1)\theta$.

Operation $G$ is repeated until state $|\psi_{k,M}\rangle$ overlaps with $|S_1\rangle$ to the greatest extent possible. It is proven that the optimal total iteration is $k_{opt} = \text{Cl}[\frac{\pi}{2\theta} - 1/2]$, where Cl[$x$] denotes the closest integer to $x$. Ideally, the final state $|\psi_{k_{opt}}\rangle$ prior to measurement is $|S_1\rangle$, which is the superposition of all the marked states. When $M \ll N$, 
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we have \( k_{\text{opt}} = \left\lfloor \frac{\pi}{4} \sqrt{N/M} \right\rfloor \). Clearly, the optimal total iteration \( k_{\text{opt}} \) is \( O(\sqrt{N}) \), and \( \theta_k = \frac{\pi}{4} k/k_{\text{opt}} \). It is clear that \( \theta_k \) only depends on \( k/k_{\text{opt}} \).

The geometric measure of entanglement (GME) \cite{26} of a state \( |\psi\rangle \) is expressed as its distance from its nearest separable state \( |\phi\rangle \). Namely, the overlap between \( |\psi\rangle \) and \( |\phi\rangle \) is maximized. The entanglement of state \( |\psi\rangle \) is

\[
E(|\psi\rangle) = 1 - \max_{\phi} |\langle \psi | \phi \rangle|^2, \tag{4}
\]

where the maximum is over all separable states (i.e., \( |\phi\rangle = \bigotimes_{s=1}^{n} |\phi_s\rangle \), where the states \( |\phi_s\rangle \) are single-qubit pure states). The geometric measure remains unknown for most of the multipartite states \cite{32} because the definition involves an optimization procedure over the class of separable states. However, this task can be drastically simplified in the case where states are symmetric since the nearest product state to any symmetric multipartite quantum state is necessarily symmetric \cite{31}.

Fortunately, a large number of quantum states in experiments are symmetric under particle exchange, and this property allows us to significantly reduce the computational complexity. For an \( n \)-particle system, the state \( |\tilde{m}\rangle \) is defined as the following unnormalized symmetric state \cite{33}:

\[
|\tilde{m}\rangle \equiv \sum_{i} P_i (|1\rangle^\otimes m |0\rangle^\otimes n-m), \tag{5}
\]

where \( P_i \) is the set of all \( \binom{n}{m} \) distinct permutations of \( m \) 1s and \( n-m \) 0s.

Therefore, we can use the GME to quantify the global multipartite entanglement of the state generated by Grover’s search algorithm if the marked state \( |S_1\rangle \) is symmetric according to the following fact.

**Fact 1** For Grover’s algorithm, let \( |S_1\rangle \) be the superposition of all the marked states. If \( |S_1\rangle \) is symmetric, then the state after \( k \) iterations \( |\psi_{k,M}\rangle \) is symmetric for \( k \in \{0, 1, \ldots, k_{\text{opt}}\} \), where \( M \) is the number of marked states and \( k_{\text{opt}} \) is the optimal total iteration.

**Proof** Let \( P \) be any particle exchange (i.e., qubit permutation) operation. Clearly, the initial uniform superposition state is symmetric, that is, \( P |\psi_0\rangle = |\psi_0\rangle \). Suppose that the marked state \( |S_1\rangle \) is symmetric; we have \( P |S_1\rangle = |S_1\rangle \). According to Eq. (2), we have \( |S_0\rangle = \frac{1}{\cos \theta} |\psi_0\rangle - \tan \theta |S_1\rangle \). For any intermediate state \( |\psi_{k,M}\rangle \), we have

\[
P |\psi_{k,M}\rangle = P (\cos \theta_k |S_0\rangle + \sin \theta_k |S_1\rangle)
= P \left( \frac{\cos \theta_k}{\cos \theta} |\psi_0\rangle + (\sin \theta_k - \cos \theta \tan \theta) |S_1\rangle \right)
= \frac{\cos \theta_k}{\cos \theta} P |\psi_0\rangle + (\sin \theta_k - \cos \theta \tan \theta) P |S_1\rangle
= \frac{\cos \theta_k}{\cos \theta} |\psi_0\rangle + (\sin \theta_k - \cos \theta \tan \theta) |S_1\rangle
= |\psi_{k,M}\rangle,
\]

where \( k = 0, 1, \ldots, k_{\text{opt}} \). Therefore, \( |\psi_{k,M}\rangle \) is symmetric.

\( \square \)
2.2 Previous works about global GME in Grover’s algorithm

The optimization of the GME can be performed on the restricted set of symmetric separable states $|\eta\rangle \cdots |\eta\rangle$, where $|\eta\rangle = \cos \frac{\theta}{2} |0\rangle + e^{i\beta} \sin \frac{\theta}{2} |1\rangle$. The maximization involves only two parameters: $\alpha \in [0, \pi]$ and $\beta \in [0, 2\pi]$. Since $\theta_k \in [0, \frac{\pi}{2}]$, the coefficients of $|\psi_{k,M}\rangle$ are all positive. Therefore, the phase factor can be fixed to $\beta = 0$.

For simplicity, we denote $|x\rangle$ as the Hamming weight of a state $|x\rangle$, which is the number of 1s in $x \in \{0, 1\}^n$. Let $n_1, n_2, \ldots, n_M$ be the Hamming weights of $M$ marked states. The symmetric $n$-separable state can be expressed as $|\phi\rangle = |\eta\rangle \otimes^n = \sum_{x \in \{0, 1\}^n} \cos^{n-|x|} \theta \sin^{|x|} \frac{\alpha}{2} |x\rangle$. According to [19], the overlap of state $|\psi_{k,M}\rangle$ and the separate state $|\phi\rangle$ is

$$\langle \psi_{k,M} | \phi \rangle = \left( \cos \theta_k \langle S_0 \rangle + \sin \theta_k \langle S_1 \rangle \right) \left( \sum_{x \in \{0, 1\}^n} \cos^{n-|x|} \frac{\alpha}{2} \sin^{|x|} \frac{\alpha}{2} |x\rangle \right)$$

$$= \frac{\cos \theta_k}{\sqrt{N-M}} \left[ \left( \cos \frac{\alpha}{2} + \sin \frac{\alpha}{2} \right)^n - \sum_{i=1}^{M} \cos^{n-n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2} \right]$$

$$+ \frac{\sin \theta_k}{\sqrt{M}} \sum_{i=1}^{M} \cos^{n-n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2}. \quad (6)$$

Therefore, the maximum of the overlap between state $|\psi_{k,M}\rangle$ and the $n$-separable state is

$$\max_{\phi} |\langle \psi_{k,M} | \phi \rangle|^2 = \max_{\alpha} \left| \frac{\cos \theta_k}{\sqrt{N-M}} \left[ \left( \cos \frac{\alpha}{2} + \sin \frac{\alpha}{2} \right)^n - \sum_{i=1}^{M} \cos^{n-n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2} \right] \right.$$  

$$+ \frac{\sin \theta_k}{\sqrt{M}} \sum_{i=1}^{M} \cos^{n-n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2} \right|^2. \quad (7)$$

It is difficult to perform optimization without knowledge of $n$ and the marked states $(n_i, M)$. Shantanav et al. [19] numerically calculated the GME for various $n$ and $M$. These authors also discussed the cases where the marked states were GHZ states, Dicke states [34] and $W$ states [35]. From another perspective, Rossi et al. [18] discussed the explicit expressions of the GME in large $N$ when the numbers of marked states are $M = 1$ and $M = 2$ (the marked states are $|00\ldots0\rangle$ and $|11\ldots1\rangle$), and they found “scale invariance of entanglement dynamics”. Namely, the GME depends only on $\theta_k \simeq \frac{\pi}{2} k/k_{opt}$ and not on separate $k$ and $n$. In fact, the GMEs of these cases have two parts. The first parts are both asymptotic to $\sin^2 \theta_k$. The second parts are asymptotic to $\cos^2 \theta_k$ (for $M = 1$) and $1+\cos^2 \theta_k$ (for $M = 2$). The turning points between the two parts are $k_{opt}/2$ and $0.61k_{opt}$ for these two cases. From an algebraic geometry perspective, Holwech et al. [22] geometrically explained the fact that the turning point corresponds to $k_{opt}/2$ (for $M = 1$) and $2k_{opt}/3$ (for GHZ states).
3 Entanglement dynamics in the asymptotic limit

We now consider that the algorithm searches in a large database with $M$ marked states such that $N \gg M$. Since $\left| \sum_{i=1}^{M} \left( \cos^{n-n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2} \right) \right| \leq M$, we have

$$\max_{\alpha} \left| \cos \theta_k \frac{\alpha}{\sqrt{N-M}} \sum_{i=1}^{M} \cos^{n-n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2} \right|^2 \simeq 0.$$ 

Therefore, we can obtain

$$\max_{\phi} \left| \langle \psi_k, M | \phi \rangle \right|^2 \simeq \max_{\alpha} \left| \cos \theta_k \left( \cos \frac{\alpha}{2} + \sin \frac{\alpha}{2} \right)^n \right|^2 + \sin \theta_k \frac{\alpha}{\sqrt{M}} \sum_{i=1}^{M} \cos^{n-n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2} \right|^2. \quad (8)$$

For simplicity, define $\Lambda \equiv \langle \psi_k, M | \phi \rangle$. The GME can be expressed as $E(\langle \psi_k, M \rangle) = 1 - \max |\Lambda|^2$. It is clear that $(\cos \frac{\alpha}{2} + \sin \frac{\alpha}{2})^n = \sqrt{2^n} \sin^n (\frac{\pi}{4} + \frac{\alpha}{2})$. Denote $A(\alpha) = \sin^n (\frac{\pi}{4} + \frac{\alpha}{2})$ and $B(\alpha) = \frac{1}{\sqrt{M}} \sum_{i=1}^{M} \cos^{n-n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2}$. We have

$$\Lambda = \langle \psi_k, M | \phi \rangle \simeq \cos \theta_k A(\alpha) + \sin \theta_k B(\alpha) \quad (9)$$

and Eq. (8) can be rewritten as

$$\max_{\alpha} |\Lambda|^2 \simeq \max_{\alpha} |\cos \theta_k A(\alpha) + \sin \theta_k B(\alpha)|^2. \quad (10)$$

For symmetric states, the GMEs are the same when the Hamming weights are $|x|$ and $|n-x|$. Hence, we can consider only the cases where $n_i$ is from 0 to $\frac{n}{2}$. The optimization is still difficult to perform because $B(\alpha)$ cannot be analytically expressed without fixing $n, n_i$ and $M$. Prior to obtaining an overall optimization of Eq. (10), we will first consider the optimizations of $\cos \theta_k A(\alpha)$ and $\sin \theta_k B(\alpha)$. Since $\cos \theta_k$ and $\sin \theta_k$ are independent of $\alpha$, we can focus only on the optimizations of $A(\alpha)$ and $B(\alpha)$.

3.1 The optimization of $A(\alpha)$

When $\alpha = \pi/2$, it is clear that $A(\alpha)$ reaches its maximum $A_{\max} = \max_{\alpha} (\sin^n (\frac{\pi}{4} + \frac{\alpha}{2})) = 1$, and $B = \sqrt{\frac{M}{N}}$. Since $N \gg M$, we have $B = \sqrt{\frac{M}{N}} \simeq 0$. When $\alpha$ is away from $\pi/2$, $A(\alpha)$ will decay exponentially to zero. Therefore, we can consider that $A(\alpha)$ has a nonzero value only when $\alpha$ is near $\pi/2$.弹簧
3.2 The optimization of \( B(\alpha) \)

Denote \( D(\alpha) = \cos^{n-n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2} \). We have \( B(\alpha) = \frac{1}{\sqrt{M}} \max_{\alpha} (\sum_{i=1}^{M} D(\alpha)) \). The maximum of \( D(\alpha) \) is

\[
D_{\text{max}} = \left( \frac{n-n_i}{n} \right)^{\frac{n-n_i}{2}} \left( \frac{\alpha}{2} \right)^{\frac{n_i}{2}}, \tag{11}
\]

which is obtained when \( \alpha = 2 \arccos \sqrt{\frac{n-n_i}{n}} \). When \( n \) is fixed, \( D_{\text{max}} \) decreases from 1 to \( 1/\sqrt{N} \) as \( n_i \) varies from 0 to \( n/2 \). Since \( M \ll N \), \( n_i \) must be small. Therefore, the optimal \( D_{\text{max}} \) is close to 1, and \( \alpha \) is near zero.

When taking \( M \) marked states into consideration, the optimization will be more complicated. For simplicity, we consider the same \( n_i \), i.e., the Hamming weights of all the marked states are the same. In this case, we have \( M = \binom{n}{n_i} \) and \( B = \sqrt{M} \cos^{n-n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2} \). Therefore, the optimization of \( B(\alpha) \) is

\[
B_{\text{max}} = \sqrt{M} \max_{\alpha} \left( \cos^{n-n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2} \right) = \sqrt{M} D_{\text{max}}. \tag{12}
\]

When \( n_i \) is small, the optimization of \( B(\alpha) \) would make \( A(\alpha) \) tend to \( 1/\sqrt{N} \), which is asymptotic to 0 when \( N \gg M \).

According to the above discussion, we can summarize that the optimizations of \( A(\alpha) \) and \( B(\alpha) \) are restricted to each other when \( N \gg M \). Figure 1 shows that the values of \( A(\alpha) \) and \( B(\alpha) \) change with \( \alpha \) for different \( n_i \) when \( n = 100 \). Suppose that \( g(\alpha) = A(\alpha) + B(\alpha) \). When \( n_i \) is small \( (n_i/n < 1/10 \text{ in Fig. 1}) \), we can observe that \( g(\alpha) \) is asymptotically a sectional function that is composed of \( A(\alpha) \) and \( B(\alpha) \). Namely,

\[
g(\alpha) \simeq \begin{cases} 
A(\alpha), & 0 \leq \alpha/2 < \varepsilon; \\
B(\alpha), & \frac{\pi}{4} - \varepsilon' \leq \alpha/2 < \frac{\pi}{4} + \varepsilon'; \\
0, & \text{otherwise},
\end{cases} \tag{13}
\]

where \( \varepsilon, \varepsilon' \geq 0 \) and \( \varepsilon + \varepsilon' \leq \pi/4 \). Clearly, the optimizations of \( A(\alpha) \) and \( B(\alpha) \) are restricted to each other. In other words, the optimization of \( g(\alpha) \) can only be obtained when \( A(\alpha) \) or \( B(\alpha) \) is optimized. Note that the optimization of \( g(\alpha) \) cannot be achieved by optimizing \( A(\alpha) \) or \( B(\alpha) \) separately without the assumption that \( N \gg M \).

3.3 The optimization of GME

For simplicity, we would like to present the following lemmas.

**Lemma 1** The maximum overlap of \( |\psi_{k,M}\rangle \) and \( |\phi\rangle \) is \( \max_{\phi} |\langle \psi_{k,M} | \phi \rangle|^2 = \max(\cos^2 \theta_k, \sin^2 \theta_k B_{\text{max}}^2) \) when \( N \gg M \).
The values of $A(\alpha) = \sin^n(\frac{\pi}{4} + \frac{\alpha}{2})$, $B(\alpha) = \sqrt{M} \cos^n - ni \sin^n \frac{\alpha}{2}$ and $g(\alpha) = A(\alpha) + B(\alpha)$ change with $\alpha$ for $n = 100$

**Proof** Let $f(\alpha) = A(\alpha) + \tan \theta_k B(\alpha)$. We have $\Lambda = \cos \theta_k f(\alpha)$ and $\max_{\alpha} |\Lambda| = \cos \theta_k \max_{\alpha} |f(\alpha)|$ as $\cos \theta_k \geq 0$. According to Eq. (13), it is easy to obtain $\max |f(\alpha)| = \max(\max |A(\alpha)|, \tan \theta_k \cdot \max |B(\alpha)|) = \max(1, \tan \theta_k B_{\max})$ for $\theta_k \in [0, \pi/2]$ and $\tan \theta_k \geq 0$. Therefore, we have $\max |\Lambda| = \max(\cos \theta_k, \sin \theta_k B_{\max})$. Since $\max_{\phi} \left|\langle \psi_{k,M} | \phi \rangle\right|^2 = \max |\Lambda|^2$, the lemma follows.

**Lemma 2** A turning point $\theta_k T$ exists in the GME curve during Grover’s search algorithm when $N \gg M$, which can be computed by the number $n$ of qubits and the number of marked states and their Hamming weights in general cases.

**Proof** According to Lemma 1, $\max |\Lambda| = \max(\cos \theta_k, \sin \theta_k B_{\max})$. If $\tan \theta_k \leq 1/B_{\max}$, then $\max |\Lambda| = \cos \theta_k$. Otherwise, $\max |\Lambda| = \sin \theta_k B_{\max}$.

Case 1: If $\tan \theta_k \leq 1/B_{\max}$, then $\max |\Lambda| = \cos \theta_k$. The GME is

$$E(|\psi_{k,M} \rangle) \simeq \sin^2 \theta_k,$$  \hspace{1cm} (14)

which is actually equal to the success probability of the search algorithm. Since $\sin^2 \theta_k$ is increasing monotonously for $\theta_k \in [0, \pi/2]$, $E(|\psi_{k,M} \rangle)$ is a monotonic increasing function.
Case 2: If \( \tan \theta_k > 1/B_{\text{max}} \), we have \( \max |\Lambda| = \sin \theta_k B_{\text{max}} \). The maximum of the overlap is

\[
\max_{\varphi} |\langle \psi_{k,M} | \phi \rangle|^2 \simeq \sin^2 \theta_k \max_{\alpha} |B|^2
\]

\[
= \frac{\sin^2 \theta_k}{M} \max_{\alpha} \left| \sum_{i=1}^{M} \cos^{n-n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2} \right|^2 . \tag{15}
\]

The maximum depends not only on \( \theta_k \) but also on \( M, n \) and \( n_i \). The optimization

\[
\max_{\alpha} |B|^2 = \frac{1}{M} \max_{\alpha} \left| \sum_{i=1}^{M} \cos^{n-n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2} \right|^2
\]

is fixed to be constant only in the case of \( M, n, n_i \) being fixed. In such a case, Eq. (15) is proportional to \( \sin^2 \theta_k \), which is increasing monotonously as \( \theta_k \in [0, \pi/2] \). Therefore, the GME is decreasing monotonously in this case.

According to the above discussion, we know that a turning point exists, which is the position of the maximum entanglement during the search algorithm. Hence, we have \( \max |\Lambda| = \cos \theta_{kT} = \sin \theta_{kT} B_{\text{max}} \) at the turning point. Therefore, the turning point is

\[
\theta_{kT} = \arctan \left( \frac{1}{B_{\text{max}}} \right) \quad \text{and} \quad \theta_{kT} = \arctan \left( \frac{\sqrt{M}}{\max_{\alpha} \sum_{i=1}^{M} \cos^{n-n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2}} \right) , \tag{16}
\]

where \( k_T = \frac{2}{\pi} \theta_{k,T} k_{\text{opt}} \) is the corresponding turning iteration. According to the expression of \( \theta_{k_T} \), we can obtain that the turning point typically depends on the number \( n \) of qubits and the marked states (the number \( M \) of marked states and their Hamming weights \( n_i, i = 1, 2, \ldots, M \)).

Furthermore, we can obtain the following theorem as the main result.

**Theorem 1** For a given \( N = 2^n \) item database with \( M \) marked states (i.e., solutions), let the global GME of the state \( |\psi_{k,M} \rangle \) after \( k \) iterations in Grover’s algorithm be \( E(|\psi_{k,M} \rangle) \). When \( N \gg M \), the GME is

\[
E(|\psi_{k,M} \rangle) \simeq \begin{cases} 
\sin^2 \theta_k , & \theta_k \leq \theta_{kT} ; \\
1 - \frac{\sin^2 \theta_k}{M} \max_{\alpha \in [0, \pi]} \left| \sum_{i=1}^{M} \cos^{n-n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2} \right|^2 , & \theta_k > \theta_{kT} ,
\end{cases}
\]

where \( n_i \) is the Hamming weight of the \( i \)th marked state, \( \theta_k = (2k+1)\theta \), \( \theta_{kT} \) is named the turning point, and \( k_T \) is the corresponding turning iteration.

**Proof** According to Eq. (4), Lemma 1 and Lemma 2, the theorem follows. \( \square \)
According to Eq. (16) and Theorem 1, we can clearly observe that the first part of the GME of state $|\psi_k, M\rangle$ has scale invariance because it is asymptotic to $\sin^2 \theta_k$, which only depends on $k/k_{opt}$. However, during the entire process, it generally does not have scale invariance because it depends not only on $k/k_{opt}$ but also on $n, n_i$ and $M$ as $\theta_k > \theta_{k_T}$. Note that the Hamming weights $n_i$ of the marked states play an important role in the calculation of the GME.

Furthermore, we can obtain the following corollaries.

**Corollary 1** The entanglement of Grover’s algorithm is scale invariant if and only if the optimization of $B(\alpha) = \frac{1}{\sqrt{M}} \sum_{i=1}^{M} \cos^{n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2}$ is independent of separate $M, n, n_i$.

**Proof** ($\Rightarrow$) If the optimization of $B(\alpha) = \frac{1}{\sqrt{M}} \sum_{i=1}^{M} \cos^{n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2}$ is independent of separate $M, n, n_i$, then $B_{\max} = \lambda$, where $\lambda$ is a constant. Thus, $E(|\psi_k, M\rangle) \simeq 1 - \lambda \sin^2 \theta_k$ as $\theta_k > \theta_{k_T}$. Therefore, the entanglement only depends on $\theta_k$, i.e., only depends on $k/k_{opt}$, which is scale invariant.

($\Leftarrow$) If the entanglement of Grover’s algorithm is scale invariant, then both parts of the GME only depend on $\theta_k$. This means that the optimization of $B(\alpha) = \frac{1}{\sqrt{M}} \sum_{i=1}^{M} \cos^{n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2}$ is constant, which is independent of separate $M, n, n_i$.

□

Consider the case where the Hamming weights $n_i$ of the $M$ marked states are the same; in this case, we will have the following:

**Corollary 2** Suppose that the Hamming weights of all the marked states are identical; the GME of the state $|\psi_k, M\rangle$ in Grover’s algorithm is

$$E(|\psi_k, M\rangle) \simeq \begin{cases} 
\sin^2 \theta_k, & \text{if } \theta_k \leq \theta_{k_T}; \\
1 - \sin^2 \theta_k M \left(1 - \frac{n_i}{n}\right)^{n-n_i} \left(\frac{n_i}{n}\right)^{n_i}, & \text{if } \theta_k > \theta_{k_T}.
\end{cases}$$

**Proof** When the Hamming weights of all the marked states are identical, i.e., all $n_i$ are the same, we have $\sum_{i=1}^{M} \cos^{n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2} = M \cos^{n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2}$. According to Eq. (11), it is clear that $\max_{\alpha} | \cos^{n_i} \frac{\alpha}{2} \sin^{n_i} \frac{\alpha}{2}|^2 = (\frac{n-n_i}{n})^{n-n_i} (\frac{n_i}{n})^{n_i}$ for $\alpha \in [0, \pi]$. According to Theorem 1, the corollary follows.

□

In this case, the turning point is

$$\theta_{k_T} = \arctan \left( \frac{(1 - \frac{n_i}{n})^{n-n_i} (\frac{n_i}{n})^{n_i}}{\sqrt{M}} \right).$$

(17)

### 4 Entanglement dynamics for representative symmetric states

Let us assume that there are $M$ marked states in the system and that $|S_1\rangle = \frac{1}{\sqrt{M}} \sum_{x} |x\rangle$, where $|x\rangle$ is a marked state. According to the above results, if $|S_1\rangle$
is a symmetric state, then we are able to calculate the global multipartite dynamics during Grover’s algorithm via the GME. To further confirm that the optimization of the GME is reasonable and to show the above conclusions more clearly, we consider that $|S_1\rangle$ are some specific representative symmetric states. We will present the GMEs of the states $|\psi_{k,M}\rangle$, both analytic expressions in large $N$ and some numerical results.

4.1 Product state

Suppose that the state $|S_1\rangle$ is a product state (i.e., fully $n$-separable state). Because local unitary operations do not change the entanglement in terms of GME [27], product states can be changed into each other by applying local unitary operations that would not change the entanglement. Without loss of generality, we can consider that $|S_1\rangle = |00...0\rangle$. The result can be generalized to other product marked states (irrespective of whether they are symmetric). In this case, the marked state is $|00...0\rangle$, and the number of marked states is $M = 1$. Since the initial state is uniform, which is also a product state, the entanglement is zero both at the beginning and at the end of the search algorithm. In this case, $B(\alpha) = \cos^n \frac{\alpha}{2}$, and the overlap of the state $|\psi_{k,M=1}\rangle$ and the separable state $|\phi\rangle$ is

$$
(\psi_{k,M=1}|\phi\rangle) = \frac{\cos \theta_k}{\sqrt{N-1}} \left[ \left( \cos \frac{\alpha}{2} + \sin \frac{\alpha}{2} \right)^n - \cos^n \frac{\alpha}{2} \right] + \sin \theta_k \cos^n \frac{\alpha}{2}.
$$

Because $\max_\alpha (\cos^n \frac{\alpha}{2}) = \max_\alpha (\cos \frac{\alpha}{2}) = 1$ when $\alpha = 0$, the optimization of $B(\alpha)$ is independent of $n$. According to Eq. (16), we have $\theta_k = \pi/4$ and $k_T = 0.5k_{opt}$. Therefore, when $n \gg 1$, according to Theorem 1, the GME has the following simple form:

$$
E(|\psi_{k,M=1}\rangle) \simeq \begin{cases} 
\sin^2 \theta_k, & \theta_k \leq \pi/4; \\
\cos^2 \theta_k, & \theta_k > \pi/4.
\end{cases}
$$

According to Eq. (19), it is clear that the GME is scale invariant and only depends on $\theta_k = \frac{\pi}{2}k/k_{opt}$. For clarity, we present some numerical results in Fig. 2. We can obtain that the curves only change with $k/k_{opt}$ but do not depend on $n$, showing scale invariance. Moreover, the curves of the GME plotted by Eqs. (4), (18) and (19) are identical when $n = 30$, which also shows that our method to optimize the GME is reasonable.

**Remark 1** Since the optimization of $B(\alpha)$ is independent of $n$ for $n \gg 1$, the entanglement depends only on $\theta_k = \frac{\pi}{2}k/k_{opt}$ and not on $n$. Namely, it is scale invariant, which has been discussed in [18]. The maximum entanglement asymptotically converges to 0.5, which is obtained when $\theta_k = \pi/4$, i.e., the iteration number is just $k_T/k_{opt} = 0.5$. 
Fig. 2 (Color online) Entanglement dynamics vs $k/k_{\text{opt}}$ when the marked states are $|00\ldots0\rangle$ for $n = 15 \sim 30$. Here, $a$ means that the curves of GME are plotted by Eqs. (4) and (18), and $b$ is plotted by Eq. (19).

4.2 GHZ state

A GHZ state [25] is defined as

$$|GHZ\rangle = \frac{1}{\sqrt{2}}(|00\ldots0\rangle + |11\ldots1\rangle),$$

which is a generalization of a Bell state. If the state $|S_1\rangle$ is a GHZ state, then the number of marked states is $M = 2$, and the marked states are $|00\ldots0\rangle$ and $|11\ldots1\rangle$. Thus, we have $B(\alpha) = \frac{1}{\sqrt{2}}(\cos^n \frac{\alpha}{2} + \sin^n \frac{\alpha}{2})$. After $k$ iterations, the state can be expressed as $|\psi_{k,M=2}\rangle$, and the overlap between this state and the separate state $|\phi\rangle$ is

$$\langle\psi_{k,M=2}|\phi\rangle = \frac{\cos \theta_k}{N-2} \left[ \left( \cos^n \frac{\alpha}{2} + \sin^n \frac{\alpha}{2} \right)^n - \left( \cos^n \frac{\alpha}{2} + \sin^n \frac{\alpha}{2} \right) \right] + \frac{\sin \theta_k}{\sqrt{2}} \left( \cos^n \frac{\alpha}{2} + \sin^n \frac{\alpha}{2} \right).$$

The optimization of $B = \frac{1}{\sqrt{2}}(\cos^n \frac{\alpha}{2} + \sin^n \frac{\alpha}{2})$ is obtained when $\alpha = 0$ (for $n \geq 2$) or $\alpha = \pi/2$ (for $n = 1$). Therefore, $B_{\text{max}} = 1/\sqrt{2}$, which is independent of $n$ obtained when $\alpha = 0$ for $n \geq 2$. According to Eq. (16), the turning point is $\theta_{kT} = \arctan \sqrt{2}$, and $kT \simeq 0.61k_{\text{opt}}$. When $n \gg 1$, the GME of $|\phi_{k,M=2}\rangle$ can be expressed as follows:

$$E(|\psi_{k,M=2}\rangle) \simeq \begin{cases} \sin^2 \theta_k, & \text{if } \theta_k \leq \arctan \sqrt{2}; \\ \frac{1 + \cos^2 \theta_k}{2}, & \text{if } \theta_k > \arctan \sqrt{2}. \end{cases}$$
This expression shows that the GME is scale invariant and only depends on $\theta_k$, i.e., just depends on $k/k_{opt}$ when $|S_1\rangle$ is a GHZ state. To qualify the dynamics of entanglement change, we present the numerical results in Fig. 3. We can observe that the curves only change with $k/k_{opt}$ and do not depend on $n$, showing scale invariance. Furthermore, the curves of the GME plotted by Eqs. (4), (21) and (22) are identical for $n = 30$.

**Remark 2** In the case where $n \gg 1$, according to Eq. (22), the GME also exhibits scale invariance, as discussed by Rossi et al. [18]. In this case, the optimization of $B(\alpha) = \frac{1}{\sqrt{n}} (\cos^n \frac{\alpha}{2} + \sin^n \frac{\alpha}{2})$ is independent of $n$. The maximum entanglement asymptotically converges to 0.667 when $\theta_{kT} = \arctan \sqrt{2}$, i.e., the turning iteration is $k_{T} \simeq 0.61 k_{opt}$.

### 4.3 W state

Dicke states [34], which are also named the $W$ family, are an important family of symmetric states. A $W$ state [35] is a particular member of the family, which is defined as

$$|W\rangle = \frac{1}{\sqrt{n}} (|00...01\rangle + |00...10\rangle + \cdots + |10...00\rangle). \quad (23)$$

If the marked state $|S_1\rangle$ is a $W$ state, the number of marked states is $M = n$, and the Hamming weights of $M$ marked states are 1 (i.e., $n_i = 1$, $i = 1, 2, \ldots, M$). Thus, $B(\alpha) = \sqrt{n} \cos^{n-1} \frac{\alpha}{2} \sin \frac{\alpha}{2}$. The state after $k$ iterations can be expressed as $|\psi_{k,M=n}\rangle$,
and the overlap between this state and the separable state $|\phi\rangle$ can be expressed analytically as

$$
\langle \psi_{k,M=n} | \phi \rangle = \frac{\cos \theta_k}{\sqrt{N-n}} \left[ \left( \frac{\cos \frac{\alpha}{2} + \sin \frac{\alpha}{2}}{2} \right)^n - n \cos^{n-1} \frac{\alpha}{2} \sin \frac{\alpha}{2} \right] + \sin \theta_k \left( \sqrt{n} \cos^{n-1} \frac{\alpha}{2} \sin \frac{\alpha}{2} \right). \tag{24}
$$

The maximum of $|B(\alpha)|^2$ is

$$
\max_{\alpha} |B(\alpha)|^2 = n \max_{\alpha} \left| \cos^{n-1} \frac{\alpha}{2} \sin \frac{\alpha}{2} \right|^2 = \left( 1 - \frac{1}{n} \right)^{-1},
$$

which is obtained when $\alpha = 2 \arccos \sqrt{1 - \frac{1}{n}}$.

When $n \gg 1$, the entanglement can be expressed as

$$
E(|\psi_{k,M=n}\rangle) \simeq \begin{cases} 
\sin^2 \theta_k, & \theta_k \leq \theta_{k_T}; \\
1 - \sin^2 \theta_k \left( 1 - \frac{1}{n} \right)^{-1}, & \theta_k > \theta_{k_T},
\end{cases} \tag{25}
$$

where the turning point is

$$
\theta_{k_T} = \arctan \left( \left( 1 - \frac{1}{n} \right)^{\frac{1-n}{2}} \right). \tag{26}
$$

The GME is scale invariant when $\theta_k \leq \theta_{k_T}$. However, in addition to depending on $\theta_k$, the GME also depends on the number $n$ of qubits when $\theta_k > \theta_{k_T}$. Therefore, it does not have scale invariance in the entire search process.

We also present numerical results to qualify the dynamics of entanglement change for when $|S_1\rangle$ is a W state in Fig. 4. We can observe that the turning points $k_T/k_{opt} = 20\theta_{k_T}/\pi$ exist during the curves of the GME, which depend on $n$. The curves are first increasing and then decreasing. They are almost identical before the turning points, which only change with $k/k_{opt}$, showing scale invariance. However, the curves of the GME after the turning points not only change with $k/k_{opt}$ but also with $n$, which means that the GME does not have scale invariance. The result is consistent with our analytic result. Furthermore, the curves of the GME plotted by Eqs. (4), (24) and (25) are almost the same when $n = 35$.

**Remark 3** From the above discussions, the GME in Grover’s search algorithm does not have scale invariance in the entire search process because it depends on $n$ after the turning point $k_T/k_{opt}$. Note that $\max_{\alpha} |B(\alpha)|^2 \simeq 1/e$ in the limit $n \to \infty$. Hence, the position of the turning iteration is $k_T/k_{opt} \simeq 0.653$, and the maximum entanglement is $E_{max} = \sin^2 \theta_{k_T} \simeq 0.73$. The GME of the final state is $E_{opt} = E(W) = 1 - (n^{-1})^{n-1} \simeq 0.632$. In this respect, the GME is scale invariant in the limit $n \to \infty$. 
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Fig. 4 (Color online) Entanglement dynamics versus $k/k_{opt}$ when the marked states are $W$ states for $n = 15 \sim 35$. Here, $a$ means that the curves of the GME are plotted by Eqs. (4) and (24), and $b$ is plotted by Eq. (25).

Fig. 5 (Color online) Entanglement dynamics versus $k/k_{opt}$ when $|S_1\rangle$ are product, GHZ and W states for $n = 28$, which are plotted by Eq. (4) with Eqs. (18), (21) and (24), respectively.

4.4 Discussion

Until now, we have discussed the cases where $|S_1\rangle$ are product, GHZ and W states both analytically and numerically for different $n$. Comparing Eqs. (19), (22) and (25),
we find that $\theta_{kT}$ are different. The GMEs are all asymptotic to $\sin^2 \theta_k$ for $\theta_k \geq \theta_{kT}$, but they are different for $\theta_k < \theta_{kT}$, which shows that they depend on the marked states. We also present the GMEs of them when $n = 28$ in Fig. 5, where we can observe that the curves of the GMEs are the same before the turning point $k_T/k_{opt}$ but different after $k_T/k_{opt}$, which are decided by the marked states. The turning points are also different. Therefore, the result is consistent with the analytic result.

Two more simple examples are the GMEs of the states produced by Grover’s search algorithm when $|S_1\rangle = 1/\sqrt{2}(|0...00\rangle + |0...01\rangle)$ and $|S_1\rangle = 1/\sqrt{2}(|0...00\rangle + |1...11\rangle)$ (GHZ state). Since $1/\sqrt{2}(|0...00\rangle + |0...01\rangle)$ is an asymmetric product state, the GME curve is the same as the case when $|S_1\rangle = |0...00\rangle$ according to Sect. 4.1. Thus, the turning point is $k_{opt}/2$, and the GME after turning is $\cos^2 \theta_k$. Both of them are different from the case where $|S_1\rangle$ is a GHZ state. In these two cases, the difference comes from the Hamming weights of the marked states since the numbers of marked states are both $M = 2$. Therefore, the Hamming weights of the marked states also play an important role in the calculation of the GME.

5 Conclusion

Using the geometric measure of entanglement (GME), the amount of global multipartite entanglement after each iteration can be quantified in Grover’s algorithm. In this paper, we have considered $M$ marked symmetric states in a database of size $N = 2^n$ when $N \gg M$. We first discussed the optimization process to effectively compute the GME. Then, we presented the GME expression for when the entanglement behaves asymptotically for large $N$. We have shown that a turning point $\theta_{kT}$ always exists in the GME curve and deduced a general formula to compute the turning point in terms of the number of the marked states and their Hamming weights. Before the turning point, the entanglement is always asymptotic to $\sin^2 \theta_k$, which only depends on the ratio of the iteration number $k$ to the total iteration $k_{opt}$, i.e., $k/k_{opt}$. However, the entanglement after the turning point often also depends on $n$ and the marked states (the number of the marked states and their Hamming weights). We also provide a sufficient and necessary condition when the GME is scale invariant. To clearly illustrate the above conclusions, we presented both analytical expressions and numerical results when the marked states were product, GHZ and W states.

To summarize, we have answered the question in the introduction. “Scale invariance” of the global multipartite entanglement dynamics holds only for some special cases when $N \gg M$. In general, the entanglement dynamics is not scale invariant in terms of the GME because it typically depends on the number $n$ of qubits and the marked states during the process of the search algorithm. However, the GME is asymptotic to $\sin^2 \theta_k$ before the turning point, which partially shows scale invariance. In this paper, we only discuss the superposition state of $M$ marked states being symmetric. Do the conclusions hold in the case where the state is asymmetric? Can we obtain similar conclusions using other measurements of entanglement? These questions may be worth studying further.
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