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Abstract—Contextual information has been shown to be powerful for semantic segmentation. This work proposes a novel Context-based Tandem Network (CTNet) by interactively exploring the spatial contextual information and the channel contextual information, which can discover the semantic context for semantic segmentation. Specifically, the Spatial Contextual Module (SCM) is leveraged to uncover the spatial contextual dependency between pixels by exploring the correlation between pixels and categories. Meanwhile, the Channel Contextual Module (CCM) is introduced to learn the semantic features including the semantic feature maps and class-specific features by modeling the long-term semantic dependence between channels. The learned semantic features are utilized as the prior knowledge to guide the learning of SCM, which can make SCM obtain more accurate long-range spatial dependency. Finally, to further improve the performance of the learned representations for semantic segmentation, the results of the two context modules are adaptively integrated to achieve better results. Extensive experiments are conducted on three widely-used datasets, i.e., PASCAL-Context, ADE20K and PASCAL VOC2012. The results demonstrate the superior performance of the proposed CTNet by comparison with several state-of-the-art methods.
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1 I N T R O D U C T I O N

S E M A N T I C segmentation is a crucial but challenging task in the fields of multimedia and computer vision, which has been applied in various applications. The goal of semantic segmentation is to predict the semantic label for each pixel of the image. The main challenge arises from the difficulty to distinguish some confusing categories with similar appearance. For example, as shown in Figure 1, the object of ‘chair’ has the same color to the object of ‘sofa’, and the regions of ‘water’ and ‘ground’ are visually similar in color and shape. It is difficult to distinguish these regions by only considering the appearance. Therefore, contextual information has been widely explored for semantic segmentation to improve the segmentation performance [1], [2], [3], [4].

Many methods have been proposed to explore the spatial contextual information based on the Fully Convolutional Network (FCN) framework [5], [6], [7], [8]. The spatial context describes the relationship among pixels since each object in one image is described by many pixels. To explore the spatial dependence, some works [9] have been studied to expand the network receptive field. Deeplabv3 [2] and PSPNet [4] both use multi-scale feature extraction schemes to expand the spatial receptive field. However, these schemes only focus on local feature relationships, and the resulting contextual information is limited [10]. Recently, the self-attention scheme brings in new ideas to capture long-term dependencies [11]. Unfortunately, it leads to large computational and memory cost, which makes it unsuitable for semantic segmentation. Hence, some works improve the self-attention scheme for semantic segmentation. CCNet [12] and EMANet [13] adopt a sparse attention mechanism to reduce the computational complexity of the model without decreasing the network performance. These methods prove that pixels with the same category contribute the most to the spatial context. However, they do not take into account relationships between pixels and categories to directly construct the spatial context information. These relationships are helpful to not only reduce the noise information in the context, but also make the spatial context more interpretable. Meanwhile, these spatial context-based methods
are easy to introduce category information that does not exist in the image during the segmentation process. As shown in the third image in Figure 1, there are no regions in the image that belong to 'sky', but the pixels belonging to 'ground' are recognized as 'sky' in the segmentation process. The occurrence of this phenomenon indicates that spatial contexts do not contain category information of images. Therefore, spatial contexts-based methods are easy to lose the field in the category dimension of images, this problem can be called category field deficiency.

Actually, the feature map of each channel corresponds to a specific semantic response [14], [15]. Different semantic responses are correlated to each other. Thus, the channel context should be explored to enhance useful features and suppress features that are less useful to the current task. Some works are proposed to obtain the channel context in feature map [16], [17], [18]. SENet adopts the Squeeze-and-Excitation operation to obtain the channel context [17]. SKNet takes advantage of the attention mechanism to get richer channel context [18]. EncNet obtains global features through encoder layers and channel context through fully connected layers [19]. These methods treat each channel equally by only considering the interaction information between all channels. ECANet [20] is proposed to capture local cross-channel interactions. But the used single-scale ECA block has limited context information and is not suitable for downstream tasks. Meanwhile, These categories are easily confused in image segmentation based on channel context only. As shown in the third image of Figure 1, 'ground' and 'water' belong to the category of image, but areas belonging to the 'ground' are wrongly classified as 'water'. Therefore, channel contexts-based methods are easy to lose the field in the pixel dimension of images, this problem can be called pixel field deficiency.

Current work shows that channel context and spatial context are very important for segmentation, therefore how to use them reasonably is an urgent problem to be solved. Some methods are proposed to explore the channel context and spatial context [16], [21]. DANet uses a parallel network to capture context on spatial and channel separately in two branches [21]. However, these methods deem that the channel context and the spatial context are independent, and do not explore the complementarity between them.

Towards this end, this work proposes a new Context-based Tandem Network (CTNet) leveraging the Channel Contextual Module (CCM) and the Spatial Contextual Module (SCM), which is illustrated in Figure 2 to interactively explore the channel and spatial contextual information. The proposed CTNet utilizes the rich semantic information encoded in the high-level feature maps of channels to guide the learning of the spatial dependency. It can guarantee that the proposed CTNet captures the spatial contextual dependency between pixels and the semantic dependency between channels simultaneously.

For CCM, Multi-local Channel Excitation (MCE) block is designed to explore the channel context by learning the semantic dependencies between multi-local channel feature maps, since the contextual information of local channels from different scales is complementary. Besides, a new class probability loss is developed to standardize the training, which enforces the network to better capture the channel context and accurately predict the probability of the class in the image. With the uncovered channel context, CCM generates a semantic representation vector (termed as the class feature) for each category by predicting its probability appearing in the image and a new feature map (termed as the middle feature) by updating each channel feature map. For SCM, a new self-attention mechanism is proposed to capture the spatial context. The global dependencies among all pixels are learned based on the middle feature and the class feature, and features are updated by aggregating the category feature based on the correlations between pixels and categories. Actually, the features learned by CCM can be deemed as the prior knowledge to guide the SCM learning, which can improve the features learned by SCM. Thus, CCM and SCM are trained interactively rather than independently. Finally, the learned feature maps by CCM and SCM are adaptively fused for semantic segmentation. The proposed CTNet can discover the complete long-range dependencies by interactively considering the spatial and channel relationships. The superior performance of CTNet for semantic segmentation is demonstrated in comparison.
with the state-of-the-art methods. Especially, 55.5% mIoU on PASCAL-Context, 45.94% mIoU on ADE20K and 85.3% mIoU on PASCAL VOC2012 without any pre-training are achieved.

The main contributions of this paper are summarized as follows:

- We propose a novel Context-based Tandem Network (CTNet) by interactively exploring the spatial contextual dependency between pixels and the semantic dependency between channels. The joint learning of the long-range semantic and spatial dependencies can significantly improve the desired features for semantic segmentation. To our best knowledge, it is the first work to interactively leverage the spatial context and the channel context for semantic segmentation.
- The Channel Contextual Module (CCM) leverages the proposed MCE block and the developed class probability loss to explore multi-scale local channel contexts and ensure that channel contexts can contain all categories and reflect the differences between different categories.
- A new self-attention scheme in SCM is proposed to model the global spatial dependency by exploring the correlations between pixels and categories, which can reduce the computational complexity while guaranteeing the performance.

2 Relate Work

2.1 Context for Segmentation

Context information plays an important role for semantic segmentation. Many methods have been proposed to use the rich context to improve the segmentation performance. The previous methods could be roughly divided into two contextual dimensions: spatial dimension and channel dimension.

Spatial context methods [2], [22], [23], [24] aim to expend the receptive field of the network by using the spatial contextual information. Deeplabv2 [10] and Deeplabv3 [2] both use the dilated convolution to expand the receptive field of the network and embed context information through atrous spatial pyramid pooling. PSPNet [4] uses a multi-scale pyramid pooling module to collect context information at different scales. For the channel dimension, some works use adaptive strategies to obtain long dependencies between channels. EncNet [19] and SENet [17] use the fully connected layer’s autonomous learning ability to acquire the long dependency of channel.

In order to achieve higher segmentation performance, some methods use these two contexts simultaneously. DANet [21] proposes a parallel framework to capture features dependencies in the spatial and channel dimensions respectively. CFNet [29] independently explores the spatial and channel contexts with two branches. One branch captures the relationship between pixel points using self-attention and the other branch captures channel context by convolution. The aforementioned methods explore the spatial context and the channel context individually or independently. There is no knowledge communicated between the spatial context and the channel context, which makes the performance limited. To address this problem, we propose to interactively exploring the spatial contextual dependency between pixels as well as the semantic dependency between channels, and exchange the uncovered knowledge.

2.2 Self-attention Mode

Attention mechanism [11], [26], [27] is widely used in multimedia and computer vision since it can easily model long dependencies. Self-attention captures the context information of a location by weighted summation of all location information, to obtain the global perception field.

The self-attention scheme is first used in computer vision by the non-local methods and achieves good results [11]. The current methods [11], [21] based on the self-attention module mainly explore the non-local operations for image and video analysis. Unfortunately, the high computation and memory cost limits its application. Some improved methods have been proposed to address this problem [12], [13], [28], [29], [30]. A2-Net [28] first selects some key factors from images and then indirectly obtains the long dependency between pixels by using the relationship between pixels and key factors. EMNet [13] uses the expectation-maximization iteration to obtain the correlation between pixels and key factors. These methods randomly select key factors such as pixels from images. These key factors are short of semantic information, which may be not good for semantic segmentation. Therefore, the proposed CTNet explores the category information of images to identify the key factors to promote the performance of semantic segmentation.

3 The Proposed Approach

This section will elaborate the proposed Context-based Tandem Network (CTNet) for semantic segmentation by jointly exploring the long-range semantic and spatial dependencies.

3.1 Overview

To jointly exploring the channel context and the spatial context, a novel tandem network including the Channel Context Module (CCM) and the Spatial Context Module (SCM) is proposed for semantic image segmentation, as illustrated in Figure 2. These two dimensions of contexts communicate with each other to improve the feature maps learned by each module. The proposed network finally aggregates the features of the two modules to obtain more accurate feature representations for semantic segmentation.

The proposed CTNet explores the channel context and the spatial context in tandem. The pre-trained deep convolution network is utilized as the backbone to extract the initiate feature maps, which is used as the input of CCM. To keep more details in the feature map, the size of the initiate feature maps is set to 1/8 of the input image size. CCM is proposed to learn the channel context vector, which can characterize the importance of each channel. Then, the initiate feature map is updated by multiplying the channel context vector to obtain a new feature map, termed as the middle feature in this paper. Besides, the channel context vector contains rich semantic information since the feature...
The structure of the MCE block is shown in Figure 3. Each channel feature map corresponds to a specific semantic response. Thus, the probability of each category appearing in the image is predicted by using the channel context map. CCM learns the class-specific feature representation for each category (termed as the class feature) by multiplying this probability with the channel context vector. The learned middle feature and class feature are used as the input to SCM. They can be deemed as the prior knowledge to guide the SCM learning. To explore the long-range spatial context, SCM introduces a new self-attention model. The spatial relationships between pixels and categories are modeled, and then aggregated by using the class features to obtain the characteristic representation of the long-dependence relationship. The communication between CCM and SCM can make them compatible each other. Finally, feature maps of these two modules are integrated to generate better feature representations. The segmentations results are obtained by introducing the final convolution layer and a series of up-sampling operations.

### 3.2 CCM Module

Each channel feature map corresponds to a specific semantic response in the high-level feature, and different semantic responses are related to each other. Using channel context, that is, the dependencies between channels, the feature representation of specific semantics can be improved and the feature mapping is re-calibrated. Existing methods extract channel context by designing different blocks shown in Figure 3 SE block [17], GC block [31] and Encoding block [19] improve the representation ability of models by capturing global channel interaction information. However, since each channel is only closely related to its neighboring channels, these interaction information are redundant [20].

Toward this end, the Multi-local Channel Excitation (MCE) block is proposed by fusing multi-scale local channel contexts, where different scales represent different numbers of neighbor channels associated with the current channel. The structure of the MCE block is shown in Figure 3 (d). Given a feature map $X \in \mathbb{R}^{C \times H \times W}$ as input, the global pooling operation is employed to turn each two-dimensional feature channel into a real number, which has a global receptive field to some extent. That is, a rough global information $P_x \in \mathbb{R}^{C \times 1 \times 1}$ that represents the global distribution of responses on the characteristic channel is obtained. Then the MCE block introduces the 1-D convolution to capture the local channel context from the rough global information.

To capture more comprehensive channel context information, the MCE block first explores the local channel context of different scales by adopting multiple 1-D convolutions with different kernels, and then aggregates them to obtain the multi-scale local channel context map $C_c \in \mathbb{R}^{C \times 1 \times 1}$. $C_c = \text{Concat}(C_1, C_2, ..., C_s)$ $= \text{Concat}(f_{k_1}(P_x), f_{k_2}(P_x), ..., f_{k_s}(P_x))$ (1) where $s$ is the number of the 1-D convolutions, $\text{Concat}$ denotes the Concatenation operation, and $f_{k_i}$ is the 1-D convolution with the kernel $k_i (i = 1, ..., s)$. Then, the MEC block adopts the full connection layer to extract the final channel context $C_m \in \mathbb{R}^{C \times 1 \times 1}$ from the aggregated channel map $C_c$. $C_m = \sigma(W_1 C_c + b_1)$ (2) where $\sigma$ is the sigmoid activation function. $W_1 \in \mathbb{R}^{s \times 1}$ and $b_1 \in \mathbb{R}^{C \times 1}$ denote the parameter matrix and the bias vector of the full connection layer, respectively.

CCM is developed based on the MCE block to update the representation of the feature map with the channel context and get the class feature of the image, which is shown in Figure 4. That is, a new feature map called the middle feature $X_c \in \mathbb{R}^{C \times H \times W}$ is generated by channel-wise multiplication between $C_m$ and the original feature map $X$. $X_c = C_m \otimes X$ (3) where $\otimes$ denotes the channel-wise multiplication.

High-level features always lose the information of small objects in the image, which makes it difficult for semantic segmentation tasks to recognize small objects. Meanwhile, to get a class feature map, CCM should learn the differences between categories in each image. For this purpose, a new loss function (Class Probability Loss, CP-Loss) is developed to regularize the training by making CCM predict the occurrence probability of object categories in the image. The CP-Loss is defined as follows.

$$l_{cp}(P_p, P_{gt}) = -\omega_n [P_{gt} \log P_p + (1 - P_{gt}) \log (1 - P_p)]$$ (4)
where $P_i$ is the predicted probability of categories in images, $P_{gt}$ is the target probability, and $\omega_n$ is the weight of the current batch. $P_i$ is learned through a fully connected layer with a parameter of $C \times N$ by $C_m$, where $N$ is the number of all the categories in the dataset. Actually, there is no information about the target probability of object categories appearing in the image. Thus, $P_{gt}$ is calculated based on the ground-truth annotation. The target probability of category $i$ in the image is obtained by $P_{gt}^{i} = \frac{p_{i}}{\sum_{j=1}^{P} p_j}$, where $P_i$ is the occurrence frequency of pixels belonging to category $i$ in the current image. CP-Loss ensures that the channel context can contain not only all the categories in the image, but also the occurrence probability of all the categories in the image.

Based on the channel context $C_m$ and the probability $P_p$ of each category, a class feature matrix $M$ composed of all the objects feature vectors in the image can be obtained by

$$M = C_m \odot P_p^T$$

where $\odot$ represents the cross product. The middle feature map $X_c$ and the class feature map $M$ are input into the SCM module. The feature map provided by CCM can be regarded as a prior knowledge to guide the SCM learning, which can improve the characteristics of SCM learning. At the same time, the class feature matrix provides an independent feature representation for each category in the image, which can help SCM capture the spatial context more concisely.

### 3.3 SCM module

To improve the segmentation performance, it is necessary to capture the long-term dependent context information in spatial dimension. The self-attention based methods are proposed to capture global spatial contexts by enlarging the receptive field of the model [2, 4, 32]. As shown in Figure 5 (a), the non-local block [11] directly calculates correlations between pixels to capture the spatial context, which leads to high computational complexity and large memory consumption. The Criss-Cross attention block [12], shown in Figure 5 (b), is designed to improve non-local block by repeatedly calculating the correlation of pixels in the direction of Criss-Cross. However, it still describes the spatial context based on correlations between pixels. To this end, a new self-attention scheme is proposed in the SCM module as shown in Figure 5 (c). The proposed SCM block explores the spatial context by calculating the relationship between the feature map and the higher-level semantic representation in images (e.g., the class feature).

To effectively reduce computational complexity without affecting performance, SCM transforms the problem of learning the spatial context into the problem of matching the category of each pixel on the feature map, and then describes the global spatial context using the correlation between pixels and categories. The structure of the SCM module is shown in Figure 6. To make spatial context and channel context information interactive, the middle feature map $X_c$ and category feature representation matrix $M$ are input into the SCM module. First, two new feature representations $B \in R^{C/s \times HW} \times W$ and $C \in R^{C/s \times N}$ are respectively obtained based on $X_c$ and $M$ by using the convolution layer to further reduce the computation cost, where $s$ is the reduction ratio. Then $B$ is reshaped to $R^{C/s \times HW}$. The spatial context map $E \in R^{HW \times N}$ is obtained by using a softmax layer.

$$e_{ij} = \frac{\exp(B^i_j \cdot C_j)}{\sum_{k=1}^{N} \exp(B^i_k \cdot C_k)}$$

where $e_{ij}$ is the correlation score between the $i$-th pixel and the $j$-th semantic category. It not only acquires the matching relationship between pixels and categories, but also aggregates pixels with the same matching relationship to indirectly obtain correlations between pixels.
To further improve the feature representation of pixels, we re-calibrate the pixel feature representation using the class feature representation matrix \( M \). Specifically, \( M \) is input into a new \( 1 \times 1 \) convolution layer to generate a new feature map \( D \in \mathbb{R}^{C \times s \times N} \). Then, we obtain the feature map \( X_S \in \mathbb{R}^{C \times H \times W} \) updated with the spatial context through a \( 1 \times 1 \) convolution layer.

\[
X_S = \rho \left( \sum_{k=1}^{N} \left( E_k^T \cdot D \right) \right)
\]

where \( \rho \) denotes the transformation function composed of \( 1 \times 1 \) \text{conv} \( \rightarrow \) \text{BN} \( \rightarrow \) \text{ReLU}. It can be inferred that \( X_S \) at each position is a weighted sum of the features across spatial context matrix and the category feature matrix. Therefore, similar semantic features achieve mutual gains through the category feature matrix. When the feature map is \( C \times H \times W \), the computational complexity of the SCM block is \( O \left( HW \times N \times C \right) \) while the computational complexity of the non-local block is \( O \left( HW \times HW \times C \right) \), where \( N << HW \). That is, the SCM block can not only address the problem of the non-local block, but also provide a new direction to describe the spatial context.

### 3.4 Loss Function

In order to take full advantage of the context in both dimensions, the feature maps from the two modules are integrated. The middle features generated by the CCM are fed into the convolution layer for feature extraction. And then the extracted feature is connected with the feature map generated by the SCM module. The \( 1 \times 1 \) convolution layer is introduced to integrate the connected feature map for generating the final feature map. The segmentation result is obtained by up-sampling the final feature map to the original image size with the bilinear interpolation method. To evaluate the segmentation performance, the segmentation loss \( l \) is introduced by measuring the difference between the segmentation result and the ground truth.

In order to enhance the representation capability of the network, we introduce the auxiliary supervision to improve the performance of segmentation. Following the previous work \cite{2, 19, 29}, the auxiliary loss \( l_{\text{au}} \) is added after ResNet-4 stage by an additional FCN head. Besides, the developed CP-Loss \( l_{\text{cp}} \) is introduced to restrict the network training.

To jointly explore the above terms, the final objective function of the proposed CTNet contains the segmentation loss \( L \), the auxiliary loss \( l_{\text{au}} \), and the CP-loss \( l_{\text{cp}} \).

\[
L = l + \alpha \cdot l_{\text{au}} + \beta \cdot l_{\text{cp}}
\]

where \( \alpha \) and \( \beta \) are the trade-off parameters corresponding to auxiliary loss and CP-loss, respectively. In other work \cite{12, 13, 25}, the auxiliary loss is the only additional loss, and the weight of additional loss is set to 0.4. Following the setting, we set \( \alpha + \beta = 0.4 \), and default \( \alpha = 0.3 \), \( \beta = 0.1 \) in experiments.

## 4 EXPERIMENTAL

To evaluate the proposed CTNet network, extensive experiments are conducted on three widely-used datasets, i.e., PASCAL-Context \cite{34}, ADE20K \cite{35} and PASCAL VOC2012 \cite{36}. In this section, we first introduce the used datasets and implementation details, then verify the superiority of the model by the ablation study on PASCAL-Context, and finally show the results of the network on these three datasets. All the results are obtained by the proposed CTNet without using COCO pre-training.

### 4.1 Datasets and Evaluation Metrics

Experiments are conducted on the PASCAL-Context \cite{34}, ADE20K \cite{35} and PASCAL VOC2012 \cite{36} datasets.

- **PASCAL-Context** \cite{34} is a challenging semantic segmentation dataset composed of images from PASCAL VOC2010. It has 4,998 images in the training set and 5,105 images in the test set. There are totally 60 categories including 59 categories of objects and the background category.
- **ADE20K** \cite{35} is issued by MIT, which can be used for scene perception, analysis, segmentation, etc. It has 20,000 images in the training set, 2,000 images in the validation set and 3,000 images in the test set, respectively. It contains 150 semantic categories.
- **PASCAL VOC2012** \cite{36} is one of the standard benchmarks in the field of semantic segmentation. It contains 21 categories including one background class. The original dataset has 1,464 images in the training set, 1,449 images in the verification set and 1,456 images in the test set. The augmented annotation set \cite{37}, which expanded the training set from the original data to 10,582 images, is utilized.

Following previous work \cite{12, 21, 25}, the multi-scale (MS) test is adopted by adjusting the original image to different scales \( \{0.5, 0.75, 1.0, 1.25, 1.5, 1.75\} \). The scaled images are resized to the size of training images and fed into the network. The final result is obtained by averaging the network predictions in multiple scales. To evaluate the performance of semantic image segmentation methods, the widely-used metric mIoU (mean IoU, mean of class-wise intersection over union) is introduced. Besides, in ablation study, the mIoU and PixAcc (pixel accuracy) metrics are used.

### 4.2 Implementation Details

#### 4.2.1 Network

The experimental system is based on Pytorch. The ImageNet pre-trained ResNet \cite{38} is utilized as the backbone of CTNet. CTNet uses ResNet-50 as the backbone in ablation study to speed up experiments, and ResNet-101 as the backbone in other experiments. In order to solve the problem of the memory consumption caused by dilated convolution and improve the efficiency of the segmentation, we use the JPU \cite{39} module rather than the dilated convolution strategy \cite{12, 13, 21} to ensure that the feature map is \( 1/8 \) of the input image. At the same time, we train CTNet with synchronized BN \cite{39}.
The author designed Sem2Ins, a novel real-time model to bridge the gap between semantic segmentation and instance segmentation by exploiting the complex correlations between them and effectively generating the corresponding instance segmentation from a semantic segmentation. Thus, the ablation study is conducted to show the effectiveness of the proposed MCE block. All experiments are conducted by using ResNet-50 as the backbone.

First, experiments are conducted to validate the effectiveness of the used local channel context. For this purpose, the size of the convolution kernel \( K \) is tuned within \( \{9, 17, 33, 65, 129, 257, 321, 512\} \) by replacing the MEC block in the CCM module with the 1-D convolution. It is worth noting that the number of channels in the feature map is 512. That is, the case when \( K = 512 \) is corresponding to the global channel context. Besides, the results by using the multi-scale test (MS) and single-scale test (SS, directly feeding the original image into the network) are presented. The results in terms of PixAcc and mIoU are presented in Figure 7. From the results, it can be observed that the local channel context, such as \( K = 9 \), achieves the competitive performance compared with the global channel context. However, the computational cost of exploring the global channel context is much higher than the local channel context. Besides, the results in terms of mIoU by using the multi-scale test are superior to ones by using the single-scale test. Therefore, it is reasonable and necessary to explore the local channel context and utilize the multi-scale input.

Besides, the MCE block is developed by fusing multi-scale local channel contexts, which is important for semantic segmentation. Thus, the ablation study is conducted by following previous work.

### 4.3 Ablation Study

We first conduct a series of ablation study on the PascalContext val dataset to verify the effectiveness of CCM and SCM module, and then indicate the correctness of the model connection scheme in CTNet. Finally, experiments are designed to verify the necessity and effectiveness of the proposed CP-Loss. It is worth noting that mIoU on 59 object categories is reported on Pascal-Context during ablation study by following previous work.

#### 4.3.1 For CCM

In the CCM module, the MCE block is proposed to integrate the multi-scale local channel contexts, which is important for semantic segmentation. Thus, the ablation study is conducted to show the effectiveness of the proposed MCE block.

First, experiments are conducted to validate the effectiveness of the used local channel context. For this purpose, the size of the convolution kernel \( K \) is tuned within \( \{9, 17, 33, 65, 129, 257, 321, 512\} \) by replacing the MEC block in the CCM module with the 1-D convolution. It is worth noting that the number of channels in the feature map is 512. That is, the case when \( K = 512 \) is corresponding to the global channel context. Besides, the results by using the multi-scale test (MS) and single-scale test (SS, directly feeding the original image into the network) are presented. The results in terms of PixAcc and mIoU are presented in Figure 7. From the results, it can be observed that the local channel context, such as \( K = 9 \), achieves the competitive performance compared with the global channel context. However, the computational cost of exploring the global channel context is much higher than the local channel context. Besides, the results in terms of mIoU by using the multi-scale test are superior to ones by using the single-scale test. Therefore, it is reasonable and necessary to explore the local channel context and utilize the multi-scale input.

Besides, the MCE block is developed by fusing multi-scale local channel contexts to obtain more accurate channel context. Experiments are conducted to verify its validity by comparing it with the ECA block [20] and the SE block [17]. The experimental results are shown in Table 1. For MCE, different combinations of the scale sets are utilized, i.e., \( K = \{9, 17\} \), \( K = \{9, 17, 33\} \), \( K = \{9, 17, 33, 65\} \), and \( K = \{9, 17, 33, 65, 129\} \). From the results, it can be observed that the MEC block and ECA block perform better than the SE block, which can indicate that the local channel

**TABLE 1: Ablation study of the proposed MCE block on the Pascal-Context dataset.**

| Method       | Backbone   | kernel size set \( K \) | mIoU (%) |
|--------------|------------|--------------------------|---------|
| CTNet+SE [17] | ResNet-50  | -                        | 51.8    |
| CTNet+ECA [20] | ResNet-50  | [9]                      | 52.2    |
| CTNet+MCE    | ResNet-50  | [9, 17]                  | 52.4    |
| CTNet+MCE    | ResNet-50  | [9, 17, 33]              | 52.3    |
| CTNet+MCE    | ResNet-50  | [9, 17, 33, 65]          | 53.3    |
| CTNet+MCE    | ResNet-50  | [9, 17, 33, 65, 129]     | 52.4    |

**TABLE 2: Ablation study of the global pooling strategy in CCM on PASCAL-Context.** Max denotes the global maximum pooling strategy, Avg is the global average pooling strategy, while Mix represents the addition of Max and Avg.

| Method   | Backbone | PixAcc (%) | mIoU (%) |
|----------|----------|------------|----------|
| FCN [40] | ResNet-50| 76.3       | 46.3     |
| EncNet [19] | ResNet-50| 79.4       | 49.2     |
| CFNet [25] | ResNet-50| 79.3       | 51.6     |
| CTNet+Max | ResNet-50| 80.2       | 52.3     |
| CTNet+Mix | ResNet-50| 80.2       | 52.5     |
| CTNet+Avg | ResNet-50| 80.4       | 53.3     |
To demonstrate the effectiveness of the SCM module, the performance is evaluated on the Pascal-Context and ADE20k datasets. For fair comparison, ResNet-101 is used as the backbone network. Table 3 shows the compared results in terms of mIoU. We can see that OSCM achieves 54.6% mIoU on the Pascal-Context dataset, which surpasses other methods. It demonstrates the effectiveness of SCM for semantic image segmentation by jointly exploring the channel context and spatial context. Besides, the simplified version of the proposed CTNet, termed as OSCM, which only uses the SCM module as the segmentation head by removing the CCM module from CTNet, is also compared. The compared results in terms of the increment of GFLOPs, GPU memory cost and the parameter number are presented in Table 3. It can be easily observed that the designed SCM module is a more lightweight self-attention module by taking up a small amount of computing resources with only 7.11MB parameters on the Pascal-Context dataset. It should be noted that the computational cost token by OSCM and CTNet are the same since the computational resource consumed by the CCM module is very small and has little effect on CTNet resource consumption.

4.3.2 For SCM

To reduce the extremely high computational cost caused by self-attention, the SCM module based on a new self-attention scheme is proposed by utilizing the relationship between pixels and categories to describe the global spatial context.
Fig. 9: Illustration of segmented examples of CTNet and OSCM.

TABLE 6: Ablation study of connection mode in CTNet on PASCAL-Context.

| Method    | Backbone | SS mIoU(%) | MS mIoU(%) |
|-----------|----------|------------|------------|
| DANet [21]| ResNet-50 | -          | 50.1       |
| PANet     | ResNet-50 | 51.4       | 52.6       |
| CTNet     | ResNet-50 | 51.7       | 53.3       |
| DANet [21]| ResNet-101 | -       | 52.6       |
| PANet     | ResNet-101 | 53.8       | 55.4       |
| CTNet     | ResNet-101 | 54.4       | 56.2       |

4.3.3 For single module and connection mode

To better show the importance of the CCM and SCM modules in CTNet for semantic segmentation, the simplified versions of the proposed CTNet, termed as OCCM and OSCM are designed. OCCM only uses the CCM module as the segmentation head by removing the SCM module from CTNet. The quantitative comparison of OCCM, OSCM and CTNet is shown in Table 6. Results based on ResNet-50 and ResNet-100 as the backbone in both single-scale and multi-scale tests are presented. Compared with OCCM, CTNet achieves better performance in all the cases, which indicate the necessity of exploring the spatial context. Similarly, it is reasonable to explore the channel context by comparing CTNet with OSCM. In a word, the motivation of jointly exploring the contexts of both dimensions can be well verified.

Besides, some illustrative segmentation results are shown in Figure 9 and Figure 10 to present the visualization segmentation results of OCCM, OSCM and CTNet. From the compared results between OCCM and CTNet in Figure 8, it can be observed that some pixels are incorrectly annotated by OCCM while the category labels can be accurately predicted. Because the channel context provides specific category information in the image, while incorrectly captures correlations between pixels. From Figure 8, we can see that OSCM can correctly aggregate pixels in the same object, while the phenomenon of category prediction errors occurs. This indicates that the spatial context can capture correlations between pixels and aggregate pixels from the same object, while it may predict the category labels incorrectly. Consequently, it is necessary to simultaneously capture the channel and spatial context to make them promote each other.

Actually, there are different connection modes to simultaneously explore the channel and spatial context. Now experiments are conducted to evaluate the effectiveness of connection ways. There are two ways to connect two independent modules. That is, one is in tandem and the other is in parallel. Hence, the proposed tandem connection model is compared with the parallel connection model used in DANet. The quantitative results are reported in Table 6. Besides, the revised version PANet of the proposed CTNet is compared, which explores the developed CCM and SCM in parallel. It can be seen that CTNet and PANet are better than DANet, which can show that the developed CCM and SCM enable to capture more accurate contexts. From the comparison between CTNet and PANet, we can see that it is reasonable to explore the channel and spatial contexts in tandem. Furthermore, some visualization results of CTNet and PANet are illustrated in Figure 10. Regions in the black box are incorrectly segmented by PANet. The results can indicate that the interactive learning of the channel context and the spatial context in tandem can improve the segmentation results.

4.3.4 For Class Probability Loss (CP-Loss)

The proposed CTNet leverages the new loss function, i.e., the class probability loss, to improve the performance. The importance of CP-Loss is evaluated in this section. The results are shown in Figure 11. When $\beta = 0$, that is, the CP-Loss is not used in the proposed CTNet, the performance in terms of mIoU is the worst, which can demonstrate that the channel context obtained by CCM has some noise information which affects the performance of CTNet. With
TABLE 7: Comparison in terms of mIoU on 60 classes from PASCAL-Context with state-of-the-arts.

| Method     | Backbone   | mIoU (%) |
|------------|------------|----------|
| FCN [40]   | -          | 37.8     |
| VeryDeep [43] | -          | 44.5     |
| RefineNet [44] | ResNet-152 | 47.3     |
| PSPNet [4]  | ResNet-101 | 47.8     |
| MSCI [32]   | ResNet-152 | 50.3     |
| EncNet [19] | ResNet-101 | 51.7     |
| DANet [21]  | ResNet-101 | 52.6     |
| FastFCN [39] | ResNet-101 | 53.1     |
| EMANet [13] | ResNet-101 | 53.1     |
| SVCNet [45] | ResNet-101 | 53.2     |
| CPN [41]    | ResNet-101 | 53.9     |
| CFNet [25]  | ResNet-101 | 54.0     |
| ACNet [46]  | ResNet-101 | 54.1     |
| SPNet [47]  | ResNet-101 | 54.5     |
| APCNet [48] | ResNet-101 | 54.7     |
| OCR [33]    | ResNet-101 | 54.8     |
| CTNet       | ResNet-50  | 52.9     |
| CTNet       | ResNet-101 | 55.5     |

TABLE 8: Comparison with state-of-the-arts on the ADE20K val set.

| Method     | Backbone   | mIoU (%) |
|------------|------------|----------|
| RefineNet [44] | ResNet-152 | 40.70    |
| UperNet [6]  | ResNet-101 | 42.66    |
| PSPNet [4]   | ResNet-152 | 43.51    |
| DSSPN [49]   | ResNet-101 | 43.68    |
| SAC [50]     | ResNet-101 | 44.30    |
| FastFCN [39] | ResNet-101 | 44.34    |
| EncNet [19]  | ResNet-101 | 44.65    |
| GCU [51]     | ResNet-101 | 44.81    |
| CFNet [25]   | ResNet-101 | 44.89    |
| ALNN [29]    | ResNet-101 | 45.24    |
| OCR [33]     | ResNet-101 | 45.28    |
| OCR [33]     | HRNet-W48  | 45.66    |
| ACNet [46]   | ResNet-101 | 45.90    |
| CTNet        | ResNet-101 | 45.94    |

4.4 State-of-the-Art Comparisons

This section conducts experiments to compare the proposed CTNet with some state-of-the-arts. Results of the compared methods are from the original papers.

4.4.1 Results on Pascal-Context

Following previous work [33], [46], the proposed CTNet is compared with state-of-the-art methods based on 60 categories in the Pascal-Context dataset. The compared methods include FCN [40], VeryDeep [43], RefineNet [44], PSPNet [4], MSCI [32], EncNet [19], DANet [21], FastFCN [39], SVCNet [45], CPN [41], CFNet [25], ACNet [46], SPNet [47], APCNet [48] and OCR [33]. The compared results are presented on Table 7. It can be easily observed that CTNet achieves the best result 55.5% mIoU on PASCAL-Context test, which surpasses all the compared methods with a large margin even without using COCO pre-training. Second, the proposed CTNet even using ResNet-50 as backbone performs better than RefineNet [44] and MSCI [32] that employ a deeper network. Furthermore, when using the same backbone, CTNet performs significantly better than approaches that utilize a single context and DANet that uses the channel and spatial contexts. Because CTNet interactively both contexts for semantic segmentation.

Fig. 12: Visualization results of EncNet, FastFCN, and CTNet based on ResNet-101 on PASCAL-Context. (a) input image, (b) GT, (c) CTNet, (d) EncNet, and (e) FastFCN.

The addition of CP-loss, CCM can selectively enhance the category-related feature maps and provide more accurate prior information for SCM. Besides, the best results are obtained when $\alpha = 0.3$ and $\beta = 0.1$. As the weight of cp-loss increases, CTNet performance tends to increase first and then decrease. Indicates that when CP-loss weights too much, CTNet places too much emphasis on channel context, thus breaking the balance between channel context and spatial context. Besides, when $\alpha = 0.3$ and $\beta = 0.1$, CTNet achieves optimal performance, indicating that the channel context and spatial context in the model are balanced.

4.4.2 Results on ADE20K

The ADE20K dataset is a challenging dataset for semantic segmentation. To show the effectiveness of the proposed CTNet, experiments are carried out compared with RefineNet [44], UperNet [6], PSPNet [4], DSSPN [49], SAC [40].
Fig. 13: Visualization results of EncNet, FastFCN, and CTNet on ADE20K. (a) input image, (b) GT, (c) CTNet, (d) EncNet, and (e) FastFCN.

[50], FastFCN [39], EncNet [19], GCU [51], CFNet [25], ALNN [29], OCR [33] and ACNet [52]. Following previous work, the performance is evaluated on the validation set. From the compared results in Table 8, CTNet achieves the best performance 45.94% mIoU. The observations from the Pascal-Context dataset can be also obtained. It is worth noting that CTNet is better than OCR [33] using a more advanced backbone.

Besides, some segmentation examples are illustrated in Figure 13. To show the advantages of CTNet more intuitively, we use black circles to mark the most challenging category information. We can see that EncNet and FastFCN easily mislabel pixels in the black circle, while CTNet can label these pixels accurately. For example, EncNet incorrectly labels the regions of 'cabinet' and 'bed' in the fifth image, while CTNet accurately distinguishes them. Because CTNet explores the semantic dependency of channel and spatial features to enhance the network representation ability, and obtain good segmentation results.

4.4.3 Results on Pascal VOC2012

Experiments are also conducted on Pascal VOC2012 for semantic segmentation to compare the proposed CTN with FCN [40], Deeplabv2 [53], CRF-RNN [54], DeconvNet [55], GCRF [56], DPN [57], Piecewise [58], AFF [59], ResNet38 [60], DANet [21], PSPNet [4], DFN [61], EncNet [19], PAN [62], APCNet [48], CFNet [25], OCR [33] and DMNet [63]. CTNet is first trained on the enhanced dataset [37], and then fine-tuned on the original PASCAL VOC2012 dataset. The segmentation results are obtained by submitting the test results to the official evaluation server. The performance over each category and mIoU are presented in Table 9. Without COCO pre training, the proposed CTNet gains the best result 85.3% mIoU. The proposed tandem network can make full use of the context information on two dimensions since the spatial context and channel context modules communicate with each other.

5 CONCLUSION

This paper proposes a Context-based Tandem Network for Semantic Segmentation (CTNet), which makes full use of the context information on two important dimensions of channel and spatial in images. Specifically, the Channel Contextual Model (CCM) and the Spatial Contextual Model (SCM) are developed to explore channel and spatial context respectively. At the same time, we connect these two modules in tandem for interactive training to realize the context information mutual communication between the two dimensions. The features learned by the CCM can be regarded as a prior knowledge to guide the SCM learning, which can improve the features of the SCM learning. The SCM module introduces a novel self-attention mechanism to improve the efficiency of the model without affecting its performance. CTNet achieves superior performance, i.e., 55.5% mIoU on PASCAL-Context, 45.94% mIoU on ADE20K and 85.3% mIoU on PASCAL VOC2012, to the state-of-the-arts.
TABLE 9: The compared segmentation performance over each category and mIoU on PASCAL VOC2012.

|     | 0.3x | 0.5x | 0.75x | 60x | 40x | 30x | 20x |
|-----|-----|-----|------|-----|-----|-----|-----|
| FCN | 76.8 | 84.4 | 87.5 | 89.9 | 85.2 | 87.7 | 90.6 |
| Deeplabv2-8 | 71.9 | - | - | - | - | - | - |
| CRF-RNN | 69.4 | 81.5 | 79.7 | 79.9 | 73.3 | 78.4 | 90.4 |
| DeepLabv3+ | 74.9 | 90.0 | 91.2 | 94.4 | 94.4 | 95.5 | 96.1 |
| GCNN | 76.4 | 81.5 | 79.7 | 79.9 | 73.3 | 78.4 | 90.4 |
| DPN | 76.4 | 81.5 | 79.7 | 79.9 | 73.3 | 78.4 | 90.4 |
| ACNet | 76.4 | 81.5 | 79.7 | 79.9 | 73.3 | 78.4 | 90.4 |
| ResNet50 | 76.4 | 81.5 | 79.7 | 79.9 | 73.3 | 78.4 | 90.4 |
| ResNet101 | 76.4 | 81.5 | 79.7 | 79.9 | 73.3 | 78.4 | 90.4 |
| ResNet152 | 76.4 | 81.5 | 79.7 | 79.9 | 73.3 | 78.4 | 90.4 |
| ResNeXt101-64x4d | 76.4 | 81.5 | 79.7 | 79.9 | 73.3 | 78.4 | 90.4 |
| PAN | 76.4 | 81.5 | 79.7 | 79.9 | 73.3 | 78.4 | 90.4 |
| AtrousNet | 76.4 | 81.5 | 79.7 | 79.9 | 73.3 | 78.4 | 90.4 |
| DMNet | 76.4 | 81.5 | 79.7 | 79.9 | 73.3 | 78.4 | 90.4 |
| CRF-RNN | 76.4 | 81.5 | 79.7 | 79.9 | 73.3 | 78.4 | 90.4 |
| CTNet | 76.4 | 81.5 | 79.7 | 79.9 | 73.3 | 78.4 | 90.4 |

mIoU: 62.2 71.6 72.0 72.5 73.2 74.1 75.3 82.2 82.5 82.6 82.6 82.7 82.9 84.0 84.2 84.2 84.3 84.4 85.3
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