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Abstract—Autonomous ultrasound (US) acquisition is an important yet challenging task, as it involves interpretation of the highly complex and variable images and their spatial relationships. In this work, we propose a deep reinforcement learning framework to autonomously control the 6-D pose of a virtual US probe based on real-time image feedback to navigate towards the standard scan planes under the restrictions in real-world US scans. Furthermore, we propose a confidence-based approach to encode the optimization of image quality in the learning process. We validate our method in a simulation environment built with real-world data collected in the US imaging of the spine. Experimental results demonstrate that our method can perform reproducible US probe navigation towards the standard scan plane with an accuracy of 4.91 mm/4.65° in the intra-patient setting, and accomplish the task in the intra- and inter-patient settings with a success rate of 92% and 46%, respectively. The results also show that the introduction of image quality optimization in our method can effectively improve the navigation performance.

Index Terms—Autonomous Ultrasound Acquisition, Deep Reinforcement Learning, Image Quality Optimization.

I. INTRODUCTION

Due to the advantages of portability, non-invasiveness, low cost and real-time capabilities over other imaging techniques, ultrasound (US) imaging has been widely accepted as both a diagnostic and a therapeutic tool in various medical disciplines [1]. However, US acquisition in current clinical procedures requires specialized personnel to manually navigate the probe towards the correct imaging plane, which is very time-consuming and the imaging quality is highly dependent on the sonographer. Moreover, the heavy workload has been exposing the sonographers to health risks such as work-related musculoskeletal disorders [2][3]. Therefore, an automation of the US scanning process holds great promise for reducing the heavy workload of sonographers, shortening the examination time, yielding high-quality, standardized and operator-independent imaging results, and improving access to care in remote or rural communities.

Over the past few decades, the advances in robotic US acquisitions have demonstrated the potential of using robots to automatically cover a region of interest in the patient [4][5][6][7]. However, these methods ignore the interpretation of the images and the precise positioning of the probe for visualization of the standard scan planes, which are important imaging planes in clinical US examinations that can clearly show the anatomical structures of the target tissue and contain valuable information for identifying abnormalities or performing biometric measurements [8][9]. Autonomous probe navigation towards the standard scan planes remains a challenging task because it involves interpretation of the highly complex and variable US images acquired during the scan and their spatial relationships.

In recent years, Reinforcement Learning (RL) has achieved superior performance in sequential decision-making problems in many real-life applications such as mobile robot navigation [10]. Inspired by the latest developments in RL-based medical image analysis [11][12], in this work, we propose a deep RL framework for the autonomous US acquisition task, where an agent continuously controls the 6-D pose of a virtual US probe based on the acquired images to
navigate towards the standard scan plane, as shown in Fig. 1. Moreover, we encode the optimization of image quality in the RL framework with a confidence-based approach to improve the navigation performance. The video demonstration can be found at [https://youtu.be/_jcmyAA0WxM](https://youtu.be/_jcmyAA0WxM). The main contributions of this work are as follows:

- We present the first deep RL framework to control the 6-D pose of a virtual US probe based on real-time US image feedback, in order to mimic the decision-making process of sonographers to autonomously navigate towards the standard scan planes.
- Furthermore, based on the ultrasound confidence map [13], we propose a confidence-based method to introduce the optimization of image quality in the learning of navigation strategy. We empirically demonstrate in the experiments that our method can improve the navigation performance.
- A simulation environment is delicately designed and built with real-world US data to simulate the US probe navigation scenario. We take into account several practical requirements in real-world US scans to make the learned navigation policy easier to generalize to real-world applications.

II. RELATED WORK

A number of methods have been proposed to detect the standard scan planes from 3D US volumes. Some methods used CNNs to regress the transformation from the current probe pose to a new pose as $ax + by + cz + d = 0$, and customized an RL agent to learn step-by-step adjustment of the plane parameters to find the standard plane in 3D MRI scans. Dou et al. [16] extended this method for US standard plane detection. However, these methods focus on detecting the planes in the pre-acquired and processed 3D volumes and cannot be directly used to navigate a probe.

Some researchers addressed the probe navigation problem with imitation learning methods such as inverse reinforcement learning [17] and behavioral cloning [18] to learn from expert demonstrations. However, complete and accurate expert demonstrations can be intractable or expensive to obtain in the clinical US scans. Jarosik et al. [19] customized an RL agent to move a virtual probe in a simple and static toy environment, but the real-world probe navigation task is much more complicated and challenging due to the highly variable anatomy among patients. In [20], the researchers used RL to learn cardiac US probe navigation in a simulation environment built with spatially tracked US frames acquired by a sonographer on a grid covering the chest of the patient. Similarly, [21] used 2D images acquired on a grid covering the lower back to train an RL agent to find the sacrum with 2-DOF actions. Since the simulation environments in these grid-based methods are built with 2D US images acquired by a limited number of probe poses, the actions learned by these methods are restricted to the collected data. Also, the pose of the patient relative to the probe is assumed to be static, which is difficult to achieve in real US scanning scenarios.

In addition, prior works [17]–[21] only controls a part of the probe pose based on the image feedback instead of the complete 6-DOF probe pose, and none of these methods consider the influence of image quality on the navigation performance. In this work, we build a simulation environment using 3D US volumes reconstructed from real-world US data covering the region of interest in the patient. Therefore, the agent can arbitrarily change the 6-DOF pose of the virtual probe and the resulting US image can be sampled in the volume. Besides, we adopt a probe-centric action parameterization to relax the requirements for the patient’s pose during the scan, thereby making the learned probe navigation policy easier to generalize to real-world applications. Moreover, we propose a method to take into account the image quality optimization in the learning of navigation strategy.

III. METHODS

A. Reinforcement Learning for Probe Navigation

In this work, we consider the autonomous US acquisition task where a US probe is automatically navigated to obtain an image of the standard scan plane. This problem can be formulated as a sequential decision-making problem in the RL framework, where the agent, in this case a virtual US probe, interacts with the environment, in this case the virtual patient, in a sequence of observations, actions and rewards. We define the RL framework for probe navigation as follows.

1) States: In our environment, the virtual patient is a reconstructed 3D US volume $V$ that covers the region of interest in the patient. We set the virtual US probe as a commonly used 2D probe with a field-of-view of $h \times w$. At time step $t$, the 6-D pose of the probe $\{P\}$ with respect to the world coordinate frame $\{W\}$ can be described by a spatial transformation matrix $pT_t$, which uniquely determines the probe’s position $p_t = \{p_x, p_y, p_z\}$ and orientation $q_t = \{q_x, q_y, q_z, q_w\}$ (represented with a quaternion). As shown in Fig. 1 (a), assuming that the $yz$ plane of the probe is aligned with the image plane, then the 2D US image of size $h \times w$ acquired with the current probe pose can be sampled from the patient $I_t \leftarrow sample(V, p_t, q_t)$. The goal probe pose is $(p_g, q_g)$, corresponding to the standard plane image $I_g \leftarrow sample(V, p_g, q_g)$. We consider the visual navigation task as partially observed, where the goal and the probe pose in the world coordinate system are unobservable, and the agent can only observe the acquired US images. A sequence of $m$ recent images are stacked together as the state $s_t := [I_{t-m+1}, \cdots, I_t]$ to take into account the dynamic information [22].

2) Actions: Based on the observation at time step $t$, the agent takes an action selected by its policy $\pi$: $s_t \mapsto a_t$. Basically, we define the navigation action as a transform operator in the probe frame $a_t := pT_t$ that transforms the current probe pose to a new pose as $WpT_{t+1} = WpT_t \cdot pT_t$.

$$WpT_{t+1} = WpT_t \cdot pT_t \quad (1)$$
Different from [20][21] which represent the actions in the world coordinate frame, we adopt a probe-centric action parameterization to relax the restrictions on the patient’s actual pose in the world. We only require the coronal plane of the patient to be roughly parallel to the horizontal plane (xy plane of \{\mathcal{W}\}). As shown in Fig. 1 (c), 10 discrete actions related with 5 DOFs of the probe are used, namely, 4 actions to translate a certain distance \( \pm \Delta \text{step} \) along the probe’s \( x \) and \( y \) axes and 6 actions to rotate a certain angle \( \pm \Delta \theta \text{step} \) around the probe’s \( x \), \( y \), \( z \) axes, respectively. Since we use the height of the probe to track the patient surface (which will be explained in 3)), we slightly modify the 4 translational movement actions to translation along the projections of the probe’s \( x \), \( y \) axes on the horizontal plane \( x’, y’ \).

Similar to [11][12], we use hierarchical action steps to search for the plane in a coarse-to-fine manner. Specifically, a total of 5 step sizes are used. The action step is initialized as \( \Delta \text{step} = 5mm \) and \( \Delta \theta \text{step} = 5^\circ \), and a buffer is used to store 30 historical poses \([\{p_{t-29}, q_{t-29}\}, \cdots, \{p_t, q_t\}]\). If 3 pair-wise Euclidean distances between the historical poses are less than a threshold 0.01, the agent is considered to have converged to a pose and the action step will be reduced by 1 unit until it becomes zero.

3) State transition under restrictions: If there are no restrictions, the probe pose can be updated according to the selected action as in the previous work [19][20][21]. Here, we instead consider two requirements for the probe pose in real-world US scans: i) the contact between the probe and the patient surface should be maintained to ensure sufficient acoustic coupling, and ii) the tilt angle of the probe should be limited to ensure the comfort and safety of the patient.

To this end, we first update the horizontal position of the probe \((p_x, p_y)\) using \( \mathbb{I} \), and use the \( z \)-coordinate of the probe to track the patient surface \( p_z \leftarrow \text{surface}(p_x, p_y) \), as shown in Fig. 1 (d). In order to extract the surface equation \( z = \text{surface}(x, y) \), for each pair of \((x, y)\) in the volume \( \mathcal{V} \), we approximate the surface point as the point with the largest \( z \)-coordinate whose gray value is not zero. Note that this intensity-based method is only used to estimate the patient surface in our simulation. In real-world applications, the patient surface can be extracted in real time based on data obtained with external sensors such as an RGB-D camera [5][6]. Second, after the new probe orientation is given by \( \mathbb{I} \), the resulting tilt angle of the probe (i.e., angle between the \( z \)-axis of the probe \( \mathbb{Z}_p \) and the \( z \)-direction of \( \{\mathcal{W}\} \)) is \( \beta = \arccos(z_p^T[0, 0, -1]) = \arccos(-\frac{1}{3}T_{t+1}(3, 3)) \). We restrict the tilt angle to be smaller than \( 30^\circ \). If \( \beta > 30^\circ \), the probe orientation will not be updated. After the new probe pose \( p_{t+1}, q_{t+1} \) is obtained under the above restrictions, a new US image \( \mathcal{I}_{t+1} \) can be acquired, and the observation is updated to \( s_{t+1} \).

4) Reward function: In our probe navigation task, the reward function should be designed to encourage the agent to move towards the goal. Instead of simply classifying the results of actions as moving closer to or further away from the goal and assigning corresponding rewards [11][20][21], we design the reward function to be proportional to the amount of pose improvement. At time step \( t \), the distance-to-goal can be measured in position and orientation, respectively:

\[
d_t = \|p_t - p_g\|_2, \quad \theta_t = 2\arccos(\|q_t, q_g\|),
\]

where \( d_t \) is the Euclidean distance between the current positions of the probe and the goal, and \( \theta_t \) is the minimum angle required to rotate from the current probe orientation to the goal orientation. Then, the pose improvement after taking action \( a_t \) normalized with the step size is

\[
\Delta d_t = \frac{d_t - d_{t+1}}{\Delta \text{step}}, \quad \Delta \theta_t = \frac{\theta_t - \theta_{t+1}}{\Delta \theta \text{step}},
\]

where \( \Delta d_t, \Delta \theta_t \in [-1, 1] \).

In addition, we assign a high reward (+10) for task accomplishment (\( d_t \leq 1mm \) and \( \theta_t \leq 1^\circ \)) and add some penalties based on the restrictions of the environment. If the action causes the tilt angle of the probe \( \beta > 30^\circ \), the agent will receive a penalty of \( -0.5 \). If the probe moves outside the patient (the proportion of pixels with non-zero gray value in \( I_t \) is less than 30\%), the agent will get a penalty of \( -1 \). In summary, the reward function (without confidence improvement) is defined as

\[
r_t = \begin{cases} 
-1, & \text{if moving out of } \mathcal{V}; \\
-0.5, & \text{if } \beta > 30^\circ; \\
10, & \text{if reaching goal}; \\
\end{cases}
\]

5) Termination conditions: During training, we terminate an episode when: a) the goal is reached, or b) the number of steps exceeds the maximum limit, or c) the action step is reduced to zero, or d) the probe moves out of the patient. During testing, only the termination conditions b,c,d are used due to the absence of the goal’s true location.

B. Confidence-aware Agent

In clinical US examinations, the sonographer will continuously adjust the probe to obtain clear images while searching for the correct imaging plane, and avoid positions that may cause poor image quality. This motivates us to take into consideration the impact of image quality on the agent’s navigation performance. Similar to [6][23], we evaluate the image quality using the ultrasound confidence map [13], which estimates the pixel-wise confidence in the image based on a random walks framework, as shown in Fig. 1 (e). At time step \( t \), the confidence map \( C_t \leftarrow \text{confMap}(\mathcal{I}_t) \) is computed from the US image, \( C_t(i, j) \in [0, 1] \). Let \( S \) denote the region of interest (ROI) in the image, the quality of the image \( I_t \) can be represented by the average ROI confidence

\[
c_t = \frac{1}{|S|} \sum_{(i, j) \in S} C_t(i, j)
\]

The improvement of image quality after taking action \( a_t \) can be represented by \( \Delta c_t = c_{t+1} - c_t \). We hypothesize that encouraging the improvement of image quality in addition to reducing the distance-to-goal can help the agent learn a better navigation strategy. This has been empirically verified by the
Algorithm 1: SonoRL Training

Input: patient dataset \( D \)
Output: \( Q \)-network
1. Initialize experience replay memory \( E \) with demonstration;
2. Pre-train the network \( Q \) with \( E \);
3. Initialize target network \( \hat{Q} \leftarrow Q \);
4. Initialize steps \( n = 0 \);
5. while steps \( n < N \) do
   6. Sample a patient US volume \( V \) and goal probe pose \( p_g, q_g \) from \( D \);
   7. Extract patient surface \( z = surface(x, y) \);
   8. Initialize time \( t = 0 \), action step \( d_{step}, \theta_{step} \);
   9. Initialize probe pose \( p_t, q_t \) randomly, observe an image \( I_t \leftarrow sample(V, p_t, q_t) \) and initialize observation \( s_t \);
10. Calculate ROI confidence \( c_t \);
11. repeat
   12. Select a random action \( a_t \) with probability \( \epsilon \), otherwise select \( a_t = \arg \max_a Q(s_t, a) \);
   13. Update probe pose under restrictions \( p_{t+1}, q_{t+1} \leftarrow updateProbePose(p_t, q_t, a_t, surface) \);
   14. Observe new image \( I_{t+1} \leftarrow sample(V, p_{t+1}, q_{t+1}) \) and update observation \( s_{t+1} \);
   15. Calculate ROI confidence \( c_{t+1} \);
   16. Calculate reward \( r_t \) by \( 3 \) or \( 6 \);
   17. Store transition \( (s_t, a_t, r_t, s_{t+1}) \) in \( E \);
   18. Update action step \( d_{step}, \theta_{step} \) if needed;
   19. \( t \leftarrow t + 1 \);
   20. \( n \leftarrow n + 1 \);
   21. if \( (n \mod K) = 0 \) then
      22. Sample a minibatch data from \( E \);
      23. Update network \( Q \) by gradient descent;
   24. end
   25. if \( (n \mod C) = 0 \) then
      26. Update target network \( \hat{Q} \leftarrow Q \);
   27. end
12. until Termination condition satisfied;
29. return \( Q \)

C. Deep Q-Network Training

1) Deep Q-Learning Algorithm: In the RL framework, the agent learns to maximize the discounted sum of future rewards \( G_t = r_{t+1} + \gamma r_{t+2} + \gamma^2 r_{t+3} + \cdots + \gamma^{T-t-1} r_T \) where \( \gamma \in (0, 1) \) is a discount factor and \( T \) is the time step when the episode is terminated. The optimal policy \( \pi^* : s_t \mapsto a_t \) is to maximize the expected return

\[
\pi^* = \arg \max_a Q^*(s, a),
\]

\[
Q^*(s, a) = \mathbb{E}_\pi [r(s, a) + \gamma \max_{a'} Q^*(s', a')] \tag{7}
\]

where the optimal state-action value function \( Q^*(s, a) \) is defined as the maximum expected return following any policy \( \pi \) of the \( Q \)-function. During reinforcement learning, the learning rate \( \varepsilon \) decays linearly from 0.5 to 0.1 in the first 100k training steps. The discount factor \( \gamma \) is 0.9. The exploration rate \( \varepsilon \) is set to 0.01 for the first 40k training steps, 0.001 for the next 40k steps, 5e-4 for the next 30k steps, and 1e-4 for the remaining steps.

2) Implementation Details: We adopt the SonoNet-16 [8] architecture initially proposed for US standard plane detection as our Q-network model and remove the final softmax layer (see Fig. 1 (b)). The network is trained every 10 interaction steps with a batch size of 32 using Adam optimizer [24], and the target network is updated every 1k training steps. The discount factor \( \gamma \) is 0.9. The exploration rate \( \varepsilon \) decays linearly from 0.5 to 0.1 in the first 100k interaction steps and stays unchanged for the remaining steps. The experience replay memory has a capacity of 100k and is initialized with 5k demonstration data. During the pre-training phase, 100k demonstration experiences are collected and the network is updated for 10k steps with a learning rate of 0.01. During reinforcement learning, the learning rate is set to 0.01 for the first 40k training steps, 0.001 for the next 40k steps, 5e-4 for the next 30k steps, and 1e-4 for the remaining steps.

Experimental results in Section IV-C. Therefore, we introduce a confidence-aware auxiliary term in the reward function to encode the optimization of image quality in the learning process. As shown in Fig. 1(f), the modified reward function for the confidence-aware agent takes into consideration the improvement of position, orientation and image quality:

\[
r_t = \begin{cases} 
-1, & \text{if moving out of } V; \\
-0.5, & \text{if } \beta > 30^\circ; \\
10, & \text{if reaching goal}; \\
\Delta d_t + \Delta \theta_t + \Delta c_t, & \text{otherwise.}
\end{cases}
\tag{6}
\]

Fig. 2. Illustration of the data acquisition. (a) A robotic US system is used to acquire B-mode US images of the L1-L5 lumbar vertebrae of the volunteers for 3D volume reconstruction. (b) is the visualization of an exemplary data volume in 3D Slicer [25]. (c) illustrates the paramedian sagittal lamina view (PSL) of the spine [9], and (d) shows an image of the PSL plane acquired by a clinician.
IV. EXPERIMENTS

In order to demonstrate the effectiveness of our proposed RL framework, we apply it to the task of US imaging of the spine, to autonomously navigate the probe towards one of the standard scan planes of the spine – the paramedian sagittal lamina view (PSL) [9], as illustrated in Fig. 2(c)(d).

A. Data Acquisition

A total of 41 3D US volumes of the spine that cover the L1-L5 lumbar vertebrae are acquired from 17 healthy male volunteers aged 20 to 26. The average volume size of our dataset is $350 \times 397 \times 274$ and each voxel is $0.5 \times 0.5 \times 0.5 \text{mm}^3$. In order to acquire the data volumes, we built a robotic US system using a KUKA LBR iiwa 7 R800 (KUKA Roboter GmbH, Augsburg, Germany) with a C5-1B convex US transducer mounted at its end-effector and connected to a Wisonic Clover diagnostic US machine (Shenzhen Wisonic Medical Technology Co., Ltd, China), as shown in Fig. 2(a). The volunteers were in a prone position on an examination bed during the scan. Before acquisition, a clinician selected the scanning parameters, applied the coupling gel on the surface of the volunteers and specified the start and end points of the scan. During acquisition, the robot linearly moved the probe from the start point to the end point under Cartesian impedance control. A high stiffness value (2000 N/m) was set in the $xy$ plane and a low stiffness value (50 N/m) was set along the $z$-axis, and an additional force of 5 N was applied in the downward direction to ensure contact between the probe and the patient. The B-mode images and the probe pose measured by the robot were transmitted to a computer for volume reconstruction using a squared distance weighted approach [26]. An exemplary data volume is shown in Fig. 2(b). In addition, the clinician manually navigated the probe towards the PSL plane (see Fig. 2(d)) and the corresponding probe pose was recorded.

B. Simulation Setup

We built a simulation environment in Python for US probe navigation with the SonoRL algorithm. At each time step, the agent observes an image of size $150 \times 150$ and stacks 4 recent frames as the state. The ROI is manually selected with a size of $110 \times 90$. In each episode, the horizontal position of the probe is randomly initialized in the center region $\{(x, y) : x \sim U(0.3W, 0.7W), y \sim U(0.2L, 0.8L)\}$, where $L$, $W$ are the length and width of the data volume, and the initial $z$-coordinate of the probe is determined by the extracted surface. The initial $z$-axis of the probe is aligned with the $-z$ direction of the world frame, and the probe is randomly rotated $\eta \sim U(0, 360^\circ)$ around its $z$-axis. The maximum number of steps in each episode is limited to 120.

C. Quantitative Evaluation

In order to fully evaluate the effectiveness of our method, we consider two different settings: intra-patient and inter-patient. In the intra-patient setting, the model is trained with 33 data volumes obtained from 17 subjects and tested with 8 unseen data volumes obtained from 8 of these subjects. The design of this setting is motivated by the real-world scenario where more than one US acquisition of the same patient is required, such as pre- and post-operative ultrasonography. In the inter-patient setting, the model is trained with 33 data volumes obtained from 14 subjects and tested with 8 data volumes obtained from 3 unseen subjects. This task is more difficult since it requires the learned policy to be generalized to patients with highly variable anatomical structures. The SonoRL agents with and without confidence optimization are refered to as SonoRL w/ conf and SonoRL w/o conf, respectively. Each model is optimized for 160k and 200k iterations in the intra- and inter-patient settings respectively to achieve stable performance.

We first studied the relationship between the SonoRL w/o conf agent’s navigation performance and the improvement of image quality during training, as shown in Fig. 3. In both the intra- and inter-patient settings, as the confidence improvement in each step becomes greater, the pose improvement in each step increases and the final pose error

| Methods           | $\Delta d + \Delta \theta$ | Position error (mm) | Orientation error (°) | SSIM | Success rate | Average number of steps |
|-------------------|-----------------------------|---------------------|-----------------------|------|--------------|-------------------------|
| Intra-observer    |                             | 4.30 ± 1.53         | 3.34 ± 1.60           | 0.68 ± 0.14 | –            | –                       |
| Intra-patient     | SonoRL w/o conf             | 0.34 ± 0.15         | 5.85 ± 6.77           | 13.00 ± 32.20 | 0.66 ± 0.18 | 79% 61                 |
|                   | SonoRL w/ conf              | 0.35 ± 0.13         | 4.91 ± 4.44           | 4.65 ± 2.61 | 0.67 ± 0.21 | 92% 66                 |
| Inter-patient     | SonoRL w/o conf             | 0.16 ± 0.17         | 21.87 ± 15.30         | 39.93 ± 61.04 | 0.43 ± 0.16 | 21% 63                 |
|                   | SonoRL w/ conf              | 0.18 ± 0.17         | 13.93 ± 11.58         | 29.12 ± 51.46 | 0.50 ± 0.23 | 46% 76                 |
image quality, it takes more navigation steps than the trajectory of the agent on the current plane (green), the goal plane (blue), the patient surface (salmon) and the poses of the current probe and the goal. Below it shows the top-view trajectory of the agent on the xy plane (green), and the goal position is indicated by a red star. The current plane image is displayed on the right side of each 3D plot, with the pose and confidence improvement of the current step marked in green (positive) or red (negative). The confidence map below it shows the pixel-wise confidence in the current image with the average confidence in the ROI (yellow rectangle).

Fig. 4. Snapshots of the trajectories of the (a) SonoRL w/o conf and (b) SonoRL w/ conf agents in an intra-patient test case. The 3D plot shows the current plane (green), the goal plane (blue), the patient surface (salmon) and the poses of the current probe and the goal. Below it shows the top-view trajectory of the agent on the xy plane (green), and the goal position is indicated by a red star. The current plane image is displayed on the right side of each 3D plot, with the pose and confidence improvement of the current step marked in green (positive) or red (negative). The confidence map below it shows the pixel-wise confidence in the current image with the average confidence in the ROI (yellow rectangle).

decreases. This indicates that the navigation performance is positively correlated with the improvement of image quality, as predicted in Section III.B. Therefore, although only $\Delta d + \Delta \theta$ is used in the reward function (4), the agent also implicitly learns to increase $\Delta c$ as it gradually learns to correctly navigate the probe.

The quantitative evaluation of the two agents is carried out on 24 random test cases for each setting, including 3 navigation tests on each virtual patient. We compare the performance of the two agents and the intra-observer errors of a human expert in Table I. The metrics include the average pose improvement per step ($\Delta d + \Delta \theta$), the final pose errors, the structural similarity (SSIM) [27] between the final plane image and the goal image, success rate and the average number of steps. The navigation is considered successful if the final pose error is less than $10\text{mm}/10^\circ$.

In the intra-patient setting, the SonoRL agents can successfully accomplish most of the tasks, and the final pose error of the SonoRL w/ conf agent is similar to intra-observer errors, indicating that our method is able to perform reproducible probe navigation on familiar patients. In both settings, as the SonoRL w/ conf agent tends to avoid locations with poor image quality, it takes more navigation steps than the SonoRL w/o conf agent, but achieves higher pose improvement and has a greater chance of successfully reaching the goal. Both agents show a degraded performance in the inter-patient setting, mainly because the task is more difficult and challenging. Nevertheless, the introduction of confidence optimization improves the navigation performance by a large margin, which indicates that the optimization of image quality improves the generalization of the learned policy to highly variable patient anatomy.

D. Qualitative Evaluation

We further compare our methods with and without confidence optimization through qualitative analysis of an intra-patient test case, where the SonoRL w/ conf agent fails to navigate to the goal but the SonoRL w/ conf agent successfully reaches the goal with an accuracy of $1.04\text{mm}/2.18^\circ$. The trajectories of the two agents are visualized in Fig. 4.

As shown in Fig. 4 (a), the SonoRL w/o conf agent greatly reduces the position error in the first 10 steps. However, since the agent is not aware of the degradation of image quality, it blindly chooses actions to reduce the pose error and navigates to a location with poor image quality (step 19, $c = 0.52$). In the remaining steps, the agent is stuck in this place until the end of the navigation (step 43) and fails to reach the goal.

In contrast, the SonoRL w/ conf agent adjusts its orientation in the first 18 steps to improve both the pose and the image quality. Then, the agent gradually approaches the goal in steps 19 to 58 based on the high-quality images, and further fine-tunes its pose in the remaining 21 steps. Since the confidence-aware agent considers both the distance-to-goal and the image quality when making decisions, it may not choose the most aggressive actions to achieve the goal, but will carefully avoid the bad acoustic windows during the navigation. Therefore, it ends up with a relatively longer navigation time and the trajectory appears circuitous (see Fig. 4 (b)). However, this strategy allows the agent to approach the goal more stably because the acquired images are clear and contain key information of the anatomical structures to guide the navigation.

V. CONCLUSIONS

In this paper, we propose a deep RL framework to navigate a virtual US probe towards the standard scan planes, taking into account several practical requirements in real-world US scans. The optimization of image quality is encoded in the learning process through a confidence-based method to improve the navigation performance. As a next step, the methods presented in this paper will be integrated with existing robotic US systems for real-world applications, where additional challenges may need to be tackled. In addition,
we plan to develop a soft end-effector to hold the probe and investigate novel actuation methods such as soft fluidic actuation [28] and magnetic actuation [29][30] for the probe control task to improve the compliance of the system.
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