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ABSTRACT
Singing melody extraction is an important problem in the field of music information retrieval. Existing methods typically rely on frequency-domain representations to estimate the sung frequencies. However, this design does not lead to human-level performance in the perception of melody information for both tone (pitch-class) and octave. In this paper, we propose TONet, a plug-and-play model that improves both tone and octave perceptions by leveraging a novel input representation and a novel network architecture. First, we present an improved input representation, the Tone-CFP, that explicitly groups harmonics via a rearrangement of frequency-bins. Second, we introduce an encoder-decoder architecture that is designed to obtain a salience feature map, a tone feature map, and an octave feature map. Third, we propose a tone-octave fusion mechanism to improve the final salience feature map. Experiments are done to verify the capability of TONet with various baseline backbone models. Our results show that tone-octave fusion with Tone-CFP can significantly improve the singing voice extraction performance across various datasets – with substantial gains in octave and tone accuracy.

Index Terms— Melody Extraction, Tone-Octave Information Fusion, Self-Attention, Tone-CFP

1. INTRODUCTION
Singing melody extraction is an important task in the music information retrieval field. The task is to estimate the fundamental frequency (F0) of the leading singing voice from an audio waveform. Melody extraction has many downstream applications, including music recommendation [1], cover song identification [2], and music generation [3,4]. The presence of background sounds and musical accompaniments of different instruments are interwoven with the leading voice, making this task quite challenging [5]. And one of the challenges is the lacking of representations that isolate the singing melody efficiently.

In order to find such representations, previous works [6, 7, 8, 9], have leveraged the power of deep neural networks, mainly the convolutional neural network (CNN). Also, musical and structural prior knowledge are used to improve the performance. For example, voiced and unvoiced frames can be independently recognized [10] or jointly detected via classification tasks [11]. The relationship between frequencies can be further captured through multi-dilation [12], attention networks [13], or harmonic constant-Q transform (HCQT) [14]. These models no longer rely solely on direct supervision – they also leverage inductive biases in model design.

We focus on two aspects of musical prior knowledge to improve melody extraction. First, current methods are prone to incorrectly predict the tone within the correct octave. We refer to this type of error as a tone error (e.g., mistake A4 as G4 or A#4, etc.). Second, existing methods suffer from octave errors – even in cases where the sung tone is correctly predicted (e.g., mistake A4 as A3 or A5). When the predicted pitch contours are visualized, octave errors are manifest as large jumps in the pitch contours. Based on human auditory research [15], a human can separately perceive a musical note in both tone and octave aspects. This motivates us to explore models that factorize the task into tone and octave prediction problems. Musically, a tone is determined by the harmonic position and distance. An octave is determined by the frequency band where the fundamental frequency (the 1st harmonic) lies. This motivates us to design a representation that allows the networks to capture critical information for tone and octave predictions more directly.

In this paper, we propose the TONet with three contributions. First, based on the combined frequency and periodicity representation (CFP) [8, 10], we propose a new representation, Tone-CFP (TCFP), which rearranges the tonal harmonics into adjacent bins, thus allows a CNN layer to capture harmonic relationships in its receptive field. Secondly, we propose a new scheme that factorizes pitch prediction into separate tone and octave pathways and losses in our neural network architecture. By leveraging self-attention modules [16], we use a salience feature map extracted from CFP and TCFP to predict the tone and the octave, respectively. The final frequency-bin predictions and loss are formed by fusing tone, octave, and salience feature maps. Thirdly, we conduct a comprehensive experiment to show that many existing backbones can be inserted to our plug-and-play TONet to drive melody extraction.

---

1 Code available at https://github.com/RetroCirce/TONet

2 In this paper, we define the term tone as pitch-class (C,C#,D,...,B)
2. PROPOSED MODEL

2.1. Tone-CFP Representation

We follow [10] to employ the CFP representation. It contains three parts: a power-scaled spectrogram, a generalized cepstrum (GC) and a generalized cepstrum of spectrum (GCoS). Due to the local receptive field of CNN, most existing methods [7] [8] [9] [10] cannot capture harmonic relationships well. Musically, harmonics play a huge role in tone perception since the pitches that hold the same tone share similar harmonics. To solve this issue, we extract Tone-CFP by gathering together the CFP frequency bins that belong to the same tone. Formally, for a CFP representation spec, we assume that it has $L$ frequency bins per octave and $F$ bins in total. For the $i$-th frequency bin $spec_i$ in spec, it belongs to the $k$-th non-overlapping set $S_k$ by the following definition:

$$S_k = \{ spec_i | i \equiv k \mod L \}, k = 0, 1, 2, ..., L - 1$$  \hspace{1cm} (1)

After we group all $spec_i$ into different sets, we sort all sets $S$ according to their indexes to obtain the TCFP representation. Logically, TCFP is constructed by rearranging the order of CFP on the frequency axis. Note that this approach can also be applied to other spectrum features (e.g. STFT, CQT, etc.). With this rearrangement, the frequency bins corresponding to the same tone’s harmonics are grouped in the same region. Thus they can be captured by the local receptive field of 2D-CNN kernels. As shown in the top of Figure 1, TCFP has a rough tone (pitch-class) contour in its first layer. Compared with the Chroma feature [12], TCFP has three channels representing different detailed information. Also, it can be seamlessly integrated into the model because it has the same size as the original representation (i.e. CFP).

2.2. The TONet Encoder

As shown in the middle of Figure 1 the TONet encoder is a backbone model container with two parts. One part takes CFP as input, and the other part takes TCFP as input. They do **not** share the same weights and will both independently output a salient feature map of the size $(F + 1, T)$, where $F$ denotes the number of frequency bins, $T$ denotes the number of time frames. An extra one-dimensional feature is added to serve as an independent voiced bottom (or non-melody core) [10] [12] [13]. Then, we concatenate both feature maps from CFP and TCFP as the combined feature map $(T, 2F + 2)$ after the axis permutation. It is passed through the tone decoder and the octave decoder for the next predictive step. Figure 1 shows three possible backbones for the TONet encoder: MCDNN [6], MSNet [10], and FTANet [13]. One advantage of the TONet is that its encoder is not limited to one specific model, which provides flexibility for people to use it with their own models. In the experiment, we will use these three different backbone models to train different TONets and evaluate their improvements.

2.3. The TONet Decoder and Tone-Octave Fusion

As shown in the bottom of Figure 1, the TONet decoder passes the combined salient feature $(T, 2F + 2)$ into two branches: tone decoder and octave decoder. For each branch, we employ the transformer-encoder structure with self-attention modules [16] to capture the temporal dependency of the salient feature. It contains a multi-head self-attention layer, a feed-forward layer, and two normalization layers with residual shortcuts [18]. The absolute positional encoding is embedded with the input as an addition vector to denote the position information of input tokens. Multiple self-attention modules can be connected back and forth for $N$ times. For the hyper-parameters of the transformer, we set the contextual dimensional size $d_k = 1024$ and the multi-head size $h = 8$ in each self-attention layer, where each head vector is of $\frac{1024}{8} = 128$ dimensions. We set the number of modules $N = 2$. After we obtain the contextual representation output $C$, we use fully-connected layers to decode the tone/octave into presence probability maps.

The decoder outputs the predictive maps of tones and octaves, respectively, with the same time frame length $T$. We concatenate the tone map, the octave map, and the previous combined feature map as $(2F + 2 + P + O, T)$ after permutation, where $P, O$ are the numbers of tones and octaves. As depicted in Figure 1, we use a time-axis 1D-CNN layer to process this gathered map into the final output $(F, T)$. The target of this procedure is to integrate the tone and octave information into the final output. The model receives more information of tones and octaves and changes the predictions, acting as an information fusion mechanism. We do not singly
use the prediction of tones and octaves without the original salient map because [10] has proved CFP brings a huge improvement on the performance with its high resolution in the frequency axis. The final loss function is the binary cross entropy with three related variables:

\[ L = BCE(Y'_{tone}, Y_{tone}) + BCE(Y'_{octave}, Y_{octave}) + BCE(Y'_{final}, Y_{final}) \]  

where \( Y' \) is the predictive probability of tone/octave/final map, \( Y \) is the ground truth. The tone/octet ground truth can be obtained mathematically by the 12-Tone Equal Temperament [19] with the standard pitch \( A^4 = 440 \) Hz.

### 3. EXPERIMENTS

#### 3.1. Experimental Setup

We choose three backbone models for the encoder: MCDNN [6], MSNet [10], and FTANet [13]. There are two reasons to choose these three models: (1) they have compatible input and output formats for our encoder, which is a prerequisite of using TONet; and (2) their network structures vary from simple to complex, thus allowing us to explore the TONet’s improvements in different network complexities.

For the training, we choose all 1,000 Chinese karaoke clips from the MIR-1K [3] and 35 vocal tracks from the MedleyDB [20]. For the testing, we select tracks that contains human singing melodies from ADC2004, MIREX05 and a non-overlapping subset of MedleyDB. As a result, 12 clips in ADC2004, 9 clips in MIREX05, and 12 clips in MedleyDB are selected as test sets.

For hyper-parameters of CFP, we use 8,000 Hz sampling rate, 768-sample window size, and 80-sample hop size to compute the basic STFT. The duration of each segment is 1.28 seconds (\( T=128 \)). Then we select the number of CFP frequency bins \( F=360 \), with 60 bins per octave and 6 octaves in total. The start and stop frequencies are 32.5 Hz and 2,050 Hz (from \( C1 \) to \( B6 \)). The number of tone classes is 13 with 12 tones (C, C#, ..., B) and one non-melody class (\( P=13 \)). The number of octave classes is 7 with 6 octaves and one non-melody class (\( O=7 \)).

For hyper-parameters of the backbone models, we adjust some parameters to fit our settings. For MCDNN, we change the input feature from spectrogram to CFP/TCFP to make it consistent with MSNet and FTANet. In MSNet and FTANet, we set three max-pool/max-unpool kernels as (4 \( \times \) 1), (3 \( \times \) 1), (6 \( \times \) 1). The setting of the TONet decoder is mentioned in section 2.3. The kernel size of the 1D-CNN before the TONet’s final output is 5 with the padding 2.

Our model is trained and tested in NVIDIA RTX 2080Ti GPUs. All models are implemented in Pytorch. For trainable parameters update, the Adam optimizer [21] is used with a learning rate of 0.0001 and a batch size of 16. We use the following metrics for performance evaluation: overall accuracy (OA), raw pitch accuracy (RPA), raw chroma accuracy (RCA), voicing recall (VR) and voicing false alarm (VFA) from mir_eval library [22]. In the literature [23], OA is often considered more important than other metrics.

#### 3.2. Ablation Study

As shown in Table 1, we conduct four ablations with different superscripts by following a paradigm on verifying each component’s effectiveness. First, since the TONet uses two backbones in the encoder, we firstly only use the TONet’s encoder and feed two same CFPs into it to make the parameter size equal (as \( D \)). Then, we replace one CFP input with TCFP but still without the decoder to test only the effectiveness of TCFP (as \( TC \)). And we add the tone-octave decoder but remove the TCFP encoder branch to test only the effectiveness of tone-octave fusion (as \( F \)). Finally, the \( TO- \) model is the full TONet with the corresponding backbone.

Due to the page limit, we select ADC2004 and MIREX05 as the datasets for ablation studies, and the MedleyDB test set is evaluated in the following experiment. We only shows the RPA, RCA and OA as the most relevant metrics for ablation studies. Additionally, since we leverage the TONet to reduce the octave errors, we provide another new metric called raw octave accuracy (ROA) to measure only the octave accuracy of each prediction regardless of tone errors. Note that similar to RCA, unvoiced frames will also not be calculated in ROA.

From Table 1, we make three observations. First, we compare \( TC \)-ablation with \( D \)-ablation models in MSNet and FTANet. Most RCAs have increased by 1.5-3%, indicating that the structure of grouping harmonics in TCFP helps reduce the tone error. However, in MCDNN, TCFP hardly brings any improvement. The reason behind it is that MCDNN does not use the CNN layer, thus there is no local receptive field. TCFP and CFP make no difference to MCDNN. Secondly, we compare \( F \)-ablation with the orig-

| Datasets | ADC 2004 | MIREX 05 |
|----------|----------|----------|
| Metrics | RPA | RCA | ROA | OA | RPA | RCA | ROA | OA |
| MCDNN | 61.6 | 63.1 | 62.6 | 66.4 | 64.1 | 64.4 | 65.2 | 75.4 |
| MCDNN\textsuperscript{D} | 62.6 | 63.8 | 63.8 | 68.2 | 65.6 | 66.1 | 67.1 | 76.2 |
| MCDNN\textsuperscript{TC} | 62.9 | 63.6 | 63.6 | 67.5 | 65.1 | 65.5 | 66.6 | 75.7 |
| MCDNN\textsuperscript{F} | 69.9 | 73.2 | 78.8 | 70.8 | 74.1 | 74.6 | 78.4 | 78.8 |
| TO-MCDNN | 71.5 | 73.7 | 81.7 | 72.8 | 73.1 | 73.3 | 77.7 | 78.9 |
| MSNet | 76.4 | 76.9 | 82.6 | 79.0 | 76.7 | 76.9 | 81.4 | 81.7 |
| MSNet\textsuperscript{D} | 75.8 | 76.6 | 82.4 | 78.0 | 78.0 | 78.2 | 83.1 | 82.6 |
| MSNet\textsuperscript{TC} | 77.3 | 78.1 | 85.4 | 78.3 | 79.1 | 79.4 | 83.6 | 83.1 |
| MSNet\textsuperscript{F} | 80.8 | 81.1 | 90.2 | 81.2 | 81.0 | 81.1 | 86.8 | 84.3 |
| TO-MSNet | 82.6 | 82.9 | 89.4 | 82.6 | 82.5 | 82.8 | 88.1 | 85.3 |
| FTANet | 76.3 | 76.5 | 81.6 | 77.4 | 77.8 | 77.8 | 82.5 | 84.4 |
| FTANet\textsuperscript{D} | 74.7 | 74.8 | 82.1 | 78.2 | 79.5 | 79.6 | 83.6 | 84.3 |
| FTANet\textsuperscript{TC} | 76.3 | 76.4 | 80.4 | 78.8 | 80.0 | 80.2 | 84.9 | 84.7 |
| FTANet\textsuperscript{F} | 78.5 | 78.6 | 86.1 | 80.2 | 83.4 | 83.6 | 89.0 | 84.9 |
| TO-FTANet | 80.1 | 80.4 | 86.1 | 82.3 | 83.8 | 84.0 | 89.7 | 86.6 |
Table 2: The comprehensive results of TONet and benchmark models on three datasets (test sets).

| Dataset     | Metrics | VR | VFA | RPA | RCA | OA |
|-------------|---------|----|-----|-----|-----|----|
| ADC 2004    | MCDNN   | 65.0 | 10.5 | 61.6 | 63.1 | 66.4 |
|             | MSNet   | 84.7 | 9.6  | 76.4 | 76.9 | 79.0 |
|             | FTANet  | 83.2 | 13.3 | 76.3 | 76.5 | 77.4 |
|             | DSM     | 89.2 | 51.3 | 75.4 | 77.6 | 69.8 |
|             | TONet   | 91.8 | 17.1 | 82.6 | 82.9 | 82.6 |
| MIREX 05    | MCDNN   | 66.5 | 4.6  | 64.1 | 64.4 | 75.4 |
|             | MSNet   | 83.6 | 9.4  | 76.7 | 76.9 | 81.7 |
|             | FTANet  | 83.9 | 5.2  | 77.8 | 77.8 | 84.4 |
|             | DSM     | 91.4 | 45.3 | 75.7 | 77.0 | 68.4 |
|             | TONet   | 91.6 | 8.5  | 83.8 | 84.0 | 86.6 |
| MEDLEY DB   | MCDNN   | 37.4 | 5.3  | 34.2 | 35.3 | 62.3 |
|             | MSNet   | 53.8 | 12.4 | 47.2 | 48.4 | 66.9 |
|             | FTANet  | 60.4 | 10.1 | 54.4 | 55.2 | 71.4 |
|             | DSM     | 86.6 | 44.3 | 70.2 | 72.4 | 64.8 |
|             | TONet   | 64.2 | 12.5 | 56.6 | 58.0 | 71.6 |

Fig. 2: Visualization of singing melody extraction results on two opera songs using TO-MSNet and MSNet.

3.3. Comprehensive Performance Comparison

The clearer results with five standard metrics among TONets and benchmark models are listed in Table 2. We select the best model among TO-MCDNN, TO-FTANet, and TO-MSNet as the final TONet. We also compared TONet with the Deep Salience Model (DSM) [14], which also adopts a harmonic related representation HCQT to improve its performance. Our proposed TONets achieve the best performances on ADC2004 and MIREX05 except VFA. However, in the MedleyDB test set, our model has lower VR, RPA and RCA than DSM. On the one hand, it shows the stronger ability of HCQT in DSM to capture the harmonic and related features in the MedleyDB songs. On the other hand, we find that most CFP-based melody extractors [10, 13] do not generalize well in the MedleyDB as with low RPA and RCA. We leave this discovery of different audio features in TONet as a future work.

4. CONCLUSION

In this paper, we proposed a novel Tone-Octave network that divides the traditional musical note into tone and octave representations and utilizes them to improve the singing melody extraction results. With our proposed tone-octave fusion mechanism and Tone-CFP, tone errors and octave errors are reduced and self-attention modules has indeed improved the performance of the model. Experimental results of three different backbones show that the TONet achieves promising results on three public datasets. Furthermore, TONet is proposed as a plug-and-play framework for researchers to test and optimize additional models. In the future work, we will focus on validating TONet on more datasets and devising more solid audio features (e.g., music/audio embedding in other tasks [24, 25]) to be used in TONet.
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