A Cloud-Enabled Application Framework for Simulating Regional-Scale Impacts of Natural Hazards on the Built Environment
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With the goal to facilitate evaluation and mitigation of the risks from natural hazards, the Natural Hazards Engineering Research Infrastructure's Computational Modeling, and Simulation Center (NHERI SimCenter) is developing computational workflows for regional hazard simulations. These simulations enable research to combine detailed assessments of individual facilities with comprehensive regional-scale simulations of natural hazard effects. By integration of multi-fidelity and multi-resolution models to assess natural hazard impacts on buildings, infrastructure systems and other constructed facilities, the approach enables the engineering analysis of public policies and socio-economic impacts. Effective development of platforms for high-resolution regional simulations requires modular workflows that can integrate state-of-the-art models with information technologies and high-performance computing resources. In this paper, the modular architecture of the computational workflow models is described and illustrated through testbed applications to evaluate regional building damage under an earthquake and a hurricane scenario. Developed and disseminated as open-source software on the NHERI DesignSafe Cyberinfrastructure, the computational models and workflows are enabling multi-disciplinary collaboration on research to mitigate the effects of natural hazard disasters.
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INTRODUCTION

Much of the world's population lives in regions susceptible to earthquakes, tropical cyclones (hurricanes) or other natural hazards, where the risks are exacerbated by buildings and aging civil infrastructure that often are not designed to resist the hazards. These conditions, combined with the lack of information and technologies to characterize the performance of buildings and infrastructure, present enormous challenges for planning, design and management of communities that are resilient to natural hazards. Important decisions are often made in the absence of quantitative analyses about how communities will be impacted by natural hazards and how best
to mitigate their devastating effects. While knowledge and data gained through field observations and experiments are fundamental to addressing these challenges, computational simulations are an essential component of the science and engineering needed to evaluate and mitigate the potential devastating effects of natural hazards.

Over the past decade, many reports have been developed that outline research needs and challenges to address the risks posed to society from natural hazards (e.g., DHS, 2010; Fenves et al., 2011; NIST, 2014, 2017). The recently published National Hazards Engineering Research Infrastructure Science Plan (NHERI, 2020) outlines three grand challenges and five research questions, all of which depend on integration of data and models through computational simulations. Specifically, simulations are critical to (1) characterize natural hazard phenomena, (2) evaluate their damaging effects on buildings, civil infrastructure and other physical assets, (3) quantify the socio-economic consequences of this damage, and (4) evaluate the effectiveness of alternative strategies to mitigate and recover from the damage. Each of these components entail simulations at varying scales, from detailed analyses of localized response of individual buildings or infrastructure components to multi-scale analyses of regionally distributed communities and infrastructure systems. The challenges are multi-disciplinary and require development and management of large datasets to translate data and analysis results between the modules.

The NHERI SimCenter was established by the National Science Foundation (NSF) to develop computational software tools that support research and education in natural hazards engineering. This paper describes the background and details of the SimCenter’s ongoing development of computational workflows to integrate software applications for simulating earthquake and hurricane effects on communities. The computational workflows are illustrated in two testbed applications to quantify the effects of an earthquake and a hurricane over urban regions.

PERFORMANCE-BASED ENGINEERING FRAMEWORK

The SimCenter’s computational framework for natural hazards engineering leverages foundational advancements in performance-based engineering to integrate models and data from the physical sciences, engineering, and social sciences to evaluate and design strategies to create resilient communities. The performance-based approach aims to take full advantage of advances in computational modeling of earthquakes and storms and their damaging effects on buildings, transportation and utility infrastructure, and other constructed facilities.

Modern approaches to performance-based engineering for natural hazards trace back about 25 years to work in earthquake engineering risk assessment and rehabilitation. Two significant early milestones were the publication of the FEMA 273 NHERP Guidelines for the Seismic Rehabilitation of Buildings (FEMA, 1997) and the first release of the HAZUS software for regional earthquake risk assessment in 1997 (Kircher et al., 2006; Schneider and Schauer, 2006). Subsequently, FEMA 273 has evolved into the ASCE 41 standard for seismic evaluation and retrofit of buildings (ASCE, 2017), and HAZUS has been expanded to assess regional risks from floods, hurricanes and other hazards (Vickery et al., 2006; FEMA, 2018a). The FEMA P-58 Seismic Performance Assessment of Buildings guidelines (FEMA, 2018b), which leverages research by the Pacific Earthquake Engineering Research (PEER) center and other groups, established a comprehensive methodology with explicit damage and consequence models that rigorously incorporate uncertainties in earthquake hazards and their damaging effects (Moehle and Deierlein, 2004; Krawinkler and Miranda, 2004). Continuing efforts are underway to improve and extend comprehensive performance-based methods for the design and assessment of facilities to hurricanes, tsunamis and other hazards (e.g., Barbato et al., 2013; Lange et al., 2014; Bernardini et al., 2015; Attary et al., 2017; Ouyang and Spence, 2020).

The basic framework of performance-based engineering for natural hazards is illustrated in Figure 1. This figure was originally developed for earthquake engineering design, but the concept is generally applicable to other natural hazards. Moving from left to right, the process begins with the definition of a constructed facility, based on its design features and location. The next steps are to perform (1) a hazard analysis to characterize the hazard effects (e.g., earthquake ground shaking) that the facility is subjected to, (2) structural analyses to assess the response of the facility to the hazard, (3) damage analyses to quantify damage to facility components associated with the imposed deformations and forces, and (4) consequence analyses to evaluate the resulting risks to life safety, economic losses, and downtime. Input and output variables from each stage of the assessment are clearly defined as part of an underlying probabilistic formulation to propagate statistical data through the analyses. The resulting performance data inform decisions about the design and/or risk management of the facility.

Historically, methods for regional risk assessment (e.g., HAZUS) and performance-based design (e.g., FEMA P-58) were developed independently, where the former relied on simplified damage and loss models to assess large inventories of facilities, and the latter focused on detailed analyses of individual facilities. This evolution reflected both the primary goals of the methods and the capabilities of computational modeling technologies to perform the analyses. With modern high-performance computing systems, information technologies, and high-fidelity models, the assessment methods are converging to permit high-resolution simulations of regional models. In the SimCenter’s framework, high-resolution multi-fidelity regional analyses are facilitated by cloud-enabled high-performance computing and informational technologies to create computational workflows.

COMPUTATIONAL MODELING AND INFORMATION TECHNOLOGIES

Theory and experimentation have long been regarded as the two fundamental pillars of science and engineering. With the advent of high-performance computing and information
technologies, computational and data-enabled science has become a third pillar. Numerical simulations are now used to both validate theory and inform experimentation. Validated numerical applications are routinely used to simulate the behavior of configurations that cannot be physically tested, e.g., extending data from laboratory experiments of structural components to enable simulation of buildings or simulating the response of communities experiencing regionally distributed natural hazard effects.

High-resolution simulations are now enabled by parallel computers and cloud computing resources. Parallel computing allows simulations to run faster as they utilize many processing cores of one or multiple CPUs on dedicated high performance parallel computers such as those available through NSF’s Extreme Science and Engineering Discovery Environment (XSEDE), e.g., the TACC Frontera system (TACC, 2020). The research capabilities of advanced computing resources is further enabled by cloud-based information systems, which provide links to data from experiments, observation, and sensors. Such data is available through the DesignSafe Data Depot and other sources accessible through the World Wide Web.

For natural hazards engineering research, the data is diverse, dynamic, distributed and extensive. While manual gathering and processing of small data sets is possible, the overwhelming proliferation of data can inhibit its use. To help address this, the SimCenter provides a series of applications (SimCenter, 2020) that enable researchers to integrate online data and cloud computing resources. These applications perform their simulations using scientific workflows, which link together software applications, databases, and software libraries (Deelman et al., 2015). The basic concept is illustrated in Figure 2, where each puzzle piece represents a component of the hazard simulation that is encapsulated using pre- and post-processors to facilitate data transfer between modules. An example of such a workflow is an application (Zsarnóczay et al., 2019) that automates a FEMA P-58 type performance assessment of a building model by (1) querying the PEER NGA database server for a selection of ground motion records, (2) simulating the non-linear dynamic response of the building to the selected records using a high performance computer, (3) performing a FEMA P-58 damage and loss evaluation, incorporating the latest FEMA P-58 fragilities obtained from the web (ATC, 2020b), and (4) displaying the results to the user in graphical or tabular form. This workflow for a single building can be integrated into a workflow for detailed regional simulation of communities with large inventories of buildings. Examples of two regional simulations are presented later in the paper for an earthquake and a hurricane scenario.

The SimCenter’s strategy for studying the effects of natural hazard from individual facilities to regional simulation is through the creation of an application framework for scientific workflow systems. Scientific workflow systems are applications that enable users to build, launch, and monitor scientific workflows. Referring to the jigsaw representation of a workflow shown in Figure 2, the framework allows users to (1) select from different applications for each jigsaw piece, (2) build their workflow, and (3) then launch and monitor the running workflow. When running the workflow, the system will launch the individual applications and pass the needed input and output data between the applications. The application framework is designed to be modular and extensible, such that researchers can introduce their preferred application for any step in the process. This functionality is achieved by standardizing the flow of information through the definition of standard interfaces. To facilitate the introduction of user-supplied workflow components, we have developed templates for pre- and post-processing links into the workflow. Included are links to databases that support the workflow, along with modules that provide routines for uncertainty quantification. Thus, new software components can be conveniently added or reconfigured by creating new pre- and post-processing links. The overall aim is to leverage existing and newly developed user-specified software by providing the ability to reconfigure and tailor the workflow tools to address specific disaster research inquiries.

In contrast to general purpose scientific workflow systems, e.g., Taverna (Oinn et al., 2003), Galaxy (Goecks et al., 2010), and Pegasus (Deelman et al., 2015), the SimCenter workflows are constrained and optimized for a limited number of applications that are systematically assembled for natural hazards engineering. The workflow architecture is aimed at facilitating use and reuse...
of workflows by a broad range of natural hazards engineering researchers with varying levels of software skills. Some of the SimCenter applications employ simpler workflows that address only specific portions of the natural hazards application framework, whereas others encompass comprehensive regional simulation systems, include asset inventories, advanced loading options for earthquake and hurricane scenarios, fragility curves from HAZUS and FEMA P-58, supporting databases, and tools for uncertainty quantification. To facilitate use, reuse, and further development by researchers in natural hazards engineering, the software systems and workflows are designed following a best practice guide for workflows (Hettne et al., 2012), including: (1) modularity with clear interfaces to facilitate adaptation and extension, (2) well defined and visualizable outputs, (3) thorough testing and verification, (4) documentation with examples of data input and output, and (5) utilization of stable service providers (PEER and DesignSafe-CI) that allow the workflows to be readily executed from outside the local computing environment.

COMPONENTS OF REGIONAL SIMULATIONS

The four main components (tasks) of regional natural hazard analyses consist of (1) developing an inventory of the physical assets, such as buildings, transportation systems and components, and utility systems and components, (2) quantifying the characteristics of the natural hazard event (e.g., earthquake ground shaking, hurricane wind flows and storm surge) that can impact the physical assets and the community, (3) assessing the damaging effects of the natural hazard on the physical assets, and (4) evaluating the life-safety risks and other socio-economic consequences of the damage on the affected communities. This last step provides key information to assess disruptions to communities and helps inform planning for recovery, which is key to community resilience. Further details of these four components are outlined below with specific emphasis on earthquakes and hurricanes, which are the current focus of SimCenter developments.

Asset Inventory Development

Within the context of natural hazard risk assessment, the asset inventory encompasses information describing the locations and characteristics of buildings, transportation and infrastructure system components, industrial and port facilities, and other physical assets that are at risk of damage from the natural hazard. Ideally, the asset inventory should include all characteristics of the components necessary to evaluate the impact of the natural hazard effects (e.g., ground shaking, strong wind, storm surge) through response, damage and loss analyses. For example, for buildings subjected to earthquake ground shaking, the inventory should include information on the building height and floor area, building structural system and materials, foundation, façade, interior partitions, mechanical and electrical systems, architectural finishes. Where this information is not explicitly known for every facility in the study region, it can be inferred, using rule-based models and machine learning methods, from the building age, function, and other available characteristics.

Looking beyond the direct damage and losses, the inventory should include information that can facilitate assessment of the asset damage to the community functions and recovery. For buildings this may include information on building occupancy and use, e.g., whether it is a medical facility that is part of a regional hospital network. For network components, this includes information on the component functionality within the overall system, e.g., for water distribution systems this may include data on pipe pressure, pumps, storage, flow capacity, connectivity, etc.

For many assets, the required inventories are not readily available and must be assembled from various data sources. For building inventories, conventional data sources include tax assessor and other publically available property databases created by local and state governments, real estate databases, building permit records, and some specialty databases (e.g., CoreLogic, 2020; Emporis, 2020). For transportation and infrastructure systems, inventory databases are typically maintained by government agencies or private organizations. In some cases, the databases are proprietary, which can limit how the data is accessed, used, and shared.

Automated collection and interpretation of images is another rapidly growing resource for inventory development. This may include images collected by satellites, drones, or crowd sourcing, which may be available through publicly accessible open source or proprietary databases. Emerging machine learning algorithms, coupled with high-performance cloud-based computing, offer unprecedented capabilities for automated image interpretation.
Advanced statistical and artificial intelligence methods can further enhance the capabilities to combine information from multiple data streams.

Regional Hazard Characterization and Modeling

For regional assessments, characterization of the natural hazard typically involves calculating the hazard and its damaging effects for one or more scenario events. While the general concept of the analysis is common to all hazards, the specific details can vary considerably. The following discussion focuses on the effects of earthquakes and hurricanes to illustrate the key concepts and outline implementation details for these hazards.

Earthquake Hazard

Earthquakes are typically characterized by the size of rupture on an earthquake fault, e.g., using moment magnitude, Mw, which is a measure of energy release that depends on the fault mechanism, the rupture area and slip amount, rock strength, and other parameters. The resulting ground shaking in the affected region can be determined through various means. The most conventional approach for this uses ground motion prediction equations (GMPEs) to calculate intensity measures of ground shaking as a function of the earthquake Mw, distance to the fault rupture, site conditions, and other parameters. Typical ground motion intensity measures include peak ground acceleration, velocity, or displacement, spectral (period dependent) acceleration, velocity, or displacement, ground duration, and other measures. Where seismogram time series of ground motions are required for subsequent response and damage analyses, the ground motion time series can be obtained by generating samples from a numerical stochastic model or selecting and scaling historical ground motion recordings that are selected and scaled to match the site intensity measures. For example, one can calculate a target response spectrum using GMPEs and then select and scale recorded ground motions whose response spectra matches the target. The GMPEs used in this approach are the same (or similar) to ones used to create probabilistic seismic hazard maps. However, whereas seismic hazard maps represent a statistical combination of ground motion intensities from multiple earthquake events with various return periods that are independently evaluated for each site, the ground motion realizations used for regional hazard analyses are from one or more distinct earthquake events, where the models preserve the spatial correlation in the variability of earthquake shaking across a region.

An alternative approach to the conventional method using GMPEs is to directly simulate earthquake fault ruptures and the resulting ground motions using mechanistic (physics-based) models, stochastic (statistical) models, or hybrid models that combine mechanistic and stochastic models. Similar to the GMPE approach, the direct simulations begin with a definition of an earthquake fault rupture, which provides input to wave propagation models that directly generate ground motion seismograms. Examples of this direct simulation approach include the Southern California Earthquake Center’s (SCEC) Broadband Platform and Cybershake project (Graves et al., 2011), the Lawrence Livermore National Laboratory’s SW4 simulation platform Petersson and Sjogreen (2017), and the USGS M9 simulations (Frankel et al., 2018). These all employ physics-based methods to simulate the ground motions via the equations of motion for solid materials, including accounting for the local geologic and fault conditions. The main challenges associated with these methods are (1) collecting the data required to characterize the local fault and geologic characteristics (e.g., earthquake basins), and (2) the large computational demands—especially for full 3D models.

The SimCenter applications and workflows support both the traditional GMPE-based approach and the direct simulation approach, where either can provide ground motion seismograms for one or multiple realizations of earthquake events (Mw on a selected fault) for regionally distributed sites. Applications and workflows for the traditional approach employ earthquake hazard information available from USGS data, along with the PEER NGA ground motion database. Applications and workflows for simulated ground motions utilize tools to generate stochastic ground motions, or alternatively, tools to access and select seismograms from databases of pre-simulated earthquake events. The selected seismograms can either be used directly as input for non-linear dynamic analyses of structures (including models of the underlying soils) or to characterize intensity measures (e.g., spectral accelerations) of ground motions as input for analyses or damage models for structures.

Hurricane Wind Hazard

Hurricanes (tropical cyclones) are commonly classified by the Saffir-Simpson scale (category) in terms of 1 min maximum sustained wind speeds. For SimCenter applications, hurricane models have been developed to generate either wind speeds or their time histories, whereby the wind loading effects on buildings and other facilities can be estimated by detailed computational fluid dynamics (CFD) analyses or other simplified methods. Further, Monte Carlo simulations of hurricanes can be carried out using hurricane wind field models, beginning with characterization of the hurricane track parameters that are translated into wind speeds.

Hurricane track parameters

Along the track of a hurricane, the characteristic indicators of the hurricane include the radius of maximum winds (RMW), intensity measures (maximum wind speeds or central pressure difference), shape parameter (Holland-B), sea surface temperature (SST) and track information (initial location, translation speed, and heading). The statistical approaches for characterizing hurricanes include sampling of parameters from probabilistic models that are estimated using an observation database from the National Oceanic and Atmospheric Administration (NOAA). In the NOAA database, the statistical best fit of the empirical track for past hurricanes has been synthesized by data fitting over heterogeneous sources. For example, by utilizing the full track model, the genesis location can be randomly selected from the historical record or generated based on its distribution function (Vickery et al., 2009). Starting from the genesis location, the track is generated by...
features of wind fields simulated in wind tunnels using scaled fluctuations that are consistent with the statistical and spectral characteristics of local hurricane winds may be used to characterize inflows for CFD analyses. To characterize inflows, a two-dimensional slab (height-averaged) model may be utilized (Vickery et al., 2000a). Alternatively, there are efforts to supplement these formulations with semi-empirical analyses informed by the three-dimensional equations of motion (e.g., Kepert, 2011; Snaiki and Wu, 2018). The wind speeds are solved at the gradient height, which are then converted to near-ground heights by the boundary layer wind speed profile given by statistical models in the form of equations or specific values (Vickery et al., 2009). The local terrain in this model scale is accounted for by the surface drag coefficients. Solving these equations is time-consuming, and surrogate models have been developed as an alternative to speed-up the computations (Vickery et al., 2000a,b).

By carrying out the above simulation for multiple realizations, the statistical characteristics of local hurricane winds may be determined (for example, the cumulative probability distribution of wind speeds), which together with the turbulence characteristics of hurricane winds can be used as the input for the ensuing analysis. Examples of software platforms that apply these methods include Weather Research and Forecasting (WRF) (Davis et al., 2008), HAZUS (Vickery et al., 2006), and the Florida Public Hurricane Loss Model (Hamid et al., 2010).

In the current SimCenter application tools, there are several possible approaches for characterizing the wind hazard. One approach provides access to the simplified (and quick to determine) wind speeds from the ASCE 7-16 (ASCE, 2016) maps with different mean recurrence times that is available through an API to the Applied Technology Council hazards website (ATC, 2020a). For more detailed site-specific studies, the SimCenter supports tools for implementing the Monte Carlo based scheme, described previously, to simulate the reference level winds for different recurrence intervals. The use of surrogate models based on established storm parameters can expedite the estimation of these wind speeds. These wind speeds can be used with simplified models to determine wind pressures or as direct input to damage and loss functions. Alternatively, the wind speed histories, along with the terrain consistent features of atmospheric flow prescribed in standards or derived from data-driven models of specific storms, can be used to characterize inflows for CFD analyses. To characterize the inflow conditions for CFD computations, the SimCenter has developed an application, called TinF (Turbulence Inflow, Mackenzie-Helnwein et al., 2019), to simulate wind velocity fluctuations that are consistent with the statistical and spectral features of wind fields simulated in wind tunnels using scaled roughness blocks and barriers in advance of the location of the target structure under study.

For more advanced studies, a nested multi-scale simulation involving the three-dimensional equations of motion for the atmosphere would better represent a hurricane wind field at multiple scales, i.e., from large scales down to building scales by wrapping WRF type models around Large Eddy Simulations (LES) for assessing loads on buildings and their response to tropical storm winds. This level of advanced workflow and their software implementation is not directly part of the SimCenter workflow applications. However, similar to physics-based earthquake simulations, the SimCenter workflows can be adapted to ingest simulated wind histories, which are developed by advanced three-dimensional simulations that are run outside of the SimCenter applications.

Hurricane Surge Hazard
The computational simulations of storm surge hazards require: (1) the hurricane wind field to drive the model; (2) the topography and bathymetry along the coastline; and (3) the land use/land cover data for the simulation of wave run up on shore. The coupling of a storm surge, nearshore wave, and wave run-up will yield geospatially-distributed time-dependent responses, which typically describe the mean water elevation, max water elevation, max water depth, and significant wave height (or limit of moderate wave action). Such responses can be generated either by a high-fidelity model or a surrogate model tuned to a database of results from these models.

Storm surge heights and inundation
Numerical models for storm-surge simulations are typically based on single-layer-depth averaged differential equations describing fluid motion driven by storm winds. The available numerical models differ in their computational solution strategies, which have implications on the spatial and temporal resolution of the simulations, the required computational resources and runtimes, and the required input data and model parameters. Generally, these models capture the amplitude of long-period, gravity waves, but they do not simulate short-period wave effects. Typical models include, for example, Sea, Lake and Overland Surge from Hurricanes (SLOSH), which solves equations using local grids; ADVanced CIRCulation (ADCIRC), which is commonly regarded as the state-of-the-art in coastal storm-surge simulation and capable of providing significantly more accurate simulations than methods based on SLOSH (Resio and Westerink, 2008); and GEOCLAW, which lies between SLOSH and ADCIRC in terms of modeling resolution and computational cost (Mandli et al., 2016).

Nearshore wave models
To simulate local wave effects, in addition to the long-wave surge heights, ADCIRC simulations have been coupled with different nearshore wave models, such as Simulating Waves Nearshore (SWAN), which computes random short-crested wind-generated waves in coastal regions and inland waters (Kennedy et al., 2012); or Steady-State Spectral Wave model (STWAVE, Smith et al., 2001), which is a steady-state finite difference spectral model for
nearshore wind-wave growth and propagation based on the wave action balance equation.

**Wave run up overland**

Supplementary wave run-up simulations are required to capture the interaction of waves with the shoreline and any coastal protective features along coastal transects. To this end, inputs from the nearshore wave models can be fed into a one-dimensional Boussinesq model, executed at the pre-selected transects to estimate the wave run-up overland (Demirbilek et al., 2009). Wave run-up calculations are executed at transect locations generally selected by segmenting the defined coastline in the areas of interest and selecting the transect density proportional to computational demand.

**Surrogate modeling**

In lieu of repeated high-fidelity simulations (e.g., ADCIRC plus STWAVE/SWAN analyses), surrogate models can provide a simplified description of a storm scenario based on a small number of model parameters corresponding to its characteristics at landfall (i.e., those parameters depicted in the hurricane wind field model). The scenarios in the database of high-fidelity simulation results are then parameterized according to the surrogate model parameter vector to create an input-output training dataset. The surrogate model is then built to approximate this input-output relationship using a Kriging metamodel coupled with Principal Component Analysis (Jia and Taflanidis, 2013). Subsequently, surrogate models can be used to efficiently generate storms and their attendant features for risk and impact assessments of coastal regions.

**Response, Damage, and Consequence Modeling**

Performance assessment of inventory assets (i.e., buildings, bridges, utility infrastructures, etc.) can follow one of several approaches, depending on the desired resolution and available information and tools for the assessment. Shown in Figure 3 is an illustration of three alternative modeling approaches for evaluating asset performance. Path I in the figure represents cases where a single vulnerability function is used to determine one or more decision variables for an asset type directly from the hazard intensity measure. This path is employed in HAZUS and other similar tools for wind events, where, for example, building loss ratios are directly related to hurricane wind speeds. The Path I vulnerability curves typically distinguish between asset types based on general characteristics, age, and condition (e.g., single-family 1–2 story wood frame house, construction date, good condition). Path II uses two layers of functions, where the first (fragility) function relates hazard intensity to asset damage, and the second (consequence) function relates the damage state to the decision variable. This approach is also available in HAZUS to assess damage and loss for seismic events. Path III, the most refined approach, is employed in the FEMA P-58 method for seismic performance assessment of buildings. In FEMA P-58, a non-linear structural analysis (or an alternate empirical function) is used to calculate so-called engineering demand parameters, such as lateral drifts, accelerations, or internal forces, that are induced by earthquake ground motions. Component fragility functions are then used to relate the engineering demands to damage, which define the input to consequence functions to evaluate the associated replacement or repair measures for each component. The component level consequences are then aggregated to determine the decision variable(s) for the complete facility.

In concept, any of the three paths outlined in Figure 3 can be adapted to evaluate the performance of practically any type of asset (i.e., buildings, transportation or lifeline components) to any natural hazard, although the details of the models and calculations can vary significantly. Moreover, since each asset is evaluated independently, alternative paths can be used for the various assets in the inventory. For example, detailed (Path III) analyses could be used for unique assets whose performance is vital to the community (e.g., tall buildings, hospitals, major bridges, power plants) while the less detailed Path I analyses could be used for assets for which simpler damage-prediction models are adequate (e.g., single-family homes, roads and highway overpasses, utility substations).

Where individual assets are part of a larger network, another layer of analysis and assessment is required to evaluate the performance of the network. For example, within a potable water network, the functionality of the network to deliver water will depend on the damage and repair times for individual pipe segments, storage tanks, pump stations, etc. Similarly, the performance of a transportation network will depend on the damage and repair of individual bridges, roadway segments, and interchanges between systems. In many cases, the network system analyses can be carried out using the same software that is used to simulate standard service functionality of the system, provided that the reduced functional state of the components and the boundary conditions (e.g., post-event transportation demands) are adjusted to reflect the natural hazard effects.

**Recovery Modeling**

To assess and promote resilience to natural hazards, a final stage in the assessment is to understand and quantify the recovery from natural hazard disasters. This is important to more fully appreciate how disasters can affect communities and to develop strategies to promote recovery and, thereby, minimize the long-term effects of natural disasters. While the asset damage and estimated repair/replacement costs and time are important input data, recovery modeling goes beyond this to evaluate availability and management of resources and many other socio-economic factors that can impede or otherwise influence the recovery process. For recovery of individual buildings and infrastructure systems, some guidelines have been proposed to characterize and estimate impeding factors and offer suggested steps to facilitate recovery (e.g., REDI, 2013; Davis and Shamma, 2019). Frameworks for community resilience and recovery have been proposed (e.g., Bruneau et al., 2003; NIST, 2016a,b,c; Johnson, 2019), and work is underway by the NIST Center for Risk-Based Community Resilience Planning (Nist-COE, 2020) to develop computational models to support disaster resilience planning and
post-disaster recovery. Development of models to quantitatively simulate regional recovery, such as with agent-based models, is a continuing research need that the SimCenter tools can be extended to support.

**SIMCENTER FRAMEWORK COMPONENTS AND APPLICATIONS**

As mentioned previously, the SimCenter’s strategy to study effects of natural hazards from the individual building level to the regional simulation level is through the creation of an application framework for scientific workflow systems. Shown in Figure 4 is a more detailed abstraction of the framework, where the items listed across the bottom of the figure represent key components and the applications shown higher in the figure are workflow applications that the SimCenter has developed (McKenna, 2020).

**SimCenter Framework Components**

The SimCenter framework components include the following:

**BE—Built Environment Inventory:** The BE consists of meta-data and data files that define the inventory of physical assets for a regional simulation, including buildings, transportation components and systems, utility infrastructure components and systems, etc. By providing a framework to organize and store databases on DesignSafe, the SimCenter aims to promote best practices for collection and sharing inventory data. To help facilitate development of inventories, the SimCenter has developed artificial intelligence (AI) tools for building inventory data collection (BRAILS—Building Recognition using AI at Large Scale; Wang et al., 2019) and for data enhancement (SURF—Spatial Uncertainty Research Framework; Wang, 2019), along with web data query/collection techniques.

**EVENT—Hazard Event:** The EVENT consists of meta-data and data files that define the hazard data (e.g., earthquake ground motions, wind fields, storm surge inundation, tsunami inundation). For earthquake hazard studies, the SimCenter workflow tools include software applications for (i) generating earthquake target spectra from the USGS OpenSHA web service, (ii) selecting and scaling recorded ground motions from the PEER NGA database, (iii) generating simulated stochastic ground motions, and (iv) ingesting simulated ground motions from databases of simulated and recorded ground motions. For wind and storm surge studies, the workflow can support (i) generating wind field time histories stochastically or using OpenFOAM (2020), (ii) incorporating experimental wind tunnel datasets utilizing online resources such as Vortex Winds (Kareem and Kwon, 2017) and the TPU Aerodynamic Database (TPU, 2020), or a user’s own local dataset, and (iii) interfaces for querying and ingesting wind speeds and storm surge inundation heights from external applications.

**SAM—Structural Analysis Model:** The SAM is the workflow component that includes rule-based, AI and other types of applications to translate descriptive information from the built environment inventory into information to create finite element or other types of models to simulate the structural response to the hazard effects.

**FEM—Finite Element Modeling:** The FEM module consists primarily of wrappers for input/output to existing finite element software to simulate the response of structures and geotechnical materials to earthquake ground shaking, wind, storm surge wave loading, and tsunami wave loading. Such analyses could also encompass CFD and structure-fluid interaction. OpenSees (2020) and OpenFOAM (2020) are the main open source applications that are called by the current FEM wrappers.

**EDP—Engineering Demand Parameters:** The EDP represents the workflow component that defines and manages the output of hazard-induced deformation or other demands from a finite element or other type of analysis model for input into the damage and loss assessment.

**DL—Damage and Losses:** DL is the workflow component where damage and losses are calculated for the assets in the built environment inventory. Since these calculations are essential to all performance assessments and not readily available in existing...
software, the SimCenter developed an application framework called PELICUN, Probabilistic Estimation of Losses, Injuries, and Community Resilience Under Natural Disasters (Zsarnóczay, 2019; Zsarnóczay and Deierlein, 2020), to generalize the FEMA P-58 methodology to evaluate damage and losses in buildings and other facilities under earthquakes, hurricanes and other hazards. Referring back to Figure 3, PELICUN supports multiple paths for calculating DVs, from simplified (path I) approaches using vulnerability functions to the most detailed approach (path III). The PELICUN framework is customizable to permit a wide range of methods to address multiple facility types, multiple hazards, and multiple levels of refinement.

**UQ—Uncertainty Quantification:** The UQ component provides an interface to software and routines for methods of
uncertainty quantification, which can be interfaced with other components. One of the registered applications supported by UQ is DAKOTA (Adams et al., 2019), which offers a range of methods for uncertainty quantification.

Cloud: Workflow component that manages communication with remote computing and data service providers and sending/receiving data over the web.

DL Data: Databases of fragility curves for damage and loss calculations for various types of facilities (buildings, bridges, infrastructure) subjected to demands from various hazards (earthquake, wind, surge).

Exp/Sim Data: Databases of experimental and/or computational research data that is utilized for machine learning SAM applications and code validation.

Scientific Workflow Systems

While researchers can develop specialized workflows that include their own applications, along with applications and libraries of the SimCenter framework (Figure 4), the required computer programming skills and familiarity with the application framework may inhibit widespread utilization of the computational tools. To facilitate broad use of the framework components for standard research studies, several desktop applications have been developed. The desktop applications are scientific workflow systems with graphical user interfaces that create workflows to (1) run the associated computations either on the user's local computer or seamlessly with cloud computing resources, and (2) view the results of the workflows. These desktop applications have initially been implemented to run SimCenter framework components, and they can be modified to include user-supplied components. These desktop applications include:

- quoFEM: The Quantified Uncertainty with Optimization for the Finite Element Method application facilitates the routine uncertainty quantification calculations by combining software systems for uncertainty quantification and optimization with finite element analysis to run locally or on high performance computing cloud resources. As shown in Figure 4, quoFEM is built with the UQ and cloud computing resources of the framework.

- EE-UQ: This is an earthquake engineering application to determine the response, including UQ, of a structure to an earthquake excitation. The tool focuses on the structural model and will evolve to include soil-structure interaction models imposing boundary conditions necessary to impart the earthquake motion. The application builds upon quoFEM, adding the SAM, earthquake EVENT and FEM components of the framework.

- WE-UQ: This is a wind engineering application to assess the response of buildings to wind loading, taking into account that the properties of the building and the wind loads are not known exactly, and given that the simulation software and the user make simplifying assumptions in the numerical modeling of the structure. It is similar in composition to EE-UQ, but with a wind EVENT component.

- Hydro-UQ: This is a planned (future) application to assess the response of structures to water flows from storm surge or tsunamis. This tool will be similar to EE-UQ and WE-UQ, but with tsunami and coastal inundation EVENT components.

- PBE: The performance-based engineering application is an extensible workflow application to evaluate the performance of buildings or other assets to natural hazards. The current release provides researchers a tool to assess the performance of a buildings to earthquake ground shaking, building off the EE-UQ application. As shown in Figure 4, future releases are anticipated to extend the features to assess building performance to wind (building off the WE-UQ application) and water flows (building off the planned Hydro-UQ application) by adding the DL component.

- RDT: The Regional Decision Tool is under development to facilitate regional hazard scenario studies of the sort described in the next section of this paper.

ILLUSTRATIVE TESTBED APPLICATIONS OF REGIONAL SIMULATIONS

To demonstrate the features and capabilities of the cloud-based regional simulations, computational workflows are described for two testbed studies that utilize components of the SimCenter framework. One is an earthquake scenario for the San Francisco Bay area, and the second is a hurricane scenario for the Atlantic City region of the New Jersey coast. Additional testbeds, including one looking at earthquake risk to a water distribution system in Memphis, are also under development.

San Francisco Bay Area Earthquake Scenario

The San Francisco Bay Area encompasses three large cities, San Francisco, Oakland and San Jose, which together with the surrounding communities have a population of about 7.7 million people. The seismic hazard in the San Francisco Bay Area is dominated by the San Andreas and Hayward faults that straddle the region. The San Andreas Fault is located just to the west of San Francisco and is capable of a magnitude Mw 8 earthquake, such as the Mw ~7.8 event that occurred in 1906. The Hayward Fault, which runs up the eastern edge of the Bay Area, is capable of a magnitude Mw 7 earthquake, such as the Mw ~6.7 event that occurred in 1868. Recently, the USGS completed an earthquake scenario study for a Mw 7 event on the Hayward fault, which provided an opportunity to contrast existing regional assessment methods with the SimCenter's computational workflow.

The SimCenter workflow tools were applied to assess the performance of 1.84 M buildings in the San Francisco Bay Area due to a Mw 7.0 earthquake rupture on the Hayward fault. Probabilistic assessment of earthquake consequences with building (parcel) level resolution at this scale is only feasible using high performance computing resources, which is facilitated by SimCenter's regional Workflow for Hazard and Loss Estimation (rWHALE, Elhaddad et al., 2019). The testbed focuses on assessment of response, damage, repair costs, and repair times for all 1.84 M buildings in the simulation.
Building Inventory
This study used a parcel-level inventory of buildings in the Bay Area that was developed by UrbanSim (Waddell, 2002) using public resources such as the City and County of San Francisco's data portal (DataSF, 2020) and tax assessor databases. The database includes locations (latitude, longitude), total floor areas, number of stories, year of construction, and the occupancy type for each building. The available information about location and building geometry were refined by merging the UrbanSim database with the publicly available Microsoft Building Footprint data (Microsoft, 2020) for the testbed area. These data were used to populate two additional attributes, replacement cost and structure type, based on a ruleset that considers local design practice and real estate pricing. For further details about the database and ruleset see Elhaddad et al. (2019).

Earthquake Event
The ground motions for the Mw 7.0 Hayward earthquake were simulated by Rodgers et al. (2019) at the Lawrence Livermore National Lab (LLNL) using the SW4 finite difference code (Petersson and Sjogreen, 2017). SW4 solves the elasto dynamic equations of motion in the time domain for a 3D solid. A $77 \times 13$ km rupture surface was projected onto the fault geometry in the 3D geologic and seismic model for the Bay Area (USGS, 2018) with a hypocenter near the San Leandro salient. Waveforms were sampled in three dimensions on a 2 km grid over the 120 $\times$ 80 km surface of a 35 km deep solid body. The resulting waveforms capture ground shaking reliably over the 0–5 Hz frequency domain for sites with a characteristic shear wave velocity above 500 m/s. The computations were run using more than 8,000 nodes ($\sim$500,000 processors) on the Cori Phase-II cluster (NERSC, 2020).

The raw results at 2301 grid points were processed by the SimCenter and converted to the JSON file format used by our workflow applications. These data provide sets of three-component seismograms for grid points spaced every 2 km throughout the study region. The ground motions are assigned to buildings using a nearest-neighbor search algorithm, where the four nearest grid points are identified for each building and a set of 25 seismograms are assigned by weighted random sampling of the set of time histories from the nearest grid points. The weight of each grid point is inversely proportional to its squared distance from the building.

Response Simulation
The non-linear response of buildings to ground shaking is simulated using OpenSees (OpenSees 2020) and an application, MDOF-LU, that generates an idealized structural analysis model based on structure type, height, plan area, year of construction and the type of occupancy. The MDOF-LU application is based on a method developed by Lu et al. (2014) that uses the building configurations in the HAZUS earthquake technical manual and corresponding capacity curve descriptions to define a multi-story non-linear shear-column finite element model with lumped masses.

Each of the 1.84 M building models is analyzed for 25 pairs of 2D ground motions, where the peak story drift ratios and peak floor accelerations are recorded for subsequent damage and loss analyses. The approximations and uncertainties in the structural model and behavior are considered by treating the initial stiffness and the damping ratio as random variables with a 0.1 coefficient of variation. These uncertainties are propagated through the analysis using different realizations of the stiffness and damping parameters for each of the 25 non-linear dynamic analyses for each building.

Performance Assessment
The building performance assessment was performed on a story-level basis using PELICUN (Zsarnóczay and Deierlein, 2020), where damage and losses are calculated with story-level fragility functions based on the peak story drift and floor acceleration demands. The story-based damage and loss functions are derived from corresponding building-level damage and loss functions from the HAZUS earthquake model (FEMA, 2018a) based on the characteristic data for each building (e.g., year of construction, structure type, occupancy type). Collapse safety limit states are evaluated directly from the story drift demands, where a collapse of one or more stories is considered as partial collapse of the entire building. The story drift and floor accelerations from 25 non-linear analyses of each building are used to define multivariate lognormal distributions of peak drifts and accelerations for each story of the building, and the dispersion in the drift and acceleration demands is inflated by 0.22 to account for additional modeling uncertainties not considered in the non-linear dynamic analyses. Using the distributions of earthquake demands, and damage and loss functions, PELICUN generates 20,000 realizations of damage and losses for each building, and stores statistics of the resulting performance data that are relevant for regional-scale evaluation. The results are output as HDF5 (Hierarchical Data Format) files that can be processed and visualized through MatLab, Python, Jupyter notebooks, or converted to CSV format.

Computational Challenges
Although the applications used in this testbed and rWHALE are available on multiple platforms, analyses on desktop computers are typically limited to small test runs before starting the full set of computations on a high-performance cluster computer. For perspective, the analyses for this study of 1.84 M buildings (each represented by a simplified non-linear MDOF model analyzed for 25 ground motions with OpenSees, and subsequently 20,000 damage/loss realizations with PELICUN) required about 16 h of computing time on 12,800 Intel Knights Landing cores on Stampede2 (TACC, 2020), made available by DesignSafe. Staff at the SimCenter and DesignSafe collaborated to develop and fine-tune the details of rWHALE to maximize performance. In particular, (1) the size and number of files, file operations, and memory use need to be kept under control, and (2) versions and special characteristics of the hardware, external tools, compilers, and dependencies need to be considered in allocating resources and other decisions in processing the analyses.

The SimCenter testbed workflow provides an opportunity to test and improve rWHALE with the ultimate goal of allowing researchers to run such simulations without having
to concern themselves with details of the high-performance computing environment. The simulation is controlled by data and configuration text files, prepared in the JSON file format. The default data file includes the building information and ground motion data. The configuration file assigns workflow applications to the various tasks in the workflow and sets a small number of parameters (such as the number of samples generated) to configure the workflow applications. Researchers can customize their simulations by downloading and modifying these files. Currently, rWHALE is controlled either through the web interface of DesignSafe or through a terminal after logging into Stampede2 (TACC, 2020).

**Illustrative Results**

An example of the resulting losses calculated for the Mw 7.0 Hayward scenario are shown in Figure 6. The color shading represents the loss ratios for each building, calculated as the mean repair costs normalized by the building replacement value. Also shown in the figure is a comparison to the loss ratios reported in the USGS Mw 7.0 Haywired Earthquake simulation.
Scenarios (Hudnut et al., 2018). Exposure and losses in the Haywired scenario were calculated using the HAZUS software. While it is instructive to compare results between the two studies, there are differences in the input data, scope and goals of the studies which are important to keep in mind. As the main purpose of the SimCenter testbed was to assemble and exercise the computational workflow, the models and results in the SimCenter study are preliminary, based on readily available information and implemented by a small team over a couple months. This contrasts with the multi-year multi-investigator Haywired study, whose goal is to inform earthquake planning and preparedness for the San Francisco Bay Area.

Both studies were based on Mw 7.0 Hayward fault ruptures simulated using the SW4 software by the LLNL research group, however, the ground motion time histories are different for the two studies. Epicenters for the two earthquake scenarios are close (East Oakland and San Leandro for Haywired and SimCenter, respectively), but other rupture characteristics are different and the SimCenter ground motions were simulated with more recent versions of the SW4 engine and the USGS geophysical model of the Bay Area. In general, the ground motions used in the SimCenter study are less severe than those used in the earlier Haywired study, and they are in better agreement with expectations based on past earthquake data.

The Haywired study extends over an area including the counties of Monterey, Sacramento, and Sonoma, whereas the SimCenter testbed is limited to the central six counties from Santa Clara to Marin. Due to the larger coverage, the Haywired study had a larger total building population (3.04 M), but the number of buildings in the six central counties in the Haywired study (1.71 M) is comparable to the number in the SimCenter database (1.84M). There are, however, large differences in the total square footage (in the central six counties) and inventory value (replacement values) between the building exposure databases, which make comparisons of total losses between the two studies questionable.

To reduce the influence of the differences in the building exposure values in the two studies, the comparison is limited to damage and loss ratios in the six central counties. The average loss ratio over the entire building population is less in the SimCenter testbed (~3% of replacement value) as compared to the Haywired study (~5% of replacement value). Nevertheless, as shown in Figure 6, the geographical distribution of losses shows good agreement between the two. The SimCenter study predicts a larger ratio of non-structural to structural damage (7.5:1 vs. 4.5:1 in the Haywired study) and considerably smaller fractions of the building stock being collapsed (less than 0.01 vs. 0.8%) and re-tagged (0.1 vs. 10%). Accordingly, the proportion of buildings that sustain minor or no damage is higher in the SimCenter study compared to Haywired (58 vs. 49%). These results are consistent with the less intense ground motions in the SimCenter scenario, and they highlight the sensitivity of results of such complex studies to inventory data, models for response, damage, and losses, and the input ground motions.

An important distinction between the HAZUS-based Haywired study and the SimCenter workflow simulation is the level of resolution in the assessment and the propagation of various sources of uncertainty throughout the simulation. Whereas the HAZUS-based study aggregates building damage and losses based on census track (zip code) data, the SimCenter workflow has resolution down to the building parcel level, and it can disaggregate losses within a building down to individual components on each floor. This feature, coupled with a detailed description of the probability distributions of damage and losses for each building, can allow urban planners and policy makers to query various possible outcomes— including the rare, but catastrophic ones— of the earthquake scenario. High-resolution results (see upper panels in Figure 6) provide valuable data for exercises in emergency response, and simulations of post-disaster recovery. In addition, the SimCenter workflow and underlying tools facilitate the combination of models with varying levels of fidelity, where for example, performance for some buildings can be determined using simplified HAZUS type loss functions, while performance for other buildings can be determined using the detailed non-linear structural analysis models and FEMA P-58 component-based damage and loss functions. As such, the high-resolution and multi-fidelity workflow simulations offer increased opportunities to explore questions related to land use planning and zoning, seismic design and retrofit requirements, public policy and administrative initiatives, and other actions to enhance community resilience.

**Atlantic City Hurricane Scenario**

Wind and coastal hazards affect a wide spectrum of the built environment, from low-rise wood-frame residential construction through to tall, flexible buildings susceptible to dynamic wind effects. The selection of Atlantic City for the hurricane testbed prioritized a locale where (1) both of these extremes of building type were present within a compact footprint, (2) open-data was sufficient to describe the building inventory, and (3) high-fidelity characterizations of wind, storm surge and wave action were readily available to exercise computational workflows for damage assessment. The open data inventory and development of a Storm Hazard Projection (SHP) tool in the NJ Coast project (Kijewski-Correa et al., 2019; NJ Coast, 2020) makes New Jersey, and specifically Atlantic City, well suited for the hurricane hazard testbed, offering a well-defined metro area with a blend of low-rise commercial (1–3 stories), industrial, high-rise hotels/casinos (over 20 stories), and single/multi-family residential construction. The testbed domain, shown in Figure 7, includes 20,654 parcels with diverse building typologies (wood-frame, masonry, steel/RC frames, metal building systems) spread across five municipalities.

The following sections describe the initial approach to each module of the workflow, which prioritized wind effects on wood-frame residential construction, as well as module capabilities to be added in future releases of the testbed. The workflow was initially demonstrated for a hazard scenario estimated using the NJCoast SHP Tool and a Maximum of Maximums approach across 25 hurricane tracks with Category 5 intensity (central pressure differential of 75–100 mbar, RMW of 15.4–98 mi) making landfall near the Atlantic City Beach Patrol Station (39.348308, −74.452544) under average tides. This scenario is sufficient to
inundate the entire inventory and generate significant wave run-up in some locales.

**Building Inventory**

The description of assets in the inventory adopts an augmented parcel approach that initiates with the assignment of HAZUS-consistent building classifications through a series of rulesets using fields common in tax assessor data, called MOD IV in the New Jersey database (NJGIN, 2020). To overcome inevitable gaps and errors in these large state-wide datasets, a SimCenter developed AI-powered Spatial Uncertainty Research Framework package, SURF (Wang, 2019), is employed to discover patterns in the dataset and to enhance it. SURF employs a neural network, which is trained on the raw dataset to learn the patterns of building attributes; it is then used to predict values for parcels that have empty data fields. As roof geometry is not a standard field in MOD IV data, satellite imagery is processed to further augment the basic parcel data. The SimCenter developed application Building Recognition using Artificial Intelligence at Large Scales, BRAILS (Wang et al., 2019), is used to interpret satellite images of building roofs, which are collected from Google Maps. The satellite images are labeled with shape types to form a dataset, upon which a Convolutional Neural Network is trained so that it can give rapid predictions of roof types when given new images of roofs. Microsoft Building Footprint data is used as the location index when downloading images automatically from Google Maps. While more complex roof shapes could, in theory, be classified, the current use of HAZUS damage and loss functions required the use of similitude measures to define each roof as an “effective” gable, hip or flat geometry. Using BRAILS, this classification was achieved with approximately 85% accuracy based on validation studies. BRAILS is under active development and in the next iteration of the testbed it is expected to be able to extract fully three-dimensional building geometries using satellite plus StreetView imagery, enabling fluid pressures to be calculated over building surfaces. Automated image processing of this type can also mine detailed dimensional and geometric data (e.g., roof pitch, eave length, elevations of lowest horizontal structural member, etc.), as well as classify building components (e.g., envelope cover, foundation systems, breakaway walls, and more).

**Wind Model**

The initial implementation of the testbed directly integrates the highly efficient, linear analytical model for the boundary layer winds of a moving hurricane developed by Snaiki and Wu (2017a,b) as implemented in the NFcoast SHP Tool. To account for the exposure in each New Jersey county, an effective roughness length (weighted average) of the upwind terrain is used based on the Land Use/Land Cover data reported by the state’s Bureau of GIS. While the model is fully height-resolving and time-evolving, for a given five parameter hurricane scenario, the wind hazard is characterized by the maximum 10 min mean wind speed observed during the entire hurricane track. This is reported at the reference height of 10 m over a uniform grid (0.85-mile spacing, 1.37 km), which is then accordingly adjusted for compatibility with the averaging interval assumed by the HAZUS Hurricane Damage and Loss Model. Alternatively, the basic wind speeds defined in ASCE 7–16 are also available as inputs to the simulation by taking advantage of the Applied Technology Council (ATC) Hazards by Location API (ATC 2020a). Wind fields described by either approach are then locally interpolated to the site of each parcel in the inventory.

**Storm Surge Model**

Coastal hazard descriptions use the outputs of the aforementioned SHP Tool, which estimates storm surge and total run up due to the breaking of near-shore waves for an arbitrary hurricane scenario using surrogate modeling techniques (Jia and Tallianidis, 2013; Jia et al., 2015). The SHP Tool leverages the US Army Corps of Engineers (USACE) NACCS: North Atlantic Coastal Comprehensive Study (Nadal-Caraballo et al., 2015), which contains over 1,000 high-fidelity numerical simulations
of hurricanes using the ADCIRC (Luettich et al., 1992) storm surge model, coupled with STWAVE (Smith et al., 2001) to capture the additional effects of waves offshore. The NACCS database was further enhanced with wave run-up simulations that capture the interaction of the waves with site-specific bathymetry/topography (2015 USGS CoNED Topobathy DEM: New Jersey and Delaware (1888–2014) dataset) to project the total run up inland, along transects spaced 0.5 km apart along the New Jersey coast. This results in a prediction of storm surge height at the USACE-defined save points along the New Jersey coast that are, on average, 200 m apart, with finer resolution in areas with complex topographies. The SHP Tool was executed for the testbed scenario to estimate the depth of storm surge above ground, geospatially interpolated to 110,000 nearshore locations at approximately 120 m spacing, accompanied by the Limit of Moderate Wave Action (LiMWA) and wet-dry boundary, respectively, defining the extent of damaging waves and inundation over land at each of the transect points. These are then interpolated to the location of the coastal parcels to express the property exposure to storm surge and possibly damaging wave action.

Building Damage and Loss Modeling
The initial implementation of the hurricane testbed, which is described here, is limited to consideration of wind damage and losses. Further, the calculation of wind effects does not require structural analysis to estimate EDPs, but rather adopts an approach (Path II in Figure 3) where damage and losses are calculated directly from the wind speed. Damage and loss functions from the HAZUS Hurricane Damage and Loss Model (FEMA, 2018a) were implemented in PELICUN to support HAZUS’s 3520 different wooden building configurations available for hurricane loss modeling. The HAZUS functions consist of tabular data to describe the fragility or expected losses as a function of wind speed. These data were used to calibrate coupled damage and loss models to estimate the damage state and the corresponding expected loss ratio for each building configuration in PELICUN. Continuous functions (Normal or Lognormal cumulative distribution functions) were fit to the synthetic data by maximizing the likelihood of the observations assuming a Binomial distribution of outcomes at each discrete wind speed in the HAZUS database. Only data up to 200 mph wind speeds were used because the substantial reduction in the number of observations introduces significant measurement error above that level. Coupling the damage and loss models in this way ensures more realistic outcomes (e.g., a building with no damage cannot have total loss when the two models are coupled), and the parameterized models allow for more efficient storage and computations within the workflow.

The HAZUS damage and loss functions are grouped into five main classes by building material, with additional subclasses by building type. For each building class, e.g., wood single-family homes 1–2 + stories, a collection of attributes are used to define key features of the load path and components (e.g., roof shape, secondary water resistance, roof deck attachment, roof-wall connection, shutters, garage) as well as the exposure (terrain roughness previously estimated in the Wind Hazard Model) to assign the corresponding fragility. A rules engine was developed using a combination of historical New Jersey model building codes, surveys capturing owner-driven mitigation actions (e.g., Javeline and Kijewski-Correa, 2019), and market data to assign these attributes to each parcel based on age and other available building information (e.g., MOD IV data). Libraries of damage and loss functions associated with storm surge from the USACE and other recent studies in the literature are planned for future releases of PELICUN. Eventually, these damage and loss descriptions will be supplemented with more advanced models as the testbed is progressively refined to include component-based fragilities and fault-trees that capture cascading damage sequences resulting from breaches of the building envelope.

![FIGURE 8](https://example.com/figure8.png)
Illustrative Results
The first implementation of the hurricane testbed adopted the augmented parcels approach to assemble required building information and the analytical hurricane wind field described previously. Shown in Figure 8 are the results of the initial analyses of wind damage to wood-frame residential houses, determined based on the assumptions and techniques described above. The categories of damage states and loss ratios, shown in Figure 8, follow from the HAZUS fragility functions and the rule-based engine developed to associate the appropriate function with each building. The ability to resolve damage and losses to specific properties provides a level of granularity that is not currently available to planning authorities. These capabilities to execute high-resolution damage scenarios are valuable to guide hurricane mitigation investments in Atlantic City, which is undergoing redevelopment in the aftermath of Hurricane Sandy to make the city more resilient to future storms and hurricanes.

CONCLUDING REMARKS
As described in this paper, the computational open source workflow tools and applications that have been released and continue to be developed by the SimCenter are organized around a framework to facilitate the integration and sharing of models and data for comprehensive analyses of natural hazards and their effects on the built environment. The development and testbed applications of these workflows have identified how open data and high-fidelity simulation capabilities can shift the paradigm from empirical fragilities projecting losses over census blocks to direct simulation of site-specific building performance for natural hazard scenarios. These applications have also identified gaps and limitations of available data and models and how the contributions of the research community can be leveraged to advance regional simulation of damage, consequences, and recovery of buildings and lifeline systems. The SimCenter looks forward to continued collaboration with the NHERI research community to develop and expand computational workflows for integrating data and simulation models across the multidisciplinary fields of natural hazards engineering.
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