APPROXIMATION OF FUNCTION BY $\alpha$–BASKAKOV DURRMeyer TYPE OPERATORS
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1. Introduction

Weierstrass’s approximation theorem is the stepping stone of approximation theory, proved by Weierstrass in 1885. In 1912, S. N. Bernstein presented another method to prove the theorem, which is quite simpler than the original proof. For this, he defined positive and linear operators (named after him) as Bernstein operators. For $f \in C[0, 1]$, the operators are defined as:

$$B_n(f, x) = \sum_{k=0}^{n} p_{n,k}(x) f \left( \frac{k}{n} \right),$$

where $p_{n,k}(x) = \binom{n}{k} x^k (1-x)^{n-k}$. These operators enjoy remarkable properties of approximation theory. Due to its useful properties, immense research has been initiated on these operators, which is still going on (one can see [6], [7], [11], [16]). We can also find its generalizations based on different parameters (see [8], [9], [12], [15], [21]). Despite having all these interesting properties, the operators are defined only on $[0, 1]$. Then in 1950, Szász [22] extended it to the infinite interval by introducing Szász operators. In 1957, Baskakov [5] acquainted a sequence of positive linear operators for $f \in C_B(0, \infty)$ i.e. continuous bounded functions on $[0, \infty)$ as:

$$L_n(f; x) = \sum_{k=0}^{\infty} f \left( \frac{k}{n} \right) l_{n,k}(x), \quad n \geq 1, \quad x \in [0, \infty)$$

(1.1)

where $l_{n,k}(x) = \binom{n+k-1}{k} \frac{x^k}{(1+x)^{n+k}}$. Due to the extension of these operators on unbounded interval, it fetched the attention of many researchers [1], [13], [14], [20], [24]. Recently, Aral and Erbay [2] introduced the generalization of classical Baskakov operators based on a real parameter $\alpha \in [0, 1]$, as:

$$L_n^\alpha(f; x) = \sum_{k=0}^{\infty} f \left( \frac{k}{n} \right) \cdot p_{n,k}^\alpha(x), \quad n \geq 1, \quad x \in [0, \infty)$$

(1.2)
where $p_{n,k}^\alpha(x)$ is given by:

$$p_{n,k}^\alpha(x) = \frac{x^k}{(1+x)^{n+k+1}} \left\{ \frac{\alpha x}{1+x} \binom{n+k-1}{k} - (1-\alpha)(1+x)\binom{n+k-3}{k-2} + (1-\alpha)x\binom{n+k-1}{k} \right\}. \tag{1.3}$$

For $\alpha = 1$, it comes back to the classical Baskakov operators.

The authors studied convergence, error approximation and Voronovskaja type result for these operators. They verified that the parameter $\alpha$ does not affect the convergence but it affects the error of approximation for these operators. Very recently, Nasiruzzaman et al. \cite{18} defined the Durrmeyer variant of these operators to extend the results on Lebesgue integral functions, called $\alpha-$Baskakov Durrmeyer operators as:

$$S_n^\alpha(f;x) = \sum_{k=0}^{\infty} f\left(\frac{k}{n}\right) p_{n,k}^\alpha(x) \int_0^{\infty} s_{n,k}(t) f(t) \, dt, \tag{1.4}$$

where $s_{n,k}(t) = \frac{t^k}{B(k+1,n)(1+t)^{n+k+1}}$ and $B(m,n)$ is a Beta function. The authors studied the order of approximation, rate of convergence, Korovkin-type and weighted Korovkin-type approximation theorems for these operators.

In order to reduce the error of approximation of the linear positive operators, a great variety of research is going on its generalization which is based on different parameters (as \cite{2}, \cite{3}, \cite{4}, \cite{17}, \cite{23}). Although, generalization does not give better approximation in all the cases. But, if we choose the specific value of the parameter wisely for the certain function, we can achieve the great results. By motivated from these benefits of the generalizations of the positive linear operators, which reduces the error of approximation, we modify the operators \cite{14} by using a parameter $\rho > 0$ in the next section.

2. Construction of operators

We define the generalization of $\alpha-$Baskakov Durrmeyer operators based on a real parameter $\rho > 0$ as follows:

$$A_n^\alpha(\rho;x) = \sum_{k=0}^{\infty} f\left(\frac{k}{n}\right) p_{n,k}^\alpha(x) \int_0^{\infty} \mu_{n,k}^\rho(t) f(t) \, dt, \tag{2.1}$$

where $\mu_{n,k}^\rho(t) = \frac{t^{k\rho}}{B(k\rho+1,n\rho)(1+t)^{n\rho+k\rho+1}}. \tag{2.2}$

The following sections are organized as: In section 3, we give the moments, central moments and some preliminary results that we will use in subsequent sections. In section 4, we show main results for the operators \cite{21} which are divided in two sub-sections. In the first sub-section, we prove basic convergence theorems in Korovkin and weighted Korovkin spaces and in the second sub-section, we study pointwise approximation properties of these operators. In section 5, we verify our theoretical results by numerical examples with the use of Mathematica.

Throughout the paper, we use $e_i = x^i$, for $i = 0, 1, 2, \cdots$.

3. Basic Results

Lemma 1. The moments of the operators $A_n^\alpha(\rho;.)$ are given as:

$$A_n^\alpha(\rho;e_0;x) = 1;$$
$$A_n^\alpha(\rho;e_1;x) = \frac{\rho nx - 2\rho (1-\alpha)x + 1}{n\rho - 1};$$
$$A_n^\alpha(\rho;e_2;x) = \frac{1}{(n\rho - 1)(n\rho - 2)} \left\{ x^2 \left\{ \rho^2 n^2 + (4\alpha - 3)\rho^2 n \right\} + x \left\{ \rho^2 (n + 4\alpha - 4) + 3\rho m - 6\rho (1-\alpha) \right\} + 2 \right\}. \]
Lemma 2. The central moments of the operators \( A_n^{\alpha,\rho}(.; x) \) are given as:

\[
A_n^{\alpha,\rho}(t - x; x) = \frac{1}{n^\rho - 1} \left[ x \{ 1 - 2\rho(1 - \alpha) \} + 1 \right];
\]

\[
A_n^{\alpha,\rho}((t - x)^2; x) = \frac{1}{(n^\rho - 1)(n^\rho - 2)} \left[ x^2 \{ n^\rho(\rho + 1) - 8\rho(1 - \alpha) + 2 \} \right.
\]

\[
+ x \{ n^\rho(\rho + 1) - 4\rho^2(1 - \alpha) - 6\rho(1 - \alpha) + 4 \} + 2 \right];
\]

\[
A_n^{\alpha,\rho}((t - x)^3; x) = \frac{\rho^2(1 + \rho)^2 x^2(1 + x)^2 - 96(1 - \alpha)\rho^3 x^3 + 24\rho^3 x^3}{(n^\rho - 1)(n^\rho - 2)(n^\rho - 3)(n^\rho - 4)} n^2 + O \left( \frac{1}{n^3} \right).
\]

Now, we recall the definitions and the results that are useful in the subsequent sections.

Definition 1. (First order modulus of continuity) Let \( f(x) \) be bounded on \([a, b]\), the modulus of continuity of \( f(x) \) on \([a, b]\), is denoted by \( \omega(f; \delta) \), and is defined for \( \delta > 0 \) as:

\[
\omega(f; \delta) = \sup_{(x,y) \in [a, b]} \{ |f(x) - f(y)| : |x - y| \leq \delta \},
\]

with the following relation for \( \lambda > 0 \)

\[
\omega(f; \lambda\delta) \leq (1 + \lambda) \omega(f; \delta).
\]

Definition 2. (Lipschitz continuity) A function \( f \) satisfies the Lipschitz condition of order \( \tau \) with the constant \( L \) on \([a, b]\), i.e.

\[
|f(x_1) - f(x_2)| \leq L |x_1 - x_2|^{\tau}, \quad 0 < \tau \leq 1, \quad L > 0, \quad \text{for} \quad x_1, x_2 \in [a, b],
\]

iff \( \omega(f; \delta) \leq L \delta^\tau \).

Definition 3. (K–Functional) Peetre \[19\] introduced the second order K–functional for \( f \in C_B[0, \infty) \):

\[
K_2(f; \delta) = \inf \{ \| f - g \|_{C_B[0, \infty)} + \delta \| g'' \|_{C_B^2[0, \infty)} : g \in C_B^2[0, \infty) \},
\]

where

\[
C_B^2[0, \infty) := \{ f \in C_B[0, \infty) : f', f'' \in C_B[0, \infty) \}.
\]

In order to prove the uniform convergence of the positive linear operators to a continuous function, Korovkin has proved a simple theorem which is defined as:

Theorem 1. Let \( (L_n)_{n \geq 1} \) be a sequence of positive linear operators such that for every \( f \in \{ e_0, e_1, e_2 \} \)

\[
\lim_{n \to \infty} L_n(f) = f \quad \text{uniformly on} \quad [a, b].
\]

Then for a function \( h \in C[a, b] \), we have

\[
\lim_{n \to \infty} L_n(h) = h \quad \text{uniformly on} \quad [a, b].
\]

To get the uniform convergence on an unbounded interval, we define the following conditions: Let \( f \in C_B^2[0, \infty) \) with

\[
\| f \|_{C_B^2[0, \infty)} = \| f \|_{C_B[0, \infty)} + \| f' \|_{C_B[0, \infty)} + \| f'' \|_{C_B[0, \infty)}
\]

where

\[
\| f \|_{C_B[0, \infty)} = \sup_{x \in [0, \infty)} |f(x)|.
\]

Define

\[
D[0, \infty) := \{ f \in C_B[0, \infty) : x \in [0, \infty) \lim_{x \to \infty} f(x) \frac{1 + x^2}{1 + 4x^2} \leq \infty \}.
\]

Suppose \( D_2[0, \infty) := \{ f : |f(x)| \leq A_f(1 + x^2) \} \) such that \( A_f > 0 \), a constant number depends only on \( f \).
4.1. Approximation in Korovkin and weighted Korovkin spaces.

**Theorem 2.** For every \( f \in C[0, \infty) \cap D[0, \infty) \), the operators \((2.1)\) are uniformly convergent to \( f \) on each compact subset of \([0, A]\), where \( A \in (0, \infty) \).

**Proof.** For the uniform convergence of the operators \((2.1)\) to \( f \in C[0, \infty) \cap D[0, \infty) \), we need to prove: \( A_{n}^{\alpha, \rho}(e_{i}; x) \to e_{i} \), for \( i = 0, 1, 2 \).

From Lemma 1, it is obvious that \( A_{n}^{\alpha, \rho}(e_{0}; x) \to e_{0} \), as \( n \to \infty \).

For \( i = 1 \), we can check from below:

\[
\lim_{n \to \infty} A_{n}^{\alpha, \rho}(e_{1}; x) = \lim_{n \to \infty} \frac{n \rho x - 2 \rho(1 - \alpha) x + 1}{n \rho - 1} = \lim_{n \to \infty} \left( x + \frac{x - 2 \rho(1 - \alpha) x + 1}{n \rho - 1} \right) = x.
\]

Now, for \( i = 2 \)

\[
\lim_{n \to \infty} A_{n}^{\alpha, \rho}(e_{2}; x) = \lim_{n \to \infty} \frac{1}{n (n \rho - 1)(n \rho - 2)} \left[ x^{2} \left( \rho^{2} n^{2} + (4 \alpha - 3) \rho^{2} n \right) + x \left( \rho^{2} n + 4 \alpha - 4 \right) + 3 \rho n - 6 \rho(1 - \alpha) \right] + 2 \]
\[
= x^{2} + \lim_{n \to \infty} \frac{1}{n (n \rho - 1)(n \rho - 2)} \left[ x^{2} \left( 3 \rho n - 2 + 4 \alpha - 3 \rho^{2} n \right) + x \left( \rho^{2} n + 4 \alpha - 4 \right) + 3 \rho n - 6 \rho(1 - \alpha) \right] + 2 = x^{2}.
\]

Hence, by using Theorem 1, we get the uniform convergence of our operators. \( \square \)

For the approximation in weighted Korovkin spaces, we define the spaces as:

\[ C_{2}[0, \infty) = D_{2}[0, \infty) \cap C[0, \infty) \]

and \( C_{2}^{\ast}[0, \infty) = \left\{ f \in C_{2}[0, \infty) : \lim_{x \to \infty} \frac{|f(x)|}{1 + x^{2}} < \infty \right\} \) with \( \| f \|_{2} = \sup_{x \in [0, \infty)} \frac{|f(x)|}{1 + x^{2}} \).

**Theorem 3.** For \( f \in C_{2}^{\ast}[0, \infty) \), the operators \( A_{n}^{\alpha, \rho}(f; x) \) satisfy:

\[
\lim_{n \to \infty} \| A_{n}^{\alpha, \rho}(f; x) - f \|_{2} = 0.
\]

**Proof.** By weighted Korovkin thm, it is sufficient to prove:

\[
\lim_{n \to \infty} \| A_{n}^{\alpha, \rho}(e_{i}; x) - e_{i} \|_{2} = 0, \quad \text{for } i = 0, 1, 2.
\]

For \( i = 0 \), using Lemma 1, we have \( A_{n}^{\alpha, \rho}(e_{0}; x) = 1 \).

Therefore, we have \( \| A_{n}^{\alpha, \rho}(e_{0}; x) - e_{0} \|_{2} = 0 \).

For \( i = 1 \),

\[
\| A_{n}^{\alpha, \rho}(e_{1}; x) - e_{1} \|_{2} = \sup_{x \in [0, \infty)} \left| \frac{1}{1 + x^{2}} \left( n \rho x - 2 \rho(1 - \alpha) x + 1 \right) - x \right|
\]
\[
\leq \sup_{x \in [0, \infty)} \left| \frac{x}{1 + x^{2}} \left( \frac{1 - 2 \rho(1 - \alpha)}{n \rho - 1} \right) + \sup_{x \in [0, \infty)} \left| \frac{1}{1 + x^{2}} \left( \frac{1}{n \rho - 1} \right) \right| \right|
\]

Thus, we get:

\[
\| A_{n}^{\alpha, \rho}(e_{1}; x) - e_{1} \|_{2} = 0 \quad \text{as } n \to \infty.
\]
Similarly, we can prove for \( i = 2 \):

\[
\|A_n^\alpha \rho (e_2; x) - e_2\|_2 = \sup_{x \in [0, \infty)} \frac{|A_n^\alpha \rho (e_2; x) - x^2|}{1 + x^2} \leq \sup_{x \in [0, \infty)} \frac{x^2}{1 + x^2} \left| \frac{\rho^2 n^2 + (4\alpha - 3)\rho^2 n}{(n\rho - 1)(n\rho - 2)} \right| + \sup_{x \in [0, \infty)} \frac{x}{1 + x^2} \left| \frac{\rho^2 (n + 4\alpha - 4) + 3\rho n - 6\rho (1 - \alpha)}{(n\rho - 1)(n\rho - 2)} \right| + \sup_{x \in [0, \infty)} \frac{1}{1 + x^2} \left| \frac{2}{(n\rho - 1)(n\rho - 2)} \right|
\]

which gives us

\[
\|A_n^\alpha \rho (e_2; x) - e_2\|_2 = 0 \text{ as } n \to \infty.
\]

This completes the proof. \( \square \)

4.2. Pointwise Approximation Properties by \( A_n^\alpha \rho (f; x) \).

**Theorem 4.** Let \( f \in C_b[0, \infty) \) and \( x \in [0, b] \) such that \( b > 0 \), then we have:

\[
|A_n^\alpha \rho (f; x) - f(x)| \leq 2 \omega \left( f; \sqrt{A_n^\alpha \rho ((t - x)^2; x)} \right).
\]

**Proof.** From Definition 1 we have:

\[
|A_n^\alpha \rho (f; x) - f(x)| = \left| \sum_{k=0}^{\infty} p_{n,k}^\alpha (x) \int_0^\infty \mu_n^\rho (t) f(t) dt - f(x) \right|
\]

\[
\leq \sum_{k=0}^{\infty} p_{n,k}^\alpha (x) \int_0^\infty \mu_n^\rho (t) |f(t) - f(x)| dt
\]

\[
\leq \sum_{k=0}^{\infty} p_{n,k}^\alpha (x) \int_0^\infty \mu_n^\rho (t) \omega(f; |t - x|) dt.
\]

By using the property of \( \omega(f; \delta \lambda) \leq (1 + \lambda) \omega(f; \delta) \) with \( \lambda = \frac{1}{\delta} |t - x| \), we get:

\[
|A_n^\alpha \rho (f; x) - f(x)| \leq \sum_{k=0}^{\infty} p_{n,k}^\alpha (x) \int_0^\infty \mu_n^\rho (t) \left( 1 + \frac{1}{\delta} |t - x| \right) \omega(f; \delta) dt
\]

\[
= \sum_{k=0}^{\infty} p_{n,k}^\alpha (x) \int_0^\infty \mu_n^\rho (t) \omega(f; \delta) dt + \frac{1}{\delta} \sum_{k=0}^{\infty} p_{n,k}^\alpha (x) \int_0^\infty \mu_n^\rho (t) |t - x| \omega(f; \delta) dt
\]

\[
= \omega(f; \delta) + \frac{1}{\delta} \sum_{k=0}^{\infty} p_{n,k}^\alpha (x) \int_0^\infty \mu_n^\rho (t) |t - x| \omega(f; \delta) dt
\]

\[
= \left( 1 + \frac{1}{\delta} \sum_{k=0}^{\infty} p_{n,k}^\alpha (x) \int_0^\infty \mu_n^\rho (t) |t - x| dt \right) \omega(f; \delta).
\] (4.1)
Now, applying holding’s inequality, we have:

\[
\sum_{k=0}^{\infty} p_{n,k}(x) \int_0^{\infty} \mu_{n,k}(t) |t-x| \, dt \leq \sum_{k=0}^{\infty} p_{n,k}(x) \left[ \int_0^{\infty} \mu_{n,k}(t) \, dt \right]^{\frac{1}{2}} \left[ \int_0^{\infty} \mu_{n,k}(t)(t-x)^2 \, dt \right]^{\frac{1}{2}}
\]

\[
= \sum_{k=0}^{\infty} p_{n,k}(x) \left[ \int_0^{\infty} \mu_{n,k}(t)(t-x)^2 \, dt \right]^{\frac{1}{2}} \leq \left[ \sum_{k=0}^{\infty} p_{n,k}(x) \right]^{\frac{1}{2}} \left[ \sum_{k=0}^{\infty} p_{n,k}(x) \int_0^{\infty} \mu_{n,k}(t)(t-x)^2 \, dt \right]^{\frac{1}{2}} \leq \sum_{k=0}^{\infty} p_{n,k}(x) = 1
\]

Thus (4.1) reduces to:

\[
|A_n^{\alpha,\rho}(f; x) - f(x)| \leq \left( 1 + \frac{1}{\delta} \sqrt{A_n^{\alpha,\rho}((t-x)^2; x)} \right) \omega(f; \delta).
\]

On choosing \(\delta = \sqrt{A_n^{\alpha,\rho}((t-x)^2; x)}\), we obtain the desired result. \(\square\)

**Theorem 5.** For every \(f \in C_B^2[0, \infty)\)

\[
\lim_{n \to \infty} (n\rho - 1) \left[ A_n^{\alpha,\rho}(f; x) - f(x) \right] = [1 - 2\rho(1-\alpha)x + (\rho + 1)x(x+1)] f''(x) \frac{2}{2}
\]

uniformly for \(0 \leq x \leq b\), where \(b > 0\).

**Proof.** The Taylor’s polynomial for \(f \in C_B^2[0, \infty)\), i.e.

\[
f(t) = f(x) + (t-x)f'(x) + \frac{(t-x)^2}{2}f''(x) + \epsilon(x,a)(t-x)^2 \quad \text{where} \quad a \in [0, \infty)
\]

having the conditions:

\(\epsilon(x,a) \in C_B[0, \infty)\) and \(\lim_{x \to a} \epsilon(x,a) = 0\).

Now, applying \(A_n^{\alpha,\rho}(\cdot, \cdot)\) and then multiplying with \((n\rho - 1)\) in both sides of (4.2):

\[
(n\rho - 1)(A_n^{\alpha,\rho}(f; x) - f(x)) = (n\rho - 1) \left[ A_n^{\alpha,\rho}(t-x; x)f'(x) + \frac{1}{2} A_n^{\alpha,\rho}((t-x)^2; x)f''(x) \right]
\]

\[
+ A_n^{\alpha,\rho}(\epsilon(x,a)(t-x)^2; x)
\]

\[
= \left[ x(1 - 2\rho(1-\alpha)) + 1 \right] f'(x) + \left[ (\rho + 1)x(x+1) + \frac{2(\rho + 1)x(x+1)}{n\rho - 2} \right]
\]

\[
+ \frac{8\rho(1-\alpha)x^2 + 2x^2 - 4\rho^2(1-\alpha)x - 6\rho(1-\alpha)x + 4x + 2}{n\rho - 2}
\]

\[
+ (n\rho - 1)A_n^{\alpha,\rho}(\epsilon(x,a)(t-x)^2; x).
\]

By Cauchy-Schwartz inequality on the last term of above equation, we get:

\[
(n\rho - 1)A_n^{\alpha,\rho}(\epsilon(x,a)(t-x)^2; x) \leq (n\rho - 1) \sqrt{A_n^{\alpha,\rho}(\epsilon^2(x,a); x)} \sqrt{A_n^{\alpha,\rho}((t-x)^4; x)}
\]

Hence, by using Lemma 2 we have:

\[
\lim_{n \to \infty} (n\rho - 1)A_n^{\alpha,\rho}(\epsilon(x,a)(t-x)^2; x) = 0.
\]

Thus, by taking limit as \(n \to \infty\) on equation (4.4), we obtain the required result. \(\square\)
Theorem 6. Let \( f \in \text{Lip}_M \) with \( M > 0 \) and \( 0 < \gamma \leq 1 \). Then the operators \( A_n^{\alpha,\rho}(\cdot,;x) \) satisfy
\[
|A_n^{\alpha,\rho}(f;x) - f(x)| \leq M (A_n^{\alpha,\rho}((t-x)^2; x))^{\frac{\gamma}{2}}.
\]

Proof. By using the linearity of the operators \( A_n^{\alpha,\rho}(f;x) \), we obtain:
\[
|A_n^{\alpha,\rho}(f;x) - f(x)| \leq A_n^{\alpha,\rho}(|f(t) - f(x)|; x).
\]

From Definition 2 we have
\[
|A_n^{\alpha,\rho}(f;x) - f(x)| \leq A_n^{\alpha,\rho}(M|t-x|^\gamma; x) = M \sum_{k=0}^{\infty} p_{n,k}^{\alpha,\rho}(x) \int_0^{\infty} p_{n,k}^{\alpha,\rho}(t)|t-x|^\gamma dt
\]
\[
\leq M \sum_{k=0}^{\infty} p_{n,k}^{\alpha,\rho}(x) \left[ \int_0^{\infty} p_{n,k}^{\alpha,\rho}(t) dt \right]^{\frac{\gamma}{2}} \left[ \int_0^{\infty} p_{n,k}^{\alpha,\rho}(t) (t-x)^2 dt \right]^{\frac{\gamma}{2}}
\]
\[
= M \sum_{k=0}^{\infty} p_{n,k}^{\alpha,\rho}(x) \left[ \int_0^{\infty} p_{n,k}^{\alpha,\rho}(t) dt \right]^{\frac{\gamma}{2}} \left[ \int_0^{\infty} p_{n,k}^{\alpha,\rho}(t) (t-x)^2 dt \right]^{\frac{\gamma}{2}}
\]
\[
= M (A_n^{\alpha,\rho}((t-x)^2; x))^{\frac{\gamma}{2}}.
\]

Hence, the proof is completed. \( \square \)

Theorem 7. Let \( f \in C_B^2(0,\infty) \) and \( n\rho > 2 \), then:
\[
|A_n^{\alpha,\rho}(f;x) - f(x)| \leq \left( \Gamma_n(x) + \frac{\Delta_n(x)}{2} \right) \|f\|_{C_B^2(0,\infty)}
\]
where \( \Gamma_n(x) = A_n^{\alpha,\rho}((t-x); x) \) and \( \Delta_n(x) = A_n^{\alpha,\rho}((t-x)^2; x) \).

Proof. The second order Taylor’s polynomial for \( f \in C_B^2(0,\infty) \) and \( \theta \in (x,t) \), we have:
\[
f(t) = f(x) + (t-x)f'(x) + \frac{(t-x)^2}{2}f''(\theta).
\]

By applying the operators \( A_n^{\alpha,\rho}(\cdot; x) \) on both sides, we get:
\[
A_n^{\alpha,\rho}(f;x) = f(x) + A_n^{\alpha,\rho}(t-x; x)f'(x) + \frac{1}{2} A_n^{\alpha,\rho}(t-x)^2 f''(\theta; x)
\]
\[
|A_n^{\alpha,\rho}(f;x) - f(x)| \leq |A_n^{\alpha,\rho}(t-x; x)||f'||_{C_B^0(0,\infty)} + \frac{1}{2} |A_n^{\alpha,\rho}(t-x)^2; x)||f''|_{C_B^0(0,\infty)}.
\]
Now from equation \( 3.2 \), we obtain the following inequalities,
\[
||f'||_{C_B^0(0,\infty)} \leq ||f||_{C_B^2(0,\infty)} \text{ and } ||f''||_{C_B^0(0,\infty)} \leq ||f||_{C_B^2(0,\infty)}.
\]
Thus, by using these inequalities in equation \( 4.5 \), we get the required upper bound for the error of approximation. \( \square \)

Theorem 8. For every \( f \in C_B(0,\infty) \), we have:
\[
|A_n^{\alpha,\rho}(f;x) - f(x)| \leq 2Q \left\{ \omega_2 \left( f; \sqrt{\frac{\Gamma_n(x)}{2}} + \frac{\Delta_n(x)}{4} \right) + \min \left( 1, \frac{\Gamma_n(x)}{2} + \frac{\Delta_n(x)}{4} \right) \|f\|_{C_B(0,\infty)} \right\},
\]
where \( Q > 0 \) is any constant, \( \Gamma_n(x) \) and \( \Delta_n(x) \) are defined as in Theorem 7.
Hence, we obtain the result.

Thus:

In the previous section, here, we compare the Durrmeyer variant of $\alpha$–Baskakov operators with our operators $A_n^{\alpha,\rho}(f; x)$ for different values of $\rho$.

Example 1. Let $f(x) = \sqrt{x}$. In this example, we present the convergence of our operators $A_n^{\alpha,\rho}(f; x)$ for $n = 20, \alpha = 0.1$ and certain values of $\rho$ i.e. $\rho = 1, 5, 0.5$.

Also, we have given the error of approximation $E_n^{\alpha,\rho}(f, x) = |f(x) - A_n^{\alpha,\rho}(f; x)|$ of our operators $A_n^{\alpha,\rho}(f; x)$ from the function $f(x)$ for $n = 20, \alpha = 0.1$ and $\rho = 1, 5, 0.5$.

From the given figures, we can easily see that the operators $A_n^{\alpha,\rho}(f; x)$ give the better approximation at $\rho = 0.5$.  

5. Numerical Verifications

In this section, we give the numerical examples to verify the theoretical results that we have proved in the previous section. Here, we compare the Durrmeyer variant of $\alpha$–Baskakov operators with our operators $A_n^{\alpha,\rho}(f; x)$ for different values of $\rho$. 

Proof. For $g \in C^2_0[0, \infty)$, we have:

$$|A_n^{\alpha,\rho}(f; x) - f(x)| = |A_n^{\alpha,\rho}(f; x) - A_n^{\alpha,\rho}(g; x) + A_n^{\alpha,\rho}(g; x) - g(x) + g(x) - f(x)|$$

$$\leq |A_n^{\alpha,\rho}(f - g; x)| + |g(x) - f(x)| + |A_n^{\alpha,\rho}(g; x) - g(x)|. \quad (4.6)$$

Since

$$A_n^{\alpha,\rho}(f; x) \to f(x), \quad A_n^{\alpha,\rho}(g; x) \to g(x),$$

then

$$|A_n^{\alpha,\rho}(f - g; x)| \to |f(x) - g(x)| \leq \|f - g\|_{C^0_0[0, \infty)}. \quad (4.7)$$

By using equations (4.6), (4.7) and Theorem 7, we get:

$$|A_n^{\alpha,\rho}(f; x) - f(x)| \leq 2\|f - g\|_{C^0_0[0, \infty]} + \left(\frac{\Gamma_n(x)}{2} + \frac{\Delta_n(x)}{4}\right) \|g\|_{C^0_0[0, \infty]}$$

Now taking the infimum over all $g \in C^2_0[0, \infty)$ and using the Definition 3 we have:

$$|A_n^{\alpha,\rho}(f; x) - f(x)| \leq 2K_2\left(\frac{\Gamma_n(x)}{2} + \frac{\Delta_n(x)}{4}\right).$$

Also, from (13), using the equivalence relation of second order $K$–functional and second order modulus of continuity, i.e.

$$K_2(f; \delta) \leq Q\{\omega_2(f; \sqrt{\delta}) + \min(1, \delta)\|f\|_{C^0_0[0, \infty)}\}, \quad Q > 0$$

Thus:

$$|A_n^{\alpha,\rho}(f; x) - f(x)| \leq 2Q\left\{\omega_2\left(f; \frac{\Gamma_n(x)}{2} + \frac{\Delta_n(x)}{4}\right) + \min\left(1, \frac{\Gamma_n(x)}{2} + \frac{\Delta_n(x)}{4}\right) \|f\|_{C^0_0[0, \infty)}\right\}.$$ 

Hence, we obtain the result.  \qed
Figure 1. Approximation process for $\alpha = 0.1$

Figure 2. Error estimation
Also, we give the convergence and the error approximation at $\alpha = 1$ with $n = 20$ and $\rho = 1, 5, 0.5$, which is shown in figure 3 and figure 4. For these values, it is clear that approximation is better at $\rho = 5$.

Figure 3. Approximation process for $\alpha = 1$

Figure 4. Error estimation
Example 2. Let \( f(x) = x^2 + 5x + 2 \). Here, we give the convergence of our operators \( A_n^{\alpha,\rho}(f;x) \) at \( n = 20, \alpha = 0.7 \) and some values of \( \rho = 1, 5, 0.3 \). Also, we give the error of approximation \( E_n^{\alpha,\rho}(f,x) \) of our operators \( A_n^{\alpha,\rho}(f;x) \) from the function \( f(x) \) at the chosen values.

Figure 5. Approximation process for \( \alpha = 0.7 \)

Figure 6. Error estimation
From the above figures we can easily see that the operators $A_n^{\alpha,\rho}(f;x)$ give the better approximation at $\rho = 5$.

**Conclusion:** The operators $A_n^{\alpha,\rho}(f;x)$ converge uniformly to continuous bounded function $f(x)$. By these operators, we have verified that generalization of the positive linear operators can provide the better approximation than the classical ones, which is shown graphically through the examples. Here, we have seen that the convergence of the operators $A_n^{\alpha,\rho}(f;x)$ is independent of parameters $\alpha$ and $\rho$, but the error of approximation depends on these parameters.
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