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Abstract—With the increased demand on economy and efficiency of measurement technology, Non-Intrusive Load Monitoring (NILM) has received more and more attention as a cost-effective way to monitor electricity and provide feedback to users. Deep neural networks has been shown a great potential in the field of load disaggregation. In this paper, firstly, a new convolutional model based on residual blocks is proposed to avoid the degradation problem which traditional networks more or less suffer from when network layers are increased in order to learn more complex features. Secondly, we propose dilated convolution to curtail the excessive quantity of model parameters and obtain bigger receptive field, and multi-scale structure to learn mixed data features in a more targeted way. Thirdly, we give details about generating training and test set under certain rules. Finally, the algorithm is tested on real-house public dataset, giving details about generating training and test set under certain rules. The results are compared and analysed, the proposed model shows improvements on F1 score, MAE as well as model complexity across different appliances.

Index Terms—Non-intrusive load monitoring, residual neural network, multi-scale, model complexity, load disaggregation.

I. INTRODUCTION

With the increasingly complicated demands of household electricity consumption, the emergence of smart grids and load monitoring is indispensable. In this field, measurement technology plays a rather important role. Obtaining useful information usually requires the correct installation, maintenance and interpretation of a large number of sensors. Even if the sensors have been mass-produced with low-cost, this is a difficult task [1]. Therefore, how to deploy load monitoring through little measurement cost and faster measurement methods is an urgent problem to be solved.

Load monitoring includes Intrusive Load Monitoring (ILM) and Non-Intrusive Load Monitoring (NILM). ILM refers to the installation of sensors on each of users’ electrical appliances. Though the monitoring data obtained in this way is accurate and reliable, there are still disadvantages of large investment, poor operability and low user acceptance [2]. NILM, which acquires only one measurement point at the user’s house entrance, is a more economical and effective method. It disaggregates the user’s total load by analysing the load features, and estimates the power consumption of a single electric appliance [3].

Existing methods for NILM in the literature include the feature-based approach [4], [5], [6], [7], [8] and the data-driven approach [9], [10], [11]. The former does not require statistical learning of a model, but only signal-level processing [12], [13] is needed to achieve optimal results. The latter relies on a certain amount of labelled data [14] to learn a representative model. Data-driven methods can further be roughly classified into conventional machine learning [15], deep learning [16] and online transfer learning [17].

Feature-based methods depend on the correct detection of “on-and-off” events of an appliance. Signal processing techniques are used to improve the features which are key to event detection. Electric features like current, voltage and active power are the waveform based time-domain features. On the other hand, advanced non-stationary signal processing algorithms bring more transformation domain features, such as spectral features [13] and wavelet based features [18], [21].

With enough “hand-crafted” feature descriptors, optimization framework can be applied to these non-training methods [22]. However, the generalization ability always relies on the “hand-crafted” expert knowledge. This may be a drawback in some large-scale deployment of energy management systems.

The data-driven methods adopt statistic learning frameworks, such as single-label classification, multi-label classification [18]. Among the deep neural network approaches [19], [20], the depth of the network continues to increase in order to achieve a better performance. Meanwhile, the network faces the problem of degradation, which includes gradient explosion and gradient vanishing. Although some of the existing models can achieve good disaggregation performance under a mixture of simple appliances, the disaggregation performance in a complex case is not satisfactory.

In this paper, we propose a novel neural network model for blind load disaggregation: a multi-scale deep residual neural network based on dilated convolution. This model outperforms several existing deep neural networks on load disaggregation and it shows a considerable improvement on model complexity.

The structure of this paper is as follows: Sec II provides the related work and reviews the previous NILM methods. Sec III introduces the proposed neural network model structure. Sec IV introduces the generation of training set and test set, the experimental settings and results. A further comparison of various neural network models is also provided. In Sec V we provide the conclusion of this work and plans for future work.
II. RELATED WORK

The conventional methods are based on event detection [3]. The Factor Hidden Markov Model (FHMM) proposed by Kim et al. [23], [24] outperformed some basic statistical models. However, it still has some limitation when adapted to complex real-world situations. Neural network, on the other hand, has a strong non-linear modeling ability given sufficient quantity of data. Roos et al. applied neural network model in NILM field for the first time [25], though the model lacked for learning capacity due to simple structure. More recent development on deep learning has provided us various efficient models, mostly Long-Short Term Recurrent Neural Networks (LSTM-RNN), denoising autoencoders (dAE), and Convolutional Neural Networks (CNN).

Mauch and Yang [26] proposed to use a RNN network with simply connecting multiple LSTM layers together. Aiming differently, Bongli et al. constructed their network to be a denoising autoencoder, which considers the aggregate power as a noisy version of appliance load, and applied a median filter on the output [27]. Similarly, Zhang et al. adopted CNN but more in a conventional structure, where fully-connected layers follow a succession of CNN layers. They applied their model on a sequence-to-sequence situation [28], where the output is the disaggregated sequence, as well as a sequence-to-point one [29], where the output is a single load of a specified time.

In order to benchmark the deep neural networks on load disaggregation, P. Nascimento performed experiment on various typical RNNs included Simple Recurrent Network (SRN), LSTM and GRU, CNN and Recurrent Convolutional Network (RCN) with different activation functions [30]. They used three types of common appliances as the disaggregation objects. Kelly and Knottenbelt [31] proposed three different models including BiLSTM, dAE and a regression network. In their work, the former two networks performed sequence-to-sequence disaggregation and the third performed sequence-to-point disaggregation, where the output was the start time, end time and the average power consumption within the input window. Furthermore, He and Chai [32] proposed a BiLSTM and a dAE with parallel convolution structure.

Beyond simple traditional network structures, Harel et al. adopted Time Convolutional Network (TCN) with dilated convolution [33]. They retained the causality of the input sequences and used gated structure to extract complex features. Baets et al. explored a Siamese network structure consisted of two CNNs with V-I trajectory of a high sample frequency as the input [34].

Although most of the works exhibited above still used active power as the sole input feature because it is simple to measure and existing metering infrastructures usually provide the necessary values [35]. D. Srinivasan proposed a network using harmonic source as the input [36], and Rosdi proposed a Probabilistic Neural Network (PNN) using magnetic field waveforms as input [37].

An open challenge in this field is the adaptation ability. There are many different makes and models, and labelled training datasets are not always enough. Therefore, Yanchi Liu et al. [38] used transfer learning to make use of a visual neural network in appliance identification. Similarly, semi-supervised learning [17], [21] and some empirical techniques may be also used to train the model on one site and deploy on another.

III. METHODOLOGY

In order to separate the active power data of each appliance respectively from the aggregate active power data. In this paper, we are inspired by Kelly et al. [31] and train a neural network for each type of appliances; the inputs to the neural network are aggregate power sequences, and the network accordingly outputs sequences of equal length that contains only the active power consumption of a single appliance. Its general process is shown in Fig. 1.

A. Dilated Convolutional Residual Block

In this paper, we propose a residual network architecture which is consisted of dilated convolutional residual blocks as basic structural units. Residual blocks have a considerable advantage in avoiding gradient vanishing or explosion problem when the network layers increases. Multi-branches designed in the proposed network tend to learn representations from different receptive fields parallelly with less information loss.

The structure of the dilated convolutional residual block is shown in Fig. 2. The input for each residual block successively goes through two convolutional layers and their corresponding layer normalizations, dropouts and nonlinear activations. Then the original input will be added to the temporal output by using a shortcut connection, together the two constitute the final output of this residual block. If the number of input channels is different from that of the temporal output channels, a convolutional layer of kernel size of 1 will be adopted to alter the number of channels to be equal to the temporal output’s before adding them up.

The shortcut connection enables each residual block to learn features directly from the original input, which greatly improves the learning capacity of the network. We connect these residual blocks one after another to form a residual block body, in order to extend the depth of residual network.

The dilated convolution in the residual block has two other features compared to conventional convolution. First, due to the characteristics of the sequence-to-sequence, we need to
Fig. 2. Structure of a residual block

easure that the sequences before and after each convolution
have the same length; second, the kernels will have holes (i.e.,
zero values) in them whose number depends on the dilation
rate of that layer, a feature that allows the network to obtain
a larger receptive field by selectively skipping some part of
the inputs without changing the kernel sizes or increasing
parameters. If \( d \) denotes the dilation rate, then there will
be \( d − 1 \) values skipped between every two actual values
convoluted by the kernel. When \( d = 1 \), it is obvious that
the dilated convolution reverts to an ordinary one-dimensional
convolution.

In the proposed network, both convolutional layers in each
residual block have the same dilation rate, and the dilation
rate of the residual block will gradually increase exponentially
as the network gets deeper, as shown by the simplified
schematic of the dilated convolutional network in Fig.3 where
\( d \) denotes dilation rate, and the receptive field gets larger in
the meantime. The figure shows the situation where kernel size is
3.

\[ X = \{x_0, x_1, \ldots, x_{T−1}, x_T\} \]
\[ Y = \{y_0, y_1, \ldots, y_{T−1}, y_T\} \]

is the original input sequence, and the final output sequence.
It is clear that for the timing sequences, the convolution has a
feature of non-causality \([39]\), meaning the output at time \( t \)
is determined by an equal number of values both from past and
future. Load disaggregation can also be seen as a denoising
problem, so more information from the sample context can
help the network to learn better about the features of the pure
signal. In order to achieve the above non-causality, each layer
of zero padding needs to be set symmetrically to both ends of
the feature map. Given \( k \) denotes kernel size and \( d \) denotes
dilation rate, the number of zero paddings on both ends is
\((k−1) \times d \div 2\).

For LSTM, each time step calculation must wait until the
previous one is completed in order to maintain the time-
complexity of the sequence, which leads to much consuming
of training and test time. In contrast with LSTM, the dilated
convolutional network has the advantage of processing mul-
tiple time steps in parallel, and also of the flexibility of the
receptive field. In particular, when the dilation rate of the last
residual block is \( 2^D \), the receptive field can be calculated as
in Eq.1

\[
S = (2 \times \sum_{d=0}^{D} \frac{k-1}{2} \times 2^{d+1}) + 1
\]

\[
= (2^{D+2} - 2)(k−1) + 1
\]

where \( k \) denotes the kernel size (in case of an odd number)
and \( d \) denotes the dilation rates in the residual block body.

B. Load Disaggregation Model

Considering that different appliances have different working
modes, even for the same appliances, there are different sub-
modes in a working cycle. In these different working modes
and sub-modes, the features of the power profile, including
duration, power, and fluctuations are all different from each
other. As an example, the active power profile of the washing
machine is shown in Fig.4. The working modes in the two
dashed boxes are washing and auxiliary heating, which have
obvious differences in power features.

If a receptive field can only cover a particular working
mode, the network’s representation of this specific feature
mode is better. But if it’s blindly increased, the learning may
be aimless, and the features of different working modes may
be mixed and overlapped with each other, which will worsen
the final disaggregation performance.

Taking this into consideration, we design a novel structure
in such a way: merging the different receptive fields together,
so that network itself is able to learn representations from
multiple receptive fields combined with activation duration of
different appliance. The proposed multi-scale residual network
structure is shown in Fig.5 where \( c \) denotes output channels,
\( d \) denotes dilation rate and \( k \) denotes kernel size.

As shown in Fig.5 first, the input sequence is sent to four
residual block bodies with a kernel size of 5 that contain 2
blocks, 3 blocks, 4 blocks and 5 blocks to perform feature
Fig. 4. Power profile of a working period of washing machine

Fig. 5. Overall structure of the multi-scale residual network based on dilated convolution

IV. EXPERIMENTS AND RESULTS

In this section, we detail the dataset we use and how to generate the training and test set required for the experiment under certain rules. Then we give the structures of the three existing models, BiLSTM and dAE in [31] as well as conventional convolutional network in [28]. They are compared with the multi-scale residual network introduced in the previous section. Finally we present the metrics for evaluation of the experiment and discuss the results of the experiments.

A. Dataset

In our experiments, the dataset we employ is the public available dataset UK Domestic Application Level Electric (UK-DALE) to perform the experiment. UK-DALE records 5 houses, all of the appliance-level power data is active power sampled every 6 seconds, while the aggregate power data is a mixture of apparent power sampled every 6 seconds and active power.

We will test the proposed model’s performance in IV.
as well as reactive power sampled every 1 second. We down-sample all the active power to 6 seconds resolution and only select apparent power when there’s no active power available.

B. Data Pre-processing and Model Training

The UK-DALE dataset has various of appliances of varying power levels to choose from, but for the sake of sample size, proportion of electricity consumption, and the representativeness of the power features, we choose the following five types of appliances to to carry out experiments: kettle, fridge, washing machine, microwave and dish washer. All five of these types are distributed in UK-DALE in at least three houses, and the exact distribution of each appliance can be seen in Tab.I. We use the data in House 5 as the test set and the data in the other houses as the training set. In addition, by the fact that the washing machine in House 4 shares the same meter with the microwave, the power data of washing machine and microwave in House 4 will not be involved in training.

In order to provide training samples and labels, we need to first locate the “on” period of an appliance. We use NILMTK’s `Electric.get_activation()` function and the arguments provided by UK-DALE to obtain the activations. For each time index, there’s a pair of aggregate power sequence \( N = n_0, n_1, \ldots, n_{t-1}, n_t \) and label power sequence \( M = m_0, m_1, \ldots, m_{t-1}, m_t \), and because the sequence lengths are different between pairs, we uniformly set a constant window length for each appliance. Then the training and test samples are generated by randomly placing the window over the activations at the precondition that the whole activation is contained.

The arguments for `Electric.get_activation()` and window lengths are shown in Tab.I and Tab.II.

The input sequences of the network are segmented from the aggregated data, and the label sequences are segmented from the appliance-level data.

Before starting to train the model, we performed the following pre-processing on the dataset:

1) We normalized every pair of training samples and labels in order to facilitate the training of network, that was, all divided by the maximum power value of the aggregate sequence in each pair, so that all values fell within the interval \([0,1]\). We also apply this rule when generating test set.

2) We put windows one window length ahead from the start point of activations to segment some amount of training samples that didn’t contain activations of the target appliance, thus generalize the learning capacity of the network. We also apply this rule when generating test set.

3) We filtered the training samples. The samples where the activation length was shorter than \(1/3\) of the window length, and the samples where the sum of points of which aggregate power was three times greater than appliance power exceeded half of the window length would be discarded and not be included in the training set. Noted that when generating test set, we will not apply this rule in order to obtain the most general experiment results.

After the training set was generated, we perform experiments with a conventional convolutional network, a dAE, a BiLSTM, and the proposed model and compare the disaggregation performance. We use optimizers and loss functions in accordance with original papers of the methods, for conventional convolutional network, we use Adam optimizer \([28]\), and for dAE and BiLSTM, we use stochastic gradient descent (SGD) with Nesterov momentum of 0.9 \([31]\). All three of these models are trained with MSE as loss function.

C. Comparison with Existing Network Structures

Three existing neural network models \([31], [28]\) are adopted for comparison. They performed effectively in previous work on UK-DALE dataset.

The structure of conventional convolutional network is shown in Fig.6.

The structure of BiLSTM is shown in Fig.8.

D. Experimental Results

The metrics for evaluation of disaggregation performance are defined as below.

TP: true positive
FP: false positive
TN: true negative
FN: false negative

The actual power of an appliance at time \(t\) is denoted as \(y_t\) and the estimated power is denoted as \(\hat{y}_t\).

Four types of static metrics are defined as:

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (2)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (3)
\]

\[
F1 \text{Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (4)
\]

\[
\text{Mean Absolute Error} = \frac{\sum_{t=1}^{T} |y_t - \hat{y}_t|}{T} \quad (5)
\]

Recall and precision are often considered as intermediate metrics, for achieving high score on either can still possibly leading to poor F1 score, which reflects the performance of the network as a whole in the aspect of classifying the “on-and-off” state of the appliances. Mean absolute error (MAE), on the other hand, reflects the performance in terms of more specific power deviations.

| Appliance         | House ID |
|-------------------|----------|
| Kettle            | 1,2,3,4,5|
| Fridge            | 1,2,4,5  |
| Washing machine   | 1,2,4,5  |
| Microwave         | 1,2,4,5  |
| Dish washer       | 1,2,5    |

The distribution of different appliances data in UK-DALE
TABLE II
ARGUMENTS PASSED TO `get_activation()`

| Appliance     | On power threshold (W) | Min. on duration (s) | Min. off duration (s) |
|---------------|------------------------|----------------------|-----------------------|
| Kettle        | 2000                   | 12                   | 0                     |
| Microwave     | 200                    | 12                   | 30                    |
| Fridge        | 50                     | 60                   | 12                    |
| Dish washer   | 10                     | 1800                 | 1800                  |
| Washing machine | 20                    | 1800                 | 160                   |

Fig. 6. Structure of conventional convolutional network

Fig. 7. Structure of denoising autoencoder

Fig. 8. Structure of BiLSTM

TABLE III
WINDOW LENGTHS USED FOR DIFFERENT APPLIANCES

| Appliance     | Length (num of points) |
|---------------|------------------------|
| Kettle        | 64                     |
| Microwave     | 128                    |
| Fridge        | 512                    |
| Dish washer   | 1024                   |
| Washing machine | 1024                  |

The experiment is performed in an environment described in Tab.IV and the testing results on different types of appliances using different models are shown in Fig.9 and Fig.10. We use Tensorflow Profiler to add up the number of parameters for each model and time.time() function to measure the prediction time for each sample. The models’ parameters and time results are shown in Tab.V and Tab.VI.

TABLE IV
EXPERIMENTAL ENVIRONMENT

| CPU               | GPU                      |
|-------------------|--------------------------|
| Intel Core i9-9900k 3.60GHz | NVIDIA RTX TITAN 24GB   |

All MAE results of each appliance are divided by the maximum MAE value of that appliance so that they can be normalized within [0,1] and distinctly exhibited in figure. The denominators are shown in Tab.VII.

From the results, it can be seen that appliances with simple power features, such as kettle and dish washer, can have better disaggregation performance than others, while appliances with features that are more difficult to capture, such as microwave, generally have poorer disaggregation performance.

Broken down to specific metrics, kettle has the best F1 scores on five models, but the MAEs are poor. Because
TABLE V
Statistics of parameters for each model

| Appliance      | Parameters     |
|----------------|----------------|
|                | CNN | Autoencoder | BiLSTM | Multi-scale model |
| Kettle         | 3.38M | 0.36M       | 1.27M  | 1.22M             |
| Microwave      | 6.72M | 1.26M       |        |                   |
| Fridge         | 26.78M | 17.63M     |        |                   |
| Dish washer    | 53.52M | 68.82M     |        |                   |
| Washing machine|      |             |        |                   |

TABLE VI
Prediction time per sample

| Appliance      | Time (ms)     |
|----------------|---------------|
|                | CNN | Autoencoder | BiLSTM | Multi-scale model |
| Kettle         | 0.940 | 0.708       | 78.1   | 5.83              |
| Microwave      | 1.06  | 0.714       | 154    | 5.92              |
| Fridge         | 1.17  | 0.832       | 623    | 6.19              |
| Dish washer    | 1.37  | 1.23        | 1205   | 6.44              |
| Washing machine| 1.37  | 1.23        | 1236   | 6.65              |

Fig. 9. F1, recall and precision results

TABLE VII
Maximum MAE values

| Appliance      | Maximum MAE |
|----------------|-------------|
| Kettle         | 289.044     |
| Microwave      | 322.362     |
| Fridge         | 71.388      |
| Dish washer    | 158.11      |
| Washing machine| 217.517     |
kettle’s activation is more concentrated within a small-sized window and its power level is higher (above 2000W), small errors in the neural network’s output activated by sigmoid are amplified to very high levels. Likewise, models’ better MAE performance on fridge, which has a lower power level, confirms the previous arguments. Washing machine and dish washer have lower power thresholds, so there are fewer false negative or false positive points, which resulted in a generally greater recalls than precisions; while the more comprehensive metrics such as F1s and MAEs differ.

Generally, the conventional convolutional network outperforms the autoencoder on both the kettle and the washing machine, but not the dish washer. BiLSTM achieves mediocre performance, with big MAEs and occasionally good F1 scores on three appliances. Meanwhile, the proposed multi-scale model achieves better performance on all five appliances.

Comparing the residual network based on dilated convolution with other CNN-based networks, whose F1 and MAE results of the five appliances are surpassed by that of proposed model, it can be seen that the residual network and dilated convolution can solve the problem of insufficient receptive field and degradation of the ordinary convolution.

As for the other parts, except for kettle, multi-scale models have the least parameters hence the smallest sizes. It enables already trained models to be more easily implanted in house-end measurement devices, hence a more convenient way to realize NILM methods in real-house situation.

When it comes to time cost, it can be seen that multi-scale residual network outperforms BiLSTM but not two other convolutional networks. It’s because in spite of multi-scale model’s edge on sizes, the more layers and convolutional operations lead to more floating point operations (FLOPs). On the other hand, BiLSTM’s delay of prediction can be attributed to its lack of parallelism, every time step calculation must wait until all calculations of the last step are completed. So the parallel-processing feature of convolutional networks generally shortens the time cost, hence obtain better performance in real-house situation.

In summary, our proposed model has a faster and better disaggregation performance than RNNs, and it can also show advantages over other CNN-based models, with curtailing the number of parameters, and in the meantime not significantly increasing the time cost.

V. Conclusion

Based on dilated convolution, we propose a multi-scale residual neural network model for load disaggregation. We compare our model with three promising deep neural network models, a conventional convolutional network, a BiLSTM and a denoising autoencoder on the public dataset UK-DALE. We adopt F1 score and MAE as the metrics for evaluating the disaggregation performance.

The experimental results show that the dilated convolution and multi-scale structure can be successfully applied to time series load disaggregation, hence NILM problems. Compared with models based on ordinary convolution, the large receptive field generated by dilated convolution can obtain more information from the background to assist the disaggregation, and the multi-scale structure enables the model to achieve optimal performance when facing appliances with complex power features.

Furthermore, our proposed model shows a promising potential on small size and is easy to implement in real-house situation. It also expedites the prediction time compared to BiLSTM with parallel-processing feature of CNN, although the actual FLOPs still drag a little behind shallower CNN networks.

In future work, we will extend the proposed model to sequence-to-point regression in order to directly estimate the disaggregated energy consumption.
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