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Abstract—Kidney DCE-MRI aims at both qualitative assessment of kidney anatomy and quantitative assessment of kidney function by estimating the tracer kinetic (TK) model parameters. Accurate estimation of TK model parameters requires an accurate measurement of the arterial input function (AIF), with high temporal resolution. Accelerated imaging is used to achieve high temporal resolution, which yields under-sampling artifacts in the reconstructed images. Compressed sensing (CS) methods offer a variety of reconstruction options. Most commonly, sparsity of temporal differences is encouraged for regularization to reduce artifacts. Increasing regularization in CS methods removes the ambient artifacts but also over-smoothes the signal temporally which reduces the parameter estimation accuracy. In this work, we propose a single image trained deep neural network to reduce MRI under-sampling artifacts without reducing the accuracy of functional imaging markers. Instead of regularizing with a penalty term in optimization, we promote regularization by generating images from a lower dimensional representation. In this manuscript we motivate and explain the lower dimensional input design. We compare our approach to CS reconstructions with multiple regularization weights. Proposed approach results in kidney biomarkers that are highly correlated with the ground truth markers estimated using the CS reconstruction which was optimized for functional analysis. At the same time, the proposed approach reduces the artifacts in the reconstructed images.
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1 INTRODUCTION
Quantitative dynamic contrast-enhanced MRI (DCE-MRI) calculates perfusion and permeability parameters of tissue by evaluating the T1 shortening induced by a gadolinium-based contrast agent (CA) passing through the tissue of interest. A dynamic series of T1 weighted volumes are acquired before and after bolus injection of CA. A detailed anatomical evaluation is then performed by assessing the contrast uptake visually and a functional evaluation can be performed by fitting a tracer kinetic model and estimating its parameters. In functional imaging of the kidneys, DCE-MRI can be used for both quantitative and qualitative assessment of renal function, i.e., glomerular filtration rate (GFR) and differential renal function (DRF). A rapid acquisition with high temporal resolution (≈3 seconds/volume) is required to capture the passage of CA in vascular system and through the kidneys for accurate computation of TK model parameters [1], [2].

High temporal resolution can be achieved using accelerated imaging by taking advantage of parallel imaging and by undersampling the k-space using Cartesian sampling [3]. Alternatively, accelerated non-Cartesian sampling such as stack-of-stars radial imaging can be used, which has an additional benefit of being inherently robust to breathing motion [4]. When using accelerated imaging, image quality and quantitative parameter estimation accuracy are both degraded by undersampling artifacts, i.e. streaking artifacts and noise [5]. In order to reduce the effect of these artifacts, compressed sensing (CS) methods have been used in the literature. For CS reconstruction, an incoherent sampling of the k-space is required, which can be achieved by golden angle stack-of-stars acquisition of dynamic series of volumes. In addition, DCE-MR data over time have spatiotemporal redundancy and this a priori information can be utilized during image reconstruction. A regularization term is usually linearly appended to a data consistency term with a tuning hyperparameter and then minimized in the optimization [6], [7]. Literature offers several regularization terms, e.g., promoting low rank background [8], promoting sparsity in time or space [9], promoting sparsity in extra dimensions by splitting data into respiratory phases [10]. Most commonly used regularization function for DCE-MRI is the one that promotes sparsity in temporal difference of the signal in time [11]. One drawback of this regularization scheme is that, increasing the regularization hyperparameter reduces the unwanted streaking artifacts in the image improving image quality but this comes at the cost of reducing the tracer kinetic model parameter estimation accuracy due to over-smoothing of the temporal signal, especially that of the
arterial input function. Therefore, for functional evaluation, a smaller regularization hyperparameter is selected when TK model fitting is required. However, when a smaller regularization weight is used, the resultant images have more streaking artifacts, reducing the image quality. It is therefore desirable to have a DCE-MR image reconstruction approach that can achieve both good image quality and accurate TK parameter estimation at the same time.

Neural network architectures have gained popularity in the literature [12], [13] due to their ability to achieve regularization by learning the transform parameters without the need for hand-crafting the regularization function. Neural networks offer flexibility to determine the spatial-temporal redundancy in the dynamic MR images [14], [15]. Deep learning techniques have shown great promise in reconstructing high quality images from accelerated MRI data. However, these techniques suffer from scalability. In clinical practice, collecting a representative training dataset is a difficult objective due to various sources of variations including different ages of patients, presence of motion, anatomical and pathological variations, variations in field of views and coil selection and placement. Additionally, deep learning based image reconstruction pipelines are usually trained in an end-to-end supervised fashion, in which under-sampled data are reconstructed with the network and compared to a ground-truth reference reconstruction. The reference reconstruction usually refers to a reconstruction with k-space data that is fully sampled (or sampled denser than expected input) with a conventional technique or with a compressed sensing algorithm. The notion of reference is therefore tied to an already existing method, which may not be an ideal solution itself, and acquisition of such reference data suffers from similar difficulties or limitations such as limitations of temporal resolution. To avoid such drawbacks, a possible solution is to optimize the neural network for single image reconstruction without using a reference ground truth image. Ulyanov et al. in their work “Deep image-prior (DIP)” [16] introduced the idea of reconstructing a single artifact free image by imposing a deep neural network regularizer. DIP is trained promoting fidelity between the deteriorated observation and network generated regularized image. Through iterations, with a sufficiently deep architecture, the network eventually overfits to the noisy observation itself. However, the intermediate steps yield parameter sets that result in repaired (denoised, inpainted...) regularized reconstructions. Also, this approach is conducted on a single image, without any need for training data, by eliminating the learning process from a training set of input, output image pairs that may not generalize well to unseen data.

In this work we propose an image reconstruction algorithm for 3D+t (4D) DCE-MRI data that is based on a single subject trained regularizer neural network given the multichannel undersampled kspace data acquired at each time point. The proposed method does not require separate supervised training using a fully sampled training data set, which is not available. Instead of employing a regularization term in an optimization scheme, we learn the regularized reconstruction with a network architecture. Coherent low-rank/sparse nature of MR images are assumed to be disturbed due to presence of undersampling artifacts and noise and the original image can be recovered from a corrupted image using a generator network. This network takes a randomly initialized lower dimensional input and generates an improved quality image. Our main contribution is expanding this regularization network developed for a 2D volume to our 3D+time (4D) DCE-MRI data, where we reconstruct each 2D slice independently and also integrate the temporal correlation of images when training the reconstruction algorithm. Instead of using a temporal series of lower dimensional random inputs, we design a series of random inputs which are correlated in time, mimicking the fact that DCE-MRI sequence of images are temporally correlated. For instance, in our application of kidney DCE-MRI, there is a no-contrast phase, an arterial phase (where aorta and renal arteries light up), a cortical phase, a medullary phase, and a pelvis phase (where respective kidney compartments light up). We design a lower dimensional input sequence utilizing noisy inverse NUFFT reconstructions to reflect the temporal correlation of a dynamic series of contrast enhanced images within each phase. Given this lower dimensional input sequence, and the corrupted sequence of DCE-MRI images, our generator network parameters are optimized to reconstruct a sequence of DCE-MR images with improved image quality spatially, while at the same time preserving the temporal dynamics of the contrast.

We extensively evaluate the quality of regularized reconstruction in terms of both the accuracy of estimated quantitative parameters and the quality of resultant images. The contributions of this paper can be listed as follows: (i) Introducing a deep neural network based regularizer for 4D DCE-MR image reconstruction that utilizes the spatial-temporal redundancy in the data. Designing a lower dimensional temporal sequence of images, which is provided as input to the regularizer network. (ii) The ability to train without requiring a fully sampled ground truth data and a training set of ground truth, artifact free DCE-MRI images. (iii) Extensive evaluation of the proposed DCE-MR image reconstruction algorithm in patient data in terms of 1) spatial image quality, 2) temporal dynamics of the arterial input function and kidney signal quality and 3) quantitative imaging markers of kidney function estimation accuracy in comparison to a state of the art CS technique.

2 Method

In this section, we first introduce the problem formulation and notation. In Section 2.3, we explain the lower dimensional pilot input design for DCE-MRI. We then continue in Section 2.5 with the architecture and training details of the learned regularization. This section is concluded with experimental setup description in Section 2.6.

2.1 DCE-MRI with stack-of-stars sampling

In DCE-MRI acquisition with stack-of-stars golden angle radial sampling of k-space, each radial line (spoke) is acquired for all slices followed by the next radial line acquired by rotating the previous line by the golden angle. K-space is dynamically populated with the respective observed radial samples. A dynamic series of complex valued volumes are
then reconstructed at each time point $t$. After applying the Fourier transform in slice direction, each image slice $x_t \in \mathbb{C}^{n \times n}$ can be independently reconstructed. An image is related with frequency observations through non-uniform Fourier transform (NUFFT) denoted by $F$. K-space observations are acquired from multiple coils with the coil profile denoted by $C$. We denote frequency domain measurements for a time instance image $x_t$ as $k_t \in \mathbb{C}^{n \times c \times sp}$ where $n, c, sp$ denote frequency resolution, number of coils and number of spokes, respectively.

### 2.2 Compressed Sensing for DCE-MRI reconstruction

Let $X = \{x_t | t \in \{1, 2, \cdots, T\}\}$ denote DCE-MR image sequence. A back projection solution is referred to as inverse-NUFFT (i-NUFFT) solution $\hat{x}_t = (FC)^{-1}k_t$. However, when using under-sampled k-space data, this approach is prone to streaking reconstruction artifacts. To avoid these artifacts different regularization terms have been proposed in CS literature that enforce sparsity and low rank structure in both spatial and temporal domains for dynamic image reconstruction. Regularized optimization scheme is noted in the following equation.

$$\hat{X} = \arg \min_{X} \sum_{t \in \{1, \cdots, T\}} ||FCx_t - k_t||_2 + \sum_{i} \lambda_i R_i(X) \quad (1)$$

In dynamic reconstruction, with the assumption of stationary nature of consequent images, temporal piece-wise constancy of voxels are promoted with a temporal total variation regularization $R(X) = \sum_{t=1, \cdots, T-1} ||x_{t+1} - x_t||_{1,1}$ where $\|\cdot\|_{1,1}$ is the entry wise $\ell_1$-norm. Sparsity of temporal changes is adjusted with the hyperparameter $\lambda$.

### 2.3 Deep Image Prior (DIP) for regularization

Instead of designing a regularization function to reconstruct the image sequence $X$, we learn a regularized deep image generator network $f_\theta$ given a lower-dimensional input. Our approach is motivated by the Deep Image Prior technique (DIP) [16]. DIP is a convolutional neural network (CNN) used to recover an improved quality, regularized image from a random input image of the same size without using any prior training data other than the image itself. Moreover, such technique can use a lower dimensional input which is passed through the CNN to generate a regularized image and hence enforce a low-rank/sparse structure spatially. For dynamically acquired images, a simple correlated lower dimensional input sequence can enforce sparsity through time [17].

For MR image reconstruction, we start from a lower dimensional representation $z_t \in \mathbb{R}^{m}$ of each image $x_t$. The low-rank/sparse nature of the reconstructed image is ensured with the dimensionality of the input $m \ll n \times n$. We design a neural network architecture $f_\theta$ to generate reconstructions $f_\theta(z_t) = x_t \in \mathbb{C}^{n \times n}$. Assuming a Gaussian observation model, the kspace measurements $k_t$s are noisy $FC(x_t)$ observations. Thus, it is possible to estimate the optimal parameter set $\theta$ for the architecture $f$ minimizing the squared $\ell_2$ loss between the transform of the generated image $FC(f_\theta(z_t))$ and the observation $k_t$ for each image of the dynamic sequence.

### 2.4 Lower Dimensional Input Design

This section summarizes how we design a lower dimensional input that is used to generate a regularized reconstruction of the output image sequence. In DCE-MRI,
Our proposed approach utilizes a neural network $f_\theta$ to generate reconstructions $f_\theta(z_t) = x_t \in \mathbb{C}^{n \times n}$ ($z_t \in \mathbb{R}^m$, $m << n \times n$). The architecture consists of a modification network (M-N) and the convolutional reconstruction network (REC-N). We mentioned how to reflect the application nature in the lower dimensional representation in Section 2.4. As expected, CA's physiological behavior employs a more complex structure than $Z$, therefore with a fully connected M-N we learn the required adjustments on the lower dimensional input. Modified input is then used to reconstruct the image through fully convolutional REC-N. The architecture is illustrated in Figure 2 and the details are presented in Table 1. Parameters $\theta$ are updated with batch gradient descent.
\[ \theta^{s+1} \leftarrow \theta^s + \gamma \left( \frac{1}{|B|} \sum_{i \in B} \| FCf_\theta(z_i) - k_i \|_2^2 \right) \]

Here \( B \subseteq \{1, \ldots, T\} \) denotes the batch with cardinality \(|B|\), \( \gamma \) denotes the learning rate and \( s \) denotes the iteration number. The network will overfit to the undersampled k-space data by design. Thus, different parameters \( \theta^s \)'s through the iterations propose a family of reconstruction networks. The intermediate parameter values present different quality reconstructions, ultimately allowing the flexibility to determine a regularization between different parameter sets. For the sake of clarity, the stopping point selection is outside of the scope of this paper and our intent is to show the strength of learning successful regularization from a lower dimensional pilot input \( \theta \) for the analysis of the learning process. To show the general validity of obtained reconstructions we commit to the regularization network with parameters \( \theta \) where the relative loss ratio difference below \( 10^{-3} \) between batch gradient iterations.

### 2.6 Experimental Setup

In this section we explain data specifications and performance evaluation criteria to assess the performance of the proposed method.

#### 2.6.1 Data

We acquired DCE-MR images using a work in progress (WIP) sequence from 10 patients (8 female, 2 male, age=6.5±4.9 years) who underwent a contrast-enhanced MRI exam \[20\], \[21\] for their clinical evaluation. All data were acquired following an approved IRB protocol and obtaining consent. After 20 seconds of imaging, a CA (gadobutrol, 0.75 ml/kg, Bayer HealthCare, Whippany, NJ) was power-injected intravenously. We used a stack-of-stars 3D FLASH prototype sequence with a multi-channel body-matrix coil (3T Siemens Skyra/Prisma/Trio, TR/TE/FA=3.56/1.39 ms/12°, 32 coronal slices, voxel size=1.25x1.25x3 mm\(^3\), 3978 radial slices acquired in 6.24 minutes with golden angle radial ordering), average temporal resolution was 3.2 s/volume.

#### 2.6.2 Performance Evaluation

The proposed DP approach is compared with state-of-the-art temporal total-variation penalized CS solutions \[11\]. Instead of iteratively solving sparse temporal difference regularized minimization problem, our proposed learned regularization based image reconstruction approach updates parameters of the deep reconstruction map using the gradients from a squared error loss term between NUFFT of the output image and the observed k-space samples. Due to learned regularization posing a prior on the reconstruction scheme, we call our proposed approach learned deep-prior (DP) regularization. CS and the proposed DP are compared to each other in reconstructing sequences of DCE-MR images \( X = \{ x_i \mid t \in \{1, 2, \cdots, N\}, x_i \in \mathbb{C}^{n \times n}\} \) with \( n = 224 \). Each method reconstructs slices independently.

To propose a fair comparison baseline with CS, different regularization parameter values \( \lambda = \{0, 0.00125, 0.0125, 0.125, 1.25\} \) are presented. Observe that \( \lambda = 0 \) directly yields the inverse-NUFFT solution. As the value of the regularization parameter increases, it is expected to obtain reconstructions that are smooth both in image and time domains. Both reconstruction methodologies utilize the independence of observed slices, reconstruct one slice at a time and operate on k-space observations \( k_s \). For each image reconstruction \( x_t \) at time point \( t \), \( k_i \) includes \( sp = 34 \) spokes that corresponds to 3.3 seconds of acquisition (i.e., temporal resolution). Each method reconstructs more than \( 3[\text{minutes}] \) of acquisition for different scenarios that differ in patient, coil-setup acquisition device, etc. To summarize; for different patient abdomen reconstructions \( k_i \in \mathbb{C}^{224 \times 34} \) where \( c \) (number of coils) differs between patients for \( t \in \{1, 2, \cdots, N\} \) with \( N = 55 \).

Both of these approaches were implemented with Python programming language. For NUFFT and its inverse Muckley’s Pytorch Keiser-Bessel NUFFT implementation, v1.1 is used \[22\]. Each CS reconstruction (\( \lambda \neq 0 \)) performs 24 conjugate gradient descent iterations each iteration step size is determined with line search. DP is implemented using PyTorch v1.7.1 with Cuda v10.2. Both CS solution and DP training is performed on a workstation with Quadro-P5000 GPU and Intel-Xeon E5-2698 v4 @ 2.20GHz CPU. Model parameters are initialized with random weights. Weights are updated with a batch gradient descent update. Each batch includes \(|B| = 16 \) time points (= \( 16 \times 34 \) spokes) that contribute to the gradient and DP is trained for at least 2000 epochs with a learning rate of \( 10^{-4} \). Source code for DP method is publicly available \[1\].

### 3 Results

This section describes the results of a detailed set of experiments described under Section \[2.6.2\] with the data explained under Section \[2.6.1\]. We investigate the differences between CS and DP reconstruction using two different sets of experiments, one for assessing visual quality, second for assessing the accuracy of the estimated quantitative parameter. In Section \[3.1\] image domain smoothness and temporal structure analysis is provided. Section \[3.2\] shows DP produces consistent filtration rates. We encourage reader to the electronic copy of this document for higher resolution images.

#### 3.1 Visual Reconstruction Quality

In CS reconstruction increasing the regularization parameter \( \lambda \) value utilizes the piece wise constancy of the image sequence through time. This assumption reduces the noise presence utilizing the nature of the image especially around areas without contrast agent (CA). However, this assumption stagger in the presence of CA, especially in regions such as aorta, where fast signal changes are observed. This section discusses the benefits of DP approach in four sets of experiments.

1. https://github.com/quin-med-harvard-edu/kidney-LR-DCEMRI/
TABLE 2: This table summarizes mean and standard deviation for each method on each patient respectively (excluding patient-8 which is already represented). DP row number is determined based on the averaged TV value over all patients where top row indicates the highest average TV. It is possible to observe that DP removes noise on background image resulting in TV terms even lower than $\lambda = 1.25$ on average. Additionally, DP preserves the temporal differences on contrast segment and avoids over smoothing. Therefore, DP combines the strengths of different hyperparameter values yielding a desired reconstruction.

| method | p-1 | p-2 | p-3 | Total Variation (mean±std) | p-4 | p-5 | p-6 | p-7 | p-9 | p-10 |
|--------|-----|-----|-----|---------------------------|-----|-----|-----|-----|-----|-----|
| $\lambda = 0$ | 0.22 ± 0.47 | 0.40 ± 0.63 | 0.37 ± 0.61 | 0.26 ± 0.51 | 0.58 ± 0.76 | 0.53 ± 0.73 | 0.61 ± 0.78 | 0.82 ± 0.90 | 0.16 ± 0.40 |
| DP | 0.28 ± 0.53 | 0.21 ± 0.46 | 0.74 ± 0.49 | 0.23 ± 0.48 | 0.24 ± 0.49 | 0.25 ± 0.50 | 0.25 ± 0.50 | 0.19 ± 0.43 | 0.07 ± 0.30 |
| $\lambda = 0.0125$ | 0.11 ± 0.34 | 0.15 ± 0.43 | 0.12 ± 0.54 | 0.14 ± 0.38 | 0.17 ± 0.37 | 0.02 ± 0.16 | 0.18 ± 0.43 | 0.21 ± 0.46 | 0.02 ± 0.15 |
| $\lambda = 0.125$ | 0.07 ± 0.24 | 0.14 ± 0.38 | 0.07 ± 0.27 | 0.14 ± 0.38 | 0.17 ± 0.29 | 0.02 ± 0.16 | 0.18 ± 0.43 | 0.21 ± 0.46 | 0.02 ± 0.15 |
| $\lambda = 1.25$ | 0.00 ± 0.04 | 0.01 ± 0.08 | 0.00 ± 0.06 | 0.02 ± 0.12 | 0.01 ± 0.08 | 0.01 ± 0.11 | 0.00 ± 0.07 | 0.02 ± 0.15 | 0.01 ± 0.08 |

CA differences between phases (temporal intensity differences) is crucial for parametric estimation of essential physiological parameters. First set of experiments focus on illustrating DP preserving CA differences while suppressing the noise. To emphasize the overall smoothing effect on an interest area of the reconstruction, Figure 3 illustrates a sequence of time-stamped images from a patient. This figure specifically focuses on illustrating the details of the left and right kidneys, and their enhancement patterns separately. Time stamps visualize a no-contrast phase, a cortical phase and two medullary phases respectively. Observe that DP (1st row) eliminated reconstruction noise in CA to lower $\lambda$ CS reconstructions (e.g., 2nd, 3rd rows). On the other hand, increasing regularization parameter $\lambda$, as expected further reduces noise at the cost of temporal over-smoothing. It is possible to observe from 3rd and 4th columns of each sub-image that increasing $\lambda : 0 \rightarrow 1.25$ yields over-smoothing through time and ultimately starts to remove the CA enhancement effect for large As. Particularly CS with $\lambda = 1.25$ (as the last row in both sub images) resulted in marginal intensity differences.

Similarly, preserving intensity differences on cross-sections for different interest voxels (e.g. aorta) are also important for parametric estimation. Figure 4 shows two image slices, one including kidneys and one including aorta for a patient which illustrates the time behavior of CS and DP reconstructions. In this figure the first column shows the DP reconstruction of the corresponding slice with a vertical cross section highlighted with a red line for a given idx. Second column is chunked into different voxel-time plots through the respective cross-section that is highlighted in the first column figure. Illustrated methods in the second column are DP, i-NUFFT and CS for $\lambda \in \{0.0125, 0.025, 0.125, 1.25\}$ respectively. Kidney cross section is selected specifically to cover the behavior of the CA on kidney and the artery next to the bladder. As observed from the time figures, increasing $\lambda$ decreases the time domain noise on the cross section. However, in return it over-smoothes the curve on the kidney reconstruction bringing baseline value and peak CA value closer to each other. As can be observed from the image, specifically $\lambda \geq 0.125$ reconstruction time illustrations, the baseline value and the peak value are closer in pixel value and moreover there exist a smooth transition on the artery next to the bladder (bottom pixel values) which contradicts with expected physiological response. On the other hand, DP retains all physiological structure of the data like lower $\lambda$ values without carrying over the noise. Similarly increasing the temporal piece-wise constancy term removes the noise and in return disfavors the estimation structure of the arterial slice. Specifically for aorta slice reconstruction $\lambda = 1.25$ removes the second peak of the arterial curve. On the other hand, DP reconstruction

![Fig. 3: Reconstructed images are shown in detail for the left and right kidney regions for patient-6. Each sub-figure employs a matrix form where each row represents a different method of reconstruction and each row refers to a different time point. Time stamps visualize a no-contrast phase, a cortical phase, and two medullary phases respectively. Images are plotted after applying a normalization by matching the respective baseline images. We utilized the first time-frame ($t = 0.55[\text{m}]$) to do baseline normalization for each respective method. First row represents DP reconstruction where rows 2-5 are CS reconstructions using CS with $\lambda = \{0, 0.00125, 0.0125, 0.125\}$ in order. Observe that increasing $\lambda$ eliminates reconstruction noise but also oversmoothes the temporal signal and degrades the contrast differences. Distinctly, the proposed DP produces high quality images, with low in-image noise without degrading the temporal and spatial contrast differences.](image-url)
Fig. 4: Left panel shows kidney and aorta slices reconstructed by the proposed DP algorithm for patient-2 at a time instance \( t \) pressed earlier (see Figure 3-row 2) and the main outcome on the background regions. That are close to lower \( \lambda \) represented in first row). Observe that on average, for the patient respectively (excluding patient-6 which is already standard deviation of TV values for each method on each the CA effect where needed. Table 2 summarizes mean and spatially enforcing piecewise constancy through time for Therefore, in contrast to CS, DP reduces the noise effects relaxing the penalization for the CA effected pixel rows. that DP attains lower TV values on the background while further segmented into the expected different methods in a sample patient. An arterial slice-cut is plotted to show the temporal signal. This data is then segmented into the peak contrast, contrast and background sections that are expected to have different temporal TV values. The proposed deep-prior achieved lowered temporal TV in the background regions suppressing noise but preserved the temporal dynamics of the signal achieving similar temporal TV to the one from a CS reconstruction with a lower \( \lambda \) value.

retains the double peak structure of arterial curve without any further noise.

In this set of experiments we demonstrate that unlike CS approaches, DP successfully reduces noise on background voxels on dynamic images without the loss of temporal intensity differences on CA effected voxels. Temporal total variation (TV) is an indicative measure of temporal differences in the signal (see Section 2.2). Preserving temporal intensity differences on CA effected areas result in higher TV values whereas for background pixels TV is expected to be low. Following Figure 4, an arterial slice-cut is selected to represent temporal relation for each patient. As illustrated in Figure 5 for a sample patient, this data is further segmented into the contrast and background sections that are expected to have different TV values. Observe that DP attains lower TV values on the background while relaxing the penalization for the CA effected pixel rows. Therefore, in contrast to CS, DP reduces the noise effects spatially enforcing piecewise constancy through time for compartments that are not CA effected while preserving the CA effect where needed. Table 2 summarizes mean and standard deviation of TV values for each method on each patient respectively (excluding patient-6 which is already represented in first row). Observe that on average, for the CA enhanced tissue regions, DP attains temporal TV values that are close to lower \( \lambda \) values while suppressing the noise on the background regions.

Streaking artifacts reduce the visual quality as we expressed earlier (see Figure 3-row 2) and the main outcome of these artifacts are spatial intensity fluctuations in small neighborhoods. Therefore, we assess spatial noise effects with smoothness of spatial pixel intensity differences. Figure 6 illustrates spatial smoothness of different reconstruction methodologies. This figure contains two compartments; The left sub-figure is the left-kidney DP reconstruction of patient-2 which also includes numerated line segments that on which the pixel values are extracted to show the smoothness of the image, the right sub figure contains 5 images that represent pixel values from the corresponding line segments from respective reconstructions. This figure intentionally focuses on 3 CS reconstructions excluding \( \lambda \) values 0.00125 and 0.0125 as the smoothness values were similar to \( \lambda = 0 \). This also helps the readability of the figure. As shown in the figure, DP offers high \( \lambda \) smoothness factors along different trajectories where \( \lambda = 0 \) results fluctuating values which are ultimately a reflection of the remaining noise in the reconstructed image. For example, due to reconstruction noise specifically in lines-(1,2) reconstruction with \( \lambda = 0 \) provides lower pixel intensity values for high intensity areas. Additionally, on line-(5) the latter pixels share the intensity value for which \( \lambda = 0 \) yields variable intensity values. In all these examples DP provides smooth
compartments. Note that glomerular filtration rate (GFR) are the transit time of the tracer in plasma and tubular filtration rate parameters of each kidney obtained by DP and optimum CS show good agreement with a correlation coefficient of \( R^2 = 0.94 \) and all values are within the range of 1.96SD. The DP parameters achieved higher correlation, and better agreement with the parameters from the optimal CS reconstruction.

reconstructions matching \( \lambda \in \{0.125, 1.25\} \).

3.2 Tracer Kinetic Model Parameter Estimation

Measured MRI signal in aorta and kidneys were averaged over manually segmented masks. Then, concentrations of the CA in aorta \((C_{AIF})\) and kidneys \((C_{kidney})\) were calculated by measuring the shortening in \(T_1\) value prior to the injection of CA (i.e. baseline value) using GRE signal equation. \(T_1\) values of aorta and kidneys prior to the contrast agent injection were assumed to be 1.6 and 1.2 s, respectively. To compute tracer kinetic (TK) parameters of kidneys, a separable 2-compartment (2-CP) model introduced by Sourbron et al. [23] was employed by solving the nonlinear least-squares optimization:

\[
\min_{TK(\delta)} \|C_{kidney}(t) - C_{AIF}(t) \ast h(t)\|_2^2 \quad \text{where} \quad h(t) = F_P \exp(-t/T_P) + F_T/T_P \exp(-t/T_T) \ast \exp(-t/T_T). \]

Here, \(F_P\) is the plasma flow, \(F_T\) is the tubular flow, \(T_P\) and \(T_T\) are the transit time of the tracer in plasma and tubular compartments. Note that glomerular filtration rate (GFR) of the kidney is related to the parameter \(F_T\) by GFR = \(F_T x\) volume of kidney parenchyma. Bland-Altman analysis was exploited to compare estimated \(F_T\) values from the proposed DP method and the CS method where the regularization parameter \( \lambda \) was optimized for functional analysis (not for optimized image quality). For a single subject (patient-2), concentration curves of contrast agent in the aorta and kidneys as a function of time are given in Figure [7]. Correlation and Bland-Altman analysis plots for estimated \(F_T\) values obtained from DP and optimum CS reconstructions \((CS_{3,0.0125})\), for all subjects, are depicted in Figure [7]. The optimum regularization parameter for CS \((CS_{3,0.0125})\) was selected as the same value in [1], which showed high correlation \((R^2 = 0.98)\) with the GFR values measured by nuclear medicine (NM-GFR).

The results show that the parameters estimated with the DP correlated well with the parameters from the reference CS reconstruction achieved with a lower \( \lambda \) optimized for functional analysis (not for optimized image quality). When using a CS reconstruction with the largest \( \lambda \), we could not achieve any reasonable \(F_T\) values. When using the second largest \( \lambda \) the estimated \(F_T\) values did not correlate as well with the reference parameters compared to those from the DP reconstruction.

4 Discussion

There is a tradeoff when selecting the optimal hyperparameter (\( \lambda \)) for regularization in compressed sensing (CS) reconstruction. Selecting a larger hyperparameter value reduces the noise and the streaking artifacts due to undersampling, but it comes at the cost of removing the important temporal features (such as arterial input function peak) in the dynamic signal and degrading the accuracy of functional analysis. The proposed deep learning method combines the strength of multiple hyperparameters of CS as shown in Section 3. Visually the proposed approach suppresses noise like a large hyperparameter CS reconstruction while at the same time not staggering from over-smoothing the temporal structure. Most importantly, the contrast effects are still apparent with DP approach without the expense of keeping artifacts. It is possible to explain this behavior by the merit of DP approach regularizing the temporal structure differently across patches, whereas the CS reconstruction smooths the temporal structure equally on the entire image. This effect is apparent especially for high \( \lambda \) values posing a hyperparameter selection problem.

The results in Figure [7], showing concentration curves for DP and CS reconstructions, are consistent with the aforementioned conclusion since noise in the AIF tail, observed in \(CS_{3,0.0125}\) and lower \( \lambda \) values, were removed but the AIF peak was preserved in DP. Although noise in the AIF tail was smoothed in \(CS_{3,0.125}\) and higher \( \lambda \) values, the AIF peak was degraded. Correlation plots in Figure [7] indicates a good agreement between optimum CS hyperparameter \((CS_{3,0.0125})\) and DP with \(R^2 = 0.94\). Furthermore, Bland-Altman plot in Figure [7] demonstrates that all values are within the range of 1.96 times of standard deviation. Comparing optimum CS \((CS_{3,0.0125})\) and \(CS_{3,0.125}\) in Figure [7], the correlation coefficient of estimated \(F_T\) values is \(R^2 = 0.90\) with all except two values within the range of 1.96SD. This is because CS reconstruction with
a larger regularization parameter cannot preserve the peak of the AIF and results in inaccurate estimation of $K_t$ values.

Reconstructing medical images with a regularization network has shown merit in several applications in PET imaging in [23], CT imaging in [25] an dynamic cardiac imaging in [17]. All previous contributions consider either single-image reconstruction or non-contrast dynamic imaging applications. In DCE-MRI dynamic structure of the image is determined by the contrast injection and ultimately this should be considered when designing a temporally correlated lower dimensional input sequence ($z_t$). One of our main contributions in this work is to design a suitable lower dimensional input sequence for DCE-MRI reconstruction. We experimented with different ways to design $z_t$. When we used a design in the form of a line, the resultant reconstructed images created an unrealistic representation of the temporal signal. When we selected a lower dimensional sequence in the form of a periodic signal, the resultant images were corrupted by noise enhancement and the important AIF peak was temporally smoothed, yielding unrealistic and inaccurate parameter estimations. Finally, we introduced a simple piece-wise linear $z_t$ design where each linear phase is determined using principal components of temporal signal as explained in Section 2.4. This approach yielded the reported results achieving both high quality images without undersampling artifacts and accurate temporal signal and improved image quality at the same time.

Another main advantage of the proposed method is its flexibility when compared to the standard supervised deep learning based image reconstruction algorithms, which often lack generalizability. Standard supervised algorithms are limited to datasets which are similar to the ones used in the training. The proposed method on the other hand can be applied to any DCE-MRI data from different scanners, using different parameters, acquired with different coils, FOV or from different region or organs of interest, and from patients with different age groups. One limitation of this approach is that the run time is slower (~5 hours on GPU) compared to conventional reconstruction algorithms (~20-30min on CPU) due to single image-based training depending on the hardware configuration.

5 Conclusion

In this manuscript we proposed a DIP approach for abdominal DCE-MR image reconstruction from undersampled golden angle radial acquisition. The goal is to both improve image quality, reducing streaking artifacts due to undersampling and also to keep the dynamic features of the temporal signal for quantitative analysis and estimation of tracer kinetic model parameters. Proposed approach removes the necessity of training with a large set of input and ground truth image pairs, as in classical supervised training. Through extensive evaluation of the proposed DIP based image reconstruction algorithm we observed improved performance in terms of both image quality and the ability to keep the temporal features of the dynamic sequence in aorta and kidney regions. The proposed method also improved the accuracy in estimating the filtration rate parameters of the kidneys by fitting a two-compartment tracer kinetic model, when compared to CS reconstruction. As a future work, we will investigate few shot transfer learning approaches to utilize an already learned regularization network for unseen data. Ultimately this will allow us to reduce time requirements and moreover can lead to extract correlations on different body part MRI scans.
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