REFLECTION OF INTERNAL GRAVITY WAVES
IN THE FORM OF QUASI-AXISYMMETRIC BEAMS

ROBERTA BIANCHINI AND THIERRY PAUL

Abstract. Preservation of the angle of reflection when an internal gravity wave hits a sloping boundary generates a focusing mechanism if the angle between the direction of propagation of the incident wave and the horizontal is close to the slope inclination (near-critical reflection). This paper provides an explicit description of the leading approximation of the unique Leray solution to the near-critical reflection of internal waves from a slope in the form of a beam wave. More precisely, our beam wave approach allows to construct a fully consistent and Lyapunov stable approximate solution, $L^2$-close to the Leray solution, in the form of a beam wave, within a certain (nonlinear) time-scale. To the best of our knowledge, this is the first result where a mathematical study of internal waves in terms of spatially localized beam waves is performed.

A beam wave is a linear superposition of rapidly oscillating plane waves, where the high frequency of oscillation is proportional to the inverse of a power of the small parameter measuring the weak amplitude of waves.

Being localized in the physical space thanks to rapid oscillations (and high variations of the modulus of the wavenumber), beams are physically more relevant than plane waves/packets of waves, whose wavenumber is nearly fixed (microlocalized). At the mathematical level, this marks a strong difference between the previous plane waves/packets of waves analysis and our approach.

The main novelty of this work is to exploit the spatial localization of beam waves to exhibit a spatially localized, physically relevant solution and to improve the previous mathematical results from a twofold perspective: 1) our beam wave approximate solution is the sum of a finite number of terms, each of them is a consistent solution to the system and there is no artificial/non-physical corrector; 2) thanks to the absence of artificial correctors (used in the previous results) and to the special structure of the nonlinear term, we can push the expansion of our solution to next orders, so improving the accuracy and enlarging the consistency time-scale.

Finally, our results provide a set of initial conditions localized on rays, for which the Leray solution maintains approximately in $L^2$ the same localization.
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1. Introduction

This work is dedicated to the study of beam-type solutions to the two-dimensional Boussinesq system

\[
\begin{aligned}
\partial_t u - b \sin \gamma + \partial_x p - \nu \Delta u &= -\delta (u \partial_x + w \partial_y)u, \\
\partial_t w - b \cos \gamma + \partial_y p - \nu \Delta w &= -\delta (u \partial_x + w \partial_y)w, \\
\partial_t b + u \sin \gamma + w \cos \gamma - \kappa \Delta b &= -\delta (u \partial_x + w \partial_y)b, \\
\partial_x u + \partial_y w &= 0,
\end{aligned}
\]  

(1.1)

in the half space \( \mathbb{R}^2_+ \), with the parameters \( \delta, \nu, \kappa > 0 \) and \( \gamma \in (0, \frac{\pi}{2}) \), endowed with the boundary conditions

\[
u|_{y=0} = w|_{y=0} = \partial_y b|_{y=0} = 0.
\]

System (1.1) describes, after a suitable rotation of coordinates, the phenomenon of internal gravity waves reflecting off a flat boundary inclined at an angle \( \gamma \) with respect to the horizontal plane. Specifically, the coordinates \((x, y)\) in (1.1) undergo a rotation of angle \( \gamma \) from the standard Cartesian coordinates (as given in (1.13)). Similarly, the variables \((u, w)\) represent a rotation of angle \( \gamma \) of the horizontal and vertical components of the velocity field, as presented in (1.15). Notably, system (1.1) is an outcome of rotating the original two-dimensional Boussinesq system, presented in (1.5) below, by an angle \( \gamma \).

In (1.1), the viscosity/diffusion coefficients satisfy the following

\[
\nu := \varepsilon \nu_0, \quad \kappa := \varepsilon \kappa_0,
\]

where now \( \varepsilon \) is a dimensionless parameter. The Boussinesq equations (1.1) model an important class of incompressible flows with variable density. In particular, they find a wide application in oceanography, see for instance [32], where both the incompressibility and small viscosity/diffusivity assumptions are very good approximations of the reality.

Before stating our main results in Section 2, let us dedicate the rest of this section to the presentation of the model, the motivation of our results and the comparison with the existing literature.

Formal derivation of the Boussinesq equations. The starting point for the formal derivation of the Boussinesq system (1.1) is represented by the non-homogeneous incompressible Navier-Stokes equations with diffusivity

\[
\rho (\partial_t + \mathbf{u} \cdot \nabla) \mathbf{u} + \nabla p = -\rho \mathbf{g} + \nu \Delta \mathbf{u},
\]

(1.4)

\[
(\mathbf{u} \cdot \nabla) \rho = \kappa \Delta \rho,
\]

\[
\nabla \cdot \mathbf{u} = 0,
\]

where \( \mathbf{x} = (x_1, x_2) \in \mathbb{R}^2 \), the spatial gradient \( \nabla = (\partial_{x_1}, \partial_{x_2})^T \), the unknowns \( \rho = \rho(t, \mathbf{x}), \mathbf{u} = \mathbf{u}(t, \mathbf{x}) = (u_1, u_2)^T, p = p(t, \mathbf{x}) \) represent density, velocity field and scalar pressure respectively, while \( \mathbf{g} = (0, g) \) is the gravity vector and \( \nu, \kappa > 0 \) are the viscosity and diffusivity coefficients. A derivation of those equations starting from the Navier-Stokes Fourier system, in the limit of the Oberbeck-Boussinesq approximation, is performed for instance in [11]. It is customary to introduce some additional hypotheses to obtain the so-called Boussinesq equations. We explain this in the following. In many physical systems of non-homogeneous fluids, the variations of the density profile are negligible compared to its (constant) average. One then assumes that the equilibrium stratification is a stable profile \( \bar{\rho}(x, y) = \bar{\rho}(y) \), with \( \partial_y \bar{\rho}(y) < 0 \). Among all the possible stratification’s equilibria, one usually takes into account locally affine profiles, so that \( \partial_y \bar{\rho}(y) \) is constant, see [1, 16] and references therein. One linearizes equations (1.4) around the hydrostatic equilibrium, namely a steady solution with zero velocity field such that

\[
(\rho, \mathbf{u}, w, p) = \left(\bar{\rho}(y), 0, 0, \bar{\rho}(y)\right),
\]

where \( \bar{\rho}'(y) = -g \bar{\rho} \). More precisely, we consider the following expansions.

\[
\rho(t, \mathbf{x}) = \bar{\rho}(y) + \tilde{\rho}(t, \mathbf{x});
\]

\[
u_1(t, \mathbf{x}) = \tilde{u}_1(t, \mathbf{x}), \quad u_2(t, \mathbf{x}) = \tilde{u}_2(t, \mathbf{x});
\]

\[

(\bar{p}(t, \mathbf{x}) + \rho_0 \bar{P}(t, \mathbf{x}),
\]

with \( \bar{\rho}(y) = \rho_0 + r(y) \), where \( \rho_0 \) is the (constant) averaged density and \( r(y) \) is a function of the vertical coordinate, such that \( r'(y) < 0 \). Plugging the previous expansions in system (1.4), one applies the Boussinesq approximation, see [32], which consists in neglecting density variations in all the terms but the one involving gravity. In other words, in the Boussinesq regime, the restoring force of equilibrium’s fluctuations is gravity: it is an application of Archimedes’ principle. Since gravity has a direct impact on the equation satisfied by the vertical velocity \( u_2 \), one focuses on it. After plugging the above expansions into it, one obtains

\[
(\bar{\rho}(y) + \tilde{\rho})(\partial_t \tilde{u}_2 + \mathbf{u} \cdot \nabla \tilde{u}_2) - g \bar{\rho}(y) + \rho_0 \partial_y \bar{P} = \nu \Delta \tilde{u}_2 - g \tilde{\rho}(y) - g \tilde{\rho}.
\]
Introducing the buoyancy variable \( b \) which yields
\[
\partial_t \tilde{u}_2 + \rho_0 \partial_y \tilde{P} = \frac{\nu}{\rho(y) + \tilde{\rho}} \Delta \tilde{u}_2 - g \frac{\tilde{\rho}}{(\rho(y) + \tilde{\rho})} - \tilde{u} \cdot \nabla \tilde{u}_2.
\]

Relying on the Boussinesq hypothesis, one neglects all density variations but the gravity term \( g \tilde{\rho} \). Then we replace \( \rho(y) + \tilde{\rho} \) in the above equation by the averaged constant density \( \rho_0 \). Now, denoting \( \tilde{\nu} := \tilde{\nu}_0 \), the equation satisfied by the fluctuation of the vertical velocity reads
\[
\partial_t \tilde{u}_2 + \partial_y \tilde{P} = \tilde{\nu} \Delta \tilde{u}_2 - g \tilde{\rho} - \tilde{u} \cdot \nabla \tilde{u}_2.
\]

Applying the same reasoning to the density equation, one gets
\[
(\partial_t + \tilde{u} \cdot \nabla) \tilde{\rho} + \tilde{u}_2 \partial_y \tilde{\rho}(y) = \kappa \Delta \tilde{\rho}.
\]

Introducing the buoyancy variable \( b := \frac{\rho}{\rho_0} \tilde{\rho} \) and dropping the tilde “ for lightening the notation, we obtain
\[
\begin{align*}
\partial_t b - N^2 u_2 &= \kappa \Delta b - \mathbf{u} \cdot \nabla b, \\
\partial_t u_1 + \partial_x P &= \nu \Delta u_1 - \mathbf{u} \cdot \nabla u_1, \\
\partial_t u_2 + \partial_x P &= \nu \Delta u_2 - \mathbf{u} \cdot \nabla u_2, \\
\partial_x u_1 + \partial_x u_2 &= 0,
\end{align*}
\]

where
\[
N^2 = -\frac{g \tilde{\rho}'(y)}{\rho_0}
\]
is the Brunt-Väisälä frequency, which is a strictly positive quantity (as \( \tilde{\rho}'(y) < 0 \), for a stable stratification) representing the maximal frequency of oscillations of internal gravity waves, propagated by the Boussinesq system, see [32, 13, 1]. These waves are studied in detail in the discussion below, where we work under the linear stratification assumption: we assume that the background density profile \( \tilde{\rho}(y) \) is an affine function, so that \( \partial_y \tilde{\rho}(y) = \text{constant} \). In the ocean and the middle atmosphere, this hypothesis is realistic, see for instance [13, 34], but more general background stratifications are also of great interest, see [34]. When the Brunt-Väisälä frequency \( N \) is not constant and is instead a function of \( y \), the wave dynamics is governed by a Sturm-Liouville problem, which is described in [34] and studied in [16]. This more general framework is out of the scope of the present work.

The Boussinesq system (1.1) under the inviscid and linear approximation (with \( \nu = \kappa = 0 \)) is a system of (internal gravity) waves. The dispersion relation of these waves can be derived in analogy with acoustic/electromagnetic waves. More precisely, we seek for a solution to system (1.5) with \( \nu = \kappa = 0 \), in the form of a superposition of plane waves, i.e., \( e^{-i \omega t + ik \cdot \mathbf{x}}(u, w, b)^T \), with \( \mathbf{x} = (x_1, x_2) \) the spatial coordinate and \( \mathbf{k} = (k_1, k_2) \in \mathbb{R}^2 \) the wavenumber. Such a plane wave is a solution of the system under a dispersion relation between the parameters, expressing the time frequency \( \omega = \omega(k_1, k_2) \) as a function of the wavenumber \( \mathbf{k} = (k_1, k_2) \). For two-dimensional internal gravity waves, it reads
\[
\omega^2(k_1, k_2) = \frac{k_1^2}{k_1^2 + k_2^2} = \sin^2 \theta,
\]
where \( \theta \) is the angle between the wave direction (the group velocity) and the horizontal \( x_2 = 0 \).

The Boussinesq system (1.1) under investigation in this paper is obtained from (1.5), after applying a rotation of the \((x_1, x_2)\) coordinates of an angle \( \gamma \) (see (1.13)) and denoting by \((x, y)\) the new spatial coordinates and by \((u, w)\) the rotated velocity field. The smallness of the fluctuations \( \tilde{\rho}, \tilde{\mathbf{u}} \) in (1.5) is represented, in the rotated system (1.1), by the small parameter \( \delta > 0 \), which measures the small amplitude of waves.

We finally recall that, in the context of incompressible flows, the scalar pressure \( p \) can be simply seen as a Lagrange multiplier assuring the divergence-free condition in (1.1). This implies that the scalar pressure \( p \) can be always recovered from the vector field \((u, w)^T\), by using the Helmholtz-Hodge decomposition (the Leray projector), see [8]. For this reason, in the course of this paper we discard the scalar pressure \( p \) from our unknown vector field, which will be denoted by \((u, w, b)^T\).

The importance of working with beams. In the near-critical reflection of internal gravity waves, an incident wave hits a slope of angle \( \gamma \) with respect to the horizontal. This happens for instance in the ocean, where internal gravity waves interact with the bottom topography, see for instance the numerical simulations in [25] and the laboratory experiments from the group of Dauxois [34] and Maas [30]. When the fluid is further confined, it leads to the formation of attractors, as found in laboratory experiments in [30, 15] and rigorously proved (with some further assumptions) in [10, 18, 19]. We consider an incident internal wave hitting the sloping boundary. Preservation of the angle of the reflection generates a focusing mechanism when the difference between the wavenumber of the incident wave and the slope’s inclination is small. This is due to the very peculiar dispersion relation (1.7) (see [29] for further details), which assigns the direction of propagation of internal gravity waves rather than fixing the modulus of the wavenumber. Even if the size of the incident wave is small, the amplitude of the wave reflected (in the inviscid case where \( \nu = \kappa = 0 \) in
L provides a consistent and Lyapunov stable solution in outer region. This phenomenon is described in [13]. A rigorous mathematical study is provided in [1]. In particular, mean flow which are not confined to the boundary, so that the energy is transferred from the boundary layer to the along it. This energy focusing plays a role in the quadratic nonlinear terms by radiating a second harmonic and a
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rotated coordinate system (\(x, y^\ast\)) with rotation angle given by the slope of inclination \(\gamma\).

We consider a rotated coordinate system, with rotation angle given by the slope of inclination \(\gamma\). The rotated coordinates (see Figure 1 below) will be denoted by \((x, y)\). Setting the notation \(k = (k, m)\) for the wavenumber in the rotated coordinate system \((x, y)\), the dispersion relation reads

\[
\omega^2_{k,m} = \omega^2(k, m) = \frac{(k \cos \gamma - m \sin \gamma)^2}{k^2 + m^2}.
\]

We also introduce the rotated coordinates \((x^\ast, y^\ast)\), where \(x^\ast\) is the direction along the wavenumber \(k\) (which forms an angle \(\theta\) with the vertical) and \(y^\ast\) its orthogonal (i.e. the direction given by the group velocity of the beam wave of wavenumber \(k\)). We localize the beam wave in the physical space, along the direction \(x^\ast\) of its wavevector (or wavenumber) \(k\), which is orthogonal to its group velocity. The spatial localization is expressed in terms of high oscillations driven by a small parameter \(\sigma\). Notice that at this stage we do not assume any relation between \(\epsilon\) and \(\sigma\).

We consider the following form of a quasi-axisymmetric incident beam wave

\[
W^0_{\text{inc}} = M \int_{\mathbb{R}^2} X_{k,m} \hat{v}_{\epsilon, \sigma}(k_{1}^\ast, \theta) e^{-i\omega t + i k x + m y} \, dk \, dm,
\]
where \( \hat{\psi}_{c,\sigma}(k_1^*, \theta) \) is a compactly supported \( C_0^\infty \) function that will be introduced more precisely later on, \( M \) is a (strictly positive) normalizing constant which will be determined in the following, and \( X_{k,m} \) is the eigenvector of the form

\[
(1.12) \quad X_{k,m} = \begin{pmatrix} \frac{1}{k} - \frac{k}{m} \frac{i(k \cos \gamma - m \sin \gamma)}{m \omega_{k,m}} \\ \frac{1}{k} \left[ \omega + \sin \gamma \left( \frac{k \cos \gamma - m \sin \gamma}{m \omega_{k,m}} \right) \right] \end{pmatrix}.
\]

The above expression of (almost) axisymmetric beam wave has been inspired by several works in theoretical physics on internal gravity wave beams, in particular the group of Akylas, see for instance [33, 21]. As explained in [34], laboratory experiments on internal wave beams are realized by means of a beam wave generator, that is for instance a cylinder oscillating at a fixed frequency in a uniform stratification.

As we report from [34], “Each wave beam is a combination of plane waves over a continuous range of wavenumbers, resulting in the energy being present only over a finite width (along the common wave vector direction) in space. The cylinder diameter imposes a length-scale on the finite width of the wave beams.” Here, this length-scale is represented by the parameter \( \sigma \) in (1.11). Notice in particular that the superimposed plane waves inside the integral (1.11) have the same (fixed) direction of propagation, so that the time-frequency \( \omega = \omega_0 \) is also fixed, while the modulus of their wavenumber takes values in an interval that is bounded by \( \sigma^{-1} \). In fact, we see in [(2.9), [34]] that, in the physics literature, an axisymmetric beam is defined as

\[
\psi(t, x, y, \theta) = e^{-i\omega_0 t} \int_0^\infty \Psi(|k|) e^{ikx + imy} d|k| + c.c.,
\]

for some smooth and compactly supported function \( \Psi \). In the laboratory studies on the reflection of internal waves from a slope (and internal wave attractors) by the group of Maas & Dauxois, the angle of inclination of the slope is slightly modified by changing the trapezoidal geometry of the domain.

The mathematical approach that we adopt here provides a rigorous description of this situation. Our (incident) beam wave (1.11) is a superposition, spread enough to provide localization in physical space, of plane waves whose direction (angle of the dispersion relation (1.7)) is almost fixed, so providing a quasi-axisymmetric beam wave. The angle \( \theta \) in (1.11) (and in Definition 2.1 later on) models the near-criticality of the problem.

Comparison with the existing literature and presentation of our results. The Boussinesq equations attracted the interest of the mathematical community thanks to their wide range of applications and to some common features with 3D incompressible fluids: the inviscid 2D Boussinesq equations are equivalent to the incompressible axi-symmetric 3D Euler equations [31]; the global well-posedness of the 2D inviscid Boussinesq system is still largely open (see for instance [20]), and a very active research direction focuses on the minimal amount of viscous/diffusive dissipation (see [5, 7]) and/or damping (see [6]) that guarantees long-time well-posedness of the system. The near-critical reflection of internal waves in two dimensions is well understood within a certain time-scale depending on the physical parameters of the system: after a theoretical investigation due to Dauxois & Young [13], the mathematical theory of this phenomenon was established by the first author, A.-L- Dalibard and L. Saint-Raymond in [1] (see also [2] for the linear analysis with different sizes of viscosity and diffusivity). The approximate solution of [1] contains a non-physical corrector to replace a mean flow that is degenerate (see [page 219, [1]]), in the sense that its very slow decay does not assure in general the boundedness of its \( L^2 \) norm (of its energy) and therefore it cannot be implemented in the construction of the solution. The idea adopted in [1] to solve this issue is to use a non-physical corrector to assure stability, but this rules out any possibility to improve the accuracy/time-scale of validity as the non-physical corrector is not a consistent approximation to system (1.1). In this paper, we overcome this problem by constructing a spatially localized beam
wave approximate solution to the near-critical reflection of internal waves. In particular, our approximate solution is constituted by all “physical” terms, i.e. consistent approximations to (1.1), and all the spatially localized wave-beam terms of our solution have finite $L^2$ norm. Thus, in this paper we are able to construct a fully consistent and $L^2$ stable approximate solution to the near-critical reflection of internal waves in the half-plane (Theorem 2.8). We also show that the accuracy of our approximate solution can be further improved (Theorem 2.10), by exploiting the null structure of the convection term for incompressible flows which was already pointed out in [13]. Finally, a byproduct of our result is the characterization of the (unique) Leray solution to this problem within a certain (nonlinear) time-scale: we prove that the Leray solution, emanating from a suitable set of initial conditions concentrated approximately on rays, maintains the same localization (Theorem 2.12).

To conclude, the beam wave approach is crucial in this work and it marks a strong difference with respect to [1]: besides the physical relevance of beam waves ([33, 21]), it allows to characterize the Leray solution in the physical space, to obtain consistency and to improve the accuracy of the approximate solution.

Notation and conventions. We use the following notation and conventions.

- The coordinates $(x_1, x_2)$ denote the usual two-dimensional reference system. We will also use the following rotated coordinate systems

$$x = x_1 \cos \gamma + x_2 \sin \gamma;$$

$$y = -x_1 \sin \gamma + x_2 \cos \gamma.$$  

(1.13)

$$x^* = x_1 \sin \theta + x_2 \cos \theta;$$

$$y^* = -x_1 \cos \theta + x_2 \sin \theta,$$

(1.14)

see Figure 1. Accordingly, we introduce the new variables $(u, w)$, representing a rotation of angle $\gamma$ of the original unknowns $(u_1, u_2)$, i.e.

$$u = u_1 \cos \gamma + u_2 \sin \gamma;$$

$$w = -u_1 \sin \gamma + u_2 \cos \gamma.$$  

(1.15)

- Throughout this paper, we will use the convention $a = O(b)$, $a \in \mathbb{R}, b \in \mathbb{R}$, if there exists $C > 0$ such that $a \leq C b$.
- We use the notation $a \approx b, a, b \in \mathbb{R}$ if there exist uniform constants $c > 0, C > 0$ such that $a \geq cb, a \leq C b$.
- For any $f_\varepsilon = f(\varepsilon), g_\varepsilon = g(\varepsilon) = \varepsilon^a \widehat{g}$ with $a \in \mathbb{R}, \widehat{g} \in \mathbb{R}$, we use the notation $f_\varepsilon \sim g_\varepsilon$ if $g_\varepsilon$ is the leading order term of the expansion of $f_\varepsilon$ in terms of $\varepsilon$, i.e. $\lim_{\varepsilon \to 0} \varepsilon^{-a} f_\varepsilon = \widehat{g}$ (this corresponds to the usual definition of equivalence).
- Given a function $f(x)$, we denote by $\widehat{f}(\xi)$ its Fourier transform, namely

$$\widehat{f}(\xi) = \int e^{-i\xi \cdot x} f(x) \, dx.$$  

2. Main results

A very general form of wave beam is given by (1.11). The assumptions on $\widehat{\psi}_{\varepsilon, \sigma}(|k|, \theta)$ will be introduced later on. Note that since $k = (k_1, k_2)$ is the rotation of angle $\gamma$ in (1.13) of $(k_1, k_2)$, and $(k_1^*, k_2^*)$ is the rotation of angle $\theta$ (in Figure 1) in (1.14) of $(k_1, k_2)$, then

$$\exp(ikx + imy) = \exp(i|k|(x \sin(\theta + \gamma) + y \cos(\theta + \gamma))) = \exp(i|k|x^*),$$

and

$$k_1^* = k_1 \sin \theta + k_2 \cos \theta = |k|.$$  

Then, in (1.11), the function $\widehat{\psi}_{\varepsilon, \sigma}(k_1^*, \theta) = \widehat{\psi}_{\varepsilon, \sigma}(|k|, \theta)$, where $\theta$ is the direction of the wavenumber $k$. In the physical space, our wave beam will be localized in the $x^*$ direction, which is orthogonal to the wavenumber $k$ (a more precise description of this localization will be provided in Lemma 2.11).

We provide below the definition of wave beam (hereafter b.w.) and boundary layer wave beam (resp. b.l.b.w.).

**Definition 2.1.** [Beams, boundary layer and incident wave ansatz] In the sequel, recall the notation $k = (k_1, m)$.

For $\eta > 0$, we define

(I) a beam as any function $v^t_{\text{beam}}$ in $L^2(\mathbb{R} \times \mathbb{R}^+)$ of the form

$$v^t_{\text{beam}}(x, y) = \mathbf{I}_y \geq 0(y) \int_0^{2\pi} \int_{\eta}^{\infty} \widehat{\psi}(|k|, \theta)e^{-i\Omega_{k,m} t + ik(x - x_0) + imy} |k| \, d|k| \, d\theta,$$

(2.1)
The two following objects are crucial in our analysis:

(2.2) a boundary layer beam wave (b.l.b.w.) as any function $v^t_{\text{BL}}$ in $L^2(\mathbb{R} \times \mathbb{R}^+)$ of the form

$$v^t_{\text{BL}}(x, y) = I_{y \geq 0}(y) \int_0^{2\pi} \hat{\Psi}(|k|, \theta)e^{-itk_mt + ik(x - x_0) + i\lambda y}|k| \, d|k| \, d\theta,$$

where

- $\hat{\Psi}(|k|, \theta)$ is a $C^\infty$ compactly supported function in $(|k|, \theta)$;
- the time frequency $\Omega_{k,m}$ is a function of $(k, m) = k$;
- $\text{Re}(\lambda(k)) > 0$ for all $k$, $|k| \geq \eta$;

(III) a beam wave (b.w.) as a three dimensional vector whose components are beams;

(IV) a boundary layer beam wave (b.l.b.w.) as a three dimensional vector whose components are boundary layer beams.

The following objects will appear in the course of our proofs:

(V) the incident b.w. as the following b.w. solving the linear part of system (1.1)

$$W^0_{\text{inc}} := \frac{\sigma}{\varepsilon^{1/6}} \int_0^{2\pi} \int_0^{\infty} \hat{\Psi}_{\varepsilon,\sigma}(|k|, \theta)X_{k,m}e^{-i\omega_{k,m}t + ik(x - x_0) + i\lambda y}|k| \, d|k| \, d\theta,$$

where

- for any $0 < \varepsilon, \sigma < 1$ in the regime of Assumption 2.5, we define
- the eigenvector $X_{k,m}$ is given by (1.12);
- the time frequency $\omega = \omega_{k,m}$ is given by the dispersion relation (1.10), i.e.

$$\omega = \omega_\pm = \pm \frac{k \cos \gamma - m \sin \gamma}{\sqrt{k^2 + m^2}},$$

and, for the beam to be incident, since $\gamma > 0$, we choose the sign of the time frequency $\omega_\pm(k, m)$ in (2.5) in such a way that

$$\nabla_{k,m}\omega_\pm(k, m) \cdot (0, 1)^T < 0;$$

(VI) a linear b.l.b.w. of order $(\alpha, \beta, p, q)$ as a b.l.b.w. in (II) solving the linear part of system (1.1); it has the general form

$$W^\lambda_{\text{BL},\varepsilon\alpha} := \frac{\sigma}{\varepsilon^{1/6}} \int_0^{2\pi} \int_0^{\infty} \hat{\Psi}_{\varepsilon,\sigma}(|k|, \theta)X_{k,\lambda}e^{-i\omega_{k,m}t + ik(x - x_0) + i\lambda y}|k| \, d|k| \, d\theta,$$

where

- $\alpha > 0$;
- for any $0 < \varepsilon, \sigma < 1$ in the regime of Assumption 2.5, and for any $p, q \in \mathbb{R}$,

$$\hat{\Psi}_{\varepsilon,\sigma}(|k|, \theta) : = a_{p,q}(\varepsilon, |k|)\hat{\Psi}_{\varepsilon,\sigma}(|k|, \theta) \quad \text{where } a_{p,q}(\varepsilon, |k|) = O(\varepsilon^p|k|^q) \text{ and } \hat{\Psi}_{\varepsilon,\sigma} \text{ is defined in (2.4)};$$
- there exists a function $\ell(\theta) \in C^\infty(\text{supp} \hat{\Psi}_{\varepsilon,\sigma}, \mathbb{C})$; $\text{Re}(\ell) > 0$ such that $\lim_{\varepsilon \to 0} \varepsilon^\alpha \lambda(\varepsilon k) = \ell(\theta)|k|^\beta$, $\beta \in \mathbb{R}$;
- the eigenvector $X_{k,\lambda}$ is given below in (3.7);
- the time frequency $\omega = \omega_{k,m}$ is in (2.5), with the same convention.

The following objects will appear in the course of our proofs:

(VII) a degenerate boundary layer beam wave of order $(\alpha, \beta, p, q)$, any (family of) function(s) $W^0_{\text{BL},\varepsilon\alpha}$ given by (2.6), with $\alpha \leq 0$;

(VIII) a mean flow beam of order $(p, q)$, any (family of) function(s) b.w. $W_{\text{MF}}$ as in (III), where the function $\hat{\Psi}(|k|, \theta)$ localizes near $\Omega_{k,m} \sim 0$ as $\varepsilon \to 0$;
Let Appendix A below.

\[(2.9)\]

Definition 2.1. \( k > \) if \( \text{collinear frequency vectors. We also remark that the sign of ω} \)

Remark 2.2. \( \text{We point out that, when evaluated at } \varepsilon = 0, \text{ beams and boundary layers are expressed by the same formula in Definition 2.1.} \)

Remark 2.3. Notice that, for any fixed \( \omega \in \mathbb{R} \), there exist four frequency vectors \( k \in \mathbb{R}^2 \) fulfilling the relation \( \omega^2 = \sin^2 \theta = (\sin^2 \theta)(k) \). However, the amplitude \( \Psi_{\varepsilon, \sigma} \) in (2.4) selects the two (out of four) b.w. or b.l.b.w. with collinear frequency vectors. We also remark that the sign of \( \omega = \omega_\pm \) in Definition 2.1 point (e) is chosen in such a way that

\[
\nabla_{k,m}\omega_\pm \cdot (0,1)^T = \mp \frac{k(m \cos \gamma + k \sin \gamma)}{(k^2 + m^2)^{3/2}} < 0.
\]

As the support of \( \hat{\Psi}_{\varepsilon, \sigma} \) forces \( \theta = \gamma + O(\varepsilon^{\frac{3}{2}}) \) or \( \theta = \gamma + \varepsilon + O(\varepsilon^{\frac{3}{2}}) \), we can check that in both cases the function \( \omega_\pm = \frac{k \cos \gamma - m \sin \gamma}{\sqrt{k^2 + m^2}} \) satisfies the incidence condition \( \nabla_{(k,m)}\omega_\pm \cdot (0,1)^T \) \( < 0 \). In other words, it automatically follows from the incidence condition that \( k \) and \( \omega \) always have the same sign. In fact, \( \omega = \sin \theta = \sin \gamma + O(\varepsilon^{\frac{3}{2}}) > 0 \) (in polar coordinates) if \( k > 0 \) and \( \omega = \sin \theta = \sin(\gamma + \varepsilon) + O(\varepsilon^{\frac{3}{2}}) < 0 \) if \( k < 0 \). This remark will be important in the linear boundary layer analysis of the next section, where in some cases the sign of \( k/\omega \) determines the sign of \( \text{Re}(\lambda(k)) \) of b.l.b.w. in Definition 2.1.

Let us state immediately the following lemma that estimates the norms of \( v_{\text{beam}} \) and \( v_{BL} \) and which is proven in Appendix A below.

Lemma 2.4. Let \( v_{\text{beam}} \) be any beam (b.w.) of order \( (p,q) \) and \( v_{BL} \) be any boundary layer beam (b.l.b.w.) of order \( (\alpha,\beta,p,q) \). Then, uniformly in \( t \in \mathbb{R}_+ \),

\[
\|v_{\text{beam}}\|_{L^2(\mathbb{R}^2)} = O(\varepsilon^{p+q});
\]

\[
\|v_{BL}\|_{L^2(\mathbb{R}^2)} = O(\varepsilon^{p+\frac{3}{2}+\frac{1}{2}+\frac{1}{2}+\frac{1}{2}}); \\
\|v_{\text{beam}}\|_{L^\infty(\mathbb{R}^2)} = O(\varepsilon^{p+\frac{3}{2}+\frac{1}{2}+\frac{1}{2}+\frac{1}{2}}); \\
\|v_{BL}\|_{L^\infty(\mathbb{R}^2)} = O(\varepsilon^{p+\frac{3}{2}+\frac{1}{2}+\frac{1}{2}+\frac{1}{2}}).
\]

(2.8)

Moreover, the following hold.

(i) \( \partial_\varepsilon v_{\text{beam}}, \partial_\varepsilon v_{BL} \) are b.w. of order \( (p+1,q+1) \).

(ii) \( \partial_\varepsilon v_{\text{beam}}, \partial_\varepsilon v_{BL} \) is a b.l.b.w. of order \( (\alpha+1,\beta+1,p,q+1) \) (resp. \( (\alpha,\beta,p+1,q+1) \)).

(iii) Given \( v_{\text{beam}}, v_{BL} \) b.l.b.w. of order \( (\alpha,\beta,p,q) \) and \( (\alpha',\beta',p',q') \) respectively, and \( v_{\text{beam}}, v_{BL} \) b.w. of order \( (p,q) \) and \( (p',q') \), one has the following estimates:

\[
\|v_{\text{beam}} \times v_{BL}\|_{L^2(\mathbb{R}^2)} = O(\varepsilon^{p+\frac{3}{2}+\frac{1}{2}+\frac{1}{2}+\frac{1}{2}});
\]

\[
\|v_{BL} \times v_{BL}\|_{L^2(\mathbb{R}^2)} = O(\varepsilon^{p+\frac{3}{2}+\frac{1}{2}+\frac{1}{2}+\frac{1}{2}}); \\
\|v_{\text{beam}} \times v_{BL}\|_{L^\infty(\mathbb{R}^2)} = O(\varepsilon^{p+\frac{3}{2}+\frac{1}{2}+\frac{1}{2}+\frac{1}{2}}).
\]

(2.9)

Lemma 2.4 (together with other features that will appear in the course of our proofs) leads to the following general hypothesis on the parameters present in our analysis.

Assumption 2.5 (Admissible range of the involved parameters). First, we assume that \( \gamma \in (0,\frac{\pi}{2}) \). The scaling assumptions in terms of the dimensionless parameter \( \varepsilon \) are listed below.

- \( \nu = \varepsilon \nu_0, \quad \kappa = \varepsilon \kappa_0 \), \( [\text{scaling of viscosity/diffusion coefficients}] \)
- \( \delta = \varepsilon^{\frac{1}{2}} \), \( [\text{strength of nonlinearity w.r.t. beam spatial concentration and critical parameter}] \)
- \( \sigma > \varepsilon^\mu \) for any \( 0 < \mu < \frac{1}{8} \), \( [\text{order of viscosity/diffusion w.r.t. spreading in frequencies of the beam}] \)
First, the case $\gamma = \frac{2}{3}$ corresponds to the very degenerate case of the vertical propagation of internal gravity waves, which is excluded from our analysis (and for $\gamma = 0$ there is no slope).

The first scaling condition is simply the smallness of the viscosity $\nu$ and diffusivity $\kappa$ coefficients. The third one is dictated by the range of validity of the asymptotic expansions of the roots of the boundary layers in the next section, which is chosen to be in accordance with the studies of [13]. If they are violated, different asymptotics for the decay of the boundary layers (see the next section) should be expected. This is out of the scope of the present investigation. The condition on the weakly nonlinear parameter $\delta$ is the minimal assumption (i.e. the maximal order of $\delta$ which allows to prove that the approximate solution to system (1.1) constructed in this work is stable in $L^2(\mathbb{R}^2_+)$ (i.e. close to the Leray solutions) for a (large) logarithmic time-scale given by (2.12). The smaller is $\delta$, the larger is the stability time-scale.

**Remark 2.6.** It is interesting to compare Definition 2.1 ((V) and (VI)) with the setting of [1]. In [1] (see (2.14)-(2.16), pp. 223-224 in [1]), the wavenumbers of the superposed waves $k = (k, m)$ is an $\varepsilon^3$ correction of the critical wavenumber $k_0 = (k_0, m_0)$, so that its modulus (not only the angle) is almost fixed, i.e. $|k| \sim |k_0|$. In this work, instead, the modulus of the wavenumber is upper bounded by $\sigma^{-1} \leq \varepsilon^{-\mu}$ (where $\sigma \ll 1$, so that $\sigma \gg 1$ as $\mu > 0$), while its inclination $\theta$ is an $\varepsilon^5$ correction of the critical angle $\gamma$. Thus, in this work we deal with a more general framework where the spatial frequency of oscillations of the superimposed waves can vary largely. The choice of (almost) fixing the angle/direction of the wavenumber is natural in the context of internal gravity waves, whose anisotropic dispersion relation is completely determined by the inclination of the wavenumber, see [1, 13, 10].

**Remark 2.7** (On the existence of Leray solutions). It follows from the standard theory on the two-dimensional Navier-Stokes equations in general domains (see [8]), which can be readily extended to the two-dimensional Boussinesq system (1.1) in the half-plane, that there exists a unique global-in-time weak solution $W(t)$ to system (1.1) in $C(\mathbb{R}^+; V'_\sigma) \cap L^\infty(\mathbb{R}^+; L^2(\mathbb{R}^2_+)) \cap L^\infty_{loc}(\mathbb{R}^+; V'_\sigma)$, where $V'_\sigma := \{(u, w, b) \in H^1(\mathbb{R}^2_+); \partial_x u + \partial_y w = 0\}$ and $V'_\sigma$ is the dual of $V'_\sigma$, with initial data $W_0 := W(0) \in L^2(\mathbb{R}^2_+)$. The proof of that, which is an adaptation of the argument in [8], can be found in the Appendix of [1].

The main aim of this work is to prove the following three theorems.

**Theorem 2.8** (Consistency & stability). Let $W_{inc}^0$ be any incident b.w. (beam wave) defined by (2.3)-(2.5) for some $\chi, \chi'$.

Assume the validity, for any $0 < \varepsilon \ll 1$, of the Assumptions 2.5 on the scaling parameters of the Boussinesq system (1.1).

Then, there exists an approximate solution $W_{app}$ to system (1.1) of the form

$$W_{app} = (u_{app}, w_{app}, b_{app})^T := W_{inc}^0 + W_{BL} + W_{II} + W_{MF},$$

where $W_{BL}$ is a b.l.b.w. (boundary layer beam wave), $W_{II}$ is a second harmonic b.w. (double time frequency of the incident beam wave), $W_{MF}$ is a mean flow b.w. (almost vanishing time frequency).

More precisely, the following results hold true.

(i) $W_{app}$ is a consistent approximation to system (1.1), in the sense that it satisfies the following system

$$\partial_{t} u_{app} - \nu \Delta u_{app} - \nu u_{app} \sigma \sin \gamma + \partial_x p_{app} = -\delta(u_{app} \partial_x + \nu u_{app} \partial_y)u_{app} + R_u,$$

$$\partial_{t} w_{app} - \nu \Delta w_{app} - \nu u_{app} \sigma \sin \gamma + \partial_y p_{app} = -\delta(u_{app} \partial_y + \nu u_{app} \partial_x)w_{app} + R_w,$$

$$\partial_t b_{app} + u_{app} \sin \gamma + w_{app} \cos \gamma \partial_x b_{app} - \kappa \Delta b_{app} = -\delta(u_{app} \partial_x + \nu u_{app} \partial_y)b_{app} + R_b,$$

$$\partial_x u_{app} + \partial_y w_{app} = 0,$$

with a remainder

$$R_{app} = (R_u, R_w, R_b)^T = O(\max\{\delta \varepsilon^{\frac{3}{2}} \sigma^{-2}, \delta^2 \varepsilon^{-\frac{1}{2}} \sigma^{-\frac{3}{2}}\}) \text{ in } L^2(\mathbb{R}^2_+).$$

In particular, when $\delta = O(\varepsilon^\frac{1}{2} \sigma^\frac{3}{4})$ (Assumptions 2.5),

$$\|R_{app}\|_{L^2(\mathbb{R}^2_+)} = O(\delta \varepsilon^{\frac{3}{4}} \sigma^{-2}) = O(\delta^{\frac{1}{2}} \sigma^{-\frac{1}{4}}).$$

(ii) $W_{app}$ is a stable approximation to system (1.1) in the following sense. Consider the unique global-in-time Leray solution $W(t) = W(t, x, y)$ to system (1.1) in $C(\mathbb{R}^+; V'_\sigma) \cap L^\infty(\mathbb{R}^+; L^2(\mathbb{R}^2_+)) \cap L^\infty_{loc}(\mathbb{R}^+; V'_\sigma)$, where $V'_\sigma := \{(u, w, b) \in H^1(\mathbb{R}^2_+); \partial_x u + \partial_y w = 0\}$ and $V'_\sigma$ is the dual of $V'_\sigma$, with initial data $W(t = 0) = W_{app}(t = 0)$. Then, for any $t \in \mathbb{R}^+$,

$$\|W_{app}(t) - W(t)\|_{L^2(\mathbb{R}^2_+)} \leq C \delta \varepsilon^{\frac{3}{4}} \sigma^{-\frac{1}{2}} \exp\left(\delta \varepsilon^{-\frac{1}{2}} \sigma^{-\frac{3}{2}} t\right).$$

**Proof of Theorem 2.8.** (i) The first part of the theorem is proven in Corollary 4.2 in Section 4 below.

(ii) The construction of the approximate solution $W_{app}$ will be the main body of the paper. The existence of a unique global-in-time Leray solution $W$, which satisfies the energy inequality
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\[ \| W(t) \|_{L^2}^2 + 2\varepsilon \mu_0 \int_0^T \left( \| \nabla u(s) \|_{L^2}^2 + \| \nabla w(s) \|_{L^2}^2 \right) ds + 2\varepsilon \kappa_0 \int_0^T \| \nabla b(s) \|_{L^2}^2 \, ds \leq \| W_0 \|_{L^2}^2, \]

(2.11)
is classical and it follows by applying the Spectral Theorem to the inverse of the Stokes operator acting on the half
plane (see Remark 2.7 and [1, 8] for details, we omit them). It provides a regularized solution \( W_k(t) \), for which we
can derive an energy inequality (the inequality is rather for the difference \( W^{app} - W_k \))

\[ \frac{d}{dt} \| W^{app} - W \|_{L^2}^2 + \langle L \cdot \dot{W}^{app} - W, W^{app} - W(t) \rangle_{L^2} + \varepsilon_0 \| \nabla (u^{app} - u) \|_{L^2}^2 + \| \nabla (w^{app} - w) \|_{L^2}^2 + \varepsilon_0 \| \nabla (t^{app} - b) \|_{L^2}^2 \]

\[ \leq \frac{2\delta}{\varepsilon^{2/3}} \| W^{app} - W \|_{L^2}^2 + \frac{\sqrt{3}}{\delta} \| R^{app} \|_{L^2}^2, \]

which gives the desired control thanks to the skew-symmetry of \( L \), using \( \delta \| \nabla W^{app} \|_{L^\infty} = O(\delta \varepsilon^{-1/2} \sigma^{3/2}) \) (from
Proposition 3.1 and Corollary 3.2), and using the estimate of \( \| R^{app} \|_{L^2} \) from Corollary 4.2.

\[ \text{Remark 2.9 (Consistency & Stability). Notice that the requirements for consistency alone and consistency and stability are different. In fact, consistency is ensured as long as \( \| R^{app} \|_{L^2} = o(1) \), i.e. \( \delta \ll \sigma^2 \varepsilon^{-1/2} \), while a more restrictive condition, i.e. \( \delta = O(\varepsilon^{1/2} \sigma^{3/2}) \), is needed to have stability. The stability estimate (2.10) implies that, if \( \delta \sim \varepsilon^{1/2} \sigma^{-1} \), then
\]

\[ \| W^{app}(t) - W_{\text{Leray}}(t) \|_{L^2}^2 = O(\delta \varepsilon^{-1/2} \sigma^{-1/2} \mu) \exp(t), \]

so that \( \| W^{app}(t) - W_{\text{Leray}}(t) \|_{L^2} = o(1) \) within the logarithmic time-scale

(2.12)

\[ T_{\text{log}}^\delta = o(\log(\varepsilon^{-1/2} \sigma^{-1/2} \delta^{-1})) = o(\log(\varepsilon^{-1/2} \sigma^{3/2} \delta^{-1})). \]

To have a longer stability time-scale, \( \delta \) has to be smaller, namely the stability time-scale depends on the weakly nonlinear parameter \( \delta \).

The approximate solution \( W^{app} \) will be constructed in the following by a fixed point argument: we start from the
linear solution, then we correct the quadratic interactions due to the convection term. We could try to improve
the approximation by iteration, correcting the trilinear, quartic interactions and so on. However, the obstruction is
represented by the possible appearance of secular growths (see for instance [27]). A classical example of secular growth is
the weakly damped harmonic oscillator

\[ \ddot{x} + 2 \varepsilon \dot{x} = 0, \quad x(0) = 0, \quad \dot{x}(0) = 1. \]

The approximation at order \( \varepsilon \) reads \( x^{app}(t) = \sin(t) - \varepsilon t \sin(t) \), so that the perturbation expansion becomes invalid
starting from the time-scale \( t \sim \varepsilon^{-1} \).

The approximate solution \( W^{app} \) provided by Theorem 2.8 contains correctors to the quadratic terms. We shall see
in the following that in our case trilinear interactions can always be corrected as secular growths do not appear thanks
to the structure of the convection term for divergence-free vector fields. Therefore, the approximate solution \( W^{app} \)
can be improved, by providing a more accurate consistent solution \( \tilde{W}^{app} \) which contains the two next order terms
of the expansion (so taking into account trilinear and quartic interactions, but secular growth could be generated by
quintic interactions). This is the content of the following result, whose proof is given in Section 5.1.

Theorem 2.10. Let \( \tilde{W}^{app} \) be the approximate solution constructed in Theorem 2.8. For any \( t > 0 \), there exists a
corrector \( \tilde{W}^{\text{corr}}(t) \in L^2(\mathbb{R}_+^2) \), such that

\[ \tilde{W}^{app} := W^{app} + \tilde{W}^{\text{corr}} \]
is a consistent approximate solution to system (1.1) in the sense of Theorem 2.8, with a remainder \( \tilde{R}^{app}(t) \) such that

\[ \| \tilde{R}^{app}(t) \|_{L^2} = o(\delta^{3} \varepsilon^{-1/2} \sigma^{3/2} t). \]

When \( \delta = O(\varepsilon^{1/2} \sigma^{3/2}) \) (Assumption 2.5), then

\[ \| \tilde{R}^{app}(t) \|_{L^2} = o(\varepsilon^{3/2} \sigma^{-1/2} t), \]
and the consistency time-scale \( T_c \gg \varepsilon^{-1/2} \sigma^{3/2} \).

In the following result, we prove how beam waves are localized in the physical space. This marks a strong difference
with respect to the solution constructed in [1].
Lemma 2.11 (beam waves are localized in the physical space). The support of the incident beam wave (b.w.) in (2.3) is concentrated, as \( \varepsilon \) goes to 0, inside the following union of cones of the (upper) half plane
\[
C = C_+ \cup C_-,
\]
where, for \( \nu > 0 \) small enough,
\[
C_+ = \{(x, y) \in \mathbb{R}^2_+: -\sigma^{1-\nu} \leq (x - x_0) \sin(2\gamma + \varepsilon^{1/2} y) + y \cos(2\gamma + \varepsilon^{1/2} y) \leq \sigma^{1-\nu}\};
\]
\[
C_- = \{(x, y) \in \mathbb{R}^2_+: -\sigma^{1-\nu} \leq (x - x_0) \sin(2\gamma + \pi + \varepsilon^{1/2} y) + y \cos(2\gamma + \pi + \varepsilon^{1/2} y) \leq \sigma^{1-\nu}\},
\]
in the sense that
\[
\|W^0_{\text{inc}}\|_{L^2(\mathbb{R}^2_+ \setminus C)} = O(\varepsilon^{\infty})\|W^0_{\text{inc}}\|_{L^2(\mathbb{R}^2_+)}.
\]
The support of the boundary layer beam waves (b.l.b.w.) \( W^{0}_{BL, \varepsilon^{1/3}} \) and \( W^{0}_{BL, \varepsilon^{1/2}} \) provided by Proposition 3.1 are localized in a horizontal strip of size \( O(\varepsilon^{1/2-\mu}) \), \( O(\varepsilon^{1/2-\mu}) \) respectively, so that
\[
\|W^{0}_{BL, \varepsilon^{1/3}}\|_{L^2(\mathbb{R}^2_+; y > \varepsilon^{a}; a \geq \frac{1}{2} - \mu) = O(\varepsilon^{\frac{1}{2}}\mu)}\|W^{0}_{BL, \varepsilon^{1/3}}\|_{L^2(\mathbb{R}^2_+)};
\]
\[
\|W^{0}_{BL, \varepsilon^{1/2}}\|_{L^2(\mathbb{R}^2_+; y > \varepsilon^{a}; a \geq \frac{1}{2} - \mu) = O(\varepsilon^{\mu})\|W^{0}_{BL, \varepsilon^{1/2}}\|_{L^2(\mathbb{R}^2_+)}.
\]
Finally,
\[
\|W_{BL, \varepsilon^{1/3}} + W_{BL, \varepsilon^{1/2}}\|_{L^2(\mathbb{R}^2_+ \setminus (C \cap \{y > \varepsilon^{a}\})) = O(\varepsilon^{\infty})\|W_{BL, \varepsilon^{1/3}} + W_{BL, \varepsilon^{1/2}}\|_{L^2(\mathbb{R}^2_+)}.\]

Proof. From the definition of incident b.w. in (2.3) and integration in \( |k| \), we deduce that there exists a function \( g(\theta) \) such that
\[
W^{0}_{\text{inc}}(x, y) = \frac{\sigma}{\varepsilon^{1/6}} \int_{0}^{2\pi} e^{-i\omega(\theta)t} g(\theta) \chi \left( \frac{(x - x_0) \sin(\theta + \gamma) + y \cos(\theta + \gamma)}{\sigma} \right) d\theta.
\]
As \( \chi \) is a compactly supported function, it follows that \( \chi \) is a Schwartz function and therefore the first assertion is proved.

For the b.l.b.w. results, we consider \( W_{BL, \varepsilon^{1/2}} \) (the same argument applies to \( W_{BL, \varepsilon^{1/3}} \)). From Proposition 3.1, we know that
\[
W_{BL, \varepsilon^{1/2}}(x, y) = \frac{\sigma}{\varepsilon^{1/6}} \int_{0}^{2\pi} X_{k, \lambda_3} \tilde{\Psi}_{\varepsilon, \sigma}(|k|, \theta) e^{-i\omega(\gamma) + (x - x_0)|k| \sin(\theta + \gamma) - \lambda_3 y |k|} d|k| d\theta,
\]
where \( \lambda_3 = \varepsilon^{-\frac{1}{2}} \hat{\lambda}_3(\theta) + O(\varepsilon^{\frac{1}{2}}) \), so that the concentration of \( W_{BL, \varepsilon^{1/2}} \) in a vertical band of size \( \varepsilon^{1/2-\mu} \) easily follows.

The fact that \( W_{BL, \varepsilon^{1/2}} + W_{BL, \varepsilon^{1/3}} \) is concentrated in \( C \) is a direct consequence of Proposition 3.1, from which we know that the boundary contribution \( W_{BL, \varepsilon^{1/3}}|_{y=0} + W_{BL, \varepsilon^{1/2}}|_{y=0} = -W_{\text{inc}}|_{y=0} \), where \( W_{\text{inc}} \) is localized in \( C \). The proof is concluded.

As it will be clear in the course of the proofs, the approximate solution that we build shares the same localization than the one in Lemma 2.11. Therefore, applying the aforementioned lemma, we get our last main result.

Theorem 2.12 (Localization of the Leray solution). For any \( \varepsilon > 0 \) and \( t = o(\log(\varepsilon^{-\sigma}\varepsilon^{2})) \), the Leray solution \( W_{\text{Leray}}(t) \) to system (1.1) with initial condition \( W_{\text{Leray}}^{0} = W_{\text{app}}(t = 0) \) is \( L^2 \)-localized in \( C \) defined by (2.13) modulo \( \varepsilon^{\infty} \), i.e.
\[
\|W_{\text{Leray}}(t)\|_{L^2(\mathbb{R}_+^2 \setminus C)} = O(\varepsilon^{\infty})\|W_{\text{Leray}}^{0}\|_{L^2(\mathbb{R}_+^2)}.
\]

It is interesting to notice that the above cones \( C_+ \) and \( C_- \) correspond to the places where the upslope reflection and the downslope reflection, introduced in [13], take place.

Remark 2.13 (Time-scale of validity of the higher-order approximate solution \( \tilde{W}_{\text{app}} \)). We would like to provide some remarks about the improved approximate solution \( \tilde{W}_{\text{app}} \), provided by Theorem 2.10. Its validity holds within a certain time-scale. The time-scale of consistency alone is entirely determined by the possible appearance of secular growths. More precisely, notice that by definition of boundary layers, the leading part of the approximate solution (far from the boundary) is given by \( W_{\text{app}} = W_{\text{inc}} + W_{\text{H}} + W_{\text{MF}} \), where \( W_{\text{inc}} \) has time oscillations which are localized around the frequencies \( \pm \omega_0 \), and for instance \( W_{\text{H}} \) oscillates around \( \pm 2\omega_0 \). Thus in the nonlinear contribution, one has for instance the term \( dQ(W_{\text{inc}} + W_{\text{H}}, W_{\text{inc}} + W_{\text{H}}) \). Since the linear part (the linear oscillatory part, without dissipation) \( L_\varepsilon \) of the operator of system (1.1) in the scaling of the boundary layers contains oscillations \( \pm \omega_0 \), then \( e^{\varepsilon\varepsilon t}Q(W_{\text{inc}}, W_{\text{H}}) \) may give rise to linear time growths, which are usually called secular growths, see [13]. In particular, it might produce an error \( \tilde{R}_{\text{app}} = O(\delta^{2-\varepsilon^{1/2}-\varepsilon^{1/2}}) \) in \( L^2 \), so that consistency would hold within a time-scale of the order \( T_\varepsilon = o(\delta^{-2} \varepsilon^{1/2}) \) (see the end of the proof of Corollary 4.2). However, we will show in the following that no resonance (and then no secular growth) is generated by the terms \( \varepsilon^{1-\varepsilon}Q(W_{\text{inc}}, W_{\text{H}}), \varepsilon^{2-\varepsilon}Q(W_{\text{H}}, W_{\text{inc}}) \). This is due to
some cancellations related to the structure of the convection term for divergence-free vector fields (which satisfies the Jacobi identity, see [13, 33]). Then, the estimated time of consistency of the improved approximate solution $\tilde{W}^{app}$ is much larger than the above $T_e$ (if $\delta = O(\varepsilon^\frac{3}{2}\sigma^\frac{3}{2})$), as stated in Theorem 2.10.

**Remark 2.14** (Stability of the higher-order approximate solution $\tilde{W}^{app}$). Theorem 2.10 states that the higher-order approximate solution $\tilde{W}^{app}$ is consistent. In fact, consistency is what we prove in Section 5. Notice however that it can be proved that Lyapunov stability (and $L^2$ closeness to the Leray solution) remains valid for the improved approximation $\tilde{W}^{app}$, by simply applying the machinery of Step 2 of Section 4.1 (lifting the boundary conditions) to each further corrector of the higher order approximation. We will not fully develop this last point in this paper for the sake of readability, but we are rather confident that this argument allows to prove that $\tilde{W}^{app}$ is still stable within the time-scale $T^{\delta}_e$ in (12.12) with very small (improved) remainder term $\tilde{R}^{app}$, whose $L^2$ norm is given by Theorem 2.10.

**Plan of the paper.** The paper is organized as follow. In Section 3, we provide a boundary layer analysis of the linear part of system (1.1) and we construct an (almost) exact approximate solution to the linear problem. Section 4 is devoted to the weakly nonlinear system (1.1), for which we construct an approximate solution that is constituted by the linear solution of Section 3 and further terms originating from nonlinear interactions. Section 4 contains also the proof of Theorem 2.8 (i) in Corollary 4.2. Finally, in Section 5, we show how the approximate solution can be improved and extended at least to the next two orders of the asymptotic expansion with a very small error in $L^2$ prove Theorem 2.10 in Section 5.1.

### 3. Linear analysis

In this section, we solve the linear part of system (1.1) (with $\delta = 0$) by ansatz given by Definition 2.1. In this definition, the function $\hat{\Psi}(|k|, \theta)$ provides different localizations in the Fourier variables or, in other words, different regimes of the parameter

$$\zeta := \omega^2 - \sin^2 \gamma.$$

The regime $\zeta \approx \varepsilon^\frac{3}{4}$ (i.e. $\omega \sim \pm \sin \gamma$) is called near-critical, according to [13, 1] and will be studied in Section 3.1. Other regimes where $0 < c \leq |\zeta|$, $c$ independent of $\varepsilon$, will be treated in Section 3.3.

#### 3.1. Linear analysis in the near-critical regime $\zeta \approx \varepsilon^\frac{3}{4}$, $\omega \sim \pm \sin \gamma$. We provide the following result, where we show that one can construct linear boundary layer beam waves (b.l.b.w.) to balance the contribution of the incident wave beam $W^{0}_{inc}$ (in Definition 2.1, (X)) on the boundary $y = 0$.

**Proposition 3.1** (Critical reflection for a beam wave (b.w.) ). Let $\nu_0 > 0, \kappa_0 > 0$ be such that $\nu = \nu_0 \varepsilon, \kappa = \kappa_0 \varepsilon$ for any $\varepsilon > 0$. Let Assumption 2.5 be fulfilled. There exists a function $W^0 = (w^0, w^0, b^0)^T$ and a remainder

$$\begin{align*}
&\partial_t w^0 - b^0 \sin \gamma + \partial_x b^0 - \nu_0 \varepsilon \Delta w^0 = r_{w,0}^0, \\
&\partial_t w^0 - b^0 \cos \gamma + \partial_y b^0 - \nu_0 \varepsilon \Delta w^0 = r_{w,0}^0, \\
&\partial_t b^0 - w^0 \sin \gamma + w^0 \cos \gamma - \kappa_0 \varepsilon \Delta b^0 = r_{b,0}^0, \\
&\partial_x w^0 + \partial_y b^0 = 0, \\
&u^0|_{y=0} = w^0|_{y=0} = b^0|_{y=0} = 0,
\end{align*}$$

(3.2)

with

$$\| (r_{w,0}^0, r_{w,0}^0, r_{b,0}^0) \|_{L^2(\mathbb{R}^+)} = O(\varepsilon^\sigma).$$

The function $W^0$ reads

$$W^0 = W^0_{inc} + W^0_{BL},$$

where $W^0_{inc}$ is the incident b.w. and $W^0_{BL}$ is a b.l.b.w., as both defined in Definition 2.1. More precisely,

$$W^0_{BL} := W^0_{BL, \varepsilon^{1/3}} + W^0_{BL, \varepsilon^{1/2}},$$

where

- $W^0_{BL, \varepsilon^{1/3}} = (u_{BL, \varepsilon^{1/3}}, w_{BL, \varepsilon^{1/3}}, b_{BL, \varepsilon^{1/3}})^T$ is a b.l.b.w. of order $(\frac{1}{3}, \frac{1}{3}, -\frac{1}{3}, -\frac{2}{3})$, as in Definition 2.1, (VI);
- $W^0_{BL, \varepsilon^{1/2}} = (u_{BL, \varepsilon^{1/2}}, w_{BL, \varepsilon^{1/2}}, b_{BL, \varepsilon^{1/2}})$ is a b.l.b.w. of order $(\frac{1}{2}, 0, -\frac{1}{6}, -\frac{1}{3})$. 

Corollary 3.2. (Sizes of the components of $W^0$) Let $W^0$ be the approximate solution to the linear part of system (1.1) with exact boundary conditions (1.2). The following estimates hold provided that $\mu < \frac{1}{2}$:

\[
\|W_{inc}\|_{L^2(\mathbb{R}^2)} = O(1); \quad \|W^{0}_{BL,\varepsilon^{1/3}}\|_{L^2(\mathbb{R}^2)} = O(\varepsilon^{\frac{1}{2}}\sigma^{-\frac{2}{3}}); \\
\|W_{inc}\|_{L^\infty(\mathbb{R}^2)} = O(\varepsilon^{\frac{1}{2}}\sigma^{-1}); \quad \|W^{0}_{BL,\varepsilon^{1/3}}\|_{L^\infty(\mathbb{R}^2)} = O(\sigma^{-\frac{2}{3}}\varepsilon^{-\frac{1}{3}}); \\
\|\nabla W_{inc}\|_{L^\infty(\mathbb{R}^2)} \leq \|\nabla W^{0}_{BL,\varepsilon^{1/3}}\|_{L^\infty(\mathbb{R}^2)} + \|\nabla W^{0}_{BL}\|_{L^\infty(\mathbb{R}^2)} = O(\varepsilon\frac{1}{2}\sigma^{-\frac{2}{3}}).
\]

(3.3)

Proof. Recalling that $X_{k,m}$ in (1.12) and $X_{k,\lambda}$ in (3.7) (for $\lambda, j = 1, 2, 3$ provided by Lemma 3.6) are uniformly bounded and since we know that $W_{inc}$ is a b.w. of order $(0, 0)$, while $W^{0}_{BL,\varepsilon^{1/3}}, W^{0}_{BL,\varepsilon^{1/2}}$ are b.b.w. of order $(\frac{1}{2}, \frac{1}{3}, -\frac{1}{3}, -\frac{2}{3})$ and $(\frac{1}{2}, 0, -\frac{1}{6}, -\frac{1}{3})$, respectively, then the results are a straightforward application of Lemma 2.4.

Remark 3.3. The incident b.w. $W_{inc}$ is chosen in such a way that it has automatically $L^2$ norm of $O(1)$. The intuition behind the finite $L^2$ norm of b.b.w. is the following: because of the beam localization in the physical space, a b.b.w. is localized in a band of size $\sigma$ of the $(x, y)$ positive half plane. The b.b.w. $W_{BL,\varepsilon^{1/3}}$ is also localized in a band of size $\varepsilon^{1/3}$ near $y = 0$, thanks to the decay in $y$ and the lower bound $|k| \geq \eta$. Then the support of the b.b.w. $W_{BL,\varepsilon^{1/3}}$ is of size $(\sigma \times \varepsilon^{1/3})$. Thus

\[
\|W^{0}_{BL,\varepsilon^{1/3}}\|_{L^2} \leq \|W^{0}_{BL,\varepsilon^{1/3}}\|_{L^\infty(\sigma \times \varepsilon^{1/3})^2} = O(\sigma\frac{2}{3}).
\]

Remark 3.4. Notice that the solution $Y^0$ provided by Proposition 3.1 solves the linear system (3.2) with boundary conditions (1.2) without any error on the boundary $y = 0$. However, $W^0$ is an almost exact linear solution as an error of size $\varepsilon\sigma^{-2}$ in $L^2$ is due to the purely oscillatory nature of the incident b.w. $W_{inc}^{0}$, which is only an approximate solution to the linear viscous and diffusive system (3.2) ($\nu^0$ in Proposition 3.1).

3.2. Proof of Proposition 3.1. The first step to construct $Y^0$ is to determine the values of $(\alpha, \beta, p, q)$ characterizing b.b.w. in (2.6) (as in Definition 2.1) which solve the linear system (3.2). Let us consider the ansatz in (2.6), where we set

\[
\mathbb{R}^4 \ni X_{\lambda,k} = \begin{pmatrix} U_{\lambda} \\ W_{\lambda} \\ B_{\lambda} \\ P_{\lambda} \end{pmatrix}, \quad \text{with } U_{\lambda} = U_{\lambda}(k), \quad W_{\lambda} = W_{\lambda}(k), \quad B_{\lambda} = B_{\lambda}(k), \quad P_{\lambda} = P_{\lambda}(k).
\]

Inserting this ansatz inside system (3.2), we obtain the corresponding (algebraic) linear system

\[
A_{\varepsilon}(\omega, \kappa_0, \nu_0, k, \lambda) = 0, \quad \text{where } A_{\varepsilon}(\omega, \kappa_0, \nu_0, k, \lambda) \in \text{space of matrices } M^{4 \times 4}.
\]

(3.5)

Then, we look for vectors $X_{\lambda,k} \in \ker(A_{\varepsilon}(\omega, \kappa_0, \nu_0, k, \lambda))$, with the restriction that $\lambda = \lambda(k)$ is such that $\text{Re}(\lambda) > 0$, as in Definition 2.1. To satisfy ker $A_{\varepsilon}(\omega, \kappa_0, \nu_0, k, \lambda) \neq \{0\}$, we impose det $A_{\varepsilon}(\omega, \kappa_0, \nu_0, k, \lambda) = 0$. This amounts at finding the roots in the $\lambda$ of the following characteristic polynomial associated with $A_{\varepsilon}(\omega, \kappa_0, \nu_0, k, \lambda)$:

\[
P(\lambda) := -\varepsilon^2 \kappa_0 \nu_0 \lambda^6 + (-i\omega(\kappa_0 + \nu_0) + 3i\nu_0 \kappa_0 \varepsilon^2 k^2) \lambda^4 + (\zeta + 2i\omega(\kappa_0 + \nu_0) \varepsilon k^2 - 3i\nu_0 \kappa_0 \varepsilon^2 k^4) \lambda^2
\]

\[-2i\lambda k \sin \gamma \cos \gamma + k^2(\cos^2 \gamma - \omega^2 - i\varepsilon \omega(\nu_0 + \kappa_0) k^2 + \nu_0 \kappa_0 \varepsilon^2 k^4).
\]

(3.6)

Furthermore, the vector $X_{\lambda,k} \in \ker(A_{\varepsilon}(\omega, \kappa_0, \nu_0, k, \lambda))$ reads

\[
X_{\lambda,k} = \begin{pmatrix} 1 \\ i\lambda \sin \gamma + ik \cos \gamma \\ \lambda \sin \gamma + ik \cos \gamma \\ i\varepsilon(\sqrt{\omega^2 + \varepsilon^2 k^2}) \end{pmatrix}.
\]

(3.7)

We shall rely on the following intermediate result.

Lemma 3.5 (Asymptotics of the roots in the critical case $\zeta \approx \varepsilon^{\frac{1}{2}}$ for $\omega \sim \pm \sin \gamma$). Let $\nu_0 > 0, \kappa_0 > 0$ be such that $\nu = \nu_0, \kappa = \kappa_0$ for any $0 < \epsilon \ll 1$. Let $c_0 \varepsilon^{\frac{1}{2}} < |\omega \pm \sin \gamma| \leq C_0 \varepsilon^{\frac{1}{3}}$ and $\zeta = \zeta_0 \varepsilon^{\frac{1}{2}}$ for some universal constants $c_0 > 0, C_0 > 0$ and $\zeta_0 \in \mathbb{R}$. There exists $\nu_0 = \nu_0(\kappa_0, \nu_0, \gamma) > 0$ such that, for any $\eta \geq \eta_0$, the characteristic polynomial $P(\lambda)$ in (3.6) associated with a linear b.b.w. ansats as in (2.6), i.e. the determinant of the matrix $A_{\varepsilon}(\omega, \kappa_0, \nu_0, k, \lambda)$ of the linear algebraic system (3.5), admits exactly three roots $\lambda_j = \lambda_j(k), j = 1, 2, 3$, with $\text{Re}(\lambda_j) > 0$. Their asymptotic expansions in terms of the singular parameters $0 < \varepsilon \ll 1$ is as follows:

\[
\lambda_1 = \varepsilon^{-\frac{1}{2}} |k|^\frac{3}{2} \tilde{\ell}_1(\theta) + O(|k|), \quad \lambda_2 = \varepsilon^{-\frac{3}{2}} |k|^\frac{5}{2} \tilde{\ell}_2(\theta) + O(|k|), \quad \lambda_3 = \varepsilon^{-\frac{1}{2}} \tilde{\ell}_3(\theta) + O(\varepsilon^{\frac{1}{4}}),
\]
for some functions \( \tilde{\ell}_i(\theta) \in C^\infty(\text{supp} \tilde{\Psi}_{\varepsilon, \sigma}, \mathbb{C}) \), \( i \in \{1, 2, 3\} \).

More precisely, if \( \eta \leq |k| \leq \sigma^{-1} \) with \( \sigma \geq \varepsilon^{-\mu} \) and \( \mu > 0 \) small enough (Assumption 2.5), then

\[
\lambda_1 = e^{-\frac{1}{2}|k|^2 \tilde{\ell}_1(\theta)}(1 + O(\varepsilon^{1-\frac{3}{2} \mu})), \\
\lambda_2 = e^{-\frac{1}{2}|k|^2 \tilde{\ell}_2(\theta)}(1 + O(\varepsilon^{1-\frac{5}{2} \mu})), \\
\lambda_3 = e^{-\frac{1}{2} \tilde{\ell}_3(\theta)}(1 + O(\varepsilon^{1})).
\]

Moreover, there exists an exact solution to the linear part of system (1.1), with boundary conditions

\[
\begin{pmatrix}
u_y(0) \\
\nu_y(\ell) \\
\theta_y \phi_y(\ell) \end{pmatrix} = \mathcal{W}_{\text{inc}}^0 |_{y=0}
\]

where \( \mathcal{W}_{\text{inc}}^0 \) is given in Definition 2.1, (X). The solution is

\[
\mathcal{W}_{\text{BL}}^0 = \mathcal{W}_{\text{BL, } \varepsilon^{1/3}} + \mathcal{W}_{\text{BL, } \varepsilon^{1/3} + \mathcal{W}_{\text{BL, } \varepsilon^{2/3}}}
\]

where \( \mathcal{W}_{\text{BL, } \varepsilon^n}, j = 1, 2, 3 \) is a linear b.l.b.w. as in (2.6), where \( X_{k, \lambda_j} \) is given by (3.7). More precisely, \( \mathcal{W}_{\text{BL, } \varepsilon^{1/3}}, \mathcal{W}_{\text{BL, } \varepsilon^{1/3}} \) are b.l.b.w. of order \( \left( \frac{1}{3}, \frac{1}{3}, \frac{1}{3}, \frac{3}{3}, \frac{3}{3}, \frac{3}{3} \right) \), while \( \mathcal{W}_{\text{BL, } \varepsilon^{2/3}} \) is a b.l.b.w. of order \( \left( \frac{1}{2}, 0, -rac{1}{2}, -rac{1}{2} \right) \).

**Proof.** We want to apply Lemma B.1 to prove that there exist roots \( \lambda \) of \( \mathcal{P}(\lambda) \) with singular (leading order) asymptotic \( \lambda \sim \varepsilon^{-\alpha}|k|^2 \ell \) where \( \ell = \ell(\theta), \alpha > 0, \beta \in \mathbb{R}, i.e. \) b.l.b.w. as in (II) of Definition 2.1. To this end, we first have to identify the possible values of \( \alpha > 0 \). In other words, plugging the ansatz \( \lambda \sim \varepsilon^{-\alpha}|k|^2 \ell \) inside the expression of \( \mathcal{P}(\lambda) \), one has to find the values of \( \alpha > 0 \) for which the leading part of \( \mathcal{P}(\varepsilon^{-\alpha}|k|^2 \ell) \) is represented at least by two different monomials, so providing a reduced (algebraic) equation with non-trivial solutions. We obtain the following.

- Plugging the ansatz \( \lambda \sim \varepsilon^{-\frac{1}{2}}|k|^{1/3} \ell \) inside \( \mathcal{P}(\lambda) \), and using that \( |k| \leq \sigma^{-1} \leq \varepsilon^{-\mu} \) (Assumption 2.5), the leading order part of the polynomial reads

\[
\omega(k_0 + i\nu_0) |^3 + 2 \sin \gamma \cos \gamma = 0.
\]

Since \( k \) and \( \omega \) have always the same sign (see Definition 2.1 and Remark 2.3), then the above equation admits two roots

\[
\ell_1 = \ell_1(\theta) = \left( \frac{2 \sin \gamma \cos \gamma}{\omega(k_0 + i\nu_0)} \right)^{1/3} \exp(i\pi/3), \quad \ell_2 = \ell_2(\theta) = \left( \frac{2 \sin \gamma \cos \gamma}{\omega(k_0 + i\nu_0)} \right)^{1/3} \exp(i5\pi/3)
\]

with strictly positive real part and such that \( \ell_j(\theta) \in C^\infty(\text{supp} \tilde{\Psi}_{\varepsilon, \sigma}), j = 1, 2 \). Now we want to prove that there exist two roots \( \lambda_j, j \in \{1, 2\} \) of the original polynomial \( \mathcal{P}(\lambda) \) which are -close to \( \varepsilon^{-1/3}|k|^{1/3} \ell_j \) with \( \ell_j \) solutions to (3.11) for any \( 0 < r < \varepsilon^{-1/3}|k|^{1/3} \).

We verify that the assumptions of Lemma B.1 are fulfilled: for \( \ell_j \) roots of (3.11), one has for \( \varepsilon > 0 \) sufficiently small that

- \( \frac{|\zeta_0| |k|^{1/3}}{2 \varepsilon^{1/3}} \leq |\mathcal{P}(\varepsilon^{-1/3}|k|^{1/3} \ell_j)| \leq 2|\zeta_0| |k|^{1/3} \varepsilon^{1/3} \);
- \( |\ell_j||k||\sin \gamma \cos \gamma| \leq |\mathcal{P}(\varepsilon^{-1/3}|k|^{1/3} \ell_j)| \leq 4|\ell_j||k||\sin \gamma \cos \gamma| ;
- \( |\mathcal{P}'(z)| \leq 2|\zeta_0| \varepsilon^{1/3} \) for \( |z| \leq 2r \) where \( r \geq \frac{|\mathcal{P}(\varepsilon^{-1/3}|k|^{1/3} \ell_j)|}{|\mathcal{P}(\varepsilon^{-1/3}|k|^{1/3} \ell_j)|} \geq \varepsilon^{-1/3}|k|^{-2/3} \).

Therefore, we have that

\[
|\mathcal{P}(\varepsilon^{-1/3}|k|^{1/3} \ell_j)| \leq 2|\zeta_0| \varepsilon^{1/3} \leq \frac{1}{8} \zeta_0 \varepsilon^{1/3} \leq |\mathcal{P}(\varepsilon^{-1/3}|k|^{1/3} \ell_j)| \leq \frac{|\mathcal{P}(\varepsilon^{-1/3}|k|^{1/3} \ell_j)|}{4 \sup_y z \leq 2r |\mathcal{P}(y)|} \leq 16|\zeta_0|^2 \ell_j^2 |k|^{5/3} \sin \gamma \cos \gamma|g \leq |k| \geq \left( \frac{16|\zeta_0|^2 (\omega(k_0 + i\nu_0))^{2/3}}{2^{1/3} \sin \gamma \cos \gamma} \right)^{3/5} := \eta_0,
\]

where \( \eta_0 > 0 \) is in Definition 2.1. This way we obtain that the roots \( \lambda_j, j \in \{1, 2\} \) of the polynomial \( \mathcal{P}(\lambda) \) admit the following expansion

\[
\lambda_j \sim \varepsilon^{-1/3}|k|^{1/3} \ell_j + \varepsilon^{-1/3}|k|^{-2/3} \ell_j', \quad \text{where} \ \ell_j \text{ solves (3.11) and for some} \ \ell_j' = \ell_j(\theta),
\]

Applying Lemma B.1 once again, we obtain that

\[
\lambda_j \sim \varepsilon^{-1/3}|k|^{1/3} \ell_j + \varepsilon^{-1/3}|k|^{-2/3} \ell_j' + |k| \ell_j'', \quad \text{for some} \ \ell_j'' = \ell_j'(\theta),
\]

where we recall that \( \eta \leq |k| \leq \varepsilon^{-\mu} \).
• Plugging the ansatz \( \lambda_3 \sim \varepsilon^{-1/2} \ell \) inside \( \mathcal{P}(\lambda) \), we obtain that the leading order terms satisfy

\[
(3.12) \quad \kappa_0 \nu_0 \ell^2 + i\omega (\kappa_0 + \nu_0) = 0.
\]

We denote by

\[
\ell_3 = \sqrt{\frac{\omega (\kappa_0 + \nu_0)}{\kappa_0 \nu_0}} \exp(i7\pi/4)
\]

the root with strictly positive real part. Once again, we want to apply Lemma B.1 to prove that there exists a root \( \lambda_3 \sim \varepsilon^{-1/2} \) of \( \mathcal{P}(\lambda) \). In this case we have

- \( \mathcal{P}(\varepsilon^{-1/2} \ell_3) \sim \varepsilon^{-2/3} \), \( \mathcal{P}'(\varepsilon^{-1/2} \ell_3) \sim \varepsilon^{-1/2} \Rightarrow r = O(\varepsilon^{-1/6}) \)
- \( \sup \mathcal{P}''(z) = O(1), \ |z| \leq C\varepsilon^{-1/6}. \)

We check then that the assumptions of Lemma B.1 are fulfilled with \( r \sim \varepsilon^{-1/6} \), and we obtain that

\( \lambda_3 \sim \varepsilon^{-1/2} \ell_3 + \varepsilon^{-1/6} \ell_3' \) for some \( \ell_3' = \ell_3(\theta) \) uniformly bounded.

It remains to construct an exact solution to the linear part of system (1.1) with boundary conditions (3.9). With \( \lambda_j \) and \( X_{k, \lambda_j} \) in (3.7) at hand for \( j = 1, 2, 3 \), let us construct a \( W_{\mathcal{B}L, \varepsilon}^{\lambda_j} \) as in (2.6). By the above analysis, it is automatically known that \( \alpha_1 = \alpha_2 = \frac{1}{3} \), \( \alpha_3 = \frac{1}{5} \) and \( \beta_1 = \beta_2 = \frac{1}{2} \), \( \beta_3 = 0 \). We need to find the indexes \( (p_j, q_j) \), i.e. to determine the function \( a_{p_j, q_j}(\varepsilon, \{k\}) \) for each \( j = 1, 2, 3 \). Given the eigenvector \( X_{k, \lambda_j} \) as in (3.7), let us denote \( (U_{\lambda_j}, W_{\lambda_j}, B_{\lambda_j}) \) the first three components of the four dimensional vector \( X_{k, \lambda_j} \) respectively. In order to determine \( a_{p_j, q_j} = a_{p_j, q_j}(\varepsilon, \{k\}) \) for each \( j = 1, 2, 3 \), we have to solve the following linear algebraic system

\[
a_{p_1, q_1} U_{\lambda_1} + a_{p_2, q_2} U_{\lambda_2} + a_{p_3, q_3} U_{\lambda_3} = u,
\]

\[
a_{p_1, q_1} W_{\lambda_1} + a_{p_2, q_2} W_{\lambda_2} + a_{p_3, q_3} W_{\lambda_3} = w,
\]

\[
-a_{p_1, q_1} \lambda_1 B_{\lambda_1} - a_{p_2, q_2} \lambda_2 B_{\lambda_2} + a_{p_3, q_3} \lambda_3 B_{\lambda_3} = b.
\]

where we used the notation

\[
W_{\mathcal{B}L, \varepsilon}^{\lambda_j} |_{y=0} = \int_{\mathbb{R}^2} \begin{pmatrix} u \\ w \\ b \end{pmatrix} \hat{\Psi}_{\varepsilon, \sigma}(\{k\}, \theta)e^{i(kx - \omega t)} \, dk \, dm.
\]

Using the precise structure of the eigenvector (3.7), one deduces that this amounts at inverting the matrix

\[
M = \begin{pmatrix}
\frac{1}{k} & \frac{1}{k} & \frac{1}{k} \\
\frac{\lambda_1 \sin \gamma + ik \cos \gamma}{i\omega - \varepsilon \alpha_1 (k^2 - \lambda_1^2)} & \frac{\lambda_2 \sin \gamma + ik \cos \gamma}{i\omega - \varepsilon \alpha_2 (k^2 - \lambda_2^2)} & \frac{\lambda_3 \sin \gamma + ik \cos \gamma}{i\omega - \varepsilon \alpha_3 (k^2 - \lambda_3^2)}
\end{pmatrix}.
\]

From (3.8), we know that \( \lambda_j = \lambda_j(k) \sim \varepsilon^{-\beta_j} \ell_j(\theta) |k|^{\beta_j} \) with \( \ell_j(\theta) |k|^{\beta_j} \neq \ell_i(\theta) |k|^{\beta_i} \) for all \( \varepsilon > 0 \) if \( i \neq j \). Then, the eigenvectors \( X_{k, \lambda_j}, j = 1, 2, 3 \) are linearly independent,

\[
det M = \sum_{i,j=1, i \neq j}^3 O \left( \frac{k \lambda_i}{\lambda_j} \right),
\]

and the above matrix \( A \) is invertible. Moreover, the leading order entries of the inverse matrix read

\[
M^{-1} \sim (\det M)^{-1} \begin{pmatrix}
\frac{1}{k} & \frac{1}{k} & \frac{1}{k} \\
\frac{\lambda_1 \sin \gamma + ik \cos \gamma}{i\omega - \varepsilon \alpha_1 (k^2 - \lambda_1^2)} & \frac{\lambda_2 \sin \gamma + ik \cos \gamma}{i\omega - \varepsilon \alpha_2 (k^2 - \lambda_2^2)} & \frac{\lambda_3 \sin \gamma + ik \cos \gamma}{i\omega - \varepsilon \alpha_3 (k^2 - \lambda_3^2)}
\end{pmatrix}.
\]

Since \( (\det M)^{-1} \sim \left( \sum_{i=1,2} \frac{k \lambda_i}{\lambda_i} \right)^{-1} \sim \varepsilon^{1/2} k^{-3/2} \), then one obtains the leading order terms of \( a_{p_j, q_j}, j = 1, 2, 3 \), i.e.

\[
a_{p_1, q_1} \sim \varepsilon^{1/4} |k|^{-3/2} \times (\lambda_3 - \lambda_2) \sim \varepsilon^{-1/4} |k|^{-3/2},
\]

\[
a_{p_2, q_2} \sim \varepsilon^{1/4} |k|^{-3/2} \times (\lambda_1 - \lambda_3) \sim \varepsilon^{-1/4} |k|^{-3/2},
\]

\[
a_{p_3, q_3} \sim \varepsilon^{1/4} |k|^{-3/2} \times (\lambda_2 - \lambda_1) \sim \varepsilon^{-1/4} |k|^{-3/2}.
\]

Recalling that \( (|k|, \frac{\pi}{2} - (\theta + \gamma)) \) are the polar coordinates of \( k = (k, m) \), i.e. \( k = |k| \sin(\theta + \gamma) \), then thanks to the angular localization due to \( \hat{\Psi}_{\varepsilon, \sigma}^{p_j, q_j} \) in Definition 2.1, we have

\[
(3.13) \quad |a_{p_1, q_1}| \sim \varepsilon^{-1/4} |k|^{-3/2}, \quad |a_{p_2, q_2}| \sim \varepsilon^{-1/4} |k|^{-3/2}, \quad |a_{p_3, q_3}| \sim \varepsilon^{-1/4} |k|^{-3/2}.
\]

This concludes the proof the lemma. \( \square \)
End of the proof of Proposition 3.1. Let $W_{BL}^0 := W_{sol, \omega_0}^{crit} = W_{BL, \varepsilon^{1/3}}^{\lambda_1} + W_{BL, \varepsilon^{1/3}}^{\lambda_2} + W_{BL, \varepsilon^{1/3}}^{\lambda_3}$, as constructed in Lemma 3.6. Then the solution to (3.2) with boundary conditions (1.2) is given by $W^0 := W_{inc}^0 + W_{BL}^0$, where the incident b.w. is in Definition 2.1. The only error of the approximation is due to viscosity and diffusivity acting on the incident b.w. and, from Lemma 2.4, we have
\[ \|(r^0_u, r^0_v, r^0_\nu)\|_{L^2} = O(\varepsilon \| \Delta W_{inc} \|_{L^2}) = O(\varepsilon \sigma^{-2}). \]

The proof of the proposition is concluded. \( \square \)

3.3. Linear analysis in different regimes. This section is dedicated to the construction of b.w. and b.l.b.w. solving the linear system (3.2) for different asymptotics of $\omega$ and $\zeta$. The linear analysis in the regimes $\omega \approx 0$ and $\omega \approx 1$ in the non-critical case $\zeta \approx 1$, we develop below, will be needed.

Lemma 3.6 (Asymptotics of the roots in the non-critical case $\zeta \approx 1$ for $|\omega| \ll 1$). Let $\nu_0 > 0, \kappa_0 > 0$ be such that $\nu = \varepsilon \nu_0, \kappa = \varepsilon \kappa_0$ for any $0 < \varepsilon \ll 1$. Let $\omega \approx \varepsilon \zeta$. Consider a b.l.b.w. ansatz as in Definition 2.1 for some constant value $\eta = \eta(\nu_0, \nu_0, \gamma) > 0$ solving the linear part of system (1.1). The characteristic polynomial $P(\lambda)$ in (3.6), i.e. the determinant of the matrix $A_\nu(\omega, \nu_0, \nu_0, k, \lambda)$ associated with the linear algebraic system (3.5), admits exactly three roots $\lambda_j = \lambda_j(k), j = 1, 2, 3$, with $\text{Re}(\lambda_j) > 0$. Their asymptotic expansions in terms of the singular parameter $0 < \varepsilon \ll 1$ read as follows:
\[ \lambda_1 = -\frac{i k}{\varepsilon} (\sin \gamma \cos \gamma + \omega \sqrt{1 - \omega^2}) + \varepsilon \ell_1'(\theta) k^3 + O(\varepsilon^2 k^5); \]
\[ \lambda_j = \varepsilon^{-\frac{1}{2}} \ell_j(\theta) + O(\varepsilon^{-\frac{1}{2}}) \quad \text{for} \quad j = 2, 3, \]
for some functions $\ell_j(\theta) \in C^\infty(\text{supp}(\Phi_{\varepsilon, \sigma}), C), j = 2, 3, \ell_1'(\theta) \in C^\infty(\text{supp}(\Phi_{\varepsilon, \sigma}), \mathbb{R}),$ s.t. $\text{Re}(\ell_1'(\theta)) > 0$, and where $\zeta$ is the criticality parameter in (1.8).

Proof. We apply again Lemma B.1 following the method of the proof of Lemma 3.5.

\begin{itemize}
  \item Plugging the ansatz $\tilde{\lambda} \sim \varepsilon^{-\frac{1}{2}} k$ inside $P(\lambda)$, and using that $|k| \leq \sigma^{-1} \leq \varepsilon^{-\mu}$, the leading order part of the polynomial reads $\nu_0 \kappa_0 k^4 + \sin^2 \gamma = 0$.
  \item The solutions with positive real part are given by $\ell_2 = (\sin^2 \gamma / (\nu_0 \kappa_0))^{1/4} \exp(i\pi/4), \quad \ell_3 = (\sin^2 \gamma / (\nu_0 \kappa_0))^{1/4} \exp(i7\pi/4)$.
\end{itemize}

To apply Lemma B.1, it is enough to notice that for $i = 1, 2$,
\[ |P(\varepsilon^{-1/2} \ell_i)| \leq 2 \varepsilon^{-2/3} |\omega_0| (\kappa_0 + \nu_0) |\ell_i|^4, \]
while
\[ \frac{|P'(\varepsilon^{-1/2} \ell_i)|}{|P(\varepsilon^{-1/2} \ell_i)|} \leq C \varepsilon^{-1/6} \quad \text{for some universal constant} \ C > 0. \]

Moreover,
\[ \frac{|P'(\varepsilon^{-1/2} \ell_i)|^2}{8 \sup_{|z| \leq C \varepsilon^{-1/6}} |P''(z)|} \geq C' \varepsilon^{-1} \quad \text{for some universal constant} \ C' > 0. \]

We check therefore that the assumptions of Lemma B.1 are fulfilled for every $\varepsilon \leq \varepsilon_0$ small enough.

\begin{itemize}
  \item Next, we look for an eigenvalue of the form $\lambda \sim k \ell$. We find that the leading order equation is
\[ \zeta \ell^2 - 2i \ell \sin \gamma \cos \gamma + \cos^2 \gamma - \omega^2 = 0, \]
whose solutions are given by
\[ \lambda_1^\pm = \frac{i k}{\varepsilon^2} (\sin \gamma \cos \gamma + \omega \sqrt{1 - \omega^2}) - i k \ell_1 \pm i \varepsilon^{1/3} k \ell_1'(\theta) \quad \text{with} \quad \ell_1 = -i \cot \gamma; \quad \ell_1'(\theta) = -\frac{i \omega_0(\theta)}{\sin^2 \gamma} + o(1), \]
\end{itemize}

in this context $\omega = \varepsilon^4 \omega_0$. We need the next order expansion of $\lambda_1^\pm$,
\[ \lambda_1^\pm - \lambda_1^\pm = \frac{\ell_1}{P'(\ell_1)} \sim \frac{i \omega_0(\kappa_0 + \nu_0) k^4 (\ell_1)^4 - 2i \omega_0(\nu_0 + \kappa_0) \varepsilon k^4 (\ell_1)^2 + i \varepsilon \omega_0(\kappa_0 + \nu_0) k^4}{-2i k \sin \gamma \cos \gamma - 2k \sin^2 \gamma \ell_1 + 2 \varepsilon^{2/3} \omega_0^2 \ell_1} = N. \]

As $\ell_1 = -\frac{i}{\tan \gamma},$ then $N > 0$ for $\varepsilon$ small enough, while the first two addends of $D$ vanish. Choosing $\lambda_1^- = -\frac{i k}{\tan \gamma} - i \varepsilon^{1/3} \ell_1'$, one has
\[ \lambda_1^- \sim \frac{i \varepsilon \omega_0(\kappa_0 + \nu_0) k^3 ((\tan \gamma)^{-4} + (\tan \gamma)^{-2} + 1)}{2i \varepsilon^{1/3} \sin^2 \gamma \ell_1' + 2i \varepsilon^{2/3} \omega_0^2 \tan \gamma} = \varepsilon k^3 \ell_1', \]
for some function $\ell''_1 = \ell''_1(\theta)$ such that $\Re(\ell''_1) > 0$ (we recall that $\omega = \varepsilon^{1/3} \omega_0$.) The next order expansion is then

$$\lambda_1 + \lambda_1^- = \frac{ik}{\tan \gamma} - i\varepsilon^{1/3}k\ell'_1 + \varepsilon k^3\ell''_1, \quad \Re(\ell''_1) > 0.$$ 

Now, we want to prove that there exists a root $\lambda_1$ of the original polynomial $P(\lambda)$ which is $\varepsilon$-close to $\lambda_1 + \lambda_1^-$ applying Lemma B.1. We have the following

$$|P(\lambda_1 + \lambda_1^-)| \leq \frac{12\nu_0\kappa_0}{\tan^2 \gamma} \varepsilon^2 k^6;$$
$$|P'((\lambda_1 + \lambda_1^-))| \leq C(\nu_0, \kappa_0, \omega_0, \gamma) \varepsilon^2 |k|^5;$$
$$|P''(\lambda_1 + \lambda_1^-)| \geq \frac{k^4}{2\tan^2 \gamma}.$$

We obtain therefore that the assumptions of Lemma B.1 are always fulfilled for $\varepsilon \leq \varepsilon_0$ small enough provided that $\varepsilon^2 k^2 \ll 1$, i.e. $\varepsilon^{2-2\mu} \ll 1$, namely $\mu < 1$. The proof is concluded. $\square$

**Lemma 3.7** (Asymptotics of the roots in the non-critical case $\zeta \approx 1$ for bounded $\omega$). Let $\nu_0 > 0, \kappa_0 > 0$ be such that $\nu = \varepsilon \nu_0, \kappa = \varepsilon \kappa_0$ for any $0 < \varepsilon \ll 1$. Let $\omega \approx 1$ and $\zeta \approx 1$. Consider a b.i.b.w. ansatz as in Definition 2.1 for some constant value $\eta = \eta(\kappa_0, \nu_0, \gamma) > 0$ solving the linear part of system (1.1). The characteristic polynomial $P(\lambda)$ in (3.6), i.e. the determinant of the matrix $A_\varepsilon(\omega, \kappa_0, \nu_0, k, \lambda)$ associated with the linear algebraic system (3.5), admits exactly three roots $\lambda_j = \lambda_j(k), j = 1, 2, 3$, with $Re(\lambda_j) > 0$. Their asymptotic expansions in terms of the singular parameter $0 < \varepsilon \ll 1$ read as follows:

$$\lambda_1 = i k \frac{(\sin \gamma \cos \gamma + \omega \sqrt{1 - \omega^2}) + O(\varepsilon |k|^3)}{\zeta}; \quad \lambda_j = \varepsilon^{-2} \ell_j(\theta) + O(|k|), \quad j = 2, 3,$$

for some functions $\ell_j(\theta) \in C^\infty(\supp(\tilde{\Psi}_{\varepsilon, r}), \mathbb{C}), \ j = 2, 3$.

**Proof.** We apply again the method of Lemma 3.5.

- We look for a root $\lambda \sim k \ell$. Since in this case $\omega \sim 1$, then the leading order terms read

$$\zeta \ell^2 - 2i \ell \sin \gamma \cos \gamma + \cos^2 \gamma - \omega^2 = 0,$$

whose solutions are given by

$$\ell_{\pm} = \frac{i}{\zeta} (\sin \gamma \cos \gamma \pm \sqrt{1 - \omega^2}).$$

We want to apply Lemma B.1. Since $|P(k \ell_{\pm})| = O(\varepsilon k^5)$ and $|P(k \ell_{\pm})/P'(k \ell_{\pm})| = (\varepsilon |k|^3)$, we have that

$$\frac{|P'(k \ell_{\pm})|^2}{\sup_{|z| \leq C|k|^2} |P''(z)|} \geq C' k^2 \geq C'' \varepsilon k^4 \geq |P(k \ell_{\pm})|,$$

for all $\varepsilon \leq \varepsilon_0$ small enough provided that $\varepsilon |k|^2 \leq \varepsilon^{-2-2\mu} \ll 1$, namely $\mu < \frac{1}{2}$. Therefore, the assumptions of Lemma B.1 are fulfilled and we deduce that there exists a root $\lambda_1$ of the original polynomial $P(\lambda)$ such that

$$\lambda_1 = \frac{i k}{\zeta} \left(\sin \gamma \cos \gamma + \omega \sqrt{1 - \omega^2}\right) + O(\varepsilon |k|^3), \quad \Re(\lambda_1) > 0, \quad \Re(\lambda_1) = O(\varepsilon |k|^3).$$

- Plugging the ansatz $\lambda \sim \varepsilon^{-1/2} \ell$, applying the same procedure as in the first part of the proof of the previous lemma (where roots of asymptotics $\sim \varepsilon^{-1/2}$ are also investigated), we obtain similar expansions satisfying the assumptions of Lemma B.1. We omit the details and refer to the first part of the proof of the previous lemma. The proof is therefore concluded. $\square$

### 4. The weakly nonlinear system

Since system (1.1) is weakly nonlinear as the nonlinear term is weakened by the small parameter $\delta > 0$, it is reasonable to look at the solution $W^0$ to the linear system (3.2) in Proposition 3.1 as an approximate solution to the weakly nonlinear system.

In the following, let us denote by $\mathbb{P}$ the standard Leray projector in $L^2(\mathbb{R}^2_x, \mathbb{R}^3)$, and we introduce

$$\mathcal{L}_\varepsilon \begin{pmatrix} u \\ w \end{pmatrix} = \mathbb{P} \begin{pmatrix} -\nu_0 \varepsilon \Delta & 0 & -\sin \gamma \\ 0 & -\nu_0 \varepsilon \Delta & -\cos \gamma \\ \sin \gamma & \cos \gamma & -\kappa_0 \varepsilon \Delta \end{pmatrix} \begin{pmatrix} u \\ w \end{pmatrix}.$$

For the unknowns $W = (u, w, b)^T, W' = (u', w', b')^T$, we also introduce the following bilinear form

$$Q(W, W') = \mathbb{P}(u \partial_x + w \partial_y)W'.$$
With this notation, the nonlinear system (1.1) rewrites as

\begin{equation}
\partial_t W + L_* W = -\delta Q(W, W),
\end{equation}

Plugging the linear solution $W^0$ inside the nonlinear system in compact form, it generates an error due to the quadratic nonlinearity

\begin{equation}
\mathcal{E}^0 = -\delta Q(W^0, W^0).
\end{equation}

This section is devoted to the construction an approximate solution to (4.3) correcting the error $\mathcal{E}^0$ generated by the nonlinear term. Note that despite the presence of $0 < \delta \ll 1$ in front of the nonlinear term, $\mathcal{E}^0$ contains non-negligible error terms because of the boundary layers of the linear solution $W^0$ provided by Proposition 3.1.

**Proposition 4.1.** Let $W^0$ provided by Proposition 3.1 be the solution to the linear system (3.2) with boundary conditions (3.9). There exists a function $W^1 = (u^1, w^1, b^1)^T$ and a remainder $r^1$ such that

\begin{align*}
&\partial_t W^1 + L_* W^1 = -\delta Q(W^0, W^0) + r^1, \\
u^1|_{y=0} = w^1|_{y=0} = \partial_y b^1|_{y=0} = 0,
\end{align*}

with

$$
\|r^1\|_{L^2([R^2])} = O(\delta^{1/2} \sigma^{-2} - \delta^{1/5} \sigma^{-2/5}).
$$

The function $W^1$ reads

$$
W^1 = W^1_{1W} + W^1_{MF} + W^1_{BL, \epsilon^{1/3}} + W^1_{BL, \epsilon^{1/2}}
$$

where

- $W^1_{1W}$ (II for second harmonic) is associated to the time frequency $\omega_{1W} = \pm 2 \sin \gamma + O(\varepsilon^{1/4})$;
- $W^1_{MF}$ (MF for mean flow) is associated to the frequency $\omega_{MF} = O(\varepsilon^{1/4})$;
- $W^1_{BL, \epsilon^{1/2}}$ (resp. $W^1_{BL, \epsilon^{1/3}}$) is the product of a b.l.b.w. of order $(\frac{1}{2}, 0, -\frac{2}{3}, -\frac{1}{3})$ and a b.l.b.w. of order $(\frac{1}{2}, 0, 0, \frac{2}{3})$
  (resp. $(\frac{1}{2}, \frac{1}{2}, 0, 0)$ and $(\frac{1}{2}, \frac{1}{2}, -\frac{2}{3}, -\frac{1}{3})$).

The sizes of the boundary layer components read

$$
\|W^1_{BL, \epsilon^{1/3}}\|_{L^2} = O(\delta^{1/3} \sqrt{\sigma} \sigma^{-1/3}), \quad \|W^1_{BL, \epsilon^{1/2}}\|_{L^2([R^2])} = O(\delta^{1/3} \sqrt{\sigma} \sigma^{-1/6}),
$$

while, for the mean flow and the second harmonic, we have

$$
\|W^1_{MF}\|_{L^2} \sim \|W^1_{1W}\|_{L^2} = O(\delta^{1/3} \sqrt{\sigma} \sigma^{-1/6}).
$$

**Corollary 4.2** (Proof of (i) of Theorem 2.8). The function $W^{app} = (u^{app}, w^{app}, b^{app})^T := W^0 + W^1$, where $W^0, W^1$ are provided by Proposition 3.1 and Proposition 4.1 respectively, is an approximate solution to the system (1.1), in the following sense:

$$
\partial_t W^{app} + L_* W^{app} = \delta Q(W^{app}, W^{app}) + R^{app},
$$

$$
u^{app}\big|_{y=0} = w^{app}\big|_{y=0} = \partial_y b^{app}\big|_{y=0} = 0,
$$

where $\|R^{app}\|_{L^2} = O(\max\{\delta^{1/3} \sqrt{\sigma}^{-2}, \delta^{2/5} \sqrt{\sigma}^{-2}\})$. If $\delta = O(\varepsilon^{1/3} \sigma)$ (Assumption 2.5), then $\|R^{app}\|_{L^2} \leq O(\delta^{1/5} \varepsilon^{1/2} \sigma^{-2/5})$.

**Proof.** The approximate solution $W^{app}$ is given by

$$
W^{app} = W^0 + W^1.
$$

Plugging now $W^{app}$ inside system (4.3)-(4.1), we have immediately from Proposition 3.1 and Proposition 4.1 that

$$
\partial_t W^{app} + L_* W^{app} = \delta Q(W^0, W^0) + r^0 + r^1
$$

$$
= \delta Q(W^{app}, W^{app}) - \delta Q(W^0, W^1) + Q(W^1, W^0) + Q(W^0, W^1) + r^0 + r^1
$$

$$
= \delta Q(W^{app}, W^{app}) + R^{app},
$$

where

\begin{equation}
R^{app} := r^0 + r^1 - \delta Q(W^0, W^1) + Q(W^1, W^0) + Q(W^0, W^1),
\end{equation}

with $r^0, r^1$ in Proposition 3.1 and Proposition 4.1 respectively. It can be checked that the term with the largest $L^2$ norm among $\delta Q(W^0, W^1), \delta Q(W^1, W^0), \delta Q(W^0, W^1)$ is proportional to

$$
\delta^2 w^0_{BL, \epsilon^{1/3}} w^0_{BL, \epsilon^{1/2}} \partial_y u_{BL, \epsilon^{1/3}},
$$

where $W^0_{BL, \epsilon^{1/3}} = (u^0_{BL, \epsilon^{1/3}}, w^0_{BL, \epsilon^{1/3}}, b^0_{BL, \epsilon^{1/3}})^T$ is provided by Proposition 3.1. We have that

$$
\delta^2 \|w^0_{BL, \epsilon^{1/3}} w^0_{BL, \epsilon^{1/2}} \partial_y u_{BL, \epsilon^{1/3}}\|_{L^2} \leq \delta^2 \|w^0_{BL, \epsilon^{1/3}} \|_{L^2} \|w^0_{BL, \epsilon^{1/3}} \|_{L^2} \leq \delta^2 \|w^0_{BL, \epsilon^{1/3}} \|_{L^2} \|w^0_{BL, \epsilon^{1/3}} \|_{L^2}.
$$
Noticing that $w_{BL, \varepsilon^{1/3}}$ is a b.l.b. of order $(\frac{1}{3}, \frac{1}{3}, 0, 0)$ and $\partial_y u_{BL, \varepsilon^{1/3}}$ is a b.l.b. of order $(\frac{1}{3}, \frac{1}{3}, -1, 0)$, using Lemma 2.4 we have

$$\delta^2 \|w_{BL, \varepsilon^{1/3}}\|_{L^\infty} \|w_{BL, \varepsilon^{1/3}} \cdot \partial_y u_{BL, \varepsilon^{1/3}}\|_{L^2} = O(\delta^2 \times \varepsilon^{\varepsilon \sigma^{-1}} \times \varepsilon^{-\varepsilon^{\frac{1}{2}} \sigma^{-\frac{1}{2}}}) = O(\delta^2 \varepsilon^{\frac{1}{2}} \sigma^{-\frac{1}{2}}).$$

Notice that as $\delta = O(\varepsilon^{\frac{1}{2}} \sigma^{\frac{1}{2}})$ (Assumptions 2.5), then $O(\delta^2 \varepsilon^{\frac{1}{2}} \sigma^{-\frac{1}{2}}) = O(\delta^2 \varepsilon^{\frac{1}{2}} \sigma^{-\frac{1}{2}})$, and this implies that the leading order term is $\varepsilon^1$, so that

$$\|R_{app}\|_{L^2(\Omega^2)} = O(\|r^1\|_{L^2(\Omega^2)}) = O(\delta^2 \varepsilon^{\frac{1}{2}} \sigma^{-\frac{1}{2}}).$$

The proof is concluded.

The rest of this section is dedicated to the proof of Proposition 4.1. First, the sizes of the error terms are provided by the following result.

**Lemma 4.3.** The quadratic terms to be corrected in (4.4) are described by the following Table 1.

| type of interaction | size in $L^2$ | typical decay rate |
|---------------------|--------------|-------------------|
| (a1) $Q(\mathcal{W}_0, \mathcal{W}_0)$ | $O(\sigma^{-2} \varepsilon^{1/6})$ | $\varepsilon^{-1/3}$ |
| (a2) $Q(\mathcal{W}_{inc}, \mathcal{W}_0)$ | $O(\sigma^{-2} \varepsilon^{1/6})$ | $\varepsilon^{-1/3}$ |
| (b1) $Q(\mathcal{W}_0, \mathcal{W}_0)$ | $O(\sigma^{-2} \varepsilon^{1/6})$ | $\varepsilon^{-1/3}$ |
| (b2) $Q(\mathcal{W}_{inc}, \mathcal{W}_0)$ | $O(\sigma^{-2} \varepsilon^{1/6})$ | $\varepsilon^{-1/3}$ |
| (c1) $Q(\mathcal{W}_{inc}, \mathcal{W}_{inc})$ | $O(\sigma^{-2} \varepsilon^{1/6})$ | no decay |
| (c2) $Q(\mathcal{W}_0, \mathcal{W}_{inc})$ | $O(\sigma^{-2} \varepsilon^{1/6})$ | $\varepsilon^{-1/3}$ |
| (d1) $Q(\mathcal{W}_0, \mathcal{W}_{inc})$ | $O(\sigma^{-2} \varepsilon^{1/6})$ | $\varepsilon^{-1/3}$ |
| (d2) $Q(\mathcal{W}_{inc}, \mathcal{W}_{inc})$ | $O(\sigma^{-2} \varepsilon^{1/6})$ | $\varepsilon^{-1/3}$ |
| (d3) $Q(\mathcal{W}_{inc}, \mathcal{W}_{inc})$ | $O(\sigma^{-2} \varepsilon^{1/6})$ | $\varepsilon^{-1/3}$ |

**Proof:** We systematically apply Lemma 2.4. Since $Q(\cdot, \cdot)$ is a (non-symmetric) bilinear operator and $\mathcal{W}^0 = \mathcal{W}^0_{inc} + \mathcal{W}^0_{BL, \varepsilon^{1/3}} + \mathcal{W}^0_{BL, \varepsilon^{1/2}}$ is composed of three terms, $Q(\mathcal{W}, \mathcal{W}^0)$ is a sum of nine terms. Their $L^2$ norm can be easily computed by applying formula (2.9) of Lemma 2.4. Recalling that the unknown vector is $W = (u, v, b)^T$, from the expression of the quadratic term $Q(\mathcal{W}, \mathcal{W}^0) = \mathbb{P}(u_d x + v_d y) W^0$ we notice that, if $W^0$ is a b.l.b. w., one obtains that for a uniform constant $C > 0$

$$\|Q(\mathcal{W}_{BL}, \mathcal{W}_{BL})\|_{L^2} \leq C \|w_{BL} \times \partial_y u_{BL}\|_{L^2},$$

thanks to the structure of the Leray projector. On the other hand, when $\mathcal{W}, \mathcal{W}^0$ are b.w., then one can use $\|Q(\mathcal{W}, \mathcal{W})\|_{L^2} \leq C \|u \times \partial_y u\|_{L^2}$ or $\|Q(\mathcal{W}, \mathcal{W}^0)\|_{L^2} \leq C \|w \times \partial_y u\|_{L^2}$. In both cases, we apply Lemma 2.4.

- (a1) $Q(\mathcal{W}_0^0, \mathcal{W}_0^0) = (3.8)-(3.13)$, $w_{BL, \varepsilon^{1/3}}$ is a b.l.b. of order $(\frac{1}{3}, \frac{1}{3}, 0, 0)$, and $\partial_y u_{BL, \varepsilon^{1/3}}$ is a b.l.b. of order $(\frac{1}{3}, \frac{1}{3}, -\frac{1}{3}, -\frac{1}{3})$. From estimate (2.9) of Lemma 2.4, we immediately obtain

$$\|Q(\mathcal{W}_0^0, \mathcal{W}_0^0)\|_{L^2} \leq C \|w_{BL, \varepsilon^{1/3}} \times \partial_y u_{BL, \varepsilon^{1/3}}\|_{L^2} = O(\sigma^{-\frac{1}{2}} \varepsilon^{\frac{1}{2}}).$$

- (a2) $Q(\mathcal{W}_{inc}, \mathcal{W}_0^0)$: we see that $w_{inc}$ is a b.w. of order $(0, 0)$ and $\partial_y u_{BL, \varepsilon^{1/3}}$ is a b.l.b. of order $(\frac{1}{3}, \frac{1}{3}, -\frac{1}{3}, -\frac{1}{3})$. Then we have that

$$\|Q(\mathcal{W}_{inc}, \mathcal{W}_0^0)\|_{L^2} \leq C \|w_{inc} \times \partial_y u_{BL, \varepsilon^{1/3}}\|_{L^2} = O(\sigma^{-\frac{1}{2}} \varepsilon^{\frac{1}{2}}).$$

- (b1) $Q(\mathcal{W}_0^0, \mathcal{W}_0^0)$: first, from (3.8)-(3.13), $w_{BL, \varepsilon^{1/3}}$ is a b.l.b. of order $(\frac{1}{3}, \frac{1}{3}, 0, 0)$, next $\partial_y u_{BL, \varepsilon^{1/2}}$ is a b.l.b. of order $(\frac{1}{3}, 0, -\frac{2}{3}, -\frac{1}{3})$, so that

$$\|Q(\mathcal{W}_0^0, \mathcal{W}_0^0)\|_{L^2} \leq C \|w_{BL, \varepsilon^{1/3}} \times \partial_y u_{BL, \varepsilon^{1/2}}\|_{L^2} = O(\varepsilon^{\frac{1}{2}} \sigma^{-\frac{1}{2}}).$$

- (b2) $Q(\mathcal{W}_0^0, \mathcal{W}_0^0)$: $w_{inc}$ is a b.w. of order $(0, 0)$ and $\partial_y u_{BL, \varepsilon^{1/2}}$ is a b.l.b. of order $(\frac{1}{3}, 0, -\frac{2}{3}, -\frac{1}{3})$, so that

$$\|Q(\mathcal{W}_0^0, \mathcal{W}_0^0)\|_{L^2} \leq C \|w_{inc} \times \partial_y u_{BL, \varepsilon^{1/3}}\|_{L^2} = O(\varepsilon^{\frac{1}{2}} \sigma^{-\frac{1}{2}}).$$

- (c1) $Q(\mathcal{W}_0^0, \mathcal{W}_{inc})$: $w_{inc}$ is a b.w. of order $(0, 0)$, next $\partial_y u_{inc}$ is a b.w. of order $(0, 1)$, so that

$$\|Q(\mathcal{W}_0^0, \mathcal{W}_{inc})\|_{L^2} \leq C \|w_{inc} \times \partial_y u_{inc}\|_{L^2} = O(\varepsilon^{\frac{1}{2}} \sigma^{-\frac{1}{2}}).$$

- (c2) $Q(\mathcal{W}_0^0, \mathcal{W}_{inc})$: $u_{BL, \varepsilon^{1/3}}$ is a b.l.b. of order $(\frac{1}{3}, \frac{1}{3}, -\frac{1}{3}, -\frac{1}{3})$ and $\partial_x u_{inc}$ is a b.w. of order $(0, 1)$

$$\|Q(\mathcal{W}_0^0, \mathcal{W}_{inc})\|_{L^2} \leq C \|u_{BL, \varepsilon^{1/3}} \times \partial_x u_{inc}\|_{L^2} = O(\varepsilon^{\frac{1}{2}} \sigma^{-\frac{1}{2}}).$$
Step 1: solving equation

Moreover, if 

\[ Q(0, 0, 0, 0) = Q(0, 0, 0, 0) \]

so that

\[ \|Q(0, 0, 0, 0)\|_{L^2} \leq C\|u_{BL, \varepsilon^1/2} \times \partial_y u_{BL, \varepsilon^1/2}\|_{L^2} = O(\varepsilon^{4} \sigma - \frac{4}{3}). \]

(d2) \( Q(0, 0, 0, 0) \): \( u_{BL, \varepsilon^1/2} \) is a b.l.w. of order \((\frac{1}{2}, 0, 0, 0)\), next \( \partial_y u_{BL, \varepsilon^1/2} \) is a b.l.w. of order \((0, 0, 0, 0)\), so that

\[ \|Q(0, 0, 0, 0)\|_{L^2} \leq C\|u_{BL, \varepsilon^1/2} \times \partial_y u_{BL, \varepsilon^1/2}\|_{L^2} = O(\varepsilon^{4} \sigma - \frac{4}{3}). \]

(d3) \( Q(0, 0, 0, 0) \): \( u_{BL, \varepsilon^1/2} \) is a b.l.w. of order \((\frac{1}{2}, 0, -\frac{1}{6}, -\frac{1}{3})\), next \( \partial_x u_{inc} \) is a b.l.w. of order \((0, 1)\), so that

\[ \|Q(0, 0, 0, 0)\|_{L^2} \leq C\|u_{BL, \varepsilon^1/2} \times \partial_x u_{inc}\|_{L^2} = O(\varepsilon^{4} \sigma - \frac{4}{3}). \]

\[ (a) \\] 

Proposition 4.5. There exists a corrector \( W^1_{(a)} = (u^1_{(a)}, w^1_{(a)}, b^1_{(a)})^T \) which solves

\[ \partial_t W^1_{(a)} + L W^1_{(a)} = -\delta (a1) + (a2), \]

\[ W^1_{(a)}|_{y=0} = u^1_{(a)}|_{y=0} = \partial_y b^1_{(a)}|_{y=0} = 0, \]

with \( \|r^1_{(a)}\|_{L^2} = O(\varepsilon^{\frac{1}{2}} \sigma - \frac{4}{3}) \), \( O(\varepsilon^{\frac{1}{2}} \sigma - \frac{4}{3}) \). The corrector is composed of

\[ W^1_{(a)} = W^1_{(a)}; MB + W^1_{(a)}; MF + W^1_{(a); BL, \varepsilon^1/3} + W^1_{(a); BL, \varepsilon^1/2}, \]

where for the boundary layer part, we have

\[ \|W^1_{(a); BL, \varepsilon^1/3}\|_{L^2} = O(\varepsilon^{\frac{1}{2}} \sigma - \frac{1}{2}), \]

\[ \|W^1_{(a); BL, \varepsilon^1/2}\|_{L^2} = O(\varepsilon^{\frac{1}{2}} \sigma - \frac{11}{2}), \]

while for the mean flow b.w. (MF) and the second harmonic b.w. (II) it holds

\[ \|W^1_{(a); MF}\|_{L^2} \sim \|W^1_{(a); II}\|_{L^2} = O(\varepsilon^{\frac{1}{2}} \sigma - \frac{4}{3}). \]

Moreover, if \( \sin \gamma > \frac{1}{2} \) then the second harmonic \( W^1_{(a); II} \) is evanescent, i.e. it has a decay of order \( O(1) \) in \( y \).

The remainder \( r^1_{(a)} \) is generated by the approximation of the Leray projector: we will see below that, in the scaling introduced by the boundary layers, the 3x3 system (4.3)-(4.1) can be reduced to a 2x2 system by introducing the error \( r^1_{(a)} \).

Step 1: solving equation (4.6). We consider \( (a1) = Q(W^0_{BL, \varepsilon^1/3}, W^0_{BL, \varepsilon^1/3}) \). Being very similar, the treatment of \( (a2) \) will be omitted.

We want to find a corrector \( Y^1_{(a1), nonlin} \) solving the \( (a1) \) part of equation (4.6) (in this step we ignore the boundary conditions, which will be considered in the next step), i.e. such that

\[ \partial_t Y^1_{(a1), nonlin} + L Y^1_{(a1), nonlin} = -\delta (a1) + r^1_{(a1)} . \]

The remainder \( r^1_{(a1)} \) is generated by the approximation of the Leray projector: we will see below that, in the scaling introduced by the boundary layers, the 3x3 system (4.3)-(4.1) can be reduced to a 2x2 system by introducing the error \( r^1_{(a)} \).

(i) correcting the error for the components \( U, B, \)

We write the expression of the convection term

\[ (a1) = Q(W^0_{BL, \varepsilon^1/3}, W^0_{BL, \varepsilon^1/3}) = \sum_{i,j=1}^{2} \mathbb{P}(u^0_{BL, \varepsilon^1/3} \partial_x + w^0_{BL, \varepsilon^1/3} \partial_y) Y^0_{BL, \varepsilon^1/3} , \]
where $\lambda_i, \lambda_j$ with $i, j \in \{1, 2\}$ are given by Lemma 3.5. For any $i, j \in \{1, 2\}$, we use the notation

$$\mathcal{W}^{0, \lambda_i}_{BL, \varepsilon^{1/3}} = (u^{0, \lambda_i}_{BL, \varepsilon^{1/3}}, w^{0, \lambda_i}_{BL, \varepsilon^{1/3}}, b^{0, \lambda_i}_{BL, \varepsilon^{1/3}})^T = (U, W, B)^T,$$

$$\mathcal{W}^{0, \lambda_j}_{BL, \varepsilon^{1/3}} = (u^{0, \lambda_j}_{BL, \varepsilon^{1/3}}, w^{0, \lambda_j}_{BL, \varepsilon^{1/3}}, b^{0, \lambda_j}_{BL, \varepsilon^{1/3}})^T = (U', W', B')^T.$$  

This yields

$$(u^{0, \lambda_i}_{BL, \varepsilon^{1/3}} \partial_x + w^{0, \lambda_i}_{BL, \varepsilon^{1/3}} \partial_y) \mathcal{W}^{0, \lambda_i}_{BL, \varepsilon^{1/3}} = \sigma \varepsilon^{-\frac{3}{2}} \int a_k a_k' \mu_{x, \sigma} \mu'_{x, \sigma} e^{-i(\omega + \omega')t + i(k + k')(x - x_0)}$$

$$\times e^{-(\lambda_i + \lambda_j)y} (ik'U - \lambda_i'W) dk' dk' dm' ,$$

where $a_k, a_k', \mu_{x, \sigma}, \mu'_{x, \sigma}$ are deduced from the proof of Lemma 3.5.

Notice that the Leray projector, which is a homogeneous pseudodifferential operator of degree 0, does not change the structure of the convection term, but since $\operatorname{Re}(\lambda_i) \sim \varepsilon^{-\frac{3}{2}} |k|^2$ for $i = 1, 2$ and $\operatorname{Re}(\lambda_3) \sim \varepsilon^{-1/2}$ (from Lemma 3.5), it introduces a (spatial) scaling in terms of powers of the small parameter $\varepsilon$ (see also [1], Section 3).

We explain this fact in the following for the boundary layers of decay $\lambda_i \sim \varepsilon^{-\frac{3}{2}} |k|^\frac{1}{2}$, $i = 1, 2$ (in Lemma 3.5). It is known from classical references such as [8] that the two-dimensional Leray projector is the 0-th order pseudodifferential operator of symbol of $\operatorname{Id} - \nabla \Delta^{-1} \nabla$. In order to include the variable $b$, in the present case the Leray projector will be the operator associated with the symbol of

$$P = \begin{pmatrix} \operatorname{Id}_{\mathbb{R}^2} - \nabla \Delta^{-1} \nabla & 0 \\ 0 & 1 \end{pmatrix}, \quad 0 = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.$$  

Then, for $\lambda \sim \varepsilon^{-\frac{3}{2}} |k|^\frac{1}{2}, k \sim \pm |k| \sin \gamma$ (Lemma 3.5) and $\eta \leq |k| \leq \varepsilon^{-\mu}$ (Assumption 2.5), we have

$$(\operatorname{Id} - P) \begin{pmatrix} e^{ikx - \lambda y} & U' \\ W' & B' \end{pmatrix} = e^{ikx - \lambda y} \begin{pmatrix} 0 & \lambda' \\ 0 & 0 \end{pmatrix} + O(\varepsilon^{\frac{1}{2}} \sigma^{-\frac{3}{2}} \mu),$$

yielding

$$P \begin{pmatrix} e^{ikx - \lambda y} & U' \\ W' & B' \end{pmatrix} = e^{ikx - \lambda y} \begin{pmatrix} U' \\ W' \end{pmatrix} + O(\varepsilon^{\frac{1}{2}} \sigma^{-\frac{3}{2}} \mu).$$

Therefore, the approximation of the Leray projector introduces an error of the order $\delta \times \varepsilon^{\frac{1}{2}} - \frac{3}{2} \mu$ ($\delta$ is due to the quadratic term), which will be included in $r_0^{(a)}$ in Proposition 4.5. This implies that the main order system corresponding to these boundary layers only involves two of the three variables, i.e. $u$ and $b$, while the vertical velocity $w$ will be constructed by exploiting the divergence-free condition. Since the component $W$ is expected to be $\varepsilon^{\frac{1}{2}}$ smaller than $U, B$ in this regime, to handle system (1.1) in a perturbative way, we first reduce the system (1.1) to the equations for $u, b$ (($U, B$ denote their Fourier transform). In other words, we consider the first and third equation where $w = 0$.

For $V = (U, B)^T$, the equations in compact formulation read

$$\partial_t V + LV = \delta \exp(i \lambda y) V' ,$$

where

$$L = \sin \gamma \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.$$  

We simply have that $\exp(Lt) = \exp(it \sin \gamma) \Pi_+ + \exp(-it \sin \gamma) \Pi_-$, where

$$\Pi_+ = \frac{1}{2} \begin{pmatrix} 1 & -i \\ i & 1 \end{pmatrix}, \quad \Pi_- = \overline{\Pi_+}.$$  

The solution to (4.10) is given by

$$V = V(t) = \delta \exp(i \lambda y) \sum_{\pm} (-i \alpha \pm i \sin \gamma)^{-1} \Pi_\pm V'.$$  

Since the localization due to $\mu_{x, \sigma}$ in (2.4) implies that $\theta$ is supported in a ball of radius $\varepsilon^{1/3}$ centered in $\gamma$ or $\gamma + \pi$, if follows that $\sin(\theta + \gamma) + \sin(\theta' + \gamma)$ is localized either in a ball of size $\varepsilon^{1/3}$ around $\pm 2 \sin \gamma$ or in a ball of size $\varepsilon^{1/3}$ around 0. These two scenarios correspond to a second harmonic and a mean flow respectively. It
follows in particular that \(|-\alpha \pm \sin \gamma| > c_0 > 0\) as \(\alpha\) is either close to \(\pm 2 \sin \gamma\) or close to 0. Thus, recalling from Lemma 3.5 the expressions of \(\lambda_i, i = 1, 2\), we can define by superposition:

the “nonlinear” mean flow corrector for \(\omega + \omega' = O(\epsilon^{1/3})\) as

\[
\gamma^{\ell, \text{nonlin}}_{(a_1):\text{MF}} = \frac{\delta a^2}{\epsilon^{1/3}} \int \hat{\Psi}_{\ell,\sigma} \hat{\Psi}'_{\ell,\sigma} \sum_{i,i'=1,2} a_{i} a'_{i'} e^{-i(\omega + \omega')t + i(k + k')(x - x_0) - (\lambda_i + \lambda'_i)y}\\ \times \frac{-k'U + i\lambda'_i W}{\omega + \omega' \pm \sin \gamma} \Pi \pm \left( U' B' \right) dk \, dk' \, dm \, dm';
\]

the “nonlinear” second harmonic corrector for \(\omega + \omega' = \pm \sin 2\gamma + O(\epsilon^{1/3})\) as

\[
\gamma^{\ell, \text{nonlin}}_{(a_1):\text{II}} = \frac{\delta a^2}{\epsilon^{1/3}} \int \hat{\Psi}_{\ell,\sigma} \hat{\Psi}'_{\ell,\sigma} \sum_{i,i'=1,2} a_{i} a'_{i'} e^{-i(\omega + \omega')t + i(k + k')(x - x_0) - (\lambda_i + \lambda'_i)y}\\ \times \frac{-k'U + i\lambda'_i W}{\omega + \omega' \pm \sin \gamma} \Pi \pm \left( U' B' \right) dk \, dk' \, dm \, dm'.
\]

Hereafter we will use the notation

\[
\gamma^{\ell, \text{nonlin}}_{(a_1)} = (u_{(a_1)}, b_{(a_1)})^T \quad \text{resp.} \quad \gamma^{\ell, \text{nonlin}}_{(a_2)} = (u_{(a_2)}, b_{(a_2)})^T
\]

either for \(\gamma^{\ell, \text{nonlin}}_{(a_1):\text{MF}}\) (resp. \(\gamma^{\ell, \text{nonlin}}_{(a_1):\text{II}}\)) or for \(\gamma^{\ell, \text{nonlin}}_{(a_2):\text{II}}\) (resp. \(\gamma^{\ell, \text{nonlin}}_{(a_2):\text{II}}\)).

(ii) : correcting the error of the quadratic term for \(W\) by restoring the divergence-free condition.

The vertical velocity \(w_{(a_1)}\) does not appear in the main order system, as its size is smaller than \(\gamma^{\ell, \text{nonlin}}_{(a_1)} = (u_{(a_1)}, b_{(a_1)})^T, \ell = 1, 2\), but it can be simply recovered for \((a_1)\) (resp. \((a_2)\)) by integrating the divergence free condition:

\[
\partial_x u_{(a_1)} + \partial_y w_{(a_1)} = 0.
\]

This gives, for \(i = 1, 2\),

\[
w_{(a_1)} = \frac{\delta a^2}{\epsilon^{1/3}} \int \sum_{i,i'=1,2} a_{i} a'_{i'} \hat{\Psi}_{\ell,\sigma} \hat{\Psi}'_{\ell,\sigma} e^{-i(\omega + \omega')t + i(k + k')(x - x_0) - (\lambda_i + \lambda'_i)y}\\ \times \frac{i(k + k')}{\lambda_i - \lambda'_i} \times \frac{-k'U + i\lambda'_i W}{\omega + \omega' \pm \sin \gamma} (U' \pm iB') dk \, dk' \, dm \, dm',
\]

and a similar expression holds for \(w_{(a_2)}^{\ell, \text{nonlin}}\). Let use denote

\[
W_{(a_1)}^{\ell, \text{nonlin}} = (u_{(a_1)}, w_{(a_1)}, b_{(a_1)})^T \quad \ell = 1, 2,
\]

By construction

\[
\partial_t \left( \sum_{\ell=1,2} W_{(a_1)}^{\ell, \text{nonlin}} \right) + \mathcal{L}_\varepsilon \left( \sum_{\ell=1,2} W_{(a_1)}^{\ell, \text{nonlin}} \right) = -\delta((a_1) + (a_2)) + r_{(a)}^{(1)};
\]

where \(r_{(a)}^{(1)}\) is an error term, generated by the approximation of the Leray projector in (4.9) (of order \(\varepsilon^{1/3} - \varepsilon^{7/6}\)) and the viscosity term ((\(\varepsilon\partial_{yy} + \varepsilon\partial_{xx})e^{ikx - \frac{\theta x^2}{2\varepsilon^{1/3}}} = O(\varepsilon^{1/3})\) for \(\mu\) small enough, see Assumption 2.5). Therefore, we have

\[
\|r_{(a)}^{(1)}\|_{L^2} \leq C\varepsilon^{\frac{1}{3} - \frac{7}{6}\mu} \|W_{(a_1)}^{\ell, \text{nonlin}}\|_{L^2},
\]

where, from (a1) in Table 1, we recall that for \(\ell = 1, 2\) we have

\[
\|W_{(a_1)}^{\ell, \text{nonlin}}\|_{L^2} = O(\delta^{\frac{1}{3}} - \sigma^{\frac{1}{3}} - \varepsilon^{\frac{1}{3}}),
\]

so that

\[
\|r_{(a)}^{(1)}\|_{L^2} = O(\delta^{\frac{1}{3}} - \sigma^{\frac{1}{3}} - \varepsilon^{\frac{1}{3}} - \varepsilon^{7/6}).
\]

Finally note that \(W_{(a_1)}^{\ell, \text{nonlin}} + W_{(a_2)}^{\ell, \text{nonlin}}\) corresponds to \(W_{\text{BL}13_{\frac{1}{3}}}^{\ell, \text{nonlin}}\) in the statement of Proposition 3.1.

**Remark 4.6.** Notice that the interactions of type (c) in Table 1 have approximately the size of \(r_{(a)}^{(1)}\) in the \(L^2\) norm. Therefore we will not correct them.
Step 2: solving (4.7) by lifting the boundary conditions. The oscillating terms in (4.12)-(4.13) provide different contributions. In fact, the superimposed plane waves in the integral (4.12) represent a nonlinear mean flow $W_{(a1);MF}$ as $\omega + \omega' = O(\varepsilon^{\frac{1}{3}})$, while (4.13) is a nonlinear second harmonic $W_{(a1);II}$ as $\omega + \omega' = \pm 2\sin \gamma + O(\varepsilon^{\frac{1}{3}})$.

Remark 4.7. The above contributions are a second harmonic and a mean flow in terms of time oscillation, thanks to the strong localization of the angle $\theta$. On the other hand, the spatial frequency of our beam wave is quite spread, indeed $|k| \leq \sigma^{-1} \leq \varepsilon^{-\mu}$, $\mu > 0$, see (2.1). This is different with respect to the framework of [page 233, [1]], where the quadratic term is a second harmonic (resp. a mean flow) in time and space, in the sense that $\omega = \pm 2\sin \gamma + O(\varepsilon^{\frac{1}{3}})$ (resp. $\omega = O(\varepsilon^{\frac{1}{3}})$ and $k = \pm 2k_0 + O(\varepsilon^{\frac{1}{3}})$) for a given $k_0$. In fact, while in [1] the approximate solution is constructed as a sum of packets of plane waves with $k$ lying in a neighborhood of some given $k_0$ (microlocalized), in the present work we construct a beam wave approximate solution with spreading frequency and strong localization in the physical space.

Let us consider a linear mean flow $W_{(a1);MF}$ and a linear second harmonic $W_{(a1);II}$ solving the linear part of system (1.1) for $\ell = 1, 2$ (in the non-critical case, with $\omega \sim 0$ and $\omega \sim \pm 2\sin \gamma$ respectively), which are provided by Lemma 3.6 (for the mean flow) and Lemma 3.7 (for the second harmonic). To balance the boundary contribution due to $W_{(a1);MF}$ (for $\omega + \omega' = O(\varepsilon^{\frac{1}{3}})$) and $W_{(a1);II}$ (for $\omega + \omega' = \pm 2\sin \gamma + O(\varepsilon^{\frac{1}{3}})$), we will solve

\begin{equation}
2 \sum_{\ell=1}^2 |W_{(a1);MF}|y=0 + |W_{(a1);II}|y=0 + |W_{(a1);MF}|y=0 + |W_{(a1);II}|y=0 = 0.
\end{equation}

We deal with the MF (mean flow) and the II (second harmonic) term separately. Let us start with MF.

(i) The mean flow corrector. The nonlinear mean flow contribution is the three dimensional vector in (4.15), with $\omega + \omega' = O(\varepsilon^{\frac{1}{3}})$. Evaluating it in $y = 0$ for $\ell = 1$, it reads as follows

\begin{equation}
W_{(a1);MF}|y=0 = \delta\varepsilon^{\frac{1}{3}} \int_{x_0^1, \gamma_0} \sum_{i=1,2} a_i a_i' \hat{\Psi}_{\varepsilon,\sigma} \hat{\Psi}_{\varepsilon,\sigma} \frac{-kU + i\lambda W}{\omega + \omega' \pm \varepsilon \gamma} \frac{\Pi_1 U'}{\lambda_1 + \lambda_2} (U' \pm iB') e^{-i(\omega + \omega')(t + (k + k')(x - x_0))} dk' dk' dm dm',
\end{equation}

where

\begin{equation}
M_0 := \{(k, k') \in \mathbb{R}^2 : \omega + \omega' = O(\varepsilon^{\frac{1}{3}}), \varepsilon^{\frac{1}{3}} \eta \leq |k + k'| \leq \varepsilon^{-\mu}, \mu > 0\}.
\end{equation}

A similar expression holds for $W_{(a2);(MF)}$.

As $\omega + \omega' = O(\varepsilon^{1/3})$, we seek for a solution to the linear part of system (1.1) such that $\omega \sim \varepsilon^{\frac{1}{3}}$. To this end, we systematically apply Lemma 3.6, from which we know that for $\omega \sim \varepsilon^{\frac{1}{3}}$, the characteristic polynomial (3.6) admits exactly three roots with strictly positive real part (for fixed $\varepsilon$), which read

\begin{equation}
\lambda_1 = -\frac{i(k + k')}{\sin^2 \gamma} (\sin \gamma \cos \gamma + \omega + \omega' + O(\varepsilon^{\frac{1}{3}})) + \varepsilon \ell_2'(\theta)(k + k')^3 + O(\varepsilon^2 (k + k')^5);
\end{equation}

\begin{equation}
\lambda_j = \varepsilon^{\frac{1}{2}} \ell_j(\theta) + O(\varepsilon^{-\frac{1}{2}}), \quad j = 2, 3.
\end{equation}

We will use the apexes nonlin and lin in order to distinguish the linear and nonlinear contribution at each step. Using the general expression of the eigenvector in (3.7), we write the first two components and multiply the last one by $-\lambda_j$ to express the no-flux condition on the buoyancy term on $y = 0$ in (1.2). Then, the vector associated with the linear mean flow (the above $\lambda_1$) reads

\begin{equation}
\begin{pmatrix}
U_{(a1);MF}^1
W_{(a1);MF}^1
-\lambda_j B_{(a1);MF}^1
\end{pmatrix}
= \begin{pmatrix}
1
-\tan \gamma + O(\varepsilon^{\frac{1}{3}})
0
\end{pmatrix}.
\end{equation}

Moreover, in the regime $\omega \sim \varepsilon^{\frac{1}{3}} \omega_0$ for some $\omega_0 \neq 0$ uniformly, the eigenvectors related to $\lambda_j = \varepsilon^{\frac{1}{2}} \ell_j(\theta) + O(\varepsilon^{-\frac{1}{2}})$, $j = 2, 3$, read

\begin{equation}
\begin{pmatrix}
U_{(a1);MF}^j
W_{(a1);MF}^j
-\lambda_j B_{(a1);MF}^j
\end{pmatrix}
= \begin{pmatrix}
1
\frac{i\varepsilon^{\frac{1}{2}}(k + k')}{\ell_j} + O(\varepsilon^{\frac{1}{3}})
\varepsilon^{-\frac{1}{2}} \tan \gamma \ell_j + O(\varepsilon^{\frac{1}{3}})
\end{pmatrix}.
\end{equation}
The goal now is to find \((c_1, c_2, c_3) \in \mathbb{C}^3\), \(c_j = c_j(k, k')\) such that

\[
(4.23) \quad \sum_{\ell=1}^{2} (W_{(\ell);\text{MF}}^{1,\text{nonlin}} | y=0 + W_{(\ell);\text{MF}}^{1,\text{lin}} | y=0) = 0,
\]

where

\[
W_{(\ell);\text{MF}}^{1,\text{lin}} = \sum_{j=1}^{3} W_{(\ell);\text{MF}}^{1,\text{lin},\lambda_j}
\]

and, for \(j = 1, 2, 3\) and \(\ell = 1, 2,\)

\[
(4.24) \quad W_{(\ell);\text{MF}}^{1,\text{lin},\lambda_j} = \frac{\sigma^2}{\epsilon^{1/3}} \int_{\Lambda_0} c_j(k, k') \hat{\Psi}_{\epsilon, \sigma} \hat{\Psi}_{\epsilon, \sigma}' \left( U_{(\ell);\text{MF}}^{\lambda_j} W_{(\ell);\text{MF}}^{\lambda_j} B_{(\ell);\text{MF}}^{\lambda_j} \right) e^{-i(\omega + \omega') t + i(k+k')(x-x_0) - \lambda_j(k+k') y} dk dk' dm dm'.
\]

Using (4.15) and the above expression of the components in (4.12) and (4.14), equation (4.23) reads

\[
(4.25) \quad C' \begin{pmatrix} c_1 \\ c_2 \\ c_3 \end{pmatrix} = \sum_{i=1,2} a_{i\ell} \left( \frac{\Pi_+ U'}{\lambda_j + \lambda_j^*} \right) \left( U' \pm iB' \right) =: \text{(r.h.s.)},
\]

where

\[
(4.26) \quad C' = \begin{pmatrix} U_{(a1);\text{MF}}^{\lambda_1} & U_{(a1);\text{MF}}^{\lambda_2} & U_{(a1);\text{MF}}^{\lambda_3} \\ W_{(aMF);\text{MF}}^{\lambda_1} & W_{(aMF);\text{MF}}^{\lambda_2} & W_{(aMF);\text{MF}}^{\lambda_3} \\ -\lambda_1 B_{(a1);\text{MF}}^{\lambda_1} & -\lambda_2 B_{(a1);\text{MF}}^{\lambda_2} & -\lambda_3 B_{(a1);\text{MF}}^{\lambda_3} \end{pmatrix} \sim \begin{pmatrix} 1 & \varepsilon^{3/2} (k+k') \ell_{\ell_{-1}} & \varepsilon^{3/2} (k+k') \ell_{\ell_{-1}}^3 \\ -\tan \gamma & \varepsilon^{3/2} (k+k') \ell_{\ell_{-1}} & -\varepsilon^{3/2} \tan \gamma \\ \varepsilon^{3/2} (k+k') \ell_{\ell_{-1}} & \varepsilon^{3/2} (k+k') \ell_{\ell_{-1}}^3 & \varepsilon^{3/2} \tan \gamma \end{pmatrix}.
\]

In the regime of Assumptions 2.5, where \(\varepsilon^{3/2} \eta \leq |k+k'| \leq C \sigma^{-1}\), one easily checks that

\[
(C')^{-1} \sim \frac{i \tan \gamma (\ell_{\ell_{-1}} - \ell_{\ell_{-2}})}{\omega_0} \begin{pmatrix} \varepsilon^{3/2} (k+k') \ell_{\ell_{-1}} - \ell_{\ell_{-2}} & \varepsilon^{3/2} (k+k') \ell_{\ell_{-1}}^3 - \ell_{\ell_{-2}}^{3/2} & \varepsilon^{3/2} \tan \gamma \\ i \tan \gamma \sin \gamma_{\ell_{-2}} & i \tan \gamma \sin \gamma_{\ell_{-2}} & -1 \varepsilon^{3/2} \tan \gamma \\ -i \tan \gamma \cos \gamma_{\ell_{-2}} & -i \tan \gamma \cos \gamma_{\ell_{-2}} & \varepsilon^{3/2} \tan \gamma \end{pmatrix} = \begin{pmatrix} O(\varepsilon^{3/2} (k+k')) & O(1) & O(\varepsilon^{3/2} (k+k')) \\ O(1) & O(1) & O(\varepsilon^{3/2}) \\ O(1) & O(1) & O(\varepsilon^{3/2}) \end{pmatrix}.
\]

Now we can solve (4.25) by applying \((C')^{-1}\) to (r.h.s.). Let us first note from (4.12) and (4.14) (where we recall that \(i = 1, 2\) according with the numerology of Lemma 3.3) that

\[
(\text{r.h.s.}) = e^{-\frac{3}{2} |k|^{-\frac{3}{2}} |k'| \frac{3}{2}} \begin{pmatrix} O(1) \\ O(1) \\ O(1) \end{pmatrix} = \begin{pmatrix} c_1 \\ c_2 \\ c_3 \end{pmatrix},
\]

so that

\[
(4.27) \quad c_1 = O(e^{3/2} |k|^{-3/2} |k'|^{3/2}) \times (k+k'), \quad c_{2,3} = O(e^{3/2} |k|^{-3/2} |k'|^{3/2}).
\]

We will now estimate the norm of \(W_{(a1);\text{MF}}^{1,\text{lin},\lambda_j}, j = 1, 2, 3\). Let us first focus on \(W_{(a1);\text{MF}}^{1,\text{lin},\lambda_j}\). Recalling that

\[
\begin{pmatrix} U_{(a1);\text{MF}}^{\lambda_1} \\ W_{(aMF);\text{MF}}^{\lambda_1} \\ B_{(a1);\text{MF}}^{\lambda_1} \end{pmatrix} \text{ is } O(1) \text{ in } L^\infty, \text{ using } (4.24), (4.20), \text{ the expression of } c_1 \text{ in } (4.27), \text{ we have}
\]

\[
(4.28) \quad W_{(\ell);\text{MF}}^{1,\text{lin},\lambda_j} = \frac{\delta^2}{\epsilon^{1/3}} \int_{\Lambda_0} c_1 \hat{\Psi}_{\epsilon, \sigma} \hat{\Psi}_{\epsilon, \sigma}' \left( U_{(\ell);\text{MF}}^{\lambda_j} W_{(\ell);\text{MF}}^{\lambda_j} B_{(\ell);\text{MF}}^{\lambda_j} \right) e^{-i(\omega + \omega') t + i(k+k')(x-x_0) + i(k+k')(\cot \gamma + \frac{\omega}{\sin \gamma}) y} \times e^{-\text{Re}(\lambda_j)} y \, dk dk' dm dm' = \frac{\delta^2}{\epsilon^{2/3}} \int_{\Lambda_0} O(|k|^{-1/2}) O(|k'|^{3/2}) (k+k') \hat{\Psi}_{\epsilon, \sigma} \hat{\Psi}_{\epsilon, \sigma}' e^{-i(\omega + \omega') t + i(k+k')(x-x_0) + i(k+k')(\cot \gamma + \frac{\omega}{\sin \gamma}) y} \times e^{-\text{Re}(\lambda)} y \, dk dk' dm dm'.
\]
At a first stage, we ignore the decay. We want to compute the $L^2$ norm of

$$W_{\text{nodecy}} = \frac{\delta \sigma^2}{\varepsilon^{3/3}} \int_{1} O(|k|^{-\frac{2}{3}}) O(|k'|^{-\frac{2}{3}})(k + k') \Psi_{\epsilon,\sigma} \tilde{\Psi}_{\epsilon,\sigma} e^{-i(\omega + \omega')t + i(k + k')(x - x_0) + i(k + k')\gamma + \frac{2m + m'}{\sin^2 \gamma} + o(\varepsilon^{1/3})} dk \, dk' \, dm \, dm'. $$

Let us consider the following change of variables $\tilde{k} = (k, \tilde{m}), \tilde{k}' = (k', \tilde{m}')$, where

$$\tilde{m} = k \left( \cot \gamma + \frac{\omega + \omega'}{\sin^2 \gamma} \right); \quad \tilde{m}' = k' \left( \cot \gamma + \frac{\omega + \omega'}{\sin^2 \gamma} \right).$$

The transpose of the Jacobians of the change of variables are

$$\det \begin{pmatrix} 1 & \cot \gamma + \frac{\omega + \omega'}{\sin^2 \gamma} \\ k(\partial_m \omega) & \frac{k(\partial_m \omega)}{\sin^2 \gamma} \end{pmatrix} = -\frac{k^2 (k \sin \gamma + m \cos \gamma)}{|k|^3 (\sin \gamma)^2}; \quad \det \begin{pmatrix} 1 & \cot \gamma + \frac{\omega + \omega' + k'(\partial_m \omega')}{\sin^2 \gamma} \\ k'(\partial_m \omega') & \frac{k'(\partial_m \omega')}{\sin^2 \gamma} \end{pmatrix} = -\frac{(k')^2 (k' \sin \gamma + m' \cos \gamma)}{|k'|^3 (\sin \gamma)^2},$$

where the expressions of $\partial_m \omega$ and $\partial_m \omega'$ can be computed from (1.10). Note that as $(|k|, \tilde{z} - (\theta + \gamma))$ are the polar coordinates of $(k, m)$ (resp. $(k', m')$), it follows that $k \sin \gamma + m \cos \gamma = |k| \cos(\theta)$ (resp. $k' \sin \gamma + m' \cos \gamma = |k'| \cos(\theta)$). Now, thanks to the angular localization provided by $\Psi_{\epsilon,\sigma} \tilde{\Psi}_{\epsilon,\sigma}$ inside the integral, one has that

$$dk \, dk' \, dm \, dm' = O(1) \, dk \, dk' \, d\tilde{m} \, d\tilde{m'},$$

so that we can rewrite

$$W_{\text{nodecy}} = \frac{\delta \sigma^2}{\varepsilon^{3/3}} \int_{1} O(|\tilde{k}|^{-\frac{2}{3}}) O(|\tilde{k}'|^{-\frac{2}{3}}) \Psi_{\epsilon,\sigma} \tilde{\Psi}_{\epsilon,\sigma} e^{-i(\omega + \omega')t + i(k + k')(x - x_0) + i(k + k')\gamma + \frac{2m + m'}{\sin^2 \gamma} + o(\varepsilon^{1/3})} dk \, dk' \, dm \, dm'. $$

Now note that from (4.29), denoting by $\tilde{\theta}$ the angle of $\tilde{k}$ and by $\tilde{\theta}'$ the angle of $\tilde{k}'$, as $\omega + \omega' = O(\epsilon^{\frac{1}{2}})$ we have that

$$\tan \, \tilde{\theta} = \frac{\tilde{m}}{\tilde{k}} = \cot \gamma + O(\frac{1}{\epsilon^{\frac{1}{2}}}); \quad \tan \, \tilde{\theta}' = \frac{\tilde{m}'}{\tilde{k}'} = \cot \gamma + O(\frac{1}{\epsilon^{\frac{1}{2}}}).$$

We use this information to express the angular localization due to $\Psi_{\epsilon,\sigma} \tilde{\Psi}_{\epsilon,\sigma}$ inside the integral in terms of the new angular variables $\tilde{\theta}, \tilde{\theta}'$. Recall the expression of $\tilde{\Psi}_{\epsilon,\sigma}$ in Definition 2.1, i.e.

$$\tilde{\Psi}_{\epsilon,\sigma} = \chi(\sigma|k|)(k^{-\frac{3}{2}}(\sin \theta - \sin \gamma))\chi(\epsilon^{-\frac{3}{2}}(\cos \theta - \cos \gamma)) + \chi(\epsilon^{-\frac{3}{2}}(\sin \theta + \sin \gamma))\chi(\epsilon^{-\frac{3}{2}}(\cos \theta + \cos \gamma)).$$

We know from (2.5) that

$$\omega = \sin \theta, \quad \omega' = \sin \theta',$$

so that the change of variables (4.29) reads

$$\frac{\tilde{m}}{\tilde{k}} = \tan \tilde{\theta} = \cot \gamma + \sin \theta + \sin \theta', \quad \frac{\tilde{m}'}{\tilde{k}'} = \tan \tilde{\theta}' = \cot \gamma + \sin \theta + \sin \theta'. $$

Now, the presence of $\tilde{\Psi}_{\epsilon,\sigma}, \tilde{\Psi}_{\epsilon,\sigma}'$ inside the integral implies that

$$\theta, \theta' \in \{ \gamma + O(\epsilon^{\frac{1}{2}}), \gamma + \pi + O(\epsilon^{\frac{1}{2}}) \}.$$
In order to express the above angular localization of $\tilde{\theta}, \tilde{\theta}'$ inside the integral, one has to write $\tilde{\Psi}_{\varepsilon, \sigma}, \tilde{\Psi}'_{\varepsilon, \sigma}$ as functions of $|\vec{k}|, \tilde{\theta}$ and $|\vec{k}'|, \tilde{\theta}'$ respectively. It is immediate to notice that since (4.29) gives
\[
\tilde{m} = k \cot \gamma + O(\varepsilon^{\frac{1}{2}} - \mu) = |\vec{k}| \cot \gamma \sin(2\gamma) + O(\varepsilon^{\frac{1}{2}} - \mu),
\]
\[
\tilde{m}' = k' \cot \gamma + O(\varepsilon^{\frac{1}{2}} - \mu) = -|\vec{k}'| \cot \gamma \sin(2\gamma) + O(\varepsilon^{\frac{1}{2}} - \mu),
\]
it follows that there exist two universal constants $C, C'$ such that $\chi(\sigma|\vec{k}|) = \chi(C\sigma|\vec{k}|)$ and $\chi(\sigma|\vec{k}'|) = \chi(C\sigma|\vec{k}'|)$. This provides lower $(C\eta, C'\eta)$ and upper $(C\sigma^{-1}, C'\sigma^{-1})$ extreme values of the interval where $|\vec{k}|, |\vec{k}'|$ take values.

Taking into account the normalization factor $\varepsilon^{-\frac{1}{2}}\sigma$ of a beam wave (see Definition 2.1) (and the weakly nonlinear small parameter $\delta$), we deduce from the above computations that (4.30) is approximately a product of a b.w. of order $\left(-\frac{\varepsilon^{2}}{\delta^{2}}, \frac{\varepsilon}{\delta^{2}}\right)$ by a b.w. of order $\left(-\frac{\varepsilon^{2}}{\delta^{2}}, \frac{\varepsilon}{\delta^{2}}\right)$. Thus we can reproduce the proof of Lemma 2.4 to estimate its $L^2$ norm. Using (2.9) yields
\[(4.33)\]
\[
\|W_{\text{nodecay}}\|_{L^2} = O(\delta^2\varepsilon^{\frac{1}{2}}\sigma^{-\frac{1}{3}}).\]

Now we would like to use this information on the $L^2$ norm of $W_{\text{nodecay}}$ to deduce the size of $W_{\text{nodecay}; MF}^1, \text{lin}, \lambda_1$ in $L^2$. We use the following change of variables
\[
\zeta_1 = k + k', \quad \zeta_2 = \tilde{m} + \tilde{m}'.
\]
This yields that
\[
W_{\text{nodecay}} = \frac{\delta^2}{\varepsilon^{2/3}} \int_{\Lambda^0} O(|\vec{k}|^2 + |\zeta|^2) \bar{\zeta}_{\varepsilon, \sigma} \tilde{\Psi}_{\varepsilon, \sigma} \Psi'_{\varepsilon, \sigma} e^{-i(\omega + \omega')t + i\zeta_1(x - x_0) + i(\zeta_2 + o(\varepsilon^{\frac{1}{2}} - \mu))y} \, dk \, d\tilde{m} \, d\zeta_1 \, d\zeta_2.
\]
Let us go back to $W_{\text{nodecay}; MF}^1, \text{lin}, \lambda_1$ in (4.28), with the slow decay in $y$ given by Re$\lambda_1$ in (4.20). We have that
\[
W_{\text{nodecay}; MF}^1, \text{lin}, \lambda_1 = \frac{\delta^2}{\varepsilon^{2/3}} \int_{\Lambda^0} O(|\vec{k}|^2 + |\zeta|^2) \zeta_1 \bar{\zeta}_{\varepsilon, \sigma} \tilde{\Psi}_{\varepsilon, \sigma} \Psi'_{\varepsilon, \sigma} e^{-i(\omega + \omega')t + i\zeta_1(x - x_0) + i(\zeta_2 + o(\varepsilon^{\frac{1}{2}} - \mu))y} \, dk \, d\tilde{m} \, d\zeta_1 \, d\zeta_2.
\]
One has to estimate the latter. Note that
\[(4.34)\]
\[
\mathcal{F}_{x-x_0} \rightarrow \zeta_1 (W_{\text{nodecay}} - W_{\text{nodecay}; MF}^1, \text{lin}, \lambda_1) = \frac{\delta^2}{\varepsilon^{2/3}} \int O(|\vec{k}|^2 + |\zeta|^2) \zeta_1 \bar{\zeta}_{\varepsilon, \sigma} \tilde{\Psi}_{\varepsilon, \sigma} \Psi'_{\varepsilon, \sigma} e^{-i(\omega + \omega')t + i\zeta_1(x - x_0) + i(\zeta_2 + o(\varepsilon^{\frac{1}{2}} - \mu))y} \, dk \, d\tilde{m} \, d\zeta_1 \, d\zeta_2.
\]
Now, we can compute for any $\lambda > 0$
\[
\|\mathcal{F}_{x-x_0} \rightarrow \zeta_1 (W_{\text{nodecay}} - W_{\text{nodecay}; MF}^1, \text{lin}, \lambda_1)\|_{L^2_{y \leq s - \lambda}} \leq \frac{\delta^2}{\varepsilon^{2/3}} \int (|\vec{k}|^2 + |\zeta|^2) \zeta_1 \bar{\zeta}_{\varepsilon, \sigma} \tilde{\Psi}_{\varepsilon, \sigma} \Psi'_{\varepsilon, \sigma} \|1 - e^{-\text{Re} \lambda_1 y}\|_{L^2_{y \leq s - \lambda}} \, dk \, d\tilde{m} \, d\zeta_1 \, d\zeta_2.
\]
Let us look at $\|1 - e^{-\text{Re} \lambda_1 y}\|_{L^2_{y \leq s - \lambda}}$. From (4.20) and recalling that we are integrating over $\mathcal{M}^0$ in (4.19), one has that
\[
\text{Re} \lambda_1 \sim \varepsilon(k + k')^3 \leq O(\varepsilon^{1 - 3\mu}).
\]
In particular, there exists a universal constant $C > 0$ such that
\[
1 - e^{-\text{Re} \lambda_1 y} \leq 1 - e^{-C\varepsilon^{1 - 3\mu} y}.
\]
Therefore, we have
\[
\|1 - e^{-\text{Re} \lambda_1 y}\|_{L^2_{y \leq s - \lambda}} \leq \|1 - e^{-C\varepsilon^{1 - 3\mu} y}\|_{L^2_{y \leq s - \lambda}} = O(\varepsilon^{1 - 3\mu - \frac{2}{3}\lambda}) = o(1) \quad \text{for} \quad \lambda < \frac{2}{3}(1 - 3\mu).
\]
This gives that
\[
\|\mathcal{F}_{x-x_0} \rightarrow \zeta_1 (W_{\text{nodecay}} - W_{\text{nodecay}; MF}^1, \text{lin}, \lambda_1)\|_{L^2_{y \leq s - \lambda}} \leq C\frac{\delta^2}{\varepsilon^{2/3}} \times e^{-\varepsilon^{1 - 3\mu - \frac{2}{3}\lambda}} \int O(|\vec{k}|^2 + |\zeta|^2) \zeta_1 \bar{\zeta}_{\varepsilon, \sigma} \tilde{\Psi}_{\varepsilon, \sigma} \Psi'_{\varepsilon, \sigma} \, dk \, d\tilde{m} \, d\zeta_1 \, d\zeta_2.
\]
Now we use Plancherel identity, so that
\[
\|W_{\text{nodecay}} - W_{\text{nodecay}; MF}^1, \text{lin}, \lambda_1\|_{L^2_{s, u}} \leq \|\mathcal{F}_{x-x_0} \rightarrow \zeta_1 (W_{\text{nodecay}} - W_{\text{nodecay}; MF}^1, \text{lin}, \lambda_1)\|_{L^2_{\zeta_1}} \leq C\delta^2\varepsilon^{\frac{1}{2} - 3\mu - \frac{2}{3}\lambda} \int O(|\vec{k}|^2 + |\zeta|^2) \zeta_1 \bar{\zeta}_{\varepsilon, \sigma} \tilde{\Psi}_{\varepsilon, \sigma} \Psi'_{\varepsilon, \sigma} \, dk \, d\tilde{m} \, d\zeta_1 \, d\zeta_2 \leq C\delta^2\varepsilon^{\frac{1}{2} - 3\mu - \frac{2}{3}\lambda} = O(\delta^2\varepsilon^{\frac{1}{2} - 4\mu - \frac{2}{3}\lambda}),
\]
where the additional $\varepsilon^{\frac{2}{3}}$ factor comes from the angular localization of the vector $(k, \tilde{m})$. Choosing for instance $\lambda = \frac{2}{3}(1 - 4\mu)$ with $\mu$ small enough, since from (4.33) we have $\|W_{\text{nodecay}}\|_{L^2} = O(\delta\varepsilon^{-\frac{2}{3} - \frac{10}{3}\mu})$, under the condition $O(\varepsilon^{-\mu}) \leq O(\varepsilon^{-\frac{2}{3} - \frac{10}{3}\mu})$ (which is always satisfied for $\mu > 0$), it follows that

$$\|W_{\text{lin,} \lambda}(\varepsilon); MF\|_{L^2_{x,y}|y > -\delta - \lambda} \leq 2\|W_{\text{nodecay}}\|_{L^2_{x,y}|y \leq -\lambda}.$$ 

Coming back to the variables $(\tilde{m}, \tilde{m}')$, integrating by parts in $\tilde{m}$, we have that

$$i\eta F(x, y) \rightarrow \zeta_1(W_{\text{lin,} \lambda}(\varepsilon); MF) = \frac{-d\sigma^2}{\varepsilon^{2/3}} \int e^{i\tilde{m} + \tilde{m}'} \frac{d\tilde{m}'}{\varepsilon^{2/3}} O(\|\tilde{k}\|^{\frac{2}{3}} + |\tilde{k}'|^{\frac{2}{3}}) \zeta_1(\tilde{k}, \tilde{m}'; \tilde{m}, \tilde{m}'; \varepsilon, \sigma) \tilde{\theta}'_{\varepsilon, \sigma} e^{-i(\omega + \omega')t} e^{-\lambda_1(y)} dk d\tilde{m} d\tilde{m}'. $$

This way

$$|F(x, y) \rightarrow \zeta_1(W_{\text{lin,} \lambda}(\varepsilon); MF)| = y^{-1} |F(x, y) \rightarrow \zeta_1(W_{\text{lin,} \lambda}(\varepsilon); MF)|O(1 + t),$$

and

$$\|F(x, y) \rightarrow \zeta_1(W_{\text{lin,} \lambda}(\varepsilon); MF)\|_{L^2_{x,y}|y > -\delta - \lambda} = O(\varepsilon^3(1 + t))\|W_{\text{lin,} \lambda}(\varepsilon); MF\|_{L^2(\mathbb{R}^2)}.$$ 

Now, as $\lambda = \frac{2}{3}(1 - 4\mu)$, using that

$$\|W_{\text{lin,} \lambda}(\varepsilon); MF\|_{L^2(\mathbb{R}^2)} \leq \|W_{\text{lin,} \lambda}(\varepsilon); MF\|_{L^2_{x,y}|y > -\delta - \lambda} + \|W_{\text{lin,} \lambda}(\varepsilon); MF\|_{L^2_{x,y}|y < -\lambda},$$

we have that

$$\|W_{\text{lin,} \lambda}(\varepsilon); MF\|_{L^2_{x,y}|y > -\delta - \lambda} (1 - O(\varepsilon^{-\frac{2}{3} - \frac{8}{3}\mu}(1 + t))) \leq \|W_{\text{lin,} \lambda}(\varepsilon); MF\|_{L^2_{x,y}|y < -\lambda} \leq 2\|W_{\text{nodecay}}\|_{L^2(\mathbb{R}^2)}.$$ 

As $\mu < \frac{1}{10}$, we get the desired bound until $t = O(\varepsilon^{-\frac{2}{3} + \frac{8}{3}\mu})$, which is already longer than our stability time-scale in Remark 2.9, but the same type of estimate for all times can be obtained by integrating by parts in time (recall that $W_{\text{lin,} \lambda}(\varepsilon); MF) \times 1_{\varepsilon, \lambda+, \infty}$ at $\varepsilon$ is fixed is the tail of an $L^2(\mathbb{R}^2)$ function in the Schwartz space).

Now we compute the norms of the remaining $W_{\text{lin,} \lambda}(\varepsilon); MF$ for $j = 2, 3$. For the boundary layer part, recall from (4.20) (and the above discussion) that for $j = 2, 3$ we have $\text{Re}(\lambda) \geq \frac{C_j}{\varepsilon^2}$ for some universal constant $C_j > 0$ independent of $k, k'$. Therefore, $W_{\text{lin,} \lambda}(\varepsilon); MF$ can be seen as a product of a b.l.b.w. of order $(\frac{1}{2}, 0, -\frac{1}{3}, -\frac{1}{3})$ and a b.l.b.w. of order $(\frac{1}{2}, 0, -\frac{1}{3}, -\frac{1}{3})$. Using Lemma 2.4 yields

$$\|W_{\text{lin,} \lambda}(\varepsilon); MF\|_{L^2} = O(\varepsilon^{-\frac{2}{3} - \frac{1}{3}}), \quad j = 2, 3.$$ 

**Remark 4.8.** Note that in the nonlinear mean flow corrector (4.12)-(4.14) where $\omega + \omega' \sim \varepsilon^{\frac{2}{3}}$, we have that $\varepsilon^{\frac{2}{3}} \lesssim \lambda$ and $\varepsilon^{\frac{2}{3}} \lesssim \varepsilon^{-\mu}$ for $\mu > 0$ small. This is different from the setting of [1], where $\lambda + \lambda' \sim \varepsilon^{\frac{2}{3}}$ if and only if $\omega + \omega' \sim \varepsilon^{\frac{2}{3}}$ (namely, a time resonance is also a spatial resonance). In fact, in our case time resonances do not correspond necessarily to spatial resonances thanks to the stronger spatial localization of our beam waves with respect to the packets of plane waves in [1].

(ii) **The second harmonic corrector.** Similarly to what has been done before, now we seek for a linear solution of system (3.2) that balances the boundary contribution due to the (nonlinear) second harmonic in (4.13). Then we appeal to Lemma 3.7. We see that the asymptotics of the roots $\lambda_j, j = 1, 2, 3$ are the same as for the mean flow in (4.20), but in the present case $\omega + \omega' = \pm \sin \gamma + O(\varepsilon^{\frac{2}{3}})$ and $\lambda + \lambda'$ has a uniform lower bound given by $\eta > 0$ for all $\varepsilon > 0$. Note in particular that as Lemma 3.7 we know that

$$\lambda_1 \sim \frac{i(k + k')}{(\omega + \omega')^2 - \sin \gamma}(\sin \gamma \cos \omega + (\omega + \omega') \sqrt{1 - (\omega + \omega')^2}),$$

then there is a contribution with with strictly positive real part if $(\omega + \omega')^2 > 1$. Since $\omega + \omega' \sim \pm \sin \gamma$, this real contribution appears if $\sin \gamma > \frac{1}{2}$. In this case, the second harmonic as a decay of $O(1)$ in $y$ and it is called *evanescent second harmonic* (see [1, 13] for further details).

Now, exactly as before, we introduce the functions $c_j$ for $j = 1, 2, 3$ to be determined by solving the analogues of (4.25), and from (4.15) with $\omega + \omega' \sim \pm \sin \gamma$ for $\ell = 1, 2$ we have

$$W_{\text{lin,} \lambda}(\varepsilon); (II) = \frac{\delta\sigma^2}{\varepsilon^{1/3}} \int_{\mathbb{R}^4} c_j(k, k') \tilde{\theta}'_{\varepsilon, \sigma} e^{-i(k + k')(x - y) - \lambda_j(k + k')y} dk dk' dm dm'.$$
\[ M^I := \{(k, k') \in \mathbb{R}^2 : \omega + \omega' = \pm 2 \sin \gamma + O(\varepsilon^{1/2})\}, \eta \leq |k + k'| \leq \varepsilon^{-\mu}, \mu > 0. \]

As before, the functions \( c_j \) solve the linear algebraic system

\[ (\mathcal{W}'_{1, nonlin}^{(a_\ell); (II)}|_{y=0} + \mathcal{W}'_{1, lin}^{(a_\ell); (II)}|_{y=0}) = 0, \]

where

\[ \mathcal{W}'_{1, lin}^{(a_\ell); (II)} = \sum_{j=1}^{3} \mathcal{W}'_{1, lin, \lambda_j}^{(a_\ell); (II)}, \]

and we recall that \( \mathcal{W}'_{1, nonlin}^{(a_\ell); (II)} \) is given exactly by the same expression in (4.18), with \( M^0 \) replaced by \( M^I \). One can repeat the computations of the previous section to obtain again that

\[ c_1 = O(\varepsilon^{-\frac{1}{4}}|k|^{-\frac{1}{2}}|k'|^{\frac{3}{2}}) \times (k + k') \]  \quad \text{and} \quad  \[ c_{2,3} = O(\varepsilon^{-\frac{1}{2}}|k|^{-\frac{1}{2}}|k'|^{\frac{3}{2}}). \]

An application of Lemma 2.4 gives immediately that for the boundary layer part (for \( j = 2, 3 \)) we have

\[ \| \mathcal{W}'_{1, lin, \lambda_j}^{(a_\ell); (II)} \|_{L^2} = O(\varepsilon^{-\frac{1}{2}}\sigma^{-\frac{1}{2}}), \quad j = 2, 3. \]

It remains to estimate the \( L^2(\mathbb{R}^2_+) \) norm of \( \mathcal{W}'_{1, lin, \lambda_j}^{(a_\ell); (II)}, \) i.e. the second harmonic b.w. We have that

\[ \mathcal{W}'_{1, lin, \lambda_j}^{(a_\ell); (II)} = \frac{\delta^2}{\varepsilon^{1/3}} \int_{M^I} c_1 \hat{\Psi}_{\varepsilon, \sigma} \hat{\Psi}_{\varepsilon, \sigma} \left( \frac{U^{(a_\lambda_j); (II)}_{(a_\ell); (II)}}{W^{(a_\lambda_j); (II)}_{(a_\ell); (II)}} \right) e^{-i(\omega + \omega')t + i(k + k')(x - x_0) + \frac{1}{3} |k + k'|^2 \sin \gamma (\sin \gamma + \omega + \omega') \sqrt{1 - (\omega + \omega')^2 + o(\varepsilon^{1/3})} y} \times e^{-\text{Re}(\lambda_j) y} \, dk \, dk' \, dm \, dm'. \]

As before, we can ignore the decay in \( y \). We apply again the change of variables (4.29) and thanks to the angular localization

\[ k \sin \gamma + m \cos \gamma \sim k' \sin \gamma + m' \cos \gamma \sim \cos(\gamma), \]

so that we have again

\[ dk \, dk' \, dm \, dm' = O(1) \, dk \, dk' \, d\tilde{m} \, d\tilde{m}'. \]

Since now \( \omega + \omega' = \pm 2 \sin \gamma + O(\varepsilon^{1/2}) \), in this case the change of variables (4.29) gives that

\[ \tilde{\theta} \sim \arctan(\cot \gamma \pm \frac{2}{\sin \gamma}); \quad \tilde{\theta}' \sim \arctan(\cot \gamma \pm \frac{2}{\sin \gamma}), \]

so that the angular localization (with a different angle) still holds for the vectors \((k, \tilde{m}), (k', \tilde{m}')\). Therefore, exactly as before, we have that

\[ \| \mathcal{W}'_{1, lin, \lambda_j}^{(a_\ell); (II)} \|_{L^2} = O(\varepsilon^{-\frac{1}{2}}\sigma^{-\frac{1}{2}}). \]

The proof of Proposition 4.5 is now complete.

4.2. Interactions of type (b). Consider the interactions \((b\ell), \ell = 1, 2\) in Table 1.

**Proposition 4.9.** There exists a corrector \( \mathcal{W}_{1(b)} = (u_{1(b)}, w_{1(b)}, b_{1(b)})^T \) which solves

\[ \partial_t \mathcal{W}_{1(b)} + \mathcal{L}_x \mathcal{W}_{1(b)} = -\partial_x \mathcal{W}_{1(b)} = 0 \quad \text{with} \quad \| \mathcal{W}_{1(b)} \|_{L^2} = O(\varepsilon^{-\frac{1}{2}}\sigma^{-\frac{1}{2}} \mu^{1/2}). \]

The corrector is composed of

\[ \mathcal{W}_{1(b)} = \mathcal{W}_{1(b); II} + \mathcal{W}_{1(b); MF} + \mathcal{W}_{1(b); BL, \varepsilon^{1/2}}, \]

where for the boundary layer part, we have

\[ \| \mathcal{W}_{1(b); BL, \varepsilon^{1/2}} \|_{L^2(\mathbb{R}^2_+)} = O(\varepsilon^{-\frac{1}{2}} \mu), \]

while

\[ \| \mathcal{W}_{1(b); MF} \|_{L^2} \sim \| \mathcal{W}_{1(b); II} \|_{L^2} = O(\varepsilon^{-\frac{1}{2}} \mu^{1/2}). \]
The proof is identical to the proof of Proposition 4.5 as the interactions between b.w. and/or b.l.w. are exactly the same as before modulo a re-scaling in $\varepsilon$. In fact, in this case every object has an additional smallness factor in terms of positive powers of $\varepsilon$ (that is precisely $\varepsilon^{\frac{2}{3}}$), so that it is smaller than the corresponding object in the proof of Proposition 4.5, but it has the same structure. Therefore, we omit the proof of this proposition as it does not add any new idea and it is already detailed in [1] in the case of strongly (frequency-) localized packets of waves.

4.3. Proof of Proposition 4.1. We immediately have from Proposition 4.5 and Proposition 4.9 that, denoting $W^1 := W^1_{(a)} + W^1_{(b)}$, it holds

$$\partial_t W^1 + L_\varepsilon W^1 = -\delta((a1) + (a2) + (b1) + (b2)) + r^1_{(a)} + r^1_{(b)},$$

where

$$r^1 := -\delta((c1) + (c2) + (d1) + (d2) + (d3)) + r^1_{(a)} + r^1_{(b)}.$$

From Table 1, Proposition 4.5 and Proposition 4.9, we deduce that

$$\|r^1\|_{L^2} \leq O(\delta\|e1\|_{L^2}) = O(\delta\varepsilon^{\frac{2}{3}}\sigma^{-2}) = O(\delta\varepsilon^{\frac{2}{3}}\sigma^{-2}).$$

5. Higher-order Approximation

A nice advantage of space-localized beam waves with respect to packets of waves in [1] is the possibility to construct an approximate solution $W^{app}$ (in the previous sections) that is the sum of a finite number of terms, each of them being physically relevant. Every term of $W^{app}$ in Theorem 2.8 is indeed an approximate solution of (1.1), with a remainder in $L^2$ which is strictly smaller than its $L^2$ size. We recall that in [1], the linear mean flow corrector $W^0_{MF}$ (Theorem 2.8) had a too singular amplitude combined with a too slow decay, in such a way that its $L^2$ norm had a priori a bad dependency on the small physical parameter $\varepsilon$. Thus, in [1], that mean flow contribution was replaced by a non-physical term, which balances the error of the approximate solution on the boundary but it is not (even an approximate) solution to (1.1). In this work, in the previous sections, we succeeded to overcome this problem using (almost) axisymmetric beam waves which are spatially localized, in such a way that we can actually use the true mean flow to construct $W^{app}$ and we do not introduce any non-physical corrector. This allows us to push the approximation at next orders, using a nice cancellation of the triadic interactions that was discovered in [13] (see also [33]), and it is due to the null form structure of the convection term for incompressible fluids, [24].

This is the content of this last section, whose aim is to prove Theorem 2.10. To this end, we have to identify the next order (triadic) contributions to be corrected, which are originated by the interactions in $Q(W^1, W^0), Q(W^0, W^1)$, where $W^0$ is the linear solution given by Proposition 3.1, and $W^1$ is the corrector provided by Proposition 4.1. We recall from Proposition 4.1 that $W^1 = W^1_{MF} + W^1_{HI}$, where $W^1_{MF}$ is a mean flow, so that it has nearly zero time frequency, while $W^1_{HI}$ is a second harmonic, so its time frequency is approximately twice the time frequency of the incident wave. Now, as showed in (5.3), the linear operator $L$ (i.e. the approximation of the linear operator $L_\varepsilon$ in the scaling of the boundary layer neglecting viscosity and dissipation) of system (1.1) has pure imaginary eigenvalues $\pm i\omega_0 = \pm i\sin \gamma$, where $\omega_0$ is nearly the frequency of the incident beam wave. Therefore, when the triadic terms in $Q(W^1, W^0), Q(W^0, W^1)$ oscillate approximately with the same time frequency

$$\partial_t W^{app} + L_\varepsilon W^{app} = -\delta(Q(W^1, W^0) + Q(W^0, W^1)),$$

the above source term is resonant with respect to the oscillations of the linear part of the system and linear growths in time (secular growths) can appear [13, 27]. Let us analyze the next order triadic term. We recall from Proposition 4.1 that

$$W^1 = W^1_{HI} + W^1_{MF} + W^1_{HI, BL, \varepsilon^{1/2}} + W^1_{MF, BL, \varepsilon^{1/2}} + W^1_{HI, BL, \varepsilon^{1/3}} + W^1_{MF, BL, \varepsilon^{1/3}}.$$

All the terms in Table 2 could potentially generate secular growths. From Proposition 4.1 and Proposition 3.1, we know that

$$\|W^1_{HI, BL, \varepsilon^{1/3}}\|_{L^2(R^2_+)} = O(\delta\varepsilon^{-\frac{2}{3}}\sigma^{-\frac{2}{3}}); \quad \|W^1_{MF, BL, \varepsilon^{1/2}}\|_{L^2(R^2_+)} = O(\delta\varepsilon^{-\frac{2}{3}}\sigma^{-\frac{2}{3}});$$

$$\|\nabla W^0_{BL, \varepsilon^{1/3}}\|_{L^\infty(R^2_+)} = O(\sigma^{-\frac{2}{3}}\varepsilon^{-\frac{2}{3}}).$$

Therefore, we can deduce from Lemma 2.4 that

$$(5.1) \delta\|\|A1\|\|_{L^2} \sim \delta\|\|A2\|\|_{L^2} = O(\delta^2\varepsilon^{-\frac{2}{3}}\sigma^{-\frac{4}{3}}).$$

The triadic interactions of Table 2 have decreasing $L^2$ norm. We look at the last one. From Proposition 4.1, we know that

$$\|W^1_{HI}\|_{L^2(R^2_+)} \sim \|W^1_{MF}\|_{L^2(R^2_+)} = O(\delta\varepsilon^{-\frac{2}{3}}\sigma^{-\frac{4}{3}}); \quad \|\nabla W^1_{MF}\|_{L^2(R^2_+)} \sim \|\nabla W^1_{HI}\|_{L^2(R^2_+)} = O(\delta\varepsilon^{-\frac{2}{3}}\sigma^{-\frac{4}{3}}).$$
We recall from Section 3 that \( \exp(\partial_\epsilon \Omega) \) contribution of the incident wave of \( \sigma \). Since the vertical component of the velocity of the boundary layer is \( \nabla \mathcal{W}^0 \). Lastly, we show how to exploit the nice cancellation in the convection term to correct the first triadic term (A1). We now introduce (and explain the formal motivation of) a scaling in time. Notice that the boundary layer \( \mathcal{W}^0_{BL, \epsilon^{1/3}} \) in Proposition 3.1 has a vertical component of the velocity field that is approximately of order \( \epsilon^{1/2} \) in \( L^2 \). Since the vertical component of the velocity of the boundary layer is \( O(\epsilon^{1/2}) \) in \( L^\infty \) and has to balance the boundary contribution of the incident wave of \( O(1) \), this balance will be effective after a time of the order \( \epsilon^{-1/2} \) as the group velocity \( c_g = \nabla k, m \omega = O(|k|^{-1}) = O(1) \). This is the formal reason behind the time scaling \( t = \tau \epsilon^{-\frac{1}{2}} \), as suggested by [13].

5.1. Proof of Theorem 2.10. We define a scaled time variable \( \varpi = \epsilon^{1/4} t \), so that \( \partial_\varpi = \epsilon^{1/4} \partial_t \) and we rewrite the previous compact system as in (4.3)

\[
\partial_\varpi \mathcal{V} + \epsilon^{-\frac{1}{4}} LV = -\delta \epsilon^{-\frac{1}{4}} Q(\mathcal{V}, \mathcal{V}).
\]

We recall from Section 3 that \( \exp(\epsilon^{-\frac{1}{4}} LT) = \exp(i \epsilon^{-\frac{1}{4}} \sin \gamma \tau) \Pi_+ + \exp(-i \epsilon^{-\frac{1}{4}} \sin \gamma \tau) \Pi_- \). Now define the filtered variable

\[
\tilde{\mathcal{V}} := \exp(\epsilon^{-\frac{1}{4}} LT) \mathcal{V},
\]

Table 2. List of triadic interactions

| Type of interaction | Time frequency | Typical decay rate |
|---------------------|----------------|--------------------|
| (A1) \( Q(\mathcal{W}_{BL, \epsilon^{1/3}}^0, \mathcal{W}_{BL, \epsilon^{1/3}}^0) \) | \( \pm \omega_0; \pm 3 \omega_0 \) | \( \epsilon^{-1/3} \) |
| (A2) \( Q(\mathcal{W}_{MF, BL, \epsilon^{1/3}}^0, \mathcal{W}_{MF, BL, \epsilon^{1/3}}^0) \) | \( \pm \omega_0 \) | \( \epsilon^{-1/3} \) |
| (B1) \( Q(\mathcal{W}_{BL, \epsilon^{1/3}}^0, \mathcal{W}_{BL, \epsilon^{1/3}}^0) \) | \( \pm \omega_0; \pm 3 \omega_0 \) | \( \epsilon^{-1/3} \) |
| (B2) \( Q(\mathcal{W}_{MF, BL, \epsilon^{1/3}}^0, \mathcal{W}_{MF, BL, \epsilon^{1/3}}^0) \) | \( \pm \omega_0 \) | \( \epsilon^{-1/3} \) |
| (C1) \( Q(\mathcal{W}_{BL, \epsilon^{1/3}}^0, \mathcal{W}_{BL, \epsilon^{1/2}}^0) \) | \( \pm \omega_0; \pm 3 \omega_0 \) | \( \epsilon^{-1/2} \) |
| (C2) \( Q(\mathcal{W}_{MF, BL, \epsilon^{1/3}}^0, \mathcal{W}_{MF, BL, \epsilon^{1/2}}^0) \) | \( \pm \omega_0 \) | \( \epsilon^{-1/2} \) |
| (D1) \( Q(\mathcal{W}_{BL, \epsilon^{1/2}}^0, \mathcal{W}_{BL, \epsilon^{1/2}}^0) \) | \( \pm \omega_0; \pm 3 \omega_0 \) | \( \epsilon^{-1/2} \) |
| (D2) \( Q(\mathcal{W}_{MF, BL, \epsilon^{1/2}}^0, \mathcal{W}_{MF, BL, \epsilon^{1/2}}^0) \) | \( \pm \omega_0 \) | \( \epsilon^{-1/2} \) |
| (E1) \( Q(\mathcal{W}_{BL, \epsilon^{1/2}}^0, \mathcal{W}_{BL, \epsilon^{1/3}}^0) \) | \( \pm \omega_0; \pm 3 \omega_0 \) | \( \epsilon^{-1/2} \) |
| (E2) \( Q(\mathcal{W}_{MF, BL, \epsilon^{1/2}}^0, \mathcal{W}_{MF, BL, \epsilon^{1/3}}^0) \) | \( \pm \omega_0 \) | \( \epsilon^{-1/2} \) |
| (F1) \( Q(\mathcal{W}_{BL, \epsilon^{1/2}}^0, \mathcal{W}_{BL, \epsilon^{1/2}}^0) \) | \( \pm \omega_0; \pm 3 \omega_0 \) | \( \epsilon^{-1/2} \) |
| (F2) \( Q(\mathcal{W}_{MF, BL, \epsilon^{1/2}}^0, \mathcal{W}_{MF, BL, \epsilon^{1/2}}^0) \) | \( \pm \omega_0 \) | \( \epsilon^{-1/2} \) |
| (G1) \( Q(\mathcal{W}_{BL, \epsilon^{1/2}}^0, \mathcal{W}_{BL, \epsilon^{1/2}}^0) \) | \( \pm \omega_0; \pm 3 \omega_0 \) | \( \epsilon^{-1/2} \) |
| (G2) \( Q(\mathcal{W}_{MF, BL, \epsilon^{1/2}}^0, \mathcal{W}_{MF, BL, \epsilon^{1/2}}^0) \) | \( \pm \omega_0 \) | \( \epsilon^{-1/2} \) |
| (H1) \( Q(\mathcal{W}_{BL, \epsilon^{1/3}}^0, \mathcal{W}_{BL, \epsilon^{1/3}}^0) \) | \( \pm \omega_0; \pm 3 \omega_0 \) | \( \epsilon^{-1/3} \) |
| (H2) \( Q(\mathcal{W}_{MF, BL, \epsilon^{1/3}}^0, \mathcal{W}_{MF, BL, \epsilon^{1/3}}^0) \) | \( \pm \omega_0 \) | \( \epsilon^{-1/3} \) |
| (I1) \( Q(\mathcal{W}_{inc}, \mathcal{W}_{1i}) \) | \( \pm \omega_0; \pm 3 \omega_0 \) | no decay |
| (I2) \( Q(\mathcal{W}_{inc}, \mathcal{W}_{1p}) \) | \( \pm \omega_0 \) | no decay |
| (L1) \( Q(\mathcal{W}_{inc}, \mathcal{W}_{inc}) \) | \( \pm \omega_0; \pm 3 \omega_0 \) | no decay |
| (L2) \( Q(\mathcal{W}_{MF, \mathcal{W}_{inc}}) \) | \( \pm \omega_0 \) | no decay |
so that the system reads
\[ \partial_t \tilde{V} + \varepsilon^{-\frac{1}{2}} \delta \exp(\varepsilon^{-\frac{1}{2}} L t) Q (\exp(-\varepsilon^{-\frac{1}{2}} L t) \tilde{V}, \exp(-\varepsilon^{-\frac{1}{2}} L t) \tilde{V}) = 0. \]

We also use the notation \( \tilde{V}^+ = \Pi_+ \tilde{V} \), \( \tilde{V}^- = \Pi_- \tilde{V} = \tilde{V}^+ \), where
\[ \Pi_+ = \frac{1}{2} \left( \begin{array}{cc} 1 & i \\ -i & 1 \end{array} \right); \quad \Pi_- = \Pi_+. \]

Exploiting the mutual orthogonality of the projectors, we have
\[
\begin{align*}
\partial_t \tilde{V}^\pm + & \frac{\delta}{\varepsilon^{1/3}} \exp(i \sin \gamma \varepsilon^{1/3}) (\tilde{V}^+ \mp \varepsilon^{-1} \partial_x \tilde{V}^+) \cdot \nabla \tilde{V}^\pm \\
& + \frac{\delta}{\varepsilon^{1/3}} \exp(-i \sin \gamma \varepsilon^{1/3}) (\tilde{V}^- \mp \varepsilon^{-1} \partial_x \tilde{V}^-) \cdot \nabla \tilde{V}^\pm = 0.
\end{align*}
\]

At this stage, notice that the approximate solution that we built in the previous section, i.e. \( W^{app} = W^0 + W^1 \), with \( W^0 \) given by Proposition 3.1 and \( W^1 \) by Proposition 4.1, can be written as \( W^{app} = W^0 + \delta W^{1,\delta} \), since the expression of \( W^1 \) in Proposition 4.1 is multiplied by the weakly nonlinear parameter \( \delta \). Notice that quadratic terms in (5.5) are multiplied by \( \varepsilon^{-\frac{1}{2}} \delta \). This means that our first-order corrector \( \delta W^{1,\delta} \), where the singular factor \( \varepsilon^{-\frac{1}{2}} \) does not appear, is the result of time integration of the quadratic terms in (5.5). Thus, in order to push the approximation at the next order and decrease its error, we expect to add a corrector of the form \( \delta^2 \tilde{V}^2 \). We denote the approximate solution of the previous section in filtered form as
\[ \tilde{V}^{app}_0 = \tilde{V}^0 + \delta \tilde{V}^1. \]

Now, we want an approximate solution of the form
\[ \tilde{V}^{app}_1 = \tilde{V}^0 + \delta \tilde{V}^1 + \delta^2 \tilde{V}^2, \]
where the last term has to be determined, while we recall from the previous section that \( \tilde{V}^1 \) solves the equation
\[ \partial_t \tilde{V}^1 + \frac{\delta}{\varepsilon^{1/3}} \exp(\frac{L t}{\varepsilon^{1/3}}) Q (\exp(-\frac{L t}{\varepsilon^{1/3}}) \tilde{V}^0, \exp(-\frac{L t}{\varepsilon^{1/3}}) \tilde{V}^0) = 0. \]

To shorten the notation, we denote
\[ B(V, V) := \exp(\frac{L t}{\varepsilon^{1/3}}) Q (\exp(-\frac{L t}{\varepsilon^{1/3}}) V, \exp(-\frac{L t}{\varepsilon^{1/3}}) V), \]
so that the system reads
\[ \partial_t \tilde{V} + \frac{\delta}{\varepsilon^{1/3}} B(\tilde{V}, V) = 0. \]

As we look for the next order corrector \( \tilde{V}^2 \), we plug the ansatz \( \tilde{V}^{app}_1 = \tilde{V}^{app}_0 + \delta^2 \tilde{V}^2 \) inside the compact system, and we obtain
\[
\begin{align*}
\partial_t \tilde{V}^{app}_0 + & \delta^2 \partial_t \tilde{V}^2 + \frac{\delta}{\varepsilon^{1/3}} B(\tilde{V}^0, \tilde{V}^0) + \frac{\delta^2}{\varepsilon^{1/3}} (B(\tilde{V}^0, \tilde{V}^1) + B(\tilde{V}^1, \tilde{V}^0)) \\
& + \frac{\delta^3}{\varepsilon^{1/3}} (B(\tilde{V}^0, \tilde{V}^2) + B(\tilde{V}^2, \tilde{V}^0)) + \frac{\delta^4}{\varepsilon^{1/3}} (B(\tilde{V}^2, \tilde{V}^1) + B(\tilde{V}^1, \tilde{V}^2)) + \frac{\delta^5}{\varepsilon^{1/3}} B(\tilde{V}^2, \tilde{V}^2) = 0.
\end{align*}
\]

As already pointed out above, \( \tilde{V}^{app} \), constructed in the previous section, solves \( \partial_t \tilde{V}^{app}_0 + \frac{\delta}{\varepsilon^{1/3}} B(\tilde{V}^0, \tilde{V}^0) = 0. \)

The next order approximation is obtained by requiring that \( \tilde{V}^2 \) solves
\[ \delta^2 \partial_t \tilde{V}^2 + \frac{\delta^2}{\varepsilon^{1/3}} (B(\tilde{V}^0, \tilde{V}^1) + B(\tilde{V}^1, \tilde{V}^0)) = 0. \]

Recalling the definition of the bilinear form \( B(\cdot, \cdot) \) and equation (5.5), we write more explicitly, with the notation \( \tilde{V}^{\pm} \equiv (\tilde{V}^{\pm}, \tilde{V}^{\pm}) \), \( i \in \{0, 1\} \), that
\[
\begin{align*}
\delta^2 \partial_t \tilde{V}^{2,\pm} + & \frac{\delta^2}{\varepsilon^{1/3}} \exp(i \cos \gamma \varepsilon^{1/3}) (\tilde{V}^{0,\pm} + \varepsilon^{-1} \partial_x \tilde{V}^{0,\pm}) \cdot \nabla \tilde{V}^{1,\pm} (a) \\
& + \frac{\delta^2}{\varepsilon^{1/3}} \exp(-i \cos \gamma \varepsilon^{1/3}) (\tilde{V}^{1,\pm} + \varepsilon^{-1} \partial_x \tilde{V}^{1,\pm}) \cdot \nabla \tilde{V}^{0,\pm} (b) \\
& + \frac{\delta^2}{\varepsilon^{1/3}} \exp(i \cos \gamma \varepsilon^{1/3}) (\tilde{V}^{1,\pm} + \varepsilon^{-1} \partial_x \tilde{V}^{1,\pm}) \cdot \nabla \tilde{V}^{0,\pm} (c) \\
& + \frac{\delta^2}{\varepsilon^{1/3}} \exp(-i \cos \gamma \varepsilon^{1/3}) (\tilde{V}^{1,\pm} + \varepsilon^{-1} \partial_x \tilde{V}^{1,\pm}) \cdot \nabla \tilde{V}^{0,\pm} = 0. (d)
\end{align*}
\]
Now observe that, while $\tilde{\psi}_r^0$ does not oscillate in time, since its time oscillations have been filtered by means of the change of variable, the next order $\tilde{\psi}_r^1$ has time oscillations. More precisely, coming back to the non-filtered variable $\psi$, it holds
\begin{equation}
\tilde{\psi}^1 = \exp(\pm i e^{-\frac{1}{2}}(\sin \gamma)\tau)\psi^1,
\end{equation}
where $\psi^1 = V_{\mathrm{H}}^1 + V_{\mathrm{MF}}^1$ constructed in the previous section contains a second harmonic and a mean flow contribution, which oscillate in time with frequency $\omega_{\mathrm{H}} \sim \pm 2 \sin \gamma$, $\omega_{\mathrm{MF}} \sim 0$, thanks to the angular localization of our wave beam (due to the angular localization given by $\hat{\psi}_{\varepsilon,\sigma}$ in (2.4)). Therefore we deduce that $\tilde{\psi}^1$ contains contributions which oscillate in time with frequency $\sim (\sin \gamma)\varepsilon e^{-\frac{1}{2}}$, $\pm 3(\sin \gamma)\varepsilon e^{-\frac{1}{2}}$. The dangerous point is that in (5.8) the oscillations $\exp(\pm e^{-\frac{1}{2}}(\sin \gamma)\varepsilon e^{-\frac{1}{2}})$ hit $\tilde{\psi}^1$. As some terms of $\tilde{\psi}^1$ oscillate with frequency $\pm (\sin \gamma)\varepsilon e^{-\frac{1}{2}}$, there are some non-oscillating terms (resonances) in equation (5.8). When this is the case, $\tilde{\psi}^2$ satisfies an equation of the form
\begin{equation}
\partial_t \tilde{\psi}^2 + f(\tilde{\psi}^\text{app})_{\mathrm{MF}} + (\text{oscillating terms}) = 0,
\end{equation}
where $f(\tilde{\psi}^\text{app})_{\mathrm{MF}}$ is generic a function of a non-oscillating contribution in time. The solutions to this equations has a linear growth in time, which is often named secular growth [13]. The only hope to avoid this growth, which would prevent ourselves to be able to obtain an improved approximate solution, is that the non-oscillating terms cancel thanks to the structure of the quadratic/bilinear form. This is precisely what happens in this context, as we show below. We also point out that, even though at this stage this can appear as a miraculous cancellation, it is actually related to the null form structure of the convection term for incompressible fluids, see for instance [24]. Now, in equation (5.8), we recall that, in view of (5.5),
\begin{equation}
\tilde{\psi}^1 \sim - \delta \exp(i (\frac{\sin \gamma}{\varepsilon^{1/3}} \tau)(\tilde{\psi}_i^0, - \partial^1_y \partial^1_x \tilde{\psi}_i^0)) \cdot \nabla \tilde{\psi}^0 + 
\end{equation}
Plugging this expression inside (5.8), after some computations we obtain that
\begin{equation}
(a) + (c) = [\partial_y^{-1}\nabla \tilde{\psi}_i^0 \cdot \nabla \tilde{\psi}_i^0, - \partial^1_y \partial^1_x \partial_y^{-1}\nabla \tilde{\psi}_i^0 \cdot \nabla \tilde{\psi}_i^0] + [(\nabla \cdot \partial^1_y \partial^1_x \tilde{\psi}_i^0 \cdot \nabla \tilde{\psi}_i^0) \cdot \nabla \tilde{\psi}^0, \text{oscillating terms}] + (b) + (d) = (a) + (c) + \text{(oscillating terms)}.
\end{equation}
Therefore the non-oscillating (resonant) terms cancel out and we can correct the oscillating ones solving the equation for $\tilde{\psi}^2$. This implies that we can actually construct
\begin{equation}
\tilde{\psi}^\text{app} = \tilde{\psi}^0 + \delta \tilde{\psi}^1 + \delta^2 \tilde{\psi}^2,
\end{equation}
with $\tilde{\psi}^2$ solving (5.7). Looking at (5.6), the potential secular growths are in the second non-corrected term, i.e. $\delta^3 e^{-\frac{1}{2}}(B(\tilde{\psi}^2, \tilde{\psi}^1) + B(\tilde{\psi}^1, \tilde{\psi}^2))$. In fact, adding $\tilde{\psi}^2$ to the approximate solution, the first non-corrected term, given by $\delta^3 e^{-\frac{1}{2}}(B(\tilde{\psi}^0, \tilde{\psi}^2) + B(\tilde{\psi}^2, \tilde{\psi}^0))$, oscillates in time (this can be easily verified recalling that $\tilde{\psi}^2$ contains the oscillations $0, \pm 2, \pm 4$ and therefore cannot generate any secular growth). Finally, recalling that we corrected (A1) and (A2) in Table 2, we claim that all the terms of Table 2 can be corrected exactly in the same way, so that using the estimates (5.1), we obtain that in the original time-scale $t = e^{-\frac{1}{2}} \tau$ the worst remainder is estimated by Lemma 2.4 as

\begin{equation}
\| R_{\text{app}} \|_{L^2} = o(\delta^2 t)^{1/2} \| u_{\text{BL}, e}^{1/2} \partial_y u_{\text{BL}, e}^{1/2} \times u_{\text{BL}, e}^{1/2} \partial_y u_{\text{BL}, e}^{1/2} \|_{L^2})
\end{equation}

\begin{equation}
\quad = o(\delta^2 t)^{1/2} \| u_{\text{BL}, e}^{1/2} \partial_y u_{\text{BL}, e}^{1/2} \|_{L^\infty} \| u_{\text{BL}, e}^{1/2} \partial_y u_{\text{BL}, e}^{1/2} \|_{L^2})
\end{equation}

\begin{equation}
\quad = o(\delta^3 e^{-\frac{1}{2}} e^{-\frac{1}{3} t}),
\end{equation}

where $u_{\text{BL}, e}^{1/2}$ is a b.l.b.w. of order $(\frac{1}{2}, \frac{1}{2}, 0, 0)$, $\partial_y u_{\text{BL}, e}^{1/2}$ is a b.l.b.w. of order $(\frac{1}{3}, \frac{2}{3}, -\frac{1}{3})$ and $\partial_y u_{\text{BL}, e}^{1/2}$ is a b.l.b.w. of order $(\frac{1}{3}, \frac{1}{3}, -1, 0)$.

**Appendix A. Proof of Lemma 2.4**

By definition (2.1), $u_{\text{beam}}$ is the Fourier transform of the function

\begin{equation}
g(k) = \sqrt{2\pi} \frac{\sigma}{|k|^{1/2}} \left( \hat{\psi}_{\varepsilon, \sigma}(|k|, \theta) e^{-i\omega t} \right) |k| \geq \theta.
\end{equation}

where $(|k|, \frac{\pi}{2} - (\theta + \gamma))$ are the polar coordinates of $k$ in the rotated reference system $(x, y)$ for $\theta \sim \gamma$ (i.e. the first addend inside the integral (2.1), given by the first term of $\hat{\psi}_{\varepsilon, \sigma}(|k|, \theta)$ in Definition 2.1, while the second addend is just the complex conjugate of the first one, yielding $\theta \sim \gamma + \pi$). We focus on the first term $\theta \sim \gamma$ and from now on, we use the shortened notation

\begin{equation}
\hat{\psi}_{\varepsilon, \sigma}(|k|, \theta) = \chi_{\varepsilon, \sigma}(|k|, \varepsilon^{1/3}(\theta - \gamma)) O(\varepsilon^p |k|^q)
\end{equation}
Thanks to the assumptions on $\theta$ in (A.5), is nothing but the Fourier transform in (A.4). Indeed, the function

$$\lambda(x, t, y) = \chi(x, t, y) q(x, t, y) + 2 e^{-2 \text{Re}(\lambda(k)^{\alpha, \beta}) y} d|k|$$

and finally, we obtain

$$\|v_{\text{beam}}\|_{L^2_y}^2 = O(\varepsilon^{1/3} \sigma^{-3/2} \sigma^{q-1}).$$

Note that when $\alpha = \frac{1}{3}$, $q = -\frac{2}{3}$, $p = -\frac{1}{3}$ (the widest boundary layer of Proposition 3.1), we get

$$\|v_{\text{beam}}\|_{L^\infty_y} = O(\varepsilon^{1/3} \sigma^{-3/2} \sigma^{q-1}).$$

For the $L^\infty$ norm of the wave beam, simply notice that

$$\|v_{\text{beam}}\|_{L^\infty_y}^2 \leq e^{\varepsilon^{1/3} \sigma^{-3/2} \sigma^{q-1}} \int_0^{2\pi} \int_0^\infty \chi_{\sigma, \varepsilon}(x, t, y) |k|^{1+q} d|k| d\theta = O(\varepsilon^{1/3} \sigma^{-3/2} \sigma^{q-1}).$$

Similarly, the $L^\infty$ norm of the wave beam boundary layer yields

$$\|v_{\text{BL}}\|_{L^\infty_y}^2 \leq e^{\varepsilon^{1/3} \sigma^{-3/2} \sigma^{q-1}} \int_0^{2\pi} \int_0^\infty \chi_{\sigma, \varepsilon}(x, t, y) \sup_{y \geq 0} e^{-\text{Re}(\lambda(k)^{\alpha, \beta}) y} |k|^{1+q} d|k| d\theta$$

$$\leq e^{\varepsilon^{1/3} \sigma^{-3/2} \sigma^{q-1}} \int_0^{2\pi} \int_0^\infty \chi_{\sigma, \varepsilon}(x, t, y) \sup_{y \geq 0} e^{-\text{Re}(\lambda(k)^{\alpha, \beta}) y} |k|^{1+q} d|k| d\theta = O(\varepsilon^{1/3} \sigma^{-3/2} \sigma^{q-1}).$$

We further prove the remaining claims.
Therefore
\[ \partial_x v_{t, \text{beam}} = \frac{\sigma}{\varepsilon^{1/6}} \int_0^{2\pi} |\mathbf{k}| \sin(\theta + \gamma) \chi_{\sigma, \varepsilon}(\mathbf{k}, \varepsilon^{-1/3}(\theta - \gamma)) O(\varepsilon^p |\mathbf{k}|^q) e^{-i\omega t + i|\mathbf{k}||\sin(\theta + \gamma)(x-x_0) + i|\mathbf{k}| \cos(\theta + \gamma)y| |\mathbf{k}| \, d|\mathbf{k}| \, d\theta. \]

Therefore \[|\mathbf{k}| \sin(\theta + \gamma) \chi_{\sigma, \varepsilon}(\mathbf{k}, \varepsilon^{-1/3}(\theta - \gamma)) O(\varepsilon^p |\mathbf{k}|^q) = O(\varepsilon^p |\mathbf{k}|^{q+1}) \] so that, by Definition 2.1, \( \partial_x v_{t, \text{beam}} \) is b.w. of order \((p, q + 1)\). The same argument works for \( \partial_y v_{t, \text{beam}} \).

(ii) The conclusion follows by applying exactly the same reasoning as for (i). (iii) To estimate the product of two b.l.b.w. of order \((\alpha, \beta, p, q)\) and \((\alpha', \beta', p', q')\) respectively, it is enough to notice that
\[ \| v_{t, \text{BL}} \times v'_{t, \text{BL}} \|_{L^2(\mathbb{R} \times \mathbb{R}^+)} \leq \min \{ \| v_{t, \text{BL}} \|_{L^2(\mathbb{R} \times \mathbb{R}^+)} \| v'_{t, \text{BL}} \|_{L^2(\mathbb{R} \times \mathbb{R}^+)} - 1, \| v'_{t, \text{BL}} \|_{L^2(\mathbb{R} \times \mathbb{R}^+)} \} = O(\varepsilon^{p+1} |\alpha+\beta'-q-q'|^{-3}), \]
where the estimates in (2.8) have been applied. The product of a b.l.b.w. \( v_{t, \text{BL}} \) and a b.w. \( v'_{t, \text{BL}} \), and of two b.w. \( v_{t, \text{BL}} \), \( v'_{t, \text{BL}} \), are estimated exactly in the same way.

**APPENDIX B. A USEFUL LEMMA**

The proofs of Lemmata 3.5, 3.6 and 3.7 rely on the following simple and useful result.

**Lemma B.1.** Let \( g \) be any complex polynomial. Let us suppose that, for some \( \mu_0 \),
\[ g(\mu_0) \leq \frac{|g'(\mu_0)|^2}{4 \sup_{|\nu| \leq 2 \frac{|g''(\nu)|}{|g'(\nu)|}} |g''(\nu)|}. \]

Then there exists a unique root \( \mu \) of \( g \) such that
\[ |\mu - \mu_0| \leq 2 \frac{|g(\mu_0)|}{|g''(\mu)|}. \]

**Proof.** Let \( \varepsilon_0 := g(\mu_0) \), \( \alpha_0 := g'(\mu_0) \) and
\[ f(x) = \frac{g(x + \mu_0) - \varepsilon_0}{\alpha_0}. \]
Then,
\[ f(0) = 0, \quad f'(0) = 1. \]
Therefore \( f \) satisfies the hypothesis of [26, Lemma 1.3 p. 130] which can be formulated as:

“if \( \sup_{|x| < \varepsilon} |f'(x) - f'(z)| \leq s(r) < 1 \) and \( |z| \leq (1 - s(r))r \), then \( \exists x, |x| \leq r \) such that \( y = f(x) \).”

We have
\[ f(x) = y \iff g(x + \mu_0) = y\alpha_0 + \varepsilon_0 \]
so that
\[ g(\mu_0 + x) = 0 \iff y = -\frac{\varepsilon_0}{\alpha_0}. \]
Therefore, the lemma is proved as soon as one can find \( s_0 < 1 \) such that
\[ \sup_{|x|, |z| \leq 2 \frac{|x\alpha_0|}{|x\alpha_0|}} |f'(x) - f'(z)| \leq s_0 < 1 \text{ and } \frac{|\varepsilon_0|}{|\alpha_0|} \leq (1 - s_0) \frac{2|\varepsilon_0|}{|\alpha_0|} \iff s_0 \leq \frac{1}{2}. \]

Defining \( s_0 \) by
\[ s_0 := \frac{1}{|\alpha_0|} \sup_{|z| \leq 2 \frac{|x\alpha_0|}{|x\alpha_0|}} |g''(z)| \geq \frac{1}{|\alpha_0|} \sup_{|z| \leq 2 \frac{|x\alpha_0|}{|x\alpha_0|}} |g'(x + \mu_0) - g'(z + \mu_0)| \geq \sup_{|x|, |z| \leq 2 \frac{|x\alpha_0|}{|x\alpha_0|}} |f'(x) - f'(z)|, \]
we find that (B.1) is satisfied as soon as \( \alpha_0 \leq \frac{3}{2} \) that is
\[ \sup_{|z| \leq 2 \frac{|x\alpha_0|}{|x\alpha_0|}} |g''(z)| \leq \frac{1}{2} \iff \varepsilon_0 \leq \frac{\alpha_0^2}{4 \sup_{|z| \leq 2 \frac{|x\alpha_0|}{|x\alpha_0|}} |g''(z)|} \iff g(\mu_0) \leq \frac{|g'(\mu_0)|^2}{4 \sup_{|z| \leq 2 \frac{|x\alpha_0|}{|x\alpha_0|}} |g''(z)|}. \]

\( \square \)
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