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1. Introduction

The magnetism of conventional metal is composed of two different contributions, the Pauli paramagnetism due to the spin magnetic moment, and the Landau diamagnetism due to the orbital motion of electrons. In a free electron system, the magnitude of the spin component is larger than the orbital component so that the system exhibits paramagnetism in total. In a condensed matter system, on the other hand, the orbital magnetism sensitively depends on the detail of the band structure, and sometimes largely deviates from the conventional Landau diamagnetism. Particularly, narrow gap materials such as graphite (1–3) or bismuth (4–6) possess a strong orbital diamagnetism which overcomes the spin paramagnetism. Graphene monolayer (7–9) is an extreme case, in which the conduction and valance bands stick together with zero gap and a linear dispersion analogous to massless Dirac fermions (1; 10–13). Accordingly, the orbital susceptibility has a strong singularity at band touching point (Dirac point), which has a Fermi energy dependence at zero temperature as (1; 14–25)

\[ \chi(\varepsilon_F) \propto \delta(\varepsilon_F). \]  

This anomalous behavior can be understood as a zero-mass limit of conventional magnetism for massive Dirac electron, in which the pseudo-spin magnetic moment associated valleys (K and K') gives an essential contribution (25). Monolayer graphene exhibits a non-uniform response also to non-uniform magnetic fields. Owing its scale-less electronic structure, graphene works as a magnetic mirror, where the response current creates a mirror magnetic field which mimics any external field distributions. (24)

The orbital magnetism was also studied for graphene-based materials, such as graphite intercalation compounds, (14–17) and multilayer graphenes. (26–28) Those systems have strong diamagnetism as well, while the delta-function singularity is strongly modified by the electronic coupling between different graphene layers. Bilayer graphene (29–32) has a zero-gap structure with a finite mass in contrast to massless band in monolayer (33–41). This leads to a less singular, logarithmic peak of the susceptibility. (15; 21) In graphene stacks with more than three layers, the Hamiltonian and thus susceptibility can be decomposed into contributions from sub-systems equivalent to monolayer or bilayer graphene. (21)

In this chapter, we review those anomalous properties of the orbital magnetism in graphene and related materials. In Sec. 2, we discuss the susceptibility of the monolayer graphene. We describe the origin of the delta function singularity at the Dirac point, and also a peculiar response to non-uniform magnetic field. We argue the orbital magnetism of bilayer graphene
in Sec. 3, and of general graphene stacks in Sec. 4. In Sec. 5, we extend the analysis to a three-dimensional Dirac system, which is known to give an effective model for bismuth.

2. Monolayer graphene

2.1 Magnetic susceptibility of graphene

Electronic states of graphene in the vicinity of $K$ and $K'$ points in the Brillouin zone are well described by the effective mass approximation. (1; 10–13) Let $|A\rangle$ and $|B\rangle$ be the Bloch functions at the $K$ point, corresponding to $A$ and $B$ sublattices, respectively. In a basis $(|A\rangle, |B\rangle)$, the Hamiltonian for the monolayer graphene around the $K$ point becomes

$$H^K = \left( \begin{array}{cc} \Delta & \sqrt{\hbar \omega_B} \\ \sqrt{\hbar \omega_B} & -\Delta \end{array} \right),$$

(2)

where $\Delta \approx 1 \times 10^6$ m/s is the band velocity (8; 9), $\pi_\pm = \pi_x \pm i \pi_y$, and $\pi = -i \hbar \nabla + (e/c) \mathbf{A}$ with vector potential $\mathbf{A}$ giving external magnetic field $\mathbf{B} = \nabla \times \mathbf{A}$. In the following, we neglect the spin Zeeman energy because the spin splitting is much smaller than Landau-level separations. The Hamiltonian at the $K'$ point is obtained by exchanging $\pi_\pm$ in Eq. (2).

The diagonal terms $\pm \Delta$ represent the potential asymmetry between $A$ and $B$ sites, which opens an energy gap at the Dirac point. Although $A$ and $B$ are intrinsically symmetric in usual graphene, the asymmetry can arise in a sample placed on a certain substrate material, where the interaction between the graphene and the substrate lattice produces different potentials between $A$ and $B$. (42; 43) Theoretically, the singular behavior in ideal graphene with vanishing gap is intuitively understood by taking the limit $\Delta \to 0$, as will be shown below. We can safely assume $\Delta \geq 0$ without loss of generality. The energy band at $B = 0$ is given by

$$\epsilon_s(p) = s \sqrt{v^2 p^2 + \Delta^2}, \quad (s = \pm 1)$$

(3)

with electron momentum $p = (p_x, p_y)$ and $p = \sqrt{p_x^2 + p_y^2}$. The density of states is

$$D(\epsilon) = \frac{g_v g_s |\epsilon|}{2 \pi \hbar^2 v^2} \theta(|\epsilon| - \Delta),$$

(4)

where $g_s = 2$ and $g_v = 2$ represent the degrees of freedom associated with spin and valley, respectively, and $\theta(t)$ is a step function, defined by

$$\theta(t) = \begin{cases} 1 & (t > 0); \\ 0 & (t < 0). \end{cases}$$

(5)

The Landau-level spectrum can be found using the relation $\pi_+ = (\sqrt{\hbar}/l_B) a^\dagger$ and $\pi_- = (\sqrt{\hbar}/l_B) a$, where $l_B = \sqrt{\hbar eB}$ is magnetic length and $a^\dagger$ and $a$ are raising and lowering operators for usual Landau-level wave functions, respectively. The eigenfunction of the Hamiltonian at $K$ point is written as $(c_1 \phi_{n-1}, c_2 \phi_n)$ with integers $n \geq 0$, where $\phi_n$ is the usual Landau-level wave function and $\phi_n$ of $n < 0$ is regarded as $0$. The Hamiltonian matrix for $(c_1, c_2)$ becomes

$$H^K = \left( \begin{array}{cc} \Delta & \hbar \omega_B \sqrt{n} \\ \hbar \omega_B \sqrt{n} & -\Delta \end{array} \right).$$

(6)
For $n = 0$, the eigenvector $(c_1, c_2) = (1, 0)$, corresponding to the eigenvalue $\Delta$, is not associated with any real eigenstates since the first component of wavefunction $\phi_{-1}$ is zero. Similarly, the eigenfunction of $K'$ point is written as $(c_1 \phi_n, c_2 \phi_{-n})$, and the eigenvector $(0, 1)$ of $n = 0$, corresponding to the eigenvalue $-\Delta$, is not a real state. From these arguments, we obtain the eigen energies,

$$\varepsilon^K_n = \text{sgn}_-(n) \sqrt{(\hbar \omega_B)^2 |n| + \Delta^2},$$

$$\varepsilon^K'_{n} = \text{sgn}_+(n) \sqrt{(\hbar \omega_B)^2 |n| + \Delta^2},$$

with $n = 0, \pm 1, \pm 2, \ldots$, $\hbar \omega_B = \sqrt{2\hbar v/l_B}$, $l_B = \sqrt{\hbar/eB}$, and

$$\text{sgn}_\pm(n) = \begin{cases} +1 & (n > 0); \\ \pm 1 & (n = 0); \\ -1 & (n < 0). \end{cases}$$

The Landau levels of $n \neq 0$ are doubly degenerate between the $K$ and $K'$ valleys, while those of $n = 0$ are not. Figure 1(a) shows an example of energy levels at $\hbar \omega_B = 2\Delta$.

The thermodynamical potential at temperature $T$ becomes

$$\Omega = -\frac{1}{\beta} \frac{g_v g_s}{2\pi l_B^2} \sum_{s=\pm} \sum_{n=0}^{\infty} \varphi(s((\hbar \omega_B)^2 n)) \left(1 - \frac{\delta_{n,0}}{2}\right),$$

where $\beta = 1/k_B T$, $\varepsilon_s(x) = s\sqrt{x + \Delta^2}$, $\varphi(\varepsilon) = \log [1 + e^{-\beta(x - \zeta)}]$ with $\zeta$ being the chemical potential, and $g_s = 2$ and $g_v = 2$ represent the degrees of freedom associated with spin and valley, respectively. The magnetic susceptibility is defined by

$$\chi = -\left. \left(\frac{\partial^2 \Omega}{\partial B^2}\right) \right|_{B=0}. \quad (10)$$

In weak magnetic field, using the Euler-Maclaurin formula, the summation in $n$ in Eq. (9) can be written as an integral in continuous variable $x$ and a residual term proportional to $B^2$. At zero temperature, we have (25)

$$\chi(\varepsilon_F) = -g_v g_s \frac{\varepsilon_F^2 e^2}{6\pi c^2} \frac{1}{2\Delta} \theta(\Delta - |\varepsilon_F|). \quad (11)$$

In the limit of $\Delta \to 0$, this approaches

$$\chi(\varepsilon_F) = -g_v g_s \frac{\varepsilon_F^2 e^2}{6\pi c^2} \delta(\varepsilon_F). \quad (12)$$

The susceptibility of Eq. (11) and the density of states of Eq. (4) are shown in Fig. 1 (b). The susceptibility is not zero in the gap, because the completely filled valence band gives a constant diamagnetic susceptibility. When the Fermi energy enters the conduction band, the susceptibility jumps downs to zero, resulting in zero total magnetism. Because the Hamiltonian is equivalent to that of a Dirac electron with a nonzero mass, the magnetic susceptibility around the band edge should correspond to that of a conventional electron. This is clearly illustrated by the effective Hamiltonian expanded in the vicinity of
For the conduction band, the effective Hamiltonian for the A site near the band bottom ($\epsilon = \Delta$) is written apart from the constant energy as

$$
H^K \approx \frac{V^2}{2\Delta} \pi_+ \pi_- - \frac{\pi^2}{2m^*} + \frac{1}{2} g^* \mu_B B, \\
H^{K'} \approx \frac{V^2}{2\Delta} \pi_+ \pi_- - \frac{\pi^2}{2m^*} - \frac{1}{2} g^* \mu_B B,
$$

where $\mu_B = e\hbar/(2mc)$ is the Bohr magneton with $m$ being the free electron mass, and we defined $m^* = \Delta/V^2$, $g^* = 2m/m^*$. For instance, the $g$ factor is estimated at $g^* \sim 60$ at $\Delta = 0.1$ eV, and diverges as $\propto \Delta^{-1}$ as the gap decreases. The last term in each Hamiltonian can be regarded as the pseudo-spin Zeeman term, where the different valleys $K$ and $K'$ serve as pseudo-spin up ($\xi = +1$) and down ($\xi = -1$), respectively. This agrees with the Zeeman energy expected for an intrinsic magnetic moment, that originates from the self-rotation of the wave packet in Bloch electron. (44; 45)

Obviously, the pseudo-spin Zeeman term gives the Pauli paramagnetism and the first term containing $\pi^2$ gives the Landau diamagnetism in the usual form as

$$
\chi_P(\epsilon) = \left(\frac{g^*}{2}\right)^2 \mu_B^2 D(\epsilon), \\
\chi_L(\epsilon) = -\frac{1}{3} \left(\frac{m}{m^*}\right)^2 \mu_B^2 D(\epsilon),
$$

with density of states $D(\epsilon) = g_0 g_s m^*/(2\pi\hbar^2) \theta(\epsilon)$. The total susceptibility $\chi_P + \chi_L$ actually agrees with the amount of the jump at the conduction band bottom in $\chi$ of Eq. (11). Because $g = 2m/m^*$ in the present case, we have $\chi_L = -\chi_P/3 \propto 1/m^*$ as in the free electron, giving the paramagnetic susceptibility in total. Therefore the susceptibility exhibits a discrete jump toward the paramagnetic direction when the Fermi energy moves off the Dirac point.
In the original Hamiltonian, the Landau-level energies in Eq. (7) can be rewritten as

\[ \varepsilon_{\xi,s,n'} = s \sqrt{\left( \hbar \omega_B \right)^2 \left( n' + \frac{1}{2} + \frac{s}{2} \right) + \Delta^2} \quad (n' = 0, 1, 2, \cdots). \]  

(17)

Figure 1(a) shows energy levels for \( \hbar \omega_B = 2\Delta \) and the relationship between the different labeling schemes of Eqs. (7) and (17). For the conduction band, the levels of the same \( n' \) with opposite pseudo-spins \( \xi = \pm 1 \) share the same Landau level function labeled by \( n' \) on the \( A \) site, on which the states near the conduction-band bottom (\( \varepsilon = \Delta \)) have most of the amplitude. For the valence band, similarly, \( n' \) describes the index of the Landau-level function at the \( B \) site.

### 2.2 Response to non-uniform magnetic field

We extend the argument to spatially modulated magnetic fields. The graphene in a non-uniform magnetic field was studied in the context of the electron confinement, (46–48) the peculiar band structures in superlattice, (49; 50) transport, (51) and the quantum Hall effect. (52, 53) In the following, we introduce a linear response theory to general field distributions. (24) We consider an isotropic 2D system, under a magnetic field given by \( B(\mathbf{r}) = [\nabla \times \mathbf{A}(\mathbf{r})]_z \) with vector potential \( \mathbf{A}(\mathbf{r}) \). Here \( \mathbf{r} = (x, y) \) denotes 2D position on the graphene. We define \( \mathbf{j}(\mathbf{r}) = (j_x, j_y) \) as the 2D electric current density induced in the system. Within the linear response, the Fourier-transforms of \( \mathbf{j}(\mathbf{r}) \) and \( \mathbf{A}(\mathbf{r}) \) satisfy

\[ j_\mu(q) = \sum_\nu K_{\mu\nu}(q) A_\nu(q), \]  

(18)

with response function \( K_{\mu\nu} \). The gauge invariance for \( \mathbf{A} \) requires \( \sum_\nu K_{\mu\nu}(q) q_\nu = 0 \), and the continuous equation, \( \nabla \cdot \mathbf{j} = 0 \), imposes another constraint \( \sum_\mu q_\mu K_{\mu\nu}(q) = 0 \). To meet both requirements, tensor \( K_{\mu\nu} \) needs to be in the form,

\[ K_{\mu\nu}(q) = K(q) \left( \delta_{\mu\nu} - \frac{q_\mu q_\nu}{q^2} \right). \]  

(19)

On the other hand, because \( \nabla \cdot \mathbf{j} = 0 \), we can express \( \mathbf{j}(\mathbf{r}) \) as \( j_x = c \partial m / \partial y, j_y = -c \partial m / \partial x \), with \( m(\mathbf{r}) \) being the local magnetic moment perpendicular to the layer. In the linear response, its Fourier transform is written as

\[ m(q) = \chi(q) B(q), \]  

(20)

with the magnetic susceptibility \( \chi(q) \). Equations (18) and (20) are complementary, and both response functions \( \chi(q) \) and \( K(q) \) are related by

\[ \chi(q) = \frac{1}{c q^2} K(q). \]  

(21)

We apply the above formulation to graphene without gap, i.e., \( \Delta = 0 \). The eigenstates at zero magnetic field are labeled by \( (s, \mathbf{k}) \) with \( s = \pm 1 \) and \( -1 \) being the conduction and valence bands, respectively, and wave vector \( \mathbf{k} \). The eigen energy is given by \( \varepsilon_{s\mathbf{k}} = shv k \), and the corresponding wavefunction is \( \psi_{s\mathbf{k}}(\mathbf{r}) = e^{i\mathbf{k} \cdot \mathbf{r}} F_{s\mathbf{k}} / \sqrt{S} \) with \( F_{s\mathbf{k}} = \frac{1}{\sqrt{2}} \left( e^{i\theta} s \right) \), where \( k \) and \( \theta \) are defined by \( (k_x, k_y) = k(\cos \theta, \sin \theta) \) and \( S \) is the system area.
The local current density at $r_0$ is calculated as the expectation value of current-density operator $\hat{j}(r_0) = e\nu \sigma \delta(r - r_0)$ over the occupied states. In the first order perturbation in $A$, we have

$$K_{\mu\nu}(q) = -\frac{g_v g_s e^2}{c} \sum_{s=\pm} \frac{f(\epsilon_{sk}) - f(\epsilon_{s'k} + q)}{\epsilon_{sk} - \epsilon_{s'k} + q} \left( t_{sk}^s v_f F_{s'k+q}^s + (F_{s'k+q}^s v_f t_{sk})^\dagger \right),$$

(22)

where $v_\mu = v_\sigma \mu$.

At the zero temperature, this can be explicitly calculated as

$$\chi(q; \epsilon_F) = -\frac{g_v g_s e^2 v}{16\hbar c^2} \frac{1}{q} \theta(q - 2k_F) \left[ 1 + \frac{2k_F}{\pi q^2} \sqrt{1 - \left(\frac{2k_F}{q}\right)^2} - \frac{2}{\pi} \sin^{-1}\left(\frac{2k_F}{q}\right) \right],$$

(23)

where $k_F = |\epsilon_F|/(\hbar v)$ is the Fermi wave number. Significantly, $\chi$ vanishes in range $q < 2k_F$, i.e., no current is induced when the external field is smooth enough compared to the Fermi wavelength. At $\epsilon_F = 0$, particularly, we have

$$\chi(q; 0) = -\frac{g_v g_s e^2 v}{16\hbar c^2} \frac{1}{q}.$$

(24)

We plot $\chi(q; \epsilon_F)$ against (a) $q$ and (b) $\epsilon_F$ in Fig. 2. As a function of $q$, the susceptibility suddenly starts from zero at $q = 2k_F$, and rapidly approaches the universal curve (24). As a function of $\epsilon_F$ with fixed $q$, it is nonzero only in a finite region satisfying $|\epsilon_F| < \hbar v q/2$, and its integral over $\epsilon_F$ becomes constant $-g_v g_s e^2 v^2/(6\pi c^2)$. Thus, in the limit of $q \to 0$ it goes to the previous result Eq. (12). The susceptibility of the carbon nanotube to a uniform field perpendicular to the axis has the equivalent expression of Eq. (24) where $q$ is replaced by $2\pi/L$ with tube circumference $L$. (54; 55)

The undoped graphene ($\epsilon_F = 0$) has a special property in which the counter magnetic field induced by the response current has a spacial distribution similar to that of external magnetic field, regardless of its length scale (24). Let us assume that a sinusoidal external field $B(r) = B \cos qx$ is applied to undoped graphene. With the susceptibility Eq. (24), the response current is calculated as $j_q(r) = -[g_v g_s e^2 v B/(16\hbar c)] \sin qx$. The current induces a counter magnetic field which reduces the original field. The $z$ component of the induced field on graphene becomes

$$B_{\text{ind}}(r) = -a_g B(r), \quad a_g = \frac{2\pi g_v g_s e^2 v}{16\hbar c^2} \approx 4 \times 10^{-5}.$$

(25)
Because the ratio is independent of $q$, Eq. (25) is actually valid for any external field $B(r)$, i.e., the magnetic field on the graphene is always reduced by the same factor $1 - \sigma_g$. This property holds whenever $\chi(q)$ is written as $C/q$ with constant $C$.

The argument of the magnetic field screening can be extended in the three dimensional field distribution. Let us suppose a situation when a certain magnetic object is placed above the undoped graphene ($z > 0$), which produces an external magnetic field $B(\rho)$ in 3D space $\rho = (x, y, z)$. Then, the followings are concluded: (i) On the other side of the graphene ($z < 0$), the induced field becomes $-\sigma_g B(\rho)$, i.e., the external field is screened by the factor $1 - \sigma_g$. (ii) On the same side ($z > 0$), the induced field is given by $\sigma_g R_z[B(x, y, -z)]$, where $R_z$ is the vector inversion with respect to $z = 0$. Namely, this is equivalent to a field of the mirror image of the original object reflected with respect to $z = 0$, and reduced by $\sigma_g$.

Using the property of magnetic mirroring, we can easily estimate the magnetic repulsive force which works between undoped graphene and magnetic objects. If we put on the top of graphene the permanent magnet with surface magnetic flux $\sigma_m$, the repulsive force per unit area is given by $2\pi \sigma_g \sigma_m^2$, which is a force between a sheet with magnetic monopole density $\sigma_m$ and its mirror image with $\sigma_g \sigma_m$. At $\sigma_m$ which amounts to the surface flux 1T (e.g., neodymium magnet), this is as large as 0.16 gram weight/cm$^2$, which is surprisingly large as a force generated by a thin film only one atom thick.

The $1/q$ dependence of $\chi(q)$, which is responsible for peculiar diamagnetic responses argued above, is a characteristic property common to general $k$-linear Hamiltonian. This can be shown using the scaling argument as follows. We consider an isotropic two-dimensional system, in which Hamiltonian $H$ contains only terms linear in $\pi_x$ and $\pi_y$. The velocity operator $v_\mu = \partial H / \partial \pi_\mu$ is then a constant matrix independent of $\pi$. Similarly to graphene, the eigen energy and the wavefunction are written as $\epsilon_{n,k}$ and $\psi_{n,k}(r) = e^{ik \cdot r} F_{n,k}/\sqrt{S}$, respectively, with the subband index $n$ and the wavenumber $k$. The response function $K_{\mu v}(q)$ can then be written in the same form as Eq. (22), with index $s$ replaced with $n$.

If we change the energy and wave number scales by an arbitrary factor $a$ as

$$\epsilon = a \tilde{\epsilon}, \quad k_i = a \tilde{k}_i,$$

then the Hamiltonian becomes formally identical under that transformation, since the coefficients of $k$-linear terms in the Hamiltonian remain unchanged. The eigen energy and eigen function obey $\epsilon_{n,k} = \epsilon_{n,k}/a$ and $F_{n,k} = F_{n,k}$. Using them, we can show that the response function $K_{\mu v}(q)$ scales at zero temperature and at zero Fermi energy as

$$K_{\mu v}(q) = K_{\mu v}(q),$$

which allows us to write as $K(q) = Cq$ with certain number $C$. With Eq. (21), the susceptibility $\chi$ becomes

$$\chi(q) = \frac{C}{cq}.$$  

Similar scaling argument also applies to $\chi(\epsilon_F)$ at $q = 0$, leading to $\chi(\epsilon_F) \propto \delta(\epsilon_F)$ in any $k$-linear Hamiltonian. (26)

### 3. Bilayer graphene

Bilayer graphene is a pair of graphene layers arranged in AB (Bernal) stacking and includes $A_1$ and $B_1$ atoms on layer 1 and $A_2$ and $B_2$ on layer 2. (33–41) The schematics of the AB stacked
graphite is illustrated in Figure 3, and the only layer 1 and 2 exist in bilayer graphene. The Hamiltonian at the K point for the basis (|A\rangle, |B\rangle, |A\rangle, |B\rangle) is given by

\[
\mathcal{H}^K = \begin{pmatrix}
\Delta & v\pi_- & 0 & 0 \\
v\pi_+ & \Delta & \gamma_1 & 0 \\
0 & -\Delta & v\pi_- & 0 \\
0 & 0 & v\pi_+ & -\Delta
\end{pmatrix},
\]

(29)

and that for K' point is obtained by exchanging \(\pi_\pm\). The parameter \(\gamma_1 \approx 0.39\) eV (57) represents vertical coupling between \(B_1\) and \(A_2\) (33; 34; 60), and \(\Delta\) describes potential asymmetry between layer 1 and 2 (not A and B sites), which gives rise to an energy gap. (33–37; 39; 60; 61) Experimentally the potential asymmetry can be induced by applying an electric field perpendicular to the layer, (30–32; 62; 63) and the energy gap as large as 0.2 eV was actually observed in spectroscopic measurements. (30; 62; 63) Several interlayer coupling parameters other than \(\gamma_1\) were introduced for the description of the band structure of bulk graphite, (58; 59) while they do not change the qualitative feature of the low-energy spectrum (59) and will be neglected in the following arguments.

The energy band at \(B = 0\) is given by (37)

\[
\varepsilon_{s\mu}(p) = s(\frac{\gamma_1^2}{2} + \nu^2 p^2 + \Delta^2 + \mu \left[\frac{\gamma_1^4}{4} + \nu^2 p^2 (\gamma_1^2 + 4\Delta^2)\right]^{1/2})^{1/2},
\]

(30)

with \(s = \pm 1\) and \(\mu = \pm 1\). The index \(\mu = +1\) and \(-1\) give a pair of bands further and closer to zero energy, respectively, and \(s = +1\) and \(-1\) in each pair represent the electron and hole branches, respectively. The band-edge energies corresponding to \(p = 0\) are given by \(|\varepsilon| = \varepsilon_{\pm}\) for \(\mu = \pm 1\), where

\[
\varepsilon_{\pm} = \sqrt{\gamma_1^2 + \Delta^2}, \quad \varepsilon_- = |\Delta|.
\]

(31)

For \(\mu = -1\), the band minimum becomes

\[
\varepsilon_0 = \frac{\gamma_1|\Delta|}{\sqrt{\gamma_1^2 + 4\Delta^2}},
\]

(32)

which corresponds to an off-center momentum. (34) The density of states diverges here as \(D(\varepsilon) \propto (\varepsilon - \varepsilon_0)^{-1/2}\). The energy bands and the density of states with several \(\Delta's\) are plotted.
in Figs. 5 (a) and (b), respectively. Vertical lines in (a) indicate the energies of $\varepsilon_0$, $\varepsilon_-$, and $\varepsilon_+$ for $\Delta = 0.5\gamma_1$. In a magnetic field, the eigenfunction of the Hamiltonian at the $K$ point is written as $(c_1\phi_{n-1}, c_2\phi_n, c_3\phi_n, c_4\phi_{n+1})$ with integer $n \geq -1$. For $n \geq 1$, the Hamiltonian matrix for $(c_1, c_2, c_3, c_4)$ becomes\(25; 34; 64\)

$$H^K_{n \geq 1} = \begin{pmatrix}
\Delta & \hbar\omega_B\sqrt{n} & 0 & 0 \\
\hbar\omega_B\sqrt{n} & \Delta & -\gamma_1 & 0 \\
0 & \gamma_1 & -\Delta & \hbar\omega_B\sqrt{n+1} \\
0 & 0 & \hbar\omega_B\sqrt{n+1} & -\Delta
\end{pmatrix}, \quad (33)$$

For $n = 0$, the first component does not actually exist because $\phi_{-1} = 0$. The matrix for $(c_2, c_3, c_4)$ becomes

$$H^K_0 = \begin{pmatrix}
\Delta & \gamma_1 & 0 \\
\gamma_1 & -\Delta & \hbar\omega_B \\
0 & \hbar\omega_B & -\Delta
\end{pmatrix}. \quad (34)$$

For $n = -1$, only the component $c_4$ survives and the Hamiltonian is

$$H^K_{-1} = -\Delta. \quad (35)$$

For the $K'$ point, the eigenfunction is written as $(c_1\phi_{n+1}, c_2\phi_n, c_3\phi_n, c_4\phi_{n-1})$. For $n \geq 1$, the Hamiltonian matrix for $(c_1, c_2, c_3, c_4)$ is

$$H^{K'}_{n \geq 1} = \begin{pmatrix}
\Delta & \hbar\omega_B\sqrt{n+1} & 0 & 0 \\
\hbar\omega_B\sqrt{n+1} & \Delta & -\gamma_1 & 0 \\
0 & \gamma_1 & -\Delta & \hbar\omega_B\sqrt{n} \\
0 & 0 & \hbar\omega_B\sqrt{n} & -\Delta
\end{pmatrix}. \quad (36)$$
For \( n = 0 \), the matrix for \((c_1, c_2, c_3)\) becomes
\[
H^K_0 = \begin{pmatrix}
\Delta & \hbar \omega_B & 0 \\
\hbar \omega_B & \Delta & \gamma_1 \\
0 & \gamma_1 & -\Delta
\end{pmatrix},
\]
(37)
and for \( n = -1 \), that for \( c_1 \) is
\[
H^K_{-1} = \Delta.
\]
(38)
If we extend the definition of the matrix of Eq. (33) to \( n = 0 \), its three eigenvalues agree with those of \( H^K_0 \) and the rest with that of \( H^K_{-1} \). Similarly, the matrix of Eq. (36) with \( n = 0 \) gives eigenvalues of \( H^K_0 \) and \( H^K_{-1} \). Thus we can use Eqs. (33) and (36) with \( n \geq 0 \) to produce the full spectrum. By introducing the pseudo-spin variable \( \xi = \pm 1 \), the Hamiltonian is combined into a single expression,
\[
H^\xi_n = \begin{pmatrix}
\Delta & \sqrt{x_n} & 0 \\
\sqrt{x_n} & \Delta & \gamma_1 \\
0 & \gamma_1 & -\Delta
\end{pmatrix},
\]
(39)
with
\[
x_{n \pm} = x_n \pm \frac{1}{2} \xi \delta,
\]
(40)
and
\[
x_n = \left( n + \frac{1}{2} \right) \delta, \quad \delta = (\hbar \omega_B)^2.
\]
(41)
We write the eigenvalues of \( H^\xi_n \) as
\[
\varepsilon_j(x_n, \xi \delta) \quad (j = 1, 2, 3, 4),
\]
(42)
in the ascending order in energy (\( j = 1 \) and 2 for valence bands and \( j = 3 \) and 4 for the conduction bands). The second argument in \( \varepsilon_j(x_n, \xi \delta) \) represents the dependence on \( B \) which are not included in \( x_n \). Figure 4 shows the example of the Landau-level spectrum at \( \Delta/\gamma_1 = 0.2 \) and \( \hbar \omega_B/\gamma_1 = 0.5 \), where the thick dashed lines represent the Landau level which originally belongs to \( n = -1 \) at opposite valleys. The correspondence between quantum numbers \( j \) and \((s, \mu)\) are indicated in the figure.

The thermodynamic potential becomes
\[
\Omega = -\frac{1}{\beta} \frac{g_s}{2\beta} \sum_{\xi, j} \sum_{n=0}^{\infty} \varphi[\varepsilon_j(x_n, \xi \delta)]
\]
\[= -\frac{1}{\beta} \frac{g_s}{4\pi^2 \hbar^2 v^2} \sum_{\xi, j} \left[ \int_0^\infty \varphi[\varepsilon_j(x, \xi \delta)] dx + \frac{\delta^2}{24} \frac{\partial^2 \varphi[\varepsilon_j(x, 0)]}{\partial x^2} \bigg|_{x=0} \right] + O(\delta^3),
\]
(43)
where we used the Euler-Maclaurin formula in the second equation. The first term in the bracket can be transformed by changing the integral variable from \( x \) to \( \varepsilon \) as
\[
\frac{1}{\beta} \int_0^\infty \varphi[\varepsilon_j(x, \xi \delta)] dx = \int_{-\infty}^{\infty} f(\varepsilon) n_j(\varepsilon, \xi \delta) d\varepsilon,
\]
(44)
where we used $\varphi'(\epsilon) = -\beta f(\epsilon)$ with $f(\epsilon)$ being the Fermi distribution function, and defined

$$n_j(\epsilon, \xi_\delta) \equiv s_j(\epsilon, \xi_\delta)x_j(\epsilon),$$  \hspace{1cm} (45)$$

where $x_j(\epsilon, \xi_\delta)$ is a real and positive solution of $\epsilon = \epsilon_j(x, \xi_\delta)$ and

$$s_j(\epsilon, \xi_\delta) \equiv \text{sgn}\left(\frac{\partial x_j(\epsilon, \xi_\delta)}{\partial \epsilon}\right),$$  \hspace{1cm} (46)$$

If there are more than one solution of $x_j$, we regard $n_j$ as their sum. The quantity $n_j(\epsilon, \xi_\delta)/(4\pi\hbar^2v^2)$ represents the electron density below $\epsilon$ for the conduction band and the hole density above $\epsilon$ for the valence band. By expanding

$$n_j(\epsilon, \xi_\delta) = n_j^{(0)}(\epsilon) + n_j^{(1)}(\epsilon)\xi_\delta + \frac{1}{2}n_j^{(2)}(\epsilon)\xi_\delta^2 + \cdots,$$  \hspace{1cm} (47)$$

we can further expand $\Omega$ of Eq. (43) in terms of $\delta \propto B$. We have (25)

$$\chi(\epsilon) = g_vg_s\frac{\epsilon^2\gamma^2}{\pi c^2} \sum_j \left[\int_{-\infty}^{\epsilon_\delta} n_j^{(2)}(\epsilon')d\epsilon' - \frac{1}{12}\theta[\epsilon - \epsilon_j(0, 0)] \frac{\partial x_j(x, 0)}{\partial x}\right|_{x=0}.$$  \hspace{1cm} (48)$$

For the Hamiltonian of Eq. (39), the eigenequation $\text{det}(\epsilon - H^{\gamma}_B) = 0$ can be solved for $x$ ($\equiv x_n$) as

$$x_\pm = \epsilon^2 + \Delta^2 \mp \frac{1}{2} \sqrt{(4\epsilon\Delta - \xi_\delta)^2 + 4\gamma_1^2(\epsilon^2 - \Delta^2)},$$  \hspace{1cm} (49)$$

which gives $x_j(\epsilon, \xi_\delta)$ when being real and positive. At symmetric bilayer, $\Delta = 0$, the susceptibility can be explicitly calculated as

$$\chi(\epsilon) = -\frac{g_vg_s}{4\pi\gamma_1^2} \frac{\epsilon^2\gamma^2}{\hbar^2} \frac{\theta(\gamma_1 - |\epsilon_F|)}{\gamma_1} \left(\ln \frac{|\epsilon_F|}{\gamma_1} - \frac{1}{3}\right),$$  \hspace{1cm} (50)$$

agreeing with the previous results (15; 21). The susceptibility diverges logarithmically toward $\epsilon_F = 0$, becomes slightly positive for $|\epsilon_F| \lesssim \gamma_1$, and vanishes for $|\epsilon_F| > \gamma_1$ where the higher subband enters. The integration of $\chi$ in Eq. (50) over the Fermi energy becomes $-(g_vg_s/3\pi)(\epsilon^2\gamma^2/\hbar^2)$ independent of $\gamma_1$, which is exactly twice as large as that of the monolayer graphene Eq. (12).

For finite asymmetry $\Delta$, we can analytically argue several important properties as follows. (25) Let us first consider the case $\epsilon > \epsilon_+$, where two conduction bands are occupied by electrons. In this case $x_\pm$ are both real and positive and we have $x_1 = x_2 = 0$, $x_3 = x_+$, and $x_4 = x_-$. Then, we have

$$\sum_j n_j(\epsilon, \xi_\delta) = x_+ + x_- = 2(\epsilon^2 + \Delta^2),$$  \hspace{1cm} (51)$$

independent of $\xi_\delta$. Therefore, $\sum_j n_j^{(2)}(\epsilon)$ identically vanishes, resulting in susceptibility independent of energy in the region $\epsilon > \epsilon_+$ regardless of the value of $\Delta$. The same is true for $\epsilon < -\epsilon_+$. Because $\chi = 0$ for $\epsilon = \pm\infty$, i.e., in the case of empty or filled band, we can conclude that the susceptibility vanishes for $\epsilon > \epsilon_+$ and $\epsilon < -\epsilon_+$ independent of interlayer interaction $\gamma_1$ and asymmetry $\Delta$. 
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Fig. 5. (a) Density of states, and (b) magnetic susceptibility of bilayer graphenes with the asymmetry gap $\Delta / \gamma_1 = 0, 0.2, \text{and } 0.5$. Arrows indicate the energies of $\epsilon_0, \epsilon_-$ and $\epsilon_+$ for $\Delta / \gamma_1 = 0.5$. In (b), upward direction represents negative (i.e., diamagnetic) susceptibility.

In the energy region $-\epsilon_- < \epsilon < -\epsilon_0$ near the top of the valence band, both $x_+$ and $x_-$ are real and positive, giving the states at outer and inner equi-energy circle of the band $j = 2$, respectively. Then we have

$$n_2^{(2)}(\epsilon) = \frac{\partial^2}{\partial \delta^2} (-x_+ + x_-) \bigg|_{\delta=0} = \frac{\gamma_1^2 (\Delta^2 - \epsilon^2)}{2[(4\Delta^2 + \gamma_1^2)(\epsilon^2 - \epsilon_0^2)]^{3/2}}. \quad (52)$$

When the energy approaches to $-\epsilon_0$ from the negative side, the integral of $n_2^{(2)}(\epsilon)$, thus the susceptibility, diverges in positive direction as $\propto (\epsilon + \epsilon_0)^{-1/2}$ in the same manner as the density of states. The same divergence occurs at the bottom of the conduction band, $+\epsilon_0$, because of the electron-hole symmetry.

In the vicinity of the bottom of the excited conduction band, $\epsilon = \epsilon_+$, we have

$$n_4^{(2)}(\epsilon) = \frac{\partial^2}{\partial \delta^2} \chi_0 \theta(x_-) \bigg|_{\delta=0} = \left[ \frac{\partial^2}{\partial \delta^2} x_- \theta(x_-) + \left( \frac{\partial x_-}{\partial \delta} \right)^2 \delta(x_-) \right]_{\delta=0}, \quad (53)$$

where we used $x_- \delta(x_-) = 0$ and $x_- \delta'(x_-) = -\delta(x_-)$. Using Eq. (48), we find that the susceptibility makes a discrete jump at $\epsilon_+$ as

$$\chi(\epsilon_+ + 0) - \chi(\epsilon_+ - 0) = g^0 g^s \frac{e^2 v^2}{\pi c^2} \left( \frac{\Delta^2 \sqrt{\Delta^2 + \gamma_1^2}}{\gamma_1^2 (2\Delta^2 + \gamma_1^2)} - \frac{2\Delta^2 + \gamma_1^2}{12\gamma_1^2 \sqrt{\Delta^2 + \gamma_1^2}} \right), \quad (54)$$

where the first term in the bracket comes from the integral of the delta function in Eq. (53) and the second term from the step function in Eq. (48).

Near $\epsilon_+$, the eigenstates are given primarily by the dimer states composed of $|B_1\rangle$ and $|A_2\rangle$. The effective Hamiltonian is described by the second order in interband interaction with the conduction-band bottom $|A_1\rangle$ and the valence-band top $|B_2\rangle$, where each process gives a term $\propto \pi_+ \pi_-$ or $\propto \pi_- \pi_+$. In symmetric bilayer with $\Delta = 0$, the terms $\pi_+ \pi_-$ and $\pi_- \pi_+$ have the same coefficient and the pseudo-spin Zeeman term identically vanishes. When $\Delta$ becomes nonzero, the two coefficients shift from each other linearly in $\Delta$ because of the band-gap.
opening, leading to a nonzero Zeeman term. The resulting effective Hamiltonian is given by Eqs. (13) and (14) with

\[ m^\star = \frac{\gamma_1^2 \sqrt{\Delta^2 + \gamma_1^2}}{2\sqrt{2}(2\Delta^2 + \gamma_1^2)} \]

\[ g^\star = \frac{4\Delta \sqrt{\Delta^2 + \gamma_1^2}}{2\Delta^2 + \gamma_1^2} \frac{m}{m^\star} \].

(55)

In the region \( \Delta \lesssim \gamma_1 \), the typical magnitude of the effective mass \( m^\star \) is of the order of \( \gamma_1 / (2\sqrt{2}) \approx 0.035m \).

The susceptibility is written as Pauli and Landau magnetism in Eqs. (15) and (16), respectively, which together give a susceptibility jump of Eq. (54). The paramagnetic component \( \chi_P \) is zero at \( \Delta = 0 \) and monotonically increases as \( \Delta \) becomes larger. At \( g^\star = (2/\sqrt{3})(m/m^\star) \) or \( \Delta \approx 0.34\gamma_1 \), \( \chi_P \) exceeds \( \chi_L \) and the susceptibility step changes from diamagnetic to paramagnetic. In the limit \( \Delta \to \infty \), we have \( g^\star = 2m/m^\star \) as in the monolayer. This is to be expected, because the bilayer graphene in this limit can be regarded as a pair of independent monolayer graphenes, where interlayer coupling \( \gamma_1 \) opens an energy gap at each Dirac point.

Similar argument also applies to the behavior around \( \epsilon_- \).

Figure 5 (c) plots the susceptibility for \( \Delta = 0, 0.2, \) and 0.5. In accordance with the above analytic consideration, we actually observe that the susceptibility vanishes in the region \( \epsilon > \epsilon_+ \) and \( \epsilon < -\epsilon_+ \) and that the susceptibility step at \( \epsilon = \epsilon_+ \) changes from diamagnetic to paramagnetic with increasing \( \Delta \). We also see that the susceptibility for \( \Delta \neq 0 \) diverges in the paramagnetic direction at \( \epsilon = \pm \epsilon_0 \).

4. Multilayer graphenes

We consider a multilayer graphene composed of \( N \) layers of a carbon hexagonal network, which are arranged in the AB (Bernal) stacking. A unit cell contains \( A_j \) and \( B_j \) atoms on the layer \( j = 1, \cdots, N \). If the basis is taken as \( |A_1\rangle, |B_1\rangle; |A_2\rangle, |B_2\rangle; \cdots; |A_N\rangle, |B_N\rangle \), the Hamiltonian for the multilayer graphene around the \( K \) point becomes (26; 34–36; 40; 41)

\[ \mathcal{H} = \begin{pmatrix} H_0 & V \\ V^\dagger & H_0 \\ V & H_0 \\ \vdots & \vdots & \ddots & \ddots \end{pmatrix} \],

(56)

with

\[ H_0 = \begin{pmatrix} 0 & v\pi_- \\ v\pi_+ & 0 \end{pmatrix}, \quad V = \begin{pmatrix} 0 & 0 \\ 0 & \gamma_1 \end{pmatrix}, \]

(57)

where \( \pi_{\pm} = \pi_x \pm i\pi_y \) with \( \pi = -i\hbar \nabla + e\mathbf{A} \) and the vector potential \( \mathbf{A} \). Here we do not consider the interlayer potential asymmetry. The effective Hamiltonian for \( K' \) is obtained by exchanging \( \pi_+ \) and \( \pi_- \).

Let us define functions

\[ f_m(j) = \frac{2}{\sqrt{N+1}} \sin \left( \frac{\pi j}{2} \right) \cos \left[ \frac{m\pi}{2(N+1)} j \right], \]

(58)

\[ g_m(j) = \frac{2}{\sqrt{N+1}} \cos \left( \frac{\pi j}{2} \right) \sin \left[ \frac{m\pi}{2(N+1)} j \right]. \]

(59)
Here \( j = 1, 2, \cdots, N \) is the layer index, and \( m \) is the subsystem index which ranges as
\[
m = \begin{cases} 
1, 3, 5, \cdots, N - 1, & N = \text{even} \\
0, 2, 4, \cdots, N - 1, & N = \text{odd}
\end{cases}
\] (60)

Obviously \( f_m(j) \) is zero at even \( j \), while \( g_m(j) \) is zero at odd \( j \). We construct the basis by assigning \( f_m(j), g_m(j) \) to each cite as
\[
|\phi_m^{(A,\text{odd})}\rangle = f_m(1)|A_1\rangle + f_m(3)|A_3\rangle + \cdots,
|\phi_m^{(B,\text{odd})}\rangle = f_m(1)|B_1\rangle + f_m(3)|B_3\rangle + \cdots,
|\phi_m^{(A,\text{even})}\rangle = g_m(2)|A_2\rangle + g_m(4)|A_4\rangle + \cdots,
|\phi_m^{(B,\text{even})}\rangle = g_m(2)|B_2\rangle + g_m(4)|B_4\rangle + \cdots.
\] (61)

The superscript such as \((A, \text{odd})\) indicates that the wavefunction has an amplitude only on \(|A_j\rangle\) with odd \( j \)'s.

In the basis of Eq. (61), the Hamiltonian (56) is decomposed into independent blocks labeled by \( m \). (26) The subspace of \( m = 0 \) is special in that \( g_m(j) \) is identically zero, so that only two bases \( \{|\phi_0^{(A,\text{odd})}\rangle, |\phi_0^{(B,\text{odd})}\rangle\} \) survives in Eq. (61). The Hamiltonian matrix projected on this subspace is written as
\[
\mathcal{H}_0 = \begin{pmatrix} 0 & \nu\pi_- \\ \nu\pi_+ & 0 \end{pmatrix},
\] (62)

which is equivalent to the Hamiltonian of the monolayer graphene. Note that \( m = 0 \) only exists when the total layer number \( N \) is odd as shown in Eq. (60). For \( m \neq 0 \), the projected matrix on \( \{|\phi_m^{(A,\text{odd})}\rangle, |\phi_m^{(B,\text{odd})}\rangle, |\phi_m^{(A,\text{even})}\rangle, |\phi_m^{(B,\text{even})}\rangle\} \) becomes
\[
\mathcal{H}_m = \begin{pmatrix} 0 & \nu\pi_- & 0 & 0 \\ \nu\pi_+ & 0 & \lambda\gamma_1 & 0 \\ 0 & \lambda\gamma_1 & 0 & \nu\pi_- \\ 0 & 0 & \nu\pi_+ & 0 \end{pmatrix},
\] (63)

where \( \lambda \equiv \lambda_m \), is defined by
\[
\lambda_m = 2\cos\kappa_m, \quad \kappa_m = \frac{\pi}{2} - \frac{m\pi}{2(N+1)}.
\] (64)

Eq. (63) is equivalent to the Hamiltonian of a bilayer graphene, except that interlayer-coupling parameters \( \gamma_1 \) are multiplied by \( \lambda \). An odd-layered graphene with \( N = 2M + 1 \) is composed of one monolayer-type and \( M \) bilayer-type subsystems, while even-layered graphene with \( N = 2M \) is composed of \( M \) bilayers but no monolayer. Figure 6 shows the low-energy band structures in the multilayer graphenes with \( N = 3, 4, \) and 5.

The eigenstate of a finite-layered graphene can be regarded as a part of a standing wave in 3D limit, which is a superposition of opposite traveling waves with \( \pm k_z \). The quantity \( \kappa(= \kappa_m) \) in our representation corresponds to the 3D wave number via \( \kappa = |k_z|d \), with \( d \) being the distance between adjacent layers. Thus the monolayer-type subsystem \( \kappa = \pi/2 \) is related to \( \bar{H} \)-point in the 3D Brillouin zone and \( \kappa = 0 \) is to \( K \)-point.

Using the decomposition of the Hamiltonian, the magnetization of the \( N \)-layered graphene can be written as a summation over each sub-Hamiltonian.(26) The contribution from
Fig. 6. Band structures of multilayer graphenes of \( N = 3, 4, \) and 5. The energy bands are shown separately for each of subsystems with a horizontal shift. The number represents \( \kappa \).

\( m = 0 \) is exactly equivalent to the susceptibility of a monolayer graphene, Eq. (12), which is proportional to delta function of \( \varepsilon_F \). Thus, the odd-layer graphene always has a large diamagnetic peak at zero energy. The susceptibility of a bilayer-like graphene becomes Eq. (50) with \( \gamma_1 \) replaced with \( \lambda \gamma_1 \). Figure 7 shows \( \chi(\varepsilon_F) \) of graphenes with layer number from \( N = 1 \) to 5, where we include a constant energy broadening \( \Gamma \) as a phenomenological disorder effect. We can see that odd-layered graphenes exhibit a particularly large peak, which mainly comes from the monolayer-type band.

5. Three dimensional Dirac system

The results of graphene can be directly extended to three-dimensional Dirac Hamiltonian, which approximately describes the electronic structure of bismuth. (4–6; 65) The Hamiltonian is given by

\[
\mathcal{H} = \begin{pmatrix}
\Delta & 0 & \varepsilon \pi_z & \varepsilon \pi_-

0 & \Delta & \varepsilon \pi_+ & -\varepsilon \pi_z

\varepsilon \pi_z & \varepsilon \pi_- & -\Delta & 0

\varepsilon \pi_+ & -\varepsilon \pi_z & 0 & -\Delta
\end{pmatrix},
\]

where four bases correspond to two orbital and two spin degrees of freedom. The anisotropy of the velocity present in bismuth is ignored for simplicity, as we focus on the parallel argument to its 2D counterpart. The orbital susceptibility was previously calculated for realistic Hamiltonian retaining the anisotropy and other factors. (6)
The density of states at zero magnetic field is
\[
D(\epsilon) = \frac{g_v g_s}{\pi^2 \hbar^3 v^3} \epsilon |\sqrt{\epsilon^2 - \Delta^2} \theta(\epsilon^2 - \Delta^2)|,
\] (66)
where \(g_v\) is the valley degeneracy allowing the presence of different \(k\) points described by the above Hamiltonian in the first Brillouin zone. The Landau levels in a uniform magnetic field in the \(z\) direction are given by (25)
\[
\epsilon_{s,n,\sigma} = s \sqrt{(\hbar \omega_B)^2 \left(n + \frac{1}{2} + \frac{\sigma}{2}\right) + \sigma^2 p_z^2 + \Delta^2} \quad (n = 0, 1, 2, \cdots),
\] (67)
with \(\hbar \omega_B = \sqrt{2 \hbar v / l_B}\), \(s = \pm 1\), and \(\sigma = \pm 1\). This is equivalent to the two-dimensional Dirac system, Eq. (17), when the term \(\Delta^2\) is replaced with \(\Delta^2 + v^2 p_z^2\). The susceptibility \(\chi(\epsilon)\) is calculated by integrating Eq. (11) in \(p_z\) as
\[
\chi(\epsilon) = -\frac{g_v g_s v^2}{12 \pi^2 \hbar c^2} \left\{ \begin{array}{ll}
\log \frac{2 \epsilon_c}{|\Delta|} & (|\epsilon| < |\Delta|); \\
\log \frac{2 \epsilon_c}{|\epsilon| + \sqrt{\epsilon^2 - \Delta^2}} & (|\epsilon| > |\Delta|),
\end{array} \right.
\] (68)
where \(\epsilon_c\) is a cut-off energy. In the limit of \(\Delta \to 0\), the susceptibility at zero energy logarithmically diverges.

Fig. 7. Susceptibility of multilayer graphenes with layer numbers \(N = 1\) to 5, plotted against the Fermi energy. Results shown for several disorder strengths specified by constant scattering rate \(\Gamma\).
Fig. 8. Orbital susceptibility and density of states of three-dimensional Dirac electron.

At an energy \(\varepsilon\) just above the band bottom \(|\Delta|\), we obtain the paramagnetic contribution

\[
\chi(\varepsilon) - \chi(0) \approx \frac{2}{3} \left( \frac{m}{m^*} \right)^2 D(\varepsilon) \mu_B^2,
\]

where \(D(\varepsilon) = (g_s g_\sigma / 4\pi^2)(2m^* / h^2)^{3/2} \sqrt{\varepsilon}\) with \(m^* = \Delta / v^2\). This is nothing but the magnetic susceptibility, dominated by the Pauli paramagnetism, of a three-dimensional metal with mass \(m^*\) and \(g\) factor \(g^* = 2m / m^*\). Figure 8 shows the susceptibility and the density of states in the present system. The singular decrease of the susceptibility at the band edges is understood in terms of the appearance of the dominant spin paramagnetism inside the band.

We note that in bismuth the index \(\sigma\) in Eq. (67) represents real spin, while it was valley pseudo-spin in Eq. (17) for graphene. The Pauli component included in Eq. (69) thus describes the real spin paramagnetism enhanced by the strong spin-orbit coupling, apart from the bare electron paramagnetism.

6. Conclusion

We have reviewed the orbital magnetism of graphene and related materials. Graphene monolayer has a delta-function singularity at Dirac point, which can be understood in zero-mass limit of massive Dirac electrons. There the Pauli paramagnetism associated with valley degree of freedom gives an essential contribution in addition to the conventional Landau diamagnetism. The graphene multilayers also exhibits strong diamagnetism, while the interlayer coupling significantly modifies the magnetic singularity at the band touching point. The argument can be extended for a three-dimensional Dirac system, which explains the strong diamagnetism of bismuth in a parallel fashion to that for graphene. The susceptibility in graphene related systems is expected to be observed by employing the experimental techniques used for two-dimensional electron systems in semiconductor.(66–71)
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