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Abstract Caputo fractional (with power-law kernels) and fractional (delta) difference maps belong to a more widely defined class of generalized fractional maps, which are discrete convolutions with some power-law-like functions. The conditions of the asymptotic stability of the fixed points for maps of the orders $0 < \alpha < 1$ that are derived in this paper are narrower than the conditions of stability for the discrete convolution equations in general and wider than the well-known conditions of stability for the fractional difference maps. The derived stability conditions for the fractional standard and logistic maps coincide with the results previously observed in numerical simulations. In nonlinear maps, one of the derived limits of the fixed-point stability coincides with the fixed-point asymptotically period two bifurcation point.
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1 Introduction

Fractional maps as the exact solutions of fractional differential equations (of the orders $\alpha > 1$) of periodically kicked systems were introduced in [1] in a way similar to the way in which the universal map is introduced in regular dynamics. It turned out that these maps are discrete convolutions with power-law functions and are maps with memory whose history is briefly discussed in [11] (for more discussions and references to maps with memory see [2] and reviews [14]). The results of [11] were extended in [5] to include the maps of the orders $0 < \alpha < 1$. Fractional difference/sum operators were introduced in [6,7]. The authors of [8] proposed to define fractional maps (which we will call fractional difference maps) as solutions of fractional difference equations (see [9, 10, 11, 12, 13]).

Investigations of the discrete convolution equations, which are analogs of the Volterra integrodifferential equations, were conducted independently from the investigations of fractional maps and were mostly related to the modeling in population dynamics (see, e.g., Chapter 6 in [14]). The problem of the linear asymptotic stability of the fixed points of the discrete convolution equations with arbitrary kernels was investigated in [15] (for more reviews and publications on the subject see [14, 16, 17, 18, 19]). Semi-analytic and numerical results for the case of fractional (power-law kernel) standard and logistic maps were obtained in [20, 21] (see also reviews [4, 22]). Later, the problem of the linear asymptotic stability was considered for the case of fractional difference equations (falling factorial kernel) [23, 24, 25] and, recently, for the case of the complex order fractional difference equations [26]. In the general case of the discrete convolution equations, the conditions of stability were formulated as the requirements on zeros of a characteristic equation. In the case of the fractional difference equations (maps), the authors of the above cited publications found the explicit analytic conditions of stability.

Not only the conditions of stability, but also the rates of convergence to the fixed points have been investigated in the discrete convolution equations. It has been proven that if the zero solution of a linear Volterra difference equation is uniformly asymptotically stable, then it is exponentially stable if and only if the kernel decays exponentially (see Theorem 5 in [16]). Semi-analytically and numerically the
power-law convergence (which for $0 < \alpha < 1$ is $n^{-\alpha}$, where $n$ is the number of iterations and $\alpha$ is the fractional order of a map) and divergence of trajectories was analyzed in [20] (Section 1 and Fig. 1), [27] (see Fig. 1), [28] (Section 3.2), [2] (Section 3.3 and figures in it), and [29] (see Fig. 5 for $0 < \alpha < 1$) for the fractional and fractional difference standard map. For the fractional logistic map, the power-law convergence was shown in [5] (see Fig. 6), and for the fractional and fractional difference cases with $0 < \alpha < 1$, the $n^{-\alpha}$–convergence of trajectories was demonstrated in [30] (see Fig. 6.8). In [24] the authors proved that in Caputo fractional difference maps convergence to asymptotically stable fixed points is $O(n^{-\alpha})$ and in [31] the authors strictly proved that convergence obeys the power law $\Delta x \sim n^{-\alpha}$, where $0 < \alpha < 1$ is the order of a fractional difference map. This implies that the correctly calculated Lyapunov exponents in converging to the fixed point Caputo fractional difference maps should be equal to zero. However, starting from the first paper where the Lyapunov exponent was used to analyze stability in fractional difference maps [32] (see Figs. 1 and 2), multiple authors reported the negative Lyapunov exponents in various fractional difference maps (see, e.g., Fig. 2 in [33] or Fig. 7 in [34]).

In the following sections, we recall the basic definitions and results related to the problem of stability in the generalized fractional map (Section 2), generalize the results known for the problem of stability in fractional difference maps to obtain the criteria of stability of the fixed points in the generalized fractional map (Section 3), consider application of these criteria to generalized, fractional, and fractional difference logistic and standard maps (Section 4), and make the concluding remarks in (Section 5).

In this paper we consider only the Caputo fractional and fractional (delta) difference maps and the generalized (as defined in Section 3) fractional map. For the sake of brevity, in what follows we will omit the word Caputo.

### 2 Preliminaries

First, we will recall how the generalized fractional map is defined.

When $0 < \alpha < 1$, the generalized universal $\alpha$-family of maps can be written in the form (see [35] and Sections 2 and 3 in [36]):

$$x_n = x_0 - \sum_{k=0}^{n-1} G^0(x_k)U_\alpha(n - k).$$

In this formula $G^0(x) = h^\alpha G_k(x) / \Gamma(\alpha)$, $x_0$ is the initial condition, $h$ is the time step of the map, $\alpha$ is the order of the map, $G_k(x)$ is a nonlinear function depending on the parameter $K$, $U_\alpha(n) = 0$ for $n \leq 0$, and $U_\alpha(n) \in \mathbb{D}^0(N_1)$. The space $\mathbb{D}^0(N_1)$ is defined as (see [35])

$$\mathbb{D}^0(N_1) = \{ f : \sum_{k=1}^m |\Delta^i f(k)| > N, \ \forall N, \ N \in \mathbb{N},$$

$$\sum_{k=1}^\infty |\Delta^i f(k)| = C, \ C \in \mathbb{R}_+ \}.$$  

where $\Delta$ is a forward difference operator defined as

$$\Delta f(n) = f(n + 1) - f(n).$$

The linearized near fixed point $x_f$ map is

$$\delta_n = \delta_0 + \lambda \sum_{k=0}^{n-1} \delta_k U_\alpha(n - k),$$

where

$$\lambda = -\frac{dG^0(x)}{dx} \bigg|_{x=x_f}. \quad (5)$$

Without loss of generality, we will assume $\delta_0 = 1$ (equivalent to the following substitution: $\delta = \delta / \delta_0$). The unilateral Z-transform is used to analyze the local stability near fixed points:

$$Y(z) = \mathcal{Z}[\delta_\alpha](z) = \sum_{k=0}^{\infty} \delta_k z^{-k},$$

$$Y(z) = \frac{1}{(1 - z^{-1})(1 - \lambda \mathcal{Z}[U_\alpha(n)](z))},$$

where

$$\mathcal{Z}[U_\alpha(n)](z) = \sum_{k=0}^{\infty} U(k)z^{-k}. \quad (8)$$

In fractional maps

$$U_\alpha(n) = n^{\alpha-1}, \quad U_\alpha(1) = 1 \quad (9)$$

and in fractional difference maps

$$U_\alpha(n) = (n + \alpha - 2)^{(\alpha-1)}, \quad U_\alpha(1) = (\alpha - 1)^{(\alpha-1)} = \Gamma(\alpha). \quad (10)$$

The definition of the falling factorial $i^{(\alpha)}$ is

$$i^{(\alpha)} = \frac{\Gamma(t + 1)}{\Gamma(t + 1 - \alpha)}, \quad i \neq -1, -2, -3, \ldots. \quad (11)$$

The falling factorial is asymptotically a power function:

$$\lim_{t \to \infty} \frac{\Gamma(t + 1)}{\Gamma(t + 1 - \alpha)} = 1, \quad \alpha \in \mathbb{R}. \quad (12)$$

The $h$-falling factorial $i^{(\alpha)}_h$ is defined as

$$i^{(\alpha)}_h = h^\alpha \frac{\Gamma\left(\frac{t + 1}{h} + 1\right)}{\Gamma\left(\frac{t + 1}{h} + 1 - \alpha\right)} = h^\alpha \frac{\Gamma\left(\frac{t}{h} + 1\right)}{\Gamma\left(\frac{t}{h} + 1 - \alpha\right)}, \quad \frac{t}{h} \neq -1, -2, -3, \ldots. \quad (13)$$
Following [24, 25], we notice that in the fractional difference case
\[
\frac{U_\alpha(n)}{\Gamma(\alpha)} = \left( \frac{n + \alpha - 2}{n - 1} \right) = \tilde{\phi}_\alpha(n - 1),
\]
where
\[
\tilde{\phi}_\alpha(n) = \left( \frac{n + \alpha - 1}{n} \right) = (-1)^n \left( -\frac{\alpha}{n} \right),
\]
and
\[
\mathbb{Z}[\tilde{\phi}_\alpha(n)](z) = \left( \frac{z}{z-1} \right)^\alpha,
\]
for which the zero solution
\[
\mathbb{Z}[U_\alpha(n)](z) = \frac{\Gamma(\alpha)}{z} \left( \frac{z}{z-1} \right)^\alpha.
\]

3 Linear stability of the generalized fractional map of the order $0 < \alpha < 1$

If we assume that, as in fractional and fractional difference maps, $U_\alpha(n) > 0$ for $n \in \mathbb{N}_1$, then the following generalization of Lemma 3.1, proven in [23] for the fractional difference maps, is true:

Lemma 1 If $U_\alpha(n) > 0$ for $n \in \mathbb{N}_1$, then a fixed point $x_f$ of the map Eq. (1) is linearly unstable when $\frac{dG_\alpha(x)}{dx} \mid_{x=x_f} < 0$.

Proof Assuming that $\delta_0 = 1$, from Eqs. (4) and (5) follows that $\delta_k > 1$ and
\[
\delta_k = 1 - \left. \frac{dG_\alpha(x)}{dx} \right|_{x=x_f} \sum_{k=0}^{n-1} \delta_k U_\alpha(n-k) > 1 - \left. \frac{dG_\alpha(x)}{dx} \right|_{x=x_f} \sum_{k=1}^{n} U_\alpha(k).
\]
Because $U_\alpha(n) \in \mathbb{D}^\alpha([0,1])$, the last sum tends to infinity when $n \to \infty$. This ends the proof.

Application of Lemma 3.1 to the generalized fractional logistic map $(G_\alpha(x) = x - Kx(1-x))$ gives the result known for the fractional and fractional difference logistic maps that the fixed point $x = 0$ is unstable when $K > 1$ and the fixed point $x = (K-1)/K$ is unstable when $K < 1$. For the fixed points $x = \pi m, m \in \mathbb{Z}$ of the generalized fractional standard map $(G_\alpha(x) = K\sin(x))$ the result of the Lemma is instability when $(-1)^mK < 0$.

To analyze the stability problem for a system described by Eq. (1), we rewrite Eq. (4) as
\[
\delta_\alpha + 1 = \delta_0 + \lambda \sum_{k=0}^{n} \delta_k U_\alpha(n-k),
\]
where
\[
U_\alpha^{m-1}(n) = \Delta^{m-1} U_\alpha^{(0)}(n-m+1), U_\alpha(n) = U_\alpha^{(0)}(n) \text{ and } U_\alpha^{(1)}(k) = U_\alpha^{(1)}(k+1).
\]

Z-transform of Eq. (19) is
\[
Y(z) = \frac{z}{z-1 - \lambda z \mathbb{Z}[U_\alpha^{(1)}(n)](z)} = \frac{z}{z-1 - \lambda z \mathbb{Z}[U_\alpha^{(1)}(n)](z)} = \frac{z}{z-1 - (1-z^{-1})\lambda z \mathbb{Z}[U_\alpha^{(1)}(n)](z)}.
\]
Because $U_\alpha(n) \in \mathbb{D}^\alpha([0,1])$, $U_\alpha^{(1)}(n) \in l_1$ and its norm is defined as $||U_\alpha^{(1)}(n)|| = \sum_{m=1}^{\infty} ||U_\alpha^{(1)}(k)||$. Then, according to Theorem 6.14 of [14], $\mathbb{Z}[U_\alpha^{(1)}(n)](z)$ is analytic and $|\mathbb{Z}[U_\alpha^{(1)}(n)](z)| \geq ||U_\alpha^{(1)}(n)||$ for $|z| \geq 1$. According to Theorem 6.17 of [14], the zero solution of the system defined by Eq. (19) (and, correspondingly, of the linearized original Eq. (1)) is uniformly asymptotically stable if and only if $\omega(z) = z - 1 - \lambda z \mathbb{Z}[U_\alpha^{(1)}(n)](z)$ has no zeros for all $|z| \geq 1$. $z$ is a zero of $\omega(z)$ if and only if
\[
\lambda = \frac{z - 1}{z - 1 - \mathbb{Z}[U_\alpha^{(1)}(n)](z)} = \frac{z - 1}{z - 1 - \sum_{k=0}^{\infty} [U_\alpha(k) - U_\alpha(k-1)]z^{-k}} = \frac{z - 1}{\sum_{k=0}^{\infty} [U_\alpha(k+1) - U_\alpha(k)]z^{-k}}.
\]
The span of the real values of $\lambda$, for which the zero solution is stable corresponds to the values of Eq. (22) from $z = -1$ to $z = 1$. $\lambda = 0$ when $z = 1$ and when $z = -1$
\[
\lambda(-1) = \frac{1}{\sum_{k=1}^{\infty} [U_\alpha(k+1) - U_\alpha(k)](-1)^k} = \frac{2}{S_2},
\]
where we used the definition $S_2 = \sum_{k=1}^{\infty} U_\alpha(k)(-1)^{k+1}$ introduced in [26]. Finally, we may formulate the following condition of stability of the fixed point for the linearized map Eq. (4):
\[
-\frac{1}{S_2} < \lambda < 0,
\]
or, equivalently,
\[
0 < \left. \frac{dG_\alpha(x)}{dx} \right|_{x=x_f} < \frac{\Gamma(\alpha)}{S_2 \alpha^2}.
\]
This result may be formulated as the following theorem:

Theorem 1 The map Eq. (1), where $G_\alpha(x) = h^a G_\alpha(x)/\Gamma(\alpha)$, $s_0$ is the initial condition, $h$ is the time step of the map, $\alpha$ is the order of the map, $G_\alpha(x)$ is a nonlinear function depending on the parameter $K$, $U_\alpha(n) = 0$ for $n \leq 0$, and $\Delta U_\alpha(n) \in l_1$ is asymptotically stable if and only if the conditions Eq. (23), where $S_2 = \sum_{k=1}^{\infty} U_\alpha(k)(-1)^{k+1}$, are satisfied.

Let us recall the equations obtained in [23] for the calculation of the period two $(T = 2)$ points $x_1$ and $x_2$:
\[
x_2 - x_1 = S_2 h^a \left[ G(x_2) - G(x_1) \right],
\]
\[
G(x_1) + G(x_2) = 0.
\]
Near the first bifurcation point \( x_f \), where \( x_1 \approx x_2 \), the first of these equations can be written as

\[
x_2 - x_1 = \frac{S h^\alpha}{\Gamma(\alpha)} dG(x) \bigg|_{x=x_f} (x_2 - x_1).
\] (27)

This equation gives the following condition for the first bifurcation

\[
\frac{dG(x)}{dx} \bigg|_{x=x_f} = \frac{\Gamma(\alpha)}{S h^\alpha}
\] (28)

consistent with Eq. (25).

In the case of the fractional difference maps, \( S_2 \) can be calculated explicitly:

\[
S_2 = \sum_{k=0}^{\infty} \left[ U_\alpha(2k+1) - U_\alpha(2k+2) \right]
= \sum_{k=0}^{\infty} \left[ (2k+1)(\alpha-1) - (2k+2)(\alpha-1) \right]
= \sum_{k=0}^{\infty} \left[ \frac{\Gamma(2k+\alpha)}{\Gamma(2k+2)} - \frac{\Gamma(2k+\alpha+1)}{\Gamma(2k+2)} \right]
= \frac{1}{1-\alpha} \sum_{k=0}^{\infty} \Gamma(2k+\alpha+1) - \frac{\Gamma(2k+\alpha)}{\Gamma(2k+2)}
= \Gamma(\alpha) \sum_{k=0}^{\infty} \left[ \frac{-\alpha}{2k+1} + \frac{-\alpha}{2k} \right]
= \Gamma(\alpha) \sum_{k=0}^{\infty} \left( \frac{-\alpha}{k} \right) = \Gamma(\alpha) 2^{-\alpha}.
\] (29)

Here we used the following well-known and easily verifiable identities:

\[
\left( \begin{array}{c}
\mu \\
\eta
\end{array} \right) = \frac{\Gamma(\mu+1)}{\Gamma(\mu-\eta+1)\Gamma(\eta+1)},
\] (30)

\[
\left( \begin{array}{c}
n + \alpha - 1 \\
n
\end{array} \right) = (-1)^n \left( \begin{array}{c}
-\alpha \\
n
\end{array} \right),
\] (31)

\[
\left( \begin{array}{c}
\mu \\
n + 1
\end{array} \right) = \left( \begin{array}{c}
\mu + 1 \\
n + 1
\end{array} \right),
\] (32)

and

\[
(x+y)^\alpha = \sum_{k=0}^{\infty} \left( \begin{array}{c}
\alpha \\
 k
\end{array} \right) y^k x^{\alpha-k}.
\] (33)

Then, in fractional difference maps the stability of the fixed points is defined by the inequality

\[
0 < \frac{dG(x)}{dx} \bigg|_{x=x_f} < \left( \frac{2}{h} \right)^\alpha
\] (34)

and the bifurcation point is defined by the equality

\[
\frac{dG(x)}{dx} \bigg|_{x=x_f} = \left( \frac{2}{h} \right)^\alpha
\] (35)

\section{4 Generalized fractional logistic and standard maps, \( 0 < \alpha < 1 \)}

Fractional logistic (quadratic nonlinearity) and standard (harmonic nonlinearity) maps were among the first introduced fractional and fractional difference maps \cite{5,8,20,29,37,38}. They also were used in applications related to communications \cite{39,40}, aging \cite{30}, and encryption \cite{41}.

\subsection{4.1 Generalized fractional logistic map, \( 0 < \alpha < 1 \)}

In the generalized fractional logistic map

\[
G_K(x) = x - Kx(1-x).
\] (36)

This map has two fixed points \( x_{f1} = 0 \) and \( x_{f2} = (K - 1)/K \). The linearized version of this map around the fixed point at the origin \( (x = 0) \) is

\[
\delta_n = \delta_0 + \frac{h^\alpha}{\Gamma(\alpha)}(K-1) \sum_{k=0}^{n-1} \delta_k U_\alpha(n-k).
\] (37)

The linearized version of this map around the fixed point \( x = (K - 1)/K \) is

\[
\delta_n = \delta_0 - \frac{h^\alpha}{\Gamma(\alpha)}(K-1) \sum_{k=0}^{n-1} \delta_k U_\alpha(n-k).
\] (38)

Eq. (25) applied to the fixed point \( x_{f1} \) gives the following condition of stability:

\[
1 - \frac{\Gamma(\alpha)}{S_2 h^\alpha} < K < 1
\] (39)

and the condition of stability of the fixed point \( x_{f2} \) is

\[
1 < K < \frac{\Gamma(\alpha)}{S_2 h^\alpha} + 1.
\] (40)

The bifurcation point is

\[
K = \frac{\Gamma(\alpha)}{S_2 h^\alpha} + 1.
\] (41)

In the case the fractional difference logistic map \( x_{f1} \) is stable when

\[
1 - \left( \frac{2}{h} \right)^\alpha < K < 1,
\] (42)

\( x_{f2} \) is stable when

\[
1 < K < \left( \frac{2}{h} \right)^\alpha + 1,
\] (43)

and the bifurcation point is

\[
K = \left( \frac{2}{h} \right)^\alpha + 1.
\] (44)
4.2 Generalized fractional standard (circle with zero driving phase) map, \(0 < \alpha < 1\)

In the generalized fractional standard map

\[ G_K(x) = K \sin(x). \]  

(45)

The fixed points are \(x_{fn} = \pi n\) and

\[ \left. \frac{dG(x)}{dx} \right|_{x=x_{fn}} = (-1)^n K. \]  

(46)

The condition of stability is

\[ 0 < (-1)^n K < \frac{\Gamma(\alpha)}{S_2 h^{\alpha}}. \]  

(47)

The bifurcation points are

\[ K = \pm \frac{\Gamma(\alpha)}{S_2 h^{\alpha}}. \]  

(48)

In the case of the fractional difference standard map the condition of stability is

\[ 0 < (-1)^n K < \left(\frac{2}{h}\right)^{\alpha}. \]  

(49)

The bifurcation points are

\[ K = \pm \left(\frac{2}{h}\right)^{\alpha}. \]  

(50)

The graphs of the fixed-point – T=2-point bifurcation in the case of the unit time step \(h = 1\) Figures 1 and 2 coincide with the previously reported (see, e.g., [22]) results.

In the case of the standard maps, we considered the zero fixed-point. The bifurcation points in the fractional difference maps (lower curves) were calculated using Eqs. (44) and (50). The bifurcation points in the fractional maps (upper curves) were calculated using Eqs. (41) and (48). The values of \(S_2\) were calculated using the algorithm described in [30] which is based on the calculation of the Riemann \(\zeta\)-function.

5 Conclusion

The inequality derived in this paper, Eq. (25), defines the necessary and sufficient conditions for the local stability of fixed points of the nonlinear generalized fractional maps and the upper limit in this inequality defines the fixed-point – T=2 bifurcation point. The only condition used to derive Eq. (25) was the following requirement on the kernel \(U_\alpha(n)\) of the map

\[ \Delta U_\alpha(n) \in l_1. \]  

(51)

This implies that any map, Eq. (1), with the kernel satisfying Eq. (51) will have the same conditions of stability of its fixed points.

The requirement that \(\sum_{k=1}^{\infty} U_\alpha(k) = \pm \infty\), which was important for the finding of the periodic points in [35, 36], was not used in this paper.
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