INVARIANT CONES FOR JUMP-DIFFUSIONS IN INFINITE DIMENSIONS

STEFAN TAPPE

Abstract. In this paper we provide sufficient conditions for stochastic invariance of closed convex cones for stochastic partial differential equations (SPDEs) of jump-diffusion type, and clarify when these conditions are necessary. Our results apply to the positive cone of abstract $L^2$-spaces. Furthermore, we present a series of applications, where we investigate SPDEs arising in natural sciences and economics.

1. Introduction

Consider a semilinear stochastic partial differential equation (SPDE) of jump-diffusion type

$$
\begin{aligned}
    dr_t &= (Ar_t + \alpha(r_t))dt + \sigma(r_t)dW_t + \int_{E} \gamma(r_{t-}, x)(N(dt, dx) - F(dx)dt) \\
    r_0 &= h_0
\end{aligned}
$$

(1.1)

driven by a trace class Wiener process $W$ and a Poisson random measure $N$ on some mark space $E$ with compensator $dt \otimes F(dx)$. The state space of the SPDE (1.1) is a separable Hilbert space $H$, and the operator $A$ is the generator of a strongly continuous semigroup $(S_t)_{t \geq 0}$ on $H$.

Let $K \subset H$ be a closed convex cone in $H$. We say that the cone $K$ is invariant for the SPDE (1.1) if for each starting point $h_0 \in K$ the solution process $r$ to (1.1) stays in $K$. Such invariance problems have been studied for diffusions, e.g. in [32, 20, 12, 11, 19, 28, 44, 38, 40], and for jump-diffusions, e.g. in [17, 3, 2, 51, 23, 24, 53]. The present paper may be regarded as a successive paper of [53].

In order to describe the required background, let us review the main result from [53]. For this purpose, we fix a generating system $G$ of the cone $K$ (see Definition 2.5), which allows us to express the cone $K$ as

$$
K = \bigcap_{h^* \in G} \{ h \in H : \langle h^*, h \rangle \geq 0 \}.
$$

We assume that the coefficients $(\alpha, \sigma, \gamma)$ appearing in the SPDE (1.1) are locally Lipschitz and satisfy the linear growth condition, that the semigroup $(S_t)_{t \geq 0}$ is pseudo-contractive (see Definition 2.16), and that the cone $K$ is invariant for the semigroup $(S_t)_{t \geq 0}$ (see Definition 2.17). We emphasize that the volatility $\sigma$ does
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not need to be smooth; an assumption which is frequently imposed when dealing with stochastic invariance problems. We define the subset $D \subset G \times K$ as

$$D := \left\{ (h^*, h) \in G \times K : \liminf_{t \downarrow 0} \frac{\langle h^*, S_t h \rangle}{t} < \infty \right\}.$$ 

Then (see [53, Thm. 1.1]) the closed convex cone $K$ is invariant for the SPDE (1.1) if and only if we have

$$h + \gamma(h, x) \in K \quad \text{for } F\text{-almost all } x \in E, \quad \text{for all } h \in K,$nand for all $(h^*, h) \in D$ we have

$$\liminf_{t \downarrow 0} \frac{\langle h^*, S_t h \rangle}{t} + \langle h^*, \alpha(h) \rangle - \int_E \langle h^*, \gamma(h, x) \rangle F(dx) \geq 0,$n(1.3)

$$\langle h^*, \sigma^j(h) \rangle = 0, \quad j \in \mathbb{N}.$$n

However, for this result it is assumed that the cone $K$ is generated by an unconditional Schauder basis (see Definition 2.8); an assumption which is not always satisfied in applications. Apart from that, in applications the drift condition (1.3) may not be straightforward to check due to the term with the limes inferior.

The goal of this paper is to deal with these two concerns by relaxing the aforementioned condition on the cone $K$ and simplifying condition (1.3).

Concerning the relaxation of the condition that the cone $K$ is generated by an unconditional Schauder basis, in this paper we will merely assume that $K$ is approximately generated by an unconditional Schauder basis (see Definition 2.10); a concept which is inspired by an approximation procedure implemented in [42] (see the proof of Theorem 2 therein). We will show that this condition is satisfied for the cone of nonnegative functions in every $L^2$-space, and, more generally, for the positive cone in every abstract $L^2$-space (see Proposition 10.5).

Regarding the simplification of condition (1.3), let us observe that for all $(h^*, h) \in D$ we have $\langle h^*, h \rangle = 0$ and

$$\liminf_{t \downarrow 0} \frac{\langle h^*, S_t h \rangle}{t} \in [0, \infty].$$

Therefore, the simpler condition

$$\langle h^*, \alpha(h) \rangle - \int_E \langle h^*, \gamma(h, x) \rangle F(dx) \geq 0,$n(1.5)

implies (1.3). Thus, let us assume that the jump condition (1.2) is satisfied, and that for all $(h^*, h) \in G \times K$ with $\langle h^*, h \rangle = 0$ we have (1.5) and (1.4). Then we may expect that the cone $K$ is invariant for the SPDE (1.1), and this is indeed true. We refer to Theorem 5.1 for the precise statement and more details. This result applies to the situation where $K$ is the positive cone of an abstract $L^2$-space (see Theorem 10.6).

Of course, conditions (1.2), (1.5) and (1.4) are generally only sufficient, but not necessary for stochastic invariance of $K$, because the limes inferior in (1.3) can be strictly positive (see Example 2.27 for such a situation). However, if the semigroup $(S_t)_{t \geq 0}$ is a local semigroup (see Definition 2.19), then the limes inferior vanishes, and conditions (1.2), (1.5) and (1.4) are indeed necessary and sufficient for stochastic invariance of $K$. We refer to Theorem 5.2 for the precise statement and more details. This result applies to the situation where $K$ is the cone of nonnegative functions in an $L^2$-space, and where the adjoint operator $A^*$ is a local operator (see Theorem 9.7). This is in particular the case if $A = \Delta$ is the Laplace operator; a situation which often occurs in applications. The concept of a local semigroup is also inspired by [42] (see Lemma 5 therein), because this condition is fulfilled if $A$ or $A^*$ is a local operator (see Lemma 2.23).
Besides presenting the just outlined main results (Theorem 5.1 and Theorem 5.2), we will develop several techniques for transformations of closed convex cones (see Theorems 6.8, 7.6, 7.7 and 8.4) which will be useful for the treatment of concrete examples. We will use all these findings in order to study a series of applications in Section 12, where we investigate several SPDEs arising in natural sciences and economics.

The remainder of this paper is organized as follows. In Section 2 we review the required prerequisites about closed convex cones, and in Section 3 about self-dual cones. In Section 4 we prove the announced invariance result for diffusion SPDEs, and in Section 5 for the general situation of jump-diffusion SPDEs. In Section 6 we present results about isomorphic transformations of closed convex cones, in Section 7 we investigate products of closed convex cones, and in Section 8 we deal with isomorphic transformations of products of closed convex cones. Afterwards, in Section 9 we treat \( L^2 \)-spaces as state spaces, and in Section 10 we deal with abstract \( L^2 \)-spaces as state spaces. In Section 11 we present examples of Hilbert spaces and semigroups, and in Section 12 we study a series of applications, where we investigate several SPDEs arising in natural sciences and economics. For convenience of the reader, in Appendix A we collect the required results about generalized Filipović spaces, and in Appendix B we provide the required results about orthogonal projections in \( L^2 \)-spaces.

2. Closed convex cones in Hilbert spaces

In this section we review the required prerequisites about closed convex cones. Let \( H \) be a Hilbert space.

2.1. Definition. A subset \( K \subset H \) is called a convex cone in \( H \) if

\[
\lambda h + \mu g \in K
\]

for all \( \lambda, \mu \in \mathbb{R}_+ \) and \( h, g \in K \).

2.2. Definition. For a subset \( A \subset H \) we define the subset \( A^* \subset H \) as

\[
A^* = \bigcap_{h^* \in A} \{ h \in H : \langle h^*, h \rangle \geq 0 \}.
\]

Note that \( A^* \) is always a closed convex cone. For a subset \( G \subset H \) we agree on the notations

\[
\text{lin}^+ G := \bigcup_{n \in \mathbb{N}} \left\{ \sum_{i=1}^{n} \lambda_i h_i : \lambda_i \geq 0 \text{ and } h_i \in G \text{ for all } i = 1, \ldots, n \right\},
\]

\[
\overline{\text{lin}}^+ G := \overline{\text{lin}}^+ G.
\]

2.3. Lemma. Let \( G \subset H \) be a subset and set \( F := \overline{\text{lin}}^+ G \). Then we have \( G^* = F^* \).

Proof. The inclusion \( F^* \subset G^* \) is obvious. For the proof of the converse inclusion, let \( h \in G^* \) be arbitrary. Then we have \( \langle h^*, h \rangle \geq 0 \) for all \( h^* \in G \). This implies \( \langle h^*, h \rangle \geq 0 \) for all \( h^* \in F \), and hence \( h \in F^* \).

Let \( K \subset H \) be a closed convex cone. Then its dual cone \( K^* \) is also a closed convex cone in \( H \), and we have \( K = K^{**} \). The cone \( K \) is called self-dual if \( K = K^* \).

2.4. Remark. The simplest examples of closed convex cones are \( H \) and \( \{0\} \). Note that their dual cones are given by \( H^* = \{0\} \) and \( \{0\}^* = H \).
2.5. Definition. A subset $G \subset K^*$ is called a generating system of the cone $K$ if we have $G^* = K$; that is

$$K = \bigcap_{h^* \in G} \{ h \in H : \langle h^*, h \rangle \geq 0 \}.$$ 

In this case, we also use the notation $(K, G)$ for the closed convex cone $K$, indicating that $G$ is a generating system of $K$.

2.6. Remark. In [53] we have denoted a generating system by $G^*$. In this paper, we choose the notation $G$ in order to avoid confusions with $(2.7)$.

2.7. Lemma. Let $G \subset K^*$ be a subset. Then $G$ is a generating system of $K$ if and only if $F := \overline{\text{lin}}^* G$ is a generating system of $K$.

Proof. This is a consequence of Lemma 2.8.

For what follows, let $(K, G)$ be a closed convex cone. We call a system $\{ e_k^*, e_k \}_{k \in \mathbb{N}}$ an unconditional Schauder basis of $H$ if for each $h \in H$ we have the representation

$$(2.2) \quad h = \sum_{k \in \mathbb{N}} \langle e_k^*, h \rangle e_k,$$

the series (2.2) converges unconditionally, and for every sequence $(h_k)_{k \in \mathbb{N}} \subset \mathbb{R}$ such that

$$(2.3) \quad h = \sum_{k \in \mathbb{N}} h_k e_k,$$

and the series (2.3) converges unconditionally, we have $h_k = \langle e_k^*, h \rangle$ for all $k \in \mathbb{N}$.

2.8. Definition. We say that a closed convex cone $(K, G)$ is generated by an unconditional Schauder basis if there is an unconditional Schauder basis $\{ e_k^*, e_k \}_{k \in \mathbb{N}}$ of $H$ such that

$$G \subset \bigcup_{k \in \mathbb{N}} \text{lin}\{ e_k^* \}.$$ 

2.9. Remark. Recalling Lemma 2.9, if $(K, G)$ is generated by an unconditional Schauder basis, then there are index sets $I_+, I_- \subset \mathbb{N}$ such that

$$G = \{ e_k : k \in I_+ \} \cup \{ -e_k : k \in I_- \}$$

is a generating system of $K$. In this case, the closed convex cone $K$ consists of all $h \in H$ of the form (2.3) such that $h_k \geq 0$ for all $k \in I_+$ and $h_k \leq 0$ for all $k \in I_-$.

2.10. Definition. We say that a closed convex cone $(K, G)$ is approximately generated by an unconditional Schauder basis if the following conditions are fulfilled:

1. There exists a sequence $(K_n, G_n)_{n \in \mathbb{N}}$ of closed convex cones which are generated by an unconditional Schauder basis.
2. We have $K \subset K_{n+1} \subset K_n$ and $G_n \subset G_{n+1}$ for each $n \in \mathbb{N}$, as well as $K = \bigcap_{n \in \mathbb{N}} K_n$.
3. For all $(h^*, h) \in \bigcup_{n \in \mathbb{N}} G_n \times K$ with $\langle h^*, h \rangle = 0$ there exists a sequence $(h_m^*)_{m \in \mathbb{N}} \subset G$ such that $h_m^* \to h^*$ as $m \to \infty$ and $\langle h_m^*, h \rangle = 0$ for each $m \in \mathbb{N}$.
4. There are a constant $L > 0$ and a sequence

$$(\pi_n)_{n \in \mathbb{N}} \subset \text{Lip}_L(H)$$

such that $\pi_n(K_n) \subset K$ for each $n \in \mathbb{N}$, and we have $\pi_n \to \text{Id}$.
5. For all $n \in \mathbb{N}$ and all $(h^*, h) \in G_n \times K_n$ with $\langle h^*, h \rangle = 0$ we have $\langle h^*, \pi_n(h) \rangle = 0$. 


2.11. Remark. If \( \bigcup_{n \in \mathbb{N}} G_n \subset G \), then condition (3) from Definition 2.10 is automatically fulfilled.

2.12. Definition. A function \( \alpha : H \to H \) is called inward pointing at the boundary of \((K,G)\) (in short inward pointing) if for all \((h^*,h) \in G \times K\) with \(\langle h^*,h \rangle = 0\) we have
\[
\langle h^*, \alpha(h) \rangle \geq 0.
\]

2.13. Definition. A function \( \sigma : H \to H \) is called parallel at the boundary of \((K,G)\) (in short parallel) if for all \((h^*,h) \in G \times K\) with \(\langle h^*,h \rangle = 0\) we have
\[
\langle h^*, \sigma(h) \rangle = 0.
\]

The following auxiliary result shows that the set of all inward pointing functions is a convex cone, and that the set of all parallel functions is a vector space. Its proof is straightforward, and therefore omitted.

2.14. Lemma. The following statements are true:

\(1\) For \(\lambda, \mu \geq 0\) and two inward pointing functions \(\alpha, \beta : H \to H\) the linear combination \(\lambda \alpha + \mu \beta\) is also inward pointing.

\(2\) For \(\lambda, \mu \in \mathbb{R}\) and two parallel functions \(\sigma, \tau : H \to H\) the linear combination \(\lambda \sigma + \mu \tau\) is also parallel.

2.15. Lemma. Suppose that the closed convex cone \((K,G)\) is generated by an unconditional Schauder basis. Then the following statements are true:

\(1\) Let \(\alpha : H \to H\) be a function which is inward pointing at the boundary of \((K,G)\). Then for each \(n \in \mathbb{N}\) the function \(\alpha \circ \pi_n : H \to H\) is inward pointing at the boundary of \((K_n,G_n)\).

\(2\) Let \(\sigma : H \to H\) be a function which is parallel at the boundary of \((K,G)\). Then for each \(n \in \mathbb{N}\) the function \(\sigma \circ \pi_n : H \to H\) is parallel at the boundary of \((K_n,G_n)\).

Proof. Both statements have a similar proof. Exemplarily, we shall prove the first statement. Let \(n \in \mathbb{N}\) be arbitrary. Furthermore, let \((h^*,h) \in G_n \times K_n\) with \(\langle h^*,h \rangle = 0\) be arbitrary. By Definition 2.10 we have \(\langle h^*, \pi_n(h) \rangle = 0\) and \(\pi_n(K_n) \subset K\). Note that the latter statement implies \((h^*, \pi_n(h)) \in G_n \times K\). By Definition 2.10 there is a sequence \((h^*_m)_m \in \mathbb{N}\) such that \(h^*_m \to h^*\) as \(m \to \infty\) and \(\langle h^*_m, \pi_n(h) \rangle = 0\) for each \(m \in \mathbb{N}\). In particular, we have \((h^*_m, \pi_n(h)) \in G \times K\) for each \(m \in \mathbb{N}\). Since \(\alpha\) is inward pointing at the boundary of \((K,G)\), it follows that
\[
\langle h^*, \alpha(\pi_n(h)) \rangle = \lim_{m \to \infty} \langle h^*_m, \alpha(\pi_n(h)) \rangle \geq 0,
\]
completing the proof.

Now, let \((S_t)_{t \geq 0}\) be a \(C_0\)-semigroup on \(H\) with generator \(A\).

2.16. Definition. The semigroup \((S_t)_{t \geq 0}\) is called pseudo-contractive (or quasi-contractive) if there exists a constant \(\beta \geq 0\) such that
\[
\|S_t\| \leq e^{\beta t} \quad \text{for all } t \in \mathbb{R}_+.
\]

2.17. Definition. We say that the closed convex cone \(K\) is invariant for the semigroup \((S_t)_{t \geq 0}\) if \(S_t K \subset K\) for all \(t \geq 0\).

For \(\lambda > \beta\), where the constant \(\beta \geq 0\) stems from the growth estimate (2.4), we define the resolvent \(R_{\lambda} := (\lambda - A)^{-1}\).

2.18. Lemma. [53 Lemma 2.11] The following statements are equivalent:

\(i\) \(K\) is invariant for the semigroup \((S_t)_{t \geq 0}\).

\(ii\) We have \(R_{\lambda} K \subset K\) for all \(\lambda > \beta\).
For what follows, we define the subset $D \subset G \times K$ as
\[
D := \left\{ (h^*, h) \in G \times K : \lim_{t \downarrow 0} \frac{(h^*, S_t h)}{t} < \infty \right\}.
\]
Note that for all $(h^*, h) \in D$ we have $\langle h^*, h \rangle = 0$, but the converse might not be true; see Example 2.27 below.

2.19. Definition. We call the semigroup $(S_t)_{t \geq 0}$ a local semigroup relative to $(K, G)$ if for all $(h^*, h) \in G \times K$ with $\langle h^*, h \rangle = 0$ we have
\[
\lim_{t \downarrow 0} \frac{(h^*, S_t h)}{t} = 0.
\]

2.20. Remark. If $(S_t)_{t \geq 0}$ is a local semigroup relative to $(K, G)$, then we have
\[
D = \{(h^*, h) \in G \times K : (h^*, h) = 0\}
\]
as well as
\[
\lim_{t \downarrow 0} \frac{(h^*, S_t h)}{t} = 0 \quad \text{for all } (h^*, h) \in D.
\]

2.21. Definition. We call $A$ a local operator relative to $(K, G)$ if $K \subset D(A)$, and for all $(h^*, h) \in G \times K$ with $\langle h^*, h \rangle = 0$ we have $\langle h^*, Ah \rangle = 0$.

2.22. Definition. We call $A^*$ a local operator relative to $(K, G)$ if $G \subset D(A^*)$, and for all $(h^*, h) \in G \times K$ with $\langle h^*, h \rangle = 0$ we have $\langle A^* h^*, h \rangle = 0$.

2.23. Lemma. The following statements are true:

1. If $A$ is a local operator relative to $(K, G)$, then $(S_t)_{t \geq 0}$ is a local semigroup relative to $(K, G)$.
2. If $A^*$ is a local operator relative to $(K, G)$, then $(S_t)_{t \geq 0}$ is a local semigroup relative to $(K, G)$.

Proof. This is an immediate consequence of [53] Lemma 2.16. □

2.24. Lemma. Let $\alpha > 0$ and $\mu \in \mathbb{R}$ be arbitrary. We define the operator $B := \alpha A + \mu \text{Id}$ on the domain $\mathcal{D}(B) = \mathcal{D}(A)$. Then the following statements are true:

1. $B$ generates a $C_0$-semigroup $(T_t)_{t \geq 0}$.
2. If $(S_t)_{t \geq 0}$ is pseudo-contractive, then $(T_t)_{t \geq 0}$ is pseudo-contractive as well.
3. If $K$ is invariant for the semigroup $(S_t)_{t \geq 0}$, then it is also invariant for the semigroup $(T_t)_{t \geq 0}$.
4. If $(S_t)_{t \geq 0}$ is a local semigroup relative to $(K, G)$, then $(T_t)_{t \geq 0}$ is also a local semigroup relative to $(K, G)$.

Proof. According to [17] II.2.2, p. 60] the operator $B$ generates the $C_0$-semigroup $(T_t)_{t \geq 0}$ given by $T_t = e^{\mu t} S_{\alpha t}$ for each $t \geq 0$. If there is a constant $\beta \geq 0$ such that $\|S_t\| \leq e^{\beta t}$ for each $t \geq 0$, then we obtain
\[
\|T_t\| = e^{\mu t} \|S_{\alpha t}\| \leq e^{\mu t} e^{\beta \alpha t} = e^{(\mu + \alpha \beta) t} \quad \text{for each } t \geq 0.
\]
Furthermore, if $S_t K \subset K$ for each $t \geq 0$, then we have
\[
T_t K = e^{\mu t} S_{\alpha t} K \subset e^{\mu t} K \subset K \quad \text{for each } t \geq 0.
\]
Moreover, if $(S_t)_{t \geq 0}$ is a local semigroup relative to $(K, G)$, then for all $(h^*, h) \in G \times K$ with $(h^*, h) = 0$ we have
\[
\lim_{t \downarrow 0} \frac{(h^*, T_t h)}{t} = \lim_{t \downarrow 0} \frac{(h^*, e^{\mu t} S_{\alpha t} h)}{t} = \alpha \lim_{t \downarrow 0} e^{\mu t} \frac{(h^*, S_{\alpha t} h)}{\alpha t} = 0,
\]
showing that $(T_t)_{t \geq 0}$ is also a local semigroup relative to $(K, G)$. □
2.25. Example. Suppose that \( S_t = \text{Id} \) for each \( t \geq 0 \); that is \( A = 0 \). Then \( (S_t)_{t \geq 0} \) is a local semigroup relative to \((K, G)\).

2.26. Example. Let \( H := l^2(\mathbb{N}) \) be the Hilbert space consisting of all sequences \( h = (h_k)_{k \in \mathbb{N}} \subset \mathbb{R} \) such that \( \sum_{k \in \mathbb{N}} |h_k|^2 < \infty \). As in [53] Example 2.5.4, let \((S_t)_{t \geq 0}\) be the semigroup given by
\[
S_t h := (e^{-kt} h_k)_{k \in \mathbb{N}} \quad \text{for} \quad t \geq 0 \quad \text{and} \quad h = (h_k)_{k \in \mathbb{N}} \in H.
\]

We consider the subset
\[
K := \{ h = (h_k)_{k \in \mathbb{N}} \in H : h_k \geq 0 \quad \text{for all} \quad k \in \mathbb{N} \}
\]
consisting of all nonnegative sequences. Then (cf. [53] Sec. 9) the following statements are true:
\begin{itemize}
  \item \((S_t)_{t \geq 0}\) is a \( C_0 \)-semigroup of contractions on \( H \).
  \item \( K \) is a self-dual closed convex cone in \( H \).
  \item \( G := \{ \epsilon_k : k \in \mathbb{N} \} \) is a generating system of \( K \). Consequently, then cone \( K \) is generated by an unconditional Schauder basis.
  \item The cone \( K \) is invariant for the semigroup \((S_t)_{t \geq 0}\).
  \item \((S_t)_{t \geq 0}\) is a local semigroup relative to \((K, G)\).
\end{itemize}

2.27. Example. Let \( H := H_w := H_w(\mathbb{R}_+) \) be the Filipović space for an admissible weight function \( w : \mathbb{R}_+ \to [1, \infty) \); see Appendix A. Moreover, let \( K \subset H \) be the subset of all nonnegative functions. According to Propositions A.4 and A.5 the following statements are true:
\begin{itemize}
  \item \((S_t)_{t \geq 0}\) is a pseudo-contractive \( C_0 \)-semigroup on \( H \).
  \item \( K \) is a closed convex cone in \( H \).
  \item The cone \( K \) is invariant for the semigroup \((S_t)_{t \geq 0}\).
  \item \( G = \{ \delta_x : x \in \mathbb{R}_+ \} \) is a generating system of \( K \).
\end{itemize}

We will show that \((S_t)_{t \geq 0}\) is not a local semigroup relative to \((K, G)\). We define the function \( h : \mathbb{R}_+ \to \mathbb{R}_+ \) as
\[
h(x) := x^\frac{3}{2} \mathbb{1}_{[0, 1]}(x) + \mathbb{1}_{(1, \infty)}(x), \quad x \in \mathbb{R}_+.
\]
Then \( h \) is absolutely continuous. Furthermore, we have
\[
h'(x) = \frac{3}{4} x^{-\frac{1}{2}} \mathbb{1}_{[0, 1]}(x) \quad \text{for almost every} \quad x \in \mathbb{R}_+,
\]
and hence
\[
|h'(x)|^2 = \frac{9}{16} x^{-\frac{1}{2}} \mathbb{1}_{[0, 1]}(x) \quad \text{for almost every} \quad x \in \mathbb{R}_+.
\]
Therefore, we have \( h \in K \). Now, we set \( h^* := \delta_0 \in G \). Then we have \( \langle h^*, h \rangle = h(0) = 0 \), but
\[
\liminf_{t \downarrow 0} \frac{h^*(S_th)}{t} = \liminf_{t \downarrow 0} \frac{h(t)}{t} = \lim_{t \downarrow 0} t^{-\frac{1}{2}} = \infty,
\]
showing that \((S_t)_{t \geq 0}\) is not a local semigroup relative to \((K, G)\).

3. Self-dual cones in Hilbert space

In this section we provide the required results about self-dual cones. Let \( H \) be a Hilbert space, and let \( K \subset H \) be a closed convex cone. Recall that the cone \( K \) is called self-dual if \( K = K^* \); that is
\[
K = \bigcap_{h^* \in K} \{ h \in H : \langle h^*, h \rangle \geq 0 \}.
\]
For what follows, we assume that the cone \( K \) is self-dual.
3.1. **Lemma.** Let $V \subseteq H$ be a finite dimensional subspace. Suppose there exists an orthonormal system $G \subseteq K$ which is a basis of $V$. Then the following statements are true:

1. We have $V \cap K = \text{lin}^+ G$.
2. The orthogonal projection $\pi_V$ is $K$-invariant.

**Proof.** Since $G$ is a basis of $V$, we have $\text{lin}^+ G \subseteq V$. Furthermore, since $G \subseteq K$ and $K$ is a closed convex cone, we have $\text{lin}^+ G \subseteq K$. Now, let $h \in V \cap K$ be arbitrary. Since $G \subseteq K$, we have $\langle h, e \rangle \geq 0$ for each $e \in G$, and hence

$$h = \sum_{e \in G} \langle h, e \rangle e \in \text{lin}^+ G,$$

proving the first statement. For the proof of the second statement, let $h \in K$ be arbitrary. Since $G \subseteq K$, we have $\langle h, e \rangle \geq 0$ for each $e \in G$, and hence

$$\pi_V h = \sum_{e \in G} \langle h, e \rangle e \in K,$$

completing the proof. 

3.2. **Proposition.** Let $G \subseteq K$ be a generating system of $K$ such that the following conditions are fulfilled:

1. There are an increasing sequence $(V_n)_{n \in \mathbb{N}}$ of finite dimensional subspaces and an increasing sequence $(G_n)_{n \in \mathbb{N}}$ of orthonormal systems such that for each $n \in \mathbb{N}$ the orthonormal system $G_n$ is a basis of $V_n$ with $G_n \subseteq K$, and we have $\pi_{V_n} \to \text{Id}$ for $n \to \infty$.
2. For all $(h^*, h) \in \bigcup_{n \in \mathbb{N}} G_n \times K$ with $\langle h^*, h \rangle = 0$ there exists a sequence $(h_m^*)_{m \in \mathbb{N}} \subseteq G$ such that $h_m^* \to h^*$ as $m \to \infty$ and $\langle h_m^*, h \rangle = 0$ for each $m \in \mathbb{N}$.

Then $(K, G)$ is approximately generated by an unconditional Schauder basis.

**Proof.** We define the sequence of closed convex cones $(K_n)_{n \in \mathbb{N}}$ as $K_n := (V_n \cap K)^*$ for each $n \in \mathbb{N}$. Then we have $K_n^* = V_n \cap K$ and $K \subseteq K_{n+1} \subseteq K_n$ for each $n \in \mathbb{N}$. Now, let $n \in \mathbb{N}$ be arbitrary. According to Lemma 3.1, we have

$$K_n^* = V_n \cap K = \text{lin}^+ G_n,$$

and the orthogonal projection $\pi_{V_n}$ is $K$-invariant. Therefore, by Lemma 2.7, the set $G_n$ is a generating system of the cone $K_n$. Hence, the sequence $(K_n, G_n)_{n \in \mathbb{N}}$ is a sequence of closed convex cones generated by an unconditional Schauder basis.

Next, we define the sequence $(\pi_n)_{n \in \mathbb{N}} \subseteq \text{Lip}_1(H)$ as the orthogonal projections

$$\pi_n := \pi_{V_n}, \quad n \in \mathbb{N}.$$ 

Then we have $\pi_n \to \text{Id}$. Now, let $n \in \mathbb{N}$ be arbitrary. Furthermore, let $h \in K_n$ be arbitrary. We also fix an arbitrary $h^* \in K$. Since $\pi_n$ is $K$-invariant, we have $\pi_n(h^*) \in V_n \cap K = K_n^*$, and hence

$$\langle h^*, \pi_n(h) \rangle = \langle \pi_n(h^*), h \rangle \geq 0,$$

showing that $\pi_n(h) \in K$. Now, let $n \in \mathbb{N}$ and $(h^*, h) \in G_n \times K_n$ with $\langle h^*, h \rangle = 0$ be arbitrary. Then we have $\pi_n(h^*) = h^*$, and hence

$$\langle h^*, \pi_n(h) \rangle = \langle \pi_n(h^*), h \rangle = \langle h^*, h \rangle = 0.$$ 

Now, we claim that

$$(3.1) \quad K = \text{lin}^+ \bigcup_{n \in \mathbb{N}} K_n^*.$$ 

Indeed, let $h \in K$ be arbitrary. We define the sequence $(h_n)_{n \in \mathbb{N}} \subseteq H$ as $h_n := \pi_n h$ for each $n \in \mathbb{N}$. Then we have $h_n \in V_n$ for each $n \in \mathbb{N}$ and $h_n \to h$ for $n \to \infty$. 

Since \( \pi_n \) is \( K \)-invariant for each \( n \in \mathbb{N} \), we even have \( h_n \in V_n \cap K = K_n^* \) for each \( n \in \mathbb{N} \), which proves (3.1). Therefore, by Lemma 2.7 we obtain
\[
K = \bigcap_{h \in K} \{ h \in H : \langle h^*, h \rangle \geq 0 \}
= \bigcap_{n \in \mathbb{N}} \bigcap_{h \in K_n^*} \{ h \in H : \langle h^*, h \rangle \geq 0 \} = \bigcap_{n \in \mathbb{N}} K_n,
\]
completing the proof. \( \square \)

4. The Invariance Result for Diffusion SPDEs

In this section, we prove the desired invariance result for diffusion SPDEs of the type
\[
\begin{align*}
\text{(4.1)} \\
&\quad \quad dr_t = (Ar_t + \alpha(r_t))dt + \sigma(r_t)dW_t \\
&\quad \quad \quad r_0 = h_0.
\end{align*}
\]
From now on, let \((\Omega,F,(\mathcal{F}_t)_{t \in \mathbb{R}_+},\mathbb{P})\) be a filtered probability space satisfying the usual conditions. Let \( H \) be a separable Hilbert space and let \( A : H \to D(A) \to H \) be the infinitesimal generator of a \( C_0 \)-semigroup \((S_t)_{t \geq 0}\) on \( H \). Let \( U \) be a separable Hilbert space, and let \( W \) be an \( U \)-valued \( Q \)-Wiener process for some nuclear, self-adjoint, positive definite linear operator \( Q \in L_{++}^1(U) \); see [15] Def. 4.2. There exist an orthonormal basis \( \{e_j\}_{j \in \mathbb{N}} \) of \( U \) and a sequence \( (\lambda_j)_{j \in \mathbb{N}} \subset (0, \infty) \) with \( \sum_{j \in \mathbb{N}} \lambda_j < \infty \) such that
\[
Qe_j = \lambda_j e_j \quad \text{for all } j \in \mathbb{N}.
\]
The space \( U_0 := Q^{1/2}(U) \), equipped with the inner product
\[
\langle u, v \rangle_{U_0} := \langle Q^{-1/2}u, Q^{-1/2}v \rangle_U,
\]
is another separable Hilbert space. We fix the orthonormal basis \( \{g_j\}_{j \in \mathbb{N}} \) of \( U_0 \) given by \( g_j := \sqrt{\lambda_j} e_j \) for each \( j \in \mathbb{N} \), and denote by \( L_0^2(H) := L_2(U_0, H) \) the space of all Hilbert-Schmidt operators from \( U_0 \) into \( H \). Let \( \alpha : H \to H \) and \( \sigma : H \to L_0^2(H) \) be measurable functions which are locally Lipschitz and satisfy the linear growth condition. This ensures that for each \( h_0 \in H \) the diffusion SPDE (1.1) has a unique mild solution; that is, an \( H \)-valued continuous adapted process \( r \), unique up to indistinguishability, such that \( \mathbb{P} \)-almost surely
\[
\begin{align*}
\text{(4.3)} \\
&\quad \quad r_t = S_t h_0 + \int_0^t S_{t-s} \alpha(r_s)ds + \int_0^t S_{t-s} \sigma(r_s)dW_s, \quad t \in \mathbb{R}_+,
\end{align*}
\]
see, for example [15] or [29]. According to [15] Prop. 4.3 the sequence \( (\beta^j)_{j \in \mathbb{N}} \) defined as
\[
\text{(4.4)} \\
\beta^j := \frac{1}{\sqrt{\lambda_j}} \langle W, e_j \rangle_U, \quad j \in \mathbb{N}
\]
is a sequence of independent real-valued standard Wiener processes, and according to [36] Prop. 2.4.5 we can write (4.3) equivalently as
\[
\begin{align*}
\text{(4.3)} \\
&\quad \quad r_t = S_t h_0 + \int_0^t S_{t-s} \alpha(r_s)ds + \sum_{j \in \mathbb{N}} \int_0^t S_{t-s} \sigma^j(r_s)d\beta^j_s, \quad t \in \mathbb{R}_+,
\end{align*}
\]
where for each \( j \in \mathbb{N} \) the mapping \( \sigma^j : H \to H \) is given by \( \sigma^j(h) := \sigma(h)g_j, h \in H \).
Let \((K,G)\) be a closed convex cone in \( H \). The cone \( K \) is called \textit{invariant} for the diffusion SPDE (4.1) if for each \( h_0 \in K \) we have \( r \in K \) up to an evanescent set \( ^1 \)

\(^1\) A random set \( A \subset \Omega \times \mathbb{R}_+ \) is called \textit{evanescent} if the set \( \{ \omega \in \Omega : (\omega,t) \in A \text{ for some } t \in \mathbb{R}_+ \} \) is a \( \mathbb{P} \)-nullset, cf. [29] 1.1.10.
where \( r \) denotes the mild solution to (4.1) with \( r_0 = h_0 \). We assume that the cone \( K \) is invariant for the semigroup \((S_t)_{t \geq 0}\), and that it is approximately generated by an unconditional Schauder basis. For every \( \lambda > \beta \) we consider the infinite dimensional SDE

\[
\begin{aligned}
\frac{dr^\lambda_t}{dt} &= (A r^\lambda_t + \alpha(r^\lambda_t))dt + \sigma(r^\lambda_t)dW_t, \\
r^\lambda_0 &= h_0,
\end{aligned}
\]

where the Yosida approximation \( A_\lambda \in L(H) \) is given by

\[ A_\lambda := \lambda AR_\lambda = \lambda^2 R_\lambda - \lambda. \]

Furthermore, for all \( \lambda > \beta \) and \( n \in \mathbb{N} \) we consider the infinite dimensional SDE

\[
\begin{aligned}
\frac{dr^\lambda_n}{dt} &= (A_\lambda(r^\lambda_n(t)) + \alpha(r^\lambda_n(t)))dt + \sigma(r^\lambda_n(t))dW_t, \\
r^\lambda_n_0 &= h_0,
\end{aligned}
\]

where the sequence \((r^\lambda_n)_{n \in \mathbb{N}}\) stems from Definition 2.10.

4.1. Lemma. For each \( \lambda > \beta \) the Yosida approximation \( A_\lambda \) is inward pointing.

Proof. Let \((h^*, h) \in G \times K\) with \((h^*, h) = 0\) be arbitrary. By Lemma 2.18 we have \( R_\lambda K \subseteq K \), and hence

\[ (h^*, A_\lambda h) = \lambda^2 (h^*, R_\lambda h) - \lambda (h^*, h) \geq 0, \]

completing the proof. \( \square \)

4.2. Lemma. Suppose that for each \( \lambda > \beta \) the closed convex cone \( K \) is invariant for the SDE (4.1). Then the closed convex cone \( K \) is also invariant for the SPDE (4.1).

Proof. Let \( h_0 \in K \) be arbitrary. By [25] Prop. 3.2], for every \( T \in \mathbb{R}_+ \) we have

\[ \mathbb{E} \left[ \sup_{t \in [0,T]} \| r_t - r^\lambda_t \|^2 \right] \to 0 \quad \text{as} \quad \lambda \to \infty, \]

where \( r \) denotes the mild solution to the SPDE (4.1) with \( r_0 = h_0 \), and \( r^\lambda \) denotes the strong solution to the SDE (4.1) with \( r^\lambda_0 = h_0 \). Therefore, the same argumentation as in the proof of [53] Prop. B.3] shows that the closed convex cone \( K \) is also invariant for the SPDE (4.1). \( \square \)

4.3. Lemma. Let \( \lambda > \beta \) be arbitrary. Suppose that for each \( n \in \mathbb{N} \) the closed convex cone \( K_n \) is invariant for the SDE (4.5). Then the closed convex cone \( K \) is invariant for the SDE (4.5).

Proof. Let \( h_0 \in K \) be arbitrary, and let \( N \in \mathbb{N} \) be arbitrary. By Definition 2.10 there exists a constant \( L > 0 \) such that \( \pi_n \in \text{Lip}_L(H) \) for all \( n \in \mathbb{N} \). Hence, by [53] Prop. B.3] we have

\[ \mathbb{E} \left[ \sup_{t \in [0,T]} \| r^\lambda_t - r^\lambda_n_t \|^2 \right] \to 0 \quad \text{as} \quad n \to \infty, \]

where \( r^\lambda \) denotes the strong solution to the SDE (4.1) with \( r^\lambda_0 = h_0 \), and \( r^\lambda_n \) denotes the strong solution to the SDE (4.6) with \( r^\lambda_n_0 = h_0 \). Therefore, as in the proof of [53] Prop. B.3] we show that there exist an event \( \bar{\Omega}_N \in \mathcal{F} \) with \( P(\bar{\Omega}_N) = 1 \) and a subsequence \((n_k)_{k \in \mathbb{N}}\) such that for all \((\omega, t) \in \bar{\Omega}_N \times [0, N]\) we have

\[ r^\lambda_n_t(\omega) \in K_n \quad \text{for each} \quad n \in \mathbb{N} \quad \text{and} \]

\[ \lim_{k \to \infty} r^\lambda_n_{t,k}(\omega) = r^\lambda_t(\omega). \]
By Definition 2.10 we have $K \subset K_{n+1} \subset K_n$ for each $n \in \mathbb{N}$, as well as $K = \bigcap_{n \in \mathbb{N}} K_n$. Thus, for all $(\omega, t) \in \Omega_N \times [0, N]$ we obtain

$$r^\lambda_t(\omega) = \lim_{k \to \infty} r^{\lambda, n_k}_t(\omega) \in \bigcap_{k \in \mathbb{N}} K_{n_k} = \bigcap_{n \in \mathbb{N}} K_n = K.$$ 

Therefore, setting $\bar{\Omega} := \bigcap_{N \in \mathbb{N}} \bar{\Omega}_N \in \mathcal{F}$ we obtain $\mathbb{P}(\bar{\Omega}) = 1$ and $r^\lambda_t(\omega) \in K$ for all $(\omega, t) \in \bar{\Omega} \times \mathbb{R}_+$, showing that $K$ is invariant for the SDE (4.6). \qed

Now, we are ready to prove the desired invariance result for diffusion SPDEs.

4.4. Theorem. We suppose that the following conditions are fulfilled:

1. The coefficients $(\alpha, \sigma)$ are locally Lipschitz and satisfy the linear growth condition.
2. The semigroup $(S_t)_{t \geq 0}$ is pseudo-contractive.
3. The closed convex cone $K$ is invariant for the semigroup $(S_t)_{t \geq 0}$.
4. The closed convex cone $(K, G)$ is approximately generated by an unconditional Schauder basis.

Moreover, we assume that for all $(h^*, h) \in G \times K$ with $\langle h^*, h \rangle = 0$ we have

$$\langle h^*, \alpha(h) \rangle \geq 0, \quad \text{(4.7)}$$
$$\langle h^*, \sigma^j(h) \rangle = 0, \quad j \in \mathbb{N}. \quad \text{(4.8)}$$

Then the closed convex cone $K$ is invariant for the SPDE (4.1).

Proof. By Lemma 4.2 it suffices to prove that for each $\lambda > \beta$ the closed convex cone $K$ is invariant for the SDE (4.5). Thus, let us fix an arbitrary $\lambda > \beta$. By Lemma 4.3 it suffices to prove that for each $n \in \mathbb{N}$ the closed convex cone $K_n$ is invariant for the SDE (4.5). Thus, let us also fix an arbitrary $n \in \mathbb{N}$. Condition (4.7) means that $A_n + \alpha$ is inward pointing at the boundary of $(K, G)$. Combining Lemmas 4.1 and 2.14 we obtain that $A_n + \alpha$ is inward pointing at the boundary of $(K, G)$. Therefore, by Lemma 4.5 the function $A_n + \alpha + \pi_n$ is inward pointing at the boundary of $(K_n, G_n)$. Let $j \in \mathbb{N}$ be arbitrary. Condition (4.8) means that $\sigma^j$ is parallel at the boundary of $(K, G)$. Therefore, by Lemma 2.15 the function $\sigma^j + \pi_n$ is parallel at the boundary of $(K_n, G_n)$. Noting that $K_n$ is generated by an unconditional Schauder basis, applying [33, Thm. 1.1] (where we notice Example 2.25 and Remark 2.20) we deduce that the closed convex cone $K_n$ is invariant for the SDE (4.6), completing the proof. \qed

5. The invariance result for general jump-diffusion SPDEs

In this section we prove the announced invariance results for general jump-diffusion SPDEs of the type (1.1). In addition to the stochastic framework from Section 4, let $(E, \mathcal{E})$ be a Blackwell space, and let $N$ be a homogeneous Poisson random measure with compensator $dt \otimes F(dx)$ for some $\sigma$-finite measure $F$ on $(E, \mathcal{E})$; see [29, Def. II.1.20]. We fix a measurable mapping $\gamma : H \times E \to H$. Denoting by $L^2(F) := L^2(E, \mathcal{E}, F; H)$ the space of all square-integrable functions from $E$ into $H$, we suppose that $\gamma : H \to L^2(F)$ is locally Lipschitz and satisfies the linear growth condition. Together with the assumptions from Section 3 this ensures that for each $h_0 \in H$ the SPDE (1.1) has a unique mild solution; that is, an $H$-valued càdlàg adapted process $r$, unique up to indistinguishability, such that $\mathbb{P}$-almost surely

$$r_t = S_t h_0 + \int_0^t S_{t-s} \alpha(r_s) ds + \int_0^t S_{t-s} \sigma(r_s) dW_s + \int_0^t S_{t-s} \gamma(r_s, x)(N(ds, dx) - F(dx)ds), \quad t \in \mathbb{R}_+,$$
see, for example [39] or [22].

Let \((K, G)\) be a closed convex cone in \(H\). The cone \(K\) is called invariant for the SPDE (1.1) if for each \(h_0 \in K\) we have \(r \in K\) up to an evanescent set, where \(r\) denotes the mild solution to (1.1) with \(r_0 = h_0\).

5.1. Theorem. We suppose that the following conditions are fulfilled:

(1) The coefficients \((\alpha, \sigma, \gamma)\) are locally Lipschitz and satisfy the linear growth condition.

(2) The semigroup \((S_t)_{t \geq 0}\) is pseudo-contractive.

(3) The closed convex cone \(K\) is invariant for the semigroup \((S_t)_{t \geq 0}\).

(4) The closed convex cone \((K, G)\) is approximately generated by an unconditional Schauder basis.

If we have
\[
\begin{align*}
(5.1) \quad & h + \gamma(h, x) \in K \quad \text{for } F\text{-almost all } x \in E, \quad \text{for all } h \in K, \\
& \text{and for all } (h^*, h) \in G \times K \text{ with } \langle h^*, h \rangle = 0 \text{ we have} \\
(5.2) \quad & \langle h^*, \alpha(h) \rangle - \int_E \langle h^*, \gamma(h, x) \rangle F(dx) \geq 0, \\
(5.3) \quad & \langle h^*, \sigma^j(h) \rangle = 0, \quad j \in \mathbb{N},
\end{align*}
\]
then the closed convex cone \(K\) is invariant for the SPDE (1.1).

Proof. First, let us assume that \((\alpha, \sigma, \gamma)\) are Lipschitz continuous. Then, by the same arguments as in the proof of [53, Thm. 7.1] it suffices to prove that for each \(B \in \mathcal{E}\) with \(F(B) < \infty\) the closed convex cone \(K\) is invariant for the SPDE
\[
\begin{align*}
(5.4) \quad & \begin{cases}
{dr_t} &= (Ar_t + \alpha_B(r_t))dt + \sigma(r_t)dW_t \\
{r_0} &= h_0,
\end{cases}
\end{align*}
\]
where \(\alpha_B : H \to H\) is given by
\[
\alpha_B(h) := \alpha(h) - \int_B \gamma(h, x)F(dx), \quad h \in H.
\]

Let \((h^*, h) \in G \times K\) be arbitrary. By (5.1) we have
\[
\langle h^*, \gamma(h, x) \rangle = \langle h^*, h \rangle + \langle h^*, \gamma(h, x) \rangle = \langle h^*, h + \gamma(h, x) \rangle \geq 0.
\]
Hence, by (5.2) we obtain
\[
\langle h^*, \alpha_B(h) \rangle = \langle h^*, \alpha(h) \rangle - \int_E \langle h^*, \gamma(h, x) \rangle F(dx) + \int_{E \setminus B} \langle h^*, \gamma(h, x) \rangle F(dx) \geq 0.
\]

Therefore, by Theorem 4.4, the closed convex cone \(K\) is invariant for the SPDE (5.4), completing the proof in case of Lipschitz continuous coefficients.

Now, consider the general situation where \((\alpha, \sigma, \gamma)\) are locally Lipschitz and satisfy the linear growth condition. By the same arguments as in the proof of [53, Thm. 8.1] it suffices that for each \(n \in \mathbb{N}\) the closed convex cone \(K\) is invariant for the SPDE
\[
\begin{align*}
(5.5) \quad & \begin{cases}
{dx^n_t} &= (Ar^n_t + \alpha_n(r^n_t))dt + \sigma_n(r^n_t)dW_t \\
{r^n_0} &= h_0
\end{cases}
\end{align*}
\]
where \(\alpha_n : H \to H\) and \(\sigma_n : H \times E \to H\) are given by
\[
\alpha_n := \alpha \circ R_n, \quad \sigma_n := \sigma \circ R_n, \quad \text{and } \gamma_n := \gamma \circ R_n.
\]

Here \(R_n : H \to H\) denotes the retraction
\[
R_n(h) := \lambda_n(h)h, \quad h \in H,
\]
where the function $\lambda_n : H \to (0, 1]$ is given by

$$
\lambda_n(h) := \mathbb{1}_{\{\|h\| \leq n\}} + \frac{n}{\|h\|} \mathbb{1}_{\{\|h\| > n\}}, \quad h \in H.
$$

Let $h \in K$ be arbitrary. Then we have

$$
h + \gamma_n(h, x) = h + \gamma(\lambda_n(h)h, x) = (1 - \lambda_n(h))h + \lambda_n(h)h + \gamma(\lambda_n(h)h, x) \in K
$$

for $F$-almost all $x \in E$. Now, let $(h^*, h) \in G \times K$ be such that $(h^*, h) = 0$. Then we also have $(h^*, \lambda_n(h)h) = 0$, and hence

$$
(h^*, \sigma_n^j(h)) = (h^*, \sigma^j(\lambda_n(h)h)) = 0, \quad j \in \mathbb{N}
$$

as well as

$$
(h^*, \alpha_n(h)) - \int_E (h^*, \gamma_n(h, x)) F(dx)
$$

$$
= (h^*, \alpha(\lambda_n(h)h)) - \int_E (h^*, \gamma(\lambda_n(h)h, x)) F(dx) \geq 0.
$$

Consequently, by the first part of this proof, the closed convex cone $K$ is invariant for the SPDE (5.5), completing the proof. \hfill \square

5.2. Theorem. We suppose that the following conditions are fulfilled:

(1) The coefficients $(\alpha, \sigma, \gamma)$ are locally Lipschitz and satisfy the linear growth condition.

(2) The semigroup $(S_t)_{t \geq 0}$ is pseudo-contractive.

(3) The closed convex cone $K$ is invariant for the semigroup $(S_t)_{t \geq 0}$.

(4) The semigroup $(S_t)_{t \geq 0}$ is a local semigroup relative to $G$.

If the closed convex cone $K$ is invariant for the SPDE (1.1), then we have (5.1), and for all $(h^*, h) \in G \times K$ with $(h^*, h) = 0$ we have (5.2) and (5.3).

Proof. Taking into account Remark 2.20, this is a consequence of [33, Thm. 3.1]. \hfill \square

If the drift $\alpha$ of the SPDE (1.1) vanishes, then condition (5.2) simplifies as follows.

5.3. Proposition. Suppose that $\alpha = 0$, and that condition (5.3) is fulfilled. Then the following statements are equivalent:

(i) For all $(h^*, h) \in G \times K$ with $(h^*, h) = 0$ we have (5.2).

(ii) For all $(h^*, h) \in G \times K$ with $(h^*, h) = 0$ we have

$$
(h^*, \gamma(h, x)) = 0 \quad \text{for } F\text{-almost all } x \in E.
$$

Proof. Let $(h^*, h) \in G \times K$ with $(h^*, h) = 0$ be arbitrary. Then for $F$-almost all $x \in E$ we have

$$
(h^*, \gamma(h, x)) = (h^*, h + \gamma(h, x)) \geq 0.
$$

Furthermore, since $\alpha = 0$, condition (5.2) can be expressed as

$$
\int_E (h^*, \gamma(h, x)) F(dx) \leq 0,
$$

which provides the stated equivalence (i) $\iff$ (ii). \hfill \square
6. ISOMORPHIC TRANSFORMATIONS OF CLOSED CONVEX CONES

In this section we investigate isomorphic transformations of closed convex cones, and present a related invariance result. Let $H$ and $\mathbb{H}$ be separable Hilbert spaces. We start with two auxiliary results about linear isomorphisms.

6.1. Lemma. Let $T \in L(H, H)$ be an isomorphism. Then the following statements are true:

1. The adjoint operator $T^* \in L(H, \mathbb{H})$ is also an isomorphism.
2. The operator $(T^{-1})^* \in L(\mathbb{H}, H)$ is given by $(T^{-1})^* = (T^*)^{-1}$.

Proof. By [49, Thm. 4.15] the adjoint operator $T^*$ is one-to-one and $\text{ran}(T^*)$ is closed. Furthermore, by [49, Thm. 4.12] we have $\text{ran}(T^*)^\perp = \{0\}$, showing that $T^*$ is surjective. Moreover, for all $h \in \mathbb{H}$ and $g \in H$ we have

$$\langle (T^*)^{-1}h, g \rangle_H = \langle (T^*)^{-1}h, TT^{-1}g \rangle_H = \langle T^*(T^*)^{-1}h, g \rangle_H = \langle h, T^{-1}g \rangle_H,$$

showing that $(T^{-1})^* = (T^*)^{-1}$. □

6.2. Lemma. Let $T \in L(\mathbb{H}, H)$ be an isometric isomorphism. Then the following statements are true:

1. The adjoint operator $T^* \in L(H, \mathbb{H})$ is also an isometric isomorphism.
2. We have $T^{-1} = T^*$.

Proof. By Lemma 6.1 the adjoint operator $T^* \in L(H, \mathbb{H})$ is an isomorphism. Furthermore, for all $h \in H$ and $g \in \mathbb{H}$ we have

$$\langle T^{-1}h, g \rangle_H = \langle TT^{-1}h, Tg \rangle_H = \langle h, Tg \rangle_H,$$

showing that $T^{-1} = T^*$, and for all $h, g \in H$ we have

$$\langle T^*h, T^*g \rangle_H = \langle h, TT^*g \rangle_H = \langle h, g \rangle_H,$$

showing that $T^*$ is an isometry. □

Now, we proceed with isomorphic transformations of closed convex cones. For what follows, let $T \in L(\mathbb{H}, H)$ be an isomorphism, and set $S := (T^{-1})^* = (T^*)^{-1}$, where the latter identity is a consequence of Lemma 6.1. Note that $S^* = T^{-1}$. If $T$ is an isometric isomorphism, then by Lemma 6.2 we have $S = T$.

6.3. Lemma. Let $(\mathbb{K}, G)$ be a closed convex cone in $\mathbb{H}$. Then $(K, G) := (T\mathbb{K}, SG)$ is a closed convex cone in $H$.

Proof. It is obvious that $K = T\mathbb{K}$ is a closed convex cone in $K$. Furthermore, since $G$ is a generating system of $\mathbb{K}$, we obtain

$$K = T\mathbb{K} = T \left( \bigcap_{g^* \in G} \{ g \in \mathbb{H} : \langle g^*, g \rangle_{\mathbb{H}} \geq 0 \} \right) = \bigcap_{g^* \in G} T(\{ g \in H : \langle g^*, g \rangle_{\mathbb{H}} \geq 0 \}) = \bigcap_{g^* \in G} \{ h \in H : \langle g^*, T^{-1}h \rangle_{\mathbb{H}} \geq 0 \} = \bigcap_{g^* \in G} \{ h \in H : \langle Sg^*, h \rangle_H \geq 0 \} \geq 0 \} = \bigcap_{h^* \in G} \{ h \in H : \langle h^*, h \rangle_H \geq 0 \},$$

showing that $G$ is a generating system of $K$. □

6.4. Lemma. Let $\mathbb{K}$ be closed convex cone in $\mathbb{H}$ which is self-dual, and suppose that $T$ is an isometric isomorphism. Then the closed convex cone $K := T\mathbb{K}$ is also self-dual.

Proof. By Lemma 6.2 we have $S = T$. Therefore, by Lemma 6.3 the set $K$ is a generating system of the closed convex cone $K$; that is $K^* = K$. □
6.5. **Lemma.** Let \( \{e_k^*, e_k\}_{k \in \mathbb{N}} \) be an unconditional Schauder basis of \( \mathbb{H} \). Then the system \( \{Se_k^*, Te_k\}_{k \in \mathbb{N}} \) is an unconditional Schauder basis of \( H \).

**Proof.** Let \( h \in H \) be arbitrary, and set \( g := T^{-1}h \in \mathbb{H} \). Furthermore, let \( (k_i)_{i \in \mathbb{N}} \) be an arbitrary enumeration of \( \mathbb{N} \). Then we have

\[
g = \sum_{i=1}^{\infty} (e_{k_i}^*, g)_{\mathbb{H}} e_{k_i},
\]

and hence

\[
h = Tg = \sum_{i=1}^{\infty} (e_{k_i}^*, g)_{\mathbb{H}} T e_{k_i} = \sum_{i=1}^{\infty} (Se_{k_i}^*, h)_{H} T e_{k_i},
\]

proving the representation

\[
h = \sum_{k \in \mathbb{N}} (Se_{k_i}^*, h)_{H} T e_{k_i}.
\]

In order to prove uniqueness of the series representation, let \( (h_k)_{k \in \mathbb{N}} \subset \mathbb{R} \) be an arbitrary sequence such that

\[
\sum_{k=1}^{\infty} h_k T e_k = 0.
\]

Then we have

\[
T\left( \sum_{k=1}^{\infty} h_k e_k \right) = \sum_{k=1}^{\infty} h_k T e_k = 0.
\]

Since \( T \) is an isomorphism, we obtain

\[
\sum_{k=1}^{\infty} h_k e_k = 0.
\]

Therefore, and since \( \{e_k^*, e_k\}_{k \in \mathbb{N}} \) is an unconditional Schauder basis of \( H \), we deduce that \( h_k = 0 \) for all \( k \in \mathbb{N} \), which finishes the proof. \( \square \)

6.6. **Lemma.** Let \((K, G)\) be a closed convex cone in \( \mathbb{H} \), which is generated by an unconditional Schauder basis. Then the closed convex cone \((K, G) := (T K, S G)\) is also generated by an unconditional Schauder basis.

**Proof.** There exists an unconditional Schauder basis \( \{e_k^*, e_k\}_{k \in \mathbb{N}} \) of \( \mathbb{H} \) such that

\[
G \subset \bigcup_{k \in \mathbb{N}} \text{lin}\{e_k^*\}.
\]

Therefore, we have

\[
G = SG \subset \bigcup_{k \in \mathbb{N}} \text{lin}\{Se_k^*\}.
\]

Furthermore, by Lemma 6.5 the system \( \{Se_k^*, Te_k\}_{k \in \mathbb{N}} \) is an unconditional Schauder basis of \( H \). This completes the proof. \( \square \)

6.7. **Proposition.** Let \((K, G)\) be a closed convex cone in \( \mathbb{H} \), which is approximately generated by an unconditional Schauder basis. Then the closed convex cone \((K, G) := (T K, S G)\) is also approximately generated by an unconditional Schauder basis.
Proof. Since \((\mathcal{K}, \mathcal{G})\) is approximately generated by an unconditional Schauder basis, with analogous notation the conditions from Definition 2.10 are fulfilled. We define \((K_n, G_n) := (T\mathcal{K}_n, \mathcal{T}\mathcal{G}_n)\) for each \(n \in \mathbb{N}\). By Lemma 6.6 the sequence \((K_n, G_n)_{n \in \mathbb{N}}\) is a sequence of closed convex cones, which are generated by an unconditional Schauder basis. Furthermore, for each \(n \in \mathbb{N}\) we have \(\mathcal{K} \subset \mathcal{K}_{n+1} \subset \mathcal{K}_n\) and \(\mathcal{G}_n \subset \mathcal{G}_{n+1}\), which implies \(K \subset K_{n+1} \subset K_n\) and \(G_n \subset G_{n+1}\). Moreover, we have

\[
K = T\mathcal{K} = T \left( \bigcap_{n \in \mathbb{N}} \mathcal{K}_n \right) = \bigcap_{n \in \mathbb{N}} T\mathcal{K}_n = \bigcap_{n \in \mathbb{N}} K_n.
\]

Let \(\langle h^*, h \rangle \in \bigcup_{n \in \mathbb{N}} G_n \times K\) with \(\langle h^*, h \rangle_H = 0\) be arbitrary. We set \((g^*, g) := (S^{-1}h^*, T^{-1}h) \in \bigcup_{n \in \mathbb{N}} G_n \times \mathcal{K}\). There exists a sequence \((g^*_m)_{m \in \mathbb{N}} \subset \mathcal{G}\) such that \(g^*_m \to g^*\) as \(m \to \infty\) and \(\langle g^*_m, g \rangle_H = 0\) for each \(m \in \mathbb{N}\). We define the sequence \((h^*_m)_{m \in \mathbb{N}} \subset G\) as \(h^*_m := Sg^*_m\) for each \(m \in \mathbb{N}\). Then we have \(h^*_m \to h^*\) as \(m \to \infty\) and

\[
\langle h^*_m, h \rangle_H = \langle Sg^*_m, T g \rangle_H = \langle g^*_m, g \rangle_H = 0 \quad \text{for each} \quad m \in \mathbb{N}.
\]

Next, we define the constant \(M := \|T\|\|L\|T^{-1}\|\) and the sequence

\[(\Pi_n)_{n \in \mathbb{N}} \subset \text{Lip}_M(H)\]

as \(\Pi_n := T\pi_nT^{-1}\) for each \(n \in \mathbb{N}\). Then we have \(\Pi_n \to \text{Id}\) and

\[
\Pi_n(K_n) = T\pi_nT^{-1}T\mathcal{K}_n = T\pi_n(\mathcal{K}_n) \subset T\mathcal{K} = K, \quad n \in \mathbb{N}.
\]

Now, let \(n \in \mathbb{N}\) and \((h^*, h) \in G_n \times K_n\) with \(\langle h^*, h \rangle_H = 0\) be arbitrary. We set \((g^*, g) := (S^{-1}h^*, T^{-1}h) \in \mathcal{G}_n \times \mathcal{K}_n\). Then we have

\[
\langle g^*, g \rangle_H = \langle S^{-1}h^*, T^{-1}h \rangle_H = \langle S^{-1}h^*, S^*h \rangle_H = \langle h^*, h \rangle_H = 0.
\]

Therefore, we obtain

\[
(h^*, \Pi_n(h))_H = \langle Sg^*, T\pi_nT^{-1}Tg \rangle_H = \langle (T^*)^{-1}g^*, T\pi_n(g) \rangle_H = \langle g^*, \pi_n(g) \rangle_H = 0,
\]

completing the proof.

Now, we are ready to prove the following invariance result. Consider the stochastic framework from Section 5 and let \((K, G)\) be a closed convex cone in \(H\).

**6.8. Theorem.** Suppose that the following conditions are fulfilled:

1. The coefficients \((\alpha, \sigma, \gamma)\) are locally Lipschitz and satisfy the linear growth condition.
2. The semigroup \((S_t)_{t \geq 0}\) is pseudo-contractive.
3. The closed convex cone \(K\) is invariant for the semigroup \((S_t)_{t \geq 0}\).
4. There are another separable Hilbert space \(H\), an isomorphism \(T \in L(H, H)\), and a closed convex cone \((\mathcal{K}, \mathcal{G})\) in \(H\), which is approximately generated by an unconditional Schauder basis, such that \((K, G) = (T\mathcal{K}, \mathcal{T}\mathcal{G})\), where
   \[S := (T^{-1})^* = (T^*)^{-1}.
\]

If we have \((5.1)\), and for all \((h^*, h) \in G \times K\) with \(\langle h^*, h \rangle = 0\) we have \((5.2)\) and \((5.3)\), then the closed convex cone \(K\) is invariant for the SPDE \((1.1)\).

**Proof.** Taking into account Proposition 6.7 this is a consequence of Theorem 5.1.
7. Products of closed convex cones

In this section we investigate products of closed convex cones, and present related invariance results. Let \( H_1, \ldots, H_m \) be separable Hilbert spaces. We define the new state space \( \mathcal{H} := H_1 \times \cdots \times H_m \), which, equipped with the inner product

\[
\langle h, g \rangle_{\mathcal{H}} := \sum_{i=1}^{m} \langle h_i, g_i \rangle_{H_i}, \quad h, g \in \mathcal{H}
\]

is another separable Hilbert space. For each \( i = 1, \ldots, m \) we introduce the linear operator \( \delta_i \in L(H_i, \mathcal{H}) \) as

\[
(\delta_i h)_j := \begin{cases} h_i & \text{if } j = i, \\ 0 & \text{otherwise,} \end{cases} \quad \text{for each } j = 1, \ldots, m. \tag{7.1}
\]

Note that for each \( i = 1, \ldots, m \) the adjoint operator \( \delta_i^* \in L(\mathcal{H}, H_i) \) is given by

\[
\delta_i^* h = h_i.
\]

7.1. Lemma. For each \( i = 1, \ldots, m \) let \( (K_i, G_i) \) be a closed convex cone in \( H_i \). Then

\[
(K, G) := \left< K_1 \times \cdots \times K_m, \bigcup_{i=1}^{m} \delta_i(G_i) \right>
\]

is a closed convex cone in \( \mathcal{H} \).

Proof. It is clear that \( K \) is a closed convex cone in \( H \). Furthermore, we have

\[
\mathcal{K} = \times_{i=1}^{d} \left( \bigcap_{h \in G_i} \{ h_i \in H_i : \langle h^*, h_i \rangle_{H_i} \geq 0 \} \right)
\]

\[
= \bigcap_{i=1}^{d} \bigcap_{h \in G_i} \{ g \in \mathcal{H} : \langle h^*, \delta_i^* g \rangle_{H_i} \geq 0 \}
\]

\[
= \bigcap_{i=1}^{d} \bigcap_{h \in G_i} \{ g \in \mathcal{H} : \langle \delta_i h^*, g \rangle_{\mathcal{H}} \geq 0 \}
\]

\[
= \bigcap_{g^* \in \mathcal{G}} \{ g \in \mathcal{H} : \langle g^*, g \rangle_{\mathcal{H}} \geq 0 \},
\]

showing that \( \mathcal{G} \) is a generating system of \( \mathcal{K} \). \( \square \)

For the next auxiliary result, we agree on the notation \( N_m := \{1, \ldots, m\} \).

7.2. Lemma. For each \( i = 1, \ldots, m \) let \( \{e_{ik}^*, e_{ik}\} \in \mathbb{N} \) be an unconditional Schauder basis of \( H_i \). Then \( \{\delta_i e_{ik}^*, \delta_i e_{ik}\} \in \mathbb{N} \times \mathbb{N} \) is an unconditional Schauder basis of \( \mathcal{H} \).

Proof. Let \( h \in \mathcal{H} \) be arbitrary. Then for each \( i = 1, \ldots, m \) there exist unique sequences \( (c_{ik})_{k \in \mathbb{N}} \subset \mathbb{R} \) such that

\[
h_i = \sum_{k \in \mathbb{N}} c_{ik} e_{ik}, \tag{7.3}
\]

the series \( (7.3) \) converges unconditionally, and we have

\[
c_{ik} = \langle e_{ik}^*, h_i \rangle_{H_i}, \quad k \in \mathbb{N}.
\]

Therefore, we obtain

\[
h = \sum_{i=1}^{m} \delta_i h_i = \sum_{i=1}^{m} \delta_i \sum_{k=1}^{\infty} c_{ik} e_{ik} = \sum_{k=1}^{\infty} \sum_{i=1}^{m} c_{ik} \delta_i e_{ik},
\]
and for all $i = 1, \ldots, m$ and $k \in \mathbb{N}$ we have

$$c_{ik} = \langle e_{ik}', h_i \rangle_{H_i} = \langle e_{ik}', \delta_i h \rangle_{H_i} = \langle \delta_i^* e_{ik}', h \rangle_{H_i}.$$ 

Therefore $\{\delta_i^* e_{ik}, \delta_i e_{ik}\}_{(i,k) \in \mathbb{N} \times \mathbb{N}}$ is a Schauder basis of $H$, and it remains to show that it is unconditional. According to [15] Prop. 6.31 there is a constant $K > 0$ such that for all $n \in \mathbb{N}$, all $a_1, \ldots, a_n \in \mathbb{R}$ and all $\epsilon_1, \ldots, \epsilon_n \in \{-1, 1\}$ we have

$$\left\| \sum_{k=1}^{n} \epsilon_k a_k e_{ik} \right\|_{H_i} \leq K \left( \sum_{k=1}^{n} a_k e_{ik} \right)^{1/2} \left( \sum_{k=1}^{n} \epsilon_k e_{ik} \right)^{1/2} \left\| \sum_{k=1}^{n} \epsilon_k a_k e_{ik} \right\|_{H_i}.$$ 

Therefore, for all $n \in \mathbb{N}$, all $a_i \in \mathbb{R}$, $i = 1, \ldots, m$, $k = 1, \ldots, n$ and all $\epsilon_i \in \{-1, 1\}$, $i = 1, \ldots, m$, $k = 1, \ldots, n$ we obtain

$$\left\| \sum_{i=1}^{m} \sum_{k=1}^{n} \epsilon_i a_k \delta_i e_{ik} \right\|_{H_i} \leq K \left( \sum_{i=1}^{m} \sum_{k=1}^{n} a_k e_{ik} \right)^{1/2} \left( \sum_{i=1}^{m} \sum_{k=1}^{n} \epsilon_i e_{ik} \right)^{1/2} \left\| \sum_{i=1}^{m} \sum_{k=1}^{n} a_k \delta_i e_{ik} \right\|_{H_i}.$$ 

Therefore, according to [15] Prop. 6.31] the system $\{\delta_i^* e_{ik}, \delta_i e_{ik}\}_{(i,k) \in \mathbb{N} \times \mathbb{N}}$ is an unconditional Schauder basis of $H$. □

7.3. Lemma. For each $i = 1, \ldots, m$ let $(K_i, G_i)$ be a closed convex cone in $H_i$ which is generated by an unconditional Schauder basis. Then the closed convex cone $(\mathcal{K}, \mathcal{G})$ given by $(7.3)$ is generated by an unconditional Schauder basis.

Proof. For each $i = 1, \ldots, m$ there is an unconditional Schauder basis $\{e_{ik}', e_{ik}\}_{k \in \mathbb{N}}$ of $H_i$ such that

$$G_i \subset \bigcup_{k \in \mathbb{N}} \text{lin} \{e_{ik}'\}.$$ 

Therefore, we have

$$\mathcal{G} = \bigcup_{i=1}^{m} \delta_i(G_i) \subset \bigcup_{i=1}^{m} \bigcup_{k \in \mathbb{N}} \text{lin} \{\delta_i^* e_{ik}\}.$$ 

Furthermore, by Lemma 7.2 the system $\{\delta_i^* e_{ik}, \delta_i e_{ik}\}_{(i,k) \in \mathbb{N} \times \mathbb{N}}$ is an unconditional Schauder basis of $H$. This completes the proof. □

7.4. Proposition. For each $i = 1, \ldots, m$ let $(K_i, G_i)$ be a closed convex cone in $H_i$ which is approximately generated by an unconditional Schauder basis. Then the closed convex cone $(\mathcal{K}, \mathcal{G})$ given by $(7.3)$ is approximately generated by an unconditional Schauder basis.

Proof. Since for each $i = 1, \ldots, m$ the cone $(K_i, G_i)$ is approximately generated by an unconditional Schauder basis, with analogous notation the conditions from Definition 2.10 are fulfilled. For each $n \in \mathbb{N}$ we define

$$(K_n, G_n) := \left( K_{n1} \times \ldots \times K_{nm}, \bigcup_{i=1}^{m} \delta_i(G_{ni}) \right).$$ 

By Lemma 7.3 the sequence $(K_n, G_n)_{n \in \mathbb{N}}$ is a sequence of closed convex cones, which are generated by an unconditional Schauder basis. Furthermore, for each $n \in \mathbb{N}$ we have $K_i \subset K_{n+1, i} \subset K_{ni}$, $i = 1, \ldots, m$ and $G_{ni} \subset G_{n+1, i}$, $i = 1, \ldots, m$, which implies $\mathcal{K} \subset \mathcal{K}_{n+1} \subset \mathcal{K}_n$ and $\mathcal{G}_n \subset \mathcal{G}_{n+1}$. Moreover, we have

$$\mathcal{K} = \bigcup_{i=1}^{n} K_i = \bigcap_{n \in \mathbb{N}} K_{ni} = \bigcap_{n \in \mathbb{N}} \left( \bigcup_{i=1}^{m} K_{ni} \right) = \bigcap_{n \in \mathbb{N}} K_{n}.$$
Let \((h^*, h) \in \bigcup_{n \in \mathbb{N}} G_n \times K\) with \(\langle h^*, h \rangle_H = 0\) be arbitrary. There exist \(n \in \mathbb{N}\), \(i \in \{1, \ldots, m\}\) and \(g^* \in G_i\) such that \(h^* = \delta_i g^*\). Hence, we have
\[
\langle g^*, h^* \rangle_H = \langle g^*, \delta_i^* h^* \rangle_H = \langle \delta_i g^*, h^* \rangle_H = \langle h^*, h \rangle_H = 0.
\]

There exists a sequence \((h_{im}^*)_{m \in \mathbb{N}} \subset G_i\) such that \(h_{im}^* \to g^*\) as \(m \to \infty\) and \(\langle h_{im}^*, h^* \rangle_H = 0\) for each \(m \in \mathbb{N}\). Now, we define the sequence \((h_{im}^*)_{m \in \mathbb{N}} \subset G\) as \(h_{im}^* := \delta_i h_{im}^*\) for each \(m \in \mathbb{N}\). Then we have and \(h_{im}^* = \delta_i h_{im}^* \to \delta_i g^* = h^*\) as \(m \to \infty\), and
\[
\langle h_{im}^*, h \rangle_H = \langle \delta_i h_{im}^*, h \rangle_H = \langle h_{im}^*, \delta^*_i h \rangle_H = \langle h_{im}^*, h_i \rangle_H = 0\quad \text{for each } m \in \mathbb{N}.
\]

Next, we define the sequence \((\Pi_n)_{n \in \mathbb{N}}\) as
\[
\Pi_n := (\pi_n \circ \delta_i^*)_{i=1,\ldots,m}.
\]

There is a constant \(L > 0\) such that \((\pi_n)_{n \in \mathbb{N}} \in \text{Lip}_L(H_i)\) for each \(i = 1, \ldots, m\). This implies \((\Pi_n)_{n \in \mathbb{N}} \in \text{Lip}_L(\hat{H})\). Furthermore, for each \(n \in \mathbb{N}\) we have
\[
\Pi_n(K_n) = \pi_n_1(K_{n1}) \times \ldots \times \pi_nm(K_{nm}) \subset K_1 \times \ldots \times K_m = K,
\]
and we have \(\Pi_n \to \text{Id}_K\). Now, let \(n \in \mathbb{N}\) and \((g^*, g) \in G_n \times K_n\) be such that \(\langle g^*, g \rangle_K = 0\). Then there exist \(i \in \{1, \ldots, m\}\) and \(h^* \in G_i\) such that \(g^* = \delta_i h^*\).

Setting \(h := \delta_i^* g = g_i \in K_{ni}\), we have
\[
\langle h^*, h \rangle_H = \langle h^*, \delta_i^* g \rangle_H = \langle \delta_i h^*, g \rangle_H = \langle g^*, g \rangle_H = 0.
\]

Therefore, we obtain
\[
\langle g^*, \Pi_n(g) \rangle_H = \langle \delta_i h^*, \Pi_n(g) \rangle_H = \langle h^*, \delta_i^* \Pi_n(g) \rangle_H = \langle h^*, \pi_m(h) \rangle_H = 0,
\]
completing the proof. \(\Box\)

7.5. **Lemma.** For each \(i = 1, \ldots, m\) let \((K_i, G_i)\) be a closed convex cone in \(H_i\), and let \((K, G)\) be the closed convex cone in \(H\) given by \(7.2\). Then for every \(h^* \in H\) the following statements are equivalent:

(i) We have \(h^* \in G\).

(ii) There are \(i \in \{1, \ldots, m\}\) and \(g^* \in G_i\) such that \(h^* = \delta_i g^*\)

If any of the previous two conditions is fulfilled, then we have \(\langle h^*, h \rangle_H = \langle g^*, h_i \rangle_H\) for each \(h \in K\).

**Proof.** The equivalence (i) \(\Leftrightarrow\) (ii) is an immediate consequence of Lemma \(7.3\). If \(h^* = \delta_i g^*\) for some \(i \in \{1, \ldots, m\}\) and \(g^* \in G_i\), then for all \(h \in K\) we have
\[
\langle h^*, h \rangle_H = \langle \delta_i g^*, h \rangle_H = \langle g^*, \delta_i^* h \rangle_H = \langle g^*, h_i \rangle_H,
\]
proving the additional statement. \(\Box\)

Now, we consider the stochastic framework from Section \(5\) on the state space \(H = H_1 \times \ldots \times H_m\). For each \(i = 1, \ldots, m\) let \((K_i, G_i)\) be a closed convex cone in \(H_i\). We consider the closed convex cone \(K = K_1 \times \ldots \times K_m\).

7.6. **Theorem.** We suppose that the following conditions are fulfilled:

(1) The coefficients \((\alpha, \sigma, \gamma)\) are locally Lipschitz and satisfy the linear growth condition.

(2) The semigroup \((S_t)_{t \geq 0}\) is pseudo-contractive.

(3) The closed convex cone \(K\) is invariant for the semigroup \((S_t)_{t \geq 0}\).

(4) For each \(i = 1, \ldots, m\) the closed convex cone \((K_i, G_i)\) is approximately generated by an unconditional Schauder basis.
If we have
\[ h + \gamma(h, x) \in \mathcal{K} \text{ for } F\text{-almost all } x \in E, \text{ for all } h \in \mathcal{K}, \]
and for all \( i = 1, \ldots, m \) and \((h^*, h) \in G_i \times \mathcal{K}\) with \( \langle h^*, h_i \rangle_{H_i} = 0 \) we have
\[ \langle h^*, \alpha_i(h) \rangle_{H_i} - \int_E \langle h^*, \gamma_i(h, x) \rangle_{H_i} F(dx) \geq 0, \]
\[ \langle h^*, \sigma_i^+(h) \rangle_{H_i} = 0, \quad j \in \mathbb{N}, \]
then the closed convex cone \( \mathcal{K} \) is invariant for the SPDE \((1.1)\).

**Proof.** Taking into account Proposition \([7.4]\) and Lemma \([7.5]\), the statement is a consequence of Theorem \([5.1]\). \(\square\)

For our next result, let us consider the SPDE \((1.1)\) on the original state space \(H\). We assume that the Hilbert space admits a direct sum decomposition \(H = H_1 \oplus \ldots \oplus H_m\), where \(H_1, \ldots, H_m\) are closed subspaces of \(H\) such that \(H_i \perp H_j\) for all \(i, j = 1, \ldots, m\) with \(i \neq j\). For each \(i = 1, \ldots, m\) let \((K_i, G_i)\) be a closed convex cone in \(H_i\). We consider the closed convex cone \(K = K_1 \oplus \ldots \oplus K_m\).

**Theorem.** We suppose that the following conditions are fulfilled:

1. The coefficients \((\alpha, \sigma, \gamma)\) are locally Lipschitz and satisfy the linear growth condition.
2. The semigroup \((S_t)_{t \geq 0}\) is pseudo-contractive.
3. The closed convex cone \(K\) is invariant for the semigroup \((S_t)_{t \geq 0}\).
4. For each \(i = 1, \ldots, m\) there exist another separable Hilbert space \(H_i\), an isometric isomorphism \(T_i : H_i \rightarrow H_i\) and a closed convex cone \((K_i, G_i)\) in \(H_i\), which is approximately generated by an unconditional Schauder basis, such that \((K_i, G_i) = (T_iK_i, T_iG_i)\).

If we have \((5.1)\), and for all \((h^*, h) \in \bigcup_{i=1}^m G_i \times K\) with \(\langle h^*, h \rangle = 0\) we have \((5.2)\) and \((5.3)\), then the closed convex cone \(K\) is invariant for the SPDE \((1.1)\).

**Proof.** We introduce the product space \(H := H_1 \times \ldots \times H_m\). According to Proposition \([7.4]\) the cone
\[ (K, G) := \left( K_1 \times \ldots \times K_m, \bigcap_{i=1}^m \delta_i(G_i) \right) \]
is a closed convex cone in \(H\), which is approximately generated by an unconditional Schauder basis. Moreover, the linear mapping \(T : H \rightarrow H\) given by
\[ Th = T_1h_1 + \ldots + T_mh_m, \quad h \in H, \]
is an isometric isomorphism, and we have \(K = T\mathbb{K}\). Hence, by Lemma \([6.3]\) the cone \(K\) has the generating system
\[ G = TG = \bigcup_{i=1}^m T\delta_iG_i = \bigcup_{i=1}^m T_iG_i = \bigcup_{i=1}^m G_i. \]
Consequently, the result follows from Theorem \([6.8]\) \(\square\)

### 8. Isometric Transformations of Products of Closed Convex Cones

In this section we consider isometric transformations of products of closed convex cones, and present related invariance results. We consider the state space \(H := H^m\) for some \(m \in \mathbb{N}\), where \(H\) is a separable Hilbert space. Let \((K_1, G_1), \ldots, (K_m, G_m)\)
be closed convex cones in $\mathcal{H}$, and let $M \in \mathbb{R}^{m \times m}$ be an invertible matrix. Then the subset
\begin{equation}
\mathcal{K} := \bigcap_{i=1}^{m} \left\{ h \in \mathcal{H} : \sum_{k=1}^{m} M_{ik} h_k \in K_i \right\}
\end{equation}
is a closed convex cone in $\mathcal{H}$. We recall that for each $i = 1, \ldots, m$ the linear operator $\delta_i \in L(\mathcal{H}, \mathcal{H})$ is given by (7.1).

8.1. **Lemma.** The cone
\[(\mathcal{K}, G) := \left( K_1 \times \ldots \times K_m, \bigcup_{i=1}^{m} \delta_i(G_i) \right)\]
is a closed convex cone in $\mathcal{H}$, which is approximately generated by an unconditional Schauder basis.

**Proof.** This is an immediate consequence of Proposition 7.4. □

Now, let $R \in L(\mathcal{H})$ be the linear isomorphism given by
\[Rh := \left( \sum_{k=1}^{m} M_{ik} h_k \right)_{i=1, \ldots, m}, \quad h \in \mathcal{H},\]
and set $T := R^{-1}$ as well as $S := (T^{-1})^* = (T^*)^{-1}$.

8.2. **Lemma.** The set $G := \bigcup_{i=1}^{m} S \delta_i G_i$ is a generating system of the closed convex cone $\mathcal{K}$, and we have $(\mathcal{K}, G) = (TK, SG)$.

**Proof.** By Lemmas 8.3 and 8.1 the set $SG = G$ is a generating system of $\mathcal{K}$. Moreover, by (8.1) we have
\[\mathcal{K} = \bigcap_{i=1}^{m} \{ h \in \mathcal{H} : \delta_i^* Rh \in K_i \} = \{ h \in \mathcal{H} : Rh \in \mathcal{K} \} = TK,\]
completing the proof. □

8.3. **Lemma.** For all $h^* \in \mathcal{H}$ the following statements are equivalent:

(i) We have $h^* \in G$.

(ii) There are $i \in \{1, \ldots, m\}$ and $g^* \in G_i$ such that $h^* = S \delta_i g^*$.

If any of the previous two conditions is fulfilled, then we have
\[\langle h^*, h \rangle_\mathcal{H} = \langle g^*, \delta_i^* Rh \rangle_\mathcal{H} \quad \text{for each } h \in \mathcal{K}.\]

**Proof.** The equivalence (i) ⇔ (ii) is an immediate consequence of Lemma 8.2. Furthermore, note that $S^* = T^{-1} = R$. Hence, if $h^* = S \delta_i g^*$ for some $i \in \{1, \ldots, m\}$ and $g^* \in G_i$, then for all $h \in \mathcal{K}$ we obtain
\[\langle h^*, h \rangle_\mathcal{H} = \langle S \delta_i g^*, h \rangle_\mathcal{H} = \langle \delta_i g^*, S^* h \rangle_\mathcal{H} = \langle g^*, \delta_i^* S^* h \rangle_\mathcal{H} = \langle g^*, \delta_i^* Rh \rangle_\mathcal{H},\]
completing the proof. □

Now, we consider the stochastic framework from Section 5 on the state space $\mathcal{H} = H^m$, and the closed convex cone $\mathcal{K}$ given by (8.1).

8.4. **Theorem.** Suppose that the following conditions are fulfilled:

1. The coefficients $(\alpha, \sigma, \gamma)$ are locally Lipschitz and satisfy the linear growth condition.
2. The semigroup $(S_t)_{t \geq 0}$ is pseudo-contractive.
3. The closed convex cone $\mathcal{K}$ is invariant for the semigroup $(S_t)_{t \geq 0}$.
4. The closed convex cones $(K_i, G_i), i = 1, \ldots, m$ are approximately generated by an unconditional Schauder basis.
If we have (7.4), and for all $i = 1, \ldots, m$ and $(h^*, h) \in G_i \times K$ with 
\[
\left\langle h^*, \sum_{k=1}^m M_{ik} h_k \right\rangle = 0
\]
we have 
\[
\sum_{k=1}^m M_{ik} \alpha_k(h) - \int_E \left\langle h^*, \sum_{k=1}^m M_{ik} \gamma_k(h, x) \right\rangle F(dx) \geq 0,
\]
(8.2) 
\[
\sum_{k=1}^m M_{ik} \sigma_j(h) = 0, \quad j \in \mathbb{N},
\]
(8.3) 
then the closed convex cone $K$ is invariant for the SPDE (1.1).

Proof. Taking into account Lemmas 8.1–8.3, this is a consequence of Theorem 6.8. \qed

Now, we fix a closed convex cone $(K, G)$ in $H$. For two elements $h, g \in H$ we agree to write 
\[
g \leq K h \text{ if } h - g \in K.
\]
The set 
\[
K := \{ h \in H : 0 \leq K h_1 \leq \cdots \leq K h_m \}
\]
is a closed convex cone in $H$.

8.5. Corollary. If we have (7.4), for $(h^*, h) \in G \times K$ with 
\[
\left\langle h^*, \alpha_1(h) \right\rangle - \int_E \left\langle h^*, \gamma_1(h, x) \right\rangle F(dx) \geq 0,
\]
and for all $i = 2, \ldots, m$ and $(h^*, h) \in G_i \times K$ with 
\[
\left\langle h^*, \alpha_i(h) - \alpha_{i-1}(h) \right\rangle - \int_E \left\langle h^*, \gamma_i(h, x) - \gamma_{i-1}(h, x) \right\rangle F(dx) \geq 0,
\]
(8.4) 
\[
\left\langle h^*, \sigma^2_i(h) - \sigma^2_{i-1}(h) \right\rangle = 0, \quad j \in \mathbb{N},
\]
(8.5) 
then the closed convex cone $K$ is invariant for the SPDE (1.1).

Proof. Note that the cone $K$ has the representation 
\[
K := \{ h \in H : h_1 \in K \cap \bigcap_{i=2}^m \{ h \in H : h_i - h_{i-1} \in K \} \}
\]
Hence, it is of the form (8.1) with the matrix $M \in \mathbb{R}^{m \times m}$ given by 
\[
M_{ik} = \begin{cases} 
1, & \text{if } k = i, \\
-1, & \text{if } k = i - 1, \\
0, & \text{otherwise},
\end{cases}
\]
(8.6) 
and $K_i = K$ for all $i = 1, \ldots, m$. Therefore, the result is a consequence of Theorem 8.4. \qed

Now, we consider the set 
\[
K := \{ h \in H : h_1 \leq \cdots \leq h_m \},
\]
which is also a closed convex cone in $H$.

8.6. Corollary. If we have (7.4), and for all $i = 2, \ldots, m$ and $(h^*, h) \in G \times K$ with 
\[
\left\langle h^*, h_i - h_{i-1} \right\rangle = 0
\]
we have (8.4) and (8.5), then the closed convex cone $K$ is invariant for the SPDE (1.1).
Proof. Note that the cone $\mathcal{K}$ has the representation

$$\mathcal{K} := \bigcap_{i=2}^{m} \{ h \in H : h_i - h_{i-1} \in K \}$$

Hence, it is of the form (8.1) with the matrix $M \in \mathbb{R}^{m \times m}$ given by (8.6) as well as $K_1 = H$ and $K_i = K$ for all $i = 2, \ldots, m$. Therefore, the result is a consequence of Theorem 8.4.

\[ \square \]

8.7. Remark. When modeling multiple yield curves (see, for example [14]), it is desirable to have spreads which are ordered with respect to different tenors. This situation is covered by Corollaries 8.5 and 8.6; see also Remark 12.16.

9. $L^2$-spaces

In this section we investigate stochastic invariance of the cone of nonnegative functions in $L^2$-spaces. Let $(X, \mathcal{X}, \mu)$ be a measure space. We define the Hilbert space $H := L^2(X, \mathcal{X}, \mu)$ and the closed convex cone $K := H_+$ consisting of all nonnegative functions. Note that the cone $K$ is self-dual. We call the measure space $(X, \mathcal{X}, \mu)$ separable if the Hilbert space $H$ is separable.

9.1. Lemma. The following statements are true:

1. If $X$ is a separable metric space equipped with its Borel $\sigma$-algebra $\mathcal{X} = B(X)$, then the measure space $(X, \mathcal{X}, \mu)$ is separable.
2. In particular, if $X \subset \mathbb{R}^d$ is a subset and $\mathcal{X} = B(X)$, then the measure space $(X, \mathcal{X}, \mu)$ is separable.

Proof. This is a consequence of [3] Thm. 4.13.

A filtration $(\mathcal{G}_n)_{n \in \mathbb{N}}$ on the measure space $(X, \mathcal{X}, \mu)$ is called finite if for each $n \in \mathbb{N}$ the $\sigma$-algebra $\mathcal{G}_n$ only consists of finitely many elements.

9.2. Proposition. If $(X, \mathcal{X}, \mu)$ is a probability space, then the following statements are equivalent:

1. The probability space $(X, \mathcal{X}, \mu)$ is separable.
2. There exists a finite filtration $(\mathcal{G}_n)_{n \in \mathbb{N}}$ such that for each $h \in H$ we have

$$\pi_{L^2(\mathcal{G}_n)} h \rightarrow h \text{ in } H.$$ \hspace{1cm} (9.1)

Proof. (i) $\Rightarrow$ (ii): By [6] Exercise 4.7.63] the Banach space $L^1(X, \mathcal{X}, \mu)$ is also separable. Hence, by the Proposition in Section IV.6.1 (page 219) from [37] there exists a finite filtration $(\mathcal{G}_n)_{n \in \mathbb{N}}$ such that for each $h \in H$ we have

$$\mathbb{E}[h|\mathcal{G}_n] \rightarrow h \text{ in } L^1.$$

Now, let $h \in H$ be arbitrary. By the martingale convergence theorem (see [31] Thm. 11.10]) we have

$$\mathbb{E}[h|\mathcal{G}_n] \rightarrow g \text{ in } H$$

for some $g \in H$. Since convergence in $H = L^2$ implies convergence in $L^1$, we have $g = h$. Furthermore, by Lemma [B.1] we have $\mathbb{E}[h|\mathcal{G}_n] = \pi_{L^2(\mathcal{G}_n)} h$ for each $n \in \mathbb{N}$, which shows (9.1).

(ii) $\Rightarrow$ (i): By assumption there is a countable set $A \subset H$ such that $H = \overline{\text{lin}} A$. Hence $H$ is separable.

Recall that a set $A \subset \mathcal{X}$ is called a $\mu$-atom if $\mu(A) > 0$ and for each $B \in \mathcal{X}$ with $B \subset A$ we have $\mu(B) = 0$ or $\mu(A \setminus B) = 0$. For a sub-$\sigma$-algebra $\mathcal{G} \subset \mathcal{X}$ we denote by $\mathcal{G}_\mu(\mathcal{G})$ the set of all $\mu$-atoms from $\mathcal{G}$.
9.3. Proposition. Let $G \subset K$ be a generating system of $K$ such that the following conditions are fulfilled:

1. There exists a finite filtration $(G_n)_{n \in \mathbb{N}}$ such that for each $h \in H$ we have
   \[ \pi_{L^2(G_n)} h \to h \quad \text{in } H. \]

2. For all $n \in \mathbb{N}$, all $A \in \mathcal{M}(G_n)$ and all $h \in K$ with $\langle 1_A, h \rangle = 0$ there is a sequence $(h_m^n)_{m \in \mathbb{N}} \subset G$ such that $h_m^n \to 1_A$ as $m \to \infty$ and $\langle h_m^n, h \rangle = 0$ for each $m \in \mathbb{N}$.

Then $(K, G)$ is approximately generated by an unconditional Schauder basis.

Proof. Setting $V_n := L^2(G_n)$ and

\[ G_n := \{ 1_A / \mu(A) : A \in \mathcal{M}(G_n) \} \]

for each $n \in \mathbb{N}$, this is an immediate consequence of Proposition 9.2.

9.4. Corollary. If $(X, \mathcal{X}, \mu)$ is a separable probability space, then $(K, K)$ is approximately generated by an unconditional Schauder basis.

Proof. This is an immediate consequence of Propositions 9.2 and 9.3.

9.5. Lemma. Suppose that $X \subset \mathbb{R}^d$ is an open subset equipped with its Borel $\sigma$-algebra $\mathcal{X} = \mathcal{B}(X)$. Let $B \in \mathcal{X}$ be a Borel set such that $\mu(\partial B) = 0$. Then there exists a sequence $(\varphi_n)_{n \in \mathbb{N}} \subset K \cap C_c^\infty(X)$ with $\text{supp}(\varphi_n) \subset \text{Int} B$ for each $n \in \mathbb{N}$ such that $\varphi_n \to 1_B$ in $H$.

Proof. We define the open subset $U := \text{Int} B$. By assumption we have $\mu(U) = \mu(B)$, and hence $1_U = 1_B$ in $H$. Furthermore, we define the sequence of open subsets $(U_n)_{n \in \mathbb{N}}$ as

\[ U_n := \left\{ x \in \mathbb{R}^d : d_{U^c}(x) > \frac{1}{n} \right\}, \quad n \in \mathbb{N}. \]

Then we have $U_n \uparrow U$, and hence $1_{U_n} \to 1_U$ in $H$. Let $(\rho_m)_{m \in \mathbb{N}}$ be a sequence of mollifiers; that is, for each $m \in \mathbb{N}$ we have

\[ \rho_m \geq 0, \quad \rho_m \in C_c^\infty(\mathbb{R}^d), \quad \text{supp}(\rho_m) \subset B(0, 1/m) \quad \text{and} \quad \int_{\mathbb{R}^d} \rho_m(x) dx = 1. \]

Now, let $\epsilon > 0$ be arbitrary. There exists $n \in \mathbb{N}$ such that

\[ \|1_U - 1_{U_n}\|_H < \frac{\epsilon}{2}. \]

Furthermore, by [8] Thm. 4.22 there exists $m \geq n$ such that

\[ \|1_{U_n} - \rho_m \ast 1_{U_n}\|_{L^2(\mathbb{R}^d, \mu)} < \frac{\epsilon}{2}, \]

where $\rho_m \ast 1_{U_n} \geq 0$ denotes the convolution product of $\rho_m$ and $1_{U_n}$. By [8] Prop. 4.20 we have $\rho_m \ast 1_{U_n} \in C^\infty(\mathbb{R}^d)$. Moreover, recalling the definition [9.2], by [8] Prop. 4.18 we have

\[ \text{supp}(\rho_m \ast 1_{U_n}) \subset \text{supp}(\rho_m) + \text{supp}(1_{U_n}) \subset B(0, 1/m) + \text{supp}(1_{U_n}) \subset U. \]

Therefore, by identification we have $\varphi := \rho_m \ast 1_{U_n} \in K \cap C_c^\infty(X)$, and since $1_U = 1_B$ in $H$, we obtain

\[ \|1_B - \varphi\|_H < \epsilon, \]

completing the proof.

For what follows, we denote by $\lambda$ the Lebesgue measure.
9.6. **Proposition.** Suppose that \( X \subset \mathbb{R}^d \) is an open subset equipped with its Borel \( \sigma \)-algebra \( \mathcal{X} = \mathcal{B}(X) \), and that the measure \( \mu \) is \( \sigma \)-finite such that \( \mu \ll \lambda \) with \( \frac{d\mu}{d\lambda} \in L^1_{\text{loc}}(X,\lambda) \). Then the cone \((K,G)\) is approximately generated by an unconditional Schauder basis, where \( G := K \cap C_c^\infty(X) \).

**Proof.** Let \( n \in \mathbb{N} \) be arbitrary. For each \( i \in \mathbb{Z}^d \) we set
\[
A_{n,i} := [2^{-n}i_1,2^{-n}(i_1 + 1)) \times \ldots \times [2^{-n}i_d,2^{-n}(i_d + 1)),
\]
and we define the finite index set
\[
I_n := \{i \in \{-n,\ldots,n-1\}^d : A_{n,i} \subset X\}.
\]
Furthermore, we define the finite filtration \((G_n)_{n \in \mathbb{N}}\) as
\[
G_n := \sigma(A_{n,i} : i \in I_n), \quad n \in \mathbb{N}.
\]
Then we have \( B(X) = \sigma(\bigcup_{n \in \mathbb{N}} G_n) \). Now, we define the sequence \((B_n)_{n \in \mathbb{N}}\) as
\[
B_n := \bigcup_{i \in I_n} A_{n,i} \subset G_n \quad \text{for each } n \in \mathbb{N}.
\]
Then we have \( B_n \uparrow X \). Moreover, since \( \mu \ll \lambda \) with \( \frac{d\mu}{d\lambda} \in L^1_{\text{loc}}(X,\lambda) \), we have \( \mu(B_n) < \infty \) for each \( n \in \mathbb{N} \). Thus, by Proposition 5.1, for each \( h \in H \) we have
\[
\pi_{L^2(G_n)} h \to h \quad \text{in } H.
\]
Now, let \( n \in \mathbb{N} \), \( A \in \mathcal{A}^0(G_n) \) and \( h \in K \) with \( \langle \mathbb{1}_A, h \rangle = 0 \) be arbitrary. Since \( \mu \ll \lambda \), we have \( \mu(\partial A) = 0 \). Hence, by Lemma 9.5 there exists a sequence \((\varphi_m)_{m \in \mathbb{N}} \subset G \) with \( \text{supp}(\varphi_m) \subset \text{Int} A \) for each \( m \in \mathbb{N} \) such that \( \varphi_m \to \mathbb{1}_A \) in \( H \) for \( m \to \infty \).
Furthermore, since \( h \geq 0 \) with \( \langle \mathbb{1}_A, h \rangle = 0 \), we have \( \langle \varphi_m, h \rangle = 0 \) for each \( m \in \mathbb{N} \). Consequently, by Proposition 9.3 the cone \((K,G)\) is approximately generated by an unconditional Schauder basis. \( \Box \)

Now, we are ready to prove the following invariance result. Consider the stochastic framework from Section 5.

9.7. **Theorem.** Suppose that \( X \subset \mathbb{R}^d \) is an open subset equipped with its Borel \( \sigma \)-algebra \( \mathcal{X} = \mathcal{B}(X) \), and that \( \mu \) is a \( \sigma \)-finite measure such that \( \mu \ll \lambda \) with \( \frac{d\mu}{d\lambda} \in L^1_{\text{loc}}(X,\lambda) \). We suppose that the following conditions are fulfilled:

1. The coefficients \((\alpha,\sigma,\gamma)\) are locally Lipschitz and satisfy the linear growth condition.
2. The semigroup \((S_t)_{t \geq 0}\) is pseudo-contractive.
3. The closed convex cone \( K \) is invariant for the semigroup \((S_t)_{t \geq 0}\).
4. \( A^* \) is a local operator relative to \((K,G)\), where \( G := K \cap C_c^\infty(X) \).

Then the following statements are equivalent:

i. The closed convex cone \( K \) is invariant for the SPDE \((1.1)\).

ii. We have \((5.7)\), and for all \( \langle \varphi^*, h \rangle \in G \times K \) with \( \langle \varphi^*, h \rangle = 0 \) we have \((5.3)\) and \((5.5)\).

**Proof.** By Lemma 2.23 the semigroup \((S_t)_{t \geq 0}\) is a local semigroup relative to \((K,G)\). Therefore, taking into account Proposition 9.6, the result follows from Theorems 5.1 and 5.2. \( \Box \)

10. **Abstract \( L^2 \)-spaces**

In this section we investigate stochastic invariance of the positive cone in abstract \( L^2 \)-spaces. First, we provide the required background about topological vector lattices. For further details, we refer, for example, to [50, Chap. V].

Let \( V \) be an \( \mathbb{R} \)-vector space. Furthermore, let \( \leq \) be a binary relation over \( V \) which is reflexive, anti-symmetric and transitive; more precisely:
Let \( V \) be arbitrary. Then we have
\[
\text{Then we call}
\]
showing that \( T g \) have

10.1. Lemma. Thm. 9.17].

and for all \( V, \leq \) is closed in \( V \). In this case \( V_+ \) is a closed convex cone. A vector lattice (or a Riesz space) is an ordered vector space \( (V, \leq) \) such that the supremum \( x \vee y \) and the infimum \( x \wedge y \) exist for all \( x, y \in V \). We introduce further lattice operations. Namely, for \( x \in V \) we define the positive part \( x^+ := x \vee 0 \), the negative part \( x^- := -x \vee 0 \), and the absolute value \( |x| := x \vee (-x) \).

A vector lattice \( V \) equipped with a norm \( \| \cdot \| \) such that \( (V, \| \cdot \|) \) is a Banach space and for all \( x, y \in V \) with \( |x| \leq |y| \) we have \( \|x\| \leq \|y\| \) is called a Banach lattice. Note that every Banach lattice is a topological vector lattice. A Banach lattice \( V \) is called separable if the Banach space \( (V, \| \cdot \|) \) is separable.

A Banach lattice \( H \) is called a Hilbert lattice if the Banach space \( (H, \| \cdot \|) \) is a Hilbert space. For two Hilbert lattices \( H \) and \( L \) a linear isomorphism \( T \in L(H, L) \) is called a lattice isomorphism if \( TK = K \), where \( K := H_+ \); cf. [11 Thm. 9.17].

10.1. Lemma. For a Hilbert lattice \( H \) the following statements are equivalent:

(i) We have \( \|h + g\|^2 = \|h\|^2 + \|g\|^2 \) for all \( h, g \in H_+ \) with \( h \wedge g = 0 \).

(ii) For all \( h, g \in H_+ \) we have \( h \perp g \) if and only if \( h \wedge g = 0 \).

(iii) The closed convex cone \( H_+ \) is self-dual.

Proof. (i) \( \Leftrightarrow \) (ii): This equivalence is obvious.

(iii) \( \Rightarrow \) (ii): This is a consequence of [11 Lemma II.3].

(i) \( \Rightarrow \) (iii): Note that \( H \) is an abstract \( L^2 \)-space in the sense of [11] Def. 1, because every Hilbert space is weakly sequentially complete. Hence, according to [11] Thm. 11] there exist a measure space \( (X, \mathcal{X}, \mu) \) and an isometric lattice isomorphism \( R \in L(H, H) \), where \( H := L^2(X, \mathcal{X}, \mu) \). Note that \( K = RK \), where \( K := H_+ \) and \( \mathbb{K} := H_+ \), and that the closed convex cone \( \mathbb{K} \) is self-dual. Hence, by Lemma 6.4 the cone \( K \) is also self-dual.

10.2. Definition. A Hilbert lattice \( H \) is called an abstract \( L^2 \)-space if any of the equivalent conditions from Lemma 10.1 is fulfilled.

10.3. Example. For every measure space \( (X, \mathcal{X}, \mu) \) the associated Hilbert space \( H := L^2(X, \mathcal{X}, \mu) \) is an abstract \( L^2 \)-space.

10.4. Lemma. Let \( H \) and \( L \) be two abstract \( L^2 \)-spaces, and let \( T \in L(H, L) \) be a lattice isomorphism. Then the adjoint operator \( T^* \in L(L, H) \) is also a lattice isomorphism.

Proof. Let \( h \in H_+ \) be arbitrary. Furthermore, let \( g \in H_+ \) be arbitrary. Then we have \( Tg \in H_+ \), and hence

\[
\langle T^* h, g \rangle_H = \langle h, Tg \rangle_H \geq 0,
\]
showing that \( T^* h \in H_+ \). Now, let \( g \in H_+ \) be arbitrary. Furthermore, let \( h \in H_+ \) be arbitrary. Then we have \( T^{-1} h \in H_+ \), and hence, by Lemma 10.5.1. we obtain

\[
\langle (T^{-1})^* h, g \rangle_H = \langle (T^{-1})^* g, h \rangle_H = \langle g, T^{-1} h \rangle_H \geq 0,
\]
showing that \((T^*)^{-1}g \in H_+\).

For what follows, let \(H\) be a separable abstract \(L^2\)-space, and define the self-dual cone \(K := H_+\).

10.5. Proposition. The self-dual cone \((K, K)\) is approximately generated by an unconditional Schauder basis.

Proof. Without loss of generality, we may assume that \(H \neq \{0\}\). According to [15] Cor. II.4 there exist a finite measure space \((X, \mathcal{X}, \mu)\) and a lattice isomorphism \(R \in L(H, \mathbb{H})\), where \(\mathbb{H} := L^2(X, \mathcal{X}, \mu)\). Due to Lemma [8,3] we may assume that \((X, \mathcal{X}, \mu)\) is a probability space. Note that the Hilbert space \(\mathbb{H}\) is separable, because \(H\) is separable. Setting \(\mathbb{K} := \mathbb{H}_+\), by Corollary [9,4] the cone \((\mathbb{K}, \mathbb{K})\) is approximately generated by an unconditional Schauder basis. Now, we set \(T := R^{-1}\) and \(S := (S^*)^{-1} = (T^*)^{-1}\). Taking into account Lemma [10,4] the operators \(T\) and \(S\) are also lattice isomorphisms. Hence, by Proposition [5,7] it follows that \((K, K) = (\mathbb{K}, \mathbb{K})\) is approximately generated by an unconditional Schauder basis.

Now, we are ready to prove the following invariance result. Consider the stochastic framework from Section [5].

10.6. Theorem. We suppose that the following conditions are fulfilled:

1. The coefficients \((\alpha, \sigma, \gamma)\) are locally Lipschitz and satisfy the linear growth condition.
2. The semigroup \((S_t)_{t \geq 0}\) is pseudo-contractive.
3. The closed convex cone \(K\) is invariant for the semigroup \((S_t)_{t \geq 0}\).

If we have \((5.1)\), and for all \((h^*, h) \in K \times K\) with \(|h^*, h| = 0\) we have \((5.2)\) and \((5.3)\), then the closed convex cone \(K\) is invariant for the SPDE \((1.1)\).

Proof. In view of Proposition [10,5] this is a consequence of Theorem [5,1].

11. Examples of Hilbert spaces and semigroups

In this section we present several examples of separable Hilbert spaces and semigroups thereon.

For any subset \(X \subset \mathbb{R}^d\) and any nonnegative measurable function \(w : X \to \mathbb{R}_+\) we define the Hilbert space \(L^2_w(X) := L^2(X, \mathcal{B}(X), w(x)dx)\). According to Lemma [9,1] the Hilbert space \(L^2_w(X)\) is separable. If \(w \equiv 1\), then we simply write \(L^2(X)\).

Now, let \(v \in \mathbb{R}^d\) be such that \(x + tv \in X\) for all \(x \in X\) and all \(t \geq 0\). We call a continuous function \(w : X \to (0, \infty)\) an admissible weight function if for some \(\beta \in \mathbb{R}\) we have

\[
w(x) \leq e^{\beta t}w(x + tv) \quad \text{for all } x \in X \text{ and all } t \geq 0.
\]

In most of the situations we will have \(X = \mathbb{R}_+\) and \(v = 1\). We define the separable Hilbert space \(H := L^2_v(X)\) and the self-dual closed convex cone \(K := H_+\). Let \((S_t)_{t \geq 0}\) be the translation semigroup, which is defined as

\[
S_th(x) = h(x + tv), \quad t \geq 0
\]

for each \(h \in H\).

11.1. Lemma. Suppose that \(w\) is an admissible weight function. Then the following statements are true:

1. \((S_t)_{t \geq 0}\) is a pseudo-contractive \(C^0\)-semigroup on \(H\).
2. \(K\) is invariant for the semigroup \((S_t)_{t \geq 0}\).

Proof. The first statement is straightforward to check (cf. [15] Lemma 4.6) and its proof for the cases \(I = \mathbb{R}\) and \(I = \mathbb{R}_+\). Taking into account the definition \((11.1)\), we see that for each \(h \geq 0\) we have \(S_th \geq 0\), \(t \geq 0\), proving the second statement.
We will also consider translation semigroups on generalized Filipović spaces; see Appendix A for further details.

Now, we consider the separable Hilbert space $H := L^2(\mathbb{R}^d)$, and the self-dual closed convex cone $K := H_+$. Let $(S_t)_{t \geq 0}$ be the heat semigroup, which is defined as

$$\begin{align*}
S_0 h &:= h, \\
S_t h &:= h \ast p_t, \quad t > 0,
\end{align*}$$

for each $h \in H$. Here, for each $t > 0$ we denote by $p_t : \mathbb{R}^d \to (0, \infty)$ the density of the centered multi-dimensional Normal distribution with covariance matrix $2tI$, which is given by

$$p_t(x) = \frac{1}{(4\pi t)^{d/2}} \exp \left( -\frac{|x|^2}{4t} \right), \quad x \in \mathbb{R}^d,$$

and we denote by $h \ast p_t$ the convolution product of $h$ and $p_t$.

11.2. Lemma. The following statements are true:

1. $(S_t)_{t \geq 0}$ is a $C_0$-semigroup of contractions on $H$.
2. Its generator is given by $A = \Delta$ on the domain $\mathcal{D}(A) = W^2(\mathbb{R}^d)$.
3. $K$ is invariant for the semigroup $(S_t)_{t \geq 0}$.
4. $A^*$ is a local operator relative to $(K, G)$, where $G := K \cap C_c^\infty(\mathbb{R}^d)$.

Proof. The first two statements are well-known. Taking into account the definitions (11.2) and (11.3), we see that for each $h \geq 0$ we have $S_t h \geq 0, \quad t \geq 0$, proving the third statement. The Laplace operator $\Delta$ is self-adjoint; that is, $A^* = \Delta$. Therefore, we have $G \subset \mathcal{D}(A^*)$. Let $(h^*, h) \in G \times K$ be such that $(h^*, h) = 0$. Then we have $\text{supp}(\Delta h^*) \subset \text{supp}(h^*)$, and hence, noting that $h^*, h \geq 0$ we obtain

$$\langle A^* h^*, h \rangle = \langle \Delta h^*, h \rangle = 0,$$

proving the last statement. \hfill \Box

Now, let $O \subset \mathbb{R}^d$ be an open, bounded subset with smooth boundary. We consider the separable Hilbert space $H := L^2(O)$ and the closed convex cone $K := H_+$. Let $A = \Delta$ be the Laplace operator defined on the domain

$$\mathcal{D}(A) = W^2(O) \cap H^1_0(O).$$

Hence, we consider Dirichlet boundary conditions.

11.3. Lemma. The following statements are true:

1. $A$ generates a pseudo-contractive $C_0$-semigroup $(S_t)_{t \geq 0}$ on $H$.
2. $K$ is invariant for the semigroup $(S_t)_{t \geq 0}$.
3. $A^*$ is a local operator relative to $(K, G)$, where $G := K \cap C_c^\infty(O)$.

Proof. By [15] page 209 the operator $-\Delta$ is strongly elliptic, and we have

$$\langle -\Delta h, h \rangle_{L^2} = \|h\|^2_{W^2} - \|h\|^2_{L^2}$$

for all $h \in W^2(O) \cap H^1_0(O)$. Hence, according to [15] Thm. 7.2.5 the operator $\Delta - \text{Id}$ generates a $C_0$-semigroup $(T_t)_{t \geq 0}$ of contractions on $H$. Therefore, by Lemma 2.24 it follows that $\Delta$ generates a pseudo-contractive $C_0$-semigroup $(S_t)_{t \geq 0}$; that is, there is a constant $\beta \geq 0$ such that

$$\|S_t\| \leq e^{\beta t} \quad \text{for all } t \in \mathbb{R}_+.$$

This proves the first statement. For the proof of the second statement, we will show that $R_t K \subset K$ for all $\lambda > \beta$. For this purpose, let $h \in K$ and $\lambda > \beta$ be arbitrary.
We define the resolvent \( u := R_{\lambda}h = (\lambda - \Delta)^{-1}h \). Since \( u \in W^2(O) \cap H^1_0(O) \), it is the solution to the Dirichlet problem

\[
\begin{cases}
\Delta u - \lambda u &= -h \quad \text{in } O, \\
u &= 0 \quad \text{on } \partial O.
\end{cases}
\]

Let \( \xi \in O \) be arbitrary, and let \( W \) be an \( \mathbb{R}^d \)-valued standard Wiener process with \( W_0 = \xi \) on some stochastic basis \( (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in \mathbb{R}_+}, \mathbb{P}) \). Then the first exit time

\[
T_O := \inf \{ t \in \mathbb{R}_+ : W_t \notin O \}
\]

is a stopping time. Furthermore, since \( O \) is open and bounded, by [30, Lemma 5.7.4] we have \( \mathbb{E}[T_O] < \infty \), and hence, by [30, Prop. 5.7.2] we obtain the stochastic representation

\[
u(\xi) = \frac{1}{2} \mathbb{E}_\xi \left[ \int_0^{T_O} \exp \left( -\frac{\lambda}{2} \int_0^t W_s ds \right) h(W_t) dt \right] \geq 0.
\]

Therefore, by Lemma\(^{2.18}\) the cone \( K \) is invariant for the semigroup \( (S_t)_{t \geq 0} \), proving the second statement. The proof of the last statement is analogous to that of Lemma\(^{11.2}\).

12. Applications

In this section we present several examples of SPDEs arising in natural sciences and economics. In all of the following examples, it is tacitly assumed that the coefficients \( (\alpha, \sigma, \gamma) \) of the SPDE (1.1) are locally Lipschitz and satisfy the linear growth condition.

Our first example is the stochastic cable equation (cf. [15, Sec. 0.8])

\[
dv_t = \frac{1}{2} (\lambda^2 \frac{d^2}{dt^2} v_t - v_t) dt + \sigma(v_t) dW_t + \int_E \gamma(v_{t-}, x) (N(dt, dx) - F(dx) dt)
\]

\[
v_0 = h_0,
\]

(12.1)

which describes the voltage of an electric cable over time. The constants \( \lambda, \tau > 0 \) are physical constants of the electric cable; \( \lambda \) is the length constant and \( \tau \) is the time constant. We will model the electric cable on the unit interval \([0, 1]\) with Dirichlet boundary conditions, which means that there is no voltage at the end points of the cable. As the voltage should be a nonnegative quantity, we are interested in conditions which ensure that the voltage is nonnegative. Now, we choose the state space \( H := L^2((0, 1)) \), the self-dual closed convex cone \( K := H^+ \) of nonnegative functions, and the generating system \( G := K \cap C^\infty_c((0, 1)) \).

12.1. Proposition. The following statements are equivalent:

(i) The closed convex cone \( K \) is invariant for the stochastic cable equation (12.1).

(ii) We have (5.1), and for all \((h^*, h) \in G \times K \) with \( \langle h^*, h \rangle = 0 \) we have (5.2) and (5.3).

Proof. Taking into account Lemma\(^{11.3}\) and Lemma\(^{2.24}\) this is a consequence of Theorem\(^{9.7}\). \(\square\)

Next, we consider the stochastic heat equation

\[
du_t = (a \Delta u_t + \alpha(u_t)) dt + \sigma(u_t) dW_t + \int_E \gamma(u_{t-}, x) (N(dt, dx) - F(dx) dt)
\]

\[
u_0 = h_0,
\]

(12.2)

which describes the heat of a medium in a region \( O \subset \mathbb{R}^d \) over time, where \( a > 0 \) is the heat conductivity. We are interested in conditions which ensure that the
temperature is nonnegative in the region. This means that the temperature does not fall below the freezing point. The region can be \( O = \mathbb{R}^d \) with smooth boundary, and we consider Dirichlet boundary conditions. Hence, we choose the state space \( H := L^2(O) \), the self-dual closed convex cone \( K := H^+ \) of nonnegative functions, and the generating system \( G := K \cap C_0^\infty(O) \).

12.2. **Proposition.** The following statements are equivalent:

(i) The closed convex cone \( K \) is invariant for the stochastic heat equation \((12.2)\).

(ii) We have \((5.1)\), and for all \((h^*, h) \in G \times K\) with \( \langle h^*, h \rangle = 0 \) we have \((5.2)\) and \((5.3)\).

**Proof.** Taking into account Lemmas 11.2, 11.3 and Lemma 2.24, this is a consequence of Theorem 9.7. \( \square \)

12.3. **Remark (Parabolic Anderson model).** Consider the particular situation, where \( \alpha = 0 \), the volatility \( \sigma \) is given by \( \sigma^j(h) = \lambda_j h \) for \( j \in \mathbb{N} \) and \( h \in H \) with a sequence \( \lambda = (\lambda_j)_{j \in \mathbb{N}} \in \ell^2(\mathbb{N}) \), and \( \gamma = 0 \). This may be seen as a version of the parabolic Anderson model; see, for example [12]. According to Proposition 12.2, in this case the closed convex cone \( K \) is invariant for the stochastic heat equation \((12.2)\).

Now, we consider the Heath-Jarrow-Morton-Musiela (HJMM) equation from mathematical finance. This SPDE models the term structure of interest rates in a market of zero coupon bonds. We recall that a zero coupon bond with maturity \( T \) is a financial asset that pays to the holder one monetary unit at time \( T \). Its price at \( t \leq T \) can be written as the continuous discounting of one unit of the domestic currency

\[
P(t, T) = \exp \left( - \int_t^T f(t, s) ds \right),
\]

where \( f(t, T) \) denote the so-called forward rates. After transforming the original Heath-Jarrow-Morton (HJM) dynamics of the forward rates (see [27]) by means of the Musiela parametrization \( r_t(\xi) = f(t, t + \xi) \) (see [13] or [7]), we arrive at the HJMM equation

\[
(12.3) \quad \begin{cases}
\frac{dr_t}{dt} &= \left( \frac{\partial}{\partial t} + \alpha(r_t) \right) dt + \sigma(r_t) dW_t + \int_{E} \gamma(r_{t-}, x)(N(dt, dx) - F(dx)dt) \\
r_0 &= h_0.
\end{cases}
\]

We choose the state space \( H := L^2(\mathbb{R}_+) \) with an admissible weight function \( w : \mathbb{R}_+ \to (0, \infty) \). Although nowadays interest rates can also be slightly negative, in principle it is a desirable feature to have nonnegative interest rate curves. Thus, we introduce the self-dual closed convex cone \( K := H^+ \) of nonnegative functions.

12.4. **Proposition.** If we have \((5.1)\), and for all \((h^*, h) \in K \times K\) with \( \langle h^*, h \rangle = 0 \) we have \((5.2)\) and \((5.3)\), then the closed convex cone \( K \) is invariant for the HJMM equation \((12.3)\).

**Proof.** Taking into account Lemma 11.1 this is a consequence of Theorem 10.6. \( \square \)

Typically, the drift \( \alpha : H \to H \) in the HJMM equation \((12.3)\) cannot be chosen freely. This is due to no-arbitrage considerations in the bond market. In the spirit of the Benchmark Approach [48], we model the forward rate dynamics under the real-world probability measure. Then, due to aforementioned no-arbitrage constraints,
the drift is given by

\[ \alpha(h) = \sum_{j=1}^{\infty} \sigma_j(h)(\theta^j(h) + \Sigma^j(h)) - \int_E \gamma(h, x) \left( \exp(-\phi(h, x) - \Gamma(h, x)) - 1 \right) F(dx), \]

see, for example [13] or [9]. Here \( \theta : H \to L_2(\mathbb{R}) \) and \( \phi : H \times E \to \mathbb{R} \) are further mappings, which represent the market prices of risks, and we agree on the notation

\[ \Sigma^j(h) := \int_0^\infty \sigma_j(h)(\eta) d\eta \quad \text{and} \quad \Gamma(h, x) := \int_0^x \gamma(h, x)(\eta) d\eta. \]

This framework includes the well-known HJMM equation, considered under a risk-neutral probability measure; see, for example [20, 23].

12.5. Proposition. Suppose we have (5.7), and that for all \( (h^*, h) \in K \times K \) with \( \langle h^*, h \rangle = 0 \) we have (5.3). Then the following statements are equivalent:

(i) For all \( (h^*, h) \in K \times K \) with \( \langle h^*, h \rangle = 0 \) we have (5.2).
(ii) For all \( (h^*, h) \in K \times K \) with \( \langle h^*, h \rangle = 0 \) we have (5.6).

Proof. Let \( (h^*, h) \in K \times K \) with \( \langle h^*, h \rangle = 0 \) be arbitrary. Using (5.1), for all \( (h^*, h) \in K \times K \) with \( \langle h^*, h \rangle = 0 \) we have

\[ \langle h^*, \gamma(h, x) \rangle = \langle h^*, h + \gamma(h, x) \rangle \geq 0 \quad \text{for } F\text{-almost all } x \in E. \]

Furthermore, by the structure (12.4) of the drift \( \alpha \), and by (5.3), we obtain

\[ \langle h^*, \alpha(h) \rangle - \int_E \langle h^*, \gamma(h, x) \rangle F(dx) = - \sum_{j=1}^{\infty} \langle h^*, \sigma_j(h)(\theta^j(h) + \Sigma^j(h)) \rangle - \int_E \langle h^*, \gamma(h, x) \exp(-\phi(h, x) - \Gamma(h, x)) \rangle F(dx) \]

\[ = - \int_E \langle h^*, \gamma(h, x) \exp(-\phi(h, x) - \Gamma(h, x)) \rangle F(dx), \]

which provides the stated equivalence. \( \square \)

Our next example is in the field of actuarial mathematics. As in [54] we consider survival probabilities

\[ G(t, T, x) = \mathbb{P}(\tau^x > T | \mathcal{F}_t), \]

where \( \tau^x \) is the time of death of an individual born at date \( -x \). Apparently, by the definition of \( G(t, T, x) \) we must have

\[ G(t, S, x) \geq G(t, T, x), \quad \text{if } S \leq T. \]

As in [54], we define the survival probabilities as

\[ G(t, T, x) := G(0, 0, x) \exp \left( - \int_{-x}^{t} \mu(s, s, x) ds \right) \exp \left( - \int_{-x \vee t}^{T} \mu(t, u, x) du \right), \]

where \( \mu(t, T, x) \) denote the mortality rates. Performing the Musiela type transformation \( m_t(s, y) = \mu(t, s + t, y - t) \), we obtain

\[ G(t, T, x) = G(0, 0, x) \exp \left( - \int_{-x}^{t} m_s(0, x + s) ds \right) \]

\[ \times \exp \left( - \int_{-x \vee t}^{T} m_t(u - t, x + t) du \right), \]

where \( \tau^x \) is the time of death of an individual born at date \( -x \). Apparently, by the definition of \( G(t, T, x) \) we must have

\[ G(t, S, x) \geq G(t, T, x), \quad \text{if } S \leq T. \]
and we arrive at an SPDE of the type

\[
\begin{align*}
dm_t &= ((\partial_s - \partial_y)m_t + \alpha(m_t))dt + \sigma(m_t)dW_t \\
&\quad + \int_E \gamma(m_{t-}, x)(N(dt, dx) - F(dx)dt) \\
m_0 &= h_0.
\end{align*}
\]

We choose the space \( H := L^2_w(\Xi) \) for an admissible weight function \( w: \Xi \to (0, \infty) \) as state space, where the domain \( \Xi \subset \mathbb{R}^2 \) is defined as

\( \Xi := \{(s, y) \in \mathbb{R}_+ \times \mathbb{R} : -y \leq s\} \).

According to Lemma 11.1, the translation semigroup \((S_t)_{t \geq 0}\) given by

\[
S_t h(s, y) := h(s + t, y - t), \quad t \geq 0
\]

for each \( h \in H \), is a pseudo-contractive \( C_0 \)-semigroup on \( H \), and the self-dual closed convex cone \( K := H_\ast \) is invariant for the semigroup \((S_t)_{t \geq 0}\). If \( K \) is invariant for the mortality rate equation (12.7), then the mortality rates are nonnegative, and by (12.6) condition (12.5) is fulfilled.

12.6. Proposition. If we have (5.1), and for all \((h^\ast, h) \in K \times K\) with \((h^\ast, h) = 0\) we have (5.2) and (5.3), then the closed convex cone \( K \) is invariant for the mortality rate equation (12.7).

For insurance companies it may be interesting to consider joint models, say for zero coupon bonds and mortality rates. This leads to an SPDE of the type

\[
\begin{align*}
dR_t &= (AR_t + \alpha(R_t))dt + \sigma(R_t)dW_t + \int_E \gamma(R_{t-}, x)(N(dt, dx) - F(dx)dt) \\
R_0 &= h_0.
\end{align*}
\]

for the process \( R = (r, m) \) on the product space \( \mathcal{H} := H_1 \times H_2 \), where \( H_1 := L^2_w(\mathbb{R}_+) \) and \( H_2 := L^2_w(\Xi) \) with admissible weight functions \( w: \mathbb{R}_+ \to (0, \infty) \) and \( v: \Xi \to (0, \infty) \), and where the generator is given by \( A := (d/d\xi, \partial_s - \partial_y) \). According to our previous discussion, we consider the closed convex cone \( K := K_1 \times K_2 \), where \( K_1 := (H_1)_\ast \) and \( K_2 := (H_2)_\ast \).

12.7. Proposition. Suppose we have (7.4), for all \( i = 1, 2 \) and \((h^\ast, h) \in K_i \times K_i\) with \((h^\ast, h)_\ast \wh{\in} K_i \) we have (7.3) and (7.6). Then the closed convex cone \( K \) is invariant for the hybrid SPDE (12.8).

Proof. In view of Proposition 10.5 this is a consequence of Theorem 7.6. \( \square \)

Next, we consider an equation concerning the stochastic modeling of energy markets. For \( 0 \leq t \leq \tau < \infty \) we denote by \( f(t, \tau) \) the futures price at time \( t \) of electricity to be delivered constantly over a fixed period starting at \( \tau \). These future prices are often modelled as \( f(t, \tau) = \mathbb{E}_Q[S_t|\mathcal{F}_\tau] \), where \( Q \approx \mathbb{P} \) denotes a risk-neutral measure, and where \( S \) is the spot price process, which is the price of electricity for immediate delivery; see, for example [4]. After performing the Musielak type transformation \( r_t(\xi) = f(t, t + \xi) \), we have an SPDE of the type

\[
\begin{align*}
dr_t &= \frac{\partial}{\partial \xi} \gamma r_t d\xi + \sigma(r_t) dW_t + \int_E \gamma(r_{t-}, x)(N(dt, dx) - F(dx)dt) \\
r_0 &= h_0.
\end{align*}
\]

Here we choose the state space \( H := L^2_w(\mathbb{R}_+) \) with an admissible weight function \( w: \mathbb{R}_+ \to (0, \infty) \). Of course, futures prices should be nonnegative. Hence, we consider the self-dual closed convex cone \( K := H_\ast \) of nonnegative functions.

12.8. Proposition. If we have (5.1), and for all \((h^\ast, h) \in K \times K\) with \((h^\ast, h) = 0\) we have (5.3) and (5.6), then the closed convex cone \( K \) is invariant for the energy market equation (12.9).
Proof. Taking into account Lemma \[11.1\] this is a consequence of Theorem \[10.6\] and Proposition \[5.3\]. \qed

12.9. Remark. If $\sigma^j(h) = \lambda_j h$ for $j \in \mathbb{N}$ and $h \in H$ with a sequence $\lambda = (\lambda_j)_{j \in \mathbb{N}} \in \ell^2(\mathbb{N})$, and $\gamma \equiv 0$, then the conditions from Proposition \[12.8\] are fulfilled. Indeed, in this case the corresponding futures prices $f(t, \tau)$ are simply given by a stochastic exponential; a model, which is often used for energy markets.

12.10. Remark. Let us just mention that we can derive similar invariance results when modelling commodity markets; see, for example \[5\].

Now, we consider variance swap models; see, for example \[10\]. Here the primary security accounts are the quadratic variation of the logarithm of a stock; more precisely $V(t, T) = \mathbb{E}[(X(t), X(T)|F_t]$ with a stock $S$ of the form $S = S_0 \mathcal{E}(X)$, where $X$ is a semimartingale with $\Delta X > -1$, and where $\mathcal{E}(X)$ denotes the stochastic exponential of $X$. After performing the Musiela type transformation $U(t, \xi) = V(t, t + \xi)$, we arrive at an SPDE of the form

\[\begin{align*}
    dU_t &= \frac{d}{dt} U_t dt + \sigma(U_t) dW_t + \int_{\mathcal{E}} \gamma(U_{t-}, x) (N(dt, dx) - F(dx) dt) \\
    U_0 &= h_0.
\end{align*}\]

(12.10)

Here we choose the Filipović space $H := H_w := H_w(\mathbb{R}_+)$ with an admissible weight function $w : \mathbb{R}_+ \to [1, \infty)$ as state space; see Appendix A. According to the specification above, the variance swaps should be nonnegative and increasing. Therefore, we consider the closed convex cone

\[K := \{ h \in H : h(0) \geq 0 \text{ and } h' \geq 0 \}.\]

Due to Proposition \[A.5\] the translation semigroup $(S_t)_{t \geq 0}$ is a pseudo-contractive $C_0$-semigroup on $H$. Furthermore, it is straightforward to check that $K$ is invariant for the semigroup $(S_t)_{t \geq 0}$. In the sequel, we will identify $\mathbb{R}$ with all constant functions and use the notation

\[H_w^0 := \{ h \in H_w : h(0) = 0 \}.\]

12.11. Proposition. Suppose we have \[5.1\], and that for all $(h^*, h) \in (\mathbb{R} \cup H_w^0) \cap K \times K$ with $(h^*, h) = 0$ we have \[5.5\] and \[5.6\]. Then the closed convex cone $K$ is invariant for the variance swap equation \[12.10\].

Proof. According to Proposition \[A.4\] the subspaces $\mathbb{R}$ and $H_w^0$ are orthogonal closed subspaces, and we have the direct sum decomposition $H = \mathbb{R} \oplus H_w^0$. Furthermore, the cone $K$ admits the direct sum decomposition

\[K = \mathbb{R}_+ \oplus (H_w^0 \cap K) = (\mathbb{R} \cap K) \oplus (H_w^0 \cap K).\]

Note that the linear mappings $T_1 \in L(\mathbb{R})$ and $T_2 \in L(L^2(\mathbb{R}_+), H_w^0)$ given by

\[T_1 a = a \quad \text{and} \quad Tf = \int_0^\infty f(x) w^{-\frac{1}{2}} \tau(x) dx\]

are isomorphic isomorphisms. By Proposition \[10.5\] the self-dual closed convex cone $L_2^2(\mathbb{R}_+)$ is approximately generated by an unconditional Schauder basis. Furthermore, we have

\[T_1(\mathbb{R}_+) = \mathbb{R} \cap K \quad \text{and} \quad T_2(L_2^2(\mathbb{R}_+)) = H_w^0 \cap K.\]

Therefore, the result is a consequence of Theorem \[7.7\] and Proposition \[5.3\]. \qed

12.12. Remark. Suppose that the conditions from Proposition \[12.11\] are fulfilled. According to the specification above, it is reasonable to start the variance swap model with an initial curve $h_0 \in K$ such that $h_0(0) = 0$; that is $h_0 \in K \cap H_w^0$. \[\text{\textit{End of Document.}}\]
12.13. Remark. In the aforementioned article \cite{10} an SPDE for the forward variance curves \( v(t, T) := \partial_T V(t, T) \) has been derived. Here we directly consider the SPDE \((12.10)\) for the variance swaps.

Now, we focus on financial models with credit risk. A defaultable \((T, x)\)-bond with maturity \( T \) and credit rating \( x \in I \subset [0, 1] \) is a financial contract which pays to the holder one monetary unit at time \( T \), unless bankruptcy has happened until then. In this context, one also speaks about collateralized debt obligations (CDOs). The bonds are often modeled as

\[
P(t, T, x) = \mathbb{1}_{\{L_t \leq x\}} \exp \left( - \int_t^T f(t, u, x) \, du \right),
\]

where \( f(t, T, x) \) denote the corresponding forward rates, and where \( L \) denotes the loss process; see, for example \cite{21} for further details. Now, let us consider a CDO

\[
\text{Remark.}
\]

where \( K \)

\[
P(t, T, x) = \mathbb{1}_{\{L_t \leq x\}} \exp \left( - \int_t^T f(t, u, x) \, du \right),
\]

where \( f(t, T, x) \) denote the corresponding forward rates, and where \( L \) denotes the loss process; see, for example \cite{21} for further details. Now, let us consider a CDO model with a finite set \( I := \{0 \leq x_1 < x_2 < \ldots < x_m = 1\} \) of credit ratings. After performing the Musiela type transformation \( r_t(\xi, \eta) = f(t, t + \xi, \eta) \), we obtain an SPDE of the form

\[
(12.11)
\]

\[
\left\{ \begin{array}{l}
  dr_t = \left( \frac{\alpha}{\beta}r_t + \alpha(r_t) \right) dt + \sigma(r_t) dW_t + \int_E \gamma(r_{t-}, x)(N(dt, dx) - F(dx)dt) \\
  r_0 = h_0.
\end{array} \right.
\]

We choose the state space \( \mathcal{H} := H^m \), where \( H := L^2_w(\mathbb{R}_+) \) for some admissible weight function \( w : \mathbb{R}_+ \to (0, \infty) \). Similar models have been considered in \cite{2} and \cite{51}. Since the positivity and the monotonicity of the forward rates is a desirable feature, we consider the closed convex cone

\[
\mathcal{K} := \{ h \in \mathcal{H} : h_1 \geq \ldots \geq h_m \geq 0 \}.
\]

According to Lemma \cite{11.1} the translation semigroup \((S_t)_{t \geq 0}\) is a pseudo-contractive \(C_0\)-semigroup on \( \mathcal{H} \). Furthermore, it is straightforward to check that the cone \( \mathcal{K} \) is invariant for the semigroup \((S_t)_{t \geq 0}\).

12.14. Proposition. If we have \((7.4)\), for \((h^*, h) \in \mathcal{K} \times \mathcal{K} \) with \( \langle h^*, h^m \rangle = 0 \) we have

\[
\langle h^*, \alpha_m(h) \rangle - \int_E \langle h^*, \gamma_m(h, x) \rangle F(dx) \geq 0,
\]

\[
\langle h^*, \sigma_m^j(h) \rangle = 0, \quad j \in \mathbb{N},
\]

and for all \( i = 2, \ldots, m \) and \((h^*, h) \in \mathcal{K} \times \mathcal{K} \) with \( \langle h^*, h_i - h_{i-1} \rangle = 0 \) we have

\[
\langle h^*, \alpha_{i-1}(h) - \alpha_i(h) \rangle - \int_E \langle h^*, \gamma_{i-1}(h, x) - \gamma_i(h, x) \rangle F(dx) \geq 0,
\]

\[
\langle h^*, \sigma^j_{i-1}(h) - \sigma^j_i(h) \rangle = 0, \quad j \in \mathbb{N},
\]

then the closed convex cone \( \mathcal{K} \) is invariant for the CDO equation \((12.11)\).

Proof. Note that the cone \( \mathcal{K} \) has the representation

\[
\mathcal{K} := \bigcap_{i=1}^{m-1} \{ h \in \mathcal{H} : h_i - h_{i+1} \in \mathcal{K} \} \cap \{ h \in \mathcal{H} : h_m \in \mathcal{K} \},
\]

where \( \mathcal{K} := H_+ \). Hence, it is of the form \((8.1)\) with the matrix \( M \in \mathbb{R}^{m \times m} \) given by

\[
M_{ik} = \begin{cases} 
  1, & \text{if } i = k, \\
  -1, & \text{if } i = k - 1, \\
  0, & \text{otherwise},
\end{cases}
\]
and $K_i = K$ for all $i = 1, \ldots, m$. Therefore, the result is a consequence of Proposition 10.5 and Theorem 8.4.

12.15. **Remark.** Similar results can be found in [2] and [51].

12.16. **Remark.** A similar situation arises when modeling multiple yield curves (see, for example [14]). Then it is desirable to have spreads which are ordered with respect to different tenors. In this situation, we can also choose the state space $H := H^m$ and the closed convex cone

$$K := \{ h \in H : h_1 \leq \ldots \leq h_m \},$$

or, if the spreads should additionally be nonnegative, the closed convex cone

$$K := \{ h \in H : 0 \leq h_1 \leq \ldots \leq h_m \}.$$

As already mentioned in Remark 8.7, this situation is covered by Corollaries 8.5 and 8.6.

Now, we consider an alternative approach to CDO modeling; the so-called SPA model from [52]. Here the state variable is the portfolio loss distribution. More precisely, let us introduce $p(t, T, x) := P(\ell(T) \leq x | F_t)$ for $x \in I := [0, 1]$, where $\ell$ denotes the loss process, which is an increasing process with values in $[0, 1]$. As already noted in [52], by the definition of $p(t, T, x)$ we must have

\begin{equation}
\begin{aligned}
(12.12) \quad & p(0, 0, x) = 1, \\
(12.13) \quad & p(t, T, 1) = 1, \\
(12.14) \quad & p(t, S, x) \geq p(t, T, x), \quad \text{if } S \leq T, \\
(12.15) \quad & p(t, T, x) \leq p(t, T, y), \quad \text{if } x \leq y.
\end{aligned}
\end{equation}

As in [52], we define the loss distributions as

$$p(t, T, x) := \exp \left( - \int_0^t f(u, u, x)du - \int_t^T f(t, u, x)du \right),$$

where $f(t, T, x)$ denote the corresponding forward rates. Then condition (12.12) is satisfied. Performing the Musiela type transformation $r_t(\xi, \eta) := f(t, t + \xi, \eta)$, we obtain

\begin{equation}
\begin{aligned}
(12.16) \quad & p(t, T, x) = \exp \left( - \int_0^t r_u(0, x)du - \int_0^{T-t} r_t(\eta, x)d\eta \right),
\end{aligned}
\end{equation}

and we arrive at an SPDE of the type

\begin{equation}
\begin{aligned}
\{dr_t &= \left( \frac{d}{dt} r_t + \alpha(r_t) \right)dt + \sigma(r_t) dW_t + \int_{t}^{\infty} \gamma(r_{1-}, x) (N(dt, dx) - F(dx)dt)
\right), \\
r_0 &= h_0.
\end{aligned}
\end{equation}

We choose the two-dimensional Filipović space $H := H_{w,1}(\mathbb{R}_+ \times [0, 1])$, equipped with the norm $\| \cdot \|_{(w,1), (0,1)}$, where $w : \mathbb{R}_+ \to [1, \infty)$ denotes an admissible weight function, as state space; see Appendix A for further details. According to Proposition A.10, the translation semigroup $(S_t)_{t \geq 0}$ given by

$$S_th(\xi, \eta) := h(\xi + t, \eta), \quad t \geq 0$$

for each $h \in H$ is a pseudo-contractive $C_0$-semigroup on $H$. Furthermore, according to Proposition A.11, we have the direct sum decomposition

\begin{equation}
\begin{aligned}
(12.18) \quad & H = \mathbb{R} \oplus H^0_w(\mathbb{R}_+) \oplus H^1_w([0, 1]) \oplus H^0_{w,1}(\mathbb{R}_+ \times [0, 1]),
\end{aligned}
\end{equation}
and the closed subspaces appearing in (12.18) are mutual orthogonal. Note that the closed subspace

\[ H_0 := H^1_1([0, 1]) \oplus H^{0,1}_{w,1}([\mathbb{R}_+ \times [0, 1]). \]

is invariant for the semigroup \((S_t)_{t \geq 0}\). Therefore, we may and will consider the SPA equation (12.17) on the state space \(H_0\) with coefficients \(\alpha : H_0 \to H_0\), \(\sigma : H_0 \to L^2_0(H_0)\) and \(\gamma : H_0 \times E \to H_0\). According to Proposition A.12, the semigroup \((S_t)_{t \geq 0}\) is even a \(C_0\)-semigroup of contractions on \(H_0\). Note that \(h(\cdot, 1) = 0\) for each \(h \in H_0\). Therefore, by (12.16) condition (12.13) is fulfilled. Now we consider the closed convex cone

\[ K := \{h \in H_0 : h_\eta \leq 0, h_{\xi\eta} \leq 0\}. \]

Then for each \(h \in K\) we have \(h \geq 0\) and

\[ h(\xi, \eta_1) \geq h(\xi, \eta_2), \text{ if } \eta_1 \leq \eta_2. \]

Therefore, if \(K\) is invariant for the SPA equation (12.17), then by (12.16) conditions (12.14) and (12.15) are fulfilled.

12.17. **Proposition.** Suppose we have (5.1), and for all

\[ (h^*, h) \in (H^1_1([0, 1]) \cup H^{0,1}_{w,1}([\mathbb{R}_+ \times [0, 1]) \cap K \times K \]

with \(h^*, h = 0\) we have (5.2) and (5.3). Then the closed convex cone \(K\) is invariant for the SPA equation (12.17).

**Proof.** Note that the cone \(K\) admits the direct sum decomposition

\[ K = (H^1_1([0, 1]) \cap K) \oplus (H^{0,1}_{w,1}([\mathbb{R}_+ \times [0, 1]) \cap K). \]

Considering the isometric isomorphisms

\[ T_1 \in L(L^2([0, 1]), H^1_1([0, 1])) \quad \text{and} \quad T_2 \in L(L^2(\mathbb{R}_+ \times [0, 1]), H^{0,1}_{w,1}([\mathbb{R}_+ \times [0, 1])) \]

given by

\[ T_1 f(y) = \int_1^y f(\eta)d\eta, \]

\[ T_2 g(x, y) = \int_0^x \int_0^y g(\xi, \eta)w^{-\frac{1}{2}}d\eta d\xi, \]

we can proceed as in the proof of Proposition 12.11 \(\square\)

In our last example, we consider the FX-like (foreign exchange like) model from \([55]\) (see also the recent preprints \([54, 55]\)), which includes credit and liquidity risk. In this framework we have a non-defaultable zero coupon bond \(P(t, T)\) with \(P(T, T) = 1\) and a defaultable zero coupon bond \(\hat{P}(t, T)\) with \(0 < \hat{P}(T, T) \leq 1\). The defaultable bond is given by \(\hat{P}(t, T) := S_t Q(t, T)\), where \(Q(t, T)\) denotes a synthetic non-defaultable zero coupon bond with \(Q(T, T) = 1\), and where \(S\) is a \([0, 1]\)-valued process such that \(S_0 = 1\). The process \(S\) is also called the recovery rate or spot FX rate, and for any \(t \in \mathbb{R}_+\) the event \(\{S_t < 1\}\) is called a liquidity squeeze at time \(t\). We can express the recovery rate as \(S = \exp(-X)\), where \(X\) is an \(\mathbb{R}_+\)-valued process such that \(X_0 = 0\), and then the event \(\{X_t > 0\}\) is a liquidity squeeze at time \(t\). According to the Jarrow & Turnbull 1991 paradigm, the bonds \(P(t, T)\) and \(Q(t, T)\) are considered as non-defaultable zero coupon bonds in different currencies. In this setting, the monotonicity property \(\hat{P}(t, T) \leq P(t, T)\) is a desirable feature. Note that this property is satisfied if

\[
Q(t, T) \leq P(t, T), \tag{12.19}
\]

\[
X \geq 0. \tag{12.20}
\]
As in [33, Sec. 6], we assume that the bonds are given by

\[ P(t, T) = \exp \left( - \int_t^T f_{\text{dom}}(t, u) du \right), \]

\[ Q(t, T) = \exp \left( - \int_t^T f_{\text{for}}(t, u) du \right), \]

where \( f_{\text{dom}}(t, T) \) denote the domestic forward rates, and where \( f_{\text{for}}(t, T) \) denote the foreign forward rates. Performing the Musiela type transformations where \( f \) and we arrive at an SPDE of the type

\[ (12.22) \]

and (12.22), we see that condition (12.19) is also satisfied.

Proposition. 12.18. Suppose we have (7.4), that for all \( (h^*, h) \in K \times \mathcal{K} \) with \( \langle h^*, h_1 \rangle_H = 0 \) we have

\[ \langle h^*, \alpha_1(h) \rangle_H - \int_E \langle h^*, \gamma_1(h, x) \rangle_H F(dx) \geq 0, \]

\[ \langle h^*, \sigma_1^j(h) \rangle_H = 0, \quad j \in \mathbb{N}, \]

for all \( (h^*, h) \in K \times \mathcal{K} \) with \( \langle h^*, h_2 - h_1 \rangle_H = 0 \) we have

\[ \langle h^*, \alpha_2(h) - \alpha_1(h) \rangle_H - \int_E \langle h^*, \gamma_2(h, x) - \gamma_1(h, x) \rangle_H F(dx) \geq 0, \]

\[ \langle h^*, \sigma_2^j(h) - \sigma_1^j(h) \rangle_H = 0, \quad j \in \mathbb{N}, \]

and for all \( (h^*, h) \in \mathbb{R}_+ \times \mathcal{K} \) with \( h_3 = 0 \) we have

\[ (12.24) \quad \alpha_3(h) - \int_E \gamma_3(h, x) F(dx) \geq 0, \]

\[ (12.25) \quad \sigma_3^j(h) = 0, \quad j \in \mathbb{N}. \]

Then the closed convex cone \( \mathcal{K} \) is invariant for the FX-like equation (12.23).

Proof. Note that the cone \( \mathcal{K} \) has the product structure \( \mathcal{K} = \mathcal{K}_1 \times \mathcal{K}_2 \), where

\[ \mathcal{K}_1 = \{ h \in H \times H : 0 \leq h_1 \leq h_2 \} \quad \text{and} \quad \mathcal{K}_2 = \mathbb{R}_+. \]

Let \( R \in L(\mathbb{H} \times \mathbb{H}) \) be the linear isomorphism given by

\[ Rh := (h_1, h_2 - h_1), \quad h \in \mathbb{H} \times \mathbb{H}. \]
According to Lemmas 8.1 and 8.2, the cone $K_1$ has the generating system 
$$G_1 = R^*(K \times \{0\} \cup \{0\} \times K),$$
and, taking into account Proposition 6.7, the cone $(K_1, G_1)$ is approximately generated by an unconditional Schauder basis. Furthermore, the cone $K_2$ has the generating system 
$$G_2 = (R^*(K \times \{0\} \cup \{0\} \times K) \cup (\{0\} \times \mathbb{R}_+),$$
and the cone $(K, G)$ is approximately generated by an unconditional Schauder basis. Consequently, taking into account Lemmas 7.5 and 8.3, the result is a consequence of Theorem 5.1.

12.19. Remark. Suppose that the conditions from Proposition 12.18 are fulfilled. As we have seen above, the recovery rate $S$ starts at one, which means that $X_0 = 0$. Therefore, we should start the FX-like equation (12.23) with an initial condition $h \in K$ such that $h(0) = 0$. Moreover, as pointed out in [33], the recovery rate $S$ generally even starts with a constant trajectory at level one, which means that $X_\tau = 0$ for some strictly positive stopping time $\tau$. This can be assured by replacing conditions (12.24) and (12.25) by the stronger condition that for all $h \in K$ we have

$$\int_E |\gamma_3(h, x)|F(dx) < \infty,$$
$$a_3(h) - \int_E \gamma_3(h, x)F(dx) = 0,$$
$$\sigma_j^3(h) = 0, \quad j \in \mathbb{N}.$$

Appendix A. Generalized Filipović spaces

In this appendix we provide generalizations of the Filipović space from [20]. We are in particular interested in such function spaces of two variables. In order to prepare the required background, we start with a review of the one-dimensional situation.

Let $I \subset \mathbb{R}$ be an interval. We call a continuous function $w : I \rightarrow [1, \infty)$ an admissible weight function if it is continuous, increasing and satisfies $w^{-1} \in L^1(I)$. We fix an arbitrary $x_0 \in I$ and define the Filipović space $H_w(I)$ as the space of all absolutely continuous functions $h : I \rightarrow \mathbb{R}$ such that

$$\|h\|_{w,x_0} := \left( |h(x_0)|^2 + \int_I |h'(x)|^2 w(x)dx \right)^{1/2} < \infty. \quad (A.1)$$

As we will see later on, the definition of the Filipović space $H_w(I)$ does not depend on the choice of $x_0 \in I$.

A.1. Remark. In [20] the situation $I = \mathbb{R}_+$ and $x_0 = 0$ was considered, and it was assumed that the weight function $w : I \rightarrow [1, \infty)$ is an increasing $C^1$-function such that $w^{-\frac{1}{2}} \in L^1(\mathbb{R}_+)$. For our purposes, it is enough if $w : I \rightarrow [1, \infty)$ is an admissible weight function as defined above.

The proof of the following result is straightforward; cf. [20], p. 76.

A.2. Proposition. The linear mapping $T : \mathbb{R} \times L^2(I) \rightarrow H_w(I)$ given by

$$T(a, f) := a + \int_{x_0}^x f(x)w^{-\frac{1}{2}}(x)dx.$$
is an isometric isomorphism with inverse

\[ T^{-1}h = (h(x_0), h'w^{1/2}). \]

Consequently, the Filipović space \( H_w(I) \) is a separable Hilbert space. For the proof of the following result we can follow the arguments from [20] p. 77.

A.3. Proposition. The following statements are true:

1. For each \( h \in H_w(I) \) we have the estimate

\[ \|h'\|_{L^1(I)} \leq \|h\|_{w,x_0} \|w^{-1}\|_{L^1(I)}^{1/2}. \]

2. There is a constant \( C > 0 \) such that

\[ \|h\|_{L^\infty(I)} \leq C\|h\|_{w,x_0}, \quad h \in H_w(I). \]

Now, we define \( \overline{I} \subset [-\infty, \infty] \) as

\[ (A.2) \quad \overline{I} := I \cup \{\inf I\} \cup \{\sup I\}. \]

In the following result, the space \( \mathbb{R} \) corresponds to all constant functions, and may thus be considered as a subspace of \( H_w(I) \). The proof is an immediate consequence of Proposition A.3.

A.4. Proposition. For each \( x \in \overline{I} \) the following statements are true:

1. The limit \( h(x) := \lim_{\xi \to x} h(\xi) \) exists for each \( h \in H_w(I) \).

2. There exists \( \delta_x \in H_w(I) \) such that

\[ h(x) = (\delta_x, h)_{w,x_0}, \quad h \in H_w(I). \]

3. The norms \( \|h\|_{w,x_0} \) and \( \|h\|_{w,x} \) defined according to \((A.1)\) are equivalent.

4. The subspaces \( \mathbb{R} \) and

\[ \text{(A.3)} \quad H^0_w(I) := \{h \in H_w(I) : h(x) = 0\} \]

are closed subspaces which are orthogonal with respect to the norm \( \|\cdot\|_{w,x} \).

5. We have the direct sum decomposition \( H_w(I) = \mathbb{R} \oplus H^0_w(I) \).

Now, we assume that \( \infty \in \overline{I} \). Then we can introduce the translation semigroup \((S_t)_{t \geq 0}\) given by

\[ S_th := h(t + \bullet), \quad t \geq 0 \]

for each \( h \in H_w(I) \). Adopting the arguments from [20] p. 78,79 and [5] Lemma 3.5, we obtain the following result.

A.5. Proposition. \((S_t)_{t \geq 0}\) is a pseudo-contractive \(C_0\)-semigroup on \( H_w(I) \).

In addition, the following result is straightforward to prove.

A.6. Proposition. Let \( x \in \overline{I} \) and \( H_0 \subset H_w(I) \) be a closed subspace which is invariant for the semigroup \((S_t)_{t \geq 0}\) such that \( h(x) = 0 \) for each \( h \in H_0 \). Then \((S_t)_{t \geq 0}\) is a \(C_0\)-semigroup of contractions on \( H_0 \) with respect to the norm \( \|\cdot\|_{w,x} \).

Now, we will introduce Filipović spaces of two variables. For this purpose, let \( I, J \subset \mathbb{R} \) be two intervals, and let \( w : I \to [1, \infty) \) and \( v : J \to [1, \infty) \) be two admissible weight functions. We fix an arbitrary \((x_0, y_0) \in I \times J\) and define the Filipović space \( H_{w,v}(I \times J) \) as the space of all functions \( h : I \times J \to \mathbb{R} \) such that the following conditions are fulfilled:

- For each \( y \in J \) the function \( h(\cdot, y) : I \to \mathbb{R} \) is absolutely continuous. Consequently, for each \( y \in J \) the function \( h(\cdot, y) : I \to \mathbb{R} \) is almost everywhere differentiable, and hence there is a function \( h_x(\cdot, y) : I \to \mathbb{R} \) such that

\[ \partial_y h(x,y) = h_x(x,y) \quad \text{for almost every } x \in I. \]

This gives us a function \( h_x : I \times J \to \mathbb{R} \).
For each $x \in I$ the function $h_{\xi}(x, \cdot) : J \to \mathbb{R}$ is absolutely continuous. Consequently, for each $x \in I$ the function $h_{\xi}(x, \cdot) : J \to \mathbb{R}$ is almost everywhere differentiable, and hence there is a function $h_{\eta \xi}(x, \cdot) : J \to \mathbb{R}$ such that

$$\partial_y h_{\xi}(x, y) = h_{\eta \xi}(x, y)$$

for almost every $y \in J$.

This gives us a function $h_{\eta \xi} : I \times J \to \mathbb{R}$.

For each $x \in I$ the function $h(x, \cdot) : J \to \mathbb{R}$ is absolutely continuous. Consequently, for each $x \in I$ the function $h(x, \cdot) : J \to \mathbb{R}$ is almost everywhere differentiable, and hence there is a function $h_{\eta}(x, \cdot) : J \to \mathbb{R}$ such that

$$\partial_y h(x, y) = h_{\eta}(x, y)$$

for almost every $y \in J$.

This gives us a function $h_{\eta} : I \times J \to \mathbb{R}$.

For each $y \in J$ the function $h_{\eta}(\cdot, y) : I \to \mathbb{R}$ is absolutely continuous. Consequently, for each $y \in J$ the function $h_{\eta}(\cdot, y) : I \to \mathbb{R}$ is almost everywhere differentiable, and hence there is a function $h_{\xi \eta}(\cdot, y) : I \to \mathbb{R}$ such that

$$\partial_x h_{\eta}(x, y) = h_{\xi \eta}(x, y)$$

for almost every $x \in I$.

This gives us a function $h_{\xi \eta} : I \times J \to \mathbb{R}$.

We have $h_{\xi \eta} = h_{\eta \xi}$.

We have

$$\|h\|_{(w,v),(x_0,y_0)} : = \left( |h(x_0,y_0)|^2 + \int_I |h_\xi(x,y)|^2 w(x)dx + \int_J |h_\eta(x,y)|^2 v(y)dy \right)^{1/2} < \infty.$$

A.7. Remark. For each $h \in C^2(I \times J)$ with $||h||_{(w,v),(x_0,y_0)} < \infty$ we have $h \in H_{w,v}(I \times J)$ with $h_{\xi} = \partial_x h$, $h_{\eta} = \partial_y h$ and $h_{\xi \eta} = \partial_{y\xi} h$.

A.8. Proposition. The linear mapping

$$T : \mathbb{R} \times L^2(I) \times L^2(J) \times L^2(I \times J) \to H_{w,v}(I \times J)$$

given by

$$T(a,f_1,f_2,g)(x,y) : = a + \int_{x_0}^x f_1(\xi) w^{-\frac{1}{2}}(\xi)d\xi + \int_{y_0}^y f_2(\eta) v^{-\frac{1}{2}}(\eta)d\eta + \int_{x_0}^x \int_{y_0}^y g(\xi,\eta) w^{-\frac{1}{2}}(\xi) v^{-\frac{1}{2}}(\eta)d\xi d\eta$$

is an isometric isomorphism with inverse

$$T^{-1} h = (h(x_0,y_0), h_{\xi}(\cdot,y_0)w^{\frac{1}{2}}, h_{\eta}(x_0,\cdot)v^{\frac{1}{2}}, h_{\xi \eta}w^{\frac{1}{2}}v^{\frac{1}{2}}) .$$

Proof. Let $(a,f_1,f_2,g) \in \mathbb{R} \times L^2(I) \times L^2(J) \times L^2(I \times J)$ be arbitrary and define the function $h := T(a,f_1,f_2,g)$. Then the conditions above are satisfied with $h_{\xi}$, $h_{\eta}$ and $h_{\xi \eta}$ given by

$$h_{\xi}(x,y) = f_1(x) w^{-\frac{1}{2}}(x) + w^{-\frac{1}{2}}(x) \int_y^y g(x,\eta) v^{-\frac{1}{2}}(\eta)d\eta,$n

$$h_{\eta}(x,y) = f_2(y) v^{-\frac{1}{2}}(y) + v^{-\frac{1}{2}}(y) \int_x^x g(\xi,y) w^{-\frac{1}{2}}(\xi)d\xi,$n

$$h_{\xi \eta}(x,y) = g(x,y) w^{-\frac{1}{2}}(x) v^{-\frac{1}{2}}(y).$$
In particular, we have
\[ h_\xi(x,y_0) = f_1(x)w^{-\frac{1}{2}}(x), \]
\[ h_\eta(x_0,y) = f_2(y)v^{-\frac{1}{2}}(y). \]
Hence, we have \( h \in H_{w,v}(I \times J) \), and \( T \) is an isometry. Moreover, it is straightforward to check that its inverse \( T^{-1} \) is given by (A.5).

Consequently, the Filipović space \( H_{w,v}(I \times J) \) is a separable Hilbert space.

**A.9. Proposition.** The following statements are true:

(1) For each \( h \in H_{w,v}(I \times J) \) we have the estimates
\[
\|h_\xi(\cdot,y_0)\|_{L^1(I)} \leq \|h\|_{(w,v),(x_0,y_0)}\|w^{-\frac{1}{2}}\|_{L^1(I)},
\]
\[
\|h_\eta(x_0,\cdot)\|_{L^1(J)} \leq \|h\|_{(w,v),(x_0,y_0)}\|v^{-\frac{1}{2}}\|_{L^1(J)},
\]
\[
\|h_{\xi\eta}\|_{L^1(I \times J)} \leq \|h\|_{(w,v),(x_0,y_0)}\|w^{-\frac{1}{2}}\|_{L^1(I)}\|v^{-\frac{1}{2}}\|_{L^1(J)}.
\]

(2) There is a constant \( C > 0 \) such that
\[
\|h\|_{L^\infty(I \times J)} \leq C\|h\|_{(w,v),(x_0,y_0)}, \quad h \in H_{w,v}(I \times J).
\]

*Proof.* The first statement is a consequence of the Cauchy Schwarz inequality (cf. the arguments from [20, p. 77]). For the proof of the second statement, let \((x,y) \in I \times J\) be arbitrary. Then we have
\[
h(x,y) - h(x_0,y_0) = h(x,y) - h(x_0,y) + h(x_0,y) - h(x_0,y_0)
\]
\[
= \int_{x_0}^x h_\xi(\xi,y)d\xi + \int_{y_0}^y h_\eta(x_0,\eta)d\eta
\]
\[
= \int_{x_0}^x \left( h_\xi(\xi,y) - h_\xi(\xi,y_0) + h_\xi(\xi,y_0) \right)d\xi + \int_{y_0}^y h_\eta(x_0,\eta)d\eta
\]
\[
= \int_{x_0}^x \int_{y_0}^y h_{\xi\eta}(\xi,\eta)d\eta d\xi + \int_{x_0}^x h_\xi(\xi,y_0)d\xi + \int_{y_0}^y h_\eta(x_0,\eta)d\eta.
\]
By virtue of the first statement, this completes the proof. \( \square \)

Now, we define \( T, J \subset [-\infty, \infty] \) according to (A.2). In the following result, the spaces \( H_{w,v}^x(I) \) and \( H_{v}^y(J) \) are the subspaces of the one-dimensional Filipović spaces defined according to (A.3), and may thus be considered as subspaces of the two-dimensional Filipović space \( H_{w,v}(I \times J) \). The proof is an immediate consequence of Proposition A.9.

**A.10. Proposition.** For each \((x,y) \in T \times J\) the following statements are true:

(1) The limit \( h(x,y) := \lim_{(\xi,\eta)\in \ell \times I} h_\xi(\cdot,y) \) exists for each \( h \in H_{w,v}(I \times J) \).

(2) There exists \( \delta_{(x,y)} \in H_{w,v}(I \times J) \) such that
\[
h(x,y) = \langle \delta_{(x,y)}, h \rangle_{(w,v),(x_0,y_0)}, \quad h \in H_{w,v}(I \times J).
\]

(3) The norms \( \|h\|_{(w,v),(x_0,y_0)} \) and \( \|h\|_{(w,v),(x,y)} \) defined according to (A.4) are equivalent.

(4) The subspaces \( \mathbb{R}, H_{w,v}^x(I), H_{v}^y(J) \) and
\[
H_{w,v}^{(x,y)}(I \times J) := \{ h \in H_{w,v} : h(x,y) = 0, h_\xi(\cdot,y) = 0, h_\eta(x,\cdot) = 0 \}
\]
are closed subspaces which are mutual orthogonal with respect to the norm \( \| \cdot \|_{(w,v),(x,y)} \).

(5) We have the direct sum decomposition
\[
H_{w,v}(I \times J) = \mathbb{R} \oplus H_{w,v}^x(I) \oplus H_{v}^y(J) \oplus H_{w,v}^{(x,y)}(I \times J).
\]
Now, we assume that $\infty \in \mathcal{I}$. Then we can introduce the translation semigroup $(S_t)_{t \geq 0}$ given by

$$S_th(x, y) := h(x + t, y), \quad t \geq 0$$

for each $h \in H_w,v(I \times J)$. With similar techniques as in the one-dimensional case, we establish the following two results.

A.11. Proposition. $(S_t)_{t \geq 0}$ is a pseudo-contractive $C_0$-semigroup on $H_w,v(I \times J)$.

A.12. Proposition. Let $(x, y) \in \mathcal{I} \times \mathcal{J}$ and $H_0 \subset H_w,v(I \times J)$ be a closed subspace which is invariant for the semigroup $(S_t)_{t \geq 0}$ such that $h(x, y) = 0$ for each $h \in H_0$. Then $(S_t)_{t \geq 0}$ is a $C_0$-semigroup of contractions on $H_0$ with respect to the norm $\| \cdot \|_{(w,v),(x,y)}$.

APPENDIX B. ORTHOGONAL PROJECTIONS IN $L^2$-SPACES

In this appendix we provide the required results about orthogonal projections in $L^2$-spaces. Let $(X, \mathcal{X}, \mu)$ be a measure space, and define the Hilbert space $H := L^2(X, \mathcal{X}, \mu)$.

B.1. Lemma. If $(X, \mathcal{X}, \mu)$ is a probability space, then for each sub-$\sigma$-algebra $\mathcal{G} \subset \mathcal{X}$ the orthogonal projection on $L^2(\mathcal{G})$ is given by $\pi_{L^2(\mathcal{G})} = \mathbb{E}[\cdot | \mathcal{G}]$.

Proof. This follows from [31] Cor. 8.17.

B.2. Proposition. Suppose that $(X, \mathcal{X}, \mu)$ is a probability space. Let $(\mathcal{G}_n)_{n \in \mathbb{N}}$ be a filtration such that $\mathcal{X} = \sigma(\bigcup_{n \in \mathbb{N}} \mathcal{G}_n)$. Then for each $h \in H$ we have

$$\pi_{L^2(\mathcal{G}_n)} h \to h \quad \text{in} \quad H.$$

Proof. This is a consequence of the martingale convergence theorem (see [31] Thm. 11.10) and Lemma [B.1].

B.3. Lemma. Suppose that $(X, \mathcal{X}, \mu)$ is a finite measure space with $\mu \neq 0$. Let $\mathbb{P}$ be the probability measure on $(X, \mathcal{X})$ given by

$$\mathbb{P}(B) = \frac{\mu(B)}{\mu(X)}, \quad B \in \mathcal{X}.$$ Then the following statements are true:

1. We have $L^2(\mu) = L^2(\mathbb{P})$ as sets, and

$$\|h\|_{L^2(\mu)} = \sqrt{\mu(X)} \|h\|_{L^2(\mathbb{P})}, \quad h \in H.$$

2. In particular, $\| \cdot \|_{L^2(\mu)}$ and $\| \cdot \|_{L^2(\mathbb{P})}$ are equivalent norm on $H$.

3. Let $\mathcal{G} \subset \mathcal{X}$ be a sub-$\sigma$-algebra. We set $L^2(\mathcal{G}) := L^2(X, \mathcal{G}, \mu) = L^2(X, \mathcal{G}, \mathbb{P})$. Let $\pi^\mu_{L^2(\mathcal{G})}$ be the orthogonal projection on $L^2(\mathcal{G})$ with respect to $\| \cdot \|_{L^2(\mu)}$, and let $\pi^\mathbb{P}_{L^2(\mathcal{G})}$ be the orthogonal projection on $L^2(\mathcal{G})$ with respect to $\| \cdot \|_{L^2(\mathbb{P})}$. Then we have $\pi^\mu_{L^2(\mathcal{G})} = \pi^\mathbb{P}_{L^2(\mathcal{G})}$.

Proof. The first two statements are evident. For each $h \in L^2(\mu)$ we have

$$\inf_{g \in L^2(\mathcal{G})} \| g - h \|_{L^2(\mu)} = \sqrt{\mu(X)} \inf_{g \in L^2(\mathcal{G})} \| g - h \|_{L^2(\mathbb{P})} = \sqrt{\mu(X)} \| \pi^\mathbb{P}_{L^2(\mathcal{G})} h - h \|_{L^2(\mathbb{P})} = \| \pi^\mathbb{P}_{L^2(\mathcal{G})} h - h \|_{L^2(\mu)},$$

showing that $\pi^\mu_{L^2(\mathcal{G})} = \pi^\mathbb{P}_{L^2(\mathcal{G})}$.
B.4. Proposition. Suppose that \((X, \mathcal{X}, \mu)\) is a finite measure space. Let \((\mathcal{G}_n)_{n \in \mathbb{N}}\) be a filtration such that \(\mathcal{X} = \sigma(\bigcup_{n \in \mathbb{N}} \mathcal{G}_n)\). Then for each \(h \in H\) we have
\[
\pi_{L^2(\mathcal{G}_n)} h \to h \quad \text{in } H.
\]

Proof. This is a consequence of Proposition B.2 and Lemma B.3. \(\square\)

The proof of the following auxiliary result is straightforward, and therefore omitted.

B.5. Lemma. Let \(B \in \mathcal{X}\) be arbitrary, and define the Hilbert space \(H_B := L^2(B) := L^2(B, \mathcal{X} \cap B, \mu)\). We define the mapping \(T_B : H_B \to H\) as \(T_B h = h|_B\). More precisely, for any representative \(h \in L^2(B)\) a representative \(g \in L^2(X)\) of \(T_B h\) is given by
\[
g(x) = \begin{cases} h(x), & x \in B, \\ 0, & x \in B^c. \end{cases}
\]
Then the following statements are true:

1. The mapping \(T_B : H_B \to H\) is a linear isometry.
2. We have \(\text{ran}(T_B) = \{h \in H : h|_{B^c} = 0\}\).
3. For each \(h \in \text{ran}(T_B)\) we have \(T_B^{-1} h = h|_B\).
4. For each \(h \in H_B\) we have \(h \geq 0\) if and only if \(T_B h \geq 0\).
5. Let \(\mathcal{G} \subset \mathcal{X}\) be a sub-\(\sigma\)-algebra such that \(B \in \mathcal{G}\). Then we have
\[
T_B\left(L^2(B, \mathcal{G} \cap B)\right) = \{h \in L^2(X, \mathcal{G}) : h|_{B^c} = 0\}.
\]

B.6. Lemma. Let \(\mathcal{G}\) be a sub-\(\sigma\)-algebra, and let \(B \in \mathcal{G}\) be arbitrary. Then for each \(h \in H\) we have
\[
\pi_{L^2(X, \mathcal{G})}(h \mathbb{1}_B) = T_B \pi_{L^2(B, \mathcal{G} \cap B)}(h|_B).
\]

Proof. Let \(h \in H\) be arbitrary. Using Lemma B.5 for all \(g \in L^2(B, \mathcal{G} \cap B)\) we have
\[
\|g - h|_B\|_{L^2(B)} = \|T_B g - T_B(h|_B)\|_{L^2(X)} = \|T_B g - h \mathbb{1}_B\|_{L^2(X)},
\]
showing that
\[
\inf_{g \in L^2(B, \mathcal{G} \cap B)} \|g \mathbb{1}_B - h \mathbb{1}_B\|_{L^2(X)} = \inf_{g \in L^2(B, \mathcal{G} \cap B)} \|g - h|_B\|_{L^2(B)}.
\]
Furthermore, for all \(f \in L^2(X, \mathcal{G})\) we have
\[
\|f - h \mathbb{1}_B\|_{L^2(X)} \geq \|f \mathbb{1}_B - h \mathbb{1}_B\|_{L^2(X)},
\]
which proves \((B.1)\). \(\square\)

The following result applies to certain \(\sigma\)-finite measure spaces.

B.7. Proposition. Let \((\mathcal{G}_n)_{n \in \mathbb{N}}\) be a filtration such that \(\mathcal{X} = \sigma(\bigcup_{n \in \mathbb{N}} \mathcal{G}_n)\). We assume there exists a sequence \((B_m)_{m \in \mathbb{N}} \subset \bigcup_{n \in \mathbb{N}} \mathcal{G}_n\) such that \(B_m \uparrow X\) and \(\mu(B_m) < \infty\) for all \(m \in \mathbb{N}\). Then for each \(h \in H\) we have
\[
\pi_{L^2(\mathcal{G}_n)} h \to h \quad \text{in } H.
\]

Proof. Let \(h \in H\) be arbitrary, and let \(\epsilon > 0\) be arbitrary. Since \(B_m \uparrow X\), by Lebesgue’s dominated convergence theorem there exists \(m \in \mathbb{N}\) such that
\[
\|h - h \mathbb{1}_{B_m}\|_H \leq \frac{\epsilon}{3}.
\]

By Proposition B.4, there exists \(n \in \mathbb{N}\) with \(B_m \in \mathcal{G}_n\) such that
\[
\|h|_{B_m} - \pi_{L^2(B_m, \mathcal{G}_n \cap B_m)}(h|_{B_m})\|_{L^2(B_m)} \leq \frac{\epsilon}{3}.
\]
By Lemmas B.5 and B.6 we obtain
\[(B.3)\]  
\[\|h \mathbb{1}_{B_m} - \pi_{L^2(X, G_n)}(h \mathbb{1}_{B_m})\|_H \leq \frac{\epsilon}{3}.\]
Furthermore, by \[(B.2)\] we have
\[(B.4)\]  
\[\|\pi_{L^2(X, G_n)}(h \mathbb{1}_{B_m}) - \pi_{L^2(X, G_n)}(h)\|_H \leq \frac{\epsilon}{3}.\]
Combining \[(B.2)\]–\[(B.4)\] we arrive at
\[\|h - \pi_{L^2(G_n)}(h)\|_H \leq \epsilon,\]
completing the proof. \(\square\)

REFERENCES

[1] Aliprantis, C. D., Border, K. C. (2006): Infinite Dimensional Analysis. Third Edition, Springer, Berlin.
[2] Barski, M. (2014): Monotonicity of the collateralized debt obligations term structure model. Stochastics 86(5), 835–864.
[3] Barski, M., Zabczyk, J. (2012): Heath-Jarrow-Morton-Musiela equation with Lévy perturbation. Journal of Differential Equations 253(9), 2657–2697.
[4] Benth, F. E., Benth, J. S., Koekebakker, S. (2008): Stochastic Modelling of Electricity and Related Markets. World Scientific, New Jersey.
[5] Benth, F. E., Krühner, P. (2014): Representation of infinite-dimensional forward price models in commodity markets. Communications in Mathematics and Statistics 2(1), 47–106.
[6] Bogachev, V. I. (1991): Measure Theory. Volume I. Springer, Berlin.
[7] Brace, A., Musiela, M. (1994): A multifactor Gauss Markov implementation of Heath, Jarrow, and Morton. Mathematical Finance 4(3), 259–283.
[8] Brezis, H. (2011): Functional Analysis, Sobolev Spaces and Partial Differential Equations. Springer, New York.
[9] Bruti-Liberati, N., Nikitopoulos-Sklabisios, C., Platen, E. (2010): Real-world jump-diffusion term structure models. Quantitative Finance 10(1), 23–37.
[10] Bühler, H. (2006): Consistent variance curve models. Finance and Stochastics 10(2), 178–203.
[11] Cannarsa, P., Da Prato, G. (2011): Stochastic viability for regular closed sets in Hilbert spaces. Atti Accad. Naz. Lincei Cl. Sci. Fis. Mat. Natur. 22(3), 337–346.
[12] Chen, L., Khoshnevisan, D., Nualart, D., Pu, F. (2022): Spatial ergodicity and central limit theorems for parabolic Anderson model with delta initial condition. Journal of Functional Analysis 282(2), 109290.
[13] Christensen, M. M., Platen, E. (2005): A general benchmark model for stochastic jump sizes. Stochastic Analysis and Applications 23(5), 1017–1044.
[14] Cuchiero, C., Fontana, C., Gnoatto, A. (2016): A general HJM framework for multiple yield curve modelling. Finance and Stochastics 20(2), 267–320.
[15] Da Prato, G., Zabczyk, J. (2014): Stochastic Equations in Infinite Dimensions. Second Edition. Cambridge University Press, Cambridge.
[16] Desch, W., Schappacher, W., Webb, G. F. (1997): Hypercyclic and chaotic semigroups of linear operators. Ergodic Theory and Dynamical Systems 17(4), 793–819.
[17] Engel, K.-J., Nagel, R. (2000): One-Parameter Semigroups for Linear Evolution Equations. Springer, New York.
[18] Fabian, M., Habala, P., Hájek, P., Santalucia, V. M., Pelant, J., Zizler, V. (2001): Functional Analysis and Infinite-Dimensional Geometry. Springer, New York.
[19] Filipović, D. (2000): Invariant manifolds for weak solutions to stochastic equations. Probability Theory and Related Fields 118(3), 323–341.
[20] Filipović, D. (2001): Consistency Problems for Heath-Jarrow-Morton Interest Rate Models. Springer, Berlin.
[21] Filipović, D., Overbeck, L., Schmidt, T. (2011): Dynamic CDO term structure modeling. Mathematical Finance 21(1), 53–71.
[22] Filipović, D., Tappe, S., Teichmann, J. (2010): Jump-diffusions in Hilbert spaces: Existence, stability and numerics. Stochastics 82(5), 475–520.
[23] Filipović, D., Tappe, S., Teichmann, J. (2010): Term structure models driven by Wiener processes and Poisson measures: Existence and positivity. SIAM Journal on Financial Mathematics 1(1), 523–554.
[24] Filipović, D., Tappe, S., Teichmann, J. (2014): Invariant manifolds with boundary for jump-diffusions. Electronic Journal of Probability 19(51), 1–28.
[25] Gawarecki, L., Mandrekar, V. (2011): Stochastic differential equations in infinite dimensions with applications to SPDEs. Springer, Berlin.
[26] Goncharuk, N. Y., Kotelenez, P. (1998): Fractional step method for stochastic evolution equations. Stochastic Processes and Their Applications 73(1), 1–45.
[27] Heath, D., Jarrow, R., Morton, A. (1992): Bond pricing and the term structure of interest rates: A new methodology for contingent claims valuation. Econometrica 60(1), 77–105.
[28] Jachmiak, W. (1998): Stochastic invariance in infinite dimension. Polish Academy of Sciences.
[29] Jacod, J., Shiryaev, A. N. (2003): Limit Theorems for Stochastic Processes. Second Edition, Springer, Berlin.
[30] Karatzas, I., Shreve, S. E. (1991): Brownian Motion and Stochastic Calculus. Second Edition, Springer, New York.
[31] Klenke, A. (2014): Probability Theory. A Comprehensive Course. Second Edition, Springer, London.
[32] Kotelenez, P. (1992): Comparison methods for a class of function valued stochastic partial differential equations. Probability Theory and Related Fields 93(1), 1–19.
[33] Krabichler, T. (2017): Term Structure Modelling Beyond Classical Paradigms – An FX-like Approach. Dissertation No. 24672, ETH Zurich.
[34] Krabichler, T., Teichmann, J. (2020): The Jarrow & Turnbull setting revisited. arXiv: 2004.12392v1.
[35] Krabichler, T., Teichmann, J. (2020): A constraint-based notion of illiquidity. arXiv: 2004.12394v1.
[36] Liu, W., Röckner, M. (2015): Stochastic Partial Differential Equations: An Introduction. Springer, Heidelberg.
[37] Malliavin, P. (1995): Integration and Probability. Springer, New York.
[38] Marinelli, C. (2019): Positivity of mild solution to stochastic evolution equations with an application to forward rates. arXiv: 1912.12472v1.
[39] Marinelli, C., Prévôt, C., Röckner, M. (2010): Regular dependence on initial data for stochastic evolution equations with multiplicative Poisson noise. Journal of Functional Analysis 258(2), 616–649.
[40] Marinelli, C., Scarpa, L. (2022): On the positivity of local mild solutions to stochastic evolution equations. In: Ugolini, S., Fuhrman, M., Mastrogiaco, E., Morando, P., Rüdiger, B. (editors) Geometry and Invariance in Stochastic Dynamics, vol. 378 in Springer Proceedings in Mathematics & Statistics book series, Springer, Cham, pp. 231–245.
[41] Marti, J. T. (1970): Topological representation of abstract $L_p$-spaces. Mathematische Annalen 185(4), 315–321.
[42] Millan, A. (2002): Comparison theorems for stochastic evolution equations. Stochastics and Stochastic Reports 72(1–2), 79–108.
[43] Musiela, M. (1993): Stochastic PDEs and term structure models. Journées Internationales de Finance, IGR-AFFI, La Baule.
[44] Nakayama, T. (2004): Viability Theorem for SPDE’s including HJM framework. Journal of Mathematical Sciences. The University of Tokyo 11(3), 313–324.
[45] Pazy, A. (1983): Semigroups of Linear Operators and Applications to Partial Differential Equations. Springer, New York.
[46] Penney, R. C. (1976): Self-dual cones in Hilbert space. Journal of Functional Analysis 21(3), 305–315.
[47] Peszat, S., Rusinek, A., Zabczyk, J. (2007): On a stochastic partial differential equation of bond market. Preprint IMPAN 677, Warsaw.
[48] Platen, E., Heath, D. (2010): A Benchmark Approach to Quantitative Finance. Springer, Berlin.
[49] Rudin, W. (1991): Functional Analysis. Second Edition, McGraw-Hill, New York.
[50] Schaefer, H. H. (2003): Topological Vector Spaces. Third Edition, Springer, New York.
[51] Schmidt, T., Tappe, S. (2015): Dynamic term structure modelling with default and mortality risk: New results on existence and monotonicity. Banach Center Publications 105(2015), 211–238.
[52] Sidenius, J., Piterbarg, V., Andersen, L. (2008): A new framework for dynamic credit portfolio loss modelling. International Journal of Theoretical and Applied Finance 11(2), 163–197.
[53] Tappe, S. (2017): Invariance of closed convex cones for stochastic partial differential equations. Journal of Mathematical Analysis and Applications 451(2), 1077–1122.
[54] Tappe, S., Weber, S. (2014): Stochastic mortality models: An infinite dimensional approach. Finance and Stochastics 18(1), 209–248.
