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Abstract

We address the challenging problem of learning motion representations using deep models for video recognition. To this end, we make use of attention modules that learn to highlight regions in the video and aggregate features for recognition. Specifically, we propose to leverage output attention maps as a vehicle to transfer the learned representation from a motion (flow) network to an RGB network. We systematically study the design of attention modules, and develop a novel method for attention distillation. Our method is evaluated on major action benchmarks, and consistently improves the performance of the baseline RGB network by a significant margin. Moreover, we demonstrate that our attention maps can leverage motion cues in learning to identify the location of actions in video frames. We believe our method provides a step towards learning motion-aware representations in deep models.

1. Introduction

Action recognition in videos has emerged as a key challenge for modern deep models. This task requires a sophisticated understanding of the contributions of spatial and temporal cues and the best methods for extracting and fusing them. The two-stream architecture [40], exemplified by two-stream I3D [3], has proven to be a highly effective framework for investigating these issues. Combining two modalities of appearance and motion is conceptually appealing, delivers good performance, and has been shown to be capable of learning complex spatio-temporal features [6]. Fig. 1 illustrates an attention-based approach to understanding the visual cues utilized in two-stream action recognition. On the left, the Grad-Cam method [37] is used to produce attention maps from the appearance (RGB) and motion (flow) streams of I3D model. The attention maps from the two streams are qualitatively different. The appearance modality focuses on the subject’s body and part of the flute, while the motion modality highlights the moving fingers. Intuitively, both object properties and motion patterns are needed to recognize actions.

We ask basic questions in this context: “Does a deep model need an explicit flow channel to capture motion patterns? Can the model infer the same information from the RGB channel alone?” They connect to the more general question of whether single stream architectures can be competitive with two-stream architectures [13]. Several previous works have addressed this challenge of learning video representation that encodes motion information using a single RGB stream [44, 48, 42, 5]. Our work shares the same motivation, yet pursues a vastly different approach.

To this end, we present a novel representation learning method, called attention distillation. Our method makes use of an explicit probabilistic attention model, and lever-
ages motion information available at training time to predict the motion-sensitive attention features from a single RGB stream. In addition to their utility in visualizing and understanding learned feature representations, we argue that attention models provide an attractive vehicle for mapping between sensing modalities in a task-sensitive way. Once learned, our model jointly predicts appearance and motion attention maps from a single RGB stream at testing time, as illustrated in Fig. 1. The attention maps from our method (right) encode different aspects of the action. The appearance channel captures the gist of the action while the motion channel “zooms in” on the moving region. This ability to identify moving regions from RGB frames demonstrates an exciting possibility for modeling motion in videos.

We summarize our contributions into three parts.

- We provide the first systematic study of attention mechanisms for action recognition. We demonstrate that modeling attention as probabilistic variables can better facilitate the learning of deep model.
- We propose a novel method for learning motion-aware video presentations from RGB frames. Our method learns an RGB network that mimics the attention map of a flow network, thereby distilling important motion knowledge into the representation learning.
- Our method achieves consistent improvements of more than 1% across major datasets (UCF101 [41], HMDB51 [22] and 20BN-Something-Something [11, 28]) with almost no extra computational cost.

2. Related Works

2.1. Action Recognition

Action recognition is well studied in computer vision. A recent survey can be found in [35]. We focus on methods using deep models. Simonyan and Zisserman [40] proposed two-stream convolutional networks. Their key idea is to factorize the learning of spatial and temporal features into two networks–an RGB network using video frames and a flow network using optical flow maps. Spatiotemporal features can also be learned from video frames using recurrent networks. Donahue et al. [4] proposed to model a sequence of frames using LSTMs [16]. A similar idea was discussed in [50]. More recently, Tran et al. [43] proposed to use 3D convolutional networks for action recognition. This idea was further studied by [13, 3]. For example, two stream 3D networks was used for learning video representations [3]. Both recurrent networks and 3D convolutional networks should be able to capture motion beyond a single frame. However, their performance using video frames alone still falls far behind their two stream versions [50, 3]. Our work seeks to address this challenge of learning motion-aware video representations from RGB frames.

There are several recent attempts in this direction. For instance, Bilen et al. [1] proposed dynamic image network—a compact representation of video frames. This representation makes use of the parameters of a ranking machine that captures the temporal evolution of video frames. Another example is Ng et al. [31], where they proposed to jointly predict action labels and flow maps from video frames using multi-task learning. This idea is extended by Fan et al. [5], where they fold the TV-L1 flow estimation [34] into their TVNet. Without using flow, Tran et al. [44] demonstrated that factorized 3D convolution (2D spatial convolution and a 1D temporal convolution) can facilitate the learning of spatiotemporal features and achieve higher recognition accuracy. A similar finding was also presented by Xie et al. [48]. Our method shares the same motivation as these approaches yet takes a different route. We explore attention mechanisms for video recognition, and propose to distill the predicted attention from a flow network to an RGB network.

2.2. Knowledge Distillation

Our attention distillation is inspired by knowledge distillation, first proposed by Caruana et al. [2] for model compression and further popularized by Hinton et al. [15]. The most relevant work comes from Zagoruyko et al. [51], where they used attention to transfer knowledge from a teacher network to a student network. However, they did not consider cross-modal learning. We compare our method to [51] in the experiment. There are several recent attempts of knowledge distillation across modalities. Gupta et al. [12] proposed to transfer representations learned from labeled RGB images to unlabeled depth images (or flow maps). Garcia et al. [9] proposed to distill depth information to appearance stream for action recognition by minimizing the distance between the depth and appearance features. More recently, Luo et al. [26] considered knowledge distillation from a source domain with multiple modalities to a target domain with a subset of modalities for action detection. Our method shares the same intuition of cross-modal knowledge distillation with those previous works.

However, our method differs from [12, 9, 26, 51] in two key aspects. Our work focuses on the challenge of motion-aware video representation learning, while none of previous works did. [51, 12, 26] did not consider cross-modal learning, and [9] did not consider the modality of motion. More importantly, we propose to distill attention maps—indicators of important regions for recognition, instead of directly matching the features. This design comes from the key challenge of video representation learning—motion is substantially different from appearance and both modalities are important for recognition. In this case, we can no longer assume that different modalities sharing similar structural cues [9], or a teacher model using one modality that can better represent the data [51, 26].
2.3. Attention for Recognition

Attention has been widely used for visual recognition. Top-down task-driven attention can guide the search of objects [32], select local descriptors for object or action recognition [8, 29], or localize actions [38]. More recently, attention has been explored in deep models for object recognition [30] and image captioning [49]. Attention enables these models to “fixate” on image regions, where the decision is made based on a sequence of fixations. This definition is different from self-similarity as in [45]. Several attention mechanisms are proposed for deep models. For example, Sharma et al. [39] integrated soft attention in LSTMs for action recognition. Li et al. [24] further extends [49] into videos. Specifically, they combined LSTMs with motion-based attention to infer the location of the actions. Girdhar and Ramanan [10] modeled top-down and bottom-up attention using bilinear pooling. Wang et al. [46] proposed a residual architecture for soft attentions. Li et al. [23] considered attention as a probabilistic distribution. In this paper, we demonstrate that a prior distribution from human gaze is not necessary for modeling attention as probabilistic variable. We also provide a systematical study of these methods for action recognition.

3. Distilling Motion Attention for Actions

In this section, we present our method of attention distillation for action recognition. We start with an overview of the key ideas, followed by detailed description of the components in our method. Finally, we describe our network architecture and discuss the implementation details.

3.1. Overview

For simplicity, we consider an input video with a fixed length of \( T \) frames. Our method can easily generalize to multiple videos, e.g., for mini-batch training. We denote the input video as \( x = \{x^1, x^2, ..., x^T\} \), where \( x^t \) is a frame of resolution \( H \times W \) with \( t \) as the frame number. Given \( x \), our goal is to predict a video-level action label \( y \). And we leverage the intermediate output of a 3D convolutional network \( \phi \) to represent \( x \). This is given by a 4D tensor \( \phi(x) \) of the size \( T_{\phi} \times H_{\phi} \times W_{\phi} \times C_{\phi} \). \( C_{\phi} \) is the feature dimension of 3D grids \( T_{\phi} \times H_{\phi} \times W_{\phi} \) from the video \( x \). Our method consists of three key components.

- **Attention Generation.** The model first predicts an attention map \( A \) based on \( \phi(x) \) using attention mapping function \( F_A \). \( A \) is a 3D tensor of size \( T_{\phi} \times H_{\phi} \times W_{\phi} \). Moreover, \( A \) is normalized within each temporal slice, i.e., \( \sum_{w,h} A(t, w, h) = 1 \). \( A \) is thus a sequence of 2D attention maps \( A(t) \) defined over \( T_{\phi} \) steps.

- **Attention Guided Recognition.** Based on the attention map \( A \) and the feature map \( \phi(x) \), the model further applies a recognition module \( F_R \) to predict the action label \( y \). Specifically, this module uses \( A \) to selectively pool features from \( \phi(x) \), followed by a classifier that maps the result feature vectors to the action label \( y \).

- **Attention Distillation.** To regularize the learning, we assume that \( A \) will receive supervision from a teacher model that outputs a reference attention map \( \tilde{A} \). Our teacher
model comes from a different modality and is equipped with the same attention mechanism for recognition.  

Fig. 2 presents an overview of our method. Our model takes the input of a video clip \( x \) with multiple frames, and learns to predict two attention maps based on \( \phi(x) \): \( \mathcal{A}^M \) for motion attention and \( \mathcal{A}^A \) for appearance attention. Based on these two maps, the model further aggregates visual features that will be passed into final recognition sub-network. During training, we match \( \mathcal{A}^M \) to the attention map \( \tilde{\mathcal{A}}^M \) from the reference flow network. For testing, only the input video is required for recognition. Our model also outputs two attention maps that can be used to diagnose recognition results. We now detail the design of our key components.

### 3.2. Attention Generation

We explore two different approaches for generating an attention map from the features \( \phi(x) \), including soft attention [46] and its probabilistic version [23].

**Soft Attention.** Attention maps can be created by a linear function of \( w_a \in \mathbb{R}^{C_\phi} \) over the feature map \( \phi(x) \),

\[
F_A(\phi(x)) = \text{softmax}(w_a \ast \phi(x)),
\]

where \( \ast \) is the 1x1 convolution on 3D feature grids. Softmax is applied on every time slice to normalize each 2D map.

**Probabilistic Soft Attention.** An alternative approach is to further model the distribution of linear mapping outputs as discussed in [23], namely

\[
\mathcal{A} \sim p(\mathcal{A}) = \text{softmax}(w_a \ast \phi(x))
\]

where we model the distribution of \( \mathcal{A} \). During training, an attention map can be sampled from \( p(\mathcal{A}) \) using Gumbel Softmax trick [20, 27]. We follow [23] to regularize the learning by adding additional loss term of

\[
\mathcal{L}^M = \sum_t KL[\mathcal{A}(t) || U],
\]

where \( KL[\cdot] \) is the Kullback-Leibler divergence and \( U \) is the 2D uniform distribution \( (H_\phi \times W_\phi) \). This term matches each time slice of the attention map to the prior distribution. It is derived from variational learning and accounts for (1) the prior of attention maps and (2) additional regularization by spatial dropout [23]. During testing, we directly plug in \( p(\mathcal{A}) \) (the expected value of \( \mathcal{A} \)).

Note that for both approaches, we restrict \( F_A \) to a linear mapping without a bias term. In practice, this linear mapping avoids a trivial solution of generating a uniform attention map by setting \( w \) to all zeros. This all-zero solution almost never happens during our training when using a proper initialization of \( w \).

### 3.3. Attention Guided Recognition

Our recognition module makes use of an attention map \( \mathcal{A} \) to select features from \( \phi(x) \). Again, we consider two different models for the attention guided recognition.

**Attention Pooling.** We follow the attention mechanism in [46, 25] and design the function \( F_R \) as

\[
\tilde{y} = F_R(\phi(x), \mathcal{A}) = \text{softmax} \left( W^T_R (\mathcal{A} \odot \phi(x)) \right)
\]

where \( \odot \) denotes the tilted multiplication \( \mathcal{A} \odot \phi(x) = \sum_{t,h,w} \mathcal{A}(t, h, w) \phi(x)_{t,h,w,c} \). This operation is equivalent to weighted average pooling over \( \phi(x) \), followed by linear classifiers \( W_r \) with softmax normalization. Specifically, the weights used for pooling \( (\mathcal{A}) \) are shared across all channels.

**Residual Connection.** Using the attention map to re-weight features helps to filter out background noises, yet may also raise potential risk of missing important foregrounds. This drawback was discussed in [46]. We follow their solution of a residual connection to the attention map, given by

\[
\tilde{y} = F_R(\phi(x), \mathcal{A}) = \text{softmax} \left( W^T_R ((\mathcal{A} + I) \odot \phi(x)) \right)
\]

where \( I \) is a 3D tensor of all ones. Intuitively, this operation further adds an average pooled features to the representation before the linear classifier. By adding the residual term, features learned by the network are preserved.

### 3.4. Attention Distillation

The key of our method lies in the attention distillation during training. Specifically, we assume a reference flow network is given as the teacher network. The teacher model also uses attention mechanism for recognition. And its motion attention map \( \mathcal{A}^M \) is used as additional supervisory signal for training our RGB network. This RGB network is thus the student model that mimics the motion attention map. With probabilistic attention modeling, the imitation of the attention maps is enforced by using the loss

\[
\mathcal{L}^A = \sum_t KL[\mathcal{A}^M(t) || \tilde{\mathcal{A}}^M(t)]
\]

This loss minimizes the distance between the attention maps at every time step \( t \). In our implementation, our teacher flow network is trained with the same attention mechanism. Once trained, the weights of the teacher model remain fixed during the learning of the student model. And only the student model (RGB network) is used for inference.

### 3.5. Our Full Model

Putting everything together, we summarize our full model with probabilistic soft attention and attention distillation.

Specifically, our model estimate two probabilistic attention maps of \( \mathcal{A}^M \sim F^M_R(\phi(x)) \) (motion) and \( \mathcal{A}^A \sim F^A_R(\phi(x)) \) (appearance). These maps are further used to predict the action labels. This is given by

\[
\tilde{y} = F^M_R(\phi(x), \mathcal{A}^M) + F^A_R(\phi(x), \mathcal{A}^A)
\]

where each \( F_R \) follows Eq 4. We assume equal weights of \( F^M_R \) and \( F^A_R \). Further tuning the weights barely affects the performance in practice.
**Loss Function.** Our training loss is defined as

\[
\mathcal{L} = CE(\hat{y}, y) + \lambda_1 \sum_t KL \left[ A^M(t) || A^M(t) \right] \\
+ \lambda_2 \sum_t KL \left[ A^A(t) || U \right],
\]

where \( CE \) is the cross entropy loss between the predicted labels \( \hat{y} \) and the ground-truth \( y \). Thus, the loss consists of three terms. The first cross entropy term is to minimize the error for classification. The second KL term (from Eq. 6) enforces that the motion attention \( A \) mimics the attention map \( A^M \) from the reference flow network. And the third KL term (from Eq. 3) regularizes the learning of the appearance attention. The coefficients \( \lambda_1 \) and \( \lambda_2 \) are used to balance the three terms. We choose \( \lambda_1 \) as \( 1/(T \times W \times H) \).

### 3.6. Implementation Details

**Network Architecture.** Our model uses I3D network [3] as the backbone. I3D has five 3D convolution blocks, and three of them are composed of multiple Inception Modules. For all attention module, intermediate feature \( \phi \) is obtained from the outputs of the 4th convolution block. The attention map is used to select the final network feature from the last Inception module of the 5th block.

**Data Preparation.** We down-sample all frames to \( 320 \times 256 \) with a frame rate of 24. For training, we compute optical flow using TV-L1 [34]. We apply several data augmentation techniques, including random flipping, cropping and color perturbation to prevent over-fitting. Our model takes 24 consecutive frames as inputs, and all input frames are cropped to \( 224 \times 224 \) for training. For testing, we evaluate our model on full resolution clips \( 320 \times 256 \) and aggregate scores from all clips to produce the video-level results.

**Training and Inference Details.** All our models are trained using SGD with momentum of 0.9. Their weights are initialized from Kinetics pre-trained models provided by the authors of [3]. Our models are trained with a batch size of 64 on 4 GPUs. The initial learning rate is 0.01 with a decay rate of 0.95 when loss starts to saturate. We set weight decay to 4e-5 and enable batch norm [19]. We also apply dropout on the output of attention modules before the recognition network (dropout rate=0.7). Our model is implemented in TensorFlow and the code will be made publicly available. During testing our model does not need optical flow, and runs at the same speed as the RGB network.

### 4. Experiments

We now present our experiments and results. Our results are summarized into three parts. First, we provide a systematical evaluation of attention guided action recognition. Second, we benchmark our attention distillation and compare our results to the state-of-the-art methods on several public datasets. Finally, we further investigate the predicted attention maps and the learned features of our model.

#### 4.1. Attention Guided Action Recognition

We start from an ablation study of attention guided action recognition. Specifically, we evaluate different combinations of attention generation and attention based recognition. And we compare their results to those from models without attention. Our experiments show that a proper design of the attention mechanism can consistently improve the performance of action recognition across datasets. We now present our benchmark, baselines and results.

**Benchmark.** We use two public action recognition datasets for this experiment: UCF101 and HMDB51. UCF101 [41] contains 13,320 videos from 101 action categories. HMDB51 [22] includes 6,766 videos from 51 action categories. We evaluate mean class accuracy and report the results using the first split of these two datasets.

**Baselines.** We consider the different combinations of how the model generates attention maps (Soft vs. Probabilistic Attention) and how the attention maps are used for recognition (Attention Pooling vs. Residual Connection). In addition, we also show how combining motion attention and appearance attention affects the recognition performance. The valid combinations include the follows.

- **Soft-Atten** combines soft attention and attention pooling for recognition. This is used in [25].
- **Soft-Res** is the residual attention in [46] that further adds residual connection to Soft-Atten.
- **Prob-Atten** is the attention module in [23] that combines probabilistic attention with attention pooling.

We note that the combination of Prob+Res is invalid as it violates the probabilistic modeling of attention. In practice, we also found its training unstable. Therefore, we report the results of three valid designs for both RGB and flow stream on UCF101 and HMDB51 datasets. We also include results of the vanilla I3D models (our backbone) using the same input sequence length (24 frames) and the models that use both motion attention and appearance attention for feature pooling. These results are summarized in Table 1.

**Table 1. Evaluations of attention modules.** We compared 3 different design choices with RGB/flow stream on UCF101/HMDB51. Adding attention to the backbone I3D slightly improves the performance of RGB and flow streams. And Prob-Atten provides consistent performance boost on both streams and across datasets.
**Results.** Adding attention to the backbone recognition network almost always improves the performance by a small margin, with the exception of the Soft-Atten. The performance boost from the attention module is larger for the flow stream in comparison to the RGB stream. For both UCF101 and HMDB51, the best performing method is Prob-Atten for RGB stream (+0.3%/0.4%) and Soft-Res for flow stream (+1.2%/0.5%). Prob-Atten also outperforms the I3D baseline for flow stream, yet Soft-Res decreases the performance of RGB stream on HMDB51. Across the modalities and datasets,Prob-Atten design can consistently improve the recognition accuracy even without human gaze as supervisory signal as in [23].

**4.2. Attention Distillation for Action Recognition**

We now evaluate our method of attention distillation. In this setting, we assume a reference flow network with attention module is given at training time. We attach two attention modules, both follow the same attention module design as the reference network, to our RGB backbone. And the flow attention is asked to mimic the attention map from reference flow network. We present our benchmarks and results on action recognition, and contrast our method with feature matching method [51].

**Benchmark.** While Kinetics [21] is without question the state-of-the-art dataset, its size is a significant practical barrier to experimentation. For our scientific questions relating to the ability to learn motion-sensitive representations, it is not necessary to tackle the full size of Kinetics. Instead, we report results of action recognition on UCF101 [41], HMDB51 [22] and a large scale dataset–20BN-V2 [28]. For UCF101 and HMDB51, we report mean class accuracy on the first splits, and compare our results with latest methods. Moreover, we conduct experiments on the challenging 20BN Something-Something-v2 (20BN-V2) [28] dataset. 20BN-V2 has over 220K videos from 174 fine-grained action categories, with the number of samples following a long-tailed distribution. We use their training and validation split, report top-1 and top-5 accuracy following [28, 52], and compare our results to strong baselines.

**Comparison to RGB Networks.** Table 2 compares our results with previous methods on UCF101/HMDB51. We denote our models using Prob-Atten and Soft-Atten for distillation as Prob-Distill and Soft-Distill, respectively. Prob-Distill slightly outperforms Soft-Distill with a mean class accuracy of 95.7%/72.0% on UCF101/HMDB51. Prob-Distill also outperforms state-of-the-art methods of motion representation learning. Specifically, our results are at least 1.2% better than our direct competitors of learning motion-aware video representations from RGB frames, including Dynamic Image [1], ActionFlowNet [31] and TVNet [5]. Part of this boost is due to our strong I3D RGB backbone. However, Prob-Distill further improves our backbone by

| Method | Top-1/5 Acc | Temporal Footprint |
|--------|-------------|--------------------|
| TRN RGB [52] | 48.8 / 77.6 | 5 sec |
| TRN RGB+Flow [52] | 55.5 / 83.1 | 5 sec |
| I3D RGB+Atten (backbone) | 48.1 / 77.8 | 1 sec |
| I3D Flow+Atten (ref) | 48.3 / 77.9 | 1 sec |
| Ours (Prob-Distill) | 49.9 / 79.1 | 1 sec |

Table 3. Action recognition results on 20BN-V2 dataset [28]. We report top-1/top-5 accuracy and the temporal footprints of the inputs. Our model achieves the best performance among networks that uses RGB frames, yet falls behind the two stream networks that use both frames and flow maps.

0.9%/1.1%. More importantly, both Prob-Distill and Soft-Distill consistently improve the performance of Prob-Atten and Soft-Atten. We conjecture that this gap is a result of our attention distillation method. It is worth noting that this performance boost is significant for action recognition. In contrast, with 50 more layers, ResNet101 is only 0.7% better than ResNet50 on HMDB51 [14]. The performance of our method is on par with state-of-the-art action recognition results [3, 48, 44], even though these methods require many more input frames. As a future work, we plan to experiment with using more frames for our model.

**Comparison to Two Stream Networks.** We have to admit that our results still lag behind the two stream networks when using the same input sequence length (Two Stream I3D*). Our model is -1.1% worse on UCF101 and -4.1% on HMDB51. This gap suggests that our model does not fully capture the concepts of motion that are encoded in two stream networks. Nonetheless, we believe that our model provide a key step forward for learning motion-aware representations from RGB frames.
Results on 20BN-V2. We report the results of our method on 20BN-V2 in Table 3. With 1/5 of the temporal receptive field as to the latest TRN [52], our model with RGB frames outperforms TRN RGB by 1.1%/1.5% in top-1/top-5 accuracy. In fact, our backbone network (I3D RGB) is slightly worse than TRN. And our method improves the backbone by 1.8%/1.3% in top-1/top-5. Our model with RGB frames also outperform the reference flow network used for attention distillation by 1.6%/1.2% in top-1/top-5. The ranking of results remains consistent as UCF101/HMDB51. Again, our results lag behind the two stream networks.

Comparison to Feature Matching [51]. We also contrast our model with the feature matching method as in [51]. Their method seeks to match the the maximum activation across feature channels for knowledge distillation. The key differences between our model and this feature matching method has been discussed in Sec. 2. Our experiment is to highlight the performance gap produced by these differences. Concretely, we implement [51] on our I3D RGB backbone. Besides the classification task, the FeatMatch network is trained to mimic the “features” from the flow network.

Unlike our model, FeatMatch decreases the performance of the base network (see Table 4). The performance gap between our method and FeatMatch [51] is even larger (+1.4% on UCF101 and +1.3% on HMDB51). This supports our argument that matching feature won’t work for motion knowledge distillation. Since the features learned from flow can be drastically different from those learned from RGB frames. In contrast, our method matches attention maps for knowledge transfer, and is thus more robust.

4.3. Analysis of Attention Distillation

We provide extensive analysis to understand what has been learned by our model. Specifically, we visualize the attention maps of our model. And we show that these attention maps help to locate the spatial extents of actions. Finally, we study different approaches to evaluate whether the learned representation is sensitive to motion.

Visualization of Attention Maps. To better understand our model, we visualize both motion and appearance attention maps from our model. We also compare these maps with attention maps created by our Soft-Atten models from RGB and flow streams in Fig 3. We notice that these two attention maps are qualitatively different across all methods. The appearance attention is likely to cover foreground objects or actors, while the motion attention focus on the moving parts. Moreover, the appearance attention from our model can better localize the foreground regions of actions than those of Soft-Atten from the RGB stream. The motion attention from our model does remain quite similar to the Soft-Atten from the flow stream. We also find that the attention map from our model tends to be more “diffused”. This is because the regularization by a uniform distribution in Prob-Atten leads to “smoother” attention maps.

Does the attention help to localize actions? We evaluate our output attention for spatiotemporal action localization using THUMOS’13 localization dataset [18]–a subset of UCF101 with bounding box annotations for actions. We present our evaluation metric and discuss our results.

- **Evaluation Metric.** We consider action localization as binary labeling of pixels and report the F1 score from Precision-Recall (PR) curve. Specifically, we first rescale both attention maps and video frames into a fixed resolution ($56 \times 56$). We then enumerate all thresholds and binarize the attention map. Each threshold defines a point on the PR curve. Given a binary attention map, a positive pixel is considered as a true positive if it is inside the bounding box, or it is within 10-pixel “tolerance zone” of the box. This tolerance is added to compensate for the reduced resolution of the attention map, as in [33]. We report the best F1 score on the curve and its corresponding precision and recall.

- **Results.** We compare attention maps from our model to a set of baseline methods, including a fixed Gaussian distribution (center prior), a latest deep saliency model (DSS [17]), and our Soft-Atten (RGB/Flow). The results are shown in Table 5. Our appearance attention beats the baselines of center prior and Soft-Atten (RGB), but is worse than Soft-Atten (flow). Our motion attention achieves the highest score among all methods that only receive action labels as supervision, and only under-performs DSS. We have to emphasis that directly comparing our results to DSS is unfair. DSS is trained with pixel-level annotations using external data and runs at the original video resolution, while our attention maps are trained using clip-level action labels and down-sampled both spatially (32x) and temporally (8x). These results suggest that our attention maps help to locate the spatial extent of actions.
Figure 3. Visualization of attention maps from our method and Soft-Atten, all using the same backbone network (I3D RGB). For each video clip, we re-interpolate the attention maps and plot them on the first and last frame. Red regions indicate higher value of attention. Our model produces qualitatively different appearance and motion attention maps. These attention maps index key regions of actions.

| Dataset | Method  | Mean Class Accuracy | Original | Reverted | Δ |
|---------|---------|---------------------|----------|----------|---|
| UCF101  | I3D RGB | 94.8                | 94.7     | 0.1      |   |
|          | I3D flow| 94.0                | 89.9     | 4.1      |   |
|          | Ours    | 95.7                | 95.1     | 0.6      |   |
| HMDB51  | I3D RGB | 70.9                | 70.2     | 0.7      |   |
|          | I3D flow| 73.9                | 66.0     | 7.9      |   |
|          | Ours    | 72.0                | 70.6     | 1.4      |   |

Table 6. Inverting the arrow of time for action recognition. We train the models on normal samples, yet test them on videos with reversed temporal order. A large performance drop indicates that the model has to rely on motion information for the recognition.

Does our method learn better motion representation?
We further study how the temporal order of the input video frames will impact the recognition performance. We conduct an experiment of classifying reverted videos as in [48, 52]. Specifically, we invert the frame order for all testing videos of UCF101 and HMDB51. We compare their recognition results with those from normal temporal order. If a model truly rely on motion representation for the recognition, this inversion will significantly decrease the recognition performance. We test the vanilla I3D RGB and flow models, as well as our model. And the results are presented in Table 6. Not surprisingly, I3D flow model has the largest performance drop. In contrast, I3D RGB is barely affected by the reverted arrow of time. Our model has a performance drop that is larger than I3D RGB yet much smaller than I3D flow. This is consistent with our results on action recognition. Our model does not capture the same level of motion information as the flow network.

What has been learned? Our visualization and action localization experiment suggest that our model learns to locate moving regions from video frames. However, when we invert the temporal order of frames, our learned features are not as sensitive as those from flow network. These results illustrate a key challenge for learning motion-aware representations. How the model learns to identify moving regions is not necessarily the right representation to encode motion. This is the same pitfall faced by our work and many previous works [31, 25]. And this challenge remains open.

5. Conclusions
In this paper, we presented a novel method of attention distillation for action recognition in videos. We provided extensive experiments to evaluate our method. Our results demonstrate that a proper design of attention module helps to improve recognition performance. More importantly, attention maps from RGB and flow networks are qualitatively different, suggesting that these networks capture different aspects of the video. We also showed that our
attention distillation learns to locate moving regions, and achieves competitive results of action recognition across datasets. We believe our work provides valuable insights into attention based recognition, as well as a solid step towards learning spatiotemporal features in deep models.
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