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Abstract: Caesarian Section (CS) rates have been known to have geographical variaitons. The purpose of this paper was to determine Ghana’s situation (regional trend) and also to provide a two-year forecast estimates for the ten (10) regions of Ghana. The data was longitudinal and comprised monthly CS records of women from 2008 to 2017. The dataset was divided into training and testing dataset. A total of eighty four (84) months were used as the training dataset and the remaining thirty six (36) months were used as testing dataset. The ARIMA methodology was applied in the analysis. Augmented Dicker-Fuller (ADF), KPSS and the Philips-Perron (PP) unit root tests were employed to test for stationarity of the series plot. KPSS (which is known to give more robust results) and PP test consistently showed that the series was stationary ($p < 0.05$) for all ten (10) regions, although there were some conflicting results with the ADF test for some regions. Tentative models were formulated for each region and the model with the lowest AIC was selected as the “Best” model fit for respective regions of Ghana. The “best” Model fit for Greater Accra, Central and Eastern regions were respectively SARIMA (2, 0, 0) (0, 1, 1)$_{12}$, SARIMA (2, 0, 0) (0, 1, 1)$_{12}$ with a Drift and SARIMA (1, 1, 1) (0, 1, 1)$_{12}$. Additionally, the best model fit for Northern and Volta regions were SARIMA (3,0,2) (0,1,1)$_{12}$ with drift and SARIMA (0,1,1) (0,1,1)$_{12}$. Ashanti, Upper East and Western regions failed the JB test or the normality test for the residuals. Upper West and Brong Ahafo Regions were not suitable for forecasting due failure to depict white noise and ARCH test failure, respectively. The best models fit were used to forecast for 2019 and 2020. The results showed that regional variations of CS exist in Ghana. The study recommended for future studies to apply methods that will allow for forecasting for regions which failed the test under the methods used in this study.
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1. Introduction

The main conditions which may warrant the use of Caesarian Section (CS) method of delivery include previous CS, breech presentation, fetal distress, dystocia and multiple pregnancy. However, there is a major concern raised about the abuse of CS delivery, evidenced by the fact that the rates have exceeded the 15% recommended by WHO. Repeated CS accounts for 33% of all cases and 68% of all new cases. Dystocia like previous CS is a significant contributer to CS rates [1]. Contemporary CS rates make it obvious that there are other factors other than the strict medical need that influence the decision to use CS method. This increasing trend has motivated research in the area to identify workable interventions to control its excessive abuse. Although postpartum pain is common among women who deliver babies either by vaginal or cesarian modes, it has been reported in many studies that postpartum pain is rampantly observed within an extended period of time among women who have undergone cesarian birth delivery [1, 2]. CS delivery had also been associated with higher risk of severe acute maternal morbidity (SAMM) than vaginal delivery particularly in women who are 35 years or older [3]. Studies recommend the control of the CS through the use of Robson classification or policy instruments at the health system level [4]. There is little, or no hard evidence in attributions to
support the escalating increase in CS over the last two decades. The likelihood of CS is known to be directly proportional to mother’s age and inversely proportional to parity [5].

Time series techniques have been applied in many research areas including engineering, epidemiological studies, Education and Health. Owuoka et al. (2013), [6] modeled vaginal births in North Western Nigeria. ARIMA (0,1,2) was selected as the best model (model with the lowest AIC) and so was used to perform a two-year forecast which showed a marginal increase in vaginal birth for the years 2011 and 2012. The study used monthly data from 2008 to 2010 for the analysis. KSS and ADF tests were performed to check stationarity of the series. The residuals of PACF, ACF passed normality test since their lags were situated within the confident interval of Q-Q plot. Another study by Essuman et al. (2017), [7] applied Box-Jenkins time series methodology to an 11-year data in Ghana spanning from 2004-2014. Tentative models were modeled with the best model (with the lowest AICc) selected and used to forecast for the year 2015. SARIMA (2,1,1) × (1,0,1)12 was the best model. ADF test was used to decide on the stationarity of the series. Yet another study applied time series to find an appropriate model to forecast total fertility rates in Malaysia from 2013 to 2040. Various tentative models were formulated but the best model was ARAR with MAE of 0.075, RMSE of 0.083 and MAPE of 3.292%. This model was used to forecast and revealed a decline which slowly leveled off and was expected to be roughly 1.2 (average number of children per women) for the year 2040. A 95% confidence level for year the 2040 was within the interval of 0.5 to 1.9 children per women [8].

Although CS delivery has increased worldwide, there is evidence of country rates disparity or international and geographical variations [6] which requires the Ghana’s situation be established clearly. Since medical indications may vary internationally, there is the need for the CS delivery situation in Ghana to be known as well as projected rates so as to know its severity and put in place interventions to reduce it without compromising quality of care. A thorough understanding of the variations in the overall CS rates would require separate models (regional based) of CS in Ghana.

2. Materials and Methods

2.1. Dataset

Data for the study are a longitudinal data set comprising vital maternal variables of interest such as caesarean section, antenatal clinic registration of pregnant women, IPTp uptake, age of pregnant women, family planning, number of visits at the clinic, number of pregnancies and births by pregnant women, distance from their homes to the hospital, male partner attendance at clinic which were recorded over the period of 10 years (from January 2008 to January 2017). These events were recorded on a monthly basis.

The dataset was divided into training and testing dataset. A total of eighty four (84) months were used as the training dataset and the remaining thirty six (36) months were used as testing dataset.

2.2. Method

George Box and Gwilyn Jenkins (1970) developed the ARIMA methodology and hence was named after them. This methodology makes no assumption of the presence of a particular pattern in the historical data of the series to be forecasted. The underlying assumption of time series is that the variable’s own past can enable one to explain its current value which explains why before exogenous explanatory variables can even be considered, it is a necessity to first model the series’ own past and thereafter its endogenous dynamics can be captured. ARIMA models are particularly appropriate for time series exceeding 50 observations [9].

ARIMA models are often generally written as ARIMA (p,d,q) representing autoregressive (AR) terms, d orders of integration (the frequency of differencing required for the series to achieve stationarity), and q lagged moving-average terms. In ARIMA modeling, it is first required to ascertain if the time series variable is stationary. Stationarity assumption is a fundamental property for ARIMA processes. Stationarity of a series has certain basic statistical properties: (1) its mean is not time variant (2) the variance of the variable is not time variant (3) the series has no trend. Stationarity is achieved by differencing a nonstationary series. The Augmented Dickey–Fuller (ADF) test is commonly applied to ascertain if a series is stationary. When ADF test qualifies a series to be non-stationary, then the series has a ‘unit root’ and would require integration of order one – I(1). Differencing is an important step in the model-building process since it is a sure way for the series to achieve stationarity. The series may require integration of order two – I(2) provided it still remains nonstationary after I(1); Several versions of the ADF test exist Further, a variable may require log transformation, when it is not stationary in its variance [10].

After obtaining a stationary series, one can proceed with determining the AR and moving average (MA) terms. AR model produces a new predictor variable by making use of the Y variable lagged one or more periods.

\[ Y_T = \beta_0 + \beta_1 Y_{T-1} + \beta_2 Y_{T-2} + \cdots + \beta_p Y_{T-p} + \epsilon_T \]  

(1)

Where \( Y_T \) = Forcasted Y value for time period T, \( Y_{T-1}, Y_{T-2}, \ldots, Y_{T-p} \) = Y value for time period T lagged 1, 2, \ldots, p periods

\( Y_{T+k} \) = Y value for time period T lagged K periods

\[ \beta_0 = \text{Constant (if the data are differenced, the constant can be ignored)} \]

\[ \beta_1, \beta_2, \beta_p = \text{Regression coefficients} \]

\[ \epsilon_T = \text{Random component at time T} \]

Similarly, the general form of moving average (MA) model is given by equation (2)

\[ Y_T = W_0 + e_T - W_1 e_{T-1} - W_2 e_{T-2} - \cdots - W_q e_{T-q} \]  
\[ Y_T = \beta_1 Y_{T-1} + \beta_2 Y_{T-2} + \cdots + \beta_p Y_{T-p} + e_T + W_0 - W_1 e_{T-1} - W_2 e_{T-2} - \cdots - W_q e_{T-q} \]

The ARMA \((p, q)\) model, meaning that the most recent \(p\) observations and the most recent \(q\) error component values are being autogressed [11].

The main goal is to correctly model the series’ own past, using every information from this past. Unused information is revealed as autocorrelation in the residuals. In this instance, the residuals are not mirroring white noise, a term representing a signal or process that does not correlate in time, with independent random values with a normal distribution. To this end, the residual of the model must bear resemblance to white noise (no autocorrelation) which is tested using Ljung-Box test.

Model building is particularly done by comparing ACF and PACF of the original series to patterns typical for different AR and MA models. In practice, it is often not easy to detect differences between the ACF and PACF figures, so there are a number of additional criteria for the best-fit model: the lowest AIC (Akaike Information Criterion) and Schwarz Bayesian Criterion indicators indicate the most parsimonious model.

2.3. Descriptive Analysis – Time Series Plots for All Regions

Clearly from the time series plot for the three regions in Figure 1 shows upward or increasing trend for incidence of caesarean sections in Brong Ahafo, Eastern and the Central regions. The series plot also shows seasonal pattern for Eastern where incidence of caesarean sections peaks in January. In the context of Central and Brong Ahafo, there are cyclic movements of incidence of caesarean sections.

![Figure 1. Monthly Caesarean Section Incidence in Brong Ahafo, Eastern and Central Regions from January 2008 to December 2017.](image1)

![Figure 2. Monthly Caesarean Section Incidence in Greater Accra, Upper East and Northern Regions from January 2008 to December 2017.](image2)
The time series plot for the three regions in Figure 2 shows upward or increasing trend for incidence of caesarean sections in Greater Accra, Northern and Upper East regions. The series plot for Greater Accra is higher compared to the other two regions due to fact that the region highly populated than the other two regions. The series plot shows seasonal pattern for Greater Accra where incidence of caesarean sections peaks in May.

![Figure 2. Time Series Plot for Three Regions.](image)

Figure 2. Time Series Plot for Three Regions

The time series plot for the four regions in Figure 3 shows upward or increasing trend for incidence of caesarean sections in Upper West, Western, Volta and the Ashanti regions. The series plot shows two strands of seasonal pattern for Ashanti where incidence of caesarean sections peaks in May and October.

### 2.4. Test for Stationarity

In checking for the stationarity of the variables, the Augmented Dicker-Fuller unit root test, KPSS and the Philips-Perron test were employed. It is evident from Table 1 that there were some conflicting results as indicated by the p-values of the KPSS test for Ashanti, Brong Ahafo, Eastern, Upper West and Western regions respectively.

According to [12 and 13], PP and ADF unit root tests which were designed on the basis of the null hypothesis that a series is stationary have a low power of rejecting the null. As suggested by these authors [12 and 13] that KPSS unit root test eliminates a possible low power against stationary unit root that occurs in the ADF and PP Therefore, if there is a situation with conflicting or inconsistent results, KPSS unit root test results should be used as it yields more robust results.

In this regard, this study used the KPSS results for the unit root test and hence concludes that the variables attained stationarity at level, that is, the P-values of original series were smaller than 5%, which indicates we can reject the null hypothesis and conclude that the data is stationary.

### 2.5. Parameter Estimation and Model Validation

Table 2 depicts tentative models with selected ARIMA models highlighted in grey color. The table also captures AIC values, mean percent error and the model diagnostics. The tentative models were fitted with R Statistical Software version 3.4.4 with it packages such as readxl forecast xts, tseries [14-17].

![Figure 3. Monthly Caesarean Section Incidence in Upper West, Western, Volta and Ashanti Regions from January 2008 to December 2017.](image)

Figure 3. Monthly Caesarean Section Incidence in Upper West, Western, Volta and Ashanti Regions from January 2008 to December 2017.
models were tabulated.

*Figures in italics are significant (P < 0.05)

The following Figures capture ACF and PACF plots of residuals of the five selected models. All the selected models had seasonality and some of this seasonality was accounted for by significant lags in both the ACF and PACF plots.

**Table 2. ARIMA Models, AIC, Mean Percent Error, Ljung Box Test and JB Test.**

| Region          | Selected Model                                | AIC  | MPE  | P-Values of Model Diagnostics |
|-----------------|-----------------------------------------------|------|------|-------------------------------|
|                 |                                               |      |      | Residuals | Squared Residuals | JB Test |
| Ashanti         | ARIMA(0,1,0)(0,1,2)_1                        | 907.22 | 25.54 | 0.36       | 0.65               | 0.00     |
|                 | ARIMA(1,1,0)(0,1,2)_1                        | 908.67 | 26.03 | 0.39       | 0.65               | 0.00     |
|                 | ARIMA(0,1,1)(0,1,2)_1                        | 908.77 | 33.25 | 0.35       | 0.83               | 0.00     |
| Brong Ahafo     | ARIMA(2,0,0)(2,1,0)_1, with a drift          | 812.78 | 17.14 | 0.25       | 0.02               | 0.65     |
|                 | ARIMA(3,0,0)(2,1,0), with a drift            | 814.63 | 17.19 | 0.24       | 0.04               | 0.66     |
|                 | ARIMA(2,0,1)(2,1,0), with a drift            | 814.66 | 17.20 | 0.24       | 0.04               | 0.66     |
| Central         | ARIMA(2,0,0)(1,1,1)_1, with a drift          | 777.57 | 1.93  | 0.99       | 0.47               | 0.7      |
|                 | ARIMA(1,1,1)(1,1,1)_1, with drift            | 777.99 | 1.94  | 0.98       | 0.38               | 0.72     |
|                 | ARIMA(0,1,1)(1,1,1)_1, with drift            | 779.28 | 2.04  | 0.92       | 0.23               | 0.86     |
| Eastern         | ARIMA(1,1,1)(0,1,1)_1                        | 800.49 | 8.6   | 0.13       | 0.07               | 0.51     |
|                 | ARIMA(0,1,1)(0,1,1)_1                        | 801.33 | 7.6   | 0.07       | 0.1                | 0.25     |
|                 | ARIMA(1,1,1)(1,1,0)_2                        | 801.37 | 0.74  | 0.28       | 0.02               | 0.71     |
| Greater Accra   | ARIMA(0,1,1)(0,1,1)_1                        | 943.17 | 13.8  | 0.41       | 0.55               | 0.91     |
|                 | ARIMA(1,1,1)(0,1,1)_1                        | 944.65 | 15.3  | 0.57       | 0.49               | 0.87     |
|                 | ARIMA(0,1,1)(0,1,1)_1                        | 944.68 | 14.04 | 0.59       | 0.5                | 0.88     |
| Northern        | ARIMA(2,0,2)(0,1,1)_1, with a drift          | 715.52 | 3.0   | 0.06       | 0.6                | 0.22     |
|                 | ARIMA(3,0,2)(0,1,1), with drift              | 711.68 | 2.6   | 0.69       | 0.84               | 0.33     |
| Upper East      | ARIMA(1,0,0)(2,1,0)_1, with drift            | 680.86 | 6.6   | 0.19       | 0.19               | 0.00     |
|                 | ARIMA(2,0,0)(2,1,0), with drift              | 681.93 | 7.7   | 0.1        | 0.12               | 0.01     |
| Upper West      | ARIMA(1,0,1)(2,1,0), with drift              | 682.30 | 7.4   | 0.13       | 0.16               | 0.00     |
|                 | ARIMA(1,1,1)(1,1,1)_1                        | 594.91 | 7.4   | 0.04       | 0.74               | 0.46     |
|                 | ARIMA(0,1,2)(0,1,1)_1                        | 594.96 | 7.0   | 0.03       | 0.93               | 0.35     |
| Volta           | ARIMA(0,1,1)(0,1,1)_1                        | 726.09 | 4.5   | 0.68       | 0.42               | 0.21     |
|                 | ARIMA(1,0,0)(0,1,1)_1                        | 726.42 | 5.2   | 0.45       | 0.78               | 0.07     |
| Western         | ARIMA(1,1,0)(0,1,1)_1                        | 726.58 | 4.7   | 0.66       | 0.54               | 0.16     |
|                 | ARIMA(0,1,1)(1,1,1)_1                        | 786.41 | 7.9   | 0.2        | 1                  | 0.00     |
|                 | ARIMA(0,1,1)(1,1,1)_1                        | 787.87 | 6.3   | 0.07       | 1                  | 0.00     |
|                 | ARIMA(0,1,1)(1,1,1)_1                        | 788.23 | 8.0   | 0.15       | 1                  | 0.00     |

**Table 3. Estimated Parameters for Central Region.**

| Coefficients | $ar_1$ | $ar_2$ | $sma_1$ | Drift |
|--------------|--------|--------|---------|-------|
| S.E.         | 0.2297*| 0.1698 | -0.7625*| 4.4373*|
|              | 0.1157 | 0.1160 | 0.1910 | 0.3509|

*Figures in italics are significant (P < 0.05)

**Table 4. Estimated Parameters for Eastern Region.**

| Coefficients | $ar_1$ | $ma_1$ | $sma_1$ | S.E.  |
|--------------|--------|--------|---------|-------|
|              | 0.3152 | -0.8009*| -0.6471*|       |

*Figures in italics are significant (P < 0.05)

**Table 5. Estimated Parameters for Greater Accra Region.**

| Coefficients | $ma_1$ | $sma_1$ | S.E.  |
|--------------|--------|---------|-------|
|              | -0.5724*| -0.6192*|       |

*Figures in italics are significant (P < 0.05)

**Table 6. Estimated Parameters for Northern Region.**

| Coefficients | $ar_1$ | $ar_2$ | $ar_3$ | $ma_1$ | $ma_2$ | $sma_1$ | Drift |
|--------------|--------|--------|--------|--------|--------|---------|-------|
| S.E.         | 0.1245 | 0.0045 | 0.5672*| 1.4036*| 0.7279*| -0.8937 | 4.0426*|

*Figures in italics are significant (P < 0.05)

**Table 7. Estimated Parameters for Volta Region.**

| Coefficients | $ma_1$ | $sma_1$ | S.E.  |
|--------------|--------|---------|-------|
|              | -0.2124| -0.6324*|       |

*Figures in italics are significant (P < 0.05)

Taken cognizance that ARIMA models are atheoretic models, the following estimated parameters for the selected models were tabulated.

The following Figures capture ACF and PACF plots of residuals of the five selected models. All the selected models had seasonality and some of this seasonality was accounted for by significant lags in both the ACF and PACF plots.
Figure 4. ACF and PACF plots of residuals the various regions.
3. Results and Discussions

The reported monthly incidence of caesarean section in the ten regions of Ghana for the period of January 2008 to December 2017, exhibited increasing or upward trend for all regions as evidenced by the time series plots in Figures 1, 2 and 3. These increasing or upward trends concur with findings from the study of Prah et al. (2017). The series plot showed seasonal pattern for Eastern, Greater Accra and Ashanti regions respectively. The seasonal pattern for Eastern peaked in January, Greater Accra peaked in May Ashanti peaked in May and October.

Among the formulated statistical models (Table 2), SARIMA (2,0,0) (0,1,1) with Drift was selected as the best model with AIC value of 777.57, mean percent error of 1.93 and p-value (LJung-Box test) of 0.99 for the Central region. A p-value > 0.05 indicates that there were no significant autocorrelation between residuals at different lag times and the residuals were white noise. The estimated parameters such as the seasonal moving average (sma1) and the drift or the linear trend (Table 3) were significant in SARIMA (2, 0, 0) (0, 1, 1) with Drift model.

Also, SARIMA (1, 1, 1) (0, 1, 1) was selected as the best model with AIC value of 800.49, mean percent error of 8.6 and p-value (LJung-Box test) of 0.13 for the Eastern region. A p-value > 0.05 indicates that there were no significant autocorrelation between residuals at different lag times and the residuals were white noise. The estimated parameters such as the moving average (ma1) and seasonal moving average (sma1) (Table 4) were significant in SARIMA (1, 1, 1) (0, 1, 1).

SARIMA (0, 1, 1) (0, 1, 1) was selected as the best model with AIC values of 943.17 and 726.09, mean percent error of 13.8 and 4.5; p-value (LJung-Box test) of 0.41 and 0.68 for Greater Accra and Volta regions respectively. P-values > 0.05 indicate that there were no significant autocorrelation between residuals at different lag times and the residuals were white noise. The estimated parameters such as the moving average (ma1) and seasonal moving average (sma1) (Table 4) were significant in SARIMA (1, 1, 1) (0, 1, 1) with Drift model.

![Forecasts from ARIMA(2,0,0)(0,1,1)[12] with drift](image1.png)

![Forecasts from ARIMA(1,1,1)(0,0,1)[12](image2.png)

Figure 5. Forecasts for Central Region (CR) and Eastern Region (ER).

| DATE       | CENTRAL REGION | EASTERN REGION |
|------------|----------------|----------------|
|            | Forecast | L 95% | H 95% | Forecast | L 95% | H 95% |
| Jan 2019   | 864      | 754   | 973   | 1308     | 857   | 1758  |
| Feb 2019   | 850      | 740   | 959   | 1265     | 805   | 1725  |
| Mar 2019   | 918      | 808   | 1028  | 1408     | 940   | 1877  |
| Apr 2019   | 947      | 837   | 1057  | 1399     | 923   | 1876  |
| May 2019   | 991      | 881   | 1101  | 1474     | 990   | 1958  |
| Jun 2019   | 931      | 821   | 1041  | 1379     | 887   | 1871  |
| Jul 2019   | 878      | 768   | 988   | 1333     | 834   | 1833  |
| Aug 2019   | 855      | 745   | 965   | 1366     | 860   | 1885  |
| Sep 2019   | 869      | 759   | 979   | 1345     | 851   | 1859  |
| Oct 2019   | 925      | 815   | 1035  | 1391     | 870   | 1912  |
| Nov 2019   | 880      | 770   | 990   | 1372     | 844   | 1900  |
| Dec 2019   | 830      | 720   | 940   | 1345     | 810   | 1879  |
| Jan 2020   | 917      | 805   | 1029  | 1414     | 864   | 1965  |
| Feb 2020   | 903      | 791   | 1015  | 1372     | 811   | 1933  |
| Mar 2020   | 971      | 859   | 1084  | 1515     | 945   | 2085  |
| Apr 2020   | 1001     | 888   | 1113  | 1506     | 928   | 2085  |
| May 2020   | 1045     | 932   | 1157  | 1581     | 994   | 2168  |
| Jun 2020   | 984      | 871   | 1096  | 1486     | 891   | 2081  |
| Jul 2020   | 931      | 818   | 1043  | 1440     | 837   | 2044  |
| Aug 2020   | 908      | 796   | 1021  | 1473     | 862   | 2084  |
| Sep 2020   | 922      | 810   | 1035  | 1452     | 833   | 2071  |
| Oct 2020   | 978      | 866   | 1091  | 1498     | 871   | 2125  |
| Nov 2020   | 933      | 821   | 1046  | 1479     | 845   | 2114  |
| Dec 2020   | 883      | 771   | 996   | 1451     | 809   | 2094  |

Table 8. Caesarean Section Forecasts for Central and Eastern Regions.
average (sma1) (Table 5 and 6) were significant in SARIMA (0, 1, 1) (0, 1, 1)_12 models.

Lastly, SARIMA (3, 0, 2) (0, 1, 1)_12 with Drift was selected as the best model with AIC value of 711.57, mean percent error of 2.6 and p-value (LJung-Box test) of 0.69 for the Northern region. A p-value > 0.05 indicates that there were no significant autocorrelation between residuals at different lag times and the residuals were white noise. The estimated parameters such as the autoregressive at lag one (ar1), autoregressive at lag three (ar3), moving average (ma1), the drift or the linear trend and second moving average (ma2) (Table 7) were significant in SARIMA (3, 0, 2) (0, 1, 1)_12 with Drift.

Results of the model diagnostics (Table 2) suggest that models for Ashanti, Upper East and Western Regions failed the JB test or the normality test for the residuals. Implications are that these models cannot be used for forecasting. It must be noted that there are other methods that may be applied in such a situation. One of such methods is intervention time series analysis but this was not considered in the present study. The main reason behind the non-consideration of this method is that there is no evidence in any of the regions and by extension Ghana with regards to an intervention for caesarean section.

Another approach could have been adding exogenous variables to the model to facilitate the forecasting process. This approach was also not considered. We suggest these approaches should be considered in future studies for time series analysis of incidence of caesarean section in Ghana. We also suspect that some of the unusual values or outliers recorded in the data set may be due to data entry error. Our conviction stems from the fact that some unusual values specifically low values of 68, 92 and 98 recorded for Western region triggered multiple (three) point interventions. It is worth noting that these three low values (outliers) in the Western data set was the highest number of low outliers in the entire data set for all the regions.

The residuals for Upper West Region do not characterize a white noise and for that matter was not used for forecasting. Lastly, the postulated model for Brong Ahafo Region suffered the ARCH effect or failed the ARCH test and can be well suited for ARCH/GARCH model which was not considered by the present study.

4. Conclusions

The study employed ARIMA methodology to determine Ghana’s situation (regional trend) and also to provide a two-year forecast estimates for the ten (10) regions of Ghana. The study formulated tentative models for each region and the model with the lowest AIC was selected as the “Best” model fit for respective regions of Ghana. The study used the best models fit to forecast for 2019 and 2020. The results showed that regional variations of CS exist in Ghana. The study recommended for future studies to apply methods that will allow for forecasting for regions which failed the test under the methods used in this study.

To lower the incidence of CS in the regions of Ghana, we recommend that non-clinical educational interventions such as educational games, materials, meetings are introduced to groups of low-risk women. Also in the various communities, opinion leaders are used to reduce caesarean rates in groups of low-risk women.
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