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Abstract—Permutation decoding gained recent interest as it can exploit the symmetries of a code in a parallel fashion. Moreover, it has been shown that by viewing permuted polar codes as polar subcodes, the set of usable permutations in permutation decoding can be increased. We extend this idea to pre-transformed polar codes, such as cyclic redundancy check (CRC)-aided polar codes, which previously could not be decoded using permutations due to their lack of automorphisms. Using belief propagation (BP)-based subdecoders, we showcase a performance close to CRC-aided SCL (CA-SCL) decoding. The proposed algorithm outperforms the previously best performing iterative CRC-aided belief propagation list (CA-BPL) decoder both in error-rate performance and decoding latency.

I. INTRODUCTION

Polar codes were first introduced by Arikan as a class of codes that achieve the capacity of binary memoryless channels [1] using the successive cancellation (SC) decoding algorithm. In the short block length regime, the performance of stand-alone polar codes (under optimal maximum likelihood (ML) decoding) is however not favorable. It could however be shown that a high-rate outer code, such as a cyclic redundancy check (CRC), significantly improves the error-correcting performance of polar codes under successive cancellation list (SCL) decoding [2]. As a consequence, CRC-concatenated polar codes have been selected for the control channel in the 5th generation mobile communications (5G) standard [3].

Despite its good error-correcting performance, CRC-aided SCL (CA-SCL) decoding is inherently sequential and hardware intensive. Consequently, the decoding latency is comparably high and the algorithm is not well-suited for iterative receivers (e.g., iterative detection and decoding loops).

An alternative to SC decoding is the iterative belief propagation (BP) algorithm [4], [5], which is parallel by nature and, thus, better suited for high-throughput/low-latency applications. Unfortunately, its error-rate performance is generally worse than that of CA-SCL decoding.

Over the last couple of years, numerous improvements to BP decoding of polar codes have been proposed. Notable is the decoding over multiple permuted factor graphs [6], resulting in variations of the BP algorithm (belief propagation list (BPL) [7]) and SC decoding [8]. A version of BP decoding with an outer low-density parity-check (LDPC) code has been proposed [9], where the Tanner graph of the outer code has been attached to the left side of the polar factor graph. We note that, unlike in SCL decoding, it turned out to be very difficult to effectively use the error-correcting capability of an outer CRC code in iterative decoding, as its Tanner graph contains many short cycles. Therefore, all known iterative decoding schemes of CRC-aided polar codes require additional steps to reach reasonable performance. In [10], the edges are weighted to mitigate the effect of short cycles in the CRC Tanner graph.

In [11], it has been proposed to reduce the number of edges in the factor graph and use an ensemble of stage-permutated polar BP decoders. Lastly, the method of “polar relaxation” has been proposed to reduce the number of cycles in the combined factor graph [12].

At the same time, there have been advances in automorphism-based decoding, so-called automorphism ensemble decoding (AED). In AED, multiple permuted versions of the received sequence are decoded in parallel and the most promising candidate is chosen as the final codeword estimate. The used permutations come from the automorphism group of the code. AED has been successfully applied to codes with rich symmetries, such as cyclic codes [13], [14], quasi-cyclic codes [15], Reed–Muller (RM) codes [16] and stand-alone polar codes (i.e., polar codes without the CRC-aid) [17].

Recently, in [18], it has been shown that for polar codes, additional permutations (outside the code’s automorphism group) can be used in ensemble decoding. The key idea is to observe that such permutations result in a polar subcode [19].

In this work, we extend the polar subcode approach to iterative decoding. The main contributions of this paper are:

• We generalize the work of [18] to start with arbitrary polar subcodes, i.e., also CRC-aided polar codes.
• We propose to apply the polar subcode permutation scheme to BPL decoding of polar-CRC codes and report both a better error-rate performance and a decreased latency compared to stage-permutation based CRC-aided belief propagation list (CA-BPL) decoding [11].
• We show that a combination of this ensemble decoding scheme with polar relaxation further enhances the performance without any additional overhead.

II. PRELIMINARIES

A. Polar Codes

Polar codes are a class of binary block codes with block-length \( N = 2^k \) constructed from the \( n \)-fold application of the polar transformation [1], resulting in the polar transformation matrix \( G_N = [1 0] \otimes \cdots \otimes [1 0] \). Depending on the desired rate \( R \), \( k \) of the \( N \) inputs (so-called synthetic channels) to the polar
Conversely, there exists a pre-transform matrix \( W \) such that the whole polar subcode is generated by
\[
G = W \cdot G_N.
\] Note that since \( G_N \) is invertible, any binary linear block code of length \( N \) can be viewed as a polar subcode [19]. In the following we denote the uncoded message by \( u \), the pre-transformed vector by \( v = uW \) and the codeword by \( c = vG_N \).

### D. Affine Permutations

In permutation-based polar decoding, codeword bits \( c_i \) (and their channel log-likelihood ratios (LLRs) \( L_{ch,i} \)) are re-arranged according to affine permutations. An affine permutation is a permutation on \( \{0, \ldots, N - 1\} \), mapping the (least significant bit first) binary representations \( z \) according to
\[
z' = Az + b \mod 2,
\] with \( A \in \mathbb{F}_2^{n \times n} \) and \( b \in \mathbb{F}_2^n \). There are three important groups of affine permutations in the context of polar codes:

1) If \( A \) is only required to be invertible, we have the general affine (GA) group of order \( n \), denoted by \( \text{GA}(n) \). It is well known that \( \text{GA}(n) \) is the automorphism group of RM codes, i.e., the code remains the same when symbols are permuted according to any of these permutations [21].

2) If \( A \) is invertible and lower-triangular, we have the lower triangular affine (LTA) group of order \( n \), denoted by \( \text{LTA}(n) \). LTA(\( n \)) is a subset of the automorphism group of polar codes [22].

3) If \( A \) is a permutation matrix and \( b = 0 \), the resulting permutation group corresponds to stage-shuffling of the factor graph [23]. We denote this group by \( \Pi(n) \).

### E. Belief Propagation Decoding of Polar Codes

Iterative BP decoding of polar codes is conventionally performed over the factor graph. In each iteration, \( R \)-messages propagate from the left side to the right side and \( L \)-messages vice versa through the stages of the graph. In each stage, a vertical connection in the (decoding) factor graph is called a processing element and its soft-in/soft-out (SISO) maximum a posteriori (MAP) rule is applied in update. The \( L \)-messages are initialized with the channel LLRs and the \( R \)-messages vice versa through the stages of the graph. In the following we denote the uncoded message by \( u \), the pre-transformed vector by \( v = uW \) and the codeword by \( c = vG_N \).

### F. Belief Propagation List Decoding

To enhance the performance of BP decoding, an ensemble decoder, called BPL, has been proposed in [7]. The idea is to perform BP on an ensemble of \( L \) different stage-permuted factor graphs in parallel. Each sub-decoder contributes a codeword candidate to a list, from which the most likely valid candidate is picked as the decoder output. An extension towards CRC-aided polar codes is proposed in [11].
III. DECODING GRAPHS OF POLAR SUBCODES

In this section we derive methods for obtaining different factor graphs of polar subcodes for ensemble decoding based on affine permutations and relaxation.

A. Post-Transformations

Given an invertible binary $N \times N$ matrix $T$, we can write the generator matrix of any polar subcode as

$$WG_NTT^{-1} = WG_NT G_N^{-1} T G_N T^{-1} = W_T G_N T^{-1}.$$  

In other words, the encoding is equal to that of a different polar subcode followed by the post-transformation $T^{-1}$. The pre-transform matrix and dynamic freezing constraint matrix of the new polar subcode are

$$W_T = W G_N T G_N \quad \text{and} \quad V_T = V (G_N T^{-1} G_N)^T,$$

respectively, where we used $G_N^{-1} = G_N$. A particular interesting case is when $T$ is a permutation matrix, as this can be easily implemented at the first decoding stage as a permutation of the received sequence.

**Example 1:** Fig. 2a shows the factor graph of an $(8,5)$ polar code concatenated with a 3-bit CRC (i.e., CRC-3) described by the generator polynomial $g(x) = x^3 + x + 1$. It can be interpreted as a polar subcode with dynamic freezing constraint matrix

$$V = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \end{bmatrix}.$$  

Observe that the first three rows correspond to the frozen bits, while the remaining three rows contain the parity-check matrix of the CRC code. Now, consider the LTA permutation $\pi = (1, 6, 3, 4, 5, 2, 7, 0)$ corresponding to the pair

$$A = \begin{bmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \\ 1 & 0 & 1 \end{bmatrix}, \quad b = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}.  

Thus, its post-transformation matrix is

$$T^{-1} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}.  

We then find the transformed dynamic freezing constraint matrix

$$V_T = V (G_N T^{-1} G_N)^T = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 \\ 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 \\ 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 \end{bmatrix}.  

Note that the first three columns remain frozen, which can be easily seen after a few row operations. Moreover, additional row-operations can be applied to the dynamic frozen bits, reducing the number of edges in the factor graph, as depicted in Fig. 2b. The ensemble variant of this decoder is denoted by permuted CRC-aided BPL (P-CA-BPL)-L decoding.

B. Polar Subcode Relaxation

If the same outer code is used together with a relaxed polar code, the resulting concatenated code is generally different than without relaxation. Hence, to comply with a non-relaxed encoder, the outer code must be altered to account for relaxation. The idea is to include the relaxed (i.e., removed) partial polar transformations in the outer code. Those removed polar transformations can be collected in the matrix $R$, fulfilling

$$R \cdot G_N^{(R)} = G_N.$$  

For a given dynamic freezing constraint matrix $V$, the equivalent matrix for the relaxed polar code equates to

$$V_R = V \cdot R^T.$$  

Similarly, $R$ can also be applied to a permuted polar code, i.e., its matrix $V_T$. It should be noted that this variation of
relaxation in general (i.e., for outer codes with dense parity-check matrix) retain the decoding complexity reduction as experienced in stand-alone polar codes, as the outer code usually remains high-density when multiplying by $R$.

**Example 1 (cont’d):** As the inner polar code is the same as in Fig. 1, relaxation removes the same processing elements. We find the relaxation matrix

$$\mathbf{R} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}. \quad (13)$$

Using Eq. (12) and a few row operations, we find the permuted relaxed dynamic freezing constraint matrix for (10) to be

$$\mathbf{V}_{T,R} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}. \quad (14)$$

Note that bit 5 turned from a dynamic frozen bit into a hard frozen bit. Fig. 2c shows the permuted relaxed factor graph.

A decoder using this factor graph is called relaxed CRC-aided BP (R-CA-BP), and its ensemble variant relaxed CRC-aided BPL (R-CA-BPL)-L. If combined with an affine permutation, we refer to it as permuted relaxed CRC-aided BPL (PR-CA-BPL)-L decoding.

IV. RESULTS

For all shown results, we selected the information/frozen-bit positions according to the 5G standard [3] and the outer code is a CRC-8 described by the generator polynomial $g(x) = x^8 + x^5 + x^4 + x^3 + 1$. Similar to [11], we apply a heuristic density reduction to the dynamic freezing constraint matrices to be better suited for the sum-product algorithm (SPA). For all shown ensemble decoders, we do not optimize the set of permutations that are used, i.e., we select random permutations from the respective groups. However, optimization methods (e.g., genetic algorithm-based as proposed in [11]) are applicable and expected to provide additional gains. In all simulations, we assume that the codeword is binary phase shift keying (BPSK) modulated and transmitted over an additive white Gaussian noise (AWGN) channel.

A. Permutation Subgroups

While in [18] it is shown that permutations from all subsets of the GA group does not degrade the distance of the transformed code, the performance of the iterative decoding scheme is still highly dependent on the type of permutation. This is due to the changing number and position of the hard frozen bits (i.e., the effective polar code design) and the transformed dynamic frozen bits. To illustrate this, we plot the average performance of a single permuted relaxed CRC-aided BP (PR-CA-BP) decoder using different permutations in Fig. 3. For every simulated frame, a new random permutation is selected from each permutation subgroup. As we can see, the LTA permuted decoder has the best performance, similar to the default (i.e., no) permutation. Stage shuffle permutations $\Pi$ deteriorate the performance on average by 0.2 dB at a block error rate (BLER) of $10^{-2}$, and GA permutations lose on average another 0.3 dB. This effect can be explained by the fact that LTA permutations, which are naturally automorphisms of the inner polar code, do not change the set of frozen/information bits. Hence, we expect all LTA permuted decoders to perform similarly to the unpermuted decoder, while permutations which are not automorphisms may deteriorate the effective polar code design. Based on this result, it is reasonable to limit the permutations used in the ensemble/list decoder to LTA permutations.\(^1\)

B. Ensemble Decoding Error-Rate Performance

Fig. 4 compares the BLER performance of different iterative decoding algorithms with state-of-the-art SCL decoding.

\(^1\)The limitation to LTA is for the sake of simplicity; the same argument holds for the full automorphism group of polar codes [17], [25].
we assume their un-relaxed counterparts have equal performance. Lastly, relaxation has a greater effect on LTA permutations than on Π permutations, as can be seen from Eq. (16), Eq. (17) and Fig. 6, the latency of a CA-BP decoder is limited to $N_{\max}$ times the latency of a single iteration, consisting of $n$ left-to-right updates, $n$ right-to-left updates and two cycles for the outer SPA update. Hence, we have the average latency

$$\bar{\tau}_{\text{CA-BP}} = E[(2n+2) \cdot N_{\max}] = (2n+2) \cdot N_{\text{avg}}.$$  

For the ensemble variants (i.e., x-CA-BPL), we have to wait until all $L$ decoders have converged. Hence, we need to consider the average maximum number of iterations. Additionally, we assume an extra cycle is required to select the final candidate. The latency is therefore

$$\bar{\tau}_{x-\text{CA-BPL}} = E[(2n+2) \cdot \max_{i=1,...,L} \{N_{\max}\} + 1].$$  

Lastly, for CA-SCL decoding, there are $2N-1$ stage updates required, as well as $k$ additional cycles for metric sorting, and a final cycle for candidate selection [26]. Therefore, we have

$$\bar{\tau}_{\text{CA-SCL}} = 2N+k = (2+R)N.$$  

Fig. 6 shows the latency of the compared decoders with respect to the signal-to-noise-ratio (SNR). As expected, the single R-CA-BP decoder has the lowest latency. Moreover, we can see that the proposed LTA permuted decoders generally have a significantly lower latency than stage-shuffle permutations used in CA-BPL. In contrast, relaxation only has a very minor impact on the convergence speed. The proposed PR-CA-BPL algorithm outperforms CA-SCL in terms of latency in the medium-to-high SNR regime by a big margin. Additionally, as can be seen from Eq. (16), Eq. (17) and Fig. 6, the latency benefits of BPL-based decoders over SCL is larger for longer blocklengths $N$.

V. CONCLUSION

In this work, we extend the CA-BPL decoding algorithm to use LTA permutations rather than stage-shuffles. Combined with factor graph relaxation, the proposed PR-CA-BPL algorithm outperforms CA-BPL both in error-rate performance and complexity. Overall, an error-rate performance similar to CA-SCL can be reached, at a significantly lower decoding latency in the operating regime. Possible extensions of this work include the optimization of the used permutations (either for latency or error-rate performance) and the application of the proposed method to other pre-transformed polar codes, such as Polar-LDPC [9] codes or polarization adjusted convolutional (PAC) codes, which can be described in the same polar subcode framework.
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