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ABSTRACT As the complexity of Deep Neural Network (DNN) models increases, their deployment on mobile devices becomes increasingly challenging, especially in complex vision tasks such as image classification. Many of recent contributions aim either to produce compact models matching the limited computing capabilities of mobile devices or to offload the execution of such burdensome models to a compute-capable device at the network edge – the edge servers. In this paper, we propose to modify the structure and training process of DNN models for complex image classification tasks to achieve in-network compression in the early network layers. Our training process stems from knowledge distillation, a technique that has been traditionally used to build small – student – models mimicking the output of larger – teacher – models. Here, we adopt this idea to obtain aggressive compression while preserving accuracy. Our results demonstrate that our approach is effective for state-of-the-art models trained over complex datasets, and can extend the parameter region in which edge computing is a viable and advantageous option. Additionally, we demonstrate that in many settings of practical interest we reduce the inference time with respect to specialized models such as MobileNet v2 executed at the mobile device, while improving accuracy.

INDEX TERMS Deep neural networks, edge computing, head network distillation, knowledge distillation.

I. INTRODUCTION Deep Neural Networks (DNNs) achieve state of the art performance in a broad range of classification, prediction and control problems. Hence, the computational complexity of DNN models has been growing together with the complexity of the problems they solve. For instance, within the image classification domain, LeNet5, proposed in 1998 [1], consists of 7 layers only, whereas DenseNet, proposed in 2017 [2], has 713 low-level layers. Emerging connected and autonomous vehicles (CAVs) [3], [4] applications increasingly employ these DNNs for prediction and classification tasks supporting driving assistance, navigation, and safety. Some of these applications involve rich data sources, such as high resolution images.

Despite the advances in embedded systems of the recent years, the execution of DNN models over the on-board computing platforms is becoming increasingly problematic, especially for mission critical or time sensitive applications, e.g., CAVs, where the limited on-board processing capacity may degrade the response time of the system or accuracy of the algorithm.

To mitigate the aforementioned problem, vehicular edge computing [5], [6] is becoming an effective solution, where the computation can be offloaded to edge servers mounted within road side units (RSU) connected to a small cell for communications with the vehicles. While offloading data processing to a more powerful server can reduce the computation time, the end-to-end latency can be largely impacted by wireless communication between the vehicle and the small cell. Traditional edge computing, then, paradigms is a viable – or advantageous – solution only in a limited region of parameters defining the computing capacity of the devices, and the capacity of the communication channel connecting them. Traditionally the small cell offers a subset of bandwidth compared to macro cells, and in high-density scenarios may
serve a multitude of vehicles. Moreover, high speed mobility and the complexity of urban propagation scenarios can have an impact on the stability of the data rate perceived over time by individual vehicles. Note that even millimeter wave links were demonstrated to have intermittent patterns where high-capacity periods alternates with low-capacity periods [7], [8]. The objective of this paper is to develop techniques to make edge computing effective in the unstable and challenged network conditions affecting mobile, and especially vehicular, DNN-empowered applications.

Recently proposed frameworks [9]–[12] attempt to address this issue by splitting DNN models into head and tail sections, deployed at the mobile device and edge server, respectively, to optimize processing load distribution. However, due to structural properties of DNNs for image processing, a straightforward splitting approach may lead to a large portion of the processing load to be pushed to the mobile device, while also resulting in a larger amount of data to be transferred on the network. The outcome is an increase in the overall time needed to complete the model execution. Other approaches provide more advanced solutions, such as retraining bottleneck-injected models with small accuracy loss, and introducing bottlenecks to models is a recent trend in split computing studies [13]–[16].

However, prior studies on bottleneck injection for split DNNs lack a comprehensive discussion on training methodologies for bottleneck-injected models. Existing contributions show reasonable accuracy of the models, using simple and small image classification tasks, such as CIFAR datasets, whose input resolution is $32 \times 32$. However, such small input does not motivate offloading in real-world applications. A complete discussion of recent studies on split computing and comparison with the present contribution is provided in Section VI.

The contributions of this paper are summarized as follows:

- **An advanced method to split DNN models and distribute the computation load for real-time image analysis applications**: As illustrated in Fig. 1, the core idea is to alter the structure of the early layers of the network to introduce a “bottleneck” layer, that is, a layer with a small number of nodes. The network is split at that layer, and the – compact – binary representation of the output tensor, then, is propagated to the edge server to complete the classification task.

- **A new training method, head network distillation, inspired by sophisticated training approaches, namely Knowledge Distillation (KD) [17]–[21]**: While distillation has been traditionally used to train small versions of large models, here we propose to use it to train the modified section of the network (containing the bottleneck) to mimic the output of the same section in the original model.

- **Comprehensive experiments to discuss accuracy of bottleneck-injected models and training speed**: Our results show that this approach maximizes the compression rate while preserving accuracy, and outperforms knowledge distillation and vanilla training methods used in prior studies. We remark that our results are based on state of the art and complex datasets. Furthermore, we quantize the output of the bottleneck layer, and show that we can further reduce the amount of data transferred over the channel while maintaining the same accuracy.

- **Extensive inference time evaluation based on widely diffused hardware configurations**: Notably, our architectural modifications often lead to a decreased complexity of the section of the model deployed at the mobile device, thus reducing the penalty resulting from allocating computing load to the weaker device in the system. From a high level perspective, our approach can be interpreted as special case of autoencoder-decoder architecture transforming the input image into the input of a later layer through a bottleneck, rather than the input into itself. We conduct an extensive evaluation based on widely diffused hardware configurations. Our results show that the proposed approach extends the region of parameters in which edge computing is advantageous even compared to executing at the mobile device specialized models such as MobileNet v2 [22] and MnasNet [23]. We also evaluate the total inference time over real-world networks (Wi-Fi and LTE) and demonstrate that the proposed technique stabilizes and improves performance with respect to edge computing and naive splitting.

Part of this study, including the idea of bottleneck introduction, was first presented in the workshop paper [14]. With respect to that contribution, herein we (i) consider a more complex image classification task, corresponding to the ImageNet dataset, (ii) provide a comprehensive discussion on the
design of student model architectures, (iii) thoroughly discuss training methodologies, and (iv) present a comprehensive set of results comparing our approach with state of the art models for mobile computing.

The rest of the paper is organized as follows. Section II provides an overview of the problem setting and vision models considered in this work, and a preliminary analysis of traditional local, edge and split computing approaches. Section III describes the architecture modification we introduce in the network to inject the bottleneck while preserving the overall accuracy. In Section IV, we describe the head network distillation technique we propose and discuss its performance compared to baseline training methods. Section V evaluates the performance of our methodology in terms of total inference time in various hardware configurations using for different DNN models, and discuss inference time in a real-world network setting as well. In Section VI, we discuss related work, and Section VII concludes this paper.

II. PROBLEM OVERVIEW AND PRELIMINARY DISCUSSION

Neural networks are structures organized into layers to approximate complex functions, for instance mapping complex inputs to a label in a finite set. The layers transform the output of other layers through different operations, and the overall network can be represented as a nested function, e.g., $f(x) = l_5(l_4(l_3(l_2(l_1(x))))$ for a model $f$ consisting of 5 different layers (functions) $l_i$ given the input $x$. DNNs are neural networks with a deep structure, that is, a large number of layers. Researchers empirically showed that DNNs can achieve better accuracy compared to “shallow” neural networks. For instance, Dauphin and Bengio [24] demonstrated that shallow neural network models trained on large-scale image datasets cannot achieve high accuracy, and Seide et al. and Geras et al. [25], [26] demonstrated that deeper models achieve higher accuracy than shallow models in speech processing. However, the “deeper” and more complex the model, the larger the computation load, and thus the execution time for a given platform.

DNN models achieving state of the art accuracy in complex tasks are computationally expensive, often too complex for mobile devices. Even when using advanced techniques, reducing the model complexity often results in a lower accuracy. For instance, MnasNet [23], one of the baseline models in this work, is designed in a platform-aware way, and the base model MnasNet (1.0x) outperforms another baseline model, MobileNet v2 [22] in terms of accuracy (73.45% vs. 71.87%) while sacrificing inference time. The smaller version of the model (i.e., more mobile-device-friendly one), MnasNet (0.5x), can run as fast as MobileNet v2, but suffers from degraded accuracy (67.73%). Edge computing, then, is a desirable solution to make such models accessible to mobile devices with constrained resources. However, the performance of edge computing is a function of many parameters, and its use in real-time applications should be evaluated carefully.

We consider a resource-constrained mobile device-edge server system, that is an edge server interconnected to the mobile device through a wireless channel. We focus our investigation on challenged communication links – that is, links experiencing degraded performance due to congestion or propagation environments, that are expected in dense urban environments. We restrict our study to one of the most relevant and complex family of tasks in modern systems: image classification, which in the considered setting is possibly performed collaboratively by the two interconnected devices. The mobile device, which acquires the image to be processed, is assumed to have a weaker computing capacity compared to the edge server. Intuitively, there are two extreme points in terms of computing allocation: (i) Local Computing - the mobile device executes the DNN model on the acquired image, and propagates the classification output to the edge server if the result is needed system-wide; (ii) Edge Computing - the mobile device transmits the image to the edge server, which executes the DNN and reports back the outcome to the mobile device if the result is needed locally. On the one hand, due to hardware limitations, local computing is an often prohibitive option. On the other hand, the performance of edge computing is heavily influenced by the - volatile - capacity of the wireless channel interconnecting the sensor to the edge server.

As introduced in the previous section, an intermediate option between those two extreme points is to establish a distributed computing pipeline, where a first section of the model – head model – is assigned to the mobile device, and the remaining section – tail model – to the edge server. This strategy goes under the name of Split DNN models [10], [11], [27]–[29]. Specifically, the mobile device executes the head portion of the model, propagates the output to the edge server, which produces the final classification output by executing the tail portion of the model. From the standpoint of total inference time, whether this approach is advantageous or not again depends on the computing capacity of the mobile device and edge server, the capacity of the wireless channel, the input size, as well as the splitting point and the characteristics of the DNN model itself.

We assume that the pretrained models are available, that is, trained offline prior to their use and loaded at the mobile device and edge server. In this setting, we focus our attention on the total inference time, defined as the time from the acquisition of a data sample at the mobile device to the availability of the model output. In split DNN strategies, the overall inference time $T$ is the sum of three components: the time needed to execute the head and tail portions of the model – $\tau_{head}$ and $\tau_{tail}$ respectively – and the time to wirelessly transfer the output of the head model’s last layer to the edge server $\tau_{comm}$. Pure edge computing can be interpreted as an extreme point of splitting, where the head portion is composed of 0 layers, and $\tau_{comm}$ is the time to transfer the input image. Conversely, in local computing the head model contains the whole DNN model, and $\tau_{comm}$ is either zero if the output label is not propagated to the edge server, and the time to deliver the
model’s output otherwise, which can be assumed negligible in the parameter region of interest to our reasoning.

In the following, we introduce the DNN models considered in this paper and analyze the performance of available solutions. In our evaluations, we use the following computing platforms either as mobile device or edge server: (i) Raspberry Pi 3B+ (mobile device only), (ii) NVIDIA Jetson TX2 (mobile device or edge server), and (iii) a desktop computer with NVIDIA GeForce RTX 2080 Ti (edge server only). See Table 3 for a complete description. Notice that the NVIDIA Jetson TX2 has a 256-core NVIDIA Pascal™ GPU architecture with 256 NVIDIA CUDA cores, and has a much larger computing capacity compared to the Raspberry Pi 3B+.

### A. VISION MODELS

Vision problems are an ideal family of tasks to assess our methodology and compare it with other options. In fact, while these tasks are extremely relevant and pervasive in a broad range of applications and systems, they are also inherently problematic as they require a relatively large input – RGB(-D) image files – which may affect performance of traditional edge computing due to high bandwidth demands, as well as complex DNN models – such as DenseNet [2] and RetinaNet [30] for image classification and object detection, respectively – which may be out of reach of mobile devices. Alternative solutions, then, are of interest to improve performance in parameter regions where the two extreme point solutions provide unsatisfactory performance.

In this study, we focus on image classification tasks, and we consider accurate, but complex, as well as compact, but less accurate, DNN models as performance reference to study effective distributed execution strategies. Specifically, we focus on the following set of models: DenseNet-169, ResNet-152 and Inception-v3 [32]. We also consider accurate models designed for mobile execution, such as MobileNet v2 [22] and MnasNet [23], as a competitor to our scheme. We remark that some compact models within the DenseNet and ResNet families – such as DenseNet-121 and ResNet-18 – are available. However, those models are still too complex to be executed on mobile devices, and have a worse computational complexity/performance tradeoff compared to MobileNet v2 and MnasNet.

### B. LOCAL AND EDGE COMPUTING

First, we analyze the two most popular computing options, that is, local computing and edge computing. Table 1 reports the accuracy of the models pretrained on the ImageNet (ILSVRC 2012) dataset, and their average inference time on the considered hardware.

In the weakest platform, the Raspberry Pi 3B+, the execution of large – accurate – models such as DenseNet-169 and -201, ResNet-152 and Inception-v3 is feasible, but requires an extremely large amount of time. As expected, local computing is not a viable option in this setting. The stronger Jetson TX2, equipped with a GPU, reduces these times by one or two orders of magnitude. However, the execution still takes between 0.2 and 0.4 seconds, a range which may be incompatible with some time sensitive applications, such as real-time control in robotic systems. The desktop computer, equipped with a strong GPU, reduces the inference time by another order of magnitude. However, granting such computing capacity to a mobile device would likely clash with weight, cost or energy constraints. As a consequence, in our study this hardware configuration is only used as an edge server.

As expected, the execution time of MobileNet v2, MnasNets (0.5x) and (1.0x) is much smaller compared to other models, with the difference in absolute value becoming more noticeable when weak platforms are used. However, the decrease in execution time corresponds to a perceivable decrease in classification accuracy. As indicated in Table 1, however, MnasNets’ performance degrades when the model is executed on a device without GPU. On Raspberry Pi 3B+ (RPI), MnasNet’s (0.5x) execution time is analogous to that of MobileNet v2, but the former model incurs about 4% accuracy loss compared to the latter. Similarly, MnasNet (1.0x) outperforms MobileNet v2 in terms of accuracy, but has an inference time 73% larger on the mobile device. For these reasons, we adopt MobileNet v2 as a baseline model in the our experiments and evaluations.

We now analyze an edge computing approach, where the Jetson TX2 (Figure 2a) or the desktop computer (Figure 2b) operate as edge server. The two figures report the total inference time as a function of the data rate between the mobile device and the edge server, which has an obvious impact on $\tau_{\text{comm}}$. We remark that the data rate indicated in plots and tables is the “effective” data rate perceived by the data stream, that is, the actual transfer rate at which the image data are moved from the mobile device to the edge server. For instance, retransmissions to recover from packet failures would reduce the perceived rate. In the plots, we consider large accurate models executed at the edge server, and compare them with the local execution on the Raspberry Pi 3B+ or Jetson TX2 of – the compact – MobileNet v2 (dashed and dot lines).

As the data rate increases, the total inference time achieved by edge computing decreases. When the Jetson TX2 is used as edge server, edge computing is advantageous in terms of inference time (and accuracy) unless the data rate offered by the wireless channel is smaller than $\sim 1$Mbps – that is, the channel is rather weak. When the desktop computer is used as edge server, the inference time of pure edge computing intersects that of local computing at about 0.7Mbps.

### TABLE 1. Inference time of original models on the considered computing platforms.

| Models (version) | MobileNet v2 | MnasNets 0.5x | DenseNets 169 | ResNet-201 | Inception-v3 |
|------------------|--------------|----------------|--------------|-----------|-------------|
| Accuracy [%]     | 71.87        | 67.73          | 73.45        | 75.60     | 76.89       |
| $T_\text{on RPI}$ [s] | 1.348        | 1.332          | 2.332        | 7.752     | 9.720       |
| $T_\text{on TX2}$ [s] | 0.112        | 0.096          | 0.096        | 0.352     | 0.396       |
| $T_\text{on Desktop}$ [s] | 0.0049       | 0.0047         | 0.0047       | 0.02      | 0.028       | 0.016       | 0.012 |

* ILSVR 2012 validation dataset (test dataset is not available)
FIGURE 2. Edge computing performances comparing to MobileNet v2 in local computing.

(Raspberry PI 3B+) and 7Mbps (Jetson TX2). Thus, if a stronger platform is used as mobile device, then local computing is the best choice even in moderately good channels.

However, we can observe that whether or not local and edge computing are viable depends on the computing capacity of the devices and the channel capacity. In general, these two extreme point strategies are effective either if the mobile device is sufficiently strong, or if the channel capacity and edge server computing capacity are sufficiently large. There are hardware-channel parameter regions in which neither of the two provide satisfactory performance from the standpoint of accuracy and inference time. Herein, we seek to develop a tool to reduce the inference time and make accurate image classification possible in those regions.

C. SPLIT DNN MODELS

Split DNN models are a promising class of solutions to mitigate the issues incurred by local and pure edge computing. In many models, the optimal inference time is achieved either by fully deploying the model on the mobile device or edge server, that is, splitting is ineffective in all configurations compared to the extreme points (local and edge computing). This applies to all the models but those presenting at least one “bottleneck” layer, that is, a layer whose output size is smaller than the model’s input size at an early layer. In fact, in the latter case some compression can be achieved with a small amount of computation at the weaker device in the system – the mobile device. As a result, in [10] it is shown that the optimal splitting point is inside the network only for the AlexNet [33] and VGG [34] models (both of image classification DNN models). However, even in the latter models the inference time reduction is limited, and only applies to specific configurations.

We now analyze the structural reasons behind the ineffectiveness of traditional Split DNN models. Figure 3 shows the size of tensors outputted from splittable layers normalized by tensor size of the specific models’ input layer. Note that only Inception-v3 has a different input tensor size ($3 \times 299 \times 299$) whereas other models use $3 \times 224 \times 224$ as input tensor size. As shown in the figure, DenseNets-169 and -201 have bottleneck layers (below a gray line) at their early stages, and their total inference time could be improved by the naive splitting approach. However, even if some compression is achieved, the reduced data transfer time is likely offset by the increase in the total computing time unless the mobile device and edge server have similar computing capacity. In fact, in such case the increased execution time of the head model is limited. Thus, splitting the model is advantageous with respect to edge computing only in those settings where local computing is either optimal or near-optimal solution. For ResNet-152 and Inception-v3, however, the first bottleneck layer resides in the late layers, and in most parameter regions using the Neurosurgeon approach would not grant any improvement in the overall inference time.

D. OBJECTIVES

The goal of this paper is to identify modifications to the architecture and training of accurate image classification models to reduce the total inference time in parameter regions where pure edge computing fails to provide...
satisfactory performance. Thus, we focus our attention on impaired channel conditions, that is, scenarios where the link between the mobile device and the edge server offers low data rates \((e.g., \leq 10\text{Mbps})\). Clearly, extremely low data rates would force the mobile device to execute the model locally.

Furthermore, we assume the system is asymmetrical, that is, the edge server has a much larger computing capacity compared to the mobile device. As discussed earlier, if the two devices have similar capabilities, then edge computing is the best option only for high channel capacities, and the gain would be anyway minimal.

\[ \text{III. IN-NETWORK COMPRESSION & DESIGNING STUDENT MODELS} \]

The simple results presented in the previous section indicate how the time needed to transfer the image (or the tensor in the split DNN case) plays a central role in determining the performance of pure edge offloading. Intuitively, compression could reduce this delay component. However, traditional compression techniques such as JPEG degrade classification performance [35], whereas in the target family of problems splitting the network would increase inference time in most settings.

Herein, we seek methodologies to achieve compression within the DNN model itself. The core idea is to modify the model architecture to introduce a bottleneck, that is, a layer with a small number of nodes, in the early stages of the network regardless of whether or not the network has some bottlenecks. The network is then split at the bottleneck, thus reducing the size of the tensor that needs to be transferred with respect to traditional split DNNs. Intuitively, the gain (or loss) on the total inference time with respect to edge computing is determined by the balance between \((i)\) the (possible) increase in the time to execute the first part of the network, which occurs on a weaker device compared to edge computing, and \((ii)\) the reduction in the time needed to transfer the tensor with respect to that needed to transfer the image.

Introducing an effective bottleneck is challenging. In this section, we explain the structural modifications we make to maximize compression while minimizing accuracy loss. Interestingly, in some models these modifications also result in a reduction of the complexity of the head model, which may compensate for the lower computing capacity of the mobile device with respect to the edge server. We note that the splitting point, at the bottleneck, is within the student model, as illustrated in Figure 1, which summarizes the network structure. We emphasize that in the proposed approach, only the head portion of the model is modified, and the tail portion of the model remains identical. In other words, the combination of teacher head and tail models is equivalent to the original (teacher) model, and the architectural difference between the teacher and student models lies in their head models.

We remark that in addition to the structural modifications, one of the key novelties in the proposed technique is the use of a specific form of training, knowledge distillation applied to the head network sections. The head model, then, is trained to mimic the output of the original head network, and this approach also will save training time. We discuss and evaluate the training aspect of the contribution in the next section.

When identifying the candidate layer to inject the bottleneck layer and modifying the architecture, we aim at the following design objectives: \((i)\) minimize the size of the bottleneck layer’s output; \((ii)\) minimize the aggregate complexity of the model prior to the bottleneck; and \((iii)\) minimize the accuracy loss of the overall model’s output. Note that \((ii)\) is necessary to minimize the load imposed to the mobile device (the weakest device in the system), and is achieved both by placing the bottleneck layer as early as possible in the model, and attempting to “shrink” that portion of the model while inserting the bottleneck.

Our approach stems from the observation that the original, pretrained, (teacher) models and their head portions are often overparameterized. Therefore, we can use a subset of the layers in the original models to design the student head models, modifying the layers’ hyperparameters to adjust their input and output shapes. In essence, when designing the student head models, we essentially reuse the architecture of the teacher head models, decomposing their high-level layers into low-level layers and skipping some of them. Figure 4 illustrates an example of a high-level layer and a teacher model. In the example, the high-level layer consists of 5 low-level layers: Convolution, ReLU, Convolution, ReLU, and Average Pooling layers. In the student models, we adjust the input and output sizes and shape of the layers by changing some layer parameters such as kernel size.

For instance, we can reuse the 4 high-level layers in Figure 4, but each of the high-level layers only contains one Convolution, one ReLU and one Average Pooling layers (i.e., 3 low-level layers, decomposing the original high-level layer and skipping one Convolution and one ReLU layers used in the original one). Another option is to skip 2 high-level layers (e.g., \(HLs\) 2 and 3) and change some parameters in the rest of the high-level layers in order to adjust their input and output shapes. Note that the output shape of a student head model must match that of the teacher head model to ensure compatibility with the tail model.

Figure 5 compares splittable layer-wise output tensor sizes of original models to those of their mimic models whose architectures are described Tables 6, 7, and 8 in Appendix. In this figure, the output data size is scaled by the input image...
size in tensor representation (3 × 224 × 224 for DenseNet-169, -201 and ResNet-152, and 3 × 299 × 299 for Inception-v3, respectively). As shown in the figure, aggressively small bottlenecks (layers with star marks) are introduced as we design student head models whose last layers are indicated with square markers. Note that the splittable layers in the figure not only include low-level layers, but also high-level layers such as dense and inception layers that consist of multiple low-level layers.

IV. MODEL TRAINING
We now describe in detail the procedure we use to train the models we developed. Clearly, this is an extremely important aspect of the technique that we propose, which greatly influences accuracy. Herein, we propose to use Knowledge Distillation (KD) applied to the head network section, and show that this approach allows the introduction of aggressive bottlenecks while preserving accuracy. We compare our proposal (HND) with two baseline approaches, and demonstrate the performance improvement of the training process.

We note that training is a one-time process, and the models will not be trained once they are split and deployed on the mobile device and edge server.

A. NAIVE TRAINING
The most basic approach is to train both the student head and tail models simultaneously [13], [15], [16], and we train the whole DNN model by minimizing the cross entropy loss:

$$L_{CE}(X, Y) = \frac{1}{N} \sum_{x,y \in (X,Y)} - \log \left( \frac{\exp(S(x,y))}{\sum_{j \in C} \exp(S(x,j))} \right),$$

where $X$ and $Y$ are a minibatch (batch size $N$) of resized input images and the corresponding class labels, respectively. $C$ is a set of class labels ($|C| = 1,000$ in this study), and $S(x,j)$ indicates a student model’s predicted value for a class $j$ given a resized input image $x$. The parameters of the whole student model are optimized by stochastic gradient descent (SGD) with momentum 0.9 and weight decay $10^{-4}$.

B. KNOWLEDGE DISTILLATION
Recent contributions propose Knowledge Distillation (KD) techniques [17]–[21] to train small “student” models that approximate (mimic) the outputs of larger “teacher” models. Complex DNN models are usually trained to learn parameters for discriminating between a large number of classes (e.g., 1,000 object categories in this study). In standard training – that is, using “hard targets” – we face a side-effect that the trained models assign probabilities to all of the incorrect classes. From the relative probabilities of incorrect classes, we can see how large models tend to generalize. By distilling the knowledge from a large, cumbersome (teacher) model into a smaller (student) one, the smaller model can be trained to generalize, using the outputs of the teacher model as “soft targets” [19].

It was empirically shown that student models trained to mimic the behavior of their teacher models (soft target) outperforms those trained on the original training dataset (hard target) in terms of prediction performance. Based on KD, in our case the output of the teacher model are used to train both the student head and tail models simultaneously, minimizing the knowledge distillation loss proposed by Hinton et al. [19]:

$$L_{KD}(X, Y) = \alpha L_{CE}(X, Y) + (1 - \alpha) \left( \frac{1}{N} \sum_{x,y \in (X,Y)} KL(p(x), q(x)) \right),$$

where $\alpha$ is a hyperparameter whose value is used to balance the hard target (left term) and soft target (right term) losses. $KL(p(x), q(x))$ is the Kullback-Leibler divergence loss, where $p(x)$ and $q(x)$ are soft probability distributions (similar form to softmax function) of student and teacher models for an input $x$, that is, $p(x) = [p_1(x), \cdots, p_{|C|}(x)]$ and $q(x) = [q_1(x), \cdots, q_{|C|}(x)]$:

$$p_c(x) = \frac{\exp \left( \frac{S(x,c)}{t} \right)}{\sum_{j \in C} \exp \left( \frac{S(x,j)}{t} \right)}, q_c(x) = \frac{\exp \left( \frac{T(x,c)}{t} \right)}{\sum_{j \in C} \exp \left( \frac{T(x,j)}{t} \right)},$$

where $T(x,j)$ indicates a teacher model’s predicted value for a class $j$ given a resized input image $x$, and $t$ is a “temperature” (hyperparameter) for knowledge distillation that is normally set to 1.

Following Hinton et al.’s work [19], we set $\alpha$ and $t$ to 0.5 and 1 respectively, and use SGD with momentum 0.9 and weight decay $10^{-4}$ for optimizing the parameters of the whole student model.
C. HEAD NETWORK DISTILLATION (HND)

KD-based approaches have been successfully used to train small models, where the outputs from pretrained large models are used as soft targets. However, training whole DNN models is time-consuming, as the student model is designed to mimic the behavior of the teacher model, which in this case is literally the whole DNN model. Moreover, aggressively downsizing DNN models to achieve small execution time in mobile devices would lead to an accuracy loss. This is shown by the performance of models such as MobileNet v2 and MnasNet (0.5x), relatively large models which already incur a perceivable classification accuracy degradation.

Figure 6 shows that distilling only the head portion of the model, as proposed in this paper, significantly reduces training time. This in addition to allow in-network compression while preserving overall accuracy. Moreover, class labels (hard targets) are not required for head network distillation since the student models learns how to represent teacher’s features rather than how to classify input images. This is an additional advantage of using the head network distillation technique, as labeled datasets are not always available and/or the amount of labeled samples is often limited. By distilling a teacher head model, the corresponding student head model can produce outputs similar to those of the teacher head model with fewer parameters and computational complexity. Herein, we train the student head models with Adam [36] for optimizing the parameters of the student head model by minimizing the sum of squared error between outputs of teacher and student models:

$$L_{SSE}(X) = \sum_{x \in X} ||T_{head}(x) - S_{head}(x)||^2,$$

(4)

where $T_{head}(x)$ and $S_{head}(x)$ are outputs of teacher and student head models, respectively. Since the outputs of teacher and student head models are not class-wise probability distributions like those in Eqs. (1) and (2), and the output is often 3D shaped, we cannot use the cross-entropy based loss in the same way as previous studies commonly do when distilling a whole DNN model [19], [21].

D. EXPERIMENTS

Given the (head-)modified models we developed in the previous section, we now show that the head network distillation technique outperforms the two baseline training approaches. We emphasize that all the following training configurations are applied to all the three training methods. As described above, the tail architecture of a student model is identical to that of the teacher model, thus we first initialize the parameters of a student tail model with the parameters from its pretrained teacher tail model as shown in Figure 7.

We train the student model for 20 epochs with an initial learning rate 0.001 that is reduced by an order of magnitude every 5 epochs. The batch size is set to 32. In training, we apply two data augmentation techniques [33], which allow to increase the size of training dataset and reduce the risk of overfitting. The idea is to randomly crop fixed-size patches (input patch size: 224 × 224 or 299 × 299) from the approximately 1.15 times larger resized images (shorter edge is 256 or 327, respectively). The cropped images are flipped horizontally with probability 0.5.

We remark that in our previous study [14], we demonstrated the potential of using head network distillation technique for Caltech 101 dataset [37], but the models used in this study are specifically designed for a more difficult image classification task - the ImageNet (ILSVRC 2012) dataset [38]. Thus, it is possible that the teacher models in [14] are overparameterized, which could have enabled small bottlenecks while preserving a comparable accuracy. Herein, we face a much harder challenge when introducing the bottlenecks. The trained models and code to reproduce the results are publicly available.1

1) TRAINING SPEED

Given the set of the student models and the training configurations described in the previous sections, we individually train models using a high-end computer with three GPUs.

Naive Training vs. Knowledge Distillation: First of all, we compare the training performance of naive training and knowledge distillation methods to reproduce the trend in the study of Ba and Caruana [18], which shows that – whole

1https://github.com/yoshitomo-matsubara/head-network-distillation

FIGURE 6. Training student head model with teacher head model by minimizing sum of squared error (SSE).

FIGURE 7. Illustrations of three different training methods. Naive: Naive training, KD: Knowledge Distillation, HND: Head Network Distillation.
network – student models trained by knowledge distillation outperform those naively trained on the original dataset. Figure 8 depicts the training time and validation accuracy at the end of each epoch (thus 20 data points) for each pair of student models and training methods. It can be observed how in the knowledge distillation method the student models achieve higher accuracy compared to the naive training method used in [13], [15], [16]. This comes at the cost of a longer training time.

**Knowledge Distillation vs. Head Network Distillation:** We showed that knowledge distillation enables the student models achieve better accuracy compared to naive training. However, in some cases the models did not reach the accuracy of MobileNet v2 (71.87%), a small model for mobile devices, and the training process is time-consuming. As illustrated in Figure 9, the head network distillation approach consistently helps the student models not only converge significantly faster, but also achieve even better accuracy compared to the knowledge distillation method. Recall that we trained exactly the same student models with the common training configuration described in Section IV-D, but in three different ways as illustrated in Figure 7. Therefore, we can conclude that these performance improvements are due to the head network distillation technique we propose.

**Summary:** Table 2 summarizes the best validation accuracy for each of the student models, and confirms that there is a consistent trend: the knowledge distillation method provides a better accuracy compared to the naive training method, and the head network distillation technique consistently outperforms knowledge distillation applied to the full model. Additionally, the head network distillation technique performs best in terms of training time, as shown in Figures 8 and 9. As described in Section IV-D, we applied the same training configurations to compare the performance of the three different training methods. The accuracy of the head network distillation approach could potentially be further improved by elongating its training to match the training time (that is, number of epochs) used in the naive training or knowledge distillation.

### Table 2. Validation accuracy [%] of student models trained with three different training methods.

| Method      | DenseNet-169 | DenseNet-201 | ResNet-152 | Inception-v3 |
|-------------|--------------|--------------|------------|--------------|
| Naive       | 66.90 (+4.970) | 68.92 (+2.950) | 72.02 (+0.149) | 74.20 (+2.330) |
| KD          | 69.37 (+2.500) | 70.89 (-0.980) | 74.06 (+2.190) | 75.46 (+3.589) |
| HND         | 72.03 (+0.159) | 73.62 (+1.750) | 75.13 (+3.259) | 75.78 (+3.910) |

*ILSVRC 2012 validation dataset (test dataset is not available)
**Numbers in brackets indicate differences from MobileNet v2.

2) **BOTTLENECK CHANNEL**

In this set of experiments, we discuss the relationship between the file size of the bottleneck tensor and the accuracy of student models trained using head network distillation. Specifically, we tune the number of output channels (or filters) $N_{ch}$ for the convolution layer at the bottleneck in the student models, and apply head network distillation for the student models using the same training configuration described in Section IV-D.

As shown in Tables 6, 7 and 8, all the student models used in the previous experiments have 12 output channels ($N_{ch} = 12$) in the convolution layer at the bottleneck. Changing the number of output channels $N_{ch}$ and the number of input channels in the following convolution layer, we can adjust the bottleneck size - a parameter which has considerable impact on the overall inference time, especially when the communication channel between mobile device and edge server is weak. For instance, if we set $N_{ch}$ to 6, the output file size will be approximately half of that obtained with $N_{ch} = 12$.

Figure 10 shows the accuracy obtained using $N_{ch} = 3, 6, 9$ and 12. As expected, aggressively reducing the bottleneck size consistently degrades accuracy. Thus, in order to further reduce the amount of the data transferred from the mobile device to the edge server, we adopt the quantization technique proposed in [39] to the output of the bottleneck layer. Specifically, we represent floating-point tensors with 8-bit integers and one parameter (32-bit floating-point). The quantization is applied only in testing time i.e., after the head network distillation process is completed. As shown in Figure 10, bottleneck quantization significantly reduces the bottleneck file.
size, as much as 75% compression with respect to bottleneck output tensor and 86% compression with respect to resized input JPEG files, without impacting the accuracy.

V. INference TIME EVALUATION

In the previous section, we showed that it is possible to significantly reduce the amount of data transferred from the mobile device to the edge server without compromising accuracy. In this section, we provide an exhaustive evaluation of the proposed technique in terms of total inference time (capture-to-output delay) with respect to local computing based on full models and mobile-specific models (MobileNet v2) and pure edge computing. We note that naive splitting approaches e.g., Neurosurgeon [10] are not used in the following evaluation as the original benchmark models do not have any small bottleneck point at their early stage, where their best splitting point would result in either input or output layers, i.e., pure offloading or local computing. We remark that the focus is to provide solutions to improve edge computing performance over challenged wireless links, which may present relatively low or intermittent capacity due to congestion or impaired signal propagation.

Note that we assume a channel where all the transmitted packets are eventually delivered. This is a common setting in edge computing, and generally in machine learning, frameworks, and can be realized, for instance, using TCP at the transport layer. Clearly, retransmissions to resolve packet failures will reduce the perceived data rate, and that shown in the figures is the resulting effective rate. Herein, as most literature in this area [10], [13], [14], [29], we also assume that the mobile device is connected to one server at any given time. For instance, the mobile device could simply use the mobile device to the edge server without compromising accuracy.

Table 3 summarizes the specifications of the three different computers used as either a mobile device (MD) or an edge server (ES), and we evaluate the overall inference time in the three different mobile device-edge server configurations: (i) Raspberry Pi 3B+ – Jetson TX2, (ii) Raspberry Pi 3B+ – Desktop, and (iii) Jetson TX2 – Desktop.

A. GAIN WITH RESPECT TO LOCAL AND EDGE COMPUTING

First, we discuss the gain (defined as the ratio of the capture-to-output delay $T$ of a traditional setting to that provided by our technique) with respect to local and edge computing with their original (teacher) models, that are defined as $T_{LC}/T_{Ours}$ and $T_{EC}/T_{Ours}$, respectively. For edge computing, we compute the communication delay based on the JPEG file size after reshaping sampled input images in the ILSVRC 2012 validation dataset ($3 \times 299 \times 299$ for Inception-v3 and $3 \times 224 \times 224$ for other models). To compute the communication delay for our split student models, we use the file size of the quantized tensor at bottleneck shown in Table 4, and the file sizes (BQ) match those of the last data points (i.e., $N_{ch} = 12$) with BQ in Figure 10. Table 4 summarizes the average file sizes used to compute communication delay in the following evaluations.

Figure 11 indicates that splitting the computing load using our student models provides significant gains compared to locally executing the original (teacher) models on the mobile devices unless the channel is extremely weak. As for comparison with edge computing, the right-side plots of Figure 12 implies that the smaller the difference of computing power between the mobile device and the edge server the configuration has, the more beneficial the splitting approach is. From the results, it is also shown that for large enough data rates, then edge computing is the best option due to the penalty associated with allocated computing to the weaker device in the system, which overcomes the reduced data transmission time. Intuitively, such penalty is emphasized in very asymmetric configurations. In less asymmetric configurations, our technique outperforms edge computing in an extensive range of data rates.

B. GAIN WITH RESPECT TO LOCAL COMPUTING WITH MobileNet v2

In Section IV-D, we showed that our student models trained by head network distillation outperform MobileNet v2 in terms of accuracy. Here, we demonstrate that splitting student models can also lead to improved total inference times compared to executing MobileNet v2 locally. Similar to the
previous evaluation, we compute the gains, but the denominator is the inference time of MobileNet v2, rather than that associated with their teacher models, on the mobile device. In the set of plots in Figure 13, we can observe that the gain, although reduced compared to the previous comparison, is still above 1 for most data rates of interest. Note that a stronger mobile device, reduces the gap between the two options. We remark that in addition to a reduced inference time, our methodology also provides an improved accuracy compared to local computing with MobileNet v2.

C. DELAY COMPONENTS ANALYSIS
We now analyze the delay components to obtain further insights on the advantages and disadvantages introduced by the computing configuration we propose. We, first, focus on the execution time at the mobile device and edge server. Figure 14 shows these components for the split head and tail models on different platforms. The differences in computing capacity are apparent, and in many settings the local processing delay is larger than the edge processing delay, despite the much smaller computing task assigned to the mobile device. From the figure, we can also confirm that the computationally weakest and strongest configurations are pairs of Raspberry Pi 3B+ and Jetson TX2, and Jetson TX2 and a desktop computer, respectively.

Now, we analyze the communication delay as well. Figure 15 shows the subsampled component-wise capture-to-end delays used to compute the gains in the previous section.
As we described in Section V-A, we measured the inference time for local computing (LC) and edge computing (EC) using the original (teacher) models, and those models are fully deployed on our mobile devices and edge servers. For our student models with bottleneck quantization, we split computing (SC), and measured local processing and edge processing time for their split head and tail models (including bottleneck quantization and de-quantization), respectively.

Figure 15a focuses on a setting with a weak edge (Jetson TX2). In this configuration, delay components associated with processing are – comparably – larger than the communication delay. Compared to edge computing, the reduced communication delay offered by the head network distillation technique leads to a smaller capture-to-output delay in impaired channel conditions. The traditional splitting approach suffers either due to high processing load at a weaker platform, or higher communication delay due to the need to transport a larger amount of data to the edge server.

In Figure 15b, a Raspberry Pi 3B+ and high-end desktop computer are used as mobile device and edge server, respectively. Note that this is the most asymmetric configuration we can produce with the considered spectrum of hardware. It can be observed that a weak mobile device strongly penalizes portions of processing executed locally, whereas a limited channel capacity penalizes the data transfer. The split computing approach we propose (SC), by reducing the processing load at the mobile device, and reducing the amount of data transferred largely outperforms the best alternative – edge computing (ES) – when the network capacity is limited. It can be seen how in this configuration the main issue of the latter option is a large communication delay component, which is only partially offset by the time needed to execute the split head network at the mobile device. Importantly, both distillation and quantization are critical to achieve such results, as they allow a considerable reduction in communication delay. In fact, any other modification of the original model either does not sufficiently reduce the data to be transferred or places an excessive computing load at the weak mobile device unless a degraded accuracy is tolerated.

D. INFERENCE TIME OVER REAL-WORLD WIRELESS LINKS

We now analyze the capture-to-output time and its components using emulated networks to provide an evaluation in data rate ranges achieved in real-world conditions. Specifically, we consider both emulated LTE and WiFi communications and use split models obtained from DenseNet-201 presented in our paper [14] as the overall trend is similar to those for the models presented herein.
### TABLE 5. Delay components and variances for DenseNet-201 in different network conditions.

| Model \ Config. | Mobile Device [sec] | Edge Server [sec] | Delay w/ low traffic (5 Mbps) | Delay w/ high traffic (20 Mbps) |
|----------------|---------------------|-------------------|-----------------------------|-------------------------------|
|                |                     |                   | Communication [sec] | Total [sec] | Communication [sec] | Total [sec] |
| Mobile Device only | 1.520 ± 0.007 | - | - | 1.520 ± 0.007 | - | 1.520 ± 0.007 |
| Edge Server only | - | 0.034 ± 0.005 | 0.091 ± 0.027 | 0.125 ± 0.032 | 0.25 ± 0.11 | 0.284 ± 0.115 |
| Org. 2\textsuperscript{nd} SP | 0.52 ± 0.005 | 0.029 ± 0.001 | 0.096 ± 0.008 | 0.715 ± 0.014 | 0.27 ± 0.05 | 0.819 ± 0.056 |
| Mimic 2\textsuperscript{nd} SP | 0.0856 ± 0.004 | 0.0309 ± 0.002 | 0.0968 ± 0.008 | 0.2133 ± 0.014 | 0.3 ± 0.2 | 0.4165 ± 0.206 |
| Mimic w/B | 0.062 ± 0.003 | 0.0225 ± 0.0005 | 0.008 ± 0.001 | 0.0925 ± 0.0045 | 0.011 ± 0.0007 | 0.0955 ± 0.0042 |

*Processing delay on MD and ES is independent of network conditions and used across the table.

---

**LTE Emulation:** The full LTE stack is emulated using the opensource software srsLTE [40]. We use Ettus Research’s USRP B210 and B200Mini as radio frontend, and run the LTE UE on an UP Board (mobile device) and the eNodeB on a laptop computer with Intel i7-6700HQ, 16GB RAM and NVIDIA Quadro P500. Another UE is connected to the same eNodeB to generate external traffic.

**WiFi Emulation:** We create an Access Point (AP) using the “hostapd” [41] software on the same laptop which runs the edge server and connect the mobile device. An external node, connected to the same AP, generates traffic over the same wireless channel sharing bandwidth which is set to 54 Mbps as maximum.

In both the networks, we use TCP for the mobile device to edge server data stream and UDP for the external traffic, respectively. The system is deployed in open-field, where the devices are in line-of-sight of each other. To remark how the different parts of the distillation procedure contributes to the final result, we show in the following results for (i) Original model split in the 2\textsuperscript{nd} split point (Org. 2\textsuperscript{nd} SP), (ii) a distilled model without bottleneck (Mimic 2\textsuperscript{nd} SP), (iii) the distilled model with bottleneck (Mimic w/B).

Figure 16 shows the capture-to-output time and its components obtained using the WiFi network as a function of the external traffic load. With increasing external load, the communication delay increases whereas the processing time remains the same. Thus the resulting absolute total delay increases, which is more apparent in configurations where a substantial amount of data is transferred. By minimizing data transfer, our proposed approach is virtually insensitive to channel degradation in the achievable data rate range.

The advantage of our approach is more evident in Figure 17, where we show the mean and variance of the capture-to-output delay. Table 5 reports the value of the various delay components and their variance. We also report the total delay of Mimic 2\textsuperscript{nd} SP, where a portion of the DNN model is run at the mobile device. Mimic 2\textsuperscript{nd} SP has a capture-to-output delay larger than that of Org. ES, as a portion of processing is executed on a slower device and the amount of data transferred is larger than the actual input. Importantly, the variance of the proposed Mimic w/B model is smaller compared to that of both Org. ES and Mimic 2\textsuperscript{nd} SP, mostly due to the fact that a smaller amount of traffic transported over the network reduces protocol interactions such as backoff at the MAC layer and TCP window changes. This observation is confirmed in Figure 18, which shows time series of capture-to-output delay in different traffic conditions. The capture-to-output delay offered by the proposed splitting technique is not only smaller, but is also extremely stable, thus making offloading suitable to mission critical applications.

We performed an analogous set of experiments using the LTE network. Note that here we use an UP Board, which is capable of supporting srsLTE. Note that due to the limited processing speed of the UP Board, which is also executing the data processing task, the maximum sampling rate, and thus the data rate, is smaller compared to that achievable by commercial devices. In the considered setup, also...
due to the power constraints imposed by the programmable radios, the maximum data rate is 3 Mbps. In Figure 19, we observe similar trends to those reported when using high-throughput WiFi-based communications. As the channel degrades, the communication component of the capture-to-output time increases, and the increase is more noticeable if larger amounts of data are transported over the link. Note that LTE mitigates the delay increase when the channel is close to saturation due to the fair scheduling of resource blocks to the two connected devices.

**VI. RELATED WORK**

In this section we discuss some of the recent contributions most related to our technique. We note how this area is still rather fragmented, with few clear trends mostly focusing on model reduction and quantization techniques. Recent work investigates techniques to simplify DNN models and make them deployable on mobile devices. Examples include DeepX [9] and distillation frameworks [17]–[21] already mentioned earlier in the paper. However, such family of approaches applied to large DNN models would result either in a loss of accuracy or in unmanageable complexity for weak mobile devices.

Several recent studies investigate techniques to partition DNN models and distribute the processing load. As for distributed computing, Jeong et al. [42] and Cha et al. [43] discuss distributed training methodologies called federated distillation. Different from these studies, our focus is on split computing for efficient inference rather than training, and our proposed method, head network distillation, can be executed on a single machine. Thus, we describe the related studies on distributed computing for inference.

Kang et al. [10] and Jeong et al. [11] propose partitioning strategies in an edge computing scenario similar to that considered in this paper. However, these approaches do not consider communication delay as a design principle, and only split the original – unaltered – DNN model. As our results show, such approaches would provide a performance gain only in a very limited parameter region, and is applicable only to DNN models with structural bottlenecks. Moreover, Eshratifar et al. [12] demonstrate that from aspects of inference time and energy consumption, it is not an optimal solution to use either mobile computing only or cloud computing. Similarly, Emmons et al. [29] discuss an approach combining DNN splitting and compression methods in vision tasks, and their proposed approach applies transformations (e.g., discrete cosine transform), quantization, and entropy coding to the output from the head portion of DNN models. However, the accuracy degradation of such approach is not evaluated, while insufficient details are provided in the paper to replicate the framework. Li et al. [28] proposes a framework using a partitioning and quantization strategy applied to a neural network to reduce the total delay. However, the compression gain is limited, as aggressive quantization will inevitably degrade accuracy. Therefore the technique is limited to relatively good channel conditions.

Teerapittayanon et al. [27] proposes Distributed Deep Neural Networks (DDNNs) for cloud and edge servers, and mobile devices. Their approach maps sections of DNNs onto a distributed computing hierarchy and uses a quantization approach to reduce communication cost to achieve fast inference. It is reported that DDNN can reduce the communication cost by a factor of over 20 while achieving high accuracy. However, the evaluation is performed on a small dataset, which consists of 851 cropped RGB images (32 × 32 pixels) with 4 class labels. Also, a comprehensive discussion of the computation burden resulting from the allocation is not provided and the DNN architecture is left unaltered.

In [44], Zhao et al. propose DeepThings, a framework for locally distributed and adaptive CNN inference in resource-constrained IoT devices. The proposed framework fuses layers and divides them vertically in a grid fashion instead of horizontally partitioning by layers. Their experiments they show improved memory footprint and inference time using a gateway and up to six edge node devices (Raspberry Pi 3B+). Connected to the considered spectrum...
TABLE 6. Head architectures for DenseNets-169 and -201.

| Teacher | Student |
|---------|---------|
| Input(3 × 224 × 224) | Input(3 × 224 × 224) |
| Conv(o=64, k=7x7, s=2x2, p=3) | Conv(o=64, k=7x7, s=2x2, p=3) |
| BatchNorm | BatchNorm |
| ReLU | ReLU |
| MaxP(k=3x3, s=2x2, p=1, d=0) | MaxP(k=3x3, s=2x2, p=1, d=0) |
| Dense Block(1) [2] | Dense Block(1) [2] |
| Transition Layer(1) [2] | Transition Layer(1) [2] |
| Dense Block (2) [2] | Dense Block (2) [2] |
| Transition Layer(2) [2] | Transition Layer(2) [2] |

o: output channel, k: kernel size, s: stride, p: padding, d: dilation
Layers with italic font indicate high-level layers which are defined in related studies, and include multiple low-level layers. A bold layer with an asterisk indicates our introduced bottleneck point.

of application scenarios, Liu et al. [45] propose an edge assisted real-time object detection system for commodity augmented reality system. The framework uses a fast object tracking approach to reducing delay while preserving detection accuracy. We contend that the technique we propose in this paper could be applied to the framework [45] to improve its performance.

Eshratifar et al. [13] and we [14] introduced the idea of injecting bottlenecks in vision models to facilitate offloading. Building on this idea, very recent contributions inject a bottleneck in MobileNet v2, VGG-16, and ResNet-50 and use a naive training process [15], [16]. Different from our work, the authors focus on much simpler classification tasks on CIFAR-10 and/or -100 datasets that have 10 and 100 different classes. Similar to [27], the RGB images in both the datasets are fixed as 32 × 32 pixels, that may be not big enough to validate their offloading techniques, whereas we used RGB input images with 3 × 224 × 224 and 3 × 299 × 299 pixels in this study. In Table 2, Figures 8 and 9 we demonstrate that their method (Naive) is more time-consuming than the method we propose (HND), and that the models trained using our method consistently outperform those trained using their method when considering a complex classification task with the ImageNet dataset. We observe that the methodology in [15] introduce bottlenecks to MobileNet v2 in the same manner as we did in [14], and train the bottleneck-injected MobileNet v2 with the cross entropy loss in an end-to-end manner (naive training), that induces significant accuracy loss on complex tasks as shown in Figure 8.

There are also studies on model compression and pruning [46], [47]. Such network pruning techniques remove redundant neurons with some thresholds to control model size in compression, but require many iterations of complex operations such as pruning and retraining until it converges. Recently proposed neural architecture search (NAS) approaches such as NAS [48] and AutoML [49] design a network using a reinforcement learning algorithm. One of the baseline models used in this study, MnasNet, is designed by an automated platform-aware NAS [23], and we used published, pretrained MnasNet models. As shown earlier, the powerful version, MnasNet (1.0x) is not small enough to run on a weak device, and the smaller version, MnasNet (0.5x) can run as fast as MobileNet v2 on such a device, but sacrifice the accuracy. Comparing to training methodologies used in this study, such neural architecture search methods require a lot of GPU memories and time to learn, but it would be interesting to investigate the approaches to designing a model with bottleneck.

VII. CONCLUSIONS
In this work – which significantly extends our preliminary study presented in [14] – we propose head network distillation in conjunction with bottleneck injection to improve the performance of edge computing schemes in some parameter regions. We discussed in detail the structure of the student models we develop to achieve in-network compression while placing limited amount of computing load to mobile devices and preserve accuracy. It is demonstrated how bottlenecks with a quantization approach can aggressively reduce the communication delay when the capacity of the wireless channel between the mobile device and edge server is limited. We remark that our results are obtained starting from state-of-the-art models and using a complex dataset. In this study, we consider resource-constrained edge computing systems in challenged networks where the data rates are limited (≤ 10Mbps). The study of specific application scenarios with multiple mobile devices and edge servers and operational environments are left for future work.
TABLE 8. Head architectures for Inception-v3.

| Teacher                                      | Student                                      |
|----------------------------------------------|----------------------------------------------|
| Input(3 x 299 x 299)                         | Input(3 x 299 x 299)                         |
| Conv>({eq}=32, k=3x3, s=2x2, p=0)           | Conv>({eq}=64, k=7x7, s=2x2, p=0)           |
| BatchNorm                                    | BatchNorm                                    |
| RelU                                         | *Conv>({eq}=12, k=2x2, s=2, p=1)             |
| Conv>({eq}=32, k=3x3, s=1)                   | BatchNorm                                    |
| BatchNorm                                    | RelU                                         |
| RelU                                         | Conv>({eq}=64, k=3x3, s=1, p=1)              |
| Conv>({eq}=80, k=1x1, s=1)                   | Conv>({eq}=256, k=2x2, s=1, p=1)             |
| BatchNorm                                    | BatchNorm                                    |
| RelU                                         | Conv>({eq}=192, k=3x3, s=1)                  |
| Conv>({eq}=192, k=2x2, s=1, p=0)             | Conv>({eq}=256, k=2x2, s=1, p=0)             |
| BatchNorm                                    | RelU                                         |
| RelU                                         | Avg(P>({eq}=192, k=2x2, s=1, p=0))           |
| MaxPool2d(3x3, s=2, p=0, d=1)                | Avg(P>({eq}=2x2, s=1, p=0))                  |

APPENDIX

ARCHITECTURES OF TEACHER AND STUDENT MODELS

Here, we provide architectures of teacher and student head models for DenseNets-169 and -201, ResNet-152 and Inception-v3 in Tables 6, 7, and 8 respectively. Splitting points in our student models are indicated by boldface with an asterisk mark. Note that the tables do not include their tail architectures since architectures of student tail models are identical to those of their teacher tail models.
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