Quantum reactive scattering in the long-range ion-dipole potential
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An ion and a polar molecule interact by an anisotropic ion-dipole potential scaling as $-\alpha \cos(\theta)/r^2$ at large distances. Due to its long-range character, it modifies the properties of angular wave functions, which are no longer given by spherical harmonics. In addition, an effective centrifugal potential in the radial equation can become attractive for low angular momenta. In this paper, we develop a general framework for ion-dipole reactive scattering, focusing on the regime of large $\alpha$. We introduce modified spherical harmonics as solutions of angular part of the Schrödinger equation and derive several useful approximations in the limit of large $\alpha$. We present the formula for the scattering amplitude expressed in terms of the modified spherical harmonics and we derive expressions for elastic and reactive collision rates. The solutions of the radial equation are given by Bessel functions, and we analyse their behaviour in two distinct regimes corresponding, basically, to attractive and repulsive long-range centrifugal potentials. Finally, we study reactive collisions in the universal regime, where the short-range probability of loss or reaction is equal to unity.

I. INTRODUCTION

Hybrid systems involving cold atoms and ions are gaining increasing attention both in theory and experiment [1]. On one hand, recent experiments have succeeded in combining ions confined in radio-frequency traps with ultracold atomic gases stored in optical potentials [2,9], or producing charged particles directly in the ultracold gas via Rydberg excitation [10]. On the other hand, theoretical proposal have shown the relevance of such systems for a number of applications, ranging from implementation of quantum gates [11,12] and quantum simulations [13,14] to fundamental studies of low-energy collisions and molecular states [15–21]. Much recent work has been focused on studying controlled chemical reactions at low temperatures in such systems [22–25].

Another powerful platform for fundamental research in quantum physics are ultracold gases of molecules [26–30]. Trapping of ultracold polar molecules in optical lattices leads to a variety of novel quantum phases or can be applied to perform quantum computations [31,32]. Thus far, quantum degenerate regime has been achieved only for bialkali dimers [33–35]. Bialkali molecules in the ro-vibrational ground state can be classified into reactive and non-reactive ones [36]. While reactive collisions can be explained by relatively simple quantum scattering models based on the properties of the long range potential [37,38], collisions of nonreactive molecules are far more complicated, as the scattering is affected by the presence of a dense spectrum of overlapping resonances, leading to so-called sticky collisions [39]. Their theoretical treatment is based on methods derived from random-matrix theory [40,41]. Ultracold chemical reactions of molecules can be controlled by external fields [42], internal spin states [43], or by aligning them in optical lattice structures of reduced dimensions [44,45]. So far they have been studied experimentally in K\textsubscript{Rb} [46,47,48] and triplet Rb\textsubscript{2} [49]. Modern techniques in manipulation of single atoms in optical tweezers, have allowed to assembly ultracold molecules directly from two atoms in a single, controlled chemical reaction [50].

Recently, first steps have been done towards combining of cold polar molecules with cold molecular ions in a single experimental setup [51]. Motivated by these attempts, in this work we study quantum scattering of an ion with a polar molecule in the low-energy regime. Here, we consider only collisions in the long-range part of the interaction given by the ion-dipole potential and assume fixed orientation of the electric dipole moment in the course of the collision. We note, that in general spatial orientation of a molecule varies in time, and even ultracold polar molecules in the ground state of rotational motion rotate having no net electric dipole moment. In this sense, our study is a necessary prerequisite before performing more elaborated analysis including rotational degrees of freedom, and the effects of molecule polarization by the ion’s charge or an external electric field. Hence, the full description of the scattering problem would require solving a set of close-coupled equations expanded in the basis of rotational states of a molecule. In this context, our solutions derived in the current paper can be useful as expansion basis of the relative motion, describing long-range behaviour of the wave function components.

Another situation when our treatment is directly applicable is the collision of a very light charged particle like electron or positron with a heavy molecule. In such collisions the electron (positron) energy is much higher than rotational constant, and the scattering calculations can be done for a fixed orientation of a polar molecule. For such systems, ion-dipole collisions have been systematically studied, in particular in the low-energy regime [52–56]. In this context, it is known that long-range ion-dipole potential $-\alpha \cos(\theta)/r^2$ modifies properties of angular momentum wave function introducing correction to the centrifugal potential in the radial equation [57]. It was shown that for dipole moments larger than the critical value $\alpha_{cr} = 1.279$, the potential becomes too at-
tractive (at least in some directions) [75], and the collapse to the center takes place [68].

In collisions of atomic or molecular ions and polar molecules, typical values of $\alpha$ parameter are very large, and such a regime requires a separate analysis. So far, ion-molecule collisions have been studied by means of a classical dynamics, semi-classical approximation or variational methods [76–80]. In this paper we study the scattering problem for ion-dipole potential, focusing on the regime of very large $\alpha$ parameter: $\alpha \gg 1$. In such a case, the wave functions at $r \to 0$ is singular, and one needs to impose some supplemental boundary conditions, defining the short-range behaviour of the wave function. This could be done, for instance, in the spirit of the quantum-defect theory (QDT) [81–85], where one introduces some short-range parameters, that weakly depend both on the collision energy and on the angular momentum of the relative motion [24].

In general, such a treatment can be extended to the case of reactive scattering, where apart from the phase parameters, one additionally introduces amplitude of the short-range reaction processes [50–51]. For realistic collisions, the short-range QDT parameters, depend on the details of the short-range potential of a specific system. In this paper, we perform analysis of reactive scattering in the universal regime, when the reaction probability is equal to unity at short range. In this very special case, there is no outgoing probability flux at small distances, and the phase of the wave function at small distances is not important, hence, there is no need to include any additional QDT parameters.

The paper is organized as follows. In Section II we show how the Schrödinger equation separates into the radial and angular parts. In Section III we derive some useful properties of modified spherical harmonics, which are later used in Sec. IV to calculate the scattering amplitude. The general formulas for elastic and reactive collision rates are derived in Sec. V and Sec. VI respectively. In Sec. VII we investigate properties of modified spherical harmonics, while Sec. VIII is devoted to analysis of the radial solutions. Reactive scattering in the universal limit is discussed in Sec. IX. We conclude in Sec. X presenting some final remarks.

II. SEPARATION OF THE SCHÖDINGER EQUATION

We consider scattering of a molecule with a permanent electric dipole moment, and a charged particle, which could be for instance monoatomic ion as well as electron or positron. We assume that the dipole moment orientation is fixed in space, which is equivalent to solving the equations of motion in a body-fixed frame related to the polar molecule. The Schrödinger equation describing the wave function of the relative motion in the ion-dipole potential

$$
\frac{\hbar^2}{2\mu} \left( -\frac{1}{r^2} \frac{\partial}{\partial r} r^2 \frac{\partial}{\partial r} + \frac{\hat{r}^2}{r^2} \right) \psi(r) + V_{id}(r) \psi(r) = E \psi(r),
$$

where $\mu$ is the reduced mass of the particles, $V$ is the interaction potential between the ion with charge $q$ and a polar molecule with dipole moment $\mathbf{d}$. The square of the angular momentum operator is given by

$$
\hat{l}^2 = -\frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) - \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \phi^2}.
$$

The interaction potential is given by the scalar product of the dipole moment $\mathbf{d}$ and the electric field $\mathbf{E}$ of the ion:

$$
V_{id}(r) = -\mathbf{d} \cdot \mathbf{E} = -\frac{qd \cdot r}{4\pi \epsilon_0 r^3}.
$$

Denoting the angle between the vectors $\mathbf{d}$ and $\mathbf{E}$ by $\theta$, we have

$$
V_{id}(r) = -\frac{qd \cos \theta}{4\pi \epsilon_0 r^2}.
$$

Introducing $E = \hbar^2 k^2 / 2\mu$, the Schrödinger equation can be written as

$$
\left( -\frac{1}{r^2} \frac{\partial}{\partial r} r^2 \frac{\partial}{\partial r} + \frac{\hat{r}^2}{r^2} - \frac{\alpha \cos \theta}{r^2} \right) \psi(r) = k^2 \psi(r),
$$

The dimensionless parameter $\alpha$ is given by:

$$
\alpha = \frac{qd}{4\pi \epsilon_0} \frac{2\mu}{\hbar^2}.
$$

In physical systems composed of a polar molecule and a monoatomic ion, a permanent dipole moment is of the order of 1D (Debye). For such systems, $\alpha$ is usually a large number. From the point of view of recent experiments on ultracold systems, the most relevant are polar molecules of two-alkali metal atoms and alkaline earth metal ions. In such a case $\alpha$ ranges from $\alpha = 4.43 \times 10^3$ for LiNa–$^9$Be$^+$ up to $\alpha = 6.07 \times 10^5$ for LiCs–$^{174}$Yb$^+$. In contrast, for electron/positron scattering on a molecule with a permanent dipole moment, $\alpha$ is typically of the order of one.

The system possess cylindrical symmetry, so the quantum number $m$ associated with the $z$-component of the angular momentum is conserved. In general the wave function $\psi(r)$ can be decomposed into the radial $R(r)$ and angular $\hat{Y}_m(\theta, \phi)$ parts

$$
\psi(r) = R_m(r) \hat{Y}_m(\theta, \phi).
$$

The centrifugal barrier and the dipol-ion potential fall off with the distance according to the same power law. Therefore the radial and angular part of the wave functions can be solved independently. We introduce the operator

$$
\hat{U} = \hat{l}^2 - \alpha \cos \theta
$$
that describes the angular part of the stationary states \( Y_{\ell,m}(\theta, \phi) \). We put an additional index \( \ell \) to that function, which numbers the eigenvalues of \( \hat{U} \). The solution of the eigenvalue problem

\[
(\hat{\mathbf{I}} - \alpha \cos \theta) \hat{Y}_{\ell,m}(\theta, \phi) = \lambda_{\ell,m} \hat{Y}_{\ell,m}(\theta, \phi),
\]

(9)
gives the spectrum \( \lambda_{\ell,m} \) and the corresponding eigenfunctions \( \hat{Y}_{\ell,m}(\theta, \phi) \), which in the rest of the paper will be referred as modified spherical harmonics. We choose the numbering of the eigenvalues so that \( \ell = |m|, |m| + 1, |m| + 2, \ldots \). Using this convention, in the limiting case of vanishing \( \alpha \), we recover \( \lambda_{\ell,m} \rightarrow \ell(\ell+1) \) and the modified spherical harmonics \( \hat{Y}_{\ell,m}(\theta, \phi) \) reduce to standard spherical harmonics \( Y_{\ell,m}(\theta, \phi) \). Similarly to standard spherical harmonic, we choose their normalization in the way, they form an orthogonal basis

\[
\int d\Omega \hat{Y}_{\ell,m}(\theta, \phi) \hat{Y}_{\ell',m'}(\theta, \phi) = \delta_{\ell,\ell'}\delta_{m,m'}.
\]

(10)
The next step is to solve the radial part of the Schrödinger equation given by

\[
\left(-\frac{1}{r^2} \frac{\partial}{\partial r} r^2 \frac{\partial}{\partial r} + \frac{\lambda_{\ell,m}}{r^2}\right) R_{\ell,m}(r) = k^2 R_{\ell,m}(r).
\]

(11)
On sufficiently large distances, when the short range potential can be entirely neglected and only dipol-ion interaction is present, the radial part can be expressed in terms of spherical Bessel functions of the order given by a real or purely imaginary number.

### III. RESOLUTION OF PLANE WAVE IN MODIFIED SPHERICAL HARMONICS

Before we analyse the scattering problem, we present two formulas that are used in derivation of the scattering amplitude. The first is the resolution of the identity operator:

\[
\sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} Y_{\ell,m}^*(n_1) Y_{\ell,m}(n_2) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \tilde{Y}_{\ell,m}^*(n_1) \tilde{Y}_{\ell,m}(n_2) \nonumber
\]

\[
= \frac{1}{\sin \theta_1} \delta(\theta_1 - \theta_2) \delta(\phi_1 - \phi_2),
\]

(12)
where \( n_i \) are unit vectors along \( \theta_i \) and \( \phi_i \) (\( i = 1,2 \)). The vectors \( n_1 \) and \( n_2 \) can be interchanged on each side without affecting the sums. Also, the position of the complex conjugate is unimportant. This formula represents the fact that eigenvectors of operator \( \hat{U} \) form a complete orthogonal basis (for fixed value of \( \alpha \)).

The second formula is the expansion of the plane wave \( e^{ik \cdot r} \) in the basis of the modified spherical harmonics \( \hat{Y}_{\ell,m} \). We start from the familiar expansion (see e.g. [25])

\[
e^{ik \cdot r} = 4\pi \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} i^\ell \frac{j_\ell(kr)}{\ell} \hat{Y}_{\ell,m}(\hat{k}) \hat{Y}_{\ell,m}(\hat{r}),
\]

(13)
where \( j_\ell(x) \) is the spherical Bessel function of the first kind, \( \hat{k} \) and \( \hat{r} \) are unit vectors (denoted by hat) directed along \( k \) and \( r \). For large values of \( r = |r| \) this expansion takes the following form:

\[
e^{ik \cdot r} \xrightarrow{|r| \to \infty} 4\pi \sum_{\ell,m} \frac{\sin \left(kr - \frac{\ell\pi}{2}\right)}{kr} \ell Y_{\ell,m}^*(\hat{k}) Y_{\ell,m}(\hat{r}).
\]

(14)
This can be rewritten as

\[
e^{ik \cdot r} = \frac{4\pi}{2ikr} \sum_{\ell,m} \left( e^{ikr} - (-1)^\ell e^{-ikr}\right) Y_{\ell,m}^*(\hat{k}) Y_{\ell,m}(\hat{r})
\]

(15)
\[
= \frac{4\pi}{2ikr} \sum_{\ell,m} \left( e^{ikr} Y_{\ell,m}(\hat{k}) Y_{\ell,m}(\hat{r}) - e^{-ikr} Y_{\ell,m}^*(-\hat{k}) Y_{\ell,m}(\hat{r})\right).
\]

Here, we have used the parity of the spherical harmonics \(-1)^\ell Y_{\ell,m}(k) = Y_{\ell,m}(-k)\). Employing Eq. [12] in the second line in the above formula, we arrive at

\[
e^{ik \cdot r} = \frac{2\pi}{ikr} \sum_{\ell,m} \left( e^{ikr} \tilde{Y}_{\ell,m}(\hat{k}) \tilde{Y}_{\ell,m}(\hat{r}) - e^{-ikr} \tilde{Y}_{\ell,m}^*(-\hat{k}) \tilde{Y}_{\ell,m}(\hat{r})\right).
\]

Note, that equivalently the minus sign in front of \( \hat{k} \) in the second term could be put in the front of \( \hat{r} \). This formula cannot be further simplified, because modified spherical harmonics \( \tilde{Y}_{\ell,m}(\hat{r}) \) in general do not have specified parity.

### IV. SCATTERING PROBLEM

In the scattering problem we solve the Schrödinger equation [1] with the boundary conditions

\[
\psi(r) \xrightarrow{|r| \to \infty} e^{ik \cdot r} + f(k_i \to k) e^{ikr}/r,
\]

(16)
where \( k_i \) is the initial wavevector of the incident particle, \( k = kr \) and \( f(k_i \to k) \) is the scattering amplitude describing the scattering process. Note, that the above wave function is normalized such that the probability current of the incident particle (plane wave \( e^{ik \cdot r} \)) is \( \hbar k_i/\mu \), which is its velocity.

Below, we express the amplitude \( f \) in modified spherical harmonics \( \tilde{Y}_{\ell,m} \) and elements \( S_{\ell,m} \) of the scattering \( S \)-matrix defined as follows. After solving the radial part of the Schrödinger equation [11], we find its asymptotic form for large \( r \):

\[
R_{\ell,m}(r) \xrightarrow{|r| \to \infty} \frac{i}{2kr} \left( e^{-i(kr - \frac{\ell\pi}{2})} - S_{\ell,m} e^{i(kr - \frac{\ell\pi}{2})} \right) A_{\ell,m},
\]

(17)
where \( A_{\ell,m} \) are given by the boundary conditions of the considered physical problem, and \( S_{\ell,m} \) are the elements of the scattering \( S \)-matrix.

Now, we will find the scattering amplitude. We start with the paricles wave function written in the basis \( R_{\ell,m}(r) \) and \( \tilde{Y}_{\ell,m}(\hat{r}) \)

\[
\psi(r) = \sum_{\ell,m} R_{\ell,m}(r) \ell \tilde{Y}_{\ell,m}(\hat{r}),
\]

(18)
where $R_{\ell,m}(r)$ is given by \[17\]. Setting the coefficients $A_{\ell,m} = 4\pi (-1)^{\ell} Y_{\ell,m}(-k_i)$, we find the relation \[16\], where the scattering amplitude is given by

$$f(k_i \rightarrow k) = \frac{4\pi}{2ik} \sum_{\ell,m} \left( e^{i\ell} S_{\ell,m} \tilde{Y}_{\ell,m}(-k_i) - \tilde{Y}_{\ell,m}(k_i) \right) \tilde{Y}_{\ell,m}(k). \tag{19}$$

In the following sections we present the formulas for elastic and reactive collision rate constants $K^{el}$ and $K^{re}$.

V. ELASTIC COLLISION RATE $K^{el}$

The radial coordinate $j_r$ of the probability current for the term $f e^{ikr}/r$, describing the scattering wave, is given by $j_r = \hbar k |f|^2/\mu r^2$. The differential elastic cross section $d\sigma^{el}/d\Omega$ is defined by the following relation: $d\sigma^{el}(k_i \rightarrow k) = (d\sigma^{el}/d\Omega) d\Omega$, where $d\sigma^{el}(k_i \rightarrow k)$ is the differential part of the total cross section, that contributes to the scattering into the solid angle $d\Omega$. By equating the number of particles scattered into the solid angle $d\Omega$ per unit time: $j_r d\Omega r^2$, with the number of particles in the incident particle probability flux $d\sigma^{el} u_i$, we obtain $d\sigma^{el}(k_i \rightarrow k) = j_r/2\mu r^2 d\Omega$, where $u_i = \hbar k_i/\mu = \hbar k/\mu$ is the velocity of incident particles, and we assume that probability density in the incident wave function is normalized to unity: $\rho = |\psi|^2 = 1$, in accordance with normalization of the wave function assumed in \[16\]. Hence, $d\sigma^{el}(k_i \rightarrow k) = \int f^2 d\Omega$. The total elastic cross section is obtained by integrating $d\sigma^{el}(k_i \rightarrow k)/d\Omega$ over all possible directions $k$ of the scattered particle, $\sigma^{el}(k_i) = \int (d\sigma^{el}(k_i \rightarrow k)/d\Omega) d\Omega$. Inserting here the formula \[19\], we arrive at

$$\sigma^{el}(k_i) = \frac{2\pi^2}{k^2} \sum_{\ell,m} e^{i\ell} S_{\ell,m} \tilde{Y}_{\ell,m}(-k_i) - \tilde{Y}_{\ell,m}(k_i)^2. \tag{20}$$

This final expression for the total cross section depends on the direction of the incident particle $k_i$. It is thus natural to consider the cross section averaged over all possible directions of incidence. Therefore, the averaged elastic cross section is given by $\sigma^{el}(k_i)$ averaged over direction of $k_i$:

$$\bar{\sigma}^{el} = \frac{1}{4\pi} \int \sigma^{el}(k_i) d\Omega_i. \tag{21}$$

Note that the $\bar{\sigma}^{el}$ does not depend only on $S_{\ell,m}$ but also on the form of $\tilde{Y}_{\ell,m}$. This comes from the fact that the potential $V_{el}(r)$ is not spherically symmetric. This is mathematically expressed by the fact that the scalar product $\int \tilde{Y}_{\ell,m}(-k_i) \tilde{Y}_{\ell,m}(k_i) d\Omega_i$ in general depends on $\alpha$, whereas in the case of spherical harmonics we have $\int \tilde{Y}_{\ell,m}(-k_i) \tilde{Y}_{\ell,m}(k_i) d\Omega_i = (-1)^\ell$. Nevertheless, an important simplification comes from the presence of the cylindrical symmetry. Namely, the function $\sigma^{el}(k_i)$ depends only on angle $\theta_i$ between the dipole moment $d$ and $k_i$. This can be seen from \[20\], where the phase $\phi$ enters only as a phase $e^{im\phi}$ which is unimportant after taking the modulus squared. Consequently, in Eq. \[21\] only the integration over one variable $\theta_i$ has to be performed.

Here, we will give an expression for the elastic collision rate constant $K^{el}$, which is by definition given by the averaged elastic cross section and the velocity of the incident particle:

$$K^{el} = v_i \bar{\sigma}^{el}, \tag{22}$$

An alternative formulation involves the probability flux $f^{el}^\text{out}$ of the scattered particle. It is given by

$$K^{el} = \frac{1}{4\pi} \int d\Omega_i \int d\Omega j_r r^2, \tag{23}$$

taken at the limit $r \rightarrow \infty$. Following the normalization assumed in \[10\], we have assumed that the flux of the incident particles is equal to the velocity $v_i = \hbar k_i/\mu$, i.e. one particle per unit area per unit time.

It can be shown that for a pure ion-dipole potential, the total scattering cross section is infinite, which is a consequence of its long-range character and the anisotropy. Mathematically, it is related to the fact, that in the expression for the cross section, given by Eq. \[20\], a mixed term $Y_{\ell,m}(-k_i) Y_{\ell,m}^*(k_i)$ appears. Without the anisotropy, the modified spherical harmonics are equal to the standard ones, and this term is exactly $(-1)^\ell$ after integration over directions of $k_i$. With the anisotropy, the term approaches the standard value, but not sufficiently fast, to make the integral convergent (see the details in Appendix C).

VI. REACTIVE COLLISION RATE $K^{re}$

The reactive rate constant $K^{re}$ is most easily obtained by formulating it as a lost probability flux averaged over all directions. We rewrite Eq. \[10\] in terms of amplitudes $f_{\text{out}}(r)$ and $f_{\text{in}}(r)$:

$$e^{ikr} r + f(k_i \rightarrow k) e^{ikr} r \int_{|r| \rightarrow \infty} \frac{1}{|r|} d\Omega_i \rightarrow \infty \tag{24}$$

$$f_{\text{out}}(\theta, \phi) e^{ikr} r + f_{\text{in}}(\theta, \phi) e^{ikr} r.$$  

The radial component of probability flux corresponding to the outgoing and incoming particle are given by $j_r^{\text{out}} = \hbar k |f_{\text{out}}|^2/(\mu r^2)$ and $j_r^{\text{in}} = \hbar k |f_{\text{in}}|^2/(\mu r^2)$, respectively. The difference between these currents integrated over all possible directions of the scattered particle describes the rate of the probability loss due to the reactions during the scattering process. The reactive rate is given by that loss of the probability averaged over all directions of incidence (calculated at the limit $r \rightarrow \infty$):

$$K^{re} = \frac{1}{4\pi} \int d\Omega_i \int d\Omega (j_r^{\text{out}} - j_r^{\text{in}})^2. \tag{25}$$
It should be noted that the above formula resembles the equation \((23)\), using the formula for the scattering amplitude found above, see Eq. \((19)\), the reactive rate can be expressed in terms of the scattering matrix elements \(S_{\ell,m}\) according to the formula:

\[
K^{\text{re}} = \frac{\hbar k_i}{\mu} \frac{\pi}{k_i^2} \sum_{\ell,m} \left( 1 - |S_{\ell,m}|^2 \right). \tag{26}
\]

Unlike the elastic rate, this equation is similar to the usual relation for the reactive rate expressed in spherical harmonics.

\textbf{VII. SOLUTION OF THE ANGULAR PART}

Below we present general features of the solutions for the angular part of the wave functions. The equation that we consider is expressed by Eq. \((1)\). To proceed, we decompose \(\hat{U}\) in the basis of spherical harmonics. We express \(\hat{Y}_{\ell,m}\) as a linear combination of spherical harmonics \(Y_{\ell,m}\):

\[
\hat{Y}_{\ell,m} = \sum_{\ell' = |m|}^{\infty} c^{(m)}_{\ell,\ell'} Y_{\ell',m}. \tag{27}
\]

Note that all the harmonics have the same quantum number \(m\). The coefficients \(c_{\ell,\ell'}^{(m)}\) follow from the diagonalization of the operator \(\hat{U}\).

In order to solve the eigenvalue problem, we need to evaluate the matrix elements of this operator. The operator \(\hat{l}^2\) is diagonal in the basis of \(Y_{\ell,m}\). The matrix elements of the \(\cos \theta\) are given by:

\[
\int_0^{2\pi} d\phi \int_0^\pi d\theta Y_{\ell',m'}^*[\theta,\phi] \cos \theta Y_{\ell,m}(\theta,\phi) \sin \theta = \delta_{m,m'} \left( \delta_{\ell',\ell-1} \beta_{m,\ell} + \delta_{\ell',\ell+1} \beta_{m,\ell+1} \right), \tag{28}
\]

with \(\beta_{m,\ell} = \sqrt{(\ell^2 - m^2)/(4\ell^2 - 1)}\); the matrix elements are zero if \(l \not= |m|\).

Denoting now the eigenvalues of \(\hat{l}^2\) by \(\ell\) for \(\ell(\ell + 1)\), and the contribution from the dipole by \(D_\ell = -\alpha \beta_{m,\ell}\), the matrix \(\hat{U}\) takes the following form:

\[
\hat{U} = \begin{pmatrix}
V_0 & D_{\ell+1} & \cdots & \cdots & \cdots \\
D_{\ell+1} & V_{\ell+1} & D_{\ell+2} & \cdots & \cdots \\
\vdots & \vdots & \vdots & \ddots & \cdots \\
\cdots & \cdots & \cdots & \cdots & D_{\ell+1} \\
\end{pmatrix}
\]

\[
\text{The eigenproblem for this matrix with } \ell \gg |m| \text{ is expressed by the equation}
\]

\[
\ell'(\ell' + 1) c^{(m)}_{\ell',\ell'} - \alpha \left( \beta_{m,\ell} c^{(m)}_{\ell,\ell-1} + \beta_{m,\ell+1} c^{(m)}_{\ell,\ell+1} \right) = \lambda_{\ell,\ell'} c^{(m)}_{\ell,\ell'} . \tag{31}
\]

Below we present the results of numerical calculations of the modified spherical harmonics \(\hat{Y}_{\ell,m}\) in the regimes \(\alpha \sim 1\) and \(\alpha \gg 1\).

\textbf{A. Angular orbitals for intermediate values of } \alpha

In this section we investigate the properties of angular wave functions numerically. To this end we diagonalize the matrix \(\hat{U}\) given in Eq. \((30)\), truncating it for final \(\ell_{\text{max}} = 4000\) and evaluate the modified spherical harmonics for \(\alpha = 1\) and \(\alpha = 10\), assuming \(m = 0\).

The results are plotted in Figs. 1 and 2, where we display three-dimensional plots of \(|\hat{Y}_{\ell,m}(\theta,\phi)|^2\) as a function of \(\theta\) and \(\phi\) for \(\ell = 0, 1, 2, 3\). Since all the function \(\hat{Y}_{\ell,m}\) are proportional to \(e^{im\phi}\), the shown plots possess cylindrical symmetry with respect to rotations about \(z\)-axis.

We observe that for \(\alpha = 1\) modified spherical harmonic look similarly to standard spherical harmonics, but they are slightly shifted toward upper half-plane, which is due to the attractive part of the ion-dipole potential. However, for \(\alpha = 10\) the orbitals are highly anisotropic, and they are no longer symmetric with respect to reflections \(z \rightarrow -z\). In the figure, the gray XY surface marks \(z = 0\) plane, and the intersection of the orbital with that plane is shown by a white contour. In particular, the orbitals \(\ell = 0, m = 0\) for both \(\alpha = 1\) and \(\alpha = 10\) are strongly shifted to upper half-space.

In Fig. 3 we present dependence of the orbital \(\ell = 0\) and \(m = 0\) on \(\alpha\). We note that for increasing value of \(\alpha\), orbitals become more anisotropic. Even for relatively low values \(\alpha \approx 1\), the displacement of the orbital is significant compared to the isotropic case \(\alpha = 0\).
The numerical calculations show that for large values of $\alpha$, the lowest orbitals $\tilde{Y}_{\ell,m}$ are localized close to $\theta \approx 0$. In such a case one can expand Eq. (9) around that point, and obtain approximate form of angular orbitals analytically. To this end, we introduce the function $\Theta(\theta)$ by writing:

$$\tilde{Y}_{\ell,m}(\theta, \phi) = \Theta_{\ell,m}(\theta) e^{-im\phi} \sqrt{\frac{2}{\pi}}.$$  \hspace{1cm}(32)

The problem of finding eigenvalues and eigenvectors of $\hat{U}$ reduces to finding a solution for $\Theta_{\ell,m}(\theta)$ of the following equation:

$$\left[ \frac{m^2}{\sin^2 \theta} - \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) - \alpha \cos \theta \right] \Theta_{\ell,m} = \lambda_{\ell,m} \Theta_{\ell,m}$$  \hspace{1cm}(33)

where $\lambda_{\ell,m}$ is an eigenvalue of $\hat{U}$. Note that in the equation $m$ parameter enters only in $m^2$ term, so $\lambda_{\ell,m}$ and $\Theta_{\ell,m}(\theta)$ depend only on $|m|$.

We exploit now the fact that the functions are localized around $\theta \approx 0$ and expand Eq. (33) for small $\theta$ substituting: $\cos \theta \approx 1 - \frac{1}{2} \alpha^2$ and $\sin \theta \approx \theta$. This leads to

$$\left[ - \frac{\partial^2}{\partial \theta^2} - \frac{1}{\theta} \frac{\partial}{\partial \theta} + \frac{m^2}{\theta^2} - \alpha + \frac{1}{2} \alpha^2 \right] \Theta_{\ell,m}(\theta) = \lambda_{\ell,m} \Theta_{\ell,m}(\theta).$$  \hspace{1cm}(34)

The solutions that satisfy appropriate boundary conditions, i.e. is finite for $\theta = 0$ and vanish for large $\theta$, are given in terms of confluent hypergeometric function:

$$\Theta_{\ell,m}(\theta) = N_{\ell,m}^{1/2} |m| e^{-\frac{1}{2} \sqrt{2} \theta^2} F_1 \left( -n, |m| + 1, \frac{\sqrt{\alpha^2}}{2} \theta^2 \right),$$  \hspace{1cm}(35)

where the quantum number $n = \ell - |m| = 0, 1, 2, \ldots$, indexes the number of nodes of the angular wave function. The corresponding eigenvalues are given by:

$$\lambda_{\ell,m} = -\alpha + \sqrt{2} \alpha (2\ell - |m| + 1) = -\alpha + \sqrt{2} \alpha (2n + |m| + 1).$$  \hspace{1cm}(36)
The spectrum of $\hat{U}$ operator start at $-\alpha + \sqrt{2\alpha(|m| + 1)}$. The lowest lying eigenvalues are evenly distributed with interval $2\sqrt{2\alpha}$. The eigenvalues increase with growing $|m|$. For completeness, we give here the normalization constant, which is given by

$$N_{\ell,m} = \frac{2(\alpha/2)^{|m|+1/2}}{(|m|)!} \left( \frac{\ell}{|m|} \right).$$ (37)

From the form of solution $\Theta_{\ell,m}(\theta)$, it can be seen that the function $\Theta_{\ell,m}(\theta)$ is negligible for $\theta \gg (2/\alpha)^{1/4}$, and combining this with the condition $\theta \ll 1$ we obtain the necessary condition for the validity of the presented approximation

$$(2/\alpha)^{1/4} \ll 1.$$ (38)

If this parameter is small, the approximation that led to Eqs. (35) and (36) is applicable. This condition, however, is not sufficient, because for large $\ell$, the wave function extends to larger $\theta$, and we violate the condition $\theta \ll 1$. From quasi-classical considerations (see subsection VII B 3) we obtain that the region of nonvanishing wave function is of the order of $\theta \lesssim \sqrt{(1 + \lambda_{\ell,m}/\alpha)}$. This gives the required condition for $\ell$

$$2\ell \ll \sqrt{\alpha/2} + |m|.$$ (39)

The low-lying part of the spectrum, as indicated by Eq. (36), is linear in $\ell$. In Fig. 4 we present the spectrum of $\hat{U}$ for $\alpha = 3.65 \times 10^4$ for different values of $m$ calculated numerically by solving Eq. (31). This value of $\alpha$ roughly corresponds to collisions of KRb polar molecule with $^{86}$Sr$^+$ or $^{87}$Rb$^+$ ions. We observe at small values of $\ell$, that the spectrum exhibits linear behaviour, which is well described by Eq. (36) for $m = 0$ and $m = 50$. For $m = 100$ the slope of the linear dependence at small $\ell$ is slightly different than predicted by Eq. (36). At large values of $m$ the spectrum is no longer linear with $\ell$, and interestingly it becomes universal, not depending on the value of $m$.

2. Continuous-$l$ approximation.

In this section we exploit the fact that for large $\alpha \gg 1$ the coefficients $c_{\ell,l}^{(m)}$ in Eq. (27), which enter the recurrence relation (31), change smoothly with $\ell$. The details of the derivation can be found in Appendix A here, we merely state the final results.

First, we introduce the small parameter of the expansion, which is $\epsilon = \alpha^{-1/4}$. Then we drop indices $\ell$ and $m$, rename $\lambda_{\ell,m}$ to $\lambda$ and write $c_{\ell,l}^{(m)}$ as $c(l)$. Next, we introduce new variable $x = l$ and define $\tilde{c}(x) = \tilde{c}(l) = c(l)$, and new parameter $\tilde{\lambda}$ by the relation: $\tilde{\lambda} = \lambda \epsilon^4$, where $\lambda$ is the order of unity. After expanding in small parameter $\epsilon$, Eq. (31) takes the following form (with higher order terms being neglected):

$$-\frac{1}{2} \epsilon''(x) + \left( \frac{m^2 - 1/4}{2x^2} + x^2 \right) \epsilon(x) = \frac{\tilde{\lambda} + 1}{\epsilon^2} \tilde{\epsilon}(x).$$ (40)

The solution that is finite both at $x \to 0$ and for large $x$ is given in terms of the confluent hypergeometric function:

$$\tilde{c}^{(n)}(x) \propto e^{-x^2/2} x^{m+1/2} _1 F_1(-n, |m| + 1, \sqrt{2x^2}),$$ (41)

where $n = 0, 1, 2, 3, \ldots$ is the quantum number labelling the solutions, and the eigenvalues are given by

$$\lambda_n = -\alpha + \sqrt{2\alpha(2n + |m| + 1)}.$$ (42)

We notice that eigenvalues in Eq. (42) are identical as in Eq. (36).

3. Quasi-classical approximation.

The last approach that we apply to solve the angular part of the Schrödinger equation in the regime $\alpha \gg 1$ is the quasi-classical approximation. Our starting point is Eq. (33). We introduce the function $\chi(\theta)$ defined by

$$\chi_{\ell,m}(\theta) = \Theta_{\ell,m}(\theta) \sqrt{\sin \theta},$$ (43)

with normalization condition

$$\int_0^\pi |\chi_{\ell,m}(\theta)|^2 d\theta = 1.$$ (44)

This new function $\chi$ satisfies the following exact equation, that resembles the Schrödinger equation:

$$-\chi''_{\ell,m}(\theta) + \tilde{c}(\theta) \chi_{\ell,m}(\theta) = \epsilon_{\ell,m} \chi_{\ell,m}(\theta),$$ (45)
with the effective potential:
\[
\ddot{v}(\theta) = \alpha (1 - \cos \theta) + \frac{m^2}{\sin^2 \theta} - \frac{1}{4},
\]
where the eigenvalue \( \varepsilon_{\ell,m} = \lambda_{\ell,m} + \alpha + \frac{1}{4} \). Below, where no ambiguity arises, we drop the indices \( \ell \) and \( m \) in \( \chi \) and \( \varepsilon \).

Eq. (45) is the stationary Schrödinger equation for a particle moving in potential \( \ddot{v}(\theta) \) with energy \( \varepsilon \). In the quasi-classical approximation we introduce left and right classical turning points, denoted further by \( \theta_L \) and \( \theta_R \), respectively, defined by \( k_{c1}(\theta_L) = k_{c1}(\theta_R) = 0 \), and \( \theta_L < \theta_R \). The classical wavevector \( k_{c1} \) is given by
\[
k_{c1}(\theta) = \sqrt{\varepsilon - v(\theta)}.
\]

Applying the quasi-classical method to the radial Schrödinger equation requires inclusion of the so-called Langer correction \([86]\), which basically boils down to dropping of \( 1/4 \) in the second term of Eq. (46)
\[
v(\theta) = \alpha (1 - \cos \theta) + \frac{m^2}{\sin^2 \theta}.
\]

Within the quasi-classical approximation, the wave functions for the eigenstates in the classically accessible region are given by:
\[
\chi(\theta) = \frac{C}{\sqrt{|k_{c1}(\theta)|}} \cos \left( \int_{\theta}^{\theta_R} k_{c1}(\theta') d\theta' - \frac{\pi}{4} \right), \quad (49)
\]
for \( \theta_L < \theta < \theta_R \), and far from the ends of that interval. In the classically inaccessible region, the wave function are given by
\[
\chi(\theta) = \frac{C}{2 \sqrt{|k_{c1}(\theta)|}} \exp \left( - \int_{\theta}^{\theta_R} |k_{c1}(\theta')| d\theta' \right), \quad (50)
\]
for \( \theta > \theta_R \), and
\[
\chi(\theta) = -\frac{(1)^n C}{2 \sqrt{|k_{c1}(\theta)|}} \exp \left( - \int_{\theta}^{\theta_L} |k_{c1}(\theta')| d\theta' \right), \quad (51)
\]
for \( \theta < \theta_L \). For completeness we give the expression for the normalization constant, \( \lambda = (\frac{1}{2} \int_{\theta_L}^{\theta_R} k_{c1}^{-1}(\theta') d\theta')^{-1/2} \).

The eigenvalues \( \varepsilon \) can be obtained from the Bohr-Sommerfeld’s quantization rule, given by:
\[
\int_{\theta_L}^{\theta_R} k_{c1}(\theta') d\theta' = \left( n + \frac{1}{2} \right) \pi, \quad (52)
\]
where \( n \) is a positive integer number indexing the \( n \)-th eigenvalue in the potential \( v(\theta) \). Note that \( n = \ell - |m| \). We have checked numerically that inclusion of the correction \( -1/4 \) significantly improves the accuracy of the approximate solutions.

The procedure of solving the eigenproblem for the angular part, defined by equation (35), is now straightforward. We first find the shifted eigenvalues \( \varepsilon_n \) indexed by a non-negative integer \( n \) by solving Born-Sommerfeld’s quantization conditions (52). The wave functions are then given by equations: (49) – classically accessible region, (50) – right classically inaccessible region, and (51) – left classically inaccessible region.

In Fig. 5 we plot the angular parts of the wave function \( |\chi_{\ell,m}|^2 \) as a function of \( \theta \) for \( m = 20 \) and \( m = 100 \), and different \( \ell = 35, 115, 120, 200 \). These functions were calculated numerically from Eq. (27), with the expansion coefficients \( c_{\ell,m}^{(m)} \) obtained by numerical solving of recurrence relation (31). Solutions are rescaled and shifted in order to fit into the quasi-classical potential \( v(\theta) \).

![FIG. 5. The angular part of the wave function |χ_{ℓ,m}|^2 for different values of m and ℓ. Each wave function |χ_{ℓ,m}|^2 is shifted by its eigenvalue ε_{ℓ,m}. The dotted line is the effective potential v(θ) calculated at given m. The upper (lower) panel is calculated for m = 20 (m=100) and shows two wave functions indexed by ℓ = 35 and ℓ = 120 (ℓ = 115 and ℓ = 200). On both panels the lower and upper wave function has n = 15 and n = 100 nodes, respectively.](image-url)
mining the eigenvalues $\varepsilon$

$$\int_{0}^{\theta_{R}} \sqrt{\varepsilon - \alpha(1 - \cos \theta')} d\theta' = \left(2n + |m| + 1\right) \frac{\pi}{2}. \quad (53)$$

with $\theta_{R} = \arccos(1 - \varepsilon/\alpha)$. In the other regime, for the eigenvalues $\varepsilon \gg 2\alpha$ we arrive at the following formula:

$$\int_{0}^{\pi} \sqrt{\varepsilon - \alpha(1 - \cos \theta')} d\theta' = \left(n + |m| + \frac{1}{2}\right) \pi = \left(\ell + \frac{1}{2}\right) \pi. \quad (54)$$

Moreover, we obtain a closed formula for large $\ell$: $\ell \gg \sqrt{\alpha}$, that is independent of $m$:

$$\varepsilon_{\ell,m} \sim \alpha + \left(\ell + \frac{1}{2}\right)^{2} + \frac{\alpha^{2}}{8(\ell + 1/2)^{2}}. \quad (55)$$

This formula is depicted in Fig. 4 with a dotted line. We observe that for large $\ell$ eigenvalues corresponding to different $m$ indeed reduce to a single $m$-independent curve given with a good approximation by Eq. (55).

In Fig. 6 we display the spectrum $\lambda_{\ell,m}$ for $m = 20$ and $\alpha = 3.65 \times 10^{4}$. We compare the numerically calculated values from Eq. (51) to the ones obtained by solving the quasi-classical quantization rule, Eq. (52). We also display eigenvalues obtained by approximate quasi-classical quantization conditions, Eqs. (53) and (54). All the solution are in very good agreement with the exact numerical result. The relative error, which is shown in the inset, remains below $10^{-3}\%$ for the full quasi-classical formula and is larger for the quasi-classical solution without inclusion of the Langner correction, and for asymptotic formula (55).

In Fig. 7 we show the spectrum and relative errors in the case $m = 100$. Here the condition $|m| \ll \alpha$ is not satisfied, and the potential $v(\theta)$ is strongly affected by the presence of the term $m^{2}/\sin^{2} \theta$ in Eq. (48). As a consequence it cannot be neglected, and so the formulas given by Eqs. (53) and (54) are not as accurate as for $m = 20$.

Figs. 8 and 9 compare the wave functions $|\chi_{\ell,m}|^{2}$ obtained from Eqs. (27) and (43), with expansion coefficients calculated numerically from Eq. (41) and the quasi-classical wave functions Eq. (49)–(51). Both approaches agree in the whole region except the neighbourhood of the classical turning points, where the quasi-classical approximation breaks down. The eigenvalues $\varepsilon_{\ell,m}$ for the quasi-classical wave functions were obtained from Bohr-Sommerfeld’s quantization rule, Eq. (52), which works remarkably well, with relative errors smaller than $10^{-3}\%$ (see Figs. 6 and 7).

Finally, we remark that the case $m = 0$ should be treated with care. In the quasi-classical approximation, for $m = 0$ the potential $v(\theta)$ has no classical turning points around $\theta = 0$ and $\theta = \pi$. This can be traced back to dropping the contribution from $-\frac{1}{4} \sin^{-2} \theta$ term in the Schrödinger equation. In particular, the quasi-classical approximation that would be required to vanish for $\theta = 0$, where the potential $v(\theta)$ is finite, would have wrong phase in the classically allowed regime. Since for $\alpha \gg 1$ the contribution to collision rates comes typically from

![FIG. 6. The spectrum $\lambda_{\ell,m}$ of $\hat{U}$ for $m = 20$ in units of $\alpha$ calculated numerically for $\alpha = 3.65 \times 10^{4}$ (dashed blue line). Dotted-dashed black line (coincides with full numerical dashed blue) is the spectrum obtained within quasi-classical approximation (see Eq. (52)). Dotted blue lines (coinciding with the previous two) represent solutions given by Eqs. (55) and (54). The inset shows the absolute relative error between solutions given by numerical diagonalization and: blue dots - quasi-classical approximation given by Eq. (52) (smallest relative error), dot-dashed – quasi-classical approximation with omitted shift 1/4, i.e., $\lambda = \varepsilon - \alpha$ (medium relative error), and dotted line - the asymptotic form given by Eq. (55) (largest relative error).](image1)

![FIG. 7. The spectrum $\lambda_{\ell,m}$ of $\hat{U}$ for $m = 100$ in units of $\alpha$ calculated numerically for $\alpha = 3.65 \times 10^{4}$ (dashed red line). Dot-dashed black line (coincides with full numerical dashed-red) is the spectrum obtained within quasi-classical approximation (see Eq. (52)). Dotted blue lines represent solutions given by Eqs. (53) and (54), below $\lambda < \alpha$ and above $\lambda > \alpha$, respectively. The inset shows the absolute relative error between solutions given by numerical diagonalization and: red dots – quasi-classical approximation given by Eq. (52) (smallest relative error), red dot-dashed – quasi-classical approximation with omitted shift 1/4, i.e., $\lambda = \varepsilon - \alpha$ (medium relative error), and red dotted line - the asymptotic form given by Eq. (55) (largest relative error).](image2)
several partial waves with different values of $m$, here, we omit the quasi-classical analysis for $m = 0$ and, when needed, refer to numerical calculations.

**VIII. SOLUTION OF THE RADIAL PART**

We turn now to analysis of the radial part of the Schrödinger equation

$$\left( -\frac{1}{r^2} \frac{\partial^2}{\partial r^2} - \frac{2}{r} \frac{\partial}{\partial r} + \frac{\lambda_{\ell,m}}{r^2} \right) R_{\ell,m}(r) = k^2 R_{\ell,m}(r).$$

For the standard scattering problems, where the interaction potentials decays faster than $r^{-2}$, the centrifugal potential for all the partial waves except $s$-wave is always repulsive. However, this is not the case of ion–dipole potential, when eigenvalues $\lambda_{\ell,m}$ can be as well positive as negative. Negative values lead to attractive potential, which completely changes properties of the wave functions at short distances.

Radial equation (56) can be solved with the Bessel functions of the first kind:

$$R^{\pm}_{k,\ell,m}(r) = \sqrt{\frac{\pi}{2kr}} J_{\pm\kappa}(kr),$$

where $\kappa = \sqrt{\lambda_{\ell,m} + 1/4}$ depends on the indices $\ell$ and $m$. For large distances $kr \gg 1$ we have

$$R^{\pm}_{k,\ell,m}(r) \xrightarrow{kr \to \infty} \frac{1}{kr} \cos \left( kr \mp \frac{\kappa \pi}{2} \mp \frac{\pi}{4} \right),$$

whereas for small $kr \ll 1$ we have

$$R^{\pm}_{k,\ell,m}(r) \xrightarrow{kr \to 0} \sqrt{\frac{\pi}{2kr \Gamma(1 \pm \kappa)}} \left( kr \right)^{\pm\kappa}.$$
For large $\alpha$, spectrum of $\lambda_{\ell,m}$ starts at $-\alpha$ (cf. Eq. (36)), hence, $\varepsilon_{\ell,m} \geq \frac{1}{4}$. The important parameter $\kappa$ that determines index of the Bessel function is

$$\kappa_{\ell,m} = \sqrt{\varepsilon_{\ell,m} - \alpha}. \quad (60)$$

For $\varepsilon_{\ell,m} \geq \alpha$, $\kappa_{\ell,m}$ is real and positive, so we may write $\kappa_{\ell,m} = |\kappa_{\ell,m}|$. Therefore, for large $kr \gg 1$, the two solutions $R^\pm(r)$ are decaying as $\cos(kr - \phi_{\ell,m}^\pm)/kr$, with the phase $\phi_{\ell,m}^\pm = (1 \pm 2\kappa_{\ell,m})\pi/4$. In this regime radial solutions decays at large distances as in standard scattering problems, where angular part is given by usual spherical harmonics. For small $kr \ll 1$, we have two solutions that have asymptotic behaviour $R^\pm(r) \propto (kr)^{\pm |\kappa| - 1/2}$.

It is instructive to analyse properties of the radial solutions in the limit of large angular momenta, which is equivalent to $\ell \to \infty$. Making use of the asymptotic formula\footnote{The asymptotic formula is given by Eq. (65).}, we obtain

$$\kappa_{\ell,m} \to_{\ell \to \infty} \ell + \frac{1}{2} + \frac{\alpha^2}{16(\ell + 1/2)^3}. \quad (61)$$

The second term can be neglected for $\ell \geq \alpha$, and in this case the radial solutions are identical as for standard scattering problem with short-range potentials

$$R_{\pm k,\ell,m}(r) \to_{\ell \to \infty} \sqrt{\frac{\pi}{2kr}} J_{\ell \pm \frac{1}{2}}(kr), \quad (62)$$

Different situation occurs for $\varepsilon_{\ell,m} < \alpha$. In that case $\kappa_{\ell,m}$ is purely imaginary, so $\kappa_{\ell,m} = i|\kappa_{\ell,m}|$. For small $kr \ll 1$ we have an oscillating solutions, $R^\pm(r) \propto (kr)^{-1/2} \exp(\pm i|\kappa_{\ell,m}| \log(kr))$. For large $kr \gg 1$ we have the following asymptotic behaviour:

$$R_{\pm k,\ell,m}(r) \to_{kr \to \infty} \frac{e^{i(kr-\frac{1}{2})} e^{\pm |\kappa_{\ell,m}| r}}{2kr} + \frac{e^{-i(kr-\frac{1}{2})} e^{\pm |\kappa_{\ell,m}| r}}{2kr}. \quad (63a)$$

### IX. REACTIVE COLLISIONS IN THE UNIVERSAL REGIME

In this section we employ the solutions of the radial equation to analyze reactive collisions in the universal regime\footnote{The solutions are given by Eq. (36).}. To this end, we adopt the approach within QDT, which is based on the parametrization of the wave function at small distances, where with a good approximation, it does not depend neither on the energy nor on the angular momentum of the collision. Specifically, for the solution with imaginary $\kappa$, i.e., when $\lambda_{\ell,m} + 1/4 < 0$, the short distance wave function oscillates for $r \to 0$, and

$$R(r) \approx \frac{c_1}{\sqrt{r}} e^{+i|\kappa| \ln \frac{2\pi}{kr}} + \frac{c_2}{\sqrt{r}} e^{-i|\kappa| \ln \frac{2\pi}{kr}}. \quad (64)$$

The parts of the wave function with + and - describe outgoing and incoming probability currents, respectively. Within QDT we parametrize

$$c_1 = \frac{1 - y}{1 + y} e^{i\phi}, \quad c_2 = e^{-i\phi}. \quad (65)$$

In general both the short-range phase $\phi$ and the parameter $y$, which describes the probability of short-distance reaction, can depend on $\ell$ and $m$. Below, we analyze the simplest possible case, i.e., we assume that $y = 1$. In this universal limit, the scattering properties do not depend on the short-distance phase $\phi$. The scattering matrix is given by

$$S_{\ell,m} = i(-1)^{\ell} e^{-i\pi|\kappa_{\ell,m}|}, \quad (66)$$

and is valid for $\lambda_{\ell,m} + 1/4 < 0$.

In the other regime, if $\lambda_{\ell,m} + 1/4 > 0$, $\kappa$ is real and positive, and then the wave function at short distances takes the form

$$R(r) \approx d_1 \frac{(kr)^{+\kappa}}{\sqrt{r}} + d_2 \frac{(kr)^{-\kappa}}{\sqrt{r}}. \quad (67)$$

Physically meaningful solution is obtained when assuming $d_2 = 0$, which, after straightforward calculation, leads to the following $S$ matrix

$$S_{\ell,m} = i(-1)^{\ell} e^{i\pi\kappa_{\ell,m}}. \quad (68)$$

Taking into account\footnote{The $S$ matrix is given by Eq. (36).}, in the limit of large $\ell$ we obtain

$$S_{\ell,m} \to_{\ell \to \infty} \exp \left( -i \frac{\pi\alpha^2}{16(\ell + 1/2)^3} \right). \quad (69)$$

Now, we can proceed to evaluate the reactive collision rate given by Eq. (26). In general, partial waves for $\lambda_{\ell,m} > -1/4$ do not contribute to the $K^e$, since $|S_{\ell,m}| = 1$ (cf. Eq. (68)). Physically, this corresponds to the scattering on the repulsive potential, where the particles do not approach the core region $r = 0$, where the reaction takes place. Therefore, the only contribution to $K^e$ comes from partial waves with $\lambda_{\ell,m} < -1/4$.

If $\alpha \gg 1$ we can get an estimate of the reactive collisions rate, since most of the contributing $\kappa$ are large, and according to Eq. (66), $S_{\ell,m} \approx 0$. The reactive rate is then given by

$$K^e \approx \frac{\pi\hbar}{\mu \kappa_i} \sum_{|m| \leq m^*} \sum_{|m| \leq \lambda_{\ell,m}^*} 1, \quad (70)$$

where $\ell^*_m$ is the maximum $\ell$ for which $\lambda_{\ell,m} < 0$, and $m^* > 0$ is the largest $m$ for which negative $\lambda_{\ell,m}$ do exist. In the first approximation, as can be inferred from Eq. (36), $m^* = \sqrt{\alpha/2}$ and $\ell^*_m = (m^* + |m|)/2$. This leads to

$$K^e \approx \frac{\pi\hbar \alpha}{\mu \kappa_i 4}. \quad (71)$$

Since the number of states, for which the particles can collide and react, is proportional to $\alpha$, the reactive rate
is also proportional to $\alpha$. We note that the reactive rate depends on the energy as $1/k \sim 1/\sqrt{E}$. This behaviour agrees with the prediction for power-law potentials $V(r) = -C_n/r^n$ [87].

\[ K^{\text{re}} \rightarrow \infty g \frac{\hbar}{2\mu k} P^{\text{re}} n \frac{n}{2} \left( \frac{E}{E_n} \right)^{(n-2)/n}, \tag{72} \]

where in the limit of $n \rightarrow 2$ we obtain

\[ K^{\text{re}} \rightarrow \infty \pi \hbar 2\mu C_2 \frac{k}{\hbar^2}, \tag{73} \]

substituting for probability of reaction $P^{\text{re}} = 1$ and $g = 1$ for distinguishable particles.

Alternatively, the formula from Eq. (71), can be derived based on classical considerations. To be specific, one should solve classical equations of motion and count only the contribution to the reactive rate from the trajectories that fall to the scattering center. By calculating contribution from such trajectories, one can reproduce exactly the formula (71).

In general, the universal collisional rate will have the following form

\[ K^{\text{re}} = \frac{\hbar}{\mu k_1} F(\alpha), \tag{74} \]

where $F$ is a universal function depending only on the dipol-ion interaction strength $\alpha$. In Fig. 10 we plot the function $F(\alpha)$ that we calculate numerically. The function exhibits steps, when new states enter below the threshold of $\lambda_{\ell,m} < -1/4$. Since a finite value of $\alpha$ is needed to generate such a state, function $F$ is nonzero for $\alpha \gtrsim \alpha_{\text{cr}} = 1.279$. The $\alpha_{\text{cr}}$ is the maximal value of $\alpha$ for which radial Schrödinger equation has solutions that are finite at $r \rightarrow 0$ [68]. For large values of $\alpha$ the function $F$ approaches the classical limit given by $\pi \alpha/4$. In particular, for $\alpha \gtrsim 200$, the error is smaller than 2%.

X. CONCLUSIONS

In this work, we have investigated reactive scattering in the ion-dipole potential. First, we have introduced modified spherical harmonics, describing angular wave functions in the presence of anisotropic ion-dipole interaction, and their corresponding eigenvalues. For large values of $\alpha$ parameter we have derived a number of analytical approximations based on expansion at small angles, continuous-$\ell$ quantum number approximation and the semi-classical method. We have shown that introduction of modified spherical harmonics, requires some modification of the formulas for elastic and reactive total cross sections and collision rates. We have investigated properties of the radial solutions, which are given in terms of Bessel functions, analysing two different regimes, corresponding basically to attractive and repulsive long-range interaction potentials. Finally, we have calculated the collision rates for reactive scattering in the universal regime, where the short-range reaction probability is equal to unity. In such a case it is not necessary to introduce any other phase parameters describing the short-range behaviour of the wave function.

It is worth to emphasize that due to the $1/r^2$ dependence, the ion-dipole potential exhibits a very peculiar features. Firstly, for such a potential one cannot define any kind of characteristic length scale or the energy scale, as can be done for other power-law potentials [87]. Therefore, the only characteristic parameter, that can be associated with this potential, is a dimensionless $\alpha$ parameter. Secondly, the local de Broglie wavelength is $\lambda(r)/(2\pi) \sim r/\sqrt{\alpha}$, therefore for large $\alpha$ the condition for the quasi-classical approximation: $\lambda(r)/(2\pi) \ll 1$ [88], is fulfilled at all distances. In this case, there is no quantum reflection process at the intermediate distances, as happens for most power-law potentials at low energies [87]. Hence, the relative amplitude of the incoming and outgoing flux will be the same at short and large distances for all collision energies. This means that for $\alpha \gg 1$, reactive scattering can be very accurately described in the quasi-classical approximation. By summing all the contributions from different partial waves, it turns out that the total reactive cross section is identical to the cross section calculated in the framework of the classical physics.
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Appendix A: Derivation of continuous-\(l\) approximation.

To understand the roles played by different terms in Eq. (31), we first discuss the behaviour of \(c^{(m)}_{\ell,l}\) in the absence of the centrifugal barrier \(l(l+1)\) on the left hand side in Eq. (31). It will then turn out that \(\hat{c}\) absence of the centrifugal barrier \(l(l+1)\) on the left hand side in Eq. (31), we first discuss the behaviour of the equation for the eigenvalues without the term \(\hat{c}\) to the solution. The solution of the eigenproblem \(l(l+1)\) on the left hand side in \(U\). The Eq. (31) for large \(l \gg 1\) then becomes
\[
-\frac{1}{2} \alpha \left( c^{(m)}_{\ell,l-1} + c^{(m)}_{\ell,l+1} \right) = \lambda_{\ell,m} c^{(m)}_{\ell,l},
\]
(A1)

because \(\beta_{m,\ell} \approx \frac{1}{2}\) in this limit. This can be solved taking \(c^{(m)}_{\ell,l} \sim e^{i\ell\theta}\) with \(\lambda_{\ell,m} = -\alpha \cos \theta\). The wave functions are then double degenerate in this limit because \(c\) with the change \(\theta \rightarrow -\theta\), have the same energy. Thus two real solutions are \(\sin \theta\) and \(\cos \theta\). We reach the conclusion that in the absence of centrifugal barrier \(\lambda_{\ell,m}\) do not converge for large \(l\), which means that all partial waves contribute to the solution.

Another way to understand the effect is that the operator \(U\) contains \(-\alpha \cos \theta\) only with \(\ell^2\) neglected. The solution of the eigenproblem \(-\alpha \cos \theta \hat{Y}(\theta, \phi) = \lambda \hat{Y}(\theta, \phi)\) is given by eigenvectors \(\hat{Y}(\theta, \phi) \propto \delta(\theta - \bar{\theta})\) with eigenvalues \(\lambda = -\alpha \cos \bar{\theta}\); the spectrum is continuously indexed with \(\bar{\theta}\). The lowest lying eigenvalue is \(\lambda = -\alpha\) with \(\bar{\theta} \sim \delta(\theta)\), a function that is peaked around \(\theta = 0\).

The centrifugal barrier gives an effective cutoff for possible values of \(l\) in \(c^{(m)}_{\ell,l}\). Having this in mind, we now proceed to solve Eq. (31) systematically in the limit of \(l \gg q\). We start with the initial equation (31) with \(\beta \approx 1/2\). Assuming now that \(c^{(m)}_{\ell,l}\) is a function \(c(l)\) (we drop indices \(\ell\) and \(m\) and rename \(\lambda_{\ell,m}\) to \(\lambda\)) we can expand \(c(l \pm 1)\) up to second order for \(l \gg |m|\). We therefore obtain the equation:
\[
-\alpha \frac{c''(l)}{2} + (l(l+1) - \alpha) c(l) = \lambda c(l).
\]
(A2)

This is the Schrödinger equation for a shifted one-dimensional harmonic oscillator in which the position is given by \(l\) and the wave function is \(c(l)\). The solution that converges for large \(l\) is given by
\[
c(l) \propto D_{\nu} \left( \frac{2l+1}{2\alpha} \right),
\]
(A3)

where \(D_{\nu}(x)\) is the parabolic cylinder function with \(\nu = -1/2 + (1 + 4\alpha + 4\lambda)/(4\sqrt{2\alpha})\). The value of \(\lambda\) and thus of \(\nu\) is determined by the boundary conditions for \(c(l)\) for small values of \(l\) where \(\beta_{m,\ell}\) deviates from 1/2. For large \(l\), \(D_{\nu}(x)\) falls off exponentially, so \(c(l)\) becomes negligible for \(l \gg \sqrt{\alpha}\). Also, from the obtained solution it is clear that \(c(l)\) changes smoothly when incrementing \(l\) by a unit. These observations are the starting point for the following discussion.

Below, we expand the equation (31) in the small parameter \(\epsilon = \alpha^{-1/4}\). As in the main text, we drop here the indices \(\ell\) and \(m\), rename \(\lambda_{\ell,m}\) to \(\lambda\) and write \(c^{(m)}_{\ell,l}\) as \(c(l)\). We change the variables \(x = cl\) and \(c(l) = \tilde{c}(cl) \equiv \tilde{c}(x)\). We notice that for lowest levels \(\lambda \approx -\alpha = -1/\epsilon^4\). Thus we write \(\lambda = \tilde{\lambda}/\epsilon^4\), where \(\tilde{\lambda}\) is of the order of unity. Now, we rewrite (31) in the following form:
\[
- \frac{1}{\epsilon^2} \left( \sqrt{\frac{x^2 - \epsilon^2 m^2}{4x^2 - \epsilon^2}} \tilde{c}(x) - \frac{(x + \epsilon)^2 - \epsilon^2 m^2}{(2x + \epsilon)(2x + 3\epsilon)} \tilde{c}(x) \right) + x(x + \epsilon) \tilde{c}(x) = \frac{\tilde{\lambda}}{\epsilon^4} \tilde{c}(x).
\]
(A4)

We expand the equation in the powers of \(\epsilon\), which leads to Eq. (40).

Appendix B: Quasi-classical analysis of the angular part

In this appendix we derive formulas for the eigenvalues that are obtained from the Bohr-Sommerfeld’s quantizations rule, see Eq. (52), for small \(|m|\). We show that for small \(\ell\) we recover the spectrum given by Eq. (36). We also derive a closed formula for large \(\ell \gg \sqrt{\alpha}\) that is independent of \(m\), Eq. (55).

If \(|m|\) is not too large, the point \(\theta_0\) where \(\alpha(1 - \cos \theta)\) is equal to \(m^2 / \sin^2 \theta\), is much less than 1. If this is the case, then approximately \(\theta_0 \approx (2m^2/\alpha)^{1/4} \ll 1\). The following discussion is valid if \(m^2 \ll \alpha\).

We first assume that \(0 \leq \epsilon < 2\epsilon\). Here, the position of the right turning point is mainly determined by the \(\alpha(1 - \cos \theta)\) term in \(v(\theta)\), whereas \(m^2 / \sin^2 \theta\) term gives only a small correction which we neglect, i.e., \(\theta_R = \arccos(1 - \epsilon/\alpha)\). The position of the left turning point is mainly determined by the \(m^2 / \sin^2 \theta\) term in \(v(\theta)\). Approximating \(\sin \theta \approx \theta\) we find \(\theta_L \approx (m^2/\epsilon)^{1/2}\). We see that if \(\epsilon \gg |m|\sqrt{\alpha}/2\), the left turning point is separated from the point where the two parts of the potential are of the same order, i.e., \(\theta_L \ll \theta_0\). We can use this separation, to effectively evaluate the dependence on \(m^2\) from the integral. To see this, we notice, that the Born-Sommerfeld’s quantization rules given by equation (52)
can be rewritten in the following form:

\[ \int_{\theta_L}^{\theta_R} k_{cl}(\theta')d\theta' + \int_{\theta_L}^{\theta_R} k_{cl}(\theta')d\theta' = (n + \frac{1}{2}) \pi. \tag{B1} \]

Because of the mentioned separation, we choose \( \theta_L' \) such that \( \theta_L < \theta_L' < \theta_0 \). In this regime in the first integral on the left-hand side we can neglect \( \alpha(1 - \cos \theta) \) and approximate \( m^2/\sin^2 \theta \) with \( m^2/\theta^2 \). Assuming that \( \theta_L' \gg m^2/\varepsilon \), we can evaluate the first integral to \( \theta_L' \sqrt{\varepsilon} - |m|\pi/2 \). Now, in the second integral we can neglect the part \( m^2/\sin^2 \theta \) of the potential, and write \( \int_{\theta_L'}^{\theta_R} k_{cl} = \int_0^{\theta_L} k_{cl} - \int_0^{\theta_R} k_{cl} \). Here, the second integral cancels the \( \sqrt{\varepsilon} \) term from the first integral in \( (B1) \). Finally, for \( 0 \leq \varepsilon < 2\alpha \) we obtain

\[ \int_0^{\theta_R} \sqrt{\varepsilon - \alpha(1 - \cos \theta')}d\theta' = \left(2n + |m| + 1\right) \frac{\pi}{2}, \tag{B2} \]

with \( \theta_R = \arccos(1 - \varepsilon/\alpha) \).

As an application of formula \( [33] \), we evaluate the low-lying eigenvalues. For small \( \theta' \), we expand \( 1 - \cos \theta' \approx -\frac{1}{2} \theta'^2 \) in the integrand. The right turning point \( \theta_R = \sqrt{2\varepsilon/\alpha} \). Evaluation of the integral \( [33] \) is straightforward. As a result we obtain the spectrum (neglecting the constant shift \(-1/4\)) that is the same as the one given in equation \( [36] \).

For the eigenvalues \( \varepsilon \leq 2\alpha \) we have to take care of the right turning point appropriately. Using the same reasoning to the right region that is accessible to the particle, as we described in the paragraph above, we arrive at the following formula:

\[ \int_0^{\pi} \sqrt{\varepsilon - \alpha(1 - \cos \theta')}d\theta' = \left(n + |m| + \frac{1}{2}\right) \frac{\pi}{2} = (\ell + \frac{1}{2}) \frac{\pi}{2}. \tag{B3} \]

We see that the eigenvalues here depend only on the quantum number \( \ell \). We emphasize that these results are correct, if \( |m| \) is not too large, i.e., \( m^2 \ll \alpha \). Note, that in the special case \( \alpha = 0 \), we obtain \( \varepsilon = (\ell + 1/2)^2 \), which gives exactly the correct value \( (\ell + 1) \) if we reintroduce the \(-1/4\) shift to the eigenvalues of the angular part.

Using formula \( [54] \) we find the asymptotic form for the eigenvalues for large \( \ell \). We start by introducing a small parameter \( \alpha/\varepsilon \). Expansion of the integrand on the left hand side up to the second power in this parameter leads to \( \sqrt{\varepsilon(1 - \frac{1}{2}\varepsilon - \frac{1}{8}\alpha^2/\varepsilon)} = (\ell + \frac{1}{2}) \). Squaring and retaining on the left hand side only terms up to the second order in \( \alpha/\varepsilon \) leads to

\[ \varepsilon = \alpha + \left(\ell + \frac{1}{2}\right)^2 + \frac{\alpha^2}{8(\ell + 1/2)^2}. \tag{B4} \]

This equation is valid if the parameter \( \alpha/\varepsilon \) is small, which is the case for \( \ell \gg \sqrt{\alpha} \).

### Appendix C: The integral \( \int Y_{\ell,m}(-n)Y_{\ell,m}(+n)d\Omega \)

Here we find the scalar product between the angular wave functions \( Y_{\ell,m}(-n) \) and \( Y_{\ell,m}(n) \) within the quasi-classical approximation. We denote the integral by

\[ I_{\ell,m} = \int Y_{\ell,m}^*(-n)Y_{\ell,m}(+n)d\Omega. \tag{C1} \]

The modified spherical harmonics are given by

\[ Y_{\ell,m}(n) = Y_{\ell,m}(\theta, \phi) = \Theta_{\ell,m}(\theta) e^{im\phi}/\sqrt{2\pi}. \tag{C2} \]

where \( \Theta_{\ell,m}(\theta) \) fulfills Eq. \( [33] \). The reflection from \( n \) to \(-n\) corresponds to change \( \theta \to \pi - \theta \) and \( \phi \to \phi + \pi + \theta \), so that

\[ Y_{\ell,m}(-n) \equiv Y_{\ell,m}(\pi - \theta, \phi + \pi + \theta) = (-1)^m \Theta_{\ell,m}(\pi - \theta)e^{im\phi}/\sqrt{2\pi}. \tag{C3} \]

The integral is therefore

\[ I_{\ell,m} = (-1)^m \int d\theta d\phi \Theta_{\ell,m}(\theta)\Theta_{\ell,m}(\pi - \theta), \tag{C4} \]

where we used fact that \( \Theta_{\ell,m} \) is real.

Now we make first approximation, that the integration spans over the region that is classically accessible, neglecting the regions where the function decays exponentially. Therefore the left turning point is \( \theta_L = \max(\theta_L, \pi - \theta_R) \) and the right is \( \theta_R = \min(\theta_R, \pi - \theta_L) \).

We may note that always \( \theta_L < \pi/2 \), and so if \( \theta_R < \pi/2 \), the integral is negligible and we have \( I = 0 \). At least for small values of \( m \), the condition \( \theta_R = \pi/2 \) is reached for \( \varepsilon \approx \alpha \). Therefore, the integral is significantly non-zero only when \( \varepsilon > \alpha \). In this regime, \( \theta_L = \pi - \theta_R \) and \( \theta_R = \theta_L \).

In the quasi-classical approximation, the integral is given by

\[ I = (-1)^m C^2 \left(\int_{\theta_L}^{\theta_R} d\theta' \frac{\cos[\Phi_1(\theta')]\cos[\Phi_2(\theta')]}{\sqrt{k_{cl}(\theta')k_{cl}(\pi - \theta')}}\right), \tag{C5} \]

where the normalization constant \( C^{-2} = \frac{1}{2} \theta_L^{\theta_R} k_{cl}(\theta') \). The phase is given by

\[ \Phi_1(\theta') = \int_{\theta'}^{\theta_L} k_{cl}(\theta'')d\theta'' - \frac{\pi}{4}, \tag{C6} \]

and \( \Phi_2(\theta') = \Phi_1(\pi - \theta') \).

This oscillatory integral is of the form

\[ \int d\theta' f(\theta') \cos[\Phi_1(\theta') \cos[\Phi_2(\theta')]], \]

where the phases \( \Phi_1 \) and \( \Phi_2 \) are large. Here, \( f(\theta') = (-1)^m C^2 [k_{cl}(\theta')k_{cl}(\pi - \theta')]^{-1/2} \).

We use the method of stationary point (steepest descend) to evaluate the integral. The integral can be written as

\[ I = \frac{1}{4} \int d\theta f(\theta) \left(e^{i(\Phi_1 + \Phi_2)} + e^{-i(\Phi_1 + \Phi_2)} + e^{i(\Phi_1 - \Phi_2)} + e^{-i(\Phi_1 - \Phi_2)}\right), \tag{C7} \]

where \( \Phi(\theta) = \Phi_1(\theta) + \Phi_2(\theta) \). The last two terms do not contribute, and we will neglect them. The stationary points can be only found for the first two. In order to
find them, we equate the derivative of the total phase to zero, i.e.,
\[ \Phi'(\theta_0) = -k_{c1}(\theta_0) + k_{c1}(\pi - \theta_0) = 0. \]
(C8)
The stationary point is \( \theta_0 = \pi/2 \). Around this point, we may expand
\[ \Phi(\theta) = 2\Phi_1(\pi/2) + \Phi''_1(\pi/2)(\theta - \pi/2)^2 + \frac{1}{12}\Phi'''_1(\pi/2)(\theta - \pi/2)^4. \]
The constant term is equal to
\[ 2\Phi_1(\pi/2) = 2\int_{\pi/2}^{\theta_0} k_{c1}(\theta'')d\theta'' - \pi\frac{\pi}{2}. \]
(C10)
The second term contains
\[ \Phi''_1(\pi/2) = -\frac{\alpha}{2\sqrt{\epsilon - \alpha - m^2}}. \]
(C11)
Note that the dependence on the quantum numbers \( \ell \) and \( m \) is also contained in \( \epsilon \equiv \varepsilon_{\ell,m} \).
The third term contains
\[ \Phi'''_1(\pi/2) = -\frac{3\alpha m^2}{2(\epsilon - \alpha - m^2)^{1/2}} + \frac{3\alpha^3}{2(\epsilon - \alpha - m^2)^{3/2}} + \frac{3\alpha^3}{8(\epsilon - \alpha - m^2)^{5/2}}. \]
(C12)
The integral \( I_{\ell,m} \) in the approximation is given by
\[ I_{\ell,m} = \frac{1}{2}f(\theta_0)\text{Re}\left( \int d\theta e^{i\Phi(\theta)} \right), \]
(C14)
which gives
\[ I_{\ell,m} = \frac{(-1)^mC^2}{2k_{c1}(\pi/2)}\text{Re}\left( \int_{\theta_{l,\ell}}^{\theta_{n,\ell}} d\theta e^{i\Phi(\theta)} \right), \]
(C15)
with \( k_{c1}(\pi/2) = \sqrt{\epsilon - \alpha - m^2} \). Inserting here the expansion, we obtain:
\[ I = \frac{(-1)^mC^2}{2k_{c1}(\pi/2)}\text{Re}\left\{ e^{2i\Phi_1(\pi/2)} \times \int_{\theta_{l,\ell}}^{\theta_{n,\ell}} d\theta e^{-ik_{c1}(\pi/2)(\theta - \theta_0)^2 + \frac{3}{8}k_{c1}(\theta_0)(\theta - \theta_0)^4} \right\}. \]
(C16)
Now, we assume that we can neglect the fourth-order term in \( \theta \) in the exponent, and extend the integral to infinity. Using the formula \( \int dx e^{iax} = \sqrt{\pi/a}e^{i\pi/4} \), valid for \( a > 0 \), we obtain the results
\[ \int \tilde{Y}_{\ell,m}(n)\tilde{Y}_{\ell,m}(n)d\Omega = \sqrt{\frac{\pi}{2\alpha}} \left[ \frac{1}{2} \int_{\theta_{l,\ell}}^{\theta_{n,\ell}} d\theta' k_{c1}(\theta') \right]^{-1} \times \]
\[ \frac{(-1)^m}{(\varepsilon_{\ell,m} - \alpha - m^2)^{1/4}} \cos \left( 2\int_{\pi/2}^{\theta_{l,\ell}} k_{c1}(\theta')d\theta' - \frac{\pi}{4} \right), \]
(C18)
for \( \varepsilon_{\ell,m} > \alpha \); for \( \varepsilon_{\ell,m} < \alpha \) the integral vanishes exponentially and we approximate it by zero. This formula is valid as long as the integration region can be extended to the real domain, which happens provided \( |k_{c1}(\pi/2)|^{-1/2} \ll \pi/2 \approx 1 \).

It is also possible to find the asymptotic expansion for large \( \ell \), that is for large \( \varepsilon_{\ell,m} \), when it takes the limiting form given by Eq. (55). We start, by writing the integral \( I_{\ell,m} \) in the form:
\[ I_{\ell,m} = (-1)^m \left\{ \frac{C^2\pi}{2\sqrt{-\alpha - m^2}} \right\} \times \text{Re}\left( e^{2i\Phi_1(\pi/2)} \times M \right), \]
(C19)
where
\[ M = \frac{1}{\pi} \int_{-\pi/2}^{+\pi/2} e^{iax^2 + ibx^4} dx, \]
(C20)
with \( a = \alpha/[2(\epsilon - \alpha - m^2)^{1/2}] \) and \( b \approx -\alpha/[24(\epsilon - \alpha - m^2)^{3/2}] \). The factor in curly brackets rapidly approaches 1, as \( \epsilon \to \infty \), and consequently, we drop it. For large \( \ell \) we may approximate \( \varepsilon - \alpha - m^2 \approx (\ell + 1/2)^2 \) in the following discussion. The small parameter in the expansion is set then by \( \epsilon = \alpha/(\ell + 1/2) \). Using the same line of reasoning, which led to Eq. (55), we evaluate
\[ 2\Phi_1(\pi/2) = \pi(\ell - |m|) - \epsilon. \]
(C21)
The parameter \( a \) and \( b \) are given by \( a \approx \epsilon/2 \) and \( b \approx -\epsilon/24 \). Now, we expand the exponent under the integral in \( M \) up to the second order in \( \epsilon \) and expand the exponential term \( e^{2i\Phi_1(\pi/2)} \). Then, collecting terms up to the second power of \( \epsilon \), and, finally, taking the real part, yields
\[ I_{\ell,m} \xrightarrow{\ell \to \infty} (-1)^m \left[ 1 - \zeta_0 \left( \frac{\alpha}{\ell + 1/2} \right)^2 \right], \]
(C22)
where the number \( \zeta_0 = 1/2 - \pi^2/24 + \pi^4/480 - \pi^6/21504 + \pi^8/2654208 \approx 0.25057 \). We note that in the limit of large \( \ell \), integral \( I_{\ell,m} \) tends to the value \((-1)^m\), identical as for standard spherical harmonics:
\[ \int Y_{\ell,m}^*(n)Y_{\ell,m}(n)d\Omega = (-1)^m. \]
Fig. 11 shows the values of integral \( I_{\ell,m} \) multiplied by the factor \((-1)^m\) for simplicity. It compares exact values calculated numerically, with quasi-classical formula (C18) and with large-\( \ell \) expansion (C22). We observe that quasi-classical formula (C18) is very accurate up to \( n = |\ell - |m|| \lessapprox \alpha \), when it starts to deviate from the exact values. In that regime, however, the asymptotic expansion (C22) can be already used. From this last result we infer, that \( \sigma_{c1} = \infty \). This is the consequence of the slow decay of \( I_{\ell,m} \) with \( \ell \), which is compensated by the sums over \( m \) and \( \ell \) in the elastic collision rate \( K_{c1} \).

Appendix D: Radial part: quasi-classical approximation.

The radial Schrödinger equation can be solved within the quasi-classical approximation. We define the local
where the constant of integration was omitted, because \( \alpha \) for large and small distances. We start with the case

\[
\int \frac{1}{\ell, m} Y_{\ell, m}(n) d\Omega = (-1)^{\ell} \int Y_{\ell, m}^{*}(n) d\Omega
\]

as a function of the quantum number \( n = \ell - |m| = 0, 1, 2, \ldots \). In this example \( \alpha = 400, m = 21 \). The black dots represents full numerical calculation, blue solid line – quasi-classical approximation given by Eq. (C18), and red dashed line – asymptotic expansion given by Eq. (C22). The wavevector as

\[
q_{cl}(r) = \sqrt{k^2 - \frac{\varepsilon - \alpha}{r^2}},
\]

where \( \varepsilon \) is one of the eigenvalues \( \varepsilon_{\ell, m} \). Here, we neglected the \( -\frac{1}{3} \) term in \( \lambda = \varepsilon - \alpha - \frac{1}{3} \), as is usual in quasi-classical approximation. Now, the radial solutions can be written as a superposition of the wave functions:

\[
R_{\lambda}^{\pm}(r) = \frac{e^{\pm i \int q_{cl}(r) dr + |\kappa| \log|\kappa| - \frac{\pi}{4} \log r}}{2r \sqrt{k q_{cl}(r)}},
\]

We will now investigate the behaviour of this solution for large and small distances. We start with the case \( \varepsilon < \alpha \) (attractive potential), then we can write \( \varepsilon - \alpha = -|\kappa|^2 \).

The integral in the exponents can be evaluated and reads

\[
\int \sqrt{k^2 + \frac{|\kappa|^2}{r^2}} dr = \sqrt{(kr)^2 + |\kappa|^2} + |\kappa| \log\left(\frac{r}{|\kappa| + \sqrt{(kr)^2 + |\kappa|^2}}\right),
\]

where the constant of integration was omitted, because it can be incorporated into normalization. For small values of \( r \ll |\kappa|/k \), the \( r \)-dependent term in the integral is \( |\kappa| \log(kr) \). Therefore, the quasi-classical solution \( R_{\lambda}^{+}(r) \) corresponds to exact solution \( R_{\lambda}^{+}(r) \). To see that the correspondence holds also for large \( r \), it is easy to verify that the quasi-classical approximation holds if \( |\kappa|^2/[(kr)^2 + |\kappa|^2] \ll 1 \). The quasi-classical approximation is always valid for large \( r \gg |\kappa|^{2/3}/k \). However, if the approximation is valid for small \( r \), which is equivalent to \( |\kappa| \gg 1 \), due to inequality \( |\kappa|^2/[(kr)^2 + |\kappa|^2] \ll 1/|\kappa| \), it is also valid at large distances. In the latter case, the parameter \( |\kappa| \gg 1 \), and for large distances, the term \( e^{\pm i kr} \) is exponentially smaller than the term \( e^{\pm i kr} \) in the exact \( R_{\lambda}^{\pm} \).

Now we will consider the second branch of the angular spectrum, i.e. \( \varepsilon \geq \alpha \), for which \( \varepsilon - \alpha = |\kappa|^2 \). In this regime, we have a classically accessible and inaccessible regions separated by the classical turning point, \( r_{tp} = |\kappa|/k \). The quasi-classical wave function \( R_{\lambda, cl}^{+}(r) \), away from the turning point, now reads

\[
R_{\lambda, cl}^{+}(r) = \frac{e^{-\int_{r_{tp}}^{r} q_{cl}(r') dr'} \left| q_{cl}(r) \right|}{2r \sqrt{k q_{cl}(r)}},
\]

for \( r < r_{tp} \), and

\[
R_{\lambda, cl}^{+}(r) = \frac{\cos\left(\int_{r_{tp}}^{r} q_{cl}(r') dr' - \frac{\pi}{4} \right)}{r \sqrt{k q_{cl}(r)}},
\]

for \( r > r_{tp} \). The wave function \( R_{\lambda, cl}^{+}(r) \) corresponds to exact solution \( R_{k, \ell, m}^{+}(r) \). The second solution \( R_{\lambda, cl}^{-}(r) \) for \( r > r_{cl} \) is

\[
R_{\lambda, cl}^{-}(r) = \frac{\cos\left(\int_{r_{tp}}^{r} q_{cl}(r') dr' - \frac{\pi}{4} + \frac{|\kappa|^2}{2} \right)}{r \sqrt{k q_{cl}(r)}},
\]

while for \( r < r_{cl} \) is

\[
R_{\lambda, cl}^{-}(r) = \frac{e^{\pm \int_{r_{tp}}^{r} q_{cl}(r') dr'} A(-)}{r \sqrt{k q_{cl}(r)}},
\]

where the amplitude, which matches the wave function in the classically allowed region, is given by

\[
A(-) = \sqrt{\frac{\pi}{4} \Gamma(1 - |\kappa|)} \left(\frac{|\kappa|}{e}\right)^{-1} 2^{1/2} \sqrt{|\kappa|}.
\]

This wave function corresponds to \( R_{k, \ell, m}^{-}(r) \).

---
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