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Abstract

We explore a recently introduced quantum thermodynamic entropy $S^Q_{\text{univ}}$ of a pure state of a composite system-environment computational “universe” with a simple system $S$ coupled to a constant temperature bath $E$. The principal focus is “excess entropy production” in which the quantum entropy change is greater than expected from the classical entropy-free energy relationship. We analyze this in terms of quantum spreading of time dependent states, and its interplay with the idea of a microcanonical shell. The entropy takes a basis-dependent Shannon information definition. We argue for the zero-order $S'E$ energy basis as the unique choice that gives classical thermodynamic relations in the limit of weak coupling and high density of states, including an exact division into system and environment components. Entropy production takes place due to two kinds of processes. The first is classical “ergodization” that fills the full density of states within the microcanonical shell. The second is excess entropy production related to quantum spreading or “quantum ergodization” of the wavepacket that effectively increases the width of the energy shell. Lorentzian superpositions with finite microcanonical shell width lead to classical results as the limiting case, with no excess entropy. We then consider a single $S'E$ zero-order initial state, as the examplar of extreme excess entropy production. Systematic formal results are obtained for a unified treatment of excess entropy production for time-dependent Lorentzian superpositions, and verified computationally. It is speculated that the idea of free energy might be extended to a notion of “available energy” corresponding to the excess entropy production. A unified perspective on quantum thermodynamic entropy is thereby attained from the classical limit to extreme quantum conditions.
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I. INTRODUCTION

This paper concerns “excess entropy production” in simulations of a system-environment pure state, using a recently devised quantum thermodynamic entropy for a pure state. These ideas arise out of new developments in quantum thermodynamics. Recent years have seen a renewal of interest in the foundations of quantum statistical mechanics, both for theoretical reasons and practical interests of new technologies. A prominent line of research has investigated thermodynamic behavior in pure state systems [1–10]. Arguments based on the “eigenstate thermalization hypothesis” [11–19] and “typicality” [20–27] stake a persuasive claim that thermalization is a property of entanglement in pure states of complex systems. Nonetheless, we have called attention to an apparent gap in the quantum thermodynamics of pure states. The classical second law states that in spontaneous processes, the “entropy of the universe” is always increasing

$$\Delta S_{\text{univ}} > 0$$  \hspace{1cm} (1)

with the following relation between free energy and entropy change:

$$- \frac{1}{T} \Delta F_{\text{sys}} = \Delta S_{\text{univ}}.$$  \hspace{1cm} (2)

However, these relations seem to be missing in quantum thermodynamics of a pure state, because the standard von Neumann quantum entropy is zero for such a state. In Refs. [1, 2] we defined a quantum entropy $S^Q_{\text{univ}}$ for a pure system-environment (SE) state, compared this with $\Delta F_{\text{sys}}$, and found that we could recover the microcanonical limit Eq. (2) for equilibration and thermalization. These results seem to justify calling $S^Q_{\text{univ}}$ a thermodynamic entropy for a pure state. To a certain extent, our approach goes back to interest of von Neumann himself in new ideas of quantum entropy [22, 28]. Others have introduced ideas somewhat related to ours of the entropy of a pure state both for analyzing pure state thermodynamics [29, 30] and characterizing the information content of pure states [31, 32].

The focus of the present paper is excess entropy production: thermodynamic entropy $\Delta S^x$ beyond what is implied in the classical relation Eq. (2). This is a quantum phenomenon that was noted in Refs. [1, 2], in the course of exploring the classical microcanonical limit in which Eq. (2) holds. Excess entropy production can lead to distinctly non-classical processes. We have shown [3] that these can include surprising phenomena such as heat flow from cold to hot and asymmet-
ric temperature equilibration in a tripartite total system. In the present work, the goal is a deeper systematic account of this excess entropy production and its physical meaning. A unified understanding is sought of the quantitative behavior of $\Delta S^x$ between extreme limits of zero (i.e. classical) and maximal, massive excess entropy. Concepts of density of states, quantum spreading of states, and Boltzmann entropy come into play. It should be possible to control excess entropy by “tuning” the initial state. We anticipate that this understanding will be useful for devising and analyzing highly unusual, nonclassical situations in quantum thermodynamics of complex systems.

An outline of the paper is likely useful. Section II summarizes the model system $S$ and environment $E$. Section III deals with the definition of the quantum thermodynamic entropy for a pure $S\,E$ state and Section IV concerns the formal division of the entropy into system and environment parts. Section V emphasizes heuristically that excess entropy production takes place almost entirely in the environment, with the excess occurring due to quantum spreading of the wavepacket. This insight is then examined computationally and formally in the succeeding sections. Lorentzian wave packets turn out to be ideally suited for this. In Section VI time-evolving Lorentzian states are constructed, and their dynamics simulated computationally. Section VII examines analytic and computational “master relations” for the quantum entropy $S^Q_{\text{univ}}$, and the excess entropy $\Delta S^x$ in the near-classical and extreme-quantum limits. Section VIII gives a summing-up and ends with some speculation about excess “free” or “available” energy associated with excess entropy production.

II. MODEL SYSTEM AND ENVIRONMENT

The model system $S$ and environment $E$ are taken from Ref. [1]. The system has evenly spaced levels. The environment is designed to mimic a standard heat bath with a constant temperature $T$. Small environments with time- and size-dependent temperatures are also of interest in other contexts [4], but our main concern here is to understand quantum thermodynamics in the standard limit where the bath is large. To model a large bath, we use a discrete approximation to a true continuum of environment states, with density of states

$$\rho_E(E_E) = A e^{E_E/T}$$  \hspace{1cm} (3)

with the Boltzmann constant $k_B = 1$. We consider the temperature as the fixed value $T = 6.22$ energy units throughout the evolution of all $S\,E$ states we consider. We use a system with three evenly spaced energy levels $\{|s\} = \{|0\}, |1\}, |2\}$ with energies $E_s = s$. The system and environment
interact through a random matrix coupling with diagonal elements set to zero and off-diagonal elements taken as random Gaussian variates scaled by a coupling constant $k$ that determines the strength of the interaction. Typically we take $A = 1415.3$ and $k = 0.9 \times 10^{-4}$, except in Sec. VII C. Details of the model are given in Ref. [1].

A schematic of the time evolution behavior is shown in Fig. 1. The system begins in a single zero-order energy level $|s\rangle$, the environment begins in a superposition of zero-order levels $|\epsilon\rangle$ (we consider variations to environment state later, down to a single energy level $|\epsilon\rangle$), and the total density of states is $\rho_0 = \rho_E(E_\epsilon)$. The system and environment then interact, exchange heat and evolve to equilibrium, resulting in the final state on the right. In the final state there are a variety of entangled system-environment components, shown by matching colors in the diagram, each with approximately the same total energy $E = E_\epsilon + E_S$, with a total density of states $\rho_f(E) = \sum_s \rho_E(E - E_s)$. The system alone is described by a thermal Boltzmann distribution $p_s \sim e^{-E_s/T}$, related to the exponentially increasing density of environment states at higher energy. This is the schematic view of the system, environment, and thermalization process whose properties we examine in this paper.

### III. BASIS SET AND PURE STATE QUANTUM THERMODYNAMIC ENTROPY

First we consider the formal definition and rationale for the pure state quantum entropy $S^Q_{\text{univ}}$. The definition of $S^Q_{\text{univ}}$ will depend on a choice of basis set. Our treatment of the basis set expands upon the more cursory justification offered in Ref. [2]. Our choice is the zero-order $S_E$ energy...
basis. In this and following sections we argue that this, and likely only this choice, will allow recovery of classical microcanonical results, including the Boltzmann distribution, the canonical ensemble, the identity in Eq. 2 in the limit of weak coupling, and the standard microcanonical relation $\Delta S_{env} = Q/T$ between entropy change of the environment and heat flow.

To define the entropy we first choose a “reference basis” $\{|\alpha\rangle\}$. In this basis a pure state is expressed as

$$|\Psi_{SE}(t)\rangle = \sum_\alpha c_\alpha(t)|\alpha\rangle.$$  

Then taking

$$p_\alpha(t) = |c_\alpha(t)|^2$$

we define the quantum entropy

$$S^{Q}_{univ} = S^{(\alpha)}_{univ} = -\sum_\alpha p_\alpha \ln p_\alpha$$

with respect to the reference basis $\{|\alpha\rangle\}$. This expression for the entropy has an evident relation to the Shannon information entropy. In the quantum context it has been discussed as the “conditional information entropy” by Stotland et al. [32]. One of our goals has been to develop and exploit a thermodynamic meaning for this entropy.

This entropy depends on the choice of reference basis. We choose the zero-order energy basis

$$\{|\alpha\rangle\} = \{|s\rangle|\varepsilon\rangle\}$$

of the $SE$ complex. Let the total state be expanded in terms of zero-order system-environment energy bases $\{|s\rangle\}$ and $\{|\varepsilon\rangle\}$:

$$|\Psi\rangle = \sum_{s,\varepsilon} c_{s,\varepsilon}|s\rangle|\varepsilon\rangle$$

with $\{|s\rangle\}$ and $\{|\varepsilon\rangle\}$ the ZO basis sets of system and environment. Eqs. 4-8 comprise the essence of our quantum entropy. What is the rationale for this? We will be simulating a quantum total system $SE$ in which energy flows between a system $S$ and an environment $E$ – a process of heat flow. In statistical mechanics we typically have in mind measurement of an $S$ energy level, e.g. the
energy of a Brownian particle in a gravitational field. This mirrors the choice of the zero-order system basis. Then, if we are concerned with thermalizing energy flow, the most natural further observation would be of the zero-order energy of \( \mathcal{E} \) to give a total zero order energy of \( S \mathcal{E} \). This naturally leads to the basis of ZO energy states \( \{ |\alpha\rangle \} = \{ |s\rangle |\varepsilon\rangle \} \). We might not be so interested in measuring the energy of \( \mathcal{E} \) – that would be the usual case in the analogy to the Brownian particle. Nonetheless, there are further grounds to favor the \( S \mathcal{E} \) zero-order basis. We are naturally interested in constructs that relate to the microcanonical ensemble for a fixed total energy. Since we are interested in observing the \( S \) zero-order energy, the natural way of getting something like a total energy would seem to be as the sum \( E_{S \mathcal{E}} = E_S + E_{\mathcal{E}} \), i.e. the sum of zero order energies, congruent with standard reasoning in the microcanonical ensemble. Having singled out the \( S \) states and the energy sum \( E \), the obvious basis is then the zero-order \( S \mathcal{E} \) basis. This justification seems compelling, but we will introduce further arguments based on the idea of a division of the entropy \( S^Q \) into system and environment components, to which we turn in the next two sections.

IV. \( S^Q_{\text{env}} \) AS A SUM OF SYSTEM AND ENVIRONMENT TERMS

In this section we show how the quantum entropy of Eqs. [4,8] can be divided into a sum of system and environment components. The system component comes from the reduced density matrix; the environment component is an averaged sum of contributions, weighted by system probabilities. We begin with the general expression for the Shannon entropy of a bipartite system

\[
S = -\sum_{i,\lambda} p_{i,\lambda} \ln p_{i,\lambda}.
\]  

We will split this into separate parts for \( i \) and \( \lambda \), following Nielsen and Chuang [33]. To begin, define the total probability for \( i \) as

\[
p_i = \sum_{\lambda} p_{i,\lambda}.
\]  

Define the conditional probability for \( \lambda \) when the first index is \( i \) as

\[
p_{\lambda|i} = \frac{p_{i,\lambda}}{p_i}.
\]  

Using the newly defined probabilities and the normalization \( \sum_{\lambda} p_{\lambda|i} = 1 \) the entropy becomes [33]
\[
S = -\sum_{i,\lambda} p_i p_{\lambda|i} \ln p_i p_{\lambda|i} = -\sum_i p_i \ln p_i + \sum_i p_i \left(-\sum_{\lambda} \lambda p_{\lambda|i} \ln p_{\lambda|i}\right)
\]

\[
= S_i + \langle S_\lambda \rangle_{\{i\}}. \tag{12}
\]

Eq. 12 gives the general decomposition of the Shannon entropy of a bipartite system into separate parts for the two systems. The entropy \(S_i\) is a standard Shannon entropy for the first system. The second system has a conditional entropy \(\langle S_\lambda \rangle_{\{i\}}\) that is averaged with respect to the probabilities \(p_i\) for the first system.

Now consider the quantum entropy Eq. 6 with \(\{|\alpha\rangle\} = \{|s\rangle|\varepsilon\rangle\}\) as the reference basis of system-environment zero-order energy states and \(p_\alpha = p_{s,\varepsilon} = |c_{s,\varepsilon}|^2\). The entropy can be separated into system and environment parts, in parallel with Eq. 12:

\[
S^{Q}_{\text{univ}} = S^Q_S + S^Q_E. \tag{13}
\]

The system entropy

\[
S^Q_S = -\sum_s p_s \ln p_s \tag{14}
\]

uses system probabilities that can be calculated from the reduced density matrix with diagonal elements \(p_s = \sum_{\varepsilon} p_{s,\varepsilon} = \langle s|\hat{\rho}_S|s\rangle\). \(S^Q_S\) agrees with the standard quantum von Neumann entropy of the system when \(\hat{\rho}_S\) is dephased in the system zero-order energy basis \(\{|s\}\}\), as in the Boltzmann thermal state and our initial state. The environment entropy is then

\[
S^Q_E = \sum_s p_s \left(-\sum_{\varepsilon} p_{\varepsilon|s} \ln p_{\varepsilon|s}\right). \tag{15}
\]

with \(p_{\varepsilon|s} = p_{s,\varepsilon}/p_s\). Eqs. 13, 15 give our procedure for calculating the total entropy \(S^{Q}_{\text{univ}}\) in terms of system \(S^Q_S\) and environment \(S^Q_E\) parts.

V. ENTROPY PRODUCTION IN THE ENVIRONMENT: DENSITY OF STATES AND QUANTUM SPREADING

We have shown how to decompose the total entropy change \(\Delta S^{Q}_{\text{univ}}\) into separate parts \(\Delta S^Q_S\) and \(\Delta S^Q_E\) for the system and environment. Now we give a heuristic argument for how to relate these to
their classical microcanonical counterparts $\Delta S_{\text{micro}}^\text{sys}$ and $\Delta S_{\text{micro}}^E$. We will find that excess entropy production is a component of the environment entropy change beyond the classical $Q/T$. We will find later in Section [VII] that this correlates with analytical results for Lorentzian superposition states in our numerical simulations.

First consider the classical entropy change during system-environment thermalization. The system and environment begin in isolation, corresponding to a microcanonical ensemble of $W_0 = \rho_0 \delta E$ states with entropy $S_{\text{micro}}^{\text{univ},0} = \ln W_0$, where $\rho_0$ is the initial density of states and $\delta E$ is the width of the microcanonical energy shell. The system and environment then exchange heat, evolving to fill a larger set of $W_f = \rho_f \delta E$ states. The microcanonical entropy change is

$$\ln \frac{\rho_f}{\rho_0} = \Delta S_{\text{micro}}^{\text{univ}} = \Delta S_{\text{micro}}^{\text{sys}} + \Delta S_{\text{micro}}^E$$

(16)

where the last equality uses Eq. [12]. The environment entropy change in Eq. (16) is given by the standard relation between the heat $Q$ and temperature $T$,

$$\Delta S_{\text{micro}}^E = \frac{Q}{T},$$

(17)

as shown in detail in Supplemental Information Sec. A (Eq. A22). We now show how these quantities can be related to their quantum counterparts.

As anticipated in our previous work [1], and developed analytically for time-dependent states in Section [VII] and Supplemental Information Sec. C (Eq. (C14)), the quantum entropy change can be analyzed in terms of a microcanonical-like relation

$$S_{\text{univ}}^Q \sim \ln W_{\text{eff}}$$

(18)

with an effective number of states $W_{\text{eff}} = \rho \delta E$, and a variable effective energy width $\delta E$. The width generally increases because of quantum state spreading during the dynamical equilibration process. This results in a greater width for the final equilibrium state than the initial state $\delta E_f > \delta E_0$. Then the total entropy change is

$$\Delta S_{\text{univ}}^Q \approx \ln \frac{\rho_f}{\rho_0} + \ln \frac{\delta E_f}{\delta E_0}$$

(19)

This is a key relation. The “double logarithm of ratios” form is very suggestive. It is obtained heuristically here and analytically later in Eqs. 35, 36 for time-evolving Lorentzian states. There
are two sources of entropy change. The first term $\ln \rho_f/\rho_0$ is the classical system-environment entropy change from Eq. [16]. It might be loosely referred to as due to “classical ergodization.” The second term is the excess entropy production. It is due to quantum spreading or “quantum ergodization” of the energy shell:

$$\Delta S^x = \ln \frac{\delta E_f}{\delta E_0}. \quad (20)$$

We now use the system-environment decomposition of the entropy Eq. [13] to show that $\Delta S^x$ is contained entirely within the environment. Note that the quantum and classical entropy changes of the system are the same $\Delta S^Q_{sys} = \Delta S^{\text{micro}}_{sys}$ since in both cases the system thermalizes to a Boltzmann distribution. Then expressing $\Delta S^Q_{univ}$ on the left of Eq. [19] in terms of system and environment parts we have that the quantum entropy change of the environment is

$$\Delta S^Q_E \approx \Delta S^{\text{micro}}_E + \ln \frac{\delta E_f}{\delta E_0} = \frac{Q}{T} + \Delta S^x \quad (21)$$

with the approximation indicated because this is a heuristic argument, in keeping with Eq. [19]. The quantum entropy change of the environment is thus generally greater than the classical $Q/T$, with excess entropy production related to the increase in the width of the quantum energy shell.

With this analysis at hand, we return to the question of the justification for the $SE$ zero order reference basis in defining $S^O_{univ}$ in Eqs. [4]-[7] of Section III. Our decomposition of $S^O_{univ}$ into system and environment parts gives standard results in the classical limit for a fixed microcanonical shell: $\Delta S^O_S = \Delta S^{\text{micro}}_S$ and $\Delta S^O_E = Q/T$. Other choices of basis would give different values for the entropy changes. This strongly supports the choice of the $\{ |\epsilon\rangle \}$ reference basis as the unique basis that gives standard results in the classical microcanonical limit.

VI. TIME EVOLVING LORENTZIAN STATES

Now we relate the preceding heuristic considerations to two concrete situations of Lorentzian wavepackets that are illuminating for being computationally transparent and analytically tractable. We obtain analytical results for the entropy production from these states and confirm predictions in calculations, expanding on previous results [1] from a more heuristic approach.

Ref. [1] observed in computations with different types of initial superposition states that there was excess entropy production. In the weak coupling/infinite density of states limit this excess
entropy went to zero, and classical microcanonical results were obtained: the free energy – entropy relation Eq. 2. Ref. [1] was about time evolution of a wave packet constructed from a superposition of many $SE$ zero order states. The initial wave packet had a single $S$ state and many $E$ states in the product. The idea was to mimic an initial state reasonably close to classical, within a microcanonical energy shell, with the width of the shell corresponding to the range of environment zero order energies. The classical limit was obtained as the coupling $k$ and density of states $\rho$ were varied.

However, it is not yet so clear under what general conditions classical behavior will be recovered, and what governs the magnitude of excess entropy production. What role is played by the width of the microcanonical shell, of both initial and final states, in determining the magnitude of excess entropy? Here we probe this by comparing the time evolution of two very different types of initial state, which are meant to serve as extreme cases. One is a Lorentzian superposition of many $SE$ initial states, corresponding to a microcanonical shell of significant width, with the expectation of quasi-classical behavior. The second is a single zero order $SE$ state. Here the width of the microcanonical shell is essentially zero. The surmise is that nonclassical effects of excess entropy production will be extreme with this latter state.

A. Initial states

We investigate these questions with two kinds of simulations. One takes a random superposition of $SE$ zero-order states under an overall Lorentzian window. The second takes a single $SE$ zero-order state – an extreme case of a Lorentzian, with zero width. The results, shown in Figs. 2,3, will be critically discussed in the following sections. Reasons for considering Lorentzians are as follows. The energy eigenstates are Lorentzian superpositions of zero order states, as pointed out by Deutsch in his introduction [14] of the eigenstate thermalization hypothesis (ETH). Following analysis of Supplemental Information Sec. B, a single $|s⟩|ε⟩$ zero-order state then consists of a Lorentzian superposition of eigenstates, which then evolves into a Lorentzian of zero-order states. An initial Lorentzian time-dependent superposition evolves into a (wider) Lorentzian superposition. Thus, with Lorentzian initial states, down to the limit of zero-width Lorentzian $|s⟩|ε⟩$ states, we evolve to Lorentzian final states. This gives a unified class of states for systematic analysis. There are analytical results that can be brought to bear on the statistics of these Lorentzians, and also the entropy production. Furthermore, the Lorentzian width has a nice correspondence to the
FIG. 2: Average probabilities $|\langle s|\langle \epsilon|\Psi\rangle|^2$ for nearby $|s\rangle|\epsilon\rangle$ basis states for (a) an initial Lorentzian state from Eq. 22 with half-width at half-max $\gamma_0 = 0.5$ and (b) the corresponding time-evolved state of Eq. 27. The asymmetric error bars show the first and third quartiles of the distribution of probabilities that go into the averages shown by the data points. (c) Entropy production $\Delta S_{univ}^Q$ and free energy change $-\Delta F_{sys}/T$ during the time evolution.

idea of a microcanonical shell width. Hence, Lorentzians are ideally suited for the systematic quantitative investigation of entropy production that we want to undertake.

We will consider initial states with the system in a single level $|s\rangle$ and the environment described by fluctuations $\tilde{g}_{s,\epsilon}$ about a Lorentzian distribution $L_{s,\epsilon}^0$

$$|\Psi_L^0\rangle \sim \sum_{\epsilon} \tilde{g}_{s,\epsilon} \sqrt{L_{s,\epsilon}^0} |s\rangle|\epsilon\rangle \quad (22)$$

The Lorentzian distribution at time $t = 0$ is

$$L_{s,\epsilon}^0(E_s + E_\epsilon) = \frac{1}{\pi} \frac{\gamma_0/\rho_0}{(E_s + E_\epsilon - E_0)^2 + \gamma_0^2} \quad (23)$$

where $\rho_0$ is the density of environment states that pair with the initial system level $|s\rangle$ and $E_0$ and $\gamma_0$
are parameters that respectively describe the central energy of the Lorentzian and the half-width at half-max. The \( \tilde{g}_{s,e} \) are complex random gaussian variates that give random deviations to the \( |s \rangle |e \rangle \) basis state probabilities about the Lorentzian average. These are taken as as

\[
\tilde{g}_{s,e} = \frac{g_{s,e} + ig'_{s,e}}{\sqrt{2}}
\]  

(24)

where \( g_{s,e} \) and \( g'_{s,e} \) are random numbers from Gaussian distributions, e.g.

\[
p(g_{s,e}) = \frac{1}{\sqrt{2\pi}} e^{-g^2_{s,e}/2}
\]  

(25)

Panel (a) of Fig. 2 shows an example of an initial state with random variations about a Lorentzian as in Eq. 22 with an initial width \( \gamma_0 = 0.5 \). The data points in the figure are aver-
aged squared coefficients \( |c_{s,\varepsilon}|^2 = |\langle s|\varepsilon|\Psi \rangle|^2 \), averaged over all \(|s \rangle \rangle \varepsilon \rangle \) states in an energy interval, with asymmetric error bars indicating the first and third quartiles of the coefficient distributions in the intervals. The average squared coefficients follow the Lorentzian from Eq. 23. The error bars are in good agreement with the quartiles expected from the Gaussian random deviations \( \tilde{g}_{s,\varepsilon} \), as discussed in detail in the Supplemental Information.

We will also be concerned with the time-evolution of initial single \(|s \rangle \rangle \varepsilon \rangle \) basis states

\[
|\Psi_{s,\varepsilon}^0 \rangle = |s \rangle \rangle \varepsilon \rangle
\]  

(26)

These can be viewed as the limit \( \gamma_0 \to 0 \) of the random Lorentzian initial states in Eq. 22, where the Lorentzian distribution approaches a \( \delta \) function. Fig. 3(a) shows an \(|s \rangle \rangle \varepsilon \rangle \) initial state as in Eq. 26 with just a single nonzero coefficient \( c_{s,\varepsilon} = 1 \). This is an example of a very non-classical starting state, where the “width” of the initial microcanonical energy shell is zero and the probability density is a delta function.

### B. Time evolution and quantum spreading

Now consider the time evolution of the random Lorentzian states of Eq. 22 and of the single \(|s \rangle \rangle \varepsilon \rangle \) states of Eq. 26. We find in the Supplemental Information that both of these evolve to equilibrium states that can be described statistically by random fluctuations about a Lorentzian average, in accord with previous analyses of Deutsch [14, 15] and Nation and Porras [16] in a similar model. The final states are given as

\[
|\Psi^f_L(t) \rangle, |\Psi^f_{s,\varepsilon}(t) \rangle \sim \sum_{s,\varepsilon} \tilde{g}_{s,\varepsilon} \sqrt{L_f} |s \rangle \rangle \varepsilon \rangle
\]  

(27)

with a final state Lorentzian

\[
L_f(E_s + E_\varepsilon) = \frac{1}{\pi} \frac{\gamma_f/\rho_f}{(E_s + E_\varepsilon - E_0)^2 + \gamma_f^2}
\]  

(28)

where \( \rho_f \) is the total density of \(|s \rangle \rangle \varepsilon \rangle \) states and \( \gamma_f \) is the half-width at half-max of the final Lorentzian, to be discussed further below.

The half-width at half-max \( \gamma_f \) is found in the Supplemental Information to be increased by the “spreading factor” \( 2\pi k^2 \rho \) relative to the initial state width \( \gamma_0 \):

\[
L_f(E_s + E_\varepsilon) = \frac{1}{\pi} \frac{\gamma_f/\rho_f}{(E_s + E_\varepsilon - E_0)^2 + \gamma_f^2}
\]  

(28)
\[
\gamma_f = \gamma_0 + 2\pi k^2 \rho_f, \tag{29}
\]
where \( k \) is the coupling strength and \( \rho_f(E) = \sum_s \rho_{sE}(E-E_s) \) is the total density of states at equilibrium, following Sec. [1]. Eqs. [27][29] apply to both the equilibrated, time-evolved Lorentzian initial states of Eq. [22] and the time-evolved \(|s|\langle \varepsilon \rangle\) states of Eq. [26] where for the latter it is understood that the value \( \gamma_0 = 0 \) is used in the final width in Eq. [29] so that \( \gamma_f = 2\pi k^2 \rho_f. \)

Panel (b) of Figs. 2 and 3 show the time-evolved states. Both states spread in time. Both evolve to random fluctuations about the Lorentzians \( L_f \) from Eq. [28] with the appropriate widths \( \gamma_f \) from Eq. [29]. The variations in the coefficients are very well characterized by the Gaussian random variations \( \tilde{g}_{sE} \) in Eq. [27]. See the Supplemental Information Section B for details.

C. Entropy Production for the Time-Evolving \(|s|\langle \varepsilon \rangle\) and Lorentzian States

Now we consider the entropy production for these examples of time-evolving states. Panel (c) of Fig. 2 shows the entropy production \( \Delta S_{\text{univ}}^Q \) as the initial Lorentzian superposition in (a) evolves to the wider final Lorentzian distribution in (b). \( \Delta S_{\text{univ}}^Q \) is compared with the classical entropy change \(-\Delta F_{\text{sys}}/T = \Delta S_{\text{micro}}^Q\), which we compute using the standard definition \( F_{\text{sys}} = \langle E_S \rangle - T S_{\text{vN}}^S \), with \( S_{\text{vN}}^S \) the von Neumann entropy. There is some excess entropy production, as expected from Ref. [1], but overall it is fairly close to microcanonical. Figure 3(c) shows the entropy production for the initial single \(|s|\langle \varepsilon \rangle\) state that evolves to a final random Lorentzian. Now there is a very large amount of excess entropy production. It seems that the finite microcanonical shell width of the initial state in Fig. 2 plays an essential role in getting the approach to classical behavior, because it limits the relative spreading of the wave packet in time, as suggested by Eq. [20].

To understand these connections systematically, we will take advantage of analytic expressions for superposition states with a Lorentzian profile, using results from Supplemental Information Sec. B. We will see that considerable insight is gained following this path. We will see that we can “tune” the excess entropy production between the classical limit of zero for a suitable Lorentzian, and the very large excess of a single \(|s|\langle \varepsilon \rangle\) state, as suggested in Figs. 2 and 3 and seen systematically in Figs. 4 - 6, to which we turn next.
VII. MASTER RELATIONSHIPS FOR $S_{uni}^Q$ AND $\Delta S^x$ FOR TIME-EVOLVING LORENTZIAN STATES

Now we want to attain a systematic understanding of the entropies in these simulations and how they change during equilibration, in comparison with the analytical results for the initial and final state statistics in Section [VI]. The basic results, seen in Figs. 4-6, show evident regularities, which we briefly remark upon before detailed consideration. The initial states are either random Lorentzians or a single $\lvert s\rangle \lvert \varepsilon \rangle$ basis state, as in Eqs. 22 and 26. We will find that the entropies for these two types of initial states can be united in the analytic “master entropy” Eq. 33, which accounts for the pattern of Fig. 4. Both types of initial states evolve to final states that are also random Lorentzians, as in Eq. 27. This will lead to an analytical expression for the expected excess entropy production in Eq. 39 and Fig. 5. Finally, we consider the question of entropy production in approach to the classical limit, building on our earlier investigation of related but distinct questions in Ref. [1]. Fig. 6 will show that superposition states approach classical entropy production $\Delta S^x = 0$ while the $\lvert s\rangle \lvert \varepsilon \rangle$ initial states are at a much different, opposite extreme. We will be able to account for the regularities in Figs. 4-6 in accord with our earlier heuristic arguments about $S^Q$ and $\Delta S^x$ in Section [V] based on ideas about the microcanonical shell and quantum spreading of the environment state during equilibration. We begin with analysis of entropy production and excess entropy production with a fixed model for the environment and $S^E$ coupling in Figs. 4-5, then analyze how variations in the size and coupling strength affect the entropy production for Lorentzian and $\lvert s\rangle \lvert \varepsilon \rangle$ initial states in Fig. 6.

A. Entropy of the States

We will find an analytic relationship for the entropy of the Lorentzian states, related to Boltzmann’s entropy formula $S = k \ln W$ and the idea of a microcanonical shell width. This is attained following the derivation in Supplemental Information Sec. C (Eq. (C.14)). The results, displayed in Fig. 4, show an interesting relationship between the analytic predictions and computed entropies. We now outline the derivation and meaning of these results. The derivation approximates the fundamental sum for the entropy Eq. 6 as an integral over the random Lorentzian coefficients, such as appear in Eqs. 22 and 27. The integral approximation is justified when the Lorentzian is wide relative to the $S^E$ energy level spacing. The result is that the entropy for the Lorentzian is
where \( \rho \) is the density of states and \( \gamma \) is the half-width at half-max of the Lorentzian. These have the values \( \rho_0 \) and \( \gamma_0 \) for the initial Lorentzian states, as appear in Eq. 23, and \( \rho_f \) and \( \gamma_f \) for the final states, as described in the discussion around Eq. 29.

The first term on the right of Eq. 30 gives the entropy of a perfect Lorentzian (without the random variations \( \tilde{g}_{s,e} \)). This has the microcanonical-like form suggested previously in Eq. 18,

\[
\ln(4\pi \gamma \rho) = \ln(\rho \delta E) = \ln W_{\text{eff}}
\]

with \( W_{\text{eff}} = \rho \delta E \) an effective number of states in an energy shell of width \( \delta E = 4\pi \gamma \). We compute the second term in (30) using Mathematica and find

\[
g_0 = \langle |\tilde{g}_{s,e}|^2 \ln |\tilde{g}_{s,e}|^2 \rangle = 1 - \gamma_{EM}.
\]

This gives the deviation from the Lorentzian entropy due to the random fluctuations in the basis state probabilities \( \tilde{g}_{s,e} \), with \( \gamma_{EM} = 0.577 215 \ldots \) the Euler-Mascheroni constant [34] (See Supplemental Information Sec. C for details). Using this value of \( \gamma_{EM} \), \( g_0 = 0.422 785 \ldots \). We have thus obtained the desired relationship between \( S_Q^{univ} \), Boltzmann’s entropy formula, and the number of states with a given shell width and density of states.

How well this works is seen numerically in Fig. 4 which shows the computational entropies for three kinds of initial states: a time-evolved \(|s\rangle|\varepsilon\rangle\) state; initial states with random variations about a Lorentzian, from Eq. 22, with various initial widths \( 5 \times 10^{-6} \leq \gamma_0 \leq 0.25 \); and the time-evolved Lorentzian states with final widths \( \gamma = \gamma_f \) from Eq. 29. The simulation results are well described by the approximate \( S_L \) of Eq. 30 along the diagonal line of the figure, when \( \gamma \rho \) is not too small. For small \( \gamma \rho \) on the left of the figure, the initial states approach the limit of the single \(|s\rangle|\varepsilon\rangle\) basis state, which of course has entropy \( \ln(1) = 0 \). In this limit, the integral approximation that goes into the derivation of \( S_L \) breaks down. It gives \( S_L < 0 \) when \( \gamma < e^{g_0}/4\pi \rho \), whereas \( S_Q^{univ} \geq 0 \) by definition. A better approximate formula is obtained by setting the entropy to zero when \( S_L \) becomes negative, essentially approximating the entropy of the very narrow states by the value 0 for a single \(|s\rangle|\varepsilon\rangle\) state. This gives the complete generic “master” formula for the entropy of the time evolving random Lorentzian states, plotted as a solid line:
FIG. 4: Entropies from initial Lorentzian states (Eq. 22) with varying widths $\gamma_0$, time-evolved version of these states at equilibrium, and a time-evolved $|s\rangle|\epsilon\rangle$ state at equilibrium all approximately follow the analytic $S^Q_{\text{univ}}$ from Eq. 33.

$$S^Q_{\text{univ}} \approx \begin{cases} \ln(4\pi\gamma\rho) - g_0 : & \gamma \geq \frac{e^{g_0}}{4\pi\rho} \\ 0 : & \text{otherwise} \end{cases}$$

This is the same as the previous relation $S_L$, except that it stops changing when it reaches the minimum value zero, giving the abrupt bend in the figure. The simulation results are in good agreement with this predicted behavior, with fluctuations around $S^Q_{\text{univ}} = 0$ at small $\gamma\rho$, and following the curve for $S_L$ at larger $\gamma\rho$. The results show the master relation for $S^Q_{\text{univ}}$ holds for initial Lorentzian states and time-evolved versions of those states. For an initial $|s\rangle|\epsilon\rangle$ state the entropy is zero in accord with the master relation, and the figure shows that a time evolved $|s\rangle|\epsilon\rangle$ state is also in agreement with the general trend. In sum, the approximate master entropy relation Eq. 33 is giving a good account of the simulation results for all the initial and final states we consider. We next use this relation to understand the excess component $\Delta S^\epsilon$ of the entropy production, as depicted in Fig. 5.

Finally, we analyze this entropy production in the question of approach to classical microcanonical behavior in the standard limit of a large bath and weak coupling, finding diverging results for “normal” superpositions and “extreme” $|s\rangle|\epsilon\rangle$ initial states in Fig. 6.
B. Entropy Production

We next consider entropy production, including excess entropy production, during the approach to equilibrium. The aim is to see how entropy production relates to the intuitive ideas of the width of the microcanonical shell and the of spreading of the quantum wave packet. First, we consider initial states with random variations about a Lorentzian from Eq. 23 that are well described by the approximate entropy $S_L$ of Eq. 30 when $\gamma_0 \geq e^{g_0}/4\pi\rho_0$ in Eq. 33. The entropy change in time evolution from initial to final state is

$$\Delta S_L = \ln(4\pi\gamma_f\rho_f) - g_0 - \ln(4\pi\gamma_0\rho_0) - g_0$$

(34)

based on the initial and final values of $S_L$ from Eq. 30. Cancelling terms gives

$$\Delta S_L = \ln \frac{\rho_f}{\rho_0} + \ln \frac{\gamma_f}{\gamma_0}.$$  

(35)

This is the second appearance of the “double logarithm of ratios” form, noted earlier in connection with Eq. 19. The first term $\ln \rho_f/\rho_0$ gives the classical entropy change from heat flow, following the microcanonical definition Eq. 16 in a process of “classical ergodization.” The second term gives the quantum excess entropy production

$$\Delta S^x_L = \ln \frac{\gamma_f}{\gamma_0} = \ln \frac{\delta E_f}{\delta E_0}$$

(36)

due to quantum spreading or “quantum ergodization” of the environment state wave packet. This analytic relation is similar to the somewhat more complicated empirical curve for fitting $\Delta S^x$ in Ref. [1] with a less structured type of $S'E$ state, which did not maintain a consistent Lorentzian profile as we have here. For our Lorentzians we obtain the simple formula of Eq. 36 in terms of only the initial and final Lorentzian widths $\gamma_0$ and $\gamma_f$. This corresponds transparently to the increase in the effective width of the energy shell, as anticipated in Eq. 20.

The diagonal line on the left of Fig. 5 shows the analytic $\Delta S^x_L$ of Eq. 36 compared with $\Delta S^x = \Delta S^x_{univ} + \Delta F_{sys}/T$ from the simulations. Moving from left to right in the figure, we are decreasing $\gamma_0$ to increase the ratio $\gamma_f/\gamma_0$. The approximate relation is giving a good account of the results on the left of the figure, where $\gamma_f/\gamma_0$ is not too large.

Now consider the right side of Fig. 5. The $\Delta S^x$ are reaching close to the maximum value, i.e. for a single $|s\rangle\langle\epsilon|$ state, corresponding to the limit of small $\gamma_0$ with large $\gamma_f/\gamma_0$. For small $\gamma_0$, we want
to take the initial state as the limiting single $|s⟩|ε⟩$ state, like what we did for $S_{univ}^Q$ in Eq. 33. For a single $|s⟩|ε⟩$ initial state the initial entropy is zero. The final state has the Lorentzian entropy $S_L$. Then $\Delta S_{univ}^Q = S_L$. The maximum excess entropy production is then calculated by subtracting the microcanonical $\ln \rho_f/\rho_0$,

$$\Delta S^{x,\max} = \ln(4\pi \gamma_f \rho_f) - g_0 - \ln \rho_f/\rho_0.$$  (37)

To evaluate this equation, we use $\gamma_f$ from Eq. 29 with $\gamma_0 = 0$ for the $|s⟩|ε⟩$ initial state. This gives

$$\Delta S^{x,\max} = \ln(8\pi^2 k^2 \rho_f \rho_0) - g_0.$$  (38)

We now have the “master” equation for the excess entropy production

$$\Delta S^x \approx \begin{cases} \ln(\gamma_f/\gamma_0) & : \gamma_0 \geq e^{g_0/4\pi \rho_0} \\ \ln(8\pi^2 k^2 \rho_f \rho_0) - g_0 & : \text{otherwise} \end{cases}$$  (39)

This master relation for $\Delta S^x$ is shown by the black solid line in Fig. 5. It follows $\Delta S_L^x$ from Eq. 36 up until this reaches the maximum value for a single $|s⟩|ε⟩$ initial state, where the master relation bends and becomes flat in the right of the figure. This is in good agreement with our simulation results, which follow $\Delta S_L^x$ in the left of the figure then fluctuate around the maximum value in the right of the figure. In sum, we are getting a good systematic account of the excess entropy production.

C. Excess Entropy Production and the Microcanonical Limit

We have seen that the source of excess entropy production is the relative increase in the width of the environment state from quantum spreading during equilibration. Larger $\gamma_f/\gamma_0$ gives greater deviations from a fixed microcanonical energy shell, with larger $\Delta S^x$. What has not been brought out so far is the role of the size of the environment and the $SE$ coupling strength. We have been dealing with a finite model environment with finite coupling, in contrast to the textbook situation with an infinite environment $\rho_f \rightarrow \infty$ and negligible coupling $k \rightarrow 0$. Ref. [1] showed with superposition states that microcanonical results $\Delta S^x = 0$ were obtained in the limit $k \rightarrow 0, \rho_f \rightarrow \infty$ with $k \rho_f = const$, as needed to maintain thermalization within the simulations. Ref. [6] had a quite different context than the analysis of Figs. 4 and 5 which have a fixed density of states and
coupling, and the extreme range of initial width from wide superpositions to single $|s\rangle|\epsilon\rangle$ initial states. Now the question is how the choice of the initial shell width affects the approach the classical limit $\Delta S^x = 0$ as we increase the bath size and decrease the coupling.

Fig. 6 shows $\Delta S^x$ in a series of calculations heading toward the supposed “microcanonical limit” $k \to 0, \rho_f \to \infty$, with $k\rho_f = const$; this is accomplished by taking the baseline values for $k$ and the density of states prefactor $A$, noted below Eq. (3), and varying these with $A \sim 1/k$ and $Ak = const$. First consider the Lorentzian states in the figure, with small values of $\Delta S^x$. These clearly approach classical behavior $\Delta S^x = 0$ from the right as quantum spreading becomes negligible, with $\gamma_f \to \gamma_0$ in Eq. (29) and therefore $\Delta S^x \to 0$ in Eq. (36). Now consider the $|s\rangle|\epsilon\rangle$ states in the figure. They have very nearly constant computational $\Delta S^x \approx \Delta S^{x,max}$, as predicted by Eqs. (38) and (39). The maximum $\Delta S^x$ for an $|s\rangle|\epsilon\rangle$ initial state depends only on the products $k\rho_f$ and $k\rho_0$, which are both constant as we approach the limit, so there is no hint at all of approach to classical behavior. Instead, quantum spreading is always significant and classical behavior is never observed for the $|s\rangle|\epsilon\rangle$ states. For intermediate cases between the two extremes in Fig. 6 it should be possible to “tune” the excess entropy, as emphasized previously.

This completes our investigation of entropy content of states, entropy production including excess, and the question of what kinds of states approach the classical limit, within our range of “normal” and “extreme” states.
FIG. 6: Excess entropy production for Lorentzian initial states with widths $\gamma_0 = 0.0625$ and $|s\rangle|\varepsilon\rangle$ initial states, with model environments having variable $kp$ constant, heading towards the microcanonical limit $k \to 0, \rho \to \infty, kp = const.$ in the bottom left. The Lorentzians approach the classical result $\Delta S^x = 0$, the $|s\rangle|\varepsilon\rangle$ states do not.

VIII. SUMMARY AND CONCLUDING REMARKS

We have systematically explored the phenomenon of excess entropy production in time-dependent equilibration processes, in terms of the quantum thermodynamic entropy of Refs. [1, 2] for a system-environment pure state. Our focus is the role of quantum spreading of the $SE$ state, its relation to the width of the microcanonical energy shell, and violation of the classical entropy-free energy relation in the form of excess entropy production. We span the range from near-classical behavior to the extreme of excess entropy with a single zero-order initial state.

Using the Shannon information entropy definition, we defined the quantum entropy $S^Q_{univ}$ in terms of the zero-order energy basis. This choice of basis is made on the grounds that thermodynamically one would be interested in observation of the system zero-order state, so that straightforward definition of the energy in the microcanonical shell necessitates the sum of zero-order system and environment energies. We showed that there is a mathematical division of $S^Q_{univ}$ into system and environment terms. With this, we found that our choice of basis for the definition of $S^Q_{univ}$ uniquely gives standard thermodynamic results in the classical limit of weak coupling and large density of states, with the standard classical relations $\Delta S_{univ} = -\Delta F_{sys}/T$ and $\Delta S_{env} = Q/T$. The entropy is readily understood with Boltzmann’s equation $S = k \ln W$, with $W$ being given by shell width $\times$ density of states $\delta E \times \rho = 4\pi\gamma\rho$ according to Eq. [30].
\( \Delta S^Q_{\text{univ}} \) can be understood for Lorentzian states, as being due to two components. One is “classical ergodization” as the system thermalizes and heat flows into the environment, with consequent increase in the occupied density of states, giving the contribution \( \ln \rho_f / \rho_0 \). The second is excess entropy production \( \Delta S^x \) due to quantum spreading or “quantum ergodization” of the microcanonical shell, represented by \( \ln \gamma_f / \gamma_0 \) in Eq. \[39\]. The excess happens in the environment – not as heat flow \( Q/T \) within the original, “classical” microcanonical shell, but rather as quantum spreading of the shell. The final width of the Lorentzian \( \gamma_f \) increases by an additive factor independent of the initial width \( \gamma_0 \), so the initial width \( \gamma_0 \) is a critical factor in the ratio \( \ln \gamma_f / \gamma_0 \) that determines \( \Delta S^x \). Hence, initial states like a microcanonical wave packet with small relative spreading \( \gamma_f / \gamma_0 \approx 1 \) approach the classical limit. On the other hand, initial states that approach the extreme limit of a single \( SE \) zero order state have maximal, massive entropy production, very different from classical.

In sum, we have the following picture. The quantum entropy \( S^Q_{\text{univ}} \) describes time-dependent thermodynamic evolution. In the limit of small coupling, large bath, and non-zero initial energy-shell width, the classical limit is recovered. Away from this limit, there is excess entropy production \( \Delta S^x > 0 \). This excess is due to time-dependent quantum spreading. In general, it can be quite large, much larger than the classical entropy production, with a single \( SE \) zero-order state being the extreme case. As we have seen, it is easy to “tune” wave packets between the classical limit of zero excess entropy production, and the limit of extreme entropy production by a single zero-order state. One can speculate that \( \Delta S^x \) represents excess expenditure of a kind of available or free energy. In this connection, we have shown that excess entropy can be associated with distinctly nonclassical effects in quantum systems, such as heat flow from cold to hot and asymmetric temperature equilibration \[3\]. It could be very interesting to try to relate such effects to the quantitative treatment of excess entropy developed here.
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Supplemental Information

Here we present Supplemental Information to the main paper: “On Quantum Entropy and Excess Entropy Production in a System-Environment Pure State.”

A: Analysis of the system-environment decomposition of the classical microcanonical entropy

We show how a system-environment decomposition of the classical microcanonical Boltzmann entropy \( S = k_B \ln W \) gives the standard result for the environment \( \Delta S_{E}^{\text{micro}} = Q/T \) in Eq. 17 of the main text.

The classical microcanonical ensemble is based on the idea of \( W = \rho \delta E \) states in the microcanonical energy shell of width \( \delta E \) with density of states \( \rho \). The entropy is given by Boltzmann’s relation

\[
S_{\text{micro}}^\text{univ} = - \sum_{s,\epsilon} p_{s,\epsilon}^\text{micro} \ln p_{s,\epsilon}^\text{micro} = \ln W, \quad (A1)
\]

where

\[
p_{s,\epsilon}^\text{micro} = \frac{1}{W}. \quad (A2)
\]

The entropy can be decomposed into system and environment parts following Eq. 12 of the main text,

\[
S_{\text{micro}} = S_{S}^{\text{micro}} + S_{E}^{\text{micro}}. \quad (A3)
\]

First consider the system component, analogous to \( S_i \) in Eq. 12 of the main text,

\[
S_{S}^{\text{micro}} = - \sum_{s} p_{s}^{\text{micro}} \ln p_{s}^{\text{micro}}, \quad (A4)
\]

with system probabilities computed from Eq. (A2) as

\[
p_{s}^{\text{micro}} = \frac{W_s}{W}, \quad (A5)
\]

where \( W_s \) is the number of bath states \( \epsilon \) that pair with \( s \) in the microcanonical ensemble. Using Eq. (A5) to rewrite \( \ln p_{s}^{\text{micro}} \) in Eq. (A4) gives
$S_{micro}^S = - \sum_s p_s^{micro}(\ln W_s - \ln W) = \ln W - \sum_s p_s^{micro} \ln W_s$ \hspace{1cm} (A6)

Now consider the environment term

$S_{micro}^E = \sum_s p_s^{micro} \left( - \sum_{\epsilon} p_{\epsilon|s}^{micro} \ln p_{\epsilon|s}^{micro} \right)$ \hspace{1cm} (A7)

analogous to $\langle S_{\lambda}\{i\} \rangle$ in Eq. 12 of the main text. The conditional environment probabilities are calculated from Eq. 11 of the main text along with Eqs. (A2) and (A5)

$p_{\epsilon|s}^{micro} = \frac{p_{\epsilon|s}^{micro}}{p_s^{micro}} = \frac{1}{W_s}$ \hspace{1cm} (A8)

Using Eq. (A8) we can simplify the rightmost sum in Eq. (A7)

$- \sum_{\epsilon} p_{\epsilon|s}^{micro} \ln p_{\epsilon|s}^{micro} = \ln W_s$, \hspace{1cm} (A9)

then putting this into Eq. (A7) gives

$\langle S_{micro}^E \rangle_{\{sys\}} = \sum_s p_s^{micro} \ln W_s$. \hspace{1cm} (A10)

The system and environment entropies Eqs. (A6) and (A10) clearly sum to the total microcanonical entropy $S_{micro}^{univ} = \ln W$ in Eq. (A1) as needed.

We now consider a thermalization process where we begin with a constrained microcanonical ensemble of $W_0$ states for the initial state. For example, this could correspond to a situation where the system begins in thermal isolation from the environment. The constraint is then removed, allowing heat to flow between the system and environment, resulting in a final state microcanonical ensemble with $W_f > W_0$. The total entropy change is

$\Delta S_{micro}^{univ} = \ln \frac{W_f}{W_0} = \ln \frac{\rho_f}{\rho_0}$ \hspace{1cm} (A11)

The last equality comes from the microcanonical relation $W = \rho \delta E$ with $\rho$ the density of states in the microcanonical energy shell of width $\delta E$. The system entropy change from Eq. (A6) is

$\Delta S_S^{micro} = \ln \frac{W_f}{W_0} - \sum_{s_f} p_{s_f}^{micro} \ln W_{s_f} + \sum_{s_0} p_{s_0}^{micro} \ln W_{s_0}$ \hspace{1cm} (A12)
The system entropy change can be greatly simplified through a series of manipulations we will perform on the final two sums of Eq. A12. This will lead to the final simple result for the system entropy in Eq. A20, and will also be useful in deriving the environment entropy change in Eq. A22.

First, the sums can be combined by inserting the identities

\[ \sum_{s_0} p_{s_0}^{\text{micro}} = \sum_{s_f} p_{s_f}^{\text{micro}} = 1, \]

\[ \sum_{s_f} p_{s_f}^{\text{micro}} \ln W_{s_f} + \sum_{s_0} p_{s_0}^{\text{micro}} \ln W_{s_0} = -\sum_{s_0,s_f} p_{s_0}^{\text{micro}} p_{s_f}^{\text{micro}} \ln \frac{W_{s_f}}{W_{s_0}}. \] (A13)

This is simplified by noting that for a heat bath environment \( W \sim e^{E_E/T} \), where \( E_E \) is the energy of the environment. Then the ratio \( W_{s_f}/W_{s_0} \) in the right of Eq. A13 can be expressed as

\[ W_{s_f}/W_{s_0} = e^{-(E_{sf} - E_{s0})/T}. \] (A14)

where \( E_{sf} - E_{s0} = \Delta E_S \) is the energy difference between the final and initial system states \( s_f \) and \( s_0 \). Putting this into Eq. A13 gives

\[ -\sum_{s_0,s_f} p_{s_0}^{\text{micro}} p_{s_f}^{\text{micro}} \ln \frac{W_{s_f}}{W_{s_0}} = \sum_{s_0,s_f} p_{s_0}^{\text{micro}} p_{s_f}^{\text{micro}} \frac{E_{sf} - E_{s0}}{T}. \] (A15)

Now we separate again into two terms

\[ \sum_{s_0,s_f} p_{s_0}^{\text{micro}} p_{s_f}^{\text{micro}} \frac{E_{sf} - E_{s0}}{T} = \frac{1}{T} \left( \sum_{s_0} p_{s_0}^{\text{micro}} \sum_{s_f} p_{s_f}^{\text{micro}} E_{sf} - \sum_{s_f} p_{s_f}^{\text{micro}} \sum_{s_0} p_{s_0}^{\text{micro}} E_{s0} \right) \] (A16)

Using the identities \( \sum_s p_s^{\text{micro}} = \sum_s p_s^{\text{micro}} = 1 \) this becomes

\[ \frac{1}{T} \left( \sum_{s_f} p_{s_f}^{\text{micro}} E_{sf} - \sum_{s_0} p_{s_0}^{\text{micro}} E_{s0} \right) = \frac{\langle E_{S,f} \rangle - \langle E_{S,0} \rangle}{T} = \frac{\Delta \langle E_S \rangle}{T}. \] (A17)

Finally, we note that the system energy change is due solely to heat flow from the environment \( \Delta \langle E_S \rangle = -Q = -\Delta \langle E_E \rangle \), so we can express the result in Eq. A17 equivalently as

\[ \frac{\Delta \langle E_S \rangle}{T} = -\frac{Q}{T}. \] (A18)

In total, Eqs. A13-A18 show that
\[ -\sum_{s_f} p_{s_f}^{\text{micro}} \ln W_{s_f} + \sum_{s_i} p_{s_i}^{\text{micro}} \ln W_{s_i} = -\frac{Q}{T} \]  

(A19)

Putting this into Eq. A12 the system entropy change takes the standard and simple final form

\[ \Delta S_{\text{system}}^{\text{micro}} = \ln \frac{W_f}{W_0} - \frac{Q}{T}. \]  

(A20)

Now consider the entropy change of the environment. From the basic relation of Eq. A10 this is

\[ \Delta S_{\text{environment}}^{\text{micro}} = \sum_{s_f} p_{s_f}^{\text{micro}} \ln W_{s_f} - \sum_{s_0} p_{s_0}^{\text{micro}} \ln W_{s_0}. \]  

(A21)

Using Eq. A19 this is simply

\[ \Delta S_{\text{environment}}^{\text{micro}} = \frac{Q}{T}, \]  

(A22)

which is the standard thermodynamic result. Note this is an exact equality for a standard heat bath with the level density behavior of Eq. A14. Thus we have demonstrated \( \Delta S_{\text{environment}}^{\text{micro}} = Q/T \), as stated in Eq. 17 of the main text.

**B: Lorentzian state distributions**

In this appendix we show how we obtain the time-evolving Lorentzian states discussed in Section VI of the main text. The time-evolution of an initial state \( |\Psi(0)\rangle \) follows the Schrödinger equation, expressed in terms of the eigenstates \( |\xi\rangle \) as

\[ |\Psi(t)\rangle = e^{-i\hat{H}t} |\Psi(0)\rangle = \sum_{\xi} c_{\xi} e^{-iE_{\xi}t} |\xi\rangle. \]  

(B1)

Our approach will be to first analyze the structure of the eigenstates \( |\xi\rangle \), then use the eigenstate structure to analyze the time-dependent behavior of the \( |s\rangle |e\rangle \) and Lorentzian initial states.

Some of our important results for the average equilibrium behavior of time-dependent states, Eqs. B3 and B16 below, were obtained in nearly the same form by Deutsch in his well-known paper of 1991 [14, 15] where he developed the ideas behind the eigenstate thermalization hypothesis approach to quantum thermodynamics [11]. Our model varies somewhat from Deutsch’s, so that
our eigenstates require an additional parameter in Eq. [B3] that was not included in Deutsch’s work. The widths of the eigenstates in from our calculations also vary from Deutsch’s result by a factor of two, in agreement with a recent re-evaluation of Deutsch’s work by Nation and Porras in Ref. [16].

In addition to analyzing the average equilibrium behavior of time-dependent states, we also analyze the fluctuations of a time-evolving state about its average and to develop the idea of a time-evolving initial Lorentzian state. This provides the critical relations in Eq. 27 of the main, appearing again in this appendix as Eqs. [B8] and [B22].

1. Eigenstates

We build up to an analysis of time-dependent states beginning with the structure of the eigenstates \(|\xi⟩⟩\), for the system of a few energy levels, the environment with an exponential density of states, and a random-matrix system-environment interaction, as described in the main text and Ref. [1]. In the system-environment zero-order energy basis \({|s⟩⟩,|ε⟩⟩\} the eigenstates are expressed as

\[|\xi⟩⟩ = \sum_{s,ε} c^{(ξ)}_{s,ε} |s⟩⟩,|ε⟩⟩,\]  

(B2)

where the coefficients \(c^{(ξ)}_{s,ε}\) are real numbers since the Hamiltonian is real.

Deutsch [14, 15] and Nation and Porras [16] derived the eigenstate coefficients \(c^{(ξ)}_{s,ε}\) in a very similar model with a random interaction between evenly spaced system-environment levels. We find that our eigenstates can be very well fit by their result with the addition of a fit parameter \(ΔE_0\). It seems likely to us that this is related to the exponential level density in our environment as opposed to the evenly spaced levels they considered. With this additional fit parameter, our eigenstates coefficients can be described statistically as

\[c^{(ξ)}_{s,ε} ≈ g^{(ξ)}_{s,ε} \sqrt{L_ξ(E_s + E_ε)},\]  

(B3)

where \(L_ξ(E_s + E_ε)\) is a Lorentzian distribution and the \(g^{(ξ)}_{s,ε}\) give random variations about the Lorentzian average. The Lorentzian is

\[L_ξ(E_s + E_ε) = \frac{1}{\pi} \frac{γ_ξ/E_ξ}{(E_ξ - E_s - E_ε - ΔE_0)^2 + γ_ξ^2},\]  

(B4)
with half-width at half-max

\[ \gamma_\xi = \pi k^2 \rho(E_\xi), \]  

(B5)

where \( E_\xi \) is the eigenstate energy, \( \rho(E_\xi) \) is the total density of system-environment zero-order states, and \( \Delta E_0 \) is a fit parameter that sets the center of the Lorentzian. The small parameter \( \Delta E_0 \) varies slightly between eigenstates, but we will approximate it as constant here to simplify the analysis, finding that this is entirely adequate for describing our results.

![Graph](FIG. 7: Average squared coefficients \( \langle |c_s^{(\xi)}|^2 \rangle \) for a single eigenstate follow the Lorentzian distribution of Eq. B4. Error bars show the first and third quartiles of the distribution of \( |c_s^{(\xi)}|^2 \) in each data point. The quartiles of the coefficient distributions are in good agreement with the quartiles of the single degree of freedom \( \chi^2 \) distribution with the Lorentzian mean, shown in blue.

Fig. 7 shows an example of a single eigenstate calculated by exact diagonalization of our Hamiltonian. In the figure, we averaged squared-coefficients \( |c_s^{(\xi)}|^2 \) with nearby energies \( E_s + E_\epsilon \) to get the averages \( \langle |c_s^{(\xi)}|^2 \rangle \) shown as data points in the figure. The averages \( \langle |c_s^{(\xi)}|^2 \rangle \) represent the average probability of measuring an \( |s\rangle |\epsilon\rangle \) state of energy \( E_s + E_\epsilon \) when in the eigenstate \( |\xi\rangle \) of energy \( E_\xi \). The averages are very well described by the Lorentzian \( \langle |c_s^{(\xi)}|^2 \rangle \approx L_\xi (E_s + E_\epsilon) \), with \( L_\xi \) from Eq. B4

The asymmetric error bars in the figure show the first and third quartiles of the distribution of squared coefficients \( |c_s^{(\xi)}|^2 \) for each data-point average \( \langle |c_s^{(\xi)}|^2 \rangle \). The quartiles are in good agreement with the quartiles of a single degree of freedom \( \chi^2 \) distribution with mean \( L_\xi (E_s + E_\epsilon) \). The \( \chi^2 \) distribution describes a sum of squared random Gaussian variates. This suggests that the
$g_{s,e}^{(\xi)}$ in Eq. B3 behave as random standard Gaussian variates, so that the squared coefficients $|c_{s,e}^{(\xi)}|^2$ follow the $\chi^2$ distribution with mean $L_\xi$. To check this, in Fig. 8 we plot the distribution of the $g_{s,e}^{(\xi)} = c_{s,e}^{(\xi)}/\sqrt{L_\xi(E_s + E_e)}$, where they are indeed seen to follow a standard Gaussian distribution

$$p(g_{s,e}^{(\xi)}) = p\left(\frac{c_{s,e}^{(\xi)}}{\sqrt{L_\xi(E_s + E_e)}}\right) \sim e^{-g_{s,e}^{(\xi)^2}/2}. \quad (B6)$$

The Gaussian variations for $g_{s,e}^{(\xi)}$ in Eq. B6 explain the $\chi^2$ distributed quartiles in Fig. 7 and are consistent the work of Deutsch [14, 15] and Nation and Porras [16]. We have thus arrived at the description of the eigenstates in Eq. B3, with the Lorentzian $L_\xi$ of Eq. B4 and the random variations $g_{s,e}^{(\xi)}$ of Eq. B6.

![Figure 8: Histogram counts of coefficient variations for an eigenstate. The variations $g_{s,e}^{(\xi)} = c_{s,e}^{(\xi)}/\sqrt{L_\xi}$ in the single eigenstate coefficients of Eq. B3 follow the standard Gaussian distribution of Eq. B6.](image)

The Gaussian fluctuations in the basis state probabilities of Eq. B3 are related to the random structure of the interaction, as discussed by Deutsch [14, 15]. They also have a connection to the random states considered in the “typicality” approaches to quantum statistical mechanics [20–27]. These approaches seek to rationalize thermalization behavior by analyzing the statistics of random states. An unbiased sampling of random states is accomplished by taking coefficients as random Gaussian variates [20], similar to our Eq. B6. Here, the eigenstates can be thought of as random or “typical” states within their Lorentzian windows, as seen in Fig. 8.
2. Time evolution of an $|s\rangle|\varepsilon\rangle$ initial state

Our goal in this section is to understand the behavior of a very simple time-dependent state, from Eq. 26 of the main text, that begins in single zero-order basis state

$$|\Psi_{s,\varepsilon}(t)\rangle = e^{-i\hat{H}t}|s\rangle|\varepsilon\rangle = \sum_{s',\varepsilon'} c_{s',\varepsilon'}(t)|s'\rangle|\varepsilon'\rangle.$$  \hspace{1cm} (B7)

Our analysis will give the Lorentzian behavior for the time-evolved state $|\Psi_{s,\varepsilon}(t)\rangle$ seen in Fig. 3 and Eqs. 27-29 of the main text. We now briefly describe these results, repeated here in Eqs. B8-B10 before going into the mathematical details of how we obtain the results in the remainder of the section.

![Fig. 9: Average squared coefficients $\langle |c_{s',\varepsilon'}(t)|^2 \rangle$ for a time-evolved $|s\rangle|\varepsilon\rangle$ state of Eq. B7 follow a Lorentzian distribution with twice the width of the eigenstates. Error bars show the first and third quartiles of the distribution of the individual $|c_{s',\varepsilon'}(t)|^2$ in each data point. The quartiles of the coefficient distributions are in good agreement with the quartiles of the two degree of freedom $\chi^2$ distribution scaled by half the Lorentzian weight, shown in blue.](image)

Fig. 9 shows an example of average squared coefficients $\langle |c_{s',\varepsilon'}(t)|^2 \rangle$ for a time-evolved $|s\rangle|\varepsilon\rangle$ state of the type in Eq. B7 at a time $t$ at equilibrium (the results are similar for other choices of $t$). The state is the same as in Fig. 3 of the main text. The average squared coefficients $\langle |c_{s,\varepsilon}|^2 \rangle$ for the state follow a Lorentzian distribution with twice the width of the eigenstate seen previously in Fig. 7; note the energy range in Fig. 9 is doubled relative to Fig. 7. The equilibrated state of
Eq. [B7] can be expressed in the Lorentzian form from Eqs. 27-29 of the main text,

\[ |\Psi_{s,e}(t)\rangle \approx \sum_{s',e'} g_{s',e'} \sqrt{L_f^{(s,e)}} |s'| |e'\rangle, \quad (B8) \]

where the \( g_{s',e'} \) are random complex fluctuations and \( L_f^{(s,e)} \) is a Lorentzian centered at the initial \(|s\rangle |e\rangle\ energy\ E_0 = E_s + E_e, \)

\[ L_f^{(s,e)}(E_{s'} + E_{e'}) = \frac{1}{\pi} \frac{\gamma_f/\rho_f}{(E_{s'} + E_{e'} - E_0)^2 + \gamma_f^2}, \quad (B9) \]

with half-width at half-max

\[ \gamma_f = 2\pi k^2 \rho_f, \quad (B10) \]

where \( \rho_f = \rho(E_0) \) is the total density of system-environment states at \( E_0 \). The Lorentzian is similar to the eigenstate Lorentzian in Eqs. [B4] and [B5] except that the eigenstate energy has been replaced with the initial state energy \( E_0 = E_s + E_e \), the width is doubled to \( 2\pi k^2 \rho_f \), and there is no median energy parameter \( \Delta E_0 \).

The error bars in Fig. 9 show the quartiles of the distributions of squared coefficients for each data point, they are in very good agreement with the quartiles of a two degree of freedom \( \chi^2 \) distribution scaled by 1/2 the Lorentzian. This will be related to the structure of the random deviation terms \( g_{s',e'} \) in Eq. [B8] which we will find to follow statistics where their real and imaginary parts can be treated as random Gaussian variates, as in Eq. 24 of the main text. We now discuss how we obtain these results mathematically.

\[ a. \quad \text{Average Lorentzian Distribution for the time-evolved } |s\rangle |e\rangle \text{ state} \]

To derive the average Lorentzian behavior of Eq. [B8] we begin by calculating the average equilibrium state distribution for the time-evolving state of Eq. [B7]. The average equilibrium behavior is given by the long-time average of the density operator.
\[
\langle \hat{\rho}_{s,\varepsilon} \rangle_{t \to \infty} = \langle |\Psi_{s,\varepsilon}(t)\rangle \langle \Psi_{s,\varepsilon}(t)| \rangle_{t \to \infty} = \sum_{\xi,\xi'} c_{s,\xi}^{(s,\varepsilon)} \bar{c}_{s,\xi}^{(s,\varepsilon)*} e^{-i(E_{\xi} - E_{\xi'})t} \langle \xi \rangle \langle \xi' \rangle,
\]

where the time-averages are \( \langle x \rangle_{t \to \infty} \equiv \lim_{t \to \infty} (1/t) \int_0^t dx(t) \) and the coefficients are given by Eq. B3 with \( c_{s,\xi}^{(s,\varepsilon)} = \langle \xi|s\rangle|\varepsilon\rangle = c_{s,\xi}^{(s,\varepsilon)*} \). The energy eigenvalues are non-degenerate since there are no symmetries in the random matrix model, so the cross terms average to zero and

\[
\langle \hat{\rho}_{s,\varepsilon} \rangle_{t \to \infty} = \sum_{\xi} |c_{s,\xi}^{(s,\varepsilon)}|^2 \langle \xi \rangle = \sum_{\xi} |g_{s,\xi}^{(\xi)}|^2 L_{\xi}(E_0) \langle \xi \rangle \langle \xi \rangle,
\]

where the last equality has replaced the \( |c_{s,\xi}^{(s,\varepsilon)}|^2 \) with the expressions from Eq. B3 with the initial state energy \( E_0 = E_s + E_\varepsilon \).

We are interested in the distribution of the time-average density operator of Eq. B12 in the \( \{|s\rangle|\varepsilon\rangle\} \) basis, where the diagonal elements are \( \langle s'|\varepsilon'|\langle \hat{\rho}_{s,\varepsilon} \rangle_{t \to \infty}|\varepsilon'\rangle \langle s'| \). Using the form of the eigenstates in Eqs. B2 and B3 the diagonal elements of the density operator in the zero-order basis are

\[
\langle s'|\varepsilon'|\langle \hat{\rho}_{s,\varepsilon} \rangle_{t \to \infty}|\varepsilon'\rangle \langle s'| \approx \sum_{\xi} |g_{s,\xi}^{(\xi)}|^2 |g_{s',\xi'}^{(\xi)}|^2 L_{\xi}(E_0) L_{\xi}(E_{s'} + E_{\varepsilon'}).
\]

We assume that the Gaussian variates are statistically independent from the Lorentzian factors so we can simply approximate them with their mean values \( \langle |g_{s,\xi}^{(\xi)}|^2 \rangle = \langle |g_{s',\xi'}^{(\xi)}|^2 \rangle = 1 \) for all values of the indices \( \xi, s, \varepsilon, s', \varepsilon' \). With this approximation

\[
\langle s'|\varepsilon'|\langle \hat{\rho}_{s,\varepsilon} \rangle_{t \to \infty}|\varepsilon'\rangle \langle s'| \approx \sum_{\xi} L_{\xi}(E_0) L_{\xi}(E_{s'} + E_{\varepsilon'}).
\]

We will now make two approximations to greatly simplify this sum, resulting ultimately in a single Lorentzian factor. The first approximation uses a single density of states \( \rho(E_\xi) = \rho(E_0) \) evaluated at the initial state energy \( E_0 = E_s + E_\varepsilon \) instead of the variable eigenstate energy \( E_\xi \). This approximation is reasonable since most of the sum comes from eigenstates with eigenenergies \( E_\xi \approx E_0 \) where the Lorentzians are near their maxima in Eq. B4. The second approximation is to replace the sum by an integral over all energies, which is reasonable since the discrete energy level spacings are small. With these approximations Eq. B14 becomes
\[ \langle s' \rangle |e'\rangle \langle \hat{\rho}_{s,e} t \rightarrow \infty |e'\rangle |s' \rangle \approx \frac{1}{\pi^2 \rho} \int_{-\infty}^{\infty} dE_{\xi} \frac{\pi k^2 \rho}{(E_0 + \Delta E_0 - E_{\xi})^2 + (\pi k^2 \rho)^2} \frac{\pi k^2 \rho}{(E_{\xi} - E_{e'} - E_{e'} - \Delta E_0)^2 + (\pi k^2 \rho)^2}, \]  

where \( \rho = \rho(E_0) \). There is an additional factor of the density of states \( \rho(E_0) \) in the integrand of Eq. [B15] in comparison to the summands in Eq. [B14] since there are \( \rho dE_{\xi} \) summands within each interval \( dE_{\xi} \) of the integration. The integral gives the convolution of two Lorentzians. We evaluated the integral using \textit{Mathematica}, the result is a Lorentzian with twice the half-width at half-max and a central energy at \( E_{e'} + E_{e'} = E_0 \),

\[ \langle s' \rangle |e'\rangle \langle \hat{\rho}_{s,e} t \rightarrow \infty |e'\rangle |s' \rangle \approx \frac{1}{\pi} \frac{2\pi k^2}{(E_{e'} + E_{e'})^2 + (2\pi k^2 \rho)^2}. \]  

The relation Eq. [B16] gives the average Lorentzian in Eq. [B9] and Fig. 9 at the start of this section and in Eqs. 27-29 and Fig. 3 of the main text. It is a Lorentzian centered at the initial state energy \( E_0 = E_s + E_{e'} \), with twice the width of the eigenstates, obtained through the convolution of Lorentzians in Eq. [B15]. This result was also obtained by Deutsch [14, 15] in a similar model. We will now consider the fluctuations about this Lorentzian average, to determine the factors \( \tilde{g}_{s',e'} \) in Eq. [B8].

\[ b. \text{ Fluctuations } \tilde{g}_{s',e'} \text{ in the coefficients of the time-evolved } |s\rangle |e\rangle \text{ state} \]

Now we would like to consider the time-dependent state Eq. [B7] as undergoing fluctuations about its equilibrium Lorentzian average from Eq. [B16] where the fluctuations are given by the factors \( \tilde{g}_{s',e'} \) in Eq. [B8]. We expect that the average squared fluctuation is unity, \( \langle |\tilde{g}_{s',e'}|^2 \rangle = 1 \), so that the \( |c_{s',e'}(t)|^2 \) follow the Lorentzian on average. We also expect that the real and imaginary parts of \( \tilde{g}_{s',e'} \) should contribute equally on average. This implies that the fluctuation term can be expressed as

\[ \tilde{g}_{s',e'} = \frac{g_{s',e'} + ig'_{s',e'}}{\sqrt{2}}, \]  

where the real and imaginary components \( g_{s',e'} \) and \( g'_{s',e'} \) each have the average squared values \( \langle g_{s',e'}^2 \rangle = \langle g'_{s',e'}^2 \rangle = 1 \), so that \( \langle |\tilde{g}_{s',e'}|^2 \rangle = 1 \).

We examine the real and imaginary components \( g_{s',e'} \) and \( g'_{s',e'} \) separately, in comparison with
the exact coefficients $c_{s',\epsilon'}(t)$ of Eq. B7. By comparison of Eqs. B7, B8, and B17, we have the following relations for $g_{s',\epsilon'}$ and $g'_{s',\epsilon'}$:

$$g_{s',\epsilon'} = \text{Re} \left( \frac{\tilde{g}_{s',\epsilon'}}{1/\sqrt{2}} \right) = \text{Re} \left( \frac{c_{s',\epsilon'}(t)}{\sqrt{L_f^{(s,\epsilon)}} (E_{s'} + E_{\epsilon'})/2} \right)$$  \hspace{1cm} (B18)

and

$$g'_{s',\epsilon'} = \text{Im} \left( \frac{\tilde{g}_{s',\epsilon'}}{1/\sqrt{2}} \right) = \text{Im} \left( \frac{c_{s',\epsilon'}(t)}{\sqrt{L_f^{(s,\epsilon)}} (E_{s'} + E_{\epsilon'})/2} \right).$$  \hspace{1cm} (B19)

Fig. 10 shows the distributions of the $g_{s',\epsilon'}$ and $g'_{s',\epsilon'}$ taken as the right hand sides of Eqs. B18 and B19, at an instant in time $t$ after the $|s\rangle|\epsilon\rangle$ initial state has evolved to equilibrium (the results are similar for other $t$). The $g_{s,\epsilon}$ and $g'_{s,\epsilon}$ each follow standard Gaussian distributions, indicating that they are each distributed as random Gaussian variates as in Eq. B6. This is also consistent with the quartile distributions observed previously in Fig. 9; the squared complex fluctuation term $|\tilde{g}_{s',\epsilon'}|^2 = \frac{g_{s,\epsilon}^2 + g'_{s,\epsilon}^2}{2}$ has the distribution of a sum of two squared random standard Gaussian variates, which gives coefficients that follows the two degree of freedom $\chi^2$ distribution scaled by $L_f^{(s,\epsilon)}/2$, with the quartiles shown in Fig. 9. Thus, taking $\tilde{g}_{s',\epsilon'}$ as the sum Eq. B17 with $g_{s,\epsilon}$ and $g'_{s,\epsilon}$ as random Gaussian variates is giving an entirely consistent description of our results in Figs. 9 and 10.

This completes our analysis of the time-evolved $|s\rangle|\epsilon\rangle$ state in Eq. B8, where the coefficients $c_{s',\epsilon'}(t)$ are given in terms of the the Lorentzian averages $\sqrt{L_f^{(s,\epsilon)}}$ determined by the analysis of the last section and the complex Gaussian variate fluctuation terms $\tilde{g}_{s',\epsilon'}$ we have just discussed.

3. Time evolution of a Lorentzian initial state

Now we consider the time evolution of Lorentzian initial states, as in Fig. 2, Eqs. 22-24, and Eqs. 27-29 of the main text. Our goal here is to systematically characterize the equilibration behavior of the Lorentzian initial states, similar to what we did in Section B2 for the $|s\rangle|\epsilon\rangle$ initial states.

We consider the initial Lorentzian state from Eqs. 22-23 of the main text, repeated here as
FIG. 10: Histogram counts of coefficient variations for a time-evolved |s⟩|ε⟩ initial state. The real and imaginary parts the variations in Eqs. B18 and B19 each follow a Gaussian distribution.

\[
|\Psi^0_L\rangle = \sum \tilde{g}_{s,\epsilon} \sqrt{L_0} |s⟩|\epsilon⟩, \quad (B20)
\]

where the \( \tilde{g}_{s,\epsilon} \) are random complex Gaussian variates as in Eq. B17 and \( L_0 \) is the initial state Lorentzian

\[
L_0(E_s + E_\epsilon) = \frac{1}{\pi} \frac{\gamma_0/\rho_0}{(E_s + E_\epsilon - E_0)^2 + \gamma_0^2}, \quad (B21)
\]

where \( \gamma_0 \) is the half-width at half-max, \( E_0 \) is the central Lorentzian energy, and \( \rho_0(E_0) \) is the density of system-environment states with the system in its initial state \( |s⟩ \) at the initial state energy \( E_0 = E_s + E_\epsilon \). Our goal is to show that this evolves into the final equilibrium state Lorentzian from Eqs. 27-29 of the main text, repeated here as

\[
|\Psi^f_L(t)\rangle = \sum \tilde{g}_{s,\epsilon} \sqrt{L_f} |s⟩|\epsilon⟩, \quad (B22)
\]

with the final state Lorentzian

\[
L_f(E_s + E_\epsilon) = \frac{1}{\pi} \frac{\gamma_f/\rho_f}{(E_s + E_\epsilon - E_0)^2 + \gamma_f^2}, \quad (B23)
\]

with half-width at half-max

\[
\gamma_f = \gamma_0 + 2\pi k^2 \rho_f, \quad (B24)
\]
FIG. 11: Average squared coefficients $\langle |c_{s',\varepsilon}'(t)|^2 \rangle$ for a time-evolved Lorentzian initial state of Eq. B20 follows a Lorentzian distribution with increased width (the state is the same as in Fig. 2). Error bars show the first and third quartiles of the distribution of the individual $|c_{s',\varepsilon}'(t)|^2$ in each data point. The quartiles of the coefficient distributions are in good agreement with the quartiles of the two degree of freedom $\chi^2$ distribution scaled by half the Lorentzian weight, shown in blue.

where $\rho_f = \rho(E_0)$ is the total density of system-environment zero-order states (when all system levels are accessible at equilibrium).

Fig. 11 shows an initial Lorentzian state of Eq. B20 on the left and a time-evolved version of the same state as in Eq. B22 on the right. The state is the same as in Fig. 2 of the main text. The final state Lorentzian $L_f$ is similar to the initial state Lorentzian $L_0$ except the width $\gamma_f$ is increased by twice the approximate widths of the eigenstates $2\pi k^2 \rho_f$. To rationalize this behavior, we will begin by analyzing the average equilibrium behavior of the time-evolving initial Lorentzian state, then analyze the fluctuations about the average to determine the $\tilde{g}_{s,\varepsilon}$. The fluctuations will follow the same type of random Gaussian structure as we had for the time-evolved $|s\rangle|\varepsilon\rangle$ states, giving the blue $\chi^2$ quartiles in the figure.

a. Average final Lorentzian distribution for the time-evolved Lorentzian initial state

To determine the average final state Lorentzian in Eq. B22, we will calculate the average equilibrium behavior of the time-evolving Lorentzian initial state of Eq. B20 analogous to what we did with the average time-evolving $|s\rangle|\varepsilon\rangle$ initial state in Section B.2.a. To begin, express the initial
state density operator as

$$\hat{\rho}_L = \hat{\rho}_L^{\text{diag}} + \hat{\rho}_L^{\text{coh}}, \quad (B25)$$

where $\hat{\rho}_L^{\text{diag}}$ gives the diagonal component with trace of unity,

$$\hat{\rho}_L^{\text{diag}} = \sum_{s,\varepsilon} |\tilde{g}_{s,\varepsilon}|^2 L_0(E_s + E_\varepsilon) |s\rangle \langle \varepsilon| \langle \varepsilon| \langle s|, \quad (B26)$$

and $\hat{\rho}_L^{\text{coh}}$ gives the coherences between the $|s\rangle \langle \varepsilon|$ states with trace of zero,

$$\hat{\rho}_L^{\text{coh}} = \sum_{s,\varepsilon \neq s',\varepsilon'} \tilde{g}_{s,\varepsilon} \tilde{g}_{s',\varepsilon'} \sqrt{L_0(E_s + E_\varepsilon) L_0(E_{s'} + E_{\varepsilon'})} |s\rangle \langle \varepsilon'| \langle \varepsilon'| \langle s'|. \quad (B27)$$

First consider the diagonal component $\hat{\rho}_L^{\text{diag}}$. Its time average is

$$\langle \hat{\rho}_L^{\text{diag}} \rangle_{t \to \infty} = \sum_{s,\varepsilon} |\tilde{g}_{s,\varepsilon}|^2 L_0(E_s + E_\varepsilon) \langle \hat{\rho}_{s,\varepsilon} \rangle_{t \to \infty}, \quad (B28)$$

where $\langle \hat{\rho}_{s,\varepsilon} \rangle_{t \to \infty}$ is the time-average of a single $|s\rangle \langle \varepsilon|$ initial state. Using the result for $\langle \hat{\rho}_{s,\varepsilon} \rangle_{t \to \infty}$ from Eq. (B16), then approximating the sum as a convolution integral analogous to Eq. (B15) this gives

$$\langle s'| \langle \varepsilon' | \langle \hat{\rho}_L^{\text{diag}} \rangle_{t \to \infty} | \varepsilon' \rangle | s' \rangle \approx L_f(E_{s'} + E_{\varepsilon'}), \quad (B29)$$

where $L_f(E_{s'} + E_{\varepsilon'})$ is the final Lorentzian in Eq. (B22). Thus, we have arrived at the final Lorentzian distribution by considering the time-averaged diagonal component of the density operator. We now consider the coherence component of the density operator in Eq. (B25).

The coherence component $\langle \hat{\rho}_L^{\text{coh}} \rangle_{t \to \infty}$ of the time-averaged density operator has trace zero, so it has no contribution to the total probability of the time-averaged state and only serves to give fluctuations about the diagonal component $\langle \hat{\rho}_L^{\text{diag}} \rangle_{t \to \infty}$, with zero average fluctuation per basis state. Based on the average behavior, we will simply approximate time-average of the coherence term as zero

$$\langle s'| \langle \varepsilon' | \langle \hat{\rho}_L^{\text{coh}} \rangle_{t \to \infty} | \varepsilon' \rangle | s' \rangle \approx 0. \quad (B30)$$

We will find that this approximation works very well to model our results. Similarly, Deutsch
treated \( \langle \hat{\rho}^{0,\text{coh}}_{L} \rangle_{t \to \infty} \) as negligible when calculating operator expectation values, in Eq. 5.7 of Ref. [15].

From the analysis of this section, the average equilibrium distribution for the initial Lorentzian state of Eq. B20 is

\[
\langle s' | \langle \varepsilon' | \langle \hat{\rho}^{0}_{L} \rangle_{t \to \infty} | \varepsilon' \rangle | s' \rangle \approx L_f (E_{s'} + E_{\varepsilon'}). \tag{B31}
\]

This gives the final average Lorentzian in the time-evolved state of Eq. B22 and Fig. 11. We will now consider the fluctuations about the Lorentzian average, to devise the fluctuation terms \( \tilde{g}_{s,\varepsilon} \) in the final expression for equilibrium Lorentzian state of Eq. B22.

### b. Fluctuations in the coefficients of the time-evolved Lorentzian state

In this section we analyze the fluctuation terms \( \tilde{g}_{s,\varepsilon} \) in the expression for the final Lorentzian state of Eq. B22. Following the same reasoning as in Section B2b, we assume that the fluctuations \( \tilde{g}_{s,\varepsilon} \) can be expressed in the form of Eq. B17. We analyze the real and imaginary components \( g_{s,\varepsilon} \) and \( g'_{s,\varepsilon} \) using relations analogous using Eqs. B18 and B19 but with the final state Lorentzian of Eq. B23

\[
g_{s,\varepsilon} = \text{Re} \left( \frac{\tilde{g}_{s,\varepsilon}}{1/\sqrt{2}} \right) = \text{Re} \left( \frac{c_{s,\varepsilon}(t)}{\sqrt{L_f(E_s + E_\varepsilon)}} \right) \tag{C1}
\]

and

\[
g'_{s,\varepsilon} = \text{Im} \left( \frac{\tilde{g}_{s,\varepsilon}}{1/\sqrt{2}} \right) = \text{Im} \left( \frac{c_{s,\varepsilon}(t)}{\sqrt{L_f(E_s + E_\varepsilon)}} \right), \tag{C2}
\]

where \( c_{s,\varepsilon}(t) \) are the exact time-dependent coefficients of the \( |s\rangle \langle \varepsilon | \) basis states taken at an instant in time \( t \) at equilibrium (the results are similar for other \( t \) at equilibrium).

Fig. 12 shows the distribution of the \( g_{s,\varepsilon} \) and \( g'_{s,\varepsilon} \), taken as the right hand sides of Eqs. C1 and C2. The distributions follow the standard Gaussian distribution, indicating that both \( g_{s,\varepsilon} \) and \( g'_{s,\varepsilon} \) behave as standard Gaussian variates, analogous to what we saw with the coefficients of the time-evolved \( |s\rangle \langle \varepsilon | \) state in Section B2b.

In total, we have seen in this section how the time-evolution of an initial Lorentzian state of Eq. B20 gives the final Lorentzian state of Eq. B22 with random complex Gaussian varlate
fluctuations $\tilde{g}_{s,e}$ about the final Lorentzian $L_f$.

FIG. 12: Histogram counts of coefficient variations for a time-evolved Lorentzian initial state. The real and imaginary parts the variations in Eqs. C1 and C2 each follow a Gaussian distribution.

C: Entropy of the Lorentzian

In this section we derive the entropy, Eq. 30 of the main text, for a state with random variations about a Lorentzian, as in the previous sections and in Eqs. 22 and 27 of the main text.

Each of the Lorentzian states has squared coefficients of the approximate form

$$ p_\alpha = |c_\alpha|^2 \approx |\tilde{g}_\alpha|^2 L_\alpha = |\tilde{g}_\alpha|^2 \frac{1}{\pi} \frac{\gamma/\rho}{\Delta E_\alpha^2 + \gamma^2}, \quad (C3) $$

where $\Delta E_\alpha = E_0 - E_\alpha$ is the energy difference between the basis state $|\alpha\rangle = |s\rangle|\varepsilon\rangle$ and the initial state energy $E_0$, $\tilde{g}_\alpha$ is a complex Gaussian variate as in Eqs. 24-25 of the main text, and $\gamma$ is the half-width at half-max of the Lorentzian. Using these coefficient distributions we will calculate the entropy from Eq. 6 of the main text, repeated here as

$$ S^Q_{univ} = - \sum_\alpha p_\alpha \ln p_\alpha. \quad (C4) $$

Using Eq. C3 the entropy is

$$ S^Q_{univ} \approx - \sum_\alpha |\tilde{g}_\alpha|^2 L_\alpha \ln (|\tilde{g}_\alpha|^2 L_\alpha) = - \sum_\alpha |g_\alpha|^2 L_\alpha \ln (L_\alpha) - \sum_\alpha L_\alpha |g_\alpha|^2 \ln (|g_\alpha|^2) \quad (C5) $$
The $g_\alpha$ are statistically independent from the $L_\alpha$ by assumption. This suggests replacing the individual $|g_\alpha|^2$ in the first sum on the right of Eq. \(C5\) with their average value $\langle |g_\alpha|^2 \rangle = 1$,

$$\sum_\alpha |g_\alpha|^2 L_\alpha \ln (L_\alpha) \approx \sum_\alpha L_\alpha \ln (L_\alpha), \quad (C6)$$

leaving just the entropy of the perfect Lorentzian. For the second sum on the right of Eq. \(C5\) the statistical independence of the $g_\alpha$ suggests replacing the $|g_\alpha|^2 \ln (|g_\alpha|^2)$ with the average value

$$\sum_\alpha L_\alpha |g_\alpha|^2 \ln (|g_\alpha|^2) \approx \langle |g_\alpha|^2 \ln (|g_\alpha|^2) \rangle \sum_\alpha L_\alpha = \langle |g_\alpha|^2 \ln (|g_\alpha|^2) \rangle \sum_\alpha L_\alpha = \langle |g_\alpha|^2 \ln (|g_\alpha|^2) \rangle (C7)$$

where the last equality uses the normalization of the Lorentzian $\sum_\alpha L_\alpha = 1$. In total, Eq. \(C5\) is then approximated as

$$S_{univ}^Q \approx - \sum_\alpha L_\alpha \ln (L_\alpha) - \langle |g_\alpha|^2 \ln (|g_\alpha|^2) \rangle \quad (C8)$$

The first term is the entropy of a Lorentzian, while the second term gives the deviation from the perfect Lorentzian entropy due to the random variations in the state.

Now we will evaluate the terms in Eq. \(C8\). The Lorentzian sum in the first term can be approximated as the integral

$$- \sum_\alpha L_\alpha \ln (L_\alpha) \approx - \int_{-\infty}^{\infty} d(\Delta E_\alpha) L_\alpha(\Delta E_\alpha) \rho(E_0) \ln (L_\alpha(\Delta E_\alpha)) \quad (C9)$$

In the integral approximation, the density of states $\rho$ is factored into the integrand to account for having approximately $\rho d(\Delta E_\alpha)$ states in the sum that are within each differential interval $d(\Delta E_\alpha)$ of integration. To simplify the integral, we have approximated the density of states as the constant value at the central energy of the Lorentzian $\rho = \rho(E_0)$, where the majority of probability in the Lorentzian is located.

To evaluate the integral Eq. \(C9\) we first split it into two separate integrals by factoring $\rho(E_0)/\rho(E_0)$ into the logarithm then separating out a term $- \ln \rho(E_0)$,

$$- \int_{-\infty}^{\infty} d(\Delta E_\alpha) L_\alpha(\Delta E_\alpha) \rho(E_0) \ln (L_\alpha(\Delta E_\alpha)) = - \int_{-\infty}^{\infty} d(\Delta E_\alpha) L_\alpha(\Delta E_\alpha) \rho(E_0) \ln (L_\alpha(\Delta E_\alpha)) + \int_{-\infty}^{\infty} d(\Delta E_\alpha) L_\alpha \rho(E_0) \ln \rho(E_0) \quad (C10)$$
The first integral on the right of Eq. (B 3 b) has the well known solution \( \ln(4\pi\gamma) \) for the entropy of a continuous Lorentzian distribution, while the second integral is simply \( \ln p(E_0) \), since \( p(E_0) \) is a constant and \( \int_{-\infty}^{\infty} d(\Delta E_\alpha) p(E_0)L_\alpha(\Delta E_\alpha) = 1 \) by the normalization of the Lorentzian. Then in total we have

\[
-\sum_\alpha L_\alpha \ln(L_\alpha) \approx \ln(4\pi\gamma p(E_0))
\]

(C11)

The final term in Eq. (C8) for the average \( \langle |g_\alpha|^2 \ln(|g_\alpha|^2) \rangle \) is calculated through integration over all the values of \( g' \) and \( g'' \) with the Gaussian variate probability density \( p(g) = (2\pi)^{-1/2} \exp(-g^2/2) \),

\[
\langle |g_\alpha|^2 \ln(|g_\alpha|^2) \rangle = \int_{-\infty}^{\infty} dg' \int_{-\infty}^{\infty} dg'' p(g') p(g'') \frac{g'^2 + g''^2}{2} \ln \frac{g'^2 + g''^2}{2} = g_0
\]

(C12)

where

\[
g_0 = 1 - \gamma_{EM}
\]

(C13)

where \( \gamma_{EM} = 0.577215... \) is the Euler-Mascheroni constant.

Putting Eqs. (C11) and (C12) into Eq. (C8) gives the entropy for the Lorentzian states, in Eq. 30 of the main text,

\[
S \approx \ln(4\pi\gamma p) - g_0.
\]

(C14)
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