Multi-step Time Series Forecasting Using Ridge Polynomial Neural Network with Error-Output Feed-backs
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Abstract Time series forecasting gets much attention due to its impact on many practical applications. Higher-order neural network with recurrent feedback is a powerful technique which used successfully for forecasting. It maintains fast learning and the ability to learn the dynamics of the series over time. For that, in this paper, we propose a novel model which is called Ridge Polynomial Neural Network with Error-Output Feedbacks (RPNN-EOFs) that combines the properties of higher order and error-output feedbacks. The well-known MackeyGlass time series is used to test the forecasting capability of RPNN-EOFs. Simulation results showed that the proposed RPNN-EOFs provides better understanding for the MackeyGlass time series with root mean square error equal to 0.00416. This result is smaller than other models in the literature. Therefore, we can conclude that the RPNN-EOFs can be applied successfully for time series forecasting.
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1 Introduction

Time series forecasting approaches have been widely applied to many fields such as financial forecasting, weather forecasting, traffic forecasting, etc. The aim of time series forecasting is building an approach that use past observations to forecast the future. For example, using a series of data $x_{t-n}, x_{t-2}, x_{t-1}, x_t$ to forecasts data values $x_{t+1}, x_{t+m}$. Generally, time series forecasting approaches can be classified into two approaches; statistical-based and intelligent-based approaches. Due to the nonlinear nature of most of time series signals, intelligent-based approaches have shown better performance than statistical approaches in time series forecasting [1].

Artificial Neural network (ANN), which is inspired by biological nervous systems, is an example of intelligent-based approaches. ANN can learn from historical data and learn its weight matrices to construct model that can forecast the future. Due to the nonlinear nature and the ability to produce complex nonlinear input-output mapping, ANN have been used successfully for time series forecasting [2].

Generally, ANNs can be grouped into two groups based on network structure; feedforward and recurrent networks [2]. In feedforward networks, the data flows in one direction only from the input nodes to the output nodes through network connections (i.e. weights). On other hand, the connections between the nodes in recurrent networks form a cycle.

Multilayer perceptron (MLP) is one of the most used feedforward ANNs in forecasting tasks [3]. However, due to the multilayered structure of MLP, it needs a large number of units to solve complex nonlinear mapping problems, which results in low learning rate and poor generalization [4]. To overcome these drawbacks, different types of single layer higher order neural networks (HONNs) with product neurons were introduced. Ridge Polynomial Neural Network (RPNN) [5] is a feedforward HONNs that maintain fast learning and powerful mapping properties, and is thus suitable for solving complex problems [3].

Two recurrent versions of RPNNs are existed namely; the Dynamic Ridge Polynomial Neural Networks (DRPNN) [6] and Ridge Polynomial Neural Networks with Error Feedback (RPNN-EF) [7]. DRPNN uses the output value from the output layer as a feedback connection to the input layer. On other hand, RPNN-EF uses the network error which is calculated by subtracting the desired value from the forecast value. The idea behind recurrent networks is learning the network the dynamics of the series over time. As a result, the network should use this memory when forecasting [8]. DRPNN and RPNN-EF have been successfully used for time series forecasting [1, 6, 7, 9].

Due to the success of DRPNN and RPNN-EF, in this paper we propose a model that combine the properties of RPNNs and output-error feedbacks recurrent neural networks. This model is called Ridge Polynomial Neural Network with Error-Output Feedbacks (RPNN-EOFs). We applied the RPNN-EOFs to the chaotic Mackey-Glass differential delay equation series which is
recognized as a benchmark problem that has been used and reported by many researchers for comparing the generalization ability of different models [10-18].

This paper consists of six sections. Section 2 introduces the basic concepts of RPNN, DRPNN and RPNN-EF. We describe the proposed model in Section 3. Section 4 covers the experimental settings. Section 5 is about results and discussion. And finally, Section 6 concludes the paper.

2 The Existing Ridge Polynomial Neural Network Based Models

This section discusses the existing Ridge Polynomial Neural Networks based models, namely Ridge Polynomial Neural Networks (RPNNs), Dynamic Ridge Polynomial Neural Networks (DRPNNs) and Ridge Polynomial Neural Networks with Error Feed-back (RPNN-EF).

2.1 Ridge Polynomial Neural Networks (RPNNs)

RPNNs [5] are an example of feedforward higher order neural networks (HONNs) that use one layer of trainable weights. RPNNs maintain powerful mapping capabilities and fast learning properties of single layer HONNs [3]. They are constructed by adding different degrees of Pi-Sigma Neural Networks (PSNNs) blocks [19] until a defined goal is achieved. They can approximate any continuous function on a compact set in multidimensional input space with arbitrary degree of accuracy [5]. RPNNs utilize univariate polynomials which help to avoid an explosion of free parameters that found in some types of higher order feedforward neural networks [5].

2.2 Dynamic Ridge Polynomial Neural Networks (DRPNNs)

DRPNNs [6] are one type of recurrent version of RPNNs. DRPNNs take advantage of network output value as an additional input to the input layer. They are provided with memories that help to retain information to be used later [6]. DRPNN is trained by the real time recurrent learning algorithm (RTRL) [20].

DRPNNs are more suitable than RPNNs for time series forecasting due the fact that the behavior of some time series signals related to some past inputs on which the present inputs depends. Interested readers for the application of DRPNNs for time series forecasting may be referred to [1, 6, 9].

2.3 Ridge Polynomial Neural Network with Error Feedback (RPNN-EF)

Another recurrent type of RPNN is RPNN-EF [7] as shown in Fig. 1. Unlike DRPNN, RPNN-EF takes advantage of network error value as an additional
input to the input layer. This error is calculated by taking the difference between the desired output and network output. Such error feedback is also used in the literature with Functional Link Network (FLN) and Adaptive Neuro-Fuzzy Inference System (ANFIS) model [21, 22]. Like DRPNN, RPNN-EF is trained by RTRL algorithm.

RPNN-EF showed better understanding for multi-step ahead forecasting than RPNN and DRPNN. Furthermore, RPNN-EF was significantly faster than other RPNN-based models for one-step ahead forecasting [7].

3 The Proposed Model: Ridge Polynomial Neural Network with Error-Output Feedbacks (RPNN-EOF)

Due to the success of DRPNN, RPNN-EF for time series forecasting [1, 6, 7, 9], we propose Ridge Polynomial Neural Networks with Error-Output Feedbacks (RPNN-EOF). This model combines the properties of RPNNs, and the powerful of both error and output feedbacks.

Generic network architecture of the RPNN-EOFs using Pi-Sigma neural networks as basic building blocks is shown in Fig. 2. Like other RPNN based models, RPNN-EOFs uses constructive learning method. That means the network structure grows from a small network and the network becomes larger as learning proceeds until the desired level of defined error is reached [5].
Fig. 2: Ridge Polynomial Neural Networks with Error-Output Feedbacks. PSNN, d(t) stands for Pi-Sigma Neural Network and the desired output at time t. Bias nodes are not shown here for reason of simplicity.

RPNN-EOFs is trained by RTRL algorithm. The output of RPNN-EOFs, which is denoted by y(t), is calculated as follows:

\[ y(t) \approx \sigma \left( \sum_{i=1}^{k} P_i(t) \right) \]  
\[ P_i(t) = \prod_{j=1}^{i} (h_j(t)) \]  
\[ h_j(t) = \sum_{g=1}^{M+2} (w_{gj} \ast Z_g(t)) + w_{0j} \]  

where \( P_i(t) \) is the output of Pi-Sigma block, \( \sigma \) is the transfer function, \( h_j(t) \) is the net sum of the sigma unit \( j \), \( w_{0j} \) is the bias, \( w_{gj} \) is the weights between input and sigma units, and \( Z(t) \) is the inputs which given as follow:

\[ Z_g(t) = \begin{cases} x_g(t) & 1 \leq g \leq M \\ e(t-1) = d(t-1) - y(t-1) & g = M + 1 \\ y(t-1) & g = M + 2 \end{cases} \]  

Network error is calculated using the sum squared error as follows:

\[ E(t) = \frac{1}{2} \sum e(t)^2 \]  
\[ e(t) = d(t) - y(t) \]
where \( d \) is the desired output and \( y \) is the predicted output. At every time \( t \), the weights changes are calculated as follows:

\[
\Delta w_{gl} = -\eta \left( \frac{\partial E(t)}{\partial w_{gl}} \right)
\]

(5)

where \( \eta \) is the learning rate. The value of \( \frac{\partial E(t)}{\partial w_{gl}} \) is determined as:

\[
\frac{\partial E(t)}{\partial w_{gl}} = e(t) \cdot \frac{\partial e(t)}{\partial w_{gl}}
\]

(6)

Assume \( D^Y \) and \( D^E \) as dynamic system variables \([2]\), where \( D^Y \) and \( D^E \) are:

\[
D^Y_{gl}(t) = \frac{\partial y(t)}{\partial w_{gl}}
\]

(11)

\[
D^E_{gl}(t) = \frac{\partial e(t)}{\partial w_{gl}}
\]

(12)

Substituting Equation (11) and Equation (12) into Equation (10), we have

\[
\frac{\partial y(t)}{\partial w_{gl}} = (y(t))' \left( \prod_{j=1,j\neq l}^{i} h_j(t) \right) \cdot \left( Z_g(t) + \left( w_{(M+1)j} \cdot \frac{\partial e(t-1)}{\partial w_{gl}} \right) + \left( w_{(M+2)j} \cdot \frac{\partial y(t-1)}{\partial w_{gl}} \right) \right)
\]

(13)

Recall Equation (8), from Equation (12), we have

\[
D^E_{gl}(t) = -D^Y_{gl}(t)
\]

(14)

Substituting Equation (14) into Equation (13), we have

\[
\frac{\partial y(t)}{\partial w_{gl}} = (y(t))' \left( \prod_{j=1,j\neq l}^{i} h_j(t) \right) \cdot \left( Z_g(t) + D^Y_{gl}(t-1) \left( w_{(M+2)j} - w_{(M+1)j} \right) \right)
\]

(15)
For simplification, the initial values for $D_{gl}(t) = 0$, and $e(t) = y(t) = 0.5$ to avoid zero value of $D_{gl}(t)$. Then the weights updating rule is derived by substituting Equation (15) and Equation (8) into Equation (6), we have

$$\frac{\partial E(t)}{\partial w_{gi}} = -e(t) * D_{gl}(t) \tag{16}$$

Then, substituting Equation (16) into Equation (5), we have

$$\Delta w_{gi} = \eta * e(t) * D_{gl}(t) \tag{17}$$

### 4 Experimental Design

#### 4.1 Mackey-Glass Differential Delay Equation

In this paper, we used the well known chaotic Mackey-Glass differential delay equation series. This series is recognized as a benchmark problem that has been used and reported by many researchers for comparing the generalization ability of different models [10-18]. Mackey-Glass time series is given by the following delay differential equation:

$$\frac{dx}{dt} = \beta x(t) + \frac{\alpha x(t-\tau)}{1 + x^{10}(t-\tau)} \tag{18}$$

where $\tau$ is the time delay. We chose the following values for the variables $\alpha = 0.2$, $\beta = -0.1$, $x(0) = 1.2$, and $\tau = 17$. With this setting the series produce chaotic behavior. One thousand data point were generated. The first 500 points of the series were used as a training sample, while the remaining 500 points were used as out-of-sample data. We used four input variables $x(t), x(t-6), x(t-12), x(t-18)$ to predict $x(t+6)$. All these settings were used for fair comparison with other studies in the literature [10-18].

#### 4.2 Data Preprocessing

We scaled the points to the range [0.2, 0.8] to avoid getting network output too close to the two endpoints of sigmoid transfer function [1]. We used the minimum and maximum normalization method which is given by:

$$\hat{x} = (max_2 - min_2) * \left( \frac{x - min_1}{max_1 - min_1} \right) + min_2 \tag{19}$$

where $x$ refers to the observed (original) value, $\hat{x}$ is the normalized version of $x$, $min_1$, and $max_1$ are the respective minimum and maximum values of all observations, and $min_2$, and $max_2$ refer to the desired minimum and maximum of the new scaled series.
4.3 Network Topology

The topology of the RPNN-EOFs that we used is shown in Table 1. Most of the settings are either based on the previous works with RPNN based models that found in the literature [1, 6, 7, 9] or by trial and error.

| Setting                                      | Value                                                                 |
|----------------------------------------------|-----------------------------------------------------------------------|
| Activation function                         | Sigmoid function                                                      |
| Number of Pi-Sigma block (PSNN)             | Incrementally grown from 1 to 5                                       |
| Stopping criteria                           | Maximum number of epochs = 3000 or after accomplishing the 5th order network learning. |
| Initial weights                              | [-0.5, 0.5]                                                           |
| Momentum                                     | [0.4-0.8]                                                             |
| Learning rate ($\eta$)                       | [0.01-1]                                                              |
| Decreasing factors for ($\eta$)              | 0.8                                                                  |
| Threshold of successive PSNN addition ($r$) | [0.00001-0.1]                                                         |
| Decreasing factors for $r$                  | [0.05, 0.2]                                                           |

4.4 Performance Metrics

Because we aim to compare our proposed models performance with other models in the literature, we used the Root Mean Squared Error (RMSE) metric. RMSE is the standard metric which used by many researchers with Mackey-Glass series [10-18]. The equation for RMSE is given by:

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (Y_i - \hat{Y}_i)^2}$$  \hspace{1cm} (20)

5 Results and Discussion

The forecasting model of Mackey-Glass time series is built via the experimental design settings. The best out-of-sample data forecasting for RPNN-EOFs is shown in Fig. 3. It can be seen that the RPNN-EOFs can follow the dynamic behavior of the series precisely. To show the difference between the output of the RPNN-EOFs and the out-of-sample points, which is called forecasting error, we plot the forecasting error in Fig. 4.

For fair comparison with recent studies, we de-normalized the results of RPNN-EOFs model. Table 2 lists the generalization capabilities of other methods [10-18]. The generalization capabilities were measured by applying each model to forecast the out-of-sample data. The results show that the proposed RPNN-EOFs model offers a smaller RMSE than the other models. Based on
Fig. 3: The best forecasting results for Mackey-Glass time series using RPNN-EOF. Circle is the original series while the solid line is the forecast series.

Fig. 4: Forecasting error for Mackey-Glass time series using RPNN-EOF.

These results, we can conclude that the RPNN-EOFs alone provides better understanding for the series and smaller error in comparison to other models.
Table 2: Comparison of the performance of various existing models.

| Model                                                                 | RMSE    |
|----------------------------------------------------------------------|---------|
| Differential evolution - beta basis function neural networks (DE-BBFNN) [10] | 0.030   |
| Dynamic evolving computation system (DECS) [11]                      | 0.0289  |
| Orthogonal function neural network [12]                              | 0.016   |
| Multilayer feedforward neural network - Backpropagation algorithm (MLFBP) [13] | 0.0155  |
| Backpropagation network optimized by hybrid K-means-greedy algorithm [14] | 0.015   |
| Modified differential evolution and the radial basis function (MDE-RBF) [15] | 0.013   |
| Functional-link-based neural fuzzy network optimized by hybrid of cooperative particle swarm optimization and cultural algorithm (FLNFM-CPSO) [16] | 0.008274 |
| Multilayer neural network with the multi-valued neurons- QR decomposition (MLMNV-QR) [13] | 0.0065  |
| Wavelet neural network with hybrid learning approach (WNN-HLA) [17]   | 0.006   |
| Multilayer neural network with the multi-valued neurons (MLMNV) [13]  | 0.0056  |
| **RPNN-EOF (proposed)**                                              | **0.00416** |
| Grid-based fuzzy systems with 192 rules [18]                         | 0.0041  |
| Multigrid-based fuzzy system 3 sub-grids with 120 rules [18]         | 0.0031  |

*This is the de-normalized value for the RMSE.

Conclusions and Future Works

This paper investigated the forecasting capability of the Ridge Polynomial Neural Network with Error-Output Feedbacks (RPNN-EOFs) for multi-step time series forecasting. The well-known MackeyGlass differential delay equation was used to test the forecasting capability of RPNN-EOFs. Simulation results showed that the proposed RPNN-EOFs provides better understanding for the MackeyGlass time series and smaller error in comparison to other models in the literature. Therefore, we can conclude that the RPNN-EOFs can be applied successfully for time series forecasting. The future works will be using more time series to ensure the good performance of the proposed model.
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