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Abstract

The aim of this work is to design an explicit finite dimensional boundary feedback controller for locally exponentially stabilizing the equilibrium solutions to Fisher’s equation in both $L^2(0,1)$ and $H^1(0,1)$. The feedback controller is expressed in terms of the eigenfunctions corresponding to unstable eigenvalues of the linearized equation. This stabilizing procedure is applicable for any level of instability, which extends the result of [2] for nonlinear parabolic equations. The effectiveness of the approach is illustrated by a numerical simulation.
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1 Introduction

We consider the following Fisher’s equation

\[
\begin{aligned}
    u_t(x,t) - u_{xx}(x,t) - \alpha u(x,t) + \beta u^2(x,t) &= 0, \\
    (x,t) &\in (0,1) \times (0,\infty), \\
    u(0,t) = 0, u(1,t) = U(t), &\quad t \in (0,\infty), \\
    u(x,0) = u_0(x), &\quad x \in (0,1).
\end{aligned}
\]

where $\alpha, \beta$ are positive constants; $u(x,t)$ represents the state evolution over the spatial-temporal domain characterized by the coordinates $x, t$, respectively. The scalar function $U(t)$ represents the boundary actuation via the Dirichlet boundary condition. Our object is to stabilize the zero equilibrium with finite dimensional boundary feedback controller.

There has been a large body of remarkable results in recent years on boundary stabilization of linear and nonlinear parabolic systems, and we cite here [1]–[12]. The existence of a stabilizing linear boundary feedback controller for the linear parabolic equations with Dirichlet or Neumann boundary conditions was established firstly by R. Triggiani in his pioneering work [1]. The idea was to decompose the controlled system in a finite dimensional unstable part corresponding to unstable eigenvalues and an infinite dimensional stable part. Using Kalman’s theory for the finite dimensional part, it was shown in [1] that boundary stabilization is possible via a feedback controller with finite dimensional structure, but only conceptual procedure...
are provided, instead of an explicit form. V. Barbu firstly introduced a new technique in his work [2, 3, 4] for the construction of a feedback controller, which is finite dimensional and in an explicit form. However, his work based on an strict assumption which requires the normal derivative of the eigenfunctions corresponding to the unstable eigenvalues are linearly independent. This assumption limits the range of application, and it holds true for 1-D heat equation only for low levels of instability. By following the same approach, I. Munteanu provided explicit stabilizing boundary feedback controllers for the phase-field system in [6], for the heat equation with fading memory in [7], and also, for the Navier-Stokes equations with fading memory in [8]. Later on, based on V. Barbu’s work, I. Munteanu developed a delicate approach in [9] to the boundary feedback controller which stabilizes the semilinear parabolic equations in $L^2$, and this method dropped the above assumption. In last decade, a different approach, which is the so-called Backstepping technique is developed, and it works efficiently for the 1-D linear parabolic equation on a finite rod, of any level of instability (10)-[12].

Recently, X. Yu et al. studied the local boundary feedback stabilizing of 1-D Fisher’s equation by Backstepping method (13), wherein it is proved the feedback controller stabilizes the system in both $L^2(0, 1)$ and $H^1(0, 1)$, and numerical examples are provided to illustrate the effectiveness. Fisher’s equation is a nonlinear parabolic equation firstly proposed by Fisher to model the advance of a mutant gene in an infinite one-dimensional habitat [14]. Moreover, Fisher’s equation has been used as a basis for a wide variety of models for the spatial spread of gene in population, chemical wave propagation, flame propagation, branching Brownian motion process and even nuclear reactor theory [15]-[18]. It is well known that the uncontrolled Fisher’s equation is unstable.

In this work, for stabilizing the Fisher’s equation, we shall adopt the technique in [9] to design a feedback controller, which is different from the backstepping method applied in [13], but the form is much simpler. In the next section, by following similar arguments as in [9], we shall prove that the designed finite dimensional boundary feedback controller globally stabilizes the linearized equation

$$
\begin{align*}
\begin{cases}
& u_t(x, t) - u_{xx}(x, t) - \alpha u(x, t) = 0, \\
&(x, t) \in (0, 1) \times (0, \infty), \\
& u(0, t) = 0, u(1, t) = U(t) \quad t \in (0, \infty), \\
& u(x, 0) = u_0(x) \quad x \in (0, 1).
\end{cases}
\end{align*}
$$

(1.2)

It should be mentioned that it was shown in [9] only the stabilization result of the linearized equation, but for the stabilization of the nonlinear equation, the author referred to [2]. However, we find that, since the structure of the feedback controller is different, the idea to prove the nonlinear stabilization result in Theorem 4.1 in [2] can’t be applied directly in our case. In Section 3, we shall prove in detail that this feedback controller locally stabilizes Fisher’s equation around zero in $L^2(0, 1)$. Hence, for the first time, this work extends completely the work of V. Barbu in [2] for nonlinear parabolic equations to any level of instability. Furthermore, it will be shown that the solution to the closed-loop system is locally exponentially stable in $H^1(0, 1)$ when the initial data is in $H^1(0, 1)$ and satisfies certain compatibility condition. In Section 4, Numerical simulations of the closed-loop system will be provided to illustrate the effectiveness of our algorithm. We want to stress that, the method applied in this paper works in all dimensions, although we only considered in this work the 1-D case for the purpose to focus on the idea of algorithm.
2 Stabilization of the linear equation

Define operator $A : D(A) \rightarrow L^2(0, 1), D(A) = H^2(0, 1) \cap H^1_0(0, 1)$ as

$$Au = -\partial_{xx}u - \alpha u. \quad (2.1)$$

Notice that $A$ is self-adjoint. Besides, it can be shown that $A$ has compact resolvent. Therefore, it has countable set of eigenvalues, denoted by $\{\lambda_j\}_{j=1}^\infty$. In fact, by solving the equations

$$\begin{cases}
(\lambda_j + \alpha)u(x) - u''(x) = 0, & x \in (0, 1), \\
u(0) = u(1) = 0,
\end{cases}$$

$j = 1, 2, \ldots$, we can find that

$$\lambda_j = (\pi j)^2 - \alpha, \quad (2.3)$$

and the corresponding eigenfunctions to $\lambda_j$ is

$$\phi_j(x) = \sin(\pi j x), x \in (0, 1). \quad (2.4)$$

Given $\rho > 0$, there exists only a finite number of eigenvalues $\{\lambda_j\}_{j=1}^N$ with $\lambda_j < \rho, j = 1, 2, \ldots, N$, and $\lambda_j \geq \rho$ for all $j \geq N + 1$. As we shall see below, the larger $\rho$ is, the faster of the solution to the controlled system exponentially decay is, but on the other hand, the lager dimension, $N$, of the feedback controller is.

In the rest of the paper, we shall denote by $\| \cdot \|$ and $\| \cdot \|_1$ the norms of $L^2(0, 1)$ and $H^1(0, 1)$ respectively. The inner products in $L^2(0, 1)$ and Euclid space $R^N$ will be denoted by $\langle \cdot, \cdot \rangle$ and $\langle \cdot \rangle_N$, respectively. We shall write $Q = (0, 1) \times (0, \infty)$ for simplicity, and the variables $x, t$ will be omitted in the case of no ambiguity.

Let us denote by $B_0$ the Gram matrix of system $\{\phi_j(1)\}_{1 \leq j \leq N}$, i.e.

$$B_0 := \begin{pmatrix}
\phi_1'(1) \cdot \phi_1'(1) & \phi_1'(1) \cdot \phi_2'(1) & \cdots & \phi_1'(1) \cdot \phi_N'(1) \\
\phi_2'(1) \cdot \phi_1'(1) & \phi_2'(1) \cdot \phi_2'(1) & \cdots & \phi_2'(1) \cdot \phi_N'(1) \\
\cdots & \cdots & \cdots & \cdots \\
\phi_N'(1) \cdot \phi_1'(1) & \phi_N'(1) \cdot \phi_2'(1) & \cdots & \phi_N'(1) \cdot \phi_N'(1)
\end{pmatrix}.$$

Now, let $\rho < \gamma_1 < \gamma_2 < \cdots < \gamma_N$ be $N$ constants, which are sufficiently large, such that, for each $j \in \{1, 2, \ldots, N\}$, the solution to the equation

$$\begin{cases}
\gamma_j \psi_j + \psi'' - \alpha \psi_j - 2 \sum_{k=1}^N \lambda_k \langle \psi_j, \phi_k \rangle \phi_k = 0, & \text{in } (0, 1), \\
\psi_j(0) = 0, \psi_j(1) = V,
\end{cases}$$

exists for any given $V \in \mathbb{R}$. We shall denote by $D_{\gamma_j}$ the map $V \rightarrow \psi_j(\cdot)$, i.e., $\psi_j(\cdot) = D_{\gamma_j}V$. It is well known that $\psi_j \in H^{1/2}(0, 1)$ and $\|\psi_j\|_{1/2} \leq C|V|$ (this result holds also in multidimensional case). Here we denote by the $\| \cdot \|_{1/2}$ the norm of the space $H^{1/2}(0, 1)$.

We introduce the matrices

$$\Lambda_{\gamma_k} := \text{diag} \left( \frac{1}{\gamma_k - \lambda_i} \right)_{1 \leq i \leq N}, k = 1, 2, \ldots, N, \quad (2.6)$$

and

$$B = (B_1 + B_2 + \cdots + B_N)^{-1}, \quad (2.7)$$
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where \( B_k = \Lambda_\gamma B_0 \Lambda_\gamma \), \( k = 1, 2, \ldots, N \). It will be shown in Appendix that \( B_1 + B_2 + \cdots + B_N \) is invertible (see also [9]).

Now, let us introduce the feedbacks

\[
U_k(t) = F_k(u)(t) := \langle B \left( \begin{array}{c}
\int_0^1 u(t,x)\phi_1(x)dx \\
\int_0^1 u(t,x)\phi_2(x)dx \\
\vdots \\
\int_0^1 u(t,x)\phi_N(x)dx
\end{array} \right), \left( \begin{array}{c}
\frac{1}{\gamma_k - \lambda_1} \phi_1'(1) \\
\frac{1}{\gamma_k - \lambda_2} \phi_2'(1) \\
\vdots \\
\frac{1}{\gamma_k - \lambda_N} \phi_N'(1)
\end{array} \right) \rangle_N,
\]

(2.8)

\( t > 0, k = 1, 2, \ldots, N \). In the case where the Gram matrix \( B_0 \) is nonsingular, one may consider only one feedback form from the above list, for example, the first one. In this case, in fact, we stumble on the feedback designed in [2].

When \( B_0 \) is not invertible, we take \( U \) of the form

\[
U(t) = F(u)(t) := \sum_{k=1}^N F_k(u)(t) = \sum_{k=1}^N U_k(t).
\]

(2.9)

We can see that the feedback controller here only involves some matrices related to the first \( N \) eigenfunctions, while the feedback controller designed in [13] involves Bessel function which is more complex. We claim that the above feedback assures the stability of the steady-state 0 of (1.2), and then stabilizes the nonlinear system (1.1) locally around the zero solution.

The following result amounts to saying that the feedback \( U(t) \) achieves global exponential stability of the linear system (1.2). More precisely,

**Theorem 2.1.** Assume that \( u_0 \in L^2(0,1) \). The feedback \( U(t) \), given by (2.9), exponentially stabilizes the linearized equation (1.2). More exactly, there exist constants \( C > 0, \mu > 0 \), such that the solution to equation (1.2) with the control in (2.9), satisfies

\[
\|y(t)\| \leq Ce^{-\mu t}\|y_0\|, t \geq 0.
\]

(2.10)

**Proof.** The arguments are similar to that of Theorem 2.1 in [9]. However, for the later use, we still briefly give the proof here. Denote by \( h_j \) the solution to equation (2.5) with boundary condition \( h_j(1,t) = U_j(t), 1 \leq j \leq N, \) i.e., \( h_j(t,\cdot) = D_{\gamma_j} U_j(t) \). Write \( v(t,x) = u(t,x) - \sum_{j=1}^N h_j(t,x) \), then \( v(t,0) = v(t,1) = 0, \forall t > 0, \) and

\[
\begin{align*}
v_t + \mathcal{A}v(t) &= R(h_1, h_2, \ldots, h_N), \text{ in } Q, \\
v(0, x) &= v_0(x), \quad x \in (0,1),
\end{align*}
\]

(2.11)

Here

\[
R(h_1, h_2, \ldots, h_N) = \sum_{i=1}^N h_i'(t) \\
-2 \sum_{k=1, i=1}^N \lambda_k \langle h_i(t), \phi_k \rangle \phi_k + \sum_{i=1}^N \gamma_i h_i(t).
\]

(2.12)

We shall write this term for simplicity by \( R \) in the following.
Involving equations (2.2) and (2.5), by simple calculation, we can get that, for \(1 \leq i, k \leq N\),

\[
\langle h_k, \phi_i \rangle = -\frac{1}{\gamma - \lambda_i} U_k(t) \cdot \phi_i'(1).
\]  

(2.13)

With this identity, and the definition of \(U_k(t)\), it follows that

\[
\begin{pmatrix}
\langle h_k, \phi_1 \rangle \\
\langle h_k, \phi_2 \rangle \\
\vdots \\
\langle h_k, \phi_N \rangle
\end{pmatrix} = -B_k B
\begin{pmatrix}
\langle u(t), \phi_1 \rangle \\
\langle u(t), \phi_2 \rangle \\
\vdots \\
\langle u(t), \phi_N \rangle
\end{pmatrix}.
\]

(2.14)

By the latter equation, and the relation between \(v\) and \(u\), one can obtain that

\[
U_k(t) = \tilde{F}_k(v)(t)
\]

\[
= \frac{1}{2} \langle B \begin{pmatrix}
\int_0^1 v(t, x) \phi_1(x)dx \\
\int_0^1 v(t, x) \phi_2(x)dx \\
\vdots \\
\int_0^1 v(t, x) \phi_N(x)dx
\end{pmatrix}, \begin{pmatrix}
\frac{1}{\gamma - \lambda_1} \phi_1'(1) \\
\frac{1}{\gamma - \lambda_2} \phi_2'(1) \\
\vdots \\
\frac{1}{\gamma - \lambda_N} \phi_N'(1)
\end{pmatrix} \rangle_N.
\]

(2.15)

Moreover, likewise in (2.14), we have, for \(k = 1, 2, \cdots, N\),

\[
\begin{pmatrix}
\langle h_k, \phi_1 \rangle \\
\langle h_k, \phi_2 \rangle \\
\vdots \\
\langle h_k, \phi_N \rangle
\end{pmatrix} = -\frac{1}{2} B_k B
\begin{pmatrix}
\langle v(t), \phi_1 \rangle \\
\langle v(t), \phi_2 \rangle \\
\vdots \\
\langle v(t), \phi_N \rangle
\end{pmatrix}.
\]

(2.16)

Denote by \(\mathbf{v}^N\) the vector consisted by the first \(N\) modes of \(v\), i.e.,

\[
\mathbf{v}^N(t) = (\langle v(t), \phi_1 \rangle, \langle v(t), \phi_2 \rangle, \cdots, \langle v(t), \phi_N \rangle)^T,
\]

and denote by \(\Lambda\) the diagonal matrix \(\text{diag}(\lambda_i)_{1 \leq i \leq N}\). Multiplying equation (2.11) by \(\phi_1, \phi_2, \cdots, \phi_N\) respectively, and using identity (2.16), one can obtain the equation satisfied by \(\mathbf{v}^N\) as follows,

\[
\begin{cases}
\frac{d}{dt} \mathbf{v}^N(t) = -\gamma_1 \mathbf{v}^N(t) + \sum_{k=2}^{N} (\gamma_1 - \gamma_k) B_k B \mathbf{v}^N(t), & t > 0, \\
\mathbf{v}^N(0) = \mathbf{v}_0^N.
\end{cases}
\]

(2.17)

Recall that \(B_j, 1 \leq j \leq N\) are positive semidefinite symmetric matrices, we know that, \(B = (B_1 + B_2 + \cdots + B_N)^{-1}\) is a positive definite symmetric matrix. Thus, one can define another positive definite symmetric matrix, denoted by \(B^{1/2}\), such that \(B^{1/2} B^{1/2} = B\). Multiplying Equation (2.17) by \(B^{1/2} \mathbf{v}^N\), we get that

\[
\frac{1}{2} \frac{d}{dt} |B^{1/2} \mathbf{v}^N(t)|_N = -\gamma_1 |B^{1/2} \mathbf{v}^N(t)|_N
\]

\[
+ \sum_{k=2}^{N} (\gamma_1 - \gamma_k) \langle B_k B \mathbf{v}^N, B \mathbf{v}^N \rangle_N.
\]

(2.18)

Since \(\gamma_1 - \gamma_k < 0, k = 2, 3, \cdots, N\), this leads to

\[
\frac{d}{dt} \mathbf{v}^N(t)|_N + |\mathbf{v}^N(t)|_N \leq e^{-2\gamma_1 t} |\mathbf{v}_0^N|_N, \forall t > 0.
\]

(2.19)
Write $X_1 = \text{linspan}\{\phi_j\}_{j=1}^N$, $X_2 = X_1^\perp$, $P_N$ the algebraic projection $L^2(0, 1)$ onto $X_1$, and set $v_1 = P_N v, v_2 = (I - P_N) v$. Then, $v = v_1 + v_2$, and we may decompose equation (2.11) into the following system

\[
\begin{aligned}
\frac{dv_1}{dt} + A_1 v_1(t) &= P_N R(h_1, h_2, \cdots, h_N), t > 0, \\
\frac{dv_2}{dt} + A_2 v_2(t) &= (I - P_N) R(h_1, h_2, \cdots, h_N), t > 0,
\end{aligned}
\]

(2.20)

where $A_1 = P_N A, A_2 = (I - P_N) A$.

We can refer from equation (2.19) that

\[
\|v_1(t)\| \leq C e^{-2\gamma_1 t} \|v_1(0)\|, \forall t > 0.
\]

Moreover, it follows by equation (2.19), the definition of $h_k$ and identity (2.15) that

\[
\|h_k(t)\| + \|h_k'(t)\| \leq e^{-2\gamma_1 t} \|v_1(0)\|, \forall t > 0.
\]

One can obtain from the second equation in (2.20) that

\[
\|v_2(t)\| \leq \|e^{-A_2 t} v_2(0) + \int_0^t e^{-A_2(t-s)} (I - P_N) R ds\| \\
\leq C e^{-\mu t} \|v_0\|, \ t > 0.
\]

(2.23)

Finally, by (2.21), (2.23) and the relation between $u$ and $v$, we obtain the estimate

\[
\|u(t)\| \leq C e^{-\mu t} \|u_0\|, \ t \geq 0,
\]

(2.24)

for some $\mu > 0$. This completes the proof of Theorem 2.1.

3 Stabilization of nonlinear equation

For the stabilization of the nonlinear Fisher's equation, we have the following result.

**Theorem 3.1.** Assume that $u_0 \in L^2(0, 1)$. The feedback $U$, given by (2.9), locally stabilizes the equation (1.1). More exactly, there exist constants $C > 0, \mu > 0$ and $\delta > 0$, such that for all $\|u_0\| \leq \delta$, the solution to equation (1.1) with control in (2.9), satisfies

\[
\|u(t)\| \leq C e^{-\mu t} \|u_0\|, \ t \geq 0.
\]

(3.1)

Since the trace of function in space $H^1(0, 1)$ is well-defined, to study the stabilization result in the space $H^1(0, 1)$, we need to give some compatibility condition of the boundary control and the initial data. More exactly, the initial data need to be taken from the following space

\[
I_C = \{u \in H^1(0, 1); F(u) = u(1), u(0) = 0\}.
\]

**Theorem 3.2.** Assume that $u_0 \in I_C$. The feedback $U$, given by (2.9), locally stabilizes the equation (1.1) in $H^1(0, 1)$. More exactly, there exist constants $C > 0, \mu > 0$ and $\delta > 0$, such that for all $\|u_0\| \leq \delta$, the solution to equation (1.1) with control in (2.9), satisfies

\[
\|u(t)\|_1 \leq C e^{-\mu t} \|u_0\|_1, \ t \geq 0.
\]

(3.2)
We mention here that the proof of Theorem 3.1 is not straightforward by the proof of Theorem 4.1 in [2] because the structure of the feedback controller is different. More concretely, we should find a different way from that in [2] to combine the decomposed systems as a semi-group form, so we shall show this part in detail, and the rest follows directly. Theorem 3.2 is new, we shall also give the proof below.

Proof of Theorem 3.7 We still “lift” the boundary condition firstly. Denote by \( v = u - \sum_{k=1}^{N} h_k \). Here, \( h_k = D_{\gamma_k} U_k \), and \( U_k, 1 \leq k \leq N \) are defined as in (2.8). We know by (2.15) that \( h_k = D_{\gamma_k} \tilde{F}_k(v) \). Denote \( \tilde{D}_k(v) = \sum_{k=1}^{N} D_{\gamma_k} \tilde{F}_k(v) \). Then, \( u = (I + \tilde{D}_k)v \). It suffices to prove the existence of exponentially stable solution to the following equation

\[
\begin{aligned}
\begin{cases}
v_t - v_{xx} - \alpha v + \beta ((I + \tilde{D}_k)v)^2 = R, \text{ in } Q, \\
v(0, t) = 0, v(1, t) = 0, & t \in (0, \infty), \\
v(x, 0) = v_0(x) & x \in (0, 1).
\end{cases}
\end{aligned}
\tag{3.3}
\]

where \( R \) is the same as in (2.12). Write \( h_k \) in the term by \( D_{\gamma_k} \tilde{F}_k(v) \) for \( 1 \leq k \leq N \), then equation (3.3) can be written in an abstract form as

\[
(I + \tilde{D}_k)v_t = \mathcal{A}v + 2 \sum_{k,i=1}^{N} \lambda_k \langle D_{\gamma_k} \tilde{F}_k(v), \phi_k \rangle \phi_k
\]

\[
- \sum_{i=1}^{N} \gamma_i D_{\gamma_i} \tilde{F}_k v + \beta ((I + \tilde{D}_k)v)^2.
\tag{3.4}
\]

Notice that \( u = (I + \tilde{D}_k)v \) and \( v = (I - D_k)u \), where \( D_k u = \sum_{k=1}^{N} D_{\gamma_k} F_k(u) \), we see that \( (I - \tilde{D}_k)^{-1} = I - D_k \). Denote by \( \mathcal{A}_k : D(\mathcal{A}) \to L^2(0, 1) \) the operator

\[
\mathcal{A}_k = (I - D_k)
\]

\[
[\mathcal{A}v + 2 \sum_{k,i=1}^{N} \lambda_k \langle D_{\gamma_k} \tilde{F}_k(v), \phi_k \rangle \phi_k - \sum_{i=1}^{N} \gamma_i D_{\gamma_i} \tilde{F}_k v].
\tag{3.5}
\]

Then, equation (3.3) can be equivalently written as

\[
\frac{dv}{dt} + \mathcal{A}_k v = -\beta (I - D_k)((I + \tilde{D}_k)v)^2
\tag{3.6}
\]

We set \( \mathcal{G}(v) = -\beta (I - D_k)((I + \tilde{D}_k)v)^2 = -\beta v(I + \tilde{D}_k)v \), then

\[
v(t) = e^{-\mathcal{A}_k t} v_0 + \int_0^t e^{-\mathcal{A}_k (t-s)} \mathcal{G}(v)(s) ds, t \geq 0.
\tag{3.7}
\]

We are going to show firstly that, for \( \|v_0\| \) sufficiently small, the map \( S : L^2(0, \infty; H^1_0(0, 1)) \to L^2(0, \infty; H^1_0(0, 1)) \), defined by

\[
S(v)(t) = e^{-\mathcal{A}_k t} v_0 + \int_0^t e^{-\mathcal{A}_k (t-s)} \mathcal{G}(v)(s) ds
\]

is contraction on

\[
K_r = \{ v \in L^2(0, \infty; H^1_0(0, 1)); \|v\|_{L^2(0,\infty;H^1_0(0,1))} \leq r \}
\]
for some \( r > 0 \).

By Theorem 2.1, we know that \( A_F \) generates a strong continuous, and exponentially stable semigroup on \( L^2(0, 1) \), i.e.,

\[
\| e^{-A_F t} v_0 \| \leq C e^{-\mu t} \| v_0 \|, \forall t > 0.
\]

By inequalities (2.21) and (2.23), one can easily obtain the estimates

\[
\int_0^{\infty} \lambda_j |v_j(t)|^2 dt \leq C \| v_0 \|^2, \quad j = 1, 2, \ldots,
\]

where \( v_j(t) = \langle v, \phi_j \rangle \). This implies that

\[
\int_0^{\infty} \| e^{-A_F t} v_0 \|_1 dt \leq C \| v_0 \|, \forall v_0 \in L^2(0, 1).
\]

Moreover, since \( I + \tilde{D}_F \) is linear continuous on \( L^2(0, 1) \), it is easy to check that, for any \( v, \bar{v} \in H^1_0(0, 1) \),

\[
\| G(v) - G(\bar{v}) \| \leq C_1 \| v - \bar{v} \|_1 (\| v \|_1 + \| \bar{v} \|_1),
\]

\[
\| G(v) \| \leq C_2 \| v \|^2_1.
\]

By the latter inequalities and (3.8), (3.10), adopt the method applied in the proof of Theorem 4.1 in [2] (see also the proof of Theorem 5.1 in [19]), we can obtain the existence of fixed point of map \( S \), which turns out to be the unique solution to equation (3.5). Moreover, it is exponentially stable, i.e., \( \| v(t) \| \leq C e^{-\gamma t} \| v(0) \| \), and the latter extends to the solution to (1.1), and (3.1) follows.

**Proof of Theorem 3.2.** Since \( u_0 \in I_C \), we see that \( v_0 \in H^1_0(0, 1) \). By Theorem 3.1, we know that

\[
\| v(t) \| + \| u(t) \| \leq C e^{-\mu t} \| u_0 \|, \forall t > 0,
\]

\[
\int_0^{\infty} (\| u(t) \|^2_1 + \| v(t) \|^2_1) dt \leq C.
\]

One can refer from the expression of \( R \) and the latter inequalities that

\[
\| R(t) \| \leq C e^{-\mu t} \| u_0 \|, \forall t > 0.
\]

Denote by \( \tilde{v}(x, t) \) the function \( v(t, x)e^{\mu t/2} \), it is not difficult to check that \( \tilde{v} \) satisfies the following equation

\[
\begin{cases}
\tilde{v}_t - \tilde{v}_{xx} - (\alpha + \mu/2) \tilde{v} = -\beta e^{\mu t/2} u^2 + e^{\mu t/2} R, \text{ in } Q, \\
\tilde{v}(0, t) = 0, \tilde{v}(1, t) = 0, \quad t \in (0, \infty), \\
\tilde{v}(x, 0) = v_0(x), \quad x \in (0, 1).
\end{cases}
\]

Multiplying equation (3.13) by \( \tilde{v} \) in the sense of \( L^2(0, 1) \), and integrating on \( (0, t) \), we obtain by inequalities (3.11), (3.12), and the Sobolev imbedding Theorem that

\[
\| \tilde{v}(t) \|^2 + \int_0^{\infty} \| \tilde{v}_x(s) \|^2 ds \leq C \| u_0 \|^2, \forall t > 0.
\]
Multiplying equation (3.13) by \(-\tilde{v}_{xx}\), and integrating on \((0, t)\), it follows that
\[
\|\tilde{v}_x(t)\|^2 + \int_0^\infty \|\tilde{v}_{xx}(s)\|^2 ds 
\leq C\left( \int_0^\infty \|\tilde{v}_x(s)\|^2 ds + \|u_0\|^2_1 \right) \leq C, \forall t > 0.
\] (3.15)
The latter inequality implies that
\[
\|v(t)\|^2_1 \leq Ce^{-\mu t}\|u_0\|^2_1, \forall t > 0.
\] (3.16)
The latter extends to the solution to (1.1), and (3.2) follows.

4 Numerical Examples

In this section, we present the numerical results of the Fisher’s equation with feedback boundary feedback controller designed above. In model (1.1), we take \(\alpha = 30, \beta = 0.30\), and set the initial profile as \(u_0(x) = 5xe^x, x \in [0, 1]\).

Figure 1: State of Fisher’s equation without control

We can observe from Figure [1] that the state is unstable without control. We take \(\gamma_1 = 15, \gamma_2 = 20\) in (2.6), then
\[
B_1 = \pi^2 \left( \begin{array}{c}
\frac{(45-\pi^2)^2}{4} & \frac{2}{45-\pi^2(45-(2\pi)^2)} \\
\frac{45-\pi^2}{45-\pi^2(45-(2\pi)^2)} & \frac{2}{(45-(2\pi)^2)^2}
\end{array} \right),
\]
\[
B_2 = \pi^2 \left( \begin{array}{c}
\frac{1}{50-\pi^2(50-(2\pi)^2)} & \frac{-2}{45-\pi^2}\left(50-(2\pi)^2\right) \\
\frac{-2}{(50-\pi^2(50-(2\pi)^2)} & \frac{2}{(50-(2\pi)^2)^2}
\end{array} \right).
\]

By Theorem 3.1, we know that the control of feedback form
\[
U(t) = F(u)(t) := \langle TB \left( \int_0^1 u \sin \pi x dx \right), 1 \rangle_2
\] (4.1)
exponentially stabilizes Fisher’s equation (as shown in Figure 2). Here
\[
T := \left( \begin{array}{c}
\frac{45-\pi^2}{50-\pi^2} & \frac{2\pi}{50-(2\pi)^2} \\
\frac{-2\pi}{45-\pi^2} & \frac{2}{50-(2\pi)^2}
\end{array} \right), B = (B_1 + B_2)^{-1}.
\] (4.2)
As we can realize that it is more practical to use only part of information of the state, one can take a modified feedback form as

\[ U(t) = F(u)(t) := \langle TB \left( \int_a^b u \sin \pi x dx \int_a^b u \sin 2\pi x dx \right), \left( \begin{array}{c} 1 \\ 1 \end{array} \right) \rangle_2, \]  

(4.3)

where \([a, b] \subset [0, 1]\) ia a proper set in \([0, 1]\).

Fix \(b = 1\), and simulate the closed-loop system with different values for \(a\). We find that for any \(a \leq 0.24\) the system governed by Fisher’s equation (1.1) can be still stabilized using the feedback form (4.3) (as shown in Figure 3(a)). However, the value of \(a\) can’t be too small, as we have shown in Figure 3(b) when \(a = 0.25\), it seems that the system can’t be stabilized with control of the form (4.3).

As we have shown in Theorem 3.2, the feedback controller \(U(t)\) can stabilize the solution of Fisher’s equation not only in \(L^2(0, 1)\), but also in \(H^1(0, 1)\), when the initial data satisfies some compatibility condition. Similarly as above, we take control of the form (4.3), which only use part of the state information. Simulating the closed-loop system with \(b = 1\), and with different values for \(a\), we find that when \(a \leq 0.24\), the solution is exponentially stable in \(H^1(0, 1)\), which is shown in Figure 4.
Figure 4: $H^1$ norm of the state of Fisher’s equation with part information

It is reasonable that, when we use less information of the state for the feedback control, it is less effective of the feedback controller to stabilize the solution of the closed-loop system. We can see from Figure 4 that the solution of the closed-loop system decay much slower when $a = 0.24$ than the case $a = 0$ and $a = 0.15$.

5 Appendix

We verify the claim that the sum $B_1 + B_2 + \cdots + B_N$ is invertible.

Lemma 5.1. For any $\rho < \gamma_1 < \gamma_2 < \cdots < \gamma_N$, we have,

$$\begin{vmatrix}
\frac{1}{\gamma_1 - \lambda_1} & \frac{1}{\gamma_2 - \lambda_2} & \cdots & \frac{1}{\gamma_N - \lambda_N} \\
\frac{1}{\gamma_2 - \lambda_1} & \frac{1}{\gamma_2 - \lambda_2} & \cdots & \frac{1}{\gamma_N - \lambda_N} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{1}{\gamma_N - \lambda_1} & \frac{1}{\gamma_N - \lambda_2} & \cdots & \frac{1}{\gamma_N - \lambda_N}
\end{vmatrix} \neq 0. \tag{5.1}$$

We refer the proof to [9, Lemma 5.1].

Lemma 5.2. The sum $B_1 + B_2 + \cdots + B_N$ is an invertible matrix, where $B_k, k = 1, 2, \cdots, N$ are introduced in (2.7).

Proof. Applying by contradiction, let us assume that there is nonzero vector $z = (z_1, z_2, \cdots, z_N)^T \in \mathbb{R}^N$ such that $(B_1 + B_2 + \cdots + B_N)z = 0$. It follows that

$$\sum_{k=1}^{N} (B_kz, z)_N = 0,$$

or, equivalently,

$$\sum_{i,k=1}^{N} \left[ z_i \frac{1}{\gamma_k - \lambda_i} \phi_i'(1) \right]^2 dx = 0.$$

We deduce from above that

$$\sum_{i=1}^{N} z_i \frac{1}{\gamma_k - \lambda_i} \phi_i'(1) = 0, k = 1, 2, \cdots, N.$$
For all \( i = 1, 2, \ldots, N \), \( \phi_i'(1) = \pi i \cos(\pi i) \neq 0 \). The determinant of the matrix of the corresponding system is

\[
\prod_{i=1}^{N} \phi_i'(1) \begin{vmatrix}
\frac{1}{\gamma_1 - \lambda_1} & \frac{1}{\gamma_2 - \lambda_1} & \cdots & \frac{1}{\gamma_N - \lambda_1} \\
\frac{1}{\gamma_1 - \lambda_2} & \frac{1}{\gamma_2 - \lambda_2} & \cdots & \frac{1}{\gamma_N - \lambda_2} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{1}{\gamma_1 - \lambda_N} & \frac{1}{\gamma_2 - \lambda_N} & \cdots & \frac{1}{\gamma_N - \lambda_N}
\end{vmatrix} \neq 0.
\]

Hence, it is necessary that \( z = 0 \). This is a contradiction with our assumption.
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