An Envelope Travel-Time Objective Function for Reducing Source–Velocity Trade-Offs in Wave-Equation Tomography
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Abstract: In conventional cross-correlation (CC)-based wave-equation travel-time tomography, wrong source wavelets can result in inaccurate velocity inversion results, which is known as the source–velocity trade-off. In this study, an envelope travel-time objective function is developed for wave-equation tomography to alleviate the non-uniqueness and uncertainty due to wrong source wavelets. The envelope of a seismic signal helps reduce the waveform fluctuations/distortions caused by variations of the source time function. We show that for two seismic signals generated with different source wavelets, the travel-time shift calculated by cross-correlation of their envelopes is more accurate compared to that obtained by directly cross-correlating their waveforms. Then, the CC-based envelope travel-time (ET) objective function is introduced for wave-equation tomography. A new adjoint source has also been derived to calculate the sensitivity kernels. In the numerical inversion experiments, a synthetic example with cross-well survey is first given to show that compared to the traditional CC travel-time objective function, the ET objective function is relatively insensitive to source wavelet variations and can reconstruct the elastic velocity structures more reliably. Finally, the effectiveness and advantages of our method are verified by inversion of early arrivals in a practical seismic survey for recovering near-surface velocity structures.
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1. Introduction

In global- and exploration-scale seismology, compared to ray-tracing tomography methods, wave-equation-based approaches show stronger capability to recover subsurface velocity heterogeneities with higher accuracy and spatial-resolution [1–9]. Due to the lack of low frequencies in seismic recordings and poor initial models, the standard waveform-difference objective function in wave-equation tomography or full-waveform inversion (FWI) is prone to cycle-skipping [10–15]. Because travel-time is linearly related to the velocity perturbations, cross-correlation (CC)-based wave-equation travel-time tomography is widely used to reconstruct low-wavenumber components of the velocity models [16–22]. High-wavenumber model details can then be obtained using FWI with the waveform-difference objective function based on the macro background structures provided by wave-equation travel-time tomography.

In most practical applications of wave-equation based imaging/inversion methods, the source signatures (e.g., source time function, mechanism, and location) are unknown. In wave-equation travel-time tomography, if the source wavelet used in forward modeling is not accurate, the travel-time shifts calculated by cross-correlating the synthetic and observed seismic signals are also erroneous, producing unexpected uncertainties in the inverted velocity models. This issue is referred to as the source–velocity (or structure) trade-off, which has bothered geophysicists in seismic tomography for decades [23–28].
Fichtner [24] quantified source-structure trade-offs in ambient noise tomography with off-diagonal Hessian elements and mentioned that the inherent trade-offs may lead to mispositioning of structural heterogeneities. Joint inversion of the source wavelet and velocity structures represents one potential strategy to overcome this problem. However, simultaneous inversion of model parameters with different dimensionalities also suffers from the problem of interparameter trade-off [29–31], leading to inaccurate velocity and source inversion results. Truncated-Newton (or Gauss–Newton) optimization methods are promising to reduce these trade-off uncertainties by applying the inverse Hessian implicitly [32,33]. However, calculating Hessian-vector products in linear conjugate-gradient methods increases the algorithm complexities and computation cost significantly [32–34]. Yuan et al. [26] developed a double-difference objective function for wave-equation travel-time tomography with differential travel-time measurements, which can obtain higher resolution velocity structures independent of the source wavelet. However, within this approach, as the number of sources and receivers increases, the computation burden increases significantly.

The envelope measures the instantaneous amplitude of a seismic signal [35]. Wu et al. [11] recognized that the envelope fluctuation and decay of the seismic records carries ultra-low frequencies that are essentially valuable for recovering long-wavelength model structures. In FWI studies and practices, the objective functions minimizing envelope differences of synthetic and observed seismograms are widely used to suppress non-linearity of the inverse problem [11–13,36–38]. Pan and Innanen [39] revealed that the envelope-based objective functions help resolve the attenuation structures more stably. In this research, we find that envelope of the seismic signal can reduce the effects of waveform fluctuations/distortions caused by source wavelet changes. The travel-time shifts calculated by cross-correlating the seismic envelopes are relatively insensitive to wavelet errors. Thus, a CC-based envelope travel-time (ET) objective function is developed for wave-equation tomography. Derivation of the corresponding new adjoint source for calculating the velocity sensitivity kernels is provided. This ET objective function is expected to construct the velocity structures more reliably, suffering from fewer trade-off uncertainties due to inaccurate source wavelets. Compared to the Newton-based optimization methods and double-difference adjoint tomography approach, this method can be implemented more easily without increasing the computational requirements. Furthermore, this approach inherits the advantage of the envelope-difference objective function for mitigating cycle-skipping. Using the cross-correlation-based ET objective function for reducing source-velocity trade-offs has not been investigated by other researchers and represents the innovative contribution of this study.

In the numerical section, we first provide a synthetic example of elastic wave-equation travel-time tomography with a cross-well survey. Inversion experiments using the conventional CC and ET objective functions with correct- and wrong source wavelets are performed for comparison. The output results indicate that when wrong source wavelet is used in traditional CC-based wave-equation travel-time tomography, the inverted P-wave velocity $V_P$ and S-wave velocity $V_S$ perturbations are blurred with inaccurate values. However, when using the ET objective function, the elastic velocity perturbations can be recovered accurately with both correct and wrong source wavelets. This suggests that this method is less sensitive to errors of source wavelets and can reduce the trade-off uncertainties. Synthetic inversion experiments are also given to show that with large velocity contrasts, the ET objective function still works effectively. To examine the performances of the ET objective function further, we apply it to practical seismic data acquired from southeast Poland. Early arrivals are extracted from the recordings for imaging the near-surface $V_P$ model variations. It is observed that the ET objective function can resolve more detailed velocity structures with inaccurate source wavelets, suggesting that this approach works effectively and stably for noisy field data.

In this paper, the ET objective function is first introduced and the corresponding adjoint source is derived following the chain rule. The theory of conventional CC-based wave-
equation travel-time tomography is given in Appendix A. Then, both synthetic inversion experiments and practical field data application are provided to verify the effectiveness and advantages of the presented method.

2. Methods

Envelope Travel-Time Wave-Equation Tomography

In wave-equation-based tomography/inversion methods, the standard objective function measures the direct waveform differences between the synthetic data $u_i$ and seismic observation $d_i$. Because the relationship between model perturbations and waveform differences is highly non-linear, this waveform-difference objective function is easily trapped at the local minimum, referring to as the cycle-skipping problem. Thus, the cross-correlation-based travel-time objective function was developed for reducing the non-linearity of wave-equation tomography [16]. The theory of conventional wave-equation travel-time tomography is introduced in Appendix A. However, when the source wavelet is inaccurate, the inverted velocity structures suffer from source–velocity trade-offs. In this section, we introduce an envelope travel-time wave-equation tomography approach for reducing the influences of wrong source wavelets.

An analytic signal $s_i$ can be constructed from a real signal $s_i$ and its Hilbert transform:

$$s_i(t) = s_i(t) - i\mathcal{H}[s_i(t)], \quad (1)$$

where $i$ denotes the imaginary unit and $\mathcal{H}[s_i(t)]$ means Hilbert transform of $s_i$:

$$\mathcal{H}[s_i(t)] = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{s_i(\tau)}{t-\tau} d\tau. \quad (2)$$

The analytic signal can be written in terms of instantaneous amplitude $E_i$ and instantaneous phase $\phi_i$:

$$s_i(t) = E_i(t) \exp[i\phi_i(t)], \quad (3)$$

where $E_i = \sqrt{\Re[s_i(t)]^2 + \Im[s_i(t)]^2}$ ($\Re$ and $\Im$ mean real and imaginary parts) represents the envelope of the analytic signal. In FWI studies and applications, the envelope-difference objective function is commonly used to reduce the cycle-skipping problem. In this research, we reveal that the envelope of the seismic signal can reduce the fluctuations/distortions of waveforms caused by inaccurate source wavelets.

Figure 1 shows a minimum phase wavelet $s_i$ with a dominant frequency of 10 Hz (solid-red line) and a wrong source wavelet $s_i^w$ (solid-black line). The wrong source wavelet is generated by applying phase and amplitude variations to the correct minimum phase wavelet combining with another different wavelet. The dash-dotted-red and dash-dotted-black lines indicate their envelopes ($s_i^\text{env}$ and $s_i^w^\text{env}$), respectively. $\Delta s_i$ (solid-blue line) is the difference between these two wavelets. It can be seen that the waveforms of the two wavelets are obviously different. However, their envelopes can reduce the phase and amplitude distortions. We generate observed trace $d_i$ and synthetic trace $u_i$ using the same minimum phase wavelet, as shown in Figure 2a,b. $d_i^\text{env}$ and $u_i^\text{env}$ are their envelopes, respectively. Travel-time difference between the observed and synthetic traces is exactly 0.2 s. In Figure 2c, the synthetic trace $u_i^w$ with the wrong wavelet and its envelope $u_i^\text{env}^w$ are plotted. Then, we calculate the cross-correlation $c_i^w$ between $d_i$ and $u_i^w$, as plotted in Figure 2d. An exact travel-time shift 0.2 s can be obtained. $c_i^w = d_i \otimes u_i^w$ means the cross-correlation between the observed trace and the synthetic trace with the wrong wavelet ($\otimes$ means cross-correlation). The travel-time shift is obtained as 0.187 s with 6.5% error. $c_i^\text{env}^w = d_i^\text{env} \otimes u_i^\text{env}^w$ is the cross-correlation between the observed trace envelope and the synthetic trace envelope with the wrong wavelet. The obtained travel-time shift is 0.2004 s with 0.2% error. This means that when the source wavelet is wrong, cross-correlation of the envelopes can produce a more accurate travel-time shift.
Figure 1. Comparison of the source wavelets and their envelopes. The solid-red and dash-dotted-red lines indicate the original minimum phase wavelet ($s_i$) and its envelope ($s_{i,env}$). The solid-black and dash-dotted-black lines indicate the wrong source wavelet ($s_w$) and its envelope ($s_{w,env}$), respectively. The solid-blue line indicates the difference between the correct and wrong source wavelets ($\Delta s_i$).

Figure 2. (a) Observed trace $d_i$ (solid-red line) and its envelope $d_{i,env}$ (dash-dotted-red line); (b) synthetic trace $u_i^c$ (solid-red line) with correct wavelet and its envelope $u_{i,env}^c$ (dash-dotted-red line); (c) synthetic trace $u_i^w$ with wrong wavelet (solid-black line) and its envelope $u_{i,env}^w$ (dash-dotted-black line); (d) $c_j$ is the cross-correlation between observed trace $d_i$ and the synthetic trace $u_i^c$ (solid-red line). $c_{j}^w$ is the cross-correlation between $d_i$ and $u_i^w$ (solid-black line). $c_{j,env}^w$ is the cross-correlation between $d_{i,env}$ and $u_{i,env}^w$ (dash-dotted-black line).
Thus, in this study, we introduce the ET objective function for wave-equation tomography to mitigate the influence of inaccurate source wavelets in velocity inversion:

$$\phi_{et}(m) = \frac{1}{2} \sum_i [\Delta t_{et}^i]^2,$$

(4)

where the travel-time difference $\Delta t_{et}^i$ is obtained by correlating the envelopes of synthetic and observed seismic traces:

$$\Delta t_{et}^i = \arg \max_{\tau} \int_0^T E_i(t + \tau) E_i^{obs}(t) dt,$$

(5)

where $E_i$ and $E_i^{obs}$ are the envelopes of synthetic and observed seismic data. Variation of the ET objective function with respect to the model perturbation is given by:

$$\Delta \phi_{et} = -\Delta t_{et}^i \Delta \Delta t_{et}^i,$$

(6)

where $\Delta \Delta t_{et}^i$ means the variation of travel-time shift corresponding to model perturbation:

$$\Delta \Delta t_{et}^i = \frac{1}{N_{et}} \left[ \partial_t E_i(t) \right] \frac{\Delta E_i(t)}{E_i(t)},$$

(7)

where $N_{et}$ in the denominator is:

$$N_{et} = \int_0^T \left[ \partial_t^2 E_i(t) \right] E_i(t) dt,$$

(8)

and $\Delta E_i$ represents the variation of envelope:

$$\Delta E_i(t) = \frac{u_i(t) \Delta u_i(t) + \mathcal{H}[u_i(t)] \Delta \mathcal{H}[u_i(t)]}{E_i(t)}.$$

(9)

Substituting Equation (9) into Equation (7) gives [40]:

$$\Delta \Delta t_{et}^i = \left[ \partial_t E_i(t) \right] \frac{u_i(t) \Delta u_i(t)}{N_{et} E_i(t)} - \mathcal{H} \left\{ \left[ \partial_t E_i(t) \right] \frac{\mathcal{H}[u_i(t)]}{N_{et} E_i(t)} \right\} \Delta u_i(t).$$

(10)

Inserting Equation (10) into Equation (6), we obtain

$$\Delta \phi_{et} = -\Delta t_{et}^i \frac{\partial_t E_i(t) \left[ u_i(t) / E_i(t) \right] \Delta u_i(t)}{N_{et}} + \Delta t_{et}^i \frac{\partial_t E_i(t) \mathcal{H}[u_i(t)]}{N_{et} E_i(t)} \Delta u_i(t).$$

(11)

Thus, we can derive the adjoint source of the ET objective function for calculating the velocity sensitivity kernels as:

$$s^*_{et}(t) = -\Delta t_{et}^i P_i(T - t) u_i(T - t) + \Delta t_{et}^i \mathcal{H} \{ P_i(T - t) \mathcal{H}[u_i(T - t)] \},$$

(12)

where $P_i$ is

$$P_i(t) = \frac{\partial_t E_i(t)}{N_{et} E_i(t)}.$$

(13)

This ET objective function can be implemented easily and is expected to recover the velocity structures more accurately by reducing the trade-off uncertainties caused by wrong source wavelets.

3. Numerical Results

In this section, we present synthetic inversion experiments and field data application to verify the advantages of ET objective function for recovering velocity structures when
an inaccurate source wavelet is used in forward simulations and adjoint tomography. We carry out the inversion experiments using the software package SeisElastic2D [41].

3.1. Synthetic Inversion Example with Cross-Well Survey

In the first numerical example, we design synthetic elastic velocity models with cross-well survey. Figure 3a,b show the target \( V_P \) and \( V_S \) velocity models with \( V_P/V_S = 2 \). Velocity anomalies at the center parts of the target models are generated with \( \pm 10\% \) perturbations of the background values. The initial models are homogeneous without the velocity perturbations at the center parts \( \left(V_{Pw} = 2V_{Sw} = 3500 \text{ m/s}\right) \). Because there is no density contrast in the elastic models, boundaries of the inversion results are not affected. A number of 14 sources and 180 receivers are arranged regularly on the left and right sides of the model, as shown in Figure 3a. The observed data are generated using the spectral-element forward modeling method with a minimum phase wavelet of 50 Hz dominant frequency, as indicated by the red line in Figure 3c. Another wrong source wavelet is also created by applying phase and amplitude variations to the correct minimum phase wavelet (black line in Figure 3c).

When applying the inversion, P- and S-waves are separated in the shot profiles to invert for \( V_P \) and \( V_S \) models, respectively. In Figure 4a,b, we plot the discrete traces of P- and S-waves extracted from the observed data (vertical component), synthetic data with the wrong source wavelet, and their envelopes for comparison. Envelopes of the seismic traces can cancel the effects of phase variations and reduce the waveform distortions effectively. In Figure 5, the absolute travel-time shifts calculated by cross-correlating the seismic traces...
and their envelopes are provided for comparison. It can be seen that when using wrong source wavelet, the travel-time shifts obtained from cross-correlating envelopes are closer to those obtained with the correct source wavelet, which means that the ET objective function is more robust for calculating the travel-time shifts.

**Figure 4.** (a) Comparison of the traces (vertical component) of observed P-waves (black lines) and synthetic P-waves with the wrong source wavelet (red lines); The yellow and blue lines indicate their envelopes, respectively. (b) Comparison of the traces (vertical component) of observed S-waves (black lines) and synthetic S-waves with the wrong source wavelet (red lines); The yellow and blue lines are their envelopes.

**Figure 5.** (a,b) show the comparisons of absolute travel-time shifts for P- and S-waves, respectively. The blue lines indicate the travel-time shifts $\Delta t^{cc, W}$ obtained by cross-correlating the observed traces with synthetic traces using the wrong source wavelet. The yellow lines indicate the travel-time shifts $\Delta t^{et, W}$ obtained by cross-correlating the envelopes of the observed traces with envelopes of the synthetic traces using the wrong source wavelet. The red bars indicate the travel-time shifts $\Delta t^{cc, C}$ obtained by cross-correlating the observed traces with the synthetic traces using the correct source wavelet.
Figure 6 presents the inverted \( V_P \) model perturbations using traditional CC and ET objective functions with the correct and wrong source wavelets, respectively. In Figure 7, the inverted \( V_S \) model perturbations by different objective functions and source wavelets are given for comparison. It can be seen that when using the wrong source wavelet, the inverted \( \Delta V_P^{cc, w} \) and \( \Delta V_S^{cc, w} \) structures (Figures 6b and 7b) from the traditional CC objective function are blurred. The velocity anomalies are not clearly resolved. This observation is consistent with that presented in Yuan et al. [26]. However, when using the ET objective function, the inverted \( \Delta V_P^{et, w} \) and \( \Delta V_S^{et, w} \) model perturbations (Figures 6d and 7d) with the wrong source wavelet are comparable to those obtained with the correct wavelet. Figure 8 shows the reductions of normalized travel-time data misfits when using different objective functions and source wavelets. With the wrong source wavelet, the inversion with the traditional CC objective function stops after fewer iterations, with smaller reductions of travel-time data misfits. These observations suggest that compared to the traditional CC objective function, this ET objective function algorithm is less sensitive to source wavelet errors and thus can produce more accurate velocity estimations.

**Figure 6.** (a,b) are the inverted P-wave velocity model perturbations \( \Delta V_P^{cc, c} \) and \( \Delta V_P^{cc, w} \) by the traditional CC objective function with correct and wrong source wavelets; (c,d) are the inverted model perturbations \( \Delta V_P^{et, c} \) and \( \Delta V_P^{et, w} \) by the ET objective function with correct and wrong source wavelets.

**Figure 7.** (a,b) are the inverted S-wave velocity model perturbations \( \Delta V_S^{cc, c} \) and \( \Delta V_S^{cc, w} \) by the traditional CC objective function with correct and wrong source wavelets; (c,d) are the inverted model perturbations \( \Delta V_S^{et, c} \) and \( \Delta V_S^{et, w} \) by ET objective function with correct and wrong source wavelets.
Figure 8. (a) Reductions of the normalized travel-time data misfits for $V_P$ inversion; (b) reductions of the normalized travel-time data misfits for $V_S$ inversion. The solid-black and dash-dotted-black lines indicate the traditional CC travel-time data misfits with correct and wrong source wavelets. The solid-red and dash-dotted-red lines indicate the new ET travel-time data misfits with correct and wrong source wavelets.

To examine the effectiveness and robustness of the ET objective function for recovering velocity structures with large contrasts, we increase the velocity perturbations at the center parts of the models from $\pm 10\%$ of background values to $\pm 30\%$. In this condition, the inverse problem becomes more non-linear. The inversion experiments are then performed using the ET objective function with the wrong source wavelet. The reconstructed model perturbations of P- and S-wave velocities are presented in Figure 9a,b. It can be seen that the elastic velocity anomalies can still be reliably inverted. This experiment suggests that the ET objective function can work effectively for large velocity contrasts with wrong source wavelets by reducing cycle-skipping and source–velocity trade-offs.

Figure 9. (a,b) are the inverted perturbations of P- and S-wave velocities $\Delta V_{P,ET,w}^{et}$ and $\Delta V_{S,ET,w}^{et}$ by the ET objective function with wrong source wavelets when the velocity perturbations are $\pm 30\%$ of the background values.
3.2. Field Data Application

To illustrate the effectiveness and stability of the ET objective function for practical seismic data, in this section, we apply wave-equation travel-time tomography with different source wavelets to image the near-surface velocity heterogeneities using early arrivals of the practical recordings. This dataset was acquired from Poland with Vibroseis seismic sources and is publicly available.

The initial 1D \( V_P \) model is created with conventional migration velocity analysis, as shown in Figure 10. The initial \( V_S \) and \( \rho \) models are generated with \( V_S = \frac{V_P}{2.5} \) and \( \rho = 350 \times V_P^{0.25} \) (Gardner’s rule) and kept unchanged in the inversion. The model is 13.5 km wide and 1.0 km deep. We extract 27 sources with an interval of 200 m from the raw dataset for inversion. The receiver spacing is 25 m. Figure 11a shows one raw shot gather. It is observed that the raw shot is contaminated by strong surface waves, but contains clear early arrivals, which are valuable for recovering near-surface \( V_P \) structures. The shot gather is pre-processed to obtain the early arrivals with a series of operations including de-noising, band-pass filtering ([10 Hz, 20 Hz]), amplitude normalization, etc., as presented in Figure 11b. Because the Vibroseis source (8–95 Hz linear sweep over 15 s) was used to generate the field data, the zero-phase Klauder source wavelet \( s^k \) can be directly generated, as indicated by the red line in Figure 12. To examine the performance of the traditional CC and the ET objective functions, we create another wrong source wavelet \( s^{w} \) by applying phase and amplitude variations to the Klauder wavelet for inversion, as indicated by the black line in Figure 12.

![Figure 10](image1.png) The initial \( V_P \) model. The red stars and blue triangles indicate the schematic locations of sources and receivers.

![Figure 11](image2.png) (a) Raw shot gather of vertical component; (b) the shot gather after pre-processing.
We first perform inversion experiments using the traditional CC objective function with the correct Klauder wavelet and wrong source wavelet. The inversion results ($V_{cc}^{k}$, $V_{cc}^{w}$) are plotted in Figure 13a,b for comparison. The corresponding model perturbations ($\Delta V_{cc}^{k}$, $\Delta V_{cc}^{w}$) are presented in Figure 14a,b, respectively. Data misfits reduction histories are plotted in Figure 15. It can be seen that when using the correct Klauder wavelet, detailed velocity structures at the near-surface (0.0–1.0 km) can be resolved. A low-velocity zone at shallow parts (approximately 0–0.2 km) and a high-velocity formation at depths of approximately 0.3–0.7 km can be imaged clearly. Due to the limitation of source illumination, only the velocity structures at horizontal distance of 2.0–10.0 km are recovered. However, when using the wrong source wavelet, the inversion stops with fewer iterations, as indicated by the dash-dotted-black line in Figure 15. Only the low-velocity zone at shallow depth is recovered. The whole velocity model is blurred and inaccurate. Then, we carry out inversion experiments using the ET objective function with the correct and wrong source wavelets. Figure 13c,d show the inverted models ($V_{et}^{k}$, $V_{et}^{w}$), respectively. Figure 14c,d present the corresponding model perturbations ($\Delta V_{et}^{k}$, $\Delta V_{et}^{w}$). We observe that the inverted velocity structures by the ET objective function are very close to those obtained by the traditional CC objective function with the correct source (Figure 13a). Even though the wrong source wavelet is used, the ET objective function can still recover the low- and high-velocity zones clearly and reduce the travel-time shifts significantly, as indicated by the dash-dotted-red line in Figure 15. In Figure 16a, the observed traces, synthetic traces calculated using initial model and wrong source wavelet, and the synthetic traces calculated from the inverted model by the traditional CC objective function are plotted for comparison. After inversion, the travel-time shifts between the synthetic traces and observed traces are still very large. However, the envelopes of the synthetic traces calculated from the inverted model by the ET objective function match the envelopes of the observed traces closely, as indicated by the gray arrows in Figure 16b. These observations suggest that compared to the traditional CC objective function, the ET objective function is less sensitive to the variation of the source wavelet and thus can reduce source–velocity trade-offs. This field data application example also suggests that our new method can work effectively for other non-Vibroseis datasets with unknown source wavelets.
Figure 13. (a,b) show the inverted velocity models $V^{cc,k}_P$ and $V^{cc,w}_P$ by the traditional CC objective function with the correct Klauder wavelet and wrong source wavelet, respectively; (c,d) are the inverted velocity models $V^{et,k}_P$ and $V^{et,w}_P$ by the ET objective function with the correct Klauder wavelet and wrong source wavelet.

Figure 14. (a,b) show the inverted model perturbations $\Delta V^{cc,k}_P$ and $\Delta V^{cc,w}_P$ by the traditional CC objective function with the correct Klauder wavelet and wrong source wavelet; (c,d) are the inverted model perturbations $\Delta V^{et,k}_P$ and $\Delta V^{et,w}_P$ by the ET objective function with the correct Klauder wavelet and wrong source wavelet.
Figure 15. Reductions of the normalized data misfits for travel-time inversion of early arrivals. The solid-black and dash-dotted-black lines indicate traditional CC objective function data misfits with correct and wrong source wavelets. The solid-red and dash-dotted-red lines indicate the ET objective function data misfits with correct and wrong source wavelets.

Figure 16. (a) Comparison of the observed data (black lines), synthetic data calculated with the initial model and wrong source (gray lines), and synthetic data calculated from the inverted model (Figure 13b) and wrong source (red lines); (b) comparison of the envelopes of observed data (black lines), synthetic data calculated with the initial model and wrong source (gray lines), and synthetic data calculated from the inverted model (Figure 13d) and wrong source (red lines).

Finally, we design a synthetic inversion example to examine the credibility of the inversion results presented in Figure 13, which is equivalent to a resolution test. The target model is created by adding the velocity perturbation $\Delta V_P$ (Figure 17) to the initial $V_P$ model.
(Figure 10). The initial model used for inversion is the same as that (Figure 10) used in the practical data applications. Both the traditional CC and ET objective functions are used to recover the velocity perturbations with the correct Klauder wavelet and wrong source wavelet (Figure 12). The inversion parameters and settings are the same as those in the practical applications described above. The recovered model perturbations are presented in Figure 18. Compared to the traditional CC objective function, the ET objective function can recover the velocity anomalies more accurately and reliably, which is consistent with the observations in the practical data application. This test means that the inversion results in Figure 13 by different objective functions and source wavelets are convincing.

Figure 17. Target velocity perturbation $\Delta V_p$.

Figure 18. (a,b) are the recovered perturbations $\Delta V^{ck}_p$ and $\Delta V^{cw}_p$ by the traditional CC objective function with correct and wrong source wavelets; (c,d) are the recovered perturbations $\Delta V^{et}_p$ and $\Delta V^{ew}_p$ by the ET objective function with correct and wrong source wavelets.
4. Discussions

In this study, we discuss and investigate the problem of source–velocity trade-offs in wave-equation travel-time tomography. This issue also exists in FWI with the waveform-difference objective function. Different source-independent algorithms have been developed for FWI [42–45]. However, these strategies may not be effective for inversion of seismic travel-time measurements and also suffer from the cycle-skipping challenge. Compared to the double-difference travel-time objective function proposed by Yuan et al. [26], our method can be implemented more easily without increasing the computation cost.

In wave-equation travel-time tomography, the inversion results are also affected by other source signatures including source mechanism and location. Here, the ET objective function only works for reducing the trade-offs caused by inaccurate source time functions. In travel-time tomography applications, P- and S-waves are always separated to invert for P- and S-wave velocities, respectively. In this condition, the influences of the source mechanism are limited. In exploration seismology, the source locations are always known. However, in earthquake seismology, the effects caused by inaccurate source locations should be carefully addressed.

In the inversion practices with traditional CC and ET objective functions, we realize that velocity perturbations also result in amplitude fluctuations of the waveforms. These effects produce errors in the calculation of travel-time shifts and estimation of velocity structures [20]. Furthermore, it is noticed that the ET objective function is more robust to these amplitude distortions. However, in some cases, the ET objective function does not work well for reducing the influences of wrong source wavelets. For examples, when the source wavelets contain many irregular slide lobes or the correct and wrong source wavelets have different frequency bands, this approach cannot produce very accurate velocity inversion results. In the large velocity contrasts example, the ET objective function inverts for the models effectively. However, if the model perturbations are increased further, the ET objective function may fail due to cycle-skipping.

5. Conclusions

In traditional cross-correlation based wave-equation travel-time tomography, the inversion results suffer from uncertainties caused by source–velocity trade-offs. In this research, we have revealed that the envelope of a seismic signal helps in reducing the amplitude and phase distortions caused by inaccurate source wavelets. The travel-time shifts calculated by cross-correlating envelopes are less sensitive to the variations of source wavelets. Thus, an envelope travel-time objective function is designed for wave-equation tomography. Derivation of the adjoint source for this envelope travel-time objective function is also provided. Compared to the traditional approach, this method is expected to recover the velocity structures more accurately with wrong source wavelets by suppressing the effects of source–velocity trade-offs. In the synthetic inversion experiments and field data applications, we verify that when a wrong source waveform with phase and amplitude changes is used in forward modeling and tomography, the envelope travel-time objective function can still calculate the travel-time shifts accurately and invert for the velocity models reliably.
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Appendix A. Conventional Wave-Equation Travel-Time Tomography

In conventional wave-equation-based travel-time tomography, the velocity structures are estimated by iteratively minimizing the travel-time differences between synthetic and observed measurements:

$$\phi_{cc}(m, s) = \frac{1}{2} \sum_i |\Delta t_i|^2,$$

where $m$ and $s$ mean the structure and source models, respectively, and travel-time difference $\Delta t_i$ is obtained by cross-correlating the synthetic data $u_i$ and observed data $d_i$:

$$\Delta t_i = \arg \max_\tau \int_0^T u_i(t + \tau) d_i(t) dt,$$

where $T$ is the maximum recording time. The synthetic traces are obtained by numerically solving the acoustic/elastic wave-equations. Thus, seismic wave-equation inversion/tomography can be regarded as a PDE (partial differential equation)-constrained inverse problem. Based on the framework of the adjoint-state theorem, the objective function corresponding to the relative model perturbations ($\Delta m/m$ and $\Delta s/s$) can be written as [4]:

$$\Delta \phi_{cc}(m, s) = \int_{x \in \oplus} K_m \Delta m + K_s \Delta s dx,$$

where $\oplus$ means the space of studied area in subsurface, $K_m$ and $K_s$ are the sensitivity kernels (or gradients) for model structures and source, respectively. Following the adjoint-state method with divergence theorem and integration by parts [46], the sensitivity kernels for P-wave velocity $V_p$ and S-wave velocity $V_S$ in isotropic-elastic media can be derived as [31]:

$$K_{V_p} = -2 \rho V_p^2 \left[ (\partial_i u_j^*) (\partial_j u_k) \right],$$

$$K_{V_S} = -2 \rho V_S^2 \left[ \partial_j u_i^* (\partial_i u_j + \partial_j u_i) - 2 (\partial_j u_i^*) (\partial_k u_k) \right].$$

where $u_i$ and $u_j^*$ indicate the forward and adjoint (or back-propagated) displacement wavefields, respectively, and summation convention is being used for the subscripts of these displacement wavefields. Note that in the expressions of sensitivity kernels, the integrations over source, receiver, space, and time are ignored for the sake of compactness. The adjoint wavefields can be obtained by solving the adjoint-state equation with the following adjoint source:

$$s_i^*_{cc}(t) = -\frac{1}{N} \Delta t_i \partial_t u_i (T - t), N = \int_0^T \left[ \partial_t^2 u_i(t) \right] u_i(t) dt.$$

Travel-time is linearly related to velocity variations; thus, the CC-based travel-time objective function is advantageous to overcome the cycle-skipping difficulty. In many practical seismic imaging/inversion applications, the source signatures (e.g., source mechanism and wavelet) are unknown. When an inaccurate source wavelet is used in forward modeling, cross-correlation of the synthetic and observed seismic traces produces inaccurate travel-time shifts, resulting in unconvincing velocity models. In the vicinity of the global minimum of $\phi_{cc}$, incorporating the second-order derivative Hessian $H$ gives [25]:

$$\phi_{cc}(m + \Delta m, s + \Delta s) \approx \phi_{cc}(m, s) + \left[ \begin{array}{c} \Delta m \\ \Delta s \end{array} \right]^T \left[ \begin{array}{cc} H_{mm} & H_{ms} \\ H_{sm} & H_{ss} \end{array} \right] \left[ \begin{array}{c} \Delta m \\ \Delta s \end{array} \right],$$

where $^T$ means matrix transpose and the off-diagonal block matrices $H_{ms}$ and $H_{sm}$ contain mixed derivatives of $\phi_{cc}$ with respect to the structure and source. The Hessian-vector product $H_{ms} \Delta s$ measures the trade-off artifacts in the velocity sensitivity kernels due to
source errors [31]. Theoretically, the trade-offs can be effectively reduced by applying the inverse Hessian implicitly with linear (preconditioned) conjugate-gradient algorithms in a truncated (Gauss)-Newton iteration [33]. However, for structure and source models with different dimensionalities and units, it is complex and expensive to calculate the Hessian-vector products and perform inner conjugate-gradient iterations. In this study, we adopt the quasi-Newton l-BFGS optimization method [47–49] for approximating the inverse Hessian and updating models.
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