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Abstract — The technology of dynamic map fusion among networked vehicles has been developed to enlarge sensing ranges and improve sensing accuracies for individual vehicles. This paper proposes a federated learning (FL) based dynamic map fusion framework to achieve high map quality despite unknown numbers of objects in fields of view (FoVs), various sensing and model uncertainties, and missing data labels for online learning. The novelty of this work is threefold: (1) developing a three-stage fusion scheme to predict the number of objects effectively and to fuse multiple local maps with fidelity scores; (2) developing an FL algorithm which fine-tunes feature models (i.e., representation learning networks for feature extraction) distributively by aggregating model parameters; (3) developing a knowledge distillation method to generate FL training labels when data labels are unavailable. The proposed framework is implemented in the CARLA simulation platform. Extensive experimental results are provided to verify the superior performance and robustness of the developed map fusion and FL schemes.

I. INTRODUCTION

The intelligent networked vehicle system (INVS) is an emerging vehicle-edge-cloud system that accomplishes cooperative perception, map management, planning and maneuvering tasks via vehicle-to-everything (V2X) communication [1]–[3]. Among all the tasks, distributed map management aims to enlarge sensing ranges and improve sensing accuracies for individual vehicles and plays a central role in INVSs [4]–[15]. While static maps describe stationary objects (e.g., roads, buildings, and trees), dynamic maps emphasize updating information of mobile objects (e.g., pedestrians, cars, and animals) in real time. Fig. 1 shows the architecture of an intelligent networked vehicle system. There are three main steps for dynamic map fusion: (1) local sensing and perception, (2) local map fusion and uploading, and (3) global map fusion and broadcasting.

Despite many efforts and successes in developing dynamic map fusion techniques [4]–[15], a number of technical challenges still need to be properly handled, including

1) Reduction of sensing uncertainties. The sensing data at each individual vehicle may be missing, noisy, or mistaken due to sensor limitation and environmental complexity. A proper use of the redundant measurements from other vehicles can help reduce such uncertainties.

2) Reduction of model uncertainties. The construction of dynamic maps at vehicles or edge servers relies on the quality of feature models of mobile objects. Those feature models, trained with labeled datasets at the cloud, may not be perfectly optimized due to many factors.

3) Missing labels for online learning. While the datasets used at the cloud have been manually annotated, new data samples collected at vehicles are usually unlabeled. Those local sensory data samples should be automatically labeled for high-quality dynamic map updating.

Current dynamic map fusion techniques can be classified as data level [4], [9], feature level [5]–[8], and object level [9]–[15]. Those data-level and feature-level methods likely incur high communication overheads and most object-level methods do not take uncertainties into account. On the other hand, various deep and federated learning schemes have been used to improve the quality of feature models [8], [14], [15], but few of them use point-cloud data. Besides, as most cloud-based model training schemes assume that datasets have been properly labeled [4]–[9], [11], [14], [15], knowledge distillation (KD) methods [16]–[18] need further investigation for label generation among networked vehicles.

In this paper, we propose an FL based dynamic map fusion framework, which enables scored-based object-level fusion and distributed online learning to achieve high map quality and low communication overhead. The main contributions of this work are summarized as follows.

![Fig. 1: An illustration of the intelligent networked vehicle system and three challenges for dynamic map fusion.](image-url)
TABLE I: A Comparison of Dynamic Map Fusion Schemes for Networked Intelligent Vehicles

| Scheme        | Literature   | Sensing and Fusion | Perception Model | Data Label | Limitation                                         |
|---------------|--------------|--------------------|------------------|------------|---------------------------------------------------|
|               |              | Sensor Modality | Comm. Overhead   | Weighted   | Deep Networks | Federated Training | Online Generation |                     |
| Data Level    | [4], [9]     | LiDAR +++      | ✓                | ✓          | ✓           | ✓                    | ✓                  | Demands for high communication workload and data synchronization |
| Feature Level | [5]–[7]      | LiDAR ++        | ✓                | ✓          | ✓           | ✓                    | ✓                  | Demands for consistent feature extraction and data synchronization |
| Object Level  |              | GPS +          | ×                | ×          | ×           | ×                    | ×                  | Impractical assumptions on detection models                        |
|               | [4], [11]    | LiDAR +        | ×                | ✓          | ✓           | ✓                    | ×                  | Requirement for high-quality pretrained feature models             |
|               | [10], [12]   | Camera +       | ✓                | ✓          | ✓           | ✓                    | ✓                  | Low accuracy of object location and orientation                      |
|               | [13]         | LiDAR +        | ✓                | ✓          | ✓           | ✓                    | ✓                  | Assumptions on high accuracy of ego-vehicle localization            |
|               | [14], [15]   | LiDAR +        | ✓                | ✓          | ✓           | ✓                    | ✓                  |                                                                   |

The symbol “✓” means functionality available, “×” means functionality not available, “✓+” means functionality not available but supported. The number of “+”s represents the level of communication overhead, more “+”s means higher overhead.

The number of “+”s represents the level of communication overhead, more “+”s means higher overhead.

1) Developing a three-stage map fusion, including the density based spatial clustering of applications with noise (DBSCAN), the score-based weighted average, and the intersection over union (IoU) based box pruning, to achieve global map fusion at the edge server.

2) Developing a point-cloud based distributed FL algorithm, which fine-tunes feature models of mobile objects distributively by aggregating model parameters.

3) Developing a KD method to generate data labels for training individual vehicles. The labels of real-time sensory data are provided by road side units or generated from the three-stage fusion algorithm at the edge server.

4) Implementation of the proposed FL-based dynamic map fusion framework in the CARLA simulation platform [19] with extensive testing experiments in terms of developed evaluation benchmark metrics (the open-source codes are available at https://github.com/zijianzhang/CARLA_INVS).

II. RELATED WORK

As summarized in Table I, current dynamic map fusion techniques can be categorized into data level [4], [9], feature level [5]–[8], and object level [9]–[15]. Data level methods collect raw data (such as point clouds) from different vehicles and achieve global dynamic map fusion by using deep networks [4], [9] at the cost of high communication overhead and extra data synchronization. Feature level methods deploy identical feature extraction models (such as voxelization [5]–[7] and segmentation [8]) at different vehicles, and achieve global dynamic map fusion via feature collection and feature processing based on deep networks. Object level methods usually share the object lists among vehicles and achieve global dynamic map fusion through object association and multi-stage fusion procedures [9]–[15].

The object lists from different vehicles can be registered by using either ego-vehicle pose information [10], [12], [13] or object geometric features [4], [11], [14], [15]. The former scheme needs constant communications among all ego-vehicles to estimate the transforms between any two poses and relies on impractical assumptions on detection models. The later scheme relies more on the quality of object pose and size information predicted by each connected ego-vehicles and resolves conflicts via max-score fusion [4] or mean fusion [11]. Distance and IoU metrics have often been used to associate object lists, however leading to inaccurate estimation of the number or fused poses of objects [10], [12].

Various deep learning techniques have been developed to improve the quality of object feature models [4]–[9], [11], [14], [15]. In particular, to learn from distributed data at different vehicles, federated learning (FL) schemes [16]–[18] have been developed for camera images and convolutional neural network based feature models. This means that FL can be applied to image-based dynamic map fusion [8], [14], [15]. However, point cloud data can provide more accurate depth information, which have not been integrated with FL for dynamic maps. On the other hand, deep network models trained at the cloud [4]–[9], [11], [14], [15] assume that training datasets have been properly labeled, but real-world applications require label generation for new data samples during online learning procedures via knowledge transfer from “teacher” models to “student” models [16]–[18]. Existing knowledge transfer either uses predictions of a single vehicle or average predictions of multiple vehicles as the “teacher” model, which may not fully exploit the useful information from all connected vehicles.

In this work, we propose an FL based dynamic map fusion framework, which enables scored-based object-level fusion and distributed online learning to achieve high map quality and low communication overhead. In the fusion process, we choose a density based clustering algorithm for object association and develop a dynamic weight adjustment algorithm to adaptively fuse object information. Furthermore, the object-level fusion results are chosen as the teacher model output for online federated learning. The complete framework of FL and KD based dynamic map fusion is developed based on multi-agent point-cloud datasets in CARLA.
III. SYSTEM ARCHITECTURE AND ALGORITHM DESIGN

We consider an environment which consists of $M$ dynamic objects and $K$ intelligent vehicles. At the $t$-th time slot, the $m$-th object (with $1 \leq m \leq M$) is represented by

$$v_m(t) = [c_m, x_m, y_m, z_m, l_m, w_m, h_m, \theta_m]^T,$$  \hspace{1cm} (1)

where $c_m$ is the category, $(x_m, y_m, z_m)$ are the center coordinates, $(l_m, w_m, h_m)$ stand for the length, width, and height, and $\theta_m$ denotes the yaw rotation around the z-axis for the $m$-th object, respectively. The global object map is the set of all objects $\mathcal{V} = \{v_m(t)\}_{m=1}^M$, which is the output of our system. To generate $\mathcal{V}$, this paper proposes an FL-based dynamic map fusion framework shown in Fig. 2. There are three major components and one communication module as follows.

**Edge Vehicles.** At the $t$-th time slot and the $k$-th vehicle, the raw data (e.g., image, point cloud) is denoted as a vector $d^{(k)}(t) \in \mathbb{R}^D$, where $D$ is the data dimension. The $k$-th vehicle fuses the raw data $d^{(k)}(t)$ into an object list $\{u^{(k)}_n(t), s^{(k)}_n(t)\}_{n=1}^{N_k}$ via a feature model $\Phi(\cdot; \mathbf{w}_k)$, where $N_k$ is the number of objects, $u^{(k)}_n(t)$ is the $n$-th object, $s^{(k)}_n(t)$ is the object score representing the confidence of prediction, and $\mathbf{w}_k \in \mathbb{R}^W$ is the model parameter vector with model size $W$. The local fusion procedure is written as $[u^{(k)}_n(t), s^{(k)}_n(t)]_{n=1}^{N_k} \leftarrow \Phi(d^{(k)}(t); \mathbf{w}_k)$. Object $u^{(k)}_n(t)$ has the same format as $v_m(t)$ in (1), but adopts local coordinate system of vehicle $k$. If labels $\{b^{(k)}_n(t)\}$ for the $k$-th local object lists are available, then parameter $\mathbf{w}_k$ can be locally updated. The vehicle will upload its ego-vehicle location, $[u^{(k)}_n(t), s^{(k)}_n(t)]_{n=1}^{N_k}$ and $\mathbf{w}_k$ to the edge server via V2X communication. This part is shown at the upper left of Fig. 2.

**Cloud Server.** It performs dataset collection which gathers sensing data in various scenarios using dedicated vehicles, dataset annotation which labels the data manually, and model pretraining which outputs initial model parameters $\mathbf{w}^{[0]} \in \mathbb{R}^W$. The number of samples in each scenario is determined via learning curves [20], [21]. The cloud server will transmit $\mathbf{w}^{[0]}$ to edge server via the Internet and the edge server further broadcasts $\mathbf{w}^{[0]}$ to all vehicles. This part is shown at the upper right of Fig. 2.

**Edge Server.** It performs three-stage fusion which generates global objects $\mathcal{G}$ by fusing local objects $\{u^{(k)}_n(t), s^{(k)}_n(t)\}_{n=1}^{N_k}$, federated learning which generates global model parameter vector $\mathbf{g}$ via aggregation of $\{\mathbf{w}^{[k]}_k\}_{k=1}^K$, and knowledge distillation which generates training labels $\{b^{(k)}_n(t)\}$ either via teacher-student distillation [22] (e.g., road side units provide labels) or ensemble distillation [23] (e.g., global fusion provides labels). The edge server will broadcast $\mathcal{G}$, $\mathbf{g}$, and $\{b^{(k)}_n(t)\}$ to all vehicles via V2X communication. This part is shown at the bottom of Fig. 2.

**V2X Communication.** There are three data formats being exchanged via V2X: the object maps $\{u^{(k)}_n(t), s^{(k)}_n(t)\}_{n=1}^{N_k}$ and $\mathcal{G}$ for the purpose of map fusion; the model parameters $\mathbf{g}$, $\mathbf{w}^{[0]}$, $\{\mathbf{w}^{[k]}_k\}_{k=1}^K$ for the purpose of federated learning; the labels $\{b^{(k)}_n(t)\}$ for the purpose of knowledge distillation.

The above dynamic map fusion framework consists of three novel techniques: 1) three-stage fusion which tackles sensing uncertainties; 2) federated learning which tackles model uncertainties; 3) and knowledge distillation which tackles missing data labels. These techniques are summarized in the tables of Algorithm 1, Algorithm 2, and Algorithm 3.

**Algorithm 1: Three-Stage Fusion.** The first stage partitions the objects in local maps. Most association methods are sensitive to data with heterogeneous densities and hence unsuitable for dynamic map fusion, where the input data could be dense and complicated. We choose the DBSCAN method [24], which can deal with unbalanced clusters and outliers pretty well. The output of this stage is the predicted number of objects $M$ and the association matrices $\{A^{(k)}(t)\} \in \mathbb{R}^{N_k \times N_k}$.
Algorithm 1: Three-Stage Fusion

Input: local maps \( \{u_k(t), s_k(t)\}_{n=1}^{N_k} \)
Output: global map \( \psi \), number of vehicles \( M \), and association matrix \( \{A_k(t)\} \)

1. \( \psi = \{u_k^1(t)\}_{n=1}^{N_k}, \ldots, \{u_k^N(t)\}_{n=1}^{N_k} \)
2. \( M, \{A_k(t)\}_{K=1}^{K} \leftarrow \text{DBSCAN}(F_{\text{L}} \rightarrow G(\psi)) \)
3. for each global object \( m = 1, \ldots, M \) do
   4.   for each vehicle \( k = 1, \ldots, K \) do
      5.     for each object \( n = 1, \ldots, N_k \) do
      6.       \( \gamma_k(n)(t) \leftarrow 0 \)
      7.       if \( a_{kn}(t) = 1 \) then
      8.         \( \gamma_k(n)(t) \leftarrow \frac{1}{\sum_{j=1}^{N_k} a_{jn}(t) \left[ 1 + \exp \left( \frac{d_{jk}}{\sigma} \right) \right]} \)
   9. end
10. end
11. end
12. for each object \( j = 1, \ldots, M \) do
13.   if IoU(\( v_m(t), v_j(t) \)) > \( \delta \) then
14.     remove \( v_m(t) \) if \( q_m(t) < q_j(t) \)
15.   end
end

Algorithm 2: Federated Learning

Input: raw data \( d_k(t) \) and labels \( \{b_k(t)\} \) of vehicle \( k \) from time \( t = T_1 \) to \( t = T_2 \)
Output: global model parameter vector \( g \)

1. initialize \( g_{[1]} = w_{[1]}^1 = \cdots = w_{[K]}^1 = w_{[0]}^0 \)
2. for each round \( i = 1, \ldots, I_{\text{max}} \) do
   3.   for each vehicle \( k = 1, \ldots, K \) in parallel do
      4.     split \( \{d_k(t), b_k(t)\}_{t=T_1}^{T_2} \) into batches \( \mathcal{B} = \{\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_i\} \)
      5.   for each local epoch \( \tau = 1, \ldots, E \) do
      6.     for each batch \( \mathcal{A}_j \) do
      7.       \( w_k^{[i]} \leftarrow \frac{w_k^{[i-1]} - \epsilon \sum_{(d_k(t), b_k(t)) \in \mathcal{A}_j} \nabla_w L \left( w_k^{[i]}, d_k(t), b_k(t) \right) }{\| \nabla_w L \|} \)
   8. end
   9. return \( w_k^{[i]} \) to the edge server
end

server executes
\( g_{[i+1]}^{[i]} = w_1^{[i+1]} = \cdots = w_K^{[i+1]} = \frac{1}{K} \sum_{k=1}^{K} w_k^{[i]} \)

common model parameter vector such that the total training loss function is minimized:
\[
\min_{w_{[1]}, \ldots, w_{[K]}} \frac{1}{K} \sum_{k=1}^{K} \sum_{t=T_1}^{T_2} \mathbb{E} \left( L_{\text{reg}} \left( \mathcal{A}_j, (d_k(t), b_k(t)) \right) \right),
\]
where \( (T_1, T_2) \) are the starting time and finishing time of training frames, \( \mathbb{E}(\cdot) = \beta_1 L_{\text{class}} + \beta_2 (L_{\text{angle}} + L_{\text{box}}) + \beta_3 L_{\text{dir}} \).

Algorithm 3: Knowledge Distillation. KD aims to generate training labels for vehicles in the student set \( \mathcal{S} \). The student set is determined as follows: if the vehicle finds that its own local map and the global map differ too much, it will be selected into \( \mathcal{S} \). We consider two types of KD: teacher-student distillation and ensemble distillation. For the first type, it is assumed that there exists a teacher model that can produce ground truth labels. For example, some objects are intelligent vehicles that can upload their locations and orientations; or the road side units provide labels in their FoVs. For the second type, the global map, which fuses the
Algorithm 3: Knowledge Distillation

Input: local maps \((u^n_k(t), s^n_k(t))_{k=1}^{N_k}\); global fusion map \(\{v_m\}\); association matrices \(\{A[k]\}\); set of teachers \(\mathcal{T}\) and teacher model \(\{f_t, \cdots f_{t,|\mathcal{T}|}\}\); set of students \(\mathcal{S}\)

Output: labels \(\{b^n_k(t)\}\) for \(k \in \mathcal{T}\)

1. initialize \(b^n_k(t) = []\)

2. for each vehicle \(k \in \mathcal{S}\) do
   3. for each object \(n = 1, \cdots, N_k\) do
      4. for each teacher \(i \in \mathcal{T}\) do
         5. if \(i\) has label of object \(n\) then
            6. \(b^n_k(t) \leftarrow f_i(u^n_k(t))\) and continue,
            where \(f_i\) is the teacher model
         end
      end
   7. if \(b^n_k(t) = []\) then
      8. \(b^n_k(t) \leftarrow F_{G \rightarrow L} \left( \sum_{m=1}^{M} A^n_k v_m \right)\)
   end

end

IV. EXPERIMENTAL RESULTS

We employ the CARLA simulation platform to generate training and testing scenarios and multi-agent point cloud datasets for INVS. Each intelligent vehicle (Tesla Model 3) is equipped with a 64-line LiDAR at 20 Hz and a GPS device. The default LiDAR range is set to 100 m, and its FoV is 90° on front. Since the sensing data generated by CARLA is not compatible to the SECOND network [25], [26], we develop a data transformation module such that the generated dataset satisfies the KITTI standard [27].

In the pretraining stage, three intelligent vehicles with different traveling routes are employed to collect sensing data in the ‘Town03’ map of CARLA. The pre-training dataset includes 60000 frames of point clouds, and 900 frames are chosen for training object feature models. The Adam optimizer is adopted with a learning rate ranging from \(10^{-4}\) to \(10^{-6}\). The number of epochs is set to 50. After the pretraining stage, the parameters of all intelligent vehicles are set to \(w_1 = \cdots w_K = w_0\).

Then we simulate a crossroad traffic scenario in case of \(K = 5\) and \(M = 37\), that is, 5 intelligent vehicles and 32 ordinary vehicles. The entire scenario lasts for 50.5 seconds and contains 1010 frames. The first 510 frames are used for FL and KD (i.e., \(T_1 = 0\) and \(T_2 = 25.5\) in problem (3)). The sampling rate is chosen as \(3 : 1\) and hence 170 frames are used for training. The 500 frames from \(T_2 = 25.5\) to \(T_3 = 50.5\) are used for inference, fusion, and testing. For FL, the number of local updates is set to \(E = 2\) and the total number of FL iterations \(I_{\text{max}} = 5\). We adopt the same training optimizer and learning rates as the cloud pretraining procedure. The average precision at IoU = 0.7 is used for performance evaluation. We consider both perfect FL and EDFL algorithms. For perfect FL algorithm, 170 training samples from \(T_1\) to \(T_2\) are perfectly labeled by a teacher model. For EDFL algorithm, 170 training samples from \(T_1\) to \(T_2\) are not labeled. The edge aggregates 170 frames of the global map via the three-stage fusion. All the vehicles use the global map to obtain their training labels, and the 170 samples with the imperfect labels are used for training.

We develop a set of performance evaluation benchmark metrics for sensing ranges, occlusion rates, and traffic densities, including short range (SR), middle range (MR), long range (LR), no occlusion (NO), partial occlusion (PO),
large amounts of occlusion (LO), low density (LD) and high density (HD). Objects are classified into SR, MR, and LR according to the object-to-vehicle distances. Objects are classified into NO, PO, and LO according to the number of point clouds reflected from objects within a certain sensing range. A frame is labeled as HD if at least one object in that frame is detected by \( \geq 3 \) intelligent vehicles.

Fig. 3(a) and Fig. 3(b) illustrate the performance of three stage fusion. Fig. 3(a) shows that despite the green vehicle generating false orientations, the global map (i.e., the red box) can correct the orientation error for the green vehicle. Fig. 3(b) shows that despite the blue vehicle missing one object, the global map (i.e., the red box) can recover that object for the blue vehicle. Fig. 4 illustrates the performance of FL without fusion. It can be seen that FL recovers the missing objects, and correct false orientation and false positive detection. Fig. 3(c) and Fig. 3(d) illustrate the performance of FL-based fusion. It can be seen that with imperfect labels, the EDFL-based fusion outperforms the three-stage fusion and achieves performance close to the perfect FL-based fusion. Fig. 5(a) compares the scheme without fusion or FL, the EDFL, the perfect FL, the mean fusion [4], the max score fusion [11], the three-stage fusion, the perfect FL-based fusion, and the EDFL-based fusion for individual vehicles and all vehicles. Compared with max score fusion and mean fusion, the proposed three-stage fusion algorithm achieves the highest precision scores (when IoU = 0.7). Compared with the scheme without fusion or FL, the proposed perfect FL and EDFL algorithms can help increase the average precision scores. Compared with all the other methods, the proposed perfect FL-based fusion and the EDFL-based fusion achieve much better performance. Fig. 5(b) shows that the perfect FL-based fusion scheme and the scheme with no fusion or FL achieve the most outer and inner lines, respectively. The proposed three-stage fusion algorithm achieves the best performance for all the benchmark metrics among all fusion methods. The performance of the proposed EDFL-based fusion algorithm is close to that of perfect FL-based fusion, especially for LR and LO metrics.

V. Conclusion

This paper presented an FL-based dynamic map fusion framework, which achieves high quality map fusion and low communication overhead. The FL and KD methodologies were developed to achieve distributive and online feature model updating, as well as to consider common uncertainties that occur in real-world applications. Experimental results based on multi-agent simulations in CARLA demonstrated that even without data labels, the proposed FL-based dynamic map fusion algorithm outperforms other existing methods in terms of the proposed benchmark metrics in INVSs. Such a framework can be further extended to distributed static semantic map fusion.
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