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SUMMARY In view of the different spatial and temporal resolutions of observed multi-source heterogeneous carbon dioxide data and the uncertain quality of observations, a data fusion prediction model for observed multi-scale carbon dioxide concentration data is studied. First, a wireless carbon sensor network is created, the gross error data in the original dataset are eliminated, and remaining valid data are combined with kriging method to generate a series of continuous surfaces for expressing specific features and providing unified spatio-temporally normalized data for subsequent prediction models. Then, the long short-term memory network is used to process these continuous time- and space-normalized data to obtain the carbon dioxide concentration prediction model at any scales. Finally, the experimental results illustrate that the proposed method with spatio-temporal features is more accurate than the single sensor monitoring method without spatio-temporal features.
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1. Introduction

In recent years, people have paid increasing attention to the issue of global warming, and the relationship between global warming and the increase in greenhouse gas emissions is no longer in doubt. Carbon dioxide (CO$_2$) is one of the most important greenhouse gases in the atmosphere, so monitoring the CO$_2$ content in the environment and scientifically analysing the data are of great significance to the prediction of future climate change trends. In January 2009, Japan launched the GOSAT (Greenhouse gases Observing SATellite), the world’s first satellite dedicated to monitoring the distribution of greenhouse gas concentrations from space [1]. In July 2014, NASA launched the Orbiting Carbon Observatory-2 (OCO-2) satellite [2]. In addition, there are ground-based TCCON (Total Carbon Column Observing Network) under the NDACC-IRWG and GAW plans [3]. These monitoring methods provide strong data support for the data-driven environmental carbon data prediction method.

At present, for different environments, the majority of CO$_2$ data prediction methods introduced by studies have been statistical theory methods, but in the face of multi-source and heterogeneous, multi-modal data of space and time, traditional data fusion methods possess certain shortcomings [4]. At the same time, we have also noticed that some scholars have applied mobile sensing system [5], big data [6], deep distributed fusion network [7] and other technologies to air quality prediction and achieved good results. However, the data sources of these studies are mainly based on ground-based sensor monitoring network, without considering the relevant satellite monitoring data. Among the data provided by multi-source sensors, the data collected by ground sensors are continuous in time at discrete locations in the spatial distribution, but due to the limited number of installation locations, the spatial continuity of the data on a global scale cannot be guaranteed. In the coordinate system of Earth, the position of a carbon satellite is constantly changing with time, so the data provided by it cannot guarantee the continuity of both space and time at a specific location. Therefore, the scientific data fusion of these multi-source data and the design of more accurate prediction methods based on data-driven ideas is of great significance to the prediction of future climate change trends and now-casting.

2. Proposed Method

2.1 Model Framework

Aimed at solving the problems of different spatial and temporal resolutions and the uncertain observation quality of multi-source heterogeneous CO$_2$ data, a prediction model of CO$_2$ concentration is established. The framework of the model is shown in Fig. 1, which mainly includes the following contents:

- Data sources: Heterogeneous data sets based on time and space distributions from multi-source sensors are obtained. These mainly include the observation data provided by the OCO-2 and GOSAT satellite sensors data products, the observation data provided by the TCCON observation network data products, and the related data collected by the self-built wireless carbon sensor network.
- Data fusion: Firstly, according to the Grubbs criterion, the gross error data in the original dataset are eliminated [8]. Secondly, the multi-source data based on temporal and spatial distributions are fused, and a se-
ries of continuous surfaces are created through the kriging method to fill in the missing values in the data of discontinuous space-time series [9]. Lastly, the surface data are normalized to improve the convergent rate of the prediction model.

- Model training and evaluation: The continuous surface data based on time series are divided into two groups according to the selected spatial-temporal scale. One group is used as train dataset to train the optimized LSTM network [10], and the other group is used as test dataset to verify the prediction model; the relevant evaluation indicators are used to evaluate the prediction effect.

2.2 Data Processing Algorithm

The multi-source carbon data (CO2 concentration, temperature, humidity and so on) are processed according to the Grubbs criterion: set the sample as $s_i \ (i = 1, 2, 3, \cdots, n)$, where $n$ is the total number of samples. Then, for the $i$-th sample value:

- Arrange the $s_i$ in ascending order.
- Calculate the mean $\bar{s}$ and variance $\sigma$.
  \[
  \bar{s} = \frac{\sum_{i=1}^{n} s_i}{n} \tag{1}
  \]
  \[
  \sigma = \sqrt{\frac{\sum_{i=1}^{n} (s_i - \bar{s})^2}{n-1}} \tag{2}
  \]
- Calculate the lower Grubbs number $g_{(1)}$ and the upper Grubbs number $g_{(n)}$.
  \[
  g_{(1)} = \frac{\bar{s} - s_{(1)}}{\sigma} \tag{3}
  \]
  \[
  g_{(n)} = \frac{s_{(n)} - \bar{s}}{\sigma} \tag{4}
  \]

- Select the larger residual error of the two and select the significance $\alpha$ to obtain the critical value $g_0(n, \alpha)$ through the critical value test table. If $g(i) \geq g_0(n, \alpha)$, there is gross error in the measured value, which should be eliminated.

The deep neural network used in the experiment is mainly composed of an LSTM layer and a fully connected layer, and the test data are obtained from the continuous data surface generated [11]. The location data with a latitude and longitude of (36.604 N, 97.486 W) from September 2014 to August 2015 are selected as the experimental data by the model, which is the location of Lamont, the TCCON observation site. Among them, the data from September 2014 to April 2015 are used as train set and validation set to train the optimized LSTM network, and the data from May 2015 to August 2015 are used as test set. The structure diagram of the calculation unit is shown in Fig. 2.

$\hat{z}(s)$ is obtained by interpolation of relevant data using ordinary Kriging method, after screening, it is used as the input variable $x_t$ of each gate. The sub-structure diagram of each gate is shown in Fig. 3.

Its core processing flow can be expressed as follows:

- Calculate the CO2 concentration of the missing points:
  \[
  \hat{z}(s) = \sum_{i=1}^{n} \lambda_i \hat{z}(s_i) \tag{5}
  \]
- Calculate the weight coefficient:
  \[
  \begin{cases}
  \sum_{i=1}^{n} \lambda_i C(s_i - s_j) + \mu = C(s_j - s) \\
  \sum_{i=1}^{n} \lambda_i = 1
  \end{cases}
  \tag{6}
  \]
In this process, $\hat{z}(s)$ is the concentration of $\text{CO}_2$ at the point to be measured, $s_i$ is the weight corresponding to each $\text{CO}_2$ observation value, and $z(s_i)$ is the $\text{CO}_2$ observation value at each sample point. To calculate the weight coefficient, two conditions of unbiasedness and optimality should be met. $W_f$, $U_f$, $U_i$, $W_o$, $U_o$, $W_c$, $U_c$ and $V_o$ are coefficients of the linear relationships, $b_f$, $b_i$, $b_c$ and $b_o$ are bias vectors, $\sigma$ is the sigmoid activation function, and $\otimes$ is the Hadamard product. The details of model training procedure are shown in Table 1.

### Table 1: Model training procedure.

| Input: | A set of features $X = \{X_{or}, X_c, X_h, X_t\}$, input_length = 360, input_dim = 4, learning rate = 0.001, the number of hidden layers is 2, the number of hidden units is 30 and the temporal granularity is day. |
| Output: | Learned prediction model. |
| 1. | The array constructor is used to convert the dataset $X$ and get the matrix $X_c$. |
| 2. | Data normalization. |
| 3. | Divide and create data sets, 67% for the train dataset, and 33% for the test dataset. |
| 4. | look_back = 1 |
| 5. | Rescale input to be [samples, time_steps = 5, features] |
| 6. | Create and fit the LSTM network. |
| 7. | loss = 'mean_squared_error' |
| 8. | The Adam optimizer is used, |
| 9. | epochs = 25 |
| 10. | batch_size=30 |
| 11. | Make predictions |
| 12. | Reverse normalization the prediction results. |
| 13. | Calculate the mean squared error of the train dataset and test dataset. |
| Return | Epoch: 25 (of 25), loss: 0.0001457373466342688 |

### 3. Experimental Results

Based on the needs of this subject, the research group designed a wireless carbon sensor device. It mainly integrates ARM control module, carbon dioxide data acquisition module, temperature data acquisition module, humidity data acquisition module, GPS positioning module and GPRS data transmission modules. The prototype equipment is shown in Fig. 4.

Since August 2010, the research group has successively set up 14 environmental monitoring sites in Genhe City of Hulunbeier City, Inner Mongolia Autonomous Region, and 5 monitoring sites have been set up in the Xincheng area of Huhehaote City, Inner Mongolia Autonomous Region, since April 2014. To obtain more complete data sets, this number will be further increased in the future. The distribution of the sites is shown in Fig. 5, and the experimental data information of the Wireless Carbon Sensor Network (WCSN) is shown in Table 2.

After calculating the weight coefficients, the variogram is fitted with empirical data to minimize the weighted square deviation between each point and the function curve. An interpolation model that quantifies the spatial correlation curve. An interpolation model that quantifies the spatial correlation of the Wireless Carbon Sensor Network (WCSN) is shown in Table 2.
Table 2  Details of the datasets.

| Sources       | OCO-2 | GOSAT | WCSN  |
|---------------|-------|-------|-------|
| Number of Points | 21258 | 10867 | 52560 |
| Length of Data Sequence | 85032 | 43468 | 210240 |
| Ratio of Missing Values (%) | 62.5  | 80.83 | 90.21 |

| Lamont       | Processed Data | TCCON |
|--------------|----------------|-------|
| Number of Points | 360  | 54938 |
| Length of Data Sequence | 1440 | 219752 |
| Ratio of Missing Values (%) | 0    | 0.06  |

Fig. 6  Semi-variant function generation model.

Fig. 7  Continuous surface generation map of CO2 concentration.

Fig. 8  Comparison of CO2 data between TCCON and OCO-2.

Fig. 9  Comparison of CO2 data between TCCON and GOSAT.

Fig. 10  Comparison of CO2 data between TCCON and prediction model.

Fig. 8 through Fig. 10.

By comparing the line graphs, it can be seen intuitively that the OCO-2 data and TCCON data exhibit a certain deviation, and the change trend of the data is quite different; there is a large deviation between the GOSAT data and the TCCON data, but the data change trend is basically the same. It can be seen that the effects of the two measurement methods are not very satisfactory. The prediction trend of the multi-source data fusion prediction model is basically consistent with that of the TCCON data, and the prediction results are closer. To quantitatively evaluate the prediction results of the model, two evaluation indicators, Root Mean
Table 3  Statistical error analysis results of TCCON and the other three data sources.

| Data Sources   | RMSE  | MAPE (%) |
|----------------|-------|----------|
| OCO-2          | 1.390 | 23.5     |
| GOSAT          | 1.971 | 40.6     |
| Prediction-Model | 0.776 | 16.5     |

Square Error (RMSE) and Mean Absolute Percentage Error (MAPE), are used for statistical comparison and analysis of the data provided by each data source. The statistical results are shown in Table 3.

It can be seen from the statistical results that the deep learning prediction model based on multi-source data fusion achieves higher data accuracy than the two satellite products and can fit the CO2 concentration trend well. This also shows that the model fully incorporates the unique advantages of the optimized LSTM network. It can extract abstract and deep-seated features from high-dimensional data through a variety of nonlinear operations, which causes the prediction model to show better prediction and fitting effects.

4. Conclusion

In this letter, a data fusion prediction method for CO2 concentration is proposed, and the experimental results confirmed that the variation trend of CO2 concentration is related to environmental factors such as temperature and air humidity. These data exhibit a natural continuity in time and achieve strong correlation and causality before and after the time series. The multi-source data fusion deep learning prediction method with spatio-temporal features is more accurate than the single sensor monitoring method without spatio-temporal features. Using this method to achieve CO2 concentration prediction can not only use the correlation of the data in the time dimension but also automatically mine the potential correlations between the data and improve the accuracy of carbon emission data prediction.
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