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Abstract

Dynamical mean field theory (DMFT) is used to study neutron matter, both with and without admixture of the proton fraction. The system is approximated by the lattice Hubbard model. The corresponding equation of state as a function of temperature/density/asymmetry is investigated. The results are compared with the standard mean field (MF) approach where the effect of local correlations is neglected. Whereas the influence of the correlations on the properties of a pure neutron matter is found to be moderate, it becomes strong when the proton admixture is taken into account. In particular, we calculate the proton fraction, energy density and pressure in outer core of neutron stars, taking into account the beta equilibrium condition. The DMFT predicts that the proton fraction is several times the MF based calculations, whereas the DMFT results for energy density and pressure are 30\%–40\% lower than the corresponding MF estimates. Physical implications of our findings for a neutron star dynamics are discussed.

1. Introduction

The study of strongly correlated nuclear many-body systems is one of the key problems of the strong interaction physics described by Quantum Chromodynamics (QCD). At low energy QCD can be reduced to an effective theory containing the effective degrees of freedom instead of the fundamental ones [1]. An extension of such theory to the finite density would allow a description of a wide range of phenomenon occurring in nuclear matter, heavy-ion collisions and in the neutron stars interior [2]. In particular, equation of state (EOS) of dense neutron matter strongly impacts neutron stars size, mass and structure [3]. A lot of effort is put on determining equation of state for subnuclear [4, 5] and supranuclear [6, 8], though still an uncertainty remain [9].

The most straightforward way of calculating observables in QCD from the first principles is to use the standard Monte-Carlo methods for discretisation and numerical integration of the corresponding path integral. It allowed to calculate many observables both in vacuum and at finite temperature. However, at finite density a well known problem has been an inability to perform lattice \textit{ab initio} simulations using Monte Carlo approaches since the fermion determinant becomes complex in the presence of finite baryon chemical potential, the notorious ‘sign problem’. In spite of the significant progress which has been made in recent years in overcoming some of these problems, most of the numerical studies in this area focus on small chemical potential, analytical techniques, and investigation of model systems. However, away from the region along the temperature axis, the QCD phase diagram remains, for the most part, inaccessible for the direct methods.

One way to tackle this problem is to use effective models, adjusted to take into account finite density corrections. However, most of them are treated using mean-field approximation where the effects of correlations are neglected. Another problem the effective models are facing is evaluation and inclusion of the beyond-mean-field corrections.
A possible alternative to a direct numerical simulation and effective models is to consider three-dimensional lattice models with local interaction, similar to those adapted in condensed matter physics like the attractive Hubbard model.

In the current work we will apply the Hubbard model to study strongly correlated nuclear many-body systems at zero temperature. The low energy nucleon–nucleon (NN) interactions are characterized by scattering length \( a \), which is by an order of magnitude larger than the effective radius \( r_e \), so that the neutron/nuclear matter is close to unitary regime where the Fermi momentum remains the only length scale and the interaction can be viewed as being of zero range. Clearly the neutron/nuclear matter is not exactly at the unitary point so that a finiteness of the interaction range plays a certain role but choosing the model with the zero range interaction seems to be a reasonable starting point [10] at least at not too large densities.

We use the dynamical mean field theory (DMFT) [11] to treat Hubbard model for neutron and asymmetric nuclear matter. DMFT is the generalisation of the standard mean field (MF) theory where a lattice problem is reduced into a self-consistent impurity problem. In this approach the impurity is influenced by a bath with which the impurity hybridizes. The main approximation made in the standard DMFT is to treat the lattice self-energy as a momentum-independent (local) quantity. This approximation becomes exact in the limit of lattices of infinite dimensionality [12]. We will obtain and analyse the corresponding equation of state and apply the results to the physics of neutron stars. Regardless of the interaction strength, the zero temperature many-fermion system with attractive interaction exhibits an instability which leads to the rearrangement of the ground state of the system and we allow for a corresponding symmetry breaking in our DMFT consideration. DMFT has previously been applied for a description of electronic structure in the context of the solid state physics [11, 13] where it has proven to be a very successful in describing various experimental data. A number of papers [14–17] considered attractive Hubbard model within DMFT. However, they focused on half-filling and its vicinity, while in our work we consider very low fillings, so that our lattice can efficiently approximate a continuous matter. DMFT treatment of dilute limit of attractive Hubbard model was considered in [18, 19] for description of Unitary Fermi Gas, which can be viewed as an approximate description of neutron matter.

In the case of neutron stars, it is worth to consider the admixture of the proton fraction, which while being small nevertheless plays an important role in the underlying dynamics [20]. It influences the cooling rate of the neutron stars which is defined by the Urca process [21] when repeated electron-capture and beta-decay reactions give rise to neutrino emission, which is important for the neutron star cooling. There is a minimum proton fraction for which the Urca process can occur \( \approx 12\% \). A reliable estimate of this fracture is still in open question in neutron star physics. A determination of this parameter is one of the main purposes of this paper. Also it defines the density dependence of the symmetry energy which in turn is crucial for the existence of some exotic phases like pasta one in the density region where the stellar crust turns into outer part of the core.

The paper is organized as follows. First we will introduce the attractive Hubbard model and describe the Monte-Carlo approach used to solve the corresponding impurity problem. The next section is devoted to implementation of DMFT for the neutron/nuclear matter. Then we present the results of both static and dynamical mean-field approaches and compare them. Both symmetric and asymmetric nuclear matter are considered. We summarize and describe future plans in the last section.

2. Lattice Hamiltonian

The central step in our approach to simulating neutron/asymmetric nuclear matter is to map it to the lattice. Then we apply DMFT to the resulting lattice model, which means that we are supposed to use the Hubbard model with local on-site interaction thus having just a few adjustable parameters—the lattice geometry, hoping parameters, and components of the interaction strength tensor \( U \). The Hamiltonian of the Hubbard model with neutrons and protons is

\[
H = \sum_{j \neq j'} (t_{jj'} - \mu \delta_{jj'}) c_{j \sigma}^{\dagger} c_{j' \sigma} + \sum_j H_{\text{int}}[c_{j \sigma}^{\dagger}, c_{j \sigma}],
\]

where \( t_{jj'} \) describes hoping between different sites \( j, j' \), indices \( l = n, p \) and \( s = \uparrow, \downarrow \) number isospin and spin projections, \( c_{j \sigma}^{\dagger}, c_{j \sigma} \) are creation-annihilation operators, \( \mu_{l} \) are chemical potentials, and \( \delta_{jj'} \) is the Kronecker’s symbol. \( H_{\text{int}} \) is the local Hubbard interaction, which obeys the following structure determined by the symmetry:

\[
H_{\text{int}} = U_{nn}(c_{n \uparrow}^{\dagger} c_{n \downarrow}^{\dagger} c_{n \downarrow} c_{n \uparrow}) + U_{pp}(c_{p \uparrow}^{\dagger} c_{p \downarrow}^{\dagger} c_{p \downarrow} c_{p \uparrow}) + \frac{U_{np}}{2} (c_{n \uparrow}^{\dagger} c_{p \downarrow}^{\dagger} c_{p \uparrow} c_{n \downarrow} - c_{n \downarrow}^{\dagger} c_{p \uparrow}^{\dagger} c_{p \downarrow} c_{n \uparrow})
\]
Here $U_{\text{nn}}, U_{\text{np}}, U_{\text{pp}}^n, U_{\text{pp}}^p$ are coupling constants of the neutron–neutron, proton–proton, neutron–proton singlet and triplet interaction, respectively. Simple solvable regimes of the model are $U \to 0$, when we have a non-interacting system, and $t \to 0$, when the system is in the atomic limit.

The lattice Hubbard model with the local interaction allows us to handle the most important $^1S_0$ pairing mechanism, which dominates for the neutron matter at low density. However, we note that pairing at higher angular momentum, which may occur at higher densities, is not included in the formalism and is therefore beyond the scope of our consideration.

Now let us formulate the DMFT equations. We choose one of the lattice sites and focus on a local physics on this site. The rest of the lattice is replaced by a non-correlated effective bath to be defined in a self-consistent way. The problem of a single site coupled to a quadratic bath is called Anderson impurity model (AIM). It is described by the action

$$S_{\text{AIM}}[\epsilon_i^s, \epsilon_j^c] = \sum_{l, \omega} c_{l, \omega}^d \left( -i \omega + \Delta_l(i \omega) \right) c_{l, \omega}^c + \frac{1}{2} \sum_{l, \omega} \Delta_l(i \omega) \left( c_{l, \omega}^d \epsilon_{l, \omega}^c + c_{l, \omega}^c \epsilon_{l, \omega}^d \right) + S_{\text{int}}[\epsilon_i^s, \epsilon_j^c].$$

Here $\Delta_l(i \omega)$ is the hybridization function, describing the effect of the bath. The difference between the usual (‘static’) MF and the DMFT is that the latter fully takes the on-site correlations into account. Consequently, the Gaussian bath carries time-dispersion effects, and $\Delta$ depends on the fermionic Matsubara frequency $i \omega$. Different chemical potentials for neutrons and protons make $\Delta$ isospin-dependent. Possible pairing effects require an account of the abnormal components of the hybridization $\Delta$ [22]. Finally, $S_{\text{int}}$ is the part of action corresponding to the on-site interaction $H_{\text{int}}$.

Given the hybridisation function, one numerically obtains the AIM’s Green’s function and, consequently, the self energy:

$$\Delta_l(i \omega) \xrightarrow{\text{AIM solver}} G_{\text{imp}}(i \omega)$$

$$\Sigma_{\text{imp}}(i \omega) = \left( i \omega + \mu - \Delta_l(i \omega) \right) - G_{\text{imp}}^{-1}(i \omega).$$

Here the abnormal components should be taken into account, so that $\Delta_l(i \omega)$, $G_{\text{imp}}$, and $\Sigma_{\text{imp}}$ in the above formulas are tensors with spin–isospin–Nambu indices. The AIM numerical solver used in our consideration is described in the next section.

The key assumption of the DMFT method is that local single-particle dynamics of the lattice can be approximated by that of the AIM. Thus the lattice self energy is local and equals to $\Sigma_{\text{imp}}$, and the local part of the lattice Green’s function equals to $G_{\text{imp}}$:

$$G_{\text{imp}}(i \omega) = \int \frac{d^3 k}{i \omega - \varepsilon_k + \mu - \Sigma_{\text{imp}}(i \omega)},$$

where the dispersion law $\varepsilon_k$ is the Fourier transform of the hopping term $t_{ij}$. Formula (6) is the DMFT self-consistency condition. In practice, the DMFT calculations involve an iterative change of $\Delta$, $\Delta$ and calculation of (4) and (5) performed until the condition (6) is fulfilled.

As we have mentioned, the DMFT equations are well-defined for a lattice system, so that the integration in (6) goes over the Brillouin zone, and $k$ is the quasi-momentum. Working with a continuous system requires an introduction of certain lattice discretisation. The most prominent effect of the lattice with the period $l$ is that it introduces the upper cut-off at $k \sim 1/l$. This cut-off should at least be several times larger than the Fermi momentum, which puts the requirement $l \lesssim \pi/k_F$. However, there is also a condition which forbids using of a very small lattice period. Indeed, the DMFT assumes that correlations are local at lattice sites. Therefore, the lattice period should be chosen similar to or larger than the correlation length (that is, a typical scale for e.g. density-density or spin-spin correlations) of the neutron matter. The later quantity can be roughly estimated from the effective interaction length $r_e$, so that the requirement is $r_e \lesssim l \lesssim \pi/k_F$.

Thus, a properly chosen lattice delivers a balance between the approximations in fermion kinetics (smaller $l$ is better) and their correlations (larger $l$ is better). For practically interesting regimes, the value of $r_e k_F$ is about 0.5, which leaves not much space for possible values of $l$ and makes a proper choice of the lattice discretisation crucial. While the volume of the Brillouin zone is effectively restricted by the inverse correlation volume, one should look for a lattice which delivers a dispersion law close to the original parabolic one within as large range of $k$ as possible.

In our consideration, we follow the Debye prescription: introduce an effective spherical Brillouin zone $k < k_{\text{max}}$ with $\varepsilon_k = \frac{k^2}{2m}$ in all points. Of course this does not correspond to any physical lattice discretisation.
However, we have all the parameters entering the DMFT equations. Except for the integral in (6), the only point where properties of the lattice appear is the interaction term of the impurity model. It is proportional to the volume of the elementary cell of the lattice, which should be taken equal $\frac{6s^2}{k_{\text{mag}}^3}$. The same method was used previously [19] and indeed demonstrated better results than physical lattice discretisations.

Finally, the effective interaction $U$ should be determined. Obtaining the coupling constants involves fitting the available experimental data for NN system. There exists two possible strategies to achieve this. First, one can use the corresponding low energy experimental data like scattering length $a_s$ and effective radius and then exploit it to extract the values of the coupling constants. This is a standard procedure in the EFT for low-energy NN interaction [23], which in this case is just a way to reformulate the effective range expansion. Being completely justified for NN interaction in vacuum, where the zero momentum limit can easily be defined it is not really suitable for the finite density calculations in the region $k_F \gtrsim 0.4$ fm$^{-1}$ which is the region we focus on in this paper.

The other possible option to extract the values of the coupling constants $U_{ij}$ is to use the experimental phase shifts at some fixed relative momentum. This is similar to the procedure used in reference [24]. We have chosen the value

$$\langle |k| \rangle_{|k| < k_F} = \frac{3}{4} k_F. \quad (7)$$

The value of the couplings can be extracted from the following expression for the scattering amplitude

$$T = \frac{4\pi}{M} \frac{1}{\cot \delta_j(k) + ik}, \quad (8)$$

where $k$ is some typical low-energy scale (momentum) and $\delta_j$ is the $s$-wave phase shift. We will use this option for calculations of the equation of state in the realistic neutron matter case.

For a numerical solution of the impurity problem (3), we employ a Continuous Time Quantum Monte Carlo method (CT-QMC) [25, 26]. More specifically, we used the variant of CT-QMC based on interaction expansion (CT-INT). The algorithm relies on a stochastic walk in the space of Taylor series for the partition function of the impurity problem $Z_{\text{AIM}} = \int \mathcal{D}c \mathcal{D}\bar{c} \mathcal{D}c_1 \mathcal{D}\bar{c}_1$ with respect to $S^{\text{ext}}$. A probability of each Monte Carlo step was estimated as a ratio of determinants composed of normal and abnormal Green’s functions calculated for the non-interacting part of the impurity problem. Whereas we followed a generic CT-QMC framework outlined in [25, 26], there are several comments regarding the practical performance of the method for the particular system under study. We did not observe a significant sign problem in our calculations, although the presence of spin-flip terms and anomalous averages makes the CT-INT weights not necessarily positive-defined. This can be attributed to an attractive character of the interaction. Additionally we note that for a single-component system with an attraction the sign problem is absent, so that one does not expect that a small proton admixture would result in a severe sign problem.

However, we observed a slow-down problem related to a complex landscape of the weights in the perturbation series for $Z_{\text{AIM}}$. We detected that it can be partially cured by splitting the series into sectors with respect to the type of Green’s function appearing in the given term. For example, one of the sectors includes all terms composed of neutron–neutron Green’s functions only, other includes only ’proton’ propagators, and all possible kinds of the Green’s function appear in the last sector. As one can observe, for the four possible spin–isospin projections there are $2^4 = 16$ different sectors. However the sectors containing only one kind of Green’s function (say, $G_{1s/1d}$ only) are empty. There is also a trivial sector corresponding to the zeroth order in the series. Consequently, in our calculation we performed a separate sampling other 11 non-trivial sectors, estimated their relative contributions, and obtained the final result as a weighted sum over all sectors. This allowed a significant extension of the temperature range available, although we still experience certain problems while lowering the temperature (see the next section).

3. Results and discussion

We start from discussing the results of the calculations of pure neutron matter to check reliability of the approximations made. It includes mapping of a continuous system to the lattice and applying the DMFT approach to the resulting Hubbard model. Also, our interaction term is of a fairly simple structure and contains the $s$-wave only.

As a first check we have performed the calculations for the unitary Fermi gas (UFG) [5, 27]. UFG is characterized by infinite $s$-wave scattering length $a_s = \infty$ and zero effective radius $r_e = 0$. Strictly speaking, neutron matter cannot be considered as being identical to UFG at any density, but at relatively low densities they are close and should display qualitatively the same behavior. Another reason to compare with UFG is that this system is very well studied both experimentally and theoretically. It has become possible to obtain
UFG experimentally with the help of a Feshbach resonance [28]. This fact stimulated interest to this topic and quite accurate results were obtained for its properties using both theoretical and experimental methods [29].

The central quantity to calculate in the unitary limit is the Bertsch parameter \( \xi \) [30] defining energy of the system as \( E_{\text{UFG}} = \xi E_{\text{FFG}} \), where \( E_{\text{FFG}} = \frac{3}{5}E_F \) is the energy of a free Fermi gas. Nowadays, very accurate results are available for both this parameter and for its deviation with small effective interaction range \( k_F r_e \ll 1 \), [31]. The corresponding analytic expression takes the form

\[
\xi = 0.37 + 0.12 k_F r_e.
\]  

To compare our system with the UFG and determine the optimal lattice spacing we tune Hubbard interactions to infinite scattering length. The tradeoff between retaining correlations and approximating continuous matter with the lattice seem to be optimal at the lattice filling (the number of particles per lattice site) \( n_l \approx 0.2 \), where the energy of the system is minimal. At this point our DMFT result for the Bertsch parameter is \( \xi_{\text{DMFT}} = 0.44 \) and should be compared with the lattice result for real UFG with zero interaction range \( \xi_{\text{UFG}} = 0.37 \) [32]. The difference is \( \xi_{\text{DMFT}} - \xi_{\text{UFG}} \approx 15\% \). That seems to be fairly reasonable given a number of the above mentioned assumptions. One notes, however that the lattice results also vary within 5%–10%. For example, the fixed node Monte-Carlo simulation [33] resulted in \( \xi_{\text{UFG}} = 0.42 \), much closer to the value obtained in this paper. The other observable we have looked at is the energy gap in unitary limit. Similar to energy density it can be expressed as \( \Delta = \epsilon E_F \) where the constant \( \epsilon \) is universal and does not depend on density. Our results for the gap are shown in figure 1. From the figure our value of the gap parameter can be estimated as \( \epsilon_{\text{DMFT}} \approx 0.43 \) and \( \epsilon_{\text{MF}} \approx 0.48 \), which makes the location of minimum very sensitive to, for example, the solver used within DMFT and the temperature of calculations.

The calculations have been performed within both the MF and DMFT approaches with and without the proton fraction. For pure neutron matter the MF and DMFT calculations give \( \epsilon = 0.86 \) and 0.7 correspondingly. Both values are comparable with those obtained in the other calculations [34] but a noticeable difference between them indicates the important role played by the correlations. Adding a small fraction of the protons does not change much the results for the MF calculations. Unfortunately we were not able to calculate the gaps within the DMFT approach when the proton fraction is included because of the large statistical errors at low temperatures where the corresponding gaps are supposed to be formed. As will be shown below the effect of the correlations becomes even more pronounced for the proton fraction related observables. One also notes that DMFT gives quite reasonable value of the critical temperature of the superfluid phase transition for the pure neutron matter, comparable with the other results [5]. On the other hand the MF approach provides the value of the critical temperature which seems too large to be realistic.
Now we turn to the results obtained for a realistic neutron matter with a finite scattering length and nonzero effective radius. We expect DMFT to perform even better in this case compared to the unitary limit as introducing lattice implies nonzero effective radius thus bringing DMFT closer to a real physical situation. The results obtained for the energy density are shown in figure 2 together with the QMC calculations using AV4 NN potential [35]. As one can see from figure 2 our DMFT results are quite close to the QMC ones thus demonstrating a significant improvement as compared to the MF results up to the densities $k_F \gtrsim 0.5$ fm$^{-1}$. At higher densities our description becomes progressively less and less reliable and at nuclear saturation density all we can hope is just a qualitative description of neutron matter. The physical reason is that our interaction Hamiltonian includes only the $s$-wave part of the NN forces whereas the contribution from higher partial waves becomes more and more important with increasing density. As an
another check of a reliability of our approach we calculated the pairing gap of pure neutron matter. The results are shown in figure 3. Again one can see that the DMFT calculations (blue dots online) gives the results for the gap much closer to the world average $\Delta \simeq 1-2$ MeV (see, for example, [36] figure 7). On the contrary the MF approach (orange dots online) results in too large values of the gap.

After performing various validity checks we turn to asymmetric nuclear matter. Before performing calculations for realistic neutron–proton matter, we again consider the unitary limit with interactions tuned to infinite scattering lengths. By doing this we again check a quality of the procedure which will be used for calculations of an asymmetric nuclear matter, namely an extrapolation from low to zero temperature. The reason is that the lowest temperatures we are able to reach is $T = 0.15E_F$ because of the statistical errors in Monte Carlo impurity solver so that some sort of extrapolation is required. In figures 4 and 5 we show a dependence of energy on temperature for the MF and DMFT approaches, and for both pure neutron matter and neutron–proton matter with 4% of protons. Only for DMFT calculations with protons we are limited to $T = 0.15E_F$. In the DMFT calculations without protons it is possible to go to effectively zero temperature.
Figure 6. Energy gaps in neutron–neutron, neutron–proton and proton–proton channels. The asymmetry parameter $\delta$ is defined in the text.

Figure 7. Energy density of asymmetric nuclear matter. The asymmetry parameter $\delta$ is defined in the text.

For all calculations except DMFT with protons we observe a linear behavior at high temperatures, and then sudden drop with a plateau afterwards. This drop is connected to appearance of the superfluid energy gap and the plateau is connected to the exponential behavior of energy at low temperatures due to a presence of the energy gap for quasi-particles $E(T) = E(0) + c_1 e^{-c_2 T}$. Another important feature is that effect of adding protons on the energy is significantly bigger for the DMFT results, than it is for the MF ones implying a significant role played by the correlations in this case.

Now we turn to pairing. In principle we can have the pairings described by full $4 \times 4$ matrix $\Delta$. In our DMFT calculations we use the Nambu representation, where only the singlet neutron–proton pairing is taken into account.

Including the triplet pairing in the DMFT is possible in principle but it is extremely hard to develop a reliable Monte Carlo solver. Therefore, the presence of the triplet neutron–proton pairing can be checked on MF level to validate neglecting it in the DMFT calculations. For density ranges from $\rho = 0.005 \rho_0$ to $\rho = 1.0 \rho_0$ and for all proton fractions we found out that self consistency MF equations for $\Delta$ converge to results with no neutron–proton triplet pairing. One notes that there is a possibility of formation of Fulde-Ferrell-Larkin-Ovchinnikov pairing [37, 38], corresponding to neutrons and protons forming pairs with a nonzero total momentum, but we do not consider such an option in this paper.

In figure 6 we show the results for all three paring gaps at the density $\rho = 0.01 \rho_0$ and full asymmetry range, which is defined as $\delta = \frac{n_n - n_p}{n_n + n_p}$. In the symmetric case $\delta = 0$ a neutron–proton gap dominates, but as
we go to pure neutron matter with $\delta = 1$ a neutron–neutron gap becomes the only one. At all asymmetries, except close to 1, proton–proton gap is present but it has relatively small magnitude. Also neutron–proton gap disappears at some critical value of asymmetry with this value decreasing with density. This is well known effect stemming from the fact that the difference between proton and neutron Fermi spheres becomes too large to accommodate a standard zero-momentum pairing.

In figure 7 we show the results of the DMFT calculations for the energy density of an asymmetric matter as a function of density at the different values of the proton fraction. One can see that although adding protons lowers the energy the overall tendency remains the same for all proton fractions and the curves differ by just some scaling factor. Our DMFT calculations were performed at temperature $T = 0.3E_F$ and for range of proton fraction from 2% up to 10%.
4. Nuclear matter in beta-equilibrium

Here we will consider neutron matter at the density range corresponding to Fermi momentum $0.4 \text{ fm}^{-1} \lesssim k_F \lesssim 1.7 \text{ fm}^{-1}$. However, as explained above the density range where our results are the most reliable is $0.5 \text{ fm}^{-1} \lesssim k_F \lesssim 1.0 \text{ fm}^{-1}$ which roughly corresponds to the densities in the inner crust/outer core of a neutron star. At these densities the matter in the neutron stars can be considered as consisting of neutrons, protons and electrons, with the latter being in ideal Fermi gas state. To find the corresponding densities $n_n, n_p, n_e$ in beta-equilibrium we minimize per volume matter energy under the conditions of electrical neutrality $n_e = n_p$ and fixed nucleon density $n_n + n_p = n$. Minimization leads to the equation for chemical potentials $\mu_n = \mu_p + \mu_e$. Taking into the account that electrons are ultrarelativistic at considered densities we obtain the following equation for proton fraction $\nu = \frac{n_p}{n}$.

$$\mu_n(n, \nu) - \mu_p(n, \nu) = \hbar c (6\pi^2n)^{\frac{1}{3}}. \tag{10}$$

We solve this equation numerically using chemical potentials obtained in our DMFT calculations. The corresponding results for both DMFT and MF approaches are shown on figure 8. One can see that that taking into account correlations changes the picture significantly so that the proton fraction obtained in the DMFT approach is larger than that in the MF one. Whereas the MF approach gives a vanishingly small proton fraction, especially at low densities, the proton fraction in DMFT is approximately $1\%$ for $k = 0.5 \text{ fm}^{-1}$ and reaches $\approx 8\%$ at $k_F = 1.7 \text{ fm}^{-1}$. In our calculations we observe that proton chemical potential $\mu_p$ takes moderate negative values in MF calculations and much larger negative values in DMFT calculations. Neglecting the dependence of the neutron and proton chemical potentials on the proton fraction $\nu$ in (10) we get $\nu \sim (\mu_n - \mu_p)^3/n$. It indicates how sensitive the proton fraction is to the proton chemical potential $\mu_p$ and explains the difference of $\nu$ between the MF and DMFT calculations. On the other hand, we know that neutron and proton can form a bound state (deuteron), which is indeed a correlation effect absent in the MF picture, but partially captured at the DMFT level. Again, this results indicate that taking into account correlations is extremely important especially for the proton observables.

Interestingly enough, the proton fraction at saturation density is quite close the commonly accepted value of approximately $5\%$ and grows quite fast with increasing density reaching at $k_F = 1.7 \text{ fm}^{-1}$ the value which is not far from one at which the direct Urca process begins to operate. Clearly, given insufficient reliability of our approach at normal nuclear density and above the exact value of an asymmetry cannot be interpreted as a quantitative estimate but the conclusion about the importance of the correlations in determining the proton fraction seems to be quite robust. To get a reliable estimate of this quantity at higher density one need to use more sophisticated treatment which would include taking into account the effect of higher partial waves in the NN interaction as well as three-body forces which play increasingly important role at larger densities. However, our results indicate that Urca process can start at lower density than it is usually assumed. This is an interesting observation which clearly deserves further studies.
Using the results for equilibrium proton fraction we calculate the energy of neutron matter in beta-equilibrium as well as the pressure. The pressure at zero temperature can be calculated as a derivative of the equilibrium energy per nucleon \( \mathcal{E} (n, \rho, \omega) / n \) w.r.t. nucleon density \( n \): \( P = n^2 \frac{\partial \mathcal{E}}{\partial n} \). The results for the energy density calculated both in the DMFT and MF approximation are shown in figure 9.

We have already seen that taking into account the local correlations in DMFT significantly changes the quantities related to the proton fractions. The contribution of the protons to the energy density of the system in beta-equilibrium is a product of the equilibrium proton fraction and its energy, therefore the effect of correlations is in some sense amplified for this quantity. This results in a large corrections when the proton contribution to energy density is taken into account. Similar conclusion holds for the pressure shown in figure 10 where the effect of correlations is pronounced even more.

Moreover, for the densities with \( k_F \gtrsim 0.6 \text{ fm}^{-1} \) the contribution of protons to energy density becomes larger than the contribution of correlations to the energy density of pure neutron matter. At this point it appears desirable to include corrections which are related to the nonlocal (momentum dependent) part of self-energy. This is doable in principle, however it is technically challenging, so is relegated to future studies. It is worth mentioning that our results can be of interest for the related intensively studied topic - thickness of the neutron skin in heavy nuclei. The point is that the basic physics underlying the dynamics of both neutron-rich nuclei and the outer region of neutron stars is described by the EOS of neutron-rich matter. One of the main ingredients of the EOS is the symmetry energy which describe modifications to the energy per nucleon associated with changes in the neutron-proton asymmetry. Despite many efforts, our knowledge of the density dependence of the symmetry energy is still very limited and requires further studies [39]. Changes to the energy per nucleon with density are encoded in the pressure. Hence, the density dependence of the symmetry energy is related to the pressure exerted by the excess neutrons which can be estimated applying the approach used in this paper. A detailed analysis of this and related issues in the framework of DMFT is relegated to a separate paper.

5. Conclusion

Lattice model of an asymmetric nuclear matter is constructed. Our lattice Hamiltonian is just a Hubbard model with a local on-site interaction. We have tuned the parameters of NN interaction using the experimental data on the \( s \)-wave scattering phase shifts at the specially chosen momentum inside the Fermi surface. The DMFT approach has been used to calculate the observables and study a role of the correlations.

To solve impurity problem inside DMFT we use the quantum Monte Carlo solver approximation. To validate our approach we performed calculations for pure neutron matter, for which accurate results are available. The calculations have been done for both the unitary limit and realistic neutron matter. From this comparison we determined that DMFT captures most of the correlations in the system and quite accurately calculates such characteristics as energy density and the Bertsch parameter. Most errors of the whole scheme come from replacing originally continuous neutron matter with Hubbard model. However in the density region \( 0.025 \rho_0 \lesssim \rho \lesssim 0.2 \rho_0 \) the results are quite reliable. By performing both the DMFT and MF calculations we were able to estimate the effect of correlations since the former takes this into account whereas the latter does not. For pure neutron matter properties the effect of correlations was moderate, responsible for 10%–30% corrections to the observables. It in general agrees with the findings from [19] where the DMFT approach has been applied to the Fermi gas at unitarity. For the proton related quantities—the proton fraction at equilibrium and the proton energy the effect of correlations was found to be much more important, modifying significantly the MF results. In particular, we have found large changes in the density dependencies of the energy and pressure of the neutron matter in beta-equilibrium when a presence of the proton impurity is taken into account. The proton fraction itself has been determined using the beta-equilibrium requirement. Our DMFT results taking into account the correlation effects turned out to give the value of the proton fraction still below but much closer to the critical one, required to initiate the direct Urca process. Overall one can conclude that taking into account a proton fraction together with the correlation effects are essential for a realistic description of neutron stars at the transitional region between the inner crust and outer core.

There are several ways for improving and further developing our approach. First, one would like to improve our Monte Carlo code to reduce statistical fluctuations. Second, the three-body forces should be included. It is rather well established that the three-body forces becomes progressively more and more important when increasing density. Third it would be interesting to include higher partial waves in our model for NN interactions as well as the contribution of the nonlocal correlations using for example some recently developed generalisations of DMFT [40] or functional renormalisation group [41]. An application of these methods to some other problems, like thickness of neutron skin in heavy nuclei would also be very interesting. The progress along these lines will be reported in future publications.
Data availability statement

The data that support the findings of this study are available upon reasonable request from the authors.
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