ABSTRACT
Graph neural networks (GNNs) have been widely used under semi-supervised settings. Prior studies have mainly focused on finding appropriate graph filters (e.g., aggregation schemes) to generalize well for both homophilic and heterophilic graphs. Even though these approaches are essential and effective, they still suffer from the sparsity in initial node features inherent in the bag-of-words representation. Common in semi-supervised learning where the training samples often fail to cover the entire dimensions of graph filters (hyperplanes), this can precipitate over-fitting of specific dimensions in the first projection matrix. To deal with this problem, we suggest a simple and novel strategy; create additional space by flipping the initial features and hyperplane simultaneously. Training in both the original and in the flip space can provide precise updates of learnable parameters. To the best of our knowledge, this is the first attempt that effectively moderates the overfitting problem in GNN. Extensive experiments on real-world datasets demonstrate that the proposed technique improves the node classification accuracy up to 40.2%.
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1 INTRODUCTION
With the flux of graphical data, graph neural networks (GNNs) accomplished prominent improvement in various fields including molecular [14] and social networks [11]. Integrating node features and network structures concurrently, they have shown the powerful ability for node and graph classification tasks [9, 18, 25, 41]. Message passing, which aggregates features from neighboring nodes recursively, is a key mechanism of GNNs [15].

Contrary to previous approaches, we concentrate on the training mechanism of weight matrices (hyperplanes). Our quest originates from an observation that if initial features contain a few non-zero elements (e.g., bag-of-words), insufficiency in training samples (semi-supervised settings) causes overfitting of specific dimensions in the first layer parameters. Figure 1 is a simple example that reveals that a zero feature vector fails to update the slope of a line. While a green node \((0, 0)\) only updates the bias term (please refer to Appendix A for details), an orange node \((0, 0.5)\) in Figure 1b changes slope and bias. Both initial features well classify nodes in this two dimension example, but if the dimensionality is large, the first hyperplane might be biased in certain dimensions. We emphasize that this can
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We devise a solution that flips the initial features and parameters simultaneously. The proposed flipping scheme is inspired by previous techniques of shifting parameters and rotation of neural networks which can preserve the volume of gradients and initial features. We also focus on a dual path network which a slight change of parameter can ensure our model operates in the original and flipped spaces concurrently. Our method solves the zero gradient problem caused by input data and also facilitates accurate semantic learning of each dimension. The flipping mechanism is orthogonal to GNNs and we apply the flipping mechanism to three representative methods (MLP, GCN, and GAT). We compare the performances of the three variants with state-of-the-art baselines on nine real-world datasets. We observe that the average gain of the three flipping methods, Flip-MLP, Flip-GCN, and Flip-GAT over their originals are 17.2 %, 24.2 %, and 17.8 %, respectively. The contributions of this paper can be summarized as follows:

• We show that GNNs are quite sensitive to initial features and their performance can be largely improved if zero elements are eliminated.
• To solve the problem, we propose a flipping mechanism that concurrently transposes initial features and hyperplane. Unlike previous methods that focus on aggregation schemes, our method scrutinizes the backpropagation and subsidizes precise component-wise guiding of the first hyperplane.
• The proposed flipping mechanism is orthogonal to GNNs. Applying flipping to MLP, GCN, and GAT, we develop three flipping variants. We conduct extensive experiments using real-world benchmark graphs. The flipping variants surpass all state-of-the-art baselines.

2 PRELIMINARIES
This section starts with the feature distribution of each benchmark dataset. Then, we define the widely used notations of the graph-structured dataset that will be used throughout this paper. Finally, we describe the basic mechanisms of several GNN algorithms.

2.1 Empirical Analysis
We conduct an empirical study to show the ratio of non-zero elements of each dataset. Firstly, let us define $z$ as below:

$$z = \frac{\text{# of non-zero feature dimension in training nodes}}{\text{# of entire feature dimension}}$$

The numerator contains the elements of all training nodes whose values are non-zero. In Figure 2, we describe the $z$-value of each dataset by varying the range of neighbors from ego to 2-hop adjacent nodes. We can see that the $z$-value increases in proportion to the range since more features are available during the training phase. We also observe that the $z$-values of datasets are quite different. As we will explain later, the experimental results show that the lower the $z$-value of a dataset is, the greater the performance improvement that flipping achieves. We insist that the $z$-value of ego is dominant for gradient updates (see Section 4.6 for details).

2.2 Notations
Let $G=(V, E)$ be an undirected graph that contains $|V|=n$ nodes and $|E|=m$ edges. Let $A \in \{0,1\}^{n \times n}$ be an adjacency matrix determined by the connectivity of a graph. In many cases, it is available to utilize a feature matrix $X \in \mathbb{R}^{n \times F}$ that comprise the properties of the entire nodes, where $F$ is the input dimension of initial features. Each node has its label that is represented as $Y \in \mathbb{R}^{n \times C}$. Here, $C$ is the number of labels (classes). We separate the first layer weight matrix of GNN into two parts $W_o$ and $W_f$, where the lower script $o$ and $f$ denote an original and flipped space, respectively. A symbol $\nabla$ represents a partial derivative. Our goal is to solve a node classification task under semi-supervised settings, where the labeled nodes $V_L \subset V$ are partially available as a training set. GNNs focus on how to better utilize the given information for the prediction of unlabeled nodes $V_U = V - V_L$.

Figure 2: Initial feature distribution of each graph dataset. The definition of $z$-value is described in Equation 1
We focus on spatial GNNs which can reduce the computational cost (e.g., ReLU). Applying softmax on the output \( \sigma \) node pairs, and integrate them with the original adjacency matrix. 

Layer-wise attention is used, but we omit it for brevity. Others will obtain Flip-MLP and Flip-GAT as demonstrated in Figure 3, the upper and lower panels describe the original and flipped spaces, respectively. Even though the proposed flipping scheme is orthogonal to GNN techniques, we take GCN as plane GCN [25]. The last row and column of \( A^{\text{plane}} \) represents a full-batch gradient of Equation 3. As can be seen in the above equation, the sparseness (or low value) of \( \hat{A} \) can obstruct the gradient flow between dissimilar nodes. Unfortunately, there arises a problem when updating the parameters of initial layer \( W^{(1)} \) as:

\[
\nabla_W W^{(1)} = \hat{A} H^{(1)\top} \nabla_{H^{(1)}} J, \quad l = 1, \ldots, L.
\]

The above equation implies that the gradients become zero for certain dimensions with zero inputs (please refer to Figure 1a). Thus, aggregation itself cannot handle the precise update of the first hyperplane \( W^{(1)} \), necessitating a sparseness removal mechanism for the initial features \( X \). To enable \( W^{(1)} \) to learn the precise meaning of each dimension, we suggest flipping which is simple but is effective for semi-supervised learning. In the upcoming subsection, we detail the training mechanism of GCN in the flipped space accompanied by parameter adjustment.

### 3.1 Flipped Graph Neural Networks

The inadequate gradient update problem described before can be more conspicuous in semi-supervised learning. A simple remedy to the problem is shifting which is popularly used in computer vision. To remove zero signals, shifting adds a vector \( X_{\text{shift}} \), which consists of elements of small values, to the input features \( X \) as below:

\[
X = X + X_{\text{shift}}.
\]

However, shifting may not be applicable to GNNs because MLP is not shift-invariant and can deteriorate robustness [39]. Further, it changes the magnitude of an input which is critical to the normalization of neural networks. For a more rigorous investigation on shifting, we devise a simple method that combines shifting with GCN and describes its performance in Appendix B.

We develop a scheme that flips both feature vectors and the hyperplane concurrently. If an original feature all of whose elements belong to \([0, 1]\), its symmetric transposition through \( p = (0.5, \ldots, 0.5) \) also resides in this range. The inadequate gradient update problem rooted in the sparseness of the initial features. However, as explained below, an aggregation scheme alone cannot avoid the improper learning problem rooted in the sparseness of the initial features. To explain the problem in greater detail, we first scrutinize the backpropagation of GNNs:

\[
\nabla_W W^{(1)} = \hat{A} H^{(1)\top} \nabla_{H^{(1)}} J, \quad l = 1, \ldots, L.
\]
We should also flip the first hyperplane $F$.

The loss $L_{GNN}$ can be computed using the final representation $H_f^{(L)}$ as below:

$$L_{GNN} = L_{nll}(Y, \tilde{Y}_f), \quad \tilde{Y}_f = \text{softmax}(H_f^{(L)}).$$

**Algorithm 1** The overall mechanism of Flip-GCN

Require: Adjacency matrix $A$, node features $X$, parameters $\theta_G$, epoch $K$, best valid and test score $\delta^*$, learning rate $\eta$

Ensure: Node classification accuracy $\delta^*$

1. for number of training epoch $K$ do
2. # GCN in original space
3. for training samples do
4. Using initial features $X$, compute the $L_{GNN}$ (Eq. 3)
5. Update $\theta_{k+1} = \theta_{k} - \eta \frac{\partial L_{GNN}}{\partial \theta_{k}}$
6. end for
7. Compute the validation $\gamma$ and test score $\delta$
8. if $\gamma > \gamma'$ then
9. $\delta^* = \delta$
10. # GCN in flipped space
11. for training samples do
12. Flip initial features using Eq. 10
13. Flip the first hyperplane through Eq. 11
14. Using these parameters, compute $L_{GNN}$ in Eq. 13
15. Update $\theta_{k+2} = \theta_{k+1} - \eta \frac{\partial L_{GNN}}{\partial \theta_{k+1}}$
16. end for
17. Compute the validation $\gamma$ and test score $\delta$
18. if $\gamma > \gamma'$ then
19. $\delta^* = \delta$
20. end for

Based on Eq. 13, $W^{(1)}$ can be trained in the flipped space. We describe the mechanism of our method in Algorithm 1.

### 3.2 Optimization Strategy

We define two loss functions in Equation 3 and 13. For gradient analyses, it is worth noting the following equation:

$$H_f^{(2)} = \sigma(\tilde{A}XW_o^{(1)}) = H_f^{(2)} = -\sigma(\tilde{A}XfW_f^{(1)})$$

which implies that the outputs (or gradients) of two different spaces are equivalent after two layers as below:

$$\nabla W_0^{(i)}J_f = \nabla W_f^{(i)}J_f, \quad (i \geq 2).$$

Similar to $J_f = L_{GNN}$ is a full-batch gradient in the flipped space (Eq. 13). Even though Sigmoid or Tanh guarantees a perfect symmetry $J_f = J_f$, we employ ReLU for better performance. Now, referring to Eq. 7, we define the gradients of the first hyperplane $W^{(1)}$ on both spaces as below.

In the original space, update $W_o^{(1)}$:

$$\nabla W_0^{(i)}J_f = (\tilde{A}X)^T \nabla H_0^{(i)}J_f, \quad H_0^{(2)} = \tilde{A}XW_o^{(1)}.$$ (16)

In the flipped space, update $W_f^{(1)}$:

$$\nabla W_f^{(i)}J_f = (\tilde{A}X_f)^T \nabla H_o^{(i)}J_f, \quad H_f^{(2)} = \tilde{A}X_fW_f^{(1)}.$$ (17)

Through the above equations, we can guide the first hyperplane $W^{(1)}$ concurrently.
To analyze the computational complexity, we divide our model into two parts. As demonstrated in Figure 3, the proposed scheme consists of a vanilla GCN [25] and a flipped GCN. The computational cost of vanilla GCN is known to be \( O(|E|P_{GCN}) \), where \( P_{GCN} \) and \( d_{max} \) is the number of learnable weights. More specifically, \( P_{GCN} \) can be decomposed [51] into \( O(nz(X)F' + F'C) \), where \( nz(X) \) is the number of non-zero elements in input \( X \) and \( F' \) is the dimension after projection. \( F'C \) is the parameter of the second convolution layer. Also, \( O(|E|) \approx O(|E|d_{max}) \) and \( d_{max} \) is the maximum degree. Similar to the vanilla GCN, the complexity of the flipped GCN can be defined as \( O(|E|P'_{GCN}) \). In detail, \( P'_{GCN} = O(nz(X_f)F' + F'C) \) where \( nz(X_f) \) is the number of non-zero elements in flipped features. Summarizing the above two equations, the complexity of our model is \( O(|E|(P_{GCN} + P'_{GCN})) \), which is proportional to the number of edges \( |E| \) and the size of learnable matrices \( P_{GCN} + P'_{GCN} \).

4 EXPERIMENTS

This section describes the experiments for the performance analysis. We focused our efforts to find answers to the following research questions:

- **RQ1**: Does flipping efficiently solve the problem occurred by multiple zero values in initial features?
- **RQ2**: Does flipping preserve the convergence?
- **RQ3**: How does the performance of the flipping method change as the number of training samples vary?
- **RQ4**: How much do the gradients from the original and flipped spaces differ?

### 4.1 Datasets and Baselines

Details of datasets. Our experiments are conducted on nine datasets whose statistical details are described in Table 1. We also measure the assortativity of each dataset as below:

\[
h = \frac{\# \text{ of edges that connect nodes with the same label}}{\# \text{ of entire edges}}
\]  

| Datasets      | Cora | Citeseer | Pubmed | Actor | Chameleon | Squirrel | Cornell | Texas | Wisconsin |
|---------------|------|----------|--------|-------|-----------|----------|---------|-------|-----------|
| # Nodes       | 2,708| 3,327    | 19,717 | 7,600 | 2,277     | 5,201    | 183     | 183   | 251       |
| # Edges       | 10,558| 9,104    | 88,648 | 25,944| 33,824    | 38,421   | 211,872 | 295   | 309       |
| # Features    | 1,433| 3,703    | 500    | 931   | 2,325     | 2,089    | 1,703   | 1,703 | 1,703     |
| # Classes     | 7     | 6        | 3      | 5     | 5         | 5        | 5       | 5     | 5         |
| # Training Nodes| 140   | 120      | 60     | 100   | 100       | 100      | 25      | 25    | 25        |
| # Validation Nodes| 1,568 | 2,207    | 18,657 | 3,750 | 1,088     | 2,550    | 79      | 79    | 113       |
| # Test Nodes  | 1,000 | 1,000    | 1,000  | 3,750 | 1,089     | 2,551    | 79      | 79    | 113       |

### 3.3 Design Choice

Though plane GNN guarantees the convergence to a local optimum, the initial features might incur overfitting in the first hyperplane. Consequently, GNNs may fail to learn the meaning of entire dimensions when bag-of-words are adopted as features. As described in Eq. 8, shifting might be one solution but it raises a difficult regularization issue. Therefore, we devise flipping which preserves the scale of initial features before and after transposition. We further pick \( p_1 \) as an anchor point such that the first hyperplane can be trained concurrently from both spaces.

### 3.4 Time Complexity

To analyze the computational complexity, we divide our model into two parts. As demonstrated in Figure 3, the proposed scheme consists of a vanilla GCN [25] and a flipped GCN. The computational cost of vanilla GCN is known to be \( O(|E|P_{GCN}) \), where \( P_{GCN} \) and \( d_{max} \) is the number of learnable weights. More specifically, \( P_{GCN} \) can be decomposed [51] into \( O(nz(X)F' + F'C) \), where \( nz(X) \) is the number of non-zero elements in input \( X \) and \( F' \) is the dimension after projection. \( F'C \) is the parameter of the second convolution layer. Also, \( O(|E|) \approx O(|E|d_{max}) \) and \( d_{max} \) is the maximum degree. Similar to the vanilla GCN, the complexity of the flipped GCN can be defined as \( O(|E|P'_{GCN}) \). In detail, \( P'_{GCN} = O(nz(X_f)F' + F'C) \) where \( nz(X_f) \) is the number of non-zero elements in flipped features. Summarizing the above two equations, the complexity of our model is \( O(|E|(P_{GCN} + P'_{GCN})) \), which is proportional to the number of edges \( |E| \) and the size of learnable matrices \( P_{GCN} + P'_{GCN} \).
Table 2: Node classification accuracy (%) on benchmark datasets. Bold with an asterisk (*) symbol indicates the best performance, and methods with † are built upon GCN. We show α, β that achieves the best accuracy which is defined in Eq. 19

| Datasets | Cora | Citeeseer | Pubmed | Actor | Chameleon | Squirrel | Cornell | Texas | Wisconsin |
|----------|------|-----------|--------|-------|-----------|----------|---------|-------|-----------|
| z-value (Eq. 1) | 0.59 | 0.41 | 0.96 | 0.21 | 1.0 | 1.0 | 0.62 | 0.41 | 0.53 |
| Homophily (Eq. 20) | 0.81 | 0.74 | 0.8 | 0.22 | 0.23 | 0.22 | 0.11 | 0.06 | 0.16 |

| Method | α ± | β ± | MLP | GCN† | DropEdge† | Ortho-GCN† | GIN | GAT | GATv2 | APPNP | GCNII | H2-GCN | P-reg† | FAGCN |
|--------|------|------|-----|------|-----------|------------|-----|-----|-------|-------|-------|--------|--------|--------|
| Flip-MLP | +0.8% | 0.3% | 53.2 ±0.5% | 53.7 ±1.7% | 69.7 ±0.4% | 27.9 ±1.1% | 41.2 ±1.8% | 26.5 ±0.6% | 60.1 ±1.2% | 65.8 ±5.8% | 73.5 ±5.4% |
| vs MLP (± %) | +1.4% | +13.1% | +0.3% | +28.7% | +2.3% | +2.1% | +17.3% | +20.4% | +9.5% |
| α, β | 1.01 | 1.1 | 1.01 | 1.01 | 1.1 | 1.1 | 1.1 | 1.1 | 1.1 |
| Flip-GCN† | +0.6% | 0.4% | 82.7 ±0.5% | 72.4 ±0.9% | 79.2 ±0.2% | 28.6 ±0.3% | 50.4 ±0.5% | 32.4 ±0.3% | 52.4 ±0.6% | 62.2 ±1.8% | 52.3 ±2.4% |
| vs GCN (± %) | +4.6% | +7.3% | +1.8% | +40.2% | +2.0% | +19.3% | +33.0% | +30.7% | +29.1% |
| α, β | 0.1, 0.01 | 0.001, 0.001 | 1.001 | 0.1, 0.1 | 1.0001 | 1.1 | 0.01, 0.01 | 0.1, 0.01 | 0.0, 0.01 |
| Flip-GAT | +0.5% | 0.4% | 83.1 ±0.6% | 72.8 ±0.4% | 78.5 ±0.2% | 30.3 ±0.8% | 48.3 ±0.3% | 31.9 ±0.5% | 50.6 ±1.4% | 61.0 ±1.1% | 54.5 ±2.1% |
| vs GAT (± %) | +3.7% | +7.1% | +0.6% | +34.7% | +3.0% | +3.6% | +20.2% | +22.0% | +19.0% |
| α, β | 0.1, 0.01 | 0.001, 0.001 | 1.0001 | 0.1, 0.1 | 1.001 | 1.1 | 0.01, 0.01 | 0.1, 0.01 | 0.0, 0.01 |

Baselines We compare our proposed method with several state-of-the-art baselines below.

- **MLP** [35] adopts a feed-forward neural network without using neighboring nodes.
- **GCN** [25] is a first-order approximation of Chebyshev polynomials [9] that utilizes localized filters.
- **DropEdge** [36] randomly deletes edges based with a given probability in order to alleviate over-fitting.
- **Ortho-GCN** [17] maintains the orthogonality of feature transformation matrices through three constraints.
- **GIN** [45] adopts an injective mapping function to enhance the discriminative power of GCN and ensures isomorphism.
- **GAT** [41] employs node features to assign different weights for each edge without graph structural property.
- **GATv2** [2] improves GAT to generate a more dynamic graph attention that is more expressive.
- **APPNP** [26] combines personalized PageRank with GCN to improve accuracy while reducing a computational cost.
- **GCNII** [6] further utilizes weighted identity mapping function to redeem the deficiency of APPNP.
- **H2-GCN** [51] separates ego from neighbors and apply hop-based aggregation for heterophilic networks.
- **P-reg** [47] improves the traditional graph Laplacian to provide extra information that GNNs might not capture.
- **FAGCN** [1] adaptively controls the propagation of low and high values during signals, data, course, and project.

Hyperlinks between web pages. Web pages are classified into five types (labels) based on the monthly traffic.

- **Cornell, Texas, Wisconsin** The WebKB datasets include web pages that are collected from computer science departments of multiple universities. Here, the nodes are web pages and the edges are hyperlinks between them. Similar to citation networks and actor graphs, the node features are binary values (bag-of-words) and their labels are manually classified as the student, faculty, staff, course, and project.

4.2 Experiment Details

We implemented the baselines and our method using *PyTorch Geometric* [13]. In detail, two layers of GNNs are used for all baselines except for APPNP and GCNII. The hidden dimension is set to 64 and we adopted ReLU as an activation function with dropout. The log Softmax is applied for classification. A learning ratio of (1e<sup>-3</sup>) and Adam optimizer with weight decay (5e<sup>-4</sup>) are used for training. As illustrated in Table 1, we randomly chose 20 nodes per class as training samples except for the WebKB datasets whose size is smaller than the others. The remaining nodes are randomly and equally divided into validation and testing nodes. The test accuracy is measured at each iteration, and we selected one that achieves the best validation score. Our source code is available here<sup>3</sup>. In addition to flip-GCN, we describe the details of Flip-MLP and Flip-GAT in Appendix C.

---

<sup>1</sup>http://www.cs.cmu.edu/~afs/cs/project/theo-20/www/data/

<sup>2</sup>https://pytorch-geometric.readthedocs.io/en/latest/modules/mn.html

<sup>3</sup>https://anonymous.4open.science/r/Flip-GCN-9870
4.3 Results and Discussion (RQ1)

Most importantly, in Table 2, we notice that the three flipping variants (Flip-MLP, Flip-GCN, and Flip-GAT) perform significantly better than their bases (MLP, GCN, and GAT). Now, we analyze these results from two perspectives.

Performance of flipping is sensitive to the $z$-value. Because flipping is designed to reduce overfitting caused by the sparsity in initial features, we can easily presume that $z$-value, the non-zero element ratio, is the key factor that determines the performance gains of flipping. Indeed, flipping attains larger performance gains on low $z$-value datasets than on high $z$-value datasets. For three datasets with high $z$-values (Pubmed, Chameleon, and Squirrel), the advancement of flipping over their vanilla models (e.g., Flip-MLP vs MLP) is relatively small. However, all three flipping methods perform better than the original methods achieving average gains of 3 %, 1.9 %, and 2.4 %, respectively, indicating the effectiveness of flipping even for non-zero initials. On another dataset with low $z$-values, the three flipping variants obtain remarkable advancements over their bases achieving 17.2 %, 24.2 %, and 17.8 % on average. Notably, flipping methods perform best except for Squirrel (with high $z$ and low homophily). This may imply that a slight perturbation to the input features can have a greater impact than aggregation scheme modifications under semi-supervised settings.

The accuracy of GNNs are highly related to the homophily ratio. Message passing based GNNs exploit the homophily (Eq. 20) property commonly observed in graphs [28, 46]. Three citation graphs have higher homophily ratios ($\geq 0.7$) than others. Here, GNNs overwhelm MLP on these homophilic graphs. However, in other datasets like Actor and three WebKB networks, Flip-MLP achieves the best accuracy among the baselines. This implies that message passing fails to generalize well under the high heterophily. Further, the performance gain of Flip-MLP is higher than Flip-GNNs on homophilic graphs, but on heterophilic graphs, GNNs benefit from the advantages of flipping. Among baselines, APPNP performs best on homophilic graphs and some methods (H2GCN, FAGCN) outperform GCN on heterophilic networks. However, our flipping methods surpass these algorithms regardless of homophilic ratios.

4.4 Convergence Analysis (RQ2)

One may argue that flipping may hurt the stability of training because it operates on two spaces. Figure 5 plots the performance of two baselines (GCN and GAT) and two flipping methods (Flip-GCN and Flip-GAT) as a function of the number of iterations (one dataset Texas is excluded because of a space limitation). The performance of plain GCN (orange), plain GAT (green), flip-GCN (blue), and flip-GAT (red) are plotted with different colors. Here, the x-axis is the training epoch and the y-axis is node classification accuracy.

In Figure 5, we can see that the flipped methods outperform the plain algorithms. Also, compared to the plane GCN and GAT, we notice that flip-based methods experience higher oscillations. We contemplate that this is caused by the gradient updates in the flipped space, where most dimensions are updated at each iteration. Some may argue that the instability of convergence might be risky for neural networks. However, acquiring stable but lower performance with high over-fitting is not the ultimate goal of the problems and we can handle them through the measurement of validation score, which is a widely used strategy for performance evaluation. To summarize, flipping methods achieve better performance than the plain models on datasets with multiple zero elements but we also admit that further investigation has to be conducted for better convergence.

4.5 Varying the Size of Training Samples (RQ3)

As we pointed out before, the root cause that deteriorates the performance of semi-supervised learning is the lack of labeled samples. Thus, we scrutinize the effect of labeled sample size on performance by adjusting the scale of training samples. In Table 3, we show the $z$-value of central nodes based on the number of labeled nodes per class (L/C). Due to the space limitation, we exclude Wisconsin here.

From the above result, GCN and GAT outperform MLP since the above two datasets are quite assortative (please see Homophily in Table 2). At the same time, we can observe that the performance gain of flipping decreases as the L/C increases. The reason is that as
Table 3: Node classification accuracy (%) w.r.t. the different number of training samples. The symbol (+F) means that flipping is applied on a base method.

| Dataset | Cora | Actor | Citeseer | Chameleon | Squirrel | Cornell | Texas |
|---------|------|-------|----------|-----------|----------|---------|-------|
| L/C     | 0.59 | 0.76  | 0.91     | 0.41      | 0.59     | 0.78    | 0.91  |
| z-value | 20   | 40    | 80       | 20        | 40       | 80      | 5     |
| MLP     | 53.2 | 56.9  | 62.1     | 53.7      | 57.3     | 63.8    | 41.2  |
| MLP+F   | 61.4 | 65.5  | 70.4     | 60.3      | 63.1     | 67.7    | 43.5  |
| GCN     | 79.1 | 82.8  | 83.4     | 76.7      | 69.3     | 71.5    | 20.4  |
| GCN+F   | 82.7 | 84.5  | 85.5     | 72.4      | 73.3     | 75.6    | 28.6  |
| GAT     | 80.1 | 82.4  | 83.0     | 68.0      | 68.9     | 71.3    | 22.5  |
| GAT+F   | 83.1 | 84.0  | 84.6     | 72.8      | 73.4     | 74.3    | 30.3  |

Figure 6: Using the Cora dataset, we plot the magnitude of the first projection matrix gradients during the training phase as a function of the number of iterations.

The first one established a mathematical foundation of conducting graph convolution operation in a spectral domain using the Laplacian matrix [3, 9, 10]. Spatial-based GNNs aggregate the information of local neighborhoods from spatial perspectives, and ignited many aggregation scheme developments for the handling of noisy connections [1, 8, 34, 41, 51]. Compared to the noisy neighbor problem, the problem incurred by the sparse initial features has not received much research attention.

Generalization of neural networks. Many approaches have been proposed for the generalization of parameters in neural networks [5, 12, 43]. Several suggested the normalization of deep neural networks [19] while others applied regularization to all adjacent nodes [47] or integrated label propagation to give further information [42]. More recently, the orthogonal GCN [17] attacks the gradient vanishing problem at the initial few layers of GNNs. Rawls-GCN [22] claims the unfairness of gradient update which is biased to nodes with a large degree. Though these methods show notable improvements under the semi-supervised scenario, they fail to solve the problem that is inherently occurred by a characteristic of initial features. In this paper, we aim to solve this limitation through the generalization of the first hyperplane.

6 CONCLUSION

Existing GNNs mainly focus on the tuning of aggregation strategy, while the type of initial features is unconsidered. In this work, we investigate the theoretical relationship between the zero elements of input vectors and their impact on the first layer of neural networks. We then propose a co-training in both the original and
flipped spaces, which leverages the gradient flows from both channels and adaptively adjusts the parameters. We provide an analysis of the backpropagation and empirical studies on nine real-world benchmark datasets. Equipping three base methods with flipping improves the node classification accuracy, which indicates that our suggestion is highly scalable and competitive. In future work, we expect the application of flipping with many other variations of GNNs to enhance their quality.
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SUPPLEMENTARY MATERIAL

A FEATURES AND PARAMETER UPDATE

In Figure 1, we take two examples using 2-dimensional input data X and a single hyperplane (line) W, respectively. Here, we exclude the activation layer since it is a single layer. Let us assume the true label y of this node is -1. Firstly, we should define the objective function that measures the difference between predicted and true labels as below:

\[
\bar{y} = W^T X = \sum_{i=1}^{2} W_i X_i + b, \\
\nabla_{W_j} L = \eta (y - \bar{y}) X_j.
\]

Simply, we assume the learning ratio \( \eta \) as 1. Thus, W can be updated as below:

\[
\begin{pmatrix}
W_1' \\
W_2'
\end{pmatrix} = \begin{pmatrix}
W_1 - X_1 (1 - \bar{y}) \\
W_2 - X_2 (1 - \bar{y})
\end{pmatrix}
\]

, and also bias term as \( b' = b - (-1 - \bar{y}) \).

Back into Figure 7a, let us assume the initial line is \( y = x - 1 \). Since the value of input features \( X = (0, 0) \), the weights \( W \) are not updated. Instead, the bias becomes \( 1 \) \( b' = -1 - (-1 - 1) = 1 \) and successfully predict its label as -1.

Likewise, in Figure 7b, let us consider a line and initial features as \( y = x \) and \( (0, 0.5) \), respectively. Then, the weights are updated as below:

\[
\begin{pmatrix}
W_1' \\
W_2'
\end{pmatrix} = \begin{pmatrix}
-1 - 0 \ast (1 - (0.5)) \\
1 - 0.5 \ast (1 - (0.5))
\end{pmatrix} = \begin{pmatrix}
-1 \\
0.75
\end{pmatrix}
\]

, and the bias as \( 0.5 \) \( b' = 0 - (-1 - (0.5)) = 1.5 \). Consequently, \( W \) becomes \( y = \frac{3}{2} x + 1.5 \) which also classifies this node \( (0,0.5) \) as -1.

The main observation is that the update of a hyperplane is quite sensitive to the element of input vectors, even though both of them are well-optimized in the two examples.

Figure 7: Analysis on gradient update. The dotted line is the line before the update, and the solid one can be derived after backpropagation

Figure 8: Variation of node classification accuracy w.r.t. the shifted value \( X_s \) on four benchmark datasets

Table 4: Node classification accuracy (%) on six benchmark datasets. We describe \( X_s \) with the best performance

| Methods | MLP | MLP+S | \( X_s \) | GCN | GCN+S | \( X_s \) |
|---------|-----|-------|---------|-----|-------|---------|
| Cora    | 53.2| 53.5  | 0.01    | 79.1| 82.8  | 0.2     |
| Citeseer| 53.7| 54.6  | 0.05    | 67.5| 70.5  | 0.1     |
| Actor   | 27.9| 27.9  | 0       | 20.4| 25.9  | 0.9     |
| Cornell | 60.1| 60.1  | 0       | 39.4| 49.4  | 0.5     |
| Texas   | 65.8| 71.4  | 0.2     | 47.6| 53.0  | 0.1     |
| Wisconsin| 73.5| 73.5  | 0       | 40.5| 50.2  | 0.1     |

B ANALYSIS OF SHIFTING FEATURES

In Equation 8, we suggest that shifting can be one solution to solve the gradient vanishing problem. Specifically, adding a small value \( X_s \) to the initial feature \( X \) can remove the zero elements as below:

\[
X = X + X_s.
\]

In Figure 8 and Table 4, we measure node classification accuracy of two baselines (MLP, GCN) using original inputs \( X \) and their another version (MLP+S, GCN+S) with shifted inputs \( X + X_s \). We didn’t renormalize \( X + X_s \) here. The symbol (+S) means shifting is applied to a baseline model. Here, three datasets (Pubmed, Chameleon, Squirrel) are excluded since they contain a majority of non-zero elements. The \( X_s \) of each dataset is selected through a grid search that shows the best validation score.

In Figure 8, we can see that shifting for GCN has a greater impact, where the performance has improved for all datasets. Conversely, shifting for MLP generally downgrades the overall quality except for one dataset (Texas). We think that as the number of non-zero elements increases, a model requires more training samples. Since MLP only utilizes a central node compared to GNNs, shifting itself fails to guide the multiple parameters precisely.
whose value is origin symmetry propagation is defined as follows:

\[ \frac{d}{\theta} \text{attention values} \]

Eq. 12 but we should multiply the negative constant (-1) by the first multi-head projection matrix are defined as follows:

During backpropagation, the gradients of \( \frac{d}{\theta} \) attention layer which is defined in Equation 4, we should consider show the overall architecture of Flip-GAT. Since GAT employs an adjacency matrix, we do not treat them precisely. In Figure 9, we compared to Flip-GCN, they further employ attention layer \( a^{(1)} \) whose value is origin symmetry

\[ \text{Figure 9: The overview of the first layer in Flip-GAT. Compared to Flip-GCN, they further employ attention layer } a^{(1)} \text{ whose value is origin symmetry} \]

C DETAILS OF FLIP-GAT

Since Flip-MLP is a simple modification of Flip-GCN that removes an adjacency matrix, we do not treat them precisely. In Figure 9, we show the overall architecture of Flip-GAT. Since GAT employs an attention layer which is defined in Equation 4, we should consider this for both spaces. Firstly, we discuss the forward propagation in an original space as below:

\[
A^{(l)}_{ij} = \frac{\exp(\sigma(a^{(l)}[h_i^{(l)}|h_j^{(l)}]))}{\sum_{k \in N_i} \exp(\sigma(a^{(l)}[h_i^{(l)}|h_k^{(l)}]))}, \quad (l \geq 1)
\]

\[
H^{(l+1)} = \sigma(H^{(l+1)}), \quad H^{(l+1)} = A^{(l)}H^{(l)}W^{(l)}_o
\]

\[ \tilde{Y} = \text{softmax}(\tilde{H}^{(l)}) \]

During backpropagation, the gradients of \( \theta \) that is considered a multi-head projection matrix are defined as follows:

\[ \nabla_{\theta} W_l J = (A^{(l)}H^{(l)})^T \nabla_{\tilde{H}^{(l+1)}} J, \quad (l \geq 1). \]

Also, referring to Eq. 6, we can retrieve the gradients of the attention layer as below:

\[ \nabla_{A^{(l)}} J = (H^{(l)}W^{(l)}_o)^T \nabla_{\tilde{H}^{(l+1)}} J, \quad (l \geq 1). \]

In a flipped space, the forward propagation is quite similar to Eq. 12 but we should multiply the negative constant (-1) by the first layer attention vector. As described in the middle of Figure 9, the attention values \( d_1, d_2 \) are \( p_2 \) (origin) symmetry. Thus, the forward propagation is defined as follows:

\[
\tilde{A}^{(l)}_{ij} = \frac{\exp(\sigma(-a^{(1)}[h_i^{(1)}|h_j^{(1)}]))}{\sum_{k \in N_i} \exp(\sigma(-a^{(1)}[h_i^{(1)}|h_k^{(1)}]))}
\]

\[
H^{(2)}_f = -\sigma(\tilde{A}^{(1)}X_fW^{(1)}_f), \quad (l = 1)
\]

\[
H^{(l+1)} = \sigma(H^{(l+1)}), \quad \tilde{H}^{(l+1)} = A^{(l)}H^{(l)}W^{(l)}_f, \quad (l \geq 2)
\]

Likewise, the gradients of \( \theta \) are as follows:

\[
\nabla_{\theta} W^{(1)}_f J_f = (A^{(1)}X_f)^T \nabla_{\tilde{H}^{(2)}} J_f, \quad (l = 1)
\]

\[
\nabla_{\theta} W^{(l)}_f J_f = (A^{(l)}H^{(l)}_f)^T \nabla_{\tilde{H}^{(l+1)}} J_f, \quad (l \geq 2).
\]

Similarly, the attention vectors are updated as below:

\[
\nabla_{A^{(l)}} J = -(H^{(l)}W^{(l)}_f)^T \nabla_{\tilde{H}^{(l+1)}} J_f, \quad (l = 1)
\]

\[
\nabla_{A^{(l)}} J_f = (H^{(l)}W^{(l)}_f)^T \nabla_{\tilde{H}^{(l+1)}} J_f, \quad (l \geq 2).
\]