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Abstract—Acute appendicitis characterized by a painful inflammation of the vermiform appendix is one of the most common surgical emergencies. Localizing the appendix is challenging due to its unclear anatomy amidst the complex colon-structure as observed in the conventional CT views, resulting in a time-consuming diagnosis. End-to-end learning of a convolutional neural network (CNN) is also not likely to be useful because of the negligible size of the appendix compared with the abdominal CT volume. With no prior computational approaches to the best of our knowledge, we propose the first computerized automation for acute appendicitis diagnosis. In our approach, we utilize a reinforcement learning agent deployed in the lower abdominal region to obtain the appendix location first to reduce the search space for diagnosis. Then, we obtain the classification scores (i.e., the likelihood of acute appendicitis) for the local neighborhood around the localized position, using a CNN trained only on a small appendix patch per volume. From the spatial representation of the resultant scores, we finally define a region of low-entropy (RLE) to choose the optimal diagnosis score, which helps improve the classification accuracy showing robustness even under high appendix localization error cases. In our experiment with 319 abdominal CT volumes, the proposed RLE-based decision with prior localization showed significant improvement over the standard CNN-based diagnosis approaches.
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I. INTRODUCTION

ACUTE appendicitis is identified by a severe inflammation of the vermiform appendix. This prevalent syndrome among young adults and children falls under the most common surgical emergencies [1]. Despite the urgency, physicians face challenges in diagnosing the appendicitis with abdominal CT volumes. A major challenge is the localization of the appendix as it lacks anatomical clarity in the conventional CT views. Appendix is a tiny projection from the caecum, having a high structural mobility and varied orientation [2], [3]. Thus, appendix localization in the convoluted colon becomes a time-consuming process, resulting in a difficult diagnosis. Therefore, a computational diagnosis approach with automated appendix localization can be a useful guide to the physicians to ease the diagnosis process.

A. Related works

To the best of our knowledge, no prior computational approaches exist for preoperative appendix localization or appendicitis diagnosis. Convolutional neural network (CNN) with its hierarchical and discriminative feature learning has shown promising outcome in image-based diagnosis. It has also enabled several end-to-end diagnosis frameworks directly using the entire image [4], [5]. However, such end-to-end learning is not likely to provide satisfactory performance in the context of appendicitis because abdominal CT volumes are relatively huge and can exhaust the CNN computation. Most importantly, the appendix size is negligible even when compared with the lower right abdomen only, therefore, would hardly influence the decision competing with numerous irrelevant features throughout the volume.

The most common approach is to use a small region-of-interest (ROI) to train the network, instead of using the whole image [6]. Such approaches are prevalently used in the previous works [7], [8], [9] and useful to focus only on the target features to train the diagnosis model. However, these approaches generally concentrate on and begin with a given ROI (e.g., masses, tumors, etc.) without detailing the procedure of obtaining the ROI. For diagnosing the appendicitis, the process of detecting the appendix is also important because no other appendix localization approaches exist currently. Moreover, localizing the appendix is usually the major task to the physicians, which slows down the diagnosis, as previously mentioned in the beginning of this section.

Convolutional neural networks have successfully been used to detect a target or suspicious regions useful for diagnosis. The usual approach is to use the patch-based binary classification model, where a CNN is trained only on small patches sampled from the image [10], [11], [12], [13]. Image-to-image heatmap regression models are avoided because the suspicious regions are usually sparse. For testing with the patch-based model, a sliding window strategy is usually performed to obtain the candidate patches, which can be costly for a 3D medical image. Recently, converting the trained patch-based CNN model into a fully convolutional network (FCN) during testing showed significant reduction of the cost [14]. Nevertheless, such patch-based approach can suffer from the sample selection bias in case of appendix detection because the positive patches (covering the appendix) would be very few. Moreover, passing the whole abdominal CT into the FCN is also not feasible.
II. APPENDIX LOCALIZATION USING RL

The localization of the appendix is the key to the automation of our proposed diagnosis method. The initial estimation of the appendix location helps avoid the costly scanning of the whole abdominal CT and narrows down the search space for diagnosis. It also contributes to learning the diagnosis model (i.e., CNN) effectively. In a large ROI setting for model input, the appendix can hardly influence the learning as compared with other irrelevant features that surround it, because of its tiny structure. Prior localization allows reducing the ROI to focus more on the appendix.

Previous localization works in medical images usually suggest two isolated and sequential steps, where an appearance model is learned first to represent the embedded image context, which is followed by an object search policy [15]. RL-based approaches have shown remarkable outcomes by combining these two steps into a single task for an interactive agent [16], [15], [17]. Whereas the usual approaches perform an exhaustive search, the RL-agent learns an optimal path to navigate to the target in the voxel space. Therefore, localization becomes notably efficient.

Based on the reformulation in [16], [15], [17], we utilize an RL agent for localizing the appendix. The agent attempts to update its position sequentially by using its optimal policy for the observed state at the corresponding position, eventually converging to the target location. Usually, the initial position is randomly sampled from the entire volume because no prior information is known. This forces the agent to learn the optimal policy for the full-state space of the vast CT volume. However, we can limit the sample space to the lower-right corner of the abdominal CT because appendix usually lies in the lower-right abdomen. Moreover, we can also reduce the exploratory environment for the agent to the lower-right part only, reducing the state-space by 8 times. We define the target location to be the appendiceal base, which is the opening of the appendix from the caecum. Though the centroid of the appendix could be a good target to fit a better ROI around the appendix during the diagnosis, localization becomes difficult because of its mobility. The base, on the other hand, has more

B. Proposed approach

In this paper, we propose an automatic approach for diagnosing the acute appendicitis, where the appendix location is first inferred by a reinforcement-learning (RL) agent to reduce the search space for diagnosis. For a small neighborhood about the inferred position, classification scores as the probability of the appendix occurrence are obtained from a CNN classifier, which is trained only on a small appendix patch per volume. Eventually, we propose a region of low-entropy (RLE) in the resultant score map to obtain the final probability of acute appendicitis.

Fig. 1 illustrates the proposed diagnosis framework using a 2D sagittal view. Prior localization of the appendix using RL helps avoid exhaustive scanning of the whole CT volume. For a test volume, tracking the optimal appendix patch input for diagnosis using only the localized position is hard. The proposed RLE provides a promising solution for obtaining the score of the optimal appendix patch from the neighborhood of the localized appendix, even in the case of high localization error. Our contribution can be summarized as follows:

- We propose the first fully automatic diagnosis method for acute appendicitis in abdominal CT.
- We suggest the RL-based prior localization to overcome the computational and memory cost, and improve the sample selection bias problem, by reducing the candidate search space.
- We introduce the RLE for robustly identifying the acute appendicitis by pooling the optimal score from the neighborhood of the localized appendix.
- The proposed RLE also allows for a smaller training patch-size, which has a major contribution to improve the classification accuracy by solely focusing on the appendix.

We organize the rest of the paper as follows. Section II presents the formulation for the appendix localization agent. In Section III, we describe the diagnosis of acute appendicitis, defining the RLE from the CNN classifier prediction. We present our experimental evaluation of the proposed diagnosis method in Section IV. Finally, we conclude with Section V presenting our final remarks.
consistent and well-distinguishable features. Let us denote this target location by \( \mathbf{x}_{\text{apx}} \). Fig. 2 illustrates our RL-based localization of the appendix.

Defining action as the unit steps along the Cartesian axes, we allow the agent to choose from six actions to update to a neighboring voxel (considering 6-connectivity). The state for a given position \( \mathbf{x} \) is defined to be a small sub-volume centered at \( \mathbf{x} \). The size of the sub-volume is set to \( 50 \times 50 \times 50 \), which is similar to the previous RL-based localization framework proposed for a variety of anatomical landmarks [16], [15], [17]. The goal of the agent is to optimize its policy so that it can map optimal action for a given state to move towards the target successfully. For training, a positive reward is fed for an action moving the agent closer to the target. Thus, the binary reward signal \( R \) can be expressed as:

\[
R(x, a, x') = \text{sign}(||x - x_{\text{apx}}||_2 - ||x' - x_{\text{apx}}||_2)
\]

for an agent moving from \( x \) to \( x' \) by taking action \( a \). We adopt the actor-critic approach to learn the optimal behavior effectively, as detailed in our previous work [18]. Actor-critic learning combines the advantages of both the policy and value-based learning approaches, providing more effective learning. In such frameworks, we learn both the policy and value functions, where policy \( \pi(s, a) \) is the optimal action distribution and value \( V(s) \) is the expected long-term cumulative reward for a given state \( s \). Here, \( a \) depicts the action.

The policy and value functions are usually parametrized by using deep neural networks. Policy and value networks can be represented as two individual fully connected stacks after a common CNN. During training, the network parameters are randomly initialized. The agent gathers episodes of transition experiences as tuples \((s, a, s', r)\) containing original state \( s \), chosen action \( a \), transitioned state \( s' \) and the corresponding reward \( r \). Sampling from the gathered experience, it updates the policy and value network parameters. The objective functions and the detailed training procedure is similar to [18]. Whereas the ultimate goal is to learn the optimal policy \( \pi(s, a) \), the value function \( V(s) \) is only used for reducing the variance during learning. For a test volume, the agent starts at a position \( \mathbf{x} \) in the lower-right corner and move to a neighboring position by taking action \( a \), where \( a \) is sampled from the learned policy \( \pi(s, a) \) for the current state, thereby moving to a neighboring position. Sequentially making such moves, it eventually converges to the target appendix position.

### III. Acute Appendicitis Diagnosis

Following the previous diagnosis approaches, we use 3D CNN to obtain the likelihood of acute appendicitis. Using the inferred appendiceal base location, a possible way to perform the diagnosis is to take an ROI enclosing the appendix. However, this ROI would be large considering the varying localization results caused by the complex anatomy of the appendix. As presented later in Section IV the size of the ROI greatly influences the diagnosis performance. Therefore, to ensure better learning of the CNN model, we take a small ROI (i.e., patch) around the expert-annotated appendiceal base. Thus, we take a single appendix patch from each volume to train our CNN model. We denote the proposed diagnosis model by \( D \).

The RL-localized position for a test volume can be different from the expert-annotated ostium, which can cause problems in finding the desired patch for diagnosis from the inferred position. To tackle this problem, we propose to obtain the acute appendicitis score (from the trained CNN) for the local neighborhood around the localized position. However, the question of combining the neighborhood scores to obtain the final diagnosis remains. Simple voting approaches for ensemble may not result in an accurate diagnosis because the non-appendix patches would be dominating the neighborhood. Training the CNN using multiple neighborhood patches is also not desired because of the possible inclusion of irrelevant features. Keeping the single appendix patch per volume criterion for training, we propose to detect the region of low entropy to confidently obtain the final diagnosis from the neighborhood.

#### A. Region of low entropy

We define the RLE in the spatial score-map obtained for the neighborhood voxels by passing the corresponding patches to the CNN model \( D \). Thus, the score \( S : \mathbb{X} \rightarrow [0, 1] \) can be expressed as:

\[
S(x) = D(p_x)
\]

where \( p_x \) denotes the patch centered at \( x \). \( \mathbb{X} \) indicates the voxel space, and \( D \) gives the probability of acute appendicitis for a given patch. The entropy \( E : \mathbb{X} \rightarrow \mathbb{R}_+ \) for a given probability score can be calculated as follows:

\[
E(x) = -S(x) \log S(x) - (1 - S(x)) \log (1 - S(x))
\]

Denoting the inferred appendix location as \( x_{\text{apx}} \), we obtain the score map and entropy map for the neighborhood voxels as:

\[
S_{\text{map}} = \{S(x) | x \in \text{neighbord of } x_{\text{apx}}\},
\]

\[
E_{\text{map}} = \{E(x) | x \in \text{neighbord of } x_{\text{apx}}\}
\]

respectively. The corresponding neighborhood patches for computing the score map can be obtained using the sliding...
Because our diagnosis model is trained on the appendix patch centered at the appendiceal base, the RLE is more likely to appear near the appendiceal base. Therefore, we can navigate to the optimal patch for traversing the CNN by finding the RLE, though the RL agent cannot detect the base location exactly for a test volume. To obtain the most certain classification, we select the score at the local minimum of the RLE to be the final diagnosis score, which can be expressed as follows:

$$\hat{x}_{\text{apx}} = \arg \min_x E(x)$$

$$S_f = S(\hat{x}_{\text{apx}})$$

However, multiple RLEs may exist depending on the learnt discriminative appendix feature which may be found in other parts of the complex colon structure. To retrieve the desired RLE at the appendix, we simply weight the local minima of the RLEs by the distance from the localized base position \(x_{\text{apx}}\), and choose the one with the minimum weighted entropy.

### IV. RESULTS AND DISCUSSION

We evaluated the proposed diagnosis method by performing a 10-fold cross validation on 319 pre-contrast abdominal CT volumes, which are also used by [22]. All of the 319 patients had undergone the CT examination for suspected appendicitis, whereas 116 volumes were diagnosed to actually have acute appendicitis. The CT volumes had about 476 axial slices on average, where each axial slice had \(512 \times 512\) voxels. The average pixel spacing in the axial slice was about 0.60 mm on both right-to-left and anterior-to-posterior axis. The spacing between slices was 1.0 mm. The network description of the proposed CNN-classifier for diagnosis is mentioned in Table A-I.

First, we discuss the localization performance of the RL-agent because this is the basis of the proposed diagnosis method. Then, we present the performance of appendicitis classification from manually annotated ROI around the appendix, where we also show the high sensitivity of the classification to the size of the ROI (i.e., input patch-size). Finally, we present the comparative evaluation of the proposed RLE-based decision of the acute appendicitis from the automatically localized appendix position.

#### A. Initial Localization of the Appendix

Performance analysis of the RL-based appendiceal base localization is important because the entire diagnosis method depends on it. We evaluate the performance in terms of the localization error, which is defined as the Euclidean distance of the agent-localized position with respect to the manually annotated appendiceal base location. Initiating near the lower-right corner of a test abdominal CT volume, the agent was allowed to take up to 300 subsequent steps. We obtained the localized appendix position by taking the expectation of the last few positions stepped by the agent. The hyperparameters for training the RL-agent were similar to [18]. The average localization time was about 50 milliseconds, as tested on a Geforce GTX Titan Xp GPU, and a 3.60 GHz single-core CPU.
We have presented the localization error distribution of the proposed RL agent in Table I. We have also presented the error for the acute appendicitis and non-appendicitis cases separately. The overall error for localizing the appendiceal base was about $8.34 \pm 5.04$ mm with a median of 7.42 mm. We also trained a separate agent for localizing the centroid of the appendix. We have included the performance of such agent in Table II to present the difficulty compared to localizing the base as we proposed. Localizing the centroid has an error of $15.11 \pm 8.25$ mm, which is significantly larger than the base localization error. This is because appendiceal base has a comparatively more consistent feature than the centroid. Appendiceal base can be identified as the joint of the caecum and appendix, whereas the centroid position can vary with the mobile structure of the appendix and hardly be described as a specific feature-point. Therefore, using the base as the target position, as proposed, is more useful for a robust diagnosis.

B. Classifier-dependency on Patch-size

Considering the observed localization error, the input patch size for diagnosis should be large enough so that the patch obtained about the localized position can sufficiently accommodate the appendix. However, enlarging the patch size also induces the risk of including irrelative non-appendix features. To analyze the dependency on the patch-size, we tested the performance of the CNN-based diagnosis model assigning different sizes for the input patch centered at the base. We used the manual annotation of the base to obtain both the training and testing patches in order to evaluate the standalone classification performance (without mixing the RL-based localization). For each patch-size, we report the area under the receiver-operating characteristics curve (AUC) as the classifier performance.

As shown in Fig. 4, we observed significant decline in the performance for enlarged patches. Because of the tiny structure of the appendix, it is difficult to learn the decision effectively based on the appendix anatomy in larger patches. Smaller patch-size forces the classifier to focus more on the appendix, resulting in greater AUC. This experiment also points to the challenge of using an end-to-end direct image-based diagnosis. The size of the smallest patch used in our experiment was $75 \times 75 \times 75$ voxels. Further shrinking the patch cuts off significant portion of the appendix, therefore, was avoided. We use this smallest patch-size in our final diagnosis model because this gave the best performance.

C. Final Diagnosis Performance

We report the performance of the entire automatic diagnosis framework integrating the initial appendiceal base localization and the RLE-based decision in Table II. For computing the RLE, we obtained the score map for a neighborhood of $120 \times 120 \times 70$ voxels centered at the localized base position. This area of the neighborhood is sufficient for detecting the RLE, given the localization error of about 8 mm. The resultant score-maps for different test volumes are visualized in Fig. 5. To show the importance of the proposed RLE, we also report the performance of the RL-only diagnosis approach, where the diagnosis is obtained directly based on the patch about the localized position. Furthermore, we include the performance of a standard CNN-only approach for comparison, where an image-based single-shot diagnosis is performed. To give some advantage to this standard approach, we only used the lower-right part of the abdominal CT as the CNN input. Besides presenting the AUC for recognizing the acute appendicitis, we present the optimal sensitivity (i.e., true positive rate) and specificity (i.e., true negative rate) for each of the methods in Table II. We also plot the receiver-operating characteristics (ROC) curves for all these methods in Fig. 6.

The ROC plots in Fig. 6 clearly shows the performance improvement of the proposed method compared with the other methods. The proposed method utilizing the RLE showed a mean AUC as high as 0.961, which is significantly greater than the AUC of the CNN-only approach. The standard CNN-based approach providing the diagnosis based on the whole lower-right abdomen could only give an AUC of 0.715. The optimal sensitivity and specificity of the proposed RLE-based method were 0.910 and 0.926 respectively, whereas, the CNN-only

![Fig. 4. Classification performance for different patch sizes. Enlarging the patch significantly reduces the performance. Smaller patches force the classifier to focus more on the appendix features.](image-url)
Fig. 5. Four example cases showing the resultant score and entropy map for the neighborhood of the appendix position localized by the RL-agent. The local minima of the RLEs are also shown along with the indication of the initial appendix localization. Because the appendicitis classifier is trained on the patches centered at the base, the low entropy region is prominent near the base showing a high certainty of the classifier. The score at the initially localized position is not always optimal, whereas, the local minima of the RLE provide the optimal score consistently.

| Target Position (Case)   | Localization Error (mm) |
|--------------------------|-------------------------|
| Base (Appendicitis)      | 7.31 ± 5.04             |
| Base (Non-Appendicitis)  | 8.93 ± 5.82             |
| Base (Overall)           | 8.34 ± 5.04             |
| Centroid (Overall)       | 15.11 ± 8.25            |

Fig. 6. ROC curve comparison. The proposed method (RL+FCN+RLE) shows significant improvement over the RL-only approach (RL+CNN) of directly classifying the RL-localized patch and the single-shot approach (CNN) of directly classifying the lower-right abdominal sub-volume.

The significant improvement of the proposed method over the standard CNN-based diagnosis can be traced back to the performance dependency on the patch-size discussed earlier. The input used by the end-to-end CNN approach has a tiny region covering the appendix among the comparatively large and complex region of the lower-right abdomen. The proposed RLE-based approach uses a smaller and tighter appendix patch as its core classifier-input, allowing for an easier focus on the appendix reducing the non-appendix portion of the lower-abdomen.

On the other hand, the AUC of the RL-only approach was also low despite using the small patch size. With an AUC approach gave a sensitivity of 0.669 and a specificity of 0.688.
of 0.698, the RL-only approach gave an optimal sensitivity of 0.671 while providing a specificity of 0.647. The chosen patch-size could provide better performance in the standalone classification test using the manually annotated patch-location. However, obtaining the classification directly from the automatic localization is difficult because of the unavoidable localization error of the RL-agent with respect to the manual annotation. Therefore, using this error-prone automatic patch-location gave a poor diagnosis performance comparatively.

Instead of only using the agent-located patch, the proposed RLE-based decision utilizes neighborhood patches about the localized position of the appendiceal base for obtaining the diagnosis score-map of the local neighborhood. Thus, the proposed method, despite the localization error, can include the score of the desired patch in its score-map. The low-entropy region showed a promising solution to successfully extract this optimal score from the most confident decision-region near the appendiceal base. Fig. 5 shows the resultant score and entropy maps about the neighborhood of the localized positions for different test volumes. In this figure, we also mark the localized position and the finally chosen RLE. We observed the RLE close to the appendix with its local minima near the appendiceal base. The core-classifier is trained on the patches centered at the manually annotated base. Therefore, low entropy is observed for the patches having features similar to those base-centered patches. Whereas the diagnosis score at the localized position was not consistently accurate, the proposed RLE could remarkably improve the diagnosis by reaching the optimal position robustly regardless of the initial localization error.

The RLE also contributed to the smaller patch-size, which has significant role in improving the classification accuracy. Integrating the localization with classification for having an automated diagnosis is shown to be difficult under the variance of the localized base-position from the manual annotation. Diagnosis becomes highly sensitive to the initial localization. Enlarging the ROI (i.e., patch-size) could be a solution to reduce the sensitivity, trading off the classifier-performance. The proposed RLE showed a fruitful alternative to this by ensuring robust diagnosis under the error-prone localization results, allowing to keep the patch-size smaller.

The widely used sliding window approach to calculate the neighborhood score-map for obtaining the RLE had a high computational cost. The overall computation time (for the score-map and RLE estimation) was about 251 seconds. The proposed FCN-based score-map estimation for computing the RLE gave significantly more efficient solution requiring only about 4.8 seconds. The total computation of the proposed automatic diagnosis method (including the initial localization) was about 5 seconds.

V. CONCLUSION

We propose an automatic diagnosis method for identifying the acute appendicitis defined as a painful swelling of the vermiform appendix. With no prior approaches for the task in hand, standard image-based diagnosis approaches using CNN also faces challenge because of the tiny structure of the appendix compared with the input abdominal CT volume. To improve the situation, we adopt an RL-based prior localization of the appendix. Training a CNN classifier using small appendix patches, we obtain the diagnosis score for the neighborhood of the localized position. Finally, we introduce the RLE to robustly find the optimal diagnosis score. Experiment with 319 abdominal CT volumes showed that the proposed method showed an improved diagnosis performance resolving the major challenges of the standard diagnosis frameworks when implemented for this task. The key to the improvement was the smaller training patch size to focus more on the appendix reducing non-appendix portion. While suggested prior localization helped reduce the search space, the RLE contributed to robustly reaching the patch to make the optimal decision from the error-prone localization. Thus, the proposed appendicitis diagnosis can be a significant aid to the physicians.

APPENDIX A

EFFICIENT SCORE MAP COMPUTATION USING FCN

Inspired by the work of Dou et al. [14], we adopt the FCN approach to compute the scores for the whole neighborhood of the initial appendix location in a single pass. While the convolution and pooling layers in the traditional CNN can operate on inputs of arbitrary sizes and produces outputs of the corresponding sizes, the fully connected (FC) layers operates on the flattened feature vector of a fixed size and performs simple matrix multiplication to produce an output vector canceling out the spatial dimensions. FCN suggests converting these FC operations into convolution to allow for arbitrary-sized inputs and corresponding spatial outputs.

Let us denote the input patch dimension for the traditional 3D CNN by $M \times M \times M \times 1$, considering a cubic patch with a single-channel intensity. Suppose that the output feature volume dimension of the last convolution (or pooling) layer $L_n$ before the FC layer is $M' \times M' \times M' \times P$, assuming cubic kernels with identical stride in all dimensions. Usually, this feature volumes are flattened to a vector of length $N = M' \times M' \times M' \times P$ before feeding it to the FC layer. Thus, the FC layer has $N \times N'$ weights where the output vector is of length $N'$. To obtain the equivalent convolutional layer, we simply reshape the weight matrix to have $M' \times M' \times M' \times N \times N'$ dimension, i.e., $N'$ convolutional kernels of dimension $M' \times M' \times M' \times P$. Employing this convolutional layer directly after $L_n$ without padding results in a spatial output of dimension $1 \times 1 \times N'$. The following FC layers can be replaced by using $1 \times 1 \times 1$ convolution. Replacing the FC layers, the converted network can process
input of arbitrary shape and produce outputs keeping the spatial dimension. Table A-I shows the traditional 3D CNN and the converted 3D FCN in parallel.

The FCN-generated score map is a coarser version of the original voxel-wise score map of the sliding window approach. Therefore, identifying the RLEs and their local minima in the resultant score map can be problematic. In the approach of Dou et al. [14], the actual score-offset in the original input volume is determined by layer-wise backtracking. For any convolution or pooling layer, a spatial position \( x \) in the layer-output can be roughly traced back to the corresponding position \( x^\text{in} \) in the layer-input as follows:

\[
x = d x' + \left\lfloor \frac{k - 1}{2} \right\rfloor,
\]

where \( d \) and \( k \) stands for the stride and kernel size. Here, \( d \) and \( k \) are scalar because they are identical among all spatial dimensions. Usually, no stride is used in convolutional layer (i.e., \( s = 1 \)) and padding is also performed to keep the spatial dimension unchanged. Therefore, only pool layer is responsible for altering the spatial dimension, thus requiring sole attention during backtracking. Considering the widely used pool with \( s = 2 \) and \( k = 2 \), the position \( x^\text{out} \) in the final FCN can simply be traced back to the approximated original position \( x^\text{in} \) as: \( x^\text{in} = 2^n x^\text{out} \), where \( n \) is total number of pooling layers in the network. Therefore, \( 2^n \) can also be seen as the required upsampling factor, which we denote by \( f \).

However, scores for only about \( \frac{1}{f^n} \) uniform positions of the input can be found by such backtracking, creating gaps in the resultant score map where no correspondence from the FCN output is found. Considering only one dimension for example, two adjacent positions \( x^\text{out}_i \) and \( x^\text{out}_{i+1} \) in the output space have a difference of \( f \) steps in the actual input space, resulting in \( 2^n - 1 \) gaps between the backtracked positions \( x^\text{in}_i \) and \( x^\text{in}_{i+f} \). To fill these gaps, we simply slide the FCN over the input. The process can be depicted by the following scenario for one dimension. For an input vector \( \mathbf{u} = (u_1, u_2, ..., u_k) \), we collect FCN outputs \( v_i \) for slidied inputs \( \mathbf{u}_i = (u_{i}, u_{i+1}, ..., u_{i+k-f}) \), \( i \in \mathbb{N} \) and \( 1 \leq i \leq 2n \). The output with the backtracked indices can be represented by \( \mathbf{v}_i = (v_i, v_{i+f}, v_{i+2f}, ...) \). Thus, the approximated score map for all the spatial positions can be obtained by fusing the elements of \( v_1, v_2, ..., v_n \) based on their backtracked index. In order to obtain the upsampled 3D score map, we need to repeat this for all dimensions. Therefore, we need to collect and traverse the FCN for \( f^3 = 2^{3n} \) samples by sliding over the original input. For the proposed network with three pooling layers, we should traverse the FCN for 512 samples to fully upsample. However, our goal is only to detect the RLE in the score map rather than to find correspondence for each voxel in the input. For detecting the low-entropy region, upsampling by 6 times (instead of the full upsampling factor \( f = 8 \)) give a satisfactory visualization of the entropy map, which only requires 64 samples for FCN.

---

| Layer | Dimension | Layer | Dimension |
|-------|-----------|-------|-----------|
| Input | \( 75 \times 75 \times 75 \times 1 \) | Input | \( X \times X \times X \times 1 \) |
| Conv 3 \( \times 3 \times 3, 8 \) | \( 75 \times 75 \times 75 \times 8 \) | Conv 3 \( \times 3 \times 3, 8 \) | \( X \times X \times X \times X \times 8 \) |
| Pool 2 \( \times 2 \times 2, \text{stride} : 2 \) | \( 37 \times 37 \times 37 \times 8 \) | Pool 2 \( \times 2 \times 2, \text{stride} : 2 \) | \( X/2 \times X/2 \times X/2 \times X \times 8 \) |
| Conv 3 \( \times 3 \times 3, 8 \) | \( 75 \times 75 \times 37 \times 8 \) | Conv 3 \( \times 3 \times 3, 8 \) | \( X \times X \times X \times X \times 8 \) |
| Pool 2 \( \times 2 \times 2, \text{stride} : 2 \) | \( 18 \times 18 \times 18 \times 8 \) | Pool 2 \( \times 2 \times 2, \text{stride} : 2 \) | \( X/4 \times X/4 \times X/4 \times X \times 4 \) |
| Conv 3 \( \times 3 \times 3, 8 \) | \( 18 \times 18 \times 18 \times 8 \) | Conv 3 \( \times 3 \times 3, 8 \) | \( X/4 \times X/4 \times X/4 \times X \times 4 \) |
| Pool 2 \( \times 2 \times 2, \text{stride} : 2 \) | \( 9 \times 9 \times 9 \times 8 \) | Pool 2 \( \times 2 \times 2, \text{stride} : 2 \) | \( X/8 \times X/8 \times X \times 8 \times 4 \) |
| FC 4 | 4 | FCN 9 \( \times 9 \times 9 \times 4 \) | \( X/8 \times X/8 \times X/8 \times 4 \) |
| FC 2 | 2 | FCN 1 \( \times 1 \times 1 \times 2 \) | \( X/8 \times X/8 \times X/8 \times 2 \) |

---

**Table A-I**

**Patch-based CNN to FCN Conversion.** Each Conv and the first FC layer have rectified linear unit (ReLU) activations, whereas the final FC layer is softmax-gated to output the probability of acute appendicitis and non-appendicitis classes. \( X \) represents the arbitrary edge length of a cubic input.

---
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