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Figure 1. We propose Spatial-Temporal Parallel Transformer to estimate arm and hand dynamics from monocular video by utilizing the arm-hand correlation as well as the temporal information. Row 1: Input video frames. Row 2: Estimated arm and hand dynamics of our method. The proposed method shows robustness under various challenging scenarios.

Abstract

We propose an approach to estimate arm and hand dynamics from monocular video by utilizing the relationship between arm and hand. Although monocular full human motion capture technologies have made great progress in recent years, recovering accurate and plausible arm twists and hand gestures from in-the-wild videos still remains a challenge. To solve this problem, our solution is proposed based on the fact that arm poses and hand gestures are highly correlated in most real situations. To fully exploit arm-hand correlation as well as inter-frame information, we carefully design a Spatial-Temporal Parallel Arm-Hand Motion Transformer (PAHMT) to predict the arm and hand dynamics simultaneously. We also introduce new losses to encourage the estimations to be smooth and accurate. Besides, we collect a motion capture dataset including 200K frames of hand gestures and use this data to train our model. By integrating a 2D hand pose estimation model and a 3D human pose estimation model, the proposed method can produce plausible arm and hand dynamics from monocular video. Extensive evaluations demonstrate that the proposed method has advantages over previous state-of-the-art approaches and shows robustness under various challenging scenarios.

1. Introduction

Human arm-hand dynamics is an important part of full human motion capture, and can also be used for the control of human-machine interface. However, although some methods are proposed to capture full human motion including hand gestures [30, 33, 40, 45, 47], most of them fail to take into account the correlation between arm and hand, treating body motion capture and gesture estimation as two separate tasks, resulting in inaccurate predictions in challenging scenarios. Zhou et al. [47] propose to learn human motion by considering body-hand correlation, but such correlation is only utilized in predicting 2D hand key-points and 3D body key-points, the final motion of body and hands are learned separately by different models. Ng et al. [29] introduce to learn the body-hand correlation to estimate conversational hand gestures. However, the method is restricted to the domain of conversational gesture prediction and cannot produce arm motions.

In this paper, we focus on the task of capturing accurate and plausible arm-hand dynamics from monocular video. Specifically, we introduce a spatial-temporal Parallel Arm-Hand Motion Transformer (PAHMT) to take full advantage of arm-hand correlations and inter-frame information. The
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estimation of 2D hand key-points and 3D arm key-points are first achieved by a light weight hand key-point detector and a 3D human key-point estimator respectively, which are used as input in our model. The PAHMT mainly consists of a spatial transformer and a temporal transformer. The spatial transformer is responsible for extracting the spatial feature, namely global correlations between arm and hand as well as local correlations between different joints, while the temporal transformer is designed to utilize inter-frame information. Besides, we introduce two losses to encourage the predictions to be smooth and accurate. To train the proposed model, we collect a dataset of 200K frames of human motion (including hand gestures). Most of the collected sequences are dancing or sport motions that cover a lot of arm motions and hand gestures. We demonstrate that the proposed model can produce plausible estimation of arm-hand dynamics even in difficult scenarios such as occlusion or motion blur.

Our contributions can be summarized as follows:

- We propose to capture arm and hand dynamics simultaneously by leveraging the arm-hand correlations. By exploiting such correlations, the proposed model can make reasonable estimations of arm twists and hand gestures;
- We design a spatial-temporal parallel transformer model to make full use of arm-hand correlation as well as inter-frame information, which enhances the robustness of the prediction; In addition, we introduce two losses to encourage smooth and accurate predictions;
- Extensive evaluations demonstrate that the proposed method outperforms existing state-of-the-art approaches and shows robustness under various challenging scenarios.

2. Related Work

Great progress has been made on designing models to capture human pose or dynamic motions from visual observations [6,7,11,24,31,34,41,44,46]. Previous work always divide the task of full human motion capture into three independent sub-tasks, i.e., facial expression capture, body motion capture and hand gesture capture. Since our work focuses on capturing the dynamics of hands and arms (part of the body), we only present the related work as follows.

2.1. Hand Pose Estimation

2D Hand Pose Estimation. Some preceding work put much effort on building powerful datasets. Simon et al. [35] propose a hand key-point dataset with geometrically consistent annotations, i.e., annotations are provided even for occluded hand parts. With this dataset, a hand key-point detector is trained that can rival the performance of state-of-the-art hand key-point detectors using RGB-D inputs. To obtain more data for training, some researchers propose to first synthesize 3D hand data and then transfer them to real image style using GAN [28,37]. Some work has been explored in network architecture design. Wang et al. [39] introduce a novel architecture called SRHandNet for real-time 2D hand pose estimation from monocular RGB images, which can run at 40FPS while achieving competing results. Zimmermann et al. [49] propose an architecture of four different network streams to make a full estimation of hand joints.

3D Hand Pose Estimation. The majority of state-of-the-art approaches predict 3D hand poses by recovering the hand meshes or regressing the coordinate of hands from single RGB image. Zhou et al. [48] use the estimated kinematic chain to estimate MANO [32] coefficients and develop an inverse kinematics network to refine the predicted hand poses. Chen et al. [5] propose a camera-space mesh recovery framework to recover 3D hand mesh in camera-centered space. Kolotouros et al. [20] directly regress the 3D coordinates of mesh vertices by training a graph convolutional network. On the other hand, some researchers have studied how to achieve hand pose estimation based on monocular video. Chen et al. [4] exploit video temporal consistency to address the uncertainty caused by the lack of 3D joint annotations on training data. Apart from taking temporal sequences as input, Ng et al. [29] propose a novel learned deep prior of body motions for 3D hand shape synthesis and estimation in the domain of conversational gestures.

2.2. Body Pose Estimation

Predicting 3D Joint Locations. Most previous attempts on predicting 3D human joint locations take 2D human key-points as input and train models to learn the 2D to 3D lifting [11,24,31,41,44]. Some of these work take 2D human pose of a single frame as input [11,41], while more of them consider the inter-frame information and use a sequence of 2D key-points as input [24,31]. There are also some approaches that train models to directly estimate the 3D joint locations from visual input [6,7]. However, a common problem with these methods is that 3D skeletal rotations cannot be accurately recovered from 3D joint locations when the goal is to capture human skeletal motion, i.e., the twist component cannot be determined by joint locations.

Predicting 3D Joint Rotations. Most preceding work leverages parametric human body models for pose representation, e.g., SMPL [25], ADAM [15]. A basic pipeline of these work [16] is to train a model to predict the parameters of SMPL model, such that the projected 2D joints on the input image can match the 2D joints detected by 2D pose estimators [3,10,23,42]. Meanwhile, a discriminator is introduced to guide the model to produce realistic 3D poses. [17,18] extend the baseline solution [16] for smoother re-
sults with video inputs. Nikos et al. [19] propose to add an optimization process [2] after the CNN model. Nevertheless, without high quality <image, motion> pair, these methods cannot directly utilize the motion capture data, i.e., motion capture data is always used to train the GAN part. Therefore, these methods show larger joint position error than methods that directly predict joint locations.

2.3. Full Motion Capture

There are also some work focusing on capturing full human motion [15, 30, 33, 40, 47]. Rong et al. [33] propose to capture full human motion by combining several existing technologies. Zhou et al. [47] utilize the body-hand correlation to train a network to predict 2D hand key-points and 3D body key-points, but key-points of hand and body are separately fed to different models for human motion. And SMPLify-X [30] is an optimization process whose objective is to find a set of parameters of SMPL-X model that best fit the 2D key-points.

3. Methodology

The goal of our work is to capture the dynamics of arms and hands from monocular video. It is important to note that some researchers use human joint locations as human poses, while others use skeletal rotation as human poses. In this work, we primarily focus on training models to estimate rotations of arms and hands. It is difficult to learn the image-to-rotation mapping directly. Meanwhile, learning such mapping requires motion capture data with corresponding video frames, which is hard to acquire. Therefore, we decouple this task into two sub-tasks, namely the key-point estimation task and the skeletal rotation estimation task. The overall pipeline of this work is illustrated in Fig 2. As for the key-point estimation module, two models are trained to predict 2D hand key-points and 3D body key-points respectively. Then, the rotation estimation module takes the predicted 2D hand key-points and 3D arm key-points (obtained from 3D body key-points) as inputs and trains a model to learn the 3D rotations of arms and hands. In the following we will briefly introduce the key-point estimation module while delving into the details of the rotation estimation module.

3.1. Problem Definition

The goal of this system \( \mathcal{F} \) is to capture the rotations of arms and hands \( \mathbf{Y} \) from visual observations \( \mathbf{I} \).

\[
\mathbf{Y} = \mathcal{F}(\mathbf{I})
\]  

The system is decoupled into two sub-modules, i.e., key-point estimation module \( \mathcal{K} \) and rotation estimation module \( \mathcal{R} \),

\[
\mathbf{K} = \mathcal{K}(\mathbf{I})
\]

\[
\mathbf{Y} = \mathcal{R}(\mathbf{K})
\]

where \( \mathbf{Y} = \{y_0, y_1, ..., y_t, ..., y_T\} \), \( \mathbf{K} = \{k_0, k_1, ..., k_t, ..., k_T\} \), \( \mathbf{I} = \{i_0, i_1, ..., i_t, ..., i_T\} \), \( y_i \in \mathbb{R}^{48 \times 3} \) denotes the 3D rotation of arms and hands at time \( t \), which is represented by 3D axis-angle. \( k_i \in \mathbb{R}^{4 \times 3 + 42 \times 2} \) denotes the 3D local location of arm joints and 2D pixel coordinates of hands at time \( t \). \( i_t \) denotes input image frame at time \( t \).

**Difference with Full Body Inverse Kinematics** [27, 43]: Full-body inverse kinematics (FBIK) is an optimization process which optimizes skeletal motions to fit 3D joints. Thus FBIK requires accurate 3D hand key-points and body key-points. Inaccurate 3D key-points might lead to implausible results. However, it’s much more difficult to obtain accurate 3D hand key-points than to obtain accurate 2D hand key-points from RGB image. Moreover, frame-by-frame IK process might cause large jitter in the results. In contrast, our solution does not require 3D hand key-points to produce smooth and plausible estimations from video input.

3.2. Key-point Estimation Module

**2D Hand Key-point Estimation.** To obtain accurate 2D hand key-points efficiently, we first crop the images of the hand regions according to detected 2D wrist joints, and then feed them to our network. The backbone of our model is based on the architecture of Mobilenetv3 [13]. The model is trained to fit the ground truth probability map using L2 loss. Detailed configuration of this module can be found in the supplementary materials.

**3D Body Key-point Estimation.** We use the VPose3D model [31] trained on AMASS dataset [26] to obtain 3D body key-points, and use arm key-points as input of the rotation estimation module.

3.3. Rotation Estimation Module

To well utilize temporal information for better performance on capturing arm and hand dynamics, our model takes a sequence of key-points as input. Since transformer has been extensively proved to be efficient in various sequence-to-sequence tasks [22, 36, 38], we design our network based on the transformer architecture.

**Arm-Hand Motion Transformer.** We employ a temporal transformer called Arm-Hand Motion Transformer (AHMT), as a baseline. The input pose sequence is treated the same way as tokens (words) in Natural Language Processing applications [22, 36, 38]. In order to project each
token to a high dimensional space, a pose embedding module $E$ which consists of two convolution layers, is designed. And positional embedding $E_{\text{pos}}$ is used to retain positional information of the sequence. Given an input sequence, the input tokens of our transformer can be represented as follows:

$$z_{t,0} = \left[ x_1^t E; x_2^t E; \cdots; x_f^t E \right] + E_{t,\text{pos}}$$ (4)

where $X_t = [x_1^t; x_2^t; \cdots; x_f^t]$ is the input sequence; $E \in \mathbb{R}^{(J \times 3) \times D_t}$ is the pose embedding module; $E_{t,\text{pos}} \in \mathbb{R}^{f \times D_t}$ is the positional embedding. $J$ is the number of total joints including arms and hands. $f$ is set to 32 during training; $D_t = 512$ is a constant latent vector size of our transformer.

Then a standard transformer encoder, consisting of alternating layers of Multi-head Self-Attention (MSA) and Multi-layer Perceptron (MLP) blocks (Eq.5,6), is employed to extract temporal information from these high dimensional features. We apply layer normalization (LN) before every block and residual connections after every block. The processing of our transformer encoder can be written as:

$$z_{t,\ell} = \text{MSA} \left( \text{LN} \left( z_{t,\ell-1} \right) \right) + z_{t,\ell-1}, \ell = 1 \ldots L_t$$ (5)
$$z_{t,\ell} = \text{MLP} \left( \text{LN} \left( z_{t,\ell} \right) \right) + z_{t,\ell}, \ell = 1 \ldots L_t$$ (6)

where $L_t$ represents the number of transformer encoder layer, and $z_{t,L_t}$ is the last output of transformer encoder.

Finally, the arm-hand rotations are regressed by a regression head consisting of three convolution layers. We can get the output $y$ as follows:

$$y = \text{RegressionHead} \left( z_{t,L_t} \right)$$ (7)

**Spatial-Temporal Parallel Arm-Hand Motion Transformer.** The AHMT baseline mainly focuses on extracting temporal features from input sequence. However, we believe that the spatial information, which represents the kinematic information between different joints and the correlations between arms and hands, is as important as the temporal information. Therefore, we design a Parallel Arm-Hand Motion Transformer (PAHMT) network to fuse the spatial and temporal information. As illustrated in Fig 2, the PAHMT mainly consists of two core components, the spatial transformer and the temporal transformer. The objective of the spatial transformer is to extract global correlations between arm poses and hand gestures, as well as the local correlations between different joints. Given an input sequence, we consider each frame, i.e., 3D direction vectors of arms and 2D coordinates of hands, as a token, and reshape the sequence $X_t \in \mathbb{R}^{f \times (J \times 3)}$ into $X_e \in \mathbb{R}^{f \times J \times 3}$ (Eq.8). We conduct zero paddings on the 2D positions of hands, i.e., $(x, y) \rightarrow (x, y, 0)$. Considering that both the global spatial correlations (e.g. waving arm always bring to waving hand) and the local spatial correlations (e.g. the movements of middle finger and ring finger are highly correlated) should be preserved across different frames, an extra learnable ”regression token” ($z_{s,0}$) is added to the sequence, whose state at the output of our spatial transformer encoder ($z_{s,L_t}$) serves as the spatial representation, similar to the ”classification token” proposed in ViT [9]. Each token is then fed into a convolution layer and added by a learnable position embedding. The resulting sequence of vectors
is fed into a transformer encoder. The architecture of the temporal transformer is the same to AHMT (Eq.4.5.6.7). Formally, we have:

\[
X_s = \text{Reshape} (X_t)
\]

\[
z_{s0} = [x_{\text{regress}}; x_1^s E; x_2^s E; \ldots; x_N^s E] + E_{\text{pos}}
\]

\[
z_s = \text{MSA} (\text{LN} (z_{s\ell-1})) + z_{s\ell-1}, \ell = 1 \ldots L_s
\]

\[
z_{s\ell} = \text{MLP} (\text{LN} (z_{s\ell})), \ell = 1 \ldots L_s
\]

where \( N = 48 \) is the same as \( J \), which represents the number of total joints including arms and hands. \( E \in \mathbb{R}^{3 \times D_s} \) is the pose embedding module of spatial transformer. \( E_{\text{pos}} \in \mathbb{R}^{N \times D_s} \) is the learnable positional encoding. \( D_s = 64 \) is the constant latent vector size of our spatial transformer. \( L_s \) is the number of the spatial transformer encoder layer.

Since the relationships between joints should be preserved across frames, only the output of the spatial transformer \( z_{s\ell}^0 \) is taken as the spatial representation. Finally, we fuse the spatial features with the temporal features by element-wise adding and feed them to the regression head for the final predictions (Eq.12).

\[
y = \text{RegressionHead} (z_{sL_t}^0 + z_{sL_t}^1)
\]

### 3.4. Training

In this section, we discuss the training details of the rotation estimation module.

**Pre-processing:** The 2D hand key-points are normalized. Specifically, the hand key-points are first subtracted by the coordinates of the wrist joints, then normalized by the bounding box of the corresponding hand. As for the frame in which hands cannot be detected, key-points of the previous frame are used. If the detector fails to detect hands in the first frame, we set the key-points of the first frame to be a zero vector. Considering that the predicted 3D skeletal joints might have different bone-length, for the 3D joints of arms, the direction vectors of upperarm and forearm are taken as input.

**Objective function:** As illustrated in Fig 2, the objective function of the rotation estimation module consists of two components. One is the reconstruction loss that guides the generator to fit the ground truth rotations of arms and hands. The other is the GAN loss [12] introduced by the discriminator \( D \). Therefore, the full objective function can be formulated as:

\[
\min_\mathcal{R} \max_\mathcal{D} \mathcal{L}_{\text{recon}}(\mathcal{R}) + \lambda \mathcal{L}_{\text{GAN}}(\mathcal{R}, \mathcal{D})
\]

where \( \mathcal{L}_{\text{GAN}} \) is a basic form of GAN loss and \( \lambda \) is the weight for this loss, \( \mathcal{L}_{\text{GAN}} \) can be formulated as,

\[
\mathcal{L}_{\text{GAN}}(\mathcal{R}, \mathcal{D}) = \mathbb{E} [\log (\mathcal{D}(\mathcal{Y}))] + \mathbb{E} [\log (1 - \mathcal{R}(\mathcal{K}))]
\]

and \( \mathcal{L}_{\text{recon}} \) consists of three components. The basic one is a L1 loss, i.e.,

\[
\mathcal{L}_{L1}(\mathcal{R}) = \| \mathcal{R}(\mathcal{K}) - \mathcal{Y} \|_1
\]

One objective of this module is to produce smooth sequential results. Therefore a smooth loss is adopted, which can be regarded as a regularization term of the inter-frame difference, i.e.,

\[
\mathcal{L}_{\text{smooth}}(\mathcal{R}) = \sum_{t=1}^T \| \mathcal{R}(k_t) - \mathcal{R}(k_{t-1}) \|_1
\]

It is noteworthy that rotations of different joints should have different importance in representing the poses. The rotation error of parent joints would propagate to all child joints, making the rotations of parent joints are more important than those of child joints. Taking this into consideration, we introduce the FK loss. We first calculate the joint locations \( k^*_i \) through the Forward Kinematic function \( \mathcal{FK} \) [21] of a pre-defined character skeleton, then compute the L2 loss on the ground truth joint location \( k^*_i \) and the predicted joint location \( k_i \).

\[
\mathcal{L}_{\text{FK}}(\mathcal{R}) = \| \mathcal{FK}(\mathcal{R}(\mathcal{K})) - \mathcal{K}^* \|_2
\]

\( \mathcal{K}^* \) indicates 3D key-points of arms and hands, which can be obtained from motion capture data.

Finally, the full objective function \( \mathcal{L}_{\text{recon}} \) for the generator can be defined as follows,

\[
\mathcal{L}_{\text{recon}} = \mathcal{L}_{L1} + \gamma \mathcal{L}_{\text{smooth}} + \beta \mathcal{L}_{\text{FK}}
\]

### 4. Experiments

We analyse the performance of the proposed method via extensive experiments. We conduct ablation study to validate each individual component of our method and make both quantitative and perceptual comparisons with state-of-the-art approaches to demonstrate the advantage of our method.

#### 4.1. Dataset

**Our Motion Capture Dataset:** Although there are some publicly available motion capture datasets [14, 26], body motion data and hand motion data are always collected separately. We still lack a dataset of full human motion. We therefore collect a dataset of full human motion using motion capture devices. Specifically, we collect 500 sequences of full human motion data, with a total frame count of 200K. The dataset primarily consists of sequences of dancing or sports, covering a large number of body motions and hand gesture styles. We manually split the dataset into training set (90%) and test set (10%). We conduct ablation study on the test set. See the supplementary materials for samples of this dataset.
In-the-wild 3D Body and Hand Gesture Dataset (BH Dataset): To make comparison with the state-of-the-art gesture estimator [29], we conduct experiments on the dataset released by the author [29]. This dataset consists of hours of in-the-wild videos of 8 speakers and covers a wide range of gesture types.

Rendered Full Body Motion Dataset: Although we already have full body motion capture data, we still lack in-the-wild data with full body motion annotations. Therefore, we propose a rendered dataset to simulate in-the-wild scenarios. Specifically, 10K frames of full body motion capture data are retargeting to 3 character models from MIXAMO [1]. We compare our method with state-of-the-art full body motion capture methods [8, 33] on this dataset. The samples of this dataset is shown in the supplementary materials.

4.2. Implementation Details

We first retarget all the skeletal motion sequences to the MIXAMO character model [1]. Then we obtain the rotation (axis-angle) and the 3D position of each joint in world coordinate system. To generate training data, we project 3D locations of hands into the 2D camera plane to get the 2D pixel coordinates of hands. We apply a sliding window of size 32 with a step of 5 frames for each motion sequence, producing 30K training sequences. We train the network using Adam optimizer and we set the batch size, weight decay and momentum to 128, 0.0005 and 0.95, respectively. The initial learning rate is set to 1e-3 and dropped by 50% every 50 epochs. We train our model for 300 epochs. As for the objective functions, we empirically set $\lambda$, $\beta$, $\gamma$ to 0.05, 1.0, 1.0, respectively.

4.3. Evaluation Metric

As the goal of our work is to capture accurate skeletal rotations of arms and hands from visual input, besides the commonly used mean per joint position error (MPJPE, unit in meter), we also report the mean per joint rotation error (MPJRE), which measures the average absolute difference between predicted joint rotations and ground truth joint rotations. It is noteworthy that accurate hand rotations can be recovered from accurate 3D hand joints by inverse kinematic algorithms [27,43], while arm rotations cannot be accurately recovered from 3D arm joints. Therefore, we use 1) the overall MPJPE; 2) MPJPE of hands; 3) MPJRE of arms to evaluate the performance.

4.4. Methods for comparison

Firstly, we conduct ablation study to assess the contribution of each part of the method in estimating motions of arms and hands. Secondly, we compare our method with several state-of-the-art approaches [8,29,33]. Note that our method simultaneously predicts the motion (rotations) of arms and hands, and the lack of a publicly available dataset with rotation annotations of both arms and hands prevents us from making a full comparison of both arms and hands rotations on an existing benchmark. Therefore, we only report the performance of hand pose estimation comparing our method with Body2Hands [29] on the dataset released by the authors. Furthermore, we make comparisons on our rendered dataset to evaluate the overall arm-hand dynamics with previous approaches. We also show results of our methods and state-of-the-arts approaches on some in-the-wild videos for perceptual evaluation. Specifically, we compare following methods:

- Body2Hands w/wo image [29]: State-of-the-art 3D hand shape synthesis and estimation by a learned deep prior of body motion. Models are re-trained using the codes released by the authors, since the pre-trained model is not available.
- Body2Hands* [29]: The original Body2Hands model takes the output of MTC [40] as input and predicts the rotations of hands. However, in our experiments, MTC output is not provided. Thus we retrain a Body2Hands model of the same structure as the original version which takes 3D body joints and 2D hand key-points as input. We take the retrained version of Body2Hands as Body2Hands*.
- ExPose [8]: State-of-the-art method for full body pose including hand gesture estimation, which directly regresses the body, face, and hand poses from RGB image.
- FrankMocap [33]: State-of-the-art method for full body pose including hand gesture estimation, which leverages multiple leading solutions for pose estimation of different human body parts.
- Our CNN: The same model structure with Body2Hands [29], trained with the proposed objective functions, takes 3D arm joints and 2D hand key-points as input and predicts the rotations of both arms and hands.
- Our AHMT: Same configuration as Our CNN, except that the network architecture is replaced by a temporal transformer.
- Our PAHMT: Same configuration as Our CNN, except that the network architecture is replaced by our carefully designed Spatial-Temporal Parallel Arm-Hand Motion Transformer(PAHMT).
Table 1. Ablation study on different components of the proposed method. Evaluation is conducted on our motion capture dataset. We evaluate the overall MPJPE, MPJPE of hands and MPJRE of arms. Results indicate that each component shows positive impact on learning high quality arm and hand dynamics. h2h represents the models which take 2D hand key-points as input and predict hand gestures. ah2ah represents the models which take arm-hand key-points as input and predict arm-hand dynamics.

| Architecture | h2h | ah2ah | Smooth Loss | FK Loss | MPJPE(hands)↓ | MPJPE(overall)↓ | MPJRE(arms)↓ |
|--------------|-----|-------|-------------|---------|---------------|----------------|--------------|
| CNN          | ✓   | ✗     | ✗           |         | 0.0300        | -              | -            |
| CNN          | ✗   | ✓     | ✗           | ✓       | 0.0130        | 0.0517         | 0.0604       |
| CNN          | ✗   | ✓     | ✓           | ✓       | 0.0133        | 0.0519         | 0.0603       |
| CNN          | ✗   | ✓     | ✓           |         | 0.0129        | 0.0413         | 0.0579       |
| AHMT         | ✓   | ✓     | ✓           | ✓       | 0.0127        | 0.0408         | 0.0577       |
| PAHMT        | ✗   | ✓     | ✓           | ✓       | 0.0098        | 0.0316         | 0.0445       |

Table 2. Comparison with Body2Hands [29] on dataset released by [29]. We report MPJPE of hands for each method.

| Method                  | MPJPE(hands)↓ |
|-------------------------|---------------|
| Body2Hands w/o image [29] | 0.0422        |
| Body2Hands w/ image [29]   | 0.0400        |
| Body2Hands* [29]           | 0.0346        |
| PAHMT(Ours)                | 0.0281        |

Table 3. Comparison with state-of-the-art full body motion capture methods [8,33] on our rendered dataset. We report overall MPJPE and MPJRE of arms for each method.

| Method     | MPJPE(overall)↓ | MPJRE(arms)↓ |
|------------|-----------------|--------------|
| FrankMocap [33] | 0.1556         | 0.2779       |
| ExPose [8]        | 0.1530         | 0.2984       |
| PAHMT(Ours)       | 0.1375         | 0.1614       |

Figure 3. Effectiveness of leveraging arm-hand correlations. (a): Input frame. (b): Results of ah2ah. (c): Results of h2h+IK. To compare the rotations of arms, we set the rotations of wrists to zeros in the bottom row of (b) and (c).

4.5. Ablation Study

To evaluate the importance of each individual component of the proposed PAHMT and the impact of different hyperparameters of the network architecture, extensive experiments are conducted on our motion capture dataset.

Baseline Setting. We choose the network architecture of Our CNN as the baseline architecture. The objective function for the baseline model does not include $\mathcal{L}_{\text{smooth}}$ and $\mathcal{L}_{FK}$. For fair comparison, we fix the random seed for generating training batches in all the experiments. Adam optimizer is used and we fix the batch size, learning rate, weight decay and momentum to 128, 1e-3, 0.0005 and 0.95 in all the experiments.

Effectiveness of Leveraging Arm-hand Correlations. As illustrated in Table 1, h2h (hand input to hand output) performs worse than ah2ah (arm-hand input to arm-hand output), indicating that the task of hand gesture estimation benefits from arm-hand correlation. Fig 3 intuitively shows the advantage of leveraging arm-hand correlations to predict arm-hand dynamics simultaneously. To demonstrate the superiority of ah2ah in predicting arm rotations, we compare ah2ah with h2h+IK [43] (hand input to hand output, with IK to solve the arm rotations). We can observe that ah2ah gives more reasonable arm rotation predictions than h2h+IK.

Effectiveness of the PAHMT Architecture. Table 1 presents the results. By making better use of inter-frame information, traditional temporal transformer (AHMT) significantly outperforms CNN (23% error reduction on both MPJPE and MPJRE). We further investigate the impact of introducing the spatial transformer. By utilizing the global correlation between arms and hands as well as the local correlation between different body joints, our PAHMT further improves the results of AHMT (13% error reduction on MPJPE, 16% error reduction on MPJRE).

Effectiveness of the Proposed Objective Functions. We evaluate the impact of $\mathcal{L}_{\text{smooth}}$ and $\mathcal{L}_{FK}$. Table 1 shows the results, $\mathcal{L}_{FK}$ shows advantage in reducing both the MPJPE and MPJRE. It is noteworthy that $\mathcal{L}_{\text{smooth}}$ is originally designed for temporal smoothness, not for the error reduction, therefore $\mathcal{L}_{\text{smooth}}$ shows no superiority in reducing the error when used independently. However, $\mathcal{L}_{\text{smooth}}$ also makes contribution to the accuracy improve-
Figure 4. Visual comparison with state-of-the-art methods [8, 33]. Row 1: In-the-wild video frames of various arm poses and hand gestures in challenging scenarios. Row 2: Results of FrankMocap [33]. Row 3: Results of ExPose [8]. Row 4: Results of our method. Despite occlusion and motion blur, our method produces accurate and plausible results.

4.6. Comparison with State-of-the-Arts

Table 2 shows the results on BH dataset. For fair comparison, the input 3D joints for our model is derived from the MTC [40] output. We can see that our PAHMT significantly outperforms the Body2Hands methods [29]. Note that BH dataset is annotated by MTC [40], which means the label is not the ground truth. We show that our method can produce more plausible and smoother results than the annotations in supplementary materials.

Table 3 shows the results on the rendered dataset, which indicates that our method significantly outperforms state-of-the-art full body motion capture methods [8, 33] on both the metric of MPIPE and MPIRE. It is worth noticing that our approach is significantly superior to existing methods in predicting arm rotations, which might indicate that our approach can make much better use of arm-hand correlation than state-of-the-arts.

4.7. Visual Comparison

To demonstrate the advantage of the proposed method, we perform experiments on in-the-wild videos for visual comparison with ExPose [8] and FrankMocap [33]. For comparison, we conduct evaluation on in-the-wild videos including cases of clear and challenging unclear hands, as well as various arm poses.

Fig 4 shows the visual comparison. We can observe that both ExPose [8] and FrankMocap [33] fail to predict plausible hand gestures from unclear hand images. Meanwhile, these two state-of-the-arts cannot accurately estimate the rotations of arms. In contrast, our method produces the most accurate and plausible results even in challenging scenarios. More results can be found in the supplementary video.

5. Discussion

We propose a novel approach to estimate arm and hand dynamics from monocular video by utilizing the correlations between arm and hand motions. To make full use of the inter-frame information as well as the arm-hand correlations, a spatial-temporal parallel transformer model, PAHMT is proposed. To obtain smooth and accurate prediction, we propose new objective functions. Extensive experiments demonstrate the advantage of our method over previous state-of-the-arts. As for the limitation, our solution requires a motion capture dataset of both body motions and hand gestures to train the model. Future work may include leveraging the correlation of more body parts for high quality full body dynamic estimation and leveraging various dataset of annotations of different body parts.
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