Momentum-dependent potential and collective flows within the relativistic quantum molecular dynamics approach based on relativistic mean-field theory
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Relativistic quantum molecular dynamics based on the relativistic mean field theory (RQMD.RMF) is extended by including momentum-dependent potential. The equation of state (EoS) dependence of the directed and the elliptic flow of protons in the beam energy range of $2.3 < \sqrt{s_{NN}} < 20 \text{ GeV}$ is examined. It is found that the directed flow depends strongly on the optical potential at high energies, $\sqrt{s_{NN}} > 3 \text{ GeV}$, where no information is available experimentally. The correlation between effective mass at saturation density and the optical potential is found: smaller values of effective mass require smaller strengths of the optical potential to describe the directed flow data. This correlation can also be seen in the beam energy dependence of the elliptic flow at $\sqrt{s_{NN}} > 3 \text{ GeV}$, although its effect is rather weak. On the other hand, stiff EoS is required to describe the elliptic flow at lower energies. Experimental constraints on the optical potential from pA collisions will provide important information on the EoS at high energies. The proton directed and the elliptic flow are well described in the RQMD.RMF model from $\sqrt{s_{NN}} = 2.3$ to $8.8 \text{ GeV}$. In contrast, to reproduce the collapse of the directed flow above $10 \text{ GeV}$, pressure has to be reduced, which indicates a softening of the EoS around $\sqrt{s_{NN}} = 10 \text{ GeV}$.

PACS numbers: 25.75.-q, 25.75.Ld, 25.75.Nq, 21.65.+f

I. INTRODUCTION

High energy heavy-ion collisions provide a unique opportunity to explore the properties of strongly interacting QCD matter for a wide range of temperatures and densities. In particular, collisions in the energy range of $2 < \sqrt{s_{NN}} < 20 \text{ GeV}$ create high baryon density matter, and should be a best place to search for the onset of a phase transition as well as critical point in QCD matter. The ongoing beam energy scan program (BES) [1,2] at the BNL-RHIC-STAR- and the CERN-SPS-NA49 and -NA61/SHINE experiments [3] have measured beam energy, collision system, and centrality dependence of observables such as collective flows, fluctuations of conserved charges, which are expected to be sensitive to a phase transition and/or critical point. Future experiments, such as RHIC-BESII [4], STAR-FXT, CBM and HADES at FAIR [5,6], BM@N and MPD at NICA [7], HIAF at Canton, as well as the proposed J-PARC-HI [8], will further offer excellent opportunity to explore the highest density baryonic matter sector of QCD, and determine the phase structure of QCD with high statistics data.

To extract the information on the properties of high dense QCD matter from heavy-ion experimental data, details of the collision dynamics have to be understood. For this purpose, the transport models such as non-equilibrium microscopic transport models [9,13], hydrodynamical models [15], and hybrid models [16,22] have been used to simulate space-time evolutions of hot and dense matter created in nuclear collisions at high baryon density regions. It has been argued for a long time the determination of the equation of state (EoS) from collective flows such as directed as well as elliptic flow, as they are sensitive to the EoS [23,30]. For instance, fluid dynamics predicts negative directed flow of protons at the vicinity of the softest point in the EoS with a first-order phase transition [31–35], which is also confirmed by microscopic transport model calculations [36–38]. The NA49 [39] and the STAR [40,41] collaborations discovered the negative proton directed flow at $\sqrt{s_{NN}} > 8 \text{ GeV}$, which locates rather higher beam energies than the AGS energies that is expected to be a softest point by most of the theoretical predictions.

The time evolution of heavy-ion collisions generally consist of far from equilibrium state to late possible equilibrium stage followed by freeze-out process. Non-equilibrium microscopic transport approach is a theoretical framework to simulate a collision of nuclei from initial to final stages in a unified way, and it has been widely used to describe nuclear collisions from low to high energies, see Ref [42] for the recent comparison of heavy-ion transport codes. A relativistic transport approach based on the relativistic mean-field theory of Walecka type, called relativistic Boltzmann-Uehling-Uhlenbeck (RBUU) has been formulated, and several transport codes have been developed for heavy-ion collisions [14,43–47]. On the other hand, the quantum molecular dynamics (QMD) [11,12,38,49] is a $N$-body approach, which simulates multi-particle collision dynamics beyond the time evolution of one-particle distribution function like RBUU models. Therefore, the QMD model can be applied to study, for example, multi-fragmentations and event-by-event fluctuations. The relativistic version of the QMD model (RQMD) has been developed by the Lorentz scalar treatment of the Skyrme potential [6,10,50–53]. RQMD with the relativistic mean-field has been developed in Ref. [54] for the intermediate energy heavy-ion collisions up to $E_{\text{lab}} = 2 A \text{ GeV}$. Recently, RQMD based on the relativistic mean-field
theory (RQMD.RMF) has been implemented into the transport code JAM to simulate high energy nuclear collisions. It is shown that this relativistic transport approach RQMD.RMF reproduces the beam energy dependence of the directed as well as the elliptic flow. Optical potential has been extracted by exp. at $E_{\text{lab}} > 2.4$ GeV to investigate the effects of momentum-dependence on collisions at $s$ in line with Ref. [59], and apply it to high energy heavy-ion approach by incorporating momentum-dependent potential. 

RQMD approach with relativistic scalar and vector form factor was applied for the study of the beam energy dependence of the directed and the elliptic flow. 

RQMD approach with relativistic field-including explicit momentum-dependent interactions has not been developed to date. In this paper, we extend our RQMD.RMF approach by incorporating momentum-dependent potential in line with Ref. [59], and apply it to high energy heavy-ion collisions at $E_{\text{lab}} < 2.4$ GeV within polynomial approximation for the momentum-dependent potentials. RBUU approach with momentum-dependent scalar and vector form factor was applied for the study of the beam energy dependence of the directed and the elliptic flow.

RQMD approach with relativistic mean-field including explicit momentum-dependent interactions have not been developed to date. In this paper, we extend our RQMD.RMF approach by incorporating momentum-dependent potential in line with Ref. [59], and apply it to high energy heavy-ion collisions at $E_{\text{lab}} \approx 20$ GeV ($1 \lesssim E_{\text{lab}} \lesssim 160$A GeV) to investigate the effects of momentum-dependence on the collective flow. Optical potential has been extracted by experiments up to the beam energy of $E_{\text{lab}} = 1$ GeV. Therefore, we test different strengths of the optical potential at $E_{\text{lab}} > 1$ GeV to study the sensitivity of the flows to the optical potential.

This paper is organized as follows: Sec. II describes the non-linear model with momentum-dependent potential and its implementation into the RQMD framework. Sec. III presents the results for the beam energy dependence of the directed and the elliptic flow, as well as the rapidity dependence of the directed flow. The summary is given in Sec. IV.

II. MODEL

We first present our EoS from relativistic mean-field theory with momentum-dependent potentials, and then describe how to implement it into the framework of RQMD approach. This approach has been realized in the transport code JAM, which enable us to simulate nuclear collisions at high energies.

A. EoS from the Relativistic mean-field with momentum-dependent potential

A covariant treatment of the momentum dependence of the relativistic potentials in the relativistic mean-field theory was formulated in Ref. [59]. Here we shall employ a Lorentzian form of momentum-dependent potential which depends only on the spatial part of momentum neglecting the energy dependence, which is related to a nonlocality in time. This is consistent with our assumption of time-fixation conditions specified below in our RQMD approach. Thus, we introduce the following momentum-dependent scalar and vector potential:

$$V_s^{\text{MD}} = \frac{g_s^2}{m_s^2} \int d^3p \frac{m^*}{p_0^*} \frac{f(x,p)}{1 + (p - p^0)^2/\Lambda_s^2},$$

$$V_\mu^{\text{MD}} = \frac{g_\mu^2}{m_\mu^2} \int d^3p \frac{p_\mu^*}{p_0^*} \frac{f(x,p)}{1 + (p - p^0)^2/\Lambda_\mu^2},$$

where $f(x,p)$ is a phase space distribution function. At zero temperature, it is given by

$$f(x,p) = \frac{g_N}{(2\pi)^3} \theta(p_F - |p|).$$

where $p_F$ is the Fermi momentum, and $g_N = 4$ is the degeneracy factor for spin and isospin of nucleons. In the actual implementation into the RQMD model, the argument of the momentum-dependent potentials are replaced by the relative momentum in the two-body center-of-mass frame between interacting particles to maintain the covariance of the theory.

The energy density for nuclear matter in the relativistic mean-field theory with $\sigma$- and $\omega$- meson-baryon interactions with momentum-dependent potentials is given by

$$e = \int d^3p p_0 f(p) + U(\sigma) + \frac{1}{2} \int d^3p \left( m^* V_s^{\text{MD}} - p^\mu V_\mu^{\text{MD}} \right) f(p).$$

Here the vacuum mass $m$ and canonical momentum $p_\mu$ are modified by the scalar potential $S$ and the vector potential $V_\mu$, which define the effective mass $m^*$ and kinetic momentum $p^*$, respectively:

$$m^* = m - S = m - g_s \sigma - V_s^{\text{MD}},$$

$$p_\mu^* = p_\mu - V_\mu = p_\mu - g_\omega \omega - V_\omega^{\text{MD}}.$$

The mass-shell constraint $p^2 - m^* = 0$ is consistent with the single-particle energy as

$$p_0 = \sqrt{m^2 + p^2} + g_\omega \omega_0 + V_0^{\text{MD}}.$$

For the scalar field, the following non-linear self-interaction is introduced:

$$U(\sigma) = \frac{m_s^2}{2} \sigma^2 + \frac{g_2}{3} \sigma^3 + \frac{g_3}{4} \sigma^4.$$

The $\sigma$ and $\omega$ field are obtained by solving the self-consistent equations

$$m_s^2 \sigma + g_2 \sigma^2 + g_3 \sigma^3 = g_s \rho_s, \quad m_\omega^2 \omega_0 = g_\omega \rho_\omega.$$

Here $\rho_s = \int d^3p m^* f(p)$ is the scalar density, and $\rho_\omega = \int d^3p f(p)$ is a zeroth component of the vector density.

In order to fix the parameters in the momentum-dependent potentials, we fit the real part of the experimentally determined nucleon-nucleus optical potential [64] together with the binding energy per nucleon $E/A = p_0(p_F) - m_N = 16$ MeV.
TABLE I. Parameters for the relativistic mean-field theory with non-linear scalar interaction and momentum-dependent potentials. A binding energy of $E/A = -16$ MeV at normal nuclear matter density of $\rho_0 = 0.168$ fm$^{-3}$, a $\sigma$ mass of $m_\sigma = 0.55$ GeV, and an $\omega$ mass of $m_\omega = 0.783$ GeV are used.

| Parameter       | NS1 | NS2 | NS3 | MD1 | MD2 | MD3 | MD4 |
|-----------------|-----|-----|-----|-----|-----|-----|-----|
| $K$ (MeV)       | 380 | 210 | 380 | 380 | 380 | 380 | 210 |
| $m^*/m$         | 0.83| 0.83| 0.7 | 0.65| 0.65| 0.65| 0.83|
| $U_{opt}(\infty)$ (MeV) | 95  | 98  | 200 | 95  | 30  | -0.4| 67  |
| $g_s$           | 6.448 | 7.902 | 8.864 | 9.030 | 9.233 | 5.439 | 4.059 |
| $g_v$           | 6.859 | 6.859 | 10.07 | 6.740 | 3.888 | 0.0  | 5.632 |
| $g_s$ (1/fm)    | -38.0 | 44.31 | 2.191 | 4.218 | 4.012 | -15.59 | -160.3 |
| $g_3$           | 339.6 | 21.99 | 27.07 | 6.667 | 5.520 | 391.9 | 2684 |
| $\Lambda$ (GeV) | -   | -   | -   | 3.186 | 2.502 | 7.711 | 5.544 |
| $\Lambda_\omega$ (GeV) | -   | -   | -   | 0.641 | 0.4897 | 1.702 | 0.704 |

We define the optical potential by subtracting kinetic energy from the single-particle energy of nucleon $[65–67]$

$$U_{opt}(p) = p_0(p) - \sqrt{m_N^2 + p^2}, \quad (10)$$

where $m_N$ is the free nucleon mass. This optical potential is similar to the Schrödinger-equivalent potential at low to moderate momenta, but it approaches a constant value at high-energy limit in contrast to the Schrödinger-equivalent potential that linearly depends on the kinetic energy for nonzero vector potential. Remaining parameters of the EoS are determined by the condition that ground state is a minimum in the EoS at the normal nuclear matter density $\rho = \rho_0 = 0.168$ 1/fm$^3$: $P = \rho_0^2 \partial(e/\rho_B)/\partial\rho_B|_{\rho_B=\rho_0} = 0$ for a given incompressibility $K = 9\rho_0^2 \partial^2(e/\rho_B)/\partial\rho_B^2|_{\rho_B=\rho_0}$ and effective nucleon mass $m^*(\rho_0)$ at the normal nuclear matter density. The parameter sets are given in Table I for different incompressibilities, effective masses, and optical potentials to investigate the influence of EoS on the collective flows.

In the upper panel of Fig. 1, we compare energy dependence of the optical potential defined by Eq. [10] at normal nuclear matter density with the parameters with and without momentum-dependence. The parameter set NS3 ($m^*/m = 0.7$) reproduces the experimentally determined optical potential $[64]$ up to $E_{lab} = 0.5$ GeV, while NS1 ($m^*/m = 0.83$) significantly underestimates the data. In contrast, the optical potential of NS3 has much higher values than the data at higher beam energies above $E_{lab} = 1$ GeV, as is well known that the Walecka type model has strong energy dependence. Analysis of the directed flow data by the transport models with $\sigma$-$\omega$ interactions found that the parameter set with $m^*/m \approx 0.7$ fits the flow data at lower beam energies $E_{lab} < 0.4A$ GeV, while the parameter set with $m^*/m \approx 0.83$ is favored by the data above $E_{lab} \approx 0.8A$ GeV $[45–46, 54–55]$. This fact indicates that the values of the optical potential may be close to those in the parameter set NS1 at $E_{lab} \approx 1$ GeV. Based on this observation, the parameter set MD1 is obtained by assuming values of optical potential similar to those in the NS1 parameter set at $E_{lab} > 1$ GeV as shown in dashed line in Fig. 1. Its asymptotic value is $U_{opt}(\infty) = 95$ MeV as indicated in Table I. The lower panel of Fig. 1 compares the energy per nucleon at zero temperature as a function of baryon density for different parameter sets. As is well known, stiffness of the EoS with respect to baryon density is mainly determined by the value of the effective mass; smaller effective mass yields stiffer EoS. Baryon-density dependence in the MD1 parameter set is similar to the one in the set NS3 which overestimates the flow data, while NS1, which reproduces the flow data, is softer than NS3 in terms of the baryon density as NS1 has larger effective mass. As a comparison, hard EoS ($K = 380$ MeV) from non-relativistic Skyrme potential

$$V_{sk} = \alpha\rho_B + \beta\rho_B^2, \quad (12)$$

where $\alpha$ and $\beta$ are determined so that $\rho_0$ and $\omega_M$ are satisfied.
is plotted. The transport models with this Skyrme hard EoS reproduce the elliptic flow data at $E_{lab} < 10 A$ GeV [68, 69].

![Graph](image)

FIG. 2. Same as Fig. 1 but for different parameter sets. The dashed, solid, dotted, and dot-dashed lines show the results for the parameter set MD1, MD2, MD3, and MD4, respectively. The soft EoS from Skyrme potential with $K = 210$ MeV is also shown by open circles.

There is no experimental information on the nucleon optical potential at higher energies above $E_{lab} = 1$ GeV. Therefore, we consider different values of optical potential at high energy limit as shown in the upper panel of Fig. 2 keeping the same baryon density dependence (MD1, MD2, and MD3) assuming the same effective mass $m^*/m = 0.65$ and incompressibility $K = 380$ MeV (see the lower panel of Fig. 2). We also prepare the soft EoS MD4 ($K = 210$ MeV and $m^*/m = 0.83$), but its optical potential is almost flat at $E_{lab} > 1$ GeV. The baryon density dependence of the MD4 parameter set is as soft as that of the non-relativistic Skyrme type potential with $K = 210$ MeV as shown in the lower panel of Fig. 2.

B. Relativistic quantum molecular dynamics

We implement the relativistic EoS constructed above into the microscopic $N$-body non-equilibrium transport approach RQMD [9] which is formulated based on the constraint Hamiltonian dynamics [70]. The manifestly covariant formulation for the $N$-body dynamics uses $8N$ four-vectors $\mathbf{q}_i^\mu$ and $\mathbf{p}_i^\mu$ ($i = 1, \cdots, N$) for the position and momentum coordinates of particles, respectively. Thus, $2N$ constraints are employed to reduce the number of dimensions from $8N$ to the physical $6N$,

$$\phi_i \approx 0, \ (i = 1, \cdots, 2N),$$

(13)

where the sign $\approx$ stands for Dirac’s weak equality: this equality has to be satisfied on the physical $6N$ phase space. $2N - 1$ constraints should be Poincaré invariant, while the $2N$th is not necessarily Poincaré invariant, since it determines the evolution parameter $\tau$. The Hamiltonian of the $N$-body system is constructed as the linear combination of $2N - 1$ constraints

$$H = \sum_{j=1}^{2N-1} u_j(\tau)\phi_j$$

(14)

with the Lagrange multipliers $u_j(\tau)$. The equations of motion are then given by

$$\frac{dq_i}{d\tau} = [H, q_i] \approx \sum_{j=1}^{2N-1} u_j \frac{\partial \phi_j}{\partial p_i},$$

$$\frac{dp_i}{d\tau} = [H, p_i] \approx -\sum_{j=1}^{2N-1} u_j \frac{\partial \phi_j}{\partial q_i},$$

(15)

where the Poisson brackets are defined as

$$[A, B] = \sum_k \left( \frac{\partial A}{\partial p_k} \frac{\partial B}{\partial q_k} - \frac{\partial A}{\partial q_k} \frac{\partial B}{\partial p_k} \right).$$

(16)

We require that the constraints are conserved in time:

$$\frac{d\phi_i}{d\tau} = \frac{\partial \phi_i}{\partial \tau} + \left[ H, \phi_i \right] \approx 0, \quad (i = 1, \cdots, 2N-1),$$

(17)

As $2N - 1$ constraints do not depend explicitly on $\tau$, the Lagrange multipliers $u_i$ are solved as

$$u_i \approx -\frac{\partial \phi_{2N}}{\partial \tau} C_{2N,i}, \ (i = 1, \cdots, 2N - 1),$$

(18)

where $C_{i,j}^{-1} = [\phi_i, \phi_j]$. In this way, the equations of motion Eq. (15) and the Lagrange multipliers Eq. (18) uniquely determine the trajectory of the coupled system of particles in $6N$ phase space.

For our relativistic scalar and vector interaction in the RQMD.RMF approach, we choose the $N$ on-mass shell conditions

$$\phi_i \equiv p_i^2 - m_i^2 = (p_i - V_i)^2 - (m_i - S_i)^2, \ (i = 1, \cdots, N)$$

(19)

for the $i$th particle, where $V_i^\mu$ and $S_i$ are the single-particle vector and scalar potential. The remaining $N$ constraints fix the time of $N$ particles. Here we use the same time fixation constraints proposed in Ref. [51] [71], which equate the all time coordinates of particles in the reference frame:

$$\phi_{i+N} \equiv \dot{\mathbf{a}} \cdot (q_i - q_N), \ (i = 1, \cdots, N - 1),$$

$$\phi_{2N} \equiv \dot{\mathbf{a}} \cdot q_N - \tau,$$

(20)
where $\tilde{a}$ is a unit-four vector $\tilde{a} = (1, 0)$ in the reference frame $[51]$. A convenient choice may be $\tilde{a} = P/\sqrt{P^2}$ with $P = \sum_i p_i$, which equates the time coordinates of all particles in the overall center-of-mass system $[71]$. We further make assumption that the arguments of the potentials are replaced by the free ones $[51]$. Then, the equations of motion for $i$th particle are obtained as

$$
\dot{x}_i = \frac{p^*_i}{p_i^0} + \sum_{j=1}^N \left( m^*_j \frac{\partial m^*_j}{\partial p^*_i} + v^*_j \cdot \frac{\partial V}{\partial p^*_i} \right),
$$

$$
\dot{p}_i = -\sum_{j=1}^N \left( m^*_j \frac{\partial m^*_j}{\partial r_i} + v^*_j \cdot \frac{\partial V}{\partial r_i} \right),
$$

where $v^*_j = p^*_j/p^0_j$.

Within the RQMD approach, the scalar density and baryon current are evaluated by employing the Gaussian wave packet:

$$
\rho_{s,i} = \sum_{j \neq i} \frac{m_j}{p^0_j} \rho_{ij}, \quad J^\mu_{s,i} = \sum_{j \neq i} B_j \frac{p^0_j}{p^0_j} \rho_{ij}.
$$

Here $B_j$ is a baryon number of the $j$th particle. Note that we use a free mass $m_j$ and canonical momentum $p^0_j$ to compute the scalar density and the baryon current, since we assumed that the arguments of potentials are replaced by the free ones in the derivation of the equations of motion. However, we found that even though the scalar density and the baryon current are defined by using effective mass $m^*_j$ and kinetic momentum $p^*_j$, numerical results turn out to be almost unchanged. The Gaussian $\rho_{ij}$ is given by

$$
\rho_{ij} = \frac{\gamma_{ij}}{(2\pi L)^{3/2}} \exp(q^2_{T,ij}/2L),
$$

where $q^2_{T,ij}$ is a distance squared measured in a certain frame, and $\gamma_{ij}$ is a Lorentz $\gamma$-factor which ensures the correct normalization of the Gaussian $[72]$ in Eq. (23). We note that this definition of $\rho_{ij}$ is different from the so-called interaction density by a factor of two which is defined by the overlap of density with other Gaussian wave-packets in the QMD approach with Skyrme force. Throughout this work, the Gaussian width is fixed at $L = 1.0$ fm$^2$.

There are several choices for the reference frame to define a Lorentz invariant distance squared $q^2_{T,ij}$:

1. overall center-of-mass frame,
2. center-of-mass frame between particle $i$ and $j$,
3. rest-frame of $j$th particle.

Two-body C.M. frame has been used in most of the RQMD approach, while overall center-of-mass frame is used in Ref. $[71]$, which is convenient when simulations are performed in the overall center-of-mass frame or box simulations, since the relative distance $q_{T,ij}$ becomes identical to the non-relativistic distance. This choice would be justified as far as the Gaussian width parameter $L$ is less than the order of the initial Lorentz contraction of the colliding two-nuclei.

The rest frame of particle is employed in the RLV model $[47]$ to define the distance:

$$
q_{T,ij} = q_{ij} - (q_{ij} \cdot u_j) u_j,
$$

where $q_{ij} = q_i - q_j$ and $u_j = p_j/m_j$. For this choice, the $\gamma$-factor in the Gaussian becomes $\gamma_{ij} = p^0_i/m_j$ which cancels the factor in the scalar density in Eq. (22), and the scalar density is explicitly Lorentz scalar:

$$
\rho_{s,i} = \sum_{j \neq i} \frac{1}{(2\pi L)^{3/2}} \exp \left(\frac{q^2_{ij} - (q_{ij} \cdot u_j)^2}{2L} \right).
$$

We have checked that all of three choices yield practically identical results.

In RQMD.RMF with momentum-dependent potential, the single particle scalar and vector potential for $i$th particle are defined as

$$
S_i = \frac{1}{2} g_s \sigma_i + V_{s,i}, \quad V_{i,\mu} = B_i g_{\omega i,\mu} + B_i V_{i,\mu}.
$$

Here the momentum-dependent potentials are given by

$$
V_{s,i} = \frac{1}{2} g_s^2 \sum_{i \neq j} \frac{m_j}{p^0_j} \frac{\rho_{ij}}{1 - p^2_{T,ij}/\Lambda_s^2},
$$

$$
V_{\mu,i} = \frac{1}{2} g_{\omega i}^2 \sum_{i \neq j} \frac{p_{\mu,j}}{p^0_j} \frac{B_j \rho_{ij}}{1 - p^2_{T,ij}/\Lambda_v^2},
$$

where $p_{T,ij}$ is a relative momentum between $i$th and $j$th particle in the two-body center-of-mass frame:

$$
P_{T,ij} = p_{ij} - \frac{(p_{ij} \cdot p_{ij})}{P_{ij}^2} P_{ij}
$$

where $p_{ij} = p_i - p_j$ and $P_{ij} = p_i + p_j$.

In the actual simulations, the non-linear $\sigma$-field as well as the $\omega$-field at $i$th particle’s position is evaluated by using a local density approximation $[14][43][44]$, which neglects the derivatives of the scalar and the vector meson field:

$$
m^2 \sigma_i + g_2 \sigma_i^2 + g_3 \sigma_i^3 = g_s \rho_{s,i}, \quad m^2 \omega_\mu = g_v J_\mu.
$$

This approximation is widely applied to the simulations of high energy nuclear collisions $[73][75]$. See Ref. $[76]$ for the study of the effects of the meson field radiation and retardation effects within the RBUU approach.

C. Collision term

Mean-field propagation by the Hamiltonian is combined with Boltzmann type collision term. Two-body collision terms are applied by Monte-Carlo method to simulate particle productions as well as decays by using the transport code JAM. Particle productions are modeled by the excitation of hadronic resonances and strings followed by their decays. A detailed discussion of the collision term treatment is found

$$
\text{(30)}
$$

\text{(31)}
in Ref. [56, 77]. In JAM, free cross sections are used in the two-body collisions. In order to take into account in-medium threshold effects in two-body collisions, we evaluate the cross section with

\[ \sqrt{s_{\text{free}}} = \sqrt{s^*} - (m_1^* - m_1) - (m_2^* - m_2), \]  

(31)

where \( m_i \) and \( m_i^* \) are the free and effective hadron mass, respectively, and \( s^* = (p_1^* + p_2^*)^2 \), as employed in the RBUU calculations [13].

Collision term changes the momentum of particles, thus breaks energy conservation if momentum-dependent potentials are included, although total momentum is strictly conserved at each collision. However, the violation of energy conservation is found to be about 3-5% level when momentum-dependent potentials are included. We have checked the effects of the energy conservation by recovering a total energy as follows by using the same method in Ref. [78]: First, go to the center-of-mass frame, then all momenta of the particles are scaled with the same factor \( a \) such that \( E_{\text{tot}} = \sum_i (\sqrt{m_i^{*2} + (ap_i^*)^2} + V_i^0) \), where \( E_{\text{tot}} \) is the total energy that we need to recover. We obtain the factor \( a \) by the iteration:

\[ a' = \frac{a E_{\text{tot}}}{\sum_i (\sqrt{m_i^{*2} + (ap_i^*)^2} + V_i^0)} \]  

(32)

until desired accuracy is achieved. It is expected that this procedure has little effect on the flows, since only the magnitude of momenta is iterated. Energy conservation is recovered at each two-body collision in the QMD model [52], which employs a different algorithm than the one used in JAM for the treatment of collision term and decay. In this case, however, we have to update collision list of all particles in JAM. In order to avoid this complication, we recover total energy at each Hamiltonian time step where collision list of all particles has to be updated. This should be a good approximation, if time step is small and the number of collisions or decay is not so large within each time step. We have checked that, when energy conservation is recovered until it reaches within 0.1% accuracy, we still get the same results. In order to save computational time, all results in this paper are obtained without this option.

### III. RESULTS

In this section, we present the results for sideward, directed, and elliptic flow in mid-central Au + Au and Pb + Pb collisions (4.6 \( \leq b \leq 9.4 \) fm) from the RQMD.RMF model using different equations of state described above.

#### A. directed flow

Let us first study the optical potential dependence of the sideward flow \( \langle p_x \rangle \) by comparing the parameter sets MD1, MD2, and MD3. All of them have the same incompressibility

\[ K = 380 \text{ MeV} \]  

and the effective mass \( m^*/m = 0.65 \), but different strengths of the optical potential above \( E_{\text{lab}} > 1 \) GeV. Fig. 3 shows the rapidity dependence of the sideward flow in mid-central Au + Au collisions at \( \sqrt{s_{NN}} = 2.7, 3.3, 3.8 \) and 4.3 GeV with different parameter set MD1, MD2, and MD3. The full squares represent the experimental data from the E895 Collaboration [79]. It is seen that all parameter sets yield similar results at \( \sqrt{s_{NN}} = 2.7 \) GeV, since EoS at 2.7 GeV is almost the same among MD1, MD2, and MD3, due to the constraints from experiments. As the beam energy increases, the difference among EoS becomes visible indicating the sensitivity of the sideward flow to the optical potential. We note that the results from the set MD4 is identical to the results from MD2 indicating that directed flow data is insensitive to the stiffness of the EoS.

To obtain free protons, we identify nuclear cluster based on the phase space distribution of nucleons at the end of the simulation by using a minimum distance chain procedure; two nucleons are considered to be bound in a same cluster if the relative distance and momentum between nucleons are less than 4 fm and 0.3 GeV/c, respectively. We have found that the effects of nuclear cluster as well as the weak decay of hyperons on the sideward flow shown in the Fig. 3 are very small. However, nuclear cluster effects are large close to the target and projectile rapidities.

We expect that optical potential dependence of the sideward flow may become significant at higher beam energies. In Fig. 4, sideward flow from various EoS are compared for mid-central Au + Au collision at \( \sqrt{s_{NN}} = 4.864 \) GeV. Strong sensitivity of the sideward flow to the optical potential is seen. The MD1 set overestimates the data which has a value of optical potential similar to that of the NS1 set that has almost flat optical potential as a function of kinetic energy. The MD2 set
reproduces the data which has approximately twice smaller optical potential of $U_{\text{opt}} \approx 30 \text{ MeV}$ than that of the set MD1 at $E_{\text{lab}} = 10 \text{ GeV}$. However, the set MD4 ($K = 210 \text{ MeV}, m^*/m = 0.83$) can also fit the data with the optical potential $U_{\text{opt}} \approx 70 - 90 \text{ MeV}$. Thus, this analysis shows that effective mass parameter and the optical potential correlate to each other; smaller effective mass needs smaller optical potential to reproduce the sideward flow data. Therefore, determination of the optical potential by experiments should give important constraint on the information about the properties of excited hadronic matter.

The phase transition to a quark-gluon plasma is connected to the softening of the EoS, and the signal may be observed in the directed flow; the slope of proton directed flow at mid-rapidity becomes negative [33]. The effects of the softening of the EoS can be efficiently simulated by selecting attractive orbit in every two-body scattering in a microscopic transport simulation [37, 38]. The result of MD2 + attractive orbit calculations is also plotted in Fig. 4. The rapidity dependence of the directed flow for this calculation is similar to the prediction by the hydrodynamic calculation in Ref. [33], and the slope at mid-rapidity becomes negative. However, experimental data do not indicate such softening of the EoS at $\sqrt{s_{NN}} = 4.86 \text{ GeV}$. See Ref. [81] for the directed flow at mid-rapidity from the E877 Collaboration, which shows positive slope for protons.

Fig. 5 shows the rapidity dependence of the directed flow $v_1 = (p_x/p_T)$ in mid-central Au + Au collisions at $\sqrt{s_{NN}} = 4.86 \text{ GeV}$ from RQMD.RMF simulations with different parameter sets, which are compared with the STAR preliminary data [82] and E895 data [79]. It is also seen that directed flow is sensitive to the EoS. The results of the MD2 and MD4 parameter set, which fit the E895 sideward flow data, are consistent with the STAR data. However, MD2 and MD4 overestimate the E895 directed flow data. We note that this discrepancy has been already discussed within three-fluid dynamics (3FD) simulations [35]. 3FD reproduces the sideward flow $\langle p_x \rangle$ at AGS energies, while the agreement of the calculated directed flow $v_1$ with the E895 data is worse than the calculated sideward flow. It seems that STAR FXT data may clarify the inconsistency of the old AGS data.

Let us look at the directed flow at higher beam energies. Fig. 6 compares the rapidity dependence of the proton directed flow from the RQMD.RMF calculations in mid-central Au + Au at $\sqrt{s_{NN}} = 7.7, 11.5 \text{ GeV}$ and Pb + Pb at $\sqrt{s_{NN}} = 17.3 \text{ GeV}$.
8.87, 17.3 GeV with STAR [40] and NA49 data [39]. The RQMD.RMF result with the EoS parameter set MD2 is in good agreement with the data at $\sqrt{s_{NN}} = 7.7$ GeV, while its slope at mid-rapidity is slightly higher than that of data at $\sqrt{s_{NN}} = 8.87$ GeV, which indicates the onset of the softening of the EoS. This is clearly seen at $\sqrt{s_{NN}} = 11.5$ and 17.3 GeV, where all calculations with the ‘normal’ EoS predict strong positive slope in contrast to the data which show negative slope. We note that the rapidity dependence of the directed flow from the MD4 parameter set is the same as that of the MD2 parameter set.

We also compare the results from the attractive orbit simulation with the MD2 EoS which mimics a softening of the EoS [37, 38]. As shown in Ref. [37], the pressure due to the attractive orbit is reduced as low as the one in a typical EoS with a first-order phase transition. It is seen that the attractive orbit simulations predict significant reduction of the directed flow slope, and their results are close to the data at $\sqrt{s_{NN}} = 11.5$ and 17.3 GeV. On the other hand, it is inconsistent with the data at $\sqrt{s_{NN}} = 7.7$ GeV. Note that the proton negative flow at higher energies $\sqrt{s_{NN}} > 30$ GeV, where secondary interactions start after two nuclei pass through each other, can be understood by the geometrical effects [86, 87]. It is very important to notice, however, that this geometrical interpolation is not applicable at $\sqrt{s_{NN}} < 30$ GeV, because secondary hadronic interactions alter the dynamics during the overlapping times of the colliding nuclei as hadronization time is less than the crossing time [88]. Thus, negative proton slope at $\sqrt{s_{NN}} < 20$ GeV cannot be explained by the geometrical effects. Therefore, our analysis support that the collapse of the directed flow around $\sqrt{s_{NN}} \approx 10$ GeV discovered by the experiments is an evidence of the softening of the EoS. We note that the directed flow data is in favour of the crossover EoS within the 3FD calculations [34, 35, 89].

### B. Elliptic flow

We now examine the beam energy dependence of the elliptic flow $v_2 = \langle \cos 2\phi \rangle$. Figure 7 displays the beam energy dependence of the elliptic flow at mid-rapidity in mid-central Au + Au collisions at $\sqrt{s_{NN}} < 5$ for protons, and at $\sqrt{s_{NN}} > 6$ GeV for charged hadrons. Experimental data for the elliptic flow is consistent with the strong repulsive interactions in RQMD.RMF with the MD1 and MD2 parameter set, which generate strong out-of-plane emission (squeeze-out), while the parameter set MD3 which has weak optical potential predicts less out-of-plane emission. The soft EoS MD4 generates weaker elliptic flow at lower beam energies. Thus, elliptic flow data exclude very weak optical potential and a soft EoS at low energies.

If there is a first-order phase transition, out-of-plane emission is suppressed, and enhancement of $v_2$ and $v_4$ is predicted within the cascade model with modified scattering style [90, 91]. To see such softening effects in our approach, we plot in Fig. 7 the results from MD2 parameter set with attractive orbit simulation. MD2 with attractive orbit simulations yield less out-of-plane emission at AGS energies, while they do not change the elliptic flow much at SPS energies. Experimental data for elliptic flow, however, do not support the softening of the EoS at AGS energies. There is no data between $5 < \sqrt{s_{NN}} < 7.7$ GeV. A new data at $\sqrt{s_{NN}} \approx 6$ GeV should provide further confirmation about the EoS.

Our hadronic approach predicts less elliptic flow at $\sqrt{s_{NN}} = 11.5$ GeV. The elliptic flow at higher energies increases due to strong in-plane emission, which is consistent with hydrodynamical calculations [17, 22], and microscopic transport models with partonic phase [92, 93].

### IV. SUMMARY

We have extended a relativistic quantum molecular dynamics model based on the relativistic mean-field theory by including momentum-dependent potentials. This approach has been implemented into the JAM transport code to study the heavy-ion collisions at high baryon density region. We found that the directed flow is very sensitive to the optical potential, and there is a correlation between the effective mass parameter at the normal nuclear matter density and the strength of the optical potential. Namely, smaller effective mass requires smaller optical potential to reproduce the directed flow data at $3 < \sqrt{s_{NN}} < 8$ GeV. Thus experimental information on the optical potential from $pA$ collisions at these energy ranges will allow us to constrain EoS. It is also shown that the beam energy dependence of the elliptic flow at mid-rapidity is well described by the same parameter set which reproduce the directed flow data. On the other hand, stiff EoS is required to describe the strong squeeze-out at lower beam energies of $\sqrt{s_{NN}} < 3$ GeV.

Our approach reproduces the directed and the elliptic flow
data at $2.3 < \sqrt{s_{NN}} < 8$ GeV simultaneously with the parameter set MD2. In contrast, this approach does not describe the collapse of the proton directed flow at $8 < \sqrt{s_{NN}} < 20$ GeV unless taking into account the effects of a softening of the EoS. We simulate effectively a softening of the EoS by imposing attractive orbit at each two-body collision. This method provides good description of the directed flow at $\sqrt{s_{NN}} > 8$ GeV. However, we still cannot explain the beam energy dependence of the directed flow in a single consistent framework. We note that most of the theoretical calculations predict the collapse of the directed flow below $\sqrt{s_{NN}} \approx 6$ GeV. Thus, it remains to be understood why softening is seen at $10 < \sqrt{s_{NN}} < 20$ GeV, if the collapse of the directed flow is certainly due to the softening of the EoS. Furthermore, it is still premature to make unambiguous conclusion that the collapse of the directed flow is a signature of a first-order phase transition. Theoretically, mean-field approach is a favored method to study EoS dependence in a dynamical simulation. As a future work, it would be interesting to simulate chiral phase transition within the RQMD approach based on chiral mean field model [95].
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**Appendix A: Equation of motion**

In RQMD, scalar density and vector potential are computed by using Gaussian $\rho_{ij}$:

$$\rho_{si} = \sum_{j \neq i} f_{ij} \rho_{ij}, \quad V^{\mu}_{i} = C_{v} B_{i} \sum_{j \neq i} B_{j} u^{\mu}_{ij} \rho_{ij}$$  \hspace{1cm} (A1)

where $f_{ij} = \frac{m_{ij}}{p_{ij}}$, $u^{\mu}_{ij} = \frac{p^{\mu}_{ij}}{p_{ij}}$, and $B_{j}$ is a baryon number of particle $j$. The Gaussian $\rho_{ij}$ is given by

$$\rho_{ij} = \frac{\gamma_{ij}}{(2\pi L)^{3/2}} \exp \left[ \frac{-q_{T,ij}^{2}}{2L} \right].$$  \hspace{1cm} (A2)

The equations of motion Eq. (21) can be computed as

$$\dot{p}_{i} = \frac{p^{\mu}_{i} + \sum_{j \neq i} \left[ D_{ij} \frac{\partial \rho_{ij}}{\partial p_{i}} + D_{ji} \frac{\partial \rho_{ji}}{\partial p_{i}} \right]}{\rho_{i}}$$  \hspace{1cm} (A3)

and

$$\dot{\rho}_{i} = -\sum_{j \neq i} \left[ D_{ij} \frac{\partial \rho_{ij}}{\partial r_{i}} + D_{ji} \frac{\partial \rho_{ji}}{\partial r_{i}} \right]$$  \hspace{1cm} (A4)

where

$$D_{ij} = D_{ij}^{s} + A_{ij}^{\mu} u_{ij}^{\mu},$$  \hspace{1cm} (A5)

$$D_{i} = m_{i}^{2} \frac{\partial S_{i}}{\partial \rho_{si}},$$  \hspace{1cm} (A6)

$$A_{ij}^{\mu} = C_{v} B_{i} B_{j} u_{i}^{\mu}.$$  \hspace{1cm} (A7)

When two-body or overall center-of-mass frame is used to define $q_{T,ij}$, the Gaussian $\rho_{ij}$ is symmetric: $\rho_{ij} = \rho_{ji}$. For the momentum-dependent potentials, we need derivatives of an additional terms:

$$\bar{\rho}_{ij} = D(p^{2}_{ij}) \rho_{ij}, \quad D(p^{2}_{ij}) = \frac{\bar{C}}{1 + p^{2}_{ij}/A^{2}}.$$  \hspace{1cm} (A8)

In the case of non-linear $\sigma$-field:

$$m_{g_{1}}^{2} \sigma_{1} + g_{2} \sigma_{1}^{2} + 3g_{3} \sigma_{1}^{3} = g_{s} \rho_{si}.$$  \hspace{1cm} (A9)

The derivatives $\partial S_{i}/\partial \rho_{si}$ can be obtained by

$$\frac{\partial S_{i}}{\partial \rho_{si}} = -g_{s} \frac{\partial \sigma_{i}}{\partial \rho_{si}} = m_{g_{1}}^{2} + 2g_{2} \sigma_{i}^{2} + 3g_{3} \sigma_{i}^{3}.$$  \hspace{1cm} (A10)
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