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S1. GEOMETRY OF THE BOLZA LATTICE

In this Section, we detail the geometry of the regular \{8, 8\} hyperbolic tessellation illustrated in Fig. 1(c) of the main text. This tessellation is composed of repeated regular hyperbolic octagons, eight of which meet at each vertex of the lattice. To fully describe the tessellation, it is sufficient to give the geometry of a reference unit cell \(D\), here chosen to be the octagon centered at the origin \(z = 0\) of the Poincaré disk, and the \(PSU(1, 1)\) matrix representation of the noncommutative Fuchsian group \(\Gamma\) that translates \(D\) to cover the entire Poincaré disk.

To describe \(D\), we give its boundary segments. These are (circular) geodesic arcs normal to the boundary at infinity \(|z| = 1\), and can be parametrized as follows:

\[
C_j = \left\{ z = e^{i(j-1)\pi/4} (c + re^{i\theta}), \frac{3\pi}{4} < \theta < \frac{5\pi}{4} \right\}, \quad j = 1, \ldots, 8, \tag{S1}
\]

where

\[
c = \sqrt{\frac{3 + 2\sqrt{2}}{2 + 2\sqrt{2}}}, \quad r = \frac{1}{\sqrt{2 + 2\sqrt{2}}}. \tag{S2}
\]

The vertices of \(D\) are given by

\[
p_j = 2^{-1/4} e^{i(2j-1)\pi/8}, \quad j = 1, \ldots, 8. \tag{S3}
\]

An explicit \(PSU(1, 1)\) matrix representation of the four generators \(\gamma_1, \gamma_2, \gamma_3, \gamma_4\) which generate \(\Gamma\) is given in Ref. [30]:

\[
\gamma_j = \begin{pmatrix}
1 + \sqrt{2} & (2 + \sqrt{2})\lambda e^{i(j-1)\pi/4} \\
(2 + \sqrt{2})\lambda e^{-i(j-1)\pi/4} & 1 + \sqrt{2}
\end{pmatrix}, \quad j = 1, \ldots, 4. \tag{S4}
\]
where \( \lambda = \sqrt{2} - 1 \). One can check by explicit computation that the action of those generators identifies the boundary segments pairwise and in an orientation-preserving manner, as depicted in Fig. 1(c) of the main text:

\[
\gamma_1(C_5) = C_1, \quad \gamma_2(C_6) = C_2, \quad \gamma_3(C_7) = C_3, \quad \gamma_4(C_8) = C_4.
\]  

The inverse Möbius transformations \( \gamma_j^{-1} \) correspond simply to the matrix inverse of Eq. (S4). The generators of \( \Gamma \) obey the relation

\[
\gamma_1 \gamma_2^{-1} \gamma_3 \gamma_4^{-1} \gamma_1^{-1} \gamma_2 \gamma_3^{-1} \gamma_4 = I,
\]

where \( I \) again denotes the identity. As shown in Sec. S2, Eq. (S6) is precisely the presentation of the fundamental group \( \pi_1(\Sigma_2) \) of a smooth, compact genus-2 surface, illustrated schematically in Fig. 1(d) of the main text, that is obtained by gluing together the opposite sides of the hyperbolic octagon \( D \). This establishes the group isomorphism \( \pi_1(\Sigma_2) \cong \Gamma \). We emphasize that while all genus-2 topological surfaces share this fundamental group, the symbol \( \Sigma_2 \) refers not to any genus-2 surface but specifically to the quotient \( \mathbb{H}/\Gamma \) for the \( \Gamma \) generated above. This quotient is precisely the side identification illustrated in Fig. 1(c) of the main text. To use our earlier language, \( \Sigma_2 \) is a particular Riemann surface structure defined upon a topological genus-2 surface. This Riemann surface is known traditionally as the Bolza surface [43]. Accordingly, we shall refer to the regular \( \{8,8\} \) tessellation as the Bolza lattice. The Bolza surface is but one Riemann surface in an entire moduli space of distinct Riemann surfaces of genus 2 [44]. In general, there are \( 3g - 3 \) complex degrees of freedom to vary the Riemann surface structure whenever \( g \geq 2 \)—this is the dimension of the moduli space—while the underlying topological class has no freedom. Of the points in the moduli space, the Bolza surface is the Riemann surface of genus 2 with the largest possible automorphism group, reflecting the high degree of symmetry in the original lattice and its edge identifications. (We use automorphisms of Riemann surfaces to generalize the notion of point-group symmetries to hyperbolic lattices in Sec. S4.)

### S2. FUNDAMENTAL GROUP OF THE BOLZA SURFACE

The Bolza surface \( \Sigma_2 \) is a Riemann surface of genus 2 [43] obtained by identifying the opposite sides of the hyperbolic octagon in Fig. 1(c) of the main text. Under this identification, the eight vertices \( p_1, \ldots, p_8 \) of the octagon are mapped to a single point \( p_0 \) which we can take as the base point for loops [14]. Under the identification, each of the eight geodesic boundary segments \( C_1, \ldots, C_8 \) starts and ends at \( p_0 \) and is thus a closed loop; thus the \( C_j, \ j = 1, \ldots, 8 \) are elements of the fundamental group \( \pi_1(\Sigma_2, p_0) \) based at \( p_0 \). Consider a closed path \( C \) that starts at \( p_1 \sim p_0 \) and goes around the boundary of the octagon counterclockwise. Denoting by \( C_1, \ldots, C_8 \) the oriented paths with orientations indicated by the arrows in Fig. 1(c) of the main text, and by \( C_1^{-1}, \ldots, C_8^{-1} \) the same paths traversed in reverse, \( C \) is given by

\[
C = C_1 C_2^{-1} C_3^{-1} C_4^{-1} C_5^{-1} C_6 C_7^{-1} C_8.
\]
Now, $C$ can be continuously deformed to a point inside the octagon, thus it is homotopic to the trivial path: $C = 1$. This remains true after identification. After identification, however, $C_j$ and $C_{j+4}$, $j = 1, \ldots, 4$ are identified in an orientation-preserving manner. Therefore, the unique relation satisfied by the distinct generators $C_1, C_2, C_3, C_4$ of $\pi(\Sigma_2, p_0)$ is:

$$C_1 C_2^{-1} C_3 C_4^{-1} C_1^{-1} C_2 C_3^{-1} C_4 = 1. \quad (S8)$$

Since fundamental groups with different base points are isomorphic, we can simply write:

$$\pi_1(\Sigma_2) = \{C_1, C_2, C_3, C_4 : C_1 C_2^{-1} C_3 C_4^{-1} C_1^{-1} C_2 C_3^{-1} C_4 = 1\}. \quad (S9)$$

Isomorphic groups may have different, but equivalent, presentations. For example, one can give a different presentation for $(S9)$ as follows [30]. Define new generators as $a_1 = C_3$, $b_1 = C_4^{-1}$, $a_2 = C_1 C_2^{-1}$, and $b_2 = C_3 C_4^{-1} C_1^{-1}$. Then using $(S8)$, one finds that the relation satisfied by these new generators is that quoted in the main text, i.e.,

$$\pi_1(\Sigma_g) \cong \{a_1, b_1, \ldots, a_g, b_g : a_1 b_1 a_1^{-1} b_1^{-1} \cdots a_g b_g a_g^{-1} b_g^{-1} = 1\}. \quad (S10)$$

Correspondingly, the original generators can be obtained from the new ones by $C_1 = b_2^{-1} a_1 b_1$, $C_2 = a_2^{-1} b_2^{-1} a_1 b_1$, $C_3 = a_1$, and $C_4 = b_1^{-1}$. Since products of homotopy classes correspond to composition of loops, different choices of generators correspond to different choices of closed loops on the Riemann surface. In the section “The Bolza lattice” in the main text, our choice of representation $\chi : \pi_1(\Sigma_2) \to U(1)$,

$$\chi(\gamma_j) = \chi(\gamma_j)^{-1} = e^{ik_j}, \quad j = 1, \ldots, 4, \quad (S11)$$

associates $k_1, k_2, k_3, k_4$ with the Aharonov-Bohm phase acquired upon traversing $C_1, C_2, C_3, C_4$, but the choice

$$\chi(a_i) = \chi(a_i)^{-1} = e^{ik_0(i)}, \quad \chi(b_i) = \chi(b_i)^{-1} = e^{ik_0(i)}, \quad i = 1, \ldots, g, \quad (S12)$$

with $a_1, b_1, a_2, b_2$ defined above, is equally valid. It can simply be thought of as the choice of a different basis for the hyperbolic reciprocal lattice, i.e., the $2g$-dimensional lattice $\Lambda$ such that the quotient $\mathbb{R}^{2g} \cong \mathbb{C}^g$ by it gives $\text{Jac}(\Sigma_g) \cong T^{2g}$. We also note that since the representation $\chi$ is abelian, it automatically satisfies the group relation in $\pi_1(\Sigma_2)$.

### S3. TWISTED AUTOMORPHIC BOUNDARY CONDITIONS IN THE FINITE ELEMENT METHOD

The FreeFEM++ package [32] allows for Dirichlet, Neumann, or strictly periodic/automorphic boundary conditions, but not directly for the twisted automorphic boundary conditions required for nonzero $k$, i.e.,

$$\psi(C_j) = e^{ik_j} \psi(C_{j+4}), \quad j = 1, \ldots, 4. \quad (S13)$$
To remedy this problem, we follow the approach of Refs. [45–47], in which the stiffness and overlap matrices of the weak (variational) formulation of the hyperbolic Schrödinger equation [Eq. (3) in the main text] are first computed using FreeFEM++ with unconstrained boundary conditions, and the number of physical degrees of freedom is subsequently reduced using simple matrix operations before proceeding to numerical diagonalization. The generalized Bloch phases are easily introduced at this second stage, as we now explain.

Consider two functions \( \phi, \psi \) obeying the twisted automorphic condition [Eq. (2) in the main text]. The weak form of the Schrödinger equation is obtained by multiplying this equation by \( \phi^* \) and integrating over the domain \( \mathcal{D} \),

\[
\int_{\mathcal{D}} d^2 r \sqrt{g} (-\phi^* \Delta \psi + \phi^* V \psi) = E \int_{\mathcal{D}} d^2 r \sqrt{g} \phi^* \psi, \tag{S14}
\]

where \( \sqrt{g} = 4/(1 - |z|^2)^2 \) is the square root of the determinant of the Poincaré metric tensor \( g_{\mu \nu} = 4 \delta_{\mu \nu} / (1 - |z|^2)^2 \), and \( d^2 r = dx \, dy \) is the usual Euclidean integration measure. Using Green’s theorem and the automorphic Bloch condition, one can show that Eq. (S14) becomes [21]

\[
\int_{\mathcal{D}} d^2 r \sqrt{g} (g^{\mu \nu} \partial_\mu \phi^* \partial_\nu \psi + \phi^* V \psi) = E \int_{\mathcal{D}} d^2 r \sqrt{g} \phi^* \psi. \tag{S15}
\]

Using the inverse metric tensor \( g^{\mu \nu} = \frac{1}{4} \delta^{\mu \nu} (1 - |z|^2)^2 \), we obtain

\[
\int_{\mathcal{D}} d^2 r \left( \partial_x \phi^* \partial_x \psi + \partial_y \phi^* \partial_y \psi + \frac{4 \phi^* V \psi}{(1 - |z|^2)^2} \right) = E \int_{\mathcal{D}} d^2 r \frac{4 \phi^* \psi}{(1 - |z|^2)^2}. \tag{S16}
\]

In the finite element method, one triangulates the region \( \mathcal{D} \) (e.g., Fig. S1) and expands the solution \( \psi \) on a basis of functions \( u_i, i = 1, \ldots, M \) with compact support on each finite element (i.e., triangle) in the triangulation. While \( M \) is formally infinite, in practice, we truncate \( \{u_i\} \) to the set of linear Lagrangian shape functions (P1 elements in the notation of Ref. [32]). \( M \) then equals the finite number of vertices in the triangulation, and the piecewise-linear basis function \( u_i \) equals one on vertex \( i \) and vanishes on all other vertices. While simple, the choice of P1 elements allows us to achieve satisfactory accuracy with a sufficiently fine triangulation. Expanding \( \psi = \sum_{j=1}^M \psi_j u_j \) and taking \( \phi = u_i \), Eq. (S16) becomes

\[
\sum_{j=1}^M A_{ij} \psi_j = E \sum_{j=1}^M B_{ij} \psi_j, \quad i = 1, \ldots, M, \tag{S17}
\]

where the \( M \times M \) Hermitian matrices \( A \) (stiffness matrix) and \( B \) (overlap matrix) are

\[
A_{ij} = \int_{\mathcal{D}} d^2 r \left( \partial_x u_i^* \partial_x u_j + \partial_y u_i^* \partial_y u_j + \frac{4 u_i^* V u_j}{(1 - |z|^2)^2} \right), \quad B_{ij} = \int_{\mathcal{D}} d^2 r \frac{4 u_i^* u_j}{(1 - |z|^2)^2}. \tag{S18}
\]

The solution of the Schrödinger equation in continuous space is thus approximated by the solution of a finite-dimensional generalized eigenvalue problem, Eq. (S17).
We now explain how to impose the boundary conditions (S13). Since $i, j$ are vertex indices, the solution vector $\psi = (\psi_1, \ldots, \psi_M)$ can be written in block form as

$$\psi = (\psi_{p_1}, \ldots, \psi_{p_8}; \psi_{C_1}, \ldots, \psi_{C_8}; \psi_{\text{bulk}}),$$

(S19)

in the notation of Fig. 1(c), where $p_1, \ldots, p_8$ denote vertices at the eight corners of the hyperbolic octagon; $\psi_{C_j}, j = 1, \ldots, 8$, is a vector containing the solution on the set of vertices belonging to the boundary segment $C_j$ of the octagon, excluding corners; and $\psi_{\text{bulk}}$ is a vector containing the solution on the interior vertices. The boundary conditions, which identify boundary segments (including corners) pairwise, imply that only $N < M$ degrees of freedom are in fact independent. There thus exists an $M \times N$ matrix $U$ such that $\psi = U \tilde{\psi}$, where $\tilde{\psi}$ is an $N$-dimensional vector containing only the independent degrees of freedom. Substituting this equation inside the $M$-dimensional generalized eigenvalue problem $A \psi = E B \psi$ in (S17), and left-multiplying by $U^\dagger$, we obtain the reduced, $N$-dimensional generalized eigenvalue problem:

$$\tilde{A} \tilde{\psi} = E \tilde{B} \tilde{\psi},$$

(S20)

where

$$\tilde{A} = U^\dagger A U, \quad \tilde{B} = U^\dagger B U,$$

(S21)

are again Hermitian.

The $M \times N$ matrix $U$ is constructed as follows. First, the bulk vertices are unaffected by the boundary conditions, thus $\psi_{\text{bulk}}$ appears in full in $\tilde{\psi}$. Next, out of the eight boundary vectors $\psi_{C_1}, \ldots, \psi_{C_8}$, only four are linearly independent due to the boundary conditions. Using Eq. (S13),
we can thus express all eight boundary vectors in terms of $\psi_{C5}, \ldots, \psi_{C8}$:

$$
\begin{pmatrix}
\psi_{C_1} \\
\psi_{C_2} \\
\psi_{C_3} \\
\psi_{C_4} \\
\psi_{C_5} \\
\psi_{C_6} \\
\psi_{C_7} \\
\psi_{C_8}
\end{pmatrix}
= 
\begin{pmatrix}
e^{ik_1} & e^{ik_2} & e^{ik_3} & e^{ik_4} \\
1 & 1 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
\psi_{C_5} \\
\psi_{C_6} \\
\psi_{C_7} \\
\psi_{C_8}
\end{pmatrix},
$$

(S22)

making also sure that the components of the respective vectors are ordered so as to preserve orientation under pairwise identification [see Fig. 1(c) in the main text]. Finally, all eight corner vertices $p_1, \ldots, p_8$ collapse under this identification to a single point, which can be chosen as $p_5$. Using the action of the Fuchsian group generators depicted in Fig. 1(c) of the main text, we can express the remaining vertices as:

$$
p_1 = \gamma_1 \gamma_4 \gamma_3^{-1} \gamma_2(p_5), \quad p_2 = \gamma_2(p_5), \quad p_3 = \gamma_4 \gamma_1(p_5), \quad p_4 = \gamma_4 \gamma_3^{-1} \gamma_2(p_5),
$$

$$
p_6 = \gamma_3^{-1} \gamma_4 \gamma_1(p_5), \quad p_7 = \gamma_3^{-1} \gamma_2(p_5), \quad p_8 = \gamma_1(p_5).
$$

(S23)

Note that this choice of representation is not unique, but different representations can be shown to be equivalent using the relation (S6). Using the generalized Bloch factor (S11), we can thus write

$$
\begin{pmatrix}
\psi_{p_1} \\
\psi_{p_2} \\
\psi_{p_3} \\
\psi_{p_4} \\
\psi_{p_5} \\
\psi_{p_6} \\
\psi_{p_7} \\
\psi_{p_8}
\end{pmatrix}
= 
\begin{pmatrix}
e^{i(k_1+k_2-k_3+k_4)} & e^{i(k_1+k_4)} & e^{i(k_2-k_3+k_4)} & 1 \\
e^{i(k_1+k_4)} & e^{i(k_2-k_3+k_4)} & 1 & e^{i(k_2-k_3)} \\
e^{i(k_2-k_3+k_4)} & 1 & e^{i(k_2-k_3)} & e^{i k_1}
\end{pmatrix}
\begin{pmatrix}
\psi_{p_5}
\end{pmatrix}.
$$

(S24)

Defining the reduced vector $\tilde{\psi}$ as

$$
\tilde{\psi} = (\psi_{p_5}; \psi_{C_5}, \ldots, \psi_{C_8}; \psi_{\text{bulk}}),
$$

(S25)

and using Eqs. (S22) and (S24), as well as an identity matrix for $\psi_{\text{bulk}}$, the matrix $U$ can be easily constructed. Solving the generalized eigenvalue problem (S20) numerically for each $\mathbf{k}$ in the hyperbolic Brillouin zone, using standard linear algebra techniques, we obtain the hyperbolic bandstructure $\{E_n(\mathbf{k})\}$ and hyperbolic Bloch wavefunctions $\psi_{n\mathbf{k}}(x, y)$. 
S4. POINT-GROUP SYMMETRIES OF THE BOLZA LATTICE

In ordinary crystallography, the group of all discrete symmetries of a Euclidean (periodic) lattice constitutes the space group \( G \). The translation group \( T \) is a normal subgroup of \( G \), that is, if \( h \in G \), then \( hT h^{-1} = T \). The point group \( P \) is the factor group \( P \cong G/T \), i.e., space group operations with translations factored out [48]. Similarly, the group \( G = \text{Aut}(X) \) of automorphisms of a compact Riemann surface \( X \cong \mathbb{H}/\Gamma \) with \( \Gamma \) a co-compact, strictly hyperbolic Fuchsian group is isomorphic to the factor group [18]

\[
G \cong N(\Gamma)/\Gamma, \tag{S26}
\]

where \( N(\Gamma) \) is the normalizer of \( \Gamma \) in \( \text{PSL}(2, \mathbb{R}) \):

\[
N(\Gamma) = \{ h \in \text{PSL}(2, \mathbb{R}) : h\Gamma h^{-1} = \Gamma \}. \tag{S27}
\]

By analogy with Euclidean crystallography, it is natural to interpret \( N(\Gamma) \) as a hyperbolic space group, its normal subgroup \( \Gamma \) as a (nonabelian) translation group, and the factor group (S26) as a point group. Note that in Riemann surface theory [18], one is typically interested in orientation-preserving automorphisms, thus \( N(\Gamma) \) is defined as the normalizer of \( \Gamma \) in \( \text{M"ob}^{+} \cong \text{PSL}(2, \mathbb{R}) \), the group of orientation-preserving Möbius transformations. Here we consider all automorphisms [33], both \( \text{M"ob}^{+} \) and orientation-reversing ones (\( \text{M"ob}^{-} \)), and \( N(\Gamma) \) is more properly defined as the normalizer of \( \Gamma \) in the general Möbius group \( \text{M"ob} \).

In this Section, we describe the group \( G \cong \text{Aut}(\Sigma_2) \) of automorphisms of the Bolza surface (Sec. S41), interpreting it as a point group, and construct its linear action

\[
k \rightarrow k^h = M(h)k, \quad h \in G, \tag{S28}
\]
on the Jacobian, i.e., hyperbolic \( k \)-space (Sec. S42).

1. Automorphisms of the Bolza surface

The automorphism group \( G \) of the Bolza surface is a finite nonabelian group with 96 elements, of the form [33]

\[
R^i S^j T^k U^l, \quad i = 0, \ldots, 7, \quad j, k = 0, 1, \quad l = 0, 1, 2, \tag{S29}
\]

where \( R, S, T, U \) are four generators. \( R \) and \( U \) are orientation-preserving hyperbolic isometries, i.e., Möbius transformations of the form

\[
z \rightarrow \gamma(z) = \frac{\alpha z + \beta}{\beta^* z + \alpha^*}. \tag{S30}
\]
Working in the Poincaré disk, the group Möb$^+$ of orientation-preserving Möbius transformations is isomorphic to $PSU(1,1)$. $S$ and $T$ are reflections, and thus orientation-reversing isometries, which are again $PSU(1,1)$ transformations, but of the form [16]

$$z \mapsto \gamma(z) = \frac{\alpha z^* + \beta}{\beta^* z^* + \alpha^*},$$

(S31)

which is sometimes called an anti-Möbius or Möb$^-$ transformation, and is the composition of an ordinary Möbius transformation with complex conjugation. Together, Möb$^+$ and Möb$^-$ transformations form the general Möbius group, Möb, which is the full group $Isom(\mathbb{H})$ of isometries of the hyperbolic plane. In the next subsections we figure out the explicit form of the generators $R, S, T, U$ of $G$ as $PSU(1,1)$ matrices. We first consider the Möb$^+$ generators $R$ and $U$, then the Möb$^-$ generators $S$ and $T$.

**Transformation $R$.** The transformation $R$ is a $C_8$ rotation $z \mapsto R(z) = e^{i2\pi/8} z$ about the center of the octagonal unit cell (Fig. S2), which corresponds to the $SU(1,1)$ matrix

$$R = \begin{pmatrix} e^{i\pi/8} & 0 \\ 0 & e^{-i\pi/8} \end{pmatrix},$$

(S32)

up to an overall sign.

**Transformation $U$.** This is a $C_3$ rotation around the center $z_0$ of a hyperbolic triangle, e.g., that formed by $0$, $\lambda$, and $\lambda e^{i\pi/4}$ in Fig. S2, where $\lambda = \sqrt{\sqrt{2} - 1}$ (see Sec. S1). The latter two vertices are found by considering that they are the midpoint of the boundary segments $C_1$ and $C_2$, respectively, which corresponds to the point $\theta = \pi$ in the parametrization (S1). The midpoints of $C_1$ and $C_2$ are thus $c - r$ and $e^{i\pi/4}(c - r)$, respectively, with $c$ and $r$ defined in Eq. (S2), and $c - r = \lambda$.  

![FIG. S2. Automorphisms of the Bolza surface (adapted from Ref. [33] with permission of the author).](image-url)
We first need to find the center $z_0$ of that triangle. By symmetry, we expect $z_0$ to lie on the straight geodesic (green line in Fig. S2) bisecting the triangle, i.e., $z_0 = ae^{i\pi/8}$ with $0 < a < \lambda$. We determine $z_0$ by requiring that it is the point of equal geodesic distance $d(z, z')$ from the three vertices of the triangle: $d(z_0, 0) = d(z_0, \lambda) = d(z_0, \lambda e^{i\pi/8})$. By symmetry, we see that the last equality is automatically satisfied, thus we only need to impose the first one to find $a$. The geodesic distance on the Poincaré disk is given by

$$\cosh d(z, z') = 1 + \frac{2|z - z'|^2}{(1 - |z|^2)(1 - |z'|^2)}, \quad (S33)$$

Imposing the condition $d(z_0, z_1) = d(z_0, z_2)$ is thus the same as imposing

$$\frac{|z_0 - z_1|^2}{1 - |z_1|^2} = \frac{|z_0 - z_2|^2}{1 - |z_2|^2}. \quad (S34)$$

Setting $z_1 = 0$ and $z_2 = \lambda$, and after a bit of algebra, we obtain

$$a^2 - 2^{1/4}(1 + \sqrt{2})a + 1 = 0. \quad (S35)$$

Keeping the only root satisfying $0 < a < \lambda \approx 0.64$, we obtain

$$z_0 = \left(1 + \frac{\sqrt{2} - \sqrt{3}}{2^{3/4}}\right) e^{i\pi/8}. \quad (S36)$$

Now, $U$ is a rotation by $2\pi/3$ around $z_0$. We do not directly know what this looks like, but we know that a rotation around $z = 0$ is $C_3 : z \mapsto e^{i2\pi/3}z$. To obtain $U$, we simply have to “translate” (boost) $z_0$ to the origin, perform $C_3$, and then boost back to $z_0$. In other words, $U = \gamma_\eta \circ C_3 \circ \gamma_\eta^{-1}$ where $\gamma_\eta$ is a boost from $z = 0$ to $z = z_0$, i.e., along the green geodesic joining $-e^{i\pi/8}$ to $e^{i\pi/8}$. To find $\gamma_\eta$, first consider a boost $\tilde{\gamma}_\eta$ along the $x$ axis. Such a boost by a quantity in $-\infty < \eta < \infty$ is given by

$$\tilde{\gamma}_\eta : z \mapsto \tilde{\gamma}_\eta(z) = \frac{(\cosh \eta)z + \sinh \eta}{(\sinh \eta)z + \cosh \eta}, \quad (S37)$$

corresponding to a $PSU(1, 1)$ transformation with $\alpha = \cosh \eta$, $\beta = \sinh \eta$. The fixed points of this transformation are the points at infinity $\pm 1$, and the origin is boosted to $\tilde{\gamma}_\eta(0) = \tanh \eta$. For $\eta > 0$ this is a boost towards the positive $x$ axis. To boost along the green line, one should rotate down to the $x$ axis, boost along the $x$ axis, then rotate back to the green line. In other words, $\gamma_\eta = R_{\pi/8} \circ \tilde{\gamma}_\eta \circ R_{\pi/8}^{-1}$, where $R_{\pi/8} : z \mapsto e^{i\pi/8}z$ is a counterclockwise ($C_{16}$) rotation by $\pi/8$. We thus obtain

$$\gamma_\eta(z) = (R_{\pi/8} \circ \tilde{\gamma}_\eta \circ R_{\pi/8}^{-1})(z) = e^{i\pi/8} \left( \frac{(\cosh \eta)e^{-i\pi/8}z + \sinh \eta}{(\sinh \eta)e^{-i\pi/8}z + \cosh \eta} \right) = (\cosh \eta)z + e^{i\pi/8} \frac{\sinh \eta}{(e^{-i\pi/8} \sinh \eta)z + \cosh \eta}, \quad (S38)$$
a Möb$^+$ transformation with $\alpha = \cosh \eta$, $\beta = e^{i\pi/8} \sinh \eta$. The points at infinity $\pm e^{i\pi/8}$ are fixed points of this transformation.

We now need to find the value of $\eta$ such that $\gamma_\eta(0) = z_0$. This implies

$$\tanh \eta = \frac{1 + \sqrt{2} - \sqrt{3}}{2^{3/4}}. \quad (S39)$$

Writing $\sinh \eta = (1 + \sqrt{2} - \sqrt{3})b$ and $\cosh \eta = 2^{3/4}b$, and finding $b$ using $\cosh^2 \eta - \sinh^2 \eta = 1$, we find that $\gamma_\eta$ is a Möb$^+$ transformation with

$$\alpha = \sqrt[6]{\sqrt{3} + \sqrt{6} + 3}, \quad \beta = e^{i\pi/8} \sqrt{\alpha^2 - 1}. \quad (S40)$$

Finally, to obtain $U$ we conjugate $C_3$ by $\gamma_\eta$. In $SU(1,1)$ this is simply a product of matrices, and we find that $U$ is a Möb$^+$ transformation with

$$\alpha = e^{i3\pi/8} \sqrt{1 + \frac{1}{\sqrt{2}}}, \quad \beta = 2^{-1/4} e^{-i3\pi/8}. \quad (S41)$$

**Transformation $S$.** The transformation $S$ is defined in Ref. [33] as a reflection across the green line in Fig. S2. Define $S'$ to be the reflection across the real axis, which sends $(x, y) \mapsto (x, -y)$ and is thus simply complex conjugation: $S' : z \mapsto z^*$, the simplest Möb$^-$ transformation. A reflection $S$ across the green line can be obtained by first rotating by $\pi/8$ clockwise to the real axis, performing $S'$, and then rotating back to the green line. We thus have:

$$S(z) = (R_{\pi/8} \circ S' \circ R_{-\pi/8}^{-1})(z) = e^{i\pi/8} (e^{-i\pi/8} z)^* = e^{i2\pi/8} z^*, \quad (S42)$$

a transformation of the form (S31) with $\alpha = e^{i\pi/8}, \beta = 0$.

**Transformation $T$.** According to Ref. [33], $T$ is a Möb$^-$ transformation which interchanges the origin $z = 0$ with a corner of the hyperbolic octagon, e.g., $p_1 = 2^{-1/4} e^{i\pi/8}$. Since it is a simple interchange, one should have $T^2 = e$ where $e$ denotes the identity element in Möb$^+$. (Note that the composition of two Möb$^-$ transformations is in Möb$^+$, and the composition of a Möb$^+$ transformation and a Möb$^-$ transformation is a Möb$^-$ transformation.) Thus we have

$$T(z) = \frac{\alpha z^* + \beta}{\beta^* z^* + \alpha^*}, \quad (S43)$$

and wish to determine $\alpha$ and $\beta$. Imposing $T(0) = p_1$ implies $\beta = 2^{-1/4} e^{i\pi/8} \alpha^*$. Next, since $T^2 = e$ one has $T^2(0) = T(T(0)) = T(p_1) = 0$, which implies $\alpha e^{-i\pi/8} + \alpha^* e^{i\pi/8} = 0$. Since $\alpha \neq 0$, writing in polar form $\alpha = se^{i\theta}$, we find $\theta = 5\pi/8$. Finally, requiring that $|\alpha|^2 - |\beta|^2 = 1$, we find $s = 2^{1/4} \lambda^{-1} = \sqrt{2} + \sqrt{2}$. Thus we find that $T$ is a transformation of the form (S31) with

$$\alpha = e^{i3\pi/8} \sqrt{2 + \sqrt{2}}, \quad \beta = e^{-i\pi/2} \sqrt{1 + \sqrt{2}}. \quad (S44)$$
Noting by explicit calculation that the composition $\gamma_1 \circ \gamma_2$ of two Möb transformations $\gamma_1, \gamma_2$ with $SU(1, 1)$ parameters $\alpha_1, \beta_1$ and $\alpha_2, \beta_2$ is a Möb+ transformation with $SU(1, 1)$ parameters $\alpha_{12}, \beta_{12}$ given by

$$\alpha_{12} = \alpha_1 \alpha^*_2 + \beta_1 \beta_2, \quad \beta_{12} = \alpha_1 \beta^*_2 + \beta_1 \alpha_2,$$

we find that the $SU(1, 1)$ parameters of $T^2$ are $\alpha_{T^2} = |\alpha|^2 + \beta^2 = 1$ and $\beta_{T^2} = \alpha(\beta + \beta^*) = 0$, and thus $T^2 = e$.

**Generator relations.** According to Ref. [33], the automorphism group of the Bolza surface admits a presentation with generators $R, S, T, U$ and relations

$$R^8 = S^2 = T^2 = U^3 = (RS)^2 = (ST)^2 = RTR^3T = e,$$

$$UR = R^7U^2,$$

$$U^2R = STU,$$

$$US = SU^2,$$

$$UT = RSU.$$  

Using the explicit form of the generators just derived, we verify that all relations hold as identities in Möb, except $RTR^3T = e$. We find

$$RTR^3T = \gamma_3 \gamma_4^{-1} \gamma_1^{-1} \in \Gamma,$$

where $\gamma_1, \gamma_2, \gamma_3, \gamma_4$ are the Fuchsian group generators (S4), thus $RTR^3T$ indeed reduces to the identity in $G = \text{Aut}(\Sigma_2) \cong N(\Gamma)/\Gamma$. Similarly, Ref. [33] states that $Z(G)$, the center of $G$ (i.e., the set of elements that commute with every element of $G$), is isomorphic to $\mathbb{Z}_2$ and generated by $R^4 : z \mapsto -z$. To verify this, it is sufficient to verify that $R^4$ commutes with $S, T, U$. Commutation with $S$ holds as an identity in Möb, while for the remaining two generators we find

$$\gamma_1 R^4 U = UR^4, \quad \gamma_1 \gamma_4 \gamma_3^{-1} \gamma_2 R^4 T = TR^4,$$

which indeed reduce to $R^4 U = UR^4$ and $R^4 T = TR^4$ in the quotient $G \cong N(\Gamma)/\Gamma$.

### 2. Point-group action on hyperbolic $k$-space

In the previous section, we explicitly constructed the action of the point group $G$ in real space. In this section, we determine how $G$ acts in four-dimensional $k$-space, via its action on the automorphic Bloch eigenstates.

Given a general (orientation-preserving or -reversing) transformation $\gamma \in \text{Möb}$, define a linear operator $S_\gamma$ which performs the corresponding transformation on a wavefunction $\psi(x, y) = \psi(z)$:

$$S_\gamma \psi(z) \equiv \psi(\gamma(z)).$$
For the derivation that follows, it will be useful to treat \( z \) and \( z^* \) as independent “real” variables, and the transformation (S53) will be written as \( \mathcal{S}_\gamma \psi(z, z^*) = \psi(\gamma(z), \gamma(z^*)) \).

**Point-group symmetries of the Hamiltonian.** We assume the potential \( V \) is not only automorphic with respect to the Fuchsian group \( \Gamma \) of hyperbolic lattice translations, but also invariant under point-group transformations,

\[
\mathcal{S}_h V(z, z^*) \mathcal{S}_h^{-1} = V(h(z), h(z^*)) = V(z, z^*), \quad \forall h \in G \subset \text{M"ob}.
\] (S54)

In other words, \([\mathcal{S}_h, V] = 0\) for all \( h \in G \). We also want to show the kinetic term \( H_0 = -\Delta \) commutes with \( \mathcal{S}_h \), where

\[
\Delta = (1 - zz^*)^2 \frac{\partial^2}{\partial z \partial z^*},
\] (S55)

is the hyperbolic Laplacian [Eq. (1) in the main text], where we have used \( \partial_z = \partial_z + \partial_{z^*} \) and \( \partial_y = i(\partial_z - \partial_{z^*}) \). We can in fact show that \( \Delta \) is invariant under the action of any \( \gamma \in \text{M"ob} \). First, \( \Delta \) is obviously invariant under complex conjugation \( z \mapsto z^* \). Since any \( \text{M"ob}^- \) transformation can be written as the composition of a \( \text{M"ob}^+ \) transformation with complex conjugation, it is sufficient to show that \( \Delta \) is invariant under \( \text{M"ob}^+ \) transformations. Consider an arbitrary \( \text{M"ob}^+ \) transformation,

\[
z \mapsto w \equiv \gamma(z) = \frac{\alpha z + \beta}{\beta z + \alpha}, \quad z^* \mapsto w^* \equiv \gamma(z)^* = \frac{\alpha z^* + \beta^*}{\beta z^* + \alpha^*}.
\] (S56)

We have

\[
(\Delta \mathcal{S}_\gamma) \psi(z, z^*) = (1 - zz^*)^2 \frac{\partial^2}{\partial z \partial z^*} \psi(w, w^*)
\]

\[
= (1 - zz^*)^2 \left( \frac{\partial w}{\partial z} \frac{\partial w^*}{\partial z^*} \frac{\partial^2}{\partial w \partial w^*} \psi(w, w^*) \right)
\]

\[
= (1 - zz^*)^2 \left( \frac{\partial w}{\partial z} \right)^2 \frac{\partial^2}{\partial w \partial w^*} \psi(w, w^*).
\] (S57)

On the other hand, we have

\[
(\mathcal{S}_\gamma \Delta) \psi(z, z^*) = \mathcal{S}_\gamma \left( (1 - zz^*)^2 \frac{\partial^2}{\partial z \partial z^*} \psi(z, z^*) \right) = (1 - w w^*)^2 \frac{\partial^2}{\partial w \partial w^*} \psi(w, w^*).\] (S58)

Using (S56), we have

\[
1 - w w^* = \frac{1 - zz^*}{|\beta^* z + \alpha^*|^2}.
\] (S59)

On the other hand, we have

\[
\frac{\partial w}{\partial z} = \frac{1}{(\beta^* z + \alpha^*)^2},
\] (S60)
thus \([S_\gamma, \Delta] = 0\) for any \(\gamma \in \text{M"ob}\), and in particular for \(\gamma \in G\). As a result, \([S_h, H] = 0\) for any \(h \in G\), with \(H = -\Delta + V\) the full Hamiltonian.

\textit{Point-group symmetries of hyperbolic Bloch eigenstates.} We now go back to treating \(z = x + iy \in \mathbb{C}\) as a complex coordinate in the Poincaré disk. Consider an eigenstate \(\psi_k(z)\) of \(H\) with energy \(E(k)\), that obeys the four automorphic Bloch conditions (S13):

\[
\psi_k(\gamma_j(z)) = e^{ik_j} \psi_k(z), \quad j = 1, \ldots, 4.
\]

(S61)

with \(\gamma_1, \ldots, \gamma_4\) in Eq. (S4). Since \(S_h\) with \(h \in G\) commutes with \(H\), the state

\[
\psi_h^k(z) \equiv S_h \psi_k(z) = \psi_k(h(z)),
\]

(S62)

for a given \(h \in G\) is also an eigenstate of \(H\) with the same eigenenergy \(E(k)\). However, it does not in general obey the same Bloch conditions as \(\psi_k(z)\). Indeed, first write Eq. (S61) as

\[
S_{\gamma_j} \psi_k(z) = e^{ik_j} \psi_k(z), \quad j = 1, \ldots, 4.
\]

(S63)

Acting with \(S_h\) on both sides and inserting the identity in the form \(S_h^{-1} S_h = I\), where the defining action of the inverse operator is

\[
S_{\gamma_j}^{-1} \psi(z) = \psi(\gamma_j^{-1}(z)), \quad \gamma \in \text{M"ob},
\]

(S64)

and \(I\) is the identity operator, we have

\[
S_h S_{\gamma_j} S_h^{-1} \psi_h^k(z) = e^{ik_j} \psi_h^k(z), \quad j = 1, \ldots, 4.
\]

(S65)

In other words, \(\psi_h^k\) obeys the modified Bloch conditions

\[
\psi_h^k((h \gamma_j h^{-1})(z)) = e^{ik_j} \psi_h^k(z), \quad j = 1, \ldots, 4.
\]

(S66)

The modified boundary conditions (S66) involve the conjugation of the Fuchsian group generator \(\gamma_j \in \Gamma\) by point-group elements \(h \in G\). Given Eqs. (S26-S27), \(h \gamma_j h^{-1}\) is again necessarily in \(\Gamma\). (Although \(h\) can be either in \(\text{M"ob}^+\) or \(\text{M"ob}^-\), \(h \gamma_j h^{-1}\) is necessarily in \(\text{M"ob}^+\), since the inverse of an element of \(\text{M"ob}^-\) is also in \(\text{M"ob}^-\), and only an even number (which could be zero) of \(\text{M"ob}^-\) transformations appear in \(h \gamma_j h^{-1}\). Therefore the boundary conditions obeyed by \(\psi_h^k\) preserve orientation, as those for \(\psi_k\).) From the explicit forms of the four generators \(h = R,S,T,U\) of \(G\), determined earlier, and the four generators \(\gamma_j\) in Eq. (S4), we can compute \(h \gamma_j h^{-1}\). We display the result of these computations in Table S1, with \(h \in \{R,S,T,U\}\) as the row index and \(\gamma_j \in \{\gamma_1, \gamma_2, \gamma_3, \gamma_4\}\) as the column index. These expressions in terms of the \(\gamma_j\) are not unique, since one can use the relation (S6) to obtain different (but equivalent) expressions. Furthermore, since \(h \gamma_j^{-1} h^{-1} = (h \gamma_j h^{-1})^{-1}\), the conjugated inverse generators \(h \gamma_j^{-1} h^{-1}\) are easily determined from Table S1 as well.
We find that taking $h = R$, 

\[ \psi_k^{\gamma_1}(\gamma_j(z)) = e^{ik_1} \psi_k^{\gamma_j}(z), \quad j = 1, \ldots, 4. \]  

(S67)

To show this, we first observe that for a given point-group generator $h$, the relations in Table S1 can be inverted to express any original generator $\gamma_j$ in terms of the conjugated generators $\gamma_j^h \equiv h \gamma_j h^{-1}$. We find

\begin{align*}
\gamma_1 &= (\gamma_4^R)^{-1} = \gamma_2^S = (\gamma_4^T)^{-1} \gamma_3^T \gamma_2^T)^{-1} = (\gamma_2^U)^{-1}, \\
\gamma_2 &= \gamma_1^R = \gamma_1^S = \gamma_3^T (\gamma_4^T)^{-1} (\gamma_4^T)^{-1} = \gamma_1^U (\gamma_2^U)^{-1}, \\
\gamma_3 &= \gamma_2^R = (\gamma_4^S)^{-1} = \gamma_2^T (\gamma_4^T)^{-1} (\gamma_2^T)^{-1} = \gamma_1^U \gamma_4^U (\gamma_3^U)^{-1}, \\
\gamma_4 &= \gamma_3^R = (\gamma_4^S)^{-1} = \gamma_3^T (\gamma_3^T)^{-1} (\gamma_4^T)^{-1} = \gamma_2^U (\gamma_3^U)^{-1}.
\end{align*}

(S68-S71)

Writing Eq. (S66) as

\[ \psi_k^{\gamma_1}(\gamma_j(z)) = e^{ik_1} \psi_k^{\gamma_j}(z), \quad j = 1, \ldots, 4, \]  

(S72)

we have, taking $h = R$,

\begin{align*}
\psi_k^{\gamma_1}(\gamma_1(z)) &= \psi_k^{\gamma_1}((\gamma_4^R)^{-1}(z)) = e^{-ik_1} \psi_k^{\gamma_1}(z), \\
\psi_k^{\gamma_1}(\gamma_2(z)) &= \psi_k^{\gamma_1}(\gamma_2(z)) = e^{ik_1} \psi_k^{\gamma_1}(z), \\
\psi_k^{\gamma_1}(\gamma_3(z)) &= \psi_k^{\gamma_1}(\gamma_3(z)) = e^{ik_2} \psi_k^{\gamma_1}(z), \\
\psi_k^{\gamma_1}(\gamma_4(z)) &= \psi_k^{\gamma_1}(\gamma_4(z)) = e^{ik_3} \psi_k^{\gamma_1}(z),
\end{align*}

(S73-S76)

where in Eq. (S73) we have used the relation $\psi_k^{\gamma_1}((\gamma_4^R)^{-1}(z)) = e^{-ik_1} \psi_k^{\gamma_1}(z), j = 1, \ldots, 4$, easily shown by substituting $z \rightarrow (\gamma_4^R)^{-1}(z)$ in Eq. (S72). Thus Eqs. (S73-S76) can be written as Eq. (S67) with

\[ k^R = (k_1^R, k_2^R, k_3^R, k_4^R) = (-k_4, k_1, k_2, k_3). \]  

(S77)

Proceeding similarly for $h = S, T, U$, we find that the $\psi_k^{\gamma_j}$ obey Eq. (S67) with

\begin{align*}
k^S &= (k_1^S, k_2^S, k_3^S, k_4^S) = (k_2, k_1, -k_4, -k_3), \\
k^T &= (k_1^T, k_2^T, k_3^T, k_4^T) = (-k_2 + k_3 - k_4, -k_1 + k_3 - k_4, -k_1 + k_2 - k_4, -k_1 + k_2 - k_3), \\
k^U &= (k_1^U, k_2^U, k_3^U, k_4^U) = (-k_2, k_1, -k_2, k_1 - k_3 + k_4, k_2 - k_3).
\end{align*}

(S78-S80)
The linear relations (S77-S80) can be written in the matrix form of Eq. (S28),

\[ k_i^h = M_{ij}(h)k_j, \]  

(S81)

with the 4 \times 4 matrices:

\[
M(R) = \begin{pmatrix}
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\end{pmatrix},
\]

\[
M(S) = \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0 \\
\end{pmatrix},
\]

\[
M(T) = \begin{pmatrix}
0 & -1 & 1 & -1 \\
-1 & 0 & 1 & -1 \\
-1 & 1 & 0 & -1 \\
-1 & 1 & -1 & 0 \\
\end{pmatrix},
\]

\[
M(U) = \begin{pmatrix}
0 & -1 & 0 & 0 \\
1 & -1 & 0 & 0 \\
1 & 0 & -1 & 1 \\
0 & 1 & -1 & 0 \\
\end{pmatrix}.
\]

(S82)

Equation (S81) can be thought of as the genus-2 analog of the Euclidean relation \( k_i^h = h_{ij}k_j \), that follows from straightforward Fourier analysis, where \( h \in G \subset O(2) \) is an Euclidean point-group transformation \( r_i \rightarrow h_{ij}r_j \) in real space. In fact, we find that the matrices (S82) form a linear representation of the automorphism group \( G \) of the Bolza surface in four-dimensional hyperbolic \( k \)-space, in the sense that those matrices obey the group relations (S46-S50), with \( M(h_1h_2) = M(h_1)M(h_2) \) for \( h_1, h_2 \in G \), and \( M(e) \) is the 4 \times 4 identity matrix.

**S5. THE TIGHT-BINDING APPROXIMATION**

We now discuss how an analog of the tight-binding approximation [2] can be devised within our general hyperbolic band theory. Consider first the quantum mechanics of an isolated, deep potential well \( U(z) \) with compact support in \( \mathcal{D} \), e.g., the circular well considered in the main text with \( V_0 \) large. As with other potentials (e.g., Ref. [49]), we expect a number of bound states with discrete eigenenergies \( \epsilon_n \) and localized wavefunctions \( \phi_n(z) \), orthonormal with respect to the Poincaré metric, and satisfying an atomic-like Schrödinger equation:

\[
(-\Delta + U(z))\phi_n(z) = \epsilon_n\phi_n(z), \quad z \in \mathbb{H}.
\]

(S83)

If the \( \phi_n \) are sufficiently localized, they and their \( \Gamma \)-translates \( \phi_n(\gamma(z)) \), \( \gamma \in \Gamma \), should be good approximations to the true wavefunctions of the full hyperbolic lattice with automorphic potential \( V(z) = V(\gamma(z)) \) [Eq. (5) in the main text]. To construct an approximate eigenstate that obeys the automorphic Bloch condition \( \psi(\gamma(z)) = \chi(\gamma)\psi(z) \) with hyperbolic crystal momentum \( k \), we take an appropriate linear combination of those localized wavefunctions,

\[
\psi_k(z) \approx \sum_{\gamma \in \Gamma} \sum_n b_{nk}\chi_k^*(\gamma)\phi_n(\gamma(z)),
\]

(S84)
where \( n \) ranges over the discrete levels of the atomic problem (S83), \( b_{nk} \) is an expansion coefficient, and we explicitly indicated by a subscript the dependence of the Bloch phase factor (S11) on \( k \).

Substituting this approximate expansion into the full Schrödinger equation \((-\Delta + V)\psi_k = E(k)\psi_k\), multiplying from the left on both sides by \( \phi_m^*(z) \), and integrating over the entire Poincaré disk, we obtain a hyperbolic analog of the standard tight-binding equations [2]:

\[
\sum_n (\epsilon_m s_{mn}(k) - u_{mn} - t_{mn}(k)) b_{nk} \approx E(k) \sum_n s_{mn}(k) b_{nk},
\]

(S85)
a generalized matrix eigenvalue problem whose eigenvalues are approximate hyperbolic band energies \( \{E_n(k)\} \) and whose eigenvectors are the expansion coefficients \( b_{nk} \). We define the overlap matrix \( s_{mn}(k) \), the on-site potential matrix \( u_{mn} \), and the hopping matrix \( t_{mn}(k) \) as

\[
s_{mn}(k) = \delta_{mn} + \sum_{\gamma \neq e} \chi_k^*(\gamma) \int d^2z \sqrt{g} \phi_m^*(z) \phi_n(\gamma(z)),
\]

(S86)

\[
u_{mn} = -\int_H d^2z \sqrt{g} \phi_m^*(z) \Delta V(z) \phi_n(z),
\]

(S87)

\[
t_{mn}(k) = -\sum_{\gamma \neq e} \chi_k^*(\gamma) \int_H d^2z \sqrt{g} \phi_m^*(z) \Delta V(z) \phi_n(\gamma(z)),
\]

(S88)

and \( \Delta V = \sum_{\gamma \neq e} U(\gamma(z)) \) is the sum of \( \Gamma \)-translates of \( U(z) \), excluding the reference cell \( \mathcal{D} \).

**S6. HYPERBOLIC WANNIER FUNCTIONS AND THE BLOCH TRANSFORM**

Another key notion of conventional band theory, conceptually related to the tight-binding approximation, is that of Wannier functions [2]. In the Euclidean context, these are defined as the exact Fourier coefficients \( f_n(R, r) \) of a true Bloch eigenstate \( \psi_{nk}(r) \), expanded for each \( r \) as a Fourier series in \( k \), with \( R \in \mathbb{Z}^2 \) the sites of the real-space lattice:

\[
f_n(r - R) = \int_{\text{1BZ}} \frac{d^2k}{(2\pi)^2} e^{-ik \cdot R} \psi_{nk}(r),
\]

(S89)

where 1BZ denotes the Brillouin zone torus. Since \( \psi_{nk}(r) \) satisfies the Bloch condition, Wannier functions are invariant under simultaneous translations of \( r \) and \( R \) by a given lattice vector \( m \in \mathbb{Z}^2 \), and are thus necessarily of the form \( f_n(r - R) \). They can be interpreted as atomic-like wavefunctions associated with site \( R \), analogous to the atomic orbitals. Viewed as a function of \( r \in \mathbb{R}^2 \), a Euclidean Wannier function \( f_n(r - R) \) is localized around \( R \), and therefore lives in the space \( L^2(\mathbb{R}^2) \) of square-integrable functions over the Euclidean plane \( \mathbb{R}^2 \). Standard Fourier analysis allows us to invert Eq. (S89):

\[
\psi_{nk}(r) = \sum_R e^{ik \cdot R} f_n(r - R).
\]

(S90)
We will refer to Eq. (S90) as the (Euclidean) Bloch transform, and to Eq. (S89) as the inverse Bloch transform.

The tight-binding approximation (S84) was presented as a means to obtain a delocalized wavefunction \( \psi_k(z) \) obeying the automorphic Bloch condition on \( z \in \mathbb{H} \) from a given localized wavefunction \( \phi_n(z) \) and its \( \Gamma \)-translates \( \phi_n(\gamma(z)) \). However, we may ask whether such a representation can hold \textit{exactly}, i.e., whether one can devise a precise hyperbolic analog of the Bloch transform and its inverse. The natural generalization of the Euclidean inverse Bloch transform (S89) would be:

\[
f_n(\gamma(z)) = \int_{\text{Jac}(\Sigma_g)} \frac{d^2g}{(2\pi)^2g} \chi_k(\gamma) \psi_{nk}(z), \tag{S91}
\]

where we consider the general case of a \( \{4g, 4g\} \) tessellation with \( g \geq 2 \). By assumption, \( \psi_{nk}(z) \) obeys the automorphic Bloch condition, thus the putative hyperbolic Wannier function \( f_n(\gamma(z)) \) depends only on \( \gamma(z) \), and not \( \gamma \) and \( z \) separately. This mirrors the behavior \( f_n(R, r) = f_n(r - R) \) of Euclidean Wannier functions.

However, we find that \( f_n(\gamma \gamma^1(z)) = f_n(\gamma(z)) \) for any \( \gamma^1(z) \in \Gamma^1 \) where

\[
\Gamma^1 = [\Gamma, \Gamma] = \langle \gamma_i \gamma_j \gamma_j^{-1} \gamma_i^{-1}, \quad i, j = 1, \ldots, 2g, \tag{S92}
\]

is the commutator subgroup of \( \Gamma \cong \pi_1(\Sigma_g) \), and \( \gamma_1, \ldots, \gamma_{2g} \) are the \( 2g \) generators of \( \Gamma \). Loosely speaking, the commutator subgroup of a group measures the extent to which the group is non-abelian (the commutator subgroup of an abelian group is the trivial group with only the identity element). The \( \Gamma^1 \)-periodicity of \( f_n(\gamma(z)) \) follows from the fact that \( \chi_k(\gamma \gamma^1) = \chi_k(\gamma) \), i.e., because \( \Gamma^1 \) is in the kernel of the representation \( \chi_k : \Gamma \to U(1) \) for all \( k \in \text{Jac}(\Sigma_g) \). In other words, the space of functions \( \psi_{nk} \) obeying the automorphic Bloch condition only contains functions that are \( \Gamma^1 \)-invariant. As a result, any attempt to construct localized Wannier functions \( f_n(\gamma(z)) \) from such automorphic Bloch functions can only yield functions that are at most \( \Gamma^1 \)-invariant. Since \( \Gamma^1 \) is an infinite group, \( \Gamma^1 \)-invariant functions cannot be localized and are not square integrable (i.e., they are not part of \( L^2(\mathbb{H}) \), except the trivial function \( f_n = 0 \)). This is problematic for the construction of a naive hyperbolic analog of the Bloch transform (S90). Indeed, one would write:

\[
\psi_{nk}(z) = \sum_{\gamma \in \Gamma} \chi_k(\gamma) f_n(\gamma(z)) = (\text{vol } \Gamma^1) \sum_{[\gamma]\in \Gamma/\Gamma^1} \chi_k([\gamma]) f_n([\gamma](z)), \tag{S93}
\]

where \( \text{vol } \Gamma^1 \) denotes the volume of the group \( \Gamma^1 \), and we have used the fact that \( \chi_k(\gamma) \) and \( f_n(\gamma(z)) \) are both \( \Gamma^1 \)-periodic, and thus depend only on the coset \( [\gamma] \) of \( \Gamma^1 \) in \( \Gamma \) to which \( \gamma \) belongs (since \( \Gamma^1 \) is normal in \( \Gamma \), the choice of left or right coset is immaterial). Since \( \text{vol } \Gamma^1 \) is infinite, the sum over \( \gamma \in \Gamma \) in the naive hyperbolic Bloch transform (S93) cannot possibly converge.

The appearance of the troublesome infinite factor \( \text{vol } \Gamma^1 \) suggests an obvious resolution to the problem, namely that we define hyperbolic Wannier functions as the set \( \{f_n([\gamma](z)) : [\gamma] \in \Gamma/\Gamma^1\} \),
in which case the Bloch transform becomes:

\[ \psi_{nk}(z) = \sum_{[\gamma] \in \Gamma/\Gamma^{(1)}} \chi_k^*([\gamma]) f_n([\gamma](z)). \]  

(S94)

Since \( \Gamma/\Gamma^{(1)} \) is nothing but the abelianization of \( \Gamma \cong \pi_1(\Sigma_g) \), which is isomorphic to the first homology group \( H_1(\Sigma_g, \mathbb{Z}) \cong \mathbb{Z}^{2g} \), the sum in Eq. (S94) is in fact over the sites \( R \in \mathbb{Z}^{2g} \) of a \( 2g \)-dimensional Euclidean lattice. We finally recover standard Fourier analysis, albeit in higher dimensions, with the inverse Bloch transform given by:

\[ f_n([\gamma](z)) = \int_{\text{Jac}(\Sigma_g)} \frac{d^{2g}k}{(2\pi)^{2g}} \chi_k([\gamma]) \psi_{nk}(z). \]  

(S95)

Indeed, viewed as functions of \( k \in \text{Jac}(\Sigma_g) \), the characters \( \chi_k([\gamma]) = e^{ik \cdot R} \) are orthonormal:

\[ \int_{\text{Jac}(\Sigma_g)} \frac{d^{2g}k}{(2\pi)^{2g}} \chi_k([\gamma]) \chi_k([\gamma']) = \delta_{[\gamma],[\gamma']}, \quad [\gamma], [\gamma'] \in H_1(\Sigma_g, \mathbb{Z}) \cong \mathbb{Z}^{2g}. \]  

(S96)

Note that we also retain the property that the hyperbolic Wannier functions (S95) depend only on \([\gamma](z)\), as opposed to depending on \([\gamma]\) and \(z\) separately. Viewed from this more abstract point of view, the sum over lattice sites \( R \in \mathbb{Z}^2 \) in the Euclidean Bloch transform (S90) is in fact over the elements of \( H_1(\Sigma_1, \mathbb{Z}) \cong \mathbb{Z}^2 \), where \( \Sigma_1 \cong T^2 \) is the compactified toroidal unit cell. For a Euclidean lattice, the commutator subgroup is trivial, thus the fundamental group \( \pi_1(\Sigma_1) \) and first homology group \( H_1(\Sigma_1, \mathbb{Z}) \) are isomorphic (and abelian).

When considering the hyperbolic Wannier functions (S95) as functions of \( z \in \mathbb{H} \), they are still \( \Gamma^{(1)} \)-periodic, and thus not in \( L^2(\mathbb{H}) \). However, they become localized on the quotient \( \mathbb{H}/\Gamma^{(1)} \), which is an infinite-sheeted abelian cover of \( \Sigma_g \). This can be considered as an infinite subset of the original tessellation on which the hyperbolic Bloch states \( \psi(\gamma(z)) = \chi(\gamma)\psi(z) \) form a complete set; the corresponding Wannier functions \( f_n([\gamma](z)) \) are then finally in \( L^2(\mathbb{H}/\Gamma^{(1)}) \). The group of translations on \( \mathbb{H}/\Gamma^{(1)} \) is now the abelian group \( \Gamma/\Gamma^{(1)} \cong H_1(\Sigma_g, \mathbb{Z}) \cong \mathbb{Z}^{2g} \). There exists a family of translation operators \( \{T_{[\gamma]} : [\gamma] \in \Gamma/\Gamma^{(1)} \} \) acting on \( L^2(\mathbb{H}/\Gamma^{(1)}) \) which forms a mutually commuting set that can be simultaneously diagonalized, with eigenvalues \( \chi_k([\gamma]) \) corresponding to a complete set of unitary irreducible representations of \( \Gamma/\Gamma^{(1)} \).

To complete our discussion of hyperbolic Wannier functions, we show that they obey the expected property [2] of being orthonormal for different bands \( n, n' \) and different homology classes \([\gamma], [\gamma'] \in H_1(\Sigma_g, \mathbb{Z}) \). The inner product of two hyperbolic Wannier functions on \( \mathbb{H}/\Gamma^{(1)} \) is:

\[ \int_{\mathbb{H}/\Gamma^{(1)}} d^2z \sqrt{g} \left< \psi_{nk}^*([\gamma](z)) \psi_{n'k'}([\gamma'](z)) \right> = \int_{\text{Jac}(\Sigma_g)} \frac{d^{2g}k}{(2\pi)^{2g}} \int_{\text{Jac}(\Sigma_g)} \frac{d^{2g}k'}{(2\pi)^{2g}} \chi_k([\gamma]) \chi_{k'}([\gamma']) \times \sqrt{g} \psi_{nk}^*([\gamma]) \psi_{n'k'}([\gamma']). \]  

(S97)

Here \( \sqrt{g} \) denotes the square root of the determinant of the Poincaré metric (not to be confused with the genus). For \( k \neq k' \), the hyperbolic Bloch eigenstates \( \psi_{nk}(z) \) and \( \psi_{n'k'}(z) \), as constructed
in our work, obey different boundary conditions and thus formally live in different Hilbert spaces; we cannot directly invoke their orthogonality. To circumvent this problem, we use the invariance of the integration measure $d^2z \sqrt{g}$ under Möbius transformations and the fact that $\mathcal{D}$ is a fundamental region for $\Gamma$ to write

$$\mathbb{H}/\Gamma^{(1)} = \bigsqcup_{\gamma \in \Gamma/\Gamma^{(1)}} [\gamma](\mathcal{D}),$$

(S98)

where $\bigsqcup$ denotes disjoint union, and thus

$$\int_{\mathbb{H}/\Gamma^{(1)}} d^2z \sqrt{g} \psi^*_{nk}(z) \psi_{n'k'}(z) = \sum_{[\gamma] \in \Gamma/\Gamma^{(1)}} \int_{\mathcal{D}} d^2z \sqrt{g} \psi^*_{nk}([\gamma](z)) \psi_{n'k'}([\gamma](z)) = \sum_{[\gamma] \in \Gamma/\Gamma^{(1)}} \chi^*_{\gamma,k}([\gamma]) \chi_{\gamma,k'}([\gamma]) \int_{\mathcal{D}} d^2z \sqrt{g} \psi^*_{nk}(z) \psi_{n'k'}(z),$$

(S99)

using the automorphic Bloch condition. Equation (S98) follows from the fact that the Fuchsian group $\Gamma$ acts properly discontinuously on $\mathbb{H}$ [17], thus $\mathcal{D} \cap \gamma(\mathcal{D}) = 0$ for any $\gamma \in \Gamma \setminus \{e\}$. The Bloch characters $\chi_{k}([\gamma]) = e^{ik \cdot R}, R \in \Gamma/\Gamma^{(1)} \simeq \mathbb{Z}^{2g}$ obey a Schur-type orthogonality relation familiar from Fourier analysis:

$$\sum_{[\gamma] \in \Gamma/\Gamma^{(1)}} \chi^*_{\gamma,k}([\gamma]) \chi_{\gamma,k'}([\gamma]) = \sum_{R \in \mathbb{Z}^{2g}} e^{-i(k-k') \cdot R} = (2\pi)^{2g} \delta(k-k').$$

(S100)

Substituting into Eq. (S99), we have

$$\int_{\mathbb{H}/\Gamma^{(1)}} d^2z \sqrt{g} \psi^*_{nk}(z) \psi_{n'k'}(z) = (2\pi)^{2g} \delta(k-k') \int_{\mathcal{D}} d^2z \sqrt{g} \psi^*_{nk}(z) \psi_{n'k}(z) = (2\pi)^{2g} \delta(k-k') \delta_{nn'},$$

(S101)

using the orthogonality of hyperbolic Bloch eigenstates on $\mathcal{D}$ with the same $k$. Substituting in Eq. (S97), we finally obtain:

$$\int_{\mathbb{H}/\Gamma^{(1)}} d^2z \sqrt{g} f^*_{n}([\gamma](z)) f_{n'}([\gamma'](z)) = \delta_{nn'} \int_{\text{Jac}(\Sigma_g)} \frac{d^{2g}k}{(2\pi)^{2g}} \chi^*_{k}([\gamma]) \chi_{k'}([\gamma]) = \delta_{nn'} \delta_{[\gamma],[\gamma]},$$

(S102)

making use of Eq. (S96) in the last equality. Thus the hyperbolic Wannier functions behave as Euclidean Wannier functions in $2g$ dimensions.
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