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Abstract—Most existing causal structure learning methods assume data collected from one environment and independent and identically distributed (i.i.d.). In some cases, data are collected from different subjects from multiple environments, which provides more information but might make the data non-identical or non-independent distribution. Some previous efforts try to learn causal structure from this type of data in two independent stages, i.e., first discovering i.i.d. groups from non-i.i.d. samples, then learning the causal structures from different groups. This straightforward solution ignores the intrinsic connections between the two stages, that is both the clustering stage and the learning stage should be guided by the same causal mechanism. Towards this end, we propose a unified Causal Cluster Structures Learning (named Ccsl) method for causal discovery from non-i.i.d. data. This method simultaneously integrates the following two tasks: 1) clustering samples of the subjects with the same causal mechanism into different groups; 2) learning causal structures from the samples within the group. Specifically, for the former, we provide a Causality-related Chinese Restaurant Process to cluster samples based on the similarity of the causal structure; for the latter, we introduce a variational-inference-based approach to learn the causal structures. Theoretical results provide identification of the causal model and the clustering model under the linear non-Gaussian assumption. Experimental results on both simulated and real-world data further validate the correctness and effectiveness of the proposed method.

Index Terms—causal discovery, causal clustering, multiple unknown environments, causal structural learning.

I. INTRODUCTION

Causal structure learning is an important method for exploring the data generation mechanism. These data generation mechanisms assist interventions and decision-making, which is used in a wide range of fields such as neuroscience [1], bioinformatics [2], social network analysis [3] and so on.

Typical methods for learning causal structure among observed variables include constraint-based method [4], score-based method [5] [6] and functional-based method [7] [8] [9]. Constraint-based method utilizes (conditional) independence test to determine whether there exists causal relationship between two variables, while score-based method tries to find the causal structure to obtain the best score. Typical functional-based methods include Linear Non-Gaussian Acyclic Model (LiNGAM) [7], Additive Noise Model (ANM) [8] and Post NonLinear model (PNL) [9], which are based on the assumption of data generation process, assuming a linear or nonlinear causal relationship between observations. A number of subsequent approaches are extensions of functional-based method, including time-series data scenarios [10], hidden variables case [11] [12], and cyclic causal graph [13].

However, the majority of existing causal structure learning approaches assume data are collected from same environment and are independent and identical distribution (i.i.d.), which is usually violated in real context where the observed data are collected from multiple unknown environments. Multiple environments provide multiple interventions on a causal mechanism, and arise multiple different causal mechanisms. Different causal mechanisms imply different causal structures, and generate different samples. Consequently, these samples are not independently and identically distributed (non-i.i.d.). An illustration of the data generation process is shown in Figure 1. When applying the existing methods that assume i.i.d. data to those kind of samples, the dependencies between samples from multiple unknown environments will give rise to spurious causal relationships, making the results of causal structure learning unreliable [14] [15].

Recently, many researches tackle non-i.i.d data causal discovery problem using two independent stages: clustering stage and causal structure learning stage [1] [15] [17]. That is, first cluster multiple samples into several groups by traditional clustering method, and then learn causal structures from the clustered data. Generally, the traditional clustering method considers the similarity of features, which may be unstable with different environments. On the contrary, the causal relationships among features for each subject is stable and invariant with different environments [17]. Because the causal relationships are reflected by the data generation mechanism, they are the inherent nature of each subject. For example, in fMRI data analysis, a few regions of interest (ROIs) interact differently when the subject performs different activities like opening and closing the eyes. If considering all the relationships among ROIs, some ROIs in different activities may be similar, while the causal mechanisms behind...
different activities are different. Some works pay attention to this problem, and cluster samples based on the learned causal structures. But these methods require prior information like the number of groups so that they can obtain the causal structures for known groups (or environments) as the shared causal structures for different clusters [18]. Then the learned shared structures are used for new samples clustering, so they cannot handle outlier samples. From the above analysis, we find that subjects grouping benefits from the causal mechanism, and the causal structure learning aims to recover causal mechanism from data. In another word, the causal mechanism acts as a mediator between the clustering and the structure learning. Therefore, we introduce a unified method, named Causal Clustering Structure Learning (CCSL) method, to leaning the causal structures from non i.i.d. data without requiring knowledge of the number of groups. This method simultaneously groups subjects that imply same causal structure into the same group and learns the causal structure of each group. In detail, inspired by the Chinese restaurant process, we provide a new causality-based grouping method named Causal Chinese Restaurant Process (Causal CRP). At the same time, the causal structural model can be estimated by a variational inference based approach. These two steps are embedded together and updated the parameters simultaneously, which outputs the groups information and the causal structure for each group.

II. RELATED WORK

Conventional methods for causal structure learning from non i.i.d. data cluster samples into different groups by cluster methods, and then learn the causal structure from those i.i.d groups separately. So in this section, we review on samples clustering methods and causal structure learning methods.

A. Samples Clustering Methods

Typical methods for clustering samples contains hierarchical clustering methods and partition clustering methods [19]. Partition clustering methods are relevant to our work, since they categorize different data from multiple subjects into $K$ groups based on distance measures like Euclidean distance and Dynamic Time Warping (DTW). Kmeans is a typical clustering approach, in which the given sample is clustered through a defined number of clusters $k$. Given $k$, every subject is assigned into the cluster to which the nearest cluster centroid belongs by Kmeans. Density-based spatial clustering of applications with noise (DBSCAN) [20] and Ordering Points To Identify the Clustering Structure (OPTICS) [21] are density-based clustering method ordering based on the concept of maximal density-reachability. Besides, Chinese restaurant process (CRP) based methods [22] [23] provide Bayesian nonparametric clustering algorithms for high dimensional data analysis, and there are many extension methods based on CRP. Existing clustering methods consider similarity of variables as measures, which may be unstable when the samples collected from different environment. As a result, this method cluster non-i.i.d. samples together with several spurious similarities between different samples. Instead, causal structure among variables is more stable for each subject, because it contains the data generation process. So some studies [18] [1] used the causal edges of structure as features for clustering, but they need to recover the causal relationships for every subject first. Additionally, they need to know the number of groups, thus their performance is affected by the outlier samples.

B. Causal Structure Learning Methods

The methods of learning causal structure include constraint-based methods and function-based methods. Constraint-based methods [4] use (conditional) independence test to remove independent causal relationships, and then orient the causal direction by using V-structure and Meek rules. But the main disadvantage of this method is the remaining Markov Equivalent class, i.e., some casual directions imply the same (conditional) independence conditions so that they can not be determined. Function-based methods [7] focus on the data generating process, then propose a structure causal model with some assumptions and provide a method to estimate the causal model. Considering the temporal information, the causal structure learning methods based on time series data are generated, such as PCMCI [24] [25], VAR-LiNGAM [10], dynotears [26] and so on. Nevertheless, these methods assume that the data were collected from an independent and identical distribution (i.i.d.), which fail to recover the different causal structures for different subjects.

Some researchers care about the above problem and present methods for relaxing the i.i.d. assumption. One kind of method is based on the mixture of DAGs [27] [28] [17]. The idea of [27] [28] introduce an extra variable or using graphical modeling to reconstruct the graph. Because these methods are related to the constraint-based method, their results naturally remain the Markov equivalent class problem. For the linear, Gaussian data, Zhang et al. [17] proposed a method to discover the causal relationship from data that are collected from mixed distributions. Another kind of method relies on cluster causal functional models, such as Specific and Shared Causal Model (SSCM) [1], ANM Mixture Model (ANM-MM) [18]. The common idea of these methods is estimating the causal graphs for different subjects, and then clustering the estimated graphs...
by clustering methods. But these methods cannot fully utilize the data in the same group and require grouping information of samples, which are unreliable in the case there is a new outlier when clustering. In contrast to the existing method, our approach considers causal information during clustering and structure learning simultaneously, thereby solving the above issues.

III. CAUSAL STRUCTURE LEARNING FROM MULTIPLE UNKNOWN ENVIRONMENTS DATA

In this section, we propose the causal clustering structure model, and then provide a practical solution to estimate this model. At last, the theory analyses on identifiability and soundness are also provided.

Given observed time series (data) $X = \{X^1, X^2, ..., X^n\}$ with time length $T$, they can be clustered into $q$ groups and imply different causal structures in different groups. Among these data, the number of variables in each $X^s \in X$ is $m$. Supposed that we do not know which observed time series (data) belongs to which group. In this paper, we aim to group $X$ into $q$ clusters (Note that $q$ is not fixed but determined automatically) with the same causal structure, and in the meanwhile, learn the same causal structure over $m$ variables within the same groups.

To solve the above problem, we propose a unified model, named causal cluster structural model, which groups all subjects and learns the causal structures simultaneously. For the former, we introduce a new causal cluster discovery method named Causality-related Chinese Restaurant Process. For the latter, we learn the causal structure for each group based on the Structural Equation Model. An illustration of the proposed Causal Structure Learning (CSL) model is given in Figure 2. The detail of these methods will be introduced in the following subsections.

A. Cluster Generation Model

According to the problem that data for the subjects in the same group implies the same causal structure, we use a cluster to represent a causal structure. Suppose the data for several subject $X = \{X^1, X^2, ..., X^n\}$ implies same causal structure $G^k$. Let $c_s$ denote the index of the cluster to which they belong. Then, the causal clustering discovery task depends on the calculation of the conditional probability $p(c_s = k \mid X^s)$. Note that we do not know the causal structures for each cluster. Considering the conditional probability, it can be incorporated into the CRP-based method that is based on the Bayesian nonparametric algorithm. Inspired by the CRP algorithm, we propose a Causality-related Chinese Restaurant Process (CausalCRP) for causal cluster discovery.

Before introducing CausalCRP, we provide a brief introduction of the traditional Chinese Restaurant Process (CRP). CRP is a discrete-time stochastic process, in which the probability of a customer sitting at a table is computed from the number of other customers already sitting at that table [22]. Considering $N$ customers, let $c_s$ denote the table assignment of the $s$-th customer and $n_k$ denote the number of customers sitting at table $k$. Assume that the customers $\{c_1, c_2, ..., c_{(s-1)}\}$ occupy $K$ tables, the CRP draws the probability of each $c_s$ assigned to table $k$ as

$$p(c_s = k \mid c_1:(s-1), \alpha) \propto \frac{n_k}{\alpha} \quad \text{for } k \leq K,$$

$$p(c_s = k \mid c_1:(s-1), \alpha) \propto \frac{n_k + 1}{\alpha} \quad \text{for } k = K + 1,$$

where $\alpha$ is a given scaling parameter. When all customers have been seated, their table assignments provide a random partition.

Inspired by the CRP, we propose the Causality related Chinese Restaurant Process (CausalCRP) that considers the causal relationships among variables within groups. In Causal CRP, a table implies a causal structure. So the subjects that are assigned to the same table imply the same causal structure. Let $c_s$ denote the group assignment of the $s$-th subject, then the probability of each $c_s$ assigned to table $k$, $p(c_s = k \mid c_1:(s-1), \alpha)$, is formalized as

$$p(c_s = k \mid c_1:(s-1), \alpha) \propto \left\{ \begin{array}{ll}
P(c_s = k \mid X^s) & \text{for } k \leq K, \\
\alpha & \text{for } k = K + 1.
\end{array} \right.$$ 

where $\alpha$ is a given scaling parameter, and $P(c_s = k \mid X^s)$ implies causal structure information.

Based on the given data, we can cluster samples into $q$ (determined by the Causal CRP) groups, by estimating $P(c_s = k \mid X^s)$, for $k = 1, 2, ..., q$, where

$$P(c_s = k \mid X^s) \propto P(X^s \mid c_s = k)P(c_s = k).$$

B. Causal Structure Model for Each Cluster

When using causal CRP, $P(c_s = k \mid X^s)$ is calculated based on the known causal structure for table $k$. The causal structure is not given and should be learned from data. Considering the data generation mechanism, an intuitive way is to utilize the Functional Causal Model (FCM) to construct the causal relationships among observed variables. But there is a problem that the data is non-iid. So we need to propose a new specific functional causal model for each subject or cluster.

Fig. 2. An illustration of the Causal Clustering Structure Model. The process operates at the level of subject assignments, where each subject is assigned to the table according to Equation 3. The blue lines connect the subjects that have the same or most similar causal structures. $G_i$ denotes the causal structure that is implied by the subjects in the $i$-th table.
In this paper, we focus on the causal relationships among variables are linear and the noise of each variable is non-Gaussian, which are the common data generation assumptions for FCM. Considering the time series data and their time lag influences and instantaneous effect, we propose the functional causal model with instantaneous effect and time-lagged effect for each individual subject as [10]. Let \( x_i^s(t) \) denote \( i \)-th variable of subject \( s \) at time \( t \) in a group. Assume the time lag of causal effect is \( p_t \), then the FCM with instantaneous and time-lagged effect is defined as

\[
x_i^s(t) = \sum_{j \in p_a} b_{ij}^s x_j(t) + \sum_{p=1}^{p_t} a_{ij,p} x_j(t-p) + e_i^s(t),
\]

for \( i = 1, 2, \ldots, m \), where \( b_{ij}^s \) denotes the instantaneous causal influences from variable \( j \) to \( i \) in the \( s \)-th subject, \( p_a \) denotes the set of indexes parents of \( x_i^s \), \( a_{ij,p} \) represents the causal influences from variable \( j \) to \( i \) with time lag \( p \), and \( L_f \) denotes the set of indexes of parents of \( x_i^s \) with time lag. Each subject has fixed causal coefficients \( b_{ij}^s \) and \( a_{ij,p} \), which is almost same in the same group and may be different in the different groups. The noise term \( e_i^s \) is non-Gaussian, and independent with each other. In the same time, \( e_i^s \) is independent of \( x_i^s(t) \) and \( x_i^s(t-p) \), for all \( j,p \in N^+ \).

In the matrix form, Eq. (4) can be written as

\[
X(t) = B^s X^s(t) + \sum_{p=1}^{p_t} A_{ip}^s X^s(t-p) + E^s(t),
\]

where \( B^s \) is the \( m \times m \) causal strength matrix of instantaneous effect, \( A_{ip}^s \) is the \( m \times m \) causal strength matrix of time-lagged effect, and \( E^s(t) \) is the noise term that is independent with that of other variables.

We assume that the causal structures for different subjects in the same group are the same or mostly the same. Let \( X^{(k)}(t) \) denote the variables in group \( k \) at time \( t \). Thus, for each group \( k \), the group-specific causal model can be formalized as

\[
X^{(k)}(t) = B^{(k)} X^{(k)}(t) + \sum_{p=1}^{p_t} A_{ip}^{(k)} X^{(k)}(t-p) + E^{(k)}(t),
\]

where \( B^{(k)} \) is the causal strength matrix of instantaneous effect, \( A_{ip}^{(k)} \) is the time-lagged effect at time \( (t-p) \), and \( E^{(k)}(t) \) is the noise term for each group \( k \) at time \( t \).

IV. PRACTICAL SOLUTION

Based on the above analysis, we propose a novel method for causal clustering structure learning (CCSL) by using variational inference. First, we formalize the objective function and provide the prior on parameters. Then, the detail of the algorithm is provided.

A. Objective Function and Priors

Suppose that the observed multiple groups time series data \( X \) are generated by different causal mechanisms. Let \( \Theta \) denote a set of all model parameters, i.e.,

\[
\Theta = \{ \pi_k, \mu_k, i,j, \sigma_k, \nu_k, i,j,p, \omega_k, i,j,p, \pi_k^{(k)}, m_k^{(k)}, \sigma_k^{(k)} \},
\]

where \( k = 1, 2, \ldots, q, i,j = 1, 2, \ldots, m \) and \( p = 1, 2, \ldots, p_t \). Given observed data, the marginal log-likelihood or the evidence as

\[
\mathcal{L}(X) = \log \int \int p(X,B, \{ A_p \}) dB d\{ A_p \} = \log \int \int p(B, \{ A_p \} | X) p(X) dB d\{ A_p \},
\]

where \( \{ A_p \} = \{ \{ a_{ij,p} \}_{p=1}^{q}, i,j = 1, 2, \ldots, m \} \) and \( B = \{ b_{ij} \}_{i,j=1}^{m} \).

The variable inference (VI) method approximates the posterior distribution of the model parameters given the observations. So we use VI method to solve the above objective function. To obtain a tractable posterior distribution \( p(B, \{ A_p \} | X) \), we make the mean field assumption and approximate \( p(B, \{ A_p \} | X) \) with the factorized distribution \( q_{\Theta}(B, \{ A_p \}) = q_{\Theta}(B) q_{\Theta}(\{ A_p \}) \). Using the factorized posterior distribution, we can obtain the posterior of instantaneous causal strength \( B \) and time-lag causal influence \( \{ A_p \} \) independently.

Then, the log likelihood of observed data can be written as:

\[
\log p(X) = \mathcal{L}(q_{\Theta}) + KL(q_{\Theta} \parallel p),
\]

where \( \mathcal{L}(q_{\Theta}) \) is the evidence lower bound (ELBO), which can be formalized as

\[
\mathcal{L}(q_{\Theta}) = \int \int q_{\Theta}(B, \{ A_p \}) \log \left( \frac{p(X,B, \{ A_p \})}{q_{\Theta}(B, \{ A_p \})} \right) dB d\{ A_p \} = \mathcal{L}_{cll} + \mathcal{L}_{kl},
\]

where \( \mathcal{L}_{cll} = \mathcal{E}_{q_{\Theta}(B, \{ A_p \})} \log p(X | B, \{ A_p \}) \) and \( \mathcal{L}_{kl} = KL(q_{\Theta}(B, \{ A_p \}) \parallel p(B, \{ A_p \}) \).

In order to make the \( q_{\Theta}(B, \{ A_p \}) \) close to \( p(B, \{ A_p \} | X) \), we would minimize the KL divergence \( KL(q_{\Theta} \parallel p) \). But this KL divergence contains the posterior density that we want to infer, so it is intractable. From Eq. (8), we can instead of maximizing the ELBO \( \mathcal{L}(q_{\Theta}) \) (i.e., Eq. (9)).

Let \( T \) denote the sample size for \( X \). For a certain group, the marginal probability of \( p(X | B, \{ A_p \}) \) is

\[
p(X | B, \{ A_p \}) = p(X(1:T) | B, \{ A_p \}) = \left[ \prod_{t=p_t+1}^{T} p(X(t) | X(t-p_t: t-1), B, \{ A_p \}) \right] \cdot p(X(1)).
\]

To solve the objective function, we provide the prior on parameters. Considering the variation across groups and a similar causal model within each group, we regard the causal strength \( b_{ij}^{(k)} \) in Eq. (4) as a random variable, and assume that \( b_{ij}^{(k)} \) follows a Gaussian distribution in each group, while the
Gaussian distributions vary across groups. Then, the probability distribution of \( a_{ij}^{(k)} \) can be formalized as
\[
P(a_{ij}^{(k)}) = \mathcal{N}(a_{ij}^{(k)} \mid \mu_{k,ij}, \sigma_{k,ij}^2),
\]
where \( \mathcal{N}(\cdot) \) denotes a Gaussian distribution with mean \( \mu_{k,ij} \) and variance \( \sigma_{k,ij}^2 \). Similarly, for all \( i, j, p \) of \( a_{ij,p}^{(k)} \) in group \( k \), we have
\[
P(a_{ij,p}^{(k)}) = \mathcal{N}(a_{ij,p}^{(k)} \mid \nu_{k,ij,p}, \omega_{k,ij,p}^2).
\]

We also allow the distributions of noise terms vary across different groups but remain the same within the same group. More specifically, we model the non-Gaussian noise in each group with a mixture of Gaussian. Denote \( \mathcal{C}_q^{(k)} \) as the indicator of the Gaussian mixture of \( E^{(k)} \), with \( \mathcal{C}_q^{(k)} = (c_1^{(k)}, c_2^{(k)}, \ldots, c_q^{(k)}) \), and thus in group \( k \), the distribution of \( E^{(k)} \) is
\[
P(E^{(k)}) = \sum_{k' = 1}^{q'} P(c_s^{(k)} = k') P(E^{(k)} \mid c_s^{(k)} = k') = \sum_{k' = 1}^{q'} \pi_{k'} \mathcal{N}(E^{(k)} \mid \mu_{k'}^{E^{(k)}}, \Sigma_{k'}^{E^{(k)}}),
\]
where \( P(E^{(k)} \mid c_s^{(k)} = k') = \mathcal{N}(E^{(k)} \mid \mu_{k'}^{E^{(k)}}, \Sigma_{k'}^{E^{(k)})} \), \( P(c_s^{(k)} = k') = \pi_{k'} \) and \( \sum_{k' = 1}^{q'} \pi_{k'} = 1 \).

With the prior of the parameters, the Eq. (10) can be written down as
\[
p(X(t) \mid X(t - p_l : t - 1), B, \{A_p\}) =
\]
\[
|\det(I - B)|^{p_l} P_E[(I - B)X(t) - \sum_p \{A_p\}X(t - p_l : t - 1)],
\]
\[
p(X(t) \mid X(1 : t - 1), B, \{A_p\}) =
\]
\[
|\det(I - B)|^t P_E[(I - B)X(t) - \sum_p \{A_p\}X(1 : t - 1)],
\]
\[
p(X(1)) = p(E),
\]
where
\[
P_E[(I - B)X(t) - \sum_p \{A_p\}X(t - p_l : t - 1)] =
\]
\[
\sum_{k' = 1}^{q'} \pi_{k'} \mathcal{N}((I - B)X(t) - \sum_p \{A_p\}X(t - p_l : t - 1) \mid \mu_{k'}^E, \Sigma_{k'}^E),
\]
and
\[
P_E[(I - B)X(t) - \sum_p \{A_p\}X(1 : t - 1)] =
\]
\[
\sum_{k' = 1}^{q'} \pi_{k'} \mathcal{N}((I - B)X(t) - \sum_p \{A_p\}X(1 : t - 1) \mid \mu_{k'}^E, \Sigma_{k'}^E).
\]

Similarly, for an individual subject, \( P(X^k \mid c_s = k) \) is calculated as
\[
P(X^k \mid c_s = k) =
\]
\[
\iint P(X^k \mid A_p^{(k)}, B^{(k)}, c_s = k) P(A_p^{(k)}, B^{(k)} \mid c_s = k) dA_p^{(k)} dB^{(k)}.
\]

The above integration does not have a closed form, and thus we use Monte Carlo integration. We sample \( M \) values of \( A_p^{(k)} \) and \( B^{(k)} \) from \( P(A_p^{(k)}, B^{(k)} \mid c_s = k) \). Then, according to Eq. (10), we can calculate \( P(X^k \mid c_s = k) \) as follows.
\[
P(X^k \mid c_s = k) =
\]
\[
\frac{1}{M} \sum_{m = 1}^{M} \left[ \prod_{t = p_l + 1}^{T} \mathcal{N}((I - B^{(k,i)})X^k_t - \sum_p A_p^{(k,i)}X_{t - p_l - t - 1} \mid \mu_{k'}^{E^{(k,i)}}, \Sigma_{k'}^{E^{(k,i)}}) \right] \cdot \left[ \prod_{t = 2}^{p_l} \mathcal{N}((I - B^{(k,i)})X^k_{t - 1} - \sum_p A_p^{(k,i)}X_{t - 1 - 1} \mid \mu_{k'}^{E^{(k,i)}}, \Sigma_{k'}^{E^{(k,i)}}) \right] \cdot \left[ \prod_{k' = 1}^{q'} \mathcal{N}((I - B^{(k,i)})X^k_s \mid \mu_{k'}^{E^{(k,i)}}, \Sigma_{k'}^{E^{(k,i)}}) \right],
\]
where \( A_p^{(k,i)} \) and \( B^{(k,i)} \) denote the sampled \( i \)-th value from \( P(A_p^{(k)}, B^{(k)} \mid c_s = k) \). Therefore,
\[
P(c_s = k \mid X^k) \propto \frac{\pi_k}{M} \sum_{k = 1}^{q} \left[ \prod_{t = 2}^{p_l} \mathcal{N}((I - B^{(k,i)})X^k_{t - 1} - \sum_p A_p^{(k,i)}X_{t - 1 - 1} \mid \mu_{k'}^{E^{(k,i)}}, \Sigma_{k'}^{E^{(k,i)}}) \right] \cdot \left[ \prod_{t = p_l + 1}^{T} \mathcal{N}((I - B^{(k,i)})X^k_t - \sum_p A_p^{(k,i)}X_{t - p_l - t - 1} \mid \mu_{k'}^{E^{(k,i)}}, \Sigma_{k'}^{E^{(k,i)}}) \right] \cdot \left[ \prod_{k' = 1}^{q'} \mathcal{N}((I - B^{(k,i)})X^k_s \mid \mu_{k'}^{E^{(k,i)}}, \Sigma_{k'}^{E^{(k,i)}}) \right].
\]

### B. Learning Algorithm

Based on the objective function, our proposed method can be summarized as follows. Give the multiple group of observed data \( X \), CCSL method begins with a empty cluster (or table) with a scaling parameter \( \alpha \). Then for the first considered sample \( X^s \), it is assigned into the first table with the probability \( \alpha \), and the causal structure for that cluster is obtained. Based on this cluster, the cluster that following considered sample is assigned depend on the likelihood of the similarity on causal structures. If one sample is assigned into an existing cluster \( j \), CCSL method updates the causal structure for cluster \( j \). This process is repeated until convergence.

All in all, during cluster samples by causal CRP, the causal structures for each group are estimated by using the variational inference method. The above two steps are nested together for clusters updating and causal structures updating until convergence. At last, the number of groups and causal structure for each group are determined. The pseudo-code for CCSL can be found in Algorithm [1].

### V. IDENTIFIABILITY

In this section, first, we show that the functional causal model for each subject or group is also identifiable under mild assumptions. Second, we demonstrate that for clustering, the correct causal structure yields the highest likelihood.

**Theorem 1.** Given observation \( X^{(k)} \) for \( k \)-th group that is generated according to Eq. (8) where \( k = 1, 2, \ldots, B^{(k)} \) and \( A_p^{(k)} \) are identifiable as the sample size \( T \to \infty \).
Algorithm 1 Causal Clustering Structure Learning (CCSL)

Require: Observed data $X$

Ensure: Number of clusters $q$, the cluster assignment of customers $\{c_s, s = 1, 2, \ldots, n\}$, Causal structures $\{G^j, j = 1, 2, \ldots, q\}$ over observed variables

1: Initialize parameters $\Theta$ randomly;
2: $q \leftarrow n$;
3: for all $X^s \in X$ do
4: $k \leftarrow s$;
5: $c_s \leftarrow k$;
6: append $X^s$ into $X^{(k)}$;
7: $\mid k \mid = 1$; $> \mid k \mid$ is the number of subjects in the $k$-th group
8: end for
9: repeat
10: for all $X^s \in X$ do
11: for all $i \in \{1, \ldots, q\}$ do
12: calculate $P(c_s = i \mid X^s)$ according to Eq. (2);
13: end for
14: $k \leftarrow \arg \max P(c_s = k \mid X^s), k \in \{1, \ldots, q\}$;
15: $\mid k \mid \leftarrow \mid k \mid - 1$
16: $k \leftarrow s$;
17: append $X^s$ into $X^{(k)}$;
18: if $\mid X^{(c_s)} \mid = 0$ then
19: $q \leftarrow q - 1$;
20: end if
21: $G^k \leftarrow \arg \max L(q_{\Theta})$ according to Eq. (9), update $\Theta$ using gradient descent method with Adam optimizer [29]
22: end for
23: until convergence

Proof. We consider the following three cases where the identifiability holds.

- If the model does not contain the lagged effect, Eq. (6) actually is LiNGAM (Linear Non-Gaussian Acyclic Model), which is proved to be identified [7].
- If the model only contains the lagged effect, Eq. (6) is the generalization of Granger Causality [30] in multiple variables.
- If the model contains both instantaneous effect and lagged effect, Eq. (6) becomes a structural vector autoregression (SVAR) model with non-Gaussian instantaneous effect [10].

$$X(t) = BX(t) + \sum_{p=1}^{p_i} A_p X(t-p) + E(t), \quad (20)$$

which is also proved to be identified.

Thus, $B^{(k)}$ and $A_p^{(k)}$ in the causal model defined as Eq. (6) for each group is identifiable.

Note that when a group only has one subject, the data of the subject generated by Eq. (6) is the same as the data that is generated according to Eq. (6). So the causal structure for each subject is also identifiable. Based on the identified causal structures, the clustering results is also correct, which is guaranteed by the following theorem.

Theorem 2. Let sample size $T_s \to \infty$. Given observed data $X$ which is generated from $q$ different causal clustering structure model as Eq. (4), for each group data $X^s$, $k$ is consistent with the ground-truth, when $P(c_s = k \mid X^s)$ is asymptotically higher than the probability of subject $s$ assigned to the another cluster conditional on $X^s$.

Proof. (Proof by Contradiction.) Suppose there was a group index $z$ satisfies: 1) $z \neq k$, 2) $P(c_s = z \mid X^s) > P(c_s = k \mid X^s)$. Then, according to Eq. (3), we have

$$\frac{P(c_s = z \mid X^s)}{P(c_s = k \mid X^s)} = \frac{P(X^s \mid c_s = z)P(c_s = z)}{P(X^s \mid c_s = k)P(c_s = k)} = \frac{P(c_s = z)}{P(c_s = k)} \cdot \frac{P(X^s \mid c_s = z)}{P(X^s \mid c_s = k)} \quad (21)$$

Let $M$ denote the sample size, and $n$ denote the number of observed variables. Using the log function, we obtain

$$\log \frac{P(c_s = z \mid X^s)}{P(c_s = k \mid X^s)} = \log \frac{P(c_s = z)}{P(c_s = k)} + \log \frac{P(X^s \mid c_s = z)}{P(X^s \mid c_s = k)} \quad (22)$$

where

$$\log \frac{P(X^s \mid c_s = z)}{P(X^s \mid c_s = k)} = \sum_{i=1}^{M} \sum_{j=1}^{m} \log \frac{P(x^s_{i,j} = X^s_{i,j} \mid par(j, z)) = X^s_{i,par(j,z)}}{P(E_{i,j} = X^s_{i,j} - f(X^s_{i,par(j,k)})}

= -M \cdot E_{X^s} \cdot \log \frac{P(x^s = X^s)}{\prod_{i=1}^{M} \prod_{j=1}^{m} P(E_{i,j} = X^s_{i,j} - f(X^s_{i,par(j,k)}))}

= -M \cdot KL(\sum_{j=1}^{m} P(E_{j} = X^s_{j} - f(X^s_{j,par(j,k)}))) \quad (23)$$

where $par(j, z)$ denotes the parent of $x_j$ with respect to $G^{(z)}$.

According to the second condition $P(c_s = z \mid X^s) > P(c_s = k \mid X^s)$ and Eq. (23), there should be

$$\log P(c_s = z) > KL(\sum_{j=1}^{m} P(E_{j} = X^s_{j} - f(B^{(z)}, A^{(z)})))$$

Then log $P(c_s = z)$ > 0 due to the KL divergent is larger than 0. That is, $P(c_s = z) > P(c_s = k)$.

But in fact, $X^s$ belongs to group $k$, i.e, $P(c_s = z) < P(c_s = k)$. So $P(c_s = z) > P(c_s = k)$ contradicts the supposition.

Since the supposition is false, it states that the original statement is true. \qed

Note that Theorem 2 is based on the assumption that the subjects belong to the same cluster imply the same causal mechanism. Under the identified causal structure estimation, we can always cluster the subject into the correct group, and obtain the correct causal structure.
VI. EXPERIMENTS

To evaluate the correctness and effectiveness of our method, we conduct extension experiments on both synthetic data and real-world data. The source code of the proposed method is publicly available online.

A. Synthetic Data

We randomly generated directed acyclic causal structures according to the Erdos-Renyi model $\mathcal{G}$ with parameter 0.3. To show the generality of the proposed method, we varied the number of variables for each causal graph with $\{6, 8, 10, 12, 14\}$, the sample sizes for each subject with $l_s = \{40, 60, 80, 100, 120\}$, the number of groups with $q = \{2, 3, 4, 5, 6\}$ and the number of subjects with $n = \{20, 30, 40, 50, 60\}$. Motivated from the real-world scenario that brain connectives may be enhanced or inhibited in subjects with mental disorders, such as autism and schizophrenia, compared to typical controls, the parameters were set up as in (1) in the following way:

$$\mu_{k,ij} \sim \mathcal{U}(0, 1, 0, 4), \nu_{k,ij,p} \sim \mathcal{U}(0, 1, 0, 4), \sigma_{k,ij}^2 \sim \mathcal{U}(0.01, 0.1), \omega_{k,ij,p} \sim \mathcal{U}(0.01, 0.1), \text{each } \mu_{k,ij} \sim \mathcal{U}(-0.6, 0.4) \cup \mathcal{U}(0.4, 0.6), \text{each } \Sigma_{k,ij} \sim \mathcal{U}(0, 2, 0.5), \pi_{k,ij} \sim \mathcal{U}(0, 3, 0, 6), \text{and } \sum_{k=1}^q \pi_k = 1, \sum_{q=1}^q \pi_{k,ij} = 1, \text{where } \mathcal{U}(a, b) \text{ denotes a uniform distribution between } a \text{ and } b.$$ 

For each setting (a particular group size $q$, a particular sample size for each subject $T_s$, and the number of subject $n$), we generated 10 realizations.

For clustering, we evaluate the performance of the proposed CCSL, and compare with the clustering results of state-of-the-art clustering methods, which are as follows:

- Kmeans [32]: It is a well-known partition clustering algorithm, which assigns different subjects into $k$ clusters based on the criterion that each subject is closest to the center of its category.
- DBSCAN [20]: It is a density-based clustering method, assuming that the clustering category can be determined by the tightness of the sample distribution. The samples of the same category are closely connected between them, i.e., the samples of the same category are not far from any sample of this category.
- OPTICS [21]: It is a revision of DBSCAN, which addresses the disadvantage of DBSCAN on detecting meaningful clusters in data of varying density.

We use DTW and Euclidean distance as their measure criterion, so the baseline clustering methods are KMeans (DTW), KMeans (Euclidean), DBSCAN (DTW), and OPTICS (DTW). The brackets with each method indicate the chose distance measurement methods, e.g. KMeans (DTW) means the KMeans method with DTW measure. For the implementation of the baseline methods, we use the public codes from scikit-learn.

For causal discovery, we identify the causal structures of different groups estimated by our method. We compare it with the following baseline methods:

1. VAR-LiNGAM [10]: It is a function-based method to estimate a structural vector autoregression model. Under the non-Gaussian assumption, it can identify the instantaneous and time-lagged linear effect between variables.
2. PCMCi [24] [25]: This method is a constraint-based method and assume no instantaneous effect between variables. It contains two stages. The first stage is based on the PC algorithm and recovers some potential causal relationships for each variable, and the second stage is using the Momentary Conditional Independence (MCI) test to remove some redundant edges.
3. DYNOTEARS [26]: It is a score-based method for learning dynamic Bayesian networks. With the acyclicity constraints and the SVAR model, it can learn instantaneous effect and time-lag influence between variables simultaneously.

Though these methods assume the data are homogeneous and the causal model is fixed, we apply these methods on data of each subject separately to estimate the adjacent matrix, and then use the KMeans method to cluster the estimated adjacent matrices into different groups.

In our experiments, the number of groups can be unknown. Let $\hat{q}^k$ denote the estimated shared causal graph for the $k$-th group. It was determined as follows: $\hat{q}^k_{i,j} = 1$ if $|\hat{a}^k_{i,j}| > 0.1$ or both, and $\hat{q}^k_{i,j} = 0$ if otherwise. Alternately, one may use Wald test to examine significance of edges, as in [7].

Evaluation Metrices. We evaluate the performance of our method in the terms of clustering and causal structure learning. For clustering, we use the Adjusted Rand Index (ARI [33]) to measure the correction of the estimated groups. It measures the similarity between the estimated groups and the ground truth (the higher, the more accurate). For causal structure learning, we use Area Under Curve (AUC) to measure the accuracy of learned causal graphs.

(a) Sensitivity on clustering: The results of different clustering methods and our method are shown in Figure 3. Our method performs best in most cases, except where the
(b) Different sample sizes

(c) Different number of groups

(d) Different number of subjects

Fig. 4. AUC under different settings compared with the Baseline Methods

number of subjects is 20 in Figure 3(d). This is because our method considering the causal relationships among variables for different subjects, which is closer to the true mechanism. Figure 3(a) illustrates the ARI under the different number of variables when the number of subjects is 30, the number of groups is 2, the sample size is 60. The ARIs of baselines are mostly between 0.6 and 0.8. From the results, one can see that our proposed method works well in the different number of variables. This verifies that more variables contain more causal information, which helps for clustering. The other methods change similarly due to using the same measure features for clustering. Figure 3(b) gives the results when sample size changes, CCSL obtains a much higher ARI (about 0.2) than others. The ARI of KMeans with DTW or Euclidean distance as a measured way decreases when the sample size increases. This reflects that some samples could affect the calculation of distance. Figure 3(c) shows that the ARI of all methods decreases When the number of groups increases. But the ARI of our method decreases much slower than that of others. All results show that our method performs well when there is a larger sample size, more subjects. Because this case can provide more information to learn the causal structures more correct, and the estimated structures help to cluster more correct.

b) Sensitivity on causal structures learning: Figure 4 illustrates the results of causal structures learned by different methods. Our methods significantly outperform other baselines on all synthetic datasets. Dynotears performs better than other baselines in most cases, but the AUC of all baselines is less than 0.8. In detail, Figure 4(a) shows the performance of causal structure learning is slightly decrease when the number of variables. This is the same as the causal structure learning from i.i.d data. Figure 4(b) gives the results under different sample sizes. More sample guarantees the estimation reliable, expect for SVAR and PCMCI. For SVAR, the fitting ability highly depends on the sample. For PCMCI, the independence test needs large sample sizes to make sure the result is consistent with the theory. Figure 4(c) illustrates the results under the different number of groups. Although the AUC of all methods is stable in different cases, the results of our method are higher or equal to 0.9 while the AUC of other baseline methods is lower than 0.8. It verifies that the causal CRP does a great deal for causal structure learning. Figure 4(d) shows the AUC of our method increases as the number of subjects increases, while that of others is unchanged. Because the existence of more subjects can bring more samples, which can assist in the study of causal structure learning. All these results reflect that the datasets from the same group provide more samples to learn the causal structure, which proves the advantage and effectiveness of our method. Moreover, our method does not need to give the number of groups and can spontaneously learn the causal structures.

c) Convergence analysis: We also analyze the convergence of our proposed algorithm when applying to the simulation data set. Due to the space limitation, we only show the log-likelihood obtained in every iteration when the number of subjects is 20 and the sample sizes is 60 as Figure 5. As shown in Figure 5, the log-likelihood obtained by our model converges at around 18 iterations. This result indicates that our method converges in few iterations and can easily be applied in real-world scenarios.

B. Real-world Data

In this section, we apply our method to two real-world data to evaluate the performance of our method.

a) fMRI data: We apply our method to fMRI data. This data records the signal of six brain regions in the resting state: perirhinal cortex (PRC), parahippocampal cortex (PHC), entorhinal cortex (EC), subiculum (Sub), CA1, and CA3/Dentate Gyrus (CA3). It collects the data on 84 successive days. According to the work in [1], we treat the data of every day as a sample and assume the causal structure is fixed on the same day, but may change across different days. With the proposed method, we found that the causal relations between these six regions can be divided into 3 groups, and the corresponding three causal structures are given in Figure 6.

https://openfmri.org/dataset/ds000031/
From Figure 6, one can see that the three causal structures have some specific causal relationships. In the first group, the edges Sub $\to$ CA3 $\to$ PHC, CA1 $\to$ CA3 and CA1 $\to$ PHC are activated; in the second group, the edges CA3 $\to$ PRC, CA1 $\to$ Sub and EC $\to$ CA3 are activated; in the third group, the edge Sub $\to$ CA1 is also activated, while the edges EC $\to$ CA3 is inhibited. The edge CA1 $\to$ Akt is also activated, while the edges EC $\to$ CA3 is inhibited. The edge CA1 $\to$ Akt is also activated, while the edges EC $\to$ CA3 is inhibited. The edge CA1 $\to$ Akt is also activated, while the edges EC $\to$ CA3 is inhibited.

### VII. Conclusion

In this paper, we propose a Clustering and Causal Structure Learning (CCSL) method to cluster samples that share a causal mechanism and to learn their causal structures. We cluster observed samples into different groups using the proposed causality-related Chinese Restaurant Process based on causal mechanisms. At the same time, we estimate the common causal relationships among variables for each group. The combination of these steps leads to an objective function, and subsequently, an optimization solution is provided to solve this problem. The experiments both on synthetic data and real-world data evaluate the correctness and effectiveness of our method in terms of clustering and causal structure learning. Not only has this work provided a causal discovery method for non-i.i.d data, but it also illustrates that the similarity of causal structures can be more effective in clustering samples generated by the same causal mechanism than the similarity of correlation.

In this work, we only show the identification of the causal clustering structural model under the linear non-Gaussian assumption, but this framework can also be applied to the discrete case, nonlinear case, and so on. For example, with the help of a score-based method or causal functional model, the likelihood function of discrete or nonlinear data can be easily incorporated into Eq. (2). Moreover, the performance of the CCSL model can be improved with the help of prior knowledge of the causal mechanism.
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