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Abstract—Index modulation (IM) brings the reduction of power consumption and complexity of the transmitter to classical multiple-input multiple-output orthogonal frequency division multiplexing (MIMO-OFDM) systems. However, due to the introduction of IM, the complexity of the detector at receiver is greatly increased. Furthermore, the detector also requires the channel state information at receiver, which leads to high system overhead. To tackle these challenges, in this paper, we introduce deep learning (DL) in designing a non-iterative detector. Specifically, based on the structural sparsity of the transmitted signal in IM aided MIMO-OFDM systems, we first formulate the detection process as a sparse reconstruction problem. Then, a DL based detector called IMNet, which combines two subnets with the traditional least square method, is designed to recover the transmitted signal. To the best of our knowledge, this is the first attempt that designs the DL based detector for IM aided systems. Finally, to verify the adaptability and robustness of IMNet, simulations are carried out with consideration of correlated MIMO channels. The simulation results demonstrate that the proposed IMNet outperforms existing algorithms in terms of bit error rate and computational complexity under various scenarios.

Index Terms—Index modulation, multiple-input multiple-output orthogonal frequency division multiplexing, signal detection, structural sparsity, deep learning.

I. INTRODUCTION

To meet the high requirements of spectrum efficiency (SE) and energy efficiency for next generation wireless communication systems, index modulation (IM) [1] has attracted extensive attention and research in recent years. IM is a general term for a series of innovative modulation technologies, which convey information bits not only on the modulated symbols (such as antennas, subcarriers and time slots) [2]–[4]. Due to that some of resource blocks are inactive (off), IM can bring the reduction of energy consumption and complexity of the transmitter at the expense of acceptable degradation of SE.

In view of above characteristics, IM has been widely applied to existing wireless communication systems in different ways. Among them, generalized spatial modulation (GSM) [5] and orthogonal frequency division multiplexing with IM (OFDM-IM) [3] are the two typical cases in the IM family, which transfer part of the information bits on the indices of the active transmit antennas (TAs) and subcarriers, respectively. To further improve SE, [6] combines OFDM-IM with multiple-input multiple-output (MIMO) systems, while [7] and [8] apply IM across multiple domains (such as space, frequency and time domains). Compared with classical MIMO-OFDM systems, the above IM aided systems can improve the bit error rate (BER) performance. Meanwhile, it can reduce inter-channel interference, peak to average power ratio and power consumption and relax inter-antenna synchronization requirements.

It is worth noting that the traditional detectors in classical MIMO-OFDM systems cannot be directly applied to the IM aided MIMO-OFDM (IM-MIMO-OFDM) systems. Since part of the information bits are conveyed on the indices of the active TAs and subcarriers, not only the modulated symbols but also the indices of the active TAs and subcarriers need to be detected, which makes the complexity of detector greatly increased. [9] and [10] have analyzed the maximum likelihood based detector (MLD), but the complexity of the detector increases exponentially with increase of the numbers of TAs and subcarriers and the signal constellation size. To further reduce the detection complexity, several low complexity detectors have been proposed, such as, simple minimum mean square error (MMSE) detector, matched filtering (MF) detector, log-likelihood ratio (LLR) detector and signal vector based list (SVBL) detector. However, compared to the MLD, these low complexity detectors suffer from a significant error performance degradation. Particularly, all the aforementioned methods are heavily dependent on the channel state information at receiver (CSIR), which requires high system overhead in the practical communication scenarios.

To be practical, imperfect CSIR should be considered in the design of detectors. For carrying out the detection at receiver with imperfect CSIR, deep learning (DL), which has the powerful feature extraction and generalization abilities, can be introduced in the detector design. With these abilities, DL based detectors can realize robust detection in MIMO systems [11], [12]. Apart from this, compared with the traditional detectors, DL based detectors are non-iterative, which show great computational complexity reduction [13].

In this paper, we consider the low complexity and robust detector design for the IM-MIMO-OFDM systems. The information bits in the IM-MIMO-OFDM systems are conveyed on three parts: the indices of the active TAs, the indices of the active subcarriers and the modulated symbols, which are also the three parts that need to be detected at receiver. In this case, the traditional detectors face high complexity. However, the transmitted signal in IM-MIMO-OFDM systems actually has the property of structural sparsity. Based on this property,
the detection process at receiver is formulated as a sparse reconstruction problem. The formulated sparse reconstruction problem can be solved through the following two steps. The first step is estimating the indices of non-zero elements in the transmitted signal vector through the received signal vector. The second step is estimating the values of the non-zero elements with the prior knowledge of their indices. Considering the imperfect CSIR and computational complexity, a DL based non-iterative detector called IMNet is proposed to realize the above sparse reconstruction process. The proposed IMNet consists of two subnets (i.e., antenna detection (AD) subnet and signal denoising (SD) subnet) as well as a least square (LS) detector. The task of the AD subnet is to realize the first step of the sparse reconstruction process, and the second step is accomplished through combining the AD subnet with the LS detector, which is called as DL based matching pursuit (DLBMP). For further improving the performance of the IMNet, the SD subnet is introduced to remove the noise effects.

To verify the adaptability and robustness of the proposed IMNet, we perform simulations with consideration of two channel models (i.e., the Rayleigh fading MIMO channel and the correlated MIMO channel) and two CSIR conditions (i.e., the perfect CSIR and the imperfect CSIR). The simulation results demonstrate that the IMNet has a better BER performance and robustness than the traditional algorithms in different scenarios, and the computational complexity is much smaller than the traditional algorithms.

The rest of this paper is organized as follows. The system model and problem formulation are given in Section II. Section III details the architecture of the proposed IMNet. The simulation results are presented and discussed in Section IV. Finally, conclusions are drawn in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first demonstrate the system model of the IM-MIMO-OFDM systems in Section II-A. Then, the sparse reconstruction problem is formulated in Section II-B.

A. System Model

We consider an IM-MIMO-OFDM system that equipped with $N_t$ TAs, $N_r$ receive antennas (RAs) and $N_f$ subcarriers, whose block diagram is depicted in Fig.1. At transmitter, IM is applied to both space and frequency domains, which means the information bits are conveyed not only over the modulated symbols but also over the indices of the active TAs and subcarriers. At receiver, these transmitted information bits can be recovered through the proposed IMNet.

As shown in Fig.1, each IM-MIMO-OFDM frame is comprised of a total number of $C + KD$ incoming data bits. The first $C = \lfloor \log_2 \left( \binom{K}{N_t} \right) \rfloor$ bits are used to select $K$ active antennas from $N_t$ TAs for transmitting. In this way, $K$ signal links will be generated while the remaining $N_t - K$ TAs keep off status. The left $KD$ bits are equally split into $K$ blocks and separately processed on the $K$ signal links. Unlike classical OFDM systems, which map all data bits to constellation points for all subcarriers, the $D$ bits on each signal link are divided into two parts. The first part with $d_1 = \lfloor \log_2 \left( \frac{F}{N_f} \right) \rfloor$ bits is used to select $F$ active subcarriers from all the $N_f$ subcarriers to convey information, while the remaining $N_f - F$ subcarriers are set to be idle. The second part with $d_2 = F \log_2 M$ bits is used to select $F$ symbols from the signal constellation $\mathcal{S}$ with $|\mathcal{S}| = M$ for $F$ active subcarriers. And then, an OFDM-IM block is generated. After interleaving, inverse fast Fourier transforming (IFFT), adding cyclic prefix (CP) and parallel to serial converting, the $K$ OFDM-IM blocks are transmitted through $K$ active TAs.

After passing through the MIMO channel, the CP is removed, fast Fourier transform (FFT) and deinterleaving are done at each RA to obtain the received signal in frequency domain. The received signal at the $i$-th subcarrier for all RAs can be represented as

\[ y_i = H_i x_i + w_i, \]

where $y_i \in \mathbb{C}^{N_r \times 1}$ denotes the received signal vector at the $i$-th subcarrier, $x_i \in \mathbb{C}^{N_t \times 1}$ denotes transmitted signal vector at the $i$-th subcarrier, $H_i \in \mathbb{C}^{N_r \times N_t}$ denotes the channel frequency response (CFR) between TAs and RAs at the $i$-th subcarrier and $w_i \in \mathbb{C}^{N_r \times 1}$ represents the additive white Gaussian noise with zero mean and variance $\sigma^2$. The mapping between the $C$ bits and the TA combination patterns can be implemented by using a look-up table [2].

The mapping between the $d_1$ bits and the subcarrier combination patterns can be implemented by using a look-up table or the combinatorial method [3].
Gaussian noise (AWGN) vector with zero mean and unit variance at the i-th subcarrier.

Let \( \phi_a, \phi_f \) and \( X_s \) respectively denote the indices set of the active TAs, the indices set of the active subcarriers and the transmitted signal matrix, where \( X_s = [x_1, x_2, \cdots, x_{N_f}] \). The MLD \( [9] \) based on Eq. (1) can be formulated as

\[
< \phi_a, \phi_f, \hat{X}_s > = \arg \min_{\phi_a, \phi_f, \hat{X}_s} \sum_{i=1}^{N_f} \| y_i - H_i \hat{x}_i \|^2. \tag{2}
\]

It should be noted that the MLD detector entails an exhaustive search space based on Eq. (2). Therefore, there will be a prohibitive complexity for this method because of the large number of transmit antennas, the large size of subcarrier and the complex signal constellation of practical MIMO-OFDM systems.

B. Problem Formulation

Due to that only \( K \) TAs and \( F \) subcarriers are active for transmitting, the transmitted signal vector \( x_i \) is sparse for all subcarriers, which is shown as Fig. 2. By utilizing the sparsity of \( x_i \), the detection process can be considered as a sparse reconstruction problem.

![Fig. 2. The signal structure of IM-MIMO-OFDM systems in space, frequency and time domains with \( N_t = 6, K = 2, N_f = 6, F = 4 \). Colorless squares denote the inactive resource blocks in the space domain, which means these antennas are inactive. The squares with crosshatch in the active space domain represent the inactive resource blocks in the frequency domain, which means such subcarriers are inactive. The squares with pure color denote the active resource blocks that truly convey the modulated symbols.](image)

In this sparse reconstruction problem, \( x_i \) is the sparse vector that needs to be recovered, \( y_i \) is the measurement vector and \( H_i \) is the measurement matrix. Based on Eq. (1), the sparse reconstruction of \( x_i \) can be formulated as the following optimization problem with the consideration of AWGN.

\[
\hat{x}_i = \arg \min_{x_i} \| x_i \|_1 \quad s.t. \quad \| y_i - H_i \hat{x}_i \|_2 < \varepsilon, \tag{3}
\]

where \( \varepsilon \) is a predetermined noise level of the system. There exist many algorithms that can solve such a problem, but they need the measurement matrix \( H_i \) to realize the sparse reconstruction, which cannot be accurately known in practical wireless communication scenarios. In addition, by solving the problem in Eq. (3), only one transmitted signal vector can be reconstructed at a time, which is inefficient.

To further improve the performance and reduce complexity, we assume that the inactive subcarriers on each active signal link convey a special symbol \( x^* \), which is shown as squares with crosshatch in Fig. 2. After this operation, the transmitted signal vectors \( x_i (1 \leq i \leq N_f) \) have the following relationship:

\[
\text{supp}(x_1) = \text{supp}(x_2) = \cdots = \text{supp}(x_{N_f}), \tag{4}
\]

\[
\| \text{supp}(x_1) \|_1 = \cdots = \| \text{supp}(x_{N_f}) \|_1 = K. \tag{5}
\]

Eq. (4) means all the transmitted signal vectors share the same support. Meanwhile, due to the fact that there are \( K \) active antennas, all the transmitted signal vectors are \( K \)-sparse, which implies that there are \( K \) non-zero elements (including \( x^* \)) in each transmitted signal vector, which is expressed as Eq. (5). Based on these two observations, the signal matrix \( X_s \) owns the property of structural sparsity.

Based on the structural sparsity of \( X_s \), the detection process of IM-MIMO-OFDM systems can be further formulated as a sparse reconstruction from multiple measurement vectors (MMV). For \( X_s \), the MMV refers to the multiple received signal vectors, i.e., \( y_i (1 \leq i \leq N_f) \), which is denoted as \( Y_s = [y_1, y_2, \cdots, y_{N_f}] \). The sparse reconstruction of \( X_s \) can be formulated as the following optimization problem with the consideration of AWGN.

\[
\hat{X}_s = \arg \min_{X_s} \| \text{supp}(X) \|_1 \quad \text{s.t. Eq. (1), Eq. (5)} \quad \sum_{i=1}^{N_f} \| y_i - H_i \hat{x}_i \|_2 < \varepsilon \tag{6a}
\]

where \( \text{supp}(X) = \bigcup_{i=1}^{K} \text{supp}(x_i) \).

By solving this problem in Eq. (6), the transmitted signal vectors at all subcarriers can be jointly recovered efficiently, compared to separately solve the problem in Eq. (5). The problem can be solved by two steps. The first step is estimating the indices of non-zero rows in \( X_s \) through \( Y_s \), which also means detecting the indices of active antennas. The second step is estimating the values of the elements in non-zero rows with the prior knowledge of the indices gotten in the first step. The purpose of the second step is jointly estimating the indices of the active subcarriers and the modulated symbols.

Considering the practical situation that \( H_i \) cannot be accurately known at receiver and traditional algorithms are iterative with high complexity, we introduce DL to realize the two steps with imperfect CSIR and finally recover the transmitted signal, which will be detailed in the next section.

III. PROPOSED IMNET

In this section, a DL based detector, called IMNet, is designed to recover the transmitted signal of IM-MIMO-OFDM
systems, which can significantly decrease the complexity of receiver. The architecture of the IMNet is elaborated in Section III-A. The details of the AD subnet and combination of the AD subnet and the LS detector are shown in Section III-B. The SD subnet is introduced in Section III-C. Section III-D gives the training specification.

A. IMNet Architecture

As shown in Fig. [1] the IMNet consists of two convolution neural networks (CNN), which are called as antenna detection (AD) subnet and signal denoising (SD) subnet, respectively. The task of the AD subnet is to predict the activation probability of each TA, while the task of SD subnet is to further improve the precision of the signal that is recovered by LS detector. The working procedure of the IMNet can be divided into two stages. In the first stage, the AD subnet predicts the activation probability of each TA for getting the indices of activated TAs, and then, based on the obtained indices and CSIR, the LS detector is used to get the initial estimation of the transmitted signal. In the second stage, in order to refine the initial estimation, the SD subnet is introduced to treat the noise effects.

After above two stages, the indices of activated TAs are obtained and the transmitted signal through each activated TA is recovered. The subcarriers are sorted in descending order according to the amplitude of the recovered symbols on them, and the first $F$ subcarriers are considered to be active. Finally, with the indices of the active antennas and subcarriers and modulated symbols, source binary bits can be recovered through inverse mapping.

![Fig. 3. The architecture of AD subnet.](image)

B. AD Subnet

The AD subnet is a four-layer CNN, whose architecture is shown in Fig. [3]. For the convolution layers, we use convolution kernels with $3 \times 3$ size and Max-Pooling operation with $2 \times 2$ size. The only difference between the two convolution layers is the number of filters. There are 64 and 128 filters in the first and second convolution layers, respectively. To accelerate the converging procedure, we apply the Rectified Linear Unit (ReLU) as activation function in the two convolution layers. The general activation function of ReLU is defined as

$$ReLU(x_k) = \max(x_k, 0), \quad (7)$$

where $x_k$ is the input signal of the activation on the $k$-th channel.

The input complex valued signal is separated into real and imaginary parts, and then, the two parts are fed into the network, as shown in Fig. [5]. The output of the AD subnet is the activation probability of each TA. Therefore, we use the Sigmoid function as the activation function of the output layer and the binary cross-entropy as the loss function, which are expressed in Eq. (8) and Eq. (9), respectively.

$$Sigmoid(x_k) = \frac{1}{1 + e^{x_k}}, \quad (8)$$

$$L_{AD}(\theta_t) = \frac{1}{N_t} \sum_{i=1}^{N_t} \left[ y_i \log(\hat{y}_i) + (1 - y_i) \log(1 - \hat{y}_i) \right], \quad (9)$$

where $\theta_t$ denotes the weights for the AD subnet, $\hat{y}_i$ and $y_i$ are the predicted activation probability and the initial on-off label of the $i$-th TA, respectively. Compared to the traditional algorithms, the AD subnet can predict the activation probability of each TA and then get the indices of active TAs without the knowledge of CSIR, which produces the excellent performance under various channel conditions.

According to the estimated indices of the activated TAs through the AD subnet, we select corresponding columns in $H_i$ to form a new channel matrix $\hat{H}_i$. Then, the LS detector can be applied to get the initial estimated signal $\hat{x}_i$, which can be expressed as

$$\hat{x}_i = (\hat{H}_i^H \hat{H}_i)^{-1} \hat{H}_i^H y_i, \quad (10)$$

where $[(\hat{H}_i^H \hat{H}_i)^{-1} \hat{H}_i^H]$ is the pseudo inverse of $\hat{H}_i$. The whole process of the stage 1 which consists of AD subnet and LS can be summarized as Algorithm [1]. $\tau$ is a predefined threshold to decide whether the TA is active or inactive.

Algorithm 1 Deep Learning Based Matching Pursuit (DLBMP)

Input: $Y$: the received signal matrix; $H$: CIRF; $K$: the number of active TAs; $N_f$: the number of subcarriers.

Output: $\phi_a$: the indices set of active TAs; $X_{LS}$: the recovered signal matrix using LS detector

1: Initialization: $\phi_a = \emptyset$, $X_{LS} = 0^{K \times N_f}$
2: Predict the activation probability of TAs using $P = [p_1, p_2, \ldots, p_{N_f}] = AD(Y)$
3: Get the indices set of the active TAs: $\phi_a = \{i \mid p_i > \tau, 1 \leq i \leq N_t\}$
4: for $i = 1$ to $N_f$ do
5: According to $\phi_a$, choose columns of $H_i$ to generate $\hat{H}_i$: $\hat{H}_i = H_i(\phi_a)$
6: Estimate the signal vector $\hat{x}_i$ using Eq. (10)
7: end for
8: $X_{LS} = [\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_{N_f}]$
9: return $\phi_a$, $X_{LS}$
C. SD Subnet

The initial estimation of the transmitted signal is obtained through Algorithm 1. Considering the CSIIR which cannot be accurately known in practical wireless communication scenarios, the initial estimation is coarse. In order to refine the coarse estimation, a denoising network is introduced to mitigate the effects of noise. We choose the state-of-the-art denoising network [14] in image processing fields as our SD subnet. The input of the SD subnet is the initially estimated denoising signal matrix through Algorithm 1, and the output is the subnet. The input of the SD subnet is the initially estimated denoising network [14] in image processing fields as our SD subnet. We adopt the Mean Square Error (MSE) as the loss function for SD subnet. The loss function can be expressed as

$$L_{SD}(\theta_2) = \frac{1}{T} \sum_{i=1}^{T} \| F((\hat{X}_{LS}^i); \theta_2) - X_i \|^2,$$

where $\theta_2$ denotes the weights of the SD subnet, $T$ is the number of training pairs, and $X_i$ is the transmitted signal without noise.

D. Training The IMNet

Let $\Theta = \{\theta_1, \theta_2\}$ denote the set of all weights of the IMNet. The whole process of the IMNet can be expressed as

$$\hat{Y}_i^T = F(Y^T; \Theta) = F_2(LS(F_1(Y^T; \theta_1), Y^T, H^T); \theta_2),$$

where $F$, $F_1$, $F_2$ and $LS$ are the functions of the IMNet, AD subnet, SD subnet and the LS detector, respectively.

We use a two stage training algorithm to get the optimal $\Theta$. In the first stage, we train the AD subnet. In the second stage, we freeze the parameters of AD subnet, and train the SD subnet to get the final output. The entire training process is summarized as Algorithm 2.

Algorithm 2 Training the proposed IMNet

Input: $\{X_i^T\}_{i=1}^N$: dataset of the transmitted signal matrix; $\{Y_i\}_{i=1}^N$: dataset of the received signal matrix; $\{X_i^L\}_{i=1}^N$: labels of the activation status of TAs

Output: $\theta_1, \theta_2$: Optimal weights

1. Initialize $\theta_1$ and $\theta_2$
2. Train the AD subnet using dataset $\{Y_i, X_i^L\}_{i=1}^N$ to minimize Eq.(2), then freeze $\theta_1$
3. Use Algorithm 1 to get the initial estimated signal matrix $\{\hat{X}_{LS}^i\}_{i=1}^N$
4. Train the SD subnet using dataset $\{\hat{X}_{LS}^i, X_i^L\}_{i=1}^N$ to minimize Eq.(11), then freeze $\theta_2$
5. return $\theta_1, \theta_2$

IV. PERFORMANCE EVALUATION

In this section, we evaluate the performance of IMNet. Simulations are performed to show the superior performance of the proposed IMNet, compared with existing detection algorithms under various channel conditions. Implementation is first presented, then results are given and discussed.
BER degradation greater than 10dB of traditional algorithms at SNR=25dB, while IMNet still maintains its BER at perfection from imperfection, there is a clear performance degradation when the CSIR changes from perfect to imperfect. When the CSIR is perfect or imperfect, IMNet always achieves the best performance whether the CSIR is perfect or imperfect. It can be seen from Fig.5 that IMNet always achieves the best performance whether the CSIR is perfect or imperfect. Therefore, when CSIR is imperfect, AD subnet is still able to provide accurate prediction of activation probability of each TA, which provides a solid foundation for the next step of signal detection. The other aspect is that the SD subnet can improve the accuracy of the recovered signal, which can further improve the BER performance.

2) Comparisons in correlated MIMO channel: To further verify the adaptability and robustness of IMNet, we evaluate the BER performance of IMNet and two traditional algorithms (i.e., ML and MF-LLR) under correlated MIMO channel with perfect CSIR and imperfect CSIR. It can be seen from Fig.5 that IMNet always achieves the best performance whether the CSIR is perfect or imperfect. When the CSIR changes from perfection to imperfection, there is a clear performance degradation greater than 10dB of traditional algorithms at 25dB SNR, while IMNet still maintains its BER at $10^{-4}$. The reason for is that traditional algorithms are much more dependent on the CSIR than the proposed IMNet, while IMNet can extract the characteristics of channel from the received signal and further improve the accuracy of the recovered signal.

3) Performance in different IM-MIMO-OFDM scenarios: To verify the applicability of IMNet, we evaluate the BER performance of IMNet in three different IM-MIMO-OFDM scenarios under different SNR, and the results are shown in Fig.6. The configurations of three scenarios are detailed in TABLE I, which make these scenarios become more complex gradually. We only consider perfect CSIR in each scenario. It can be recognized from Fig.6 that IMNet has a fairly good performance in three scenarios. The BER is smaller than $10^{-3}$ for all scenarios at 25dB SNR. As the numbers of activated antennas and subcarriers increase, the BER performance has a certain gain by using proposed IMNet detector. Compared with Rayleigh fading channel model, the BER performance has a little degradation with correlated MIMO channel model in all three scenarios.

4) Comparisons in Computational Complexity: To verify the low complexity of the proposed IMNet, the computational complexities of IMNet and two traditional algorithms (i.e., ML and MF-LLR) are compared in this part. We choose three different IM-MIMO-OFDM scenarios, shown in Table I and the results are given in Table II. We transmit 500 IM-MIMO-OFDM frames in each scenario. When the numbers of TA and subcarrier grows, we can activate more antennas and subcarriers to convey information, but the computational complexity will also be increased, which is consistent with the results in Table II. We can also see that IMNet always achieves the lower

---

**TABLE I. Parameters of three different IM-MIMO-OFDM scenarios.**

| Scenario | $N_t$ | $N_r$ | $N_f$ | $K$ | $F$ |
|----------|-------|-------|-------|-----|-----|
| Scenario 1 | 4     | 1     | 4     | 1   | 2   |
| Scenario 2 | 8     | 2     | 8     | 2   | 6   |
| Scenario 3 | 16    | 4     | 16    | 4   | 12  |

---

**Fig. 4. BER performance comparisons of different algorithms with Rayleigh fading MIMO channel. IM-MIMO-OFDM is configured with $N_t = N_r = 8$, $N_f = 8$, $K = 2$, $F = 6$ and 4QAM modulation.**

**Fig. 5. BER performance comparison of different approaches with correlated MIMO channel. IM-MIMO-OFDM is configured with $N_t = N_r = 8$, $N_f = 8$, $K = 2$, $F = 6$ and 4QAM modulation.**

**Fig. 6. BER performance of IMNet in different IM-MIMO-OFDM scenarios. Modulation type is 4QAM.**
computational complexity than the traditional algorithms in all three scenarios. In the first scenario where the transmitted information is the easiest to recover, MF-LLR needs about twice consumption of time than IMNet, and ML needs more than seven times consumption of time. As the scenario gets more complex (i.e., scenario 2 and scenario 3), the consumption of time of two traditional algorithms increases significantly, especially for ML algorithm. The reason for this phenomenon is that two traditional algorithms need a large number of iterations to search the optimum combination of the active TAs, the active subcarriers and the modulated symbols, while IMNet is a non-iterative detector that can directly predict the the active TAs and subcarriers and recover the signal.

TABLE II. Computational complexity (in seconds) in different IM-MIMO-OFDM scenarios. The channel model is Rayleigh fading MIMO channel with perfect CSIR and SNR is 20dB.

| Scenario | IMNet | ML  | MF-LLR |
|----------|-------|-----|--------|
| Scenario 1 | 7s    | 52s | 12s    |
| Scenario 2 | 29s   | 853s| 79s    |
| Scenario 3 | 127s  | 2432s | 1328s |

V. CONCLUSION

In this paper, we formulate the detection process of IM-MIMO-OFDM systems as a sparse reconstruction problem. Based on the structural sparsity of the transmitted signal and sparse reconstruction theory, a DL based non-iterative detector called IMNet is proposed to realize the detection process, while maintaining low complexity. The two most distinctive characteristics of IMNet are that its AD subnet can predict the activation probability of each TA without CSIR and its SD subnet can further mitigate the noise effects. These characteristics enable IMNet to achieve better performance with imperfect CSIR compared with the traditional algorithms. Besides, IMNet is a non-iterative detector, which makes its detection complexity far less than the traditional algorithms. Simulation results demonstrate that IMNet outperforms two traditional algorithms in terms of BER and computational complexity in various scenarios, which verifies the better adaptability and robustness of IMNet.

REFERENCES

[1] E. Basar, “Index modulation techniques for 5g wireless networks,” IEEE Communications Magazine, vol. 54, no. 7, pp. 168–175, 2016.
[2] M. Wen, B. Zheng, K. J. Kim, M. Di Renzo, T. A. Tsiftsis, K. Chen, and N. Al-Dhahir, “A survey on spatial modulation in emerging wireless systems: Research progresses and applications,” IEEE Journal on Selected Areas in Communications, vol. 37, no. 9, pp. 1949–1972, Sep. 2019.
[3] E. Başar, Ü. Ayyoglu, E. Panayirci, and H. V. Poor, “Orthogonal frequency division multiplexing with index modulation,” IEEE Transactions on Signal Processing, vol. 61, no. 22, pp. 5536–5549, 2013.
[4] C. Xu, S. Sugiera, S. X. Ng, and L. Hanzo, “Spatial modulation and space-time shift keying: Optimal performance at reduced detection complexity,” IEEE Transactions on Communications, vol. 61, no. 1, pp. 206–216, January 2013.
[5] J. Wang, S. Jia, and J. Song, “Generalised spatial modulation system with multiple active transmit antennas and low complexity detection scheme,” IEEE Transactions on Wireless Communications, vol. 11, no. 4, pp. 1605–1615, April 2012.
[6] B. Zheng, M. Wen, E. Basar, and F. Chen, “Multiple-input multiple-output ofdm with index modulation: Low-complexity detector design,” IEEE Transactions on Signal Processing, vol. 65, no. 11, pp. 2758–2772, June 2017.
[7] M. I. Kadir, “Subcarrier-index modulated multicarrier space-time shift keying: Achievable rate, performance, and design guidelines,” IEEE Transactions on Vehicular Technology, vol. 68, no. 3, pp. 2260–2269, March 2019.
[8] S. Lu, M. El-Hajjar, and L. Hanzo, “Two-dimensional index modulation for the large-scale multi-user mimo uplink,” IEEE Transactions on Vehicular Technology, vol. 68, no. 8, pp. 7904–7918, Aug 2019.
[9] J. Jeganathan, A. Ghareeb, and L. Szczecinski, “Spatial modulation: optimal detection and performance analysis,” IEEE Communications Letters, vol. 12, no. 8, pp. 545–547, Aug 2008.
[10] E. Baar, “Ofdm with index modulation using coordinate interleaving,” IEEE Wireless Communications Letters, vol. 4, no. 4, pp. 381–384, Aug 2015.
[11] H. He, C. Wen, S. Jin, and G. Y. Li, “A model-driven deep learning network for mimo detection,” in 2018 IEEE Global Conference on Signal and Information Processing (GlobalSIP), Nov 2018, pp. 584–588.
[12] N. Samuel, T. Diskin, and A. Wiesel, “Learning to detect,” IEEE Transactions on Signal Processing, vol. 67, no. 10, pp. 2554–2564, May 2019.
[13] X. Gao, S. Jin, C. Wen, and G. Y. Li, “Comnet: Combination of deep learning and expert knowledge in ofdm receivers,” IEEE Communications Letters, vol. 22, no. 12, pp. 2627–2630, Dec 2018.
[14] K. Zhang, W. Zuo, Y. Chen, D. Meng, and L. Zhang, “Beyond a gaussian denoiser: Residual learning of deep cnn for image denoising,” IEEE Transactions on Image Processing, vol. 26, no. 7, pp. 3142–3155, July 2017.
[15] F. Jiang, C. Li, and Z. Gong, “Accurate analytical ber performance for zf receivers under imperfect channel in low-snr region for large receiving antennas,” IEEE Signal Processing Letters, vol. 25, no. 8, pp. 1246–1250, Aug 2018.
[16] E. Eraslani, B. Daneshrad, and C. Lou, “Performance indicator for mimo mmse receivers in the presence of channel estimation error,” IEEE Wireless Communications Letters, vol. 2, no. 2, pp. 211–214, April 2013.
[17] R. Y. Mesleh, H. Haas, S. Sinanovic, C. W. Ahn, and S. Yun, “Spatial modulation,” IEEE Transactions on Vehicular Technology, vol. 57, no. 4, pp. 2228–2241, July 2008.
[18] M. Wen, X. Cheng, and L. Yang, Index modulation for 5g wireless communications. Springer, 2017.