TSInterpret: A unified framework for time series interpretability
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Abstract
With the increasing application of deep learning algorithms to time series classification, especially in high-stake scenarios, the relevance of interpreting those algorithms becomes key. Although research in time series interpretability has grown, accessibility for practitioners is still an obstacle. Interpretability approaches and their visualizations are diverse in use without a unified api or framework. To close this gap, we introduce TSInterpret\(^1\), an easily extensible open-source Python library for interpreting predictions of time series classifiers that combines existing interpretation approaches into one unified framework. The library features (i) state-of-the-art interpretability algorithms, exposes a (ii) unified API enabling users to work with explanations in a consistent way, and provides (iii) suitable visualizations for each explanation.
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1. Introduction
Although time series data are omnipresent in industry and daily life, deep learning methods have only been applied to time series data in the last decade. Before, time series classification (TSC) primarily focused on classifications based on discriminatory features (e.g., learning based on the whole time series, intervals, or shapelets (Bagnall et al. (2017))). Compared to deep methods, they do not have the "black-box"- character as a significant drawback. However, with the increasing accuracy of deep learning models and their ability to cope with vast amounts of data, their application on time series classification increased, leading to a need for interpretability, especially in high-risk settings. Various interpretability methods for time series classification are available (Rojat et al. (2021)). However, the usage of those methods is not yet standardized: The proposed methods often lack a) open code (e.g., Siddiqui et al. (2021)), b) an easy-to-use interface (e.g., Ismail et al. (2020)), or

\(^1\) https://github.com/fzi-forschungszentrum-informatik/TSInterpret
c) visualization (e.g., Guilleme et al. (2019)), making the application of those methods inconvenient and thereby hindering the usage of deep learning methods on safety-critical scenarios.

Although unifying frameworks (e.g., tf-explain (Meudec (2021)), Alibi (Klaise et al. (2021)), or captum (Kokhliyan et al. (2020))) have already been developed for various data types (tabular, image, text) and algorithms (e.g., GradCam (Selvaraju et al. (2020)), Counterfactuals (Mothilal et al. (2020)), SHAP (Lundberg and Lee (2017))), an interpretability framework for time-series data is still missing. Due to the different structures and properties of time-ordered data, most approaches and frameworks are not directly applicable to time series (Ismail et al. (2020)). Further, time series are not intuitive for human understanding (Siddiqui et al. (2019)) and need additional visualizations. Therefore, we propose TSInterpret, a framework implementing algorithms for time series classification. In this work, we provide

- a review of existing interpretability libraries,
- a unified framework for time series interpretability,
- and unified visualizations for the implemented algorithms.

2. Need for Interpretability in Time Series Classification

Temporal data is ubiquitous and encountered in many real-world applications ranging from electronic health records (Rajkomar et al. (2018)) to cyber security (Susto et al. (2018)). Although almost omnipresent, time series classification has been considered one of the most challenging problems in data mining for the last two decades (Yang and Wu (2006); Esling and Agon (2012)). With the rising data availability and accessibility (e.g., provided by the UCR / UEA archive (Bagnall et al. (2017); Dau et al. (2019))), hundreds of time series classification algorithms have been proposed. Although deep learning methods have been successful in the field of Computer Vision (CV) and Natural Language Processing (NLP) for almost a decade, application on time series has only occurred in the past few years (e.g., Fawaz et al. (2019); Rajkomar et al. (2018); Susto et al. (2018); Ruiz et al. (2021)). Deep learning models have been shown to achieve state-of-art results on time series classification (e.g., Fawaz et al. (2019)). However, those methods are black-boxes due to their complexity which limits their application to high-stake scenarios (e.g., in medicine or autonomous driving), where user trust and understandability of the decision process are crucial.

Although much work has been done on interpretability in CV and NLP, most developed approaches are not directly applicable to time series data. The time component impedes the usage of existing methods (Ismail et al. (2020)). Thus, increasing effort is put into adapting existing methods to time series (e.g., LEFTIST based on SHAP / Lime (Guilleme et al. (2019)), Temporal Saliency Rescaling for Saliency Methods (Ismail et al. (2020)), Counterfactuals (Ates et al. (2021); Delaney et al. (2021))), and developing new methods specifically for time series interpretability (e.g., TSInsight based on autoencoders (Siddiqui et al. (2021)), TSViz for interpreting CNN (Siddiqui et al. (2019))). For a survey of time series interpretability, please refer to Rojat et al. (2021).

Compared to images or textual data, humans cannot intuitively and instinctively understand the underlying information contained in time series data. Therefore, time series
data, both uni- and multivariate, have an unintuitive nature, lacking an understanding at first sight (Siddiqui et al. (2019)). Hence, providing suitable visualizations of time series interpretability becomes crucial.

For instance, health data tasks like cardiac disease detection from electrocardiogram data (ECG5000, Dau et al. (2019)) or seizure prediction from the data of a tri-axial accelerometer (Epilepsy, Bagnall et al. (2018)) are examples for the need of interpretability within time series data. Those classification tasks are in a sensitive field regarding people’s lives. Therefore, decisions need to be carefully taken based on solid evidence. Wrong medications or unidentified diseases can have long-lasting effects on a patient’s health. To allow physicians to make such data-driven decisions with the help of machine learning, interpretations of black-box models are crucial. It is not only relevant if a patient has epilepsy or a cardiac disease but why or which indications are there for such. Further, implementing a non-interpretable machine learning model in medicine raises legal and ethical issues (Amann et al. (2020)).

3. Related Work

| Name                                      | Backend | Data | Task | Scope | Output |
|-------------------------------------------|---------|------|------|-------|--------|
| AIX360 (Arya et al. (2019))              | PYT, TF, BB | X | X | X | X | X | X | X | X | X | X | X | X |
| ALIBI (Klaise et al. (2021))             | BB      | X | X | X | X | X | X | X | X | X | X | X | X | X |
| Anchor (Ribeiro et al. (2018))           | BB      | X | X | X | X | X | X | X | X | X | X | X | X | X |
| Captum (Kokhlikyan et al. (2020))        | PYT     | X | X | X | X | X | X | X | X | X | X | X | X | X |
| carla (Pawelczyk et al. (2021))          | PYT, TF, SK | X | X | X | X | X | X | X | X | X | X | X | X | X |
| DALEX (Baniecki et al. (2021))           | SK, TF  | X | X | X | X | X | X | X | X | X | X | X | X | X |
| DeepExplain (Ancona et al. (2018))       | TF      | X | X | X | X | X | X | X | X | X | X | X | X | X |
| Dice (Mothilal et al. (2020))            | PYT, TF, BB | X | X | X | X | X | X | X | X | X | X | X | X | X |
| ELM5 (eli5 org (2017))                   | BB      | X | X | X | X | X | X | X | X | X | X | X | X | X |
| H2O (Hall et al. (2019))                 | -       | X | X | X | X | X | X | X | X | X | X | X | X | X |
| iNNvestigate (Alber et al. (2019))       | TF      | X | X | X | X | X | X | X | X | X | X | X | X | X |
| InterpretMI (Nori et al. (2019))         | BB, WB  | X | X | X | X | X | X | X | X | X | X | X | X | X |
| Lucid (tensorflow (2018))                | TF      | X | X | X | X | X | X | X | X | X | X | X | X | X |
| OnniXAI (Yang et al. (2022))             | PYT, TF, SK | X | X | X | X | X | X | X | X | X | X | X | X | X |
| pytorch-cnn-visualizations (Ozbulak (2019)) | PYT | X | X | X | X | X | X | X | X | X | X | X | X | X |
| SHAP (Lundberg and Lee (2017))           | PYT, TF, BB | X | X | X | X | X | X | X | X | X | X | X | X | X |
| Skater (Oracle (2018))                   | BB      | X | X | X | X | X | X | X | X | X | X | X | X | X |
| TF-Explain (Meule et al. (2021))         | TF      | X | X | X | X | X | X | X | X | X | X | X | X | X |
| TorchRay (Fong et al. (2019))            | PYT     | X | X | X | X | X | X | X | X | X | X | X | X | X |
| What-If (Wexler et al. (2019))           | TF      | X | X | X | X | X | X | X | X | X | X | X | X | X |
| wildboar (Samsten (2020))                | -       | X | X | X | X | X | X | X | X | X | X | X | X | X |

Table 1: Overview over recent explanation libraries and their time series capabilities. **BB**: Black-Box, **TF**: Tensorflow, **PYT**: PyTorch, **SK**: scikit-learn

Numerous open-source tools for machine learning evolved in the last few years. In the following, we focus on libraries implementing various post-hoc interpretability methods in-
stallable via PyPI. For the summary in Table 2, only active libraries, i.e., libraries with some development activity in the past 12 months on GitHub, are included. The comparison is conducted according to the scope of included explanations (Model Agnostic vs. Model-specific, Global vs. Local) and library properties (supported model libraries, data types, and tasks). Model Agnostic methods apply to any classification algorithms, whereas model-specific algorithms only work on a subset of classification algorithms (e.g., Cam on Convolutional Neural Networks). Global interpretability methods interpret the model’s overall decision-making process, while local interpretability focuses on the interpretation of a single instance and the prediction of that instance\(^2\). Further, the return type of the explanation methods are taken into account. Feature Attribution methods (FA) return a per-feature attribution score based on the feature’s contribution to the model’s output (e.g., GradCam (Selvaraju et al. (2020)) or SHAP (Lundberg and Lee (2017))), instance-based methods (IB) calculate a subset of relevant features that must be present to retain or remove a change in the prediction of a given model (e.g., counterfactuals (Mohtilal et al. (2020)) or anchors (Ribeiro et al. (2018))), while rule-based methods (RB) derive rules.

Except for the libraries wildboar (Samsten (2020)), OmniXAI (Yang et al. (2022)), and H2O (Hall et al. (2019)), no library provides interpretability methods on time series. However, the support of OmniXAI (Yang et al. (2022)) is restricted to anomaly detection, univariate time series and includes only non-time-series-specific interpretability methods. Wildboar (Samsten (2020)) focuses on temporal machine learning (classification, regression, and anomaly detection) and only provides a limited number of (counterfactual) interpretability methods as additional features. A unified framework for time series interpretability like captum or ALIBI enabling easy-to-use interpretability is still missing.

4. Library Design

The API Design is orientated on the scikit design paradigms consistency, sensible defaults, composition, nonprofilarity of classes, and inspection (Buitinck et al. (2013)). Listing 1

---

\(^2\) More information on the taxonomy are available in Rojat et al. (2021).
shows the workflow of the library in a coding sample. Given a trained machine learning model and an instance to be classified: First, the desired interpretability method is imported (line 1) and instantiated (line 2), followed by explaining the instance (line 3), and finally, the generation of the plot (line 4).

**Code Listing 1: API Usage Example.**

```python
from TSInterpret.InterpretabilityModels.Saliency.TSR import TSR

int_mod = TSR(model, item.shape[-1], item.shape[-2])
exp = int_mod.explain(item, labels = label, TSR = True)
int_mod.plot(item, exp)
```

**Consistency** All implemented objects share a consistent interface. Every interpretability method inherits from the interface `InterpretabilityBase` to ensure that all methods contain a method `explain` and a `plot` function. The `plot` function is implemented on the level below based on the output structure provided by the interpretability algorithm to provide a unified visualization experience (e.g., in the case of Feature Attribution, the plot function visualizes a heatmap on the original sample). If necessary, those plots are refined by the Mechanism layer. This is necessary to ensure suitable representation as the default visualization can sometimes be misinterpreted (e.g., the heatmap used in the plot function of `InterpretabilityBase` allows positive and negative values, while `TSR` is scaled to [0, 1]. Using the same color pattern for both scales would lead to a high risk of misinterpreting results while comparing `TSR` with `LEFTIST`). The `explain` function is implemented on the method level.

**Sensible Defaults** TSInterpret provides reasonable defaults for most parameters by providing the default parameterizations for each method from the designated papers. Those parameters can easily be changed if needed by providing alternative values during model instantiation.

**Composition** Many interpretability methods for time series classification are based on already existing methods for tabular, image, or text data (e.g., Ismail et al. (2020) is based amongst others on Lundberg and Lee (2017)). Whenever feasible, existing implementation of such algorithms are used (e.g., SHAP (Lundberg and Lee (2017)), captum (Kokhlikyan et al. (2020)), or tf-explain (Meudec (2021)).

**Nonprofilarity of classes** TSInterpret implements the interpretability algorithms as custom classes. Datasets, instances, and results are represented as NumPy arrays, Lists, or Tuples, instead of classes. For instance, the counterfactual method returns a Tuple of the counterfactual time series and the label (list, int). Hyperparameters are regular strings or numbers.

**Inspection** TSInterpret stores and exposes the parameter of the interpretability algorithms as public attributes. In some methods, parameters have a significant impact on the obtained results. Making those parameters publicly available through attributes facilitates experimenting with hyperparameters.
5. Algorithm Overview

As depicted in section 3, our framework provides support for various time series interpretability types, resulting in interpretations and visualization for a variety of use cases. The current version of the library includes the interpretability algorithms listed in Table 2. Their implementation in TSInterpret is based on code provided by the authors of the algorithms, which got adapted to the framework and extended to ensure the availability on multiple model backends (e.g., PyTorch or TensorFlow).

| Method                          | Model | Explanations | Type | Dataset |
|--------------------------------|-------|--------------|------|---------|
| NUN-CF (Delaney et al. (2021)) | TF, PYT, SK | IB            | uni  | y       |
| CoMTE (Ates et al. (2021))     | TF, PYT, SK | IB            | multi | y       |
| LEFTIST (Guilleme et al. (2019)) | TF, PYT, SK | FA            | uni  | y       |
| TSR (Ismail et al. (2020))     | TF, PYT | FA            | multi | n       |

Table 2: Interpretability Methods implemented in TSInterpret. BB: Black-Box, TF: TensorFlow, PYT: PyTorch, SK: scikit-learn

NUN-CF 3 Delaney et al. (2021) proposed using the K-nearest neighbors from the dataset belonging to a different class as native guide to generate counterfactuals. They propose three options for transforming the original time series with this native guide: the plain native guide, the native guide with bary centering, and transformation based on the native guide and class activation mapping.

CoMTE 4 Ates et al. (2021) proposed CoMTE as a perturbation-based approach for multivariate time series counterfactuals. The goal is to exchange the smallest possible number of features with reference data by applying random-restart hill climbing to obtain a different classification.

LEFTIST 5 Agnostic Local Explanation for Time Series Classification by Guilleme et al. (2019) adapted LIME for time series classification and proposed to use prefixed shapelets as the interpretable components. Each shapelet is a non-overlapping subsection of the original time series with a prefixed length. The feature importance is provided on a shapelet basis.

TSR 6 Temporal Saliency Rescaling (Ismail et al. (2020)) calculates the importance of each timestep, followed by the feature importance based on different Saliency Methods, both back-propagation based and perturbation based. We refer the reader to our code documentation for a complete list of implemented methods. The implementation in TSInterpret is based on tf-explain (Meudec (2021)), SHAP (Lundberg and Lee (2017)) and captum (Kokhlikyan et al. (2020)).

3. https://github.com/e-delaney/Instance-Based_CFE_TSC
4. https://github.com/peaclab/CoMTE
5. https://www.dropbox.com/s/y1xzq5bphp0org2h/code_LEFTIST.zip?dl=0
6. https://github.com/ayaabdelsalam91/TS-Interpretability-Benchmark
Returning to the use case described in section 2, we train a 1D-conv ResNet on ECG5000 and Epilepsy. Figure 2 and Figure 3 show interpretations obtained with TSInterpret for the 1D-conv ResNet on the first item of the testset for the univariate ECG5000 dataset (fig. 2) and the multivariate Epileptical dataset (fig. 3). With the help of the interpretations shown in Figure 2 a physician can gather evidence on the functionality of the ResNet classification on ECG 5000. The feature attribution method LEFTIST (fig. 2b) identifies sections with positive/ negative influence on the current time series prediction. In this case, the first section of the time series has the most considerable impact on the current prediction being a normal electrocardiogram. If a physician wants to know why the electrocardiogram shows a normal instance and not an abnormal beat, conclusions can be drawn from the counterfactual approach NUN-CF. Compared to the original time series (in blue fig. 2a) classified as normal, the classification is changed if the drop at the beginning is lower and the drop at the end is replaced with a rise (pink line in fig. 2a).

Figure 2: Interpretations obtained with TSInterpret the univariate ECG5000 dataset.

Figure 3 shows interpretations for the epilepsy dataset. Suppose a physician wants to know how the original instance is predicted as walking (blue) instead of running. In such a case, the practitioner applies CoMTE to generate a counterfactual in the class direction of running, resulting in a different acceleration of the x-axis in the first 200 time steps (see fig. 3a). If the physician is only interested in seeing the most important features TSR (fig. 3b) can be applied. With the help of interpretability, a physician can gather evidence for the predicted classification and gain trust in the system (Amann et al. (2020)). In general, the visualization for the

Figure 3: Interpretations obtained with TSInterpret the multivariate Epilepsy dataset.
counterfactual approaches CoMTE and NUN-CF have a similar style, although NUN-CF visualizes univariate and CoMTE multivariate data. Note that CoMTE only visualizes the changed features. For the feature attribution methods LEFTIST and TSR, the visualizations have similar styles but a different color map. This is necessary as LEFTIST returns a positive and negative influence (range \([-1, 1]\)), while TSR returns normalized time slices and feature importances (range \([0, 1]\)).

The easy-to-use interface of TSInterpret allows the out-of-box usage of interpretability models on time series data for different use cases, time series types, and classification models. Further, the framework can be easily extended by inheriting from either `InterpretabilityBase` or one of the more customized classes (e.g., `Feature Attribution` or `InstanceBased`). All classes below the Output layer also come with a default plot function to match the visualizations obtained by the already implemented algorithms.

6. Outlook

TSInterpret provides a cross-backend unified API for the interpretability of time series classifications enabling interpretation generation with just three lines of code. In the first phase of the development, TSInterpret provides four interpretability algorithms for both univariate and multivariate time series classification and functions for visualizing the interpretation results. However, the Framework is easily extensible by inheritance and provides a simple API design. In the future, we will include support for additional interpretability algorithms, time series prediction, as well as metrics to progress into an easy-to-use benchmarking tool for time series interpretability. In order to focus the research and application of time series prediction models not only on performance but also on understanding the model in a practical environment, a further development step is to integrate TSInterpret into the landscape of existing frameworks and thus establish it as an easily usable standard.
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