Determinant formulas for the five-vertex model

Ivan N. Burenev and Andrei G. Pronko

Abstract. We consider the five-vertex model on a finite square lattice with fixed boundary conditions such that the configurations of the model are in a one-to-one correspondence with the boxed plane partitions (3D Young diagrams which fit into a box of given size). The partition function of an inhomogeneous model is given in terms of a determinant. For the homogeneous model, it can be given in terms of a Hankel determinant. We also show that in the homogeneous case the partition function is a \( \tau \)-function of the sixth Painlevé equation with respect to the rapidity variable of the weights.
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1. Introduction

In studying vertex models on finite lattices an important role is played by representations in terms of determinants for their partition functions. A famous example is provided by the six-vertex model with domain wall boundary conditions
Figure 1. The six vertices of the six-vertex model in terms of arrows (first row) or lines (second row), and their Boltzmann weights in the five-vertex model (third row)

The five-vertex model is the six-vertex model with one of its six (actually one of its first four, numbered in the standard order [3,4]) vertices frozen out. Historically, the five-vertex model was first considered in the context of modeling of a crystal growth or evaporation in two dimensions, based on the terrace-ledge-kink picture of a crystal surface [5,6]. In a different crystal growth picture, it also admits an interpretation as a probabilistic cellular automaton [7]. Recent interest to the five-vertex model is motivated, in particular, by its close connection with Grothendieck polynomials [8–13]. It is also known, that in the case of a finite lattice with special fixed boundary conditions the five-vertex model configurations are in one-to-one correspondence with boxed plane partitions (3D Young diagrams which fit into a box of given size) [14,15].

In the present paper, we prove determinant representations for the partition function of the five-vertex model, which arise in the latter context. In [14], it was shown that in the case where the configurations of the model are in correspondence with boxed plane partitions which fit into a box with two equal sides, the partition function can be written as a scalar product of off-shell Bethe states and it evaluates in terms of a determinant. Our aim here is to extend this result to the case where the configurations of the model are in correspondence with boxed plane partitions which fit into a box with no restriction on the sides of the box. In the algebraic Bethe Ansatz, the partition function in this case can be written as the matrix element of a product of $A$- or $D$-operators between off-shell Bethe states. For these matrix elements we prove formulas which express them in terms of determinants of the sizes equal to the total number of operators between the vacuum states.

1.1. The model. The five-vertex model is a special case of the six-vertex model. The configurations of the model can be represented in terms of arrows placed on edges of a square lattice or, equivalently, in terms of lines “flowing” through the lattice. We use the convention [3,4] between the arrow and line pictures of the configurations that if an arrow points down or left, then this edge has a line, otherwise the edge is empty. In the six-vertex model the admissible vertices are only those which have equal number of incoming and outgoing arrows, see Fig. 1 where the vertices are shown in the standard order. The five-vertex model can be obtained by requiring that only those vertices are admitted which contain non-intersecting lines, that is, the second type of the vertex is forbidden.
In this paper we consider the model on a lattice obtained by intersection of \( L \) vertical and \( M \) horizontal lines (the \( L \times M \) lattice). We are interested in the special fixed boundary conditions, such that \( N \) first (last) arrows at the bottom (top) boundary point down, and the remaining arrows point up or right, see Fig. 2. With these boundary conditions, the configurations of the model are in one-to-one correspondence with plane partitions, or 3D Young diagram, which fits into \( A \times B \times C \) box, where \( A = L - N \), \( B = N \), and \( C = M - N \), see Fig. 3. In this correspondence, the lines of the vertex model are gradient lines; there also exists the one-to-one correspondence between vertices and flat fragments of images of 3D Young diagrams.

To define the partition function, we introduce the following parameterization of the Boltzmann weights \( w_i = w_i(u) \) in terms of a spectral parameter \( u \):

\[
w_1 = \frac{\alpha}{\Delta} \left( u - \frac{1}{u} \right), \quad w_3 = \frac{u}{\alpha}, \quad w_4 = \alpha u, \quad w_5 = w_6 = 1. \tag{1.1}
\]

Here, the parameter \( \alpha \) plays the role of an external field, and \( \Delta \) is the parameter which describes an interaction, similarly to the parameter \( \Delta \) in the six-vertex model (see, e.g., [3,4]); note that for the five-vertex model \( \Delta = (w_3w_4 - w_5w_6)/w_1w_3 \).

Given parameterization (1.1), associate to each vertical line a parameter \( u_j \), \( j = 1, \ldots, L \), and to each horizontal line a parameter \( \xi_k \), \( k = 1, \ldots, M \). We count lines from right to left and from top to bottom. The partition function is defined as follows:

\[
Z = \sum_C \prod_{j=1}^{L} \prod_{k=1}^{M} W_{j,k}(C). \tag{1.2}
\]
Figure 3. The configuration of the five-vertex model shown in Fig. 2b as a projection on the plane of a 3D Young diagram which fits into $A \times B \times C$ box, where $A = L - N$, $B = N$, and $C = M - N$ (left), and the correspondence between vertices and flat fragments of images of 3D Young diagrams (right).

Here, the sum is performed over all possible arrow configurations $C$ of the model on the $L \times M$ lattice. The function $W_{j,k}(C)$ is the Boltzmann weight of the vertex at the intersection of the $j$th vertical and $k$th horizontal lines, and $W_{j,k}(C) = w_i(u_j/\xi_k)$, where the value of $i = 1, 3, 4, 5, 6$ is determined by the configuration $C$.

By the construction, the partition function is a function of the two sets of variables $u_1, \ldots, u_L$ and $\xi_1, \ldots, \xi_M$, where the variables are assumed not to be equal to each other within each set. From the statistical mechanics point of view, it is also interesting to consider the case where these variables are equal to each other within each set, that is $u_1 = \cdots = u_L =: u$ and $\xi_1 = \cdots = \xi_M =: \xi$, where, without loss of generality, one can set $\xi = 1$. Then the partition function is just a function of the variable $u$ (and of the parameters $\alpha$ and $\Delta$). We refer to the limit $u_1, \ldots, u_L \to u$ and $\xi_1, \ldots, \xi_M \to 1$ as homogeneous limit.

1.2. Main results. The main results of the paper concern determinant formulas for the partition function. Namely, we state and prove two results, one is about the partition function (1.2) and second is about its value in the homogeneous limit.

Theorem 1. For the partition function of the inhomogeneous five-vertex model on the $L \times M$ lattice the following representation is valid:

$$Z = \Delta^{(L-N)N} \prod_{j=1}^{[L-2N]} u_j^{\text{sgn}(L-2N)} \prod_{1 \leq i < j \leq L} \frac{1}{u_j^2 - u_i^2} \det V_{L,N},$$

where $V_{L,N}$ is an $L \times L$ matrix with entries

$$\langle V_{L,N} \rangle_{ij} = \begin{cases} d(u_j)u_j^{2i-1} & i = 1, \ldots, N \\ a(u_j)u_j^{2i-3} & i = N + 1, \ldots, L. \end{cases}$$
Here, the functions $a(u) = a(u; \xi_1, \ldots, \xi_M)$ and $d(u) = d(u; \xi_1, \ldots, \xi_M)$ are
\[
a(u) = \frac{\alpha^M}{\Delta^M} \prod_{j=1}^{M} \left( \frac{u - \xi_j}{\xi_j} \right), \quad d(u) = \frac{1}{\alpha^M} \prod_{j=1}^{M} \frac{u}{\xi_j}.\]

The second result concerns the partition function in the homogeneous limit.

**Theorem 2.** The partition function of the homogeneous model can be given in terms of an \((L - N) \times (L - N)\) Hankel determinant,
\[
Z = (-1)^{(L-N)(L-N-1)} \prod_{i=1}^{L-N} \frac{M!(M+i-1)!}{(M-N)!(M+L-N-1)!(N+i-1)!} \alpha^{M(L-2N)} \Delta^{(L-N)(M-N)} \frac{L!}{\Delta^{(L-N)(M-N)}} \times \det_{1 \leq i, j \leq L-N} \left[ (x \partial_x)^{i+j-2} \frac{(x-1)^{M+L-2N-1}}{x^{M+1}} \right] \times \text{det}_{1 \leq i, j \leq N} \left[ (x \partial_x)^{i+j-2} \frac{(x-1)^{M+L-2N+1}}{x^{M+1}} \right]_{x \in \mathbb{C}}, \tag{1.4}
\]
or in terms of \(N \times N\) determinant,
\[
Z = \prod_{i=1}^{N} \frac{(L + M - 2N)!(M-N)!}{(M-N)!(L-i)!(M-i)!} \alpha^{M(L-2N)} \Delta^{(L-N)(M-N)} \times x^{-\frac{L(M-2N)}{2} + \frac{N(N+1)}{2}} \left( x-1 \right)^{ML} \text{det}_{1 \leq i, j \leq N} \left[ (x \partial_x)^{i+j-2} \frac{x^{M-L+1}}{(x-1)^{M+L-2N+1}} \right] \times \text{det}_{1 \leq i, j \leq N} \left[ (x \partial_x)^{i+j-2} \frac{x^{M-L+1}}{(x-1)^{M+L-2N+1}} \right] \text{det}_{1 \leq i, j \leq N} \left[ \frac{x^{M-L+1}}{(x-1)^{M+L-2N+1}} \right] \tag{1.5}
\]
where \(x \equiv u^2\).

We prove Theorem 1 in Sect. 2 and Theorem 2 in Sect. 3.

In Sect. 3, basing on Theorem 2, we also show that the partition function is a \(\tau\)-function of rational solutions of the sixth Painlevé equation, where the role of the time variable is played by \(x\).

**2. Determinant formulas for the inhomogeneous model**

In this section we formulate the five-vertex model in the framework of the Quantum Inverse Scattering method (QISM) [10]. The main result here concerns matrix elements of products of \(A\)- or \(D\)-operators between off-shell Bethe states. The assertion of Theorem 1 follows from the expressions for these matrix elements.

**2.1. The partition function as a matrix element.** We begin with giving description of main objects of the QISM [10] related to the five-vertex. Consider a vector space \(\mathbb{C}^2\) and denote its basis vectors as spin-up and spin-down states
\[
|\uparrow\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad |\downarrow\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}. \tag{2.1}
\]
To each vertical and horizontal line of the square lattice associate the vector space \(\mathbb{C}^2\). We adopt the convention that the up and right arrows in the arrow language
Figure 4. Definition of the operator $L_{\mu,k}(u_\mu, \xi_k)$ associated to the intersection of $\mu$th vertical line (counted from the right) and $k$th horizontal line (counted from the top). Here, the arrows indicate directions at which the operator acts (the location of “in” indices) correspond to projection on the spin-up state, and the down and left arrows correspond to projection on the spin-down state.

To the vertex lying at the intersection the $\mu$th vertical and $k$th horizontal lines, associate an operator $L_{\mu,k} = L_{\mu,k}(u_\mu, \xi_k)$, which acts non-trivially in the direct product of two spaces: “vertical” space $\mathcal{V}_\mu = \mathbb{C}^2$ (associated with the $\mu$th vertical line) and the “horizontal” space $\mathcal{H}_k = \mathbb{C}^2$ (associated with the $k$th horizontal line). In our construction below, the “vertical” spaces as play the role of “auxiliary” spaces and the “horizontal” space play the role of “quantum” spaces; note that in the QISM one usually makes this identification the other way around. For a convenience, we label the former spaces by Greek letters (e.g., $\mu, \nu = 1, \ldots, L$) and the latter ones by Latin letters (e.g., $k, l = 1, \ldots, M$). The operator $L_{\mu,k}$ describes the Boltzmann weights of the indicated vertex and its action is shown in Fig. 4 (recall that the vertical lines are enumerated from the right to left and the horizontal ones from the top to bottom).

Using the convention between arrow states and the projections to the spin-up and spin-down states introduced above, one finds that for the five-vertex model

$$L_{\mu,k} = w_1 \left( \frac{1 + \tau^z_\mu}{2} \right) \left( \frac{1 + \sigma^z_k}{2} \right) + w_3 \left( \frac{1 - \tau^z_\mu}{2} \right) \left( \frac{1 + \sigma^z_k}{2} \right) + w_4 \left( \frac{1 + \tau^z_\mu}{2} \right) \left( \frac{1 - \sigma^z_k}{2} \right) + w_5 \tau^z_\mu \sigma^z_k + w_6 \tau^z_\mu \sigma^z_k,$$

(2.2)

where $\tau^z_i$ and $\sigma^z_k$ ($i = +, -, z$) denote operators acting as Pauli matrices in $\mathcal{V}_\mu$ and $\mathcal{H}_k$, respectively, and as identity operators in other spaces. More explicitly, in the tensor product basis $|\uparrow\rangle \otimes |\uparrow\rangle$, $|\uparrow\rangle \otimes |\downarrow\rangle$, $|\downarrow\rangle \otimes |\uparrow\rangle$, $|\downarrow\rangle \otimes |\downarrow\rangle$ in $\mathcal{V}_\mu \otimes \mathcal{H}_k$, one has

$$L_{\mu,k} = \begin{pmatrix} w_1 & 0 & 0 & 0 \\ 0 & w_4 & w_6 & 0 \\ 0 & w_5 & w_3 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}_{[\mathcal{V}_\mu \otimes \mathcal{H}_k]}.$$  

(2.3)

Here, $w_i = w_i(u_k/\xi_\mu)$, and the functions $w_i(u)$, $i = 1, 3, 4, 5, 6$, are defined in (1.1).

As the next step, we introduce the quantum monodromy matrix which is defined as an order product of the $L$-operators along the auxiliary direction, which in our construction corresponds to a vertical line,

$$T_{\mu}(u_\mu; \xi_1, \ldots, \xi_M) = L_{\mu,M}(u_\mu, \xi_M) \cdots L_{\mu,2}(u_\mu, \xi_2)L_{\mu,1}(u_\mu, \xi_1).$$


Figure 5. Graphical representation of the operators—elements of the monodromy matrix $T_\mu(u) = T_\mu(u; \xi_1, \ldots, \xi_M)$

It acts non-trivially in $V_\mu \otimes \mathcal{H}$ where $\mathcal{H}$ is the total quantum space, $\mathcal{H} = \bigotimes_{k=1}^M \mathcal{H}_k$. In the spin basis (2.1) in $V_\mu$ it has the form of an $2 \times 2$ matrix with the operator entries acting in $\mathcal{H}$,

$$
T_\mu(u) = \begin{pmatrix} A(u) & B(u) \\ C(u) & D(u) \end{pmatrix}_{V_\mu},
$$

where the operators $A(u) = A(u, \xi_1, \ldots, \xi_M)$, etc, are independent of the number of the column, $\mu$. These operators admit useful graphical representation as columns of the lattice with the arrows on the top and bottom external vertical edges fixed, see Fig. 5.

Let us now consider the partition function of the five-vertex model shown in Fig. 2. The boundary conditions on the right (respectively, left) boundaries are described by the ket (bra) state “all spins up”,

$$
|\Omega\rangle = |\uparrow\rangle \otimes \bigotimes_{k=1}^M \mathcal{H}_k.
$$

We will refer to this state as the vacuum state.

To describe the boundary conditions on the top and bottom boundaries, let us turn to the graphical interpretation of the elements of the monodromy matrix shown in Fig. 5. Let us first consider the case $L = 2N$. In this case, the arrow states on the top and bottom boundary are all opposite to each other; specifically, the partition function is given as the following vacuum matrix element of the product of $C$- and $B$-operators:

$$
Z = \langle\Omega| \prod_{j=N+1}^L C(u_j) \prod_{j=1}^N B(u_j) |\Omega\rangle, \quad L = 2N.
$$

(2.4)

In other words, it is given as a scalar product of two $N$-particle off-shell Bethe states. Clearly, the general case differs from (2.4) in that there are products of $A$- or $D$-operators inserted between off-shell Bethe states.

To consider the general case, let us denote

$$
m = |L - 2N|, \quad n = \min(N, L - N).
$$

(2.5)

Note that (2.5) simply means that if $L - 2N \geq 0$, then $n = N$ and $m = L - 2N$, and if $L - 2N \leq 0$, then $n = L - N$ and $m = 2N - L$. Here $m$ and $n$ are introduced such that $m$ gives the number of the $A$- or $D$-operators and $n$ gives the number of particles in the off-shell Bethe states (the number of the $C$- and $B$-operators), $L = 2n + m$.  
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Now, we can write the partition function for the general case. We have

$$Z = \langle \Omega \mid \prod_{j=n+m+1}^{L} C(u_j) \prod_{j=n+1}^{n+m} A(u_j) \prod_{j=1}^{n} B(u_j) \rangle \Omega \rangle , \quad L \geq 2N, \quad (2.6)$$

and, similarly,

$$Z = \langle \Omega \mid \prod_{j=n+m+1}^{L} C(u_j) \prod_{j=n+1}^{n+m} D(u_j) \prod_{j=1}^{n} B(u_j) \rangle \Omega \rangle , \quad L \leq 2N. \quad (2.7)$$

For \( m = 0 \), the expressions in (2.6) and (2.7) must be understood as formula (2.4).

We finish here by mentioning that \( \langle \Omega \rangle \) is an eigenvector of the \( A \)- and \( D \)-operators,

$$A(u) \langle \Omega \rangle = a(u) \langle \Omega \rangle , \quad D(u) \langle \Omega \rangle = d(u) \langle \Omega \rangle .$$

In parametrization (1.1) for the eigenvalues, we have

$$a(u) = \frac{\alpha^M}{\Delta^M} \prod_{j=1}^{M} \left( \frac{u - \xi_j}{\xi_j} \right) , \quad d(u) = \frac{u^M}{\alpha^M} \prod_{j=1}^{M} \frac{1}{\xi_j} . \quad (2.8)$$

Note that the results of this section, as far as they concern matrix elements of operators described by (2.6) or (2.7), are in fact valid for arbitrary functions \( a(u) \) and \( d(u) \).

### 2.2. Yang-Baxter algebra.

The operator \( L_{\mu,k} \) satisfies the intertwining relation

$$R_{\mu,\nu}(u,v)L_{\mu,k}(u,\xi)L_{\nu,k}(v,\xi) = L_{\mu,k}(v,\xi)L_{\nu,k}(u,\xi)R_{\mu,\nu}(u,v), \quad (2.9)$$

where \( R_{\mu,\nu}(u,v) \) acts non-trivially in \( V_{\mu} \otimes V_{\nu} \) and in the basis of tensor product of two spaces reads

$$R_{\mu,\nu}(u,v) = \begin{pmatrix} f(v, u) & 0 & 0 & 0 \\ 0 & g(v, u) & 1 & 0 \\ 0 & 0 & g(v, u) & 0 \\ 0 & 0 & 0 & f(v, u) \end{pmatrix} |_{V_{\mu} \otimes V_{\nu}} . \quad (2.10)$$

The entries are given by the functions

$$f(v, u) = \frac{\Delta v^2}{v^2 - u^2} , \quad g(v, u) = \frac{\Delta uv}{v^2 - u^2} , \quad (2.11)$$

where \( \Delta \) is the parameter of the weights, see (1.1). It is useful to mention, that the “L-operator” (2.2) (or (2.3)) is not a unique solution of the relation (2.9) with the given “R-matrix” (2.10). It corresponds the finite-dimensional quantum space solution in the case where \( H_k = C^2 \). Various solutions of the “RRL relation” (2.9) with the R-matrix (2.10) are given in Appendix A.

Relation (2.9) implies that the monodromy matrix satisfies the intertwining relation

$$R_{\mu,\nu}(u,v)T_{\mu}(u)T_{\nu}(v) = T_{\mu}(v)T_{\nu}(u)R_{\mu,\nu}(u,v) . \quad (2.12)$$

Using (2.12) we get the commutation relations for the entries of the monodromy matrix \( T \). The most important are

$$X(u)X(v) = X(v)X(u), \quad X \in \{ A, B, C, D \} , \quad (2.13)$$
where the functions \( f(v, u) \) and \( g(v, u) \) are defined in (2.11).

In what follows we need standard formulas which describe the action of the \( A \)- and \( D \)-operators on an off-shell Bethe state.

**Lemma 3.** The following relations are valid

\[
A(u_{n+1}) \prod_{j=1}^{n} B(u_j) \mid \Omega \rangle = \sum_{i=1}^{n+1} a(u_i) \frac{g(u_i, u_{n+1})}{f(u_i, u_{n+1})} \prod_{j=1 \atop j \neq i}^{n+1} f(u_i, u_j) \prod_{j=1 \atop j \neq i}^{n+1} B(u_j) \mid \Omega \rangle
\]

(2.17)

and

\[
D(u_{n+1}) \prod_{j=1}^{n} B(u_j) \mid \Omega \rangle = \sum_{i=1}^{n+1} d(u_i) \frac{g(u_{n+1}, u_i)}{f(u_{n+1}, u_i)} \prod_{j=1 \atop j \neq i}^{n+1} f(u_j, u_i) \prod_{j=1 \atop j \neq i}^{n+1} B(u_j) \mid \Omega \rangle,
\]

(2.18)

where \( a(u) \) and \( d(u) \) are vacuum eigenvalues of the operators \( A(u) \) and \( D(u) \), respectively.

**Proof.** Consider, for example, the case of the \( A \)-operator. Due to the standard technique of the algebraic Bethe Anzatz, acting with the \( A \)-operator on the off-shell state by relation (2.14), one gets

\[
\begin{align*}
A(u) \prod_{j=1}^{n} B(u_j) \mid \Omega \rangle &= a(u) \prod_{j=1}^{n} f(w, u_j) \prod_{j=1}^{n} B(u_j) \mid \Omega \rangle \\
&+ \sum_{i=1}^{n} a(u_i) g(u_i, w) \prod_{j=1 \atop j \neq i}^{n} f(u_i, u_j) B(w) \prod_{j=1 \atop j \neq i}^{n} B(u_j) \mid \Omega \rangle.
\end{align*}
\]

Setting \( w = u_{n+1} \) and taking into account that \( f(u, v)/g(u, v) = u/v \) and hence \( f(u, w)/g(w, u) = 1 \), we can combine the terms in the right hand side into a single sum, thus obtaining (2.17).

The proof of (2.18) based on relation (2.15) is similar. \qed

To illustrate a peculiarity of the Yang-Baxter algebra governed by the R-matrix (2.10), it is useful to mention symmetry properties of the products of operators standing in (2.6) and (2.7). In a rather general setup, we have the following.

**Proposition 4.** The operators

\[
\prod_{j=1}^{m} v_j^{-1} \prod_{j=1}^{l} C(u_j) \prod_{j=1}^{m} A(v_j) \prod_{j=1}^{n} B(u_j)
\]

(2.19)

and

\[
\prod_{j=1}^{m} v_j \prod_{j=1}^{l} C(u_j) \prod_{j=1}^{m} D(v_j) \prod_{j=1}^{n} B(u_j)
\]

(2.20)

are totally symmetric in permutations of all the \( l + m + n \) parameters in the set \( \{u\} \cup \{v\} \cup \{w\} \).
PROOF. Due to commutation relations (2.13), the operators (2.19) and (2.20) are obviously symmetric with respect to permutations of the elements within each set \{u\}, \{v\}, and \{w\}. To study joining of these sets, let us first consider the special case \(m = 0\), which corresponds to the operator \(\prod_{j=1}^{1} C(u_j) \prod_{j=1}^{n} B(w_j)\). The relation \(C(u)B(w) = C(w)B(u)\) which is relation (A.1), see the full list of the commutation relations in Appendix A, implies that since there are symmetries in permutations of \(u\)'s and \(w\)'s, one can mix elements of the sets \{u\} and \{w\} in an arbitrary way. Thus, the operator \(\prod_{j=1}^{1} C(u_j) \prod_{j=1}^{n} B(w_j)\) is totally symmetric with respect permutations of the elements of the set \(\{u\} \cup \{w\}\).

Consider now the operator (2.19). Denote \(\tilde{A}(v) \equiv v^{-1}A(v)\), and consider operators \(\prod_{j=1}^{1} C(u_j) \prod_{j=1}^{m} \tilde{A}(v_j)\) and \(\prod_{j=1}^{m} \tilde{A}(v_j) \prod_{j=1}^{1} B(w_j)\). Again, each of these two operators is totally symmetric with respect to permutations of all its variables. This is due, respectively, to relation (A.1), which reads \(C(u)\tilde{A}(v) = C(v)\tilde{A}(u)\), and relation (A.1), which reads \(\tilde{A}(v)B(w) = \tilde{A}(w)B(v)\). Hence, the operator \(\prod_{j=1}^{1} C(u_j) \prod_{j=1}^{m} \tilde{A}(v_j) \prod_{j=1}^{1} B(w_j)\), which is exactly (2.19), is totally symmetric in all its variables.

The proof in the case of the operator (2.20) is essentially similar. Here, one can denote \(\tilde{D}(v) \equiv vD(v)\) and use relations (A.1n) and (A.1l), which reads \(C(u)\tilde{D}(v) = C(v)\tilde{D}(u)\) and \(\tilde{D}(v)B(w) = \tilde{D}(w)B(v)\), respectively.

2.3. Matrix elements of products of \(A\)- and \(D\)-operators. In this section we state and prove the main result about matrix elements of the products of \(A\)- or \(D\)-operators. We introduce the notation

\[ S_{L,n}^{[A]} = \langle \Omega | \prod_{j=1}^{n} C(u_{n+m+j}) \prod_{j=1}^{m} A(u_{n+j}) \prod_{j=1}^{n} B(u_j) | \Omega \rangle , \]

\[ S_{L,n}^{[D]} = \langle \Omega | \prod_{j=1}^{n} C(u_{n+m+j}) \prod_{j=1}^{m} D(u_{n+j}) \prod_{j=1}^{n} B(u_j) | \Omega \rangle , \]

where the superscript reminds that \(S_{L,n}^{[A]}\) and \(S_{L,n}^{[D]}\) are matrix elements of the product of the \(A\)- and \(D\)-operators, respectively, and \(L = 2n+m\). These matrix elements can be given in terms of determinants of \(L \times L\) matrices.

Theorem 5. Let \(A(u), B(u), C(u), D(u)\) be operators satisfying commutation relations (2.13)–(2.11), and \(a(u)\) and \(d(u)\) be vacuum eigenvalues of the operators \(A(u)\) and \(D(u)\), respectively,

\[ A(u) |\Omega\rangle = a(u) |\Omega\rangle , \quad D(u) |\Omega\rangle = d(u) |\Omega\rangle , \]

then the following representations are valid:

\[ S_{L,n}^{[A]} = \Delta^{(n+m)n} \prod_{j=1}^{m} u_{n+j} \prod_{1 \leq i < j \leq L} \frac{1}{u_j^2 - u_i^2} \det \mathcal{V}_{L,n} , \quad (2.21) \]

and

\[ S_{L,n}^{[D]} = \Delta^{(n+m)n} \prod_{j=1}^{m} u_{n+j}^{-1} \prod_{1 \leq i < j \leq L} \frac{1}{u_j^2 - u_i^2} \det \mathcal{V}_{L,n+m} , \quad (2.22) \]
where $V_{L,n}$ is an $L \times L$ matrix, $L = 2n + m$, with the entries

$$(V_{L,n})_{ij} = \begin{cases} d(u_j)u_j^{2i-1} & i = 1, \ldots, n \\ a(u_j)u_j^{2i-3} & i = n + 1, \ldots, L. \end{cases} \tag{2.23}$$

The remaining part of this subsection is devoted to the proof. We consider in detail the case of matrix elements of the product of $A$-operators; the proof in the case of matrix elements of the product of $D$-operators is essentially similar. The proof is by induction in $n$ and $m$, separately, and thus splits naturally into two induction steps.

We first verify the base case, that corresponds to $n = 1$ and $m = 0$, that is, to the scalar product of 1-particle off-shell states, $S_{2,1}^{[A]} = S_{2,1}^{[D]} = S_1$. In this case, using commutation relation (2.16), we have

$$S_1 = |\Omega \rangle C(u_2)B(u_1) |\Omega \rangle = g(u_2, u_1) |\Omega \rangle [A(u_2)D(u_1) - A(u_1)D(u_2)] |\Omega \rangle .$$

Recalling that $|\Omega \rangle$ is eigenvector of both $A$- and $D$-operators, we get

$$S_1 = g(u_2, u_1) [a(u_2)d(u_1) - a(u_1)d(u_2)] = \frac{\Delta}{u_2^2 - u_1^2} \left[ a(u_1)u_1 d(u_2)u_2 - u_2 d(u_1)u_1 a(u_2)u_2 \right].$$

This is exactly the right hand side of (2.21) and (2.22) for $n = 1$ and $m = 0$.

Let us turn now to considering the induction steps. In the first induction step we prove that (2.21) holds for some $n$ and $m$, assuming that it is valid for $n$ and $m - 1$. Writing

$$S_{L,n}^{[A]} = |\Omega \rangle \prod_{j=1}^n C(u_{n+m+j}) \prod_{j=2}^m A(u_{n+j}) \cdot A(u_{n+1}) \prod_{j=1}^n B(u_j) |\Omega \rangle ,$$

and applying Lemma 3 which gives the result of action with the $A$-operator on the off-shell Bethe state, see (2.17), we obtain the relation

$$S_{L,n}^{[A]} = \sum_{i=1}^{n+1} a(u_i) \frac{g(u_i, u_{n+1})}{f(u_i, u_{n+1})} \prod_{j=1}^{n+1} f(u_i, u_j) S_{L-1,n}(\backslash u_i). \tag{2.24}$$

Here, $S_{L-1,n}(\backslash u_i)$ denotes the matrix element with one $A$-operator less and the variable $u_i$ excluded from the set of all variables entering the operators. Our aim now is to show that the expression standing in (2.21) solves recurrence relation (2.24).

Namely, substituting (2.22) for $S_{L-1,n}(\backslash u_i)$ into the right-hand side of (2.24), we get

$$S_{L,n}^{[A]} = \Delta^{(n+m-1)n} \sum_{i=1}^{n+1} a(u_i) \frac{g(u_i, u_{n+1})}{f(u_i, u_{n+1})} \prod_{j=1}^{n+1} f(u_i, u_j)$$

$$\times \prod_{j=2}^m u_{n+j} \prod_{1 \leq j < l \leq L} \frac{1}{u_j^2 - u_i^2} \det V_{L-1,n}(\backslash u_i),$$
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where $\mathcal{V}_{L-1,n}(\{u_i\})$ denotes the $(L - 1) \times (L - 1)$ matrix obtained from $\mathcal{V}_{L,n}$ by removing the last row and the $i$-th column. Using the explicit form of the functions $f(u,v)$ and $g(u,v)$, see (2.21), we obtain

$$S_{L,n}^{[A]} = \Delta^{(n+m)n} \sum_{i=1}^{n+1} \frac{a(u_i)}{u_i} \prod_{j=1}^{n+1} \frac{u_j^2}{u_i^j - u_j^i} \prod_{j=1}^{m} u_{n+j} \prod_{1 \leq j < l \leq L, j \neq i} \frac{1}{u_j^2 - u_l^2} \det \mathcal{V}_{L-1,n}(\{u_i\}).$$

Simplifying further, we get

$$S_{L,n}^{[A]} = \Delta^{(n+m)n} \prod_{j=1}^{m} u_{n+j} \prod_{1 \leq i < j \leq L} \frac{1}{u_j^2 - u_i^2} \times \sum_{i=1}^{n+1} (-1)^{i-1} a(u_i) u_i^{2n-1} \prod_{j=n+2}^{L} (u_i^2 - u_j^2) \det \mathcal{V}_{L-1,n}(\{u_i\}).$$

Let us now look closer at the sum above. This is nothing but a minor expansion of the determinant of the matrix

$$(\tilde{V}_{L,n})_{ij} = \begin{cases} d(u_j) u_j^{2i-1} & i = 1, \ldots, n \\ a(u_j) u_j^{2i-3} & i = n+1, \ldots, L-1 \\ a(u_j) u_j^{2n-1} \prod_{k=n+2}^{L} (u_j^2 - u_k^2) & i = L. \end{cases}$$

Note that the last row of this matrix is equal to $a(u_j) u_j^{2n-1}$ times a polynomial in $u_j^2$ with the coefficients independent on the column number $j$. Therefore all terms in the last row can be removed by subtraction of the successive rows, except the term $a(u_j) u_j^{2L-3}$. Hence,

$$\det \tilde{V}_{L,n} = \det \mathcal{V}_{L,n},$$

that completes the proof of the first induction step.

Let us now consider the second induction step. Namely, we prove that (2.21) holds for some $n$ and $m = 0$, assuming that it is valid for $n-1$ and $m = 1$.

Consider the scalar product of the off-shell Bethe states, $S_{2n+1, n}^{[A]} = S_{2n, n}^{[D]} = S_n$. Using commutation relation (2.16), we first write

$$S_n = \langle \Omega | \prod_{j=n+2}^{2n} C(u_j) \cdot C(u_{n+1}) B(u_n) \cdot \prod_{j=1}^{n-1} B(u_j) | \Omega \rangle$$

$$= g(u_{n+1}, u_n) \left\{ \langle \Omega | \prod_{j=n+2}^{2n} C(u_j) A(u_{n+1}) D(u_n) \prod_{j=1}^{n-1} B(u_j) | \Omega \rangle - (u_n \leftrightarrow u_{n+1}) \right\}. $$

Next, using again Lemma 3 now in that part which gives the result of action with the $D$-operator on the off-shell Bethe state, see (2.18), we obtain the relation

$$S_n = g(u_{n+1}, u_n) \left\{ \sum_{i=1}^{n} d(u_i) g(u_n, u_i) \prod_{j=1}^{n} f(u_j, u_i) S_{2n-1, n-1}(\{u_i\}) - (u_n \leftrightarrow u_{n+1}) \right\}. \tag{2.25}$$
Here, $S^{[A]}_{2n-1,n-1}(\{u_i\})$ denotes the matrix element of the operator $A(u_{n+1})$, in which in the set of its parameters the parameter $u_i$ is absent, or, more precisely, it depends on the parameters $u_n, \ldots, u_{n+2}, u_{n+1}, u_n, \ldots, u_{i+1}, u_i, \ldots, u_1$, in that order.

Now, applying the induction step, that is, substituting the expression for $S^{[A]}_{2n-1,n-1}$ in (2.25), and using expression for the $f$- and $g$-functions, we literally get

$$S_n = \frac{\Delta u_{n+1} u_n}{u_{n+1}^2 - u_n^2} \left\{ \sum_{i=1}^{n} d(u_i) \frac{u_i}{u_n} \prod_{j=1 \atop j \neq i}^{n} \frac{\Delta u_j^2}{u_j^2 - u_i^2} \right.$$ 

$$\times \Delta^{(n-1)} u_{n+1} \prod_{1 \leq l < k \leq 2n \atop l, k \neq i} \frac{1}{u_k^2 - u_l^2} \det V_{2n-1,n-1}(\{u_i\}) - (u_n \leftrightarrow u_{n+1}) \right\}.$$ 

Simplifying and extracting from the sum a total antisymmetric factor, we obtain

$$S_n = \frac{\Delta u_{n+1} u_n}{u_{n+1}^2 - u_n^2} \prod_{j=1}^{n+1} u_j^2 \prod_{1 \leq l < k \leq 2n} \frac{1}{u_k^2 - u_l^2}$$

$$\times \left\{ \sum_{i=1}^{n} (-1)^{i-1} \frac{d(u_i)}{u_i} \prod_{j=n+1}^{2n} (u_j^2 - u_i^2) \det V_{2n-1,n-1}(\{u_i\}) + (u_n \leftrightarrow u_{n+1}) \right\}. \quad (2.26)$$

Consider the expression in the braces in (2.26). Using the antisymmetry of the factor $\det V_{2n-1,n-1}(\{u_i\})$ with respect to exchange of $u_n$ and $u_{n+1}$ for $i \neq n, n+1$, we can rewrite this expression in the form

$$\sum_{i=1}^{n-1} (-1)^{i-1} \frac{d(u_i)}{u_i} (u_{n+1}^2 - u_i^2) \prod_{j=n+2}^{2n} (u_j^2 - u_i^2) \det V_{2n-1,n-1}(\{u_i\}) \quad (2.27)$$

$$+ (-1)^{n-1} \frac{d(u_n)}{u_n} (u_{n+1}^2 - u_n^2) \prod_{j=n+2}^{2n} (u_j^2 - u_n^2) \det V_{2n-1,n-1}(\{u_i\})$$

$$+ (u_n \leftrightarrow u_{n+1})$$

$$= (u_{n+1}^2 - u_n^2) \sum_{i=1}^{n+1} (-1)^{i-1} \frac{d(u_i)}{u_i} \prod_{j=n+2}^{2n} (u_j^2 - u_i^2) \det V_{2n-1,n-1}(\{u_i\})$$

$$= (u_{n+1}^2 - u_n^2) \det W_{2n,n},$$

where $W_{2n,n}$ denotes a $2n \times 2n$ matrix with the entries

$$(W_{2n,n})_{ij} = \begin{cases} \frac{d(u_j)}{u_j} \prod_{l=n+2}^{2n} (u_l^2 - u_j^2) & i = 1 \\ \frac{d(u_j)}{u_j} u_j^{2i-3} & i = 2, \ldots, n \\ a(u_j) u_j^{2i-5} & i = n + 1, \ldots, 2n. \end{cases}$$

Clearly, in the determinant of the matrix $W_{2n,n}$ we can change the entries of the first row ($i = 1$) by subtracting, with suitable coefficients, the entries of the next $n - 1$ successive rows ($i = 2, \ldots, n$) such that in the first row at the $j$-th column we leave with the term $u_j^{-1} d(u_j)$ times the factor $\prod_{l=n+2}^{2n} u_l^2$. Moving this
factor out of the determinant and giving the $j$-th column the factor $u_j^2$ allows us to obtain under the determinant exactly the matrix $V_{2n,n}$, or, in other words, we arrive at the identity

$$\prod_{j=1}^{n+1} u_j^2 \det W_{2n,n} = \det V_{2n,n}. \quad (2.28)$$

Finally, plugging (2.27) into (2.26) with (2.28) taken into account, exactly gives the expected result of the second induction step, namely, the expression for $S_n$ given by (2.21) or (2.22) at $m = 0$ and $L = 2n$. This concludes the proof of Theorem 5.

3. Determinant formulas for the homogeneous model

In this section we consider the partition function in the homogeneous limit. We obtain various representations in terms of Hankel determinants, in particular, that appearing in the assertion of Theorem 2. We also show that the partition function is the $\tau$-function of the sixth Painlevé equation, in a special case where it corresponds to classical solutions, related to the Gauss hypergeometric function.

3.1. The homogeneous limit. Let us study the result for the partition function, expressed by formula (1.3), in the case where the Boltzmann weights of the model are site-independent, that corresponds to taking the limits $u_1, \ldots, u_L \to u$ and $\xi_1, \ldots, \xi_M \to 1$. Note that only the first limit (in $u$'s) is singular in (1.3), while the second one (in $\xi$'s) is trivial since these variable enter only the functions $a(u)$ and $d(u)$. In fact, we can treat the first limit even without specifying explicit form of these functions.

To obtain an expression for this limit, we apply the relation

$$\lim_{u_1, \ldots, u_L \to u} \prod_{1 \leq i < k \leq L} \frac{1}{u_k^2 - u_i^2} \det V_{L,N} = \det Q_{L,N}$$

where the matrix $Q_{L,N}$ has entries

$$(Q_{L,N})_{ij} = \begin{cases} \frac{1}{(j-1)!} \left( \frac{\partial}{\partial u^2} \right)^{j-1} d(u)u^{2i-1} & i = 1, \ldots, N \\ \frac{1}{(j-1)!} \left( \frac{\partial}{\partial u^2} \right)^{j-1} a(u)u^{2i-3} & i = N + 1, \ldots, L. \end{cases}$$

This can be proved by expanding the elements of $Q_{L,N}$ in Taylor series and subtracting recursively columns of the determinant. Note that the same result is applicable to the matrix elements (2.21) and (2.22).

As for the partition function, we thus find that (1.3) in the homogeneous limit becomes

$$Z = \Delta^{N(L-N)} u^{L-2N} \det Q_{L,N}. \quad (3.1)$$

It turns out that it can also be given in terms of Hankel determinants, either of size $N \times N$ or $(N - L) \times (N - L)$. The following generalizes the result of [15] for the $L = 2N$ case.
Proposition 6. For the partition function $Z$ in the homogeneous limit the following formulas are valid:

\[
Z = (-1)^{(L-N)(L-N-1)} \Delta^{N(L-N)}(d(u))^2 u^{2(L-N)} \times \det_{1 \leq i,j \leq L-N} \left[ \frac{1}{s!} \left( \frac{\partial}{\partial u^2} \right)^s \frac{d(u)}{a(u)} u^{2N-2} \right]_{s=i+j-L+2N}^{s=i+j-1-L+2N} \tag{3.2}
\]

and

\[
Z = (-1)^{NL+N(N+1)} \Delta^{N(L-N)}[a(u)]^{2N(L-1)} \times \det_{1 \leq i,j \leq N} \left[ \frac{1}{s!} \left( \frac{\partial}{\partial u^2} \right)^s \frac{d(u)}{a(u)} u^{2N-2} \right]_{s=i+j-1+L-2N}^{s=i+j+L-2N} \tag{3.3}
\]

Proof. Introduce notation

\[
\tilde{d} = \tilde{d}(u^2) \equiv d(u)u, \quad \tilde{a} = \tilde{a}(u^2) \equiv a(u)u^{2N-1}. \tag{3.4}
\]

We first note that, by subtraction of rows, it can be shown that

\[
\det Q_{L,N} = \det \tilde{Q}_{L,N}, \tag{3.5}
\]

where

\[
(\tilde{Q}_{L,N})_{ij} = \begin{cases} 
\tilde{d}(j-i) / (j-i)! & i = 1, \ldots, N \\
\tilde{a}(N+j-i) / (N+j-i)! & i = N+1, \ldots, L.
\end{cases} \tag{3.6}
\]

The matrix (3.6) can be regarded as having a block form

\[
\tilde{Q}_{L,N} = \begin{pmatrix} A & B \\ C & D \end{pmatrix}, \tag{3.7}
\]

where either $A$ or $C$ are upper triangular square matrices.

To prove (3.2) we take the first option, where $A$ and $D$ are matrices of the sizes $N \times N$ and $(L-N) \times (L-N)$, respectively. For the determinant of the block matrix we use

\[
\det \begin{pmatrix} A & B \\ C & D \end{pmatrix} = \det A \cdot \det (D - CA^{-1}B). \tag{3.9}
\]

Since the matrix $A$ is upper triangular, and, furthermore, of Teoplitz form, it can be easily inverted,

\[
(A^{-1})_{jk} = \frac{1}{(k-j)!} \left( \frac{1}{d} \right)^{(k-j)}. \tag{3.10}
\]

Indeed, this can be verified directly

\[
\sum_{k=1}^{N} (A^{-1})_{jk} A_{kl} = \sum_{k=1}^{N} \frac{1}{(k-j)!} \left( \frac{1}{d} \right)^{(k-j)} \tilde{d}^{(l-k)} / (l-k)! \left( \frac{\partial}{\partial u^2} \right)^{l-j} 1 = \delta_{jl}.
\]
In a similar way, we obtain
\[
\sum_{l=1}^{N} C_{il} (A^{-1})_{lk} = \sum_{l=1}^{N} \tilde{a}^{(l-i)} \frac{1}{(l-i)! (k-l)!} \left( \frac{\tilde{d}}{d} \right)^{(k-l)} = \frac{1}{(k-i)!} \left( \frac{\tilde{d}}{d} \right)^{(k-i)},
\]
and therefore
\[
(CA^{-1}B)_{ij} = \frac{1}{(N+j-i)!} \sum_{k=1}^{N} \binom{N+j-i}{k} \frac{\tilde{d}^{(N+j-k)}}{(N+j-k)!} \left( \frac{\tilde{d}}{d} \right)^{(k-i)} = \frac{1}{(N+j-i)!} \sum_{k=i}^{N} \binom{N+j-i}{k-i} \frac{(\tilde{d}/d)^{(k-i)}}{(N+j-k)!} d^{(N+j-k)}.
\] (3.8)

Writing the entries of the matrix \( D \) as a sum,
\[
D_{ij} = \frac{\tilde{d}^{(N+j-i)}}{(N+j-i)!} = \frac{1}{(N+j-i)!} \sum_{k=0}^{N-j-i} \left( \begin{array}{c} N+j-i \\ k \end{array} \right) \left( \frac{\tilde{d}}{d} \right)^{(k)} d^{(N+j-i-k)},
\]
we see that (3.8) exactly gives the terms which correspond to \( k = 0, \ldots, N-i \) elements of this sum, and thus
\[
(D - CA^{-1}B)_{ij} = \frac{1}{(N+j-i)!} \sum_{k=N-i+1}^{N+j-i} \left( \begin{array}{c} N+j-i \\ k \end{array} \right) \frac{\tilde{d}^{(N+j-i-k)}}{(N+j-i-k)!} \left( \frac{\tilde{d}}{d} \right)^{(k-i)} = \frac{1}{(N+j-i-l)!} \frac{1}{(N+j-i-l)!} \left( \frac{\tilde{d}}{d} \right)^{(N+j-i-l)} \tilde{d}^{(l)}.
\] (3.9)

The last expression in (3.9) shows, that in evaluating of the determinant one can recursively remove all terms in the sum, except the \( l = 0 \) term, by the column subtraction,
\[
\det (D - CA^{-1}B) = \det_{1 \leq i, j \leq L-N} \left[ \frac{\tilde{d}}{(N+j-i)!} \left( \frac{\tilde{d}}{d} \right)^{(N+j-i)} \right].
\]

Finally, we reflect the matrix here by changing \( i \to L-N+1-i \) and move the factor \( \tilde{d} \) out of the determinant, thus obtaining
\[
\det \tilde{Q}_{L,N} = (-1)^{(L-N)(L-N-1)} \tilde{d}^{L} \det_{1 \leq i, j \leq L-N} \left[ \frac{1}{s!} \left( \frac{\tilde{d}}{d} \right)^{(s)} \right]_{s=i+j-1-L+2N}.
\]

Recalling notation (3.3) and relation (3.5), from (3.1) we arrive at formula (3.2).

Let us now consider representation (3.3). To derive it, we take the second option in (3.7), where \( B \) and \( C \) are matrices of the sizes \( N \times N \) and \( (L-N) \times (L-N) \), respectively, and use the relation
\[
\det \left( \begin{array}{cc} A & B \\ C & D \end{array} \right) = (-1)^{\dim B \cdot \dim C} \det C \det (B - AC^{-1}D).
\]

From this relation, using the fact that \( C \) is an upper triangular Toeplitz matrix, in the essentially similar manner, we obtain
\[
\det \tilde{Q}_{L,N} = (-1)^{NL+\frac{(N+1)L}{2}} \tilde{d}^{L} \det_{1 \leq i, j \leq N} \left[ \frac{1}{s!} \left( \frac{\tilde{d}}{d} \right)^{(s)} \right]_{s=i+j-1-N-2N}.
\]

Again, using (3.1), (3.4) and (3.5), we thus arrive at (3.3). \( \square \)
3.2. Another Hankel determinant formulas. Representations (3.2) and (3.3) express the partition function in terms of Hankel determinants, which are related, as shown below, to random matrix integrals over closed contours in the complex plane. It turns out that these integrals can be effectively evaluated, leading to another Hankel determinants which are implicitly related to certain discrete random matrix models. It is this result that is stated in Theorem 2, and we prove it here, extending calculations of [15] for the case \( L = 2N \) to the general situation.

To derive these formulas, we need to resort to explicit expressions (2.8) for the functions \( a(u) \) and \( d(u) \) for the homogeneous model \( (\xi_j = 1) \). Representation (3.2) now reads

\[
Z = (-1)^{\frac{(L-N)(L-N-1)}{2}} \frac{\alpha^M(L-2N)}{\Delta(L-N)(M-N)} x^{L-N+\frac{M+L}{2}} \times \det_{1 \leq i,j \leq L-N} \left[ \frac{1}{8!} \frac{\partial^s (x-1)^M}{x^{M-N+1}} \right]_{s=i+j-1-L+2N}, \tag{3.10}
\]

and (3.3) reads

\[
Z = (-1)^{LN+\frac{N(N+1)}{2}} \frac{\alpha^M(L-2N)}{\Delta(L-N)(M-N)} x^{N(L-1)-\frac{M+L}{2}} (x-1)^{ML} \times \det_{1 \leq i,j \leq N} \left[ \frac{1}{8!} \frac{\partial^s (x^{M-N+1})}{x^{M-N+1}} \right]_{s=i+j-1+L-2N}, \tag{3.11}
\]

where \( x \equiv u^2 \) and \( \partial_x \equiv \partial/\partial x \). The derivation involves several steps, and we consider both representations (3.10) and (3.11) in parallel.

On the first step we obtain multiple integral representations. We first use the Cauchy formula to rewrite entries as contour integrals,

\[
\frac{1}{s!} \frac{\partial^s f(x)}{\partial x^s} = \oint_{C_x} \frac{f(z)}{(z-x)^{s+1}} \frac{dz}{2\pi i}, \tag{3.12}
\]

where \( C_x \) denotes a simple positive-oriented contour around the point \( z = x \), and next apply the following identity.

**Lemma 7.** Let \( x \) and \( y \) be some parameters, and \( \gamma \) is some contour in the complex plane, then

\[
\det_{1 \leq i,j \leq n} \left[ \int_{\gamma} (z-x)^{n-1}(z-y)^{n-j} f(z) \frac{dz}{2\pi i} \right] = \frac{1}{n!} \int_{\gamma} \prod_{1 \leq i < j \leq n} (z_i - z_j)^2 \prod_{j=1}^{n} f(z_j) \frac{dz_j}{2\pi i}, \tag{3.13}
\]

where \( f(z) \) is a function such that all integrals exist, and which may also depend on \( x \) and \( y \), \( f(z) = f(z;x,y) \).

Indeed, choosing \( x = y \) and \( \gamma = C_x \), we can rewrite the determinants in (3.10) and (3.11) as multiple contour integrals, where, in the case of (3.10), we have \( n = L - N \) and

\[
f(z) = \frac{(z-1)^M}{z^{M-N+1}(z-x)^L}. \tag{3.14}
\]
and, in the case of (3.11), we have \( n = N \) and
\[
f(z) = \frac{z^{M-N+1}}{(z-x)^{L}(z-1)^{M}}.
\]
(3.15)

As a result, we get representations in terms of random matrix model integrals on a closed contour in the complex plane.

On the second step we turn back to a determinant form using (3.13) in the reverse direction, where we introduce the parameter \( y \) by a replacement \((z-1)^{M} \mapsto (z-y)^{M}\) in functions (3.14) and (3.15). It is assumed that \( y \) takes values outside of the interior of the contour \( C_{x} \), and after calculations one has to take \( y = 1 \). As a result, for the determinant in (3.10), we get
\[
\det_{1 \leq i, j \leq L-N} \left[ \frac{1}{s!} \partial_{x}^{i} \partial_{y}^{j} \frac{(x-1)^{M}}{x^{M-N+1}} \right]_{s=i+j-1-L+2N} = \det_{1 \leq i, j \leq L-N} \left[ \int_{C_{x}} \frac{(z-y)^{M+L-N-j} \, dz}{z^{M-N+1}(z-x)^{N+1} \, 2\pi i} \right]_{y=1},
\]
and, for the determinant in (3.11), we get
\[
\det_{1 \leq i, j \leq L-N} \left[ \frac{1}{s!} \partial_{x}^{i} \partial_{y}^{j} \frac{x^{M-N+1}}{(x-1)^{M}} \right]_{s=i+j-1+L-2N} = \det_{1 \leq i, j \leq L-N} \left[ \int_{C_{x}} \frac{z^{M-N+1}}{(z-x)^{L-N+1}(z-y)^{M-N+1}} \, dz \right]_{y=1}.
\]

In these expressions, one can treat the terms \((z-x)^{-i}\) and \((z-y)^{-j}\) in the integrals as derivatives with respect to \( x \) and \( y \), respectively. This gives
\[
\det_{1 \leq i, j \leq L-N} \left[ \frac{1}{s!} \partial_{x}^{i} \partial_{y}^{j} \frac{(x-1)^{M}}{x^{M-N+1}} \right]_{s=i+j-1-L+2N} = (-1)^{\frac{(L-N)(L-N-1)}{2}} \prod_{i=1}^{L-N} \frac{N!(M+i-1)!}{(N+i-1)!(M+L-N-1)!} 
\times \det_{1 \leq i, j \leq L-N} \left[ \partial_{x}^{i-1} \partial_{y}^{j-1} \int_{C_{x}} \frac{(z-y)^{M+L-N-1}}{z^{M-N+1}(z-x)^{N+1}} \, dz \right]_{y=1},
\]
(3.16)
and
\[
\det_{1 \leq i, j \leq L-N} \left[ \frac{1}{s!} \partial_{x}^{i} \partial_{y}^{j} \frac{x^{M-N+1}}{(x-1)^{M}} \right]_{s=i+j-1+L-2N} = \prod_{i=1}^{N} \frac{(L-N)!(M-N)!}{(L-i)!(M-i)!} 
\times \det_{1 \leq i, j \leq L-N} \left[ \partial_{x}^{i-1} \partial_{y}^{j-1} \int_{C_{x}} \frac{z^{M-N+1}}{(z-x)^{L-N+1}(z-y)^{M-N+1}} \, dz \right]_{y=1}.
\]
(3.17)

On the third step, we rewrite these determinants as Hankel determinants, using the following identity.

**Lemma 8.** For a homogeneous function \( h(x, y) \), the following identity is valid:
\[
\det_{1 \leq i, j \leq n} \left[ \partial_{x}^{i-1} \partial_{y}^{j-1} h(x, y) \right]_{y=1} = \left( \frac{-1}{x} \right)^{n(n-1)} \det_{1 \leq i, j \leq n} \left[ (x \partial_{x})^{i+j-2} h(x, 1) \right].
\]
(3.18)
PROOF. We first note that, by subtracting rows and columns, one can easily see the validity of the following two identities:

\[
\begin{align*}
\det_{1 \leq i, j \leq n} \left[ \partial_x^{-1} \partial_y^{-1} h(x, y) \right] &= \det_{1 \leq i, j \leq n} \left[ \frac{1}{x^{i-1} y^{j-1}} (x \partial_x)^{i-1} (y \partial_y)^{j-1} h(x, y) \right], \\
\det_{1 \leq i, j \leq n} \left[ (x \partial_x)^{i-1} (y \partial_y)^{j-1} h(x, y) \right] &= \det_{1 \leq i, j \leq n} \left[ x^n y^n (x \partial_x)^{i-1} (y \partial_y)^{j-1} h(x, y) \right] \cdot \frac{1}{x^n y^n}.
\end{align*}
\]

Since \( h(x, y) \) is a homogeneous function of a degree, say, \( \nu \), that is \( h(x, y) = y^\nu h(x/y, 1) \), and taking into account that \( y \partial_y h(x/y, 1) = -x \partial_x h(x/y, 1) \), we have

\[
\begin{align*}
\det_{1 \leq i, j \leq n} \left[ \partial_x^{-1} \partial_y^{-1} h(x, y) \right] &= \frac{1}{(xy)^{n(n-1)/2}} \det_{1 \leq i, j \leq n} \left[ (x \partial_x)^{i-1} (y \partial_y)^{j-1} h(x, y, 1) \right], \\
&= \frac{(-1)^{n(n-1)/2} \nu^n}{(xy)^{n(n-1)/2}} \det_{1 \leq i, j \leq n} \left[ (x \partial_x)^{i+j-2} h(x/y, 1) \right].
\end{align*}
\]

Setting now \( y = 1 \), we arrive at (3.18).

Furthermore, the function \( h(x) \equiv h(x, 1) \) can be evaluated by Cauchy formula (3.12) in each case; for (3.16), we get

\[
\begin{align*}
\begin{aligned}
&h(x) = \frac{1}{N!} \partial_y^n \left( x - 1 \right)^{M-L-1} \\
&= \int_{C_x} \frac{(z-1)^{M+L-N-1}}{z^{M-N+1}(z-x)^{N+1}} \frac{dz}{2\pi i}.
\end{aligned}
\end{align*}
\]

and for (3.17), we get

\[
\begin{align*}
&h(x) = \int_{C_x} \frac{z^{M-N+1}}{(z-x)^{L-N+1}(z-1)^{M-N+1}} \frac{dz}{2\pi i} \\
&= \frac{1}{(L-N)!} \partial_x^{L-N} \left( x - 1 \right)^{M-N+1}.
\end{align*}
\]

Summarizing, we thus obtain that (3.10) can be rewritten as follows

\[
Z = (-1)^{(L-N)(L-N-1)/2} \prod_{i=1}^{L-N} \frac{(M+i-1)!}{(N+i-1)!(M+L-N-1)! \Delta(L-N)(M-N)} \frac{\alpha^{M-2N}}{x^{L-N}(L-N-1) + N(N+1)} \det_{1 \leq i, j \leq L-N} \left[ (x \partial_x)^{i+j} \partial_x^n \left( x - 1 \right)^{M+L-N-1} \right], \tag{3.19}
\]

and (3.11) as follows

\[
Z = (-1)^{(L-N)N} \prod_{i=1}^{N} \frac{(M-N)!}{(L-i)!}(M-i)! \Delta(L-N)(M-N) \frac{\alpha^{M-2N}}{x^{L-N}(L-N-1)+N(N+1)} \det_{1 \leq i, j \leq L-N} \left[ (x \partial_x)^{i+j} \partial_x^{L-N} \left( x - 1 \right)^{M-N+1} \right]. \tag{3.20}
\]
At the fourth, final, step, we express the functions in the Hankel determinants standing under the symbol \((x \partial_x)^{i+j-2}\) in terms of the Gauss hypergeometric function. One can use the formula (see, e.g., [18, §2.8, (17)])
\[
\frac{1}{(x-1)^{a}x^{b}} = \frac{(b)_n}{(x-1)^{a+n}x^{b+n}} \, 2F_1 \left( \begin{array}{c} -n, -n - a - b + 1 \\ -n - b + 1 \end{array} \bigg| x \right), \tag{3.21}
\]
where \((b)_n\) is a Pochhammer symbol and \(b \neq 0, -1, \ldots, -n + 1\). In the case of the function in (3.19), we have
\[
\partial_x^N \frac{(x-1)^{M-L-N-1}}{x^{M-N+1}} = \frac{M!}{(M-N)!} \frac{(x-1)^{M+L-2N-1}}{x^{M+1}} \times 2F_1 \left( \begin{array}{c} -N, L - N - 1 \\ -M \end{array} \bigg| x \right). \tag{3.22}
\]
In the case of the function in (3.20), we get
\[
\partial_x^{L-N} \frac{x^{M-N+1}}{(x-1)^{M-N+1}} = (-1)^{L-N} \frac{(M+L-2N)!}{(M-N)!} \frac{x^{M-L+1}}{(x-1)^{M+L-2N+1}} \times 2F_1 \left( \begin{array}{c} -L + N + 1, -L + N \\ -L - M + 2N \end{array} \bigg| 1 - x \right). \tag{3.23}
\]
Here, we have used the analogue of (3.21) obtained by the change \(x \mapsto 1 - x\) since the limitation in (3.21) become sensible if \(L > M + 1\); it can be overcome if the argument of the Gauss hypergeometric function is chosen to be, say, \(1 - x\) instead of \(x\).

Plugging (3.22) in (3.19) and (3.23) in (3.20) one gets (1.4) and (1.5), respectively. This proves Theorem 2.

### 3.3. Connection with the sixth Painlevé equation.
Explicit expressions for the functions in the Hankel determinants make it possible to investigate more deeply the dependence of the partition function as a function of \(x\). It turns out that the partition function appears to be a \(\tau\)-function of the sixth Painlevé equation.

To show this, we consider first representation (3.19) and apply Euler transformation of Gauss hypergeometric function,
\[
2F_1 \left( \begin{array}{c} a, b \\ c \end{array} \bigg| x \right) = (1 - x)^{-a} 2F_1 \left( \begin{array}{c} a, c - b \\ c \end{array} \bigg| \frac{x}{x-1} \right),
\]
by (3.22), that yields
\[
2F_1 \left( \begin{array}{c} -N, L - N - 1 \\ -M \end{array} \bigg| x \right) = (-1)^N (x-1)^N 2F_1 \left( \begin{array}{c} -N, -M - L + N + 1 \\ -M \end{array} \bigg| \frac{x}{x-1} \right).
\]
Ignoring an overall factor in \(Z\) independent of \(x\), we then get
\[
Z \sim x^{\frac{M+L-M-N-1}{2}} \det_{1 \leq i, j \leq L-N} (x \partial_x)^{i+j-2} \frac{(x-1)^{M+L-N-1}}{x^{M+1}} \times 2F_1 \left( \begin{array}{c} -N, -M - L + N + 1 \\ -M \end{array} \bigg| \frac{x}{x-1} \right).
\]
Let us make change of the variable
\[
x = \frac{t}{t-1}
\]
and rewrite the partition function in the form

\[
Z \sim \left[ (t-1)^L t^{L-2N} \right]^{-\frac{M}{2}} \left[ t(t-1) \right]^{-\frac{1}{2}(b_3 + b_4)} t^{-\gamma n/2} (t-1)^{\gamma n/2} \\
\times \det_{1 \leq i, j \leq \tilde{n}} \left[ \delta_{i+j-2} \tilde{t}^A (t-1)^B \binom{b_1 + b_4, 1 - b_1 + b_4}{1 + b_2 + b_4} t \right],
\]

(3.24)

where \( \delta_{i} \equiv t(t-1)\partial_t \), and where we have introduced the notation

\[
n = L - N, \quad A = - M - 1, \quad B = - L + N + 2, \quad \gamma = A - B,
\]

and

\[
b_1 = \frac{1}{2} (L + M) - N,
\]
\[
b_2 = \frac{1}{2} (L - M) - 1,
\]
\[
b_3 = \frac{1}{2} (L - M),
\]
\[
b_4 = - \frac{1}{2} (L + M).
\]

Comparison of formula (3.24) with the expression for the \( \tau \)-function of the rational solutions of the sixth Painlevé equation [19] shows that

\[
\tau(t) \sim \left[ (t-1)^L t^{L-2N} \right]^{-\frac{M}{2}} Z.
\]

According to the general theory of the sixth Painlevé equation [20, 21], the function

\[
\sigma(t) = t(t-1) \frac{\partial \log \tau(t)}{\partial t} + (b_1 b_3 + b_1 b_4 + b_3 b_4) - \frac{1}{2} \sum_{1 \leq j < k \leq 4} b_j b_k
\]

satisfies the equation

\[
\sigma'(t(t-1)\sigma'')^2 + \left( \sigma'(2\sigma + (1 - 2t)\sigma') + b_1 b_2 b_3 b_4 \right)^2 = \prod_{j=1}^{4} (\sigma' + b_j^2)
\]

with the parameters \( b_1, \ldots, b_4 \) defined in (3.25).

Essentially similarly, one can write expression (3.20) in the form

\[
\tilde{Z} \sim \left[ (t-1)^L t^{L-2N} \right]^{-\frac{\tilde{M}}{2}} \left[ t(t-1) \right]^{-\frac{1}{2} \left( \tilde{b}_3 + \tilde{b}_4 \right)} t^{-\tilde{\gamma} \tilde{n}/2} (t-1)^{\tilde{\gamma} \tilde{n}/2} \\
\times \det_{1 \leq i, j \leq \tilde{n}} \left[ \delta_{i+j-2} \tilde{t}^\tilde{A} (t-1)^\tilde{B} \binom{\tilde{b}_1 + \tilde{b}_4, 1 - \tilde{b}_1 + \tilde{b}_4}{1 + \tilde{b}_2 + \tilde{b}_4} t \right],
\]

where

\[
\tilde{n} = N, \quad \tilde{A} = M - L + 1, \quad \tilde{B} = L - N, \quad \tilde{\gamma} = \tilde{A} - \tilde{B},
\]

and

\[
\tilde{b}_1 = - \frac{1}{2} (L + M) + N,
\]
\[
\tilde{b}_2 = - \frac{1}{2} (L - M) + 1,
\]
\[
\tilde{b}_3 = \frac{1}{2} (L + M),
\]
\[
\tilde{b}_4 = - \frac{1}{2} (L - M).
\]

(3.26)
Comparison (3.25) with (3.26) shows that $\tilde{b}_1 = -b_1$, $\tilde{b}_2 = -b_1$, $\tilde{b}_3 = -b_1$, and $\tilde{b}_4 = -b_1$, and hence the two sets of parameters (3.25) and (3.26) define essentially the same equation for the $\sigma$-function.

In order to obtain the equation in the variable $x$, one has to make the change $t = x/(x-1)$. This is a symmetry transformation [19, 21], which maps the set of parameters $\{b_1, b_2, b_3, b_4\}$ into another set of parameters, say, $\{\nu_1, \nu_2, \nu_3, \nu_4\}$. More precisely, we have the following.

**Proposition 9.** The $\sigma$-function

$$\sigma(x) = x(x-1) \frac{\partial \log Z}{\partial x} - Ax + B$$

where $Z = Z(x)$ is a partition function given by (1.4) or (1.5), and

$$A = \frac{LM}{2} + \frac{(N-1)^2}{4}, \quad B = \frac{(N+1)(L + M - 2N)}{4} + \frac{N^2 - M}{2},$$

satisfies the sixth Painlev'e equation in its $\sigma$-form

$$\sigma'(x(x-1)\sigma'')^2 + \left(\sigma'[2\sigma + (1 - 2x)\sigma'] + \nu_1 \nu_2 \nu_3 \nu_4\right)^2 = \prod_{j=1}^{4} (\sigma' + \nu_j^2),$$

with the set of parameters

$$\{\nu_1, \nu_2, \nu_3, \nu_4\} = \left\{ M - \frac{N-1}{2}, -L + \frac{N+1}{2}, \frac{N+1}{2}, \frac{N-1}{2} \right\}.$$

A detailed discussion of the rational solutions of the sixth Painlev'e equation can be found, e.g., in [22].
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**Appendix A. Solutions of the RLL relation**

Here, we consider some solutions of the RLL relation (2.9) with the R-matrix given by (2.10) and (2.11). To simplify notations, we consider here the L-operator as a one-site monodromy matrix,

$$L(u) = \begin{pmatrix} A(u) & B(u) \\ C(u) & D(u) \end{pmatrix},$$

and write the RLL relation in the form

$$R(u, v) (L(u) \otimes L(v)) = (L(v) \otimes L(u)) R(u, v),$$

where $R(u, v) \equiv R_{\mu, \nu}(u, v)$ is given by (2.10) and (2.11). We use the following shorthand notation: $A \equiv A(u)$, etc, and $f \equiv f(v, u)$ and $g \equiv g(v, u)$. The prime denotes the change $u \leftrightarrow v$, e.g., $A' \equiv A(v)$ and $g' \equiv g(u, v)$.
The 16 commutation relations contained in the RLL-relation then read:

$$[A, A'] = 0,$$  \hspace{1cm} (A.1a)

$$AB' = \frac{u}{v} A'B,$$  \hspace{1cm} (A.1b)

$$A'B = f BA' + g'B'A,$$  \hspace{1cm} (A.1c)

$$[B, B'] = 0,$$  \hspace{1cm} (A.1d)

$$CA' = f A'C + g' A'C',$$  \hspace{1cm} (A.1e)

$$CB' = g (A'D - AD'),$$  \hspace{1cm} (A.1f)

$$[D, A'] = g (B'C - BC'),$$  \hspace{1cm} (A.1g)

$$DB' = f B'D + g'B'D',$$  \hspace{1cm} (A.1h)

$$CA' = \frac{v}{u} C'A,$$  \hspace{1cm} (A.1i)

$$CB' = C'B,$$  \hspace{1cm} (A.1j)

$$C'B = g (DA' - D'A),$$  \hspace{1cm} (A.1k)

$$DB' = \frac{v}{u} D'B,$$  \hspace{1cm} (A.1l)

$$[C, C'] = 0,$$  \hspace{1cm} (A.1m)

$$CD' = \frac{u}{v} C'D,$$  \hspace{1cm} (A.1n)

$$C'D = f DC' + g'D'C,$$  \hspace{1cm} (A.1o)

$$[D, D'] = 0.$$  \hspace{1cm} (A.1p)

Here, we have used the fact that \( f/g = v/u. \)

**A.1. An infinite dimensional “bosonic” solution.** We first consider a solution in which \( A, B, C, \) and \( D \) are operators acting in the Fock space of a single boson (quantum oscillator), spanned by the Fock number states \( |n\rangle, \ n \in \mathbb{Z}_{\geq 0}, \) satisfying \( \langle n|n \rangle = 1. \) In the basis \( |0\rangle, |1\rangle, \ldots, \) these operators are semi-infinite dimensional matrices.

We assume that: \( (i) \) \( B \) and \( C \) are independent of \( u, \) \( (ii) \) they are creation and annihilation operators, respectively,

\[
B = \sum_{n \geq 0} b_n |n + 1\rangle \langle n|, \quad C = \sum_{n \geq 0} c_n |n\rangle \langle n + 1|,
\]

and \( (iii) \) the operators \( A \) and \( D \) are diagonal. With these assumptions, six relations, namely, \([A.1a], [A.1d], [A.1g], [A.1j], [A.1m], [A.1p]\), are satisfied automatically.

To proceed, we restrict ourselves to the situation of general setup where all coefficients \( b_n \) and \( c_n, \ n \in \mathbb{Z}_{\geq 0}, \) are nonzero. Let us introduce notation for the number and the vacuum projection operators:

\[
\hat{N} = \sum_{n \geq 0} n |n\rangle \langle n|, \quad \hat{\pi} = |0\rangle \langle 0|.
\]

Considering relations \([A.1b], [A.1c], [A.1e], \) and \([A.1l]\), we find that the operator \( A \) has the form

\[
A = \alpha_1 u \Delta \hat{N} + \frac{\alpha_2}{u} \hat{\pi}
\]
and, similarly, from (A.1h), (A.1l), (A.1n), and (A.1o), we obtain
\[ D = \frac{\delta_1}{u} \Delta \hat{N} + \delta_2 \hat{\pi}, \]
where \( \alpha_1, \alpha_2, \delta_1, \) and \( \delta_2 \) are some parameters. From the remaining two relations (A.1k) and (A.1f) it follows that
\[ c_0 b_0 = (\alpha_1 \delta_1 - \alpha_2 \delta_2) \Delta, \quad c_j b_j = \alpha_1 \delta_1 \Delta^{2j+1}, \quad j = 1, 2, \ldots. \]
Choosing the overall normalization such that
\[ \alpha_1 \delta_1 = \Delta^{-1}, \]
we thus find, that modulo a diagonal similarity transformation, the operators \( B \) and \( C \) are given by
\[ c_0 = 1 \pm \sqrt{\alpha_2 \delta_2 \Delta}, \quad b_0 = 1 \mp \sqrt{\alpha_2 \delta_2 \Delta}, \quad c_j = b_j = \Delta^j, \quad j = 1, 2, \ldots, \]
where \( \alpha_2 \delta_2 \not= 1/\Delta \), to ensure that neither \( b_0 = 0 \) nor \( c_0 = 0 \). Removing the remaining one-parameter freedom in rescaling of the rapidity variable, we fix completely our solution by setting
\[ \alpha_1 = \frac{1}{\Delta}, \quad \delta_1 = 1, \quad \alpha_2 \equiv -\frac{\alpha}{\Delta}, \quad \delta_2 \equiv \delta, \quad \alpha \delta \not= -1, \]
where \( \alpha \) and \( \delta \) are new independent parameters.

Summarizing, we thus have obtained the following expression for the L-operator:
\[ L(u) = \left( \frac{u \Delta^{\hat{N}-1} - \frac{\alpha}{\Delta u} \hat{\pi}}{(1 \mp \sqrt{\alpha \delta} \hat{\pi})} \right) \left( \frac{1 \pm i \sqrt{\alpha \delta} \hat{\pi}}{\frac{1}{u} \Delta \hat{N} + \delta u \hat{\pi}} \right), \quad \alpha \delta \not= -1, \quad (A.2) \]
where \( \hat{\varphi} \) and \( \hat{\varphi}^\dagger \) are bosonic operators:
\[ \hat{\varphi}^\dagger = \sum_{n \geq 0} \Delta^n \ket{n+1} \bra{n}, \quad \hat{\varphi} = \sum_{n \geq 0} \Delta^n \ket{n} \bra{n+1}. \]
These operators have the following properties
\[ \hat{\varphi} \hat{\varphi}^\dagger = \Delta^{2\hat{N}}, \quad \hat{\varphi}^\dagger \hat{\varphi} = \Delta^{2\hat{N}-2} - \Delta^{-2} \hat{\pi}, \]
which imply the commutation relation
\[ \hat{\varphi} \hat{\varphi}^\dagger - \Delta^{2} \hat{\varphi}^\dagger \hat{\varphi} = \hat{\pi}. \]
At \( \Delta = 1 \) these operators turn into the so-called exponential phase operators studied in solid state physics and quantum optics (see, e.g., [17, 23] and references therein).

The solution (A.2) at \( \Delta = 1 \) and \( \delta = 0 \) reproduces (up to the change \( u \mapsto u^{-1} \)) the L-operator first provided in [17]. The related non-hermitian bosonic model has applications in growth problems as well as it describes enumeration of boxed plane partitions [24, 26].
A.2. Finite-dimensional solutions. As noticed in [17], for the value \( \Delta = 1 \), there exists an L-operator expressible in terms of operators \( S^+ \) and \( S^- \) satisfying the relations

\[
S^\pm S^\mp S^\pm = S^\pm, \quad (S^\pm)^2 = 0.
\]

(A.3)

For example, these operators can be represented in terms of \((m + 1) \times (m + 1)\) matrices where \( S^- \) has nonzero entries only on the first column or the last row, excluding the diagonal entry, and \( S^+ \) is its transpose,

\[
S^- = \begin{pmatrix} 0 & 0 \\ \vec{n} & 0 \end{pmatrix}, \quad S^+ = (S^-)^T, \quad \vec{n}^2 = 1,
\]

(A.4)

where \( \vec{n} \) is an \( m \)-component column or row vector. Here, we consider a generalization of that solution for arbitrary values of \( \Delta \). We show that in fact there exist two solutions, which also depend on additional arbitrary parameters, and valid for arbitrary realization of algebra (A.3), i.e., not necessarily in the form of matrices (A.4).

The special case of matrices (A.4) for \( m = 1 \), that corresponds to the five-vertex model, is discussed in detail in the next subsection.

We start constructing the L-operator with setting \( B = S^- \) and \( C = S^+ \), that fulfill three relations (A.1d), (A.1j), and (A.1m). Note that with this choice we also fix the overall normalization.

Next, considering relations (A.1b), (A.1c), (A.1e), and (A.1i), we find that

\[
A = \alpha_1 u Y_1 + \frac{\alpha_2}{u} X_1,
\]

(A.5)

and, similarly, from (A.1h), (A.1l), (A.1n), and (A.1o), we find that

\[
D = \frac{\delta_1}{u} Y_2 + \delta_2 u X_2,
\]

(A.6)

where \( \alpha_1, \alpha_2, \delta_1, \) and \( \delta_2 \) are parameters, and \( X_1 \) and \( X_2 \) are operators satisfying the relations

\[
XS^- = 0, \quad S^+ X = 0,
\]

and \( Y_1 \) and \( Y_2 \) — the relations

\[
YS^- = \Delta S^- Y, \quad S^+ Y = \Delta Y S^+.
\]

Searching these operators in the form of linear combinations of the operators \( S^+ S^- \), \( S^- S^+ \) and the identity operator \( I \), yields for \( X \) and \( Y \), modulo an overall normalization, one-parameter solutions

\[
X = \frac{1}{1 + \beta} S^+ S^- + \frac{\beta}{1 + \beta} (I - S^- S^+),
\]

\[
Y = \frac{1}{1 + \gamma} I + \left( \frac{1}{\Delta} - \frac{1}{1 + \gamma} \right) S^+ S^- + \frac{\gamma}{1 + \gamma} S^- S^+,
\]

where \( \beta \) and \( \gamma \) are parameters, and the operators are normalized such that \( S^- X = Y S^- = S^- \).

Setting \( X_1 = X(\beta_1), X_2 = X(\beta_2), Y_1 = Y(\gamma_1), Y_2 = Y(\gamma_2) \), where \( \beta_1, \beta_2, \gamma_1, \gamma_2 \) are some parameters to be determined, from (A.1k) and (A.1l) we obtain the following equations

\[
\alpha_1 \delta_1 = 0, \quad \alpha_2 \delta_2 = -\Delta^{-1}, \quad \beta_1 \beta_2 = 0.
\]

(A.7)
From the first equation in (A.7) it follows that, structurally, there are two solutions, characterized whether \( \alpha_1 \) or \( \delta_1 \) vanishes, see (A.5) and (A.6); the third relation splits further these solutions on “sub-solutions”.

Consider first the case \( \delta_1 = 0 \). Expressing \( \alpha_2 = - (\delta_2 \Delta)^{-1} \), and setting \( \gamma_1 \equiv \gamma \), \( Y_1 \equiv Y = Y(\gamma) \) we find that

\[
A = \alpha_1 u Y - \frac{1}{\Delta \delta_2 u} X_1, \quad D = \delta_2 u X_2, \quad \beta_1 \beta_2 = 0.
\]

Fixing the scale of \( u \) by setting \( \delta_2^{-1} = \alpha_1 \equiv \alpha \), we thus find that the first solution reads

\[
L(u) = \begin{pmatrix}
\alpha u Y - \frac{\alpha}{\Delta u} X_1 & S^-
\end{pmatrix}
\begin{pmatrix}
S^+ & \frac{u}{\alpha} X_2
\end{pmatrix}, \quad \beta_1 \beta_2 = 0. \quad (A.8)
\]

In the case of \( \alpha_1 = 0 \), we can write, essentially similarly, \( \delta_2 = - (\alpha_2 \Delta)^{-1} \), and setting \( \gamma_2 \equiv \gamma \), \( Y_2 \equiv Y = Y(\gamma) \), we get

\[
A = \frac{\alpha_2}{u} X_1, \quad D = \frac{\delta_1}{u} Y - \frac{u}{\alpha \Delta} X_2.
\]

We fix the solution by setting \( \alpha_2 = \delta_1^{-1} \equiv \alpha \). Hence, the second solution reads

\[
L(u) = \begin{pmatrix}
\alpha u X_1
\end{pmatrix}
\begin{pmatrix}
\frac{1}{\alpha u} Y - \frac{1}{\alpha \Delta} X_2
\end{pmatrix}, \quad \beta_1 \beta_2 = 0. \quad (A.9)
\]

Note, that we have in total three parameters which parametrize the solutions (A.8) and (A.9): \( \alpha \), \( \beta \), and \( \gamma \), where \( \beta = \beta_2 \), if \( \beta_1 = 0 \), or \( \beta = \beta_1 \), if \( \beta_2 = 0 \).

The solution (A.9) at \( \Delta = 1 \), \( \alpha = 1 \), and \( \beta_1 = \beta_2 = \gamma = 0 \) (note that \( X(0) = S^+ S^- \) and \( Y(0)|_{\Delta=1} = I \)) reproduces (up to the change \( u \mapsto u^{-1} \)) the L-operator considered in [17] (see Eq. (39) therein).

As a last comment here, we mention that there is a special case of both (A.8) and (A.9), which corresponds to \( \alpha_1 = \delta_1 = 0 \) in (A.7) and reads

\[
L(u) = \begin{pmatrix}
\frac{1}{\Delta u} X_1
\end{pmatrix}
\begin{pmatrix}
S^+ & \frac{u}{\alpha \Delta} X_2
\end{pmatrix}, \quad \beta_1 \beta_2 = 0. \quad (A.10)
\]

The L-operator (A.10) can be obtained from (A.8) by setting \( u \mapsto \alpha u \) and taking the limit \( \alpha \to 0 \), or from (A.9), by setting \( u \mapsto -\alpha \Delta u \), and taking the limit \( \alpha \to \infty \).

### A.3. Five- and four-vertex models.

The five-vertex model is described by the finite-dimensional solutions in the case of \( m = 1 \). Indeed, in this case,

\[
S^- = \sigma^-, \quad S^+ = \sigma^+, \quad X = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} (\Delta^{-1} & 0 \\ 0 & 1 \end{pmatrix}.
\]

The first solution, L-operator (A.8), reads

\[
L(u) = \begin{pmatrix}
(\alpha (u - u^{-1})/\Delta & 0 & 0 & 0 \\
0 & \alpha u & 1 & 0 \\
0 & 1 & u/\alpha & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} \quad (A.11)
\]

A.3. Five- and four-vertex models. The five-vertex model is described by the finite-dimensional solutions in the case of \( m = 1 \). Indeed, in this case,

\[
S^- = \sigma^-, \quad S^+ = \sigma^+, \quad X = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} (\Delta^{-1} & 0 \\ 0 & 1 \end{pmatrix}.
\]

The first solution, L-operator (A.8), reads

\[
L(u) = \begin{pmatrix}
(\alpha (u - u^{-1})/\Delta & 0 & 0 & 0 \\
0 & \alpha u & 1 & 0 \\
0 & 1 & u/\alpha & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} \quad (A.11)
\]
Comparing this expression with the L-operator of six-vertex model as defined as a matrix of Boltzmann weights (see Figs. 1 and 4, and definition of the L-operator before Eqn. (2.3))

\[
L = \begin{pmatrix}
w_1 & 0 & 0 & 0 \\
0 & w_4 & w_6 & 0 \\
0 & w_5 & w_3 & 0 \\
0 & 0 & 0 & w_2 \\
\end{pmatrix},
\]

(A.12)
one obtains that (A.11) corresponds to the five-vertex model with weights (1.1).

Note that, from expression of the weight \( w_1 \) one can find an interpretation of the parameter \( \Delta \) in terms of the weights in this model as follows:

\[
\Delta = \frac{\alpha}{w_1} \left( u - \frac{1}{u} \right) = \frac{w_4}{w_1} - \frac{1}{w_1 w_3} = \frac{w_3 w_4 - w_5 w_6}{w_1 w_3}.
\]

where the weights \( w_5 \) and \( w_6 \) are restored due to the overall normalization.

Consider now the second solution, (A.9). We have

\[
L(u) = \begin{pmatrix}
\alpha/u & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & (\alpha \Delta)^{-1}(u^{-1} - u) & 0 \\
0 & 0 & 0 & (\alpha u)^{-1} \\
\end{pmatrix}.
\]

(A.14)

Comparing (A.14) with (A.12), we conclude that this solution corresponds to the five-vertex model in which \( w_4 = 0 \), and

\[
\Delta = \frac{1}{w_3 \alpha} \left( \frac{1}{u} - u \right) = \frac{w_2}{w_3} - \frac{1}{w_1 w_3} = \frac{w_1 w_2 - w_5 w_6}{w_1 w_3}.
\]

(A.15)

The five-vertex model in which \( w_1 = 0 \) or \( w_3 = 0 \) can be obtained from the first or second solutions, (A.11) or (A.14), respectively, by reversal of direction of all arrows in Fig. 1, that correspond to exchange of the weighs \( w_1 \leftrightarrow w_2 \), \( w_3 \leftrightarrow w_4 \), \( w_5 \leftrightarrow w_6 \), and hence to the transformation

\[
L \mapsto (\sigma^x \otimes \sigma^x)L(\sigma^x \otimes \sigma^x).
\]

Correspondingly, the R-matrix intertwining these L-operators is given by the transposed that of (2.10), \((\sigma^x \otimes \sigma^x)R(\sigma^x \otimes \sigma^x) = R^T\). The parameter \( \Delta \) in the model with \( w_1 = 0 \) can be obtained from (A.13) to be

\[
\Delta = \frac{w_3 w_4 - w_5 w_6}{w_2 w_4},
\]

and in the model with \( w_3 = 0 \) to be

\[
\Delta = \frac{w_1 w_2 - w_5 w_6}{w_2 w_4}.
\]

The special case of the finite-dimensional solution given by L-operator (A.10) at \( m = 1 \) describes the four-vertex model [27,28]. Specifically, within our choice this is the model with the weights

\[
w_1 = -\frac{1}{\Delta u}, \quad w_3 = u, \quad w_4 = w_2 = 0, \quad w_5 = w_6 = 1.
\]

(A.16)

In this model

\[
\Delta = -w_5 w_6 / w_1 w_3,
\]

(A.17)

that can be obtained by setting \( w_4 = 0 \) in (A.13) or \( w_2 = 0 \) in (A.15).
Note that, the four-vertex model described by (A.16) and (A.17) is one out of four possible four-vertex models which can be considered in the context of the general six-vertex model. They arise according to paring of the weights $w_1$ and $w_2$ with $w_3$ and $w_4$, such that $w_i = w_k = 0$, $i = 1, 2$, $k = 3, 4$. The remaining three possible choices can be obtained from (A.16) and (A.17) by reversal of direction of all arrows $(w_1 \leftrightarrow w_2, w_3 \leftrightarrow w_4, w_5 \leftrightarrow w_6)$ and exchange of assignment of the quantum and auxiliary spaces of the $L$-operator to the vertical and horizontal lines of the lattice. The latter corresponds to the mapping $L \mapsto PLP$, where $P$ is the permutation operator, or exchange $w_3 \leftrightarrow w_4$, $w_5 \leftrightarrow w_6$ in (A.17).

The four-vertex model is known to be related to special enumerations of boxed plane partitions, with the fixed sums of their diagonals [29].

Appendix B. The scalar product case

In [14] (see also [8,9]), it was shown that the scalar product of $n$-particle off-shell Bethe states (for the value $\Delta = 1$) is given by

$$
\langle \Omega | \prod_{j=1}^{n} C(v_j) | \prod_{j=1}^{n} B(u_j) | \Omega \rangle = \prod_{1 \leq j < k \leq n} \frac{1}{(v_j^2 - v_k^2)(u_k^2 - u_j^2)} \det Q_n, \quad (B.1)
$$

where $Q_n$ is the following $n \times n$ matrix

$$(Q_n)_{jk} = \frac{d(v_j)a(u_k)u_k^{2(n-1)} - d(u_k)a(v_j)v_j^{2(n-1)}}{u_k/v_j - v_j/u_k}, \quad j, k = 1, \ldots, n. \quad (B.2)$$

However, the representation for the scalar product which is provided by (2.21) or (2.22) at $m = 0$ is given in terms of an $2n \times 2n$ determinant of the matrix $V_{2n,n}$, with entries (2.23). Here, we show that these two representations, in terms of $2n \times 2n$ and $n \times n$ determinants, are equivalent.

In accordance with (2.10), we assign $v_j = u_{2n-j+1}$, $j = 1, \ldots, n$. For abbreviation, we introduce the following notation

$$
\tilde{a}_j = a(u_j)u_j^{2n-1}, \quad \tilde{d}_j = d(u_j)u_j.
$$

The matrix in (B.2) then reads

$$(Q_n)_{ij} = \frac{\tilde{d}_{2n-i+1}\tilde{a}_j - \tilde{d}_j\tilde{a}_{2n-i+1}}{u_j^2 - u_j^{2n-i+1}}. \quad (B.3)$$

The entries of the matrix $V_{2n,n}$, see (2.23), are given by

$$(V_{2n,n})_{ij} = \begin{cases} 
\tilde{d}_ju_j^{2(i-1)} & i = 1, \ldots, n, \\
\tilde{a}_ju_j^{2(i-n-1)} & i = n + 1, \ldots, 2n.
\end{cases}$$

The equivalence of the two representations for the scalar product implies the following identity to hold

$$
\prod_{1 \leq i < j \leq L} \frac{1}{u_j^2 - u_i^2} \det V_{2n,n} = \prod_{1 \leq i < k \leq n} \frac{1}{(u_i^2 - u_k^2)(u_k^2 - u_i^2)} \det Q_n. \quad (B.4)
$$

To prove (B.4) we rewrite both sides using the definition of the determinant as the sum over permutations in the form

$$
\prod_{1 \leq i < j \leq L} \frac{1}{u_j^2 - u_i^2} \det V_{2n,n} = \sum_{\sigma \in S_{2n}} C_{2n \times 2n}(\sigma) \prod_{i=1}^{n} \tilde{d}_{\sigma(i)}\tilde{a}_{\sigma(n+i)}. \quad (B.5)
$$
corresponds to the permutation \( \sigma \). Hence, the set of columns from matrix \( \mathbf{B} \) and \( \tilde{\mathbf{B}} \) are \( \sigma \) and \( \tilde{\sigma} \) respectively, where the summation is performed over elements of the symmetric group \( S_{2n} \)—permutations of \( 2n \) elements \( \sigma : (1, \ldots, 2n) \mapsto (\sigma(1), \ldots, \sigma(2n)) \). The coefficients \( C_{2n \times 2n}(\sigma) \) and \( C_{n \times n}(\sigma) \) depend on the variables \( u_1, \ldots, u_{2n} \) and one can prove (B.4) by showing that \( C_{2n \times 2n}(\sigma) = C_{n \times n}(\sigma) \).

The expressions in (B.6) and (B.5) are apparently symmetric with respect to permutations of \( u_1, \ldots, u_n \) and of \( u_{n+1}, \ldots, u_{2n} \), therefore, we need to compare only the coefficients in both expressions of the terms

\[
\sum_{\sigma \in S_{2n}} C_{n \times n}(\sigma) \prod_{i=1}^{n} \tilde{a}_{\sigma(i)} \tilde{a}_{\sigma(n+i)}. \tag{B.6}
\]

Let us denote the permutations \( \sigma \in S_{2n} \), which corresponds to these terms in (B.6) and (B.5) as \( \sigma_m \), that is

\[
\sigma_m : (1, \ldots, 2n) \mapsto (1, \ldots, m, n+1, \ldots, 2n-m, m+1, \ldots, n, 2n-m+1, \ldots, 2n).
\]

The coefficients \( C_{2n \times 2n}(\sigma_m) \) and \( C_{n \times n}(\sigma_m) \) can be computed from (B.6) and (B.5), respectively, by setting in both sides of these relations

\[
\begin{align*}
\tilde{d}_i &\mapsto \begin{cases} 1 & i = 1, \ldots, m, n+1, \ldots, 2n-m \\ 0 & i = m+1, \ldots, n, 2n-m+1, \ldots, 2n, \end{cases} \\
\tilde{a}_i &\mapsto \begin{cases} 1 & i = 1, \ldots, m, n+1, \ldots, 2n-m \\ 0 & i = 1, \ldots, m, n+1, \ldots, 2n-m. \end{cases} \tag{B.7}
\end{align*}
\]

Let us consider \( C_{2n \times 2n}(\sigma_m) \). The matrix \( \mathcal{V}_{2n,n} \) up on setting the values of \( \tilde{d} \)'s and \( \tilde{a} \)'s according to (B.7), after moving columns becomes a block Vandermonde matrix. More precisely, we need to swap the set of columns from \( m \) to \( n \) with set of columns from \( n+1 \) to \( 2n-m \) as a whole sets. This rearranging is in fact corresponds to the permutation \( \sigma_m \) and give us the factor \( (-1)^{n-m} = \text{sgn}(\sigma_m) \).

Hence,

\[
C_{2n \times 2n}(\sigma_m) = \text{sgn}(\sigma_m) \prod_{1 \leq i < j \leq 2n} \frac{1}{u_j^2 - u_i^2} \prod_{1 \leq i < j \leq n} \left( u_{\sigma_m(j)}^2 - u_{\sigma_m(i)}^2 \right) \left( u_{\sigma_m(n+j)}^2 - u_{\sigma_m(n+i)}^2 \right).
\]

Now, using that \( \prod_{i<J}(u_j^2 - u_i^2) = \text{sgn}(\sigma_m) \prod_{i<j}(u_{\sigma_m(j)}^2 - u_{\sigma_m(i)}^2) \), and simplifying factors, we obtain

\[
C_{2n \times 2n}(\sigma_m) = \prod_{i,j=1}^{n} \frac{1}{u_{\sigma_m(n+j)}^2 - u_{\sigma_m(i)}^2}. \tag{B.8}
\]

Let us calculate \( C_{n \times n}(\sigma_m) \). Using (B.7), from (B.3) and (B.6) we get

\[
C_{n \times n}(\sigma_m) = \prod_{1 \leq i < j \leq n} \frac{1}{u_j^2 - u_i^2} \left( u_{n+j}^2 - u_{n+i}^2 \right) \det A_m \det D_{n-m}. \tag{B.9}
\]
where $A_m$ and $D_{n-m}$ are $m \times m$ and $(n-m) \times (n-m)$ matrices, respectively, with entries

$$(A_m)_{ij} = \frac{1}{u_{2n-i+1}^2 - u_j^2}, \quad (D_{n-m})_{ij} = \frac{1}{u_{m+j}^2 - u_{2n-i-m+1}^2}.$$ 

The matrices $A_m$ and $D_{n-m}$ are Cauchy matrices, and a general formula for the determinant of such matrix is

$$\det 1 \leq i, j \leq n \left[ \frac{1}{x_i - y_j} \right] = \prod_{i,j=1}^{n} \frac{1}{x_i - y_j} \prod_{1 \leq i < j \leq n} (x_j - x_i)(y_i - y_j). \quad (B.10)$$

Using (B.10), we obtain

$$\det A_m = \prod_{i,j=1}^{m} \frac{1}{u_{2n-m+j}^2 - u_{n+i}^2} \prod_{1 \leq i < j \leq m} (u_j^2 - u_i^2) (u_{2n-m+j}^2 - u_{2n-m+i}^2) \quad (B.11)$$

and

$$\det D_{n-m} = (-1)^{n-m} \prod_{i,j=1}^{n-m} \frac{1}{u_{m+j}^2 - u_{n+i}^2} \prod_{1 \leq i < j \leq n-m} \left( u_{m+j}^2 - u_{m+i}^2 \right) \left( u_{n+j}^2 - u_{n+i}^2 \right). \quad (B.12)$$

Now, rewriting the double products in (B.9) as

$$\prod_{1 \leq i < j \leq n} (u_j^2 - u_i^2) = \prod_{1 \leq i < j \leq m} (u_j^2 - u_i^2) \prod_{1 \leq i < j \leq n-m} \left( u_{m+j}^2 - u_{m+i}^2 \right) \prod_{j=1}^{m} \prod_{i=1}^{n-m} \left( u_{m+i}^2 - u_j^2 \right)$$

and

$$\prod_{1 \leq i < j \leq n} \left( u_{n+j}^2 - u_{n+i}^2 \right) = \prod_{1 \leq i < j \leq n-m} \left( u_{n+j}^2 - u_{n+i}^2 \right) \prod_{j=1}^{m} \prod_{i=1}^{n-m} \left( u_{2n-m+j}^2 - u_{2n-m+i}^2 \right) \prod_{j=1}^{m} \prod_{i=1}^{n-m} \left( u_{2n-m+j}^2 - u_{2n-m+i}^2 \right),$$

and comparing these expressions with those in (B.11) and (B.12), we see that all the factors in the numerator in (B.9) simplifies, so that we leave with the expression

$$C_{n \times n}(\sigma_m) = (-1)^{n-m} \prod_{i,j=1}^{m} \frac{1}{u_{2n-m+i}^2 - u_j^2} \prod_{j=1}^{m} \prod_{i=1}^{n-m} \frac{1}{u_{m+j}^2 - u_{n+i}^2} \prod_{j=1}^{m} \prod_{i=1}^{n-m} \left( u_{2n-m+j}^2 - u_{2n-m+i}^2 \right) \prod_{j=1}^{m} \prod_{i=1}^{n-m} \left( u_{2n-m+j}^2 - u_{2n-m+i}^2 \right).$$

But this expression is exactly that standing in (B.8). Thus we have just showed that representation (B.1) is equivalent to (2.21) or (2.22) in the scalar product case.
As a final comment here, let us note that the coefficients $C_{2n \times 2n}(\sigma)$ and $C_{n \times n}(\sigma)$ can be written for an arbitrary permutation $\sigma \in S_{2n}$ in the form

$$C_{2n \times 2n}(\sigma) = C_{n \times n}(\sigma) = \prod_{i,j=1}^{n} \frac{1}{u_{\sigma(n+j)}^{\sigma}-u_{\sigma(i)}^{\sigma}},$$

in agreement with the total symmetry of the right-hand sides of (B.6) and (B.5) with respect to permutations of the rapidity variables.
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