Medical image classification via quantum neural networks
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Machine Learning provides powerful tools for a variety of applications, including disease diagnosis through medical image classification. In recent years, quantum machine learning techniques have been put forward as a way to potentially enhance performance in machine learning applications, both through quantum algorithms for linear algebra and quantum neural networks. In this work, we study two different quantum neural network techniques for medical image classification: first by employing quantum circuits in training of classical neural networks, and second, by designing and training quantum orthogonal neural networks. We benchmark our techniques on two different imaging modalities, retinal color fundus images and chest X-rays. The results show the promises of such techniques and the limitations of current quantum hardware.

Note: The final published version of this work, combined with [22], appears as [26].

I. INTRODUCTION

Medical image classification is an important application of machine learning in the healthcare domain. As deep learning algorithms continue to achieve accuracy levels on par with humans, numerous efforts are taken to automate diagnostic, or even prognostic tasks [5]. Despite the success of artificial neural networks to classify, segment, and perform other image related tasks, complexity of such models and the cost of training continues to increase. One of the latest visual transformer architecture trained on imageNet boasts of more than 2 billion parameters, trained used more than 10 000 TPU core-days [35]. This begs the question whether alternative technologies can provide better solutions in terms of scalability.

Recently with the advent of the first small-scale noisy quantum computers, the study of quantum machine learning, Quantum Neural Network (QNN) techniques in particular, has received a lot of attention. While current quantum hardware is far from being powerful enough to compete with classical machine learning algorithms, the first proof of concept demonstrations of interesting quantum machine learning algorithms have started to appear [7, 11, 14, 16, 18, 20, 21, 25, 28]. In [18], the authors use parametrized quantum circuits where parameters are trained through stochastic gradient descent, and results on synthetic data are presented in comparison with results using Support Vector Machines classification. In [16] the authors outline different classification methods based on different quantum parametrized circuits, where the classical data is encoded as separable qubits. A 4-qubit hardware experiment for a binary classification task between two of the IRIS dataset classes was performed on an IBM machine with high accuracy. In [7], the authors performed 2-qubit experiments on IBM machines using the IRIS dataset. Other near term implementations include small fully connected neural networks [2, 4], convolutional neural networks [12], and generative models [11, 13]. They all rely on the parameter shift rule [27] method to compute the gradients of the gate’s parameters, and give encouraging results on small scale experiments. More details on noisy intermediate scale quantum algorithms can also be found in [6].

While such first demonstrations are promising, we neither have solid theoretical evidence that such quantum architectures can be easily trained to provide high accuracy, nor can we perform large enough simulations to get convincing practical evidence of their performance, since we do not have large enough quantum hardware and classical simulations usually incur an exponential overhead. For example, architectures that use quantum circuits of constant depth and gates connecting only neighboring qubits are suitable for implementation on near-term quantum computers, but cannot act as a fully connected neural networks since each input qubit can only affect a constant number of output qubits. Further, the time to train such quantum parametrized circuits can be quite large, considering phenomena such as barren plateaus and the fact that designing the architectures, choosing cost-functions and initializing the parameters are far more complex and subtle than one may naively think [8, 9, 32]. Further work is certainly needed to understand the power and limitations of parametrized quantum circuits for machine learning applications.

Another avenue for quantum supervised learning involves the use of similarity-based techniques to increase speed and accuracy. In [20], a quantum Nearest Centroid classifier was executed on an 11-qubit trapped-ion machine of IonQ, and classification of all ten classes of the MNIST handwritten-digit dataset was performed with an accuracy of 77.5%. These quantum similarity-based machine learning methods are interpretable and their performance can be theoretically studied, but may require con-
considerably bigger and better quantum hardware to com-
pete with classical deep learning classification methods.

Our work is a collaboration between experts in classi-
cial machine learning methods for medical image classi-
fication and experts in quantum algorithms to advance
the state-of-the-art of quantum methods for medical im-
age classification. The hardware demonstration remains
a simple proof of concept, which nevertheless marks
progress towards unblocking a number of theoretical and
practical bottlenecks for quantum machine learning.

We focus on quantum neural networks for medical im-
age classification and implement two different methods:
the first uses quantum circuits to assist the training and
inference of classical neural networks by adapting the
work in [3, 21] to be amenable to current quantum hard-
ware; the second method builds on the recent work on
quantum orthogonal neural networks [22], where quan-
tum parametrized circuits are trained to enforce orthog-
onality of weight matrices. Orthogonality is an inherent
property of quantum operations, which are described by
unitary matrices, and it has been shown that it can
improve performance of deep neural nets and help avoid
vanishing or exploding gradients [19, 30, 33].

The datasets used to demonstrate the utilities of the
two different quantum techniques come from the MedM-
NIST series [34]. Two very different imaging modalities,
the RetinaMNIST dataset of retina fundus images [11] and
the PneumoniaMNIST dataset of chest X-rays [23] are
chosen. The same techniques can also be easily adapted
to be tested on all other datasets from the MedMNIST.

The hardware experiments both for training the quan-
tum neural networks and forward inference have been
performed on the IBM quantum hardware. More specifi-
cally, 5-qubit experiments have been performed on three
different machines with 5, 7, and 16 qubits, and 9-qubit
experiments have been performed in a 16-qubit machine.
The IBM quantum hardware is based on superconduct-
ning qubits, one of the two most advanced technologies for
quantum hardware right now along with trapped ions.
We also performed the same training and inference ex-
periments using classical methods as well as simulators
of the quantum neural networks for benchmarking the
accuracy of the quantum methods.

Our results show quantum neural networks could be
used as an alternative to classical neural networks for
medical image classification. Results of simulation of the
quantum neural networks provide similar accuracy to the
classical ones. From the hardware experiments, we see
that for a number of classification tasks the quantum neu-
ral networks can be indeed trained to the same level of ac-
curacy as their classical counterparts, while for more dif-
ficult tasks, quantum accuracies drop due to the quantum
hardware limitations. The MedMNIST datasets provide
good benchmarks for tracking the advances in quantum
hardware, to act as a proxy for checking how well dif-
ferent hardware perform in classification tasks, and also
for testing different classification algorithms and neural
network architectures in the literature.

II. RESULTS

A. Datasets and pre-processing

In order to benchmark our quantum neural network

techniques for medical images we used datasets from
MedMNIST, a collection of 10 pre-processed medical
open datasets [34]. The collection has been standardized
for classification tasks on lightweight 28 \times 28 medical
images of 10 different imaging modalities.

In this work we looked specifically at two different
datasets. The first is the PneumoniaMNIST [23], a
dataset of pediatric chest X-ray images. The task is
binary-classification between pneumonia-infected and
healthy chest X-rays. The second is the RetinaM-
NIST, which is based on DeepDRiD [11], a dataset of reti-
funus images. The original task is ordinal regres-
sion on a 5-level grading of diabetic retinopathy severity,
which has been adapted in this work to a binary classi-
fication task to distinguish between normal (class 0) and
different levels of retinopathy (classes 1 to 4).

In the PneumoniaMNIST the training set consists of
4708 images (class 0: 1214, class 1: 3494) and the test
set has 624 points (234 - 390). In the RetinaMNIST the
training set has 1080 points (486 - 594) and the test set
400 (174 - 226). Note that in the RetinaMNIST we have
considered the class 0 (normal) versus classes \{1, 2, 3, 4\}
together (different levels of retinopathy).

Though the image dimension of the MedMNIST is
small compared to the original images, namely 784 pix-
els, one cannot load such data on the currently available
quantum computers and thus a standard dimensionality
reduction pre-processing has been done with Principal
Component Analysis to reduce the images to 4 or 8 di-
ensions. Such a pre-processing indeed may reduce the
possible accuracy of both classical and quantum methods
but our goal is to benchmark such approaches on current
quantum hardware and understand if and when quantum
machine learning methods may become competitive.

B. Quantum data-loaders

Once the classical medical image datasets have been
pre-processed we need to find ways of loading the data
efficiently into the quantum computer. We use exactly
one qubit per feature and outline three different ways of
performing what is called a unary amplitude encoding of
the classical data points in the following section.

We use a two-qubit parametrized gate, called Recon-
figurable Beam Splitter gate (RBS) in [20] and that has
appeared also as partial SWAP or fSIM gate, which is
defined as

\[
RBS(\theta) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \cos \theta & \sin \theta & 0 \\
0 & -\sin \theta & \cos \theta & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]
The RBS gate can be easily implemented on hardware through the following decomposition in Fig. 1, where $H$ is the Hadamard gate, $R_y(\theta)$ is a single qubit rotation with angle $\theta$ around the $y$-axis, and the two two-qubit gates represent the CZ gate that flips the sign when both qubits are in state 1.

$$
\begin{array}{c}
\begin{array}{c}
H \quad R_y(\theta/2) \quad H \\
H \quad R_y(-\theta/2) \quad H
\end{array}
\end{array}
$$

FIG. 1: A possible decomposition of the $RBS(\theta)$ gate.

The first step is a procedure that given access to a classical data point $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$, pre-processes the classical data efficiently, i.e. spending only $O(d)$ total time (where we hide logarithmic factors), in order to create a set of parameters $\theta = (\theta_1, \theta_2, \ldots, \theta_{d-1}) \in \mathbb{R}^{d-1}$, that will be the parameters of the $(d-1)$-two-qubit gates we will use in our quantum circuit. In the pre-processing, we also keep track of the norms of the vectors.

In the end of the data loader circuits we have created the state

$$
|x\rangle = \frac{1}{\|x\|} \sum_{i=1}^{d} x_i |e_i\rangle
$$

where the states $|e_i\rangle$ are a unitary representation of the numbers 1 to $d$, using $d$ qubits. Three different types of data loader circuits appear in Figure 2.

The shallowest data loader is a parallel version which loads $d$-dimensional data points using $d$ qubits, $d-1$ RBS gates and circuits of depth only $\log d$ (see first circuit in Figure 2).

While this loader has the smallest depth, it also requires connectivity beyond the available connectivity on the IBM hardware. For experiments on quantum computers with a small number of qubits, as the ones available nowadays, the difference in the depth between the different data loader circuits is not significant. However as the number of qubits increases, being able to use the parallel data loader can be very beneficial: for example, for a 1024-dimensional data point, the circuit depth can be reduced from 1024 to 10.

The two data loaders we use in this work have worse asymptotic depth but respect the nearest neighbors connectivity of the IBM hardware. The first is a simple diagonal unary loader that still uses $d$ qubits and $d-1$ RBS gates between neighboring qubits, but it has circuit depth of $d-1$ (see second circuit in Figure 2). The second one is another unary loader whose depth now decreases to $d/2$, and that we refer to as semi-diagonal (see third circuit in Figure 2).

We provide the details for finding these parameters in the Methods section. Such unary amplitude encoding loaders have been used before in different scenarios and the details of how to calculate the set of parameters $\theta$ from a classical data point $x$ appear in [20, 31].

Our first method for exploring QNN is a hybrid approach where the quantum computer is used in the framework of a classical neural network architecture in order to train the neural network and perform forward inference.

In [3, 21], it was shown how quantum techniques from linear algebra can be used in order to potentially offer speedups in the training of classical neural networks, for both fully connected and convolution nets. These quantum methods are still outside the capabilities of current quantum hardware, so we design and implement in this work Noisy Intermediate Scale Quantum computing (NISQ) friendly subroutines for performing matrix-matrix multiplications through simpler quantum circuits to estimate inner products between two vectors. These circuits have the same behaviour as the more complex quantum linear algebraic procedures, where the quantities that need to be computed can be estimated through sampling a quantum state that encodes these quantities in its amplitudes. This allows us to study how this estimation, instead of an exact computation as is the case in practice classically, affects the performance of the quantum deep learning methods; this also allows us to find ways to mitigate the errors of the quantum hardware.

Important to note here is that simply sampling a quantum state is enough to estimate the squares of the amplitudes of the desired state, which can be enough if we know that the quantity we are interested in is positive. For estimating the inner product of two vectors, which can be either positive or negative, one needs to find efficient ways to estimate the sign of the amplitudes as well.

We start by giving a simpler circuit that can be used for computing the square of the inner product between two normalized vectors $x$ and $w$, as shown in the left circuit in Figure 3, which is the same type of circuit used in [20]. The first part of the circuit is the data loader for some vector $x$, which in our case will be the normalized data point, and the second part is the adjoint data loader.
circuit for some vector \( w \), which in our case will be a row of the weight matrix. The parameters of the gates in the first part of the circuit are fixed and correspond to the input data points, while the parameters of the gates of the second part are updated as we update the weight matrix through a gradient descent computation. Note that in [20] the parallel loader was used, since the experiments were performed in a fully connected trapped ion quantum computer, while here we use the semi-diagonal ones, due to the restricted connectivity of the superconducting hardware.

![FIG. 3: The square inner product and the inner product estimation circuits with semi-diagonal data loaders for 8-dimensional data points \( x \) and \( w \). The RBS gates on the left part of the circuits have parameters that correspond to the first vector \( x \), while the RBS gates on the right part of the circuits have parameters that correspond to the second vector \( w \).](image)

The final state of this circuit has the form

\[
|G\rangle + \left(\frac{1}{2} - \frac{1}{2}w \cdot x\right)|e_1\rangle
\]

(4)

where \( |G\rangle \) is an unnormalised state orthogonal to \( e_1 \), in other words whose first qubit is in state \( |0\rangle \). This implies that when we measure the first qubit of this quantum state, the probability we get outcome 1 is exactly \( (w \cdot x)^2 \), while the outcome is 0 with the remaining probability \( 1 - (w \cdot x)^2 \). Thus, if we run the same quantum circuit \( N_{\text{shot}} \) times and count the number of times the measurement of the first qubit gave outcome 1, we denote it by \( N_1 \), then we can estimate the square inner product between the two vectors as \( N_1/N_{\text{shot}} \). A simple Chernoff bound shows that if we want the estimate to be within \( \epsilon \) of the correct answer, then we need to take \( N_{\text{shot}} = O(1/\epsilon^2) \).

We now need to extend the above circuit in order to be able to estimate the inner product directly and not its square. While there are different possible ways to do so, we decided on the way shown in the second circuit in Figure 3, which adds one extra qubit in the quantum circuit and only a constant number of gates, independent of the dimension of the data points, and it does not need multiple measurements that form a complete operator basis on the Hilbert space of the system.

In short, in order to compute the inner product of two vectors \( x \) and \( w \), the extra qubit, denoted as \( q_0 \), is initialized with an \( X \) gate to \( |1\rangle \) and used as a control qubit through an RBS gate between the qubits \( q_0 \) and \( q_1 \) with \( \theta = \pi/4 \). This way when the qubit \( q_0 \) is 1 nothing happens, and when it is 0, the quantum circuit described above consisting of a quantum data loader for \( x \) and the adjoint quantum data loader for \( w \) is performed. By performing a final RBS gate with \( \theta = \pi/4 \) we end up with a final state of the form

\[
\left(\frac{1}{2} - \frac{1}{2}w \cdot x\right)|e_1\rangle + |G\rangle
\]

D. Quantum Orthogonal Neural Networks

The second method we use for medical image classification is based on quantum orthogonal neural networks, recently defined in [22]. An orthogonal neural network is a neural network where the trained weight matrices are orthogonal matrices, a property that can improve accuracy and avoid vanishing gradients [19].

The input data is first loaded into the quantum circuit using a diagonal data loader and then a circuit in the
form of a pyramid made of RBS gates is applied in order to implement an orthogonal layer of the neural network.

![Diagram of an 8-dimensional diagonal data loader circuit](image)

FIG. 4: The 8 dimensional diagonal data loader circuit (in red) is efficiently embedded before the quantum pyramid circuit that corresponds to an $8 \times 8$ orthogonal layer. The RBS gates are here denoted by a vertical line between the neighboring qubits. The $\alpha$ parameters correspond to the angles of the RBS gates of the diagonal data loader, while the $\theta$ parameters correspond to the angles of the RBS gates of the quantum pyramid circuit [22].

The circuit in Figure 4 corresponds to an $8 \times 8$ orthogonal layer with a diagonal loader followed by a quantum pyramid circuit. In cases where the number of inputs and outputs are not the same, the pyramid circuit can be curtailed to provide a smaller circuit as shown in Figure 5.

![Diagram of a quantum pyramid circuit](image)

FIG. 5: A quantum pyramid circuit that corresponds to an $8 \times 4$ orthogonal layer. The parameters $\theta$ correspond to the angles in the RBS gates of the quantum pyramid circuit [22].

The important property to note is that the number of parameters of the quantum pyramid circuit corresponding to a neural network layer of size $n \times d$ is $(2n - 1 - d) \cdot d/2$, exactly the same as the number of degrees of freedom of an orthogonal matrix of dimension $n \times d$. In fact, there is a one-to-one mapping between any $n \times n$ orthogonal matrix $W$ and the parameters of the quantum gates of the quantum pyramid circuit, so that the matrix $W$ appears as the submatrix of the unitary matrix specified by the quantum pyramid circuit when we restrict to the unary basis vectors. In other words, given an orthogonal weight matrix one can find the corresponding parameters of the quantum gates and vice versa. The mapping holds for the case of $n \times d$ matrices as well.

If we denote by $x$ the classical data point that is loaded by the diagonal loader, and $W$ the orthogonal weight matrix corresponding to the pyramid circuit with rows $W_j$, then the state that comes out of the circuit in Figure 4 is

$$\sum_j W_j \cdot x \, |e_j\rangle$$

where we see that the amplitudes correspond to the multiplication of the matrix $W$ with the input $x$.

To be more precise, while the above mentioned pyramid circuit creates the quantum state that corresponds to the multiplication of the orthogonal matrix with the datapoint, in order to get the signs of the coordinates of the resulting vector (and not simply the squared values) one needs to augment the circuit by adding one extra qubit that works as a control qubit, as well as a fixed loader for the uniform vector. The final circuit that we implement on the hardware has the form shown in Figure 6.

![Diagram of the final quantum circuit](image)

FIG. 6: The final quantum circuit for (a) an 8x8 and (b) an 4x4 quantum orthogonal layer, where the symbols @-X correspond to a CNOT gate (@: control qubit, X: target qubit) [22].

The state at the end of this circuit is in fact

$$\frac{1}{\sqrt{n}} \sum_{j=1}^n \left( W_j x + \frac{1}{\sqrt{n}} \right) |e_j\rangle + \frac{1}{\sqrt{n}} \sum_{j=1}^n \left( W_j x - \frac{1}{\sqrt{n}} \right) |e_j\rangle$$

On this final state, we can see that the difference in the probabilities of measuring the first qubit in state
1 or 0 and the remaining qubits in the unary state $e_j$ is given by $Pr[0, e_j] - Pr[1, e_j] = \frac{1}{4} \left( \frac{1}{\sqrt{n}} + W_j x \right)^2 - \frac{1}{4} \left( \frac{1}{\sqrt{n}} - W_j x \right)^2 = W_j x / \sqrt{n}$. Therefore, for each $j$, we can deduce both the amplitude and the sign of $W_j x$.

More details about these calculations appear in [22].

Let us provide some remarks about these orthogonal neural networks. First, the quantum circuits have only linear depth and thus one can use a quantum computer to perform inference on the datasets in only linear number of steps. Of course, one can imagine combining such quantum orthogonal layers with other types of quantum layers, in the form of more general parametrized quantum circuits, thus creating more advanced quantum neural network architectures. Second, in [22] an efficient classical algorithm for training such orthogonal neural networks is presented that takes the same asymptotic time as training normal dense neural networks, while previously used training algorithms were based on singular value decompositions that have a much worse complexity. The new training of the orthogonal neural network is done with a gradient descent in the space of the angles of the gates of the quantum circuit and not on the elements of the weight matrix. We denote this training algorithm by QPC, after the quantum pyramid circuit which inspired its creation. Note here that the fact the optimization is performed in the angle landscape, and not on the weight landscape, can produce very different and at times better models, since these landscapes are not the same. This is indeed corroborated by our experimental results as we will discuss below.

E. Hardware demonstration

1. Superconducting quantum computer

The hardware demonstrations were performed on three different superconducting quantum computers provided by IBM, with the majority of the experiments performed on the 16-qubit ibmq_guadalupe machine (see Figure 7).

![FIG. 7: The 16-qubit ibmq_guadalupe quantum computer.](image)

The other two machines that were used were the 7-qubit ibmq_casablanca and the 5-qubit ibmq_bogota. The quantum hardware was accessed through the IBM Quantum Experience for Business cloud service.

2. Quantum software

The quantum software development was performed using tools from the QC Ware Forge platform, including the quasar language, the data loader and the inner product estimation procedures, as well as the quantum pyramid circuits. The final circuits were translated into qiskit circuits that were then sent to the IBM hardware.

The datasets were downloaded from the MedMNIST repository [34] and pre-processed by the sklearn implementation of PCA.

For benchmarking as accurately as possibly against classical fully-connected neural networks, we used the code from [29] for training classical neural networks, and for the quantum-assisted neural networks we adapted the code to use a quantum procedure for the dot product computations. For the orthogonal neural networks, we first designed a new training algorithm for quantum orthogonal neural networks, based on [22], and we also developed code for classical orthogonal neural networks based on singular value decomposition, following [19].

3. Optimizations for the hardware demonstration

![FIG. 8: The optimized qiskit circuits for (a) a [4,2] quantum-assisted NN layer and (b) a [4,2] quantum orthogonal NN layer](image)

Before describing the experimental results, we outline here the optimizations on the circuit design.
First, using a unary encoding for loading the data is very useful in order to mitigate errors that arise from the hardware. In fact, all results that correspond to outcomes which are not unary strings can be discarded and this dramatically increases the accuracy of the computation, as we see in the experimental results below.

Further optimizations were performed with respect to the layout of the hardware machines and the translation of the RBS gates into native hardware gates. We provide in Fig. 13 the final Qiskit circuits that were used for a [8, 4] layer of the quantum-assisted neural network and of the quantum orthogonal neural network, where a compilation of the original circuits have resulted in a reduction of the number of gates, in particular by removing a number of Hadamard gates that were appearing as pairs. The purple boxes correspond to the Ry single qubit gates with a parameter noted within the box. We also provide a [8, 2] layer of the quantum orthogonal neural network in the Methods.

4. Experimental results

![Results for Quantum Assisted Neural Networks](image1)

**FIG. 9:** Results of experiments for the Quantum Assisted Neural Network.

![Results for Orthogonal Neural Networks](image2)

**FIG. 10:** Results of experiments for the Orthogonal Neural Network. QPC stands for Quantum Pyramidal Circuit and is the classical algorithm simulating our quantum circuit. QHW is the quantum circuit on the real quantum hardware. SVB stands for the classical Singular Value Bounded algorithm.

We tested our methods using a number of different datasets, classification tasks, and architectures that we detail below, and we performed both simulations and hardware experiments.

In Figures 9 and 10 and Table 2, we show our results, where we provide the AUC (area under curve) and ACC (accuracy) for all different types of neural network experiments, for both the training and test sets, for the Pneumonia and Retina datasets.

As general remarks from these results, one can see that for the PneumoniaMNIST dataset, both the AUC and ACC are quite close for all different experiments, showing that the quantum simulations and the quantum hardware experiments reach the performance of the classical neural networks. We also note that the quantum-assisted neural networks achieved somewhat higher accuracies than the orthogonal neural networks. For the RetinaMNIST dataset, the experiments with 8-dimensional data achieve higher AUC and ACC than the ones with 4-dimensional data. The quantum simulations achieve similar performance to the classical one, while for the case where both the training and the inference was performed on a quantum computer, a drop in the performance is recorded, due to the noise present in the hardware and the higher difficulty of the dataset.

We provide now a more detailed description of the per-
TABLE I: Results of our experiments on Pneumonia and Retina datasets, reported for the train set and the test set, both using the AUC and ACC metrics. Methods are quantum-assisted neural networks (qNN) or quantum orthogonal neural network (qOrthNN) with different layer architectures. The training and inference are done classically via standard feedforward/backpropagation (CLA), or in a quantum-assisted way both on a quantum simulator (SIM) and on quantum hardware (QHW) for the qNN; and with the Singular-Value Bounded algorithm (SVB), or with a quantum pyramid circuit algorithm both on a quantum simulator (QPC-SIM) or on quantum hardware (QPC-QHW) for the qOrthNN. The experiments that do not involve quantum hardware have been repeated ten times, the mean values appear on the table and the standard deviation is in most cases ±0.01 and up to ±0.04.

| TYPES | PNEUMONIA AUC | PNEUMONIA ACC | RETINA AUC | RETINA ACC |
|-------|---------------|---------------|------------|------------|
| method | training | inference | TRAIN | TEST | TRAIN | TEST | TRAIN | TEST | TRAIN | TEST |
| qNN [4,4,2] | CLA | CLA | 0.96 | 0.91 | 0.90 | 0.84 | 0.76 | 0.75 | 0.71 | 0.70 |
| qNN [4,4,2] | SIM | SIM | 0.96 | 0.91 | 0.90 | 0.84 | 0.77 | 0.75 | 0.72 | 0.73 |
| qNN [4,4,2] | SIM | QHW | 0.96 | 0.90 | 0.90 | 0.83 | 0.77 | 0.75 | 0.71 | 0.67 |
| qNN [4,4,2] | QHW | QHW | 0.97 | 0.87 | 0.88 | 0.79 | 0.72 | 0.65 | 0.61 | 0.60 |
| qNN [8,4,2] | CLA | CLA | 0.98 | 0.90 | 0.93 | 0.85 | 0.86 | 0.83 | 0.80 | 0.78 |
| qNN [8,4,2] | SIM | SIM | 0.98 | 0.90 | 0.93 | 0.83 | 0.86 | 0.83 | 0.81 | 0.80 |
| qNN [8,4,2] | QHW | QHW | 0.98 | 0.91 | 0.92 | 0.87 | 0.85 | 0.82 | 0.80 | 0.80 |
| qOrthNN [4,2] | SVB | SVB | 0.95 | 0.90 | 0.85 | 0.80 | 0.74 | 0.75 | 0.71 | 0.71 |
| qOrthNN [4,2] | QPC-SIM | QPC-SIM | 0.95 | 0.90 | 0.85 | 0.80 | 0.74 | 0.74 | 0.71 | 0.71 |
| qOrthNN [4,2] | QPC-SIM | QPC-QHW | 0.95 | 0.89 | 0.82 | 0.76 | 0.75 | 0.73 | 0.71 | 0.68 |
| qOrthNN [8,2] | SVB | SVB | 0.96 | 0.88 | 0.86 | 0.81 | 0.83 | 0.83 | 0.78 | 0.80 |
| qOrthNN [8,2] | QPC-SIM | QPC-SIM | 0.96 | 0.88 | 0.86 | 0.80 | 0.83 | 0.84 | 0.78 | 0.79 |
| qOrthNN [8,2] | QPC-SIM | QPC-QHW | 0.96 | 0.89 | 0.84 | 0.83 | 0.81 | 0.77 | 0.75 | 0.74 |

The experiments involving classical methods or quantum simulators have been repeated ten times each to extract mean values and error bars for the AUC and ACC quantities. The mean values appear in Table I and the errors are bounded by ±0.01 for most cases and up to ±0.04, which reflects the randomness in initializing the weights and randomness in the quantum estimation procedures. For the hardware experiments, we performed the experiments once per different type of neural network, of layer architecture, of training method, of inference method and on the training and test sets of the RetinaMNIST and PneumoniaMNIST datasets. The hardware experiments took between 45 minutes to several hours. The longest one, training the [4,4,2] quantum-assisted neural network, took more than 10 hours, with the majority of this time not on the actual quantum hardware but on handling a really large number of jobs within the quantum cloud service. The training and inference with classical methods or the quantum simulator took a few seconds to complete.

In order to benchmark more precisely the performance of the quantum hardware for the different types of quantum circuits we used, we provide in Methods an analysis, where we plot the simulated versus the experimental value of the output of the quantum circuits we used in the quantum-assisted neural networks over the entire test sets. This allows us to see how the quantum hardware behaves on real data. For the 5 qubit experiments the hardware results are very close to the expected ones, while for the 9-qubit experiments we see that with some non-trivial probability the hardware execution diverges from the simulation.

We note also that the simulations show that the models trained through quantum methods are robust and the differences in AUC and ACC between different runs are small, and comparable to the classical models. On the other hand, the behaviour of the quantum hardware can be quite unstable over time, where repeating an experi-
ment in different days or weeks can provide quite different results, not due to the randomness in the training or inference (these differences can be seen from the simulation results to be very small, namely about ±0.01), but due to the levels of noise of the hardware that is better or worse calibrated at different time periods or due to which specific subset of qubits one uses within the same quantum computer, or which quantum hardware machine one uses.

a. Simulation results Looking at the quantum simulation results, the AUC and ACC of the quantum-assisted neural networks match those of the corresponding classical ones. This is to be expected, since the quantum circuits are assisting in the training but are not changing the classical architectures. The main difference stems from quantum procedures which estimate and not compute exactly quantities such as inner products between data points and weights. This way, the quantum-assisted neural-nets are closer to classical FNNs where noise has been injected artificially during training and inference. Such noise injection can actually be beneficial at times, especially in the presence of small training sets, since they make the models more robust and potentially generalize better. For the quantum orthogonal neural networks, the performance varied more compared to the performance of same-size classical orthogonal neural networks based on Singular Value Decomposition (SVB), and this difference can be explained by the training methods which are completely different. The new quantum-inspired way of performing classical training, using the parameters of the gates of the quantum circuit instead of the elements of the weight matrices, as described in \[22\], allows for a training in time $O(n^2)$ instead of the previously known $O(n^3)$ \[19\]. Moreover, the models produced are quite different due to the gradient optimization on the landscape of the circuit parameters and thus can be a powerful source of more accurate models. We provide a specific example of a substantially different training in Figure 11 where we see substantial difference in the ACC and confusion matrices, where the quantum-inspired way of training achieves 75% accuracy and the SVB-based one does not train and outputs practically always 1.

Thanks to tailor-made quantum simulators for the specific circuits we use, we were able to perform larger-scale simulations which provide strong evidence of the scalability of our methods. In Figure 12 we provide an example of simulation results for quantum-assisted neural networks on the 784 dimensional images that match the accuracy of the classical NNs.

Last, in Methods we provide simulations of the training of the quantum orthogonal neural networks for different layer sizes to show in practice the asymptotic running time of $O(n^2)$ of the quantum pyramid circuit training algorithm. We also provide more details about the number of steps that the quantum-assisted neural networks take in comparison to the classical training.

b. Hardware results Looking at the results of the hardware demonstration, it is clear that current hardware is not ready to perform medical image classification in a way that is competitive to classical neural networks, since the hardware does not have sufficient number and quality of qubits. Possibly better algorithms and heuristics are needed to train better and faster models. Nevertheless, the experiments showed promising results with 5-qubit and to a lesser extent with 9-qubit circuits, providing small-scale confirmation of the methods, while the larger simulations we performed provide more evidence about the scalability and future performance.

One can see the overall results of the simulations and hardware experiments in Table I.

Overall, classically-trained architectures and quantum inference matches the classical and quantum simulator performance, while when we performed both training and
inference on a quantum computer, the $[4, 4, 2]$ neural network managed to train with a small drop in the accuracy, while the $[8, 4, 2]$ neural network did not train, outputting always the same classification value for the entire dataset.

For the orthogonal neural networks, the results of the hardware demonstration match the quantum simulation ones (with a small drop only for the RetinaMNIST and the 9-qubit experiments), showing that overall the hardware has sufficient quality to perform the necessary quantum circuits. Note that in this case, the training can always be performed on a classical computer with the optimal training algorithm developed in [22].

We provide some further results, including AUC, ACC and confusion matrices for a number of the experiments in the Methods.

III. METHODS

A. Additional qiskit circuits

We provide here the circuits for the $[8, 4]$ layer of the quantum-assisted neural network and a $[8, 2]$ layer of the quantum orthogonal neural network. We have seen above how these circuits scale for larger dimensions.

![FIG. 13: The optimized qiskit circuit for a [8,4] quantum-assisted NN layer](image)

![FIG. 14: The optimized qiskit circuit for a [8,2] quantum orthogonal NN layer](image)

B. Additional simulation results

As was proved in [22], the scaling of the running time of the training of the orthogonal neural networks based on the quantum pyramid circuit is linear with respect to the number of parameters. This is corroborated by our results here as shown in Figure 13. In particular, we trained $[n, n, 2]$ quantum orthogonal neural networks, for different values of $n \in [2, 392]$ and saw that the running time grows indeed as the number of parameters which is $0.5n^2 + 1.5n - 3$. This is asymptotically better than the previously known training algorithms for orthogonal neural networks that run in time $O(n^3)$.

Note as well that the running time of the quantum-assisted neural networks can be analysed theoretically as in [20], where the main difference with classical fully-connected neural networks is on the computation of the inner product between vectors. While classically an inner-product computation between two $n$-dimensional vectors takes $n$ steps, a quantum circuit for estimating the inner product that uses the parallel loaders from Fig. 2 has depth of only $2\log(n) - 1$. These shallow quantum circuits need to be repeated a number of times (shots) in order to get an accurate estimation of the inner product, and in theory to get an $\epsilon$-accurate result the total number of steps of the quantum circuits will be $O(\log n/\epsilon^2)$. We find that repeating the quantum circuits 400 times (independent of the dimension $n$) suffices to get the desired accuracies. In Fig. 14 we compare the scaling of the steps of the quantum versus classical computation and see that for images of size $100 \times 100$ the quantum
steps start becoming fewer. A smaller number of steps does not imply immediately a faster running time, since one needs to assume that in the future a single quantum processor can apply gates on different qubits in parallel (see e.g. [17]) and also take into account the time to apply one quantum or one classical step.

FIG. 15: The actual scaling of the running time for growing dimension $n$ of training a $[n, n, 2]$ orthogonal neural network and the predicted scaling $0.006(0.5n^2 + 1.5n - 3)$.

FIG. 16: The scaling of quantum steps for the inner product estimation between two $n$-dim vectors (blue: $400(2\log n - 1)$) versus for the classical inner product computation (red: $n$). The crossover point is for $100 \times 100$ pixel images.

C. Additional hardware results

In Fig. 17, 18, and 19 we provide the AUC curves, ACC and confusion matrices for some more of the experiments we performed, including both the PneumoniaMNIST and RetinaMNIST datasets, both quantum-assisted and orthogonal neural networks, and for training and inference on simulators or quantum hardware.

We also present here an analysis for the quantum circuits we used in order to perform the quantum-assisted neural networks, namely the quantum inner product estimation circuits, which are useful for other applications beyond training neural networks.

In particular, we present inference results from the 624 data points in the test set of the PneumoniaMNIST and the 400 data points in the test set of the RetinaMNIST, and also both with the $[4,4,2]$ and $[8,4,2]$ quantum-assisted neural networks, and we check the estimated value of the first node in the final layer of the neural network (which corresponds to the first class of the binary

FIG. 17: Training of a $[8,4,2]$ quantum-assisted neural network on the PneumoniaMNIST with training set of size 2428 (1214 – 1214) and test size 336 (168-168) with training on a quantum simulator and inference on a quantum hardware (left: AUC (test set) = 0.94, ACC (test set) = 86.01%), and on the quantum simulator(right: AUC = (test set) 0.95, ACC (test set) = 88.39%).

FIG. 18: Training of a $[4,4,2]$ quantum-assisted neural network on the RetinaMNIST with training set of size 100 (50-50) and test size 400 (174-226) with both training and testing on a quantum simulator (left: AUC (test set) = 0.74, ACC (test set) = 66.5%), the training on a quantum simulator and the inference on the quantum hardware (middle: AUC (test set) = 0.73, ACC (test set) = 63.75%), and last with both the training and testing on the quantum hardware (right: AUC (test set) = 0.65, ACC (test set) = 60%).
FIG. 19: Training of a [4,2] quantum orthogonal neural network on the RetinaMNIST with training set of size 1080 (486-594) and test size 400 (174-226) with testing on a quantum simulator (left: AUC (test set) = 0.73, ACC (test set) = 70%), and testing on the quantum hardware (right: AUC (test set) = 0.74, ACC (test set) = 70.75%).

classification task) on the simulator versus on the real hardware. The weights we used were found by performing the training on the quantum simulator. This allows us to perform the same quantum circuits a large number of times on different inputs and get an estimate of how well the quantum hardware can perform this particular application task.

In Figure 20, we see that for the [4,4,2] architecture the results of the hardware executions are quite close to the expected ones from the simulation for both data sets. In Figure 21, we see that for the [8,4,2] architecture, while most of the hardware results agree with the simulations, there is a non-trivial fraction of the points where an error occurs in the quantum circuit that causes the results between simulation and hardware execution to diverge. This does not necessarily translate to a drop in accuracy, this indeed does not happen as we see in Table 1 since some points that were mis-classified by the simulator can now be classified correctly on the quantum hardware due to possible errors in the quantum circuits. It is quite clear that the larger circuits we used are pushing the boundaries of what the current quantum machines can perform reliably and one would need better and more robust hardware to increase confidence on how quantum machine learning techniques can help in image classification tasks.

IV. DISCUSSION

We provided here an initial study of quantum neural network techniques for medical image classification. We initiated the use of the MedMNIST suite of datasets as a clear, standardized and lightweight benchmark for classification via quantum techniques and we showed via simulations and hardware demonstrations how quantum-assisted neural networks and quantum orthogonal neural networks can be powerful tools for medical image classification. Our current methods have been designed in a way to retain a clear connection to classical methods, in order to be able to study theoretically their scalability, performance and training time. They can of course be combined with other types of parametrized quantum circuits that explore larger Hilbert spaces, though if and how such techniques can enhance the training of models for classical data is still an open question. The simulations and hardware experiments we performed were extensive with more than a billion shots in total, showing the power and limitations of current hardware.

Regarding the potential advantages of quantum neural network techniques: as far as speed is concerned, with the coming of faster quantum machines that will also have the ability to perform parallel gates on qubits, we can expect faster quantum training and inference via the log-depth quantum inner product estimation circuits and more importantly with more advanced quantum procedures for linear-algebra. However, highly specialized classical hardware, e.g. GPUs, are extremely efficient
in matrix-vector multiplications, so it is very likely that more powerful quantum techniques will have to be combined with the simpler techniques described here. We note also that the study of quantum computing can also lead to novel, faster classical training methods, as is the case for orthogonal neural networks [22].

With respect to the accuracy of the quantum models, we see the potential of quantum neural networks to provide different and at times better models, by having access to different optimization landscapes that could avoid effects like barren plateaus due to quantum properties like, for example, orthogonality. Note also, that there is a possibility for the quantum-assisted neural networks to actually provide different models via gradient optimization on the landscape of the circuit parameters and not directly on the elements of the weight matrices. We performed such gradient computations for the more complex orthogonal neural network case, and the techniques can be readily transferred to this easier case. Whether such different quantum models are advantageous will depend on the specifics of the use case and further experimentation is certainly needed.

Last, the application of neural networks is ubiquitous in almost all data domains, not only in image classification, and, thus, we expect the quantum methods developed and tested in this work to have much broader impact both in life sciences and beyond. Such methods will of course continue to be refined as the hardware evolves.
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