Collective optomechanical effects in cavity quantum electrodynamics
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We investigate a cavity quantum electrodynamical effect, where the alignment of two-dimensional freely rotating optical dipoles is driven by their collective coupling to the cavity field. By exploiting the formal equivalence of a set of rotating dipoles with a polymer we calculate the partition function of the coupled light-matter system and demonstrate it exhibits a second order phase transition between a bunched state of isotropic orientations and a stretched one with all the dipoles aligned. Such a transition manifests itself as an intensity-dependent shift of the polariton mode resonance.

Our work, lying at the crossroad between cavity quantum electrodynamics and quantum optomechanics, is a step forward in the ongoing quest to understand how strong coupling can be exploited to influence matter internal degrees of freedom.

When the energy exchange between an optically active dipolar transition and a resonant electromagnetic cavity mode becomes faster than any relaxation process, we enter the so-called strong coupling regime. In such a regime a description of the system in terms of light and matter exchanging energy through emission and absorption processes fails, and it becomes necessary to consider its coupled eigenmodes. When many independent dipoles are coupled with the same cavity photonic mode, the collective light-matter coupling scales with the square root of the number of dipoles \[ \Omega \approx \sqrt{N\chi} \], making it possible to modify the coupling by engineering the dipole density. The normal modes of those systems are called polaritons, quasi-bosonic half-light and half-matter quasiparticles. They have been observed to date in a number of different cavity quantum electrodynamics implementations, both in atomic physics, using cold atoms [3–7], and in many solid-state system, from microcavity-embedded semiconductor quantum wells to magnetic spheres in microwave cavities [8–15].

The coupling of each dipole with the photonic field will in general be influenced by the state of its microscopic degrees of freedom, like its orientation or vibrational state. Given that the energy of the light-matter coupled system depends on the total, collective coupling, the coupling to the cavity will thus generate an optomechanical force exerted on each dipole. In most cases the light-matter coupling strength of a single dipole \( \chi \) is much smaller than the temperature of the system, but the collective, enhanced coupling \( \Omega \approx \sqrt{N\chi} \), with \( N \) the number of coherently coupled dipoles, can easily exceed it. Whether the strength of the optomechanical force exerted on each dipole scales with \( \chi \) or \( \Omega \) will thus determine if thermodynamical effects due to such a force are observable. This problem has generated a remarkable interest [16–21] and it has been recently addressed in two distinct theoretical works, investigating impact of strong light-matter coupling in molecular systems on underlying degrees of freedom. In particular Ref. [20] studies the change in bond length while Ref. [21] investigates the modification due to either vibrational or rotational degrees of freedom of the coupled molecules. Both works arrive at the same conclusion, namely that while observables depending on the energy of the polariton states feel the collective coupling \( \Omega \), the relevant energy scale for effects influencing internal degrees of freedom of individual molecules is the single molecule coupling \( \chi \). Those effects are thus washed out.
out by thermal fluctuations.

In this Letter we demonstrate that this situation can be overcome in highly excited systems, in which a macroscopic density \( s = M/N \) of excitations is present. We will demonstrate how in this case the force felt by each dipole scales as \( s\Omega \), and optomechanical effects due to the intensity of light-matter coupling can become observable in cavity quantum electrodynamics setups.

The basic intuition behind our result is that in the resonant case the energy of polariton modes is linear in \( \Omega \) and their shift when a single molecule changes its internal resonant state the energy of polariton modes is linear in \( \Omega \). This shift has to be multiplied by the number of polaritons \( M \), leading to a total contribution of the order of \( s\Omega \). Not only this allows to reach a regime in which novel optomechanical effects are observable, but also to explore the full dynamical range of the system using the excitation density \( s \) as an effective temperature knob.

Our aim here is to give a proof of concept for the means to harness optomechanical effects due to strong light-matter coupling for manipulating the thermodynamic properties of microscopic degrees of freedom associated with each dipole. Thus we choose to consider the simplest model presenting interesting novel physics, a set of rotating two-dimensional dipoles identically coupled to a single resonant cavity mode. The coupling to a single mode can be achieved by properly engineering the system, for example using elliptic mirrors leading to significant polarization splitting [22], as shown in the sketch of the system presented in Fig. 4.

Similar to what done in Ref. [21], we will consider the rotational degree of freedom to be completely classical and adiabatic, that is we will assume the orientations of the different dipoles to be classical coordinates and neglect their kinetic energy. The Hamiltonian of \( N \) coplanar dipoles of frequency \( \omega_x \), each one forming an angle \( \theta_n \) with the electric field of the resonant cavity mode takes the form of an inhomogeneous Dicke model [24, 25]. It can be written, introducing a set of Pauli matrices \( \sigma_n \) for the \( n \)th molecule and the bosonic annihilation operator \( a \) for the cavity photon as

\[
H = \omega_x a^\dagger a + \sum_n \left[ \frac{\omega_x}{2} \sigma_n^z + \chi \cos(\theta_n) (a \sigma_n^+ + a^\dagger \sigma_n^-) \right], \tag{1}
\]

where we work in units such that \( \hbar = 1 \). In Eq. (1) we used the rotating wave approximation (RWA) since ultrashort coupling effects are not expected to play any role apart from shifting the eigenfrequencies by an amount which, in the case of the polariton modes, is of order \( N\chi^2/\omega_x^2 \) and thus usually negligible. In the bosonic regime this Hamiltonian can be diagonalised recovering \( N-1 \) lower and upper polariton modes of energy

\[
\omega_{\pm} = \omega_x \pm \chi \sqrt{\sum_{n=1}^{N} \cos^2(\theta_n)}. \tag{2}
\]

As expected the energies of the polariton modes now depend upon the angles \( \theta_n \). For molecules fully oriented along the electric field \( (\theta_n = 0 \forall n) \) we have

\[
\omega_{\min} = \omega_x - \chi \sqrt{N} = \omega_x - \Omega, \tag{3}
\]

while if the dipoles are isotropically distributed over the plane we get the higher energy

\[
\omega_{\iso} = \omega_x - \chi \sqrt{\frac{N}{2}} = \omega_x - \Omega \sqrt{2}. \tag{4}
\]

If the system is excited in a state containing only lower polaritons, the total energy will be minimised by having all dipoles aligned, but this effect tends to be counterbalanced by the higher entropy of non-aligned states. Our previous argument on the scaling of the relevant energy with \( s \) thus leads us to expect a phase transition, with the lower polariton energy transitioning between \( \omega_{\min} \) and \( \omega_{\iso} \) as the temperature is increased or the excitation density decreased, with a critical temperature of the order of \( s\Omega \).

In order to uncover the nature of the phase transition and to precisely identify the phase boundary we are led to calculate the partition function of the system with \( M \) lower polaritons. Assuming the energy of such a state to be \( M\omega_- \), an hypothesis we will critically assess in the last part of this Letter, the partition function reads

\[
Z = \prod_{n=1}^{N} \int_0^{2\pi} d\theta_n \exp \left[ M\beta \chi \sum_{n=1}^{N} \cos(\theta_n) \right], \tag{5}
\]

where \( \beta = \frac{1}{kT} \) is the inverse temperature and we choose \( M\omega_- \) as energy reference. In Eq. (5) we neglected the upper polariton mode, since we are only interested in systems that verify \( \beta \Omega > 1 \), as otherwise the phase transition would be out of reach for any realistic value of \( s \). The nonlinear, collective interaction between the different dipoles in Eq. (1) can be put in a more manageable form by introducing \( N \) two-dimensional unit vectors \( r_n = [\cos(2\theta_n), \sin(2\theta_n)] \) and noticing that

\[
\sum_{n=1}^{N} \cos^2(\theta_n) = \frac{N}{2} + \frac{1}{2} \sum_{n=1}^{N} \cos(2\theta_n) = \frac{N + R_x}{2}, \tag{6}
\]

where \( R_x \) is the \( x \) component of the vector \( \mathbf{R} = \sum_{n=1}^{N} r_n \). We can now recognise in Eq. (5) the integral over the parameter space of a two-dimensional polymer made of \( N \) segments of unit length, evolving in a potential depending on the total length of the chain along the \( x \) direction.
This identification of the set of dipoles with a polymer, sketched in Fig. 1, allows us to write the partition function as

\[ Z \propto \int_{\mathbb{R}^2} d^2 \mathbf{R} P_N(R) \exp \left[ \frac{sN\beta\chi}{\sqrt{2}} \sqrt{N + R^2} \right], \tag{7} \]

where \( P_N(R) \) is the endpoint distribution of a two-dimensional polymer of length \( N \) \[28\]

\[ P_N(R) = \int_0^\infty dt J(tR) J^N(R), \tag{8} \]

with \( J \) the Bessel function of order zero. Numerical evaluation of Eq. (7) using the exact endpoint distribution becomes quickly infeasible for \( N \gg 1 \), where instead we can rely on its Gaussian approximation

\[ P_N(R) \approx \frac{1}{\pi N} \exp \left( -\frac{R^2}{N} \right), \tag{9} \]

exact for \( N \to \infty \) \[28\]. Using Eq. (9) into Eq. (7) we can evaluate the integral over \( R_y \) and, introducing the normalised coordinate \( \eta = R_y/N \in [0, 1] \), obtain

\[ Z \propto \int_0^1 d\eta \operatorname{erf} \left[ \sqrt{1-\eta^2} \right] \exp \left[ Ng(\eta) \right], \tag{10} \]

where \( \operatorname{erf} \) is the error function, \( g(\eta) = \left[ -\eta^2 + \Lambda \sqrt{\frac{1-\eta^2}{\pi}} \right] \), and \( \Lambda = s\beta\Omega \) is the normalised inverse temperature. For \( \Lambda < \Lambda_C = 8 \), \( g(\eta) \) has an absolute maximum at \( \eta_0 \in (0, 1) \), with \( \Lambda_C \) corresponding to \( \eta_0 = 1 \), describing a fully stretched polymer. In the top panel of Fig. 2 \( \eta_0 \) is plotted as a function of the normalised inverse temperature \( \Lambda \). For \( \Lambda < \Lambda_C \) we can thus analytically calculate the partition function using the Laplace method, leading to

\[ Z \propto \sqrt{\frac{2\pi}{Ng'(\eta_0)}} \operatorname{erf} \left[ \sqrt{(1-\eta_0^2)}N \right] \exp \left[ Ng(\eta_0) \right]. \tag{11} \]

The average energy of the lower polariton resonance can now be calculated dividing the expectation value of energy by the number of polaritons \( M \)

\[ \langle \omega_- \rangle = \omega_c - \frac{\Omega}{N} \frac{d\ln Z}{d\Lambda}, \tag{12} \]

that from Eq. (11), in the thermodynamic limit \( N \to \infty \) with \( \Omega \) finite, takes the form

\[ \langle \omega_- \rangle^\text{th} = \omega_c - \Omega \sqrt{\frac{1 + \eta_0}{2}}. \tag{13} \]

The average lower polariton energy thus interpolates between \( \omega_-^\text{iso} \) and \( \omega_-^\text{min} \) as the polymer passes from its bunched \( (R \approx \sqrt{N}, \eta_0 \approx 0) \) to its stretched \( (R \approx N, \eta_0 \approx 1) \) phase. In the bottom panel of Fig. 2 we plot the energy of the lower polariton resonance as a function of the normalised inverse temperature \( \Lambda \), obtained through the Laplace method in Eq. (13) (black solid line), and numerically integrating Eq. (7) either with the exact form of the endpoint distribution from Eq. (8) for \( N = 10 \) (red dashed line) and using the Gaussian form from Eq. (9) for \( N = 10 \) (blue dash-dotted line) and 100 (green dotted line). We can see that the system undergoes a second order phase transition at the critical normalised temperature \( \Lambda_C = 8 \), that is a critical temperature \( k_B T_C = \frac{\Omega}{2} \). Numerical and analytical results support our initial intuition. At high excitation density (low temperature, \( \Lambda \gg 8 \)) the optomechanical cavity action is strong enough to overcome thermal fluctuations and align all the dipoles parallel to the electric field, thus increasing the coupling and pinning the polariton energy to its minimal value \( \omega_-^\text{min} \) from Eq. (8). At low excitation density instead (high temperature, \( \Lambda \ll 8 \)) the force exerted by the cavity field on each dipole is not enough to fight against thermal fluctuations and the dipoles end up in an isotropic configuration. When the dipoles are not aligned with the electric field their average coupling is smaller, and the polariton energy starts to increase, converging at the isotropic value \( \omega_-^\text{iso} \) from Eq. (4) for \( \Lambda \approx 0.1 \). The phase transition would thus manifest itself as an intensity-dependent shift.

FIG. 2: Top panel: \( \eta_0 \) as a function of the normalised inverse temperature \( \Lambda \). Bottom panel: Energy of the lower polariton resonance as a function of \( \Lambda \), obtained through the Laplace method in Eq. (13) (black solid line), and numerically integrating Eq. (7) either with the exact form of the endpoint distribution from Eq. (8) for \( N = 10 \) (red dashed line) and using the Gaussian from Eq. (9) for \( N = 10 \) (blue dash-dotted line) and 100 (green dotted line).
of the lower polariton resonance upon optical pumping. In such a process only polaritonic bright states can be generated and thus the transition can be observed while the excitation density \( s \) is kept constant through the interplay of pump and losses long enough for the system to thermalize, regardless of the polariton lifetime.

In writing Eq. (5) we made the assumption that the energy of the lowest lying state in the \( M \) excitations manifold can be written as \( M \) times the lower polariton energy \( \omega_{\text{sat}} \) from Eq. (2). While this is certainly true for a bosonic (harmonic) system, polaritons are strictly bosonic only in the dilute excitation regime \( s \ll 1 \) and we thus need to assess up to which value of \( s \) our theory remains accurate. To do so we numerically diagonalise the Hamiltonian in Eq. (1) in the \( M \) excitation manifold for the homogeneous case \( \theta_n = 0 \ \forall n \). The lowest lying eigenvalue divided by \( M \), that is the saturated lower polariton energy \( \omega_{\text{sat}} \), is plotted in Fig. 3 as a function of the excitation density \( s \). The results are plotted for \( N = 100 \) (black solid line) and \( N = 1000 \) (red circles), showing that convergence has been achieved. The \( \omega_{\text{sat}} \) shift with \( s \) highlights physics beyond the present bosonic treatment, including possibly an increased impact of the RWA. Still, comparing \( \omega_{\text{sat}} \) with the value \( \omega_{\text{min}} \) expected for a perfectly bosonic system, we can see that saturation leads to changes sizeably smaller than the effect we expect to observe, and it can thus be neglected for not too large values of \( s \).

Organic microcavities are a promising system for an experimental implementation of our model. In those systems polariton condensates with filling fractions \( s \) of the order of 0.1 have been achieved \[32\], although we wish to stress that presence of coherence play no role in our theory. Note that the presence of a non-resonant pump used to create the condensate could also lead to spurious effects on the dipole orientation due to AC-Stark effect. Those nevertheless can be made negligibly small by increasing the detuning or completely removed using a non-polarised pump.

Record values of the light-matter coupling, up to \( \Omega \approx 500 \) meV, have been achieved in molecular crystals \[29–32\], that for an excitation density \( s = 0.2 \) corresponds to a critical temperature \( k_B T_C = 150 \) K, with the onset of the phase transition clearly visible well above room temperature. Strong coupling has also been obtained in floating molecules and molecular liquids \[32, 34\], although using vibrational and not electronic transitions, leading to much smaller couplings. Strongly coupled electronic transitions in floating organic molecules seem thus a natural candidate to observe the phase transition, where the presence of a viscous solvent would easily allow to satisfy the classicality and adiabaticity conditions we imposed on our model. The two-dimensional character of the dipoles could be implemented using phobic molecules floating on the surface of the solvent in an open cavity \[33\], or a similar three-dimensional case could be realised with molecules in suspension using a flow-cell cavity, conceptually similar to the one described in Ref. \[33\].

Our initial argument leads us to expect qualitatively the same physics in the case of three-dimensional dipoles, with a transition between \( \omega_{\text{min}} \) and a modified isotropic energy

\[
\tilde{\omega}_{\text{iso}} = \omega_x - \sqrt{N/3} = \omega_x - \frac{\Omega}{\sqrt{3}} \tag{14}
\]

different from \( \omega_{\text{iso}} \) because the average is now over the solid angle. Nevertheless it is not clear if the mapping between the set of dipoles and a polymer that allowed us to analytically solve the problem can be expanded to the three-dimensional case or if a different approach has to be developed, and we leave this for future investigations.

In this Letter we proved that, exploiting highly excited states, collective interactions of dipoles with a photonic cavity can generate optomechanical effects allowing to manipulate the microscopic degrees of freedom associated with the individual dipoles. As a first example we studied the case of rotating, strongly coupled two-dimensional dipoles, proving a second order phase transition takes place, in which the system transitions from an isotropic to an aligned phase. This is only a first step in the investigation of the collective optomechanical effects in cavity quantum electrodynamics, and we expect the study of their thermodynamical properties will lead to a rich variety of new physics. Apart from the already discussed extension of the theory to the three-dimensional case, one venue that seems particularly promising for future investigations is the study of analogous processes

![FIG. 3: Plot as a function of the excitation density \( s \) of the saturated lower polariton energy \( \omega_{\text{sat}} \). The black solid line corresponds to \( N = 100 \) while the red dots to \( N = 1000 \). The black dashed line marks instead the isotropic value from the bosonic theory.](image-url)
realised with cold polar molecules in optical lattices. In those systems the classical and adiabatic approximations would not hold, and the dynamics of the internal degrees of freedom will thus play an important role, possibly leading to the appearance of novel, non-trivial phenomena.
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