A Sequential MUSIC algorithm for Scatterers Detection in SAR Tomography Enhanced by a Robust Covariance Estimator
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Abstract

Synthetic aperture radar (SAR) tomography (TomoSAR) is an appealing tool for the extraction of height information of urban infrastructures. Due to the widespread applications of the MUSIC algorithm in source localization, it is a suitable solution in TomoSAR when multiple snapshots (looks) are available. While the classical MUSIC algorithm aims to estimate the whole reflectivity profile of scatterers, sequential MUSIC algorithms are suited for the detection of sparse point-like scatterers. In this class of methods, successive cancellation is performed through orthogonal complement projections on the MUSIC power spectrum. In this work, a new sequential MUSIC algorithm named recursive covariance canceled MUSIC (RCC-MUSIC), is proposed. This method brings higher accuracy in comparison with the previous sequential methods at the cost of a negligible increase in computational cost. Furthermore, to improve the performance of RCC-MUSIC, it is combined with the recent method of covariance matrix estimation called correlation subspace. Utilizing the correlation subspace method results in a denoised covariance matrix which in turn, increases the accuracy of subspace-based methods. Several numerical examples are presented to compare the performance of the proposed method with the relevant state-of-the-art methods. As a subspace method, simulation results demonstrate the efficiency of the proposed method in terms of estimation accuracy and computational load.
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1. Introduction

Synthetic aperture radar (SAR) facilitates a day-night, all-weather, two-dimensional imaging for earth observation [1]. Using three-dimensional (3-D) SAR imaging, the distribution of scatterers in the elevation direction is reached. SAR tomography (TomoSAR) is capable of resolving the scatterers through a synthetic aperture in the elevation direction made by multi-temporal SAR acquisitions [2, 3]. This technique, which was primarily used for obtaining information of volumetric environments, is widely applied for urban infrastructure monitoring where the scatterers are sparsely distributed [4]. By using tomography as a complement to interferometric techniques like persistent scatterer interferometry (PSI), the detection ability of the point-like scatterers improves [5].

The tomographic information are extracted using a spectral estimation method such as conventional beamforming [2], TSVD [6], Capon [7] and MUSIC [8]. For urban environments, the scatterers are discrete point-like, hence the estimation of the profile of scatterers reduces to the problem of detection of some sparse scatterers (targets) [9]. SGLRTC [10], NLS [11] and SL1MMER [12] have been proposed for multiple scatters detection in TomoSAR. These methods which are used in the single snapshot scenario have also been extended for the case of multiple snapshots of data [13].

The MUSIC method as a solution for multiple snapshots scenario has a high-resolution capability with moderate computational cost [14]. MUSIC is widely used for DoA estimation in array signal processing [15, 16] where it is evolved by numerous modified algorithms to enhance both complexity and the accuracy [17, 18, 19]. It has been used for scatterers profile retrieval in TomoSAR applications [8, 20]. For the application of sparse support recovery, the MUSIC algorithm is used in a greedy manner similar to the orthogonal matching pursuit (OMP) algorithm [21, 22]. This class, called sequential MUSIC or recursive MUSIC methods, facilitates the detection of point targets through a successive cancellation routine. Several sequential music algorithms have been presented in the literature, among them are sequential MUSIC (S-MUSIC) [23], improved sequential MUSIC (IES-MUSIC) [24] and recursively applied and projected MUSIC (RAP-MUSIC) [25]. The main procedure in all of these methods is successive cancellation of the detected targets through maximizing the projection onto the signal subspace. Rank Aware Order Recursive Matching Pursuit (RA-ORMP) is another MUSIC-based algorithm that is algorithmically similar to RAP-MUSIC but is presented for sparse support recovery applications [24]. It is shown that RA-ORMP is superior to simultaneous OMP (SOMP) which is the multi-snapshot variant of OMP [26]. As the resolution of greedy-based methods is limited, some methods are proposed for resolution enhancement by extra processing on the initial resulted locality information [27, 28, 29].

The performance of MUSIC as a subspace-based method highly depends on the estimation accuracy of the covariance matrix. Sample covariance matrix (SCM) is the conventional method for estimation of covariance matrix which is the asymptotic maximum likelihood (ML) estimate where the number of sam-
samples tends to infinity. For a small number of snapshots, the resulting signal and noise subspaces by SCM deviate from the real subspace, i.e, the subspace leakage appears between the signal and noise subspaces [30, 31]. Consequently, in the small sample size regime, the estimation bias of SCM deteriorates the performance of subspace-based methods. Various methods have been proposed for a consistent estimation of the covariance matrix. The covariance matrix is usually estimated by imposing either Toeplitzness [32, 33, 34, 35], low rank [36, 37, 38, 39] and sparseness [40, 41, 42] constraints on the solution. Also, positive semi-definiteness is a necessary property of covariance matrix which is used in most of the covariance estimation methods [43, 44].

Recently a high-quality covariance matrix estimation approach named correlation subspace is proposed [45]. In this approach, first, a solution is given for finding a subspace that spans the vectorized denoised covariance matrix. Then by imposing some constraints using the estimated subspace on a least-square fitting problem, a denoised version of the covariance matrix is reached. It has been shown that applying this covariance matrix estimation improves the quality of subspace-based methods like MUSIC and Capon [45]. The correlation subspace method has been implemented in two ways, optimal and suboptimal [45, 46]. While the optimal solution is computationally complex due to the need for optimizing a convex problem, the suboptimal one gives satisfactory results which only requires a further matrix multiplication.

In this paper, we investigate the estimation accuracy of the location of two scatterers in a range-azimuth cell using a sequential MUSIC algorithm. To this end, first, we apply the correlation subspace method for the estimation of the covariance matrix. Then we propose a sequential MUSIC algorithm called the RCC-MUSIC algorithm which will be shown to have higher accuracy compared to the other sequential MUSIC algorithms. Deploying the denoised covariance matrix estimate in the RCC-MUSIC method, the targets are more detectable with lower error values. In this paper, the number of scatterers is estimated by information-theoretic criteria (ITC) [47]. The performance of the methods is evaluated in terms of estimation accuracy and speed of implementation. The combination of the proposed sequential MUSIC algorithm together with the denoising covariance matrix estimator enables resolving closely-spaced targets at a lower cost compared to ML and $l_1$-minimization methods. Although our method is proposed for the TomoSAR application, it can be deployed for any general spectral estimation application in multiple snapshots scenario.

The rest of this paper is organized as follows. Section 2 introduces the system model and states the problem formulation. Section 3 reviews the MUSIC algorithm and describes the correlation subspace method for covariance matrix estimation. Section 4 introduces the proposed method that is in the category of sequential MUSIC algorithms. Section 5.1 investigates the performance of the proposed method and assesses the impact of the applied covariance matrix estimator on the estimation accuracy. Finally, Section 6 concludes this work.
2. System model and problem formulation

The multipass SAR geometry is shown in Fig. 1. TomoSAR processing starts with acquiring a stack of $N$ range-azimuth compressed complex images from slightly different orbits. After aligning the image stack with respect to a reference -master- orbit and applying some postprocessing (deramping, phase calibration,...), a complex-valued vector is prepared for every range-azimuth pixel. Assuming $k$ point-like scatterers in the elevation coordinate $s$, it is shown that the following relationship is held for every considered pixel, \[ g(l) = \sum_{i=1}^{k} \gamma_{m_i}(l) a(s_{m_i}) + w(l), \quad l = 1, 2, \ldots, L, \] (1)

where $g(l)$ is the $N \times 1$ vector of the range-azimuth compressed images, $m_i$ is the location of $i$-th scatterer in the elevation and $\gamma_{m_i}$ is the reflectivity of the related scatterer where $m_i \in [1, M]$, as $M$ is number of grids in elevation. $a(s_{m})$ is the $N \times 1$ steering vector whose $n$-th element is given by

\[ [a(s_m)]_n = \frac{1}{N} \exp(j2\pi \xi_n s_m), \] (2)

where $\xi_n$ is the spatial frequency and $j = \sqrt{-1}$. Accordingly, the steering matrix is defined as $A = [a(s_1), a(s_2), \ldots, a(s_M)]$.

The noise term $w(l)$ is a zero-mean circular complex Gaussian vector with covariance matrix $E\{ww^H\} = \sigma_n^2 I_N$, where $I_N$ is $N \times N$ identity matrix. The temporal argument ($l$) denotes the $l$-th snapshot as a multi-snapshot acquisition.
mode where \( L \) is the number of snapshots or equivalently, number of looks in TomoSAR.

The basic tomographic estimation method is conventional beamforming \[2\] in which a power spectrum is obtained by correlating between \( g \) and the steering vectors. Accordingly, Rayleigh resolution is defined as the minimum distance between two separable point scatterers using the beamforming method

\[
\rho_s = \frac{\lambda R_0}{2 \Delta b},
\]

(3)

where \( \Delta b \) is the total baseline extent. Due to the limitation of baseline extent as a result of the small number of acquisitions, the resolution of the beamforming method is low.

For the detection of the point scatterers, SGLRTC was proposed \[10\]. In this method, detection is performed by finding the maximum of the beamforming power spectrum and a successive cancellation routine is used for finding multiple targets. Despite the high speed of SGLRTC, it has poor resolution.

The ML detector is the optimum solution for the detection of point scatterers with high-resolution capability. In this method, the reflectivity of the \( k \) scatterers at \( l \)-th snapshot is obtained via the least square estimate \[48\]. This method which demands high computational load due to the need for a combinatorial search has been used in TomoSAR with different names, nonlinear least square (NLS) \[11\], sequential generalized likelihood ratio test (SGLRT) \[10\] and support estimation (Sup-GLRT) \[9\]. In this article, we chose NLS for naming the ML detector. As a suboptimal method, RELAX algorithm is proposed to reduce the complexity of the NLS estimator \[19\]. In this method, the \( k \)-dimensional combinatorial search of NLS is replaced by \( k \) one-dimensional search where the covariance matrix is updated in each iteration of the algorithm \[50\].

Among different spectral estimation methods, MUSIC has attracted many researchers due to its high resolution capability and moderate complexity. For the MUSIC as a subspace-based method, covariance matrix should be available. Given the equation (1) for uncorrelated signal and noise scenario, the covariance matrix of the received data will be as follows

\[
R = E[gg^H] = \sum_{i=1}^{k} \sigma_i^2 \mathbf{a}(s_m) \mathbf{a}^H(s_m) + \sigma_w^2 \mathbf{I}_N,
\]

(4)

where \( \sigma_i^2 \) is the statistical mean squared reflectivity of (return power from) the \( i \)-th target and \( \sigma_w^2 \) is the noise variance. The exact expression of covariance matrix is not known and must be estimated from the received data. The asymptotic ML estimation of the covariance matrix is obtained from the following equation

\[
\hat{R} = E[gg^H] \cong \frac{1}{L} \sum_{l=1}^{L} g(l)g(l)^H,
\]

(5)

which is called SCM. The eigenvalue decomposition of the covariance matrix
yields
\[ R = [U_s \quad U_n] \begin{bmatrix} E_s & 0 \\ 0 & E_n \end{bmatrix} [U_s \quad U_n]^H, \] (6)

where \( E_s \) and \( E_n \) are eigenvalues and \( U_s \) and \( U_n \) are eigenvectors of signal and noise respectively. The MUSIC power spectrum (pseudo-spectrum) is obtained by the noise subspace as \[ |\gamma|^2 = \frac{1}{a(s_m)^H U_n U_n^H a(s_m)}. \] (7)

The MUSIC algorithm requires the model order which is the number of scatterers. In this paper, we assume that the number of scatterers is estimated by one of the methods known from the literature (e.g. the Akaike information criteria (AIC) or minimum description length (MDL) \[52, 53\]).

Due to the influence of the covariance matrix estimation on the performance of the MUSIC algorithm, it is desired to apply a consistent estimator for the covariance matrix. The accuracy of SCM is degraded in sample starved conditions where the number of snapshots is comparable with the array dimension. The estimation accuracy of the covariance matrix increases by an increasing number of snapshots, however, the number of looks in SAR tomography is limited. Additionally, an increasing number of looks deteriorate the quality of SAR image in range-azimuth directions. Thus, high-quality methods are required for the covariance matrix estimation. Among the various solutions for covariance matrix estimation, the correlation subspace method is considered due to its appealing properties.

3. Covariance matrix estimation: the correlation subspace method

This method starts with finding a specific subspace which is used as a constraint for estimation of the covariance matrix. It is shown that vectorizing the covariance matrix (after removal of the noise variance), results in a vector that lies in a subspace called correlation subspace \[45\], i.e,
\[ \text{vec}(R - \sigma_n^2 I_N) \in \mathcal{CS}. \] (8)

Irrespective of definition of the correlation subspace, it is obtainable by the expression below
\[ \mathcal{CS} = \text{col}(Q), \] (9)

where \( \text{col}(Q) \) is the column space of the \( Q \) matrix. Further details about definition of correlation subspace and the derivation of \( Q \) matrix is noted in Appendix A. Equations (8) and (9) state that vec \((R - \sigma_n^2 I_N)\) is spanned by the column vectors of \( Q \) matrix, or equivalently it is in the form of \( \sum_{p=1}^P c_p Q(:,p) \) where \( c_p \) is a complex number and \( P \) is dimension of \( Q \).

In the next step, \( Q \) is employed as a constraint for covariance matrix estimation. For this, an optimization problem is considered that fits the covariance
matrix to the de-noised sample covariance matrix, i.e. finds the closest vector to vec \((\hat{R} - \sigma_n^2 I_N)\). On the other hand, this vector lies in the \(\mathcal{CS}\) which is the subspace spanned by the \(Q\) matrix. As shown in Fig. 2, the closest vector to the vec \((\hat{R} - \sigma_n^2 I_N)\) which also lies in the correlation subspace is its orthogonal projection to the correlation subspace. Equivalently, the orthogonal complement projection of it to the correlation subspace is zero. Hence, the covariance matrix is estimated using the following optimization problem (P) [45].

\[
(P): \quad \mathbf{R}_P = \arg\min_{\mathbf{R}} \|\mathbf{R} - \sigma_n^2 \mathbf{I} - \mathbf{R}\|_2^2
\]

s.t. \( (\mathbf{I} - \mathbf{QQ}^\dagger)\text{vec}(\mathbf{R}) = \mathbf{0} \), \( (\mathbf{I} - \mathbf{QQ}^\dagger)\text{vec}(\mathbf{R}) = \mathbf{0} \), \( \mathbf{R} \succeq 0 \),

where \(Q^\dagger\) is the pseudo-inverse of the \(Q\) matrix. The second constraint \([12]\) states the semi-positive definiteness of the covariance matrix. The sample covariance matrix is always positive semidefinite, but enforcing the constraint due to the high cost of the numerical optimization for this solution, a suboptimal method was presented where the optimization problem (P) is approximated by the following two sub-problems [45]

\[
(Pa): \quad \mathbf{R}_{Pa} = \arg\min_{\mathbf{R}} \|\mathbf{R} - \sigma_n^2 \mathbf{I} - \mathbf{R}\|_2^2
\]

s.t. \( (\mathbf{I} - \mathbf{QQ}^\dagger)\text{vec}(\mathbf{R}) = \mathbf{0} \), \( (\mathbf{I} - \mathbf{QQ}^\dagger)\text{vec}(\mathbf{R}) = \mathbf{0} \),

\[
(Pb): \quad \mathbf{R}_{Pb} = \arg\min_{\mathbf{R}} \|\mathbf{R}_{Pa} - \mathbf{R}\|_2^2
\]

s.t. \( \mathbf{R} \succeq 0 \).
Algorithm 1 Covariance matrix estimation using correlation subspace

1: Input : $\hat{R}, A, k$
2: $[U, S] = eig(\hat{R})$
3: $\hat{\sigma}^2_n = \frac{1}{N-k} \sum_{i=k+1}^{N} S_{ii}$
4: $c(i) = vec \left( (a(s_i) a^H(s_i)) \right), \; i \in [1, M]$
5: $B = \sum_{i=1}^{M} c(i)c(i)^H$
6: $[U, S] = eig(B), Q = U(:, 1 : 2N - 1)$
7: $vec(\breve{R}_{Pa}) = QQ^H vec \left( \hat{R} - \hat{\sigma}^2_n I_N \right)$
8: $[U, S] = eig(\breve{R}_{Pa}), Ppi = \{i | S_{ii} \geq 0\}$
9: $\breve{R}_{Pb} = U(:, Ppi) S(Ppi, Ppi) U^H(:, Ppi)$
10: Output : $R_P = \breve{R}_{Pb}$

The solution of sub-problem (Pa) is the orthogonal projection of $vec \left( \hat{R} - \sigma^2_n I_N \right)$ onto the subspace spanned by $Q$ which is analytically derived as [54, 55]

$$vec(\breve{R}_{Pa}) = QQ^H vec \left( \hat{R} - \sigma^2_n I_N \right).$$ \tag{17}$$

The second sub-problem could be solved easily by only considering the positive eigenvalues of $\breve{R}_{Pa}$ and their corresponding eigenvectors

$$R_P = \breve{R}_{Pb} = \sum_{i=1}^{n} \lambda_i v_i v_i^H,$$ \tag{18}$$

where $\lambda_i$ are non-negative eigenvalues and $v_i$ are their corresponding eigenvectors of the eigendecomposition of $\breve{R}_{Pa}$. The procedure of suboptimal covariance matrix estimation based on correlation subspace is given in Algorithm 1.

The early simulations show significant superiority of the correlation subspace method over the classical MUSIC and also the SPICE [56], which is a well-known method in the MMV literature. In addition, the computational complexity of the suboptimal correlation subspace is much lower than the SPICE method which needs a large number of matrix inversion to achieve an acceptable result.

4. Sequential MUSIC algorithms

In the classical MUSIC method, the result of beamforming is a power spectrum in which, the local maxima (peak points) indicate the position of the targets. Although the peak points are visually recognizable in the power spectrum, their selection requires a peak detecting or peak-picking approach. Sequential or recursive MUSIC methods do this in a successive cancellation routine. The main procedure in all of these methods is finding the strongest component of the power spectrum. Then, after removing the related component of the first target through orthogonal complement projection, the second target is detected in the updated power spectrum. Although there are slight differences between
Algorithm 2 RAP-MUSIC method

1: Input : $\mathbf{R}, \mathbf{A}, k$
2: Initialization: $i = 1, \Pi_0 = 0, \Omega_0 = \emptyset$
3: $[\mathbf{U}, \mathbf{S}] = \text{eig}(\mathbf{R}), \mathbf{U}_s = \mathbf{U}(:, 1 : k), \mathbf{U}_n = \mathbf{U}(:, k + 1 : N)$
4: while ($i \leq k$) do
5: $\Pi_{\Omega_{i-1}} = \mathbf{A}_{\Omega_{i-1}} \mathbf{A}_{\Omega_{i-1}}^H \mathbf{A}_{\Omega_{i-1}}^{-1} \mathbf{A}_{\Omega_{i-1}}^H$
6: $m_i = \arg \max_n \{ \mathbf{a}(s_n)^H (\mathbf{I}_N - \Pi_{\Omega_{i-1}}) \mathbf{U}_s \mathbf{U}_s^H (\mathbf{I}_N - \Pi_{\Omega_{i-1}}) \mathbf{a}(s_n) \}$
7: $\Omega^i = \Omega^{i-1} \bigcup \{ m_i \}$
8: $i = i + 1$
9: end while
10: Output : $\Omega^k = \{ m_1, m_2, \ldots, m_k \}$

the different versions of the sequential MUSIC algorithms, their routine is similar. In this article, we choose RAP-MUSIC among these methods due to its wider applications in source localization [57, 58].

The method begins with locating the first target by finding the maximum of power spectrum based on the signal subspace as follows

$$m_1 = \arg \max_i \{ \mathbf{a}(s_i)^H \mathbf{U}_s \mathbf{U}_s^H \mathbf{a}(s_i) \}, \quad (19)$$

where $m_1$ is the index of the first target. In the next step, the orthogonal complement projection is applied as a cancelling factor on the main power spectrum to find the location of second target

$$m_2 = \arg \max_i \{ \mathbf{a}(s_m)^H (\mathbf{I}_N - \Pi_{m_1}) \mathbf{U}_s \mathbf{U}_s^H (\mathbf{I}_N - \Pi_{m_1}) \mathbf{a}(s_m) \}, \quad (20)$$

where $\Pi_{m_1}$ is the orthogonal projection to the subspace extended by $\mathbf{a}(s_{m_1})$ and is defined as

$$\Pi_{m_1} = \mathbf{a}(s_{m_1}) \mathbf{a}(s_{m_1})^H \mathbf{a}(s_{m_1})^{-1} \mathbf{a}(s_{m_1})^H. \quad (21)$$

The routine of RAP-MUSIC is shown in Algorithm 2. Despite the advantages mentioned, the accuracy of this method is not high enough. Hence, it is desirable to design a sequential MUSIC algorithm with a higher resolution power. That’s why the RCC-MUSIC method is suggested, which is introduced in the following.

4.1. RCC-MUSIC: the proposed method

Considering equation (4), it is seen that the covariance matrix is a linear combination of some matrices in the form $\mathbf{a}(s_{m_1}) \mathbf{a}(s_{m_1})^H$ whose coefficients are the square of reflectivities of the targets. Accordingly, a cancellation routine is to estimate the reflectivity of a detected target and subtract its related component from the covariance matrix, i.e.

$$\mathbf{R}^{(1)} = \mathbf{R} - \hat{\sigma}_{s_1}^2 \mathbf{a}(s_{m_1}) \mathbf{a}(s_{m_1})^H, \quad (22)$$
Algorithm 3 RCC-MUSIC method

1: **Input**: \( g, R, A, k \)
2: Initialization: \( i = 1, \Omega^0 = \emptyset \)
3: while \( (i \leq k) \) do
4: \( \Lambda = \frac{1}{L} \sum_{l=1}^{L} |(A_{\Omega^0(i-1)}^H A_{\Omega^0(i-1)})^{-1} A_{\Omega^0(i-1)}^H g(l)|^2 \)
5: \( R^{(i)} = R \)
6: for \( p = 1; p := p + 1; p < i \) do
7: \( R^{(i)} = R^{(i)} - \Lambda(p) a(s_{mp}) a^H(s_{mp}) \)
8: end for
9: \([U, S] = eig(R^{(i)}), U_s = U(:, 1 : k - i + 1), U_n = U(:, k - i + 2 : N)\)
10: \( m_i = \arg\max_n \{a(s_n)^H U_s U_s^H a(s_n)\}\)
11: \( \Omega^i = \Omega^{i-1} \bigcup m_i \)
12: \( i = i + 1 \)
13: end while
14: **Output**: \( \Omega^k = \{m_1, m_2, \ldots, m_k\} \)

where \( m_i \) is the location of the first target and \( \hat{\sigma}^2_{s_1} \) is its estimated squared reflectivity. The squared reflectivity is estimated by averaging over the estimated squared reflectivities of the individual snapshots via NLS method, i.e.

\[
\hat{\sigma}^2_{s_1} = E\{|\hat{\gamma}_{\Omega^1}|^2\} = \frac{1}{L} \sum_{l=1}^{L} |(A_{\Omega^1}^H A_{\Omega^1})^{-1} A_{\Omega^1}^H g(l)|^2
= \frac{1}{L} \sum_{l=1}^{L} |(a^H(s_{m_1}) a(s_{m_1}))^{-1} a^H(s_{m_1}) g(l)|^2, \tag{23}
\]

where \( \Omega^1 \) is the location of targets in the first iteration \( (\Omega^1 = m_1) \), and consequently, \( A_{\Omega^1} = a(s_{m_1}) \). Next, using the signal subspace derived from the updated covariance matrix \( R^{(1)} \), the new power spectrum is obtained for detection of the next target. The procedure of the RCC-MUSIC method is shown in Algorithm 3. In this algorithm, \( \Omega^i \) is the location of the targets in \( i \)-th iteration and \( \Lambda \) is the vector of the estimated squared reflectivities of the detected targets. \( R^{(i)} \) is the covariance matrix in \( i \)-th iteration, from which the related components of the previously detected targets have been removed.

Similar to RAP-MUSIC, the total number of cancellations in RCC-MUSIC is equal to the number of targets minus one. The only difference between RCC-MUSIC and the previous sequential MUSIC algorithms is that in each iteration of RCC-MUSIC, a further eigendecomposition is required to obtain the updated noise and signal subspaces.

In Section 6, the impact of covariance matrix estimation on the performance of the MUSIC method will be demonstrated. Due to the advantage of the correlation subspace method, we combine it with the proposed RCC-MUSIC and investigate the resulting improvement through simulation results.
Performance evaluation

In this section, the efficiency of the RCC-MUSIC method is investigated and its performance will be compared with the methods including NLS, SGLRTC, RELAX, and RAP-MUSIC. The performance of these methods is evaluated by two criteria of estimation accuracy and computational complexity.

In the numerical simulation, two scatterers are considered \((k = 2)\) in each range-azimuth cell, and the number of snapshots is set to \(L = 25\). SNR per scatterer is defined as the mean squared reflectivity of a scatterer to the noise power. In the double scatterers scenario, amplitudes of the both scatterers are considered as \(\sigma_s\) and hence, \(\text{SNR} = \frac{\sigma_s^2}{\sigma_w^2}\). In addition, the distance of two targets which is normalized to Rayleigh resolution is shown by \(\alpha\) and is defined as \(\alpha = \frac{1}{\rho_s}(s_{m2} - s_{m1})\). Other parameters chosen for the simulation are the number of antennas \(N = 14\), Rayleigh resolution \(\rho_s = 26 \text{ m}\) and the number of grids in elevation \(M = 234\). To measure the estimation error, root mean square error (RMSE) of the estimated location of point targets is considered

\[
RMSE = \sqrt{\frac{1}{N_{\text{Det}}} \sum_{i=1}^{N_{\text{Det}}} \left( (s_{m1} - \hat{s}_{m1i})^2 + (s_{m2} - \hat{s}_{m2i})^2 \right) / 2},
\]  

(24)

where \(N_{\text{Det}}\) is the total number of the detections, \(s_{m1}, s_{m2}\) are real positions of targets in elevation and \(\hat{s}_{m1i}, \hat{s}_{m2i}\) are estimated positions of two targets at \(i\)-th successful detection.

Cramer-Rao lower bound (CRLB) is the asymptotic bound for variance of an unbiased estimator. In SAR tomography, the CRLB expression for estimation of a scatterer’s location in the single scatterer case is as follows \[59, 60\]

\[
CRLB_1 = \frac{3}{2\pi^2} \left( \frac{\rho_s}{\sqrt{L.N.SNR}} \right)^2, \quad k = 1,
\]  

(25)
where $CRLB_1$ stands for the cramér-rao bound in the single scatterer case. For double scatterers, deriving the CRLB is more complex comparing to that of the single scatterer. This is due to the lengthy expressions appear in calculation of inverse of Fisher information matrix (FIM) which is a function of distance of two targets and their phase difference. A straightforward approximation for CRLB in double-scatterer case is derived as $\left[60, 61\right]$

$$CRLB_2 \approx CRLB_1 \cdot \zeta(\alpha, \Delta\phi), \quad k = 2 \quad (26)$$

where $\zeta(\alpha)$ is the normalized CRLB defined as

$$\zeta(\alpha) \approx \max\left\{\frac{15}{\pi^2} \alpha^{-2}, 1\right\} \quad (27)$$

Equations (26) and (27) show that for two closely-spaced scatterers, the CRLB increases by a factor which is a function of two targets’ distance. The closed-form relationship (26)-(27) is verified numerically which asserts its validity for low and moderate SNR values. For a fair comparison between RMSE and CRLB of one scatterer, the MSE of the two scatterers is averaged by a division by 2 in (24).

Before quantitative comparison of the results, it is worth evaluating them qualitatively through sketching their power spectrum. In Fig. 3, the result of estimating the covariance matrix using the correlation subspace is shown for the MUSIC algorithm at SNR = 0 dB and $\alpha = 0.7$. It is observed that employing the improved covariance matrix estimator, increases the resolution power as the two merged targets become separable.

In Fig. 4, the performance of RAP-MUSIC and RCC-MUSIC methods are compared in estimating the location of the targets at SNR = 14 dB and $\alpha = 0.5$. As shown in [Fig. 4(a)], the two peaks of the MUSIC power spectrum are visually distinguishable and almost correspond to the actual location of the targets. Also, in [Fig. 4(b)] and [Fig. 4(c)], the power spectrum of RAP-MUSIC and RCC-MUSIC are displayed after canceling the related component.
of the first target. It can be seen that the estimated location of the second target for the RCC-MUSIC method is closer to the real locations compared with RAP-MUSIC.

Fig. 5 shows the performance of the methods for low SNR conditions and closely-spaced targets where SNR = 8 dB and $\alpha = 0.3$. Noteworthy, both RMSE and CRLB values are scaled to Rayleigh resolution $\rho_s$. As can be seen, the classical MUSIC method could not resolve the two targets, while by sequential MUSIC methods, two distinct points are given. However, due to the inaccuracy of the location of the first target, the position of the second target is also estimated by error. The results show that the RCC-MUSIC method still has a significant advantage over the RAP-MUSIC method.

Fig. 6 measures the estimation accuracy of RCC-MUSIC using optimal and suboptimal solutions of the correlation subspace versus of SNR and $\alpha$. As seen in Fig. 6(a), the accuracy of the suboptimal solution is almost equal to that of the optimal solution. The results of Fig. 6(b) show that the difference between the optimal and suboptimal solutions is negligible and can be tolerated. Also, the two solutions, have been compared in terms of computational complexity. In both solutions, the Q matrix is calculated offline at the beginning of processing. For the suboptimal solution, just a simple matrix multiplication and an eigendecomposition are needed, while the optimal solution requires convex optimization solvers. Based on the experiments, the suboptimal method is significantly faster than the optimal method. As a result, the suboptimal method, while maintaining the acceptable quality is the best option for implementing the correlation subspace method.

In the next experiment, in Fig. 7 the estimation accuracy of the methods has been measured in terms of SNR. In this figure, the covariance matrix estimation methods based on the sample covariance matrix and correlation subspace have been shown with SCM and CorrSub, respectively. The highest estimation error belongs to the SGLRTC method while the NLS method has the least
error. Comparing the estimation methods, it can be seen that the error of the RCC-MUSIC method is about $0.1\rho_s$ and $0.23\rho_s$ lower than RAP-MUSIC and SGLRTC, respectively. Also, it is observed that applying the correlation subspace in covariance estimation, brings about up to 6 dB SNR gain.

Considering the results of Fig. 7, it is observed that the error of SGLRTC and sequential MUSIC algorithms do not converge to zero even when SNR tends to the infinity and there is an error floor. What is common in all of these methods, is performing the component cancellation of the data, unlike the NLS, wherein the positions of all targets are estimated simultaneously. A justification is that by removing a part of the data, although the position of the next component is obtained, some information is also lost. The point here is that under normal circumstances, the SNR value is low or medium, and using the successive cancellation routine is a favorite solution. The RCC-MUSIC method based on correlation subspace covariance matrix estimation is superior to other sequential methods.

In Fig. 8, the RMSE of different methods is sketched versus the distance of targets. The results show that the RCC-MUSIC method decreases the RMSE up to about $0.15\rho_s$ relative to the RAP-MUSIC. Also, at the SNR = 9 dB, the correlation subspace makes a slight improvement, maximally up to $0.05\rho_s$ decrease in RMSE.

### 5.1. Computational complexity

After assessment of the accuracy, the complexity of the methods is to be investigated. For all of the mentioned methods, the calculation of the sample covariance matrix is the first step. For the MUSIC-based methods, eigendecomposition is the next processing. Also, all of the methods deal with the power spectrum peak-finding, i.e. MUSIC-based, SGLRTC and RELAX which require
Table 1: Computational complexity for different methods.

| Method                  | Complexity                                                                 |
|-------------------------|-----------------------------------------------------------------------------|
| SGLRTC                  | $O((2N^2 + 2N)M) + N^3 + (L + 1)N^2$                                       |
| RELAX                   | $O((2N^2 + 2N)M) + 2LN^2$                                                  |
| RAP-MUSIC (SCM)         | $O((N^3 + 4N^2 + 2N)M + N^3 + (L + 1)N^2)$                                 |
| RAP-MUSIC (CorrSub)     | $O((N^3 + 4N^2 + 2N)M + N^4 + N^3 + (L + 1)N^2)$                           |
| RCC-MUSIC (SCM)         | $O((2N^3 - 2N^2 + 2N)M + 2N^3 + LN^2 + (2L + 1)N)$                        |
| RCC-MUSIC (CorrSub)     | $O((2N^3 - 2N^2 + 2N)M + N^4 + 2N^3 + LN^2 + (2L + 1)N)$                  |
| NLS                     | $O((N^2 + 2N^2)(M^2 - M) + LN^2)$                                          |

a spectrum grid search. The result of the complexity analysis is shown in table 1 which is obtained regarding the number of complex multiplications required for the methods. For numerical verification of the complexity, the runtime of different methods is sketched versus $M$ in Fig. 9. It is worth saying that the NLS method is implemented using a complexity-reduced version of NLS called CA-NLS [28]. However, as shown in Fig. 9, NLS is the most complex method. The reason is according to table 1 where the complexity of the NLS is proportional to $O(M^2)$, but it is proportional to $O(M)$ for the other methods. The MUSIC-based methods are moderately complex and SGLRTC and RELAX have the least complexity. Besides, it is shown that for the considered $N = 14$, using the correlation subspace has a negligible effect on the complexity.

For a more detailed comparison, the complexity of the methods is investigated regarding the number of antennas ($N$) as plotted in Fig. 10. It is seen that increasing $N$ makes a faster increase in runtime for the MUSIC methods using correlation subspace rather than SCM. This is due to the matrix multiplication in equation 17 which leads to an extra $N^4$ term for correlation subspace methods as noted in table 1. An interesting point is that the complexity of RAP-MUSIC is a bit more than RCC-MUSIC. It shows that the complexity of extra eigendecomposition utilized in the RCC-MUSIC method is generally lower than that of multiplications required for projection in RAP-MUSIC. A justification is that the eigendecomposition of the $N \times N$ covariance matrix which is supposed to be $O(N^3)$, can be implemented with lower complexity due to the hermitian structure of the covariance matrix and using fast algorithms.

Therefore, if a very high resolution is desired, the NLS method is suitable. Otherwise, for regular conditions where the number of antennas is not very high, the RCC-MUSIC method using the correlation subspace is the preferred option.
5.2. Notes on covariance matrix subspace estimation

By examining the equation (4), it is realized that this relation is valid in the case of infinite number of snapshots \((L = \infty)\) in which the equations \(E\{\gamma_s n^H\} = 0\) and \(E\{nn^H\} = \sigma_n^2 I_N\) are hold. But in the practical case, where the number of snapshots is limited, an error term occurs in estimating the covariance matrix which is referred as subspace leakage in literature [62, 30]. In this case, rewriting (4) gives

\[
R = E[gg^H] = \sum_{i=1}^{k} \sigma_s^2 a(s_m_i) a^H(s_m_i) + \sigma_n^2 I_N + \Delta, \tag{28}
\]

where \(\Delta\) is the estimation error term. In fact, by using the correlation subspace in estimating the covariance matrix, the error component is weakened, although it is not completely eliminated. It is useful to evaluate the performance of the covariance estimation methods regarding the involved parameters. To measure the efficiency of the covariance matrix estimation using the subspace-based methods, the subspace distance criterion is defined as follows [63, 45]

\[
dist(R, \hat{R}) = \|E_s^H \hat{E}_n\|. \tag{29}
\]

That \(E_s\) is the ideal matrix signal subspace that is derived from equation (5) and \(\hat{E}_n\) is the noise subspace of estimated \(\hat{R}\). The less the distance, the more the orthogonality of the two subspaces and a more accurate estimate of the covariance matrix is expected. In the optimal and suboptimal methods, the
Figure 8: Estimation error as a function of distance of the targets, SNR = 9 dB.

variance cancellation and positive semidefiniteness are two important factors that their impact should be investigated.

5.2.1. Noise variance cancellation

According to the role of the canceling noise variance term $-\sigma^2_n \mathbf{I}_N$ in the equations (10) and (13), it should be carefully considered. Cancellation of the noise variance term is justifiable in the ideal case ($L = \infty$) but care must be taken to the removal of this term in the limited $L$ values. To investigate this issue, the efficiency of the covariance estimator should be measured in the two cases of canceled and non-canceled noise variance. For the non-canceled noise variance case, the expressions of (10) and (17) are respectively as

$$R_P = \arg \min_{\mathbf{R}} \| \hat{\mathbf{R}} - \mathbf{R} \|_2^2,$$

$$\text{vec} (\mathbf{R}_{\text{Pa}}) = \mathbf{Q}^\dagger \text{vec} (\hat{\mathbf{R}}).$$

Fig. 11 shows the results of the subspace distance at SNR = -6 dB. The estimation methods here are the sample covariance matrices and the optimal and suboptimal solutions of correlation subspace. In the optimization problem (P), the value of noise variance is important and hence, should be estimated.
Noise variance is estimated using ML method as

\[ \hat{\sigma}^2_n = \frac{1}{N - k} \sum_{i=k+1}^{N} \lambda_i, \]

where \( \lambda_i \) are \( N - k \) smallest eigenvalues of the sample covariance matrix.

To investigate the effect of canceling the noise variance, each of the two optimal and suboptimal solutions has been examined in two cases of canceled and non-canceled noise variance terms.

As shown in Fig. 11, the subspace distance of the correlation subspace is less than the subspace distance of the sample covariance matrix and hence, higher efficiency is expected for the correlation subspace method. But in comparing the two variants of canceled or non-canceled of the noise variance in the correlation subspace, it is observed that the optimal solution, in which the noise variance term is subtracted from the sample covariance matrix, has the least subspace distance. But in the suboptimal solution, the two modes of canceled noise variance and non-canceled do not differ and their curves almost coincide. Also, the optimal method, in which the noise variance term is not subtracted from the covariance matrix, has the least efficiency. Therefore, it is concluded that for using the optimal solution, the noise variance should be canceled, but for the suboptimal one, the noise variance subtraction is not necessary.
5.2.2. Positive semidefinite constraint

In addition to the experiments carried out for investigating the role of canceling the noise variance, we also considered the impact of positive semidefiniteness on the performance of the subspace correlation method. Due to the constraints (12) and (16) in optimal and suboptimal methods, the desired ideal covariance matrix should be a positive semidefinite matrix. A question may be raised about the necessity of this condition and its effect on the performance of covariance estimation. To find an answer, we made use of subspace distance to measure the performance of variants of the correlation subspace method, i.e. the optimal and suboptimal solutions and applying or not applying the positive semidefiniteness constraint. The result is shown in Fig. 12.

As seen, the performance of the positive semidefinite optimal solution is the highest but, those of optimal solution without positive semidefiniteness and the two variants of suboptimal method are almost coincided and have a lower performance. Hence, in the optimal solution, imposing positive semidefiniteness in (12) makes the estimation result improve but, for the suboptimal method, this constraint is not necessary. However, due to the lack of necessity for the subtraction of noise variance in the suboptimal solution, it can be shown that the covariance matrix resulting from equation (32) is always positive semidefinite. A simple justification is that both $QQ^\dagger$ and $R$ are positive semidefinite. Hence there is no need for an eigendecomposition and pick reconstruct a new
Algorithm 4 Covariance matrix estimation using simplified correlation subspace

1: **Input**: $\hat{R}, A, k$
2: $c(i) = \text{vec} \left( a(s_i)a^H(s_i) \right), \ i \in [1, M]$
3: $B = \sum_{i=1}^{M} c(i)c(i)^H$
4: $[U, S] = \text{eig}(B), Q = U(:, 1 : 2N - 1)$
5: $\text{vec}(R_P) = QQ^H \text{vec} \left( \hat{R} \right)$
6: **Output**: $R_P$

positive semidefinite matrix. Accordingly, a simplified suboptimal solution of correlation subspace can be proposed regardless of the noise variance estimation and imposing positive semidefiniteness property as shown in Algorithm 4.
Figure 11: Subspace distance of different covariance matrix estimation methods regarding the noise variance cancellation under SNR = -6 dB.

Figure 12: Subspace distance of different covariance matrix estimation methods regarding the positive semidefiniteness under SNR = -6 dB.
6. Conclusion

A new sequential MUSIC algorithm named RCC-MUSIC was introduced for the detection of point-like scatterers. In this study, we evaluate the performance of the proposed method in terms of the estimation accuracy of the location of targets. We have investigated the estimation accuracy considering the impact of SNR and the distance of targets. Compared with the other successive cancellation-based detectors, RCC-MUSIC has a lower estimation error due to two main reasons. First, the sequential MUSIC algorithms are advantageous over SOMP-based SGLRTC as the detection is applied over the MUSIC power spectrum rather than the beamforming spectrum. Second is that among the sequential MUSIC algorithms, RCC-MUSIC has the best quality which is the result of performing cancellation directly on the covariance matrix instead of the cancellation over the derived power spectrum.

Also, we have utilized the elegant method of correlation subspace for estimation of the covariance matrix to further increase the resolution. By the correlation subspace method, the initially estimated sample covariance matrix is fitted to the ideal form and consequently, a denoised covariance matrix is obtained. We considered the two solutions, optimal and suboptimal for the implementation of correlation subspace. It is observed that although the optimal solution is more efficient for the classical MUSIC methods, their performance is almost the same in the RCC-MUSIC method. Moreover, the performance of the covariance matrix estimation has been measured using the subspace distance criterion which helped to reach a simpler implementation of the suboptimal method. By combining the suboptimal correlation subspace with the proposed RCC-MUSIC method, a high-quality estimator is achieved. It is shown that although the estimation error of the proposed method is bounded in high SNR, it is a good choice for low and moderate SNR conditions with an acceptable computational cost.

Appendix A. Correlation subspace

By considering the expression of covariance matrix in \[4\] and applying vectorization, we have

\[
\text{vec} \left( \mathbf{R} - \sigma_n^2 \mathbf{I}_N \right) = \sum_{i=1}^{k} \sigma_n^2 \mathbf{c}(m_i) \quad \text{(A.1)}
\]

where \(\mathbf{c}(m_i)\) is called the correlation vector and it is defined as \[45\]

\[
\mathbf{c}(m_i) \triangleq \text{vec} \left( \mathbf{a}(s_{m_i}) \mathbf{a}^H(s_{m_i}) \right) \quad \text{(A.2)}
\]

and vec() is the vectorization operator. Equation (A.1) indicates that vec \(\left( \mathbf{R} - \sigma_n^2 \mathbf{I}_N \right)\) is always spanned by correlation vectors, i.e.

\[
\text{vec} \left( \mathbf{R} - \sigma_n^2 \mathbf{I}_N \right) \in \text{span}\{ \mathbf{c}(m_i) : i = 1, 2, \ldots, k \} \quad \text{(A.3)}
\]
On the other hand, the correlation vectors belong to a larger set called the correlation subspace, which is defined as

$$\mathcal{CS} \triangleq \text{span}\{c(i) : i = 1, 2, \ldots, M\} \quad (A.4)$$

It is shown that the correlation subspace is obtained as the following \[45, 46\]

$$\mathcal{CS} = \text{col}(B) \quad (A.5)$$

where \(B\) is a positive semi-definite matrix defined as

$$B = \sum_{i=1}^{M} c(i)c(i)^H \quad (A.6)$$

and \(\text{col}(B)\) is the column space of the matrix \(B\). Equation (A.5) states that the correlation subspace is spanned by the column vectors of matrix \(B\). On the other hand, the ideal covariance matrix is a \(N \times N\) Toeplitz matrix which has \(2N - 1\) distinct elements. Hence, the vectorized covariance matrix can be expressed by a \((2N - 1)\)-dimensional space (for further details, see \[64, Appendix, lemma 1\]). As a result, the correlation subspace can be obtained by eigenvectors corresponding to \(2N - 1\) significant eigenvalues of \(B\). To this end, eigendecomposition of matrix \(B\) is performed

$$B = [Q, Q^\perp][\begin{bmatrix} \Lambda & 0 \\ 0 & 0 \end{bmatrix}][Q, Q^\perp]^H \quad (A.7)$$

where \(\Lambda\) is the non-zero eigenvalues, \(Q\) is the corresponding eigenvectors and \(Q^\perp\) is the eigenvectors corresponding to the zero eigenvalues. Consequently, \(Q\), which is a \(N^2 \times (2N - 1)\) matrix, includes basis vectors of the correlation subspace, i.e., \(\mathcal{CS} = \text{col}(Q)\).
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