Bias in Error-Corrected Quantum Sensing
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The sensitivity afforded by quantum sensors is limited by decoherence. Quantum error correction (QEC) can enhance sensitivity by suppressing decoherence, but it has a side effect: it biases a sensor’s output in realistic settings. If unaccounted for, this bias can systematically reduce a sensor’s performance in experiment, and also give misleading values for the minimum detectable signal in theory. We analyze this effect in the experimentally motivated setting of continuous-time QEC, showing both how one can remedy it, and how incorrect results can arise when one does not.
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Introduction.—Quantum sensors use quantum systems and effects to sense an external signal \( V(t) \) in their environment, such as electromagnetic fields, temperature or pressure [1]. They also, however, experience decoherence due to this same environment, which limits their sensitivity in practice. Techniques to suppress decoherence, without equally suppressing the signal, are therefore of central importance in quantum sensing [2–9]. Quantum error correction (QEC) is currently emerging as an important technique to this end, and has attracted substantial theoretical and experimental interest of late [10–27]. Indeed, while QEC was first developed in the context of quantum computing, the substantially less demanding experimental requirements of quantum sensing make the latter application particularly attractive for QEC in the near term [28]. It is therefore essential to address the unique challenges that arise from using QEC for sensing, which often lack close analogs in quantum computing (or quantum communication).

Quantum sensing generally works by preparing a sensor in a known initial state, letting it evolve under dynamics that depend on the signal \( V(t) \), and then measuring the sensor’s final state so as to estimate the signal. In error-corrected quantum sensing, the initial state is a logical state of a QEC code, and errors are repeatedly corrected while the signal imprints on the sensor, until the latter is finally read out. The error correction can either be performed at discrete times through measurement and feedback, or continuously by engineering appropriate dissipative terms in the sensor’s dynamics. Most analyses of QEC for sensing to date have focused on the leading-order effective dynamics under very frequent or strong error correction (in the discrete or continuous pictures, respectively) to show that QEC can—in principle—completely suppress decoherence in a sensor.

In this Letter we instead examine quantum sensing under QEC of manifestly finite frequency or strength. As expected, we find that such QEC reduces, but does not fully eliminate decoherence in a sensor. Crucially, however, we also find that it can systematically bias a sensor’s output, i.e., introduce inaccuracy that is not reduced by averaging over many runs. Using elementary assumptions, we determine under which condition this bias arises and illustrate it with a canonical example of error-corrected quantum sensing. Fundamentally, it appears from a nonzero delay between an error and its subsequent correction, during which time a sensor typically evolves differently than if no error had occurred. This effect would clearly reduce a sensor’s performance in experiment if one failed to account for it. Similarly, we use biased estimator theory to show that a standard analysis can give misleading values of sensitivity in theory. Finally, we give a simple method to remedy both issues through postprocessing of measurement data.

Setting.—We consider the problem of estimating a dc signal \( V(t) = V \) using a quantum sensor comprising \( n \) identical qubits with a Hamiltonian

\[
H = \sum_{j=1}^{n} \left( \frac{\omega_q}{2} \sigma_z^{(j)} + \xi V \sigma_z^{(j)} \right) = \sum_{j=1}^{n} \frac{\omega}{2} \sigma_z^{(j)},
\]

where \( \omega_q \) is the qubits’ zero-field splitting and \( \xi \) is their coupling strength to the environment (\( \hbar = 1 \)). We define for convenience the combined energy gap \( \omega := \omega_q + 2\xi V \). We also suppose that the sensor undergoes decoherence described by a Lindblad equation. Following Refs. [10,12,13,17,20], we assume this decoherence to be primarily due to bit flips affecting each qubit independently at the same rate \( \Gamma_{err} \), described by the Lindblad jump operators \( L_{err}^{(j)} = \sqrt{\Gamma_{err}} \sigma_z^{(j)} \) [29]. Note that this is a pessimistic model in the sense that dynamical decoupling, one of the main techniques for suppressing decoherence in quantum sensors, is
labeled largely incompatible with both dc signals and Lindbladian decoherence [1].

This decoherence limits the sensor’s achievable sensitivity. It can be suppressed, and the sensitivity enhanced, by using the bit-flip code where $|0\rangle_L = |0\ldots0\rangle$ and $|1\rangle_L = |1\ldots1\rangle$ for $n \geq 3$ qubits. The idea is to mimic a Ramsey interferometry protocol [30] at the logical level. One first prepares a state $(1/\sqrt{2})(|0\rangle_L + |1\rangle_L)$ (say by applying a logical Hadamard, $H_L$, to $|0\rangle_L$), then lets the sensor evolve for a time $\tau$ all the while detecting and correcting $L_{\text{err}}$ errors. One then applies $H_L$ to the time-evolved state and measures in the $\{|0\rangle_L, |1\rangle_L\}$ basis, effectively measuring $\sigma_\tau^z = |0\rangle\langle 0|_L + |1\rangle\langle 1|_L$.

Broadly speaking, errors can be detected and corrected in two ways, both illustrated in Fig. 1(a). One is to periodically measure the parity between qubits at intervals $\delta \tau$ to infer whether an error has occurred, and then to apply appropriate feedback. The other is to engineer additional jump operators in the sensor’s Liouvillian $L_\tau$ that implement a continuous analog of the former scheme. We focus here on the latter, continuous type for mathematical convenience. For $n = 3$, the QEC jump operators have the form [17]

$$L_{\text{qec}}^{(j)} = \sqrt{\Gamma_{\text{qec}} \sigma_\tau^x^{(j)}} \left(\frac{1 - \sigma_\tau^z^{(j)} \sigma_\tau^z^{(k)} - 1 - \sigma_\tau^z^{(j)} \sigma_\tau^z^{(l)}}{2}\right)$$

for $\{j, k, l\} = \{1, 2, 3\}$. Notice that $L_{\text{qec}}^{(j)}$ flips qubit $j$ at a rate $\Gamma_{\text{qec}}$ if and only if it disagrees with the other two qubits. The sensor’s overall dynamics is then given by the Lindblad equation $\dot{\rho} = L_\tau(\rho)$ with the Liouvillian

$$L_\tau(\rho) = -i[H, \rho] + \sum_j D[L_{\text{qec}}^{(j)}](\rho) + \sum_j D[L_{\text{err}}^{(j)}](\rho),$$

where

$$D[L_{\text{qec}}^{(j)}](\rho) := L_{\text{qec}}^{(j)} \rho L_{\text{qec}}^{(j)\dagger} - \frac{1}{2} \left(L_{\text{qec}}^{(j)\dagger} L_{\text{qec}}^{(j)} \rho + \rho L_{\text{qec}}^{(j)\dagger} L_{\text{qec}}^{(j)}\right)$$

for a jump operator $L_{\text{qec}}^{(j)}$. The bias we are concerned with arises from both types of QEC, with $\Gamma_{\text{qec}}$ and $\delta \tau^{-1}$ playing the same role.

**Imperfect error-corrected sensing.**—Repeating the protocol in Fig. 1(a) gives a set of binary measurement results $\{X_i\}$, where $X_i = \pm 1$ for $|0\rangle_L/|1\rangle_L$ outcomes, respectively. One can then infer $\omega$ with the least-squares estimator

$$\hat{\omega} = \arg \min_\omega \sum_i [X_i - \langle \sigma_\tau^x(\tau, \omega, \Gamma_{\text{err}}, \Gamma_{\text{qec}}) \rangle] ^2,$$

which minimizes the discrepancy between the observed and expected results. For a single, noiseless qubit $\langle \sigma_\tau^x \rangle = \cos(\omega \tau)$. Similarly, the three-qubit repetition code gives $\langle \sigma_\tau^z \rangle = \cos(3\omega \tau)$ in the limit of infinitely frequent or strong QEC ($\Gamma_{\text{qec}}$ or $\delta \tau^{-1} \to \infty$) —producing, in effect, a noiseless qubit with a stronger dependence on $\omega$ at the logical level. With finite frequency or strength QEC, the logical qubit will gradually decohere, albeit hopefully more slowly than the physical qubits. One might expect that in this latter, realistic setting, $\langle \sigma_\tau^z \rangle$ would behave like in the ideal case, but with an additional exponential decay that vanishes as $\Gamma_{\text{err}} \to 0$:}

---

**FIG. 1.** Bias in error-corrected quantum sensing. (a) Error-corrected Ramsey sequence represented as a quantum circuit where $H_L$ are logical Hadamard gates, $C$ represents detection and correction processes and $\delta \tau$ free evolution intervals under the signal with frequency $\omega$. The overall dynamics during the sensing time $\tau$ is described by $L_\tau$. In (b), we plot the expectation value $\langle \sigma_\tau^z \rangle$ as a function of the free evolution time $\tau$ for three different sensing models: ideal, uncorrected and error corrected. The parameters used for the simulation are $\Gamma_{\text{err}} = 0.1 \omega$, $\Gamma_{\text{qec}} = 5 \omega$. Panel (c) shows the Fourier transform $\mathcal{F}$ of the functions from Fig. 1(b).
We will show, however, that while the true expression for \( \langle \sigma^L_\Gamma \rangle \) indeed has this form, the coefficients must be replaced by distinct, effective ones \( \Gamma_{\text{eff}} \rightarrow \Gamma_{\text{err}} \) and \( \omega \rightarrow \omega_{\text{eff}} \) given by Eq. (9).

Finding \( \langle \sigma^L_\Gamma \rangle \) amounts to solving a system of first order differential equations describing evolution under \( \mathcal{L}_\Gamma \). We sketch the process here, relegateing the details to the Supplemental Material [31]. To get a tractable system, we make the approximation that rare, weight-2 errors cause the state to vanish. This quickly leads to the solution \( \langle \sigma^L_\Gamma \rangle = 2\text{Re}(q) \), where

\[
q(\tau) = C_+ e^{\frac{i}{2}(1-2\Gamma_{\text{err}}/\Gamma_{\text{qec}}) \omega_{\text{eff}} \tau} - C_- e^{\frac{i}{2}(\Gamma_{\text{qec}}-6\Gamma_{\text{err}}-4i\alpha^2) \omega_{\text{eff}} \tau}.
\]

Here \( C_\pm \) are normalization constants (discussed below and in Ref. [31]) and \( D = \Gamma_{\text{qec}}^2 + 12 \Gamma_{\text{qec}} \Gamma_{\text{err}} + 12 \Gamma_{\text{err}}^2 - 4i \Gamma_{\text{qec}} \omega - 4i \alpha^2 \) is a discriminant. Expanding this expression for a large—but finite—QEC rate then gives

\[
\langle \sigma^L_\Gamma \rangle = 2C_+ e^{-6i\Gamma_{\text{qec}} \omega_{\text{eff}} \tau} \cos\left[3\omega\left(1 - 2\Gamma_{\text{err}}/\Gamma_{\text{qec}}\right)\tau\right] - 2C_- e^{(\Gamma_{\text{qec}}+6\Gamma_{\text{err}}-6\Gamma_{\text{qec}}^2) \omega_{\text{eff}} \tau} \cos\left[\omega\left(1 + 6\Gamma_{\text{err}}/\Gamma_{\text{qec}}\right)\tau\right].
\]

where \( C_+ = \frac{1}{2} - \frac{3}{4}(\Gamma_{\text{err}}/\Gamma_{\text{qec}}) \) and \( C_- = -\frac{3}{2}(\Gamma_{\text{err}}/\Gamma_{\text{qec}}) \).

Simplifying further still, we arrive at

\[
\langle \sigma^L_\Gamma \rangle \approx e^{-3\Gamma_{\text{qec}} \omega_{\text{eff}} \tau} \cos[3\omega_{\text{eff}} \tau]
\]

[cf. (5)], where

\[\Gamma_{\text{eff}} = \frac{2 \Gamma_{\text{err}}}{\Gamma_{\text{qec}}}, \quad \omega_{\text{eff}} = \omega\left(1 - 2\Gamma_{\text{err}}/\Gamma_{\text{qec}}\right)\]

in the latter case quadratic in the system’s parameters [31] and not linear as shown in Eq. (9). The finite QEC rate will then act as an amplifier of the bias which in the non-corrected case was likely undetectable. While the fact that the transition from \( \Gamma_{\text{qec}} = 0 \) to \( \Gamma_{\text{qec}} > 0 \) does not fully eliminate the original bias is unsurprising, its transformation from a quadratic to a linear function in the dominant limits is an unexpected result.

**Biasedness condition.**—As mentioned previously, an alternative pragmatic representation of the qubits’ evolution during the error-corrected sensing period is the repeated application of detection and correction processes \( C \) interspersed with sensing time intervals \( \delta \tau \).

The evolution of the generic sensor can then be described by a set of three quantum channels: \( N, \mathcal{U}_{\delta \tau}, \) and \( C \). The first element represents noise mechanisms which can be methodically approximated by a Pauli channel [50–52]. It is convenient to split it into noiseless and erroneous parts \( N = p_T \mathcal{I} + p_N N' \), where \( p_T = 1 - p_N \) is the probability that the state stays unharmed. \( \mathcal{U}_{\delta \tau}(\rho) = U(\delta \tau)pU(\delta \tau)\dagger \) with \( U(\delta \tau) = \exp(-iH\delta \tau) \) expresses the unitary free evolution in the interval \( \delta \tau \). The overall dynamics during the sensing time \( \tau \) can then be approximated by the iteration of these three channels \( c \) times, such that \( c\delta \tau = \tau \),

\[
\rho \mapsto \left[\prod_{k=1}^c C \circ \mathcal{U}_{\delta \tau} \circ N\right](\rho) = \left[p_T C \circ \mathcal{U}_{\delta \tau} + p_N C \circ \mathcal{U}_{\delta \tau} \circ N'\right]^c(\rho).
\]

This expression can be simplified using the binomial theorem which is permitted here since in the logical subspace \( C \circ \mathcal{U}_{\delta \tau} \) commutes with \( C \circ \mathcal{U}_{\delta \tau} \circ N' \) [31]. Finally, the discrete evolution can be reduced to the following form:

\[
\rho \mapsto \sum_{k=0}^c \binom{c}{k} p_T^{c-k} p_N^k \left[C \circ \mathcal{U}_{\delta \tau} \circ N' \circ \mathcal{U}_{\delta \tau}^{-1}\right]^k(\rho),
\]

[11] with \( \rho \) being the density matrix in the case of an ideal sensing protocol of duration \( \tau \), i.e., \( \rho_T = \mathcal{U}(\rho) = \mathcal{U}_{\delta \tau}(\rho) \).

Equation (11) reveals that finite rate QEC will systematically reduce the sensor’s performance unless the erroneous subspaces evolve in the exact same manner as the logical one. In this scenario, \( \mathcal{U}_{\delta \tau} \circ N' \) and \( \mathcal{U}_{\delta \tau}^{-1} \) would commute and reduce the expression to a unit channel. This is, for instance, the case in continuous-variable encodings where due to the continuity between the logical and error subspaces their evolutions do not differ. An example of electric field sensing using such encodings is discussed in the Supplemental Material [31]. The commutation relation \( [\mathcal{U}_{\delta \tau} \circ N', \mathcal{U}_{\delta \tau}^{-1}]|\rho_L\rangle = 0 \) offers thus any experimenter a sanity check procedure for the biasedness of their error corrected sensing protocol.

Furthermore Eq. (11) represents an expected value of a CPTP map function \( [C \circ \mathcal{U}_{\delta \tau} \circ N' \circ \mathcal{U}_{\delta \tau}^{-1}]^X \) with \( X \) being a
random variable following a binomial distribution. It can thus be approximated by a Taylor expansion around 
\[ \mathbb{E}[X] = cp_N, \]

\[ \rho \approx \left[ C \circ \mathcal{U}_{i\tau} \circ N' \circ \mathcal{U}_{i\tau}^\dagger \right]^{cp_N} (\rho_i), \tag{12} \]

which is correct up to the second order in the expansion. This constitutes the biased evolution of the system without the exponential dephasing which appears from higher-order terms and central moments of \( X \sim \text{Bin}(c, p_N) \) [31]. In conclusion, to determine the amount of bias that a finite-rate QEC introduces in the outcome of a sensing protocol one must evaluate the expected value of the measured operator given in Eq. (12). In the Supplemental Material [31], we perform the analysis of our error-corrected Ramsey setting using this procedure and verify its agreement with simulations.

**Biased parameter estimation.**—Another method to assess the presence of a bias in a sensing protocol is to verify some statistical inequalities. A direct application of Eq. (5), i.e., equating \( \omega \) with \( \omega_{\text{eff}} \), violates a fundamental bound of estimation theory known as Cramér-Rao lower bound [32]. On the contrary, the simple remedy in Eq. (9) almost completely resolves the issue, despite arising from a perturbative expansion. This result [31] obtained using Monte Carlo simulations of the presented system shows that the naïve estimator arising from Eq. (5) is biased. Perhaps more perniciously, we also show equating \( \omega \) and \( \omega_{\text{eff}} \) can give misleadingly optimistic figures of merit for error-corrected quantum sensors.

**Minimum detectable signal.**—A central figure of merit for a quantum sensor is the minimum detectable signal \( |\delta \omega| \), defined as the smallest value of \( \omega \) giving a unit signal to noise ratio [1]. Here \( |\delta \omega| = 1/\sqrt{N T(\omega)} \). The ideal case of \( \langle \sigma_\tau^z \rangle = \cos(3\omega \tau) \) of perfect QEC, or noiseless qubits, gives a lower bound of \( |\delta \omega| \geq (9N\tau^2)^{-1/2} \) called the standard quantum limit (SQL). A straightforward application of Eq. (5) would suggest a minimum detectable signal of

\[ |\delta \omega| (\tau) = \frac{1 - e^{-6\Gamma_{\text{err}} \tau} \cos^2 [3\omega_{\text{eff}} \tau]}{N9\tau^2 e^{-6\Gamma_{\text{err}} \tau} \sin^2 [3\omega_{\text{eff}} \tau]}, \tag{13} \]

This expression equals the frequency uncertainty derived by Ref. [53]. It is minimized (smaller \( |\delta \omega| \) is better) at the optimal sensing time

\[ \tau_{\text{opt}} = \frac{\pi k_{\text{opt}}}{2 \cdot 3\omega}, \quad \text{with} \quad k_{\text{opt}} = \frac{2 \omega}{\pi \Gamma_{\text{err}}}, \tag{14} \]

where \( \lfloor \cdot \rfloor \) indicates the rounding to the nearest integer. In contrast, the corresponding expression from Eq. (8) (i.e., accounting for \( \omega \neq \omega_{\text{eff}} \) and \( \Gamma_{\text{err}} \neq \Gamma_{\text{eff}} \)) is

\[ |\delta \omega| (\tau) = \sqrt{1 - e^{-6\Gamma_{\text{eff}} \tau} \cos^2 [3\omega_{\text{eff}} \tau]} \frac{N9\tau^2 (\partial_\omega \omega_{\text{eff}})^2 e^{-6\Gamma_{\text{eff}} \tau} \sin^2 [3\omega_{\text{eff}} \tau]}{9N\tau^2 e^{-6\Gamma_{\text{eff}} \tau} \sin^2 [3\omega_{\text{eff}} \tau]}, \tag{15} \]

where \( \partial_\omega \omega_{\text{eff}} \) comes from the derivative of \( \langle \sigma_\tau^z \rangle \) with respect to \( \omega \). (The expression for \( |\delta \omega| \) from the full Eq. (6) is lengthy and can be found in Ref. [31].) Since the former is equal to \( 1 - 2(\Gamma_{\text{err}}/\Gamma_{\text{qec}}) \), independent of \( \tau \), the optimal sensing time is of the same form as in Eq. (14) but with the effective frequency and error rate substituted. In short, failing to account for the difference between \( (\omega, \Gamma_{\text{err}}) \) and \( (\omega_{\text{eff}}, \Gamma_{\text{eff}}) \) would suggest an overly optimistic value of \( |\delta \omega| \), off by a factor of \( \sim 1 - 2(\Gamma_{\text{err}}/\Gamma_{\text{qec}}) \). We graphically illustrate this inconsistency as follows:

We consider a set of observations for which a frequency \( \hat{\omega} \) and an error rate \( \hat{\Gamma}_{\text{err}} \) were estimated using the unadjusted expression in Eq. (5). Then, in the naïve scenario with \( \hat{\omega} \equiv \omega \) and \( \hat{\Gamma}_{\text{err}} \equiv \Gamma_{\text{err}} \), we insert them in Eq. (13) and calculate a first curve. In our proposed scenario, where we are aware of the existence of a bias, the estimated parameters stand for \( \hat{\omega} \equiv \omega_{\text{eff}} \) and \( \hat{\Gamma}_{\text{err}} \equiv \Gamma_{\text{eff}} \). Substituting them into Eq. (15) yields a second curve. These two functions are presented in Fig. 2 as dashed and solid lines, respectively. Although both of them satisfy the standard quantum limit, only one can correctly reflect the true minimum detectable signal. We utilize the optimal sensing time to identify the correct function. To this end, we calculate \( \tau_{\text{opt}} \) using Eq. (14) for both scenarios and plot the result in Fig. 2. As we can see, \( \tau_{\text{opt}} \) comes out the same for both scenarios. This can be understood from the fact that it can either way be written as \( \tau_{\text{opt}} \approx (\hat{\Gamma}_{\text{err}})^{-1} \). Yet, the computed \( \tau_{\text{opt}} \) coincides with the minimum of the proposed function, while deviating from the naïve one. We thus conclude that only the proposed model delivers the true result for the minimum detectable signal.

![FIG. 2. Minimum detectable signal as a function of the sensing time \( \tau \) for two different functions: naïve (dashed) and proposed (solid) using Eqs. (13) and (15), respectively. Both functions were plotted with the same values of \( \hat{\omega} \) and \( \hat{\Gamma}_{\text{err}} \), for \( \Gamma_{\text{err}} = 0.2\omega \) and \( \Gamma_{\text{qec}} = 16.6\omega \). The optimal sensing time \( \tau_{\text{opt}} \) calculated with Eq. (14) coincides with the minimum of the proposed function, thus establishing it as the correct model.](140503-4)
Discussion and conclusion.—In summary, we demonstrate in this work that quantum error correction of a finite frequency or strength in a quantum sensor not only introduces logical decoherence, but can also produce a systematic bias in the sensor’s output. We showed that this effect can lead to overly optimistic—and even nonsensical—parameter estimates if unaccounted for, and proposed a remedy through postprocessing; an alternative method has been suggested in Ref. [54]. An interesting open question is whether it is possible to design QEC codes for sensing that do not introduce such a bias in the first place.

While we have focused on the bit-flip code for concreteness, we show that the phenomenon discussed here arises much more generally when the error operators do not commute with the sensor’s Hamiltonian. Our results are not limited to Ramsey sensing schemes, even though we have focused on this approach. This work shows that nontrivial, and perhaps unexpected, effects can arise when performing QEC beyond the idealized limits considered in early proposals. We expect that much remains to be discovered in this direction on the way to realizing useful QEC.
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