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ABSTRACT
This article proposes Bayesian nonparametric inference for panel Markov-switching GARCH models. The model incorporates series-specific hidden Markov chain processes that drive the GARCH parameters. To cope with the high-dimensionality of the parameter space, the article assumes soft parameter pooling through a hierarchical prior distribution and introduces cross sectional clustering through a Bayesian nonparametric prior distribution. An MCMC posterior approximation algorithm is developed and its efficiency is studied in simulations under alternative settings. An empirical application to financial returns data in the United States is offered with a portfolio performance exercise based on forecasts. A comparison shows that the Bayesian nonparametric panel Markov-switching GARCH model provides good forecasting performances and economic gains in optimal asset allocation.

1. Introduction
Over the last 10 years, there has been an increasing interest in the study of volatility of large panels of asset returns, with a special focus on dynamic dependence and heterogeneity across assets. Studies on asset volatility are relevant in strategic investing decisions and useful to professional investors, such as investment companies, pension funds and mutual funds, to improve the portfolio allocation.

In this article we consider a benchmark dataset of the S&P100 constituents and compute the percentage log-returns at weekly frequency from 6th January 2000 to 3rd October 2020. Figure 1 reports the estimates of the log-volatility and log-kurtosis of the 78 constituents considered in the analysis (top panel). Three dates are selected within the dot.com bubble, the financial crisis and COVID outbreak periods, respectively, where significant volatility in returns was observed. The figure indicates that volatility and kurtosis change over time with time series clustering effects. This calls for the use of Generalized Autoregressive Conditional Heteroscedasticity (GARCH) models with Markov-switching (MS) effects as to deal with regime changes and temporal clustering of the conditional volatility (e.g., see Engle 1982; Bollerslev 1986; Ang and Timmermann 2012; Bauwens and Otranto 2016).

Furthermore, the cross-sectional distribution of the volatility and kurtosis exhibits multiple modes and long tails (see bottom panel). This fact seems to imply cross-section heterogeneity in the data with possible similarities in the dynamics. Given that these effects can only be partially captured by independent MS models, several multivariate GARCH models have been proposed to account for dependence (see Virbikaitė, Ausín, and Galeano 2015; Bauwens and Otranto 2016, 2020).

Nevertheless, the estimation of a large number of parameters with the available data dimension may lead to intractability, overfitting and loss of efficiency. Strong restrictions, such as the parameter pooling assumption, can be used, even though those appear to be too restrictive. Instead, different approaches, such as shrinkage or sparse estimation, can be applied. Compared to standard approaches (e.g., see regularization techniques), the Bayesian framework based on hierarchical prior distributions provides a coherent approach to inference that naturally allows for partial pooling and sharing of information across equations. Bayesian inference and hierarchical priors have been successfully used in econometrics to avoid overparameterization and overfitting (e.g., see Canova and Ciccarelli 2004). Bayesian inference accommodates for various degrees of shrinking and for sparse estimation through the choice of suitable classes of prior distributions, such as Bayesian Lasso prior (Park and Casella 2008) and spike-and-slab (George and McCulloch 1993), and can be combined with other dimensionality reduction strategies.

In this respect, evidence of cluster-wise dependence in the distribution of financial asset returns (see Bauwens and Rombouts 2007) has prompted researchers to adopt cross-sectional clustering of the time series as a building block for a dimensionality reduction step in large dimensional problems and overparameterized models (e.g., see Hirano 2002; Billio, Casarin, and Rossini 2019; Fisher and Jensen 2022). To address this issue, this article uses a panel MSGARCH model with cross-sectional clustering based on a Bayesian nonparametric (BNP) prior (Lo 1984). In order to detect the number of regimes, we extend the approach of Otranto and Gallo (2002) to a panel framework.
A hierarchical Pitman-Yor process prior (Pitman and Yor 1997) for the MSGARCH parameters is considered. In the first stage of the hierarchical prior, cross-unit heterogeneity is allowed for, while shrinking all unit-specific parameters toward a common mean. The second stage of the hierarchy allows for mixed effects in the common mean. There are many advantages in using this hierarchical nonparametric prior. First, our approach allows for making inference on the number of mixture components in the cross-sectional clustering. Second, it adds flexibility to the model allowing for different shapes of the prior and posterior predictive distributions. Third, the predictive distribution incorporates uncertainty in the parameters and in the number of mixture components. Nonparametric Bayesian techniques have been largely and successfully used in different fields such as biostatistics (Do, Müller, and Tang 2005), biology (Arbel, Mengersen, and Rousseau 2016), medicine (Xu et al. 2016), and neuroimaging (Zhang et al. 2016). For an introduction to Bayesian nonparametrics see Hjort et al. (2010) and for a review of models and applications in different fields see Müller and Mitra (2013).

The inference proposed in this article is novel in some respects. As such, the article contributes to the Bayesian nonparametrics literature for time series analysis (e.g., see Taddy and Kottas 2009; Jensen and Maheu 2010; Griffin and Steel 2011; Di Lucca et al. 2013; Bassetti, Casarin, and Leisen 2014; Billio, Casarin, and Rossini 2019; Nieto-Barajas and Quin- tana 2016; Griffin and Kalli 2018). The article innovates on the Bayesian nonparametric dynamic panel model in Hirano (2002) by introducing Markov-switching and GARCH dynamics and extends the nonparametric switching regression in Taddy and Kottas (2009) to a panel model with GARCH dynamics. Our approach differs from those in Hirano (2002) and Taddy and Kottas (2009), and is in line with the strategies for large dimensional and over-parameterized models (e.g., see MacLehose and Dunson 2010; Wang 2010; Billio, Casarin, and Rossini 2019), where nonparametric hierarchical priors are used to combine partial pooling and clustering effects in the parameter space.

Further, differently from Hirano (2002) and Taddy and Kottas (2009), the article uses a MCMC algorithm for posterior approximation that relies on the efficient sampling method developed in Walker (2007), Kalli, Griffin, and Walker (2011), and Hatjispyros, Nicolieris, and Walker (2011). Lastly, the article makes a contribution to the literature on Bayesian Markov-switching panel models (e.g., see Kaufmann 2010, 2015; Billio et al. 2016; Casarin et al. 2019) by introducing GARCH effects and allowing for a flexible nonparametric specification.

The estimation of MSGARCH models is also a difficult task given the path dependence problem (Gray 1996) and approximation methods have been considered (e.g., see Haas, Mittnik,
and Paolella 2004; Ardia 2008; Bauwens, Preminger, and Rombouts 2010; He and Maheu 2010; Bauwens, Dufays, and Rombouts 2014; Dufays 2016; Wei, Chen, and Dunsmuir 2022). In this article, we extend the univariate Gibbs sampler by Billio, Casarin, and Osunthu (2016) to a multiple time series set-up and provide an efficient MCMC procedure for the hidden states of a panel MSGARCH model. The proposed method relies on a combination of blocking Gibbs and generalized Metropolis samplers.

An empirical application to financial returns of the S&P100 constituents in the United States over the period 6th January 2000–3rd October 2020 is provided. The analysis offers an optimal portfolio comparison based on one-step ahead forecasts generated by the Bayesian nonparametric panel MSGARCH (BNP-MSGARCH) and competitive models, such as a Bayesian nonparametric GARCH model without regime changes (BNP-GARCH), and a parametric GARCH. First, we detect the number of regimes using a new developed panel version of the univariate procedure by Ottranto and Gallo (2002), fit the BNP-MSGARCH to the data, and examine the clusters’ composition. For the BNP-MSGARCH model, we consider two different regime identifications: (a) a restriction on the expected returns (BNP-MSGARCH-μ); and (b) a restriction on the unconditional volatility level (BNP-MSGARCH-γ), for example, see Ardia et al. (2019). Second, the BNP-MSGARCH is evaluated against the other GARCH models in out-of-sample forecasts through statistical accuracy measures. Third, a portfolio exercise is carried out to ascertain economic gains. The main results show that the BNP-MSGARCH model is competitive against the other models for point-forecast and superior for density-forecast and portfolio performance.

The article is organized as follows. Section 2 describes the panel MSGARCH model and the Bayesian nonparametric prior distribution. Section 3 presents the data augmentation strategy and the posterior approximation method. Section 4 offers the empirical application. Section 5 concludes.

2. A Bayesian Nonparametric MSGARCH Model

We assume that the observable variable \( y_{it} \) for the \( i \)th unit of the panel at time \( t \) satisfies

\[
y_{it} = \mu_i(s_{it}) + \sigma_i e_{it}, \quad e_{it} \overset{\text{iid}}{\sim} \mathcal{N}(0, 1), \quad t = 1, \ldots, T, \quad i = 1, \ldots, N,
\]

where \( \mathcal{N}(\mu, \sigma^2) \) denotes the Gaussian distribution with location \( \mu \) and scale \( \sigma \). The conditional variance is as follows

\[
\sigma^2_{it} = \gamma_i(s_{it}) + \alpha_i(s_{it})\sigma^2_{i,t-1} + \beta_i(s_{it})\sigma^2_{i,t-1},
\]

which is the MSGARCH model, and \( s_{it}, t = 1, \ldots, T \) is a hidden Markov chain process with transition probability \( P(s_{it} = k | s_{it-1} = l) = p_{i kl}, k, l = 1, \ldots, K, \) with \( K \) the number of states. The functional form for the switching parameters is

\[
\begin{align*}
\mu_i(s_{it}) &= \sum_{k=1}^{K} \mu_{ik}I(s_{it} = k), \\
\alpha_i(s_{it}) &= \sum_{k=1}^{K} \alpha_{ik}I(s_{it} = k), \\
\beta_i(s_{it}) &= \sum_{k=1}^{K} \beta_{ik}I(s_{it} = k), \\
\gamma_i(s_{it}) &= \sum_{k=1}^{K} \gamma_{ik}I(s_{it} = k).
\end{align*}
\]

We cope with the high dimension of the parameter space and related overfitting issues by exploiting cross-sectional clustering of the series. More specifically we propose to combine two modeling strategies. First, we assume soft parameter pooling through a hierarchical prior distribution with two stages, and second we introduce clustering effects in the parameter space through a nonparametric prior. The resulting joint prior distribution for the MSGARCH parameters is given by the following.

In the first stage, the rows \( p_{ik} = (p_{i1k}, \ldots, p_{iKK}) \) of the transition matrix follow a Dirichlet distribution

\[
(p_{i1k}, \ldots, p_{iKK}) \overset{\text{iid}}{\sim} \text{Dir}(\phi_1, \ldots, \phi_{KK}), \quad i = 1, \ldots, N,
\]

for all regimes \( k = 1, \ldots, K \), where the precision parameter \( \phi \) shrinks the unit-specific probabilities toward a common value \( \phi_k = (\phi_{k1}, \ldots, \phi_{KK}) \), that is, the Dirichlet distribution parameter. For the second stage we assume

\[
(r_{k1}, \ldots, r_{kK}) \overset{\text{iid}}{\sim} \text{Dir}(1/K, 1/K).
\]

To address the high-dimensionality issue, the first stage of the hierarchical prior shrinks the switching parameters toward some common values, and the second stage clusters the units in \( M_k \) groups \( C_{1k}, \ldots, C_{M_k} \) within each regime, such that \( C_{ik} \cap C_{jik} = \emptyset \) for \( h \neq i \) and \( \bigcup_{h=1}^{M_k} C_{ikh} = \{1, \ldots, N\} \). In the first stage, for \( k = 1, \ldots, K \) we assume

\[
\begin{align*}
\mu_{ik} &\sim \mathcal{N}(\mu^a_{ik}, s), \\
\gamma_{ik} &\sim \mathcal{B}(r_1, r_2), \\
\alpha_{ik} &\sim \mathcal{B}((r_1 + \beta)^a_{ik}, r_1), \\
\beta_{ik} &\sim \mathcal{B}((r_1 + \beta)^a_{ik}, r_2),
\end{align*}
\]

where \( \mathcal{B}(\alpha, \beta) \) is the beta distribution with mean \( \alpha/(\alpha + \beta) \) and \( a > 0 \). The scale hyperparameters \( s \) and \( r \) are shrinking \( \theta_{ik} = (\mu_{ik}, \gamma_{ik}, \alpha_{ik}, \beta_{ik}) \in \mathbb{R} \times [0, a] \times [0, 1]^2 \) toward the parameter \( \theta_{ik} = (\mu^a_{ik}, \gamma^a_{ik}, \alpha^a_{ik}, \beta^a_{ik}) \in \mathbb{R} \times [0, a] \times [0, 1]^2 \) which is assumed to be constant for all units in the same cluster, that is for all \( i \in C_{ikh} \) where \( h = 1, \ldots, M_k \) (for further details see Section 3 and (23)).

The second stage of the hierarchy generates the clusters of parameters. For each regime \( k \) we assume a Pitman-Yor process (PYP) prior

\[
\theta_{ik} \mid G_k \sim G_k, \quad G_k \sim \text{PYP}(\nu, \psi, H_0),
\]

with base measure \( H_0 \) and concentration and dispersion parameters \( \nu \in [0, 1] \) and \( \psi > -\nu \), respectively. We assume \( H_0 \) is the product of independent normal and uniform distributions \( \mathcal{N}(\mu; m^*, s^*), \mathcal{U}(\nu; 0, a), \mathcal{U}(\psi; 0, 1) \) and \( \mathcal{U}(\beta; 0, 1) \), which are usually chosen priors in parametric Bayesian inference for MSGARCH (e.g., see Billio, Casarin, and Osunthu 2016). The PYP introduced in Pitman and Yor (1997) is a generalization of the Dirichlet process which can be obtained for \( \nu = 0 \) (e.g., see Bassetti, Casarin, and Leisen 2014).

Through the illustration of the Chinese Restaurant metaphor, the clustering structure of the PYP is defined by a Polya-Urn sampling scheme. The parameter \( \theta_{ik} \) of the \( i \)th unit is either equal to one of the other units or a new one from the base distribution \( H_0 \), that is,

\[
\theta_{ik} | \theta_{ik-1}, \ldots, \theta_{i1-k-1} \overset{\text{PYP}}{=} \frac{1}{\psi - \nu + i} \sum_{j=1}^{-i} \delta_{\theta_{ik}}(\theta_{ik}) + \frac{\psi}{\psi - \nu + i} H_0(\theta_{ik}).
\]
Figure 2. DAG of the Bayesian nonparametric panel MSGARCH model. It exhibits the hierarchical structure of the observations \(y = (y_{1t}, \ldots, y_{Nt})\) (boxes), the latent state variables \(s_t = (s_{1t}, \ldots, s_{Nt})\) (gray circles), the parameters of the transition probability matrix \(P_t = (p_{ij}, \ldots, p_{Kj})\), the hyperparameters of the first stage \(K = (k_1, \ldots, k_K)\), \(\theta = (\theta_1, \ldots, \theta_K)\), and \(\phi = (\phi, \mu, \sigma, \nu)\). The directed arrows show the conditional independence structure of the model.

This sequential allocation procedure generates clusters in the parameter space, where the number of clusters \(M_k\) is random with the following prior distribution

\[
P(M_k = h) = \frac{h^{-1}}{\Gamma(h)} \frac{\Gamma(h + v + 1)}{\Gamma(h + v + N)} S_v(N, h),
\]

with \(h \in \mathbb{N}\), where \(S_v(N, h)\) is a generalized Stirling number of the first kind, and \(\Gamma_1(x)\) is the one-parameter gamma function (e.g., see Bassetti, Casarin, and Leisen 2014). To evaluate the prior mean of the number of clusters, we use

\[
\mathbb{E}(M_k) = \sum_{v=0}^{\infty} \frac{\Gamma(v + h) \Gamma(v + 1)}{\Gamma(2v + h + K + 1)} \left(\frac{1}{\Gamma_1(v + 1)}\right)^{K+1} \frac{1}{\Gamma_1(v + 1/2, h)}.
\]

We summarize our Bayesian nonparametric model in the Directed Acyclic Graph (DAG) representation of Figure 2.

The PYP clustering effects on the cross section correspond to a probabilistic clustering of the parameters based on an infinite mixture distribution. The PYP can be written in a Sethuraman’s like representation as a discrete random measure (see Sethuraman 1994)

\[
G_k(d\theta^*) = \sum_{h=1}^{\infty} W_{hk} \delta_{\theta^*_h}(d\theta^*),
\]

where the atoms \(\theta^*_h\) are iid random variables from the base measure \(H_0\) and the random weights \(W_{hk}\) have the stick-breaking representation

\[
W_{hk} = \prod_{l=1}^{h-1} (1 - V_{lk}),
\]

with \(V_{lk} \sim Beta(1 - \nu, \psi + \nu l), l = 1, 2, \ldots, h\) (see Arbel, Blasi, and Prünster 2019).

By integrating out the discrete part of the hierarchical prior, the following infinite mixture representation of the prior distribution on \(\theta\) is obtained

\[
\theta_{ik} | G_k \overset{\text{ind}}{\sim} \int \pi(\theta_{ik} | \theta^*) G_k(d\theta^*) = \sum_{h=1}^{\infty} W_{hk} \pi(\theta_{ik} | \theta^*_h),
\]

where \(\pi(\theta_{ik} | \theta^*)\) is the joint parameter distribution at the first stage of hierarchical prior (see (7)–(8)) and \(G_k(\theta^*)\) is the distribution at the second stage. In conclusion the PYP prior allows for probabilistic clustering in the parameter space.

The predictive density induced by our prior assumptions can be written as

\[
y_{it} | G, s_{it} \overset{\text{ind}}{\sim} \sum_{h=1}^{\infty} W_{hs_{it}} \nu \left( \int f_t(y_{it} | \nu_{s_{it}}, \theta_{s_{it}}) \pi(d\theta_{s_{it}} | \theta^*_s) \right),
\]

where \(G = (G_1, \ldots, G_K)\) is the collection of state-dependent measures, \(f_t(y_{it} | \nu_{s_{it}}, \theta_{s_{it}}) = f_t(y_{it} | \mu_{ik}, \sigma_{hk})\) is the transition kernel of the MSGARCH with \(\sigma_{hk}^2 = \gamma_h + \alpha_{hk}^2 \theta_{s_{it}}^2 - \beta_{hk}^2 \sigma_{s_{it-1}}^2\) for \(k = 1, \ldots, K\) and \(\theta_{hk} = (\mu_{ik}, \gamma_{hk}, \alpha_{hk}, \beta_{hk})\). This prior predictive density accounts for various forms of possible heterogeneity in the data such as asymmetry, excess of kurtosis and multimodality.

3. Posterior Approximation

In this section we discuss the approximation of the posterior distribution, some identification issues and the selection of the number of regimes. We also summarize the simulation results for approximation efficiency and inference effectiveness. Let \(\Theta = (\theta_1, \ldots, \theta_K)\) be the collection of the units and regime parameters \(\theta_k = (\theta_{1k}, \ldots, \theta_{Nk})\) and \(P = (P_1, \ldots, P_N)\) the collection of transition probability matrices. Let \(Y = (y_{1t}, \ldots, y_{T})\) and \(S = (s_{1t}, \ldots, s_{T})\) be the collection over time of observation vectors \(y_t = (y_{1t}, \ldots, y_{Nt})\) and of latent vectors \(s_t = (s_{1t}, \ldots, s_{Nt})\), respectively. The likelihood function of the panel MSGARCH model is not tractable being written in integral form. However, a data-augmentation principle can be applied to develop efficient posterior simulation methods (Frühwirth-Schnatter 1994). We introduce the set of auxiliary allocation variables \(\xi_{it,k} = \nu(s_{it} = k)\) to write the complete-data likelihood function as follows

\[
L(Y, \Xi | \Theta, P) = \prod_{t=1}^{T} \prod_{i=1}^{N} f_t(y_{it} | \nu_{s_{it}}, \theta_{s_{it}}) \prod_{i=1}^{N} \nu \left( \prod_{k=1}^{K} p_{ijk}^{\xi_{it,k}} \right),
\]

where \(\Xi = (\xi_1, \ldots, \xi_T)\) is the collection of the latent vectors \(\xi_i = (\xi_{i1}, \ldots, \xi_{iN})\) over time, with \(\xi_{it} = (\xi_{it1}, \ldots, \xi_{itK})\).

The joint hierarchical prior distribution is

\[
\pi(\Theta, G) = \prod_{k=1}^{K} \left( \prod_{i=1}^{N} \pi(\theta_{ik} | G_i) \prod_{k=1}^{K} p_{ijk}^{\xi_{it,k}} \right) \pi(V) \pi(\Theta^*),
\]

where the infinite mixture priors, for \(k = 1, \ldots, K\), are given by

\[
\pi(\theta_{ik} | G_i) = \sum_{h=1}^{\infty} W_{hk} \pi(\theta_{ik} | \theta^*_h),
\]
where \( \pi(\theta_{ik}|\theta_{ik}^a) = \mathcal{N}(\mu_{ik}|\mu_{ik}^a, s) \) \( B(e(\alpha_{ik}|\alpha_{ik}^a, s) B(e(\beta_{ik}^n|\beta_{ik}^n, s) \) \( \mathcal{B}(|\gamma_{ik}|a, r) \) is the first-stage joint prior distribution given in (7)–(8), and
\[
\pi(\Theta_k^a) = \prod_{h=1}^{\infty} \mathcal{N}(\mu_{hk}^a; m^a, s^a) U(a^h; 0, 1) U(\beta_{hk}^n; 0, 1) U(\gamma_{hk}^a; 0, a),
\]
\[
\pi(V_k) = \prod_{l=1}^{\infty} B(e(V_{lk}; 1 - v, \psi + v)),
\]
(18)
(19)
are the joint distributions of the infinite collection of atoms and stick-breaking variables, \( \Theta_k^a = (\theta_{1k}, \theta_{2k}, \ldots) \) and \( V_k = (V_{1k}, V_{2k}, \ldots) \), respectively.

The prior joint distribution in a Bayesian nonparametric framework is usually not tractable since its support is the space of the discrete random measures which are infinite-dimensional objects (see (17)–(19)). Nevertheless, the data-augmentation principle can be applied in order to make the inference problem more tractable. Following the recent Bayesian nonparametric literature (e.g., see Bassetti, Casarin, and Leisen 2014; Bassetti, Casarin, and Ravazzolo 2018; Billio, Casarin, and Rossini 2019), we introduce a set of slice variables \( U_{ik} \sim U(0, 1) \) and define the index set \( A_{Uk} = \{ h | U_{ik} < W_{hk} \} \). Then the infinite mixture can be demarginalized as follows
\[
\pi(\theta_{ik}|U_k, V_k, \theta_{ik}^a) = \sum_{h=1}^{\infty} I(U_{ik} < W_{hk}) \pi(\theta_{ik}|\theta_{ik}^a) = \sum_{h \in A_{Uk}} \pi(\theta_{ik}|\theta_{hk}^a),
\]
which is an almost-surely finite mixture since \( \text{Card}(A_{Uk}) < \infty \) a.s., where \( U_k = (U_{1k}, \ldots, U_{Nk}) \) is the collection of slice variables.

Following the standard practice in finite mixture modeling we introduce the latent allocation variable \( D_{ik} \in A_{ik} \) and obtain
\[
\pi(\theta_{ik}|U_k, D_k, V_k, \theta_{ik}^a) = I(U_{ik} < W_{D_{ik}}) \pi(\theta_{ik}|\theta_{D_{ik}}^a),
\]
where \( D_k = (D_{1k}, \ldots, D_{Nk}) \). Let us denote with \( V = (V_1, \ldots, V_K), U = (U_1, \ldots, U_K) \) and \( \Theta^a = (\theta_1^a, \ldots, \theta_K^a) \) the collections of regime-specific auxiliary variables and atoms. The posterior joint distribution \( \pi(\Xi, \Theta, P, U, D, V, \Theta^a|Y) \) is proportional to
\[
L(Y, \Xi|\Theta, P) = \prod_{l=1}^{K} \left( \prod_{i=1}^{N} \pi(\theta_{il}|U_l, D_l, V_l, \Theta^a) \right) \prod_{k=1}^{l} \pi(V_k) \pi(\Theta_l)
\]
\[
\times \pi(V_j) \pi(\Theta_l).
\]
(22)

Note that the allocation variables allow to reconcile the notations used in the hierarchical model of (7) and the random measure representation in (11)–(13) as follows
\[
\hat{\theta}_{ik}^a = \theta_{D_{ik}}^a.
\]
(A Gibbs sampler is used to generate random samples from the joint posterior and to approximate the Bayesian estimator. The Gibbs sampler iterates the following steps

1. Sample slice and stick-breaking variables \( U \) and \( V \) given \( \Xi, \Theta, P, D, \Theta^a, Y \)
2. Sample the transition probability matrices \( P \) given \( \Xi, \Theta, U, D, V, \Theta^a, Y \)
3. Sample the atoms \( \Theta^a \) given \( \Xi, \Theta, P, U, D, V, Y \)
4. Sample the MSGARCH parameters \( \Theta \) given \( \Xi, P, U, D, V, \Theta^a, Y \)
5. Sample the switching allocation variables \( \Xi \) given \( \Theta, P, U, D, V, \Theta^a, Y \)
6. Sample the mixture allocation variables \( D \) given \( \Xi, \Theta, P, U, V, \Theta^a, Y \)

The derivation of the full conditional distributions and sampling method are given in Appendix A. The parameter estimator \( \hat{\theta} \), with \( \theta \) element of \( \Theta \), is approximated as average of MCMC draws from the posterior. The latent state estimator is approximated as \( \hat{\delta}_{it} = \sum_{k=1}^{K} k\hat{\xi}_{ik,t}, \) with \( \hat{\xi}_{ik,t} \) the \( k \)th element of the switching allocation variable estimator \( \hat{q}_{it} = \arg \max(\hat{q}(\xi_{it}|Y)) \), where \( \hat{q}(\xi_{it}|Y) \) is the MCMC approximation of the discrete posterior distribution \( q(\xi_{it}|Y) \), obtained from the Forward Filtering Backward Sampling step.

The likelihood function and the posterior distribution remain unchanged with respect to any state permutation. This identification issue and the related label switching problem are commonly solved by imposing a prior restriction on the parameters \( \theta_{ik} \), or on a transformation \( q(\theta_{ik}) \) (see Celeux 1998; Frühwirth-Schnatter 2001, 2006) such as a prior ordering, \( q(\theta_{i1}) > q(\theta_{i2}) > \cdots > q(\theta_{iK}) \), with some economic interpretation. In this article we implement two alternative strategies based on performance regimes \( \mu_{11} > \mu_{12} > \cdots > \mu_{1K} \) (BNP-MSGARCH-\( \mu \) model) and on volatility regimes \( \gamma_{11}/(1 - \alpha_{11} - \beta_{11}) > \gamma_{12}/(1 - \alpha_{12} - \beta_{12}) > \cdots > \gamma_{1K}/(1 - \alpha_{1K} - \beta_{1K}) \) (BNP-MSGARCH-\( \gamma \) model). The first identification scheme mimics an investing strategy which classifies risky assets into different groups (styles) and move invested funds among these styles depending on their relative performance. This strategy would be decisive in monitoring the relative performance of style portfolios, especially during large market drops so to better understand where markets are heading (see Bianchi 2020).

In the literature, this approach for asset allocation is known as "style investing" or "style strategies" (Barberis and Shleifer 2003) and the style identification criterion is known as "style features." The classification of assets usually relies on industry sectors (Jame and Tong 2014) or factors (Barberis and Shleifer 2003), whereas in this article it is driven by our statistical model. The second identification scheme is more common in volatility modeling and can be used to protect portfolio allocation against excess of volatility (i.e., Barro, Canestrelli, and Consigli 2019).

In order to detect the number of regimes, we extend the univariate approach by Otranto and Gallo (2002) to a panel data framework. As in Otranto and Gallo (2002), we exploit the fact that the joint density of a panel MS model is a mixture density with the number of components equal to the number of regimes and specify the following multivariate BNP model
\[
y_t(\tilde{\mu}_t, \tilde{\Lambda}_t^{-1}) \sim N_N(\tilde{\mu}_t, \tilde{\Lambda}_t^{-1}), t = 1, 2, \ldots, T, \text{ with location } \tilde{\mu}_t = (\mu_{1t}, \ldots, \mu_{Nt}) \text{ and diagonal precision matrix } \tilde{\Lambda}_t = \text{diag}(\lambda_{11}, \ldots, \lambda_{N1}), \text{ such that } (\mu_{ij}, \tilde{\Lambda}_t^{-1}) \sim \mathcal{G}, \text{ where } \mathcal{G} \sim PYP(\psi_0, \phi_0, \theta_0) \text{ is a PY prior. This approach is flexible and robust to structural change-points at the beginning or at the end of the sample. Procedure details are given in Appendix A. For}
MCMC approximation efficiency and inference effectiveness, we run simulation experiments for four different data generating processes (DGP) using BNP-MSGARCH-μ. We consider two regimes and various degrees of separation in the cluster intercept and variance. The simulation results show that the MCMC chain converges and a thinning of 10 is needed to reduce the Monte Carlo variance. Details are reported in Appendix B (supplementary materials).

4. Empirical Application

This section presents an empirical application of the BNP-MSGARCH model to the S&P100 constituents over the period 6th January 2000–3rd October 2020. 78 assets of the 101 constituents are selected in order to keep the panel balanced. Further, since style investing uses weekly or monthly predictions (e.g., see Froot and Teo 2008; Brookfield, Su, and Bangassa 2015), the percentage log-returns at weekly frequency are obtained. As a preliminary evidence, the cross-sectional heterogeneity observed in Figure 1 is robust to the choice of the rolling window size (see Appendix C, supplementary materials). In the analysis, we proceed in three steps: (i) detection of the number of regimes; (ii) forecast comparison; (iii) portfolio analysis.

The number of regimes is detected using the procedure described in Section 3, the BNP-MSGARCH model is fitted to the data (using both BNP-MSGARCH-μ and BNP-MSGARCH-γ), and the clusters’ composition is examined. We set two regimes (the extend procedure of Otranto and Gallo (2002) points to 2 regimes, see Figure C3). When ordering the expected returns in the BNP-MSGARCH-μ model (μ_1 > μ_2), regime 1 corresponds to a relative over-performance state and regime 2 to an under-performance state. Observations of the assets are assigned to one of the two regimes on the basis of the largest posterior probability (see ς in Section 3). We notice that this identification constraint is strongly supported by the data and allows us to separate the assets returns in two performance regimes (see Figure C4).

For cluster identification, we assume a quite diffuse PYP prior distribution (ν = 0 and ψ = 10). The posterior distribution is concentrated (see Figure C5) suggesting a substantial revision of the prior information and the MAP estimates of the number of clusters is 2 and 3 for regime 1 and 2, respectively. To study the composition of the clusters in the two regimes, we use the sector classification (for details, see Appendix C) and some fundamental financial ratios. First, we identify the clusters using the co-clustering probability matrix, which contains the probability of the prior information and the MAP estimates of the number of clusters.

The top panel of Figure 3 reports the co-clustering matrices for the two regimes in case of expected returns identification constraints. In each block, gray shades represent the sector membership of the assets.

Figure 3. The posterior co-clustering matrix in regime 1 (left) and 2 (right) for expected returns (top) and volatility (bottom) identification constraints. In each block, gray shades represent the sector membership of the assets.
constraint. In each block matrix, the algorithm identifies a constituent (asset) belonging to a cluster with the label 1 (gray shaded patch) and 0 (white patch) otherwise. The gray shades represent the sectors in the clusters. Following Wade and Ghahramani (2018), we use the variation of information (VI) metric proposed by Meilă (2007) to compare the two regimes (in terms of clusters). This measure compares the information in the two regimes with the information shared between the two regimes. The normalized value of VI is equal to 0.20 (VI lies in the interval $0 - \log_2(N)$, and a normalized value is obtained dividing VI by $\log_2(N)$), which suggests a substantial difference between the clustering and composition in the two regimes (see Figure 3).

In particular, for cluster 1 in both regimes, the majority of the sectors representing the assets are: manufacturing (about 40% in both regimes), financial and insurance (19% in the first regime), and wholesale and retail (25% in the second regime). Similar results for the sectors are found for cluster 2 in the two regimes: the manufacturing sector represents about 40% of the assets in the two regimes, while the financial and insurance sector is about 18% for regime 2, and information and communication is around 20%.

Further, in order to characterize the clusters in terms of the market size, measured by market capitalization, of the constituents, we first rank the companies by computing the average size of each of them using the last year of the sample period. Then, we classify the assets into three groups, namely small (bottom panel 30%), medium (middle panel 40%) and big (top panel 30%) companies (see Tab. C4). In regime 1, companies with the medium size represent the largest majority about 40%, and a similar outcome is also observed for regime 2.

For the cluster composition, we also compute the value of the Price-to-Earnings ratio (PE) for all the clusters (the average PE is computed over the last 10 years following the standard practice in style analysis). For regime 1, clusters 1 and 2 have values of PE equal to 26.97 and 32.38, respectively. For regime 2, these values are 27.08, 35.69, and 23.72 for clusters 1, 2, and 3, respectively.

In both regimes cluster 2 is overvalued. Further to this, Figure 4 shows that dynamics in clusters 1 and 2 in regime 1 resemble those in regime 2.

Compared to the case of constraint on expected returns, the volatility identification strategy returns separated regimes for the single series, while the identification is less effective for the panel as a whole. Further, the posterior distribution concentrates on 5 and 4 cluster for regime 1 and 2, respectively (see Figure C5). The normalized value of VI is equal to 0.41 (see bottom panel of Figure 3). The analysis of implied volatility points to a difference in the level rather than in the dynamics (see Figure 4). Further details of all the results on cluster composition are reported in Appendix C.

As regards the one-step ahead forecast comparison, we use the following models: BNP-MSGARCH-$\mu$, BNP-MSGARCH-$\gamma$, BNP-GARCH, and GARCH. All the models are GARCH(1,1). The forecasts are computed for the period December 26, 2014–October 3, 2020 by a rolling window of 780 observations. We assess the forecasts by the RMSE and CRPS for the full out-of-sample period, and pre-COVID and COVID periods. The RMSE in Table 1 indicates that models show
equal predictive ability, especially for the full out-of-sample period and the pre-COVID period, with marginal differences (Appendix C includes box-plots of RMSEs). In the COVID period, the performance of all models worsens, but the largest flexibility of the nonparametric GARCH models ensures better forecasts.

When looking at CRPS, BNP-MSGARCH-\(\gamma\) ranks first and BNP-MSGARCH-\(\mu\) places second. This result is likely due to the fact that CRPS accounts for differences not only in mean but also in higher order moments of the forecast distributions. The BNP-GARCH and the GARCH have similar performance, with the exception of the COVID period.

A Markowitz portfolio allocation based on forecasts is carried out to establish economic gains. An investor deals with the following decision problem
\[
V = \sum_{i=1}^{N} \sum_{j=1}^{N} X_i X_j \sigma_{ij}, \quad \text{s.t.} \quad E = \sum_{i=1}^{N} X_i \mu_{yi} = \bar{y}, \sum_{i=1}^{N} X_i = 1, X_i \geq 0, \text{where } E \text{ is the expected return from a portfolio, } X_i \text{ is portfolio weights chosen to minimize the portfolio risk, and } \mu_{yi} \text{ is the expected return of the } i\text{th asset. } X_i \text{ is assumed to be nonnegative (no short sales). We omit the constraint } E = \sum_{i=1}^{N} X_i \mu_{yi} = \bar{y} \text{ to build a minimum variance portfolio (see Hlouskova, Schmidheiny, and Wagner 2009). For the portfolio, we compute the Sharpe ratio for each model using the weekly treasury bill rate from Kenneth French’s 2009). For the portfolio, we compute the Sharpe ratio for each model using the weekly treasury bill rate from Kenneth French’s}
\]

\[
\text{Table 1. Out-of-sample evaluation. RMSE and CRPS.}
\]

| Models               | RMSE               | CRPS               | SR               |
|----------------------|--------------------|--------------------|------------------|
|                      | Full period        | pre-COVID period   | COVID period     |
| BNP-MSGARCH-\(\mu\) | 3.829              | 3.047              | 7.156            |
| BNP-MSGARCH-\(\gamma\)| 3.826              | 3.045              | 7.152            |
| BNP-GARCH            | 3.823              | 3.041              | 7.151            |
| GARCH                | 3.830              | 3.042              | 7.180            |
|                      |                    |                    |                  |

\[
\text{NOTES: BNP-MSGARCH-\(\mu\) and BNP-MSGARCH-\(\gamma\) are the Bayesian nonparametric panel Markov-Switching models with restrictions on expected returns and on volatility, respectively; GARCH is the standard GARCH model; BNP-GARCH is the Bayesian nonparametric GARCH model without regime changes. RMSE, CRPS, and SR are the averages of the root mean square error, the continuous ranked probability score, and the Sharpe ratio, respectively. The COVID period starts in early February 2020, see Centers for Disease Control and Prevention (CDC))}
\]

5. Conclusion

The study of volatility in large panels of financial assets is central for professional investors focusing on protection of invested portfolios, and for policy maker aiming at the stability of the economic system. The evidence of clusters in financial returns has attracted researchers’ attention. This article proposes a new Bayesian nonparametric (BNP) inference for Markov-switching GARCH (BNP-MSGARCH) models with clustering effects to deal with regime changes, temporal and cross-sectional clustering in large panels of financial data.

Within the BNP-MSGARCH framework, the number of regimes is detected using a new BNP procedure that extends the univariate approach of Otranto and Gallo (2002) to panel data. Further, to capture cross-sectional clustering, this article proposes a hierarchical Pitman-Yor process prior for the MSGARCH parameters. The simulations show that our posterior approximation procedure is efficient and our inference is able to recover the true value of the parameters and the number of clusters and regimes.

An application to the S&P100 constituents is offered for forecasting and portfolio allocation purposes. There is clear evidence of asset clustering with heterogenous composition across sectors and style features, which ensures a superior density-forecast performance and a better portfolio allocation for the BNP-MSGARCH model.

Appendix A: Proof of the Results in Section 3

We introduce for \(h \geq 1\) the set of parameters allocated to the \(h\)th mixture component in the regime \(k\), \(D_k = \{i = 1, \ldots, N|D_k = h\}\) and the set of the non-empty mixture components \(D_k^* = \{h|D_k \neq \emptyset\}\). The number of stick-breaking components needed for the finite mixture representation is \(D_k^* = \max(D_k, i = 1, \ldots, N)\). When sampling from the full conditional distribution of \(\Theta_k^*\) and \(V_k\), only \(N_k^*\) elements are sampled, where \(N_k^*\) is the smallest integer such that \(\sum_{h=1}^{N_k^*} W_{hh} > 1 - U_k^*\), where \(U_k^* = \min(U_{ik}, i = 1, \ldots, N)\).

A.1. Full Conditional Distribution of \(V\) and \(U\)

Let us split \(V_k\) in three blocks: \(V_k^* = \{V_{ik} : i \in D_k^*\}\), \(V_k^{**} = \{V_{kD_k^*+1}, \ldots, V_{kD_k^*+N_k^*}\}\) and \(V_k^{***} = \{V_{ik} : i > N_k^*\}\). The samples are generated from a collapsed Gibbs step

1. the full conditional of the elements in \(V_k^*\) given \(\Xi, \Theta, P, D, \Theta^*, Y\),

\[
f(V_k|\cdots) \propto B(e) \left(1 - v + \sum_{i=1}^{N_k^*} I(D_k = i), \psi + v + \sum_{i=1}^{N_k^*} I(D_k > i)\right) \times I(D_k = i)\]

(24)

2. the full conditional of the elements of \(V_k^{**}\) and \(V_k^{***}\) given \(\Xi, \Theta, P, D, \Theta^*, \Theta^*, Y\), which coincides with the prior distributions \(B(e) = B_1(e)\) for \(i > D_k^*\)

3. the full conditional of the elements of \(U_{ik}\) given \(V\) and \(\Xi, \Theta, P, D, \Theta^*, Y\), \(f(U_{ik}|\cdots) \propto I(U_{ik} < W_{D_k})\), which is uniform on the interval \((0, W_{D_k})\)

In terms of Sharpe ratio, BNP-MSGARCH models gain the best portfolio performance (Table 1), indicating that the largest flexibility of nonparametric models has an economic value. The portfolio proportion invested in value stocks rises in periods of increasing overperforming probability (see Figure C9). The weights to stocks with large implied volatility decrease when the probability of high-volatility regime increases. In particular, value stocks are undervalued at the beginning of the outbreak and reconvoy to a larger portfolio proportion toward the end of 2020.
A.2. Full Conditional Distribution of P and R

We apply a collapsed-Gibbs step and sample \( r_k, k = 1, \ldots, K \), given \( \Xi, \Theta, \Xi \in P, D, V, Y \), and \( p_k = (p_{1,k}, \ldots, p_{N,k}), k = 1, \ldots, K \), is the collection of the \( k \)th row of the transition probability matrices given \( (r_1, \ldots, r_K) \) and \( \Xi, \Theta, \Xi \in P, D, V, Y \). As for the transition probabilities, from standard calculations in Markov-switching regressions we obtain

\[
  f(p_{1,k} \ldots) \propto \prod_{i=1}^{K} P_{i,k}^{\phi(I_{n,k} + n_{i,k}) - 1} \\
  \times \prod_{i=1}^{K} \text{Dir}(\phi r_{k1} + n_{i,k1}, \ldots, \phi r_{kK} + n_{i,kK}), \tag{25}
\]

where \( n_{i,k} = \sum_{t=1}^{T} \xi_{ik} - \xi_{ih} \). The marginal distribution is

\[
  f(r_k) \propto \prod_{i=1}^{K} \text{Dir}(\phi r_{k1} + n_{i,k1} + 1 - 1) \text{Dir}(\phi r_{k2} + n_{i,k2} + 1 - 1) \\
  \times \prod_{i=1}^{K} \Gamma(\phi r_{ki} + n_{i,k}) \Gamma(\phi + n_{i,k} - 1) \Gamma(\phi),
\]

where \( n_{i,k} = n_{i,k1} + \cdots + n_{i,kK}, \) and \( \Xi = \{ p_1, \ldots, p_K \} \subset \mathbb{R}^K, K > 0. \) The joint full conditional of \( \gamma_{hk} \) and \( \gamma_{sh} \) is

\[
  f(\gamma_{hk} | \cdot) \propto \prod_{i=1}^{K} \left( \frac{1}{\Gamma(\gamma_{hk} + 1)} \Gamma(\gamma_{hk} + 1 - 1) \Gamma(\gamma_{sh} + 1 - 1) \Gamma(\gamma_{sh} + 1) \right) \\
  \times \prod_{i=1}^{K} \text{Dir}(\phi r_{ki} + n_{i,k}) \Gamma(\phi + n_{i,k} - 1) \Gamma(\phi),
\]

where \( \gamma_{hk} \) is

\[
  \gamma_{hk} = \frac{r}{n} \sum_{i \in D_hk} \log(a - \gamma_{ik})/\gamma_{ih} \text{ samples from this conditional distribution are obtained with } MH \text{ algorithm with independent proposal distribution } \left( 1 - \exp(-\kappa_h \gamma_{hk}) \right) \left( 1 - \exp(-\kappa_h \gamma_{sh}) \right)^{-1} \Gamma_{[0, a]}(\gamma_{hk}),
\]

The full conditional of \( \alpha_{hk} \) is

\[
  f(\alpha_{hk} | \cdot) \propto \prod_{i=1}^{K} \left( \frac{1}{\Gamma(\alpha_{hk})} \Gamma(\alpha_{hk}) \Gamma(r(1 - \alpha_{hk})) \right) \\
  \times \exp\left( -\tau_h \alpha_{hk} \right) \left( \frac{1}{\Gamma(\tau_h \alpha_{hk})} \Gamma(\tau_h (1 - \alpha_{hk})) \right) \Gamma_{[0, 1]}(\alpha_{hk}),
\]

where \( \tau_h = \sum_{i \in D_hk} \log(1 - \alpha_{ik}/\alpha_{ih}) \). Samples from this conditional distribution are obtained by MH with independent proposal distribution \( 1 - \exp(-\tau_h \alpha_{hk}) \left( 1 - \exp(-\tau_h \alpha_{sh}) \right)^{-1} \Gamma_{[0, 1]}(\alpha_{hk}) \). Similar argument is applied to derive the full conditional distributions of \( \beta_{hk} \).

A.3. Full Conditional Distribution of \( \Theta^* \)

The full conditional distribution of \( \theta^*_{hk} = (\mu^*_{hk}, \nu^*_{hk}, \alpha_{hk}, \beta_{hk}) \) can be sampled by simulating iteratively from the following conditional distributions. The full conditional of \( \mu_{hk} \) is

\[
  f(\mu_{hk} | \cdot) \propto N(\mu_{hk} | m_{hk}, s_{hk}) \prod_{i=1}^{K} N(\mu_{ik} | \mu_{hk}, s_{hk}),
\]

where

\[
  \mu_{hk} = \mathbb{E}(\gamma_{hk} | a) \gamma^*_{hk} / \gamma^*_{hk} + \mathbb{E}(\gamma_{hk} | a) (r(1 - \gamma^*_{hk} / \gamma^*_{hk})),
\]

\[
  \gamma^*_{hk} = \frac{1}{\tau_{hk}} \left( \frac{1}{\tau_{hk}} + \text{Card}(D_{hk}) \frac{\tau_{hk} \mu_{hk}}{\sigma_{hk}^2} \right)^{-1},
\]

\[
  \sigma_{hk}^2 = \frac{\mu_{hk}^2}{\tau_{hk}^2} + \frac{\sum_{i \in D_{hk}} \mu_{ik}^2}{\tau_{hk}^2},
\]

\[
  s_{hk} = \left( \frac{1}{\tau_{hk}^2} + \text{Card}(D_{hk}) \frac{\mu_{hk}^2}{\sigma_{hk}^2} \right)^{-1/2}.
\]

The joint full conditional of \( \nu_{hk} \) is

\[
  f(\nu_{hk} | \cdot) \propto \prod_{i=1}^{K} \text{Beta}(\nu_{ik} | a_{hk}, r(1 - \nu_{ik} / \nu_{hk})),
\]

where

\[
  \nu_{hk} = \frac{1}{\tau_{hk}} \left( \frac{1}{\tau_{hk}} + \text{Card}(D_{hk}) \frac{\tau_{hk} \mu_{hk}}{\sigma_{hk}^2} \right)^{-1}.
\]

A.4. Full Conditional Distribution of \( \Theta \)

The full conditional distribution of the elements of \( \theta_{ik} = 1, \ldots, K \) is discussed. Let \( \mu_j = (\mu_{j1}, \ldots, \mu_{jk}) \), its full conditional distribution is

\[
  f(\mu_j | \cdot) \propto \prod_{i=1}^{K} N(\mu_j | m_{ij}, 0.05 \Gamma(\mu_j | p_{ij} - 1, S_j)),
\]

where \( S_j = \text{diag}(s_{1j}^2, s_{2j}^2, \ldots, s_{kj}^2) \) and \( s_{ij}^2 = \gamma_j(s_j + \gamma_j(s_j))(s_j - 1 - \mu_j(s_j - 1))^2 + (\sigma_j(s_j))\gamma_j s_j^2 \). The constructed mean and variance are used to define the parameters of the normal mixture proposal distribution for \( \mu_j \), that is \( f(\mu_j | \cdot) \) is a normal mixture distribution.

\[
  f(y_i, \alpha_i, \beta_i | \cdot) \propto \prod_{i=1}^{K} \text{Beta}(y_i | a_{ij}, r(1 - \gamma_{ij}^* / \gamma_{ij})),
\]

where \( y_i = (y_{i1}, \ldots, y_{ik}) \), \( \alpha_i = (\alpha_{i1}, \ldots, \alpha_{ik}) \) and \( \beta_i = (\beta_{i1}, \ldots, \beta_{ik}) \). We follow the ARMA approximation of the MSGARCH process, that is

\[
  \sigma_{it}^2 = \gamma(s_j + \gamma_j(s_j)) + \beta(s_j) \epsilon_{it - 1}^2 - 1 + \beta(s_j) \sigma_{it - 1}^2,
\]

\[
  \epsilon_{it}^2 = \gamma(s_j + \gamma_j(s_j)) + \beta(s_j) \epsilon_{it - 1}^2 - 1 - \beta(s_j) \sigma_{it - 1}^2 + \epsilon_{it - 1}^2 - \sigma_{it - 1}^2.
\]

Let \( w_{it} = \epsilon_{it}^2 - \sigma_{it}^2 = \left( \frac{\epsilon_{it}^2}{\sigma_{it}^2} - 1 \right) \sigma_{it}^2 = (\chi^2(1) - 1) \sigma_{it}^2 \) with \( E_{\epsilon_{it}}[w_{it}] = 0 \) and \( \text{var}_{\epsilon_{it}}[w_{it}] = 2 \sigma_{it}^4 \). Subject to the above, we assume \( w_{it} \) is normal with mean 0 and variance 2. The auxiliary ARMA model for the squared error term \( \epsilon_{it}^2 \) is \( \epsilon_{it}^2 = \gamma_{it}^2 + \epsilon_{it}^2 - \sigma_{it}^2 \).
where \( \alpha(t_i) + \beta_i(t_i) + \beta_i(s_i) r_{i,s_i}^{e} = \gamma_i(t_i) \) and \( \alpha_i(t_i) = \gamma_i(t_i) \) denote the proposal amount of information in its construction. We denote the proposal function \( \nu_i(t_i) = \gamma_i(t_i) \) as a linear function of the \( (2K \times 1) \) vector of volatility parameters \( \theta_{\alpha_i} = (\gamma_1, \gamma_2, \ldots, \gamma_{K}, \alpha_{1}, \alpha_{2}, \ldots, \alpha_{K})' \). To do this, we approximate the function \( \nu_i^{(r)}(t_i) \) by the first order Taylor’s expansion about \( \theta_{\alpha_i}^{(r-1)} \):

\[
\nu_i^{(r)}(t_i) = \nu_i^{(r-1)}(t_i) + \nabla'_{\theta_{\alpha_i}}(\nu_i)(t_i)(\theta_{\alpha_i} - \theta_{\alpha_i}^{(r-1)})
\]

as a linear approximation, the full conditional distribution of \( \theta_{\alpha_i} \) approximates as

\[
f(\theta_{\alpha_i} | \xi_{i,t-1}, \mu_i(t), \gamma_i(t)) \propto \frac{1}{|T|^{\frac{1}{2}}} \exp\left(-\frac{\nu_i' \gamma_i^{-1} \nu_i}{2}\right) \times N_{3K}(\nu_{\alpha_i}, \sigma_{\nu_{\alpha_i}}, \sigma_{\gamma_i}),
\]

where \( \Theta = \{\gamma_i, 0, \ldots, \gamma_{K} > 0, 0 < \sigma_{i} < 1, 0 < \gamma_{K} < 1, 0 < \beta_i < 1 \} \) and \( \nu_{\alpha_i} = -\sigma_{\nu_{\alpha_i}}^{-1} \nabla'_{\theta_{\alpha_i}}(\nu_i)(t_i) \nu_{\alpha_i}^{-1} \). The mean and variance defined above are used to characterize proposal distribution for \( \theta_{\alpha_i} \), that is a mixture of truncated normal distributions. In our MCMC exercise, we sample \( \theta_{\alpha_i} \) from the normal mixture \( f(\theta_{\alpha_i}) = \cdots = 0.05N(\theta_{\alpha_i}, \sigma_{\alpha_i}) + 0.95N(\theta_{\alpha_i}^{(r-1)}, \sigma_{\alpha_i}) \) and check that each sample satisfies the constraints.

**A.5. Full Conditional Distribution of \( \Xi \)**

The full joint conditional distribution of the state variables, \( \xi_{i,1:T} = (\xi_i, \ldots, \xi_T) \) with \( \xi_i = (\xi_{i,1}, \ldots, \xi_{i,K}, \xi_{i,t}) \), given the parameter values and return series

\[
p(\xi_{i,1:T} | \ldots) \propto \prod_{t=1}^{T} f(\gamma_i(t), \theta_{\gamma_i}) \prod_{k=1}^{K} f(\sigma_i, \theta_{\sigma_i}) \prod_{k=1}^{K} f(\nu_i, \theta_{\nu_i})
\]

is a nonstandard distribution. For this reason, following Billio, Casarin, and Osuntuyi (2016), we propose a MCMH algorithm with proposal distribution given by an approximation of the smoothed probability \( p(\xi_{i,1:T} | \ldots) \). The algorithm involves running a Forward Filtering Backward Sampling (FFBS) on an auxiliary model to generate proposals at each iteration step (Carter and Kohn 1994; Frühwirth-Schnatter 1994). Among several alternative collapsing procedures (see Billio, Casarin, and Osuntuyi 2016), we adopt the MSGARCH model by Klaassen (2002) as an auxiliary model as it accounts for the highest amount of information in its construction. We denote the proposal distribution by

\[
q(\xi_{i,1:T} | \theta_{i}, \gamma_{i,1:T}) = q(\xi_{i,t} | \theta_{i}, \gamma_{i,1:t}, \xi_{i,1:t-1}),
\]

where \( q(\xi_{i,t} | \theta_{i}, \gamma_{i,1:t}, \xi_{i,1:t-1}) = q(\xi_{i,t} | \theta_{i}, \gamma_{i,1:t}, \xi_{i,1:t-1}) \) is the filtered probability. At time \( t \), given \( \theta_i \) and \( \gamma_{i,1:t-1} \), the predicted and filtered distributions are

\[
q(\xi_{i,t} | \theta_{i}, \gamma_{i,1:t-1}) = \frac{K}{q(\xi_{i,t} | \theta_{i}, \gamma_{i,1:t-1})} \sum_{k=1}^{K} \int_{I_{t,k}} P_{\mu_{i,k}}^{(t)} q(\xi_{i,t-1} | \theta_{i}, \gamma_{i,1:t-1})
\]

where \( c = \sum_{k=1}^{K} q(\gamma_{i,t} | \theta_{i}, \gamma_{i,1:t-1}) \). The full conditional of \( \theta_{i} \) is:

\[
q(\theta_{i} | \gamma_{i,1:t-1}) = \int_{I_{t,k}} \frac{1}{c(t)} q(\xi_{i,t} | \theta_{i}, \gamma_{i,1:t-1}) q(\xi_{i,t} | \theta_{i}, \gamma_{i,1:t-1})
\]

A.6. Full Conditional Distribution of \( D \)

The full conditional of \( D_k \) is \( P(D_k = h | \cdot) = c_h / c \) for \( h \in A_k \), with \( c_h = N(\mu_k | \mu_{h,k}^*, s) = \sum_{j=1}^{N} \beta_{h,j} (1 - \alpha_k) \beta_{h,j} | \sigma_k^2 | \beta_{h,j} (1 - \beta_k^2) \). The BNP model allows for the infinite mixture representation \( y_{ij} \sim \sum_{k=1}^{\infty} W_k \beta_i(y_{ij} | \mu_k, \Lambda_k) \), where \( \psi(y_i, \Sigma) \) denotes the density of a multivariate normal with location and scale parameters, \( \mu \) and \( \Sigma \), respectively. We assume the base measure \( Q_0 = \sum_{k=1}^{N} \beta_k | \mu_{h,k}^* | \sigma_{h}^{-1} < \beta_k^2 | \mu_k | \sigma_k^{-1} \mu_k, \tau_k^{-1} \) and \( \Lambda_k \), a normalized constant and a real positive constant.

A.7. Detection of the Number of Regimes

We present the panel version of the univariate approach by Otranto and Gallo (2002). We assume \( y_{ij} (\beta_i, \Lambda_i) \sim \omega_{ij}(\mu_i, \Sigma_i) \). We use the BNP model for the infinite mixture representation \( y_{ij} \sim \sum_{k=1}^{\infty} W_k \beta_i(y_{ij} | \mu_k, \Lambda_k) \). Instead of using the sampler in Otranto and Gallo (2002), we apply a more efficient sampler which relies on the stick-breaking representation (Walker 2007).
$j = 1, \ldots, N$, where $D_k = \{ t = 1, \ldots, T \mid D_t = k \}$, $T_k = \text{Card}(D_k)$, 
\[
2 \nu_j = \sum_{t \in D_k} G_{jy_t} - \bar{y}_k^2/(T_k - 1), 
\]
$y_j = \sum_{t \in D_k} G_{jyt}/T_k$. Let $D^* = \max\{D_t, t = 1, \ldots, T\}$ be the maximum value of the allocation variables, and $D^*$ the smallest integer such that $\sum_{k=1}^{D^*} W_k > 1 - U_j$. Since $D^* < \infty$ a.s., the infinite mixture reduces to a finite mixture. The full conditionals of the steak-breaking components, the slice variables and the allocation variables are given by
\[
f(V|\cdots) \propto \mathcal{B}(1 - \nu_0 + \sum_{t=1}^T \mathbb{1}(D_t = l), \phi_0 + \nu_0) 
+ \sum_{t=1}^T \mathbb{1}(D_k > l), \nu \leq D^*, \]
\[
f(U_l|\cdots) \propto \mathcal{G}(U_l < W_{D_k}), \nu \leq D^*, \]
\[
f(D_t = k|\cdots) \propto \mathcal{P}(y_{jk} | \mu_k, \Lambda_k^{-1}), \nu \leq D^*.
\]

**Supplementary Materials**

Simulation results and further details on the empirical application are given in the online supplementary materials.
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