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Abstract

We establish Liouville type theorems for elliptic systems with various classes of non-linearities on $\mathbb{R}^N$. We show, among other things, that a system has no semi-stable solution in any dimension, whenever the infimum of the derivatives of the corresponding non-linearities is positive. We give some immediate applications to various standard systems, such as the Gelfand, and certain Hamiltonian systems. The case where the infimum is zero is more interesting and quite challenging. We show that any $C^2(\mathbb{R}^N)$ positive entire semi-stable solution of the following Lane-Emden system,

$$(N_{\lambda, \gamma}) \quad \begin{cases} -\Delta u = \lambda f(x) v^p, \\ -\Delta v = \gamma f(x) u^q, \end{cases}$$

is necessarily constant, whenever the dimension $N < 8 + 3\alpha + \frac{8 + 4\alpha}{q-1}$, provided $p = 1, q \geq 2$ and $f(x) = (1 + |x|^2)^{\frac{\alpha}{2}}$. The same also holds for $p = q \geq 2$ provided

$$N < 2 + \frac{2(2 + \alpha)}{p-1}(p + \sqrt{p(p-1)}).$$

We also consider the case of bounded domains $\Omega \subset \mathbb{R}^N$, where we extend results of Brown et al. [1] and Tertikas [18] about stable solutions of equations to systems. At the end, we prove a Pohozaev type theorem for certain weighted elliptic systems.
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1 Introduction

In this paper, we shall examine semi-stable solutions of semi-linear elliptic systems on bounded and unbounded domains on $\mathbb{R}^N$. We are particularly interested in Liouville type theorems for stable solutions of such systems. Note that this subject is by now well developed for equations such as those involving Gelfand, Lane-Emden, MEMS and even more general $C^1$ convex non-linearities. To our knowledge, no such (Liouville type) theorem exists for stable solutions of systems corresponding to these non-linearities. Let us first mention the definition of stability.

Let $\Omega$ be a subset of $\mathbb{R}^N$ and $f, g \in C^1(\mathbb{R}^2, \Omega)$. Consider the following general system on $\Omega$,

$$(N_{f,g}) \quad \left\{ \begin{array}{ll}
-\Delta u &= f(u, v, x), \\
-\Delta v &= g(u, v, x).
\end{array} \right.$$ 

Following Montenegro [12]—whose work was restricted to bounded domains— we say that a solution $(u, v) \in C^2(\Omega)$ of $(N_{f,g})$ is stable if the following eigenvalue problem, $(S_{f,g})$, has a first positive eigenvalue, $\eta > 0$, with corresponding positive smooth eigenfunction pair $(\phi, \psi)$. We say it is semi-stable if the first eigenvalue $\eta$ is non-negative, i.e., $\eta \geq 0$.

$$(S_{f,g}) \quad \left\{ \begin{array}{ll}
-\Delta \phi &= f_u(u, v, x)\phi + f_v(u, v, x)\psi + \eta \phi, \\
-\Delta \psi &= g_u(u, v, x)\phi + g_v(u, v, x)\psi + \eta \psi,
\end{array} \right.$$ 

In section 2, we shall first consider systems on unbounded domains, and establish Liouville type results for the easy case where the infimum of the derivatives of the non-linearities are greater than zero. We then tackle the more challenging case when the infimum is zero so as to cover Lane-Emden systems.

In section 3, we give a general class of non-linearities for which Liouville type theorems can be established.

2 Systems on unbounded domains

Assume $\Omega$ is the whole space $\mathbb{R}^N$. We first prove the following result.

**Theorem 2.1** Assume $f$ and $g$ are two $C^1$-functions on $\mathbb{R}^{N+2}$.

1. If all partial derivatives of $f$ and $g$ with respect to $u$ and $v$ are non-negative, then there is no $C^2(\mathbb{R}^N)$ entire stable solution for $(N_{f,g})$, i.e., $\eta$ must be zero.

2. If $\min\{\inf f_v, \inf g_u\} \geq C > 0$, where the infimum is on the range of $u$ and $v$, and $f_u, g_v \geq 0$, then there is no $C^2(\mathbb{R}^N)$ entire semi-stable solution for $(N_{f,g})$.

**Proof.** Since proofs of 1 and 2 are similar, we just prove 2. Suppose $(u, v)$ is an entire semi-stable solution of $(N_{f,g})$, so that there exists a pair of positive functions $(\phi, \psi)$ satisfying $(S_{f,g})$ with $\eta \geq 0$. By adding two equations in $(S_{f,g})$ we get,

$$-\Delta(\phi + \psi) = (f_u + g_u)\phi + (f_v + g_v)\psi + \eta(\phi + \psi) \geq \inf g_u \phi + \inf f_v \psi,$$
therefore
\[
\frac{-\Delta (\phi + \psi)}{\phi + \psi} \geq (\inf g_u) \frac{\phi}{\phi + \psi} + (\inf f_v) \frac{\psi}{\phi + \psi} 
\geq \min\{\inf f_v, \inf g_u\} \geq C > 0.
\]

Now, multiply the above equation by \(\zeta^2\) for \(0 \leq \zeta(x) \in C^1(\mathbb{R}^N)\), and do integration by parts to get
\[
C \int_{\mathbb{R}^N} \zeta^2 \leq \int_{\mathbb{R}^N} -\Delta (\phi + \psi) \zeta^2
= \int_{\mathbb{R}^N} \frac{2\zeta}{\phi + \psi} \nabla (\phi + \psi) \cdot \nabla \zeta - \frac{|\nabla (\phi + \psi)|^2}{|\phi + \psi|^2} \zeta^2.
\]

Since the function \(f(x) := 2ax - x^2\) takes it maximum at \(x = a\), we conclude
\[
C \int_{\mathbb{R}^N} \zeta^2 \leq \int_{\mathbb{R}^N} |\nabla \zeta|^2.
\]
This is obviously a contradiction, since there is no Poincaré inequality on \(\mathbb{R}^N\).

**Examples:** Let \(\lambda, \gamma > 0\). Consider the following systems on \(\mathbb{R}^N\).

\[
\begin{align*}
\text{(N1,}\lambda,\gamma) & \quad \begin{cases}
-\Delta u = \lambda e^v, \\
-\Delta v = \gamma e^u,
\end{cases} 
\text{Gelfand System} \\
\text{(N2,}\lambda,\gamma) & \quad \begin{cases}
-\Delta u = \lambda(1 + a(x)u + b(x)v)^p, \\
-\Delta v = \gamma(1 + c(x)u + d(x)v)^q,
\end{cases} 
\text{General Lane-Emden System} \\
\text{(N3,}\lambda,\gamma) & \quad \begin{cases}
\Delta u = \lambda v^{-p}, \\
\Delta v = \gamma u^{-q},
\end{cases} 
\text{General MEMS System} \\
\text{(N4,}\lambda) & \quad \begin{cases}
-\Delta u = \nu, \\
-\Delta v = \lambda f(u),
\end{cases} 
\text{Bi-harmonic equation} \\
\text{(N5,}\lambda) & \quad \begin{cases}
-\Delta u = H_1(u, v), \\
-\Delta v = H_2(u, v),
\end{cases} 
\text{Hamiltonian System}
\end{align*}
\]

where all \(C^1(\mathbb{R}^N)\) functions \(a, b, c, d, p, q, f, H, H_u\) and \(H_v\) are positive.

**Corollary 2.1** There is no pair \((u, v)\) of \(C^2(\mathbb{R}^N)\) functions satisfying one of the following 4 conditions:

1. \((u, v)\) is a positive entire semi-stable solution of either \((N1,\lambda,\gamma)\) or \((N2,\lambda,\gamma)\).
2. \((u, v)\) is a positive bounded entire semi-stable solution of \((N3,\lambda,\gamma)\).
3. \((u, v)\) is an entire semi-stable solution of the bi-harmonic equation \((N4,\lambda)\) with \(f' \geq C > 0\) in the range of \(u\),
4. \((u, v)\) is an entire semi-stable solution of the Hamiltonian system \((N5,\lambda)\), where \(H_{uv} \geq 0\) and \(H_{uu}, H_{vv} \geq C > 0\) in the range of \(u\) and \(v\).
In the next part, we see how much the condition \( \min\{\inf f_v, \inf g_u\} \geq C > 0 \) in Theorem 2.1 on non-linearities is crucial. Without it, such as the case of Lane-Emden systems, the proof becomes much more delicate and will require restrictions on the dimension \( N \).

### 2.1 The Lane-Emden system

Existence and non-existence of positive solutions for both Lane-Emden equations and systems have been interesting and challenging questions for decades.

Recently, Souplet [16] established the Lane-Emden conjecture in \( N = 4 \) and obtained a new region of non-existence for \( N \geq 5 \). The so-called Lane-Emden conjecture which has been open for at least fifteen years asserts that the elliptic system

\[
\begin{aligned}
-\Delta u &= v^p \text{ in } \mathbb{R}^N, \\
-\Delta v &= u^q \text{ in } \mathbb{R}^N,
\end{aligned}
\]

for \( p, q > 0 \) has no positive classical solution if and only if the pair \((p, q)\) lies below the Sobolev critical hyperbola, i.e.

\[
\frac{1}{p+1} + \frac{1}{q+1} > 1 - \frac{2}{N}.
\]

This statement is the analogue of the celebrated Gidas-Spruck [8] Liouville type theorem for the scalar case. Among other partial results, the conjecture had been proved for \( N \leq 3 \) in [17, 14] and for only radial solutions by Mitidieri in [9]. See also Theorem 3.1 in [10] for a more general result.

Also, the question of the regularity of semi-stable solutions of the system \(-\Delta u = \lambda e^v, -\Delta v = \gamma e^u\) in \( \Omega \), and those of the fourth order equation \( \Delta^2 u = f(u) \) with zero Dirichlet boundary conditions were examined in [2] and [3], respectively. Roughly speaking, there is a correspondence between the regularity of semi stable solutions on bounded domains and the non-existence of semi stable solutions on \( \mathbb{R}^N \), via rescaling and a blow up procedure. We combine the techniques of the above mentioned papers to find Liouville type theorems in the notion of stability for a special case of Lane-Emden system in higher dimensions. During preparation of this work, we noticed that Wei-Ye [19] also used these techniques to establish independently Liouville type theorems for fourth order equations. To our knowledge, no Liouville type theorem have been established for entire semi-stable solutions of systems of the form

\[
(N_{\lambda, \gamma}) \quad \begin{aligned}
-\Delta u &= \lambda f(x) v^p, \\
-\Delta v &= \gamma f(x) u^q,
\end{aligned}
\]

where \( p \geq 1, q > 1 \) and \( \lambda, \gamma \in \mathbb{R}^+ \).

**Notation 1** Throughout this subsection, for the sake of simplicity, we say \( f \preceq g \) if there exists a positive constant \( C \) such that \( f \leq Cg \) holds.

We shall first need the following \( L^1 \)-estimates, which were inspired by the work of Serrin and Zou [17] (whose proof is based on ODE techniques), and Mitidieri and Pohozaev [11], who prove similar results by a simpler PDE approach. See also [15].
Lemma 2.1 Let \( p \geq 1, q > 1 \) and \( \lambda, \gamma > 0 \). For any \( C^2(\mathbb{R}^N) \) positive entire solution \((u, v)\) of \((N_{\lambda, \gamma})\) and \( R > 1 \), there holds

\[
\int_{B_R} f(x)v^p \leq C_{\lambda, \gamma} R^{N - \frac{2\alpha}{pq} - \frac{p+1}{pq} - \frac{\alpha}{pq}},
\]
\[
\int_{B_R} f(x)u^q \leq C_{\lambda, \gamma} R^{N - \frac{2\alpha}{pq} - \frac{q+1}{pq} - \frac{\alpha}{pq}},
\]

where \( f(x) = (1 + |x|^2)^{\frac{\alpha}{2}} \) for any \( \alpha \in \mathbb{R} \), and \( C_{\lambda, \gamma} \) does not depend on \( R \).

Proof. Fix the following function \( \zeta_R \in C^2(\mathbb{R}^N) \) with \( 0 \leq \zeta_R \leq 1; \)

\[
\zeta_R(x) = \begin{cases} 
1, & \text{if } |x| < R; \\
0, & \text{if } |x| > 2R;
\end{cases}
\]

where \( ||\nabla \zeta_R||_{\infty} \leq \frac{1}{R} \) and \( ||\Delta \zeta_R||_{\infty} \leq \frac{1}{R^2} \). For fixed \( m \geq 2 \), we have

\[
|\Delta \zeta_R^m(x)| \leq \begin{cases} 
0, & \text{if } |x| < R \text{ or } |x| > 2R; \\
R^{-2} \zeta_R^{m-2}, & \text{if } R < |x| < 2R.
\end{cases}
\]

For \( m \geq 2 \), test the first equation of \((N_{\lambda, \gamma})\) by \( \zeta_R^m \) and integrate to get

\[
\lambda \int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{\alpha}{2}} v^p \zeta_R^m \leq - \int_{\mathbb{R}^N} \Delta u \zeta_R^m \leq - \int_{\mathbb{R}^N} u \Delta \zeta_R^m \leq R^{-2} \int_{B_{2R} \setminus B_R} u \zeta_R^{m-2}.
\]

Applying Hölder’s inequality we get

\[
\lambda \int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{\alpha}{2}} v^p \zeta_R^m \leq R^{-2} \left( \int_{B_{3R} \setminus B_R} (1 + |x|^2)^{\frac{\alpha}{2q'}} \zeta_R^m \right)^{\frac{1}{q'}} \left( \int_{B_{3R} \setminus B_R} (1 + |x|^2)^{\frac{\alpha}{2q'}} u^{p} \zeta_R^{(m-2)q} \right)^{1/q'} \leq R^{(N - \frac{\alpha}{2} q') \frac{1}{q'} - 2} \left( \int_{B_{3R} \setminus B_R} (1 + |x|^2)^{\frac{\alpha}{2}} u^{p} \zeta_R^{(m-2)q} \right)^{1/q'}.
\]

By a similar calculation for \( k \geq 2 \), we obtain

\[
\gamma \int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{\alpha}{2}} u^q \zeta_R^k \leq R^{-2} \int_{B_{3R} \setminus B_R} v^{p-2} \zeta_R^k (1 + |x|^2)^{\frac{\alpha}{2q'}} (1 + |x|^2)^{\frac{\alpha}{2q'}}.
\]

By Hölder’s inequality we get

\[
\gamma \int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{\alpha}{2}} u^q \zeta_R^k \leq R^{(N - \frac{\alpha}{2} q') \frac{1}{p'} - 2} \left( \int_{B_{3R} \setminus B_R} (1 + |x|^2)^{\frac{\alpha}{2}} v^{p} \zeta_R^{(k-2)q} \right)^{\frac{1}{p'}}.
\]
where \( \frac{1}{p} + \frac{1}{p'} = 1 \). For \( p = 1 \) take \( p' = \infty \). For large enough \( k \) we have \( 2 + \frac{k}{q} < (k - 2)p \), so we can choose \( m \) such that \( 2 + \frac{k}{q} \leq m \leq (k - 2)p \) which says \( m \leq (k - 2)p \) and \( k \leq (m - 2)q \). Therefore, by collecting above inequalities we get for \( p \geq 1 \),

\[
\gamma \int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{\alpha}{2}} u^q \zeta^k_R \leq R^{(N-\frac{\alpha}{p}p')^\frac{1}{p} - 2} R^{(N-\frac{\alpha}{p}q')^\frac{1}{p'}} \\
\left( \int_{B_{2R}\setminus B_R} (1 + |x|^2)^{\frac{\alpha}{2}} u^q \zeta^k_R \right)^{1/pq}.
\]

\[
\lambda \int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{\alpha}{2}} v^p \zeta^m_R \leq R^{(N-\frac{\alpha}{p}p')^\frac{1}{p} - 2} R^{(N-\frac{\alpha}{p}q')^\frac{1}{p'}} \\
\left( \int_{B_{2R}\setminus B_R} (1 + |x|^2)^{\frac{\alpha}{2}} v^p \zeta^m_R \right)^{1/pq}.
\]

Therefore, for \( p \geq 1 \) we have

\[
\int_{B_R} (1 + |x|^2)^{\frac{\alpha}{2}} v^p \leq R^{N-\frac{2(p+1)p - p + 1}{pq - 1}} \gamma,
\]

\[
\int_{B_R} (1 + |x|^2)^{\frac{\alpha}{2}} u^q \leq R^{N-\frac{2(p+1)p - q + 1}{pq - 1}} \sigma.
\]

**Corollary 2.2** With the same assumptions as Lemma 2.1, we have

\[
\int_{B_R} \frac{u^2}{(1 + |x|^2)^{\frac{\alpha}{2}}} \leq CR^{N-\frac{4(p+1)p - 2(p+1)}{pq - 1} - \alpha - \alpha},
\]

where the positive constant \( C \) does not depend on \( R \).

**Proof.** Apply Hölder’s inequality to obtain

\[
\int_{B_R} \frac{u^2}{(1 + |x|^2)^{\frac{\alpha}{2}}} \leq \left( \int_{B_R} (1 + |x|^2)^{\frac{\alpha}{2}} u^q \right)^{\frac{1}{q}} \left( \int_{B_R} (1 + |x|^2)^{-\frac{\alpha}{2} - \frac{\alpha}{2} - \frac{\alpha}{2}} u^q \right)^{1 - \frac{1}{q} - \frac{1}{q}} \left( \int_{B_R} (1 + |x|^2)^{\frac{\alpha}{2}} u^q \right)^{\frac{1}{q}}.
\]

Now, use Lemma 2.1 to get the desired inequality.

An immediate application of Lemma 2.1 is the following Liouville type theorem, in the absence of stability, for \((N,\gamma)\) which is related to the Lane-Emden conjecture. In the case \( \alpha = 0 \), this was obtained by Mitidieri in [10] and also modified by Serrin and Zou in [17].

**Theorem 2.2** Let \( p \geq 1, q > 1 \) and \( \lambda, \gamma > 0 \). Assume \((u, v)\) is a non-negative entire classical solution for \((N,\gamma)\), provided

\[
N - 2 \leq \max \left\{ \frac{(2 + \alpha)(q + 1)}{pq - 1}, \frac{(2 + \alpha)(p + 1)}{pq - 1} \right\}.
\]

Then, \((u, v)\) must be the trivial solution.
Proof. Proof is a direct consequence of Lemma 2.1.

Now, we prove a point-wise comparison result for solutions of \((N_{\lambda,\gamma})\). The following lemma is an adaptation of a result of Souplet [16].

**Lemma 2.2** If \((u, v)\) is a \(C^2(\mathbb{R}^N)\) positive entire solution of \((N_{\lambda,\gamma})\), then we have

\[
u^{q+1} \leq \frac{q+1}{p+1}v^{p+1},
\]

where \(q \geq \max\{p, 2\}, \lambda \leq \gamma\) and \(\alpha > -2\).

**Proof.** Define \(w := u - \beta v^t\) for \(0 < t \leq 1\) and \(\beta > 0\), so we have

\[
\Delta w = \Delta u - \beta t \Delta v v^{t-1} - \beta(t-1)|\nabla v|^2 v^{-2} \\
\geq -\lambda(1 + |x|^2)^{\frac{t}{2}} v^p + \beta t \gamma(1 + |x|^2)^{\frac{t}{2}} u^\theta v^{t-1} \\
\geq \gamma(1 + |x|^2)^{\frac{t}{2}} (-v^p + \beta^{t+1} v^{tq+1}), \quad \text{on } \{w \geq 0\}.
\]

By taking \(t = \frac{p+1}{q+1}\) and \(\beta \geq \left(\frac{q+1}{p+1}\right)^{\frac{1}{t-1}}\), we have \(\Delta w \geq 0\) on \(\{w \geq 0\}\). Now, by Green’s theorem we have

\[
\int_{B_R} |\nabla w_+|^2 = -\int_{B_R} w_+ \Delta w + \int_{|x| = R} w_+(x) \partial_{\nu} w(x) dS(x) \quad (2.1)
\]

\[
\leq R^{N-1} \int_{|z| = 1} w_+(Rz) dS(z) = \frac{1}{2} R^{N-1} g'(R), \quad (2.2)
\]

where \(g(R) = \int_{|z| = 1} w_+(Rz) dS(z)\). Moreover, on the set \(\{w \geq 0\}\) we have \(\beta v^t \leq u\) and \(u\) and \(v\) are positive, so

\[
g(R) = \int_{\{|z| = 1, \{w \geq 0\}\}} (u(Rz) - \beta v^t(Rz))^2 dS(z) \\
\leq \int_{\{|z| = 1\}} u^2(Rz) dS(z) \\
\leq \left( \int_{\{|z| = 1\}} u^\theta(Rz) dS(z) \right)^{2/q}, \quad \text{since } q \geq 2.
\]

Also, by Lemma 2.1, we know that

\[
\int_0^R r^{N-1} \int_{|z| = 1} (1 + |rz|^2)^{\frac{\theta}{2}} u^\theta(rz) dS(z)dr = \int_0^R r^{N-1}(1 + r^2)^{\frac{\theta}{2}} \int_{|z| = 1} u^\theta(rz) dS(z)dr \\
\leq C_{A,\gamma} R^{N-\frac{2(p+1)\theta}{p+1}-\frac{q+1}{p+1} \alpha}.
\]

Therefore, for \(\alpha > -2\), there is a sequence \(R_i \to \infty\) such that

\[
\int_{|z| = 1} u^\theta(R_idz) dS(z) \to 0.
\]
This means that \( g(R_i) \to 0 \) for \( R_i \to \infty \). Since \( g \) is a positive function, there is a sequence \( \hat{R}_i \to \infty \) such that \( g'(\hat{R}_i) \leq 0 \). Hence, from (2.1) we see that \( \int_{\hat{R}_i} |\nabla w_+|^2 = 0 \), i.e. \( w_+ \) is constant. If \( w_+ = C > 0 \), then by continuity we conclude \( w = C \) and by definition of \( w \) we see \( u \geq C > 0 \) in \( \mathbb{R}^N \) which is in contradiction with Lemma 1. Therefore, \( w_+ = 0 \) and \( u \leq \beta v^\gamma \).

\[ \square \]

**Corollary 2.3** Let \((u, v)\) be a \( C^2(\mathbb{R}^N) \) entire positive solution of \((N, \lambda, \gamma)\) with \( p = q \geq 2 \), then \( u = (\frac{1}{\gamma})^{\frac{1}{p}} \). It follows that \((N, \lambda, \gamma)\) with \( p = q \geq 2 \) reduces to the single equation which has been classified by Farina in [7] for \( \alpha = 0 \). Similar ideas as in Farina’s easily yield the following result.

**Theorem 2.3** If \((u, v)\) is a \( C^2(\mathbb{R}^N) \) non-negative entire semi-stable solution of \((N, \lambda, \gamma)\) with \( p = q \geq 2 \), and

\[
N < 2 + \frac{2(2 + \alpha)}{p - 1}(p + \sqrt{p(p - 1)}),
\]

then, \((u, v)\) is the trivial solution.

Similar results were also obtained by Esposito-Ghoussoub-Guo [5, 6] and by Esposito [4]. They can be applied to obtain the following analogue for systems.

**Theorem 2.4** Suppose \((u, v)\) is a \( C^2(\mathbb{R}^N) \) non-negative entire semi-stable solution of \((N, \lambda, \gamma)\) with \( p = 1 \) in dimensions

\[
N < 8 + 3\alpha + \frac{8 + 4\alpha}{q - 1}. \tag{2.3}
\]

Then, \((u, v)\) is the trivial solution.

First, a simple calculation leads us to the following identity.

**Lemma 2.3** For any \( w \in C^2(\mathbb{R}^N) \) and \( \zeta \in C^2_\infty(\mathbb{R}^N) \), we have

\[
\frac{\Delta w}{(1 + |x|^2)^{\frac{\alpha}{2}}} \Delta (w \zeta^2) - \frac{|\Delta (w \zeta)|^2}{(1 + |x|^2)^{\frac{\alpha}{2}}} = -4 \frac{|\nabla w \cdot \nabla \zeta|^2}{(1 + |x|^2)^{\frac{\alpha}{2}}} - \frac{w^2}{(1 + |x|^2)^{\frac{\alpha}{2}}} |\Delta \zeta|^2 + 2 \frac{w \Delta w}{(1 + |x|^2)^{\frac{\alpha}{2}}} |\nabla \zeta|^2 - 2 \frac{\nabla w^2 \cdot \nabla \zeta}{(1 + |x|^2)^{\frac{\alpha}{2}}} \Delta \zeta.
\]

**Proof.** Let \( \lambda = \gamma = 1 \). Assume \((u, v)\) is a semi-stable positive solution. Inspired by the linearised equation

\[
-\Delta \phi = (1 + |x|^2)^\frac{\alpha}{2} \psi,
-\Delta \psi = q(1 + |x|^2)^\frac{\alpha}{2} u^{q-1} \phi,
\]

we have the following stability inequality, for all \( \zeta \in C^2_\infty(\mathbb{R}^N) \)

\[
q \int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{\alpha}{2}} u^{q-1} \zeta^2 \leq \int_{\mathbb{R}^N} \frac{|\Delta \zeta|^2}{(1 + |x|^2)^{\frac{\alpha}{2}}}. \tag{2.4}
\]
Step 1. Test the stability inequality on $u$. Set $\zeta = u\xi$ for $\xi \in C^2_c(\mathbb{R}^N)$, and test the stability inequality on $\zeta$ to get

$$(q - 1) \int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{q}{2}} u^{q-1} |u\xi|^2 \leq \int_{\mathbb{R}^N} \frac{\Delta(u\xi)}{(1 + |x|^2)^{\frac{q}{2}}} - (1 + |x|^2)^{\frac{q}{2}} u^q u\xi^2$$

$$= \int_{\mathbb{R}^N} \frac{\Delta(u\xi)}{(1 + |x|^2)^{\frac{q}{2}}} + \int_{\mathbb{R}^N} u\Delta u\xi^2$$

$$= \int_{\mathbb{R}^N} \frac{\Delta(u\xi)}{(1 + |x|^2)^{\frac{q}{2}}} + \int_{\mathbb{R}^N} v\Delta(u\xi^2)$$

$$= \int_{\mathbb{R}^N} \frac{\Delta(u\xi)}{(1 + |x|^2)^{\frac{q}{2}}} - \int_{\mathbb{R}^N} \frac{\Delta u}{(1 + |x|^2)^{\frac{q}{2}}} \Delta(u\xi^2).$$

Now, using Lemma 2.3, we get

$$(q - 1) \int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{q}{2}} u^{q-1} |u\xi|^2 \leq 4 \int_{\mathbb{R}^N} \frac{\nabla u^2 |\nabla \xi|^2}{(1 + |x|^2)^{\frac{q}{2}}} + \int_{\mathbb{R}^N} \frac{u^2}{(1 + |x|^2)^{\frac{q}{2}}} |\Delta \xi|^2$$

$$+ 2 \int_{\mathbb{R}^N} uv |\nabla \xi|^2 + 2 \int_{\mathbb{R}^N} u^2 \div \left( \frac{\nabla \xi \Delta \xi}{(1 + |x|^2)^{\frac{q}{2}}} \right).$$

By Green’s theorem, we can modify the first term in the right hand side as

$$\int_{\mathbb{R}^N} \frac{\nabla u^2 |\nabla \xi|^2}{(1 + |x|^2)^{\frac{q}{2}}} = \int_{\mathbb{R}^N} \frac{u(-\Delta u)}{(1 + |x|^2)^{\frac{q}{2}}} |\nabla \xi|^2 + \frac{1}{2} \int_{\mathbb{R}^N} u^2 \div \left( \frac{\nabla |\nabla \xi|^2}{(1 + |x|^2)^{\frac{q}{2}}} + \nabla (1 + |x|^2)^{\frac{q}{2}} |\nabla \xi|^2 \right),$$

combine this equality with the last inequality to get

$$\int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{q}{2}} u^{q-1} |u\xi|^2 \leq \int_{\mathbb{R}^N} uv |\nabla \xi|^2$$

$$+ \int_{\mathbb{R}^N} \frac{u^2}{(1 + |x|^2)^{\frac{q}{2}}} \left( |\Delta \xi|^2 + |\nabla \xi \cdot \nabla \Delta \xi| + |\nabla |\nabla \xi|^2| \right)$$

$$+ \int_{\mathbb{R}^N} \frac{u^2}{(1 + |x|^2)^{\frac{q+1}{2}}} \left( |\nabla \xi| \Delta \xi + |\nabla |\nabla \xi|^2| \right)$$

$$+ \int_{\mathbb{R}^N} \frac{u^2}{(1 + |x|^2)^{\frac{q+1}{2}}} |\nabla \xi|^2$$

$$=: \int_{\mathbb{R}^N} uv |\nabla \xi|^2 + I(u, \xi).$$

From this and the stability inequality, (2.4), we conclude

$$\int_{\mathbb{R}^N} \frac{\Delta(u\xi)^2}{(1 + |x|^2)^{\frac{q}{2}}} \leq \int_{\mathbb{R}^N} uv |\nabla \xi|^2 + I(u, \xi).$$

(2.5)
Using the following equality
\[ \Delta(u \xi) = -(1 + |x|^2)^{\frac{\alpha}{2}} v \xi + u \Delta \xi + 2 \nabla u \cdot \nabla \xi, \]
and (2.5) we get
\[
\int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{\alpha}{2}} v^2 \xi^2 \leq \int_{\mathbb{R}^N} u v |\nabla \xi|^2 + I(u, \xi).
\]

Now, set \( \xi = \zeta^m_R \in C^2_c(\mathbb{R}^N) \) for \( 0 \leq \zeta_R \leq 1, \ m > 2, \) and
\[
\zeta_R(x) := \begin{cases} 
1, & \text{if } |x| < R; \\
0, & \text{if } |x| > 2R;
\end{cases}
\]
where \( ||\nabla \zeta_R||_\infty \leq \frac{1}{R} \) and \( ||\Delta \zeta_R||_\infty \leq \frac{1}{R^2}. \) So, by Young’s inequality we get
\[
\int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{\alpha}{2}} v^2 \zeta_R^2 \leq \int_{B_{2R} \setminus B_R} u v |\nabla \zeta_R|^2 \zeta_R^{2(m-1)} + I(u, \zeta_R^m) \\
\leq \frac{1}{2C} \int_{B_{2R} \setminus B_R} (1 + |x|^2)^{\frac{\alpha}{2}} v^2 \zeta_R^{2m} \\
+ C \int_{B_{2R} \setminus B_R} \frac{u^2}{(1 + |x|^2)^{\frac{\alpha}{2}}} |\nabla \zeta_R|^4 \zeta_R^{2(m-2)} + I(u, \zeta_R^m).
\]

Therefore,
\[
\int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{\alpha}{2}} v^2 \zeta_R^{2m} \leq R^{-4} \int_{B_{2R} \setminus B_R} \frac{u^2}{(1 + |x|^2)^{\frac{\alpha}{2}}} \zeta_R^{2(m-2)} + I(u, \zeta_R^m). \tag{2.6}
\]

On the other hand, by definition of \( I(., .) \) we have
\[
I(u, \zeta_R^m) \leq R^{-4} \int_{B_{2R} \setminus B_R} \frac{u^2}{(1 + |x|^2)^{\frac{\alpha}{2}}} \zeta_R^{2(m-2)} \\
+ R^{-3} \int_{B_{2R} \setminus B_R} \frac{u^2}{(1 + |x|^2)^{\frac{\alpha+1}{2}}} \zeta_R^{2(m-2)} \\
+ R^{-2} \int_{B_{2R} \setminus B_R} \frac{u^2}{(1 + |x|^2)^{\frac{\alpha+2}{2}}} \zeta_R^{2(m-2)} \\
\leq R^{-4} \int_{B_{2R} \setminus B_R} \frac{u^2}{(1 + |x|^2)^{\frac{\alpha}{2}}} \zeta_R^{2(m-2)}.
\]

From this and (2.6), we get
\[
\int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{\alpha}{2}} v^2 \zeta_R^{2m} \leq R^{-4} \int_{B_{2R} \setminus B_R} \frac{u^2}{(1 + |x|^2)^{\frac{\alpha}{2}}} \zeta_R^{2(m-2)},
\]
in the light of Corollary 2.2, we see
\[
\int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{\alpha}{2}} v^2 \zeta_R^{2m} \leq R^{N-4-\frac{4\alpha}{\alpha+4}}. \tag{2.7}
\]
Step 2. Test the stability inequality on \( v \). Set \( \zeta = v\xi \) for \( \xi \in C^2_c(\mathbb{R}^N) \) and test the stability inequality, (2.4), on \( \zeta \) to get

\[
0 \leq \int_{\mathbb{R}^N} \left| \frac{\Delta (v\xi)}{1 + |x|^2} \right|^2 - q(1 + |x|^2)^{\frac{q}{2}} u^{q-1} v|\xi|^2 \\
= \int_{\mathbb{R}^N} \left| \frac{\Delta (v\xi)}{1 + |x|^2} \right|^2 + q u^{q-1} \Delta u v|\xi|^2 \\
= \int_{\mathbb{R}^N} \left| \frac{\Delta (v\xi)}{1 + |x|^2} \right|^2 + \Delta (u^q) v|\xi|^2 - q(q - 1)|\nabla u|^2 u^{q-2} v|\xi|^2.
\]

Therefore,

\[
q(q - 1) \int_{\mathbb{R}^N} |\nabla u|^2 u^{q-2} v|\xi|^2 \leq \int_{\mathbb{R}^N} u^q v|\nabla \xi|^2 + I(v, \xi).
\] (2.8)

On the other hand, by following the ideas of Cowan-Esposito-Ghoussoub [3], we have

\[
\int_{\mathbb{R}^N} h(u)(-\Delta u)\xi^2 = \int_{\mathbb{R}^N} h'(u)|\nabla u|^2 \xi^2 - \int_{\mathbb{R}^N} H(u)\Delta \xi^2,
\]

where \( H(u) = \int_0^u h(t) \, dt \). Let \( h(u) := u^{\frac{2q}{2q - 1}} \), use Lemma 2.2 to get

\[
\int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{a}{2}} u^{2q} \xi^2 \leq \int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{a}{2}} u^{\frac{2q}{2q - 1}} v\xi^2 \\
\leq \int_{\mathbb{R}^N} u^{\frac{2q}{2q - 1}} |\nabla u|^2 \xi^2 + \int_{\mathbb{R}^N} u^{\frac{2q}{2q - 1}} |\Delta \xi|^2 \\
\leq \int_{\mathbb{R}^N} u^{q-2} v|\nabla u|^2 \xi^2 + \int_{\mathbb{R}^N} u^q v|\Delta \xi|^2.
\]

From this and (2.8) we see that

\[
\int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{a}{2}} u^{2q} \xi^2 \leq \int_{\mathbb{R}^N} u^q v(|\nabla \xi|^2 + |\Delta \xi|^2) + I(v, \xi).
\]

Using the same test function as Step 1 and doing similar calculation we get

\[
\int_{\mathbb{R}^N} (1 + |x|^2)^{\frac{a}{2}} u^{2q} \xi_{R}^{2m} \leq R^{-4} \int_{B_{2R} \setminus B_{R}} \frac{v^2}{(1 + |x|^2)^{\frac{a}{2}}} \xi_{R}^{2m-2} \\
\quad \leq R^{-4-2a} \int_{B_{2R}} (1 + |x|^2)^{\frac{a}{2}} v^2.
\]
By the result of Step 1, (2.7), we get
\[
\int_{B_{2r}} (1 + |x|^2)^{\frac{q}{2}} u^{2q} \leq R^{N-8-3\alpha-\frac{4\alpha}{q+1}}.
\]

**Remark** One can see that Lemma 2.1 and 2.2 can be adopted for the following system. So, a counterpart of Theorem 2.4 can be proved.

\[
(N'_{\lambda,\gamma}) \quad \left\{ \begin{array}{ll}
-\Delta u &= \lambda f(x) v, \\
-\Delta v &= \gamma f(x) u^q + \gamma f(x) u'.
\end{array} \right.
\]

**Open problem:** A natural question is how we can establish a Liouville type theorem for \((N_{\lambda,\gamma})\) with other values of \(p\) and \(q\).

### 3 Systems on bounded domains

In this part, we generalize results of Brown et al. [1] and Tertikas [18] about the stable solutions of equations to systems. Consider the following system:

\[
(N_{f,g}) \quad \left\{ \begin{array}{ll}
-\text{div}(e^\theta \nabla u) &= \lambda e^\theta f(v) \text{ in } \Omega, \\
-\text{div}(e^\theta \nabla v) &= \gamma e^\theta g(u) \text{ in } \Omega,
\end{array} \right.
\]

with the Robin boundary conditions:
\[
\left\{ \begin{array}{ll}
a u + b \partial_\nu u &= 0 \text{ on } \partial \Omega, \\
 a v + b \partial_\nu v &= 0 \text{ on } \partial \Omega,
\end{array} \right.
\]

where \(\Omega\) is an open bounded subset of \(\mathbb{R}^N\), \(f, g \in C^2(\mathbb{R})\), \(\theta \in C^1(\Omega)\), \(a, b \in \mathbb{R}\) and \(\lambda, \gamma \in \mathbb{R}^+\). In the special case \(\theta = 0\), \(\lambda = \gamma\) and \(f = g\) we have the single equation.

We define \(\mathcal{X}\) to be the following subset of convex functions in \(C^2(\mathbb{R})\): \(h \in \mathcal{X}\) if we have

- either \(h(0) < 0\) and \(h''(u) \geq 0\) for \(u > 0\),
- or \(h(0) = 0\) and \(h''(u) > 0\) for \(u > 0\).

Similarly, concave function \(h\) belongs to \(\mathcal{Y} \subset C^2(\mathbb{R})\) if we have

- either \(h(0) > 0\) and \(h''(u) \leq 0\) for \(u > 0\),
- or \(h(0) = 0\) and \(h''(u) < 0\) for \(u > 0\).

For the following single equation with the Robin boundary condition,

\[
(N_f) \quad \left\{ \begin{array}{ll}
-\Delta u &= f(u) \text{ in } \Omega, \\
u u + b \partial_\nu u &= 0 \text{ on } \partial \Omega,
\end{array} \right.
\]

Brown and Shivaji in [1] proved the following result.
**Theorem 3.1** Suppose \( f \in X \) and \( f'(u) > 0 \) for \( u > 0 \), then all \( C^2(\Omega) \) positive solutions of \((N_f)\) are unstable.

In the following theorem, Tertikas [18] improved the above result by removing the monotonicity condition \( f'(u) > 0, \) for \( u > 0 \).

**Theorem 3.2** (i) If \( f \in X \), then every \( C^2(\Omega) \) positive solution of \((N_f)\) is unstable.
(ii) If \( f \in Y \), then all \( C^2(\Omega) \) positive solutions of \((N_f)\) are stable.

This theorem is sharp. Since for the Gelfand non-linearity \( f(u) = e^u \) which we have \( f(0) > 0 \), by Montenegro's paper [12] we know that minimal solutions are stable. Now, we try to prove a counterpart of these theorems for systems.

**Theorem 3.3** (i) Let \( f, g \in X \), \( \theta \in C^1(\Omega) \) and \( \lambda, \gamma \in \mathbb{R}^+ \). If \((u, v)\) is a \( C^2(\Omega) \) positive solution of \((N_{f, g})\), then \((u, v)\) is unstable.
(ii) Let \( f, g \in Y \), \( \theta \in C^1(\Omega) \) and \( \lambda, \gamma \in \mathbb{R}^+ \). Then, all \( C^2(\Omega) \) positive solutions of \((N_{f, g})\) are stable.

**Proof.** Let \((u, v)\) be a positive semi-stable solution of \((N_{f, g})\), so there exists positive eigenfunction pair \((\phi, \psi)\) corresponding to the first eigenvalue \( \eta \) such that

\[
\begin{aligned}
\left\{ \begin{array}{l}
- \text{div}(e^\theta \nabla \phi) &= \lambda e^\theta f'(v) \psi + \eta \phi \quad \text{in } \Omega, \\
- \text{div}(e^\theta \nabla \psi) &= \gamma e^\theta g'(u) \phi + \eta \psi \quad \text{in } \Omega,
\end{array} \right.
\end{aligned}
\]

with Robin boundary conditions:

\[
\begin{aligned}
a \phi + b \partial_\nu \phi &= 0 \quad \text{on } \partial \Omega, \\
a \psi + b \partial_\nu \psi &= 0 \quad \text{on } \partial \Omega.
\end{aligned}
\]

Multiply the first equation of \((S_{f, g})\) by \( v \) and the second equation of \((N_{f, g})\) by \( \phi \) and integrate to get:

\[
\lambda \int_\Omega e^\theta f'(v) v \psi + \int_\Omega \eta v \phi = - \int_\Omega \text{div}(e^\theta \nabla \phi) v
\]

\[
= - \int_\Omega \text{div}(e^\theta \nabla v) \phi + \int_{\partial \Omega} e^\theta (\phi \partial_\nu v - v \partial_\nu \phi)
\]

\[
= \gamma \int_\Omega e^\theta g(u) \phi + \int_{\partial \Omega} e^\theta (\phi \partial_\nu u - u \partial_\nu \phi)
\]

\[
= \gamma \int_\Omega e^\theta g(u) \phi,
\]

the last equality holds, since \( v \) and \( \phi \) have the same boundary condition. Similarly,

\[
\gamma \int_\Omega e^\theta g'(u) u \phi + \int_\Omega \eta u \psi = - \int_\Omega \text{div}(e^\theta \nabla \psi) u
\]

\[
= - \int_\Omega \text{div}(e^\theta \nabla u) \psi + \int_{\partial \Omega} e^\theta (\psi \partial_\nu u - u \partial_\nu \psi)
\]

\[
= \lambda \int_\Omega e^\theta f(v) \psi + \int_{\partial \Omega} e^\theta (\psi \partial_\nu u - u \partial_\nu \psi)
\]

\[
= \lambda \int_\Omega e^\theta f(v) \psi.
\]
For (i), since $f$ is in $\mathcal{X}$, we have $f'(v)v > f(v)$. Therefore,
\[
\gamma \int_{\Omega} e^\theta g(u) \phi \geq \lambda \int_{\Omega} e^\theta f(v) \psi + \int_{\Omega} \eta v \phi
\]
\[
= \gamma \int_{\Omega} e^\theta g'(u) u \phi + \eta \int_{\Omega} (u \psi + v \phi).
\]
Suppose $(u, v)$ is a semi-stable solution, so $\eta \geq 0$ and we have
\[
\gamma \int_{\Omega} e^\theta (g(u) - g'(u)u) \phi \geq 0,
\]
and this is a contradiction, since $g \in \mathcal{X}$, i.e., $g(u) - g'(u)u < 0$.

For (ii), since $f$ and $g$ are in $\mathcal{Y}$, we have $f(v) > f'(v)v$ and $g(u) > g'(u)u$. Therefore,
\[
\gamma \int_{\Omega} e^\theta g(u) \phi \leq \lambda \int_{\Omega} e^\theta f(v) \psi + \int_{\Omega} \eta v \phi
\]
\[
= \gamma \int_{\Omega} e^\theta g'(u) u \phi + \eta \int_{\Omega} (u \psi + v \phi),
\]
and,
\[
\eta \int_{\Omega} (u \psi + v \phi) \geq \gamma \int_{\Omega} e^\theta (g(u) - g'(u)u) \phi > 0,
\]
we conclude all eigenvalues are positive.

\[\square\]

**Remarks**

1. There is no condition on $f'$ and $g'$.
2. The same result holds for $f(u, v, x)$ and $g(u, v, x)$.
3. This theorem looks sharp. Since for the Gelfand non-linearity $f = g = \exp(\cdot)$ which we have $f(0) > 0$ and $g(0) > 0$, by Montenegro’s paper [12] we know that minimal solutions are stable. Moreover, he actually proved some properties of the curve $\Gamma = \partial \Lambda$, where
\[
\Lambda := \{ (\lambda, \gamma) \in \mathbb{R}^+ : \text{there exists a smooth solution } (u, v) \text{ of } (N_{f,g}) \}.
\]
We can easily get an upper bound for the curve $\Gamma \subseteq \{ (\lambda, \gamma) \in \omega : \lambda \gamma \leq \frac{1}{f'(0)g'(0)} \}$. Since $f''$, $g'' > 0$, we have $f(v) \geq f'(0)v$ and $g(u) \geq g'(0)u$. Multiply both equations with the first eigenfunction of the operator $-\Delta$, i.e. $\phi_1$, and do integration by parts to get
\[
\lambda_1 \int_{\Omega} \phi_1 u \geq \lambda f'(0) \int_{\Omega} \phi_1 v \quad \text{and} \quad \lambda_1 \int_{\Omega} \phi_1 v \geq \gamma g'(0) \int_{\Omega} \phi_1 u.
\]

For the remainder of the paper, we will focus on Pohozaev type theorems for the following weighted elliptic system, in the absence of stability,
\[
(N_{f,g}) \quad \begin{cases} 
-\Delta u = |x|^{\alpha} f(v) & \text{in } \Omega, \\
-\Delta v = |x|^{\beta} g(u) & \text{in } \Omega,
\end{cases}
\]
where $f, g \in C^1(\mathbb{R})$ and $\alpha, \beta \geq 0$, with Dirichlet boundary conditions $u = v = 0$ on $\partial \Omega$. 
Lemma 3.1 All non-negative $C^2(\Omega)$ solutions of $(N_{f,g})$ satisfy
\[
\int_{\Omega} ((N + \alpha)F(v) - (N - 2)\tau v f(v))|x|^\alpha + \int_{\Omega} ((N + \beta)G(u) - (N - 2)(1 - \tau) u g(u))|x|^\beta = \int_{\partial \Omega} (x \cdot v)\partial_\nu u \partial_\nu v dS,
\]
for any $\tau$ in $[0,1]$. The functions $F$ and $G$ stand for anti-derivative functions of $f$ and $g$, respectively, i.e., $F(t) := \int_0^t f(s)ds$.

Proof. First, we show the following identity holds for any $C^2(\Omega)$ functions $u$ and $v$ which are zero on the boundary of $\Omega$.
\[
\int_{\Omega} (x \cdot \nabla v)\Delta u + (x \cdot \nabla u)\Delta v - (N - 2)\nabla u \cdot \nabla v = \int_{\partial \Omega} (x \cdot v)\partial_\nu u \partial_\nu v dS. \tag{3.2}
\]
By a straightforward calculation, one can observe the following identities:
\[
div((x \cdot \nabla v)\nabla u) + (x \cdot \nabla u)\nabla v) = (x \cdot \nabla v)\Delta u + (x \cdot \nabla u)\Delta v + x \cdot \nabla(\nabla u \cdot \nabla v) + 2\nabla u \cdot \nabla v,
\]
\[
div(x(\nabla u \cdot \nabla v)) = N\nabla u \cdot \nabla v + x \cdot \nabla(\nabla u \cdot \nabla v).
\]
Subtract these equalities to get
\[
div((x \cdot \nabla v)\nabla u) + (x \cdot \nabla u)\nabla v - x(\nabla u \cdot \nabla v)) = (x \cdot \nabla v)\Delta u + (x \cdot \nabla u)\Delta v - (N - 2)\nabla u \cdot \nabla v.
\]
Integrating over $\Omega$ and using Green’s formula, we get
\[
\int_{\Omega} ((x \cdot \nabla v)\Delta u + (x \cdot \nabla u)\Delta v - (N - 2)\nabla u \cdot \nabla v) \, dx = \int_{\partial \Omega} ((x \cdot \nabla v)\nabla u + (x \cdot \nabla u)\nabla v - x(\nabla u \cdot \nabla v)) \cdot v dS.
\]
Since $u = v = 0$ on $\partial \Omega$, we have $\nabla u = \partial_\nu u$ and $\nabla v = \partial_\nu v$. This proves (3.2).

Now, assume $(u, v)$ is a solution of $(N_{f,g})$. Then,
\[
(x \cdot \nabla v)\Delta u + (x \cdot \nabla u)\Delta v = -(x \cdot \nabla v)|x|^\alpha f(v) - (x \cdot \nabla u)|x|^\beta g(u)
\]
\[
= -x \cdot \nabla F(v)|x|^\alpha - x \cdot \nabla G(u)|x|^\beta
\]
\[
= -\div (x|x|^\alpha F(v) + x|x|^\beta G(u))
\]
\[
+ (N + \alpha)|x|^\alpha F(v) + (N + \beta)|x|^\beta G(u).
\]
Therefore, we have
\[
\int_{\Omega} ((x \cdot \nabla v)\Delta u + (x \cdot \nabla u)\Delta v) \, dx = \int_{\Omega} (N + \alpha)|x|^\alpha F(v) + (N + \beta)|x|^\beta G(u). \tag{3.3}
\]
On the other hand, by multiplying equations of $(N_{f,g})$ with $u$ and $v$, we get
\[
\int_{\Omega} \nabla u \cdot \nabla v = -\int_{\Omega} v \Delta u \, dx = \int_{\Omega} |x|^\alpha v f(v) \, dx,
\]
\[
\int_{\Omega} \nabla u \cdot \nabla v = -\int_{\Omega} u \Delta v \, dx = \int_{\Omega} |x|^\beta u g(u) \, dx.
\]
Therefore, for any $\tau \in [0, 1]$ we have

$$\int_{\Omega} \nabla u \cdot \nabla v = \int_{\Omega} \left( \tau |x|^\alpha v f(v) + (1 - \tau) |x|^\beta u g(u) \right) dx.$$  \hfill (3.4)

Substitute (3.3) and (3.4) into (3.2) to get the desired result.

\[ \square \]

**Theorem 3.4** Let $N \geq 3$ and $\Omega \subset \mathbb{R}^N$ be a star-shaped and bounded domain. Then, there is no $C^2(\Omega)$ positive solution for $(N_{f,g})$, provided $f$ and $g$ satisfy the following conditions for all $t > 0$:

$$(N + \alpha)F(t) \leq a_1 t f(t),$$

$$(N + \beta)G(t) \leq a_2 t g(t),$$

where $a_1, a_2 \in \mathbb{R}^+$ and $a_1 + a_2 = N - 2$.

**Proof.** Since $\Omega$ is a star-shaped domain, we have $\int_{\partial \Omega} (x \cdot \nu) \partial_{\nu} u \partial_{\nu} v dS > 0$. Therefore, Lemma 3.1 leads us to a contradiction if we take $(N + \alpha)F(v) - (N - 2)\tau v f(v) \leq 0$ and $(N + \beta)G(u) - (N - 2)(1 - \tau) u g(u) \leq 0$.

Therefore, for the weighted Lane-Emden system we have the following result.

**Corollary 3.1** Let $f(v) = v^p$ and $g(u) = u^q$ for $p, q \geq 1$ in Theorem 3.4. Then, there is no positive classical solution for $(N_{f,g})$ in dimensions

$$\frac{N + \alpha}{p + 1} + \frac{N + \beta}{q + 1} \leq N - 2.$$

**Remark** For the fourth order equation, i.e. $\alpha = 0$, $p = 1$ and $N > 4$, there is no positive solution for $q \geq \frac{N + 2\beta}{N - 4}$ and also for the weighted Lane-Emden equation, i.e., $p = q$ and $\alpha = \beta$, there is no positive solution for $q \geq \frac{N + 2\beta}{N - 2}$. This equation is also called the Hénon equation, see [13].
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