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Abstract

We derive criteria for the selection of datapoints used for data-driven reduced-order modeling and other areas of supervised learning based on Gaussian process regression (GPR). While this is a well-studied area in the fields of active learning and optimal experimental design, most criteria in the literature are empirical. Here we introduce an optimality condition for the selection of a new input defined as the minimizer of the distance between the approximated output probability density function (pdf) of the reduced-order model and the exact one. Given that the exact pdf is unknown, we define the selection criterion as the supremum over the unit sphere of the native Hilbert space for the GPR. The resulting selection criterion, however, has a form that is difficult to compute. We combine results from GPR theory and asymptotic analysis to derive a computable form of the defined optimality criterion that is valid in the limit of small predictive variance. The derived asymptotic form of the selection criterion leads to convergence of the GPR model that guarantees a balanced distribution of data resources between probable and large-deviation outputs, resulting in an effective way for sampling towards data-driven reduced-order modeling.
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1 Introduction

Reduced-order modeling has been a cornerstone of modern computational methods. The effectiveness of the reduced-order models relies both on their design, so they can capture the complexity of the underlying process, and also on the information they rely on. This fundamental information can have the form of i) governing equations, which typically carry assumptions or simplifications of their own, and ii) data, which is a more reliable but expensive source. The present work involves
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the development of criteria for the most effective selection of data—or associated experiments to generate this data—in order to perform data-driven reduced-order modeling.

The literature related to data-driven reduced-order modeling is vast and spans a great number of engineering and scientific fields ranging from fluid mechanics \([6, 12, 9, 8, 14]\) to structural mechanics \([13, 11, 16, 1]\). In the majority of these works the assumption is plentiful data. While for many applications this is indeed the case, there are several important problems where plentiful data is not available, either because the associated physical or numerical experiments are too expensive or because of the nature of the problem, e.g., extreme events that occur rarely \([20]\).

The scientific field that aims to tackle this issue is active learning \([18, 7, 10]\). A critical issue in active learning is the choice of acquisition function, i.e., the criterion used to select which sample to query next in an optimal manner. Acquisition functions come in various shapes and forms \([7, 21]\), but many popular criteria suffer from severe limitations, including high computational cost, intractability in high dimensions, and inability to discriminate between active and idle input variables \([19]\). Recently, a new class of active learning criteria was introduced, designed to take into account the effect of the output on the selection of samples \([19, 5]\). This new class of output-weighted criteria has led to significantly improved performance in a variety of problems involving uncertainty quantification, Bayesian optimization \([3, 2]\), and decision making \([4, 25]\). However, there is no sound theoretical understanding of its favorable properties.

In this work we rigorously show the optimal properties of output-weighted acquisition functions when it comes to the problem of selecting samples for data-driven reduced-order modeling in the Bayesian context. Specifically, we employ Gaussian process regression (GPR) as the building block to develop Bayesian surrogates or stochastic reduced-order models. Within the GPR framework, we derive asymptotically optimal acquisition functions, where optimality is defined in the sense of fastest convergence of the probability density function (pdf) describing the quantity of interest. We demonstrate the derived optimal acquisition functions in a mechanical oscillator subjected to high-dimensional stochastic forcing resulting in non-Gaussian heavy tails, as well as the reduced-order modeling of a beam under axial and transverse stochastic loads that result in buckling and bending.

## 2 Problem setup

Our aim is to build a data-driven reduced-order model that will capture the behavior of an output quantity \(y \in \mathbb{R}\) (assumed scalar for simplicity) with respect to an input variable \(x \in \mathbb{R}^n\). The input can represent, for example, initial conditions or parameters governing the evolution of a dynamical system, while the output is any quantity of interest that depends on the input variable. We also assume that the input variable has a prescribed probability distribution function, \(p_x(x)\).

We are given a set of input datapoints \(X = \{x_i\}_{i=1}^{N}\) and corresponding output values

\[
Y = [y(x_1), \ldots, y(x_N)]^T,
\]

and the objective is to identify a criterion that allow us to select the next input point \(x_{N+1} \triangleq h\) that will supplement—together with the corresponding output \(y(x_{N+1})\)—the dataset \(D = \{X, Y\}\). There is a plethora of criteria in the active-learning field (see, e.g., \([7]\) for a review), the majority of which are designed to select the next input \(h\) that either minimizes the uncertainty of the reduced-order model, i.e., the posterior variance \(\sigma_y^2(x|D)\), or maximizes the information content between input and output variables. However, neither of these methods gives appropriate attention on increasing the accuracy of the resulting model in the regions of the input space where it is needed the most: inputs that result in large deviations of the output variable \(y\) from its expected value.
To accomplish this goal we will focus on accelerating the convergence of the model output pdf, \( p_y(s|D) \). In the context of reduced-order modeling this is the appropriate quantity to consider as it encodes the probabilistic information about the large deviations of \( y \), while the input variables have been marginalized. Therefore, while criteria based on the posterior variance aim to minimize the error of the model for all or certain input variables, a criterion based on the output pdf explicitly targets regions of the input space that contribute to the output pdf. Moreover, to emphasize regions associated with large deviations of the output variable \( y \), we will define convergence in terms of the logarithm of \( p_y(s|D) \), using the below function to measure the discrepancy between two pdfs \( p_1 \) and \( p_2 \):

\[
D(p_1, p_2) = \int_{S_y} |\log p_1(s) - \log p_2(s)| \, ds. \tag{1}
\]

In the above, \( S_y \) is a finite domain of \( y \) (the output variable), over which we aim to build the reduced-order model. Note that this is different from the Kullback–Leibler divergence, which does not give the same emphasis to low probability events (associated with large deviations of \( y \)). Moreover, it can be easily shown that the above function defines a metric. In what follows, we first provide a quick review of GPR and its basic properties, and subsequently formulate the optimality condition that our sampling criteria will satisfy.

### 2.1 Review of Gaussian process regression

We use GPR to build a surrogate for the unknown function \( y(x) : \mathbb{R}^n \to \mathbb{R} \). The idea is to utilize a Gaussian prior on the function \( y \), i.e.,

\[
y_0 \sim \text{GP}(m(x), k(x, x')) \tag{2}
\]

with known mean \( m(x) : \mathbb{R}^n \to \mathbb{R} \) and covariance function \( k(x, x') : \mathbb{R}^{n \times n} \to \mathbb{R} \) assumed to be positive-definite. We typically set the mean function \( m \) to be identically zero. As for the covariance kernel \( k \), we often use the Gaussian covariance:

\[
k(x, x') = \sigma_k^2 \exp \left( -\frac{\|x - x'\|^2}{2\lambda^2} \right). \tag{3}
\]

Conditioning the Gaussian process on the available datapoints, we obtain the predictive process

\[
y_* \sim \text{GP}(\tilde{y}(x), \tilde{k}(x, x')) \tag{4}
\]

where the predictive mean, \( \tilde{y}(x) \) and predictive covariance \( \tilde{k}(x, x') \) are given in terms of the datapoints:

\[
\tilde{y}(x) = k(x, X)K(X, X)^{-1}Y
\]

\[
\tilde{k}(x, x') = k(x, x') - k(x, X)K(X, X)^{-1}k(X, x'), \tag{5}
\]

where \( k(x, X) = [k(x, x_1), ..., k(x, x_N)] \in \mathbb{R}^N \) and \( K(X, X) = \{k(x_i, x_j)\}_{i,j=1}^N \in \mathbb{R}^{N \times N} \).

The native space for GPR schemes is the reproducing kernel Hilbert space corresponding to the kernel \( k \), defined as follows:

**Definition 2.1.** A Hilbert space \( \mathcal{H}_k \) of functions \( y : \mathbb{R}^n \to \mathbb{R} \), with inner product \( \langle \cdot, \cdot \rangle_{\mathcal{H}_k} \), is called the reproducing kernel Hilbert space (RKHS) corresponding to a symmetric, positive-definite kernel \( k \) if
1. for all \( x \in \mathbb{R}^n \), \( k(x, x') \), as a function of its second argument, \( x' \), belongs to \( \mathcal{H}_k \); and
2. for all \( x \in \mathbb{R}^n \) and \( y \in \mathcal{H}_k \), \( (y, k(x, \cdot))_{\mathcal{H}_k} = y(x) \).

For special choices of kernels \( k \), the RKHS can be characterized through its spectrum. Specifically, we have the following theorem for the characterization of the RKHS in the case of Gaussian kernels:

**Theorem 2.2** (Wendland, 2004, Theorem 10.12, [24]). Let \( k(x, x') = \sigma_k^2 \exp(-\|x - x'\|^2/2\lambda^2) \) be the squared-exponential kernel. The corresponding RKHS \( \mathcal{H}_k \) can be written as

\[
\mathcal{H}_k = \left\{ y \in L_2(\mathbb{R}^n) \cap C(\mathbb{R}^n) : \|y\|_{\mathcal{H}_k} = \frac{1}{c_0} \int |\mathcal{F}[y](\omega)|^2 \exp(\lambda^2 \|\omega\|^2 / 2) d\omega < \infty \right\},
\]

where \( c_0 \) is a constant that depends on \( n \) and \( \lambda \), and \( \mathcal{F} \) is the Fourier transform.

The above results shows that for any \( y \in \mathcal{H}_k \), the magnitude of its Fourier transform \( |\mathcal{F}[y](\omega)| \) decays exponential fast as \( |\omega| \to \infty \) and the speed of decay increases with \( \lambda \). Analogous results exist for the case of Matérn kernels [24].

A fundamental property of GPR schemes is the fact that one can obtain a priori estimates for the accuracy of the surrogate model. In particular, for the case of GPR schemes, we have the following error estimate:

**Proposition 2.3** (Stuart & Teckentrup, 2018, Proposition 3.5, [22]). Suppose that \( \tilde{y}(x) \) and \( \tilde{k}(x, x') \) are given by the GPR scheme (5). Then

\[
\sup_{\|y\|_{\mathcal{H}_k} = 1} |y(x) - \tilde{y}(x)| = \tilde{k}(x, x)^{1/2} \triangleq \tilde{\sigma}(x),
\]

where the supremum occurs when the functions \( y(\cdot) \) and \( \tilde{k}(\cdot, x) \) are linearly dependent.

Based on this result which involves the accuracy of the surrogate map, we will derive the corresponding results for the pdf of the output variable, \( p_y(s|D) \).

### 2.2 Optimality condition for data selection

We formulate an active-sampling criterion that aims directly for the convergence of the output pdf, \( p_y(s|D) \). Let \( h \in \mathbb{R}^n \) be the new candidate input point. As output, we employ the approximation by the surrogate model, \( \tilde{y}(h) \). In this way, we have the augmented dataset \( D' = \{[X, h], [Y, \tilde{y}(h)]\} \), which results in the same predictive mean, \( \tilde{y}(x) \), and a new predictive covariance \( \tilde{k}'(x, x'; h) \). Ideally, we would want the new input to be chosen by minimizing the distance

\[
D(p_y, p_{\tilde{y}'}) = \int_{S_y} |\log p_y(s) - \log p_{\tilde{y}'}(s|D, h)| \, ds. \tag{8}
\]

However, this is not possible as \( p_y \) is a priori unknown. To this end, we will use as a selection criterion the supremum of the above distance over the unit sphere of the functional space \( y \in \mathcal{H}_k \) (we fix the norm of the unknown function without loss of generality). Therefore the selection criterion takes the form of minimizing the acquisition function

\[
Q(h|D) \triangleq \sup_{\|y\|_{\mathcal{H}_k} = 1} D(p_y, p_{\tilde{y}'}) = \sup_{\|y\|_{\mathcal{H}_k} = 1} \int_{S_y} |\log p_y(s) - \log p_{\tilde{y}'}(s|D, h)| \, ds. \tag{9}
\]

While the criterion is targeting the output pdf, it is not easily computable, especially in high dimensions. The rest of the paper aims to derive a computable version appropriate for high-dimensional input spaces.
3 Asymptotically optimal criterion for data selection

Our efforts focus on obtaining a computable version of the criterion (9). We plan to achieve this by assuming small variance $\bar{\sigma}^2(x) = k(x, x)$. We first recall an asymptotic result that connects the error for a map and the error between the induced pdfs defined by the corresponding maps.

**Theorem 3.1.** (Mohamad & Sapsis, 2018, Theorem 2, [15]). Let $\bar{y}(x)$ and $y(x) : \mathbb{R}^n \rightarrow \mathbb{R}$ be two continuous functions with difference $\Delta y(x) = \bar{y}(x) - y(x)$, which is assumed to be small. Let also $p_x(x)$ be the probability density function of the random vector $x \in \mathbb{R}^n$. The difference between the induced pdfs for $\bar{y}$ and $y$ has the following asymptotic behavior:

$$p_y(s) - p_\bar{y}(s) = -\frac{d}{ds} \int_{\bar{y}(x)=s} p_x(x) \Delta y(x) \, dx + O(\Delta y^2).$$

Building on this result, we have the main theorem that characterizes the supremum in the RKHS error for a map and the error between the induced pdfs defined by the corresponding maps.

**Theorem 3.2.** Let $y(x) \in \mathcal{H}_k$ be an arbitrary function and its GPR approximation with kernel $k$ given by $\bar{y}(x)$ with corresponding variance $\bar{\sigma}^2(x)$. Then the following property holds for small $\bar{\sigma}$:

$$\sup_{\|y\|_{\mathcal{H}_k} = 1} \int_{\mathcal{S}_y} |\log p_y(s) - \log p_\bar{y}(s)| \, ds = \int_{\bar{y}^{-1}(S_\bar{y})} \frac{p_x(x)p'_y(\bar{y}(x))}{p_y(\bar{y}(x))^2} \bar{\sigma}(x) \, dx + O(\bar{\sigma}^2).$$

**Proof:** Utilizing Theorem 3.1, we have for the case where $\bar{y}$ is close to $y$ (i.e., $\Delta y/y = (\bar{y} - y)/y \ll 1$)

$$\log p_y(s) - \log p_\bar{y}(s) = \frac{p_y(s) - p_\bar{y}(s)}{p_y(s)} + O(\Delta y^2)$$

$$= -\frac{d}{ds} \int_{\bar{y}(x)=s} p_x(x) \Delta y(x) \, dx \frac{p_x(x)}{p_y(s)} + O(\Delta y^2).$$

Expressing the right-hand side as a volume integral with a delta function and using properties of generalized derivatives, we have

$$\frac{d}{ds} \int_{\bar{y}(x)=s} p_x(x) \Delta y(x) \, dx \frac{p_x(x)}{p_y(s)} = \frac{d}{ds} \int p_x(x) \Delta y(x) \delta(s - \bar{y}(x)) \, dx \frac{p_x(x)}{p_y(s)}$$

$$= \int p_x(x) \Delta y(x) \delta'(s - \bar{y}(x)) \, dx \frac{p_x(x)}{p_y(s)}$$

$$= \int p_x(x) \Delta y(x) p'_y(s) \delta(s - \bar{y}(x)) \, dx \frac{p_x(x)}{p'_y(s) p_y(s)}$$

$$= p'_y(s) \int p_x(x) \Delta y(x) \delta(s - \bar{y}(x)) \, dx \frac{p_x(x)}{p'_y(s) p_y(s)}.$$

We note that $p_x(x)\delta(s - \bar{y}(x))/p'_y(s) \geq 0$. By employing Proposition 2.3 we obtain the tight bound

$$\int \frac{p_x(x) \Delta y(x) \delta(s - \bar{y}(x))}{p'_y(s) p_y(s)} \, dx \leq \int \frac{p_x(x) \bar{\sigma}(x) \delta(s - \bar{y}(x))}{p'_y(s) p_y(s)} \, dx,$$
where equality holds for the case where the functions \( y(\cdot) \) and \( \bar{k}(\cdot, x) \) are linearly dependent [22].

Combining the above, we have
\[
|\log p_y(s) - \log p_y(s)| \leq |p'_y(s)| \int p_x'(x) \sigma(x) \delta(s - \bar{y}(x)) \, dx + \mathcal{O}(\sigma^2).
\]

Integrating over \( s \), we have the final result:
\[
\sup_{\|y\|_{\mathcal{H}} = 1} \int_{S_y} |\log p_y(s) - \log p_y(s)| \, ds = \int_{\bar{S}_y} |p'_y(s)| \int \frac{p_x'(x) \sigma(x) \delta(s - \bar{y}(x))}{p_y^2(s)} \, dx \, ds + \mathcal{O}(\sigma^2)
\]
\[
= \int_{\bar{y}^{-1}(S_y)} \frac{p_x(x) |p'_y(\bar{y}(x))|}{p_y(\bar{y}(x))^2} \sigma(x; h) \, dx + \mathcal{O}(\sigma^2).
\]

This completes the proof. \( \blacksquare \)

Next, we utilize this asymptotic form to reformulate the data selection criterion (9). Specifically, we apply the above theorem for the augmented dataset \( \mathcal{D}' \) and obtain the asymptotic reformulation of the selection criterion:
\[
\sup_{\|y\|_{\mathcal{H}} = 1} \int_{S_y} |\log p_y(s) - \log p_y'(s|\mathcal{D}, h)| \, ds = \int_{\bar{y}^{-1}(S_y)} \frac{p_x(x) |p'_y(\bar{y}(x))|}{p_y(\bar{y}(x))^2} \sigma(x; h) \, dx + \mathcal{O}(\sigma^2),
\]
(11)

where \( \sigma(x; h) = \bar{k}(x, x; h) \) is the predictive variance based on the augmented dataset \( \mathcal{D}' \). We note that the right-hand side involves the pdf \( p_y \), which is unknown but can always be approximated by \( p_{\tilde{y}} \) with negligible error, given the assumptions of Theorem 3.2. This gives us the final asymptotic approximation:
\[
Q(h|\mathcal{D}) = \sup_{\|y\|_{\mathcal{H}} = 1} \int_{S_y} |\log p_y(s) - \log p_y'(s|\mathcal{D}, h)| \, ds \simeq \int_{\bar{y}^{-1}(S_y)} \frac{p_x(x) |p'_y(\bar{y}(x))|}{p_y(\bar{y}(x))^2} \sigma(x; h) \, dx.
\]
(12)

It is worth emphasizing the term in the denominator, which promotes sampling of regions associated with low probability, i.e., large deviations of the output of the reduced-order model.

We can simplify the right-hand side further by using the Cauchy–Schwarz inequality (with weight \( \frac{p_x(x) p_y^2(\bar{y}(x))}{p_y^4(\bar{y}(x))} \)) to obtain the less conservative upper bound:
\[
Q(h|\mathcal{D}) \simeq \int_{\bar{y}^{-1}(S_y)} \frac{p_x(x) |p'_y(\bar{y}(x))|}{p_y^3(\bar{y}(x))} \sigma(x; h) \, dx \leq c \left[ \int_{\bar{y}^{-1}(S_y)} \frac{p_x(x) |p'_y(\bar{y}(x))|}{p_y^2(\bar{y}(x))} \sigma^2(x; h) \, dx \right]^{\frac{1}{2}},
\]
(13)

where
\[
c = \left[ \int_{\bar{y}^{-1}(S_y)} \frac{p_x(x) p_y^2(\bar{y}(x))}{p_y^4(\bar{y}(x))} \, dx \right]^{\frac{1}{2}}
\]
(14)
is a constant that depends only \( p_x, p_y(y), \) and \( \bar{y}(x) \), i.e., not on \( h \). This form, also referred as output-weighted (or likelihood-weighted) criterion, is appropriate for computations involving even high-dimensional input spaces, since it allows for the analytical computation of \( \sigma^2(x; h) \) in terms of simpler integrals [5]. It has been studied numerically in recent papers [19, 5, 3], showing significantly favorable convergence properties compared with existing active-learning criteria.
3.1 The case of extreme-event quantiles

For a wide range of applications, the focus is on characterizing the probability of exceeding a certain level, \( P_y(s_\times) = P[y \leq s_\times] \), rather than characterizing the full pdf \( p_y(s) \) (the case of non-exceeding probability can be addressed in a similar fashion). For this type of problems the appropriate selection criterion is minimizing the acquisition function

\[
R(h|D, s_\times) \triangleq \sup_{\|y\|_{H_k} = 1} |P_{\bar{y}}(s_\times|D, h) - P_y(s_\times)|.
\]

(15)

For this case, we have the following asymptotic result for small \( \sigma \):

**Theorem 3.3.** Let \( y(x) \in H_k \) and its GPR approximation with kernel \( k \) given by \( \bar{y}(x) \) with variance \( \bar{\sigma}^2(x) \). Then, for any given \( s_\times \), the following property holds for small \( \bar{\sigma} \):

\[
\sup_{\|y\|_{H_k} = 1} |P_{\bar{y}}(s_\times) - P_y(s_\times)| = \int \bar{\sigma}(x)p_x(x) \, dx + O(\bar{\sigma}^2).
\]

We observe that for this case, the optimal data selection criterion takes a different form, focusing primarily on reducing the error around the contour \( \bar{y}(x) = s_\times \). This is not surprising given that the extreme-event quantile is essentially equivalent to a classification problem, so what is most important is to have low error around the a priori unknown contour of interest.

3.2 Convergence of spatial approximation error

Given an active-learning criterion, it is important to characterize the convergence of the spatial error of the GPR approximation. This can be obtained with the help of Proposition 2.3 and standard results of measurable functions. Here we give a proof for the convergence properties using the sampling criterion appearing on the right-hand side in (13). Specifically, we have the following result:

**Theorem 3.4.** Suppose that \( \bar{y}_N \) and \( \bar{\sigma}_N \) are given by a GPR with kernel \( k \), using \( N \) samples. Moreover, assume that sampling is performed using the optimal criterion so that

\[
\lim_{N \to \infty} \int \frac{p_x(x)}{p_{\bar{y}_N}(\bar{y}_N(x))} \bar{\sigma}_N^2(x) \, dx = 0.
\]
Then we have convergence in measure, i.e.,

$$\lim_{N \to \infty} P \left[ x : \sup_{\|y\|_{H_k} = 1} (\bar{y}_N(x) - y(x))^2 \leq q \frac{p_{\bar{y}_N}(\bar{y}_N(x))}{p_x(x)} \right] = 1,$$

for every $q > 0$.

**Proof:** From standard results of measurable functions [23], for every sequence of functions $\phi_k(x) \in L^p$ ($1 \leq p \leq \infty$) for which $\|\phi_k(x)\|_p \to 0$, we have convergence in measure:

$$\lim_{k \to \infty} P[x : |\phi_k(x)| \geq q] = 0,$$

(17)

for every $q > 0$. Applying this result to the sequence $p_x(x)\bar{\sigma}_N^2(x)/p_{\bar{y}_N}(\bar{y}_N(x))$, we obtain

$$\lim_{N \to \infty} P \left[ x : \frac{p_x(x)}{p_{\bar{y}_N}(\bar{y}_N(x))}\bar{\sigma}_N^2(x) \leq q \right] = 1.$$

We then utilize Proposition 2.3, which immediately leads to the desired result. □

This result provides a description of the spatial convergence properties for the approximation error of the reduced-order model. Specifically, it shows that the convergence is accelerated in regions of the input space that are i) most probable according to the pdf $p_x(x)$, and ii) associated with small probability of the output pdf $p_{\bar{y}_N}(\bar{y}_N(x))$, i.e., large deviations of the output $y$. This type of convergence guarantees a balanced distribution of resources between the most probable inputs and those that result in large deviations for the output, resulting in an effective way of sampling towards data-driven reduced-order modeling.

4 Numerical illustration

We demonstrate the optimal sampling criteria in a mechanical oscillator subject to stochastic forcing and in the reduced-order modeling of a beam under axial and transverse stochastic loads. We consider the optimal sampling criteria appearing on each side of the inequality in (13). The left-hand side will be referred to as the “B” criterion, and the right-hand side as “IVR-LW” as it is strictly equivalent to the eponym criterion introduced in [19, 5]. We also consider two criteria commonly used in the literature which do not account for the importance of the output relative to the input; namely, uncertainty sampling (US) and input-weighted integrated variance reduction (IVR-IW), whose definitions can be found in [19, 5]. For each example below, we run 100 Bayesian experiments, each differing in the choice of the $n + 1$ points making up the initial dataset. Observations are assumed to be corrupted by Gaussian noise with zero mean and unknown (i.e., to be learned) variance $\sigma_n^2$. Performance at each iteration is evaluated using the median of $\mathbb{D}(p_y, p_{\bar{y}_N})$ across the 100 randomized experiments. Note that we employ this particular quantity to measure performance so we can better emphasize the accuracy in the tails of the resulting probability distributions.

4.1 Forced nonlinear oscillator exhibiting extreme events

We begin with the stochastic oscillator of Mohamad and Sapsis [15],

$$\ddot{u} + \delta \dot{u} + F(u) = \xi(t), \quad t \in [0, T],$$

(18)
where \( u(t) \in \mathbb{R} \) is the state variable, \( F \) a nonlinear restoring force, and \( \xi(t) \) a stationary stochastic process which we parametrize using a Karhunen–Loève expansion with \( n \) modes:

\[
\xi(t) \simeq x \Phi(t),
\]

where \( \{\Lambda, \Phi(t)\} \) contains the first \( n \) eigenpairs of the correlation matrix, and \( x \in \mathbb{R}^n \) is a vector of random coefficients having mean zero and diagonal covariance matrix \( \Lambda \). The quantity of interest is taken to be the mean value of \( u(t) \) over the interval \( [0,T] \). (Further details about system parameters can be found in [15, 5]).

We consider the case \( n = 2 \) as it allows visual comparison of the decisions made by the sampling criteria as more points are being acquired. Even with \( n = 2 \), the output pdf has heavy tails (see figure 1), a consequence of the strong nonlinearity in (18). For \( \sigma_n^2 = 10^{-3} \), figure 1 shows that the derived optimal criteria accelerate convergence of the output pdf quite dramatically. The error for B remains close to, but always slightly below, that for IVR-LW, which is consistent with the mathematical derivation laid out in the previous section.

Figure 1: For the stochastic oscillator (18) with \( n = 2 \), contour plot of the output \( y \) (left) and its pdf (center), and performance of several sampling criteria for \( \sigma_n^2 = 10^{-3} \) (right). The error bands indicate one half of the median absolute deviation.

To explain the success of the proposed optimal criteria, we investigate the decisions made by US, B, and IVR-LW in the case where observations are noiseless and \( \sigma_n^2 \) is set to zero in the GPR model (i.e., it is not learned from data). Consistent with [19, 5], figure 2 shows that US attempts to reduce uncertainty somewhat evenly across the space as it has no mechanism to discriminate between relevant and irrelevant regions. With IVR-IW, the algorithm does not explore beyond the center region where \( p_x \) is large, and consequently the interesting regions are not visited. On the other hand, both B and IVR-LW decide to focus on a diagonal band, with the former being even more surgical and localized than the latter. Specifically, IVR-LW focuses on input regions with important probability as well as those input regions associated with large outputs. In this way the resulting surrogates predict the output statistics much better than with US.

4.2 Buckling of a beam under stochastic axial and transverse excitation

Next, we consider the case of a beam of length \( l \) subject to both axial and transverse stochastic loads. The linearized equation of motion takes the form

\[
\frac{\partial^2 w}{\partial t^2} + 2\zeta \omega_0 \frac{\partial w}{\partial t} + \omega_0^2 \frac{\partial^4 w}{\partial x^4} + P(t) \frac{\partial^2 w}{\partial x^2} = R(x,t),
\]
where $P(t)$ is random axial load and $R(x, t)$ is a random distributed transverse load [17]. We assume that both functions have zero-mean Gaussian statistics and prescribed spectra. We also assume that the beam has pin boundary conditions at both ends. In this case and assuming weak damping, the solution can be expressed as

$$w(x, t) = \sum_{j=1}^{\infty} f_j(t) \sin(j\pi x/l),$$

which results in a set of modal equations:

$$\ddot{f}_j + 2\zeta\omega_0 \dot{f}_j + \omega_j^2 [1 - P(t)/c_j] f = R_j(t), \quad j = 1, 2, \ldots$$

(21)

where

$$\omega_j^2 = \omega_0^2 (j\pi/l)^4, \quad c_j = (j\pi/l)^4, \quad \text{and} \quad R_j(t) = \frac{2}{l} \int_0^l \sin(j\pi x/l) R(x, t) \, dx.$$
We define as quantity of interest the maximum absolute displacement at \( x = l/4 \) over a prescribed time interval \([0, T]\):

\[
y = \max_{t \in [0,T]} |w(l/4,t)| = \max_{t \in [0,T]} \left| \sum_{j=1}^{J} \sin(j\pi/4)f_j(t) \right|.
\]  

(23)

We use \( \sigma_\xi^2 \exp[-t^2/(2\ell_\xi^2)] \) for the correlation function of \( P(t) \) and each \( R_j(t) \), which are expanded using Karhunen–Loève expansions with \( n_{KL} \) modes. The search space, therefore, has dimension \( n = J(n_{KL} + 1) \). We use parameters \( \sigma_\xi = 20, \ell_\xi = 0.1, \) and \( T = 5 \).

For simplicity, we consider a modal truncation of \( J = 1 \) and \( n_{KL} = 1 \), leading to a two-dimensional search space. For the parameters considered, figure 3 shows that the pdf of the output has a heavy right tail, to which the B and IVR-LW criteria converge more quickly than US and IVR-IW. The reason is that the extreme displacement values are found in low-probability areas of the search space (i.e., small \( p_x \)), which US and IVR-IW have no mechanism to discover.

Figure 3: For the beam under random load with \( n = 2 \) (\( J = 1, n_{KL} = 1 \)), contour plot of the output \( y \) (left) and its pdf (center), and performance of several sampling criteria for \( \sigma_n^2 = 10^{-3} \) (right). The error bands indicate one half of the median absolute deviation.

5 Conclusions

We have derived optimal acquisition functions for active-learning schemes utilized for reduced-order modeling based on Gaussian process regression. The key feature of these optimal acquisition functions is a mechanism that targets the output pdf of the surrogate model. The derivation begins by selecting each sample so that the distance between the exact output pdf and the approximated output pdf obtained from the reduced-order model is minimized. Given that the exact pdf is a priori unknown, a supremum of this distance over the native Hilbert space for the Gaussian process regression is considered. The resulting selection criterion, although optimal, it is generally computationally intractable. We show that this difficulty can be overcome by deriving successive asymptotic upper bounds, resulting in a sampling criterion which can be evaluated analytically along with its gradients. In addition to the data-selection criterion, we derive the corresponding bound for the approximation error of the resulted reduced-order model. This result shows that our approach enables the reduced-order model to find the optimal trade-off between most likely and
most interesting (i.e. large-deviation) output for the process at hand, thereby greatly enhancing the
effectiveness of the algorithm. Numerical results confirm the derived analytical findings.

Note that in this work and for the sake of simplicity we have chosen to represent the reduced-order
model in the form of a function from the parameter space to the output space. The present framework
can be adapted to represent the reduced-order model in the form of a low-dimensional dynamical
system, focusing e.g. on capturing a specific mechanism of the full dynamics. We leave this topic as
a possible direction for future work.
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