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Abstract—Federated learning (FL) aims to perform privacy-preserving machine learning on distributed data held by multiple data owners. To this end, FL requires the data owners to perform training locally and share the gradient updates (instead of the private inputs) with the central server, which are then securely aggregated over multiple data owners. Although aggregation by itself does not provably offer privacy protection, prior work showed that it may suffice if the batch size is sufficiently large. In this paper, we propose the Cocktail Party Attack (CPA) that, contrary to prior belief, is able to recover the private inputs from gradients aggregated over a very large batch size. CPA leverages the crucial insight that aggregate gradients from a fully connected layer is a linear combination of its inputs, which leads us to frame gradient inversion as a blind source separation (BSS) problem (informally called the cocktail party problem). We adapt independent component analysis (ICA)—a classic solution to the BSS problem—to recover private inputs for fully-connected and convolutional networks, and show that CPA significantly outperforms prior gradient inversion attacks, scales to ImageNet-sized inputs, and works on large batch sizes of up to 1024.

Index Terms—Federated Learning, gradient inversion

I. INTRODUCTION

Federated learning (FL) [16] is a powerful and flexible framework for privacy-preserving machine learning (ML) model training on distributed data. The FL framework typically consists of a central server and multiple clients that hold private training data. The protocol involves the server distributing the model parameters \( \theta \) to the clients, and then the clients using this model to compute gradient update \( \nabla \theta \mathcal{L} \) using their private data. The gradient updates are aggregated and shared with the server who updates its model parameters using the aggregated gradients and this process is repeated until convergence.

While FL avoids the direct sharing of data, this in itself does not guarantee privacy as the gradient update shared with the server can contain information about the private training data [17]. For instance, Zhu et al. [26] showed concretely that these gradient updates can be inverted to recover their associated private data in a process now called gradient inversion. In realistic settings, however, gradient inversion in FL is considered to be hard [26], as gradients are aggregated across a large number of inputs (e.g., 1024), which thwarts most existing gradient inversion attacks.

The central goal of our paper is to show that this hardness is not an inherent privacy property of FL, but rather a technical limitation of the existing attack algorithms. To this end, we propose the Cocktail Party Attack (CPA)—a gradient inversion attack that is able to faithfully recover the inputs to a fully-connected (FC) layer from its aggregated gradient. This is made possible by a novel insight that the aggregated gradient for an FC layer is a linear combination of its inputs, which allows us to frame the recovery of these inputs as a blind source separation (BSS) problem and solve it using independent component analysis (ICA).

When applied to a fully-connected network (or any network where the first layer is an FC layer), CPA can readily perform gradient inversion to recover input images. Fig. 1 shows an illustration of CPA on a fully-connected network, where a batch of training images is faithfully recovered from its aggregated gradient. We further extend CPA to perform gradient inversion on convolutional networks by first recovering the per-sample embeddings to an FC layer of the network and then inverting these embeddings using feature inversion to recover the input images. Empirically, we show that CPA has the following
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advantages over prior work:

- We evaluate CPA by inverting the gradients from a FC network trained on CIFAR-10 [13] and Tiny-Imagenet [14], and a VGG-16 network [19] trained on ImageNet to show that our attack can perform high-quality recovery of private inputs even with batch size as large as 1024.
- Compared to prior work based on gradient matching [26], CPA can recover inputs with better quality and scales to datasets with larger input sizes (e.g., ImageNet). Furthermore, we show that gradient matching can be combined with CPA to further improve attack performance.
- CPA only uses simple image priors such as smoothness and does not require knowledge of the input data distribution or changes to the model parameters, and hence is more versatile and applicable to real world settings.

The efficacy of CPA shows that aggregation alone does not provide meaningful privacy guarantees and defenses like differential privacy are truly necessary to prevent gradients from leaking private data in FL.

II. BACKGROUND

In this section, we provide background on FL and gradient inversion attacks (GIA). We also provide an overview of prior works on GIA and describe their limitations.

A. Federated Learning

FL aims to train a model on distributed data held by multiple clients in a privacy-preserving manner. FL involves a central server and multiple clients who hold private data X as shown in Fig. 2a. To train a model fθ, the server starts by distributing the model to the clients. The client uses the batch of private data to compute the aggregate gradients of the loss with respect to the model parameters θ and sends the gradient ∇θL to the central server. The server collects and aggregates the gradients, and uses the aggregated gradient to update the model parameters. To improve privacy, some proposals use secure aggregation [3]. This process is repeated until the model converges.

B. Gradient Inversion Attack

The goal of a gradient inversion attack is to recover the inputs from the aggregate gradients produced during training. Such attacks can be used by a malicious server to leak the private inputs of the clients in FL.

Attack Objective: Let A denote the gradient inversion attack. The goal of the attack is to estimate the batch of inputs X from the aggregate gradient ∇θL(S,Y), such that the estimated inputs X̃ are semantically similar to the original inputs X as shown in Eqn. 1

$$\min d(\tilde{X}, X), \text{where } \tilde{X} = A(\nabla_\theta L(X, Y))$$

(1)

Attack Constraints: We assume an honest-but-curious adversary, meaning that the central server is not allowed to modify the FL protocol or insert malicious weights [2], [6] to achieve the attack objective.
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C. Related Work

Most prior works on gradient inversion primarily rely on the gradient matching objective to carry out the attack. We start by describing gradient matching, followed by attacks that build on this objective using various input priors like total variation prior, batch-norm statistics, and generative image priors to improve attack performance. We also discuss a recent line of work that uses malicious model parameters to carry out GIA. We describe the limitations of these prior works and also discuss the key challenge in scaling gradient matching based attacks to datasets with large inputs.

Gradient Matching: Gradient matching [26] performs gradient inversion by optimizing a batch of dummy inputs and labels (x∗, y∗) to produce a gradient that matches the one received by the server during FL as shown in Fig. 2b. This can be done by minimizing the distance between the gradient produced by the dummy variables Lθ(x∗, y∗) and the gradient received during FL Lθ(x, y) as shown in Eqn. 2. This method was shown to work well on small datasets like CIFAR-10 [13] up to a batch size of 8.

$$\hat{x}, \hat{y} = \arg \min d(L_\theta(x^*, y^*), L_\theta(x, y))$$

(2)

Here, d denotes a distance metric between vectors like cosine similarity or L2 norm. A subsequent work [25] proposed a method to infer the ground truth labels by examining the gradients of the last layer. Knowing the labels can help improve the quality of gradient inversion. However, this method only works when no two inputs in the batch belong to the same output class, limiting its applicability.

Total Variation (TV) Prior: Geiping et al. [7] proposed to use the TV prior [18] as a regularization term along with the gradient matching objective. The TV prior (Eqn. 3) penalizes high-frequency components in the input and encourages the optimization to find natural-looking images. With the TV prior, gradient matching can be scaled to work on a batch size of...
up to 100 for CIFAR-10 images and up to a small number of inputs for ImageNet.

\[ R_{TV}(x^*) = \mathbb{E}[|x_{i+1,j}^* - x_{ij}^*|] + \mathbb{E}[|x_{i,j+1}^* - x_{ij}^*|] \]  

(3)

**Batch Norm Statistics:** Several works \[8, 22\] have proposed to use the mean and variance of the activations captured by the batch norm (BN) layers as a prior to improve gradient inversion using the regularization term in Eqn. (4). Here, \( \mu_l(x^*) \) and \( \sigma_l^2(x^*) \) represent the mean and variance of the activation produced by the input \( x^* \) at the \( l \)-th BN layer. This regularization term encourages the optimization to find inputs that produce activations whose distribution matches the BN statistics. Evaluations from this work show that the BN prior can enable gradient inversion on ImageNet with a batch size of up to 48 examples.

\[ R_{BN}(x^*) = \mathbb{E}_l[||\mu_l(x^*) - BN_l(\text{mean})||_2 + ||\sigma_l^2(x^*) - BN_l(\text{var})||_2] \]  

(4)

A key limitation of this work is that it can only be used for models that use BN layers. In a real-world FL, the model might not contain BN layers because BN layers often degrade accuracy with a non-IID data \[9\], which is common in FL \[15\]. Furthermore, BN statistics can be used to perform model inversion to leak the training data directly from the model parameters \[23\] (without the need for gradients), posing a concern about the premise of using networks with BN layers to train on private data.

**Generative Image Prior:** Instead of performing optimization in the space of inputs, a recent work \[11\] proposes to move the optimization to the smaller latent space of a generative model (G) to find an input \( x^* = G(z^*) \) that satisfies the gradient matching objective as shown in Eqn. (5). The reduced space of optimization and the prior induced by the generative model helps the attack scale to imagenet-scale datasets with a small batch size.

\[ \hat{z}, \hat{y} = \arg \min_{z^* \in \mathbb{R}^{d \times k}} d(L_0(G(z^*), y^*), L_0(x, y)) \]  

(5)

Note that this method requires the adversary to have access to in-distribution data or a generative model that is trained on in-distribution data. This may not be realistic in several settings (e.g. medicine and finance), where in-distribution data/generative model may not be available. Additionally, such methods may not hold well under dataset shift.

**Malicious Parameters:** Several recent works \[2, 6, 20\] have proposed methods to leak private inputs by using malicious model parameters under the assumption of a dishonest central server. Such methods use weights that cause the aggregate gradient or the difference between two aggregate gradients to be predominantly influenced by a single input. However, under our threat model of an honest central server, malicious modifications to model parameters are not allowed. Thus, we do not consider such attacks in our work.

**D. Challenges for Scaling to Large Input Sizes**

The optimization complexity of gradient matching poses a fundamental limitation to the scalability of prior works to datasets with large inputs. Most prior works (with the exception of generative image prior) perform optimization directly in the input-space. The size of this optimization problem is \( O(n \times d_{in}) \), where \( n \) is the batch size and \( d_{in} \) denotes the dimensionality of the input. The difficulty of performing this optimization scales linearly with the dimensionality of the input, preventing gradient-matching based from scaling to high-dimensional inputs.

In contrast, our proposed attack (CPA) has an optimization complexity \( O(n \times n) \), which is independent of the input-dimensionality. This unique feature keeps the size of the optimization problem low and enables CPA to scale to ImageNet-sized datasets even with large batch sizes.

**III. COCKTAIL PARTY ATTACK**

Our paper proposes CPA – a gradient-inversion attack specifically for FC layers. CPA frames gradient inversion as a BSS problem and uses ICA to recover the private inputs from aggregate gradients. We start by providing background on the BSS problem and describe how gradient inversion in FC layers can be viewed as a BSS problem. Next, we describe ICA—a classic signal processing technique—that can be used to solve the the BSS problem. Lastly, we consider the problem of performing gradient inversion for FC models trained on image data, and describe how CPA can be used directly with simple image prior to perform gradient inversion and leak the private inputs. While FC models are typically not used for image classification, it represents the simplest setting to describe our attack. In the next section, we extend our attack to work on more realistic CNN models.

**A. Framing Gradient Inversion as a Blind Source Separation Problem**

CPA frames gradient inversion as a BSS problem. We explain the BSS problem using the motivating example of the cocktail party problem and show that gradient inversion for an FC layer can also be viewed as a BSS problem.

**Cocktail Party Problem:** Consider a cocktail party where there are a group of four people talking simultaneously as depicted in Fig. [3]. A microphone placed near this group picks up an audio recording consisting of an overlapping set of voices from the four speakers. We can model this recording by viewing it as a linear combination of the voices of the four speakers. More formally, if \( \vec{x}_0, \vec{x}_1, \vec{x}_2, \vec{x}_3 \) denote the speech vectors of the four speakers and \( \vec{g}_0, \vec{g}_1, \vec{g}_2, \vec{g}_3 \) denotes the recordings of four microphones places at different points, the recording of the \( i \)-th microphone is given by:

\[ \vec{g}_i = a_{i0}\vec{x}_0 + a_{i1}\vec{x}_1 + a_{i2}\vec{x}_2 + a_{i3}\vec{x}_3 \]  

(6)

Here, \( a_{ij} \) denote the unknown mixing coefficients. The BSS problem can be stated as follows: given the mixed signals \( \{\vec{g}_i\} \), recover the individual source signals \( \{\vec{x}_i\} \).
Gradient Inversion for FC Layer: Much like the cocktail party problem, the aggregate gradients from an FC layer can be viewed as linear combinations of the inputs used to generate them. To demonstrate this, consider an FC layer with four hidden neurons \( y_0, y_1, y_2, y_3 \) as shown in Fig. 3b. Let \( \vec{w}_0, \vec{w}_1, \vec{w}_2, \vec{w}_3 \) represent the weight vectors associated with each output neuron. Let \( \vec{x}_0, \vec{x}_1, \vec{x}_2, \vec{x}_3 \) be a batch of four inputs used to perform a single iteration of training. \( \vec{g}_i = \nabla_{\vec{w}_i}\mathcal{L} \) is the aggregate gradient of the loss with respect to \( \vec{w}_i \), which is computed by taking the mean of the individual gradients \( \nabla_{\vec{w}_i}\mathcal{L} \) associated with each input \( \vec{x}_j \). This aggregate gradient \( \vec{g}_i \) can further be expressed as a linear combination of the inputs \( \vec{x}_j \) as follows:

\[
\vec{g}_i = \frac{1}{4} \sum_j \nabla_{\vec{w}_i}\mathcal{L} \vec{x}_j = \frac{1}{4} \sum_j \frac{\partial \mathcal{L}}{\partial \vec{y}_i} \frac{\partial \vec{y}_i}{\partial \vec{w}_i} \vec{x}_j = \frac{1}{4} \sum_j \frac{\partial \mathcal{L}}{\partial \vec{y}_i} \vec{x}_j
\]

Notice that the aggregate gradients here have a 1-to-1 correspondence with the cocktail party problem. The inputs here are similar to the speakers and gradients are similar to the recordings of the microphones. Recovering the inputs \( \{\vec{x}_i\} \) (source signals) from a set of aggregate gradients \( \{\vec{g}_i\} \) (mixed signals) can thus be viewed as a BSS problem.

Solving BSS with an Unmixing Matrix: Eqn. 7 can be expressed as a matrix multiplication operation as follows:

\[ G = AX \]

The rows of \( X \in \mathbb{R}^{n \times d} \) denote the inputs (source signals), rows of \( A \in \mathbb{R}^{n \times n} \) represent the coefficients of linear combination and rows of \( G \in \mathbb{R}^{n \times d} \) denote the gradients (aggregate signals). We can estimate the source matrix \( \tilde{X} \) from \( G \) by using an unmixing matrix \( U \) as follows:

\[ \tilde{X} = UG \]

Each row of \( \tilde{X} \) represents a single recovered source signal \( \tilde{x}_i \). Note that \( \tilde{X} \) can be recovered perfectly if \( U = A^{-1} \) i.e. \( \tilde{X} \rightarrow X \) as \( U \rightarrow A^{-1} \). Estimating \( \tilde{X} \) can thus be reduced to finding the unmixing matrix \( U \).

B. Gradient Inversion using ICA

Independent component analysis (ICA) is a classic signal processing technique that can be used to solve the BSS problem by estimating the unmixing matrix \( U \). To do this, ICA starts with a randomly initialized unmixing matrix \( U^* \) and optimizes it to enforce certain properties on the recovered source signals. To explain, let \( x_i^* = u_i^*G \) denote the \( i \)-th source signal recovered from multiplying the \( i \)-th row of \( U^* \) with \( G \). Note that the source signals represent images in our case (Fig. 3b). ICA optimizes \( U^* \) so that the recovered source signals \( \{x_i^*\} \) satisfy the following key properties:

- Non-Gaussianity: Values of real-world signals such as images and speech typically do not follow a Gaussian distribution. We can measure non-Gaussianity using the negentropy metric, which can be estimated using Eqn. 8. A high value of negentropy indicates a high degree of non-Gaussianity.

\[
J(x^*) = \mathbb{E} \left[ \frac{1}{a^2} \log \cosh^2(ax_i^*) \right].
\]

- Mutual Independence (MI): We assume that the source signals are independently chosen and thus their values are uncorrelated. Since each row \( u_i^* \) of the unmixing matrix corresponds to a recovered source signal \( x_i^* \), we can enforce MI by minimizing the absolute pairwise cosine similarity between the rows of \( U^* \).

\[
R_{MI} = \mathbb{E} \exp \left( T|CS(u_i^*, u_j^*)| \right).
\]

- Source Prior: Any prior information about the source signals can be included in our optimization in the form of an additional regularization term \( R_P \).

We find the unmixing matrix \( U \) by solving an optimization problem that combines the above properties:

\[
U = \arg \max_{U^*} \mathbb{E}_i \left[ J(u_i^*G) - \lambda_P R_P(u_i^*G) \right] - \lambda_{MI} R_{MI}
\]

The \( U \) matrix obtained from solving Eqn. 10 can be used to estimate the source matrix as follows: \( X = UG \).

C. CPA for FC Models

For an FC model trained on image data, where the inputs are directly fed to an FC layer, we can recover the inputs directly by inverting the gradients of the first FC layer using CPA. Since the source signals are images, we can use TV regularization \( R_{TV} \) (Eqn. 3) as the source prior in Eqn. 10.

One caveat of ICA is that it does not recover the sign of the

---

Fig. 3. The microphone recordings in the cocktail party problem and the gradients from a fully connected layer can both be represented as linear combination of inputs. Recovering the inputs in both cases can be viewed as a blind source separation problem.
IV. EXTENDING COCKTAIL PARTY ATTACK TO CNNS

Since our attack is only applicable to FC layers, CPA cannot be used directly on CNN models, where the input is first passed through convolutional layers before being fed to a FC layer. However, we can use CPA in composition with a feature inversion attack (FIA) to recover the inputs (as shown in Fig. 4) with the following two-step procedure:

1) Use CPA on the FC layer to recover the embeddings from the gradients.
2) Use FIA to estimate the inputs from the embeddings.

We describe these two steps in greater detail below.

A. Leaking Private Embeddings using CPA

The gradients from the FC layer can be viewed a linear combinations of the embeddings $z$ that act as the input to the FC layer. We can use CPA to invert the gradients from the FC layer ($G$) and recover an estimate of the embeddings $\hat{z} = UG$. However, we can no longer use TV prior in our optimization (Eqn. 6) to find $U$ since the signal being recovered ($z$) is not an image. Instead, we use the following properties of embeddings produced with a ReLU non-linearity to design regularization terms for our optimization:

- $z$ is sparse: Embeddings produced by networks that use ReLU non-linearity are sparse, as ReLU squashes negative activations to 0. We can use the $L_1$-norm: $|z^*|_1$ in our optimization to encourage sparsity of the estimated embeddings.
- $z$ is a non-negative vector: Values of the embedding vector are non-negative as ReLU truncates negative inputs to 0. We can minimize the following regularization function $R_{NN}(z^*) = ReLU(-z^*)$ to encourage $z^*$ to be non-negative. However, the embedding recovered by ICA can be sign inverted. In this sign-inverted setting, the embedding can be non-positive vector. To allow for sign inverted recovery, we propose the sign regularization (SR) function: $R_{SR} = \min(ReLU(z^*), ReLU(-z^*))$.

Minimizing $R_{SR}$ ensures that $z^*$ is either non-negative or non-positive.

We combine the above regularization terms with the non-Gaussianity and mutual independence assumptions to derive the final optimization objective to estimate the unmixing matrix $U$ as follows:

$$U = \arg \max_{U^*} \mathbb{E}_x \left[ J(u^*_x G) - \lambda_{SP}[u^*_x G]_1 ight.$$ \hspace{2cm} \hspace{2cm}

$$- \lambda_{SR} R_{SR}(u^*_x G) - \lambda_{MI} R_{MI}.$$ \hspace{2cm} \hspace{2cm}

(11)

The unmixing matrix can be used to recover the private embeddings $\hat{z}$ from the gradient $G$ as follows: $\hat{z} = UG$. We can use these private embeddings to recover the input using a feature inversion attack.

B. Feature Inversion Attack

FIA inverts the embedding produced by a neural network to recover the input. Formally, given a network $f : X \rightarrow Z$, and an embedding $x$, FIA recovers an estimate of the input $\hat{x}$ from $z$. We do this by solving the following optimization problem using a dummy input $\hat{x}$:

$$\hat{x} = \arg \max_{\hat{x}^*} CS(f(\hat{x}^*), z) - \lambda_{TV} R_{TV}(\hat{x}^*)$$ \hspace{2cm} \hspace{2cm}

(12)

The first term maximizes the cosine similarity between the dummy input $\hat{x} = f(\hat{x}^*)$ and true embedding $z$. The second term is TV regularization, which suppresses high-frequency components. Solving this optimization problem allows us to estimate the private inputs $\{\hat{x}_i\}$ from the embedding $\{\hat{z}_i\}$ recovered by CPA, which completes the gradient inversion attack. Additionally, we can also use the gradient information to improve FIA by including the gradient matching objective in the optimization as follows:

$$\hat{x} = \arg \max_{\hat{x}^*} CS(f(\hat{x}^*), z) + \lambda_{GM} CS(\nabla_\theta L(\hat{x}^*), \nabla_\theta L(x))$$ \hspace{2cm} \hspace{2cm}

$$- \lambda_{TV} R_{TV}(\hat{x}^*).$$ \hspace{2cm} \hspace{2cm}

(13)

V. EXPERIMENTS

To demonstrate the efficacy of our attack, we evaluate our proposed attack on FC and CNN models trained on image classification tasks. While FC networks are typically not used for image classification, they allow us to demonstrate the efficacy of our attack in its simplest form. Our evaluations on the CNN model (VGG-16) demonstrates the utility of our attack in a more realistic problem setting.

A. Setup

Model and Datasets: For our experiments on the FC model, we use a simple 2-layer network (FC-2), with the following network architecture: [Linear(256) – ReLU() – Linear(k)] for a k-class classification problem. We train FC-2 on the CIFAR-10 [13] and Tiny-ImageNet [14] datasets for 20 epochs using the Adam [12] optimizer with a learning rate of 0.001. We perform our CNN experiments with a pre-trained VGG-16 network [19] and the ImageNet [4] dataset.
Evaluation Methodology: We evaluate gradient inversion attacks with the following batch sizes: \([8, 16, 32, 64, 128, 256]\) for the FC-2 model and \([32, 64, 128, 256, 512, 1024]\) for VGG-16. We perform evaluations by first sampling a batch of inputs \(\{x_i\}\) from an unseen test set to generate the aggregate gradient \(\nabla_{\theta} L\). We then use different gradient inversion attacks to recover an estimate of the inputs \(\{\hat{x}_i\}\) from the aggregate gradients and compare their performance. Since our experiments are on image data, we use the LPIPS score to quantify the perceptual similarity between the original and recovered images, and use this to evaluate the attacks. We repeat the attack on 5 batches of data and report the average LPIPS scores in our results. We set the number of optimization rounds for all attacks to 25000.

Hyperparameter Tuning: For all the hyperparameters \((\lambda_{TV}, \lambda_{MI}, T, \lambda_{SP}, \lambda_{SR})\), we sweep their values in the range \([0.00001, 10]\) using a single batch of inputs and pick the set of values that yield the best LPIPS score to carry out our attack. Note that the inputs used in the hyperparameter sweep are separate from the ones used to report our results. Prior Work for Baseline: Our threat model assumes an honest-but-curious attacker who does not have access to in-distribution examples. The Geiping et al. [7] attack (which uses the gradient matching objective and TV prior) represents the strongest prior work under this setting. We use this prior work (with the best choice of hyperparameters) as the baseline in our evaluations.

### B. Results for FC-2

We first present the results from our experiments on the FC-2 models trained on the CIFAR-10 and Tiny-ImageNet datasets. Fig. 5 shows qualitative results comparing CPA and GMA for Tiny-ImageNet with a batch size of 64. The images recovered by CPA have better quality and higher perceptual similarity with the original images, compared to the images recovered by GMA. Table I shows quantitative results (LPIPS scores) comparing CPA and GMA with various batch sizes. A lower LPIPS value indicates better perceptual similarity and thus a better attack performance. Our result can be interpreted by considering the size of the optimization problem being solved by CPA and GMA.

- **CPA** has an optimization complexity \(O(n \times n)\), as it is optimizing over \(V^*\), which is an \(n \times n\) matrix.
- **GMA** has an optimization complexity \(O(n \times d)\) as it is optimizing directly in the input space.

Here, \(n\) denotes batch size and \(d\) denotes the dimensionality of the input \((d = 3072\) for CIFAR-10 and \(d = 12288\) for Tiny-ImageNet). With this in mind, we make the following key observations from our results:

- **Comparison with prior work**: CPA significantly outperforms GMA across all batches sizes since size of the optimization problem is much smaller for CPA compared to GMA. E.g. for \(n=64\) with Tiny-ImageNet \((d=12288)\), the size of the optimization is 4096 for CPA and 786432 for GMA.
- **Sensitivity to batch size**: The size of the optimization problem increases with an increase in batch size for both CPA and GMA causing their performance to degrade for larger batch sizes.
- **Sensitivity to input dimensionality**: The optimization in CPA is independent of the input dimensionality \(d\). Consequently, CPA performs significantly better for datasets with larger inputs (Tiny-ImageNet) compared to GMA, especially for larger batch sizes.

| Attack   | Batch Size |
|----------|------------|
|          | 8          | 16 | 32 | 64 | 128 | 256 |
| CIFAR-10 |            |    |    |    |     |
| GM       | 0.283      | 0.390 | 0.491 | 0.569 | 0.610 | 0.614 |
| CP       | 0.101      | **0.160** | 0.197 | 0.352 | 0.521 | 0.610 |
| Tiny-ImageNet |            |    |    |    |     |
| GM       | 0.182      | 0.234 | 0.368 | 0.620 | 0.687 | 0.720 |
| CP       | **0.082**  | **0.143** | **0.164** | **0.217** | **0.232** | **0.388** |

\(^{3}\text{Except a single batch of inputs used to tune the hyperparameters}\)

\(^{4}\text{Attacks that use generative models assume access to in-distribution data and cannot be used under our threat model}\)
Fig. 6. Comparison of a subset of images recovered from gradient matching (GM), cocktail party + feature inversion (CP+FI) and cocktail party + feature inversion + gradient matching (CP+FI+GM) by inverting the gradients from a VGG-16 network with a batch of 256 ImageNet inputs. CP+FI (our proposal) can recover more images compared to GM (prior work). CP+FI+GM improves the quality of recovered images by combining the benefits of our proposal and prior work. Please see Appendix A for additional results.

Fig. 7. Distribution of cosine similarity (CS) values computed between the private embeddings \( \hat{z} \) and the embeddings recovered by CPA \( \hat{\hat{z}} \). Most of the CS values are close to the ideal value of 1.

C. Results for VGG-16

Next, we present the results from our experiments with the VGG-16 network trained on the ImageNet dataset. Our proposed attack uses a 2-step process that combines CPA and FIA (Fig. 4) to perform gradient inversion.

Embedding recovery: Our proposed attack starts by recovering the private embeddings \( \hat{z} \) from the gradients of the FC layer. We evaluate the quality of these recovered embeddings by computing its cosine similarity (CS) with the original embedding \( z \). Fig. 7 shows the distribution of the CS values for various batch sizes. Our results show that CPA allows near-perfect recovery of embeddings in most cases, with the CS values degrading slightly for larger batch sizes.

Gradient Inversion: We use the embeddings recovered from CPA to estimate the inputs with a feature inversion attack. Table II shows the \( L_{P1PS} \) scores comparing gradient matching attack (prior work), cocktail party + feature inversion attack (our proposal) and cocktail party + feature inversion + gradient matching attack (our proposal + prior work). We make the following key observations:

- Comparison with prior work: CP+FI has better average \( L_{P1PS} \) score as it can recover more images compared to GM. CP+FI+GM improves the number of images recovered further by combining the benefits of our proposal (CP+FI) and prior work (GM).
- Sensitivity to batch size: The performance of GM degrades significantly with larger batch sizes. In contrast, CP+FI shows a smaller degradation and shows better scalability to larger batch sizes.
- Memory Footprint: The optimization for gradient matching is \( \mathcal{O}(n \times d) \). The memory footprint of this optimization can exceed the available GPU memory when the input dimensionality \( d \) is large. For ImageNet, we found that an 8-GPU machine cannot handle batch sizes in excess of 256 causing out of memory (OOM) errors. In contrast, the optimization for CPA is independent of \( d \) and can scale to a batch size of 1024.

TABLE II \( L_{P1PS} \) scores of images recovered using GM (prior work), CP+FI (our proposal) and CP+FI+GM (prior work + our proposal) attacks, with VGG-16 network trained on ImageNet.

| Attack         | 32   | 64   | 128  | 256  | 512  | 1024 |
|----------------|------|------|------|------|------|------|
| GM             | 0.536| 0.594| 0.609| 0.652| OOM  | OOM  |
| CP+FI          | 0.483| 0.493| 0.479| 0.495| 0.507| 0.509|
| CP+FI+GM       | 0.392| 0.430| 0.423| 0.469| OOM  | OOM  |

VI. LIMITATION AND DEFENSES

Batch Size: ICA requires the number of aggregate gradients from neurons (mixed signals) to be greater than or equal to the number of inputs (source signals). Thus choosing a very large batch size that exceeds the number of neurons in the FC layer can prevent our attack.

Embedding size: The efficacy of feature inversion attack depends on the size of the embedding. For a CNN that produces a smaller sized embedding, FIA might be harder to carry out. However, this limitation can be overcome if the attacker knows the input data distribution.
Differential Privacy (DP) Defense: Table III shows the LPIPS scores from CP and GM evaluated under DP noise [1], [5]. We use the FC2 model with Tiny-ImageNet dataset and a batch size of 8 for these experiments. We scale the gradients to have unit norm and perturb the gradients with different amounts of Gaussian noise. We also show the ϵ values for (ϵ, δ) with δ = 0.00001 corresponding to different amounts of noise. Our evaluations show that DP noise provides an effective defense against our attack.

### Table III
| σ    | 0    | 0.0001 | 0.001 | 0.01 |
|------|------|--------|------|------|
| ε ∞  | 6056.00 | 606.60 | 60.56 |

### VII. Extensions to CPA

Our evaluations in this paper assume that the the network does not use batchnorm layers and that the attacker does not have access to the input data distribution. When this information is available, it can be combined with our attack to further improve performance. Additionally, the private embeddings leaked from CPA can also be used to infer additional attributes about the input [21]. Lastly, our work can also be extended to language models and recommendation systems where it is common for the input to be fed directly to a FC layer. We leave this as part of our future work.

### VIII. Conclusion

We propose Cocktail Party Attack (CPA) – a gradient inversion attack that can recover private inputs from aggregate gradients in FL. Our work is based on the key insight that gradients from an FC layer are linear combinations of its inputs. CPA uses this insight to frame gradient inversion for an FC layer as a blind source separation problem and uses independent component analysis to recover the inputs. CPA can be used directly on FC models to recover the inputs. It can also be extended to CNN models by first recovering the embeddings from an FC layer and then using a feature inversion attack to recover the inputs from the embeddings. Our evaluations on several image classification tasks show that CPA can perform high-quality gradient inversion, scales to ImageNet-sized inputs, and works with a batch size as large as 1024. CPA is orthogonal to prior works that use gradient matching and can be combined with gradient matching based approaches to further improve gradient inversion. Our work demonstrates that that aggregation alone is not sufficient to ensure privacy and methods like differential privacy are truly necessary to provide meaningful privacy guarantees in FL.
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APPENDIX

The optimization function used by CPA (Eqn. [14]) consists of three terms that correspond to: 1. negentropy (NE) 2. total variation (TV) and 3. mutual independence (MI) objectives.

\[
\hat{V} = \arg \max_{V^*} \mathbb{E} \left[ J(v_i^*G) - \lambda_{TV} R_{TV}(v_i^*G) - \lambda_{MI} \mathbb{E}_{i \neq j} \exp(T \cdot |CS(v_i^*,v_j^*)|) \right]
\]

(14)

To understand the importance of these three terms, we perform an ablation study. We use the FC2 model trained on TinyImageNet with a batch size 32 for our study and measure LPIPS by carrying out the attack by excluding different loss terms to understand their importance. We perform hyperparameter sweeps in each case and report the best (i.e. lowest) value of LPIPS in Table IV. A higher value of LPIPS indicates a higher degradation in the quality of the image recovered, which implies a high level of importance on the term being removed. Our results indicate that the MI term is the most important. We find that without the MI term the optimization recovers the same image multiple times. TV is the second most important term, indicating that even a simple image prior is quite powerful. The NE term which enforces non-Gaussianity has the lowest marginal benefit as it only provides a very weak prior on the source signal.

|        | NE+TV+MI | -NE  | -TV  | -MI  |
|--------|----------|------|------|------|
| LPIPS  | ↓        | 0.081| 0.092| 0.368| 0.546|

Fig. 8, Fig. 9, Fig. 10 and Fig. 11 show additional qualitative results comparing the recovered images from gradient inversion attacks on Tiny-ImageNet and ImageNet.
Fig. 8. Comparison of a random subset of images recovered by various gradient inversion attacks carried out using the gradients from FC2 with a batch of 64 Tiny-ImageNet images. Images are not cherry-picked.
Fig. 9. Comparison of a random subset of images recovered by various gradient inversion attacks carried out using the gradients from FC2 with a batch of 64 Tiny-ImageNet images. Images are not cherry-picked.
Fig. 10. Comparison of a random subset of images recovered by various gradient inversion attacks carried out using the gradients from VGG-16 with a batch of 256 ImageNet images. Images are not cherry-picked.
Fig. 11. Comparison of a random subset of images recovered by various gradient inversion attacks carried out using the gradients from VGG-16 with a batch of 256 ImageNet images. Images are not cherry-picked.