The primary goal of this research is to investigate the impact of delay on the dynamics of the Susceptible-Exposed-Infected-Recovered-Death and Susceptible (SEIRDS) model, to which we add a stochastic term to account for uncertainty in COVID-19 parameter estimations. We run two models, one deterministic and one stochastic, and show that their solutions exist and are unique. We also numerically investigate the impact of immunity loss on the emerging time of a new wave, as well as the necessary condition for the extinction and persistence of the disease.
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1 Introduction

A new coronavirus epidemic has erupted throughout the world since the end of December 2019 killing almost 6 million people worldwide. Soon, hopes turned to the need to vaccinate as many people as possible. We rapidly saw a decrease in the number of positive cases at the start of the vaccination program. However, one year later we observed a rebound in the epidemic, even in countries with extremely high vaccination rates. This resurgence is triggered by a lack of immunity in COVID-19 individuals or by cross-immunity, which makes people vulnerable to new variants.

The first epidemiological model, the SIR (Susceptible-Infectious-Recovery) Model, was presented by Kermack-McKendrick in 1927. This model made the assumption that the population is divided into three compartments, Susceptible, Infected, and Recovered and lifetime immunity to the disease. Many important extensions were then been developed from the classical SIR model to a more complicated model making epidemic modeling more realistic.

COVID-19 is a disease in which individuals with no symptoms can carry the virus, especially in the early stages of infection. This feature necessitates the extension of the classical SIR model by the inclusion of a new compartment: the exposed, E. We thus obtain, SEIR/DS (Susceptible-Exposed-Infectious-Recovery-Dead). Moreover, the loss of immunity lead to a delay in the transition from the recovery compartment to the susceptible one.

1https://www.worldometers.info/coronavirus/
Epidemic models with delays, were recently used by Hethcote and van der Driessche for modeling infectious duration \cite{22} or immunity loss \cite{23}. Note that Cooke and Van Den Driessche \cite{5} used time delays to present the latency and temporary immunity periods in an SEIRS model.

COVID-19 outbreak exhibits significant regional and temporal variability \cite{53, 54} caused by complex social relations and interactions with public health decisions. These variabilities can be taken into account by random perturbation of model parameters \cite{40, 41, 34, 14}. Some models used Markov time method chains \cite{16}, or Lévy jump noise \cite{9, 52}. Similar ideas have also been used in SEIR model without delay \cite{21, 12, 27, 36}, and with delay \cite{3, 9, 10, 35, 44, 33}.

In this work, we propose a deterministic epidemic model SEIR/DS (Susceptible-Exposed-Infected-Recovered-Death-Susceptible) for COVID-19 with a delay representing the loss of immunity. We extend this model by considering a stochastic differential equation with delay while adding the noise term in the rate of transmission and by adding stochastic perturbations proportional to $S$, $E$, and $I$. We prove results, on the existence and uniqueness of the solution and on the asymptotic behavior of the solution. All results are for deterministic and for stochastic delay equations.

The document is organized as follows: In section 2, the formulation of a deterministic SEIRDS model is presented. We discuss the case with and without delay. In section 3, we study the stochastic model. Numerical simulations are given in section 4. Finally, the conclusion is given in section 5.

\section{Deterministic modeling of SEIRDS Model}

To study the spread of COVID-19 disease, we consider the SEIR/DS model taking into account the loss of immunity. Where, S, the "Susceptible" state characterizes not infected individuals who live in an environment where the virus circulates, $E$, the “Exposed” state characterizes contaminated and infectious individuals, who are in the early stages of infection but not yet symptomatic (incubation period), $I$ the "infected" state characterizes infected and infectious individuals, which can be symptomatic or asymptomatic, $R$ the "recovered" state characterizes the individuals who are no longer infected and are immunized $D$ the "Deceased" state represents the individuals who died as a result of the disease.

We suppose that a susceptible individual, $S$, becomes exposed, $E$, after positive contact with an infected individual at the early stage of infection, $E$, at rate $\beta_1$ or with an infected individual, $I$, at a rate $\beta_2$. An exposed individual develops symptoms after an incubation period $\delta_1$. An infected individual die after $\delta_2$ days with the probability $\alpha$ or, cured with probability $(1 - \alpha)$. Cured individuals lost their immunity and become susceptible at rate $\phi$. Lets $\mu$ is the natural death rate and $\Lambda$ the newborns (see figure 1). All parameter values are assumed to be non-negative.

We will also assume that the incidence rate depends on the number of susceptible and infectious individuals at a given time $t$ (ie individuals in the incubation period can transmit the disease).

Let denote for each time $t$, $S(t)$, $E(t)$, $I(t)$ and $R(t)$ the density of susceptible, exposed, infected, recovered (with temporary immunity acquired from a disease) individuals. We add a death class $D(t)$ to represent the individuals who died as a result of the disease. The total population density is denoted by, $N(t) = S(t) + E(t) + I(t) + R(t)$.

Fig. 1: The flow diagram of the COVID-19 infection.
Then, the epidemiological model can be written as follows:

\[
\begin{aligned}
\frac{dS(t)}{dt} &= \Lambda - (\beta_1 E(t) + \beta_2 I(t))S(t) + \varphi R(t) - \mu S(t) \\
\frac{dE(t)}{dt} &= \beta_1 S(t)E(t) + \beta_2 S(t)I(t) - (\delta + \mu) E(t) \\
\frac{dI(t)}{dt} &= \delta E(t) - (\sigma + \mu) I(t) \\
\frac{dR(t)}{dt} &= (1 - \alpha) \sigma I(t) - (\varphi + \mu) R(t) \\
\frac{dD(t)}{dt} &= \alpha \sigma I(t).
\end{aligned}
\]  

(1)

with initial condition \((S(0), E(0), I(0), R(0), D(0)) \in \mathbb{R}_+^5\).

The following theorem ensures that the equation’s solution exists and is unique.

**Theorem 2.1.** The system (1) admits a unique solution and the solution remains in,

\[
\Gamma = \{(S, E, I, R, D) \in \mathbb{R}^5 | S \geq 0, E \geq 0, I \geq 0, R \geq 0, D \geq 0, S + E + I + R \leq \frac{\Lambda}{\mu}\}.
\]

**Proof.** First, the variable \(D\) does not appear in the four first equations so it is sufficient to analyze the behavior of the solutions of the first four equations of the model (1).

Let \(X(t) = (S(t), E(t), I(t), R(t))\) then the system (1) without the last equation can be writing as \(\dot{X}(t) = F(X(t))\), where \(F \in C^1(\mathbb{R}_+^4, \mathbb{R})\). Since \(F\) is locally Lipschitzian then there exists a unique maximal solution to the problem of Cauchy Lipschitz associated with our differential system for an initial condition \((S(0), E(0), I(0), R(0)) \in \mathbb{R}_+^4\).

Furthermore, we have, \(\frac{dS(t)}{dt}|_{S(t)=0} = \Lambda + \varphi R(t) \geq 0\), \(\frac{dE(t)}{dt}|_{E(t)=0} = \beta_2 S(t)I(t) \geq 0\), \(\frac{dI(t)}{dt}|_{I(t)=0} = \delta E(t) \geq 0\) and \(\frac{dR(t)}{dt}|_{R(t)=0} = (1 - \alpha) \sigma I(t) \geq 0\). Then the solution of (1) will be a positive (see, for example [22, proposition 1]). In addition, thanks to the definition of \(\Gamma\), we have

\[
\Lambda - \mu N(t) - \alpha \sigma N(t) \leq \frac{dN(t)}{dt} = \Lambda - \mu N(t) - \alpha \sigma I(t) \leq \Lambda - \mu N(t).
\]

Then, according to the comparison theorem [5,1], we obtain,

\[
\frac{\Lambda}{\alpha \sigma + \mu} + \left(N(0) - \frac{\Lambda}{\alpha \sigma + \mu}\right) e^{-(\alpha \sigma + \mu)t} \leq N(t) \leq \frac{\Lambda}{\mu} + \left(N(0) - \frac{\Lambda}{\mu}\right) e^{-\mu t}
\]

(2)

If \(\frac{\Lambda}{\alpha \sigma + \mu} \leq N(0) \leq \frac{\Lambda}{\mu}\), then,

\[
0 \leq \frac{\Lambda}{\alpha \sigma + \mu} \leq N(t) \leq \frac{\Lambda}{\mu}.
\]

(3)

Then, the solution of the system (1) without the last equation remains in the positive region \(\mathbb{R}_+^4\). Hence, the solution of the system (1) remains in the positive region \(\Gamma\) defined as follows,

\[
\Gamma = \{(S, E, I, R, D) \in \mathbb{R}^5 | S \geq 0, E \geq 0, I \geq 0, R \geq 0, D \geq 0, S + E + I + R \leq \frac{\Lambda}{\mu}\}.
\]

Finally, by the boundedness of \(S(t), E(t), I(t)\) and \(R(t)\) we deduce that we have a global solution. \(\square\)

Following [29], the corresponding basic reproduction number, \(R_0\), of system (1), takes the form,

\[
R_0 = \frac{\Lambda(\beta_1 (\sigma + \mu) + \beta_2 \delta)}{\mu (\delta + \mu) (\sigma + \mu)} = \frac{\Lambda \beta_1}{\mu (\delta + \mu)} + \frac{\Lambda \beta_2 \delta}{\mu (\delta + \mu) (\sigma + \mu)},
\]

(4)

which represent the average number of secondary transmissions from a single infectious individual in a fully susceptible population and correspond to the dominant eigenvalue of the next-generation matrix \(-FV^{-1}\), where \(F = \begin{pmatrix} \frac{\beta_1 \Lambda}{\mu} & \frac{\beta_2 \Lambda}{\mu} \\ 0 & 0 \end{pmatrix}\) and \(V = \begin{pmatrix} - (\delta + \mu) & 0 \\ \delta & -(\sigma + \mu) \end{pmatrix}\).
Remark 2.2. The system \( \frac{d}{dt} \) admits a disease-free equilibrium \( \left( \frac{\Lambda}{\mu}, 0, 0 \right) \) which exists for all parameter values. The endemic equilibrium \( \left( \frac{\Lambda}{\mu R_0}, \frac{(\sigma+\mu)}{\delta} I^*, \frac{1-\alpha}{\varphi+\mu} I^* \right) \) with \( I^* = \frac{\Lambda_0 (R_0 - 1) \varphi (\varphi+\mu) \delta}{\Lambda (\sigma+\mu) \left( \frac{\varphi+\mu}{\varphi+\mu} \right)} \). exists if 

\[ 1 < R_0 < \frac{\Lambda (\beta_1 (\sigma+\mu) + \beta_2 \delta) (\varphi+\mu)}{\varphi (1-\alpha) \mu \sigma \delta} \]

For many respiratory infections, like COVID-19, immunity to reinfection is not lifelong, and individuals can lose their immunity and become susceptible again \cite{11, 42}. Therefore, after a period of immunity noted, \( \tau \) (in days), the recovered individual returns to the susceptible class, with the rate \( \varphi \). Indeed, \( \tau \) is defined by the period between the time \( t - \tau \) when an individual becomes immune after a period of contagiousness and the time \( t \) when he starts to lose his immunity. At the time \( \tau \), after recovery, hosts that did not die in the time interval \( \tau \) become susceptible again. In other words, if an individual that recovers at time \( t_1 \), \( R(t_1) > 0 \), survives to time \( t_1 + \tau \), it leaves class \( R \) and enters class \( S \). In turn, we find a lag term in the equation for \( S \) as well, and we have a model with a constant lag. Moreover, if the loss of immunity occurs at time \( t \) for hosts that have recovered from infection at time \( t - \tau \), \( R(t - \tau) \), and in the time interval \( [t - \tau, t] \) the immune individual has survived (time \( t - \tau \) presents the time that an individual enters the recovered compartment), then, afterward \( R(t - \tau) e^{-\mu \tau} \) represents the number of individual who loses immunity and become susceptible again (The term \( e^{-\mu \tau} \) describes the survival rate of the immunized population in the period \( \tau \)). Then, the epidemic model with discrete delay is given by:

\[
\begin{align*}
\dot{S}(t) &= \Lambda - \beta_1 S(t) E(t) - \beta_2 S(t) I(t) + \varphi R(t - \tau) e^{-\mu \tau} - \mu S(t) \\
\dot{E}(t) &= \beta_1 S(t) E(t) + \beta_2 S(t) I(t) - (\delta + \mu) E(t) \\
\dot{I}(t) &= \delta E(t) - (\sigma + \mu) I(t) \\
\dot{R}(t) &= ((1 - \alpha) \sigma I(t) - \varphi R(t - \tau) e^{-\mu \tau} - \mu R(t) \\
\dot{D}(t) &= \alpha \sigma I(t)
\end{align*}
\]

with initial conditions \( S(\theta) = \Phi_1(\theta) > 0 \), \( E(\theta) = \Phi_2(\theta) > 0 \), \( I(\theta) = \Phi_3(\theta) > 0 \), \( R(\theta) = \Phi_4(\theta) > 0 \), \( D(\theta) = \Phi_5(\theta) > 0 \), \( \forall \theta \in [-\tau, 0] \), where, the function \( \Phi_1, \Phi_2, \Phi_3, \Phi_4 \) and \( \Phi_5 \in C([-\tau, 0], \mathbb{R}^5_+) \), where \( C([-\tau, 0], \mathbb{R}^5_+) \) is the set of non negative real continuous function from \([-\tau, 0]\) into \( \mathbb{R}^5_+ \).

Lemma 2.3. Assume that \( 0 < \varphi \tau < e^{-1} \) then there exists a unique \( \lambda \) satisfying the characteristic equation \( \lambda = -\mu - \varphi e^{-\tau (\lambda + \mu)} \) and the following ordinary differential equation with delay

\[
\begin{align*}
\dot{U}(t) &= -\mu U(t) - \varphi U(t - \tau) e^{-\mu \tau}, \quad \forall \ t \geq 0 \\
U(t) &= C e^{\lambda t}, \quad \forall \ t \in [-\tau, 0], \ C \in \mathbb{R}
\end{align*}
\]

has a unique nontrivial solution \( C e^{\lambda t} \).

Proof. First, let \( f(\lambda) = \lambda + \mu + \varphi e^{-\tau (\lambda + \mu)} \), under the condition \( 0 < \varphi < e^{-1} \) we get \( f(-\mu - \frac{1}{\tau}) = -\frac{1}{\tau} + \varphi e < 0 \), \( f(\mu + \frac{1}{\tau}) = \frac{1}{\tau} + \varphi e > 0 \) and for all \( \lambda \geq -\mu - \frac{1}{\tau} \), \( f(\lambda) = 1 - \varphi e^{-\tau (\lambda + \mu)} > 1 - \varphi e > 0 \). Then there exists a unique \( \lambda \in \left( -\mu - \frac{1}{\tau}, -\mu + \frac{1}{\tau} \right) \) such that \( f(\lambda) = 0 \). It is straightforward that \( C e^{\lambda t} \) is the a solution of equation 6 with \( \lambda \in \left( -\mu - \frac{1}{\tau}, -\mu + \frac{1}{\tau} \right) \). The uniqueness is given by Cauchy Lipschitz argument.

Theorem 2.4. Under the condition \( 0 < \varphi \tau < e^{-1} \), the solution \((S(t), E(t), I(t), R(t), D(t))\) of \( \{5\} \) exists and is unique and positive for \( t \geq 0 \).

Proof. The variable D does not appear in the first four equations of the system, then, to study the existence and uniqueness of the solution it is sufficient to consider only the first four equations of the model. Let’s \( X(t) = (S(t), E(t), I(t), R(t)) \in \mathbb{R}^4_+ \). Designed the norm of \( \Phi \in C([-\tau, 0], \mathbb{R}^4_+) \) by \( \| \Phi \| = \max_{\theta \in [-\tau, 0]} | \Phi(\theta) | \), hence \( C([-\tau, 0], \mathbb{R}^4_+) \) becomes a Banach space. If \( X(t) \) is continuous in \([-\tau, T]\) with \( T > 0 \), for \( 0 \leq t < T \), we define \( x_t = X(t + \theta) \), \( \theta \in [-\tau, 0] \). Then a system of delay-differential equations can be written as

\[
\begin{align*}
\dot{X}(t) &= f(x_t) \\
x_0 = \Phi
\end{align*}
\]
with

\[
f(\Phi) = F(\Phi(0), \Phi(-\tau)) = \left( \begin{array}{l} 
\Lambda - \beta_1 \Phi_1(0) \Phi_2(0) - \beta_2 \Phi_3(0) \Phi_2(0) + \varphi \Phi_4(-\tau) e^{-\mu \tau} - \mu \Phi_1(0) \\
\beta_1 \Phi_1(0) \Phi_2(0) + \beta_2 \Phi_3(0) \Phi_2(0) - (\delta + \mu) \Phi_2(0) \\
\delta \Phi_2(0) - (\sigma + \mu) \Phi_3(0) \\
(1 - \alpha) \Phi_3(0) - \varphi \Phi_4(-\tau) e^{-\mu \tau} - \mu \Phi_4(0)
\end{array} \right).
\]

It is clear that \( f \) is locally Lipschitzian. It follows the theorems [1,2], the solution \( X(t) \) of (5) exists and is unique on \([-\tau, T]\) for some \( T > 0 \). Now, as \( \forall t \in [-\tau, 0], \Phi_4 \geq 0 \), \( i = 1, 2, 3 \) and \( \Phi_4 > 0 \), let us show that the solution \( X(t) \) of (5) is positive for all \( t \in [0, T] \) for some \( T > 0 \). If \( X(t) \) were to lose its non-negativity on \([0, T]\) then there would exist an instant \( t_1 \in [0, T] \) such that \( S(t_1) E(t_1) I(t_1) R(t_1) = 0 \) and \( S(t) > 0, E(t) > 0, I(t) > 0, R(t) > 0, \forall t \in [0, t_1] \). Now we proceed by the absurd. If we assume that \( S(t_1) = 0 \) then by the first equation of the system (5) we have \( S(t_1) = \Lambda + \varphi R(t_1 - \tau) e^{-\mu \tau} > 0 \) \((t_1 - \tau < t_1)\) and so \( S(t) < 0 \), for all \( t \in [t_1 - \varepsilon, t_1] \), where \( \varepsilon > 0 \) is sufficiently small, which is in contradiction, and yields \( S(t) \geq 0 \), \( \forall t \in [0, T] \). Now, integrating the third equation of (5) from 0 to \( t_1 \), we see that \( I(t_1) = I(0) e^{-(\sigma + \mu) t_1} + \int_0^{t_1} \delta E(t) e^{-(\sigma + \mu)(t_1 - t)} > 0 \), which is in contradiction with \( I(t_1) = 0 \), then \( I(t) \geq 0, \forall t \in [0, T] \). Using these results in the second equation of the system (5) and \( E(t_1) = 0 \), we get \( \dot{E}(t_1) = \beta_2 S(t_1) I(t_1) > 0 \) similarly as above we get \( E(t) \geq 0, \forall t \in [0, T] \).

Now, \( \forall t \in [0, T] \) we have \( I(t) \geq 0 \), then \( R(t) \geq -\varphi R(t - \tau) e^{-\mu \tau} - \mu R(t) \), as \( \Phi_4 > 0 \), then there exist \( C > 0 \) such that \( \Phi_4(t) \geq Ce^{\lambda t}, \forall t \in [-\tau, 0] \), where \( \lambda \) is the solution of the characteristic equation \( \lambda = -\mu - \varphi e^{-\tau(\lambda + \mu)} \) of the ordinary differential equation \( U(t) = -\mu U(t) - \varphi U(t - \tau) e^{-\mu \tau} \). According to the lemma (2.4) and comparison theorem, we get for all \( t \in [0, T] \), \( R(t) \geq Ce^{\lambda t} > 0 \), which is in contradiction with \( R(t_1) = 0 \), then \( R(t) \geq 0, \forall t \in [0, T] \). Consequently, \( \forall t \in [0, T] \), the solution of (5) is positive. Thus, using (5), for \( t \in [0, T] \),

\[
\frac{\Lambda}{\alpha \sigma + \mu} \leq N(t) \leq \frac{\Lambda}{\mu}
\]

which implies that \( (S(t), E(t), I(t), R(t)) \) is bounded on \([0, T]\). Then, it follows from (16), theorem 3.2 p26 that we have a global solution of (5). Finally, the there exists a unique and positive solution of (5) on \([0, +\infty)\]. This completes the proof of the theorem.

3 The dynamic behaviors of the stochastic model

In this section, we assume that the transmission coefficient \( \beta_1 \) depends on individual or group behavior [17], represented in our model by random perturbation on \( \beta_1 \) and \( \beta_2 \). Let, \( (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, P) \) be a complete probability space with a filtration \( (\mathcal{F}_t)_{t \geq 0} \) satisfying the usual conditions, we replace \( \beta_1 dt \) by \( \beta_1 dt + \eta_1 dW_1(t) \). Therefore the stochastic extend model (5) is defined by,

\[
\begin{align*}
&dS(t) = \left( \Lambda + \varphi R(t - \tau) e^{-\mu \tau} - \beta_1 S(t) E(t) - \beta_2 S(t) I(t) - \mu S(t) \right) dt - \eta_1 S(t) E(t) dW_1(t) + \eta_2 S(t) dW_2(t) \\
dE(t) = \left( \beta_1 S(t) E(t) + \beta_2 S(t) I(t) - (\delta + \mu) E(t) \right) dt + \eta_1 S(t) E(t) dW_1(t) + \eta_3 E(t) dW_3(t) \\
dI(t) = \left( \delta E(t) - (\sigma + \mu) I(t) \right) dt + \eta_4 I(t) dW_4(t) \\
dR(t) = \left( (1 - \alpha) \sigma I(t) - \varphi R(t - \tau) e^{-\mu \tau} - \mu R(t) \right) dt \\
d\theta(t) = \alpha \sigma I(t) dt
\end{align*}
\]

where \( W_1(t), W_2(t), W_3(t) \) and \( W_4(t) \) are standard Brownian motions, \( \eta_1 > 0, \eta_2 > 0, \eta_3 > 0 \) and \( \eta_4 > 0 \) are the intensities of white noises, and the initial conditions \( S(\theta) = \Phi_1(\theta) > 0, E(\theta) = \Phi_2(\theta) > 0, I(\theta) = \Phi_3(\theta) > 0, R(\theta) = \Phi_4(\theta) > 0 \), \( D(\theta) = \Phi_5(\theta) > 0 \), with the functions \( \Phi_1, \Phi_2, \Phi_3, \Phi_4 \) and \( \Phi_5 \in C\left([-\tau, 0], \mathbb{R}_+^5\right) \). Then, the equation (8) can be written as follows:

\[
dX(t) = F(t, X(t), X(t - \tau)) dt + G(t, X(t), X(t - \tau)) dW(t),
\]

where \( X(t) = \left(S(t), E(t), I(t), R(t), D(t)\right) \in \mathbb{R}^5 \), \( W(t) = \left(W_1(t), W_2(t), W_3(t), W_4(t)\right) \in \mathbb{R}^4 \), the functions \( F: \mathbb{R}_+ \times \mathbb{R}^5 \times \mathbb{R}^5 \to \mathbb{R}^5 \) and \( G: \mathbb{R}_+ \times \mathbb{R}^5 \times \mathbb{R}^5 \to \mathbb{R}^5 \times \mathbb{R}^4 \). If for \( T > 0 \) we write our system as a solution of the stochastic functional differential equation

\[
\begin{cases}
\frac{dx(t)}{dt} = f(t, x_t) dt + g(t, x_t) dW(t) & 0 \leq t \leq T \\
x_0 = \Phi = \{\Phi(\theta), \forall \theta \in [-\tau, 0]\}
\end{cases}
\]
where \( x_t = \{ x(t + \theta) : -\tau \leq \theta \leq 0 \} \) is regarded as an element \( C([-\tau, 0]; \mathbb{R}^5) \)-valued stochastic process, equipped with the norm \( \| \Phi \| = \sup_{-\tau \leq \theta < 0} |\Phi(\theta)| \), then one can apply the existence and uniqueness [38, theorems 2.2 p 150] to the delay equation (9) when the function \( f \) and \( g \) satisfy the local Lipschitz and the linear growth condition. However in our case, the coefficients of the system (8) do not satisfy the linear growth condition (because for example the incidence is nonlinear \( S(t)(\beta E(t) + \beta_2 I(t)) \)) but only the local Lipschitz, and so the solution of the system (8) exist but can explode at a finite time. Hence, we need to prove that the solution of the system (8) is positive and in our case, the coefficients of the system (8) do not satisfy the linear growth condition (because for example the Equation (8) satisfy the local Lipschitz condition, so the system has a unique local solution on (A.4), where \( \tau \) is the explosion time. Our aim is to show that, this solution is global i.e \( \tau_\infty = +\infty \). As the variable \( D \) does not appear in the first four equations of the system, it is sufficient to analyze the behavior of the solutions of the first four equations of the system. Let \( k_0 > 0 \), be sufficiently large such that \( S(\theta), E(\theta), I(\theta) \) and \( R(\theta) \), where \( \theta \in [-\tau, 0] \), are lying in the interval \( \left[ \frac{1}{k_0}, k_0 \right] \). For each integer \( k \geq k_0 \), define the stopping time
\[
\tau_k = \inf\{ t \in [0, \tau_\infty), \min\{ S(t), E(t), I(t), R(t) \} \leq \frac{1}{k} \text{ or } \max\{ S(t), E(t), I(t), R(t) \} \geq k \},
\]
with the convention \( \inf \emptyset = \infty \) (where \( \emptyset \) is the empty set). Since, \( \tau_k \) is increasing as \( k \to \infty \), we define \( \tau_\infty = \lim_{k \to \infty} \tau_k \), then we have \( \tau_\infty \leq \tau_\infty \) a.s. Therefore, it is sufficient to show that \( \tau_\infty = +\infty \) a.s. and \( (S(t), E(t), I(t), R(t), D(t)) \in \Gamma \) a.s. for all \( t \geq -\tau \). We proceed by the absurd and we assume that there is a pair of constants \( \epsilon \in (0, 1) \) and \( T > 0 \) such that \( P\{ \tau_\infty \leq T \} > \epsilon \). Then, for all \( k \geq k_0 \), we have
\[
P\{ \tau_k \leq T \} \geq \epsilon. \tag{11}
\]
Now, we define a \( C^2 \)-function \( \mathcal{V} : \mathbb{R}^4_+ \to \mathbb{R}_+ \) as follows:
\[
\mathcal{V}(S(t), E(t), I(t), R(t)) = S(t) - 1 - \ln(S(t)) + E(t) - 1 - \ln(E(t)) + I(t) - 1 - \ln(I(t)) + R(t) - 1 - \ln(R(t)).
\]
By applying the Ito’s formula we get
\[
d(\mathcal{V}(S(t), E(t), I(t), R(t))) = \mathcal{L}\mathcal{V}dt - \eta_1 (S(t) - 1) E(t)dW(t) + \eta_1 (E(t) - 1) S(t)dW_1(t) + \eta_2 dW_2(t) + \eta_3 dW_3(t) + \eta_4 dW_4(t), \tag{12}
\]
where \( \mathcal{L} : \mathbb{R}^4_+ \to \mathbb{R}_+ \) is the drift part defined by
\[
\mathcal{L}\mathcal{V} = \left( 1 - \frac{1}{S(t)} \right) (\Lambda + \varphi (R(t) - \tau e^{-\mu \tau} - \beta_1 S(t) E(t) - \beta_2 S(t) I(t) - \mu S(t)) + \frac{1}{2} \eta_1^2 E^2(t) + \frac{1}{2} \eta_2^2 \\
+ \left( 1 - \frac{1}{E(t)} \right) (\beta_1 S(t) E(t) + \beta_2 S(t) I(t) - (\mu + \delta) E(t) + \frac{1}{2} \eta_1^2 S^2(t) + \frac{1}{2} \eta_3^2 \\
+ \left( 1 - \frac{1}{I(t)} \right) (\delta E(t) - (\sigma + \mu) I(t)) + \frac{1}{2} \eta_2^2 + \left( 1 - \frac{1}{R(t)} \right) \left( (1 - \alpha) \sigma I(t) - \varphi R(t) - \tau e^{-\mu \tau} - \mu R(t) \right) \\
= \Lambda - \mu (S(t) + E(t) + I(t) + R(t)) - \frac{\Lambda}{S(t)} - \frac{\varphi (R(t) - \tau e^{-\mu \tau})}{S(t)} + \beta_1 E(t) + \beta_2 I(t) + 4\mu \\
+ \frac{1}{2} \eta_1^2 E^2(t) - \beta_1 S(t) - \beta_2 S(t) \frac{I(t)}{E(t)} + \delta + \frac{1}{2} \eta_2^2 S(t) - \delta \frac{(E(t)}{I(t)} + \sigma \\
- \alpha \sigma I(t) - (1 - \alpha) \sigma \frac{I(t)}{R(t)} + \varphi \frac{R(t) - \tau}{R(t)} e^{-\mu \tau} + \frac{1}{2} (\eta_1^2 + \eta_2^2 + \eta_3^2) \\
\leq \Lambda + \beta_1 E(t) + \beta_2 I(t) + 4\mu + \frac{1}{2} \eta_1^2 E^2(t) + \delta + \frac{1}{2} \eta_2^2 S^2(t) + \sigma + \varphi \frac{R(t) - \tau}{R(t)} e^{-\mu \tau} + \frac{1}{2} (\eta_1^2 + \eta_2^2 + \eta_3^2).
\]
Or, we can see that,
\[
dN(t) = (\Lambda - \mu N(t) - \alpha \sigma I(t)) dt
\]
Then, for \((S(t), E(t), I(t), R(t), D(t)) \in \Gamma\), the equation \((5)\) remains true on the event \(\{−\tau \leq t \leq \tau_k\}\). Since, \(S(t), E(t), I(t)\) and \(R(t)\) are non-negative, we have for all \(-\tau \leq t \leq \tau_k\),

\[
\frac{\Lambda}{\alpha \sigma + \mu} \leq N(t) \leq \frac{\Lambda}{\mu} \quad \text{and} \quad S(t), E(t), I(t), R(t) \leq \frac{\Lambda}{\mu}.
\] (13)

Putting this result in the computation of \(\mathcal{L}V\) above, we obtain on the event \(\{−\tau \leq t \leq \tau_k\}\)

\[
\mathcal{L}V \leq \Lambda + (\beta_1 + \beta_2) \frac{\Lambda}{\mu} + 4\mu + \eta_1^2 \left( \frac{\Lambda}{\mu} \right)^2 + \frac{\delta}{2} \left( \nu_2^2 + \nu_3^2 + \nu_4^2 \right) + \varphi \frac{R(t - \tau)}{R(t)} e^{-\mu \tau}
\]

Moreover, under the condition \(0 < \varphi \tau < e^{-1}\), as \(\Phi_4 > 0\), then there exist \(C > 0\) such that \(\Phi_4(t) \geq C e^{\lambda t}\) on the event \(\{−\tau \leq t < \tau_k\}\). According to the lemma \((2.3)\) and comparison theorem, we get for all \(t \in [0, \bar{T}]\), \(R(t) \geq C e^{\lambda \bar{T}} > 0\), then there exist positive constants \(C_1\) and \(C_2\) such that for all \(\{−\tau \leq t < \tau_k \wedge \bar{T}\}\), we have

\[
\mathcal{L}V \leq C_1 + C_2 e^{-\lambda \bar{T}}
\]

Now, as the diffusion coefficient of \((12)\) is bounded on \(t \leq \tau_k \wedge \bar{T}\), integrating and taking the expectation on both sides yields

\[
EV \left( S(\tau_k \wedge \bar{T}), E(\tau_k \wedge \bar{T}), I(\tau_k \wedge \bar{T}), R(\tau_k \wedge \bar{T}), D(\tau_k \wedge \bar{T}) \right) \leq V(S(0), E(0), I(0), R(0)) + \left( C_1 + C_2 e^{-\lambda \bar{T}} \right) \bar{T}.
\] (14)

Let \(\Omega_k = \{\tau_k \leq \bar{T}\}\), for \(k \geq k_0\) and in view of \((11)\), we obtain \(P(\Omega_k) \geq \epsilon\) such that, for every \(\omega \in \Omega_k\), there is at least one component of \((S(\tau_k, \omega), E(\tau_k, \omega), I(\tau_k, \omega), R(\tau_k, \omega))\) equaling either \(k\) or \(\frac{1}{k}\), then

\[
V \left( S(\tau_k \wedge \bar{T}), E(\tau_k \wedge \bar{T}), I(\tau_k \wedge \bar{T}), R(\tau_k \wedge \bar{T}) \right) \geq (k - 1 - \ln(k)) \wedge \left( \frac{1}{k} - 1 + \ln(k) \right)
\]

According to \((14)\), we get

\[
V(S(0), E(0), I(0), R(0)) + \left( C_1 + C_2 e^{-\lambda \bar{T}} \right) \bar{T} \geq E \left[ 1_{\Omega_k} V(S(\tau_k), E(\tau_k), I(\tau_k), R(\tau_k)) \right]
\]

\[
\geq \epsilon(k - 1 - \ln(k)) \wedge \left( \frac{1}{k} - 1 + \ln(k) \right)
\]

where \(1_{\Omega_k}\) represents the indicator function of \(\Omega_k\). Letting \(k \to \infty\) yields

\[
\infty > V(S(0), E(0), I(0), R(0)) + \left( C_1 + C_2 e^{-\lambda \bar{T}} \right) \bar{T} = \infty,
\]

which leads to a contradiction. It can be concluded that \(\tau_\infty = \infty\) a.s., which proves the theorem.

Now, we introduce the following theorem that gives a sufficient condition for the extinction of the disease.

**Theorem 3.2.** Under the condition \(0 < \varphi \tau < e^{-1}\), let \((S(t), E(t), I(t), R(t), D(t)) \in \Gamma\) be the solution of system \((5)\). If

1. \(\frac{\beta_1^2}{2\eta_1^2} + \frac{\Lambda}{\mu} \beta_2 - \frac{1}{2} \left( \eta_2^2 + \eta_3^2 \right) - 2\mu - \sigma < 0\).

2. \(\left[ \frac{\Lambda}{2\eta_1} (\beta_2 + \beta_1) - \mu - \frac{\beta_1^2}{2\eta_1^2} \right]^2 < \left( \frac{\beta_1^2}{2\eta_1^2} - \frac{1}{2} \eta_2^2 - \mu \right) \left( \beta_2 \frac{\Lambda}{\mu} - (\sigma + \mu) - \frac{1}{2} \eta_3^2 \right)\).

then \(E(t)\) and \(I(t)\) tends to zero exponentially with probability one, i.e.

\[
\limsup_{t \to +\infty} \frac{\ln(E(t) + I(t))}{t} < 0.
\]
Proof. By applying Ito’s formula, we get \( d \ln (E(t) + I(t)) = \)

\[
\frac{1}{E(t) + I(t)} \left( S(t) (\beta_1 E(t) + \beta_2 I(t)) - \mu E(t) + I(t) - \sigma I(t) \right) dt - \frac{1}{2} \left( \frac{\eta_3 E(t) I(t)}{E(t) + I(t)} \right)^2 dt \\
- \frac{1}{2} \left( \frac{\eta_4 I(t)}{E(t) + I(t)} \right)^2 dt + \frac{\eta_4 S(t) E(t)}{E(t) + I(t)} \frac{E(t)}{E(t) + I(t)} dW_1(t) + \eta_4 \frac{I(t)}{E(t) + I(t)} dW_3(t) + \frac{\eta_4 I(t)}{E(t) + I(t)} dW_4(t)
\]

\[
= \left( \frac{1}{E(t) + I(t)} \right)^2 \left[ (\beta_1 + \beta_2) S(t) I(t) E(t) + \beta_2 S(t) I^2(t) - \beta_1 S(t) I(t) E(t) - \frac{1}{2} \eta_3^2 S^2(t) E^2(t) + \mu E^2(t) - \mu E(t) I(t) - \sigma I(t) E(t) \right] dt + dM_1(t)
\]

with \( M_1(t) = \int_0^t \frac{\eta_3 S(r) E(r)}{E(r) + I(r)} dW_1(r) + \int_0^t \frac{\eta_4 S(r) E(r)}{E(r) + I(r)} dW_3(r) + \int_0^t \frac{\eta_4 I(r)}{E(r) + I(r)} dW_4(r) \). On one hand, by \([13]\), we have

\[
(\beta_1 + \beta_2) S(t) I(t) E(t) + \beta_2 S(t) I^2(t) \leq (\beta_1 + \beta_2) \frac{\Lambda}{\mu} I(t) E(t) + \beta_2 \frac{\Lambda}{\mu} I^2(t),
\]

on the other hand, we have

\[
(\beta_1 S(t) - \frac{1}{2} \eta_3^2 S^2(t)) E^2(t) = \left( -\frac{1}{2} \eta_3^2 \left( S(t) - \frac{\beta_1}{\eta_3^2} \right)^2 + \frac{\beta_1^2}{2 \eta_3^2} \right) E^2(t) \leq \frac{\beta_1^2}{2 \eta_3^2} E^2(t).
\]

Using these results in \( d \ln (E(t) + I(t)) \) we get

\[
d \ln (E(t) + I(t)) \leq \left( \frac{1}{E(t) + I(t)} \right)^2 \left[ (\beta_1 + \beta_2) \frac{\Lambda}{\mu} I(t) E(t) + \beta_2 \frac{\Lambda}{\mu} I^2(t) + \frac{\beta_2^2}{2 \eta_3^2} E^2(t) - \mu E^2(t) - \mu E(t) I(t) - \sigma I(t) E(t) \right] dt + dM_1(t)
\]

\[
= \left( \frac{1}{E(t) + I(t)} \right)^2 \left[ (E(t) I(t)) \left( \frac{\beta_1^2}{2 \eta_3^2} - \eta_3^2 - \mu - \frac{\beta_2^2}{2 \eta_3^2} \right) E^2(t) + \mu E^2(t) - \mu E(t) I(t) - \sigma I(t) E(t) \right] dt + dM_1(t).
\]

Now, similarly, as in \([9]\), we consider the matrix

\[
\left( \begin{array}{cc}
\frac{\beta_1^2}{2 \eta_3^2} - \frac{1}{2} \eta_3^2 - \mu & \frac{\beta_2^2}{2 \eta_3^2} \\
\frac{\beta_2^2}{2 \eta_3^2} - \frac{1}{2} \eta_3^2 - \mu & \beta_2 \frac{\Lambda}{\mu} - (\sigma + \mu) - \frac{1}{2} \eta_3^2
\end{array} \right)
\]

which is negative-definite under the conditions the \([12]\). Therefore if we denote by \( \lambda_{\max} \) the largest eigenvalue of the above matrix then

\[
d \ln (E(t) + I(t)) \leq - |\lambda_{\max}| \frac{E^2(t) + I^2(t)}{(E(t) + I(t))^2} dt + dM_1(t).
\]

Using \( (x + y)^2 \leq 2 (x^2 + y^2) \) and integrating the above equation from 0 to \( t \) we obtain

\[
\ln (E(t) + I(t)) \leq \ln (E(0) + I(0)) - \frac{1}{2} |\lambda_{\max}| + M_1(t).
\]

By, \( \forall t \geq -\sigma S(t) \leq \frac{\Lambda}{\mu} \), it is easy to check that \( \lim_{t \to +\infty} \frac{M_1(t)}{t} \leq -\infty \). Hence by the large number theorem for martingales \([5,\, 3]\), we obtain \( \lim_{t \to +\infty} \frac{M_1(t)}{t} = 0 \) a.s. Therefore, by dividing by \( t \) and taking the limit superior, we obtain

\[
\limsup_{t \to +\infty} \frac{\ln (E(t) + I(t))}{t} \leq - \frac{1}{2} |\lambda_{\max}| < 0.
\]

This completes the proof.
Lemma 3.4. Under the condition $0 < \varphi \tau < e^{-1}$, let $(S(t), E(t), I(t), R(t), D(t)) \in \Gamma$ be a solution of system (8). Then, we have

$$\int_0^t S(r)dr \geq \frac{\Lambda}{\mu t} - \frac{a_2}{\mu a_1}(\sigma + \mu) \int_0^t (E(r) + I(r))dr - \frac{1}{a_1 \mu} G(t) + \frac{1}{a_1 \mu} M_2(t)$$

where $M_2(t) = \int_0^t a_1 \eta_2 S(r) dW_2(r) + \int_0^t a_1 \eta_3 E(r) dW_3(r) + \int_0^t a_2 \eta_4 I(r) dW_4(r)$ and $G(t) = a_1 (S(t) - S(0)) + a_1 (E(t) - E(0)) + a_2 (I(t) - I(0)) + a_1 \varphi e^{-\mu \tau} \int_{t-\tau}^t R(r)dr - \int_{t-\tau}^t R(r)dr)$ with $a_1 = \delta + \sigma + \mu$ and $a_2 = \delta + \mu$.

Proof. Let $(S(t), E(t), I(t), R(t), D(t)) \in \Gamma$ be a solution of system (8), we have

$$d \left( a_1 S(t) + a_1 E(t) + a_2 I(t) + a_1 \varphi e^{-\mu \tau} \int_{t-\tau}^t R(r)dr \right) dt = \left( a_1 \Lambda - a_1 \mu S(t) - a_2 (\sigma + \mu) (E(t) + I(t)) + a_1 \varphi e^{-\mu \tau} R(t) \right) dt + dM_2(t)$$

Integrating the above equation between 0 and $t$, we get

$$G(t) \geq a_1 \Lambda t - a_1 \mu \int_0^t S(r)dr - a_2 (\sigma + \mu) \int_0^t (E(r) + I(r))dr + M_2(t),$$

which leads to the relation (15).\]

Definition 3.5. The system (8) is said to be persistent in the mean if

$$\liminf_{t \to \infty} \frac{1}{t} \int_0^t (E(r) + I(r))dr > 0 \text{ a.s.}$$

The following theorem gives some sufficient conditions ensuring the persistence of the disease.

Theorem 3.6. Under the condition $0 < \varphi \tau < e^{-1}$, let $(S(t), E(t), I(t), R(t), D(t)) \in \Gamma$ be the solution of system (8). Assume that

$$\frac{\beta_1 \beta_2 \Lambda}{\beta_1 + \beta_2 \mu} - \frac{1}{2} \frac{\eta_1^2 \Lambda^2}{\mu^2} - \frac{1}{2} (\eta_3^2 + \eta_4^2) - (\sigma + \mu) \geq 0.$$  (16)

Then the disease will be persistent in the mean.

Proof. Similarly to theorem (5.2), by applying Ito’s formula, we get

$$d \ln(E(t) + I(t)) = \left[ \frac{S(t) (\beta_1 E(t) + \beta_2 I(t))}{E(t) + I(t)} - \mu - \sigma \frac{I(t)}{E(t) + I(t)} - \frac{1}{2} \eta_1^2 S^2(t) \left( \frac{E(t)}{E(t) + I(t)} \right)^2 - \frac{1}{2} \eta_3^2 \left( \frac{E(t)}{E(t) + I(t)} \right)^2 \right] dt + dM_1(t)$$

\[9\]
We simulated model (5) for various values of immunity loss, \( \beta \). Integrating the above equation between 0 and \( t \), we get

\[
\ln(E(t) + I(t)) \geq \ln(E(0) + I(0)) + \left[ \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \frac{\Lambda}{\mu} - (\sigma + \mu) - \frac{1}{2} \eta_1^2 \left( \frac{\Lambda}{\mu} \right)^2 - \frac{1}{2} (\eta_3^2 + \eta_4^2) \right] t - \frac{1}{\eta_3^2 + \eta_4^2} \eta_1 \frac{\sigma}{\mu} (\delta + \sigma + \mu) \int_0^t E(r) + I(r) dr + \ln(E(0) + I(0)) - \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \frac{1}{\mu} \frac{\Lambda}{(\delta + \sigma + \mu)} G(t) + M_1(t) \]

\[
\int_0^t \eta_1 S(r) E(r) dW_1(r) + \int_0^t \eta_3 E(r) dW_3(r) + \int_0^t \eta_4 I(r) dW_4(r).
\]

In addition, using

\[
E(t) + I(t) \leq \frac{1}{\beta_1} + \frac{1}{\beta_2} E(t) + I(t) \leq 1 \text{ and } \frac{I(t)}{E(t) + I(t)} \leq 1
d\ln(E(t) + I(t)) \geq \left[ \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} S(t) - (\sigma + \mu) - \frac{1}{2} \eta_1^2 \left( \frac{\Lambda}{\mu} \right)^2 - \frac{1}{2} (\eta_3^2 + \eta_4^2) \right] dt + dM_1(t)
\]

Integrating the above equation between 0 and \( t \), we get

\[
\ln(E(t) + I(t)) \geq \ln(E(0) + I(0)) + \left[ \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \frac{\Lambda}{\mu} - (\sigma + \mu) - \frac{1}{2} \eta_1^2 \left( \frac{\Lambda}{\mu} \right)^2 - \frac{1}{2} (\eta_3^2 + \eta_4^2) \right] t - \frac{1}{\eta_3^2 + \eta_4^2} \eta_1 \frac{\sigma}{\mu} (\delta + \sigma + \mu) \int_0^t E(r) + I(r) dr + \ln(E(0) + I(0)) - \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \frac{1}{\mu} \frac{\Lambda}{(\delta + \sigma + \mu)} G(t) + M_1(t)
\]

Therefore, by Lemma (3.4), we obtain

\[
\ln(E(t) + I(t)) \geq \left[ \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \frac{\Lambda}{\mu} - (\sigma + \mu) - \frac{1}{2} \eta_1^2 \left( \frac{\Lambda}{\mu} \right)^2 - \frac{1}{2} (\eta_3^2 + \eta_4^2) \right] t - \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \frac{\sigma}{\mu} (\delta + \sigma + \mu) \int_0^t E(r) + I(r) dr + \ln(E(0) + I(0)) - \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \frac{1}{\mu} \frac{\Lambda}{(\delta + \sigma + \mu)} M_2(t)
\]

Using Lemma (3.4), we obtain

\[
\ln(E(t) + I(t)) \geq \left[ \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \frac{\Lambda}{\mu} - (\sigma + \mu) - \frac{1}{2} \eta_1^2 \left( \frac{\Lambda}{\mu} \right)^2 - \frac{1}{2} (\eta_3^2 + \eta_4^2) \right] t - \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \frac{(\delta + \sigma + \mu)}{\mu} \int_0^t E(r) + I(r) dr + \ln(E(0) + I(0)) - \frac{\beta_1 \beta_2}{\beta_1 + \beta_2} \frac{1}{\mu} \frac{\Lambda}{(\delta + \sigma + \mu)} M_2(t)
\]

Therefore, by Lemma (13) and the strong law of large numbers for martingales it is easy to check that \( \lim_{t \to \infty} \frac{M_1(t)}{t} = 0 \), \( \lim_{t \to \infty} \frac{M_2(t)}{t} = 0 \) and \( \lim_{t \to \infty} \frac{G(t)}{t} = 0 \). We complete the proof using Lemma A.5 and condition (16).

4 Numerical results

The parameters and the initial condition used are shown in Table 1. For model calibration, we utilize the system and data from September 3’23, 2021 (the start of the second wave). We assume that \( \varphi = 0 \) and \( \alpha = 0.01 \) during this time. The natural death rate in Tunisia is \( \lambda = 205.52 \) and the natural death rate \( \mu = 1.7510^{-5} \). In order to estimate the transmission rates \( \beta_1 \) and \( \beta_2 \), recovered rate \( \sigma \), and infected rate \( \delta \), the mean square error between observed values and model simulations was minimized. A genetic algorithm was used to determine the optimal The optimum was calculated using a genetic algorithm. The model outputs of Death and Infected are contrasted with their actual data in Figure 2.

![Image](https://github.com/rmsolgi/geneticalgorithm)

Fig. 2: The result of the fitted value using the optimal parameters \( \beta_1 = 6.40541304000443e-09 \), \( \beta_2 = 9.259947187897598e-09 \), \( \delta = 0.17571093 \) and \( \sigma = 0.07885705 \).

We simulated model (5) for various values of immunity loss, \( \tau = 60, 96, 201 \) and 360 days and for \( \varphi = \frac{1}{\tau e} - 0.00001 \) to satisfy the condition \( 0 < \varphi \tau < e^{-1} \). Figure 3 shows a periodic epidemic due to the delay, \( \tau \). We notice the amplitude of the oscillations and the period between waves increases with \( \tau \). Indeed, if the loss of immunity occurs before the primary peak of the infection (\( \tau \leq 96 \) days), this leads to more oscillations of the infection. On the opposite hand, if the loss of immunity occurs after the height of infection (\( \tau \geq 201 \) days), subsequent waves are going to be distant (see Figures 3). Moreover, for \( t \) large enough, the simulation will stabilize and converge to an endemic equilibrium.

2https://covid19.who.int/WHO-COVID-19-global-data.csv
3https://github.com/rmsolgi/geneticalgorithm
### Table 1: Table of parameters

| Parameter | Definition | Value | Reference |
|-----------|------------|-------|-----------|
| $N$       | The total size of the population | 11172177 | [26] |
| $S(0)$    | The susceptible at time 0 | $N(0) - E(0) - I(0) - R(0) - D(0)$ | [42] |
| $E(0)$    | The exposed at time 0 | 4000 | [42] |
| $I(0)$    | The infected at time 0 | 2629 | [42] |
| $R(0)$    | The recovered at time 0 | 0 | [42] |
| $D(0)$    | The death at time 0 | 0 | [42] |
| $\Lambda$ | The newborn per unit of time | 205.51911751 | [26] |
| $\beta_1$ | The disease transmission coefficient of $E$ | 6.40541304000443e−09 | Fitted |
| $\beta_2$ | The disease transmission coefficient of $I$ | 9.259947187897598e−09 | Fitted |
| $\mu$    | The natural death rate | 0.000017534 | [26] |
| $\eta_1$ | The intensity of the perturbation of $\beta_1$ | $\beta_0$ | Estimated |
| $\eta_2$ | Stochastic perturbations proportional to $S$ | $\in (0, 1)$ | Estimated |
| $\eta_3$ | Stochastic perturbations proportional to $E$ | $\in (0, 1)$ | Estimated |
| $\eta_4$ | Stochastic perturbations proportional to $I$ | $\in (0, 1)$ | Estimated |
| $\alpha$ | The death rate | 0.01 | [42] |
| $\delta$ | The rate at which exposed individuals become infectious | 0.17571903 | Fitted |
| $\sigma$ | The recovered rate | 0.07885705 | Fitted |
| $\tau$   | The period of temporary immunity | 60, 96, 201, 360 Days | Assumed |
| $\varphi$ | The rate which individual loses his immunity | $\frac{1}{\tau e} = 0.00001$ | Lemma 2.3 |

Fig. 3: SEIRDS simulation with varies delay, for roughly 3 years, for 60, 96, 201 and 360 days delay.

We used the Euler-Maruyama method to discretize our stochastic model [9], and the solution of the deterministic model ([11]) with $\varphi = 0$ as history for $t \leq \tau$ was used to simulate it.
\[
\begin{align*}
S(t + \Delta t) &= S(t) + \left( \Lambda + \varphi R(t - \tau) e^{-\mu \tau} - \beta_1 S(t) E(t) - \beta_2 S(t) I(t) - \mu S(t) \right) \Delta t - \eta_1 S(t) E(t) \sqrt{\Delta t} \Psi_1 + \eta_2 S(t) \sqrt{\Delta t} \Psi_2 \\
E(t + \Delta t) &= E(t) + \left( \beta_1 S(t) E(t) + \beta_2 S(t) I(t) - (\delta + \mu) E(t) \right) \Delta t + \eta_1 S(t) E(t) \sqrt{\Delta t} \Psi_1 + \eta_3 E(t) \sqrt{\Delta t} \Psi_1 \\
I(t + \Delta t) &= I(t) + \left( \delta E(t) - (\sigma + \mu) I(t) \right) \Delta t + \eta_4 I(t) \sqrt{\Delta t} \Psi_1 \\
R(t + \Delta t) &= R(t) + \left( (1 - \alpha) \sigma I(t) - \varphi R(t - \tau) e^{-\mu \tau} - \mu R(t) \right) \Delta t \\
D(t + \Delta t) &= D(t) + \alpha \sigma I(t) \Delta t
\end{align*}
\]

(17)

with \(\Psi_1, \Psi_2, \Psi_3, \Psi_4\) are independent with low \(\mathcal{N}(0, 1)\), \(\Delta t = 0.06\) and \(\tau\) is multiple of \(\Delta t\). Afterward, for different values of \(\tau\), we simulate 1000 trajectories and plot the mean values of \(I(t)\) and the confident interval (see Figure 4). We observed repeated waves of infection that are smaller in size and occur less frequently, as well as the average settling towards the endemic equilibrium predicted by the deterministic model. These effects are also accentuated in accordance with the delay.

In Figures 5 and 6 we represent the simulation of exposed \(E\) and infected \(I\) versus \(t\) for various values of \(\eta_1, \eta_2, \eta_3\) and \(\eta_4\). According to Theorems (3.2) and (3.6) we can observe extinction or persistence of epidemic.

In example 1 we take \(\beta_1 = 6.40 \times 10^{-9}\), \(\beta_2 = 9.25 \times 10^{-9}\), \(\delta = 0.17\), \(\sigma = 0.07\) and we simulate the model (17) adding white noises \(\eta_1, \eta_2, \eta_3, \eta_4\) such that the conditions (1) and (2) of Theorem (3.2) hold. We observe the extinction of the disease in this situation as \(E(t)\) and \(I(t)\) tend to zero exponentially with probability one (see Figure 5). However, in accordance with the deterministic model (1), we have \(R_0 = 4.47 > 1\), which indicates the existence of the endemic equilibrium.

In example 2 we consider the same parameters of the example 1, \(\beta_1, \beta_2, \delta\) and \(\sigma\) and we simulate the model (17) choosing different values of white noises \(\eta_1, \eta_2, \eta_3\) and \(\eta_4\) that satisfy assumptions of Theorem (3.6). In this scenario, it is clear that the disease persists, as predicted by the deterministic model (see Figure 6).
5 Conclusion

This paper’s main goal is to investigate how the loss of immunity affects the timing of the emergence of fresh waves. We suggest that two SEIR/DS models be used to examine COVID-19 transmission. A deterministic epidemic model is first taken into account. A mathematical model with five compartments and immunity loss was employed. The stochastic extended model SEIR/DS with noises is then taken into consideration. Some model parameters are obtained from the literature, while the other parameters are determined by a genetic algorithm using actual daily data on COVID-19 cases in Tunisia who have died.

We prove that both models are appropriately formulated and make biological sense (see Theorem 2.4 and 3.1). Additionally, we investigate the stochastic model’s behavior and provide conditions under which we have persistent or extinction of the epidemic (see Theorem 3.2 and 3.6). According to the numerical simulations, oscillations become more significant when immunity is lost before the first wave of infection. And the subsequent waves will be further apart the more immunity is lost.
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A

Lemma A.1. ([24], lemma 16.4: Comparison theorem page 215). Assume that $J$ and $D$ are open intervals in $\mathbb{R}$ and let $g \in C^{0,1-}(J \times D, \mathbb{R})$. Moreover, let $u \in C^1(J, D)$ be a solution of the differential equation $\dot{x} = g(t, x)$. Suppose $v \in C(J, D)$ and $\alpha \in J$ are such that

$$v(\alpha) \leq u(\alpha) \quad \text{and} \quad D_+ v(t) \leq g(t, v(t)), \quad \forall t \in J \cap [\alpha, \infty).$$

Then $v \leq u$ on $J \cap [\alpha, \infty)$.

Theorem A.2. ([20], Theorem 2.3: Existence and Uniqueness on page 42). Let

$$\begin{cases} \dot{X}(t) = f(t, x_t), \\ x_0 = \Phi \end{cases}$$

Suppose $\Omega$ is an open set in $\mathbb{R} \times C$, $f : \Omega \to \mathbb{R}^n$ is continuous, and $f(t, \Phi)$ is Lipschitzian in $\Phi$ in each compact set in $\Omega$. If $(0, \Phi) \in \Omega$, then there is a unique solution of Equation (18) through $(0, \Phi)$.  
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Lemma A.3. ([38], Theorem 3.4: Strong law of large numbers on page 12). Let $M = \{M_t\}_{t \geq 0}$ be a real-value continuous local martingale vanishing at $t = 0$. Then

$$\lim_{t \to \infty} \langle M_t^\prime M \rangle_t = \infty \quad \text{a.s.} \quad \Longrightarrow \lim_{t \to \infty} \frac{M_t^\prime M}{\langle M, M \rangle_t} = 0 \quad \text{a.s.}$$

and also

$$\limsup_{t \to \infty} \frac{\langle M_t^\prime M \rangle_t}{t} < \infty \quad \text{a.s.} \quad \Longrightarrow \lim_{t \to \infty} \frac{M_t}{t} = 0 \quad \text{a.s.}$$

Theorem A.4. ([38], Theorem 2.8 page 154) Assume that for every integer $n \geq 1$, there exists a positive constant $K_n$ such that, for all $t \geq 0$ and those $\varphi, \phi \in C((\tau, 0]; \mathbb{R}^d)$ with $\|\varphi\| \vee \|\phi\| \leq n$,

$$|f(t, \varphi) - f(t, \phi)|^2 \vee |g(t, \varphi) - g(t, \phi)|^2 \leq K_n \|\varphi - \phi\|^2$$

Then there exists a unique maximal local solution $x(t)$ to equation (10).

Lemma A.5. (Lemma 5.1. [28]). Let $f \in C([0, \infty) \times \Omega, (0, \infty))$ and $G \in C([0, \infty) \times \Omega, \mathbb{R})$ such that $\lim_{t \to \infty} \frac{G(t)}{t} = 0 \ a.s$. If for all $t \geq 0$

$$\ln f(t) \geq \lambda_0 t - \lambda \int_0^t f(s) ds + G(t) \quad \text{a.s.}$$

Then

$$\liminf_{t \to \infty} f(t) \geq \frac{\lambda_0}{\lambda} \quad \text{a.s.}$$

where $\lambda_0 \geq 0$ and $\lambda > 0$ are two real numbers.
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