A Hybrid Approach of Combining Random Forest with Texture Analysis and VDVI for Desert Vegetation Mapping Based on UAV RGB Data
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Abstract: Desert vegetation is an important part of arid and semi-arid areas, which plays an important role in preventing wind and fixing sand, conserving water and soil, maintaining the balanced ecosystem. Therefore, mapping the vegetation accurately is necessary to conserve rare desert plants in the fragile ecosystems that are easily damaged and slow to recover. In mapping desert vegetation, there are some weaknesses by using traditional digital classification algorithms from high resolution data. The traditional approach is to use spectral features alone, without spatial information. With the rapid development of drones, cost-effective visible light data is easily available, and the data would be non-spectral but with spatial information. In this study, a method of mapping the desert rare vegetation was developed based on the pixel classifiers and the use of Random Forest (RF) algorithm with the feature of VDVI and texture. The results indicated the accuracy of mapping the desert rare vegetation were different with different methods and the accuracy of the method proposed was higher than the traditional method. The most commonly used decision rule in the traditional method, named Maximum Likelihood classifier, produced overall accuracy (76.69%). The inclusion of texture and VDVI features with RGB (Red Green Blue) data could increase the separability, thus improved the precision. The overall accuracy could be up to 84.19%, and the Kappa index with 79.96%. From the perspective of features, VDVI is less important than texture features. The texture features appeared more important than spectral features in desert vegetation mapping. The RF method with the RGB+VDVI+TEXTURE would be better method for desert vegetation mapping compared with the common method. This study is the first attempt of classifying the desert vegetation based on the RGB data, which will help to inform management and conservation of Ulan Buh desert vegetation.
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1. Introduction

Desertification is a global environmental problem [1], which affects 14% of the world’s land area and nearly 1 billion people, and it continues to expand at a rate of 57,000 km² per year. China is one of the most affected countries by desertification in the world [2]. Nearly 1.7 million km² of desert, Gobi and desertified land in China, of which nearly 400,000 km² is desertified land, posing a serious threat to the ecological environment and sustainable social and economic development in northern China [3].

The monitoring and evaluation of desertification has always been a hot topic in the world and also it is an important way to prevent and control desertification effectively [4]. Desertification study has become a hot issue in multi-disciplinary study, and rapid and accurate acquisition of desert vegetation information is the foundation and key link of desertification study. Remote sensing has been widely used in the monitoring and evaluation of land desertification due to its advantages of wide observation range, large amount of information, fast updating of data, and high accuracy.
At present, many traditional sensor data (such as MODIS and Landsat data, etc.) have been applied to desertification monitoring, but they can only capture the integrated vegetation cover information within the pixel [5], are unable to provide more specific information about desertification. The development of unmanned aerial vehicles (UAVs) can solve this problem. Compared with satellite remote sensing, UAVs with the high resolution image have rich geometric texture information [5] and have the ability to capture detailed information. UAV with high resolution is rarely reported in desert vegetation mapping at home and abroad, especially at home.

Unmanned aerial vehicle (UAV) acts as a powered, controllable, low-altitude flight platform capable of carrying a variety of equipment and performing a variety of missions [6]. Its combination with remote sensing technology has incomparable advantages over traditional satellite remote sensing technologies, such as low cost, simple operation, fast image acquisition and high spatial resolution [7]. It has been widely used in land monitoring and urban management, urban vegetation mapping [8,9] geological disasters, environmental monitoring, emergency support and other important fields [10–14]. However, it is rarely used in field of mapping the desert vegetation. The two main characteristics of the desert vegetation are vegetation index and texture.

Vegetation index is a simple and effective measurement for the status of surface vegetation, which can effectively reflect vegetation vitality and vegetation information, and becomes an important technical means for remote sensing inversion of biophysical and biochemical parameters as chlorophyll content, FVC (fractional vegetation coverage), LAI (leaf area index), biomass, net primary productivity, and photosynthetic effective radiation absorption [15].

The reflection spectrum of healthy green vegetation in visible band is characterized by strong absorption of blue and red, strong reflection of green, and strong reflection in near-infrared band [16]. Based on the reflection spectral characteristics of green vegetation, a large number of vegetation indices based on visible-infrared band calculation have been proposed in the field of vegetation remote sensing. Common vegetation indexes based on multi-spectral bands include ratio vegetation index (RVI) [17], differential vegetation index (DVI) [18], normalized difference vegetation index (NDVI) [19] and soil regulatory vegetation index (SAVI) [20], etc. The operational bands are mainly based on visible and near-infrared spectral bands. The acquisition of near-infrared spectrum information requires the use of high-altitude remote sensing technology. However, due to its difficulties in acquisition and poor timeliness, the calculation of vegetation index based on the obtained remote sensing data cannot distinguish vegetation in a small range, which leads to the large errors and lag defects in the extracted vegetation information. UAV images are characterized by high resolution, rich texture features and easy access, and contain visible band data. Visible light vegetation index can be established based on visible light channels, and vegetation coverage can be estimated after vegetation information is extracted. In the visible band, the reflectance of green vegetation is high in the green light channel, but low in the red and blue light channels. Therefore, the calculation between the green light channel and the red and blue light channels can enhance the difference between vegetation and the surrounding ground objects, so as to facilitate the later extraction of target information more accurately. While there are many vegetation indexes based on visible bands. Such as EXG (excess green), NGRDI (normalized green-red difference index), NGBDI (normalized green-blue difference index), and RGRI (red-green ratio index), MSAVI (modified soil-adjusted vegetation index) [20], EGRBDI (excess green-red-blue difference index) [21]. However, the spectral curve of desert vegetation usually does not have typical characteristics of healthy vegetation, and there is no obvious strong absorption valley and reflection peak, and the spectral information of vegetation detected on remote sensing image is relatively weak [22]. VDVI (visible light difference vegetation index) will play a better role and have better applicability in the extraction of vegetation information of UAV image in visible band only [16]. Therefore, visible light difference vegetation index (VDVI) is used in this study to estimate desert vegetation coverage rate.
Vegetation index can accurately distinguish vegetation and non-vegetation, but the vegetation index of shrub and herb is similar, so vegetation index cannot be used to distinguish vegetation [23]. It is difficult to distinguish the phenomena of “same object different spectrum” and “same spectrum foreign body” in the image base on the pixels [24]. Moreover, the accuracy is low with the high-resolution remote sensing, and the single-scale object-oriented segmentation classification is prone to “over-segmentation” and “under-segmentation” problems. The experience is needed for the researches to determine an optimal scale level to segment objects. To solve this problem, there have been several geospatial techniques to improve the classification accuracy, as an alternative to spectral-based traditional classifiers. Such as the GLCM (gray level co-occurrence matrix [25]); fractal analysis [26]; spatial auto-correlation and wavelet transforms [27]. In the study, the GLCM is adopted due to it is a widely used texture statistical analysis method and texture measurement technology.

And which method shall be used for desert mapping? With the rapid development of remote sensing technology, pixel-based image classification and object-based image analysis (OBIA) are widely used in classifying high resolution remote sensing images [28–31]. The important point of OBIA is to combine numerous textural, spectral and spatial features into the classification process, and which was based on multi-scale image segmentation, therefore, it could improve the accuracy. but there are challenges with the OBIA process, the suitable features for image classification and find out the optimal scale value for image segmentation [32]. The accuracy of OBIA depends on experience of the researchers and a priori knowledge. Deep learning is also widely used in many remote sensing related applications [33–35], including image registration, classification, object detection, land-use classification, but it takes large amount of training data, but would have poor interpretability. In this study, a robust classifier random forest [36] was adopted instead of OBIA, because of its simplicity and high performance [37].

Therefore, in this study, based on the UAV RGB high resolution data including texture and VDVI features, the Random Forest classifier was used to map the desert vegetation. The desert vegetation were classified into five typical types, which include trees, shrub1(*Artemisia desertorum* Spreng), shrub2(*Haloxylon ammodendron* (C. A. Mey.) Bunge), grass and sand. The aims of the study: (1) to determine whether Random Forest classifier shows good performance in desert vegetation mapping; (2) to test if the inclusion of VDVI and texture features improve classification accuracy in heterogeneous desert vegetation; and (3) to compare the proposed method with the traditional Maximum Likelihood to verify the performance.

In a whole, the main aim is to measure desert vegetation as well as create accurate desert land cover maps (>80%), for future use in ecological modeling of desert landscapes. In the study, a hybrid classification approach was used for a subset of these cover types based on the pixel approaches to accurately reflect spatial heterogeneity on the small scale in ecology.

2. Materials and Methods
2.1. Study Area

The study area is one of the ecological distinct sites in Ulan Buh desert; the desert is located in the northern of Inner Mongolia province, 106°38′42″ E–106°57′00″ E, 40°17′24″ N–40°28′36″ N (Figure 1); the area covered approximately 14,905.13 km²; it is the plot area for desertification control in forestry. The climate is the transition from semi-arid to arid. The mean annual precipitation is 1474 mm, mean annual evaporation is 2458.4 mm, mean annual relatively humid is 47.3%; mean annual temperature is 7.4 °C. In the distribution of desert vegetation in China, the eastern edge of the Ulan Buh desert is the very important dividing line between desert and the grassland in the central Asian.
Control point layout and high precision GPS positioning measurement were carried out in the study area. The receiver of Zenith 15 Pro RTK (Real-time kinematic) was used, and the horizontal measurement error was 1 cm, the vertical measurement error was 2 cm. The vegetation at this study site was characterized by the main trees *Elaeagnus angustifolia*, *Corethrodendron scoparium*, shrubs include *Artemisia ordosica*, *Nitraria tangutorum*, *Haloxylon ammodendron*, and so on; the grasses contain *Eragrostis minor*, *Bassia dasyphylla*, and *Salsola ruthenica*.

2.2. Data Acquisition and Preparing

The weather was clear (<10% cloud cover) when the images were taken, and the data were collected within 1 hour of solar noon to avoid large shadows associated with a low sun angle. Meanwhile, when the winds exceed 6 m/s, the flying will be stopped. Therefore,
the UAV images obtained were less affected by weather and other factors. The imagery was acquired with a mini-UAV called DJI Phantom 4 RTK (Figure 2). The UAV system consists of sensor payload, auto pilot, GPS/INS and ground station. Due to its low payload capacity, the DJI Phantom 4 RTK UAV only carries a lightweight off-the-shelf digital camera onboard which acquires RGB images. The flight altitude was 70 m resulting in a resolution of 2 cm per-pixel. To satisfy the requirement of aerial photography, the forward and side overlap were set to be 80% and 70% during mission planning, respectively. The study area is 100 m², contains $5137 \times 5137$ pixels (Table 1).

![UAV DJI Phantom 4 RTK](image)

**Figure 2.** UAV (DJI Phantom 4 RTK).

**Table 1.** Main parameters of data sources.

| Flying Date | Flying Height (m) | Camera Type | Image Size/Pixel | Spatial Resolution(m) | Area(m/m) |
|-------------|-------------------|-------------|------------------|-----------------------|-----------|
| August 2019 | 70                | 1 inch CMOS | $5137 \times 5137$ | 0.02                  | $100 \times 100$ |

Since the content of this study does not involve the position and range of the central wavelength of each band, the acquired UAV images do not need to be subjected to strict radiometric correction.

According to the distribution of features in the study area, with the area of $20 \times 20$ m covering typical features in the study area were set in each sample area on 26 August 2019. The quadrate records included the GPS coordinates of the center point, the type of features and the canopy width of shrubs.

2.2.1. Image Data Preprocessing

The pose of the digital camera becomes the key factor that affects the overlapping degree of the shot image [38]. Considering the drone itself, the load capacity and wind speed in the experimental area have little influence. In this experiment, there is no additional device to stabilize the camera, but to pose the camera as much as possible fixed. In addition, due to the large amount of data in digital photos, the ability of real-time transmission is not yet achieved. The image data is stored in the large-capacity storage card in the camera.

The acquired UAV images are processed through quality check and screening, image enhancement, feature point extraction and matching, regional network adjustment, and optimization. Image processing mainly includes color leveling and edge cutting, aerial triangulation, orthophoto generation, and precision inspection, etc.

In August 2019, when the experimental images were taken, 100 ground control points were measured synchronously with GPS (Figure 3), and the plane and elevation accuracy were able to meet the requirements. In order to verify the accuracy of the generated orthophoto image, 10 ground control points are randomly selected and measured on the screen. It was found that the median error of the plane position residual error of the ground control point was about 0.025 m after inspection (Table 2), indicating that the accuracy of the generated orthophoto image was relatively ideal, which could meet the requirements of subsequent applications.
Figure 3. Positions of reference points.

Table 2. The referencing error of 10 random selected ground control points.

| Control Point | X Accuracy (m) | Y Accuracy (m) | Vertical Accuracy (m) | RMS  |
|---------------|----------------|----------------|-----------------------|------|
| 1             | 0.006          | 0.005          | 0.013                 | 0.016|
| 2             | 0.006          | 0.005          | 0.013                 | 0.015|
| 3             | 0.006          | 0.005          | 0.013                 | 0.015|
| 4             | 0.006          | 0.005          | 0.014                 | 0.016|
| 5             | 0.006          | 0.005          | 0.014                 | 0.016|
| 6             | 0.006          | 0.005          | 0.014                 | 0.016|
| 7             | 0.006          | 0.005          | 0.013                 | 0.015|
| 8             | 0.006          | 0.005          | 0.013                 | 0.015|
| 9             | 0.006          | 0.005          | 0.013                 | 0.015|
| 10            | 0.005          | 0.005          | 0.011                 | 0.014|

2.2.2. Classification and Sample Collection

The following principles are adopted for the sample of different types of ground: (1) For each type of ground, select homogeneous areas with appropriate area and a certain distance from the boundary; (2) Each type of surface features selected should cover various brightness areas, including low, medium and high brightness areas, to maximize the dynamic range of different brightness, and ensure the analysis of the relationship between objects in various places within a wide brightness value range; (3) The number of selected sample areas for each type of ground features should be balanced as far as possible, and the number of selected sample areas for some ground features with great differences in
color and brightness can be increased moderately. Obtain ROIs (region of interesting) from RGB color images to create an area of interest. To evaluate the ROIs, the separate tools was used to calculate the Jeffreys–Matusita distance [39] and Transformed Divergence. The size of the two parameters determines the rationality of training sample selection. (i.e., When the parameter value is 1.9–2.0, there is good separability between samples, that is, qualified samples; ii. When the parameter value is 1.0–1.8, the sample must be selected again; and iii. When the parameter is 0.1–1.0, the difference between the two types of samples is very small, and the samples are merged into one [40]). Make sure both parameter values of each combination are bigger than 1.9.

Follow the principles, five land cover classes were selected (Figure 4). 64 representative sample areas were manually random sketched through software ENVI5.3, in the way of human-computer interaction and conducted field investigation and inspection. The mean value is used as the evaluation index for the overall difference of pixel values of various ground objects in visible bands, and the fluctuation range of pixel values of various ground objects in various bands is evaluated with standard deviation (Table 3). Moreover, the information among different classes was evaluated with the range of one standard deviation.

![Figure 4. Different classes in the plot.](image)

Table 3. VDVI eigenvalue of vegetation indices distribution.

| Types     | Trees       | Shrub1      | Shrub2      | Grass       | Sand        |
|-----------|-------------|-------------|-------------|-------------|-------------|
| Mean      | 0.536679    | 0.477945    | 0.480693    | 0.316702    | 0.252484    |
| Standard deviation | 0.039987    | 0.373882    | 0.345234    | 0.371178    | 0.320356    |

2.2.3. VDVI

The construction of the visible light difference vegetation index (VDVI) is based on the normalized difference vegetation index (NDVI), which is widely used at present. Fully sensitive to the reflection and absorption of light by vegetation, the band of $\rho_G$ replaces the near-infrared band $\rho_{\text{NIR}}$ and combines with the band of red $\rho_R$ and blue $\rho_B$ ($\rho_R + \rho_B$) to replace the red band of red $\rho_R$, and multiplies the green band by 2 to make it numerically equivalent to $\rho_R + \rho_B$ [41]. The VDVI index has a high degree of separation between vegetation and non-vegetation, and its values are almost not intersected. Therefore, it is suitable for the extraction of vegetation photographed by UAV [42]. The index of VDVI (Figure 5) calculated by the software of ENVI 5.3. was shown in Table 3.

\[
VDVI = \frac{2 \times \rho_G - (\rho_R + \rho_B)}{2 \times \rho_G + (\rho_R + \rho_B)}
\]
2.2.4. Texture Features

Texture refers to the visual effect caused by spatial variation in tonal quantity over relatively small areas [43]. Haralick first proposed gray level co-existence matrix (GLCM) in 1973 [44]. It is superior to gray level run-length method and spectral method. The GLCM provides the spatial relationship between the pixels and the overall image in the image as well as between the pixels and the pixels, using the union of the pixels at two locations. Texture analysis has been widely used in high resolution image processing. According to previous studies [30,31,45,46], The inclusion of texture can improve classification accuracy. In this paper, the most commonly used eight texture parameters are selected (Table 4) [47].

Figure 5. Distribution of VDVI.
### Table 4. Gray level co-occurrence matrix texture measuring table.

| Number | Texture Measuring | Formula |
|--------|-------------------|---------|
| 1      | Homogeneity       | \( \frac{1}{N-1} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} P_{ij} \times \frac{i}{1+(i-j)^2} \) |
| 2      | Entropy           | \( \frac{1}{N-1} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} i \times P_{ij} \left( -\ln P_{ij} \right) \) |
| 3      | Dissimilarity     | \( \frac{1}{N-1} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} i \times P_{ij} | i - j | \) |
| 4      | Mean              | \( \frac{1}{N-1} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} i \times P_{ij} \) |
| 5      | Contrast          | \( \frac{1}{N-1} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} i \times P_{ij} (i - j)^2 \) |
| 6      | Correlation       | \( \frac{1}{N-1} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} i \times P_{ij} \left[ \frac{(i-M_{E}) \times (j-M_{E})}{\sqrt{V_{A_{i}}} \times \sqrt{V_{A_{j}}}} \right] \) |
| 7      | Second moment     | \( \frac{1}{N-1} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} i \times P_{ij}^2 \) |
| 8      | Variance          | \( \frac{1}{N-1} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} i \times P_{ij} (i - M_{E})^2 \) |

Note: 
- "i, j" represents row number and column number in the matrix \( P \).
- "N" represents row number or column number in \( P \).
- "\( P_{ij} \)" represents cell I, normalized value in J.
- "\( M_{E} \)" represents mean value.
- "\( VA \)" represents variance.

### 2.3. Processing Workflow

The whole processing workflow of this study is shown in Figure 6, which contains three parts: (1) Data preparing (2) Feature selection and image classification (3) Accuracy assessment and analysis. Data preparing involves download data from the UAV camera, image registration, auto-mosaicking, and orthorectification. Feature selection was based on the RGB image, and the image classification was based on two different machine learning methods, Random Forest, and MLC, training samples contains both RGB digital number, VDVI index and texture measures at different scales were picked to train the classifier. Accuracy assessment was done based on confusion matrix.

![Figure 6. Processing workflow of this study.](image-url)
2.4. Machine Learning
2.4.1. Random Forest

The RF method is an extension of classification and regression trees (CART; [48]). The function RF can take a formula or, in two separate arguments, a data frame with the predictor variables, and a vector with the response. If the response variable is a factor (categorical), RF will do classification, otherwise it will do regression. In remote sensing fields, RF has been widely used for image classification. In the model, a bootstrap strategy to randomly select 20% of the training samples to build decision tree, the remaining 80% of the samples are used for inner cross-validation to evaluate the classification accuracy, and the predictor variables are selected to split the decision tree by Gini index.

1. Suppose there is a data set \( D = \{x_i, y_i\} \ (i \in [1, m]) \) with a feature number \( N \), and sampling with replacement can generate a sampling space \( (m \times n) \).
2. Build a basic learner (decision tree): \( d_j = \{x_i, y_i\} \ (i \in [1, m]) \) generate a decision tree for each sample (where \( K << M \)), and record the results of each decision tree \( h_j(x) \).
3. Training times to \( T \), \( H(x) = \max \sum_{t=1}^{T} f(h_j(x) = y) \), which \( f(x) \) is an algorithm (absolute majority voting, the majority voting, weighted voting method and the like).

RF requires two parameters: (1) \( mtry \), the number of predictor variables performing the data partitioning at each node; (2) \( ntree \), the total number of trees to be grown in the model run. In the study, the \( ntree \) (Number of trees to grow) was set to 500 because 500 is recommended as an acceptable \( ntree \) value [49], and \( mtry \) to 5 after some initial tuning experiments based on earlier experiences and recommendations from literature [50].

2.4.2. Maximum Likelihood Classification

Maximum likelihood classification (MLC) is a kind of image classification method which uses statistical method to establish a set of nonlinear discriminant functions according to maximum likelihood ratio Bayesian decision criterion among two or more kinds of judgments.

The classification method based on Bayes criterion is a kind of nonlinear classification with the lowest error probability. It is also a widely used and mature algorithm at present. By assuming that the data of each band of remote sensing image is normally distributed, each type of ground object data constitutes a specific point group in space, and each one-dimensional data of each type is normally distributed on its own number line. Classification process first determines all kinds of training samples, and then calculates various statistical characteristic values according to the training sample, in order to establish classification discriminant function, the last scanning images pixel each point by point, and substitute pixel characteristic vector generation into the discriminant function, get the probability of different pixels belongs to, will be to determine pixel belongs to maximum discriminant function of a group [51]. There were 64 optimal training samples area all of which were greater than 64 in this study. Moreover, the pixel counts of the training samples is shown in Table 5.

Table 5. Pixel counts of training samples.

| ROIs Summary | Pixel Counts |
|--------------|--------------|
| Trees        | 31,859       |
| Shrub1       | 34,724       |
| Shrub2       | 29,978       |
| Grass        | 19,166       |
| Sand         | 38,185       |
| **Total**    | **153,912**  |
Its discriminant function is:

\[ M_i(n) = p(i|n)p(n) = p(n|i)p \]

where \( p(n|i) \) is the pixel probability with eigenvector \( n \) in class \( i \); \( P(i) \) is the prior probability of class \( i \). By assuming that the spectral features of ground objects obey normal distribution, the above Bayesian discrimination criterion can be expressed as:

\[ M_i(n) = p(i|n)p(n) = p(i) \frac{1}{|c|^{1/2}(2\pi)^K/2} e^{-(n-u)^T c^{-1}(n-u)/2} \]

The K-dimensional maximum likelihood discrimination function of class \( i \) is obtained by taking the form of logarithm and removing the redundant terms

\[ M_i(n) = \ln[p(i)] - \frac{1}{2} \ln|c| - \frac{1}{2} (n-u)^T C^{-1}(n-u) \]

The maximum likelihood discrimination function of different classes is calculated. For different ground object classes \( i \) and \( j \), if there is \( M_j(n) \leq M_i(n) \), then the pixels are assigned to class \( i \).

2.5. Accuracy Assessment

The accuracy assessment was conducted based on the confusion matrices. The confusion matrix calculates and compares and the position and classification of each measured pixel with the corresponding position and classified pixel in the reference image. Each column of the confusating matrix represents a prediction category, and the total number of columns represents the number of data predicted for that category. Each row represents the actual category to which the data belongs, and the total number of rows represents the number of data instances in that class. The values in each column represent the number of classes into which the real data is classified. Confusion matrix using ground truth region of interests. First, the mean overall accuracy with different tuning parameters was calculated to optimize the algorithms. Secondly, based on the overall accuracy, the parameters with the highest mean overall accuracy for each classifier were chosen and compared, the kappa coefficient, and the user’s and producer’s accuracies with the training and validation data. The detailed are given in Equations (5) to (8).

Kappa coefficient, by putting all real reference pixels (\( N \)) multiplied by the total confusion matrix and diagonal, then subtract one kind of true reference pixels, and the class to be classified as pixel of the total product, divided by the square of the total number of pixels, minus one in real reference in the total number of pixels, and the classification of the products of the total number of pixels, the summation of all categories. Kappa coefficient calculation results generally range from 0 to 1, and can be divided into five groups to represent different levels of consistency: 0.0 to 0.20 very low agreement, 0.21 to 0.40 similar agreement, 0.41 to 0.60 moderate agreement, 0.61 to 0.80 high agreement, and 0.8 to 1 almost complete agreement [52].

\[ \kappa = \frac{N \sum_{i=1}^{T} X_{ij} - \sum_{i=1}^{T} (X_{i+} X_{+i})}{N^2 - \sum_{i=1}^{T} (X_{i+} X_{+i})} \]  

\[ \text{OA} = \frac{1}{N} \sum_{i=1}^{T} X_{ij} \]

\[ \text{PA (producer’s accuracy)} = \frac{X_{ij}}{X_{i+}} \]

\[ \text{UA (user’s accuracy)} = \frac{X_{ij}}{X_{+i}} \]
where $N$ is the number of observations, $r$ is the number of rows in the matrix, $x_{ij}$ is the number of observations in row $i$ and column $j$ (the diagonal elements), and $x_{ri}$ and $x_{ij}$ are the marginal totals of row $r$ and column $i$, respectively [53].

In this study, with the model of RF, the confusion matrix was based on the jack-knife method [54], A nonparametric estimation method. Training data is 80%, while the test data is 20%. With the model of MLC, the confusion matrix was based on the ground truth data.

3. Results

3.1. Classification Results

The area occupancy ratio with different classifier is different, with the method of Random Forest (include RGB, RGB+VDVI, RGB+TEXTUER, RGB+TEXTURE+VDVI), the area occupancy ratio are nearly the same in the range of 3% (Figure 7). The area of trees occupied 22.12% to 25.70%, shrub1 occupied 11.23% to 13.89%, shrub2 occupied 12.30% to 15.33%, grass occupied 32.13% to 32.41%, sand occupied 16.50% to 18.35%. When compared with the method of MLC, the area occupancy is different, the trees area is 16.76%, shrub2 occupied 8.54%, shrub2 occupied 26.05%, grass occupied 33.89%, and sand occupied 14.77%. The result of area occupancy with the classifier of RGB+TEXTURE+VDVI is the most closet to the field survey.

![Area occupancy ratio with different classifier](image)

**Figure 7.** Area occupancy ratio with different classifier.

The result of different methods indicate that trees mainly distribute in three parts of the plot, as shown in Figures 8–10, and the map of desert vegetation shows with more details and accuracy than the MLC method. Which mainly reflected in the shrub1. When comparing with the field survey, RF method with the RGB+VDVI+TEXTURE will be the good approach for desert vegetation mapping.
Figure 8. Result of MLC processing.

Figure 9. Result of RF processing.
Let us take the resulting texture metrics map of shrub1 as an example, homogeneity is a measure of pixel similarity of texture images, which is used to describe the overall smoothness and continuity of the image. When the elements in the GLCM are concentrated near the main diagonal, the homogeneity value is large and the continuity is strong. On the contrary, when the distribution of each element in the GLCM is relatively dispersed, the homogeneity value is small and the continuity is poor. Contrast is used to describe the correlation or local changes of the image, which reflects the clarity of the image. The homogeneity and the contrast values of Shrub1 is relatively high, and the result is easy to classify (Figure 11).
3.2. The Comparisons of the Classification Accuracies

Maximum Likelihood classifier was used as a benchmark to verify the performance of Random Forest in desert vegetation mapping. In order to quantify the difference between classification accuracy before and after the inclusion of VDVI index, texture features, confusion matrix derived from more than 3000 samples per class were calculated for RGB only, RGB+VDVI, RGB+VDVI, RGB+TEXTURE, RGB+VDVI+TEXTURE images, as shown in from Tables 5–9. Producer accuracy (PA) and user accuracy (UA) for each land cover category together with Kappa index and overall accuracy (OA) are shown in Tables 5–9.

Table 6. Accuracy assessment of random forest (RGB).

| Class | Trees | Shrub1 | Shrub2 | Grass | Sand | UA  |
|-------|-------|--------|--------|-------|------|-----|
| trees | 3984  | 293    | 1438   | 497   | 0    | 64.00% |
| shrub1| 292   | 5649   | 39     | 652   | 11   | 85.04% |
| shrub2| 1197  | 38     | 4057   | 488   | 3    | 70.15% |
| grass | 573   | 762    | 433    | 1813  | 102  | 49.23% |
| sand  | 0     | 11     | 0      | 81    | 7307 | 98.76% |
| PA    | 66.00%| 83.65% | 67.99% | 51.35%| 98.44%|
| OA    | 76.75%| KAPPA  | 70.60% |       |      |

Table 7. Accuracy assessment of random forest (RGB+TEXTURE).

| Class | Trees | Shrub1 | Shrub2 | Grass | Sand | UA  |
|-------|-------|--------|--------|-------|------|-----|
| trees | 4935  | 121    | 914    | 242   | 0    | 79.00% |
| shrub1| 214   | 6072   | 352    | 1     | 1    | 91.40% |
| shrub2| 1122  | 49     | 4309   | 329   | 4    | 74.51% |
| grass | 728   | 478    | 221    | 2232  | 24   | 60.60% |
| sand  | 0     | 0      | 0      | 38    | 7361 | 99.49% |
| PA    | 71.00%| 90.76% | 79.09% | 69.90%| 99.61%|
| OA    | 83.81%| KAPPA  | 79.50% |       |      |

Table 8. Accuracy assessment of random forest (RGB+VDVI).

| Class | Trees | Shrub1 | Shrub2 | Grass | Sand | UA  |
|-------|-------|--------|--------|-------|------|-----|
| trees | 4021  | 287    | 1412   | 492   | 0    | 65.00% |
| shrub1| 282   | 5690   | 33     | 626   | 12   | 85.65% |
| shrub2| 1205  | 33     | 4068   | 474   | 3    | 70.34% |
| grass | 582   | 722    | 435    | 1843  | 101  | 50.04% |
| sand  | 0     | 6      | 1      | 80    | 7312 | 98.82% |
| PA    | 66.00%| 84.45% | 68.38% | 52.43%| 98.44%|
| OA    | 77.17%| KAPPA  | 71.12% |       |      |

Table 9. Accuracy assessment of random forest (RGB+VDVI+TEXTURE).

| Class | Trees | Shrub1 | Shrub2 | Grass | Sand | UA  |
|-------|-------|--------|--------|-------|------|-----|
| trees | 4858  | 120    | 991    | 243   | 0    | 78.00% |
| shrub1| 210   | 6049   | 9      | 374   | 1    | 91.06% |
| shrub2| 1008  | 11     | 4474   | 287   | 3    | 77.36% |
| grass | 674   | 446    | 266    | 2273  | 24   | 61.72% |
| sand  | 0     | 0      | 0      | 37    | 7362 | 99.50% |
| PA    | 72.00%| 91.29% | 77.94% | 70.72%| 99.62%|
| OA    | 84.17%| KAPPA  | 79.96% |       |      |

3.2.1. Random Forest

Accuracy assessment level of random forest is high agreement based on the RGB data. OA for image RGB is 76.75%, and the Kappa index is 70.60%. Meanwhile, PA for
each land cover category in image RGB ranges from 51.35% to 98.44%, UA for each land cover category in image RGB ranges from 49.23% to 98.76%, the land cover of sand has the highest PA value. In addition, when classifying RGB image, the errors mainly occurred among the classification of trees, shrub2 and grass.

OA for image RGB and image RGB+VDVI increased from 76.75% to 77.17%, the increment of 0.42% was observed to verify that the inclusion of VDVI features could improve classification accuracy, but not so obviously. Meanwhile, PA and UA for each land cover category in image RGB and image RGB+VDVI were improved after the combination of VDVI, for the different classification, increased range is from 0% to 1.09%. slightly improved.

The assessment level will be improved with more features. OA for image RGB and image RGB+VDVI+TEXTURE, increased from 76.75% to 84.17%, the significant increment of 7.42% was observed to verify that the inclusion of texture and VDVI features can greatly improve classification accuracy. Meanwhile, PA and UA for each land cover category in image RGB and image RGB+TEXTURE+VDVI were improved after the combination of both texture and VDVI, especially PA for the class of grass, increased from 51.35% to 70.72% with 19.37% improvement.

3.2.2. Maximum Likelihood Classification

While using of RGB data, in comparing with the common classifier method MLC, RF has the nearly the same OA, UA and Kappa index, but has different land cover classification accuracy. For the land cover of trees, RF with a PA value of 66%, but the PA of MLC is zero. For the land cover of shrub1 and grass, the PA value of RF and MLC is not so significant differently, for the land of shrub2, the PA of RF is lower than MLC. The range is 25.26%, this indicates that the method of MLC is more suitable than RF for classifying the shrub2 in desert mapping, and the ability of desert land cover classification of RF % MLC nearly the same (Table 10).

Table 10. Accuracy assessment of MLC (RGB).

| Class      | Trees | Shrub1 | Shrub2 | Grass | Sand | UA     |
|------------|-------|--------|--------|-------|------|--------|
| trees      | 15,098| 1405   | 908    | 1601  | 0    | 0.00%  |
| shrub1     | 929   | 28,272 | 12     | 2248  | 0    | 89.86% |
| shrub2     | 14,784| 604    | 27,953 | 5689  | 0    | 57.01% |
| grass      | 1048  | 4410   | 1102   | 9264  | 740  | 55.93% |
| sand       | 0     | 26     | 3      | 364   | 37,445 | 98.96% |
| PA         | 0.00% | 81.44% | 93.25% | 48.34% | 98.06% |        |
| OA         | 76.69%| KAPPA  | 70.56% |       |      |        |

3.3. Variable Importance Assessment for RF

The importance of input variables which was given by Random Forest can be used to measure their contribution to classification accuracy, as shown in Figure 12.

From the texture perspective, it can be seen from Figure 1 that the most important variables is Homogeneity since it is the measure of the local gray level uniformity of the image, mean value rank the second, owning to decrease the random error and the entropy lines the third among texture features due to its capability capturing the spatial distribution characteristics of different desert cover.

From the aspect of RGB data, the importance of the order is: Red band, Blue band, and Green band. The Green band has a lowest importance than the other two bands, which is mainly because trees, shrubs, grass manifest the similar green color.

From the index perspective, the VDVI has the importance order of fifth, it is in the front middle of the importance rank, and it is more important than the blue and green band; therefore, it is useful for mapping the desert vegetation.
In words, homogeneity is the most important texture features than the RGB bands for increase classification precision of Random Forest classifier, which indicates that the texture features is more important than spectral features in desert vegetation mapping. VDVI index is not so important feature for mapping the desert vegetation.

4. Discussion

4.1. Accuracy Improvement

The former studies assumed that individual pixels are independent and they are treated without considering any spatial association with neighboring pixels. However, single pixels no longer capture the characteristics of classification targets in high resolution images [55], and a “salt and pepper” effect is always obviously shown in the classification results.

The inclusion of texture increased the separability, and it thus increases the precision, which is consistent with previous study results on urban vegetation mapping [56]. In addition, the inclusion of VDVI can also increase the separability and improve the precision, yet appear less important than texture features in mapping the desert vegetation. Because green vegetation usually exhibits a large spectral difference between the RED and NIR bands, thus making the vegetation index more important than a single band [57]. In addition, the high reflectivity of bare sand land in desert areas usually hides the spectral responses of patches of scarce woodland covers, especially in classification with the grass. These characteristics result in the difficulty of vegetation identification in desert–oasis area, which affects the overall accuracy of classification [58], and our results shows the same as that of the former study.

MLC is a parametric algorithm and assumes that input variables are normally distributed [59]. However, this assumption is always violated when dealing with real data, which results in the limitation of MLC. Unlike MLC, RF does not need this assumption. There are many spectrally similar land-cover classes within the desert vegetation, and therefore, the accuracy of the MLC approach is low. The accuracy of data acquired by sensors in UAV low altitude remote sensing system directly affects the estimation of various ecological indexes. The dynamic range of a digital camera is limited, and when there are objects with a high light ratio, the camera’s sensor cannot record all the details. There are a lot of spectral information overlapping in the visible part, which makes it difficult to extract the characteristic spectrum of the object.

Meanwhile, the former studies revealed that the classification accuracy followed an inverted U relationship with texture window size in the urban vegetation mapping.
study [56]. In the study, the texture window size was 3*3, and the impact of texture window size on classification accuracy was not analyzed, the next step, more work shall be done in the future.

4.2. Sample Selection with Different Features

In this study, the feature of the sample contains texture and vegetation index, and the study was based on the pixel. A lot of human involvement is required. The accuracy of identification is limited; how to use object-oriented method to identify characteristic of the object, including the plane and three-dimensional morphological features, spectral features, phenological habits and other characteristic; how to optimize the automatic identification algorithm of UAV, and achieve accurate automatic identification of species, is the challenge faced by UAV in low-altitude remote sensing at the species scale [60]. It is a main problem to establish the morphological, phenological and spectral characteristics database of canopy species, which directly affects the application of UAV low-altitude remote sensing in plant community and ecosystem. In the process of classification, the selection of optimal segmentation scale and the setting of extraction rules need manual participation, which requires higher requirements for classifiers [61].

At present, each method has limitations in classification, and no method is absolutely optimal. Therefore, these methods including object-oriented or pixel-based methods must be used rationally. Classification algorithms are selected according to spectral features, texture features, and required accuracy of remote sensing images. On the premise of ensuring accuracy, the efficiency of classification should be improved as much as possible. The mixed pixels could be out of consideration. The comparison between the proposed method and the smoothed version of pure RGB classification results should be conducted. Finally, uncertainty analysis of the proposed method should also be considered.

4.3. Multi-Source and Multi-Scale Remote Sensing Data Fusion

It is pointed out that scale effect is very important for desertification monitoring and evaluation [62]. How to fuse multi-scale multiple sources of remote sensing data, and it is the same kind of question for comprehensive analysis the species, population, community, ecosystem, and landscape ecology and regional scale, which is still the challenge of low altitude remote sensing need. At present, small scale simulation and accuracy verification are mainly carried out, and regional and global scale conversion is still to be studied.

In the future, the low altitude remote sensing system of light and small unmanned aerial vehicles will become an important to bridge the micro-scale and macro-scale ecological study. It is possible to use multi-source and multi-scale remote sensing data and survey data to discuss the ecological mechanism. With the development of UAV platform technology, sensor technology and data transmission and processing technology, UAV ecology based on UAV low-altitude remote sensing technology will also usher in the opportunity and dawn of development.

Although researchers have done a lot of exploration on the quantitative extraction of desertification information by remote sensing, no universally accepted computer has been established for automatic interpretation method system.

5. Conclusions

This paper proposed a precise hybrid method via combining Random Forest and texture analysis and VDVI for desert vegetation mapping in heterogeneous desert landscapes based on UAV remote sensing. The ultra-high resolution images (2 cm) acquired by UAV provide sufficient details for desert vegetation extraction. Eight least correlated GLCM texture features were calculated and added to the original RGB image to construct a multi-dimensional spectral-texture feature space. A Random Forest consisting of 500 trees was used to classify five selected UAV orthophotos in typical desert vegetation. Experimental results showed that overall accuracy for Image-RGB increased from 76.75% to 83.81% after the inclusion of texture features, respectively, which indicated that texture plays a
significant role in improving classification accuracy. especially the Homogeneity is the most important texture feature for the classifier, overall accuracy for Image-RGB increased from 76.75% to 77.17% after the inclusion of VDVI, that indicated that VDVI plays a relatively important role in improving classification accuracy. When using Random Forest instead of Maximum Likelihood, overall accuracy increased by about 0.06% indicating that RF is likely with ML based on RGB data. When in use of RF with the ultra-high resolution images to map the desert vegetation, it is better to consider the features including texture and VDVI.

This paper demonstrates that UAV is an outstanding platform for desert vegetation monitoring. These methods can be used by ecologist to understand vegetation composition within the Ulan Buh desert. However, cameras incorporating a NIR band should be used for data acquisition in future study and validation of the proposed method should be extended to images from different year of the time and different areas.
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