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Abstract—The implied voltage $iV_{OC}$ is a popular parameter for the electronic quality of solar cell test samples. It is used to characterize properties like the passivation quality of surface coatings. While $iV_{OC}$ fundamentally depends on the sample properties besides the electronic quality of the interface, such influences have not been systematically quantified and are usually not stated, which questions the comparability of $iV_{OC}$ across multiple sample sets. This article is dedicated to study the influence of the wafer doping and thickness, surface passivation and reflection as well as light trapping on $iV_{OC}$ by device simulations using Quokka3, supported by experimental data. It is shown that, even moderate changes in these sample properties can result in a significant deviation in $iV_{OC}$. This is emphasized if multiple influences are combined, as shown on two samples featuring an $iV_{OC}$ of 737 and 754 mV. This difference in $iV_{OC}$ can be broken down into individual contributions, demonstrating how the aforementioned influences can quickly add up to 10–15 mV if combined. From this perspective, it is difficult to compare their respective surface passivation performance, which only accounts for less than 10% of the total change in $iV_{OC}$. Therefore, we recommend a precise description of the aforementioned sample properties when reporting $iV_{OC}$ values in publication. To quantify the surface recombination, we recommend the use of $J_{0s}$ instead of $iV_{OC}$, since it specifically describes surface recombination and is usually independent from the discussed sample properties.
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I. INTRODUCTION

The implied open-circuit voltage $iV_{OC}$ represents the quasi-Fermi level splitting within a noncontacted semiconductor sample under illumination. It differs from the external open-circuit voltage $V_{OC}$, which is defined as the potential difference between two contacts of opposite polarity including potential drops at the contacts [1], [2]. Since the quasi-Fermi level splitting cannot be measured directly it is commonly calculated from the excess charge carrier density $\Delta n$, which can be determined by contactless measurements using tools like the Sinton lifetime tester as demonstrated by Sinton and Cuevas [3] or by measuring the photoluminescence [4]. $iV_{OC}$ is strongly influenced by charge carrier recombination just like the external open-circuit voltage $V_{OC}$ and, thus is a figure of merit for the sample’s recombination properties. In recent years, many silicon solar cell researchers started to use $iV_{OC}$ in publications and presentations, mainly as a measure of the surface recombination rate and, thus the surface passivation quality, but also as a measure of the selectivity in case of passivating and selective contacts (when compared with the external $V_{OC}$) [1]. The main reason for these used cases is that it represents an easily accessible parameter closely related to the external $V_{OC}$, a device parameter determined as per standard for solar cells. Specifically for the use case of a measure of the surface passivation quality the accessibility plays an important role as other well-suited parameters like $J_{0s}$ [5] require data modeling and thorough knowledge of the involved models [6]–[9].

To motivate the following investigations, the $iV_{OC}$ of two samples is of interest. These samples correspond to very commonly used samples in the PV research community for the purpose of evaluating surface coatings: both being $n$-type, but one being a 4” float-zone (FZ) and the other one being an M2 Czochralski (Cz) wafer (details are discussed later on). The wafers were subjected to the TOPCon passivation process and then resulted in an $iV_{OC}$ of 737 mV for the FZ wafer and 754 mV for the Cz wafer. So, this suggests that the Cz wafer features a substantially better passivation due to the higher $iV_{OC}$? Actually, in this case, this is a misleading conclusion. However, for a better understanding of the effects in place here, first an introduction to $iV_{OC}$ is given. Then, the influences of individual sample properties are discussed: the base doping, wafer thickness, surface recombination, and surface reflectance, each of which is different for the two aforementioned samples. In addition, the influence of light trapping is discussed, which is relevant for thin wafers. These investigations allow us to better separate and appraise the combined influences and resolve where the difference in $iV_{OC}$ originates from and how large the contribution of the surface recombination is.

II. DEFINITION OF THE IMPLIED VOLTAGE

For semiconductors, assuming steady-state generation and uniform distribution of excess charge carriers, the quasi-Fermi levels for electrons in the conductance band $E_{le}$ and holes in the valence band $E_{lv}$ can be used to define a potential difference

$$iV_{OC} = \frac{E_{le} - E_{lv}}{q}$$

(1)
where \( q \) is the elementary charge. This potential difference \( iV_{OC} \) is usually called implied open-circuit voltage, as it is the open-circuit voltage that is implied by a certain splitting of the quasi-Fermi levels. If assuming Boltzmann statistics, \( iV_{OC} \) can be approximated as [3]

\[
iV_{OC} \, (\Delta n) = \frac{k_B T}{q} \ln \left( \frac{n \cdot p}{n_{i,\text{eff}}^2} \right)
\]

\[
\approx \frac{k_B T}{q} \ln \left( \frac{(N_{Dop} + \Delta n) \cdot \Delta n}{n_{i,\text{eff}}^2} \right) \quad (2)
\]

where for the second part, it is assumed that the semiconductor is doped, meaning that either \( n \) or \( p \) dominates. Here, \( n \) and \( p \) are the electron and hole densities, \( \Delta n \) is the minority (or excess) charge carrier density, \( N_{Dop} \) is the wafer doping concentration, \( n_{i,\text{eff}} \) is the effective intrinsic charge carrier density, \( k_B \) is the Boltzmann constant, and \( T \) the temperature. Thus, for each \( \Delta n \) (and consequentially for each amount of excess generation) the relation defines an \( iV_{OC} \). However, if a value for \( iV_{OC} \) is given, it usually refers to the \( iV_{OC} \) at 1 sun illumination. This is especially the case if the illumination or generation rate is not explicitly stated. The generation rate relates to the effective minority charge carrier lifetime \( \tau_{\text{eff}} \) via the following:

\[
G = R = \frac{\Delta n}{\tau_{\text{eff}}}. \quad (3)
\]

\( R \) and \( G \) denote the corresponding charge carrier recombination and generation rates and are equal since steady-state illumination was assumed. Thus, each pair of \( \Delta n \) and \( \tau_{\text{eff}} \) is linked to a specific generation rate \( G \) and this means that the \( \tau_{\text{eff}} \) defines which \( \Delta n \) (and, thus which \( iV_{OC} \)) corresponds to 1 sun illumination. Furthermore, the generation and recombination rate can be linked to the wafer thickness \( w \) and recombination parameter \( J_0 \) as follows:

\[
G = R = \frac{\Delta n}{\tau_{\text{eff}}} w = J_0 \frac{n \cdot p}{n_{i,\text{eff}}^2} \quad (4)
\]

where \( R \), \( \tau_{\text{eff}} \), and \( J_0 \) can be split up into individual contributions, e.g., surface (\( J_{0s} \)) and bulk (\( J_{0b} \), excluding the surface) recombination.

### III. Experimental

Several TOPCon test samples for lifetime measurements were fabricated on FZ wafers. The general procedure for the fabrication of the samples is described in detail in [10] and will not be repeated here. The wafers were 100 mm in diameter and featured a shiny-etched surface without texturing and no additional optical layers unless specified explicitly. Other sample parameters such as wafer thickness, base resistivity, and doping type are varied within the experiments and are given with the respective datasets.

The minority charge carrier lifetime of the wafers was measured in the long-flash (applying generalized evaluation [11]) and short-flash (evaluation of the transient) mode of a WCT-120 Sinton lifetime tester. The optical factor for the generalized analysis was adjusted such that the two lifetime curves matched as well as possible. The measurements with the lifetime tester were done using a long-pass filter after the flash lamp as is standard for this setup to ensure homogeneous charge carrier generation. This spectrum is denoted as “QFlash/IR,” whereas the spectrum without long-pass filter is denoted “QFlash/noIR” hereafter.

In case of samples featuring \( \text{SiN}_x \) single-sided, the samples were hydrogenated (as described in [10]) before the \( \text{SiN}_x \) deposition to fully activate the passivation on both sides. The \( \text{SiN}_x \) layer had a refractive index of approximately 2.0 and a thickness of 100 nm. The samples were then measured by QSSPC from both sides and the adjustment of the optical factor was done separately for each side, as different optical factors are required. To achieve comparable measurements, the samples were aligned to the center of the sample stage to ensure that the same sample area was measured for both sides. A sketch for the measurement setup is also given in Fig. 3. The reflectance of both the TOPCon side as well as the TOPCon/\( \text{SiN}_x \) side was measured using a PerkinElmer Lambda 950 UV–NIR spectrometer.

For the investigation of the combination of multiple effects, additional TOPCon lifetime samples were fabricated on Cz material with \( 156.75 \times 156.75 \) mm\(^2 \) size and 150 \( \mu \)m final thickness. These wafers were saw-damage-etched in KOH prior to processing, the (FZ-specific) thermal pretreatment before passivation was omitted. These wafers were coated with \( \text{SiN}_x \) (\( n \approx 2.0 \), 70 nm thickness) on both sides after the TOPCon passivation. Both the selected FZ sample and the selected Cz sample were measured by calibrated photoluminescence using the Fraunhofer ISE modulum [4]. To gather the \( iV_{OC} \) closely corresponding to the best-passivated surface, statistical methods were used, thus minimizing the influences of surface defects like scratches. For this, the statistic mode value, meaning the maximum of the \( iV_{OC} \) distribution and, thus the most probable value, was taken for each of the samples. If the number of defects is sufficiently low, this corresponds to the \( iV_{OC} \) the surface passivation can achieve. Since the FZ sample exceeded the bulk lifetime predicted by the Richter parameterization, \( J_{0b} \) extraction was not possible for this sample. Instead, the \( J_{0b} \) of 0.2 fA/cm\(^2 \) was extracted from a sister sample featuring the same surface morphology and surface passivation but lower doping and should thus be a good estimate of the \( J_{0b} \). For the Cz sample, the lifetime curve was fitted using the approach by Kane and Swanson [8] and assuming the Auger and radiative parameterization of Richter [12] and Altermatt [13], respectively.

### IV. Simulation Setup

To analyze the different influences, 1-D simulations were performed using Quokka 3 [14]. The simulated device is a silicon wafer at a temperature of 300 K with lumped skin layers defined on each side with the skin \( J_0 \) corresponding to \( J_{0b} = 0.2 \) fA/cm\(^2 \) if not specified otherwise. Intrinsic recombination was assumed for the bulk, incorporating the models by Richter [12] and Altermatt [13] for the Auger and radiative recombination, respectively. For the excitation, monochromatic illumination at a wavelength of 790 nm (as used by the modulum characterization tool) was assumed corresponding to 1 sun equivalent excitation unless
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Figure 1. Left: $iV_{OC}$ determined by the Sinton lifetime tester on 385 μm thick FZ samples with varying doping type and doping concentration. For both 1.5 and 5 Ωcm, there are two overlapping data points each in the graph. The lines give the expected $iV_{OC}$ simulated by Quokka3. Right: exemplary plot of the Auger recombination rate relative to the total/effective recombination rate for three of the measurements. The graph visualizes the amount of recombination due to Auger recombination (according to the Richter parameterization) at a certain $\Delta n$. The orange stars give the points corresponding to 1 sun illumination.

Figure 2. Simulation of the $iV_{OC}$ on 100 Ωcm n-type Si in dependence of the wafer thickness and $J_0$ assuming AM1.5g external illumination without any optical losses at the front and Lambertian light trapping according to Green [15] at the rear.

Specified otherwise. The transmission on planar surface without optical layer was set to 67.7% unless specified otherwise. The value of 67.7% was determined by measuring the reflectance of a c-Si sample using a UV–NIR spectrometer as mentioned in the experimental section. For the light trapping, either Lambertian light trapping according to Green [15] or the parameterization by McIntosh (case 1: planar/planar surface with no reflector at the rear) [16] was assumed. Other sample parameters like the device thickness, base doping, and type were varied corresponding to the respective samples in discussion. For the thickness variation, photon recycling was investigated as a possibly relevant effect. This was implemented as an effective reduction in the radiative recombination rate (thus, a lower relative recombination factor $B_{rel}$) as this is expected to be equivalent to an effective increase in the generation rate due to the photon recycling under quasi-steady-state conditions. The used effective $B_{rel}$ was derived by fitting an analytical optical model to spectral measurement of the reflectance and transmittance. Details on this procedure will be part of an upcoming publication.

V. RESULTS AND DISCUSSION

A. Influence of the Base Doping

Figure 1(left) shows the $iV_{OC}$ measured for a set of p- and n-type samples with base resistivity reaching from 0.5 Ωcm to 100 Ωcm. In both the experimental data and the simulation, a clear trend of increasing $iV_{OC}$ with increasing base resistivity can be observed. For low base resistivities (< 10 Ωcm) on n-type silicon, there is a deviation between the simulation and the experimental data, where the simulation predicts lower $iV_{OC}$ than what was measured. Figure 1(right) shows the measured lifetime curve relative to the Auger lifetime (i.e., $\tau_{eff}/\tau_{Auger}$) for one n-type sample of each base doping concentration. This corresponds to the quotient of the recombination rates $R_{Auger}/R_{eff}$ and indicates the percentage of the recombination the Auger recombination can be accounted for. The yellow stars mark the data points corresponding to 1 sun illumination. The curve for the highest doped sample shows the highest influence (0.8 to 0.9) of the Auger lifetime. Only at very high $\Delta n$ of $2 \times 10^{16}$ cm$^{-3}$ or higher the influence of Auger for the lower doped samples increases to a similar range. The 1-sun points indicate the shift of $\Delta n$ at 1 sun illumination due to the change in the base doping.

As there is a significant difference between simulation and experiment in Fig. 1, we want to discuss this first before discussing the actual influence. In Fig. 1(left), this difference is most prominent for n-type at higher base doping concentration. Photon recycling has to be considered as one effect, but this would only account for approximately 1–2 mV of the offset. As various groups have shown already, the predicted bulk lifetime by the Richter Auger model can be significantly exceeded [10], [17], [18]. Since this model is used in Quokka3, the simulation cannot
fully reproduce the measured $iV_{OC}$ due to an over-estimation of the Auger recombination rate at higher $n$-type base doping concentrations.

The second effect is present in Fig. 1(right). For the plotted ratio $R_{Auger}/R_{eff}$, it would be expected that with higher $\Delta n$ all of the curves converge to 1, since the Auger recombination is expected to dominate at high $\Delta n$. However, it can be observed that instead the measured lifetime curve does not fully converge to the Auger lifetime in all of the cases, even after applying the correction for the distance sensitivity of the coil as proposed by Black et al. [19]. Since this offset was also observed for modulated photoluminescence (not shown here), this indicates a possible systematic deviation in the Auger model at this $\Delta n$ range. Thus, with an updated Auger model, a better match of the simulation to the experimental data in Fig. 1(left) would be expected and the plots should converge to 1 for high $\Delta n$ in Fig. 1(right).

As indicated in (2), there is a direct influence of the base doping on $iV_{OC}$ and that a higher base doping should lead to a higher $iV_{OC}$. However, it has to be considered that an increase in the base doping can lead to an increase in the recombination rates as well. Here, three contributions have to be considered, surface recombination, Auger, and radiative recombination. The influence of the radiative recombination at 1 sun illumination can be neglected, whereas for the surface recombination, Macintosh showed that the influence of the base doping on the recombination parameter $J_{0s}$ is negligible for typical surface passivation technologies and base doping concentrations [5]. This leaves the Auger recombination as a candidate and indeed an increase in the base doping leads to an increase in the Auger recombination rate [12]. This is also in-line with the trend observed in Fig. 1(right), which – despite the systematic deviations – clearly indicates that the Auger recombination is the dominating recombination mechanism at 1 sun. The stars also show the shift to a higher $\Delta n$ at 1 sun illumination with decreasing base doping concentration. Whether this shift in $\Delta n$ or the direct influence of the base doping on $iV_{OC}$ dominates depends on the total recombination rate and, thus the level of $\Delta n$ at 1 sun. In almost all cases, the shift in $\Delta n$ leading towards a higher $iV_{OC}$ with lower base doping [as observed in Fig. 1(left)] will be dominant. Only if the total recombination is very high (e.g., due to high surface or extrinsic bulk recombination) an increase in the base doping concentration can lead to an increase in $iV_{OC}$.

While the discussion so far focused solely on $n$-type material, Fig. 1(left) also indicates the influence for $p$-type material. Almost everything outlined in the previous paragraphs for $n$-type can be directly translated to $p$-type material. The exception is that for $p$-type, the Richter parameterization better describes the Auger recombination than for $n$-type, which is reflected in the simulated data better matching the experimentally determined values.

As a final remark, it should be noted that for the evaluated FZ samples extrinsic bulk recombination can be neglected. However, for solar grade silicon wafers, it might be necessary to consider this, even at 1 sun illumination. In such a case, the influence of the base doping concentration on $iV_{OC}$ will depend on the specific defect and its concentration and, thus cannot be discussed here in detail.

### B. Influence of the Wafer Thickness and Surface Passivation

The influence of the wafer thickness $w$ on $iV_{OC}$ and $V_{OC}$ is possibly the best known influence of a sample parameter on $iV_{OC}$. Experimental data are omitted here, as the topic was already thoroughly investigated by others, e.g., see [20]–[23]. Instead, simple simulation using Quokka3 were performed to illustrate and discuss the effect as well as that of the surface passivation. For the simulation, lowly doped $n$-type silicon ($\rho_s = 100 \Omega cm$) without any extrinsic defect recombination and symmetrical passivation as described in the simulation setup was used.

The results for the simulation can be found in Fig. 2. The simulated data clearly show that both $J_{0s}$ and $w$ have a significant impact on $iV_{OC}$ (and $V_{OC}$, if fabricating solar cells with the corresponding parameters). This influence is only small if either parameter is negligible (i.e., very small $J_{0s}$ or very small $w$). Understanding the influence of $J_{0s}$ is very straightforward as it is just a contribution to the total $J_0$, i.e., $J_0 = J_{0s} + 2 \cdot J_{0b}$, where $J_{0b}$ and $J_{0b0}$ denote the recombination parameter for bulk contribution including and excluding the surface, respectively. The influence of $w$ is indicated in (4).
was analyzed in depth by Green [23], assuming high injection of the base, which is the case for our simulation.

The simulation in Fig. 2 shows that theoretically, it should be possible to reach an $iV_{OC}$, even in the range of 800 mV, but this would require a very thin c-Si substrate with $w < 10 \mu m$, even if assuming ideal optics. The simulation also demonstrates that for typical wafer sizes of 150 to 200 $\mu m$ almost no influence (indicated by the almost vertical contour lines) of $J_{0x}$ is expected if $J_{0x} \approx 1 fA/cm^2$, since $J_{0bl}$ is dominating the recombination. This means that in this case $iV_{OC}$ is not very sensitive to surface recombination and, thus is not a very good value to characterize it.

It should be mentioned that especially for a thickness variation as shown in Fig. 2, photon recycling (meaning reabsorption of photons generated by radiative recombination) has to be considered as a contribution to $\Delta n$. We investigated this and found that at 1 sun the effect is small (in the range of 1–2 mV) compared with the overall influence of the thickness on $iV_{OC}$, since at this injection level Auger (and not radiative) recombination is the dominant intrinsic recombination path. However, for simulations and calculations of the implied fill factor and values at lower injection levels, it might be necessary to include photon recycling.

C. Influence of the Sample Optics

The next influence we want to investigate is that of the sample optics. For this, two samples were prepared that were symmetrically processed, apart from a SiNx layer that was only deposited on one side of the wafer. The measured curves of the effective minority charge carrier lifetime for the two samples are shown in Fig. 3. The graphs show both the transient (open symbols, short flash) and the quasi-static (closed symbols, long flash, generalized evaluation) measurements from both the side with and without SiNx. The match of the lifetime curves after adapting the optical factors is very good and the lifetime level is high, above 1 ms up to $\Delta n \approx 2 \times 10^{16} cm^{-3}$.

Figure 4 shows the data from the same measurements, but this time, plotted as illumination intensity in suns vs. $iV_{OC}$ in V. In contrast with the plot in Fig. 3, a significant shift between the curves measured from either side can now be observed. With SiNx, the $iV_{OC}$ for the 1 $\Omega cm$ n-type sample increased from 738 to 745 mV and for the 100 $\Omega cm$ p-type sample from 734 to 740 mV, i.e., a rather high difference of 6 to 7 mV. However, for further investigations of this effect, first it needs to be ensured that the measurements can be compared. When defining $iV_{OC}$, one basic assumption was that of a uniform distribution of $\Delta n$. Since the samples are no longer symmetrical, it could be possible that one side exhibits more recombination than the other (e.g., due to more or less hydrogen available at the interface due to the SiNx coating). As the $\Delta n$ at 1 sun is relatively high, the lifetime is strongly limited by Auger recombination and, thus the effective minority charge carrier diffusion length $L_{eff}$ could in result in a significant nonuniformity of $\Delta n$, which would limit the comparability of the measurements. In case of the more critical measurement from the SiNx side (due to the higher $\Delta n$ at 1 sun), an $L_{eff}$ of 1.2 mm can be calculated for the 100 $\Omega cm$ n-type wafer ($w = 185 \mu m$) as well as 2.2 mm for the 100 $\Omega cm$ p-type wafer ($w = 235 \mu m$). Thus, in both cases a uniform distribution of $\Delta n$ over the wafer volume can be assumed. Differences in the recombination of the two sides should play a minor role, if present, especially since the Sinton lifetime tester uses a high-pass filter to ensure homogeneous generation of carriers. This is in-line with the observed match of the lifetime curves in Fig. 3.

Hence, the shift observed in Fig. 4 is indeed caused by the change in optics due to the SiNx layer. This is because the ordinate in Fig. 4 represents illumination (or external generation as defined by the reference cell calibration) and not internal generation of charge carriers in the measured wafer. Thus, the dashed line denotes 1 sun-equivalent illumination of the sample. The optical factor is then used to scale the internal generation in comparison with the reference cell $G_{int} = f \cdot G_{ext}$ taking the optical loss relative to the reference cell into account. In our case, the relation of the two optical factors was $f_{SiNi}/f_{blank} \approx 1.39$. So, in first approximation, this would mean that the internal generation is about 39% higher when measuring with the SiNx-coated side facing the flash lamp, leading consequently to a higher $\Delta n$ and, thus to the higher $iV_{OC}$ at 1 sun illumination. To support this, the measured reflection is shown in Fig. 5 (left). For
the side without SiN<sub>x</sub>, the measured reflectance (approximately 30–34% in the infrared) is similar to that of uncoated c-Si. For the side featuring the additional SiN<sub>x</sub> coating, the reflection is below 10% over a broad range in the infrared and a minimum in the reflection is reached at around 850 nm. In addition, the graph shows the QFlash/IR spectrum according to Swirhun [24].

Here, three levels for the optics are given. The simulations were performed for 5%, 10%, and 33% optical loss, where the first roughly corresponds to a typical, metallized solar cell with textured front surface and the last to a blank, planar silicon surface. For 5% optical loss, the influence is very small and remains at approximately 1.5 mV over the whole range of investigated J<sub>0s</sub>. For 10% optical loss, the Δi<sub> Voc</sub> is higher and slightly increases with increasing J<sub>0s</sub>, but remains below 3 mV. However, for the higher loss of 33%, the effect is more pronounced with Δi<sub>Voc</sub> increasing with increasing J<sub>0s</sub> from around 7–8 mV up to over 10 mV. This S-shape observed in the graph is caused by the change from Auger (low J<sub>0s</sub>) to surface recombination (high J<sub>0s</sub>) as the dominant recombination path.

The discussed influence of the optics on i<sub>Voc</sub> especially has to be considered in experiments where the i<sub>Voc</sub> before and after application of an optical layer is to be investigated. Examples for this are: first, comparing the passivation quality of samples before and after coating with transparent conductive oxide to investigate the process damage during the deposition of the layer, and second, comparing samples before and after coating with, e.g., SiN<sub>x</sub> acting as a hydrogen source for the hydrogenation of poly-Si layers. It would be possible to eliminate this difference if, instead of a common external generation rate, a common internal generation rate is defined and, thus correcting for the optical losses while leaving only recombination losses. However, it has to be kept in mind that in this case, the determined value does not relate to the external V<sub>OC</sub> of solar cells anymore since this always includes optical losses. Therefore, and since such an alternative definition could introduce confusion, its usage should be generally avoided if possible or clearly pointed out otherwise.

**D. Influence of Light Trapping and Spectrum**

The V<sub>OC</sub> of solar cells is measured using standardized testing conditions: 1 sun illumination with the AM1.5g spectrum. The typical measurement tools for lifetime measurements, however, often use light sources like a flash lamp, laser, or LED. The spectrum of these light sources can differ strongly from the AM1.5g spectrum. In addition, filters (e.g., the IR filter in the Sinton lifetime tester) may be used to distribute the generation more homogeneously over the sample depth (i.e., wafer thickness), modifying the spectrum, even further. For typical samples structures and wafer thicknesses, this is normally corrected within the calibration of the tools. If, however, diverting away from typical sample properties the calibration can be inaccurate. As a result, the acquired i<sub>Voc</sub> would be an inaccurate representation of the i<sub>Voc</sub> for the 1 sun AM1.5g spectrum.

Figure 6 shows the simulated difference between the i<sub>Voc</sub> corresponding to a selection of different spectra and the i<sub>Voc</sub> corresponding to the AM1.5g spectrum (hereafter “reference i<sub>Voc”)). In dependence of the wafer thickness. For each spectrum, the graph shows two simulated lines for a sample with planar surfaces: dashed for no rear side reflector (i.e., “worst case”).
and solid for Lambertian (i.e., “best case”) light trapping. The front side reflectance was assumed to be negligible. The graph also includes a shaded area between the two lines indicating the range where other cases of light trapping concepts would be expected. Since the $iV_{OC}$ for each spectrum was normalized at a typical wafer thickness of 200 $\mu$m, this is where all curves zero out. At lower wafer thicknesses a significant difference to the reference $iV_{OC}$ can be observed, especially for wafer thicknesses less than 100 $\mu$m. In the following, the focus will be on this range (wafer thickness $\leq 200$ $\mu$m). The curves can be divided into three categories: first, curves that underestimate $iV_{OC}$ (QSPPC/IR and QFlash/noIR), second, curves that overestimate $iV_{OC}$ (532 nm and 633 nm monochromatic), and last, 790 nm monochromatic, which does either, depending on the wafer thickness and amount of light trapping.

These three categories can be directly related to the amount of infrared light in their spectrum in comparison to the AM1.5g spectrum. For e.g., the QFlash/IR spectrum provides the highest fraction of infrared light and, thus is more sensitive to light trapping and stronger variations are observed. Therefore, when using this spectrum, e.g., at a wafer thickness of 30 $\mu$m the $iV_{OC}$ will be underestimated by about 5 mV in the worst-case scenario. Leaving the IR filter out will decrease the difference to about 2 mV at 30 $\mu$m thickness, as for this spectrum the IR light contributes less to the minority charge carrier generation. However, despite the lower amount of IR light, both the dashed and solid lines for both of these spectra remain below zero for lower wafer thicknesses, which means that, even without the IR filter light trapping plays a bigger effect for the QFlash spectrum than for the AM1.5g spectrum.

The influence of the excitation wavelengths can be nicely seen for monochromatic excitation. The lowest wavelength of 532 nm leads to the strongest over estimation, since for this wavelength, even at very low thicknesses, the influence of light trapping is negligible. Increasing the wavelength to 633 nm gives the same curve for Lambertian light trapping, but for bad light trapping, a peak at around 5 $\mu$m can now be observed due to the influence of light trapping setting in at a thickness of around 15 $\mu$m. For both of these curves, it might at first be confusing why the worst-case scenario should lead to a stronger overestimation of the $iV_{OC}$ than the Lambertian case, given that the latter would be expected to yield a higher generation and, thus a higher $iV_{OC}$ at the same illumination intensity. While this is true, the same is the case for the reference $iV_{OC}$ as well and due to the infrared portion present in the AM1.5g spectrum the calculated difference between the $iV_{OC}$ and the reference $iV_{OC}$ is larger for the case of bad light trapping. This also explains the more complicated shape of the red area corresponding to 790 nm excitation where a cross-over point between the solid and dashed lines at around 20 $\mu$m can be observed. The red dashed line follows the green and orange dashed lines until a wafer thickness of around 60 $\mu$m. This is the thickness where light trapping at this wavelength starts to be significant resulting in a strong dependence of the generation – and, thus the $iV_{OC} –$ on the wafer thickness.

In general, these effects are similar to the spectrum-related corrections done for sun simulators and can be (and should be) corrected if measuring samples with lower thickness. However, this means that in such a case, the spectrum of the light source and the optical properties of the sample have to be well known.

E. Combination of Influences

In the introduction, the $iV_{OC}$ values for two types of samples was given, raising the question whether the two samples can be compared regarding the surface passivation quality: first, FZ 1 $\Omega$cm $n$-type with 200 $\mu$m thickness yielding an $iV_{OC}$ of 737 mV, and second, solar-grade Cz 5 $\Omega$cm $n$-type sample with 150 $\mu$m thickness yielding an $iV_{OC}$ of 754 mV. From the effects discussed previously, it should be clear that this is not the case. Instead, the difference is mainly due to the change in the sample properties, like the lower thickness and base doping as well as the higher internal generation due to the optical SiN, layer on the Cz wafer. For further analysis, device simulations were performed changing the respective properties stepwise.

The results for both the experimental data and the corresponding simulation are visualized in Fig. 7. The graph gives not only the data for the respective samples, but also the single steps if certain aspects in the sample parameters are changed. Two routes are described in the graph, the lower route where the change in $J_{0s}$ is applied first and the upper route where it is applied last. Since the determined $J_{0s}$ for the Cz sample (0.5 FA/cm$^2$) is higher than for the FZ sample (0.2 FA/cm$^2$), the change in $J_{0s}$ results in a slight reduction of $iV_{OC}$ of $-1.2$ mV if applied first and $-1.4$ mV if applied last. As shown in the graph, the increase in $iV_{OC}$ mainly originates from the other changes in the sample properties, namely the base resistivity ($\rho_b$), the wafer thickness ($w$), and the surface reflectance ($R$), where each contribute roughly one third to the total increase.
be re-evaluated and corrected corresponding to the new parameterization, if desiring a comparable value to describe the surface recombination. Unfortunately, this is an inherent problem with the concept of trying to separate the different contributions to the total recombination rate. This problem can be worked around to some degree if thinner, lowly doped wafers are chosen, since this increases the relative contribution of $J_{0b}$ to the total $J_0$ of the wafer and, thus the $J_{0b}$ evaluation is more reliable. However, the wafer thickness should not be chosen too thin to avoid complications as outlined in Section V-D. Thus, a thickness of 120–150 $\mu$m is a good compromise. Another way to solve this is by varying the thickness of the wafers within an experiment and then fitting the base and surface recombination rates for each $\Delta n$ as, e.g., demonstrated by Yablonovitch et al. [27]. This way the bulk recombination rate does not have to be known upfront and can be determined during the experiment. However, this approach should be carried out carefully, since it must be ensured that the passivation technology performs equally on all wafer thicknesses. A second problem that can occur is photon recycling as mentioned in Section V-B. Since the radiative and surface recombination rates both are proportional to the $n \cdot p$ product, a thickness-dependent contribution of the radiative recombination (as would be the case with photon recycling) is indistinguishable from surface recombination and can result in an additional systematic uncertainty in $J_{0b}$, if not corrected. As mentioned in Section V-B, if evaluating at higher $\Delta n$ close to 1 sun illumination, the influence of the radiative recombination is low and photon recycling should not be problematic. However, at lower $\Delta n$, this effect has to be considered. In all cases, the evaluation of $J_{0b}$ works best if the contribution of $J_{0b}$ to the total $J_0$ is large, either by reducing other recombination rates (via thickness or doping) or if $J_{0b}$ itself is at least as high as the $J_0$ contribution of the bulk (which, for high-quality Si material, is usually in the range of 5–10 fA/cm$^2$ depending on the wafer thickness and doping).

Another parameter that is often used to describe the surface recombination is the effective surface recombination velocity $S_{\text{eff}}$. However, it is only independent from the base doping concentration if band bending is negligible [5]. In addition, it is typically injection dependent for medium to high $\Delta n$. Therefore – just like published lifetime values – it should only be given together with the base doping concentration and the minority charge carrier density at which it was determined. For more details on the usage of $J_{0b}$ and $S_{\text{eff}}$, please refer to the very comprehensive papers by McIntosh and Black [5] as well as Cuevas and MacDonald [26]. One advantage of $S_{\text{eff}}$ over $J_{0b}$ (or rather $J_{0b}$ in this case) in the case of solar cells is, that it may even be determined by measuring the spectral response of a solar cell [28]. However, if $S_{\text{eff}}$ is low (i.e., the surface passivation is good), the uncertainty of $S_{\text{eff}}$ will be high, which means that this method is mainly useful for cells with relatively low $V_{\text{OC}}$ and $\eta$. In general, an evaluation of $J_{0b}$, if possible, should be preferred over $S_{\text{eff}}$.

A completely different approach to parameterizing the surface recombination, for the case of passivated surfaces without significant surface doping, is to specify the interface trap density $D_{\text{it}}$ and the fixed charge carrier density $Q_\text{f}$ at the interface. These

---

**Fig. 7.** Measured and simulated $iV_{\text{OC}}$ with the single influences surface passivation ($J_{0b}$), base doping ($\rho_\text{b}$), wafer thickness ($w$) and reflectance ($R$) changed step by step with the $J_{0s}$ change being applied first (lower route) or last (upper route). The numbers next to each symbol give the increase or decrease in $iV_{\text{OC}}$ due to changing this parameter. The corresponding parameters for the two samples are given as a label on the abscissa.
parameters can be determined e.g., from capacitance-voltage [29], surface photovoltage [30], or COCOS [31] measurements. $D_h$ and $Q_t$ in turn can then be used to model the surface recombination and hence, the lifetime curve. The advantage of using these parameters is that they can be measured independently from (and then compared with) the measurement of the minority charge carrier lifetime. However, modeling the lifetime based on $D_h$ and $Q_t$ does again require detailed parameterization of the bulk recombination. An additional problem with these methods is that they are prone to measurement errors due to leakage currents and, thus cannot be (easily) used for every type of surface passivation coating, especially if the coating is conductive.

In those cases where none of the mentioned alternatives can be evaluated, $i\nu_{OC}$ can be an option to quantify the differences in surface passivation quality within a comparable set (similar optics, thickness, and base doping) of samples. However, it should be kept in mind that especially for excellent surface passivation the sensitivity to the change in surface passivation is low and often masked by measurement uncertainties.

It is worth mentioning that the mentioned alternatives only describe a certain model for the surface recombination. In general, surface recombination may exhibit a more complex injection dependence meaning that it is not possible to model the curve using $J_{0s}$, $S_{eff}$ or $D_h$, and $Q_t$, or possibly only for some part of the curve. Here, $i\nu_{OC}$ has the advantage that it can always be evaluated as long as 1 sun illumination is reached during the measurement. However, it should be kept in mind that in such a case $i\nu_{OC}$ only reveals a small part of the picture, since it only describes the recombination at a single $\Delta N$ and does not reflect the injection dependence of the recombination.

As a final remark, although we advise against using $i\nu_{OC}$ to describe the surface recombination, it can be very useful, if not the surface recombination specifically is of interest, but the total recombination. This is, e.g., the case for the characterization of solar cell precursors to judge their performance at different stages of processing. In this case, $i\nu_{OC}$ can be related directly to $\nu_{OC}$, if the optical properties of the precursor are similar to that of the final cell (i.e., “blue” precursor).

VII. Conclusion

In this article, the influence of the base doping, surface passivation quality, wafer thickness, and sample optics on the determined $i\nu_{OC}$ was discussed in detail. Due to these influences, one needs to be careful when using $i\nu_{OC}$ as a direct measure for the surface passivation quality since the comparability of the samples needs to be ensured and such comparability across several experiments is usually quite limited. This is especially the case for excellent surface passivation where its influence on $i\nu_{OC}$ becomes negligible. An example of two sample types (denoted FZ and CZ), as used typically in the photovoltaic research community, was given demonstrating the combination of all of these influences resulting in an $i\nu_{OC}$ of 737 mV for the FZ sample and 754 mV for the Cz sample despite the former featuring the better surface passivation. As an alternative, we recommend the use of $J_{0s}$, since it is independent of most sample parameters for common passivation technologies. In those cases, where a $J_{0s}$ cannot be determined confidently, the $i\nu_{OC}$ might still be a very useful parameter as long as the mentioned influences in the experiments are negligible or clearly stated besides the $i\nu_{OC}$. It should, however, be kept in mind that comparisons across multiple sample sets with varying optics, thickness, and base doping cannot be easily performed. This is especially the case for comparisons of $i\nu_{OC}$ data from different publications as in many cases these sample parameters are not well known, if known at all. Nevertheless, there are cases where $i\nu_{OC}$ is of particular usefulness if the differences in total recombination are of interest. An example for such a case is the characterization of solar cell precursors at different stages of processing to predict the $\nu_{OC}$ of finished cells made from these specific precursors.
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