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Abstract

We propose a novel deliberation-based approach to end-to-end (E2E) spoken language understanding (SLU), where a streaming automatic speech recognition (ASR) model produces the first-pass hypothesis and a second-pass natural language understanding (NLU) component generates the semantic parse by conditioning on both ASR’s text and audio embeddings. By formulating E2E SLU as a generalized decoder, our system is able to support complex compositional semantic structures. Furthermore, the sharing of parameters between ASR and NLU makes the system especially suitable for resource-constrained (on-device) environments; our proposed approach consistently outperforms strong pipeline NLU baselines by 0.60% to 0.65% on the spoken version of the TOPv2 dataset (STOP). We demonstrate that the fusion of text and audio features, coupled with the system’s ability to rewrite the first-pass hypothesis, makes our approach more robust to ASR errors. Finally, we show that our approach can significantly reduce the degradation when moving from natural speech to synthetic speech training, but more work is required to make text-to-speech (TTS) a viable solution for scaling up E2E SLU.
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1. Introduction

Traditional Spoken Language Understanding (SLU) systems typically consist of two separate components. The automatic speech recognition (ASR) component generates transcription from audio, while the natural language understanding (NLU) component generates semantic information from the ASR hypothesis. This pipeline approach allows the two components to be developed separately, with ASR trained on labeled audio data and NLU trained on text-only data, leading to faster iteration speed and easier maintainability. On the other hand, this approach also comes with several limitations, such as being prone to error propagation from ASR to NLU, lack of acoustic information which limits NLU’s accuracy, and lack of parameter sharing which makes it difficult to bring SLU on-device.

End-to-end (E2E) SLU systems [1,2] attempt to overcome these limitations by going directly from audio to semantics. While this direction has shown promise, current E2E systems face three key challenges. Firstly, E2E systems are often treated as a black box of audio to semantics without the ability to output transcripts [1,5]. In practice, transcript generation is a requirement for many speech-based applications; in addition, having access to the transcripts is beneficial for debugging and understanding the system’s behavior. Secondly, E2E SLU often targets domain/intent prediction [1,2] or slot tagging [7,9], but does not appear to solve complex understanding use cases (e.g., composition). That text-based systems are capable of [8–10]. Thirdly, certain E2E SLU solutions have been proposed that combine text and audio data via a neural interface to produce the semantic parse and thus retain the ability to output transcripts [6,7]. However, these systems are understood from an efficiency, robustness, and scalability perspective. It remains unclear how suitable they are in resource-constrained (on-device) environments, how robust they are against speech variation and ASR errors, and how scalable they are to new domains given the reliance on audio training data.

In this work, we propose a novel deliberation-based approach to E2E SLU to address these challenges. Our method is inspired by deliberation-based two-pass E2E ASR [11], where a neural correction model is conditioned on both the acoustics and the first-pass hypothesis (often generated by a streaming ASR model) to produce the final transcript. Unlike in deliberation-based ASR, our second-pass model generates the semantic parse instead of a corrected version of the first-pass hypothesis. Our system naturally retains the ability to output transcripts via the first-pass streaming ASR model, thus addressing the first challenge. By formulating E2E SLU as a generalized decoder instead of a collection of classification models, we enable the system to support complex compositional semantic structures, addressing the second challenge. Our in-depth analysis reveals that the proposed approach consistently outperforms strong pipeline NLU baselines by 0.60% to 0.65% in accuracy under two operating points and is especially suitable for resource-constrained on-device environments. We demonstrate that our model’s implicit ability to rewrite the first-pass hypothesis makes it more robust against ASR errors compared to traditional pipeline NLU systems. Finally, we show that the system’s multimodal nature significantly lessens the degradation when shifting from natural speech to synthetic speech training data. However, more work is required to further close the gap and make text-to-speech (TTS) a viable solution for scaling up E2E SLU without collecting natural speech.

2. Deliberation-Based End-to-End SLU

Our proposed deliberation approach to E2E SLU is depicted in Figure 1, where a separately trained ASR model is used to obtain the initial hypothesis given some audio input. The ASR model is assumed to be a variant of Recurrent Neural Network Transducer (RNN-T) [12], the most popular streaming E2E ASR solution currently. Note that our approach can be easily modified to support other E2E ASR architectures. An important design choice in our system is that the ASR component remains frozen. This guarantees that the system can still generate transcripts at the same level of accuracy and latency, thus ASR remains general-purpose and can be shared with other tasks. This is especially important for on-device processing since we can reuse ASR parameters for downstream tasks, thus reducing the memory and computation requirement.

* Equal contribution.
Table 1: Example NLU annotations for the music and navigation domains in TOPv2 (some ontology tokens are shortened for brevity). Examples are given for both a flat parse and a compositional parse. Our models are trained to generate the annotation sequences.

| Complexity | NLU Annotation |
|------------|----------------|
| Flat       | play Jacques station |
|            | [IN:PLAY_MUSIC [SL:PLAYLIST] Jacques ] [SL:TYPE station ] |
| Compositional | driving directions to the Eagles game |
|            | [IN:DIRECTION [SL:DESTINATION [IN:EVENT [SL:NAME Eagles ] [SL:CAT game ] ] ] ] |

3. Experimental Setup

3.1. SLU Dataset and Evaluation Procedure

To evaluate the scale and robustness of our approach, we evaluate our models on the spoken version of the popular open-source NLU benchmark, Task-Oriented Semantic Parsing (TOPv2) [15]. This dataset consists of eight domains across: alarm, messaging, music, navigation, timer, weather, reminder, and event, with both flat and compositional parse structures as shown in Table 1. The dataset is divided into three splits: train for model training (125k utterances), valid for hyperparameter tuning (17k utterances), and test for evaluation (39k utterances). For the spoken version of TOPv2, referred to as Spoken Task-Oriented Parsing (STOP), we collected speech data through Amazon Mechanical Turk (MTurk), where each utterance was spoken by up to two speakers [15]. The final corpus consists of 885 speakers and 218 hours of speech.

We evaluate SLU models with Exact Match (EM) [15], which measures the accuracy of the hypothesis against the reference annotation with an exact string match (punctuation and casing are ignored). To be counted as correct, both the parse structure and the slot content transcription must be correct. For example, given the reference “[IN:PLAY_MUSIC [SL:PLAYLIST] Jacques ] [SL:TYPE station ]”, the hypothesis “[IN:PLAY_MUSIC [SL:PLAYLIST] Jock ] [SL:TYPE station ]” is considered incorrect because the slot content “Jacques” is mistranscribed as “Jock”.
3.2. SLU Systems

As we target on-device processing in this work, let us assume two hypothetical devices with different computation budgets for ASR: D1 (25M parameters) and D2 (10M parameters). In both devices, NLU has a fixed budget of 5M parameters. All models will adhere to these budgets.

3.2.1. ASR Models

Both ASR models used in this work are variants of RNN-T which employ a 1-layer LSTM predictor, a streamable low-latency Conformer encoder [17] with varying number of layers (13 for D1, 3 for D2), and a T-layer fully connected joiner network. The encoder has a stride of four, 40ms lookahead, and 120ms segment size. The target units are 4095 unigram WordPieces [15] built with SentencePiece [19]. The model is trained on 145k hours of in-house speech data using Alignment Restricted RNN-T loss [20] and SpecAugment [21], following the recipe in [22]. Note that STOP is not included in the ASR training data. The total size and Word Error Rate (WER) on STOP test for these models are as follows: D1 – 25.0M parameters, 3.54% WER; D2 – 9.8M parameters, 6.54% WER.

The role of these ASR models is to provide the first-pass hypothesis to the pipeline NLU model, as well as the text and audio embeddings (via the RNN-T predictor and encoder) to the deliberation NLU model.

3.2.2. Pipeline NLU Baseline

Our pipeline text-based NLU baseline adopts the encoder-decoder non-autoregressive architecture [23] with span pointer network [24]. This setup demonstrated superior results over non-autoregressive and autoregressive alternatives at smaller sizes on TOPv2 [24]. The architecture consists of a transformer encoder based on the RoBERTa architecture [25], however we randomly initialize the model instead of bootstrapping it with RoBERTa layers, as using only one RoBERTa layer will already exceed the NLU budget. We set the transformer embedding dimension to 256, the number of attention heads to 8, and the number of encoder layers to 3. We follow [23, 24] and have a single layer of span pointer transformer decoder. All models adopt the same unigram WordPiece tokenization used by ASR and are trained on TOPv2 train, with training hyperparameters optimized on TOPv2 valid.

The final model contains 4.8M parameters and achieves an EM of 83.47% on TOPv2 test. This result is competitive given the model’s size: a 134M-parameter RoBERTa-bootstrapped version achieved 3.78% higher EM accuracy [24].

3.2.3. Deliberation NLU Models

Our deliberation model uses the frozen first-pass RNN-T for extracting text and audio embeddings as described in Section 2. Specifically, we use the second-to-last hidden layer (before the final linear layer) of both the predictor and encoder, which gives an initial feature dimension of 256. The Fusion module’s MHA component employs 8 attention heads. The Pooling module consists of 2 transformer encoder layers with 8 attention heads and an embedding dimension of 224. Finally, the Decoder module contains a single transformer decoder layer with 2 attention heads and a pointer-generator with 1 attention head. The targets are the TOPv2 annotation sequences tokenized using ASR’s SentencePiece model and 586 ontology tokens, resulting in 4681 output units. The model contains 4.7M parameters.

In order to analyze the importance of multimodality, we also train text-only and audio-only versions of our deliberation models. For the text-only version, we replace emb_text with emb沭cound and increase the Pooling transformer’s embedding dimension to 240 since the model no longer has a Fusion module, resulting in 4.9M parameters. For the audio-only version, we replace emb_text with emb沭cound and further increase the Pooling transformer’s embedding dimension to 256 since both the Fusion module and the pointer generator head are no longer applicable, resulting in 5.0M parameters.

We train the models using Cross Entropy loss with 0.1 label smoothing and SpecAugment applied on the raw audio features (before going through the encoder), with training hyperparameters optimized on STOP valid.

Our deliberation models can use either the first-pass ASR hypothesis or the reference as the input text for training. We also explore duplicating every utterance with ASR error and use both the hypothesis and reference for training. This union strategy teaches the model how to handle ASR errors while ensuring full coverage of the TOPv2 training text. Note that the pipeline NLU baseline only allows training on the reference since the model generates spans (indices into the input) instead of tokens.

3.2.4. Pipeline vs. deliberation SLU results on STOP test.

Text indicates whether the model is trained using the first-pass ASR hypothesis (Hyp), reference text (Ref), or the union of both (Union). All NLU models have ~5M parameters.

| Model | Text Modality | EM |
|-------|---------------|----|
| Pipeline Ref | Audio | 65.67 |
| D1 Deliberation Hyp | Text | 66.98 |
| D1 Deliberation Ref | Fusion | 66.92 |
| Union Deliberation Text | Fusion | 66.91 |
| Pipeline Deliberation | - Audio | 69.99 |
| D2 Deliberation Hyp | Text | 67.10 |
| D2 Deliberation Ref | Fusion | 66.91 |
| Union Deliberation Text | Fusion | 67.84 |

Table 2: Pipeline vs. deliberation SLU results on STOP test.

4. Results and Discussion

4.1. Pipeline vs. Deliberation

As seen in Table 2, our proposed deliberation approach outperforms the pipeline baseline on both devices, with the absolute EM improvement ranging from 0.60% to 0.65%. The EM gap between pipeline and deliberation is larger for D1, which suggests that our approach is more beneficial when the base ASR model is stronger. Both pipeline and deliberation methods are heavily dependent on ASR quality; the more accurate ASR is, the better NLU performs and vice versa. The overall results confirm that our deliberation-based approach is especially suitable for when computational resources are limited, such as on-device. For server-side processing, the pipeline ap-
proach benefits significantly from text-based pre-training (e.g., from RoBERTa); the same benefit may not extend to the multimodal deliberation model. We will explore pre-training for deliberation systems in future work.

The Union training strategy consistently outperforms either Hyp or Ref in isolation. This suggests that it is important to teach the model how to correct ASR errors while exposing the model to as much text data as possible.

Among the different modalities, text-only performs better than audio-only, pointing to the importance of ASR. Text and audio fusion performs better than text-only for D1, but not for D2. The advantage of fusion becomes smaller as the base ASR model gets weaker, with the EM improvement over text-only baselines reducing from 0.65% for D1 to just 0.06% for D2. This means that as the quality of the audio embeddings decreases, they no longer offer complementary benefits over the text embeddings. We will explore methods to improve the audio embedding quality of small ASR models in future work.

### 4.2. Robustness to ASR Errors

One major appeal of deliberation models is their ability to rewrite the initial hypothesis in the NLU pass, which makes the system more robust to ASR errors. We quantify ASR robustness in Table 3 by splitting the EM results into two buckets, one containing utterances with no ASR error and one with at least one error. As can be seen, all deliberation variants significantly outperform the pipeline NLU baseline on utterances with ASR errors, at the cost of underperforming on correctly transcribed utterances. The audio-only deliberation model performs the best on the error bucket since it bypasses the initial hypothesis completely. The text-only model, by contrast, performs better on the error-free bucket but worse on the error bucket since it does not have access to the audio. The fusion of text and audio features provides the best overall balance between the two buckets. Future work will focus on improving the numbers for both buckets, possibly by unifying deliberation-based ASR and span pointer-based NLU in a single framework.

Table 3 shows some examples where the fusion deliberation model for D1 was able to recover from ASR errors.

| Reference | ASR Hypothesis |
|-----------|----------------|
| ...a land or a sea breeze... | ...a lander seabree’s... |
| ...for soa paulo... | ...for south palo... |
| ...forecast for newcastle | ...forecast for new castle |
| get rid of the reminder... | garrett of the reminder... |
| laughs for john’s message | laps for john’s message |
| insert heart eyes to... | insert her eyes to... |

### 4.3. Scaling E2E SLU with Synthetic Speech

One of the biggest limitations of E2E SLU compared to the traditional text-only NLU is the former’s reliance on audio training data, as collecting natural speech is often significantly more expensive than collecting text data. Thus, it is usually more difficult and time-consuming to scale E2E SLU to new domains. With its many advances in recent years, text-to-speech (TTS) offers a potential solution to the scalability of E2E SLU by replacing natural speech with synthetic speech for model training. We explore this possibility with deliberation models by replacing the STOP train’s natural speech with synthetic speech generated by our in-house TTS engine. Each utterance is synthesized using a randomly chosen voice among eight available voice profiles, together with a randomly adjusted pitch and speaking rate to further increase the speaker diversity.

The results for training with synthetic speech are summarized in Table 4. Audio-only systems appear particularly sensitive to the mismatch in audio training data, and weaker RNN-T encoders cannot generalize from TTS data as effectively (e.g., the EM degradation is 2.89% for D1 vs. 5.32% for D2). Text and audio fusion is able to significantly reduce the degradation due to TTS training; however, the final EM still lags behind the text-only EM from Table 2. These results suggest that while deliberation makes TTS-based training more viable due to the combination of text and audio features, more work is required to make E2E SLU scalable using purely TTS-generated speech. We will explore this direction further in future work.

| ASR | Modality | EM (Natural) | EM (TTS) |
|-----|----------|-------------|----------|
| D1  | Audio    | 69.99       | 67.10 (-2.89) |
|     | Fusion   | 73.87       | 71.96 (-1.91) |
| D2  | Audio    | 65.47       | 60.15 (-5.32) |
|     | Fusion   | 67.90       | 66.34 (-1.56) |

### 5. Conclusion and Future Work

In this paper, we proposed a novel deliberation-based approach to E2E SLU which fuses text embeddings (derived from the first-pass ASR hypothesis) with audio embeddings to generate the target semantic parse. We demonstrate that our proposed approach is able to consistently outperform strong pipeline baselines across two on-device operating points, is more robust to ASR errors, and makes TTS-only training more viable. For future work, we plan to explore pre-training strategies for deliberation, improve the audio embedding quality of small ASR models, unify our approach with deliberation-based ASR and span pointer-based NLU, and further push the results on pure TTS training sets to make E2E SLU more scalable.
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