CryoCiM: Cryogenic Compute-in-Memory based on the Quantum Anomalous Hall Effect
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Abstract—The scaling of the already-matured CMOS technology is steadily approaching its physical limit, motivating the quest for a suitable alternative. Cryogenic operation offers a promising pathway towards continued improvement in computing speed and energy efficiency without aggressive scaling. However, the \textit{memory wall} bottleneck of the traditional von-Neumann architecture persists even at cryogenic temperature. That is where a compute-in-memory (CiM) architecture, that embeds computing within the memory unit, comes into play. Computations within the memory unit help reduce the expensive data transfer between the memory and the computing units. Therefore, CiM provides extreme energy efficiency that can enable lower cooling cost at cryogenic temperature. In this work, we demonstrate CryoCiM, a cryogenic compute-in-memory framework utilizing a non-volatile memory system based on the quantum anomalous Hall effect (QAHE). Our design can perform memory read/write, and universal binary logic operations (NAND, NOR, and XOR). We design a novel peripheral circuit assembly that can perform the read/write, and single-cycle in-memory logic operations. The utilization of a QAHE-based memory system promises robustness against process variations, through the usage of topologically protected resistive states for data storage. CryoCiM is the first step towards utilizing exclusively cryogenic phenomena to serve the dual purpose of storage and computation with ultra-low power (~ nano-watts) operations.

Index Terms—Compute-in-Memory, Cryogenic, Quantum anomalous Hall Effect, Twisted bilayer graphene.

Thanks to the continuous improvement in the electronics industry, the matured complementary metal-oxide-semiconductor (CMOS) technology now allows aggressive scaling (evident from the recent demonstration of 2 nm process technology by IBM\textsuperscript{3}) and thus, enables the integration of more than a trillion transistors on a single chip (e.g. Cerebras Wafer Scale Engine 2 with 2.6 Trillion transistors\textsuperscript{2}). However, the future scalability of CMOS technology will continue to become more challenging due to the exorbitant power dissipation resulting from the aggressive downsizing. This limitation is one of the major concerns in designing high-performance systems at the architecture level. Cryogenic electronics, where the processing and storage units are cooled to very low temperatures (4 K or below), is an extreme yet one of the most promising solutions to circumvent this high-power dissipation issue. Cryogenic operations lead to significant improvement in computing speed and energy efficiency compared to the room temperature operations [illustrated in Fig. 1(a)]\textsuperscript{3-5}.

Recent studies show that the cryogenic superconductive systems consume around 80 times less energy compared to the room-temperature 7 nm CMOS technology even including the cost required for helium cooling\textsuperscript{5}. Nevertheless, the cooling cost remains a challenge for the cryogenic systems, calling for a low-power and low cooling-cost cryogenic system architecture\textsuperscript{5}. For low-power operations, the compute-in-memory (CiM) architectures, where computation and memory operations are performed within a memory array, have been explored for cryogenic and room temperatures with both volatile (SRAMs\textsuperscript{8-10} and DRAMs
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9, 11, 12) and non-volatile (RRAMs 13–15, MRAMs 16–19, FeRAMs 20–22, PCMs 23, 24, and others 25) memory platforms. CiM architectures avoid the power-consuming data movement between the processing and memory units and hence, can operate with a very high energy efficiency 26.

Along with the excellent energy efficiency, CiM architectures can lead to throughput improvement. ‘Memory wall’, the growing disparity of speed between the processing and memory units, is one of the major challenges for the von-Neumann architecture [shown in Fig. 1(b)] in today’s big data computing era. With the emergence of data-intensive applications (such as machine learning and artificial intelligence, etc.), the performance mostly depends on the memory units. Moreover, the data transfer between the memory and the processing units causes delay and requires more energy than the computation process itself, posing a bottleneck 27. For example, Google’s recent studies show that about 20–42% of the energy is required to drive the high-speed data bus connecting the processing and memory units 28, 29. On the other hand, CiM architectures aim to significantly reduce the data transfer [Fig. 1(c)] and hence, emerge as an attractive solution to the ‘memory wall’ bottleneck for data-intensive applications. Also, CiM architectures take advantage of the large internal memory bandwidth and hence solve the issue of limited throughput through massive parallelism.

Beyond traditional computing, quantum computers will also benefit from the CiM architectures. A quantum computing system also comprises several classical hardware components, including a control processor and a memory block 30, 31. The state-of-the-art quantum computing systems necessitate that the control processor and the memory block operate at cryogenic temperature. The speed and energy demands of the existing cryogenic memory systems are not yet comparable to the cryogenic single flux quantum (SFQ) control processors 4, 30, 32–35. Thus, an equivalent ‘memory wall’ problem arises even in the quantum computing paradigm. Cryogenic CiM can help alleviate this disparity and reduce classically imposed overhead in quantum computing systems 30.

As mentioned earlier, almost all of the volatile and non-volatile memory platforms have been explored for in-memory computing. Such CiM architectures, at room temp, have convincingly demonstrated significant mitigation of memory wall and show better performance with higher throughput and energy efficiency. At cryogenic temperatures, few works including volatile SRAM 10 and non-volatile STT-MRAM 19-based

---

**Fig. 1:** (a) Significant improvement in computing speed and energy requirement with the lowering of operating temperature. Computing speed and energy requirement have been normalized by the value at room temperature (300 K). (b) Illustration of the traditional von-Neumann architecture which suffers from the data transfer between the memory and the processing units. (c) Illustration of the compute-in-memory (CiM) architecture where the modified peripheral circuitry allows the computation within the memory array which solves the memory wall bottleneck.
CiMs have been characterized. It is now well established that the performances (latency and energy efficiency) of the CMOS devices (SRAMs and DRAMs) improve significantly at cryogenic temperatures which is supposed to reduce the ‘memory wall’ bottleneck. However, the cryogenic temperatures are also supposed to increase the speed of the processing units by about 30-40% which will increase the memory data access rate and worsen the ‘memory wall’ issue. Compared to the volatile platforms, the non-volatile platforms show significantly higher energy efficiency at room temperatures, which makes them very attractive for the cryogenic CiMs. However, in the only cryogenic characterization of non-volatile memory (STT-MRAM)-based CiM architecture, it has been reported that the cryogenic operations improve the latency but lower the energy efficiency compared to the room temperature operations. The characterization of FeFET at cryogenic temperatures also reported higher energy requirements compared to the room temperature since the program and erase voltages increase at cryogenic temperature.

While researchers, to date, have only characterized the room temperature memory-based CiM architectures at cryogenic temperatures, we report a CiM architecture based on a cryogenic device. Here, we utilize the quantum anomalous Hall effect (QAHE) observed in the twisted bilayer graphene (tBLG) moiré heterostructures. In our previous work, we have already reported a cryogenic memory system harnessing the QAHE phenomenon, which provides ultra-low-power performance, high scalability, excellent distinguishability between two logic states, simple peripheral circuitry, and higher sense margin. In this work, we utilize the same memory array with modified peripheral circuitry to demonstrate compute-in-memory. The key contributions made by our work is highlighted below-

- This is the first attempt to design a cryogenic CiM technology using a dissipation-less topological material system that we argue to be a natural fit for this application.
- In contrast to previous works that aimed to characterize conventional CiM technologies at cryogenic temperature, we design this Cryo-CiM technique from scratch using physical phenomena native to cryogenic environment. Thus, we avert the limitations of the conventional technology platforms.
- Unprecedentedly, our architecture can compute all fundamental logic operations (NAND, NOR, XOR) within a single-cycle. We construct a novel peripheral assembly with dynamically customizable reference to facilitate on-chip sensing and interpretation of different Hall voltage levels which allows the design to achieve this feat.
- Our design continuously computes an analog sum of Hall voltages which dramatically improves performance and reduces power demand.

Having outlined the key aspects and novelty of the design, we discuss the basic building block of our design - QAHE phenomenon and the design of a memory system out of it (reported in Ref.). QAHE, the quantization of Hall resistance in the absence of an external magnetic field, results from the interplay between topological and ferromagnetic properties of electronic band structures. QAHE has been observed in different topological materials. Here, we utilize the electrically tunable quantized Hall resistance states observed in tBLG on hexagonal boron nitride (hBN) moiré heterostructure. Figure 2(a) shows the schematic of the heterostructure where bilayer graphene (twisted by an angle of $1.15^\circ$) is encapsulated between hBN flakes. Figure 2(b) shows the hysteretic dependence of the Hall resistance on the bias current without any external magnetic field at 4 K. Here, it is evident that the Hall resistance is quantized to two levels ($-h/e^2$ and $h/e^2$) which are used to define the logic states (logic '0' and logic '1', respectively) in the memory cell. Two important bias current levels ($I_{C-}$ and $I_{C+}$) are marked to distinguish the switching points from one memory state to another. These two current levels also separate three regions for three memory operations: (i) $I_{Bias} \leq I_{C-}$: write '0' region, (ii) $I_{Bias} \geq I_{C+}$: write '1' region, and (iii) $I_{C-} < I_{Bias} < I_{C+}$: read region. In the CiM framework (discussed later), we utilize the read region to perform several logic operations. In our simulation, we use the Verilog-A-based phenomenological compact model for the QAHE in tBLG heterostructure which was developed for our previous work. Figure 2(c) shows the behavioral representation of the modeling approach. Figure 2(d) shows the trend for
the Hall voltage, $V_{xy} = I_{Bias} \times R_{xy}$, which elucidates that during the read operation, logic ‘0’ and ‘1’ lead to $V_{xy}$ with opposite signs. As illustrated in Fig. 2(d), for a negative read current, logic ‘0’ and ‘1’ entail positive and negative $V_{xy}$, respectively. This clear distinction in $V_{xy}$ during the read operation makes the sensing and the in-memory logic operations straightforward. In the QAHE-based crosspoint memory system, we utilize the Cu-containing mixed-ionic-electronic-conduction (MIEC) material-based selector\textsuperscript{49–51} to successfully write into and read from any specific cell of the array. Figure 2(e) depicts the structure of one cell in the array which consists of one MIEC-based selector and one QAHE-based memory element. For the MIEC selector, we use the look-up table (LUT)-based model developed in Ref. \textsuperscript{40}. Figure 2(f) shows the $I$–$V$ characteristics of the MIEC-based selector along with the matching with the experimental data\textsuperscript{49–51}.

We utilize the crosspoint memory array developed using the MIEC material-based selector and QAHE-based memory element to perform in-memory logic operations. Note, in the previous work, to sense the memory state of a cell in the memory array, a simple voltage comparator, able to differentiate between positive and negative voltage, was sufficient. However, for the in-memory logic operations of this work, a more complicated peripheral circuitry is required. Figure 3(a) shows the complete crosspoint memory array with the modified peripheral circuitry for in-memory computing. In this work, we discuss the read and in-memory logic operations in this memory array. Please refer to our previous work \textsuperscript{40} for a detailed discussion on the biasing schemes for accessing a specific cell in the array, write and read operations, and design of peripheral circuitry for the memory operations.

In this memory array, to activate a cell for read and logic operations, a suitable voltage is applied between the bit-line (BL) and word-line (WL) which creates the read current through the corresponding memory
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Fig. 3: (a) QAHE-based cryogenic CiM structure. (Wires of different colors are not connected to each other unless shown using black dots at the intersections between two wires.) (b) Schematics of the reference generator and the sense amplifier. (c) Truth table for the 2-input logic operations and the corresponding voltage levels for different logic combinations. (d) Conditions for choosing the reference voltages for read and in-memory logic operations such as NAND, NOR, and XOR.

cell. As shown in Fig. 2(d), the read current creates two different polarities of $V_{xy}$ for two memory states. We connect the Hall voltage terminals of the memory cells in a row so that the sum of the Hall voltages of all the cells in that row [Fig. 3(a)]. The sum of $V_{xy}$ of the activated cells is first amplified from micro-volt level to milli-volt level using a cryogenic voltage amplifier $^{52-54}$. Then this amplified voltage is processed in the sense amplifier which generates the final output for the read and logic operations. The sense amplifier, modified for the CiM purpose, consists of two simple voltage comparators (VC1 and VC2), one inverter, and one AND gate [shown in Fig. 3(b)]. The two voltage comparators are used to compare the amplified voltage with two different reference voltages ($V_{REF1}$ and $V_{REF2}$) set by the reference generator. In our simulation, we utilize a behavioral model for the voltage comparators which behaves as (similar to all the conventional voltage comparators):

$$V_{out} = \begin{cases} 
0, & V_{in} < V_{REF} \\
V_{DD}, & V_{in} \geq V_{REF}
\end{cases}$$  \hspace{1cm} (1)

However, these voltage comparators can be implemented using the Josephson junction-based voltage comparator $^{55}$ and voltage comparators with the CMOS devices characterized at cryogenic temperature $^{9,56,57}$. As shown in Fig. 3(b), the reference generator consists of two 4-to-1 multiplexers (MUX) which generate the two reference voltages for the voltage comparators based on the logic operation to perform (represented by ‘opcode’). The table in Fig. 3(d) captures the conditions for choosing the values for the reference voltages to perform different operations (such as memory read, NAND, NOR, and XOR). The noteworthy feature of this sense amplifier design is that it can be configured for different logic operations only by setting suitable reference voltages.
To simulate the read and in-memory logic operations, we develop a framework consisting of a $4 \times 4$ memory array with the MIEC-based selector, QAHE-based memory element, and the modified peripheral.

**Fig. 4:** Biasing scheme for the WLs and BLs during (a) memory read operation and (b) logic operations. Voltage applied to BL$_{1}$ and the voltage generated at the output of the amplifiers during (c) read '0' and (d) read '1' operations. Time dynamics of the sense enable signal (SEN) and output of the sense amplifier during (e) read '0' and (f) read '1' operations. (g) Voltage at the outputs of the amplifiers for different logic combinations ('00', '01', '10', and '11') in the rows. Time dynamics of the sense enable signal (SEN) and output of the sense amplifier during (h) 2-input NAND, (i) 2-input NOR, and (j) 2-input XOR operations. (k) Distribution of the cell read current with a 10% variation of the nominal value ($-2.02 \text{ nA}$) to run a 10000-point Monte-Carlo simulation. Distributions of (l) the cell Hall voltage and (m) the amplified row voltages (sum of active cell voltages) considering the variation in the read current shown in (k).
circuity. Using this framework, we first simulate the memory read operation to demonstrate that the peripheral circuity, modified for the logic operations, can also be used for the memory read operation. Figure 4(a) shows the biasing scheme to access the first column (keeping all the other columns unaccessed). To demonstrate the read operation for both of the logic states, we utilize the first two cells of the first column (logic ‘0’ in M₁₁ and logic ‘1’ in M₂₂). Figures 4(c) and 4(d) show the applied read voltage at BL₁ and the corresponding Hall voltage generated at the output of the amplifier during read ‘0’ and read ‘1’ operations, respectively. Figures 4(e) and 4(f) show the successful read operation using the peripheral circuity after activating the sense amplifier and choosing the suitable reference voltages for the read operation. We estimate an average of \(~1.75\) nW/cell programming power, and \(~1\) nW/cell read power. Figure 4(b) shows the biasing scheme for the logic operations where we apply the read voltages to the first two columns and assume that the 1ˢᵗ, 2ⁿᵈ, 3ʳᵈ, and 4ᵗʰ rows of the array store ‘00’, ‘01’, ‘10’, and ‘11’ logic conditions, respectively. Figure 4(g) shows the voltage at the output of the amplifiers of the four rows where ‘00’, ‘01’ and ‘10’, and ‘11’ logic combinations entail \(~105\) mV, 0 mV, and \(~105\) mV at the outputs of the amplifiers, respectively. The clear distinction in the voltage level corresponding to the logic combinations makes the logic operations and the design of peripheral circuity simple. Figures 4(h), 4(i), and 4(j) present the final outputs for all the logic combinations for NAND, NOR, and XOR operations, respectively. Irrespective of the type of the logic operation, the average power remains \(~2\) nW per bit per operation (excluding peripheral power).

We close by discussing the effects of variation on the in-memory logic operations. In terms of variations, QAHE-based memories provide a clear advantage compared to other memories. In all the memories, there are two main sources of variation- (i) the input biases applied to write and read and (ii) the two logic states. Variation from these two sources mostly affects the separation between the memory states which leads to the requirement of complex sensing circuity and read error in the extreme case. Furthermore, since CiM operations are essentially a modified version of memory read accesses, a reduced sensing margin due to variations inevitably affects the robustness of CiM operations. Advantageously, in QAHE-based memories, the two Hall resistance states are topologically protected and consequently remain constant at \(\pm \hbar/e²\) as long as the temperature remains at 4 K/below. Therefore, there is only one major source of variation in the QAHE-based memories- the variation in the write or read bias. To demonstrate the effects of variation in our QAHE-based in-memory computing, we run a 10000-point Monte-Carlo simulation considering a 10% variation in the read current with its nominal value at -2.2 nA [Fig. 4(k)]. The resulting distribution of the cell Hall voltage is shown in Fig. 4(l). Consequently, we can find the distributions for the amplified row voltages as depicted in Fig. 4(m) which clearly shows that there is no effect of read current variation on the 01/10 logic combinations because the resistance levels remain constant. On the other hand, for ‘00’ and ‘11’ logic combinations, we observe the effect of read current variation in the row voltages. Note that considering the variation, there is still a significant amount of separation between the voltage levels to set the reference voltages. Therefore, the outputs of the in-memory logic operations can be generated using a very simple sense amplifier with two reference voltages.

Cryogenic in-memory computing provides impressive energy efficiency that can solve the memory wall bottleneck for both conventional and quantum computing fields and the cooling issues of the cryogenic systems. Here, we have demonstrated a cryogenic CiM based on the QAHE observed in the tBLG moiré heterostructure. We have proposed modified peripheral circuity with specific biasing schemes along with a reconfigurable sense amplifier for the memory read and in-memory logic operations such as NAND, NOR, and XOR. The sense amplifier can be configured (only suitable reference voltages need to be chosen) to perform different in-memory operations in single-cycle. The QAHE-based CiM provides additional advantages such as- ultra-low-power requirement thanks to the nano-ampere level of switching current, better immunity to variations provided by the topologically protected Hall resistance states, and better
scalability enabled by the small cell area and the simpler peripheral circuitry. Through this work, we commence an effort to embed novel CiM techniques in QAHE-based memory systems and possibly beyond.
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1. Access Scheme for In-memory Logic Operations:

In the main text, we briefly discussed the biasing scheme to access two cells per row in the QAHE memory array to perform the compute-in-memory operations. Here we present two example scenarios to demonstrate single-row activation and multi-row activation processes. The CryoCiM array allows independent row-wise access to perform logic operations using the stored data in two cells within the same row. Figure S1 shows the case (I) where all the rows are activated simultaneously and the first two cells (without any loss of generality) in each row are used for logic operations. Figure S2 illustrates the case (II) where only the first row is activated, and the first two cells of that row are used for logic operations. For case II, the cells in the inactive rows will have a non-zero voltage bias ($V_{READ}/2$) across them. It will give rise to leakage current (hence leakage power) across the array but will not lead to any functional failure/read disturb. The selector device (connected in series with the QAHE devices in every cell) helps to suppress the leakage current and prevents any accidental data flip.

Note, in both figures, any overlap between lines with the same color represents a direct connection. But any crossover/overlap between lines of different color does not represent a connection, unless a black dot is placed on the point of intersection. This drawing convention helps identifying the directions of current flow through the memory cells (marked with dashed magenta lines).
Fig. S1: Case I: Biasing scheme and the direction of the current flow (dashed magenta line) through the cells while performing in-memory logic operations. Here, we apply bias voltages to the bit lines to access the first two cells in each row. CryoCiM allows simultaneous multi-row logic operations.
**Fig. S2**: Case II: Biasing scheme and the direction of the current flow (dashed magenta line) through the cells while performing in-memory logic operations. Here, we apply bias voltages to the bit lines to access two cells only in the first row.