Weighted Double-Logistic Function Fitting Method for Reconstructing the High-Quality Sentinel-2 NDVI Time Series Data Set
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Abstract: The time series (TS) of the normalized difference vegetation index (NDVI) has been widely used to trace the temporal and spatial variability of terrestrial vegetation. However, many factors such as atmospheric noise and radiometric correction residuals conceal the actual variation in the land surface, and thus hamper the TS information extraction. To minimize the negative effects of these noise factors, we propose a new method to produce a synthetic gap-free NDVI TS from the original contaminated observation. First, the key temporal points are identified from the NDVI time profiles based on a generally used rule-based strategy, making the TS segmented into several adjacent segments. Then, the observed data points in each segment are fitted with a weighted double-logistic function. The proposed dynamic weight reassignment process effectively emphasizes cloud-free points and deemphasizes cloud-contaminated points. Finally, the proposed method is evaluated on more than 3,000 test points from three selected Sentinel-2 tiles, and is compared with the generally used Savitzky-Golay (S-G) and harmonic analysis of time series (HANTS) methods from qualitative and quantitative aspects. The results indicate that the proposed method has a higher capability of retaining cloud-free data points and identifying outliers than the others, and can generate a gap-free NDVI time profile derived from a medium-resolution satellite sensor.
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1. Introduction

The normalized difference vegetation index (NDVI) plays an important role in monitoring dynamic changes in the land surface. The NDVI is calculated from near-infrared radiation scattered by foliage, and red radiation absorbed by chlorophyll. It has been widely accepted in vegetation activity monitoring [1–3] since the greenness of vegetation leads to higher NDVI values, and the senescence of vegetation tends to make the NDVI lower. The time series (TS) of the NDVI has been widely applied in monitoring vegetation phenology [4–7], such as the timing of growth, the timing of senescence and the duration of growth development. The NDVI TS has also been used in land cover mapping [8–13] and terrestrial biophysical parameter derivation [14,15]. However, the NDVI values, which are derived from satellite imagery, are affected by cloud contamination, illumination intensity, and sun-target-sensor geometry, making the TS present irregular curves with noise, and therefore the NDVI cannot describe the actual vegetation activity accurately [16].
Atmospheric conditions have great effects on the NDVI products [16,17], for the reason that atmospheric molecular scattering tends to increase red radiation received by the satellite, and red light is more easily scattered by atmospheric particles than near infrared light. This results in the effect of top-of-atmosphere (TOA) NDVI reduction, and hampers the acquisition of vegetation information beneath the clouds.

Therefore, many studies have been devoted to noise reduction in the contaminated NDVI TS, and have reconstructed time series with higher quality [18,19]. Previous analyses on the NDVI have been based on the Advanced Very High Resolution Radiometer (AVHRR) and Moderate Resolution Imaging Spectroradiometer (MODIS) data sources, since the satellites with short revisit cycles can produce daily observations. The commonly used maximum value composite (MVC) [20] method selects the maximum NDVI over a time period to represent the NDVI of the period. This technique can partially alleviate cloud interference and solve the problem of cloud contamination. However, it requires at least one cloud-free observation, and the method may sacrifice short-term variations as well. These problems limit its application to NDVI TS derived from medium-resolution sensors, the revisit frequency of which is a few days. To overcome these problems, more well-designed methods have been developed to reconstruct high-quality NDVI TS. These methods can be categorized into three types: Local filtering methods, function fitting methods and harmonic analysis methods [17,21].

The local filtering methods filter the irregular NDVI TS with a moving window, such as the best index slope extraction (BISE) [22], the modified BISE [23], the mean value iteration (MVI) filter [24], the Savitzky-Golay (S-G) method [17,25] and the changing weight filter (CWF) [21]. These methods can help the filtered TS maintain their original shapes and not greatly deviate from the observed TS. The BISE and MVI techniques rely on a previously set threshold to identify the abnormal points to smooth the NDVI TS. The S-G method is achieved by fitting successive subsets of points into the filter window using a low-degree polynomial with the least squares. The S-G method requires two parameters to be previously set: The polynomial degree and the sliding window size. However, in these methods, the manually-defined thresholds and parameters tend to make the filtering effects unstable and subjective. In addition, they require that the NDVI TS have equal temporal intervals.

Popular function fitting methods include the asymmetric Gaussian (AG) fitting method [26], the double-logistic (DL) function fitting method [27,28] and the high-order annual spline method [29]. Generally, these methods can make the filtered TS smooth. These methods have the advantage of simplicity and flexibility, since the NDVI TS can be expressed with a few coefficients. Most cases can be implemented by minimizing the least squares between the original observed data and the estimates.

Harmonic analysis methods, such as the discrete Fourier transform (DFT) method [30], the harmonic analysis of time series (HANTS) method [31] and the moving weighted harmonic analysis method [21], model the observation TS by using a series of sines and cosines. These methods are based on the idea that phenology has strong seasonality. The harmonic analysis method has been applied in vegetation type classification and coverage estimation based on the shape similarity of the annual NDVI cycles [32]. However, it is not applicable for irregular curves with asymmetric shapes.

In general, NDVI time profiles show different shapes and tendencies because of the various phenological characteristics of vegetation. The periodic activities are different for various vegetation types, and are influenced by seasonal and inter-annual variations in climate. For instance, evergreen forests maintain their foliage during winter, but deciduous forests show stronger seasonal phenology, such as leaf emergence and defoliation. Crop phenology presents high diversity due to climatic factors, such as temperature and precipitation, in different regions. In temperate and tropical zones, crops may have two growth cycles in one year owing to suitable climatic conditions, whereas crops can only grow once in cold regions. Considering the variety of NDVI time profiles, we intend to apply flexible function fitting methods, among which the DL function has been widely applied, to generate high-quality NDVI TS.

The use of the logistic function to fit the time profile of the vegetation index can be traced back to 1980 [33]. According to Fisher [27], the NDVI rises exponentially from the beginning of leaf
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emergence; after that, when the leaf area index (LAI) increases to some extent, and the lower layer
in the canopy can only receive limited radiation, the NDVI is almost linearly related to the absorbed
photosynthetically active radiation (PAR). With the senescence (aging) of green vegetation, the leaves
become yellow, and the photosynthetic activity terminates, as presented by decreasing NDVI values.
Fischer [34] developed a semi-empirical model, named the DL function, with five parameters to
represent the annual NDVI time profile, and successfully applied it to homogeneous and heterogeneous
croplands. Zhang [28] used the rate of change in curvature based on the DL function to monitor
phenology and derive transition dates, namely, the green-up, maturity, senescence and dormancy
dates. Beck et al. [2] applied the DL function in monitoring vegetation dynamics at very high latitudes,
and the results showed that the DL function outperformed the Fourier series and the asymmetric
Gaussian function in describing NDVI TS. Julien and Sobrino [18] used the DL function to derive global
land-surface phenology trends from the GIMMS database. These studies have proven the effectiveness
and practicability of the DL function in filtering NDVI TS.

However, the abovementioned studies are based on coarse-resolution AVHRR and MODIS
composite datasets, which form intensive observations, and are likely to be cloud-free. Currently, medium-resolution datasets from satellites such as Sentinel-2 and Landsat, which revisit
the same place for a few days, are commonly used in land-surface monitoring. Directly captured,
disturbed information hinders the observation of vegetation. Hence, it results in higher demands for
data preprocessing and cloud filtering. In this study, we develop a weighted double-logistic function
(WDL) fitting method to reconstruct high-quality NDVI TS. First, we identify key temporal points from
the observed data points, which can segment global NDVI TS into several adjacent parts. Then we
use the WDL function to fit the data points of a local segment. In the procedure, the importance of
cloud-free data is enhanced, while the weights of contaminated data are lowered. The strategy can
handle the problem of contaminated data points when adequate multi-observation cloud-free data
are lacking.

2. Materials and Methods

2.1. Data Set

Sentinel-2 is an Earth observation mission developed by the European Space Agency (ESA) to
execute terrestrial monitoring. The Sentinel-2A satellite was launched on 23 June 2015, followed by the
Sentinel-2B satellite on 7 March 2017. The Sentinel-2 mission has the capabilities of 13 multispectral
bands (covering visual, near infrared and shortwave infrared spectra), including three red-edge bands,
a 10-m spatial resolution in the visible and near infrared bands, a 5-day revisit cycle and a 290-km field of
view. The Sentinel-2 mission provides information for agricultural and forestry practices. The satellite
data can be used in the Copernicus services, including updating the Coordination of Information on
the Environment (CORINE) land cover product. The time series (TS) data set of Sentinel-2 can provide
high-frequency observations of the land surface to monitor dynamic changes. Therefore, we use the
Sentinel-2 satellite data set to validate the availability of the newly developed method.

We obtained one-year TS of Sentinel-2 Level-1C products (i.e., the top-of-atmosphere (TOA)
reflectance products), which were acquired in 2017. Furthermore, the atmospheric correction processor
Sen2Cor offered by the ESA was utilized to produce the Level-2A bottom-of-atmosphere (BOA)
reflectance products with a 20-m spatial resolution. The Level-2A products also provide the probabilistic
cloud mask quality indicator file (CLD), which is derived through a scene classification algorithm.
The algorithm is implemented by thresholding band ratios, such as the normalized difference vegetation
index (NDVI) and the normalized difference snow index (NDSI), which is calculated from green
band (B3) and the shortwave infrared band (B11). It allows detection of clouds, snow and cloud
shadows, and generates a classification map, including four different classes for clouds, and six different
classifications for shadows, cloud shadows and snow.
For each thresholding test, a level of confidence is associated, which generates a probabilistic cloud mask quality indicator and a snow mask quality indicator. The cloud detection algorithm is implemented by a series of thresholding filtering steps, as shown in Figure 1. In the thresholding algorithm, the final cloud probability is derived step-by-step. The number labeled by "*" means that if the indicator exceeds the threshold, the pixel is considered as cloudy, and the present cloud probability is assigned as 1.0. For instance, 'B4 > 0.07 (0.25*)' means when the band 4 reflectance is lower than 0.07, the pixel is considered as cloud-free, and the cloud probability is assigned as 0.0. When this band 4 reflectance is higher than 0.25, the pixel is considered as cloudy, and the cloud probability is assigned as 1.0. When the band 4 reflectance is between 0.07 and 0.25, the pixel is considered as potentially cloudy, and the cloud probability is calculated linearly from 0.0 to 1.0. With the thresholding algorithm proceeding, the present cloud probability is calculated, and then multiplied by a precedent cloud probability which is derived from the previous steps [35]. Accordingly, the CLD can quantitatively show cloud contamination and the level of confidence for the radiometric measurements. Values of 0 and 100 of the CLD indicate the highest and lowest qualities, respectively.

The ESA land cover classification system (LCCS) global land cover product of 2015 was used to select Sentinel-2 test tiles and test points. The pixel size of the land cover product is 300 m.

2.2. Study Area

One-year Sentinel-2 TS data set of three study areas (Figure 2) are used to test the proposed technique. The carefully selected tiles cover diverse vegetation types, including coniferous forest, broadleaf forest, grassland and cropland. One study area covered by Sentinel-2 tile T50SMB is located in the south of the Huaiyuan Plain in Anhui Province, China. It is in the transition zone from a subtropical to a warm temperate zone. The moderate temperature and rainfall conditions make the croplands have two growth seasons in one year. The second study area, which is covered by tile T49REQ, is located in Hubei Province, China. It is a mountainous area that is mainly dominated by deciduous coniferous forests and broadleaf deciduous forests. The third study area is covered by tile T51UVU, mainly located in Heilongjiang Province, China. It belongs to the cold temperate zone, with a continental monsoon climate, and is mainly dominated by deciduous coniferous forests. More than 1,000 test points are randomly generated in each tile, and among them, points classified as vegetation are selected. The sampling point number of the vegetation type for each class in each tile is shown in Table 1.
2.3. Methods

2.3.1. Overview of the proposed method

The main steps for the proposed filtering method are shown in the flowchart (Figure 3).

Figure 2. Sentinel-2 satellite data, zoom-in images from Google Earth, and land cover types of the three study areas.

Table 1. Sampling point number for each class in each tile.

| Land Cover Type                                      | T50SMB | T51UVU | T49REQ |
|------------------------------------------------------|--------|--------|--------|
| Rain fed cropland                                    | 223    | 1      | 294    |
| Irrigated cropland                                   | 1676   | 415    |        |
| Mosaic cropland/natural vegetation                   |        |        |        |
| Broadleaved evergreen forest                         |        |        | 192    |
| Broadleaved deciduous forest                         |        |        | 651    |
| Needle leaved evergreen forest                       | 228    | 214    |        |
| Needle leaved deciduous forest                       | 39     | 4      |        |
| Mosaic tree and shrub/herbaceous cover               | 1701   |        |        |
| Grassland                                            | 18     | 145    |        |
|                                                      | 8      | 3      |        |
Sentinel-2 time series data set
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Figure 3. The flowchart of the proposed method.

2.3.2. Description of the Proposed Method

1. Data preprocessing

The original NDVI and CLD are temporally organized as follows:

\[ NDVI_{\text{org}} = [NDVI_1, NDVI_2, \ldots, NDVI_k], \quad (1) \]

\[ CLD_{\text{org}} = [CLD_1, CLD_2, \ldots, CLD_k] \quad (2) \]

The data preprocessing procedure is a fundamental and essential step to decrease signal noise. The pixel-level quality flag of the Level-2A product can indicate whether the pixel is atmospherically contaminated, and thus it is preliminarily applied to mark outliers among TS data points. According to experience knowledge, data points with CLD values greater than 50 are severely contaminated and should be directly discarded (Figure 4b). Additionally, an empirical threshold method is adopted to recognize abnormal sudden increases or decreases. If an abrupt change reaches 0.4 within a period of 16 days, the data point is recognized as an outlier (Figure 4c) since such a great change cannot take place in vegetation in a normal physiological state [17]. Along the firstly acquired one-year NDVI observation (\( NDVI_{\text{filter}} \)), the observation frequency appears to be more temporally irregular. For instance, in Figure 4c, the observations for the double-season cropland are intensive at the beginning and the ending of the year, but sparse in the maturity period of the second growth cycle. Hence, the linear interpolation is performed to produce a more intensive TS with 10-day interval (\( NDVI_{10-\text{day}} = [NDVI_1, NDVI_2, \ldots, NDVI_i, \ldots, NDVI_{360}] \)). To retain the information of the original TS, the observed data points are added to the interpolated series, which generates \( NDVI_{\text{pre}} \) (Figure 4d) as a result of the preprocessing procedure.
where CLD (Figure 5a) using the constructed relationship in the quadratic function form as

\[ w_k = (1 - CLD_k/100)^2, \]

where \( CLD_k \) is the CLD value of the \( k \)th data point of the NDVI filter. The calculated weights constitute a series of weight, where the weight of totally cloud-free data is 1.0, and contaminated data points are assigned with low weights.

Figure 4. Example of the preprocessing procedure in the present method. (a) Original normalized difference vegetation index time series (NDVI TS) and cloud mask quality indicator file time series (CLD TS). (b) TS after filtering out poor-quality cloud-contaminated points. (c) TS after removing the identified outlier (i.e., \( NDVI_{filter} \)). (d) The preprocessed NDVI TS (i.e., \( NDVI_{pre} \)).

2. Acquisition of weight series

Just as the CLD value indicates the quality of the observed data, the ‘weight’ is introduced here as a quantitative indicator to describe the confidence level of each data point in the preprocessed TS (\( NDVI_{pre} \)). Specifically, weights for the originally observed data points from \( NDVI_{filter} \) are calculated (Figure 5a) using the constructed relationship in the quadratic function form as

\[ w_k = (1 - CLD_k/100)^2, \]

Figure 5. (a) NDVI TS \( NDVI_{filter} \) and the calculated weight series \( W_{filter} \). (b) The interpolated NDVI TS and the interpolated weight series.
Furthermore, to make a one-to-one match between the NDVI TS and the weight series, similarly, linear interpolation is applied to acquire a highly intensive weight series (Figure 5b). The weight of the interpolated data point is correlated to the confidence of two neighboring data points.

3. Identification of key temporal points for growth and senescence

The key temporal point ($p_k$) refers to the local minimum point. Key temporal points segment the global TS into subparts, each of which indicates a growth cycle. To search for $p_k$, we traverse the NDVI_{filter} points in the order from lowest to highest. First, the TS data points are sorted in ascending order (Figure 6). As shown, point 25 (Figure 6a) is the lowest and is marked as $p_{k1}$ (Figure 6b). Then, the other points are traversed to search for $p_{k2}$. If the point pair [$p_{k1}$, $p_i$] satisfies the following demands, $p_i$ is marked as $p_{k2}$: the time span between $p_{k1}$ and $p_i$ is longer than 90 days, which indicates a whole growth cycle, and the local amplitude is greater than 0.2. In that instance, point 1 (Figure 6a) meets the required conditions and is marked as $p_{k2}$. After that, the identification of $p_{k3}$ follows. Consequently, we can identify all key temporal points. As shown, the one-year NDVI TS of the double-season cropland contains three key temporal points, taking the whole TS into two adjacent subparts.

![Figure 6. (a) The NDVI_{filter} labeled with the observation sequence. (b) The NDVI_{filter} labeled with the sorted orders and the identified key temporal points.](image)

4. Weighted double-logistic function fitting

We use the weighted double-logistic function (WDL) function to fit the data points of each local segment. The difference of WDL and normal double-logistic (DL) method is that, in the proposed method, the importance of cloud-free data is enhanced, while the weights of contaminated data are lowered. The main problem to be solved is to find the optimized double-logistic function parameters ($p = [a_1, b_1, c_1, d_1, a_2, b_2, c_2, d_2, e]$) to model the growth process:

$$y = \frac{c_1}{1 + e^{d_1 + c_1}} + d_1 + \frac{c_2}{1 + e^{d_2 + c_2}} + d_2 - e,$$  \hspace{1cm} (4)

The parameter derivation includes two steps: The initiation step and the iteration step, as shown in Figure 7.
The identified key temporal points (red triangles) and local maximum points (black inverted triangles) have been marked. (b) The local fitting results after the optimization process.

- **Initiation step:** The aim of the initiation step is to find a set of parameters which can approximately model the local TS with double-logistic function. The vegetation growth activity can be separated into two main parts (Figure 7a), namely, the growing part (from \( T_s \) to \( T_{\text{max}} \)) and the declining part (from \( T_{\text{max}} \) to \( T_r \)) (Equation (5)):

\[
\begin{align*}
    f_1 &= \frac{c_1}{1+e^{(c_2-t_1)}} + d_1, \quad T_s \leq t \leq T_{\text{max}} \\
    f_2 &= \frac{c_2}{1+e^{(c_2-t_1)}} + d_2, \quad T_{\text{max}} < t \leq T_r
\end{align*}
\]

where \( d \) and \( c + d \) denote the minimum value (\( \min(f) \)) and maximum value (\( \max(f) \)), respectively; \( c \) indicates the local amplitude; and \( a \) and \( b \) determine the shape and slope of the logistic function graph, respectively. The subscripts 1 and 2 identify the parameters of the growing and declining parts, respectively. In the retrieval of these unknown parameters, the initial \( d \) and \( c \) are assigned as \( \min(f) \) and \( \max(f) - \min(f) \), respectively. Thus, the principal problem is to derive parameters \( a \) and \( b \).

Considering the different weights of each of the data points, we transform the non-linear fitting problem into a linear one by a function transformation as \( a_1 + b_1 t = \ln \left( \frac{c_2}{c_1} - 1 \right) \). Furthermore, the weighted least squares (WLS) method is applied to solve the analytic expression of the logistic function for each part (\( f_1 \) and \( f_2 \)). It aims to minimize the weighted sum of squared residuals between the observed dependent variables and the predicted values:

\[
\arg\min_{\beta} \sum_{i=1}^{m} w_i | y_i - \sum_{j=1}^{n} X_{ij} \beta_j |^2 = \arg\min_{\beta} W^{1/2} \| y - X \beta \|_2^2,
\]

where \( \beta = \left[ \begin{array}{c} a \\ b \end{array} \right] \); \( X = \left[ \begin{array}{c} 1 & X_{11} \\ \vdots & \vdots \\ 1 & X_{m1} \end{array} \right] \), where \( X_{m1} \) is the actual independent variable data; \( y \) is \( \left[ \begin{array}{c} y_1 \\ \vdots \\ y_m \end{array} \right] \), where elements are from the transformed dependent values \( \ln \left( \frac{NDVI_{\text{interp}}}{d} - 1 \right) \); \( m \) is the number of data points of \( NDVI_{\text{interp}} \); \( n \) is the number of parameters to be solved (\( n = 2 \)); \( W = \left[ \begin{array}{ccc} w_1 & 0 & 0 \\ 0 & \ddots & 0 \\ 0 & 0 & w_m \end{array} \right] \), which is the diagonal weight matrix where the elements are from \( W_{\text{interp}} \). The gradient Equation (6) for the weighted squared sum leads to the solution of coefficient \( \beta \).

After that, they are connected and expressed by a DL function (Figure 7a) in the form of Equation (4), where \( e = \max(c_1 + d_1, c_2 + d_2) \).

However, the generated results not only change the exact values of the original observations, but also alter the original seasonal variations of vegetation growth.
• **Iteration step:** Based on the initiated performance, the optimizing process is continued to promote the overall fitting effect. The aim is to maintain original observations and seasonal variations by minimizing the weighted sum of residual squares between the preprocessed data and the estimates (Equation (7)):

$$
\min \chi^2 = \min \sum_i w_i |y(t_i|ps) - y_i|^2,
$$

where \( ps = [a_1, b_1, c_1, d_1, a_2, b_2, c_2, d_2, e] \). The Gauss-Newton algorithm is applied to solve the nonlinear squares problem with nine unknown parameters. During the iteration step, \( c_1, d_1, c_2 \) and \( d_2 \) are fixed, and \( p = [a_1, b_1, a_2, b_2, e] \) is noted as a changeable parameter set that needs to be optimized. For the convenience of expression, \( p \) is written as \( p = (p_1, p_2, ..., p_{12})^T \). The basic item of the parameter increment \( \Delta p \) is

$$
\Delta p = (J^TW)^{-1}J^Tr,
$$

where \( J = \begin{bmatrix}
\frac{\partial h(x|p)}{\partial p_1} & \cdots & \frac{\partial h(x|p)}{\partial p_M} \\
\vdots & \ddots & \vdots \\
\frac{\partial h(x|p)}{\partial p_1} & \cdots & \frac{\partial h(x|p)}{\partial p_M}
\end{bmatrix}, \ W = \begin{bmatrix}
w_1 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & w_N
\end{bmatrix}.
$$

\( J \) is a Jacobian matrix, which consists of the partial derivatives of the current model parameters; \( r \) is the residual data; \( W \) is the diagonal matrix, with entries from the current weight series. The initial \( W \) is determined by the weight series \( W_{pre} \). In each iteration step, the parameters are updated as:

$$
p \leftarrow p + \Delta p \ast \alpha,
$$

where the step length \( \alpha \) is set as 0.05. Meanwhile, the weight matrix is also iteratively reassigned as

$$
w_i = \begin{cases}
\frac{1}{(\hat{y}_i - \hat{y}_i)^T}, & \hat{y}_i - \hat{y}_i > \lambda_L \\
\frac{1}{\lambda_L^T}, & \hat{y}_i - \hat{y}_i \leq \lambda_L
\end{cases},
$$

where \( y_i \) is the observed NDVI value, \( \hat{y}_i \) is the predicted value and \( \lambda_L \) is the median of the absolute residuals. A data point with small absolute residual is assigned with a higher weight. The weight of the outlier \( (\hat{y}_i - y_i > \lambda_L) \) can be effectively decreased through the thresholding strategy.

The iteration steps are terminated when the following conditions are satisfied: The mean squared errors (MSE = \( (\hat{y}_i - y_i)^2 / N \)) between the last two iterations ((\( k - 1 \)th and \( k \)th) are almost identical: \( |MSE_k - MSE_{k-1}| < 10^{-9} \). The last iteration (the \( k \)th) reaches the optimized result (Figure 7b).

### 3. Results

We compared the proposed method with two representative TS filtering methods: The S-G and HANTS methods. Generally, for the S-G filter, a higher window size and a lower polynomial degree can well fetch the main temporal trend of the TS at the expense of smoothing the turning points. By contrast, a lower window size and a higher polynomial degree may overfit the TS and retain redundant noises. In our comparison experiments, we set the polynomial degree as three, and set the window size as three and five in two individual experiments, which are marked as SG-WS3 and SG-WS5, respectively. The HANTS algorithm smooths the TS by superimposing a series of sines and cosines and an additive item. More frequency components may bring more noise to the filtering effects. Three and five frequencies are selected from the Fourier spectrum in two comparison experiments, which are marked as HANTS-Freq3 and HANTS-Freq5, respectively. For the convenience of comparing these results clearly, SG-WS3 and HANTS-Freq5 are shown below. The qualitative and quantitative assessment results are presented as follows.
3.1. Qualitative Assessment

As shown in Figure 8, these three representative methods can generally capture TS temporal trends well, but differences exist in the details.

![Figure 8. Filtering results of the Savitzky-Golay (S-G), harmonic analysis of time series (HANTS), normal DL and proposed methods. The green circles show the original, non-cloudy observations, and the severely atmospherically-contaminated data points have been discarded. The results include various land cover types in the study areas: Including broadleaved deciduous forest, broadleaved evergreen forest, needle leaved deciduous forest, needle leaved evergreen forest, irrigated cropland, and rain fed cropland with one or double seasons, mosaic tree and shrub/herbaceous cover, mosaic cropland/natural vegetation, and grassland.](image-url)
For a TS (e.g., Figure 8a,j,o) in a simple form with a single peak or little noise, the three methods perform well. When these methods are applied to complex TS (e.g., Figure 8f,g,i,m), which have double peaks or interference points, various filtering effects emerge. Compared to the proposed WDL method, the normal DL method cannot identify the cloud-contaminated data points, and the filtering result is greatly affected by the interference points, generally flattening high points (e.g., Figure 8f,g,k). As a result, significant vegetation growth information is lost, the original shape of the curve cannot be preserved well, and the growth durations are shorter than the original observations show (e.g., Figure 8g,n). For TS (e.g., Figure 8i,l) that represent double growth seasons, the HANTS method can capture the main temporal trend, but it flattens important peak points and wrongly raises successive low points, making the presented phenological characteristics unreliable (e.g., Figure 8i,l). Additionally, the component number coefficient has influence on the filtering effects. Coefficients should be adjusted for different situations, or the improper excessive components may produce nonexistent growth cycles (Figure 8b,c). HANTS has the advantage of capturing main temporal dynamics, but the proper coefficient is difficult to determine. As for S-G filtering results, the S-G method can smooth out abnormal slight fluctuations, and the produced TS is close to the original dynamic trend. Nevertheless, outliers bring much inaccuracy to S-G filtering effects (e.g., Figure 8f,g,k,m).

In our proposed WDL method, the segmentation procedure can effectively avoid a smoothing off of transitional low points (e.g., Figure 8i,l), and the weight reassignment strategy iteratively reduces the weights of the low points, and then successfully identifies outliers which are missed out in the preprocessing procedure (Figure 8f,n). On the contrary, when solving the uncertain points, this HANTS method is implemented by substituting outliers with newly predicted values. The drawback of the substitution is that if the new value deviates from the real seasonal variability, it may lead to a more deviating tendency.

3.2. Quantitative Assessment

The quantitative assessment method proposed by Hird et al. ([16]) was used to compare the de-noising performance of different TS filtering techniques. First, by means of computing averages of the filtered TS obtained from different methods (WDL, HANTS-Freq5 and SG-WS3), the synthesized ideal model was generated. Then we introduced various levels of noise to the ideal model. Specifically, low, medium and high levels of noise represent that 10%, 40% and 70% of the TS data points were respectively reduced by a random selection of 5%–50%, with an interval of 5%. The additions of noise simulated the TS under various contamination situations. Finally, these filtering methods were performed on the newly generated noised TS, and RSME was used to make a quantitative assessment of their de-noising abilities.

Table 2 shows the RMSE statistics for the three filtering methods after introducing different levels of noise into the original observed NDVI TS. These methods perform best when de-noising the TS with low level of noise. The noise reduction ability of WDL proves the best among the three methods because of the lowest RMSEs, on each situation with different levels of noise. Compared to T50SMB and T49REQ, WDL obtains the lowest RMSEs in the T51UVU, since that the dominant vegetation is the needle leaved deciduous forest, which has obvious phenological characteristics. The simple form of NDVI TS brings convenience to the noise reduction.
Table 2. RMSE statistics for these de-noising methods.

| Study Area | Method | Levels of Noise |
|------------|--------|-----------------|
|            |        | Low  | Medium | High  |
| T50SMB     | WDL    | 0.046| 0.069  | 0.089 |
|            | S-G    | 0.051| 0.088  | 0.115 |
|            | HANTS  | 0.058| 0.088  | 0.114 |
| T51UVU     | WDL    | 0.039| 0.061  | 0.083 |
|            | S-G    | 0.043| 0.081  | 0.112 |
|            | HANTS  | 0.055| 0.084  | 0.119 |
| T49REQ     | WDL    | 0.049| 0.074  | 0.098 |
|            | S-G    | 0.053| 0.095  | 0.129 |
|            | HANTS  | 0.053| 0.093  | 0.126 |

3.3. Reconstruction of High-Quality NDVI Time Series

In this section, the proposed method is applied in a subset of the TS data set of tile T50SMB. According to a field survey in the study area, we collected the information about crop type, agricultural management like sowing date and growth stages of the crops. It is shown that this area is covered by paddy rice and the vegetation phenology is similar around. The remotely-sensed image acquired on August 28 is contaminated by clouds (Figure 9a). The atmospheric disturbance makes the NDVI values of the severely contaminated pixels extremely low (Figure 9b,c), and thus, the surface information is severely obscured. The WDL method reconstructs a high-quality NDVI TS, and the NDVI values of the cloud-contaminated pixels are successfully recovered (Figure 9d). The similar values between the cloud-free pixels and the cloud-contaminated pixels can further indicate the effectiveness and applicability of the proposed method.

Figure 9. Comparison between the original NDVI and the reconstructed NDVI values.
4. Discussion

4.1. The Fidelities of High Data Points

In this part, the fidelities of the methods are compared, which is implemented by statistics of residuals between the estimated and observed values. Obviously, high data points indicate the maturity stage of vegetation, while low data points represent the soil background or the cloud contamination. As shown by the qualitative assessment in the Results, the performance of the S-G and HANTS methods are greatly affected by contaminated data points, and in the filtered TS, high points cannot be well captured because of the neighboring contaminated data points. It caused the flattening of high data points, and may further cause error in the estimation of growth duration. Thus, for the sake of quantifying their abilities of maintaining high data points, we performed a quantitative method to describe the fidelities of high data points for these filtering techniques. They are evaluated in three study areas where the dominant vegetation types are different. Specifically, 548 broadleaved evergreen forest points in the T49REQ tile, 855 cropland points in the T50SMB tile and 752 needle leaved deciduous forest points in the T51UVU tile, are selected. It is obvious that even for the same land cover type, the vegetation may have various phenological characteristics and show different seasonal variability. The residuals between the estimated and observed values for the five highest (Top5 high) observation values are selected and analyzed. A positive residual indicates overestimation, while a negative residual indicates underestimation. The bars and whiskers in Figure 10 indicate the quantiles and value ranges, respectively. Figure 10 shows that compared to the other two methods, the WDL method yields median residuals that are generally closest to zero, and the bars are shorter for several of the highest values. The WDL method demonstrates its more stable performance in maintaining high values, which is also indicated by Table 3.

![Figure 10](image-url)

**Table 3.** RMSE statistics of Top5 high points for the three methods.

| Study area | Method    | RMSE for Top5 high points |
|------------|-----------|---------------------------|
|            |           | 1 | 2 | 3 | 4 | 5 |
| T50SMB     | WDL       | 0.053 | 0.044 | 0.033 | 0.037 | 0.040 |
|            | S-G       | 0.059 | 0.060 | 0.059 | 0.059 | 0.073 |
|            | HANTS     | 0.077 | 0.084 | 0.086 | 0.088 | 0.101 |
| T51UVU     | WDL       | 0.093 | 0.046 | 0.034 | 0.041 | 0.041 |
|            | S-G       | 0.073 | 0.049 | 0.050 | 0.064 | 0.073 |

Figure 10. Cont.
overestimation, while a negative residual indicates underestimation. The bars and whiskers in Figure 10 indicate the quantiles and value ranges, respectively. Figure 10 shows that compared to the other two methods, the WDL method yields median residuals that are generally closest to zero, and the ability performance in maintaining high values, which is also indicated by Table 3.

Figure 10. Method comparison results of the three techniques in three study areas. (a–c) show the NDVI residuals of Top5 high data points. The numbers along the x-axis represent the order from low to high values. (d–f) show the example points.

Table 3. RMSE statistics of Top5 high points for the three methods.

| Study Area | Method | RMSE for Top5 High Points |
|------------|--------|---------------------------|
|            |        | 1  | 2  | 3  | 4  | 5 a |
| T50SMB     | WDL    | 0.053 | 0.044 | 0.033 | 0.037 | 0.040 |
|            | S-G    | 0.059 | 0.060 | 0.059 | 0.059 | 0.073 |
|            | HANTS  | 0.077 | 0.084 | 0.086 | 0.088 | 0.101 |
| T51UVU     | WDL    | 0.093 | 0.046 | 0.034 | 0.041 | 0.041 |
|            | S-G    | 0.073 | 0.049 | 0.050 | 0.064 | 0.073 |
|            | HANTS  | 0.081 | 0.059 | 0.067 | 0.082 | 0.089 |
| T49REQ     | WDL    | 0.028 | 0.030 | 0.033 | 0.047 | 0.042 |
|            | S-G    | 0.052 | 0.061 | 0.074 | 0.082 | 0.094 |
|            | HANTS  | 0.062 | 0.078 | 0.087 | 0.099 | 0.107 |

Table 3 shows that the HANTS filtering method performs worst, since the residuals are lower than the others, which means it can hardly trace the original NDVI observations. In respect to the S-G methodology, the effect of the S-G method should closely approach the original time series. However, it shows that the results of the S-G smoothing method always deviate from the original high values, although it appears to be slightly better than HANTS. These conclusions are consistent with the results in Figure 8.

In these study areas, there exist various time profile forms for the vegetation in the study areas, including a double-peak form for cropland with a two growth cycle, a one-peak form for needle leaved deciduous forest, and successive high NDVI values with slight dynamic changes for broadleaved evergreen forest. The WDL methods shows absolutely higher performance in the fidelity of high data points than the other methods because of the low RMSEs.

4.2. Discussion of the Number of Iterations

As analyzed in the methods section, more iterations for searching the optimal parameter set can make the model approach the optimized result more closely, but take more computing time. In this section, we quantitatively evaluate the effect of iterations on the fitting accuracy and the computing time. The RMSEs of the estimated and observed values are applied as indicators of the model performance. Specifically, the RMSE is the mean value for the test points, and the computing time is the total value. Figure 11a. indicates that the RMSE declines rapidly in the first few iterations and then changes slowly. The RMSE decreases from an initial status of 0.113, and terminates with a result of 0.045. The iterations
produce a decrease of 0.068 for the RMSE and take 45.081 s (Figure 11b). Figure 11b shows that the computing time is nearly proportional to the number of iterations. However, a small sacrifice to the fitting accuracy can save much time.

**Figure 11.** (a) Relationship between the Root Mean Squared Error (RMSE) and the number of iterations. (b) Relationship between the computing time and the number of iterations.

For instance, if the iterative processes are terminated when the decrease reaches 95%, they take only 30.515 s. Similarly, much more time can be saved when the threshold is set to 90%. The above quantitative analysis result provides information on how to set an appropriate number of iterations in later use.

5. Conclusions

The NDVI TS has been widely used in land-surface dynamics monitoring. However, atmospheric disturbances and other influencing factors cause noise and obscure further applications of the NDVI TS. Taking the Sentinel-2 NDVI TS data set as an example, this paper proposes applying the weighted double-logistic method to reconstruct a high-quality NDVI TS data set with medium spatial resolution.

First, the preprocessing procedure is performed as a fundamental step, which produces highly intensive NDVI time profiles in which obvious outliers have been preliminarily filtered out. Then, the rule-based strategy is adopted to identify key temporal points that segment global TS into local parts. Then, the data points of each local part are fitted using the WDL function. In the iteration steps for searching the optimized parameter set, cloud-contaminated data are assigned with low weights, and cloud-free data play larger roles.

The proposed method has at least three advantages: First, the introduction of weighted data into the filtering process effectively recognizes abnormal low outliers and enhances the importance of reliable data points. By contrast, without weight, the normal DL filtering method is likely to raise low values and flatten high values. Second, in comparison with the S-G and HANTS filtering methods, the newly developed method can identify significant turning points and acquire a local optimization of each growth season. By comparison, the S-G method is likely to flatten important turning points due to its methodology, and the HANTS result tends to deviate far from the original TS shape and amplitude, especially for curves with complex forms. Third, according to quantitative assessment, the proposed method can well maintain high values.

The limitations of the proposed method mainly exist in the following aspects: On the one hand, the cloud indicator CLD is applied to weight the data points in the research. However, sometimes it cannot accurately represent the effects that are caused by disturbance factors. On the other hand, when filtering the NDVI TS of vegetation, the dynamic changes of which are slight, the method can hardly capture the variations.
In summary, the proposed methods make contributions on generating a high-quality NDVI time series based on medium-resolution remote sensing images. The reconstructed NDVI time series is significant for monitoring the seasonal variability of vegetation, and the dynamic change of land surface.
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