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Introduction. – Escape of a particle from a metastable potential well is one of the most celebrated problems in statistical physics [1]. The escape problem was first conceived and studied by Kramers to model the rate of chemical reactions [2]. In the classical escape problem, which includes only thermal fluctuations, the escape rate decreases exponentially with the barrier height.

The classical trap model has been generalized to include fluctuations other than thermal fluctuations [3–7]. Such a scenario arises naturally in active gels [8,9], in which embedded tracer particles are subjected to both thermal fluctuations and motor-induced, athermal fluctuations [10], and for active particles [11–17]. While one models the thermal fluctuations in the usual fashion as white Gaussian noise, the other noise is often described as a colored noise to model the effect of active, athermal fluctuations. The presence of an additional noise can dramatically modify the escape dynamics of a particle [10,18–20].

Here we explore the escape dynamics of a single Brownian particle from a potential well subjected to two noises with different strengths along different spatial directions, i.e., acting on the different Cartesian components of the momentum vector. Such a system constitutes a primitive Brownian engine composed of a gyrating Brownian particle [21]. This kind of anisotropic driving can be experimentally realized by applying a strongly fluctuating electric field to a charged Brownian particle in one direction mimicking the role of an additional temperature [22]. We show that breaking the spatial symmetry via two different noises results in anisotropic escape dynamics; more particles escape the potential well along the axis with larger noise strength which we refer to as the hot axis. This gives rise to a large tunability of the escape time by the difference between noise strengths. However, when the particle is further subjected to Lorentz force due to an
external magnetic field, we show that the spatial symmetry is restored in the limit of large magnetic fields; the escape is driven by an effective noise with the average strength of the two noises. This is attributed to the Lorentz-force–induced coupling between the spatial degrees of freedom which makes the difference between noise strengths irrelevant at high magnetic fields.

In a spatially isotropic Brownian magneto-system, the Lorentz force slows down the escape dynamics via a trivial rescaling of the diffusion coefficient (see [23,24] and the data in the Supplementary Material SupplementaryMaterial.pdf (SM))¹ without affecting the exponential dependence on the barrier height. In contrast, in an anisotropically driven system, a magnetic field affects the dynamics in a qualitatively different way [25]. While curving the trajectory of a particle, there also occurs energy transfer in form of heat from the hot source to the cold source, which is mediated by the magnetic field [26]. As a consequence, at large magnetic fields, the two spatial degrees of freedom become identical regardless of the difference between noise strengths. In general, it is difficult to study the escape problem in a multidimensional potential well. Here we use an asymptotic method to compute the mean escape time for a large barrier height, obtaining an explicit analytical prediction.

Anisotropically driven Brownian magneto-system. – We consider a Brownian magneto-system, which is made of a single diffusing particle of the charge $q$ and mass $m$ in the presence of a constant magnetic field $B$ in the $z$-direction. The $x$ and $y$ positions of the particle, which we indicate in the vectorial form $\mathbf{r} = (x, y)^\top$, are coupled to noises with different strengths proportional to $T_x$ and $T_y$, respectively (see fig. 1). The transpose is indicated by $\top$. Since the Lorentz force does not affect the motion of the particle in the direction of the applied magnetic field, we effectively investigate a two-dimensional system in the $xy$ plane.

The dynamics of the particle with velocity $\mathbf{v} = (v_x, v_y)^\top$ which is trapped in a potential in the form of $V(\mathbf{r}) = \frac{1}{2} \mathbf{r}^\top \cdot \mathbf{U} \cdot \mathbf{r}$ can be described by the following underdamped Langevin equation:

$$m\ddot{\mathbf{q}}(t) = -\hat{F} \mathbf{q}(t) + \mathbf{ξ}(t), \quad (1)$$

where $\mathbf{q}(t) = (x(t), y(t), v_x(t), v_y(t))^\top$ and $\mathbf{ξ}(t) = (0, 0, \xi_x(t), \xi_y(t))^\top$ is Gaussian white noise with zero mean and time correlation $\langle \mathbf{ξ}(t) \mathbf{ξ}^\top(t') \rangle = 2\gamma^2 T \delta(t - t')$, where $\gamma$ is the friction coefficient. Throughout the paper we set the Boltzmann constant $k_B$ to unity. For an isotropic potential $\mathbf{U} = k \mathbf{r}^2$ with $k$ being the stiffness of the potential. Length and time are measured in units of $\sqrt{T/k}$ and $\gamma/k$, respectively. Here $T = (T_x + T_y)/2$ where $\gamma T$ is the average strength of the noises. Here $\hat{T} = \text{diag}(0, 0, T_x, T_y)$ is a diagonal matrix and the matrix $\hat{F}$ is defined as

$$\hat{F} = \begin{pmatrix} 0 & -m\hat{G} \\ \hat{G} \end{pmatrix}, \quad \text{where } \hat{G} = \gamma \begin{pmatrix} 1 & -\kappa \\ \kappa & 1 \end{pmatrix}. \quad (2)$$

Here $\hat{I}$ is the identity matrix and $\kappa = qB/\gamma$ is the diffusive Hall parameter which quantifies the strength of the Lorentz force relative to the frictional force. Note that the hat over the symbols indicates the matrices and the vectors are shown by bold symbols.

We are interested in the overdamped dynamics of the particle. Usually this is done by setting the inertia term in eq. (1) to zero. However, in the presence of a magnetic field, this yields an incorrect description of the overdamped dynamics [27,28]. A careful small-mass limit of the Langevin equation reveals that the overdamped dynamics, though diffusive in nature, are described by an unusual odd-diffusion tensor that has both even (diagonal) and odd (off-diagonal) elements. We note that the variance of the particle position is determined only by the even part of the diffusion tensor [24,25]. The odd part of the tensor, which has its origin in the broken time reversal symmetry due to the magnetic field, gives rise to additional Lorentz (rotational) fluxes which are missed if one takes the route of setting the inertial term to zero. The Lorentz fluxes can play a crucial role in the dynamical properties of Brownian systems [24,25].

**Escape from an isotropic trap.** – We consider a trapped particle in an isotropic potential $V(\mathbf{r})$ and postulate that the particle escapes the trap when it reaches the boundary, truncated at $r = a$, where $r = |\mathbf{r}|$ is the distance from the origin, as shown in fig. 1. An exact calculation of the mean escape time is possible in a single temperature magneto-system, as derived in details in the SM, taking advantage of the spatial isotropy. However,
in an anisotropically driven magneto-system, the broken spatial symmetry prevents such an approach. We therefore use an asymptotic method to investigate the escape dynamics in our Brownian magneto-system. We assume that the barrier height \(\Delta E = \frac{1}{2}ka^2\), is sufficiently large that the particle leaks out slowly across the trap and settles into a quasistationary state: the escape is a Poisson process with the inverse rate of mean escape time \(t_{\text{esc}}\). The quasistationary probability density is given by \(P(r, t) \sim \rho_{ss}(r) e^{-t/(t_{\text{esc}})}\) where \(\rho_{ss}(r)\) is the steady-state probability density obtained in the limit of \(a \to \infty\) which we have obtained in previous works \([25,26]\) and in the SM.

The total outgoing flux at \(r = a\) is given by \(J(t) = -\frac{d}{dr} \int_0^{2\pi} P(r, \theta, t) r dr d\theta\) where \(P(r, \theta, t)\) is the quasistationary probability distribution in the polar coordinates. The outgoing flux can be alternatively defined as the probability \(\int_0^{2\pi} \rho_{ss}(a, \theta) e^{-t/(t_{\text{esc}})} d\theta\) to be on the boundary at time \(t\), times the velocity of the fluctuation path leading to the boundary \([10,29]\). Using the two equivalent definitions of the outgoing flux the mean escape time is equal to the inverse of the stationary-state probability density on the boundary besides a prefactor. The prefactor can be determined from the exact analytical result for a spatially isotropic magneto-system, as shown in the SM. By doing so, we obtain the mean escape time (see the SM), which can be written as

\[
(t_{\text{esc}})^{-1} \approx \frac{2}{1 + \kappa^2} \sqrt{\frac{\delta_E^2}{1 - \delta_\kappa^2}} e^{-\frac{\delta_E}{\gamma/k}} I_0 \left( \frac{\delta_E}{1 - \delta_\kappa^2} \right),
\]

where \(I_0(x)\) is the modified Bessel function of the first kind of the order zero, \(\delta_E = \Delta E/\bar{T}\) is the scaled barrier height, and

\[
\delta_\kappa = \frac{\Delta T}{2T\sqrt{1 + \kappa^2}}
\]

is a dimensionless parameter quantifying the difference between the noise strengths, \(\gamma\Delta T\) relative to the average noise strength, \(\gamma\bar{T}\) scaled by \(2\sqrt{1 + \kappa^2}\) where \(\Delta T = T_0 - T_x\).

In a spatially isotropic system the mean escape time in eq. (3) reduces to the familiar expression from Kramers theory \((t_{\text{esc}})^{-1} \approx (1 + \kappa^2)^{-1} \Delta E \exp(-\delta_E)\), as shown in the SM. In the general case of two different noises, the escape time also depends on the difference between the strengths of noises via the parameter \(\delta_\kappa\). For a fixed \(\kappa\), increasing the noise strength difference accentuates the spatial anisotropy of the escape dynamics. However, in the limit of large magnetic fields \(\delta_\kappa \to 0\), independent of the difference between the two noises, in which case one again obtains the Kramers escape rate for a spatially isotropic system with temperature \(\bar{T}\). The \(\kappa\)-governed crossover from anisotropic to isotropic escape can be qualitatively understood as follows. The Lorentz force curves the trajectory of a moving particle. However, since the two spatial degrees of freedom are subjected to noises with different strengths, the curving of the trajectory also results in energy transfer in the form of heat from the hot source to the cold one. Consequently, in the limit of large magnetic fields, the two spatial degrees of freedom become identical regardless of the difference between noise strengths.

To validate our theoretical predictions we perform Brownian dynamics simulations using the Langevin equations of motion. It has been shown that the overdamped Langevin equation for Brownian motion in the presence of a magnetic field can give rise to unphysical values for velocity-dependent variables such as fluxes \([28]\). Therefore, we use the underdamped Langevin equation, given in eq. (1), with a sufficiently small mass. In the simulation, we use \(dt = 5 \times 10^{-7}\gamma/k\). The choice of \(dt\) is based on the following consideration. In a single integration step, the change in velocity due to the noise is of the order \(\sqrt{dt/\gamma/m^2}\) where \(i = x, y\). This should be much smaller than the typical velocity that scales as \(\sqrt{T/m}\). This yields \(dt \ll m/\gamma\). For the choice of mass \(m = 10^{-3}\gamma^2/k\), this yields \(dt \ll 10^{-3}\gamma/k\). We consider a total number of particles of 1000.

Figure 2 shows the mean escape time as a function of the diffusive Hall parameter \(\kappa\) for different values of the scaled barrier height \(\delta_E\). The data are obtained from simulations of a system with \(\bar{T} = 3.0\) and \(\Delta T = 2.0\). Our theoretical predictions are in good agreement with the simulation results. In the SM we show that the large barrier approximation of the exact expression for escape time in a single temperature system is highly accurate compared to the known Kramers results when the expression is scaled by an empirical factor 1.2. We use the same factor in our asymptotic approach and observe that our theoretical predictions are in good agreement with the simulation results.
Fig. 3: The mean escape time as function of the scaled difference between the two noise strengths δκ for different barrier heights. Solid lines show the results from the theoretical prediction in eq. (3) and the symbols depict the simulation results. While a small δκ corresponds to either large magnetic fields or noises with the same strength, δκ → 1 corresponds to either small magnetic fields or large difference between the strengths of the two noises. Simulation data is obtained for ΔT = 1.0, 2.0, 3.0, 4.0, 5.0 with ̄T = 3.0. The diffusive Hall parameter varies from 0.0 to 10.0. The dashed lines show the saturation to the system with temperature ̄T corresponding to either two noises with the same strength or large-magnetic-field limit. The inset shows the angular distribution for δκ = 0, 0, 0.5, 2.0, 10.0 from left to right, respectively. In the absence of a magnetic field the particle mostly escapes along the y-axis due to the broken spatial symmetry via the two noises with different strengths.

While in the limit of large magnetic fields the overall trends of the curves are determined by the prefactor 1 + κ2, as shown in fig. 2 by dashed lines, it deviates from this prefactor for small magnetic fields. In other words, while the anisotropic driving of the system affects the escape dynamics for small magnetic fields, the spatial symmetry is restored in the limit of large magnetic fields.

Figure 3 shows the scaled mean escape time as a function of the parameter δκ. The Brownian dynamics simulation has been done for systems with ΔT varying from 1.0 to 5.0 and the same noise strength average such that ̄T = 3.0. The diffusive Hall parameter is varying from κ = 0.0 to 10.0. In the limit of large magnetic fields or small temperatures, the noise strength difference parameter δκ → 0. Small magnetic fields or large noise strength difference correspond to δκ → 1. The scaled mean escape time decreases with increasing parameter δκ. The dashed lines show the saturation to a system with temperature ̄T corresponding to two noises with the same strength or alternatively to large-magnetic-field limit. In the inset, we show the angular distribution from simulations for different values of the diffusive Hall parameter. As can be seen, in the absence of a magnetic field the particle mostly escapes along the y-axis due to the broken spatial symmetry via the two different noises. The escape becomes symmetric in the limit of a large magnetic field, namely the difference between the two noise strengths becomes irrelevant.

Conclusions. — We studied the escape dynamics in an anisotropically driven Brownian magneto-system. We derived an approximate expression for the mean escape time taking into account two noises with different strength along different spatial directions. We showed that Lorentz force induces a coupling between the spatial degrees of freedom which, in the limit of large magnetic fields, restores the spatial symmetry; the two spatial degrees of freedom become identical regardless of the difference between the two noise strengths.

While experimental realization of the proposed magneto-system might be particularly difficult in colloidal systems, it is more realistic in a complex plasma where extremely large magnetic fields can be generated [30]. In such a set up, not only can one study the escape dynamics, one can also measure the momenta governed energy flow between the hot source and the cold bath. Such heat currents have been predicted theoretically, however, the studies employed toy models in which a particle is coupled to multiple thermostats [31,32]. A complex plasma, with anisotropic driving, thus presents a potentially realizable system to study momenta governed heat currents. The anisotropic noise strength can also be realized by putting the charged object in contact with active particles that provide the noise. If the latter are propelling in an anisotropic way, as for instance on an anisotropic patterned substrate [33] or in a nematic liquid crystalline cell [34], their effect on the charged particle would realize an anisotropic noise strength. Other possible realizations in which a confined particle experiences random kicks in an anisotropic environment under the additional action of a Lorentz, Coriolis or Magnus force are also conceivable.

In future work we aim to extend our model to the escape through a narrow hole [35–37]. An interesting generalization would be to replace the isotropic potential by an anisotropic potential where the stationary state of the system is characterized by not only a non-Boltzmann probability distribution, but also additional Lorentz fluxes [26]. Also, it could be interesting to study the escape in an anisotropically driven Brownian magneto-system from a bistable state, which might be realized by trapping the particle using two optical tweezers [38]. Another study of interest would be a system in the presence of a fluctuating magnetic field where a new turnover is observed as a generic signature of the system [39,40]. Finally, our analysis might be applicable to other systems such as chiral colloidal microswimmers in parabolic potentials [41], active Janus particles in a complex plasma [42], and even rotating skyrmions [43,44].
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