Abstract

Triplet loss is a widely adopted loss function in ReID task which pulls the hardest positive pairs close and pushes the hardest negative pairs far away. However, the selected samples are not the hardest globally, but the hardest only in a mini-batch, which will affect the performance. In this report, a hard batch mining method is proposed to mine the hardest samples globally to make triplet harder. More specifically, the most similar classes are selected into a same mini-batch so that the similar classes could be pushed further away. Besides, an adversarial scene removal module composed of a scene classifier and an adversarial loss is used to learn scene invariant feature representations. Experiments are conducted on dataset MSMT17 to prove the effectiveness, and our method surpasses all of the previous methods and sets state-of-the-art result.

1 Introduction

Object re-identification (ReID) aims to associate a particular object across different scenes and camera views, such as in the applications of person ReID and vehicle ReID. Academic research is progressing in four major directions: image preprocessing, feature representation learning, metric learning, and ranking optimization [33, 32].

As for image preprocessing, data augmentation is crucial to ReID. Random cropping, padding, horizontal flipping and random erasing [34] are frequently-used methods which will increase the number and diversity of training samples. Grayscale patch replacement [7] is proposed to randomly replace a rectangular region of RGB pixels in the image with its corresponding grayscale counterpart, which has been proved effective.

As for representation learning, CNN-based [31, 13, 19, 24, 11] architecture has dominated for a long time until transformer-based [16, 3] methods appear. TransReID [9], a pure transformer method, has achieved state-of-the-art on many ReID benchmarks.

Metric learning often concentrates on designing powerful loss functions to extract robust feature embeddings. In addition to Softmax-cross-entropy, proxy-based loss and pair-based loss [10, 14, 25, 26, 27] are used to pull the same classes close and push the different classes far away. Some methods also use domain adaption to reduce domain gap for retrieving under different cameras.

In this report, we propose hard batch mining for ReID which mines the hardest samples globally to make triplet harder. Besides, an adversarial scene removal module composed of a scene classifier and an adversarial loss is used to learn scene invariant feature representations. The contributions are summarized as follows:

- We propose a hard batch mining method to mine the hardest samples globally to make triplet harder during training.
- We propose an adversarial scene removal module to learn scene invariant feature representations.
Figure 1: The main framework of HBReID. In the first few steps, it randomly sample \( P \) person to construct mini-batches. And then in the following steps, it samples the most similar classes given a random class ID according to the class similarity measured by the learnt class weights, then updates the model. This process is called hard batch mining, and it will iteratively run until the training is finish. Note that there is an adversarial scene removal module on top of the global feature \( x \). \( w^{C \times L} \) is the class weights of the last fully connected layer.

- Our method surpasses all of the previous methods and sets state-of-the-art result on MSMT17.

2 Related Work

2.1 Triplet Loss

In classification task and metric learning, Softmax-cross-entropy is a mainstream loss function to split the different class into different feature space. But it can’t handle far intra-class distance and close inter-class distance very well. Therefore, proxy-based loss [20, 14] and pair-based loss [28, 23] are used to pull the samples of the same class closer and to push the samples of different classes far away. Triplet loss is the most prominent approach that uses pair-based distance calculation for deep metric learning [28]. During training, a sample in a mini-batch is considered as an anchor, the distances of negative samples and positive samples with the anchor are calculated to select the closest negative samples and the furthest positive samples. Triplet loss minimizes the distance of the anchor-positive pairs and tries to maximize that of the anchor-negative pairs. But in most cases, the selected samples for triplet loss are not the hardest globally, but the hardest only in a mini-batch, which is suboptimal.

2.2 Domain Adaption

Domain adaption aims at learning from a source data distribution and well performing on a different (but related) target data distribution [15]. ReID can be regarded as a domain-variant problem because it retrieves the same person from diverse cam-
eras with various illuminations and viewpoints which are different at training and test phase. Learning domain-invariant feature representations to reduce the distance of different domains is a common method [8, 18, 35, 12]. Re-weighting the instances selected from a subset of two domains where they have smaller distance is also useful. Adversarial networks [5, 1, 2, 22] or simply an adversarial loss [6, 21] are also used to confuse networks to focus more on domain-invariant features.

3 Proposed Method

The proposed method is based on TransReID [9]. To further improve the performance, a hard batch mining method is proposed to sample closer classes to construct harder mini-batches during training. Meanwhile, an adversarial scene removal module is used to make the feature representations scene invariant. Figure 1 shows the main framework of the proposed method.

3.1 Hard Batch Mining

PK sampling is an effective sampling strategy in ReID. P classes are randomly selected at first, and then K images are randomly selected from each class, so that there are PK images in a mini-batch. For each sample in the mini-batch, the hardest positive and the hardest negative samples can be selected for triplet loss. However, the similarities between classes can be quite different. Some classes are extremely similar while some are obviously dissimilar. Random sampling P classes per mini-batch directly is a limitation for further hard mining. In this report, we sample P classes with the highest similarity so that the hardest anchor-negative pairs can be mined for triplet loss to improve the discrimination of similar classes.

Inspired by DAM [29], the weights \( w \in \mathbb{R}^{C \times L} \), where \( C \) is class number, and \( L \) is the length of classified embedding) of the last fully connected layer are used to get the pairwise similarity between classes. Mathematically, a feature \( x_i \) is projected onto all weight vectors \([w_1, ..., w_C]\) to determine its class, where \( w_i \) is a \( L \)-dim vector. Therefore, class weights can be used to represent the average feature of intra-class samples (class center), and the similarity between class weights can represent the distance between inter-classes. The class similarity \( s_{i,j} \) between class \( c_i \) and \( c_j \) can be defined as

\[
s_{i,j} = \cos(w_i, w_j)
\]

where \( \cos \) is the cosine similarity. The higher the value is, the more similar two classes are. The common approach is to select the most difficult samples from the current remaining data in each iteration to form a batch, but multiple similarity calculations affect the training speed. Inspired by the equidistant constraint in EET [30], when some samples have the closed same distance from a certain sample, these samples are always distributed closer. Therefore, for each epoch of training, we randomly select a class to calculate the similarity with other classes. Then all classes are sorted according to the similarity, and the sorted classes are constructed batch in turn for training. This batch sampling operation allows classes that are closer to each other to be optimized in a mini-batch, thereby improving the distance distribution between classes.

3.2 Adversarial Scene Removal

ReID task is to retrieve the same person in diverse cameras which are placed at different scenes with various illuminations and viewpoints. To remove the influence of scene types, a classifier with adversarial loss is designed following [4]. The motivation behind
Table 1: Performance on MSMT17 dataset with different data augmentations. CJ: color jitter, GB: gaussian blur, GT: gamma transformation, GS: grayscale patch replacement.

|          | Default | +CJ  | +GB  | +GT  | +GS  |
|----------|---------|------|------|------|------|
| mAP cmc1 | 68.8    | -3.5 | -0.6 | -0.3 | +0.8 |

This scene removal is that we want to learn feature representations for re-identification but invariant to different scene types. We learn a scene classifier $f_s$ on top of the global feature $x$ in an adversarial way. The adversarial loss $L_{adv}$ is defined as

$$L_{adv} = -\sum_{t=1}^{T} y_t \log(f_s(x))$$  (2)

where $T$ is the number of scene types and $y_t$ is scene label. The loss is adversarial because the scene classifier aims to minimize it, while the feature extractor tries to maximize it to confuse the classifier. In the end, one can’t tell the scene types from the feature, that is, the feature is scene invariant.

The total loss is then defined as

$$L_{total} = L_{ReID} - \lambda L_{adv}$$  (3)

where $\lambda$ is a positive coefficient to balance the scene adversarial loss.

4 Experiment

4.1 Implementation Details

The experiments are conducted on person ReID dataset MSMT17 [27]. All images are resized to $384 \times 128$. The batch size is set to 64 with 4 images per ID. SGD optimizer is employed with a momentum of 0.9 and the weight decay of 1e-4. The learning rate is initialized as 0.008 with cosine learning rate decay. All the experiments are performed with 4 Nvidia Tesla V100 GPUs. The initial weights of ViT are pre-trained on ImageNet-21K and then finetuned on ImageNet-1K. We evaluate all methods with Cumulative Matching Characteristic (CMC) curves and the mean Average Precision (mAP).

4.2 Data Augmentation

Data augmentation is crucial to ReID tasks. Proper augmentations can improve performance while improper ones could make it worse. We use the augmentations including horizontal flipping, padding, random crop and random erasing which are commonly used in ReID. Besides, another augmentation, grayscale patch replacement [7], is used to randomly select a rectangle region in an image and grayscale it, see Figure. 2. Experiments of other color distortion augmentations like color jitter, gaussian blur and gamma transform are reported in Table. 1, and the result indicates that grayscale patch replacement is effective.

4.3 Comparison with SOTA

The ablation studies and comparison with state-of-the-art methods are shown in Table. 2. The baseline here is our re-implementation of TransReID.
With grayscale patch replacement (GS), the mAP and cmc1 are improved by 0.8% and 0.5% respectively. Combined with GS, hard batch mining (HM) provides extra 0.5% mAP and 0.6% cmc1, and adversarial scene removal module (SR) provides extra 0.2% mAP and 0.6% cmc1 gains. Compared with SOTA methods, the proposed method provides overall 0.7% mAP and 0.8% cmc1 improvements. Further, with re-ranking, our method achieves 84.4% mAP and 89.9% cmc1, surpassing all of the previous methods and setting state-of-the-art result.

5 Conclusion

In this report, we propose hard batch mining for ReID to mine the globally similar classes to make harder mini-batches, which helps to improve the discrimination of similar classes. Besides, a scene removal module composed of a scene classifier and an adversarial loss is used to learn scene invariant feature representations. Experiments are conducted on dataset MSMT17 to prove the effectiveness, and our method surpasses all of the previous methods and sets state-of-the-art result. More datasets will be evaluated in the future.
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