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We compare different formulations of the generalized uncertainty principle that have an underlying algebraic structure. We show that the formulation by Kempf, Mangano and Mann (KMM) [Phys. Rev. D 52 (1995)], quite popular for phenomenological studies, satisfies the Jacobi identities only for spin zero particles. In contrast, the formulation proposed earlier by one of us (MM) [Phys. Lett. B 310 (1993)] has an underlying algebraic structure valid for particles of all spins, and is in this sense more fundamental. The latter is also much more constrained, resulting into only two possible solutions, one expressing the existence of a minimum length, and the other expressing a form of quantum-to-classical transition. We also discuss how this more stringent algebraic formulation has an intriguing physical interpretation in terms of a discretized time at the Planck scale.

I. INTRODUCTION

The idea of a generalized uncertainty principle (GUP), of the form

\[ \Delta x \gtrsim \frac{\hbar}{2\Delta p} + \text{const.} \times G_N \Delta p \]  \hspace{1cm} (1)

(where \( G_N \) is Newton’s constant), and its associated minimum resolvable length, emerges from the computation of scattering amplitudes in string theory at Planckian energies \cite{1–5} and from Gedanken experiment with black holes and Hawking radiation \cite{6, 7} (although the idea of a minimum length in gravity has a very long history, see \cite{8, 9} for historical discussions). In these frameworks, the term proportional to \( G_N \) corresponds to a first-order quantum gravity correction, valid in the limit \( \Delta p/(M_P c) \ll 1 \), where \( M_P = \sqrt{\hbar c/G_N} \) is the Planck mass. Therefore, Eq. (1) should be understood as

\[ \Delta x \geq \frac{\hbar}{2\Delta p} \left[ 1 + \beta_0 \left( \frac{\Delta p}{M_P c} \right)^2 + \mathcal{O} \left( \frac{\Delta p}{M_P c} \right)^4 \right] , \]  \hspace{1cm} (2)

where \( \beta_0 \) is a dimensionless constant [related to the constant appearing in Eq. (1) by const. = \( \beta_0/(2e^3) \)].

It is natural to ask whether there is an algebraic structure underlying the GUP, much as the canonical commutator \([x_i, p_j] = i\hbar \delta_{ij}\) underlies the standard Heisenberg uncertainty relation, and, in the affirmative case, if, under some reasonable assumptions, the algebraic structure is sufficiently constraining to determine (almost) uniquely the structure of the higher-order terms in Eq. (1). This question was first posed, and answered affirmatively, by one of us (MM) in \cite{10} (see also \cite{11}). A different answer to the same question was later provided by Kempf, Mangano and Mann (KMM) in \cite{12}.

In this paper we further elaborate on the algebraic formulations of the GUP. In section II we compare the MM and KMM formulations of the GUP, and argue that the former is more fundamental, as the resulting commutators satisfy the Jacobi identities in full generality, while, in the approach of KMM, it is implicitly assumed that the \( x_i \) are the coordinates of a spin-zero particle. If the existence of a minimum length should emerge from a fundamental theory of quantum gravity as a basic property of space-time, it must hold independently of the type of particle used to probe it, and, in this sense, the formulation in \cite{10} seems more suitable to emerge from a fundamental theory. As we will see, this formulation is also more restrictive, fixing uniquely (modulo a sign) the \([x_i, x_j]\) and the \([x_i, p_j]\) commutators, while the KMM approach involves an arbitrary function of momentum. Out of the two solutions allowed by the Jacobi identities in the approach of \cite{10}, only one describes the existence of a minimum length. The other, which differs in a crucial sign, was already mentioned in \cite{10}, but received little attention. In section III we will discuss the latter solution in more detail, and we show that it can be seen as describing a transition from quantum to classical mechanics, with all commutators vanishing at a critical energy. In section IV, elaborating on results presented in \cite{13}, we will see how the two solutions allowed by the Jacobi identities can be understood as emerging in a setting in which time becomes discrete at the Planck scale. In section V we will examine the effect of GUPs to composite objects, confirming previous results obtained in the KMM framework \cite{14}, that indicate a strong suppression of GUP effects at macroscopic scales when the deformed commutators are applied to the constituent particles. Some further generalization of the algebraic structure underlying the GUP are discussed in Section VI. Finally, section VII summarizes our conclusions.
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II. COMPARISON OF DIFFERENT ALGEBRAIC APPROACHES TO THE GUP

Let us begin by recalling the MM approach followed in Ref. [10] to find an algebraic structure underlying the GUP. One starts by assuming that: (1) the three-dimensional rotation group is not deformed, so the rotation generators $\mathbf{J}$ satisfy the undeformed commutation relations $[J_i, J_j] = i\epsilon_{ijk} J_k$, and coordinates and momenta satisfy the undeformed commutation relations of spatial vectors, $[J_i, x_j] = i\epsilon_{ijk} x_k$, $[J_i, p_j] = i\epsilon_{ijk} p_k$. (2) The momenta commute among themselves: $[p_i, p_j] = 0$, so that also the translation group is not deformed. (3) The $[x, x]$ and $[x, p]$ commutators depend on a deformation parameter $\kappa$ with dimensions of mass. In the limit $\kappa \to \infty$ (that is, $\kappa c^2$ much larger than any energy in the problem), the canonical commutation relations are recovered. With these assumptions, one is led to look for an expression for the $[x, x]$ and $[x, p]$ commutators of the form

$$ [x_i, x_j] = \left( \frac{\hbar}{\kappa c} \right)^2 a(p) i\epsilon_{ijk} J_k , \quad (3) $$

$$ [x_i, p_j] = i\hbar \delta_{ij} f(p) . \quad (4) $$

Having assumed rotational invariance, the functions $a(p)$ and $f(p)$ (which are real and dimensionless) can depend on momentum only through it modulus $p \equiv |\mathbf{p}|$; equivalently, they can be written as functions of $E/\kappa c^2$, where $E$ is defined by $E^2 = p^2 c^2 + m^2 c^4$. Compared to [10], we keep $c$ explicit, rather than setting $c = 1$, and we prefer to use $p$ instead of $E$ as the argument of the functions, to make more clear the relation with the KMM result in [12]. The angular momentum $\mathbf{J}$ is defined as dimensionless, i.e. is in units of $\hbar$, while $\kappa$ has dimensions of mass and, eventually, will be identified with the Planck mass times a numerical constant. In principle, one could also add a term proportional to $p_i p_j$ to the right-hand side of Eq. (4). We will discuss in sect. VI how this term can be eliminated.

We will work in the context of non-relativistic quantum mechanics. While there has been much work toward Lorentz-covariant deformed commutation relations (see [8] for review) it is not obvious that this is the correct way to proceed. In fact, already in the undeformed case, the relativistic generalization is obtained in a different way through quantum field theory, rather than promoting $[x_i, p_j] = i\hbar \delta_{ij}$ to something like $[x^\mu, p^\nu] = i\hbar p^{\mu}$. The functions $a(p)$ and $f(p)$ can be constrained by imposing that the deformed commutators satisfy the Jacobi identities. The non-trivial ones are $[x_i, [x_j, x_k]] +$ cyclic $= 0$ and $[x_i, [x_j, p_k]] +$ cyclic $= 0$, and give the conditions [10]

$$ \frac{da(p)}{dp} \mathbf{p} \cdot \mathbf{J} = 0 , \quad (5) $$

$$ \frac{f(p)}{p} \frac{df(p)}{dp} = - \frac{a(p)}{\kappa^2 c^2} . \quad (6) $$

The crucial point, that is at the basis of the difference between the results of MM, Ref. [10], and KMM, Ref. [12], is the following. If we restrict to orbital angular momentum so that $\mathbf{J} = \mathbf{L}$, then $\mathbf{p} \cdot \mathbf{J} = 0$ automatically, and Eq. (5) is satisfied without the need of imposing $da/dp = 0$. Therefore, one remains with just one relation between $a(p)$ and $f(p)$, given by Eq. (6). One can for instance choose $f(p)$ arbitrarily, and then $a(p)$ follows. This is the approach implicitly taken by KMM, where $f(p)$ is eventually arbitrarily chosen to have the form $f(p) = 1 + \beta p^2$ [12]. However, if we want to interpret the GUP as a fundamental property of quantum gravity, its validity should not be restricted to spin-zero particles, but should hold generally. For a generic spin, $\mathbf{p} \cdot \mathbf{J}$ is non-vanishing (it is indeed the helicity of the particle). Therefore, in Ref. [10], it was rather imposed that $da/dp = 0$, so $a(p)$ must be a constant. With a rescaling of $\kappa$, we can then set $a(p) = \pm 1$. Consider first the solution $a(p) = -1$ (we will come back to the other solution in sect. III). Then Eq. (6) integrates to

$$ f(p) = \sqrt{\alpha + \frac{p^2}{\kappa^2 c^2}} , \quad (7) $$

where $\alpha$ is an integration constant. This constant can be fixed requiring that, at energies $E \ll \kappa c^2$, or momenta $p \ll \kappa c$, the standard uncertainty principle is recovered [this also fixes the plus sign in front of the square root in Eq. (7)]. If we work using momentum as variable, as in Eq. (7), the natural choice is then $\alpha = 1$, so that the Heisenberg uncertainty relation is recovered at $p = 0$, and Eqs. (3) and (4) become

$$ [x_i, x_j] = - \left( \frac{\hbar}{\kappa c} \right)^2 i\epsilon_{ijk} J_k , \quad (8) $$

$$ [x_i, p_j] = i\hbar \delta_{ij} \sqrt{1 + \frac{p^2}{\kappa^2 c^2}} . \quad (9) $$

Actually, in Ref. [10] was made a different choice for the integration constant, which resulted in

$$ f(p) = \sqrt{1 + \frac{p^2 + m^2 c^2}{\kappa^2 c^2}} , \quad (10) $$

i.e., in terms of $E$,

$$ f(E) = \sqrt{1 + \frac{E^2}{\kappa^2 c^4}} , \quad (11) $$

so that the $[x, x]$ commutator is still given by Eq. (8), while

$$ [x_i, p_j] = i\hbar \delta_{ij} \sqrt{1 + \frac{E^2}{\kappa^2 c^4}} . \quad (12) $$

---

1 We take $E$ as a notation for $(p^2 c^2 + m^2 c^4)^{1/2}$. The actual dispersion relation between energy and momentum, in the context of the GUP, is also often modified, see e.g. [11]. In that case, we denote by $E$ the actual energy of the system, whose relation to $E$ will be non-trivial, see sect. IV.
This choice was made because a GUP of this form emerges naturally in the context of the $\kappa$-deformed Poincaré algebra [11], as we will see in section IV. Both Eqs. (9) and (12) are logically possible, within this framework. At $p \ll \kappa c$, Eq. (12) reduces to

$$[x_i, p_j] \simeq i\hbar \delta_{ij} \sqrt{1 + \frac{m^2}{\kappa^2}} ,$$  (13)

corresponding to a mass-dependent rescaling of $\hbar$, while Eq. (9) reduces to $[x_i, p_i] \simeq i\hbar \delta_{ij}$. If $m$ is interpreted as the mass of an elementary particle, and $\kappa$ is of the order of the Planck mass, $m/\kappa$ is negligibly small, and Eqs. (9) and (12) are basically the same. We will examine in section V the situation for macroscopic objects, whose mass can easily exceed the Planck mass.

We can now compare MM’s Eqs. (8) and (9), or Eqs. (8) and (12), with the deformed algebra proposed by KMM, which reads\(^2\) [12]

$$[x_i, x_j] = -2\hbar \frac{dF(p^2)}{dp^2} i(x_ip_j - x_jp_i) ,$$  (14)

$$[x_i, p_j] = i\hbar \delta_{ij}[1 + F(p^2)] .$$  (15)

Furthermore, the orbital angular momentum (in units of $\hbar$), in the approach of Ref. [12] is expressed in terms of coordinates and momenta as

$$L_{ij} = \frac{1}{\hbar} \frac{1}{1 + F(p^2)} (x_ip_j - x_jp_i) ,$$  (16)

so that Eqs. (14) and (15) can be rewritten as

$$[x_i, x_j] = -2\hbar^2 [1 + F(p^2)] \frac{dF(p^2)}{dp^2} i\epsilon_{ijk} L_k ,$$  (17)

$$[x_i, p_j] = i\hbar \delta_{ij}[1 + F(p^2)] .$$  (18)

Comparison with Eqs. (3) and (4) shows, first of all, that Ref. [12] is implicitly assuming $\hbar$ to be the same as the orbital angular momentum $L_i$. Therefore, the constraint $d\alpha/dp = 0$ is lost. Writing $1 + F(p^2) = f(p)$, we then get back Eqs. (3) and (4), with $\alpha(p)$ expressed in terms of $f(p)$ through the remaining constraint (6).

Eventually, Ref. [12] specializes to the simple choice $F(p^2) = \beta p^2$, with $\beta$ a constant [written in terms of a dimensionless constant $\beta_0$ as $\beta = \beta_0/(M^2 p^2)$], and this form of the GUP has become very popular for phenomenological studies. It should be stressed, however, that, apart from its simplicity, there is no real justification for this choice. The strength of the MM approach of Ref. [10] is that it requires that the Jacobi identities hold for particles with all spins, and not only for spin-zero particles, and this fixes uniquely the function $\alpha(p)$ and $f(p)$ (modulo a sign, that we will discuss further below, and the different possible choices of integration constant $\alpha$ in $f(p)$, as we have discussed). In contrast, in the approach of KMM, the algebra is only valid for spin-zero particles and, as a result, one loses a constraint and the function $f(p)$ becomes completely arbitrary. Any function of the form $f(p) = 1 + \beta p^2 + O(p^4)$ would reproduce Eq. (2), and the particular truncation $f(p) = 1 + \beta p^2$ has no special motivation. In particular, there is no reason why such an expression should hold as $p$ approaches the Planck scale.\(^3\)

Observe that, away from the lowest order in $\Delta p/M_p c$, in which all these algebraic structures reproduce Eq. (2), the MM GUP obtained from Eq. (9), and the KMM obtained from Eq. (18) with $F(p^2) = \beta p^2$, are completely different. To make contact with the notation commonly used in the the context of Eq. (18), we introduce also in Eq. (9) a constant $\beta_0$ from

$$\frac{1}{\kappa^2} = \frac{2\beta_0}{M^2_p} ,$$  (19)

and $\beta = \beta_0/(M^2 p^2)$, so Eq. (9) can be written as

$$[x_i, p_j] = i\hbar \delta_{ij} \sqrt{1 + \frac{2\beta_0}{M^2_p c^2} p^2} ,$$  (20)

The uncertainty principle derived from this commutation relation is

$$\Delta x_i \Delta p_j \geq \frac{\hbar}{2} \delta_{ij} (\sqrt{1 + 2\beta p^2}) ,$$  (21)

where $\langle \ldots \rangle$ denotes the quantum expectation value on a given state. We can write this more explicitly expanding the square root as

$$\sqrt{1 + 2\beta p^2} = \sum_{n=0}^{\infty} c_n (2\beta p^2)^n ,$$  (22)

where we used the generalized binomial coefficient

$$c_n = \binom{1/2}{n} = \frac{(-1)^n (2n)!}{2^{2n} (1 - 2n)(n!)^2} .$$  (23)

\(^2\) See their Eqs. (75) and (77); we denote by $F(p^2)$ the function that they call $f(p^2)$; to avoid a notation conflict with the function that enters in Eq. (4) and that, following the notation in [10], we denote as $f(p)$.

\(^3\) Many subsequent works, inspired by the approach in [12], have proposed variants of the GUP by choosing other specific forms of the function $f(p)$ with supposedly desirable properties, see e.g. [15–18]. However, all these approaches suffer from the same basic arbitrariness of the proposed functional form.
Then
\[
\Delta x_i \Delta p_j \geq \frac{\hbar}{2} \delta_{ij} \sum_{n=0}^{\infty} c_n (2\beta)^n (p^n)
\]
\[
\geq \frac{\hbar}{2} \delta_{ij} \sum_{n=0}^{\infty} c_n (2\beta)^n (p^2)^n
\]
\[
= \frac{\hbar}{2} \delta_{ij} \sum_{n=0}^{\infty} c_n (2\beta)^n [(p)^2 + (\Delta p)^2]^n
\]
\[
= \frac{\hbar}{2} \delta_{ij} \sqrt{1 + 2\beta [(p)^2 + (\Delta p)^2]},
\]
(24)
so that Eq. (9) gives (see Fig. 1, yellow line)
\[
\Delta x_i \Delta p_j \geq \frac{\hbar}{2} \delta_{ij} \sqrt{1 + 2\beta [(p)^2 + (\Delta p)^2]}
\]
(25)
For values of \(\Delta p\) much smaller than \(M_Pc\), this becomes
\[
\Delta x_i \Delta p_j \approx \frac{\hbar}{2} \delta_{ij} \left( 1 + \beta_0 \frac{(\Delta p)^2}{M_P^2 c^2} \right),
\]
(26)
which is of the form (1). In contrast, in the opposite limit \(\Delta p \gg M_Pc\), Eq. (25) gives
\[
\Delta x_i \Delta p_j \approx \frac{\hbar}{2} \delta_{ij} \left( \frac{\beta_0}{2} \right)^{1/2} \frac{\Delta p}{M_Pc},
\]
(27)
which implies
\[
\Delta x \approx L_p \left( \frac{\beta_0}{2} \right)^{1/2},
\]
(28)
where \(L_p = \sqrt{\hbar G/c^3}\) is the Planck length. Therefore, the minimum uncertainty for \(\Delta x\) saturates to a value of order of \(L_p\) times a numerical factor that depends on \(\beta_0\).

The same computation performed for Eq. (12) gives
\[
\Delta x_i \Delta p_j \geq \frac{\hbar}{2} \delta_{ij} \sqrt{1 + 2\beta_0 \frac{E^2 + (\Delta p)^2 c^2}{M_P^2 c^4}}
\]
\[
\geq \frac{\hbar}{2} \delta_{ij} \sqrt{1 + 2\beta_0 \frac{m c^2 + (\Delta p)^2}{M_P^2 c^2}}
\]
(29)
and in the limit \(\Delta p \gg M_Pc\) (with \(m < M_P\)) we recover Eq. (28).

In contrast, the KMM GUP obtained from Eq. (18) with \(F(p) = \beta p^2\) has a different behaviour. To see this, note that the commutator
\[
[x_i, p_j] = i\hbar \delta_{ij} \left[ 1 + \beta_0 \left( \frac{p}{M_Pc} \right)^2 \right]
\]
(30)
results in the GUP (see Fig. 1, green line)
\[
\Delta x_i \Delta p_j \geq \frac{\hbar}{2} \delta_{ij} \left[ 1 + \beta_0 \frac{(\Delta p)^2}{(M_Pc)^2} \right],
\]
(31)
Similarly to Eq. (25), this expression also implies the existence of a minimal position uncertainty
\[
\Delta x \geq L_P \frac{\sqrt{\beta_0}}{2},
\]
(32)
which is attained for \(\Delta p = M_Pc/\sqrt{\beta_0}\). However, for \(\Delta p \gg M_Pc\) we have
\[
\Delta x \approx \frac{\hbar}{2} \frac{\beta_0}{M_Pc} \frac{\Delta p}{M_Pc},
\]
(33)
meaning that the position uncertainty now grows without bounds as the momentum uncertainty increases.

III. GENERALIZED UNCERTAINTY PRINCIPLE AND QUANTUM-TO-CLASSICAL TRANSITION

We now turn the attention to the solution of Eqs. (5) and (6) obtained by setting \(a(p) = +1\). In this case, Eq. (7) becomes
\[
f(p) = \sqrt{\alpha - \frac{p^2}{\kappa^2 c^2}}.
\]
(34)
With the choice of integration constant \( \alpha = 1 \), we have

\[
[x_i, x_j] = \left( \frac{\hbar}{\kappa c} \right)^2 i \epsilon_{ijk} J_k , \quad (35)
\]

\[
[x_i, p_j] = i \hbar \delta_{ij} \sqrt{1 - \frac{p^2}{\kappa^2 c^2}} . \quad (36)
\]

Similarly, with the choice of integration constant analogous to that leading to Eq. (12), we get

\[
[x_i, p_j] = i \hbar \delta_{ij} \sqrt{1 - \frac{E^2}{\kappa^2 c^2}} . \quad (37)
\]

This solution is intriguing. Since the square root on the right-hand side is a decreasing function of momentum (always smaller than one), it no longer produces a term in the uncertainty principle that induces a minimum observable length, which was the initial motivation of these investigations. Rather, it describes a situation in which a system becomes more and more classical as its momentum (or its energy) approaches a critical value, of the order of the Planck scale, where eventually the commutator vanishes. Beyond this energy, one can then simply set \([x_i, p_j] = 0\), by continuity. Note that, if set \( f(p) = 0 \) for \( p > \kappa c \) larger than the critical value \( \kappa c \), if we use Eq. (37), Eq. (6) also implies \( a(p) = 0 \) for \( p > \kappa c \) (or, respectively, \( E > \kappa c^2 \)), so the geometry becomes commutative. It therefore describes a sort of quantum-to-classical transition, in which, beyond a critical energy or momentum, the \([x, p]\) commutator vanishes (see Fig. 1, red line), and also \([x_i, x_j] = 0\).\(^4\)

For \( E \) smaller than \( \kappa c^2 \), but close to it, Eq. (37) becomes

\[
[x_i, p_j] \simeq i \hbar \delta_{ij} \sqrt{2 \left( 1 - \frac{E}{\kappa c^2} \right)^{1/2}} . \quad (38)
\]

The energy dependence on the right-hand side has the typical form of the behavior of an order parameter at a second order phase transition, with a critical index equal to \( 1/2 \). The prototype example of this is the magnetization as a function of the temperature in the Ising model, which, in the mean field approximation, is given by

\[
M(T) \simeq M_0 \left( 1 - \frac{T}{T_c} \right)^{1/2} . \quad (39)
\]

Note also that, contrary to some interpretation in the literature, an equation such as Eq. (36) or Eq. (37) does not necessarily imply the existence of a maximum momentum, since the commutator can just be set to zero by continuity above the critical value. This is similar to the fact that Eq. (39) does not imply the existence of a maximum temperature for the Ising model; but simply that \( M(T) = 0 \) for \( T > T_c \).

### IV. ALGEBRAIC GUP AND TIME DISCRETIZATION AT THE PLANCK SCALE

The algebraic formulation of the GUP given in Eqs. (8) and (12), as well as that in Eqs. (35) and (37), has an interesting relation with deformations of the Poincaré algebra, and to a discretization of time at the Planck scale \([11]\). We review this idea here, following the discussion presented in Ref. [13].

#### A. Discretized spatial dimensions and deformed Poincaré symmetry

Let us begin by considering a 1+1 dimensional system with a continuous time variable, while space is discretized on a regular lattice, with lattice spacing \( d \). A wave equation, such as a Klein-Gordon equation, becomes in this framework (setting, for simplicity, \( \hbar = c = 1 \) in the intermediate steps)

\[
\left( -\frac{1}{c^2} \partial_x^2 + \Delta_x^2 - m^2 \right) \phi = 0 , \quad (40)
\]

where

\[
\Delta_x \phi(t, x) = \frac{\phi(t, x + d) - \phi(t, x - d)}{2d} \quad (41)
\]

is a discretization of the spatial derivative. The dispersion relation that follows is\(^5\)

\[
\delta^2 = \frac{\sin^2(dp) + m^2}{d^2} . \quad (42)
\]

Momentum is periodically identified, and there is a maximum energy that can be carried by a wave solution, \( \delta_{\text{max}} = (d^2 + m^2)^{1/2} \). If we replace the speed of light \( c \) (that here we have set to unity) by a speed \( v < 1 \), this equation describes the propagation of phonons in 1+1 dimensions.

A system described by Eq. (40) has an underlying Lie algebra with two symmetry generators: the generator \( H \) of continuous time translations and the generator \( P \) of discrete spatial translations, satisfying the Lie algebra \([H, P] = 0\), supplemented by the identification

\[^5\text{As mentioned in footnote 1, we keep } E \text{ as a notation for } (p^2 + m^2 c^4)^{1/2} \text{ and now use the symbol } \delta \text{ for the actual energy of the system.}\]
\[ P \sim P + 2\pi/d. \] The symmetry under boosts is broken, and no generator is associated to it. However, it was observed long ago \cite{[21]} that this system has an alternative description in terms of a deformed algebra: one introduces also the boost generator \( K \), and considers the algebra

\[
\begin{align*}
[P, H] &= 0, \\
[K, P] &= iH, \\
[K, H] &= i\sin(2dP)/2d.
\end{align*}
\tag{43}
\tag{44}
\]

In the limit \( d \to 0 \) this reduces to the Poincaré algebra of a \( 1+1 \) continuous relativistic system. The algebra given by Eqs. \( 43 \) and \( 44 \), however, is well defined also at finite \( d \), since the commutators obey the Jacobi identities. Eqs. \( 43, 44 \) provide an example of a deformed algebra, in which \( d \) is the deformation parameter. Its relevance, in connection with a system described by Eq. \( 40 \), is that this deformed algebra has a quadratic Casimir \( C_2 \) given by

\[
C_2 = H^2 - \frac{\sin^2(dP)}{d^2},
\tag{45}
\]

Therefore, the dispersion relation \( 42 \) is simply the condition \( C_2 = m^2 \), and in this sense this deformed Poincaré algebra can be considered as the symmetry of a relativistic system living\(^6\) in discrete one-dimensional space and continuous time.\(^6\)

Comparing the Lie algebra and the deformed algebra descriptions of the symmetries in this system we see that, in the Lie algebra approach, when \( d \neq 0 \), there are only two generators, \( H \) and \( P \); \( d = 0 \) is a point of enhanced symmetry, where a new symmetry transformation, boosts, emerges, and the corresponding generator \( K \) suddenly appears. In the deformed algebra description, instead, we always have this description in terms of three generators \( H, P, K \) even for finite \( d \), but we pay this with a non-linear structure. The value \( d = 0 \) is a special point at which this algebraic structure linearizes.

\section*{B. Discreteness of time and the algebraic GUP}

Consider next a system in which time is discrete, in steps of size \( \tau \), and space is continuous. We begin with \( 1+1 \) dimensions, and we consider the equation (still setting for the time being \( \hbar = c = 1 \))

\[
(-\Delta^2_t + \partial_x^2 - m^2)\phi = 0,
\tag{46}
\]

where

\[
\Delta_t\phi(t, x) = \frac{\phi(t + \tau, x) - \phi(t - \tau, x)}{2\tau},
\tag{47}
\]

and \( \tau \) is the discrete time step. The corresponding dispersion relation is

\[
\frac{\sin^2\tau E}{\tau^2} = p^2 + m^2.
\tag{48}
\]

We can find a quantum algebra description of this system, just by exchanging the role of \( H \) and \( P \) in Eqs. \( 43 \) and \( 44 \), and replacing the spatial step \( d \) with the temporal step \( \tau \),

\[
\begin{align*}
[P, H] &= 0, \\
[K, H] &= iP, \\
[K, P] &= i\sin(2\tau H)/2\tau.
\end{align*}
\tag{49}
\tag{50}
\]

The quadratic Casimir operator of this algebra is

\[
C_2 = \frac{\sin^2(\tau H)}{\tau^2} - P^2.
\tag{51}
\]

so the dispersion relation \( 48 \) corresponds again to the condition \( C_2 = m^2 \), with \( E \) identified with the eigenvalue of the operator \( P^0 \) and \( p \) with the eigenvalue of the operator \( P \).

The above construction can be generalized to the case of discrete time and more continuous spatial dimensions. Indeed, Eqs. \( 49 \) and \( 50 \) are just the restriction to \( 1+1 \) dimensions of the \( \kappa \)-deformed Poincaré algebra, a deformation of the Poincaré algebra that can be written in any number of dimensions as it follows \cite{[22, 23]}. All commutators involving the angular momentum \( J_{ij} \) are the same as in the undeformed Poincaré algebra. Hence, the group of spatial rotations is not deformed. Similarly, for space-time translations still holds \([P_\mu, P_\nu] = 0\). The commutators involving the boosts \( K_i = J_{i0} \) are instead

\[
\begin{align*}
[K_i, H] &= iP_i, \\
[K_i, P_j] &= i\delta_{ij} \frac{\sin(2\tau H)}{2\tau}.
\end{align*}
\tag{52}
\]

and

\[
[K_i, K_j] = -iJ_{ij} \cos(2\tau H) - i\tau^2 P^k (P_i J_{jk} + P_j J_{ki} + P_k J_{ij}).
\tag{53}
\]

The quadratic Casimir is

\[
C_2 = \frac{\sin^2(\tau H)}{\tau^2} - P^2,
\tag{54}
\]

and therefore \( C_2 = m^2 \) gives

\[
\frac{\sin^2\tau E}{\tau^2} = p^2 + m^2.
\tag{55}
\]

The relation between the \( \kappa \)-deformed Poincaré algebra and the algebraic formulation of the GUP emerges in the

\(^6\) Note that the particular choice \( 47 \) for the discretization of the spatial derivative is irrelevant here. A different discretization would just produce a different function of \( P \) on the right-hand side of Eq. \( 44 \), but the Jacobi identities are satisfied even if, on the right-hand side of Eq. \( 44 \), we have an arbitrary function of \( P \).
the standard result for the group velocity of a massless particle on a regular spatial lattice.

For the case of a discretized spatial dimension, discussed in section IV A, using Eq. (42) (and setting for simplicity \( m = 0 \)) gives

\[
\frac{\partial \mathcal{E}}{\partial p_i} = \hat{p}_i \cos(ap) ,
\]

where \( \hat{p}_i \) is the unit vector in the direction of \( \mathbf{p} \). This is the standard result for the group velocity of a massless particle on a regular spatial lattice.

However, the same procedure applied to the case of a discrete time dimension gives immediately a puzzling result. If we assume the validity of Eq. (56), and therefore of Eq. (57), using Eq. (55) we get

\[
v_i = \frac{\partial \mathcal{E}}{\partial p_i} = \left( \frac{p_i}{\sqrt{p^2 + m^2}} \right) \frac{1}{\cos(\tau\mathcal{E})} .
\]

The term in parenthesis is just the standard expression for the velocity in terms of momentum. However, the cosine at the denominator makes no sense, and if we take Eq. (60) as an expression for the velocity, we find that \( v > 1 \), and even diverges when \( \tau\mathcal{E} \) approaches \( \pi/2 \).

Clearly, Eq. (57) cannot be the correct expression for the position operator when time is discrete and the dispersion relation has the form (55). Rather, a natural approach is to define the position operator requiring that the relation between velocity and momentum, \( v_i = p_i/\sqrt{p^2 + m^2} \), stays unchanged, so that, in particular, \( v \) increases monotonically from zero to the speed of light (that we have set here to one) as momentum ranges from zero to infinity. This can be obtained defining, in momentum space,

\[
x_i = i \cos(\tau\mathcal{E}) \frac{\partial}{\partial p_i} .
\]

By construction we now have

\[
v_i = i[H, x_i] = \cos(\tau\mathcal{E}) \frac{\partial \mathcal{E}}{\partial p_i} = \frac{p_i}{\sqrt{p^2 + m^2}} .
\]

Then, using Eq. (61), we can completely exploit the \([x_i, x_j]\) and \([x_i, p_j]\) commutators, and we find (restoring the correct powers of \( h \) and \( c \))

\[
[x_i, x_j] = i(\tau\mathcal{E})^2 J_{ij} ,
\]

\[
[x_i, p_j] = i\hbar \delta_{ij} \sqrt{1 - \frac{\tau^2}{\hbar^2}(\mathbf{p}^2 c^2 + m^2 c^4)} ,
\]

where we have defined

\[
J_{ij} = -i \left( p_i \frac{\partial}{\partial p_j} - p_j \frac{\partial}{\partial p_i} \right) .
\]

We thus recovered the modified algebra given in Eqs. (35) and (37), with the identification \( \tau = \hbar/(\kappa c^2) \).

This result is quite remarkable. It shows that the GUP given by Eqs. (35) and (37) [which, apart from a choice of integration constant, is one of the only two possible expressions fixed by algebraic arguments, once one correctly takes into account that Eq. (5) requires \( da/dp = 0 \) in order for the argument to be valid for particles with arbitrary spin] has an intriguing physical interpretation as the natural form of the uncertainty principle when the time variable becomes discrete at the Planck scale. Therefore, a discretization of time at the Planck scale implies that a system becomes classical as its energy approaches the Planck energy, since there the commutator \([x_i, p_j]\) vanishes.

We can now ask what setting corresponds to the other allowed form of the algebraic uncertainty principle, given by Eqs. (8) and (12). As discussed in Ref. [13], this GUP emerges automatically when we start from an euclidean KG equation (here for simplicity in one spatial dimension)

\[
(\Delta x_i^2 + \Delta p_i^2 - m^2)\phi = 0 .
\]

The corresponding dispersion relation is

\[
- \frac{\sin^2 \tau \mathcal{E}}{\tau^2} = \mathbf{p}^2 + m^2 .
\]

We then perform a Wick rotation back to Minkowski space, which is equivalent to transforming \( \mathcal{E} \rightarrow -i\mathcal{E} \), and the dispersion relation becomes

\[
\frac{\sinh^2 \tau E}{\tau^2} = \mathbf{p}^2 + m^2 .
\]

Formally Eqs. (48) and (68) are related by \( \tau \rightarrow i\tau \). Substituting \( \tau \rightarrow i\tau \) into Eqs. (49) and (50) we therefore find a deformation of the Poincaré algebra whose Casimir reproduces the dispersion relation (68),

\[
[K, H] = 0 ,\quad [K, H] = iP ,
\]

\[
[K, P] = i \frac{\sin(2\tau H)}{2\tau} .
\]

This algebra can be generalized to more spatial dimensions, and it is the other version of the \( \kappa \)-Poincaré algebra found in [23, 24]. The deformed commutators are

\[
[K_i, H] = iP_i ,\quad [K_i, P_j] = i\delta_{ij} \frac{\sinh(2\tau H)}{2\tau} .
\]
with all other commutators undeformed, and the quadratic Casimir
\[
\kappa = \sinh^2(\tau H) - P^2. \tag{73}
\]
In this case, proceeding as above, one realizes that the correct definition of the position operator is \cite{11, 13}\footnote{In general, the definition of the position operator includes also a term proportional to \(p_i\), that ensures the hermiticity with respect to the scalar product invariant under the Poincaré group (or its deformations). For the undeformed Poincaré group, this gives \(x_i = i[\partial/\partial \theta, (p_i/\hbar \theta)]\). The corresponding expressions for the deformed Poincaré group can be found in \cite{11}. In any case, as long as \(\{p_i, p_j\} = 0\), as we assume here, the term proportional to \(p_i\) does not affect the \([x_i, x_j]\) and the \([x_i, p_j]\) commutators, and, for simplicity, we omit them.}
\[
x_i = i \cosh(\tau E) \frac{\partial}{\partial p_i}. \tag{74}
\]
and, computing the \([x_i, x_j]\) and \([x_i, p_i]\) commutators, one finds the GUP in the form given in Eqs. (8) and (12).

\section{V. GUP FOR COMPOSITE SYSTEMS}

A well-know problem concerning the GUP is how to extend it from microscopic degrees of freedom to composite objects and, eventually, to macroscopic objects. The non-linearity of the GUP commutators implies that the commutator obeyed by the center of mass position and total momentum of a composite object is not the same as that of the fundamental constituents (see below). A first question, then, is to what ‘fundamental’ constituents the GUP, in any of the forms discussed above, is supposed to apply. If the GUP emerges from a fundamental theory of gravity, it is natural to assume that it will apply to the elementary excitations of that theory. The next issue is what happens to composite systems and, in particular, to macroscopic objects. In the realm of elementary particles, terms such as \(E^2/(\hbar c^4)\) in eqs. (12) or (37) represent small corrections, if we take \(\kappa\) of order of \(M_P\), and \(E \ll M_P c^2\). However, for macroscopic objects, these terms are huge. The Planck mass correspond to about \(10^{-5}\) gr, so for a macroscopic object of mass \(m\) even \(m/\kappa\) can be large. Naively, this seems to imply that GUP effects become very large for macroscopic objects. This, however, is not necessarily the case, as it was shown in \cite{14} (see also the Supplementary material in \cite{25}) for the KMM form of the GUP. The argument is as follows. Consider a macroscopic body made of \(N\) particles, taken for simplicity to have all the same mass, and labeled by an index \(\alpha = 1, \ldots, N\), with coordinates \(x_{\alpha}^i\) and momenta \(p_{\alpha}^i\). The center of mass coordinates \(X^i\) and the total momentum \(P^i\) of the composite system are defined as
\[
X^i = \frac{1}{N} \sum_{\alpha=1}^{N} x_{\alpha}^i, \quad P^i = \sum_{\alpha=1}^{N} p_{\alpha}^i. \tag{75}
\]
Assuming a GUP of the form (18) with \(F(p^2) = \beta p^2\), we have
\[
\left[ x_{\alpha}^i, p_{\alpha'}^j \right] = i \hbar \delta^{ij} \delta_{\alpha \alpha'} (1 + \beta p_{\alpha}^2). \tag{76}
\]
Then
\[
\left[ X^i, P^j \right] = \frac{1}{N} \sum_{\alpha=1}^{N} \sum_{\alpha'=1}^{N} \left[ x_{\alpha}^i, p_{\alpha'}^j \right] = i \hbar \delta^{ij} \frac{1}{N} \sum_{\alpha=1}^{N} (1 + \beta p_{\alpha}^2) = i \hbar \delta^{ij} \left[ 1 + \frac{\beta}{N} \sum_{\alpha, \beta=1}^{N} p_{\alpha}^2 \right]. \tag{77}
\]
For an object moving in an quasi-rigid manner, in order of magnitude \(p_{\alpha} \sim P/N\), where \(P\) is the modulus of the total momentum, and therefore
\[
\left[ X^i, P^j \right] = i \hbar \delta^{ij} \left[ 1 + O\left(\frac{\beta P^2}{N^2}\right) \right]. \tag{78}
\]
Therefore, for a macroscopic object, \(\beta\) in Eq. (76) has been replaced by \(\beta/N^2\) and, for \(N\) of the order of the number of constituent of a macroscopic object, this quantity is utterly negligible. More precisely, Eq. (77) can be rewritten as \cite{14}
\[
\left[ X^i, P^j \right] = i \hbar \delta^{ij} \left[ 1 + \frac{\beta P^2}{N^2} + \frac{\beta}{N} \sum_{\alpha, \beta=1}^{N} \left( p_{\alpha}^2 \right) \right]. \tag{79}
\]
The last term is the variance of \(p_{\alpha}^2\), multiplied by \(\beta/N\), and vanishes for an exactly rigid body. For non-rigid objects, depending on the details of the internal structure, one could hope that the variance leaves, overall, an effect that scales as \((\beta P^2/N^\alpha)\), with \(\alpha\) a power in the range \(0 < \alpha < 2\). In any case, the effect of the GUP appears to be strongly suppressed for macroscopic objects.

Essentially the same derivation can be adapted to the GUP in the forms (9) or (36) or in the forms written in terms of energy, Eqs. (12) and (37). Using for definiteness Eq. (20), expanding the square root as in Eq. (22) and replacing \(p_{\alpha} = P/N\) for an exactly rigid object, we
In momentum space, the operator \( \hat{x} \) can be represented as

\[
[X^i, P^j] = i\hbar \delta^{ij} \frac{1}{N} \sum_{\alpha=1}^{N} \sqrt{1 + 2\beta p_{\alpha}^2}
\]

\[
= i\hbar \delta^{ij} \frac{1}{N} \sum_{\alpha=1}^{N} \sum_{n=0}^{\infty} c_n (2\beta p_{\alpha}^2)^n
\]

\[
= i\hbar \delta^{ij} \frac{1}{N} \sum_{\alpha=1}^{N} \sum_{n=0}^{\infty} c_n (2\beta P^2/N^2)^n
\]

\[
= i\hbar \delta^{ij} \sqrt{1 + \frac{2\beta P^2}{N^2}}.
\]  

(80)

In summary, if the GUP applies to the constituents particles of a rigid macroscopic body, the same form of the modified commutator applies to the center of mass position and momentum with a rescaling \( \beta \to \beta/N^2 \).

VI. FURTHER EXTENSIONS OF THE ALGEBRAIC STRUCTURE

When discussing the consequences of a GUP, one should not forget that the structure of the commutators is only one side of the aspect, and the dynamics, e.g. the form of the Hamiltonian, is another. These two are tied together by the possibility of redefining variables. Consider, for instance, a one-dimensional system, characterized by a commutator of the form

\[
[x, p] = i\hbar f(p).
\]  

(81)

In momentum space, the operator \( x \) can be represented as

\[
x \to i\hbar f(p) \frac{\partial}{\partial p}.
\]  

(82)

Then, defining \( k(p) \) from requiring

\[
f(p) \frac{dk}{dp} = 1,
\]  

(83)

at the corresponding operator level we get the canonical commutator

\[
[x, k] = i\hbar f(p) \frac{\partial}{\partial p} k = i\hbar.
\]  

(84)

For a general function \( f(p) \), \( H[x, k] \) contains arbitrarily high powers of \( k \) and therefore, in coordinate space, contains spatial derivatives of arbitrarily high order [i.e., it is non-local, in the field-theoretical sense].

Note however that, if we take as Hamiltonian

\[
H = \frac{k^2(p)}{2m} + V(x)
\]  

(87)

in terms of the \((x, p)\) variables, this would look as a very complicated quantum system described by deformed commutation relations and nonlocal Hamiltonian; even if, once one passes to the \((x, k)\) variables, one realizes that this is just a normal quantum system, with a standard local Hamiltonian and canonical commutation relation. This trivial example shows that the algebraic structure of the commutation relations is only one side of the coin, and must always be examined together with the dynamics of the system (see also the discussion in \([8, 27]\)).

The above example, where the commutator could be reduced to the underformed one, is however specific to a one-dimensional system. In more dimensions, in fact, the situation is more complex. First of all, one also has to consider the \([x_i, x_j]\) commutator, which is non-trivial. Furthermore, there is also the possibility of adding a term \( p_i p_j \) to the right-hand side of Eq. (3). The most general algebra consistent with rotational invariance is thus

\[
[x_i, x_j] = \left( \frac{\hbar}{N} \right)^2 a(p) \epsilon_{ijk} j_k,
\]  

(88)

\[
[x_i, p_j] = i\hbar [f(p) \delta_{ij} + g(p)p_i p_j],
\]  

(89)

which depends on three functions \( a(p) \), \( f(p) \) and \( g(p) \). In the momentum representation, the position operator can then be written as

\[
x_i \to i\hbar \left[ f(p) \frac{\partial}{\partial p_i} + g(p)p_i p_k \frac{\partial}{\partial p_k} \right].
\]  

(90)

The non-trivial Jacobi identities now reduce to two differential equations for the three functions \( a(p) \), \( f(p) \) and \( g(p) \), and these are no longer enough to find a unique solution (modulo a sign); rather, after imposing them, one remains with a solution parametrized by a free function.

However, consider the transformation to a new momentum variable of the form \( k_i = u(p)p_i \), which is the most general transformation consistent with rotational invariance. Then, for the associated operators we get

\[
[x_i, k_j] = f(p)u(p) \delta_{ij}
\]

\[
+ \left[ \frac{u'(p)}{p} (f(p) + g(p)p) + g(p)u(p) \right] p_i p_j.
\]  

(91)

We can then choose \( u(p) \) so that the term proportional to \( p_i p_j \) in Eq. (91) vanishes and, after renaming \( f(p)u(p) \) as \( f(p) \), we get back the structure in Eq. (4), with now \( k_i \) as momentum variable. In this sense, one can always restrict to Eqs. (3) and (4), possibly at the price of nonlocal terms in the Hamiltonian, induced by the elimination of the term proportional to \( p_i p_j \).
Alternatively, we can restrict the freedom by imposing \( a(p) = 0 \). In this case we get \([x_i, x_j] = 0, [p_i, p_j] = 0\), and then the Jacobi identities fix the \([x_i, p_j]\) commutator to \([28, 29]\)

\[
[x_i, p_j] = i\hbar \left( \delta_{ij}(1 - \alpha p + \alpha^2 p^2) + p_i p_j \left( -\frac{\alpha}{p} + 3\alpha^2 \right) \right).
\]

(92)

VII. CONCLUSIONS

In this paper we have revisited some aspects of the algebraic approach to the generalized uncertainty principle and to deformations of the commutation relations. We have pointed out an important difference between the approaches by MM [10] and by KMM [12], emphasizing that the KMM approach implicitly selects a branch of solution of the Jacobi identities that only holds for spin-zero particles, and hence cannot be representative of fundamental properties of space-time. In contrast, requiring, as in [10], that the algebraic formulation is consistent (in the sense of obeying the Jacobi identities) independently of the particle spin, provides a more fundamental approach, which also has some remarkable consequences. First, the algebraic structure becomes fixed, modulo a sign; in contrast to the KMM approach, where the \([x, p]\) commutator is an arbitrary function of momentum, which is then fixed on rather arbitrary grounds. Second, the two solutions that emerge (in correspondence with the two possible signs) describe quite different physics; one gives a GUP with a minimum length uncertainty of the type found in string theory or with Gedanken experiment with black holes; the other describes a system that, near the Planck scale, becomes classical. Moreover, these two solutions have a very intriguing interpretation, namely as the natural commutation relations obtained in theories where time becomes discrete at the Planck scale. The two different solutions emerge, in this context, either discretizing directly Minkowski time, or discretizing time in the Euclidean formulation, and then rotating back to Minkowski space.

Finally, we have also re-examined, in our context, the issue of GUP for composite system, confirming the conclusion that the GUP does not extend trivially to macroscopic objects. If the deformed commutator is applied at the level of the constituent particles, then its effects are suppressed by powers of the number of constituents, thus suggesting that the effects of GUP will be limited to the realm of elementary particles with Planckian energies.
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