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ABSTRACT

Let \( p \in \mathbb{Z}[x] \) be an arbitrary polynomial of degree \( n \) with \( k \) non-zero integer coefficients of absolute value less than \( 2^5 \). In this paper, we answer the open question whether the real roots of \( p \) can be computed with a number of arithmetic operations over the rational numbers that is polynomial in the input size of the sparse representation of \( p \). More precisely, we give a deterministic, complete, and certified algorithm that determines isolating intervals for all real roots of \( p \) with \( O(k^3 \cdot \log(n\tau) \cdot \log n) \) many exact arithmetic operations over the rational numbers.

When using approximate but certified arithmetic, the bit complexity of our algorithm is bounded by \( O(k^3 \cdot \tau \varepsilon) \), where \( \tilde{O}(\cdot) \) means that we ignore logarithmic. Hence, for sufficiently sparse polynomials \( k = O(\log^c(n\tau)) \) for a positive constant \( c \), the bit complexity is \( \tilde{O}(n\tau) \). We also prove that the latter bound is optimal up to logarithmic factors.

1. INTRODUCTION

Throughout the following considerations, let

\[
p(x) := \sum_{i=0}^{k-1} a_i x^i \in \mathbb{Z}[x], \text{ with } |a_i| < 2^5 \text{ and } \tau \in \mathbb{N}_{\geq 1},
\]

be a (not necessarily square-free) polynomial of degree \( n \) with integer coefficients of bit-size less than \( \tau \), and let \( k \) be the number of non-zero coefficients \( a_0, \ldots, a_{k-1} \), with \( 0 \leq i_0 \leq \cdots \leq i_{k-1} = n \). For convenience, we denote a polynomial \( p \in \mathbb{Z}[x] \) of degree at most \( n \) with at most \( k \) non-vanishing coefficients, each of absolute value less than \( 2^5 \), a \( k \)-nomial of magnitude \((n, \tau)\). We assume that \( p \) is given by its sparse representation

\[
p(x) = \sum_{i=0}^{k-1} a_i x^i, \quad \text{where } a_i \neq 0 \text{ for all } l = 0, \ldots, k - 1.
\]

Notice that the sparse representation needs \( O(k \cdot (\tau + \log n + 1)) \) many bits. Namely, we need one bit for the sign of each coefficient \( a_i \), \( \tau \) or less bits for the binary representation of \( |a_i| \), and \( \log n \) bits for the binary representation of each index \( i_j \). To date, it was unknown whether we can isolate (or just count) the real roots of \( p \) with a number of arithmetic operations over \( \mathbb{Q} \) that is polynomial in the input size of the sparse representation of \( p \). This paper gives a positive answer to the latter question. In addition, we show that, for isolating all real roots of a sparse enough polynomial \( p \in \mathbb{Z}[x] \), our algorithm is near-optimal:

**Theorem 1.** Let \( p \in \mathbb{Z}[x] \) be a \( k \)-nomial of magnitude \((n, \tau)\), then we can isolate all real roots of \( p \) with \( O(k^3 \cdot \log(n\tau) \cdot \log n) \) many arithmetic operations over the rational numbers. In addition, for \( k = O(\log^c(n\tau)) \), with \( c \) a non-negative constant, we need at most \( \tilde{O}(n\tau) \) bit operations to isolate all real roots of \( p \). The latter bound is optimal up to logarithmic factors in \( n \) and \( \tau \).

There exist numerous algorithms, e.g. [3, 8, 9, 13, 14, 17, 19, 20, 21, 22, 23, 24], for efficiently computing the real (complex) roots of a polynomial \( p \) as in (1.2), given that \( k \) is large enough. That is, for \( k = \Omega(n^c) \) with \( c \) an arbitrary but positive constant, the computational complexity of these algorithms is polynomial in the input size. For isolating all complex roots of \( p \), Pan’s method [14, 17], which goes back to Schönhage’s splitting circle approach [24], achieves record bounds with respect to arithmetic and bit complexity in the worst case. More specifically, it needs \( O(n) \) arithmetic operations performed with a precision of \( O(n\tau^c) \) bits, and thus, \( O(n^c) \) bit operations. Besides Pan’s method, which computes all complex roots at once, there also exist very efficient methods for computing the real roots only. A recently proposed algorithm, denoted ANEWDSC [21], which combines Descartes’ Rule of Signs, Newton iteration, and approximate arithmetic, has a bit complexity that is comparable to Pan’s method; for any given positive integer \( L \), ANEWDSC uses \( O(n^L + n^\tau + nL) \) bit operations to compute isolating intervals of size less than \( 2^{-L} \) for all real roots of \( p \). We further remark that both of the above mentioned methods can be used to efficiently isolate the roots of a polynomial \( p \) whose coefficients can only be learned from (arbitrarily good) approximations, given that \( p \) has no multiple roots. In this model, the bound on the bit complexity is stated in terms of the degree, the discriminant, and the Mahler bound of \( p \).

In contrast, for general \( k \), much less is known about the computational complexity of computing (or just counting) the real roots of \( p \). In [6], Cucker et al. proposed a method to compute all integer roots of \( p \) with a number of bit operations that is polynomial in the input size. Lenstra [10] further showed that all rational roots of \( p \) can be computed in polynomial time. In fact, he even proved that one can compute all factors of \( p \) over \( \mathbb{Q} \) of a fixed degree \( d \) with a number of bit operations that is polynomial in the input size and \( d \). For trinomials \( p \) (i.e. \( k = 3 \)) with arbitrary real coefficients, Rojas and Ye [13] gave an algorithm for counting (and \( \varepsilon \)-approximating) all real roots of \( p \) that uses \( O(\log^2 n) \) arithmetic operations in the field over \( \mathbb{Q} \) generated by the coefficients of \( p \). However, for polynomials \( p \in \mathbb{P}[x] \) with more than 3 monomials, it is unknown whether there exists a deterministic polynomial-time algorithm for computing (or just counting) the real roots of \( p \). Bastani et al. [1] introduced a deterministic algorithm that, for most inputs, counts the number of real roots of a tetranomial \( p \) (i.e. \( k = 4 \)). Its arithmetic complexity is polynomial in the input size, and, in the special case where \( p \) has integer coefficients, even the bit complexity is polynomial. For general \( k \)-nomials \( p \in \mathbb{Z}[x] \) with integer coefficients, we

\footnote{The literature on root solving is extensive. Hence, due to space limitations, we decided to restrict to a small selection of representative papers and refer the reader to the references given therein.}
are not aware of any method, either for counting or isolating the real roots, that achieves an arithmetic complexity that is polynomial in the input size of the sparse representation of $p$.

For the bit complexity, the best known bound for isolating the roots of a (not necessarily sparse polynomial) $p \in \mathbb{Z}[x]$ is $\tilde{O}(n^2 \tau)$, and we expect no improvement of the corresponding algorithms when restricting to sparse polynomials. Namely, since Pan’s method computes all complex roots, it needs $\Omega(n)$ arithmetic operations. Also, methods based on Descartes’ Rule of Signs need at least $\Omega(n)$ arithmetic operations due to a transformation of the polynomial $p$ that destroys its sparsity. This together with the fact that there exist 4-nomials that require a precision of $\Omega(n \tau)$ for isolating its (real) roots (see also the proof of Theorem 1) indicates that both approaches have a worst-case bit complexity of $\tilde{O}(n^2 \tau)$. In addition, for isolating the roots of $p$, most algorithms need to compute the square-free part of $p$ in a first step, and the best known deterministic bounds [25] Section 14 for the arithmetic and bit complexity of the latter problem are $\tilde{O}(n)$ and $\tilde{O}(n^2 \tau)$, respectively.

Our algorithm is rather simple from a high-level perspective and combines mainly known techniques. Thus, we consider our contribution to be the right assembly of these techniques into an algorithm and the complexity analysis. The main idea underlying our approach is to compute isolating intervals for the roots of $p_0 := p/x^n$ from sufficiently small isolating intervals for the roots of the polynomial $p_1 := p_0 \cdot x^{\tau-1}$. Notice that $p_1$ is a $(k-1)$-nomial of magnitude $(n, \tau + \log n)$ with a non-vanishing constant coefficient. Using evaluation and separation bounds, we can determine the sign of $p_0$ at the roots of $p_1$ by evaluating $p_0$ at arbitrary points in the corresponding isolating intervals, and thus, we can compute common roots of $p_0$ and $p_1$. In addition, we can immediately derive isolating intervals for the simple real roots of $p_0$ as $p_0$ is monotone in between two consecutive roots of $p_1$. Then, the isolating intervals for the roots of $p_0$ can be further refined to an arbitrary small size. Hence, recursive application of the above approach allows us to compute isolating intervals for $p$ from the roots of a 1-nomial $p_{k-1} \in \mathbb{Z}[x]$ after $k$ iterations; see Section 2.1 for details.

Efficiency of the above approach crucially depends on the method to refine the isolating intervals for the simple roots of the polynomials $p_1$ that are considered in the recursion. For this, we modify an efficient method for approximating (clusters of) real roots as recently proposed in [21]. Since the method from [21] is based on Descartes’ Rule of Signs, its arithmetic complexity is super-linear in $n$. Hence, in order to exploit the sparsity of the polynomials $p_0$, we need to replace the corresponding steps by simple polynomial evaluation. For an arbitrary positive integer $L$, the so-obtained method refines arbitrarily isolating intervals for all simple roots of a $k$-nomial $p$ of magnitude $(n, \tau)$ to a size less than $2^{-L}$ in $O(k \cdot (\log n + \log(\tau + L)))$ iterations, and, in each iteration, $p$ is evaluated at a constant number of points. This yields an arithmetic complexity for the refinement steps that is polynomial in the input size. We consider the refinement method as the key ingredient of our algorithm, and think that it is of independent interest.

When using exact arithmetic over the rationals, the bit complexity of our algorithm is $\tilde{O}(k^3 n^2 \tau)$. We further show that, when replacing exact by approximate computation, the bit-size of the intermediate results reduces by a factor $n$ for the price of using $k$ times as many arithmetic operations. This yields the bound $\tilde{O}(k^3 n^2 \tau)$, and thus, $\tilde{O}(n \tau)$ for sufficiently small $k$, that is, $k = O(\log^2(n \tau))$. We also prove that the latter bound is optimal, where we use the fact that there exist 4-nomials such that the binary representations of the corresponding isolating intervals need $\Omega(n \tau)$ bits.

2. ALGORITHM AND COMPLEXITY

2.1 The Algorithm

It is well known (e.g., see [6,13]) that the number of real roots of $p$ is upper bounded by $2k-1$. Namely, according to Descartes’ Rule of Signs, the number of positive real roots of $p$ (counted with multiplicity) is upper bounded by the number of sign changes in the coefficient sequence of $p$, and thus, smaller than $k$. The same argument applied to the polynomial $p(-x)$ further shows that the number of negative roots of $p(x)$ is smaller than $k$ as well.

In what follows, we may assume, w.l.o.g., that $i_0 = 0$. Namely, if $i_0 > 0$, then $p$ has the same roots as $p/x^i_0$ plus an additional root at $x = 0$ of multiplicity $i_0$. Hence, we can consider the polynomial $p/x^{i_0}$ instead. In addition, we may restrict our search to the positive roots; for the negative roots, we can then apply the same approach to the polynomial $p(-x)$. According to Cauchy’s root bound, the modulus of each (complex) root is upper bounded by $1 + 2^k < 2^{k+1}$, and thus, for isolating the positive real roots of $f$, we can restrict our search to the interval $J := (0, 2^{k+1})$. We write $p$ as

$$p(x) = a_0 + x \cdot \cdots + a_{k-1} \cdot x^{k-1-0(i)} = a_0 + x^{0} \cdot \hat{p}(x),$$

where $\hat{p}$ has degree $n - l_1 < n$ and exactly $k - 1$ non-zero coefficients.

The idea is now to compute isolating intervals for the positive roots of $p_0 := p$ from sufficiently small isolating intervals for the positive roots of its derivative $p'(x) := \frac{dp(x)}{dx}$. For this, we do not directly consider the derivative of $p(x)$ but the polynomial

$$p_1(x) := x \cdot \hat{p}(x) + i_1 \cdot \hat{p}(x) = \tilde{p}(x) x^{1-0(i)},$$

(2.1)

which has the same roots as $p'\hat{p}$ except for the root at $x = 0$ of multiplicity $i_1 - 1$. Notice that $p_1$ is a $(k-1)$-nomial of magnitude $(n - i_1, \tau + \log n)$ and that its coefficients can be computed from the coefficients of $p$ using $k$ multiplications and $k$ additions.

Let $x_1' > 0$, with $0 \leq k_1 < k - 2$, denote the roots of $p_1$ that are contained in $J := (0, 2^{k+1})$. W.l.o.g., we may assume that $0 < x_1' < x_2' < \cdots < x_{k_1}' < 2^{k+1}$. Now, suppose that, for each root $x_j'$, an isolating interval $I_j := (a_j, b_j) \subset J$ of width less than $2^{-L}$, with $L := 2^{2L} \cdot n \cdot (\tau + k \cdot \log n)$ and $a_j, b_j \in \mathbb{Q}$, is given. Then, based on the following theorem, we can compute the sign of $p$ at the roots of $p_1$, and thus, determine common roots of $p$ and $p_1$. Because of space limitations, we give the proof of Theorem 2 in the Appendix. It mainly combines known results, however, we remark that we could not find a comparable result in the literature, where only evaluation/separation bounds of size $O(n^2 + n \mu)$ are given.

Theorem 2. Let $f$ and $g$ be polynomials of degree $n$ or less with integer coefficients of absolute values less than $2^k$, and let

$$L := 2^{2L} \cdot n \cdot (\log n + \mu).$$

(2.2)

Then, for any two distinct roots $\xi_j$ and $\xi_j'$ of $F := f \cdot g$, it holds that $|\xi_j - \xi_j'| \geq 2^{-L}$, where $m_i := \text{mult}(\xi_j, F)$ denotes the multiplicity of $\xi_j$ as a root of $F$. If $\xi_j$ is a root of $g$ and $f(\xi_j) \neq 0$, then it holds that $|f(\xi_j)| \geq 2^{-L/4}$ for all $x \in \mathbb{C}$ with $|x - \xi_j| < 2^{-L/2}$. Vice versa, if $f(\xi_j) = 0$, then $|f(x)| < 2^{-L}$ for all $x \in \mathbb{C}$ with $|x - \xi_j| < 2^{-L/2}$.

From the above theorem, we conclude that, for all $j = 1, \ldots, k_1$:

- $p$ has at most one root $\xi_j'$ in $I_j'$.
- If $p$ has a root $\xi_j'$ in $I_j'$, then $\xi_j = x_j'$ and $|p(x)| < 2^{-L}$ for all $x \in I_j'$.
- If $p$ has no root in $I_j'$, then $|p(x)| > 2^{-L/4}$ for all $x \in I_j'$.
Hence, we can determine the sign of $p$ at each root $x_j$ of $p_1$ by evaluating $p(x)$ at an arbitrary point $x_j$ in $I_j$. If $p(x_j) > 0$, then $p$ has all its roots in $I_j$. If $p(x_j) < 0$, then $p$ has a root in $I_j$.

Before we continue with the analysis of our algorithm, we first consider a simple example to illustrate our approach. Notice that we tried to keep the formulation of our algorithm as simple as possible with the prior goal to achieve the claimed complexity bounds, however, for the cost of a probably worse performance in practice. Hence, for an actual implementation, we propose to integrate additional steps in order to avoid costly refinement steps, and thus, to considerably speed up the overall approach. We hint to such techniques in the following section. The reader who is mainly interested in the theoretical complexity bounds should feel free to skip the example and directly continue with Section 2.3.

2.2 An Example and Alternatives

Let $p(x) = x^5 - 4 \cdot x^4 + 4 \cdot x^3 - 4 \cdot x^2 - 4$ be a 6-nomial of magnitude $(n, \tau) := (50, 2)$. We consider the polynomials $p_j$, with $j = 0, \ldots, 5$, that are defined as follows:

$$p_0(x) = x^5 - 4 \cdot x^4 + 4 \cdot x^3 - 4 \cdot x^2 - 4$$

$$= x^5 - (x^4 - 4 \cdot x^3 + 4 \cdot x^2 - 4) - 4 = x^5 - p_0(x)$$

$$p_1(x) := x \cdot \cdot \cdot$$

$$p_2(x) := x \cdot \cdot \cdot$$

$$p_3(x) := x \cdot \cdot \cdot$$

$$p_4(x) := x \cdot \cdot \cdot$$

$$p_5(x) := x \cdot \cdot \cdot$$

We want to recursively isolate and approximate the real positive roots of the polynomials $p_j$ to $p_0$, starting with $p_5$. Since we are only interested in the roots of $p = p_0$, we can restrict to the interval $[0, \cdot \cdot \cdot]$, which contains all real positive roots of $p$. Trivially, $p_5$ has no root, and thus, $p_4$ is monotone in $\mathscr{I}$. Since $p_4(0) < 0$, the interval $I_{x_1} := \mathscr{I}$ isolates the unique (simple) positive real root $x_{x_1} \approx 0.326$ of $p_4$ in $\mathscr{I}$. The polynomial $p_3$ is monotone in each of the two intervals $(0, x_{x_1})$ and $(x_{x_1}, 1.8)$. Refining the isolating interval for $x_{x_1}$ to a width less than $2^{-L}$, with $L := 128 \cdot \cdot \cdot$, we can evaluate the sign of $p_3$ at $x = x_{x_1}$. Since $p_3(0) > 0$, $p_3(x_{x_1}) \approx -1943 < 0$, and $p_3(8) > 0$, each of the two intervals $I_{x_2} := (0, x_{x_1})$ and $I_{x_3} := (x_{x_1}, 8)$ isolates a (simple) positive real root $x_{x_2} \approx 1.275$ and $x_{x_3} \approx 1.375$ of $p_3$. The polynomial $p_2$ is monotone in each of the three intervals $(0, x_{x_1})$, $(x_{x_1}, x_{x_2})$, and $(x_{x_2}, 8)$. We again refine the isolating intervals for $x_{x_1}$ and $x_{x_2}$ to a width less than $2^{-L}$ and evaluate the sign of $p_2$ at the points $x = 0, x = 8$, and at the roots of $p_3$. From the latter evaluations, we conclude that $p_2$ has exactly three positive (simple) real roots (at $x_{x_2} \approx 0.869, x_{x_2} \approx 1.315, and at x_{x_3} \approx 1.396$), which are isolated by the intervals $(0, x_{x_1})$, $I_{x_2} := (x_{x_1}, x_{x_2})$, and $I_{x_3} := (x_{x_2}, 8)$, respectively. Refining the isolating intervals for $x_{x_1}, x_{x_2}$, and $x_{x_3}$ to a width less than $2^{-L}$ again allows us to evaluate the sign of $p_1$ at the roots of $p_2$. The latter computation shows that $p_1$ has exactly two (simple) positive real roots in $\mathscr{I}$ (at $x_{x_2} \approx 1.356$ and $x_{x_2} \approx 1.414$), which are isolated by the intervals $(x_{x_2}, x_{x_3})$ and $(x_{x_3}, 8)$, respectively. Eventually, we refine the intervals to a width less than $2^{-L}$ and evaluate the sign of $p_0 = p$ at the roots of $p_1$. We have $p_0(0, x_{x_1}) \approx 3 \cdot 10^{-6}$ and $p_0(x_{x_2}) < 2^{-L}$, where $x$ has been arbitrary chosen from the isolating interval for $x_{x_2}$. Hence, from Theorem 2 we conclude that $p_0(x_{x_2}) < 0$, and thus, $x_{x_1} = x_{x_2}$ is the unique positive real root of $p$. In addition, $x_{x_1}$ has multiplicity 2.

Notice that, in each except the last step (i.e., for $j = 2, \ldots, 5$), we could consider an alternative approach, where we simultaneously refine the isolating interval for a root $\xi$ of $p_j$ and use interval arithmetic to evaluate the sign of $p_{j-1}(\xi)$. Following the analysis in Section 4, one can show that, if $p_{j-1}(\xi) \neq 0$, then this approach yields the correct sign as soon as the interval has been refined to a width less than $2^{-L}$, with $L = \cdot \cdot \cdot$.
Theorem 3. Let $p \in \mathbb{Z}[x]$ be a $k$-nomial of magnitude $(n, \tau)$, then all real roots of $p$ can be isolated with $O(k^3 \cdot \log(n\tau) \cdot \log n)$ arithmetic operations over the rational numbers.

Notice that, from the latter theorem, we can immediately derive a corresponding result for polynomials $p(x) = \sum_{i=0}^{n} a_i x^i \in \mathbb{Q}[x]$ with rational coefficients. Namely, suppose that $a_i = \frac{p_i}{q_i}$ with integers $p_i$ and $q_i$ of absolute values less than $2^\gamma$. Then, $P(x) := p(x) \cdot \prod_{i=0}^{n-1} q_i \in \mathbb{Z}[x]$ is a $k$-nomial of magnitude $(n, \tau\gamma)$ that has the same roots as $p(x)$. Since $P$ can be computed from $p$ using less than $2k$ multiplications, we conclude from Theorem 3.

Corollary 4. Let $p(x) = \sum_{i=0}^{n} a_i x^i \in \mathbb{Q}[x]$ be a polynomial with rational coefficients of the form $a_i = \frac{p_i}{q_i}$, where $p_i, q_i \in \mathbb{Z}$ and $|p_i|, |q_i| < 2^\gamma$ for all $i = 0, \ldots, k - 1$. Then, all real roots of $p$ can be isolated with $O(k^3 \cdot \log(k\tau) \cdot \log n)$ arithmetic operations over the rational numbers.

3. ROOT REFINEMENT

Throughout the following considerations, let $p(x)$ be a $k$-nomial of magnitude $(n, \tau)$ as in (1.1), and let $I_0 = (a_0, b_0) \subset \mathcal{F} = (0, 2^{n+1})$, with $a_0, b_0 \in \mathbb{Q}$, be an isolating interval for a simple real root $\xi$ of $p$. For a given positive integer $L \in \mathbb{Z}$, we aim to refine $I_0$ to a width less than $2^{-L}$. Our refinement method is almost identical to a combination of the Newton- and the Boundary-Test as proposed in a very recent paper [21] on real root isolation, however, we slightly modify the latter approach in order to exploit the sparsity of $p$. That is, for testing an interval $I \subseteq I_0$ for the existence of a root, we replace a test based on Descartes’ Rule of Signs (see Theorem 3) by a simple sign evaluation of $p$ at the endpoints of $I$. For refining $I_0$, this is possible as $I_0$ is assumed to be isolating for a simple root, whereas the method from [21] has to process arbitrary intervals for which no further information is provided.

For the sake of a self-contained presentation, we briefly review some basic facts about Descartes’ Rule of Signs before presenting the refinement algorithm; for an extensive treatment of the Descartes method, we refer to [5][7][20][21].

For an arbitrary interval $I = (a, b)$, we denote $\varphi(p, I)$ the number of sign variations in the coefficient sequence $(a_0, a_1, \ldots, a_n)$ (after removing all zero-entries) of the polynomial

$$p(x) = \sum_{i=0}^{n} a_i x^i = (x + 1)^n \cdot f \left( \frac{a \cdot x + b}{x + 1} \right).$$

The polynomial $p_I$ is computed from $p$ via the Möbius transformation that maps a point $x \in \mathbb{C}\setminus\{-1\}$ to $\frac{a \cdot x + b}{x + 1} \in \mathbb{C}$, followed by multiplication with $(x + 1)^n$. Notice that the latter step ensures that denominators in $p(ax + b)/(x + 1)$ are cleared. There is a one-to-one correspondence (preserving multiplicities) between the positive real roots of $p_I$ and the roots of $p$ in $I$. In addition, according to Descartes’ Rule of Signs, $\varphi(p, I)$ is an upper bound on the

$5\text{The Newton-Test from [21] Section 3.2] is a crucial subroutine within the root isolation algorithm ANEWdSc. It guarantees that, during the isolation process, clusters of roots are automatically detected and further approximated in an efficient manner. In this setting, the Newton-Test applies to arbitrary intervals $I$ that are not known to be isolating yet. Notice that, for the refinement of $I_0$, we cannot directly use the original Newton-Test from [21]. Namely, in general, the polynomial $p_I$ from [21] is not sparse anymore, even for small $k$, and thus, we would need a super linear number of arithmetic operations to compute $\varphi(p, I)$ (see Thm. 5 for definitions). However, when refining an interval $I_0$ that is known to isolate a simple real root $\xi$ of $p$, we can test some subinterval $I \subseteq I_0$ for being isolating with only two evaluations of $p$. Namely, $I$ isolates $\xi$ if and only if $p(a) \cdot p(b) < 0$.}
In each step of the recursion, we store a pair \( \mathcal{A} := (I, N_I) \), where we initially set \( \mathcal{A} := (I_0, N_{I_0}) \), with \( N_I := 4 \). We first try to compute a subinterval \( I' \subset I \) of width \( w(I') \), with \( \frac{w(I)}{\pi N_I} \leq w(I') \leq \frac{w(I)}{N_I} \), that contains the unique root \( \xi \). This is done via two tests, that is, the Newton_Test_signat and the Boundary_Test_signat:

**Newton_Test_signat:** Consider the points \( \xi_1 := a + \frac{1}{2} \cdot w(I) \), \( \xi_2 := a + \frac{1}{2} \cdot w(I) \), \( \xi_3 := a + \frac{1}{2} \cdot w(I) \), and let \( \varepsilon := 2^{-5+\log n} \). For \( j = 1, 2, 3 \), we choose arbitrary points (see Footnote 6)

\[
\xi_j^* \in \xi_j \cdot \varepsilon \cdot w(I),
\]

where, for an arbitrary \( m \in \mathbb{R} \) and an arbitrary \( \delta \in \mathbb{R}_{>0} \), we define

\[
m[\delta] := \{ m_0 := m + (i - \lfloor k/2 \rfloor) \cdot \delta : i = 0, \ldots, 2 \cdot \lfloor k/2 \rfloor \}.
\]

The points \( \xi_j^* \) define values \( v_j := \frac{p(\xi_j^*)}{p'(\xi_j^*)} \). Then, for the three distinct pairs of indices \( i, j \in \{1, 2, 3\} \) with \( i < j \), we perform the following computations in parallel: For \( L = 1, 2, \ldots, 4 \), we compute approximations of \( p(\xi_j^*) \), \( p'(\xi_j^*) \), \( p''(\xi_j^*) \), and \( p'''(\xi_j^*) \) to \( L \) bits after the binary point; see Footnote 6. We stop doubling \( L \) for a particular pair \((i, j)\) if we can either verify that

\[
|v_i|, |v_j| > w(I) \quad \text{or} \quad |v_i - v_j| < \frac{w(I)}{4N_i} \quad (3.3)
\]

or that

\[
|v_i|, |v_j| < 2 \cdot w(I) \quad \text{and} \quad |v_i - v_j| > \frac{w(I)}{8N_i} \quad (3.4)
\]

If (3.3) holds, we discard the pair \((i, j)\). Otherwise, we compute sufficiently good approximations (see Footnote 9) of the values \( p(\xi_j^*) \), \( p'(\xi_j^*) \), \( p''(\xi_j^*) \), and \( p'''(\xi_j^*) \), such that we can derive an approximation \( \lambda_{i,j} \) of

\[
\lambda_{i,j} := \xi_i^* + \frac{\xi_j^* - \xi_i^*}{v_j - v_i} \cdot v_i \quad (3.5)
\]

with \( |\lambda_{i,j} - \lambda_{i,j}^*| \leq \frac{1}{2N_j} \). If \( \lambda_{i,j} \notin [a, b] \), we discard the pair \((i, j)\).

Otherwise, let \( \ell_{i,j} := \left\lfloor \frac{4N_{i,j}(\lambda_{i,j} - a)}{w(I)} \right\rfloor \). Then, it holds that \( \ell_{i,j} \in \{0, \ldots, 4N_j\} \).

We further define

\[
I_{i,j} := (a_{i,j}, b_{i,j}) := \left( a + \max(0, \ell_{i,j} - 1) \cdot \frac{w(I)}{4N_i}, a + \min(4N_j, \ell_{i,j} + 2) \cdot \frac{w(I)}{4N_j} \right).
\]

If \( a_{i,j} = a \), we set \( a'_{i,j} := a \), and if \( b_{i,j} = b \), we set \( b'_{i,j} := b \). For all other values for \( a_{i,j} \) and \( b_{i,j} \), we choose arbitrary points (see Footnote 6)

\[
a'_{i,j} \in a_{i,j} \cdot w(I) \quad \text{and} \quad b'_{i,j} \in b_{i,j} \cdot w(I). \quad (3.6)
\]

6In order to distinguish the tests from their counterparts in [22], we use the affix _a_signat, which refers to the sign evaluation of \( p \) at the endpoints of an interval \( I \) in order to test \( I \) for the existence of a root. We also remark that we directly give both tests in its full generality. That is, at several places, we use approximate arithmetic, and, in addition, we allow to choose an arbitrary point \( m \), from \( m[\delta] \), where \( m[\delta] := \{ m_0 := m + (i - \lfloor k/2 \rfloor) \cdot \delta : i = 0, \ldots, 2 \cdot \lfloor k/2 \rfloor \} \) is a set of \( 2 \cdot \lfloor k/2 \rfloor + 1 \) points that are clustered at \( m \). For now, the reader may assume that we always choose \( m = m \), and that exact arithmetic over rational numbers is used. However, for our variant of the root isolation algorithm that uses approximate arithmetic (see Section 10), we will exploit the fact that we can choose a point \( m_0 \) from \( m[\delta] \) for which \( |p(m_0)| \) becomes large. This guarantees that the precision does not become unnecessarily large.
We define $I' := I_{i,j}' := (a_{i,j}', b_{i,j}')$. Notice that $I'$ is contained in $I$, and it holds that $\frac{w(I)}{N^2} \leq w(I') \leq \frac{w(I)}{N^2}$. In addition, if the endpoints of $I'$ are dyadic, then the endpoints of $I'$ are dyadic as well.

In the final step, we compute the sign of $p(a_{i,j}')$ and $p(b_{i,j}')$. $I'$ is isolating for $\xi$ if and only if $p(a_{i,j}')$, $p(b_{i,j}') < 0$, hence, if the latter inequality is fulfilled, we return $I'$. Otherwise, we discard $(i,j)$.

We say that the Newton-Test-signat succeeds if it returns an interval $I' = I_{i,j}'$ for at least one of the three pairs $(i,j)$. If we obtain an interval for more than one pair, we can output either one of them. Otherwise, the test fails.

If the Newton-Test-signat succeeds, we replace $\mathcal{I}' := (I,N_I)$ by $\mathcal{I}' := (I',N_I)$, with $N_I := N_I^2$. If the Newton-Test-signat fails, we continue with the so-called Boundary-Test-signat. Essentially, it checks whether $\xi$ is located very close to one of the endpoints of $I$.

Boundary-Test-signat: Let $m_i := a + \frac{w(I)}{N_I}$ and $m_i := b - \frac{w(I)}{N_I}$, and let $\varepsilon := 2^{-2[2 + \log n]}$. Choose arbitrary points (see Footnote 6)

$$m_i' \in m_i[\varepsilon \cdot \frac{w(I)}{N_I}] \quad \text{and} \quad m_i' \in m_i[\varepsilon \cdot \frac{w(I)}{N_I}], \quad (3.7)$$

and compute the sign of $p(x)$ at $x = a, x = m_i', x = m_i'$, and $x = b$. If $p(a) \cdot p(m_i') < 0$, then $I'(a, m_i')$ isolates $\xi$, and thus, we return $I'$. If $p(b) \cdot p(m_i') < 0$, we return $I' = (m_i', b)$. Notice that from our definition of $m_i'$ and $m_i''$, it follows that both intervals $I_i$ and $I_i'$ have width in between $\frac{w(I)}{N_I}$ and $\frac{w(I)}{N_I}$.

If $p(a) \cdot p(m_i') < 0$ or $p(b) \cdot p(m_i') < 0$, the Newton-Test-signat succeeds. Otherwise, the test fails.

If the Boundary-Test-signat succeeds, then $\mathcal{I}' := (I,N_I)$ is replaced by $\mathcal{I}' := (I',N_I)$, with $N_I := N_I^2$. If the Newton-Test-signat as well as the Boundary-Test-signat fail, then we choose an arbitrary point (see Footnote 6)

$$m_i' \in m_i[\varepsilon \cdot \frac{w(I)}{N_I}], \quad (3.8)$$

and compute the sign of $p(x)$ at $x = a$ and $x = m_i'$. If $p(a) \cdot p(m_i') < 0$, we replace $\mathcal{I}' := (I,N_I)$ by $\mathcal{I}' := (I',N_I)$, with $I' = (a, m_i')$ and $N_I := \max(4, N_I)$. If $p(m_i') = 0$, we stop and return the interval $[m_i']$ of width zero. Otherwise, we replace $\mathcal{I}' := (I,N_I)$ by $\mathcal{I}' := (I',N_I)$, with $I' = (m_i', b)$ and $N_I := \max(4, N_I)$. We stop refining $I$ as soon as $I$ has width less than $2^{-2}$.

We formulated the Newton-Test-signat and the Boundary-Test-signat in a way such that each of them succeeds if the corresponding test in [21] succeeds, assuming that we choose the same points in (3.2), (3.6), and in (3.7). Namely, if $I' = (a_i', b_i')$ is known to contain at most one (simple) root of $p$, then $\varphi_p(p', I') = 0$ implies that $p(a') \cdot p(b') \geq 0$. Hence, the analysis from [21] directly carries over and yields the following result:

LEMA 6. Let $I_0, I_1, \ldots, I_s$, with $I_0 \supset I_1 \supset \cdots \supset I_s$, $s \in \mathbb{N}$, and $w(I_{i-1}) \geq 2^{-2} > w(I_i)$, be the intervals produced by the algorithm NEWREFINEF, and let $s_{\max}$ be the largest number of intervals $I_j$ for which the one-circle region of $I_j$ contains exactly the same roots. Then, it holds that $s_{\max} = O(\log n + \log(\tau + L))$.

From the lemma above and Theorem [5] we now obtain the following bound for the number of iterations that is needed to refine $I_0$ to an interval of width less than $2^{-L}$.

THEOREM 7. Let $I_0 = (a_0, b_0) \subset (0, 2^{r+1})$, with $a_0, b_0 \in \mathbb{Q}$, be an isolating interval for a simple root $\xi$ of a $k$-nomial $p \in \mathbb{Z}[x]$ of magnitude $(n, \tau)$. For computing an interval $I = (a, b) \subset I_0$, with $a, b \in \mathbb{Q}$ and $\xi \in I$, the algorithm NEWREFINEF needs $O(\varphi_p(p, I) \cdot (\log n + \log(\tau + L)))$ many iterations and $O(k \cdot \log n \cdot \varphi_p(p, I) \cdot (\log n + \log(\tau + L)))$ many arithmetical operations over $\mathbb{Q}$.

PROOF. As in Lemma [6] we denote $I_0, I_1, \ldots, I_s$, with $I_0 \supset I_1 \supset \cdots \supset I_s$, $s \in \mathbb{N}$, and $w(I_{i-1}) \geq 2^{-2} > w(I_i)$, the intervals produced by NEWREFINEF. Let $j_0$ be the minimum index for which the one-circle region $A_0$ of $I_j$ contains at most $v_0$ many roots, with $v_0 := \varphi(p, I_0)$. If the one-circle region of each $I_j$ contains more than $v_0$ roots, we set $j_0 := s$. Now, using Lemma [6] for the sub-sequence $I_{j_0}, \ldots, I_s$, we conclude that $s - j_0 = v_0 \cdot \max$. Hence, we are left to argue that $j_0$ is bounded by $O(\varphi(p, \log n + \log(\tau + L)))$. In fact, the following consideration even shows that $j_0 = O((\log n + \log(\tau + L)))$. We first consider the special case, where $I_j$ shares a common endpoint with $I_0$. Then, exactly the same argument as in the proof of [21] Lemma 23] shows that $j_0$ is bounded by $O(\log n + \log(\tau + L))$, where we use that $N_I = O(\log n + \log(\tau + L)$), using the fact that the success of the Boundary-Test-signat guarantees quadratic convergence, and the latter test must succeed for all but $O(\log n + \log(\tau + L))$ many iterations. Now suppose that there exists an index $j_0 < j_0$ such that $I_{j_0}$ shares a common endpoint with $I_0$, whereas $I_{j_0+1}$ does not. Then, $j_0 = O(\log n + \log(\tau + L))$. In addition, the distance from any point $x \in I_{j_0+1}$ to each of the two endpoints $a_0$ and $b_0$ is larger than or equal to $w(I_{j_0+1})/4$. Hence, since $w(I_{j_0+1}) \leq 4 \cdot w(I_j)$ for all $j$, we have $\max(|a_j - a_0|, |b_j - b_0|) > 8\gamma_2 \cdot w(I_j)$ for all $j > j_0 + 4(\log n + 1)$. According to [20] Lemma 9], it follows that the one-circle region of any interval $I_j$, with $j > j_0 + 4(\log n + 1)$, is contained in the Obreshkoff lens of $I_0$. Now, from (part a) of Lemma [5], we conclude that the one-circle region of $I_j$ contains at most $v_0$ roots for each $j > j_0 + 4(\log n + 1)$, and thus, $j_0 = O((\log n + \log(\tau + L)))$. This proves the first claim.

For the second claim, we remark that, in each iteration, we perform a constant number of evaluations of the polynomial $p$ and its derivative $p'$. Since both polynomials have $k$ coefficients or less, this shows that we need $O(k \log n)$ arithmetical operations over $\mathbb{Q}$ in each iteration. Multiplication of the latter bound with the bound on the number of iterations eventually yields the claimed bound on the arithmetic complexity.

Now suppose that isolating intervals $I_1, \ldots, I_s \subset \mathcal{I}$ for all simple real roots of $p$ are given. Then, $\sum_{j=1}^{s} \varphi_p(p, I_j) \leq \varphi(p, \mathcal{I}) \leq k$, and thus, Theorem [7, yields the following result:

COROLLARY 8. Let $p \in \mathbb{Z}[x]$ be a $k$-nomial of magnitude $(n, \tau)$, and $I_j = (a_j, b_j) \subset \mathcal{I} = (0, 2^{r+1})$, with $j = 1, \ldots, k$, and $a_j, b_j \in \mathbb{Q}$, be isolating intervals for all simple real roots of $p$. Then, we can refine all intervals $I_j$ to a width less than $2^{-L}$, with $L$ an arbitrary positive integer, with a number of arithmetic operations over $\mathbb{Q}$ bounded by $O(k^2 \cdot \log n \cdot (\log n + \log(\tau + L)))$.

4. BIT COMPLEXITY

We finally aim to derive a bound on the bit complexity of our algorithm when using approximate but certified arithmetic. When using exact arithmetic over dyadic numbers (i.e., numbers of the form $m \cdot 2^{-l}$, with $m, l \in \mathbb{Z}$), all intermediate results are dyadic and of bit-size $O(n^2 \log n + \log \tau)$. Namely, we refine intervals to a width of
size $2^{-O(n(\tau+\log n))}$, and only consider evaluations of the polynomial $p$ at dyadic points that are contained in such intervals and whose bit-size is bounded by $\kappa = O(n(\tau+\log n))$. From the latter fact and Theorem 3, we conclude that the overall bit complexity of our algorithm is bounded by $\tilde{O}(n^2 \cdot \tau^k)$ when using exact arithmetic over rational (dyadic) numbers. Here, we use that exact evaluation of $p$ at a dyadic number of bit-size $\kappa$ needs $\tilde{O}(n(\kappa+|\kappa|))$ bit operations [2]. However, the following considerations show that we can replace a factor $n$ by an additional factor $k$ in the latter bound. More precisely, using approximate computation, we can reduce the bit-size of the intermediate results by a factor $n$ for the price of using $k$ times as many arithmetic operations. We give details:

Notice that, at several places in the algorithm NEWREFINE, that is, in (3.2), (3.6), (3.7), and in (3.8), we are free to choose an arbitrary point $m_i$ from a set

$$m[\delta] := \{ m_i := m + (i \cdot [k/2]) \cdot \delta; i = 0, \ldots, 2 \cdot [k/2] \}$$

consisting of $[k/2] + 1$ points that are clustered at $m$.

Now, in order to keep the precision of the computations as low as possible, we aim to choose a point $m_i \in m[\delta]$ for which $p(m_i)$ has a large absolute value. We introduce the following definition that has already been used in [21 Section 2.2] in a slightly modified form.

**Definition 1.** For $m[\delta]$ as above, we call a point $m^* \in m[\delta]$ admissible with respect to $m[\delta]$ (or just admissible if there is no ambiguity) if $|p(m^*)| \geq \frac{1}{4} \cdot \max_{j} |p(m_j)|$.

**Lemma 9.** Suppose that each point in $m[\delta]$ has absolute value less than $2^{t+1}$ and that $\lambda := \max_{j} |p(x_j)| \neq 0$. Then, we can determine an admissible point $m^* \in m[\delta]$ and an integer $t$ with

$$2^{-1} \leq |p(m^*)| \leq \lambda \leq 2^{t+1}$$

with $\tilde{O}(k(n\tau + \log\log(\lambda^{-1}, 1)))$ many bit operations.

**Proof.** Using the same approach as in [11 Section 4] plus repeated squaring, we can evaluate $p$ at any of the $[k/2] + 1$ many points $x = m_i$ to an absolute error less than $2^{-k}$, with $K$ an arbitrary positive integer, in a number of bit operations bounded by $\tilde{O}(k \cdot (n\tau + K))$. We can now compute an admissible point $m^* \in m[\delta]$ as follows: Consider $K = 1, 2, 4, \ldots$ and approximate all values $|p(m_i)|$ to a precision of $K$ bits after the binary point until, for at least one $i$, we obtain an approximation $2^w$ with $w_i \in \mathbb{Z}$ and $2^{w_i} \leq |p(x_i)| \leq 2^{w_i + 1}$. Now, let $i_0$ be such that $i_0$ is maximal; then, it follows that $2^{w_0} \leq \lambda \leq 2^{w_0 + 1}$. Following this approach, we must stop for a $K$ with $K < 2 \log\log(\lambda^{-1}, 1)$. Since we double $K$ at most $\log\log(\lambda^{-1}, 1)$ many times, the claim follows. \[\square\]

Now, in (3.2), (3.6), (3.7), and in (3.8) of NEWREFINE, we do not choose an arbitrary point from the corresponding set $m[\delta]$ but an admissible point $m^* \in m[\delta]$. We argue that, for each such $m^*$, we have $|p(m^*)| > 2^{-O(n(\tau+\log n))}$. Let $I = (a, b)$ be the interval that is processed in the current iteration, then $\min(|m_i - a|, |m_i - b|) > n^\delta \geq \sqrt{\pi n^2 - 1} - \frac{1}{2}$. Hence, the distance from $m^*$ to the boundary of the Oreshkov’s interval $L_{x_i}$ of $I$ is larger than $\delta/2$ since the distance from an arbitrary point $x \in I = (a, b)$ to the boundary of $L_{a_i}$ is larger than $\min|x-a|, |a-b| \cdot \sin\frac{\pi}{2\cdot n}$; see [20] Lemma 5 and Figure 4.1. Since the Oreshkov’s interval $L_{a_i}$ of the larger interval $I_0$ contains at most $k$ roots (counted with multiplicity), it follows that there exists at least one point $m_i \in m[\delta]$ with $|\xi_i - m_i| \geq \delta/2$ for all (distinct) complex roots $\xi_i$ of $p$. Let $\xi_j$ be the root of $p$ that minimizes the distance to $m_i$. If $\xi_j = \xi_i$, then

$$\left| \frac{p(m_i)}{|p(\xi_j)|} \right| = \left| \frac{m_i - \xi_j}{|\xi_j - \xi_i|} \right| \geq \left| m_i - \xi_j \right| \cdot 2^{-n+1} \geq \frac{\delta}{2n}$$

where $\mu_i$ denotes the multiplicity of $\xi_j$ as a root of $p$. Hence, from $\delta \geq 2^{-3\log n}$, we conclude that $|p(m_i)| = 2^{-O(n(\tau+\log n))}$ if $w(I) \geq 2^{t+1}$, with $L := 128n(\tau+\log n)$. We are left to discuss the case $\xi_j \not\in \mathbb{Q}$. Then,

$$\left| \frac{p(m_i)}{|p(\xi_j)|} \right| \geq \left| m_i - \xi_j \right| \cdot 2^{-n+1} \geq \frac{\delta}{2n}$$

Trivially, we have $w(I) \leq 2 \cdot w(I)/\sqrt{N_I}$ for $N_I = 4$.
For our root isolation algorithm as proposed in Section 2.1, the above result implies that we can isolate all real roots of \(p\) with a number of bit operations bounded by \(\tilde{O}(k^3 \cdot n(\tau + k))\). Namely, in each step of the recursion, we first have to evaluate some \(k\)-nomial \(p_{j-1}\) of magnitude \((n, \tau + k \log n)\) at arbitrary points \(x_i \in I_{j, i}\), where \(I_{j,i} = (a_{j,i}, b_{j,i})\) are isolating intervals for the real roots of \(p_j\). Since it suffices to compute approximations of the values \(p_{j-1}(x_i)\) to \(L/2\) bits after the binary point, the cost for all evaluations is bounded by \(\tilde{O}(k^2 \cdot n \tau)\) bit operations. In a second step, we have to refine all isolating intervals \(I_{j,i}\) for the simple real roots of \(p_j\) to a width less than \(2^{-L}\), with \(L = 128n(\log n + \tau)\). Each endpoint \(e\) of an arbitrary \(I_{j,i}\) is an endpoint of one of the intervals \(I_{j, i}\), that is, \(e = a_{j,i}\) or \(e = b_{j,i}\) for some \(i\). Hence, by induction, it follows that \(p(e) \geq 2^{-L}\). Then, from Lemma 10 we conclude that refining all intervals to a width less than \(2^{-\tau}\) needs \(\tilde{O}(k^4 \cdot n(\tau + k))\) bit operations.

**Theorem 11.** Let \(p(x) \in \mathbb{Z}[x]\) be a \(k\)-nomial of magnitude \((n, \tau)\). Then, computing isolating intervals with rational endpoints for all real roots of \(p\) needs \(\tilde{O}(k^3 \cdot n \tau)\) bit operations. For \(k = O(\log(n \tau)^p)\), with \(C\) a fixed positive constant, the latter bound becomes \(O(n \tau)\), which is optimal up to logarithmic factors.

**Proof.** It remains to prove the last claim. For this, consider the polynomial \(p(x) = x^n - (2^{2^r} \cdot x^2 - a)^2\), where \(a > 1\) is a fixed constant integer, and \(n, \tau \in \mathbb{N}_{>2}\). Then, \(p\) is a \(4\)-nomial of magnitude \((n, O(\tau))\), and \(p\) has two positive roots \(x_1 < x_2\), with \(x_1 < x_2\) and \(|x_i - \sqrt[n]{a} \cdot 2^{-\tau} < 2^{-\Omega(\tau)}|\) for \(i = 1, 2\). Namely, let \(f(x) := (2^{2^r} \cdot x^2 - a)^2\) be a polynomial that has two roots of multiplicity 2 at \(x = \pm \sqrt[n]{a} \cdot 2^{-\tau}\), and let \(g(x) := x^n\). Then, a simple computation shows that \(f(x) > g(x)\) for all points \(x\) on the boundary of the disk \(D \subset \mathbb{R}\) of radius \(\epsilon := 2^{-(n-2)(\tau-2)} \cdot \mu^{n+1}(\log^2 x)\) centered at \(\sqrt[n]{a} \cdot 2^{-\tau}\). Hence, Rouché’s Theorem implies that \(f\) and \(g - f\) have the same number of roots in \(D\). In addition, both roots are real.

We conclude that, for any isolating interval \(I_1 = (a_1, b_1)\) for \(x_1\), we must have \(I_1 = (a_1, b_1)\) for \(x_1\). Now, let \(b_1 = p/q\) with co-prime integers \(p, q\), then we must have \(q = \Omega(\tau)\); see Lemma 13 in the Appendix. Hence, the binary representation of the endpoints of \(I_1\) already needs \(\Omega(\tau)\) bits, which proves our claim.

5. **CONCLUSION**

In this paper, we give the first algorithm that computes the real roots of a sparse polynomial \(p \in \mathbb{Z}[x]\) in a number of arithmetic operations over \(\mathbb{Q}\) that is polynomial in the input size of the sparse representation of \(p\). In addition, for sparse-enough polynomials, the algorithm achieves a near-optimal bound for the bit complexity of the problem of isolating all real roots. The main ingredients of our algorithm are evaluation and separation bounds as well as an efficient method for refining an isolating interval of a simple real root. So far, our algorithm has been formulated in the easiest possible way with the prior goal to achieve good theoretical complexity bounds, however, for the price of a probably worse efficiency in practice. Hence, our first research goal is to provide an efficient implementation of our algorithm that integrates additional steps in order to improve its practical efficiency. Our second research goal is to extend our algorithm to (square-free) polynomials with arbitrary real coefficients. For this, it seems reasonable to combine our algorithm with the root isolation method from [21]. Hopefully, this allows us to derive improved (bit) complexity bounds for sparse polynomials that can be stated in terms of the geometry of the roots (similar to the bounds as provided in [21] Theorem 31) or [14] Theorem 3) rather than in terms of the input size. For polynomials \(p \in \mathbb{R}[x]\) that may have multiple real roots, the situation becomes more complicated. Namely, since no a-priori separation bound is known to decide whether a certain root has multiplicity larger than one, we cannot distinguish between a real root of multiplicity \(m > 1\) and a cluster of \(m\) (not necessarily real) roots. Hence, it remains an open research question whether the computation of a (reasonable good) separation bound has polynomial arithmetic complexity.
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7. APPENDIX

**Theorem 12.** Let $f$ and $g$ be polynomials of degree $n$ or less with integer coefficients of absolute values less than $2^h$, and let

$$L := 128 \cdot n \cdot (\log n + \mu).$$

Then, for any two distinct roots $\xi$ and $\eta$ of $F := f \cdot g$, it holds that $|\xi - \eta|^m > 2^{-L}$, where $m := \text{mult}(\xi, F)$ denotes the multiplicity of $\xi$ as a root of $F$. If $\xi$ is a root of $g$ and $f(\xi) \neq 0$, then it holds that $|f(x)| > 2^{-L/4}$ for all $x \in \mathbb{C}$ with $|x - \xi| < 2^{-L}$. Vice versa, if $f(\xi) = 0$, then $|f(x)| < 2^{-L}$ for all $x \in \mathbb{C}$ with $|x - \xi| < 2^{-L}$.

**Proof.** For the proof, we mainly combine known results [13], however, we aim to stress the fact that the following computations are necessary to derive an $L$ of size $O(n(\log n + \tau))$. Namely, the literature only provides comparable bounds for square-free polynomials, whereas, for arbitrary polynomials, the existing bounds are of size $O(n^2 + n\mu)$. This is mainly due to the fact that the known bounds for square-free polynomials are directly applied to the square-free part, and, in general, the square-free part of an integer polynomial of magnitude $(n, \mu)$ is of magnitude $(n, O(n + \mu))$.

Let $F(x) = f(x) \cdot g(x) = F_N \prod_{i=1}^{N} (x - z_i)$, where $z_1, \ldots, z_N$ denote the complex roots of $F$. Then, $F$ has degree $N \leq 2n$ and its coefficients are integers of absolute value $2^{5h}$ with $2^h < 2(\mu + \log n)$. Now, suppose that $F$ has exactly $r_0$ with $1 \leq r_0 \leq d \cdot F$, distinct complex roots $\xi_1$ to $\xi_{r_0}$ with multiplicities $m_1$ to $m_{r_0}$, respectively. From the proof of [13], Theorem 5, we conclude that

$$\prod_{i=1}^{r_0} \min \left( 1, \frac{|F^{(m_i)}(\xi_i)|}{|F_N| \cdot m_i!} \right) \geq 2^{3r_0 + 2\log N + 1} \cdot \text{Mea}(F)^{N},$$

where $\text{Mea}(F) = |F_N| \cdot \prod_{m=1}^{m} \max (1, |\xi|^m)$ denotes the Mahler Measure of $F$ and $F^{(m)}(x) := \frac{d^m F(x)}{dx^m}$ the $m$-th derivative of $F$. Since $\text{Mea}(F) \leq \|F\|_2 \leq \sqrt{N + 1} \cdot 2^{r_0}$, a simple computation shows that

$$\prod_{i=1}^{r_0} \min \left( 1, \frac{|F^{(m_i)}(\xi_i)|}{|F_N| \cdot m_i!} \right) > 2^{-24n(\mu + \log n)}. \quad (7.2)$$

Now, assume that $\xi = \xi_j$ is a root of $g$ and that $f(\xi) \neq 0$. Then, it follows that

$$|f(\xi)| = \frac{|F^{(m)}(\xi_j)|}{|g^{(m)}(\xi_j)|} > \frac{2^{-24n(\mu + \log n)}}{(n + 1) \cdot 2^h \cdot \xi_j^n} > 2^{-28n(\mu + \log n)},$$

where we used that $\xi_i$ is a root of multiplicity $m_i$ and $|\xi_i| < 2^h$ for all $i$. Hence, if $w := |x - \xi| < 2^{-L}$, then

$$|f(x)| = \left| f(\xi) + \sum_{i=1}^{n} \frac{f^{(i)}(\xi)}{i!} \cdot (x - \xi)^i \right| \geq |f(\xi)| - w \cdot 2^h \cdot 2^h \cdot 2^h = 2^{-32n(\mu + \log n)}.$$

Vice versa, if we assume that $f(\xi) = 0$, then $|f(x)| < w \cdot 2^{n(\mu + 1)} < 2^{-64n(\mu + \log n)}$ for all $x$ with $|x - \xi| \leq w \leq 2^{-L}$. This proves the second claim. For the first claim, let $\xi_i$ and $\xi_j$ be any two distinct roots of $F$. Then, we conclude from (7.2) that

$$2^{-24n(\mu + \log n)} < \frac{|F^{(m)}(\xi_i)|}{|F_N| \cdot m_i!} = \prod_{l \neq i} |\xi_i - \xi_l|^m \quad (7.3)$$

and thus the first claim follows. \hfill \Box

**Lemma 13.** Let $a \in \mathbb{Z}$ be a positive integer such that $\sqrt{a}$ is irrational, and let $p$ and $q$ be arbitrary integers. Then, $|\sqrt{a} - \frac{p}{q}| > \frac{1}{\sqrt{2a} \cdot q^2}.$

**Proof.** We consider the continued fraction expansion of $\sqrt{a}$:

$$\sqrt{a} = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{\ddots}}}$$

with non-negative integers $a_0, a_1, \ldots$. For short, we write $\sqrt{a} = [a_0; a_1, a_2, \ldots]$ and abbreviate the continued fraction expansion at $a_n$ yields the corresponding approximation $\frac{p_n}{q_n} = [a_0; a_1, \ldots, a_n]$, where $p_n$ and $q_n$ are co-prime integers. The recursive relation between the denominators $q_n$ and the values $a_0$ is given as follows:

$$q_n = a_n \cdot q_{n-1} + q_{n-2}.$$

Furthermore, it holds that the sequence $(a_1, a_2, \ldots)$ is periodic and each value $a_i$ is smaller than $2\sqrt{a}$; see [1]. Since the denominators $q_n$ are monotonously increasing, there exists an $n_0$ with $q_{n_0-1} < q_n$. Then, from the above recursion, we conclude that $q_{n_0} < 2 \sqrt{a}$, and $q_{n_0-1} + q_{n_0-2} < 4 \sqrt{a} q$ and $q_{n_0+1} = a_{n_0+1} \cdot q_n + q_{n_0-1} < 16 \cdot a \cdot q$. According to [11], §2, Theorem 5, we have

$$\left| \sqrt{a} - \frac{p_n}{q_n} \right| > \frac{1}{2 \cdot q_n \cdot q_{n+1}}$$

for all $n$, and thus,

$$\left| \sqrt{a} - \frac{p_n}{q_n} \right| > \frac{1}{32a \sqrt{a} \cdot q^2} > \frac{1}{32a^2 \cdot q}.$$

Our claim now follows from the fact that, for all $n \geq 1$, the continued fraction approximation $p_n/q_n$ minimizes the distance between $\sqrt{a}$ and any rational value $p/q$ with $q \leq q_n$. \hfill \Box