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Abstract: Renewable energy sources are environmentally friendly and cost-efficient. However, the problem with these renewable resources is their heavy reliance on weather conditions. Thus, at times, these solutions are not guaranteed to meet the required demand all the time. For this, hybrid microgrids are introduced, which have a combination of both renewable energy sources and non-renewable energy resources. In this paper, a cost-efficient optimization algorithm is proposed that minimizes the use of non-renewable energy sources. It maximizes the use of renewable energy resources by meeting the demand for utility grids. Real data based on the load and demand of the utility grids in Italy is used, and a system that determines the optimal sizing of the microgrid and a daily plan is introduced to optimize the renewable resources operations. As part of the proposal, the objective function for the operation and planning of the microgrid in such a way to minimize cost is formulated. Moreover, a variant of the PSO algorithm named recurrent PSO is implemented. The recurrent PSO algorithm solves the proposed optimization objective function by minimizing the cost for the installation and working of the microgrid. Afterwards, the energy management system algorithm lays out a plan for the daily operation of the microgrid. The performance of the system is evaluated using different state-of-the-art optimization methods. The proposed work can help minimize the use of diesel generators, which not only saves financial resources but also contributes toward a green environment.
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1. Introduction

This universe has been blessed with a variety of resources that generate enough power to meet the ever-growing demand for electricity. However, the generated power is sometimes of not required quality due to its stochastic nature [1,2]. Therefore, a single source of power is not reliable, and a shift from using a single fuel-based generation to non-single renewable energy-based sources is made. Thus, a combination of alternative sources and conventional energy sources is recommended to meet the required demand of the electricity in utility grids. Alternative sources of energy such as hydro, geothermal, biomass, wind, solar, hydrogen, and fossil fuels need to be made to work together in different combinations to meet a common demand area. This setup is often referred to as a hybrid renewable energy source (HRES) [3–5].

The term HRES [5,6] refers to a setup that has different diesel generators operating toward meeting the required load. The demand can be fulfilled with the combination of conventional sources such as diesel generators and renewable energy sources such as photovoltaics (PV) and wind turbines.
(WT). Although renewable energy resources provide an environment-friendly alternative, however, the power that results from solar PV and WT is reliant on weather variations, and one cannot guarantee the required demand of the residential grids 100% of the time. To overcome this, storage batteries and backup units such as diesel generators are used to fulfill the required load that has not been achieved by renewable energy resources due to unfavourable weather conditions. Consequently, there must be the optimal placing of the components to meet the required load 100% of the time with the maximum use of renewable energy resources as opposed to non-renewable energy resources, which are not environmentally friendly and at the same time are very costly as well. There are a variety of hurdles that are outlined in different studies regarding the optimal sizing and operation of microgrids. The optimal sizing is crucial as it directly caters to the incumbent costs. In addition, it can lead to the resource over-utilization in case of estimating it wrong in the lower end and under-utilization otherwise [7]. However, most of these solutions proposed have a single objective in mind. For instance, an optimal sizing algorithm suggests the static cost for the setup of a microgrid but does not focus on the operating part of the microgrid. Therefore, a solution is needed to not only optimize the initial installation of the microgrid but also provide a plan for the daily operations by minimizing the use of non-renewable energy sources.

In this paper, a novel energy management system algorithm is proposed that optimally operates the microgrid. As part of the system, a new objective function is formulated that not only maximizes the use of renewable energy and minimizes the use of backup generators but also proposes an optimal energy management plan for the optimal operation of the microgrid. The study makes use of the data provided based on Italy [8]. The data have a daily demand load, solar radiation data, and wind speed as input features. A variant of particle swarm optimization (PSO) named as recursive particle swarm optimization (rPSO) is implemented to solve the objective function. The performance of the rPSO is evaluated with popular algorithms such as genetic algorithm, BAT, and A Mathematical Programming Language (AMPL) solvers. The rPSO leads to the cost value, which is the least among its counterparts.

The rest of the paper is structured as follows. In Section 2, we present the literature review and highlight the relevant contributions pertaining to hybrid microgrids. Section 3 covers the methodology of the system and also describes the input dataset. Section 4 illustrates the problem formulation and energy management system (EMS) algorithm in detail. Section 5 exhibits the design of the proposed system, and Section 6 outlines different interfaces of the system and the results of optimization using various algorithms. Section 7 evaluates the rPSO solver with other state-of-the-art solutions, and Section 8, finally, concludes the paper and highlights future directions of this work.

2. Related Work

In the recent past, a variety of efforts have been made to model a microgrid that meets the load demand within the available resources [9,10]. In modeling microgrids, different design aspects are considered. Some authors focus on the optimal battery performance [11,12], and some of them are more inclined toward the controlling mechanism [13–15], whereas some of the recent studies also cover the energy management aspect [16,17]. Dursun et al. [18] presented three approaches for the power management system which is comprised of wind, Proton Exchange Membrane Fuel Cell (PEMFC), and PV, where PEMFC provides backup whereas PV and wind serve as the main supply to the power management system. In the first strategy, the designed system confirms the unceasing flow of energy in the hybrid system.

A number of experiments were carried out in Matlab/Simulink to evaluate the performance in terms of battery state of charge, power limit of wind and PV, and the load demand. In the second approach, the author developed an algorithm to evaluate the battery state of charge, i.e., excess power from the power grid. If the fuel cell in the battery is exceeded with extra charge, then the fuel cell disables automatically, which results in the discharge of the battery from the primary source; otherwise, it will remain on charge until a certain defined threshold. Finally, the third approach is used for
charging the fuel cell in case excessive power is generated by the main source. These approaches improve the efficiency of the battery performance with an 85% rating in the proposed system.

Wang et al. [19] presented an HRES for the operational demand and optimization of renewable energy systems. The HRES comprised of renewable resources such as solar, diesel, wind, and well as storage as backup storage for preliminary optimal operation. Moreover, the HRES system provides real-time optimization integrated with prediction and responsive demand. The main objective of this study is to develop a renewable energy management strategy for demand and generation for a residential building to minimize cost and increase energy generation.

Sharafi et al. [20] propose a meta-heuristic technique that measures the ideal proportions of a hybrid renewable system in a residential building. The main purpose of this study is to minimize the net per cost and CO$_2$ emission and maximize the renewable energy ration using a multi-objective function based on particle swarm optimization in a residential building. Moreover, the proposed simulation is based on a meta-heuristic approach used for the optimal sizing of an HERS applied to zero energy buildings. Milan et al. [21] proposed an optimization-based linear programming model for the optimal sizing of a zero energy building. The development aims to find the minimum cost of the renewable energy system. The presented method is based on a case study applied to a residential building located in Denmark integrated with technologies including heat pump, PV panels, and a solar collector.

Dagdougui et al. [22] developed a dynamic model based on hybrid renewable energy to provide electricity and thermal comfort in residential buildings. The proposed model predictive control approach (MPC) is used to determines the optimal solution for renewable sources including WT, PV panels, biomass heating, storage batteries, solar collectors, and electrical networks. Lee et al. [23] presented an approach used to determine optimal renewable energy technology, which is further used in energy supply design for buildings. The approach was defined using an RETScreen tool designed and developed by Natural Resource Canada. The experiment of the designed approach is carried out using two case studies; i.e., the first case is a unified energy system for building and solar water heating. The second case contains an electric chiller, water heating, natural gas boiler, and a heat pump. The system was considered to optimize the total net cost of renewables, CO$_2$ emission, initial cost, and net present value.

Prasad et al. [24] presented a simulation-based energy system designed and developed using HOMER simulation software. The developed system consists of a standby generator, PV panels, and WT for zero energy building. The main objective of the system is to determine the optimal net cost of the energy system. Jiang et al. [25] proposed a testbed approach for testing green building energy systems integrated with renewable energy sources, energy storage, and energy management. The developed architecture provides a simulation model, which is used to compute control strategies for the energy management system. The objective function is used to calculate the net per cost and CO$_2$ emission.

For all the above-mentioned design approaches, a variety of optimization algorithms have been utilized. Some of the notable solutions include probabilistic approaches [26,27] to solve objective functions. Artificial neural networks (ANN) [28], genetic algorithm [29,30], and particle swarm optimization [31,32] are also more commonly used in modern studies due to its generic nature toward problem solutions. Some of the sophisticated tools designed specifically for microgrids such as HOMER [33,34] are also utilized to provide a concrete analysis and solve the common problems in the aforementioned studies. A Mathematical Programming Language (AMPL) environment is also a famous tool to provide different solvers for optimization problems, and different studies preferred to utilize those solvers instead of using the standard optimization algorithms as they claim to have a faster response time [35,36].
3. Methodology for Hybrid Renewable Energy Resources Optimization in Microgrids

Renewable energy resources are scarce and should be managed with proper planning. In this section, the methodology and overall flow of the proposed work are presented. The data contain wind speed, solar radiation, and load demand. The data are preprocessed to perform operations such as interpolation for handling missing entries and normalization for removing any skewness inside records. Once the data are processed, they are given to the optimizer along with constraints to find the optimal parameters based on the objective function, which will be described in subsequent sections. The optimizer works in two phases; first, it receives the value of wind speed, solar radiation, and demand data, and it gives two intermediate optimal parameters for battery operation. The phase 1 optimal parameters alongside input parameters are given to the next phase optimizer. The second phase optimizer finds the optimal cost for the installation, maintenance, and operation of the microgrid. Finally, the EMS algorithm is run to provide the daily operational plan of the microgrid. Figure 1 illustrates the abstract diagram of the working of the proposed architecture.

![Proposed methodology of optimal operation planning in microgrids.](image)

The data that constitute the input to the system have records for multiple instances of wind speed, solar radiation, and load demand. The input data are given to the preprocessing unit, which preprocesses the data and aggregates the data of all the instances. The data have many missing entries against the parameters mentioned above. In addition, some of the columns were not in a consistent format. The preprocessor removes all such anomalies, cleans the data, and forwards it to the next block. The next important module is the optimization algorithm. The optimization algorithm takes cleaned data from the preprocessor module. It also takes system constraints and runs the algorithm to find optimal values. When the optimization algorithm finishes all the iterations and achieves the optimal results, the optimal values are given to the EMS algorithm, which gives an operation plan for the working of the microgrid.

4. Problem Formulation of Hybrid Renewable Energy Resource Optimization in Microgrids

In this section, the objective formulation of this work is discussed. The main goal of this work is to minimize the total cost and suppressed renewable energy. Hence, one of the purposes of this work is to design a multi-objective optimization problem that minimizes these two parameters and at the same
time meets the load demand of a residential building in Italy. First, we define the objective function and then the EMS algorithm for the operation of the microgrid. The list of symbols and acronyms used in the subsequent section is presented at the end of the paper.

4.1. Objective Function and Constraint Modeling

The objective function formulation is described below. As described earlier, the objective of the proposed work is the optimal sizing and operation, which represents the cost and total energy suppression. Different parameters are worth considering while computing the overall cost of the system [37]. The total cost in most cases is the cost of microgrid operation and renewable energy suppression.

\[
\min f(\text{cost}, \text{REsup}) = \min (\text{Cost}_{\text{total}} + \text{RE}_{\text{sup}})
\]

(1)

The total cost can be computed as the total cost of installation, operation, and maintenance.

\[
\text{Cost}_{\text{total}} = \text{Cost}_{\text{install}} + \text{Cost}_{\text{opr}} + \text{Cost}_{\text{OnM}}
\]

(2)

The installation cost can be computed as follows.

\[
\text{Cost}_{\text{install}} = \text{WT}_{\text{cap}}c_{\text{WT}} + \text{PV}_{\text{cap}}c_{\text{PV}} + \text{ESS}_{\text{cap}}c_{\text{ESS}}
\]

(3)

The total operational cost can be computed as below.

\[
\text{Cost}_{\text{opr}} = \text{Cost}_{\text{opDG}} + \text{Cost}_{\text{opRE}}
\]

(4)

The operational cost of the diesel generators can be computed as below.

\[
\text{DG}_{\text{total}} = \sum \text{DG}_{\text{output}_i}
\]

(5)

\[
\text{Cost}_{\text{opDG}} = a_{\text{DG}}\cdot \text{DG}_{\text{total}} + b_{\text{DG}}\cdot \text{DG}_{\text{total}}^2 + c_{\text{DG}}\cdot \text{DG}_{\text{total}}^2
\]

(6)

The renewable energy operational cost can be computed as below.

\[
\text{WT}_{\text{total}} = \sum \text{uWT}_{\text{output}_i}
\]

(7)

\[
\text{PV}_{\text{total}} = \sum \text{uPV}_{\text{output}_i}
\]

(8)

\[
\text{Cost}_{\text{opRE}} = a_{\text{WT}} + b_{\text{WT}}\cdot \text{WT}_{\text{total}} + c_{\text{WT}}\cdot \text{WT}_{\text{total}}^2 + a_{\text{PV}} + b_{\text{PV}}\cdot \text{PV}_{\text{total}} + c_{\text{PV}}\cdot \text{PV}_{\text{total}}^2
\]

(9)

The operational and management cost can be computed as below.

\[
\text{DG}_{\text{cap}} = \max (\text{DG}_{\text{output}_i})
\]

(10)

\[
\text{Cost}_{\text{OnM}} = \text{WT}_{\text{cap}}\cdot d_{\text{WT}} + \text{PV}_{\text{cap}}\cdot d_{\text{PV}} + \text{ESS}_{\text{cap}}\cdot d_{\text{ESS}} + \text{DG}_{\text{cap}}\cdot d_{\text{DG}}
\]

(11)

The constraint is that the renewable energy penetration must within the desired range, as shown below.

\[
\text{REP}_{\text{achieved}} \in [\text{REP}_{\text{desired}} - \alpha, \text{REP}_{\text{desired}} + \alpha]
\]

4.2. Energy Management and Optimal Operation Algorithm

To optimize the operations of the microgrid, smart energy management strategies should be adopted that consider the cost and the feasibility of the use of energy sources, among others [38,39]. In this work, the optimal parameters are supplied to the EMS to compute the diesel generation time, which is needed to charge the batteries. The diesel generators are operation dependent on the level of charge (SoC) in batteries. Algorithm 1 demonstrates the step by step operation of the optimal energy
operation algorithm. First off, the input data are applied to the EMS algorithm. The input includes six parameters: load, Electronic Storage Systems (ESS) capacity, wind speed, solar radiation, $y_0$, and $y_1$. First, SoC is initialized to 0.5, and the diesel generator output is initialized to 760. Next, for every data item, it computes the ESS output using a load value by negating all other parameters. State of Charge (SoC) is computed by dividing the ESS output by ESS capacity and subtracting it from the existing SoC. A SoC greater than 0.9 implies that it is overcharged. In this case, the Diesel Generator (DG) output is minimum and set as 300, and a single unit increases the suppression count. Similarly, in case the SoC is between 0.8 and 0.9, in this case, the battery is sufficiently charged, and DG stays as a minimum. Alternatively, if the SoC is between $y_2$ and 0.8, the battery is still charged, and DG remains the same. In other cases, for instance, SoC is between $y_1$ and $y_2$; the battery is not charged and needs 1060 kWh of diesel-generated power to charge it to a sufficient level.

An undercharged SoC less than or equal to 0.1 implies that the diesel-generated power must be increased to 2000 to make up for the necessary power. The battery is considered to be empty if the SoC < 0.1. The power generation from the DG is maximum and set as 3500. If the SoC is in an abnormal range, i.e., greater than 1 and less than 0, it is an exception, and the algorithm will return a very high amount of suppression energy, which indicates a failure; otherwise, it will compute the suppression energy and return it.

**Algorithm 1** Balance formulation between renewable and non-renewable sources

1: **Input Parameters:**
2: $\text{RE}_{\text{sup}}, \text{WT}_{\text{output}}, \text{PV}_{\text{output}}, \text{DG}_{\text{output}}, \text{SoC}_i, \text{sup}_\text{RE}, \text{sup}_\text{Count}, \text{mit}_\text{WT}, \text{mit}_\text{Count}$
3: **Output:** $\text{Min}(\text{Cost}_{\text{total}} + \text{RE}_{\text{sup}})$
4: Initialize $\text{DG}_{\text{output}0} \leftarrow 760$
5: $\text{SoC} 0 \leftarrow 0.5$
6: **for** All in Dataset **do**
7: $\text{ESS}_{\text{output}} \leftarrow \text{Load}_{\text{proj}} - \text{WT}_{\text{output}} - \text{PV}_{\text{output}} - \text{DG}_{\text{output}}$
8: $\text{SoC}i = \text{SoC}i - \frac{\text{ESS}_{\text{outputi}}}{\text{ESS}_{\text{cap}}}$
9: **if** $\text{SoC}i > 0.9$
10: $\text{WT}_{\text{outputi+1}} \leftarrow \text{PV}_{\text{outputi+1}} = 0$
11: $\text{sup}_\text{Count} \leftarrow \text{sup}_\text{Count} + 1$
12: $\text{DG}_{\text{outputi+1}} \leftarrow 300$
13: **endif**
14: **if** $0.8 < \text{SoC}i \leq 0.9$
15: $\text{mit}_\text{WT} \leftarrow \text{mit}_\text{WT} + \text{WT}_{\text{outputi+1}} \times 0.66$
16: $\text{WT}_{\text{outputi+1}} \leftarrow \text{WT}_{\text{outputi+1}} \times 0.34$
17: $\text{mit}_\text{Count} \leftarrow \text{mit}_\text{Count} + 1$
18: $\text{DG}_{\text{outputi+1}} \leftarrow 300$
19: **endif**
20: **if** $0.1 < \text{SoC}i \leq y_0$
21: $\text{DG}_{\text{outputi+1}} \leftarrow 2000$
22: **endif**
23: **if** $\text{SoC}i \leq 0.1$
24: $\text{DG}_{\text{outputi+1}} \leftarrow 3500$
25: **endif**
26: endfor
27: $\text{SoC}_{\text{max}} \leftarrow \text{Max}(\text{SoC}_i)$
28: $\text{SoC}_{\text{min}} \leftarrow \text{Min}(\text{SoC}_i)$
29: **if** $\text{SoC}_{\text{min}} < 0$ OR $\text{SoC}_{\text{max}} > 1$
30: $\text{RE}_{\text{sup}} \leftarrow 10000000000$
31: **else**
32: $\text{RE}_{\text{outputsup}} \leftarrow \text{sup}_\text{RE} + \text{mit}_\text{WT}$
5. Design of Hybrid Renewable Energy Resource Optimization in Microgrids

In this section, a detailed system modeling of the proposed architecture is discussed. The following subsections cover the design of the architecture based on different UML diagrams.

5.1. Design Based on State Modeling

A state diagram represents the working state of the system and the different state transitions during the life cycle of program execution. When the system is started, it connects to the main interface. From the main interface, the state can be changed to the configuration form. From the configuration form, the user can go to either load data, in case the load data button is clicked, or an error state if other buttons are clicked. The error state always leads to the main interface. From the load data state, two operations can be performed: load data loading and weather data loading. The state can also be changed to the optimization interface, but that will lead to the error state. From the optimization interface, three states can be triggered, including RunPSO and RunGA. In PSO, a subPSO state is triggered, the results are stored, and the process ends. In GA, the subPSO state is not triggered, and only the result is stored, as shown in Figure 2.

![Figure 2. State diagram of proposed system.](image)

5.2. Design Based on Class Modeling

The class diagram of the architecture is shown in Figure 3. There are different classes, each of which is responsible for a certain functionality. There are global classes such as GlobalData, which is a bucket storing all the data and methods that can be commonly consumed by other classes. There are three optimizer classes. The rPSO algorithm has two classes, PSO and SubPSO, which overall implement the algorithm. Both PSO and SubPSO generate a particle class that represents the particle and its movement to find the solution. In either case, the results are stored in the respective result class and saved using the ResultsForm class.
5.3. Design Based on Sequence Modeling

In this section, the interaction model of different components of the system is illustrated. The sequence of operations is shown in Figure 4. First off, all modules are initialized. The configuration manager loads the configuration data and receives constraints from the constraints manager. The configuration, along with constraints, is provided to the input loader. The input loader loads the data and supplies it to the pre-processor where the data are normalized, and anomalies are fixed using the interpolation. The data are supplied along with the configuration data and constraints to the optimizer. The PSO provides the particle information and the velocity to the optimizer, and the optimizer optimizes it with a PSO configuration and supplied data and constraints. The results are provided to the configuration manager and the operational plan. The operational plan devises a plan based on the EMS algorithm and gives the operational plan to the results visualizer. The visualizer visualizes the results with a graph and visual effects, which helps monitor the system.

Moreover, there are other classes such as the GAOptimizer class, which is the wrapper class for genetic algorithm implementation. The result of GAOptimizer is represented in the GAOptimizerResult class.

Figure 3. Class diagram of proposed architecture.

5.3. Design Based on Sequence Modeling

In this section, the interaction model of different components of the system is illustrated. The sequence of operations is shown in Figure 4. First off, all modules are initialized. The configuration manager loads the configuration data and receives constraints from the constraints manager. The configuration, along with constraints, is provided to the input loader. The input loader loads the data and supplies it to the pre-processor where the data are normalized, and anomalies are fixed using the interpolation. The data are supplied along with the configuration data and constraints to the optimizer. The PSO provides the particle information and the velocity to the optimizer, and the optimizer optimizes it with a PSO configuration and supplied data and constraints. The results are
provided to the configuration manager and the operational plan. The operational plan devises a plan based on the EMS algorithm and gives the operational plan to the results visualizer. The visualizer visualizes the results with a graph and visual effects, which helps monitor the system.

Figure 4. Sequence of interaction in the proposed system.

6. Execution Model of Proposed System

In this section, the execution of the system is described in detail. The proposed architecture is developed in .NET framework. The core programming language is C#. Different libraries are used to provide support for rPSO, GA, and other state-of-the-art optimization algorithms. Windows forms are used for interfacing with the system, and different forms are created to take users’ data. We deploy the package on a Windows 10 operating system. Data persist in files. There is not much use of data manipulation and relations, so the use of the database is not preferred. The overview of technologies used while implementing this work is presented in Table 1.

| Technology             | Description               |
|------------------------|---------------------------|
| Operating System       | Windows 10                |
| Programming Language   | C#, .NET                  |
| Libraries              | PSO, GA, BAT              |
| Server                 | Flask Server              |
| Persistence            | File-based                |
| Core Programming Language | C#                      |

The main interface that shows all the initial data in the form is shown in Figure 5. The prepopulated values are necessarily the reflection of the business requirements of the microgrid. These initial
configurations can be changed if the requirements change, which makes the system very flexible. This configuration form can also act as a placeholder for optimal values. Thus, when the optimizer runs, the optimal values replace the initial values for the proper working of the microgrid. The value can be saved, and if the initial values are needed again, they can be reloaded using the load configuration click handler.

Figure 5. Overall configuration interface.
The following interface enables users to load input data. There are three paths: load data, optimization, and results, which must be executed in sequence. If they are not executed in sequence, it will throw an exception and will make the system halt with an error, as discussed in Figure 2.

Once the data load button is clicked, the data files for weather data and load demand data are uploaded. The weather data contain data for solar radiation data and wind turbine data. The data are normalized and displayed in the form of line graphs, as shown in Figure 6, which shows graphs for load in kWh, solar radiation in Wm\(^2\), and wind speed in m/s. When the data are loaded and normalized, the optimization interface is selected where different options about selected algorithms are entered. In this work, we implemented a variant of PSO named rPSO as a core optimization algorithm. The algorithm takes parameters such as the problem dimension, the number of particles, and the number of iterations. The number of particles is selected based on the output parameters, and the dimension is the variables in the solution space. It can be seen from the interface in Figure 7 that the optimization algorithm runs on the data to produce optimal parameters such as WT, PV, ESS, y0, and y1. It also gives the time in which the optimization is completed.

![Figure 6. Data load interface.](image-url)
Once the optimization algorithm runs, the EMS algorithm runs to give the operation plan based on optimal values. Figure 8 shows the optimization result interface. The results section has two distinct interfaces: Figure 8a, which is the overall summary of the optimal values, and Figure 8b, which shows the respective graphs for load, PV, and ESS, and the optimal values, which contain the installation cost, total renewable energy generated, total load demand, and other configuration values. This results interface gives an overview of the operational cost and the total installation cost. The primary motivation of the microgrid is to make the most use of renewable energy and less of diesel generators. The low operational cost is a reflection of the high use of renewable energy sources, which is the goal of hybrid microgrids.
Figure 8. Results of rPSO optimization. (a) Results summary. (b) Optimal values of design parameters.
The optimization process for each design variable based on rPSO is shown in Figure 9. It iteratively records the optimal values for each rPSO iteration and displays it in graphical form.

![Graphs depicting optimization process](image)

**Figure 9.** Adjusted optimized values per iteration in rPSO. (a) Predicted load vs. total energy generation. (b) Optimal DG output. (c) Optimal ESS output. (d) Optimal SoC output.

7. **Performance Analysis**

The performance of the system is evaluated concerning cost and renewable energy penetration using different well-known algorithms. The proposed variant of PSO is evaluated with the GA, PSO algorithm, and AMPL-based Kestril and Minos solvers, and it investigated different performance metrics.
7.1. Operational Cost

The performance of the system is measured in terms of operational cost and renewable energy penetration. The cost of the system is also measured in terms of different costs such as renewable energy operational cost (CostREOp), diesel operation cost (CostDGOp), total load, total generated renewable energy, and total generated diesel expenses, as shown in Figure 10. The cost of the rPSO as shown in Figure 10a is lower than PSO, GA algorithms, and AMPL solvers. The maximum gain of the proposed rPSO is observed for diesel operation, which is very crucial. The low cost indicates that the diesel is operated for a lesser amount of time than its counterparts. Figure 10b shows the execution time response of different algorithms. It is evident from the figure that rPSO is the slowest in terms of execution time.

Nonetheless, this execution time, shown in Figure 10b, is taken as the best among different trials based on the changes in the parameters of rPSO, such as the number of iterations and number of populations, to name a few. AMPL-based solvers are the most efficient in terms of execution time, whereas the response time of standard PSO and GA is also not much high. The fact that the deviation in execution time is not so significant while at the same time the gain in cost is significant proves that rPSO can be the preferred approach.

7.2. Renewable Energy Penetration

Renewable energy penetration represents the amount of energy-penetrated electrical grids using renewable energy sources. One of the goals of the hybrid microgrids is to fulfill the load demand of the utility grids from renewable resources, i.e., (renewable energy penetration > load). However, due to weather unpredictability, it is not possible most of the time. An intelligent microgrid is the one
in which the chance of meeting load from renewable energy penetration is achieved the maximum amount of time. That being said, the goal of renewable energy penetration optimization is to use strategies to maximize energy from renewables. The objective dictates that if the load demand is low and the diesel-generated energy is low, the result of the nominator, which is energy generated from renewable sources, will be maximum. In other words, for achieving maximum renewable energy penetration, the use of a diesel generator must be minimum, and the energy generated from renewable resources must be maximum considering the projected load as the constant.

To evaluate the performance in terms of renewable energy penetration, two linear solvers, IPOPT and CPLEX, which are considered the best for the linear optimization problem, are also considered for evaluation, as shown in Figure 11. The solver whose performance is best among the others is IPOPT. CPLEX, another linear solver, is the second best, while the general-purpose PSO and GA are among the slowest. Minos also gives a better penetration value (Figure 11a). Execution time-wise, also, IPOPT is marginally leading CPLEX, while the other solvers are on the slightly lower side. Although the proposed rPSO is marginally lower than IPOPT and CPLEX, it still performs better than conventional PSO, GA, and non-linear solvers such as Kestril (Figure 11b). Therefore, rPSO is the right choice for linear and non-linear solvers and thus can be an excellent alternative to conventional PSO and GA.

![Graph](image)

**Figure 11.** Performance evaluation of renewable energy penetration of state-of-the-art algorithms. (a) Optimal renewable energy penetration in (kWh) for candidate solvers. (b) Execution time comparison with state-of-the-art algorithms.

8. Conclusions

Hybrid microgrids solve the problem of climate dependency by integrating renewable sources with traditional non-renewable sources. However, the optimal sizing and operation for the non-renewable sources have been a central focus due to environmental hazards and high operational cost. In this paper, we have proposed an objective function that minimizes the cost by maximizing the use of renewable energy resources and optimal sizing. We also proposed an energy management system algorithm to take optimal values of PV, WT, ESS, and we proposed an optimal operational plan in terms of SoC.
The data under consideration were acquired from utility grids based on Italy, which include daily load demands, solar radiation, and wind speed data among the notable data. The optimization objective is solved with recursive PSO, which is a variant of the PSO algorithm that has achieved a very minimum cost by meeting the daily load of utility grids. Although other state-of-the-art methods were a bit faster, the cost they achieved was much higher, and hence, it is wise to make a compromise on time, since time is not significant in microgrids. The future direction of this work is to design the microgrid in Simscape (A Simulink library) and, after initial simulations, deploy it in a real environment.
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Nomenclature

| Acronym | Description |
|---------|-------------|
| RE_{sup} | Renewable Energy Suppression |
| Cost_{total} | Total cost, which includes all incumbent costs |
| Cost_{install} | The initial installation cost |
| Cost_{opr} | The operational cost |
| Cost_{OnM} | Maintenance cost |
| WT_{cap} | Wind turbine capacity |
| c_{WT} | Per unit cost of wind turbine |
| PV_{cap} | The total capacity of photovoltaic (solar arrays) |
| c_{PV} | Per unit cost of photovoltaic array |
| ESS_{cap} | The total cost of storage capacity |
| c_{ESS} | Per unit cost of storage |
| Cost_{opDG} | Diesel generator operation cost |
| Cost_{opRE} | Renewable energy operation cost |
| DG_{total} | Total cost of all diesel generators |
| DG_{output} | The output cost of the i\textsuperscript{th} diesel generator |
| a_{DG}, b_{DG}, c_{DG} | Manufacturing constants for diesel generators |
| a_{PV}, b_{PV}, c_{PV} | Manufacturing constants for photovoltaic |
| a_{WT}, b_{WT}, c_{WT} | Manufacturing constants for wind turbines |
| d_{WT} | Per unit operational and management cost of wind turbine |
| d_{PV} | Per unit operational and management cost of photovoltaic |
| d_{DG} | Per unit operational and management cost of diesel generators |
| d_{ESS} | Per unit operational and management cost of storage systems |
| REP_{achieved} | The achieved amount of renewable energy penetration |
| REP_{desired} | The desired renewable energy penetration |
| \alpha | Range specifier, i.e., if the desired REP is 65%, and \alpha is 3, the REP achieved should be in the range (62%,68%) |
| y_0, y_1 | The output of first-level PSO which are used as decision variables for EMS algorithm |
| SoC | The state of charging level of storage systems, i.e., battery |
| RE | Renewable energy |
| PSO | Particle swarm optimization |
| HRES | Hybrid renewable energy systems |
| PV | Photovoltaic |
| WT | Wind turbine |
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