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Spatial processing by receptive fields is a core property of the visual system. However, it is unknown how spatial processing in high-level regions contributes to recognition behavior. As face inversion is thought to disrupt typical holistic processing of information in faces, we mapped population receptive fields (pRFs) with upright and inverted faces in the human visual system. Here we show that in face-selective regions, but not primary visual cortex, pRFs and overall visual field coverage are smaller and shifted downward in response to face inversion. From these measurements, we successfully predict the relative behavioral detriment of face inversion at different positions in the visual field. This correspondence between neural measurements and behavior demonstrates how spatial processing in face-selective regions may enable holistic perception. These results not only show that spatial processing in high-level visual regions is dynamically used towards recognition, but also suggest a powerful approach for bridging neural computations by receptive fields to behavior.
Visual recognition is critical to human behavior, informing not only what we see, but also how we navigate, socialize, and learn. In humans and non-human primates, visual recognition is carried out by a series of hierarchical, interconnected cortical regions spanning from the occipital pole to the ventral temporal cortex (VTC1–3). At the early cortical stages of this ventral visual stream, neurons respond to spatially local regions in the visual field and are typically tuned to simple stimulus properties like orientation or spatial frequency. Later regions in the hierarchy show selectivity for complex stimuli like faces or places, and their responses correspond to perceptual experience. These high-level responses are thought to be abstracted from and largely invariant to low-level image properties like stimulus size or position in the visual field. However, modern research suggests that neural responses in VTC are sensitive to both stimulus size and position, providing a key empirical challenge to classical theories. Yet, it remains unknown if and how spatial processing in high-level visual regions is used toward recognition behavior.

The basic computational unit of sensory systems is the receptive field (RF), the region in space to which a neuron responds. Throughout the visual system, neurons with similar RFs are clustered in cortex, allowing researchers to use fMRI to measure the population receptive field (pRF), or the portion of the visual field that is processed by the population of neurons in a voxel. Recently, our group and others have used pRF modeling to quantify spatial processing in face-selective regions, finding that pRFs in ventral face-selective regions are progressively larger than in earlier visual areas and are densely centered around the center of gaze (the fovea), resulting in foveally biased coverage of the visual field. These response properties may enable neural populations in face-selective regions to integrate information across facial features for effective face recognition. pRFs and their collective visual field coverage in face-selective regions also become larger and more foveal across childhood development, alongside with changes in fixation patterns and improved recognition of faces. These findings lead to the intriguing hypothesis that spatial processing in high-level visual regions may enable and constrain recognition behavior. Here, spatial processing refers to how underlying neural populations sample the visual field, and over what extent they process visual information.

Human face recognition provides an ideal model system for deriving links between neural computations and behavior. More than two decades of research have characterized the core human visual face network in the brain, defined as four anatomically distinct functional regions: one in the inferior occipital gyrus (IOG-faces/OFA), one on the posterior fusiform gyrus (pFus-faces/FFA-1), one straddling the mid-fusiform sulcus (mFus-faces/FFA-2), and one on the posterior end of the superior temporal sulcus (pSTS-faces). This network provides a compelling testbed for hypotheses relating behavior to neural computation, as it is reliably localized in each human participant, causally involved in face recognition behavior, and stereotypically organized in relation to known anatomical landmarks and cytoarchitectonic regions. Importantly, the face recognition behavior supported by these regions has likewise been richly studied across decades of research. Of particular interest here is the behavioral face inversion effect, or FIE. First described over 50 years ago, the FIE is a robust and pronounced behavioral deficit in recognizing faces when they are presented upside down. Critically, the FIE has been attributed to a failure in spatial integration of information across multiple features of an inverted face, thus providing a behavior that can be directly linked to spatial computations in high-level visual regions.

In the current work, we hypothesize that spatial processing in face-selective regions provides the basis for integration of information toward face recognition behavior. Since face recognition is thought to be instantiated by the aggregate population of neurons spanning a region, this leads to the prediction that face inversion, which is thought to hinder typical spatial processing of faces, may alter pRF estimates and visual field coverage in face-selective regions, but not in early visual regions where spatial processing is not sensitive to face content.

To test our hypotheses, we map pRFs across the core face network with both upright and inverted faces. We predict that if large and foveal pRFs in face-selective regions are adaptive for typical recognition behavior, both individual pRFs and the combined visual field coverage afforded by the neural population of an entire cortical region may be shifted in position and/or in size with face inversion. If spatial processing in face-selective regions is instead a concomitant neural property that does not actively play a role in face recognition, we would expect that pRF estimates and visual field coverage when mapping with upright or inverted faces in both face-selective regions and early visual cortex would be equivalent.

Finally, we ask if spatial processing in face-selective regions plays a role in holistic face recognition, using the FIE as a test. Specifically, we reason that if visual field coverage in face-selective regions is reduced or shifted in response to face inversion, then neural processing of inverted faces at the center of the visual field would be suboptimal, and behavioral recognition of inverted faces would be impaired. Further, we conjecture that the behavioral FIE may be mitigated if faces are shown in the optimal location for inverted faces as determined from the visual field coverage they elicit in face-selective regions. As we find that visual field coverage in face-selective regions is smaller and shifted in response to face inversion, we use our participants’ neural measurements to predict locations in the visual field where the magnitude of the FIE would be diminished. We then test these predictions in a separate behavioral face recognition experiment conducted outside of the scanner.

Results
To measure spatial processing and estimate population receptive fields in response to upright and inverted faces, 12 participants took part in an fMRI experiment. Faces were presented in randomized order at 25 locations spanning the central ~9.2° of the visual field while participants maintained fixation on a central letter stimulus (Fig. 1a; see Methods). During pRF mapping, participants performed a challenging rapid visual stimulus presentation (RSVP) letter task at fixation. While participants were aware that faces would appear on the display, they were instructed that faces were not task relevant during the fMRI session. We saw no differences in behavioral performance on the letter task between trials in which upright (90.2 ± 1.8% correct) or inverted (89.4 ± 2.5% correct) faces were presented (post-hoc t(11) = 0.531, p = 0.606). Therefore, we infer that any observed differences in pRFs measured in response to upright and inverted faces are stimulus driven by the face inversion, rather than by task performance or attention. Additionally, eyetracking performed concurrently with fMRI confirmed that participants were able to maintain stable central fixation in each of the experimental conditions (Supplementary Fig. 1).

We first measured responses in each voxel to upright and inverted faces in 25 locations across the visual field. Notably, in face-selective cortex, responses to faces across the visual field positions were substantially different for upright and inverted faces. For example, responses of the mFus-faces voxel shown in Fig. 1c, left panel are lower in amplitude and shifted in the visual field when the mapping faces were inverted. Both the amplitude reduction and lower responsivity in the upper visual field are...
visible in many individual voxels in face-selective regions (additional examples available on github.com/VPNL/invPRF). Consequently, these differences are also evident in the mean responses of face-selective regions at the 25 mapping locations (Supplementary Fig. 2). Importantly, we do not see substantial responses differences between upright and inverted-face mapping in V1 voxels (Fig. 1d, left panel), consistent with the idea that spatial processing in early visual cortex is not sensitive to face inversion. Given that the size, location, and individual faces used for upright and inverted faces mapping were identical, these differences in responses in face-selective regions suggest that face inversion yields specific differences in spatial processing.

To quantify these changes in spatial processing, we estimated the population receptive field (pRF) of each voxel separately for upright and inverted-face mapping conditions. We implemented the compressive spatial summation (CSS) pRF model (Fig. 1b), and estimated for each voxel the model parameters that best explain its BOLD response amplitudes at the 25 mapping locations. The CSS pRF model explicitly considers the location and extent of the mapping stimuli, and yields estimates of five parameters that describe the gain (g), amplitude of response, position (X,Y), and size ($\sigma / \sqrt{n}$) of the pRF of each voxel, as well as a measure of the goodness-of-fit of the model ($R^2$).

pRFs were estimated independently for upright and inverted faces in each voxel in the primary visual cortex (V1) and four face-selective cortical regions (Fig. 1c). The CSS pRF model accurately quantifies these voxels’ responses, as it explains the majority of their respective variances (Fig. 1d, e, $R^2$). Resulting fits for the example voxels in Fig. 1 yield a precisely quantified summary of region in space that drives BOLD responses in the voxel. In V1, the independent model fits yield similar pRF estimates across upright and inverted faces (Fig. 1d). However, in the example mFus-faces voxel, the estimated pRF is smaller and centered lower in the visual field with face inversion (Fig. 1e).

Mapping with inverted faces modulates pRF properties in face-selective regions but not V1. To summarize pRF results observed for individual voxel fits, we quantified and compared average pRF properties for upright and inverted faces in face-selective regions. We found no significant differences in the horizontal position of pRF centers across upright and inverted mapping conditions in face-selective regions (Fig. 2a, Supplementary Table 1). However, face inversion yielded pRF centers that were consistently shifted downwards (Fig. 2b). We quantified changes in estimated pRF parameters using a three-way repeated-measures analysis of variance (ANOVA) with factors of ROI (IOG-/pFus-/mFus-faces), hemisphere (right/left), and mapping condition (upright/inverted). This revealed a significant effect of inversion on pRF center Y position ($F(1,10)=8.82$, $p=0.014$; no other significant main effects or interactions, Supplementary Table 1). Post-hoc $t$-tests (paired sample, two-sided in all reported comparisons) revealed that downward shifts in the average pRF...
position were significant in all ventral face regions (IOG-, pFus-, mFus-faces, Fig. 2b). Additionally, pRF gain was significantly lower for inverted than upright faces in some of the face ROIs (Fig. 2c; significant ROI by inversion interaction F(3,30) = 4.66, \( p = 0.0086 \), three-way repeated-measures-ANOVA; no other significant effects, Supplementary Table 1). Post-hoc t-tests showed that pRF gains (which estimate the magnitude of responses) were lower in response to inverted than to upright faces in IOG- and mFus-faces (Fig. 2c). This finding is consistent with prior reports of lower mean responses for upright than inverted faces in ventral face-selective regions.30,33,34

Interestingly, there were also significant differences in estimated pRF size across upright and inverted mapping conditions, which varied by face-selective region (ROI by inversion interaction F(3,30) = 7.53, \( p = 6.7 \times 10^{-4} \), three-way repeated-measures-ANOVA, Supplementary Table 1). Specifically, pRF size was significantly smaller in fusiform face-selective regions (pFus- and mFus-faces) and pSTS-faces in response to face inversion (post-hoc t(11) > 2.98, \( p < 0.013 \); Fig. 2d), but not in IOG-faces.

Overall, face inversion had the most pronounced effect on pRF properties in mFus-faces, the end stage of the ventral face-processing hierarchy.18,19. In mFus-faces, face inversion yielded a significant downward shift of pRFs, smaller pRF size, and smaller gain. As we did not find any significant difference across hemispheres on the effect of face inversion on pRF responses (Supplementary Table 1), we combine data across hemispheres unless noted. In contrast to the profound effect face inversion had on pRF properties in face-selective regions, we saw no significant differences between mapping conditions in any estimated pRF property in V1 (Fig. 2-V1). This suggests that spatial processing is altered in response to face inversion in higher-level face-selective regions, but not in early visual cortex.

Signal-strength differences are insufficient to explain the observed effects. As BOLD amplitudes were generally reduced in face-selective regions in response to inverted faces, we observed lower estimated pRF gain (Fig. 2c). Additionally, model goodness-of-fit in face-selective regions was consistently lower in the inverted than in the upright mapping condition ( Supplementary Fig. 3). We asked if these reductions in signal strength might explain the observed differences in pRF position and size. To test this possibility, we simulated the effect of changing the magnitude of responses and level of noise in mFus-faces on model estimates of pRF center Y position and size. Results of the simulations suggest that differences in signal-strength differences are insufficient to account for the scale of our observed effects in mFus-faces (Supplementary Fig. 4b, c).

pRFs in face-selective regions are smaller across eccentricities in response to inverted faces. The analyses of mean pRF size are consistent with the hypothesis that face inversion yields more spatially constrained integration of information via pRFs in face-selective regions. However, as pRF size linearly increases with eccentricity throughout the visual hierarchy,15,16,35 it is critical to consider the relationship between size and eccentricity when evaluating pRF size estimates across conditions. Thus, we compared the size vs. eccentricity relationship for upright and inverted faces in each ROI. We reasoned that if there are differences in spatial processing across mapping conditions, we should observe a higher intercept or a steeper slope relating size to eccentricity for pRFs mapped with upright than with inverted faces.

As evident in Fig. 3, we observed smaller pRF sizes in response to inverted than to upright faces across eccentricities in pFus- and mFus-faces. In contrast, we saw minimal differences in pRF sizes across eccentricities between upright and inverted-face mapping for either IOG-faces or V1, consistent with data in Fig. 2d. To evaluate these results across participants, we performed an equivalent line-fitting separately for each participant (Supplementary Fig. 5) and tested for significance. Results indicate the slope relating pRF size and eccentricity is not significantly affected by face inversion ( \( F(1) = 0.036, \ p = 0.85 \), two-way repeated-measures ANOVA on slope with factors of ROI (IOG-/pFus-/mFus-/pSTS-faces) and condition (upright/inverted; Supplementary Table 2). However, pRFs were significantly smaller across eccentricities (significant main effect of condition on intercept ( \( F(1) = 9.08, \ p = 0.012 \), two-way repeated-measures ANOVA, Supplementary Table 2). Post-hoc t-tests revealed that these effects were significant in both pFus- and mFus-faces (pFus: \( t(11) = 4.19, \ p = 0.0015 \); mFus: \( t(11) = 2.37, \ p = 0.037 \)), but not in IOG-faces, pSTS-faces, or V1. We note that the CSS pRF model includes a compressive exponent (\( n \)) that is factored into the quantification of pRF size \( \sigma/\sqrt{n} \). Additional analyses revealed...
that the pRF size reduction with inversion is primarily driven by a decrease in the ω parameter (Supplementary Fig. 6), and is also observed for a linear pRF model without a compressive exponent (Supplementary Fig. 7; Supplementary Table 3).

pRFs in face-selective regions are shifted downward in response to inverted faces. To further explicate the effect of face inversion on pRF position in face-selective regions, we calculated the distributions of pRF positions in each participant and ROI when mapped with upright and inverted faces (Fig. 4a, Supplementary Fig. 8). In IOG-faces, the average distribution of pRF center Y positions mapped with upright (top panel) and inverted (bottom panel) faces were largely equivalent. In contrast, face inversion yielded a robust downward shift in pFus-, mFus-, and pSTS-faces (Fig. 4a, Supplementary Fig. 8b). In fusiform face-selective regions, inversion shifted the overall distributions’ centers from the horizontal meridian to the lower visual field. These shifts are visible when plotting the location of each voxel’s upright vs. inverted pRF position as shown in Fig. 4b for mFus-faces. While we also see some variability in the estimated pRF center X position across upright and inverted mapping, these shifts have no consistent direction (Supplementary Fig. 8a), even when considering hemispheres independently (Supplementary Table 1, Fig. 2a). The downward shift in pRF center position in response to inverted faces altered the overall distribution of pRFs to be further from the fovea. Notably, increased eccentricities would have predicted larger pRFs mapped with inverted than with upright faces, which is the opposite of our empirical findings (Fig. 3).

Fig. 3 Face inversion yields smaller pRFs in face-selective regions across eccentricities. Scatterplots showing the relationship between pRF size and pRF eccentricity for voxels in each ROI, mapped with upright faces (light colors) and inverted faces (dark colors). This relationship is summarized by the line of best-fit across all voxels pooled over participants with model goodness-of-fit R² > 0.5. Shaded region: a bootstrapped 68% confidence interval at 0.25° wide bins for which there were more than 20 voxels across participants. Dashed lines: bins for which there were fewer than 20 voxels across participants. Dots: a random sample of 300 mFus-faces voxels across participants. See also Supplementary Fig. 3.

Fig. 4 In face-selective regions, pRFs differ in their vertical position with face inversion. a The average distribution of pRF center vertical position (Y) when mapped with upright (top row) and inverted (bottom row) faces. Distributions are computed for each participant, and then averaged across participants (N = 12). Error bars: ±SEM across participants in each 0.25° bin. b Position shifts for a random subsample of 300 mFus-faces voxels across participants for which the model variance explained is higher than 50% of the variance; voxel pRF center position estimates are consistently shifted downward.

pRF changes result in differences in the coverage of the visual field in face-selective regions. Given our findings that pRFs in face-selective regions are modulated by face inversion, we next asked how these changes may impact the overall coverage of the visual field afforded by neurons in these regions. This visual field coverage reflects the distributed spatial responsivity of the entire population of neurons spanning a cortical region, and thus may be more closely linked to behaviors that the population subserves. Thus, we constructed and quantified the density coverage map in each ROI for each participant and then averaged across participants. The density coverage map visualizes the mean proportion of each subject’s pRFs that overlap with each point in retinotopic visual space (see Methods, Fig. 5). We calculated the area of the full-width half maximum (FWHM) of this mean density map as a summary metric of the field-of-view afforded by each ROI.

When pRFs are mapped with upright faces, ventral face-selective regions show a prominent foveal bias in coverage (Fig. 5, left-U). This foveal bias is markedly reduced in response to inverted faces (Fig. 5, left-I), and is coupled with a significant reduction in the coverage area, as well as a downwards shift of the coverage (Supplementary Table 3, Supplementary Fig. 9). These effects appear largely consistent across individual hemispheres (Supplementary Fig. 10). In face-selective areas, we observed significant main effects of condition (upright/inverted) on the coverage area and center-of-mass vertical (Y) coordinate (Supplementary Table 4; two-way repeated-measures ANOVA: F’s(1,10) > 7.20, p < 0.022) but no significant interaction between condition and ROI on pRF coverage metrics (F’s(3,30) < 1.62, p > 0.20). As in voxelwise analyses, mFus-faces shows the strongest differentiation between upright- and inverted-mapped...
visual field coverage (Fig. 5). Coverage for the latter spans a smaller portion of the visual field (significant change in full-width-half-max area: post-hoc $t(11) = 2.79$, $p = 0.017$) and is shifted downward relative to the former (significant change in center-of-mass $Y$: post-hoc $t(11) = 3.34$, $p = 0.0066$, but not center-of-mass $X$: post-hoc $t(11) = 0.57$, $p = 0.58$, Supplementary Fig. 7). A similar downward shift is evident in pFus-faces (significant change in center-of-mass $Y$: post-hoc $t(11) = 3.25$, $p = 0.0077$). In contrast, IOG-faces, pSTS-faces and V1 showed minimal differences in coverage between the mapping conditions.

Given prior reports of stimulus-dependence of visual field coverage in nearby word-selective regions, we sought to examine whether differences in coverage in face-selective regions were specific to face inversion. We evaluated this possibility by measuring the visual field coverage in our participants’ face-selective regions to different stimuli: brightly colored cartoon images in a separate pRF mapping experiment (Toonotopy experiment, Supplementary Fig. 11a). Coverage in face-selective regions mapped with these cartoon stimuli was similar to the upright faces condition; pRF density was highest around the fovea, and consequently the coverage was centered on the fovea (Supplementary Fig. 11b–c). These data suggest that the downward shift of coverage observed in face-selective regions is specific to face inversion, and does not occur for any suboptimal mapping stimulus.

It is important to note that inherent to any pRF model implementation is the coding of the stimulus location in each timepoint. The standard pRF model, which we use here, codes the location of all visual stimuli as a simple binary mask image (Fig. 1b), and does not carry information about the stimulus features or content. Coding the stimulus differently—for example, preferentially coding high-contrast regions of the stimulus, or explicitly excluding the location of external features such as hair—will affect estimated pRF parameters (Supplementary Fig. 12). In particular, the pRF center position is closely linked to the center-of-mass of the coded stimuli (Supplementary Fig. 12a). While the standard pRF model does not capture the complex sensitivities to individual features and face configuration reported in face-selective regions, we can use alternative stimulus codings (Supplementary Fig. 12c) to evaluate the contribution of feature location to the reported differences between upright- and inverted-mapped pRFs. We note a correspondence between the magnitude of the observed vertical shift of pRFs in mFus- and pFus-faces with face inversion and the differential location of the internal features (Supplementary Fig. 12d). However, neither the location of the eyes nor of all internal features is sufficient to fully explain the observed effects of face inversion in face-selective areas (Supplementary Fig. 12d), and none of the tested alternative stimulus codings provided better fits to the data (Supplementary Fig. 12e). While future work should examine more complex representations of face features via weighting or configural templates, it is evident that a simple change to the manner in which the upright and inverted faces were coded is insufficient to account for the effects we observe in pRF estimates (Supplementary Fig. 2).

In all, we see profound differences in the way that face-selective regions sample visual space in response to face inversion, both at
the level of individual voxels, and by the collection of voxels constituting a region. Importantly, pRF differences are observed even in response to passively viewed mapping faces, as participants’ attention was diverted to an unrelated RSVP task on letters at the central fixation. This is particularly interesting as it suggests that the reported effects of inversion on spatial processing in face-selective regions is not a simple reflection of the participants’ task or focus of attention, but instead reflect an underlying sensory property that may ultimately constrain behavior. To evaluate this idea, we next used our fMRI measurements to derive and test a specific prediction for participants’ performance in recognizing upright and inverted faces outside of the scanner.

Testing the relationship between pRF coverage and face recognition behavior. During typical face viewing, pRF coverage in face-selective areas seems optimized to capture information from the face: large and foveal pRFs extend into the contralateral visual field, allowing for the processing of many features of a centrally viewed face by the pRFs of a face-selective region. However, as schematized in Fig. 6a, our data suggest that this is not the case when viewing inverted faces. If participants fixate at the center of an inverted face in a standard recognition task, our data predict that the visual field coverage by pRFs of face-selective regions involved in recognition will suboptimally cover the inverted facial features useful for recognition (Fig. 6a). This leads to an intriguing hypothesis about the functional role of spatial processing in face-selective regions: if pRF coverage corresponds to windows of spatial integration toward face recognition, then increasing the overlap of this coverage with inverted facial features should yield better recognition performance of inverted faces, consequently reducing the magnitude of the behavioral face inversion effect (FIE) in that location in the visual field.

To evaluate this hypothesis, we used our pRF results to generate a specific prediction about behavioral face recognition performance. We consider the results of our pRF mapping during an irrelevant letter task at fixation to be a useful approximation of the neural ‘hardware’ on which task-based spatial integration might operate. To determine how visual field coverage might interact with demands of behavioral recognition, we first implemented a simulation to predict the location at which the behavioral FIE may be attenuated (see Methods, Fig. 6b). While face recognition behavior is determined by a complex set of factors, including development across the lifespan, visual acuity, emotional valence, and familiarity, a large body of behavioral recognition and eyetracking research indicates that internal facial features are critical. To reason that face recognition would be best at the retinotopic location at which the internal facial features of the upright or inverted face maximally overlap with visual field coverage in face-selective regions mapped in the same orientation. Thus, we predicted that the FIE would be reduced if we showed faces at the location where inverted internal facial features maximally overlap with the region of densest visual coverage in response to inverted faces.

To determine this location, we simulated the overlap between the internal features of inverted and upright faces and the corresponding pRF coverage from mFus-faces, where the effects of face inversion were strongest. As in the fMRI study, we used 3.2° face images in the simulation, and determined that the optimal location to place these inverted faces was centered 0.67° leftward and 0.79° downward from fixation (Fig. 6b, top right). Notably, this location is different than the optimal location for upright faces, which is centered 0.48° leftward and 0.58° upward from fixation (Fig. 6b, bottom right). While in both cases, predicted performance is best in the left visual field, corresponding to known the lateralization of face-selective regions, only performance for inverted faces is predicted to be improved in the lower visual field (see also Supplementary Fig. 13).

We tested these predictions by measuring face recognition performance of each of our participants in a behavioral experiment conducted outside of the scanner. The behavioral study consisted of a challenging recognition memory task on upright and inverted faces (50% each, Fig. 7a). Fixation was held at a small central bullseye, and strictly monitored with an eyetracker (see Methods). On each trial, participants saw a sequence of three faces (all upright or all inverted), each shown for 400 ms (Fig. 7a). After an 800 ms interval, a target face was shown, and participants were asked to indicate whether the target face was present or absent.

Fig. 6 Using visual field coverage of face-selective regions to predict the location of improved performance for inverted faces. a Schematized depiction of upright- and inverted-mapped mFus-faces pRF coverage when one views example faces centered on fixation. This predicts that viewing inverted faces yields suboptimal coverage of the location of the face features by pRFs in face-selective regions, which may contribute to the reported behavioral detriments in recognizing inverted faces (e.g., the face inversion effect, or FIE). b To evaluate the hypothesis schematized in a, we used a simulation procedure (see Methods) to determine the location in the visual field that would produce maximal pRF overlap with the internal features of 3.2° faces. To do so, we iteratively sampled a subset of mFus-faces voxels to generate bootstrapped coverage in response to inverted or upright faces; we then took the dot product of this bootstrapped coverage and a face centered at various retinotopic positions (central 3° × 3°, sampled at 0.1° steps). The retinotopic location that yielded the maximal overlap (dot product) between the inverted face and inverted-mapped pRF coverage of mFus-faces, as well as the upright face and upright-mapped coverage, is shown in the right panels. The individual depicted provided informed consent for publication of their images.
Fig. 7 The behavioral FIE is reduced at the retinotopic position that maximally overlaps mFus-faces pRF coverage. a Illustration of the trial structure and timing of the face recognition task outside the scanner. In the recognition task, participants viewed a trial of rapidly presented faces and indicated whether the subsequent target face had appeared in the trial. Within a trial, faces could be upright (as illustrated), or inverted, and appeared at the three locations described in b. Faces appeared at viewpoints ±15° around front-facing, and targets were always a different viewpoint than the trial exemplar. Subjects fixated on a central bullseye target (0.3° diameter), and their fixation was monitored with an eyetracker. Only trials on which participants maintained fixation were included in analyses. b Illustration of the three positions at which faces (3.2° diameter) appeared on the screen, as determined by mFus-faces pRF coverage from the fMRI experiment (Fig. 6b). c Recognition performance averaged across participants (N = 9) where both individual pRFs and the coverage of the visual field were mapped with fMRI (Fig. 6c). Recognition performance for upright faces (light color bars), was predictably highest at the center (red), and decreased when the faces were presented at the lower-left (purple) or upper-right (orange) positions. However, recognition performance for inverted faces (dark color bars) was highest at the lower-left location consistent with the neural predictions. Across participants, the behavioral FIE (upright minus inverted performance) was significantly reduced in the lower-left position, while remaining strong at the center and upper-right positions. Error bars: ±SEM across participants. Dots: individual participant performance; Asterisks: significant paired two-sided post-hoc \( t \)-test differences between upright and inverted face conditions at \( p < .05 \). N.S. not significant; \( t \)-tests followed an ANOVA, see text. U: upright faces, I: inverted faces.

Discussion

Our experiments demonstrate stimulus-driven changes of spatial processing in face-selective regions, quantified by the pRF model, which correspond directly to face recognition behavior. In the neuroimaging experiment, we demonstrated that face inversion altered spatial responsivity and coverage of the visual field in the face network, but not in primary visual cortex. While each of the face-selective regions showed some degree of sensitivity to inverted faces, effects were most pronounced in mFus-faces (FFA-2), where both individual pRFs and the coverage of the visual field were shifted downward and reduced in extent when mapped with inverted vs. upright faces. A similar pattern of results was found in pFus-faces (FFA-1), pSTS-faces, a region in the lateral stream thought to process dynamic and social aspects of faces, exhibited similar effects of smaller pRF size, albeit noisier responses overall. This may be attributed to the substantially more peripheral responses in pSTS-faces, making our mapping with still images over a 9.2° × 9.2° visual field suboptimal for...
this region. However, face inversion did not significantly alter visual field coverage in IOG-faces. This is consistent with the region’s strong responses to individual face features\(^2\),\(^4\),\(^3\),\(^5\),\(^3\),\(^8\),\(^6\) such as the eyes or mouth, on which inversion has a smaller perceptual effect. Importantly, we found differences in spatial processing in response to face inversion while participants performed a task that removed their directed attention from the faces. Following prior behavioral findings\(^6\), this suggests that bottom-up properties of the stimulus itself, and not attention or task, drive the modulation of spatial responsivity by face inversion.

In the behavioral experiment, we demonstrated that the magnitude of the face inversion effect (FIE) varies across the visual field in a manner that is strikingly consistent with our measurements of differential visual field coverage in the fMRI study. Specifically, we showed that the magnitude of FIE can be mitigated by placing faces in an optimal location that corresponds to the inverted-mapped visual field coverage of mFus-faces. These data suggest that the FIE is a consequence of the differential population activity in face-selective regions evoked by face inversion, which corresponds to large-scale differences in the way these regions sample the visual field. More generally, our results highlight a precise relationship between spatial processing in high-level visual regions and the recognition behavior that they subserve.

**Holistic face processing as spatial integration across multiple features.** An extensive body of behavioral research has shown that faces are processed holistically—that is, face recognition behavior involves concurrent processing of the whole face, rather than its individual features\(^2\),\(^3\),\(^5\),\(^6\),\(^3\),\(^6\)–\(^7\). However, despite decades of research into the behavioral signatures of holistic processing of faces, its underlying neural mechanisms remain opaque.

From our findings, we propose a hypothesis that holistic processing of faces can be understood as the spatial integration of information across face features, which emerges from how the large and foveal receptive fields of ventral face-selective regions collectively process information across the visual field. Consequently, we suggest that behavioral failures of typical holistic processing, like the FIE\(^3\),\(^6\),\(^7\),\(^3\),\(^6\),\(^3\),\(^6\) appear to be a result of maladaptive, stimulus-driven changes in pRF coverage in these regions. These findings provide neural support to cognitive theories that predict a reduced perceptual field for inverted faces\(^2\). Additionally, our findings suggest that deficits in spatial processing in face-selective regions may lead to impairments in face recognition as in congenital/developmental prosopagnosia\(^6\),\(^8\)–\(^7\), which can be tested in future research.

Importantly, our data not only elucidate the neural and computational mechanisms of face inversion, but also provide a computational framework that generates quantitative predictions of behavioral deficits of holistic processing. While our sample size did not allow us to probe individual differences in performance, this work provides an important foundation for future studies that can quantitatively examine if individual differences in holistic processing or face recognition ability\(^5\),\(^7\),\(^6\)–\(^7\) are derivative of differences in pRF size, position, and coverage in high-level visual regions.

**Face inversion yields robust differences in spatial processing in face-selective VTC.** Our data demonstrate an interaction between estimates of pRF properties in face-selective regions and the stimulus used in mapping (upright vs. inverted faces). This appears specific to face inversion, as we did not find equivalent deviations in pRF estimates mapped with phase-scrambled faces\(^6\) or diverse cartoons\(^6\) (Supplementary Fig. 11).

What aspect of face inversion produces the observed changes in pRF estimates? While we considered the possibility that the differential location of the eyes or other internal face features contributes to our results, the location of these features alone cannot account for multiple differences in pRF estimates between upright and inverted faces, particularly in size and gain (Supplementary Fig. 12). Thus, while the current study highlights a critical component of spatial processing that contributes to visual recognition, any future unified model that accounts for responses to both upright and inverted faces will likely require incorporating additional factors including the level of responsivity to specific face features\(^3\),\(^4\),\(^5\),\(^6\),\(^3\),\(^6\),\(^3\),\(^6\) and their spatial configurations\(^9\),\(^7\) as well as other constraints such as visual acuity\(^8\), crowding\(^7\),\(^6\), and spatiotemporal capacity\(^9\),\(^7\),\(^9\),\(^6\). One recent proposal suggests that neurons in face-selective regions may also be modulated by contextual information about the typical configuration of faces above bodies\(^7\). This and related findings of learned selectivity for predictive spatial co-occurrences in ventral regions\(^6\),\(^8\),\(^5\) may further elucidate the mechanisms underlying responses to upright and inverted faces across the visual field.

**High-level pRF processing as a bridge from brain to behavior.** While spatial sensitivity has been extensively demonstrated in VTC\(^9\)–\(^13\), the prevailing view theorizes that spatial processing in ventral temporal regions is independent from the recognition that these regions support. Our findings emphasize that high-level visual regions not only maintain spatially localized processing that can be computationally modeled by pRFs, but also that this processing dynamically supports visual recognition behavior. Doing so demonstrates the functional utility of spatial processing in the ventral ‘what’ stream.

More broadly, we view receptive fields (RFs) as a basic computational unit that is useful in many domains\(^8\),\(^2\),\(^6\). The results of this study highlight the fact that because neurons with similar RFs are spatially clustered in the millimeter range, pRF modeling can tap into complex, stimulus-dependent response properties of neural populations observable at the voxel level. We propose that quantitative measurement and modeling of pRFs in high-level regions across the brain opens compelling avenues for deriving precise links between brain and behavior—especially as activity in these regions often corresponds to perceptual experience more directly than in earlier stages of neural processing. In particular, our approach can not only quantitatively determine what factors may alter pRFs in other domains, but also leverage these measurements to generate new testable behavioral predictions.

The current work demonstrates that stimulus-driven changes in pRFs with face inversion, measured while participants perform an irrelevant task at central fixation, nonetheless impact behavioral recognition; these data suggest a bottom-up component of dynamic spatial processing in high-level VTC that may scaffold top-down and task-related activity. Future studies may incorporate additional task- and attention-based modulation of pRF properties into behavioral predictions. Our work\(^6\) and others\(^8\),\(^8\) suggests that differences in pRF estimates between upright and inverted faces may be magnified during a face recognition task. However, future studies that vary behavioral task (e.g. recognizing aspects of identity\(^9\),\(^9\),\(^9\)) or emotional expression\(^4\),\(^4\),\(^9\),\(^1\) familiarity\(^9\) and stimuli (e.g., only internal face features, faces of different sizes) during pRF mapping are necessary to provide a more comprehensive understanding of the relationship between spatial processing in the ventral stream and face perception more broadly.

In sum, this work demonstrates a precise link between spatial processing in face-selective regions and recognition behavior. We
find that the neurally ill-defined concept of holistic face processing is an emergent property of spatial processing in high-level face-selective regions. These data suggest a powerful approach for bridging basic neural computations by receptive fields to behavior.

Methods

Participants. Thirteen participants (six women) ages 20–31 participated in a single session of pRF mapping, including authors SP and DF. Nine participants identified as white/Caucasian, 1 as Asian, 1 as Black, and 2 as mixed-race (Hispanic/white and Asian/white). One participant’s data was excluded for excessive motion (> 4 mm) during the scan. The studies conformed to all relevant ethical considerations for human participants research, as ascertained by the Internal Review Board of Stanford University. All participants provided informed, written consent and were compensated for their time. No statistical modeling was used to determine the size of our participant sample as we model each voxel individually in each participant. We used typical sample sizes for fMRI pRF studies of the human visual system, which use data from a range of 3–20 participants.15,16,35,36,87,93. All scan participants completed the subsequent behavioral experiment.

Scanning protocol. Participants underwent a single fMRI session in the main experiment, which consisted of 8–10 runs of pRF mapping and lasted ~90 min. Scanning was done at the 3 Tesla GE research-dedicated magnet at the Stanford Center for Cognitive and Neurobiological Imaging (CNI). Functional MRI T2* weighted images were collected using a 32-channel headcoil, single-shot EPI, with a voxel resolution of 2.4 mm isotropic and a TR of 2 s (FOV = 192, TE = 30 ms, flip angle = 77°). Twenty-eight slices were prescribed parallel to the parieto-occipital sulcus to cover each participant’s occipital and ventral temporal lobes. We additionally acquired a high-resolution (1 mm isotropic voxels) T1-weighted full-brain anatomical image of each subject’s brain either during the main experimental session or in a separate retinotopy/localizer session for each participant. We used this whole-brain anatomical image to align data across the experimental session or in a separate retinotopy/localizer session for each participant. We used typical sample sizes for fMRI pRF studies of the human visual system, which use data from a range of 3–20 participants.15,16,35,36,87,93. All scan participants completed the subsequent behavioral experiment.

pRF mapping. Each population receptive field mapping run lasted 282 sec, and presented face images at 25 spatial positions to span the central 9.2° × 9.2° of the visual field over time (Fig. 1a). Face images were 3.2° in diameter, and were offset 1.5° center-to-center in a 5 × 5 grid arrangement. Faces were presented in trials (50 trials, 25 positions × upright/inverted) interspersed by ten 4 s blank periods per run, which were randomly ordered for each run and each participant. Each run began and ended with an additional 16 s blank period. Throughout each run, participants performed a challenging RSVP letter detection task at the central fixation point (0.4° diameter). Participants’ fixation was monitored with an Eyelink 1000 eye tracker during the scan (Supplementary Fig. 1).

Trial structure. Each trial consisted of seven faces (300 ms on, 200 ms off) and one blank interval (500 ms) presented at a single spatial location. The same timing structure was used for the central letter presentation, including during the blank periods.

RSVP task. On each trial, participants were instructed to attend and respond to a stream of small, rapidly presented letters (A-D-F-G-H-J-K) and detect one-back repeats of the same letter. Half of all trials contained a repeat in the seven-letter stream, which occurred randomly in time within the trial. Letters were presented throughout the entire mapping run, and participants reported the task to be both difficult and attentionally engaging. Overall performance ranged from 77 to 98% correct (mean = 90%, SE = 2%), and we observed no difference between performance on trials that contained upright vs. inverted faces (post-hoc t(11) = 0.531, p = 0.606), confirming that participants’ attention was not systematically drawn to either upright or inverted faces.

Face stimuli. We used front-view, gray-scaled face photographs previously used in Kay et al.95 and other work in the lab (VPNL-101 faces). These depicts 95 different individuals of various genders and races in a neutral expression; demographics represent that of the Stanford University undergraduate student body. Faces were presented in a circular aperture and were matched on the overall height of the head, resulting in substantial consistency in the position of internal facial features and some variance in the position and presence of external features, including hair. The authors affirm that all individuals depicted provided informed consent for publication of the face images used in the Figures (Figs. 1, 2, 6, 7, Supplementary Figs. 6, 7, 9, 12).

Experimental code. The pRF mapping experiments and behavioral experiments were written as Matlab (2019a) code utilizing Psychtoolbox Version 344,45.
(Supplementary Fig. 5). The former produces more robust line fits, while the latter provides an estimate of between-participant variability. Fitting was done by minimizing the L1 norm of the residuals, e.g., the sum of the absolute values of the residuals. This solution was chosen for its robustness to outliers in the underlying data.

**Visual field coverage.** Visual field coverage density plots for each visual region in Fig. 5 and Supplementary Fig. 8 were generated first for each participant, and then averaged across participants. Created using a custom Matlab bootstrapping procedure, these density plots represent the proportion of pRFs in a region that overlap with each point in the visual field. Overlay is determined using a binary circular pRF at the estimated center, and with a radius of 2 × pRF size (2 measurements for each condition (location × face orientation) as a sensitivity index (d

After natural vision, propagate small differences in the relative eccentricity of internal images of the same individuals to increase the difficulty for recognizing upright faces at the two off-center conditions. To address these limitations, we used a custom Matlab pipeline. Prior to the behavioral experiment, participants received practice on the task with both performance feedback and real-time eyetracking feedback: we plotted their current eye position as a red dot while they performed the practice task at each of the probe positions. Participants were required to achieve good fixation (<0.5° deviation across trials in the second half of the practice) before they could proceed to the main task. Additionally, to improve the validity of our eyetracking metrics, we performed drift correction during each ITI; participants were aware of this and were instructed to keep steady fixation even between trials. This allowed us greater confidence in the absolute values of the tracked eye position on our displays, which was contained in the central −5° of the visual field in total. Following the eyetracking experiment, we manually removed from the analysis any trials on which participants broke fixation, defining this in individual trial traces as >1° fixation positions, and/or increased deviation in eye position around a position. We excluded three participants for whom this happened on >25% of all trials. For the remaining nine participants, an average of 9.51% (s.d. = 6.65%) of trials across conditions were removed as a result of breaking fixation.

**Reporting summary.** Further information on research design is available in the Nature Research Reporting Summary linked to this article.

**Data availability.** Data from the neuroimaging study, behavioral eyetracking study, and simulations have been deposited in our lab’s GitHub repository https://github.com/VPNILinvPRF, are publicly available, and can be cited and accessed using https://doi.org/10.5281/zenodo.4910755. Data underlying every figure, table, and statistical result in the manuscript are publicly available, and can be cited and accessed using https://doi.org/10.5281/zenodo.4910755. Data underlying every figure, table, and statistical result in the manuscript are publicly available, and can be cited and accessed using https://doi.org/10.5281/zenodo.4910755. Further information on research design is available in the Nature Research Reporting Summary linked to this article.

**Code availability.** All code used in the analyses, simulations, and visualizations of the paper is available at https://github.com/VPNILinvPRF.

Received: 13 October 2020; Accepted: 6 July 2021; Published online: 06 August 2021

**References.**
1. Koen, C. S. & Kastner, S. Two hierarchically organized neural systems for object information in human visual cortex. Nat. Neurosci. 11, 224–231 (2008).
2. Van Essen, D. C. & Gallant, J. L. Neural mechanisms of form and motion processing in the primate visual system. Neuron 13, 1–10 (1994).
3. Ungerleider, L. ‘What’ and ‘where’ in the human brain. Curr. Opin. Neurobiol. 4, 157–165 (1994).
4. Hubel, D. H. & Wiesel, T. N. Receptive fields and functional architecture in two nonstriate visual areas (18 and 19) of the cat’s visual cortex. J. Neurophysiol. 28, 229–289 (1965).
5. Tong, F., Nakayama, K., Vaughan, J. T. & Kanwisher, N. Binocular rivalry and visual awareness in human extrastriate cortex. Neuron 21, 753–759 (1998).
6. DiCarlo, J. J. & Cox, D. D. Untangling invariant object recognition.

7. Gross, C. G., Rocha-Miranda, C. E. & Render, D. B. Visual properties of neurons in inferotemporal cortex of the Macaque. *J. Neurophysiol.* 35, 96–111 (1972).

8. DiCarlo, J. J. & Cox, D. Untangling invariant object recognition. *Trends Cogn. Sci.* 11, 533–541 (2007).

9. Leventhal, L., Haxby, J. V., Avidan, G., Hendler, T. & Malach, R. Center–periphery organization of human object areas. *Nat. Neurosci.* 4, 533–539 (2001).

10. Schwarzfel, R. F., Swisher, J. D., Dang, S. & Kanwisher, N. The distribution of category and location information across object-selective regions in human visual cortex. *Proc. Natl Acad. Sci. USA* 105, 4447–4452 (2008).

11. Arcaro, M. J., McMain, S. A., Singer, B. D. & Kastner, S. Retinotopic organization of human ventral visual cortex. *J. Neurosci.* 29, 10638–10652 (2009).

12. Carlson, T., Hogendoorn, H., Fonteijn, H. & Verstraten, F. A. Spatial coding and invariance in object-selective cortex. *Cortex* 47, 14–22 (2011).

13. Yue, X., Cassidy, B. S., Devaney, K. J., Holt, D. J. & Tootell, R. B. H. Lower-level stimulus features strongly influence responses in the fusiform face area. *Cereb. Cortex* 21, 35–47 (2011).

14. de Haas, B. et al. Perception and processing of faces in the human brain is tuned to typical feature locations. *J. Neurosci.* 36, 9289–9302 (2016).

15. Dumoulin, S. O. & Wandell, B. A. Population receptive field estimates in human visual cortex. *Neuroimage* 39, 647–660 (2008).

16. Kay, N. K., Weiner, K. S. & Grill-Spector, K. Attention reduces spatial selectivity in human ventral temporal cortex. *Carr. Biol.* 25, 595–600 (2015).

17. Gomez, J., Natu, V., Jeska, R., Barnett, M. & Grill-Spector, K. Development differentially scouts receptive fields across early and high-level human visual cortex. *Nat. Commun.* 9, 788 (2018).

18. Finzi, D. et al. Differential spatial computations in ventral and lateral face-selective regions are scaffolded by structural connections. *Nat. Commun.* 12, 1–14 (2020).

19. Haxby, J. V., Hoffman, E. A. & Gobbini, M. I. The distributed human neural system for face perception. *Trends Cogn. Sci.* 4, 223–233 (2000).

20. Parvizi, J. et al. Electrical stimulation of human fusiform face-selective regions distorts face perception. *J. Neurosci.* 32, 14915–14920 (2012).

21. Jonas, J. et al. Focal electrical intracranial stimulation of a face-sensitive area causes transient prosopagnosia. *Neuroscience* 222, 281–288 (2012).

22. Weiner, K. S. et al. The mid-fusiform sulcus: a landmark identifying both cytoarchitectonic and functional divisions of human ventral temporal cortex. *Neuroimage* 84, 453–465 (2014).

23. Yin, R. K. Looking at upside-down faces. *J. Exp. Psychol.* 81, 141–145 (1969).

24. Rossion, B. & Gauthier, I. How does the brain process upright and inverted faces? *Behav. Cogn. Neurosci. Rev.* 23, 65–72 (2008).

25. Tan, C. & Poggio, T. Neural tuning size in a model of primate visual cortex. *J. Neurophysiol.* 110, 3491–3506 (2013).

26. Tanaka, J. W. & Sengco, J. A. Features and their consequences of holistic face processing. *Proc. Natl Acad. Sci. USA* 12836 (2014).

27. Ruigrok, R. N. W. et al. The virtual embodiment of facial expression. *bioRxiv* 603140 (2021).

28. Kriegeskorte, L. & Bandettini, P. A. Systematic review of the relationship between fMRI accuracy and the use of fMRI. *Hum. Brain Mapp.* 465 (2014).

29. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

30. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

31. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

32. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

33. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

34. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

35. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

36. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

37. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

38. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

39. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

40. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

41. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

42. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

43. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

44. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

45. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

46. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

47. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

48. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

49. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

50. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

51. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

52. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

53. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

54. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

55. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

56. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

57. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

58. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

59. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).

60. Saccuman, C. S. et al. Face-remodelling in the human visual cortex. *Nat. Neurosci.* 17, 72–78 (2014).
72. Furl, N., Garrido, L., Dolan, R. J., Driver, J. & Duchaine, B. Fusiform gyrus face selectivity relates to individual differences in facial recognition ability. J. Cogn. Neurosci. 23, 1733–1740 (2011).
73. Pelphey, K. A. et al. Visual scanning of faces in autism. J. Autism Dev. Disord. 32, 249–261 (2002).
74. Arcaro, M. J., Ponce, C. & Livingstone, M. The neurons that mistook a hat for a face. elife 9, e53798 (2020).
75. Whitney, D. & Levi, D. M. Visual Crowding: a fundamental limit on conscious perception and object recognition. Trends Cogn. Sci. 15, 160–168 (2011).
76. Martelli, M., Majaj, N. J. & Pelli, D. G. Are faces processed like words? A diagnostic test for recognition by parts. J. Vis. 5, 6–6 (2005).
77. Zhou, J., Benson, N. C., Kay, K. N. & Winawer, J. Compressive temporal summation in human visual cortex. J. Neurosci. 38, 691–709 (2018).
78. DeGutis, J., Chatterjee, G., Mercado, R. J. & Nakayama, K. Face gender recognition in developmental prosopagnosia: evidence for holistic processing and use of configural information. Vis. Cognit. 20, 1242–1253 (2012).
79. Stigliani, A., Weiner, K. S. & Grill-Spector, K. Differential sustained and transient processing across visual streams. PLoS Comput. Biol. 15, e1007011 (2019).
80. DeGutis, J., Chatterjee, G., Mercado, R. J. & Nakayama, K. Face gender recognition in developmental prosopagnosia: evidence for holistic processing and use of configural information. Vis. Cognit. 20, 1242–1253 (2012).
81. Almeida, J. et al. Idiosyncratic, retinotopic bias in face identity modulation by familiarity. eNeuro 5, e0054-18.2018 1–14 (2018).
82. Stigliani, A., Weiner, K. S. & Grill-Spector, K. Temporal processing capacity in high-level visual cortex is domain specific. J. Neurosci. 35, 12412–12424 (2015).
83. Almeida, J. et al. Face-specific perceptual distortions reveal a view- and orientation-independent face template. Curr. Biol. 30, 4071–4077.e4 (2020).
84. Nishino, H. et al. Grid cells and cortical representation. Nat. Rev. Neurosci. 15, 466–481 (2014).
85. Mancini, F., Haggard, P., Iannetti, G. D., Longo, M. R. & Sereno, M. I. Fine-grained nociceptive maps in primary somatosensory cortex. J. Neurosci. 32, 17155–17162 (2012).
86. van der Heijden, K., Rauschecker, J. P., de Gelder, B. & Formisano, E. Cortical mechanisms of spatial hearing. Nat. Rev. Neurosci. 20, 609–623 (2019).
87. Klein, B. P., Harvey, B. M. & Dumoulin, S. O. Attraction of position preference by spatial attention throughout human visual cortex. Neuron 84, 227–237 (2014).
88. Soniapolt, D.F. and K.G.S. wrote the manuscript. S.P. and K.K. wrote the analysis pipeline. K.G.S. oversaw the data analyses. S.P., K.K., and K.G.S. designed the experiment. S.P. and D.F. collected and analyzed data. This work was supported by NSF BCS #1756035 to K.G.S. and S.P.
89. Poltoratski, S. & Tong, F. Resolving the spatial profile of figure enhancement in human V1 through population receptive field modeling. J. Neurosci. 40, 3292–3303 (2020).
90. Pelli, D. G. The VideoToolbox software for visual psychophysics: transforming numbers into movies. Spat. Vis. 10, 437–442 (1997).
91. Brainard, D. H. The psychophysics toolbox. Spat. Vis. 10, 433–436 (1997).
92. Stigliani, A., Weiner, K. S. & Grill-Spector, K. Temporal processing capacity in high-level visual cortex is domain specific. J. Neurosci. 35, 12412–12424 (2015).
93. Witthoft, N. et al. Where is human V4? Predicting the location of hV4 and VO1 from cortical folding. Cereb. Cortex 24, 2401–2408 (2014).
94. Pelli, D. G. The VideoToolbox software for visual psychophysics: transforming numbers into movies. Spat. Vis. 10, 437–442 (1997).
95. Brainard, D. H. The psychophysics toolbox. Spat. Vis. 10, 433–436 (1997).
96. Stigliani, A., Weiner, K. S. & Grill-Spector, K. Temporal processing capacity in high-level visual cortex is domain specific. J. Neurosci. 35, 12412–12424 (2015).
97. Witthoft, N. et al. Where is human V4? Predicting the location of hV4 and VO1 from cortical folding. Cereb. Cortex 24, 2401–2408 (2014).
98. Poltoratski, S. & Tong, F. Resolving the spatial profile of figure enhancement in human V1 through population receptive field modeling. J. Neurosci. 40, 3292–3303 (2020).
99. Pelli, D. G. The VideoToolbox software for visual psychophysics: transforming numbers into movies. Spat. Vis. 10, 437–442 (1997).
100. Brainard, D. H. The psychophysics toolbox. Spat. Vis. 10, 433–436 (1997).