REGULARITY VIA LINKS AND STEIN FACTORIZATION
RYAN GRADY AND ANNA SCHENFISCH

Abstract. Here, we introduce a new definition of regular point for piecewise-linear (PL) functions on combinatorial (PL triangulated) manifolds. This definition is given in terms of the restriction of the function to the link of the point. We show that our definition of regularity is distinct from other definitions that exist in the combinatorial topology literature. Next, we stratify the Jacobi set/critical locus of such a map as a poset stratified space. As an application, we consider the Reeb space of a PL function, stratify the Reeb space as well as the target of the function, and show that the Stein factorization is a map of stratified spaces.
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1. Introduction

In this work, we present a novel regularity condition for piecewise-linear (PL) functions on combinatorial (PL triangulated) manifolds. The idea is to recover the topological implications of the (Canonical) Submersion Theorem at a regular point, while not insisting on smoothness (or even differentiability).
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To wit, if \( f : X^n \to \mathbb{R}^k \) is a (generic) PL function from an \( n \)-dimensional combinatorial manifold (with \( n \geq k \)), we use the triangulation of \( X \) to analyze the behavior of \( f \) when restricted to the link of a point \( p \in X \). Inspired by the smooth setting, a point will be regular if \( f \) respects a join presentation of the link into two spheres (of specified dimensions). These spheres correspond to the unit spheres in the tangent and normal bundles to \( X \) at \( p \). We use this link regularity to define the Jacobi set/critical locus: \( J_f \subset X \), see Definition 3.1.1.

In Section 3, we prove some elementary properties of the Jacobi set. In particular, we equip \( J_f \) with a stratification compatible with the ambient stratification of \( X \). Moreover, we compare our regularity condition with two other notions in the literature: an approach via the PL differential and a homological regularity criterion. We prove—and provide examples to illustrate—that these three definitions of regular point are distinct.

Throughout the paper, we work with poset stratified spaces. To our knowledge, these spaces were first described in work of Lurie [12]. Section 2 introduces the definition of poset stratified space and explicitly notes some elementary properties that are difficult to find in the literature. In Section 2.2, we (briefly) compare poset stratified spaces with the more classical notion of stratified space, e.g., as presented in [10].

This project was motivated by the work of Edelsbrunner, Harer, and Patel [9] on Reeb spaces. Indeed, the initial goal was to express their “canonical stratification” of the Reeb space in terms of poset stratified spaces. To this end, we prove the following in Section 4.

**Theorem.** Let \( X \) be a combinatorial \( n \)-manifold and \( f : X \to \mathbb{R}^k \) a generic PL function, with \( n \geq k \). Let \( \mathbb{W}_f \) denote the corresponding Reeb space and \( J_f \) the Jacobi set of \( f \) (with regards to link regularity). Then,

(a) The stratification of \( J_f \) induces a stratifications of \( \mathbb{W}_f \) and \( \mathbb{R}^k \) such that the Stein factorization \( g : \mathbb{W}_f \to \mathbb{R}^k \) is a stratified map.

(b) Further, if \( f \) is injective on the \((k-1)\)-simplicial skeleton of \( X \), then we have a commutative diagram in stratified spaces

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
| & \searrow{q} & \nearrow{g} \\
& \mathbb{W}_f &
\end{array}
\]

As we discuss in the final section of the paper, morally, the stratification of \( \mathbb{W}_f \) is a refinement of that in [9]. However, as we discuss, there are some interesting subtleties. Moreover, the stratification of \( \mathbb{R}^k \) and the verification that the Stein factorization is a stratified map is not contained in *ibid*.
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2. Stratified Spaces

Stratified spaces have been used throughout topology for over 60 years with major foundational contributions due to Thom, Mather, Goresky and MacPherson. The paradigm we
use is developed extensively in the work of Ayala, Francis, and Tanaka [1] and first appeared in Appendix A of Lurie [12].

2.1. Poset Stratified Spaces.

2.1.1. Poset Topologies and Operations.

Definition 2.1.1. A poset is a pair \((P, \leq)\) consisting of

- a set \(P\), and
- a relation \(\leq\) on \(P\)

such that \(\leq\) defines a partial order on \(P\). I.e., for all \(p, q, r \in P\), the following hold

1. (reflexivity) \(p \leq p\).
2. (transitivity) if \(p \leq q\) and \(q \leq r\), then \(p \leq r\).
3. (anti-symmetry) if \(p \leq q\) and \(q \leq p\), then \(p = q\).

A morphism of posets is an order-preserving map. The resulting category of posets is denoted \(\text{Poset}\).

Definition 2.1.2. Let \((P, \leq)\) be a poset. We equip \(P\) with the upward closed topology as follows: \(U \subseteq P\) is open if and only if for all \(u \in U\), \(P_u := \{p \in P \mid u \leq p\} \subseteq U\).

Proposition 2.1.3. The upward closed topology defines a functor, \(UC : \text{Poset} \to \text{Top}\).

Remark 2.1.4. Note that for \(P \in \text{Poset}\), the topology \(UC(P)\) is rarely Hausdorff. Indeed, if two points, \(x, y \in P\), have a common upper bound, \(x \leq z \geq y\), they cannot be separated by disjoint opens.

Definition 2.1.5. Let \((P, \leq)\) and \((Q, \leq)\) be posets. We can explicitly describe the product poset \((P \times Q, \leq)\) by declaring \((p, q) \leq (p', q')\) if \(p \leq p'\) and \(q \leq q'\).

This construction is categorical.

Proposition 2.1.6. The category \(\text{Poset}\) has (finite) products.

Example 2.1.7. Let \((\mathbb{R}, \leq)\) be the standard total order on \(\mathbb{R}\). Then \(\mathbb{R}^2 \cong \mathbb{R} \times \mathbb{R}\) admits three partial orders

1. Lexicographic order: \((a, b) \leq (c, d)\) if and only if \(a < c\), or \(a = c\) and \(b \leq d\);
2. Product order: \((a, b) \leq (c, d)\) if and only if \(a \leq c\) and \(b \leq d\);
3. Closure of direct product: \((a, b) \leq (c, d)\) if and only if \(a < c\) and \(b < d\), or \(a = c\) and \(b = d\).

Only the first partial order is a total order. As the name indicates, the product order is the categorical product.

Definition 2.1.8. Let \((\mathcal{P}, \leq)\) be a poset. The left cone on \(\mathcal{P}\) is a new poset, \(\mathcal{P}^\circ\), that is defined by adjoining a new minimum element to \(\mathcal{P}\). That is, let \([n]\) denote the totally ordered set \(\{0 \leq 1 \leq \cdots \leq n\}\), then \(\mathcal{P}^\circ\) is defined as the pushout

\[
\begin{array}{ccc}
\{0\} \times \mathcal{P} & \longrightarrow & [1] \times \mathcal{P} \\
\downarrow^{pr_1} \quad & & \downarrow \\
\{0\} & \longrightarrow & \mathcal{P}^\circ.
\end{array}
\]
Similarly, we can define the right cone on \( P \) as the pushout

\[
\begin{array}{c}
\{1\} \times P \\
\downarrow \text{pr}_1 \\
\{1\}
\end{array} \quad \begin{array}{c}
\rightarrow [1] \times P \\
\downarrow \\
\rightarrow P^\circ,
\end{array}
\]

which adjoins a new maximum to \( P \).

**Example 2.1.9.** Note that \( \emptyset \triangleleft \sim \simeq \{0\} \), \( \{0\} \triangleleft \sim \simeq [1] \), and more generally, for \( n \in \mathbb{N} \), \( [n] \triangleleft \sim \simeq [n+1] \triangleleft \sim [n] \).

### 2.1.2. The category of stratified spaces.

**Definition 2.1.10.** A stratified topological space is a triple \((X \xrightarrow{\phi} P)\) consisting of
- a paracompact, Hausdorff topological space, \( X \),
- a poset \( P \), equipped with the upward closed topology, and
- a continuous map \( X \xrightarrow{\phi} P \).

**Definition 2.1.11.** Given a stratified topological space \( \phi : X \rightarrow P \), and any \( p \in P \), the \( p \)-stratum, \( X_p \), is defined as

\[ X_p := \phi^{-1}(p). \]

**Example 2.1.12.** Any paracompact, Hausdorff space defines a stratified topological space via \( \phi : X \rightarrow [0] \). We call this the trivial stratification.

**Example 2.1.13.** \( \mathbb{R} \) is stratified over \( \{- > 0 < +\} \), where \( X_- = \{x \in \mathbb{R} \mid x < 0\} \), \( X_0 = \{0\} \), and \( X_+ = \{x \in \mathbb{R} \mid x > 0\} \) are mapped to \(-\), \( 0 \), and \(+\), respectively. We often find it convenient to indicate a stratified space pictorially, by drawing the strata. For example, below is a depiction of the stratified space \((\mathbb{R} \rightarrow \{- > 0 < +\})\):

\[
\begin{array}{c}
X_- \\
\bullet \\
X_+
\end{array}
\quad \begin{array}{c}
X_0
\end{array}
\]

**Definition 2.1.14.** A map of stratified topological spaces \((\phi : X \rightarrow P)\) to \((\psi : Y \rightarrow Q)\) is a pair of continuous maps \((f_1, f_2)\) making the following diagram commute.

\[
\begin{array}{c}
X \\
\downarrow \phi \\
\mathcal{P}
\end{array} \quad \begin{array}{c}
\rightarrow Y \\
\downarrow \psi \\
\rightarrow \mathcal{Q}
\end{array}
\]

A stratified map is an open embedding if both \( f_1 \) and \( f_2 \) are open (topological) embeddings.

We will let \( T\text{Strat} \) denote the category of stratified topological spaces and stratified maps. The category has many nice properties, e.g., it has finite products.

**Definition 2.1.15.** A refinement of a stratified space \((\phi : X \rightarrow P)\) is a stratified space \((\phi' : X \rightarrow \mathcal{R})\) and a map of stratified spaces \((f_1,f_2) : (X \rightarrow \mathcal{R}) \rightarrow (X \rightarrow P)\) such that
$f_1 : X \to X$ is the identity, and $f_2 : \mathbb{R} \to \mathcal{P}$ is a continuous surjection, diagrammatically we have the following.

$$
\begin{array}{ccc}
X & \xrightarrow{\phi} & X \\
\downarrow \phi' & & \downarrow \phi \\
\mathbb{R} & \xrightarrow{f_2} & \mathcal{P}.
\end{array}
$$

2.2. Filtered spaces and poset stratified spaces. The definition of stratified space we are using is not the only such notion. We will now briefly recall the more classical definition of stratified space, which grew out of Thom’s work on singularity theory, and note how the two notions compare. We will follow the conventions of Greg Friedman’s recent text [10].

More classically, one starts with a Hausdorff space, $X$, filtered by closed subspaces

$\emptyset = X^{-1} \subseteq X^0 \subseteq X^1 \subseteq \cdots \subseteq X^n = X$.

The strata of $X$ are the connected components of $X_i := X^i \setminus X^{i-1}$ for $i \geq 0$. A canonical example is a finite simplicial complex filtered by its simplicial skeleton, i.e., $X^k$ consists of all simplices of dimension less than or equal to $k$. In this case, the $i$-strata consist of the interiors of all $i$-simplices in the complex.

In the setting of [10], a filtered space is stratified if it satisfies the following Frontier Condition.

**Definition 2.2.1.** A filtered space $X$ satisfies the Frontier Condition if for any two strata $S$ and $T$, if $S \cap \overline{T} \neq \emptyset$, then $S \subseteq T$.

Let $\phi : X \to \mathcal{P}$ be a stratified space in the sense of Lurie (and everywhere in this paper outside of this subsection). Further, assume that $\mathcal{P}$ is a graded poset, i.e., is equipped with a map of posets (a rank function) $\rho : \mathcal{P} \to \mathbb{N}_0$. We can filter $X$ by sublevel sets of the composition $\rho \circ \phi : X \to \mathbb{N}_0$. As the following example shows, the resulting filtered space need not satisfy the Frontier Condition (potentially depending on the choice of rank function). For more discussion and comparison between approaches to stratified spaces see [1, 14, 19].

**Example 2.2.2.** Consider the upright height function on the torus $h : T^2 \to \mathbb{R}$. There are four critical points and we stratify $T^2$ via the stable manifolds with respect to gradient flow of the function $-h$ (meaning we flow down). That is, for a critical point $c \in T^2$, the corresponding stratum, $X_c$, is given by

$$
X_c = \left\{ p \in T^2 \mid \lim_{t \to \infty} \Phi(t, p) = c \right\},
$$

where $\Phi$ is the gradient flow of $-h$.

More generally, returning the cart to behind the horse, let $M$ be a compact smooth manifold, and let $f : M \to \mathbb{R}$ be a Morse function. The stable stratification of $M$ is determined by the stratifying map $s^- : M \to \mathcal{C}^-$, where $\mathcal{C}^-$ is the poset of critical points $\{c_\alpha\}$ with generating relations: $c_\alpha$ and $c_\beta$ are related if there is a flow line from $c_\alpha$ to $c_\beta$. Rephrasing standard results in Morse theory, see [13], it follows that the triple $(M \xrightarrow{s^-} \mathcal{C}^-)$ defines a stratified space in the sense of Lurie, i.e., that the stable stratification is well defined. Moreover, this stable stratification is Euclidean, meaning each stratum is diffeomorphic to $\mathbb{R}^n$ for some $n$.

For our specific example of the upright torus, the poset of critical values is linear, and given by $\mathcal{C}^- = \{t \leq s_1 \leq s_2 \leq b\}$, where $t, s_1, s_2$, and $b$ are as in Figure [2.2]. There is an obvious rank function, namely $\rho_1 : \mathcal{C}^- \to \{0 \leq 1 \leq 2 \leq 3\}$, where $\rho_1(t) = 0, \rho_1(s_1) = \cdots$.
1, \rho_1(s_2) = 2, \rho_1(b) = 3. Although this is a stratified space in the sense of Lurie, it is not a stratified space in the sense of Friedman, as the resulting filtered space does not satisfy the Frontier Condition. In particular, \( X_1 \cap \overline{X}_2 = \{s_1\} \) while \( X_1 \not\subset \overline{X}_2 \).

There is another natural rank function \( \rho_2 : C^- \to \{0 \leq 1 \leq 2\} \), which sends a critical point to 2 minus its index. With respect to this choice, the resulting filtered space does satisfy the Frontier Condition.

![Figure 2.1](image_url)

**Figure 2.1.** The four critical values of \(-h\) are shown on the upright \( T^2 \) along with their corresponding images in \( \mathbb{R} \). The direction of \(-h\) is indicated by the leftmost arrow. Two strata defined by stable manifolds, \( X_{s_1} \) and \( X_{s_2} \), are shown in orange (upper circle) and teal (inner circle), respectively.

### 2.3. Face stratifications.

Simplicial complexes are canonically stratified in the sense of [10]. We now show that they are very naturally poset-stratified as well. The following definition gives a canonical stratification of a simplicial complex, the stratification induced by its face poset (see, e.g., [4, 17, 11]).

**Definition 2.3.1.** Let \( K \) be a simplicial complex. The face stratification of \( K \) is defined by \( K \xrightarrow{\varphi_K} \text{Face}(K) \), where \( \text{Face}(K) \) is the poset such that, for simplices \( \tau, \sigma \subset K \), we have the relation \( \tau \leq \sigma \) if and only if \( \tau \) is a face of \( \sigma \). Suppose that \( \tau \) is the lowest dimensional simplex containing \( x \in K \). Then \( \varphi_K(x) = \tau \).

We note a couple key properties of the face stratification.

**Proposition 2.3.2.** Let \( K \) be a simplicial complex. Then \( K \xrightarrow{\varphi_K} \text{Face}(K) \) is a refinement of the coarsest stratification of \( K \) such that each stratum is a connected manifold.

As discussed in the preceding subsection, when the stratifying poset is graded, we obtain a filtered space.

**Proposition 2.3.3.** Let \( K \) be a simplicial complex. There is a map of posets \( \text{dim} : \text{Face}(K) \to \mathbb{N}_0 \), associating to a simplex its dimension, such that the composite \( \text{dim} \circ \varphi_K : K \to \mathbb{N}_0 \) is the simplicial skeletal filtration.

Let \( \text{sCpx} \) denote the category of simplicial complexes and simplicial maps. The following is immediate from Proposition 2.1.3 and the definition of simplicial map.

**Proposition 2.3.4.** Let \( f : K \to L \) be a simplicial map, then there is a map of posets \( \text{Face}(f) : \text{Face}(K) \to \text{Face}(L) \) that extends to a functor \( \text{Face} : \text{sCpx} \to \text{TStrat} \).
Note that the face stratification makes sense in other categories: Δ-complexes, CW-complexes, simplicial objects, etc.

2.4. Ambient stratifications. We now consider how an embedded stratified space determines a stratification of the ambient space. The example of a simplicial complex—equipped with its face stratification—embedded in some Euclidean space is an illustrative example to track throughout.

Suppose that \((S \xrightarrow{\varphi} Q)\) is a stratified space and \(S \hookrightarrow X\) is a topological embedding into the paracompact, Hausdorff space \(X\), e.g., \(X = \mathbb{R}^k\). (We will conflate \(S\) with its image in \(X\).) To extend the stratification of \(S\) to a stratification of \(X\) compatible with the usual topology on \(X\), we can append a final element to the poset, \(Q\), and map the complement, \(X \setminus Y\), to this element. This is exactly the result of taking the right cone on \(Q\). The resulting stratification is the right conical extension of \(\varphi\), and we denote this map \(\varphi_S : X \rightarrow Q^\circ\).

Note that we often want the strata to be connected. In this case we introduce a new stratifying poset \(Q^\wedge\), which is a refinement of \(Q^\circ\).

**Definition 2.4.1.** Let \((S \xrightarrow{\varphi} Q)\) be a stratified space, \(S \hookrightarrow X\) a topological embedding, and \(\pi_0(X \setminus S) = A\). Define the poset, \(Q^\wedge\), as the set \(Q \amalg A\), subject to the following generating relations:

1. The relations of \(Q\);
2. For \(\ell \in Q\) and \(\alpha \in A\), \(\ell \leq \alpha\) if and only if \(\varphi^{-1}_S(\ell) \subseteq \overline{\alpha}\), i.e., the \(\ell\)-stratum is in the closure of the connected component indexed by \(\alpha\).

There is an obvious extension of the map \(\varphi_S, \psi_S : X \rightarrow Q^\wedge\) and we call this stratification the connected ambient stratification.

**Example 2.4.2.** Consider the 1-simplex embedded as \(K : [0, 1] \hookrightarrow \mathbb{R}\). The poset \(\text{Face}(K)\) consists of three objects: \(b_0 \leq a \geq b_1\) and \(\text{Face}(K)^\wedge\) is the poset \(a_- \geq b_0 \leq a \geq b_1 \leq a_+\). The stratifying map \(\psi_K : \mathbb{R} \rightarrow \text{Face}(K)^\wedge\) is given by

\[
\psi_K(x) = \begin{cases} 
  a_- & \text{if } x < 0 \\
  b_0 & \text{if } x = 0 \\
  a & \text{if } x \in (0, 1) \\
  b_1 & \text{if } x = 1 \\
  a_+ & \text{if } x > 1 
\end{cases}
\]

**Lemma 2.4.3.** Let \((S \xrightarrow{\varphi} Q)\) be a stratified space, \(S \hookrightarrow X\) a topological embedding. The maps \(X \xrightarrow{\varphi_S} Q^\circ\) and \(X \xrightarrow{\psi_S} Q^\wedge\) define stratified spaces that restrict to the \(Q\) stratification on \(S\). Moreover, by collapsing the maximal elements in the poset, the connected ambient stratification refines the right conical extension of the \(Q\) stratification:

\[
\begin{array}{ccc}
S^\circ & \hookrightarrow & X \\
\varphi \downarrow & & \psi_S \\
Q & \longrightarrow & Q^\ast \\
\end{array}
\]

**Definition 2.4.4.** Define a category \(\text{TStrat}^\text{embd}\) as follows:
• **Objects:** an object is a triple \((S, X, \iota_S: S \hookrightarrow X)\), where \((S \overset{\phi}{\rightarrow} \mathcal{P})\) is a stratified space, \(X\) is a paracompact Hausdorff space, and \(\iota_S\) is a (topological) embedding.

• **Morphisms:** a morphism \(f: (S, X, \iota_S) \rightarrow (T, Y, \iota_T)\) is a map \(f: X \rightarrow Y\) such that
  1. The image of \(S\) under \(f\) is contained in \(T\);
  2. The restriction \(f|_S: (S \overset{\phi}{\rightarrow} \mathcal{P}) \rightarrow (T \overset{\phi'}{\rightarrow} \mathcal{Q})\) is a stratified map; and
  3. The preimage of \(T\) is contained in \(S\), i.e., \(f(X \setminus S) \cap T = \emptyset\).

We will at times condense notation and simply denote an object by \(S \subset X\). Note that \(\text{TStrat}^{\text{embd}}\) is well defined as the identity is clearly a morphism and composition is inherited from composition in spaces. The conditions on \(f: (S \subset X) \rightarrow (T \subset Y)\) are equivalent to asking that the following is a pull-back diagram

\[
\begin{array}{ccc}
S & \overset{\iota_S}{\hookrightarrow} & X \\
\downarrow f|_S & & \downarrow f \\
T & \overset{\iota_T}{\hookrightarrow} & Y
\end{array}
\]

This rephrasing makes composition apparent as pasting of pullback squares.

**Proposition 2.4.5.** The connected ambient stratification defines a functor \((-)^*: \text{TStrat}^{\text{embd}} \rightarrow \text{TStrat}\). In particular, given a morphism \(f: (S \subset X) \rightarrow (T \subset Y)\), we have a commutative diagram (in spaces)

\[
\begin{array}{ccc}
X & \overset{f}{\longrightarrow} & Y \\
\downarrow & & \downarrow \\
\mathcal{P} & \overset{\phi^*}{\longrightarrow} & \mathcal{Q}
\end{array}
\]

**Proof.** Lemma [2.4.3] shows that we have a well-defined functor at the level of objects. As the map \(f\) is continuous, it takes path components into path components, so we obtain a map at the level of morphisms. Functoriality follows, in a straightforward manner, from composition in \(\text{TStrat}\). \(\square\)

### 2.5. Combinatorial Manifolds

Let us briefly recall some combinatorial and piecewise-linear (PL) topology. A standard reference is [16] or Section 3.9 of [18]. (In the latter reference a combinatorial manifold is called a triangulated PL manifold.)

**Definition 2.5.1.** A combinatorial manifold, \(X\), is a PL manifold equipped with a compatible triangulation, i.e., a PL homeomorphism \(K \rightarrow X\) for some simplicial complex \(K\).

A PL manifold is a topological manifold equipped with an equivalence class of triangulations, while the combinatorial structure picks out a particular triangulation. It is no surprise that any PL manifold admits a structure of a combinatorial manifold, though the condition is still stronger than being a triangulated topological manifold. A classical theorem of Whitehead is that any smooth manifold admits a unique PL structure, so a triangulated smooth manifold has a unique structure as a combinatorial manifold.

**Definition 2.5.2.** Let \(X\) be a combinatorial manifold, and \(i > 1\). An \(i\)-tuple of points, \((p_1, \ldots, p_i)\), in \(X\) is in general position if the points are not contained in a common \((i - 2)\)-simplex of \(X\) for any subdivision of the given triangulation.
Definition 2.5.3. Let $X$ be a combinatorial manifold. A PL (locally affine) function $f : X \to \mathbb{R}^k$ is generic if for each $1 < i \leq k$ and any $i$-tuple of vertices $(v_1, \ldots, v_i)$ of $X$ in general position, the images $(f(v_1), \ldots, f(v_i))$ do not lie on the same $(i - 2)$-plane in $\mathbb{R}^k$. In other words, the images of vertices in general position are also in general position.

Remark 2.5.4. Observe that genericity of a PL function $f : X \to \mathbb{R}^k$ implies that $f$ restricted to a non-degenerate $n$-simplex of $X$ is injective. Consequently, the image of a non-degenerate $n$-simplex is an $n$-simplex in $\mathbb{R}^k$.

The standard PL disk is given by the cube $I^n$ and its boundary is the standard PL sphere. In actuality, any convex polyhedron of dimension $n$ presents the standard PL disk as they are all PL homeomorphic. A similar statement can be made for boundaries of convex polyhedrons and PL spheres.

Definition 2.5.5. Let $X$ and $Y$ be topological spaces. The join of $X$ and $Y$, denoted $X \ast Y$, is given by the following colimit (iterated pushout)

$$
\text{colim} \left( \begin{array}{ccc}
X \times Y & \overset{pr_X}{\longrightarrow} & X \times Y \\
\downarrow & & \downarrow \\
X \times I \times Y & \overset{i_0}{\longrightarrow} & X \times Y \\
\downarrow & & \downarrow \\
Y & \overset{pr_Y}{\longrightarrow} & Y
\end{array} \right),
$$

where $i_0$ is the inclusion $(x, y) \mapsto (x, 0, y)$ and $i_1$ the inclusion $(x, y) \mapsto (x, 1, y)$.

Morally, the join of spaces is obtained by adjoining all line segments connecting the two spaces (this is literally true for polyhedral spaces embedded in Euclidean space). The join of simplicial complexes is again a simplicial complex, the join of PL manifolds is again PL, and the join of combinatorial manifolds is again a combinatorial manifold.

Definition 2.5.6. Let $K$ be a simplicial complex.

- For $\sigma \subseteq K$ a simplex, the star of $\sigma$, $\text{St } \sigma$, is the set of simplices in $K$ that contain $\sigma$ as a face.
- For $\sigma \subseteq K$ a simplex, the link of $\sigma$, $\text{Link}(\sigma)$, is the closure of the star of $\sigma$ set minus the union of stars of the faces of $\sigma$, i.e., $\text{Link}(\sigma) = \text{Cl } \text{St } \sigma \setminus \text{St } \text{Cl } \sigma$.
- For $\sigma \subseteq K$ a simplex and $p \in \partial \sigma$, the link of $p$, $\text{Link}(p)$, is given by $\text{Link}(p) = \partial \sigma \ast \text{Link}(\sigma)$.

Lemma 2.5.7 ([18]). A simplicial complex is a PL manifold if and only if the link of each simplex is PL homeomorphic to a PL sphere.

Lemma 2.5.8 ([16]). For $n \in \mathbb{N}$, let $B^n$ be a PL $n$-disk, $S^n$ a PL sphere, and $M$ any PL manifold. Assuming the factors are disjoint, we have the following PL homeomorphisms:

$$
pt \ast M \cong CM, \quad B^k \ast B^k \cong B^{k+k+1}, \quad \text{and} \quad S^k \ast S^k \cong S^{k+k+1}.
$$

3. Regularity via links

We now introduce a regularity condition on PL maps $f : X \to \mathbb{R}^k$ by analyzing the restriction of $f$ to links of points in $X$. This notion of regular/critical is compared to two other notions commonly used in combinatorial topology.

Throughout this section we assume $X$ is an $n$-dimensional combinatorial manifold and $f : X \to \mathbb{R}^k$ is a generic PL function with $n \geq k$. 
3.1. **Link Regularity.** Let \( n \geq k \) and consider a smooth map \( f: \mathbb{R}^n \to \mathbb{R}^k \). In the smooth setting, a point \( p \in \mathbb{R}^n \) is regular if the differential of \( f \) at \( p \), \( df_p: T_p \mathbb{R}^n \to T_f(p) \mathbb{R}^k \), is onto. The Submersion Theorem asserts there are local coordinates (at \( p \)) such that \( f \) is simply projection onto the last \( k \)-factors. Let \( B^n \) be a small PL ball centered at \( p \) in this coordinate neighborhood, then we have a PL homeomorphism \( B^n \cong I^{n-k} \times I^k \). In this combinatorial neighborhood, we have that \( \text{Link}(p) \cong S^{n-1} \cong S^{n-k-1} \ast S^{k-1} \), where we identify the first factor with the unit normal sphere at \( p \). (Note that if \( n = k \), then the normal bundle is empty and we adopt the convention that \( S^{n-k-1} = \emptyset \).) The Submersion Theorem implies that restriction of \( f \) to \( \text{Link}(p) \) is a homeomorphism when restricted to the unit tangent sphere, \( S^{k-1} \), and collapses the normal sphere, \( S^{n-k-1} \), to the point \( f(p) \).

The goal is to keep the (combinatorial) topological implication of the Submersion Theorem, while removing the assumption of differentiability. Therefore, we make the following definition. Note that there is a small subtlety in the case that \( n = k \): as \( S^{n-k-1} = \emptyset \), there is no normal sphere to collapse onto the image point \( f(p) \).

**Definition 3.1.1.** Let \( f: X^n \to \mathbb{R}^k \) be a PL function with \( n \geq k \).

(a) Suppose \( n > k \). A point \( p \in X \) is regular if there exists a PL homeomorphism \( \text{Link}(p) \cong S^{n-k-1} \ast S^{k-1} \) such that

\[
\left. f \right|_{\text{Link}(p)} : S^{n-k-1} \ast S^{k-1} \to f(p) \ast S^{k-1}
\]

respects the join decomposition and is a PL homeomorphism of spheres on the second factor.

(b) Suppose \( n = k \). A point \( p \in X \) is regular if there exists a PL homeomorphism \( \text{Link}(p) \cong S^{k-1} \) such that \( \left. f \right|_{\text{Link}(p)} \) is a homeomorphism onto its image.

(c) The Jacobi set of \( X \) is the collection of critical points, i.e., those points that are not regular. The Jacobi set of the map \( f \) is denoted \( J_f \).

**Example 3.1.2.** Let \( X \) be an octohedron in \( \mathbb{R}^3 \), and let \( f: X \to \mathbb{R} \) be the standard height function for a direction \( u \in S^2 \) such that all vertices of \( X \) have a unique height with respect to \( u \). Consider a point \( p \), as in Figure 3.1 We see that

\[
\text{Link}(p) = \text{Link}([am]) \ast \partial [am] = \{b,d\} \ast \{a,m\}
\]

is the join of two copies of \( S^0 \), and the image \( \left. f \right|_{\text{Link}(p)} = f(p) \ast \{f(a), f(m)\} \) is indeed a PL homeomorphism onto the second \( S^0 \) factor. Thus, we see that \( p \) is regular. Instead, consider \( \text{Link}(m) = \{a,c\} \ast \{d,b\} \). Although this link is also the join of two copies of \( S^0 \), since \( f(m) \) is maximal, the image of \( \left. f \right|_{\text{Link}(m)} \neq f(m) \ast S^0 \). Thus, we see that \( m \) is critical.

**Proposition 3.1.3.** Let \( f: X^n \to \mathbb{R}^k \) be a generic PL function with \( n \geq k \). The Jacobi set \( J_f \) is an embedded simplicial complex in \( X \) of dimension at most \( k - 1 \).

**Proof.** As the function \( f \) is affine restricted to any given simplex, \( \sigma \), if \( p \in \hat{\sigma} \) is critical than for any \( q \in \hat{\sigma} \), \( q \) is also critical, i.e., criticality is constant on simplices. Also, by genericity of \( f \), if \( \sigma \) is a critical simplex, then \( \dim \sigma \leq k - 1 \).

To complete the proof, it is sufficient (and necessary) to show that criticality is a closed condition or equivalently that regularity is an open condition. Let \( \tau \) be a face of \( \sigma \) of one

\[1\]We thank the referee for some specific suggested language around this motivation.
Figure 3.1. The leftmost images illustrates why \( p \in X \), an interior point, is regular and the rightmost image illustrates why \( m \in X \) is a critical simplex, as described in Example 3.1.2.

dimension lower than \( \sigma \), \( x \in \mathring{\tau} \), and \( p \in \mathring{\sigma} \). We claim that if \( x \) is regular, then \( p \) is regular. Indeed, we have

\[
\text{Link}(x) \cong \partial \tau \ast (p \amalg p') \ast S^{n-k-2} \quad \text{and} \quad \text{Link}(p) \cong \partial \sigma \ast S^{n-k-2},
\]

where \( p' \) is an interior point of the other simplex containing \( \tau \) as a codimension one face. There is a PL homeomorphism \( h: \text{Link}(x) \cong \text{Link}(p) \) that is the identity on the last factor of the join and such that \( h(x) = p \). Now if \( x \) is regular via the decomposition \( \text{Link}(x) \cong S^{n-k-1} \ast S^{k-1} \), then the resulting decomposition of \( \text{Link}(p) \) proves that \( p \) is regular. By induction on codimension, if the simplex \( \sigma \) is critical, then any point in its closure is critical as well.

Example 3.1.4. Consider a generic projection \( \pi: \partial \Delta^3 \to \mathbb{R}^2 \) as in the leftmost image of Figure 3.2. As \( \dim \partial \Delta^3 = \dim \mathbb{R}^2 \), this example illustrates the exceptional case in the definition of regularity. Let \( p \) be an interior point of the one-simplex \([ab]\) as indicated. The link of \( p \) is PL circle given as the join \( \{c, d\} \ast \{a, b\} \) which is the union of the one simplices \([ad]\) \( \cup [db] \cup [bc] \cup [ca] \). The restriction of \( \pi \) to this circle is not a homeomorphism onto its image—it’s not even injective—so \( p \), and hence the one simplex \([ab]\) are critical.

Next, consider the point \( r \), which is in the interior of the one-simplex \([ac]\). This point is indeed regular, as the restriction of \( \pi \) to its link—which is the circle \([ab]\cup[bc]\cup[cd]\cup[da]\)—is a homeomorphism onto its image.

3.2. Three notions of regular point. Let \( f: X^n \to \mathbb{R}^k \) be a generic PL function and \( n \geq k \). There are (at least) three definitions for when a simplex \( \sigma \subseteq X \) of dimension \( k-1 \) is critical. (From before, this dimension is the critical dimension.) To begin, let us recall the definition from above; in this subsection only, we will call this notion of critical \( L \)-critical. (Also, recall that being regular is an open condition and constant on simplices.)

Definition 3.2.1 (L-Criticality). A \( k-1 \) dimensional simplex \( \sigma \subseteq X \) is \( L \)-critical if it is not \( L \)-regular, where
Figure 3.2. A generic projection $\pi : \partial \Delta^3 \rightarrow \mathbb{R}^2$ along with a regular point, $r$, and a critical point, $p$. The Jacobi set of this projection forms a subcomplex and is highlighted.

- $k = 1$: The point $p \in \sigma$ is $L$-regular if there exists a PL homeomorphism $\text{Link}(p) \cong S^{n-k-1} \ast S^{k-1}$ such that $f|_{\text{Link}(p)} : S^{n-k-1} \ast S^{k-1} \rightarrow f(p) \ast S^{k-1}$ respects the join decomposition and is a PL homeomorphism of spheres on the second factor; or
- $k > 1$: The simplex $\sigma$ is $L$-regular if there exists a point in the interior of $\sigma$ that is regular.

Under our current hypotheses, a map $f$ has a well-defined derivative as explained in §3.10 of [18]. Using this PL differential one could make the following definition.

**Definition 3.2.2 (D-Criticality).** A $k-1$ dimensional simplex $\sigma \subseteq X$ is D-critical if
- $k = 1$: The differential at the point $\sigma$, $D_{\sigma}f$ is not surjective; or
- $k > 1$: There is a point $p \in \sigma$ for which $D_{p}f$ is not surjective.

In [9], the authors give a homological definition of criticality. To begin, let $\vec{u} \in S^{k-1}$ be a unit vector and define a function $h_{\vec{u}} : X \rightarrow \mathbb{R}$ as $h_{\vec{u}}(p) = \langle f(p), \vec{u} \rangle$. Let $\sigma \subseteq X$ be a $(k-1)$-simplex and $\vec{u}$ a unit normal to $f(\sigma)$, then $h_{\vec{u}}$ determines upper and lower subcomplexes of the link $\text{Link}(\sigma)$.

**Definition 3.2.3 (H-Criticality).** The simplex $\sigma$ is H-critical if its upper link has a non-vanishing reduced Betti number (with respect to $\mathbb{Z}/2$ coefficients).

The H-critical condition is actually symmetric in upper versus lower links as one can see by considering the unit vector $-\vec{u}$.

All three of these notions of criticality are distinct. The H-critical condition has the advantage that it can algorithmically be implemented and checked by machine. In the absence of PL homology spheres and acyclic complexes that are not collapsible, H-criticality would agree with L-criticality; of course, such spaces do exist even in low dimension, e.g., the Poincaré sphere in dimension three or Bing’s house in dimension two.

**Proposition 3.2.4.** Let $f : X \rightarrow \mathbb{R}^k$ satisfy the EHP hypotheses and $\sigma \subseteq X$ a $(k-1)$-simplex.

(a) If $\sigma$ is D-critical, then $\sigma$ is L-critical;
(b) If $\sigma$ is $D$-critical, then $\sigma$ is $H$-critical.

Proof. We only prove (a) as (b) follows similarly. That $D$-criticality implies $L$-criticality is equivalent to $L$-regularity implying $D$-regularity. Let $p \in \sigma$ and assume that $\sigma$ is $L$-regular with corresponding join presentation $\text{Link}(p) \cong S^{n-k-1} \ast S^{k-1}$. Since $p$ is a regular point, $f$ maps the link at $p$ onto the $k$-ball centered at $f(p)$ in a way that preserves the “unit sphere” in the tangent space (the second factor in the join presentations), hence $Df$ is surjective at $p$. □

Example 3.2.5. The following illustrates a complex that has no $D$-critical vertices, but has $H$-critical vertices. Triangulate $S^1$ by four points. Consider the two sphere, $S^2 = pt \ast S^1 \ast pt$. Now define a function on $S^2$ that sends the two cone points to $0 \in \mathbb{R}$ and assigns $\pm 1$ to the vertices on the (equatorial) $S^1$ in an alternating way; extend this function linearly to obtain a PL map $f: S^2 \to \mathbb{R}$. Neither cone point is $D$-critical, since the differential is surjective. However, the upper link of a cone point is homeomorphic to $S^0$, so the cone points are $H$-critical.

Example 3.2.6. Our final example illustrates that the PL differential may miss some $L$-critical points, even in the case where our combinatorial manifold is in fact smooth. Let $h: T^2 \to \mathbb{R}$ be the upright height function on the torus. Consider a triangulation $|K| \cong T^2$ such that a neighborhood of the lower index one critical point is as in Figure 3.3. The differential of the height function is clearly surjective at the saddle point. Yet the link can only be decomposed into an “upper” $S^0$ and a “lower” $S^0$, hence this point is $L$-critical.

![Figure 3.3.](image)

Figure 3.3. This figure is a piece of a larger triangulated torus. Although the PL differential of the height function at the saddle point $p$ is surjective, the link of $p$ does not satisfy the condition of $L$-regularity.

4. An application to Reeb spaces

Reeb graphs have long been an object of interest, and, roughly, are graphic summaries of level sets of real valued functions. The Reeb graph is formed by identifying points that lie in the same connected component of a level set. First introduced in [15] for use in Morse theory, they have since been widely used in applications (see [3] for a survey) and have been studied for their mathematical properties (e.g., [2, 6, 5]) as well as in terms of efficient computation (e.g., [8, 7]). Reeb spaces generalize the notion of Reeb graphs to the case of an arbitrary map between spaces.

Definition 4.0.1. Let $f: X \to Y$ be a continuous map of spaces. The Reeb space $\mathcal{M}_f$ is the quotient space defined by the relation: for $a, b \in X$, we have $a \sim b$ whenever $f(a) = f(b)$ and if $a$ and $b$ are in the same connected component of $f^{-1}(f(a))$. 
Let \( q : X \to \mathbb{W}_f \) be the canonical quotient map. It is often useful to visualize the relationship between these spaces in diagrammatic form:

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow q & & \downarrow g \\
\mathbb{W}_f & & \\
\end{array}
\]

where \( g \) is the Stein factorization of \( f \), the unique continuous map making the diagram commute.

**Lemma 4.0.2.** Let \( \mathbb{W}_f \) be the Reeb space corresponding to the map \( f : X \to Y \). If \( X \) is normal, then \( \mathbb{W}_f \) is Hausdorff.

**Proof.** Let \( \sim = \{(a,b) \in X \times X \mid a \sim b\} \) and let \( \sim^C \) denote the complement of \( \sim \). Since \( X \) is normal, it suffices to show that \( \sim^C \) is an open subset of \( X \times X \). Let \( (a,b) \in \sim^C \), meaning \( a \) and \( b \) do not lie in the same connected component of a level set of \( f \). Note that the level set components containing \( a \) and \( b \), which we denote \( A \) and \( B \), respectively, are disjoint, and as they are connected components, both are closed in \( X \). Since \( A \) and \( B \) are disjoint closed subsets of a normal space, we can find disjoint open sets containing them, which we denote \( A' \) and \( B' \), respectively. Then \( A' \times B' \subseteq X \times X \) is an open set containing \( (a,b) \). We claim that \( A' \times B' \cap \sim = \emptyset \). Suppose, towards a contradiction, that \((x, y) \in A' \times B' \cap \sim \). Then \( x \) and \( y \) would be in the same connected component of a level set of \( f \) while simultaneously being in \( A' \) and \( B' \), a contradiction. Since we have found an open neighborhood around an arbitrary point of \( \sim^C \), we know \( \sim \) is closed in \( X \times X \), and thus, \( \mathbb{W}_f = X/\sim \) is Hausdorff. \( \square \)

In our setting of PL functions \( f : X \to \mathbb{R}^k \), with \( X \) a combinatorial manifold, by the above, the associated Reeb space \( \mathbb{W}_f \) will Hausdorff. Under the further hypotheses that \( \dim X \geq k \) and that \( f \) is generic, we know that the Jacobi set \( J_f \subseteq X \) is an embedded simplicial complex by Proposition 3.1.3. The Jacobi set is stratified by its face poset, \( \text{Face}(J_f) \), and Lemma 2.4.3 then determines two stratifications of \( X \): the right conical extension which is stratified by \( \text{Face}(J_f)^P \) and a refinement thereof given by \( \text{Face}(J_f)^R \).

### 4.1. The stratification of \( \mathbb{R}^k \)

Next, we will show that \( f(J_f) \) can determine similar stratifications of \( \mathbb{R}^k \).

Since \( J_f \) contains only \((k-1)\) and lower dimensional simplices and since \( f \) is generic, we see that \( f \) takes simplices to simplices, hence \( f(J_f) \) is a collection of \((k-1)\)-simplices in \( \mathbb{R}^k \). Even so, there is no guarantee that these \((k-1)\)-simplices will not intersect in \( \mathbb{R}^k \), which precludes us from immediately endowing \( f(J_f) \) with a simplicial structure. The first step to understanding why we can do this is establishing the following lemma.

**Lemma 4.1.1.** Let \( f : K \to \mathbb{R}^k \) be a generic PL map from a finite simplicial complex comprised entirely of \((k-1)\)-simplices. Then \( P = \{p \in \mathbb{R}^k \mid |f^{-1}(p)| > 1\} \) is a disjoint set of \((k-2)\)-dimensional convex regions, and for every \( p \in P \), we have \(|f^{-1}(p)| = 2\).

**Proof.** Since \( f \) is generic and PL, the image of any \((k-1)\)-simplex of \( K \) is again an \((k-1)\) simplex. Since \( K \) only consists of \((k-1)\)-simplices, \( P \) is exactly the intersections of these \((k-1)\)-simplices in \( \mathbb{R}^k \) (not including the shared faces of simplices that were also adjacent in \( K \)). Any non-transverse intersection would be removable by an arbitrary perturbation of some vertex of \( f(K) \), violating the genericity of \( f \). Similarly, no triple of simplex images
can intersect, since an arbitrary perturbation of a vertex of one of the simplices involved could change the intersection to three two-way intersections. Thus, intersections of images of \((k-1)\)-simplices are pairwise transverse intersections, and therefore are convex with dimension \((k-2)\). Observe that since intersections are only pairwise, we have \(|f^{-1}(p)| = 2\). If the collection of such intersections were not disjoint, this would imply an intersection three simplex images, which is not possible by the reasoning above.

Then, as a corollary of Lemma 4.1.1, we have the following.

**Proposition 4.1.2.** If \(f: X^n \to \mathbb{R}^k\) is a generic PL map, and \(n \geq k\), then \(f(J_f)\) admits a refinement into simplices so that, for \(\tau, \sigma \in f(J_f)\) where \(\dim(\tau) \leq \dim(\sigma)\), whenever a point \(x \in \tau\) and \(x \in \sigma\), we have \(\tau \subseteq \sigma\) as subsets of \(\mathbb{R}^k\).

Since points of \(f(J_f)\) with more than one preimage form \((k-2)\)-dimensional convex polytopes, we can triangulate these intersection regions so that \(f(J_f)\) is a collection of simplices. Although there are many ways to triangulate a convex polytope (and the method of triangulation does not effect our results), a simple explicit triangulation is to place a Steiner point at the barycenter of each \(i\)-dimensional face to star-triangulate each \(i\)-dimensional face (whenever the face is not already an \(i\)-simplex), proceeding from \(i = 2, 3, \ldots, k - 2\).

An example of \(f(J_f)\) along with its refinement into simplices is given in Figure 4.1.

Note that although Proposition 4.1.2 does not generally imply \(f(J_f)\) is a simplicial complex, it does maintain the property that every simplex of this refinement is either disjoint from, or a subset/superset of every other simplex in the refinement, and thus is a natural candidate for stratification by containment (see Definition 4.1.3).

![Figure 4.1](image_url)

**Figure 4.1.** The above is an example of an intersections in \(f(J_f)\) for some map \(f: X \to \mathbb{R}^3\). By adding vertices and and edges on intersection, we refine \(f(J_f)\) into eight vertices, seven edges, and two faces. This can then be stratified by containment, as in Proposition 4.1.2. Note that, although more refinement may be necessary for maps into higher dimensional Euclidean space, no further refinement is necessary for \(k \leq 3\) since intersections are one- or zero-dimensional, and are thus already guaranteed to be simplices.

In what follows, we may abuse notation and use \(f(J_f)\) to mean \(f(J_f)\) taken with this refinement. Then, we can define the following.

**Definition 4.1.3.** Let \(n \geq k\), and let \(f: X^n \to \mathbb{R}^k\) be a generic PL map. Further, suppose that \(f(J_f)\) has been refined into simplices as described in Proposition 4.1.2. We define the poset \(\mathcal{P}_f\), where, for \(\tau, \sigma \in f(J_f)\), we have \(\tau \leq \sigma\) if and only if \(\tau \subseteq \sigma\) as subsets of \(\mathbb{R}^k\). We stratify \(f(J_f)\) via the map \(\varphi_{f(J_f)}\), where, if \(\tau\) is the lowest dimensional simplex containing \(x \in f(J_f)\), then \(\varphi_{f(J_f)}(x) = \tau\).
Given the stratification \( f(J_f) \xrightarrow{\varphi_f(J_f)} \mathcal{P}_f \) as above, we can stratify \( \mathbb{R}^k \) via our connected ambient stratification \( \mathbb{R}^k \xrightarrow{\psi_f(J_f)} \mathcal{P}_f^\kappa \) (see Definition 2.4.1) so that each stratum is a connected manifold.

4.2. **The stratification of \( W_f \).** Since \( W_f \) is a quotient of \( X \) we would like to use the universal property to stratify \( W_f \). However, the stratifying map \( \psi_f: X \rightarrow \text{Face}(J_f)^\kappa \) is not constant on the fibers of the quotient map \( g \). (Nor does the map \( f \) —in general—satisfy the conditions under which \( \text{Face}^\kappa \) is functorial.)

Consider the composition
\[
\varphi_f(J_f) \circ f|_{J_f}: J_f \rightarrow \mathcal{P}_f.
\]
This stratification is a refinement of \( \text{Face}(J_f) \). For clarity, let us denote a copy of \( \mathcal{P}_f \) by \( \tilde{\mathcal{P}}_f \) and notate the preceding map by \( \Psi_{J_f} \), so we have \( \Psi_{J_f}: J_f \rightarrow \tilde{\mathcal{P}}_f \). We can now apply the connected ambient construction to stratify \( W_f \):
\[
\Psi_{W_f}: W_f \rightarrow \tilde{\mathcal{P}}_f^\kappa.
\]
As the Stein factorization \( g: W_f \rightarrow \mathbb{R}^k \) is continuous—hence preserving connected components—it induces a natural map of posets \( \bar{g}: \tilde{\mathcal{P}}_f^\kappa \rightarrow \mathcal{P}_f^\kappa \). Moreover, the following is an easy tour through definitions.

**Proposition 4.2.1.** The Stein factorization \( g: W_f \rightarrow \mathbb{R}^k \) is a map of stratified spaces, i.e., the following commutes in the category of topological spaces
\[
\begin{array}{ccc}
W_f & \xrightarrow{g} & \mathbb{R}^k \\
\downarrow{\Psi_{W_f}} & & \downarrow{\psi_k} \\
\tilde{\mathcal{P}}_f^\kappa & \xrightarrow{\bar{g}} & \mathcal{P}_f^\kappa
\end{array}
\]

**Example 4.2.2.** Consider the height function on the upright torus (equipped with a triangulation), \( h: T^2 \rightarrow \mathbb{R} \) with Jacobi set, \( J_h \), the four Morse critical points. Figure 4.2 depicts the associated Stein factorization and stratifying posets. In this case, one could also conclude that the Stein factorization is a stratified map by applying Proposition 2.4.5.

![Figure 4.2.](image)

**Figure 4.2.** The Stein factorization as a stratified map for the height function on the upright torus. This is an example of the diagram in Proposition 4.2.1.

**Proposition 4.2.3.** Let \( n \geq k \). If the generic PL map \( f: X^n \rightarrow \mathbb{R}^k \) is injective on the \((k - 1)\)-skeleton of \( X \), then \( f: X \rightarrow \mathbb{R}^k \) and \( q: X \rightarrow W_f \) are stratified maps.
Proof. If \( f \) is injective on the \( (k-1) \)-skeleton of \( X \), then none of the images of \( (k-1) \)-simplices of \( J_f \) will intersect transversely (i.e., \( f(J_f) \) has a simplicial complex structure), so \( P^* = \text{Face}(f(J_f))^* \). Furthermore, we have \( \text{Face}(f(J_f)) = \text{Face}(J_f) \) meaning that restricting \( f \) and \( q \) to elements of \( \text{Face}(J_f)^* \) defines surjections onto \( \text{Face}(f(J_f))^* \). \( \square \)

**Example 4.2.4.** Let us return to Example 3.1.4 so we consider a generic projection \( \pi : \partial \Delta^3 \to \mathbb{R}^2 \). The Jacobi set is the simplicial circle formed by \([ab] \cup [bc] \cup [cd] \cup [da]\) and is indicated by pink bolded lines. The Reeb space is shown on the right, and is homeomorphic to the 2-disc, \( \mathbb{W}_f \cong D^2 \): it is stratified with four zero-simplices, four one-simplices (the images of those in the Jacobi set), and the open disc as its top stratum.

![Figure 4.3](image-url)

**Figure 4.3.** The quotient map and stratification of the Reeb space corresponding to a generic projection \( \pi : \partial \Delta^3 \to \mathbb{R}^2 \). The Jacobi set, \( J_\pi \), is highlighted as a subcomplex of the domain.

4.3. **Comparing to the EHP stratification.** A main result of [9] is defining the so called “canonical stratification” of Reeb spaces, which we will refer hereafter as the EHP stratification. The EHP stratification is described using an algorithmic construction. First, \( X \) is decomposed by coarsening a decomposition of \( X \) into prisms created by preimages of the affine hulls of images of \( (k-1) \)-simplices. This decomposition is inherited by \( \mathbb{W}_f \), and the EHP stratification of \( \mathbb{W}_f \) is the skeletal stratification of a triangulation of the decomposition. As noted in [9] a precise version of this algorithm is limited to \( k < 5 \), since a Boolean subroutine used to determine when two triangulated spaces of dimension \( k - 1 \) are homeomorphic is undecidable for \( k \geq 5 \).

Although not explicitly considered in [9], the process by which \( \mathbb{W}_f \) is triangulated could be further used to triangulate both \( X \) and \( \mathbb{R}^k \) by star triangulating various convex subspaces. One of the more obvious differences between the EHP stratification of \( \mathbb{W}_f \) and our stratification in subsection 4.2 is that, by construction, each stratum of \( \mathbb{P}_f^* \) is connected, whereas this is not true in general for a stratum of the EHP stratification. This difference is relatively minor, and we expect under further hypotheses (e.g., \( J_f \) is defined equivalently when using homological-criticality vs. criticality and \( f(J_f) \) is already a simplicial complex without further refinement) that the stratification of [9] and the corresponding skeletal filtration obtained via Proposition 2.3.3 agree.
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