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Abstract. Brain Age (BA) estimation via Deep Learning has become a strong and reliable bio-marker for brain health, but the black-box nature of Neural Networks does not easily allow insight into the features of brain ageing. We trained a ResNet model as a BA regressor on T1 structural MRI volumes from a small cross-sectional cohort of 524 individuals. Using Layer-wise Relevance Propagation (LRP) and DeepLIFT saliency mapping techniques, we analysed the trained model to determine the most relevant structures for brain ageing for the network, and compare these between the saliency mapping techniques. We show the change in attribution of relevance to different brain regions through the course of ageing. A tripartite pattern of relevance attribution to brain regions emerges. Some regions increase in relevance with age (e.g. the right Transverse Temporal Gyrus); some decrease in relevance with age (e.g. the right Fourth Ventricle); and others are consistently relevant across ages. We also examine the effect of the Brain Age Gap (BAG) on the distribution of relevance within the brain volume. It is hoped that these findings will provide clinically relevant region-wise trajectories for normal brain ageing, and a baseline against which to compare brain ageing trajectories.

1 Introduction

Brain Age (BA) prediction by Deep Learning (DL) methods using structural Magnetic Resonance Imaging (MRI) data has shown to be an accurate and reliable bio-marker for brain health \cite{5}. The Brain Age Gap (BAG) of an individual – the difference between the predicted BA and the chronological age – is an increasingly popular and predictive bio-marker for brain health, and has been shown to predict accelerated or slowed brain ageing \cite{7, 22, 27}.

DL frameworks have shown great efficacy in the BA regression task \cite{4, 19, 22, 27}. An advantage of DL models is that they are able to analyse whole-brain structural images with minimal pre-processing. Other summary statistics such as measures of cortical thickness, volume and surface area \cite{45} treat the brain as being modular, and may therefore lack details contained in minimally-processed MRI volumes (which represent the entire structure with all its integrated substructures). Convolutional Neural Networks (CNNs) have been shown to provide extremely small Mean Absolute Error (MAE) between true age and BA. The state-of-the-art in BA regression at the time of writing is around 2.5y MAE \cite{7, 22, 27}. Such accuracies have thus far only been
achieved on large datasets, and some of these datasets are limited in their age ranges, such as the UK BIOBANK [40] (45y-80y).

The black-box nature of Neural Networks makes it difficult to attribute BAG to specific brain regions. Many methods of Explainable Artificial Intelligence (XAI) have aimed at alleviating this issue. These attempt to explain why the models make their predictions. A popular post-hoc method of reasoning for DL models is saliency mapping. This is a group of methods by which areas of input are assigned relevance scores proportional to their saliency to the model decision. We compare the results of two widely used saliency mapping methods. We explore Layer-wise Relevance Propagation (LRP) [3] and DeepLIFT [32] as saliency mapping methods for the BA task. These methods were chosen due to their past performance in the literature in DL-based brain imaging tasks [9,12,14,16,23]. In this work, we use the terms 'salience' and 'relevance' interchangeably.

Many factors can contribute to accelerated BA (positive BAG), such as the presence of neurodegenerative disease, type 2 diabetes or HIV, and past physical activity [5]. If we wish to create a model that accurately predicts BA, and therefore accurately assesses BAG, we must ensure that the model accurately captures a path of 'normal' brain ageing. It must thus be trained on data in which the subjects do not have any underlying pathologies that can affect BA independent of actual age (to the extent that such pathologies are able to be detected). Even in a 'healthy' cohort, however, there will be non-negligible deviation from an average ageing trajectory. Smith et al. [38] note that some meaningful BAG should exist between the predicted and chronological age of an individual, as long as the model does not badly over-fit.

In this work we aim to shed light on the contributions of specific brain regions to BA and BAG through the course of ageing. Specifically we apply saliency mapping techniques to a BA regression model and compare the results to known characteristics of brain ageing. We then analyse the differences between saliency mapping techniques’ distributions of relevance throughout the brain volume. We examine the link between region-specific saliency and accelerated brain ageing both in older and younger individuals. Finally, we create region-specific trajectories of BA saliency across age groups from a population study.

The primary contribution of this research is the development of methods to determine trajectories of BA saliency over the course of age; allowing us not only to determine the saliency of the region towards age and the change of this through time, but also to create baseline saliency trajectories against which to compare and assess BA of individuals at a region-specific level. Another contribution of the work is the analysis of regional saliency in individuals with accelerated BA (large BAG), which allows us to determine key contributing regions to accelerated BA in younger and older adults. Our final contribution is the comparison of different saliency mapping techniques, allowing us not only to compare the similarities and differences between them, but also to shed light on different aspects of BA through these differences.

From our findings in the current literature, we expected that regions that are deemed highly relevant in general towards BA would increase in their relevance with age. Areas that are generally less salient would then necessarily decrease in assigned relevance.
2 Related Work

Levakov et al. [23] used SmoothGRAD [35] to create population-level saliency maps for a BA regression model. The authors examined which brain regions corresponded with the highest attribution of saliency by thresholding the top-1% of voxels in saliency maps and examining clusters with > 100 voxels. Most salience was attributed to the cisterns and ventricles.

Hofmann et al. [16] used LRP to create saliency maps for two multi-ensemble BA regression models. They note that the SmoothGRAD method employed by [23] is not directional, while LRP highlights areas of input that both agree with and contradict the output. They utilised the LRP_CMP saliency method with $\alpha = 1$ (see Appendix (C)). The authors verified the method on a simulated brain ageing model and found that in the regression task, regions of higher relevance argue for greater age, while regions of lower relevance argue for lower age. After verifying the method, the authors created the LRP saliency maps for the real BA regression task. Like [23] they found that relevance was greatest in and around the ventricles. They also found a significant attribution to the grey-matter-dense regions at the cortical surface. The authors also contrasted the saliency maps of individuals in a younger and an older cohort to determine the difference in attribution of relevance.

There have been no previous attempts in the literature to compare the results of different saliency mapping techniques on the BA regression task. While [16] compared a younger and older cohort in their study, no previous work has focused on the change in relevance attributions to brain regions as a function of subject age. The authors also only examined statistical significance toward BAG in an older cohort, and not age-related contributors to BAG. Furthermore, the concern raised by Geirhos et al. [11] and Sixt et al. [34] about modified backpropagation algorithms like LRP has not been addressed. Their concern is that such methods attempt to recreate the input to the model, as opposed to focusing solely on areas of relevance.

3 Methods

3.1 BA Regression Model

The model used in the BA regression task was a ResNet [15] with filter number sequence $[32, 32, 64, 64, 128]$ in the main branches of the 5 residual blocks. This configuration of residual blocks is borrowed from [19]. We used a softplus activation function for all the nonlinearities in the model, as recommended by Dombrowski et al. [8], for the robustness of the saliency maps.

We used the cross-sectional Cam-CAN T1-weighted MRI dataset [31, 43] for our experiments. The volumes are from 656 healthy individuals ranged 18-89y, with 49.4% or 324 male participants.

We trained our ResNet model on a random 80% training split of the dataset (524 subjects). 80 of these were randomly held out for validation (15% validation split from the beginning of training). The remaining 20% of the dataset (132 subjects) was used in testing. We used grid-search hyper-parameter tuning to find the best optimiser for the model (Adam [20] vs RMSProp), as well as the best loss function (Mean Squared
Error vs Mean Absolute Error) and the best starting learning rate ($5 \times 10^{-4}$ vs $10^{-3}$ vs $5 \times 10^{-3}$). Taking the average of three trials for each hyper-parameter configuration, it was found that the best configuration was using the Mean Squared Error (MSE) loss function with the Adam optimiser and an initial learning rate of $5 \times 10^{-3}$. We did not perform hyper-parameter tuning on any other hyper-parameters as the rest of the model configuration was based off of the model of [19]. The learning rate was halved every 20 epochs using a learning rate schedule. We also utilised an early stopping callback in training such that if there was no validation improvement for 20 epochs, the training would cease. Due to the large size of the data ($233 \times 189 \times 197$ voxels per scan at $1 \text{mm}^3$ resolution), the batch size was limited to 4. The metrics used to evaluate the model were the MAE, MSE and Mean Average Percentage Error (MAPE). Appendix (A) details the pre-processing of the data.

3.2 Saliency Mapping

We performed saliency mapping to analyse the trained model using LRP [3, 26] and DeepLIFT [32, 33]. We used three variations of LRP (as this method is considered to be best-practice [21]), with the parameters $\alpha \in \{1, 2, 3\}$ (the same values implemented by Grigorescu et al. [12]). We refer to these by the shorthand LRP$_1$, LRP$_2$, and LRP$_3$. In all three cases, we used the Epsilon Rule for dense layers and the $z$-Rule for the input layer [26]. We used two variations of the DeepLIFT method. In the first case (bg), we used a reference input of all zeros (the MRI background). In the second case (comp) we used as reference a composite MRI volume, which was the aggregate of all the subjects’ volumes from the test set. For the nonlinear softplus activation layers, we used the Reveal-Cancel Rule [32], which was found to produce more consistent and interpretable saliency maps than the Rescale Rule. Both DeepLIFT methods allow for positive and negative relevance assignment.

For all methods, we used permutation-based t-tests to determine statistically significant differences from the input volumes. This is in order to address the concern of [11] that the LRP methods simply recreate the input.

Regional Relevance Attribution Between Methods To compare the saliency mapping methods, we examined the attribution of top-1% relevance (T1R) to different brain areas across the test set, per method. T1R refers to the voxels with the first percentile of activations in the brain volume for a saliency map. This is similar to the methodology used in [23]. We count the number of such voxels per region, and normalise by the region volume to get the proportion of the region assigned T1R. We assessed the similarities and differences in regional relevance attribution between the methods, to determine how each of the methods explains BA.

To determine which brain regions saliency voxels were attributed to, we used the CerebrA 2009c atlas [6, 10] and a corresponding standard MNI brain volume [25] to which all of the dataset volumes were aligned before training. This allowed us to map regions directly onto each individual’s brain volume (and thus the corresponding
saliency map) to determine the proportion of T1R per region. It is by this method that we are able to compare the regional attributions of T1R among participants.

From the findings of [16], we know that regions of high saliency argue for higher age and those of lower saliency argue for lower age in the context of BA regression, and so the directionality of relevance is important. We are most interested in regions which contribute to accelerated brain ageing, and so we consider only positive relevance in T1R (see the discussion of directionality by [16]).

Regional Relevance Attribution Based on BAG We used the $\delta_2$ definition of Smith et al. [38], which uses an orthogonality matrix multiplication on the traditional chronological-predicted BA difference to remove dependence of the BAG on chronological age.

To examine the effect of large BAG on the distribution of relevance in the brain, we thresholded BAG in the test set and compared the T1R distributions of those lying above and below the threshold $\delta^*$. This has not been done before in the literature, and so we made the simple choice of a threshold for BAG of $\delta^* = \sigma$, where $\sigma$ is the standard deviation of the BAG values for the test set. We compared the distribution of T1R within the brains of those with BAG $\delta$ lying above the threshold ($\delta \geq \delta^*$) to those lying within the threshold ($|\delta| < \delta^*$). To calculate BAG, we used the age-orthogonal value $\delta_2$ of [38]. We compare the T1R distributions of three groups for each method: $\delta_2 \geq \delta^*$ for younger individuals ($< 50$y), $|\delta_2| < \delta^*$, and $\delta_2 \geq \delta^*$ for older individuals ($> 50$y).

Regional Relevance Attribution Across Age Brackets To assess the change in the distribution of relevance as a function of age, we examined how the T1R assignment for each method changes between equally spaced age brackets. We did this for each region individually, by calculating the average proportion of T1R assigned to the region across the test set members who lie within each age bracket.

Of greatest interest were highly-relevant regions whose relevance changes most or least across ages. To quantify the greatest change, we examined those with the highest standard deviation (SD) in the proportion that is assigned T1R. To quantify the least change, we examined those with lowest coefficient of variation (CoV – standard deviation normalised by mean).

We did not focus on those regions with lowest SD since those tend to be the regions with lowest mean relevance attribution. Similarly we did not focus on those with highest CoV, since these also tend to be regions with low mean attributions, where a small change in relevance attribution can lead to a very large CoV. Our aim was to focus on the changes in relevance for highly-relevant structures. More is given on this choice of metrics in Appendix (D).

4 Results

4.1 BA Regression Model

The training was stopped by the early stopping callback at the end of the 143rd epoch, at which point it had reached a test MAE of 6.55y, with an MSE of 72.55y$^2$ and an MAPE
of 13.53. The performance on the evaluation metrics is given in Table (B.1), and the regression plot is shown in Figure (B.1), both in Appendix (B).

4.2 Saliency Mapping

We report here the findings of the saliency mapping tasks. Figure (1) shows sections of the composite volume overlaid with aggregate maps for each method. The composite volume was created as the aggregate of all the brain volumes from the test set, and each overlaid saliency map is similarly the aggregate of all the saliency maps from the test set for that method. The aggregate map was thresholded to the top-1% of voxel values to show the average distribution of T1R over the test set. We also show in Figure (C.1) in Appendix (C) an example of overlaid LRP salience on sections of the volume of a 60-year-old male subject.

![Fig. 1: Sections of T1R for each method, overlaid on the composite MRI volume.](image)

The permutation-based t-tests showed that there were statistically significant ($p < 0.001$) differences between the saliency maps and the input volumes for each method in almost the entire brain volume.

**Regional Relevance Attribution Between Methods** Here we show the results of the assignment of relevance to brain regions by the five saliency mapping techniques. We compare the results to previous findings as well as to some of the medical BA literature, and examine differences between the methods.
Figure 2 shows the proportion of each region that is assigned T1R, for each method. The relevance assignment in this case was averaged between the two hemispheres, since there was a large degree of symmetry in the distribution between hemispheres (see Appendix C). The ordering of the regions along the x-axis is in descending order of proportion for LRP$_1$.

It is clear that the LRP methods assign high T1R to the ventricles (particularly the lateral and fourth), which agrees not only with the medical literature [2, 30], but also with the findings of Levakov et al. [23] and Hofmann et al. [16]. The DeepLIFT methods also assign high relevance to the lateral and inferior lateral ventricles, but less so than the LRP methods. Upon inspection of the DeepLIFT multipliers, it was clear that the same trend was present regardless of multiplication (masking) by the input. It appears that instead of assigning relevance to the ventricles themselves like the LRP methods, DeepLIFT tends to assign relevance to the immediate surrounds of the ventricles. DeepLIFT appears to highlight the areas which contract with age, whereas the LRP methods highlight the ventricles themselves, which dilate over time. This trend is displayed in the saliency sections of Figure 1.

The transverse temporal gyrus was consistently assigned significant relevance by all methods, as were many limbic structures, such as the caudate nucleus, hippocampus, thalamus, parahippocampal gyrus (most notably by DeepLIFT), and diencephalon. Relevance of the limbic system to ageing has been shown by Gunbey et al. [13]. Both methods tend to assign relevance to grey-matter-dense areas such as the vermal lobules of the cerebellum. This agrees with findings that grey matter density decreases with age, starting from late adolescence [28, 30, 39]. On the other hand, the cerebellum white matter tended not to be assigned much relevance. Although white matter lesions can be indicative of BA [2, 28, 30, 39], these are not shown distinctively in T1-
weighted images, and so we would not expect white matter regions to be assigned high relevance by this model. The optic chiasm tended to be assigned significant relevance. This may be due to its small size in conjunction with its proximity to other highly relevant structures such as the interpeduncular cistern [23]. The large amount of relevance assigned to the temporal gyrus agrees with findings by Lutz et al. [24] of involvement with brain ageing, and this relevance may be due to the degradation with age of the auditory cortex.

There was a high degree of consistency in the relevance assignments within the LRP methods, and an even higher degree of consistency between the two DeepLIFT methods. Figure (2) shows that the curves of the two DeepLIFT methods almost perfectly overlap. There was some similarity in the trend of relevance assignment between DeepLIFT and LRP. The biggest difference was that DeepLIFT assigns higher relevance to limbic structures like the parahippocampal gyrus, while LRP assigns more relevance to the ventricles.

**Regional Relevance Attribution Based on BAG** Here we compare the distribution of relevance in individuals with small BAG to those with large BAG, both older and younger. We examine how regional relevance associates with BAG for older and younger individuals.

![Fig. 3: Distributions of Top-1% Relevance, via LRP, in young (≤ 50y) individuals with high BAG (\(\delta_2 > \delta^*\)), elderly individuals (> 50y) with high BAG, and individuals with small-to-moderate BAG (\(|\delta_2| < \delta^*\)). Regions are ordered by descending proportion of T1R in the small-to-moderate BAG group.](image)
Figure (D.1) in Appendix (D) shows the distributions of the quantities $\delta_1$ and $\delta_2$, as defined in [38], for the test set. The correction from orthogonalisation to age shifted the distribution to become approximately Gaussian. This allowed us to threshold BAG reliably to compare BAG-salient regions in younger and older groups. On the test set, our threshold value was $\delta^* = \sigma = 11.58\text{y}$. 

Figures (D.2)-(D.5) in Appendix (D) compare the distributions of T1R for these groups according to each method. We have included in Figure (3) this distribution according to LRP. We see that several regions displayed significant changes in T1R assignment according to grouping by BAG and age. By way of example from Figure (3), for large BAG values, DeepLIFT assigned to the fourth ventricle a significantly greater relevance in younger individuals than in older individuals. The opposite was true for the transverse temporal gyrus. Since increased relevance is predictive of higher BAG, these results suggest that markers of BAG change through the course of ageing. It appears that regions can be more indicative of BAG at some ages than others.

(a) Right Transverse Temporal Gyrus. Large Standard Deviation in T1R over age brackets, and relevance increases with age. (b) Right Fourth Ventricle. Large Standard Deviation in T1R over age brackets, and relevance decreases with age.

(c) Right Lateral Ventricle. Low CoV in T1R over age brackets. (d) Right Caudate Nucleus. Low CoV in T1R over age brackets.

Fig. 4: ‘Proportion’ of Top-1% Relevance per method over the age brackets. The proportion of T1R is normalised in each sub-figure such that either the youngest or oldest group have T1R assignment of 1. Brackets all have an age range of $9.57\text{y}$. Four example regions are shown.
Regional Relevance Attribution Across Age Brackets

Here we examine the change in relevance across age brackets for brain regions according to each saliency mapping method. In Figure (E.1) in Appendix (E) we show the standard deviations and coefficients of variation in the proportion of regions assigned TIR over all age brackets.

One region which has a large SD over ages for all methods is the transverse temporal gyrus. We show the distribution across age brackets for the right hemispheric structure in Figure (4a) for each method. For uniformity in scale we normalise the proportions per method such that either the oldest or youngest age bracket is 1 for all methods. All methods, especially LRP, show an increase in relevance of this region with greater age.

Greater attribution of relevance in older subjects than in younger subjects suggests that the structure bears more information about BA and BAG in older individuals. This agrees with our findings about relevance distribution as a function of BAG. The transverse temporal gyrus for example is a more salient indicator of accelerated brain ageing in older subjects than in younger subjects. On the other hand, we see in Figure (4b) the distribution across age brackets of the same quantity for the right fourth ventricle. This region too is shown to have significant SD across age brackets. There is a marked decline in assignment of TIR from younger to older ages. This suggests that while the fourth ventricle is universally relevant to BA and BAG, it is most telling of ageing in younger individuals.

Figure (4c) shows the distribution across age brackets of the same quantity, now for the right lateral ventricle. This was shown to have uniformly low CoV across the methods. We see that there is a decrease in relevance in the oldest age bracket for DeepLIFT and LRP, but otherwise the relevance assignment is uniform.

Figure (4d) shows the age bracket distribution of TIR for the right caudate nucleus. The region has a low CoV for each method. Although there is some disparity in assigned relevance over the age brackets (especially within DeepLIFT relative to the others), there is no overarching upward or downward trend.

5 Discussion and Conclusions

While the test set MAE achieved by the model of 6.55y is not SOTA, no BA model in the literature has achieved such accuracy on a dataset of comparable size. This would indicate that that while very large datasets may be necessary to achieve SOTA performance, they may not be necessary simply to train a BA regression model of reasonable accuracy (with a coefficient of correlation to chronological age of $r = 0.89$ – see Figure (B.1) of Appendix (B)). Since it can be difficult to access very large datasets of healthy individuals across the full adult lifespan, it may be preferable for some studies to use smaller datasets such as Cam-CAN. Table (B.2) of Appendix (B) compares the MAE performance of several high-performing BA regression models and shows the dataset size used in each study.

The three LRP methods are relatively consistent in their distribution of TIR among the brain regions, and the two DeepLIFT functions even more so. By way of comparison, there is a notable similarity between LRP and DeepLIFT in BA relevance assignment. This is to be expected, since the methods are very closely related [33], and
DeepLIFT can in fact represent a generalisation of some LRP methods [1]. The LRP methods assigned TIR to the ventricles in large proportion, agreeing with the findings of Levakov et al. [23] and Hofmann et al. [16]. DeepLIFT, however, tends to assign relevance to the immediately surrounding regions, and more heavily to limbic areas like the parahippocampal gyrus. There is no precedent for such differences in explanations in the literature, past suggestions for what such differences may mean, or where they may come from. We speculate that LRP and DeepLIFT may highlight the importance of the same phenomenon from two different perspectives, in that the dilation of the ventricles and the atrophy of the surrounding regions are causally coupled.

Both LRP and DeepLIFT assign high relevance to the ventricles and to limbic structures, which agrees both with our expectations and with literature on BA [2, 13, 24, 30]. High proportions of relevance are assigned to grey-matter-dense areas, which also agrees with some medical literature [2, 13, 30].

There are non-trivial differences in the distributions of relevance between LRP and DeepLIFT, but both methods highlight known areas of importance to brain ageing. The utility of one method over the other may depend on the user’s main regions of interest. It may be best to use a combination of LRP and DeepLIFT to form BA explanations. LRP1 is the most commonly used LRP method, and is the least noisy of those we implemented, since higher values of $\alpha$ create greater contrast in the saliency maps [3, 12]. This is illustrated in Figures (1c)-(1e), where higher values of $\alpha$ decrease the smoothness of TIR clusters. As we have seen, the two DeepLIFT methods perform extremely similarly, and both are simple to implement; thus we cannot conclude that one is more useful for BA explanation than the other.

We found that large BAG values are associated with distributions in relevance among brain regions that can vary to a large degree depending on age. This suggests that the degree of saliency of a region towards BAG is age-dependent. Upon inspection of age-bracket distribution of relevance to brain regions, we showed that a tripartite pattern emerges. Some regions increase in relevance with age, some decrease with age and others retain relatively uniform relevance with age. From our findings with BAG, decreases with age would suggest that the region is more informative of BAG in younger individuals than in older individuals (for example, the fourth ventricle). Similarly increases with age would suggest that the region is more informative of BAG in older individuals than in younger ones (for example, the transverse temporal gyrus). Uniformity across ages in relevance would suggest that the region is consistently informative of BAG (for example, the caudate nucleus).

This tripartite pattern of trajectories was unexpected, since previous studies have only reported on increased relevance with age [16]. Indeed, many regions decrease in the proportion assigned TIR with age. This can be explained for a structure like the right fourth ventricle, by the fact that although the structure is informative of BA at all ages, it is expected to dilate with age. A younger individual with dilated ventricles is clearly experiencing accelerated brain ageing.

These findings may be used as baseline regional trajectories for BA salience in a clinical setting. As part of a DL pipeline for BA regression, clinicians can create saliency maps for patients’ BA predictions and compare the regional distributions of TIR to these baselines. Large individual BAG can be assessed regionally by these meth-
ods. Saliency mapping can be performed post-hoc on the regression model in close to real-time, so as to have BA predictions accompanied by an explanation in a clinical setting.

Without access to this model and its accompanying results, clinicians will still be able to use the underlying methods – perhaps with more powerful models trained on larger datasets – to create and compare relevance trajectories for clinical use.

In addition to the BA regression model and explanation pipeline, and the baseline regional saliency trajectories, we have also contributed a regional analysis of BA saliency in individuals with accelerated BA (large BAG), showing that some regions show increased BA in younger individuals and others show increased BA in older individuals. Finally, we have also contributed a comparison of several saliency mapping techniques from two classes of technique, showing that there are some significant differences in explanations between the classes of explanation techniques.

A limitation of this work is the use of single-fold cross-validation in the analysis of the BA regression model. A 5-fold cross-validation applied to larger datasets would ensure robust model accuracy on unseen data. In the future it would also be of great interest to examine how the distribution of relevance within the brain may change according to different model architectures and across different datasets. Another potential avenue for future work is to see how the size of a dataset may influence the distribution of relevance through the brain volume. It would also be of interest to compare the saliency maps of other, possibly more computationally expensive techniques, such as Integrated Gradients [41, 42].
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A Pre-processing

The standard pre-processing of the Cam-CAN dataset is detailed by Taylor et al. [43]. We used FSL’s Brain Extraction Tool (BET) [36] to perform skull-stripping on the T1-weighted volumes, using the recommended fractional intensity of 0.5. We then aligned all volumes to MNI space by registration to a standard MNI volume [25], using the FLIRT tool [17,18]. This was done primarily for spatial correspondence with the region atlas [6,10]. Voxel values were normalised using Global Contrast Normalisation (GCN) to have unit variance within each volume.

B Regression Model

Figure (B.1) shows the regression plot for our ResNet model on the test set, and Table (B.1) shows the performance metrics. We note that the MAE of 6.5457 is far from state-of-the-art, but also that the size of the dataset is far less than those of previous works. Table (B.2) shows the performances of some key studies for BA regression, with the number of individuals in the datasets used.

Our ResNet had filter sizes [32, 32, 64, 64, 128] in the main branches of the five residual modules. This configuration was adapted from the lightweight model of Jonsson et al. [19].

| Metric | Result |
|--------|--------|
| MAE    | 6.5457 |
| MSE    | 72.5481 |
| MAPE   | 13.5305 |

Fig. B.1: Test set regression plot

Table B.1: Metrics

C Saliency Maps

LRP and DeepLIFT are relevance decomposition methods which assign scores to the elements of a model’s input space according to their saliency to the model’s decision.
Table B.2: Test MAE performances of several key BA regression studies, as compared to ours. Our dataset is at least three times smaller than any other used here.

| Author          | Ours (2021) | Cole et al. (2017) | Jónsson et al. (2019) | Kossai/f_i et al. (2020) | Levakov et al. (2020) | Hofmann et al. (2021) | Peng et al. (2021) |
|-----------------|-------------|---------------------|-----------------------|--------------------------|-----------------------|----------------------|-------------------|
| Dataset Size    | 656         | 2001                | 12378                 | 19100                    | 10176                 | 2016                 | 14503             |
| Test MAE (y)    | 6.55        | 4.65                | 4.00                  | 2.69                     | 3.02                  | 3.95                 | 2.14              |

Both methods take into account the learned parameters of the model and the activations at each layer of the model specific to the inference of a given input. Relevance decomposition refers to the backward propagation of relevance from the output layer of a model to its input. We chose LRP and DeepLIFT because these are both fast and computationally inexpensive saliency mapping methods. Both methods have also been used before in reasoning for brain imaging [9,12,14,16,29], and offer directionality in their explanations, unlike simpler method such as SmoothGRAD [35]).

The decomposition rules for LRP \([21]\) from a layer \((L + 1)\) to a layer \(L\) are as follows:

For fully-connected layers, the \(\varepsilon\)-rule \([3]\) is used:

\[
R_i^{(L)} = \sum_j \frac{z_{ij}}{\sum_{i'} z_{i'j} + \varepsilon} R_j^{(L+1)}
\]

with the constraint that \(\alpha - \beta = 1\).

For convolutional, BatchNorm and pooling layers (apart from the input layer), the LRP\(\alpha\beta\) rule \([3]\) is used:

\[
R_i^{(L)} = \sum_j \left( \alpha \frac{(x_i w_{ij})^+}{\sum_{i'} (x_{i'} w_{i'j})^+ + \beta^-} + \beta \frac{(x_i w_{ij})^-}{\sum_{i'} (x_{i'} w_{i'j})^- + \beta^+} \right) R_j^{(L+1)}
\]

For the input layer, the \(z^B\)-rule \([26]\) is used:

\[
R_i^{(L)} = \sum_j \frac{z_{ij} - l_i w_{ij}^+ - h_i w_{ij}^-}{\sum_{i'} z_{i'j} - l_{i'} w_{i'j}^+ - h_{i'} w_{i'j}^-} R_j^{(L+1)}
\]

The DeepLIFT decomposition rules from a neuron \(y\) in a layer to a neuron \(x\) in a layer above are given by contribution scores \([32]\), allocated according to layer-specific
rules. The *Linear Rule* for all linear layers, allocates contribution scores as follows:

\[
C_{\Delta x^+ \Delta y^+} = 1 \{ w_i \Delta x_i > 0 \} w_i \Delta x_i^+, \\
C_{\Delta x^- \Delta y^+} = 1 \{ w_i \Delta x_i > 0 \} w_i \Delta x_i^-, \\
C_{\Delta x^+ \Delta y^-} = 1 \{ w_i \Delta x_i < 0 \} w_i \Delta x_i^+, \\
C_{\Delta x^- \Delta y^-} = 1 \{ w_i \Delta x_i < 0 \} w_i \Delta x_i^-
\]

where \( C_{x,y} \) is the contribution of \( x \) to \( y \), \( \Delta x \) refers to the difference-from-reference of the neuron \( x \), and \( \Delta x^+ \) is the positive-only part of that quantity. The difference-from-reference for a neuron \( x \) is calculated as the difference between the activations of that neuron for the given input and a reference input, \( \Delta x = x^0 - x \).

The *Reveal-Cancel Rule* is used for non-linear layers and allocates contribution scores as follows:

\[
C_{\Delta x^+ \Delta y^+} = \frac{1}{2} \left( f(x^0 + \Delta x^+) - f(x^0) \right) + \frac{1}{2} \left( f(x^0 + \Delta x^- + \Delta x^+) - f(x^0 + \Delta x^-) \right) \\
C_{\Delta x^- \Delta y^-} = \frac{1}{2} \left( f(x^0 + \Delta x^-) - f(x^0) \right) + \frac{1}{2} \left( f(x^0 + \Delta x^+ + \Delta x^-) - f(x^0 + \Delta x^+) \right)
\]

where \( f \) refers to the nonlinearity function – in our case the Softplus function.

The reference input is a choice of the user for DeepLIFT. The authors [32] state that there can be multiple ‘good’ choices for reference inputs, and that the choice is dependent on the task. This is our reason for having chosen two different reference inputs to compare. Indeed, the results were almost identical for distribution of T1R. Ancona et al. [1] show that LRP and DeepLIFT are similar enough that DeepLIFT relevance decomposition can be rewritten to look like LRP, with difference-from-reference values. The authors note that the significant difference between the methods is the use of reference inputs in DeepLIFT.

We show in Figure (C.1) the overlay of T1R of a single subject onto their specific brain volume, as an example.

Figure (C.2) shows the distributions of the coefficients of correlation for relevance attribution to the same region in opposite hemispheres, for each method. We see that the majority of regions have high coefficients of correlation between hemispheres. A few do not have high correlations, and these tend to be regions which are assigned low proportions of T1R. This correlation between hemispheres implies a symmetry across the hemispheres, and therefore allows us to average relevance between hemispheres in our analysis.
Fig. C.1: Individual saliency map for a 60-year-old male subject, thresholded to T1R and overlaid onto the subject’s MRI volume.

Fig. C.2: Histograms of correlation coefficients of T1R between left- and right-hemispheric structures.
D BAG

Fig. D.1: Distributions of BAG (sometimes called DBA) by $\delta_1$ and $\delta_2$ (as defined by [38]) on the test set. The age-orthogonality correction of $\delta_2$ shifts this distribution to be centered approximately at 0 (mean moves from 3.30y to 0.98y), and distributed more evenly to either side, becoming approximately Normal (range shifts from $(-24.98, 32.70)$ to $(-27.79, 30.47)$).

Fig. D.2: Distributions of Top-1% Relevance, via DeepLIFT$_{bg}$, in young ($\leq 50$y) individuals with high BAG ($\delta_2 > \delta^*$), elderly individuals ($> 50$y) with high BAG, and individuals with small-to-moderate BAG ($|\delta_2| < \delta^*$). Regions are ordered by descending proportion of T1R in the small-to-moderate BAG group.
Fig. D.3: Distributions of Top-1% Relevance, via DeepLIFTcomp, in young (≤ 50y) individuals with high BAG (δ^2 > δ^∗), elderly individuals (> 50y) with high BAG, and individuals with small-to-moderate BAG (|δ^2| < δ^∗). Regions are ordered by descending proportion of T1R in the small-to-moderate BAG group.

Fig. D.4: Distributions of Top-1% Relevance, via LRP^2, in young (≤ 50y) individuals with high BAG (δ^2 > δ^∗), elderly individuals (> 50y) with high BAG, and individuals with small-to-moderate BAG (|δ^2| < δ^∗). Regions are ordered by descending proportion of T1R in the small-to-moderate BAG group.
Fig. D.5: Distributions of Top-1% Relevance, via LRP, in young (≤50y) individuals with high BAG ($\delta_2 > \delta^*$), elderly individuals (>50y) with high BAG, and individuals with small-to-moderate BAG ($|\delta_2| < \delta^*$). Regions are ordered by descending proportion of T1R in the small-to-moderate BAG group.

E  Age-group Relevance

Figures [E.1a] and [E.1b] show the Standard Deviations and Coefficients of Variation respectively of the proportion of T1R in each brain region across age brackets for each method.

Regions with largest SD are those salient areas which change most in their assignment of relevance over ages. Regions with low SD often tend to be regions that are simply assigned very low proportions of T1R, such as the Cerebellum White Matter.

We chose to use the CoV as a metric to find those salient regions which change least in their relevance assignment over ages. This is due to the fact that normalising the SD by the mean allows us to measure which regions have the least change in T1R relative to their mean T1R. The caudate nucleus, for example, has a large proportion of assigned T1R, and changes very little in this assignment across age brackets. On the other hand, regions with high CoV tend to be regions that are assigned low relevance overall. These regions can have small fluctuations in relevance assignment over age brackets, which leads to large CoVs. An example is the Putamen, which has very large CoV and very low proportions of assigned T1R (also, very small SD).
(a) Standard Deviations in T1R over ages. Regions in descending order of SD for LRP1.

(b) Coefficient of Variations in T1R over ages. Regions in ascending order of CoV for LRP1.

Fig. E.1: Changes in proportion of each region allocated T1R for each method, over age brackets
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