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Abstract—Second-order dynamical systems are important tools for solving optimization problems, and most of existing works in this field have focused on unconstrained optimization problems. In this paper, we propose an inertial primal-dual dynamical system with constant viscous damping and time scaling for the linear equality constrained convex optimization problem, which consists of a second-order ODE for the primal variable and a first-order ODE for the dual variable. When the scaling satisfies certain conditions, we prove its convergence property without assuming strong convexity. Even the convergence rate can become exponential when the scaling grows exponentially. We also show that the obtained convergence property of the dynamical system is preserved under a small perturbation.
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I. INTRODUCTION

A basic problem arising in many applications such as compressed sensing, statistical estimation, machine learning, the global consensus problem, and image processing, is the linear equality constrained convex optimization problem

$$\min_{x} f(x), \quad \text{s.t. } Ax = b,$$  \hspace{1cm} (1)

where $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^{m}$, and $f : \mathbb{R}^{n} \rightarrow \mathbb{R} \cup \{+\infty\}$ is a proper, convex and continuously differentiable function. See e.g. [1]–[8] for some examples.

Dynamical system approaches have been shown to be efficient tools for solving optimization problems, and it can provide more insights into the existing numerical methods. The gradient flow system

$$\dot{x}(t) = -\nabla f(x(t))$$

can be understood as the continuous limit of the proximal point algorithm and the gradient method for the unconstrained convex optimization problem

$$\min_{x} f(x),$$  \hspace{1cm} (2)

where $f(x)$ is a proper, convex and differentiable function. More precisely, the implicit and explicit schemes of the gradient flow system lead to the proximal point algorithm and the gradient method respectively. It was shown by Alvarez [9] that an implicit discretization scheme of the heavy ball with friction system given by Polyak [10] (HBF)

$$\dot{x}(t) + \gamma \ddot{x}(t) + \nabla f(x(t)) = 0,$$

where $\gamma > 0$ is a constant damping, can lead to an inertial proximal-like algorithm for the problem (2). Su et al. [11] showed that the inertial system

$$(AVD_{\alpha}) \quad \ddot{x}(t) + \gamma \dot{x}(t) + \beta(t)\nabla f(x(t)) = 0$$

with $\alpha = 3$ can be understood as the continuous limit of the Nesterov’s accelerated gradient algorithm [12] and its widely used successors like the FISTA algorithm of Beck and Teboulle [13] for the problem (2). Attouch et al. [14] generalized the results of [11] by considering an additional perturbation. Without assuming strong convexity of $f$, Balhag et al. [15] derived the exponential convergence of the inertial gradient system with time scaling $\beta(t)$

$$\dot{x}(t) + \gamma \dot{x}(t) + \beta(t)\nabla f(x(t)) = 0$$  \hspace{1cm} (3)

under the assumption $\beta(t) = e^{\beta t}$ with $\beta \leq \gamma$. Attouch et al. [16] considered the following second-order dynamical system

$$(AVD_{\alpha,\beta}) \quad \ddot{x}(t) + \frac{\alpha}{t} \dot{x}(t) + \beta(t)\nabla f(x(t)) = 0$$

for the problem (2), and proved the $O(1/t^2 \beta(t))$ convergence rate under merely convexity assumption of $f$. The convergence properties of $(AVD_{\alpha,\beta})$ were also discussed by Wibisono et al. [17] and Wilson et al. [18] from a variational perspective. For more results on dynamical system approaches for unconstrained optimization problems, we refer the reader to [19]–[23].

As mentioned earlier, there are many works on inertial dynamical system approaches for unconstrained optimization...
problems. However, the study on dynamical system methods for constrained optimization problems is still in its infancy, and most of existing works on dynamical system approaches for constrained optimization problems focused on first-order dynamical systems, (see e.g. [24]–[30]). It’s worth noting that the convergence rate analysis of first-order primal-dual dynamical systems always require some additional assumptions, such as strongly convexity [31]–[33], metric subregularity [34], and PL condition [35]. Recently, some second-order inertial primal–dual dynamical systems have been proposed for linearly constrained optimization problems. We mention some related works as follows. Zeng et al. [36] proposed a second-order dynamical system based on primal–dual framework and proved \( L(x(t), \lambda^*) - L(x^*, \lambda^*) = \mathcal{O}(1/t^2) \), where \( L(x, \lambda) \) is the Lagrangian function of the problem (1) and \((x^*, \lambda^*)\) is a saddle point of \( L \) in the sense that
\[
L(x^*, \lambda) \leq L(x, \lambda^*) \leq L(x, \lambda), \quad \forall (x, \lambda) \in \mathbb{R}^n \times \mathbb{R}^m.
\]
(4)

He et al. [37] and Attouch et al. [38] further considered second-order primal-dual dynamical systems involving time-dependent positive damping terms for the problem (1) with a separable structure, and obtained some results similar to the ones in [36]. It is worth mentioning that the second-order dynamical systems considered in [36]–[38] involve inertial terms both for the primal variable and the dual variable. Fazlyab et al. [39] developed an Euler-Lagrange equation for (1) and proved that it achieves an exponential convergence under the assumption that \( f \) is strongly convex and twice continuously differentiable.

In this paper, we propose a “second-order primal” + “first-order dual” dynamical system with constant viscous damping and time scaling, linked with the Polyak’s heavy ball method [10], for the problem (1). Under scaling conditions, we prove the convergence properties of the proposed dynamical system using the Lyapunov analysis approaches. Our main contributions are summarized as follows:

(a). We propose a new inertial primal-dual dynamical system with constant viscous damping and time scaling for the problem (1). Compared to the existing inertial primal-dual dynamical systems, the novelty of the proposed dynamical system lies in its structure: a primal-dual dynamical system with a second-order ODE for the primal variable and a first-order ODE for the dual variable. To the best of our knowledge, this is the first time to consider “second-order primal” + “first-order dual” dynamical systems for the problem (1).

(b). By constructing energy functions, we show that the inertial primal-dual dynamical system achieves an ergodic \( \mathcal{O}(1/t) \) convergence rate of the objective function when the scaling coefficient \( \beta(t) \equiv \beta > 0 \), and a non-ergodic \( \mathcal{O}(1/\beta(t)) \) convergence rate of the Lagrangian function when \( \lim_{t \to +\infty} \beta(t) = +\infty \). We show that the convergence rate can become exponential when the scaling grows exponentially. The convergence properties turn out to be stable under a perturbation \( \epsilon(t) \) with \( \int_{t_0}^{t+\infty} \| \epsilon(t) \| dt < +\infty \).

The rest of this paper is organized as follows: In Section II, we propose an inertial primal-dual dynamical system with constant viscous damping and time scaling for the problem (1), and investigate the convergence properties. In Section III, we consider a perturbed version of the proposed dynamical system, and show that the convergence properties in Section II still hold with a small perturbation. Finally, we give concluding remarks in Section IV.

II. “SECOND-ORDER PRIMAL” + “FIRST-ORDER DUAL” DYNAMICAL SYSTEM

In this section, we propose an inertial primal-dual dynamical system with constant viscous damping and time scaling for the problem (1) in terms of the augmented Lagrangian function, and discuss its convergence properties. Recall that the augmented Lagrangian function \( L^\sigma(x, \lambda) \) of the problem (1) is defined by
\[
L^\sigma(x, \lambda) = L(x, \lambda) + \frac{\sigma}{2} \| Ax - b \|^2,
\]
where
\[
L(x, \lambda) = f(x) + \langle \lambda, Ax - b \rangle
\]
is the Lagrangian function of the problem (1) and \( \sigma > 0 \) is the penalty parameter. It is well known that \( x^* \) is a solution of the problem (1) if and only if there exists \( \lambda^* \in \mathbb{R}^m \) such that \((x^*, \lambda^*)\) is a saddle point of \( L \). It is also known that \((x^*, \lambda^*)\) is a saddle point of \( L \) if and only if it is a KKT point of the problem (1) in the sense that
\[
\begin{align*}
-A^T \lambda^* &= \nabla f(x^*), \\
Ax^* - b &= 0,
\end{align*}
\]
(5)

where \( \nabla f \) is the gradient of \( f \). Unless otherwise stated, in this paper we always assume that the saddle point set \( \Omega \) of the Lagrangian function \( L \) is nonempty. For a fixed \( t_0 \geq 0 \), in terms of the augmented Lagrangian function \( L^\sigma \), we propose the following primal-dual dynamical system, linked with the Polyak’s heavy ball method [10]:
\[
\begin{align*}
\dot{x}(t) + \gamma \ddot{x}(t) &= -\beta(t) \nabla_x L^\sigma(x(t), \lambda(t)), \\
\dot{\lambda}(t) &= \beta(t) \nabla_\lambda L^\sigma(x(t) + \delta \dot{x}(t), \lambda(t)),
\end{align*}
\]
where \( \gamma, \delta > 0 \) are two constant damping coefficients and \( \beta : [t_0, +\infty) \to (0, +\infty) \) is a time scaling coefficient that plays a crucial role in obtaining the convergence properties. By trivial calculations, we can rewrite it as
\[
\begin{align*}
\dot{x}(t) + \gamma \ddot{x}(t) &= -\beta(t) (\nabla f(x(t)) + A^T \lambda(t)) \\
&\quad + \sigma A^T (Ax(t) - b), \\
\dot{\lambda}(t) &= \beta(t) (A(x(t) + \delta \dot{x}(t)) - b).
\end{align*}
\]
(6)

It is worth mentioning that the dynamical system (6) involves the inertial term only for the primal variable, which is very different from the existing primal-dual dynamical systems with inertial terms both for the primal variable and the dual variable (see [36]–[38]). The motivation on the mixed “second-order”+“first-order” dynamical system originates from the following observations: For the acceleration properties, the inertial terms are introduced to continuous-time dynamical
systems (discrete algorithms) for solving the underlying problems. Also, we notice that the computational cost of a primal-dual algorithm comes mostly from the subproblem in the primal variable and that from the point of view of numerical computations, a first-order ODE is simpler and easier to solve than a second-order ODE in general. A natural problem arises: Whether can we obtain the convergence rates from the literature if we construct the inertial term only for the primal variable? This motivates us to consider the primal-dual dynamical system consisting of a second-order ODE for the primal variable and a first-order ODE for the dual variable for the problem (1). In this paper we will show that the “second-order primal”+“first-order dual” dynamical system (3) as well as its perturbed version can enjoy same convergence rates as the “second-order”+“second-order” dynamical systems considered in [36]–[38].

The existence and uniqueness of local solutions of (3) follows directly from the Picard-Lindelof Theorem (see [40, Theorem 2.2]).

**Proposition 2.1:** Let \( \nabla f \) be locally Lipschitz continuous and \( \beta : [t_0, +\infty) \to (0, +\infty) \) be a continuous function. Then for any \((x_0, \lambda_0, u_0)\), there exists a unique solution \((x(t), \lambda(t))\) with \(x(t) \in C^2([t_0, T), \mathbb{R}^n)\), \(\lambda(t) \in C^1([t_0, T), \mathbb{R}^m)\) of the dynamical system (6) satisfying \((x(t_0), \lambda(t_0), \dot{x}(t_0)) = (x_0, \lambda_0, u_0)\) on a maximal interval \([t_0, T) \subseteq [t_0, +\infty)\).

Next, we start to discuss the asymptotic properties of (6).

**Theorem 2.1:** Assume that \( \nabla f \) is locally Lipschitz continuous, \( \beta : [t_0, +\infty) \to (0, +\infty) \) is a continuous differentiable function, and the following scaling condition holds:

\[
\beta(t) \leq \frac{1}{\delta} \beta(t), \quad \frac{1}{\delta} < \gamma.
\]  

(7)

Then for any \((x_0, \lambda_0, u_0)\), there exists a unique global solution \((x(t), \lambda(t))\) with \(x(t) \in C^2([t_0, +\infty), \mathbb{R}^n)\), \(\lambda(t) \in C^1([t_0, +\infty), \mathbb{R}^m)\) of the dynamical system (6) satisfying \((x(t_0), \lambda(t_0), \dot{x}(t_0)) = (x_0, \lambda_0, u_0)\). Moreover, \((x(t), \lambda(t))\) is bounded on \([t_0, +\infty)\), and for any \((x^*, \lambda^*) \in \Omega\) the following conclusions hold:

(i) \( \int_{t_0}^{+\infty} (\beta(t) - \beta(t))(L^*(x(t), \lambda^*) - L^*(x^*, \lambda^*)) dt < +\infty \).

(ii) \( \int_{t_0}^{+\infty} \beta(t) \|Ax(t) - b\|^2 dt < +\infty, \int_{t_0}^{+\infty} \|\dot{x}(t)\|^2 dt < +\infty \).

(iii) If \( \lim_{t \to +\infty} \beta(t) = +\infty \), then

\[
L(x(t), \lambda^*) - L(x^*, \lambda^*) = O \left( \frac{1}{\beta(t)} \right).
\]

and

\[
\|Ax(t) - b\| = O \left( \frac{1}{\sqrt{\beta(t)}} \right).
\]

**Proof:** By Proposition 2.1, there exists a unique local solution \((x(t), \lambda(t))\) of (6) defined on a maximal interval \([t_0, T)\) with \(T \leq +\infty\) for any initial value.

We first show \( T = +\infty \). Fix \((x^*, \lambda^*) \in \Omega\). Consider the energy function \( E : [t_0, T) \to [0, +\infty) \) defined by

\[
E(t) = E_0(t) + E_1(t),
\]

where

\[
\begin{align*}
E_0(t) &= \beta(t)(L^*(x(t), \lambda^*) - L^*(x^*, \lambda^*)), \\
E_1(t) &= \frac{1}{2} \|Ax(t) - x^* + \dot{x}(t)\|^2 + \frac{\delta \gamma - 1}{2 \delta^2} \|x(t) - x^*\|^2 \\
&\quad + \frac{1}{\delta} \|\lambda(t) - \lambda^*\|^2.
\end{align*}
\]

Differentiate \( E_0(t) \) to get

\[
\dot{E}_0(t) = \beta(t)(L^*(x(t), \lambda^*) - L^*(x^*, \lambda^*)) + \beta(t) \langle \nabla f(x(t)) + A^T \lambda^* + \sigma A^T (Ax(t) - b), \dot{x}(t) \rangle.
\]

Since \((x^*, \lambda^*) \in \Omega \) and \( Ax^* = b \), from (6) we have

\[
\begin{align*}
\dot{E}_1(t) &= \frac{1}{\delta} \|Ax(t) - x^* + \dot{x}(t), \frac{1}{\delta}(\dot{x}(t) + \dot{x}(t)) \\
&\quad + \frac{\delta \gamma - 1}{\delta^2} \|x(t) - x^*, \dot{x}(t)\| + \frac{1}{\delta} (\lambda(t) - \lambda^*, \dot{\lambda}(t)) \\
&= \frac{1}{\delta} (x(t) - x^* + \dot{x}(t), \frac{1}{\delta}(\dot{x}(t) + \dot{x}(t)) \\
&\quad - \beta(t) \frac{1}{\delta}(x(t) - x^*, \dot{x}(t), \nabla f(x(t)) + A^T \lambda(t) \\
&\quad - \sigma \beta(t) \frac{1}{\delta}(x(t) - x^*, \dot{x}(t), A^T (Ax(t) - b)) \\
&\quad + \frac{\delta \gamma - 1}{\delta^2} (x(t) - x^*, \dot{x}(t)) \\
&\quad + \frac{\beta(t)}{\delta}(\lambda(t) - \lambda^*, A(x(t) - x^*) + \delta A\dot{x}(t)) \\
&= 1 - \frac{\delta \gamma}{\delta} \|\dot{x}(t)\|^2 - \frac{\beta(t)}{\delta} (x(t) - x^*, \nabla f(x(t)) + A^T \lambda^* + \sigma A^T (Ax(t) - b) \\
&\quad - \beta(t)(\dot{x}(t), \nabla f(x(t)) + A^T \lambda^* + \sigma A^T (Ax(t) - b)).
\end{align*}
\]

Since \( f \) is a convex function and \( Ax^* = b \),

\[
\begin{align*}
&\langle x(t) - x^*, \nabla f(x(t)) + A^T \lambda^* + \sigma A^T (Ax(t) - b) \rangle \\
&= \langle x(t) - x^*, \nabla f(x(t)) + \langle Ax(t) - b, \lambda^* \rangle + \sigma \|Ax(t) - b\|^2 \rangle \\
&\geq \|f(x(t)) - f(x^*) + \langle Ax(t) - b, \lambda^* \rangle + \sigma \|Ax(t) - b\|^2 \rangle \\
&= L^*(x(t), \lambda^*) - L^*(x^*, \lambda^*) + \frac{\sigma}{2} \|Ax(t) - b\|^2.
\end{align*}
\]

This together with (9) and (10) implies

\[
\begin{align*}
\dot{E}(t) &= \dot{E}_0(t) + \dot{E}_1(t) \\
&\leq \beta(t) - \frac{1}{\delta} \beta(t))(L^*(x(t), \lambda^*) - L^*(x^*, \lambda^*)) \\
&\quad - \sigma \beta(t) \frac{1}{\delta} \|Ax(t) - b\|^2 + \frac{1 - \delta \gamma}{\delta} \|\dot{x}(t)\|^2.
\end{align*}
\]

(11)

By (4), \( L^*(x(t), \lambda^*) - L^*(x^*, \lambda^*) \geq 0 \). From (7), we have \( \beta(t) - \frac{1}{\delta} \beta(t) \leq 0 \) and \( \gamma \delta > 1 \). Then \( \dot{E}(t) \geq 0 \), and from (11) we get

\[
\dot{E}(t) \leq 0, \quad \forall t \in [t_0, T).
\]

As a consequence, \( E(t) \) is nonincreasing on \([t_0, T), \) and so

\[
0 \leq E(t) \leq E(t_0), \quad \forall t \in [t_0, T).
\]

(12)

This together with (8) implies

\[
\sup_{t \in [t_0, T)} \|x(t) - x^*\| \leq \sqrt{\frac{2\delta^2 E(t)}{\delta \gamma - 1}}, \quad \forall t \in [t_0, T).
\]
Using the triangle inequality, we get
\[
\sup_{t \in [t_0, T]} \|\dot{x}(t)\| \\
\leq \sup_{t \in [t_0, T]} \|\frac{1}{\delta}(x(t) - x^*) + \dot{x}(t)\| + \sup_{t \in [t_0, T]} \frac{1}{\delta} \|x(t) - x^*)\| \\
\leq \sqrt{2\mathcal{E}(t_0)} + \sup_{t \in [t_0, T]} \frac{1}{\delta} \|x(t) - x^*)\| \\
< +\infty.
\]

So \((x(t), \dot{x}(t))\) is bounded on \([t_0, T]\). By (8), (12) and similar arguments, we have
\[
\frac{1}{2\delta}\|\lambda(t) - \lambda^*\|^2 \leq \mathcal{E}(t) \leq \mathcal{E}(t_0), \quad \forall t \in [t_0, T).
\]

Thus, \(\lambda(t)\) is bounded on \([t_0, T)\).

Assume on the contrary that \(T < +\infty\). Since \((x(t), \lambda(t), \dot{x}(t))\) is bounded on \([t_0, T)\), by (9) and the assumptions we know that \((\dot{x}(t), \dot{\lambda}(t))\) is bounded on \([t_0, T)\).

It ensures that \((x(t), \lambda(t), \dot{x}(t))\) has a limit at \(t = T\), and therefore can be continued. This arrives at a contradiction. Thus \(T = +\infty\). By the above arguments, we can get the boundedness of \((x(t), \lambda(t))\) on \([t_0, +\infty)\).

Next, we show the results \((i) - (iii)\). By integrating (11) on \([t_0, +\infty)\) and using (12), we obtain
\[
-\mathcal{E}(t_0) \leq \int_{t_0}^{\infty} (\beta(t) - \frac{1}{\delta}\beta(t))(\mathcal{L}(x(t), \lambda^* - \mathcal{L}(x^*, \lambda^*))dt \\
- \int_{t_0}^{\infty} \frac{\sigma}{\delta}(\mathcal{L}(Ax(t) - b, \lambda^*) + \frac{1}{\delta} \gamma \mathcal{E}(t)\|x(t)\|^2 dt \\
\leq 0.
\]

It yields
\[
\int_{t_0}^{\infty} (\frac{1}{\delta}\beta(t) - \hat{\beta}(t))(\mathcal{L}(x(t), \lambda^*) - \mathcal{L}(x^*, \lambda^*))dt \\
+ \int_{t_0}^{\infty} \frac{\sigma}{\delta}(Ax(t) - b, \lambda^*) + \frac{1}{\delta} \gamma \mathcal{E}(t)\|x(t)\|^2 dt \\
\leq \mathcal{E}(t_0) \\
< +\infty.
\]

Since \(\frac{1}{\delta}\beta(t) - \hat{\beta}(t) \geq 0\) and \(\delta \gamma - 1 \geq 0\), each individual integral of (13) is nonnegative. It follows from (13) that
\[
\int_{t_0}^{\infty} (\frac{1}{\delta}\beta(t) - \hat{\beta}(t))(\mathcal{L}(x(t), \lambda^*) - \mathcal{L}(x^*, \lambda^*))dt < +\infty,
\]
\[
\int_{t_0}^{\infty} \beta(t)\|Ax(t) - b\|^2 dt < +\infty
\]
and
\[
\int_{t_0}^{\infty} \|\dot{x}(t)\|^2 dt < +\infty.
\]

If \(\lim_{t \to +\infty} \beta(t) = +\infty\), by the definition of \(\mathcal{E}(t)\) and (12) we get
\[
\mathcal{L}(x(t), \lambda^*) - \mathcal{L}(x^*, \lambda^*) = \mathcal{O}\left(\frac{1}{\beta(t)}\right).
\]

To complete the proof, we need to prove \(\mathcal{L}(x^*, \lambda^*) = \mathcal{L}(x^*, \lambda(t))\).

Since \(Ax^* = b\), it follows that
\[
\mathcal{L}(x^*, \lambda(t)) \\
= f(x^*) + \langle \lambda(t), Ax^* - b \rangle + \frac{\sigma}{2}\|Ax^* - b\|^2 \\
= f(x^*) + \langle \lambda^*, Ax^* - b \rangle + \frac{\sigma}{2}\|Ax^* - b\|^2 \\
= \mathcal{L}(x^*, \lambda^*).
\]

**Remark 2.1:** If the scaling condition (7) is replaced with the stronger one
\[
\beta(t) \leq (1 - \kappa) \frac{1}{\delta} \beta(t), \quad \frac{1}{\delta} < \gamma
\]
for some \(\kappa \in (0, 1]\), then by Theorem 2.1 (i) we have
\[
\int_{t_0}^{+\infty} \beta(t)(\mathcal{L}(x(t), \lambda^*) - \mathcal{L}(x^*, \lambda(t)))dt < +\infty.
\]

It is worth mentioning that Balbag et al. [15] discussed the convergence rate analysis of the dynamical system (3) by proving \(f(x(t)) - \min f = \mathcal{O}\left(\frac{1}{\beta(t)}\right)\) in [15, Theorem 2.1] under the condition \(\hat{\beta}(t) \leq \gamma \beta(t)\), and
\[
\int_{t_0}^{+\infty} \beta(t)(f(x(t)) - \min f)dt < +\infty
\]
in [15, Proposition 2.3] under the condition \(\hat{\beta}(t) \leq (1 - \kappa) \gamma \beta(t)\) for the unconstrained optimization problem (2). In this sense, Theorem 2.1 extends [15, Theorem 2.1, Proposition 2.3] from the unconstrained optimization problem (2) to the linear equality constrained problem (1).

**Remark 2.2:** As shown in Theorem 2.1 the time scaling coefficient \(\beta(t)\) plays a crucial role in obtaining convergence rates. The importance of the scaling has been recognized in the design of accelerated dynamical systems and algorithms for convex optimization problems, see [16]–[18].

By Theorem 2.1 we have the following result.

**Lemma 2.1:** Suppose the assumptions of Theorem 2.1 hold. Then
\[
\sup_{t \geq t_0} \|\beta(t)(Ax(t) - b) + \int_{t_0}^{t} \frac{1}{\delta} \beta(s) - \hat{\beta}(s))dAx(s) - b\| < +\infty.
\]

**Proof:** By the second equation of (6) and applying the partial integration, we have
\[
\lambda(t) - \lambda(t_0) = \int_{t_0}^{t} \lambda(s)ds \\
= \int_{t_0}^{t} \beta(s)(Ax(s) + \delta \dot{x}(s) - b)ds \\
= \int_{t_0}^{t} \beta(s)(Ax(s) - b)ds + \int_{t_0}^{t} \delta \beta(s)dAx(s) - b \\
= \beta(t)(Ax(t) - b) - \delta \beta(t_0)(Ax(t_0) - b) \\
+ \delta \int_{t_0}^{t} \frac{1}{\delta} \beta(s) - \hat{\beta}(s))dAx(s) - b,ds
\]
where the third equality follows from the fact
\[
Ax(s) = \frac{d(Ax(s) - b)}{ds}.
\]

By Theorem 2.1 we know that \(\lambda(t)\) is bounded and
\[
\sup_{t \geq t_0} \|\lambda(t) - \lambda(t_0) + \delta \beta(t_0)(Ax(t_0) - b)\| < +\infty.
\]
This together with (14) yields the desired result.

Based on Lemma 2.1, we can prove the following $\mathcal{O}(1/t)$ ergodic convergence rate result.

**Theorem 2.2:** Assume that $\nabla f$ is locally Lipschitz continuous, $\beta(t) \equiv \beta > 0$, and $\gamma \delta > 1$. Let $(x(t), \lambda(t))$ be a global solution of the dynamical system (6) and $(x^*, \lambda^*) \in \Omega$. Then

$$|f(\bar{x}(t)) - f(x^*)| = \mathcal{O}\left(\frac{1}{t}\right), \quad \|A\bar{x}(t) - b\| = \mathcal{O}\left(\frac{1}{t}\right),$$

where $\bar{x}(t) = \int_{t_0}^{t} x(s)ds$.

**Proof:** Since $\beta(t) \equiv \beta > 0$ and $\gamma \delta > 1$, (7) is automatically satisfied. It follows from Theorem 2.1 and $\sigma > 0$ that

$$\int_{t_0}^{+\infty} \mathcal{L}(x(t), \lambda^*) - \mathcal{L}(x^*, \lambda(t)) dt < +\infty.$$ 

Notice that $\mathcal{L}(x^*, \lambda(t)) = \mathcal{L}(x^*, \lambda^*)$. By the convexity of $\mathcal{L}(\cdot, \lambda^*)$, we get

$$\mathcal{L}(\bar{x}(t), \lambda^*) - \mathcal{L}(x^*, \lambda^*) \leq \frac{1}{t - t_0} \int_{t_0}^{t} \mathcal{L}(x(s), \lambda^*) - \mathcal{L}(x^*, \lambda^*) ds \leq \frac{1}{t - t_0} \int_{t_0}^{+\infty} \mathcal{L}(x(s), \lambda^*) - \mathcal{L}(x^*, \lambda^*) ds.$$ 

This yields

$$\mathcal{L}(\bar{x}(t), \lambda^*) - \mathcal{L}(x^*, \lambda^*) = \mathcal{O}(1/t). \quad (15)$$

It follows from Lemma 2.1 that

$$\sup_{t \geq t_0} \beta \left\|Ax(t) - b + \frac{1}{\beta} \int_{t_0}^{t} (Ax(s) - b) ds\right\| < +\infty. \quad (16)$$

By Theorem 2.1, $x(t)$ is bounded, and then $\sup_{t \geq t_0} \|Ax(t) - b\| < +\infty$. Using the triangle inequality, from (16) we get

$$\sup_{t \geq t_0} \left\|\int_{t_0}^{t} (Ax(s) - b) ds\right\| < +\infty.$$

Since

$$\|Ax(t) - b\| = \frac{1}{t - t_0} \left\|\int_{t_0}^{t} (Ax(s) - b) ds\right\|,$$

we get

$$\|Ax(t) - b\| = \mathcal{O}(1/t). \quad (17)$$

Since $(x^*, \lambda^*) \in \Omega$, by the triangle inequality we have

$$|f(\bar{x}(t)) - f(x^*)| \leq \mathcal{L}(\bar{x}(t), \lambda^*) - \mathcal{L}(x^*, \lambda^*) + \|\lambda^*\| \|A\bar{x}(t) - b\|.$$ 

This together with (15) and (17) implies

$$|f(\bar{x}(t)) - f(x^*)| = \mathcal{O}(1/t).$$

Remark 2.3: For the second-order dynamical system in [38], under the same parameter setting as in Theorem 2.3 [38, Proposition 1] showed the convergence rates of the feasibility violation $\|Ax(t) - b\|$ and the objective function error $|f(\bar{x}(t)) - f(x^*)|$ are both $\mathcal{O}(\frac{1}{\sqrt{\beta(t)}})$. As a comparison, we have shown in Theorem 2.3 that both the feasibility violation and the objective function error associated with the dynamical system (6) achieve $\mathcal{O}(\frac{1}{\sqrt{\beta(t)}})$.

**III. THE PERTURBED CASE**

In this section, we consider the following perturbed version of the dynamical system (6):

$$\begin{align*}
\dot{x}(t) + \gamma \dot{x}(t) &= -\beta(t)(\nabla f(x(t)) + A^T \lambda(t) + \sigma A^T (Ax(t) - b)) + \epsilon(t), \\
\dot{\lambda}(t) &= \beta(t)(A(x(t) + \delta \dot{x}(t)) - b),
\end{align*} \quad (18)$$

where $\epsilon : [t_0, +\infty) \rightarrow \mathbb{R}^n$ can be interpreted as a kind of disturbance. Here, we adopt the terminology “perturbation” used by Attouch et al. [14], [16].

To avoid repeating the proof, we take for granted the existence and uniqueness of a global solution of (13). We shall show that the convergence properties established in Theorem 2.1 and Theorem 2.3 are preserved for (18) as $\epsilon(t)$ decays rapidly.

**Lemma 3.1:** [42, Lemma A.5] Let $\nu : [t_0, T] \rightarrow [0, +\infty)$ be integrable and $M \geq 0$. Suppose that $\mu : [t_0, T] \rightarrow \mathbb{R}$ is continuous and

$$\frac{1}{2} \mu(t)^2 \leq \frac{1}{2} M^2 + \int_{t_0}^{t} \nu(s) \mu(s) ds$$
for all $t \in [t_0, T]$. Then

$$|\mu(t)| \leq M + \int_{t_0}^{t} \nu(s) ds, \quad \forall t \in [t_0, T].$$

**Theorem 3.1:** Assume that $\epsilon : [t_0, +\infty) \to \mathbb{R}^n$ is an integrable function such that

$$\int_{t_0}^{+\infty} \|\epsilon(t)\| dt < +\infty$$
and the scaling condition (7) holds. Let $(x(t), \lambda(t))$ be a global solution of the dynamical system (13) and $(x^*, \lambda^*) \in \Omega$. Then the trajectory $(x(t), \lambda(t))$ is bounded on $[t_0, +\infty)$ and

(i) $\int_{t_0}^{+\infty} (\frac{1}{2} \beta(t) - \beta(t)) (L^\sigma (x(t), \lambda^*) - L^\sigma (x^*, \lambda(t))) dt < +\infty$,

(ii) $\int_{t_0}^{+\infty} \beta(t) \|Ax(t) - b\|^2 dt < +\infty$, $\int_{t_0}^{+\infty} \|\dot{x}(t)\|^2 dt < +\infty$.

(iii) When $\beta(t) \equiv \beta > 0$:

$$|f(\bar{x}(t)) - f(x^*)| = \mathcal{O} \left( \frac{1}{t} \right), \quad \|Ax(t) - b\| = \mathcal{O} \left( \frac{1}{t} \right),$$
with $\bar{x}(t) = \frac{\int_{t_0}^{t} x(s) ds}{t-t_0}$.

(iv) When $\lim_{t \to +\infty} \beta(t) = +\infty$:

$$L(x(t), \lambda^*) - L(x^*, \lambda(t)) = \mathcal{O} \left( \frac{1}{\beta(t)} \right),$$
and

$$\|Ax(t) - b\| = \mathcal{O} \left( \frac{1}{\sqrt{\beta(t)}} \right).$$

(v) Moreover, when $\beta(t) = \mu e^{t/\delta}$ with $\mu > 0$:

$$|f(x(t)) - f(x^*)| = \mathcal{O} \left( \frac{1}{e^{t/\delta}} \right)$$
and

$$\|Ax(t) - b\| = \mathcal{O} \left( \frac{1}{e^{t/\delta}} \right).$$

**Proof:** Define the energy function $\mathcal{E}^\epsilon : [t_0, +\infty) \to \mathbb{R}$ by

$$\mathcal{E}^\epsilon(t) = \mathcal{E}(t) - \int_{t_0}^{t} \left( \frac{1}{\delta} (x(s) - x^*) + \dot{x}(s), \epsilon(s) \right) ds,$$  
(19)
where $\mathcal{E}(t)$ is defined as in (8). By similar arguments as in the proof of Theorem 2.1, we have

$$\dot{\mathcal{E}}^\epsilon(t) \leq (\beta(t) - \frac{1}{\delta} \beta(t)) (\mathcal{E}^\epsilon(x(t), \lambda^*) - \mathcal{E}^\epsilon(x^*, \lambda(t)))$$
$$- \frac{\sigma \beta(t)}{2\delta} \|Ax(t) - b\|^2 - \frac{\delta \gamma - 1}{\delta} \|\dot{x}(t)\|^2$$  
(20)
for any $t \geq t_0$. By (20) and (7), $\mathcal{E}^\epsilon(t)$ is nonincreasing on $[t_0, +\infty)$ and then

$$\mathcal{E}^\epsilon(t) \leq \mathcal{E}^\epsilon(t_0), \quad \forall t \in [t_0, +\infty).$$

This together with (19) implies

$$\mathcal{E}(t) \leq \mathcal{E}^\epsilon(t_0) + \int_{t_0}^{t} \left( \frac{1}{\delta} (x(s) - x^*) + \dot{x}(s), \epsilon(s) \right) ds$$  
(21)
for any $t \in [t_0, +\infty)$. By the definition of $\mathcal{E}(t)$ and the Cauchy-Schwarz inequality, from (21) we have

$$\frac{1}{2} \frac{1}{\delta} \|x(t) - x^*\|^2 \leq \mathcal{E}(t)$$
$$\leq \frac{1}{2} \mathcal{E}^\epsilon(t_0) + \int_{t_0}^{t} \frac{1}{\delta} (x(s) - x^*) + \dot{x}(s), \epsilon(s) \right) ds$$
for any $t \geq t_0$. Applying Lemma 3.1 with $\mu(t) = \|\frac{1}{\delta} (x(t) - x^*) + \dot{x}(t)\|$ to the above inequality, we get

$$\frac{1}{\delta} \|x(t) - x^*\|^2 + \dot{x}(t) \leq \sqrt{2 \mathcal{E}^\epsilon(t_0)} + \int_{t_0}^{t} \|\epsilon(s)\| ds$$
for any $t \geq t_0$. This together with $\int_{t_0}^{+\infty} \|\epsilon(s)\| ds < +\infty$ yields

$$\sup_{t \geq t_0} \frac{1}{\delta} \|x(t) - x^*\| + \dot{x}(t) \leq +\infty.$$  

Since $\mathcal{E}(t) \geq 0$ for all $t \geq t_0$, it follows from (19) and (21) that

$$\inf_{t \geq t_0} \frac{1}{\delta} \|x(t) - x^*\| + \dot{x}(t) \int_{t_0}^{+\infty} \|\epsilon(s)\| ds$$
$$\geq -\infty$$
and

$$\sup_{t \geq t_0} \frac{1}{\delta} \|x(t) - x^*\| + \dot{x}(t) \int_{t_0}^{+\infty} \|\epsilon(s)\| ds$$
$$< +\infty.$$  

This means that $\mathcal{E}^\epsilon(t)$ and $\mathcal{E}(t)$ are both bounded on $[t_0, +\infty)$. It yields that $(x(t), \lambda(t))$ is bounded. Integrating (20) on $[t_0, +\infty)$, we obtain (i) and (ii). The rest of the proof is similar to the one in Theorem 2.1 Theorem 2.2 Theorem 2.3 and so we omit it.

**IV. CONCLUSIONS**

In this paper, we propose an inertial primal-dual dynamical system with time scaling for the problem (1), which includes a second-order ODE for the prime variable and a first-order ODE for the dual variable. Under a scaling condition, we prove that the proposed dynamical system and its perturbed version enjoy a convergence property: $\mathcal{L}(x(t), \lambda^*) - \mathcal{L}(x^*, \lambda(t)) = O(\frac{1}{t^\gamma})$. In the case $\beta(t) = \mu e^{t/\delta}$, we derive an improved exponential convergence rate: $|f(x(t)) - f(x^*)| = O(\frac{1}{t^{\frac{\gamma}{2}}} \mu e^{t/\delta})$. The convergence results of our approaches is realized without strong convexity of the objective function.

**ACKNOWLEDGMENTS**

The authors would like to thank the reviewers and the editors for their helpful comments and suggestions, which improve the quality of this paper.
REFERENCES

[1] S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eckstein, “Distributed optimization and statistical learning via the alternating direction method of multipliers,” Found. Trends Mach. Learn., vol. 3, pp. 1–122, 2010.

[2] A. Beck, *First-order methods in optimization*, SIAM, 2017.

[3] Z. H. Luo, L. Li, and C. Fang, *Accelerated optimization for machine learning*. Springer, Singapore, 2020.

[4] A. Chambolle and T. Pock, “An introduction to continuous optimization for imaging,” Acta Numer., vol. 25, pp. 161–319, May 2016.

[5] E. J. Candès and M. B. Wakin, “An introduction to compressive sensing,” IEEE Signal Process. Mag., vol. 25, no. 2, pp. 21–30, Mar. 2008.

[6] Y. Cao, W. Yu, W. Ren, and G. Chen, “An overview of recent progress in the study of distributed multi-agent coordination,” IEEE Trans. Industr. Inform., vol. 9, no. 4, pp. 427–438, Sep. 2012.

[7] M. Zargham, A. Ribeiro, A. Ozdaglar A, and A. Jadbabaie, “Accelerated dual descent for network flow optimization,” IEEE Trans. Automat. Control, vol. 59, no. 4, pp. 905–920, Nov. 2013.

[8] Q. Liu, S. Yang, and Y. Hong, “Constrained consensus algorithms with a fixed step size for distributed convex optimization over multiagent networks,” IEEE Trans. Automat. Control, vol. 62, no. 8, pp. 4259–4265, Mar. 2017.

[9] F. Alvarez, “On the minimizing property of a second order dissipative system in Hilbert spaces,” SIAM J. Control Optim., vol. 38, no. 4, pp. 1102–1119, 2000.

[10] B. T. Polyak, “Some methods of speeding up the convergence of iteration methods,” USSR Comput. Math. Math. Phys., vol. 4, no. 5, pp. 1–17, 1964.

[11] W. Su, S. Boyd, and E. J. Candès, “A differential equation for modeling Nesterov’s accelerated gradient method: theory and insights,” J. Mach. Learn. Res., vol. 17, no. 1, pp. 5312–5354, 2016.

[12] Y. Nesterov, “A method of solving a convex programming problem with convergence rate O(1/k^2),” INRIA Math. Dokl., vol. 27, no. 2, pp. 372–379, 1983.

[13] A. Beck and M. Teboulle, “A fast iterative shrinkage-thresholding algorithm for linear inverse problems,” SIAM J. Imaging Sci., vol. 2, no. 1, pp. 183–202, 2009.

[14] H. Attouch, Z. Chbani, J. Peypouquet, and P. Redont, “Fast convergence of inertial dynamics and algorithms with asymptotic vanishing viscosity,” Math. Program., vol. 168, no. 1-2, pp. 123–175, Mar. 2018.

[15] A. Ballagh, Z. Chbani, and H. Riahi, “Linear convergence of inertial gradient dynamics with constant viscous damping coefficient and time-dependent rescaling parameter,” 2020, hal-02610699.

[16] H. Attouch, Z. Chbani, and H. Riahi, “Fast proximal methods via time scaling of damped inertial dynamics,” SIAM J. Optim., vol. 29, no. 3, pp. 2227–2256, 2019.

[17] A. Wibisono, A. C. Wilson, and M. I. Jordan, “A variational perspective on accelerated methods in optimization,” Proc. Natl. Acad. Sci., vol. 113, no. 46, pp. E7351-E7358, Nov. 2016.

[18] A. C. Wilson, B. Recht, and M. I. Jordan, “A Lyapunov analysis of accelerated methods in optimization,” J. Mach. Learn. Res., vol. 22, no. 113, pp. 1–34, 2021.

[19] B. Shi, S. S. Du, M. I. Jordan, and W. J. Su, “Understanding the acceleration phenomenon via high-resolution differential equations,” Math. Program., July 2021, https://doi.org/10.1007/s10107-021-01681-8.

[20] T. Sun, P. Yin, D. Li, C. Huang, L. Guan, and H. Jiang, “Non-ergodic convergence analysis of heavy-ball algorithms,” The Thirty-Third AAAI Conference on Artificial Intelligence., vol. 33, no. 1, pp. 5033-5040, Jul. 17, 2019.

[21] J. Bolte, “Continuous gradient projection method in Hilbert spaces,” J Optim Theory Appl., vol. 119, no. 2, pp. 235–259, Nov. 2003.

[22] R. I. Bot and E. R. Csetneki, “Second order forward-backward dynamical systems for monotone inclusion problems,” SIAM J. Control Optim., vol. 54, no. 3, pp. 1423–1443, 2016.

[23] H. Luo and L. Chen, “From differential equation solvers to accelerated first-order methods for convex optimization,” Math. Program., 2021, https://doi.org/10.1007/s10107-021-01713-3.

[24] A. Cherukuri, E. Mallada, and J. Cortés, “Asymptotic convergence of constrained primal-dual dynamics,” Systems Control Lett., vol. 87, pp. 10–15, Jan. 2016.

[25] D. Feijer and F. Paganini, “Stability of primal-dual gradient dynamics and applications to network optimization,” Automatica, vol. 46, no. 12, pp. 1974–1981, Dec. 2010.

[26] X. Zeng, P. Yi, and Y. Hong, “Distributed continuous-time algorithm for constrained convex optimizations via nonsmooth analysis approach,” IEEE Trans. Automat. Control, vol. 62, no. 10, pp. 5227–5233, Nov. 2016.

[27] K. Garg and D. Panagou, “Fixed-time stable gradient flows: Applications to continuous-time optimization,” IEEE Trans. Automat. Control, vol. 66, no. 5, pp. 2002–2015, May 2021.

[28] A. Cherukuri, B. Gharesifard, and J. Cortes, “Saddle–point conditions for asymptotic stability of saddle points,” SIAM J. Control Optim., vol. 55, no. 1, pp. 486-511, 2017.

[29] G. Qu and N. Li, “On the exponential stability of primal–dual gradient dynamics,” IEEE Contr. Syst. Lett., vol. 3, no. 1, pp. 43–48, June 2018.

[30] H. Luo, “A primal-dual flow for affine constrained convex optimization,” 2021, arXiv:2103.06636.

[31] D. Ding and M.R. Jovanović, “Global exponential stability of primal–dual gradient flow dynamics based on the proximal augmented Lagrangian,” IEEE Control Conference (ACC), pp. 3414-3419, Jul. 10, 2019.

[32] Y. Tang, G. Qu and N. Li, “Semi–global exponential stability of augmented primal–dual gradient dynamics for constrained convex optimization,” Systems Control Lett., vol. 144, 104754, Oct. 2020.

[33] Z. Wang, W. Wei, C. Zhao, Z. Ma, Z. Zheng, Y. Zhang and F. Liu, “Exponential stability of partial primal–dual gradient dynamics with nonsmooth objective functions,” Automatica, vol. 129, 109585, Jul. 2021.

[34] S. Liang and G. Yin, “Exponential convergence of distributed primal–dual convex optimization algorithm without strong convexity,” Automatica, vol. 105, pp. 298–306, Jul. 2019;

[35] S. Hassan-Moghadam and M.R. Jovanović, “Proximal gradient flow and Douglas–Rachford splitting dynamics: Global exponential stability via integral quadratic constraints,” Automatica, vol. 123, 109311, Jan. 2021.

[36] X. Zeng, J. Lei, and J. Chen, “Dynamical primal-dual accelerated method with applications to network optimization,” 2022, IEEE Trans. Automat. Control., 2021, https://doi.org/10.1109/TAC.2022.3152720.

[37] X. He, R. Hu, and Y. P. Fang, “Convergence rates of inertial primal-dual dynamical methods for separable convex optimization problems,” SIAM J. Control Optim., vol. 59, no. 5, pp. 3278–3301, 2021.

[38] H. Attouch, Z. Chbani, J. Fadili J. and H. Riahi, “Fast convergence of dynamical ADMM via time scaling of damped inertial dynamics,” J. Optim. Theory Appl., 2021, https://doi.org/10.1007/s10957-021-01859-2.

[39] M. Fazlyab, A. Koppel, V. M. Preciado, and A. Ribeiro, “A variational approach to dual methods for constrained convex optimization,” American Control Conference (ACC). 5269–5275, May. 24, 2017.

[40] G. Teschl, *Ordinary differential equations and dynamical systems*. American Mathematical Soc, Aug. 2012.

[41] E. Ghadimi, H. R. Feyzmahdavian, and M. Johansson, “Global convergence of the heavy-ball method for convex optimization,” European control conference (ECC), pp. 310-315, Jul. 15, 2015.

[42] H. Brezis, *Opérateurs maximaux monotones et semi-groupes de contractions dans les espaces de Hilbert*. Elsevier, New York, Jan. 1973.