pyHIIextractor: A tool to detect and extract physical properties of H II regions from Integral Field Spectroscopic data
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ABSTRACT

We present a new code named pyHIIextractor, which detects and extracts the main features (positions and radii) of clumpy ionized regions, i.e. candidate H II regions, using H\alpha emission line images. Our code is optimized to be used on the dataproductions provided by the PpE3D pipeline (or dataproductions with such a format), applied to high spatial resolution Integral Field Spectroscopy data (like that provided by the AMUSING++ compilation, using MUSE). The code provides the properties of both the underlying stellar population and the emission lines for each detected H II candidate. Furthermore, the code delivers a novel estimation of the diffuse ionized gas (DIG) component, independent of its physical properties, which enables a decontamination of the properties of the H II regions from the DIG. Using simulated data, mimicking the expected observations of spiral galaxies, we characterise pyHIIextractor and its ability to extract the main properties of the H II regions (and the DIG), including the line fluxes, ratios and equivalent widths. Finally, we compare our code with other such tools adopted in the literature, which have been developed or used for similar purposes: pyHIIexplorer, SourceExtractor, HIIPHOT, and ASTRODENDRO. We conclude that pyHIIextractor exceeds the performance of previous tools in aspects such as the number of recovered regions and the distribution of sizes and fluxes (an improvement that is especially noticeable for the faintest and smallest regions). pyHIIextractor is therefore an optimal tool to detect candidate H II regions, offering an accurate estimation of their properties and a good decontamination of the DIG component.
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1 INTRODUCTION

One of the most frequent methods to explore the properties of the interstellar medium in the optical regime is by studying the emission lines produced by the ionized gas. These lines can be produced by different physical processes such as: a) young and massive OB stars that ionize the surrounding nebula (i.e. H II regions, Strömgren 1939), b) low and high speed shocks (e.g. Heckman et al. 1990; Dopita & Sutherland 1995; Kehrig et al. 2012; López-Cobá et al. 2017), c) old hot evolved stars (post-AGBs, HOLMES, Staśińska et al. 2008; Flores-Fajardo et al. 2011), d) supernova remnants (e.g. Wood et al. 2010; Barnes et al. 2014), e) leaking of photons from ionized nebulae (e.g. Zurita et al. 2002; Relaño et al. 2012), f) ionization due to turbulent dissipation (Binette et al. 2009), and g) heating by cosmic rays or dust grains (Reynolds & Cox 1992). The last six components are usually observed as diffuse ionized gas (DIG, e.g. Vale Asari et al. 2019) covering the optical extension of galaxies. In general, all these ionizing processes can be observed simultaneously in the same galaxy, although their relative importance depends on the morphological type of the galaxy and/or region within it (Sánchez 2020; Sánchez et al. 2021).

As outlined above, H II regions are produced by the ionization due to young massive stars. Those stars are short-lived, and therefore are good tracers of both the star formation and the chemical composition of the ISM. For these reasons H II regions have been broadly used as tracers of the evolution of galaxies (Sánchez 2013). The general properties of these nebulae have been extensively described in the literature. Their typical densities are in the range from 10 to 10³ particles per cm⁻³, gas temperatures vary from 5×10³ to 15×10⁴ K and the typical observed masses span from 10² to 10⁵ M☉ (Osterbrock 1989; Osterbrock & Ferland 2006; Kwok 2007; Peimbert 1967). An archetypal idealized H II region is a spherical structure of ionized gas, supported either by gravity or pressure, surrounding the ioniz-
ing stars, recently formed from the same gas (and therefore, sharing the same chemical composition). Their physical extension depends on the size of the ionizing cluster (or single star), ranging between a few pc to half a kpc (Hunt & Hirashita 2009). At a spatial resolution of $\sim 100$ pc (a typical value of the observations used in this study), extragalactic giant H$\text{\textsc{ii}}$ regions are observed as clumpy/peaky structures in emission line images. Given their importance and utility to explore the evolution of galaxies, robust methods are required that maximise H$\alpha$ detection while preserving their intrinsic properties.

The advent of new high-spatial resolution Integral Field Spectroscopy (IFS) and Fourier Transform Spectrometer (FTS) data, such as those provided by MUSE (Multi Unit Spectroscopic Explorer Bacon et al. 2001) and SITELLE (Drissen et al. 2019), motivates the need to develop automated procedures to efficiently detect candidate H$\alpha$ regions. There are several codes in the literature that have been used to achieve this goal; such as pyHIIexplorer, SourceExtractor, HIIphot, and astrodendro (Espinosa-Ponce et al. 2020; Bertin & Arnouts 1996; Thilker et al. 2000; Robitaille et al. 2019). However, none of these codes are completely optimal for treating high-resolution data; pyHIIexplorer is only valid for low spatial resolution data; SourceExtractor was designed for other goals, and therefore it is adapted to segregate extended sources; HIIphot was written in IDL and not maintained (to our knowledge); and astrodendro was designed to segregate structures of different spatial scales. Therefore, a new code is required to process high spatially resolved IFS data, as none of the above extract and characterise H$\alpha$ regions in an optimal manner.

The decontamination of pollutants such as the DIG in the derivation of candidate H$\alpha$ region properties is another aspect not tackled by previous tools. The DIG has been described as a warm ionized gas phase ($\sim 10^4$K) with low density ($\sim 10^4$ particles per cm$^{-3}$), with different possible ionizing sources (as described above). It is found in the neighborhood of the H$\alpha$ regions and inter-arm regions in face-on spirals, at great distances above the plane of the galaxy in edge-on discs, or in spheroidal structures such as bulges (Kreckel et al. 2016; Levy et al. 2019; Gomes et al. 2016; Haffner et al. 2009). It is ubiquitously observed in galaxies of all morphological type, representing up to $\sim 60\%$ of the total H$\alpha$ emission even in star-forming galaxies (Dettmar 1990; Oey et al. 2007; Haffner et al. 2009; Lacerda et al. 2018). By definition, the DIG is observed as a smooth, low surface brightness component without significant structures in emission line images of similar resolution to those considered here (Haffner et al. 2009; Sánchez et al. 2015a). Depending on the relative contribution of each component, the expected properties of the DIG may present strong variations galaxy by galaxy (within a galaxy).

Due to this variety in the physical origin and observed properties, very different approaches have been adopted to select and study the DIG in different galaxies. For instance, (i) Flores-Fajardo et al. (2011) explored the extra-planar ionized regions above the thin disk in late-type galaxies; (ii) Blanc et al. (2019); Erroz-Ferrer et al. (2019) selected as diffuse those regions with high [S$\text{\textsc{ii}}$] $6717$/H$\alpha$ line ratios; (iii) Zhang et al. (2017) adopted an upper limit to the surface brightness of the H$\alpha$ intensity ($\Sigma_{H\alpha}$); (iv) Blanc et al. (2009) and Kaplan et al. (2016) used a combination of the [S$\text{\textsc{ii}}$] $6717$/H$\alpha$ line ratio and $\Sigma_{H\alpha}$; (v) Lacerda et al. (2018) defined the DIG as those regions with low equivalent width in H$\alpha$ (EW(H$\alpha$)), below $3$ Å. However, all these procedures have flaws because they have to make certain assumptions on the dominant ionizing source among, which is often unknown.

Following the above, pyHIIextractor seeks to meet the goal of obtaining as much information as possible (underlying stellar populations and emission lines) from extragalactic H$\alpha$ regions with high resolution data (from AMUSING++), decontaminated from the contribution by DIG. This aim is met by building a successful and novel DIG model independent of their intrinsic properties.

The paper is organized as follows: Section 2 presents the data and its derivation; Section 3 describes the algorithm; Section 4 shows the main results derived from simulations and comparisons of pyHIIextractor with other codes; finally, Section 5 highlights our main conclusions.

## 2 DATA

We foresee pyHIIextractor as a general and flexible code to be used for the detection of H$\alpha$ regions in a wide range of emission line maps (we recommend use H$\alpha$ map) generated either using direct observations (i.e., the classical narrow-band images) or through the use of Fabry-Perot (FP), IFS or FTS observations. However, we specifically test it using data from the All-weather MUse Supernova Integral field Nearby Galaxies ++ compilation (AMUSING++, Galbany et al. 2016; Lópezcobá et al. 2020). These observations correspond to a collection of galaxies in the nearby Universe ($z<0.015$, DL$\sim 100$ Mpc) observed with MUSE (Bacon et al. 2010, 2017). Therefore, the code is optimized for the detection of H$\alpha$ regions in data sampled with a seeing-limited $\sim 1''$ resolution (pixel size $\sim 0.2''$), that at the projected distance corresponds to $\sim 300$ pc. These are the data that we will use for the examples throughout this article, and those that we will attempt to mimic with our simulations. In any case, as indicated before, its use is not limited to this particular dataset. Indeed, we have tested it on other data, such as the emission line maps provided by the CALIFA (Sánchez et al. 2012a) and MaNGA (Bundy et al. 2015) IFS surveys, and direct narrow-band images of galaxies at the same cosmological distance observed with the William Herschel Telescope (Sánchez-Menguiano, priv. comm.). Generally speaking, an emission line map is required of a transition that traces the ionization associated with young stars, and we adopt H$\alpha$ for most cases (given that it is generally the brightest emission line).

In the case of IFS data - such as that provided by AMUSING++ - emission lines are not directly accessible. They are a by-product of a particular analysis of the spectroscopic data. pyHIIextractor is optimized for dataproducts exploration with the same format as the dataproducts provided by the Pipe3D pipeline (Sánchez et al. 2016a), although this is not a strong limitation or restriction of the code that can be easily adapted to be used with the dataproducts provided by other tools.

Since pyHIIextractor is primarily developed and optimized to work with the dataproducts provided by Pipe3D (Sánchez et al. 2016a) extracted from IFS data, we briefly describe that code here. Pipe3D performs a spectral fitting decomposition of the stellar continuum based on a combination of synthetic stellar population (SSP) spectra, convolved and shifted using a Gaussian kernel to account for the line-of-sight velocity distribution, and attenuated by an extinction law. In this process, the algorithm fits (i) the light-fraction (weight) of each SSP in the V-band, (ii) the stellar systemic velocity and velocity dispersion, and (iii) the dust-extinction in the V-band to recover the best spectral model of the stellar component. This procedure is applied to each IFS datacube, performing a spatial binning to ensure an optimal signal-to-noise ratio to provide a reliable spectral model. Once the best stellar model is obtained for each spectrum in each cube, this model is subtracted from the original spectra creating a cube with the ionized emission line component (plus noise and residuals of the stellar model subtraction). Then, a weighted-moment analysis is performed on each spectrum of each datacube.
to derive the main properties of a set of pre-defined emission lines. Finally, the full set of derived parameters (dataproducts) are rearranged in the original spatial distribution of the data creating a set of maps that are packed in datacubes in which each slice (map in the z-axis) corresponds to a physical parameter. This way, the final data products are arranged in a minimum of four datacubes: SSP (that contains maps of the average stellar properties, such as the age or the metallicity), SFH (that contains maps of the fraction of light that each SSP contributes to the observed spectrum), FLUX_ELINES (that contains maps of the emission line properties, such as flux, EW, velocity and velocity dispersion) and INDICES (that contains maps of the spatial distribution of classical stellar indices, such as the lick indices). These products are the input data used by pyHIIextractor discussed in this study. In the Appendix C we expand the information about these dataproducts. For more details see (Sánchez et al. 2016a).

3 DESCRIPTION OF THE ALGORITHM

pyHIIextractor is an evolution of previous attempts from our group to detect H II regions using IFS data. In particular, it inherits many concepts and ideas from HIIexplorer\(^2\): a set of tools designed to detect H II regions in low spatial-resolution emission line images, extracted primarily from IFS data. Each region has been detected and segregated, the package includes a tool to extract the individual spectra storing the results in a row-stacked spectra (RSS) format (Sánchez 2006). Originally coded in Perl (Sánchez et al. 2012b), HIIexplorer was fully transcribed to Python (Espinosa-Ponce et al. 2020)\(^3\), adding the ability to extract the spectroscopic properties of both the stellar populations and the emission lines derived by other fitting tools (e.g. PMx3D), stored in the same World Coordinate System (WCS) of the original data. The software provides a set of tables with the spectroscopic properties of the detected H II regions. Different versions of this code were used to explore the H II regions in different surveys and compilations such as the PPAK IFS Nearby Galaxy Survey (PINGS) Rosales-Ortega et al. (2010), Calar Alto Legacy Integral Field Area survey (CALIFA) Sánchez et al. (2012b, 2015b), and AMUSING++ Sánchez et al. (2015a); Sánchez-Menguiano et al. (2018). So far, pyHIIexplorer (Python version of HIIexplorer) has documented the largest catalogue of spectroscopic properties of H II regions, extracted from the CALIFA datacubes (Espinosa-Ponce et al. 2020)\(^4\).

Despite its capabilities and extensive use, the pyHIIexplorer code provides only a coarse spatial segregation of the H II regions. Following a scheme similar to the one applied by other tools (e.g. Bertin & Arnouts 1996, SourceExtractor), it generates a segregation map with a running identification number above zero for each region and zero for the areas outside any region. Therefore, a certain location in the original emission line map either belongs to one region or not. This procedure is sufficiently good for the coarse spatial resolution provided by IFS surveys such as CALIFA or MaNGA, both with a Full-Width at Half-Maximum (FWHM) of the Point Spread Function (PSF) ~2.5\(^\prime\prime\), corresponding to a physical resolution of ~0.8 kpc and ~2 kpc on average, respectively (e.g. Sánchez 2020). However, pyHIIexplorer presents certain limitations by design. The strongest one is that it is unable to properly segregate adjacent H II regions of relatively large difference in brightness. In general, it aggregates the faintest region to the segregation map of the brightest one. For the same reason it is unable to segregate faint H II regions on top of the tail/wings of a much brighter one. Another limitation is that it assigns very similar sizes to all the detected H II regions, near to the PSF FWHM, regardless of their brightness (luminosity). Finally, as a consequence of both limitations, it underestimates the area outside any region, limiting its ability to detect regions ionized by other sources (e.g., DIG Espinosa-Ponce et al. 2020). All these limitations are not critical when dealing with IFS data with spatial resolutions of PSF FWHM ~2.5\(^\prime\prime\), however for data of better spatial resolution, e.g. PSF FWHM~1\(^\prime\) of galaxies at a similar redshift range, this package does not allow to extract information of the observed H II regions in an optimal way. This limits our ability to separate them from the diffuse ionization and among themselves.

Following the above, we thus developed a new tool whose main objective is to detect and segregate clumpy regions in high-resolution data, which we call candidate H II regions, while additionally characterising and removing the DIG component.

3.1 Initial detection of H II region candidates

Following the philosophy of previous codes (e.g. HIIexplorer), the main parameter to detect H II regions in an emission line map is that they are clumpy ionized structures, centralized and peaked, clearly contrasted with the diffuse (background) ionization. This geometrical property is fundamental to distinguish the ionization by a cluster of young stars from other sources of ionization in galaxies at the explored spatial resolutions (e.g. Sánchez 2020; Sánchez et al. 2021). Different procedures have been adopted in the literature for the selection of this kind of clumpy structure. We will discuss later some particular examples of previously published codes that we have explored without a fully satisfactory result. Thus, we have developed a new procedure that adopts the blob_log algorithm included in the scikit-image package\(^4\) as the basic procedure to detect H II regions. The use of this particular algorithm instead of other ones available (even in the same python package) is justified based on the simulations that we will present later.

The blob_log algorithm detects clumps/peaky structures (i.e., blobs) in an image by looking for local maxima (peaks) and making a simultaneous estimation of the size of the detected structures (characterized by a radius, \(r\)). For doing so the algorithm looks for those points at which the two dimensional distribution of gradients present a peak. However, to estimate the size, instead of deriving the gradient in the original image, it is derived on a set of images resulting from its convolution with a Gaussian function covering a range of values for the dispersion (\(\sigma\)). It is found that the value of the gradient in the local peak is maximal when the size of the structure corresponds to \(r = \sqrt{2}\sigma\) (Lindeberg 2015)\(^5\).

In summary, blob_log applies the so-called Laplacian of a Gaussian (LoG) operator (we choose that operator because it provides sharpness to outstanding regions; in our case peaked regions with low noise sensitivity, Sotak & Boyer 1989) to the original image varying \(\sigma\) (the dispersion of the Gaussian function) within a particular range defined by the user. For doing so, it implements the gaussian_laplace routine included in the scipy python module. This routine convolves the original image with a 2D-Gaussian function of a certain width (i.e., \(\sigma\)). This is:

\[
\text{im}_{\sigma}(x, y, \sigma) = G(x, y, \sigma) \ast \text{im}(x, y)
\]

\(^1\) http://www.caha.es/sanchez/HII_explorer/
\(^2\) https://github.com/cespinosa/pyHIIexplorerV2
\(^3\) http://ifs.astros.uman.mx/CALIFA/HII_regions/
\(^4\) https://scikit-image.org/
\(^5\) https://en.wikipedia.org/wiki/Blob_detection
where \( \text{img}_G(x, y, \sigma) \) is the convolved image by the Gaussian function, \( \text{img}(x, y) \) is the original image and \( G(x, y, \sigma) \) is the Gaussian function, defined as:

\[
G(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}}
\]

(2)

then, it applies a Laplacian operator

\[
\nabla^2 \text{img}_G(x, y, \sigma) = \frac{\partial^2 \text{img}_G}{\partial x^2} + \frac{\partial^2 \text{img}_G}{\partial y^2}
\]

(3)

finally, it normalizes the resulting image by the width of the Gaussian function, and multiplies by \(-1\), providing with the final LoG image.

\[
\text{LoG}(x, y, \sigma) = (-1)\sigma^2\nabla^2 \text{img}_G(x, y, \sigma)
\]

(4)

this LoG corresponds to the two dimensional distribution of the gradient of \( \text{img}_G(x, y, \sigma) \).

This procedure is illustrated in Figure 1, where the observed H\(\alpha\) image extracted from the NGC 2906 MUSE datacube is shown (first panel), together with the LoG images resulting from convolving the H\(\alpha\) map with LoG operators of different \(\sigma\) values (arbitrarily chosen, from second to fifth panels).

Then, the \texttt{blobs2log} re-arranges the set of LoG(\(x, y, \sigma\)) images derived when varying \(\sigma\) within the given range in a three dimensional array (cube) in which each slice along the z-axis corresponds to one of these images, ordered in ascending values of \(\sigma\). For the particular example in Fig. 1, the resulting cube would comprise the four LoG images, ordered from left to right along the z-axis. Then, the \texttt{blobs2log} algorithm selects those coordinates (\(x,y,z\)) in this cube that verify to be local maxima in the three dimensional space (where \(z\) stands for different values of \(\sigma\)). For doing so, the value in this coordinate is compared with those values for all the 26 adjacent coordinates: i.e., the 8 adjacent pixels with the same value of \(\sigma\) (i.e., \([x\pm1,y\pm1]\), excluding \([x,y]\)) and the 18 adjacent pixels with consecutive values of \(\sigma\) (i.e., \([x\pm1,y\pm1,z-1]\) and \([x\pm1,y\pm1,z+1]\)). As indicated before, this way both the intensity peak in the original image and the size of the structure around this peak are found, given by the local maximum (given by \(\sqrt{2}\sigma\)).

Finally, only those regions that have peak intensities above a global threshold value (the global threshold value is a limit proposed by the user) are recorded. The output of this procedure is a set of positions and sizes that characterize the spatial distribution of clumpy ionized regions (blobs) in the original image.

The \texttt{blobs2log} function implements the \texttt{HIILBLO} routine (as the basic algorithm to detect H\(\alpha\) regions). \texttt{HIILBLO} and in all subsequent steps, the code is written entirely by us and requires as input parameters an emission line image and a corresponding continuum image of the same object (with the same size and WCS). The continuum image is included to guarantee that there is an stellar continuum associated with the peak intensity in the emission line image, in order to exclude other sources of ionization not associated with a continuum source (e.g., shocks). If this continuum image is not available it is possible to use the emission line image as this second input parameter. The routine also requires a flux intensity threshold above which the peak intensity of the blobs are selected (\texttt{min\_peak}), and a threshold below which the original image is masked (\texttt{val\_mask}). It is recommended that the first value is selected as the 1\(\sigma\) detection limit of the emission line image (\(\text{min\_peak} \sim \sigma_{\text{detection}}\)), and the second one is selected as the 1\(\sigma\) detection limit for the provided continuum image (\(\text{val\_mask} \sim \sigma_{\text{cont}}\)), based on simulations. If they are not provided the algorithm makes an educated guess based on a statistical analysis of the input emission line image (in essence those values below zero in the emission line image are used to trace the noise). Then, it masks the original image for values below the second threshold, and runs the \texttt{blobs2log} algorithm over the resulting image. In this first iteration \texttt{blobs} are detected using a very low threshold corresponding to 1.5\(\sigma_{\text{cont}}\), temporarily storing the location of the peak intensities and the size of the regions. Again, those values were explored and tuned based on extensive exploration of different IFS datasets and the simulations that we will describe later on.

### 3.2 Initial estimation of the DIG

One of the main goals of \texttt{PYHIIEXTRACTOR}, in addition to detecting and characterising H\(\alpha\) region candidates, is to build a model of the DIG across the optical extension of the studied galaxy and use this to decontaminate the H\(\alpha\) regions from the DIG. As discussed previously, the DIG is a smooth component of the ISM that was first observed in between the H\(\alpha\) regions of the Galactic disk (Reynolds 1971). On the contrary to other previously mentioned explorations, we try to be as general as possible, making the minimum number of assumptions to select the diffuse gas (and remove it from the detected H\(\alpha\) regions). We therefore use the only general property of the DIG that is intrinsic to its definition and does not depend on the nature of the ionization (since this is still under discussion): this ionization is \textit{diffuse}, i.e., smooth, without clear clumpy or peaked structures, ubiquitous in galaxies, and not evidently associated with other specific ionizing source (e.g., not linked to the presence of a strong AGN or a H\(\alpha\) region).

Simultaneously with the detection of the H\(\alpha\) regions, \texttt{PYHIIEXTRACTOR} builds a diffuse ionized gas model image. To do so, it carries out a Delaunay triangulation (Chen & Xu 2004). First, we group the H\(\alpha\) regions in triplets of the three nearest regions. Then, for each triplet the point located at the maximum distance among them is found. This set of points that traces the locations in the map at
the maximum distance to any H\textsuperscript{ii} region, is stored as the tracer of the diffuse component. Then, a cleaning to discard repeated points is performed, removing those points too close to any adjacent H\textsuperscript{ii} regions (i.e., at distances lower than the size of the region). Subsequently, the flux intensity at the location of each of these points tracing the diffuse gas is estimated (co-adding the values within an aperture corresponding to the FWHM of the image). Finally, a DIG map is created by interpolating these values to recover the shape of the original image. This initial DIG map is then subtracted from the original emission line map to create an image decontaminated by this component.

### 3.3 Final detection of candidate H\textsuperscript{ii} regions

The detection of the H\textsuperscript{ii} candidates is carried out iteratively three times, varying the value of the flux intensity detection threshold in each iteration (each iteration is decontaminated by contribution due to diffuse gas). The three different thresholds used are obtained by multiplying the global threshold by factors: 1.5, 2 and 5 (factors values were chosen based on the results of the simulations described below). The detection of the candidate H\textsuperscript{ii} regions is done as described in the following procedure. As indicated before, a first exploration is performed adopting a very low detection threshold of just 1.5\(\sigma\text{line}\) above the noise level of the emission line map. This first iteration provides the user with a large number of candidates, that are used to estimate the DIG as outlined in the previous section. Then, we subtract the derived DIG map from the original emission line image and we proceed to a second selection of candidates but using a threshold of 2\(\sigma\text{line}\) (without using the candidate list from the previous iteration). Once the new list of candidates is generated, the flux intensity of each of them on the emission line corresponding to the original map used by user, is estimated as described at the end of this section. Using this flux intensity and the size (estimated in the detection as explained in the Sec. 3.1) for each candidate, we generate a model image of all candidate H\textsuperscript{ii} regions, assuming that they are perfectly round regions following a 2D Gaussian function (valid as a first order approximation). Then, this model is subtracted from the DIG-decontaminated emission line image, deriving a residual map. This residual map is used in the third detection loop with a very high detection threshold (with a value of 5\(\sigma\text{line}\)) that allows us to uncover weak regions near bright ones, specifically, to avoid spurious detections from imperfect subtraction of the bright H\textsuperscript{ii} region candidates detected in the second iteration. Finally, the lists of candidates provided by the second and third loop are joined together. Those regions that are located at a distance below 0.5 the size of one of them are removed since we consider them part of the same region. The selection of the value 0.5 of the size is based on the results of the simulations and the tests performed on real data. We seek for the best compromise between minimizing the value of \(\chi^2\) and maximizing the recovery of candidates to H\textsuperscript{ii} regions, with the aim of avoiding false positives given by the over-fragmentation of the same ionized region. After that, we obtain the final list of blobs, i.e., candidates defined by their position and size.

Once the radii and the positions of the detected candidate to H\textsuperscript{ii} regions have been obtained, we extract the fluxes. pyHIIextractor includes options for different kind of extractions, including (i) pure aperture extraction of the co-added fluxes, (ii) average of the considered quantity, or (iii) weighted average or sum. By default, the fluxes are extracted using a weighted sum with the weight following a Gaussian distribution to the fourth power, with the width proportional to the size of each H\textsuperscript{ii} region. This weight was adopted after experimenting with the simulations that we will describe below (Sec. 4.2), with the ultimate goals of (i) recovering the most representative fluxes of the considered regions and (ii) minimizing the possible contamination from adjacent/nearby blobs. After this procedure, the program provides a catalog comprising the parameters of each blob (position and size) together with the corresponding flux.

In addition to this final catalog of H\textsuperscript{ii} regions, our program can provide a segmentation map for the candidates, following the same scheme adopted by other tools such as SourceExtractor or HIIExplorer. The pyHIIextractor segmentation map is constructed by assigning to each area corresponding to each candidate H\textsuperscript{ii} region all pixels located at a distance to its center lower than the size of the candidate H\textsuperscript{ii} region provided by the catalog. Finally, a mask map of the areas outside of the candidate H\textsuperscript{ii} regions is provided, as those pixels/spaxels are not associated with any region. We should recall that these maps (segmentation and mask) are incomplete representations of the real shape and distribution ionized regions since they could truncate their intensity distributions.

In future versions of pyHIIextractor and for data of higher spectral resolution, we do not rule out the use of an additional information such as the velocity and velocity dispersion to detect and characterize the ionized regions (following D’Agostino et al. 2019; Law et al. 2021).

### 3.4 Final DIG evaluation

Once the final catalogue of candidate H\textsuperscript{ii} regions or blobs is derived (with the corresponding flux intensities) the code provides an optional re-evaluation of the diffuse gas. This re-evaluation makes use of both this catalog of blobs and the original distribution of points sampling the diffuse gas (described in Subsec. 3.2). First, a model image is created as described above (i.e., assuming Gaussian functions located at the position of the blobs, with a \(\sigma\) corresponding to \(\sqrt{2}\) of the size, and integrated flux corresponding to the extracted by the procedure described before). A preliminary estimation of the diffuse gas is created by subtracting blobs models from the original emission line image. Then, for each pixel of the original image the flux associated with the diffuse gas is derived by co-adding the nearby points within a distance of one FWHM (i.e., in an aperture of radius\(=\text{FWHM}\)). For instance, for a MUSE data with a FWHM\(\sim 1''\) and a pixel of 0.2'', it corresponds to 80 pixels, while, for a CALIFA data with a FWHM\(\sim 2.5''\) and a pixel of 1'', it will correspond to \(\sim 20\) pixels. This co-adding is done following a weighting system that enhances positively the values near point tracers of the diffuse gas (the points farther away from a triplet of candidate H\textsuperscript{ii} regions, as described above) and negatively the values near candidate H\textsuperscript{ii} regions. The distribution of weights follows Gaussian functions centred on the point tracers of the diffuse gas and candidate H\textsuperscript{ii} regions, with the former weighing always 3 more than the latter. We found that this estimation of the DIG reproduces better the simulated data that we will describe in the forthcoming sections.

### 3.5 Adopted range of sizes for the candidate H\textsuperscript{ii} regions

As indicated above, the algorithm scans a range of possible sizes for the H\textsuperscript{ii} regions, by defining a minimum and maximum value for the \(\sigma\) parameter. For the blook_log routine this range is somehow arbitrary (i.e., defined by the user). This is not an optimal solution to make an automatic detection of H\textsuperscript{ii} regions in images of different nature (sampling, physical and projected resolutions, or depths). Therefore, in our analysis, we define this range of parameters based on an exploration of the data themselves. For the minimum size, we
adopt the scale of the pixel. Strictly speaking a non-clumpy structure should be smaller than the resolution element, that is usually 2 to 3 times the pixel-scale for well sampled data. However, the pixel-scale is certainly an absolute minimum size in any data set (even for under-sampled data). Finally, to determine the maximum size the procedure is repeated several times, using a wide range of values for this parameter, covering values from the minimum size indicated above to a maximum size corresponding to 2 kpc projected at the distance (and pixel-scale) of the image. For each maximum size we repeat the full exploration described before, deriving for each adopted set of $\sigma_{\text{min}}$ and $\sigma_{\text{max}}$, a model image of the H$\alpha$ regions plus the DIG emission. This model is then compared to the original image, deriving a $\chi^2$ value. Based on this likelihood the final range of minimum and maximum sizes are selected as that which minimizes the $\chi^2$ value.

### 3.6 Extraction of the properties

One of the purposes of pHIExtractor is not only to detect candidate H$\alpha$ regions in emission line maps, but also to extract the information of the stellar populations and emission lines (as already explained in Sec. 2 in the case where the user uses the dataproducts derived by PIPE3D). For each of the properties delivered by this pipeline our code provides an estimation associated with each detected H$\alpha$ region candidate and with the diffuse gas. For this purpose, the data products of PIPE3D are required as input (i.e., the four cubes of FLUX, ELINES, SFH, SSP, and Lick-Indices), together with the catalog of H$\alpha$ regions and the point tracers of the diffuse gas.

The extraction procedure is slightly different for additive/extensive quantities (like the emission line fluxes), than for non-additive/intensive ones (like the velocity). For the first, the extraction performs an estimation of the contribution of the DIG and a decontamination following the procedure described in the previous sections. For the second no decontamination is performed. Finally, for relative quantities, such as the EW of the emission lines, a two-step procedure is required, since first the decontaminated flux is derived and then the decontaminated EW is obtained following the equation:

$$EW^d = \frac{f^d}{f} \times EW$$  \hspace{1cm} (5)

where $EW^d$ and EW are the decontaminated and original equivalent widths, and $f^d$ and $f$ are the decontaminated and original fluxes, respectively.

Regarding the error maps contained in dataproducts of Pipe3D, these are propagated through the extraction process according to the PSF FWHM. For more information on these error maps were estimated for each property, we recommend that the reader refer to section 3 (“Accuracy of the derived parameters”) in Sánchez et al. (2016a) and section 5 (“Accuracy of the fitting code”) in Lacerda et al. (2022).

The final product of the extraction is a set of tables (stored in ecsv format), each one corresponding to each of the analyzed dataproduct cubes (FLUX, ELINES, SFH, SSP, Lick-Indices), comprising an ID number for each candidate H$\alpha$ region, their location, and the corresponding set of extracted properties. Finally, a set of models for each dataproduct provided by P3w3D are stored in the same original format, describing the 2D distribution for the candidate and the DIG, separately.
4 RESULTS

The main goal of pyHIIextractor is to derive the properties of emission lines for the candidate H\textsc{ii} regions with a reliable estimation (and decontamination) from the DIG. To characterize the behavior of the code and determine how well this goal is achieved, we perform a set of simulations focused on the recovery of the emission line fluxes (see Sec. 4.1 and 4.2). We simulate spiral-like galaxies since these are the objects where the vast majority of H\textsc{ii} regions are found in the Universe. However, we deliver the code adopted for these simulations together with the pyHIIextractor code to allow any further, more tuned, exploration. Finally in section 4.3, we compare the performance of our code with others adopted in the literature with a similar goal, both using real and simulated data.

4.1 Description of the simulations

Each simulation comprises four main ingredients: 1) the structure of the spiral arms (Sec. 4.1.1); 2) the distribution of H\textsc{ii} regions (Sec. 4.1.2); 3) a DIG component due to HOLMES (Sec. 4.1.3), and 4) a DIG component due to leaking of photons from the H\textsc{ii} regions themselves (Sec. 4.1.4). Other possible components of the DIG, such as shocks due to outflows, have not been considered so far. The simulation of a more realistic spiral galaxy could be generated using N-body and hydrodynamical simulations by a radiative transfer code, e.g. SUNRISE (Jonsson 2006) or SKIRT (Camps & Baes 2015). Such simulations have been explored, for instance, to determine the reliability of the products derived by Pipe3D (Ibarra-Medel et al. 2019). However, the current mock-spiral simulation is well enough for the purposes of this study, as we have a better control on the input parameters.

Below we describe how we build each component.

4.1.1 Spirals arms structure

We adopt the prescriptions proposed by Ringermacher & Mead (2009) to describe the structure of the spiral arms (number and location) following the same procedures described by Sánchez et al. (2012b). The location of a single spiral-arm with an arbitrary winding sweep is described by the equation in polar coordinates:

\[ r(\theta) = \frac{A}{\log(B \tan(\frac{\theta}{C}))} \]  

(6)

where A is a scale parameter, C controls the tightness of the spiral arms (much like the Hubble scheme), and B controls the bar-to-arm size. Together B and C determine the spiral pitch (and pitch angle). In summary an increase (decrease) of each parameter results in: (A) an increase (decrease) in the size of the galaxy scale; (B) a larger (smaller) arm sweep and a smaller (larger) relative bar; and (C) a tighter (looser) winding. The previous equation describes the location of one single spiral-arm in the physical plane of the galaxy disk. To describe the full observed spiral structure, for a galaxy with N arms, more copies of the considered arm rotated by an angle of 360°/N have to be added. In addition, we need to project the structure on the plane of the sky taking into account the inclination and position angle of the galaxy.

Throughout all simulations we adopted the following set of values: A=8′, B=1, and C=5′, that should trace an average spiral galaxy (Sánchez et al. 2012b). Ad hoc simulations trying to reproduce a particular pattern would require tuning those parameters or fitting them following the procedure outlined in Sánchez et al. (2012b). Finally, we projected this distribution into the plane of the galaxy assuming a certain position angle and inclination, and considering that all the H\textsc{ii} regions are preferentially located in the disk of the galaxy (i.e., any vertical distance is purely random).

4.1.2 Distribution and properties of H\textsc{ii} regions

The code that generates the simulation requires a number of H\textsc{ii} regions per spiral arm (N_{\text{HII}}), by default in the code assumes a value of N_{\text{HII}}=100). Based on that number it populates each spiral arm following a random distribution with equal probability along the r(θ) location traced by the equation described in the previous section. In this way, due to the winding and number of spiral arms the actual density of H\textsc{ii} regions is larger in the central regions than in the outer ones mimicking the known pattern of a spiral galaxy. A tangential random shift that increases with the galactocentric distance is included to provide a more realistic simulation of the actual distribution of H\textsc{ii} regions. Finally, the current simulation populates the galaxy with H\textsc{ii} regions without considering the presence of a bulge (generally depopulated of those regions). It is important to note that for face-on galaxies the possible overcrowding of H\textsc{ii} regions introduced when including a new spiral arm in these simulations could have a similar impact as the inclination.

To cover the goals of the current simulation we need to set not only the location of the H\textsc{ii} regions across the galaxy, but their sizes, emission line intensities, and line ratios (for a set of emission lines), trying to mimic realistic regions. In this particular simulation we generate (i) the flux intensities of H\textsc{z}, H\textsc{β}, [O\textsc{iii}]5007 and [N\textsc{ii}]6583, (ii) the equivalent width of H\textsc{α}, i.e., EW(H\textsc{α}), and (iii) the size of the regions. Thus, we first generate a continuum emission distribution, assuming an arbitrary global bright surface density and a radial exponential decay, with disk scale-length of h =10″. This scale-length is of the order of the average value found for the disk galaxies in the CALIFA (Sánchez et al. 2016b) and AMUSING++ (López-Cobá et al. 2020) samples. Then, the EW(H\textsc{α}), and the line ratios are generated for each H\textsc{ii} region following the radial distribution of those parameters described for a sample of nearby galaxies in Sánchez et al. (2012b), their Table 8. This is an empirical approach, but a broader range of parameters (and physically different H\textsc{ii} regions) could be implemented based on the results from photoionization models (e.g. Morisset 2009; Pellegrini et al. 2020). The two line ratios used throughout this work are N2 and O3:

\[ N2 = [\text{NII}] \lambda 6583/\text{H}\alpha \]  

(7)

\[ O3 = [\text{OIII}] \lambda 5007/\text{H}\beta \]  

(8)

A random value is added to each parameter following the reported standard deviations in the same study. Once the EW(H\textsc{α}) is estimated, together with the line ratios and the continuum intensity, the flux density is derived for each emission line for each simulated H\textsc{ii} region. Finally, we estimate the angular sizes of the H\textsc{ii} regions. This is achieved by deriving a relation between the radius of an H\textsc{ii} region and its observed H\textsc{α} flux intensity based on the relation between the Strömgren radius and the H\textsc{α} luminosity. We assume that the observed objects are located at a typical redshift of z \sim 0.015 (i.e., the average redshift of the CALIFA and AMUSING++ samples). This relation depends on the ionization parameter, which we roughly estimate based on the N2 ratio and the electron density, which we fixed to n_e = 100 cm^{-3}. The main aim of this exercise is to provide simulated H\textsc{ii} regions of reasonable sizes, and in particular sizes that present a strong correlation with the H\textsc{α} flux. It is known that the
real size of an H\textalpha{} region does not follow such a simple prescription, as recently highlighted by Barnes et al. (2021). Finally, we include the effects of dust attenuation on the observed emission line fluxes. Like in the case of the line ratios, we adopted the average radial gradient in A\textalpha{} described by Sánchez et al. (2012b) for a sample of nearby galaxies, taking into account a random value that reproduces the reported standard deviation around the mean distribution. For implementing the dust effects we use the Cardelli et al. (1989) extinction-law with an R\textsubscript{v} = 3.1, and the theoretical value for the un-obscured line ratio for case B recombination of H\textalpha{} (Osterbrock 1989). This treatment of the dust is clearly an over-simplification (although it is broadly adopted). In essence it does not adopt any radiative transfer procedure to consider the effect of the dust on light when crossing the galaxy. Therefore, for highly inclined galaxies the effect of dust is underestimated. However, for those galaxies almost all existing procedures to explore H\textalpha{} regions present difficulties, and in general they are usually excluded in this kind of explorations (e.g. Espinosa-Ponce et al. 2022).

It is important to highlight that the simulated distribution of H\textalpha{} regions follows by construction some of their typical properties: (i) they are found at the well-known loci of these regions in the BPT (Baldwin et al. 1981) and WHAN (Cid Fernandes et al. 2010) diagrams (as we will see in the Sec. 4.2); (ii) they present similar flux and size distributions as real regions, with a larger number of faint/small regions and a lower number of bright/large ones; and (iii) they are more frequent along the spiral arms than in the inter-arm regions. Based on this distribution we create a set of emission line maps, one for each of the considered transitions, mimicking the field-of-view (FoV) and spaxel(pixel-scale) of a MUSE observation. Thus, we create a set of empty images of 300\times300 pixels, assuming a pixel-scale of 0.2′′/pixel (i.e., a FoV of 60″ \times 60″). Then, for each emission line map, we run a loop on the H\textalpha{} regions adding in each step a 2D Gaussian function with the flux intensity and size of the region at the considered location as included in the simulated distribution. In this procedure, it is assumed that the galaxy is well centered in the simulated image (i.e., the center of the galaxy is located in the pixel [150,150]). Thus, the simulation provides both an input catalog of the H\textalpha{} regions and their main properties and a set of emission lines maps that corresponds to those regions. In addition, a continuum and EW(H\alpha{}) map is generated using the same projection, based on the distributions described previously.

### 4.1.3 DIG due to HOLMES

We simulate the DIG due to the presence of old stellar populations (HOLMES) as a smooth distribution of the flux intensity of the considered emission lines, whose strength follows the continuum emission (the simulation of which was described above). This component is simulated by assuming a uniform EW(H\alpha{}), on average, with values that range between 1-3 Å across the extension of the simulated galaxy. We assume no dust attenuation for this component, so the H\alpha{}/H\beta{} ratio corresponds to the canonical value of 2.86. This choice is justified based on the fact that low or no star-formation activity is usually associated with low gas content, that is connected to the dust attenuation via dust-to-gas relation (Barrera-Ballesteros et al. 2020, 2021). Finally, the N2 and O3 line ratios are simulated to reproduce the expected distribution for this ionization along the low-ionization nuclear emission-line (LINER-like) regime of the BPT diagram. The actual adopted values follow a smooth gradient with the aim of reproducing the values reported for this kind of ionization in early-type galaxies (e.g., figures 4, 2 and 6 of Sánchez et al. (2021), Capetti & Baldi (2011), and Annibali et al. (2010), respectively). The result of this simulation is a set of emission line and EW(H\alpha{}) maps of the same size, pixel scale, and projection on the sky as the maps generated for the contribution of the H\textalpha{} regions.

#### 4.1.4 DIG due to leaking from H\alpha{} regions

Finally, we simulate the leaking of photons from H\alpha{} regions by assuming that its flux is proportional to the corresponding one in each region. This proportionality is modulated by a leakage factor (f\textsubscript{leak}) with values between 0 (no leaking) and 1 (all photons escape). We acknowledge that none of those extreme values are physically realistic. Nevertheless, we consider that the leaked flux intensity decreases with the distance to the center of each H\alpha{} region following an r\textsuperscript{-2} decay, due to pure dilution effects. In this simulation, we do not consider the effects of differential dust coverage or scatter in the leaking (Zurita et al. 2002).

In summary, for each H\alpha{} region we simulate a leaking component by adding to each image a component that it is proportional to the flux intensity of the H\alpha{} region, multiplied by the f\textsubscript{leak} factor, and following an r\textsuperscript{-2} functional form. For practical reasons, we consider that the leakage factor is the same for all H\alpha{} regions in each simulation. However, a more realistic approach would be to consider a different value for each region or even a value that varies spatially regarding the geometry of the region (or its dust attenuation). We will explore that possibility in future studies.

Like in the previous components, the result of this procedure, when iterated through all the simulated H\alpha{} regions, is a set of maps of the flux intensity for each considered emission line, and for the EW(H\alpha{}), with the same size, scale, and projection at the images generated in Sec. 4.1.2 and Sec. 4.1.3. Finally, all the maps corresponding to the same emission line and different ionizing sources are summed and convolved with the corresponding observational PSF (by default a 1″/FWHM Gaussian function). Photon noise due to the astronomical targets or the sky can be easily added to generate even more realistic simulations (although for simplicity we have not considered it here). Then, the different maps are re-arranged and packed into a single datacube that mimics the format of the FLUX_ELINES extension of the PFW3D dataproducts.

### 4.2 Results from the simulations

Using the procedures described above, we create different sets of simulations modifying the inclination of the galaxy, the number of spiral arms, and the leaking factor. So far, we have not considered the effects of the noise in these simulations. Thus, the detectability of the H\alpha{} regions depends only on the ability of separating them and the contrast with respect to other regions or the DIG. For each simulated dataset, we run our detection and extraction code, generating both (i) a catalog of H\alpha{} regions comprising their locations, sizes, and flux intensities, and (ii) a model image for each emission line for the H\alpha{} regions and the DIG. Figures 2 and 3 illustrate qualitatively this procedure by showing two particular simulations of the same galaxy, a Grand Design spiral, face- and edge-on, respectively. In both cases, the default A, B, and C parameters were adopted for the spiral arms, the default FWHM for the PSF, and a leaking factor of 60%. Each figure comprises a set of color images created using the flux intensity maps of [O\textsc{ii}] (blue), H\alpha{} (green), and [N\textsc{ii}] (red) for both the simulated dataset (including both the contribution of H\alpha{} regions and the DIG, and each component separately) and the corresponding images based on the components recovered by the code. We note that as expected the H\alpha{} regions are observed as greenish clumpy structures since by construction they are simulated by simple Gaussian
functions and with their emission dominated by Hα. On the contrary, the DIG presents two distinct components, clearly observed in the right-most panel of the panels of the left, with a brownish smooth component that follows a clear radial decay (corresponding to the ionization by HOLMES), and some greenish smooth structures around the location of the Hα regions (corresponding to the ionization by leaked photons). In addition, we include in Fig. 2 and 3 a comparison of the emission line ratios and EW(Hα) simulated and recovered by the code as distributed in the classical BPT (Baldwin et al. 1981) and WHAN (Cid Fernandes et al. 2011) diagrams. It is worth noticing that as we have foreseen the distributions of these parameters mimic the real location of those ionizing components in the considered diagrams.

A qualitative comparison between the set of input and output RGB emission-line images for the two particular examples shown in Fig. 2 and 3 suggest that our code has done a good job in modelling and replicating the observed distributions, to first order. A particularly good agreement is found between the input and output emission-line images for the two particular examples shown in Fig. 2 and 3 a comparison of the emission line ratios and EW(Hα) simulated and recovered by the code as distributed in the classical BPT (Baldwin et al. 1981) and WHAN (Cid Fernandes et al. 2011) diagrams. It is worth noticing that as we have foreseen the distributions of these parameters mimic the real location of those ionizing components in the considered diagrams.

As a parameter to gauge how well our code recovers the distribution of Hα regions, we introduce the fraction of flux assigned to those regions by our code relative to their simulated flux. We consider that this parameter is a better proxy of the behavior of the code than the number of Hα regions or their distribution of recovered fluxes since for regions below the size of the PSF there is an inherent mixing, merging them into larger and brighter regions. We cannot segregate those regions with the current data and analysis. However, it is worth knowing how well the averaged flux is recovered even in these circumstances. We highlight that this is not an intrinsic limitation of the code, but a limitation of the simulated dataset (that tries to mimic real data that would present similar problems).

In short, the code performs better for the face-on galaxy (82% recovery) than for the edge-on system (65.5%). This flux that it is miss-assigned is distributed in the DIG components. Indeed, the DIG distribution in the case of the face-on galaxy match better the observed distribution, replicating the radial decrease for the brownish component and few residuals associated with weak Hα regions, than the DIG distribution for the edge-on galaxy. In this case, the greatest residual is in the central part of the galaxy, showing a stronger leaking component that is absent in the simulated image.

With respect to BPT diagrams in general terms for both cases (edge-on and face-on galaxies) the line ratios for the decontaminated Hα regions are found in the star-forming area. In particular, the output density contours of the face-on galaxy are below the three demarcation lines tracing well the input density contours. When comparing the histograms of the N2 and O3 line ratios a very good match between the simulated and recovered distributions is seen. On the other hand, for the edge-on galaxy, the output density contours widen more, covering a broader dynamic range for N2 without reaching the lowest values for O3. Despite this effect, the average location of the input and output distributions are well reproduced, even for this extreme case. Regarding the DIG component, we see that in both cases the average locations of the recovered distributions match those of the simulated ones. However, the recovered distributions are narrower than the simulated ones (this is expected since our DIG derivation provides a smooth component, unable to reproduce the pixel by pixel variations introduced in the simulation). It is interesting that in the case of the face-on galaxy the output density contours are more extended attaining until the inter-demarcations lines region. This means that DIG due to photon leaking is somewhat recovered. On the other hand, for the edge-on galaxy, the dominant ionization in the DIG is located at the LINER-like region, being well recovered by our code. The dominant component to the DIG in this galaxy is due to HOLMES, and it seems to be well recovered, in particular in the extra-planar regions, where the contamination by Hα regions and the leaking of photons is weak.

Regarding the WHAN diagrams for the Hα regions, important
Figure 4. Distribution of $f_{\text{rec}}$ (fraction of recovered regions, upper panels), $\Delta F$ (relative fraction of recovered flux, middle panels) and $\frac{R_{\text{out}}}{R_{\text{in}}}$ (ratio of recovered and simulated sizes, bottom panels) as a function of the different parameters varied in the three set of explored simulations: left-panels, varying $b/a$ (x-axis) and $f_{\text{leak}}$ (color) for a fixed number of spiral arms; central-panels, varying the number of spiral arms (x-axis) and the $b/a$ ratio (color); and right-panels, varying $f_{\text{leak}}$ (x-axis) and the number of spiral arms (color). In all cases, each consider parameter ($f_{\text{rec}}, \Delta F$ and $\frac{R_{\text{out}}}{R_{\text{in}}}$) is represented in the Y-axis, with each star corresponding to the average value for each individual simulation. In the values of all the panels a displacement is made in the X-axis for a better visualization.

Differences are seen depending on the inclination (face-on vs edge-on). For the face-on simulation, all output density contours are located at the SF region, and in general terms, the density contours match with the simulated/input ones, however, there is a mild systematic overestimation of the derived values of EW(H$\alpha$), that happens mostly at low N2 values. This is not the same for the case of the edge-on galaxy, where not all density contours are confined in the SF region, since there are a few regions that enter in the wAGN region of the WHAN diagram. In this case, the values of EW(H$\alpha$) are slightly overestimated at high values of N2, while for low values of N2 they are mildly underestimated, although in general terms the density contours present a good match.

In the WHAN diagrams of the DIG component for the face-on galaxy, the input/output density contours present a better match compared to the edge-on galaxy ones. In this second case, the values of EW(H$\alpha$) are more clearly overestimated. At the same time, for the face-on galaxy, we can observe that the derived DIG contours extend towards the SF region while in the second case they are shifted...
towards the sAGNs and wAGN ones (mostly the first ones). In any case, there is a considerable agreement in the average values of the explored parameters for the DIG component in both cases. Additionally, we estimate the contribution to the integrated flux by H\n and DIG, being ~45\% and ~65\% respectively, being similar to the estimated based on observations (e.g. Calura et al. 2012).

Now that we have illustrated qualitatively how well pyHIIextractor works for a simulation adopting a particular set of parameters, we perform a set of simulations varying different variables in order to determine the accuracy and precision of the recovered parameters depending on the variables of the simulated galaxy. In particular, we explore the number of recovered candidates, their radii and fluxes, as well as the line ratios described before (O3 and N2, and the EW(H\alpha)). These last three parameters will be explored for both components, i.e., the H\n and DIG. For doing so we vary the simulations the inclination (characterized by the b/a ratio), number of arms, and the percentage of photon leakage from the H\n regions (f_{\text{leak}}). The exploration was performed by fixing one of the three parameters (2 arms, f_{\text{leak}}~60\% and a b/a=0.9, respectively) and varying the other two covering a wide range of values. For all this set of test simulations, we use the same parameters to describe the spiral arms, the shape and resolution of the simulated image, and input parameters adopted before (i.e., A=8\°, B=1, C=5, FWHM=1’’, spaxel-scale=0.2’’ and a max size=1.75).

### 4.2.1 Structural parameters of the H\n regions

We explore three parameters that characterize how our code recovers the main structural properties of the H\n region and their distribution: (1) the fraction of regions recovered in comparison to the number of simulated ones (f_{\text{rec}}); (2) the relative difference between the input and recovered H\alpha flux, corrected by the fraction of recovered H\n regions, i.e. defined as $\Delta F = 100 \times \frac{F_{\text{inh}} - F_{\text{rec}}}{F_{\text{rec}}}$; (3) the ratio between the estimated (output) and simulated (input) radii ($\frac{a}{\text{rec}}$).

Figure 4 shows the distribution of these three parameters for three sets of simulations: (i) varying the b/a ratio and f_{\text{leak}} for a fixed number of 2 spiral arms; (ii) varying the number of arms and the b/a ratio and fixing f_{\text{leak}} to 60\%; and (iii) varying f_{\text{leak}} and the number of arms with a fixed value of b/a=0.9. For the fraction of recovered regions (top panels), we show that the total dynamic range is between 30\% and 80\% for all the simulations. The simulation that includes a variation of b/a ratio and f_{\text{leak}} (left panel) is the one with the smallest scatter ($\sigma=7.12$), a more limited dynamic range with a mean=69.68 and a clear trend to better recovery rates at lower inclinations (i.e., larger b/a ratios) and larger values of f_{\text{leak}} (i.e., ~45\% and ~60\%). The simulation that comprises a variation of the number of arms and the inclination (middle panel) covers the widest dynamical ranges of the explored parameter ($\sigma=14.17$), with a poorer recovering rate (mean=51.83) for more inclined galaxies and a higher number of spiral arms. Finally, the simulation where both the f_{\text{leak}} and the number of arms are varied (right panel) covers a similar dynamical range and dispersion as the first one (with a mean=63.81 and $\sigma=10.04$). However, there is no clear trend observed of the rate of recovery as a function of the f_{\text{leak}}-being the variation fully dominated by the previously described trend with the number of spiral arms. As a preliminary conclusion, we find that the recovery of candidate H\n regions is affected to a much lesser extent by the f_{\text{leak}} than by the b/a ratio and arms number. The best recovery rates are found for face-on galaxies with few spiral arms (i.e., Grand Design spirals).

In the case of $\Delta F$, the relative recovery of the fluxes, the trends are similar to the ones found for the f_{\text{rec}}, i.e., the fraction of recovered candidates. The dynamic range covered by the full set of simulations is between -1.7 dex and 0 dex. However, the most extreme cases, i.e., the lowest values of f_{\text{rec}}, are found only for almost edge-on galaxies. The different simulations show, like the case of f_{\text{rec}}, that there is a clear trend towards better recovered fluxes as the b/a ratio is higher and the number of spiral arms is lower, with a limited effect of the f_{\text{leak}}. The concordance in the trends observed for $\Delta F$ and f_{\text{rec}} indicates that the inability to detect H\n regions is correlated with the inability to recover the correct flux intensity for the detected regions.

Finally, for the case of the recovery of the radii (bottom panels), the $\frac{a}{\text{rec}}$ parameter covers a range between 1.19 and 1.27 for the full set of simulations, despite the fact that the ultimate goal would be to recover a value as near as one as possible. None of the three panels (left, central, and right), that correspond to three different sets of simulation, show clear trends with any of the explored parameters (b/a, number of arms, or f_{\text{leak}}). However, the average $\frac{a}{\text{rec}}$ value is larger (mean=1.25) with a lower dispersion ($\sigma=0.01$) for the first simulation (when the number of spiral arms are fixed to two, and varying b/a and f_{\text{leak}}). For the second simulation (when f_{\text{rec}} is fixed) the dispersion is larger ($\sigma=0.02$) and the average $\frac{a}{\text{rec}}$ value is slightly smaller (mean=1.23). Finally, the lower average value (mean=1.22), the one more near to the optimal value, is found for the third simulation (fixed inclination: face-on galaxy). Curiously, the best $\frac{a}{\text{rec}}$ value is recovered for the simulation that includes the largest number of spiral arms, that it is somehow counter-intuitive because having a larger population of nearby H\n regions or overlapping regions, it should be more difficult to delimit their sizes. In summary, we know that our code introduced a systematic bias towards larger sizes of the H\n regions of about a 19-27\%.

### 4.2.2 Line ratios of the H\n regions

As indicated above, we explore how well the code recovers the N2 and O3 line ratios and the EW(H\alpha) for both the H\n and DIG. Figure 5 shows the distribution of the average values of the difference between the recovered (output) and simulated (input) for the line ratios (AN2 and AO3, top and middle panels), and the relative difference for the EW(H\alpha bottom panels), i.e., $\Delta_{\text{rec}} F_{\text{hi}}/F_{\text{inh}}$. We note that ideal goal of our code would be to recover values for these parameters as similar as the simulated ones, i.e., with the represented differences as near to zero as possible (dashed lines in all panels of Fig. 5).

For AN2 (top panels) we see that we recover values between -0.12 dex and 0.02 dex, with an average bias of ~0.05 dex for the full set of simulations. Thus, N2 is recovered with a bias corresponding to a value ~5\% lower than the original one, with a maximum error of ~7\%. The second set of simulations (middle panel), i.e., the one where the f_{\text{leak}} is set to a fixed value and both the number of spiral arms and the inclination is varied, is the one that presents the largest scatter and the mean furthest from the optimal value (mean=−0.05 and $\sigma=0.02$). On the other hand, the other two simulations, (i) the one adopting a fixed number of spiral arms (2), while varying the inclination and f_{\text{leak}} (left-panel), and (ii) the one adopting a fixed inclination (face-on galaxy), while varying the number of spiral arms and the f_{\text{leak}} (right-panel), offering best mean and scatter values, respectively. In this set of simulations, a mild decrease of AN2 with the number of spiral arms is observed, without any significant trend with any of the explored parameters. Only in the case of the first simula-
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4.2.3 Line ratios of the DIG component

for the other simulations except those for edge-one galaxies, the dif-
the zero value. The first set of simulations (varying ± panels) the values range between -0.12 and 0.03 dex, although in
of the H for the DIG component. In general, the recovery of the considered
the varying parameters in each of the three sets of simulations.
ii how well the explored line ratios and EW(H for the DIG (Sec. 3.2 and 3.4), we use the simulations to determine
the properties of the H for an idealized set of simulations has
erence between the differ-
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tinctions. On the other hand, the EW(H) is better recovered when the f leak is ~30%, for a mildly or low inclined galaxy (b/a=0.7-0.9), and 5-6 spiral arms. However, for the other simulations except those for edge-one galaxies, the differences are subtle.

4.2.3 Line ratios of the DIG component

Even though the main aim of pyHIIextractor is the estimation of the properties of the H regions, since the code derives an estimation of the DIG (Sec. 3.2 and 3.4), we use the simulations to determine how well the explored line ratios and EW(H) are recovered. Like in the case of the H regions, for this purpose we investigate the behavior of the ∆N2, ∆O3, and EW(α) parameters as a function of the varying parameters in each of the three sets of simulations.

Figure 6 represents the same distributions shown in Fig. 5, using the same layout and the same symbols and color schemes, this time for the DIG component. In general, the recovery of the considered parameters for the DIG component show clear trends, unlike the case of the H regions for some particular simulations. Thus, it is evident in which cases the diffuse is better (or worse) recovered.

Going deeper into the content of Figure 6, in the case of ∆N2 (top panels) the values range between -0.12 and 0.03 dex, although in most of the simulations (in particular all those with f leak >20%) its value is restricted to a much narrower range of ±0.03 dex around the zero value. The first set of simulations (varying b/a and f leak) is the one that shows the smallest dispersion, with values between zero and 0.025 dex, showing a bias towards values slightly larger (~0.01 dex) and a clear trend to larger values as b/a increases, a trend that is more clear for larger values of f leak (being almost absent for f leak~0). The second set of simulations (varying the number
of arms and the b/a ratio) present a slightly larger dispersion, with a clear trend towards lower values of ∆N2 as the number of arms increases and the galaxy becomes more inclined. On the contrary, ∆N2 increases as the number of arms decreases and the galaxy becomes less inclined. The worst results are derived for the third set of simulations, those in which f leak and the number of arms are varied for an edge-on galaxy. In this case, ∆N2 may present a value as low as -0.1 dex (strongest negative bias) for the lowest values of f leak and the larger number of spiral arms. There is a clear trend to improve the bias, increasing ∆N2 as the f leak increases and the number of spiral arms decreases. Indeed, for 3-4 spiral arms the recovered value is essentially the same as the simulated one. Curiously, for the case of the lowest spiral arms, there is a positive bias of ~0.02 dex for almost any value of f leak.

The distributions described for O3, shown in the middle panel are remarkably similar, with just a few minor differences. ∆O3 ranges between -0.09 and 0.02 dex for the three sets of simulations, describ-
ering similar trends with b/a, number of arms and f leak. If any difference is apparent, it may be that for the second simulation the trend with b/a seems to get inverted (from a positive to a negative trend) between high and low inclinations. The most remarkable result from the exploration of both ∆N2 and ∆O3 is the un-ability to recover the right line ratios as the number of arms increases, in particular for the largest number of arms and the lowest value of f leak. This result is completely natural since in this case the field is crowded with HII regions (thus, it is more difficult to sample the diffuse regions) and the line ratios are more different than those of the nearby HII regions (therefore, the contribution of the wings of the HII regions pollute the diffuse with a very different emission).

Finally, the recovery of the EW(H) for the diffuse emission is shown in the lower panels. For the three sets of simulations, the range of EW(H) covers a dynamical range between 0 and 7, although most of the range is restricted to values below 0.5. This is the case of all simulations of the second set, and those with f leak> 10% of the first and third set. Like in case of the line ratios the worst recovery of the EW(H) of the DIG component is found when the number of spiral arms is high and in particular when the f leak is low. This result completely agrees with those found for the line ratios in agreement with the proposed scenario: as the field becomes more crowded and the line ratios more different between the DIG from those of the adjacent HII regions, the ability to recover their properties is worse.

4.3 Comparison with other codes

Once the ability of pyHIIextractor to recover the properties of both the HII regions and the DIG for an idealized set of simulations has been characterised, we now establish how our code compares with a subset of codes of similar purposes: pyHIIexplorer, SOURCEextractor, HIPIphot and astrodendro. We choose a heterogeneous set of detecting codes, trying to cover different methodologies (sourceExtractor, HIPIphot, astrodendro) and the code from which the current one evolved (pyHIIexplorer). These algorithms are indeed the most frequently used in the recent literature (Hu et al. 2018; Schinnerer et al. 2019; Zhang et al. 2021). However, the comparison can be easily extended to other codes like ProFound (Robotham et al. 2018), MTOObjects (Teeninga et al. 2015), NoiseChisel (Akhlaghi & Ichikawa 2015), DAOPHOT (Stetson 1987), and many others, but we consider that the current selection is sufficient to place the strengths (or weaknesses) of our code with respect to others in the literature.

\[ 12 + \log(O/H) = 8.545 - 0.202 \times O3N2 \]
4.3.1 Description of the adopted codes

Here we present a brief description of the different algorithms to be compared with PythonExtractor, highlighting their similarities and differences with our code. To review particularities please consult the quoted articles in which each code is presented.

PYHIIEXPLORER: This code is written in Python and it is based on a previous version called HIIEXPLORER (originally written in Perl, Sánchez et al. 2012b), but with all the advantages for distribution of the code, installation and compatibility among operative systems offered by Python. The main assumptions of this code for detecting candidate H II regions are essentially the same as those adopted by HIIEXPLORER (and our code). Thus, it relies on (i) a typical size for the H II regions (a few hundred parsecs, which correspond to a few arcsec at the distances of the used galaxy sample) and (ii) the high contrast of the emission line intensity maps.

The procedure to detect clumpy structures comprises three basic steps: (i) the identification of local maxima (i.e., peaks), (ii) aggregation of pixels adjacent to each peak to construct a segmentation image (this is done iteratively until no new local maximum is found) and (iii) final iteration over the segmentation map to redistribute pixels to the nearest peak when there are two H II regions that overlap. The procedure is controlled by selecting a set of thresholds that defined a lowest flux intensity threshold, the lowest intensity to define...
a peak, the largest relative difference in flux intensity between a peak and any pixel to be aggregated to the same H II region, and finally, the largest size allowed for those regions. To extract the fluxes of each emission line for each H II region, the code uses the generated segmentation map and calculates an Hα luminosity-weighted flux. In addition, it extracts the properties of the underlying stellar populations following a similar scheme. For a more detailed description of the code see Espinosa-Ponce et al. (2020). 

**SExttractor** or **Source Extractor**: This code is written in C and it was designed to process large digital images for large amounts of survey data to detect and segregate individual sources. It analyzes an image in six steps: (i) estimation and subtraction of the background; (ii) peak finding above a defined threshold; (iii) source deblending based on an isophotal analysis; (iv) filtering of the detections to avoid spurious sources; (v) photometry extraction of each source; and (vi) separation between galaxies and stars. Despite the fact that this code was developed to detect, segregate and derive the photometry of deep field images, with the ultimate goal to explore galaxies, it has been used to detect H II regions in emission line images (Rousseau-Nepton et al. 2018). For a more detailed description of the code see Bertin & Arnouts (1996) and Holwerda (2005).

**HIIphot**: HIIphot is an automated method for photometric characterization of H II regions, written in IDL. The processing of an image consists on the following four steps: (i) initial detection of the H II region based on a shape matching procedure (using a pre-defined set of shapes); (ii) generation of a seed catalog of regions cleaning multiple and spurious detections; (iii) aggregation of pixels to each detected region until a certain limiting brightness is reached; and (iv) correction by the background (or DIG), based on those pixels not assigned to any region. For a more detailed description of each parameter and a more detailed description, see Thilker et al. (2000).

**Astrodendro**: This package is written in Python, being developed to derive a 2D dendrogram structure from any astronomical image (or cube). A dendrogram is a tree structure where the data are hierarchical. It has has two components: branches (structures that are divided into sub-structures, either on branches or leaves) and leaves (structures without sub-structures). The branches and leaves are all united to a single trunk, which is a structure without any parent structure. The association is based on the level of flux intensity or surface brightness in the image. In summary, the code assigns each pixel to a leaf, that is associated with several branches, and a trunk, generating different segmentation maps for each level of flux intensity. Thus, a dendrogram can be thought of as a segregation based on an isophotal analysis.

Once the dendrogram has been calculated, it is possible to access to the entire tree, or at each level: trunk, branches and leaves. In our particular study case, the latter can be associated with individual H II regions (e.g. Zaragoza-Cardiel et al. 2015; Rodriguez et al. 2019). Therefore, it is possible to create a catalog and extract the properties of those regions either using a segmentation map or a weighted extraction procedure. For a more detailed description of each parameter and the code, see Robitaille et al. (2019).

### 4.3.2 Comparison based on simulations

To characterize how our code compares with the ones described above, we decided to first apply all of them to the same simulated galaxy. From the set of simulations described in Sec. 4.1 and Sec. 4.2, we choose as an archetypal galaxy a face-on one, with two spiral arms and a fleck of 60%. This is the case with the best recovery rate for any of the explored parameters, as described in the previous sections. Then, we apply the full suite of codes (including pyHIIextractor) described previously to this simulated galaxy. For doing so we first need to optimize and homogenize the different input parameters required by each code (that have been designed for different purposes as indicated before). Therefore, we tune those parameters with the goal of maximizing the recovery of H II regions, obtaining a distribution of sources, fluxes, and radii that follows as much as possible the input one. As we are not expert users of the comparison codes, it is possible that our selection of parameters could be improved, however, we tried to find those parameters as if we had chosen those codes for a common science goal (i.e., to explore the H II regions in a sample of galaxies observed with MUSE at z ~ 0.02).

Once each code was applied to the chosen simulated galaxy we extracted the properties of those regions either using a segmentation map or a weighted extraction procedure. For a more detailed description of each parameter and the code, see Robitaille et al. (2019).
tion maps as output parameters, whose transformation to radii and coordinates involves additional processing. Based on the segmentation map, for each region, it is possible to estimate the barycenter and the area (as the sum of the number of pixels). Then, from these areas we derive approximate radii as \( r = \sqrt{\frac{A}{\pi}} \), i.e., assuming an almost circular shape. Finally, \textsc{astrodendro} provides its own estimation of the centroids and radii of the leaves. However, we noticed that these radii are in general smaller than the apparent size of the leaves. Therefore, for this code, we repeat the calculation outlined before and provide an alternative estimation of the coordinates and radii, based on the generated segmentation map. Once we obtain the radii and the coordinates, the extraction of the fluxes is carried out with the algorithms included in \textsc{pyhiiextractor}, except \textsc{pyhiiexplorer} that already includes in its code flux derivations.

Figure 7 shows the distribution of the recovered radii as a function of the recovered fluxes for the different explored codes (one for each panel), together with the same distribution for the simulated data (shown in all panels). In the case of \textsc{astrodendro'} we show the two derivations of the parameter indicated before, with the estimation based on the segmentation map labelled as \textsc{astrodendro'}. Based on the results shown in Fig. 7 we find that all the codes present clear differences between the recovered and simulated distributions. The code that reproduces better the trend/correlation observed between the two parameters is \textsc{pyhiiextractor} (upper left panel). However, our code overestimates the number of \textsc{H ii} regions at high fluxes (large radii), underestimating this number at low fluxes (small radii). We attribute this effect to the inability of the code to segregate/recover the smaller (fainter) regions, that are aggregated to larger (brighter) ones. On the contrary, \textsc{pyhiiexplorer} (upper right panel), the code that was the basis for the current development, systematically underestimates the recovered radii, overestimating both the fluxes and the number of regions at high fluxes. Although there is a trend between both recovered parameters, it presents an offset with respect to the simulated one (as a consequence of the overestimation indicated before).

For the remaining comparison codes we find larger discrepancies. For instance, the distribution recovered by \textsc{sourceextractor} (middle left panel) shows a set of discontinuities, with different peaks in the space of parameters. Most of the values are concentrated above the observed ones, showing a clear overestimation in both the fluxes and radii and with a much narrower dynamical range (in particular the radii). In addition, there are a few regions in which recovered fluxes and radii are much lower than the observed ones. As a consequence, \textsc{sourceextractor} does not return a distribution compatible with the simulated one. In the case of \textsc{hiiphot} and \textsc{astrodendro'} we find similar results, with a clear overestimation of both parameters, and values of the radii concentrated within a much narrow range than the input ones. The main difference with respect to the results found using \textsc{sourceextractor} is the lack of secondary peaks in the distribution (i.e., there is no regions with underestimated radii and fluxes, in average). Finally, in the case \textsc{astrodendro'} (bottom left panel), both the radii and fluxes are clearly underestimated. This implies that the leaves derived by the program as the ionization sources corresponds to fragments or just the peaks of larger \textsc{H ii} regions. On the other hand, this code is able to reproduce the trend between radii and fluxes, although with an offset in both parameters. Hereafter we will use the values for fluxes and radii derived using the estimation based on the segmentation map, i.e., \textsc{astrodendro’}, that recover larger values for both parameters.

Based on the fluxes, radii and spatial distribution of the detected \textsc{H ii} regions by each code, we construct the corresponding model image, following the procedure described in Sec. 4.1.2. Figure 8 shows those images for the different codes explored here, together with the one corresponding to the input simulation. It is appreciated that qualitatively all codes recover to a certain extent the simulated distribution of \textsc{H ii} regions. In the case of \textsc{pyhiiextractor} (upper right panel) the code recovers well the regions with smaller radii at the center of the simulated galaxy (upper left panel). While it presents a bias, described before, towards aggregating small/faint regions into larger/brighter ones, it is the code that best reproduces the observed distribution in the central and inter-arm regions, allowing proper recovery of the galaxy’s structure. This code is the one that presents the highest recovery rate of the ones explored here, with a \( f_{\text{rec}} \sim 83\% \). \textsc{pyhiiexplorer} (middle left panel) recovers equally well the structure of the simulated distribution, although its deficiency to detect fainter regions is more notable in the central region of the galaxy. Its \( f_{\text{rec}} \) is also high, \( \sim 81\% \), similar to the one derived using \textsc{pyhiiextractor}.

\textsc{sourceextractor} (middle right panel, Figure 8), qualitatively recovers systematically larger regions. Therefore it clearly aggregates the small regions into larger ones to a larger extent compared to two previous codes. This is translated into a lower \( f_{\text{rec}} \) of \( \sim 70.5\% \). Although it does not introduce spurious detections in the inter-arm regions, as the derived regions are larger than the simulated ones they are effectively overlapped and mixed, reducing the spaces between them. Another case in which the detected regions are systematically larger is \textsc{hiiphot} (bottom left panel). However, this is not its only drawback because \textsc{hiiphot} introduces spurious/ghost \textsc{H ii} regions in
inter-arm areas that are not found in the original Hα map. Despite these false detections, it presents the lowest $f_{\text{res}}$ of all the explored codes (~56%). Finally, ASTRODENDRO$^*$ (bottom right panel) present deficiencies in the recovery of simulated regions in both the center and the spiral arms, affecting not only faint/small regions but bright ones too (e.g., the bright region in the upper-right edge of the upper spiral arm). As a consequence, it presents a low detection rate too ($f_{\text{res}}$~56.5%). We note that the use of the radii intrinsically derived by ASTRODENDRO$^*$ instead of the ones derived using the segmentation maps is irrelevant regarding the effect in the detection rate.

4.3.3 Comparison based on real data

After demonstrating the different outputs of the explored codes when applied to a simulated galaxy in the previous subsection, we now apply them to real data. In this case, we cannot control the shape, size, fluxes, and distributions of the regions, and therefore, we cannot compare with the input/simulated values. On the contrary, this exploration allows us to determine which code reproduces better the observed intensity distributions. Furthermore, it allows one to explore the recovery of well known relations (e.g., flux-size) and properties (e.g., distribution in diagnostic diagrams) of both the H II regions and the DIG.

For this experiment, we chose the MUSE data of the NGC 4030 galaxy. This is an Sbc spiral galaxy at $z \sim 0.004$, with multiple arms not following a classical Gran Design pattern. It is a star-forming galaxy with the presence of a young stellar population and a large number of H II regions. The data were observed under the umbrella of the MUSE Atlas of Disks (MAD, Erroz-Ferrer et al. 2019; den Brok et al. 2020), being included in the AMUSING compilation (AMUSING, Galbany et al. 2016), as it hosted the SN2007aa (Foltatelli et al. 2007). These data have been used to explore the anomalous presence of N2 regions (Cid Fernandes et al. 2021), being part of the exploration of the frequency of outflows done by López-Cobá et al. (2020) too. It was also included in previous IFS studies, such as the SAURON survey (Ganda et al. 2006), using data of lower spatial resolution (covering a smaller FoV).

The MUSE data downloaded from the ESO archive cover a field of view (FoV) of $1' \times 1'$ with a spatial sampling of $0.2''$/spaxel and a spatial resolution limited by the seeing (FWHM $\sim 1''$, i.e., ~0.1 kpc at the redshift of the object). The spectral data cover the wavelength range between 4750-9300 Å, with a spectral sampling of 1.25 Å and an FWHM resolution of 2.4 Å. As part of the AMUSING++ compilation, the MUSE datacube was analyzed using Pars3D, as described in Sec. 2. From this analysis we make use of the emission line dataproducts, which comprise, as indicated before, the intensity and EW maps of a set of emission lines. In particular, it includes all the lines involved to explore the BPT and WHAN diagrams (i.e., the N2 and O3 line ratios and the EW(Hα)), in a similar way achieved for the simulations discussed in Sec. 4.2.2. We consider that these data are suitable to test our code and compare its behavior with that of our set of comparison codes.

We apply pyHIIextractor and the literature codes to detect candidate H II regions in the processed MUSE data of NGC 4030, extracting their properties. As indicated before each code makes different assumptions and requires different adjustments of the input parameters to perform the optimal detection and extraction. Following the same scheme adopted for simulations, we perform several experiments for each code trying to maximize the number of detected candidate H II regions and obtain the best representation of the original flux distribution. Then, we first derive the radii, positions, and flux intensities in Hα obtained by each code for the detected candidates.

Figure 9 shows the equivalent to Fig. 7, but this time using real data. It shows the distribution of sizes along fluxes in Hα estimated for all candidate H II regions for each code. It is seen that the sizes and fluxes derived by pyHIIexplorer, SourceExtractor, HIIphot and ASTRODENDRO$^*$ tend to be larger than those estimated by pyHIIextractor, in general. This is in agreement with what was obtained in the simulations, except for the case of pyHIIexplorer. For this later code, based on the simulations, we expected that the sizes cover a similar range of values as the ones covered by pyHIIextractor. This is the largest difference found between simulations and real data. We consider that this discrepancy is most probably due to the fact that pyHIIexplorer was designed for lower spatial resolution data than the one achieved by the real data analyzed here. On the contrary, our simulation is tuned to replicate a galaxy at a slightly larger redshift (the average one of the AMUSING++ compilation). Thus, the simulated data have a resolution three times worse than the one of the adopted real data, and therefore it is expected that pyHIIexplorer provides a worse result in this second case.

As a consequence of selecting smaller (and fainter) regions, covering a wider dynamical range in both parameters than any of the other codes, pyHIIextractor recovers the largest number of candidates, with 1787 detections. On the contrary the rest of the codes recovers a much lower number of regions: 365 by pyHIIexplorer, 564 by SEextractor, 283 by HIIphot and finally 287 by ASTRODENDRO$^*$. In general these codes aggregate several regions segregated by our code into a single one (e.g., pyHIIexplorer, SEextractor and ASTRODENDRO$^*$), or they are unable to detect the fainter (smaller) regions (e.g., pyHIIexplorer and HIIphot).

The comparison between the recovered radii and fluxes among the different codes provides us with only relative information. Using real data it is not possible to know a priori which distribution is the closest to the intrinsic one. We generate a model image using the distribution, sizes, and Hα fluxes of the regions recovered by each code (as described in Sec. 4.1.2). Figure 10 shows how these Hα model images (middle-left panels) from the different codes compare...
Figure 10. Comparison of the recovered properties of the H II regions using different codes. From left to right each panel shows, for each of the explored codes: (i) the original Hα image provided by Pw3D, together with the detected H II regions (red circles, with the size corresponding to the recovered radii); (ii) Hα model-image generated based on the radii, fluxes and spatial distribution of recovered H II regions, assuming a Gaussian shape, as described in Sec. 4.1.2; (iii) BPT and (iv) WHAN diagnostic diagrams showing the density distribution of H II regions as contours (encircling 90%, 50%, and 15%, from the outside-in respectively). In each of these diagrams, the lines correspond to the same demarcation lines and regions described in Fig. 2. Each row corresponds to a different code (from top to bottom): pyHIIextractor (pyHIIext), pyhiiexplorer (pyHIIEV1), SourceExtractor (SE), HIIphot (HIIphot) and astrodendro' (AD), respectively.
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with the original image provided by Pn3D. Detected candidates are overlaid on the observed Hα image (left panels).

It is appreciated that pyHIIextractor provides a model image whose structure is richer than that of any of the tested codes, and qualitatively more similar to the observed one. Other codes, such as SExtractor are able to reproduce most of the observed patterns in the original image, or at least the patterns of the brightest regions, like HIIphot, although with a lower detail than pyHIIextractor. Finally, the global structure of the original image is less clearly identified in the model recovered by pyHIIexplorer of ASTRODENDRO. This is in agreement with the exploration of the distributions shown in Fig. 9, and the differences in the number of recovered regions. Our code recovers smaller and fainter regions, being able to reproduce a richer structure, while the remaining codes create larger and brighter regions, being unable to reproduce to the same extent the observed intensity distribution. In addition, like in the case of the fiducial simulation, we estimate the contribution to the total flux in Hα of both the H II regions candidates (∼44%) and the DIG (∼63%) recovered by our code (that produced a ∼3% of mismatch). Those percentages are again similar to those previously reported in the literature (e.g. Relaño et al. 2012).

Finally, we use the fluxes and EWs extracted from the Pn3D database for each region detected by each code to explore and compare the distributions along the BPT and WHAN diagram. The results of this exploration have been included in the right-hand panels of Fig. 10. We first highlight that despite the number of detected regions and their differences in sizes and fluxes, in all cases the vast majority of the regions are located in the areas of both diagrams usually associated with ionization due to young OB stars (i.e., the loci of SF/H II regions). In more detail, the distributions recovered by pyHIIextractor are the ones that cover a wider range of parameters. In the particular case of the BPT diagram, it is the code that recovers more regions in the so-called intermediate region between the K03 and K01 demarcation lines, despite the fact that those are a marginal number (between the 50% and 90% density contour). Consequently, it also presents a tail in the WHAN diagram towards the sAGN and WAGN zone. On the other hand, the distributions recovered by pyHIIexplorer are more compact in both diagrams, being nicely concentrated around the peaks of the distributions observed by pyHIIextractor. This is a direct consequence of the bias introduced by this former code, which detects a lower number of larger regions, aggregating within each of them several regions resolved by the later code. The concentration of values in the diagnostic diagrams is a pure consequence of averaging values within a certain aperture, as already demonstrated in different experiments (e.g. Mast et al. 2014). Furthermore, the distributions recovered by pyHIIexplorer present an elongation towards the intermediate region (BPT) and the Retired region (WHAN), which could be a consequence of the contamination of the diffuse component, since this code does not perform any correction of the DIG contribution.

The distributions recovered by SourceExtractor are the most similar ones to those recovered by pyHIIextractor among the compared ones. In general, there is a broad agreement between both distributions, with a mild shift towards lower values of O3 and N2, and maybe slightly large EW(Hα). This code is the one that detects the second largest number of regions, recovering fainter regions than pyHIIexplorer, in particular in the inter-arm and outer regions of the galaxy. Therefore, although it recovers larger regions and therefore it presents a mixing effect, this effect is clearly weaker than in the case of pyHIIexplorer. Furthermore, since this code comprises a correction of the background (i.e., the DIG), the distributions do not present the tail towards the retired/intermediate locations in the diagnostic diagrams shown in the values recovered by pyHIIextractor.

A different case is offered by the distributions recovered by HIphot. This is the code for which we have recovered the lowest number of regions, being all of them large with a very small range of recovered radii. Furthermore, we were unable to recover most of the inner-arms and outer/faintest regions, clearly detected by pyHIIextractor and SExtractor, and even those recovered by pyHIIexplorer. As a consequence, the distributions in the BPT and WHAN diagram are affected by the mixing effect, but even more clear, they are affected by this detection bias. Therefore, they are limited to those regions with high EW(Hα) (the brightest ones that follow the spiral-arms), with the distribution in the WHAN clearly shifted towards these values (i.e., to the upper envelope of the distribution described by pyHIIextractor). Regarding the BPT diagram, there is a clear shift towards lower values of N2 and O3, which is less clearly explained by the mixing and detection biases. Considering that the non-detected regions are those with larger values of both parameters (upper-right envelope of the distributions described by pyHIIextractor and SExtractor), we consider that this shift is a consequence of an overcorrection of the background (DIG). In other words, the background is estimated using locations corresponding to regions detected by other codes, and its subtraction affects the line ratios of the remaining detected regions.

Finally, ASTRODENDRO presents similar results as the one produced by HIphot, regarding the low number and the large size of the recovered regions. However, in contrast to this later code, it is able to recover outer/faint regions, although it is unable to recover many of the inter-arms/faint ones. As a consequence, the distributions present mixed patterns. For instance, the distribution in the WHAN is very similar to the one derived using SExtractor (and pyHIIextractor to a lower extent). On the other hand, the distribution in the BPT diagram is in between the one observed for SExtractor and the one for HIphot. In summary, although this code presents an improvement over HIphot, it does not recover the observed distributions as well as SExtractor or pyHIIextractor.

We should stress that the main aim of the comparison with other tools available in the literature is not to make a ranking of which is the best code for detecting and extracting the properties of candidate H II regions using the considered datasets and simulations. We tried to demonstrate that the presented code, pyHIIextractor, provides a reliable representation of the light distribution in the considered emission line maps, a fair detection and extraction of the properties of the ionized regions, and distribution of the properties (locations, fluxes, radii, and line ratios) as good as the one provided by existing codes. Despite our best efforts to tune the input parameters of the existing codes to provide with the best detection and extractions of the properties of H II regions, we acknowledge that users with more expertise could provide better results. This is most probably true for the case of HIphot since we did not find the last version of this code publicly available, and we find the documentation scarce regarding the required input parameters. Furthermore, we also acknowledge that some of the adopted codes were not created for this specific purpose. This is the case of SExtractor, whose main aim was the segregation of extended sources (galaxies) in deep fields, and ASTRODENDRO, which main aim is to segregate structures of different extension by their flux density (isophotes), and the connection between them (tree structures).
5 SUMMARY AND CONCLUSIONS

We have developed a new code designated pyHIIextractor, an open-source code written in Python. Its main goal is to recover all possible information about emission lines and underlying stellar populations of candidate H\textsc{ii} regions with high-resolution IFS data, in particular MUSE data for galaxies at \( z \sim 0.015 \). Additionally, the code provides a model of the DIG emission based on a minimum number of assumptions. This model is used to decontaminate the properties derived for the candidate H\textsc{ii} regions. This is a novelty with respect to other codes and procedures in the literature, that do not perform such decontamination, or propose a selection and decontamination a posteriori based on assumed physical properties of the DIG (e.g. through high values \([\text{S} \text{ii}] / \text{H}\alpha\), Della Bruna et al. 2020).

An additional important advantage of our code is its versatility since it can detect candidate H\textsc{ii} regions either from an IFS datacube, the dataproducts provided by IFS analysis pipelines, or just an emission line image (e.g. an H\alpha image). Furthermore, the code can be used as a single script running the full analysis process, or the user may select which specific functions are more suitable for the considered analysis.

The entire pyHIIextractor procedure is divided into two steps: detection and extraction. The detection implements the routines to select the candidate H\textsc{ii} regions in an emission line image. It provides their positions, sizes, and fluxes, together with two model images corresponding to the emission of the detected regions and the DIG. The extraction assigns to each H\textsc{ii} region the properties of the emission lines and the underlying stellar population provided by the Py3D datacube, including flux intensities, equivalent widths, ages, metallicities, among other properties, each one with their respective uncertainties. We note that this second procedure can be easily adapted to the dataproducts of other analysis pipelines or even to extract the spectra corresponding to each region from an IFS datacube (or similar data).

We characterize pyHIIextractor exploring its behavior using both simulations and real data. First, we use simulations of an idealized spiral galaxy with three components (i) H\textsc{ii} regions, (ii) DIG due to old stars (HOLMES), and (iii) leaking photons from H\textsc{ii} regions. In this simulation, we vary the inclination of the galaxy (b/a ratio), number of arms, and the leaking factor. We perform approximately \( \sim 200 \) simulations and we conclude that: (i) the parameter that least affects the fraction of recovered regions is the leaking factor compared to the inclination and the number of arms; (ii) the procedure provides better results regarding the recovery of simulated regions and their fluxes when the system is less inclined (face-on) and the number of spiral arms is lower; (iii) regarding the derived radii, our code introduces a systematic bias, obtaining values \( \sim 20\% \) larger than the simulated ones; (iv) the N2 and O3 line ratios are slightly underestimated and overestimated respectively for the candidate H\textsc{ii} regions (with \( \sim 0.1 \) dex of the simulated values), while the EW(H\alpha) is well recovered for most of the cases. However, there are particular cases (edge-on, large number of H\textsc{ii} regions, and low \( f_{\text{frac}} \) values), where the EW(H\alpha) is erroneously recovered (by a factor of two); and (v) N2 and O3 recovered for DIG tend to be slightly underestimated and underestimated, respectively (within \( \sim 0.2 \) dex of the simulated values). Regarding the EW(H\alpha), in most of the cases it is recovered appropriately, within 50\% of the original value. However, like in the case of the candidate H\textsc{ii} regions for an edge-on galaxy with a large number of candidates and a low \( f_{\text{frac}} \), it presents errors up to a factor of six of the simulated value. In summary, we consider that the code may not be adequate to explore flocculent, highly inclined, and early-type spirals.

In addition we compare the performance of pyHIIextractor with that of four different codes most frequently used in the literature with the same purpose: pyHIIexplorer, SourceExtractor, HIIPHOT and astrodendro. For doing so we apply all the codes to (i) the same simulated galaxy (a face-on, Grand Design galaxy, with a large \( f_{\text{frac}} \)), and (ii) the dataproducts derived by Py3D for the MUSE data on the NGC 4030 galaxy. Both experiments show that pyHIIextractor is a highly competitive code to recover the properties of the H\textsc{ii} regions, performing as well or better than the other codes. In particular, we found that: (i) our code is the one that recovers the largest number of regions in both the simulation and the real data; (ii) it is also the one that best reproduces the observed distribution of sizes and fluxes (based on the simulation); (iii) most of the codes tend to increase the number of large/bright regions at the expense of small/faint ones. Thus, they all aggregate the later ones to existing former ones or create unrealistically large regions by aggregation. This bias is stronger in the comparison codes, except for astrodendro since if the original sizes for the candidates are adopted in this case the sizes and fluxes are far too small/low. This is observed in the simulations, where both the sizes and fluxes are biased towards larger values than the input ones (for all codes, except for pyHIIexplorer), and in real data, where sizes and fluxes are condensed towards the larger values reported by pyHIIextractor; (iv) all codes recover well the distribution, sizes, and fluxes, of the brightest/largest H\textsc{ii} regions, tracing their location in the original image in both the simulation and the observations. However, the bi-dimensional intensity distribution is better recovered by pyHIIextractor with respect to any of the other codes, either because it recovers fainter/smaller regions (not recovered by the remaining codes) or because those regions are erroneously aggregated into larger ones by other codes; finally, (v) the recovered distributions of the line ratios and EW(H\alpha) of the recovered candidates are located for all the codes in the expected location for H\textsc{ii} regions and star formation areas (for the observations). Nevertheless, the distribution is wider in the case of pyHIIextractor, covering a more ample range of values than any of the other codes. SExtractor covers almost the same range, while HIIPHOT and astrodendro present a much stronger bias. Finally pyHIIextractor concentrates the values towards the peak of the distribution provided by pyHIIextractor, as a consequence of the aggregation of ionized regions into larger ones. In summary, our results suggest that our code is as good or better than any of the existing codes. Even in the case that our implementation of the comparison codes could be improved (by experts users), our code has the advantage that it does not require any adjustment. All the required parameters can be self-defined by a simple exploration of the input data (such as the PSF FWHWM or max size values), or are directly estimated by the code itself (like the adopted thresholds for the detection of regions).

Our purpose for future work is to implement our tool for the IFS MUSE data included in the AMUSING ++ compilation, already processed by Py3D (López-Cóbal et al. 2020), to provide a refined catalog of physical properties of H\textsc{ii} regions. Our estimations, based on the analysis of NGC 4030 presented here suggest that we should recover of the order of \( \sim 100,000 \) regions for the already compiled set of \( \sim 500 \) galaxies.

APPENDIX A: ACCESSING AND USING pyHIIextractor

pyHIIextractor is a public and freely accessible code written in Python. It can be downloaded from the following GitHub repository: https://github.com/sfsanchez72/pyHIIExplorer.git. It requires the following versions of the lan-
Figure 1. Example of the use of pyHIIextractor for the AMUSING++ data of the galaxy NGC 2906. Left panel shows the original Hα map (intensity image) together with the detected candidate H II regions, as red circles. The radius of the circles is proportional to the size of the candidates. The number of detected regions is indicated in the label. Right panels show, from the upper-left to the bottom-right, (i) the original Hα image, (ii) the best model provided by the code (candidates + diffuse), (iii) the residual image created by subtracting the models to the original image, (iv) the model of the candidates to H II regions, (v) the model of the DIG, and finally, (vi) the relative residual image (i.e., the residual image divided by the original Hα image).

Figure 2. Similar figure as Fig. 1, this time for the CALIFA data of NGC 2906.

language and packages: Python 3.6.5, Numpy 1.19.5, Astropy 4.1, Scipy 1.1.0, Matplotlib 2.2.2, Skimage 0.17.2, Argparse 1.1, Photutils 1.0.2, AstroDendro 0.2.0, extinction 0.4.6 and PIL 5.1.0. We recommend installing all in a virtual environment to avoid dependency problems.

The GitHub repository comprises five different folders: (i) simulations, including the code required to replicate the simulations presented along this study; (ii) bin, comprising the scripts required to run the code as a command line from a terminal; (iii) data, that contains two datasets useful to test the code, a Pipe3D datacube corresponding to the analysis performed for the CALIFA data of galaxy NGC 2906 and a table with the emission lines properties corresponding to the candidate H II regions detected by our code on the MUSE data of the NGC 6975 galaxy; (iv) notebooks, including some useful tools to read and represent the extracted data; and (v) pyHIIExplorer, comprising all scripts involved in the different steps of pyHIIextractor.

In order to test pyHIIextractor, the user can run the py-
**APPENDIX B: EXAMPLES OF USE OF pyHIIextractor**

As an example of the use of our code we apply it to four different Hα emission line maps of very different nature: (i) a map extracted from the IFS data of the galaxy NGC 2906 observed by MUSE (included in the AMUSING++ compilation); (ii) a similar map for the same galaxy extracted from the IFS data obtained by the CALIFA survey; (iii) an Hα narrow-band image obtained for the galaxy NGC 628 as part of the Spitzer Infrared Nearby Galaxies Survey sample (SINGS) ancillary data (Kennicutt et al. 2003); and (iv) an Hα map extracted from the PPAK IFS Nearby Galaxy Survey (PINGS) observations.
(Rosales-Ortega et al. 2010) on the same galaxy. The first two H\alpha maps, corresponding to NGC 2906, were obtained using the Pipe3D pipeline, following the procedures outlined in Sec. 2. On the other hand, to derive the H\alpha maps corresponding to NGC 628 the classical approach of obtaining a narrow-band image centered in the emission line of interest was adopted, to sample the emission by the ionized gas, and a broad-band image at the same wavelength, to sample the underlying continuum. Then, the final H\alpha map was constructed by scaling and subtracting the broad-band image to the narrow-band one. The only difference among the two maps is that for the SINGS data both narrow- and broad-band images correspond to direct observations, while for the PINGS data they were synthesized from the IFS datacube.

We should highlight that the four images correspond to very different apparent and physical resolutions. The resolution of the AMUSING++ and SINGS data is driven by the atmospheric seeing, with a FWHM \sim 1\". On the other hand, both the CALIFA and PINGS data have a resolution of FWHM \sim 2.5-2.7\", driven mostly by the size of the PPAK fibers and the observing strategy (i.e., the adopting of a dithering scheme or not). Finally, NGC 628 is three times nearer than NGC 2906, which implies that the physical scales are very different for the same apparent resolution. This way, the physical resolution of the NGC 2906 AMUSING++ data is FWHM \sim 160 pc, while for the CALIFA data is FWHM \sim 400 pc. In the case of NGC 628, the SINGS data have a physical resolution of FWHM \sim 46 pc, while for the PINGS data is FWHM \sim 124 pc. Thus, the physical resolution of the PINGS data for NGC 628 is similar to the one provided by AMUSING++ for NGC 2906.

For each image, we optimize the required input parameters ($c_{\text{size}}$, $c_{\text{cont}}$, and max_{size}) with the aim of obtaining the best compromise between (i) deriving the largest number of recovered candidate H\alpha regions, (ii) minimizing the value of the $\chi^2$ (see Sec. 3.5) and (iii) recovering the same spatial distribution of H\alpha regions in the model than the one observed in the original data. Figures 1, 2, 3 and 4 illustrate the results of this experiment, showing the default plots provided by pyHIIEXTRACTOR. Each figure comprises a panel showing the detected regions on top of the input emission line map (left panel), and a set of panels comparing this map with the best provided model, the models for the H\alpha regions and the DIG, and the corresponding residuals (right panels). As expected the image with best physical spatial resolution, covering the largest optical extension of the corresponding galaxy (i.e., the H\alpha SINGS data for NGC 628), is the one in which the code recovers the largest number of candidate H\alpha regions. As the resolution is degraded the number of candidate H\alpha regions and the quality of the recovered model is lower (i.e., it is less similar to the original dataset). It is worth noticing that at a resolution below 100 pc (i.e., H\alpha SINGS data of NGC 628), the basic premise required by our code is that ionized regions are visually similar to clumpy/peaky almost circular regions is not fulfilled. For this reason, a detailed exploration of the best model provided by the code shows that in some cases, near large candidates with clear resolved structures the code over-segregates the regions creating artificial structures. On the other hand, for the dataset with the worst physical resolution (CALIFA data of NGC 2906), the code is unable to recover most of the detailed structure and the extracted candidates are in most cases the result of aggregating several regions well segregated in the data of a better spatial resolution. It is worth noticing that the rate of aggregation (between 3-10) was already predicted in the simulations performed by Mast et al. (2014), on the very same topic. This is important for the interpretation of the physical quantities associated with those ionized regions (e.g. Espinosa-Ponce et al. 2020).

**Table C1.** List of emission lines includes in the FLUX_ELINES cube.

| # | \(\lambda\) (Å) | ID | # | \(\lambda\) (Å) | ID |
|---|---|---|---|---|---|
| 0 | 4922.2 | He I | 15 | 5875.6 | He I |
| 1 | 5006.8 | [O III] | 16 | 6300.3 | [O I] |
| 2 | 4958.9 | [O III] | 17 | 6312.4 | [S III] |
| 3 | 4861.3 | H\beta | 18 | 6347.3 | [S II] |
| 4 | 4889.6 | [Fe II] | 19 | 6563.8 | [O I] |
| 5 | 4905.3 | [Fe II] | 20 | 6562.7 | H\alpha |
| 6 | 5111.6 | [Fe II] | 21 | 6548.1 | [N II] |
| 7 | 5158.8 | [Fe II] | 22 | 6583.4 | [N II] |
| 8 | 5199.6 | [N I] | 23 | 6678.0 | He I |
| 9 | 5261.6 | [Fe II] | 24 | 6716.4 | [S II] |
| 10 | 5517.7 | [Cl III] | 25 | 6730.7 | [S II] |
| 11 | 5537.6 | [Cl III] | 26 | 7136.0 | [Ar III] |
| 12 | 5554.9 | [O I] | 27 | 7325.0 | [O II] |
| 13 | 5577.3 | [O I] | 28 | 7751.0 | [Ar III] |
| 14 | 5754.5 | [N II] | 29 | 9068.6 | [S III] |

where # is the index of the corresponding emission line, \(\lambda\) is the wavelength, and ID is the label to each emission line.

In summary, this experiment demonstrates that pyHIIEXTRACTOR, despite being optimized to work with data that adopts the format used by Pipe3D, can be used in a wide variety of data, using as input the emission line maps generated using different techniques. Based on this experiment we consider that the optimal physical resolution on which the code is more reliable is FWHM \sim 100 pc.

**APPENDIX C: AVAILABLE INFORMATION IN PIPE3D DATAPRODUCTS**

Pipe3D pipeline derives at least four cubes of dataproducts (FLUX_ELINES, SFH, SSP, and INDICES), in which each channel is a map a physical property or parameter of either the emission lines or the underlying stellar populations. We present here a brief summary of the content of those dataproducts (for a more detailed information we refer to Sánchez 2006).

i) FLUX_ELINES: contains the main parameters of the 30 emission lines (for a MUSE cube) listed in the table C1, such as flux intensity, velocity, velocity dispersion and equivalent width, with their corresponding errors.

ii) SFH: each channel includes the spatial distribution of the light fraction of each single stellar population within the adopted SSP-library. The currently SSP-library for the standard analysis performed for the AMUSING++ data comprises 156 SSPs, with 39 ages and 4 metallicities.

iii) SSP: each slice corresponds to the average properties of the stellar populations derived from the multi-SSP fitting procedure performed by Pipe3D.

iv) INDICES: each channel contains the spatial distribution of a set of stellar indices obtained from the emission-line subtracted spectra.
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Table C2. Description of the FLUX_ELINES extensions.

| Channel | Units | Description of the map |
|---------|-------|------------------------|
| #       |       |                        |
| #+N     | 10^{-16} erg/s/cm² | Flux intensity |
| #+2N    | km/s  | Velocity               |
| #+3N    | Å      | Equivalent width\a |
| #+4N    | 10^{-16} erg/s/cm² | Flux error         |
| #+5N    | km/s  | Velocity error        |
| #+6N    | Å      | Velocity dispersion error |
| #+7N    | Å      | Equivalent width error |

\# is the index of corresponding emission line listed in table C1 and N = 30 is the number of analysed lines.

Table C3. Description of the SFH extensions.

| Channel | Description of the map |
|---------|------------------------|
| 0       | $w_{\star,L}$ for $(\mathcal{A}_\star,Z_\star)=$(0.001 Gyr, 0.0037) |
| …      | …                      |
| 155     | $w_{\star,L}$ for $(\mathcal{A}_\star,Z_\star)=$(14.1254 Gyr, 0.0315) |
| 156     | $w_{\star,L}$ for $\mathcal{A}_\star=0.0010$ Gyr |
| …      | …                      |
| 194     | $w_{\star,L}$ for $\mathcal{A}_\star=14.1254$ Gyr |
| 195     | $w_{\star,L}$ for $Z_\star=0.0037$ |
| …      | …                      |
| 198     | $w_{\star,L}$ for $Z_\star=0.0315$ |

Channel column indicates the length on the Z-axis of the datacube. $w_{\star,L}$ is the fraction weight of light corresponding to an SSP, which can be of 3 types: a) to an age-metallicity $(\mathcal{A}_\star,Z_\star)$, b) to a specific age $(\mathcal{A}_\star)$ and c) to a specific metallicity $(Z_\star)$.
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Table C4. Description of the SSP extension.

| Channel | Units       | Stellar index map                          |
|---------|-------------|--------------------------------------------|
| 0       | 10^{-16} erg/s/cm^2 | Unbinned flux intensity at ~5500Å, f_V     |
| 1       | None        | Continuum segmentation index, CS           |
| 2       | None        | Dezonification parameter, DZ               |
| 3       | 10^{-16} erg/s/cm^2 | Binned flux intensity at ~5500Å, f_{VCS}   |
| 4       | 10^{-16} erg/s/cm^2 | StdDev of the flux at ~5500Å, e_{f_{VCS}} |
| 5       | Gyr         | Lum. Weighted age, A_{L,M}                 |
| 6       | Gyr         | Mass Weighted age, A_{M,M}                 |
| 7       | Gyr         | Error of both A_{L,M}                      |
| 8       | dex         | Lum. Weighted metallicity, Z_{L,M} in       |
| 9       | dex         | Logarithm scale, normalized to the solar value |
| 10      | dex         | Error of both Z_{L,M}                      |
| 11      | mag         | Dust attenuation of the st. pop., A_{V}    |
| 12      | mag         | Error of A_{V}, a_{AV}                      |
| 13      | km/s        | Velocity of the st. pop., vel_{s}          |
| 14      | km/s        | Error of the velocity, e_{vel}             |
| 15      | km/s        | Velocity dispersion of the st. pop., \sigma_{s} |
| 16      | km/s        | Error of \sigma_{s}, e_{\sigma}           |
| 17      | log(10(M/L)) | Mass-to-light ratio of the st. pop., \gamma_{s} |
| 18      | log(10(M/L)^{-2}) | Stellar Mass density per spaxel, \Sigma_{s} |
| 19      | log(10(M/L)^{-2}) | Dust corrected \Sigma_{s}, \Sigma_{s,dust} |
| 20      | log(10(M/L)^{-2}) | Error of \Sigma_{s}                           |

Channel column indicates the length on the Z-axis of the datacube, units column indicates the units for each map, and stellar index map column indicates the labels of each property.

Table C5. Description of the INDICES extension.

| ID | Channel | Units | Channel content | Index \l range (Å) | blue \l range (Å) | red \l range (Å) |
|----|---------|-------|-----------------|-------------------|------------------|-----------------|
| Hδ | 0/9     | Å     | Hδ index/error  | 4083.500-4122.250 | 4041.600-4079.750 | 4128.500-4161.000 |
| Hδ | 1/10    | Å     | Hδ index/error  | 4887.857-4876.625 | 4827.875-4847.875 | 4876.625-4891.625 |
| Mgβ| 2/11    | Å     | Mgβ index/error | 5160.125-5192.625 | 5142.625-5161.375 | 5191.375-5206.375 |
| Fe5270 | 3/12 | Å | Fe5270 index/error | 5245.650-5285.650 | 5233.150-5248.150 | 5285.650-5318.150 |
| Fe5335 | 4/13 | Å | Fe5335 index/error | 5312.125-5352.125 | 5304.625-5315.875 | 5353.75-5363.375 |
| D4000 | 5/14 | Å | D4000 index/error | 4050.000-4250.000 | 3750.000-3950.000 |                     |
| H_δmod | 6/15 | Å | H_δmod/error    | 4083.500-4122.250 | 4079.000-4083.000 | 4128.500-4161.000 |
| Hg  | 7/16    | Å     | Hg index/error  | 4319.75-4363.500  | 4283.500-4319.750 | 4367.250-4419.750 |
| Flux| 8/17    | Å     | Unbinned flux standard deviation¹ |                     |                  |                  |

ID is the label to each index, channel column indicates the length on the Z-axis of the datacube, channel content column indicates the property.

¹ Median flux/standard deviation
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