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Abstract

In this paper a new Runge-Kutta type scheme is introduced for nonlinear stochastic partial differential equations (SPDEs) with multiplicative trace class noise. The proposed scheme converges with respect to the computational effort with a higher order than the well-known linear implicit Euler scheme. In comparison to the infinite dimensional analog of Milstein type scheme recently proposed in [Jentzen & Röckner (2012); A Milstein scheme for SPDEs, Arxiv preprint arXiv:1001.2751v4], our scheme is easier to implement and needs less computational effort due to avoiding the derivative of the diffusion function. The new scheme can be regarded as an infinite dimensional analog of Runge-Kutta method for finite dimensional stochastic ordinary differential equations (SODEs). Numerical examples are reported to support the theoretical results.
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1 Introduction

In the last two decades, much progress has been made in developing numerical schemes for stochastic partial differential equations (SPDEs), see, e.g., [4, 5, 6, 9, 11, 12, 13, 14, 16, 17, 18], and an extensive list of references can be found in the review article [7]. In this article we are concerned with strong approximations (see Section 9.3 in [10]) to nonlinear SPDEs of evolutionary type. For simplicity of presentation, we concentrate...
on the following SPDE in this introductory section and refer to Section \[3\] for multi-dimensional space case. To be precise, we consider a parabolic SPDE with multiplicative trace class noise as

\[
\begin{aligned}
\begin{cases}
    dX_t(x) = \left[k \frac{\partial^2}{\partial x^2} X_t(x) + f(x, X_t(x)) \right] dt + g(x, X_t(x))dW_t(x), & 0 \leq t \leq T, \\
    X_t(0) = X_t(1) = 0, \\
    X_0(x) = \xi(x), & x \in (0,1).
\end{cases}
\end{aligned}
\tag{1.1}
\]

Here \(f, g : (0,1) \times \mathbb{R} \to \mathbb{R}\) are two appropriate smooth and regular functions with globally bounded derivatives, and \(T\) is a positive constant. Let \(H = L^2((0,1), \mathbb{R})\) and let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space with a normal filtration \(\{\mathcal{F}_t\}_{0 \leq t \leq T}\). Moreover, let \(W : [0,T] \times \Omega \to H\) be a standard \(Q\)-Wiener process with respect to \(\{\mathcal{F}_t\}_{0 \leq t \leq T}\), with a trace class operator \(Q : H \to H\). We assume that \(\eta_j, j \in \mathbb{N}\) is an orthonormal basis of \(H\) consisting of eigenfunctions of \(Q\) such that \(Q\eta_j = \mu_j \eta_j, j \in \mathbb{N}\).

The problem (1.1) can be formulated in an abstract form

\[
dX_t = (AX_t + F(X_t)) dt + G(X_t)dW_t, \quad X_0 = \xi,
\tag{1.2}
\]

where \(A : D(A) \subset H \to H\) is the Laplacian with Dirichlet boundary conditions times the constant \(k > 0\) and \(F : H \to H\) and \(G : H \to HS(U_0, H)\) are, respectively, given by \((F(v))(x) = f(x, v(x))\) and \((G(v)u)(x) = g(x, v(x)) \times u(x)\) for all \(x \in (0,1), v \in H\) and all \(u \in U_0\). Here \(U_0 = Q^{\frac{1}{2}}(H)\) and \(HS(U_0, H)\) denotes the space of Hilbert-Schmidt operators from \(U_0\) to \(H\) (see Section \[2\] for more details). Under the assumptions above, the SPDE (1.2) has a unique mild solution with continuous sample path (see, Proposition \[2\]), given by

\[
X_t = S(t)\xi + \int_0^t S(t-s)F(X_s)ds + \int_0^t S(t-s)G(X_s)dW_s, \quad \mathbb{P}\text{-a.s.},
\tag{1.3}
\]

where we denote by \(S(t) := e^{At}, t \geq 0\) the semigroup generated by the operator \(A\).

Now we are interested in the strong approximation problem of the SPDE (1.1). More formally, we want to design a numerical approximation \(Y : \Omega \to H\) such that

\[
\left(\mathbb{E}\left\|X_T - Y\right\|^2_H\right)^{\frac{1}{2}} := \left(\mathbb{E}\left[\int_{(0,1)} |X_T(x) - Y(x)|^2 dx\right]\right)^{\frac{1}{2}} < \varepsilon
\tag{1.4}
\]

holds for a given precision \(\varepsilon > 0\) with the least possible computational effort. To implement the numerical approximation on a computer, one has to discretize both the time interval \([0, T]\) and the infinite dimensional space \(H\). In this article we consider spectral Galerkin method for spatial discretization and difference method for temporal discretization. A simple fully discretization for (1.1) is the linear implicit Euler scheme combined with spectral Galerkin method given by \(Y_0^{N,M,K} = P_N(\xi)\) and for \(m = 0, 1, \ldots, M - 1\)

\[
\tilde{Y}_m^{N,M,K} = P_N\left(\left(I - hA\right)^{-1}\left(\tilde{Y}_m^{N,M,K} + h f(\cdot, \tilde{Y}_m^{N,M,K}) + g(\cdot, \tilde{Y}_m^{N,M,K}) \times \Delta W_m^{M,K}\right)\right),
\tag{1.5}
\]

where we used the notations \(\varphi(\cdot, v) : (0,1) \to \mathbb{R}\) and \(v \times w : (0,1) \to \mathbb{R}\) given by

\[
(\varphi(\cdot, v))(x) = \varphi(x, v(x)), \quad (v \times w)(x) = v(x) \times w(x)
\tag{1.6}
\]
for all \( x \in (0, 1) \) and all functions \( v, w : (0, 1) \to \mathbb{R} \) and \( \varphi : (0, 1) \times \mathbb{R} \to \mathbb{R} \). Here and throughout this article, \( h = \frac{t_m}{M}, M \in \mathbb{N} \) is the time stepsize and the increment \( \Delta W_{m+1}^{M,K}(\omega) := W_{m+1}^K(\omega) - W_m^K(\omega) \) is given by (2.13). The linear projection operator \( P_N : H \to H \) is defined by (2.11). Here \( \{e_i\}_{i \in \mathbb{N}} \) is an orthonormal basis of \( U \) consisting of eigenfunctions of \( A \). It is worthwhile to point out that the scheme (1.5) for (1.1) is easy to implement (see Figure 2 in [9] for the matlab code).

Recently, Jentzen and Röckner [9] introduced an infinite dimensional analog of Milstein type scheme for (1.1), given by \( \tilde{Y}_N^{\xi} = P_N(\xi) \) and for \( m = 0, 1, ..., M - 1 \)

\[
\tilde{Y}_{m+1}^{N,M,K} = P_N \left( S(h) \left( \tilde{Y}_m^{N,M,K} + hf\left( \cdot, \tilde{Y}_m^{N,M,K} \right) + g\left( \cdot, \tilde{Y}_m^{N,M,K} \right) \right) \otimes \Delta W_{m,K} \right)
\]

(1.7)

\[
\frac{1}{2} \left( \frac{\partial}{\partial y} g \left( \cdot, \tilde{Y}_m^{N,M,K} \right) - \frac{\partial}{\partial y} g(x, v(x)) \right)
\]

for all \( x \in (0, 1) \) and all functions \( v, w : (0, 1) \to \mathbb{R} \). For continuously differentiable function \( g : (0, 1) \times \mathbb{R} \to \mathbb{R}, \frac{\partial}{\partial y} g : (0, 1) \times \mathbb{R} \to \mathbb{R} \) is a partial derivative of \( g \) with respect to the second variable. On the one hand, it is also easy to implement the scheme (1.7) for the SPDE (1.1) (see Figure 3 in [9] for the matlab code). On the other hand, the scheme (1.7) gives a break of complexity of the numerical approximation of nonlinear SPDEs with multiplicative class noise. For example, the scheme (1.5) for the first test example in Section 5 can only achieve overall convergence order \( \frac{2}{3} \) while the scheme (1.7) possesses overall convergence order \( \frac{1}{2} \) (here and below we write \( b- \) for the convergence order if the convergence order is higher than \( b- \varepsilon \) for every arbitrarily small \( 0 < \varepsilon < b \)).

Note that the scheme (1.7) can also be adapted to solve a SPDE system (1.1) with \( X_t(x), \xi(x) \in \mathbb{R}^n, \) and \( f, g : (0, 1) \times \mathbb{R}^n \to \mathbb{R}^n \) for \( n \in \mathbb{N} \). In this situation, \( \frac{\partial}{\partial y} \) in (1.7) is interpreted as the Jacobian of the numerical approximation of the SPDE (1.1). Therefore, to implement (1.7) one needs to calculate the Jacobian exactly, which may be difficult, and to evaluate it at each time step, which may be expensive. To save computational cost in this sense, we will take a Runge-Kutta type scheme to avoid computing the Jacobian. Following this idea, in this article we aim at constructing a high strong order Runge-Kutta method for (1.1). For simplicity, we only consider a scalar SPDE. But our work can be easily extended to a SPDE system with scalar noise as described above.

One approach for deriving a Runge-Kutta method is to replace the partial derivative in the approximations (1.7) by difference, and this leads to a derivative-free scheme, given by \( Y_0^{N,M,K} = P_N(\xi) \) and for \( m = 0, 1, ..., M - 1 \)

\[
Y_{m+1}^{N,M,K} = P_N \left( S(h) \left( \tilde{Y}_m^{N,M,K} + hf\left( \cdot, \tilde{Y}_m^{N,M,K} \right) + g\left( \cdot, \tilde{Y}_m^{N,M,K} \right) \right) \otimes \Delta W_{m,K} \right)
\]

(1.8)

\[
+ \frac{1}{2\sqrt{h}} \left[ g\left( \cdot, Y_{m}^{N,M,K} + \sqrt{h} g\left( \cdot, Y_{m}^{N,M,K} \right) \right) - g\left( \cdot, Y_{m}^{N,M,K} \right) \right] \times \left( \left( \Delta W_{m,K} \right)^2 - h \sum_{j=1}^{K} \mu_j(\eta_j)^2 \right)
\]
where the function $g\left(\cdot, v + \sqrt{h} g(\cdot, v)\right) - g(\cdot, v) : (0, 1) \to \mathbb{R}$ is defined by

$$
\left[g\left(\cdot, v + \sqrt{h} g(\cdot, v)\right) - g(\cdot, v)\right](x) = g\left(x, v(x) + \sqrt{h} g(x, v(x))\right) - g\left(x, v(x)\right)
$$

for all functions $v : (0, 1) \to \mathbb{R}$, $g : (0, 1) \times \mathbb{R} \to \mathbb{R}$. A natural question thus arises as to whether such replacement maintains the high convergence order of $(1.7)$. In this paper we give a positive answer and prove that the new scheme not only maintains the high convergence order, but also reduces computational cost. Similarly to the scheme $(1.7)$, the numerical method $(1.8)$ can be simulated quite easily (see Figure 1 in Section 5 for the implementation code).

Now we take a closer look at schemes $(1.7)$ and $(1.8)$. For each step, the Milstein type scheme $(1.7)$ requires one evaluation of $f$, one evaluation of $g$ and one evaluation of the partial derivative $\frac{\partial}{\partial y}g$. In contrast, the new Runge-Kutta type scheme $(1.8)$ needs one evaluation of $f$ and two evaluations of $g$, but no evaluation of the partial derivative $\frac{\partial}{\partial y}g$ at each step. Thus the Runge-Kutta type scheme $(1.8)$ is easier to implement than the Milstein type scheme $(1.7)$. The main result (Theorem 2.1) shows that the new scheme $(1.8)$ maintains the high convergence order of scheme $(1.7)$. Numerical results in Section 5 demonstrate that the schemes $(1.7)$ and $(1.8)$ produce nearly the same approximation errors. Even if we neglect the effort for the calculation of the partial derivative, the runtime for one path simulation of the Runge-Kutta scheme $(1.8)$ applied to $(1.1)$ is less than that for simulating the scheme $(1.7)$. Take the first test problem in Section 5 for example, in the case of $N = 256$, one path simulation of the Runge-Kutta scheme $(1.8)$ costs 60.312000 seconds, while it needs 77.016000 seconds to simulate the scheme $(1.7)$ (see Table 1). This occurs due to the fact that evaluation of the partial derivative $(\frac{\partial}{\partial y}g)(x, y)$ costs more time than evaluation of the function $g(x, y)$. Summarizing, the Runge-Kutta type scheme $(1.8)$ is easier to implement and needs less computational effort than the Milstein type scheme $(1.7)$. Moreover, the derivative-free scheme $(1.8)$ can be regarded as an infinite dimensional analog of the Runge-Kutta method (6) in [1] for finite SODEs. To the best of our knowledge, this is the very first paper to introduce a Runge-Kutta method for nonlinear SPDEs with multiplicative noise. We also mention that constructing higher order Runge-Kutta methods and developing more systematic way to derive Runge-Kutta methods for SPDEs are of great interest and will be our future work.

The rest of this paper is organized as follows. In the next section, we put everything into an abstract framework and state the main convergence result of this article. In Section 3 we give examples fulfilling the assumptions in the previous section. A detailed proof of the main convergence result is elaborated in Section 4. Finally, we illustrate how to implement the proposed scheme and present some numerical examples to support our theoretical results.

## 2 Abstract framework and main result

In this section we focus on the abstract framework $(1.2)$ and adopt the following setting and assumptions.

Let $(H, \langle \cdot, \cdot \rangle_H, \|\cdot\|_H)$ and $(U, \langle \cdot, \cdot \rangle_U, \|\cdot\|_U)$ be two separable Hilbert spaces. By $L(U, H)$ and $L^{(2)}(U, H)$ we denote the space of linear bounded operator from $U$ to $H$ and from $U \times U$ to $H$, respectively. For short, we write $L(H)$ instead of $L(H, H)$. We also introduce
a space of Hilbert-Schmidt operators. An operator $\Gamma \in L(U, H)$ belongs to the Hilbert-Schmidt operator space $HS(U, H)$, if for any orthonormal basis $\{\psi_k\}_{k=1}^{\infty}$ of $U$ the sum

$$\|\Gamma\|_{HS(U, H)}^2 := \sum_{k=1}^{\infty} \|\Gamma \psi_k\|_H^2$$

is finite and is independent of the choice of the orthonormal basis. The quantity $\|\Gamma\|_{HS(U, H)}$ is called the Hilbert-Schmidt norm of $\Gamma$. Similarly, we can define an Hilbert-Schmidt operator space $HS^{(s)}(U, H)$ from $U \times U$ to $H$. We refer to Chow [2], Da Prato and Zabczyk [3], Prévôt and Röckner [15] for details on these spaces and their properties.

Moreover, let $Q \in L(U)$ be symmetric, nonnegative and with finite trace, i.e.,

$$Tr(Q) < \infty.$$  \hfill (2.1)

Suppose that $\mathcal{J}$ is a finite or countable set, and let $(\eta_j)_{j \in \mathcal{J}} \subset U$ be an orthonormal basis of $U$ consisting of eigenfunctions of $Q : U \to U$ such that $Q \eta_j = \mu_j \eta_j, \ j \in \mathcal{J}$. Denote by $(U_0, \langle \cdot, \cdot \rangle_{U_0}, \|\cdot\|_{U_0})$ the separable Hilbert space $U_0 := Q^{\frac{1}{2}}(U)$ with $\langle v, w \rangle_{U_0} = \langle Q^{-\frac{1}{2}}v, Q^{-\frac{1}{2}}w \rangle_U$ for all $v, w \in U_0$, where $Q^{-\frac{1}{2}}$ is the pseudo inverse of $Q^{\frac{1}{2}}$ (see, e.g., Section 2.3.2 in [15]). We can obtain that

$$\|\Gamma\|_{HS(U_0, H)} = \left\| \Gamma \circ Q^{\frac{1}{2}} \right\|_{HS(U, H)} \text{ for } \Gamma \in HS(U_0, H).$$  \hfill (2.2)

Further, we assume that $(\Omega, \mathcal{F}, \mathbb{P})$ is a probability space with a normal filtration $\{\mathcal{F}_t\}_{0 \leq t \leq T}$ and $W : [0, T] \times \Omega \to U$ is a standard $Q$-Wiener process with respect to $\{\mathcal{F}_t\}_{0 \leq t \leq T}$ and has the representation [15, Proposition 2.1.10]

$$W_t(\omega) := \sum_{j \in \mathcal{J}, \mu_j \neq 0} \sqrt{\mu_j} \beta_t^j(\omega) \eta_j,$$  \hfill (2.3)

where $(\beta_t^j)_{j \in \mathcal{J}, \mu_j \neq 0}$ for $t \in [0, T]$ are independent real-valued Brownian motions on the probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{0 \leq t \leq T}, \mathbb{P})$. Now we make the following assumptions.

**Assumption 2.1** (Linear operator $A$). Let $\mathcal{I}$ be a finite or countable set and let $(\lambda_i)_{i \in \mathcal{I}}$ be a family of real numbers with $\inf_{i \in \mathcal{I}} \lambda_i \in (0, \infty)$. Further, let $(e_i)_{i \in \mathcal{I}}$ be an orthonormal basis of $H$ and let $-A : \mathcal{D}(-A) \subset H \to H$ be a linear operator such that

$$-Av = \sum_{i \in \mathcal{I}} \lambda_i \langle e_i, v \rangle_H e_i$$  \hfill (2.4)

for all $v \in \mathcal{D}(-A) := \{v \in H \mid \sum_{i \in \mathcal{I}} |\lambda_i|^2 |\langle e_i, v \rangle_H|^2 < \infty\}$.

Here and below we denote by $S(t) := e^{At}, t \geq 0$ the semigroup generated by the operator $A$. By $V_r := \mathcal{D}((-A)^r), r \geq 0$ equipped with the norm $\|v\|_{V_r} := \|((-A)^r v\|_H$ we denote the $\mathbb{R}$-Hilbert spaces of domains of fractional powers of the linear operator $-A$.

**Assumption 2.2** (Drift coefficient $F$). For $\beta \in [0, 1)$, we assume that $F : V_{\beta} \to H$ is a twice continuously Fréchet differentiable mapping with $\sup_{v \in V_{\beta}} \|F'(v)\|_{L(H)} < \infty$ and with $\sup_{v \in V_{\beta}} \|F''(v)\|_{L(\mathbb{R})(V_{\beta}, H)} < \infty$.
Assumption 2.3 (Diffusion coefficient $G$). Let $G : V_\beta \to HS(U_0, H)$ be a twice continuously Fréchet differentiable mapping such that $\sup_{v \in V_\beta} \|G'(v)\|_{L^2(H, HS(U_0, H))} < \infty$ and $\sup_{v \in V_\beta} \|G''(v)\|_{L^2(V_\beta, HS(U_0, H))} < \infty$. Moreover, let $\alpha, c \in (0, \infty)$, $\delta, \vartheta \in \left(0, \frac{1}{2}\right)$ with $\beta \leq \delta + \frac{1}{2}$, and $\gamma \in \left[\max(\delta, \beta), \delta + \frac{1}{2}\right)$. Suppose that $G(V_\delta) \subset HS(U_0, V_\delta)$ and

$$
\|G(u)\|_{HS(U_0, V_\delta)} \leq c \left(1 + \|u\|_{V_\delta}\right),
$$

$$
\|G'(v) G(v) - G'(w) G(w)\|_{HS(U_0, H)} \leq c \|v - w\|_H,
$$

$$
\left\|(-A)^{-\vartheta} G(v) Q^{-\alpha}\right\|_{HS(U_0, H)} \leq c \left(1 + \|v\|_{V_\delta}\right)
$$

hold for all $v \in V_\delta$ and $v, w \in V_\gamma$. Furthermore, let the bilinear Hilbert-Schmidt operator $G'(v)G(v) \in HS^{(2)}(U_0, H)$ be symmetric for all $v \in V_\beta$.

Note that the operator $G'(v)G(v) : U_0 \times U_0 \to H$ given by

$$
\left(G'(v)G(v)\right)(u, \hat{u}) = \left(G'(v)(G(v)u)\right)(\hat{u})
$$

for all $u, \hat{u} \in U_0$ is a bilinear Hilbert-Schmidt operator in $HS^{(2)}(U_0, H)$ for all $v \in V_\beta$. The assumed symmetry of $G'(v)G(v) \in HS^{(2)}(U_0, H)$ thus reads as [9, Remark 1]

$$
\left(G'(v)(G(v)u)\right)(\hat{u}) = \left(G'(v)(G(v)\hat{u})\right)(u)
$$

for all $u, \hat{u} \in U_0$ and all $v \in V_\beta$. We also mention that (2.9) is the abstract (infinite dimensional) analog of the commutativity condition (10.3.13) in [10]. Although the commutativity condition (10.3.13) in [10] is seldom fulfilled for finite dimensional SODEs, (2.9) is naturally met for SPDE (1.1).

Assumption 2.4 (Initial value $\xi$). Let $\xi : \Omega \to V_\gamma$ be an $\mathcal{F}_0/B(V_\gamma)$-measurable mapping with $E \|\xi\|_{V_\gamma}^4 < \infty$.

We remark that a mapping $\xi : \Omega \to V_\gamma$ is called $\mathcal{F}_0/B(V_\gamma)$ measurable if it is a measurable mapping from the measurable space $(\Omega, \mathcal{F}_0)$ to the measurable space $(V_\gamma, B(V_\gamma))$. Here $B(V_\gamma)$ denotes the Borel $\sigma$-field of $V_\gamma$. The assumptions above are sufficient to guarantee the existence of a unique mild solution of the SPDE (1.1) [8, Theorem 1].

Proposition 2.1 (Existence of the mild solution). Let Assumptions 2.7, 2.4 and condition (2.1) be fulfilled. Then there exists an up to modifications unique predictable stochastic process $X : [0, T] \times \Omega \to V_\gamma$, which fulfills $\sup_{t \in [0, T]} E \|X_t\|_{V_\gamma}^4 < \infty$, $\sup_{t \in [0, T]} E \|G(X_t)\|_{HS(U_0, V_\delta)}^4 < \infty$ and

$$
X_t = S(t)\xi + \int_0^t S(t - s) F(X_s) \, ds + \int_0^t S(t - s) G(X_s) \, dW_s, \quad \mathbb{P} \text{-a.s.}
$$

for all $t \in [0, T]$.

Let $(\mathcal{I}_N)_{N \in \mathbb{N}}$ and $(\mathcal{J}_K)_{K \in \mathbb{N}}$ be sequences of finite subsets of $\mathcal{I}$ and $\mathcal{J}$, respectively. For $N \in \mathbb{N}$ we define the linear projection operators $P_N : H \to H$, by

$$
P_N(v) := \sum_{i \in \mathcal{I}_N} \langle e_i, v \rangle_H e_i, \quad v \in H.
$$
Furthermore, for all \( K \in \mathbb{N} \) we define Wiener processes \( W^K : [0, T] \times \Omega \to U_0 \) by

\[
W^K_t(\omega) := \sum_{j \in J_K, \mu_j \neq 0} \sqrt{\mu_j \beta^j_t(\omega)} \eta_j, \quad t \in [0, T], \ \omega \in \Omega.
\]

(2.12)

Here \((\beta^j)_{j \in J, \mu_j \neq 0}\) are independent real-valued Brownian motions on the probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{0 \leq t \leq T}, \mathbb{P})\). We also use the notations \( \Delta \beta^j_t(\omega) := \beta^j_{t+1}(\omega) - \beta^j_t(\omega) \) and

\[
\Delta W^M_{m,k}(\omega) := W^K_{m+1}(\omega) - W^K_m(\omega) = \sum_{j \in J_K, \mu_j \neq 0} \sqrt{\mu_j} \Delta \beta^j_t(\omega) \eta_j
\]

(2.13)

for all \( \omega \in \Omega \) and \( m = 0, 1, \ldots, M - 1 \).

Subsequently, we formulate the schemes in the introduction part in abstract form. Then the scheme (1.7) for the problem (1.1) can be formulated in an abstract scheme for the abstract problem (1.2), given by \( Y_0^{N,M,K} = P_N(\xi) \) and for \( m = 0, 1, \ldots, M - 1 \)

\[
Y_{m+1}^{N,M,K} = P_N \left( S(h) \left( Y_{m}^{N,M,K} + h F(Y_{m}^{N,M,K}) + G(Y_{m}^{N,M,K}) \Delta W^M_{m,K} \right) + \frac{1}{2} G'(Y_{m}^{N,M,K}) \left( G(Y_{m}^{N,M,K}) \Delta W^M_{m,K} \right) \sum_{j \in J_K, \mu_j \neq 0} \mu_j \right) \right).
\]

(2.14)

Assume that Assumptions 2.1-2.4 are all satisfied, Jentzen and Röckner [9] have established the strong convergence result for the scheme (2.14) (see Theorem 1 in [9]). In later development, we show that this convergence result also holds for the Runge-Kutta type method proposed here under some additional conditions. First of all, we formulate the new numerical scheme (1.8) in an abstract form, given by \( Y_0^{N,M,K} = P_N(\xi) \) and for \( m = 0, 1, \ldots, M - 1 \)

\[
Y_{m+1}^{N,M,K} = P_N \left( S(h) \left( Y_{m}^{N,M,K} + h F(Y_{m}^{N,M,K}) + G(Y_{m}^{N,M,K}) \Delta W^M_{m,K} \right) + \frac{1}{2} G(G(Y_{m}^{N,M,K}, h) \left( \Delta W^M_{m,K}, \Delta W^M_{m,K} \right) \sum_{j \in J_K, \mu_j \neq 0} \mu_j \right) \right),
\]

(2.15)

where \( GG(v, h) : U_0 \times U_0 \to H \) is a derivative-free bilinear operator to approximate the bilinear operator \( G'(v)G(v) : U_0 \times U_0 \to H \) in (2.14). We define the remainder bilinear operators \( GG_1(v, h) : U_0 \times U_0 \to H \) by

\[
\left( GG_1(v, h) \right)(u, \tilde{u}) := \left( GG(v, h) \right)(u, \tilde{u}) - \left( G'(v)(G(v)u) \right)(\tilde{u}).
\]

(2.16)

Note that Assumptions 2.1-2.4 come from [9], which are used to ensure the high strong convergence order of the Milstein-type scheme (1.7). In the next section, concrete conditions are given for concrete parabolic SPDE to promise these assumptions. To guarantee the high convergence order of the Runge-Kutta scheme, we shall impose additional conditions on the two bilinear operators \( GG(v, h) \) and \( GG_1(v, h) \) as follows.
Assumption 2.5 (Approximation operator). Suppose that for any \(v, w \in V_{\beta}\) there exists a constant \(C_0\) independent of \(h\) such that

\[
\|GG(v, h) - GG(w, h)\|_{H^2(U, H)}^2 \leq C_0 h \|v - w\|_H^2, \tag{2.17}
\]

\[
\|GG_1(v, h)\|_{H^2(U, H)}^2 \leq C_0 h (1 + \|v\|_{\beta}^4). \tag{2.18}
\]

In the next section we will validate the imposed conditions (2.17), (2.18) for parabolic SPDEs (see Proposition 3.1). Armed with these assumptions, we are now to give the main result of this article.

Theorem 2.1 (Main result). Suppose that Assumptions 2.1-2.5 and Assumption 2.5 are fulfilled. Then there is a constant \(C > 0\) independent of \(h\) such that

\[
\sup_{0 \leq m \leq M} \left( \mathbb{E}\|X_{ mh} - Y_{m}^{N,M,K}\|_{H}^2 \right)^{\frac{1}{2}} \leq C \left( \left( \sup_{i \in I \setminus I_N} \lambda_i \right)^{-\gamma} + \left( \sup_{j \in J \setminus J_K} \mu_j \right)^{\alpha} + M^{-\min(2(\gamma-\beta),\gamma)} \right). \tag{2.19}
\]

The detailed proof is postponed to Section 4. Theorem 2.1 indicates that the approximation error in (2.19) is composed of three parts. The first term \(\inf_{i \in I \setminus I_N} \lambda_i^{-\gamma}\) arises due to spatial discretization. The second term \(\sup_{j \in J \setminus J_K} \mu_j^{\alpha}\) comes from truncation of the expansion of the noise \(W_t\). The third term \(M^{-\min(2(\gamma-\beta),\gamma)}\) corresponds to the temporal discretization error.

3 Parabolic SPDEs

In this section we give concrete parabolic SPDE examples falling into the abstract framework in Section 2. Let \(d \in \{1, 2, 3\}\) and let \(H = U = L^2((0, 1)^d, \mathbb{R})\) be the Hilbert space with the scalar product and the norm, respectively, given by

\[
\langle v, w \rangle_H = \int_{(0,1)^d} v(x) \times w(x) dx \quad \text{and} \quad \|v\|_H = \left( \int_{(0,1)^d} |v(x)|^2 dx \right)^{\frac{1}{2}}.
\]

For the continuous function \(v : (0, 1)^d \rightarrow \mathbb{R}\), we define two norms

\[
\|v\|_{C((0,1)^d; \mathbb{R})} := \sup_{x \in (0,1)^d} |v(x)|
\]

and

\[
\|v\|_{C^\gamma((0,1)^d; \mathbb{R})} := \sup_{x \in (0,1)^d} |v(x)| + \sup_{x,y \in (0,1)^d, x \neq y} \frac{|v(x) - v(y)|}{\|x - y\|_{\mathbb{R}^d}^\gamma},
\]

where the Euclidean norm \(\|x\|_{\mathbb{R}^d} := (|x_1|^2 + \ldots + |x_d|^2)^{\frac{1}{2}}\) was used for \(x = (x_1, \ldots, x_d) \in \mathbb{R}^d\). First of all, we assume that for some constants \(0 < \rho < 1, c > 0\), the eigenfunctions \(\eta_j, j \in J\) of the covariance operator \(Q\) are continuous and satisfy

\[
\sup_{j \in J} \|\eta_j\|_{C((0,1)^d; \mathbb{R})} \leq c, \quad \sum_{j \in J} \mu_j \|\eta_j\|_{C^\gamma((0,1)^d; \mathbb{R})}^2 \leq c. \tag{3.1}
\]

Here and below \(c\) is a generic constant, which may be different in different places.
For the linear operator $A$ in Assumption 2.1 let $I = \mathbb{N}^d$ and $A := k\Delta$ with $k > 0$ be the Laplacian times a constant with Dirichlet boundary condition, i.e., $Av = k\Delta v = k\left(\sum_{j=1}^d \frac{\partial^2}{\partial x_j^2}\right)v$ for $v \in D(-A)$. Then (2.14) in Assumption 2.1 holds with

$$e_i(x) = 2^{\frac{d}{2}} \prod_{j=1}^d \sin(i_j\pi x_j), \quad \lambda_i = k\pi^2 \sum_{j=1}^d (i_j)^2$$

for all $x = (x_1, \ldots, x_d) \in (0,1)^d$ and all $i = (i_1, \ldots, i_d) \in \mathbb{N}^d$. Here we set $I_N = \{1, \ldots, N\}^d$.

For the drift coefficient $F$ in Assumption 2.2 set

$$\beta = \frac{d}{5}, \quad \text{for } d = 1, 2, 3,$$

and let $f : (0,1)^d \times \mathbb{R} \to \mathbb{R}$ be a twice continuously differentiable function such that

$$\int_{(0,1)^d} |f(x,0)|^2 dx \leq c, \quad \left|\left(\frac{\partial^n}{\partial y^n}f\right)(x,y)\right| \leq c, \quad n = 1, 2$$

for $x \in (0,1)^d, y \in \mathbb{R}$. Then we define the operator $F : V_\beta \to H$ as

$$(F(v))(x) := f(x, v(x))$$

for all $x \in (0,1)^d$ and all $v \in V_\beta$.

For the diffusion coefficient $G$ in Assumption 2.3 let $g : (0,1)^d \times \mathbb{R} \to \mathbb{R}$ be a twice continuously differentiable function with

$$|g(x,0)| \leq c, \quad \left|\left(\frac{\partial^n}{\partial y^n}g\right)(x,y)\right| \leq c, \quad \left\|\left(\frac{\partial}{\partial x}g\right)(x,y)\right\|_{L(\mathbb{R}^d;\mathbb{R})} \leq c, \quad n = 1, 2,$$

and

$$\left|\left(\frac{\partial}{\partial y}g\right)(x,y) g(x,y) - \left(\frac{\partial}{\partial z}g\right)(x,z) g(x,z)\right| \leq c|y-z|$$

for $x \in (0,1)^d, y, z \in \mathbb{R}$. Here $\|\cdot\|_{L(\mathbb{R}^d;\mathbb{R})}$ is the usual operator norm. Then let the operator $G : V_\beta \to HS(U_0, H)$ be given by

$$(G(v)u)(x) := g(x, v(x)) \times u(x)$$

for all $x \in (0,1)^d, v \in V_\beta$ and $u \in U_0 \subset U = H$. Therefore the bilinear operator $G'(v)G(v)$ in the abstract scheme (2.14) is here given by

$$\left(G'(v)G(v)\right)(u, \tilde{u})(x) = \left(\frac{\partial}{\partial y}g\right)(x, v(x)) g(x, v(x)) \times u(x) \times \tilde{u}(x).$$

In regard to the initial value in Assumption 2.3 let $x_0 : [0,1]^d \to \mathbb{R}$ be a twice continuously differentiable function with $x_0 |_{\partial[0,1]^d} = 0$. Then let the initial value be given by $\xi(\omega) = x_0$ for all $\omega \in \Omega$.

It is shown in [9, Section 4] that the linear operator $A$, the drift coefficient $F$, the diffusion coefficient $G$ and the initial value $\xi$ defined as above satisfy all conditions in Assumption 2.1 except for (2.5) and (2.7) in Assumption 2.3 which will be verified for some concrete examples in Section 5.
In the setting above, SPDE (1.2) reduces to a parabolic SPDE as
\[
dX_t = \left[ k \left( \sum_{j=1}^{d} \frac{\partial^2}{\partial x_j^2} \right) X_t(x) + f(x, X_t(x)) \right] dt + g(x, X_t(x))dW_t(x) \tag{3.7}
\]
with \(X_t\|_{\mathcal{H}(0,1)^d} = 0\) and \(X_0(x) = x_0(x)\) for \(x \in (0,1)^d\) and \(t \in [0,T]\). For (3.7), linear implicit Euler method and Milstein type method take the same form as (1.5) and (1.7), respectively. If we introduce a bilinear operator \(GG(v,h) : U_0 \times U_0 \to H\) approximating the bilinear operator \(G'(v)G(v)\) in the scheme (2.15), given by
\[
\left( GG(v,h) \right)(u, \tilde{u})(x) = \frac{1}{\sqrt{h}} \left( g\left( x, v(x) + \sqrt{h} g(x, v(x)) \right) - g(x, v(x)) \right) \times u(x) \times \tilde{u}(x)
\]
for all \(v \in V_{\beta}\), then the scheme (2.15) reduces to the concrete scheme (1.8).

Apart from (2.5) and (2.7), one also needs to verify Assumption 2.6, provided that the conditions in Assumption 2.6 hold.

**Proposition 3.1.** Suppose that the bilinear operators \(G'(v)G(v)\) and \(GG(v,h)\) are given by (3.6) and (3.8), respectively. Then the operator \(GG(v,h)\) and the remainder operator \(GG_1(v,h)\) given by (2.10) fulfill the conditions in Assumption 2.6, provided that the conditions (3.1) and (3.4) hold.

**Proof.** From (3.8) we have
\[
\|GG(v,h) - GG(w,h)\|_{\mathcal{H}(H_0)}^2 = \sum_{i,j \in \mathcal{I}} \mu_i \mu_j \left\| GG(v,h)(\eta_i, \eta_j) - GG(w,h)(\eta_i, \eta_j) \right\|_{\mathcal{H}}^2
\]
\[
= \frac{1}{h} \sum_{i,j \in \mathcal{I}} \mu_i \mu_j \left\| \int_{(0,1)^d} \left( g\left( x, v(x) + \sqrt{h} g(x, v(x)) \right) - g(x, v(x)) \right) \times \eta_i(x) \times \eta_j(x)
\right. 
\left. - \left( g\left( x, w(x) + \sqrt{h} g(x, w(x)) \right) - g(x, w(x)) \right) \times \eta_i(x) \times \eta_j(x) \right\|_{\mathcal{H}}^2 dx
\]
\[
\leq \frac{2}{h} \sum_{i,j \in \mathcal{I}} \mu_i \mu_j \left( \int_{(0,1)^d} \left( g\left( x, v(x) + \sqrt{h} \cdot g(x, v(x)) \right) - g\left( x, w(x) + \sqrt{h} g(x, w(x)) \right) \right) \times \eta_i(x) \times \eta_j(x) \right\|_{\mathcal{H}}^2 dx
\]
\[
+ \left\| \eta_i \right\|^2_{C((0,1)^d, \mathbb{R})} \times \left\| \eta_j \right\|^2_{C((0,1)^d, \mathbb{R})} \right]. \tag{3.9}
\]

Using (3.4) shows that
\[
\left| g(x, v(x)) - g(x, w(x)) \right|^2 \leq c^2 |v(x) - w(x)|^2, \tag{3.10}
\]
and that
\[
\left| g\left( x, v(x) + \sqrt{h} g(x, v(x)) \right) - g\left( x, w(x) + \sqrt{h} g(x, w(x)) \right) \right|^2 \leq c^2 \left| v(x) + \sqrt{h} g(x, v(x)) - w(x) - \sqrt{h} g(x, w(x)) \right|^2 \tag{3.11}
\]
\[
\leq 2c^2 |v(x) - w(x)|^2 + 2c^2 h \left| g(x, v(x)) - g(x, w(x)) \right|^2 \leq 2c^2 (1 + Tc^2) |v(x) - w(x)|^2,
\]
\[\]
where we also used the fact that $h \leq T$. Inserting (3.10) and (3.11) into (3.9) yields
\[
\|GG(v, h) - GG(w, h)\|^2_{H^2(U_0; H)} \\
\leq \frac{2}{h} \sum_{i,j \in J} \left( \mu_i \mu_j \int_{(0,1)^d} c^2(3 + 2Tc^2) |v(x) - w(x)|^2 dx \times \|\eta_i\|^2_{C((0,1)^d; \mathbb{R})} \times \|\eta_j\|^2_{C((0,1)^d; \mathbb{R})} \right) \\
\leq \frac{2c^2(3 + 2Tc^2)}{h} \sum_{i,j \in J} \mu_i \mu_j \left( \sup_{j \in J} \|\eta_j\|^4_{C((0,1)^d; \mathbb{R})} \right) \|v - w\|^2_H \\
\leq \frac{2c^6(3 + 2Tc^2)(TrQ)^2}{h} \|v - w\|^2_H.
\]

Now the estimate (2.17) in Assumption 2.5 is validated on choosing $C_0 > 2c^6(3 + 2Tc^2)(TrQ)^2$.

For the second estimate (2.18), we use Taylor’s formulae in (3.8) and derive that for all $v \in V_\beta$ the remainder operator $GG_1(v, h) : U_0 \times U_0 \rightarrow H$ given by (2.10) satisfies
\[
\left( GG_1(v, h) \right)(u, \tilde{u})(x) = \left( GG(v, h) \right)(u, \tilde{u}) - \left( G'(v)(G(v)u) \right)(\tilde{u}) \\
= \sqrt{h} \int_0^1 \left( \frac{\partial^2}{\partial y^2} g \right) \left( x, v(x) + r\sqrt{h}g(x, v(x)) \right) \left( 1 - r \right) g^2(x, v(x)) dr \times u(x) \times \tilde{u}(x). (3.12)
\]

Combining (3.4) and (3.12) and taking (2.2) into account show
\[
\|GG_1(v, h)\|^2_{H^2(U_0; H)} = \sum_{i,j \in J} \mu_i \mu_j \|GG_1(v, h)(\eta_i, \eta_j)\|^2_H \\
= h \sum_{i,j \in J} \left( \mu_i \mu_j \int_{(0,1)^d} \left| \int_0^1 \left( \frac{\partial^2}{\partial y^2} g \right) \left( x, v(x) + r\sqrt{h}g(x, v(x)) \right) \\
\times \left( 1 - r \right) g^2(x, v(x)) dr \times \eta_i(x) \times \eta_j(x) \right|^2 dx \right) \\
\leq \frac{c^2h}{h} \sum_{i,j \in J} \left( \mu_i \mu_j \int_{(0,1)^d} \left| g(x, v(x)) \right|^4 dx \times \|\eta_i\|^2_{C((0,1)^d; \mathbb{R})} \times \|\eta_j\|^2_{C((0,1)^d; \mathbb{R})} \right).
\]

Using the elementary inequality $(|a| + |b|)^p \leq 2^{p-1}(|a|^p + |b|^p)$ for $p \geq 1, a, b \in \mathbb{R}$, and (3.4) gives
\[
|g(x, v(x))|^4 \leq \left( |g(x, v(x)) - g(x, 0)| + |g(x, 0)| \right)^4 \leq \left( c |v(x)| + c \right)^4 \leq 8c^4 \left( |v(x)|^4 + 1 \right).
\]

Thus for all $v \in V_\beta$,
\[
\|GG_1(v, h)\|^2_{H^2(U_0; H)} \leq 8c^6h \sum_{i,j \in J} \mu_i \mu_j \left( \sup_{j \in J} \|\eta_j\|^4_{C((0,1)^d; \mathbb{R})} \right) \left( \|v\|^4_{L^4((0,1)^d; \mathbb{R})} + 1 \right) \\
\leq 8c^6(TrQ)^2 h (\|v\|^4_{V_\beta} + 1),
\]

where (3.1) and the fact were used that $V_\beta \subset L^4((0,1)^d; \mathbb{R})$ continuously for $\beta = \frac{d}{2}$ by Sobolev embedding theorem. The proof of Proposition 3.1 is complete. □

So far, all conditions in Assumption 2.4, 2.5 have been verified except conditions (2.5) and (2.7) in Assumption 2.3. We mention that condition (2.5) originally comes from [8].
where (2.15) is a key ingredient to promise higher spatial and temporal regularity of mild solution. The condition (2.17) is needed to estimate approximation error due to truncation of the expansion of the noise $W_t$. In the last section, we will obtain these two conditions for two concrete examples.

4 Proof of Theorem 2.1

First of all, we rewrite the numerical solution (2.15) in the following form

$$Y_{m,M,K}^n = S(mh)P_N(\xi) + P_N\left(\sum_{l=0}^{m-1} \int_{lh}^{(l+1)h} S((m-l)h) F(Y_{l}^{N,M,K}) \, ds\right)$$

$$+ P_N\left(\sum_{l=0}^{m-1} \int_{lh}^{(l+1)h} S((m-l)h) G(Y_{l}^{N,M,K}) \, dW_{l}^N\right)$$

$$+ \frac{1}{2} P_N\left(\sum_{l=0}^{m-1} S((m-l)h) G(Y_{l}^{N,M,K} , h)(\Delta W_{l}^M, \Delta W_{l}^K)\right)$$

$$- \frac{1}{2} P_N\left(\sum_{l=0}^{m-1} S((m-l)h) \sum_{\mu_j \neq 0} \mu_j (G(Y_{l}^{N,M,K} , h)(\eta_j, \eta_j)).\right)$$  \hfill (4.1)

Likewise, the numerical solution (2.14) satisfies

$$Y_{m,N,K}^n = S(mh)P_N(\xi) + P_N\left(\sum_{l=0}^{m-1} \int_{lh}^{(l+1)h} S((m-l)h) F(Y_{l}^{N,M,K}) \, ds\right)$$

$$+ P_N\left(\sum_{l=0}^{m-1} \int_{lh}^{(l+1)h} S((m-l)h) G(Y_{l}^{N,M,K}) \, dW_{l}^N\right)$$

$$+ \frac{1}{2} P_N\left(\sum_{l=0}^{m-1} S((m-l)h) G'(Y_{l}^{N,M,K}) \left(G(Y_{l}^{N,M,K}) \Delta W_{l}^M, \Delta W_{l}^K\right)\right)$$

$$- \frac{1}{2} P_N\left(\sum_{l=0}^{m-1} S((m-l)h) \sum_{\mu_j \neq 0} \mu_j G'(Y_{l}^{N,M,K}) \left(G(Y_{l}^{N,M,K}) \eta_j\right) \eta_j).\right)$$  \hfill (4.2)

Moreover, the exact mild solution of the SPDE (1.2) can be rewritten as

$$X_{mh} = S(mh)\xi + \int_{0}^{mh} S(mh-s)F(X_s) \, ds + \int_{0}^{mh} S(mh-s)G(X_s) \, dW_s$$

$$= S(mh)\xi + \sum_{l=0}^{m-1} \int_{lh}^{(l+1)h} S(mh-s)F(X_s) \, ds + \sum_{l=0}^{m-1} \int_{lh}^{(l+1)h} S(mh-s)G(X_s) \, dW_s,$$

and thus

$$P_N(X_{mh}) = S(mh)P_N(\xi) + P_N\left(\sum_{l=0}^{m-1} \int_{lh}^{(l+1)h} S(mh-s)F(X_s) \, ds\right)$$

$$+ P_N\left(\sum_{l=0}^{m-1} \int_{lh}^{(l+1)h} S(mh-s)G(X_s) \, dW_s\right).$$  \hfill (4.4)
To estimate $\mathbb{E}\left\|X_{m_h} - Y_{m,K}^{N,M,K}\right\|_H^2$, we need two auxiliary processes $Z_{m,K}^{N,M,K}$ and $\tilde{Z}_{m,K}^{N,M,K}$. Define $Z_{m,K}^{N,M,K}$ by

$$Z_{m,K}^{N,M,K} := S(mh)P_N(\xi) + P_N \left( \sum_{l=0}^{m-1} \int_{t_l}^{t_{l+1}} S\left((m-l)h\right) F(X_{t_l}) \, ds \right) + P_N \left( \sum_{l=0}^{m-1} \int_{t_l}^{t_{l+1}} S\left((m-l)h\right) G(X_{t_l}) \, dW^K_s \right) + \frac{1}{2} P_N \left( \sum_{l=0}^{m-1} S\left((m-l)h\right) GG(X_{t_l}, h)(\Delta W_l^{M,K}, \Delta W_l^{M,K}) \right) - \frac{h}{2} P_N \left( \sum_{l=0}^{m-1} S\left((m-l)h\right) \sum_{j \in J_K, \mu_j \neq \emptyset} \mu_j G(G(X_{t_l}, h)(\eta_j, \eta_j)) \right).$$

Note that (4.1) coincides with (4.5) with $Y_{l}^{N,M,K}$ replaced by $X_{t_l}$. Similarly, replacing $\tilde{Y}_{l}^{N,M,K}$ in (4.2) by $X_{t_l}$ we introduce the process $\tilde{Z}_{m,K}^{N,M,K}$, given by

$$\tilde{Z}_{m,K}^{N,M,K} := S(mh)P_N(\xi) + P_N \left( \sum_{l=0}^{m-1} \int_{t_l}^{t_{l+1}} S\left((m-l)h\right) F(X_{t_l}) \, ds \right) + P_N \left( \sum_{l=0}^{m-1} \int_{t_l}^{t_{l+1}} S\left((m-l)h\right) G(X_{t_l}) \, dW^K_s \right) + \frac{1}{2} P_N \left( \sum_{l=0}^{m-1} S\left((m-l)h\right) G'(X_{t_l}) \left( G(X_{t_l}) \Delta W_l^{M,K} \right) \left( \Delta W_l^{M,K} \right) \right) - \frac{h}{2} P_N \left( \sum_{l=0}^{m-1} S\left((m-l)h\right) \sum_{j \in J_K, \mu_j \neq \emptyset} \mu_j G'(X_{t_l}) \left( G(X_{t_l}) \eta_j \right) \eta_j \right).$$

Armed with these notations, now we start the proof. Employing the elementary inequality $(a_1 + a_2 + a_3)^2 \leq 3(|a_1|^2 + |a_2|^2 + |a_3|^2)$, $a_1, a_2, a_3 \in \mathbb{R}$ shows for $m = 0, 1, \ldots, M$

$$\mathbb{E}\left\|X_{m_h} - Y_{m,K}^{N,M,K}\right\|_H^2 \leq 3\mathbb{E}\left\|X_{m_h} - P_N(X_{m_h})\right\|_H^2 + 3\mathbb{E}\left\|P_N(X_{m_h}) - Z_{m,K}^{N,M,K}\right\|_H^2 + 3\mathbb{E}\left\|Z_{m,K}^{N,M,K} - Y_{m,K}^{N,M,K}\right\|_H^2.$$  

Below we will estimate the three terms in (4.7) step by step. First let $R > 0$ be a real constant such that

$$\left\|F'(v)\right\|_{L(H)} \leq R, \quad \left\|G'(v)\right\|_{L(H,HS(V^\gamma,H))} \leq R,$$

$$\mathbb{E}\left\|(-A)^\gamma X_t\right\|_{V^\gamma}^2 \leq R, \quad \mathbb{E}\left\|X_t\right\|_{V^\gamma}^2 \leq R$$

for all $v \in V^\beta$ and all $t \in [0, T]$. Due to Assumptions 2.1-2.4 in Section 2 and Proposition 2.1, such a real constant exists.

For the spatial discretization error $\mathbb{E}\left\|X_{m_h} - P_N(X_{m_h})\right\|_H^2$, using (4.8) we derive

$$\mathbb{E}\left\|X_{m_h} - P_N(X_{m_h})\right\|_H^2 = \mathbb{E}\left\|(I - P_N) X_{m_h}\right\|_H^2 \leq \left\|(-A)^\gamma (I - P_N)\right\|_{L(H)}^2 \times \mathbb{E}\left\|X_{m_h}\right\|_{V^\gamma}^2 \leq R \left\|(-A)^\gamma (I - P_N)\right\|_{L(H)}^2 = R \left( \inf_{i \in I \setminus \{i\}} \lambda_i \right)^{-2\gamma}.$$  

(4.9)
To estimate \( \mathbb{E}\|P_N(X_{mh}) - Z_{m}^{N,M,K}\|^2_H \), we need the estimate \( \mathbb{E}\|P_N(X_{mh}) - \tilde{Z}_{m}^{N,M,K}\|^2_H \).

**Lemma 4.1.** Under Assumptions 2.1-2.4 and (2.1), there exists a constant \( C_1 \), independent of \( h \), such that

\[
\sup_{0 \leq m \leq M} \mathbb{E}\|P_N(X_{mh}) - \tilde{Z}_{m}^{N,M,K}\|^2_H \leq C_1 \left( \left( \sup_{j \in J \setminus J_K} \mu_j \right)^{2\alpha} + M^{-\min(4(\gamma - \beta), 2\gamma)} \right). \tag{4.10}
\]

**Proof.** To establish the convergence result for the Milstein type scheme (2.14), (4.10) has been obtained in [9] (see Section 5 in [9] for the details). \( \Box \)

**Lemma 4.2.** Suppose that Assumptions 2.1-2.5 and the condition (2.1) are fulfilled. Then there exists a constant \( C_2 \), independent of \( h \), such that

\[
\sup_{0 \leq m \leq M} \mathbb{E}\|P_N(X_{mh}) - Z_{m}^{N,M,K}\|^2_H \leq C_2 \left( \left( \sup_{j \in J \setminus J_K} \mu_j \right)^{2\alpha} + \frac{C_2}{M^{\min(4(\gamma - \beta), 2\gamma)}} \right). \tag{4.11}
\]

**Proof.** Using (2.10), we derive from (1.5) and (4.6) that

\[
Z_{m}^{N,M,K} = \tilde{Z}_{m}^{N,M,K} + \frac{1}{2} P_N \left( \sum_{l=0}^{m-1} S \left( (m-l)h \right) GG_1(X_{lh}, h) \left( \Delta W_i^{M,K}, \Delta W_i^{M,K} \right) \right) \tag{4.12}
- \frac{h}{2} P_N \left( \sum_{l=0}^{m-1} S \left( (m-l)h \right) \sum_{j \in J_K \setminus \mu_j \neq 0} \mu_j GG_1(X_{lh}, h)(\eta_j, \eta_j) \right).
\]

Therefore

\[
P_N(X_{mh}) - Z_{m}^{N,M,K} = P_N(X_{mh}) - \tilde{Z}_{m}^{N,M,K} \tag{4.13}
- \frac{1}{2} P_N \left( \sum_{l=0}^{m-1} S \left( (m-l)h \right) GG_1(X_{lh}, h) \left( \Delta W_i^{M,K}, \Delta W_i^{M,K} \right) \right)
+ \frac{h}{2} P_N \left( \sum_{l=0}^{m-1} S \left( (m-l)h \right) \sum_{j \in J_K \setminus \mu_j \neq 0} \mu_j GG_1(X_{lh}, h)(\eta_j, \eta_j) \right),
\]

and thus using the elementary inequality \((a_1 + a_2)^2 \leq 2(|a_1|^2 + |a_2|^2)\), \(a_1, a_2 \in \mathbb{R}\) yields

\[
\mathbb{E}\|P_N(X_{mh}) - Z_{m}^{N,M,K}\|^2_H \leq 2 \mathbb{E}\|P_N(X_{mh}) - \tilde{Z}_{m}^{N,M,K}\|^2_H \tag{4.13}
+ \frac{1}{2} \mathbb{E}\left\| \sum_{l=0}^{m-1} S \left( (m-l)h \right) GG_1(X_{lh}, h) \left( \Delta W_i^{M,K}, \Delta W_i^{M,K} \right) \right\|^2_H
- h \sum_{l=0}^{m-1} S \left( (m-l)h \right) \sum_{j \in J_K \setminus \mu_j \neq 0} \mu_j GG_1(X_{lh}, h)(\eta_j, \eta_j) \right\|^2_H
:= 2 \mathbb{E}\|P_N(X_{mh}) - \tilde{Z}_{m}^{N,M,K}\|^2_H + J_1.
\]
where the fact that \( \| P_N v \|_H \leq \| v \|_H \) was also used. Due to (4.10) in Lemma 4.1, it remains to estimate \( J_1 \). Inserting the representation (2.13) and using bilinearity of the operator \( GG_1 \) give

\[
J_1 = \frac{1}{2} \mathbb{E} \left[ \left\| \sum_{l=0}^{m-1} S ( (m-l)h ) \left( GG_1 (X_{lh}, h) \right) \left( \sum_{i \in J_K \mu_i \neq 0} \sqrt{\mu_i} \Delta \beta_i^1 \eta_i, \sum_{j \in J_K \mu_j \neq 0} \sqrt{\mu_j} \Delta \beta_j^1 \eta_j \right) \right\|_H^2 
- h \sum_{l=0}^{m-1} S ( (m-l)h ) \sum_{i,j \in J_K \mu_i, \mu_j \neq 0} \sqrt{\mu_i} \sqrt{\mu_j} \delta_{ij} \left( GG_1 (X_{lh}, h) \right) (\eta_i, \eta_j) \right] 
= \frac{1}{2} \mathbb{E} \left[ \left\| \sum_{l=0}^{m-1} \sum_{i,j \in J_K \mu_i, \mu_j \neq 0} \sqrt{\mu_i} \sqrt{\mu_j} S ( (m-l)h ) \left( GG_1 (X_{lh}, h) \right) (\eta_i, \eta_j) \times (\Delta \beta_i^1 \Delta \beta_j^1 - \delta_{ij} h) \right\|_H^2 \right] 
= \mathbb{E} \left[ \sum_{l=0}^{m-1} \sum_{i,j \in J_K \mu_i, \mu_j \neq 0} \left( \chi_i^{i,j} \right) \left( (m-l)h \right) \left( GG_1 (X_{lh}, h) \right) (\eta_i, \eta_j) \right]^2.
\]

(4.14)

where \( \delta_{ij} = 1 \) for \( i = j \) and \( \delta_{ij} = 0 \) for \( i \neq j \). For simplicity of notation, we denote

\[
\chi_i^{i,j} = \sqrt{\mu_i} \sqrt{\mu_j} S ( (m-l)h ) \left( GG_1 (X_{lh}, h) \right) (\eta_i, \eta_j).
\]

Then we can rewrite (4.14) as

\[
J_1 = \frac{1}{2} \mathbb{E} \left[ \sum_{l=0}^{m-1} \sum_{i,j \in J_K \mu_i, \mu_j \neq 0} \chi_i^{i,j} (\Delta \beta_i^1 \Delta \beta_j^1 - \delta_{i,j} h), \sum_{l=0}^{m-1} \sum_{i,j \in J_K \mu_i, \mu_j \neq 0} \chi_i^{i,j} (\Delta \beta_i^2 \Delta \beta_j^2 - \delta_{i,j} h) \right]_H
= \frac{1}{2} \mathbb{E} \left[ \sum_{l=0}^{m-1} \sum_{i,j \in J_K \mu_i, \mu_j \neq 0} \sum_{i', j' \in J_K \mu_{i'}, \mu_{j'} \neq 0} \mathbb{E} \left[ \left( \chi_i^{i,j} \chi_{i'}^{i',j'} \right) \left( \Delta \beta_i^1 \Delta \beta_j^1 - \delta_{i,j} h \right) \left( \Delta \beta_i^2 \Delta \beta_j^2 - \delta_{i,j} h \right) \right] \right]_H
= 0.
\]

In the case that \( l_1 \neq l_2 \), without loss of generality we set \( l_1 < l_2 \). Using the fact that \( (\Delta \beta_i^1)_{i \in J_K \mu_i \neq 0} \) are independent of \( F_{l_1} \supseteq F_{l_2} \), \( \mathbb{E} (\Delta \beta_i^1) = 0 \) and \( \chi_i^{i,j} \in F_{l_2} \) shows that

\[
\mathbb{E} \left[ \left( \chi_i^{i,j} \chi_{i'}^{i',j'} \right) \left( \Delta \beta_i^1 \Delta \beta_j^1 - \delta_{i,j} h \right) \left( \Delta \beta_i^2 \Delta \beta_j^2 - \delta_{i,j} h \right) \right] \mathbb{E} \left( \Delta \beta_i^2 \Delta \beta_j^2 - \delta_{i,j} h \right) = 0.
\]

Here the last step follows by the obvious fact that \( \mathbb{E} \left( \Delta \beta_i^2 \Delta \beta_j^2 - \delta_{i,j} h \right) = 0 \). In the case that \( l_1 = l_2 = l \) but that \( \{i_1, j_1\} \neq \{i_2, j_2\} \). Using the mutal independence of \( \Delta \beta_i^1, \Delta \beta_i^j, i \neq j \) and the fact that \( (\Delta \beta_i^1)_{i \in J_K \mu_i \neq 0} \) are independent of \( F_{l_1} \), \( \mathbb{E} (\Delta \beta_i^1) = 0 \) and \( \chi_i^{i,j} \in F_{l_2} \) shows that

\[
\mathbb{E} \left[ \left( \chi_i^{i,j} \chi_{i'}^{i',j'} \right) \left( \Delta \beta_i^1 \Delta \beta_j^1 - \delta_{i,j} h \right) \left( \Delta \beta_i^2 \Delta \beta_j^2 - \delta_{i,j} h \right) \right] \mathbb{E} \left( \Delta \beta_i^2 \Delta \beta_j^2 - \delta_{i,j} h \right) = 0.
\]

(4.15)
Here the last step follows since

\[
\mathbb{E} \left( (\Delta \beta^1_i \Delta \beta^1_i - \delta_{i1,j} h) (\Delta \beta^2_i \Delta \beta^2_i - \delta_{i2,j} h) \right) = 0
\]

in the case that \( \{i_1, j_1\} \neq \{i_2, j_2\} \). Hence, using the fact that \( \chi_{i,j}^l \in \mathcal{F}_t \) and that \( (\Delta \beta^l_i)_{l \in J_K, \mu_i \neq 0} \) are independent of \( \mathcal{F}_t \), we have

\[
J_1 = \frac{1}{2} \sum_{l=0}^{m-1} \sum_{i,j \in J_K \setminus \mu_i = \mu_j \neq 0} \mathbb{E} \left\| \chi_{i,j}^l (\Delta \beta^1_i \Delta \beta^1_j - \delta_{i,j} h) \right\|_H^2,
\]

\[
\leq \sum_{l=0}^{m-1} \sum_{i,j \in J_K \setminus \mu_i = \mu_j \neq 0} \mathbb{E} \left\| \chi_{i,j}^l (\Delta \beta^1_i \Delta \beta^1_j) \right\|^2_H + h^2 \sum_{l=0}^{m-1} \mathbb{E} \left( \sum_{i,j \in J_K \setminus \mu_i = \mu_j \neq 0} \left\| \chi_{i,j}^l \right\|^2_H \right)
\]

\[
= \sum_{l=0}^{m-1} \sum_{i,j \in J_K \setminus \mu_i = \mu_j \neq 0} \left( \mathbb{E} \left\| S((m-l)h) (GG_1(X_{lh}, h)) (\sqrt{\mu_i \eta_i}, \sqrt{\mu_j \eta_j}) \right\|^2_H \mathbb{E} \left| \Delta \beta^1_i \Delta \beta^1_j \right|^2 \right)
\]

\[
+ h^2 \sum_{l=0}^{m-1} \mathbb{E} \left( \sum_{i,j \in J_K \setminus \mu_i = \mu_j \neq 0} \left\| S((m-l)h) (GG_1(X_{lh}, h)) (\sqrt{\mu_i \eta_i}, \sqrt{\mu_j \eta_j}) \right\|^2_H \right).
\]

Due to the fact that \( \| S(t)v \|_H \leq \| v \|_H, t \geq 0 \) for all \( v \in H \) and that \( \mathbb{E} \left| \Delta \beta^1_i \Delta \beta^1_j \right|^2 \leq 3h^2 \) for all \( i, j \in J_K \), and using (2.2), (2.18) in Assumption 2.5 and (4.8) we derive that

\[
J_1 \leq 3h^2 \sum_{l=0}^{m-1} \mathbb{E} \left( \sum_{i,j \in J_K \setminus \mu_i = \mu_j \neq 0} \left( \mathbb{E} \left\| GG_1(X_{lh}, h) \right\|^2_{HS^2(U_0,H)} \right) \right)
\]

\[
+ h^2 \sum_{l=0}^{m-1} \mathbb{E} \left\| GG_1(X_{lh}, h) \right\|^2_{HS^2(U_0,H)}
\]

\[
\leq 4h^2 \sum_{l=0}^{m-1} \mathbb{E} \left\| GG_1(X_{lh}, h) \right\|^2_{HS^2(U_0,H)}
\]

\[
\leq 4C_0 h^3 \sum_{l=0}^{m-1} (1 + \mathbb{E} \left\| X_{lh} \right\|^4_{V_0})
\]

\[
\leq \frac{4C_0 T^3(1 + R)}{M^2}. \quad (4.15)
\]

Plugging (4.10) and the preceding estimate into (4.13) gives

\[
\mathbb{E} \left\| P_N(X_{mh}) - Z^{N,M,K} \right\|^2_H \leq 2C_1 \left( \sup_{j \in J_K \setminus J_K} \mu_j \right)^{2\alpha} + \frac{2C_1 + 4C_0 T^3(1 + R)}{M^{\min(4(\gamma-\beta),2\alpha)}}. \quad (4.16)
\]

Consequently, (4.11) is derived on choosing \( C_2 = 2C_1 + 4C_0 T^3(1 + R) \). □

**Lemma 4.3.** Suppose that all conditions in Assumptions 2.1-2.5 are fulfilled. Then there exists a constant \( C_3 \), independent of \( h \), such that

\[
\mathbb{E} \left\| Z^{N,M,K} - Y_{N,M,K} \right\|^2_H \leq C_3 h \sum_{l=0}^{m-1} \mathbb{E} \left\| X_{lh} - Y_{lh} \right\|^2_H \quad (4.17)
\]

holds for all \( m = 0, 1, \ldots, M \).
Proof. Using the elementary inequality $(a_1+a_2+a_3)^2 \leq 3(|a_1|^2+|a_2|^2+|a_3|^2)$, $a_1, a_2, a_3 \in \mathbb{R}$ gives

\[
\mathbb{E} \left\| Z_{m}^{N,M,K} - Y_{m}^{N,M,K} \right\|_{H}^2 \\
\leq 3 \mathbb{E} \left\| \sum_{l=0}^{m-1} \int_{l}^{(l+1)h} S((m-l)h) \left( F(X_{lh}) - F(Y_{l}^{N,M,K}) \right) \, ds \right\|_{H}^2 \\
+ 3 \mathbb{E} \left\| \sum_{l=0}^{m-1} \int_{l}^{(l+1)h} S((m-l)h) \left( G(X_{lh}) - G(Y_{l}^{N,M,K}) \right) \, dW_{s}^{K} \right\|_{H}^2 \\
+ 3 \frac{1}{4} \mathbb{E} \left\| \sum_{l=0}^{m-1} S((m-l)h) \left( GG(X_{lh},h) - GG(Y_{l}^{N,M,K},h) \right) (\Delta W_{l}^{M,K}, \Delta W_{l}^{M,K}) \right\|_{H}^2 \\
- h \sum_{l=0}^{m-1} S((m-l)h) \sum_{j \in J_{K} \atop \mu_j \neq 0} \mu_j \left( GG(X_{lh},h) - GG(Y_{l}^{N,M,K},h) \right) (\eta_j, \eta_j) \right\|_{H}^2 \\
:= J_2 + J_3 + J_4, \quad (4.18)
\]

where we also used the fact that $\|P_{N}v\|_{H} \leq \|v\|_{H}$. For $J_2$, one can derive that

\[
J_2 \leq 3Mh^2 \left( \sum_{l=0}^{m-1} \mathbb{E} \left\| S((m-l)h) \left( F(X_{lh}) - F(Y_{l}^{N,M,K}) \right) \right\|_{H}^2 \right) \\
\leq 3Th \left( \sum_{l=0}^{m-1} \mathbb{E} \left\| F(X_{lh}) - F(Y_{l}^{N,M,K}) \right\|_{H}^2 \right) \\
\leq 3TR^2h \sum_{l=0}^{m-1} \mathbb{E} \left\| X_{lh} - Y_{l}^{N,M,K} \right\|_{H}^2, \quad (4.19)
\]

where (1.8) and the fact that $\|S(t)\|_{L(H)} \leq 1, t \geq 0$ were used. For $J_3$, one can derive that

\[
J_3 \leq 3 \sum_{l=0}^{m-1} \int_{l}^{(l+1)h} \mathbb{E} \left\| S((m-l)h) \left( G(X_{lh}) - G(Y_{l}^{N,M,K}) \right) \right\|_{H}^2_{HS(U_0,H)} \, ds \\
\leq 3R^2h \sum_{l=0}^{m-1} \mathbb{E} \left\| X_{lh} - Y_{l}^{N,M,K} \right\|_{H}^2, \quad (4.20)
\]

where the isometry property, (4.8) and the fact that $\|S(t)\|_{L(H)} \leq 1, t \geq 0$ were again used.

Now it remains to estimate $J_4$. In a similar way as estimating $J_1$ and using the condition (2.17) in Assumption 2.5 and (4.8), one can obtain that

\[
J_4 \leq 6h^2 \sum_{l=0}^{m-1} \mathbb{E} \left\| GG(X_{lh},h) - GG(Y_{l}^{N,M,K},h) \right\|_{HS(2)(U_0,H)}^2 \\
\leq 6C_0h \sum_{l=0}^{m-1} \mathbb{E} \left\| X_{lh} - Y_{l}^{N,M,K} \right\|_{H}^2, \quad (4.21)
\]
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Now, inserting (4.19), (4.20) and (4.21) into (4.18) gives the desired estimate (4.17).

Now we return to (4.7). With the estimates (4.9), (4.11) and (4.17) at hand, we derive from (4.7) that

\[
E \left\| X_{mh} - Y_{m}^{N,M,K} \right\|^2_H \leq 3C_3 h \sum_{l=0}^{m-1} E \left\| X_{lh} - Y_{l}^{N,M,K} \right\|^2_H \\
+ 3R \left( \inf_{i \in \mathcal{I}} \lambda_i \right)^{-2\gamma} + 3C_2 \left( \sup_{j \in \mathcal{J} \setminus \mathcal{J}_K} \mu_j \right)^{2\alpha} + \frac{3C_2}{M \min(4(\gamma - \beta), 2\gamma)}.
\]

Finally, Gronwall’s lemma gives the main result (2.19) and the proof of Theorem 2.1 is complete.

5 Numerical experiments

In this section we will first illustrate how to implement the scheme introduced in this work and then present some numerical results to support our theoretical assertions.

5.1 Implementation

For simplicity of notations, here we only consider the new scheme (1.8) for one dimensional space case (1.1) and one can adapt the following implementation to handle multi-dimensional space case and other schemes. Using the notation \( \zeta_m : (0, 1) \to \mathbb{R} \) given by

\[
\zeta_m(x) = Y_{m}^{N,M,K}(x) + h f(x, Y_{m}^{N,M,K}(x)) + g(x, Y_{m}^{N,M,K}(x)) \times \Delta W_{m}^{M,K}(x) \\
+ \frac{1}{2\sqrt{h}} \left[ g(x, Y_{m}^{N,M,K}(x) + \sqrt{h} g(x, Y_{m}^{N,M,K}(x)) - g(x, Y_{m}^{N,M,K}(x)) \right] \\
\times \left( (\Delta W_{m}^{M,K}(x))^2 - h \sum_{j=1}^K \mu_j (\eta_j(x))^2 \right)
\]

for \( m = 0, 1, ..., M - 1, x \in (0, 1) \), the scheme (1.8) can be rewritten as

\[
Y_{m+1}^{N,M,K} = P_N \left( S(h) \zeta_m \right) = \sum_{j=1}^N \left\langle e^{Ah} \zeta_m, e_j \right\rangle_H e_j = \sum_{j=1}^N e^{-\lambda_j h} \left\langle \zeta_m, e_j \right\rangle_H e_j
\]

for \( m = 0, 1, ..., M - 1 \) and

\[
Y_0^{N,M,K} = P_N(\xi) = \sum_{j=1}^N \left\langle \xi, e_j \right\rangle_H e_j.
\]

Here \( H = L^2((0, 1); \mathbb{R}) \), \( A \) is the Laplacian with Dirichlet boundary condition times a constant \( k > 0 \) and thus its eigenpairs are given by

\( e_j(x) = \sqrt{2} \sin(j\pi x) \) and \( \lambda_j = k \pi^2 j^2 \) for \( x \in (0, 1), j \in \mathbb{N} \).

For each Fourier mode, we obtain from (5.2) that

\[
\left\langle Y_{m+1}^{N,M,K}, e_j \right\rangle_H = e^{-\lambda_j h} \left\langle \zeta_m, e_j \right\rangle_H = \sqrt{2} e^{-\lambda_j h} \int_0^1 \zeta_m(x) \sin(j\pi x) dx, \quad j = 1, 2, ..., N
\]

(5.3)
for \( m = 0, 1, \ldots, M - 1 \) and

\[
\langle Y_{0}^{N,M,K}, e_{j} \rangle_{H} = \langle \xi, e_{j} \rangle_{H} = \sqrt{2} \int_{0}^{1} \xi(x) \sin(j\pi x) dx, \quad j = 1, 2, \ldots, N. \tag{5.4}
\]

Therefore, the implementation procedure goes as follows. Given \( Y_{m}^{N,M,K} \), one can obtain \( \zeta_{m} \) by \( (5.1) \). Then we use some numerical integration method (here we choose composite trapezoidal formula) to approximate \( \langle \zeta_{m}, e_{j} \rangle_{H} \) in \( (5.5) \) for \( j = 1, 2, \ldots, N \). With \( \langle \zeta_{m}, e_{j} \rangle_{H}, j = 1, 2, \ldots, N \) at hand, we can get \( Y_{m+1}^{N,M,K} \) by \( (5.2) \). Since the eigenfunction \( e_{j}(x) = \sqrt{2} \sin(j\pi x) \) are sine functions, we can invoke built-in functions ”idst” and ”dst” in matlab to perform efficient computations. Recall that ”dst” is a discrete sine transform, which transforms \( N \) real numbers \( z(k), k = 1, 2, \ldots, N \) to \( N \) real numbers \( y(j), j = 1, 2, \ldots, N \) according to the following formula

\[
y(j) = \sum_{k=1}^{N} z(k) \sin\left(\frac{j\pi k}{N + 1}\right), \quad j = 1, \ldots, N, \tag{5.5}
\]

and that the ”idst” function is an inverse discrete sine transform, which transforms \( N \) real numbers \( z(k), k = 1, 2, \ldots, N \) to \( N \) real numbers \( y(j), j = 1, 2, \ldots, N \) according to the following formula

\[
y(j) = \frac{2}{N + 1} \sum_{k=1}^{N} z(k) \sin\left(\frac{j\pi k}{N + 1}\right), \quad j = 1, \ldots, N. \tag{5.6}
\]

Setting \( z(k) = \zeta_{m}\left(\frac{k}{N+1}\right) \) for \( k = 1, 2, \ldots, N \) in \( (5.6) \), \( y(j) \) in \( (5.5) \) is in fact a composite trapezoidal formula to numerically approximate \( \sqrt{2} \langle \zeta_{m}, e_{j} \rangle \). Hence

\[
\langle Y_{m+1}^{N,M,K}, e_{j} \rangle_{H} \approx e^{-\lambda_{j}h} \times y(j)/\sqrt{2}, \quad j = 1, 2, \ldots, N. \tag{5.7}
\]

To be precise, only \( N \) function values of \( Y_{m}^{N,M,K} \) at grid points \( \frac{k}{N+1}, k = 1, 2, \ldots, N \) are used to calculate \( N \) function values of \( \zeta_{m} \) at grid points \( \frac{k}{N+1}, k = 1, 2, \ldots, N \). And then ”idst” is used to approximate \( \langle Y_{m+1}^{N,M,K}, e_{j} \rangle_{H} \) by \( (5.7) \) for \( j = 1, 2, \ldots, N \). After that, we use a discrete sine transform ”dst” to calculate \( N \) function values of \( Y_{m+1}^{N,M,K} \) at grid points, which are used to get \( N \) function values of \( \zeta_{m} \) at grid points before carrying out numerical integration at next step. Repeating this procedure we can finally obtain \( Y_{M}^{N,M,K} \). In Figure 11 we give the detailed implementation code of our new scheme \( (1.8) \) for the first test example.

Before closing this subsection, we would like to give some remarks. Here and below, the aliasing errors caused by using composite trapezoidal formula are neglected and are not analyzed mathematically. As illustrated in the following numerical simulations, such errors do not effect the order of convergence.

### 5.2 Numerical tests

As the first numerical experiment, we consider an example SPDE \( (1.1) \) in the introduction part with initial data \( \xi(x) \equiv 0 \) for \( x \in (0, 1), T = 1, k = \frac{1}{200} \), and

\[
f(x, y) = 1 - 2y, \quad g(x, y) = \frac{y + \sin^{3}(y)}{(1 + y^{2})^{2}}, \quad \mu_{j} = \frac{1}{j^{2}}, \quad \eta_{j}(x) = e_{j}(x) = \sqrt{2} \sin(j\pi x) \tag{5.8}
\]
\[ N = 128; M = N^2; A = -\pi^2*(1:N)^2/200; \mu = (1:N)^{-2}; \]
\[ f = @(x) 1-2*x; g = @(x) (x+\sin(x)^3)/((1+x^2)^2); \]
\[ Y = \text{zeros}(1,N); \eta = \text{zeros}(1,N); \text{SqrM}=\text{sqrt}(M); \]

\begin{verbatim}
for n=1:N
    \eta = \eta + 2*\sin(n*(1:N)/(N+1)*pi)^2*\mu(n);
end
\end{verbatim}

\begin{verbatim}
for m = 1:M
    y = dst(Y)*\sqrt{2};
    dW = dst(randn(1,N).*\sqrt{\mu*2/M});
    g_eva = g(y);
    y = y + f(y)/M + g_eva.*dW + 0.5*\text{SqrM}*(g(y+g_eva/\text{SqrM})-g_eva).*(dW.^2-\eta/M);
    Y = exp(A/M).*idst(y)/\sqrt{2};
end
\end{verbatim}

\begin{verbatim}
plot((0:N+1)/(N+1),[0,dst(Y)*\sqrt{2},0]);
\end{verbatim}

Figure 1: Matlab code to simulate one path by the Runge-Kutta type scheme (1.8) applied to the SPDE (1.1) with parameters as (5.8).

\text{for all } x \in (0,1), y \in \mathbb{R}, j \in \mathbb{N}. \text{ Similarly to [9, Section 4], one can show that in this case the conditions (2.5) and (2.7) are fulfilled for } \delta \in (0,\frac{1}{4}), \alpha \in (0,\frac{3}{4}), \gamma \in (\frac{1}{2},\frac{3}{4}). \text{ As a result, Assumption 2.1-2.5 are all satisfied for } \beta = \frac{1}{5}, \delta \in (0,\frac{1}{4}), \alpha \in (0,\frac{3}{4}), \gamma \in (\frac{1}{2},\frac{3}{4}).

\text{According to the computational analysis in [9], we know that the linear implicit Euler method (1.5) with } M = N^3, K = N \text{ promises the existence of some real constants } C_r > 0 \text{ and arbitrarily small } r \in (0,\frac{3}{2}) \text{ such that }

\begin{equation}
\left( \mathbb{E} \left\| X_T - \tilde{Y}^{N,N^3,N}_{N,N^3,N} \right\|_H^2 \right)^{\frac{1}{2}} \leq C_r N^{r-\frac{3}{2}}.
\end{equation}

\text{For the infinite version of Milstein type method (1.7), it is shown in [9] that, } N^2 \text{ time steps, in contrast to } N^3 \text{ time steps for the linear implicit Euler scheme (1.5), are required to achieve (5.9), that is, (1.12) with } N^2 \text{ time steps guarantees that for some real constants } C_r > 0 \text{ and arbitrarily small } r \in (0,\frac{3}{2}) \text{ such that }

\begin{equation}
\left( \mathbb{E} \left\| X_T - \tilde{Y}^{N,N^2,N}_{N^2,N^2,N} \right\|_H^2 \right)^{\frac{1}{2}} \leq C_r N^{r-\frac{3}{2}}.
\end{equation}

\text{For the new scheme (1.8) applied to (1.1), the main result (Theorem 2.1) in this paper shows that for some positive constants } C_r

\begin{equation}
\left( \mathbb{E} \left\| X_T - Y^{N,M,K}_{N,M,K} \right\|_H^2 \right)^{\frac{1}{2}} \leq C_r \left( N^{r-\frac{3}{4}} + K^{r-\frac{3}{4}} + M^{r-\frac{3}{4}} \right)
\end{equation}

\text{holds for all arbitrarily small } r \in (0,\frac{3}{4}). \text{ Choosing } M = N^2, K = N \text{ in the preceding result gives }

\begin{equation}
\left( \mathbb{E} \left\| X_T - Y^{N^2,N^2,N}_{N^2,N^2,N} \right\|_H^2 \right)^{\frac{1}{2}} \leq C_r N^{r-\frac{3}{2}}
\end{equation}

\text{for arbitrarily small } 0 < r < \frac{3}{2}.
In Figure 1, we present detailed implementation code of the scheme (1.8). The term $h \sum_{j=1}^{K} \mu_j (\eta_j)^2$ in (1.8) is computed once in advance for which $O(N^2)$ computational operations are needed. After that, $O(N \log(N))$ further computational operations and independent standard normal random variables are needed to compute $Y_{m+1}^{N,2,N}$ from $Y_m^{N,2,N}$ by using the fast Fourier transform. Since $N^2$ time steps are used, $O(N^3 \log(N))$ computational operations and random variables are required to obtain $Y_{m+1}^{N,2,N}$. Taking the convergence order $\frac{3}{2}$ in (5.12) into account shows that the scheme (1.8) promises the overall convergence order $\frac{5}{8}$, which is the same as that of Milstein type scheme (1.7). But for the linear implicit Euler scheme (1.5), $N^3$ time steps are used and one can just get an overall convergence order of $\frac{3}{8}$.

![Figure 2: Numerical results for SPDE (1.1) with parameters as (5.8).](image)

Figure 2 depicts approximation errors (1.4) of the various approximations $\tilde{Y}_{N^3}^{N,N^3,N}$, $\tilde{Y}_{N^2}^{N,N^2,N}$, $Y_{N^2}^{N,N^2,N}$ with $N = 4, 8, 16, 32, 64$ against the number of used normal random variables on a log-log scale. As a measure for the computational effort, here we take the number of realizations of independent random variables needed for the calculation of the approximation. One can detect that the numerical results are consistent with our assertions on the convergence order. Besides, the Runge-Kutta method (1.8) and the Milstein type scheme (1.7) produce nearly the same approximation error. Numerical results also show that both the Runge-Kutta method (1.8) and the Milstein type scheme (1.7) are much more computationally effective than the linear implicit Euler scheme (1.5). For instance, $\tilde{Y}_{64^3}^{64^3,64^3}$ in the case of the linear implicit Euler scheme and $\tilde{Y}_{64^2}^{64^2,64^2}$, $\tilde{Y}_{64^2}^{64^2,64^2}$ in the case of the Runge-Kutta method and the Milstein type scheme achieve the precision $\varepsilon = 0.001$ in (1.4). For one path, it needs to generate $64^4 = 16777216$ independent normal random variables and costs 105.312000 seconds to simulate $\tilde{Y}_{64^3}^{64^3,64^3}$. But the number of random variables needed to generate decreases to $64^3 = 262144$ for one path simulation of $Y_{64^2}^{64^2,64^2}$, $Y_{64^2}^{64^2,64^2}$. Accordingly, the runtime for one path simulation of $\tilde{Y}_{64^2}^{64^2,64^2}$ and $Y_{64^2}^{64^2,64^2}$ are, respectively, reduced to 2.328000 seconds and 1.984000 seconds. In Table 1, we list runtime (seconds) for one path simulation using the three methods with various $N$ ($N = 32, 64, 128, 256$). Note that the “exact” mild solution
is identified with the numerical solution using very small stepsize and that the matlab codes to simulate $Y_{N^2, N^2}$ and $Y_{N^2, N^2}$ are presented in Figure 2, Figure 3 from [9] and Figure 1 in this article, respectively. It turns out that the schemes (1.8) and (1.7) are progressively faster than the linear implicit Euler method (1.5) as $N$ increases. Also, we observe from Table 1 that the Runge-Kutta type scheme (1.8) is faster than the Milstein type scheme (1.7). This is due to the fact that evaluation of the partial derivative $\left( \frac{\partial}{\partial y} g \right) \left( x, y \right) = \frac{3(1+y^2) \sin^2(y) \cos(y) - 4y \sin^3(y) - 3y^2 + 1}{(1+y^2)^3}$ costs more time than evaluation of the function $g(x, y) = \frac{y + \sin^3(y)}{(1+y^2)^2}$.

Table 1: Runtime (seconds) for one path simulation using the three schemes $Y_{N^2, N^2}, \tilde{Y}_{N^2, N^2}, Y_{N^2, N^2}$ with $N = 32, 64, 128, 256$

| $N$  | Linear Implicit Euler scheme | Milstein scheme | Runge-Kutta scheme |
|------|------------------------------|----------------|--------------------|
| 32   | 10.172000                    | 0.547000       | 0.469000           |
| 64   | 105.312000                   | 2.328000       | 1.984000           |
| 128  | 1068.969000                  | 12.547000      | 10.344000          |
| 256  | 12604.844000                 | 77.016000      | 60.312000          |

As the second numerical experiment, we consider the case, where the two operators $A$ and $Q$ do not share the same eigenfunctions. More accurately, we choose the initial data $\xi(x) \equiv 0$ for $x \in (0, 1), T = 1, k = \frac{1}{50}$, and the other parameters are set as $f(x, y) = 1 - y, g(x, y) = \frac{y}{1 + y^2}, \mu_0 = 0, \mu_j = \frac{1}{j^3}, \eta_0(x) = 1, \eta_j(x) = \sqrt{2} \cos(j \pi x)$ (5.13) for all $x \in (0, 1), y \in \mathbb{R}, j \in \mathbb{N}$.

For this example, it is shown in [9] that Assumption 2.1-2.5 are all satisfied with $\beta = \frac{1}{5}, \delta \in (0, \frac{1}{2}), \alpha \in (0, \frac{2}{3}), \gamma \in (\frac{1}{2}, 1)$. Consequently, in this case Theorem 2.1 shows that

$$\left( \mathbb{E} \left\| X_T - Y_{N^2, N^2} \right\|_{H^2}^2 \right)^{\frac{1}{2}} \leq C_r N^{r-2}$$

holds for some positive constants $C_r$, all arbitrarily small $r \in (0, 2)$ and $N \in \mathbb{N}$. Hence its overall convergence order is $\frac{2}{3}$. For the linear implicit Euler scheme (1.5),

$$\left( \mathbb{E} \left\| X_T(x) - \tilde{Y}_{N^2, N^2}(x) \right\|_{H^2}^2 \right)^{\frac{1}{2}} \leq C_r N^{r-2}$$

holds for some positive constant $C_r$, all arbitrarily small $r \in (0, 2)$ and $N \in \mathbb{N}$. (5.15) implies that the linear implicit Euler scheme has the overall convergence order of $\frac{2}{3}$. These asymptotic results can be observed clearly in Figure 3 where approximation errors of the three approximations $Y_{N^2, N^2}, \tilde{Y}_{N^2, N^2}, Y_{N^2, N^2}$ with $N = 2, 4, 8, 16, 32$ against the number of used normal random variables are plotted.

References

[1] Burrage, K. and Burrage, P.M., High strong order explicit Runge-Kutta methods for stochastic ordinary differential equations, Appl. Numer. Math., 22 (1996), 81-101.
Figure 3: Numerical results for SPDE (1.1) with parameters as (5.13).

[2] Chow, P.L., Stochastic Partial Differential Equations. Chapman & Hall/CRC, New York, 2007.

[3] Da Prato, G., and Zabczyk, J., Stochastic equations in infinite dimensions, vol. 44 of Encyclopedia of Mathematics and its Applications. Cambridge University Press, Cambridge, 1992.

[4] Grecksch, W., and Kloeden, P.E., Time-discretised Galerkin approximations of parabolic stochastic PDEs. Bull. Austral. Math. Soc. 54, 1 (1996), 79-85.

[5] Gyöngy, I., Lattice approximations for stochastic quasi-linear parabolic partial differential equations driven by space-time white noise II. Potential Anal. 11, 1 (1999), 1-37.

[6] Jentzen, A., and Kloeden, P.E., Overcoming the order barrier in the numerical approximation of stochastic partial differential equations with additive space-time noise. Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 465, 2102 (2009), 649-667.

[7] Jentzen, A., and Kloeden, P.E., The numerical approximation of stochastic partial differential equations. Milan J. Math. 77, 1 (2009), 205-244.

[8] Jentzen, A., and Röckner, M., Regularity analysis of stochastic partial differential equations with nonlinear multiplicative trace class noise. J. Differential Equations 252 (2012), no.1, 114-136.

[9] Jentzen, A., and Röckner, M., A Milstein scheme for SPDEs, Arxiv preprint arXiv:1001.2751v4, 2012.

[10] Kloeden, P.E., and Platen, E., Numerical Solution of Stochastic Differential Equations, Springer, Berlin, 1992.

[11] Kloeden, P.E., Lord, G.J., Neuenkirch, A. and Shardlow, T., The exponential integrator scheme for stochastic partial differential equations: pathwise error bounds. J. Comput. Appl. Math. 235, 5 (2011), 1245-1260.
[12] Kovács, M., Larsson, S., and Lindgren, F., Strong convergence of the finite element method with truncated noise for semilinear parabolic stochastic equations with additive noise. Numer. Algor. 53 (2010) 309-320.

[13] Lord, G.J., and Rougemont, J., A numerical scheme for stochastic PDEs with Gevrey regularity. IMA J. Numer. Anal. 24, 4 (2004), 587-604.

[14] Lord, G.J., and Tambue, A., A modified semi-implicit Euler-Maruyama Scheme for finite element discretization of SPDEs (2010) arXiv:1004.1998v2.

[15] Prévôt, C., and Röckner, M., A concise course on stochastic partial differential equations, vol. 1905 of Lecture Notes in Mathematics. Springer, Berlin, 2007.

[16] Shardlow, T., Numerical methods for stochastic parabolic PDEs. Numer. Funct. Anal. Optim. 20, 1-2 (1999), 121-145.

[17] Shardlow, T., Weak convergence of a numerical method for a stochastic heat equation. BIT, 43 (2003), 179-193.

[18] Yan, Y., Galerkin finite element methods for stochastic parabolic partial differential equations. SIAM J. Numer. Anal. 43, 4 (2005), 1363-1384.