Description of nuclear octupole and quadrupole deformation close to the axial symmetry: Critical-point behavior of $^{224}$Ra and $^{224}$Th
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The model, introduced in a previous paper, for the description of the octupole and quadrupole degrees of freedom in conditions close to the axial symmetry, is applied to situations of shape phase transitions where the quadrupole amplitude can reach zero. The transitional nuclei $^{224,226}$Ra and $^{224}$Th are discussed in the frame of this model. Their level schemes can be reasonably accounted for assuming a square-well potential in two dimensions. Electromagnetic transition amplitudes are also evaluated and compared with existing experimental data.

PACS numbers: 21.60.Ev

I. INTRODUCTION

The phase transition between spherical and axially deformed quadrupole shape of nuclei has been the object of several theoretical and experimental works in recent years. In particular, the properties of nuclei close to the critical point, predicted by Iachello’s model of X(5) symmetry $^1$, have been actually observed in several cases $^2, 3, 4, 5, 6, 7$, while some other nuclides showing the ratio $E(4^+)/E(2^+) \approx 2.91$ expected for the X(5) symmetry are presently under investigation. Moreover, in the Ra – Th region, it has been observed that the isotopes $^{224}$Ra and $^{224}$Th have a positive-parity ground–state band with a sequence of level energies very close to the X(5) predictions $^8, 9$. Here, however, the presence of a very low lying negative parity band, soon merging with the positive-parity one for $J > 5$, proves that the octupole mode of deformation plays an important role and should not be ignored in discussing the behavior of the phase transition.

In a previous paper $^10$ (henceforth referred to as I) a simple model has been introduced to describe the phase transitions in nuclear shape involving the octupole mode$^1$. To this purpose, a new parametrization of the collective coordinates describing the nuclear quadrupole and octupole deformation has been introduced and discussed. The nuclear shape is represented in the intrinsic frame defined by the principal axes of the overall tensor of inertia, in situations close to (but not necessarily coincident with) the axial–symmetry limit. In the same paper, a specific model is developed to describe the critical point of the phase transition in the octupole mode, between harmonic oscillations and permanent asymmetric deformation, in nuclei which already possess a stable quadrupole deformation. The Thorium isotopic chain was investigated and the experimental data concerning $^{226,228}$Th were compared with the model predictions $^10$. The former appears to be close to the critical point, while the latter can be interpreted as an example of harmonic oscillations in the axial octupole mode.

In the present paper, we extend the investigation to the cases where the quadrupole deformation is not steady but performs oscillations under the effect of a proper potential, and in particular for situations close to the quadrupole critical point described by the X(5) symmetry, in the Radium and Thorium isotopic chain.

As we shall see, the properties of the already mentioned nuclei $^{224}$Th and $^{224}$Ra result to be reasonably described by our model with a “critical” (flat) potential well, extending both in the $\beta_2$ and $\beta_3$ directions. Moreover, we observe that, as far as the level scheme is concerned, also the next isotope $^{226}$Ra can be accounted for with a proper critical–point potential, in spite of the fact that the positive-parity part of the ground–state band does not follow the X(5) predictions. As in the case of Thorium, heavier isotopes of Radium have a permanent quadrupole deformation and octupole excitations of vibrational character, while the lighter ones are either non collective or vibrational in the quadrupole mode.

Some results of this work, at different phases of advancement, have been reported at several Conferences or Schools $^9, 11, 12, 13$.

For convenience of the reader, we report in the next Section II some evidence of the phase transitions in the Radium and Thorium isotopic chain, while the definition of variables introduced in I, and a few results relevant to the present work, are briefly summarized in the Section IIIA. In the following subsections, the model introduced in I is specialized to a form suitable for a critical potential in two dimensions. Finally, in the Section IV the model results are reported and compared with the existing experimental evidence for $^{224,226}$Ra and $^{224}$Th.

Previous models of quadrupole–octupole deformation are quoted in I. Since then, new relevant papers have
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$^1$ We have now the occasion to correct a few misprints which escaped proofs revision in paper I:

Eq. (23c) should read $q_3 = (L_3 - p_x - 2p_y - 3p_3) / (4u^2)$. In the Table VII, the 4th element of the 5th line should be $\sin \theta_2 \sin \theta_3 / J_1$. We apologize for these errors.
II. PHASE TRANSITIONS IN THE Ra – Th REGION

We summarize here the existing evidence for the evolution of nuclear shapes for Radium and Thorium isotopes in the transitional region $N = 130 - 140$.

The Fig. II taken from I, shows the behavior of some indicators of quadrupole and octupole collectivity, as a function of the neutron number $N$, in the isotopic chain of Ra and Th. It has been noted in I that $226 \text{Th}$ appears to be close to the critical point in the octupole deformation, while it possesses a stable quadrupole deformation $\beta_2$. At larger values of $N$, Th isotopes maintain a stable quadrupole deformation, while the octupole mode evolves towards the vibrational behavior, as indicated by the large excitation energies of all negative-parity levels. At $N = 130$ or less, the quadrupole mode has a vibrational (or non collective) character. It turns out, therefore, that the octupole phase transition proceeds in the direction opposite to the one of quadrupole. We also observe that the phase transition only involves the axial octupole mode. In fact, the energy of the $J^\pi = 1^-$ band head of the $K^\pi = 0^-$ octupole band shows a sharp decrease, both in its absolute value and in the ratio to the $E(2^+)$, when the neutron number decreases below $N = 142$. Other octupole bands (with $K > 0$) do not show a similar trend (fig. IIc)), and one can conclude that non-axial octupole excitations maintain a vibrational character. A similar trend is apparent also for Ra isotopes.

In order to describe Th and Ra isotopes with $A < 226$, we must allow also $\beta_2$ to vary and perform (non necessarily harmonic) oscillations. If we consider the value $E(4^+)/E(2^+) = 2.91$ as a signature of the critical point with respect to the quadrupole deformation, this would correspond approximately to $^{224}\text{Ra}$ and $^{226}\text{Th}$.

III. THE MODEL FOR QUADRUPOLE – OCTUPOLE VIBRATIONS

A. Summary of the variable definitions

The dynamical variables $a^A_{\lambda}(\lambda = 2, 3; \mu = -\lambda...\lambda)$, describing the quadrupole and octupole deformation in the intrinsic reference frame, are parametrized as

$$a_{0}^{(2)} = \beta_2 \cos \gamma_2 \approx \beta_2$$
$$a_{1}^{(2)} = -\frac{\sqrt{2} \beta_2}{\sqrt{\beta_2^2 + 2\beta_3^2}} v (\sin \varphi + i \cos \varphi)$$
$$a_{2}^{(2)} = \frac{\sqrt{1/2} \beta_2}{\sqrt{\beta_2^2 + 2\beta_3^2}} \sqrt{\beta_3} \sin \chi$$
$$a_{0}^{(3)} = \beta_3 \cos \gamma_3 \approx \beta_3$$
$$a_{1}^{(3)} = \frac{\sqrt{5} \beta_2}{\sqrt{\beta_2^2 + 2\beta_3^2}} v (\sin \varphi + i \sin \varphi)$$
$$a_{2}^{(3)} = \frac{\sqrt{1/2} \beta_2}{\sqrt{\beta_2^2 + 2\beta_3^2}} \sqrt{\beta_3} \sin \gamma_3 + i \frac{\beta_2}{\sqrt{\beta_2^2 + 2\beta_3^2}} \sin \chi$$
$$a_{3}^{(3)} = \frac{w}{i} \sin \theta \left[ \cos \gamma_3 + (\sqrt{15}/2) \sin \gamma_3 \right]$$
$$\approx \frac{w (\sin \theta + i \cos \theta)}{i}$$

With this choice, valid in situations close to the axial symmetry, the tensor of inertia turns out to be diagonal up to the first order in the small quantities describing the non-axial deformations.
In the Eq.s the variables $\gamma_2$ and $\gamma_3$ are still employed, in order to keep some transparency with respect to the standard expressions used to describe the quadrupole or the octupole deformation alone. However, it is more convenient to substitute them with expressions involving the variables $u, \chi$ and a new variable $u_0$: neglecting second-order and higher-order terms,

$$\gamma_2 = \frac{\sqrt{10} \beta_3}{\beta_2 \sqrt{\beta_2^2 + 5 \beta_3^2}} u \cos \chi + \frac{f(\beta_2, \beta_3)}{\sqrt{\beta_2^2 + 5 \beta_3^2}} u_0$$

$$\gamma_3 = - \frac{\sqrt{2} \beta_2}{\beta_3 \sqrt{\beta_2^2 + 5 \beta_3^2}} u \cos \chi + \frac{\sqrt{5} f(\beta_2, \beta_3)}{\sqrt{\beta_2^2 + 5 \beta_3^2}} u_0$$

It is possible to show that a definite value of the angular-momentum component $K$ along the intrinsic axis $3$ and a definite parity can be associated to the degrees of freedom corresponding to the variables $v, \chi$ (or $u, \varphi$ or $v, \theta$ or $u_0$): $K^2 = 1$ (or $2^-$ or $3^-$ or $2^+$, respectively). This result is independent of the form of the function $f(\beta_2, \beta_3)$ of Eq. (which, actually, was left undetermined in I).

### B. The kinetic energy operator

The classical expression of the kinetic energy has the form

$$T = \frac{1}{2} \sum_{\mu \nu} G_{\mu \nu} \dot{\xi}_\mu \dot{\xi}_\nu$$

where $\dot{\xi} = (\dot{\beta}_2, \dot{\beta}_3, \dot{u}_0, \dot{v}, \dot{\chi}, \dot{u}, \dot{\varphi}, \dot{w}, \dot{\theta}, \dot{q}_1, \dot{q}_2, \dot{q}_3)$ and $q_1, q_2, q_3$ are the components of the angular velocity along the three axes of the intrinsic reference frame. As in I, we adopt here the convention of including the inertial coefficient $B_\lambda$ in our amplitudes $u_\mu^{(\lambda)}$, that therefore would correspond to $\sqrt{\beta_3 G_{\mu \nu}}$ in the usual notations of Bohr. The matrix elements of $G$, approximated to the most relevant order, are shown in the Table I. The determinant of this matrix turns out to be

$$G \propto (\beta_2^2 + 2 \beta_3^2)^{1/2} f^4(\beta_2, \beta_3) u_0^2 v^2 w^2$$

$$\equiv G_0(\beta_2, \beta_3) u_0^2 v^2 w^2.$$  

The Pauli recipe for the quantization of the classical kinetic energy gives the Schrödinger equation

$$\sum_{\mu \nu} \frac{1}{g} \frac{\partial}{\partial \xi_\mu} \left[ g (G^{-1})_{\mu \nu} \frac{\partial \Psi}{\partial \xi_\nu} \right] + \frac{1}{\hbar^2} [E - V(\xi)] \Psi = 0$$

where $g^2 = G = \text{Det} \ G$ and $\xi$ stays for the ensemble of the variables $\xi_\mu$.

To our present purpose, this general treatment must be specialized, (e.g. with a proper choice of the arbitrary function $f(\beta_2, \beta_3)$ in the Eq.s, keeping in mind a necessary condition: the Schrödinger equation for the quadrupole amplitude, when the octupole amplitude is constrained to small values by a proper restoring potential, must converge to that of Bohr and therefore, at the critical point, to that of the X(5) model. As we shall see in the Section IV.A, this result is obtained with the choice

$$f(\beta_2, \beta_3) = \sqrt{(\beta_2^2 + \beta_3^2)(\beta_2^2 + 2 \beta_3^2)}$$

from which one obtains

$$G_0(\beta_2, \beta_3) = (\beta_2^2 + \beta_3^2)^2 (\beta_2^2 + 2 \beta_3^2)^{1/2}$$

### C. The critical potential in two dimensions

Possible landscapes of axial quadrupole–octupole deformation in the Thorium region are exemplified in Fig. 2, where the potential energy is depicted as a function of the deformation parameters $\beta_2$ and $\beta_3$. Reported values have been obtained by Nazarewicz et al. with a Wood–Saxon–Bogolyubov cranking calculation. We notice that the critical point in the octupole degree of freedom is localized around a fixed value in the $\beta_2$ direction, while a flat minimum extends over a sizable interval in the direction $\beta_3$. This is just the “critical” potential for the shape transition between octupole oscillation and permanent octupole deformation (combined with a fixed

**TABLE I: The matrix of inertia $G$ after the introduction of the variables $u_0$, $v$, $u$, $\varphi$, $\chi$, and $\theta$ (see text). Here, $J_1 = J_2 = 3(\beta_2^2 + 2 \beta_3^2)$, and $J_3 = 4f^4(\beta_2, \beta_3) u_0^2 + 2v^2 + 8u^2 + 18w^2$. Only the leading terms are shown. Neglected terms are small of the first order (or smaller) in the sub-matrix involving only $\beta_2, \beta_3, u_0, v, w, \varphi, \chi$, and $\theta$; of the second order (or smaller) in the sub-matrix involving only $\varphi, \chi, \theta$ and $q_3$; of the second order (or smaller) in the rest of the matrix.**

| $\beta_2$ | $\beta_3$ | $u_0$ | $v$ | $u$ | $w$ | $\varphi$ | $\chi$ | $\theta$ | $q_1$ | $q_2$ | $q_3$ |
|-----------|-----------|-------|-----|-----|-----|----------|--------|-------|-------|-------|-------|
| 1         | 0         | 0     | 0   | 0   | 0   | 0        | 0      | 0     | 0     | 0     | 0     |
| 0         | 0         | 0     | 0   | 0   | 0   | 0        | 0      | 0     | 0     | 0     | 0     |
| 0         | 0         | 0     | 0   | 0   | 0   | 0        | 0      | 0     | 0     | 0     | 0     |
| $u_0$     | $f^2(\beta_2, \beta_3)$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0     |
| $v$       | 0         | 0     | 0   | 0   | 0   | 0        | 0      | 0     | 0     | 0     | 0     |
| $u$       | 0         | 0     | 0   | 0   | 0   | 0        | 0      | 0     | 0     | 0     | 0     |
| $w$       | 0         | 0     | 0   | 0   | 0   | 0        | 0      | 0     | 0     | 0     | 0     |
| $\varphi$ | 0         | 0     | 0   | 0   | 0   | 0        | 0      | 0     | 0     | 0     | 0     |
| $\chi$    | 0         | 0     | 0   | 0   | 0   | 0        | 0      | 0     | 0     | 0     | 0     |
| $\theta$  | 0         | 0     | 0   | 0   | 0   | 0        | 0      | 0     | 0     | 0     | 0     |
| $q_1$     | 0         | 0     | 0   | 0   | 0   | 0        | 0      | 0     | 0     | 0     | 0     |
| $q_2$     | 0         | 0     | 0   | 0   | 0   | 0        | 0      | 0     | 0     | 0     | 0     |
| $q_3$     | 0         | 0     | 0   | 0   | 0   | 0        | 0      | 0     | 0     | 0     | 0     |

2 This choice is different from the one adopted in I to describe the critical point in the octupole degree of freedom with a constant quadrupole deformation: in such a case, in fact, the proper limit for small octupole amplitudes does not correspond to the X(5) but to the Frankfurt model, valid for small–amplitude octupole vibrations of a well deformed nucleus.
simulating the critical–point potential. The potential–energy

The potential corresponding to the critical point is not shown. It should be somewhere between fig. 2(a) and fig. 2(b). One can try to approximate the critical potential, as usual, with a square well, but now the flat bottom of the well should extend over a finite distance in $\beta_2$ and $\beta_3$, and be symmetric in $\beta_3$ around $\beta_3 = 0$. The shape of the borders is obviously relevant to the result. One could imagine shapes like those shown in fig. 3 with dashed or dotted lines, but their description would involve at least two or three free parameters, and the comparison with experimental data could be not very significant. We have found, however, that good results are obtained also with a simple rectangular shape (solid line in fig. 3), implying only one free parameter, $b = \beta_3^w / \beta_2^w$ (apart from a common factor of scale).

IV. RESULTS AND COMPARISON WITH EXPERIMENTAL DATA

A. The Energy eigenvalues

Now, as a first step, we can evaluate, as a function of $b$, the level energies in the ground–state band and deduce the best value of the parameter from a comparison with experimental results (fig. 4). To proceed, we must do some assumptions on the behavior of axial and non axial modes of deformation. We will assume that

- Our choice of variables corresponds to independent degrees of freedom.
- Non-axial vibrations are confined to their lowest stationary state.
- An approximation similar to that of the X(5) model is valid for the differential equations of all non-axial amplitudes: i.e., the differential equation in $\beta_2$, $\beta_3$ can be approximately decoupled from those concerning the other degrees of freedom.

Therefore, the complete wavefunction $\Psi$ of Eq. 8 can be factorized in three parts, as in Eq. 30 of I:

$$\Psi = \Psi_0(\beta_2, \beta_3) \Psi_1 Y_{JM}(\hat{\Omega})$$

where the function $\Psi_0$ depends on the deformation variables different from $\beta_2, \beta_3$.

From the Eq. [4] we know that also the determinant $G$ is factorized in the same way. Then, the differential equation for $\beta_2, \beta_3$ takes the form

$$\left\{ G_0^{-1/2} \left[ \frac{\partial}{\partial \beta_2} \left( G_0^{1/2} \frac{\partial}{\partial \beta_2} \right) + \frac{\partial}{\partial \beta_3} \left( G_0^{1/2} \frac{\partial}{\partial \beta_3} \right) \right] + \epsilon - V(\beta_2, \beta_3) - \frac{J(J+1)}{3(\beta_2^2 + 2\beta_3^2)} \right\} \Psi(\beta_2, \beta_3) = 0$$

This equation can be somewhat simplified with the substitution

$$\Psi_0(\beta_2, \beta_3) = g^{-1/2} \Phi(\beta_2, \beta_3)$$

where $g \propto G_0^{1/2}$, to obtain

$$\left\{ \frac{\partial^2}{\partial \beta_2^2} + \frac{\partial^2}{\partial \beta_2^2} + \epsilon - V(\beta_2, \beta_3) - \frac{J(J+1)}{3(\beta_2^2 + 2\beta_3^2)} \right\} \Phi(\beta_2, \beta_3) = 0$$

with

$$V_g = \frac{1}{4g^2} \left[ \left( \frac{\partial g}{\partial \beta_2} \right)^2 + \left( \frac{\partial g}{\partial \beta_3} \right)^2 - \frac{1}{2g} \left( \frac{\partial^2 g}{\partial \beta_2^2} + \frac{\partial^2 g}{\partial \beta_3^2} \right) \right]$$

With the choice of $f(\beta_2, \beta_3)$ given in the Eq. 6 from Eq. 7 one obtains

$$g \propto \frac{(\beta_2^2 + \beta_3^2)(\beta_2^2 + 2\beta_3^2)^2}{(\beta_2^2 + 3\beta_3^2)}.$$
equation to be solved takes the form

\[ V = \beta_3 \Phi \text{ of the ground and first excited band, in units of} \]

FIG. 5: (Color online) Calculated energies of excited level s

and, for \( |\beta_3| \ll \beta_2, g \propto \beta_2^4 \left[ 1 + 4(\beta_3/\beta_2)^2 + \ldots \right] \). Therefore, the first and second derivative of \( g \) with respect to \( \beta_3 \) tend to zero when \( |\beta_3| \ll \beta_2 \) and, at the limit \( \beta_3 \to 0 \), \( V = -2 \) as in the original Bohr model. With the substitution \( \Phi_0 = g^{-1/2} \Phi \), and assuming \( V(\beta_2, \beta_3) = 0 \) inside the potential well and \( = +\infty \) outside, the differential equation to be solved takes the form

\[
\left[ \frac{\partial^2}{\partial \beta_2^2} + \frac{\partial^2}{\partial \beta_3^2} + \epsilon + V_8(\beta_2, \beta_3) \right] \Phi(\beta_2, \beta_3) = 0 \quad (14)
\]

with \( V_8 \) given in the Eq. 12 and \( \Phi = 0 \) on the contour of the potential well. The numerical integration has been performed with the finite difference method. Namely, the space is discretized on a rectangular lattice and values of \( \Phi \) at the lattice centers are taken as independent variables. In the place of second derivatives, the ratios of finite differences are used: \( e.g., \)

\[
\left( \frac{\partial^2 \Phi}{\partial \beta_2^2} \right)_{x,y} = \Phi(x + \Delta x, y) - 2 \Phi(x, y) + \Phi(x - \Delta x, y) \quad \Delta x^2
\]

As \( \Phi(\beta_2, \beta_3) = (-1)^2 \Phi(\beta_2, -\beta_3) \), it is enough to consider only the region \( \beta_3 > 0 \). The lattice centers are chosen as \( \beta_2 = k_2 \Delta x, \beta_3 = (k_3 - 1/2) \Delta y \) with \( k_2 = 1 \ldots n_2, k_3 = 1 \ldots n_3 \), and \( \Delta x = \beta_2^2/(n_2+1), \Delta y = 2\beta_3^2/(2n_3+1) \). The integration region is the upper rectangle with \( 0 < \beta_2 < \beta_2^w, 0 < \beta_3 < \beta_3^w \). At the upper and lateral borders of the rectangle, the value of the eigenfunction must be zero.

The boundary conditions at \( \beta_3 = 0 \) are not specified, but to evaluate the approximate derivatives with respect to \( \beta_2 \) it is enough to consider the value of \( \Phi \) at the line of centers immediately below zero, where they are either equal or opposite to the corresponding ones at \( \beta_3 = \Delta y/2 \) according to the even or odd value of \( J \).

The number of centers internal to the integration region – and therefore the number of independent values of \( \Phi \) – is now \( N = n_2 \cdot n_3 \), and we obtain a finite dimensional \( N \times N \) Hamiltonian matrix. This Hamiltonian has been diagonalized with the Implicitly Restarted Arnoldi – Lanczos method, using the ARPACK package [25].

In the fig. 5, calculated values of the excitation energies (in units of \( E(2^+_1) \)) are depicted as a function of the ratio \( b = \beta_3^w/\beta_2^w \). At the limit for \( \beta_3^w \to 0 \), the curves corresponding to even \( J \) and \( \pi \) tend to the X(5) values, as expected. With increasing \( b \), at the beginning these curves deviate substantially from the X(5) limit, but they come closer to the initial values for \( b \approx 1 \). In this region it is possible to find a good fit of the ground-state band of \( ^{224}\text{Ra} \) and of \( ^{224}\text{Th} \), for \( b = 0.81 \) and for \( b = 0.85 \), respectively (Fig. 14).

Moreover, a rather good fit of the ground-state band of \( ^{226}\text{Ra} \) is obtained with \( b = 0.68 \), \( i.e. \) close to the maximum of the curves for even parity and spin.
We can observe that, with our choice of the parameter $b$, the calculated $1^-$ level is always somewhat lower than the experimental one (Fig. 4). This fact can be related to the inclusion, in the potential well, of a region where $\beta_3$ remains large while $\beta_2$ tends to zero. Actually, the wavefunction of the first $1^-$ level extends appreciably in this region, at variance with other levels of the ground-state band.

It would be of great interest, of course, to extend the comparison to the lowest excited band with $K = 0$ (the $s = 2$ band in the X(5) model notations). Unfortunately, in $^{224}\text{Th}$ no excited $0^+$ level is known. The non–yrast level schemes of $^{224,226}\text{Ra}$ will be discussed in the following Section IV D.

#### B. Electromagnetic transition probabilities

Another important test for the model is provided by the E2 transition probabilities. The available experimental information on $B(E2)$ values is scarce (only two transitions in $^{224}\text{Ra}$ and $^{226}\text{Ra}$, one in $^{224}\text{Th}$), but we hope our work can stimulate interest for new experimental investigations. The reduced matrix element of the quadrupole transition operator $\mathcal{M}(E2)$ between the states $|s, K = 0, J\rangle$ and $|s', K = 0, J'\rangle$ can be evaluated as

$$\langle sJ | \mathcal{M}(E2) | s'J' \rangle = C_2 \langle sJ | \beta_2 | s'J' \rangle \langle J | Y_2 | J' \rangle,$$

with $\langle s, J | \beta_2 | s', J' \rangle = \int \Psi_{sJ} \beta_2 \Psi_{s'J} d\tau$ and $C_2$ constant. The volume element $d\tau$, in our non–cartesian coordinates, is the product of the differentials of the coordinate variables multiplied by $g = G^{1/2}$, with $G$ the determinant of the matrix of inertia $\mathcal{G}$. In our assumptions, the integrals over all variables apart from $\beta_2$ and $\beta_3$ are independent from one another and from the integral over $d\beta_2 d\beta_3$, and their result is 1 (if the corresponding wavefunctions are properly normalized). As the electric dipole and quadrupole operators do not contain derivatives, we can exploit the substitution defined in Eq. 10 to express the remaining integral as

$$\int \Psi_{sJ} \beta_2 \Psi_{s'J} d\tau = \int_0^{\beta_2^w} d\beta_2 \int_{-\beta_3^w}^{\beta_3^w} d\beta_3 \Phi_{sJ} \beta_2 \Phi_{s'J},$$

This integral has been evaluated numerically, for values of $J \leq 18$, with $J' = J - 2$ (and also with $J' = J - 1$). The reduced matrix element over the angular coordinates has the form

$$(J | Y_2 | J') = (-1)^J (4\pi)^{-1/2} \sqrt{(2J+1)(2L+1)(2J'+1)} \begin{pmatrix} J & L & J' \\ 0 & 0 & 0 \end{pmatrix}$$

Finally, the reduced transition probabilities from $J$ to $J'$ are obtained as

$$B(E2, sJ \rightarrow s'J') = (2J + 1)^{-1} \langle sJ | \mathcal{M}(E2) | s'J' \rangle^2.$$
FIG. 6: (Color online) Absolute values of the ratios of reduced matrix elements of the electromagnetic transition operators, \(R(EL, J_i) = M(EL, J_i \rightarrow J_f)/M(EL, L \rightarrow 0)\), with \(J_f = J_i - L\), as a function of the parameter \(b = \beta^{\alpha}_L/\beta^{\alpha}_r\). Part (a): E2 transitions; solid lines: even \(J_i \rightarrow J_f\), starting with \(2^+ \rightarrow 0^+\) (from the bottom); dashed lines: odd \(J_i \rightarrow J_f\), starting with \(3^- \rightarrow 1^-\). Part b: E1 transitions; solid lines: odd \(J_i \rightarrow J_f\), starting with \(1^- \rightarrow 0^+\) (from the bottom); dashed lines: even \(J_i \rightarrow J_f\), starting with \(2^+ \rightarrow 1^-\). The vertical lines correspond to the adopted values of the parameter for \(^{226}\text{Ra}, ^{224}\text{Ra}\) and \(^{224}\text{Th}\) (\(b = 0.68, 0.81\) and 0.85, respectively).

the experimental values reported in the NNDC tabulation \(^{[26]}\), \(B(E2, 2^+ \rightarrow 0^+) = 97 \pm 3\) W.u. and \(B(E2, 4^+ \rightarrow 2^+) = 138 \pm 8\) W.u., the experimental value of the ratio is \(1.42 \pm 0.09\), to be compared with the value 1.41 that is obtained from the calculated matrix elements of Tables \(\text{II}\) and \(\text{III}\) (for \(b = 0.81\)). We remind that, in the \(X(5)\) model \(^{[1]}\), this ratio would be 1.59. For \(^{226}\text{Ra}\), the lifetime of the \(4^+\) state is known, but for the first excited state only an approximate value (without error estimate) is reported. Also in this case, the deduced ratio is consistent with the theoretical estimate (see Table \(\text{III}\)). These results are encouraging, but would obviously need to be validate by a more extensive check, involving higher–lying levels, which, at the moment, is not possible.

A comparison of the two E1 transition from the lowest level \(1^- \rightarrow 0^+\) to and to the \(2^+\) states is possible for the three isotopes, as well as for the E1 branches from the \(3^-\) in \(^{226}\text{Ra}\). All these amplitude ratios for transitions within the ground–state band, shown in the upper part of Table \(\text{III}\) are in very good agreement with the calculated values. However, they are not significantly different from those expected for a rigid asymmetric rotor (as shown in the last column of Table \(\text{III}\)) and also from those reported by Lenis and Bonatsos \(^{[12]}\) on the basis of a rather different model. We note that, when the transitions to be compared have the same multipolarity, the model predictions are parameter free, or – more exactly – only involve the model parameter \(\beta^{\alpha}_r/\beta^{\alpha}_L\).

Instead, when the comparison concerns the ratios of the reduced matrix elements for E1 and E2 transitions decimating the same level, the model predictions include a further normalization factor (the ratio of constants \(C_1\) and \(C_2\) of Eq.s \(\text{III}\)) which needs to be determined from the experimental data. This comparison is therefore less direct, but it is perhaps more significant, as we shall see in the following.

Results concerning the E1/E2 branches in the ground–state band are shown in the Table \(\text{IV}\) and also depicted in Fig. \(8\). Experimental values of E1/E2 branching ratios in \(^{224,226}\text{Ra}\) and \(^{224}\text{Th}\) include those given in the NNDC tabulation \(^{[26,31]}\) and later results from Ref. \(^{[30]}\). From these branching ratios we have deduced the absolute ratios – given in the “Exp.” columns of Table \(\text{IV}\) – of the reduced matrix elements of E1 and E2 transitions,
each of which is expressed in units of the corresponding Weisskopf estimate, \( \mathcal{M}_W(EL) = (4\pi)^{-1/2}[3/(L + 3)] (1.2A^{1/3}) e \text{ fm}^b \). In the same table are also shown the results of the model calculation at the critical point (Crit.), which have been normalized to obtain the best fit with the experimental values within the ground–state band of each nucleus. Values expected for a rigid asymmetric rotor (Rot.), normalized in the same way, are also shown. The \(^{226}\text{Ra}\) point at \( J = 5 \) which, according to the authors themselves [31], could be considered as a lower limit, has not been included in the fits.

For the ground–state band of \(^{224}\text{Th}\) (Fig. 78), we find a satisfactory agreement between the experimental values and the model predictions. In this case we have enough data to perform a \( \chi^2 \) test of goodness of fit, and we obtain \( \chi^2/N = 1.17 \) with \( N = 8 \) degrees of freedom, corresponding to a confidence level of 31%. A fit with the rigid–rotor values would give a much larger value \( \chi^2/N = 2.03 \), and a confidence level below 5%. Also for the ground–state band of \(^{224}\text{Ra}\), the few available exper-

### TABLE III: Experimental and calculated values of the ratios of the reduced amplitudes of two E1 or two E2 transitions.

| Transitions | \( \left( J_A \mathcal{M}(EL) \right) / \left( J_B \mathcal{M}(EL) \right) \) | \(^{224}\text{Ra}\) | \(^{226}\text{Ra}\) | \(^{224}\text{Th}\) |
|-------------|-------------------------------------------------|----------------|----------------|----------------|
| \( J_A \rightarrow J_A \) | \( J_B \rightarrow J_B \) | Experim. | Crit. | Experim. | Crit. | Experim. | Crit. | Experim. | Crit. | Rot. |
| E1 \( 1^+ \rightarrow 2^+ \) | \( 1^+ \rightarrow 0^+ \) | 1.52 ± 0.14 | 1.50 | 1.36 ± 0.12 | 1.47 | 1.49 ± 0.26 | 1.50 | 1.42 |
| E1 \( 3^+ \rightarrow 4^+ \) | \( 3^+ \rightarrow 2^+ \) | 1.11 ± 0.18 | 1.24 | 1.15 |
| E2 \( 4^+ \rightarrow 2^+ \) | \( 2^+ \rightarrow 0^+ \) | 1.60 ± 0.05 | 1.63 | 1.76 | 1.66 | 1.60 |
| E2 \( 1^+ \rightarrow 3^+ \) | \( 1^+ \rightarrow 1^+ \) | 0.71 ± 0.10 | 1.10 | |
| E1 \( 1^+ \rightarrow 2^+ \) | \( 2^+ \rightarrow 0^+ \) | 1.49 ± 0.16 | 1.57 | 1.24 ± 0.09 | 1.62 | |
| E1 \( 2^+ \rightarrow 3^+ \) | \( 2^+ \rightarrow 1^+ \) | 1.29 ± 0.08 | 1.20 | |

### TABLE IV: Experimental and calculated values of the ratios of the reduced amplitudes of E1 and E2 transitions from the same level (in units of their Weisskopf estimates). The columns of calculated values are normalized to obtain the best fit to the experimental values for the transitions within the ground–state band.

\[
\left( \left( \mathcal{M}(E1)/\mathcal{M}_W(E1) \right) / \left( \mathcal{M}(E2)/\mathcal{M}_W(E2) \right) \right) \times 10^3
\]

| Transitions | \(^{224}\text{Ra}\) | \(^{226}\text{Ra}\) | \(^{224}\text{Th}\) |
|-------------|----------------|----------------|----------------|
| \( J \) | Experim. | Crit. | Rot. | Experim. | Crit. | Rot. | Experim. | Crit. | Rot. |
| 3 \( \rightarrow 2 \) | 0.69 ± 0.14 | 0.55 | 0.57 | 1.36 ± 0.23 | 2.13 | 2.42 | 7.98 ± 1.17 | 7.18 | 8.21 |
| 5 \( \rightarrow 4 \) | 0.98 ± 0.26 \(^a\) | 0.63 | 0.60 | 2.51 ± 0.15 | 2.23 | 2.56 | 7.19 ± 0.72 | 7.86 | 8.50 |
| 6 \( \rightarrow 5 \) | 0.56 ± 0.09 | 0.66 | 0.65 | 2.82 ± 0.34 | 2.38 | 2.67 | |
| 7 \( \rightarrow 6 \) | 0.71 ± 0.71 | 0.67 | 0.67 | 2.36 | 2.03 | 2.03 | 3.78 ± 0.43 | 8.41 | 8.67 |
| 9 \( \rightarrow 8 \) | 10 \( \rightarrow 9 \) | 2.76 ± 0.27 | 2.53 | 2.67 | 7.35 ± 0.62 | 8.64 | 8.73 | 7.35 ± 0.62 | 8.64 | 8.73 |
| 11 \( \rightarrow 10 \) | 11 \( \rightarrow 9 \) | 2.85 ± 0.25 | 2.62 | 2.68 | 9.06 ± 0.47 | 8.83 | 8.78 | 9.06 ± 0.47 | 8.83 | 8.78 |
| 12 \( \rightarrow 11 \) | 12 \( \rightarrow 10 \) | 2.15 ± 0.29 | 2.70 | 2.70 | 8.45 ± 0.42 | 9.01 | 8.82 | 8.45 ± 0.42 | 9.01 | 8.82 |
| 13 \( \rightarrow 12 \) | 13 \( \rightarrow 11 \) | 2.58 ± 0.17 | 2.79 | 2.71 | 9.84 ± 0.51 | 9.15 | 8.86 | 9.84 ± 0.51 | 9.15 | 8.86 |
| 14 \( \rightarrow 13 \) | 14 \( \rightarrow 12 \) | 2.53 ± 0.17 | 2.94 | 2.73 | 9.69 ± 0.65 | 9.29 | 8.89 | 9.69 ± 0.65 | 9.29 | 8.89 |
| 15 \( \rightarrow 14 \) | 15 \( \rightarrow 13 \) | 2.78 ± 0.43 | 2.98 | 2.74 | 10.47 ± 1.34 | 9.52 | 8.92 | 10.47 ± 1.34 | 9.52 | 8.92 |
| 16 \( \rightarrow 15 \) | 16 \( \rightarrow 14 \) | 3.22 ± 0.21 | 3.05 | 2.74 | |

\( ^a \) from NNDC [26] only. The 5\(^-\) \( \rightarrow \) 3\(^-\) (142 keV) \gamma ray observed in the reaction data [34] appears to be contaminated by a close–lying transition from a different reaction, as it results from the intensity mismatch in the 5\(^-\) \( \rightarrow \) 3\(^-\) \( \rightarrow \) 2\(^+\) \( \rightarrow \) 1\(^-\) cascade.

\( ^b \) from Ref. [31]. Not included in the fit.
Experimental values (or limits) are not far from the results of the model, but more experimental data would be necessary for a significant comparison. Actually, as it was soon recognized [32, 33, 34] the E1 transitions in $^{224}$Ra are rather weak compared to other nuclei in this region, and in particular their strengths are two orders of magnitude smaller than the corresponding ones in $^{224}$Th.

Instead, experimental values for $^{220}$Ra deviate significantly from the model predictions and approach those expected for a rigid rotor. This fact, combined with the slight upward deviation of level energies from the calculated curve for $J > 14$, suggests that the critical point of the phase transition in the Ra isotopic chain can be situated somewhere below $A = 226$, and probably close to $A = 224$.

D. The first excited $K = 0$ band

As anticipated in Section [IVA] no experimental information is available for non yrast levels of $^{224}$Th. For $^{224,226}$Ra isotopes, a few non-yrast levels are known from $\beta^- \gamma$ decay of $^{224,226}$Fr, from $\alpha$ decay of $^{228,232}$Th or from the $^{226}$Ra(t,p) reaction. Unique assignments of the spin and parity have been reported only for part of them. Some of these levels, which could be considered as members of the excited $K = 0$ band (the $s = 2$ band, in the $X(5)$ expression) are reported, together with those of the yrast band, in Fig. 9, where also the main decay branches are indicated. In the same figure, the model predicted levels, and their expected $\gamma$ branches, are also shown.

We can immediately observe that non yrast levels predicted by the model are always lower than the experimental ones (but a comparably large discrepancy is observed also in the $s = 2$ band of $X(5)$ nuclei [2, 3, 4]). In the lower part of Table III the calculated amplitude ratios for transitions from the excited $K = 0$ band are compared with the corresponding experimental ones, if the levels $0^+_2$ and $1^-_2$ shown in the Fig. 9 are interpreted as belonging to it. Only the ratio of the two E1 transitions from the $1^-_2$ level of $^{224}$Ra and from the $2^-_2$ level of $^{226}$Ra are well consistent with the calculated value, while the

---

FIG. 7: (Color online) Level scheme of $^{224}$Th, compared with the model predictions for $b = 0.85$. Calculated and experimental branching ratios are reported for each level. Experimental data are taken from the NDNC tabulation [26]. Experimental branching ratios from the $7^-_1$ and $9^-_1$ levels are not known. Theoretical values of the level energies (in keV) are normalized to that of the $2^+_1$ level; those of the branching ratios are deduced from the matrix elements of Table III with the experimental values of the transition energies. Calculated branches lower than 1% are not shown.

FIG. 8: (Color online) Ratios of the absolute value of the transition matrix elements (normalized to the Weisskopf Unit) for E1 and E2 transitions in the g.s bands of $^{224,226}$Ra and $^{224,226}$Th, from $J_i$ to $J_i-1$ and $J_i-2$, respectively: $R_{ji}(E1/E2) = (\langle J_i|M(E1)|J_i-1\rangle/MW(E1))/[(\langle J_i|M(E2)|J_i-2\rangle/MW(E2))]$. The dotted lines join the calculated values of the ratio (normalized to obtain the best fit with the ensemble of experimental values). The dashed lines join the values expected for a rigid rotor. The corresponding values deduced from the parameter free model of Ref. 13 are (apart for a possible staggering between even and odd $J_i$) almost identical to the rotational ones for large values of $J_i$ ($J_i > 7$) and, for decreasing values of $J_i$, their trend reaches a minimum around $J_i = 6$ and then increases slightly at lower values of $J_i$. 

---
FIG. 9: (Color online) Partial level schemes of $^{224}$Ra and $^{226}$Ra, with the experimentally observed $\gamma$ transitions, compared with the results of model calculations (with $b = 0.81$ and $\rho = 0.68$, respectively). Theoretical level energies (in keV) are normalized to that of the first excited level. Experimental energies for the lower levels of $^{224}$Ra are taken from the NNDC tabulation [26], those of the $10^5$, $12^5$, and higher levels are deduced from the $\gamma$-ray energies given by Cocks et al. [30]. For $^{226}$Ra, those of levels up to $5^-$ are taken from NNDC or ref. [31], those of higher levels from Cocks et al. [30]. Gamma branches lower than 5% (or reported as upper limits) are shown as dotted lines, those between 5% and 25% as dashed lines. Calculated branches lower than 1% are not shown. For a comparison of experimental E1/E2 branches with the model prediction at the critical point, see Table IV and Fig. 8.

As for the E1/E2 ratios for inter-band transitions, it is not obvious that the value of the parameter $C_1/C_2$ ought to be the same as for transitions within the ground-state band, but if we assume to be so, the E1/E2 ratios in the decay of the $12^+_2$ level of $^{226}$Ra differ by a factor of 2 from the calculated values: the ratios to the E2 amplitude $12^- \rightarrow 3_1^-$, with the normalization used in the the Table IV are $(0.75 \pm 0.7) \cdot 10^{-3}$ for the $12^- \rightarrow 01^+_1$ E1 transition and $(1.05 \pm 0.07) \cdot 10^{-3}$ for the $12^- \rightarrow 21^+_1$, to be compared with the theoretical values $0.29 \cdot 10^{-3}$ and $0.46 \cdot 10^{-3}$, respectively.

Therefore, if the first two levels of the excited $s = 2$ band are tentatively identified with the $01^+_1$ and $12^-_1$ levels of $^{224}$Ra, their properties are not so well accounted for. For this fact, one can hypothesize different explanations. First, we remark that the identification of these levels as members of the $\beta$ band can be put in discussion. Actually, the $01^+_1$ level could result from other (collective or non collective) modes of excitation, as, e.g., pairing vibration [33, 34], while the $12^-_1$ could correspond to (or be mixed with) the band head of the $K^\pi = 1^-$ band. Otherwise, the observed disagreement could indicate that our model is unable to correctly predict states outside the ground-state band, in particular if they are not far from levels of the non axial modes having the same $J^\pi$. The simultaneous investigation of axial and non axial modes, as it has been performed, via the Extended Coherent State model, in the ref.s [17, 18, 19, 20], is outside our present possibilities.

V. CONCLUSIONS

An extension of Iachello’s X(5) model to the axial quadrupole + octupole deformation has been developed with the formalism introduced in our previous paper I [10]. Assuming that both $\beta_2$ and $\beta_3$ can vary within a two-dimensional well with rectangular borders, and with a proper determination of a free function of the model, the results are found to converge to those of X(5) when the interval available for $\beta_3$ tends to zero. The formalism is therefore suitable to describe the critical point of phase transitions involving at the same time the axial quadrupole and octupole deformation.

As anticipated in I, the principal aim of this second part of our work was the description of the transitional nuclei $^{224}$Ra and $^{224}$Th, which were proposed to be close to such a critical point.
Actually, in spite of the admittedly crude schematization of the bidimensional potential, the relative values of the excitation energies of levels (of positive and negative parity) in the ground–state bands of both $^{224}$Ra and $^{224}$Th are satisfactorily reproduced by adjusting the only available parameter (the aspect ratio $b = \beta_3 / \beta_2$ of the potential well). A good agreement is obtained with $b = 0.81$ for $^{224}$Ra and with $b = 0.85$ for $^{224}$Th. Moreover, a good agreement is also obtained for the first part of the ground–state band of $^{220}$Ra with a lower value of the parameter, $b = 0.68$: only above $J = 14$ the experimental points deviate slightly from the calculated values, in the direction of the rigid–rotor curve (Fig. 4).

The (few) known ratios of transition strengths in the ground state band, for electromagnetic transition of equal multipolarity (either E2 or E1) are in agreement with the model predictions. Unfortunately, only in a few cases the ratio of the reduced strengths for transitions of equal multipolarity (either E2 or E1) are in agreement with the experimental results in the case of $^{224}$Ra (Fig. 8), while for $^{222}$Ra the trend of empirical values is closer to the one expected for a rigid rotor. For $^{224}$Ra, the E1 transitions are very weak and experimental data are too scarce to permit a significant comparison with the model predictions.

New and more extensive measurements of the transition strengths either in $^{224}$Ra or $^{224}$Th would be highly desirable, for a more significant test of the model.

In some more cases, the relative strength of two transitions of different multipolarity (E1 and E2), coming from the same level, can be deduced from the measured branching ratio. The comparison with the model requires in this case one more parameter, which has been determined by a best–fit procedure (see Table IV and Fig. 5). But, in this case, the expected trend at the critical–point is significantly different from that of a rigid rotator.

The calculated critical–point values of the ratios E1/E2 are in a rather good agreement with the experimental results in the case of $^{224}$Th (Fig. 8), while for $^{222}$Ra the trend of empirical values is closer to the one expected for a rigid rotor. For $^{224}$Ra, the E1 transitions are very weak and experimental data are too scarce to permit a significant comparison with the model predictions.
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