Enhancing Wind Turbine Power Forecast via Convolutional Neural Network
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Abstract: The rapid development in wind power comes with new technical challenges. Reliable and accurate wind power forecast is of considerable significance to the electricity system’s daily dispatching and production. Traditional forecast methods usually utilize wind speed and turbine parameters as the model inputs. However, they are not sufficient to account for complex weather variability and the various wind turbine features in the real world. Inspired by the excellent performance of convolutional neural networks (CNN) in computer vision, we propose a novel approach to predicting short-term wind power by converting time series into images and exploit a CNN to analyze them. In our approach, we first propose two transformation methods to map wind speed and precipitation data time series into image matrices. After integrating multi-dimensional information and extracting features, we design a novel CNN framework to forecast 24-h wind turbine power. Our method is implemented on the Keras deep learning platform and tested on 10 sets of 3-year wind turbine data from Hangzhou, China. The superior performance of the proposed method is demonstrated through comparisons using state-of-the-art techniques in wind turbine power forecasting.
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1. Introduction

Wind power generation is an essential part of renewable energy to mitigate some of the adverse effects of global warming. The Global Wind Energy Council (GWEC) estimated that total installed wind power capacity would increase to 792 million kW by 2020, and wind power would account for more than 20% of the total electricity generation all over the world by 2030. The inherent intermittence and randomness of wind energy inevitably make the power generated by wind turbines highly volatile. As the wind power capacity continues to grow, such power fluctuations will make it significantly challenging to keep the electric system stable and reliable. Generally, accurate prediction of wind power can effectively alleviate the pressure of peak and frequency modulation in the power system. There are four forecast categories based on the forecast horizon: long-term forecast, medium-term forecast, short-term forecast, and ultra-short-term forecast [1]. Specifically, short-term forecast refers to the forecast of electricity generation in the next day or a few days. It provides scientific and rational references for the power production, operation department, reducing production costs, ensuring power supply, setting the time-of-use price, and arranging equipment maintenance [2]. Hence, we mainly focus on the 24-h wind power generation prediction in this paper.

Traditional wind power forecasting methods generally employ turbine parameters and weather information parameters as model inputs. However, due to the complexity of real-world weather factors, it is not always possible to build a universally effective model by traditional means. Thanks to the development of machine learning and deep learning, researchers can develop accurate and stable models without physical model knowledge [3].
In some recent work, fuzzy prediction [4], wavelet analysis [5], least-square support vector machine (LSSVM) [6], and other methods have been widely applied to wind power prediction research. Meanwhile, deep learning techniques have also been adopted in wind power forecasts owing to their capability of thoroughly revealing nonlinear relationships in historical data [7]. Deep learning simulates the learning process of the human brain. Each computing unit is equivalent to one neuron in the brain. Through training and feedback from a large amount of data, the algorithm constantly corrects the connections between neurons until it reaches the optimal computational state. These networks include the general regression neural network (GRNN) [8], wavelet neural network (WNN), and generalized feed-forward neural network (GFNN) [9].

In this paper, we propose a new method to predict 24-h wind power. In contrast to existing studies, this paper is the first to convert multi-dimensional weather data into image matrices and utilize CNN to analyze them. The main contributions of this work can be summarized below:

• We propose Gramian wind field (GWF) matrices to map the zonal and meridional wind speed time series into image matrices with time characteristics retained and wind field features extracted.
• We propose a ripple encoding method to encode precipitation data to image matrices.
• We design a novel CNN network incorporating GWF matrices and ripple encoding matrices to forecast 24-h wind turbine power.

The rest of the paper is organized as follows. In Section 2, related work is reviewed briefly. In Section 3, we present the preliminaries and methodology. Experimental results are presented in Section 4, which are followed by the conclusions.

2. Related Work

The improvement in the accuracy of short-term wind speed prediction depends on the acquisition of more valuable input data and the adoption of appropriate methods to build prediction models. Wu and Alessio [10,11] conjectured that precipitation could affect the fan’s operation and even damage the turbine blades.

Wind power ramps cause a large-amplitude power fluctuation, which harmfully affects the stability of the power system’s operation. Ouyang et al. [12] combined the Markov chain and auto-regression (AR) model to correct the prediction residual. They also proposed an improved swinging door algorithm to extract linear segments. Zhao et al. [13] succeeded in capturing the spatial dependency between neighbor turbines’ power output and utilized a graphical model to model the dependency of turbine-level ramp events. Many researchers also made contributions to regional wind power forecasting [14]. Ozkan et al. [15] proposed a method of power generation forecasting for offline plants within a specific region and time. Probabilistic wind power forecasting is another interesting problem. Compared with the deterministic prediction, probabilistic forecast considers the uncertainty, which helps manage risks and make decisions for power grids [16]. Wu et al. proposed a novel probabilistic forecasting method for wind power generation, which includes data preprocessing, a clustering algorithm, and post-processing of the predicted interval. Wang et al. [17] designed a framework that combined the hybrid feature selection and multi-objective optimization algorithms. The algorithm could perform deterministic and probabilistic forecasting together. With the development of deep learning technologies, recurrent networks become more and more popular in wind power forecast problems.

With unique time-varying vectors of hidden activations, recurrent networks [18] are usually used to deal with sequence problems such as machine translation and speech recognition. As an improved architecture for the basic recurrent neural network (RNN), long short-term memory (LSTM) networks solve the vanishing gradient problem and are more widely used [18]. Zhu et al. [1] combined a sequence to sequence model with LSTM to predict multistep electric signals. The gated recurrent unit (GRU) architecture is also popular because it achieves comparable performance to LSTM while keeping a relatively
low computation cost [19]. However, recurrent networks that maintain a hidden state of the entire past data are difficult to parallelize and accelerate [18].

Convolutional networks are often used in image processing, among which AlexNet [20], VGGNet [21], and ResNet [22] are the representative ones. AlexNet contains five convolutional layers and three dense layers. It also utilizes a dropout layer to avoid overfitting. Compared with AlexNet, VGGNet features a deeper structure and better performance. A typical VGGNet is formed by 16 layers, and the convolutional kernels in each layer have the same size. Furthermore, ResNet, which combines the best of VGGNet and a residual module, is an excellent convolutional network in target detection with high computation speed. Due to the residual module, ResNet can retain the information of the shallow layer even though it has a very deep structure. Recently, some convolutional networks have achieved brilliant results in sequence problems. Facebook AI Research proposed an architecture for a sequence to sequence modeling that is entirely convolutional to deal with the natural language processing (NLP) problem [18]. To capture the position of the words, they added position vectors as position embedding. They also proposed the stacked CNN architecture to analyze long-distance information with high efficiency, which also makes parallel acceleration available. At the same time, they utilized both gated linear units (GLU) as the gate mechanism and multistep attention that combines residual connection and liner mapping. Bai and Kolter [23,24] proposed a temporal convolutional network (TCN) which is more accurate, simpler, and clearer than recurrent architectures such as LSTMs and GRUs. They used causal convolution to retain the temporal correlation of sequences and utilized dilated convolution and residual blocks to remember historical information [24].

Recently, some convolutional networks have achieved good results in time series classification (TSC) problems. The main difference among these methods lies in the image matrices generated from time series, for example, GAF/MTF [25], recurrence plots [26], and relative position matrix [27]. Wang and Oates proposed Gramian angular field (GAF) matrices to map time series into images, where they represented time series in a polar coordinate system instead of the typical Cartesian coordinates. In the Gramian angular matrix, each element is the cosine of the summation of angles. They also proposed Markov transition field (MTF) matrices. In MTF, they encoded dynamic transition statistics and extended that idea by representing the Markov transition probabilities sequentially to preserve information in the time domain. Hatami et al. [27] proposed recurrence plots (RP) to transform time series into 2D images by revealing at which points some trajectories return to a previous state. RPs are a visualization tool used to explore the multiple dimensional phase space trajectory through a 2D representation of its recurrences.

3. Methodology

Wind speed and direction at different heights are strongly correlated with the internal atmospheric motion in the region, which means that the wind of a specific height at the current time is related to the historical conditions and other winds at different heights. Wind turbines and blades are also affected by rainfall [28]. Since the comprehensive analysis of these spatial and temporal data can make the prediction more accurate [29], we decided to combine wind data and precipitation data to forecast 24-h wind turbine power. The raw dataset contains ten wind turbine power and wind speed time series from 00:00 1 January 2012 to 24:00 31 December 2014, located in YuHang, Hangzhou, China. Wind speed data consist of hourly zonal and meridional wind component speed at 10 m and 100 m. Wind turbine power is presented as a percentage of the rated power. We obtained the daily precipitation data from the China Gauge-based Daily Precipitation Analysis (CGDPA) [30]. We propose the GWF matrix and ripple encoding to convert wind data and precipitation data, respectively, to image matrices, which are the data foundation of the CNN.
3.1. GWF Matrix

The Gram matrix is often used to calculate the linear dependence of a set of vectors. Given a set of input vectors, the Gram matrix is defined in Equation (1) [31]:

\[
M = \begin{bmatrix}
  \langle x_1, x_1 \rangle & \langle x_1, x_2 \rangle & \ldots & \langle x_1, x_n \rangle \\
  \langle x_2, x_1 \rangle & \langle x_2, x_2 \rangle & \ldots & \langle x_2, x_n \rangle \\
  \vdots & \vdots & \ddots & \vdots \\
  \langle x_n, x_1 \rangle & \langle x_n, x_2 \rangle & \ldots & \langle x_n, x_n \rangle
\end{bmatrix}
\]  

where \( \langle \cdot, \cdot \rangle \) is an inner product of two vectors.

Inspired by the Gram matrix, we propose the Gramian wind field (GWF) matrix. Given time series, \( \{ u_1, u_2, \ldots, u_n \} \) and \( \{ v_1, v_2, \ldots, v_n \} \), of zonal and meridional wind component speed, we first calculated the hourly wind direction \( WD \) and an approximation of the wind energy \( WE \) from zonal and meridional wind components by Equation (2):

\[
\begin{align*}
WD_i &= \arctan(u_i/v_i) \\
WE_i &= 0.5 \times d \times \sqrt{(u_i^2 + v_i^2)^3}
\end{align*}
\]  

where \( d \) is air density. Since the pressure does not fluctuate enough for this to be a significant factor [32], we used a constant of 1.0 for \( d \). After rescaling the wind energy component \( WE \) to \([0, 1]\) by min-max normalization, we designed a vector, \( W = w_1, w_2, \ldots, w_n \), that contains hourly wind features \( w_i \) in the polar coordinate system \( (WE'_i, WD'_i) \). The min-max normalization formula is defined in Equation (3):

\[
WE'_i = \frac{WE_i - WE_{\min}}{WE_{\max} - WE_{\min}}
\]  

where \( WE'_i \) is the data after min-max normalization and \( WE_i \) is the original data. \( WE_{\max} \) and \( WE_{\min} \) are the maximum value and minimum value of the original data. The GWF is defined in Equation (4):

\[
G = \begin{bmatrix}
  \langle w_1, w_1 \rangle & \langle w_1, w_2 \rangle & \ldots & \langle w_1, w_n \rangle \\
  \langle w_2, w_1 \rangle & \langle w_2, w_2 \rangle & \ldots & \langle w_2, w_n \rangle \\
  \vdots & \vdots & \ddots & \vdots \\
  \langle w_n, w_1 \rangle & \langle w_n, w_2 \rangle & \ldots & \langle w_n, w_n \rangle
\end{bmatrix}
\]  

where \( \langle w_1, w_2 \rangle \) is the inner product between \( w_1 \) and \( w_2 \).

\[
\langle w_1, w_2 \rangle = WE'_1 \cos WD_1 \times WE'_2 \cos WD_2 + WE'_1 \sin WD_1 \times WE'_2 \sin WD_2
\]  

Wind data in timestamp \( i \) are illustrated as the vector \( w_i \) in the polar coordinate system \( (WE'_i, WD'_i) \). Items in diagonal represent the characteristic of the wind vector in each timestamp. Other items represent the relationship between wind vectors in different timestamps. In the raw dataset, there are two 2D time series from different heights: 100 m and 10 m. We mapped two 2D time series to two-channel images. An example 100 m GWF image is shown in Figure 1a.

3.2. Ripple Encoding

CGDPA is based on the optimal interpolation method and achieves a new high resolution \( (0.25° \times 0.25° \text{ lat./lon.}) \) [30]. From CGDPA, we gathered 3-year daily precipitation data (1st January 2012 to 31st December 2014) from the wind farm, and the maximum and minimum of precipitation data are 116.57 mm and 0 mm. We multiplied all the precipitation data by 2.18 and then round the values to get a gray value series of \( (0,255) \). We propose ripple encoding to convert the new gray value series into an image matrix.
Wind data in timestamp $i$ are illustrated as the vector $i w$ in the polar coordinate system ($i W E'$, $i W D$). Items in diagonal represent the characteristic of the wind vector in each timestamp. Other items represent the relationship between wind vectors in different timestamps. In the raw dataset, there are two 2D time series from different heights: 100 m and 10 m. We mapped two 2D time series to two-channel images. An example 100 m GWF image is shown in Figure 1a.

Figure 1. (a) An example 100 m Gramian wind field (GWF) image (top left) at 100 h (from 00:00 1 January 2012 to 04:00 5 January 2012), both axes are time axes; (b) an example ripple encoding image (top left) at 100 h (from 00:00 14 January 2012 to 04:00 18 January 2012), both axes are time axes.

On the reference of the GWF images’ characteristics, the ripple encoding matrix is also symmetric, and the axes are in hours. For example, considering a 100-h precipitation data (5 days) series from 00:00 14 January 2012 to 04:00 18 January 2012, the raw precipitation series of each day is [8.75 7.62 0.31 0.17 7.26] and the gray value series after processing is [19 17 10 16]. The ripple encoding matrix of these 100 h data is shown in Equation (6), and its corresponding image is shown in Figure 1b.

$$R = \begin{bmatrix}
19 & \ldots & 17 & \ldots & 1 & \ldots & 0 & \ldots & 16 \\
\vdots & & \ddots & & \vdots & & \vdots & & \vdots \\
17 & 17 & \vdots & & \vdots & & \vdots & & \vdots \\
\vdots & & \ddots & & \vdots & & \vdots & & \vdots \\
1 & \ldots & 1 & \vdots & & \vdots & & \vdots & & \vdots \\
\vdots & & \ddots & & \vdots & & \vdots & & \vdots \\
0 & \ldots & 0 & \vdots & & \vdots & & \vdots & & \vdots \\
\vdots & & \ddots & & \vdots & & \vdots & & \vdots \\
16 & \ldots & 16 & \vdots & & \vdots & & \vdots & & \vdots 
\end{bmatrix} \quad (6)$$

3.3. Convolutional Neural Network Structure

After exploiting the GWF algorithm to map two 2D raw wind speed time series into two-channel images and mapping the precipitation data into the ripple encoding images, we propose a novel convolutional neural network to extract features from the above matrices and output a 24-h wind turbine power forecast. Figure 2 shows the proposed network.

Conv and FC denote the convolution layer and fully connected layer. The number following the layer name denotes the number of filters, and the numbers after the “at” symbol (@) denote the convolution kernel size. Each convolution layer consists of $64 \times 3 \times 3$ filters with a stride of 1 and zero paddings of 1. We utilized the GLU layer [33] following
the convolution layer. Like LSTMs, the GLU layer can control the information passed on in the hierarchy. The output of the GLU layer is calculated from Equation (7) [18]:

$$h_t(X) = (X \times W + b) \odot \sigma(X \times V + c)$$  

(7)

where $X$ is the input and is the current output, $W$ and $V$ are convolution kernels, $b$ and $c$ are biases, $\sigma$ is the sigma function, and $\odot$ is the element-wise product operation.

3.3. Convolutional Neural Network Structure

After exploiting the GWF algorithm to map two 2D raw wind speed time series into two-channel images and mapping the precipitation data into the ripple encoding images, we propose a novel convolutional neural network to extract features from the above matrices and output a 24-h wind turbine power forecast. Figure 2 shows the proposed network.

![Figure 2. The proposed forecast network framework.](image)

Each fully connected layer consists of 256 units except that the final forecast layer consists of 24 units. Moreover, we applied the dropout layer (dropout rate is 0.5) and batch normalization layer to prevent overfitting and speed up the training procedure. We merged two networks to avoid potential interference and connect the final forecast layer with another fully connected layer.

4. Experimental Results and Evaluation

This section presents the details of the experimental setup, results, and evaluation of the proposed method.

4.1. Experimental Setup

The whole dataset contains 10 wind turbines, and each of them contains 26,304 hourly wind turbine power data, 26,304 hourly wind speed data, and 1096 daily precipitation data from 2012 to 2014. Each wind turbine is regarded as an independent case. We slice 20,000 samples from each wind turbine dataset and split them into training and test sets at a 7:3 ratio. We utilize the Keras deep learning framework and Python 3.7 for data processing and network design and training on the NVIDIA GeForce RTX 2080Ti.

4.2. Experimental Settings

To validate the efficiency of the proposed method, three popular recurrent network time series forecasting methods, including RNN [34], GRU [35], and LSTM [1], are taken as a comparison and assessed. The input data of three networks are the same: two 2D hourly wind speed data at 10 m and 100 m and 1D daily precipitation data. The experiment settings and parameters are listed in Table 1. We exploit the mean absolute error (MAE) and mean square error (MSE) as comparison metrics, which are defined in Equation (8).

$$\begin{align*}
MSE &= \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2 \\
MAE &= \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i|
\end{align*}$$  

(8)
where $\hat{y}_t$ is the forecasted value, $y_t$ is the actual value, and $y_{\text{max}}$ and $y_{\text{min}}$ are the maximum and minimum values among the test set. $N$ refers to the test set size. Our assessment consists of two parts: (1) the performance of the proposed method is compared to the three previously mentioned typical time series forecasting methods to validate the efficacy in the different timesteps and different wind turbine datasets; (2) the effects of precipitation data are illustrated to reveal the effectiveness of ripple encoding.

Table 1. Experiment settings and parameters.

| Settings                  | Parameters |
|---------------------------|------------|
| wind turbine dataset number | 10         |
| training set size         | 14,000     |
| test set size             | 6000       |
| RNN network layer number  | 1          |
| RNN neuron number         | 32         |
| LSTM network layer number | 2          |
| LSTM neuron number in each layer | 64 |
| GRU network layer number  | 1          |
| GRU neuron number         | 64         |
| hidden dense layer number | 1          |
| hidden neuron number      | 200        |
| dropout rate              | 0.5        |
| training method           | Adam Optimizer |
| loss function             | MAE        |
| forecast horizon          | 24         |

Figure 3. MAE and MSE comparison of 4 methods in different timesteps.
4.3. Comparison of Five Methods

To validate the efficiency of the proposed method, we compare the performance of different methods in the following timesteps: {24 40 50 60 70 75 80 82 85 90 95 100 110 120}. The results of ten wind turbines are averaged and presented in Figure 3. Furthermore, we present the detailed MAE and MSE comparison results for ten wind turbines under 75, 80, and 82 timesteps in Figures 4–6.

The results in Figures 3–6 indicate the following:

- In terms of the whole dataset of ten wind turbines, our method outperforms the other three methods among all the timesteps. Compared to the performance of GRU, LSTM, and RNN, the proposed method offers 27.52%, 28.67%, and 41.28% reductions in MAE, and 43.28%, 46.92%, and 57.84% reductions in MSE. Notably, all four methods receive better performance between 75 and 85 timesteps.

- In Figure 3, the other three networks all witness an obvious MAE and MSE decline from 24 to 50 timesteps. However, our method maintains outstanding forecasting performance without large fluctuations. It is notable that different timesteps will map out different image matrices in GWF matrices and ripple encoding. We can therefore conclude that our encoding method is effective.
• Regarding the results under fixed timesteps, the improvements in different turbines do not follow the same pattern. The improvements in MAE and MSE among different customers are largely diverse. While some customers receive 0.036 MAE reductions, the other customers may receive only half of that. Unlike the results of MAE, the reduction in MSE is more consistent.

We also compare our method with TCN, a popular convolution network for sequence problems [24]. Our method shows significant performance improvements in both different timesteps and different turbines. Figure 7 shows the detailed comparison results. In addition, training is the most time-consuming part of deep learning. We list the training times of five different methods in Table 2. Table 2 indicates that our method requires the longest training time.

Figure 6. MAE and MSE comparison of ten wind turbines when timesteps = 82.

![Graph showing MAE and MSE comparison of ten wind turbines](image)

Figure 7. (a) MAE and MSE comparison of the temporal convolutional network (TCN) and our method in different timesteps; (b) MAE and MSE comparison of the TCN and our method in ten wind turbines when timesteps = 82.

![Graph showing MAE and MSE comparison of different methods](image)

Table 2. Training time comparison of five different methods (CPU: Intel Xeon W-2145 @3.70 GHz, Intel, Santa Clara, CA, USA).

| Method   | Ours  | LSTM  | RNN   | GRU   | TCN   |
|----------|-------|-------|-------|-------|-------|
| Training Time (s) | 2774.6 | 23.25 | 13.67 | 43.1  | 251.9 |
4.4. Ripple Encoding

The proposed precipitation ripple encoding aims to supplement the dataset and obtain better forecasting performance since wind turbines and blades are affected by rainfall [11,28]. To investigate its efficiency, we compare the MAE and MSE results with and without ripple encoding in ten wind turbines. The results are presented in Figure 4 and Table 3 when the timesteps amount to 82.

Table 3. Metrics between methods with and without ripple encoding in ten wind turbines.

| Metrics     | Ripple Encoding | No Ripple Encoding |
|-------------|-----------------|--------------------|
| MAE         | Variance        | 0.00012            | 0.00064            |
|             | Average         | 0.09551            | 0.12097            |
| MSE         | Variance        | 0.00001            | 0.00024            |
|             | Average         | 0.01877            | 0.04356            |

Figure 8 and Table 3 demonstrate that precipitation ripple encoding is effective. On average, ripple encoding brings a 0.02546 reduction in MAE and a 0.02479 reduction in MSE. However, the effect of ripple encoding varies between different wind turbines. The No.4 and No.10 wind turbines, respectively, reduce by 31.16% and 29.09% in MAE and 66.67% and 63.86% in MSE. Meanwhile, the No.8 wind turbine reduces by 0.21% in MAE and 4.37% in MSE. The significant differences in variance indicate that the effect of rainfall on wind turbines does not follow the same pattern. In summary, ripple encoding can effectively reduce the variance among different turbines and improve wind power forecasting performance.

5. Conclusions

This paper, for the first time, explores the potential of utilizing a convolutional neural network to forecast wind turbine power. In order to map weather data into images, we propose GWF matrices and ripple encoding to encode wind speed time series and precipitation data. Evaluation results indicate that our method delivers significant improvement for 24-h wind power generation forecast. Compared with state-of-the-art recurrent networks,
the proposed method outperforms LSTM by 28.67%, GRU by 27.53%, and RNN by 41.28%, in terms of MAE.

In addition, our dataset is extensible since the original dataset only records ten wind turbines at the same location, operation status, and weather conditions which are extremely similar. The performance of our model could be further improved with more turbine data and more wind information at different heights.
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