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The universal critical behavior of the driven-dissipative non-equilibrium Bose-Einstein condensation transition is investigated employing the field-theoretical renormalization group method. Such criticality may be realized in broad ranges of driven open systems on the interface of quantum optics and many-body physics, from exciton-polariton condensates to cold atomic gases. The starting point is a noisy and dissipative Gross-Pitaevskii equation corresponding to a complex valued Landau-Ginzburg functional, which captures the near critical non-equilibrium dynamics, and generalizes Model A for classical relaxational dynamics with non-conserved order parameter. We confirm and further develop the physical picture previously established by means of a functional renormalization group study of this system. Complementing this earlier numerical analysis, we analytically compute the static and dynamical critical exponents at the condensation transition to lowest non-trivial order in the dimensional $\varepsilon$ expansion about the upper critical dimension $d_c = 4$, and establish the emergence of a novel universal scaling exponent associated with the non-equilibrium drive. We also discuss the corresponding situation for a conserved order parameter field, i.e., (sub-)diffusive Model B with complex coefficients.
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I. INTRODUCTION

Experimental systems that are characterized by a strong coupling of light to a large number of matter degrees of freedom hold the potential of developing into laboratories for non-equilibrium statistical mechanics, where phase transitions among stationary states far away from thermodynamic equilibrium could be studied. Instances of such systems have recently been demonstrated in a variety of contexts: In ensembles of ultracold atoms, Bose-Einstein condensates (BEC) placed in optical cavities have allowed to achieve strong light-matter coupling, and led to the realization of open Dicke model. The corresponding phase transition has been studied in real time, including the determination of the associated critical exponents. In systems of trapped ions, Ising models with variable-range interactions of a few hundred quantum spins have been created. Other platforms, which hold the promise of being developed into true many-body systems by scaling up the number of presently existing elementary building blocks in the near future, are provided by arrays of microcavities and also optomechanical setups.

Genuine many-body ensembles in the above class are furthermore realized in the context of pumped semiconductor quantum wells in optical cavities. Here, non-equilibrium Bose-Einstein condensation of exciton-polaritons has been achieved — the effective bosonic degrees of freedom result from a strong hybridization of cavity light and excitonic matter states.

All these systems exhibit the crucial ingredients for non-trivial critical scaling behavior at a continuous non-equilibrium phase transition. This triggers broader theoretical questions on the actual nature and possible universality classes of such non-equilibrium critical points. At first sight, invoking the concept of universality, implying a huge “loss of memory” on details of the microscopic physics, it may seem questionable whether the microscopic non-equilibrium conditions will result in any physically observable consequences at the macroscopic level at all. In particular, for equilibrium dynamical critical behavior there exists a well-developed theoretical framework based on the seminal work of Hohenberg and Halperin (HH) (and other authors), who classified various types of dynamical critical behavior into diverse equilibrium dynamical universality classes, known as Models A to J, depending on the conserved or non-conserved nature of the order parameter itself, and on its dynamical couplings to other slow conserved modes.

However, there are two key ingredients, shared by the systems described above, that place these many-body ensembles apart from equilibrium systems and may in fact cause novel universal physical features. First, they are strongly driven by external fields, such as coherent electromagnetic radiation provided by lasers, and undergo a cascade of internal relaxation mechanisms. This non-equilibrium drive and balancing dissipation adds to the Hamiltonian dynamics, and causes both reversible (coherent) and irreversible (dissipative) dynamics to appear on an equal footing, albeit originating from physically distinct and independent mechanisms. In turn, this induces manifest violations of the detailed-balance conditions characteristic of a many-body system in thermal equilibrium. Indeed, these drive-induced non-equilibrium perturbations transcend mere violations of the Einstein relations (or fluctuation-dissipation theorem) that in equilibrium connect relaxation coefficients with associated thermal noise strengths: Such perturbations have been found to generically become irrelevant in the vicinity of a second-order phase transition (for a concise overview, see Ref. 21). Second, these systems are characterized by the absence of the conservation of particle number. This is due to the admixture of light to the matter constituents, which opens up strong loss channels for the effective hybrid light-matter degrees of freedom, in turn...
making it necessary to counterpoise these losses by continuous pumping in order to achieve stable stationary states.

Deciding whether or not these ingredients indeed cause universal behavior distinct from equilibrium motivations – and in fact necessitates – a thorough theoretical analysis of the nature of criticality in such non-equilibrium quantum systems. A key representative of potential non-equilibrium criticality is provided by the driven-dissipative Bose-Einstein condensation transition, relevant to the experiments with exciton-polariton condensates described above. For such systems, indeed, a new independent critical exponent associated with the non-equilibrium drive has recently been identified within a functional renormalization group (RG) approach\cite{22,23}. This exponent describes universal decoherence at long distances, and is observable, e.g., in the momentum- and frequency-resolved single-particle response, as probed in homodyne detections of exciton-polariton systems\cite{24}. Furthermore, an effective thermalization mechanism for the low-frequency distribution function has been found, reflected in an emergent symmetry at the (classical, equilibrium) Wilson-Fisher fixed point.

In this work, we employ the field-theoretical RG\cite{22,23,25,26} in a perturbative dimensional $\epsilon$ expansion for a complementary study of driven Bose-Einstein criticality. Here $\epsilon = 4 - d$ measures the distance from the upper critical dimension $d_c = 4$, and serves as the effective small parameter in the perturbation series. In this framework, we confirm yet also further develop the physical picture obtained previously within the functional RG approach. Both our perturbative two-loop and the non-perturbative functional RG analysis\cite{22,23,27} are based on an effective long-wavelength description in terms of a noisy Gross-Pitaevskii equation with complex coefficients\cite{28,29}, which in turn constitutes a variant of the time-dependent complex Ginzburg-Landau equation for a two-component order parameter field\cite{30}. Such complex stochastic differential equations have also found extensive applications in the modeling of spontaneous structure formation in non-equilibrium systems\cite{31,32}. Remarkably, these comprise coupled non-linear oscillators subject to external noise near a Hopf bifurcation instability\cite{33,34}, and even spatially extended evolutionary game theory and the dynamics of cyclically competing populations\cite{35,36,37}.

We present a concise account of the main results of this work in the following Sec. III. The remainder of this paper is organized as follows: In Sec. III we explain the microscopic model based on a stochastic Gross-Pitaevskii equation with complex coefficients, and introduce the equivalent dynamical response functional integral\cite{38,39,40}. Owing to the competition of coherent and dissipative dynamics in the driven problem, two independent mass scales appear, as compared to a single one in the closely related, purely relaxational Model A in equilibrium critical dynamics. This causes a more complex critical scenario akin to a bicritical point. In addition, the fluctuation-dissipation theorem that relates the dynamic response with the correlation function in thermal equilibrium (for which $\eta' = \eta$ are hence identical) is in general violated. Indeed, there arise new ultraviolet divergences, specifically for two couplings that are marginal at the Gaussian fixed point.

**Asymptotic thermalization.** – We establish that the renormalization group flow, already to one-loop order, drives the system towards an effectively equilibrium fixed point, where detailed balance is satisfied. The fluctuation-dissipation theorem then implies that

$$\eta' = \eta \quad (3)$$

holds exactly for the Fisher exponents that characterize the anomalous algebraic spatial decay of the order parameter dynamic response (1) and correlation (2) functions at criticality.

The analysis of the two-loop RG flow equations furthermore yields that the asymptotic fixed point values of all non-equilibrium coupling parameters induced by the external drive vanish. Consequently the static critical exponents are precisely those of the equilibrium $O(2)$-symmetric Ginzburg-Landau-Wilson Hamiltonian (XY model), namely

$$\nu = \frac{1}{2} + \frac{\epsilon}{10} + O(\epsilon^2) \quad , \quad (4)$$

$$\eta = \frac{\epsilon^2}{50} + O(\epsilon^3) \quad (5)$$

appendices provide more technical details.

**II. KEY RESULTS AND PHYSICAL PICTURE**

**Generalized dynamic scaling forms.** – Near the continuous condensation transition for driven-dissipative boson system, we derive generalized scaling laws for the dynamic response and correlation functions at wavevector $\mathbf{q}$ and frequency $\omega$:

$$\chi(\mathbf{q}, \omega, \tau)^{-1} \propto |\mathbf{q}|^{2-\eta} (1 + i a |\mathbf{q}|^{\eta_0})$$

$$\times \tilde{\chi} \left( \frac{\omega}{|\mathbf{q}|^z} (1 + i a |\mathbf{q}|^{\eta_0}), |\mathbf{q}| \xi \right)^{-1},$$

$$C(\mathbf{q}, \omega, \tau) \propto |\mathbf{q}|^{-2-\nu' \eta} \tilde{C} \left( \frac{\omega}{|\mathbf{q}|^z}, |\mathbf{q}| \xi, a |\mathbf{q}|^{\eta_0} \right) \quad (2),$$

where $a$ is a non-universal constant, and the correlation length diverges as $\xi \propto |\tau|^{-\eta_0}$ as the critical point is approached, $\tau \propto T - T_c \to 0$. Here, $\nu$, $\eta$, and $z$ represent the standard equilibrium static and dynamical critical exponents, while $\eta_0$ and $\nu'$ constitute novel scaling exponents induced by the non-equilibrium drive and associated potential violation of detailed balance.

The origin of these new scaling exponents is immediately transparent from the description of the problem in terms of a Janssen-De Dominicis (or Martin-Siggia-Rose) functional integral\cite{41,42,43}. Owing to the competition of coherent and dissipative dynamics in the driven problem, two independent mass scales appear, as compared to a single one in the closely related, purely relaxational Model A in equilibrium critical dynamics. This causes a more complex critical scenario akin to a bicritical point. In addition, the fluctuation-dissipation theorem that relates the dynamic response with the correlation function in thermal equilibrium (for which $\eta' = \eta$ are hence identical) is in general violated. Indeed, there arise new ultraviolet divergences, specifically for two couplings that are marginal at the Gaussian fixed point.

**Asymptotic thermalization.** – We establish that the renormalization group flow, already to one-loop order, drives the system towards an effectively equilibrium fixed point, where detailed balance is satisfied. The fluctuation-dissipation theorem then implies that

$$\eta' = \eta \quad (3)$$

holds exactly for the Fisher exponents that characterize the anomalous algebraic spatial decay of the order parameter dynamic response (1) and correlation (2) functions at criticality.

The analysis of the two-loop RG flow equations furthermore yields that the asymptotic fixed point values of all non-equilibrium coupling parameters induced by the external drive vanish. Consequently the static critical exponents are precisely those of the equilibrium $O(2)$-symmetric Ginzburg-Landau-Wilson Hamiltonian (XY model), namely

$$\nu = \frac{1}{2} + \frac{\epsilon}{10} + O(\epsilon^2) \quad , \quad (4)$$

$$\eta = \frac{\epsilon^2}{50} + O(\epsilon^3) \quad (5)$$
to lowest non-trivial order in the dimensional $\epsilon$ expansion, and the associated dynamic critical exponent is the standard one for the $O(2)$-symmetric Model A that describes the purely relaxational kinetics of a non-conserved two-component order parameter field:

$$z = 2 + \eta \epsilon, \quad c = 6 \ln \frac{1}{\eta} - 1 + O(\epsilon).$$

(6)

Thus, the system’s asymptotic long-wavelength and low-frequency properties become effectively *thermalized*; see also Ref. [37]. Yet a novel universal scaling exponent appears in the subleading scaling behavior, see Eqs. (1) and (2), which originates from the driven-dissipative setup.

**Novel drive exponent.** – Despite the fact that the system approaches an effectively equilibrium RG fixed point, one of the marginal couplings induces a novel and independent (but subleading) scaling exponent that captures the fadeout of coherent quantum fluctuations relative to their thermal, dissipative counterparts. We compute the new drive exponent to second order in the loop expansion, i.e., to order $\epsilon^2$:

$$\eta_c = c' \eta, \quad c' = -\left(4 \ln \frac{1}{\eta} - 1\right) + O(\epsilon).$$

(7)

Eq. (7) is one of the central results of this paper. Together with the asymptotic thermalization, these key findings corroborate the earlier functional RG study of Ref. [22] and [23]. They also underscore the well-known remarkable stability of Model A with respect to non-equilibrium perturbations.$^{32,44}$

**Hierarchical structure of non-equilibrium criticality.** – In this way, we confirm the hierarchical structure of the model’s critical behavior, in the following sense: The static critical behavior is characterized by the $O(2)$ universality class, described by the rotationally invariant Ginzburg-Landau-Wilson Hamiltonian for a two-component order parameter field. In equilibrium dynamical criticality, the static properties are supplemented – but not modified – by the dynamical critical exponent, e.g., Eq. (6) for Model A. Yet here, the non-equilibrium conditions give rise to the new and independent scaling exponent (7). We thus establish the following pattern: While the non-equilibrium drive modifies neither the universal $O(2)$ static nor even the dynamical critical behavior of Model A, it still adds novel universal scaling features. This situation is reminiscent of (but different from) the emergence of a new critical exponent in Model A associated with the non-equilibrium relaxation following a sudden temperature quench from random initial conditions to the critical point.$^{25,38}$

**Relation to equilibrium dynamic criticality.** – We elaborate on the relation of the driven Bose-Einstein condensation to its equilibrium counterpart, which is described by Model E in the terminology of HH. The hydrodynamic conservation laws relevant for the latter model have two crucial consequences, which set it apart from our non-equilibrium situation: First, the dynamical critical exponent is modified due to the existence of a new relevant reversible coupling to a diffusive mode, and fixed by rotational invariance in order parameter space to $z = d/2$ (in the strong dynamic scaling regime), quite distinct therefore from our result for the relaxational dynamical critical exponent coinciding with Model A. Second, these conservation laws exclude the addition of a second mass scale to the problem, and in consequence, there emerges no counterpart of the drive exponent in equilibrium Bose-Einstein condensation criticality.

Intriguingly, the additional drive exponent is absent for a Model B version (in the HH classification) of the complex Ginzburg-Landau equation. Instead of the purely relaxational kinetics of a non-conserved order parameter, in this situation a diffusive relaxation for a conserved order parameter field is implemented. Thermalization along with the conservation law and ensuing structure of the non-linear relaxation vertices now imply the exact scaling laws:

$$z = 4 - \eta;$$

(8)

at least to two-loop order.

**Theoretical approach and renormalization scheme.** – The perturbative field-theoretical RG approach provides a well-established tool for the quantitative characterization of critical behavior close to the upper critical dimension $d_c = 4$; more precisely, it is perturbatively controlled in the dimensional parameter $\epsilon = 4 - d$. In equilibrium it has moreover been demonstrated that the structure of the RG flow equations and the ensuing universality classes remain robust even in extensions down to three dimensions. In this paper we work at lowest non-trivial order in $\epsilon$, i.e., to $O(\epsilon)$ for, e.g., the correlation length exponent $\nu$ and the fixed-point value of the non-linear coupling $u$, but to order $\epsilon^2$ for the Fisher, dynamic, and drive exponents, whose anomalous scaling dimensions require a calculation at the two-loop level. A key advantage of this approach in the context of non-equilibrium criticality is the possibility of a direct and quantitative comparison of our findings with the well-known results for equilibrium dynamical criticality displayed by the phenomenological models of HH, which have not yet been comprehensively studied in a functional RG framework (except for Refs. [37, 49]).

We remark that the field-theoretical RG approach differs conceptually from the functional RG based on Wetterich’s equation.$^{50}$ The latter constitutes an exact reformulation of a given functional integral in terms of a functional differential equation, in this way at least in principle addressing the full many-body problem.$^{51,55}$ Critical behavior can then be studied by a suitable fine-tuning of parameters. In contrast, the field-theoretical RG focuses immediately on the critical surface of the problem, in this way isolating the universal critical behavior from the outset (see, e.g., Refs. [23,28] and for the application to dynamic critical phenomena Refs. [34,40,56–59]). While, therefore, non-universal aspects of the problem are projected out, it provides a perhaps more fundamental understanding of the emergence of scaling properties, and moreover allows us to obtain explicit analytical results for the critical exponents, cf. Eqs. (1)-(7).

In short, by means of the field-theoretical RG approach we provide complementary strong evidence that the microscopic non-equilibrium character bears observable consequences up
to the largest distance and time scales in driven-dissipative Bose-Einstein condensation.

III. THE MODEL

A. The dissipative Gross-Pitaevskii equation with noise

Driven-dissipative Bose-Einstein condensation in exciton-polariton systems is properly described by a noisy dissipative Gross-Pitaevskii equation with complex coefficients:

\[
i\partial_t \psi(x,t) = [-\left(A - iD\right) \nabla^2 - \mu + i\gamma] \psi(x,t) + \nu(x,t) + \zeta(x,t). \tag{10}
\]

It basically coincides with the time-dependent complex Ginzburg-Landau equation, which has been prominently employed to describe pattern formation in non-equilibrium systems, typically however in the deterministic limit without noise. The complex bosonic field \(\psi\) describes the polariton degrees of freedom. The complex coefficients have clear physical meanings; in particular, \(\gamma = (\gamma_p - \gamma_s)/2\) is the net gain, i.e., the balance of the incoherent pump rate \(\gamma_p\) and the local single-particle loss rate \(\gamma_s\). The positive parameters \(\kappa\) and \(\lambda\) represent the two-body loss and interaction strength, respectively, while \(A = 1/2m_{\text{eff}}\) relates to the effective mass of the polaritons. Typically, this equation is not presented with an explicit diffusion coefficient \(D\), but rather with a frequency dependent pump term adding to the left hand side of the equation. The form (10) is then recovered upon division by 1 - i\(\eta\), i.e., with \(D = A\eta\) and subleading corrections to the other coefficients which are complex to begin with. We emphasize that, due to the freedom of normalizing the time derivative term as above in the equation of motion, this model accurately captures the physics close to the phase transition, since it describes the most general low-frequency dynamics in a systematic derivative expansion that incorporates all relevant couplings (in the sense of the RG) in dimensions \(d > 2\). Finally, the noise described by the fluctuating complex variable \(\zeta\) is taken to be Gaussian, white, and Markovian, and hence is fully characterized by the correlators:

\[
\begin{align*}
\langle \zeta^*(x,t) \rangle &= \langle \zeta(x,t) \rangle = 0, \\
\langle \zeta^*(x,t) \zeta(x',t') \rangle &= \gamma \delta(x-x') \delta(t-t'), \\
\langle \zeta^*(x,t) \zeta(x',t') \rangle &= \langle \zeta(x,t) \zeta(x',t') \rangle = 0.
\end{align*}
\tag{11}
\]

Physical stability requires \(A, D, \lambda, \) and \(\kappa\) to be positive. The parameter \(\chi\) is negative in the disordered phase, where the global \(U(1)\) gauge symmetry (or \(O(2)\) rotational symmetry in the complex plane) is not spontaneously broken. Our calculations will be carried out in this regime, i.e., we approach the phase transition from the disordered side, in contrast to the non-perturbative RG analysis in Refs. 22 and 23. For increasing pump rate \(\gamma_p\), the gain \(\chi\) eventually turns positive and the system undergoes a continuous, driven Bose condensation transition: The instability occurring for a state with vanishing polariton field expectation value is cured by the expression of a polariton condensate \(\langle \psi(x,t) \rangle \neq 0\). The parameter \(\mu\), which effectively assumes the role of a chemical potential, is fixed by the requirement of stationarity, see below. The Langevin equation (10) can be formally derived from a microscopic description in terms of a quantum master equation (see, e.g., Ref. 62) upon employing canonical power counting in the vicinity of the critical point.

For the analysis of the critical behavior, it turns out useful to introduce the following ratios (and sign conventions):

\[
r = -\frac{\lambda}{D}, \quad r' = -\frac{\mu}{D}, \quad u' = \frac{6\kappa}{D}, \quad r_K = \frac{A}{D}, \quad r_U = \frac{\lambda}{\kappa}. \tag{12}
\]

The relaxation rate \(D\) may be small on the microscopic scales of actual experiments, but it plays a key role for the dominantly diffusive dynamics in the vicinity of the phase transition, as will be confirmed in the subsequent calculation. Therefore, it is useful to express all external control parameters relative to \(D\). The quantities \(r_K\) and \(r_U\) are dimensionless, giving the ratio of real and imaginary parts of the couplings in Eq. (10), and therefore describing the relative strength of coherent vs. dissipative dynamics. In these units Eq. (10) takes the form

\[
\partial_t \psi(x,t) = -D \left[ r + ir' - (1 + ir_K) \nabla^2 \right] \psi(x,t) + \xi(x,t), \tag{13}
\]

\[
= -D \frac{\partial \tilde{H}(\psi)}{\partial(\psi^* \psi)} + \xi(x,t), \tag{14}
\]

with the stochastic noise \(\xi(x,t) = -i\zeta(x,t)\) governed by the same correlations as \(\zeta\). Formally, as indicated in Eq. (14), this describes the relaxational kinetics of Model A with a non-conserved order parameter, however with a non-Hermitian effective “Hamiltonian”

\[
\tilde{H}(\psi) = \int d^d x \left[ (r + ir') |\psi(x,t)|^2 + (1 + ir_K) |\nabla \psi(x,t)|^2 + u' \right] \left[ (1 + ir_L) |\psi(x,t)|^2 \right]. \tag{15}
\]

The complex coefficients in Eq. (15) reflect the presence of the non-equilibrium drive. The theory becomes critical (massless) when \(r, r' \rightarrow 0\) (more precisely, the renormalized counterparts of these parameters \(\tau, \tau' \rightarrow 0\)) simultaneously. We remark that Ref. 37 addressed the distinct physical situation where the uncoupled oscillation frequency \(r'\) was held fixed. The calculation was then performed in a rotating reference frame, which formally amounts to setting \(r' = 0\) in our analysis.

B. Field theory representation

The nonlinear partial differential equation (10) or (14) represents a classical stochastic evolution, which is readily mapped into an equivalent Janssen-De Dominicis (or Martin-Siggia-Rose) functional integral representation, for detailed explanations, see, e.g., Refs. 54, 58, 59, and 63. This
with noise correlations (11) reads

\[ \text{equation} \]

It provides the statistical weight

\[ \text{equation} \]

with the Hermitean harmonic coupling matrix

\[ \text{equation} \]

where \( R(q) = r + ir' + (1 + i r K) q^2 \). Inversion of the 2x2 matrix yields the bare advanced and retarded response propagators as well as the correlation propagator; explicitly, these read:

\[ \text{equation} \]

One may set up the diagrammatic perturbation expansion either with these three propagators, or equivalently just with the response propagators and the two-point noise vertex \( \Gamma^0_{\psi \phi} = \gamma / 2 \), in addition to the nonlinear four-point vertices \( \Gamma^0_{\phi \phi} = -D \Phi^0_0(1 - i r U) \) and \( -\Gamma^0_{\phi \phi \phi \phi} = -D \Phi^0_0(1 + i r U) \) (computed at symmetrized incoming wavevectors). The graphical representations for these elements of the perturbation series are depicted and explained in Fig. 1.

\[ \text{equation} \]

Figure 1. Elements of the diagrammatic perturbation expansion: (a) Bare retarded and advanced propagators, where the arrows reflect the causal temporal flow from \( \psi \) to \( \phi \) fields, while the perpendicular bars indicate complex conjugation; (b) two-point noise vertex; and (c) four-point relaxation vertices (note that vertex functions are depicted with truncated external legs).

formulation renders it amenable to straightforward perturbative expansions with respect to the nonlinear coupling \( u' \), the use of diagrammatic techniques, and subsequent implementation of the field-theoretical dynamical RG. The Janssen-De Dominicis response functional corresponding to Eq. (14) with noise correlations reads

\[ \text{equation} \]

\[ \text{equation} \]

\[ \text{equation} \]

\[ \text{equation} \]

\[ \text{equation} \]

\[ \text{equation} \]

\[ \text{equation} \]

\[ \text{equation} \]

\[ \text{equation} \]

\[ \text{equation} \]

\[ \text{equation} \]

C. Relationship with equilibrium critical dynamics models

It is instructive to rewrite the stochastic differential equation (13) in terms of the coupled real fields \( S_1 = \text{Re} \psi \) and \( S_2 = \text{Im} \psi \), collected into a two-component vector field \( \vec{S}(x, t) \):

\[ \text{equation} \]

\[ \text{equation} \]

where \( \epsilon_{\alpha \beta} = 1, 2 \), and \( \epsilon_{\alpha \beta} \) represents the antisymmetric unit tensor in two dimensions (i.e., \( \epsilon_{12} = -\epsilon_{21} = 1, \epsilon_{11} = \epsilon_{22} = 0 \).
The noise correlators (11) imply for \( \eta_1 = \text{Re} \, \xi \) and \( \eta_2 = \text{Im} \, \xi \):

\[
\langle \eta_a(x, t) \eta_b(x', t') \rangle = \frac{1}{2} \delta_{ab} \delta(x-x') \delta(t-t') .
\]  

(25)

In Eq. (24), the systematic forces in the Langevin equations have been decomposed into the dissipative, relaxational term

\[
F_{\alpha}^{\text{rel}}(\hat{S})(x, t) = -D \frac{\delta H[\hat{S}]}{\delta S_\alpha(x, t)} ,
\]

(26)

with the standard \( O(2) \)-symmetric Ginzburg-Landau-Wilson Hamiltonian

\[
H[\hat{S}] = \int d^d x \left[ \frac{r}{2} \hat{S}(x)^2 + \frac{1}{2} \left( \nabla \hat{S}(x) \right)^2 + \frac{u'}{4!} \hat{S}(x)^4 \right] .
\]

(27)

and the reversible contribution

\[
F_{\alpha}^{\text{rev}}(\hat{S})(x, t) = D \sum_{\beta} \epsilon_{\alpha \beta} \frac{\delta H'[\hat{S}]}{\delta S_\beta(x, t)} ,
\]

(28)

with a second Ginzburg-Landau-Wilson Hamiltonian

\[
H'[\hat{S}] = \int d^d x \left[ \frac{r'}{2} \hat{S}(x)^2 + \frac{r_K}{2} \left( \nabla \hat{S}(x) \right)^2 + \frac{u'}{4!} \hat{S}(x)^4 \right] .
\]

(29)

In the mean-field approximation, we merely need to simultaneously minimize both \( H \) and \( H' \) to obtain possible stationary configurations. For the temperature-like control parameter \( r > 0 \) (net gain \( \chi < 0 \)), the only homogeneous state is \( \hat{S} = 0 \), or \( \psi = 0 \), describing the disordered phase, i.e., the absence of a Bose-Einstein condensate. For \( r < 0 \) (\( \chi > 0 \)), on the other hand, we encounter the ordered phase with finite condensate fraction, namely from minimizing \( H \) with a constant \( |\hat{S}| = \sqrt{|\eta|/u'} = \sqrt{\chi/r} = |\psi| \). Minimizing the effective Hamiltonian \( H' \) yields the second condition \( |\hat{S}| = \sqrt{|\eta|/r_K u'} = \sqrt{\mu/\lambda} = |\psi| \), whence consistency requires that indeed \( r' = r_{\mu} r \). The chemical potential then adjusts itself to \( \mu = \lambda |\psi|^2 \). In effect, this leaves \( r \) as the sole control parameter for the condensation transition.

We may now consider the following two special cases: (i) For parameters \( r' = r_K = r_{\mu} = 0 \), \( H' \) vanishes, whence we recover the \( O(2) \)-symmetric Model A for purely relaxational critical dynamics towards thermal equilibrium, if we impose Einstein’s relation (or rescale the fields appropriately)

\[
\gamma = 4D k_B T
\]

(30)

with an effective temperature \( T \). We shall later employ this parametrization also in a strictly non-equilibrium setting (with Boltzmann’s constant set to \( k_B = 1 \)). A distinct scaling behavior of the noise strength \( \gamma \) and the relaxation rate \( D \), and hence the “temperature” \( T \) indicate a violation of detailed balance.

(ii) For \( r' = r_K r \), \( r_{\mu} = r_{\mu} = 0 \), \( H' = r_K H \), one arrives at an effective equilibrium dynamics with reversible term

\[
F_{\alpha}^{\text{rev}}[\hat{S}](x, t) = Dr_K \sum_{\beta} \epsilon_{\alpha \beta} \frac{\delta H[\hat{S}]}{\delta S_\beta(x, t)} .
\]

(31)

Its antisymmetry ensures that the associated reversible probability current remains divergence-free in the space of dynamical variables \( S_a \). This special situation has been analyzed in Ref. [24].

Intriguingly, this kinetics resembles the critical dynamics of Model E for a non-conserved two-component order parameter field (e.g., the in-plane magnetization fluctuations for an XY ferromagnet), reversibly coupled to a conserved scalar field \( M \) (corresponding to the \( z \)-component of the magnetization in a planar ferromagnet; c.f. Refs. 20 and [59]). Here, however, \( M \propto D r_K \) is spatially uniform and stationary. We remark in passing that the dynamic critical exponent of the equilibrium Model E is fixed by the fact that the conserved field \( M \) generates rotations in order parameter space. Under the assumption of strong dynamic scaling, i.e., proportional divergent time scales for the critical modes and the conserved quantity, one obtains \( z = d/2 \) exactly in dimensions \( d \leq 4 \). Indeed, this constitutes a crucial difference between the equilibrium and the driven models: The uniform magnetization in the driven case does not scale, whereas the slowly varying magnetization field in the equilibrium case does. This distinction causes the dynamic critical exponent in the driven and equilibrium cases to differ markedly.

Adding an external field term to the Hamiltonian, \( H[\hat{h}] = H[\hat{S}] - \int d^d x \hat{h}(x) \cdot \hat{S}(x) \), yields in this special case (ii) the dynamic susceptibilities

\[
\chi_{\alpha \beta}(x-x', t-t') = \frac{\delta \langle S_\alpha(x, t) \rangle}{\delta h_{\beta}(x', t')} \]

(32)

\[
= D \left[ \langle S_\alpha(x, t) \rangle \delta(r' \hat{S}(x', t') + \sum_{\gamma} \epsilon_{\beta \gamma} \hat{S}(\chi', t') \rangle \right] ,
\]

where \( \hat{S}_{1/2} \) represent the (real) Martin-Siggia-Rose response fields associated with \( S_{1/2} \). For the original complex fields, these components combine to

\[
\chi(x-x', t-t') = \chi_{11} + \chi_{22} - i (\chi_{12} - \chi_{21}) = D (1 + ir_K) \langle \psi(x, t) \hat{\psi}(x', t') \rangle ,
\]

(33)

since the effective Onsager coefficient is \( D (1 + i r_K) \). As the system is in thermal equilibrium, the fluctuation-dissipation theorem relates the dynamic response with the correlation function

\[
C(x-x', t-t') = \langle \psi^*(x, t) \psi(x', t') \rangle
\]

(34)

through

\[
k_B T \chi(x, t) = -\Theta(t) \partial_t C(x, t) ,
\]

(35)

or equivalently in Fourier space

\[
C(\mathbf{q}, \omega) = \frac{2k_B T}{\omega} \text{Im} \chi(\mathbf{q}, \omega) .
\]

(36)

For both special situations (i) and (ii), and with Eq. (30) the scaling forms (22) for the retarded response propagator and
where the second expression originates from Dyson’s equa-
two-point vertex functions and cumulants in Fourier space,
which likewise fulfill Eq. (35).
standard manner through a Legendre transformation
for the one-particle irreducible vertex functions, since redun-
domain yields explicitly
dissipation theorem (36). Fourier transformation to the time
dynamical correlation functions reduce to
With Eqs. (33) and (34), i.e.,

\[ G_{\psi,\psi}^{0}(q, \omega) = \frac{2k_{B}T}{D q^{2}(1 + r/q^{2})} \times \left[ 1 + \left( r - \frac{\omega}{2D q^{2}(1 + r/q^{2})} \right)^{2} \right]^{-1} \]  

(37)

With Eqs. 33 and 34, i.e., \( \chi(q, \omega) = D(1 + ir_{k})G_{\psi,\psi}(q, \omega) \)
and \( C(q, \omega) = G_{\psi,\psi}(q, \omega) \), Eqs. 37 satisfy the fluctuation-
dissipation theorem (36).

### IV. RENORMALIZATION AND CRITICAL EXPONENTS

#### A. Renormalization scheme for ultraviolet divergences

The perturbation expansion is most conveniently carried out
for the one-particle irreducible vertex functions, since redund-
ancies are thus eliminated in the calculations. The generating
functional for the vertex functions is related to its counterpart
(17) for the connected correlation functions (cumulants) in the
standard manner through a Legendre transformation.25, 27, 56.
Here, we merely list the explicit relationships between the
two-point vertex functions and cumulants in Fourier space,

\[ \Gamma_{\psi,\psi}^{0}(q, \omega) = G_{\psi,\psi}^{0}(q, \omega)^{-1} = \frac{G_{\psi,\psi}^{0}(q, \omega)}{1 - \Sigma_{\psi,\psi}^{0}(q, \omega)} \]  

(39)

where the second expression originates from Dyson’s equation
with the associated self-energy \( \Sigma \); furthermore

\[ \Gamma_{\psi,\psi}^{0}(q, \omega) = - \frac{G_{\psi,\psi}^{0}(q, \omega)}{G_{\psi,\psi}^{0}(q, \omega)G_{\phi,\phi}^{0}(q, \omega)} \]  

(40)

and similarly for the four-point functions, etc.

In the field-theoretical version of the renormalization group
approach to critical phenomena25, 26, 28, 56, 57, 59, one sends all ultraviolet
(UV) cutoffs originating from the short-distance physics to infinity.
At and above the upper critical dimension (here, \( d_{c} = 4 \)) UV divergences appear in the perturbation
expansion that are absorbed into appropriately defined
renormalized parameters. In the vicinity of an RG fixed point,
where scale invariance ensues, one may then infer the desired
infrared (IR) scaling properties of the theory from its UV be-
behavior, which is perturbatively accessible, provided one en-
sures to work outside the IR-singular critical region (which
here is defined by \( r, r' \to 0 \)) in the unrenormalized theory
along with \( q, \omega \to 0 \). The field theory action (16) entails UV
divergences for the vertex functions \( \Gamma_{\phi,\phi}, \Gamma_{\phi,\psi}, \) and \( \Gamma_{\phi,\phi,\phi,\phi}. \)

The propagator self-energy \( \Sigma_{\psi,\psi}^{0} \) contains quadratic UV di-
vergences (at \( d_{c} = 4 \)) that first need to be additively renor-
malized. Physically, this corresponds to a fluctuation-induced
downward shift of the critical point (pump rate), \( \tau = r - r_{c} \),
and of course the subsequent characterization of the critical
behavior needs to address the vicinity of the true phase tran-
sition point at \( \tau = 0 \); i.e., \( r_{c} \) is determined from the condition
\( \Gamma_{\phi,\phi}^{0}(q = 0, \omega = 0) = 0 \) at \( \tau = r_{c} \).

The remaining logarithmic UV divergences are then mul-
tiplicatively absorbed into renormalization factors for which we
choose the following conventions: We define the renor-
malized counterpart to the two-point vertex function (39) as

\[ \Gamma_{\psi,\psi}^{R}(q, \omega) = Z\Gamma_{\psi,\psi}^{0}(q, \omega) \]  

(41)

The complex renormalization constant \( Z \) then follows from
the singular part of its frequency derivative, \( Z^{-1} = i\partial_{\omega}\Gamma_{\psi,\psi}^{0}(q = 0, \omega = \omega_{\text{sing}}) \),
evaluated at the normalization point \( \tau = \mu^{2} \) with arbitrary
momentum scale \( \mu \), but manifestly outside the IR-singular critical
regime. Next we introduce dimensionless renormalized counter-
parts to the parameters defined in Eqs. (12) and (30) via
multiplicative renormalization with real \( Z \) factors:

\[ \tau_{R} = Z_{\tau}\tau \mu^{-2} \ , \ \ u_{R} = Z_{w}u_{A}D_{\mu^{-2}} \ , \ \ T_{R} = Z_{T}T \ , \ \ D_{R} = Z_{D}D \ , \ \ r_{R} = Z_{r}r \ , \ \ r_{U} = Z_{r}r_{U} \ . \]  

(43)

Here, \( A_{d} = (3 - d/2)/2^{d-1}\pi^{d/2} \) denotes a geometric factor; \( \Gamma(x) \) indicates Euler’s Gamma function.

Note that independent renormalization constants \( Z_{D}, Z_{r}, \) and
\( Z_{U} \) only arise in a genuine non-equilibrium setting; the
equilibrium theory can be fully renormalized through a real \( Z \)
along with \( Z_{c}, Z_{P}, \) and \( Z_{u} \). Indeed, the fluctuation-dissipation
theorem (35) or (36) in conjunction with (40) and the defini-
tions (41), (42) implies that

\[ Z^{-1} = Z_{D}Z_{T} \]  

(44)

must hold in thermal equilibrium. An independent \( Z_{T} \) fac-
tor means that the effective “temperature” becomes scale-
dependent in the driven non-equilibrium system. In contrast,
the relation (42) reflects the partition invariance of tempera-
ture in the renormalization group language: all arbitrary sys-
tem partitions must be in equilibrium with each other. Its ori-
gin can be traced back to a specific equilibrium symmetry of the
response functional.23, 59.

The renormalization constants will be determined perturba-
tively to lowest non-trivial order in the non-linear coupling \( u' \),
namely first \( Z_{D} \) and \( Z_{r} \) from \( \partial_{u'}\Gamma_{\psi,\psi}^{0}(q, \omega = 0)_{\text{sing}} \),
subsequently \( Z_{T} \) and \( Z_{U} \) from \( \partial_{\tau}\Gamma_{\psi,\psi}^{0}(q = 0, \omega = 0)_{\text{sing}} \), \( Z_{r} \) from
\( \Gamma_{\phi,\phi}^{0}(q = 0, \omega = 0)_{\text{sing}} \), and finally Z2 and again \( Z_{U} \) (as an
independent check) from \( \Gamma_{\phi,\phi,\phi,\phi}^{0}(q = 0, \omega = 0)_{\text{sing}} \). We
shall employ dimensional regularization to compute the associ-
iated wavevector integrals, whence logarithmic divergences
formally appear as simple poles in \( \epsilon = 4 - d \). We apply
the convenient minimal subtraction scheme, whereupon only
these \( 1/\epsilon \) poles and their residue are incorporated into the \( Z \) factors.23, 27.
B. Renormalization group equation and RG flow functions

The renormalization group equation exploits the fact that the unrenormalized quantities do not depend on the arbitrary momentum renormalization scale $\mu$. Translated to renormalized correlation or vertex functions, it relates their properties at different momentum (or length, time) scales, and thus provides the desired link between the theory in the ultraviolet, where perturbative computations can safely be carried out, and the physically interesting infrared region governed by non-trivial critical singularities \cite{22,25,28,59}. Denoting the set of model parameters as $|p| = \{D, \tau, T, r_K, r_U\}$, and introducing $u = \mu^\ell T$, which turns out to be the proper effective non-coupling in the perturbation series, one obtains for example for the two-point vertex function

$$0 = \mu \partial_\mu \Gamma_{\phi^2}(q, \omega, |p|, u) = \mu \partial_\mu \left[Z^{-1} \Gamma_{\phi^2}^R(q, \omega, |p|, uR)\right] = \left(\mu \partial_\mu - \zeta + \sum_p \gamma_p p_R \partial_{p_R} + \beta_u \partial_u\right) \Gamma_{\phi^2}^R(q, \omega, |p|, uR).$$

Here we have defined Wilson's flow functions

$$\zeta = \mu \partial_\mu \ln Z, \quad \gamma_p = \mu \partial_\mu \ln (p_R/p),$$

– note that $\zeta$ is complex – and the RG beta function

$$\beta_u = \mu \partial_\mu u_R = u_R \left[d - 4 + \mu \partial_\mu \ln (Z_0 Z_T)\right].$$

The partial differential equation (45) is readily solved by the method of characteristics $\mu \rightarrow \mu \ell$, which leads to decoupled first-order ordinary differential flow equations for the running parameters and the coupling

$$\ell \frac{d\bar{p}(\ell)}{d\ell} = \bar{p}(\ell) \gamma_p(\ell), \quad \bar{p}(1) = p_R,$$

$$\ell \frac{d\bar{u}(\ell)}{d\ell} = \beta_u(\ell), \quad \bar{u}(1) = u_R.$$ (48)

The infrared limit is attained as $\ell \rightarrow 0$. Near an infrared-stable RG fixed point given by the zero of the beta function \cite{27}, i.e., $\beta_u(u^*) = 0$ with $\beta_u |\beta_u| u^* > 0$, the model becomes scale-invariant. The solutions of the flow equations for the running couplings then become simple power laws $\bar{p}(\ell) \approx p_R \ell^\gamma_p$, with the anomalous scaling dimensions $\gamma_p = \gamma_p(u^*)$. Since all perturbative contributions to the vertex and correlations functions consist of integrals over products of Gaussian propagators and vertices, we observe that the renormalized two-point function takes the form $\Gamma_{\phi^2}^R(q, \omega, |p|, uR)$ = $D_R \mu^2 \bar{\Gamma}_{\phi^2} R (q^2, (1 + ir_K) / u^2, \omega / (D_R \mu^2), \tau \mu (1 + ir_U), u_R)$. c.f. Eq. (22). One thus finally arrives at the asymptotic solution of the RG equation (45) near a fixed point $u^*$,

$$\Gamma_{\phi^2}^R(q, \omega, |p|, u_R) \approx D_R \mu^2 \ell^{2-\zeta(u^*)+\gamma_\ell} \times$$

$$\bar{\Gamma}_{\phi^2} R \left(\frac{q^2 (1 + ir_K \ell^\gamma_y)}{\mu^2 \ell^2}, \omega \mu^2 \ell^{2-\gamma_\ell}, \tau \mu \ell^\gamma_y (1 + ir_U \ell^\gamma_y), u^*\right).$$

One may similarly proceed for any other vertex function, or, e.g., the dynamical correlation function

$$G_{\phi^2 R}(q, \omega, |p|, u_R) \approx \frac{T_R}{D_R \mu^4} \ell^{4+2Re(\zeta(u^*)+\gamma_\ell)-\gamma_0}$$

$$\times \bar{C} \left(\frac{q^2}{\mu^2 \ell^2}, \omega \mu^2 \ell^{2-\gamma_\ell}, r_K \ell^\gamma_y, r_U \ell^\gamma_y, u^*\right).$$ (50)

C. Renormalization and scaling to one-loop order

We now carry out the explicit perturbational analysis of the fluctuation corrections to first order in $u$, represented through Feynman diagrams with a single closed propagator loop. For the two-point vertex function $\Gamma_{\phi^2}(q, \omega)$, the corresponding one-particle irreducible graphs are shown in Fig. 2. The loop diagram represents the lowest-order contribution to the associated self-energy $-\Sigma_{\phi^2}(q, \omega)$, see Eq. (59). The ensuing analytic expression is explicitly

$$\Gamma_{\phi^2}(q, \omega) \approx -i \omega + D \left[r + ir' + (1 + ir_K) q^2\right] \times$$

$$(1 + ir_U) \int_{-\infty}^{\infty} \frac{dy}{2\pi} \int \frac{dk^D}{(2\pi)^D - iv + D \left[r + ir' + (1 + ir_K) k^2\right]}$$

$$\times \frac{1}{iv + D \left[r - ir' + (1 - ir_K) k^2\right].}$$ (51)

Upon performing the internal frequency integral via Cauchy’s theorem, the integrand simplifies considerably. Setting $\gamma = 4DT$ (henceforth we employ units where Boltzmann’s constant $k_B = 1$), $r' = r_U r$ and $u = u^* T$, one arrives at

$$\Gamma_{\phi^2}(q, \omega) \approx -i \omega + D \left[r + ir_U (1 + ir_K) q^2\right]$$

$$+ \frac{2}{3} u (1 + ir_U) \int \frac{1}{k + k^2} + O(u^2).$$ (52)

where with $S_d = 1/2d-1 \pi^{d-1/2} (d/2)$:

$$\int_k f(\vec{k}) = \int d^D k \frac{d^D k}{(2\pi)^D} f(\vec{k}) = S_d \int_0^{\infty} dk k^{d-1} f(\vec{k}).$$ (53)

As outlined in Sec. IV A, we first determine the fluctuation-induced shift of the critical point (additive renormalization) through the criticality condition $\Gamma_{\phi^2}(q = 0, \omega = 0) = 0$ at the true critical point $r = r_c = O(u)$. Eq. (52) yields

$$r_c(u) = -\frac{2}{3} u \int \frac{1}{k + k^2} + O(u^2) \approx -\frac{2}{3} u \int \frac{1}{k^2} + O(u^2).$$ (54)
which is negative and represents a downward shift of the critical point: fluctuations suppress spontaneous long-range order. By means of \( r_c(u) \) in App. A one arrives at a self-consistent equation for \( r_c \) which to this order is solved by

\[
r_c(u) = -\frac{4A_d u}{3(d-2)(4-d)} \left[ 1 - \frac{2}{3} u \int \frac{1}{k^2 (\tau + k^2)} \right] + O(u^2).
\]

Notice that \( r_c(u) \) diverges upon approaching the lower critical dimension \( d_c = 2 \), correctly indicating that the critical point is driven towards zero and there emerges no truly long-range order with spatially homogeneous condensate (in fact, an isotropic driven-dissipative Bose gas in two dimensions cannot even support quasi long-range order, see Ref. [64]). Furthermore, both non-equilibrium parameters \( r_K \) and \( r_U \) have dropped out: Eq. (54) just represents the equilibrium critical point shift. Indeed, since the fluctuation loop in Eq. (52) is proportional to the factor \( 1 + ir_U \), we may define the true distances from the critical point \( r = r - r_c \) and \( r' = r_U (r - r_c) \), which vanish simultaneously as \( r \rightarrow r_c(u) \), even when fluctuation effects are included (to first order), thus preserving the basic mean-field scenario.

In terms of \( \tau \), since \( r_c = O(u) \) one can now rewrite Eq. (52) to this order:

\[
\Gamma_{\phi\psi\phi}(q, \omega) = -i\omega + D (1 + ir_U) q^2 + D \tau (1 + ir_U) \left[ 1 - \frac{2}{3} u \int \frac{1}{k^2 (\tau + k^2)} \right] + O(u^2).
\]

Just as in thermal equilibrium, the UV singularities contained in the wavevector integral can be entirely absorbed into a multiplicative renormalization of the parameter \( \tau \), see Eq. (43):

\[
Z_{\tau} = 1 - \frac{2}{3} u \int \frac{1}{k^2 (\tau + k^2)} = 1 - \frac{4A_d u \mu^{d-4}}{3(d-2)(4-d)} + O(u^2) \\
= 1 - \frac{2uA_d \mu^{d-4}}{3} + O(u^2, \epsilon^0),
\]

where we have used (A3) in App. A1, and in the final step applied the minimal subtraction scheme, wherein only the \( 1/\epsilon \) pole and its residuum at the upper critical dimension \( d_c \) are included in the renormalization constant \( Z_{\tau} \). Since in addition there exists no one-loop correction to the noise vertex, see Fig. 4 below, i.e., \( \Gamma_{\phi\psi\phi}(q, \omega) = -2DT + O(u^2) \), we infer that to this order

\[
Z = Z_T = Z_D = Z_{\gamma_D} = Z_{\gamma_{\tau}} = 1 + O(u^2).
\]

The associated Wilson RG flow functions \( \beta_{\gamma_D} \) and anomalous dimensions all vanish in the one-loop approximation,

\[
\zeta = \gamma_T = \gamma_D = \gamma_{\tau_D} = \gamma_{\tau_U} = 0 + O(u^2),
\]

and the sole non-trivial RG flow function to first order in \( u_{R} \) is

\[
\gamma_{\tau} = -2 + \frac{2}{3} u_{R} + O(u^2) \cdot (60)
\]

In order to compute the beta function \( \beta_{\tau} \) for the non-linear coupling \( u \) and obtain the RG fixed points, we require the renormalization of the four-point vertex function \( \Gamma_{\phi\psi\phi\phi} \). Its tree and one-loop contributions are depicted in Fig. 3. Carrying out the internal frequency integrals and combining the three loop contributions, one finally arrives at

\[
\Gamma_{\phi\psi\phi\phi}(r_{/2}, (\omega)/2) = D \frac{1}{1 + ir_U} \left[ 1 - \frac{2}{3} u (1 + ir_U) \right] \int \frac{1}{r + k^2} - \frac{1}{2\mu} + i r' + (1 + ir_K) \left( \frac{q}{2} - q \cdot k + k^2 \right) \]

\[
\left[ \frac{1}{(r + k^2)^2} + O(u^2) \right].
\]

To this order in \( u \), we may replace \( r \) with \( \tau \) in the integrals, and \( r' = r_U r \) with \( r' = r_U \tau \); and evaluate at the normalization point \( \tau = \mu^2 \) (\( r_U = 1, \) safely outside the IR-singular region), with \( q = 0, \omega = 0 \). By means of Eqs. (A3) and (A4), we obtain in minimal subtraction:

\[
\Gamma_{\phi\psi\phi\phi}(0, 0) = D \frac{1}{1 + ir_U} \left[ 1 - \frac{2}{3} u (1 + ir_U) \right] \int \frac{1}{(r + k^2)^2} + O(u^2, \epsilon^0) \cdot (62)
\]

Separating out the real and imaginary parts yields the renormalization constants

\[
Z_{\omega} = 1 + \frac{(r_U - r_K)^2}{1 + r_K^2} \frac{uA_d \mu^{d-4}}{3} - \frac{5uA_d \mu^{d-4}}{3} + O(u^2, \epsilon^0),
\]

\[
Z_{\tau_U} = 1 - \frac{(r_U - r_K)^2 (1 + r_K^2)}{1 + r_K^2} \frac{uA_d \mu^{d-4}}{3} + O(u^2, \epsilon^0) \cdot (63)
\]

Notice that consistency with the one-loop analysis of the propagator self-energy that led to \( Z_{\tau_U} = 1 + O(u^2) \) demands that \( r_{/2} = r_K^2 \) at the stable RG fixed point.

With \( Z_T = 1 + O(u^2) \), the RG beta function \( \beta_{\tau} \) becomes

\[
\beta_{\tau} = u_{R} \left[ -\frac{2}{3} u_{R} + \frac{\Delta_{\tau}^2}{3(1 + r_K^2)} + O(u_{R}^2) \right], \cdot (64)
\]
where $\Delta_R = r_{UR} - r_{KR}$. For $d > d_\text{c} = 4$ ($\epsilon < 0$), its only stable zero is the Gaussian fixed point $u_0^* = 0$ (with $\Delta_0 = \Delta_{\text{G}} = -\epsilon$), which implies mean-field scaling exponents $\nu = 1/2$, $\eta = 0$, $\zeta = 2$, and also $\eta_c = 0 = \eta'$. At the upper critical dimension, the RG flow tends to zero only slowly, inducing logarithmic corrections to the mean-field power laws. In dimensions $d < 4$, a non-trivial fixed point emerges:

$$u^* = \frac{3(1 + r_{UR}^2) - \Delta_R}{5(1 + r_{KR}^2) - \Delta_R} \epsilon + O(\epsilon^2)$$  (65)

(provided the denominator is positive). It depends parametrically on $r_{KR}$ and the difference $\Delta_R$, and leads to non-Gaussian critical exponents. We next study the RG beta function associated with $\Delta_R$. Since $\gamma_{r_k} = 0$, we obtain from Eq. (65)

$$\beta_\Delta = \mu \Delta_0 = r_{UR} \gamma_{r_k} = -r_{KR} \gamma_{r_k}$$

$$= \Delta_R \left( 1 + \frac{2r_{KR} \Delta_R + \Delta^2_R}{1 + r_{KR}^2} \right) \mu + O(u^*_R^2).$$  (66)

At the Gaussian fixed point $u_0^* = 0$, any constant values of $r_{KR}$ and $r_{UR}$ are allowed. For $d < 4$, at the non-trivial, positive, and stable fixed point (65), the only real zero of Eq. (66) is indeed $\Delta^* = 0$, whence, as anticipated, $r_{UR}^* = r_{KR}^*$, and the RG fixed point becomes independent of $r_{KR}$:

$$\Delta^* = 0, \quad u^* = \frac{2}{3} \epsilon + O(\epsilon^2).$$  (67)

This is just the equilibrium XY model fixed point for the (O2)-symmetric Ginzburg-Landau-Wilson Hamiltonian. We note that the stability matrix eigenvalues at the infrared-stable RG fixed point (67) are $\delta_0 = \beta_0 \Delta_{\text{G}} = \epsilon$ and $\delta_{r_k} \beta_{r_k} \Delta_{\text{G}} = \epsilon / 5$. Therefore the RG flow will typically first approach the non-equilibrium fixed line (65), and subsequently tend towards the equilibrium fixed point $\Delta^*_R \to 0$ along this critical surface. At this point, the system has already become effectively thermalized, and is described by the special case (ii) discussed in Sec. III; thus Eq. (64) holds, albeit trivially to one-loop order, see (58).

With the one-loop results (59), the solutions (69) and (70) of the RG equations for the inverse response propagator and the dynamical correlation function simplify drastically at the one-loop equilibrium fixed point. According to Eq. (37) and applying the matching condition $\ell = |q|/\mu$, they reduce to the following scaling laws for the dynamical susceptibility:

$$\chi^R(q, \omega, [p_R], u_R)^{-1} = D_R^{-1} \chi^\phi_q(q, \omega, [p_R], u_R)$$

$$\approx |q|^2 \left( 1 + i r_{KR} \right) \left( \frac{\omega}{D_R |q|^2 (1 + i r_{KR})} \right) \frac{\tau_R}{|q/\mu|^{|1/\nu|}}.$$  (68)

where we have omitted fixed, constant arguments and identified the inverse correlation length exponent

$$\nu^{-1} = -\gamma_\nu^* = 2 - \frac{2}{3} \epsilon + O(\epsilon^2),$$  (69)

and for the dynamical correlation function

$$G^R_{\phi \phi}(q, \omega, [p_R], u_R) \approx \frac{T_R}{D_R |q|^2} \left( \frac{\omega}{D_R |q|^2}, \frac{\tau_R}{|q/\mu|^{|1/\nu|}}, r_{KR} \right).$$  (70)

These expressions imply that $\eta = 0 + O(\epsilon^2) = \eta_c = \eta'$ and $\zeta = 2 + O(\epsilon^2)$ to one-loop order.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Two-loop renormalization of the noise vertex: There is no fluctuation correction to first order in $u$; the two-loop graph represents the lowest-order contribution to the vertex function $\Gamma_{\phi \phi}(q, \omega)$.}
\end{figure}

### D. Two-loop analysis and renormalization

In order to obtain non-trivial dynamic critical and drive exponents, we need to proceed to the next order in the perturbational and dimensional $\epsilon$ expansion. The two-point noise vertex is only renormalized to two-loop order, as shown in Fig. 4. Carrying out both internal frequency integrals associated with the closed propagator loops, one arrives to second order in the non-linear coupling $u$ at

$$\Gamma_{\phi \phi}(q, \omega) = -2 D T \left[ 1 + \frac{2}{3} \epsilon \frac{u^2}{1 + r_U^2} \right] \times \int \frac{1}{r + k^2} \int \frac{1}{P^2} \frac{1}{r + (q - k - p)^2} \times$$

$$\text{Re} \left[ \frac{1}{(1 + i r_U^2) \tau + 2(k^2 + p^2) + 2(1 - i r_K)^2 \cdot p} \right].$$  (71)

Setting $r' = r_{UR}$, and replacing $r = \tau + O(u)$ in the integrands, we find

$$\Gamma_{\phi \phi}(0, 0) = -2 D T \left[ 1 + \frac{2}{3} \epsilon \frac{u^2}{1 + r_U^2} \right] \text{Re} I_d (\sigma, r_K, r_U) + O(u^3),$$  (72)

with the nested wave vector integral

$$I_d (\sigma, r_K, r_U) = \int \frac{1}{r + k^2} \int \frac{1}{P^2} \frac{1}{\tau + (k + p)^2}$$

$$\times \frac{1}{2} \frac{1}{r + (1 + i r_U^2) \tau + 2(k^2 + p^2) + 2(1 - i r_K)^2 \cdot p}.$$  (73)

Evaluating this integral at the normalization point $\tau = \mu^2$, and isolating its UV divergences in the form of $1/\epsilon$ poles then yields the $Z$ factor product (in minimal subtraction)

$$Z_D Z_T = 1 + \frac{2}{3} \epsilon \frac{u^2}{1 + r_U^2} \text{Re} I_d (\sigma^2, r_K, r_U)^{\text{sing}} + O(\epsilon^3).$$  (74)

The two-loop Feynman graphs contributing to the retarded response propagator self-energy or vertex function $\Gamma_{\phi \phi}(q, \omega)$ are depicted in Fig 5. The first two closed diagrams (on the left) yield contributions that are independent of the external wavevector $q$ and frequency $\omega$, and combine to

$$- D \frac{2}{3} \frac{u^2}{\epsilon} \int \frac{1}{r + k^2} \int \frac{1}{P^2} \frac{1}{r + (P^2)^2}. $$  (75)
The two graphs to the right, with the wavevectors distributed as indicated in Fig. 5, yield after internal frequency integration

\[-D \frac{2}{3} u^2 (1 + ir_U) \int\left(\frac{1}{r + k^2} \int\left(\frac{1}{p + r + p^2}\right) \right) \times\]

\[
\left\{-\frac{i\omega}{p} + 3r + ir^r + (1 - ir_k)(q - k - p)^2 + (1 + ir_k)(k^2 + p^2) \right\} + \frac{2}{(1 + ir_U)} \left\{\frac{2}{\frac{i\omega}{p} + 3r + ir^r + (1 + ir_k)(q - k - p)^2 + (1 + ir_k)k^2}\right\}
\]

Symmetrizing with respect to the internal wavevectors \( p \leftrightarrow q - k - p \) simplifies this expression markedly, and the sum of Eqs. (52), (75), and (76) can be written as

\[
\Gamma_{\phi\phi'}(q, \omega) = -i \omega + D \left\{ (1 + ir_U) + (1 + ir_k)q^2 \right\}
\]

\[
+ \frac{2}{3} u^2 (1 + ir_U) \int\left(\frac{1}{r + k^2} \int\left(\frac{1}{p + r + p^2}\right) \right) \left\{ 1 - \frac{\omega}{p} - i(r_U - r_k)(q - k - p)^2 - k^2 - p^2 \right\}
\]

\[
+ 3r + ir^r + (1 - ir_k)(q - k - p)^2 + (1 + ir_k)(k^2 + p^2) \right\}
\]

\[+ O(u^3) \right\}.
\]

For vanishing external wavevector and frequency, we obtain with \( r' = r_D r \):

\[
\Gamma_{\phi\phi'}(0, 0) = D (1 + ir_U) \left\{ r + \frac{2}{3} u \int\left(\frac{1}{r + k^2} \int\left(\frac{1}{p + r + p^2}\right) \right) \left\{ 1 - \frac{\omega}{p} - i(r_U - r_k)(q - k - p)^2 - k^2 - p^2 \right\}
\]

\[
+ 3r + ir^r + (1 - ir_k)(q - k - p)^2 + (1 + ir_k)(k^2 + p^2) \right\}
\]

\[+ O(u^3) \right\}.
\]

At the stable RG fixed point (57) with \( r'_{\tau} = r_k' \), the right-hand side of Eq. (78) reduces to the standard two-loop additive and multiplicative temperature renormalizations for the mass parameter \( r \). The fluctuation-induced \( T_c \) shift, as well as the renormalization constant \( Z_r \) and hence the correlation length exponent \( v \), remain identical to those of the XY model or \( O(2) \)-symmetric Model A in thermal equilibrium to this order. The remaining multiplicative renormalization factors follow from the frequency and wavevector derivatives of Eq. (77) at the normalization point \( r = r + O(u) = \mu^2 \); According to Eq. (42)

\[Z^{-1} = 1 + \frac{2}{3} u^2 (1 + ir_k) I_6 (\mu^2, r_k, r_U = r_k) \bigg|_{\text{sing}} + O(u^3),\]

whence subsequently \( Z_D \) and \( Z_{r_k} \) can be determined from the singular contributions to

\[
\partial_{\tau} \Gamma_{\phi\phi'}(q, \omega = 0) \bigg|_{q=0} = Z^{-1} Z_D (1 + i Z_{r_k} r_k)
\]

\[= D (1 + ir_k) \left\{ 1 - \frac{2}{3} u^2 \partial_{\tau} D_d (u^2, q) \bigg|_{q=0} + O(u^3) \right\},
\]

where

\[D_d(r, q) = \int\left(\frac{1}{k + r^2} \int\left(\frac{1}{p + r + p^2}\right) \frac{1}{\tau + (q - k - p)^2} \right) \]

The ultraviolet singularities to be captured in \( Z_{r_k} \) encode a novel scaling exponent that describes the weight and fadeout of coherent quantum fluctuations relative to their thermal, dissipative counterparts.

Appendix A.1 details how the UV-singular part is extracted from this nested wavevector integral in the form of a simple \( 1/\epsilon \) pole and its residuum, applying dimensional regularization with minimal subtraction. Thus, Eq. (80) yields with Eq. (A9):

\[Z^{-1} Z_D (1 + i Z_{r_k} r_k) = (1 + ir_k) \left\{ 1 + \frac{u^2 A_2^2 \mu^{2z}}{36 \epsilon} + O(u^3, \epsilon^0) \right\}.
\]

The evaluation of the integral (75), detailed in Apps. A.1 and A.2, gives

\[\text{Re} Z^{-1} = 1 + \frac{u^2 A_2^2 \mu^{2z}}{36 \epsilon} \left[ \frac{3 + r_k^2}{9 + r_k^2} \text{ln} \frac{16}{9 + r_k^2} \right]
\]

\[
\frac{1 - r_k^2}{1 + r_k^2} \text{ln} \left( 1 + r_k^2 \right) + \frac{4 r_k}{1 + r_k^2} \left( \text{arctan} r_k - \text{arctan} \frac{r_k}{3} \right)
\]

\[+ \frac{1}{2} (s + 1) L(r_k) \right\} + O(u^3),\]

\[\text{Im} Z^{-1} = \frac{u^2 A_2^2 \mu^{2z}}{36 \epsilon} \left[ \frac{2 r_k}{1 + r_k^2} \text{ln} \frac{16}{(9 + r_k^2)(1 + r_k^2)} \right]
\]

\[-2 \frac{1 - r_k^2}{1 + r_k^2} \text{arctan} r_k + 2 \frac{3 + r_k^2}{1 + r_k^2} \text{arctan} \frac{r_k}{3}
\]

\[+ \frac{1}{2} (s - 1) L(r_k) \right\} + O(u^3).
\]
where \( s_k = \sqrt{1 + \frac{1}{2} r_k^2} \) and the logarithmic function \( L(r_k) \) is given in Eq. (A16). Finally, at the infrared-stable fixed point where \( r^*_k = r_k^* \):

\[
Z_D Z_T = 1 + \frac{u^2 A_0^2 \mu^{-2e}}{36 \epsilon} \left[ 3 \ln \left( \frac{16}{9 + r_k^2} \right) + \ln \left( 1 + r_k^2 \right) \right] + O(u^3). \quad (85)
\]

Carefully separating the real and imaginary parts in Eq. (82) and inserting Eqs. (83, 84) allows us to compute the desired renormalization constants to two-loop order:

\[
Z_{r_k} = 1 - \frac{u^2 A_0^2 \mu^{-2e}}{36 \epsilon} \left[ 2 \ln \left( \frac{16}{9 + r_k^2} \right) (1 + r_k^2) \right] \left[ 1 - \frac{1 - r_k^2}{r_k} \arctan r_k + \frac{3 + r_k^2}{r_k} \arctan \left( \frac{r_k}{3} \right) \right] + O(u^3), \quad (86)
\]

and

\[
Z_D = 1 - \frac{u^2 A_0^2 \mu^{-2e}}{36 \epsilon} \left[ 1 + \frac{3 - r_k^2}{1 + r_k^2} \ln \left( \frac{16}{9 + r_k^2} \right) \right] \left[ 1 - \frac{1 - r_k^2}{1 + r_k} \arctan r_k - \frac{5 + r_k^2}{1 + r_k} \arctan \left( \frac{r_k}{3} \right) \right] + O(u^3); \quad (87)
\]

at last, Eq. (85) gives with Eq. (87):

\[
Z_T = 1 - \frac{u^2 A_0^2 \mu^{-2e}}{36 \epsilon} \left[ 1 + \frac{2}{1 + r_k^2} \ln \left( \frac{16}{9 + r_k^2} \right) \right] \left[ 1 + \frac{2}{1 + r_k^2} \arctan \left( \frac{r_k}{3} \right) \right] - \sqrt{2} \left( \sqrt{s_k^2 + 1} - L(r_k) \right) + O(u^3). \quad (88)
\]

E. Scaling and critical exponents to order \( \epsilon^2 \)

In order to explore possible fixed points, we compute the RG beta function for the non-equilibrium parameter \( r_k \), using Eqs. (43) and (88):

\[
\beta_{r_k} = \mu \partial_\mu r_k \gamma_{r_k} = \frac{u^2}{9} \left[ r_k \ln \left( \frac{16}{9 + r_k^2} \right) (1 + r_k^2) \right] + O(u^3). \quad (89)
\]

Figure 6. Two-loop RG beta function \( \gamma r_k / u_k^2 \) as function of the renormalized non-equilibrium parameter \( r_k \), Eq. (89).

At the equilibrium fixed point \( r_k^* = 0 \), we have \( \partial_{r_k} \beta_{r_k} \mid_{r_k^* = 0} = \frac{1}{2} \ln u_k^2 > 0 \), whence it is infrared-stable. Indeed, as shown in Fig. 6, \( \beta_{r_k}(r_k) \) is a monotonically growing function of the renormalized non-equilibrium parameter \( r_k \), and \( r_k^* = 0 \) is its only zero. Setting \( r_k = 0 \), Wilson’s flow functions (46), readily derived from Eqs. (83, 84, 86, 87, and 88), simplify drastically:

\[
\zeta = \frac{u_k^2}{18} \left( 6 \ln \frac{1}{2} + O(u_k^3) \right),
\]

\[
\gamma_{r_k} = \frac{u_k^2}{18} \left( 4 \ln \frac{4}{3} + O(u_k^3) \right), \quad (90)
\]

\[
\gamma_D = \frac{u_k^2}{18} \left( 6 \ln \frac{4}{3} - 1 \right) + O(u_k^3),
\]

\[
\gamma_T = -\frac{u_k^2}{18} \left( 12 \ln \frac{3}{2} - 1 \right) + O(u_k^3).
\]

Once the system has reached a thermalized state, which here happens already at the one-loop level, the exact equilibrium relation (44) enforces the identity

\[
\zeta + \gamma_D + \gamma_T = 0 \quad (91)
\]

with a real \( \zeta \), which is in fact satisfied by the explicit two-loop results (90).

Employing again the matching condition \( \ell = |q|/\mu \) to the RG equation solutions (49) and (50), the universal scaling forms (88) and (70) become now generalized to

\[
\chi^R(q, \omega, (p_R), u_R)^{-1} = D_R^{-1} \mathcal{F}_{gg}(q, \omega, (p_R), u_R)
\]

\[
\approx \mu^p |q|^{2-\eta} (1 + i r_K |q|/\mu^{p-\eta}) \quad (92)
\]

\[
\times \hat{H} \left( \omega \mathcal{G}_{R}^{g}(q, \omega, (p_R), u_R) \approx \frac{T_R}{D_R} (1 + i r_K |q|/\mu^{p-\eta}) \right) \frac{\tau_R}{|q|/\mu^{p-\eta}} \quad (93)
\]

see Eqs. (1) and (2), that are valid in the vicinity of the critical point. Here we have identified the set of universal scaling
exponents as
\[
\nu^{-1} = -\gamma_\xi^2, \quad z = 2 + \gamma_D^2, \quad \eta = \zeta(u') - \gamma_D^2, \\
\eta_c = \zeta(u') - \gamma_D^2 - \gamma_r', \quad \eta' = 2 \Re \zeta(u') + \gamma_T^2.
\] (94)

Note that \(\eta - \eta_c = \gamma_r'\) is determined by the anomalous scaling dimension of the non-equilibrium parameter \(r_{KR}\). Since \(z - 2, \eta, \eta_c,\) and \(\eta'\) all vanish to first order in the non-linear coupling, we only need to insert the stable one-loop equilibrium fixed point value (67) to finally recover the standard equilibrium Model A critical exponents (5) and (6) to two-loop order:
\[
\eta = \frac{u^2}{18} + O(u^3) = \frac{e^2}{50} + O(e^3), \\
z = 2 + \frac{u^2}{18} \left(6 \ln \frac{2}{3} - 1\right) + O(u^3) \\
= 2 + \frac{e^2}{50} \left(6 \ln \frac{2}{3} - 1\right) + O(e^3).
\] (95)

Since the system has reached an equilibrium fixed point and is effectively thermalized, the identity (91) immediately implies the exact scaling relation
\[
\eta' = \zeta(u') - \gamma_D = \eta,
\] (96)
reflecting the emergence of detailed balance and the ensuing fluctuation-dissipation theorem. This leaves us with a single new non-equilibrium drive scaling exponent
\[
\eta_c = -\frac{u^2}{18} \left(4 \ln \frac{4}{\tau} - 1\right) + O(u^3) \\
= -\frac{e^2}{50} \left(4 \ln \frac{4}{\tau} - 1\right) + O(e^3),
\] (97)

If we (daringly) set \(e = 1\), we find the critical exponents \(\nu \approx 0.625\) (to one-loop order), \(\eta = \eta' \approx 0.02, z \approx 2 + 0.72609 \eta \approx 2.01452,\) and \(\eta_c \approx -0.15073 \eta \approx -0.0030146\). For comparison, the numerical values found in \(d = 3\) dimensions by means of the non-perturbative RG approach in Refs.\textsuperscript{22,23} are \(\nu \approx 0.716, \eta \approx 0.039, z \approx 2.121,\) and \(\eta_c \approx -0.223\). The two-loop values thus apparently still underestimate the fluctuation corrections in three dimensions.

F. Observability of the drive exponent

The fact that the drive exponent appears in the scaling form of the single-particle dynamical response makes it accessible to experimental observation.\textsuperscript{22,23} In particular, the imaginary part of the dynamical response is probed in radiofrequency spectroscopy in ultracold atoms\textsuperscript{26,27}, or homodyne detection for exciton-polariton systems\textsuperscript{28,29} (in the latter, also the real part is available separately). For probe frequency \(\omega\), the scaling form (4) implies for the response at criticality
\[
\chi(\omega, \omega) = \frac{1}{|q|^{z-\eta}} - i(\omega / D - a|q|^{z-\eta - \eta_c}) + |q|^\zeta,
\] (98)
which demonstrates different critical wavevector scaling for the peak position \(\omega_0 \sim |q|^{z-\eta - \eta_c}\) and peak width \(\sim |q|^\zeta\).

G. Complex Model B dynamics

We conclude our field-theoretical approach with a brief RG analysis of a variant of the Langevin equation (13) with conserved order parameter dynamics, i.e., off-critical diffusive relaxation (Model B):
\[
\partial_t \psi(x, t) = D \nabla^2 \psi + \xi(x, t),
\] (99)
with the non-Hermitian “Hamiltonian” (15), and the noise correlations
\[
\langle \xi(x, t) \rangle = 0, \\
\langle \xi(x, t) \xi(x', t') \rangle = -\gamma \nabla^2 \delta(x - x') \delta(t - t'),
\] (100)
with \(\gamma = 4DT\) such that the standard \(O(2)\)-symmetric equilibrium Model B critical dynamics is incorporated as the special case with \(r' = r_K = r_T = 0\). When these parameters are non-zero, we have a conserved complex Ginzburg-Landau equation, or a driven, non-equilibrium version of the noisy Cahn-Hilliard equation with complex coefficients.

As a consequence of the conserved dynamics, both the Onsager relaxation coefficient in Eq. (99) and the noise correlator strength (100) now carry an additional Laplacian operator. This increases the mean-field dynamic critical exponent to \(z = 4\), and generates an external wavevector factor \(q^2\) attached to the outgoing legs in the non-linear relaxation vertices depicted in Fig. (1c). Therefore, one has to all orders in the perturbation expansion
\[
\Gamma_{\psi\psi}(q, 0, \omega) = -i \omega, \\
\partial_q \Gamma_{\phi\phi}(q, 0, \omega) = 0, \quad \partial_q \Gamma_{\phi\phi}(q, 0, \omega) = -2DT.
\] (101)

Since these vertex functions carry no UV singularities, thus \(Z = 1\) and \(Z_T = Z_{\phi\phi}^D\), which imply the exact results
\[
\zeta = 0, \quad \gamma_T = -\gamma_D.
\] (102)

Note that these Model B relations represent a special case of the general equilibrium condition (91). In addition, according to Eq. (92) \(Z = 1\) enforces to two-loop order that \(Z_{KR} = 1 + O(u^2),\) whence \(\gamma_{KR} = 0 + O(u^2)\).

For the dynamical susceptibility \(\chi(q, \omega; \{p\}_R, \{u\}_R)^{-1} = (D r_K^2)^{-1} \Gamma_{\phi\phi}(q, \omega; \{p\}_R, \{u\}_R)\)
\[
\approx \mu^2 |q|^{2-\nu} \left(1 + i \eta \{p\}_R \frac{1}{|q|^{\nu}} \right),
\] (103)
and correlation function \(C(q, \omega) = G_{\phi\phi}(q, \omega)^{-1}\), one is led again to the scaling laws (1) and (2):
\[
\chi^R(q, \omega; \{p\}_R, \{u\}_R)^{-1} \approx \mu^2 |q|^{2-\nu} \left(1 + i \eta \{p\}_R \frac{1}{|q|^{\nu}} \right),
\] (104)
Here, the static critical exponents \(\nu = -1/\nu_c\) and \(\eta = -\gamma_D\) are identical to the values (59) and (5) computed in Secs. IV C...
and E. In contrast to its Model A counterpart, however, we now have within the two-loop approximation
\[
\eta_c = \eta + O(\varepsilon^3) = \frac{e^2}{30} + O(\varepsilon^3) \, .
\] (105)

Yet the relations \(\eta'^{\tau} = \eta\) imply for the complex non-equilibrium Model B that to all orders in perturbation theory
\[
z = 4 + \gamma_0^{\tau} = 4 - \eta \, , \quad \eta' = \gamma_0^{\tau} = \eta \, .
\] (106)

The dynamic critical exponent thus assumes its standard equilibrium value, as for the driven-dissipative extension of Model A. In addition, \(\eta' = \eta\) is confirmed exactly here, as opposed to the situation in Model A, and to Eq. (105), for which we can establish this identity only up to \(O(\varepsilon^3)\) corrections. This shows that unlike the driven-dissipative extension of Model A, no independent critical behavior is found for an analogous extension of Model B, at least to two-loop order.

V. CONCLUSION AND OUTLOOK

We have obtained a detailed picture of the driven-dissipative Bose condensation transition using the well-developed framework of the perturbative field-theoretical dynamical renormalization group, in this way complementing a previous functional renormalization group study\(^{22,23}\). In particular, we traced back the existence of a new, independent critical exponent to additional UV divergences without counterpart in the critical theory for the equilibrium Bose condensation transition, and obtained its analytical value at two-loop order in the dimensional \(\varepsilon\) expansion. This exponent is present in the scaling form of the dynamic single-particle response of the system, and in its two-point correlation functions, and witnesses non-equilibrium conditions at the largest distances in the problem. We furthermore confirmed explicitly the asymptotic thermalization scenario in the renormalization group flow for this system, as in Ref.\(^{37}\) demonstrating the stability of the equilibrium fixed point, along with the construction of the corresponding dynamical scaling forms and calculation of the associated critical exponents.

The perturbative field theoretic approach offers the possibility for a direct comparison of the results for non-equilibrium systems with well-studied counterparts in thermodynamic equilibrium. This makes it a valuable tool for future investigations of critical driven-dissipative quantum systems, working towards the ultimate goal of a systematic classification of non-equilibrium dynamic criticality to a similar maturity level as has been achieved in thermodynamic equilibrium. In the present context, first steps include the exploration of different internal symmetries, such as general \(O(n)\) rotation invariance, or the inclusion of explicit coherent pumping processes. They also comprise an investigation of universal aspects of the dynamics following a parameter quench, such as the determination of the initial slip exponent and critical aging\(^{45,46}\) in driven-dissipative systems. It remains to be seen whether this approach can also be leveraged to situations where criticality and genuine quantum effects come into play simultaneously.

Appendix A: Integrals and technical details

1. Dimensionally regularized integrals

In this Appendix, we provide a list of wavevector integrals, of the form \(\int \frac{d^d k}{(2\pi)^d} \frac{1}{(\tau + 2 \mathbf{q} \cdot \mathbf{k})^2} \), evaluated in dimensional regularization\(^{25,28,59}\). The UV divergences at \(d_c = 4\) become manifest as simple poles in \(\varepsilon = 4 - d\). The basic dimensionally regularized integral is
\[
\int \frac{d^d k}{(2\pi)^d} \frac{1}{(\tau + 2 \mathbf{q} \cdot \mathbf{k})^2} = \frac{\Gamma(s-d/2)}{(4\pi)^d/2} \frac{1}{\Gamma(s)} \frac{1}{(\tau - q^2)^{d/2}} \, .
\] (A1)

This immediately gives the wavevector integrals required for the one-loop analysis, with \(A_d = \Gamma(3-d/2)/2^{d-1}\pi^{d/2}\):
\[
\int \frac{1}{(\tau + k^2)^2} = -\frac{2A_d}{(d-2)(4-d)} \tau^{-1+d/2} \, ,
\] (A2)
\[
\int \frac{1}{(\tau + k^2)(\tau' + k^2)} = \frac{2A_d}{(d-2)(4-d)} \tau^{-1+d/2} - \tau'^{-1+d/2} \, ,
\] (A3)
\[
\int \frac{1}{(\tau + k^2)^2} = \frac{A_d}{4-d} \tau^{-2+d/2} \, .
\] (A4)

In order to evaluate the nested wavevector integrals appearing in the two-loop calculation, Feynman’s parametrization is very useful:
\[
\frac{1}{A'B'} = \frac{\Gamma(r + s)}{\Gamma(r) \Gamma(s)} \int_0^1 \frac{x^{r-1} (1-x)^{s-1}}{[xA + (1-x)B]'^{r+s}} \, dx \, .
\] (A5)

We first extract the UV-singular part of the two-loop integral \(\eta\), a standard textbook computation.\(^{59}\) Feynman’s parametrization and the \(p\) integration by means of Eq. (A1) yield
\[
\begin{align*}
D_d(\tau, \mathbf{q}) &= \int_0^1 dx \int_k \frac{1}{\tau + k^2} \times \int_p \frac{1}{\tau + x(\mathbf{q} - \mathbf{k})^2 - 2x(\mathbf{q} - \mathbf{k}) \cdot \mathbf{p} + \mathbf{p}^2} \\
&= \frac{\Gamma(2-d/2)}{(4\pi)^d/2} \int_0^1 dx \int_k \frac{1}{\tau + k^2} \frac{1}{[\tau + x(1-x)(\mathbf{q} - \mathbf{k})^2]^{d/2}}. \\

\end{align*}
\] (A6)

Applying (A5) once more, the \(k\) integral can be performed,
\[
\begin{align*}
D_d(\tau, \mathbf{q}) &= \frac{\Gamma(3-d/2)}{(4\pi)^d/2} \int_0^1 dx \int_k \frac{1}{[x(1-x)]^{2-d/2}} \times \int_0^1 dy \int_k \frac{1}{[\tau (\mathbf{q}^2) + 1 - y] + \mathbf{q}^2 - 2y \mathbf{q} \cdot \mathbf{k} + k^2]^{d/2}} \\
&= \frac{\Gamma(3-d)}{(4\pi)^d} \int_0^1 dx \int_0^1 dy \int_k \frac{1}{[x(1-x)]^{2-d/2}} \times \frac{1}{[\tau (\mathbf{q}^2) + 1 - y] + (1-y) q^2]^{3-d}}. \ (A7)
\end{align*}
\]
Therefore one obtains in \( d = 4 - \epsilon \) dimensions
\[
\partial^\mu D_d \left( \tau, q \right) \big|_{q=0} = -\frac{\Gamma(1+\epsilon)}{(1+\epsilon/2)^2} \frac{A^\mu_2 \tau^{\epsilon}}{4\epsilon} \int_0^1 \frac{dx}{x(1-x)^{1/2}}
\times \int_0^1 dy \frac{y^{-\epsilon/2} (1-y)}{(x(1-x)+1-y)^\epsilon}.
\]
Noting that \( \Gamma(1+\epsilon)/\Gamma(1+\epsilon/2)^2 = 1 + O(\epsilon^2) \), and that the parameter integrals are regular in the limit \( \epsilon \to 0 \), one finally isolates the \( 1/\epsilon \) pole and its residuum
\[
\partial^\mu D_d \left( \mu^2, q \right) \big|_{q=0} = -\frac{A^\mu_2 \mu^{-2\epsilon}}{4\epsilon} \int_0^1 (1-y) dy = -\frac{A^\mu_2 \mu^{-2\epsilon}}{8\epsilon}.
\]

For the integral \([3]\), we proceed similarly: Feynman’s parametrization leads to
\[
I_d \left( \tau, r_K, r_U \right) = \int_0^1 dx \int_0^1 dy \int_0^1 \frac{dx}{x+1} \int_{\tau}^{r_U} \left[ xy + y(1-y)(1-ir_U) \right] \left[ 3 + y(1-y)ir_K \right] dx dy z^{3-d/2}
\times \left( 1 - z + z \left[ 3 + y + (1-y)ir_U \right] / \left[ 2x(1-y)^2 + \frac{1}{2}(1-y) \left[ 3 + y + (1-y)ir_K \right] + 2(1-y)(2xy + 1-y) \right] \right)^{1-d}.
\]
Evaluated in \( d = 4 - \epsilon \) dimensions, the \( z \) parameter integral is just \( 1 + O(\epsilon^2) \), whence Eq. \([A1]\) reduces to
\[
I_d \left( \mu^2, r_K \right) \big|_{\text{sing.}} = \frac{A^\mu_2 \mu^{-2\epsilon}}{2\epsilon} \int_0^1 dx \int_0^1 dy \frac{1}{4x(1-x)^2 + (1-y) \left[ 3 + y + (1-y)ir_K \right] + 2(1-y)(2xy + 1-y)ir_K},
\]
which remarkably comes out independent of the parameter \( r_U \).

2. Complex parameter integral

The integration over \( x \) in Eq. \([A12]\) is elementary, and gives
\[
I_d \left( \mu^2, r_K \right) \big|_{\text{sing.}} = \frac{A^\mu_2 \mu^{-2\epsilon}}{8\epsilon} \int_0^1 dy \frac{1}{\sqrt{3 - 2\epsilon + 2(1-y)ir_K}} \left( y + (1-y)ir_K \right)
\times \ln \frac{\sqrt{3 - 2y + 2(1-y)ir_K}}{\sqrt{3 - 2y + 2(1-y)ir_K}}.
\]
After substitution to the new integration variable \( z^2 = 3 - 2y + 2(1-y) \bar{r} \), where \( \bar{r} = ir_K \) treated as an arbitrary parameter, the integral becomes
\[
I_d \left( \mu^2, r_K \right) \big|_{\text{sing.}} = \frac{A^\mu_2 \mu^{-2\epsilon}}{8\epsilon(1 + \bar{r})} \int_0^{\sqrt{3-2\bar{r}}} dz \left[ 2 \ln \frac{z + 1}{z - 1} + \ln \frac{3 - z}{3 + z} \right],
\]
Evaluating these again elementary integrals, and returning to \( ir_K \) through analytic continuation into the complex plane, one at last arrives at
\[
I_d \left( \mu^2, r_K \right) \big|_{\text{sing.}} = \frac{A^\mu_2 \mu^{-2\epsilon}}{8\epsilon(1 + ir_K)} \left[ 2 \frac{3 - ir_K}{1 - ir_K} \ln \frac{4}{3 - ir_K} - 2 \frac{1 + ir_K}{1 - ir_K} \ln(1 + ir_K) + \sqrt{3 + 2ir_K} L(r_K) \right],
\]
with the logarithm of three products of complex ratios

\[
L(r_K) = \ln \left( \frac{\sqrt{3} + 2ir_K + 3 - \sqrt{3} + 2ir_K}{\sqrt{3} + 2ir_K - 1} \frac{3 + \sqrt{3} + 2ir_K}{\sqrt{3} + 2ir_K - ir_K} \right)
\]

\[
= \frac{1}{2} \ln \left( 1 + 3s_K + \sqrt{6} \sqrt{s_K + 1} \frac{3 + s_K - \sqrt{6} \sqrt{s_K + 1}}{3s_K - \sqrt{6} \sqrt{s_K + 1}} \frac{3s_K + r_K^2 + \sqrt{6} r_K \sqrt{s_K - 1}}{3s_K + r_K^2 - \sqrt{6} r_K \sqrt{s_K - 1}} \right),
\]

where \( s_K = \sqrt{1 + \frac{2}{3} r_K^2} \). Note that the complex phases remarkably cancel in Eq. (A16), leaving a real expression; furthermore, \( L(0) = 0 \). We specifically require

\[
(1 + r_K^2) \text{Re} I_d(\mu^2, r_K) |^{\text{sing}} = \frac{A_d^2 \mu^2 e^{-2r_K}}{8e} \left[ 16 \frac{1}{9 + r_K^2} \ln \left( 1 + r_K^2 \right) + 2r_K \left( \arctan r_K + \arctan \frac{r_K}{3} \right) + \sqrt{\frac{3}{2} \left( r_K^2 + 1 + r_K \sqrt{s_K - 1} \right)} L(r_K) \right],
\]

and

\[
(1 + ir_K) I_d(\mu^2, r_K) |^{\text{sing}} = \frac{A_d^2 \mu^2 e^{-2r_K}}{8e} \left[ \frac{3 + r_K^2}{1 + r_K^2} \ln \left( \frac{16}{9 + r_K^2} \right) - \frac{1 - r_K^2}{1 + r_K^2} \ln \left( 1 + r_K^2 \right) + \frac{4r_K}{1 + r_K} \left( \arctan r_K - \arctan \frac{r_K}{3} \right) + \sqrt{\frac{3}{2} (s_K + 1)} L(r_K) \right]
\]

\[
+ \frac{A_d^2 \mu^2 e^{-2r_K}}{8e} \left[ \frac{2r_K}{1 + r_K^2} \ln \left( \frac{16}{(9 + r_K^2)(1 + r_K^2)} \right) - 2 \frac{1 - r_K^2}{1 + r_K^2} \arctan r_K + 2 \frac{3 + r_K^2}{1 + r_K^2} \arctan \frac{r_K}{3} + \sqrt{\frac{3}{2} (s_K - 1)} L(r_K) \right].
\]

ACKNOWLEDGMENTS

We thank Ehud Altman, Michel Pleimling, Lukas Sieberer, and Royce Zia for insightful discussions, and Hiba Assi for graphing Fig. 6. This research was in part (S.D.) supported through the Austrian Science Fund (FWF) with START Grant No. Y 581-N16 and SFB FoQuS (FWF Project No. F4006-N16).

1. I. Carusotto and C. Ciuti, “Quantum fluids of light,” Rev. Mod. Phys. 85, 299 (2013).
2. K. Baumann, C. Guerlin, F. Brennecke, and T. Esslinger, “Dicke quantum phase transition with a superfluid gas in an optical cavity,” Nature 464, 1301 (2010).
3. H. Ritsch, P. Domokos, F. Brennecke, and T. Esslinger, “Cold atoms in cavity-generated dynamical optical potentials,” Rev. Mod. Phys. 85, 553 (2013).
4. F. Brennecke, F. R. Motl, K. Baumann, R. Landig, T. Donner, and T. Esslinger, “Real-time observation of fluctuations at the driven-dissipative Dicke phase transition,” PNAS 110, 11763 (2013).
5. R. Blatt and C. Roos, “Quantum simulations with trapped ions,” Nature Physics 8, 227 (2012).
6. J. W. Britton, B. C. Sawyer, A. C. Keith, C.-C. J. Wang, J. K. Freericks, H. Uys, M. J. Biercuk, and J. J. Bollinger, “Engineered two-dimensional Ising interactions in a trapped-ion quantum simulator with hundreds of spins,” Nature 484, 489 (2012).
7. J. Clarke and F. K. Wilhelm, “Superconducting quantum bits,” Nature 453, 1031 (2008).
8. M.J. Hartmann, F.G.S.L. Brandao, and M.B. Plenio, “Quantum many-body phenomena in coupled cavity arrays,” Laser & Photonics Reviews 2, 527 (2008).
9. A. A. Houck, H. E. Tureci, and J. Koch, “On-chip quantum simulation with superconducting circuits,” Nature Physics 8, 292 (2012).
10. J. Koch and S. Schmidt, “Circuit QED lattices: Towards quantum simulation with superconducting circuits,” Ann. Phys. 525, 395 (2013).
11. F. Marquardt and S. M. Girvin, “Optomechanics,” Physics 2, 40 (2009).
12. D. E. Chang, A. H. Safavi-Naeini, M. Hafezi, and O. Painter, “Slowing and stopping light using an optomechanical crystal array,” New J. Phys. 13, 023003 (2011).
13. M. Ludwig and F. Marquardt, “Quantum many-body dynamics in optomechanical arrays,” Phys. Rev. Lett. 111, 073603 (2013).
14. A. Imamoglu, R. J. Ram, S. Pau, and Y. Yamamoto, “Nonequilibrium condensates and lasers without inversion: Exciton-polariton lasers,” Phys. Rev. A 53, 4250 (1996).
15. J. Kasprzak, M. Richard, S. Kundermann, A. Baas, P. Jeambrun, J. M. J. Keeling, F. M. Marchetti, M. H. Szymanska, R. Andre, J. L. Staehli, V. Savona, P. B. Littlewood, B. Deveaud, and Le Si Dang, “Bose-Einstein condensation of exciton polaritons,” Nature 443, 409 (2006).
16. K. G. Lagoudakis, M. Wouters, M. Richard, A. Baas, I. Carusotto, R. Andre, Le Si Dang, and B. Deveaud-Pledran, “Quantized vortices in an exciton-polariton condensate,” Nature Physics 4, 706 (2008).
17. G. Roumpos, M. Lohse, W. H. Nitsche, J. Keeling, M. H. Szymanska, P. B. Littlewood, A. Löttler, S. Höfling, L. Worschech, A. Forchel, and Y. Yamamoto, “Power-law decay of the spatial correlation function in exciton-polariton condensates,” PNAS 109, 5467 (2012).
18. S. A. Moskalenko and D.W. Snoke, Bose-Einstein Condensation of Excitons and Biexcitons (Cambridge University Press, Cambridge, 2000).
19. J. Keeling, M. H. Szymanska, and P. B. Littlewood, “Optical generation and control of quantum coherence in semiconductor
nanostructures,” in: Nanoscience and Technology, edited by G. Slavcheva and P. Roussignol (2010).

20 P. C. Hohenberg and B. I. Halperin, “Theory of dynamic critical phenomena,” Rev. Mod. Phys. 49, 437 (1977)

21 U. C. Täuber, V. K. Akkineni, and J. E. Santos, “Effects of violating detailed balance on critical dynamics,” Phys. Rev. Lett. 88, 045702 (2002)

22 L. M. Sieberer, S. D. Huber, E. Altman, and S. Diehl, “Dynamical critical phenomena in driven-dissipative systems,” Phys. Rev. Lett. 110, 195301 (2013)

23 L. M. Sieberer, S. D. Huber, E. Altman, and S. Diehl, “Non-equilibrium functional renormalization for driven-dissipative Bose-Einstein condensation,” arXiv:1309.7027 (2013).

24 S. Utsunomiya, L. Tian, G. Roupmos, C. W. Lai, N. Kudama, T. Fujisawa, M. Kuwata-Gonokami, A. Löffler, S. Höfling, A. Forchel, and Y. Yamamoto, “Observation of Bogoliubov excitations in exciton-polariton condensates,” Nature Physics 4, 700 (2008).

25 D. J. Amit, Field Theory, the Renormalization Group, and Critical Phenomena (World Scientific, Singapore, 1984).

26 C. Itzykson and J.-M. Drouffe, Statistical Field Theory: Vol. I, From Brownian Motion to Renormalization and Lattice Gauge Theory (Cambridge University Press, Cambridge, 1989).

27 J. Zinn-Justin, Quantum Field Theory and Critical Phenomena, 4th ed. (World Scientific, Singapore, 2005).

28 H. Kleinert and V. Schulte-Frohlinde, Critical Properties of \( \phi^4 \) Theories (World Scientific, Singapore, 2001).

29 J. Keeling, P. R. Eastham, M. H. Szymanska, and P. B. Littlewood, “Polariton condensation with localized excitons and propagating photons,” Phys. Rev. Lett. 93, 226403 (2004)

30 I. Carusotto and C. Ciuti, “Spontaneous microcavity-polariton coherence across the parametric threshold: Quantum Monte Carlo studies,” Phys. Rev. B 72, 125335 (2005)

31 M. H. Szymanska, J. Keeling, and P. B. Littlewood, “Nonequilibrium quantum condensation in an incoherently pumped dissipative system,” Phys. Rev. Lett. 96, 230602 (2006)

32 M. Wouters and I. Carusotto, “Excitations in a nonequilibrium Bose-Einstein condensate of exciton polaritons,” Phys. Rev. Lett. 99, 140402 (2007)

33 J. Keeling and N. G. Berfield, “Spontaneous rotating vortex lattices in a pumped decaying condensate,” Phys. Rev. Lett. 100, 250401 (2008)

34 C. De Dominicis, E. Brézin, and J. Zinn-Justin, “Field-theoretic techniques and critical dynamics. I. Ginzburg-Landau stochastic models without energy conservation,” Phys. Rev. B 12, 4949 (1975)

35 M. C. Cross and P. C. Hohenberg, “Pattern formation outside of equilibrium,” Rev. Mod. Phys. 65, 851 (1993).

36 M. Cross and H. Greenside, Pattern Formation and Dynamics in Nonequilibrium Systems (Cambridge University Press, Cambridge, 2009).

37 T. Risler, J. Prost, and F. Jülicher, “Universal critical behavior of noisy coupled oscillators: A renormalization group study,” Phys. Rev. E 72, 016130 (2005).

38 E. Frey, “Evolutionary game theory: Theoretical concepts and applications to microbial communities,” Physica A 389, 4265 (2010).

39 H. K. Janssen, “On a Lagrangean for classical field dynamics and renormalization group calculations of dynamical critical properties,” Z. Phys. B 23, 377 (1976).

40 R. Bausch, H. K. Janssen, and H. Wagner, “Renormalized field theory of critical dynamics,” Z. Phys. B 24, 113 (1976).

41 C. De Dominicis, “Techniques de renormalisation de la théorie des champs et dynamique des phénomènes critiques,” J. Phys. (France) Colloq. C1, C247 (1976).

42 F. Haake, M. Lewenstein, and M. Wilkens, “The irrelevance of detailed balance for the dynamical critical exponent,” Z. Phys. B Cond. Matt. 55, 211 (1984).

43 G. Grinstein, C. Jayaprakash, and Y. He, “Statistical mechanics of probabilistic cellular automata,” Phys. Rev. Lett. 55, 2527 (1985).

44 K. E. Bassler and B. Schmittmann, “Critical dynamics of nonconserved Ising-like systems,” Phys. Rev. Lett. 73, 3343 (1994).

45 H. K. Janssen, B. Schaub, and B. Schmittmann, “New universal short-time scaling behaviour of critical relaxation processes,” Z. Phys. B Cond. Matt. 73, 539 (1989).

46 P. Calabrese and A. Gambassi, “Ageing properties of critical systems,” J. Phys. A: Math. Gen. 38, R133 (2005).

47 L. Canet and H. Chaté, “A non-perturbative approach to critical dynamics,” J. Phys. A: Math. Theor. 40, 1937 (2007).

48 L. Canet, H. Chaté, and B. Delamotte, “General framework of the non-perturbative renormalization group for non-equilibrium steady states,” J. Phys. A: Math. Theor. 44, 495001 (2011).

49 D. Mesterházy, J. H. Stockemer, L. F. Palhares, and J. Berges, “Dynamic universality class of model C from the functional renormalization group,” Phys. Rev. B 88, 174301 (2013).

50 C. Wetterich, “Exact evolution equation for the effective potential,” Phys. Lett. B 301, 90 (1993)

51 J. Berges, N. Tetradis, and C. Wetterich, “Non-perturbative renormalization flow in quantum field theory and statistical physics,” Phys. Rep. 363, 223 (2002)

52 J. M. Pawlowski, “Aspects of the functional renormalization group,” Ann. Phys. 322, 2831 (2007)

53 O. J. Rosten, “Fundamentals of the exact renormalization group,” Phys. Rev. C 81, 177 (2012)

54 I. Boettcher, J. M. Pawlowski, and S. Diehl, “Ultracold atoms and the functional renormalization group,” Nucl. Phys. Proc. Suppl. 228, 63 (2012).

55 W. Metzner, M. Salmhofer, C. Honerkamp, V. Meden, and K. Schönhammer, “Functional renormalization group approach to correlated fermion systems,” Rev. Mod. Phys. 84, 299 (2012).

56 A. N. Vasiliev, The Field Theoretic Renormalization Group in Critical Behavior Theory and Stochastic Dynamics (Cambridge University Press, Cambridge, 2014).

57 R. Folk and G. Moser, “Critical dynamics: A field theoretical approach,” J. Phys. A: Math. Gen. 39, R207 (2006).

58 A. Kameyev, Field Theory of Non-Equilibrium Systems (Cambridge University Press, Cambridge, 2011).

59 U. C. Täuber, Critical Dynamics – A Field Theory Approach to Equilibrium and Non-equilibrium Scaling Behavior (Cambridge University Press, Cambridge, 2014).

60 M. Wouters and I. Carusotto, “Superfluidity and critical velocities in nonequilibrium Bose-Einstein condensates,” Phys. Rev. Lett. 105, 020602 (2010)

61 M. Wouters, T. C. H. Liew, and V. Savona, “Energy relaxation in one-dimensional polariton condensates,” Phys. Rev. B 82, 245315 (2010)

62 C. W. Gardiner and P. Zoller, Quantum Noise (Springer, Berlin, 1999).

63 U. C. Täuber, “Field theory approaches to nonequilibrium dynamics,” in Aging and the Glass Transition, Lecture Notes in Physics, Vol. 716, edited by Malte Henkel, Michel Pleimling, and Roland Sanctuary (Springer, Berlin, 2007) p. 295.

64 E. Altman, L. M. Sieberer, L. Chen, S. Diehl, and J. Toner, “Two-dimensional superfluidity in driven systems requires strong anisotropy,” arXiv:1311.0876 (2013).

65 J. T. Stewart, J. P. Gaebler, and D. S. Jin, “Using photoemission spectroscopy to probe a strongly interacting Fermi gas,” Nature 454, 744 (2008).