Introduction to the “second quantization” formalism for non-relativistic quantum mechanics
A possible substitution for Sections 6.7 and 6.8 of Feynman’s “Statistical Mechanics”

Hal Tasaki

This is a self-contained and hopefully readable account of the method of creation and annihilation operators (also known as the Fock space representation or the “second quantization” formalism) for non-relativistic quantum mechanics of many particles. Assuming knowledge only of conventional quantum mechanics in the wave function formalism, we define the creation and annihilation operators, discuss their properties, and introduce corresponding representations of states and operators of many-particle systems. As the title of the note suggests, we cover most topics treated in sections 6.7 and 6.8 of Feynman’s textbook. As a preliminary, we also carefully discuss the symmetry of wave functions describing indistinguishable particles.

We note that all the contents of the present note are standard, and the definitions and derivations presented here have been known to many. Although the style of the present note may be slightly more mathematical than standard physics literature, we do not try to achieve full mathematical rigor.
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1 Wave functions of many particles

As a preliminary, we discuss the description of many-particle states in quantum systems in terms of wave functions. Although most of the material in this section is standard and covered in elementary quantum mechanics courses, we present a detailed and careful discussion of the symmetry of wave functions for indistinguishable particles.

Note to experts: In particular, we here derive the (anti)commutation relations of the creation and annihilation operators rather than simply declaring them. In this sense, our approach is quite close to that of Feynman. But we here focus on the action of creation/annihilation operators on general N-body wave functions, while Feynman heavily uses Slater-determinant-type states from the beginning. We hope that our presentation provides a better perspective on this formalism.

2 A friend of mine pointed me out that this happens to be the centennial year of Richard Feynman’s birth. Let me declare that this small article is to celebrate his 100th birthday!

3 I wrote this note for undergraduate students in our group studying Feynman’s textbook. The idea was that they could skip these two somewhat complicated sections by studying this note (and they indeed did so).

4 The mathematically minded reader might be bothered by our heuristic treatment of the operators \( \hat{\psi}(x) \) and \( \hat{a}(k) \). Our treatment can be made rigorous by using suitable advanced concepts.
Single particle We start by recalling the standard quantum mechanical description of a single particle, such as an electron or an atomic nucleus. A state (at an instantaneous moment) of a particle in the three-dimensional space is described by a wave function $\varphi(r)$, which is a complex-valued function of the position $r = (x, y, z) \in \mathbb{R}^3$. The wave function $\varphi(r)$ satisfies the condition of square integrability:

$$\int d^3r |\varphi(r)|^2 < \infty$$

(1.1)

We denote by $\mathcal{H}_1$ the set of all wave functions satisfying (1.1), and call it the single-particle Hilbert space. Recall that the function which is identically 0 is contained in $\mathcal{H}_1$, but does not describe any physical state.

Let us use “mathematicians’ notation” and denote the whole wave function $\varphi(r)$ (where $r$ runs over the whole space $\mathbb{R}^3$) as $\varphi$. (We shall reserve the bra-ket notation for the Fock space description.) For two wave functions $\varphi, \psi \in \mathcal{H}_1$, we define their inner product by

$$\langle \varphi, \psi \rangle := \int d^3r \{\varphi(r)\}^* \psi(r).$$

(1.2)

The norm of a state $\varphi \in \mathcal{H}_1$ is defined as $\|\varphi\| := \sqrt{\langle \varphi, \varphi \rangle}$.

Distinguishable particles Before dealing with indistinguishable particles, we consider a system of mutually distinguishable particles.

First consider a system of two particles, which we call particle 1 and particle 2. Suppose that the particle 1 is in a single-particle state $\varphi \in \mathcal{H}_1$ and the particle 2 in $\psi \in \mathcal{H}_1$. By denoting the positions of the particles 1 and 2 as $r_1$ and $r_2$, respectively, the whole state may be described by the wave function $\varphi(r_1)\psi(r_2)$, which is a complex-valued function of $(r_1, r_2)$. Likewise one can take a state $\kappa(r_1)\eta(r_2)$ of the same two-particle system. Then from the principle of superposition, we see that states of the form $\alpha \varphi(r_1)\psi(r_2) + \beta \kappa(r_1)\eta(r_2)$ with $\alpha, \beta \in \mathbb{C}$ are also allowed. Note that such a state is in general not written in the form (function of $r_1$) × (function of $r_2$). Since any such superpositions are allowed, a general state of the two-particle system is described by a wave function $\Phi(r_1, r_2)$, which is an arbitrary complex-valued function5 of $(r_1, r_2) \in \mathbb{R}^6$.

In exactly the same manner, we see that a quantum mechanical state of a system of $N$ distinguishable particles is described by a wave function $\Phi(r_1, \ldots, r_N)$, a complex-valued function of $r_1, \ldots, r_N$, where $r_j$ is the position of the $j$-th particle. The wave function should satisfy the condition of square integrability:

$$\int d^3r_1 \cdots d^3r_N |\Phi(r_1, \ldots, r_N)|^2 < \infty$$

(1.3)

We again denote the whole wave function $\Phi(r_1, \ldots, r_N)$ (where each of $r_1, \ldots, r_N$ runs over the whole space) as $\Phi$. The inner product of two wave functions $\Phi, \Psi$ is

$$\langle \Phi, \Psi \rangle := \int d^3r_1 \cdots d^3r_N \{\Phi(r_1, \ldots, r_N)\}^* \Psi(r_1, \ldots, r_N),$$

(1.4)

and the norm of a wave function $\Phi$ is $\|\Phi\| := \sqrt{\langle \Phi, \Phi \rangle}$.

5Recall that, with an arbitrary complete orthonormal system $\{\xi_\alpha\}_{\alpha=1,2,\ldots}$ of $\mathcal{H}_1$, one can express any function of $(r_1, r_2)$ as $\Phi(r_1, r_2) = \sum_{\alpha, \beta} c_{\alpha, \beta} \xi_\alpha(r_1) \xi_\beta(r_2)$. 

2
Two indistinguishable particles Let us first consider a system of two identical particles. A state of the system is described by a wave function $\Phi(r_1, r_2)$ satisfying the square integrability condition \((1.3)\). We shall see that the identity of particles imposes strict symmetry on the wave function.\(^6\)

Note that when we write $r_1$, $r_2$, we are assigning labels (i.e., 1 and 2) to the particles. It is known, however, that, in quantum physics, two identical particles are intrinsically indistinguishable. This, in particular, means that any physically meaningful observable must be invariant when the labels of the two particles are exchanged.\(^7\) For example, the operator $-\hbar^2/2m \Delta_1$, which represents the kinetic energy of the first particle, is not allowed since it certainly distinguishes between the labels of the particles. The total kinetic energy $-\hbar^2/2m \Delta_1 - \hbar^2/2m \Delta_2$ is an example of a legitimate observable.\(^8\) In general, we require that any observable, when expressed in the Schrödinger representation, satisfies

$$A(r_1, \frac{d}{dr_1}; r_2, \frac{d}{dr_2}) = A(r_2, \frac{d}{dr_2}; r_1, \frac{d}{dr_1}). \quad (1.5)$$

We abbreviate this identity as $A_{12} = A_{21}$.

We next observe that any wave function $\Phi(r_1, r_2)$ is decomposed into the symmetric and the antisymmetric parts as

$$\Phi(r_1, r_2) = \Phi_+(r_1, r_2) + \Phi_-(r_1, r_2), \quad (1.6)$$

where

$$\Phi_\pm(r_1, r_2) := \frac{1}{2} \{ \Phi(r_1, r_2) \pm \Phi(r_2, r_1) \}. \quad (1.7)$$

These wave functions, of course, satisfy

$$\Phi_\pm(r_1, r_2) = \mp \Phi_\pm(r_2, r_1). \quad (1.8)$$

Let us note that the two states $\Phi_+$ and $\Phi_-$ are necessarily orthogonal (when nonzero). This is seen by observing that

$$\langle \Phi_+, \Phi_- \rangle = \int d^3r_1 d^3r_2 \{ \Phi_+(r_1, r_2) \}^* \Phi_-(r_1, r_2)$$

$$= \frac{1}{4} \int d^3r_1 d^3r_2 (|\Phi(r_1, r_2)|^2 - |\Phi(r_2, r_1)|^2$$

$$+ \{ \Phi(r_2, r_1) \}^* \Phi(r_1, r_2) - \{ \Phi(r_1, r_2) \}^* \Phi(r_2, r_1)) = 0, \quad (1.9)$$

where we noted, e.g., that $\int d^3r_1 d^3r_2 |\Phi(r_1, r_2)|^2 = \int d^3r_1 d^3r_2 |\Phi(r_2, r_1)|^2$ from the change of variables $r_1 \leftrightarrow r_2$.

---

\(^6\)This part has become longer than I first intended. The reader who wishes to quickly move to the main topic may jump to \((1.8)\).

\(^7\) It should be stressed that we are not physically exchanging the two particles. We are not making any changes to the physical state of the particles and merely changing the labels that we have assigned (rather arbitrarily).

\(^8\) $\Delta_1 = \frac{\hbar^2}{m x_1^2} + \frac{\hbar^2}{m y_1^2} + \frac{\hbar^2}{m z_1^2}$ is the Laplacian corresponding to $r_1 = (x_1, y_1, z_1)$.

\(^9\) We can, of course, measure the kinetic energy of a single particle when one of the two identical particles is in the measurement device and the other outside. Such a measurement may be modeled (somewhat artificially) by the observable $-\hbar^2/2m \Delta_1 \chi(r_1) - \hbar^2/2m \Delta_2 \chi(r_2)$, where $\chi(r)$ is 1 inside the measurement device and 0 outside. (The domain of the operator consists of wave functions that vanish at the boundary of the device.) Note that we are distinguishing the two particles by their positions, not by their labels.
Let $\hat{A}_{12} = \hat{A}_{21}$ be any observable, and decompose its expectation value in the state $\Phi$ as

$$\langle \Phi, \hat{A}_{12} \Phi \rangle = \langle \Phi_+, \hat{A}_{12} \Phi_+ \rangle + \langle \Phi_-, \hat{A}_{12} \Phi_- \rangle + \langle \Phi_+, \hat{A}_{12} \Phi_- \rangle + \langle \Phi_-, \hat{A}_{12} \Phi_+ \rangle.$$  \hspace{1cm} (1.10)

By using the symmetry \textbf{[1.5]}, we find that

$$\langle \Phi_+, \hat{A}_{12} \Phi_- \rangle = \int d^3r_1 d^3r_2 \{ \Phi_+(r_1, r_2) \}^\ast \hat{A}_{12} \Phi_-(r_1, r_2)$$

$$= \frac{1}{4} \int d^3r_1 d^3r_2 \{ \Phi(r_1, r_2) \}^\ast \hat{A}_{12} \Phi(r_1, r_2) - \{ \Phi(r_2, r_1) \}^\ast \hat{A}_{12} \Phi(r_2, r_1)$$

$$+ \{ \Phi(r_2, r_1) \}^\ast \hat{A}_{12} \Phi(r_1, r_2) - \{ \Phi(r_1, r_2) \}^\ast \hat{A}_{12} \Phi(r_2, r_1)$$

$$= 0,$$ \hspace{1cm} (1.11)

and similarly that $\langle \Phi_-, \hat{A}_{12} \Phi_+ \rangle = 0$. We thus find for any physically meaningful observable $\hat{A}_{12}$ that

$$\langle \Phi, \hat{A}_{12} \Phi \rangle = \langle \Phi_+, \hat{A}_{12} \Phi_+ \rangle + \langle \Phi_-, \hat{A}_{12} \Phi_- \rangle,$$  \hspace{1cm} (1.12)

which means that the state behaves as a statistical mixture rather than a pure state\textsuperscript{10} unless $\Phi_+ = 0$ or $\Phi_- = 0$.

It may be reasonable to postulate that any quantum system admits pure states. By assuming that the wave function $\Phi(r_1, r_2)$ describes a pure state, \textbf{[1.12]} implies one must have either $\Phi_+(r_1, r_2) = 0$ or $\Phi_-(r_1, r_2) = 0$ for any $r_1, r_2$. Equivalently, the wave function must satisfy the symmetry

$$\Phi(r_1, r_2) = \zeta \Phi(r_2, r_1),$$  \hspace{1cm} (1.13)

for any $r_1, r_2 \in \mathbb{R}^3$, where $\zeta$ is either 1 or $-1$. We found that the wave function is multiplied by the constant $\zeta$ when the labels of the two particles are exchanged. (See footnote\textsuperscript{7} again.)

Note here that any wave function of a given system (of two identical particles) can be obtained by continuously modifying another wave function of the same system, with the constraint \textbf{[1.13]} always being preserved. Since $\zeta$ is either 1 or $-1$, the continuity implies it is constant $\zeta$. In other words, $\zeta$ is common for any wave function of the system.

This observation suggests that particles in our universe are classified into one of the two classes with $\zeta = 1$ or $\zeta = -1$. This is indeed the case, and particles with $\zeta = 1$ are known as bosons, and with $\zeta = -1$ as fermions\textsuperscript{12} Electrons are fermions, and atoms may be fermions or bosons. In the rest of the present note, we always understand that $\zeta$ is fixed to either 1 or $-1$ depending on the kind of particles that we are treating.

\textsuperscript{10}One can say that $\Phi_+$ and $\Phi_-$ belong to distinct super-selection sectors.

\textsuperscript{11}To be rigorous, a wave function is not necessarily continuous. But the conclusion is still valid because continuous wave functions are dense in the Hilbert space.

\textsuperscript{12}In the real world, any (elementary) particle is associated with spin, whose spin quantum number is an integer for bosons and a half-odd-integer for fermions. Here we are trying to justify (or, at least, to motivate) the symmetry requirement \textbf{[1.13]} without invoking spins.

Let us note that although we are focusing on three-dimensional systems, the dimension does not play any essential role in the present discussion. The conclusion that a particle is either a boson or a fermion is legitimate in any dimension. It is known that “particles” (or quasi-particles, to be precise) called anyons, which are neither bosons nor fermions, appear in certain two-dimensional systems. But these “particles” are never described by a wave function like $\Phi(r_1, r_2)$.
N indistinguishable particles  Let us extend this consideration to a system of N identical particles. We take a wave function $\Phi(r_1, \ldots, r_N)$ which satisfies the square integrability condition \[ (1.3). \] To take into account the symmetry with respect to the change of the labels of the particles, we further assume that the wave function satisfies

$$\Phi(r_1, r_2, \ldots, r_N) = \zeta^P \Phi(r_{P(1)}, r_{P(2)}, \ldots, r_{P(N)}),$$

(1.14)

for an arbitrary permutation $P$ of \{1, 2, \ldots, N\} \[13\] We here set

$$\zeta^P = \begin{cases} 1 & \text{for bosons with } \zeta = 1, \\ (-1)^P & \text{for fermions with } \zeta = -1, \end{cases}$$

(1.15)

where $(-1)^P = \pm 1$ denote the parity of the permutation $P$.

The inner product and the norm of these states are defined exactly as in the distinguishable case. See \[14\]. For any $N = 1, 2, \ldots$, we denote by $\mathcal{H}_N$ the space consisting of all such wave functions. We call $\mathcal{H}_N$ the N-particle Hilbert space. We also identify the 0-particle Hilbert space $\mathcal{H}_0$ with $\mathbb{C}$, the set of complex numbers.

Purpose of the present note  What we have briefly described above provides a complete quantum mechanical description of a system of multiple identical particles.\[14\] One can formulate various advanced problems in this language and perform calculations. It is however awkward in some sense to first assigning the labels 1, 2, \ldots, $N$ to particles (which cannot be labeled indeed), write down the wave function, and finally impose additional symmetry constraint \[14\] to take into account the indistinguishability. This procedure sometimes makes practical calculations complicated.

By using the creation and annihilation operators and the Fock representation, one can describe quantum states of indistinguishable particles and operators acting on them without ever assigning labels to the particles. This formulation is not only theoretically beautiful but is also useful in practice. It should be stressed, however, that this formulation is strictly equivalent to the formulation in terms of wave functions described above; there is nothing new physically. One might be tempted to imagine that the formulation in terms of the creation/annihilation operators contains some novel physics compared with the wave function formulation, especially because the former is also known by the name “second quantization”. But this is a misunderstanding. See the beginning of section 3.

---

\[13\]This postulate may be partially justified as follows. We treat the case with $N = 3$ for simplicity.

Consider a three-particle state, described by the wave function $\Phi(r_1, r_2, r_3)$, in which two of the three particles are confined in a finite region $V \subset \mathbb{R}^3$, and the other particle is confined in a sufficiently separated finite region $V'$. It is then plausible that, when focusing on the two particles in the region $V$, one does not have to take into account the presence of the third particle in $V'$. Then, if we only consider the case $r_1, r_2 \in V$ and $r_3 \in V'$, the three-particle wave function should satisfy $\Phi(r_1, r_2, r_3) = \zeta \Phi(r_2, r_1, r_3)$, reflecting the symmetry \[13\] of two-particle wave functions. Similarly, we have $\Phi(r_1, r_2, r_3) = \zeta \Phi(r_1, r_3, r_2)$ when $r_2, r_3 \in V$ and $r_1 \in V'$, and $\Phi(r_1, r_2, r_3) = \zeta \Phi(r_3, r_2, r_1)$ when $r_3, r_1 \in V$ and $r_2 \in V'$.

Suppose that one continuously modifies the wave function to get a state in which the three particles are not necessarily confined in separate regions. In other words, one moves and modifies the two regions $V$ and $V'$ so that they overlap. It is reasonable to assume that the above three symmetry relations are all preserved during this modification. We then get the desired symmetry \[13\] for any $r_1, r_2, r_3$.

\[14\]The formalism can be automatically extended to include spin degrees of freedom.
2 Creation and annihilation operators

Let us discuss the creation and annihilation operators, which will play a central role in the present note.

Creation operator For any \( \psi \in \mathcal{H}_1 \) and \( N = 1, 2, \ldots \), we wish to define the creation operator \( \hat{a}^\dagger(\psi) : \mathcal{H}_{N-1} \to \mathcal{H}_N \), which “adds” the state \( \psi \) to an arbitrary \( N - 1 \) particle state \( \Phi \) to generate a new \( N \) particle state \( \hat{a}^\dagger(\psi)\Phi \).

When \( N = 2 \) a natural definition of such an operator is

\[
(\hat{a}^\dagger(\psi)\varphi)(r_1, r_2) = \frac{1}{\sqrt{2}} \{ \psi(r_1)\varphi(r_2) + \zeta \psi(r_2)\varphi(r_1) \},
\]

(2.1)

where \( \varphi \in \mathcal{H}_1 \) is an arbitrary single-particle state.\(^{15}\) Note that \( \psi(r_1)\varphi(r_2) + \zeta \psi(r_2)\varphi(r_1) \) is the only symmetric or antisymmetric two particle wave functions that one can generate from \( \psi(r) \) and \( \varphi(r) \). The norm of the new state is readily found to be

\[
\|\hat{a}^\dagger(\psi)\varphi\|^2 = \frac{1}{2} \int d^3r_1 d^3r_2 \{ \psi(r_1)\varphi(r_2) + \zeta \psi(r_2)\varphi(r_1) \}^* \{ \psi(r_1)\varphi(r_2) + \zeta \psi(r_2)\varphi(r_1) \}
= \|\psi\|^2 \|\varphi\|^2 + \zeta |\langle \psi, \varphi \rangle|^2.
\]

(2.2)

Suppose that \( \psi \) and \( \varphi \) are normalized, i.e., \( \|\psi\| = \|\varphi\| = 1 \). We see from (2.2) that the new state \( \hat{a}^\dagger(\psi)\varphi \) is normalized only when \( \langle \psi, \varphi \rangle = 0 \). Note also that, for fermions with \( \zeta = -1 \), we have \( \hat{a}^\dagger(\psi)\varphi = 0 \) when \( \psi = e^{i\theta} \varphi \). This is a mathematical expression of the Pauli exclusion principle, which inhibits two fermions to occupy the same single-particle state.

Let us consider the most straightforward extension of (2.1) to general \( N \). For an arbitrary \( \Phi \in \mathcal{H}_{N-1} \), we define

\[
(\hat{a}^\dagger(\psi)\Phi)(r_1, \ldots, r_N) := \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \zeta^{j-1} \psi(r_j) \Phi(r_1, \ldots, \hat{r}_j, \ldots, r_N),
\]

(2.3)

for any \( r_1, \ldots, r_N \in \mathbb{R}^3 \). Here and in what follows we denote by \( r_1, \ldots, \hat{r}_j, \ldots, r_N \) the sequence without \( r_j \), i.e., \( r_1, \ldots, r_{j-1}, r_{j+1}, \ldots, r_N \). Thus (2.3) with \( N = 3 \) reads

\[
(\hat{a}^\dagger(\psi)\Phi)(r_1, r_2, r_3) = \frac{1}{\sqrt{3}} \{ \psi(r_1) \Phi(r_2, r_3) + \zeta \psi(r_2) \Phi(r_1, r_3) + \psi(r_3) \Phi(r_1, r_2) \}.
\]

(2.4)

Note that the right-hand side of (2.3) or (2.4) satisfy the symmetry (1.14). For \( N = 1 \) and \( \Phi = 1 \in \mathcal{H}_0 \), the definition (2.3) gives

\[
(\hat{a}^\dagger(\psi)1)(r) = \psi(r).
\]

(2.5)

It is clear from the definition (2.3) that the creation operator \( \hat{a}^\dagger(\psi) \) is linear in \( \psi \), i.e.,

\[
\hat{a}^\dagger \left( \sum_{\ell=1}^{n} c_\ell \psi_\ell \right) = \sum_{\ell=1}^{n} c_\ell \hat{a}^\dagger(\psi_\ell),
\]

(2.6)

for any states \( \psi_1, \ldots, \psi_n \in \mathcal{H}_1 \) and coefficients \( c_1, \ldots, c_n \in \mathbb{C} \).

\(^{15}\)We write the wave function representation \( \Phi(r_1, \ldots, r_N) \) of a state \( \Phi \in \mathcal{H}_N \) also as \( \langle \Phi(r_1, \ldots, r_N) \rangle \).
Annihilation operatorWe define the annihilation operator $\hat{a}(\psi) : \mathcal{H}_N \to \mathcal{H}_{N-1}$ for any $N = 1, 2, \ldots$ by $\hat{a}(\psi) := \{\hat{a}(\psi)\}^\dagger$. It should be the operator that “removes” the state $\psi$ from an arbitrary $N$ particle state $\Phi$ to generate a new $N-1$ particle state $\hat{a}(\psi)\Phi$. Let us determine the action of $\hat{a}(\psi)$ from the identity

$$\langle \hat{a}(\psi) | \Xi, \Phi \rangle = \langle \Xi, \hat{a}(\psi) \Phi \rangle,$$

(2.7)

for arbitrary $\Xi \in \mathcal{H}_{N-1}$ and $\Phi \in \mathcal{H}_N$ with $N = 1, 2, \ldots$. From (2.3), we find

$$\langle \hat{a}(\psi) | \Xi, \Phi \rangle = \int d^3 \mathbf{r}_1 \cdots d^3 \mathbf{r}_N \frac{1}{\sqrt{N}} \sum_{j=1}^N \xi_j^{N-1} \{\psi(\mathbf{r}_j) \Xi(\mathbf{r}_1, \ldots, \hat{\mathbf{r}}_j, \ldots, \mathbf{r}_N)\}^* \Phi(\mathbf{r}_1, \ldots, \mathbf{r}_N)$$

Let us fix $j$, and write the sequence $(\mathbf{r}_1, \ldots, \hat{\mathbf{r}}_j, \ldots, \mathbf{r}_N)$ as $(\mathbf{s}_1, \ldots, \mathbf{s}_{N-1})$ (or, in other words, set $\mathbf{s}_i = \mathbf{r}_i$ for $i < j$ and $\mathbf{s}_{i-1} = \mathbf{r}_i$ for $i > j$). Then we have $\Phi(\mathbf{r}_1, \ldots, \mathbf{r}_N) = \Phi(\mathbf{s}_1, \ldots, \mathbf{s}_{j-1}, \mathbf{r}_j, \mathbf{s}_j, \ldots, \mathbf{s}_{N-1}) = \xi_j^{N-1} \Phi(\mathbf{r}_j, \mathbf{s}_1, \ldots, \mathbf{s}_{N-1})$, where we used the symmetry (1.14). Since $(\xi_j^{N-1})^2 = 1$, we now have

$$\langle \hat{a}(\psi) | \Xi, \Phi \rangle = \int d^3 \mathbf{s}_1 \cdots d^3 \mathbf{s}_{N-1} \frac{1}{\sqrt{N}} \sum_{j=1}^N \int d^3 \mathbf{r}_j \{\xi(\mathbf{s}_1, \ldots, \mathbf{s}_{N-1})\}^* \Phi(\mathbf{r}_j, \mathbf{s}_1, \ldots, \mathbf{s}_{N-1})$$

By rewriting $\mathbf{r}_j$ as $\mathbf{q}$, we see that the summands with different $j$ produce exactly the same expression, and hence

$$\langle \hat{a}(\psi) | \Xi, \Phi \rangle = \int d^3 \mathbf{s}_1 \cdots d^3 \mathbf{s}_{N-1} \{\xi(\mathbf{s}_1, \ldots, \mathbf{s}_{N-1})\}^* \sqrt{N} \int d^3 \mathbf{q} \{\xi(\mathbf{q})\}^* \Phi(\mathbf{q}, \mathbf{s}_1, \ldots, \mathbf{s}_{N-1}).$$

(2.8)

By comparing this expression with the right-hand side of (2.7), we find for any $\Phi \in \mathcal{H}_N$ with $N = 1, 2, \ldots$ that

$$\langle \hat{a}(\psi) | \Phi(\mathbf{r}_1, \ldots, \mathbf{r}_{N-1}) \rangle = \sqrt{N} \int d^3 \mathbf{q} \{\xi(\mathbf{q})\}^* \Phi(\mathbf{q}, \mathbf{r}_1, \ldots, \mathbf{r}_{N-1}),$$

(2.9)

which is the desired characterization of the annihilation operator. The wave function $\langle \hat{a}(\psi) | \Phi(\mathbf{r}_1, \ldots, \mathbf{r}_{N-1}) \rangle$ clearly satisfies the desired symmetry (1.14). We also define

$$\hat{a}(\psi)|_{\mathcal{H}_0} = 0,$$

(10.2)

for any $\psi \in \mathcal{H}_0 = \mathbb{C}$ since $\hat{a}^\dagger(\psi) \not\in \mathcal{H}_0$ for all possible $\Phi$. Note that the annihilation operator $\hat{a}(\psi)$ is antilinear in $\psi$, i.e.,

$$\hat{a} \left( \sum_{\ell=1}^n c_\ell \psi_\ell \right) = \sum_{\ell=1}^n (c_\ell)^* \hat{a}(\psi_\ell),$$

(2.11)

for any states $\psi_1, \ldots, \psi_n \in \mathcal{H}_1$ and coefficients $c_1, \ldots, c_n \in \mathbb{C}$. This is clear from the expression (2.9), but follows readily from (2.6).
Anticommutation relations. We shall derive the (anti)commutation relations (2.15), (2.16), and (2.23), which provide the essential characterization of the creation and annihilation operators. Let $\varphi, \psi \in H_1$. For any $\Xi \in H_N$ with $N = 2, 3, \ldots$, we find by using (2.9) twice that

$$\langle \hat{a}(\varphi)\hat{a}(\psi)\Xi | r_1, \ldots, r_{N-2} \rangle = \sqrt{N-1} \int d^3q \{\varphi(q)\}^* \langle \hat{a}(\psi)\Xi | q, r_1, \ldots, r_{N-2} \rangle$$

$$= \sqrt{N(N-1)} \int d^3q d^3q' \{\varphi(q')\}^* \Xi(q', q, r_1, \ldots, r_{N-2}),$$

(2.12)

and

$$\langle \hat{a}(\psi)\hat{a}(\varphi)\Xi | r_1, \ldots, r_{N-2} \rangle = \sqrt{N(N-1)} \int d^3q d^3q' \{\psi(q')\varphi(q)\}^* \Xi(q, q', r_1, \ldots, r_{N-2}).$$

(2.13)

Since $\Xi(q, q', r_1, \ldots, r_{N-2}) = \zeta \Xi(q', q, r_1, \ldots, r_{N-2})$, we find

$$\langle \hat{a}(\varphi)\hat{a}(\psi)\Xi = \zeta \hat{a}(\psi)\hat{a}(\varphi)\Xi,$$

(2.14)

for any $\Xi \in H_N$ with $N = 2, 3, \ldots$. Let us define $[\hat{A}, \hat{B}]_{-\zeta} := \hat{A}\hat{B} - \zeta \hat{B}\hat{A}$ for any operators $\hat{A}$ and $\hat{B}$. For bosons, where $\zeta = 1$, this defines the standard commutator, and for fermions, where $\zeta = -1$, this defines the anticommutator. Recalling that $\Xi$ is arbitrary in (2.14), we find the following (anti)commutation relations for the annihilation operators

$$\left[ \hat{a}(\varphi), \hat{a}(\psi) \right]_{-\zeta} = 0,$$

(2.15)

for any $\varphi, \psi \in H_1$. By taking the adjoint, we find for the creation operators that

$$\left[ \hat{a}^\dagger(\varphi), \hat{a}^\dagger(\psi) \right]_{-\zeta} = 0.$$

(2.16)

For fermions, where we set $\zeta = -1$, one finds by setting $\varphi = \psi$ in (2.15) and (2.16) that

$$\{\hat{a}(\varphi)\}^2 = \{\hat{a}^\dagger(\varphi)\}^2 = 0 \quad \text{(only for fermions!)}$$

(2.17)

This is another mathematical expression of the Pauli exclusion principle.

To evaluate the (anti)commutator $[\hat{a}(\varphi), \hat{a}^\dagger(\psi)]_{-\zeta}$ is interesting but a little complicated. We encourage the reader to explicitly write down the following derivation in the case with $N = 2$.

Take an arbitrary $\Xi \in H_N$ with $N = 1, 2, \ldots$. First it is easy to see from (2.3) and (2.23) that

$$\langle \hat{a}(\psi)\hat{a}(\varphi)\Xi | r_1, \ldots, r_N \rangle = \frac{1}{\sqrt{N}} \sum_{j=1}^N \zeta^{j-1} \psi(r_j) \langle \hat{a}(\varphi)\Xi | r_1, \ldots, r_j, \ldots, r_N \rangle$$

$$= \sum_{j=1}^N \zeta^{j-1} \psi(r_j) \int d^3q \{\varphi(q)\}^* \Xi(q, r_1, \ldots, r_j, \ldots, r_N).$$

(2.18)

---

16 One of the undergraduate students in our group indeed worked this out on the blackboard. The demonstration turned out to be quite useful.
Next we simply use (2.24) to observe that
\[
(\hat{a}(\varphi)\hat{a}^\dagger(\psi)\Xi)(r_1, \ldots, r_N) = \sqrt{N + 1} \int d^3q \{\varphi(q)\}^*(\hat{a}^\dagger(\psi)\Xi)(q, r_1, \ldots, r_N).
\] (2.19)

To rewrite the right-hand side, we note that (2.3) implies
\[
(\hat{a}(\varphi)\hat{a}^\dagger(\psi)\Xi)(q, r_1, \ldots, r_N) = \frac{1}{\sqrt{N + 1}} \left\{ \psi(q) \Xi(r_1, \ldots, r_N) + \sum_{j=1}^N \zeta^j \psi(r_j) \Xi(q, r_1, \ldots, \tilde{r}_j, \ldots, r_N) \right\}.
\] (2.20)

Note that $j$ in this expression corresponds to $j - 1$ in (2.3). Substituting this back to (2.19), we get
\[
(\hat{a}(\varphi)\hat{a}^\dagger(\psi)\Xi)(r_1, \ldots, r_N) = \int d^3q \left\{ \psi(q) \Xi(r_1, \ldots, r_N) + \sum_{j=1}^N \zeta^j \psi(r_j) \Xi(q, r_1, \ldots, \tilde{r}_j, \ldots, r_N) \right\}.
\] (2.21)

From (2.18) and (2.21), we finally obtain
\[
(\hat{a}(\varphi)\hat{a}^\dagger(\psi)\Xi - \zeta \hat{a}^\dagger(\psi)\hat{a}(\varphi)\Xi)(r_1, \ldots, r_N) = \langle \varphi, \psi \rangle \Xi(r_1, \ldots, r_N),
\] (2.22)
for any $\Xi$. This leads to the (anti)commutation relation
\[
[\hat{a}(\varphi), \hat{a}^\dagger(\psi)]_{-\zeta} = \langle \varphi, \psi \rangle,
\] (2.23)
for any $\varphi, \psi \in \mathcal{H}_1$.

**Examples of annihilation and creation operators** Take an arbitrary complete orthonormal system $\{\xi_\alpha\}_{\alpha=1,2,\ldots}$ of the single particle Hilbert space $\mathcal{H}_1$. We then define
\[
\hat{a}_\alpha := \hat{a}(\xi_\alpha), \quad \hat{a}^\dagger_\alpha := \hat{a}^\dagger(\xi_\alpha),
\] (2.24)
which are annihilation and creation operators of the state $\xi_\alpha$. We see immediately from (2.15), (2.16), and (2.23) that
\[
[\hat{a}_\alpha, \hat{a}_\beta]_{-\zeta} = [\hat{a}^\dagger_\alpha, \hat{a}^\dagger_\beta]_{-\zeta} = 0, \quad [\hat{a}_\alpha, \hat{a}^\dagger_\beta]_{-\zeta} = \delta_{\alpha\beta},
\] (2.25)
for any $\alpha, \beta = 1, 2, \ldots$. It is remarkable that, for bosons, these are nothing but the commutation relations for the raising and lowering operators in a system of harmonic oscillators.

For an arbitrary $x \in \mathbb{R}^3$, consider a state $\eta^x(r) := \delta(r - x)$, in which the particle is completely localized at $x$.

Recall that the inner product of two such states is
\[
\langle \eta^x, \eta^y \rangle = \int d^3r \delta(r - x) \delta(r - y) = \delta(x - y).
\] (2.26)

Consider the annihilation and creation operators corresponding the state $\eta^x$, i.e.,
\[
\hat{\psi}(x) := \hat{a}(\eta^x), \quad \hat{\psi}^\dagger(x) := \hat{a}^\dagger(\eta^x),
\] (2.27)
\footnote{In physics literature, including Feynman’s “Statistical Mechanics” [1], the state $\eta^x$ is denoted as $|x\rangle$.}
which annihilates or creates a particle at \( x \). From (2.15, 2.16, 2.19, and 2.20), we see that they satisfy the (anti)commutation relations
\[
[\hat{\psi}(x), \hat{\psi}(y)]_{-\zeta} = [\hat{\psi}^\dagger(x), \hat{\psi}^\dagger(y)]_{-\zeta} = 0, \quad [\hat{\psi}(x), \hat{\psi}^\dagger(y)]_{-\zeta} = \delta(x - y), \tag{2.28}
\]
for any \( x, y \in \mathbb{R}^3 \).

Let us see how the operator \( \hat{\psi}^\dagger(x) \) is related to the standard operators \( \hat{a}^\dagger(\varphi) \) with \( \varphi \in \mathcal{H}_1 \). First, take an arbitrary single-particle state \( \varphi \in \mathcal{H}_1 \). Since \( \varphi(r) = \int d^3x \varphi(x) \delta(r - x) \), we see that \( \varphi = \int d^3x \varphi(x) \eta^x \). Then from the linearity (2.20) of the creation operator, we have
\[
\hat{a}^\dagger(\varphi) = \int d^3x \varphi(x) \hat{\psi}^\dagger(x). \tag{2.29}
\]

Next take an arbitrary complete orthonormal system \( \{\xi_\alpha\}_{\alpha=1,2,...} \) of \( \mathcal{H}_1 \), and note that
\[
\delta(r - x) = \sum_{\alpha=1}^\infty \{\xi_\alpha(x)\}^* \xi_\alpha(r), \quad \text{and hence} \quad \eta^x = \sum_{\alpha=1}^\infty \{\xi_\alpha(x)\}^* \xi_\alpha. \tag{2.30}
\]
which will turn out to be useful later.

For an arbitrary wave number vector \( k \in \mathbb{R}^3 \), define the standard plane-wave state \( \psi^k(r) \) by
\[
\psi^k(r) = (2\pi)^{-3/2} e^{ik \cdot r}. \tag{2.31}
\]
From the standard expression of the delta function
\[
\delta(z) = \int \frac{d^3w}{(2\pi)^3} e^{iw \cdot z} \quad \text{for} \quad z \in \mathbb{R}^3, \tag{2.32}
\]
one finds that the inner product of two plane wave states is given by
\[
\langle \psi^k, \psi^{k'} \rangle = \delta(k - k'), \tag{2.33}
\]
for any \( k, k' \in \mathbb{R}^3 \). We then define the corresponding annihilation and creation operators as
\[
\hat{a}(k) := \hat{a}(\psi^k), \quad \hat{a}^\dagger(k) := \hat{a}^\dagger(\psi^k), \tag{2.34}
\]
which satisfies the (anti)commutation relations
\[
[\hat{a}(k), \hat{a}(k')]_{-\zeta} = [\hat{a}^\dagger(k), \hat{a}^\dagger(k')]_{-\zeta} = 0, \quad [\hat{a}(k), \hat{a}^\dagger(k')]_{-\zeta} = \delta(k - k'), \tag{2.35}
\]
for any \( k, k' \in \mathbb{R}^3 \). From (2.31) and (2.32), we see that
\[
\delta(r - x) = \int \frac{d^3k}{(2\pi)^{3/2}} e^{-ik \cdot x} \psi^k(r). \tag{2.36}
\]
This equality, with the linearity (2.6), implies
\[
\hat{\psi}^\dagger(x) = \int \frac{d^3k}{(2\pi)^{3/2}} e^{-ik \cdot x} \hat{a}^\dagger(k). \tag{2.37}
\]
3 The Fock space representation

We now discuss the description, which is often called the Fock space representation, of many-particle quantum mechanics in terms of the creation and annihilation operators. This formalism is also known by the name “second quantization” formalism. But one should note that this formalism is nothing more than a clever way of rewriting the standard quantum mechanics based on wave functions. The unfortunate and misleading name “second quantization” simply reflects the (constructive) confusion in early history.

For convenience let us summarize the (anti)commutation relations (2.15), (2.16), and (2.23) obeyed by the creation and annihilation operators:

\[ [\hat{a}(\varphi), \hat{a}^\dagger(\psi)]_{-\zeta} = [\hat{a}^\dagger(\varphi), \hat{a}(\psi)]_{-\zeta} = 0, \quad [\hat{a}(\varphi), \hat{a}^\dagger(\psi)] = \langle \varphi, \psi \rangle \quad \text{for any } \varphi, \psi \in \mathcal{H}_1 \quad (3.1) \]

The representation of states

We start by introducing a new description of the states in \( \mathcal{H}_N \) with \( N = 1, 2, \ldots \). First, let us take \( 1 \in \mathcal{H}_1 = \mathbb{C} \), which is a “state” without any particles, and write it as \( |\Phi_{\mathrm{vac}}\rangle \). Here “vac” stands for the “vacuum”. From (2.10), the vacuum state satisfies

\[ \hat{a}(\varphi)|\Phi_{\mathrm{vac}}\rangle = 0, \quad (3.2) \]

for any \( \varphi \in \mathcal{H}_1 \). This relation is repeatedly used in most applications of the Fock space representation.

For an arbitrary \( \varphi \in \mathcal{H}_1 \), we see from (2.14) that \( \hat{a}^\dagger(\varphi)|\Phi_{\mathrm{vac}}\rangle = \varphi \) itself. Then for an arbitrary \( \psi \in \mathcal{H}_1 \) one sees that \( \hat{a}^\dagger(\psi) \hat{a}^\dagger(\varphi)|\Phi_{\mathrm{vac}}\rangle \) represents the state \( (2.1) \) with two particles. Although not all states in \( \mathcal{H}_2 \) is written in the form \( (2.1) \), one can recover any state in \( \mathcal{H}_2 \) by considering arbitrary superpositions of two-particle states of the form \( \hat{a}^\dagger(\varphi) \hat{a}^\dagger(\psi)|\Phi_{\mathrm{vac}}\rangle \).

This consideration can be readily generalized to an arbitrary \( N = 1, 2, \ldots \). Let \( \varphi_1, \ldots, \varphi_N \in \mathcal{H}_1 \) be arbitrary states. Then \( \hat{a}^\dagger(\varphi_1) \cdots \hat{a}^\dagger(\varphi_N)|\Phi_{\mathrm{vac}}\rangle \) (if non-vanishing) is a state in \( \mathcal{H}_N \). The \( N \) particle Hilbert space \( \mathcal{H}_N \) is recovered by considering arbitrary superpositions of states of the form \( \hat{a}^\dagger(\varphi_1) \cdots \hat{a}^\dagger(\varphi_N)|\Phi_{\mathrm{vac}}\rangle \).

Take arbitrary \( \varphi_1, \ldots, \varphi_N, \psi_1, \ldots, \psi_N \in \mathcal{H}_1 \), and consider two states

\[ |\Phi\rangle = \hat{a}^\dagger(\varphi_1) \cdots \hat{a}^\dagger(\varphi_N)|\Phi_{\mathrm{vac}}\rangle, \quad |\Psi\rangle = \hat{a}^\dagger(\psi_1) \cdots \hat{a}^\dagger(\psi_N)|\Phi_{\mathrm{vac}}\rangle. \quad (3.3) \]

To state the following fundamental and useful result, we define, for any \( N \times N \) matrix \( A = (a_{i,j})_{i,j=1,\ldots,N} \),

\[ |A|_{\zeta} := \sum_P \zeta^P a_{1,P(1)} a_{2,P(2)} \cdots a_{N,P(N)}, \quad (3.4) \]

where the sum runs over all \( N! \) permutations of \( \{1, 2, \ldots, N\} \). Thus \( |A|_- \) is the standard determinant, and \( |A|_+ \) is the quantity known as permanent.

**Theorem 3.1** The inner product of the two states defined in (3.3) is given by

\[ \langle \Phi|\Psi \rangle = \begin{vmatrix} \langle \varphi_1, \psi_1 \rangle & \langle \varphi_1, \psi_2 \rangle & \cdots & \langle \varphi_1, \psi_N \rangle \\ \langle \varphi_2, \psi_1 \rangle & \langle \varphi_2, \psi_2 \rangle & \cdots & \langle \varphi_2, \psi_N \rangle \\ \vdots & \vdots & \ddots & \vdots \\ \langle \varphi_N, \psi_1 \rangle & \langle \varphi_N, \psi_2 \rangle & \cdots & \langle \varphi_N, \psi_N \rangle \end{vmatrix}_{\zeta}. \quad (3.5) \]
Proof: The relation can be shown by noting that
\[
\langle \Phi|\Psi \rangle = \langle \Phi_{\text{vac}}|\hat{a}(\varphi_N)\cdots\hat{a}(\varphi_1)\hat{a}^\dagger(\psi_1)\cdots\hat{a}^\dagger(\psi_N)|\Phi_{\text{vac}} \rangle,
\]
and repeatedly using \(\hat{a}(\varphi)\hat{a}^\dagger(\psi) = \zeta\hat{a}^\dagger(\psi)\hat{a}(\varphi) + \langle \varphi, \psi \rangle\), which is the first of the (anti)commutation relations (3.1), and \(\hat{a}(\varphi)|\Phi_{\text{vac}} \rangle = 0\). First, observe that
\[
\hat{a}(\varphi_1)\hat{a}^\dagger(\psi_1)\cdots\hat{a}^\dagger(\psi_N)|\Phi_{\text{vac}} \rangle = \sum_{j=1}^{N} \zeta^{j-1} \langle \varphi_1, \psi_j | \hat{a}^\dagger(\psi_1)\cdots\hat{a}^\dagger(\psi_{j-1})\hat{a}(\psi_{j+1})\cdots\hat{a}^\dagger(\psi_N)|\Phi_{\text{vac}} \rangle
\]
where \(\hat{a}^\dagger(\psi_j)\) is missing in the summand. We can repeat this process in \(\hat{a}(\varphi_N)\cdots\hat{a}(\varphi_1)\hat{a}^\dagger(\psi_1)\cdots\hat{a}^\dagger(\psi_N)\) until all \(\hat{a}^\dagger\) and \(\hat{a}\) are gone. The reader should work out the case with \(N = 3\) explicitly to check that the desired (3.5) follows. For general \(N\), we clearly see
\[
\hat{a}(\varphi_N)\cdots\hat{a}(\varphi_1)\hat{a}^\dagger(\psi_1)\cdots\hat{a}^\dagger(\psi_N)|\Phi_{\text{vac}} \rangle = \sum_{P} \eta(P) \prod_{j=1}^{N} \langle \varphi_j, \psi_{P(j)} |\Phi_{\text{vac}} \rangle,
\]
and hence
\[
\langle \Phi|\Psi \rangle = \sum_{P} \eta(P) \prod_{j=1}^{N} \langle \varphi_j, \psi_{P(j)} \rangle,
\]
where \(P\) is summed over all permutations of \(\{1, \ldots, N\}\), and \(\eta(P) = \pm 1\) is a certain (still undetermined) sign factor which depends only on \(P\). For bosons with \(\zeta = 1\), it is clear that \(\eta(P) = 1\), and we are done. We still need to show \(\eta(P) = (-1)^P\) for fermions with \(\eta = -1\). This can be done by examining the sign appearing in relations like (3.7), but there is an easier trick. Fix a permutation \(P_0\), and note that the anticommutation relation (3.1) implies
\[
\langle \Phi|\Psi \rangle = (-1)^{P_0} \langle \Phi_{\text{vac}}|\hat{a}(\varphi_N)\cdots\hat{a}(\varphi_1)\hat{a}^\dagger(\psi_{P_0(1)})\cdots\hat{a}^\dagger(\psi_{P_0(N)})|\Phi_{\text{vac}} \rangle.
\]
Exactly as before the right-hand side can be rewritten as in (3.9), but we immediately see (without any calculations) that the result contains the term \((-1)^{P_0} \prod_{j=1}^{N} \langle \varphi_j, \psi_{P_0(j)} \rangle\), which has the desired sign factor. Since all the states \(\varphi_1, \ldots, \varphi_N\), \(\psi_1, \ldots, \psi_N\) are arbitrary, and \(P_0\) is also arbitrary, we have shown that \(\eta(P) = (-1)^P\). \(\square\)

Let us make a short remark on the wave function representation of the above basic states. We have already seen that the two-particle state \(\hat{a}^\dagger(\psi)|\Phi_{\text{vac}} \rangle\) corresponds to the wave function \(\{\psi(r_1)\varphi(r_2) + \zeta\psi(r_2)\varphi(r_1)\}/\sqrt{2}\). Similarly one can show that the wave function representation of the state \(\hat{a}^\dagger(\varphi_1)\cdots\hat{a}^\dagger(\varphi_N)|\Phi_{\text{vac}} \rangle\) is
\[
\Phi(r_1, \ldots, r_N) = \frac{1}{\sqrt{N!}} \sum_{P} \zeta^P \varphi_1(r_{P(1)})\varphi_2(r_{P(2)})\cdots\varphi_N(r_{P(N)}),
\]
where \(P\) is summed over all permutations of \(\{1, \ldots, N\}\).

Proof: We give inductive proof\(^\text{22}\) The statement is already shown for \(N = 1\) and 2. We assume that it is valid for \(N - 1\), i.e., the wave function representation of the \((N - 1)\) particle state \(\hat{a}^\dagger(\varphi_2)\cdots\hat{a}^\dagger(\varphi_N)|\Phi_{\text{vac}} \rangle\) is
\[
\Phi'(r_2, \ldots, r_N) = \frac{1}{\sqrt{(N-1)!}} \sum_{P'} \zeta'^P \varphi_2(r_{P'(2)})\varphi_3(r_{P'(3)})\cdots\varphi_N(r_{P'(N)}),
\]
\(^{22}\)The proof is not interesting. It may be skipped.
where \( P' \) is summed over permutations of \( \{2, 3, \ldots, N\} \). By using the basic definition (2.3), the desired wave function representation of \( \hat{a}^\dagger(\varphi_1)\hat{a}^\dagger(\varphi_2)\cdots\hat{a}^\dagger(\varphi_N)|\Phi_{\text{vac}}\rangle \) is written as

\[
\Phi(r_1, \ldots, r_N) = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \zeta^{-1} \varphi_1(r_j) \Phi'(r_1, \ldots, \check{r}_j, \ldots, r_N)
= \frac{1}{\sqrt{N!}^2} \sum_{j=1}^{N} \sum_{P'} \zeta^{-1} \varsigma^P \varphi_1(r_j) \varphi_2(r_{P'_j(1)}) \varphi_3(r_{P'_j(2)}) \cdots \varphi_N(r_{P'_j(N)}).
\]

(3.13)

Here, in order to incorporate the relabelling \((r_2, \ldots, r_N) \mapsto (r_1, \ldots, \check{r}_j, \ldots, r_N)\) of the variables, we defined

\[
P'_j(k) = \begin{cases} 
  P'(k) - 1 & \text{if } P'(k) \leq j, \\
  P'(k) & \text{if } P'(k) > j.
\end{cases}
\]

(3.14)

We can now define permutation \( P \) of \( \{1, \ldots, N\} \) by \( P(1) = j \) and \( P(k) = P'_j(k) \) for \( k = 2, \ldots, N \). Since one finds \( \zeta^{-1} \varsigma^P = \varsigma^P \) by inspection, we get the desired expression (3.11).

**Slater determinant states for fermions** For fermions, where we set \( \zeta = -1 \), the state \( \hat{a}^\dagger(\varphi_1)\cdots\hat{a}^\dagger(\varphi_N)|\Phi_{\text{vac}}\rangle \) is called the Slater determinant state. This is because its wave function representation (3.11) has a precise form of determinant. Slater determinant states, although being very special \( N \) particle states, play important roles in the theory of many fermions. Let us state two important properties of Slater determinant states.

The first property is about the essential role of linear independence of the single-particle states \( \varphi_1, \ldots, \varphi_N \).

**Theorem 3.2** A Slater determinant state \( |\Phi\rangle = \hat{a}^\dagger(\varphi_1)\cdots\hat{a}^\dagger(\varphi_N)|\Phi_{\text{vac}}\rangle \) is nonzero if and only if the states \( \varphi_1, \ldots, \varphi_N \) are linearly independent.

**Proof:** We note that (3.5) implies \( \langle \Phi | \Phi \rangle = \det[\mathbf{G}] \), where \( \mathbf{G} \) is the Gramm matrix associated with \( \varphi_1, \ldots, \varphi_N \), i.e., an \( N \times N \) matrix defined by \( (\mathbf{G})_{jk} = \langle \varphi_j, \varphi_k \rangle \). It is a well-known theorem in linear algebra that \( \det[\mathbf{G}] \) is nonzero if and only if \( \varphi_1, \ldots, \varphi_N \) are linearly independent.

The second property shows that a Slater determinant state \( \hat{a}^\dagger(\varphi_1)\cdots\hat{a}^\dagger(\varphi_N)|\Phi_{\text{vac}}\rangle \) is fully determined by the subspace spanned by the states \( \varphi_1, \ldots, \varphi_N \).

**Theorem 3.3** Suppose that the two sets \( \{\varphi_1, \ldots, \varphi_N\} \) and \( \{\psi_1, \ldots, \psi_N\} \) of states in \( \mathcal{H}_1 \) span the same \( N \)-dimensional subspace of \( \mathcal{H}_1 \). Then there is a nonzero constant \( c \in \mathbb{C} \), and we have

\[
\hat{a}^\dagger(\varphi_1)\cdots\hat{a}^\dagger(\varphi_N)|\Phi_{\text{vac}}\rangle = c\hat{a}^\dagger(\psi_1)\cdots\hat{a}^\dagger(\psi_N)|\Phi_{\text{vac}}\rangle,
\]

(3.15)

i.e., the two Slater determinant states are the same.

**Proof:** From the assumption we have \( \varphi_j = \sum_{k=1}^{N} \beta_{j,k} \psi_k \) with some \( \beta_{j,k} \in \mathbb{C} \) for any \( j = 1, \ldots, N \). Then we have

\[
\hat{a}^\dagger(\varphi_1)\cdots\hat{a}^\dagger(\varphi_N) = \sum_{k_1, k_N} \beta_{1,k_1} \cdots \beta_{N,k_N} \hat{a}^\dagger(\psi_{k_1})\cdots\hat{a}^\dagger(\psi_{k_N}).
\]

(3.16)

Since \( \{\hat{a}^\dagger(\psi_k)\}^2 = 0 \), the product \( \hat{a}^\dagger(\psi_{k_1})\cdots\hat{a}^\dagger(\psi_{k_N}) \) is either zero or \( \pm\hat{a}^\dagger(\psi_1)\cdots\hat{a}^\dagger(\psi_N) \). We have thus proved that \( \hat{a}^\dagger(\varphi_1)\cdots\hat{a}^\dagger(\varphi_N) = c\hat{a}^\dagger(\psi_1)\cdots\hat{a}^\dagger(\psi_N) \) with some \( c \in \mathbb{C} \). But Theorem 3.2 guarantees that \( c \neq 0 \).
**Complete orthonormal systems**  We fix an arbitrary complete orthonormal system \( \{ \xi_\alpha \}_{\alpha=1,2,...} \) of \( \mathcal{H}_1 \), and again set \( \hat{a}_\alpha^\dagger := \hat{a}_\alpha^\dagger(\xi_\alpha) \). Then any state in \( \mathcal{H}_N \) is written as a superposition of the states

\[
| \Xi_{\alpha_1, \alpha_2, ..., \alpha_N} \rangle := \hat{a}_{\alpha_1}^\dagger \hat{a}_{\alpha_2}^\dagger \cdots \hat{a}_{\alpha_N}^\dagger | \Phi_{\text{vac}} \rangle,
\]

(3.17)

with \( \alpha_1, \alpha_2, ..., \alpha_N = 1, 2, ... \). To avoid overcounting, we only consider \( \alpha_1, \alpha_2, ..., \alpha_N \) such that \( \alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_N \) for bosons, and \( \alpha_1 < \alpha_2 < \cdots < \alpha_N \) for fermions. We find that \( \langle \Xi_{\alpha_1, ..., \alpha_N} | \Xi_{\alpha_1', ..., \alpha_N'} \rangle = 0 \) unless \( (\alpha_1, ..., \alpha_N) = (\alpha_1', ..., \alpha_N') \), and also that

\[
\langle \Xi_{\alpha_1, ..., \alpha_N} | \Xi_{\alpha_1, ..., \alpha_N} \rangle = \begin{cases} 
\prod_{\alpha} n_\alpha! & \text{for bosons,} \\
1 & \text{for fermions.}
\end{cases}
\]

(3.18)

Here \( n_\alpha \) is the number of \( j \) such that \( \alpha_j = \alpha \), which clearly satisfies \( \sum_{\alpha=1}^\infty n_\alpha = N \). We here use the convention \( 0! = 1 \).

Thus a complete orthonormal system of \( \mathcal{H}_N \) is formed by the states \( (\prod_{\alpha} n_\alpha!)^{-1/2} | \Xi_{\alpha_1, ..., \alpha_N} \rangle \) for any \( \alpha_1, ..., \alpha_N = 1, 2, ... \) such that \( \alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_N \) for bosons, and by the states \( | \Xi_{\alpha_1, ..., \alpha_N} \rangle \) for any \( \alpha_1, ..., \alpha_N = 1, 2, ... \) such that \( \alpha_1 < \alpha_2 < \cdots < \alpha_N \) for fermions. Interestingly the completeness condition of these systems can be compactly written as

\[
\frac{1}{N!} \sum_{\alpha_1, ..., \alpha_N=1}^\infty | \Xi_{\alpha_1, ..., \alpha_N} \rangle \langle \Xi_{\alpha_1, ..., \alpha_N} | = \hat{1},
\]

(3.19)

where the right-hand side denotes the identity operator on \( \mathcal{H}_N \). Here we are intentionally overcounting the states by summing over all \( \alpha_1, ..., \alpha_N = 1, 2, ... \), without restricting their ordering.

Both for fermions and bosons, the state \( (3.17) \) can be rewritten as

\[
| \Xi_{\alpha_1, \alpha_2, ..., \alpha_N} \rangle = (\hat{a}_1^\dagger)^{n_1} (\hat{a}_2^\dagger)^{n_2} (\hat{a}_3^\dagger)^{n_3} \cdots | \Phi_{\text{vac}} \rangle = \left( \prod_{\alpha=1}^\infty (\hat{a}_\alpha^\dagger)^{n_\alpha} \right) | \Phi_{\text{vac}} \rangle,
\]

(3.20)

where \( n_\alpha \) is defined as above. We have \( n_\alpha = 0, 1, 2, ..., \) for bosons and \( n_\alpha = 0, 1, \) for fermions. Note that only a finite number of \( n_\alpha \) can be nonzero because of the constraint \( \sum_{\alpha=1}^\infty n_\alpha = N \). This motivates us to define another representation of the basis state

\[
| \Gamma_{n_1, n_2, n_3, ...} \rangle := \left( \prod_{\alpha=1}^\infty (\hat{a}_\alpha^\dagger)^{n_\alpha} \right) | \Phi_{\text{vac}} \rangle,
\]

(3.21)

where the sequence \( n_1, n_2, n_3, ... \) takes any combinations of allowed values with the constraint \( \sum_{\alpha=1}^\infty n_\alpha = N \). These states clearly form a complete orthonormal system of \( \mathcal{H}_N \). Note that \( n_\alpha \) can be interpreted as the number of particles occupying the single-particle state \( \xi_\alpha \). The description of many-particle states in terms of the basis \( (3.21) \) is known as the occupation number representation.

---

23In Feynman’s notation this is \( | \alpha_1, \alpha_2, ..., \alpha_N \rangle \).

24In Feynman’s notation this is \( | n_1, n_2, n_3, ... \rangle \).
The “second quantization” of operators. We still fix an arbitrary complete orthonormal system \( \{ \xi_\alpha \}_{\alpha=1,2,\ldots} \) of \( \mathcal{H}_1 \), and write \( \hat{a}_\alpha := \hat{a}^\dagger(\xi_\alpha) \). Let \( \hat{o} \) be an arbitrary operator on \( \mathcal{H}_1 \). We then define an operator \( \hat{B}(\hat{o}) \) on \( \mathcal{H}_N \) with any \( N \) by

\[
\hat{B}(\hat{o}) = \sum_{\alpha,\beta=1}^{\infty} \hat{a}_\alpha^\dagger \langle \xi_\alpha, \hat{o} \xi_\beta \rangle \hat{a}_\beta. \tag{3.22}
\]

The operator \( \hat{B}(\hat{o}) \) is often called (again misleadingly) the “second quantization” of \( \hat{o} \), although there is nothing “quantized”. It is crucial to note that the operator \( \hat{B}(\hat{o}) \) does not depend on the choice of a complete orthonormal system. To see this take another arbitrary complete orthonormal system \( \{ \kappa_\mu \}_{\mu=1,2,\ldots} \) of \( \mathcal{H}_1 \). Since \( \xi_\alpha = \sum_{\mu=1}^{\infty} \kappa_\mu \langle \kappa_\mu, \xi_\alpha \rangle \), we see from the linearity \( \langle 2.6 \rangle \) of the creation operator that \( \hat{a}^\dagger(\xi_\alpha) = \sum_{\mu=1}^{\infty} \hat{a}^\dagger(\kappa_\mu) \langle \kappa_\mu, \xi_\alpha \rangle \). Thus we have

\[
\hat{B}(\hat{o}) = \sum_{\alpha,\beta=1}^{\infty} \hat{a}_\alpha^\dagger(\xi_\alpha) \langle \xi_\alpha, \hat{o} \xi_\beta \rangle \hat{a}(\xi_\beta)
\]

\[
= \sum_{\alpha,\beta,\mu,\nu=1}^{\infty} \hat{a}_\alpha^\dagger(\kappa_\mu) \langle \kappa_\mu, \xi_\alpha \rangle \langle \xi_\alpha, \hat{o} \xi_\beta \rangle \langle \xi_\beta, \kappa_\nu \rangle \hat{a}(\kappa_\nu)
\]

\[
= \sum_{\mu,\nu=1}^{\infty} \hat{a}^\dagger(\kappa_\mu) \langle \kappa_\mu, \hat{o} \kappa_\nu \rangle \hat{a}(\kappa_\nu), \tag{3.23}
\]

which shows the desired independence.

For an arbitrary \( \varphi \in \mathcal{H}_1 \), we find from the (anti)commutation relations \( \langle 3.1 \rangle \) that

\[
\hat{B}(\hat{o}) \hat{a}^\dagger(\varphi) = \sum_{\alpha,\beta=1}^{\infty} \hat{a}_\alpha^\dagger(\xi_\alpha) \langle \xi_\alpha, \hat{o} \xi_\beta \rangle \hat{a}_\beta \hat{a}^\dagger(\varphi)
\]

\[
= \zeta \sum_{\alpha,\beta=1}^{\infty} \hat{a}_\alpha^\dagger(\varphi) \langle \xi_\alpha, \hat{o} \xi_\beta \rangle \hat{a}_\beta + \sum_{\alpha,\beta=1}^{\infty} \hat{a}_\alpha^\dagger(\xi_\alpha, \hat{o} \xi_\beta) \langle \xi_\beta, \varphi \rangle
\]

\[
= \hat{a}^\dagger(\varphi) \sum_{\alpha,\beta=1}^{\infty} \hat{a}_\alpha^\dagger(\xi_\alpha, \hat{o} \xi_\beta) \hat{a}_\beta + \sum_{\alpha=1}^{\infty} \hat{a}_\alpha^\dagger(\xi_\alpha, \hat{o} \varphi). \tag{3.24}
\]

From the linearity \( \langle 2.6 \rangle \), we see that the second term in the right-hand side is

\[
\sum_{\alpha=1}^{\infty} \hat{a}^\dagger(\xi_\alpha, \hat{o} \varphi) = \hat{a}^\dagger\left(\sum_{\alpha=1}^{\infty} \xi_\alpha \langle \xi_\alpha, \hat{o} \varphi \rangle\right) = \hat{a}^\dagger(\hat{o} \varphi). \tag{3.25}
\]

We have thus found an interesting and useful commutation relation

\[
[\hat{B}(\hat{o}), \hat{a}^\dagger(\varphi)] = \hat{a}^\dagger(\hat{o} \varphi), \tag{3.26}
\]

both for bosons and fermions. It is also a good exercise to show the relation

\[
[\hat{B}(\hat{o}), \hat{B}(\hat{o}')] = \hat{B}(\hat{o}, \hat{o}'), \tag{3.27}
\]

for any operators \( \hat{o} \) and \( \hat{o}' \) on \( \mathcal{H}_1 \).
By using (3.21) repeatedly and noting \( B(\hat{o})|\Phi_{\text{vac}}\rangle = 0 \), we see for any \( \varphi_1, \ldots, \varphi_N \in \mathcal{H}_1 \) that

\[
B(\hat{o}) \hat{a}^\dagger(\varphi_1) \cdots \hat{a}^\dagger(\varphi_N) |\Phi_{\text{vac}}\rangle = \sum_{j=1}^N \hat{a}^\dagger(\varphi_j) \cdots \hat{a}^\dagger(\varphi_{j-1}) \hat{a}^\dagger(\varphi_j) \hat{a}^\dagger(\varphi_{j+1}) \cdots \hat{a}^\dagger(\varphi_N) |\Phi_{\text{vac}}\rangle.
\]

Note that the operator \( \hat{o} \) is applied to each of the \( N \) particles on the right-hand side. Thus, when acting on \( \mathcal{H}_N \), the “second quantization” \( B(\hat{o}) \) is interpreted as

\[
\hat{B}(\hat{o}) = \hat{o}_1 + \hat{o}_2 + \cdots + \hat{o}_N,
\]

where \( \hat{o}_j \) is the copy of \( \hat{o} \) acting on the \( j \)-th particle.

A simple but important example is obtained by setting \( \hat{o} = 1 \), the identity operator on \( \mathcal{H}_1 \). Then, (3.28) reads

\[
\hat{B}(1) \hat{a}^\dagger(\varphi_1) \cdots \hat{a}^\dagger(\varphi_N) |\Phi_{\text{vac}}\rangle = N \hat{a}^\dagger(\varphi_1) \cdots \hat{a}^\dagger(\varphi_N) |\Phi_{\text{vac}}\rangle,
\]

which means \( \hat{B}(1) |\Phi\rangle = N |\Phi\rangle \) for any \( |\Phi\rangle \in \mathcal{H}_N \). We therefore write \( N := \hat{B}(1) \), and call it the number operator. From the definition (3.22), we have

\[
\hat{N} = \sum_{\alpha=1}^\infty \hat{a}^\dagger(\xi_\alpha) \hat{a}(\xi_\alpha) = \sum_{\alpha=1}^\infty \hat{n}(\xi_\alpha),
\]

where we defined

\[
\hat{n}(\varphi) = \hat{a}^\dagger(\varphi) \hat{a}(\varphi),
\]

for any \( \varphi \in \mathcal{H}_1 \) with \( \|\varphi\| = 1 \). It is easily found that the eigenvalues of \( \hat{n}(\varphi) \) are 0, 1, 2, \ldots for bosons, and 0, 1 for fermions.\(^{25}\) Thus \( \hat{n}(\varphi) \) is interpreted as the operator that counts the number of particles in the single-particle state \( \varphi \). By using (3.21), one can also check that

\[
\hat{N} = \int d^3x \hat{\psi}^\dagger(x) \hat{\psi}(x) = \int d^3x \hat{\rho}(x),
\]

where \( \hat{\rho}(x) = \hat{\psi}^\dagger(x) \hat{\psi}(x) \) is called the density operator at \( x \in \mathbb{R}^3 \).

**Fock space** The creation and annihilation operators \( \hat{a}^\dagger(\varphi), \hat{a}(\varphi) \) and the “second quantized” operator \( \hat{B}(\hat{o}) \) act on the \( N \) particle Hilbert space \( \mathcal{H}_N \) with any \( N = 0, 1, \ldots \). Then one may also regard them as operators acting on the Hilbert space

\[
\mathcal{F} = \mathcal{H}_0 \oplus \mathcal{H}_1 \oplus \mathcal{H}_2 \oplus \mathcal{H}_3 \oplus \cdots,
\]

which contains states with various particle numbers. The space \( \mathcal{F} \) is known as the Fock space. The Fock space \( \mathcal{F} \) consists of states of the form \( c_0 |\Phi^{(1)}\rangle + |\Phi^{(2)}\rangle + |\Phi^{(3)}\rangle + \cdots \), where \( c_0 \in \mathbb{C} = \mathcal{H}_0 \) is an arbitrary complex number, and \( |\Phi^{(N)}\rangle \) is an arbitrary state (which may be vanishing) in \( \mathcal{H}_N \).\(^{26}\) For any \( N \neq M \), we define \( \langle \Phi^{(N)} | \Phi^{(M)} \rangle = 0 \) for any \( |\Phi^{(N)}\rangle \in \mathcal{H}_N \) and \( |\Phi^{(M)}\rangle \in \mathcal{H}_M \). Equivalently, we can also say that the Fock space \( \mathcal{F} \) consists of all possible

\(^{25}\) For bosons, we only need to note that (3.21) implies \( [\hat{a}(\varphi), \hat{a}^\dagger(\varphi)] = 1 \), and repeat the standard argument for the quantum harmonic oscillator. For fermions, we first note that \( (\hat{n}(\varphi))^2 = \hat{a}^\dagger(\varphi) \hat{a}(\varphi) \hat{a}^\dagger(\varphi) \hat{a}(\varphi) = \hat{a}^\dagger(\varphi) (1 - \hat{a}^\dagger(\varphi) \hat{a}(\varphi)) \hat{a}(\varphi) = \hat{a}^\dagger(\varphi) \hat{a}(\varphi) = \hat{n}(\varphi) \). Since any eigenvalue \( n \) should satisfy the same relation \( n^2 = n \), we see that \( n \) must be 0 or 1.

\(^{26}\) To be rigorous the space consists of all possible infinite sums such that \( |c_0|^2 + \sum_{n=1}^\infty \|\Phi^{(n)}\|^2 < \infty \). The reader familiar with the standard formulation of direct sum may better interpret \( |\Phi^{(N)}\rangle \) in the above sum as \( (0, \ldots, 0, |\Phi^{(N)}\rangle, 0, \ldots) \).
linear combinations of states of the form \( \hat{a}^\dagger (\varphi_1) \cdot \cdot \cdot \hat{a}^\dagger (\varphi_N) |\Phi_{\text{vac}}\rangle \) with any \( N = 0, 1, 2, \ldots \) and any \( \varphi_1, \ldots, \varphi_N \in \mathcal{H}_1 \).

Note that, in a system of electrons or atoms, it is unphysical to consider superpositions of states with different particle numbers. Such states can never be realized or, more precisely, can never be observed. The Fock space therefore should be regarded as a purely theoretical object. Nevertheless, states in the Fock space can be useful in some problems, notably mean-field theories for superconductivity and Bose-Einstein condensation.

### 4 Schrödinger equation and Hamiltonians

The Schrödinger equation (in the wave function representation) of interacting (non-relativistic) particles is

\[
(\hat{H}_0 + \hat{H}_{\text{int}}) \Phi(r_1, \ldots, r_N) = E \Phi(r_1, \ldots, r_N).
\]

The Hamiltonian of a non-interacting system is

\[
\hat{H}_0 = \sum_{j=1}^{N} \left\{ \frac{\hat{(p_j)^2}}{2m} + V(\hat{r}_j) \right\},
\]

where \( V(r) \) is the single-particle potential. The interaction Hamiltonian is

\[
\hat{H}_{\text{int}} = \sum_{j,j'=1}^{N} V_{\text{int}}(\hat{r}_j - \hat{r}_{j'}),
\]

where \( V_{\text{int}}(r-r') \) denotes the two-body interaction potential. Let us rewrite these Hamiltonians using the creation and annihilation operators.

**Non-interacting Hamiltonian** Comparing (4.2) with (3.29), one immediately finds that \( \hat{H}_0 = \hat{B}(\hat{h}) \), where

\[
\hat{h} = \frac{\hat{p}^2}{2m} + V(\hat{r})
\]

is the single-particle Hamiltonian. We shall derive the standard expression of \( \hat{H}_0 \) in terms of \( \hat{\psi}(x) \). Note first that

\[
\langle \xi_\alpha, \hat{h} \xi_\beta \rangle = \int d^3x \{ \xi_\alpha(x) \}^* \left\{ -\frac{\hbar^2}{2m} \Delta + V(x) \right\} \xi_\beta(x).
\]

Then, from (3.22), we find

\[
\hat{H}_0 = \sum_{\alpha,\beta=1}^{\infty} \hat{a}^\dagger (\xi_\alpha) \langle \xi_\alpha, \hat{h} \xi_\beta \rangle \hat{a}(\xi_\beta)
\]

\[
= \sum_{\alpha,\beta=1}^{\infty} \int d^3x \hat{a}^\dagger (\xi_\alpha) \{ \xi_\alpha(x) \}^* \left\{ -\frac{\hbar^2}{2m} \Delta + V(x) \right\} \xi_\beta(x) \hat{a}(\xi_\beta)
\]

\[
= \int d^3x \hat{\psi}^\dagger (x) \left\{ -\frac{\hbar^2}{2m} \Delta + V(x) \right\} \hat{\psi}(x)
\]

\[
= -\frac{\hbar^2}{2m} \int d^3x \hat{\psi}^\dagger (x) \Delta \hat{\psi}(x) + \int d^3x V(x) \hat{\rho}(x),
\]
where we used (2.30) to get the third line.

Let us also derive the expression in terms of $\hat{a}(k)$. Substituting (2.37) into the third expression of (1.6), we get

$$\hat{H}_0 = \int d^3x \left[ \frac{\hbar^2}{2m} \frac{d^3k}{(2\pi)^3} \hat{\alpha}(k) e^{i k \cdot x} \{ -\frac{\hbar^2}{2m} \Delta + V(x) \} e^{-i k' \cdot x} \hat{\alpha}(k') \right] \nonumber$$

$$= \int d^3x \frac{d^3k d^3k'}{(2\pi)^3} \left[ e^{-i(k-k') \cdot x} \frac{\hbar^2|k'|^2}{2m} \hat{\alpha}(k) \hat{\alpha}(k') \right] \nonumber$$

$$+ \int d^3x \int d^3k d^3k' \left[ \frac{\hbar^2}{2m} \frac{d^3k}{(2\pi)^3} e^{-i(k-k') \cdot x} V(x) \hat{\alpha}(k) \hat{\alpha}(k') \right] \nonumber$$

$$= \int d^3k \frac{\hbar^2|k|^2}{2m} \hat{\alpha}(k) \hat{\alpha}(k) + \int d^3k d^3k' \frac{\hbar^2}{(2\pi)^3} V(k-k') \hat{\alpha}(k) \hat{\alpha}(k'), \quad (4.7)$$

where we used the expression (2.32) of the delta function, and defined the Fourier transformation of the potential by

$$\tilde{V}(k) := \int d^3x e^{-ik \cdot x} V(x). \quad (4.8)$$

It is illuminating to rewrite the second term as

$$\hat{H}_0 = \int d^3k \frac{\hbar^2|k|^2}{2m} \hat{\alpha}(k) \hat{\alpha}(k) + \int d^3k d^3q \frac{\hbar^2}{(2\pi)^3} \tilde{V}(q) \hat{\alpha}(k+q) \hat{\alpha}(k). \quad (4.9)$$

This expression shows that a particle with wave number $k$ is annihilated and that with $k + q$ is created, with the amplitude $\tilde{V}(q)$.

Let us assume that the complete orthonormal system $\{\xi_\alpha\}_{\alpha=1,2,...}$ consists of the eigenstates of the single-particle Hamiltonian $\hat{h}$, i.e.,

$$\hat{h} \xi_\alpha = \epsilon_\alpha \xi_\alpha \quad (4.10)$$

for any $\alpha = 1, 2, \ldots$, where $\epsilon_\alpha$ is the single-particle energy eigenvalue. Then it follows from (3.20) that

$$[\hat{H}_0, \hat{a}_\alpha^\dagger] = \epsilon_\alpha \hat{a}_\alpha^\dagger \quad (4.11)$$

and hence

$$[\hat{H}_0, \hat{a}_\alpha^\dagger \cdots \hat{a}_N^\dagger] = \left( \sum_{j=1}^N \epsilon_{\alpha_j} \right) \hat{a}_\alpha^\dagger \cdots \hat{a}_N^\dagger. \quad (4.12)$$

This relation, with $\hat{H}_0 \Phi_{vac} = 0$, implies

$$\hat{H}_0 |\Xi_{\alpha_1,...,\alpha_N}\rangle = \left( \sum_{j=1}^N \epsilon_{\alpha_j} \right) |\Xi_{\alpha_1,...,\alpha_N}\rangle, \quad (4.13)$$

where the state $|\Xi_{\alpha_1,...,\alpha_N}\rangle$ is defined in (3.17). We have thus found that the state $|\Xi_{\alpha_1,...,\alpha_N}\rangle$ is the energy eigenstate when there is no interaction between particles. The same conclusion follows from the expression

$$\hat{H}_0 = \sum_{\alpha=1}^\infty \epsilon_\alpha \hat{a}_\alpha^\dagger \hat{a}_\alpha = \sum_{\alpha=1}^\infty \epsilon_\alpha \hat{n}_\alpha, \quad (4.14)$$
which follows from (4.10) and the definition (3.22). Here \( \hat{n}_\alpha = \hat{n}(\xi_\alpha) \) is the number operator for the state \( \xi_\alpha \). The expression (4.11) is the well-known diagonalized form of \( H_0 \).

Assume, for simplicity, that the energy eigenvalues of \( \hat{h} \) are non-degenerate and ordered as \( \epsilon_\alpha < \epsilon_{\alpha+1} \) for \( \alpha = 1, 2, \ldots \). Then the ground state of the non-interacting Hamiltonian \( \hat{H}_0 \) is obtained by minimizing the energy eigenvalue \( \sum_{j=1}^{\chi} \epsilon_{\alpha_j} \). For bosons, this is realized when \( \alpha_j = 1 \) for \( j = 1, \ldots, N \), and hence the ground state and the ground state energy are \( |\Xi_{1,1,\ldots,1} \rangle \) and \( N \epsilon_1 \), respectively. For fermions, the minimum is realized if we take \( \alpha_j = j \) for \( j = 1, \ldots, N \), and the ground state and the ground state energy are \( |\Xi_{1,2,\ldots,N} \rangle \) and \( \sum_{\alpha=1}^{\chi} \epsilon_\alpha \), respectively.

**Time evolution of the annihilation operator in non-interacting systems** Let \( t \) be the time variable, and consider the annihilation operator in the Heisenberg representation given by

\[
\hat{\psi}(x,t) := e^{i\hat{H}_0 t} \hat{\psi}(x) e^{-i\hat{H}_0 t}.
\]  

(4.15)

Recalling that \( \frac{d}{dt} e^{i\hat{H}_0 t} = i e^{i\hat{H}_0 t} \hat{H}_0 \) and \( \frac{d}{dt} e^{-i\hat{H}_0 t} = -i \hat{H}_0 e^{-i\hat{H}_0 t} \), we find that the time derivative of (4.15) can be written as

\[
i \frac{\partial}{\partial t} \hat{\psi}(x,t) = e^{i\hat{H}_0 t} [\hat{\psi}(x), \hat{H}_0] e^{-i\hat{H}_0 t}.
\]

(4.16)

By using the (anti)commutation relations (2.28) and the expression in the third line of (4.16), one finds that

\[
[\hat{\psi}(x), \hat{H}_0] = -\frac{\hbar^2}{2m} \Delta \hat{\psi}(x) + V(x) \hat{\psi}(x).
\]

(4.17)

Note that this commutation relation is valid for both bosonic and fermionic systems. Substituting this into (4.16), and using (4.15), we observe that

\[
i \frac{\partial}{\partial t} \hat{\psi}(x,t) = -\frac{\hbar^2}{2m} \Delta \hat{\psi}(x,t) + V(x) \hat{\psi}(x,t).
\]

(4.18)

Needless to say, the equation has exactly the same form as the Schrödinger equation for a single particle. This similarity, which holds only in non-interacting systems, may be a reason which caused (and still causes) the misunderstanding that \( \hat{\psi}(x,t) \) is obtained by “second quantizing” the wave function \( \psi(x,t) \).

**Interaction Hamiltonian** The interaction Hamiltonian (4.3) can be written in terms of the creation and annihilation operators as

\[
\hat{H}_{\text{int}} = \frac{1}{2} \int d^3 x \int d^3 y \, \bar{\psi}^\dagger(x) \psi^\dagger(y) V_{\text{int}}(x-y) \, \bar{\psi}(y) \psi(x).
\]

(4.19)

To see that this expression correctly recovers the desired (4.3), we shall examine its action on the state \( \hat{\psi}^\dagger(x_1) \cdots \hat{\psi}^\dagger(x_N) |\Phi_{\text{vac}} \rangle \), in which \( N \) particles have definite positions \( x_1, \ldots, x_N \). Note first that

\[
\hat{\psi}(x) \bar{\psi}^\dagger(x_1) \cdots \bar{\psi}^\dagger(x_N) |\Phi_{\text{vac}} \rangle = \sum_{j=1}^{N} \zeta_{j-1} \delta(x-x_j) \hat{\psi}^\dagger(x_1) \cdots \hat{\psi}^\dagger(x_N) |\Phi_{\text{vac}} \rangle
\]

(4.20)
where we used the (anti)commutation relations (2.28). Similarly we find

\[
\hat{\psi}(y) \hat{\psi}(x) \hat{\psi}^\dagger(x_1) \cdots \hat{\psi}^\dagger(x_N) |\Phi_{\text{vac}}\rangle = \sum_{j, j' = 1}^{N} \eta_{j, j'} \delta(x - x_j) \delta(y - x_{j'}) \hat{\psi}^\dagger(x_1) \cdots \hat{\psi}^\dagger(x_N) |\Phi_{\text{vac}}\rangle,
\]

where \(\eta_{j, j'} = \zeta^{j-1} \zeta^{j'-1}\) if \(j > j'\) and \(\eta_{j, j'} = \zeta^{j-1} \zeta^{j'}\) if \(j < j'\). Noting that \(\hat{\psi}^\dagger(x) \delta(x - x_j) = \hat{\psi}^\dagger(x_j) \delta(x - x_j)\), we have

\[
\hat{\psi}^\dagger(x) \hat{\psi}^\dagger(y) \hat{\psi}(x) \hat{\psi}^\dagger(x_1) \cdots \hat{\psi}^\dagger(x_N) |\Phi_{\text{vac}}\rangle
\]

\[
= \sum_{j, j' = 1}^{N} \eta_{j, j'} \delta(x - x_j) \delta(y - x_{j'}) \hat{\psi}^\dagger(x_j) \hat{\psi}^\dagger(x_{j'}) \hat{\psi}^\dagger(x_1) \cdots \hat{\psi}^\dagger(x_N) |\Phi_{\text{vac}}\rangle.
\]

Thus, by applying \(\hat{H}_{\text{int}}\) in the form of (4.19) onto the state \(\hat{\psi}^\dagger(x_1) \cdots \hat{\psi}^\dagger(x_N) |\Phi_{\text{vac}}\rangle\), and performing the integration, we get

\[
\hat{H}_{\text{int}} \hat{\psi}^\dagger(x_1) \cdots \hat{\psi}^\dagger(x_N) |\Phi_{\text{vac}}\rangle = \frac{1}{2} \sum_{j, j' = 1}^{N} V_{\text{int}}(x_j - x_{j'}) \hat{\psi}^\dagger(x_1) \cdots \hat{\psi}^\dagger(x_N) |\Phi_{\text{vac}}\rangle,
\]

which clearly coincides with the action of (4.3).

Let us finally rewrite (4.19) by using \(\hat{a}^\dagger(k)\) and \(\hat{a}(k)\). Substituting (2.37) to (4.19), we get

\[
\hat{H}_{\text{int}} = \frac{1}{2(2\pi)^3} \int d^3x \int d^3y \left( \prod_{\nu=1}^{4} d^3k_{\nu} \right) e^{-ik_1 \cdot x - ik_2 \cdot y + ik_3 \cdot y + ik_4 \cdot x} V_{\text{int}}(x - y) \hat{a}^\dagger(k_1) \hat{a}^\dagger(k_2) \hat{a}(k_3) \hat{a}(k_4)
\]

By changing the variable of integration from \(x\) to \(w = x - y\), this becomes

\[
\hat{H}_{\text{int}} = \frac{1}{2(2\pi)^3} \int d^3w \int d^3y \left( \prod_{\nu=1}^{4} d^3k_{\nu} \right) e^{-i(k_1+k_2-k_3-k_4) \cdot y - i(k_1-k_4) \cdot w} V_{\text{int}}(w) \hat{a}^\dagger(k_1) \hat{a}^\dagger(k_2) \hat{a}(k_3) \hat{a}(k_4)
\]

\[
= \frac{1}{2(2\pi)^3} \int \left( \prod_{\nu=1}^{4} d^3k_{\nu} \right) \delta(k_1 + k_2 - k_3 - k_4) \tilde{V}_{\text{int}}(k_1 - k_4) \hat{a}^\dagger(k_1) \hat{a}^\dagger(k_2) \hat{a}(k_3) \hat{a}(k_4),
\]

where we defined the Fourier transformation of the interaction potential as

\[
\tilde{V}_{\text{int}}(k) = \int d^3x e^{-ik \cdot x} V_{\text{int}}(x).
\]
integration over $k_1$, writing $k = k_4$, $k' = k_3$, $q = k_3 - k_2$, and changing the variable of integration from $k_2$ to $q$, the expression (4.24) is rewritten as

$$\hat{H}_{\text{int}} = \frac{1}{2(2\pi)^3} \int d^3 k d^3 k' d^3 q \tilde{V}_{\text{int}}(q) \hat{a}^\dagger(k + q) \hat{a}^\dagger(k' - q) \hat{a}(k') \hat{a}(k),$$  

(4.26)

which shows that momentum $\hbar q$ is transformed from one particle to the other with amplitude $\tilde{V}_{\text{int}}(q)$.
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