Measuring the Adiabatic Non-Hermitian Berry Phase in Feedback-Coupled Oscillators
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The geometrical Berry phase is key to understanding the behaviour of quantum states under cyclic adiabatic evolution. When generalised to non-Hermitian systems with gain and loss, the Berry phase can become complex, and should modify not only the phase but also the amplitude of the state.

Following its discovery, the Berry phase was generalised to systems with dissipation or gain, in which the Hamiltonian becomes non-Hermitian [4–11]. Interest in such problems has continued to grow, inspired by developments in non-Hermitian experimental platforms, including in photonics [12, 13], mechanics [14–20], electric circuits [21, 22], and cold atoms [23, 24] amongst many others [25–27]. This progress has also been driven by interest in topological systems, in which non-Hermiticity leads to new topological classifications and unusual boundary phenomena [25, 27].

Underlying these effects are fundamental differences between Hermitian and non-Hermitian Hamiltonians; this includes that eigenstates can coalesce and become defective at exceptional points, that the left and right eigenfunctions will typically be different from each other, and that the eigenenergies can become complex [13, 26]. One important consequence of these differences is that the Berry phase will, in general, become complex instead of real-valued, implying that the amplitude as well as the phase of a state will vary under adiabatic dynamical evolution [4–7, 28–31].

In this paper, we measure the adiabatic non-Hermitian Berry phase, demonstrating how non-Hermiticity leads to gauge-invariant geometrical effects even for non-cyclical paths in parameter space. This goes beyond previous experiments which observed the real part of a Berry phase for closed loops around non-Hermitian exceptional points [32–34]; in those cases, the Berry phase was parametric rather than adiabatic as adiabaticity inevitably breaks down when an exceptional point is dynamically encircled [35–37] and geometrical properties have therefore to be reconstructed from eigenmode measurements.

In contrast, here we study a two-site PT-symmetric system, in a regime for which the eigenenergies are real and adiabatic evolution is possible. To realise our model, we employ a mapping between quantum evolution and the classical dynamics of a pair of oscillators coupled with real-time measurement-based feedback [20]. We evolve our system adiabatically and experimentally demonstrate that the imaginary part of the Berry phase leads to significant geometrical amplification and damping, which is intrinsically non-Hermitian.

Non-Hermitian Berry phase: Before discussing our experiment, we review the basic theory of non-Hermitian systems [13, 26] to motivate the non-Hermitian Berry phase. Various related definitions exist for this phase [4–11]; here, we introduce a formalism that is motivated by physical observables to concisely include all relevant geometrical effects using Berry connections. This definition has the advantage that its imaginary part is manifestly gauge-invariant and is immediately related to measurements of the population. Detailed derivations are given in the Supplemental Material.
We consider a $N$-component state vector $|\psi(t)\rangle$, which depends on time $t$ and obeys the Schrödinger-type equation $i\partial_t |\psi(t)\rangle = H(\lambda)|\psi(t)\rangle$, where the family of $N$-by-$N$ non-Hermitian matrices $H(\lambda)$ are parametrized by a set of real parameters $\lambda = (\lambda_1, \lambda_2, \cdots)$. For a given value of $\lambda$, $H(\lambda)$ acts as a non-Hermitian Hamiltonian. It has right and left eigenvectors, denoted by $|R_n(\lambda)\rangle$ and $\langle L_n(\lambda)|$, respectively, which are generally not complex conjugates of each other [13, 26], but which share the same complex eigenvalues $\varepsilon_n(\lambda)$, indexed by $n = 1, 2, \cdots, N$. Within the parameter space spanned by $\lambda$, four distinct geometrical Berry connections can then be defined [30, 38]; however, for the non-Hermitian Berry phase, only the following two Berry connections will be relevant:

\begin{align}
A_{n,j}^{LR}(\lambda) &\equiv i\langle L_n(\lambda)|\partial_{J_n}|R_n(\lambda)\rangle/\langle L_n(\lambda)|R_n(\lambda)\rangle, \\
A_{n,j}^{RR}(\lambda) &\equiv i\langle R_n(\lambda)|\partial_{\lambda_n}|L_n(\lambda)\rangle/\langle R_n(\lambda)|L_n(\lambda)\rangle.
\end{align}

Upon a generalized gauge transformation, which multiplies $|R_n(\lambda)\rangle$ and $|L_n(\lambda)\rangle$ not just by a phase but also by arbitrary and independent non-zero factors, it can be shown that the following combination of the above Berry connections is invariant [30]:

$$
\delta A_{n,j}^{LR-RR}(\lambda) \equiv A_{n,j}^{LR}(\lambda) - A_{n,j}^{RR}(\lambda).
$$

It is a distinguishing feature of non-Hermitian systems that gauge-independent quantities can be constructed just from a linear combination of Berry connections; in Hermitian quantum mechanics, the different Berry connections coincide and the gauge-invariant combination $\delta A_{n,j}^{LR-RR}$ is always zero.

We consider the adiabatic evolution of a state upon changing the parameter $\lambda(t)$ as a function of time $t$ to extract the non-Hermitian counterpart of the Berry phase [4-7, 28-31, 39]. Here, we focus on the situation where all the eigenvalues are real and non-degenerate so that we can apply the adiabatic theorem [40, 41]. Then if the initial state corresponds to the $n$-th right eigenstate, the state at time $t$ can be written as

$$
|\psi(t)\rangle = c(t) \frac{|R_n(\lambda(t))\rangle}{\sqrt{\langle R_n(\lambda(t))|R_n(\lambda(t))\rangle}}
$$

where $c(t)$ is a complex-valued adiabatic factor that the state acquires as $\lambda(t)$ is varied. In defining $c(t)$, we chose to separate out the denominator, as we are interested in physical observables such as the population $N(t)$, which is then given simply by $N(t) \equiv \langle \psi(t)|\psi(t)\rangle = |c(t)|^2$. We note that the final result is independent of the way the state $|\psi(t)\rangle$ is written as a product of a coefficient $c(t)$ and a basis vector, as explained in detail in Suplemental Material. We formally solve the Schrödinger equation $i\partial_t |\psi(t)\rangle = H(\lambda(t))|\psi(t)\rangle = \varepsilon_n(\lambda(t))|\psi(t)\rangle$ by applying $\langle L_n(\lambda(t))\rangle$ from the left, which yields

$$
c(t) = c(0) \exp \left[-i \int_0^t dt' \varepsilon_n(\lambda(t')) + i\phi[C]\right],
$$

where the first term in the exponent is the dynamical contribution to the adiabatic factor $c(t)$, whereas the second part is the non-Hermitian Berry phase that we define by

$$
\phi[C] \equiv \int_C d\lambda \cdot \left(A_{n,R}^{LR}(\lambda) - i\text{Im}A_{n,R}^{RR}(\lambda)\right),
$$

where $A_{n,R}^{LR}(\lambda) = (A_{n,1,R}^{LR}(\lambda), A_{n,2,R}^{LR}(\lambda), \cdots)$ and similarly for $A_{n,R}^{RR}(\lambda)$. The non-Hermitian Berry phase depends on the path $C$ taken in parameter space and reflects the geometrical structure of the eigenstates, analogous to the well-known Berry phase for Hermitian systems [1, 2]. However, unlike the Hermitian Berry phase, the non-Hermitian Berry phase has both real and imaginary parts. In particular, the imaginary part

$$
\text{Im}(\phi[C]) = \int_C d\lambda \cdot \text{Im}A_{n,R}^{LR-RR}(\lambda),
$$

depends solely on the imaginary part of $\delta A_{n,R}^{LR-RR}(\lambda) = (\delta A_{n,1,R}^{LR-RR}(\lambda), \delta A_{n,2,R}^{LR-RR}(\lambda), \cdots)$, which is the gauge-invariant combination of Berry connections introduced in Eq. (3). Therefore, it is then immediately obvious that the imaginary part of the non-Hermitian Berry phase is gauge independent even when the path $C$ is not closed [39]. On the other hand, the real part of the Berry phase is gauge invariant only when the path $C$ forms a closed path, just like in the Hermitian case [2]. When the eigenvalues are all real, the evolution of the population [as depicted in Fig. 1 (a)] is thus determined purely by the imaginary part of the Berry phase as

$$
N(t) = |c(t)|^2 = N(0) \exp \left[-2\text{Im}(\phi[C])\right],
$$

which is directly observable in our experiment.

**Experimental set-up:** To experimentally explore the effects of non-Hermitian geometry, we implement the simple two-site model Hamiltonian

$$
H = \left(\begin{array}{cc}
-\Delta & J + \delta J \\
J - \delta J & \Delta
\end{array}\right),
$$

as depicted in Fig. 1 (b). The elements of $H$ have units of frequency, consistent with the aforementioned Schrödinger-type equation describing the system dynamics. Physically, the real parameters $\Delta$, $J$, and $\delta J$ relate to relevant frequency shifts of $\langle \Delta \rangle$ and hopping rates between $(J \pm \delta J)$ the oscillators. This model is inspired by the Hatsano-Nelson model for a 1D lattice [42], which has non-reciprocal hoppings between neighbouring lattice sites and which can exhibit nontrivial topology and the non-Hermitian skin effect [27]. The eigenvalues of Eq. 9 are given by $\varepsilon_{\pm} = \pm \sqrt{\Delta^2 + J^2 - \delta J^2}$, which means that the two eigenvalues are both real when $\Delta^2 + J^2 > \delta J^2$, corresponding to the $PT$-symmetric region. If $\Delta^2 + J^2 = \delta J^2$, the eigenvalues coalesce at an exceptional point; within the parameter space of $(\Delta, J, \delta J)$,
the surface of exceptional points corresponds to a double cone, with its apex at the origin \([11]\), as shown in Fig. 1 (c).

The gauge-invariant combinations of the Berry connections within the \(PT\)-symmetric region (c.f. Eq. 3) are all purely imaginary, and they diverge as we approach the \(PT\)-symmetry breaking transition, where adiabaticity breaks down. (Analytical expressions of the Berry connections and associated Berry curvatures are derived in the Supplemental Material, and can be interpreted in terms of a complex hyperbolic pseudo-magnetic monopole in parameter space \([11, 31]\).) This in turn means that the only non-vanishing part of the non-Hermitian Berry phase (Eq. 6) is purely imaginary and therefore gauge-invariant for any path.

To explore the two-site Hatano-Nelson model, we construct a synthetic mechanical lattice made up of two classical oscillators artificially coupled by real-time feedback measurements, based on our approach reported in Ref. [20]. The essential idea of this scheme is to map the Heisenberg equations for a desired tight-binding quantum Hamiltonian onto Newton’s equations of motion for classical oscillators in phase-space within a rotating wave-approximation [43, 44]. As discussed in [20], the use of real-time feedback then means that many two level non-Hermitian Hamiltonian can be realized with this setup. Here, we use self- and cross-feedback between the oscillators to realize the Hamiltonian described in Eq. 9, as depicted at the bottom of Fig. 1 (b). Self-feedback terms proportional to the oscillator positions \((F_i \propto x_i)\) allow us to shift their frequencies by \(\pm \Delta\) from a nominal starting value of \(f_0 \approx 3.05\) Hz. Cross-feedback forces \((F_i \propto x_j)\) allow us to introduce independent left-to-right and right-to-left hopping terms \(J \pm \delta J\), with no intrinsic limitation to reciprocal energy exchange. By applying self-feedback terms proportional to the oscillator momenta \((F_i \propto p_i)\), we cancel the oscillators’ natural damping and explore coherent dynamics for well over 1000 s (\(> 3000\) periods). These long timescales are crucial to performing the first explorations of adiabatic response in a non-Hermitian system. Beyond single-body (quadratic, in the operator sense) terms, we additionally apply higher-order feedback to cancel nearly all native quartic nonlinearities. However, small residual nonlinearities remain, serving to, e.g., cap the energy growth in cases of broken \(PT\) symmetry.

**Results:** We first experimentally establish the \(PT\) symmetry-breaking phase diagram of the canonical two-site Hatano–Nelson model, with tunable reciprocal \((J)\) and non-reciprocal \((\delta J)\) components of the real-valued inter-site hopping, but with no inter-site bias \((\Delta = 0)\). In this case, for fixed \(J\), an exceptional point and \(PT\) symmetry-breaking phase transition are encountered at \(\delta J = J\), as previously demonstrated with this platform by spectral analysis in Ref. [20]. In the full \((J, \delta J)\) parameter space, there are two distinct regions of conserved and broken \(PT\) symmetry, denoted by white and grey in Fig. 2 (a). We experimentally determine the exceptional line separating these regions by probing the breakdown of adiabaticity and the rapid onset of energy growth as states cross over into the \(PT\)-broken region, as shown in Fig. 2 (b). We prepare eigenmodes of the symmetric double-well for various fixed values of the reciprocal hopping \(J\), and then linearly ramp \(\delta J\) from 0 to 1.2 \(J\) over 400 s. We establish the exceptional points (white
FIG. 2. $\mathcal{PT}$ symmetry-breaking phase diagram of the unbiased ($\Delta = 0$) Hatano–Nelson dimer. (a) White points mark the experimentally measured exceptional points (EPs). Critical $\delta J$ values for these points are determined by detecting the breakdown of adiabaticity as the EP is crossed. (b) Experimental energy dynamics of prepared eigenstates along the ramp of $\delta J$ [dashed red line in (a)] for $J = 6.0 \text{ mHz}$. The measured energy at site 1 decays (while the site 2 and transitioning circles) by determining the instantaneous $\delta J$ values for which there begins to be energy growth at the otherwise decaying first site, as shown in Fig. 2 (c). Here, an observable proportional to the $i^{th}$ oscillator energy $E_i(t)$ is reconstructed from the measured $x_i$ and $p_i$ signals [20]. We can then associate the oscillators’ energy dynamics with relative changes in the macroscopic mechanical energy population $N_i(t) \sim E_i(t)/\hbar \omega_0$.

We now restrict ourselves to the $\mathcal{PT}$ symmetric region of Fig. 2 (a), exploring the adiabatic gauge invariant non-Hermitian Berry phase acquired (via the energy dynamics of prepared eigenmodes) as we slowly evolve along controlled paths in parameter space. In Fig. 3 (a), we first prepare our system as an eigenmode of the symmetric double well for a fixed reciprocal hopping $J = 6.45 \text{ mHz}$, and then we smoothly vary the asymmetric hopping as $\delta J(t) = \delta J_{\text{max}} \sin^2(\pi t/T_{\text{ramp}})$ over a time $T_{\text{ramp}} = 500 \text{ s}$. From the left inset, this corresponds to a closed linear path in parameter space from the black dot at $\Delta = 0$ to one of the colored dots (representing different values of $J_{\text{max}}$), and back. It is seen in Fig. 3 (a) that the total energy increases as the trajectory moves closer to the exceptional line, with the blue ($\delta J_{\text{max}} = 5.16 \text{ mHz}$) path showing the largest gain. For such a trajectory, the energy in the system is determined by the instantaneous $\delta J$ value, as confirmed by the parametric collapse of the energy vs. $\delta J$ for the blue and yellow curves, shown in the right inset. To note, slight wiggles in both the data (solid lines) and the numerical simulation curves (dashed lines, which include effects of the finite ramp duration) arise, primarily due to non-adiabatic deviations accumulated near the exceptional line. However, for all curves the total energy returns to near its initial value at the end of the trajectories, consistent with adiabatic evolution along a time-reversed path that encloses zero non-Hermitian flux.

In Fig. 3 (b), we start from the same conditions but now move along closed circular loops by also varying the symmetric hopping term $J$ by a sinusoidal function over a time period of $1000 \text{ s}$. Coordination between the variation of $J$ and $\delta J$ allows us to make either clockwise or counterclockwise paths in parameter space (inset). The energy dynamics curves for the two path directions are essentially (up to small non-adiabatic corrections) mirrored versions of each other with respect to the time midpoint $T_{\text{ramp}}/2$, as the gauge-invariant Berry phase accumulated from the canonical starting point is again uniquely determined by the instantaneous Berry phase in parameter space. This is consistent with the fact that these finite-area paths enclose zero non-Hermitian Berry phase. To note, the curves in Fig. 3 (a) and Fig. 3 (b) do exhibit percent level gain and loss over their respective evolution times of 500 and 1000 s, stemming from residual loss and gain terms at the scale of a few mHz.

We now explore closed paths in parameter space that enclose a region of broken $\mathcal{PT}$ symmetry, and which correspondingly acquire a finite non-Hermitian Berry phase. We accomplish this by introducing a site-to-site energy bias ($\Delta$). To recall, the exceptional surface in the full $(\Delta, J, \delta J)$ parameter space of Eq. 9 corresponds to a double cone with an apex at the origin [11]. As depicted in Fig. 4 (a), this admits closed paths within the $\mathcal{PT}$ symmetric region that enclose areas of broken $\mathcal{PT}$ symmetry. The $\mathcal{PT}$-broken region can, in a sense, serve as a source of non-Hermitian Berry flux, in analogy to the manner in which a magnetic solenoid serves as a source of flux in the canonical Aharonov–Bohm thought experiment [45]. Indeed, our procedure can be viewed as measuring the imaginary Aharonov-Bohm phase in parameter space.

We explore the dynamics of the total energy $E_T$ as we traverse counter-clockwise (CCW) and clockwise (CW) paths in the $J - \Delta$ plane, starting from several fixed values of $\delta J$. We start by preparing eigenmodes of the system with $J = 0$ and then ramp, over $1000 \text{ s}$, about an ellipse in the $J - \Delta$ parameter space as displayed in Fig. 4 (a). As we see from Fig. 4 (b), the dynamics of the total energy are strongly dependent on $\delta J$. In the fully symmetric case, $\delta J = 0$, we find no significant change to the total oscillator energy, as expected from the lack of an enclosed $\mathcal{PT}$-broken region. For increasing values of $\delta J$, we find that the CCW (CW) paths in parameter space lead to an increasing growth (decay) of the energy upon completing one cycle. Fig-
Figure 3. Geometric energy amplification and attenuation in the Hatano–Nelson dimer. (a) Left: Dynamics of the total energy $E_T = E_1 + E_2$ for adiabatic transformations (normalized to its initial value $E_{T,i}$). Inset: path of the adiabatic transformation, for fixed $J = 6.5$ mHz, ramping from $\delta J = 0$ to/from different maximum values of $\delta J_{\text{max}} = 3.4$ mHz (yellow), $\delta J_{\text{max}} = 4.3$ mHz (red), and $\delta J_{\text{max}} = 5.2$ mHz (blue). Right: Plot of the total energy vs. the instantaneous $\delta J$ value, for the yellow and blue paths. The black dotted line shows the expected parametric dependence of $E_T/E_{T,i}$ on $\delta J$ for fully adiabatic evolution under $H$. (b) Dynamics of $E_T$ for CW (purple) and CCW (gold) paths as specified by the inset, centered at $(J, \delta J) = (6.5, 2.2)$ mHz and having a radius of 2.2 mHz. The colored dashed lines in the main panels relate to the time-dependent solutions of the Schrödinger-type equation based on evolution under the ideal HN model, including non-adiabatic effects due to the finite ramp durations of $T_{\text{ramp}} = 500$ s for (a) and $T_{\text{ramp}} = 1000$ s for (b).

Figure 4 (c) summarizes the $\delta J$-dependence of the measured gain (attenuation) of the total energy experienced upon completing one cycle in the CCW (CW) direction. The near-exponential dependence of the measured gain (attenuation) with $\delta J$ is in qualitative agreement with the expected variation of the acquired non-Hermitian Berry phase for cyclic paths. The non-Hermitian Berry phase accumulated around such paths grows with the size of the $\mathcal{PT}$ broken region, having a form that is nearly proportional to $\delta J$, as presented in the Supplement. For the experimentally traversed path in the CCW (CW) direction, the system picks up a negative (positive) contribution of this imaginary phase, and the state of the oscillators thus experiences a corresponding growth (decay) in its energy. At short times or for small values of the hopping asymmetry $\delta J$, the observed amplification and attenuation are in fair agreement with the analytical form expected based on pure geometric contributions of an imaginary Berry phase. However, clear deviations can be found, most prominently in situations where very large growth of the total energy are expected (CCW orbits for large $\delta J$ values). On physical grounds, deviations from the expected response can be expected for very large oscillator displacements due to natural anharmonicities. We qualitatively capture the observed saturation of growth by comparing to a dynamical evolution that incorporates small but non-negligible (empirical) nonlinear contributions, described further in the Supplement.

**Conclusion:** We have experimentally measured the non-Hermitian Berry phase for adiabatic evolution in a two-site Hatano-Nelson model. We have demonstrated significant geometrical contributions to amplification and damping along both closed and open paths, and shown that these effects are observable in a synthetic mechanical metamaterial. Going further, we will be able to add different types of nonlinearities to the two-site Hatano-Nelson model, allowing us to explore the interplay of interactions with $\mathcal{PT}$-symmetry [46, 47]. As active mechanical metamaterials are scaled up to larger systems with dozens of oscillators, they will enable controllable explorations of the effects of quantum geometry and topology in non-Hermitian Chern insulators, such as, for example, the anomalous velocity contributions predicted to arise from the non-Hermitian Berry phase [30] and the breakdown of the canonical bulk-boundary correspondence of Hermitian models [48–50].
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FIG. 4.  Cyclic amplification and attenuation along adiabatic paths enclosing $PT$-broken sources of non-Hermitian Berry phase. (a) Cartoon depiction of the paths traversed in parameter space. For trajectories in the $J - \Delta$ plane at fixed and finite $\delta J$, the paths enclose a conical $PT$-broken region that acts as a source of non-Hermitian Berry flux. (b) Dynamics of the total energy $E_T = E_1 + E_2$ for CCW (purple) and CW (gold) paths in the $J - \Delta$ plane as specified in panel (a), shown for three values of the tunneling asymmetry $\delta J$. The solid purple (gold) lines are the measured trajectories from experiment for CCW (CW) paths. The long-dashed and short-dashed lines are theory comparisons, described below. (c) Ratio of the final total energy $E_{T,f}$ to the initial total energy $E_{T,i}$ as a function of the tunneling asymmetry $\delta J$. The upper and lower panels show the energy ratios for one half cycle and one full cycle, respectively. The purple (gold) points are the experimentally measured ratios for the CCW (CW) paths (with error bars smaller than the data points) and the long-dashed and short-dashed lines are theory comparisons. For (b,c), the black long-dashed lines are the analytical predictions (detailed in the Supplement) for the amplification/attenuation under fully adiabatic evolution according to Eq. 9. The dotted lines are the trajectories determined by numerical simulation of the experimental ramping procedure, also incorporating weak nonlinear contributions that serve to capture the saturation observed for large amplification (detailed in the Supplement).
[24] J. Li, A. K. Harter, J. Liu, L. de Melo, Y. N. Joglekar, and L. Luo, Nature communications 10, 1 (2019).
[25] C. Coulais, R. Fleury, and J. van Wezel, Nature Physics 17, 9 (2021).
[26] Y. Ashida, Z. Gong, and M. Ueda, Advances in Physics 69, 249 (2020).
[27] E. J. Bergholtz, J. C. Budich, and F. K. Kunst, Rev. Mod. Phys. 93, 015005 (2021).
[28] S. Longhi, Phys. Rev. Lett. 103, 123601 (2009).
[29] R. Hayward and F. Biancalana, Phys. Rev. A 98, 053833 (2018).
[30] N. Silberstein, J. Behrends, M. Goldstein, and R. Ilan, Phys. Rev. B 102, 245147 (2020).
[31] R. Hayward and F. Biancalana, Phys. Rev. A 101, 043846 (2020).
[32] C. Dembowski, H.-D. Gräf, H. L. Harney, A. Heine, W. D. Heiss, H. Rehfeld, and A. Richter, Phys. Rev. Lett. 86, 787 (2001).
[33] C. Dembowski, B. Dietz, H.-D. Gräf, H. L. Harney, A. Heine, W. D. Heiss, and A. Richter, Phys. Rev. E 69, 056216 (2004).
[34] T. Gao, E. Estrecho, K. Blokh, T. Liew, M. Fraser, S. Brodbeck, M. Kamp, C. Schneider, S. Hölling, Y. Yamamoto, et al., Nature 526, 554 (2015).
[35] R. Uzdin, A. Mailybaev, and N. Moiseyev, Journal of Physics A: Mathematical and Theoretical 44, 435302 (2011).
[36] M. Berry, Journal of Optics 13, 115701 (2011).
[37] J. Doppler, A. A. Mailybaev, J. Böhm, U. Kuhl, A. Girschik, F. Libisch, T. J. Milburn, P. Rabl, N. Moiseyev, and S. Rotter, Nature 537, 76 (2016).
[38] H. Shen, B. Zhen, and L. Fu, Phys. Rev. Lett. 120, 146402 (2018).
[39] S. Massar, Phys. Rev. A 54, 4770 (1996).
[40] G. Nenciu and G. Rasche, Journal of Physics A: Mathematical and General 25, 5741 (1992).
[41] J. Hoeller, N. Read, and J. Harris, Physical Review A 102, 032216 (2020).
[42] N. Hatano and D. R. Nelson, Phys. Rev. Lett. 77, 570 (1996).
[43] G. Salerno, T. Ozawa, H. M. Price, and I. Carusotto, Phys. Rev. B 93, 085105 (2016).
[44] G. Salerno and I. Carusotto, EPL (Europhysics Letters) 106, 24002 (2014).
[45] Y. Aharonov and D. Bohm, Phys. Rev. 115, 485 (1959).
[46] V. K. Konotop, J. Yang, and D. A. Zezyulin, Rev. Mod. Phys. 88, 035002 (2016).
[47] Y. Lumer, Y. Plotnik, M. C. Rechtsman, and M. Segev, Phys. Rev. Lett. 111, 263901 (2013).
[48] S. Yao, F. Song, and Z. Wang, Phys. Rev. Lett. 121, 136802 (2018).
[49] F. K. Kunst, E. Edvardsson, J. C. Budich, and E. J. Bergholtz, Phys. Rev. Lett. 121, 026808 (2018).
[50] K. Kawabata, K. Shiozaki, and M. Ueda, Phys. Rev. B 98, 165148 (2018).
THEORETICAL BACKGROUND ON NON-HERMITIAN BERRY PHASE

We summarize here details of the theoretical formalism for the non-Hermitian Berry phase.

We consider a family of $N$-by-$N$ matrices $H(\lambda)$ parametrized by a set of real parameters $\lambda = (\lambda_1, \lambda_2, \cdots)$. For a given value of $\lambda$, the matrix $H(\lambda)$ is generally not Hermitian, and we consider a system which obeys the Schrödinger equation where $H(\lambda)$ acts as a non-Hermitian Hamiltonian: $i\partial_t |\psi(t)\rangle = H(\lambda)|\psi(t)\rangle$.

Here, $|\psi(t)\rangle$ is a time-dependent $N$-component vector, which is an analog of the wavefunction in this non-Hermitian system.

Various properties of the system are characterized by the eigenvectors and eigenvalues of the non-Hermitian Hamiltonian $H(\lambda)$. Assuming that the Hamiltonian is diagonalizable, there exist $N$ right eigenvectors $|R_n(\lambda)\rangle$ and the same number of left eigenvectors $|L_n(\lambda)\rangle$ indexed by an integer $n = 1, 2, \cdots, N$, which satisfy $H(\lambda)|R_n(\lambda)\rangle = \varepsilon_n(\lambda)|R_n(\lambda)\rangle$ and $\langle L_n(\lambda)|H(\lambda) = \varepsilon_n(\lambda)|L_n(\lambda)\rangle$. Here, generally complex eigenvalues $\varepsilon_n(\lambda)$ are common for the right and left eigenvectors. Assuming non-degeneracy of energies, namely $\varepsilon_n(\lambda) \neq \varepsilon_{n'}(\lambda)$ for $n \neq n'$ for a given value of $\lambda$, left and right eigenvectors of different eigenvalues are orthogonal $\langle L_n(\lambda)|R_{n'}(\lambda)\rangle = 0$ if $n \neq n'$. There is no a priori reason to take a particular normalization for the left and/or right eigenvectors, and thus, upon defining the eigenvectors, there is a freedom to choose an overall multiplicative factor. Physically observable quantities should not depend on this choice of overall factors of the eigenvectors. In other words, we should look for properties which are independent under the following gauge transformations:

$$|R_n(\lambda)\rangle \rightarrow r_n(\lambda)|R_n(\lambda)\rangle, \quad |L_n(\lambda)\rangle \rightarrow l_n(\lambda)|L_n(\lambda)\rangle,$$

where $r_n(\lambda)$ and $l_n(\lambda)$ are nonzero complex numbers.

From the analogy with Hermitian quantum mechanics, we define the Berry connection for non-Hermitian systems; however, since the left and the right eigenvectors are different, we need to consider the following four distinct Berry connections [30, 38]:

$$A_{n,j}^{LR}(\lambda) \equiv i\langle L_n(\lambda)|\partial_{\lambda_j}|R_n(\lambda)\rangle/\langle L_n(\lambda)|R_n(\lambda)\rangle,$$

$$A_{n,j}^{RL}(\lambda) \equiv i\langle R_n(\lambda)|\partial_{\lambda_j}|L_n(\lambda)\rangle/\langle R_n(\lambda)|L_n(\lambda)\rangle,$$

$$A_{n,j}^{RR}(\lambda) \equiv i\langle R_n(\lambda)|\partial_{\lambda_j}|R_n(\lambda)\rangle/\langle R_n(\lambda)|R_n(\lambda)\rangle,$$

$$A_{n,j}^{LL}(\lambda) \equiv i\langle L_n(\lambda)|\partial_{\lambda_j}|L_n(\lambda)\rangle/\langle L_n(\lambda)|L_n(\lambda)\rangle.$$

Upon the gauge transformation Eq. (10), these four Berry connections transform as

$$A_{n,j}^{LR}(\lambda) \rightarrow A_{n,j}^{LR}(\lambda) + i\partial_{\lambda_j} \ln r_n(\lambda)$$

$$A_{n,j}^{RL}(\lambda) \rightarrow A_{n,j}^{RL}(\lambda) + i\partial_{\lambda_j} \ln l_n(\lambda)$$

$$A_{n,j}^{RR}(\lambda) \rightarrow A_{n,j}^{RR}(\lambda) + i\partial_{\lambda_j} \ln r_n(\lambda)$$

$$A_{n,j}^{LL}(\lambda) \rightarrow A_{n,j}^{LL}(\lambda) + i\partial_{\lambda_j} \ln l_n(\lambda).$$

Thus, each Berry connection is gauge-dependent, namely the Berry connections depend on how one chooses the normalization of the left and right eigenvectors. However, we can construct the following gauge-invariant combinations of the Berry connections [30]:

$$\delta A_{n,j}^{LR-RR}(\lambda) \equiv A_{n,j}^{LR}(\lambda) - A_{n,j}^{RR}(\lambda)$$

$$\delta A_{n,j}^{RL-LL}(\lambda) \equiv A_{n,j}^{RL}(\lambda) - A_{n,j}^{LL}(\lambda).$$

We note that it is a distinguishing feature of non-Hermitian systems that we can construct gauge-independent quantities just from the Berry connections. Since the four Berry connections coincide for Hermitian quantum mechanics, the gauge-invariant combinations $\delta A_{n,j}^{LR-RR}$ and $\delta A_{n,j}^{RL-LL}$ are zero when the Hamiltonian is Hermitian. As we see soon, these gauge-independent combinations of Berry connections appear in a properly-defined Berry phase upon adiabatic change of the parameter $\lambda$.

We now consider an adiabatic evolution of a state upon changing the parameter $\lambda(t)$ as a function of time $t$ and study a scaling factor that the state acquires, which is a non-Hermitian counterpart of the Berry phase [4–7, 28–31, 39]. In Hermitian systems, the adiabatic theorem guarantees that, if the change of the parameters is sufficiently slow, the state remains in the original state up to an overall phase factor if the initial state is an energy eigenstate. As mentioned above, one needs to be cautious when applying the adiabatic theorem to non-Hermitian systems; however, we now assume that this theorem can be applied. Starting from a right eigenstate, we consider adiabatic change of the parameter $\lambda(t)$ as the time $t$ changes, and follow how the eigenstate evolves during this process. We take a family of right eigenstates $|R_n(\lambda(t))\rangle$. Assuming that the adiabatic theorem holds, if the initial state is in the $n$-th right eigenstate, the state at time $t$ can be written as

$$|\psi(t)\rangle = c(t) \frac{|R_n(\lambda(t))\rangle}{\sqrt{\langle R_n(\lambda(t))|R_n(\lambda(t))\rangle}}$$

where $c(t)$ is a complex function accounting for the adiabatic factor the state acquires as $\lambda(t)$ is varied. The denominator is introduced so that the change of the intensity of the state $|\psi(t)\rangle$ can be captured by just looking at
the coefficient \( c(t) \) because \( \langle \psi(t) | \psi(t) \rangle = |c(t)|^2 \equiv N(t) \), where \( N(t) \) is the population. In the next section, we show that the final result is independent of how \( |\psi(t)\rangle \) is written as a product of the coefficient and a basis vector.

We can formally solve the Schrödinger equation

\[
i\partial_t |\psi(t)\rangle = H(\lambda(t))|\psi(t)\rangle = \varepsilon_n(\lambda(t))|\psi(t)\rangle
\]

to obtain the Berry phase. Writing the state as Eq. (21), the Schrödinger equation becomes

\[
i(L_n(\lambda(t))) \frac{\partial}{\partial t} \left( c(t) \frac{|R_n(\lambda(t))\rangle}{\sqrt{(R_n(\lambda(t))|R_n(\lambda(t))\rangle)} \right) = c(t)\varepsilon_n(\lambda(t)) \frac{(L_n(\lambda(t))|R_n(\lambda(t))\rangle}{\sqrt{(R_n(\lambda(t))|R_n(\lambda(t))\rangle)}
\]

Expanding the time derivative and arranging terms, we obtain the following differential equation for \( c(t) \):

\[
\frac{\partial c(t)}{\partial t} = c(t) \left[ -i\varepsilon_n(\lambda(t)) + \frac{(L_n(\lambda(t))|\partial_t R_n(\lambda(t))\rangle}{(L_n(\lambda(t))|R_n(\lambda(t))\rangle) + c.c. \right] + \frac{1}{2} \frac{|R_n(\lambda(t))\rangle}{\langle R_n(\lambda(t)) | R_n(\lambda(t)) \rangle} \right]
\]

where c.c. stands for complex conjugate of the preceding term. Converting the time derivative in the right-hand side to the derivative in \( \lambda \) and using the definition of the Berry connections, Eq. (15)-(18), we obtain

\[
\frac{\partial c(t)}{\partial t} = c(t) \left[ -i\varepsilon_n(\lambda(t)) + i\lambda(t) \cdot \left( A_{n,n}^{LR}(\lambda) - i\text{Im} A_{n,n}^{RR}(\lambda) \right) \right]
\]

where \( A_{n,n}^{LR}(\lambda) = (A_{n,1}^{LR}(\lambda), A_{n,2}^{LR}(\lambda), \cdots) \) and similarly for \( A_{n,n}^{RR}(\lambda) \). Solving this differential equation, we obtain

\[
c(t) = c(0) \exp \left[ -i \int_0^t dt' \varepsilon_n(\lambda(t')) + i \int_\gamma d\lambda \cdot \left( A_{n,n}^{LR}(\lambda) - i\text{Im} A_{n,n}^{RR}(\lambda) \right) \right]
\]

The first term in the exponent is the dynamical contribution to the adiabatic factor \( c(t) \), whereas the second part is the line integral in the parameter space and only depends on the path \( \gamma \), and is thus analogous to the Berry phase, reflecting the geometrical structure of the eigenstates. In analogy with Hermitian quantum mechanics, we define the non-Hermitian Berry phase as a function of the path \( \gamma \) as

\[
\phi[\gamma] = \int_\gamma d\lambda \cdot \left( A_{n,n}^{LR}(\lambda) - i\text{Im} A_{n,n}^{RR}(\lambda) \right).
\]

Unlike the Hermitian Berry phase, the non-Hermitian Berry phase has both the real and imaginary parts

\[
\text{Re} \left( \phi[\gamma] \right) = \int_\gamma d\lambda \cdot \text{Re} A_{n,n}^{LR}(\lambda), \quad (27)
\]

\[
\text{Im} \left( \phi[\gamma] \right) = \int_\gamma d\lambda \cdot \text{Im} A_{n,n}^{LR-RR}(\lambda), \quad (28)
\]

where \( \delta A_n^{LR-RR}(\lambda) = (\delta A_{n,1}^{LR-RR}(\lambda), \delta A_{n,2}^{LR-RR}(\lambda), \cdots) \) is the gauge-invariant combination of the Berry connections introduced in Eq. (19). Therefore, the imaginary part of the non-Hermitian Berry phase is gauge independent even when the path \( C \) is not closed [39]. On the other hand, the real part of the Berry phase is gauge invariant only when the path \( C \) forms a closed path, just like in the Hermitian case.

An advantage of the above formulation in terms of the Berry connection is also that the geometrical contribution to the time evolution of the population \( N(t) = |c(t)|^2 \) is manifestly gauge-invariant even for an open path:

\[
N(t) = N(0) \exp \left[ 2 \int_0^t dt' \text{Im} \varepsilon_n(\lambda(t')) - 2 \text{Im} (\phi[C]) \right].
\]

Therefore, when the energy eigenvalue is real during the time evolution and hence \( \text{Im} \varepsilon_n(\lambda(t)) = 0 \), which is the case we experimentally study in this paper, the population dynamics is solely determined by the imaginary part of the Berry phase. And thus by observing the population dynamics, we can experimentally determine the imaginary part of the Berry phase.

**DIFFERENT DEFINITION OF THE ADIABATIC COEFFICIENT**

The observable result of the non-Hermitian Berry phase through the population dynamics, Eq. (29), is insensitive to the way the adiabatic coefficient \( c(t) \) is defined. For demonstration, we write, instead of as in Eq. (21), the state vector as

\[
|\psi(t)\rangle = \tilde{c}(t)|R_n(\lambda(t))\rangle,
\]

which is also a natural definition to take. Applying \( \langle L_n(\lambda(t)) | \) from left to the Schrödinger equation

\[
i\partial_t \left( \langle \tilde{c}(t)|R_n(\lambda(t))\rangle \right) = \varepsilon_n(\lambda(t))\tilde{c}(t)|R_n(\lambda(t))\rangle,
\]

we obtain the differential equation for \( \tilde{c}(t) \):

\[
\frac{\partial \tilde{c}(t)}{\partial t} = \tilde{c}(t) \left[ -i\varepsilon_n(\lambda(t)) - \frac{(L_n(\lambda(t))|\partial_t R_n(\lambda(t))\rangle}{(L_n(\lambda(t))|R_n(\lambda(t))\rangle) \right] \right]
\]

Integrating this differential equation, we obtain

\[
\tilde{c}(t) = \tilde{c}(0) \exp \left[ -i \int_0^t dt' \varepsilon_n(\lambda(t')) + i \int_\gamma d\lambda \cdot \left( A_{n,n}^{LR}(\lambda) - i\text{Im} A_{n,n}^{RR}(\lambda) \right) \right].
\]

On the other hand, the population evolves in time as

\[
N(t) = |\tilde{c}(t)|^2 \langle R_n(\lambda(t))|R_n(\lambda(t))\rangle.
\]
To understand the dynamics, in addition to the time evolution of $\hat{n}(t)$, we need to understand how $\langle R_n(\hat{n}(t))|R_n(\hat{n}(t))\rangle$ evolves in time. By a simple calculation, we can show
\[
\frac{\partial}{\partial t} \{\langle R_n(\hat{n}(t))|R_n(\hat{n}(t))\rangle\}
= \langle R_n(\hat{n}(t))|R_n(\hat{n}(t))\rangle 2 \frac{\partial \lambda(t)}{\partial t} \text{Im} \left[ A_{n}^{R}(\lambda) \right]. \tag{35}
\]
Integrating this differential equation, we obtain
\[
\langle R_n(\hat{n}(t))|R_n(\hat{n}(t))\rangle = \langle R_n(\hat{n}(0))|R_n(\hat{n}(0))\rangle \exp \left[ 2 \int_{\mathcal{C}} \text{Im} \left[ A_{n}^{R}(\lambda) - A_{n}^{R}(\lambda) \right] \cdot d\lambda \right]. \tag{36}
\]
Combining Eq. (33) and Eq. (36), time evolution of the population is
\[
N(t) = N(0) \exp \left[ 2 \int_{0}^{t} \text{Im} \varepsilon_n(\lambda(t')) dt' - 2 \int_{\mathcal{C}} \text{Im} \left[ A_{n}^{R}(\lambda) - A_{n}^{R}(\lambda) \right] \cdot d\lambda \right], \tag{37}
\]
which is exactly the same as Eq. (29). Thus, the time evolution of the population is independent of the way the adiabatic coefficient is defined, as expected.

**TWO-SITE HATANO-NELSON MODEL**

Here we describe the two-site non-Hermitian model we experimentally realize. The Hamiltonian is
\[
H/h = \begin{pmatrix}
-\Delta & J + \delta J \\
J - \delta J & \Delta
\end{pmatrix}. \tag{38}
\]
Here, we take $\Delta$, $J$ and $\delta J$ to be real parameters, relating to relevant frequency shifts of and hopping rates between the oscillators. The eigenvalues of Eq. 38 are given by $\varepsilon_{\pm} = \pm \sqrt{\Delta^2 + J^2 - \delta J^2}$, which means that the two eigenvalues are both real when $\Delta^2 + J^2 > \delta J^2$, corresponding to the $\mathcal{PT}$-symmetric regime. If $\Delta^2 + J^2 = \delta J^2$, the eigenvalues coalesce at an exceptional point; within the parameter space of $\lambda = (\Delta, J, \delta J)$, this exceptional point corresponds to a double cone, with its apex at the origin [11], as shown in Fig. 1 (c).

Within the $\mathcal{PT}$-symmetric region, the gauge-invariant combinations of the Berry connections are
\[
\delta A_{\pm, \Delta}^{L-R-RR} = \frac{i}{2} \frac{\Delta \delta J \pm J \sqrt{\Delta^2 + J^2 - \delta J^2}}{\sqrt{\Delta^2 + J^2}} \tag{39}
\]
\[
\delta A_{\pm, J}^{L-R-RR} = \frac{i}{2} \frac{\sqrt{\Delta^2 + J^2 - \delta J^2}}{\Delta \delta J J \Delta \delta J J} \tag{40}
\]
\[
\delta A_{\pm, \delta J}^{L-R-RR} = \frac{i}{2} \frac{1}{\Delta \delta J J \Delta \delta J J}. \tag{41}
\]
We note that they are all purely imaginary, and that they diverge as we approach the $\mathcal{PT}$-symmetry breaking transition, where adiabaticity breaks down. The associated geometrical Berry curvature $\delta \Omega_{\pm, \Delta}^{L-R-RR} \equiv \nabla \times \delta A_{\pm, \Delta}^{L-R-RR}$, where $\delta A_{\pm, \Delta}^{L-R-RR} = (\delta A_{\pm, \Delta}^{L-R-RR}, \delta A_{\pm, J}^{L-R-RR}, \delta A_{\pm, \delta J}^{L-R-RR})$ is also imaginary and takes the form [11]:
\[
\delta \Omega_{\pm, \Delta}^{L-R-RR} = \frac{\pm i}{2(\Delta^2 + J^2 - \delta J^2)^{3/2}} (\Delta, J, \delta J), \tag{42}
\]
which is analogous to the magnetic field of a one-sheeted complex hyperbolic magnetic monopole. From the above quantities, we are able to analytically calculate the non-Hermitian Berry phase and to predict the consequent amplification and damping of the population.

**NON-HERMITIAN BERRY PHASE FOR PATHS ENCLOSING $PT$-BROKEN REGIME**

We provide theoretical analysis of the non-Hermitian Berry phase for the configuration described in Fig. 4 of the main text. The path we take is an ellipse in $\Delta - J$ plane with a fixed value of $\delta J$. For a given value of $\delta J$, the path can be parametrized by a single parameter $\theta$ as
\[
\Delta = \Delta_0 \cos \theta, \quad J = J_0 \sin \theta, \tag{43}
\]
where, in the experiment, $\theta$ depends on time $t$, which varies from 0 to $T$. Time dependence of $\theta(t)$ is such that initially, $\theta(0) = 0$ and at the final time, $\theta(T) = \Theta \leq 2\pi$. Note that the path is not closed unless $\Theta = 2\pi$. In our experiment, $\Delta_0 = 7.5\text{mHz}$ and $J_0 = 6.45\text{mHz}$. We note that the gauge-invariant combinations of Berry connections $\delta A_{\pm, \Delta}^{L-R-RR}$ and $\delta A_{\pm, J}^{L-R-RR}$ are both purely imaginary in $\mathcal{PT}$-symmetric region. Thus the imaginary part of the Berry phase along the path $\mathcal{C}$ described by Eq.(43) is
\[
\text{Im} [\phi[\mathcal{C}]] = -i \int_{\mathcal{C}} d\lambda \cdot \delta A_{\pm, \Delta}^{L-R-RR}(\lambda)
= -i \int_{0}^{\Theta} d\theta \left\{ \delta_{\theta} \Delta(\theta) \delta A_{\pm, \Delta}^{L-R-RR}(\theta) + \delta_{\theta} J(\theta) \delta A_{\pm, J}^{L-R-RR}(\theta) \right\}
= -i \int_{0}^{\Theta} d\theta \left\{ -\Delta_0 \sin \theta \delta A_{\pm, \Delta}^{L-R-RR}(\theta)
+ J_0 \cos \theta \delta A_{\pm, J}^{L-R-RR}(\theta) \right\}. \tag{44}
\]
Using expressions (39) and (40), we can perform the integral and obtain
\[
\text{Im} [\phi[\mathcal{C}]] = -\frac{1}{4} \log \left\{ \left( \frac{\Delta_0^2 - \Delta J}{\Delta_0^2 \cos^2 \Theta + J_0^2 \sin^2 \Theta} \right) \Delta_0^2 \left( \frac{\Delta_0^2 \cos^2 \Theta + J_0^2 \sin^2 \Theta - \Delta J^2}{\Delta_0^2 - \Delta J^2} \right) \right\}
+ \frac{\delta J}{2} \frac{J_0}{\Delta_0 \sqrt{\Delta_0^2 - \Delta J^2}} \Pi \left( 1 - \frac{J_0^2}{\Delta_0^2 \cos^2 \Theta} - \frac{\Delta_0^2 - \Delta J^2}{\Delta_0^2 - \Delta J^2} \right), \tag{45}
\]
where \( \Pi(n; \phi|k) \) is the incomplete elliptic integral of the third kind defined by

\[
\Pi(n; \phi|m) = \int_0^\phi \frac{d\theta}{(1 - n \sin^2 \theta)\sqrt{1 - m \sin^2 \theta}}.
\] (46)

For a closed path with \( \Theta = 2\pi \), the real part of the non-Hermitian Berry phase also becomes gauge invariant (up to \( 2\pi \) multiples of an integer). However, we can show that for the path we consider here, the real part is zero, and thus the non-Hermitian Berry phase for a closed path in our setup is purely imaginary. Furthermore, the first logarithm term in Eq. (45) vanishes for a closed path and the elliptic integral becomes the complete one, yielding

\[
\phi[C]_{\Theta=2\pi} = \frac{i2\delta JJ_0}{\Delta_0 \sqrt{\Delta_0^2 - \delta J^2}} \Pi \left( 1 - \frac{J_0^2}{\Delta_0^2} \right) \left( 1 - \frac{J_0^2 - \delta J^2}{\Delta_0^2 - \delta J^2} \right),
\] (47)

where we now have the complete elliptic integral of the third kind defined by

\[
\Pi(n|m) = \int_0^{\pi/2} \frac{d\theta}{(1 - n \sin^2 \theta)\sqrt{1 - m \sin^2 \theta}}.
\] (48)

The expressions (45) and (47) are what we used in Fig. 4 of the main text to draw theoretical curves.

So far, we have derived the non-Hermitian Berry phase through the line integral of the Berry connections along the path. For a closed path (\( \Theta = 2\pi \)) we can obtain the same result using the surface integral of the Berry curvatures as we show below. We can convert the line integral to the surface integral using Stokes’ theorem, which is a standard procedure also in Hermitian cases. However, we should be careful that, in the plane determined by a fixed value of \( \delta J \) in the parameter space of \( \lambda = (\Delta, J, \delta J) \), the interior of the curve \( C \) contains the \( PT \)-broken region. At the \( PT \)-breaking transition the eigenstates coalesce and we are no longer able to use the Stokes’ theorem, which assumes the involved functions be continuous. We can, however, deform the surface of integral to the cylindrical form, as illustrated in Fig. 5. The surface of the cylinder is entirely contained in the \( PT \)-symmetric region, and thus Stokes’ theorem can be safely applied. The surface to be integrated contains two parts: side and the base. The Berry curvature (42) does not have any component perpendicular to the base of the cylinder at \( \delta J = 0 \). We then need to consider the surface integral only over the side of the cylinder. The side of the cylinder can be parametrized by \( \lambda = (\Delta, J, \delta J) = (\Delta_0 \cos \theta, J_0 \sin \theta, \delta J') \) with parameters \( \theta \) and \( \delta J' \). Here, \( \theta \) varies from 0 to \( 2\pi \), and \( \delta J' \) varies from \( \delta J \), which is the initial value, to 0. Then, denoting the unit vector normal to the surface by \( \mathbf{n} \) and the surface element by \( dS \), the surface integral is
which is exactly the expression Eq.(47). The population increase/decrease due to the imaginary part of the non-Hermitian Berry phase is thus directly related to the imaginary magnetic flux enclosed in the surface defined by the interior of the closed path. The change of population upon adiabatically following a closed path is a manifestation of the Aharonov-Bohm effect with an imaginary magnetic flux.

**DATA ACQUISITION AND ANALYSIS**

As described previously in Ref. [20], we acquire real-time proxies of the oscillators’ positions based on continuous voltage signals from analog accelerometers attached to each oscillator. We additionally acquire a proxy for the oscillators’ momenta based on determining the instantaneous jerk by taking the numerical derivative of acquired acceleration signals. These voltage signals proportional to the acceleration and jerk are normalized to a common scale, and respectively serve as dimensionless proxies for the oscillator positions ($\tilde{x}_i$) and momenta ($\tilde{p}_i$). From the rapidly oscillating (at frequency $f_0$) $\tilde{x}_i$ and $\tilde{p}_i$ signals, we can reconstruct a proxy for the mechanical energy stored in each oscillator $E_i \propto \tilde{x}_i^2 + \tilde{p}_i^2$. Furthermore, the total energy of the two-oscillator dimer can be reconstructed simply as $E_T = E_1 + E_2$.

In Fig. 6, we display the progression of acquired and processed data, related to the scenario of cyclic attenuation (a) and amplification (b) of energy upon encircling a $PT$-broken region. In both cases, we start with a state initialized by resonantly depositing energy into oscillator 1 while maintaining an inter-oscillator bias (frequency mismatch) $2\Delta$. The first column displays the paths for CW (gold, row (a)) and CCW (purple, row (b)) trajectories in the model’s parameter space. The second column depicts the $\tilde{x}_i$ position signals for oscillators 1 (red) and 2 (blue). The $\tilde{p}_i$ momentum signals, which are indistinguishable from the $\tilde{x}_i$ signals on this long timescale, are not shown. The third column displays the calculated energies for each oscillator, normalized to the initial total energy. The fourth and final column displays the total mechanical energy in the two-oscillator dimer, normalized to the initial total energy. To note, the data from the final column is the same as that appearing (combined) in the central panel of Fig. 4 (b).

**INFLUENCE OF WEAK NONLINEARITIES**

Our experimental implementation involves rather large, few cm-scale displacements from equilibrium of our masses on springs (further details in Ref. [20]). For large displacements, there is a natural increase of the oscillation frequency due to the anharmonicity of the physical springs that appear above and below our oscillating masses. We apply feedback forces to cancel out, to first order, this natural stiffening effect. Specifically, for each oscillator, we apply a nonlinear contribution to the feedback forces of the form $F_{NL} = \alpha_i(\tilde{x}_i^2 + \tilde{p}_i^2)\tilde{x}_i$. In general, the control over $\alpha_i$ for such a nonlinear feedback can be used to implement nonlinear interaction terms, as was demonstrated in Ref. [20]. Here, we set $\alpha_i$ for each oscillator so as to cancel their natural quartic nonlinearities.

However, this cancellation is imperfect, and residual and higher-order nonlinearities lead to shifts in the frequencies of the oscillators that become more severe as the mechanical energy in an oscillator grows. In particular, for experiments in which we expect to observe a large increase in the overall mechanical energy due to the accrual of a complex Berry phase, we tend to find less growth than expected. Specifically, for the experiments
described in Fig. 4 of the main text involving cyclic amplification along CCW paths encircling the $PT$-broken region, we find reasonable agreement between our experimental data and the analytical theory results in cases in which the total energy remains small ($E_T/E_{T,i} \lesssim 2$, with $E_{T,i}$ being the initial total energy). However, for conditions in which there is larger energy growth, we observe significant deviations from the expected analytical results. To capture this effect, we also compare our data (for Fig. 4) to numerical simulation curves that incorporate additional nonlinear contributions to the dynamics. Specifically, we compare to dynamical evolution according to the set of coupled equations:

$$\dot{a} = -i[(\omega_0 - \Delta)a + i\Gamma_a a - (J + \delta J)b + \tilde{g}(|a|^2 - 1)a]$$

(50)

$$\dot{b} = -i[(\omega_0 + \Delta)b + i\Gamma_b b - (J - \delta J)a + \tilde{g}(|b|^2 - 1)b]$$

(51)

The majority of terms are as defined previously in the text, with $\omega_0 = 2\pi f_0$ describing the common bare angular frequency of the two oscillators, $2\Delta$ the angular frequency mismatch imposed between the oscillators, and $J \pm \delta J$ the left-to-right and right-to-left hopping rates. These parameters are evolved according to the state preparation procedure and parameter ramps as described in the context of Fig. 4. Specifically, population is first initialized at site $a$ (corresponding to $a(t = 0) = 1$) in the presence of a large initial detuning of $2\Delta_0$, with $\Delta_0/2\pi = 7.7$ mHz. Then, a purely non-reciprocal hopping of $\delta J$ is smoothly turned on as $\delta J = (\delta J_{\text{max}}/2) \times (1 - \cos(\pi t/T_{\text{prep}}))$ over a preparation time of $T_{\text{prep}} = 250$ s, with variable final values of $\delta J_{\text{max}}$ as described in the main text. Then, after this preparation stage, encircling orbits in the $J - \Delta$ plane are made as depicted in Fig. 4. Specifically, the coordinates $\Delta$ and $J$ follow their respective forms of $\Delta = \Delta_0 \cos(2\pi t/T_{\text{ramp}})$ and $J = C \times J_0 \sin(2\pi t/T_{\text{ramp}})$, where $T_{\text{ramp}} = 1000$ s, $J_0/2\pi = 6.45$ mHz, and $C = \pm 1$ defines the chirality for CW and CCW parameter trajectories.

The fixed terms $\Gamma_{a,b}$ account for small residual loss/gain at oscillators $a$ and $b$, taking values of $\Gamma_a/2\pi = 10.25$ $\mu$Hz and $\Gamma_a/2\pi = -5.75$ $\mu$Hz, relating to weak loss and gain terms, respectively. The coefficient of the empirical nonlinear term contains both a real and imaginary
contribution (i.e., $\tilde{g} = \tilde{g}_{re} + i\tilde{g}_{im}$), which take respective values of $\tilde{g}_{re}/2\pi = 1.12$ mHz and $\tilde{g}_{im}/2\pi = 32.5$ $\mu$Hz. To note, these values ($\Gamma_{a,b}$ and $\tilde{g}$) were determined based on a global optimization of the agreement between theory and experiment (minimization of summed squared residuals) for the full CCW ramp case for all $\delta J$ values.

The complex numbers $a$ and $b$ represent the field coefficients for the two mechanical oscillator modes. By convention these coefficients are normalized as $|a(t)|^2 + |b(t)|^2 = 1$ at time $t = 0$, and as such their squared norms can be compared to the individual normalized (to the total initial energy) oscillator energies as presented in the main text ($E_1/E_{T,i}$ and $E_2/E_{T,i}$). As the frequencies and damping/gain of the individual oscillators were separately fine-tuned in experiment under the respective conditions of $|a(t = 0)|^2 = 1$ and $|b(t = 0)|^2 = 1$, the contributions from the empirical nonlinear terms vanish under those conditions. Importantly, the nonlinear contributions to the dynamical evolution become significant when the total energy of either oscillator grows large, reproducing the saturation of cyclic growth as observed in the main text.