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Abstract  Uncertainty is a main characteristic of many real-world scheduling problems, and scheduling solutions should be robust against changes. In this paper, we consider parallel machines that the processing time of each task follows a normal distribution and total completion times as main optimization criterion. We propose a mixed-integer nonlinear programming (MINLP) model to minimize the risk of the completion time exceeding a fixed value. The objective is to find a β-robust schedule. Additionally, we use a proper approximation to convert the MINLP model to an integer programming one. The computational results on a small example are presented to demonstrate the effectiveness of the proposed approach. Furthermore, we compare and analyze the associated results of these models. Finally, the conclusion is provided.
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1. Introduction

Many scheduling problems consider certainty conditions, in which tasks and their durations are deterministic and fixed. However, due to uncertainty in most real-world scheduling problems (e.g., arriving new jobs), a β-robust schedule is the maximum probability of obtaining a given performance level (e.g., total completion time) less than a fixed value [1]. In particular, we consider parallel machine problems that the processing time of each task is uncertain; however, it can be followed by a normally distributed random variable.

In the recent decade literature on parallel machine scheduling has been improved and included many useful models and algorithms (see, for instance [2–4]). One of the regular criteria in scheduling identical parallel machines is to minimize the makespan (i.e., the maximum completion time of the jobs), in which this problem has been shown to be NP-hard [5]. Some heuristic and exact algorithms are represented to solve this problem [6]. Lee et al., [7] represented parallel machine scheduling as 1-job-on-1-machine (r=1) model and give a review of the problem.

Another criterion of regular objective in scheduling parallel machines is the total (or mean) weighted completion time [8–12]. However, there is a review of parallel machines scheduling problems minimizing the total completion times. Li and Yang [13] considered a class of non identical parallel machines scheduling problems, in which the objective is to minimize the total (or mean) weighted (or unweighted) completion time. They also collected and classified models and relaxations in their works. Heuristics and exact algorithms are reviewed. Baptiste et al., [14] considered several “min-sum” objective functions including total weighted tardiness, total tardiness, total weighted completion time and total completion time as the parallel machines scheduling problem with releasing dates. They described several lower bounds for these problems that they often were for the first time. They also produced experimental results to compare these lower bounds according to their quality and their computational time requirement. Chen and Powell [15] considered a class of problems of scheduling n jobs on m identical, uniform, or unrelated parallel machines and organize objective of minimizing an additive criterion. They proposed a decomposition approach for solving these problems exactly. This problem is solved by a column generation approach, in which each column represents a schedule on one machine.

Suppose that given a set of n jobs (J1, …, Jn), each of them has to be scheduled on one of m machines, each job is assigned to exactly one machine and a machine can do at most one job at a time. If job j is done on machine i, it will take a processing time. Moreover, for each job, we can consider both weighted and unweighted problems. The objective is to schedule the jobs such that the total weighted completion time of the jobs is minimized. In these problems, the processing time of a job is identical when \( p_i = p_j \) for all i and j (e.g., the machines have the same speed). The machines are called uniform when \( p_i = p_j \) for all i and j, where \( s_i \) is the speed of machine i. The machines are called unrelated if \( p_i \) are arbitrary. The uniform and the unrelated cases belong to non-identical parallel machines scheduling.

We consider an unrelated total unweighted completion time as the main criterion. We can measure the probability of
the total completion time (TCT) being less than some level. Then, we will generate a schedule, which maximizes the probability of them for the computational experiment, and then compare results to given a fixed level or a schedule minimizing the level that can be achieved with a fixed probability.

Wu et al., [16] proposed a single-machine scheduling problem with uncertain durations and the flow time is the main solution criterion to find robust schedules that minimizes the risk of the flow time exceeding a fixed value. They represented this problem as a constraint model. The uncertainty and robustness are represented as an input parameters and objectives. Janak et al., [17] studied the problem of scheduling under bounded uncertainty and symmetric uncertainty, in which the uncertain problem parameters can be described by a known probability distribution function. Janak and Floudas [18] proposed a novel robust optimization methodology and produced robust solutions that are immune against uncertainty. The common sources of uncertainty in scheduling problems are processing times as the main optimization criterion. The goal of the model is to minimize the risk of the completion time, exceeding a fixed value. The rest of this paper is organized as follow. In Section 2, we propose two non-linear and linear integer models for solving the problem. We generate random numbers and use them for the computational experiment. Then, we compare the results for validation of the integer linear model in Section 3. Finally, summarization of the paper, results and the future research are represented in Section 4.

2. Mathematical Model

2.1. Parallel Scheduling Problem with the Total Completion Time

In a parallel machines scheduling problem (PMSP), the total completion time for every machine extracts as follows:

$$\min \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{s} kp_{ijk} x_{ijk}$$

(1)

s.t. $$\sum_{i=1}^{m} x_{ijk} = 1 \quad \forall j = 1,2,...,n$$

(2)

$$\sum_{j=1}^{n} x_{ijk} \leq 1 \quad \forall i = 1,2,...,m \quad k = 1,2,...,n$$

(3)

$$x_{ijk} \in \{0,1\} \quad \forall i = 1,2,...,m \quad k = 1,2,...,n$$

(4)

Equation (1) computes the total completion time. Equation (2) assures that each job is assigned to exactly one of the machines and Equation (3) assures that each position is filled up to maximum one job. Equation (4) shows that all the decision variables are binary and $x_{ijk}$ is 1 if job $j$ is processed on position $k$ and on machine $i$; otherwise, it is 0.

2.2. Robust Parallel Scheduling Problem with the Total Completion Time

For the parallel machines scheduling problem with $p$ and total completion time limit $S$, the $\beta$-robust scheduling problem is to find the sequence, $s$, which maximize the probability of the total completion time being less than $S$. It is to find the $s$ that maximizes the probability (i.e., total completion time$(s)$ $\leq S$)[1]. Daniels and Carrillo proved in [1] that, the $\beta$-robust single machine scheduling problem is an NP-hard problem, thus it is obvious that the parallel machines scheduling problem also is an NP-hard problem.
We know that for any two independent normal random variables $X$ and $Y$ and two constants $a$ and $b$, the sum $aX+bY$ has also a normal distribution. In a robust parallel machines scheduling problem (RPMSP), the total completion time for every machine is a normal distribution and it is computed by:

$$TCT \approx N\left( \sum_{i=1}^{n_m} \sum_{j=1}^{n_i} k \mu_{ij} x_{ijk} \cdot \sum_{i=1}^{n_m} \sum_{j=1}^{n_i} k^2 \sigma_{ij}^2 x_{ijk} \right)$$

(5)

So, we can obtain the RPMSP as follows:

$$\max \phi(TCT \leq S)$$

(6)

It is proved that $\phi(z)$ is an ascending function on $[0, +\infty)$.

As a result, we obtain the RPMSP below:

$$\max \phi(z) \approx \phi(\max z)$$

(7)

where $z$ is:

$$z = \frac{S - \mu(TCT)}{\sigma(TCT)}$$

(8)

Finally, we obtain:

$$\max Z = \frac{S - \sum_{i=1}^{n_m} \sum_{j=1}^{n_i} \sum_{k=1}^{n_k} k \mu_{ij} x_{ijk}}{\sqrt{\sum_{i=1}^{n_m} \sum_{j=1}^{n_i} \sum_{k=1}^{n_k} k^2 \sigma_{ij}^2 x_{ijk}}}$$

(9)

s.t. $\sum_{i=1}^{n_m} \sum_{j=1}^{n_i} x_{ijk} = 1 \ ; \ \forall j = 1, 2, \ldots, n$ (10)

$$\sum_{i=1}^{n_m} \sum_{j=1}^{n_i} x_{ijk} \leq 1 \ ; \ i = 1, 2, \ldots, m \ ; \ k = 1, 2, \ldots, n$$

(11)

$$x_{ijk} \in \{0, 1\} \ ; \ i = 1, 2, \ldots, m \ ; \ k = 1, 2, \ldots, n$$

(12)

Constraints (10) to (12) are described in the first model.

2.3. Integer Linear Approximation of the Non-Linear Model

An integer linear approximation of the parallel machines scheduling problem (ILAPMSP), in which the processing time has normally distribution obtained by:

$$\max z = \frac{S - \mu(TCT)}{\sigma(TCT)} \approx \min(\mu(TCT)) \text{ or } \min(\sigma(TCT))$$

(13)

$$\approx \min \left( \mu(TCT) + \sigma(TCT) \right)$$

(14)

$$\sigma(TCT) \leq \frac{1}{\sqrt{h \min(\sigma_y)}} \sigma^2(TCT)$$

(15)

$$h = \frac{[n/m][n/m] + 1}{2} m$$

(16)

In Eq. (18), we want to maximize $z$, and it is equal to minimize $\mu(TCT)$ and minimize $\sigma(TCT)$ because $S$ is a fixed value. If we ignore the dependence between $\mu$ and $\sigma^2$, we can formulate this model as Constraint (13). If we want to obtain a linear model, we have to eliminate the radical of the formula. For this reason, we use $\sigma^2$ instead of $\sigma(TCT)$. We obtain a low limit of $\sigma^2$.

$$\min D = \mu(TCT) + 1^{\sigma^2}(TCT)$$

(19)

$$\sum_{i=1}^{n_m} \sum_{j=1}^{n_i} x_{ijk} = 1 \ ; \ \forall j = 1, 2, \ldots, n$$

(20)

$$\sum_{j=1}^{n_i} x_{ijk} \leq 1 \ ; \ i = 1, 2, \ldots, m \ ; \ k = 1, 2, \ldots, n$$

(21)

$$x_{ijk} \in \{0, 1\} \ ; \ i = 1, 2, \ldots, m \ ; \ k = 1, 2, \ldots, n$$

(22)

Finally, we can replace $\mu$ and $\sigma$ with their amount and we obtain:

$$\min D = \left( \sum_{i=1}^{n_m} \sum_{j=1}^{n_i} \sum_{k=1}^{n_k} k \mu_{ij} x_{ijk} + \sum_{i=1}^{n_m} \sum_{j=1}^{n_i} \sum_{k=1}^{n_k} k^2 \sigma_{ij}^2 x_{ijk} \right)$$

(23)

s.t. $\sum_{i=1}^{n_m} \sum_{j=1}^{n_i} x_{ijk} = 1 \ ; \ \forall j = 1, 2, \ldots, n$ (24)

$$\sum_{j=1}^{n_i} x_{ijk} \leq 1 \ ; \ i = 1, 2, \ldots, m \ ; \ k = 1, 2, \ldots, n$$

(25)

$$x_{ijk} \in \{0, 1\} \ ; \ i = 1, 2, \ldots, m \ ; \ k = 1, 2, \ldots, n$$

(26)

ILAPMS model that represent in (23)-(26) is an integer linear programming model solved easier than the last model because last model is a RPMSP model that is an NP-hard problem. ILAPMSP model is solved by exact algorithm simply and in the next section we show that solutions of this approximation are close to solutions of the original model.

3. Computational Results

Suppose that we have 18 jobs and 3 machines. We want to calculate sequence $s$ of jobs on machines that is robust under uncertainty. For this example, we suppose that the mean $\mu_{ij}$ of jobs on machines are selected randomly from $[5, 15]$ that are given in Table 1. In Table 2, we present $\sigma$ that are selected from $[1, 3]$ randomly.
We solve $Z$ in (9) and $D$ in (23) with BONMIN and CPLEX in the GAMS software and we found a solution. Different values of $S$ are supposed and we obtain similar results for $x_{ijk}$. Figure 1 shows that optimal sequence $s$ is the solution of $D$ and $Z$ for the most values of the $S$. if $S$ belongs to $[375, 445]$, the sequence $s$ is solutions of both $Z$ and $D$. It is shown in Table 3. Sequence $s$ shows the first job that be done on the machine 1 is job 14. Sequence $s$ on Figure 2 is arranged from the right to the left because in the model we suppose that position $k$ is filled from the last.

As expected, $z$ is increased by increasing $S$. In other words, if we increase $S$, the total completion time also raise according to Figure 2. At the last experiment where $S$ is 475, $Z$ equal to 4.456. Function $\phi(Z)$ is the standard normal distribution function of $Z$. In this case, $Z$ is positive, so $\phi(Z)$ is an increasing function and $Z$ is zero, in where $S$ equals 372 as shown in Figure 3. The probability of $Z$ is 99%, in where $S$ equals 425 as shown in Figure 3. So, in the main value of $S$, solutions of $S$ and $D$ are equal.

We want to compare solutions functions $Z$ and $D$, for this reason, we obtain the equivalent of the total completion time of the model of function $D$. In Table 3, parameter $D$ is the equivalent of the total completion time of the sequence $s$ that obtained of function $D$. In this example, the difference between $D$ and $Z$ is evident only where $S$ equals 372 that it is not important because we want to obtain robust solution and in this value $\phi(Z)$ equals 50%. In other words, solutions are not robust therefore it can be ignored.

### Table 1. $\mu$ of jobs on machines

| Machine | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 |
|---------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|
| 1       | 8 | 6 | 14| 10| 8 | 13| 6 | 10| 7  | 10 | 13 | 7  | 6  | 5  | 9  | 7  | 10 | 8  |
| 2       | 9 | 12| 6 | 12| 9 | 14| 8 | 8 | 14 | 15 | 13 | 11 | 7  | 7  | 5  | 6  | 6  | 8  |
| 3       | 5 | 8 | 15| 15| 10| 6 | 5 | 6 | 12 | 6  | 11 | 8  | 14 | 5  | 14 | 8  | 15 | 5  |

### Table 2. $\sigma$ of jobs on machines

| Machine | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 |
|---------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|
| 1       | 2.4| 2.9| 1.7| 2.2| 1.4| 1.4| 1.5| 1.3| 1.6| 1.2| 2.2| 2.2| 2.4| 2.3| 1.3| 2.0| 1.5| 1.9|
| 2       | 1.5| 2.7| 1.7| 2.6| 1.2| 1.2| 2.3| 2.6| 1.5| 1.8| 2.6| 3  | 2.5| 1.2| 1.5| 2.5| 1.1| 1.9|
| 3       | 2.5| 1.2| 2.4| 1.7| 2.5| 2.1| 2  | 1.2| 2.1| 1.2| 1.6| 1.9| 1.9| 2.9| 2.6| 1.8| 2.3| 2.2|

Figure 1. Probability function $Z$ based on $S$

Figure 2. Sequence $s$ of the example solution

Figure 3. Objective function $Z$ based on $S$
Table 3. Results of Experiment under Different Values of S

| Number of experiments | S   | Z   | \( \Phi(z) \) | D   | \( \Phi(D) \) |
|-----------------------|-----|-----|---------------|-----|--------------|
| 1                     | 372 | 0   | 0.5           | -0.16 | 0.435       |
| 2                     | 375 | 0.128 | 0.5517     | 0.128 | 0.5517      |
| 3                     | 385 | 0.557 | 0.7123     | 0.557 | 0.7123      |
| 4                     | 395 | 0.985 | 0.838      | 0.985 | 0.838       |
| 5                     | 405 | 1.413 | 0.921      | 1.413 | 0.921       |
| 6                     | 415 | 1.84  | 0.9671     | 1.84  | 0.9671      |
| 7                     | 425 | 2.27  | 0.9884     | 2.27  | 0.9884      |
| 8                     | 435 | 2.698 | 0.9965     | 2.698 | 0.9965      |
| 9                     | 445 | 3.126 | 0.9991     | 3.126 | 0.9991      |
| 10                    | 455 | 3.565 | 0.9998     | 3.352 | 0.9996      |
| 11                    | 465 | 4.007 | 0.9999     | 3.776 | 0.9999      |
| 12                    | 475 | 4.456 | 0.9999     | 4.200 | 0.9999      |

4. Conclusion

We have studied the parallel machine scheduling problem with uncertain durations, which finds robust schedules minimizing the probability of the total completion time exceeding a fixed value. First, we have proposed a mixed-integer nonlinear programming (MINLP) model to represent the robust parallel machine scheduling (RPMS) that it was too complex model. Then, we have approximated our non linear model to the ILP model. We showed that this is an NP-hard problem. Additionally, we have solved Z and D with BONMIN and CPLEX in the GAMS software and we found an optimal solution. Solutions have been compared and had similar results. Furthermore, we have attempted to solve the problem by a hybrid algorithm. For future studies, we will investigate better approximation for parallel machines scheduling problems and expand this model to obtain parallel machines scheduling with the makespan criterion. This model can be solved by meta-heuristic or hybrid algorithms.
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