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ABSTRACT

Submodular function maximization is a fundamental combinatorial optimization problem with plenty of applications – including data summarization, influence maximization, and recommendation. In many of these problems, the goal is to find a solution that maximizes the average utility over all users, for each of whom the utility is defined by a monotone submodular function. However, when the population of users is composed of several demographic groups, another critical problem is whether the utility is fairly distributed across different groups. Although the utility and fairness objectives are both desirable, they might contradict each other, and, to the best of our knowledge, little attention has been paid to optimizing them jointly.

To fill this gap, we propose a new problem called Bicriteria Submodular Maximization (BSM) to balance utility and fairness. Specifically, it requires finding a fixed-size solution to maximize the utility function, subject to the value of the fairness function not being below a threshold. Since BSM is inapproximable within any constant factor, we focus on designing efficient instance-dependent approximation schemes. Our algorithmic proposal comprises two methods, with different approximation factors, obtained by converting a BSM instance into other submodular optimization problem instances. Using real-world and synthetic datasets, we showcase applications of our proposed methods in three submodular maximization problems: maximum coverage, influence maximization, and facility location.

1 INTRODUCTION

The awareness that decisions informed by data analytics could have inadvertent discriminatory effects against particular demographic groups has grown substantially over the last few years [29]. Researchers have been studying how to inject group fairness, along the lines of demographic parity [14] or equal opportunity [25], into algorithmic decision-making processes. The bulk of this algorithmic fairness literature has mainly focused on avoiding discrimination against a sensitive attribute (i.e., a protected social group) in supervised machine learning [32], while less attention has been devoted to combinatorial optimization problems such as ranking [2], selection [16], allocation [41], and matching [18, 21].

In this paper, we study how to incorporate group fairness into submodular maximization [35] (SM), one of the most fundamental combinatorial optimization problems. Specifically, a set function is submodular if it satisfies the “diminishing returns” property,

\[ f(S) - f(S') \geq f(T) - f(T') \]

whereby the marginal gain of adding any new item decreases as the set of existing items increases. More formally, a set function \( f : 2^V \rightarrow \mathbb{R}_+ \) defined on a ground set \( V \) of items is submodular if \( f(S) - f(S') \geq f(T) - f(T') \) for any two sets \( S \subseteq T \subseteq V \) and item \( v \in V \setminus T \). This property occurs in numerous data science applications, such as data summarization [3], influence maximization [33], and recommendation [53].

Submodular maximization with a cardinality constraint is the most widely studied optimization problem on submodular functions. For a monotone submodular function \( f \) and a cardinality constraint \( k \in \mathbb{Z}^+ \), it aims to find a size-\( k \) subset \( S \subseteq V \) of items such that \( f(S) \) is maximized. Although this problem is generally NP-hard [19], the classic greedy algorithm [49] yields a best possible \((1 - 1/e)\)-approximation factor.

In many scenarios, the goal of a submodular maximization problem is to find a good solution to serve a large number of users, for each of whom the utility is measured by a monotone submodular function. For such problems, the classic greedy algorithm is effective in maximizing the average utility over all users (called the utility objective) because it is a non-negative linear combination of monotone submodular functions, which is still monotone and submodular [35]. However, when users are composed of different demographic groups, the utilities should be fairly distributed across groups to avoid biased outcomes [34]. A typical choice for the fairness objective is to improve the welfare of the least well-off group, as per Rawls’s theory of justice [54], which advocates arranging social and financial inequalities so that they are to the greatest benefit of the worst-off. The problem of maximizing the minimum utility among all groups coincides with robust submodular maximization [36, 61, 62] (RSM), which is inapproximable within any constant factor in general but admits approximate solutions by violating the cardinality constraints (i.e., providing solutions of sizes larger than \( k \)).

Although the two objectives of utility and fairness, when taken in isolation, can be treated as SM and RSM instances, respectively, optimizing them jointly results to be a much more challenging task, as maximizing one can come at the expense of significantly reducing the other. To our best knowledge, there has been no prior investigation into optimizing both objectives jointly.

To fill this gap, we propose a new problem called Bicriteria Submodular Maximization (BSM) to balance utility and fairness. As is often the case when facing two opposite objectives [23, 52, 66], the BSM problem requires finding a fixed-size solution to maximize the utility function subject to that the value of the fairness function is at least a \( \tau \)-fraction of its optimum for a given factor \( \tau \in [0, 1] \).

Our proposal can find application in many real-world submodular maximization problems, such as:
• Maximum Coverage (MC) is a well-known NP-hard problem with broad applications in summarization and recommendation [55, 56]. Given a collection of sets over the same ground set, it selects a set of k sets such that their union contains as many elements as possible. When the ground set is a set of individuals divided into different population groups, we also need the solution to cover individuals from every group proportionally [1, 5] for equitable representation. By combining both objectives, we formulate a new problem of maximizing the total coverage of all users and the minimum average coverage for all groups simultaneously.

• Influence Maximization (IM) arises naturally in the design of viral marketing campaigns in social networks [33]. The IM problem [33, 38] asks to find a set of k "seed" users in a social network so that, if they are targeted by the campaign, the expected influence spread in the network is maximized. Recent studies [6, 61] introduced group fairness into IM, aimed at balancing the spread of influence among different population groups to reduce information inequality. In such context, BSM corresponds to a new problem of achieving a better trade-off between the influence spread among all users and the influence spread within the least well-off group.

• Facility Location (FL) aims at finding a set of items to maximize the total benefits for all users: it finds application in data clustering and location-based services (LBSs) [3, 39, 59]. In submodular facility location problems, the benefit of an item set to a user is defined as the maximum benefit among all items in the set to the user. As an illustrative example, a set of service points deployed in a district can lead to higher benefits for citizens whose residences are closer to their nearest service points. To achieve group-level fairness, it should ensure that each group of users receives approximately the same benefits on average. As such, BSM finds a set of items that maximizes the benefits for all users and the least well-off group to balance utility and fairness in facility location.

Contributions & Roadmap. We first formally define the bicriteria submodular maximization (BSM) problem: Given two functions \( f, g \) to measure the average utility for all users and the minimum utility among all groups, respectively, and a balance factor \( \tau \in [0, 1] \), it asks for a size-k set \( S \subseteq V \) to maximize \( f(S) \), subject to that \( g(S) \geq \tau \cdot OPT_y \), where \( OPT_y = \max_{S' \subseteq V, |S'|=k} g(S') \). We then prove that BSM cannot be approximated within any constant factor for all \( \tau > 0 \) and \( k \geq 1 \) (Section 5).

Due to the inapproximability of BSM, we focus on designing efficient instance-dependent approximation schemes for BSM. Specifically, we first propose a two-stage greedy algorithm combining the two greedy algorithms for submodular maximization [49] and submodular cover [68], for maximizing \( f \) and \( g \) in turn to obtain a BSM solution (Section 4.1). Then, we devise an improved algorithm with a better approximation ratio at the expense of violating the cardinality constraint by converting a BSM instance into several submodular cover [68] instances and running the Saturate algorithm [36] for submodular cover to find a BSM solution (Section 4.2). We also analyze the approximation factors and computational complexities of both algorithms. Moreover, we formulate specific classes of BSM problems, i.e., maximum coverage and facility location, as integer linear programs (ILPs), thus acquiring their optimal solutions on small instances using any ILP solver (Appendix A). This can help quantify the gap between the optimal and approximate solutions to BSM in practice.

Finally, we conduct extensive experiments to evaluate the proposed algorithms on three submodular maximization problems, namely maximum coverage, influence maximization, and facility location, using real-world and synthetic datasets in comparison to non-trivial baselines, including approximation algorithms for SM [49], RSM [36], and submodular maximization under submodular cover [52] (SMSC). Our experimental results demonstrate that our algorithms offer better trade-offs between the utility and fairness objectives than the competing algorithms and are scalable against large datasets (Section 5).

Our main technical contributions are summarized as follows:

1. The definition of the bicriteria submodular maximization (BSM) problem to balance utility and fairness in submodular maximization.
2. The proof of the inapproximability of BSM.
3. Two instance-dependent approximation algorithms for BSM with theoretical analyses of their approximation factors and complexities as well as problem-specific ILP formulations for BSM.
4. Comprehensive experimental results to verify the effectiveness and efficiency of our proposed BSM framework and algorithms in real-world applications.

2 RELATED WORK

Before presenting our technical results, we first collocate our contribution to the literature by discussing the related work.

Submodular Maximization (SM). Maximizing a monotone submodular function with a cardinality constraint \( k \) is one of the most widely studied problems in combinatorial optimization. A simple greedy algorithm [49] runs in \( O(\text{nk}) \) time and provides the best possible \((1 - 1/e)\)-approximate solution for this problem unless \( P = NP \) [19]. Several optimization techniques, e.g., lazy forward [37] and subsampling [44], were proposed to improve the efficiency of the greedy algorithm. Any of the above algorithms can be used as a subroutine in our algorithmic frameworks for BSM. Furthermore, there have been approximation algorithms for submodular maximization problems with more general constraints beyond cardinality, such as knapsack [57], matroid [9], \( k\)-system [12], and more [43]. In addition, submodular maximization problems were also studied in various settings, including the streaming [3], distributed [46], dynamic [48], and sliding-window [17, 64, 65] models. However, unlike our BSM problem, all the above problems only consider maximizing a single submodular objective function.

Previous work [15, 63] has also introduced fairness into submodular maximization problems. Specifically, they considered that the items to select represent persons and are partitioned into several demographic groups based on sensitive attributes and proposed efficient approximation algorithms to find a set of items for maximizing a submodular function subject to the constraint that the number of items chosen from each group must fall within the pre-defined lower and upper bounds to achieve an equal (or proportional) group representation in the solution. Nevertheless, such a notion of fairness is distinct from ours. In our BSM problem, the items are assumed to be non-sensitive; thus, no specific restriction is imposed on the attributes of items to pick in the solution. We alternatively focus on picking a fixed-size set of items to distribute utilities fairly across sensitive user groups. Due to the differences in data models and fairness notions, the
algorithms in [15, 63] are not comparable to those in this paper and thus ignored in the experimental evaluation.

**Robust Submodular Maximization (RSM).** The problem of robust (or multi-objective) submodular maximization aims to maximize the minimum of \( c > 1 \) submodular functions. The RSM problem is inapproximable within any constant factor in polynomial time unless \( P = \text{NP} \) [36]. The algorithms that provide approximate solutions for RSM by violating the cardinality constraints were proposed in [36, 60]. The multiplicative weight updates (MWU) algorithms for RSM, which achieves constant approximation factors when \( c = \Theta(k \log^2 k) \), were developed in [20, 62]. In this paper, our second algorithm for BSM adopts a similar scheme to that for RSM in [36]. But the analyses are different because an additional objective of maximizing the average utility is considered.

The deletion-robust submodular maximization problem [31, 45], which aims to maintain a "robust" solution when a part of the data may be adversarially deleted, is also identified as RSM in the literature. However, this is a different problem, and the algorithms in [31, 45] do not apply to BSM.

**Submodular Optimization with More Than One Objective.** There exist several other variants of submodular optimization problems to deal with more than one objective. Iyer and Bilmes [27] studied the problem of minimizing the difference between two submodular functions. Approximation algorithms proposed in [30, 51] aim to maximize the difference between a submodular utility function and a modular cost function. Bai et al. [4] considered minimizing the ratio of two submodular functions. Iyer and Bilmes [28] investigated the problem of maximizing a submodular utility function while minimizing a submodular cost function.

The most related problem to BSM is submodular maximization under submodular cover [52] (SMSC), which finds a fixed-size solution to maximize one submodular function under the constraint that the value of the other submodular function is not below a given threshold. A similar problem to SMSC was also defined by Gershtein et al. [23] in the context of influence maximization. BSM differs from SMSC as the minimum of \( c > 1 \) submodular functions is not a submodular function, and thus the theoretical results for SMSC [23, 52] do not hold for BSM. Nonetheless, SMSC can be treated as a special case of BSM when \( c = 2 \), i.e., there are only two groups of users. Thus, our experiments empirically compare SMSC with BSM in the case of \( c = 2 \). The simultaneous optimization of the average and robust submodular objectives was also considered by Wei et al. [66]. This work is different from BSM in two aspects: (1) the objective function is a linear combination of average and robust objective functions, to which an approximate solution might be unbounded for each of them; (2) the algorithms are specific for submodular data partitioning and not directly applicable for submodular maximization.

**Balancing Utility and Fairness in ML and Optimization.** The problem of balancing utility and fairness has also been widely considered for many machine learning and optimization problems other than submodular optimization. In supervised learning, the utility is typically measured by the difference in accuracy [14, 42] or distribution of model output [16] before and after fairness intervention, and the fairness is defined by demographic parity [14] or equal opportunity [25] for different groups. The overall goal is thus to improve the fairness metrics at little utility expense. In unsupervised learning, e.g., center-based clustering [24, 40], and optimization, e.g., allocation [41] and matching [18], similar to BSM, the utility is the same as for the original (fairness-unaware) problem, and the fairness is measured by the utilities for different protected groups. Various schemes have also been proposed to balance both objectives in those problems. However, although the above works are similar to our work in formulation, their algorithmic techniques do not apply to BSM, and vice versa, since none of them is submodular.

### 3 PROBLEM STATEMENT

In this section, we first introduce the basic notions, then give the formal definition of Bicriteria Submodular Maximization (BSM), and finally analyze the theoretical hardness of BSM.

For a positive integer \( n \), we use \([n]\) to denote the set of integers \( \{1, \ldots, n\} \). Let \( V \) be a set of \( n \) items indexed by \([n]\) and \( U \) be a set of \( m \) users indexed by \([m]\). For each user \( u \in [m] \), we define a non-negative set function \( f_u : 2^V \rightarrow \mathbb{R}_{\geq 0} \) to measure the utility of any subset \( S \subseteq V \) of items for user \( u \). We assume that \( f_u(\emptyset) = 0 \), monotone, i.e., \( f_u(S) \leq f_u(T) \) for any \( S \subseteq T \subseteq V \), and submodular, i.e., \( f_u(S \cup \{v\}) - f_u(S) \geq f_u(T \cup \{v\}) - f_u(T) \) for any \( S \subseteq T \subseteq V \) and \( v \in V \setminus T \). We define the following function to measure the utility of a set \( S \) for each user in \( U \) on average:

\[
\bar{f}(S) = \frac{1}{m} \sum_{u \in [m]} f_u(S)
\]  

Following existing submodular maximization literature [3, 49], we assume that the value of \( f_u(S) \) is given by an oracle in \( O(1) \) time. Hence, the time complexity of computing \( f(S) \) is \( O(m) \).

We consider the case in which the set \( U \) of users is partitioned into \( c \) (disjoint) demographic groups according to a certain sensitive attribute, e.g., gender or race, and \( U_i \subseteq U \) is the set of users from the \( i \)-th group for \( i \in [c] \). We want to distribute the utilities across groups fairly to achieve group-level fairness. Specifically, the average utility function of the \( i \)-th group is \( f_i(S) = \frac{1}{|U_i|} \sum_{u \in U_i} f_u(S) \), where \( m_i = |U_i| \). Then, the widely adopted maximin fairness [20–22, 61], which improves the conditions for the least-well-off group by maximizing the minimum average utility for any of the \( i \) groups, is used as the notion of fairness. This leads to the following function for measuring how fairly the utilities are distributed among groups:

\[
g(S) = \min_{i \in [c]} \bar{f}_i(S) = \min_{i \in [c]} \frac{1}{m_i} \sum_{u \in U_i} f_u(S)
\]  

Towards the balance between utility and fairness, we should consider optimizing both objective functions jointly: on the one hand, we should maximize \( \bar{f} \) for the effectiveness of the solution; on the other hand, we should maximize \( g \) for the group-level fairness. To achieve both goals, we generalize a common framework for bicriteria optimization [23, 52]. Specifically, the first objective, i.e., maximizing \( \bar{f} \), is considered the primary objective of the new problem. Meanwhile, the second objective, i.e., maximizing \( g \), is modeled as the constraint of the new problem, where a factor \( \tau \in [0, 1] \) is used to restrict that the function value of \( g \) must be at least \( \tau \)-fraction of its optimum to seek the balance between both objectives. We define the Bicriteria Submodular Maximization (BSM) problem as follows.

**Problem 1.** [Bicriteria Submodular Maximization] Given an item set \( V \), a user set \( U \) partitioned into \( c \) groups \( U_1, \ldots, U_c \) with \( \bigcup_{i=1}^{c} U_i = U \) and \( U_i \cap U_j = \emptyset \) for any \( i, j \in [c] \) (\( i \neq j \)), two submodular functions \( f \) and \( g \) in Eqs. 1 and 2, the cardinality constraint \( k \in \mathbb{Z}^+ \), and the balance factor \( \tau \in [0, 1] \), return a set \( S^* \subseteq V \) such that
Figure 1: Running example for BSM based on an instance of maximum coverage.

\[ |S'| = k, f(S') \text{ is maximized, and } g(S') \geq \sigma - \cdot OPT_g, \text{ where } OPT_g = \max_{S \subseteq V, |S'| = k} g(S'). \text{ Formally,} \]

\[
\begin{align*}
\max_{S \subseteq V, |S'| = k} & \quad f(S) \\
\text{subject to} & \quad g(S) \geq \sigma - \cdot OPT_g
\end{align*}
\]

Here, \( S' \) is called an \( \alpha^* \)-approximate solution if \( f(S') = \alpha^* \cdot OPT_f \) where \( OPT_f = \max_{S \subseteq V, |S'| = k} f(S) \). Accordingly, \( \alpha^* \) is called the best achievable factor for the BSM instance.

Example 3.1. Let us consider the BSM instance for maximum coverage in Figure 1. It consists of four items \( V = \{v_1, \ldots, v_4\} \) and a ground set \( U \) of twelve users divided into two groups \( U_1 = \{u_{11}, \ldots, u_{19}\} \) and \( U_2 = \{u_{21}, u_{22}, u_{23}\} \). The sets of users covered by \( v_1, v_2, v_3, \) and \( v_4 \) are \( S(v_1) = \{u_{11}, \ldots, u_{15}\}, S(v_2) = \{u_{16}, \ldots, u_{17}\}, S(v_3) = \{u_{16}, u_{19}, u_{21}\}, \) and \( S(v_4) = \{u_{22}, u_{23}\} \).

The maximum coverage problem with a cardinality constraint \( k = 2 \) aims to select two items to cover the most number of users. Intuitively, it returns \( S_{14} = \{v_1, v_4\} \) since \( f(S_{14}) = \frac{1}{2} \cdot |S(v_1) \cup S(v_4)| = 0.75 \) is the largest among all combinations of size-2 sets in \( V \). The robust maximum coverage problem with the same constraint \( k = 2 \) aims to maximize the minimum of average coverage between \( U_1 \) and \( U_2 \). It alternatively returns \( S_{14} = \{v_1, v_4\} \) with \( OPT_f = g(S_{14}) = \min_{i \in \{1,2\}} f_i(S_{14}) = \min \left( \frac{1}{2}, \frac{3}{2} \right) = 0.556 \). A BSM instance with balance factor \( \tau \in [0,1] \) finds a solution \( S \) that maximizes \( f(S) \) while ensuring that \( g(S) \geq \sigma - \cdot OPT_g \). When \( \tau = 0 \) (i.e., no constraint on \( g \)), the same solution \( S_{12} \) as the vanilla maximum coverage problem is returned for BSM; when \( 0 < \tau \leq 0.6 \), \( S_{13} = \{v_1, v_3\} \) is returned for BSM since \( g(S_{13}) = \frac{1}{2} \cdot \sigma - \cdot OPT_g \) and \( f(S_{13}) = 8 \) is the maximum among all size-2 sets satisfying the constraint on \( g \); when \( 0.6 < \tau \leq 1 \), the solution for BSM becomes \( S_{14} \) since it is the size-2 set that has the largest coverage on \( U \) and can satisfy the constraint on \( g \).

We next analyze the hardness of BSM. First, when \( \tau = 0 \), BSM is equivalent to maximizing \( f \) subject to a cardinality constraint \( k \), which is NP-hard and cannot be approximated within a factor better than \( 1 - 1/e \) (i.e., \( \alpha^* \leq 1 - 1/e \)) unless \( P = NP \) [19]. Furthermore, when \( \tau = 1 \), we can compute the optimum \( OPT_f \) for maximizing \( g \) with a cardinality constraint \( k \) to ensure the satisfaction of the constraint. This is an instance of robust submodular maximization, which is generally NP-hard to approximate within any constant factor [36]. Due to the intractability of computing \( OPT_f \) and \( OPT_g \), we consider a bicriteria approximation scheme for BSM. Specifically, a set \( S \) is called an \( (\alpha, \beta) \)-approximate solution to a BSM instance for some factors \( \alpha, \beta \in (0,1) \) if \( f(S) \geq \alpha \cdot OPT_f \) and \( g(S) \geq \beta \cdot OPT_g \). Finally, we will show by the following lemma that the objectives of maximizing \( f \) and \( g \) might contradict each other. A BSM instance with any \( \tau > 0 \) and \( k \geq 1 \) can be inapproximable within any constant factors \( \alpha, \beta > 0 \) even when \( OPT_f \) and \( OPT_g \) are known.

Lemma 3.2. For any \( \tau > 0 \) and \( k \geq 1 \), there exists a BSM instance without any \( (\alpha, \beta) \)-approximate solution for constants \( \alpha, \beta > 0 \).
Algorithm 1 BSM-TSGreedy

Input: Two functions $f, g : 2^V \rightarrow \mathbb{R}_{\geq 0}$, balance factor $\tau \in (0, 1)$, solution size $k \in \mathbb{Z}^+$

Output: Solution $S'$ with $|S'| = k$ for BSM
1. Run Greedy [49] on $f$ to compute $S_f$ and $OPT_f$
2. Run Saturate [36] on $g$ to compute $S_g$ and $OPT_g$
3. Initialize $S' \leftarrow \emptyset$
4. Define $g'_f(S) = \frac{1}{2} \sum_{i \in S} \min \left\{ 1, \frac{f(S \setminus \{i\})}{\tau \cdot OPT_f} \right\}$
5. while $g'_f(S) < 1$ and $|S'| < k$
6. $\nu \leftarrow \arg \max_i g'_f(S' \cup \{i\}) - g'_f(S')$
7. $S' \leftarrow S' \cup \{\nu\}$
8. if $|S'| = k$ and $g'_f(S') < 1$ then
9. $S' \leftarrow S_g$
10. else if $|S'| < k$ then
11. for $l \leftarrow 1, \ldots, k$ do
12. Let $S_f$ be the $l$-th item added to $S_f$ by Greedy
13. $S' \leftarrow S' \cup \{S_f\}$
14. if $|S'| = k$ then
15. break
16. return $S'$

4 ALGORITHMS

In this section, we propose our algorithms for BSM. Our first algorithm is a two-stage greedy algorithm that combines the two greedy algorithms for submodular maximization [49] and submodular cover [68] (Section 4.1). Our second algorithm converts BSM into the submodular cover [68] problem and adapts the Saturate algorithm [36] to obtain a solution to BSM (Section 4.2). We also analyze the approximation factors and complexities of both algorithms.

4.1 The Two-Stage Greedy Algorithm for BSM

By definition, BSM can be divided into two sub-problems, i.e., computing a solution $S$ that (1) maximizes $f(S)$ and (2) satisfies the constraint $g(S) \geq \tau \cdot OPT_g$. Therefore, an intuitive scheme to solve BSM is first to find a solution for each sub-problem independently and then to combine both solutions as the BSM solution. The above scheme is feasible in practice because the prior and latter problems are instances of submodular maximization and submodular cover, respectively, on which Greedy algorithms [49, 68] can provide approximate solutions, despite of their NP-hardness [19]. Accordingly, we propose a two-stage greedy algorithm called BSM-TSGreedy, which first runs the greedy submodular cover algorithm [68] to obtain an initial solution based on the constraint on $g$ and then uses the greedy submodular maximization algorithm [49] to add items to the initial solution for maximizing $f$. In this way, the final solution after two stages can not only approximately satisfy the constraint on $g$ due to the items in the first stage but also maximizes $f$ with an approximation factor depending on the number of items added in the second stage, thus achieving an instance-dependent bicriteria approximation as described in Section 3.

In particular, the procedure of BSM-TSGreedy is presented in Algorithm 1. First of all, it calls Greedy [49] for SM and Saturate [36] for BSM separately to obtain the approximations $OPT_f$ and $OPT_g$, respectively. Then, in the first stage, a function $g'_f(S) = \frac{1}{2} \sum_{i \in S} \min \left\{ 1, \frac{f(S \setminus \{i\})}{\tau \cdot OPT_f} \right\}$ is defined based on $f$ and $OPT_f$. It holds that $g'_f$ is monotone and submodular because (1) $T(t, S) := \min(t, f(S))$ is monotone and submodular for any constant $t \geq 0$ and monotone submodular function $f$ [35] and (2) any nonnegative linear combination of monotone submodular functions is still monotone and submodular [35]. Starting from $S' = \emptyset$, the item to maximize $g'_f$ is greedily added to $S'$ until $g'_f(S') = 1$, i.e., $g(S') \geq \tau \cdot OPT_g$ and the constraint on $g$ is (approximately) satisfied, or $|S'| = k$. After that, if $g'_f(S') < 1$, the partial solution $S'$ will be replaced with $S_g$. The purpose of this step is to guarantee that a size-$k$ solution satisfying $g'_f(S') = 1$ is provided, as $g'_f(S_g) = 1$ always holds from the definition of $g'_f$, in the case that the Greedy algorithm fails to find a size-$k$ solution $S'$ with $g(S') \geq \tau \cdot OPT_g$. Then, it executes the second stage by further adding the items in the greedy solution $S_f$ for maximizing $f$ to $S'$ until $|S'| = k$ to increase the value of $f(S')$ as largely as possible. Finally, the solution $S'$ after two stages is returned for BSM.

Example 4.1. We consider how BSM-TSGreedy works on the BSM instance with $k = 2$ in Figure 1. As shown in Example 3.1, it first runs Greedy and Saturate to compute $S_f = \{v_1, v_2\}$ with $OPT_f = 0.75$ and $S_g = \{v_1, v_4\}$ with $OPT_g = 5/9 = 0.556$. Accordingly, $g'_f(S) = \frac{1}{2} \left( \min \{1, \frac{f(S_1)}{\tau \cdot OPT_f} \} + \min \{1, \frac{f(S_2)}{\tau \cdot OPT_f} \} \right)$. When $\tau = 0.2$, it adds $v_3$ to $S_f$ in the first stage since $g'_f(S_3) = 1$, then includes $v_1$ into $S_f$ in the second stage because $v_1$ is the first item in $S_f$, and finally returns $S' = \{v_1, v_3\}$ for BSM. When $\tau = 0.5$, it also first adds $v_3$ to $S_f$ since $g'_f(S_3) = 0.9$ is the largest among all four items. Then, either $v_1$ or $v_2$ can be added to $S'$ because $g'_f(S_1) = g'_f(S_2) = 1$. Assuming that $v_2$ is added, it will return $S' = \{v_2, v_3\}$ after the first stage, which is inferior to $S_3$ since $f(S') = 5 < f(S_3) = 8$, though they both satisfy the constraint on $g$. When $\tau = 0.8$, it still adds $v_3$ to $S_f$ with $g'_f(S_3) = 0.625$. Then, $g'_f(S') < 1$ and $|S'| = 2$ after any remaining item is added to $S'$. Thus, it returns $S' = S_g = \{v_1, v_4\}$ according to Line 8 of Algorithm 1.

Subsequently, we analyze the approximation factor and time complexity of BSM-TSGreedy in the following theorem.

Theorem 4.2. Algorithm 1 returns a $(1 - \exp(-\frac{k}{m}), 1 - \epsilon_g)$-approximate solution $S'$ with $|S'| = k$ for an instance of BSM in $O(nm \log(cm))$ time, where $k'$ is the number of iterations in the second stage, $\epsilon_g \leq 1 - \frac{1}{m} - \frac{OPT_g}{OPT_g + \tau \cdot OPT_f}$ and $OPT_g$ is the optimum of maximizing $g$ with a cardinality constraint $O(k \log^{-1}(cm))$.

Proof. First of all, Algorithm 1 either finds a solution $S'$ such that $g'_f(S') = 1$ and $g(S') \geq \tau \cdot OPT_g$ after the first stage, or replaces $S'_f$ with $S'_g$, which always satisfies $g(S'_g) = OPT_g \geq \tau \cdot OPT_g$. According to the analysis for Saturate in [50, Thm. 8], we have $OPT_g \leq \left( \left( 1 - \theta \right) \cdot OPT_g \right)$, where $OPT_g$ is the optimum of maximizing $g$ with a cardinality constraint $O(k \log^{-1}(cm))$. Setting $\theta = \frac{1}{m}$, we obtain that $\epsilon_g \leq 1 - \frac{1}{m} - \frac{OPT_g}{OPT_g + \tau \cdot OPT_f}$ and the approximation factor holds for a cardinality constraint $O((k \log^{-1}(cm))$. In the second stage, since the first $k'$ items of $S_f$ are added to $S'$, by applying the approximation analysis in [49] for $k'$ instead of $k$, it holds that $f(S') \geq (1 - \exp(-\frac{k'}{m})) \cdot OPT_f$. Therefore, $S'$ is a $(1 - \exp(-\frac{k'}{m}), 1 - \epsilon_g)$-approximate solution of size $k$ for BSM.

Moreover, Greedy and Saturate run in $O(nmk)$ and $O(nmk \log(cm))$ time, respectively. The time complexity of Greedy for maximizing $g$ is $O(nmk)$ since it always terminates after $k'$ iterations no matter whether $g'_f(S') = 1$. Then, adding the first $k'$ items of $S_f$ to $S'$ takes $O(k)$ time. Thus, the time complexity of Algorithm 1 is $O(nmk \log(cm))$. □
4.2 The Saturate Algorithm for BSM

The BSM-TSGreedy algorithm has two limitations. First, its approximation factor might be arbitrarily bad (e.g., dropping to 0 when \( k′ = 0 \)). Also, how close its approximation factor is to the best achievable factor \( \alpha^* \) is unavailable. Second, as will be shown in Section 5, it suffers from significant losses in solution quality when the number of items added to \( S' \) in the first stage for ensuring \( g_\ell(S') = 1 \) is equal or close to \( k \). To achieve better performance for BSM, we alternatively consider applying a Lagrangian-like formulation similar to that for SMSC [52], which combines the maximization of \( f \) and the satisfaction of the constraint on \( g \) into a single problem, to convert BSM into submodular cover [68] instances. Then, we run the Saturate algorithm [36] for submodular cover to provide a BSM solution that not only achieves a bicriteria approximation guarantee theoretically but also strikes a good balance between \( f \) and \( g \) empirically.

Next, we present the detailed conversion procedure from BSM to submodular cover. Let us first consider the decision version of BSM defined as follows.

**Definition 4.3 (BSM Decision).** For any approximation factor \( \alpha \in (0,1) \), determine if a set \( S \subseteq V \) with \( |S| = k \) such that \( f(S) \geq \alpha \cdot OPT_f \) and \( g(S) \geq \tau \cdot OPT_g \) exists.

If the answer to the BSM Decision problem in Definition 4.3 is yes, then there must exist an \( \alpha \)-approximate solution to the BSM instance and vice versa. Assuming that \( OPT_f \) and \( OPT_g \) are known, the BSM decision problem for a given \( \alpha \in (0,1) \) can be divided into two sub-problems: (i) there is a size-\( k \) set \( S \subseteq V \) such that \( f_a(S) := \frac{f(S)}{\alpha \cdot OPT_f} \geq 1 \) and (ii) there is a size-\( k \) set \( S \subseteq V \) such that \( g_a(S) := \frac{g(S)}{\tau \cdot OPT_g} \geq 1 \). The BSM decision problem is thus transformed to decide whether the objective value of the following problem equals 2:

\[
\max_{S \subseteq V, |S| = k} \min \left\{ 1, f_a(S) \right\} + \min \left\{ 1, g_a(S) \right\}.
\]

Then, the problem of Eq. 3 is reduced to submodular maximization according to the truncation method as used in [36]:

\[
\max_{S \subseteq V, |S| = k} F_a(S) := \min \left\{ 1, \frac{f(S)}{OPT_f} \right\} + \min \left\{ 1, \frac{g(S)}{OPT_g} \right\}.
\]

Intuitively, \( F_a \) in Eq. 4 is monotone and submodular because it is a nonnegative combination of monotone submodular functions. Since computing the optimums \( OPT_f \) and \( OPT_g \) is NP-hard, we further consider replacing them with approximate values \( OPT'_f \) and \( OPT'_g \), i.e., \( OPT'_f \in (1-\epsilon_f) \cdot OPT_f \) and \( OPT'_g \in (1-\epsilon_g) \cdot OPT_g \), where \( \epsilon_f \) and \( \epsilon_g \) are the relative errors for approximating \( OPT_f \) and \( OPT_g \), respectively. The following lemma indicates that the BSM decision problem will still be answered with a theoretical guarantee by solving the approximate version of the problem in Eq. 4.

**Lemma 4.4.** Let \( F'_a(S) := \min \left\{ 1, \frac{f(S)}{OPT'_f} \right\} + \frac{1}{\epsilon_f} \sum_{i \in [c]} \min \left\{ 1, \frac{f_i(S)}{OPT'_g} \right\} \). On the one hand, any set \( S \) with \( F'_a(S) \geq 2(1 - \xi) \) is an \((\alpha, \beta)\)-approximate solution to BSM, where \( \alpha = (1-2\epsilon_f)\alpha \) and \( \beta = 1 - 2\epsilon_f \). On the other hand, there is not any \( \alpha \)-approximate solution to BSM if \( F'_a(S) < 2 \) for any size-\( k \) set \( S \).

**Proof.** On the one hand, if \( F'_a(S) \geq 2(1 - \xi) \), then it will hold that \( \frac{f(S)}{OPT'_f} \geq 1 - \frac{\alpha}{\epsilon_f} \) and \( \frac{1}{\epsilon_f} \sum_{i \in [c]} \frac{f_i(S)}{OPT'_g} \geq 1 - \frac{\beta}{\epsilon_g} \). According to the prior inequality, we have

\[
f(S) \geq \alpha \cdot OPT'_f
\]

\[
\geq \alpha(1 - 2\epsilon_f) \cdot OPT_f
\]

\[
> (1 - 2\epsilon_f) \alpha \cdot OPT_f
\]

According to the latter inequality, for each \( i \in [c] \),

\[
f_i(S) \geq \frac{f(S)}{OPT'_g} \geq \frac{1}{\epsilon_g} \cdot \frac{OPT_f}{OPT_g}
\]

Thus, \( g(S) = \min_{i \in [c]} f_i(S) \geq (1 - 2\epsilon_f) \tau \cdot OPT_g \). We prove that \( \hat{S} \) is an \((\tilde{\alpha}, \tilde{\beta})\)-approximate solution to BSM, where \( \tilde{\alpha} = (1-2\epsilon_f)\alpha \) and \( \tilde{\beta} = 1 - 2\epsilon_f \). On the other hand, if \( F'_a(S) < 2 \) for any size-\( k \) set \( S \subseteq V \), then either \( F'_a(S) < \alpha \cdot OPT'_f \) or there exists some \( i \in [c] \) such that \( f_i(S) < \tau \cdot OPT'_g \) and thus \( g(S) < \tau \cdot OPT'_g \). In either case, it must hold that \( f(S) < \alpha \cdot OPT'_f \) or \( g(S) < \tau \cdot OPT'_g \). Therefore, \( S \) must not be an \( \alpha \)-approximate solution to BSM.

Based on Lemma 4.4, we complete the conversion by connecting a BSM decision problem with a submodular cover problem on \( F'_a(S) \). Accordingly, we propose BSM-Saturate in Algorithm 2 by solving submodular cover instances on \( F'_a(S) \), with different \( \alpha \)’s to find an appropriate \( \alpha \) value and thus provide a good BSM solution. First, it also utilizes Greedy [49] for SM and Saturate [36] for BSM to compute the approximate values \( OPT'_f \) and \( OPT'_g \), respectively. Next, it performs a bisection search on \( \alpha \) within \([0,1]\). For each value of \( \alpha \), it runs Greedy [49] to maximize the submodular function \( F'_a(S) \) defined in Lemma 4.4 with size constraint \( k \ln \xi \). If the function value \( F'_a(S) \) of the greedy solution \( S \) reaches \( 2(1 - \xi) \), it will set \( S \) as the current solution \( \hat{S} \) and search on the upper half to find a better solution. Otherwise, the search will be performed on the lower half to find a feasible solution. Finally, it terminates the bisection search when the ratio between the upper and lower bounds of \( \alpha \) is within \( 1 - \epsilon \) and returns the solution \( \hat{S} \) obtained for the lower bound of \( \alpha \) at the last iteration for BSM.

Subsequently, we analyze the approximation factor and time complexity of BSM-Saturate in the following theorem.

**Algorithm 2 BSM-Saturate**

**Input:** Two functions \( f, g : 2^V \rightarrow \mathbb{R} \), \( k \), \( \tau \in (0,1) \), solution size \( k \in 2^\epsilon \), parameter \( \epsilon \in (0,1) \)

**Output:** Solution \( S \) with \(|S| \leq k \ln \xi \) for BSM

1. Run Greedy [49] on \( f \) to compute \( OPT'_f \)
2. Run Saturate [36] on \( g \) to compute \( OPT'_g \)
3. \( \alpha_{max} \leftarrow 1 \) and \( \alpha_{min} \leftarrow 0 \)
4. While \((1 - \epsilon)\alpha_{max} > 2 \alpha_{min} \)
5. Set \( \alpha \leftarrow (\alpha_{max} + \alpha_{min})/2 \)
6. Define \( F'_a(S) = \min \left\{ 1, \frac{f(S)}{OPT'_f} \right\} + \frac{1}{\epsilon_f} \sum_{i \in [c]} \min \left\{ 1, \frac{f_i(S)}{OPT'_g} \right\} \)
7. Initialize \( S \leftarrow \emptyset \)
8. For \( i = 1, \ldots, k \ln \xi \)
9. \( a' \leftarrow \arg \max_{c \in V} F'_a(S \cup \{c\}) - F'_a(S) \)
10. \( S \leftarrow S \cup \{a'\} \)
11. If \( F'_a(S) \geq 2(1 - \xi) \)
12. \( \alpha_{max} \leftarrow \alpha \)
13. else
14. \( \alpha_{max} \leftarrow \alpha \)
15. return \( S \)
Theorem 4.5. Algorithm 2 returns a \((1−3\epsilon−\epsilon_f)\alpha^*,1−2\epsilon−\epsilon_g\)-approximate solution \(S\) with \(|S|\leq k\ln 2\) for an instance of BSM in \(O(nmk\log^3\left(\frac{k}{\epsilon}\right))\) time, where \(\alpha^*\) is the best possible approximation factor of the BSM instance, \(\epsilon_f \leq \frac{1}{2}\), \(\epsilon_g \leq 1 - \frac{1}{m} - \frac{\epsilon}{\epsilon}\), and \(\overline{OPT}_g\) is the optimum of maximizing \(g\) with a cardinality constraint \(O(k\log^3(k))\).

Proof. First, since the approximation factor of Greedy [49] for SM is \(1−1/e\), we have \(OPT_F' \in \{(1−1/e)\cdot OPT_F, OPT_F\}\) and thus \(\epsilon_f \leq \frac{1}{2}\). Second, according to the analysis of Saturate in [50], we have \(OPT'_F \in \{(1−1/m)\cdot OPT_F, OPT_F\}\) where \(OPT_F\) is the optimum of maximizing \(g\) with a cardinality constraint \(O(k\log^3(k))\). And thus, \(\epsilon_g \leq 1 - \frac{1}{m} - \frac{\epsilon}{\epsilon}\). For the lower bound \(\alpha_{\min}\) of \(\alpha\) when the bisection search in Algorithm 2 is terminated, as it holds that \(F'_{t_{\alpha}}(S) \geq 2(1−\frac{1}{2^t})\), we have \(S = (1−2\epsilon−\epsilon_g)\alpha_{\min}\), where \(\alpha_{\min}\) is the greedy solution of size \(k\ln 2\) for maximizing \(F'_{t_{\alpha}}\). By generalizing the analysis of Greedy in [49], for any monotone submodular function \(F\), the greedy solution \(S_t\) after \(t\) iterations satisfies that \(F(S_t) \geq (1−\exp(-\frac{1}{2}))\cdot OPT_F\), where \(OPT_F\) is the optimum of maximizing \(F\) with a size constraint \(k\). Taking the above inequality into \(F'_{t_{\alpha}}\) and \(S_{t_{\alpha}}\), we have

\[
F'_{t_{\alpha}}(S_{t_{\alpha}}) \geq (1−\exp(-\frac{k\ln 2}{k})) \cdot OPT_F \geq (1−\frac{1}{e}) \cdot OPT_F.
\]

Therefore, we have \(OPT_F < 2\), i.e., \(F'_{t_{\alpha}}(S) < 2\) for any size-\(k\) set \(S \subseteq V\). Then, we can safely say that there is no \(\alpha_{\max}\)-approximate solution to the BSM instance and \(\alpha^* \leq \alpha_{\min}\). Considering all the above results, we prove that \(S\) returned by Algorithm 2 is an \((1−3\epsilon−\epsilon_f)\alpha^*,1−2\epsilon−\epsilon_g\)-approximate solution of size \(k\ln 2\) to any BSM instance.

In terms of complexity, Greedy and Saturate take \(O(nmk)\) and \(O(nmk\log(cm))\) time, respectively. Moreover, the bisection search achieves \(O(\log^3\left(\frac{k}{\epsilon}\right))\) different \(\alpha^*'s\) before termination. For each value of \(\alpha\), it takes \(O(nmk\log 2\epsilon)\) time to compute a solution \(S\). Therefore, the time complexity of Algorithm 2 is \(O(nmk\log^3\left(\frac{k}{\epsilon}\right))\).

Theorem 4.5 indicates that BSM-Saturate improves upon BSM-TSGreedy with better theoretical guarantees: its approximation factor is close to the best achievable \(\alpha^*\) when the error terms are ignored. However, such an improvement comes at the expense of providing solutions of sizes greater than \(k\). In practice, to ensure that the solution size is at most \(k\), we substitute \(\frac{k}{\epsilon}\) in Line 8 of Algorithm 2 with \(k\), while keeping the remaining steps unchanged.

Example 4.6. We consider running BSM-Saturate on the BSM instance with \(k = 2\) in Figure 1. Here, we set \(\epsilon = 0.1\) and replace \(k\ln 2\) in Line 8 with \(k\) to ensure that the size of \(S\) is 2. As shown in Example 3.1, it first runs Greedy and Saturate to compute \(S_F = \{$v_1$, v_2$\} with \(OPT_F = 0.75\) and \(S_F = \{$v_1$, v_4$\} with \(OPT'_F = 0.556\). For a given \(\tau \in [0,1]\), it maximizes \(F'_{t_{\alpha}}\) in Lemma 4.4 for different \(\alpha\)'s using the greedy algorithm until \(\alpha_{\max} > \alpha_{\min} > 0.9\) and returns the solution w.r.t. \(\alpha_{\min}\) for BSM. When \(\tau = 0.2\) and 0.5, it attempts to maximize \(F'_{t_{\alpha}}\) for \(\alpha = 0.5, 0.75, 0.875\), and 0.9375 one by one. For each \(\alpha\) value, it adds \(v_3\) and \(v_4\) into \(S\) and gets \(F'_{t_{\alpha}}(\{$v_1$, v_3$\}) > 1.9\). Thus, it terminates with \(\alpha_{\min} = 0.9375\), \(\alpha_{\max} = 1\), and \(F'_{t_{\alpha}}(\{$v_1$, v_3$\}) \approx 0.95 + 1 > 1.9, and returns \(S = \{$v_1$, v_3$\}\) for BSM. When \(\tau = 0.8\), it also attempts to maximize \(F'_{t_{\alpha}}\) for \(\alpha = 0.5, 0.75, 0.875\). However, it obtains \(F'_{t_{\alpha}}(\{$v_1$, v_3$\}) \approx 1.875 < 1.9\) for \(\alpha = 0.875\). Next, it sets \(\alpha = 0.8125\) and gets \(F'_{t_{\alpha}}(\{$v_1$, v_4$\}) \approx 0.96 + 1 > 1.9\). Thus, it finishes with \(\alpha_{\min} = 0.8125\), \(\alpha_{\max} = 0.875\), and returns \(S = \{$v_1$, v_4$\}\) for BSM.

5 EXPERIMENTAL EVALUATION

In this section, we evaluate our optimization framework, i.e., BSM, and algorithms, i.e., BSM-TSGreedy and BSM-Saturate, by extensive experiments on three problems, namely maximum coverage, influence maximization, and facility location, using real-world and synthetic datasets. The goal of the experiments is to answer the following questions:

Q1: How does the factor \(\tau\) affect the balance between the values of two objective functions \(f\) and \(g\)?

Q2: How far are the solutions produced by the proposed approximation algorithms from optimal in practice?

Q3: How effective and efficient are the proposed algorithms?

Q4: Are the proposed algorithms scalable to large data?

Algorithms and Baselines. The following algorithms and baselines are compared in the experiments.

- Greedy [49]: The classic \((1−1/e)\)-approximation greedy algorithm for SM, which is also used as a subroutine to maximize \(f\) in our algorithms.
- Saturate [36]: The bicriteria approximation algorithm for BSM, which is also used as a subroutine to maximize \(g\) in our algorithms.
- SMSC [52]: The \((0.16, 0.16)\)-approximation algorithm for submodular maximization under submodular cover, which can be used for BSM only when \(c = 2\) by maximizing two submodular functions \(f_1\) and \(f_2\) simultaneously.
- BSM-Optimal: The exponential-time exact algorithm for BSM. Since the maximum coverage and facility location problems can be formulated as integer linear programs (ILPs) [67], we find the optimal solutions of small BSM instances using an ILP solver (see Appendix A). We aim to measure the gap between the optimal and approximate solutions to BSM.
- BSM-TSGreedy: Our first instance-dependent bicriteria approximation algorithm for BSM (Algorithm 1).
- BSM-Saturate: Our second instance-dependent bicriteria approximation algorithm for BSM (Algorithm 2), which is adapted to provide solutions of size at most \(k\) for a fair comparison. In preliminary experiments, we observe that the value of \(\epsilon\) hardly affects the performance of BSM-Saturate unless \(\epsilon \geq 0.5\) (see Appendix B). To guarantee the good performance of BSM-Saturate in all cases, we set \(\epsilon = 0.05\) throughout the experiments in this section.

We implemented all the above algorithms in Python 3. We used the lazy-forward strategy [37] to accelerate all algorithms except BSM-Optimal (for which the lazy-forward strategy is not applicable). The Gurobi optimizer\(^1\) was applied to solve ILPs in BSM-Optimal. All experiments were run on a server with an Intel Xeon E5-2650v4 2.2GHz processor and 96GB memory running Ubuntu 18.04 LTS. Our code and data are published on https://github.com/yhwang1990/code-bsm-release.

\(^1\)https://www.gurobi.com/products/gurobi-optimizer/
Table 1: Statistics of datasets in the MC and IM experiments.

| Dataset          | n (and m) | | Percentage of users from each group |
|------------------|-----------|---|-----------------------------------|
| RAND (c = 2)    | 500 or 100 | 8,946 or 360 | [‘U1’: 20%, ‘U2’: 80%] |
| RAND (c = 4)    | 500 or 100 | 6,655 or 257 | [‘U1’: 8%, ‘U2’: 12%, ‘U3’: 20%, ‘U4’: 60%] |
| Facebook (Age, c = 2) | 1,216 | 42,443 | [‘< 20’: 8%, ‘≥ 20’: 92%] |
| Facebook (Age, c = 4) | 1,216 | 42,443 | [‘19’: 8%, ‘20’: 28%, ‘21’: 31%, ‘22’: 33%] |
| DBLP (Continent, c = 5) | 3,980 | 6,966 | [‘Asia’: 21%, ‘Europe’: 23%, ‘North America’: 52%, ‘Oceania’: 3%, ‘South America’: 1%] |
| Pokec (Gender, c = 2) | 1,632,803 | 30,622,564 | [‘Female’: 51%, ‘Male’: 49%] |
| Pokec (Age, c = 6) | 1,632,803 | 30,622,564 | [‘0–20’: 17%, ‘21–30’: 45%, ‘31–40’: 29%, ‘41–50’: 6%, ‘51–60’: 2%, ‘60+’: 1%] |

Figure 3: Results of different algorithms for maximum coverage by varying the factor τ on two random graphs and DBLP. The green straight lines in the plots for \( g(S) \) denote \( τ \cdot OPTg \) (solid) and \( τ \cdot OPTg′ \) (dashed), where \( OPTg \) and \( OPTg′ \) are computed by ILP and SATURATE, to show whether the constraints \( g(S) \geq τ \cdot OPTg \) and \( g(S) \geq τ \cdot OPTg′ \) are satisfied.

5.1 Maximum Coverage

Setup. We first apply the BSM framework to the maximum coverage (MC) problem to maximize the overall coverage while ensuring group-level fairness. Specifically, for a set \( U \) of \( m \) users and a collection \( V \) of \( n \) sets defined on \( U \), we suppose that the utility \( f_u(S) \) of a set \( S \subseteq V \) to user \( u \) is equal to 1 if \( u \) is contained by the union of the sets in \( S \) and 0 otherwise. Given the definition of \( f_u \), the function \( f(S) \) in Eq. 1 captures the average coverage of \( S \) over \( U \) and the function \( g(S) \) in Eq. 2 denotes the minimum of average coverages of \( S \) among different groups on \( U \).

We use two synthetic and three real-world datasets in the MC experiments. The two synthetic datasets are undirected random graphs generated by the stochastic block model [26] (SBM) with 500 nodes consisting of two or four groups, respectively. We set the intra-group and inter-group connection probabilities in the generation procedure to 0.1 and 0.02. We also use three publicly available real-world datasets, namely Facebook [47], DBLP [13], and Pokec2, in the experiments. The Facebook dataset is an undirected graph representing the friendships between students at Rice University on Facebook. Profile data contains the age attribute to divide students into two (i.e., age < 20 and age ≥ 20) or four (i.e., age = 19, 20, 21, 22) groups. The DBLP dataset is an undirected graph denoting the co-authorships between researchers. We divide them into five groups based on continent (i.e., ‘Asia’, ‘Europe’, ‘North America’, ‘Oceania’, ‘South America’) their affiliations are located in. The Pokec dataset is a directed graph representing the follower-followee relationships of users in a social network in Slovakia. We use the gender and age information in profile data to divide users into two and six groups, respectively. Table 1 shows the statistics of all the above datasets, where \( n \) and \( m \) is the number of nodes (and users) and \( |E| \) is the number of edges. We also present the percentage of users from each group in the population. Following a common dominating set [8] formulation, we construct a set system on each graph as follows. First, the ground set \( U \) is equal to the set of nodes. Then, for each node \( u \), we create a set \( S(u) \) containing all its out-neighbors \( N_{out}(u) \) plus itself. Finally, the set collection \( V \) consists of the sets created for all the nodes in the graph. Based on the construction procedure, the task of BSM is to select a set of \( k \) nodes that not only contain the largest number of users in their neighborhoods but also ensure at least a minimum average coverage for every group.

Results on Effect of \( \tau \). Figure 3 shows the values of \( f(S), g(S) \), where \( S \) is the solution returned by each algorithm, for each value of factor \( \tau = \{0.1, 0.2, \ldots, 0.9\} \) on two random graphs when \( k = 5 \) and on DBLP when \( k = 10 \). The results for SMSC are ignored on the datasets with more than two groups because it does not provide any valid solution when \( c > 2 \). The optimals \( OPT_f \) and \( OPT_g \) for solely maximizing \( f \) and \( g \) as well as their approximations \( OPT_f′ \) and \( OPT_g′ \) returned by GREEDY and SATURATE are plotted as black horizontal lines to illustrate the trade-offs between utility \( (f) \) and fairness \( (g) \) of different algorithms w.r.t. \( \tau \). In general, our BSM framework achieves a good utility-fairness trade-off. On the one hand, when the value of \( \tau \) is close to 0, \( f(S) \) approaches or even reaches \( OPT_f \); on the other hand, when the value of \( \tau \) increases, \( f(S) \) decreases but \( g(S) \) increases accordingly. In contrast, the SMSC framework fails to balance two objectives well. Compared with the optimal solutions returned by BSM-OPTIMAL, the approximate solutions returned by BSM-SATURATE and BSM-TSGREEDY have up to 9% and 26% losses in \( f(S) \). BSM-TSGREEDY provides lower-quality solutions than BSM-SATURATE in terms of \( f(S) \) for almost all \( \tau \) values on all the three graphs. This is mostly because the solution of BSM-TSGREEDY has contained nearly \( k \) items after the first stage, and the number \( k' \) of items added in the second stage is thus close to 0. Nevertheless, BSM-SATURATE achieves better trade-offs between \( f(S) \) and \( g(S) \) by combining them into a single objective function. We find that BSM-SATURATE and BSM-TSGREEDY provide solutions higher in \( f(S) \) than BSM-OPTIMAL in very few cases. Such results do not challenge the optimality of BSM-OPTIMAL because BSM-SATURATE and BSM-TSGREEDY do not provide valid BSM solutions satisfying the constraint of \( g(S) \geq \tau \cdot OPT_g \) (i.e.,

\(\text{https://snap.stanford.edu/data/soc-Pokec.html}\)
above the solid green line) in these cases. In fact, the solutions of both BSM-Saturate and BSM-TSGreedy violate the constraint $g(S) \geq \tau \cdot OPT_g$ of BSM (i.e., below the solid green line) in some cases, because $OPT_g$ is unknown to them, but always satisfy a “weaker” constraint $g(S) \geq \tau \cdot OPT'_g$ (i.e., above the dashed green line), since $OPT'_g$ is used as their input.

**Results on Effect of $k$.** Figure 4 present the values of $f(S)$, $g(S)$, where $S$ is the solution returned by each algorithm, and the runtime of each algorithm for the cardinality constraint $k = \{5, 10, \ldots, 50\}$ on Facebook and $k = \{10, 20, \ldots, 100\}$ on Pokec with different group partitions. According to Figure 5, we observe that the solutions of each algorithm are close to those for solely maximizing $f$ (i.e., SM) when $\tau \leq 0.5$ and to those for solely maximizing $g$ (i.e., RSM) when $\tau \geq 0.9$. By following the 80% rule, a common practice in algorithmic fairness, and distinguishing BSM from SM and RSM, we set the value of $\tau$ to 0.8 in the experiments to better evaluate the effect of $k$. Since computing the optimal solutions becomes infeasible on large datasets, $OPT_f$, $OPT_g$, and BSM-OPTIMAL are omitted. In addition, the runtime of Greedy and Saturate are not presented separately in Figure 4 since they are used as subroutines in BSM-TSGreedy and BSM-Saturate. Generally, the values of $f(S)$ and $g(S)$ increase with $k$ for all algorithms. Meanwhile, the runtime of each algorithm only slightly grows with $k$. This is because a great number of function evaluations are reduced by applying the lazy forward strategy, and thus the total number of function evaluations increases marginally with $k$. BSM-Saturate provides higher-quality solutions than BSM-TSGreedy at the expense of lower efficiency for different $k$’s. The solutions of both algorithms satisfy $g(S) \geq \tau \cdot OPT'_g$ in all cases. Finally, their time efficiencies on Pokec confirm that they are scalable to large graphs with over one million nodes and thirty million edges. We note that the values of $f(S)$ and $g(S)$ are much smaller on Pokec than on Facebook because Pokec is larger and sparser, on which only a very small portion of users (< 7%) are covered by at most 100 nodes.

**5.2 Influence Maximization**

**Setup.** In the BSM framework, we propose a new problem that integrates the classic IM [33] aimed to maximize the overall influence spread over all users and the group fairness-aware IM [6, 61] aimed to guarantee a balanced influence distribution among groups. In particular, we are given a graph $G = (V, E, p)$, where $V$ is a set of nodes, $E$ is a set of edges, and $p : E \rightarrow \mathbb{R}^+$ is a function that assigns a propagation probability to each edge. We follow the independent cascade (IC) model [33] to describe the diffusion process$^3$ and set $p(e) = 0.1$ or 0.01 for each $e \in E$. We define $f_u(S) = P_u(S)$, where $P_u(S)$ is the probability that user $u$ is influenced by a set $S \subseteq V$ of seeds under the IC model. Accordingly, the two functions $f$ and $g$ in Eqs. 1 and 2 are equivalent to the influence spread function in [33] divided by the number of users and the maximin welfare function in [61], respectively. We use a reverse influence set [7] (RIS) based algorithm called IMM [58] for influence spread estimation. And for any solution $S$, we run Monte-Carlo simulations 10,000 times to estimate $f(S)$ and $g(S)$. The datasets we use in the IM experiments are almost identical to those in the MC experiments, except that the number of nodes in random graphs is reduced to 100.

$^3$Note that all the algorithms we compare can be trivially extended to any diffusion model, e.g., linear threshold and triggering models [33], and parameter settings where the influence spread function is monotone and submodular.
Results. Figures 5–6 show the results by varying the factor \( r = \{0.1, 0.2, \ldots, 0.9\} \) on random graphs when \( k = 5 \) and DBLP when \( k = 10 \), as well as the results by varying the solution size \( k = \{5, 10, \ldots, 50\} \) on Facebook and \( k = \{10, 20, \ldots, 100\} \) on Pokec when \( r = 0.8 \). For the IM problem, the optimal solutions are infeasible even on very small graphs because computing the influence spread under the IC model is NP-hard [11]. Thus, the results of \( \Delta OPT_i \), \( OPT_g \), and BSM-OPTIMAL are all ignored. Generally, the results for IM are similar to those for MC.

Specifically, BSM-SATURATE and BSM-TSGREEDY strike better balances between \( f \) and \( d \) than BSM. But the solution quality of BSM-TSGREEDY is mostly close to and sometimes higher than that of BSM-SATURATE for IM. Meanwhile, it still runs 1.5–4× faster than BSM-SATURATE. Nevertheless, BSM-TSGREEDY breaks the "weak" constraint of \( g(S) \geq r \cdot OPT_g \) in a few cases due to the errors in influence estimations by IMM; Finally, although our algorithms take much longer for IM than MC, they are still scalable to large graphs such as Pokec, where the computation is always finished within 1,000 seconds.

5.3 Facility Location

Setup. Facility location (FL) is a general model for different real-world problems such as exemplar clustering [3] and data summarization [39]. For a set \( U \) of \( m \) users, a set \( V \) of \( n \) items (facilities), and a nonnegative benefit matrix \( B \in \mathbb{R}^{m \times n} \), where \( b_{uv} \in B \) denotes the benefit of item \( v \) on user \( u \), we define a function \( f_u(S) = \max_{v \in S} b_{uv} \) to measure the benefit of set \( S \) on user \( u \). In this way, the two functions \( f \) and \( g \) in Eqs. 1 and 2 measures the average utility for all users and the minimum of the average utilities for all groups, respectively. And the goal of our BSM framework is to balance both objectives. Suppose that each user \( u \) or item \( v \) is represented as a vector \( p_u \) or \( p_v \) in \( \mathbb{R}^d \). We use two standard methods to compute the benefits in the literature: one is based on the \( k \)-median clustering [3], i.e., \( b_{uv} = \max(0, d - \text{dist}(p_u, p_v)) \), where \( \text{dist}(p_u, p_v) \) is the Euclidean distance between \( p_u \) and \( p_v \) and \( d \) is the distance for normalization; the other is based on the RBF kernel [39], i.e., \( b_{uv} = e^{-\text{dist}(p_u, p_v)} \).

In the experiments, we use two public real-world datasets, namely Adult and FourSquare [69]. The Adult dataset contains socioeconomic records of individuals, where the gender and age attributes are used for group partitioning. We randomly sample 100 or 1,000 records as both facilities and users and adopt RBF for benefit computation. The FourSquare dataset includes check-in data in New York City and Tokyo. We extract all locations of medical centers as facilities, randomly sample 1,000 distinct check-in locations as representatives of users, and adopt the \( k \)-median function for benefit computation. Since user profiles are not available in FourSquare, we treat each user as a single group with \( c = 1,000 \) groups in total. Moreover, we generate two random 5d datasets of size 100 with 2 and 3 groups, where each group corresponds to an isotropic Gaussian blob, and RBF is used for benefit computation. Table 2 presents the statistics of all the above datasets, where \( n \) is the number of facilities, \( m \) is the number of users, and \( d \) is the dimension of feature vectors. We also report the percentage of users from each group in the population.

Table 2: Statistics of datasets in the FL experiments.

| Dataset          | \( n \) | \( m \) | \( d \) | Percentage of users from each group |
|------------------|--------|--------|--------|------------------------------------|
| RAND \((c = 2)\) | 100    | 100    | 5      | ['Amer-Indian-Eskimo': 1%, 'Asian-Pac-Islander': 2%, 'Black': 14%, 'White': 82%, 'Others': 1%] |
| RAND \((c = 3)\) | 100    | 100    | 5      | ['Amer-Indian-Eskimo': 3%, 'Asian-Pac-Islander': 1%, 'Black': 14%, 'White': 82%, 'Others': 1%] |
| Adult (Race, c = 5) | 1,000 | 1,000 | 6      | ['Amer-Indian-Eskimo': 1%, 'Asian-Pac-Islander': 3%, 'Black': 10%, 'White': 85%, 'Others': 1%] |
| Adult (Race, c = 2) | 1,000 | 1,000 | 6      | ['Amer-Indian-Eskimo': 3%, 'Asian-Pac-Islander': 1%, 'Black': 14%, 'White': 82%, 'Others': 1%] |
| FourSquare-NYC \((c = 1,000)\) | 882   | 1,000 | 2      | ['Amer-Indian-Eskimo': 0.1%, ..., 'Others': 0.1%] |
| FourSquare-TKY \((c = 1,000)\) | 1,132 | 1,000 | 2      | ['Amer-Indian-Eskimo': 0.1%, ..., 'Others': 0.1%] |

Results. Figures 7–8 show the results by varying the factor \( r = \{0.1, 0.2, \ldots, 0.9\} \) on random graphs when \( k = 5 \) and FourSquare when \( k = 10 \). The BSM-Saturate algorithm shows the best performance among all methods in terms of both average utility and minimum average utility. Nevertheless, the BSM-TSGreedy algorithm is mostly close to and sometimes higher than that of BSM-Saturate for IM.
we proposed two instance-dependent approximation algorithms whereas BSM problems, it is possible to find the optimal solution of a small BSM by performing problem-specific analyses and exploiting the explore how to further improve the approximation factors for maximization, and facility location.

6 CONCLUSIONS AND FUTURE WORK

In this paper, we studied the problem of balancing utility and fairness in submodular maximization. We formulated the problem as a bicriteria optimization problem called BSM. Since BSM generally could not be approximated within any constant factor, we proposed two instance-dependent approximation algorithms called BSM-TSGreedy and BSM-Saturate for BSM. We showed the effectiveness, efficiency, and scalability of our proposed algorithms by performing extensive experiments on real-world and synthetic data in three problems: maximum coverage, influence maximization, and facility location.

In future work, despite the inapproximability of BSM, we will explore how to further improve the approximation factors for BSM by performing problem-specific analyses and exploiting the correlations between group-specific utility functions. It would also be interesting to generalize BSM to non-monotone or weakly submodular functions.

A ILP FORMULATION

Although BSM is generally inapproximable, for specific classes of BSM problems, it is possible to find the optimal solution of a small instance by solving it as an integer linear programming [67] (ILP) problem using any ILP solver. This approach is referred to as the BSM-Optimal algorithm in the experiments (Section 5). Here, we define the ILP formulations of maximum coverage and facility location in the context of BSM. Note that these formulations are problem-specific and cannot be extended to other submodular maximization problems, such as influence maximization.

By adapting the standard ILP formulation of maximum coverage, we present an ILP to maximize the average coverage (i.e., the function $f$ in BSM) on a universe $U = \{u_1, \ldots, u_m\}$ of $m$ elements (users) and a collection $V = \{S_1, \ldots, S_n\}$ of $n$ sets (items) with a cardinality constraint $k$ as follows:

$$
\max \quad \sum_{j \in [m]} \frac{y_j}{m}
$$

subject to

$$
\sum_{i \in [n]} x_i \leq k
$$

$$
\sum_{u_j \in S_i} x_j \geq y_j
$$

$$
y_j \in \{0, 1\}, \forall j \in [m]
$$

$$
x_i \in \{0, 1\}, \forall i \in [n]
$$

where $x_j$ is an indicator of whether set $S_j \in V$ is included in $S$ and $y_j$ is an indicator of whether user $u_j \in U$ is covered by $S$.

Then, we generalize the ILP in Eq. 5 to robust maximum coverage that aims to maximize the minimum of the average coverage among $c$ groups $U_1, \ldots, U_c$ (i.e., the function $g$ in BSM). We introduce a new variable $w$ to denote the value of $g(S)$. As such, the objective of the generalized ILP is to maximize $w$. Meanwhile, we should incorporate new constraints on the average coverage of

1https://en.wikipedia.org/wiki/Maximum_coverage_problem
every group so that it does not exceed \( w \) (thus, \( w \) is the minimum). In particular, the ILP formulation of robust maximum coverage is as follows:

\[
\begin{align*}
\text{max} & \quad w \\
\text{subject to} & \quad \sum_{l \in [n]} x_l \leq k \\
& \quad \sum_{u_j \in U} x_{l} \geq y_j \\
& \quad \sum_{u_j \in U} \frac{y_j}{m_l} \geq w, \forall l \in [c] \\
& \quad y_j \in \{0, 1\}, \forall j \in [m] \\
& \quad x_l \in \{0, 1\}, \forall l \in [n] \\
& \quad w \geq 0
\end{align*}
\]

Finally, given the optimal value of robust maximum coverage in Eq. 6 as input \( \text{OPT}_g \), we can define the BSM version of maximum coverage for a balance parameter \( \varepsilon \in [0, 1] \) by adding new constraints \( \sum_{u_j \in U} \frac{y_j}{m_l} \geq \tau \cdot \text{OPT}_g, \forall l \in [c] \) to Eq. 5 to ensure that \( g(S) \geq \tau \cdot \text{OPT}_g \).

Then, for our facility location problem with a benefit matrix \( B = \{ b_{ij} : j \in [m], l \in [n] \} \in \mathbb{R}^{m \times n} \), we extend the ILP formulation for capacitated facility location\(^{9}\) as follows:

\[
\begin{align*}
\text{max} & \quad \sum_{j \in [m]} \sum_{l \in [n]} b_{ij} y_{jl} \\
\text{subject to} & \quad \sum_{l \in [n]} x_l \leq k \\
& \quad \sum_{l \in [n]} y_{jl} \leq 1, \forall j \in [m] \\
& \quad y_{jl} \leq x_l, y_{jl} \in \{0, 1\}, l \in [n] \\
& \quad x_l \in \{0, 1\}, \forall l \in [n] \\
& \quad w \geq 0
\end{align*}
\]

Similarly, we can also generalize Eq. 7 to the robust and BSM versions of facility location by (i) changing the objective to \( \max w \) and adding the new constraints \( \sum_{u_j \in U} \sum_{l \in [n]} b_{ij} y_{jl} / m_l \geq w, \forall l \in [c] \) and (ii) adding the new constraints \( \sum_{u_j \in U} \sum_{l \in [n]} b_{ij} y_{jl} / m_l \geq \tau \cdot \text{OPT}_g, \forall l \in [c] \), respectively.

**B ADDITIONAL EXPERIMENTS**

**Effect of Error Parameter \( \varepsilon \)**: We present how the values of \( f(S) \) and \( g(S) \) of the solution \( S \) returned by BSM-Saturate are affected by the error parameter \( \varepsilon \in \{0.05, 0.1, \ldots, 0.5\} \) in Figure 9. In opposition to our theoretical analysis, we find that the value of \( \varepsilon \) hardly affects the performance of BSM-Saturate until \( \varepsilon \geq 0.5 \).

---

9https://en.wikipedia.org/wiki/Facility_location_problem

---
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