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Abstract: Computer modeling of very large biomolecular systems, such as long DNA polyelectrolytes or protein-DNA complex-like chromatin cannot reach all-atom resolution in a foreseeable future and this necessitates the development of coarse-grained (CG) approximations. DNA is both highly charged and mechanically rigid semi-flexible polymer and adequate DNA modeling requires a correct description of both its structural stiffness and salt-dependent electrostatic forces. Here, we present a novel CG model of DNA that approximates the DNA polymer as a chain of 5-bead units. Each unit represents two DNA base pairs with one central bead for bases and pentose moieties and four others for phosphate groups. Charges, intra- and inter-molecular force field potentials for the CG DNA model were calculated using the inverse Monte Carlo method from all atom molecular dynamic (MD) simulations of 22 bp DNA oligonucleotides. The CG model was tested by performing dielectric continuum Langevin MD simulations of a 200 bp double helix DNA in solutions of monovalent salt with explicit ions. Excellent agreement with experimental data was obtained for the dependence of the DNA persistent length on salt concentration in the range 0.1–100 mM. The new CG DNA model is suitable for modeling various biomolecular systems with adequate description of electrostatic and mechanical properties.
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1. Introduction

During decades, the DNA molecule has been studied in a vast number of experimental, theoretical, and modeling research investigations. The study of polyelectrolyte properties of DNA takes an important place in these works since electrostatic interactions and salt effects have a profound influence on many other DNA properties and interactions of DNA with its surrounding. An important problem in this context is related to understanding the mechanism of DNA compaction and self-assembly. In the nucleus of eukaryotic cells, the DNA molecule exists as a hierarchically ordered structure formed by the nucleosome core particles consisting of complexes of DNA with histone proteins, and there are strong indications [1–4] that the stability of chromatin (and, thus, DNA transcription and replication) is modulated by electrostatic interactions. The problem of polyelectrolyte and DNA condensation in solution has a long history of experimental studies [5,6]. Like-charged polyelectrolytes would be expected to repel each other based on a treatment of the electrostatics using mean field theories (e.g., the Poisson-Boltzmann equation). However, dynamic ion-ion correlations give rise to attractive electrostatic force contributions that can explain experimental aggregation of DNA induced by multivalent cations [7–12]. In order to model and describe the folding and aggregation of chromatin, Poisson-Boltzmann based models, including the popular Debye-Hückel type approaches [13–15], have serious limitations which may be a source of artefacts in predictions of aggregation properties. The reason is that such models do not include effects due to the explicit presence of mobile ions and also do not take into account the molecular nature of the solvent.

An accurate description of molecular properties of condensed matter can in principle be reached by using atomistic molecular dynamics computer simulations. With computer simulations, we are able to follow every detail of the molecular motion and give, within some theoretical model, quantitative answers, directly comparable with experiments, thus, providing a link between the theory and the experiment. This is especially important in studies of macromolecular systems, such as biopolymers, which always have a certain degree of intrinsic disorder. At present, computer simulations have reached a state where simulation times and length scales allow a direct comparison with experiments in well-characterized systems. Molecular simulations are also becoming an intrinsic part of applied research, such as drug design, materials science, and nanotechnologies.

In order to model very large condensed matter systems such as DNA-nucleosome complexes, an atomistic description is not practical as the number of particles would be very large. Therefore, simplified coarse-grained (CG) models are necessary, allowing a coarser description of the molecules and interactions when moving towards description at larger length and time scales. Many of today’s coarse-grained models are constructed from empirical parameterization of effective interaction potentials and usually do not contain a rigorous description of the molecular water [16,17]. For example, in the primitive electrolyte model, ions are presented as charged hard spheres interacting in a media with dielectric permittivity of water. Within a multi-scale modeling scheme, the macromolecules can be reduced to a CG description with effective sites, representing many atoms. The interactions between the CG sites are represented by effective potentials that include the effects of the water solvent and which are deduced from the atomistic simulations. This enables the modeling of very large molecular assemblies, with a reduction of the number of particles of several orders of magnitudes, but still using effective forces that implicitly include a detailed description at the atomic
level. Simulations of such large systems can then be performed over a range of time scales and hence it is a multi-scale approach. There are two basic approaches for constructing effective coarse-grained potentials from the results of atomistic simulations. One is based on fitting of structural properties, for which the radial distribution functions (RDFs) are typically used (the inverse Monte Carlo, also called the Newton inversion method) [18,19]. Another approach is based on reproduction of forces for specific snapshots of the system (the force matching approach) [20,21]. The former approach is also equivalent to the principle of relative entropy minimization [22], and, together with the force matching methodology, can be described within a general information function concept [23]. The statistical-mechanical equations expressing the canonical properties in terms of parameters of the potential functions can be inverted and solved numerically according to the iterative Newton scheme. In the Inverse Monte Carlo method, RDFs are inverted to reconstruct pair potentials, while in a more general approach the targets can be other canonical averages [18].

A number of theoretical coarse-graining models of DNA [24–35] and chromatin [13–15,36–49] have been reported recently. In recent works from the Papoian group, a CG model of a single DNA molecule was developed [24–26,50]. The model is based on underlying atomistic simulations, using an approach that is similar to the inverse MC method (called molecular renormalization group coarse-graining). DNA was coarse-grained into two chains of sites representing the phosphate groups with bond-only interactions in between them. A recent all-atom simulation of a single NCP applied Boltzmann inversion to obtain effective potentials that were used in a CG NCP simulation [40,51], but as it is based on the Boltzmann inversion, it is of limited value for treating long-range electrostatic interactions [52].

We have previously performed modeling of an NCP solution [38,47] and of a chromatin fiber (a nucleosome array) [53–55]. These simplified coarse-grained continuum electrostatic simulation models were successfully applied to qualitatively reproduce histone tail-mediated chromatin folding and nucleosome core particle aggregation [38,47,54] induced by multivalent cations. Long-range electrostatic interactions were included by the presence of explicit mobile ions (representing the salt), but using a simplified structural model of the NCP and of the charge distribution on the array. The effects of the molecular nature of water were not included as the description is based on a continuum dielectric approximation of the solvent.

An advanced coarse-grained DNA model was recently introduced by us [56] in order to model DNA in nucleosome complexes. It consists of two types of sites: DNA core ("D") beads, each representing two base pairs and "P" beads, representing phosphate groups. The internal DNA structure was maintained by four bond potentials (D–D, D–P, P–P, and P–P across minor grove) and three angular potentials (D–D–D, P–P–P and P–D–P), see Figure 1A,B. All these potentials were of harmonic type with ad hoc selected parameters and to maintain the integrity of the NCP, the DNA was connected to the histone octamer by artificial bonds. Numerous observations have shown that in solution the NCP behaves as stable structure with rather fixed attachment of the DNA to the histone core [57–61], therefore the description of the mechanical properties of the DNA when modeling NCP-NCP interactions dominated by electrostatic forces is not critical. However, adequate modeling bending and torsional flexibility of the DNA becomes crucial in the description of chromatin structure and dynamics when a realistic model of the chromatin fiber as a linear array of NCPs connected by stretches of linker DNA is being developed.
Figure 1. Coarse-Grained DNA model and definition of sites and intramolecular interactions: (A) A 5-site two base pair elementary DNA unit. The central particle (green) approximates the pentose and base atoms of a two base pair DNA fragment. The orange beads represent the phosphate groups at the positions of an idealized B-form double helix; (B) The geometry of the CG model of double helical DNA with bonds and angles set to maintain B-form conformation. Equilibrium values of bond lengths and angles shown in the figure were calculated by the IMC method from data of all-atom MD simulations (see Table 1); (C) Superimposed all-atom and coarse-grained representation of the 22-bp fragment of DNA; All-atom DNA shown in stick representation (blue color); the CG model of DNA is a combination of particles placed at the centers of mass of the phosphate group (orange) and atoms of the pentose and bases from the 2-bp unit (green spheres). Data from all-atom MD simulations of the four 22-bp DNA fragments was used to determine the structure and force parameters for the CG DNA.

In the present work we parameterize the coarse-grained DNA model introduced in [56] (Figure 1A,B) with the aim to reproduce the experimental salt dependence of DNA flexibility. The parameterization is based on atomistic simulations of DNA oligomers in water solution with K⁺ as counterions. The internal coarse-grained DNA potentials are then computed by the inverse Monte Carlo method using the MagiC software [62] to reproduce the internal DNA structure and dynamics obtained in atomistic simulations. The Inverse Monte Carlo method with this software has been shown to be robust and rigorous [63] and is implemented with 2-body interactions as well as 3-body angular potentials and the inclusion of these interactions can be done straightforwardly and with high efficiency in computational effort. Our model and parameters are then benchmarked in simulation of a 200 bp long DNA fragment in the presence of explicit salt at varying concentrations. Without any further adjustment of the obtained DNA internal structural parameters, remarkably good agreement with experimental persistent length ($L_p$) data was obtained for the salt-dependent bending behavior of DNA over a wide range of salt from 0.0001 M to 0.1 M, while the torsional rigidity of the present CG-DNA model requires further optimization. Potentially the proposed CG model could be further developed to include
sequence-specific dependence of DNA flexibility. However, this CG model does not include modeling separation of the DNA strands.

2. Methodology

2.1. Design of the Flexible CG DNA Model and Principles of Its Parameterization

The aim of the present CG approach is to develop a model that is simple enough in its design and yet captures the structural form and properties of double helical B-form DNA, which is suitable for rigorous parameterization based on all atom MD simulations followed by the inverse Monte Carlo method to obtain relevant CG DNA structural and interaction potentials. The model should also pay particular emphasis to electrostatic interactions, which includes explicit mobile ions and explicit charges of DNA phosphate groups and it should also have the potential for refinements, such as inclusion of base sequence specificity (presently not considered).

To satisfy this level of precision, we have chosen to describe the system via a collection of coarse-grained beads representing different fragments of the DNA with intramolecular bonded potentials that maintains the DNA structural integrity while reproducing experimentally observed flexibility of the B-DNA double helix. DNA is modeled as a sequence of units each representing a two base pair fragment of DNA. Each unit consists of five beads, four P units that represent the phosphate groups and one D unit corresponding to the four pentoses with attached base fragments in between (Figure 1A). The double-helix DNA structure was maintained by three bond and three angular potentials between the beads listed in Table 1 (the P–P bond potential across minor groove introduced in [56] was found unnecessary to keep the helical structure and was not included into the current model). The equilibrium geometry of the beads corresponds closely to the B-form of DNA and the whole structure forms a helical DNA with two clearly distinguishable strands of phosphate groups and minor and major grooves between them (Figure 1B). The overall DNA structure thus resembles space-filling grooved DNA models used previously to model the ionic environment of DNA [12,64–66].

| Type of bond/angle | Equilibrium distance/angle | IMC derived force constant (k_B T·Å^−2 or k_B T·rad^−2) |
|--------------------|---------------------------|--------------------------------------------------|
| D–D bond           | 7.14 Å                    | 14.8                                             |
| D–P bond           | 9.04 Å                    | 9.7                                              |
| P–P bond           | 6.88 Å                    | 19.4                                             |
| D–D–D angle        | 166.00°                   | 37.0                                             |
| P–D–P angle        | 119.50°                   | 100.0                                            |
| P–P–P angle        | 165.00°                   | 32.0                                             |

Table 1. Parameters of the coarse-grained (CG) DNA model developed from the inverse Monte Carlo analysis [62] using data of all atom molecular dynamic (MD) simulations. Force constants were derived from potential functions approximated by harmonic potential.
2.2. Atomistic Molecular Dynamics Simulations

Atomistic MD simulations were run for four 22-bp DNA oligomers (sequence 5\textsuperscript{'}-d(GATGCAGTCACCAGAATTGGC) \times 5\textsuperscript{'}-d(GCCAATTCGCGGTGACTGCATC)) dissolved in 21,200 water molecules with 168 K\textsuperscript{+} counterions. The initial structure of the DNA double helix was built using the NAB package [67] with idealized B-DNA structure parameters. The simulation software was the Gromacs package [68,69] with the CHARMM27 force field [70,71] using the simple point charge model of water TIP3P [72–74]. The dimension of the cubic simulation cells was set to 90 Å. The system was equilibrated by energy minimization at 50 K keeping DNA fixed followed by release of the DNA constraints and running a series of 10 ps MD simulations under constant volume conditions (NVT) with stepwise heating (50 K, 40 ps) from 50 K to 298 K. Subsequently, the cell size was decreased by about 2 Å in order to reproduce a pressure fluctuating around 1 bar in the NVT ensemble. The temperature was controlled by the Nose-Hoover thermostat applied separately for DNA and solvent, with relaxation time 0.3 ps. All the bonds were constrained using LINKS algorithm allowing for time step 2 fs. The Lennard-Jones interactions were cutoff at 9 Å. The long-range electrostatic interactions were treated by the particle mesh Ewald method [75] of order 4 with Fourier grid spacing 0.8 Å and tolerance 10\textsuperscript{-5}. Simulations were run for 40 ns collecting atom coordinates with 1 ps resolution. Detailed description of the simulations and major results are reported in our earlier work [76].

2.3. Coarse-Grained DNA and Computations of Effective Potentials

The trajectories of the atomistic simulations were mapped onto the CG DNA model producing a CG trajectory. The P sites were determined by the positions of the phosphates of the atomistic model and the D cites were computed as center-of-masses of the atoms belonging to the two base pairs involved. Superposition of the atomistic DNA structure on our 5-site CG-model is displayed in Figure 1C. In order to take into account possible end effects, special types “DT” and “PT” were defined for the terminal sites in addition to the two site types for description of all other (not terminal) CG DNA sites. The counterions were also included into CG trajectory. The CG trajectory generated from the atomistic simulations was used to extract effective coarse-grained potentials by the inverse Monte Carlo method [19,62]. For that, radial distribution functions between the sites of the CG model, as well as internal bond and angle distributions between the CG sites were determined from the CG trajectory and were used as input to the inverse Monte Carlo procedure. The CG sites connected by bonds or angles were excluded from the non-bonded interactions, as well as from intermolecular RDF calculations. Since the CG system consists of 5 different site types (four DNA particles: “D”, “P”, “DT” and “PT” plus DNA counterions, K\textsuperscript{+}), totally 15 pairs of intermolecular distribution functions were computed from the CG trajectory. Additionally, distributions of bond distances and angles, corresponding to bond and angle internal DNA potentials (see Figure 1B) were computed. Taking into account that the end sites were assigned special types, the total number of bond potentials (and, hence, bond length distributions) became 8 and the total number of angular potentials (and angular distribution) became 6. As a result of the inverse Monte Carlo computations, effective pair potentials between all CG sites, and internal bond and angle potentials were determined which reproduce the
RDFs, as well as bond and angle distributions of the atomistic model. The computations were carried out using the software package MagiC [62].

We also performed inverse Monte Carlo calculations without distinguishing the oligomer terminal groups in order to check their effect. As expected, the effect of the terminal groups was non-negligible and we discuss this in the Results Section below.

2.4. Coarse-Grained DNA Model: Large-Scale Simulations

In the present work we have used the results of the inverse MC procedure to obtain the parameters that determines the internal structure and flexibility of the coarse-grained DNA model, the topology of which is illustrated in Figure 1 and that includes harmonic interactions for bonds and angles [56].

The bond and angle potentials for the bound sites were approximated by the equations:

\[ V_{\text{bond}}(r) = \frac{1}{2} k_b (r - r_0)^2 \]  
\[ V_{\text{ang}}(\phi) = \frac{1}{2} k_a (\phi - \phi_0)^2 \]

where \( k_b, k_a, \) and \( r_0, \phi_0 \) are respectively bond and angle force constants and equilibrium values for bond length and angle. The final parameters for the bonded interactions are given in Table 1 and a detailed discussion on this fitting is given below.

During this first test of the model, only internal DNA rigidity parameters were fitted to the results of the inverse Monte Carlo computations, while the standard Coulombic potential Equation (3), for charges \((q_i, q_j)\) in a dielectric continuum with permittivity \(\epsilon = 78\), and short-range potential defined by Equation (4) were used to describe non-bonded interactions:

\[ V_{\text{el}}(r_{ij}) = \frac{q_i q_j}{4\pi \varepsilon_0 \epsilon_{ij} r_{ij}} \] (3)

\[ V^{\text{SR}}(r) = |4\epsilon_{ij}^{\text{SR}}| \left( \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 + 0.25 \right) \] for \( r_{ij} < r < 2^{1/6}R_{ij} \)  
\[ V^{\text{SR}}(r) = 0 \] for \( r > 2^{1/6}R_{ij} \)

Here \((i, j)\) are bead numbers. In Equation (4) the hard core particle contact distance \(R_{ij} = R_i + R_j\) is determined by the values of the hard core radii of both beads. Parameters \(\sigma_{ij}\) and \(\epsilon_{ij}^{\text{SR}}\) were set to \(\sigma_{ij} = 4\) Å and \(\epsilon_{ij}^{\text{SR}} = 1\) \((k_B T\) units) for all interactions. Thus, the effective radius of each particle was determined by a sum of the soft radius of \(\sigma_{ij}/2 = 2\) Å and the hard radius \(R_i\) which was defined separately for each particle type. The hard radii \(R_i\) as well as charges \(q_i\) are given in Table 2. The charges were obtained by summation of partial charges of the corresponding CG groups of the CHARMM27 force field. Thus, the total interaction potential (potential energy) of the system is:

\[ V_{\text{int}} = \sum_{ij} \left( V_{\text{el}}(r_{ij}) + V^{\text{SR}}(r_{ij}) \right) + \sum_{\text{bonds}} V_{\text{bond}}(r) + \sum_{\text{angles}} V_{\text{ang}}(\phi) \] (5)
In the present CG application, which aims to parameterize the DNA internal parameters with the purpose of reproducing its salt dependent bending flexibility, we consider the solvent as a dielectric medium. These interaction potentials represent an approximation to the solvent-mediated effective potential between the charged particles in the solvent medium. Thus, $\varepsilon$ is a parameter of the effective ion-ion potential. Many studies at an all atom level have shown that the effective potential of mean force of ions in water usually have one or two oscillations around the Coulomb potential with $\varepsilon = 78$ for small (within 8 Å) distances between the ions [77]). These oscillations reflect the molecular nature of the solvent. Since the global conformational DNA properties on the scale of a few tens of nm are determined mainly by the long-range electrostatic interactions, and the IMC-derived effective potentials essentially coincide with the Coulombic potential scaled by the appropriate dielectric constant for distances larger than about 8 Å, we do not expect major effects of neglecting the solvent-induced oscillations in the effective potentials on calculation of the monovalent salt dependence of the DNA persistence length (though this question is definitely worth discussing, which will be a subject of future work). For many applications, including strong polyelectrolytes and high (physiological) salt concentrations, continuum dielectric models with constant dielectric permittivity have been very successful [78,79].

In a dielectric continuum model the ion interactions play an important role. It is important to assign appropriate radii, reflecting the effective hydration of the ions. Here, the following values of the hard radii were used: $R(K^+) = R(Cl^-) = 0$, which corresponds to effective radii of 2.0 Å for these monovalent ions. The phosphate group of DNA was approximated as a bead with radius $R(P^-) = 1.0$ Å, which gives an effective radius of 3.0 Å. The choice of sizes for $K^+$ and $Cl^-$ is justified by our previous extensive comparison of experimental as well as computer modeling results of ion-DNA, ion-NCP and ion-chromatin interactions and ion-ion competitions [4,12,53,64,65,80–84]. These values are typical for hydrated ion radii used in a number of models and well reproduce thermodynamic properties and the features of ion distributions compared to all-atom simulations [12,65,66,82,85]. They also fit well the radius of the repulsive core region of the effective potentials derived within the IMC procedure, which is reflected in the corresponding RDFs in Figure S2 of the Supporting Material.

Table 2. Non-bonded parameters of the coarse-grained DNA model.

| Site    | Charge | Radius $R_i$ (Å) |
|---------|--------|------------------|
| D (DNA) | +0.8   | 4.0              |
| P (DNA) | −1.2   | 1.0              |
| K$^+$ (ion) | +1.0  | 0.0              |
| Cl$^-$ (ion) | −1.0  | 0.0              |

The CG DNA model defined by the parameters given in Tables 1 and 2, was used in Langevin dynamics simulations of a 200 bp DNA fragment in presence of different concentration of monovalent salt. The box sizes as well as the number of ions in each simulation are given in Table 3. The friction coefficient and random forces, mimicking the effect of solvent, were set by the dimensionless parameter $\gamma = 0.1$. The time step was set to 0.01 in the chosen (reduced) units, and we made a total of $10^8$ MD steps in each simulation run where the first $5 \times 10^7$ steps were considered as equilibration. The Langevin dynamics simulations were performed by the ESPResSo package [58]. Convergence of the
simulations was checked by comparing the analysis of various parts of the trajectories, which produced essentially the same persistence length values as for the full set of data (data not shown).

We also confirmed that the local structure of DNA remains preserved in comparison to the all-atom simulations from which its structural parameters were derived. The distribution of distances for some pairs of DNA beads were computed (data not shown). The D–D distance showed a somewhat extended average value (7.3 Å, compared to 7.14 Å in the all-atom simulations), corresponding to an increase of about 0.1 Å per base pair. On the other hand, the distribution of P–P bond distances is the same as in the all-atom simulations (with an average of 6.9 Å). These average distances show that the DNA model is robust, while still allowing for fluctuations and that the main features of the double helical DNA are maintained and close to that of the B form structure.

Table 3. Parameters of Langevin simulations (box size and the number of ions) of the coarse-grained DNA model. DNA length was 200 base pairs in all cases.

| Ionic strength | Box size (Å) | Number of cations (K⁺) | Number of anions (Cl⁻) |
|---------------|-------------|------------------------|------------------------|
| Uncharged     | 800         | 300                    | 300                    |
| 100.0 mM      | 500         | 7900                   | 7500                   |
| 30.0 mM       | 500         | 2650                   | 2250                   |
| 10.0 mM       | 800         | 3400                   | 3000                   |
| 3.0 mM        | 800         | 1300                   | 900                    |
| 1.0 mM        | 800         | 700                    | 300                    |
| 0.3 mM        | 1400        | 900                    | 500                    |
| 0.1 mM        | 1420        | 580                    | 180                    |

Note: charges of the D and P sites were set to zero.

3. Results and Discussion

3.1. Harmonic Approximation for Internal Potentials

The effective coarse-grained potentials were originally obtained in a tabulated form. In order to facilitate their use in general purpose molecular dynamics software, we approximated the internal bond and angle potentials of DNA by harmonic functions. The results of original potentials for non-terminal DNA sites (output from the inverse MC calculations), their harmonic approximation, as well as the distribution of the corresponding bond lengths and angles (calculated from the all atom MD simulations), are shown in Figure 2. Fitted harmonic parameters are also presented in Table 1.

Merging terminal “P” and “D” particles “contaminates” the statistics, which uses only the central 9 (18 base pairs) DNA units and some of the potential functions lose their parabolic shape. RDFs and potentials for this simplified coarse-graining are given in Figure S1 of the Supporting Material. The reason for these deviations is that the terminal base pairs are more flexible and in one case (of total eight base pairs at the DNA ends) the hydrogen bonds between bases were destroyed and these two nucleotides fluctuated considerably during the simulation run. These fluctuations were reflected by appearance of shoulders in the RDFs and with corresponding changes in the potential functions (see Figure S1).
In addition to the internal bond and angle distributions of the DNA molecules, the combination of the all-atom MD simulations and the inverse MC method generated a set of intermolecular distributions and potentials. This data is presented in Figure S2 of the Supporting Material. Here, we did not use these potentials in the calculations described below aiming at validation of the salt-dependent internal bending flexibility behavior of the CG DNA. Tabulated potentials of the intermolecular interactions might be used in further tests to compare approaches using the complete output from the IMC calculations (with all potentials expressed in tabulated form) with modeling based on analytical description of the intra- and inter-molecular interactions. It is worth mentioning that the intermolecular potentials (shown in Figure S2) are expected to be sensitive to the particular details of the all-atom simulation setup used for their generation while intramolecular potentials are expected to be “universal” and transferable since they are generated from all-atom MD data where only one DNA molecule is present in the simulation cell or when DNA molecules do not interact.

3.2. Validation of the CG-Model: Salt Dependence of DNA Persistence Length

To validate the CG-model of DNA we carried out a series of simulations for a 200 bp fragment of DNA in solution with varying concentration of monovalent salt. The purpose of the simulations was to
determine the dependence of the mechanical properties of the CG-DNA, mainly bending on salt concentration and to compare these properties with experimental data. Details of the simulations are given above (Section 2.4 of Computational Methodology). This test of the CG-DNA model is interesting, not only for validation purpose, but also in the light of recent renewed discussion about the relative contributions of electrostatic and mechanical forces to the DNA flexibility [25,86,87]. The persistence length, \( L_p \), was determined from the well-known relationship [88] used for treatment of simulation or statistical data for polymers of limited length:

\[
L_p = \frac{L_C}{\ln(\langle \cos \alpha \rangle)}
\]  

(6)

where \( \langle \cos \alpha \rangle \) is the average of the cosine of the angle between two neighbouring segments over the simulation and \( L_C \) is the contour length between the segments. There is a technical problem preventing a straightforward calculation of the contour length and assignment of a vector to a DNA segment of the present CG-model of the DNA. The positions of the “D” beads (defined as the center of mass (COM) of the pentose and base atoms of the two DNA base pairs) are not aligned along the axis of the double stranded DNA and form a thin helical structure (see Figure 1C). Therefore, to calculate the contour length, the coordinates of the DNA axis should be determined from a limited number of beads. There are different approaches used to solve this sort of problem [89–91]. Here, we used the following algorithm: For each central bead (D) we consider 4 phosphates (P1–P4) attached to it. Then, the COM of the P1–P4 beads was defined. Next, a line connecting the phosphates COM with the central bead (D) was built. On the continuation of this line we put a point at distance “shift” from the D bead. This point will be considered as a point defining DNA axis. The value of “shift” can be obtained empirically and we found that shift value of 1.1 Å gives the best approximation for the DNA axis.

For an ideal worm-like chain Equation (6) is exact for a given value of \( L_p \), but for a real DNA model the \( L_p \) determined by Equation (6) depends on the chosen contour length \( L_C \) as well as on the precise definition of the segment. In practice, the \( L_p \) value was calculated from the slope of the initial 20 points of the dependence \( L_C \) versus \( \ln(\langle \cos \alpha \rangle) \) as shown in Figure 3. An indication of convergence of the simulations was that analysis of only part of the trajectories (excluding 30%–50% of the data collected at the end of the trajectories) produced essentially the same \( L_C \) values as for the full set of data (data not shown).

Inspection of snapshots showed that the DNA molecules had a visible difference in degree of bending when comparing the system with different influence of electrostatic forces. The DNA with charged P and D particles and in low 0.1 mM salt (Figure 4A) was considerably more rigid and stretched than the CG DNA with charges removed (Figure 4C); such an uncharged model contributes only the DNA internal mechanical properties to the persistence length. Figure 4B and Table 4 summarize the results of the \( L_p \) calculations for a range of salt concentrations. Our simulation data showed a remarkably good agreement with experimental \( L_p \) values (Figure 4B). This fact indicates that the CHARMM27 force field that was used in all-atom MD runs adequately reproduced the contributions of structural and electrostatic components of the DNA rigidity over a wide range of monovalent salt concentration. In addition to validation of our DNA CG-model, this result demonstrates that the contribution of electrostatic forces to the DNA flexibility is significant. It appears that screening effect of added salt makes an essential influence to the DNA bending at concentrations lower than
In agreement with experiment, the persistent length of DNA shows little change at moderate (“physiological”) and high salt concentrations being quite close to the value determined for the CG model with electrostatic forces turned off by setting to zero charges of the P and D particles.

**Figure 3.** Determination of the persistence length, $L_p$, from the slope of dependence of DNA contour length, $L_C$, on $\ln\langle \cos \alpha \rangle$. Data calculated for different concentrations of monovalent salt and for the uncharged CG-DNA are displayed as points; thin red lines show linear fitting.

**Figure 4.** Dependence of DNA persistence length, $L_p$, on monovalent salt concentration. (A) and (C) show snapshots from the simulations at low (0.1 mM) salt concentration, (A), and for the uncharged DNA, (C). (B) Comparison of the simulation results with experimental data: circles with red line to guide the eye are the data from simulations using the CG model of DNA with force constants calculated by IMC software [64] from the data of all-atom MD simulations (CHARMM27 force field). Experimental data are also shown to illustrate the good agreement between theory and experiment. An arrow marked “no charge” indicates $L_p$ value calculated for the CG DNA model with charges on the phosphate group beads set to zero. Experimental data are taken from: black circles [92]; khaki rhombi [93]; green squares [94]; blue triangles [95].
Table 4. Flexibility of the CG-DNA as a function of concentration of monovalent salt.

| Cation concentration $^1$, (mM) | Persistent length, $L_C$ (Å) | Torsional persistence length, $L_T$ (Å) |
|---------------------------------|------------------------------|----------------------------------|
| 0.104–0.340                    | 1065 ± 35                    | 1446                             |
| 0.303–0.545                    | 912 ± 20                     | 1461                             |
| 0.970–2.270                    | 803 ± 17                     | 1415                             |
| 2.910–4.210                    | 633 ± 7                      | 1463                             |
| 9.730–11.030                   | 606 ± 10                     | 1409                             |
| 29.800–35.200                  | 431 ± 4                      | 1424                             |
| 99.600–105.000                 | 451 ± 3                      | 1399                             |
| No charge                      | 316 ± 1                      | 1349                             |

$^1$ Note: it is incorrect to define the NaCl concentration ($C_{\text{NaCl}}$) alone as the parameter characterizing the ionic environment since the dissociated DNA counterions contribute to the ion concentration in the simulation cell. Therefore a range of concentrations are used where lower value is $C_{\text{NaCl}}$ and the higher one is $C_{\text{NaCl}} + C_p$ (where $C_p$ is total concentration of DNA counterions).

Recently, the dependence of DNA elastic properties on ionic environment and analysis of the relative contributions of electrostatic (due to phosphate-phosphate repulsion) and structural (mostly due to base-base stacking) factors to the DNA stiffness has been investigated using all-atom MD simulations followed by so-called group renormalization calculation of effective potentials used in a CG model of DNA [25,86,87]. The CG model of DNA developed in the Papoian laboratory uses different coarse graining of the DNA (without central beads) and employs explicit modeling of the ionic environment but the method used for derivation of intramolecular potentials from all-atom MD simulations is similar to the approach used in the present work. It was found that agreement between the experimental and calculated dependence of the persistent length on concentration of monovalent salt could be achieved if the force constants derived from the all-atom DNA MD simulations, using the Amber10 force field were scaled by factor 0.7 [25]. Here, we obtained excellent agreement with experiment without adjustment of the potentials derived by the IMC procedure from all-atom DNA simulations using the CHARMM27 force field. This discrepancy might be due the different all-atom force fields used in our work (CHARMM27) compared to the Amber10 force field used in the Papoian group work [25,86,87]. Another difference is the detailed coarse-graining of DNA, which employed somewhat different strategies including the use of explicit bending angle potentials in the present work. Additionally, in the present work the electrostatic interactions were described within a continuum model while Papoian and co-workers used ionic interaction potentials derived from the all-atom simulations. Despite these differences the results on the salt dependence of the persistence length from the approaches are similar. Specifically, in the present work we obtained the same estimation for the value of persistent length of the uncharged CG DNA as that obtained by Papoian and co-workers (about 300 Å) [86]). Correspondingly, our results support an analysis of the role of electrostatic forces on DNA stiffness with the conclusion that electrostatic and structural contributions are of similar scale at physiological salt concentrations [25,86,87] which is in contrast to predictions of both the Manning theory (supporting a major role of electrostatics) [96] and the Odjik, Skolnick, and Fixman model (suggesting a major contribution to structural stiffness) [97,98].
3.3. Calculation of Torsion Persistence Length of the DNA CG-Model

The torsion persistence length is determined from the following procedure. A torsion angle is defined between all neighboring monomers using vectors from the central bead position to COMs of adjacent phosphates. A torsion angle between more separated monomers (like \( n \) and \( n + j, j > 1 \) at a contour distance \( L_C \)) is determined as the sum of torsion angles between all intermediate neighbors. Then the torsional persistence length is defined from [99]:

\[
L_T = \frac{L_C}{\delta \varphi^2}
\]

where \( \delta \varphi^2 = \langle \varphi^2 \rangle - \langle \varphi \rangle^2 \) is variation of the torsion angle \( \varphi \) between monomers separated by \( L_C \) distance.

In all MD simulations of the 22 bp CG DNA, the dependence \( L_C \) versus \( \delta \varphi^2 \) shows excellent linearity for full range of \( L_C \) (Fig S3A of the Supporting Material) giving values of \( L_T \) in the range 1350–1500 Å (Table 4, Figure S3B). The value obtained here for the torsional persistence length is larger than what is known from the limited available experimental data which give a value around 700 Å [41,100]. Our results with \( L_T \) values around 1400 Å thus show that the torsional resistance in the CG model is exaggerated. However, the salt-dependence displays minor effect on the torsional rigidity of DNA (Figure S3B). To the best of our knowledge such data on the salt dependence of the torsional DNA rigidity has not been published but as the phosphate-phosphate repulsion is not expected to vary much with torsion, this is the expected result (that indeed has been confirmed, Jan Lipfert, personal communication). The optimization of this feature in the CG model would require fine tuning of the force constants in order to give a shorter torsional persistence length, while still preserving the excellent behavior of the bending persistence length as a function of salt concentration. This will pursued in future work, introducing further development of the CG model.

4. Conclusions

We present a CG DNA model that consist of two types of beads representing a set of two base pairs, one P bead for each phosphate group and one central D bead for the pentose and bases of a two-bp unit (Figure 1). The internal structural and dynamic properties of the DNA chain were defined by a set of harmonic bead-bead bond and angular force constants. Using all-atom MD simulations of DNA oligonucleotides in solution, we applied the inverse MC method to extract the force constant parameters defining the internal properties of the DNA polymer chain. By applying this model in large scale CG simulations of a 200 bp DNA molecule with explicit ions at varying salt conditions within a continuum description of the electrostatic interactions, the DNA flexibility as a function of monovalent salt was analyzed by calculation of the DNA bending persistence length, \( L_P \). The CG model combined with the parameters obtained directly from the all-atom simulation without further adjustment or optimization, resulted in excellent agreement for the dependence of \( L_P \) on monovalent salt concentration when compared with available experimental data. The results are in agreement with a recently developed two-bead (per bp) CG DNA model [24,25,86,87] in which the internal force parameters of the DNA chain was extracted from all-atom simulations in a manner similar to that
employed in the present work. However, one difference between the results of the present model and those obtained from the model developed by Papoian and co-workers, is that we obtained agreement with experiments without further optimization or scaling of the all-atom extracted internal DNA force parameters. This could be due to the different force field used in the all-atom simulations of DNA (CHARMM27 in our case versus Amber10 in the Papoian group case) and to the differences in the coarse-graining of DNA or may be related to different form of ionic potentials used.

We also made preliminary analysis of the torsional persistence length of our CG DNA model. While the model produce the expected independence of this parameter on salt, the absolute values for torsional persistence length seem too large and will require further optimization in future work.

The conclusions from our analysis regarding the relative contributions of the electrostatic and elastic forces that defines the bending properties of DNA under physiological conditions is also in agreement with the work of Papoian, Savelyev, and co-workers [25,86,87] and suggest that these two contributions are of equal importance in determining the stiffness of DNA. Our model should represent an important step towards modeling of DNA bending properties in CG multi-scale modeling of a chromatin fiber, for which the description of the stiffness of linker DNA is highly important in order to reproduce chromatin folding induced by multivalent cations [81]. It may also be noted that, although the present approach is based on a CG DNA model without base sequence identity, this can be introduced in a rather straightforward way by assigning different types of D beads for variable two-bp sequence units. The CG DNA internal force field parameters defining such sequence effects can be obtained from all-atom MD simulations of oligonucleotides of varying base sequences.
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