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Abstract. For successful real-time action recognition in videos, the compromise between computational cost and accuracy must be carefully considered. To explore this balance, we focus on the popular Bag-of-Words (BoW) framework. Although computationally efficient, the BoW has weak classification power. Thus, many variants have been developed. These variants aim to increase classification power whilst maintaining computational efficiency; achieving the ideal cost-to-accuracy balance. Four factors affecting the computational cost vs accuracy balance were identified: ‘Sampling’ strategy, ‘Optical Flow’ algorithm, ‘Saliency’ of extracted features and overall algorithm ‘Flexibility’. The practical effects of these factors were experimentally evaluated using the Dense Trajectories feature framework and the KTH and HMDB51 (a reduced version) datasets. The ‘Saliency’ of extracted information is found to be the most vital factor - spending computational resources to process large amounts of non-salient information can decrease accuracy.
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1 Introduction

The aim of action recognition is to autonomously classify what is being done by observable agents in a scene. Video-based action recognition is one of the most challenging problems in computer vision for several reasons: significant intra-class variations occur due to illumination, viewpoints, scale and motion speed changes and there is no precise definition of the temporal extent of an action. The high dimension and poor quality of video data adds to the challenge of developing robust and efficient recognition algorithms [18].

Video-based action recognition has a variety of useful applications such as autonomous surveillance, intelligent video surveillance, content-based video retrieval, human-robot interaction etc. Being able to achieve these tasks in real-time could improve everyday life for the average citizen and contribute to the 4th industrial revolution.
For real-time action recognition: Shi et al. [22] replaced dense sampling with random sampling, thereby reducing the number of sampled patches to process and increasing efficiency. In a further work, Shi et al. [23] increased accuracy by increasing the sampling density. This was accomplished by using a Local Part Model and performing sampling at lower spatial resolutions. Yejefet et al. [30] extended Local Binary Patterns to the spatio-temporal domain (forming Local Trinary Patterns) to efficiently encode extracted information for action recognition. Zhang et al. [32] replaced optical flow with Motion Vectors to increase efficiency. To boost performance, the knowledge learned with optical flow CNN were transferred to motion vectors for effective real-time action recognition.

Feature extraction is the first step of an action recognition task. For video-based action recognition, popular features to extract include Dense Trajectories [26–28], Space-Time Interest Points (STIPs) [10] and Scale Invariant Feature Transforms (SIFT) [6]. Various approaches use the Bag of Words (BoW) framework to represent extracted features in a compact manner for classification [18]. Although lacking classification power, the BoW is popular due to its simplicity, flexibility and computational efficiency. Many variants have been developed; aiming to increase its classification power whilst leveraging its simplicity and computational efficiency [5,7,13,18]. This highlights the computational cost vs accuracy trade-off. This trade-off must be carefully considered to achieve real-time video-based action recognition.

This paper explores the computational cost vs accuracy balance for video-based action recognition by analyzing the BoW and its variants. We identify factors to consider when trying develop and/or adjust existing algorithms for real-time action recognition of videos. The Dense Trajectories feature framework and the KTH and a reduced HMDB51 datasets were used to observe the practical effects of the identified factors on the cost vs accuracy trade-off. Note that the effects of these factors on deep learning features are not explored. Focus is placed on identifying the fundamental mechanisms that affect the cost-vs-accuracy balance in the feature extraction process.

The rest of this paper is organized as follows. Section 2 reviews the BoW and its variants to identify factors that affect the computational cost vs accuracy balance. Section 3 covers the experimental evaluation of these factors. Section 4 concludes the paper and outlines future work directions.

2 Method and Materials

2.1 Bag of Words

Although algorithms such as Convolutional Neural Networks (CNNs) [14] and Fisher Vectors (FVs) [20] have higher classification power, BoW is favored due to its flexibility, simplicity, compact feature representation and computational efficiency [31]. This is useful in action recognition tasks which involves large sets of extracted features [27]. Additionally, a fast, compact feature representation algorithm makes the BoW framework favorable for real-time applications.
The general pipeline for BoW for video-based classification is summarized in Fig. 1 [18].

![Figure 1](image)

**Fig. 1.** The pipeline for video-based action recognition using the BoW Framework

**Standard Scale Invariant BoW Model.** This section expands on the mathematical description of the standard bag-of-words pipeline [8].

Features are extracted from some image or video frame via multi-scale sampling. For a given image patch $B$, the extracted features are given by:

$$ F(B) = \{ f_{i}^{s}| i \in \{1, ..., N\}, s \in \{1, ..., M\}\}, $$

where $i$ indexes the $N$ feature sites defined by the sampling grid in the patch $B$. $s$ indexes the $M$ scales considered at each feature site.

The histogram $h(B)$ representing a given patch $B$ as per the BoW framework is given by:

$$ h(B) \propto \sum_{i=1}^{N} \sum_{s=1}^{M} c(f_{i}^{s}) $$

where $c$ is some coding scheme that maps the input feature space to the representation space.

With the standard BoW, the Euclidean distance between each extracted feature vector $f_{i}^{s} \in F(B)$ and a visual word $w_{k}, k \in \{1, ..., q\}$ in the visual vocabulary $W = \{w_{1}, ..., w_{q}\}$ is computed. The feature vectors are then matched to the nearest visual word (nearest neighbor assignment). The index of the visual word assigned to an extracted feature vector $f_{i}^{s}$ is given by:

$$ \omega_{i}^{s} = \arg\min_{k \in \{1, ..., q\}} d(f_{i}^{s}, w_{k}) $$

where $d(a, b)$ is the Euclidean distance between $a$ and $b$. The coding function for the standard BoW framework is summarized as

$$ c_{BOW}(f_{i}^{s}) = e(\omega_{i}^{s}) $$
where \( e(i) \) is a \( q \)-dimension vector with only one non-zero element at index \( i \) which is equal to 1. The index \( i \) corresponds to the assigned codeword for a given extracted feature vector \( f_i \).

### 2.2 Analysis of BoW

The standard BoW representation discards all large-scale spatial information; resulting in compact and efficient feature representation [16]. However, the exclusion of this information reduces the classification power of the framework. Shi et al. [20] showed that FVs outperform BoW representations as they offer a more complete representation of input data. Similarly, Loussaief et al. [14] found that CNNs outperform the BoW framework due to their superior ability to extract features that contain relevant information from the input data. However, FVs and CNNs are dense and high-dimensional; making them computationally expensive. The following can be concluded:

*Remark 1.* The more information extracted from input data, the higher the classification power of the algorithm and the higher the computational cost. Thus, a balance between classification accuracy and computation necessitates an implementable algorithm for action recognition.

### 2.3 Factors Affecting the Cost vs Accuracy Balance

The thematic approach of BoW variants involves encoding additional information about the input data into the final BoW representation; increasing the classification power of the framework whilst leveraging the efficiency of the standard model. This is typically done by combining BoW with costly but powerful algorithms (e.g. FV [20], CNNs [14], dense sampling strategies [2,27,28]).

This section identifies the factors affecting the computational cost vs accuracy paradigm stated in Remark 1. These factors are often addressed or manipulated by BoW variants in an attempt to increase accuracy with low additional computational costs.

**Sampling.** Through sampling, information - in the form of features - can be extracted from an image or video frame. The number of patches sampled directly correlates to the algorithm’s performance [2]; this complies with Remark 1. The ideal sampler focuses sampling on information rich patches; discarding insignificant patches to obtain more information at a lower computational cost [15].

Denser sampling yields better accuracy however random sampling provides the most favorable accuracy to cost trade-off [6,22]. Ideally, each pixel should be sampled across all video frames, however this will result in large spatial complexity. The sampling strategy must be chosen such that spatial complexity is reduced whilst keeping image information. Factors to consider when finding the most suitable sampling strategy include: sampling density, step-size, sample patch size, sampling rate and the number of video frames to sample.
Optical Flow. Optical flow is used to capture temporal information of videos. It is the most time consuming process of video-classification algorithms [27]. It can be replaced with less computationally expensive methods such Motion Vectors [32] or space-time feature extractors. However, this results in a decreased accuracy. Knowledge transfer techniques can be used to increase the accuracy of alternative methods [32]; this agrees with Remark 1.

Saliency. A possible approach to achieve a favorable cost to accuracy balance is to only extract important(salient) information from input data. In this manner, computational resources are not wasted on extracting and processing unimportant information. However, determining which areas/features are important requires additional computation and can result in an overall decrease of computational efficiency [12] or a negligible increase [29].

Flexibility. The flexibility of the standard BoW algorithm is often compromised when combined with more powerful and complex algorithms. This is observed with the Convolutional Bag-of-Features (CBoF) [17] which combined CNNs with the BoW framework. In addition to increasing computational demands, CNNs are slow to train and require large amounts of training data which is not readily available. Furthermore, the CNN must be trained with data relevant to the intended application for effective performance. As a result, the algorithm can only be used for the intended application; compromising flexibility.

Although flexibility does not directly affect the cost vs accuracy balance, it allows for further extension and easy integration into a variety of applications; increasing chances of improving the algorithm to obtain the ideal cost vs accuracy balance.

3 Experimentation

In this section, the effects of each factor presented in Sect. 2.3 are investigated using the popular Dense Trajectories feature framework [27]. Experimental parameters are set as per [27].

3.1 Experimental Setup

PC Specifications. Experimentation was conducted on a PC with the following specifications: Intel Core i5 4th Gen., 1.7 GHZ, 8G RAM. A single CPU core was used for computation.

Datasets. The KTH\textsuperscript{1} [21] and reduced HMDB51\textsuperscript{2} [9] action data-sets were used for experimental evaluations.

\textsuperscript{1} http://www.nada.kth.se/cvap/actions/.
\textsuperscript{2} http://serre-lab.clps.brown.edu/resource/hmdb-a-large-human-motion-database/.
The KTH dataset contains six human action classes: walking, jogging, running, boxing, waving and clapping. Each action is performed by 25 subjects in four different environments (outdoors, outdoors with scale variation, outdoors with different clothes and indoors). Since the background is homogeneous and static in most sequences, the dataset serves as a minimum baseline for evaluation of the action recognition algorithm. As found in [21], samples are divided into testing and training sets based on the subjects. The testing set consists of subjects 2, 3, 5, 6, 7, 8, 9, 10, and 22 (9 subjects total) and the training set is made up of the remaining 16 subjects. The average accuracy is taken over all classes.

The HMDB51 data-set contains 51 human action classes and is collated from a variety of sources. For our experimentation, a reduced dataset of 11 randomly selected action classes was used: brush hair, cartwheel, catch, chew, clap, climb stairs, smile, talk, throw, turn, wave. This is a challenging dataset that presents additional problems (e.g. camera motion, occlusion and background activities) to overcome. It serves as an evaluation of how robust the action recognition algorithm is to the aforementioned challenges. As per the original setup [9], each action class is organized into 70 videos for training and 30 videos for testing. Performance is measured by the average accuracy over all classes.

Dense Trajectories. Dense Trajectories involve densely sampling points in the spatial domain and tracking those points across the temporal domain; forming a trajectory. Five descriptors are extracted: trajectory shape, HOG, HOF and Motion Boundary Histograms in the horizontal (MBHx) and vertical (MBHy) planes [27].

Points are densely sampled with a sampling step-size of $W = 5$ on each spatial-scale separately. There are a maximum of 8 spatial scales; the number of spatial scales is dependent on the resolution of the video. Spatial scales are separated by a factor of $1/\sqrt{2}$ [27]. Sampled points in homogeneous image areas can not be tracked and are therefore removed based on the criterion presented by [24]. The threshold, $T$, is defined as:

$$T = 0.001 \times \max_{i \in I} \min(\lambda_i^1, \lambda_i^2)$$  \hspace{1cm} (5)$$

where $(\lambda_i^1, \lambda_i^2)$ are the eigenvalues of the $i^{th}$ sampled point in the image $I$. As per Wang et al. [27], a value of 0.001 was used since it presented a good compromise between saliency and density.

Points are re-sampled and compared to the threshold $T$ (see Eq. 5) every $R$ frames. $R$ is the refresh/frame sub-sampling rate. Sampled points are tracked separately on each spatial scale using a dense optical flow algorithm [4] to form trajectories. This is defined as:

$$P_{t+1} = (x_{t+1}, y_{t+1}) = (x_t, y_t) + (M \ast \omega_t) |_{(x_t, y_t)}$$  \hspace{1cm} (6)$$

where $P_i$ is a point in frame $I_i$. The dense optical flow field, $\omega_t$, for each frame $I_t$ is found with respect to the next frame $I_{t+1}$. A $3 \times 3$ median filter kernel $M$ is applied to the optical flow field.
The same optical flow implementation\(^3\) as [27] was used. From tracked points, five descriptors are extracted: HOG, HOF, MBH in the x (MBHx) and y (MBHy) planes and the trajectory shape, TS, defined as:

\[
TS = \frac{\Delta P_t, ..., \Delta P_{t+L+1}}{\sum_{j=t}^{t+L-1} ||\Delta P_j||}
\]

where \(L\) is the length of the trajectory. This is set to 15 frames as per [27].

**Bag of Words.** Following [27], vocabulary of 4000 words is separately constructed for each descriptor. K-means clustering is used to cluster a subset of 100,000 randomly selected training features.

The feature descriptors are assigned to the “visual word” with the closest Euclidean distance. The count of visual word occurrences is represented in a histogram. Structure is added through spatio-temporal pyramids. Six different pyramids are used (see Fig. 2). A Bag-of-Words is constructed for each cell of a given pyramid. Thereafter, a global representation of the pyramid is found by summing the BoW histogram for each cell and normalizing by the Root SIFT Norm [1], defined as:

\[
p_k = \sqrt{\sum_{k=1}^{q} |p_k|}
\]

Each spatio-temporal pyramid-descriptor pair forms a separate channel; there are 30 channels in total (6 pyramids x 5 descriptors). A multi-class, multi-channel

---

\(^3\) https://docs.opencv.org/3.4/d4/dee/tutorial_optical_flow.html.
non-linear SVM with an RBF-$\chi^2$ kernel \cite{[21]} is used for classification. For multi-class classification, a one-against-rest approach is used. For multiple channels, the kernel is defined as \cite{[33]}:

$$K(x_i, x_j) = \exp(-\sum_c \frac{1}{A_c} D(x^c_i, x^c_j))$$

where $D(x^c_i, x^c_j)$ is the $\chi^2$ distance between each training video $x_i$ and $x_j$ in each channel $c$. $A_c$ is the average of the $\chi^2$ distances between training samples in channel $c$.

**Evaluation of Factors.** To evaluate ‘Saliency’, we observe the computational cost and accuracy achieved by each descriptor on each dataset. In this manner, we can determine which information is most important. Computational cost was measured by the number of frames computed per second - the higher this value, the lower the computational cost. Results are summarized in Table 1.

To evaluate ‘Sampling’, we observe the accuracy and computational cost of the algorithm at different refresh rates (R). A refresh rate of 1 frame was used as a baseline for comparison. Following Remark 1, a refresh rate of $R = 1$ should yield the highest accuracy since the most information is obtained if the video is re-sampled every frame. Uijlings \textit{et al.} \cite{[25]} found that a refresh rate of $R = 6$ frames has the best cost-to-accuracy trade-off for dense computation of HOG, HOF and MBH based on the UCF50 data-set \cite{[19]}. Thus, performance with $R = 1$ was compared to performance with $R = 6$. Results are summarized in Table 2.

To evaluate ‘Optical Flow’, we consider its performance at each scale to determine if the information extraction abilities of this task is worth the computational cost (it is responsible for 52% of the computation time \cite{[27]}).

### 3.2 Experimental Results

**Table 1.** The effects of trajectory shape \cite{[27]}, HOG \cite{[11]}, HOF \cite{[11]} and MBH \cite{[3]} descriptors on the cost vs accuracy balance

| Dataset  | Trajectory shape | HOG  | HOF  | MBH  |
|----------|------------------|------|------|------|
| KTH      | Computation time (FPS) | 8.16 | 1.11 | 1.71 | 0.61 |
|          | Accuracy as per \cite{[27]} (%) | 89.8 | 87.0 | 93.3 | 95.0 |
| HMDB51   | Computational cost (FPS) | 2.48 | 0.11 | 0.14 | 0.07 |
|          | Accuracy as per \cite{[27]} (%) | 28.0 | 27.9 | 31.5 | 43.2 |
Descriptors. The MBH descriptor has the best overall performance and the highest computational cost; agreeing with Remark 1. For the HMDB51 dataset, MBH outperforms all other descriptors by over 10%. This is due to the fact that the HMDB51 data samples include camera motion. Since MBH is computed using the derivative of optical flow, it is robust to camera motion unlike the other descriptors. However, in static scenery (KTH dataset), MBH only outperforms HOF by 1.7%. Since HOF is more computationally efficient than MBH, it can be concluded that MBH is unsuitable for real-time action recognition of static camera data (e.g. CCTV footage). Overall, trajectory shape has the best cost-to-accuracy trade-off.

Theoretically, HOG should have the lowest computational cost since it is the only descriptor that does not rely on optical flow computation. However, HOG has a longer computation time than HOF in experiments. This is due to the fact that optical flow is part of the tracking algorithm therefore less additional computation is required for HOF compared to HOG; HOG requires additional calculation of the gradient between pixel points.

Table 2. Evaluation of the effect of the refresh rate on the cost vs accuracy balance for KTH and HMDB51 data-sets using the Dense Trajectory features

| Dataset          | R = 1 frame | R = 6 frames |
|------------------|-------------|--------------|
| KTH              | Computation time (FPS) | 0.25 | 0.3 |
|                  | Accuracy (%)   | 94.0 | 91.0 |
| HMDB51 (reduced) | Computation time (FPS) | 0.03 | 0.03 |
|                  | Accuracy (%)   | 78.48 | 81.21 |

Refresh Rate. The accuracy obtained with the KTH data-set for R = 1 (94.0%) is lower than expected (94.2% [27]). This might be due to the fact that Dense Trajectory computation was recreated in Python 3.7 with the latest version of OpenCV, whereas the original code was created in C++ with OpenCV-2.4.2. As a result, the recreated code has a different handling of the algorithm; explaining the difference in accuracy rates. As expected, there is a decrease in accuracy (3%) when sub-sampling every 6 frames as opposed to every 1 frame. This results in a 20% (0.05 FPS) increase in computation speed.

Comparatively, there is a negligible difference in computational cost for the more challenging HMDB51 dataset (for R = 6 frames, computation time was 0.001 FPS faster). Most notably, accuracy increases by 2.73% when sub-sampling every R = 6 frames. This contradicts theoretical predictions as a decrease in accuracy was expected.

The contradicting results obtained with the KTH and HMDB51 dataset show that the effects of ‘Sampling’ on the cost vs accuracy balance is data dependent.

---

4 [http://lear.inrialpes.fr/people/wang/dense_trajectories](http://lear.inrialpes.fr/people/wang/dense_trajectories).
Unlike the KTH dataset, the HMDB51 dataset includes unimportant information such as camera motion, occlusion and background clutter. Sub-sampling every frame increases chances that this unimportant information will be captured, which can decrease accuracy. This highlights that ‘Saliency’ of extracted features is the most vital factor to consider. Based on these results, Remark 1 is adjusted:

**Remark 2.** It can be concluded that the more salient information extracted from input data, the higher the classification power of the algorithm and the higher the computational cost. Thus, a balance between classification accuracy and computational demands of an algorithm must be found for implementable action recognition.

**Optical Flow.** It can be seen that optical flow becomes noisier at smaller spatial scales (Fig. 3) which adversely affects performance. Removing multi-scale sampling would reduce the overall computational cost of the Dense Trajectories algorithm and result in better performance of the optical flow. However, Khan et al. [7,8] proved that scale provides vital information; a BoW incorporating extracted scale information into final representations performs better. Since optical flow is computationally expensive and unreliable at smaller scales, discarding its calculation has a potential to be suitable for real-time applications.

![Fig. 3. The computed optical flow for each spatial scale](image)

4 Conclusions and Future Work

For video-based action recognition, experimental evaluation found ‘Saliency’ of extracted features to have the most notable effect on the cost vs accuracy balance. Capturing unimportant information (e.g. occlusion, background activities etc.) can decrease performance accuracy and waste computational resources. The saliency of extracted features is dependent on the ‘Sampling’ algorithm. Future work includes exploring the effects of the identified factors on deep learning architectures. This will help move the research space closer to creating algorithms that are simple yet powerful enough for practical realization of real-time video-based action recognition.
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