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ABSTRACT

We present a novel hierarchical formulation of the fourth-order forward symplectic integrator and its numerical implementation in the GPU-accelerated direct-summation N-body code FROST. The new integrator is especially suitable for simulations with a large dynamical range due to its hierarchical nature. The strictly positive integrator sub-steps in a fourth-order symplectic integrator are made possible by computing an additional gradient term in addition to the Newtonian accelerations. All force calculations and kick operations are synchronous so the integrationalgorithm is manifestly momentum-conserving. We also employ a time-step symmetrisation procedure to approximately restore the time-reversibility with adaptive individual time-steps. We demonstrate in a series of binary, few-body and million-body simulations that FROST conserves energy to a level of $\Delta \mathcal{E} / E \approx 10^{-10}$ while errors in linear and angular momentum are practically negligible. For typical star cluster simulations, we find that FROST scales well up to $N_{\text{GPU}} = 4 \times 10^5$ GPUs, making direct summation N-body simulations beyond $N = 10^6$ particles possible on systems with several hundred and more GPUs. Due to the nature of hierarchical integration the inclusion of a Kepler solver or a regularised integrator with post-Newtonian corrections for close encounters and binaries in the code is straightforward.
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1 INTRODUCTION

Gravitational direct N-body simulations of collisional star clusters have recently reached the million-body era (e.g. Wang et al. 2016). The standard time integration procedure in such simulations during the past few decades has been the fourth-order Hermite scheme (Aarseth 1999), while even higher-order Hermite integrators exist (Nitadori & Makino 2008). This fourth-order scheme is a predictor-corrector integrator based on third-order force polynomials constructed from particle accelerations and their time derivatives (Makino & Aarseth 1992; Hut et al. 1995; Aarseth 2003).

The Hermite integrator is typically accompanied by a neighbour scheme separating the rapidly evolving short-range forces and the slowly changing long-range forces (Ahmad & Cohen 1973) as well as a block time-step scheme sorting the particles into a factor of two hierarchy according to their individual time-steps (McLachlan 1995; Hernquist & Katz 1989; Makino 1991). Hard binaries and close particle encounters are often (Aarseth 2003; Mikkola 2008), but not always (Konstantinidis & Kokkotas 2010; Hubber et al. 2018), integrated with specialised regularisation techniques (Kustaanheimo & Stiefel 1965; Mikkola & Aarseth 1993; Preto & Tremaine 1999; Mikkola & Tanikawa 1999; Mikkola & Merritt 2008).

In addition to algorithmic improvements, particle numbers in direct summation simulations with the Hermite integrator have been increasing due to the development of special-purpose hardware like GRAPE (Ito et al. 1990; Makino 2008) and the efficient use of general purpose many core accelerators (graphics processing units, GPUs) in astrophysical high-performance computing (Gaburov et al. 2009; Nitadori & Aarseth 2012; Wang et al. 2015).

While Hermite codes have become the standard for collisional N-body simulations, alternative numerical algorithms for directly integrating the gravitational N-body problem have been explored (Dehnen & Read 2011). Here, symplectic integrators (Yoshida 1990, 1993) are of particular interest. By employing the geometrical properties of Hamiltonian mechanics (Hairer et al. 2006) symplectic integrators preserve the Poincaré integral invariants i.e. the phase-space of the dynamical system. They also exactly conserve the so-called surrogate Hamiltonian $\hat{H}$ close to the original Hamiltonian $H$ as

$$
\hat{H} = \hat{H} + H_{\text{err}}
$$

in which $H_{\text{err}}$ is the so-called error Hamiltonian characterising the typically small difference of the surrogate Hamiltonian and the original Hamiltonian. The conservation of the surrogate Hamiltonian...
very often yields good energy conservation, especially for long-term integrations. Despite their high accuracy per integration step the widely-used Hermite integrators are not symplectic in nature and may be susceptible to long-term secular error growth (Binney & Tremaine 2008; Dehnen & Read 2011).

Symplectic integrators are constructed using Hamiltonian splitting. In general a Hamiltonian $H$ is separable if it can be expressed as a sum of two parts $H_F$ and $H_S$ as

$$H(x_i), \{p_i\} = H_F(\{p_i\}) + H_S(x_i)$$  \hspace{1cm} (2)

in which $x_i$ are the canonical coordinates and $\{p_i\}$ the corresponding momenta of the particles of the dynamical system. For separable Hamiltonians first and second-order symplectic integrators, the Euler integrator and the leapfrog integrator, can be constructed. Moreover, if the second-order leapfrog exists the seminal method of Yoshida (1990) allows for the construction of higher-order symplectic integrators for any even order.

A common procedure in Hamiltonian mechanics is the splitting of the Hamiltonian $H$ into kinetic $T$ and potential $U$ parts as

$$H(x_i), \{p_i\} = T(\{p_i\}) + U(x_i).$$  \hspace{1cm} (3)

The kinetic term $T$ generates the drift operator $e^{\epsilon T}$ which propagates the coordinates of the dynamical system over a time interval $\epsilon$ as

$$e^{\epsilon T}x_i(t) = x_i(t + \epsilon).$$  \hspace{1cm} (4)

The kick operator $e^{\epsilon U}$ generated by the potential term $U$ updates the momenta as

$$e^{\epsilon U}p_i(t) = p_i(t + \epsilon),$$  \hspace{1cm} (5)

i.e. velocities if the masses of the elements of the dynamical system are constant.

The separation of the Hamiltonian into kinetic and potential parts is not the only option when constructing symplectic second-order N-body integrators. In N-body systems with a dominant gravitating body the Wisdom-Holman splitting separates the Hamiltonian into $N-1$ Keplerian two-body Hamiltonians $H_{\text{Kepler}}^i$ between the dominant body and other particles and $(N-1)(N-2)/2$ perturbative interaction Hamiltonians $U_{\text{int}}^i$ between the non-dominant bodies (Wisdom & Holman 1991; Murray & Dermott 2000; Hernández & Bertschinger 2015; Rein & Tamayo 2015). The splitting procedure can be summarised as

$$H = \sum_{i=1}^{N-1} H_{\text{Kepler}}^i + \sum_{i=1}^{N-1} \sum_{j=i+1}^{N-1} U_{\text{int}}^{ij}.$$  \hspace{1cm} (6)

Specialised numerical techniques have been developed for the perturbed Keplerian Hamiltonians (e.g. Danby 1992; Hernández & Bertschinger 2015; Wisdom & Hernández 2015; Dehnen & Hernández 2017; Hernández & Holman 2020). These integrators are widely used in the context of gigayear-long simulations of Solar system bodies.

Yet another class of symplectic integrators can be used to derive hierarchical Hamiltonian splitting (hereafter HHS). The HHS provides an attractive alternative to the widely-used block time-step scheme for simulations with individual particle time-steps (Saha & Tremaine 1994; Pelupessy et al. 2012; Jänes et al. 2014). Starting from a pivot time $t_{\text{pivot}}$ the Hamiltonian is adaptively divided into Hamiltonians $H_S$ and $H_F$ of slow $(\tau_i \geq t_{\text{pivot}})$ and fast particles $(\tau_i < t_{\text{pivot}})$ according to the individual time-steps $\tau_i$ of the particles. The process is repeated recursively on $H_F$ with increasingly smaller pivot time-steps until no particles remain in the set of fast particles. On a single hierarchy level the Hamiltonian splitting then is

$$H = H_S + H_F + U_{\text{SF}} = H_S + H_F + U_{\text{SF}},$$  \hspace{1cm} (7)

in which $U_{\text{SF}}$ is the interaction Hamiltonian between the sets of slow and fast particles. Thus at the end of the HHS procedure only a collection of slow Hamiltonians and interaction Hamiltonians remains. The number of these Hamiltonians depends on the time-step distribution $\{\tau_i\}$ of the particles. The HHS does not constrain how the particle time-steps should be chosen so the time-step assignment is a separate choice to be made.

The interaction Hamiltonians $U_{\text{SF}}$ between the hierarchy levels ensure that inter-level force calculations and corresponding kick operations are always pair-wise, which is not true for the block time-step scheme. Thus integrators derived using the HHS are manifestly momentum-conserving. The interaction Hamiltonian $U_{\text{SF}}$ can be placed on the same hierarchy level as the corresponding slow Hamiltonian $H_S$ rendering the dynamics of the fast particles generated by $H_F$ independent of the slower hierarchy levels. This remarkable decoupling of rapidly evolving dynamical sub-systems enables efficient integration of systems with an extreme dynamical range (e.g. Pelupessy et al. 2012; Zhu 2020; Springel et al. 2020).

A common property for all symplectic integrators beyond the second order derived by using the method of Yoshida (1990) is the unavoidable occurrence of negative integration sub-steps. While negative time-steps are not a problem for Newtonian gravitational dynamics due to its time-reversibility, they cause problems for important time-irreversible dynamical processes such as gravitational-wave emission and tidal dissipation. In addition, negative time-steps make the attractive higher-order hierarchical integration methods prohibitively inefficient (Pelupessy et al. 2012).

A rather original and surprisingly rarely used solution to avoid negative integration steps in a fourth-order symplectic integrator is to move appropriate terms from the error Hamiltonian $H_{\text{err}}$ into the surrogate Hamiltonian $H$ in Eq. (1). This process results in a family of forward symplectic integrators (hereafter FSI) which contain only positive integration sub-steps at the cost of evaluating the force gradient in addition to the Newtonian force term (Chin 1997; Chin & Chen 2005). Even though fourth-order forward integrators have been proven to be extremely efficient and accurate in few-body gravitational dynamics (Chin 2007a) they have not been widely adopted by the astrophysical community (Dehnen & Read 2011). To the best of the authors’ knowledge the only N-body implementation of the forward integrator is the TRITON code (Dehnen & Hernandez 2017) which also uses a specialised Kepler solver.

In this article we describe a novel integration method HHS-FSI which combines a hierarchical integration scheme with the fourth-order forward symplectic integrator. First, our new symplectic integrator is derived by using the HHS technique enabling the efficient integration of systems with extremely large dynamical ranges. Next, the inter-particle force calculations in the code are always pair-wise making the algorithm manifestly momentum-conserving. We employ a forward symplectic integrator and a novel fourth-order Hamiltonian split on Eq. (7) rendering the entire integration algorithm fourth-order accurate. Finally, in contrast to most available higher-order symplectic integrators our technique contains no negative integration steps.

The HHS-FSI integrator is implemented in the novel N-body code FROST. The code is written in MPI-parallelised CUDA C language to enable the use of hardware-accelerated computation nodes in modern CPU-GPU computing clusters and supercomput-
ers. Pseudocode instructions on implementing a version of the HHS-FSI integrator are provided as a part of this study.

This work is organised as follows. In Section 2 we review the construction and implementation of the standard fourth-order forward symplectic integrator. In Section 3 we describe the hierarchical Hamiltonian splitting technique and present the novel hierarchical fourth-order forward symplectic integrator. Time-stepping used with the integrator is presented in Section 4 and the numerical implementation of the integrator in Section 5. The order and numerical accuracy of the integrator as well as running speed and scaling of the FROST code are validated by various numerical experiments in Section 6. Appendices A1 and A2 provide details of the initial conditions for the simulations in this Section. Finally, we summarise our main results and conclude in Section 7.

2 FORWARD SYMPLECTIC INTEGRATORS

2.1 Symplectic integrators

The Hamiltonian equations of motion of a dynamical system can be written as a single equation using the compact notation as

$$\frac{dw}{dt} = Hw = \left[ w, H \right]_P$$

(8)

in which $w = \{ (x_i), \{ p_i \} \}$ is the phase space state of the dynamical system and $\{ p_i \}$ are the Poisson brackets. The operator $H$ is the so-called Lie operator of the Hamiltonian $H$ (Dragt & Finn 1976). The Hamiltonian equation of motion has a formal solution over a time interval $\varepsilon$ as

$$w(t + \varepsilon) = \exp{\varepsilon H}w(t)$$

(9)

in which $\exp{\varepsilon H}w(t)$ is the time evolution operator generated by $H$ (Goldstein 1980). Symplectic integrators are derived (e.g. Dehnen & Hernandez 2017) from proper continuous canonical transformations of Eq. (9). Consequently, symplectic integrators preserve the phase space i.e. Poincaré integral invariants of the dynamical system (Hairer et al. 2006).

A time evolution operator $\exp{\varepsilon H}$ generated by a separable Hamiltonian $H = T + U$ can be decomposed into an operator product

$$\exp{\varepsilon H} = \exp{(T+U)} = \prod_{i=1}^{N} \exp{\varepsilon T_i e^{\varepsilon U_i}}$$

(10)

if the individual drift $\exp{\varepsilon T}$ and kick operators $\exp{\varepsilon U}$ can be exactly computed. The set of coefficients $\{ t_i, u_i \}$ define the symplectic integrator (e.g. Ruth 1983; Hairer et al. 2006). A symplectic integrator of any even order exists for every separable Hamiltonian $H = T + U$ and it is possible to find the integrator coefficients $\{ t_i, u_i \}$ efficiently (Yoshida 1990, 1993).

The integrator coefficients are obtained by using the so-called Campbell-Baker-Hausdorff (hereafter CBH) formula (Campbell 1896, 1897; Baker 1902, 1905; Hausdorff 1906). The CBH formula formally solves the operator $Z$ from the equation

$$\exp{\varepsilon X} \exp{\varepsilon Y} = \exp{\varepsilon Z}$$

(11)

as a series expansion of increasingly complex nested commutator expressions. The first few terms of the solution for $Z$ are

$$Z = \log \left( \exp{\varepsilon X} \exp{\varepsilon Y} \right) = X + Y + \frac{1}{2} [X, Y] + \frac{1}{12} \left( [X, [X, Y]] + [Y, [Y, X]] \right) + \ldots$$

(12)

in which $[X, Y] = X Y - Y X$ is the commutator of operators $X$ and $Y$. Inserting Eq. (10) into the CBH formula yields the expression

$$\log \left( \prod_{i=1}^{N} \exp{\varepsilon T_i e^{\varepsilon U_i}} \right) = \varepsilon (T + U) + \frac{\varepsilon^2}{2} \left( [T, [T, U]] + [U, [U, T]] \right) + \ldots$$

(13)

The equation reveals the reason for the oscillatory behaviour of the total energy i.e. the Hamiltonian $H$ in symplectic integrators. It originates from the dynamics generated by the error Hamiltonian $H_{err}$ (Chin 2007b). The constants $\varepsilon_T$, $\varepsilon_U$, $\varepsilon_{TU}$, $\varepsilon_{TTU}$ and $\varepsilon_{UU}$ are the error coefficients of the integrator. They can be computed from the integrator coefficients $\{ t_i \}$ and $\{ u_i \}$ with the constraints

$$\varepsilon_T = \sum_{i=1}^{N} t_i = 1$$

(14)

$$\varepsilon_U = \sum_{i=1}^{N} u_i = 1,$$

i.e. the coefficients in the drift and kick operators must sum to unity to be consistent with the original time evolution operator. We immediately recognise the familiar first-order Euler integrators

$$\varepsilon eH = \varepsilon T eU$$

$$\varepsilon eH = \varepsilon U eT$$

(15)

in which the drift and kick operators simply alternate. The error terms

$$H_{err}^{DK}(\varepsilon) = \frac{1}{2} \varepsilon [T, U] + \ldots$$

(16)

$$H_{err}^{KD}(\varepsilon) = -\frac{1}{2} \varepsilon [T, U] + \ldots$$

are of the first order as expected.

The most simple generalisation of the first-order Euler integrator is obtained by setting $\{ t_1, t_2 \} = \{ \frac{1}{2}, \frac{1}{2} \}$, $\{ u_1, u_2 \} = \{ 1, 0 \}$ or $\{ t_1, t_2 \} = \{ 1, 0 \}$, $\{ u_1, u_2 \} = \{ \frac{1}{2}, \frac{1}{2} \}$. We use the BCH formula of Eq. (12) twice to find that

$$\log \left( \exp{\varepsilon X} \exp{\varepsilon Y} \right) = X + Y - \frac{1}{24} \left( [X, [X, Y]] + \frac{1}{12} [Y, [Y, X]] \right) + \ldots$$

(17)

i.e. the first-order error term has vanished. In fact all the odd terms vanish for all symmetric operator products (Chin 2007a). Inserting Eq. (13) into this result yields the common second-order kick-drift-kick

$$\log \left( \exp{\varepsilon T eU eT} \right) = \varepsilon (T + U) - \frac{\varepsilon^2}{24} [T, [T, U]] + \frac{\varepsilon^2}{12} [U, [U, T]] + \ldots$$

(18)

and drift-kick-drift

$$\log \left( \exp{\varepsilon T eT eU} \right) = \varepsilon (T + U) - \frac{\varepsilon^2}{24} [U, [U, T]] + \frac{\varepsilon^2}{12} [T, [T, U]] + \ldots$$

(19)

leapfrog integrators. The leading-order error terms generated by the leapfrog error Hamiltonians

$$H_{err}^{DK}(\varepsilon) = -\frac{\varepsilon^2}{24} [T, [T, U]] + \frac{\varepsilon^2}{12} [U, [U, T]] + \ldots$$

$$H_{err}^{DK}(\varepsilon) = -\frac{\varepsilon^2}{24} [T, [T, U]] + \frac{\varepsilon^2}{12} [U, [U, T]] + \ldots$$

(20)
are of the second order as expected.

In Euler and leapfrog integrators above the non-zero integrator coefficients \( t_1, u_1 \) are always positive. However, no rules guarantees that the higher-order non-zero integrator coefficients should remain strictly positive Yoshida (1990). Indeed, it was proven by Sheng (1989) and Suzuki (1991) that beyond second order some of the coefficients \( t_1, u_1 \) must be negative, leading to negative time-steps during the integration. In addition, Goldman & Kaper (1996) found that both \( t_1 \) and \( u_1 \) must contain at least a single negative coefficient. In general negative time-steps prohibit the integration of time-reversible systems such as ones with dissipation (e.g. Chin 2007a) and can make hierarchical symplectic integration schemes inefficient (Pellupotky et al. 2012).

### 2.2 Fourth-order forward symplectic integrators

The essence of the solution to the issue of the negative integration time-steps in high-order symplectic integrators can be understood by studying the first terms of the leapfrog error Hamiltonian. The key idea is to move one of the double commutators in Eq. (20) into the actual Hamiltonian instead of including it in the error Hamiltonian as before. This allows setting the remaining error coefficient, which is either \( e_+TUU \) or \( e_{UTU} \), to zero (Chi & Chen 2005; Chin 2007b; Dehnen & Hernandez 2017). If one keeps the operator product symmetric then the leading-order error terms are of the fourth order and the integrator coefficients are strictly positive.

The next question is to decide which double commutator (either \([T, [T, U]] \) or \([U, [T, U]] \)) in Eq. (20) is to be moved into the Hamiltonian and which one is to be discarded. The solution is to set \( e_{UTU} = 0 \) and move the double commutator \([U, [T, U]] \) into the Hamiltonian. This is because \([U, [T, U]] \) can be shown to correspond to a calculable scalar function which only depends on the coordinates of the dynamical system (Takahashi & Imada 1984), so it corresponds to an extra potential term \( G \) (Dehnen & Hernandez 2017) in the Hamiltonian defined as

\[
[U, [T, U]] = - \sum_{i=1}^{N} \frac{1}{m_i} \frac{\partial U}{\partial q_i} \frac{\partial U}{\partial p_i} = - \sum_{i=1}^{N} m_i |a_i|^2 \equiv G. \tag{21}
\]

Now we are ready to perform the actual derivation of the fourth-order forward integrator. We begin from the symmetric operator product relation

\[
\log(e^{T X} e^{Y} e^{X} e^{Y}) = X + Y - \frac{1}{72} [X, [Y, X]] + \ldots \tag{22}
\]

which can be derived by using the BCH formula three times (Dehnen & Hernandez 2017). The formula indicates that the corresponding integrator has the error Hamiltonian of

\[
H_{\text{err}}^{\text{DKD}} = - \frac{1}{72} [U, [T, U]] + \ldots \tag{23}
\]

which we already know to be calculable. The term should be placed in the operator product of the integrator in such a way that the product remains symmetric. From the computational point of view the he optimal location is within in the term in the middle of Eq. (22) to avoid evaluating the term more than once. The dynamics which generates the equations of the fourth-order forward integrator is

\[
H = T + U + \frac{1}{48} [U, [T, U]] = T + U + \frac{1}{48} e^{2G} \tag{24}
\]

with the leading term of the error Hamiltonian being \( H_{\text{err}} = O(e^2) \).

The time evolution operator for this Hamiltonian is

\[
e^e H = e^{\frac{1}{4} e T} e^{\frac{1}{8} e (U + \frac{e^2}{2} G)} e^{\frac{1}{4} e T} e^{\frac{1}{8} e U} = e^{\frac{1}{4} e T} e^{\frac{1}{8} e U} \tag{25}
\]

in which \( U \) corresponds to the so-called modified or gradient potential defined as

\[
\tilde{U} = U + \frac{1}{48} e^{2G} \tag{26}
\]

The integrator Eq. (25) is known as the forward symplectic integrator or FSI (Chin 2007a) or the gradient symplectic integrator especially in the early literature. The FSI presented here is only a single example of the class of fourth-order symplectic integrators which were found and studied by Chin (1997) and Chin & Chen (2005) based on the pioneering work of Ruth (1983); Takahashi & Imada (1984) and Suzuki (1995).

### 2.3 Gradient force expressions for direct N-body codes

Next we turn into practical matters show how the FSI can be numerically implemented into a direct N-body code. This is a rather straightforward task as the only new expression to be calculated is the formula for the so-called gradient force \( \tilde{F}_i \) (or acceleration \( \tilde{a}_i \)) which originates from the modified potential \( \tilde{U} \) in Eq. (26).

The Hamiltonian for an N-body system in Newtonian gravity is defined as

\[
H = T + U = \frac{1}{2} \sum_{i=1}^{N} \frac{m_i}{m} \sum_{j=1}^{N} \sum_{k=1}^{N} m_j m_k \frac{\partial \tilde{U}}{\partial x_i} \frac{\partial \tilde{U}}{\partial x_j} \tag{27}
\]

in which we switched into somewhat more relaxed notation. The separation vectors and their norms here are defined as \( x_{ji} = x_i - x_j \) and \( f_{ji} = ||x_{ji}|| \) and the individual particle masses \( m_i \) are constant. Here \( \tilde{G} \) is Newton’s constant. In a system of \( N \) bodies the Newtonian acceleration of a body is computed as

\[
\tilde{a}_i = - \frac{1}{m_i} \frac{\partial U}{\partial x_i} = \tilde{G} \frac{N}{\sum_{j \neq i} f_{ji}} x_{ji} \tag{28}
\]

The expression for acceleration corresponding to potential \( G \) of Eq. (21) is somewhat more complicated. We begin by calculating the gradient acceleration \( g_i \) for a single test particle with mass \( m_i \) in a gradient potential of a massive body \( M \) located fixed at the origin.

The result is

\[
g_i = - \frac{1}{m_i} \frac{\partial \tilde{G}}{\partial x_i} = \frac{1}{m_i} \frac{\partial \tilde{U}}{\partial x_i} \frac{\partial \tilde{U}}{\partial x_i} a_i = \frac{1}{m_i} \frac{\partial \tilde{U}}{\partial x_i} a_i \tag{29}
\]

The N-body case is a straightforward generalisation of the test particle case. The main difference is the use of relative accelerations \( \tilde{a}_{ji} = a_i - a_j \) in the formulas:

\[
g_i = - \frac{1}{m_i} \frac{\partial G}{\partial x_i} = \frac{1}{m_i} \frac{\partial \tilde{U}}{\partial x_i} \sum_{j \neq i} \frac{m_j}{f_{ji}} \tilde{a}_{ji} = \frac{\partial \tilde{U}}{\partial x_i} \sum_{j \neq i} \frac{m_j}{f_{ji}} \tilde{a}_{ji} \tag{30}
\]

\[
= \frac{1}{m_i} \frac{\partial \tilde{U}}{\partial x_i} \sum_{j \neq i} \frac{m_j}{f_{ji}} \tilde{a}_{ji} - 3 (x_{ji} \cdot a_i) x_{ji} \tag{31}
\]

\[
= 2 \sum_{j \neq i} \frac{G m_j}{f_{ji}} \left( \frac{1}{f_{ji}} \tilde{a}_{ji} - 3 (x_{ji} \cdot a_i) x_{ji} \right) \tag{32}
\]

\[
= 2 \sum_{j \neq i} \frac{G m_j}{f_{ji}} \left( \frac{1}{f_{ji}} \tilde{a}_{ji} - 3 (x_{ji} \cdot a_i) x_{ji} \right) \tag{33}
\]
Thus, the modified potential \( \tilde{U} \) generates accelerations \( \tilde{a}_i \) of
\[
\tilde{a}_i = a_i + \frac{1}{48} G \sum_{j=1}^{N} \frac{m_j}{r_{ij}^3}(x_{ij} \cdot a_j)x_{ij} \tag{31}
\]
in which again \( a_{ij} = a_j - a_i \). Note that computing the gradient accelerations requires a second sum over the particles whereas the in the case of the Newtonian acceleration only one sum is needed.

Gravitational softening (e.g. Barnes 2012) may be included as well. If so, one has to replace the potential \( U \) with a softened one in Eq. (28) and Eq. (31) and compute the two softened accelerations. For example the common Plummer softening kernel (Plummer 1911) can be included in a straightforward manner by substituting \( r_{ij} \) with \( (r_{ij}^2 + \epsilon^2)^{1/2} \) in which \( \epsilon \) is the gravitational softening length. The gravitational softening used in a number of simulations in this study is the Plummer softening.

### 3 SYMPLECTIC INTEGRATORS FROM HIERARCHICAL HAMILTONIAN SPLITTING

#### 3.1 Hierarchical second-order integrators

Hierarchical Hamiltonian splitting (hereafter HHS) is a technique to construct symplectic N-body integrators with individual time-steps for the particles of the dynamical system (Pelupessy et al. 2012). The advantages of well-constructed HHS integrators compared to integrators with common block time-steps are manifest momentum conservation and extremely large dynamical range.

The key idea of the HHS scheme is to first assign individual time-steps to particles and then to divide the particles into two sets of so-called slow and fast particles using a pivot time-step. The slow particles are then propagated using the pivot time-step while the fast particles are divided again now using half of the pivot time-step and so on. This process is carried out recursively until all the particles have been propagated.

More rigorously, given an initial pivot time-step \( \tau_{\text{pivot},1} \) corresponding to the maximum particle time-step in the block time-step scheme, the particles \( \mathcal{P}_1 \) of an N-body system \( \{ \mathcal{P}_i \} \) are divided into two non-overlapping sets of slow \( \mathcal{S}_j \) and fast \( \mathcal{F} \) particles. In general, the subscript \( j \) labels the hierarchy level of the pivot step as \( \tau_{\text{pivot},j} \). The division criterion is based on the individual time-steps \( \tau_i \) of the particles as
\[
\begin{align*}
\mathcal{S}_j & = \{ \mathcal{P}_1 \} \quad \tau_i \geq \tau_{\text{pivot},j} \quad \text{set of slow particles} \\
\mathcal{F} & = \{ \mathcal{P}_k \} \quad \tau_i < \tau_{\text{pivot},j} \quad \text{set of fast particles}
\end{align*}
\tag{32}
\]
with \( \mathcal{S}_j \cup \mathcal{F} \) being equal to the original particle set. When \( \mathcal{F} \) is further partitioned the pivot new step is \( \tau_{\text{pivot},j+1} = \frac{1}{2} \tau_{\text{pivot},j} \) and the time-steps \( \tau_i \) are re-computed taking only the particles in \( \mathcal{F} \) into account. The Hamiltonian of the particle system at each level of time-step hierarchy is split according to the two sets \( \mathcal{S} \) and \( \mathcal{F} \) as
\[
H = H_S + H_F + H_{SF}.
\tag{33}
\]

Here \( H_S = T_S + U_{SS} \) and \( H_F = T_F + U_{SF} \) are the Hamiltonians of the sets of slow and fast particles \( \mathcal{F} \) on the particular hierarchy level. The third term \( H_{SF} = U_{SF} = U_{FS} \) is the interaction Hamiltonian between the two systems which guarantees that acceleration calculations and kick operations between particles on different levels of hierarchy are always pair-wise i.e. synchronised. This is the origin of the manifest momentum conservation of the HHS integrators. After the procedure has been recursively repeated on \( \mathcal{F} \) until no particles remain, we are left with a collection of slow Hamiltonians of the sets \( \mathcal{S}_j \) and their mutual interaction Hamiltonians.

The Hamiltonian of Eq. (33) can be used to generate various time evolution operators for practical integration algorithms. Pelupessy et al. (2012) studied a number of these integrators in second order and found that the following so-called HOLD algorithm has the best numerical performance. The time evolution operator of the HOLD integrator is derived from the Hamiltonian of Eq. (33) as
\[
e^\epsilon H = e^\epsilon (H_F + H_{SF}) = e^\epsilon (H_F + H_S + U_{SS}) = e^\epsilon (H_F + H_S) + \epsilon U_{SS} \tag{34}
\]

The final step follows from the fact that time evolution operators generated by \( H_S \) and \( H_F \) commute by definition.

The name HOLD of the integrator originates from the fact that it is advantageous to keep, or hold, the slow-fast interaction term at the slow level of the hierarchy (Pelupessy et al. 2012). This fact has formidable consequences: the Hamiltonian of a certain level in the time-step hierarchy is independent of the slower hierarchy levels. Computationally this implies that one can efficiently focus on the internal dynamics of particle systems with very short time-steps ignoring the particles with longer time-steps. In the block time-step schemes the force calculation of the active particles with small time-steps requires taking every particle of the entire dynamical system into account. In addition, all the interactions between the different levels in the time-step hierarchy are again always pair-wise so the HOLD integration algorithm is manifestly momentum-conserving.

Finally, the time evolution operator for the Hamiltonian of the slow particle set \( H_S \) in Eq. (34) is the common second-order leapfrog integrator i.e.
\[
e^\epsilon H_S = e^\epsilon (T_S + U_{SS}) = e^\epsilon T_S e^{i\epsilon U_{SS}}. \tag{35}
\]

In principle nothing prohibits using higher-order symplectic integrators for \( H_S \) for improved integration accuracy. However, using e.g. a high-order Yoshida integrator would not change the order of the HOLD integration method as the initial Hamiltonian splitting into slow and fast Hamiltonians in Eq. (33) was of the second order.

#### 3.2 A new hierarchical fourth-order forward symplectic integrator

We now construct a novel hierarchical symplectic fourth-order integration algorithm HHS-FSI which has strictly positive time-steps. First we must split the time evolution operator generated by the Hamiltonian of Eq. (33) i.e.
\[
e^\epsilon H = e^\epsilon (H_S + H_{SF}) = e^\epsilon (H_S + H_F + U_{SF}) = e^\epsilon (H_S + H_F) + \epsilon U_{SF} \tag{36}
\]

using a fourth-order splitting scheme following the recipe presented in Section 2.2. There are two symmetric possibilities how to do this. One may either place the operators generated by interaction Hamiltonian \( U_{SF} \) in the middle and both ends of the operator product as
\[
e^\epsilon H = e^{\frac{i}{4} \epsilon U_{SF}} e^{\frac{1}{2} \epsilon (H_S + H_F)} e^{\frac{i}{4} \epsilon U_{SF}} e^{\frac{1}{2} \epsilon (H_S + H_F)} e^\epsilon (H_S + H_F) + \epsilon U_{SF} \tag{37}
\]
or set the operators generated by \( H_S \) and \( H_F \) into these locations i.e.
\[
e^\epsilon H = e^{\frac{i}{4} \epsilon U_{SF}} e^{\frac{1}{2} \epsilon (H_S + H_F)} e^{\frac{i}{4} \epsilon U_{SF}} e^{\frac{1}{2} \epsilon (H_S + H_F)} e^\epsilon (H_S + H_F). \tag{38}
\]
The two error Hamiltonians of these time evolution operators are

\[
\begin{align*}
\mathbf{H}_{\text{err}} &= \frac{1}{72} [\mathbf{U}_{\text{SF}}, [\mathbf{H}_S + \mathbf{H}_F, \mathbf{U}_{\text{SF}}]] + \ldots \quad (39) \\
\mathbf{H}_{\text{err}} &= \frac{1}{72} [\mathbf{H}_S + \mathbf{H}_F, [\mathbf{U}_{\text{SF}}, \mathbf{H}_S + \mathbf{H}_F]] + \ldots \quad (40)
\end{align*}
\]

by the BCH identity of Eq. (22).

To avoid negative integrator coefficients following Section 2.2 we must evaluate one of the error double commutators and discard the other. Calculating the two commutator expressions we find that the latter double commutator is not suitable for our purposes as it results in a non-separable Hamiltonian. Thus, the time evolution operator of Eq. (38) does not correspond to a practical fourth-order forward integration algorithm. Fortunately, the former double commutator can be evaluated as

\[
[\mathbf{U}_{\text{SF}}, [\mathbf{H}_S + \mathbf{H}_F, \mathbf{U}_{\text{SF}}]] = [\mathbf{U}_{\text{SF}}, [\mathbf{T}_S + \mathbf{T}_F, \mathbf{U}_{\text{SF}}]] = [\mathbf{U}_{\text{SF}}, [\mathbf{T}_S, \mathbf{U}_{\text{SF}}]] + [\mathbf{U}_{\text{SF}}, [\mathbf{T}_F, \mathbf{U}_{\text{SF}}]].
\]  

(41)

so Eq. (37) yields the integrator we search for. The two terms of Eq. (41) have an interpretation analogous to Eq. (21): they correspond to gradient potentials of the sets of slow and fast particle sets as

\[
[\mathbf{U}_{\text{SF}}, [\mathbf{T}_S, \mathbf{U}_{\text{SF}}]] = \sum_{i \in \mathcal{S}} \frac{1}{m_i} \left( \frac{\partial \mathbf{U}_{\text{SF}}}{\partial x_i} \right)^2 \equiv \mathbf{G}_S
\]

and

\[
[\mathbf{U}_{\text{SF}}, [\mathbf{T}_F, \mathbf{U}_{\text{SF}}]] = \sum_{i \in \mathcal{F}} \frac{1}{m_i} \left( \frac{\partial \mathbf{U}_{\text{SF}}}{\partial x_i} \right)^2 \equiv \mathbf{G}_F
\],

(42)

The Hamiltonian generating the dynamics of the HHS-FSI integrator is thus

\[
\mathbf{H} = \mathbf{H}_S + \mathbf{H}_F + \frac{1}{48} (\mathbf{G}_S + \mathbf{G}_F)
\]

\[
= \mathbf{H}_S + \mathbf{H}_F + \mathbf{U}_{\text{SF}} + \mathbf{U}_{\text{SF}}.
\]  

(43)

The corresponding time evolution operator \(e^{\epsilon \mathbf{H}}\) is

\[
e^{\frac{1}{6} \epsilon \mathbf{U}_{\text{SF}}} e^{\frac{1}{2} \epsilon (\mathbf{H}_S + \mathbf{H}_F)} e^{\frac{1}{8} \epsilon \mathbf{G}_S} e^{\frac{3}{8} \epsilon (\mathbf{G}_S + \mathbf{G}_F)} e^{\frac{1}{8} \epsilon (\mathbf{H}_S + \mathbf{H}_F)} e^{\frac{1}{2} \epsilon \mathbf{U}_{\text{SF}}}
\]

\[
e^{\frac{1}{6} \epsilon \mathbf{U}_{\text{SF}}} e^{\frac{1}{2} \epsilon \mathbf{H}_S} e^{\frac{1}{2} \epsilon \mathbf{H}_F} e^{\frac{1}{4} \epsilon \mathbf{U}_{\text{SF}}} e^{\frac{1}{2} \epsilon \mathbf{H}_F} e^{\frac{1}{2} \epsilon \mathbf{H}_F} e^{\frac{1}{2} \epsilon \mathbf{U}_{\text{SF}}},
\]  

(44)

in which we have again used the fact that the time evolution operators generated by the slow and fast Hamiltonians commute. The HHS-FSI integrator of Eq. (44) is the main result of this study and it is implemented in the novel direct N-body code FRGST in Section 5.

The systems of slow particles with Hamiltonian \(\mathbf{H}_S\) are propagated using the FSI integrator from Section 2.2. Here it is possible to use other symplectic integrators of at least of the fourth order (McLachlan 1995) without decreasing the order of the entire HHS-FSI integration algorithm.

3.3 Gradient force expressions between time-step hierarchy levels for direct N-body codes

The gradient accelerations \(\mathbf{a}_i\) corresponding to the gradient potentials \(\mathbf{G}_S\) and \(\mathbf{G}_F\) between the sets of slow and fast particles (\(\mathcal{S}\) and \(\mathcal{F}\)) in Eq. (42) can be computed starting from the corresponding Newtonian acceleration formulas for the particles \(\mathcal{P}_1\) and \(\mathcal{P}_2\) as

\[
\mathbf{a}_i = \mathcal{G} \sum_{j \in \mathcal{P}_1} \frac{m_j \mathbf{x}_{ij}}{r_{ij}^3} \quad \text{if } \mathcal{P}_1 \in \mathcal{S}
\]

\[
\mathbf{a}_i = \mathcal{G} \sum_{j \in \mathcal{P}_2} \frac{m_j \mathbf{x}_{ij}}{r_{ij}^3} \quad \text{if } \mathcal{P}_2 \in \mathcal{F}
\]  

(45)

\(\mathcal{G}\) represents the classical gravitational constant.
The gradient accelerations between the two time-step hierarchy levels are thus
\[
\ddot{a}_i = a_i + \frac{1}{48} \sum_{j \in S} m_j \left( \frac{r_{ij}^2}{g} \dot{a}_{ij} - 3(x \cdot a_{ij})x_{ij} \right) \quad \text{if } \mathcal{P}_1 \in S
\]
and
\[
\ddot{a}_j = a_j + \frac{1}{48} \sum_{i \in S} m_i \left( \frac{r_{ij}^2}{g} a_{ij} - 3(x \cdot a_{ij})x_{ij} \right) \quad \text{if } \mathcal{P}_2 \in S.
\]

4 INDIVIDUAL ADAPTIVE TIME-STEPs AND TIME-STEP SYMMETRISATION

The individual time-steps \( \tau_i \) assigned to the simulation particles must be shorter than the time-scale over which the orbits of the particles evolve (e.g. Dehnen & Read 2011). As our code is intended for collisional N-body simulations it is natural that the time-steps should be determined by the timescale of the close encounters the particles frequently experience.

Following Pelupessy et al. (2012) we consider two simple time-step criteria based on two-body timescales: the free-fall timescale \( \tau_{ff} \) and the fly-by timescale \( \tau_{fb} \). We define the two-body free-fall time-step for particle \( \mathcal{P}_i \) as
\[
\tau_{ff,i} = \min_{j \neq i} \frac{\eta}{M} \min_{j \neq i} \left( \frac{\|r_{ij}\|^3}{G(m_i + m_j)} \right)^{1/2},
\]
in which the index \( j \) runs over all other particles. Similarly, the fly-by time-step is defined as
\[
\tau_{fb,i} = \min_{j \neq i} \frac{\eta}{M} \min_{j \neq i} \frac{\|r_{ij}\|}{\|v_{ij}\|}.
\]

In the two equations the constants \( \eta_f \) and \( \eta_b \) are user-given integration accuracy parameters. In this study we always use \( \eta = \eta_f = \eta_b \). With this definition the two-time-step criteria agree on the time-step for a circular Keplerian binary i.e.
\[
\tau_{fb} = \frac{\eta}{2 \pi},
\]
where \( P \) is the orbital period of the binary. This expression provides a practical rule of thumb for estimating the time-step size compared to the orbital period as a function of the accuracy parameter \( \eta \).

Widely used time-step schemes and time-step criteria typically break the two desirable properties of an integrator: symplecticity and time-reversibility (Dehnen 2017). Block time-step schemes without mutual pairwise kicks break the symplecticity by rendering the Hamiltonian of Eq. (3) formally non-separable due to coupling of particles on different time-step blocks (Springel 2005; Dehnen 2017). The loss of symplecticity leads to secular error growth. Fortunately, certain integrators, such as ours, with strictly pair-wise kicks avoid this issue despite individual adaptive time-steps (Saha & Tremaine 1994; Farr & Bertschinger 2007; Pelupessy et al. 2012). Another, even more persistent source of numerical dissipation arises if the time-reversibility of the integrator is broken. In general a time-symmetric integrator loses its time-reversibility if the time-steps depend on the phase-space coordinates \( \{x_i, p_i\} \) (e.g. Preto & Tremaine 1999; Pelupessy et al. 2012; Hernandez & Bertschinger 2018) as the time-steps depend on the past, and not future, phase-space state of the system (Springel 2005). This again causes secular error growth.

A recipe to exactly recover the time-reversibility does not exist for integrators with discretised time-steps (Dehnen 2017). However, numerical methods to mitigate the effects time-irreversibility have been devised and implemented. In this study we use the so-called time-step symmetrisation procedure (Hut et al. 1995; Pelupessy et al. 2012; Aguilar-Arquillo et al. 2020) to lessen the undesirable effects of time-irreversibility of our time-step scheme. The time-reversibility of the integration with adaptive time-steps can be summarised in the statement
\[
\tau^*(t) = \tau^*(t + \tau(t))
\]
in which the superscript signs indicate the direction of the integration in time. The time-reversibility can be partly recovered by the time-step symmetrisation procedure. The symmetrised time-step \( \tau^* \) can be defined e.g. as
\[
\tau^* = \frac{1}{2} \left[ \tau(t) + \tau(t + \tau(t)) \right].
\]

Using the common arithmetic mean (as in Pelupessy et al. 2012). While the problem can be costly circumvented (Makino et al. 2006) we only resort to the harmonic and arithmetic means for the rest of this study.

Up to this point the definition of the symmetric time-step was exact. In order to proceed towards a practical time-step symmetrisation recipe (Pelupessy et al. 2012) we expand \( \tau(t + \tau^*) \) to the first order around the time \( t \) as
\[
\tau(t + \tau^*) \approx \tau(t) + \tau^* \frac{d\tau(t)}{dt}.
\]

Plugging the low-order expansion into the definition of the arithmetic time-step symmetrisation Eq. (52) and the harmonic time-step symmetrisation Eq. (53) yields two expressions for the symmetrised time-step \( \tau^* \):
\[
\tau^*_{\text{arithmatic}} = \begin{cases} \frac{1}{2} \left( 1 - \frac{d\tau}{dt} \right)^{-1} \tau & \text{if } \frac{d\tau}{dt} < 2 \\ \frac{d\tau}{dt} + (1 + \frac{d\tau}{dt})^{-1} - 1 & \text{if } \frac{d\tau}{dt} = 0 \end{cases}
\]
\[
\tau^*_{\text{harmonic}} = \begin{cases} \frac{1}{2} \left( 1 - \frac{d\tau}{dt} \right)^{-1} \tau & \text{if } \frac{d\tau}{dt} < 2 \\ \frac{d\tau}{dt} + (1 + \frac{d\tau}{dt})^{-1} - 1 & \text{if } \frac{d\tau}{dt} = 0 \end{cases}
\]

in which both \( \tau \) and its time derivative are evaluated at time \( t \).

A few remarks should be noted about both time-step factor expressions above. The arithmetic time-step is physically meaningful (i.e. finite and non-negative) only for time-step derivative values \( \frac{d\tau}{dt} < 2 \). A straightforward solution for this is just to limit the maximum value of the derivative. However, we note that if \( \tau \) is multiplied by a constant factor its time derivative changes by this factor as well. Thus a more elegant solution is to lower the time-step until is time derivative again fulfills the condition \( \frac{d\tau}{dt} < 2 \).

Concerning the harmonic time-step factor we note that we
have discarded a mathematically valid solution during the derivation which would have led into negative or infinite time-step factors. In addition, the point $d	au/dt = 0$, which is a so-called removable discontinuity, has to be treated separately to render the expression of the time-step continuous and differentiable everywhere. The expression for the symmetrised harmonic time-step is anti-symmetric w.r.t. the point $(0, \tau)$. The expression for the symmetrised arithmetic time-step does not share this property. For these reasons we consider the harmonic time-step symmetrisation factor mathematically somewhat more elegant than the arithmetic factor. In addition, the harmonically symmetrised time-steps are always shorter (or equal) than the arithmetically symmetrised time-steps. This fact originates directly from the definitions of the arithmetic and the harmonic means. The expressions for the two time-step factors $\tau_{\text{sym}}/\tau$ are visualised in Fig. 2. For the rest of this study we always use the harmonic time-step symmetrisation.

Finally we provide the expressions for the derivatives of the free-fall and fly-by time-steps from Eq. (48) and Eq. (49). The final symmetrised time-steps for the individual simulation particles can be obtained using the time-steps and their derivatives together with Eq. (55). The required derivatives (e.g. Pelupessy et al. 2012) are for the free-fall timescale

$$\frac{d\tau_{\text{ff},ij}}{d\tau} = \frac{3}{2} \frac{r_{ij} \cdot v_{ij}}{||r_{ij}||^2} \tau_{\text{ff},ij}$$

(56)

and the fly-by timescale

$$\frac{d\tau_{\text{fb},ij}}{d\tau} = \frac{r_{ij} \cdot v_{ij}}{||r_{ij}||^2} \tau_{\text{fb}} - \frac{v_{ij} \cdot a_{ij}}{||r_{ij}||^2} \tau_{\text{fb},ij}$$

$$\approx \frac{r_{ij} \cdot v_{ij}}{||r_{ij}||^2} \left[ 1 + G(m_i + m_j) \right] \tau_{\text{fb},ij}$$

(57)

In the last expression we approximate that $a_{ij} \approx a_{ij}^{\text{twobody}}$ i.e. that the local tidal field is weak. We note that this approximation may not be always valid leading to occasionally non-optimal symmetrised time-steps.

5 NUMERICAL IMPLEMENTATION OF FROST IN CUDA C FOR CPU-GPU CLUSTERS

5.1 Why CUDA?

Practically every direct-summation N-body code reaching particle numbers beyond a few times $10^5$ uses hardware acceleration in the form of GRAPE cards or GPUs (e.g. Gaburov et al. 2009; Nitadori & Aarseth 2012; Wang et al. 2015). This is our approach for implementing our hierarchical fourth-order forward sympletic integrator HHS-FSI with symmetrised time-steps into the our new FROST code as well. We use the CUDA\(^1\) C programming language. CUDA C allows for programming the bulk of the simulation code with a familiar C syntax for CPUs. The computationally intensive parts of the code such as $O(N^2)$ force and time-step assignment loops are implemented as CUDA device kernels to be run on the GPU hardware.

Solving the N-body problem numerically using the direct summation approach is not an optimal task for GPUs considering the single instruction, multiple data (SIMD) architecture of the hardware. This is because the equations of motion of the individual simulation particles are coupled i.e. a single particle requires information about all the other particles residing in the GPU device memory. Despite this, GPU-accelerated direct summation codes show superior performance compared to correspondingly parallelised CPU codes. A common approach is to use the fast yet limited shared memory of the GPU device (e.g. Nguyen 2007).

5.2 Implementation of CUDA kernels for all-pairs $O(N^2)$ operations

Our N-body code contains three distinct all-pairs $O(N^2)$ operations over simulation particles: the calculation of Newtonian accelerations, the gradient accelerations and the time-step assignment. If the particle number $N$ exceeds a few thousand particles these operations are performed on GPUs. Since the three all-pairs operations are very similar in their implementations we present here only the case of the Newtonian particle accelerations.

The calculation of the Newtonian accelerations on GPUs is presented in pseudocode in Algorithm (1). The algorithm contains three CUDA kernels for the actual calculations and a single C function for launching the kernels. The C function is also responsible for copying the data between the CPU host and the GPU device memories.

We launch the global CUDA kernel `particle_acc()` using typically $p = 32$ threads per block and $q = [(p + 1)/p]N$ blocks per grid in which $N$ is the number of particles. A single thread computes the acceleration for a single particle. These particles are referred to as i-particles (Gaburov et al. 2009). In order to speed up the memory access in the GPU code we use the fast (and limited) shared memory of the GPU device. A basic unit for computing partial accelerations for $p$ particles is a tile of $q$-particles loaded into the shared memory of the device. All threads in the same thread block can access the same shared memory. See Fig. 3 for

---

\(^1\) NVIDIA Compute Unified Device Architecture, https://developer.nvidia.com/cuda-zone
Algorithm 1: A pseudocode for computing all-pair Newtonian accelerations for $N$ particles with CUDA C. The acceleration calculation on GPUs begins when the C function compute_acc_newton() calls the CUDA kernel particle_acc() which then in turn uses the other two particle acceleration kernels particle_tile_acc() and particle_particle_acc() as explained in the text. The computation of time-steps and the gradient accelerations are performed in an analogous manner.

CUDA kernel particle_particle_acc($r_i, r_j, m_j, a_i$)  
- evaluate $a$ from $r_j - r_i$ and $m_j$ using Eq. (28);  
  
| $a_i \leftarrow a_i + a$;  
| return $a_i$;

CUDA kernel particle_tile_acc($r_i, a_i$)  
- while $j = 1 : num\_threads$ do  
  | $r_j \leftarrow$ shared\_memory\_r[$j$];  
  | $m_j \leftarrow$ shared\_memory\_m[$j$];  
  | $a_i \leftarrow$ particle\_particle\_acc($r_i, r_j, m_j, a_i$)  
  | return $a_i$;

CUDA kernel particle_acc($\{r_j\}, \{a_j\}$)  
- $N \leftarrow$ length($\{a_j\}$);  
- $a\_thread \leftarrow 0$;  
- tid $\leftarrow$ this\_block\_id $\times$ num\_threads + this\_thread\_id;  
- $r\_thread \leftarrow$ tid;  
- while $k = 1 : N$/num\_threads do  
  | id$\_x = k \times$ num\_threads + this\_thread\_id;  
  | shared\_memory\_r[this\_thread\_id] $\leftarrow$ r$\_id$;  
  | shared\_memory\_m[this\_thread\_id] $\leftarrow$ m$\_id$;  
  | $a\_thread \leftarrow$ particle\_tile\_acc($r\_thread, a\_thread$);  
- if tid $< N$ then  
  | $a\_id$ $\leftarrow$ $a\_thread$;

C function compute_acc_newton($\{r_j\}, \{m_j\}, \{a_j\}$)  
- $N \leftarrow$ length($\{a_j\}$);  
- copy $\{r_j, m_j\}$ from CPU to GPU memory;  
- $p \leftarrow$ num\_threads, e.g. 32–128;  
- $q \leftarrow (p + 1)/p \times N$;  
- launch kernel particle\_tile\_acc($\{r_j\}, \{m_j\}, \{a_j\}$)  
  with $q$ blocks per grid & $p$ threads per block;  
- copy $\{a_j\}$ from GPU to CPU memory;  
- return $\{a_j\}$;

Figure 3. The GPU force computation for 9 particles. The figure illustrates a grid of thread blocks consisting of tiles loaded into the shared memory of the GPU device. The required 81 force computations are sorted into 9 tiles with 9 interactions each executed on three GPU threads. The figure is outlined following the diagrams of Nguyen (2007). See also the illustrations of Gaburov et al. (2009).

We have also implemented somewhat more complex multi-thread algorithm (Nguyen 2007) which speeds up the acceleration calculation by a few tens of percents especially when the particle number and thus the GPU occupancy is low. The essence of the multi-threaded algorithm is that multiple threads participate in the acceleration computation of a single i-particle. After the accelerations have been obtained the threads in the same block use the shared device memory to sum the total acceleration of the i-particle.

For running the code on multiple GPUs assigned to different computing cluster nodes, inter-node communication is necessary. We employ the widely-used MPI standard for hybrid MPI-CUDA parallelisation of the all-pairs operations. Throughout this study we use one MPI task per one GPU device employing the common scatter-compute-gather communication scheme for parallelising computationally expensive parts of the code. MPI is also used for CPU loop parallelisation if the particle number is too low and GPUs cannot be used efficiently. Finally, serial CPU code is used when $N \leq$ a few hundred particles.

5.3 Implementation of the FSI algorithm

The plain forward symplectic integrator algorithm (without hierarchical Hamiltonian splitting) is implemented as the FSI function of our code. The algorithm is presented in pseudocode in Algorithm (2).

The integrator evolves a given N-body system according to the time evolution operator of Eq. (25). FSI is the only function of the Fr08T code which actually propagates the particle positions forward in time. The function contains the following standard integration

2 Message Passing Interface, https://www.mpi-forum.org/
Algorithm 2: The pseudocode implementation of the HHS-FSI integrator of Eq. (25).

```c
C function fsi([mj], [rj], [vj], Δt)
  if ([mj], [rj], [vj]) ≠ ∅ then
    {aj} ← compute_acc_newton([rj], [mj]);
    kick([vj], [aj], 1/Δt);
    drift([rj], [vj], 1/Δt);
    {ak} ← compute_acc_gradient([rj], [mj]);
    kick([vj], [ak], 1/Δt);
    drift([rj], [ak], 1/Δt);
    return {mj}, [rj], [vj] |
```

operations: drift() and kick() which are discussed in detail below.

- **Function drift([rj], [vj], Δt)**
  Propagates the individual particles from the position [rj] into [rj + Δt vj].

- **Function kick([vj], [aj], Δt)**
  Updates the individual particle velocities from [vj] to [vj + Δt aj] using given accelerations [aj] (Newtonian or gradient) computed using Algorithm (1) or its gradient counterpart from Eq. (31). A single all-pairs \( O(N^2) \) operation is required and GPU acceleration is used to speed up the calculation.

5.4 Implementation of the HHS-FSI algorithm

The hierarchical Hamiltonian splitting approach of our integrator HHS-FSI manifests itself in the recursive nature of the hha_fsi() function. Most importantly, the function performs the splitting of the simulation particles into two sets using a pivot time-step. The set of slow particles is integrated by calling the previously presented fsi() function in Algorithm (2). The set of fast particles is inserted again into hha_fsi() for further hierarchical integration. The function hha_fsi() is described in pseudocode in Algorithm (3).

The functions hha_fsi() calls during its execution are detailed in the list below.

- **Function assign_timesteps([[mj], [rj], [vj]])**
  The time-step assignment function computes and symmetrises the free-fall and fly-by time-steps and chooses the shortest step for each particle using Equations (48), (49) and (55) to (57).

- **Function partition(τpivot, [rj])**
  This function partitions the set of particles given as its input into two particle sets: slow and fast particles. A particle belongs to the set of slow particles if \( τ_i ≥ τ_{pivot} \) i.e. its time-step is longer than the given pivot step. If not, the particle belongs to the set of fast particles. The union of the two particle subsets is always equivalent to the original set of particles. Note that either one (but not both) of the slow and fast particle sets may be an empty set.

- **Function kick_sf([[vj], [aj]], S, [[mk], [rk]]) \( F/τ_{pivot} \)**
  The function performs the pairwise kicks between the particles on different slow and fast levels in the integration hierarchy.

- **Function acc_sf_newton([[mj], [rj]], F, [[mk], [rk]])\( F/τ_{pivot} \)**
  The Newtonian inter-level accelerations for the kicks are computed using Eq. (45). Note that particles on the same hierarchy level do not interact within the function. GPU acceleration is used to speed up the calculation as explained before.

- **Function acc_sf_gradient([[mj], [rj]], S, [[mk], [rk]])\( F/τ_{pivot} \)**
  Analogous to the function above, this function carries out the computation of the pairwise gradient accelerations between particles on slow and fast levels of the time-step hierarchy. The inter-level gradient accelerations are calculated from Eq. (46) and Eq. (47). GPUs are employed for the two expensive pairwise acceleration computations.

5.5 Basic structure of the FROST code

The main function level of the FROST code contains the standard initialisation of a MPI-parallelised CUDA C program, the memory management functions, the input and output (IO) and the main simulation loop of the code. The main loop is responsible for running the simulation itself from the start time \( t_{start} \) to stop time \( t_{stop} \) in intervals of \( Δt \) which is the first (and longest) pivot step \( τ_{pivot} \). The integration interval is also the first pivot time-step given to the integrator function hha_fsi() and corresponds to the maximum time-step in block time-step codes. The pseudocode of the main function of the FROST code is provided in Algorithm (4).

The functions on the main loop level of the FROST code are described in detail below.

- **initialise_cuda_and_mpi(), initialise_mpi()**
  The standard initialisation and termination of the MPI library access. Each MPI is bind to a single GPU in this function as well.

- **allocate_memory(), free_memory()**
  The dynamic memory allocation (and freeing) for arrays of variables both in the CPU host memory and the GPU device memory.
In our code we use the CUDA memory allocation also for allocating the host memory.

- **read_input(parameter_file)**
  Functions for reading the user-given parameters and the initial conditions for the simulation.

- **write_snapshot_file_if_desired()**
  If user-given amount of simulation time has elapsed since writing the previous snapshot file this function writes a new snapshot file. The format of the snapshot file is identical to the format of the ic_file so snapshots can be used to restart and continue a simulation.

- **on_the_fly_analysis()**
  Performs simulation analysis which requires such a high time resolution that the analysis from written snapshots afterwards would consume an impractically large amount of disk space. Typical examples are monitoring the conservation of energy, momentum and angular momentum i.e. the numerical accuracy of the simulation, or saving the global physical properties of the simulated N-body system, e.g. Lagrangian radii, virial parameter or statistics of bound binaries.

### 6 INTEGRATOR PERFORMANCE

#### 6.1 Few-body simulations

##### 6.1.1 Keplerian binaries

We setup Keplerian point-mass binaries with binary component masses of $m_1 = m_2 = 10M_\odot$ and semi-major axis of 10 AU. Three different orbital eccentricities are used: $e = 0.00$, $e = 0.90$ and $e = 0.99$. In order to investigate the numerical performance of FROST we integrate the two-body systems for 1000 orbital periods and examine the conservation of total energy $E$, total linear momentum $P = [P]$, and total angular momentum $L = [L]$. In total 11 different integration accuracy parameters $\eta$ from the interval $0.001 \leq \eta \leq 1.024$ are used. Considering Eq. (50) the maximum time-step corresponds to approximately one sixth of the orbital period of the binary. Due to the mutual nature of the time-steps both particles always share the same level in the time-step hierarchy. Thus, two-body experiments only assess the performance of the CPU implementation of FSI in FROST, not the full HHS-FSI integrator.

The results of the Keplerian binary runs are gathered in Fig. 4. The top panel of the figure shows the relative energy error $|\Delta E/E| \equiv |(E_{\text{CPU}} - E_{\text{FROST}})/E_{\text{CPU}}|$ as function of time for all the 33 two-body runs. Beginning from the circular ($e = 0.0$) runs we see that the relative energy error closely follows the relation $|\Delta E/E| \propto \eta^4$ between the accuracy parameter values of $0.008 \leq \eta \leq 1.024$. This fact confirms the order of the FSI in FROST as $|\Delta E/E| \propto \eta^4$ is the expected behaviour for a fourth-order integrator (Dehnen & Hernandez 2017). At $\eta \approx 0.008$ the relative energy error is $|\Delta E/E| \sim 10^{-13}$. With smaller values of the accuracy parameter i.e. $\eta < 0.008$ the floating-point round-off errors begin to dominate and the $|\Delta E/E|$ begins to increase again. Thus, there is an optimal finite value for $\eta$ for reaching minimum energy error depending on the system studied.

The runs with eccentric binaries $e = 0.9$ and $e = 0.99$ behave qualitatively similarly as the $e = 0.0$ case when $\eta \leq 0.1$. At small values of $\eta$ the floating-point round-off error dominates, the minimum relative energy error $|\Delta E/E| \sim 10^{-12} - 10^{-10}$ is obtained at $\eta \sim 0.008$ after which $|\Delta E/E| \propto \eta^4$. The behaviour of the relative
energy error deviates from the fourth-order scaling at η ≥ 0.1 i.e. the error is larger than what is expected from the fourth-order scaling. The reason for the increased error is that the time-steps become too large for properly resolving the rapid close pericenter passages of the bodies in eccentric binaries.

The bottom panel of in Fig. 4 shows the relative errors of linear momentum |ΔP/P| and angular momentum |ΔL/L| for the three different orbital eccentricities and 11 integration accuracy parameters η. The relative errors of P and L are defined analogously to the relative energy error above. In the binary runs we observe an exact conservation with numerical precision (ΔP = 0) which confirms the momentum conservation of our implementation of the FSI. The relative angular momentum error is |ΔL/L| is governed by the floating-point errors, increasing towards smaller values of η i.e. larger number of taken steps and floating-point operations. However, the maximum relative angular momentum error is still very small, |ΔL/L| ≤ 10^{-12}. There are no apparent differences in angular momentum conservation between the three binary eccentricities.

6.1.2 Systems with a dominant central body

We perform another series of few-body experiments to evaluate the accuracy and confirm the order of the HHS-FSI integrator of FROST. A good test setup is a solar system consisting of a dominant central mass (star) and a collection of orbiting low-mass bodies (planets). If the semi-major axes of the planets w.r.t. the star are different enough the planets will end up in different levels on the time-step hierarchy with the star sharing the fastest level with the innermost planet. Thus, this setup also tests the inter-level interactions unlike the two-body experiments above.

We choose our star, the Sun, and the four giant planets of the Solar system as the initial conditions of the five-body experiments. See Dehnen & Hernandez (2017) and Appendix A1 for the exact initial state of the system. We run the Solar system initial conditions for 1000 years with the integrator accuracy parameters η in the range 0.001 ≤ η ≤ 1.024, just as in the Keplerian binary experiments. In addition to the tests with the HHS-FSI integrator we perform another set of runs in which all the five particles are forced to the fastest hierarchy level i.e. the minimum time-step. This procedure results in five-body FSI integration as the hierarchical nature of the integration is removed.

The final results of the five-body Solar system experiments are displayed in Fig. 5. The results are qualitatively similar to the case of circular binaries in the previous section as the osculating orbital eccentricities of the giant planets in our Solar system are low, typically e ≤ 0.01. The relative energy error (top panel) again follows the expected fourth-order relation |ΔE/E| ∝ η^4 when η ≥ 0.004, confirming that our implementation of the novel HHS-FSI is indeed a fourth-order integrator. Below η = 0.004 the round-off error again governs the error behaviour of the runs. In the FSI runs with all particles set to the fastest hierarchy level the relative energy errors are approximately an order of magnitude smaller than in the HHS-FSI simulations when round-off error does not dominate. However, the cost of not using the hierarchical integration is the increased running time due to which equal time-step runs become impractical when the particle number is large.

In the bottom panel of Fig. 5 we see that the round-off error again dictates the behaviour of the relative angular momentum error

Figure 5. Error analysis of the five-body Solar system experiments. See text for the simulation setup. In contrast to the Keplerian binary test Fig. 4 with fixed time-steps, the Solar system setup tests the hierarchical HHS-FSI integration with individual particle time-steps (here in orange). The Solar systems runs with fixed time-steps are shown in blue. Top panel: the relative energy error |ΔE/E| as a function of the integrator accuracy parameter η. When η ≥ 0.004 the energy error follows the power-law |ΔE/E| ∝ η^4 as expected from a fourth-order integrator. With lower values of η the floating-point round-off error again dominates. Bottom panel: the relative linear momentum and angular momentum conservation is determined by the round-off error as the error increases towards small values of η. Note that overall the errors are very small (for energy when η ≤ 0.1), for example at η = 0.004 we have |ΔE/E| = 10^{-15}, |ΔL/L| = 10^{-14} and |ΔP/P| = 10^{-16}.

[ΔL/L] with less error towards higher values of η. The maximum relative angular momentum error is still small, less than 10^{-13}. However, now the linear momentum is not exactly conserved anymore i.e. |ΔP| > 0 and behaves similarly as |ΔL/L| due to floating-point round-off error as there are multiple acceleration vectors to sum for N > 2 bodies. The linear momentum error is always extremely small, |ΔP| < 10^{-15}. The results of the fixed minimum time-steps simulation set do not differ from the HHS-FSI runs for linear and angular momentum.

6.2 Million-body simulations

6.2.1 Conservation of energy, momentum and angular momentum

We generate realistic million-body (N = 10^6) star cluster initial conditions for our FROST simulations using the McLuster code (Küpper et al. 2011). We use the common density profile of Plummer (1911), "The JPL Solar System homepage [https://ssd.jpl.nasa.gov/], orbital elements from [https://ssd.jpl.nasa.gov/txt/p_elem_1l.txt]."
and the mass distribution of the stellar population corresponds to an initial mass function of Kroupa (2001) evolved to an age of 1 Gyr. The half-mass radius of the cluster is $r_{1/2} = 3.5\;\text{pc}$ and its total stellar mass is $M = 3.91 \times 10^5\;M_\odot$, i.e. the cluster model is somewhat more massive than an average Milky Way globular cluster (Heggie & Hut 2003). For additional details about the star cluster initial conditions see Appendix A2.

We run the million-body initial conditions using FR0ST for 50 N-body time units ($t = 50 t_{\text{nb}}$) of the star cluster corresponding to approximately 12 Myr of simulation time (Heggie & Mathieu 1986). The integration accuracy parameter is set to $\eta = 0.2$. We test two different values of gravitational softening in two separate simulation runs. In the first run we use a gravitational softening of $\epsilon_p = 10^{-3}\;\text{pc}$ while in another simulation the softening parameter is set to an extremely small value of $\epsilon_p = 1 R_\odot \sim 2.3 \times 10^{-8}\;\text{pc}$. The values of total energy $E$, momentum $P = ||P||$ and angular momentum $L = ||L||$ of the cluster are measured every 0.01 Myr during the simulation.

The time evolution of the relative energy error $|\Delta E/E|$, the relative angular momentum error $|\Delta L/L|$ and the linear momentum error $|\Delta P|/M$ is displayed in Fig. 6. The momentum error is presented as $|\Delta P|/M$ i.e. the (initially zero) center-of-mass velocity of the cluster in the units of km/s. The chosen gravitational softening parameter has no apparent effect on the conservation of the three studied quantities. Beginning from the left panel Fig. 6 we see that the relative energy error is initially $|\Delta E/E| \sim 10^{-11}$ and $|\Delta E/E| \sim 2 \times 10^{-10}$ at the end of the simulations. The energy error does not increase at a constant rate but in brief intervals among longer periods without considerable error growth. This energy error behaviour is a manifestation of the fact that no integration method with discretised time-steps can be made perfectly time-symmetric (Dehnen 2017). As the symmetrised time-steps of Eq. (55) restore the time-reversibility only approximately (Pelupessy et al. 2012) some error growth is inevitable.

The middle and the right panels of Fig. 6 show the evolution of the relative angular momentum error $|\Delta L/L|$ and the absolute linear momentum $|\Delta P|/M$ in the units of center-of-mass velocity. Both of the quantities remain very close to a constant value during the entire simulation time. The relative angular momentum error is approximately $|\Delta L/L| \sim 10^{-13}$. The center-of-mass velocity is of the order of $|\Delta P|/M \sim 10^{-15}$ i.e. $|\Delta P| \sim 10^{-10}$. We emphasise that a center-of-mass velocity of the order of $|\Delta P|/M \sim 10^{-15}$ km/s corresponds to a center-of-mass displacement of only ~ 400 km over the age of the Universe. Thus, we conclude that our FR0ST code is essentially momentum-conserving in all reasonable stellar-dynamical applications.

### Table 1.

| Cluster | $N$ | $M$ [M$_\odot$] | $t_{\text{hs}}$ [Myr] |
|---------|----|----------------|----------------|
| A       | $1.00 \times 10^5$ | $3.79 \times 10^4$ | 0.74 |
| B       | $3.16 \times 10^5$ | $1.22 \times 10^5$ | 0.44 |
| C       | $1.00 \times 10^6$ | $3.91 \times 10^5$ | 0.23 |
| D       | $3.16 \times 10^6$ | $1.25 \times 10^6$ | 0.13 |
| E       | $1.00 \times 10^7$ | $3.93 \times 10^6$ | 0.07 |

6.3 Scaling experiments

Finally we run a set of timing tests in order to study the scaling of the FR0ST code. We generate four additional stellar cluster models with the recipe presented in Section 6.2.1 and Appendix A2. The smallest cluster consists of $N = 1.00 \times 10^5$ particles while the most massive cluster model has $N = 1.00 \times 10^7$ particles. The logarithms of the particle numbers of the five star clusters are linearly spaced yielding an expected tenfold increase in the simulation wall-clock time when comparing a cluster to the next largest one. The relevant physical properties of the cluster models are listed in Table
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The integrator accuracy parameter was set to \( \eta = 0.2 \) and the gravitational softening to \( \epsilon_p = 10^{-3} \) pc.

The scaling tests in this study measure the strong scaling of the FROST code as we keep the problem size fixed while increasing the amount of computational resources. We always use \( N_{\text{GPU}} = N_{\text{CPU}} \). The maximum number of GPUs employed was \( N_{\text{GPU}} = 96 \). The scaling experiments were performed using the MPG supercomputer Cobra of the Max Planck Computing and Data facility (MPCDF). At the time when the FROST scaling experiments were performed each hardware-accelerated Cobra node hosted two Nvidia Tesla V100-PCIE-32GB GPUs.

The results of the FROST scaling experiments are displayed in Fig. 7. The figure shows the elapsed wall-clock time per N-body timescale \( T_{\text{wall}}/t_{\text{nb}} \) as a function of the number of GPUs \( N_{\text{GPU}} \). The numerical accuracy of each simulation was comparable to the run presented in Fig. 6. Starting from the results of the smallest cluster model A with \( N = 10^5 \) particles we find that the code scales linearly until \( N_{\text{GPU}} \sim 4 \) after which the scaling stalls. This happens as the particle number per GPU decreases and becomes smaller than the number of concurrent threads on the GPUs. With 4 GPUs running the cluster model A with FROST for a single N-body time takes approximately a few minutes.

The run with the cluster model C with a million stars is approximately the modern state-of-the-art size of a direct-summation simulation. With FROST the required wall-clock time to run this simulation for one \( t_{\text{nb}} \) is close to an hour. Brief parameter tests show that reducing the numerical accuracy by increasing the \( \eta \) parameter to \( \eta = 0.8 \) speeds up the million-body run to \( \sim 20 \) minutes per \( t_{\text{nb}} \). In this case the relative energy error is \( \sim 10^{-8} \).

We find that the scaling of the FROST code stalls when the number of GPUs reaches approximately \( N_{\text{max}}^{\text{GPU}} \), defined as

\[
N_{\text{max}}^{\text{GPU}} = 4 \times \frac{N}{10^5},
\]

in which \( N \) is the number of simulation particles. This empirical relation suggests that FROST scales until \( N_{\text{GPU}} = 400 \) GPUs with \( N = 10^7 \) simulation particles. However, we do not perform the scaling tests beyond \( N_{\text{GPU}} = 100 \) in this study due to the limited number of GPU-accelerated nodes on the Cobra supercomputer and such simulations will be included in future work.

Finally we estimate the running times for simulations using \( N_{\text{GPU}} = N_{\text{max}}^{\text{GPU}} \) GPUs. For \( N = 10^8 \) simulation particles with \( \eta = 0.4 \) we expect \( T_{\text{wall}} \sim 2 \) weeks per Gyr as doubling the accuracy parameter \( \eta \) increases the wall-clock time by a factor of two. Going beyond million-particle runs with the same integration accuracy parameter, the \( N = 5 \times 10^6 \) run yields approximately \( T_{\text{wall}} \sim 4 \) weeks per 100 Myr and \( T_{\text{wall}} \sim 4 \) weeks per 10 Myr for \( N = 10^7 \) particles. With even higher values of \( \eta \) would further speed up the code at the cost of decreased numerical accuracy.

7 SUMMARY AND CONCLUSIONS

In this study we have derived a novel hierarchical generalisation of the fourth-order forward symplectic integrator. The HHS-FSI integrator implemented in the new direct N-body simulation code FROST has several desirable properties as described below.

- The integrator is very suitable for problems with an extremely large dynamical range due to the use of hierarchical Hamiltonian splitting which essentially decouples the evolution of the rapidly evolving parts of the system from the slowly evolving regions.

Figure 7. Left panel: The measured (solid lines) strong scaling behaviour of the FROST code in a series of scaling experiments with star cluster models A-E of Table 1. The code scales linearly (the dashed line) until the scaling stalls around \( N_{\text{GPU}}^{\text{max}} = 4 \times N/10^5 \), where \( N \) is the number of particles in the cluster. This implies that FROST scales well up to \( N_{\text{GPU}} = 400 \) in simulations with \( N = 10^7 \) particles. A million-body run requires approximately one hour of wall-clock time per N-body timescale using \( N_{\text{GPU}} = 30–40 \). The numerical accuracy of the runs was very high, \( |\Delta E|/E| \sim 10^{-10} \). Reducing the numerical accuracy by increasing the \( \eta \) parameter would speed up the million-body run.

Right panel: the relative speed-up of the code when increasing \( N_{\text{GPU}} \) compared to the ideal linear scaling. The code scaling is closer to ideal with high particle numbers and with lower number of GPUs, as expected.
The integrator is of the fourth order. This fact allows for obtaining more accurate simulation results than with a second-order symplectic integrator in similar wall-clock time or equally accurate simulation results faster.

The integrator uses strictly positive (i.e. forward) time-steps unlike other high-order symplectic integrators (Yoshida 1990). Forward integrators have been shown to be more accurate than their counterparts including negative time-steps, at least for few-body problems (Chin 2007a). In addition, negative time-steps may considerably reduce the efficiency of hierarchical integrators (Pelupessy et al. 2012) which our integrator completely avoids.

The integrator is symplectic i.e. there is no secular energy error growth in long-term simulations unlike many widely-used fourth-order integrators (e.g. Aarseth 2003; Binney & Tremaine 2008). However, this statement is strictly true only with constant time-steps which can be efficiently used if the particle number is somewhat low. Thus, we use individual adaptive time-steps to reach high $N \geq 10^6$ particle numbers at the cost of formal time-reversibility (and thus symplecticity) of our integrator. We approximately restore the lost time-reversibility of our integrator by introducing the so-called time-step symmetrised procedure (Pelupessy et al. 2012; Dehnen 2017). This procedure limits the secular energy drift in simulations to manageable levels and allows for accurate long-term simulation runs.

We have implemented the novel integration method into an integrator code package FRGST. The code is written in MPI-parallelised CUDA C in order to be able to utilise the hardware-accelerated GPU-GPU nodes of the constantly upgrading modern computing clusters and supercomputers. We have so far tested the FRGST code up to 96 GPUs. We provide implementation instructions for most important functions of FRGST in a pseudocode format to ease the numerical implementation of future hierarchical fourth-order forward integrators by the numerical astrophysics community.

We have verified the numerical accuracy of the FRGST code in both few-body and million-body regime. The results of the few-body experiments with Keplerian binaries and Solar system analogues confirm that our integrator implementation is indeed of the fourth order. The minimum relative energy error in the simulations is $|ΔE/E| \sim 10^{-13}$ depending on the eccentricity of the two-body orbital elements of the particles in the initial conditions. Linear and angular momentum are conserved up to the noise floor set by the floating-point round-off error, for linear momentum $|ΔP/P| \leq 10^{-13}$ and $|ΔL/L| \leq 10^{-13}$. The effect of round-off error increases towards smaller integration accuracy parameters $η$, as expected. In simulations with stellar cluster models containing $N = 10^6$ single stars we find that the code reaches the accuracy of $|ΔE/E| \sim 10^{-10}$ regardless of the gravitational softening used. In these runs angular momentum error remains constant at $|ΔL/L| \sim 10^{-13}$ while the linear momentum error corresponds to a center-of-mass displacement of only a few hundred kilometers for the star cluster in the age of the Universe. We performed a set of simulations with particle numbers $10^5 \leq N \leq 10^7$ and up to approximately a hundred GPUs in order to measure the strong scaling of the FRGST code. The code scales with small number of GPUs almost ideally after which the scaling is still linear, though deviates from the ideal scaling law. The scaling tests performed up to $N_{\text{max}} = 5 \times 10^7$ GPUs. The observed scaling behaviour of the code indicates that simulations with $N = 5 \times 10^6$ to $N = 10^7$ could be run using $N_{\text{max}} \sim 200−400$.

The current code version of FRGST treats particles as point masses and does not yet include stellar evolution (Hurley et al. 2000; Aarseth 2003; Wang et al. 2015), collisions and mergers or additional specialised integration recipes for close binary systems. In close binaries (possibly dissipative) forces beyond Newtonian gravity may become important. Important examples of such cases are relativistic post-Newtonian corrections (e.g. Poisson & Will 2014 and references therein), or binary stellar evolution phenomena such as mass transfer (e.g. Hurley et al. 2002) and tides (e.g. Mardling & Aarseth 2001; Samsing et al. 2018). The further spatial Hamiltonian splitting of the individual hierarchy levels into field stars, binaries and multiple star systems allows for straightforward inclusion of specialised external integration modules into FRGST in future work. These modules, such as regularised integrators (e.g. Mikkola & Merritt 2006, 2008; Rautala et al. 2017, 2020; Wang et al. 2020), Wisdom-Holman integrators and Kepler solvers (e.g. Wisdom & Holman 1991; Wisdom & Hernández 2015; Rein & Tamayo 2015; Dehnen & Hernández 2017) or secular multiple star evolution codes (e.g. Hamers & Portegies Zwart 2016; Hamers et al. 2020) can be used when extreme numerical precision or computational speed (or both) are required for few-body systems in the fastest levels of the time-step hierarchy.

Due to its good scaling behaviour FRGST also paves the way towards extended million body studies of globular clusters and low mass nuclear star clusters with their intermediate-mass black holes. On the upcoming next-generation Tier-0 GPU systems like JEWELS booster with several thousand GPUs. Even the first realistic direct-summation N-body simulations of the nuclear star cluster of the Milky Way with $\sim 10^7$ stars and its central supermassive black holes might be within reach.

Finally, one may wonder whether even higher-order generalisations of the presented hierarchical fourth-order forward integrator exist. Unfortunately, forward symplectic integrators of the order six have not been discovered while the proof of their possible non-existence also remains elusive (Chin & Chen 2005). Another complication in possible future higher-order forward symplectic integrators is the increasing complexity of the nested commutator terms required for the algorithm (e.g. Dehnen & Hernández 2017). It is unlikely that such terms can be evaluated in a straightforward manner, most probably preventing the construction of a practical forward integrator (hierarchical or not) beyond the fourth order.
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APPENDIX A: INITIAL CONDITIONS

A1 Solar system with giant planets

The numerical integration textbook of Hairer et al. (2006) provides the reference initial conditions for the Sun and the four giant planets in our Solar system. The data originates from “Ahnerts Kalender für Sternfreunde 1994”, Johann Ambrosius Barth Verlag 1993, corresponding to September 5, 1994 at 0h00. As the original reference may be somewhat difficult to obtain we reproduce the initial conditions here. The masses, positions and velocities of the five bodies and physical units used can be found in Table A1 and Table A2.
Hierarchical forward symplectic integrator

| Body       | Mass [$M_\odot$] |
|------------|-----------------|
| Sun        | 1.0             |
| Jupiter    | 9.54786104043 × 10^{-4} |
| Saturn     | 2.85583733151 × 10^{-4} |
| Uranus     | 4.3723164546 × 10^{-5} |
| Neptune    | 5.17759138 × 10^{-5} |

Table A1. The reference masses for bodies in the Solar System experiments. The masses of the inner planets can be taken into account by setting the Sun’s mass into value of $1.0 \times 10^{-5} M_\odot$.

| Body       | Position [AU] | Velocity [AU/day] |
|------------|---------------|-------------------|
| Sun        | 0.0           | 0.0               |
| Jupiter    | -3.5023653    | +0.0056543         |
| Saturn     | -3.0458353    | +0.0048352         |
| Uranus     | +8.3101420    | +0.0035417         |
| Neptune    | +11.4707666   | +0.0028893         |

Table A2. The reference positions and velocities for bodies in the Solar System experiments.

**A2 Star cluster models**

We use the N-body initial conditions code McLuster Küpper et al. (2011) for generating the star cluster models for this study. As input parameters we use the number of stars $N$ and the 3D half-mass radius $r_{1/2}$ of the cluster model. The individual stellar masses are sampled from the initial mass function of Kroupa (2001). As the FRoST code does not yet include stellar evolution we evolve the stellar population in time for $1$ Gyr using the SSE stellar evolutionary tracks of (Hurley et al. 2000) so that the short-lived rapidly-evolving stars have collapsed into compact remnants. The maximum particle mass in the cluster models is thus $\sim 11 M_\odot$. In this study we include no primordial binary stars in the stellar population.

The stars are organised into a stellar cluster following the Plummer (1911) model. The Plummer density-potential profile pair is defined as

$$\rho(r) = \frac{M}{4\pi a^3} \left(1 + \frac{r^2}{a^2}\right)^{-5/2}$$

$$\phi(r) = \frac{GM}{\sqrt{r^2 + a^2}}$$

Here $M$ is the total mass of the Plummer sphere and $a$ its scale radius. The cumulative mass profile $M(r)$ of the Plummer model is obtained from the density profile $\rho(r)$ the result being

$$M(r) = M \left(1 + \frac{a^2}{r^2}\right)^{-3/2}.$$  \hspace{1cm} (A2)

The stellar positions are generated using this cumulative mass profile. The relation between the half-mass radius $r_{1/2}$ and the scale radius $a$ can also be computed from the cumulative mass profile. The result is

$$r_{1/2} = \frac{a}{\sqrt{2/3} - 1} \approx 1.3048a.$$  \hspace{1cm} (A3)

The stellar velocities are sampled using the distribution function $f(E)$ of the Plummer sphere which can be computed from the density-potential pair of Eq. (A1) using Eddington’s method (Binney & Tremaine 2008). Here $E = -E = -1/2v^2 - \phi(r)$. The final formula for the Plummer distribution function can be written as

$$f(E) = \begin{cases} \frac{24\sqrt{6}a^2}{7\pi G^7 M^5 E^{7/2}} & \text{for } E > 0 \\ 0 & \text{for } E \leq 0. \end{cases}$$  \hspace{1cm} (A4)
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