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Abstract

An independent analysis of the molecular hydrogen absorption system at redshift $z_{abs} = 2.059$ in the spectrum of the quasar J2123–0050 is presented. The H$_2$ system consists of two components (A and B) with column densities $\log N_{H_2}^A = 17.94 \pm 0.01$ and $\log N_{H_2}^B = 15.16 \pm 0.02$. The spectrum exhibits the lines of HD molecules $(\log N_{HD}^A = 13.87 \pm 0.06)$ and the neutral species C1 and C1 associated with the H$_2$ absorption system. For the molecular hydrogen lines near the quasar’s Ly$\alpha$ and OVI emission lines, we detect a nonzero residual flux, $\sim 3\%$ of the total flux, caused by the effect of partial coverage of the quasar’s broad-line region by an H$_2$ cloud. Due to the smallness of the residual flux, the effect does not affect the H$_2$ column density being determined but increases the statistics of observations of the partial coverage effect to four cases. The uniqueness of the system being investigated is manifested in a high abundance of the neutral species H$_2$ and C1 at the lowest H$_1$ column density, $\log N_{H_1} = 19.18 \pm 0.15$, among the high redshift systems. The H$_2$ and C1 column densities in the system being investigated turn out to be higher than those in similar systems in our Galaxy and the Magellanic Clouds by two or three orders of magnitude. The $N_{HD}/2N_{H_2}$ ratio for component A has turned out to be also unusually high, $(4.26 \pm 0.60) \times 10^{-5}$, which exceeds the deuterium abundance ($D/H$) for high-redshift systems by a factor of 1.5. Using the H$_1$, H$_2$, HD, and C1 column densities and the populations of excited H$_2$ and C1 levels, we have investigated the physical conditions in components A and B. Component A represents the optically thick case; the gas has a low number density $(n \approx 30 \text{ cm}^{-3})$ and a temperature $T \approx 140$ K. In component B, the medium is optically thin with $n < 100 \text{ cm}^{-3}$ and $T \geq 100$ K. The ultraviolet (UV) background intensity in the clouds exceeds the mean intensity in our Galaxy by almost an order of magnitude. A high gas ionization fraction, $n_{H_1}/n_{H_2} \sim 10^{-2}$, which can be the result of partial shielding of the system from hard UV radiation, is needed to describe the high HD and C1 column densities. Using our simulations with the PDR Meudon code, we can reconstruct the observed column densities of the species within the model with a constant density $(n_{H_1} \sim 40 \text{ cm}^{-3})$. A high H$_2$ formation rate (higher than the mean Galactic value by a factor of 10 – 40) and high gas ionization fraction and UV background intensity are needed in this case.
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1. Introduction

One way to study the physical conditions and chemical composition of the interstellar and intergalactic media at high redshifts is to investigate the absorption systems in the spectra of bright extragalactic sources, such as quasars or gamma-ray bursts. Most of the absorption lines in the spectra of such objects are associated with the Lyman alpha (Ly$\alpha$) lines of neutral hydrogen falling within the optical range due to the cosmological redshift $z$. The absorption systems of the Ly$\alpha$ forest are believed to relate to the clouds of almost fully ionized hydrogen located in the intergalactic medium on the line of sight between the quasar and the observer. Neutral hydrogen absorption systems with a very high H$_1$ column density $(\log N_{HI} > 19)$, here and below, the column densities are measured in cm$^{-2}$) are detected approximately in 10% of the quasar spectra. If the column density $\log N_{HI} > 20.3$, then such an absorption system is called a DLA system (Damped Lyman Alpha system); if $19.0 < \log N_{HI} < 20.3$, then the system belongs to the class of sub-DLA systems. The DLA systems are believed to be the main reservoirs of neutral hydrogen in the early Universe. In the spectra of quasars, the sub-DLA and DLA systems are identified owing to the broad Ly$\alpha$ absorption line with characteristic Lorentz wings. Another peculiarity of such systems is the presence of many absorption lines of heavy elements in the spectrum at the same redshift. The DLA systems appear to be the disks or halos of protogalaxies with a radius of several 10 kpc. Due to the high column density $N_{HI}$, the matter in DLA systems is shielded from ionizing ultraviolet (UV) radiation with an energy exceeding the...
ionization energy of the hydrogen, $E > 13.6$ eV. But, at the same time, it is believed that the medium in sub-DLA systems can be partially shielded due to the lower $\text{HI}$ column density, and gas regions with different ionization fractions can simultaneously fall on the line of sight. When the elemental abundances in sub-DLA systems are analyzed, the ionization corrections should be applied (see, e.g., [4, 5]).

The detection of the $\text{H}_2$, $\text{HD}$, and $\text{CO}$ molecular absorption systems (see [6, 7, 8, 9]), which are observed in our Galaxy and Local Group galaxies (see, e.g., [10, 11, 12]), relate to dense cold clouds ($n \sim 10 - 500 \text{ cm}^{-3}$, $T \sim 40 - 200 \text{ K}$) in the interstellar medium, suggests that the matter in DLA and sub-DLA systems belongs to the interstellar medium and not to the intergalactic one.

The $\text{H}_2$ absorption systems are observed in less than $10\%$ of the spectra containing DLA and sub-DLA systems [18, 19, 20]. Spectra with a high signal-to-noise ratio ($S/N > 10$) and a high spectral resolution ($R \sim 20000 - 110000$), which is a limiting problem for the largest optical telescopes at present, are needed for their investigation. Thirty high-redshift systems have been detected (see, e.g., [9, 13]), which is the first identification of $\text{H}_2$ molecular lines in the spectra of quasars [6], despite the fact that more than 12 000 DLA systems are already known [7, 1]. We have developed a technique of searching for $\text{H}_2$ candidates in the medium-resolution spectra of the Sloan Digital Sky Survey (SDSS, [21]), which has revealed more than 50 $\text{H}_2$ candidates to date [19]. Moreover, the first observations of eight candidates at the Very Large Telescope (VLT) led to their confirmation (Balashev et al., in preparation). The main objective of studying high-redshift molecular hydrogen clouds is to determine the physical conditions in the cold phase of the interstellar medium. This is important for understanding the star formation and evolution of galaxies at high redshifts and for understanding the nature of DLA systems and their connection with galaxies.

In this paper, we present an independent analysis of the $\text{H}_2$/HD absorption system at redshift $z_{abs} = 2.059$ in the VLT spectrum of the quasar J2123−0050. Previously, this system has already been investigated in the quasar spectrum taken at the Keck telescope. However, the results of two papers [22, 23] disagree both in the number of components of the investigated absorption system and in the estimated $\text{H}_2$ column density. A high signal-to-noise ratio in continuum in the VLT spectrum, $S/N \sim 20 - 120$, compared to $S/N \sim 10 - 40$ in the Keck spectrum allowed one to study in more detail the structure of this system and to obtain more accurate column densities of $\text{H}_2$ and HD molecules at various rotational levels.

An unusual feature of the $\text{H}_2$ system in the spectrum of J2123−0050 is a high $\text{H}_2$ column density for one of the components of the absorption system, log $N_{\text{H}_2}^\text{abs} = 17.94 \pm 0.01$, despite the fact that the atomic hydrogen column density log $N_{\text{HI}} = 19.18 \pm 0.15$ [5] is lowest among the DLA and sub-DLA systems in which the $\text{H}_2$ systems were detected (see Fig. 1). The measured $\text{H}_2$ column density in the spectrum of J2123−0050 is almost three orders of magnitude higher than that for the $\text{H}_2$ clouds located in our Galaxy and having similar column densities $N_{\text{HI}}$. One would think that such a difference can be explained by a relatively low UV background intensity. However, it has been found that the UV background intensity in the sub-DLA system of J2123−0050 is considerably higher than the mean Galactic value, [6, 24].

Apart from the $\text{H}_2$ molecules, the lines of HD molecules are detected in the system J2123−0050 [23]. The $N_{\text{HD}}/2N_{\text{H}_2}$ ratio in this system turned out to be a factor of 1.5 higher than the primordial deuterium abundance and a factor of 3 or 4 higher than the values measured in high redshift $\text{H}_2$/HD systems (see [9]). These and other facts are of additional interest for the studies of physical conditions in this $\text{H}_2$ system.

2. OBSERVATIONAL DATA

The quasar J2123−0050 (with redshift $z_{em} = 2.261$ and apparent magnitude $m_V = 16.6$) was identified in the SDSS. High-resolution spectra of this quasar were taken independently at the two largest optical telescopes, Keck (using the High Resolution Echelle Spectrograph, HIRES) and VLT (using the Ultraviolet and Visible Echelle Spectrograph, UVES). The quasar was observed at the Keck telescope in the wavelength range 3071 – 5869 Å in 2006 under the U080Hb program (Prochaska). The data are in free access from the Keck archive. The slit size was chosen to be $0.4''$, the CCD pixels were binned $2 \times 1$. These settings allowed a spectrum with a resolution $R \sim 100,000$ to be achieved. We reduced and added the exposures using the MAKEE software package. The total exposure time was $\sim 6.1$ h. J2123−0050 was observed at the VLT in 2008 under the 81.A-0242 program (Ubachs). The data are in free access from the European Southern Observatory (ESO) archive. Different settings were used for the blue and red arms of the UVES spectrograph. For the blue arm, the slit size was chosen to be $0.8''$, and the CCD pixels were binned $2 \times 2$. For the red arm, the slit size was chosen to be $0.7''$, and the CCD pixels were binned $1 \times 1$. These settings allow a spectrum with a resolution of $49,620$ for the blue part and $56,990$ for the red one to be achieved. We reduced the individual exposures using the UVES Common Pipeline Library (CPL) data reduction pipeline release 4.9.5 software package. The total exposure time was $\sim 11.3$ h.

3. THE SUB-DLA ABSORPTION SYSTEM AT $z = 2.06$

The sub-DLA system at redshift $z_{abs} = 2.06$ in the spectrum of the quasar J2123−0050 was first investigated by [3] and then by [24]. The sub-DLA system consists of at least two components with column densities log $N_{\text{H}_1}(z = 2.05684) = 18.40 \pm 0.30$ and log $N_{\text{H}_1}(z = 2.05930) = 19.18 \pm 0.15$ [5]. The lines of $\text{H}_2$, $\text{HD}$, $\text{C}_1$, and $\text{C}_1$ molecules, which are known to be indicators of the cold phase of the interstellar medium (see, e.g., [25, 26, 27]), are detected in the component at $z = 2.05930$.  

\footnote{https://koa.ipac.caltech.edu/cgi-bin/KOA/nph-KOAligin}
\footnote{http://www.astro.caltech.edu/ tb/makee}
\footnote{ftp://ftp.eso.org/pub/dfs/pipelines/uves/uves-pipelinenmanual-22.8.pdf}
Figure 1. Measured H$_2$ and H I column densities for the high-redshift DLA and sub-DLA systems identified in the spectra of quasars (filled dark circles – see, e.g., [9, 13]) and the spectra of GRB afterglows (filled light circles – see [1, 14, 15, 16]) as well as for the systems in our Galaxy and the Magellanic Clouds (squares, diamonds, and triangles – [12, 17]). The system being investigated has the lowest HI column density (log$N_{\text{HI}}$ = 19.18 ± 0.15) among the high-redshift systems with log$N_{\text{H}_2}$ ∼ 18.

3.1. The Ionization Structure

In it well known that in contrast to DLA systems, where the medium is thought to be predominantly neutral, much of the hydrogen (up to 90%) in sub DLA systems is in an ionized state, which should be taken into account when analyzing such systems. The sub-DLA systems are believed to have a layered (multiphase) structure. The hydrogen ionization fractions in the neutral and ionized phases are close to 0 and 1, respectively, i.e., the matter is separated into predominantly fully neutral and fully ionized phases and is not a mixture with some ionization fraction.

The metals in sub-DLA systems occupy a spatially larger region than does the neutral hydrogen; therefore, the structures of sub-DLA systems (H I + H II) manifest themselves in the absorption lines of metals with different ionization states, such as O, S, Si, Al, Zn, etc. In a predominantly neutral medium, the metals are in the ground state, at the first ionization level with an energy above 13.6 eV, because the UV photons capable of ionizing such ions are absorbed by neutral hydrogen. In the region of almost fully ionized hydrogen in sub-DLA systems, the relationship between the number densities of metals at various ionization levels is established in accordance with the balance between the recombination and ionization rates of the species. In the spectrum, such an ionization structure manifests itself in the simultaneous presence of absorption lines of metals with various ionization states in the same velocity components.

In the sub-DLA system in the spectrum of J2123−0050, for example, Si is represented at least in three ionization states, Si II, Si III, and Si IV, whose absorption structure is shown in Fig. 2. The system has up to 20 individual components detected simultaneously in Si (and Al) lines in various ionization states. Given the ionization corrections, the metallicity changes from [Si/H] = +0.00 ± 0.02 to [Si/H] = −0.71 ± 0.15 [5].

4. THE MOLECULAR HYDROGEN SYSTEM

The H$_2$ system in the spectrum of the quasar J2123−0050 has been investigated in several studies. The lines of H$_2$ and HD molecules were studied independently by [22] in the Keck spectrum and by [28] in

$^5$ [X/H] = log$(N(X)/N(H)) - \log(N(X)/N(H))_\odot$ is the difference between the logarithms of the elemental abundance in the system being investigated and with respect to the abundance measured in the Solar system.
the VLT spectrum to place constraints on the possible time variation of the proton-to-electron mass ratio. The HD/2H₂ ratio of the molecular cloud was investigated by [23] in the Keck spectrum (for a comparison of the results of these analyses, see Table 1). We performed an independent analysis of this absorption system in the VLT spectrum. The parameters of the absorption system were determined by comparing the observed spectrum with the synthetic one. To determine the best-fit parameters, we used the Markov Chain Monte Carlo (MCMC) technique.

4.1. Analysis of the H₂ System in the VLT Spectrum

The H₂ lines of nine Lyman bands and one Werner band fall within the wavelength range of the UVES spectrograph (3000 Å < λ < 11 000 Å). At least two components (hereafter A and B) at redshifts z_A = 2.05932(5) and z_B = 2.05955(3) are detected in the H₂ lines of the transitions from the rotational levels J = 0 to J = 5. The relative velocity shift between components A and B is fairly large compared to the width of the UVES point spread function ∼ 6 km s⁻¹ and the Doppler line broadening ∼ 1 – 5 km s⁻¹ and is ∼ 22 km s⁻¹. Therefore, the individual components in the transition lines profiles are resolvable even for the saturated J = 0 and 1 levels. Since no evidence for the presence of additional components was found (see Fig. 3), we used a two-component model. The best-fit parameters and their errors are given in Table 2. The synthetic spectrum of the H₂ absorption system is shown in Fig. 2. The total column densities are \( \log N_A^0 = 17.94 \pm 0.01 \) and \( \log N_B^0 = 15.16 \pm 0.02 \). Note that the Doppler parameter \( b_j \) increases with increasing level J. This effect is well known for H₂ systems [29, 30, 31] and can be caused by a nonuniform distribution of H₂ molecules at different rotational levels J over the molecular cloud volume (for more details, see [32]).

In Fig. 5 the relative rotational level populations \( N_j/g_j \) are plotted against the level excitation energy \( E_j \) (\( g_j \) is the statistical weight of level J) for the two components of the H₂ system. For the component A, the J = 0 and 1 levels are populated through collisions. The kinetic temperature of the gas determined from the ratio of the ortho- and para-hydrogen column densities is \( T_A = 139 \pm 6 \) K. The J = 3, 4, and 5 levels are populated mainly through radiative pumping. In J 2123–0050 B, the total H₂ column density is lower than that in component A by almost three orders of magnitude. In an optically thin medium, the radiative pumping process is important for all H₂ levels; therefore, the temperature determined from the ratio of the ortho- and para-hydrogen column densities, \( T_B = 648 \pm 126 \) K, can differ significantly from the kinetic temperature of the gas.

4.2. The Residual Flux in Molecular Hydrogen Lines

For H₂ clouds at high redshifts, the partial coverage effect, when the H₂ cloud partially covers the quasar’s emission regions, is possible (see, e.g., [33 [34]). Part of the quasar’s emission passes by the absorption cloud and produces a residual flux (RF) in the spectrum at the bottom of the H₂ absorption lines. Disregarding this effect in the analysis of H₂ lines can lead to an underestimation of the H₂ column density (by up to two orders of magnitude). As it was shown by [23] the effect of partial coverage of quasars by H₂ absorption systems at high redshifts should be observed at least in 10% of the cases.

In the spectrum of J 2123–0050, we detect a nonzero RF for component A (in the most saturated H₂ lines of the transitions from J = 0, 1) in the region of the Lyβ and O vi emission lines, 3.4 ± 0.5% of the continuum flux. Figure 6 shows the line positions in the spectrum (upper left panel) and the RF at the line minimum (lower left panel). Analysis of the dependence of the RF on the product of the wavelength and oscillator strength for the H₂ transitions (for more details, see [34]) suggests that a nonzero RF in the H₂ line is most likely not caused by the convolution of the saturated lines with the instrumental function of the spectrograph but is probably a consequence of the partial coverage effect (see the right panel in Fig. 6). To analyze the H₂ absorption system, we used four models: (i) without any sources of additional radiation, (ii) with a source of additional radiation in continuum, (iii) with a source of additional radiation in emission lines, and (iv) with two sources of additional radiation in continuum and emission lines. For a quantitative comparison, we used the statistical AIC (corrected Akaike information criterion; see [35])
Table 1. Comparison of the measured H$_2$ and HD column densities in component A of the H$_2$ absorption system at $z_{abs} = 2.059$ in the spectrum of J 2123–0050.

| No. | $z_A$ | log $N_A$(H$_2$) | log $N_A$(HD) | $T_{01}$, K | HD/2H$_2$ |
|-----|-------|-----------------|---------------|------------|-----------|
| [22] | 2.0593276(5) | 15.76 ± 0.03 | 12.95 ± 0.03 | 116 ± 17 | (7.7 ± 0.8) × 10$^{-4}$ |
| [22] | 2.0593290(4) | 17.55 ± 0.04 | 13.69 ± 0.05 | -97 ± 51 | (6.9 ± 1.0) × 10$^{-5}$ |
| [23] | 2.0594(1) | 17.64 ± 0.15 | 13.84 ± 0.20 | 281$^{+200}_{-124}$ | (7.9 ± 4.6) × 10$^{-5}$ |
| This work | 2.0593245(5) | 17.94 ± 0.01 | 13.87 ± 0.06 | 138.6 ± 5.8 | (4.3 ± 0.6) × 10$^{-5}$ |

Table 2. Results of our analysis of the H$_2$ absorption system in the spectrum of J 2123–0050 in the sub-DLA system at $z_{abs} = 2.059$.

| Component A | $z_A = 2.0593245$ | Component B | $z_B = 2.0595532$ |
|-------------|-------------------|-------------|--------------------|
| J | log $N_A$ | $b_A$, cm$^{-1}$ | J | log $N_B$ | $b_B$, cm$^{-1}$ |
| H$_2$ | 0 | 17.37 ± 0.02 | 1.71 ± 0.04 | H$_2$ | 0 | 14.00 ± 0.02 | 5.18 ± 0.51 |
| 1 | 17.79 ± 0.01 | 2.07 ± 0.05 | 1 | 14.84 ± 0.01 | 5.24 ± 0.11 |
| 2 | 16.00 ± 0.03 | 2.97 ± 0.05 | 2 | 14.41 ± 0.01 | 5.02 ± 0.18 |
| 3 | 15.54 ± 0.02 | 3.56 ± 0.06 | 3 | 14.50 ± 0.01 | 4.71 ± 0.30 |
| 4 | 14.16 ± 0.01 | 4.64 ± 0.23 | 4 | 13.84 ± 0.03 | 7.86 ± 0.57 |
| 5 | 13.75 ± 0.03 | 5.10 ± 0.51 | 5 | 13.50 ± 0.06 | 7.36 ± 0.80 |
| $\Sigma_1$ | 17.94 ± 0.01 | | $\Sigma_1$ | 15.16 ± 0.02 | |
| HD | 0 | 13.87 ± 0.06 | 2.0 ± 0.6 | HD | 0 | not detected |
| HD/2H$_2$ | (4.26 ± 0.60) × 10$^{-5}$ | | HD/2H$_2$ | |

5. ANALYSIS OF HD LINES

To estimate the column density of HD molecules, we used the VLT spectrum. Because of the smallness of the H$_2$ column density in component B (log $N_{H_2}^B = 15.16 ± 0.02$), the expected column density of HD molecules does not exceed log $N_{HD}^B ≤ 11$; therefore, it is impossible to detect the HD lines in this component at the existing sensitivity level of modern telescopes. The lines of HD molecules are detected only in component A for the transitions of the Lyman and Werner bands up to L8-0 and W0-0. To determine the HD column density ($J = 0$), we used the L0-0, L2-0, L3-0, L5-0, L7-0, and L8-0 transition lines of HD molecules, which do not overlap with the Lyo-forest lines. The laboratory wavelengths of the HD transitions were taken from [38]. The oscillator strengths were taken from the calculations by [39]. The estimated column density of HD molecules is log $N_{HD}^A = 13.87 ± 0.06$. The HD line profiles and the fitted synthetic spectrum are shown in Fig. 7. The derived value is consistent with the estimate log $N_{HD}^A = 13.84 ± 0.20$ [23]. However, owing to the higher signal-to-noise ratio in the VLT spectrum, our estimate of $N_{HD}$ is considerably more accurate.

6. NEUTRAL CARBON

The structure of the neutral carbon line for the transitions from the ground state, 2s$^2$P$^3$P$_0$ (C1), and two excited, 2s$^2$2p$^2$P$_1$ (C1*) and 2s$^2$2p$^2$P$_2$ (C1**), states consists of at least two components at redshifts coincident with the positions of components A and B of the H$_2$ system. The neutral carbon lines were analyzed for four models. Model (i) consists of two C1 components associated with components A and B of the H$_2$ system. In comparison with model (i), an additional component with a considerably larger Doppler parameter is used in model (ii). Models (iii) and (iv) differ from models (i) and (ii) by allowance for the RF for the C1 lines falling into the C IV emission line wing (for more details, see Section 6.1). The results of our analysis are presented in Table 4.

Model (i) describes the C1 line profiles for the transitions from the ground state for component A not well enough ($\chi^2_{red} ≈ 1.5$). Model (ii) gives a considerably better description ($\chi^2_{red} ≈ 0.9$) the change in the AICC value compared to model (i) is $\Delta$AICC = -264, which,
Table 3. Comparison of the results of our analysis of the H$_2$ absorption system for various residual flux (RF) models. The columns present the following: 2 – the reduced $\chi^2$ value; 3 – the absolute AICC value [36]; 4 – the difference of the AICC values; 5 and 6 – RF$_{\text{cont}}$ and RF$_{\text{emis}}$ – the RFs due to the effect of partial coverage of the quasar's emission region in continuum and emission lines, respectively; 7 and 8 – the measured H$_2$ column densities in component A for the transitions from the J = 0 and 1 levels.

| Model | $\chi^2_{\text{red}}$ | AICC | $\Delta$AICC | RF$_{\text{cont}}$ | RF$_{\text{emis}}$ | log N$_{\text{H}_2}$ (J = 0) | log N$_{\text{H}_2}$ (J = 1) |
|-------|----------------|------|--------------|----------------|----------------|------------------|------------------|
| i     | 1.11           | 374.7| 0            | no             | no             | 17.36 ± 0.02     | 17.79 ± 0.01     |
| ii    | 1.05           | 363.9| -10.8        | 1.1 ± 0.4      | no             | 17.38 ± 0.02     | 17.80 ± 0.01     |
| iii   | 0.94           | 330.0| -44.7        | no             | 2.7 ± 0.5      | 17.35 ± 0.02     | 17.78 ± 0.01     |
| iv    | 0.94           | 321.3| -53.4        | 1.1 ± 0.3      | 3.4 ± 0.5      | 17.37 ± 0.02     | 17.79 ± 0.01     |

Table 4. Comparison of the results of analysis of the C I lines in the spectrum of J 2123–0050 for four models. (i) and (ii) – without allowance for the RF in the CIV emission line, (iii) and (iv) – with allowance for the RF. The RF is measured in % of the total flux. The redshifts of the components are: $z_A$ = 2.0593245(4), $z_B$ = 2.0595463(3), $z_C$ = 2.059330(3).

| Model | $\log N_{\text{C I}}$ | $\log N_{\text{C I}^+}$ | $\log N_{\text{C I}^{++}}$ | $\beta$, km s$^{-1}$ | RF | $\chi^2_{\text{red}}^2$ | AICC |
|-------|----------------|----------------|----------------|-----------------|---|----------------|------|
| (i)   |                 |                |                  |                 |    |               |      |
| A     | 13.82 ± 0.02   | 13.26 ± 0.02   | 12.65 ± 0.02     | 1.31 ± 0.03     | no | 1.53          | 638  |
| B     | 12.71 ± 0.02   | 12.43 ± 0.04   | 11.94 ± 0.18     | 4.37 ± 0.44     |    |               |      |
| (ii)  |                 |                |                  |                 |    |               |      |
| A     | 13.91 ± 0.03   | 13.46 ± 0.03   | 12.65 ± 0.03     | 0.88 ± 0.04     | no | 0.91          | 386.4|
| B     | 12.71 ± 0.02   | 12.43 ± 0.03   | 11.90 ± 0.09     | 4.18 ± 0.27     |    |               |      |
| C     | 12.78 ± 0.03   | no             | no              | 6.89 ± 0.60     |    |               |      |
| (iii) |                 |                |                  |                 |    |               |      |
| A     | 13.84 ± 0.03   | 13.27 ± 0.02   | 12.63 ± 0.04     | 1.32 ± 0.04     | 1 ± 1| 1.52         | 635  |
| B     | 12.71 ± 0.03   | 12.43 ± 0.04   | 11.90 ± 0.18     | 4.40 ± 0.50     |    |               |      |
| C     | 12.78 ± 0.03   | no             | no              | 7.26 ± 0.70     |    |               |      |
| (iv)  |                 |                |                  |                 |    |               |      |
| A     | 13.91 ± 0.03   | 13.47 ± 0.04   | 12.64 ± 0.03     | 0.87 ± 0.04     | 1 ± 1| 0.91         | 388.4|
| B     | 12.71 ± 0.02   | 12.43 ± 0.03   | 11.85 ± 0.13     | 4.25 ± 0.27     |    |               |      |
| C     | 12.78 ± 0.03   | no             | no              | 7.26 ± 0.70     |    |               |      |

According to the estimate by [37], is strong evidence for model (ii). Figure 8 shows the synthetic spectrum for model (ii) fitted into the quasar’s observed spectrum. The appearance of an additional C I subcomponent that is not detected in the H$_2$ lines can be explained by the presence of neutral carbon associated with the ionized part of the sub-DLA system.

According to the estimate by [5], up to 90% of the matter in the sub-DLA system being investigated is in an ionized state. Assuming that the C$^+$ ions are distributed uniformly over the volume, the bulk of the C$^+$ column density belongs to the ionized gas, where the electron number density ($n_e \sim n_{\text{H}^+}$) turns out to be three orders of magnitude higher than that in the neutral medium ($n_e < 10^{-3} \times n_{\text{H}^+}$; see e.g., [48, 49]). As a result of these two factors, the amount of C$^+$ formed in the recombination reaction of C$^+$ ions with electrons can reach the observed value in component C: $\log N_{\text{C I}} \sim 13$. From the chemical equilibrium condition,

$$N_{\text{C I}} = N_{\text{C}^+} \frac{n_e \alpha(C^+)}{\beta(C)}$$

where $\alpha(C^+)$ is the recombination coefficient ($\alpha(C^+) \sim 10^{-12} \text{cm}^3\text{s}^{-1}$ for $T \approx 3 \times 10^4$ K; see [42]); $\beta(C) = \chi_{\text{UV}} \times 2.1 \times 10^{-10} \text{s}^{-1}$ – is the CI photionization rate (see, e.g., [43]); $\chi_{\text{UV}}$ is the UV background intensity with respect to the mean Galactic value [44]. However, since the C II 1334.5 Å absorption line in the spectrum consists of several overlapping saturated components, the total C$^+$ column density cannot be determined. On the other hand, the amount of C$^+$ can be estimated by assuming that the carbon abundance with respect to its solar abundance is the same as that for sulfur (S). For metallicity [S/H] = −0.2 and log N$_{\text{H}_2}^{\text{tot}} = 20.06$ [2], we obtain log N$_{\text{C}^{\text{tot}}}^{\text{EMI}} = 16.25$. The fraction of C$^+$ ions associated with the ionized part of the sub-DLA system can be estimated as $N_{\text{C I}}^{\text{TOT}} \times N_{\text{H}^+}^{\text{TOT}} / N_{\text{H}_2}^{\text{TOT}} = 10^{16.2}$. Then, according to Eq. (1), we obtain

$$N_{\text{C I}} = 0.8 \times 10^{13} \times \frac{n_e}{1 \text{m}^{-3}} \times \frac{10}{\chi_{\text{UV}}} \text{ cm}^{-2},$$

which is consistent with log N$_{\text{C I}}^{\text{TOT}} = 12.78$ for model (ii) from Table 4.

6.1. The Partial Coverage Effect for the Neutral Carbon System

The absorption lines of two transitions, C I 1328.8 Å and 1656.9 Å, shifted by the factor $(1 + z_{\text{abs}})$ are in the region of the quasar N v ñ CIV emission lines, respectively. Out of these C I lines, only the C I 1656.9 Å line falls within the wavelength range of the quasar’s VL T spectrum accessible to analysis. As was shown by [43], when analyzing the quasar Q 1232+082, the residual flux in the C I lines due to the partial coverage effect can reach 20–30% of the total flux, which can change significantly the C I column densities being determined. To
check this possibility, we varied the residual flux in the C1 lines near the CIV emission line, along with other parameters. The results of our analysis with (models (iii) and (iv)) and without (models (i) and (iii)) taking into account the RF are compared in Table 4. In models (ii) and (iv), the RF is detected at 1 ± 1% of the total flux. However, since the C1 lines are unsaturated, allowance for the RF in our analysis barely changes the χ² and AICC values (compared to those for models (i) and (iii), respectively). Thus, we cannot unambiguously determine whether the partial coverage effect is present or absent in the C1 lines (at a 1 ± 1% level) for this system.

7. COMPARISON OF OUR RESULTS WITH THE RESULTS OF PREVIOUS ANALYSES OF THIS SYSTEM

7.1. The H₂ Column Density in the Component A

The results of our analysis of the H₂ system in the VLT spectrum of J 2123−0050 are compared with the results of the analyses of the H₂ system in the Keck spectrum of J 2123−0050 (1) and (2) in Table 4. The results differ mainly in H₂ column density estimate for component A at the J = 0 level: N_H₂(0) obtained in this paper is log N_H₂(0) = 17.37 ± 0.02, which exceeds the estimate from (2) by a factor of 3 (16.86 ± 0.24) and the estimate from (1) by a factor of 30 (15.80 ± 0.40). Different quality of the spectra and different allowance for the Ly-forest absorption lines overlapping with the H₂ lines can be responsible for the difference between the results of our analysis and those of (1) and (2). Among all the H₂ lines of the transitions from the J = 0 level accessible to analysis, only two lines, L0R0 and L3R0, do not overlap with the Ly-forest lines. Figure 6 shows the profiles for the H₂ absorption lines of the transitions from the J = 0 level for the Keck (upper panel) and VLT (lower panel) spectra. The solid curve indicates the synthetic spectrum of the H₂ system constructed using the H₂ column densities determined in this paper. The Ly-forest lines in the profiles for the H₂ lines of the L2R0 and L4R0 transitions are seen to fall into the H₂ line wing, while the Ly-forest lines for the L1R0 and L6R0 transitions are located near the H₂ line center. To determine the H₂ column density at the J = 0 level by comparing the observed spectrum with the synthetic one using all of the accessible H₂ lines, it is necessary to artificially add the Ly-forest absorption lines to the synthetic spectrum of the H₂ system. The spectral parameters (N and b) and the number of components for the unsaturated Ly-forest lines cannot be unambiguously determined in most cases, because such systems belong to the root part of the curve of growth. Therefore, disregarding or, conversely, overusing the Ly-forest lines in the analysis can lead to an overestimation or underestimation of the H₂ column density being determined, respectively.

7.2. The HD/2H₂ ratio

Using the total H₂ and HD column densities in component A, log N_H₂ = 17.94 ± 0.01 and log N_HD = 13.87 ± 0.06, we determined the HD/2H₂ ratio for component A, N(HD)/2N(H₂) = (4.26 ± 0.60) × 10⁻⁵. This value is lower than that measured by (3), (7.9 ± 4.6) × 10⁻⁵, but it exceeds the primordial deuterium abundance estimated by (15), (2.62 ± 0.15) × 10⁻⁵, by almost 3 standard deviations. Figure 11 compares the measured N(HD)/2N(H₂) in the absorption systems in the spectra of quasars at z_abs > 2 and in the systems of our Galaxy. The data were taken from Table 2 in (9) (quasars) as well as (11) (our Galaxy). At present, the H₂/HD system being investigated is the only one in which the N(HD)/2N(H₂) ratio exceeds the primordial deuterium abundance estimate. The possible explanations of such a high value are most likely related to the chemistry of molecular clouds; more specifically, under certain physical conditions in the cloud, the deuterium molecular fraction can exceed the hydrogen molecular fraction (17) see also Sect. 9.1.

8. PHYSICAL CONDITIONS IN THE MOLECULAR CLOUDS J 2123−0050 A AND B

8.1. The UV Background Intensity

The upper rotational levels of H₂ molecules with J = 3, 4, and 5 are populated mainly through radiative pumping (see, e.g., (18)). The H₂ rotational level population diagrams for components A and B are shown in Fig. 5. Component A with a high column density corresponds to the optically thick case (19), while component B has a low column density and represents the optically thin case (20). In the optically thick case, the shielding of UV radiation is negligible. This allows a simple estimate of the UV background intensity to be obtained within the framework of a homogeneous model, where the gas number density and the UV background intensity are assumed to be constant over the cloud volume. In the optically thin case, as the depth of radiation penetration into the cloud increases, the UV background intensity can decrease by several orders of magnitude due to the effect of shielding by H₂ molecules (see, e.g., (21)). At the center of an optically thick cloud, the H₂ molecules are predominantly at the lower J = 0 and 1 rotational levels, while the H₂ molecules near the cloud boundary can strongly populate the upper J = 3, 4, and 5 rotational levels (see, e.g., (21)). Therefore, numerical simulations, for example, with the Meudon PDR (22) or CLOUDY (23) codes, should be used for detailed calculations. Our calculation within the homogeneous model gives only an approximate estimate.

The component B represents the optically thin case that can be described in the approximation of a homogeneous cloud. The ortho- (J = 1, 3, 5) and para- (J = 2, 4, 6) hydrogen level populations are determined by radiative pumping, H₂ collisions with H-atoms, and spontaneous transitions:

\[ N_{H_2}^{1H_2} = \beta p_{4.0} + N_{H_2}^{1H_2} (n_{H} k_{24} + \beta p_{4.2}) = \]
\[ = N_{H_2}^{1H_2} (A_{42} + n_{H} k_{42} + \beta (p_{2.4} + p_{0.4})) \]  
\[ N_{H_2}^{1H_2} = \beta p_{5.0} + N_{H_2}^{1H_2} (n_{H} k_{35} + \beta p_{5.3}) = \]
\[ = N_{H_2}^{1H_2} (A_{53} + n_{H} k_{53} + \beta (p_{3.5} + p_{1.5})) \]  

where \( \beta \) is the photoabsorption rate, \( k_{24} \) and \( k_{42} \) are the collisional rate coefficients for the transitions between...
the H$_2$ levels ($2 \rightarrow 4$) and ($4 \rightarrow 2$), $k_{35}$ and $k_{53}$ are those for the transitions between the H$_2$ levels ($3 \rightarrow 5$) and ($5 \rightarrow 3$), $p_{10} = 0.26$, $p_{24} = 0.32$, $p_{42} = 0.32$, $p_{04} = 0.08$, $p_{51} = 0.12$ are the radiative pumping rate coefficients, and $A_{42} = 2.79 \times 10^{-9}$ s$^{-1}$ and $A_{53} = 9.8 \times 10^{-9}$ s$^{-1}$ are the spontaneous transition probabilities. For a temperature of $\sim 200$ K, $k_{24} = 8.8 \times 10^{-16}$ and $k_{42} = 1.8 \times 10^{-13}$, $k_{35} = 6 \times 10^{-17}$ and $k_{53} = 5 \times 10^{-14}$ in units of cm$^3$ s$^{-1}$; therefore, for a gas number density $n_{HI}$ $< 100$ cm$^{-3}$, the contribution to the populations of the J = 4 and 5 level through the collisions of H and H$_2$ is negligible. The photoabsorption rate of UV radiation in the cloud can then be estimated as

$$\beta_{J=4} = \frac{N_{H_2}^{J=4} A_{42}}{N_{H_2}^{J=0} p_{10} + N_{H_2}^{J=2} p_{42}}, \quad (5)$$

$$\beta_{J=5} = \frac{N_{H_2}^{J=5} A_{53}}{N_{H_2}^{J=1} p_{51} + N_{H_2}^{J=3} p_{53}}, \quad (6)$$

Using $N_{H_2}^J$ from Table 2 we obtain $\beta_{J=4} = 1.8 \times 10^{-9}$ s$^{-1}$ (for J=4) and $\beta_{J=5} = 2.1 \times 10^{-9}$ s$^{-1}$ (for J=5).

The photoabsorption rate $\beta$ is related to the intensity of external UV radiation by the following relation: $\beta = 4\pi \times 10^3 J_{UV} S_{\text{shield}}(N_{H_2})$, where $J_{UV}$ (erg s$^{-1}$ cm$^2$ Hz$^{-1}$ rad$^{-1}$) is the intensity of UV radiation with energy $E = 12.87$ eV averaged over the solid angle $55^2$, and $S_{\text{shield}}(N_{H_2})$ is the factor that takes into account the self-shielding of the H$_2$ cloud from the UV background. The mean UV background intensity in our Galaxy is $J_{UV} \sim 3.2 \times 10^{-20}$ erg s$^{-1}$ cm$^{-2}$ Hz$^{-1}$ rad$^{-1}$ (see, e.g., [54]). The H$_2$ column density at the cloud center, log $N_{H_2}^B$ = 14.86, we find that the intensity of the external UV background in component B is higher than the mean Galactic value by a factor of $\chi_{\text{UV}} = J_{UV}/J_{UV}^G = 8.3$.  

### 8.2. The Gas Number Density for Components A and B

Using the C1 fine-structure level populations, we can estimate the gas number density and temperature in the cloud and the UV background intensity. In calculating the balance of C1 level populations, we took into account the interaction of C1 atoms with cosmic microwave background radiation (CMBR) photons ($T_{\text{CMB}} = 2.725 \times (1 + z) = 8.34$ K), the radiative pumping by UV radiation, and the collisions of C1 atoms with H$_1$, H$_2$, and He ($59^2$). The collision rate coefficients were taken from [$60^2$] (for H$_2$), $61^2$ (for ortho- and para-hydrogen), and $62^2$ (for He). The radiative pumping rate coefficients $\Gamma_{01}$ and $\Gamma_{02}$ [$59^2$] were multiplied by the factor $\chi_{\text{UV}}$. Since the C1 column density is low (log $N$ $\sim$ 14), the C1 self-shielding effect may be neglected.

For constant values of the gas molecular fraction and the helium abundance, the relative level populations $n_{C1}/n_{C1}$ and $n_{C1}/n_{C1}$ depend only on the gas number density, temperature, and $\chi_{\text{UV}}$. The upper panels in

For log $N_{H_2}^B > 14$: $S_{\text{shield}}(N_{H_2}) = 0.965/(1 + x/b_2)^2 + 0.035/(1 + x)^3 \times \exp(-8.5 \times 10^{-7}(1 + x)^{0.5})$, where $x = N/5 \times 10^{14}$ cm$^{-2}$, $b_2 = 6 \times 10^{10}$ cm$^{-2}$.

Fig. 11 show the confidence regions for the number density and the UV background intensity (the gas temperature was assumed to be equal to the values corresponding to the ortho-to-para-hydrogen ratio, $T^{B}_B = 139$ K and $T^{B}_B = 648$ K, see Section 4.1). The lower panels in Fig. 11 show the confidence regions for the number density and temperature (the UV background was assumed to be $\chi_{\text{UV}}$, which corresponds to the background estimate in component B; see the previous section). The helium abundance for both components was assumed to be $n_{\text{He}}/n_{\text{H}} = 0.083$ (the primordial abundance; see, e.g., [63]), while the molecular fraction was $f_{\text{H}_2}^A$ = 0.1 for component A (the mean value for the sub-DLA system) and $f_{\text{H}_2}^B$ = 0.001 for component B.

As shown on the upper panel in Fig. 11 the gas number density for component A depends weakly on the UV background if $\chi_{\text{UV}} \approx 10$. The best value is $n_A = 30 \pm 10$ cm$^{-3}$. If the UV background in component A is close to the value determined for component B (see the lower panel in Fig. 11), then we cannot unambiguously determine the physical conditions: the gas can be hot and rarefied ($T \sim 500$ K and $n \sim 10$ cm$^{-3}$) or cold and denser ($T \sim 50$ K and $n \sim 50$ cm$^{-3}$). The accuracy of determining $n$ and $T$ corresponds to a change in the $N_{\text{C1}}/n_{\text{C1}}$ and $N_{\text{C1}}/n_{\text{C1}}$ ratios within one standard deviation.

For component B, if we assume $T = T^{B}_B = 650$ K and $\chi_{\text{UV}} = 8.3$, the gas number density is determined with a high accuracy, $n_B \sim 24 \pm 3$ cm$^{-3}$ (see the upper right panel in Fig. 11). However, the ortho-para-hydrogen ratio in the optically thin case is known to be insensitive to the kinetic temperature of the gas (see, e.g., [51]); therefore, the gas temperature in the cloud can differ from $T^{B}_B$. If the gas temperature is limited, $T \geq 100$ K, then our analysis of the C1 level populations gives an estimate of the gas number density $n \leq 100$ cm$^{-3}$.  

### 8.3. The H$_2$ Formation Rate on Dust in Component A

Under the condition of a stationary balance in the cloud, the numbers of H$_2$ molecules formed on dust and destroyed by UV radiation are

$$R_{\text{H}_2} n_{\text{H}_2} = 0.11 \beta n_{\text{H}_2}, \quad (7)$$

where $R_{\text{H}_2}$ is the H$_2$ formation rate coefficient on dust, $n_{\text{H}_2}$ is the total hydrogen number density, and $\beta$ is the photoabsorption rate. The photoabsorption rate in the cloud $\beta$ is related to the intensity of the external UV background by the following relation: $\beta = 4 \times 10^{-10} \chi_{\text{UV}} \times S_{\text{shield}}(N_{\text{H}_2})$ s$^{-1}$. Usually, the hydrogen molecular fraction in interstellar clouds increases toward the center; therefore, the column density ratio $N_{\text{H}_2}^B/n_{\text{H}_1}$ = 0.05 can be used as a lower limit on $n_{\text{H}_2}/n_{\text{H}_1}$ at the cloud center. For the central part of the cloud (log $N_{\text{H}_2}$ = 17.6, $S_{\text{shield}} = 1.2 \times 10^{-3}$), we then obtain

$$\frac{R_{\text{H}_2} n_{\text{H}_2}}{\chi_{\text{UV}}} = 2.6 \times 10^{-15} \times \frac{n_{\text{H}_2}/n_{\text{H}_1}}{0.05} \quad (8)$$

It follows from our analysis of the C1 level populations that if the UV background in component A does not exceed $\chi_{\text{UV}} \approx 10$, then the gas number density is $n_A = 30 \pm 10$ cm$^{-3}$. We then obtain an estimate of
Galactic value of the sub-DLA system being investigated at the mean UV background intensity must be a factor of $\beta^2$, for the observed amount of H$_2$ to be formed in the sub-DLA system being investigated at the mean Galactic value of R$_{H_2}$, the UV background intensity must be a factor of 2.3 lower than the mean Galactic one. However, it follows from our simulations of component A with the Meudon PDR code (see below) that the UV background intensity must be a factor of $\sim$ 12 higher than the mean Galactic value. Using this value, we obtained an estimate of the H$_2$ formation rate coefficient on dust in component A, R$_{H_2}$ = 1.1 $\times$ 10$^{-15}$ cm$^3$ s$^{-1}$, which is a factor of $\sim$ 35 higher than the mean Galactic value.

8.4. The Gas Ionization Fraction

For low H$_2$ column densities (log $N_{H_2}$ $\leq$ 20), absorption in the H$_2$ lines of the Lyman and Werner bands changes insignificantly the number of UV photons capable of destroying HD and ionizing C$^+$ (see, e.g., [65]). Therefore, the HD and C$^+$ abundances in the medium correspond to their equilibrium values, which depend on the e. and H$^+$ number densities, i.e., the gas ionization fraction.

HD molecules are formed in the reaction of collisions between H$_2$ and D$^+$, while the abundance of D$^+$ in a gas with a low molecular fraction is established according to the chemical equilibrium of the direct and reverse reactions H$^+$ + D $\rightarrow$ H + D$^+$ (see, e.g., [43]). Assuming that the cloud is homogeneous and that the HD and H$_2$ molecules belong to the same spatial region, i.e., $N_{H_2}/N_{H_2}$ $\approx$ $n_{H_2}/n_{H_2}$, we can calculate the number density of H$^+$ ions from the following formula (see, e.g., [13]):

$$n_{H^+} = \frac{\beta(HD)N_{HD}}{k_{H^+D^+}N_{H_2}(D/H)_Z},$$

where $\beta(HD)$ = $x_{UV}$ $\times$ 1.5 $\times$ 10$^{-11}$ s$^{-1}$ is the HD photodestruction rate ($x_{UV}$ is measured with respect to the intensity of the mean Galactic UV background from [44]), $k_{H^+D^+}$ = 2 $\times$ 10$^{-33}$ cm$^3$ s$^{-1}$ is the HD formation rate, D/H $\approx$ 3 $\times$ 10$^{-5}$ is the atomic deuterium abundance for systems at high z, and $k_1 / k_2 = \exp(-41 / T)$ is the ratio of the direct and inverse H$^+$ and D collision reaction rates. Using the gas temperature estimated from the ortho-to-para hydrogen ratio, $T_{TH} = 140$ K, and the UV background intensity estimated from our simulations of component A with the Meudon PDR code, $x_{UV}$ = 12 (see Sect. 5.1), we obtain $n_{H^+} \approx 0.3$ cm$^{-3}$.

Neutral carbon is formed in the recombination reaction of C$^+$ ions with electrons and/or polyatomic hydrocarbons (PAHs) (see, e.g., [66]). However, the contribution from the recombination reaction of C$^+$ with PAHs has not been completely established to date (for a discussion and references, see [67]). If this reaction channel is disregarded, then the electron number density in the gas is expressed in terms of the C$^+$ photodestruction rate $\beta(C)$ = $x_{UV}$ $\times$ 2.1 $\times$ 10$^{-10}$ s$^{-1}$, the C$^+$ recombination rate $\alpha(C^+)$ = 1.8 $\times$ 10$^{-11}$ (T/100)$^{-0.85}$ cm$^3$ s$^{-1}$ (for 20K $<$ T $<$ 140K; see [68]), and the ratio of the C$^+$ and C$^+$ number densities:

$$n_{\text{e}} = \frac{\beta(C)N_{C^+}}{\alpha(C^+)N_{C^+}}.$$
line is a major gas cooling process in the interstellar medium \[70\]. However, since the C II absorption line is strongly saturated, we cannot determine what part of the total C\(^+\) column density belongs to the molecular clouds being investigated. Therefore, we varied the carbon abundance in the cloud in a range of values corresponding to a total carbon column density in the cloud from \(\log N_{C}^{\text{tot}} = 14.5\) (10\(^{-2}\) of the solar abundance) to \(\log N_{C}^{\text{tot}} = 16.25\) (the upper limit for \(\log N_{C}^{\text{tot}}\) in the sub-DLA system). At the same time, the abundances of other elements were not varied. The carbon abundance with respect to the solar one, \((C/H)_{\odot} = 2.7 \times 10^{-4}\) \[71\], was specified by the parameter \(X_C\). The deuterium abundance was assumed to be \((D/H) = 3 \times 10^{-5}\), which corresponds to the typical D abundance at high redshifts in molecular clouds (see, e.g., \[2\]).

Dust is one of the most important components in the interstellar medium; its properties affect the heating rate of the medium (through the photo-electric reaction on dust), the gas shielding from UV radiation, and the \(\text{H}_2\) formation rate. The model from \[72\] was used for the grain size distribution. The absorption of UV radiation on dust was described using an extinction model for the SMC, \(R_V = 2.87\) (this model is believed to describe well the reddening of quasar spectra; see, e.g., \[73\]). The amount of dust on the line of sight was determined via the interstellar extinction parameter \(A_V = R_V E(B-V)\), which was set equal to 0.115 mag, corresponding to a certain upper limit on the spectrum reddening (color excess), \(E(B-V) = 0.04\) \[65\]. The dust number density in the cloud governing the gas heating and the \(\text{H}_2\) formation rate is determined using the dust-to-gas ratio \(G\). We used three values: \(G = 0.01, 0.02, \) and 0.1, corresponding to 1, 2, and 10 mean Galactic values \[74\]. The \(\text{H}_2\) formation in the Meudon PDR code is computed using two mechanisms: Langmuir–Hinshelwood and Eley–Rideal (see \[75\]). However, as is pointed out in \[76\], the detailed description of the \(\text{H}_2\) formation is still missing. Therefore, we used two approaches: (i) a “numerical calculation” according to the Langmuir–Hinshelwood and Eley–Rideal models and (ii) an “approximate calculation” where the \(\text{H}_2\) formation rate was specified by some value constant over the cloud volume: \(R_{\text{H}_2} = R_0 \times 3 \times 10^{-17} \text{cm}^3\text{s}^{-1}\) (with respect to the mean Galactic value; see \[50\]). The latter approach allows the possibility of a difference between the properties of dust in a high-redshift cloud and in our Galaxy to be taken into account qualitatively without going into the specific properties of dust grains (the size distribution, the reflection coefficient, the sticking coefficient, the density, etc.).

\[9.1.1.\text{ Simulations of the cloud J2123–0050}\,\Delta\]

The DLA systems have much larger sizes than the molecular clouds: the sizes of the DLA systems are estimated to be several 10 kpc \[8\], while the sizes of the \(\text{H}_2\) clouds are \(\sim 1\) pc (see, e.g., \[26\]). Therefore, the DLA system occupies a larger region than does the \(\text{H}_2\) system on the line of sight (with the \(\text{H}_2\) cloud being located inside the DLA system). Consequently, we cannot reliably determine what fraction of the entire \(\text{H}_2\) column density belongs to the \(\text{H}_2\) cloud by measuring the total \(\text{H}_1\) and \(\text{H}_2\) column densities. Since the sub-DLA system being investigated has the lowest H1 column density (almost two orders of magnitude lower than the mean \(N_{\text{H}_1}\); see Fig.\[1\]) among the sub-DLA and DLA systems containing \(\text{H}_2\) and, at the same time, the \(\text{H}_2\) column density in component A is fairly high (close to the mean \(N_{\text{H}_2}\)), in our simulations we assume that the entire observed \(\text{H}_1\) in the sub-DLA system belongs to the \(\text{H}_2\) cloud. Therefore, the total hydrogen column density \((N_{\text{H}_1} + 2N_{\text{H}_2})\) was taken to be \(\log N = 19.22\).

We used two thermodynamic cloud models: (I) with a constant pressure and (II) with a constant hydrogen density. The pressure was assumed to be \((8.4 \times 10^6)\,\text{cm}^{-3}\,\text{K}\), which corresponds to the upper limit determined by analyzing the C1 level populations. The hydrogen number density was assumed to be \(40\,\text{cm}^{-3}\), which roughly corresponds to the conditions in the cloud. The second model describes the situation where \(\text{H}_2\) is formed in the compression region, which was formed, for example, through the gas interaction with the shock front.

For each model, we performed our calculations for a grid of parameters \(\chi_{\text{UV}}, C_{\text{CR}}, R_0, X_C\) and \(G\). The model with a constant density gives the best description for the following set of parameters: \(\chi_{\text{UV}} = 12, C_{\text{CR}} = 5 \times 10^2, R_0 = 38, X_C = 2.8\) and \(G = 0.01\) (model (f) in Table \[5\]). The model simultaneously reproduces the observed column densities of the species and the \(\text{H}_2\) and C1 level populations. Table \[4\] and Fig.\[12\] compare the results of our simulations for the six most characteristic cases: (a–e) correspond to the isobaric models, (f) corresponds to the model with a constant density.

**Main inconsistencies of the isobaric models.**

Using an isobaric model, we can obtain \(\text{H}_2, \text{HD},\) and C1 column densities close to the observed ones (models (ii) and (e)), but we fail to satisfactorily describe the \(\text{H}_2\) and C1 level population diagrams.

Models (a) and (b) correspond to the case where the medium is irradiated by an UV background with a low intensity, \(\chi_{\text{UV}} = 0.4\) and 1.2. In these models, the populations of \(\text{H}_2\) levels with \(J > 3\) are more than an order of magnitude lower than the observed values, despite the fact that the total \(\text{H}_2\) column density is close to or even higher than the measured value. An additional level population can be provided through radiative pumping with a higher UV background intensity.\[8\]. Note that the column density of HD molecules can be described in these models, but the C1 column density turns out to be lower by more than two orders of magnitude.

Model (ii) describes a cloud irradiated by an UV background with an intensity higher than the mean Galactic one by a factor of 5. A high UV background increases the gas heating, which in this model is compensated for by an enhanced carbon abundance \((X_C = 1.9)\), because carbon is the main coolant of the medium. The model yields \(\text{H}_2\) and C1 column densities close to the observed ones. However, the derived HD column density and the \(\text{H}_2\) and C1 level populations are inconsis-

\[9\] Apart from the population mechanism for high \(\text{H}_2\) levels through radiative pumping, other mechanisms that are disregarded in the Meudon PDR code are considered in the literature. For example, the excitation of \(\text{H}_2\) molecules when the gas is compressed and heated due to the interaction of the molecular cloud with turbulence and/or a C–shock (see \[26\], \[77\], \[78\]).
Table 5. Results of our simulations of the absorption system J 2123-0050 A. \( \chi_{UV} \), \( \zeta_{CR} \) and \( R_0 \) – are the UV background intensity, the CR background intensity, and the \( H_2 \) formation rate with respect to their mean Galactic values; \( X_C \) is the carbon abundance with respect to the solar one; \( n \) and \( T \) are the number density and temperature at the cloud center. * – The range of the formation rate coefficient \( R_0 \) calculated numerically according to the model from [75] is specified.

| No. | \( \chi_{UV} \) | \( \zeta_{CR} \) | \( X_C \) | \( R_0 \) | \( n \), cm\(^{-3} \) | \( T \), K | \( N_{H_2}^\text{tot} / N_{HI} \) |
|-----|----------------|----------------|----------|--------|----------------|---------|------------------|
| a   | 0.4            | 1              | 0.02     | 1.7-3.0* | 73             | 115     | \( 4.7 \times 10^{-4} \) |
| b   | 1.2            | 1              | 0.2      | 1.7-2.2* | 47             | 180     | \( 6.0 \times 10^{-3} \) |
| c   | 5              | 1              | 1.8      | 1.7-1.9* | 165            | 51      | \( 1.5 \times 10^{-4} \) |
| d   | 12             | 5              | 3.7      | 0.5-0.9* | 180            | 47      | \( 1.7 \times 10^{-4} \) |
| e   | 12             | \( 5 \times 10^2 \) | 3.9      | 10      | 124            | 68      | \( 4.7 \times 10^{-3} \) |
| f   | 12             | \( 5 \times 10^2 \) | 2.8      | 38      | 40             | 145     | \( 1.1 \times 10^{-2} \) |

Table 6. Results of our simulations of the absorption system J 2123-0050 B. The notation is the same as that in Table5 * – The range of the formation rate coefficient \( R_0 \) calculated numerically according to the model from [75] is specified.

| No. | \( \chi_{UV} \) | \( \zeta_{CR} \) | \( R_0 \) | \( X_C \) | \( \log N_{H_2}^\text{tot} \) | \( \log N_{HI} \) | \( \log N_{H_2}^\text{tot}/N_{HI} \) | \( \log N_{H_2}^\text{tot}/N_{HI} \) | \( \log N_{H_2}^\text{tot}/N_{HI} \) |
|-----|----------------|----------------|--------|----------|----------------|---------|------------------|------------------|------------------|
| g   | 1.5            | 1              | 5.2-8.9* | 0.02    | 19.2           | 15.7    | 9.8              | 12.7             | 12.3             |
| h   | 12             | 1              | 43      | 2.8      | 18.7           | 15.2    | 12.0             | 13.6             | 13.4             |
| i   | 12             | \( 5 \times 10^2 \) | 43      | 2.8      | 18.7           | 15.2    | 12.9             | 13.6             | 13.4             |

tent with the measured values. The populations of the J = 4 and 5 levels turn out to be a factor of 3 higher than those in models (a) and (b), but still a factor of 2 – 3 lower than the observed values.

In model (d), the radiation intensity is even higher: \( \chi_{UV} \simeq 12 \). To compensate for the cloud heating, the carbon abundance was taken to be maximally high, \( X_C = 3.7 \) (which corresponds to the case where the entire \( C^+ \) column density in the sub-DLA system belongs to the molecular cloud). The gas number density and temperature be found the same as those in model (c). However, the obtained column density of \( H_2 \) in model (d) is \( \log N_{H_2} \sim 15 \), that is less than the measured value by two orders of magnitude. First, the \( H_2 \) column density is too low to shield the molecules from UV radiation; second, at the same \( H_2 \) formation rate as that in model (c), the photodestruction rate turns out to be higher (see Eq. (7)).

In models (a)–(d), we used the “numerical calculation” according to the model from [75], with the dust-to-gas ratio in the medium \( G = 0.01 \), for the \( H_2 \) formation. As \( G \) increases, the \( H_2 \) formation rate coefficient and the efficiency of gas heating by UV radiation increase proportionally. Despite the fact that the \( H_2 \) formation rate becomes higher, the gas number density decreases (due to the pressure constancy condition). Therefore, according to Eq. (7), increasing the dust content does not allow the problem of the formation of a large amount of molecular hydrogen in a medium with a high UV background to be solved. In our calculations using an isobaric model with a high UV background, a high carbon abundance (as in model (d)), and \( G = 0.02 \) and 0.1, the gas turns out to be hot, \( T > 1000 \) K, and rarefied, \( n \leq 1 \) cm\(^{-3} \). Virtually no \( H_2 \) molecules are formed in such a medium.

The “approximate calculation”, where the \( H_2 \) formation rate coefficient is specified by a value constant over the cloud volume and does not depend on the physical conditions, can be used for the \( H_2 \) formation. Model (e) corresponds to this case. At \( R_0 \simeq 10 \), \( \chi_{UV} = 12 \) and \( X_C = 3 \) we can simultaneously reproduce the total \( H_2 \) column density and the upper level populations (see Table5). However, in this model we fail to reproduce the physical conditions in the cloud: the gas turns out to be denser (\( n \geq 100 \) cm\(^{-3} \)) and colder (\( T \leq 60 \) K). As a consequence, the ratio of the populations of the first two \( H_2 \) and \( C_2 \) levels is consistent with the measured \( H_2 \) number densities, while the ratio of the \( \text{C}^+ \) and \( C_2 \) level populations is twice that measured in the component A.

The abundance of HD molecules and the gas ionization fraction

For models (a)–(d), the HD/2\( H_2 \) ratio does not exceed \( 10^{-5} \), which is less than the observed value by almost an order of magnitude. Since HD is formed through the ion–molecular reaction (\( H_2 + \text{D}^+ \)), the HD formation rate increases with \( \text{H}^+ \) number density, which in
the PDR models is determined mainly by the CR background intensity. The HD/2H\textsubscript{2} ratio is consistent with the measured value at a relative H\textsuperscript{+} number density \(n_{\text{H}^+}/n_{\text{H}} \approx 10^{-2}\), which corresponds to \(\zeta_{\text{CR}} = 5 \times 10^5\), i.e., a factor of 500 more intense CR flux is needed. For \(\zeta_{\text{CR}} = 1\), the gas ionization factor in the Meudon PDR models is low, \(n_{\text{H}^+}/n_{\text{H}} \approx 10^{-4}\), which is not enough for the HD formation in a medium with a high UV background intensity. A high \(\zeta_{\text{CR}}\) is probably not an estimate of the CR background intensity in the cloud, but only points to a high gas ionization factor. Possible causes are discussed below in Section 9.2.

### The model with a constant density

In the model with a constant density (model (f)), we can simultaneously describe the H\textsubscript{2}, HD, and C\textsubscript{1} column densities and the H\textsubscript{2} and C\textsubscript{1} level populations. In this case, just as for the isobaric model, high UV and CR background intensities and a high carbon abundance are needed.

A detailed analysis of model (f) is presented in Fig.13. The left panel shows the number densities of the species as a function of the distance from the cloud boundary. The H, H\textsuperscript{+}, C\textsuperscript{+}, and C\textsubscript{1} number densities barely change along the line of sight (due to the density constancy and the low gas molecular fraction). The right panels show the D and H molecular fractions (the upper panel: the local values are indicated by the solid lines, while the values averaged along the line of sight are indicated by the dashed lines) and the HD/2H\textsubscript{2} and D/H ratios (the lower panel). The HD formation rate in the cloud is higher than the H\textsubscript{2} formation rate due to the relatively high gas ionization fraction, \(\sim 10^{-2}\). As a result, the local D and H molecular fractions at the cloud center turn out to be twice their mean values, and, consequently, the HD/2H\textsubscript{2} ratio is higher than the D/H ratio. This leads to the D/H abundance determined from the ratio of the atomic D\textsubscript{1} and H\textsubscript{1} column densities being lower than the isotropic D/H ratio (2.75 \(\times\) 10\(^{-5}\) versus 3.0 \(\times\) 10\(^{-5}\)). The sign and magnitude of the effect depend on the mean gas molecular fraction along the line of sight and the H\textsuperscript{+} number density. For \(f_{\text{pH}2}=0.1\), the \(N_{\text{D1}}/N_{\text{H1}}\) ratio can change within 10\% of the isotopic ratio. The effect should be taken into account if a molecular cloud with the same redshift falls on the line of sight passing through the H\textsubscript{1}/D\textsubscript{1} absorption system. Obviously, in this case, the \((N_{\text{D1}}+N_{\text{H}})/(N_{\text{H1}}+2N_{\text{H2}})\) ratio is a proper estimate of (D/H).

#### 9.1.2. Simulations of the cloud J 2123−0050 B

For component B (just as for component A), we cannot determine what part of the measure H\textsubscript{1} column density associated with the molecular cloud. Therefore, \(N_{\text{H1}}\) was an additional free parameter and was determined from the simulation results. The H\textsubscript{1} column density in the sub-DLA system, \(\log N_{\text{H1}} = 19.18 \pm 0.15\), was chosen as an upper limit for \(N_{\text{H1}}\). The results of our simulations are presented in Table6. Model (g) corresponds to the calculations with a constant gas pressure (8.4 \(\times\) 10\(^{-3}\) K cm\(^{-2}\)); models (h) and (i) correspond to those with a constant number density (40 cm\(^{-3}\)). Figure14 shows the H\textsubscript{2} level population diagrams for these models. Just as in the case of simulating component A, a high UV background intensity (\(\chi_{\text{UV}} \sim 12\)) is needed to describe the populations of upper rotational H\textsubscript{2} levels. In model (g), the UV background is low and the H\textsubscript{2} levels are populated mainly through the collisional mechanism. The populations of the lower H\textsubscript{2} levels turn out to be a factor of 3−5 higher than the observed ones, while the populations of the upper \(J = 4\) and 5 levels are an order of magnitude lower. If the UV background is high (models (h) and (i)), then the H\textsubscript{2} level population diagram describes the diagram measured for component B.

At a high UV background and a low gas number density, a high H\textsubscript{2} formation rate coefficient on dust is needed for the H\textsubscript{2} formation. In model (g), the H\textsubscript{2} formation was calculated according to \(\zeta_{\text{CR}}\); in models (h) and (i), the formation rate coefficient was equal to \(R_0\). For \(R_0 = 40\), the H\textsubscript{2} column density in models (h) and (i) turns out to be close to the observed one. The gas ionization fraction in component B can be estimated from the C\textsubscript{1} abundance (see, e.g., Section 3.4). The observed C\textsubscript{1} column density in model (i) is reconstructed at \(n_C/n_{\text{H1}} = (0.9 - 1) \times 10^{-2}\), which corresponds to \(\zeta_{\text{CR}} = 1.5 \times 10^2\).

### 9.2. The Ionization Structure of the sub-DLA System.

#### The CLOUDY Code

The high value of \(\zeta_{\text{CR}}\) (5 \(\times\) 10\(^5\) for component A and 1.5 \(\times\) 10\(^5\) for component B) obtained in our simulations with the Meudon PDR code seems unlikely and probably points only to a high gas ionization that can actually be caused by other sources, for example, hard UV or X-ray radiation, which cannot be taken into account in the simulations with the Meudon PDR code. However, this can be done with the CLOUDY code, which can compute the ionization of the system by taking into account the hard UV radiation. We simulated the structure of the sub-DLA system and checked whether the external UV radiation (which is shielded incompletely in the system due to the low H\textsubscript{1} column density) could cause a high gas ionization fraction (\(\sim 10^{-2}\)) at the system’s center, where the molecular cloud could be located.

The computation was performed within the framework of an isobaric model with a plane-parallel geometry. The gas is irradiated only on one side of the system. The radiation spectrum consists of several components: (i) the extragalactic background (the HM96 model; see [79]), (ii) the average Galactic background (the “ISM” model) with an intensity that is a factor of 12 higher than \(J_{\text{UV}}^0 \sim 3.2 \times 10^{-20}\text{erg s}^{-1}\text{cm}^{-2}\text{Hz}^{-1}\text{rad}^{-1}\) ([44], and (iii) the CMBR at \(z = 2\). The CR background intensity was equal to the mean Galactic value \(2 \times 10^{-16}\) \(\text{\text{\text{n}}^{-1}}\) (see, e.g., [69] [80]). The abundances of heavy elements corresponded to the metallicity for the sub-DLA system, \([S/H] = -0.2\). Our simulations with the CLOUDY code also show the necessity of a high H\textsubscript{2} formation rate, which was assumed to be \(2.3 \times 10^{-15}\text{cm}^{-3}\text{s}^{-1}\). Since the total hydrogen column density \(N_{\text{H1}} + N_{\text{H2}} + 2N_{\text{H2}}\) in the sub-DLA system cannot be determined (because H\textsuperscript{+}, which accounts for as much as 90\%, is undetectable), the computation was performed until the total neutral hydrogen column density \(N_{\text{H1}} + 2N_{\text{H2}}\) reached \(10^{16}\) (half of \(N_{\text{H1}}\) for the sub-DLA being investigated). The result of our simulations is shown in Fig.15. The H\textsubscript{+},
H$_1$, and H$_2$ number density profiles are shown as a function of the distance from the system's center. The total H$^+$ column density is log $N_{H^+} = 19.9$, which is a factor of 10 higher than the H$_1$ column density, i.e., the neutral gas is formed only in a narrow region near the system's center, while the bulk of the system ($\sim 90\%$) is ionized. The number density of H$^+$ ions decreases rapidly with distance from the boundary between the cold neutral and hot ionized phases (see Fig. 15) and changes from 2.0 cm$^{-2}$ at the boundary to $2 \times 10^{-2}$ cm$^{-2}$ at the system's center. The medium is ionized through its irradiation by the UV background; the CR contribution is negligible (the H$^+$ ionization through its irradiation by the UV background; the CR contribution is negligible). The mean ionization fraction of the medium remains fairly high because of the small cloud size. The mean $n_{H^+}/n_{H_1} \sim 10^{-3}$, in agreement with the value derived in our Meudon PDR simulations for components A and B. Thus, partial shielding of the hard UV radiation by neutral hydrogen in the sub-DLA system can be responsible for the high gas ionization fraction found in our Meudon PDR simulations.

10. CONCLUSION

We performed an independent analysis of the H$_2$ absorption system at $z_{\text{abs}} = 2.059$ in the VLT spectrum of the quasar J 2123−0050. The H$_2$ system consists of two components ($z_A = 2.05932(5)$ and $z_B = 2.05955(2)$) with total column densities log $N_A^{H_2} = 17.94 \pm 0.01$ and log $N_B^{H_2} = 15.16 \pm 0.01$. The lines of HD molecules are detected only in component A with a column density log $N_A^{HD} = 13.87 \pm 0.06$. Our estimate of the H$_2$ column density in component A is twice the value, obtained by [23].

For component A, we detected the partial coverage effect for the H$_2$ lines located near the Ly$\beta$ and O vi emission lines. The residual flux is $\sim 3\%$ of the total flux. Due to the low H$_2$ column density and low oscillator strength for transitions of L1-0 and L0-0 Lyman bands, allowance for the partial coverage effect affects weakly the H$_2$ column density being determined.

The C$\alpha$ lines associated with the H$_2$ system for the transitions from the ground and two excited states are detected in the VLT spectrum. Our analysis showed that the C$\alpha$ line structure consists of three components, each of which is associated with components A and B. The third additional component (with log $N_{C\alpha} = 12.78 \pm 0.03$ and a large Doppler parameter $b \sim 7$ km/s) probably associated with the ionized part of the sub-DLA system and not with the H$_2$ system.

Using the observed H$_1$, H$_2$, HD, and C$\alpha$ column densities as well as the H$_2$ and C$\alpha$ level population diagrams for components A and B, we investigated the physical conditions in this system. The medium in component A is optically thick in H$_2$ lines and has a low number density (30 $\pm$ 10 cm$^{-3}$) and temperature ($T_{H_2} = 139 \pm 6K$). In such a medium, molecular hydrogen shields the UV radiation in lines in the cloud (the H$_2$ photodestruction rate inside and at the edge of the cloud can differ by several orders of magnitude); therefore, we used our simulations with the Meudon PDR code to properly determine the physical conditions with allowance made for the UV background transfer inside the cloud. Using the model with a constant gas density $n = 40$ cm$^{-3}$, a high UV background ($\chi_{\text{UV}} \sim 12$ in units of the mean Galactic value), a high gas ionization fraction ($n_{H^+}/n_{H_1} \sim 10^{-2}$), and a high H$_2$ formation rate coefficient on dust ($R_{H_2} = 1.2 \times 10^{-15}$ cm$^{-3}$s$^{-1}$), we can describe the observed parameters.

The high value of $N_{HD}/2N_{H_2}$ in component A is due to the high gas ionization fraction ($\sim 10^{-2}$), which is probably a unique feature of this sub-DLA system. Our simulations with the CLOUDY code show that such an ionization fraction can be a consequence of incomplete shielding of the UV radiation (with E > 13.6 eV) by neutral hydrogen in the sub-DLA system. A high gas ionization fraction leads to a significant increase in the HD formation rate. Therefore, even at a low gas molecular fraction, $f_{H_2} \sim 0.1 - 0.2$, the deuterium molecular fraction turns out to be higher than the hydrogen molecular fraction, which leads to the relation $N_{HD}/2N_{H_2} > (D/H)_{\odot}$.

The medium in component B is optically thin in H$_2$ lines. In this case, the H$_2$ photodestruction rate barely changes with the depth of radiation penetration into the cloud. Using the homogeneous model, we estimated the UV background intensity in the cloud to be $\chi_{\text{UV}} = 8.3$. Our simulations with the Meudon PDR code for this component showed that the same high H$_2$ formation rate coefficient on dust as that in component A ($R_{H_2} = 1.3 \times 10^{-15}$ cm$^{-3}$s$^{-1}$) and a high gas ionization fraction ($\sim 10^{-2}$) are needed to produce the observed amount of H$_2$ and C$\alpha$ at a high UV background ($\chi_{\text{UV}} = 12$).
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Figure 2. HI (Lyα), Si II, Si III, Si IV, and H₂ absorption line profiles. The dashed vertical lines indicate the positions of the two components of the sub-DLA system at \( z = 2.05684 \) and 2.05930. The lower panel shows the H₂ L3P1 line profile. The two components of the H₂ absorption system corresponding to the component of the sub-DLA system at \( z = 2.05930 \) are highlighted by the thick line. The H₂ lines corresponding to the L3R1 and L3R2 transitions are also specified.
Figure 3. Absorption lines of neutral species associated with the H$_2$ system at $z_{\text{abs}} = 2.059$ in the VLT/UVES and Keck/HIRES spectra of the quasar J 2123 $-$ 0050. The vertical dashes indicate the positions of the two components of the H$_2$ absorption system (A and B) at redshifts $z_{\text{abs}} = 2.05933$ and 2.05955. Only the C$^\text{i}$ lines are detected at the redshift of component B. The velocity shift shown along the horizontal axis is calculated relative to component A.
Figure 4. Synthetic spectrum of the H$_2$ system at $z_{\text{abs}} = 2.059$ in the spectrum of the quasar J2123−0050 (VLT/UVES). The lines of the transitions in the H$_2$ absorption system from the rotational $J = 0, 1$ levels are shown. The synthetic spectrum was corrected for the coverage factor (see Section 4.2). The velocity shift shown along the horizontal axis is calculated relative to component A.
Figure 6. The left panels show the region of the VLT/EVES spectrum for the quasar J 2123.0050 containing the H2 absorption lines. On the upper left panel, the observed flux from the quasar in arbitrary units is shown along the vertical axis; the normalized flux in % of the total flux is shown on the lower left panel. The gray color highlights the region of the spectrum containing the quasar’s Lyα and OVI emission lines. The open and black filled squares indicate the residual fluxes at the bottom of the H2 and Lyα-forest lines, respectively. The dashed line indicates the statistical error of the flux in the spectrum. The right panel shows the residual fluxes in the H2 lines of the transitions from the J = 1 level as a function of $\omega$, the product of the oscillator strength by the transition wavelength. The solid and dashed lines indicate the calculations performed for the models with and without allowance for the partial coverage effect, models (iv) and (i), respectively (see Table 3).
Figure 7. Synthetic spectrum of HD molecules at $z_{\text{abs}} = 2.05933$ fitted into the observed spectrum of the quasar J 2123$-$0050 (VLT/UVES). The vertical dashes indicate the positions of the two components of the H$_2$ absorption system (A and B). The velocity shift shown along the horizontal axis is calculated relative to component A, in which the HD lines are detected.
Figure 8. Synthentic spectrum of the C\textsc{i} lines associated with the H\textsubscript{2} absorption system fitted into the observed spectrum of the quasar J\textsubscript{2123}−0050 (UVES/VLT). The profiles of the individual C\textsc{i} line components are indicated by the thin solid lines.

Figure 9. Synthetic spectrum of the H\textsubscript{2} lines of the transitions from the J = 0 level fitted into the Keck/HIRES (upper panel) and VLT/UVES (lower panel) spectra of the quasar J\textsubscript{2123}−0050. The H\textsubscript{2} column density in component A was assumed to be log N\textsubscript{H\textsubscript{2}} (J = 0) = 17.37. Since the widths of the HIRES/Keck (∼ 3 km/s) and UVES/VLT (∼ 6 km/s) point spread functions differ, the profiles of the corresponding H\textsubscript{2} lines on the upper and lower panels differ.
Figure 10. Measured $N_{\text{HD}}/2N_{\text{H}_2}$ ratios for high-redshift absorption systems (filled circles) and for systems in our Galaxy (open stars). The solid horizontal line indicates the relative primordial deuterium abundance $(D/H)$ estimated by analyzing the CMBR anisotropy power spectrum [45]. The result of the $\text{H}_2$/HD system in the spectrum of J 2123$-$0050 presented in [23] is indicated by the open circle.
Figure 11. The 1, 2, and 3σ confidence regions for determining the physical conditions by analyzing the C1 fine-structure level populations for components A and B (the left and right panels, respectively). The upper panels show the confidence regions for the UV background intensity ($\chi_{UV}$, in units of the mean Galactic value) and the number density. The temperature was assumed to be equal to the value determined from the ortho-to-parahydrogen ratio, 139 and 648 K for components A and B, respectively. The lower panels show the confidence regions for the temperature and the number density. The UV background intensity was assumed to be higher than the mean Galactic value by a factor of 8.3.
Figure 12. Comparison of the measured $\text{H}_2$ level populations for component A (gray circles) with the results of our PDR Meudon simulations (red crosses) for six models (a)–(f), whose parameters are given in Table 5.

Figure 13. Structure of the molecular cloud obtained in the PDR Meudon model (model (f), see Table 5). The left panel shows the number density profiles for the species in the cloud. The solid and dashed lines on the right panels indicate the dependences of the absolute and mean H and D molecular fractions (upper panel) as well as the $N_{\text{HD}}/2N_{\text{H}_2}$ and $N_D/N_H$ ratios (lower panel). The averaging was performed from one of the cloud boundaries.
Figure 14. Comparison of the measured $H_2$ level populations for component B (gray circles) with the results of our PDR Meudon simulations (red crosses) for three models (g)–(i), whose parameters are given in Table 6.

Figure 15. Results of our simulations of the structure of the sub-DLA system with the CLOUDY code. The dependences of the $H^+$, $H_1$, and $H_2$ number densities on the distance from the boundary are shown. The calculations were performed in a plane-parallel model. The medium is irradiated by UV radiation only on the left side. The vertical line indicates an arbitrary boundary between the regions of hot ionized and cold neutral media.