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Abstract—We consider the problem of private information retrieval (PIR) from \( N \) non-colluding and replicated databases when the user is equipped with a cache that holds an uncoded fraction \( r \) from each of the \( K \) stored messages in the databases. We assume that the databases are unaware of the cache content. We investigate \( D^*(r) \) the optimal download cost normalized with the message size as a function of \( K, N, r \). We develop inner and outer bounds for the optimal download cost. Both inner and outer bounds are piece-wise linear functions in \( r \) (for fixed \( N, K \)) that consist of \( K \) line segments. The inner and the outer bounds match in general for the cases of very low caching ratios and very high caching ratios. As a corollary, we fully characterize the optimal download cost caching ratio tradeoff for \( K = 3 \). For general \( K, N, \) and \( r \), we show that the largest additive gap between the achievability and the converse bounds is \( \frac{1}{r} \).

I. INTRODUCTION

The problem of private information retrieval (PIR) was introduced by Chor et al. [1] to investigate the privacy of the contents downloaded from public databases, and has become a major research area in the computer science society [2], [3]. In the classical form of the problem [1], a user requests to download a message from \( K \) messages from \( N \) non-communicating databases such that no database can distinguish individually which message has been retrieved. A naive PIR scheme is to download all of the \( K \) messages from a database. However, this trivial PIR scheme is quite inefficient. Consequently, the aim of the PIR problem is to retrieve the desired message correctly by downloading as few bits as possible from the \( N \) databases under the privacy constraint.

Recently, the PIR problem has been revisited by information theorists [4]–[9]. In the information-theoretic re-formulation of the problem, the length of the message \( L \) is assumed to be arbitrarily large to conform with the traditional Shannon-theoretic arguments, and the upload cost is neglected as it does not scale with the message length. In the influential paper by Sun and Jafar [10], the optimal download cost (total downloaded bits normalized with the message size) is shown to be \( D = \frac{L}{r} = 1 + \frac{1}{N} + \cdots + \frac{1}{N^K} \). Following the work of [10], the fundamental limits of many interesting variants of the classical PIR problem have been considered [11]–[24].

Recently, reference [25] has considered cache-aided PIR, where the user has local cache memory of size \( rKL \) bits and it can store any function of the \( K \) messages. With the assumption that the cache content is known by all the \( N \) databases, reference [25] characterizes the optimal download cost to be \( D^*(r) = (1 - r)(1 + \frac{1}{N} + \cdots + \frac{1}{N^K}) \). The result is quite pessimistic as it implies that the cached bits cannot be leveraged as side information and the user must download the uncached portion of the file (the remaining \( L(1 - r) \) bits) using the original PIR scheme in [10].

The above discussion motivates us to investigate the other extreme where the databases are fully unaware of the cache content. In this case, the user can leverage the cached bits as side information as the databases are unaware of the cached bits. This poses an interesting question: What is the optimal way to exploit the cached bits as side information in order to minimize the normalized download cost? The assumption of unknown prefetching can be interpreted in practice as either the prefetching phase is performed via an external database which does not participate in the retrieval (delivery) phase, or the cache content is dynamically refreshed to keep it essentially random from the perspective of the databases [25]. Concurrent to our paper (see arxiv version [26]), references [27], [28] have also considered the case where the databases are unaware of the cache content; different than our paper, [27], [28] consider the case where full messages are cached.

In this work, we consider PIR with unknown and uncoded prefetching, i.e., the cache content is unknown to the databases, and the cache stores only uncoded portions of all messages. We aim to characterize the optimal normalized download cost \( \frac{D^*(r)}{L} \). For the outer bound, we determine the achievable download rates for specific \( K + 1 \) caching ratios. Download rates for any other caching ratio can be achieved by memory-sharing between the nearest two explicit points. Therefore, the outer bound is a piece-wise linear curve which consists of \( K \) line segments. For the inner bound, we extend the techniques of [10], [25] to obtain a piece-wise linear curve consisting of \( K \) line segments. We show that the inner and the outer bounds match exactly at three of the \( K \) line segments for any number of messages \( K \), which correspond to the very low \( (r \leq \frac{1}{1+K+N^2+\cdots+N^K}) \) and the very high \( (r \geq \frac{K+2}{2+K+N^2+\cdots+N^K}) \) caching ratios. For \( K = 3 \) messages, we fully characterize the optimal download cost. We show that the largest additive gap between the achievability and the converse bounds is \( \frac{1}{r} \). Our results show the benefits of the cached content when the databases are unaware of it over the
scenario in [25] where the databases are fully aware of it.

II. SYSTEM MODEL

We consider a classic PIR problem with $K$ independent messages $W_1, \ldots, W_K$. Each message is of size $L$ bits,

$$H(W_1) = \cdots = H(W_K) = L, \quad (1)$$

$$H(W_1, \ldots, W_K) = H(W_1) + \cdots + H(W_K). \quad (2)$$

There are $N$ non-communicating databases, and each database stores all the $K$ messages, i.e., the messages are coded via $(N, 1)$ repetition code [14]. The user (retriever) has a local cache memory whose content is denoted by a random variable $Z$. For each message $W_k$ of size $L$ bits, the user randomly and independently caches $Lr$ bits out of the $L$ bits to $Z$, where $0 \leq r \leq 1$, and $r$ is called the caching ratio. Therefore, $H(Z) = Klr$. Since the user caches a subset of the bits from each message, this is called uncoded prefetching. We denote the indices of the cached bits by a random variable $\mathbb{Z}$. For each message $W_k$, we have $H(W_k | Z, \mathbb{Z}) = L(1 - r)$. Here, different from [25], we consider the case where none of the databases knows the prefetched cache content.

After the uncoded prefetching phase, the user privately generates an index $\theta \in [K]$, where $[K] = \{1, \ldots, K\}$, and wishes to retrieve message $W_\theta$ such that no database knows which message is retrieved. Note that during this second phase, the desired message is unknown a priori. Note further that the cached bit indices are independent of the message contents and the desired message index $\theta$. Therefore, we have

$$H(\theta, \mathbb{Z}, W_1, \ldots, W_K) = H(\theta) + H(\mathbb{Z}) + H(W_1) + \cdots + H(W_K). \quad (3)$$

Suppose $\theta = k$. The user sends $N$ queries $Q_1^k, \ldots, Q_N^k$ to the $N$ databases, where $Q_n^k$ is the query sent to the $n$th database for message $W_k$. The queries are generated according to $\mathbb{Z}$ and $Z$, but are independent of the realizations of the uncached messages. Therefore,

$$I(W_1, \ldots, W_K; Q_1^k, \ldots, Q_N^k | Z, \mathbb{Z}) = 0. \quad (4)$$

Upon receiving the query $Q_n^k$, the $n$th database replies with an answering string $A_n^k$, which is a function of $Q_n^k$ and all the $K$ messages. Therefore, $\forall k \in [K], \forall n \in [N],$

$$H(A_n^k | Q_n^k, W_1, \ldots, W_K) = 0. \quad (5)$$

To ensure that individual databases do not know which message is retrieved, we need to satisfy the following privacy constraint, $\forall n \in [N], \forall k \in [K],$

$$(Q_n^1, A_n^1, W_1, \ldots, W_K) \sim (Q_n^k, A_n^k, W_1, \ldots, W_K). \quad (6)$$

After receiving the answering strings $A_1^k, \ldots, A_N^k$ from all the $N$ databases, the user needs to decode the desired message $W_{\theta}$ reliably. By using Fano’s inequality, we have the following reliability constraint

$$H\left(W_{\theta} | Z, \mathbb{Z}, Q_1^k, \ldots, Q_N^k, A_1^k, \ldots, A_N^k\right) = o(L), \quad (7)$$

where $o(L)$ denotes a function such that $\frac{o(L)}{L} \to 0$ as $L \to \infty$.

For a fixed $N, K$, and caching ratio $r$, a pair $(D(r), L)$ is achievable if there exists a PIR scheme for message of size $L$ bits long with unknown and uncoded prefetching satisfying the privacy constraint (6) and the reliability constraint (7), where $D(r)$ represents the expected number of downloaded bits (over all the queries) from the $N$ databases via the answering strings $A_{1:N}^k$, i.e., $D(r) = \sum_{n=1}^N H\left(A_n^k \right)$. In this work, we aim to characterize the optimal normalized download cost $D^*(r)$ corresponding to every caching ratio $0 \leq r \leq 1$, where

$$D^*(r) = \inf \left\{ \frac{D(r)}{L} : (D(r), L) \text{ is achievable} \right\}, \quad (8)$$

which is a function of the caching ratio $r$.

III. MAIN RESULTS AND DISCUSSIONS

Our first result characterizes an outer bound (achievable rate) for the normalized download cost $D^*(r)$.

Theorem 1 (Outer bound) In the cache-aided PIR with uncoded and unknown prefetching, for the caching ratios

$$r_s = \frac{(K - s)}{(K - s - 1)} + \sum_{i=0}^{s-1} \frac{(K-1)}{(s+i)}(N - 1)^s N^i, \quad (9)$$

where $s \in \{1, 2, \ldots, K - 1\}$, the optimal normalized download cost $D^*(r_s)$ is upper bounded by

$$D^*(r_s) \leq D(r_s) = \frac{\sum_{i=0}^{K-1-s} \frac{(K-1)}{(s+i)}(N - 1)^s N^i}{\frac{(K-2)}{(s+1)} + \sum_{i=0}^{K-1-s} \frac{(K-1)}{(s+i)}(N - 1)^s N^i}. \quad (10)$$

Moreover, if $r_s < r < r_{s+1}$, and $\alpha \in (0, 1)$ such that $r = \alpha r_s + (1 - \alpha) r_{s+1}$, then

$$D^*(r) \leq D(r) = \alpha D(r_s) + (1 - \alpha) D(r_{s+1}) \quad (11)$$

The achievability in Theorem 1 is presented in Section IV. Theorem 1 implies that there exist $K + 1$ interesting caching ratios denoted by $r_s$, where $s \in \{1, 2, \ldots, K - 1\}$ in addition to $r = 0$ and $r = 1$ points. The index $s$ represents the number of cached bits that can be used within one bit of the download (if this downloaded bit uses cached bits as side information). The achievability scheme for any other caching ratio $r$ can be obtained by memory-sharing between the most adjacent interesting caching ratios that include $r$. Consequently, the outer bound is a piece-wise linear convex curve that connects the $K + 1$ interesting caching ratio points. In the following corollary, we compare the outer bound in (10) with the case when the databases have the full knowledge about the cached bits in [25]. The proof can be found in [26].

Corollary 1 (Unawareness gain) The achievable normalized download cost $D(r) = (1 - r) \left(1 + \frac{1}{N} + \cdots + \frac{1}{N^{K-1}}\right)$ in the cache-aided PIR with known prefetching [25] is strictly larger than the achievable normalized download cost $D(r)$ in (10), i.e., the databases’ unawareness contributes to reducing the download cost beyond the memory-sharing scheme in [25].
Our second result characterizes an inner bound (converse bound) for the normalized download cost $D^*(r)$.

**Theorem 2 (Inner bound)** In the cache-aided PIR with uncoded and unknown prefetching, the normalized download cost is lower bounded as,

$$D^*(r) \geq \bar{D}(r) = \max_{i \in \{2, \ldots, K+1\}} (1-r) \sum_{j=0}^{K-i} \frac{1}{Nj} - r \sum_{j=0}^{K-i} \frac{K+1-i-j}{N^j}.$$ (12)

The proof of Theorem 2 can be found in Section V. Theorem 2 implies that the inner bound is also a piecewise linear curve, which consists of $K$ line segments with decreasing slope as $r$ increases. The points at which the curve changes its slope are given by,

$$\hat{r}_i = \frac{1}{1 + N + N^2 + \cdots + N^{K-i}}, \quad i = 1, \ldots, K-1.$$ (13)

We note that $r_i$ in (9) and $\hat{r}_i$ in (13) are the same for $i = 1$ and $i = K-1$. As a consequence of Theorem 1 and Theorem 2, we characterize the optimal download cost caching ratio tradeoff for very low and very high caching ratios in the following corollary. The proof can be found in [26]. As an example, the case of $K = 4, N = 2$ is shown in Fig. 1. In this case, $r_1 = \hat{r}_1 = \frac{1}{15}$, $r_{K-2} = \frac{1}{5}$, and $r_{K-1} = \hat{r}_{K-1} = \frac{1}{3}$. Therefore, we have exact results for $0 \leq r \leq \frac{1}{15}$ (very low caching ratios) and $\frac{1}{5} \leq r \leq 1$ (very high caching ratios). We have a gap between the achievability and the converse for medium caching ratios in $\frac{1}{15} \leq r \leq \frac{1}{5}$.

**Corollary 2 (Exact results for very low and very high $r$)**

In the cache-aided PIR with uncoded and unknown prefetching, for very low caching ratios, i.e., for $r \leq \frac{1}{1+N+N^2+\cdots+ N^{K-1}}$, the optimal normalized download cost is given by,

$$D^*(r) = (1-r) \left( 1 + \frac{1}{N} + \cdots + \frac{1}{N^{K-1}} \right).$$

On the other hand, for very high caching ratios, i.e., for $r \geq \frac{1}{1+N+N^2+\cdots+ N^{K-1}}$, the optimal normalized download cost is given explicitly as (see Fig. 2),

$$D^*(r) = \left\{ \begin{array}{ll}
(1-r) \left( 1 + \frac{1}{N} \right), & 0 \leq r \leq \frac{1}{1+N+N^2+\cdots+ N^{K-1}} \\
(1-r) \left( 1 + \frac{1}{N} \right) - r \left( \frac{1}{1+N} \right), & \frac{1}{1+N+N^2+\cdots+ N^{K-1}} \leq r \leq \frac{1}{1+N} \\
1-r, & \frac{1}{1+N} \leq r \leq 1
\end{array} \right.$$ (14)

Finally, we characterize the exact tradeoff curve for any $N, r$ for the special case of $K = 3$ in the following corollary. The proof can be found in [26].

**Corollary 3 (Optimal tradeoff for $K = 3$)** In the cache-aided PIR with uncoded and unknown prefetching with $K = 3$ messages, the optimal download cost caching ratio tradeoff is given explicitly as (see Fig. 2),

$$D^*(r) = \left\{ \begin{array}{ll}
(1-r) \left( 1 + \frac{1}{N} \right), & 0 \leq r \leq \frac{1}{1+N+N^2+\cdots+ N^{K-1}} \\
(1-r) \left( 1 + \frac{1}{N} \right) - r \left( \frac{1}{1+N} \right), & \frac{1}{1+N+N^2+\cdots+ N^{K-1}} \leq r \leq \frac{1}{1+N} \\
1-r, & \frac{1}{1+N} \leq r \leq 1
\end{array} \right.$$ (15)

For general $N$ and $K$, we show the worst-case additive gap between the inner and outer bounds in the following corollary. The proof can be found in [26].

**Corollary 4 (Asymptotics and the worst-case additive gap)**

In cache-aided PIR with uncoded and unknown prefetching, as $K \to \infty$, the outer bound is tightly upper bounded by,

$$\bar{D}(r) \leq \frac{N(1-r)^2}{(N-1)^2 + r^2}.$$ (15)

Hence, the worst-case additive gap is $\frac{1}{N}$.}

IV. ACHIEVABILITY SCHEME

Our achievability scheme is based on the PIR schemes in [10], [25]. Similar to [10], we apply the following three principles recursively: 1) database symmetry, 2) message symmetry...
within each database, and 3) exploiting undesired messages as side information. Different from [10], we start the PIR scheme from the third principle due to the availability of pre-existing side information as a result of uncoded prefetching. Here, we present the achievable scheme for the case of $K = 3$, $N = 2$ as a motivating example to illustrate the main ideas of our achievability scheme. For general $N$, $K$ and $r$, the achievability scheme can be found in [26].

The optimal download cost caching ratio tradeoff is shown in Fig. 2. We note that there are 4 corner points. Two of them are degenerate, corresponding to $r = 0$, $r = 1$ caching ratios. For $r = 0$, the achievable scheme in [10] achieves $D(0) = \frac{7}{4} = \frac{1}{r}$. For $r = 1$, the user has already cached the entire desired file and does not download any extra bits from the databases, i.e., $D(1) = 0$. We have two other corner points, corresponding to $r_1 = \frac{1}{4}$, and $r_2 = \frac{1}{3}$. In the sequel, we show the achievability of these two corner points. We also use an example of $r = \frac{1}{5}$ to present the achievable scheme for non-corner points.

1) Caching Ratio $r_3 = \frac{1}{5}$: Let $s$ be the number of cached bits that are mixed together to form side information equation. The first corner point corresponds to $s = 1$. This means that the user exploits every bit in the cache individually as a side information. We next show how $s = 1$ suffices to achieve $r_1 = \frac{1}{4}$, $D(\frac{1}{4}) = \frac{7}{8}$ for $K = 3$, $N = 2$; see Fig. 2. We assume that the user wants to retrieve message $W_1$ privately without loss of generality.

We initialize the process by permuting the indices of messages $W_1, W_2, W_3$ randomly and independently, and use $a_1, b_1$, and $c_1$ to denote the bits of each message, respectively. The steps of the retrieval can be followed in Table I. The user has already cached one bit from each database denoted by $Z$ in Table I. We start from the third principle by exploiting each bit in the cache as an individual side information. The user downloads $a_2 + b_1$ and $a_3 + c_1$ from the first database (DB1). Then, the user downloads $a_4 + b_1$ and $a_5 + c_1$ from the second database (DB2) to satisfy the database symmetry. Next, the user downloads $b_2 + c_2$ from DB1, and $b_3 + c_3$ from DB2 to ensure the message symmetry within the queries. At this point, all side information corresponding to the cached bits have been exploited. Next, we apply the third principle. The user downloads $a_6 + b_3 + c_3$ from DB1. Finally, we apply the first principle of database symmetry, and the user downloads $a_7 + b_2 + c_2$ from DB2. Since all the undesired side information is used and the symmetry across databases and symmetry within the queries is attained, the iterations stop.

Since the databases do not know the local cache memory $Z$, and for each database, the user’s queries are symmetric across messages, the privacy constraint (6) is satisfied. In addition, the user can decode the desired message. Here, $L = 7$ and the user has cached 1 bit from each message. There are total of 8 downloads. Hence $r = \frac{1}{4}$, and $\bar{D}(\frac{1}{4}) = \frac{7}{8}$.

2) Caching Ratio $r_2 = \frac{1}{7}$: For the second non-degenerate corner point, we have $s = 2$. This means that each 2 bits from the cache are mixed together to form a side information equation. We use the process summarized in the query table in Table II to achieve $r_2 = \frac{1}{3}$, $\bar{D}(\frac{1}{3}) = \frac{2}{3}$ for $K = 3$, $N = 2$.

3) Caching Ratio $r = \frac{1}{5}$: The achievability scheme for this case is a combination of the achievability schemes in Sections IV-1 and IV-2. Observe that by choosing $L = 10$, the achievable schemes in Sections IV-1 and IV-2 can be concatenated to achieve the caching ratio $r = \frac{1}{5}$. We summarize the process in the query table in Table III.

| TABLE I |
|---|
| $s$ | DB1 | DB2 |
| $s = 1$ | $a_2 + b_1$ | $a_4 + b_1$ |
|  | $a_3 + c_1$ | $a_5 + c_1$ |
|  | $b_2 + c_2$ | $b_3 + c_3$ |
|  | $a_6 + b_3 + c_3$ | $a_7 + b_2 + c_2$ |

$Z = (a_1, b_1, c_1)$

| TABLE II |
|---|
| $s$ | DB1 | DB2 |
| $s = 2$ | $a_2 + b_1 + c_1$ | $a_3 + b_1 + c_1$ |

$Z = (a_1, b_1, c_1)$

| TABLE III |
|---|
| $s$ | DB1 | DB2 |
| $s = 1$ | $a_3 + b_1$ | $a_5 + b_1$ |
|  | $a_4 + c_1$ | $a_6 + c_1$ |
|  | $b_2 + c_2$ | $b_4 + c_4$ |
|  | $a_7 + b_2 + c_2$ | $a_8 + b_3 + c_3$ |
| $s = 2$ | $a_9 + b_2 + c_2$ | $a_{10} + b_2 + c_2$ |

$Z = (a_1, a_2, b_1, b_2, c_1, c_2)$

Here, we have $L = 10$, therefore $r = \frac{1}{5}$, and $\bar{D}(\frac{1}{5}) = \frac{10}{10} = 1$. In fact, by applying [25, Lemma 1] and taking $\alpha = \frac{1}{5}$, we can show that the normalized download cost of this example can be obtained from the download costs obtained in Sections IV-1 and IV-2, as $\bar{D}(\frac{1}{5}) = \bar{D}(\frac{1}{3}) \cdot \bar{D}(\frac{1}{7}) = 2 \cdot \frac{7}{8} \cdot \frac{7}{10} = \frac{7}{8} \cdot \frac{7}{10} = \frac{49}{80} = \frac{7}{10} = \frac{2}{3}$. We summarize the process in the query table in Table III.

V. CONVERSE PROOF

In this section, we derive an inner bound for the cache-aided PIR with unknown and uncoded prefetching. We extend the techniques presented in [10], [25] to our problem. We first characterize a lower bound on the length of the undesired portion of the answer strings. The proof can be found in [26].

**Lemma 1 (Interference lower bound)** For the cache-aided PIR with unknown and uncoded prefetching, the interference
from undesired messages within the answer strings $D(r) - L(1 - r)$ is lower bounded by,
\[ D(r) - L(1 - r) + o(L) \geq I\left( W_{k:K}; Q_{1:N}^{[k-1]}, A_{1:N}^{[k-1]} | W_{1:k-1}, Z, H \right) \tag{16} \]
for all $k \in \{2, \ldots, K\}$.

If the privacy constraint is absent, the user downloads only $L(1 - r)$ bits in order to decode the desired message, however, when the privacy constraint is present, it should download $D(r)$. Lemma 1 provides $K - 1$ lower bounds on $D(r) - L(1 - r)$ by changing the index $k$ from 2 to $K$. Each of these $K - 1$ bounds contributes a different line segment for the final inner bound. Note that Lemma 1 reduces to [10, Lemma 5] when $k = 2$, $r = 0$. In the following lemma, we prove an inductive relation for the mutual information term on the right hand side of (16). The proof can be found in [26].

\[ \text{Lemma 2 (Induction lemma)} \quad \text{For all } k \in \{2, \ldots, K\}, \text{ the mutual information term in Lemma 1 can be inductively lower bounded as,} \]
\[ I\left( W_{k+1:K}; Q_{1:N}^{[k]}, A_{1:N}^{[k]} | W_{1:k}, Z, H \right) \geq \frac{1}{N} I\left( W_{k:K}; Q_{1:N}^{[k-1]}, A_{1:N}^{[k-1]} | W_{1:k-1}, Z, H \right) + \frac{L(1 - r) - o(L)}{N} - (K - k + 1)Lr. \tag{17} \]

Note that Lemma 2 reduces to [10, Lemma 6] when caching ratio $r = 0$. For the general inner bound, we use Lemma 1 to find $K$ lower bounds on the length of the undesired portion of the answer strings $D(r) - L(1 - r)$. Each lower bound is obtained by varying the index $k$ in the lemma from $k = 2$ to $K$. Next, we inductively lower bound each result of Lemma 1 by using Lemma 2, precisely $(K - k + 1)$ times, to get $K$ explicit lower bounds. The detailed steps can be found in [26]. For $N$ and $K$, we have
\[ D(r) \geq L(1 - r) \sum_{j=0}^{K-k} \frac{1}{N} \frac{K-k-j}{N} - Lr \sum_{j=0}^{K-k} \frac{K+1-k-j}{N}, \tag{18} \]
where $k = 2, \ldots, K + 1$. We conclude the converse proof by dividing (18) by $L$ and taking the limit as $L \to \infty$, which gives (12).

VI. CONCLUSION
We studied the cache-aided PIR problem with unknown and uncoded prefetching. We determined inner and outer bounds for the optimal normalized download cost $D^{*}(r)$. The bounds match in two specific regimes: $r \leq \frac{K-2}{1 + N + N^2 + N^3}$ and $r \geq \frac{K-2}{N(N+1)N+1+2N^2}$. We characterized the exact tradeoff between the download cost and the caching ratio for $K = 3$. For general $K$, $N$, and $r$, we showed that the largest additive gap between the achievability and the converse bounds is $\frac{1}{6}$.