Abstract—In this work we present the design decisions and advantages for accomplishing cross mesh format checkpoint-restart in community code FLASH-X. AMReX and Paramesh are the two AMR mesh formats developed and supported by FLASH-X. We also highlight strong and weak scaling study of existing HDF5 I/O checkpoint writing along with new ideas and results (presented during talk) for utilizing heterogeneous compute architectures for improved I/O performance.

Index Terms—astrophysics, checkpointing, restart, Flash, AMReX, HDF5

I. BACKGROUND

FLASH is a modular, parallel multiphysics simulation code capable of handling general compressible flow problems found in many astrophysical environments. It has been used in production for several decades in many areas of scientific research [1]. FLASH-X is a new version of FLASH targeted towards heterogeneous architecture and designed to incorporate performance portability. The current version is capable of nearly ideal weak-scaling up to 10,000 MPI ranks on the Summit computer at the Oak Ridge Leadership Computing Facility (OLCF). FLASH-X uses HDF5 parallel I/O libraries in both serial and parallel forms, where the serial version collects data to one processor before writing it, while the parallel version has every processor writing its data to the same file. It should be noted that the checkpointing studied here is application controlled and not transparent checkpointing. The checkpoint files in FLASH-X are used for restarting a simulation after it was interrupted due to planned or unplanned events. The checkpoint files contain all the information required for restarting the simulation. The data can be saved in full precision of the code (8-byte reals) and includes all of the variables, species, grid construction data, scalar values, as well as meta-data about the run. In many applications of FLASH-X, checkpoints can also serve as the primary output result of the simulation. Various visualization tools support display and analysis of data stored in FLASH-X’s checkpoint files.

II. CROSS-CHECKPOINT/RESTART IN FLASH-X

Checkpointing and restart functionality has existed in FLASH for more than a decade, provided by the AMR package Paramesh. However, the recent addition of a second AMR option (implementation details available in [2]), AMReX [3], has spurred development of a technique to restart using a different mesh package than the mesh package that created the initial simulation checkpoints. This procedure is here called a cross-checkpoint-restart. Multiple grid implementations and support for cross-checkpoint-restart increase our confidence in the validity of simulation results and their independence from the underlying grid representation. The refinement schemes, mesh storage, and optimizations provided by both the grid formats (i.e. Paramesh and AMReX) are different and may benefit the total run-time of a simulation at different stages in the evolution. This makes the case for cross-checkpointing across mesh types. Two cases are studied and implemented, (i) an initial simulation using AMReX writes checkpoint files followed by restart using Paramesh, and (ii) an initial simulation using Paramesh writes checkpoint followed by restart using AMReX. AMReX provides a native I/O format for checkpointing that can be used to restart an AMReX simulation but this does not allow for reading of the AMReX-checkpoint files by native FLASH-X tools or, in other words, for cross-checkpoint-restart. In both cases of cross-checkpoint-restart, we opted to use FLASH-X’s checkpoint HDF5 file format irrespective of the mesh format. For the first case, the AMReX mesh is converted to a Paramesh-like representation in the I/O unit of FLASH-X, immediately before writing the results to a native FLASH-X checkpoint file. This also provides a way to map the solution variables onto the FLASH-X checkpoint format. For the second case, the Paramesh checkpoint file is loaded into FLASH-X’s native I/O unit; then an AMReX-format mesh is manually created and passed to AMReX during initialization. A similar design is used for reading checkpoint data on particles (Lagrangian mesh) from
one format to the other. In AMReX, particles are identified by a combination of cpu id (rank of birth processor of a particle) and tag, whereas for Paramesh particles are identified by a unique tag number assigned each particles. New changes were introduced to make the two formats identical and generate cpu id for Paramesh grid. This new capability can help scientists utilize the power of both native Paramesh grid and externally developed AMReX grid.

The two grid implementations Paramesh and AMReX result in different refinement histories, and the simulation results obtained from one format is not expected to be the same as obtained from another. In order to compare and verify the results from cross-checkpointing with different meshes, we exploit "sfocu", a tool provided by FLASH-X to compare two different checkpoint files. It is used to benchmark results in continuous integration testing. This tool, sfocu reports, mag error, among other comparison metrics for variables defined on mesh. Mag error ($mE$) for simulation variable appearing in two checkpoint files as $a$ and $b$ is computed as follows:

$$mE = \frac{\sup |a - b|}{\max(\sup |a|, \sup |b|), 10^{-99}}$$  \hspace{1cm} (1)

Figures [1] and [2] show $mE$ for a set of checkpoint files, numbered 22 to 41 in both figures. For, the two compared simulations, one is run using paramesh until checkpoint 21 then restarted using this checkpoint on AMReX mesh from checkpoints 21-41; the second is similar but run with AMReX till checkpoint 21 then restarted on paramesh mesh to generate checkpoint files from 21 through 41. Figure [1] plots $mE$ for these simulations but for the Lagrangian particle variables, temperature and density, for checkpoint number 22 to 41. It can be seen that $mE$ decreases gradually as the simulation progresses. We should not expect the two results to be numerically equal or start out close to each other as the underlying AMR grid is different. Moreover, the two mesh packages have different refinement strategies resulting in potentially diverging mesh pattern. The plots here indicate that even though $mE$ is non-neglible, it is diminishing as the simulation progresses. Figure [2] highlights a much lower $mE$ for Eulerian variables compared to Lagrangian variables. This could be because the same particle locations may be mapped to different Eulerian mesh cells and the Lagrangian variables are calculated after interpolation from new Eulerian mesh with potentially different values.

III. CHECKPOINTING I/O PERFORMANCE

A. Strong and weak scaling of synchronous I/O

This section presents I/O performance results on a relatively small number of MPI ranks (up to 184) using the 2D Sedov problem (a compressible flow explosion problem widely used for verification of shock-capturing simulation codes) with tracer particles in FLASH-X. A weak and strong scalability study for I/O writing from the AMReX grid with HDF5 checkpoint files is performed. Results are obtained using a GNU compiler (gcc 6.4.0) and HDF5 Version 1.10.2 on Summit [4]. Figure [3] shows particles writing time, checkpoint writing time and checkpoint file size. For all the runs, the number of blocks written per processor is set at 18. It can be seen that size of checkpoint file increases from 7.1MB (number of particles is 8x8 and number of blocks is 16x16, 1 node run) to 26MB (number of particles is 20x20 and number of blocks is 40x40, 4 node run). Figure [3] indicates that the time to write particles and checkpoint file increases almost linearly with an increase in the number of processors. The per processor writing load is same on all processors for all the runs. The increasing trend in write times is attributed to the small size of data written and high communication cost by HDF5 file writing routines.

Figure [4] shows the result of increasing the the number of ranks while running the same problem size. In each run, a 34MB checkpoint file is written to disk by different number of processors. We report here the average time to write (i) particles only, and (ii) overall checkpoint file of the 2D Sedov simulation with 24x24 particles and 46x46 blocks. With a four times increase in the number of MPI ranks, the checkpoint files also takes four times as long to write. This is due to increased
communication costs with higher number of ranks (there are fewer blocks per rank). The I/O routines currently use HDF5’s collective mode with hyperslabs without any GPU utilization, these routines can be further optimized to improve the time for writing a single checkpoint file.

### B. Asynchronous I/O

Strong and weak scalability results, although on relatively small number of processors, are clear motivations for testing recent new developments in HDF5’s Virtual Object Layer (VOL) [5] that allows different underlying storage mechanisms. The authors in that paper report that using asynchronous (asynch) I/O feature of VOL connector the total I/O time required by an application was reduced by up to 4 times. Here, we use Argobots [6], a low level light weight threading library as the VOL. Using asynchronous communication pattern enables the application thread to believe that the checkpoint file is written and it can continue with the simulation. In reality, a copy of the data is made (caching and other memory optimal schemes are also available) and given to the threads for writing, while the main application continues with the simulation. This enables asynchronous I/O to achieve the goal of completely overlapping computation with communication at the cost of memory. As mention in [5], an event set (ES) id is created by HDF5 to manage the asynchronous operations. This ES id is created before we begin any I/O operation, and is passed as an argument to all async I/O functions. At the time of writing the last checkpoint, ES "wait" is called to wait for any unfinished I/O operations. I/O cannot be 100% overlapped with computation as no further computation may be required when the simulation is ending.

Table I shows our preliminary results obtained by running FLASH-X’s 2D Sedov test problem. Avg/proc is the average time taken by an MPI rank to write on checkpoint file. Num calls is the number of checkpoint files written by the simulation, in this test problem 8 checkpoint files are written. The last checkpoint file cannot be overlapped with computation as it is written after all the computation is done. I/O time is total time spent on for writing checkpoint files and finally percentage of simulation time that was spent on I/O operation is shown. On 6 MPI ranks, we run simulations with both asynchronous and synchronous versions of I/O routines. It is found that asynchronous I/O deliver savings in compute time which is significant not only for I/O but also in terms of overall simulation time. A savings of 4.5% of total simulation time is seen for this particular test case. Readers should note that at present “async” support in FLASH-X and HDF5 routines are in development phase and the results presented here are experimental in nature.

| I/O Avg/proc(s) | Num calls | I/O Time(s) | % of Tot. on I/O |
|-----------------|-----------|-------------|-----------------|
| Sync            | 9.876     | 8           | 11.25           | 5.18            |
| Async           | 0.816     | 8           | 2.12            | 1.069           |

### IV. Discussion and Conclusion

FLASH-X has robust checkpoint and restart mechanisms, here we highlight the new key design decision for enabling cross-checkpoint-restart (switching mesh types while restarting simulations). This feature will be required for obtaining performance/accuracy gains at different stages of the simulation with different underlying grid optimization available with underlying AMR grid representation. Such checkpoint-restart functionality will also help increase our confidence in the simulation results in terms of their independence of underlying grid representation. We also present strong and weak scalability results for writing a checkpoint file in FLASH-X. Results indicate that there is clear scope for improvement in I/O performance. We highlight the ongoing work with the use of new VOL asynchronous I/O plugin developed in HDF5 that has potential for substantial I/O speedup. We also acknowledge that the present data may be based on limited set of test cases and relatively small number of MPI ranks. We wish to address these concerns in the future.
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