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ABSTRACT

In this paper, the third in the series, we continue our study of combinatorics in chaotic Newtonian dynamics. We study the chaotic four-body problem in Newtonian gravity assuming finite-sized particles, and we focus on interactions that produce direct collisions between any two stars. Our long-term goal is to construct an equation that gives the probability of a given collision event occurring over the course of the interaction, as a function of the total encounter energy and angular momentum as well as the numbers and properties of the particles. In previous papers, we varied the number of interacting particles and the distribution of particle radii, for all equal mass particles. Here, we focus on the effects of different combinations of particle masses.

We develop an analytic formalism for calculating the time-scales for different collision scenarios to occur. Our analytic time-scales reproduce the simulated time-scales when gravitational focusing is included. We present a method for calculating the relative rates for different types of collisions to occur, assuming two different limits for the particle orbits; radial and tangential. These limits yield relative collision probabilities that bracket the probabilities we obtain directly from numerical scattering experiments, and are designed to reveal important information about the (time-averaged) trajectories of the particles as a function of the interaction parameters. Finally, we present a Collision Rate Diagram (CRD), which directly compares the predictions of our analytic rates to the simulations and quantifies the quality of the agreement. The CRD will facilitate refining our analytic collision rates in future work, as we expand in to the remaining parameter space.
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1 INTRODUCTION

The chaotic four-body problem involving finite-sized particles can be described as having four possible outcomes provided the total encounter energy satisfies $E \leq 0$. These are:

* two binaries (2+2)
* a triple and a single star (3+1)
* a binary and two single stars (2+1+1)
* a direct collision between two or more stars

Here, we continue our study of the fourth interaction outcome, namely direct collisions between particles. In Paper I of this series (Leigh & Geller 2012), we isolated the dependence of the collision probability on the number of interacting particles, and identified a link between the mean free path approximation and the binomial theorem. In particular, we showed that for identical particles and a given set of initial conditions (i.e., total encounter energy and angular
In Paper II of this series (Leigh & Geller 2013), we showed that, provided all particles have (near-)identical masses, the collision probability is directly proportional to the collisional cross-section for small-number interactions in the range of encounter energies and angular momenta relevant to real star clusters in the Universe. This can be understood by drawing an analogy between a gravitationally-bound system of chaotically-interacting finite-sized particles and a complex system of pendulums; all particles oscillate about the system centre of mass on semi-periodic orbits and the cross-section for any particles to collide is, to first order for particles with large radii, proportional to the square of the sum of their radii. It follows that, using a combinatorics backbone, the collision probability can be expressed analytically for any number of particles and any combination of particle radii.

Direct collisions during few-body interactions have been studied in a variety of contexts and are thought to be crucial for a number of ubiquitous astrophysical processes, including stellar collisions and blue straggler formation in globular clusters (e.g. Leonard 1983; Frese et al. 2004; Leigh, Knigge & Sills 2005; Hvskjaer & Giersz 2016, 2017) and even galactic nuclei (e.g. Shara & Shaviv 1974; Davies et al. 1998; Bailey & Davies 1999; Yu 2003; Dale et al. 2009; Leigh et al. 2016), the formation of runaway stars in O/B associations (e.g. Blaauw & Morgan 1954; Perets & Subr 2012; Oh et al. 2013; Ryu, Leigh & Perna 2017a, b, c), the formation of intermediate-mass and supermassive black holes via the formation of massive elliptical galaxies in galaxy groups and clusters (e.g. Binney & Tremaine 1987; Ballard et al. 1993; Trinchieri et al. 2003), and the list goes on.

Fewbody systems, and in particular binary-binary scatterings, have been extensively investigated over the last few decades (e.g. Mikkola 1983, 1984; Leonard 1983; Mikkola & Valtonen 1990; Leigh, Shara & Geller 2016). These studies typically adopted numerical approaches. Computationally, \( N = 4 \) is an optimal number for studying the chaos of gravitationally-interacting particles. This is because \( N = 4 \) offers a reasonable balance between the computer run-times for the simulations, and the statistical significance of the results; both depend directly on the total number of simulations performed for a given set of initial conditions. Theoretically, binary-binary encounters should dominate over single-binary encounters in any star cluster with a binary fraction \( f_b \gtrsim 10\% \) (Sigurdsson & Phinney 1994; Leigh & Sills 2011). For these reasons, we focus on the chaotic \( N = 4 \) problem in this paper.

In this paper, the third in the series, we focus our attention on the dependence of the collision probability on the distribution of particle masses. We begin by laying down the framework for our theoretical model in the Newtonian limit, which rests on a combinatorics-based backbone and is designed to calculate the time-scale for a direct collision to occur during a chaotic gravitational interaction involving finite-sized particles. This is done independently in both the low- (i.e., purely radial orbits) and high- (i.e., purely tangential or circular orbits) angular momentum limits. We then generalize this formulation to interactions involving different types of particles, having different masses but the same physical radii. Finally, we describe how to derive an estimate for the probability of a direct collision occurring between any two particles during a chaotic interaction involving any number of particles with any distribution of particle masses and radii. We conclude with a discussion of the limitations of our formulation and the parameter space for which our assumptions are known to be valid.

In Section 2 we apply the mean free path approximation along with the mean free path approximation to derive theoretical collision time-scales and relative collision probabilities. We also describe the simulations used in this study to test our theoretical model. In Section 3 we present the resulting simulated and theoretical collision probabilities and encounter times. We further introduce the Collision Rate Diagram (CRD), which quantifies the accuracy of our derived collision time-scales in reproducing the simulations.

The assumptions underlying our model and their applicability to astrophysical systems are discussed in Section 4 along with future work. Our key results are summarized in Section 5.

## 2 METHOD

In this section, we first present our analytic model for deriving the different collision time-scales, and from these the various rates and probabilities for different collision scenarios. We go on to present the numerical scattering experiments of binary-binary encounters involving finite-sized particles with different combinations of particle masses, which we use to test our analytic predictions in Section 3. Throughout this paper, we define a direct collision as occurring when the particle radii overlap directly, following the "sticky-star" approximation.

### 2.1 Model

In this section, we present a simple analytic model for calculating the time-scales and hence rates for collisions to occur involving different types of particles.

#### 2.1.1 Time-averaged virial approximation

Following the procedure first outlined in Leigh, Shara & Geller (2016), consider a small star cluster of \( N = N_A + N_B \) finite-sized particles. We consider two different types of particles, with masses \( m_A \) and \( m_B \) and radii \( R_A \) and \( R_B \). If the system is in dynamical equilibrium, then the time-averaged virial approximation holds:

\[ 2\langle |E| \rangle = 2 < T > = < |U| >, \]

where \( E \) is the total system energy, \( T \) is the total system kinetic energy and \( U \) is the total potential energy. From
Equation [10] the mean radius $\bar{r}$ of the cluster is determined by the virial radius \cite{Valtonen2006}:

$$\bar{r} \sim \frac{GM}{v_{\text{rms}}^2} = \frac{GM^2}{2|E|},$$

(2)

where $M = N\bar{m}$ is the total cluster mass and $v_{\text{rms}} = (2|E|/M)^{1/2}$ is the the root-mean-square velocity of the virialized system. We further invoke the assumption of (time-averaged) energy equipartition between all interacting particles, such that:

$$< T > = < T_A > = < T_B >,$$

(3)

which gives:

$$v_{\text{rms},i} = \left( \frac{\bar{m}}{m_i} \right)^{1/2} v_{\text{rms}},$$

(4)

where $\bar{m}$ is the mean particle mass, $m_i$ is the mass of particles of type $i$ with $i = A$ or $B$ and $v_{\text{rms},i}$ is their root-mean-square velocity. Assuming that the shape of the time-averaged potential is approximately parabolic, the mean radius of the volume occupied by each particle sub-system can be written:

$$r_i = \left( \frac{\bar{m}}{m_i} \right)^{1/2} \bar{r}$$

(5)

Finally, the mean system crossing time is defined as:

$$\tau_{cr} = \frac{\bar{r}}{v_{\text{rms}}},$$

(6)

and the mean crossing time of each particle species is then:

$$\tau_{cr,i} = \frac{r_i}{v_{\text{rms},i}}$$

(7)

We emphasize that, throughout this paper, we will assume (as above) that the time-averaged virial approximation is a reasonable assumption for a statistical ensemble of many small-$N$ interactions. This has been verified in detail for the three-body problem \cite{Valtonen2006} and, as we will show in this paper, can be extended to larger particle numbers.

### 2.1.2 Collision time-scales

First, consider a small gravitationally-bound system of $N$ identical particles all interacting chaotically, each with mass $m$ and radius $R$. We ask: What is the mean free path for each particle (i.e., the distance it will travel before undergoing a direct collision with another particle)? In the "low angular momentum regime", for which the particle orbits are assumed to be almost purely radial, the mean free path is:

$$l \sim \frac{1}{\Sigma_{1D}},$$

(8)

where $n = N/(4\pi r^3)/3$ is the mean particle number density and $\Sigma$ is the collisional cross-section. With gravitational focusing, the collisional cross-section is just the geometric cross-section $\sigma_g = 4\pi R^2$. In \cite{Leigh2015}, for which we assumed identical particle masses but different particle radii, we found that the collision probability is directly proportional to the collisional cross-section for the range of particle masses and radii, as well as the typical encounter energies and angular momenta, characteristic of realistic stellar interactions in actual star clusters. Hence, we will consider both limits in this paper (i.e., with and without gravitational focusing), to quantify the importance of gravitational focusing when the particle masses are different.

For simplicity, we derive the time-scales for the different types of collisions (e.g., a collision between two particles of type $A$, or an $A+A$ collision) without gravitational focusing. To include gravitational focusing in the final collision rate estimates derived below, each rate must simply be multiplied by the corresponding factor in brackets in Equation [8].

We consider two limits for the particle orbits without gravitational focusing, namely purely radial and purely tangential motions. For geometric reasons, we expect the latter to minimize the $A+B$ collision probability relative to the $A+A$ and $B+B$ probabilities, whereas the former should maximize the $A+B$ collision probability relative to the $A+A$ and $B+B$ probabilities. Thus, we hypothesize that these two limits for the collision probabilities will bracket the simulated values. Adopting $\sigma = \sigma_g$ for the collisional cross-section, Equation [8] becomes:

$$l \sim \frac{r^3}{3N R^2}$$

(10)

Now, we ask: How many crossing times $N_{cr}$ until the first collision occurs? The number of crossing times is:

$$N_{cr} \sim \frac{l}{2r},$$

(11)

such that the time-scale for a direct collision to occur is:

$$\tau_{\text{coll}} \sim N_{cr} \tau_{cr} \sim \frac{l}{2r} \tau_{cr}$$

(12)

In the limit that gravitational focusing is negligible, Equation [12] becomes:

$$\tau_{\text{coll}} \sim \frac{G^3 M^{13/2}}{48 \sqrt{2NR} |E|^{7/2}},$$

(13)

where the last approximation follows from Equation [8].

Similarly, in the "high angular momentum regime" for which the stellar orbits are assumed to be almost purely tangential (i.e., circular), the mean free path is:

$$l \sim \frac{1}{\Sigma_{1D}},$$

(14)

where $\Sigma = N/(4\pi r^3)$ is the surface number density and $\sigma_{1D}$ is the 1-D collisional cross-section, or:

$$\sigma_{1D} = \sigma_{1D, g} = 2R \left( 1 + \frac{2G\bar{m}}{Rv_{\text{rms}}} \right),$$

(15)

if we include gravitational focusing, and $\sigma_{1D} = \sigma_{1D, g} = 2R$ if we do not include it. In the limit that gravitational focusing is negligible, Equation [14] becomes:

$$l \sim \frac{2\pi \bar{r}^2}{NR}$$

(16)

In this case, we use the surface number density and 1-D collisional cross-section instead of the volume number density and 2-D cross-section, respectively, because the motions of the particles are nearly completely tangential. Hence, any
collisions will be confined to occur on the surface of a sphere of radius \( \tilde{r} \) with its origin at the system centre of mass.

Following the same procedure as for the low angular momentum regime but assuming instead \( \tau_{cr} = \pi \tilde{r}/v_{\text{rms}} \), we obtain for the time-scale for a direct collision to occur in the high angular momentum regime:

\[
\tau_{\text{coll}}^{\text{high}} \sim N_c \tau_{cr} \sim \frac{1}{\pi} \tau_{cr}
\]  

(17)

In the limit that gravitational focusing is negligible, Equation (17) becomes:

\[
\tau_{\text{coll}}^{\text{high}} \sim \frac{\pi G^2 M^{9/2}}{2 \sqrt{2N} R |E|^{5/2}}
\]  

(18)

Equations (13) and (18) correspond to the time for a particular particle to experience a direct collision with any other particle, in the limit that gravitational focusing is negligible. To obtain the rates for any two particles to experience a direct collision, we must invert Equations (13) and (18) and multiply by a factor \((N-1)/2\) (such that the total rate is proportional to \(N^2\)) (Leigh & Geller 2012). Re-arranging, this gives:

\[
\Gamma_{\text{coll}}^{\text{low}} \sim \frac{N}{\tau_{\text{coll}}^{\text{low}}} \sim \left( \frac{N}{2} \right) \frac{48 \sqrt{2} R^2 |E|^{7/2}}{G^2 M^{13/2}}
\]  

(19)

and

\[
\Gamma_{\text{coll}}^{\text{high}} \sim \frac{N}{\tau_{\text{coll}}^{\text{high}}} \sim \left( \frac{N}{2} \right) \frac{\pi G^2 M^{5/2}}{2 \sqrt{2} N R |E|^{5/2}}
\]  

(20)

Equations (13) and (18) can be used to calculate the probability of a direct collision occurring between any two particles for a given set of initial conditions (i.e., total encounter energy and angular momentum).

### 2.1.3 Individual Collision Probabilities

In this section, we consider interactions involving up to two different types of particles, and let \( N_A \) and \( N_B \) be the number of each type. Both particles have the same physical radii \( R_A = R_B \) but different masses \( m_A \neq m_B \). First, using Equations (4)–(6) and (4), we derive the time-scales for each particle type to undergo a direct collision with any other particle of the same type. In the limit that gravitational focusing is negligible, these time-scales are:

\[
\tau_{\text{coll}, A+B}^{\text{low}} \sim \frac{G^3 \bar{m} M^{13/2}}{48 \sqrt{2} N R |E|^{7/2}},
\]  

(21)

and

\[
\tau_{\text{coll}, A+B}^{\text{high}} \sim \frac{\pi G^2 \bar{m}^{1/2} M^{9/2}}{2 \sqrt{2} N R |E|^{5/2}}
\]  

(22)

Now, in the low angular momentum regime, the time-scale for one of the lighter particles (i.e., type B) to experience a direct collision with any heavy particle (i.e., type A) is roughly:

\[
\tau_{\text{coll}, A+B}^{\text{low}} \sim \frac{l_B}{2 r_A} \tau_{cr} \sim \frac{G^3 \bar{m}_A M^{13/2}}{12 \sqrt{2} N \bar{m}_B N_B (R_A + R_B)^2 |E|^{7/2}}
\]  

(23)

Thus, the rate for any one of the lighter particles (i.e., type B) to experience a direct collision with any of the heavy particles (i.e., type A) is, in the low angular momentum limit:

\[
\Gamma_{\text{coll}, A+B}^{\text{low}} \sim \frac{N_A}{1} \frac{N_B}{1} \frac{\pi r_{A+B} \tau_{cr}}{N_A N_{A+B}}
\]  

(24)

Again, we have ignored gravitational focusing in the above derivations for simplicity.

In the high angular momentum regime, we first note that the collision rate is zero provided \( r_{B} - r_{A} \geq R_{A} + R_{B} \) (note that, by construction, \( r_{B} > r_{A} \)). In this case, the particle radii never overlap, hence \( \tau_{\text{coll}, A+B}^{\text{high}} = 0 \). If, on the other hand, \( r_{B} - r_{A} < R_{A} + R_{B} \), then it is possible for collisions to occur between particles of type A and B. In this case, we use the same procedure as used for deriving Equation (18) with:

\[
N_{cr, A+B} = \frac{l_{A+B}}{\pi r_{A+B}},
\]  

(25)

where

\[
l_{A+B} = \frac{4 \pi r_{A+B}^2}{N_A R_{A+B}},
\]  

(26)

and

\[
r_{A+B} = \frac{R_{A+B}}{2}
\]  

(27)

and

\[
R_{A+B}^2 = (R_A + R_B)^2 - (r_B - r_A)^2
\]  

(28)

The effective radius \( R_{A+B} \) is defined by drawing an imaginary sphere (centered on the system center of mass) that intersects the point of contact between objects A and B during a direct collision. Then, we calculate for each object the radius of the circle formed by its intersection with this plane. The parameter \( R_{A+B} \) corresponds to the sum of these two radii.

Thus, the rate for any one of the lighter particles (i.e., type B) to experience a direct collision with any of the heavy particles (i.e., type A) is in the high angular momentum limit (and ignoring gravitational focusing):

\[
\Gamma_{\text{coll}, A+B}^{\text{high}} \sim \frac{N_A}{1} \frac{N_B}{1} \frac{\pi r_{A+B} \tau_{cr}}{N_A N_{A+B} \tau_{cr}}
\]  

(29)

provided \( r_{B} - r_{A} < R_{A} + R_{B} \), and \( \Gamma_{\text{coll}, A+B}^{\text{high}} = 0 \) otherwise.

Importantly, in the radial limit, all particles should have, on average, little to no net angular momentum and Equation (29) should be a reasonable approximation. In the tangential regime, however, how exactly the total angular momentum is distributed among the different particle types could be more important. For example, in the limit of large mass ratios \( m_B/m_A \ll 1 \), we might expect the lighter particles to follow somewhat radial orbits due to close interactions with heavy particles scattering them on to orbits (about the system centre of mass) with very large apocentres. These lighter particles would still contain the bulk of the total encounter angular momentum, however. We will return to this important issue in Section 4.
2.1.4 Relative Collision Probabilities

In this section, we again consider two types of particles, exactly as before. For two particle types, three different collision scenarios are possible, namely $A+A$, $B+B$ or $A+B$, where the indices $A$ and $B$ indicate which (type(s) of) objects are involved in the direct collision. In this case, the total collision probability can be decomposed into its constituent parts, each corresponding to the probability of a specific collision event occurring (i.e., $A+B$, $A+A$ or $B+B$).

We consider only interactions that result in a collision, i.e., the total collision probability, $P_{\text{coll}} = 1$, then this can be written as:

$$1 = P_{A+A} + P_{A+B} + P_{B+B}$$

Equation (30) can be re-written as:

$$1 = \frac{\Gamma_{A+A}}{\Gamma_{\text{tot}}} + \frac{\Gamma_{A+B}}{\Gamma_{\text{tot}}} + \frac{\Gamma_{B+B}}{\Gamma_{\text{tot}}}$$

where $\Gamma_{i+j} = 1/\tau_{i+j}$ and $\Gamma_{\text{tot}} = \Gamma_{A+A} + \Gamma_{A+B} + \Gamma_{B+B}$. Hence, the fraction of outcomes resulting in, for example, a $A+B$ collision is:

$$P_{A+B} = \frac{\Gamma_{A+B}}{\Gamma_{\text{tot}}}$$

We are also interested in the absolute collision probabilities of any type of collision occurring over the entire course of any encounter (where $P_{\text{coll}} \leq 1$). In general, one can estimate the absolute collision probability by dividing the mean interaction duration by the theoretical time-scales derived above. This mean interaction duration, unfortunately, must be found directly from a large number of numerical scattering simulations, which is beyond the scope of this paper. Leigh, Shara & Geller (2016) find that the distribution of encounter durations is well described by a half-life formalism independent of the number of particles (provided $N \leq 10$). We will explore combining the Leigh, Shara & Geller (2016) result with our method presented here in a future paper.

2.2 Numerical scattering experiments

We calculate the outcomes of a series of binary-binary (2+2) encounters using the FEWBODY numerical scattering code. The code integrates the usual $N$-body equations in configuration- (i.e., position-) space in order to advance the system forward in time, using the eighth-order Runge-Kutta Prince-Dormand integration method with ninth-order error estimate and adaptive time-step. For more details about the FEWBODY code, we refer the reader to Fregeau et al. (2004).

We perform three different sets of fiducial simulations. The first set assumes particle masses of $m_A = 10 M_\odot$ and $m_B = 1 M_\odot$, distributed randomly among the initial particles. The other sets of simulations are analogous to the first, but here we adopt particle masses of either $m_A = 5 M_\odot$ or $m_A = 3 M_\odot$. For these simulation sets, all objects are finite-sized (spherical) particles with radii of $1 R_\odot$. For simplicity in interpretation of the results, we do not vary the radius here. In all simulations all binaries have $a_A = a_B = 5$ AU initially, and eccentricities $e_A = e_B = 0$. We set the impact parameter to zero and the initial relative velocity at infinity $v_{\text{rel}}$ to $0.5v_{\text{crit}}$, where $v_{\text{crit}}$ is the critical velocity and is defined as the relative velocity at infinity needed for a total encounter energy of zero.$^3$ The angles defining the initial relative configurations of the binary orbital planes and phases are chosen at random.

We perform $4 \times 10^5$ numerical scattering experiments for every possible combination of particle masses. In Figure 5, we include two additional sets of simulations, with $m_A = 7.5 M_\odot$ and $2 M_\odot$. In Figure 1, we also re-run the first set of simulations with $m_A = 10 M_\odot$ and $m_B = 1 M_\odot$, but assuming point-particles. This gives a total of $2 \times 10^5$ simulations for each set, and over a million simulations in total.

All simulations are terminated at the instant the first collision occurs. If no collisions occur, we use the same criteria as Fregeau et al. (2004) to decide when a given encounter is complete. To first order, this is defined as the point at which the separately bound hierarchies that make up the system are no longer interacting with each other or evolving internally. More specifically, the integration is terminated when the top-level hierarchies have positive relative velocity and the corresponding top-level $N$-body system has positive total energy. Each hierarchy must also be dynamically stable and experience a tidal perturbation from other nodes within the same hierarchy that is less than the critical value adopted by FEWBODY, called the tidal tolerance parameter. For this study, we adopt a tidal tolerance parameter $\delta = 10^{-7}$ for all simulations.$^4$ This choice for $\delta$, while computationally expensive, is needed to maximize the accuracy of our simulations while also minimizing the computational expense, and ensures that we have converged on the correct encounter outcome, particularly at low virial ratios (see Geller & Leigh 2013 and Leigh, Shara & Geller 2016 for more details).

3 RESULTS

In this section, we present the results of our numerical scattering experiments and compare them to our theoretical predictions. These results are summarized below in Table I and illustrated in Figures II.

3.1 Confronting the analytic rates with simulated data

It is possible to compare our theoretical estimates for the collision probabilities to the results of our simulations, in order to approximately quantify the agreement between these two predictions. This is done as follows. First, the probability of any given interaction terminating before a collision occurs is significant. In other words, the fraction of simulations that do not produce a collision is typically $>90\%$ for

$^3$ Note that this choice of relative velocity is somewhat arbitrary, but is typical for dense star clusters.

$^4$ The tidal tolerance parameter ultimately decides when a group of particles constitute a bound hierarchy. It determines when the simulations are terminated and reduces their computational cost. The more stringent the tidal tolerance parameter is chosen to be, the closer to a "pure" $N$-body code the simulation becomes.
our choices of initial conditions, as shown in column 6 of Table 1. For each suite of simulations, we find that of order only ten percent produce a collision. In other words, a collision occurs roughly once every ten simulations. To obtain an estimate for the collision timescale that can be compared to our analytic estimate, we multiply this number of simulations needed for a collision to occur (i.e., ten in this case) by the mean encounter duration from the simulations. Then, the resulting timescale can be compared directly to our analytic timescales. Based on this, the theoretical estimates shown in Figure 1 and Table 1 agree with the simulations at the order-of-magnitude level.
| Particle Masses | Numbers of Each Particle Type ($N_A, N_B$) | Simulated Collision Probabilities | Total Number of Collisions | Theoretical Collision Probabilities | Theoretical Collision Timescales (years; $\sigma = \sigma_{gf}$) |
|----------------|-------------------------------------------|----------------------------------|----------------------------|--------------------------------------|-------------------------------------------------|
|                |                                           | A+A                             | A+B                        | B+B                                  | A+A ($10^4$) | A+B ($10^4$) | B+B ($10^4$) |
| $m_A = 10 M_\odot$ | $m_B = 1 M_\odot$ | $N_A = (4, 0)$ | 1.000 | 0 | 0 | 9149 | 1 | 0 | 0 | 1 | 0 | 0 | 0.597 | 0 | 0 |
|                |                                           | $N_A = (3, 1)$ | 0.796 | 0.204 | 0 | 2604 | 0.137 | 0.863 | 0 | 0.999 | 0 | 0 | 0.524 | 0.0829 | 0 |
|                |                                           | $N_A = (2, 2)$ | 0.765 | 0.222 | 0.013 | 4189 | 0.038 | 0.958 | 0.004 | 0.757 | 0 | 0.240 | 4.26 | 0.674 | 4250 |
|                |                                           | $N_A = (1, 3)$ | 0 | 0.943 | 0.057 | 5444 | 0 | 0.984 | 0.016 | 0 | 0 | 0.996 | 0 | 0.116 | 245 |
|                |                                           | $N_A = (0, 4)$ | 0 | 0 | 1.000 | 8865 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1.89 |
| $m_A = 5 M_\odot$ | $m_B = 1 M_\odot$ | $N_A = (4, 0)$ | 1.000 | 0 | 0 | 8911 | 1 | 0 | 0 | 1 | 0 | 0 | 0.844 | 0 | 0 |
|                |                                           | $N_A = (3, 1)$ | 0.786 | 0.214 | 0 | 3503 | 0.183 | 0.817 | 0 | 0.999 | 0.001 | 0 | 0.757 | 0.169 | 0 |
|                |                                           | $N_A = (2, 2)$ | 0.509 | 0.469 | 0.022 | 3329 | 0.052 | 0.937 | 0.011 | 0.689 | 0.003 | 0.308 | 2.05 | 0.457 | 255 |
|                |                                           | $N_A = (1, 3)$ | 0 | 0.889 | 0.111 | 6032 | 0 | 0.957 | 0.043 | 0 | 0.002 | 0.998 | 0 | 0.157 | 29.2 |
|                |                                           | $N_A = (0, 4)$ | 0 | 0 | 1.000 | 8865 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1.89 |
| $m_A = 3 M_\odot$ | $m_B = 1 M_\odot$ | $N_A = (4, 0)$ | 1.000 | 0 | 0 | 9080 | 1 | 0 | 0 | 1 | 0 | 0 | 1.09 | 0 | 0 |
|                |                                           | $N_A = (3, 1)$ | 0.750 | 0.250 | 0 | 4941 | 0.224 | 0.776 | 0 | 0.999 | 0.001 | 0 | 1.02 | 0.294 | 0 |
|                |                                           | $N_A = (2, 2)$ | 0.406 | 0.581 | 0.013 | 4229 | 0.066 | 0.912 | 0.022 | 0.633 | 0.002 | 0.365 | 1.62 | 0.468 | 43.8 |
|                |                                           | $N_A = (1, 3)$ | 0 | 0.840 | 0.160 | 6502 | 0 | 0.912 | 0.088 | 0 | 0.002 | 0.998 | 0 | 0.298 | 9.30 |
|                |                                           | $N_A = (0, 4)$ | 0 | 0 | 1.000 | 8865 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1.89 |

Table 1. The simulated numbers of each type of collision and the corresponding theoretical time-scales and probabilities.
Figure 1. The distributions of encounter durations assuming $m_A = 10 \, M_\odot$ and $m_B = 1 \, M_\odot$. The different panels show the results for different combinations of the numbers of each particle type, as indicated in the upper right inset of each panel. The solid and dashed black lines show the distributions assuming finite-sized and point-sized particles, respectively. The dotted red lines show again the distributions of encounter durations assuming finite-sized particles, but only for those simulations that produced a direct collision. The dashed vertical blue lines show the corresponding theoretical predictions for the collision timescales, calculated by dividing the last three columns in Table 1 by the corresponding simulated collision probabilities in columns 3-5, and multiplying by the fraction of simulations that actually produce a collision (i.e., the total number of collisions in column 6 divided by 40000).

We point out that the encounter duration distributions shown in Figure 1 are all remarkably similar, and show only minor variations. The distributions are all shifted to longer encounter durations by a small arbitrary amount. This corresponds to the initial drop-in time of the binaries before contact is achieved. For our purposes here, we ignore this initial shift to longer encounter durations, since it tends to be a small fraction of the mean encounter duration. Nevertheless, this should be kept in mind upon comparing the blue lines in Figure 1, which correspond to our analytic timescales (and do not include any initial delay due to the initial drop-in time of the binaries), to the simulated distributions.

There is a weak tendency for simulations that produce collisions to have longer encounter durations, but this result is not statistically significant. Nonetheless, if correct, this goes in the right direction toward supporting the idea that many collisions occur during relatively long-lived resonant interactions. Hence, removing interactions that end abruptly due to the initial phase of "violent relaxation" that occurs during the initial contact between the two binary centres of mass could further shift the encounter duration distributions for simulations that produce collisions to even longer durations.

Figure 2. The probability of a direct collision occurring between any two particles is shown as a function of the number of heavy particles, assuming $m_A = 10 \, M_\odot$ and $m_B = 1 \, M_\odot$. The solid black circles show the simulated data, whereas the blue open squares and red open triangles correspond to our theoretically derived probabilities for the tangential and radial limits, respectively. Note that we adopt the geometric value for the collisional cross-section, and ignore gravitational focusing. The top, middle and bottom panels show, respectively, the results for collisions between two light species (i.e., B+B), a light species and a heavy species (i.e., A+B) and two heavy species (i.e., A+A).

Figure 3. The same as Figure 2 but assuming $m_A = 5 \, M_\odot$ and $m_B = 1 \, M_\odot$. 
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Our theoretical predictions for the radial limit alone agree quite well with the simulated data for A+B and B+B collisions when only one heavy particle is involved in the interaction, independent of the mass of the heavy particle. We will study the physical mechanism responsible for these interesting trends further in future work, but speculate that they are indicative of more radial orbits for the lighter particles (relative to interactions with mass ratios closer to unity).

### 3.2 Collision Rate Diagram

In this section, we introduce the concept of a Collision Rate Diagram (CRD). This diagram provides an immediate and visual comparison between the predictions of our analytic derivations and the results of numerical scattering experiments. In future studies, it will provide a fast and efficient means of comparing theoretical predictions to simulated data.

Consider interactions involving three different types of particles, labeled A, B and C. In this case, we can use our derived time-scales to generate a Collision Rate Diagram, using a similar formalism as outlined in Leigh & Sills (2011) and Leigh & Geller (2013). A CRD is a diagram that illustrates the parameter space for which the rates of the different types of collisions (e.g., $A+A$, $A+C$, $B+C$, etc.) each dominate over all others.

The procedure for producing a CRD is as follows. First, we note that, for three particle types, we can write the total number of particles $N$ involved in an interaction as:

$$N = N_A + N_B + N_C,$$

where $N_A$, $N_B$ and $N_C$ denote, respectively, the total number of particles of type $A$, $B$ and $C$. Then, the fraction of objects of a given particle type $i$ can be written:

$$f_i = \frac{N_i}{N},$$

and the sum of their total must of course satisfy the relation:

$$1 = f_A + f_B + f_C$$

Now, to produce a CRD, every pair of collision rates (e.g., $\Gamma_{A+A}$, $\Gamma_{A+B}$, $\Gamma_{A+C}$, etc.) should be equated, and the resulting relation plotted in $f_B$-$f_C$-space. The region of parameter space in the $f_B$-$f_C$-plane for which each type of collision dominates can then be identified, and a corresponding boundary can be drawn in the CRD. In the end, this yields a diagram that identifies the parameter space in the $f_B$-$f_C$-plane for which the rates of the different types of collisions (e.g., $A+A$, $A+C$, $B+C$, etc.) each dominate.

Figure 4 shows an example of a Collision Rate Diagram. To construct this figure, we assume for simplicity that the rate of collisions between particles of type $i$ and $j$ can be written:

$$\Gamma_{i+j} = f_i f_j N n \sigma_{i+j},$$

where we include gravitational-focusing in our estimate for the collisional cross-section $\sigma_{i+j}$, and set it equal to Equation 9.

Figure 4. The same as Figure 2 but assuming $m_A = 3 M_\odot$ and $m_B = 1 M_\odot$. timescales. This would further improve the agreement with our analytic time-scales.

In the radial limit and including gravitational focusing in Equation 9, our analytic collision time-scales reproduce quite well the simulated time-scales, to within an order-of-magnitude. If we do not include the gravitational focusing term in the collisional cross-section, the theoretical estimates over-predict the simulated results by several orders of magnitude. Specifically, the tangential and radial models over-predict the simulated time-scales by < 10 and < 5 orders of magnitude, respectively. The origin of this discrepancy is related to our estimate for the collisional cross-section, which yields a very large mean free path.

The relative probabilities given in Section 2.1.4 for the radial and tangential limits, which do not include gravitational focusing, do an excellent job of bracketing the simulated values. This is the case for every set of simulations shown in Figures 2-4. This is to be expected based on geometric reasoning, since the radial and tangential time-scales each correspond to idealized extremes for the orbital configurations of the particles involved in the interaction (i.e., purely radial or purely tangential orbits, or the low and high angular momentum cases, respectively). In reality, all interactions are inherently chaotic, and the time evolution is considerably more complex. Hence, we hypothesize that this comparison yields important information regarding the time-averaged orbital trajectories of the objects, as a function of the total encounter energy and especially angular momentum. We intend to study this issue and, specifically, the dependence of our results on the total angular momentum in a forthcoming paper. This is discussed in more detail in Section 4.2.

These are strict upper limits. In most cases, the tangential and, especially, radial models over-predict the simulated time-scales by much less than this.
Equation \( \ref{eq:crd} \) is chosen to generate the simplest possible form for the CRD. Specifically, we are assuming the same particle number density \( n \) and relative velocity at infinity \( v \) for each type of collision. This simplifying assumption neglects the more complicated geometry considered in Section \( \ref{sec:methodology} \) but allows for much simpler functional relations upon equating each pair of rates. Hence, the simplified CRD shown in Figure \( \ref{fig:crd} \) quantities only the importance of the particle number and gravitational-focusing in determining the relative collision rates. As discussed in Section \( \ref{sec:discussion} \) we intend to consider more complicated forms for the CRD in a forthcoming paper.

We include points in Figure \( \ref{fig:crd} \) for those combinations of \( f_B \) and \( f_C \) included in Table \( \ref{tab:sims} \) via our simulations. The points are filled if the relative collision probabilities in the simulations agree with the analytic predictions shown in the CRD, and left unfilled if they do not agree. For completeness, we include one additional set of simulations in Figure \( \ref{fig:crd} \) not listed in Table \( \ref{tab:sims} \) involving three types of particles. We perform \( 10^4 \) simulations for each combination of particle masses following the same procedure and using the same initial conditions as described in Section \( \ref{sec:methodology} \) for the other simulations. For these simulations, we set \( m_A = 1 \, M_\odot \), \( m_B = 3 \, M_\odot \) and \( m_C = 5 \, M_\odot \), with \( R_A = R_B = R_C = 1 \, R_\odot \).

As is clear from a comparison of the relative numbers of filled and unfilled points in Figure \( \ref{fig:crd} \), the simple analytic rates given in Equation \( \ref{eq:crd} \) do not correctly describe the relative collision probabilities for all of the relevant parameter space. We conclude from this that, while gravitational-focusing plays an important role in deciding the relative collision rates, a more accurate model will clearly require a more sophisticated treatment of the underlying physics. This further motivates our derivations for the relative collision rates in Section \( \ref{sec:analytic} \) while also illustrating the effectiveness of the CRD in determining the accuracy of a given model.

### 4 DISCUSSION

Including gravitational focusing in Equation \( \ref{eq:collision_rates} \) our analytic collision time-scales reproduce quite well the simulated time-scales at the order-of-magnitude level. Only the \( A+B \) timescales appear to be slight under-estimates of what the true (relative) rates should be, likely due to our chosen value for the mean free path being too small. This can potentially be corrected by (for example) subtracting from the mean free path \( l_B \) in Equation \( \ref{eq:collision_rates} \) the radial portion of the total occupied volume not shared by both particle types, or \( 2(r_B - r_A) \).

Our results further show that the relative values of our theoretically derived collision time-scales without gravitational focusing do an excellent job of bracketing the simulated values. This is the case for every set of simulations shown in Figures \( \ref{fig:sims} \). As described previously, this is expected upon considering the respective geometric limitations associated with each of our adopted limits for the particle orbits, namely purely radial or purely tangential motions.

![Figure 5.](image.png)

Figure 5. The parameter space in the \( f_B-f_C \)-plane for which different types of collisions dominate. To generate the CRD shown here, we assume three different types of particles with masses \( m_A = 1 \, M_\odot \), \( m_B = 3 \, M_\odot \) and \( m_C = 5 \, M_\odot \), and radii \( R_A = R_B = R_C = 1 \, R_\odot \). The red points show the results of the corresponding numerical scattering experiments (see the text for more details). The points are filled if the simulations agree with the predictions of the CRD, and left unfilled if they do not.

#### 4.1 Linear combinations of the radial and tangential limits

It follows that the simulated time-scales can be modeled as a weighted linear combination of the radial and tangential time-scales:

\[
\Gamma = \frac{\alpha_{\text{low}} \Gamma_{\text{low}} + \alpha_{\text{high}} \Gamma_{\text{high}}}{\alpha_{\text{low}} + \alpha_{\text{high}}},
\]

which can be re-written as:

\[
\frac{\alpha_{\text{low}}}{\alpha_{\text{high}}} = \frac{\Gamma_{\text{high}} - \Gamma}{\Gamma - \Gamma_{\text{low}}}
\]

Equation \( \ref{eq:linear_combination} \) is convenient in that it allows for direct correlations to be found with various properties of the interactions, including the total encounter energy and angular momentum, as well as the properties of the particles themselves (e.g., mass, radius, etc.). The ratio \( \alpha_{\text{low}}/\alpha_{\text{high}} \) is shown for all simulations in Table \( \ref{tab:sims} \) and Figure \( \ref{fig:crd} \).

Our naive expectation is that the exact values of the coefficients \( \alpha_{\text{low}} \) and \( \alpha_{\text{high}} \) should depend on the total angular momentum, for a given interaction. That is, the more angular momentum, the better the assumption of purely tangential orbits. Of course, this needs to be verified in future work, using additional numerical scattering simulations. In particular, it is technically possible for particles to follow purely tangential orbits oriented in such a way that the net total angular momentum is zero. The methodology presented in this paper offers one useful means of studying this problem in detail, in order to better understand when the orbits will...
tend toward either more radial or tangential motions, from some given initial configuration.

For example, Figure 6 suggests that the ratio $\alpha_{low}/\alpha_{high}$ tends to increase with increasing mass ratio $m_A/m_B$ for collisions involving heavy particles, and decrease for collisions involving light particles. What is the physical interpretation of this result? We hypothesize that an increase in the ratio $\alpha_{low}/\alpha_{high}$ corresponds to the time-averaged motions of the particles becoming more radial and less tangential. If correct, it follows that the ratio $\alpha_{low}/\alpha_{high}$ provides an indirect tracer of the time-averaged motions characteristic of the different types of particles, as a function of the assumed distribution of particle masses. For example, in Figure 6 one interpretation of the observed changes in the ratio $\alpha_{low}/\alpha_{high}$ as a function of the ratio $m_A/m_B$ is that the lighter particles tend to end up on orbits with large apocentres but containing most of the total encounter energy. Conversely, the heavy particles tend to end up on orbits with small apocentres but containing most of the total encounter angular momentum. We intend to further explore this interesting possibility in future work, and how the ratio $\alpha_{low}/\alpha_{high}$ can be used to study the effects of the adopted particle mass distribution on the subsequent particle motions in the small-number limit.

### 4.2 Angular momentum

We have not considered how the collision time-scales and rates presented in this paper depend on the total encounter angular momentum. For example, the angular momentum should change if we were to consider other ratios between the initial binary orbital separations, non-zero impact parameters, and/or non-zero eccentricities. Based on the results presented in Paper I of this series (Leigh & Geller 2012), we expect the time-scale for collisions to occur to increase with increasing impact parameter and angular momentum. That is, a suite of simulations with larger total angular momenta will yield fewer collisions relative to an analogous suite of simulations with lower total angular momenta. We naively expect this effect to be the most pronounced for the lowest mass objects, decreasing the relative probabilities for collisions involving the lightest particles.

### 4.3 Future Work

The methodology presented in this paper can be applied in future studies to quantify and understand the rates of different types of collisions during chaotic resonant interactions, as a function of the encounter parameters and the particle properties. The tools presented here can, for example, be used to quantify the importance of gravitational-focusing (see Figure 5), or the orbital trajectories of the particles as a function of the total angular momentum, total energy and distribution of particle masses (see Figures 2, 4 and Figure 6). For instance, as described above, we naively expect a lower value for the ratio $\alpha_{low}/\alpha_{high}$ upon considering higher angular momentum encounters. We intend to directly test this prediction in the next paper in this series. In the meantime, we emphasize that the formalism and tools presented in this paper offer an useful framework for studying

| Particle Masses | Numbers of Each Particle Type | $\alpha_{low}/\alpha_{high}$ |
|----------------|-------------------------------|-----------------------------|
| $m_A = 2 \, M_\odot$; $m_B = 1 \, M_\odot$ | $N_A = 0; N_B = 4$ | 0 |
| $m_A = 3 \, M_\odot$; $m_B = 1 \, M_\odot$ | $N_A = 0; N_B = 4$ | 0 |
| $m_A = 5 \, M_\odot$; $m_B = 1 \, M_\odot$ | $N_A = 0; N_B = 4$ | 0 |
| $m_A = 7.5 \, M_\odot$; $m_B = 1 \, M_\odot$ | $N_A = 0; N_B = 4$ | 0 |
| $m_A = 10 \, M_\odot$; $m_B = 1 \, M_\odot$ | $N_A = 0; N_B = 4$ | 0 |
the dependence of the collision probability in other regions of parameter space, including the dependence on the total angular momentum and impact parameter.

We emphasize that the theoretical time-scales presented here assume that the interactions enter a resonant state and survive for at least a few crossing times. This is not always the case in our numerical scattering simulations, since lighter particles can be ejected from the system almost immediately. This effect becomes increasingly significant with increasing particle mass ratio $m_A/m_B$, and can account for most (if not all) of the observed discrepancy between the results of our numerical simulations and the theoretical predictions (see the dashed vertical blue lines in Figure 1). Hence, our analytic estimates should give better agreement with the simulations if only resonant interactions are considered. In future work, interactions that undergo an immediate episode of "violent relaxation" and do not enter a resonant state can potentially be identified by their short encounter durations, and removed from our simulated sample for a more meaningful validation of our analytic results.

In this paper and Paper II of this series, we have now considered different combinations of particle masses at constant particle radius, and vice versa. The next step is to verify our results by performing numerical scattering simulations in which both the particle masses and radii are varied simultaneously. This will be the focus of a future paper. For this purpose, the methodology presented in this paper can be summarized as follows. First, analytic estimates for the time-scales and rates for different collision scenarios to occur can be derived using the mean free path approximation.

Using these time-scales, a Collision Rate Diagram can be generated, as shown in Figure 5 and described in Section 5. The simulated relative collision probabilities or fractions can then be plotted on the CRD. This offers an immediate test of the validity of the derived analytic time-scales. If the initial agreement is poor, then the analytic derivations can be re-visited, using these initial results as a guide in deciding a suitable set of assumptions (e.g., gravitational-focusing dominates the collision rates, etc.). The angular momentum dependence can also be found by considering the relative collision probabilities in the radial and tangential limits, and expressing the simulated collision probabilities as a linear combination of these two limiting rates. It is our hope that the application of these techniques to additional simulations and parameter space will finally allow for accurate models. Our methodology is meant to facilitate the systematic development of a simple analytic equation to describe the rates for different collision scenarios to occur, for any number of interacting particles and any combinations of particle radii and masses.

The formalism presented here can be used with improved accuracy in the large-$N$ limit. This is because the chaos inherent to the time evolution of many-body systems is appropriately treated using statistical approximations in the large-$N$ limit. This allows for accurately describing the phase space evolution using continuous distribution functions. Thus, given a distribution function $f(E,J)$ for a gravitationally-bound system of particles, the mean free path can be calculated for every particle directly (given its energy $E$ and angular momentum $J$). Thus, the assumption of either purely radial or purely tangential orbits does not need to be applied (for example), and the mean free path can be calculated directly for each individual particle trajectory in the large-$N$ limit. The analytic formalism developed here could provide a useful backbone for the development of a multi-species Fokker-Planck equation designed to treat direct stellar collisions in high-density stellar clusters with or without significant rotation, such as galactic nuclei and globular clusters.

5 SUMMARY

In this paper, the third in the series, we continue our study of chaotic Newtonian gravity involving small numbers of finite-sized particles. Our focus remains direct collisions between particles in the "sticky-star" approximation, and achieving the over-arching goal of developing a formula to calculate the probability of any two particles colliding during a chaotic (bound) gravitational interaction involving any number $N$ of particles with any combination of particle masses and radii. In our previous papers, we showed that (1) the probability of a collision occurring during encounters involving identical particles is roughly proportional to $N^2$, which relates directly to the number of ways of selecting any two particles from a larger set of $N$ identical particles, or $\binom{N}{2}$ (Leigh & Geller 2012); and (2) for strongly bound gravitational interactions (i.e. $E \ll 0$, where $E$ is the total encounter energy) involving small numbers of particles, the collision probability is proportional to the collisional cross-section for collision. It follows that, for identical particle masses and large particle radii, the collisional cross-section...
is well approximated by the sum of the cross-sectional areas of the colliding particles (Leigh & Geller 2013).

In this paper, we go one step further by considering interactions involving particles with different masses. We focus on the four-body problem in this paper, since for $N = 4$ we are able to minimize the computational expense and thereby run more simulations. This in turn increases the statistical significance of our results. Using our previous results from Papers I and II, we derive analytic equations for the timescales for any two particles to collide. This is done first including gravitational focusing, and then again in two separate limits without gravitational focusing, namely assuming purely radial and purely tangential motions. For these two extremes, we compare the relative collision probabilities predicted by our analytic formulæ to the results of numerical scattering simulations performed with the FEWBODY code (Fregeau et al. 2004).

Including gravitational focusing, our analytic collision time-scales reproduce the simulated time-scales at the order-of-magnitude level. We further show that for every combination of particle masses considered here, the radial and tangential limits consistently bracket the relative collision probabilities calculated from our numerical simulations. This is expected based on geometric considerations for the relative rates of the different types of collisions in each limit. Thus, using our results, every relative collision probability can be expressed as a (weighted) linear combination of the radial and tangential limits. Our results illustrate that comparing the relative values of the coefficients in front of each collision rate (i.e., radial or tangential) obtained from performing this linear combination and comparing to the simulations can be used to extract important information about the properties of typical orbits over the course of a given dynamical interaction, and how they depend on the initial encounter conditions and/or properties of the particles (e.g., mass, radius, etc.).

Finally, we present a Collision Rate Diagram, or CRD, which directly compares the predictions of our analytic rates to the simulations and quantifies the quality of the agreement. The CRD will facilitate refining our analytic collision rates in future work, as we expand in to the remaining parameter space.
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