Abstract—In cases such as digital enrollment via mobile and online services, identity document verification is critical in order to efficiently detect forgery and therefore build user trust in the digital world. In this paper, an authentication model for identity documents based on forgery detection of guilloche patterns is proposed. The proposed approach is made up of two steps: feature extraction and similarity measure between a pair of feature vectors of identity documents. The feature extraction step involves learning the similarity between a pair of identity documents via a convolutional neural network (CNN) architecture and ends by extracting highly discriminative features between them. While, the similarity measure step is applied to decide if a given identity document is authentic or forged. In this work, these two steps are combined together to achieve two objectives: (i) extracted features should have good anti-collision (discriminative) capabilities to distinguish between a pair of identity documents belonging to different classes, (ii) checking out the conformity of the guilloche pattern of a given identity document and its similarity to the guilloche pattern of an authentic version of the same country. Experiments are conducted in order to analyze and identify the most proper parameters to achieve higher authentication performance. The experimental results are performed on the MIDV-2020 dataset. The results show the ability of the proposed approach to extract the relevant characteristics of the processed pair of identity documents in order to model the guilloche patterns, and thus distinguish them correctly. The implementation code and the forged dataset are provided here (https://drive.google.com/id-FDGP-1).

I. INTRODUCTION

With the explosion of internet and in an ever-more digital world that is governed by new regulations, the providers of digital services like registration and distributed services (via mobile) are keen to offer more secure and more straightforward digital identification systems. In addition, COVID-19 pandemic has created and accelerated a number of key universal shifts that are casting the procedure in which the customers are accurately identified when interacting with digital services or signing up to new accounts. Across the world, governments are passing legislation to protect their documents and their citizens from counterfeits and frauds. The crimes like unpaid invoices or money laundering typically involve fake or stolen identity documents, and accounts tied to false or fraud identities. Thus, confirming the legitimacy of an identity document such as a passport, a national identity card or even a driving license has become a core part of online security and digital on-boarding, and constitutes a significant challenge for businesses. In response, regulations for distributed registration and know your customer (KYC) force businesses to have more rigorous processes and secure systems for verifying the identity documents of their customers. To combat any forgery style on identity document, governments incorporated a number of sophisticated security features in all issued identity documents. These features make it theoretically difficult, if not impossible, to produce counterfeit or forged identity documents [1]. The security features include for example the optical variable devices (OVDs). OVDs are composed of several patterns, logos and fonts that appear and disappear according to the light and the viewer’s position. All of these features are difficult to reproduce accurately which make them good anti-counterfeiting features. Holograms, guilloche, optically variable ink, anti-scan patterns, watermarks, micro types, encoded data, and invisible fluorescent fibers are examples of security features [1].

Accordingly, an automatic and rapid deep identity documents verification system to detect all forgery possibilities can be designed by examining the identity documents’ integrated security features [2]. Indeed, the mentioned security features help to design advanced technologies for identity document verification at different levels including facial verification [3], [4], [5], conformity of visual features/patterns [6], [7], [8], [9], content coherence [10], and finally quality features [11]. One of the interesting visual features/patterns is the printed template on the background of an identity document. This pattern is called guilloche and is defined as a geometrical pattern of computer-generated fine lines that are interlaced to form a unique shape [12], [13]. This pattern is an attractive feature to confirm the authenticity of a given identity document [13]. This may be achieved directly by checking out the conformity of the guilloche pattern at the background of the identity document and its similarity to the guilloche pattern of an authentic version from the same country.

This paper proposes a new authentication approach based on guilloche verification to confirm whether a user’s identity document is authentic or forged. The solution is therefore based on designing an intelligent and precise verification solution, which manages to read the entire identity document and to recognize the guilloche pattern to check its similarity to other patterns of authentic identity document from the same country. The objective of the similarity check is to validate its authenticity. The proposed approach is made up of two steps: feature extraction and similarity measure between a pair of feature vectors of identity documents. The feature extraction step involves learning the similarity between a pair of identity documents via a convolutional neural network (CNN) architecture and ends by extracting highly discriminative features between them. While, the similarity measure step is applied to decide if a given identity document is authentic or forged. In this work, these two steps are combined together to achieve two objectives: (i) extracted features should have good anti-collision (discriminative) capabilities to distinguish between a pair of identity documents belonging to different classes, (ii) checking out the conformity of the guilloche pattern of a given identity document and its similarity to the guilloche pattern of an authentic version of the same country. Experiments are conducted in order to analyze and identify the most proper parameters to achieve higher authentication performance. The experimental results are performed on the MIDV-2020 dataset. The results show the ability of the proposed approach to extract the relevant characteristics of the processed pair of identity documents in order to model the guilloche patterns, and thus distinguish them correctly. The implementation code and the forged dataset are provided here (https://drive.google.com/id-FDGP-1).

1 https://regulaforensics.com/en/knowledge-hub/glossary-documents
authenticity or its rejection. Concretely, the approach is made up of two steps: (i) extracting highly discriminative features between a pair of identity documents via a CNN model, (ii) measure the similarity between the extracted features.

II. LITERATURE REVIEW

This section explores some of the most relevant state-of-the-art approaches for the identity document verification. These approaches are presented in this section according to the studied feature or the technologies used in each one.

Fundamentally, the visual features of identity documents are the features that have been most studied in the literature to build authentication approaches for identity documents \[6\], \[7\], \[8\]. In \[6\] the authors proposed a verification approach for the passport documents based on detecting and verifying the periodic patterns (logos) that are printed on the passport documents. The presence or absence of the periodic patterns on a given passport document is studied through \(k\) peaks of the Fast Fourier Transform (FFT) components. Hence, the average information of the \(8\) neighbours of each peak is calculated and compared with a predefined threshold to discriminate between a genuine and a forged passport document. In \[7\] an authentication approach for identity documents based on conformity of visual features and patterns was also proposed. Here, the approach is based on the generation of a visual descriptor called Grid Color Connected Components Descriptor (Grid-3CD) from a set of visual features relevant enough to the color connected components of the processed identity document. The similarity between the descriptors of a genuine identity document and a query identity document is measured to discriminate whether the query identity document is genuine or forged. The approach of \[8\] is composed of two main modules for identity documents acquisition and verification. The first module is a pre-processing module, which localizes the identity document, while the second module was a specific classifier to verify the identity document type and its legitimacy. The classifier module started by extracting local and global features like grayscale histograms, hue and saturation differences (HSD), structural similarity score (SS), and histogram of oriented gradients (HOG) from a given identity document. Then, these features are inserted into the support vector machine (SVM) and random forest (RF) classifiers to test if the document is genuine or forged. Another solution for identity document authentication was designed based on the CNNs as in \[9\], \[10\]. In \[9\] two CNN models called siamese and triplet CNN are adapted to design an approach for identity document verification. The role of those models is to extract the feature vectors of a pair of identity documents and then the similarity between these vectors are measured to decide if a given identity document is authentic or not. \[10\] used Siamese, Triplet, and PeleeNet CNN models to design a verification approach for Spain identity documents. Those two models are not end-to-end learning models; as they are concerned with specific regions of the document to analyze and not whole the identity document. Furthermore, computer vision algorithms were also used to propose an efficient approach for identity documents verification like in \[14\]. The approach involved two steps: the first step used the oriented fast and rotated brief (ORB) method to localize the security features like seal, signature and stamp on the processed identity document, while the second step used optical character recognition (OCR) and local binary pattern (LBP) to extract some significant features from the processed identity document. The authenticity of the processed document is evaluated by matching the LBP as sliding window operations. The facial and personal information verification of identity documents are also important elements to detect any forgery on the identity documents \[4\]. In \[4\] two main steps were involved: the first is the facial verification, which based on inception-ResNet face embedding (IRFE) and the second is the verification of the personal information using a morphology transformed feature mapping (MTFM) and a deep cascading multitasking framework (MTCNN). Recently, a reference hashing approach for quality detection of identity documents was proposed in \[11\]. As the high frequency components of the FFT are more relevant to represent the details information of a given identity document and are highly affected by the scanning operation; the proposed approach worked on them to build a highly discriminative hash code for a given identity document. Hence, this approach helps to identify the source of the identity document and to define whether it is genuine or generated after a print-scan operation. According to all of the mentioned and described approaches, we can synthesize some open issues and challenges in the domain of identity documents authentication. (i) Most of the proposed approaches require the existence of the original identity document (as a reference) to detect if a given identity document is genuine or forged. (ii) Most of the proposed approaches are evaluated on private datasets, this makes comparison of these approaches difficult and even impossible to evaluate their performances. (iii) No forged (fake) public dataset for identity documents is available to allow researchers to improve and more easily advance their works in this domain. Actually, the proposed approach endeavours to cover these issues and challenges.

III. PROPOSED MODEL

The proposed forgery detection approach for efficient identity document verification is made up of two steps: feature extraction and feature similarity measure. The first step involves extracting the highly discriminative features of a pair of identity documents via a CNN model called Siamese Neural Network (SNN). While, the second step calculates the similarity between the extracted features vectors to predict whether the input pair of identity documents belongs to the same class or not. The following subsections describe in details these steps.

A. Feature Extraction and Loss Function

Actually, the SNN consists of a pair of neural networks, which are identical to each other and thus allows to process a pair of identity documents picked from the dataset to extract highly discriminative features between them \[9\], \[15\]. The
The selection of SNN in this work comes due to three reasons [9], [15]: (i) the fact that the SNN needs fewer training samples to classify/discriminate identity documents, (ii) it learns the semantic similarities rather than the differences like in other convolutional networks, and (iii) it mainly uses for verification of originality. The general structure of the used SNN to extract the feature vectors is shown in Fig. 1 and its configuration is illustrated in Table 1.

The left block in Fig. 1 presents a pair of identity documents and the goal is to determine if these two identity documents belong to the same class or not. The middle block shows the convolutional network, which is the SNN in this work. The two subnetworks of SNN have the same convolutional (Conv) layers and parameters and mirror each other (i.e., if the weights in one subnetwork are updated, then the weights in the other is updated as well). The last layers in these subnetworks are typically the fully connected (FC) layers where we can compute the distance between the outputs and adjust the weights of the subnetworks accordingly. The right block then shows the loss function, which uses to optimize the network.

The loss function calculates the distance between the outputs of the Conv layer to see if the SNN made the correct decision or not. The contrastive loss [16], [17] is the loss function used in this work and is given in equation 1:

\[
\text{loss} = c \times d^2 + (1 - c) \times \max(m - d, 0)^2 \tag{1}
\]

where \(c\) equals 1 if the pair of identity documents belongs to the same class, otherwise 0. The margin \(m\) is arbitrary set to 2.0, while the distance \(d\) expresses the similarity score between a pair of identity documents and is calculated according to equation 2:

\[
d = \sum_{l=1}^{L} \delta[v_{1l} \neq v_{2l}] \tag{2}
\]

where \(v_1\) is the feature vector of the identity document 1 and \(v_2\) is the feature vector of identity document 2 and each in length \(L\).

It is worth noting that an SNN is a special type of CNNs where instead of building a learning model to classify inputs by learning their differences, it learns their similarities. Additionally, an SNN does not classify the inputs into certain categories or labels, rather it only finds out the distance between two inputs. If the inputs have the same class, then the network should learn the parameters (i.e., the weights and the biases) in such a way that they should produce a smaller distance between the two inputs, otherwise, the distance should be larger.

Since an SNN consists of two identical subnetworks, so we need to prepare pairs of identity documents as inputs. Hence, we have either similar pairs or dissimilar pairs of identity documents. A similar pair consists of two identity documents that belong to the same class (either to the genuine class or to the forged class) and of the same country, while a dissimilar pair consists of two identity documents that belong to different class (one identity document belongs to the genuine class and the other belongs to the forged class), and also of the same country. Samples of similar pairs and dissimilar pairs of identity documents are showed in Fig. 2.

At the end of this step, the proposed approach selects the obtained 5 values from the SNN and use them as discriminative features to train the network based on the contrastive loss value. When the network has been trained, the obtained discriminative features are passed into the test step to measure the similarity between two identity documents and then decide if the two identity documents belong to the same class or not.

B. Similarity Measure

The proposed approach achieves two functions in this step: the first function is a similarity measure and the second is a decision making. The first function calculates the distance between the two extracted feature vectors of the two identity documents and results in a similarity score as output. Afterwards, the decision whether a query identity document is genuine or forged takes place by comparing the similarity score with a pre-defined threshold \(\lambda\). The structure of the similarity measure step is illustrated in Fig. 3.

To set up the threshold \(\lambda\), the distances distribution between the set of similar and dissimilar pairs need to be studied (an example introduces in subsection IV-D). The distances between the set of similar and dissimilar pairs are calculated according to equation 2. Hence, if the obtained distance is less than a pre-defined threshold \(\lambda\), then the two identity documents

![Fig. 1: Structure of the used SNN to extract the feature vectors.](image-url)
are considered as similar pair; otherwise, the two identity documents are considered as dissimilar pair. In real world experiments, it is worth noting that we need to define one input identity document as genuine in order to predict whether the second identity document (i.e., the query) is genuine or forged.

IV. EXPERIMENTAL RESULTS

This section details the information about the dataset, the experiments setting, the evaluation metrics, and finally the experimental results of the proposed approach.

A. Identity Documents Dataset and Generating a Forged Dataset

To evaluate the performance of the proposed approach, the MIDV-2020 dataset [18] is used. The MIDV-2020 dataset consists of 1000 video clips, 2000 scanned images, and 1000 photos of 1000 unique dummy (template) identity documents with their annotations to read the ground-truths. These samples comprise identity documents and passports for 10 different countries.

Specifically, the 1000 unique dummy identity documents and the 1000 upper-right scanned identity documents are selected to represent the genuine dataset. While, the forged dataset is generated from the genuine dataset. To this end, a copy-move tampering operation of specific zones in the genuine identity document of a specific country is applied. These zones are selected as follows: For each country, one identity document is selected and divided into a set of non-overlapping blocks of size $N \times N$ (as example $16 \times 16$, $32 \times 32$, $64 \times 64$, etc.). Then, the zones (blocks) which visually contain only the guilloche pattern and do not have any foreground components like logos, photos, signatures, or textual information are selected to be candidate zones for applying copy-move operations to generate a forged dataset.

Fig. 3 illustrates the partitioned process of one identity document of size $512 \times 512$ into blocks of size $64 \times 64$, and how we select the candidate zones for a copy-move operation. Indeed, the red annotated blocks $\{\text{block}_{21}, \text{block}_{22}, \text{block}_{23}, \text{block}_{24}, \text{block}_{32}, \text{block}_{39}\}$ are selected as a set of zones for applying a copy-move operation to generate a forged dataset of the given country. Whereas all of these zones visually contain only information about the guilloche pattern. Fig. 2 presents several examples of the generated forged identity documents, where the copy-move operation has been applied on the red surrounded zones.

The reason why we decided to apply this methodology to create the forged dataset is based on the fact that forged documents are often created with copy-move operations. Fraudster usually hide their modifications by reusing some patterns of the genuine document. For example, if the fraudulent name is shorter than the original one, the unwanted text is hidden by a copy-move operation. And area without any information are good candidates for this operation. However, the candidate area contains a guilloche pattern. The copy-move operation will create irregularities in the global pattern that our approach wants to detect.

As a consequence, the genuine dataset which consists of 2000 identity documents and the forged dataset which also consists of 2000 identity documents are both used to test the performance of the proposed approach. It is worth noting that the 1000 unique dummy identity documents were created from Wikimedia (https://commons.wikimedia.org) Commons as template samples [18]. While, the 1000 upper-right scanned identity documents were created by scanning the template samples using Canon LiDE 220 and Canon LiDE 300 scanners with a resolution of $2480 \times 3507$ [18]. 2/3 of the total

Fig. 4: Partitioning process and selecting candidates zones for copy-move operation.
identity document samples (2000 genuine and 2000 forged) are randomly selected to be used as training dataset and the rest is used as testing dataset.

B. Experiments Setting

The training implementation has been carried out on a local server (28 CPUs, 128 Go RAM, 4 × GPU Nvidia RTX 2080Ti), the batch size is 4, and the number of epochs is 500. The Adam optimizer is used, where the learning rate (lr) is equal to 5e-5 and the weight decay is equal to 0. While, our testing implementation has been running on HP laptop, Intel(R), Core(i7).

C. Evaluation Metrics

The true acceptance rate (TAR), the false rejection rate (FRR), and the false acceptance rate (FAR) metrics are used to evaluate the discrimination performance of the proposed approach. Actually, TAR, FRR, and FAR are calculated according to the equations [3] as reported in [19].

\[
\begin{align*}
\text{TAR}(\lambda) &= \frac{x_1(d < \lambda)}{X_1}, \\
\text{FRR}(\lambda) &= \frac{x_3(d < \lambda)}{X_1}, \\
\text{FAR}(\lambda) &= \frac{x_2(d < \lambda)}{X_2}
\end{align*}
\]

where \(x_1\) is the number of similar pairs of identity documents that are classified as similar pairs, \(x_2\) is the number of similar pairs of identity documents that are classified as dissimilar pairs, \(x_3\) is the number of dissimilar pairs of identity documents that are classified into similar pairs, \(X_1\) and \(X_2\) correspond to the total number of similar pairs and dissimilar pairs of identity documents, respectively. \(\lambda\) is the discrimination threshold to consider a pair of identity documents as similar or dissimilar. \(d\) as defined in equation [2] is the similarity score between the feature vectors of the two processed identity documents. The receiver operating characteristics (ROC) curve is also used to evaluate the discrimination performance of the proposed approach on different thresholds. This curve represents the results of the TAR and the FAR with different thresholds.

D. Parameter Determination

The discrimination threshold (\(\lambda\)) has a direct influence on the performance of the proposed approach and it needs to be determined. It is worth noting that the discrimination threshold \(\lambda\) is calculated for each of the processed countries in MIDV-2020, that is to say 10 countries. To do so, for each country the distances between the feature vectors of the processed pairs of identity documents are calculated. Fig. 5 presents as example the distances distributions of 80 processed pairs of identity documents for the 10 countries.

From Fig. 5 we can study the minimum and the maximum distances between the similar and dissimilar pairs of each country, and then define a discriminative threshold \(\lambda\) for each country. Table II shows the minimum and maximum distances for the similar and dissimilar pairs of each country, and accordingly we can define the range of possible thresholds for each country. In case of overlap between the distances of similar and dissimilar pairs as example in \{Alb, Esp, Est, Rus\} countries, we select the narrow margin of distances which guarantee maximum discrimination between the similar and dissimilar pairs; otherwise, we select the wide margin of distances. From table III we can observe that the distances between the similar pairs and the dissimilar pairs of 6 countries \{Aze, Fin, Grc, Iva, Srb, Svk\} are completely discriminated. In cases of \{Alb, Esp, Est, Rus\} countries, there is a possibility to have small FARs because the distances between the similar pairs and the dissimilar pairs are not fully discriminated. However, we have a wide range of values to select one as a robust threshold to discriminate between the similar pairs and the dissimilar pairs of each of the mentioned countries. Consequently, each country will have one reference threshold \(\lambda\) for forgery detection uses.

![Fig. 5: Distances distributions between similar pairs (blue) and dissimilar pairs (orange) of the 10 countries of MIDV-2020.](image-url)
E. Performance Test

Table III shows the performance test of the proposed approach in terms of TAR, FRR, and FAR of the 10 countries in MIDV-2020 under the specific threshold \( \lambda \). Table III shows a very interesting result, where the TAR(s) exceeds 92%, while both FRR(s) and FAR(s) are less than 8% in all countries. More accurately, the TAR(s) for 6 countries \{Aze, Est, Fin, Grc, Iva, Svk\} are equal to 1.0 and the FAR(s) are almost equal to 0.0. Moreover, Fig. 6 shows the TAR and FAR results with varying discriminative thresholds \( \lambda \) for all countries of MIDV-2020. The presented ROC curves demonstrate the robustness and the discriminative capability of the proposed approach to distinguish pairs of identity documents correctly.

F. Comparative Study and Discussion

To the best of our knowledge, our work is the first attempt to design a forgery detection model for identity documents w.r.t. guilloche pattern and no experiments or even results have been reported on the MIDV-2020 dataset in the literature in the domain of identity document authentication. Therefore, a comparative study is not possible from a practical point of view. Indeed, this paper introduces the baselines for any future work in this domain.

However, the novelty of our work can be demonstrated by making a systematic comparison between our work and the other works in [9], [10], which are the mostly relevant approaches to our proposal, mainly in the following aspects: (i) Generality of learning scheme: both [9] and [10] are not end-to-end learning models, as those models are concerned with specific regions of the document to analyze. While, our work is an end-to-end learning model regardless which region of the document to analyze. Hence, the proposed approach authenticates a given identity document at a whole, not merely zones targeted in the identity document like in [9] and [10]; (ii) Requirement of the original document (as a reference) to accomplish the verification process: both [9] and [10] require the original documents to accomplish the verification process. While, our work requires one genuine document that belongs to the same country and it is selected randomly; (iii) Simplicity based on the number of used CNNs: the work of [9] used 1 CNN model (Siamese or Triplet) and the work of [10] used 3 CNN models (Siamese, Triplet, and PeleeNet). Similar to the work in [9], our work used 1 CNN model (Siamese). (iv) Threshold used: the work of [9] used a fixed threshold for each region (each targeted region has a specific threshold), while [10] used the Softmax, but is targeted to a specific region. More effectively, our work used a dynamic and global threshold for any type of identity documents that belongs to the same country. (v) Types of processed documents: the work of [9] checks the performance of their model on four types of French identity documents, and [10] test their model on banknotes of 12 countries and only on the identity documents of Spain. More generally, our work checks the authentication of the passports and the identity cards of 10 countries. (vi) Creation of new dataset: the work of [9] used a private dataset, no forged documents are introduced publicly, and [10] adds 11 new country banknotes. While, our work introduces publicly 2000 forged identity documents of 10 countries of MIDV-2020.

TABLE III: Performance test of the proposed approach in terms of TAR, FRR, and FAR under a given threshold \( \lambda \).

| Country | Threshold \( \lambda \) | TAR | FRR | FAR |
|---------|--------------------------|-----|-----|-----|
| Alb     | 1.0                      | 0.95| 0.05| 0.08|
| Aze     | 1.0                      | 1.0 | 0.0 | 0.04|
| Esp     | 1.0                      | 0.93| 0.07| 0.08|
| Est     | 0.5                      | 1.0 | 0.0 | 0.02|
| Fin     | 0.95                     | 1.0 | 0.0 | 0.0 |
| Grc     | 0.95                     | 1.0 | 0.0 | 0.0 |
| Iva     | 1.0                      | 1.0 | 0.0 | 0.0 |
| Rus     | 1.0                      | 0.92| 0.08| 0.05|
| Srb     | 1.1                      | 0.98| 0.02| 0.0 |
| Svk     | 1.1                      | 1.0 | 0.0 | 0.0 |

Fig. 6: ROC curves of the proposed approach of the 10 countries of MIDV-2020.

V. Conclusion

An authentication approach for identity documents based on the forgery detection of guilloche patterns has been proposed in this paper. The proposed approach comprised two steps, the first step used the SNN as a robust enough convolutional network to extract the highly discriminative features between an authentic identity document and a forged identity document of the same country. Whilst, the second step performed the similarity calculation between the extracted features, in order to confirm whether a given identity document is authentic or forged. Experiments were conducted on the MIDV-2020 dataset and on a generated forged dataset, and the obtained results proved the capability of the proposed approach to extract the relevant characteristics of the processed pair of identity documents in order to model the guilloche pattern, and distinguished them correctly.
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