AUTOMATED ENVIRONMENTAL MONITORING INTELLIGENT SYSTEM BASED ON COMPACT AUTONOMOUS ROBOTS FOR THE SEVASTOPOL BAY
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This paper proposes an intelligent system concept for automatic monitoring of aquatic environment main parameters in order to detect their anomalies and assess quantitative and qualitative indicators, including the determination of the field under study spatial and temporal characteristics. The system is built on the basis of a small autonomous surface robots network. A conceptual model of a monitoring system for the implementation of environmental parameters automated integrated monitoring throughout the entire observation field is proposed. A software model has been developed and simulation experiments have been conducted to calculate the main indicators and assess environment spatial and temporal variability. According to the results of the simulation, control maps of the stations optimal density were formed. The proposed approach to solving the problem of monitoring the aquatic environment in comparison with the traditional has such advantages as scalability, flexibility, speed of deployment and clotting, self-organization, the ability to create a wide field of view by changing the number of robots.
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Introduction. There are many ways to obtain data to understand the complex dynamic processes occurring in the oceans [1]. Modern technologies allow large-scale observations to be carried out using satellites or other means of remote sensing, but there is still a huge demand for in situ measurements [2]. These measurements can be used to calibrate satellite data, in particular to correct vertical profiles, but their main purpose is to collect data on processes that occur on a much smaller scale. The need to control the dynamics of many processes occurring in the marine environment has always required more effective methods of increasing the sampling rate in the space-time domain. There is a huge variety of robotic systems that have been developed to provide such measurements, and it is not surprising that they are playing an increasingly important role in the measurement of the marine environment.

There are many known designs of autonomous surface vehicles (ASVs) capable of carrying meters to monitor the characteristics of the ocean and atmospheric boundary layers. The operation of such devices can last for several days or weeks, and information from them, if necessary, can be transmitted in real time. To collect data underwater, universal platforms are widely used: Autonomous Underwater Vehicles (AUVs), which allow research in vast areas with minimal operating costs [3]. In most applications, AUVs are typically programmed to follow predetermined paths while collecting the necessary data, providing efficient representations of 3D fields.

For scientific research, robotic systems are priority tools that allow one to determine the characteristics of the dynamic processes of the marine environment, and their efficiency is steadily increasing: the density of measurements in space and time, as well as the duration and scale of tasks being performed, increases. Such systems can operate around the clock in marine conditions with little or no human intervention. The increased onboard computing power gives these systems built-in intelligence to interpret data in real time and introduce new paradigms when collecting data in the marine environment. Robotic systems benefit even more from the simultaneous use of several vehicles for the same mission: they can work in cooperation, performing independent tasks or synchronous actions.

The general principles of functioning of automated systems based on autonomous vehicles and the problems associated with the implementation of such systems were considered earlier in [4]. Continuous environmental monitoring with the use of autonomous devices allows you to monitor the environmental situation in the sea areas in real time. In work [5], the main tasks that the regional automated system of environmental monitoring of sea areas are designed to solve.
are considered and the concept of its geographically distributed clusters, called information regions, is introduced, and the conceptual appearance of the system is synthesized and the basic principles of its construction are formulated.

However, a number of issues remain unresolved related to integrated environmental monitoring systems for specific water areas. In accordance with the methodological instructions of Roshydromet [6], for a comprehensive assessment of the state of surface waters, it is necessary to control 15 obligatory hydrochemical ingredients and water quality indicators. The optimal number of ingredients considered in the evaluation process can be from 10 to 25. In addition to hydrochemical indicators, observations should include determination of water salinity, water and air temperature, speed and direction of currents and winds, transparency and color of water [7], and observations of background characteristics, for example, of the Sevastopol Bay, should be carried out regularly. It is not possible to equip autonomous devices with such a number of measuring channels; moreover, not all hydrochemical parameters have in situ sensors. Therefore, it would be expedient to assemble autonomous devices with the main hydrological measuring channels and a channel that allows obtaining an integral toxicological characteristic regardless of the nature and composition of pollutants. For example, a channel based on a biomonitoring method using the behavioral responses of native species of aquatic organisms, and primarily bivalve molluscs, can be applied [8, 9].

To solve issues related to the environmental control of the Sevastopol Bay, the task is to monitor to detect anomalies in the quantitative indicators of the marine environment, characterized by heterogeneous parametric variability, in a certain limited area using an intelligent autonomous surface robot (IASR) or robot systems.

The problem is divided into two parts: the problem of anomaly recognition and the problem of the geometric location of the control points of the route of the robots. It should be noted that our study does not cover several critical components of robotic systems, such as Nested autonomy [10, 11], underwater navigation, communications and motion control [12–14], networks of underwater oceanographic devices [15].

On the one hand, it is necessary to define a mechanism for detecting anomalies using threshold, statistical or expert assessments (adaptive sampling), and on the other hand, to locate the points of the route (stations) in such a way that the detection is carried out with the highest quality (path planning). In order for the monitoring to be carried out in the most informative way, it is necessary that the step of the stations be coordinated with the variability of the indicators of the aquatic environment and the resolution of the meters.

The first problem is of a particular nature for each specific case and depends on the degree of spatial and temporal autocorrelation (variability) of the measured parameter, the resolution and reactivity of the measuring channels and the medium itself. This problem is best solved in the presence of a model of the environment that most fully describes the dynamics of all processes and allows assimilation of data in real time [16]. However, such models do not exist for all water areas, and their creation is a very time-consuming task that requires a huge array of pre-collected data.

A typical scenario of use includes the following stages: collection and structuring of monitoring data of the area of interest to the researcher over a long period; determination of a map of monitoring intervals, providing maximum information content for each station; survey of data with primary meters in accordance with the map; adaptive map correction of optimal intervals.

The classical problem of the optimal geometric location of route points (patrolling problem) is reduced to finding such a set of geometric route points that guarantee an effective solution to the monitoring problem. In the context of this article, the given initial conditions require redefining the very formulation of the problem, approaches to its solution and the concept of the effectiveness of solving the problem.

Due to the fact that the IASR is equipped with point meters of environmental indicators, its coverage (visibility) area at a point \((x, y)\) depends on the variability of the environment and is determined by the ratio
\[ R_c(x, y) = \frac{r_{\text{max}} \cdot \xi}{\sqrt{\left( \frac{\partial z}{\partial x} \right)^2 + \left( \frac{\partial z}{\partial y} \right)^2}}, \]  

where \( r_{\text{max}} \) is the upper limit of the measuring range; \( \xi \) - relative error of the measuring channel; \( z = f_r(x, y) \) - the value of the measured parameter at point \((x, y)\), calculated using the regression equation of two variables.

Considering that the results generated by the model at this stage of its development will be used as input parameters in the route control system using the characteristics of wind speed and current, it is the formation of the field of optimal intervals for the location of stations that will be optimal, and not the search for specific points in the monitoring area. Using this field, it will be possible to find such an arrangement of stations that covers the entire monitoring area with a visibility zone and at the same time meets the criteria for a minimum for the number of stations, the total time of visiting all stations, energy consumption, taking into account the direction and speed of the wind, and other integral characteristics.

**Software modeling.** To test the developed algorithm, a software model was built, which allows a number of experiments to be carried out and the main indicators of the temporal and spatial variability of the environment to be calculated, and control maps of the optimal density of the station location to be generated.

A processed area of the terrain map containing the field of observation of the measured parameter corresponding to the monitoring area is received at the input of the program. Coverage areas for each robot are calculated based on the reference characteristics of the measuring channels and the gradient field of the medium. Obstacles and coastline do not affect coverage areas.

В результате анализа всех характеристик среды, поддающихся измерениям \textit{in situ} As a result of the analysis of all the characteristics of the medium that can be measured in situ, the concentration of dissolved oxygen has the greatest variability and measurement accuracy. Let us consider the application of the algorithm on the map of the field of distribution of dissolved oxygen in the surface layer in the bay of Sevastopol, in the period from 1998 to 2007 [17], which has the form (Figure 1).

![Distribution of dissolved oxygen](image)

**Fig. 1.** Distribution of dissolved oxygen (ml / l) in the surface layer of the bay of Sevastopol, visualization was carried out according to the data of the atlas of oceanographic characteristics of the Sevastopol bay, MGI, 2010

A feature of gradient methods with a high sensitivity to changes in the parameters of the medium is the extremely high dependence of the quality of the solution on the step of the computational grid. With the same density of the grid defining the factor space, their error is an order of magnitude greater than when using the methods for estimating the absolute values of the field. Therefore, to simplify further calculations and improve their quality, we select the central region of the observation field (highlighted by a dotted line) and increase the density of the di-
imensional grid. To do this, we describe a given set of points (Fig. 2 a) by two mathematical models specified in the form of a biquadratic regression equation, and the same, but with flexible threshold smoothing (Fig. 2 b, c).

It is assumed that the region $D \subset R_2$ and the rule defining the mapping $M(x, y) \in D \rightarrow w \in R_1$ are set, at $n$ arbitrarily specified points according to which each point $M$ is assigned the number $w$ according to rule $f$. Then the scalar field is expressed by the function $w = f(M) = f(x, y)$. The mathematical model in general form can be set in the form of rule $f_r$ such that satisfies condition (2), represented in the form

$$f(M(x, y)) = f_r(M(x, y))$$

$$\forall x \in X, y \in Y,$$

whereby $f_r$ is defined for the entire $M(x, y) \in D$ area.

Let us define the first implementation of $f_r$ as a biquadratic regression equation in two variables $(x, y)$ (3), to find its $a \in A$ coefficients by the gradient descent method, we find the minimum of the residual function (4), (5).

$$f_r(x, y) = a_0 + a_1x + a_2y + a_3xy + a_4x^2 + a_5y^2 + a_6x^2y + a_7xy^2 + a_8x^2y^2,$$

$$F(a) = \sum_{i=0}^{n}(f(x_i, y_i) - f_m(x_i, y_i))^2,$$

$$F(a) \rightarrow \min.$$

As seen in Fig. 2 b, the value of the biquadratic regression equation, despite satisfying the condition of the minimum discrepancy (4), in some areas in the boundary of the domain of definition significantly goes beyond the oceanographic range. To solve this problem, we will implement a flexible threshold smoothing of the function when it goes beyond the boundary values of the original function in the form (5).

In this case, $f_r$ it is formed as a functional from $f_r$, when the value $f_r$ goes beyond $\max f(x, y)$ or $\min f(x, y)$, the function is compressed to its nearest boundary, the surface graph of which is shown in (Fig. 2 c).

$$f_l(x, y) = \begin{cases} \max f(x, y) + \frac{1}{f_r(x, y) - \max f(x, y) + \beta}, & \text{если } f_r(x, y) \geq \max f(x, y) \\ \min f(x, y) - \frac{1}{\min f(x, y) - f_r(x, y) + \beta}, & \text{если } f_r(x, y) \leq \min f(x, y) \\ f_r(x, y), & \text{иначе} \end{cases}$$
Let us construct a gradient field obtained by the \( f_i \) regression model and, in accordance with (1) at each node of this field, calculate the coverage area of the meter. For clarity of the obtained result, we will project the resulting field onto a map of the area (Fig. 3). In this example, as an example of the resolution, measuring channels equal to 0.01 ml/l are used, for example, the Seabird SBE 43 dissolved oxygen sensor [18].

The resulting coverage area displays at what interval it is optimal to take measurements in each specific area.

**Conclusion.** The proposed conceptual model of a system for monitoring the main parameters of the aquatic environment, built on the basis of a distributed system of small-sized intelligent autonomous surface and underwater robots, differs from existing prototypes in that it allows automated comprehensive monitoring of the main parameters of the environment throughout the entire field of observation.

The operation of the algorithm for constructing maps of the optimal intervals for measuring the parameters of the aquatic environment is illustrated by the example of constructing a heat map for measuring the dissolved oxygen in the surface layer of the bay of Sevastopol. This can serve as a confirmation of the work of the intelligent decision support system when organizing...
the optimal process of station location.

The constructed maps of optimal measurement intervals can serve as input material for the development of IASR control systems when solving problems of time optimization, energy saving and the number of stations.

The proposed approach to solving the problem of monitoring the aquatic environment using a decentralized IASR network has the following advantages: scalability, flexibility, promptness of deployment and collapse, self-organization, the ability to create a wide field of view by changing the number of IASR.

The proposed model was developed for use in adoption support systems for continuous automated control of the IASR monitoring process without the participation of operators, which, due to the systematic data collection, allows one to obtain new scientific results.

The study was funded by Russian Foundation for Basic Research and Government of the Sevastopol according to the research project No. 18-48-920018/18.
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