Nonlinear response induced by Ferromagnetism in a Noncentrosymmetric Kondo Lattice system
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Recently, nonlinear responses have been actively studied in both experiments and theory. Particularly interesting are inversion-symmetry broken systems, where an even-order nonlinear electrical conductivity can be nonzero, resulting in nonreciprocity. Second-order nonlinear conductivities attract much attention because of their sensitivity to detect inversion-symmetry breaking in materials and their functionalities. However, while the nonlinear response has been actively studied in noninteracting systems for a long time, the nonlinear response in strongly correlated materials is still poorly understood. This paper analyzes the nonlinear conductivity in a correlated noncentrosymmetric system, namely a Kondo lattice system with Rashba type spin-orbit coupling. We mainly focus on the ferromagnetic phase, in which the second-order nonlinear conductivity becomes finite. Remarkably, we find that the second-order conductivity becomes only finite perpendicular to the ferromagnetic magnetization and has a strong spin dependence; due to a gap at the Fermi energy for one spin direction, the linear and nonlinear conductivity is only finite for the ungapped spin direction. Finally, we analyze sign changes in the nonlinear conductivity, which can be explained by a combination of correlation effects and the energetic shift due to the occurring ferromagnetism.

I. INTRODUCTION

Systems with strong spin-orbit coupling (SOC) have attracted broad interest in condensed matter physics, atomic physics, and others due to various exciting phenomena [1, 2]. SOC is a relativistic effect that is usually small in solids. However, in f-electron systems, which include heavy elements, SOC can become strong. Recently, SOC in inversion-symmetry broken systems has been energetically studied in condensed matter physics, where the antisymmetric SOC (ASOC), e.g., the Rashba-type SOC, can appear [2]. Besides intrinsic noncentrosymmetric systems [3], ASOC appears at interfaces of different two-dimensional (2D) materials, where the inversion symmetry is broken perpendicular to the interface [4–6]. ASOC locks the spin of the electrons at each momentum, making it possible to manipulate the spin of the electrons by applying an electric field or electric current [7, 8], which can be used in spintronic devices. For example, an electric field or electric current can induce a magnetization in materials with ASOC, which is known as the magnetoelectric effect or Edelstein effect [9]. ASOC also plays a vital role in topological materials [10] because ASOC hybridizes orbitals with different parity in the Brillouin zone except for high symmetry momenta, resulting in a nontrivial band structure.

Besides in spintronics applications, inversion symmetry breaking plays an essential role in the observation of nonlinear responses. DC nonlinear responses have been studied for decades such as the electric magnetochiral anisotropy which is observed in polar systems [11–18], chiral systems [19–23], Weyl semimetals [24], superconductors [25], and has been analyzed theoretically in Ref. [26]. Furthermore, nonlinear second-order optical responses, including the shift current and second harmonic generation (SHG), have attracted great interest because they provide rich information about the band structure, especially the geometrical aspect. The shift current is a DC current proportional to $E(\omega)E(-\omega)$, related to the difference in the Berry connection between different bands [27–29]. SHG is an AC current where the frequency is $2\omega$ proportional to $E(\omega)E(\omega)$. A large SHG is observed, for example, in the Weyl semimetal, TaAs [30]. In addition, nonlinear optical responses related to the Berry curvature [31], or the Berry curvature dipole [32] have been discussed.

An intriguing example of a DC nonlinear response appearing in inversion symmetry broken materials is the nonreciprocal current [33], where the absolute value of the current depends on the direction of the electric field. This is a well-known phenomenon in p-n junctions but can also be realized in bulk systems when the inversion symmetry is broken. If the current $J$ is expanded in the DC electric field as $E$, $J = \sigma^{(1)}E + \sigma^{(2)}E^2 + \cdots$, a finite second-order conductivity, $\sigma^{(2)}$ can appear in noncentrosymmetric systems resulting in nonreciprocity.

Nonlinear responses are mainly studied in noninteracting systems but are less well understood in interacting systems. Remarkably, a giant nonlinear Hall effect has been recently observed in a strongly correlated material, Ce$_2$Bi$_4$Pd$_3$ [34]. The magnitude of the observed nonlinear Hall effect has been explained by the renormalization effect due to strong correlations [35, 36]. These experimental results and subsequent theoretical calculations show that nonlinear responses can be strongly enhanced in correlated materials. Thus, noncentrosymmetric correlated materials appear as an exciting platform to study nonlinear responses experimentally and theoretically.

Motivated by these previous studies observing a large nonlinear response in strongly correlated materials, we...
focus in this study on other correlation-induced phenomena, namely, magnetism and the Kondo effect. We examine magnetism and its impact on the nonreciprocal response in a noncentrosymmetric $f$ electron system; in particular, we study ferromagnetism in a Kondo lattice system with Rashba-type SOC. First, we analytically derive the behavior of the nonlinear conductivity induced by the ferromagnetic state using the Boltzmann equation. We find that the nonlinear conductivity is induced by the Rashba-type SOC combined with ferromagnetism; a ferromagnetic magnetization is essential to observe it. Furthermore, the nonlinear current is perpendicular to the ferromagnetic magnetization. Second, we microscopically analyze ferromagnetism, the linear and nonlinear conductivity using dynamical mean-field theory (DMFT) \cite{37,39}. We obtain the ferromagnetic phase diagram and the dependence of the conductivity on the temperature and magnetization. We show that the density of states has a gap for the majority spin direction in the ferromagnetic state. Thus, the conductivity strongly depends on the spin direction. In addition, we find that the nonlinear conductivity exhibits sign changes depending on the temperature and the interaction strength. One sign change is driven by the magnetic energy shift and the temperature and the interaction strength. One sign change is driven by the magnetic energy shift and the interaction strength. One sign change is driven by the magnetic energy shift and the interaction strength. One sign change is driven by the magnetic energy shift and the interaction strength. One sign change is driven by the magnetic energy shift and the interaction strength. One sign change is driven by the magnetic energy shift and the interaction strength.

The rest of the paper is organized as follows: In Sec. IV, we introduce our model Hamiltonian, namely the periodic Anderson model with a Rashba-type SOC. In Sec. III, we derive the Kondo Lattice model with a Dzyaloshinskii-Moriya interaction and calculate the linear and second-order conductivity using the Boltzmann equation. In Sec. IV, we microscopically analyze the ferromagnetic phase and the conductivity using DMFT. Finally, in Sec. V we summarize our results.

II. MODEL

We use a two-dimensional periodic Anderson model to analyze the effect of magnetism of localized electrons on the conductivity of itinerant electrons. We introduce a Rashba-type spin-orbit coupling (SOC) originating from an inversion symmetry breaking, which is necessary to observe a nonreciprocal current. Although we here use a two-dimensional system for simplicity, we believe that our results remain valid for three-dimensional noncentrosymmetric systems. Thus, our model can be understood as a simplified version of a 3D noncentrosymmetric $f$ electron material \cite{40,41} or a single layer of the recently studied $f$ electron superlattices \cite{42,43}, where the inversion symmetry is broken at the interface between different materials. Our model Hamiltonian reads

$$ H = H_c + H_f + H_{cf1} + H_{cf2} $$

$$ H_c = \sum_{k\sigma} \varepsilon_{k\sigma} c_{k\sigma}^\dagger c_{k\sigma} $$

$$ H_f = \varepsilon_f \sum_{j\sigma} f_{j\sigma}^\dagger f_{j\sigma} + U \sum_j n_{fj\uparrow} n_{fj\downarrow} $$

$$ H_{cf1} = V \sum_{k\sigma} (c_{k\sigma}^\dagger f_{k\sigma} + f_{k\sigma}^\dagger c_{k\sigma}) $$

$$ H_{cf2} = V' \sum_{k\sigma\sigma'} ((i d_k \cdot \sigma_{\sigma\sigma'}) c_{k\sigma}^\dagger f_{k\sigma'} + (-i d_k^* \cdot \sigma_{\sigma\sigma'}) f_{k\sigma}^\dagger c_{k\sigma'}) $$

$$ d_k = -i (\sin k_y, -\sin k_x), $$

where $c_{k\sigma}^{(t)}$, $f_{k\sigma}^{(t)}$ are annihilation (creation) operators of itinerant $c$ electrons and localized $f$ electrons for momentum $k$ and spin $\sigma$. $n_{fj\sigma} = f_{j\sigma}^\dagger f_{j\sigma}$ is the number operator for spin $\sigma$ on the $j$-th site, and $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ are the Pauli matrices. We consider a square lattice, where the $c$ electrons have a dispersion as $\varepsilon_{k\sigma} = -2t (\cos k_x + \cos k_y) + \varepsilon_c$, and the $f$ electron band is flat. Here, $t$ is the hopping constant, $\varepsilon_{c(f)}$ is the onsite potential of the $c(f)$ electrons, $U$ is a local interaction between $f$ electrons, $V$ describes a local hybridization between the $c$ and $f$ electrons, and $V'$ describes a nonlocal hybridization between the $c$ and $f$ electrons, which represents a Rashba-type SOC.

We analyze the linear and nonlinear conductivity of this model by using two different methods, namely, the semiclassical Boltzmann equation and the dynamical mean-field theory (DMFT), using Green’s functions to calculate the conductivity. The Boltzmann equation gives an intuitive understanding of the scattering of the electrons and the conditions/constraints to observe a nonreciprocal current. However, the Boltzmann equation includes some severe approximations for the interactions and lifetime of the electrons, which lead us to use DMFT to calculate a self-consistent self-energy of this correlated system and the Green’s function method to calculate the linear and second-order nonlinear response.

III. BOLTZMANN EQUATION

A. Formalism

To study the transport properties of this model using the semiclassical Boltzmann equation, we first map the periodic Anderson model on a Kondo lattice model. By assuming a half-filled $f$ electron level and $U \gg V, V'$, we describe the $f$ electrons as localized spins. By using second-order perturbation theory \cite{45} in the local and non-local hybridizations $V, V'$, we find the following effective Hamiltonian in leading order:

$$ H = H_c + H_f + H_{cf1} + H_{cf2} $$

$$ H_c = \sum_{k\sigma} \varepsilon_{k\sigma} c_{k\sigma}^\dagger c_{k\sigma} $$

$$ H_f = \varepsilon_f \sum_{j\sigma} f_{j\sigma}^\dagger f_{j\sigma} + U \sum_j n_{fj\uparrow} n_{fj\downarrow} $$

$$ H_{cf1} = V \sum_{k\sigma} (c_{k\sigma}^\dagger f_{k\sigma} + f_{k\sigma}^\dagger c_{k\sigma}) $$

$$ H_{cf2} = V' \sum_{k\sigma\sigma'} ((i d_k \cdot \sigma_{\sigma\sigma'}) c_{k\sigma}^\dagger f_{k\sigma'} + (-i d_k^* \cdot \sigma_{\sigma\sigma'}) f_{k\sigma}^\dagger c_{k\sigma'}) $$

$$ d_k = -i (\sin k_y, -\sin k_x), $$

where $c_{k\sigma}^{(t)}$, $f_{k\sigma}^{(t)}$ are annihilation (creation) operators of itinerant $c$ electrons and localized $f$ electrons for momentum $k$ and spin $\sigma$. $n_{fj\sigma} = f_{j\sigma}^\dagger f_{j\sigma}$ is the number operator for spin $\sigma$ on the $j$-th site, and $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ are the Pauli matrices. We consider a square lattice, where the $c$ electrons have a dispersion as $\varepsilon_{k\sigma} = -2t (\cos k_x + \cos k_y) + \varepsilon_c$, and the $f$ electron band is flat. Here, $t$ is the hopping constant, $\varepsilon_{c(f)}$ is the onsite potential of the $c(f)$ electrons, $U$ is a local interaction between $f$ electrons, $V$ describes a local hybridization between the $c$ and $f$ electrons, and $V'$ describes a nonlocal hybridization between the $c$ and $f$ electrons, which represents a Rashba-type SOC.

We analyze the linear and nonlinear conductivity of this model by using two different methods, namely, the semiclassical Boltzmann equation and the dynamical mean-field theory (DMFT), using Green’s functions to calculate the conductivity. The Boltzmann equation gives an intuitive understanding of the scattering of the electrons and the conditions/constraints to observe a nonreciprocal current. However, the Boltzmann equation includes some severe approximations for the interactions and lifetime of the electrons, which lead us to use DMFT to calculate a self-consistent self-energy of this correlated system and the Green’s function method to calculate the linear and second-order nonlinear response.
\[ H_{\text{eff}} = H_0 + H_1 + H_2 \]  
(7) 
\[ H_0 = \sum_{k\sigma} \varepsilon_{k} c_{k\sigma}^{\dagger} c_{k\sigma} \]  
(8) 
\[ H_1 = J_1 \sum_{k'k'j} e^{-i(k' - k) \cdot r} S_{k'k}^{c} \cdot S_{j}^{f} \]  
(9) 
\[ H_2 = J_2 \sum_{k'kj} e^{-i(k' - k) \cdot r} g_{k'k} \cdot (S_{k'k}^{c} \times S_{j}^{f}) \]  
(10) 
\[ g_{k'k} = d_{k'} - d_{k}, \]  
(11) 
where \( S_{k'k}^{c} = \frac{1}{2} c_{k'\sigma}^{\dagger} \sigma_{\sigma'\sigma} c_{k\sigma} \) and \( S_{j}^{f} = \frac{1}{2} f_{j}^{\dagger} \sigma_{\sigma'\sigma} f_{j} \) are spin operators, and \( J_1 = 8V/\mu J_2 = 8VV'/U \). In addition to a conventional Kondo interaction in Eq. (9), we obtain a Dzyaloshinskii-Moriya(DM) interaction between the \( c \) and \( f \) electrons in Eq. (10) induced by the Rashba-type SOC. We note that the DM interaction is parity-odd \((g_{k'k} = -g_{k'k})\), which can cause a nonreciprocal current.

We now use the semiclassical Boltzmann equation \[20\] to calculate the conductivity in the Kondo lattice model. In the steady state, the semiclassical Boltzmann equation reads

\[ cE \cdot \nabla k f_{k\sigma} = \sum_{k'\sigma',\sigma} \left( W_{k\sigma,k'\sigma'} f_{k'\sigma'} (1 - f_{k\sigma}) - W_{k'\sigma',k\sigma} f_{k\sigma} (1 - f_{k'\sigma'}) \right), \]
(12)
where \( c < 0 \) is the elementary charge, and \( E = (E_x, E_y, E_z) \) is an electrical field. \( f_{k\sigma} \) is the nonequilibrium distribution function which is changed from the equilibrium Fermi distribution function by the electric field and the interactions. We use the first Born approximation on the scattering rate, \( W_{k\sigma,k'\sigma'} = 2\pi |\langle k\sigma \rangle H_{\text{int}} | k'\sigma' \rangle |^2 \delta_{\varepsilon_{k\sigma} - \varepsilon_{k'\sigma'}}, \) where \( c \) electrons are scattered by the interaction, \( H_{\text{int}} \), from \( |k\sigma\rangle \) to \( |k'\sigma'\rangle \). We divide the scattering rate into a symmetric part \( W_{k\sigma,k'\sigma}, \) and an antisymmetric part \( W_{k\sigma,k'\sigma'} \), with respect to inversion \((k \rightarrow -k)\). Then, we approximate the symmetric part by a relaxation time \( \tau \). Previous works \[26, 46\] have shown that the antisymmetric part of the scattering rate can result in a nonreciprocal current. The Boltzmann equation becomes

\[ cE \cdot \nabla k f_{k\sigma} = -\frac{f_{k\sigma} - f_{k\sigma}^0}{\tau} + \sum_{k'\sigma'} W_{k\sigma,k'\sigma'} (f_{k'\sigma'} - f_{k\sigma}). \]
(13)
Here, \( f_{k\sigma}^0 = 1/(e^{\varepsilon_{k\sigma}/\tau} + 1) \) is the equilibrium Fermi distribution function.

\[ W_{k\sigma,k'\sigma'} = -2\pi i J_1 J_2 \left\{ g_{k'k} \cdot M - \sigma \delta_{\sigma,\sigma'} \sum_{j} \cos((k' - k) \cdot (r_j - r_i)) (g_{xj} S_{zi}^{f} - g_{yj} S_{zj}^{f} - g_{yj} S_{zj}^{f}) \right\} \delta(\varepsilon_{k} - \varepsilon_{k'}). \]
(14)

Here, \( M = \sum_{j} \langle S_{j}^{f} \rangle \) is the magnetization of the localized \( f \) electrons, \( g_{k'k} = (g_{x}, g_{y}, g_{z}) \), \( \{ A, B \} = AB + BA \) the anti-commutator, and \( \sigma = - \sigma \). The coefficient \( J_1 J_2 \) in Eq. (14) demonstrates that the conventional Kondo interaction and the DM interaction are necessary to generate a finite antisymmetric scattering rate.

Because the second term is proportional to the magnetization of the noninteracting \( c \) electrons, \( \sim \sigma \), it can be expected to be small compared to the first term involving the magnetization of the strongly correlated \( f \) electrons. Thus, in the following, we focus on the first term in Eq. (14). This assumption is later confirmed using DMFT. We then solve the Boltzmann equation and calculate the nonequilibrium distribution function by expanding in the order of the electric field and the antisymmetric scattering rate: \( f_{k\sigma} = f_{k\sigma}^0 + \sum \delta f_{i,j}^{(i,j)}, \) \( \delta f_{i,j}^{(i,j)} \) includes the \( i \)-th order of \( E \) and the \( j \)-th order of \( W_{k\sigma,k'\sigma'} \). The electric current calculated in the first order of \( M \) is then given by

\[ J = e \sum_{k\sigma} \frac{\partial \varepsilon_{k}}{\partial k} \delta f_{k\sigma}. \]
(15)

For simplicity, we assume that the \( c \) electron band has a hyperbolic dispersion, \( \varepsilon_{ik} \approx k^2 \mu^2 - \mu \) \((\mu > 0)\), and the Rashba-type SOC is linearized, \( g_{k'k} = -i(k'_{x} - k_{x}, -k'_{y} - k_{y}, k'_{z} + k_{z}) \). This assumption is justified when the \( c \) electrons are low-filled. We later confirm the existence of a ferromagnetic phase for this situation using DMFT.

A symmetry analysis of the system within the Boltzmann equation yields several restrictions for the conductivity. When \( M_{x} \neq 0, M_{y} = M_{z} = 0 \), the system has mirror symmetry, \((x, y, z) \rightarrow (-x, y, z)\). Thus, the conductivity containing an odd number of \( x \)-indices must vanish. The same holds for the \( y \)-direction. In addition, the Hamiltonian has another mirror symmetry,
M : (x, y, z) → (−x, −y, z), \(MH(M_x, M_y, M_z)M^{-1} = H(−M_x, −M_y, M_z)\). This symmetry restricts the
dependence of the conductivity on the magnetization as \(\sigma_{ij}(M_x, M_y, M_z) = \sigma_{ij}(−M_x, −M_y, M_z)\) and
\(\sigma_{ijk}(M_x, M_y, M_z) = −\sigma_{ijk}(−M_x, −M_y, M_z)\), where \(i, j, k \in \{x, y\}\). Thus, the linear conductivity is even in \(M_x\) and \(M_y\), and the second-order conductivity is odd.
The linear conductivity is hardly affected by the magnetization because it depends in leading-order on \(M^2\).
Furthermore, the second-order conductivity can only be nonzero in the presence of a ferromagnetic magnetization.

Calculating the conductivity using the Boltzmann equation, we use that the current is related to the con-
ductivity by \(J_i = \sigma_{ij}E_j + \sigma_{ijk}E_jE_k + \cdots\). Then, the linear conductivity becomes

\[
\sigma^{(1)} = \begin{pmatrix}
\sigma_{xx} & \sigma_{xy} \\
\sigma_{yx} & \sigma_{yy}
\end{pmatrix} \simeq \begin{pmatrix}
\frac{e^2\mu}{\pi} & 0 \\
0 & \frac{e^2\mu}{\pi}
\end{pmatrix},
\]

and the second-order conductivity becomes

\[
\sigma^{(2)} = \begin{pmatrix}
\sigma_{xxx} & \sigma_{xxy} \\
\sigma_{yx} & \sigma_{yyy}
\end{pmatrix} \simeq \frac{6im\mu}{\pi}(\tau e)^3J_1J_2\begin{pmatrix}
M_y & M_y \\
M_x & −M_x
\end{pmatrix}.
\]

We see that the nonlinear conductivity depends on the product of \(J_1 = 8V^2/U\) and \(J_2 = 8VV'/U\). An interesting
feature of the second-order conductivity is that it becomes only finite in the direction perpendicular to the
magnetization without regard for the direction of the electric field. Thus, we can control the direction of the
nonreciprocal current by controlling the direction of the magnetization. This characteristic is unique to a bulk
system, which cannot be realized in a junction.

IV. MICROSCOPIC ANALYSIS USING DMFT

A. DMFT and the Green’s function method for the conductivity

Because the Boltzmann equation includes some severe approximations for the interactions and lifetime of the
electrons, we next use DMFT \cite{37, 39} to calculate a self-consistent self-energy of this correlated system and
the Green’s function method to calculate the linear and second-order nonlinear conductivity \cite{35}. DMFT maps
the lattice model onto a quantum impurity model that has to be solved self-consistently. To calculate the self-
energy of the impurity model, we use the numerical renormalization group (NRG) \cite{17, 38}. NRG is an accurate
tool to calculate self-energies of correlated impurity models with high accuracy at the Fermi energy \cite{19, 50}. DMFT combined with the Green’s function method is a valuable tool for microscopic analysis of correlated electron systems.

After having calculated a self-consistent self-energy of the system in the ferromagnetic state, we analyze the
linear and nonlinear conductivity. We calculate the conductivity using the Green’s function method in both the
ordered phase and disordered phase. At finite temperature, the linear DC conductivity and the second-order
dC conductivity read \cite{35}

\[
\sigma_{ij} = \int_{−\infty}^{∞} \frac{dω}{2π} \int_{BZ} \frac{dk}{(2π)^2} \left\{ \left( −\frac{∂f(ω)}{∂ω} \right) ReTr \left( J_iG^R(ω)J_jG^A(ω) \right) - 2f(ω)ReTr \left( J_i \frac{∂G^R(ω)}{∂ω} J_jG^R(ω) \right) \right\},
\]

\[
\sigma_{ijk} = -4 \int_{−\infty}^{∞} \frac{dω}{2π} \int_{BZ} \frac{dk}{(2π)^2} \left\{ \left( −\frac{∂f(ω)}{∂ω} \right) ImTr \left( J_i \frac{∂G^R(ω)}{∂ω} J_jG^R(ω) J_kG^A(ω) + J_i \frac{∂G^R(ω)}{∂ω} J_jG^A(ω) J_kG^R(ω) \right) \right\} + 2 \int_{−\infty}^{∞} \frac{dω}{2π} \int_{BZ} \frac{dk}{(2π)^2} \left\{ f(ω)ImTr \left( 2J_i \frac{∂G^R(ω)}{∂ω} \frac{∂G^R(ω)}{∂ω} J_jG^R(ω) + J_i \frac{∂G^R(ω)}{∂ω} \frac{∂G^R(ω)}{∂ω} J_jG^R(ω) \right) \right\},
\]

where \(f(ω) = 1/(e^{βω} + 1)\) is the Fermi distribution function, \(J_i = \partial H(k)/∂k_i\) and \(J_{ij} = \partial^2 H(k)/∂k_i∂k_j\) are
velocity operators, and \(G^{R/A}\) are the retarded and advanced Green’s functions. This equation includes
correlation effects via the self-energy, \(G^R(ω, k) = 1/(ω − H_0(k) − Σ(ω))\). However, it neglects the momentum
dependence of the self-energy and vertex corrections. Furthermore, we add a small imaginary constant \(iη = i10^{-3}\)
to the self-energy, which can be interpreted as a dissipa-
tion effect arising from impurities.

B. Ferromagnetism

Motivated by the results obtained from the semiclassical Boltzmann equation, we study the ferromagnetic
phase in a two-dimensional periodic Anderson model, including a Rashba-type SOC using DMFT. We note that
the Rashba-type SOC is included in the single-particle part of the Hamiltonian, affecting various physical quan-
tities. We use the following parameters: \(c_e^2/t = 3.6, c_f = −U/2, V/t = 1.0, V'/t = 0.1,\) and vary the in-
teraction strength, \(U\), and the temperature, \(T\).
FIG. 1. (a) Ferromagnetic phase diagram showing the magnetization of the $f$ electrons for various temperatures, $T$, and interaction strengths, $U$. The direction of the magnetization is in the $x$-direction. Panels (b) and (c) show the magnetization in the $x$-direction of the $f$ electrons, $n^f_↑ - n^f_↑$, and $c$ electrons $n^c_↑ - n^c_↑$, respectively. In panel (d), we show $n^c_↑ + n^f_↑$, which is called commensurability in the main text. The data is obtained using DMFT for $\varepsilon_c/U = 3.6$, $\varepsilon_f = -U/2$, $V/t = 1.0$, $V'/t = 0.1$ and $t = 0.05$.

In Fig. (a), we show the ferromagnetic phase diagram with magnetization in the $x$-direction of the $f$ electrons for various temperatures and interaction strengths. The number of $c$ electrons for these parameters smoothly changes between 0.13 ($U/t=4.0$) and 0.21 ($U/t=1.2$). The ferromagnetic transition temperature takes the maximum value around $U/t = 2.4$. The transition temperature decreases from $U/t = 2.4$ with decreasing interaction strength, and the order parameter vanishes at $U/t = 1$. At weak interaction strengths, the double occupancy of the $f$ electrons, $\langle n^f_↑ n^f_↑ \rangle$, is large, as shown in Fig. 2. Thus, the $f$ electrons strongly hybridize with the $c$ electrons and are itinerant. This absence of local magnetic moments explains the vanishing of the ferromagnetic phase at weak interactions. On the other hand, increasing the interaction strength from $U/t = 2.4$, we see that the transition temperature also slowly decreases. In this region, the double occupancy is small, and the $f$ electrons are half-filled. Thus, in this regime, $f$ electrons are localized and can be well described as localized spins as assumed in the Kondo lattice model. However, as the exchange interaction between $c$ and $f$ electrons is proportional to $1/U$, the transition temperature decreases for strong interaction strengths. The obtained phase diagram resembles the Doniach phase diagram [51].

In Figs. (b) and (c), we show the magnetization of the $f$ and $c$ electrons in the ferromagnetic phase for different temperatures and interaction strengths. We clearly see that the ferromagnetic transition of the $c$ electrons and $f$ electrons occurs at the same temperature. However, the magnetization of the $f$ electrons is much larger than that of the $c$ electrons, justifying the approximation made for the asymmetric scattering rate in the Boltzmann equation above. The magnetization of the $c$ electrons is small because they are noninteracting and low-filled.

Previous studies [52]–[61] have shown that a ferromagnetic phase exists in the SU(2)-symmetric Kondo lattice model for low-filled $c$ electrons at zero temperature. Our results obtained here show that a ferromagnetic phase with magnetization in the $x$-direction exists even for weak Rashba-type SOC in the periodic Anderson model. However, we note that DMFT does not converge for strong Rashba-type SOC, and the ferromagnetic phase disappears. More complicated magnetic states, such as a chiral magnet, can be expected in the strong SOC regime. However, the analysis of magnetic states in the strong SOC regime goes beyond the scope of this study.

In Fig. 3, we show the density of states (DOS) of the $c$ and $f$ electrons with spin quantization axis in the $x$-direction in the ferromagnetic phase at $T/t = 0.2 \times 10^{-2}$ for various interaction strengths. Consistent with Fig. 1, we observe that most spectral weight of the $f$ electrons below the Fermi energy is in the $x$–up direction. We see sharp peaks in the $f$ electron spectrum near the Fermi energy, especially at weak interaction strengths. These peaks are formed below the Kondo temperature by hybridization between the $c$ and $f$ electrons. Due to the localization of the $f$ electrons, the hybridization between the $c$ and $f$ electrons becomes weak for strong interaction strengths, and these peaks diminish. Previous works [57], [58] have found similar results showing that...
FIG. 3. Density of states (DOS) of the (a) $c_{\uparrow}$-electrons, (b) $c_{\downarrow}$-electrons, (c) $f_{\uparrow}$-electrons and (d) $f_{\downarrow}$-electrons. Parameters are the same as in Fig. 1. The temperature is $T/t = 0.2 \times 10^{-2}$.

FIG. 4. (a) Longitudinal linear conductivity, $\sigma_{xx}$, for various temperatures and interaction strengths. For a better visibility, we show the conductivities $\sigma_{xx}$ and $\sigma_{yy}$ for $U/t = 1.2$ (b) and $U/t = 4.0$ (c). The shaded region corresponds to the ferromagnetic phase. The insets are magnifications above the ferromagnetic transition temperature. Parameters are the same as in Fig. 1.

C. Conductivities

Next, we calculate the longitudinal linear conductivity for various temperatures and interaction strengths. We show the linear conductivity $\sigma_{xx}$ over $U$ and $T$ in Fig. 4(a). For better visibility, we show the dependence of the conductivities $\sigma_{xx}$ and $\sigma_{yy}$ on the temperature for $U/t = 1.2$ (b) and $U/t = 4.0$ (c). It becomes clear that the linear conductivity is enhanced by ferromagnetism and increases with increasing magnetization.

This is rather remarkable, as the DOS around the Fermi energy decreases with increasing interaction strength, as shown in Fig. 3. However, this increase in the linear conductivity can be explained by a change of the Fermi surface due to the ferromagnetic magnetization and the Kondo effect. The energetical shift of the bands for different spin directions and the hybridization between $c$ and $f$ electrons results in a Fermi surface increasing the product of the velocity operator and the Green’s function at the Fermi energy in Eq. (18), thus, increasing the conductivity. Furthermore, we see that $\sigma_{xx}$ and $\sigma_{yy}$ develop a small difference in the ferromagnetic phase, as shown in Fig. 4(b) and (c), while they are equal in the paramagnetic phase. This difference can be explained by the magnetization in the $x$-direction and the Rashba SOC, resulting in different scattering processes in the $x$- and $y$-direction. In Fig. 4(b) (and its inset), which shows the conductivity for small interaction strengths, we see that the linear conductivity increases with decreasing temperature above the transition temperature. This increase can be explained by a Kondo temperature that is larger than the ferromagnetic transition temperature. Thus, the scattering rate decreases with decreasing temperature, resulting in an increase in the conductivity. On the other hand, in Fig. 4(c) (and its inset), which shows the conductivity for a strong interaction strength, the...
conductivity above the transition temperature decreases with decreasing temperature. The Kondo temperature is below the ferromagnetic transition temperature so that Kondo scattering is strong. This difference in the conductivities also agrees with the conclusions drawn above from the density of states.

Next, we calculate the longitudinal nonlinear conductivity at various temperatures and interaction strengths, as shown in Fig. 5. It becomes clear that a second-order conductivity appears only in the ferromagnetic phase. Furthermore, for magnetization in the z-direction, only the longitudinal nonlinear conductivity $\sigma_{yyz}$ is finite. This is due to the symmetry constraints, as discussed in Sec. III B. The second-order nonlinear conductivity can only occur perpendicular to the magnetization. We show the details of the nonlinear conductivity depending on the temperature in Fig. 5(b). It is immediately apparent that the nonlinear conductivity first becomes finite at high temperatures in the ferromagnetic phase and is negative. Decreasing the temperature, we see that the magnitude of the nonlinear conductivity reaches a maximum at a finite temperature. When the temperature is further decreased, the magnitude of the nonlinear conductivity decreases. For strong interaction strengths, the sign of the nonlinear conductivity changes at very low temperatures. We will analyze this sign change in more detail below.

Furthermore, the gap in the DOS of the x-up electrons for strong interaction strengths and low temperatures influences the linear and nonlinear conductivity resulting in spin-dependent conductivities. In order to analyze this spin dependence, we calculate the nonlinear conductivity for spin polarized currents $J_{y\uparrow} \equiv \sum_{k_y}(2t \sin k_y c_{y\uparrow}^\dagger c_{k_y\uparrow} + V'y \cos k_y (c_{k_y\uparrow}^\dagger f_{k_y\uparrow} + f_{k_y\uparrow}^\dagger c_{k_y\uparrow}))$ and $J_{y\downarrow} \equiv \sum_{k_y}(2t \sin k_y c_{y\downarrow}^\dagger c_{k_y\downarrow} - V'y \cos k_y (c_{k_y\downarrow}^\dagger f_{k_y\downarrow} + f_{k_y\downarrow}^\dagger c_{k_y\downarrow}))$ with spin axis in the x-direction when an electric field is applied. This quantity can be calculated by replacing the velocity operator $J_y$ in Eq. (19) with $J_{y\uparrow}$ (but not changing $J_x$ and $J_z$ in Eq. (19)). We call these spin-dependent conductivities $\sigma_{yyy\uparrow}$ and $\sigma_{yzy\downarrow}$. We see that the nonlinear conductivity for the x-up electrons is almost zero and the current is generated almost only by the x-down electrons, as shown in Fig. 5. Only at small interaction strengths, where the gap in the x-up DOS closes, do x-up electrons contribute to the nonlinear conductivity. Thus, we find a nonlinear conductivity perpendicular to the magnetization of the system, which for strong interaction strengths is exclusively carried by one spin direction. As the spin-selective gap in the DOS is created by correlation effects for a wide range of parameters and does not need fine-tuning, we find a spin-selective nonreciprocal conductivity that is controlled by the direction of the magnetization of the material.

As seen in Fig. 5 the sign of the nonlinear conductivity changes depending on the temperature and the interaction strength. To understand the mechanism of this sign change, we analyze the contribution from each $\omega$ to the nonlinear conductivity in Fig. 7 at $T/t = 0.2 \times 10^{-2}$. The nonlinear conductivity is then given as $\sigma_{yyy} = \int (\partial f(\omega)/\partial \omega)\sigma(\omega)d\omega$. Fig. 7(a) shows $\sigma(\omega)$ at $T/t = 0.2 \times 10^{-2}$ calculated using the full self-energy. We clearly see the sign inversion at the Fermi energy ($\omega = 0$) and additional peaks near the Fermi energy. To understand the change of $\sigma(\omega)$ at the Fermi energy, we show in Fig. 7(b) results for the noninteracting model with constant magnetic fields. When calculating the nonlinear conductivity in Fig. 7(b), we approximate...
the shape of the self-energy strongly changes. These increasing the temperature at large interaction strength, T/t linear conductivity at FIG. 7. (a) Frequency dependent contribution to the nonlinear conductivity, \( \sigma(\omega) \), calculated using only the magnetic shift, Re\( \Sigma(\omega = 0) \). Parameters are the same as in Fig. 1.

V. CONCLUSIONS

In summary, we have analyzed the linear and nonlinear DC conductivity in the ferromagnetic state of the periodic Anderson model with Rashba-like SOC. We have confirmed the existence of the ferromagnetic phase for low-filled \( c \) electrons in the presence of Rashba SOC. As observed in previous calculations, we have found a gap in the DOS at the Fermi energy for one spin-direction due to the interplay of the Kondo effect and ferromagnetism. Interestingly, our calculations have revealed that the linear conductivity is strongly enhanced in the ferromagnetic state, which can be explained by a change of the Fermi surface of the \( c \) electrons. Analyzing the nonlinear DC conductivity using the Boltzmann equation and Green’s function method, we have found that a nonlinear conductivity only exists in the ferromagnetic state perpendicular to the magnetization of the system. Furthermore, due to the gap in the DOS of one spin direction, the linear and nonlinear conductivities are strongly spin-dependent. Thus, our calculations have revealed a spin-dependent nonreciprocal conductivity depending on the direction of the magnetization of the system. We believe that such spin-dependent nonreciprocal conductivity might be useful for spintronic applications. Furthermore, we have observed that the sign of the nonlinear conductivity changes depending on the temperature and the interaction strength. We have identified two different mechanisms responsible for this sign change. At low temperature, the magnetic energy shift and the change of the Fermi surface due to the Kondo effect result in a sign change when increasing the interaction strength. On the other hand, at strong interaction strengths, the changes in the self-energy and its derivative result in a sign change of the nonlinear conductivity. Thus, the nonlinear conductivity reveals more details about the single-particle spectrum and self-energy than the linear conductivity and can be a valuable tool for analyzing correlation effects.
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FIG. 8. (a) Frequency dependent contribution to the nonlinear conductivity for $U/t = 4.0$ calculated using only the magnetic shift, $\text{Re} \Sigma(\omega = 0)$. $\sigma(\omega)$ is defined via $\sigma_{yy} = \int (\partial f(\omega)/\partial \omega) \sigma(\omega) d\omega$. Panel (b) shows $(\partial f(\omega)/\partial \omega) \sigma(\omega)$ calculated using the full self-energy for different temperatures. The data at $T/t = 0.8 \times 10^{-2}$ is scaled by 1/10. Panel (c) and (d) show the imaginary part of the self-energy for the down-spin (c), and the derivative of it (d). Parameters are the same as in Fig. 4.
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