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Abstract—Online approximation of an infinite horizon optimal path-following strategy for a kinematic unicycle is considered. The solution to the optimal control problem is approximated using an approximate dynamic programming technique that uses concurrent-learning-based adaptive update laws to estimate the unknown value function. The developed controller overcomes challenges with the approximation of the infinite horizon value function using an auxiliary function that describes the motion of a virtual target on the desired path. The developed controller guarantees uniformly ultimately bounded (UUB) convergence of the vehicle to a desired path while maintaining a desired speed profile and UUB convergence of the approximate policy to the optimal policy. Simulation results are included to demonstrate the controller’s performance.

I. INTRODUCTION

The goal of a mobile robot feedback controller can be classified into three categories: point regulation, trajectory tracking, or path following. Point regulation refers to the stabilization of a dynamical system about a desired state. Trajectory tracking requires a dynamical system to track a time parametrized reference trajectory. Path-following involves convergence of the system state to a given path at a desired speed profile without temporal constraints. Path-following heuristically yields smoother convergence to the desired path and reduces the risk of control saturation [1]. A path-following control structure can also alleviate difficulties in the control of nonholonomic vehicles [2]. Path-following control is particularly useful for mobile robots with objectives that emphasize path convergence and maintaining a desired speed profile (cf. [3]–[9]).

To improve path-following performance, optimal control techniques have been applied to path-following. The result in [10] combines line-of-sight guidance and model predictive control (MPC) to optimally follow straight line segments. In [11], the MPC structure is used to develop a controller for an omnidirectional robot with dynamics linearized about the desired path. Nonlinear MPC is used in [12] to develop an optimal path-following controller for a general mobile robot model over a finite time-horizon. In [13], the path-following of a motorcycle is considered using a linear optimal preview control scheme.

Approximate dynamic programming-based (ADP-based) techniques have been used to approximate optimal control policies for regulation (cf. [14]–[16]) and trajectory tracking (cf. [17]–[19]). ADP stems from the concept of reinforcement learning and Bellman’s principle of optimality where the solution to the Hamilton-Jacobi-Bellman (HJB) equation is approximated using parametric function approximation techniques, and an actor-critic structure is used to estimate the unknown parameters. Various methods have been proposed in [14]–[23] to approximate the solution to the HJB equation. For an infinite horizon regulation problem, function approximation techniques, such as neural networks (NNs), are used to approximate the value function and the optimal policy.

Motivated by the desire to develop a nonlinear optimal path-following control scheme, an ADP-based path-following controller is considered for a kinematic unicycle. The path-following technique in this paper generates a virtual target that is then tracked by the vehicle. The progression of the virtual target along the given path is described by a predefined state-dependent ordinary differential equation motivated by [1]. The definition of the virtual target progression in [1] is desired because it relieves a limitation on the initial condition of the vehicle seen in [4], [24], [25].

For an infinite horizon control problem, the state associated with the virtual target progression is unbounded, which presents several challenges. According to the universal function approximation theorem, a NN is a universal approximator for continuous functions on a compact domain. Since the value function and optimal policy depend on the unbounded path parameter, the domain of the approximation is not compact; hence, to approximate the value function using a NN, an alternate description of the virtual target progression that results in a compact domain for the associated state needs to be developed. In addition, the vehicle requires constant control effort to remain on the path; therefore, any control policy that results in path-following also results in infinite cost, rendering the associated control problem ill-defined.

In this result, the progression of the virtual target is redefined to remain on a compact domain, and the kinematics of the unicycle are expressed as an autonomous dynamical system in terms of the error between the vehicle and virtual target. A modified control input is developed as the difference between the designed control and the nominal control required to keep the vehicle on the path. The cost function is formulated in terms of the modified control and is defined to exclude the position of the virtual target, so that the vehicle is not penalized for progress along the path. The resulting optimal control
problem admits admissible solutions, and an autonomous value function that can be approximated on a compact domain, facilitating the development of an online approximation to the optimal controller using the ADP framework. A Lyapunov-based stability analysis is presented to establish uniformly ultimately bounded (UUB) convergence of the vehicle to the path while maintaining the desired speed profile and UUB convergence of the vehicle to the desired path while maintaining the desired speed profile and UUB convergence of the vehicle to the path. As typical for this class of problems, it is convenient to express the vehicle’s kinematics in a time-varying Serret-Frenet reference frame \{f\} where the origin is fixed to a virtual target on the desired path (cf. [1], [26]). Consider the nonholonomic kinematics for a unicycle given by

\[
\begin{align*}
\dot{x} &= v \cos \theta_b, \\
\dot{y} &= v \sin \theta_b, \\
\dot{\theta}_b &= w, 
\end{align*}
\]

where \(x, y \in \mathbb{R}\) represent the vehicle’s position in a plane, and \(\theta_b \in \mathbb{R}\) represents the angle between the vehicle’s velocity vector and the \(x\)-axis of the inertial frame \{n\}. The vehicle control inputs are the linear velocity \(v \in \mathbb{R}\) and the angular velocity \(w \in \mathbb{R}\). A time-varying body reference frame \{b\} is defined as attached to the vehicle with the \(x\)-axis aligned with the vehicle’s velocity vector, as illustrated in Figure 1.

Unlike the traditional tracking problem, the path-following objective is to move along a desired path at a specified speed profile. As typical for this class of problems, it is convenient to express the vehicle’s kinematics in a time-varying Serret-Frenet reference frame \{f\} where the origin is fixed to a virtual target on the desired path (cf. [1], [26]). Consider the following vector equation from Figure 1:

The time derivative of \(\vec{r}_{f/n}\) is \(\frac{n}{dt} \vec{r}_{f/n} = \frac{d}{dt} \vec{r}_{f/f} + \vec{\omega}_b/n \times \vec{r}_{f/f}\) such that

\[
\dot{\vec{r}}_{f/n} = \vec{v}_{f/n} + \left( b \frac{d}{dt} \vec{r}_{f/f} + \vec{\omega}_b/n \times \vec{r}_{f/f} \right). \tag{2}
\]

The velocity vector in \{f\} can be expressed in \{n\} as

\[
\vec{v}_{f/n} = \vec{v}_{f/f} + \left( b \frac{d}{dt} \vec{r}_{f/f} + \vec{\omega}_b/n \times \vec{r}_{f/f} \right). \tag{3}
\]

The relative position of the vehicle with respect to the virtual target is given as \(\vec{r}_{f/f} = \begin{bmatrix} s & y & 0 \end{bmatrix}^T\) where \(s \in \mathbb{R}\) is the component along the path’s tangent unit vector \(s_f\) and \(y \in \mathbb{R}\) is the component along the path’s normal unit vector \(y_f\) taken at the virtual target’s location. From Figure 1 the velocity of the vehicle expressed in \{f\} is given as

\[
\vec{v}_{f/f} = R_\theta \begin{bmatrix} v \\ 0 \\ 0 \end{bmatrix}, \tag{4}
\]

where the rotation matrix \(R_\theta : \mathbb{R} \to \mathbb{R}^{3 \times 3}\) is defined as

\[
R_\theta \equiv \begin{bmatrix} \cos \theta & -\sin \theta & 0 \\ \sin \theta & \cos \theta & 0 \\ 0 & 0 & 1 \end{bmatrix},
\]

where the angle between \{f\} and \{b\} is \(\theta \equiv \theta_b - \theta_f\) where \(\theta_f \in \mathbb{R}\) is the angle between \(s_f\) and \(x_n\). Substituting (4) into (3) yields

\[
R_\theta \begin{bmatrix} v \\ 0 \\ 0 \end{bmatrix} = \begin{bmatrix} \dot{s}_p \\ 0 \\ 0 \end{bmatrix} + \begin{bmatrix} \ddot{s} \\ \ddot{y} \\ \kappa(s_p) \dot{s}_p \end{bmatrix} \times \begin{bmatrix} s \\ y \end{bmatrix}, \tag{5}
\]

where \(s_p \in \mathbb{R}\) is the arc length the virtual target has moved along the path, and \(\kappa : \mathbb{R} \to \mathbb{R}\) is the path curvature. Based on (5)

\[
\begin{align*}
&v \cos \theta = \dot{s} + (1 - \kappa y) \dot{s}_p, \tag{6} \\
&v \sin \theta = \dot{y} + \kappa s \dot{s}_p.
\end{align*}
\]

The time derivative of the angle \(\theta\) is

\[
\frac{n}{dt} \theta = \frac{n}{dt} \theta_b - \frac{n}{dt} \theta_f, \tag{7}
\]

where \(\frac{n}{dt} \theta_b = w\) from (1) and \(\frac{n}{dt} \theta_f = \kappa s_p\). Rearranging (6) and augmenting (7) results in the vehicle’s kinematics expressed in \{f\} given by (1)

\[
\begin{align*}
\dot{s} &= -\dot{s}_p (1 - \kappa y) + v \cos \theta, \tag{8} \\
\dot{y} &= -\kappa \dot{s}_p s + v \sin \theta, \\
\dot{\theta} &= w - \kappa \dot{s}_p.
\end{align*}
\]

The location of the virtual target can be determined by projecting the location of the vehicle onto the path. Assuming the projection is well defined, \(s = 0\) and \(\dot{s} = 0\), and hence from (8)

\[
\dot{s}_p = \frac{v \cos \theta}{1 - \kappa y}.
\]

When \(y = \frac{1}{\kappa}\), the virtual target’s velocity \(\dot{s}_p\) is undefined. Therefore the vehicle’s initial condition is limited to a tube defined by \(\frac{1}{\kappa}\) along the path, which can be restrictive for paths with large curvature values. Motivated by the development in
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Instead of projecting the location of the vehicle onto the path, the location of the virtual target is determined by
\[ s_p = v_{des} \cos \theta + k_1 s, \]
where \( v_{des} \in \mathbb{R} \) is a desired positive, bounded and time-invariant speed profile, and \( k_1 \in \mathbb{R} \) is an adjustable positive gain. This definition of the virtual target’s speed eliminates the singularity at \( y = \frac{1}{\kappa} \).

To facilitate the subsequent control development, we define an auxiliary function \( \phi : \mathbb{R} \to (-1, 1) \) as
\[ \phi \equiv \tanh (k_2 s_p), \]
where \( k_2 \in \mathbb{R} \) is a positive gain. From (9) and (10), the time derivative of \( \phi \) is
\[ \frac{d\phi}{ds_p} = k_2 \tanh^{-1} \left( \frac{v_{des} \cos \theta + k_1 s}{v_{des} \cos \theta + k_1 s} \right). \]

Note that the path curvature and desired speed profile can be written as a function of \( \phi \).

Based on (9) and (11), auxiliary control inputs \( v_e, w_e \in \mathbb{R} \) are designed as
\[ \begin{align*}
    v_e & = v - v_{ss}, \\
    w_e & = w - w_{ss},
\end{align*} \]
where \( w_{ss} \equiv \kappa v_{des} \) and \( v_{ss} \equiv v_{des} \) based on the control input required to remain on the path.

Substituting (9) and (12) into (8), and augmenting the system state with (11), the closed-loop system expressed in \( \{ f \} \) is
\[ \begin{aligned}
    \dot{s} &= \kappa v_{des} \cos \theta + k_1 k_s y - k_1 s + v_e \cos \theta, \\
    \dot{y} &= v_{des} \sin \theta - k_1 k_s^2 + v_e \sin \theta, \\
    \dot{\theta} &= \kappa v_{des} - k(\cos \theta + k_1 s) + w_e, \\
    \dot{\phi} &= k_2 \tanh^{-1} \left( \frac{v_{des} \cos \theta + k_1 s}{v_{des} \cos \theta + k_1 s} \right).
\end{aligned} \]

The closed-loop system in (13) can be rewritten in the following control affine form
\[ \dot{\zeta} = f(\zeta) + g(\zeta) u, \]
where \( \zeta = \begin{bmatrix} s & y & \theta & \phi \end{bmatrix}^T \in \mathbb{R}^4 \) is the state vector, \( u = [ v_e \ w_e ]^T \in \mathbb{R}^2 \) is the control vector, and the locally Lipschitz functions \( f : \mathbb{R}^4 \to \mathbb{R}^4 \) and \( g : \mathbb{R}^4 \to \mathbb{R}^{4 \times 2} \) are defined as
\[ \begin{align*}
    f(\zeta) & \equiv \begin{bmatrix}
        \kappa v_{des} \cos \theta + k_1 k_s y - k_1 s \\
        v_{des} \sin \theta - k_1 k_s^2 + v_e \sin \theta \\
        \kappa v_{des} - k(\cos \theta + k_1 s) + w_e \\
        k_2 \tanh^{-1} \left( \frac{v_{des} \cos \theta + k_1 s}{v_{des} \cos \theta + k_1 s} \right)
    \end{bmatrix}, \\
    g(\zeta) & \equiv \begin{bmatrix}
        \cos \theta & 0 \\
        \sin \theta & 0 \\
        0 & 1 \\
        0 & 0
    \end{bmatrix}.
\end{align*} \]

To facilitate the subsequent stability analysis, define a subset of the state as \( e = \begin{bmatrix} s & y & \theta \end{bmatrix}^T \in \mathbb{R}^3 \).

### III. Formulation of Optimal Control Problem

The cost functional for the optimal control problem is defined as
\[ J(\zeta, u) = \int_0^\infty \left( r(\zeta(\tau), u(\tau)) \right) d\tau, \]
where \( r : \mathbb{R}^4 \to [0, \infty) \) is the local cost defined as
\[ r(\zeta, u) = \zeta^T Q \zeta + u^T R u. \]

In (15), \( R \in \mathbb{R}^{2 \times 2} \) is a symmetric positive definite matrix, and \( Q \in \mathbb{R}^{4 \times 4} \) is defined as
\[ Q \equiv \begin{bmatrix}
    Q & 0_{1 \times 3} \\
    0_{3 \times 1} & 0
\end{bmatrix}, \]
where \( Q \in \mathbb{R}^{3 \times 3} \) is a positive definite matrix where \( q \xi_q^2 \leq \xi_q^T Q \xi_q \leq \eta q \xi_q^2, \forall q \xi_q \in \mathbb{R}^3 \) where \( q \) and \( \eta \) are positive constants. The infinite-time scalar value functional \( V : [0, \infty) \to [0, \infty) \) is written as
\[ V = \min_{u \in \mathcal{U}} \int_0^\infty r(\zeta(\tau), u(\tau)) d\tau, \]
where \( \mathcal{U} \) is the set of admissible control policies.

The objective of the optimal control problem is to determine the optimal policy \( u^* \) that minimizes the cost functional subject to the constraints in (14). Assuming a minimizing policy exists and the value function is continuously differentiable, the Hamiltonian is defined as
\[ H \equiv r(\zeta, u^*) + \frac{\partial V}{\partial \zeta} (f + g u^*). \]

The Hamilton-Jacobi-Bellman (HJB) equation is given as
\[ 0 = \frac{\partial V}{\partial t} + H, \]
where \( \frac{\partial V}{\partial t} \equiv 0 \) since there exists no explicit dependence on time. The optimal policy is derived from (18) as
\[ u^* = - \frac{1}{2} R^{-1} g^T \left( \frac{\partial V}{\partial \zeta} \right)^T. \]

The analytical expression for the optimal controller in (19) requires knowledge of the value function which is the solution to the HJB. Given the kinematics in (13) and (14), it is unclear how to determine an analytical solution to (18), as is generally the case since (18) is a nonlinear partial differential equation; hence, the subsequent development focuses on the development of an approximate solution.

### IV. Approximate Solution

The subsequent development is based on a neural network (NN) approximation of the value function and optimal policy, and follows a similar structure to (16). The development is included here for completeness. To facilitate the use of a neural network, a temporary assumption is made that the system state lies on a compact set where \( \zeta(t) \in \chi \subset \mathbb{R}^4, \forall t \in [0, \infty) \).
assumption is relieved in the subsequent stability analysis in Remark 1 and is common in NN literature (cf. [28], [29]).

**Assumption 1.** The value function \( V : \mathbb{R}^4 \to [0, \infty) \) can be represented by a single-layer NN with \( L \) neurons as

\[
V(\xi) = W^T \sigma(\xi) + \epsilon(\xi),
\]

(20)

where \( W \in \mathbb{R}^L \) is the ideal weight vector bounded above by a known positive constant, \( \sigma : \mathbb{R}^4 \to \mathbb{R}^L \) is a bounded, continuously differentiable activation function, and \( \epsilon : \mathbb{R}^4 \to \mathbb{R} \) is the bounded, continuously differentiable function reconstruction error.

From (19) and (20), the optimal policy can be represented as

\[
u^* = -\frac{1}{2} R^{-1} g^T (\sigma^TW + \epsilon^T),
\]

(21)

Based on (20) and (21), the value function and optimal policy NN approximations are defined as

\[
\hat{V} = \hat{W}_c^T \sigma, \\
\hat{\nu} = -\frac{1}{2} R^{-1} g^T \sigma^T \hat{W}_a,
\]

(22)

(23)

where \( \hat{W}_c, \hat{W}_a \in \mathbb{R}^L \) are estimates of the ideal weight vector \( W \). The weight estimation errors are defined as \( \bar{W}_c \triangleq W - \hat{W}_c \) and \( \bar{W}_a \triangleq W - \hat{W}_a \). The NN approximation of the Hamiltonian is given as

\[
\hat{H} = r(\xi, \hat{u}) + \frac{\partial \hat{V}}{\partial \xi} (f + g \hat{u})
\]

(24)

by substituting (22) and (23) into (17). The Bellman error \( \delta \in \mathbb{R} \) is defined as the error between the optimal and approximate Hamiltonian and is given as

\[
\delta = \hat{H} - H,
\]

(25)

where \( H \equiv 0 \). Therefore, the Bellman error can be written in a measurable form as

\[
\delta = r(\xi, \hat{u}) + \hat{W}_c^T \omega,
\]

where \( \omega \triangleq \sigma' (f + g \hat{u}) \in \mathbb{R}^L \).

**Assumption 2.** There exists a set of sampled data points \( \{\xi_j \in \chi | j = 1, 2, \ldots, N\} \) such that \( \forall t \in [0, \infty) \),

\[
\text{rank} \left( \sum_{j=1}^N \frac{\omega_j \omega_j^T}{p_j} \right) = L,
\]

(26)

where \( p_j \triangleq \sqrt{1 + \omega_j^T \omega_j} \) denotes the normalization constant, and \( \omega_j \) is evaluated at the specified data point \( \xi_j \).

In general, the rank condition in (26) cannot be guaranteed to hold a priori. However, heuristically, the condition can be met by sampling redundant data, i.e., \( N \gg L \). Based on Assumption 2 it can be shown that \( \sum_{j=1}^N \frac{\omega_j \omega_j^T}{p_j} > 0 \) such that

\[
\| \delta \|_2 \leq \epsilon_c \left( \sum_{j=1}^N \frac{\omega_j \omega_j^T}{p_j} \right) \xi_c \leq \tau \| \xi_c \|^2, \forall \xi_c \in \mathbb{R}^4
\]

even in the absence of persistent excitation [30], [31]. The adaptive update law for \( \hat{W}_c \) in (23) is given by

\[
\dot{\hat{W}}_c = -\eta_{c1} \frac{\partial \delta}{\partial \hat{W}_c} - \eta_{c2} \sum_{j=1}^N \frac{\partial \delta_j}{\partial \hat{W}_c} \delta_j,
\]

(27)

where \( \eta_{c1}, \eta_{c2} \in \mathbb{R} \) are positive adaptation gains, \( \frac{\partial \delta}{\partial \hat{W}_c} = \omega \) is the regressor matrix, and \( p = \sqrt{1 + \omega^T \omega} \) is a normalization constant. The policy NN update law for \( \hat{W}_a \) in (23) is given by

\[
\dot{\hat{W}}_a = \text{proj} \left\{ -\eta_a (\hat{W}_a - \hat{W}_c) \right\},
\]

(28)

where \( \eta_a \in \mathbb{R} \) is a positive gain, and \( \text{proj} \{ \cdot \} \) is a smooth projection operator [32]. Using Assumption 1 and the properties of the projection operator, the policy NN weight estimation errors are bounded above by positive constants.

**V. Stability Analysis**

To facilitate the subsequent stability analysis, an unmeasurable from of the Bellman error can be written using (17), (21), and (25), as

\[
\delta = -\bar{W}_c^T \omega - \epsilon' f + \frac{1}{4} \epsilon' G \sigma^T \bar{W}_c \bar{W}_c^T G \sigma + \frac{1}{4} \epsilon' G \sigma^T,
\]

(29)

where \( G \triangleq g R^{-1} g^T \in \mathbb{R}^{4 \times 4} \) and \( G \sigma \triangleq \sigma' G \sigma^T \in \mathbb{R}^{L \times L} \) are symmetric, positive semi-definite matrices. Similarly, at the sampled points the Bellman error can be written as

\[
\delta_j = -\bar{W}_c^T \omega_j + \frac{1}{4} \bar{W}_c^T G \sigma_j \bar{W}_a + E_j,
\]

(30)

where \( E_j \triangleq \frac{1}{2} \epsilon'_j G \sigma_j^T \omega + \frac{1}{4} \epsilon'_j G \sigma_j^T \omega - \epsilon'_j F_j \in \mathbb{R} \).

The function \( f \) on the compact set \( \chi \) is Lipschitz continuous, and therefore bounded by

\[
\| f(\xi) \| \leq L_f \| \xi \|, \forall \xi \in \chi,
\]

where \( L_f \) is the positive Lipschitz constant, and the normalized regressor in (27) is upper bounded by \( \| \bar{W}_c \| \leq 1 \).

The augmented equations of motion in (13) present a unique challenge with respect to the value function \( V \) which is utilized as a Lyapunov function in the stability analysis. To prevent penalizing the vehicle progression along the path, the path parameter \( \phi \) is removed from the cost function with the introduction of a positive semi-definite state weighting matrix \( Q \). However, since \( Q \) is positive semi-definite, efforts are required to ensure the value function is positive definite. To address this challenge, the fact that the value function can be interpreted as a time-invariant map \( V : \mathbb{R}^4 \to [0, \infty) \) or a time-varying map \( V : \mathbb{R}^3 \times [0, \infty) \to [0, \infty) \) is exploited. Specifically, the time-invariant map facilitates the optimal policy development while the time-varying map facilitates the stability analysis. Lemma 1 is used to show that the time-varying map is a positive definite and decrescent function for use as a Lyapunov function.
Lemma 1. Let $B_o$ denote a closed ball around the origin with the radius $\alpha \in [0, \infty)$. The optimal value function $V : \mathbb{R}^3 \times [0, \infty) \to \mathbb{R}$ satisfies the following properties

\[ V(0, t) = 0, \]
\[ \psi(||e||) \leq V(e, t) \leq \pi(||e||), \]
\[ \forall t \in [0, \infty) \text{ and } \forall e \in B_o \subset \chi \text{ where } \psi : [0, a) \to [0, \infty) \text{ and } \pi : [0, a] \to [0, \infty) \text{ are class } \mathcal{K} \text{ functions.} \]

**Proof:** The proof follows similarly to the proof of Lemma 2 in [19].

Theorem 1. If Assumptions [21] and [22] hold, and the following sufficient conditions are satisfied

\[ q > \frac{n_1 \|e\| L_f}{2}, \quad (31) \]
\[ \varepsilon > \frac{N \eta \|e\| L_f}{2n_1}, \quad (32) \]

where $\|e\| \triangleq \sup_{t \in [0, \infty)} \|e\|$ and $Z \triangleq \{ e^T \bar{W}_c^T \bar{W}_a^T \}^T \in \mathbb{Z} \subset \mathbb{R}^3 \times \mathbb{R} \times \mathbb{R}^2$, then the policy in [23] with the NN update laws in [27] and [28] guarantee UUB regulation of vehicle to the virtual target and UUB convergence of the approximate policy to the optimal policy.

**Proof:** Consider the continuously differentiable, positive definite candidate Lyapunov function $V_L : \mathbb{R}^3 \times \mathbb{R} \times \mathbb{R}^2 \to [0, \infty)$ given as

\[ V_L(Z, t) = V(e, t) + \frac{1}{2} \bar{W}_c^T \bar{W}_c + \frac{1}{2} \bar{W}_a^T \bar{W}_a. \]

Using Lemma 1, the candidate Lyapunov function can be bounded by

\[ \psi(Z) \leq V_L \leq \psi(Z), \quad \forall Z \in B_o, \quad \forall t \in [0, \infty), \]

where $\psi, \psi_L : [0, b] \to [0, \infty)$ are class $\mathcal{K}$ functions and $B_o \subset \mathbb{R}^3$ denotes a ball of radius $b \in [0, \infty)$ around the origin.

The time derivative of the candidate Lyapunov function is

\[ \dot{V}_L = \frac{\partial V}{\partial e} f + \frac{\partial V}{\partial g} g - \bar{W}_c^T \dot{W}_c - \bar{W}_a^T \dot{W}_a. \]

Using [18], $\frac{\partial V}{\partial e} f = \frac{\partial V}{\partial g} g^* - r(\zeta, u^*)$. Then,

\[ \dot{V}_L = \frac{\partial V}{\partial g} g - \frac{\partial V}{\partial g} g^* - r(\zeta, u^*) - \bar{W}_c^T \dot{W}_c - \bar{W}_a^T \dot{W}_a. \]

Substituting for [27] and [28] yields

\[ \dot{V}_L = -e^T Q e - u^* R u + \frac{\partial V}{\partial g} g - \frac{\partial V}{\partial g} g^* + \frac{\partial^2 V}{\partial \zeta} \frac{\partial^2 V}{\partial \zeta} g - \frac{\partial^2 V}{\partial \zeta} \frac{\partial^2 V}{\partial \zeta} g^* + \bar{W}_c^T \left[ \eta \frac{\omega^T}{\delta} + \frac{\eta}{N} \sum_{j=1}^{N} \frac{\omega_j \delta_j}{p_j} \right] + \bar{W}_a^T \eta \left( \bar{W}_a - \bar{W}_c \right). \]

Using Young’s inequality, [20], [21], [23], [29], and [30] the Lyapunov derivative can be upper bounded as

\[ \dot{V}_L \leq - \varphi_c \|e\|^2 - \varphi_c \left( \bar{W}_c^2 - \bar{W}_a \right) + \frac{\eta}{2} \|W_a\|^2 + \frac{l^2}{\varphi} + \frac{l^2}{\varphi} + \frac{l}{\alpha}, \]

where

\[ \varphi_c = \frac{n_1 \|e\| L_f}{2}, \]
\[ \varphi_c = \frac{n_2 \|e\| L_f}{2}, \]
\[ \varphi_c = \frac{n_4 \|e\| L_f}{2}, \]
\[ l_c = \sup_{\zeta \in \chi} \left\| \frac{\eta}{4} \sum_{j=1}^{N} W_a^T G_{\sigma_j} W_a + \frac{\eta}{4} \sum_{j=1}^{N} E_j + \frac{n_1}{4} \|G_{\sigma} W + \frac{1}{2} \sigma^T g^T \| \right\| \]
\[ l_a = \sup_{\zeta \in \chi} \left\| \frac{1}{2} \|G_{\sigma} W + \frac{1}{2} \sigma^T g^T \| \right\| \]
\[ l = \sup_{\zeta \in \chi} \left\| \frac{1}{4} \|\sigma^T g^T \| \right\| \]

The constants $\varphi_c, \varphi_c, \varphi_a$ are positive if the inequalities

\[ q > \frac{n_1 \|e\| L_f}{2}, \]
\[ \varepsilon > \frac{N \eta \|e\| L_f}{2n_1}, \]

are satisfied. Completing the squares, the upper bound on the Lyapunov derivative can be written as

\[ \dot{V}_L \leq - \varphi_c \|e\|^2 - \frac{\varphi_c}{2} \left( \bar{W}_c^2 - \bar{W}_a \right) + \frac{l^2}{\varphi_c} + \frac{l^2}{\varphi_a} + \frac{l}{\alpha}, \]

which can be upper bounded as

\[ \dot{V}_L \leq -\alpha \|Z\|^2, \quad \forall Z \in \mathbb{L}, \]

where $\alpha \in \mathbb{R}$ is a positive constant and

\[ K \triangleq \sqrt{\frac{l^2}{2 \varphi} + \frac{l^2}{2 \varphi_a} + \frac{l}{\alpha}}. \]

Invoking Theorem 4.18 in [33], $Z$ is UUB. Based on the definition of $Z$ and the inequalities in [33] and [34], $e, W_c, W_a \in \mathbb{L}$. Since $\phi \in \mathbb{L}$ by definition in [33], then $\zeta \in \mathbb{L}$, $W_c, W_a \in \mathbb{L}$ follows from the definition of $W$. From [22] and [23], $\bar{V}, \bar{u} \in \mathbb{L}$. From [14], $\zeta \in \mathbb{L}$. By the definition in [25], $\delta \in \mathbb{L}$. From [27] and [28], $\bar{W}_a, \bar{W}_c \in \mathbb{L}$. □
Remark 1. If \( \| Z (0) \| \geq K \), then \( \dot{V}_L (Z (0)) < 0 \). There exists an \( \varepsilon \in [0, \infty) \) such that \( V_L (Z (\varepsilon)) < V_L (Z (0)) \). Using \( \| Z (0) \| \leq K \), \( \dot{V}_L (Z (\varepsilon)) \leq -\lambda \| Z (\varepsilon) \| \). Rearranging terms, \( \| Z (\varepsilon) \| < \frac{1}{\lambda} \| Z (0) \| \). Hence, \( Z (\varepsilon) \in \mathcal{L}_\infty \). It can be shown by induction that \( Z (t) \in \mathcal{L}_\infty \), \( \forall t \in [0, \infty) \) when \( \| Z (0) \| > K \). Using a similar argument when \( \| Z (0) \| < K \), \( \| Z (t) \| < \frac{1}{\lambda} \| Z (0) \| \). Therefore, \( Z (t) \in \mathcal{L}_\infty \), \( \forall t \in [0, \infty) \) when \( \| Z (0) \| < K \). Since \( Z (t) \in \mathcal{L}_\infty \), \( \forall t \in [0, \infty) \), and \( \psi \in \mathcal{L}_\infty \) by definition, the state \( \psi \) lies on the compact set \( \chi \) where \( \chi = \{ \psi \in \mathbb{R}^4 | \| \psi \| \leq \frac{1}{\lambda} \| \max (\| Z (0) \|, K) \} \} \).

VI. SIMULATION

To demonstrate the performance of the developed ADP-based controller, a numerical simulation is performed using the kinematics in (1). As illustrated in Figure 2, the equations describing the desired path are selected as

\[
\begin{align*}
    x_{des} &= 10 \sin (s_p), \\
    y_{des} &= 15 \sin (2s_p).
\end{align*}
\]

The results of the simulation are compared to a solution obtained by the offline optimal solver GPOPS [34]. The basis for the value function approximation is selected as

\[
\sigma = [\zeta_1 \zeta_2 \zeta_1 \zeta_3 \zeta_1 \zeta_4 \zeta_2 \zeta_3 \zeta_2 \zeta_4 \zeta_1 \zeta_1 \zeta_2 \zeta_3].
\]

The sampled data points are selected on a \( 3 \times 3 \times 3 \times 3 \) grid about the origin. The quadratic cost weighting matrices are selected as \( Q = I_{3 \times 3} \) and \( R = I_{2 \times 2} \). The learning gains and adjustable gains in the auxiliary function in (11) are selected as \( \eta_{c1} = 0.5 \), \( \eta_{c2} = 10 \), \( \eta_a = 5.0 \), \( k_1 = 0.1 \), and \( k_2 = 0.05 \). The desired speed profile is selected as \( u_{des} = 0.5 \). The policy and value function NN weight estimates are initialized to a set of stabilizing gains as \( \hat{W}_c (0) = \hat{W}_a (0) = [0 0 0 0.5 0 0 0.5 0 1.0]^T \), and the initial condition of the unicycle is selected as \( \zeta (0) = [-0.5 0.25 \pi 0 ]^T \).

Figure 3 and 4 show that the state and control trajectories (denoted by solid lines) approach the solution found using an offline optimal solver (denoted by circular markers), and Figure 5 shows the NN weight estimates converge to steady state values. Although the true values of the ideal NN network weights are unknown, the system trajectories obtained using the developed method correlate with the system trajectories of the offline optimal solver.

![Figure 2](image1.png)

Figure 2. The desired path expressed in \( \{n\} \). From the selected initial condition, the start of the path is \( x_{des} (0) = 0 \) and \( y_{des} (0) = 0 \).
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Figure 3. The state trajectory generated by the developed method is shown as solid lines, and the collocation points from GPOPS as circular markers.

![Figure 4](image3.png)

Figure 4. The control trajectory generated by the developed method is shown as solid lines, and the collocation points from GPOPS as circular markers.

![Figure 5](image4.png)

Figure 5. NN weight estimate trajectories generated by the developed method.
VII. Conclusion

An online approximation of a path-following optimal controller is developed for a unicycle. Approximate dynamic programming is used to approximate the solution to the HJB equation without the need for persistence of excitation. A concurrent learning based gradient descent adaptive update law approximates the value function. A Lyapunov-based stability analysis proves UUB convergence of the vehicle to the desired path while maintaining the desired speed profile, and UUB convergence of the approximate policy to the optimal policy. Simulation results demonstrate the utility of the proposed controller.

A current limitation of the developed approach is that the performance is dependent on the selection of basis functions for value function approximation, which is evident in the UUB bound. The linear basis functions selected for the simulation results in this paper generate a good approximation of the value function in a local neighborhood of the desired path. With the selection of a basis function that more fully describes the value function, improved convergence to the desired path throughout the state space could be achieved. Future work also includes extension of the developed ADP-based path-following technique to systems with additional constraints.
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