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Abstract. In this paper we provide the classification of positive solutions to the critical $p$–Laplace equation on $\mathbb{R}^n$, for $1 < p < n$, possibly having infinite energy. If $n = 2$, or if $n = 3$ and $\frac{3}{2} < p < 2$ we prove rigidity without any further assumptions. In the remaining cases we obtain the classification under energy growth conditions or suitable control of the solutions at infinity. Our assumptions are much weaker than those already appearing in the literature. We also discuss the extension of the results to the Riemannian setting.
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1. Introduction

Given $n \geq 2$ and $1 < p < n$ we consider positive solutions of the well-known critical $p$–Laplace equation

$$\Delta_p u + u^{p^*-1} = 0 \quad \text{in } \mathbb{R}^n,$$

where $\Delta_p$ is the usual $p$–Laplace operator and $p^*$ is the Sobolev exponent, explicitly

$$\Delta_p u := \text{div}(|\nabla u|^{p-2} \nabla u), \quad \text{and} \quad p^* = \frac{np}{n-p}.$$

The critical $p$–Laplace equation has been the object of several studies in the differential geometry and in the PDE’s communities, indeed problem (1.1) is related to the study of the critical points of the Sobolev inequality (see e.g. the survey [24]) and, for $p = 2$, to the Yamabe problem (see e.g. the survey [18]). An interesting and challenging problem is the classifications of solutions to (1.1): one can show that the following functions

$$U_{\lambda,x_0}(x) := \left( \frac{\lambda^{\frac{1}{n-1}} \left( \frac{1}{n} \left( \frac{n-p}{p-1} \right) \frac{n-1}{p} \right)^{\frac{n-p}{p}}}{\lambda^{\frac{n-p}{p-1}} + |x-x_0|^{\frac{n-p}{p-1}}} \right)^{\frac{n-p}{p}}, \quad \lambda > 0, \ x_0 \in \mathbb{R}^n. \quad (1.2)$$

form a 2–parameters family of solutions to (1.1)$^1$. Hence the natural question is the following:

**Given a positive solution to (1.1), is it of the form (1.2)?**

The functions described in (1.2) are usually called Aubin-Talenti bubbles, since in two independent papers Aubin, in [3], and Talenti, in [28], prove that the functions (1.2) realize the equality in the sharp Sobolev inequality in $\mathbb{R}^n$.

---

$^1$If one chooses a different normalization constant in the numerator of the functions $U_{\lambda,x_0}$, then one obtains a constant $k \neq 1$ as a coefficient of $u^{p^*-1}$ in equation (1.1).
It is well known (see e.g. [10] and [8]) that there exist multiple sign-changing, non-radial, finite energy solutions to
\[ \Delta_p u + u|u|^{p^*-2} = 0 \text{ in } \mathbb{R}^n. \]
In this paper we focus on non-negative weak solutions to (1.1) which, by the maximum principle for quasilinear equations (see e.g. [30]), are either zero or positive.

Turning back to the classification results of positive solutions to (1.1) in the seminal paper [4] (see also [22] and [12] for previous important results) the authors consider the semilinear case (i.e. \( p = 2 \)) and they prove that positive smooth solutions to (1.1) with \( p = 2 \) are given by the Aubin-Talenti bubbles (1.2) (see also [6] and [19]). The proof is based on a refinement of the method of moving planes (introduced in [1] in the context of constant mean curvature hypersurfaces and transposed in [26] and in [13] to study of qualitative properties of solutions of the PDE’s) and on the Kelvin transform.

The quasilinear case (i.e. \( 1 < p < n, p \neq 2 \)) is more complicated since, for example, the Kelvin transform is not available. Nevertheless the method of moving planes has been exploited in [9, 25, 31] to prove the following classification result:

**Theorem 1.1.** Let \( u \) be a positive weak solution of equation (1.1) with finite energy, i.e.
\[ u \in D^{1,p}([\mathbb{R}^n]) := \{ u \in L^{p^*}([\mathbb{R}^n]) : \nabla u \in L^p([\mathbb{R}^n]) \}, \]
then \( u(x) = U_{\lambda,x_0}(x) \) for some \( \lambda > 0 \) and \( x_0 \in \mathbb{R}^n \).

We mention that this result has been recently generalized in [7] in the anisotropic setting (see also [11]) and in convex cones of \( \mathbb{R}^n \) (see also [20]) and in [5, 17, 21] in the Riemannian setting (see Appendix A for a more detailed discussion).

As far as we know trying to prove the same result without the assumption that \( u \) has finite energy is an open and challenging problem for \( p \neq 2 \); in this paper we deal with this problem obtaining a classification result of all positive weak solutions of (1.1) in dimensions \( n = 2, 3 \) for \( \frac{n}{2} < p < 2 \), while for different values of \( n \) and \( p \) we require that \( u \) satisfies suitable conditions at infinity (which are weaker than the finite energy assumption).

Before stating our results we recall the variational nature of the critical \( p \)-Laplace equation (1.1): the energy associated to (1.1) is given by
\[ E_{[\mathbb{R}^n]}(u) := \frac{1}{p} \int_{\mathbb{R}^n} |\nabla u|^p + \frac{1}{p^*} \int_{\mathbb{R}^n} u^{p^*}, \]
indeed it is well-known that the Euler-Lagrange equation associated to this energy functional is (1.1). We define the energy on a general open set \( \Omega \subseteq \mathbb{R}^n \) and we split it as follows:
\[ E_{\Omega}(u) = E_{\Omega}^{\text{kin}}(u) + E_{\Omega}^{\text{pot}}(u) := \frac{1}{p} \int_{\Omega} |\nabla u|^p + \frac{1}{p^*} \int_{\Omega} u^{p^*}. \]

With these notations our first theorem is a rigidity result under a growth assumption of the energy on annuli, indeed we have the following:

**Theorem 1.1.** Let \( u \) be a positive weak solution of equation (1.1). If one of the following holds
(i) \( 1 < p \leq \frac{2n}{n+1} \) and
\[ E_{A_R}(u) = O \left( R^{\frac{n}{n-1}} \right), \] or
(ii) \( \frac{2n}{n+1} < p < 2 \) and
\[ E_{A_R}(u) = O \left( R^{2-(p)(n-p)} \right), \] or
(iii) $p > 2$ and $u(x) \leq C|x|^\alpha$ as $|x| \to \infty$ for some $\alpha \geq 0$ and
\[
E_{AR}(u) = O\left(R^k\right) \quad \text{for some} \quad k < \frac{2(n-p)}{2 + (n-3)p} - \alpha \frac{p(n(p-2)+p)}{(n-p)[2 + (n-3)p]},
\]
where $A_R := B_{2R} \setminus B_R$, then $u(x) = U_{\lambda,x_0}(x)$ for some $\lambda > 0$ and $x_0 \in \mathbb{R}^n$.

In particular this result implies the classification of solutions $u \in \mathcal{D}^{1,p}(\mathbb{R}^n)$, simply by observing that
\[
u \in \mathcal{D}^{1,p}(\mathbb{R}^n) \iff E_{\mathbb{R}^n}(\nu) < \infty.
\]
Here one also has to recall that positive solutions $u \in \mathcal{D}^{1,p}(\mathbb{R}^n)$ have the following behavior:
\[
u(x) \leq \frac{C}{1 + |x|^{\frac{n-p}{p-1}}} \quad \text{and} \quad |\nabla \nu(x)| \leq \frac{C}{1 + |x|^{\frac{n-p}{p-1}}},
\]
for all $x \in \mathbb{R}^n$ and some $C > 0$, as it was shown in [31, Theorem 1.1]. We explicitly note that we are not using these estimates in our estimates.

Note also that, if $\nu$ is a positive weak solution of equation (1.1), by Lemmas 2.7 and 2.9 for every $\alpha > 0$ one has
\[
E_{AR}^{\text{pot}}(\nu) = O(R^\alpha) \iff E_{AR}(\nu) = O(R^\alpha) \iff E_{AR}^{\text{kin}}(\nu) = O(R^\alpha).
\]
See Remark 2.10 for the proof.

For suitable choices of $n$ and $p$ we can show rigidity results without any further assumptions on the solution.

**Theorem 1.2.** Let $\nu$ be a positive weak solution of equation (1.1). If one of the following holds
(i) $n = 2$ and $1 < p < 2$, or
(ii) $n = 3$ and $\frac{3}{2} < p < 2$,
then $\nu(x) = U_{\lambda,x_0}(x)$ for some $\lambda > 0$ and $x_0 \in \mathbb{R}^n$.

In our last two classification theorems, where we consider general $n$ and $p$, we rely on conditions on the behavior of the solution at infinity, which are much weaker than all the results already available in the literature. For $1 < p < 2$ we have he following:

**Theorem 1.3.** Let $\nu$ be a positive weak solution of equation (1.1) with
\[
u(x) \leq C|x|^\alpha \quad \text{as} \quad |x| \to \infty,
\]
for some
\[
\alpha < \tilde{\alpha} := \frac{(3p-n)(n-p)}{p(n-2p)}.
\]
If one of the following holds
(i) $n = 3$ and $1 < p \leq \frac{3}{2}$, or
(ii) $n \geq 4$ and $1 < p < 2$,
then $\nu(x) = U_{\lambda,x_0}(x)$ for some $\lambda > 0$ and $x_0 \in \mathbb{R}^n$.

For $2 < p < n$, on the other hand, we have:

**Theorem 1.4.** Let $\nu$ be a positive weak solution of equation (1.1) with
\[
u(x) \leq C|x|^\alpha \quad \text{as} \quad |x| \to \infty.
\]
Let
\[
\tilde{\alpha} := \frac{2(n-p)}{p(p-2)}, \quad \tilde{\alpha} := \frac{(n-p)^2}{(p-2)(p-1)}, \quad \tilde{\alpha} := \frac{(3p-n)(n-p)}{p(n-2p)}, \quad \tilde{\alpha} := \frac{(3p-n)(n-p)}{p(n-3p+2)}.
\]
Assume that one of the following holds
(i) $n = 3$, and $2 < p < 3$ and $\alpha < \tilde{\alpha}$;
(ii) \( n = 4 \), and
\[
2 < p < \bar{p} \quad \text{and} \quad \alpha < \hat{\alpha},
\]
or
\[
\bar{p} \leq p < 4 \quad \text{and} \quad \alpha < \hat{\alpha};
\]
(iii) \( n = 5 \) or \( n = 6 \), and
\[
2 < p < \frac{n+2}{3} \quad \text{and} \quad \alpha < \bar{\alpha},
\]
or
\[
\frac{n+2}{3} \leq p < \bar{p} \quad \text{and} \quad \alpha < \bar{\alpha},
\]
or
\[
\bar{p} \leq p < n \quad \text{and} \quad \alpha < \hat{\alpha};
\]
(iv) \( n \geq 7 \) and
\[
2 < p \leq \frac{n}{3} \quad \text{and} \quad \alpha < \bar{\alpha},
\]
or
\[
\frac{n}{3} < p < \frac{n+2}{3} \quad \text{and} \quad \alpha < \bar{\alpha},
\]
or
\[
\frac{n+2}{3} \leq p < \bar{p} \quad \text{and} \quad \alpha < \hat{\alpha},
\]
or
\[
\bar{p} \leq p < n \quad \text{and} \quad \alpha < \hat{\alpha},
\]
where \( \bar{p} = \frac{n-2+\sqrt{n^2-4n+12}}{2} \). Then \( u(x) = U_{\lambda,x_0}(x) \) for some \( \lambda > 0 \) and \( x_0 \in \mathbb{R}^n \).

In particular we have the following classifications:

**Corollary 1.5.** Let \( u \) be a positive bounded weak solution of equation (1.1) on \( \mathbb{R}^n \), with \( n \leq 6 \), or \( n \geq 7 \) and \( p > \frac{n}{2} \). Then \( u(x) = U_{\lambda,x_0}(x) \) for some \( \lambda > 0 \) and \( x_0 \in \mathbb{R}^n \).

**Corollary 1.6.** Let \( u \) be a positive weak solution of equation (1.1) on \( \mathbb{R}^n \) with
\[
 u(x) \leq C |x|^{-\frac{n-p}{p}}.
\]
Then \( u(x) = U_{\lambda,x_0}(x) \) for some \( \lambda > 0 \) and \( x_0 \in \mathbb{R}^n \).

We stress the fact that all the limiting exponents in Theorems 1.3 and 1.4 are strictly larger than \( -\frac{n-p}{p} \) in the ranges of \( n \) and \( p \) where they are used. Actually they are strictly positive under the hypothesis of Corollary 1.5. Note that the exponent \( -\frac{n-p}{p} \) is the threshold decay in order for a radial solution to have finite energy.

As an auxiliary result, which may have an independent interest, we prove a gradient estimate for positive solutions to (1.1) which is instrumental in the proofs of Theorems 1.1 and 1.4 in the case \( 2 < p < n \).

**Proposition 1.7.** Let \( u \) be a positive weak solution of equation (1.1) with \( 1 < p < n \). Then, for every \( 0 < \varepsilon < \frac{p-1}{n-p} \) it holds
\[
|\nabla u| \leq C \left( \frac{\|u\|_{C^1(B_{2R}(x_0))}^{\frac{1}{n-p} + \varepsilon} + R^{-\varepsilon\frac{n-p}{n-1}}}{R^{\frac{n-1}{n-p} - \varepsilon}} \right) u^{\frac{n-1}{n-p} - \varepsilon} \quad \text{on} \ B_R(x_0)
\]
for some \( C = C(n,p,\varepsilon) > 0 \), for every \( R > 0 \) and every \( x_0 \in \mathbb{R}^n \).
This estimate is sharp for the positive solutions \( U_{\lambda,x_0}(x) \).

Most of the available classification results for the critical \( p \)-Laplace equation are based on a careful application of the moving plane technique. Interesting exceptions can be found in [5, 7, 17] where the authors, exploiting integral estimates obtained through test functions arguments, prove the classification via the vanishing of a suitable traceless tensor field depending on the solutions and their derivatives. Similar estimates have been used by Gidas and Spruck [14] and Serrin and Zou [27] in the subcritical case. In this paper we adopt a similar approach; the starting point in the proof of our classification results is the key integral estimate in Corollary 2.4 which in turn is obtained adapting arguments in [27] to the critical case.

One of the nice features of our approach is that it can be quite easily extended to the Riemannian setting, as it was shown in the case \( p = 2 \) in [5]. We review all the needed steps in order to adapt our arguments to the case of a Riemannian manifold \((M^n, g)\) in the Appendix A, where we sketch the proof of the following:

**Theorem 1.8.** Let \( u \) be a positive weak solution with regularity (2.1)–(2.4) on a complete non-compact Riemannian manifold \((M^n, g)\) such that

(i) \( \text{Ric} \geq 0 \), if \( 1 < p < 2 \), or

(ii) \( \text{Sec} \geq 0 \), if \( 2 < p < n \).

Then, under the hypotheses of Theorems 1.1-1.2-1.3-1.4, \((M^n, g)\) is isometric to \( \mathbb{R}^n \) with the Euclidean metric and \( u(x) = U_{\lambda,x_0}(x) \) for some \( \lambda > 0 \) and \( x_0 \in \mathbb{R}^n \).

The paper is organized as follows: in Section 2 we collect some useful preliminary results that will be needed in the proof of our main theorems, in particular in Corollary 2.4 we prove a key integral estimate that will be the starting point in the proofs of the main results; in Section 3 we prove the sharp gradient estimate in Proposition 1.7; in Section 4 we give the proof of Theorem 1.1; in Section 5 we show Theorems 1.3 and 1.4. Finally, in Appendix A we discuss the generalizations to the Riemannian setting.

## 2. Preliminaries

### 2.1. The key integral estimate.

In this part we collect some well-known facts about equation (1.1): the definition of weak solutions and of sub/super-solutions to (1.1) and the regularity theory related to the \( p \)-Laplace equation. Moreover we show the main integral estimate that we are going to use to prove our rigidity results.

**Definition 2.1.** A weak solution of (1.1) is a function \( u \in W^{1,p}_{\text{loc}}(\mathbb{R}^n) \cap L^\infty_{\text{loc}}(\mathbb{R}^n) \) such that

\[
\int_{\mathbb{R}^n} |\nabla u|^{p-2} \langle \nabla u, \nabla \psi \rangle - \int_{\mathbb{R}^n} u^{p-1} \psi = 0 \quad \forall \psi \in W^1_0(\mathbb{R}^n),
\]

where \( W^1_0(\mathbb{R}^n) \) denotes the set of compactly supported functions of \( W^1(\mathbb{R}^n) \).

Moreover, a weak subsolution of (1.1) is a function \( u \in W^{1,p}_{\text{loc}}(\mathbb{R}^n) \cap L^\infty_{\text{loc}}(\mathbb{R}^n) \) such that

\[
\int_{\mathbb{R}^n} |\nabla u|^{p-2} \langle \nabla u, \nabla \psi \rangle - \int_{\mathbb{R}^n} u^{p-1} \psi \leq 0 \quad \forall \psi \in W^1_0(\mathbb{R}^n),
\]

such that \( \psi \) is non-negative. Finally, \( u \in W^{1,p}_{\text{loc}}(\mathbb{R}^n) \cap L^\infty_{\text{loc}}(\mathbb{R}^n) \) is a weak supersolution of (1.1) if the opposite inequality holds.
Thanks to the classical regularity theory we have that any weak solution of (1.1), with \(1 < p \leq 2\), satisfies

\[
u \in W^{2,2}_{\text{loc}}(\mathbb{R}^n) \cap C^{1,\alpha}_{\text{loc}}(\mathbb{R}^n)\quad \text{(2.1)}
\]

for some \(\alpha \in (0, 1)\) and

\[
|\nabla u|^{p-2}\nabla u \in W^{1,2}_{\text{loc}}(\mathbb{R}^n).
\]

(2.2)

On the other hand, for \(p > 2\),

\[
u \in W^{2,2}_{\text{loc}}(\mathbb{R}^n \setminus \Omega_{cr}) \cap C^{1,\alpha}_{\text{loc}}(\mathbb{R}^n)
\]

for some \(\alpha \in (0, 1)\) and

\[
|\nabla u|^{p-2}\nabla^2 u \in L^2_{\text{loc}}(\mathbb{R}^n \setminus \Omega_{cr}),
\]

(2.3)

where

\[
\Omega_{cr} = \{x \in \mathbb{R}^n | \nabla u(x) = 0\}.
\]

We note that by a bootstrap argument, any weak solution is actually \(C^\infty\) on \(\Omega_{cr}^c\). These results can be found, for example, in [27, Section 8] and also in the recent paper [2] (see also references therein).

Here, also in order to help the reader, we adopt the same notation as in [27, Chapter II]. If \(u\) is a positive solution of (1.1) we define the vector fields

\[
u := |\nabla u|^{p-2}\nabla u, \quad \upsilon := u \frac{n(p-1)}{n-p} |\nabla u|^{p-2}\nabla u.
\]

(2.5)

The tensors \(\nabla \upsilon\) and \(\nabla \upsilon\) are well defined and actually smooth only on \(\Omega_{cr}^c\) when \(1 < p < 2\), while they are well defined and continuous on the whole of \(\mathbb{R}^n\) if \(p \geq 2\). It is then convenient to redefine them to be 0 on \(\Omega_{cr}\), for \(1 < p < 2\). Then we set

\[
U := \begin{cases} \nabla u, & \text{in } \Omega_{cr}^c, \\ 0, & \text{in } \Omega_{cr}\end{cases}, \quad V := \begin{cases} \nabla \upsilon, & \text{in } \Omega_{cr}^c, \\ 0, & \text{in } \Omega_{cr}\end{cases}
\]

(2.6)

Note that of course \(\nabla \upsilon \equiv U\) and \(\nabla \upsilon \equiv V\) on \(\mathbb{R}^n\) if \(p > 2\). Moreover, we recall the definition of the traceless tensor

\[
\hat{V} := V - \frac{\text{tr}V}{n} \text{Id}_n
\]

where \(\text{Id}_n\) is the identity tensor.

Using this notation, we have the following fundamental estimate.

**Proposition 2.2.** Let \(1 < p < n\), \(p \neq 2\), and \(u\) be a positive weak solution of equation (1.1). Then for every \(0 \leq \phi \in C^\infty_0(\mathbb{R}^n)\) we have

\[
\int u \frac{(n-1)p}{n-p} |\nabla \phi|^2 \leq -\int u \frac{(n-1)p}{n-p} \langle \nabla \phi, \nabla \phi \rangle
\]

Remark 2.3. We remark that the result holds with the equality sign when \(p > 2\). It also holds when \(p = 2\) with the equality sign, replacing \(V\) with \(\nabla \upsilon\) (see Proposition 6.2 in [27]).

**Proof.** In case \(p > 2\) the result follows from Proposition 6.2 in [27]. When \(1 < p < 2\), due to problems of regularity, one can first use Proposition 7.1 in [27], where a truncation of \(|\nabla u|\) is introduced in order to deal with the critical set of \(u\), and then pass to the limit as the relevant parameter \(\varepsilon\) tends to 0 to conclude. We provide here some details to help the reader.

We start with the case \(p > 2\). Formula (6.16) in Proposition 6.2 in [27] with

\[
a = -\frac{n(p-1)}{n-p}, \quad b = \frac{p(n-1)}{n-p}, \quad q = \frac{np}{n-p} - 1
\]

(2.7)
reads as
\[
\int (u^b I + \psi) \phi = -\int \langle \omega, \nabla \phi \rangle.
\]
Here
\[
\omega := u^{(\alpha-1)p} \left( \mathbf{v} \cdot \mathbf{V} - \frac{1}{n} \mathbf{v} \mathrm{tr} \mathbf{V} \right) = u^{(\alpha-1)p} \mathbf{v} \cdot \mathbf{\tilde{V}}.
\]
The expression $\mathbf{v} \cdot \mathbf{V}$ is interpreted as the vector with components $(\mathbf{v} \cdot \mathbf{V})_i = v_j V_{ij}$, for $i = 1, \ldots, n$, where we use the Einstein convention of summation over repeated indices. Moreover
\[
I := |\mathbf{V}|^2 - \frac{1}{n} \mathrm{tr}(\mathbf{V})^2 \equiv |\mathbf{\tilde{V}}|^2,
\]
and
\[
\psi := u^{b+2a+q-1} \left( A + q \hat{A} \right) |\nabla u|^p + B u^{b+2a-2} |\nabla u|^p + C \mathrm{div} \left( u^{b+2a-1} |\nabla u|^p \mathbf{u} \right) \equiv 0,
\]
since by our choices of $a, b, q$ one easily computes $\left( A + q \hat{A} \right) = B = C = 0$, using their explicit expressions in [27]. Thus the result immediately follows, with the equality sign.

The case $1 < p < 2$ is more involved. For any fixed $\varepsilon \in (0, 1)$, following [27] we set
\[
|\nabla u|_\varepsilon = \max\{|\nabla u|, \varepsilon\}, \quad \mathbf{u}_\varepsilon = |\nabla u|_\varepsilon^{-2} \nabla u, \quad \mathbf{v}_\varepsilon = u^{\frac{n(p-1)}{n-p}} \mathbf{u}_\varepsilon, \quad \mathbf{V}_\varepsilon = \nabla \mathbf{v}_\varepsilon.
\]
By Proposition 7.1 in [27] we obtain
\[
\int (u^b I_\varepsilon + \psi_\varepsilon) \phi = -\int \langle \omega_\varepsilon, \nabla \phi \rangle + O(\varepsilon^{2(p-1)}), \quad (2.8)
\]
with
\[
I_\varepsilon = \mathrm{tr}(\mathbf{V}_\varepsilon \mathbf{V}) - \frac{1}{n} \mathrm{tr} \mathbf{V}_\varepsilon \mathrm{tr} \mathbf{V}\]
\[
\omega_\varepsilon = \left( \mathbf{v}_\varepsilon \cdot \mathbf{V} - \frac{1}{n} \mathbf{v}_\varepsilon \mathrm{tr} \mathbf{V} \right) u^{\frac{(\alpha-1)p}{n-p}} = \mathbf{v}_\varepsilon \cdot \mathbf{\tilde{V}} u^{\frac{(\alpha-1)p}{n-p}}
\]
\[
\psi_\varepsilon = u^{b+2a+q-1} \left( \hat{A} + q \hat{A} \right) \Gamma_\varepsilon + \hat{A} u^{b+2a-1} |\nabla u|^p \mathrm{div} \mathbf{u}_\varepsilon
\]
\[
+ B u^{b+2a-2} |\nabla u|^p \Gamma_\varepsilon + C \mathrm{div} \left( u^{b+2a-1} |\nabla u|^p \mathbf{u}_\varepsilon \right),
\]
where
\[
\Gamma_\varepsilon = \langle \mathbf{u}_\varepsilon, \nabla u \rangle = |\nabla u|_\varepsilon^{-2} |\nabla u|^2,
\]
see formulas (7.6) and (6.15) in [27]. Using their explicit expressions provided in [27], one can easily see that choosing $a, b, q$ as in (2.7) we get $B = C = \hat{A} + \hat{A} + q \hat{A} = 0$.

Since $u \in C^1$ and positive, $\mathbf{u}_\varepsilon$ and $\mathbf{v}_\varepsilon$ converge to $\mathbf{u}$ and $\mathbf{v}$ in $L^2_{\text{loc}}$ respectively. Since $\mathbf{V}$ and $\mathbf{\tilde{V}}$ are in $L^2_{\text{loc}}$ and $u \in C^1$ and positive, $\omega_\varepsilon$ converges to $\omega$ in $L^1_{\text{loc}}$ as $\varepsilon$ tends to 0.

Moreover, $\Gamma_\varepsilon$ converges to $|\nabla u|^p$ in $L^2_{\text{loc}}$ and $|\nabla u|^p \mathrm{div} \mathbf{u}_\varepsilon$ converges weakly in $L^2_{\text{loc}}$ to $|\nabla u|^p \mathrm{div} \mathbf{u} = -|\nabla u|^p u^q$, see the proof of Proposition 7.2 in [27]. Then we obtain that $\psi_\varepsilon$ converges weakly to 0 in $L^2_{\text{loc}}$ as $\varepsilon$ tends to 0.

Finally we consider the term $I_\varepsilon$. Let
\[
\Omega_\varepsilon = \{ x \in \mathbb{R}^n | 0 < |\nabla u| < \varepsilon \},
\]
then $I_\varepsilon = I \geq 0$ almost everywhere on $\Omega_\varepsilon^c$ and $I_\varepsilon = I = 0$ on $\Omega_{\text{cr}}$. Thus
\[
\int \phi u^b I_\varepsilon = \int_{\Omega_\varepsilon^c} \phi u^b I + \int_{\Omega_\varepsilon} \phi u^b I_\varepsilon.
\]
By formula (7.22) in [27] we have
\[ \liminf_{\varepsilon \to 0} \int_{\Omega_\varepsilon} \phi u^b I_\varepsilon \geq 0, \]
while by the monotone convergence theorem we conclude that
\[ \lim_{\varepsilon \to 0} \int_{\Omega_\varepsilon} \phi u^b I = \int \phi u^b I. \]
Passing to the limit as \( \varepsilon \) tends to 0 in (2.8) we have
\[ \int u^b I \phi \leq - \int \langle \omega, \nabla \phi \rangle, \]
which is the desired inequality. \( \square \)

An easy consequence of the previous proposition is the following key integral estimate, from which we will deduce our main rigidity results.

**Corollary 2.4.** Let \( 1 < p < n, \ p \neq 2, \) and \( u \) be a positive weak solution of equation (1.1). Then for every \( 0 \leq \eta \in C^\infty_0(\mathbb{R}^n) \) and \( l \geq 2 \) we have
\[ \int u^{(n-1)/p} |\nabla|^{2p-1} \eta^l \leq C \int u^{(2-p)/(n-p)} |\nabla u|^{2(p-1)} |\nabla \eta|^2 \eta^l \]
and
\[ \int u^{(n-1)/p} |\nabla|^{2} \eta^l \leq C \left( \int_{\text{supp} |\nabla \eta|} u^{(n-1)/p} |\nabla|^{p} \eta^l \right)^{\frac{1}{2}} \left( \int u^{(2-p)/(n-p)} |\nabla u|^{2(p-1)} |\nabla \eta|^2 \eta^{l-2} \right)^{\frac{1}{2}}. \]

**Proof.** We consider \( \phi = \eta^l \) in Proposition 2.2. Using Cauchy-Schwarz and Young’s inequalities and the definition of \( v \) we get
\[ \int u^{(n-1)/p} |\nabla|^{2} \eta^l \leq C \int u |\nabla|^{2p-1} |\nabla \eta|^{l-1} \]
\[ \leq \frac{1}{2} \int u^{(n-1)/p} |\nabla|^{2} \eta^l + C \int u^{(2-p)/(n-p)} |\nabla u|^{2(p-1)} |\nabla \eta|^2 \eta^{l-2} \]
and the first inequality follows. The second part of the statement can be obtained similarly, using Hölder’s inequality instead. \( \square \)

**Remark 2.5.** A similar estimate appears in [5] in the case \( p = 2. \)

### 2.2. Some a priori estimates.
We collect here some general lemmas concerning the behavior of positive solutions of the equation (1.1), that we will need in the proofs of our main theorems. The first is a lower bound for positive \( p \)-superharmonic functions.

**Lemma 2.6 ([27, Lemma 2.3]).** Let \( u \) be a positive weak solution of
\[ \Delta_p u \leq 0 \]
on \( \mathbb{R}^n \setminus K \) with \( K \) compact and \( 1 < p < n. \) Then there exist positive constants \( \rho, A > 0 \) such that
\[ u(x) \geq \frac{A}{|x|^{\frac{n-p}{p-1}}} \text{ for all } x \in B^c_\rho. \]

The next lemma provides bounds for the kinetic energy in terms of the potential energy for positive weak subsolutions of equation (1.1). In particular, solutions \( u \in L^{p^*}(\mathbb{R}^n) \) automatically have finite energy.
Lemma 2.7. Let \( u \) be a positive weak solution of
\[-\Delta_p u \leq u^{p^*-1} \text{ in } \mathbb{R}^n.\]
Then, for every \( \varepsilon > 0 \) there exists a constant \( C = C(n, p) > 0 \) such that for every \( R > 0 \)
\[\int_{B_{2R} \setminus B_R} |\nabla u|^p \leq C \left( 1 + \varepsilon^{-\frac{n}{n-p}} \right) \int_{B_{5R/2} \setminus B_{R/2}} u^{p^*} + C \varepsilon,\]
Moreover, there exists \( C = C(n, p) > 0 \) such that for every \( R > 0 \)
\[\int_{B_R} |\nabla u|^p \leq C \int_{B_{2R}} u^{p^*} + C \left( \int_{B_{2R}} u^{p^*} \right)^{\frac{n-p}{n}}.\]
In particular, if \( u \in L^p(\mathbb{R}^n) \), then \( |\nabla u| \in L^p(\mathbb{R}^n) \), i.e. \( E_{\mathbb{R}^n}(u) < \infty \).

Remark 2.8. A estimate similar to the second part of the statement appears in the proof of Theorems 1.2 and 1.4 in [5] in the case \( p = 2 \).

Proof. Testing the weak formulation given in Definition 2.1 with \( u^q \eta^q \), with \( q > 1 \) and where \( \eta \in C_0^\infty(\mathbb{R}^n) \), we obtain
\[\int u^\frac{mq}{n-p} \eta^q \geq \int |\nabla u|^p \eta^q + q \int u|\nabla u|^{p-2} (\nabla u, \nabla \eta) \eta^{q-1}.\]
i.e., from Cauchy-Schwarz and Young inequalities
\[\int |\nabla u|^p \eta^q \leq \int u^\frac{mq}{n-p} \eta^q + q \int u|\nabla u|^{p-1} |\nabla \eta| \eta^{q-1} \leq \int u^\frac{mq}{n-p} \eta^q + \frac{1}{2} \int |\nabla u|^p \eta^q + C \int |\nabla \eta|^p u^p \eta^{q-p} \leq C \left( 1 + \varepsilon^{-\frac{n}{n-p}} \right) \int u^\frac{mq}{n-p} \eta^q + \frac{1}{2} \int |\nabla u|^p \eta^q + \varepsilon \int |\nabla \eta|^n \eta^{q-n},\]
for every \( \varepsilon > 0 \). Let \( q > n \), for any \( R > 1 \), we choose \( \eta \in C_0^\infty(\mathbb{R}^n) \) such that \( \eta \equiv 1 \) in \( B_{2R} \setminus B_R \), \( \eta \equiv 0 \) in \( B_{R/2} \cup B_{5R/2}^c \), \( 0 \leq \eta \leq 1 \) on \( \mathbb{R}^n \) and \( \eta \) satisfies
\[|\nabla \eta|^2 \leq CR^{-2} \text{ in } (B_{5R/2} \setminus B_{2R}) \cup (B_R \setminus B_{R/2}).\]
Hence, for every \( \varepsilon > 0 \), we get
\[\int_{B_{2R} \setminus B_R} |\nabla u|^p \leq C \left( 1 + \varepsilon^{-\frac{n}{n-p}} \right) \int_{B_{5R/2} \setminus B_{R/2}} u^\frac{mq}{n-p} + C \varepsilon,\]
which is the first part of the statement. In order to prove the second part, let \( q > p \) and for any \( R > 1 \) choose \( \eta \in C_0^\infty(\mathbb{R}^n) \) such that \( \eta \equiv 1 \) in \( B_R \), \( \eta \equiv 0 \) in \( B_{2R}^c \), \( 0 \leq \eta \leq 1 \) on \( \mathbb{R}^n \) and \( \eta \) satisfies
\[|\nabla \eta|^2 \leq CR^{-2} \text{ in } B_{2R} \setminus B_R.\]
From (2.9) using Hölder inequality we get
\[\int_{B_R} |\nabla u|^p \leq C \int_{B_{2R}} u^\frac{mq}{n-p} + C \left( \int_{B_{2R}} u^\frac{mq}{n-p} \right)^{\frac{n-p}{n}} |B_{2R} \setminus B_R|^2 \leq C \int_{B_{2R}} u^\frac{mq}{n-p} + C \left( \int_{B_{2R}} u^\frac{mq}{n-p} \right)^{\frac{n-p}{n}}.\]
\[\square\]
Similar to the previous lemma, the following provides bounds for the potential energy in terms of the kinetic energy for positive weak supersolutions of the equation (1.1). In particular, solutions with \( \nabla u \in L^p(\mathbb{R}^n) \) automatically have finite energy. Since the proof is similar to the previous one, we will omit it.

**Lemma 2.9.** Let \( u \) be a positive weak solution of
\[
-\Delta_p u \geq u^{p^*-1} \quad \text{in } \mathbb{R}^n.
\]
Then, for every \( \varepsilon > 0 \) there exists a constant \( C = C(n, p) > 0 \) such that for every \( R > 0 \)
\[
\int_{B_{2R} \setminus B_R} u^{p^*} \leq C \left( 1 + \varepsilon^{-\frac{p}{n(p-1)}} \right) \int_{B_{5R/2} \setminus B_{R/2}} |\nabla u|^p + C \varepsilon,
\]
Moreover, there exists \( C = C(n, p) > 0 \) such that for every \( R > 0 \)
\[
\int_{B_R} u^{p^*} \leq C \int_{B_{2R}} |\nabla u|^p + C \left( \int_{B_{2R}} |\nabla u|^p \right)^\frac{n(p-1)}{n(p-1)+p}.
\]
In particular, if \( \nabla u \in L^p(\mathbb{R}^n) \), then \( u \in L^{p^*}(\mathbb{R}^n) \), i.e. \( E_{2\mathbb{R}^n}(u) < \infty \).

**Remark 2.10.** As already observed in the introduction, if \( u \) is a positive weak solution of equation (1.1), by Lemmas 2.7 and 2.9 for every \( \alpha > 0 \) one has
\[
E_{A_R}^{\text{pot}}(u) = O(R^{\alpha}) \quad \iff \quad E_{A_R}(u) = O(R^{\alpha}) \quad \iff \quad E_{A_R}^{\text{kin}}(u) = O(R^{\alpha}).
\]
Indeed by Lemma 2.7 there exists \( C > 0 \) such that, for every \( R > 0 \), we have
\[
E_{A_R}^{\text{pot}}(u) \leq E_{A_R}(u) \leq (C + 1) \int_{B_{5R/2} \setminus B_{R/2}} u^{p^*} + 1 \leq (C + 1) \left( E_{A_{5R/2}}^{\text{pot}}(u) + E_{A_R}^{\text{pot}}(u) + E_{A_{2R}}^{\text{pot}}(u) \right) + 1.
\]
Similarly by Lemma 2.9 for every \( R > 0 \)
\[
E_{A_R}^{\text{kin}}(u) \leq E_{A_R}(u) \leq (C + 1) \int_{B_{5R/2} \setminus B_{R/2}} |\nabla u|^p + 1 \leq (C + 1) \left( E_{A_{5R/2}}^{\text{kin}}(u) + E_{A_R}^{\text{kin}}(u) + E_{A_{2R}}^{\text{kin}}(u) \right) + 1.
\]
Thus we conclude.

### 3. A sharp gradient estimate

In this section we will prove the sharp gradient estimate in Proposition 1.7. To the best of our knowledge this result is new and we believe that it may have independent interest.

We begin by defining the (second order part of the) linearized \( p \)-Laplace operator (see e.g. [16, 29])
\[
P_f(w) := |\nabla f|^{p-2} \Delta w + (p - 2)|\nabla f|^{p-4} \nabla^2 w(\nabla f, \nabla f).
\]
Observe that \( P_f(f) = \Delta_p f \). The following inequality follows from the extension to \( p \)-Laplace operator of the classical Bochner formula (see e.g. [16, 29]).
Lemma 3.1. Given $x \in \mathbb{R}^n$, a domain $U$ containing $x$ and a function $f \in C^3(U)$, if $|\nabla f|(x) \neq 0$, at $x$ it holds

$$\frac{1}{p} P_f(|\nabla f|^p) \geq \frac{1}{n} (\Delta_p f)^2 + \frac{n}{n-1} \left( \frac{1}{n} \Delta_p f - (p - 1)|\nabla f|^{p-4}\nabla^2 f(\nabla f, \nabla f) \right)^2$$

$$+ |\nabla f|^{p-2} \left[ \langle \nabla f, \nabla \Delta_p f \rangle - (p - 2) \frac{\Delta_p f}{|\nabla f|^2} \nabla^2 f(\nabla f, \nabla f) \right]$$

Proof. It follows combining the p-Bochner formula [29, Proposition 3.1] with the sharp estimate [29, Lemma 3.2].

3.1. Proof of Proposition 1.7. Let $u$ be a positive weak solution of equation (1.1) with $1 < p < n$ and define $f := u^a > 0$, $a \in \mathbb{R} \setminus \{0\}$. By regularity we know that $f$ is smooth where $|\nabla f| > 0$. Thus, where $|\nabla f| > 0$, we have

$$\nabla f = au^{-1} \nabla u$$

and,

$$\Delta_p f = \text{div} (|\nabla f|^{p-2} \nabla f)$$

$$= a|a|^{p-2} \text{div} (u^{(a-1)(p-1)} |\nabla u|^{p-2} \nabla u)$$

$$= a|a|^{p-2} u^{(a-1)(p-1)} \Delta_p u + a|a|^{p-2} (a-1)(p-1)u^{(a-1)(p-1)-1} |\nabla u|^p$$

$$= -a|a|^{p-2} u^{(a-1)(p-1)+q} + a|a|^{p-2} (a-1)(p-1)u^{(a-1)(p-1)-1} |\nabla u|^p$$

with $q = p^* - 1$. Using Lemma 3.1, where $|\nabla f| > 0$, we obtain

$$\frac{1}{p} P_f(|\nabla f|^p) \geq \frac{1}{n} (\Delta_p f)^2 + \frac{n}{n-1} \left( \frac{1}{n} \Delta_p f - (p - 1)|\nabla f|^{p-4}\nabla^2 f(\nabla f, \nabla f) \right)^2$$

$$+ |\nabla f|^{p-2} \left[ \langle \nabla f, \nabla \Delta_p f \rangle - (p - 2) \frac{\Delta_p f}{|\nabla f|^2} \nabla^2 f(\nabla f, \nabla f) \right]$$

$$\geq \frac{1}{n-1} (\Delta_p f)^2 + |\nabla f|^{p-2} \langle \nabla f, \nabla \Delta_p f \rangle - \frac{2(p-1)+(n-1)(p-2)}{(n-1)} |\nabla f|^{p-4} \Delta_p f \nabla^2 f(\nabla f, \nabla f)$$

$$= \frac{1}{n-1} (\Delta_p f)^2 + |\nabla f|^{p-2} \langle \nabla f, \nabla \Delta_p f \rangle + c_1 |\nabla f|^{-2} \Delta_p f \langle \nabla |\nabla f|^p, \nabla f \rangle$$

$$\geq \frac{(1-a)(p-1)+a(n-p)}{a(n-1)} |\nabla f|^{2p} - c_2 f^{\frac{(a-1)(p-1)+q}{a}} |\nabla f|^{p-2}$$

$$+ \left( c_1 |\nabla f|^{-2} \Delta_p f + c_3 f^{-1} |\nabla f|^{p-2} \langle \nabla |\nabla f|^p, \nabla f \rangle ight)$$

with

$$c_1 = -\frac{2(p-1)+(n-1)(p-2)}{p(n-1)}, \quad c_2 = |a|^{p-2} \left[ \frac{n+1}{n-1} (a-1)(p-1) + q \right],$$

$$c_3 = \frac{(a-1)(p-1)}{a}, \quad c_4 = -a|a|^{p-2} c_1, \quad c_5 = \frac{(a-1)(p-1)}{a} c_1 + c_3.$$

We choose $a$

$$a := -\frac{p-1}{n-p} + \varepsilon$$

(3.1)
for a given $0 < \varepsilon < \frac{B - 1}{n - p}$. Then there exists $\lambda = \lambda(\varepsilon) > 0$ such that, where $|\nabla f| > 0$, we have
\[
\frac{1}{p} P_f(|\nabla f|^p) \geq \lambda f^{-2} |\nabla f|^{2p} - c_2 f^{(a - 1)(p - 1) + q + 1} - 1 |\nabla f|^p
\]
\[
+ \left( c_4 f^{(a - 1)(p - 1) + q + 3} |\nabla f|^{-2} + c_5 f^{-1} |\nabla f|^{p - 2} \right) \langle \nabla |\nabla f|^p, \nabla f \rangle.
\] (3.2)

If $|\nabla f|$ achieves its maximum in $B_{2R}$ at some point $\bar{x} \in B_{2R}$, we have
\[
\nabla |\nabla f|^p = 0 \quad \text{and} \quad P_f(|\nabla f|^p) \leq 0 \quad \text{at} \ \bar{x}
\]
and (3.2) implies, at $\bar{x}$,
\[
0 \geq f^{-2} |\nabla f|^p \left( \lambda |\nabla f|^p - c_2 f^{(a - 1)(p - 1) + q + 1} \right) = f^{-2} |\nabla f|^p \left( \lambda |\nabla f|^p - c_2 u^{(a - 1)(p - 1) + q + 1} \right).
\]

Moreover, since $q + 1 = \frac{\sup}{n - p}$ we have
\[
\theta := (a - 1)(p - 1) + q + a = \frac{\theta}{n - p} + p\varepsilon > 0.
\] (3.3)

We obtain
\[
\sup_{B_{2R}} |\nabla f| \leq C \sup_{B_{2R}} u^\theta \iff |\nabla u(x)| \leq C \left( \sup_{B_{2R}} u^{\theta + \varepsilon} \right) u(x)^{\frac{n - 1}{n - p} - \varepsilon}
\]
for all $x \in B_{2R}$.

On the other hand, if $|\nabla f|$ does not achieve its maximum at some point $\tilde{x}$, we have to employ a cutoff argument. For a given $0 < \delta < \frac{1}{2}$ there exist nonnegative cutoff functions $\phi = \phi(|x|)$ with $\phi \equiv 1$ on $B_{2R}$, $\phi \equiv 0$ on $B_{2R}^c$, $0 \leq \phi \leq 1$ on $\mathbb{R}^n$ and such that
\[
|\nabla \phi| \leq \frac{C}{R} \phi^{1 - \delta}, \quad |\nabla^2 \phi| \leq \frac{C}{R^2} \phi^{1 - 2\delta},
\] (3.4)
on $B_{2R} \setminus B_R$ for some $C > 0^2$. Let
\[
H := \phi |\nabla f|^p
\]
and $\bar{x}$ be a maximum point of $H$. We can assume that $\phi(\bar{x}) > 0$ and $|\nabla f|(\bar{x}) > 0$. At $\bar{x}$ we have
\[
\nabla H = 0, \quad P_f H \leq 0,
\]
Therefore, at $\bar{x}$, we have
\[
\nabla H = 0 \iff \nabla |\nabla f|^p = -\phi^{-2} H \nabla \phi.
\] (3.5)

Moreover, using (3.5), we have
\[
\nabla_i \nabla_j H = \phi^{-1} H \nabla_i \nabla_j \phi - 2 \phi^{-2} H \nabla_i \phi \nabla_j \phi + \phi \nabla_i \nabla_j |\nabla f|^p
\]
and thus
\[
\Delta H = \phi^{-1} H \Delta \phi - 2 \phi^{-2} H |\nabla \phi|^2 + \phi \Delta |\nabla f|^p.
\]

Using the definition of $P_f$, at $\bar{x}$ we obtain
\[
0 \geq |\nabla f|^{4 - p} P_f H
\]
\[
= |\nabla f|^{2\phi - 2} \left( \phi \Delta \phi - 2 |\nabla \phi|^2 \right) H + \phi |\nabla f|^2 \Delta |\nabla f|^p
\]
\[
\quad + (p - 2) \phi^{-2} \left[ \phi^2 \nabla^2 \phi |\nabla f|^2 H - 2 \langle \nabla \phi, \nabla f \rangle^2 H + \phi^3 \nabla^2 |\nabla f|^p (\nabla f, \nabla f) \right]
\]
\[
\geq \phi |\nabla f|^{4 - p} P_f |\nabla f|^p - \frac{C}{R^2} \phi^{-2\delta} |\nabla f|^2 H,
\]
\[\text{We observe that such cutoff functions can be obtained setting } \phi(x) = \psi \left( \frac{|x|}{R} \right)^{1/\delta}, \text{ where } \psi \in C^2([0, \infty)) \text{ is such that } \psi \equiv 1 \text{ in } [0, 1), \psi \equiv 0 \text{ in } [2, \infty) \text{ and } 0 \leq \psi \leq 1.\]
i.e.

\[ 0 \geq \phi^{1+2\delta} P_f |\nabla f|^p - \frac{C}{R^2} \phi^{-\frac{n-2}{p-1}} H^{\frac{2(p-1)}{p}}. \]  

(3.6)

From (3.2), we have

\[ \frac{1}{p} P_f(|\nabla f|^p) \geq \lambda f^{-2} \phi^{-2} H^2 - c_2 f^{-2} u^\theta \phi^{-1} H - \left(c_4 f^{-1} u^\theta |\nabla f|^2 + c_5 f^{-1} |\nabla f|^{p-2}\right) \phi^{-2} \langle \nabla \phi, \nabla f \rangle H, \]

where \( \theta > 0 \) is defined in (3.3). We get

\[ \frac{1}{p} P_f(|\nabla f|^p) \geq \lambda f^{-2} \phi^{-2} H^2 - C f^{-2} u^\theta \phi^{-1} H - \frac{C}{R} f^{-1} u^\theta \phi^{-1-\delta+\frac{1}{p}} H^{\frac{p}{p-1}} - C \frac{C}{R} \phi^{-1-\delta-\frac{n-2}{p}} H^{\frac{2(p-1)}{p}}. \]

Using Lemma 2.6, on \( B_{2R} \) we have

\[ f = u^\alpha \leq CR^{-n-\frac{n-p}{p-1}} = CR^{1-\varepsilon n-\frac{n-p}{p-1}} \iff -\frac{1}{R} \geq \frac{CR^{-\frac{n-p}{p-1}}}{f}. \]

Therefore

\[ \frac{1}{p} P_f(|\nabla f|^p) \geq f^{-2} \left( \lambda \phi^{-2} H^2 - \phi^{-1} u^\theta H - \phi^{-1-\delta+\frac{1}{p}} u^\theta H^{\frac{n-1}{p}} - \phi^{-1-\delta-\frac{n-2}{p}} H^{\frac{2(p-1)}{p}} \right). \]

Using (3.6) we obtain

\[ 0 \geq \lambda \phi^{-2} H^2 - \phi^{-1} u^\theta H - \phi^{-1-\delta+\frac{1}{p}} u^\theta H^{\frac{n-1}{p}} - \phi^{-1-\delta-\frac{n-2}{p}} H^{\frac{2(p-1)}{p}} \]
\[ - C \phi^{-1-\delta-\frac{n-2}{p}} H^{\frac{2(p-1)}{p}} - C \phi^{-1-2\delta-\frac{n-2}{p}} H^{\frac{2(p-1)}{p}}. \]

Now, choosing \( \delta < \min\{\frac{1}{p}, \frac{1}{2}\} \), since \( 0 \leq \phi \leq 1 \), at \( \bar{x} \) we obtain

\[ 0 \geq \lambda H^2 - C u^\theta H - C u^\theta R^{-\frac{n-2}{p}} H^{\frac{n-1}{p}} - CR^{-\frac{n-2}{p}} H^{\frac{2(p-1)}{p}} \]
\[ \geq \frac{\lambda}{2} H^2 - C \left( u^\theta + R^{-\frac{n-2}{p}} H^{\frac{n-1}{p}} \right), \]

where we used Young’s inequality\(^3\). This clearly implies

\[ H \leq H(\bar{x}) \leq C \left( u^\theta(\bar{x}) + R^{-\frac{n(p-\rho)}{p-1}} \right) \quad \text{on } B_{2R} \]

for every \( R > 0 \), and in particular

\[ |\nabla f|^p \leq C \left( \sup_{B_{2R}} u^\theta + R^{-\frac{n(p-\rho)}{p-1}} \right) \quad \text{on } B_{R}, \]

i.e.

\[ |\nabla u| \leq C \left( \sup_{B_{2R}} u^\frac{1}{n-p} + \varepsilon + R^{-\frac{n-\rho}{p-1}} \right) u^{\frac{n-1}{n-p} \varepsilon} \quad \text{on } B_{R} \]

which is the thesis.

\[ \square \]

In case \( u \) is controlled by a power of the distance at infinity, one can obtain the following point-wise estimate on the gradient of \( u \) in terms of \( u \). In \cite[Corollary 2.2]{17} the authors obtained a logarithmic gradient estimate in case \( p = 2 \).

\[^3\text{We remark that on the third term } u^\theta R^{-\frac{p-\rho}{p-1}} H^{\frac{n-1}{p}} \text{ we used the following generalization of the classical Young’s inequality:} \]
\[ abc \leq \varepsilon a^r + k_1(\varepsilon)b^s + k_2(\varepsilon)c^t, \]

for all \( a, b, c \geq 0, \varepsilon > 0 \) and where \( r, s, t > 1 \) are such that \( \frac{1}{r} + \frac{1}{s} + \frac{1}{t} = 1 \).
Corollary 3.2. Let $u$ be a positive weak solution of equation (1.1) with $1 < p < n$. Assume
\[ u(x) \leq C|x|^\alpha \]
for all $x \in B_1$, for some $\alpha \in \mathbb{R}$. Then, for every $0 < \varepsilon < \frac{p-1}{n-p}$ it holds
\[ |\nabla u(x)| \leq C \left( |x|^{\frac{1}{n-p-\varepsilon}} + |x|^{-\varepsilon (\alpha-1)} \right) u(x)^{\frac{n-1}{n-p-\varepsilon}} \]
for some $C = C(n, p, \varepsilon, \alpha) > 0$, for every $x \in B_1$.

Proof. It is sufficient to apply Proposition 1.7 on $B_{|x|/4}(x)$ at the point $x$. \hfill \Box

4. Rigidity with energy control

In this section we prove Theorem 1.1.

4.1. Proof of Theorem 1.1 (i). Let $u$ be a positive weak solution of equation (1.1) with $1 < p \leq \frac{2n}{n+1}$. From Corollary 2.4 with $l = 2$ we have
\[ \int u^{(n-1)p \over n-p} |\nabla|^2 \eta^2 \leq C \int u^{(2-p)n-p \over n-p} |\nabla u|^{2(p-1)} |\nabla \eta|^2. \tag{4.1} \]
for every $\eta \in C_0^\infty(\mathbb{R}^n)$ with $\eta \geq 0$. For any $R > 1$, we choose $\eta \in C_0^\infty(\mathbb{R}^n)$ such that $\eta \equiv 1$ in $B_R$, $\eta \equiv 0$ in $B_{2R}^\epsilon$, $0 \leq \eta \leq 1$ on $\mathbb{R}^n$ and $\eta$ satisfies
\[ |\nabla \eta|^2 \leq CR^{-2} \text{ in } A_R = B_{2R} \setminus B_R. \]
We show that the integral on the righthand side of (4.1) is uniformly bounded in $R$. Since $p \leq \frac{2n}{n+1} < 2$, we have
\[ \frac{(2-p)n-p}{n-p} \geq 0 \quad \text{and} \quad 2(p-1) < p. \]
If $1 < p < \frac{2n}{n+1}$, using Hölder inequality we obtain
\[ \int u^{(2-p)n-p \over n-p} |\nabla u|^{2(p-1)} |\nabla \eta|^2 \leq \frac{C}{R^2} \left( \int_{A_R} u^{n \over np} \right)^{2(p-1) \over n} \left( \int_{A_R} |\nabla u|^p \right)^{2 \over p} |A_R|^{1 \over n} \]
\[ \leq \frac{C}{R} E_{AR}^\text{pot}(u)^{(2-p)n-p \over np} E_{AR}^\text{kin}(u)^{2(p-1) \over p} \]
\[ \leq \frac{C}{R} E_{AR}(u)^{n-1 \over n}. \]
If $p = \frac{2n}{n+1}$, similarly we have
\[ \int u^{(2-p)n-p \over n-p} |\nabla u|^{2(p-1)} |\nabla \eta|^2 = \int |\nabla u|^{2(n+1) \over n+1} |\nabla \eta|^2 \]
\[ \leq \frac{C}{R^2} \left( \int_{A_R} |\nabla u|^{2n \over n+1} \right)^{n-1 \over n} |A_R|^{1 \over n} \]
\[ \leq \frac{C}{R} E_{AR}^\text{kin}(u)^{n-1 \over n} \]
\[ \leq \frac{C}{R} E_{AR}(u)^{n-1 \over n}. \]
Thanks to the energy assumptions, in both cases we have that the righthand side of (4.1) is uniformly bounded in $R$. Hence
\[ \int_{\mathbb{R}^n} u^{(n-1)p \over n-p} |\nabla|^2 < \infty, \]
and by the second inequality in Corollary 2.4, passing to the limit as \( R \) tends to infinity, we obtain
\[
\int_{\mathbb{R}^n} u^{(2-p)n-p} |\nabla|^2 = 0,
\]
i.e.
\[
\nabla = \nabla v - \frac{\nabla v}{n} \text{Id}_n \equiv 0 \quad \text{in } \Omega^c.
\]
Let \( \Omega_0 \subseteq \Omega^c \) be a connected component of \( \Omega^c \). Since \( 0 < u \in C^{1,\alpha}_0(\mathbb{R}^n) \) then
\[
v = u - \frac{n-p}{n} \in C^{1,\alpha}_0(\mathbb{R}^n).
\]
Since
\[
v = -\left(\frac{n-p}{p}\right)^{p-1} |\nabla v|^{p-2} \nabla v
\]
we get
\[
\text{div } v = -\left(\frac{n-p}{p}\right)^{p-1} \Delta_p v
\]
\[
= u \frac{n(p-1)}{n-p} \Delta_p u - \frac{n(p-1)}{n-p} u \frac{p(n-1)}{n-p} |\nabla u|^p
\]
\[
= -u^{\frac{p}{n-p}} - \frac{n(p-1)}{n-p} u \frac{p(n-1)}{n-p} |\nabla u|^p \in C^{0,\alpha}_0(\mathbb{R}^n).
\]
By standard elliptic regularity, we have \( v \in C^{2,\alpha}_0(\Omega_0) \), \( u \in C^{2,\alpha}(\Omega_0) \) and then \( \text{div } v \in C^{1,\alpha}_0(\Omega_0) \). Differentiating (4.2), we get
\[
\partial_i (\text{div } v) = n \partial_i (\text{div } v).
\]
Therefore \( \text{div } v = \text{const on } \Omega_0 \) and thus \( v = C(x - x_0) \), for some \( C \in \mathbb{R} \) and some \( x_0 \in \mathbb{R}^n \). Thus
\[
v = C_1 + C_2 |x - x_0|^{\frac{2}{p-1}}
\]
on \( \Omega_0 \), for some \( C_1, C_2 > 0 \). Then \( u(x) = U_{A, x_0}(x) \) on \( \Omega_0 \) for some \( \lambda > 0 \) and \( x_0 \in \mathbb{R}^n \). Since the argument above holds whenever \( \nabla u \neq 0 \), we must have \( \Omega_0 = \mathbb{R}^n \setminus \{x_0\} \) and the result follows.

4.2. Proof of Theorem 1.1 (ii). Let \( u \) be a positive weak solution of equation (1.1) with \( \frac{2n}{n+1} < p < 2 \). From Corollary 2.4 with \( l = 2 \) we have
\[
\int u^{(n-1)p} |\nabla|^2 \eta^2 \leq C \int u^{\frac{(2-p)n-p}{n-p}} |\nabla u|^{2(p-1)} |\nabla \eta|^2.
\]
We choose the same cutoff functions as in (i). Since \( \frac{2n}{n+1} < p < 2 \), we have
\[
\frac{(2-p)n-p}{n-p} < 0 \quad \text{and} \quad 2(p-1) < p.
\]
Thanks to Lemma 2.6 we have \( u \geq CR^{\frac{n-p}{p-1}} \) on \( A_R \) and using Hölder inequality we get
\[
\int u^{\frac{(2-p)n-p}{n-p}} |\nabla u|^{2(p-1)} |\nabla \eta|^2 \leq CR^{\frac{(n-1)(2-p)}{p-1}} \left( \int_{A_R} |\nabla u|^p \right)^{\frac{2(p-1)}{p}} |A_R|^{\frac{2-p}{p}}
\]
\[
\leq CR^{\frac{(n-p)(2-p)}{p(p-1)}} E_{A_R}(u)^{\frac{2(p-1)}{p}}
\]
\[
\leq CR^{\frac{(n-p)(2-p)}{p(p-1)}} E_{A_R}(u)^{\frac{2(p-1)}{p}}
\]
Thanks to the energy assumption, we have that the righthand side of (4.3) is uniformly bounded in \( R \). Hence

\[
\int_{\mathbb{R}^n} u^{(n-1)p\over n-p} |\nabla|^2 = 0,
\]

and the conclusion follows as in the proof of Theorem 1.1 (i).

4.3. Proof of Theorem 1.1 (iii). Let \( u \) be a positive weak solution of equation (1.1) with \( 2 < p < n \) and assume

\[
|u(x)| \leq C|x|^\alpha,
\]
as \( |x| \to \infty \) for some \( \alpha \geq 0 \). From Corollary 2.4 with \( l = 2 \) we have

\[
\int u^{(n-1)p\over n-p} |\nabla|^2 \eta^2 \leq C \int u^{(2-p)n-p\over n-p} |\nabla|^2 |2(p-1)|\eta|^2. \tag{4.4}
\]

We choose the same cutoff functions as in (i). We have

\[
\int u^{(2-p)n-p\over n-p} |\nabla|^2 |2(p-1)|\eta|^2 = \int u^{(2-p)n-p\over n-p} |\nabla|^\theta |\nabla|^2 |2(p-1)-\theta|\eta|^2
\]

\[
\leq CR\left(\frac{1}{n-p}+\varepsilon\right)\alpha\theta \int u^{(2-p)n-p+\theta(n-1)-(n-p)\theta\over n-p} |\nabla|^2 |2(p-1)-\theta|\eta|^2,
\]

for every \( \theta > 0 \) and every \( \varepsilon > 0 \) small enough, where we used the gradient estimate in Corollary 3.2. We assume

\[
p-2 < \theta < 2(p-1) \quad \text{and} \quad \theta > \frac{(p-2)n+p}{n-1-\varepsilon(n-p)}
\]

and we apply Hölder inequality to obtain

\[
\int u^{(2-p)n-p\over n-p} |\nabla|^2 |2(p-1)|\eta|^2
\]

\[
\leq CR\left(\frac{1}{n-p}+\varepsilon\right)\alpha\theta \int u^{(2-p)n-p+\theta(n-1)-(n-p)\theta\over n-p} |\nabla|^2 |2(p-1)-\theta|\eta|^2
\]

\[
\leq CR\left(\frac{1}{n-p}+\varepsilon\right)\alpha\theta \int u^{(2-p)n-p+\theta(n-1)-(n-p)\theta\over n-p} |\nabla|^2 |2(p-1)-\theta|\eta|^2
\]

\[
\leq CR\left(\frac{1}{n-p}+\varepsilon\right)\alpha\theta \int u^{(2-p)n-p+\theta(n-1)-(n-p)\theta\over n-p} |\nabla|^2 |2(p-1)-\theta|\eta|^2
\]

Under our assumptions, \( E_{AR}(u) \leq CR^k \) for some \( k > 0 \). Then

\[
\int u^{(2-p)n-p\over n-p} |\nabla|^2 |2(p-1)|\eta|^2 \leq CR\left(\frac{1}{n-p}+\varepsilon\right)\alpha\theta \int u^{(2-p)n-p+\theta(n-1)-(n-p)\theta\over n-p} |\nabla|^2 |2(p-1)-\theta|\eta|^2
\]

Since \( p-2 < \frac{(p-2)n+p}{n-1-\varepsilon(n-p)} < 2(p-1) \), by choosing \( \theta \) close to \( \frac{(p-2)n+p}{n-1-\varepsilon(n-p)} \) and \( \varepsilon \) close to 0, thanks to the energy assumption, we have that the righthand side of (4.4) is uniformly bounded in \( R \). Hence

\[
\int_{\mathbb{R}^n} u^{(n-1)p\over n-p} |\nabla|^2 = 0,
\]

and the conclusion follows as in the proof of Theorem 1.1 (i).
5. RIGIDITY WITH CONTROL AT INFINITY

In this section we prove Theorems 1.3 and 1.4. We start by proving the following weak energy estimate which shows that a weighted energy has controlled growth on balls.

**Lemma 5.1.** Let $u$ be a positive weak solution of equation (1.1) for some $1 < p < n$ and let $t < -1$. Then, for every $R > 1$, we have
\[
\int_{B_R} u \frac{np+p(n-p)}{n-p} + \int_{B_R} u^t |\nabla u|^p \leq CR^\beta,
\]
for some $C = C(n, p, t) > 0$ and
\[
\beta := \begin{cases} \frac{t(n-p)}{p} & t + p > 0 \\ \frac{t(n-p)}{p-1} & t + p \leq 0. \end{cases}
\]

**Proof.** We choose $\eta \in C_0^\infty(\mathbb{R}^n)$ be such that $\eta \equiv 1$ in $B_R$, $\eta \equiv 0$ in $B^c_{2R}$, $0 \leq \eta \leq 1$ on $\mathbb{R}^n$ and $\eta$ satisfies
\[
|\nabla \eta|^2 \leq CR^{-2} \quad \text{in} \ A_R = B_{2R} \setminus B_R.
\]
Testing the weak formulation given in 2.1 with $u^{l+1} \eta^l$, for $l$ sufficiently large, we obtain
\[
- \int u \frac{np+p(n-p)}{n-p} \eta^l \geq (t + 1) \int u^t |\nabla u|^p \eta^l - l \int u^{l+1} |\nabla u|^{p-2} (\nabla u, \nabla \eta) \eta^{l-1}
\]
\[
\geq (t + 1) \int u^t |\nabla u|^p \eta^l - l \int u^{l+1} |\nabla u|^{p-1} |\nabla \eta| \eta^{l-1}
\]
If $t + p > 0$, we get
\[
- \int u \frac{np+p(n-p)}{n-p} \eta^l \geq (t + 1) \int u^t |\nabla u|^p \eta^l - \varepsilon \int u \frac{np+p(n-p)}{n-p} \eta^l - \varepsilon \int u^t |\nabla u|^p \eta^l
\]
\[
- C_\varepsilon \int |\nabla \eta| \frac{np+p(n-p)}{p} \eta^l - C_\varepsilon \int u \frac{np+p(n-p)}{n-p} \eta^l - C_\varepsilon R \frac{np+p(n-p)}{p} |B_{2R}|
\]
for some $\varepsilon > 0$, where we used Cauchy-Schwarz and Young’s inequalities. Choosing $\varepsilon$ small enough, we conclude.

On the other hand, if $t + p \leq 0$, we get
\[
- \int u \frac{np+p(n-p)}{n-p} \eta^l \geq (t + 1) \int u^t |\nabla u|^p \eta^l - \varepsilon \int u^t |\nabla u|^p \eta^l - C_\varepsilon \int u^{t+p} |\nabla \eta|^{p} \eta^{l-p}
\]
\[
\geq (t + 1) \int u^t |\nabla u|^p \eta^l - C_\varepsilon R \frac{(t+p)(n-p)}{p-1} \eta^{l-p}
\]
\[
\geq (t + 1) \int u^t |\nabla u|^p \eta^l - C_\varepsilon R \frac{(t+1)(n-p)}{p-1}
\]
for some $\varepsilon > 0$, where we used Lemma 2.6. Choosing $\varepsilon$ small enough, we conclude.

\[\square\]

---

4We remark that on the third term $u^{t+1} |\nabla u|^{p-1} |\nabla \eta| \eta^{l-1}$ we used the following generalization of the classical Young’s inequality:
\[
abc \leq \varepsilon a^r + \varepsilon b^s + k(\varepsilon)c^t,
\]
for all $a, b, c \geq 0$, $\varepsilon > 0$ and where $r, s, t > 1$ are such that $\frac{1}{r} + \frac{1}{s} + \frac{1}{t} = 1$. 
5.1. **Proof of Theorems 1.2 and 1.3.** Let $u$ be a positive weak solution of equation (1.1) with $1 < p < 2$ and let $\gamma > 0$. Let $\eta$ as in the proof of the previous lemma. From Corollary 2.4 with $l = 2$ we have

$$
\int u^{(n-1)p}_{n-p} |\nabla|^{2} \eta^{2} \leq C \int u^{(2-p)n-p}_{n-p} |\nabla u|^{2(p-1)} |\nabla \eta|^{2}.
$$

(5.1)

We choose $\eta \in C_{0}^{\infty}(\mathbb{R}^{n})$ be such that $\eta \equiv 1$ in $B_{R}$, $\eta \equiv 0$ in $B_{2R}^{c}$, $0 \leq \eta \leq 1$ on $\mathbb{R}^{n}$ and $\eta$ satisfies $|\nabla \eta|^{2} \leq CR^{-2}$ in $A_{R} = B_{2R} \setminus B_{R}$.

Since $p < 2$, then $2(p - 1) < p$ and, by Hölder inequality we obtain

$$
\int u^{(2-p)n-p}_{n-p} |\nabla u|^{2(p-1)} |\nabla \eta|^{2}
\leq \sup_{A_{R}} u^{\gamma} \int u^{(2-p)n-p}_{n-p} - \gamma |\nabla u|^{2(p-1)} |\nabla \eta|^{2}
\leq \frac{1}{R^{2}} \sup_{A_{R}} u^{\gamma} \int u^{(2-p)n-p}_{n-p} - \frac{2(p-1)}{p} \gamma \left(\int A_{R} u |\nabla u|^{p} \right)^{\frac{2(p-1)}{p}}
\leq \frac{1}{R^{2}} \sup_{A_{R}} u^{\gamma} \left(\int A_{R} u^{\gamma} |\nabla u| \right)^{\frac{2(p-1)}{p}} \left(\int A_{R} u^{\frac{(2-p)n-p - 2\gamma(n-p) - 2(p-1)(n-p)}{(n-p)(2-p)}} \right)^{\frac{2}{2p}}.
$$

We choose

$$
t = \bar{t} := - \frac{p}{n - p} - \gamma
$$

in order to have

$$
\frac{(2 - p)np - p^{2} - \gamma p(n - p) - 2\bar{t}(p - 1)(n - p)}{(n-p)(2-p)} = \frac{np + \bar{t}(n-p)}{n-p}.
$$

We observe that

$$
\bar{t} < -1 \iff (\gamma - 2)p < (\gamma - 1)n.
$$

(5.2)

Then, from Lemma 5.1, we obtain

$$
\int u^{(2-p)n-p}_{n-p} |\nabla u|^{2(p-1)} |\nabla \eta|^{2} \leq \frac{C}{R^{2}} \sup_{A_{R}} u^{\gamma} \left(\int A_{R} u^{\gamma} |\nabla u| \right)^{\frac{2(p-1)}{p}} \left(\int A_{R} u^{\frac{(2-p)n-p - 2\gamma(n-p) - 2(p-1)(n-p)}{(n-p)(2-p)}} \right)^{\frac{2}{2p}}.
$$

(5.3)

5.2. **Proof of Theorem 1.2 (i).** Let $n = 2$, $1 < p < 2$ and choose $\gamma = 0$. In particular (5.2) is satisfied and $\bar{t} + p = -\frac{p(p-1)}{2-p} < 0$. Then, $\beta = 2$ and from (5.3) we get

$$
\int u^{\frac{4-3p}{2-p}} |\nabla u|^{2(p-1)} |\nabla \eta|^{2} \leq C;
$$

for every $R > 0$. Hence, arguing as in the proof of Theorem 1.1 (i), from Corollary 2.4 the conclusion follows.

5.3. **Proof of Theorem 1.2 (ii).** Let $n = 3$. If $\frac{3}{2} < p < 2$ we again choose $\gamma = 0$. In particular (5.2) is satisfied and $\bar{t} + p = \frac{p(2-p)}{3-p} > 0$. Then, $\beta = 1$ and from (5.3) we get

$$
\int u^{\frac{6-4p}{3-p}} |\nabla u|^{2(p-1)} |\nabla \eta|^{2} \leq CR^{-1} \longrightarrow 0,
$$

as $R$ tends to $\infty$. Hence, arguing as in the proof of Theorem 1.1 (i), from Corollary 2.4 the conclusion follows.
5.4. **Proof of Theorem 1.3 (i).** If $1 < p \leq \frac{3}{2}$ we assume

$$u(x) \leq C|x|^\alpha,$$

as $|x| \to \infty$, for some $\alpha < \bar{\alpha} := \frac{3(p-1)(3-p)}{p(3-2p)}$. If $\gamma$ satisfies (5.2), from (5.3) we get

$$\int u^{\frac{6-4p}{3+p}} |\nabla u|^{(p-1)|\nabla \eta|^2} \leq CR^{3-2+\alpha \gamma}.$$

We choose $\alpha$ and $\gamma$ such that

$$\begin{cases} (\gamma - 2)p < 3(\gamma - 1) \\ \beta - 2 + \alpha \gamma \leq 0 \end{cases} \iff \begin{cases} \gamma > \frac{3-2p}{3-p} \\ \alpha \leq \frac{2-\beta}{\gamma}. \end{cases}$$

For $\gamma$ close to $\frac{3-2p}{3-p}$, we have $\bar{\beta} + p$ close to $p - 1 > 0$. Then

$$\beta = 1 + \frac{\gamma(n - p)}{p} \quad \text{and} \quad \alpha \leq \frac{p(p + 1) - n \gamma}{p \gamma}.$$

Since the right-hand side in the second inequality is decreasing in $\gamma$, it is sufficient to have

$$\alpha < \frac{(3p-1)(3-p)}{p(3-2p)} = \bar{\alpha}.$$

Letting $R \to \infty$, from (5.1) we obtain

$$\int_{\mathbb{R}^n} u^{\frac{2n}{n-2p}} |\tilde{V}|^2 = 0,$$

and the conclusion follows as in the proof of Theorem 1.1 (i).

5.5. **Proof of Theorem 1.3 (ii).** Let $n \geq 4$, $1 < p < 2$ and assume

$$u(x) \leq C|x|^\alpha,$$

as $|x| \to \infty$, for some $\alpha < \bar{\alpha} := \frac{(3p-n)(n-p)}{p(n-2p)}$. If $\gamma$ satisfies (5.2), from (5.3) we get

$$\int u^{\frac{(2-p)n-p}{n-2p}} |\nabla u|^{(p-1)|\nabla \eta|^2} \leq CR^{3-2+\alpha \gamma}.$$

We choose $\alpha$ and $\gamma$ such that

$$\begin{cases} (\gamma - 2)p < n(\gamma - 1) \\ \beta - 2 + \alpha \gamma \leq 0 \end{cases} \iff \begin{cases} \gamma > \frac{n-2p}{n-p} \\ \alpha \leq \frac{2-\beta}{\gamma}. \end{cases}$$

For $\gamma$ close to $\frac{n-2p}{n-p}$, we have $\bar{\beta} + p$ close to $p - 1 > 0$. Then

$$\beta = 1 + \frac{\gamma(n - p)}{p} \quad \text{and} \quad \alpha \leq \frac{p(p + 1) - n \gamma}{p \gamma}.$$

Since the right-hand side in the second inequality is decreasing in $\gamma$, it is sufficient to have

$$\alpha < \frac{(3p-n)(n-p)}{p(n-2p)} = \bar{\alpha}.$$

Letting $R \to \infty$, from (5.1) we obtain

$$\int_{\mathbb{R}^n} u^{\frac{(n-1)n}{n-2p}} |\tilde{V}|^2 = 0,$$

and the conclusion follows as in the proof of Theorem 1.1 (i).
5.6. **Proof of Theorem 1.4.** Let \( p > 2 \) and assume
\[
    u(x) \leq C|x|^\alpha,
\]
as \( |x| \to \infty \). We choose \( \eta \in C_0^\infty(\mathbb{R}^n) \) be such that \( \eta \equiv 1 \) in \( B_R \), \( \eta \equiv 0 \) in \( B_{2R}^c \), \( 0 \leq \eta \leq 1 \) on \( \mathbb{R}^n \) and \( \eta \) satisfies
\[
    |
    \nabla \eta |^2 \leq CR^2 \quad \text{in} \quad A_R = B_{2R} \setminus B_R.
\]

**Case 1:** \( \alpha \geq 0 \). We have
\[
\int u \eta^{(2(p-1)) |\nabla \eta|^2} = \int u \eta^{(2(p-1)-\theta)} |
\nabla u|^2 \leq \frac{C}{R^2} \sup_{A_R} u^{\gamma} \int u \eta^{(2(p-1)+\theta)} |
\nabla u|^2 \leq CR \left( \frac{1}{n-p} + \varepsilon \right)^{\alpha\theta} \sup_{A_R} u^{\gamma} \int u \eta^{(2(p-1)+\theta) \left( u^{\bar{t}2(p-1)-\theta} \mid \nabla u \mid^p \right)^\frac{2(p-1)-\theta}{p}} \]
for every \( t \in \mathbb{R}, \theta > 0, \gamma > 0 \) and every \( \varepsilon > 0 \) small enough, where we used the gradient estimate in Corollary 3.2 with \( \alpha \geq 0 \). We assume
\[
    p - 2 < \theta < 2(p-1)
\]
and we apply Hölder inequality to obtain
\[
\int u \eta^{(2(p-1)) |\nabla \eta|^2} \leq CR \left( \frac{1}{n-p} + \varepsilon \right)^{\alpha\theta} \sup_{A_R} u^{\gamma} \left( \int u \eta^{\bar{t}2(p-1)-\theta} \mid \nabla u \mid^p \right)^\frac{2(p-1)-\theta}{p} \]
We choose
\[
    t = \bar{t} := \frac{p + \theta + \varepsilon(n-p)\theta}{n-p} - \gamma
\]
in order to have
\[
\left\{ \frac{(2-p)n-p-\gamma(n-p)+\theta(n-1)-\varepsilon(n-p)\theta}{n-p} - \bar{t}2(p-1)-\theta \right\} \frac{p}{2-p+\theta} = \frac{np+\bar{t}(n-p)}{n-p}.\]
We observe that
\[
\bar{t} < -1 \iff (\gamma-2)p < (\gamma-1)n + \theta + \varepsilon(n-p)\theta.
\]
Then, from Lemma 5.1, we obtain
\[
\int u \eta^{(2(p-1)) |\nabla \eta|^2} \leq CR \left( \frac{1}{n-p} + \varepsilon \right)^{\alpha\theta} \sup_{A_R} u^{\gamma} \left( \int u \eta^{\bar{t}2(p-1)-\theta} \mid \nabla u \mid^p \right)^\frac{2(p-1)-\theta}{p} \]
\[
\leq C \sup_{A_R} u^{\gamma} R^{\beta+\left( \frac{1}{n-p} + \varepsilon \right)\alpha\theta-2} \leq CR^{\beta+\left( \frac{1}{n-p} + \varepsilon \right)\alpha\theta-2+\alpha\gamma}
\]
We aim at finding $\theta$ and $\gamma$ satisfying (5.4) and (5.5) such that

$$\beta + \left(1 \over n - p + \varepsilon\right) \alpha \theta - 2 + \alpha \gamma \leq 0.$$  \hfill (5.7)

**Case 1.1:** If $p \geq \frac{n+2}{3}$, we choose $\theta$ close to $p - 2$, $\gamma = 0$ and $\varepsilon > 0$ small enough. Then $\bar{t} + p$ is close to

$$-p^2 + (n - 2)p + 2 \over n - p$$

If $\frac{n+2}{3} \leq p < \frac{n-2+\sqrt{n^2-4n+12}}{2} := \hat{p}$, then $\bar{t} + p > 0$ and hence $\beta = -\hat{t}(n-p)$. A simple computation shows that (5.7) is satisfied if

$$\alpha < 2(n-p) \over p(p-2) =: \hat{\alpha}.$$  

On the other hand, if $p \geq \hat{p}$, then $\bar{t} + p < 0$ and hence $\beta = -\hat{t}(n-p) / p-1$, which is close to $3p-n-2 \over p-1$. Thus (5.7) is satisfied if

$$\alpha < (n-p)^2 \over (p-2)(p-1) =: \check{\alpha}.$$  

**Case 1.2:** If $2 < p < \frac{n+2}{3}$, we choose again $\theta$ close to $p - 2$, $\gamma$ close to $\frac{n-3p+2}{n-p}$ and $\varepsilon > 0$ small enough. Then $\bar{t} + p$ is close to $p - 1 > 0$ and hence $\beta = -\hat{t}(n-p)$ and it is close to $\frac{n-p}{p}$. Hence, in order to verify (5.7) it is sufficient to choose

$$\alpha < (3p-n)(n-p) \over p(n-2p) =: \check{\alpha}.$$  

In particular this case occurs only if $\frac{n}{3} < p < \frac{n+2}{3}$.

**Case 2:** $\alpha < 0$. We have

$$\int u^{(2-p)n-p \over n-p} |\nabla u|^{2(p-1)} |\nabla \eta|^2 \leq \int u^{(2-p)n-p \gamma(n-p)} \over n-p} |\nabla u|^\theta |\nabla u|^{2(p-1)-\theta} |\nabla \eta|^2$$

$$\leq CR^{-2} \sup_{A_R} u^\gamma \int u^{(2-p)n-p - \gamma(n-p)} \over n-p} |\nabla u|^\theta |\nabla u|^{2(p-1)-\theta}$$

$$= CR^{-2} \sup_{A_R} u^\gamma \int u^{(2-p)n-p - \gamma(n-p)} \over n-p} |\nabla u|^\theta |\nabla u|^{2(p-1)-\theta}$$

for every $t \in \mathbb{R}$, $\theta > 0$, $\gamma \geq 0$ and every $\varepsilon > 0$ small enough, where we used the gradient estimate in Corollary 3.2 with $\alpha < 0$. We assume

$$p - 2 < \theta < 2(p-1)$$  \hfill (5.8)

and we apply Hölder inequality to obtain

$$\int u^{(2-p)n-p \over n-p} |\nabla u|^{2(p-1)} |\nabla \eta|^2$$

$$\leq CR^{-2} \sup_{A_R} u^\gamma \left( \int_{A_R} u^{(2-p)n-p - \gamma(n-p)} \over n-p} |\nabla u|^\theta |\nabla u|^{2(p-1)-\theta} \right)^{p-2 \over p} \cdot \left( \int_{A_R} u^t |\nabla u|^p \right)^{2(p-1)-\theta \over p}.$$
We choose
\[ t = \tilde{t} := -\frac{p + \theta + \varepsilon(n - p)\theta}{n - p} - \gamma \]
in order to have
\[ \left\{ \frac{(2 - p)n - p - \gamma(n - p) + \theta(n - 1) - \varepsilon(n - p)\theta}{n - p} - \frac{\tilde{t}[2(p - 1) - \theta]}{p} \right\} \frac{p}{2 - p + \theta} = \frac{np + \tilde{t}(n - p)}{n - p}. \]

We observe that
\[ \tilde{t} < -1 \iff (\gamma - 2)p < (\gamma - 1)n + \theta + \varepsilon(n - p)\theta. \]

Then, from Lemma 5.1, we obtain
\[
\int u \frac{(2-p)n-p}{n-p} |\nabla u|^{2(p-1)}|\nabla \eta|^2 \leq CR^{-2} \sup_{A_R} u^\gamma \left( \int_{A_R} u^\frac{2(p-1)-\theta}{p} \right)^{\frac{1}{p}} \left( \int_{A_R} u^{np+\tilde{t}(n-p)} \right)^{\frac{1}{p}} \leq C \sup_{A_R} u^\gamma R^{\beta-2} \leq CR^{\beta-2+\alpha\gamma}
\]

We aim at finding \( \theta \) and \( \gamma \) satisfying (5.8) and (5.9) such that
\[ \beta - 2 + \alpha\gamma < 0. \]

**Case 2.1:** If \( p \geq \frac{n+2}{3} \) the choice \( \theta \) close to \( p - 2 \), \( \gamma = 0 \) and \( \varepsilon > 0 \) small enough gives that \( \beta < 2 \) both if \( \tilde{t} + p > 0 \) and if \( \tilde{t} + p \leq 0 \). Since \( \alpha < 0 \), (5.11) is satisfied.

**Case 2.2:** If \( 2 < p < \frac{n+2}{3} \), we choose again \( \theta \) close to \( p - 2 \), \( \gamma \) close to \( \frac{n-3p+2}{n-p} \) and \( \varepsilon > 0 \) small enough. Then \( \tilde{t} + p \) is close to \( p - 1 > 0 \) and hence \( \beta = -\frac{\tilde{t}(n-p)}{p} \) and it is close to \( \frac{2-p}{p} \). Hence a simple computation shows that, in order to verify (5.11), it is sufficient to choose
\[ \alpha < \frac{(3p-n)(n-p)}{p(n-3p+2)} := \tilde{\alpha}. \]

To conclude we observe that we have
\[
\int u \frac{(2-p)n-p}{n-p} |\nabla u|^{2(p-1)}|\nabla \eta|^2 \leq CR^{-\delta}
\]
for some \( \delta > 0 \) if one of the assumptions
(i) \( n = 3 \), and \( 2 < p < 3 \) and \( \alpha < \tilde{\alpha} \);
(ii) \( n = 4 \), and \( 2 < p < \tilde{p} \) and \( \alpha < \tilde{\alpha} \);

or
\[ \tilde{p} \leq p < 4 \text{ and } \alpha < \tilde{\alpha}; \]

(iii) \( n = 5 \) or \( n = 6 \), and \( 2 < p < \frac{n+2}{3} \) and \( \alpha < \tilde{\alpha} \);

or
\[ \frac{n+2}{3} \leq p < \tilde{p} \text{ and } \alpha < \tilde{\alpha}; \]

or
\[ \tilde{p} \leq p < n \text{ and } \alpha < \tilde{\alpha}; \]
(iv) \( n \geq 7 \) and

\[
2 < p \leq \frac{n}{3} \quad \text{and} \quad \alpha < \tilde{\alpha},
\]

or

\[
\frac{n}{3} < p < \frac{n+2}{3} \quad \text{and} \quad \alpha < \tilde{\alpha},
\]

or

\[
\frac{n+2}{3} \leq p < \hat{p} \quad \text{and} \quad \alpha < \tilde{\alpha},
\]

or

\[
\hat{p} \leq p < n \quad \text{and} \quad \alpha < \tilde{\alpha},
\]

hold. Then letting \( R \to \infty \), from (5.1) we obtain

\[
\int_{\mathbb{R}^n} u^{(n-1)p} |\nabla u|^{2} = 0,
\]

and the conclusion follows as in the proof of Theorem 1.1 (i).

Appendix A. Riemannian setting

In this Appendix we consider the case of a complete, non-compact (without boundary) Riemannian manifold \((M^n, g)\) of dimension \( n \geq 2 \). We will emphasize the main differences with respect to Euclidean case when dealing with the same issues.

We consider positive weak solutions of

\[
\Delta_p u + u^{p-1} = 0 \quad \text{in } M^n
\]

(A.1)

where \( \Delta_p \) is the usual \( p \)-Laplace-Beltrami operator with respect to the metric \( g \). Moreover, we denote with Ric and Sec the Ricci and the sectional curvatures of \((M^n, g)\), respectively.

When \( \text{Ric} \geq 0 \) equation (A.1) has been recently studied, in the semilinear case \( p = 2 \), in [5] and [17]; in particular, in [5] the authors prove that the only positive classical solutions to (A.1) are given by the Aubin-Talenti bubbles (1.2) with \( p = 2 \) and the Riemannian manifold is isometric to the Euclidean space, provided \( n = 3 \) or \( u \) has finite energy or \( u \) satisfies suitable conditions at infinity. Furthermore, when the manifold is a Cartan-Hadamard manifold, i.e. complete and simply connected Riemannian manifold with non positive sectional curvature, in [21] the authors prove that all the positive energy minimizing solutions to (A.1) are given by the Aubin-Talenti bubbles (1.2) and the Riemannian manifold is isometric to the Euclidean space, assuming the validity of an optimal isoperimetric inequality on \( M^n \).

In this appendix we deal with the quasilinear case, i.e. \( 1 < p < n \), and we show that the analogue of Theorems 1.1-1.2-1.3-1.4 hold, provided that the Riemannian manifold \((M^n, g)\) satisfies:

(i) \( \text{Ric} \geq 0 \), if \( 1 < p < 2 \), or

(ii) \( \text{Sec} \geq 0 \), if \( 2 < p < n \).

Of course, if \( n = 2 \), both conditions are replaced by non-negativity of the scalar/Gauss curvature. The main differences with respect to the Euclidean case are the following:

• By assumption, we choose \( u \) to be a positive weak solution having the regularity given in (2.1)–(2.4).

• The estimate in Corollary 2.4 becomes the following

\[
\int u^{(n-1)p} |\nabla u|^{2} \eta^l + \int u^{(n-1)p} \text{Ric}(v, v) \eta^l \leq C \int u^{(2-p)\eta^l} |\nabla u|^{2(p-1)} |\nabla \eta|^{2} \eta^{l-2},
\]

(A.2)

the Ricci tensor appears when computing

\[
\text{div} (v \cdot \nabla v) = \nabla_j (\nabla_i v_j v_i) = \nabla_j \nabla_i v_j v_i + \nabla_i v_j \nabla_j v_i
\]

\[
= \nabla_i \nabla_j v_j v_i - \text{Ric}(v, v) + |\nabla v|^2
\]
since $\nabla_j v_i$ is symmetric. This identity is used in the proof of Propositions 6.2 and 7.1 in [27], which are used in our proof of Corollary 2.4.

- Let $r(x) := \text{dist}(x, p)$ be the geodesic distance from a fixed point $p \in M$. Due to the presence of the curvature, when $\text{Ric} \geq 0$ the Laplacian comparison implies that the function $r^{-\frac{n-2}{n-p}}$ is a weak $p-$subharmonic function, i.e. its $p-$Laplacian is non-negative. Hence, Lemma 2.6 holds true also in this setting.

- Lemma 2.7 and Lemma 2.9 still hold, provided

$$\text{Vol}(B_R) \leq CR^n$$

for every $R > 0$, which is ensured by Bishop-Gromov volume comparison.

- The Bocher formula in Lemma 3.1 becomes the following (see e.g. [29])

$$\frac{1}{p} P_f(\nabla f)^p \geq \frac{1}{n} (\Delta_p f)^2 + \frac{n}{n-1} \left( \frac{1}{n} \Delta_p f - (p-1) |\nabla f|^{p-2} \nabla f(\nabla, \nabla f) \right)^2$$

$$+ |\nabla f|^{p-2} \left[ (\nabla f, \nabla \Delta_p f) - (p-2) \frac{\Delta_p f}{|
abla f|^2} \nabla^2 f(\nabla, \nabla f) \right]$$

$$+ |\nabla f|^{2(p-2)} \text{Ric}(\nabla f, \nabla f) .$$

Thus, Lemma 3.1 still holds thanks to the condition $\text{Ric} \geq 0$.

- Following the proof of the gradient estimate in Proposition 1.7 (in particular, the estimate above (3.6)), one can observe that the same arguments works if we can construct a family of smooth cut-off functions $\phi$ defined on $B_{2R}$ such that

$$|\nabla \phi| \leq \frac{C}{R} \phi^{1-\delta}, \quad |\nabla f|^2 \Delta \phi + (p-2) \nabla^2 \phi(\nabla f, \nabla f) \geq - \frac{C}{R^2} \phi^{1-2\delta} |\nabla f|^2 . \quad (A.3)$$

Assume that $(M^n, g)$ has Sec $\geq 0$. Let $r(x) := \text{dist}(x, p)$ be the geodesic distance from a fixed point $p \in M$ and let $\psi \in C^2([0, \infty))$ be such that $\psi \equiv 1$ in $[0, 1)$, $\psi \equiv 0$ in $[2, \infty)$, $\psi' \leq 0$ and $0 \leq \psi \leq 1$. Since

$$\nabla^2 \psi(r) = \psi' \nabla^2 r + \psi'' dr \otimes dr,$$

by standard Hessian comparison (see e.g. [23]) we known that, outside the cutlocus of $p$, one has

$$\nabla^2 r \leq \frac{n-1}{r} g_{ij},$$

and thus the function $\psi(r)$ satisfies $\psi' \leq 0$ and

$$|\nabla \psi(r)| \leq C, \quad |\nabla f|^2 \Delta \psi + (p-2) \nabla^2 \psi(\nabla f, \nabla f) \geq - \frac{C}{r} |\nabla f|^2 .$$

Therefore, the function $\phi(r) = \psi \left( \frac{r}{R} \right)^{1/\delta}$ satisfies (A.3) (outside the cutlocus of $p$). To overcome the lack of regularity in the cutlocus of $p$ one can use the so called Calabi trick. Therefore all the arguments in the proof Proposition 1.7 go through and we obtain the following extension to the Riemannian setting:

**Proposition A.1.** Let $(M^n, g)$ be a complete Riemannian manifold with nonnegative sectional curvature. Let $u$ be a positive weak solution of equation (1.1) with $1 < p < n$. Then, for every $0 < \varepsilon < \frac{2}{n-p}$ it holds

$$|\nabla u| \leq C \left( \sup_{B_{2R}(x_0)} u^{n-1-p-\varepsilon} + R^{-\varepsilon} u^{n-p-1} \right) u^{\frac{n-1}{n-p}-\varepsilon} \quad \text{on } B_R(x_0)$$

for some $C = C(n, p, \varepsilon) > 0$, for every $R > 0$ and every $x_0 \in M^n$.

We explicitly note that this estimate is used only in the case $2 < p < n$. 
Remark A.2. Gradient estimates for positive $p$–harmonic functions have been obtained in [16] and [32]. In particular in [32] the authors managed to avoid imposing conditions on the sectional curvature, using integral estimates based on a Moser iteration argument, which only uses nonnegative Ricci curvature and first derivatives of the distance function. We expect that the same argument could work in our setting.

- In all the proofs of Theorems 1.1-1.2-1.3-1.4 we used the fact that volume of geodesic balls has at most Euclidean growth, which is guaranteed by our curvature assumptions (i) and (ii), as already observed.
- The final step in the proofs of Theorems 1.1-1.2-1.3-1.4, in the Riemannian setting, goes as follows. From (A.2), we obtain
\[ \int_{M} u^{(n-1)p \over n-p} |\nabla|^{2} + \int_{M} u^{(n-1)p \over n-p} \text{Ric}(v, v) = 0 \]
i.e.
\[ \nabla = \nabla v - \frac{\text{div} v}{n} g \equiv 0 \text{ in } \Omega_{cc}, \quad \text{Ric}(v, v) \equiv 0 \text{ in } M. \] (A.4)
Let $\Omega_0 \subseteq \Omega_{cc}$ be a connected component of $\Omega_{cc}$. Arguing as in the proof of Theorem 1.1, by elliptic regularity, we have $\text{div} v \in C^{1,\alpha}_{\text{loc}}(\Omega_0)$. Differentiating the first identity in (A.4), we get
\[ \nabla_i \text{div} v = n \nabla_j \nabla_i v_j = n \nabla_i \text{div} v - \text{Ric}_{ij} v_j = n \nabla_i \text{div} v. \]
Therefore $\text{div} v = \text{const}$ on $\Omega_0$. Hence, the vector field $v$ is homotetic, i.e. it satisfies
\[ \nabla_i v_j + \nabla_j v_i = \lambda g_{ij}, \quad \lambda \in \mathbb{R}. \]
Therefore, by a classical result of Kobayashi [15], we have that $\Omega_0$ must be locally Euclidean and we conclude as in the proof of Theorem 1.1.
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