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Abstract—Analog network coding (ANC) is a throughput increasing technique for the two-way relay channel (TWRC) whereby two end nodes transmit simultaneously to a relay at the same time and band, followed by the relay broadcasting the received sum of signals to the end nodes. Coherent reception under ANC is challenging due to requiring oscillator synchronization for all nodes, a problem further exacerbated by Doppler shift. This work develops a noncoherent M-ary frequency-shift keyed (FSK) demodulator implementing ANC. The demodulator produces soft outputs suitable for use with capacity-approaching channel codes and supports information feedback from the channel decoder. A unique aspect of the formulation is the presence of an infinite summation in the received symbol probability density function. Detection and channel decoding succeed when the truncated summation contains a sufficient number of terms. Bit error rate performance is investigated by Monte Carlo simulation, considering modulation orders two, four and eight, channel coded and uncoded operation, and with and without information feedback from decoder to demodulator. The channel code considered for simulation is the LDPC code defined by the DVB-S2 standard. To our knowledge this work is the first to develop a noncoherent soft-output demodulator for ANC.

I. INTRODUCTION

In the two-way relay channel (TWRC) two end nodes exchange information through an intermediate relay node. The end nodes have no direct radio link to each other, and are both in range of the relay. Physical-layer network coding (PNC) [1] is a transmission scheme which reduces the number of time slots required for information exchange. The exchange is divided into the multiple-access (MA) phase and broadcast (BC) phase. In the MA phase, the sources transmit simultaneously, and the relay receives the electromagnetic sum of transmissions. In the BC phase, the relay broadcasts the combination of signals to the end nodes, each of which detect the information transmitted by the opposite end node. A primary distinction between PNC schemes is the forwarding technique applied by the relay [2]. In the case that the relay amplifies and forwards the signal received from the end nodes during the MA phase, the forwarding technique is termed PNC over an infinite field or analog network coding (ANC) [3]. When the relay demodulates and optionally performs channel decoding, the forwarding technique is referred to as PNC over a finite field or digital network coding (DNC) [4], as the relay detects and forwards information symbols over a discrete and finite set, such as an M-ary frequency-shift keyed (FSK) constellation.

A significant challenge in developing practical PNC receivers for the TWRC is achieving phase synchronization between the three nodes in the network, which is required for coherent reception. Variations in transmitted signal frequencies due to oscillator imperfections and Doppler shifts make synchronization challenging. While it may be straightforward to synchronize oscillators between two nodes, the third will still exhibit an offset that must be taken into account in receiver design. Phase synchronization challenges motivate the investigation of noncoherent reception.

Our previous work developed a soft-output noncoherent M-FSK demodulator for DNC at the relay in the TWRC [5] [6] [7]. The current work develops a soft-output noncoherent M-FSK demodulator for ANC at the end nodes in the TWRC, the first of its kind to our knowledge. The demodulator supports power-of-two modulation orders and produces log-likelihood ratios (LLRs) suitable for use with capacity approaching soft-decision decoding techniques. The performance of LDPC channel coding coupled with ANC is investigated in this work. As a noncoherent formulation, the demodulator is capable of operating without any knowledge of the channel and without phase synchronization between the end node and relay oscillators.

Previous work on ANC analyzes achievable transmission rates, compares with other TWRC protocols, and develops noncoherent receivers. An analysis of the achievable rates for ANC for a variety of network topologies is considered in [8]. Closed form expressions for the bit-error rate of noncoherent FSK in the passive RFID channel are derived in [9]. The passive RFID channel is analytically similar to the broadcast channel under ANC, as both consider a signal transmitted over two Rayleigh fading channels, an instance of double Rayleigh fading [10]. The relationship between bit error rate, transmission rate, and transmit power for the ANC TWRC is analyzed in [11], forming the basis for a rate and power adaptation scheme. A noncoherent receiver for the ANC TWRC using uncoded differential PSK modulation is developed in [12]. The BER of the receiver is derived and an optimal power allocation scheme is developed assuming constant fading coefficients per frame.

The following organization is applied for the rest of the work. Section II describes the system model. Section III presents the ANC demodulator, developing the probability distribution of the symbols and bits received at the end nodes. Section IV provides the simulation procedure and performance results used to investigate the performance of the developed demodulator. Concluding remarks are provided in Section V.

II. SYSTEM MODEL

This section describes the system model assumed for derivation and simulation of the ANC soft-output end node demodulator. The channel model is described, followed by end node modulation with and without channel coding. Relay operation is described. End node reception using the developed demodulator with and without channel decoding is described. Symbol and frame synchronization is assumed throughout. The system model is shown in Fig. 1.

A. Transmission by End Nodes

Two end nodes \( N_1 \) and \( N_2 \) generate information bit sequences \( \mathbf{u}_i = [u_{1,i}, \ldots, u_{K,i}], \ i \in \{1, 2\} \) having length \( K \). Under channel coded operation, each \( \mathbf{u}_i \) is encoded by an LDPC code having rate \( r_S \), yielding a length \( L = K/r_S \) channel codeword, denoted by \( \mathbf{b}_i = [b_{1,i}, \ldots, b_{L,i}] \). Under
uncoded operation, \( b_i = u_i \) and \( L = K \). The codeword is passed through an interleaver, modeled as a permutation matrix \( \Pi \) having dimensionality \( L \times L \): \( b_i = b_i \Pi \). The number of bits per symbol is \( \mu = \log_2 M \). The codeword \( b_i \) is partitioned into \( N_q = L/\mu \) sets of bits. Each set of \( \mu \) bits is mapped to an \( M \)-ary FSK symbol \( q_{k,i} \in D \), where \( k \) denotes the symbol index, and \( i \) denotes the end node, and \( D = \{0, \ldots, M-1\} \) denotes the set of integer indices corresponding to each FSK tone.

The modulated signal transmitted by each end node during interval \( kT_s \leq t < (k+1)T_s \) is

\[
s_{k,i}(t) = \sqrt{\frac{2}{T_s}} \cos \left( 2\pi \left( f + \frac{q_{k,i}}{T_s} \right) (t - kT_s) \right)
\]

where \( f \) is the end node carrier frequency and \( T_s \) is the symbol period. A vector model is assumed where each vector dimension models the output of a matched filter tuned to a particular FSK frequency, and the frequency spacing is chosen such that the tones are orthogonal. A transmitted symbol is represented by the symbol vector \( x_{k,i} \), where \( k \) is the symbol interval and \( i \) denotes the \( i \)-th end node. The vector \( x_{k,i} \) has length \( M \), and contains a 1 at vector position corresponding to the transmitted tone \( q_{k,i} \), and 0 elsewhere. The frame of modulated symbols transmitted by end node \( N_q \) is represented by the matrix of symbols \( X_i = [x_{1,i}, \ldots, x_{N_q,i}] \), having dimensionality \( M \times N_q \).

**B. Channel Model for Multiple Access Phase**

In the MA phase, a frequency-flat fading model is assumed where the channel gains are independent for every symbol period. The gain from node \( N_q \) to the relay during signaling interval \( k \) is modeled as a circularly symmetric complex jointly Gaussian random variable denoted by \( h_{k,i,R} \sim \mathcal{CN}(0, \mathcal{E}_k) \), where \( \mathcal{E}_k \) is the variance. In polar form the gain is represented as \( h_{k,i,R} = \alpha_{k,i,R} e^{j\theta_{k,i,R}} \), where \( \alpha_{k,i,R} \) is the Rayleigh distributed amplitude and \( \theta_{k,i,R} \) is a Rayleigh distributed phase, uniformly distributed between \([0, 2\pi)\). The variances are chosen such that the energy received at the relay from transmission by node \( N_q \) is \( \mathcal{E}_i \)

\[
E[h_{k,i,R}^2] = E[|\alpha_{k,i,R}|^2] = \mathcal{E}_i.
\]

The received signal at the relay after transmission of a single symbol frame by each end node is

\[
Y_R = X_R H_{1,R} + X_R H_{2,R} + N_R
\]

where \( H_{k,R} \) is a square diagonal matrix of fading coefficients with dimensions \( N_q \times N_q \) modeling the fading between end node \( N_q \) and the relay. The matrix takes value \( h_{k,i,R} \) at row and column \((k, k)\) and 0 elsewhere. The matrix \( N_R \) is an \( M \times N_q \) noise matrix. Denote the \( k \)-th column of \( N_R \) by \( n_{k,R} \). Each column is composed of zero-mean circularly symmetric jointly Gaussian random variables having covariance matrix \( N_0 \mathbf{I}_M \); i.e., \( n_{k,R} \sim \mathcal{CN}(0, N_0 \mathbf{I}_M) \). \( N_0 \) is the one-sided noise spectral density, and \( \mathbf{I}_M \) is the \( M \)-by-\( M \) identity matrix. A single signaling interval is represented by a single column of \( Y_R \) and is denoted by \( y_{k,R} \). In terms of this definition, \( Y_R = [y_{1,R}, \ldots, y_{K,R}, \ldots, y_{N_q,R}] \).

**C. Analog Network Coding at the Relay**

During the BC phase, the purpose of the relay is to broadcast the frame of received symbols \( Y_R \) to the end nodes after scaling to satisfy the power constraint. Consider a single received symbol \( y_{k,R} \). The relay forms a symbol to transmit by scaling \( y_{k,R} \) as

\[
x_{k,R} = \beta y_{k,R}
\]

where \( \beta \) is a scaling factor (5).

**D. End Node Reception**

The goal of reception at each end node is to detect the information bits transmitted by the relay and the \( k \)-th symbol formed for transmission by the relay. The average energy received during a symbol period is computed as

\[
\bar{E}_R = \frac{\sum_{m=0}^{M-1} |y_m|^2}{M}
\]

where \( |y_m|^2 \) denotes the energy received at the relay.

The value of the scaling factor \( \beta \) which normalizes the transmitted energy depends on the channel statistics. Under noncoherent operation, the exact values of the fading coefficients \( \alpha_{k,i,R} \) are unknown at the relay. It is assumed that the relay can estimate the statistics of the fading coefficients and additive noise. Specifically, the variances of the fading coefficients \( \mathcal{E}_i \) and additive noise \( N_0 \) are estimated through observation.

**Consider reception of a single symbol \( y_{k,R} \) at the relay**

The total energy of the received symbol is

\[
\bar{E}_k = \sum_{m=0}^{M-1} |y_m|^2
\]

where \( m \) denotes the \( m \)-th dimension of \( y_{k,R} \). The average energy received during a symbol period is computed as

\[
\bar{E}_R = \frac{\sum_{m=0}^{M-1} |y_m|^2}{M}
\]

where \( \bar{E}_R \) is the average energy received at the relay.

The total energy of the received symbol is

\[
\bar{E}_R = \frac{\sum_{m=0}^{M-1} |y_m|^2}{M}
\]

where \( m \) denotes the \( m \)-th dimension of \( y_{k,R} \). The average energy received during a symbol period is computed as

\[
\bar{E}_R = \sum_{m=0}^{M-1} |y_m|^2
\]

where \( \bar{E}_R \) is the average energy received at the relay.

The value of the scaling factor \( \beta \) which normalizes the transmitted energy depends on the channel statistics. Under noncoherent operation, the exact values of the fading coefficients \( \alpha_{k,i,R} \) are unknown at the relay. It is assumed that the relay can estimate the statistics of the fading coefficients and additive noise. Specifically, the variances of the fading coefficients \( \mathcal{E}_i \) and additive noise \( N_0 \) are estimated through observation.

**Consider reception of a single symbol \( y_{k,R} \) at the relay**

The total energy of the received symbol is

\[
\bar{E}_k = \sum_{m=0}^{M-1} |y_m|^2
\]

where \( m \) denotes the \( m \)-th dimension of \( y_{k,R} \). The average energy received during a symbol period is computed as

\[
\bar{E}_R = \sum_{m=0}^{M-1} |y_m|^2
\]

where \( \bar{E}_R \) is the average energy received at the relay.

The total energy of the received symbol is

\[
\bar{E}_R = \sum_{m=0}^{M-1} |y_m|^2
\]

where \( \bar{E}_R \) is the average energy received at the relay.
phase, and this information is used to compute the conditional probability of receiving particular symbols from the opposite node. The frame received at end node \( N_i \) during the broadcast phase is

\[
Y_i = X_{R,i} H_{R,i} + N_i
\]

where \( H_{R,i} \) denotes the diagonal matrix of fading coefficients for the channel between the relay and end node \( N_i \), having dimensions \( N_q \times N_q \), and \( N_i \) is an \( M \times N_q \) noise matrix having the same distribution as \( N_R \). The channel gains forming the diagonal matrix \( H_{R,i} \) are denoted by \( h_{k,R,i} \), and are distributed as circularly symmetric complex jointly Gaussian \( N_c(0, E_R) \). The matrix \( H_{R,i} \) takes value \( h_{k,R,i} \) at row and column \((k,k)\) and 0 elsewhere.

The demodulator takes as input the symbols received from the relay \( Y_R \), the symbols transmitted by the end node during the multiple access phase \( X_i \), and a-priori probability (APP) information regarding the bits under detection \( v_a \). As output, the demodulator produces a-posteriori information regarding the bits under detection \( z \). The a-posteriori information is deinterleaved to produce \( z' = z \Pi^{-1} \) and passed to the channel decoder. The decoder refines the estimate of \( z' \), producing a-posteriori information \( v' \). The decoder input is subtracted from the decoder output to produce extrinsic information \( v'' = v' - z' \) which is interleaved to produce \( v_c = v'' \Pi \) and returned to the demodulator. The decoder output becomes the demodulator a-priori input \( v_a = v_c \).

The end nodes are assumed to know the average noise power \( N_0 \) and fading statistics in the form of variances \( E_1 \) and \( E_2 \) and \( E_R \). This information can be obtained through a variety of techniques such as pilot symbols and control channels between the relay and end nodes. Knowledge of the noise power and fading statistics are assumed known in the formulation of the end node demodulator.

Formulation of the demodulator is described in Section III. Details of the channel decoder have been described at length in the literature and will not be discussed in this work.

III. NONCOHERENT END NODE DEMODULATOR

This section develops the end node soft-output demodulator. The probability distribution of the symbols received at the end nodes is developed, followed by the model for iterative demodulation and decoding at the end node. Since demodulation is performed on a single symbol at a time, for the purpose of formulating the demodulator, we may drop the dependence on symbol period \( k \) throughout to simplify the notation.

A. End Node Received Symbol Distribution

Consider a single received symbol at end node \( N_i \)

\[
y_i = h_{R,i} X_R + n_i
\]

\[
= \beta h_{R,i} (h_{1,R} x_1 + h_{2,R} x_2 + n_R) + n_i.
\]

(9)

The term \( x_R \) is formed by the sum of three vectors, each having components which are circularly symmetric complex jointly Gaussian random variables, and all components are independent. Since the sum of complex jointly Gaussian random variables is also complex and jointly Gaussian, the components of \( x_R \) are distributed \( N_c(0, \sigma^2_m) \) where \( \sigma^2_m \) is the variance of the \( m \)-th vector component \( x_m \). The values of the variances depend on the symbols transmitted by the end nodes

\[
\sigma^2 = \begin{cases} 
N_0 & x_{m,1} = 0, x_{m,2} = 0 \\
N_0 + E_1 & x_{m,1} = 1, x_{m,2} = 0 \\
N_0 + E_2 & x_{m,1} = 0, x_{m,2} = 0 \\
N_0 + E_1 + E_2 & x_{m,1} = 1, x_{m,2} = 1.
\end{cases}
\]

(10)

Now consider the distribution of the product of the fading coefficient \( h_{R,i} \) and the symbol transmitted by the relay

\[
\mu = h_{R,i} x_R
\]

\[
= [h_{R,i} x_{R,1}, ..., h_{R,i} x_{R,M-1,R}]^T.
\]

(11)

Each component of \( \mu \) is the product of two independent circularly symmetric complex Gaussian random variables, which yields the complex double Gaussian distribution having PDF [13]

\[
p_{\mu_m}(\alpha_m, \theta_m) = \frac{2\alpha_m}{\pi E_R \sigma^2_m} K_0 \left( \frac{2\alpha_m}{\sqrt{E_R \sigma^2_m}} \right)
\]

(12)

where \( K_0(\cdot) \) is the modified Bessel function of the second kind [14].

We now derive the distribution of the received symbol which does not depend on knowledge of the fading amplitudes and phases. Denote the amplitudes of the components of \( \mu \) as \( \alpha = [\alpha_0, ..., \alpha_{M-1}] \) and the phases as \( \theta = [\theta_0, ..., \theta_{M-1}] \).

The distribution of the received symbol conditioned on \( \alpha \) and \( \theta \) becomes

\[
p(y | \alpha, \theta) = \left( \frac{1}{\pi N_0} \right)^M \exp \left[ -\frac{|y - \mu|^2}{N_0} \right]
\]

\[
= \left( \frac{1}{\pi N_0} \right)^M \prod_{m=0}^{M-1} \exp \left[ -\frac{|y_m - \beta \alpha_m e^{i\theta_m}|^2}{N_0} \right].
\]

(13)

Note that the joint distribution of the amplitude and phase given by (12) is the product of marginal distributions

\[
p_{\mu_m}(\alpha_m, \theta_m) = p(\alpha_m)p(\theta_m),
\]

where

\[
p(\alpha_m) = \frac{4\alpha_m}{E_R \sigma^2_m} K_0 \left( \frac{2\alpha_m}{\sqrt{E_R \sigma^2_m}} \right)
\]

(14)

and \( p(\theta_m) = \frac{1}{\pi} \), \( 0 \leq \theta_m < 2\pi \), thus, we may marginalize over the amplitude and phase separately. Marginalizing over the phases yields

\[
p(y | \alpha) = \int_0^{2\pi} p(y | \alpha, \theta)p(\theta)d\theta
\]

\[
= \left( \frac{1}{\pi N_0} \right)^M \prod_{m=0}^{M-1} \int_0^{2\pi} \exp \left[ -\frac{|y_m - \beta \alpha_m e^{i\theta_m}|^2}{N_0} \right] \frac{1}{2\pi} d\theta_m
\]

\[
= \left( \frac{1}{\pi N_0} \right)^M \exp \left[ -\frac{\sum_{m=0}^{M-1} |y_m|^2}{N_0} \right] \times ...
\]

\[
= \left( \frac{\beta^2 \alpha^2_m}{N_0} \right) I_0 \left( \frac{2\beta \alpha_m |y_m|}{N_0} \right)
\]

(15)

where \( I_0(\cdot) \) is the modified Bessel function of the first kind [14].
Marginalizing over the amplitudes yields

\[
p(y) = \int_0^\infty p(y|\alpha)p(\alpha)d\alpha
\]

\[
= \left(\frac{1}{\pi N_0}\right)^M \exp \left[ -\frac{\sum_{m=0}^{M-1} |y_m|^2}{N_0} \right] \left(\frac{4}{E_R}\right)^M \times ...
\]

\[
\frac{1}{\sigma_m} \int_0^\infty \exp \left[ -\frac{\beta^2 \alpha^2_m}{N_0} \right] I_0 \left( \frac{2\beta \alpha_m |y_m|}{N_0} \right) \times ...
\]

\[
\alpha_m K_0 \left( \frac{2\alpha_m}{\sqrt{E_R\sigma_m}} \right) d\alpha_m
\]

(16)

For the purpose of performing the integration given by (16), we may neglect the terms outside the integral for a moment, yielding

\[
\int_0^{\infty} \alpha_m \exp \left[ -\frac{\beta^2 \alpha^2_m}{N_0} \right] I_0 \left( \frac{2\beta \alpha_m |y_m|}{N_0} \right) \times ...
\]

\[
K_0 \left( \frac{2\alpha_m}{\sqrt{E_R\sigma_m}} \right) d\alpha_m
\]

(17)

To perform the integration, we represent the modified Bessel function of the first kind as a series [14]

\[
I_0(x) = \sum_{n=0}^{\infty} \frac{x^{2n}}{4^n n!^2}
\]

(18)

After substituting (18) into (17), the integral becomes

\[
\int_0^{\infty} \alpha_m \exp \left[ -\frac{\beta^2 \alpha^2_m}{N_0} \right] \sum_{n=0}^{\infty} \frac{(c_1 \alpha_m)^{2n}}{4^n n!^2} K_0 \left( \frac{2\alpha_m}{\sqrt{E_R\sigma_m}} \right) d\alpha_m
\]

where \( c_1 = 2\beta |y_m|/N_0 \). Factoring out constants with respect to the integration and rearranging, (19) becomes

\[
\sum_{n=0}^{\infty} \frac{c_1^{2n}}{4^n n!^2} \int_0^{\infty} \alpha_m^{2n+1} \exp \left[ -\frac{\beta^2 \alpha^2_m}{N_0} \right] K_0 \left( \frac{2\alpha_m}{\sqrt{E_R\sigma_m}} \right) d\alpha_m
\]

(20)

Define \( c_2 = \beta^2/N_0 \). We then make the change of variable \( u = c_2 \alpha^2_m \) and \( du = 2c_2 \alpha_m d\alpha_m \). Then \( \alpha_m = \sqrt{u/c_2} \) and \( d\alpha_m = du/(2c_2 \alpha_m) \). Substituting the change of variable into (20)

\[
\frac{1}{2} \sum_{n=0}^{\infty} \frac{c_1^{2n}}{4^n n!^2} \int_0^{\infty} u^n \exp(-u) K_0 \left( c_4 \sqrt{u} \right) du
\]

(21)

where \( c_4 = 2/(E_R\sigma_m^2 \sqrt{c_2}) \). Applying integration formula (6.643-3) in [15], (21) becomes

\[
\frac{\exp \left( \frac{c_4^2}{8} \right)}{c_4} \sum_{n=0}^{\infty} \frac{c_1^{2n}}{4^n} W_{-(n+1/2),0} \left( \frac{c_4^2}{4} \right)
\]

(22)

where \( W_{a,b}(x) \) is the Whittaker-W function [14] having parameters \( a \) and \( b \) and argument \( x \).

Substituting the result of integration (22) into (16) yields the PDF of the received symbol having no dependence on the channel state

\[
p(y) = ...
\]

\[
\left(\frac{1}{\pi \sqrt{N_0 E_R}}\right)^M \exp \left[ \sum_{m=0}^{M-1} \left( -\frac{|y_m|^2}{N_0} + \frac{N_0}{2E_R \sigma_m^2 \beta^2} \right) \right]
\]

\[
\prod_{m=0}^{M-1} \frac{1}{\sigma_m} \sum_{n=0}^{\infty} \left| \frac{|y_m|^2}{N_0} \right|^n W_{-(n+1/2),0} \left( \frac{N_0}{E_R \sigma_m^2 \beta^2} \right)
\]

(23)

This expression is suitable for performing noncoherent soft output detection at the end nodes. The PDF contains an infinite summation, which is truncated for implementation.

\[ B. \text{ Iterative Demodulation and Decoding} \]

The end node demodulator maps the symbols received from the relay during the broadcast phase to log-likelihood ratios of the bits transmitted by the opposite end node. In the following section, without loss of generality, consider reception at end node \( N_1 \), where the goal is to recover the information sequence \( u_2 \) transmitted by \( N_2 \). Iterative decoding is performed whereby the channel decoder feeds information back to the demodulator, which refines the bit estimates and sends them back to the channel decoder. A hard decision is made on the bits after the specified iteration count has been reached.

The soft mapper (SOMAP) [16] operates on a symbol-by-symbol basis, transforming symbol probabilities \( p(y|x_1 = a, x_2) \) to the set of \( \mu \) log-likelihood ratios associated with each bit mapped to symbol \( x_2 \). The term \( a \) is the symbol transmitted by the receiving end node during the symbol period under consideration, which is available, since the end node knows the data that it transmitted. The SOMAP takes as input the symbol probabilities and a-priori information fed back from the channel decoder about the bits mapped to the symbols \( v_x \). The SOMAP produces a-posteriori log-likelihood ratios of the bits mapped to the channel symbols \( z \). On the first iteration, no decoding has been performed, and the bit probabilities are assumed equally likely, yielding \( v_x = 0 \).

The a-priori log-likelihood ratio of the \( m \)-th bit mapped to input symbol \( x_2 \) is

\[
v_k = \log \frac{P(u_k = 1; I)}{P(u_k = 0; I)} , 0 \leq k \leq \mu - 1.
\]

(24)

The a-posteriori SOMAP output is the log-likelihood ratio of the \( k \)-th bit mapped to \( x_2 \)

\[
z_k = \log \frac{P(u_k = 1; O)}{P(u_k = 0; O)} , 0 \leq k \leq \mu - 1.
\]

(25)

The SOMAP input is transformed to output according to

\[
P(u_k = \ell; O) = \sum_{x_2:x_k = \ell} p(y|x_1 = a, x_2) \prod_{j=0 \atop j \neq m}^{\mu-1} P(u_j; I)
\]

(26)

Substituting (24) into the expression for output (26),

\[
P(u_k = \ell; O) = \sum_{x_2:u_k = \ell} p(y|x_1 = a, x_2) \prod_{j=0 \atop j \neq m}^{\mu-1} e^{u_j v_j} \]

(27)

The SOMAP output log-likelihood ratio may be found by combining (27) and (25):
where the term \((1+e^{v_j})\) cancels in the ratio. When implementing (28), simplification using the max-star operator provides numerical stability. The max-star operator is defined as

\[
\max\{x_i\} = \log \left\{ \sum e^{x_i} \right\}
\]

where the binary max-star operator is \(\max(x, y) = \max(x, y) + \log(1 + e^{-|x-y|})\) and multiple arguments are recursive. For example, in the case of three arguments, max-star becomes \(\max(x, y, z) = \max(x, \max(y, z))\). Applying the max-star operator to (28)

\[
z_k = \max_{x_2, u_k=1} \left[ \log p(y|x_1 = a, x_2) + \sum_{j=0}^{\mu-1} u_j v_j \right] - \max_{x_2, u_k=0} \left[ \log p(y|x_1 = a, x_2) + \sum_{j=0}^{\mu-1} u_j v_j \right].
\]

A non-iterative demodulator does not use decoder feedback, and is implemented using (30) setting all \(v_j = 0\).

The term \(\log p(y|x_1 = a, x_2)\) in (30) is computed by taking the logarithm of (23), yielding

\[
\log p(y|x_1 = a, x_2) = \sum_{m=0}^{M-1} \left[ \frac{N_0}{2\sigma_{\text{R}} \sigma_m^2} - \log \sigma_m \right] + \ldots + \sum_{m=0}^{N_t} \max_{0 \leq m \leq N_t} \left[ 2m \log |y_m| - n \log N_0 + \ldots \right]
\]

\[
\log W_{-(n+1/2,0)} \left( \frac{N_0}{\sigma_{\text{R}}^2 \sigma_m^4} \right)
\]

where the infinite series has been truncated to a finite number of terms \(N_t\). Note that the following terms in (23)

\[
\left( \frac{1}{\pi \sqrt{N_0 \sigma_{\text{R}}^2 \beta}} \right)^M \exp \left[ \sum_{m=0}^{M-1} \left( -\frac{|y_m|^2}{N_0} \right) \right]
\]

cancel in the ratio given by (30), and are not included in (31). Demodulator performance as a function of the truncation length \(N_t\) is investigated in Section IV.

IV. DEMODULATOR PERFORMANCE

This section presents Monte Carlo simulated error rate performance for the demodulator derived in Section III. Error rate performance is simulated using different values of modulation order, demodulator summation terms, with and without channel coding, with and without decoder feedback to the demodulator (BICM vs BICM-ID) and signal-to-noise ratio. Both end nodes and the relay transmit each symbol with unit energy, making the variance of the fading coefficients \(\mathcal{E}_1 = \mathcal{E}_2 = \mathcal{E}_R = 1\). The channel code considered is the LDPC code defined by the DVB-S2 standard [17].
for successful decoding than in the uncoded case, suggesting a tradeoff between demodulation and decoding complexity.

Channel coded error rate performance as a function of modulation order and decoder feedback is shown in Fig. 4. All codes are simulated using $N_t = 50$ infinite series terms at the demodulator. The purpose of this experiment is to investigate the performance benefit yielded by information feedback from decoder to demodulator, and the absolute performance difference between modulation orders $M = 4$ and $M = 8$. For modulation order $M = 4$, the BICM-ID exhibits a performance gain of 0.9 dB over BICM. For $M = 8$, BICM-ID exhibits a gain of 1 dB. BICM for $M = 4$ outperforms BICM for $M = 8$ by approximately 1.5 dB.

V. CONCLUSION

This work developed a noncoherent soft output FSK demodulator the end nodes in the analog network-coded two-way relay channel under Rayleigh fading. The demodulator supports power of two modulation orders and iteration with the channel decoder. The demodulator formulation contains an infinite series which must be truncated for practical receiver implementation. It is demonstrated the bit error rate performance is sensitive to the infinite series truncation length. An exact characterization of the convergence of the demodulator as well as a closed form expression are left as future work.
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