Reversing Lindblad Dynamics via Continuous Petz Recovery Map
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An important issue in developing quantum technology is that quantum states are so sensitive to noise. We propose a protocol that introduces reverse dynamics, in order to precisely control quantum systems against noise described by the Lindblad master equation. The reverse dynamics can be obtained by constructing the Petz recovery map in continuous time. By providing the exact form of the Hamiltonian and jump operators for the reverse dynamics, we explore the potential of utilizing the near-optimal recovery of the Petz map in controlling noisy quantum dynamics. While time-dependent dissipation engineering enables us to fully recover a single quantum trajectory, we also design a time-independent recovery protocol to protect encoded quantum information against decoherence. Our protocol can efficiently suppress only the noise part of dynamics thereby providing an effective unitary evolution of the quantum system.

The dynamics of an open quantum system is defined by the Hamiltonian of the system and its interaction with the environment. On tracing out the environment, the system undergoes a non-unitary evolution which can easily wash out coherence. For the realization of quantum technologies, it is crucial to protect the system from leaking quantum information due to its interaction with the environment. Considerable amount of efforts have been made to achieve this task through developing protocols to minimize added noise [1–4], finding noise-free zones [5–7], and correcting [8–17] or mitigating [18–20] errors. While the Petz recovery map recovers a given quantum state after following noisy dynamics, a physical protocol which realizes the Petz recovery map in continuous time. While the Petz recovery map remains in the mathematical realm, while an approach to realize the discrete version of the map was proposed very recently [21].

In this Letter, we construct a quantum master equation which realizes the Petz recovery map in continuous time. While the Petz recovery map recovers a given quantum state after following noisy dynamics, a physical protocol to achieve the recovery map was not previously known. Our master equation identifies the reverse Hamiltonian and the jump operators that can fully reverse a quantum trajectory. We extend this to design a time-independent recovery protocol and use it to protect quantum information against decoherence. The efficient noise cancelation leads to a noiseless unitary dynamics of the encoded system. The recovery dynamics can be implemented by interacting the system with a strongly decaying ancilla.

Reversing quantum master equation dynamics.— We focus on a Markovian open quantum dynamics described by the Lindblad equation [28] ($\hbar = 1$):

$$\frac{d\rho}{dt} = \mathcal{L}(\rho) = -i[H, \rho] + \sum_{\mu} \mathcal{D}[L_{\mu}](\rho),$$

where $\mathcal{D}[L_{\mu}](\rho) = L_{\mu}\rho L_{\mu}^\dagger - \frac{1}{2}\{L_{\mu}^\dagger L_{\mu}, \rho\}$. Here, $[A, B] = AB - BA$ and $\{A, B\} = AB + BA$. A quantum state $\gamma_0$ at time $t = 0$ then evolves to $\gamma_\tau = \mathcal{T}[\exp(\int_0^\tau \mathcal{L}dt)](\gamma_0)$ after some time $t = \tau$, where $\mathcal{T}$ is the time-ordering operator. We ask whether it is possible to recover the quantum state at each time from the final state $\gamma_\tau$.

To reconstruct the initial state $\gamma_0$ from the final state $\gamma_\tau$ one can adopt the Petz recovery map [21], also known as the transpose channel. For a quantum channel $\mathcal{N}$ and a reference state $\rho$, the Petz recovery map defined as $\mathcal{R}_{\rho,\mathcal{N}}(\cdot) = \rho^{1/2}\mathcal{N}^{\dagger}(\mathcal{N}(\rho)^{-2}(\cdot))\mathcal{N}(\rho)^{-1/2}\rho^{1/2}$ recovers $\rho$ from $\mathcal{N}(\rho)$, i.e.,

$$\mathcal{R}_{\rho,\mathcal{N}}(\mathcal{N}(\rho)) = \rho.$$

Such a property of the recovery map has been studied as a generalized time-reversal in various contexts, including quantum thermodynamics [20, 31] and Bayesian retrodiction of quantum processes [32]. By taking a quantum channel $\mathcal{N} = \mathcal{T}[\exp(\int_0^\tau \mathcal{L}dt')]$ as the forward dynamics after $\tau$ and the reference state $\gamma_0$, the Petz recovery map recovers $\gamma_0$ from $\gamma_\tau$, i.e., $\mathcal{R}_{\gamma_0,\mathcal{N}}(\gamma_\tau) = \gamma_0$.

Such a construction of the recovery map can be extended for any time $t \in [0, \tau]$, based on the dynamical semigroup property of the Lindblad equation. The Petz...
recovery map in the limit of infinitesimal time interval can be described by the following Lindblad equation \[ 31]:

\[
\frac{d\rho}{dt} = \mathcal{L}_B(\rho) = -i[H_B(\hat{t}), \rho] + \sum_{\mu} \mathcal{D}[L_{B,\mu}(\hat{t})](\rho).
\]

In this work, we show that the reverse dynamics can be expressed by the separate contributions of the forward Hamiltonian \( H \) and jump operators \( L_\mu \) as

\[
H_B(\hat{t}) = -H + \sum_{\mu} H_C(\gamma_{\tau-t}, L_\mu)
\]

\[
L_{B,\mu}(\hat{t}) = \gamma_{\tau-t} \mathcal{L}_B^\dagger \gamma_{\tau-t}^{-1}, \tag{3}
\]

where the tilde indicates the backward direction and

\[
H_C(\gamma, L_\mu) = -\frac{i}{2} \sum_{\lambda,\lambda'} \left( \frac{\sqrt{\lambda} - \sqrt{\lambda'}}{\sqrt{\lambda} + \sqrt{\lambda'}} \right) \langle \lambda | M_\mu(\gamma) | \lambda' \rangle \langle \lambda' | \lambda \rangle,
\]

using the eigenvalue decomposition \( \gamma = \sum_{\lambda} \lambda | \lambda \rangle \langle \lambda | \) and defining \( M_\mu(\gamma) = L_\mu^\dagger L_\mu + \gamma \frac{1}{4} L_\mu^\dagger L_{\mu \gamma} L_\mu \). If \( \gamma \) contains zero-eigenvalues, pseudo-inverse on its support can be taken \[ 32 \]. For a dissipation-free dynamics, the reverse dynamics takes the form \( \mathcal{L}_B(\rho) = -i[H_B, \rho] \) with \( H_B = -H \), while \( L_{B,\mu} \) and \( H_C \) contribute to reversing the dissipation \( \mathcal{D}[L_\mu] \). The reverse dynamics fully recovers the quantum trajectory (see Fig. 1), i.e.,

\[
\hat{\gamma}_{t=\tau-t} = \mathcal{T} \left[ e^{i B^\dagger B dt} \right] \hat{\gamma}_t, \quad \forall t \in [0, \tau], \tag{4}
\]

as it satisfies \( \mathcal{L}_B(\hat{\gamma}_{t=\tau-t}) = -\mathcal{L}(\hat{\gamma}_t) \). We note that the forward trajectory information \( \gamma_t \) is required to construct the reverse dynamics. This can, in principle, be calculated from the initial state \( \gamma_0 \) and the forward dynamics \( \mathcal{L}_B \), without performing state tomography. The explicit form of the reverse dynamics in Eq. (3) brings the abstract mathematical expression of the Petz recovery map into a physically achievable form, by identifying the Hamiltonian and jump operators.

As an illustrative example, we consider a two-level system whose dynamics is given by a Hamiltonian \( H = h \cdot \sigma \) and a single jump operator \( L = l \cdot \sigma \), where \( \sigma = (\sigma_x, \sigma_y, \sigma_z) \) are the Pauli operators, and \( h \) and \( l \) are real and complex vectors, respectively. Figure 2 shows that the reverse dynamics with \( H_B = h_B \cdot \sigma \) and \( L_B = l_B \cdot \sigma \) obtained from Eq. (3) fully reverses the quantum trajectory for the reference state \( |0\rangle \) such that \( \sigma_z |0\rangle = |0\rangle \). This requires a temporal control of \( h_B \) and \( L_B \) with three and six independent parameters, respectively, where their closed forms and the implicit implementation of the jump operator can be found in the Supplemental Material \[ 33 \].

**Continuous-time recovery with time-independent control.**—To avoid the temporal control of multiple parameters which can be technically challenging, we extend the recovery protocol to have time-independent Hamiltonian and jump operators. To this end, we consider the scenario where the forward and recovery dynamics simultaneously act on the system as

\[
\mathcal{L}_S(\rho) = (\mathcal{L} + \mathcal{L}_B)(\rho) = \mathcal{L}(\rho) - i[H_B, \rho] + \sum_{\mu} \mathcal{D}[L_{B,\mu}](\rho), \tag{5}
\]

where \( H_B = -H + \sum_{\mu} H_C(\gamma, L_\mu) \) and \( L_{B,\mu} = \gamma^{\frac{1}{2}} L_\mu^\dagger \gamma^{-\frac{1}{2}} \) for a full-rank reference state \( \gamma \). We note that \( \gamma \) becomes a stationary state satisfying \( \dot{\gamma} = \mathcal{L}_S(\gamma) = 0 \). This can be understood as the infinitesimal time recovery \( \mathcal{L}_B \) cancels out the effect of noise \( \mathcal{L} \), hence trapping a fixed reference state \( \gamma \) instead of reversing a trajectory \( \gamma_t \). As being less resource intensive in its implementation, henceforth, we focus on the time-independent formalism described by Eq. (6) for the applications of our recovery protocol.

**Recovery of encoded quantum information.**—While the Petz recovery map perfectly recovers the reference state, the map also enjoys the universal recovery property such that a wider spectrum of quantum states encoded in a higher-dimensional Hilbert space can be recovered close to the optimal rate \[ 12 \]. In this manner, our continuous-time recovery protocol not only keeps the full-rank reference state static but also well protects any encoded quantum states, regardless of their ranks. This can be demonstrated by constructing the code space \( C \) spanned by the degenerate ground states of a Hermitian operator \( Q \) and applying the reverse dynamics in Eq. (3) with the following form of the reference state:

\[
\gamma = e^{-\beta Q} \frac{1}{\text{Tr} [e^{-\beta Q}]]. \tag{6}
\]

This form guarantees that \( \gamma \) is full-ranked and becomes proportional to the projector onto the code space \( P_C = \sum_{|\psi\rangle \in C} \langle |\psi\rangle | \langle \psi| \) when \( \beta \gg 1 \), which was shown to be the reference state that efficiently preserves the code space’s information \[ 37 \].

As an example, we consider a fully-connected \( n \)-spin chain with \( Q = -\sum_{i>j} \sigma_x^{(i)} \sigma_x^{(j)} \), where \( \sigma_x^{(i)} \) acts on the \( i \)-th spin. A logical qubit is then spanned by the degenerate ground states of \( Q \) as \( |\psi\rangle = \alpha |0\rangle \otimes |\psi\rangle + \beta |1\rangle \otimes |\psi\rangle \).
We show that the logical qubit can be efficiently protected against the noise dynamics $\mathcal{L}_X = \Gamma_X \sum_{i=1}^{n} D[\sigma_x^{(i)}]$, which is equivalent to independent bit-flipping errors on each qubit with probability $p_X = (1 - e^{-2\Gamma_X \tau})/2$ after time $\tau$. The recovery dynamics of Eq. (5) is constructed by noting that

$$\alpha(t) = \frac{1}{\beta} \exp \left[ -\beta (t - \tau) \right]$$

and $H_C(\gamma, \sigma_x^{(i)}) = 0$. Figure 3 shows that the average fidelity $F_{avg} = \int_{\psi} d\psi \langle \psi | e^{t \mathcal{L}_{X}} | \psi \rangle / \int_{\psi} d\psi \langle \psi | \psi \rangle$ increases as $\beta$ becomes larger. To obtain a larger value of $\beta$, stronger recovery is required, which can be captured by $\gamma$ and $\sinh \beta$ terms in the jump operators. We also note that increasing the number of physical qubits $n$ provides a higher recovery rate when $\gamma \beta$ exceeds a threshold $\beta_{th}$. We observe that $\beta_{th}$ becomes smaller when the bit-flipping rate $p_X$ increases (see Fig. 3), implying that a weak recovery dynamics can be effective for an intermediate noise level.

Continuous recovery protocol for QEC codes.--- The code space of the fully-connected spin can be understood using the stabilizer formalism in QEC. We further provide a general expression of the recovery protocol for any $[n, k, d]$ stabilizer code, which encodes k-qubits into n-physical qubits with code distance $d$. Such a code construction is efficient for the Pauli-type dissipation $\mathcal{L} = \sum_{\mu} \Gamma_\mu D[|E_\mu\rangle\langle E_\mu|]$ with $E_\mu = \{\sigma_x, \sigma_y, \sigma_z\}^n$. The code space $\mathcal{C}$ is spanned by a set of quantum states that commute with every element in a stabilizer $S$. By noting that every state in $\mathcal{C}$ becomes a ground state of $Q = -\sum_{S_i \in S} S_i$ for a subset of the stabilizer $S \subset S$, often referred to as the stabilizer Hamiltonian, the recovery dynamics becomes

$$\mathcal{L}_B = \sum_{\mu} \Gamma_\mu D \left[ E_\mu \prod_{S_i \in \bar{S}_\mu} [(\cosh \beta) 1 - (\sinh \beta) S_i] \right],$$

where $\bar{S}_\mu = \{ S_i \in S | \{ S_i, E_\mu \} = 0 \}$. For $\beta \gg 1$ and $E_\mu$ in the correctable set, Eq. (7) can be interpreted as continuous syndrome measurements and corrections, which have been studied in the context of continuous QEC and experimentally realized in circuit QED.

For example, we consider a noise model $\mathcal{L} = \sum_{i=1}^{n} \left( \Gamma_X D[\sigma_x^{(i)}] + \Gamma_Z D[\sigma_z^{(i)}] + \Gamma_{ZZ} D[\sigma_z^{(i)} \sigma_z^{(i+1)}] \right)$ and its recovery protocol applied to the $[5, 1, 3]$ code by taking $Q = -\sum_{i=1}^{n} \sigma_x^{(i)} \sigma_z^{(i+1)}$ and $\sigma_{x,z}^{(i)} = \sigma_x^{(i)} \sigma_z^{(i)}$ for $l \in \mathbb{Z}$. Figure 4 shows the noise is suppressed by applying the recovery protocol, even for the correlated noise which cannot be directly handled with the $[5, 1, 3]$ code. We also note that conventional syndrome-measurement-based QEC becomes more effective after suppressing noise via the continuous recovery protocol. For $\Gamma_X = \Gamma_Z = \Gamma$ and $\Gamma_{ZZ} = 0.2\Gamma$, QEC is effective for all the time when the recovery is active. In contrast, without the recovery protocol, QEC is effective only for $\Gamma \tau \lesssim 0.03$ (see Fig. 4). This shows that the continuous recovery can aid QEC by reducing the noise level below the threshold, as it can be applied to more complicated stabilizer codes.

Meanwhile, our approach is not limited to the stabilizer code or Pauli-type dissipation. From any code space $\mathcal{C}$, one can take $Q = -PC$ to construct the recovery protocol. In the limit of $\beta \gg 1$, we obtain $\mathcal{L}_B \approx e^{\beta} \sum_{\mu} D[PC]$, which can be understood as a continuous-time quantum jump from outside of the code space ($1 - PC$) to the code space ($PC$). Such a construction is useful to achieve efficient protection of quantum states by noise-specific encoding. Other noise models, including amplitude damping, with various types of the code space construction are discussed in the Supplemental Material.

For the both recovery protocols based on stabilizer and general code spaces, the reference state $\gamma$ does not need to be prepared to implement the recovery dynamics as it can be fully determined only from $Q$ and $\beta$. The average error is governed by the factor $\beta$, which can be interpreted as the inverse temperature by noting that the most states remain at the ground state, i.e., the code space at the
of strong dissipation, one can adiabatically eliminate the low temperature (β ≫ 1). In this limit, the code space C becomes a decoherence-free subspace of the reverse dynamics $L_B$, and at the same time, $L_B$ continuously brings quantum states outside the code space back to the code space. From the similarity appearing in the stationary state in Eq. $5$, the recovery map can be compared to self-correcting quantum memory [45–47]. However, we highlight that our recovery dynamics in Eq. $5$ meets the quantum detailed balance relation [48] even without QEC. The noise model is the same as in Fig. $4$.

The recovery protocol not only provides a longer lifetime of logical qubits, but also can be utilized to simulate noise-free dynamics of a logical Hamiltonian $H_L(t)$ acting on the code space. In the following dynamics,

$$\dot{\rho} = -i[H_L(t), \rho] + L(\rho) + L_B(\rho),$$  \hspace{1cm} (8)

the recovery $L_B$ continuously cancels out the noise $L$, thereby a quantum state $\rho_C$ in the code space evolves effectively unitarily, $\dot{\rho}_C \approx -i[H_L(t), \rho_C]$. Figure $5$ shows the effective unitary dynamics of the $[5, 1, 3]$ code under Eq. $8$, where the logical operations are defined as $X_L = \otimes_{j=1}^{n} \sigma_z^{(j)}$ and $Z_L = \otimes_{j=1}^{n} \sigma_z^{(j)}$. We note that the same recovery protocol is applied to any initial states in the code space.

Implementation of the reverse dynamics and resource analysis.— The dissipation engineering for the continuous recovery map can be done by introducing a strongly-decaying ancillary system. Assuming a two-level ancilla state, the jump operators $L_{B, \mu}$ can be implemented throughout the system-ancilla interaction,

$$H^{(\mu)} = \frac{1}{2} \left( R_{B, \mu}^\dagger \otimes \sigma_-^{(\mu)} + L_{B, \mu} \otimes \sigma_+^{(\mu)} \right),$$ \hspace{1cm} (9)

and the dissipation of the ancilla $\Gamma_a D[\sigma_-^{(\mu)}]$. In the limit of strong dissipation, one can adiabatically eliminate the excited states of the ancilla so that the system’s effective dynamics can be well approximated as $(1/\Gamma_a) D[L_{B, \mu}]$ [50]. Thus, by tuning the Hamiltonian of the total system to be $H_{sa} = H_B + \sqrt{\Gamma_a} \sum \mu H^{(\mu)}$, the dynamics

$$\mathcal{L}_{sa}(\rho_{sa}) = -i[H_{sa}, \rho_{sa}] + \Gamma_a \sum \mu D[\sigma_-^{(\mu)}](\rho_{sa}),$$ \hspace{1cm} (10)

leads to the effective system dynamics $\mathcal{L}_B$ after tracing out the ancilla system. The strength of the engineered dissipation can be expressed in terms of a dimensionless parameter $\|H_{sa}\|^2/(\Gamma_a \Gamma_\mu)$ [41], where $\Gamma_\mu = \|L_\mu\|^2$ is the intrinsic dissipation strength of the system. In order to engineer the dissipation successfully, we need to satisfy $\Gamma_a \gg \|H_{sa}\| \gg \sqrt{\Gamma_a \Gamma_\mu}$. This condition can be achieved in ultracold and circuit QED systems. In particular with Rydberg systems, both the strength of the system-ancilla interaction and the decay rate of an effective two-level system can be controlled either by choosing a specific principal quantum number or by applying the concept of Rydberg dressing [51, 52]. This flexibility can provide a whole range of values for $\|H_{sa}\| \sim$ MHz to GHz while $\Gamma_a, \Gamma_\mu \sim$ kHz to tens MHz [53].

For the qubit system considered in Fig. $2$, $H^{(\mu)}_{int}$ requires two-qubit Pauli operations between the system and ancilla. One way to construct a Hamiltonian with universal two-body interactions would be to use superconducting qubits [54]. Another possible route would be to use ultracold systems. Examples of engineering general two-body spin interactions involve cold atoms [55], ions [56], and anisotropic interactions between Rydberg atoms [57] or polar molecules [58]. On the other hand, characterizing the noise and engineering of jump operators of a multi-qubit system might be a challenging task to achieve the continuous recovery protocol. Nevertheless, recent progress on dissipation engineering could lead to resolving technical challenges.

The total number of qubits required to achieve the reverse dynamics for $n$-physical qubits is $n + n_a$, where $n_a$ is the number of ancilla qubits to implement the reverse jump operators. We note that $n_a$ equals the number of jump operators describing noise acting on $n$-physical qubits, no matter local or correlated. For a local noise model, $n_a$ linearly scales with $n$, which is comparable to the number of ancilla qubits required for syndrome measurements in the standard QEC. When noise at each physical qubit has pairwise correlations with at most $\ell$ other qubits, $n_a$ scales no more than $O(n\ell)$. In addition, the time-independent recovery protocol takes the advantage that it does not require system controls conditioned on the syndrome measurement outcomes, as well as additional classical computation for diagnosing the errors from the syndromes.

Remarks.— We have shown that Lindblad dynamics can be reversed by constructing the Petz recovery map in continuous time. We have provided an explicit form of
the Hamiltonian and jump operators as well as a possible route for physical realization of such dynamics throughout the adiabatic elimination technique. As an application, we have shown that the continuous recovery protocol can be designed for QEC, which provides a high recovery rate of encoded quantum information against noisy environment.

Our recovery protocol can be applied to implementing a noiseless quantum gate [62] [63] and dynamical quantum noise cancelling [64], which might be feasible for small scale noisy quantum devices [65]. This will open a new possibility to utilize the near-optimal recovery property of the Petz recovery map not only in approximate QEC [12] [14] [16] and quantum communication [66], but also revealing fundamental physics in quantum thermodynamics [29] [31] and the AdS/CFT correspondence [67] [68]. Our formalism is limited to Markovian noise but can be further generalized to a noise model with time-dependent jump operators. An interesting future research would be exploring whether this formalism can be extended to non-Markovian dynamics, such as $1/f$ noise in superconducting qubits [69] [70].
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