ENDPOINT MAXIMAL AND SMOOTHING ESTIMATES FOR SCHröDINGER EQUATIONS

KEITH M. ROGERS AND ANDREAS SEEGER

ABSTRACT. For $\alpha > 1$ we consider the initial value problem for the dispersive equation $i\partial_t u + (-\Delta)^{\alpha/2} u = 0$. We prove an endpoint $L^p$ inequality for the maximal function $\sup_{t \in [0,1]} |u(\cdot, t)|$ with initial values in $L^p$-Sobolev spaces, for $p \in (2 + 4/(d+1), \infty)$. This strengthens the fixed time estimates due to Fefferman and Stein, and Miyachi. As an essential tool we establish sharp $L^p$ space-time estimates (local in time) for the same range of $p$.

1. Introduction

For $\alpha > 1$ we consider $L^p$ estimates for solutions to the initial value problem

\[
\begin{cases}
i\partial_t u + (-\Delta)^{\alpha/2} u = 0 \\
u(\cdot, 0) = f.
\end{cases}
\]

The case $\alpha = 2$ corresponds to the Schrödinger equation. We will not consider $\alpha = 1$ which corresponds to the wave equation and exhibits different mathematical features.

When $f$ is a Schwartz function, the solution can be written as $u(x,t) = U_\alpha^t f(x)$, where

\[
U_\alpha^t f(\xi) = e^{it|\xi|^{\alpha}} \hat{f}(\xi)
\]

with $\hat{f}(\xi) = \int f(y) e^{-i\langle y, \xi \rangle} dy$ as the definition of the Fourier transform. The sharp endpoint $L^p$-Sobolev bounds for fixed $t$ are due to Fefferman and Stein [11] and Miyachi [15]. Their result states that for any compact time interval $I$ and any $p \in (1, \infty)$,

\[
\sup_{t \in I} \|U_\alpha^t f\|_{L^p(\mathbb{R}^d)} \leq C_{I,p,\alpha} \|f\|_{L^p(\mathbb{R}^d)}, \quad \frac{\beta}{\alpha} = d \left(\frac{1}{2} - \frac{1}{p}\right);
\]

this is sharp with respect to the regularity index $\beta$ and can also be deduced from certain endpoint versions of the Hörmander multiplier theorem ([1], [19]).

We strengthen the fixed time estimates as follows.

Theorem 1.1. Let $p \in (2 + \frac{4}{d+1}, \infty)$ and $\alpha > 1$. Then, for any compact time interval $I$,

\[
\|\sup_{t \in I} |U_\alpha^t f|\|_{L^p(\mathbb{R}^d)} \leq C_{I,p,\alpha} \|f\|_{L^p(\mathbb{R}^d)}, \quad \frac{\beta}{\alpha} = d \left(\frac{1}{2} - \frac{1}{p}\right).
\]

This implies pointwise convergence results; indeed we shall prove a little more, namely if $\chi \in C_\infty^\infty(\mathbb{R})$ then the function $t \mapsto \chi(t)U_\alpha^t f(x)$ belongs to the Besov space $B_{1,p,1}^\beta(\mathbb{R})$, for almost every $x \in \mathbb{R}^d$. In particular these functions are continuous (for almost every $x$) and therefore this implies almost everywhere convergence to the initial datum as $t \to 0$.
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Our maximal function result is closely related to certain space-time estimates which improve the regularity index. The first such bounds are due to Constantin and Saut [7], Sjölin [21], and Vega [27] who showed that better $L^2$ regularity properties hold locally when $\alpha \in (1, \infty)$; namely, if $f \in L^2_{-(\alpha-1)/2}(\mathbb{R}^d)$ then $u \in L^2_{\text{loc}}(\mathbb{R}^{d+1})$. However, it is not possible to replace the $L^2$-norms over compact sets by $L^2$-norms which are global in space. This is known as the local smoothing phenomenon. For functions in $L^2$-Sobolev spaces the various local and global problems for smoothing and for maximal operators have received a lot of attention, starting with [4]. We do not have a contribution to the $L^2$-Sobolev problems but rather consider corresponding questions with initial data in $L^p$-Sobolev spaces for $p > 2$, with $p$ not close to 2.

In [17] the first author considered $L^p$ regularity estimates which are global in space but involve an integration over a compact time interval $I$,

$$\left( \int_I \|U_t^\alpha f\|_p^p \, dt \right)^{1/p} \leq C_I \|f\|_{L^p_\beta(\mathbb{R}^d)}.$$  

This question was motivated by the similar (although deeper) question for the wave equation (cf. [22], [25]). In [17], it was proven that (1.3) holds for $\alpha = 2$ when $p > 2 + 4/(d+1)$ with $\beta/2 > d(1/2 - 1/p) - 1/p$. We remark that smoothing results of this type could also be deduced from square-function estimates related to Bochner-Riesz multipliers such as in [2], [6], [15] and [14] however these arguments do not apply when $d = 1$, and in dimensions $d \geq 2$ they are currently limited to the smaller range $p > 2 + 4/d$.

The $L^p$ smoothing result in [17] was obtained from an $L^p \to L^p$ estimate for the adjoint Fourier restriction (or ‘extension’) operator associated to the paraboloid, and the range $p > 2 + 4/(d+1)$ corresponds to the known range of $L^q \to L^p$ bounds for the extension operator; see [9], [12] and [29] for the sharp bounds when $d = 1$, and [24] for the best known partial results for $d \geq 2$. The reduction in [17] to the extension estimate used the explicit formula

$$e^{it\Delta} f(x) = \frac{1}{(4\pi it)^{d/2}} \int e^{i|x-y|^2/4t} f(y) \, dy$$

together with a ‘completing of the square’ trick; see [3] for a similar argument. Unfortunately this reasoning is not available when $\alpha \neq 2$.

We generalize to all $\alpha > 1$, and establish the endpoint regularity result.

**Theorem 1.2.** Let $p \in (2 + \frac{4}{d+1}, \infty)$ and $\alpha > 1$. Then, for any compact time interval $I$,

$$\left( \int_I \|U_t^\alpha f\|_p^p \, dt \right)^{1/p} \leq C_{I,p,\alpha} \|f\|_{L^p_\beta(\mathbb{R}^d)}, \quad \frac{\beta}{\alpha} = d\left( \frac{1}{2} - \frac{1}{p}\right) - \frac{1}{p}.$$  

In Theorem [11] below we formulate a slightly improved version of this result which can also be used to prove Theorem 1.1. We remark that for $d = 1$ our arguments also give the analogous results for the range $0 < \alpha < 1$.

We mention an application in one spatial dimension where we obtain sharp estimates for the initial value problem for the Airy equation

$$u_t + u_{xxx} = 0.$$  

For $f := u(\cdot, 0)$ a Schwartz function, we can write $u(\cdot, t) = U_t^3 P_+ f + U_t^3 P_- f$, where $P_+$ and $P_-$ are the projection operators with Fourier multipliers $\chi(0,\infty)$ and $\chi(-\infty,0)$, respectively. Thus, for initial values in $L^p_\beta$ the solution of (1.4) satisfies the sharp bound

$$\|u\|_{L^p(\mathbb{R} \times [-T,T])} \leq C_T \|u(\cdot,0)\|_{L^p_\beta(\mathbb{R})}, \quad \beta = \frac{3(p-4)}{2p}, \quad 4 < p < \infty.$$
and if $u(\cdot, 0) \in L^p(\mathbb{R})$ for any $\varepsilon > 0$ with $2 < p \leq 4$, then $u \in L^p(\mathbb{R} \times [-T, T])$.

The proofs will be based on the bilinear adjoint restriction theorem for elliptic surfaces due to Tao [24]. In §3 having discussed the necessary conditions in [2] we combine Tao’s theorem with a variation of a localization technique employed in [10] to prove $L^p$ estimates for some oscillatory integrals with elliptic phases; this yields the smoothing estimate for functions which are frequency supported in an annulus. In §4 we extend to the general case by decomposing the Fefferman-Stein sharp function; here we use a variant of an argument in [19].

**Notation.** Throughout, $c$ and $C$ will denote positive constants that may depend on the dimensions, exponents or indices of the Sobolev spaces, or the parameter $\alpha$, but never on the functions. Such constants are called admissible and their values may change from line to line. We shall mostly use the notation $A \lesssim B$ if $A \leq CB$ for an admissible constant $C$. We may sometimes indicate the dependence on a specific parameter $c$ by using the notation $\lesssim_c$. We write $A \approx B$ if $A \lesssim B$ and $B \lesssim A$.

## 2. Necessary conditions

Let $\theta$ be a nonnegative and smooth function supported in $\{2^{-1} < |\xi| < 2\}$ and equal to 1 in $\{2^{-1/2} < |\xi| < 2^{1/2}\}$. For large $\lambda$, we consider initial data $f_\lambda$ defined by $f_\lambda(\xi) = e^{-i|\xi|^\alpha} \theta(\lambda^{-1} \xi)$ and note that, by a change of variables,

$$f_\lambda(x) = \left(\frac{\lambda}{2\pi}\right)^d \int \theta(\xi) e^{i((\lambda x, \xi) - \lambda^\alpha |\xi|^\alpha)} d\xi.$$

Thus $|f_\lambda(x)| \lesssim \lambda^{d - \frac{d\alpha}{p}}$, by the method of stationary phase (keeping in mind that $\alpha \neq 1$). On the other hand, when $|x| \gg \lambda^{\alpha - 1}$, by repeated integration by parts, there exists constants $C_N$ such that $|f_\lambda(x)| \leq C_N(|x|\lambda^{1-\alpha})^{-N}$ for all $N \in \mathbb{N}$. Combining the two bounds, we see that

$$\|f_\lambda\|_{L^p_t L^\infty_x(\mathbb{R}^d)} \approx \lambda^\beta \|f_\lambda\|_{L^p_x(\mathbb{R}^d)} \lesssim \lambda^{d - \frac{d\alpha}{p} + \frac{d(\alpha - 1)}{p} + \beta}.$$

Next we consider $U^\alpha_t f_\lambda$ and compute

$$|U^\alpha_t f_\lambda(x)| = \left| \left(\frac{\lambda}{2\pi}\right)^d \int_{\mathbb{R}^d} \theta(\xi) e^{i((\lambda x, \xi) + \lambda^\alpha (t-1)|\xi|^\alpha)} d\xi \right|,$$

so when $|x| \leq (10\lambda)^{-1}$ and $|t-1| \leq (10\lambda)^{-1}$, we have $|U^\alpha_t f_\lambda(x)| \geq c\lambda^d$ for some positive constant $c$. Thus,

$$\left( \int_{1-(10\lambda)^{-1}}^1 \|U^\alpha_t f_\lambda\|^p_x dt \right)^{1/p} \geq C\lambda^{d - \frac{d\alpha}{p}}.$$

Comparing this with the upper bound for $\|f_\lambda\|_{L^p_x(\mathbb{R}^d)}$, and letting $\lambda \to \infty$, we see that $\beta/\alpha \geq d(1/2 - 1/p) - 1/p$ is a necessary condition for (1.3) to hold when $\alpha \neq 1$.

Note that alternatively one can argue that by Sobolev embedding any improvement in the smoothing would give a better fixed time estimate than the sharp known bounds in [11], [15], which is impossible.

The range $p > 2 + 4/(d + 1)$ for the smoothing estimate in Theorem 1.2 is sharp for $d = 1$, and for $d \geq 2$ it is conceivable that it holds for $p > 2 + 2/d$, see [17].

For Theorem 1.3 however our range may not be sharp even in one dimension. We can say that the maximal estimate (1.2) cannot hold when $p < 2 + 1/d$. This follows from the necessary condition $\beta/\alpha \geq 1/2p$ which we now show, modifying a calculation in [8].
Let $\chi$ be a nonnegative and smooth function supported in $(-\varepsilon, \varepsilon)$ where $\varepsilon$ will be small depending only on $\alpha$. Let $e_1 = (1, 0, \ldots, 0)$ and define

$$g_\lambda(x) = \frac{1}{(2\pi)^d} \int \chi(\lambda\frac{\alpha^2}{2} |\xi + \lambda e_1|) e^{i(x, \xi)} d\xi.$$ 

Then immediately

$$\|g_\lambda\|_{L^p_\beta} \lesssim \lambda^{\beta + \frac{d(\alpha - 2)}{2}} (\frac{1}{\lambda^2})^{-1}.$$ 

Now

$$U_t^\alpha g_\lambda(x) = \frac{1}{(2\pi)^d} \int \chi(\lambda\frac{\alpha^2}{2} |\xi + \lambda e_1|) e^{i(x, \xi) + t|\xi|^\alpha} d\xi$$

$$= \frac{1}{(2\pi)^d} \int \chi(\lambda\frac{\alpha^2}{2} |h|) e^{i\phi_\lambda(x, t, h)} dh$$

where $\phi_\lambda(x, t, h) = t\lambda^\alpha - e_1 + h/\lambda^{\alpha} + \langle x - \lambda e_1 + h \rangle$. A Taylor expansion gives for $|h| \ll \lambda$

$$\phi_\lambda(x, t, h) = t\lambda^\alpha - e_1 + h/\lambda^{\alpha} + \langle x - \lambda e_1 + h \rangle + O(\lambda^{-2}h^2)$$

where the implicit constants in the error term depend on $\alpha$. The error term in the phase is $\ll 1$ on the support of the cutoff function (provided that $\varepsilon$ is sufficiently small).

Let $0 < c \ll \alpha$ and let $R$ be the rectangle where $0 \leq x_1 \leq c\lambda^{\alpha - 1}$, and $|x_i| \leq \lambda^{(\alpha - 2)/2}$ for $i = 2, \ldots, d$. We define $t(x) = \alpha^{-1}\lambda^{1-\alpha}x_1$ for $x \in R$ so that $t(x) \in [0, 1]$ for $x \in R$, and for $x \notin R$ we may choose any (measurable) $t(x) \in [0, 1]$. Then for $x \in R$, we have

$$|U_t^\alpha g_\lambda(x)| \geq c_0 \lambda^{-d(\alpha - 2)/2}$$

and thus

$$\left\| \sup_{0 \leq t \leq 1} |U_t^\alpha g_\lambda| \right\|_p \geq \|U_t^\alpha g_\lambda\|_p \gtrsim \lambda^{\frac{\alpha - 1}{p} + \frac{(\alpha - 2)(d - 1) - d(\alpha - 2)/2}{2}}.$$ 

Comparing with the upper bound for $\|g_\lambda\|_{L^p_\beta}$ leads to the condition $\beta/\alpha \geq 1/2p$.

### 3. $L^p$ estimates for oscillatory integrals with elliptic phases

In the sequel, we will rescale inequalities for $U_t^\alpha g_\lambda$ when acting on functions with compact frequency support. This process will give rise to the operator $S$ defined by

$$Sf(x, t) = S^\phi f(x, t) = \frac{1}{(2\pi)^d} \int \chi(\xi) e^{it\phi(\xi)} \hat{f}(\xi) e^{i(x, \xi)} d\xi$$

where $\chi \in C_0^\infty(U)$ and $\phi$ is elliptic; here a $C^\infty$ function $\phi$ on an open set $U$ in $\mathbb{R}^d$ is called elliptic if for every $\xi \in U$ the Hessian $\phi''$ is positive definite.

We ask for $L^p(\mathbb{R}^d) \rightarrow L^p(\mathbb{R}^d \times [0, \lambda])$ bounds for $S$. Note that for $|t| \leq 1$ and $\chi \in C_0^\infty$ the function $\chi e^{it\phi}$ is a Fourier multiplier of $L^p$, $1 \leq p \leq \infty$, and consequently the question is only nontrivial for large $\lambda$.

**Proposition 3.1.** Let $p > 2 + \frac{4}{d+1}$, $\chi \in C_0^\infty(U)$, and let $\phi$ be an elliptic phase on $U$. Then

$$\|S f\|_{L^p(\mathbb{R}^d \times [-\lambda, \lambda])} \lesssim \lambda^{d(1/2 - 1/p)} \|f\|_{L^p(\mathbb{R}^d)}.$$ 

The key ingredient will be Tao’s bilinear estimate for the adjoint restriction operator [24] which applies to phases which are small perturbations of $|\xi|^2/2$. We need to formulate more specific assumptions on the phases allowed and follow [25]. Let $N \geq 10d$. We say $\phi : [-2, 2]^d \rightarrow \mathbb{R}$ is a phase of the class $\Phi(N, A)$ if $|\partial_\alpha^j \phi(x)| \leq A$ for all $x \in [-2, 2]^d$ and all $|\alpha_j| \leq N$, where $j = 1, \ldots, d$. To add an ellipticity condition we say that $\phi$ is of class
\[ \Phi_{\text{ell}}(\varepsilon, N, A) \text{ if } \phi(0) = \nabla \phi(0) = 0, \text{ and if for all } x \in [-2, 2]^d \text{ the eigenvalues of the Hessian } \phi''(x) \text{ lie in } [1 - \varepsilon, 1 + \varepsilon]. \]

We define the adjoint restriction operator \( \mathcal{E} \equiv \mathcal{E}^\phi \) by

\[
\mathcal{E}h(x, t) = \int_{[-2, 2]^d} e^{i(x, \xi) + t\phi(\xi)} h(\xi) d\xi.
\]

so that \( Sf = (2\pi)^{-d} \mathcal{E}\hat{f} \), where \( \mathcal{U} = (-2, 2)^d \). Now Tao’s theorem can be stated as follows. Suppose \( p > 2 + \frac{4}{d+1} \). Then there exists an \( N \) (depending on \( d \) and \( p \)) and for \( A \geq 1 \) there exists \( \varepsilon = \varepsilon(A, N, d, p) > 0 \) so that the following holds for \( \phi \in \Phi(\varepsilon, N, A) \): For all pairs of \( L^2 \) functions \( h_1, h_2 \) so that \( \text{dist(supp (} h_1), \text{supp (} h_2)\text{)} \geq c > 0 \) the inequality

\[
\| \mathcal{E}h_1 \mathcal{E}h_2 \|_{p/2} \lesssim_c \| h_1 \|_2 \| h_2 \|_2, \quad p > 2 + \frac{4}{d+1},
\]

holds. In what follows we fix \( N, A \) and \( \varepsilon \) for which Tao’s theorem applies. The constants may all depend on these parameters.

**Lemma 3.2.** Let \( p > 2 + \frac{4}{d+1} \), let \( B_1, B_2 \subset [-1, 1]^d \) be balls so that \( \text{dist}(B_1, B_2) \geq c \), and let \( \phi \in \Phi_{\text{ell}}(\varepsilon, N, A) \). Then for \( f, g \) with \( \text{supp } \hat{f} \subset B_1, \text{supp } \hat{f} \subset B_2 \),

\[
\| Sf Sg \|_{L^{p/2}(\mathbb{R}^d \times [0, \lambda])} \lesssim_{c,p} \lambda^{d(1-2/p)} \| f \|_{L^p(\mathbb{R}^d)} \| g \|_{L^p(\mathbb{R}^d)}.
\]

**Proof.** Let \( C_0 = 10(1+\max_{\xi \in [-2, 2]^d} |\nabla \phi(\xi)|) \), and let \( \eta_1, \eta_2 \in C_0^\infty \) be supported in \((-2, 2)^d\) so that \( \eta_1(\xi) = 1 \) on \( B_1 \) and \( \eta_2(\xi) = 1 \) on \( B_2 \). Moreover assume that \( \eta_1 \) and \( \eta_2 \) are supported on slightly larger concentric balls \( \tilde{B}_1, \tilde{B}_2 \) with the property that \( \text{dist}(\tilde{B}_1, \tilde{B}_2) \geq c/2 \). We also set

\[
P_i f = \mathcal{F}^{-1}[\eta_i \hat{f}], \quad i = 1, 2.
\]

Let \( K^i = \mathcal{F}^{-1}[e^{it\phi} \eta_i \chi] \), for \( i = 1, 2 \), so that

\[
S_i f(x, t) := S P_i f(x, t) = K^i * f(x).
\]

Then \( Sf Sg = S_1 f S_2 g \). We first note that for all \( t \in [-\lambda, \lambda] \)

\[
|K^i(x)| \lesssim |x|^{-N}, \quad \text{if } |x| \geq C_0 \lambda
\]

This follows by a straightforward \( N \)-fold integration by parts, which uses the inequality \( |\nabla \xi \{ (x, \xi) + t\phi(\xi) \}| \geq |x|/2 \) if \( |x| \geq C_0 \lambda \), \( |t| \leq \lambda \).

Now let \( Q(\lambda) \) be a tiling of \( \mathbb{R}^d \) by cubes of sidelength \( \lambda \), and for each \( Q \in Q(\lambda) \) let \( Q_* \) denote the enlarged cube with sidelength \( 2C_0 \lambda \), with the same center as \( Q \). For each cube we split each function into a part supported in \( Q_* \) and a part supported in its complement. Thus we can write

\[
\| Sf Sg \|_{L^{p/2}(\mathbb{R}^d \times [0, \lambda])}^{p/2} = I + II + III + IV.
\]
where

\[
I = \sum_{Q \in \mathcal{Q}(\lambda)} \| S_1[f \chi_{Q_*}] S_2[g \chi_{Q_*}] \|_{L^{p/2}(Q \times [0,\lambda])}^{p/2},
\]

\[
II = \sum_{Q \in \mathcal{Q}(\lambda)} \| S_1[f \chi_{Q_*}] S_2[g \chi_{\mathbb{R}^d \setminus Q_*}] \|_{L^{p/2}(Q \times [0,\lambda])}^{p/2},
\]

\[
III = \sum_{Q \in \mathcal{Q}(\lambda)} \| S_1[f \chi_{\mathbb{R}^d \setminus Q_*}] S_2[g \chi_{Q_*}] \|_{L^{p/2}(Q \times [0,\lambda])}^{p/2},
\]

\[
IV = \sum_{Q \in \mathcal{Q}(\lambda)} \| S_1[f \chi_{\mathbb{R}^d \setminus Q_*}] S_2[g \chi_{\mathbb{R}^d \setminus Q_*}] \|_{L^{p/2}(Q \times [0,\lambda])}^{p/2}.
\]

The first term gives the main contribution and is estimated using Tao’s theorem, i.e. \(|I| \lesssim \sum_{Q \in \mathcal{Q}(\lambda)} \| S_1[f \chi_{Q_*}] S_2[g \chi_{Q_*}] \|_{L^{p/2}(Q \times [0,\lambda])}^{p/2} \lesssim \sum_{Q \in \mathcal{Q}(\lambda)} \| S_1[f \chi_{Q_*}] \|_{L^{p}}^{p/2} \| S_2[g \chi_{Q_*}] \|_{L^{p}}^{p/2} \lesssim \sum_{Q \in \mathcal{Q}(\lambda)} \| f \chi_{Q_*} \|_2^{p/2} \| g \chi_{Q_*} \|_2^{p/2} \lesssim \left( \sum_{Q \in \mathcal{Q}(\lambda)} \| f \chi_{Q_*} \|_2^p \right)^{1/p} \left( \sum_{Q \in \mathcal{Q}(\lambda)} \| g \chi_{Q_*} \|_2^p \right)^{1/p} \lesssim \lambda^{d/2} \| f \|_p \| g \|_p \),

and we have the same estimate for \( g \). Thus \(|I| \lesssim \lambda^{d/2} \| f \|_p \| g \|_p \), which is the desired bound for the main term.

The corresponding estimates for \( II, III, IV \) are straightforward as we use \(|II| \lesssim \sum_{Q \in \mathcal{Q}(\lambda)} \| S_1[f \chi_{Q_*}] \|_{L^p(Q \times [0,\lambda])}^{p/2} \| S_2[g \chi_{\mathbb{R}^d \setminus Q_*}] \|_{L^p(Q \times [0,\lambda])}^{p/2} \lesssim \left( \sum_{Q \in \mathcal{Q}(\lambda)} \| S_1[f \chi_{Q_*}] \|_{L^p(Q \times [0,\lambda])}^p \right)^{1/p} \left( \sum_{Q \in \mathcal{Q}(\lambda)} \| S_2[g \chi_{\mathbb{R}^d \setminus Q_*}] \|_{L^p(Q \times [0,\lambda])}^p \right)^{1/p} \lesssim \lambda^{d+1} \| f \|_p \| g \|_p \),

we use the trivial bound \( \| S_1 f(\cdot, t) \|_p \lesssim (1 + |t|)^d \| f \|_p \) for \( f \) replaced with \( f \chi_{Q_*} \), so that the first factor in \(3.3\) is bounded by \((C \lambda^{d+1}) \| f \|_p \). By \(3.3\) we get

\[
\left( \sum_{Q \in \mathcal{Q}(\lambda)} \| S_2[g \chi_{\mathbb{R}^d \setminus Q_*}] \|_{L^p(Q \times [0,\lambda])}^p \right)^{1/p} \lesssim \left( \frac{\lambda^N}{1 - \lambda} \int_{|x| \geq \lambda} \int_{|z| \geq \lambda} |g(x - z)|^p dz \right)^{1/p} \lesssim \lambda^{d+1-N} \| g \|_p.
\]

Hence \(|II|^{2/p} \lesssim \lambda^{2(d+1)-N} \| f \|_p \| g \|_p \). As \( N \geq 10d \) this estimate is negligible. Because of symmetry \(III\) is estimated by the same term. For the estimation of \( IV \) we proceed in the same way but use \(3.3\) for both terms, the result is the (again negligible) bound \(|IV|^{2/p} \lesssim \lambda^{2(d+1)-N} \| f \|_p \| g \|_p \).

We now formulate an analogous result for functions with smaller frequency support and smaller separation.
**Lemma 3.3.** Let $p > 2 + \frac{4}{d+1}$ and $\lambda^{1/2} \geq 2^j \geq 1$. Let $Q_1, Q_2 \subset [-1,1]^d$ be cubes of side $2^j \lambda^{-1/2}$, so that dist$(Q_1, Q_2) \geq c 2^j \lambda^{-1/2}$ and let $\phi \in \Phi_{\text{ell}}(\varepsilon, N, A)$. Then for all $f$ and $g$ such that $\operatorname{supp} \hat{f} \subset Q_1$, $\operatorname{supp} \hat{g} \subset Q_2$,
\[ \| Sf Sg \|_{L^{p/2}_p(\mathbb{R}^d)} \lesssim_c 2^{dj(\frac{2}{p} - \frac{4}{d+1})} \lambda^{\frac{p}{2}} \| f \|_{L^p_p(\mathbb{R}^d)} \| g \|_{L^p_p(\mathbb{R}^d)}. \]

**Proof.** By finite partitions and the triangle inequality, we may suppose that $Q_1$ and $Q_2$ are balls of radius $2^j \lambda^{-1/2}$. We reduce matters to the statement in Lemma 3.2 by scaling. Let $\xi_0$ be the midpoint of the interval connecting the center of the balls. We change variables $\xi = \xi_0 + \delta \eta$ where $\delta = 2^j \lambda^{-1/2}$. Then a short computation shows that
\[ S^\phi f(x,t) = e^{i(x,\xi_0 + t\phi)(\xi)} S^\phi f_*(\delta(x + t\nabla\phi(\xi_0)), \delta^2 t) \quad \text{where } f_*(y) = f(\delta^{-1} y)e^{i\delta^{-1}(y,\xi_0)}, \]
and the phase $\psi$ is given by
\[ \psi(\eta) = \frac{1}{2} \int_0^1 \langle \phi''(\xi_0 + s \delta \eta) \eta, \eta \rangle ds. \]
The same consideration is applied to $S^\psi g$. Note that $\psi$ is elliptic (with estimates uniform in $\xi_0$ and $\delta$) and the frequency supports of $f_*$ and $g_*$ are now separated, independently of $\delta$, $j$, and $\lambda$. Thus we can apply Lemma 3.2 to obtain
\[ \| S^\phi f S^\psi g \|_{L^{p/2}_p(\mathbb{R}^d)} \lesssim \delta^{-(d+4)/p} \| f \|_{L^p_p(\mathbb{R}^d)}, \]
\[ \| S^\psi f S^\psi g \|_{L^{p/2}_p(\mathbb{R}^d)} \lesssim \delta^{-(d+4)/p} \| g \|_{L^p_p(\mathbb{R}^d)}. \]
As $\delta = 2^j \lambda^{-1/2}$ the assertion follows. \qed

We will also require the following lemma for when we have no frequency separation.

**Lemma 3.4.** Let $p > 1$, let $Q \subset [-1,1]^d$ be a cube of side $\lambda^{-1/2}$, and let $\phi \in \Phi(N, A)$. Then for all $f$ such that $\operatorname{supp} \hat{f} \subset Q$,
\[ \| Sf(\cdot, t) \|_{L^p_p(\mathbb{R}^d)} \lesssim \| f \|_{L^p_p(\mathbb{R}^d)}, \quad |t| \leq \lambda. \]

**Proof.** Let $\xi_B$ be the center of the cube $Q$, and let $\chi \in C^\infty_0$ so that $\chi(\xi) = 1$ for $|\xi| \leq \sqrt{d}$. It suffices to show that $\chi(\lambda^{1/2}(\xi - \xi_B))e^{it\phi(\xi)}$ is a Fourier multiplier of $L^p$ for all $|t| \leq \lambda$, with bounds uniform in $t$. By modulation, translation and dilation invariance of the multiplier norm it suffices to check that $h(\cdot, t)$ defined by
\[ h(\eta, t) = \chi(\eta)e^{it(\phi(\lambda^{1/2}(\xi_B - \xi_B) - \phi(\xi_B) - (\lambda^{1/2} \eta, \nabla \phi(\xi_B)))}, \]
is a Fourier multiplier of $L^p$, uniformly in $|t| \leq \lambda$. However this follows since $\partial^n_t h(\eta, t) = O(1)$ for $|t| \leq \lambda$ as one can easily check. \qed

**Proof of Proposition 3.1.** By a partition of unity and a compactness argument it suffices to show that for every $\xi_0 \in U$ there is a neighborhood $U(\xi_0)$ so that the statement of the theorem holds with $\chi$ replaced by $\chi_0 \in C^\infty_0$ supported in $U(\xi_0)$. Now let $\mathcal{H}$ be the (symmetric) positive definite square root of $\phi''(\xi_0)$ and let
\[ \psi(\eta) = \epsilon_1^{-2} \left( \phi(\xi_0 + \epsilon_1 \mathcal{H}^{-1} \eta) - \phi(\xi_0) - \epsilon_1 \mathcal{H}^{-1} \eta, \nabla \phi(\xi_0) \right). \]
Then it suffices to show that $S^\psi$ (defined with the amplitude $\chi(\xi_0 + \epsilon_1 \mathcal{H}^{-1} \eta)$) satisfies the asserted estimates, with a dependence on $\epsilon_1$. If $\epsilon_1$ is chosen sufficiently small then we
have reduced matters to a phase function in Φℓℓ(ε, N, A) with parameters for which Tao’s theorem and therefore Lemma 3.3 applies.

We now return to our original notation and work with a phase function φ but assume now that φ ∈ Φℓℓ(ε, N, A); we may also assume that the amplitude function χ is smooth and supported in [−(2d)^{-10}, (2d)^{-10}]^d. We make a decomposition of the product SfSg in terms of bilinear operators, localizing the frequency variables in terms of nearness to the diagonal in (ξ, η)-space; this is similar to arguments in [13, 20] and [25].

Let χ₀ be a radial \( C_0^∞(\mathbb{R}^d) \) function so that \( χ₀(ω) = 1 \) for \(|ω| \leq 8d^{1/2} \) and so that supp \( χ₀ \) is contained in \( \{ω : |ω| < 16d^{1/2}\} \). Fix \( λ > 1 \) and set

\[
Θ₀(ξ, η) = χ₀(λ^{1/2}(ξ - η))
\]

\[
Θ_j(ξ, η) = χ₀(λ^{1/2}2^{-j}(ξ - η)) - χ₀(2λ^{1/2}2^{-j}(ξ - η)), \quad j ≥ 1,
\]

so that \( Θ₀ \) is supported where \(|ξ - η| ≤ 16d^{1/2}λ^{-1/2} \) and, \( Θ_j \) is supported in the region

\[4d^{1/2}2^jλ^{-1/2} ≤ |ξ - η| ≤ 16d^{1/2}2^jλ^{-1/2}.\]

We may then decompose

\[SfSg = \sum_{j ≥ 0} B_j[f, g]\]

where

\[B_j[f, g](x, t) = \frac{1}{(2\pi)^{2d}} \int \int e^{i(x, ξ)} e^{it(φ(ξ) + φ(η))} Θ_j(ξ, η) \hat{f}(ξ) \hat{g}(η) dξ dη\]

Only values of \( j ≥ 0 \) with \( 2^j ≤ λ^{1/2} \) will be relevant, as otherwise \( B_j \) is identically zero. We will prove the estimate

\[(3.5) \quad \|B_j[f, g]\|_{p/2} ≤ \left\{ \begin{array}{ll}
2^{3j(d-\frac{d+1}{p})} λ^\frac{d}{p} \|f\|_p \|g\|_p, & 2^{(d+3)} < p ≤ 4, \\
2^{j(d-\frac{d}{p})} λ^{\frac{d}{p} - \frac{2(d+3)}{p}} \|f\|_p \|g\|_p, & 4 < p < ∞,
\end{array} \right.
\]

and use this to bound

\[\|Sf\|_{L^p(\mathbb{R}^d)} = \|(S f)^\frac{1}{2}\|_{L^{p/2}(\mathbb{R}^d)} ≤ \left( ∑_{0 ≤ j ≤ \log_2(λ^{1/2})} \|B_j[f, f]\|_{p/2} \right)^{\frac{1}{2}},\]

and then sum a geometric series.

In order to prove (3.5), we decompose \( B_j \) into pieces on which we may apply Lemma 3.3. Let \( ϑ ∈ C_0^∞(\mathbb{R}^d) \) a function supported in \([-3/5, 3/5]^d\), equal to 1 on \([-2/5, 2/5]^d\), and satisfying

\[∑_{n ∈ \mathbb{Z}^d} ϑ(ξ - n) = 1\]

for all \( ξ ∈ \mathbb{R}^d \). For \( j ≥ 0, n ∈ \mathbb{Z}^d \), define

\[β_{j,n}(ξ) = ϑ(λ^{1/2}2^{-j}ξ - n)\]

and, for \( (n, n') ∈ \mathbb{Z}^d × \mathbb{Z}^d \),

\[ϑ_{j,n,n'}(ξ, η) = Θ_j(ξ, η)β_{j,n}(ξ)β_{j,n'}(η).\]

Observe that \( β_{j,n}, β_{j,n'} \) are supported in cubes \( Q_{j,n}, Q_{j,n'} \) which have sidelengths slightly larger than \( λ^{-1/2}2^j \), and that are centered at the points \( ξ_{j,n} = λ^{-1/2}2^jn \) and \( ξ_{j,n'} = λ^{-1/2}2^jn' \), respectively.
Now let
\[ \Delta_0 = \{(n, n') \in \mathbb{Z}^d \times \mathbb{Z}^d : |n - n'| \leq 18d^{1/2} \}, \]
\[ \Delta = \{(n, n') \in \mathbb{Z}^d \times \mathbb{Z}^d : 2d^{1/2} \leq |n - n'| \leq 18d^{1/2} \}. \]
Then if \( \vartheta_{0,n,n'} \) is not identically zero then we necessarily have \((n, n') \in \Delta_0\) and if, for \(j \geq 1\) the function \( \vartheta_{j,n,n'} \) is not identically zero then we necessarily have \((n, n') \in \Delta\). These statements follow by the definitions of our cutoff functions. Moreover,
\[ \text{dist}(Q_{j,n}, Q_{j,n'}) \leq 18d^{1/2}2^j \lambda^{-1/2} \quad \text{if} \ (n, n') \in \Delta_0, \]
and
\[ 2^{-1}d^{1/2}2^j \lambda^{-1/2} \leq \text{dist}(Q_{j,n}, Q_{j,n'}) \leq 18d^{1/2}2^j \lambda^{-1/2} \quad \text{if} \ j \geq 1 \quad \text{and} \ (n, n') \in \Delta. \]

For the application of Lemma \ref{lem:approximation} it is convenient to eliminate the cutoff \( \Theta_j \) but still keep the separation of the supports of \( \beta_{j,n} \) and \( \beta_{j,n'} \). Set, for \( j \geq 1 \),
\[ \widetilde{B}_j[f, g](x, t) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{i(x, \xi + \eta)} e^{it(\cdot + \eta)} \sum_{n, n' \in \Delta} \beta_{j,n}(\xi)\beta_{j,n'}(\eta) f_{\xi} g_{\eta} d\xi d\eta \]
and define \( \widetilde{B}_0[f, g] \) similarly by letting the \((n, n')\) sum run over \( \Delta_0 \). The reduction of the estimate for \( B_j \) to the estimate for \( \widetilde{B}_j \) is straightforward; by an averaging argument. Indeed, let \( \chi_1 = \chi_0 - \chi_0(2 \cdot \cdot) \) and use the Fourier inversion formula
\[ \Theta_j(\xi, \eta) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \widetilde{\chi}_1(y) e^{i\lambda^{1/2}2^{-j}(\xi - \eta, y)} dy, \quad j \geq 1; \]
then
\[ B_j[f, g] = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \widetilde{\chi}_1(y) \widetilde{B}_j[f_{-y}, g_{-y}] dy \]
where \( f_{-y}(x) = f(x + \lambda^{1/2}2^{-j}y) \) and \( g_{-y}(x) = g(x - \lambda^{1/2}2^{-j}y) \). A similar formula holds for \( j = 0 \), only then \( \chi_1 \) is replaced with \( \chi_0 \). Thus in order to finish the argument it is enough to show that \( \|\widetilde{B}_j[f, g]\|_{p/2} \) is dominated by the right hand side of (\ref{eq:2.3}).

Define convolution operators \( P_{j,n} \) by \( P_{j,n} f = \beta_{j,n} \hat{f} \). Note that for fixed \( j \), each \( \xi \) is contained in only a bounded number of the sets \( Q_{j,n} + Q_{j,n'} \). This implies, by interpolation of \( \ell^2(L^2) \) with trivial \( \ell^1(L^1) \) or \( \ell^\infty(L^\infty) \) bounds that, for \( j \geq 1, p \geq 2 \),
\[ \|\widetilde{B}_j[f, g]\|_{L^{p/2}(\mathbb{R}^d \times [0, \lambda])} \|\widetilde{B}_j[f, g]\|_{L^{p/2}(\mathbb{R}^d \times [0, \lambda])} \|\widetilde{B}_j[f, g]\|_{L^{p/2}(\mathbb{R}^d \times [0, \lambda])} \|^2/p \]
\[ \lesssim \max\{1, (\lambda^{1/2}2^{-j})^{d(1-4/p)}\} \left( \sum_{n, n' \in \Delta} \|SP_{j,n}f SP_{j,n'} g\|_{L^{p/2}(\mathbb{R}^d \times [0, \lambda])} \right)^2/p. \]
The analogous formula for \( j = 0 \) holds if we replace \( \Delta \) by \( \Delta_0 \). Notice that for all \( j \),
\[ \left( \sum_n \|P_{j,n} f\|_p^p \right)^{1/p} \lesssim \|f\|_p, \quad p \geq 2. \]
Now if \( j = 0 \) we use Lemma \ref{lem:4.4} to estimate
\[ \|SP_{0,n}f(\cdot, t) SP_{0,n'} g(\cdot, t)\|_{L^{p/2}(\mathbb{R}^d)} \lesssim \|SP_{0,n}f(\cdot, t)\|_p \|SP_{0,n'} g(\cdot, t)\|_p \lesssim \|P_{0,n} f\|_p \|P_{0,n'} g\|_p; \]
hence, after integrating in $t$,
\[
\|\breve{B}_0[f,g]\|_{L^{p/2}(\mathbb{R}^d \times [0,\lambda])} \lesssim \max \{1, \lambda^{d(1/2-2/p)} \} \lambda^{2/p} \left( \sum_{n,n' \in \Delta_0} \|P_{0,n} f\|_{p/2}^2 \|P_{0,n'} g\|_{p/2}^2 \right)^{1/p}.
\]

The asserted bound for $j = 0$ follows from (3.7).

Next for $j > 0$ we use Lemma 3.3 and thus the assumption $p > 2 + \frac{4}{d+1}$, and estimate
\[
\|SP_j f SP_{j,n'} g\|_{L^{p/2}(\mathbb{R}^d \times [0,\lambda])} \lesssim 2^{4j(d - d+1)} \lambda^{2/p} \left( \sum_{n} \|P_{j,n} f\|_{p}^2 \left( \sum_{n'} \|P_{j,n'} g\|_{p}^2 \right)^{1/p}. \right.
\]

Therefore by (3.3)
\[
\|\breve{B}_j[f,g]\|_{L^{p/2}(\mathbb{R}^d \times [0,\lambda])} \lesssim \max \{1, \lambda^{1/2 - 2j} \} \lambda^{2/p} \left( \sum_{n} \|P_{j,n} f\|_{p}^2 \left( \sum_{n'} \|P_{j,n'} g\|_{p}^2 \right)^{1/p}. \right.
\]

and again the asserted bound for $\|\breve{B}_j[f,g]\|_{p/2}$ follows from (3.7). \qed

4. Estimates for $\exp(it(-\Delta)^{\alpha/2})$

We now prove the endpoint estimates of Theorems 1.1 and 1.2. First we remark that by various scaling and symmetry arguments we may assume that $I = [0,1]$.

Consider $\chi_0, \chi \in C_0^\infty(\mathbb{R})$ supported in $(-2,2)$ and $(1/2, 2)$, respectively, such that
\[
\chi_0 + \sum_{k \geq 1} \chi(2^{-k} \cdot) = 1.
\]

We define the operators $T_k^\alpha \equiv T_k$ by
\[
\hat{T_0 f}^{\alpha}(\xi,t) = \chi_0(|\xi|) e^{it|\xi|^\alpha} \hat{f}^{\alpha}(\xi),
\]
\[
\hat{T_k f}^{\alpha}(\xi,t) = \chi(2^{-k}|\xi|) e^{it|\xi|^\alpha} \hat{f}^{\alpha}(\xi), \quad k \geq 1,
\]

so that $U_t^\alpha = \sum_{k \geq 0} T_k(\cdot, t)$.

Our main result is the following inequality for vector-valued functions $\{f_k\}_{k=0}^\infty \in \ell^p(L^p)$.\\

**Theorem 4.1.** Let $p \in (2 + \frac{4}{d+1}, \infty)$, $\alpha \neq 1$, $d = 1$ or $\alpha > 1$, $d \geq 2$ and $\beta = \alpha d(\frac{1}{2} - \frac{1}{p}) - \frac{\alpha}{p}$.

Then
\[
\left( \sum_{k \geq 0} \left( \int_0^1 |2^{-k\beta} T_k f_k(\cdot,t)|^p \right. \right)^{1/p} \left. \right)_{L^p(\mathbb{R}^d)} \lesssim \left( \sum_{k \geq 0} \|f_k\|_{p}^p \right)^{1/p}. \tag{4.1}
\]

The proof will be given in [13]. We now discuss the implications to Theorems 1.1 and 1.2 in fact strengthened versions involving Triebel-Lizorkin spaces $F^\alpha_{p,q}$ and Besov spaces $B^\alpha_{p,q}$.

Here the norms on these spaces are given by the $L^p(\ell^q)$ and $\ell^q(L^p)$ norms (resp.) of the sequence $\{2^{k\alpha} L_k f\}_{k=0}^\infty$, with the usual inhomogeneous dyadic frequency composition $I = \sum_{k \geq 0} L_k$. See [20]. The following corollary is an immediate consequence of Theorem 4.1 by Minkowski’s inequality and Fubini’s theorem.
Corollary 4.2. Let $p$, $\alpha$, $\beta$ be as in Theorem 4.1. Then
\[
\left( \int_0^1 \|U^\alpha f\|_{F_{\beta,p}^p(\mathbb{R}^d)}^p dt \right)^{1/p} \lesssim \|f\|_{B_{\beta,p}^p(\mathbb{R}^d)}.
\]

This implies Theorem 4.2 since for $p \geq 2$ the space $B_{\beta,p}^p \equiv F_{\beta,p}^p$ contains the Sobolev space $L^p_{\beta} \equiv F_{\beta,2}^p$, via the embedding $\ell^2 \hookrightarrow \ell^p$ followed by the Littlewood-Paley inequality, and by the same reasoning $F_{0,1}^p$ is imbedded in $L^p \equiv F_{0,2}^p$. We remark that a similar sharp inequality for the wave equation is proved in [16], in sufficiently high dimensions.

Another consequence of Theorem 4.1 is

Corollary 4.3. Let $p$, $\alpha$, be as in Theorem 4.1. Let $t \mapsto \vartheta(t)$ be smooth and compactly supported. Then
\[
(4.2) \quad \left\| \vartheta(\cdot)U^\alpha(\cdot) \right\|_{B_{\beta,p}^p(\mathbb{R})} \lesssim \|g\|_{B_{\beta,p}^p(\mathbb{R}^d)}, \quad \gamma = \alpha d(1/2 - 1/p).
\]

Theorem 4.1 is an immediate consequence of Corollary 4.3 since the Besov space $B_{1/p,1}^p(\mathbb{R})$ is continuously embedded in the space $C^0$ of continuous bounded functions which vanish at infinity.

To see how Corollary 4.3 follows from Theorem 4.1 we introduce dyadic frequency cutoffs in the $t$ variable. We decompose the identity as $I = \sum_{j=0} \mathcal{L}_j$ where $\mathcal{L}_j f(\tau) = \tilde{\chi}_j(\tau) \tilde{f}(\tau)$ where $\tilde{\chi}_j = \tilde{\chi}(2^{-j} \cdot | \cdot |)$ for $j \geq 1$, with a suitable $\tilde{\chi} \in C_0^\infty$ supported in $(1/2, 2)$ and $\tilde{\chi}_0$ is smooth and vanishes for $|\tau| \geq 2$. Now we apply $L_j$ to $\vartheta T_k g$. If $2^{j-k} \notin (2^{-10}, 2^{10})$, then we apply an integration by parts in $t$ in the inequality for the wave equation is proved in [16], in sufficiently high dimensions.

\[
\tilde{\chi}(2^{-j} |\tau|) \chi(2^{-k} |\xi|) \tilde{g}(\xi) e^{i(x,\xi) + t\tau} \int \vartheta(s) e^{i|\tau| s} d\tau ds d\xi.
\]

One finds that for this range the contribution of $\mathcal{L}_j[\vartheta T_k g]$ is negligible; namely
\[
\left( \int_{\mathbb{R}^d} |\mathcal{L}_j[\vartheta T_k g](x,s)|^p dx ds \right)^{1/p} \lesssim C_N \min\{2^{-a_k N}, 2^{-j N}\} \|g\|_p \text{ if } 2^{j-k} \notin (2^{-10}, 2^{10}).
\]

Thus a localization in $\xi$ where $|\xi| \approx 2^k$ corresponds to a localization in $\tau$ where $|\tau| \approx 2^{k\alpha}$. We combine this with Theorem 4.1 applied to $\tilde{f}_k = 2^{k\beta/k} \mathcal{F}^{-1} [\chi(2^{-k} \cdot | \cdot |) \tilde{g}]$ and obtain
\[
\left\| \sum_{j \geq 0} 2^{j/p} \|\mathcal{L}_j[\vartheta U^\alpha(\cdot) g]\|_{L^p(\mathbb{R})} dt \right\|_{L^p(\mathbb{R}^d)} \lesssim \left( \sum_{k \geq 0} 2^{k/p} \left\| \mathcal{F}^{-1} [\chi_k \tilde{g}] \right\|_{L^p(\mathbb{R}^d)}^p \right)^{1/p}
\]
which is (4.2).

5. Proof of Theorem 4.1

The localization of the multiplier near the origin $T_0$ is easily handled as
\[
\|\mathcal{F}^{-1} [\chi_0 \cdot \cdot \cdot e^{it |\cdot|}] \|_{L^1} \leq C
\]
uniformly for $t \in [0, 1]$. To see this, since $\mathcal{F}^{-1} [\chi_0 \cdot \cdot \cdot e^{it |\cdot|}] \in L^1$, it suffices to show that for $\phi$ supported in $(1/2, 2)$, the $L^1$ norm of $\mathcal{F}^{-1} [\chi_0 (e^{it \cdot |\cdot|} - 1) \phi(2^k \cdot |\cdot|)]$ is $O(2^{-\alpha k})$ for $k \geq 0$. But by scaling this follows from showing that the $L^1$ norm of $\mathcal{F}^{-1} [\chi_0 (2^{-k} \cdot \cdot \cdot e^{it 2^{-a_k |\cdot|} - 1} \phi(\cdot |\cdot|)]$ is $O(2^{-\alpha k})$ which follows from the standard Bernstein criterion.
Now, by scaling and Proposition 3.1 with $\lambda \approx 2^{\alpha k}$, $\mathcal{U} = \{\xi : 1/2 < |\xi| < 2\}$ and $\phi(\xi) = |\xi|^\alpha$, we have already proven the estimates

$$
(5.1) \quad \|T_k f\|_{L^p(\mathbb{R}^d \times [0,1])} \lesssim 2^{\alpha k} \|f\|_{L^p(\mathbb{R}^d)} , \quad \beta(p) := \alpha d \left( \frac{1}{2} - \frac{1}{p} \right) - \frac{\alpha}{p}
$$

for $k > 0$ and $p > 2 + \frac{4}{d+1}$.

It suffices thus to show that if (5.1) holds for all $k > 0$ and all $p > q$, then (4.1) holds for all $p \in (q, \infty)$. Due to our restriction on (5.1) we let $q = 2 + \frac{4}{d+1}$ and fix $2 + \frac{4}{d+1} < r < p$. We can make the additional assumption that the $k$ sum on the left hand side is extended over a finite set (with the constant in the inequality independent of this assumption); the general case then follows by the monotone convergence theorem.

For later reference we state a Sobolev inequality which is proved linking frequency decompositions in $\xi$ and $\tau$ and Young’s inequality (just as in the argument used in [4] to deduce Corollary 4.3 from Theorem 4.1). Namely

$$
(5.2) \quad \|\|T_k f\|_{L^p_{\tau}(0,1)}\|_{L^q_{\xi}} \lesssim 2^{\alpha k(\frac{1}{r} - \frac{1}{p})} \|\|T_k f\|_{L^p_{\tau}(0,1)}\|_{L^q_{\xi}} .
$$

holds for $r \leq p \leq \infty$ (including the endpoint). Alternatively one can also apply the fundamental theorem of calculus to $\|T_k f(\cdot, \cdot)\|^r$ (see e.g. [23]) to get (5.2) for $p = \infty$ and the general inequality follows by convexity.

The main ingredient in the proof of (4.1) (besides (5.1)) will be the Fefferman-Stein sharp function [11] and their inequality

$$
\|F\|_p \lesssim \|F\|^\#_p ,
$$

where $p \in (1, \infty)$ and a priori $F \in L^p$. We apply this to $\sum_{k>0} 2^{-k\beta(p)} \|T_k f_k(\cdot, \cdot)\|_{L^p_{\tau}(0,1)}$ and by (5.1) this function is a priori in $L^p$ as the sum in $k$ is assumed to be finite. Thus it will suffice to prove that

$$
\left\| \sup_{x \in Q} \int_Q \left[ \sum_{k>0} 2^{-k\beta(p)} \|T_k f_k(y, \cdot)\|_{L^p_{\tau}(0,1)} - \int_Q \sum_{k>0} 2^{-k\beta(p)} \|T_k f_k(z, \cdot)\|_{L^p_{\tau}(0,1)} \right] dz \right\|_{L^p_x} \lesssim \left( \sum_k \|f_k\|^p_p \right)^{1/p}
$$

is dominated by $C(\sum_{k>0} \|f_k\|^p_p)^{1/p}$. Here the supremum is taken over all cubes containing $x$, and the slashed integral denotes the average $|Q|^{-1} \int_Q$. By the triangle inequality the previous bound follows from

$$
\left\| \sup_{x \in Q} \int_Q \sum_{k>0} \int_Q 2^{-k\beta(p)} \|T_k f_k(y, \cdot) - T_k f_k(z, \cdot)\|_{L^p_{\tau}(0,1)} dz \right\|_{L^p_x} \lesssim \left( \sum_k \|f_k\|^p_p \right)^{1/p}
$$

Denoting the side length of $Q$ by $\ell(Q)$, we observe that, by Minkowski’s inequality, this would follow from the inequalities

$$
(5.3) \quad \left\| \sup_{x \in Q} \int_Q \sum_{2^k \ell(Q) \leq 1} \int_Q 2^{-k\beta(p)} \|T_k f_k(y, \cdot) - T_k f_k(z, \cdot)\|_{L^p_{\tau}(0,1)} dz dy \right\|_{L^p_x} \lesssim \left( \sum_k \|f_k\|^p_p \right)^{1/p} ,
$$

$$
(5.4) \quad \left\| \sup_{x \in Q} \int_Q \sum_{2^k \ell(Q) > 2^{\alpha k}} 2^{-k\beta(p)} \|T_k f_k(y, \cdot)\|_{L^p_{\tau}(0,1)} dy \right\|_{L^p_x} \lesssim \left( \sum_k \|f_k\|^p_p \right)^{1/p} ,
$$

and

$$
(5.5) \quad \left\| \sup_{x \in Q} \int_Q \sum_{2^k \ell(Q) > 2^{\alpha k}} 2^{-k\beta(p)} \|T_k f_k(y, \cdot)\|_{L^p_{\tau}(0,1)} dy \right\|_{L^p_x} \lesssim \left( \sum_k \|f_k\|^p_p \right)^{1/p} .
$$
First we handle \((5.3)\) and \((5.4)\) by standard estimates and then prove the more interesting inequality \((5.5)\).

**Proof of \((5.3)\).** It is enough to consider cubes \(Q\) of diameter \(\approx 2^j\) with \(x, y, z \in Q\) and \(j + k \leq 0\). Let \(H_k = \mathcal{F}^{-1}[\tilde{\chi}(2^{-k} \cdot \cdot \cdot)]\), where \(\tilde{\chi}\) is smooth, equal to one on \((1/2, 2)\), and supported in \((1/3, 3)\). Then

\[
|\nabla H_k(w)| \lesssim 2^k \frac{2^{kd}}{(1 + 2^k|w|)^{2N}}
\]

with large \(N \geq 10d\). Thus

\[
T_k f_k(y, t) - T_k f_k(z, t) = \int \left[ H_k(y - w) - H_k(z - w) \right] T_k f_k(w, t) dw
\]

\[
= \int \int_0^1 \langle (y - z), \nabla H_k(z + s(y - z) - w)T_k f_k(w, t) \rangle ds \, dw
\]

which is controlled by a constant multiple of

\[
2^{j+k} \int \frac{2^{kd}}{(1 + 2^k|x - w|)^N} |T_k f_k(w, t)| \, dw.
\]

Thus, using the embedding \(\ell^p \hookrightarrow \ell^\infty\), the right hand side of \((5.3)\) is bounded by

\[
\left\| \left( \sum_j \left| \sum_{0 < k \leq -j} \frac{2^{kd}}{(1 + 2^k|w|)^N} 2^{-k \beta(p)} |T_k f_k(w, \cdot)| \right| \right\|_{L^p_0[0,1]}^p \right\|_{L^p_0[0,1]}^{1/p}
\]

\[
\lesssim \sum_{n \geq 0} 2^{-n} \left( \sum_{j \leq -n} \left\| \frac{2^{-(n+j)(d-\beta(p))}}{(1 + 2^{-(n+j)}|w|)^N} |T_{-(n+j)} f_{-(n+j)}(w, \cdot)| \right\|_{L^p_0[\mathbb{R}^d \times [0,1]]}^p \right)^{1/p}
\]

By \((5.1)\) the last expression is dominated by a constant times

\[
\sum_{n \geq 0} 2^{-n} \left( \sum_{j \leq -n} \left\| f_{-(n+j)} \right\|_{L^p_0[\mathbb{R}^d \times [0,1]]}^p \right)^{1/p} \lesssim \left( \sum_k \| f_k \|_{L^p_0[\mathbb{R}^d \times [0,1]]}^p \right)^{1/p}
\]

and \((5.3)\) is proved.

**Proof of \((5.4)\).** For a fixed \(t\), the operator \(T_k\) has convolution kernel \(K_k^j\) given by

\[
K_k^j(x) = \frac{2^{kd}}{(2\pi)^d} \int_{\mathbb{R}^d} \chi(|\xi|) e^{i2^k \langle x, \xi \rangle + 2^a k^a t|\xi|^a} d \xi.
\]

Let \(C(\alpha) = 1\) if \(\alpha \in (0, 1)\) and let \(C(\alpha) = \alpha 2^{\alpha-1}\) if \(\alpha \in (1, \infty)\), and define

\[
\mathfrak{B}_k(\alpha) = \{ x : |x| \leq 4C(\alpha)2^{k(\alpha-1)} \}.
\]

Integration by parts yields favorable bounds in the complement of this ball. Observe that

\[
|\nabla \xi (2^k \langle x, \xi \rangle + 2^a k^a t|\xi|^a) | \geq c_n 2^k |x| \text{ if } x \notin \mathfrak{B}_k(\alpha), \quad t \in [0, 1],
\]

and we obtain

\[
|K_k^j(x)| \leq C_N 2^{kd} (1 + 2^k |x|)^{-N} \text{ if } x \notin \mathfrak{B}_k(\alpha), \quad t \in [0, 1].
\]

Consequently the main contribution of \(K_k^j(x)\) comes when \(|x| \leq 4C(\alpha)2^{k(\alpha-1)}\).
We prove the estimate \((5.4)\) by interpolation between
\[
\left\| \sup_{x \in Q} \int_Q 2^{k(p)} \| T_k f_k(y, \cdot) \|_{L^p_t[0,1]} dy \right\|_\infty \lesssim \sup_k \| f_k \|_\infty
\]
and
\[
\left\| \sup_{x \in Q} \int_Q 2^{-k(p)} \| T_k f_k(y, \cdot) \|_{L^p_t[0,1]} dy \right\|_r \lesssim \left( \sum_k \| f_k \|_r^r \right)^{1/r},
\]
where \(2 + \frac{1}{d+1} < r < p\).

Now, as \(\beta(p) > \beta(r) + \alpha(\frac{1}{r} - \frac{1}{p})\), the \(L^r\) bound is proven by applying Hölder in \(k\), followed by the inequality
\[
\left\| \sup_{x \in Q} \int_Q \left( \sum_k 2^{-k(\beta(r) + \alpha(\frac{1}{r} - \frac{1}{p}))} \| T_k f_k(y, \cdot) \|_{L^p_t[0,1]} \right)^{1/r} dy \right\|_r \lesssim \left( \sum_k \| f_k \|_r^r \right)^{1/r}.
\]

This is a consequence of the \(L^r\)-boundedness of the Hardy–Littlewood maximal operator, the interchange of the spatial integral and the sum, an application of \((5.2)\), followed by Fubini and the estimate \((5.1)\) (for the admissible exponent \(r > 2 + 4/(d + 1)\)).

To prove the \(L^\infty\) bound, we let \(Q^*\) be a cube with the same center as \(Q\) satisfying \(\ell(Q^*) = 10dC(\alpha)\ell(Q)\). By Minkowski’s inequality it will suffice to prove that
\[
\int_Q 2^{-k(p)} \| T_k f_k(y, \cdot) \|_{L^p_t[0,1]} dy \lesssim \sup_k \| f_k \|_\infty \tag{5.7}
\]
and
\[
\int_Q 2^{-k(p)} \| T_k f_k(y, \cdot) \|_{L^p_t[0,1]} dy \lesssim \sup_k \| f_k \|_\infty \tag{5.8}
\]
uniformly in \(Q\).

To prove \((5.7)\), again we apply Hölder a number of times and \((5.2)\):
\[
\int_Q \sum_k 2^{-k(p)} \| T_k f_k(y, \cdot) \|_{L^p_t[0,1]} dy \lesssim |Q|^{-1/r} \sum_k 2^{-k(\beta(p) - \alpha(\frac{1}{r} - \frac{1}{p}))} \left( \int \| T_k f_k(y, \cdot) \|_{L^p_t[0,1]}^r dy \right)^{1/r} \lesssim \sup_k |Q|^{-1/r} 2^{-k(\beta(r))} \left( \int \| T_k f_k(y, \cdot) \|_{L^p_t[0,1]}^r dy \right)^{1/r} \lesssim \sup_k |Q|^{-1/r} \left( \int |f_k(y, \cdot)|^r dy \right)^{1/r} \lesssim \sup_k \| f_k \|_\infty,
\]
where the third inequality holds again by the \(L^r\) version of \((5.1)\).
For (5.5), we note that as $\ell(Q) > 2^k(\alpha - 1)$, and the function is supported in the complement of $Q^*$ we can use the rapid decay in formula (5.6). We have that

$$\int_Q 2^{-k\beta(p)} \| T_k [f_k \chi_{2^k(Q)}] (y, \cdot) \|_{L^p(Q)} dy \leq \sup_k \int_Q \left( \int_{(1 + 2^k |y - z|)^{2\gamma} |f_k(z)| dz \right) \|_{L^p(Q)} dy \leq \sup_k \left( \int_{(1 + 2^k |\cdot - z|)^{2\gamma} |f_k(z)| dz \right) \|_{L^p(Q)} \leq \sup_k \| f_k \|_{L^p(Q)}.$$

This concludes the proof of (5.4).

**Proof of (5.5).** We let $\zeta_j(x) = (d2^j)^{-d}$ if $|x| \leq d2^j$ and $\zeta_j(x) = 0$ if $|x| > d2^j$. Replacing cubes by dyadic balls we see that (5.5) follows from

$$\left\| \sup_j \zeta_j \ast \sum_{k+j > 0 \atop (\alpha - 1)k \geq j} 2^{-k\beta(p)} \| T_k f_k \|_{L^p(Q)} \right\|_{L^p(Q)} \leq \left( \sum_k \| f_k \|_{L^p(Q)} \right)^{1/p}.$$(5.9)

Now, for fixed $k$ we cover $\mathbb{R}^d$ by a grid $\mathcal{R}_k^{\alpha - 1}$ consisting of cubes of sidelength $2^k(\alpha - 1)$. For each $R \in \mathcal{R}_k^{\alpha - 1}$ let $R^*$ be the cube with same center as $R$ and sidelength $C(\alpha)2^k(\alpha - 1 + \ell(Q))$ where $C(\alpha)$ is as in the proof of (5.4).

For $R \in \mathcal{R}_k^{\alpha - 1}$ we let $f_k^R = \chi_{R^*} f_k$. We may then split the left hand side of (5.9) as $I + II$ where

$$I = \left\| \sup_j \zeta_j \ast \left( \sum_{k+j > 0 \atop (\alpha - 1)k \geq j} 2^{-k\beta(p)} \| T_k f_k \|_{L^p(Q)} \right) \right\|_{L^p(Q)} \chi_{R^*} f_k^R \right\|_{L^p(Q)} \right\|_{L^p(Q)} \leq \left( \sum_k \| f_k \|_{L^p(Q)} \right)^{1/p}.$$

and $II$ is the analogous expression where $\chi_{R^*}$ is replaced with $\chi_{\mathbb{R}^d \setminus R^*}$.

By Hardy–Littlewood, Minkowski, Fubini, (5.6), and Young’s inequality, we dominate

$$II \leq \sum_{k > 0} 2^{-k\beta(p)} \left\| \sum_{R \in \mathcal{R}_k^{\alpha - 1}} \chi_{\mathbb{R}^d \setminus R^*} T_k f_k^R \right\|_{L^p(\mathbb{R}^d \times [0, 1])} \leq \sum_{k > 0} 2^{-k\beta(p)} \left( \int \int \left[ \sum_{R \in \mathcal{R}_k^{\alpha - 1}} |f_k^R(y)| dy \right]^p dxdy \right)^{1/p} \leq \sum_{k > 0} 2^{-k\beta(p)} \left( \sum_{R \in \mathcal{R}_k^{\alpha - 1}} \| f_k^R \|_{L^p(Q)} \right)^p \leq \left( \sum_k \| f_k \|_{L^p(Q)} \right)^{1/p}.$$

Concerning the main term $I$ we use the imbedding $\ell^p \hookrightarrow \ell^\infty$, interchange a sum and an integral, and apply Minkowski’s inequality, so that

$$I \leq \left( \sum_{j} \left\| \zeta_j \ast \left( \sum_{k+j > 0 \atop (\alpha - 1)k \geq j} 2^{-k\beta(p)} \| T_k f_k \|_{L^p(Q)} \right) \right\|^{1/p} \right)^{1/p} \leq \left( \sum_k \| f_k \|_{L^p(Q)} \right)^{1/p}.$$

Now for $R \in \mathcal{R}_k^{\alpha - 1}$, $R^*$ has sidelength greater than $2^j$, so for fixed $k$ the functions $\zeta_j \ast \chi_{R^*}$ have bounded overlap, uniformly in $k$. Setting $n = k + j > 0$ and applying Minkowski’s inequality, we get

$$I \leq \sum_{n > 0} I_n.$$
where
\[ I_n = \left( \sum_{j < a} \sum_{R \in R_{n-1}^{a}} 2^{-(n-j)\beta(p)p} \left\| \zeta_j \ast \| T_{n-j} f_{n-j}^R \|_{L^p_{\alpha}(0,1]} \right\|_{L^p_{\alpha}}^p \right)^{1/p}. \]

As before choose \( r \) so that \( 2^{\alpha} < r < p \). It will suffice to show that
\[(5.10) \quad I_n \lesssim 2^{-nd(\frac{1}{2} - \frac{1}{p})} \left( \sum_k \| f_k \|_{p}^p \right)^{1/p}.
\]

Observe that by Young’s inequality the convolution with \( \zeta_j \) maps \( L^r(\mathbb{R}^d) \) to \( L^p(\mathbb{R}^d) \) with operator norm \( O(2^{-j(1/r-1/p)}) \). Moreover by (5.2) we have
\[
\left\| T_{n-j} f_{n-j}^R \|_{L^p_{\alpha}(0,1]} \right\|_{L^p_{\alpha}} \lesssim 2^{(n-j)\alpha(\frac{1}{2} - \frac{1}{p})} \left\| T_{n-j} f_{n-j}^R \|_{L^p_{\alpha}(\mathbb{R}^d \times [0,1])} \right\|_{L^p_{\alpha}}.
\]

Thus we can bound
\[
I_n \lesssim \left( \sum_j 2^{-j(\frac{1}{2} - \frac{1}{p})p} 2^{(n-j)\alpha(\frac{1}{2} - \frac{1}{p})p2^{-j(\alpha-1)p}} \sum_{R \in R_{n-1}^{a}} \| T_{n-j} f_{n-j}^R \|_{L^p_{\alpha}(\mathbb{R}^d \times [0,1])} \right)^{1/p}
\]

which, by (5.1), is
\[
\lesssim \left( \sum_j 2^{-j(\frac{1}{2} - \frac{1}{p})p} 2^{(n-j)\alpha(\frac{1}{2} - \frac{1}{p})p2^{-j(\alpha-1)p}} \sum_{R \in R_{n-1}^{a}} 2^{(n-j)\beta(r)p} \| f_{n-j}^R \|_{p}^p \right)^{1/p}.
\]

Since \( f_{n-j}^R \) is supported on the cube \( R \) of size \( 2^{(n-j)(\alpha-1)d} \) we see by Hölder’s inequality that the last displayed expression is dominated by a constant times
\[
\left( \sum_j 2^{-j(\frac{1}{2} - \frac{1}{p})p} 2^{(n-j)\alpha(\frac{1}{2} - \frac{1}{p})p2^{-j(\alpha-1)p}} \sum_{R \in R_{n-1}^{a}} \| f_{n-j}^R \|_{p}^p \right)^{1/p}.
\]

Now this simplifies, after summation in \( R \), to
\[
I_n \lesssim 2^{-nd(\frac{1}{2} - \frac{1}{p})} \left( \sum_j \| f_{n-j} \|_{p}^p \right)^{1/p} \lesssim C 2^{-nd(\frac{1}{2} - \frac{1}{p})} \left( \sum_k \| f_k \|_{p}^p \right)^{1/p}.
\]

This finishes the proof of (5.10) and thereby (5.5) and concludes the proof of Theorem 4.1.

\[ \square \]
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