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I. INTRODUCTION

Choosing a lapse function that results in maximal slicing is a popular coordinate choice when decomposing the 4-dimensional Einstein equations into (3+1)-dimensional form. This coordinate choice corresponds to the condition that the mean extrinsic curvature of the slices vanishes at all times, leading to a maximal volume property of the hypersurfaces \[1\].

For a single Schwarzschild black hole, maximal slices can be constructed analytically \[2, 3\]. One can obtain spacelike hypersurfaces which extend from the “right-hand” spatial infinity to the “left-hand” inner infinity of the extended Schwarzschild spacetime. These slices give a complete foliation outside the event horizon while approaching a limiting slice inside that does not reach the physical singularity. In this sense maximal slices avoid the physical singularity, and even in more general situations maximal slices have been found to be singularity avoiding \[4\].

For these reasons, maximal slicing has been used frequently in numerical simulations of one black hole, e.g. \[2, 8, 9\], and also in binary black hole mergers in full 3D, e.g. \[10, 11\]. Furthermore, there now are shift conditions \[4, 10\] which in many cases overcome the so-called slice stretching problem that previously limited black hole evolutions like those in \[5\] to short evolution times, although we do not consider such shift conditions here.

In a previous paper \[11\] we established the connection between the analytically known solutions for maximal slicing of the Schwarzschild spacetime \[2, 3\] and the maximal slicing computed in the puncture evolution method for black holes \[7\]. Only “odd” and “even” boundary conditions for the lapse had been considered before, but the numerical lapse of the puncture evolution is not of this type and in the past it was not clear whether the numerically obtained maximal slices exist analytically. We proved by explicit construction that there exists a maximal slicing of the Schwarzschild spacetime such that the lapse has zero gradient at the puncture, which is the boundary condition that has been observed to hold in numerical evolutions. We referred to this lapse as puncture lapse or “zgp” lapse and presented our results for the non-extremal Reissner-Nordström metric, generalizing previous constructions of maximal slices.

However, the analytic expressions we found in \[11\] are not very suitable for a discussion of the late time behavior of the maximal slices. In the present paper, in order to provide information about the 4-metric in the limit of late times, we perform a late time analysis (LTA) for maximal slicing with even or puncture lapse. This study is based on the results in \[11, 12\] using a method pointed out by R. Beig and N. Ó Murchadha \[8\]. In the latter reference the late time behavior of the even lapse at the throat was derived analytically for the Schwarzschild metric. Showing that the lapse collapses exponentially there on a time scale given by \[\theta_\infty = \frac{4}{3} \sqrt{6} M \approx 1.8371M\], their analytical result confirmed earlier numerical results by L. Smarr and J.W. York \[13\].

Our LTA will extend \[8\] by introducing electrical charge to cover the Reissner-Nordström spacetime. Furthermore, the analysis will be extended to four locations of interest in numerical relativity, namely “from left to right” - to be understood in terms of a Carter-Penrose diagram or the numerical grid (c.f. Fig. 4 or Fig. 5 in \[11\]) - the puncture, the left-hand event horizon, the throat, and the right-hand event horizon. Studying the behavior of even and puncture lapse at those “markers” is a useful first step in the discussion of the “collapse of the lapse”.

In addition, we will study the 3-metric in the limit of late times. Here, by deriving the late time behavior of the event horizon in volume radius coordinates, we are able to show that a conjecture made in \[8\] for even boundary conditions does hold there. Furthermore, for isotropic grid coordinates used in puncture evolutions with vanishing shift, we determine slice stretching effects \[31\]. Whereas those effects frequently have been observed numerically \[6, 14\], to our knowledge they are investigated here on an analytic level for the first time. We discuss the develop-
ment of a rapidly growing peak in the radial component of the metric (“slice wrapping”) and the “outward”-drifting of coordinate locations such as the right-hand event horizon (“slice sucking”).

The paper is organized as follows. In Sec. II we recall the analytic solution for maximal slicing of the Reissner-Nordström spacetime and discuss briefly odd, even, and “zgp” boundary conditions. In Sec. III we derive the behavior of the even and puncture lapse at late times analytically and compare with numerical results. In Sec. IV slice sucking taking place at the event horizon is studied analytically and compare with numerical results. In Sec. V we discuss the behavior of the even and puncture lapse at late times and conclude in Sec. V. The expansions underlying our LTA grid coordinates we discuss the behavior of the 3-metric in the limit of late times in order to point out slice stretching effects. Again we compare with numerical results. We conclude in Sec. V. The expansions underlying our LTA

II. MAXIMAL SLICING OF THE REISSNER-NORDSTRÖM SPACETIME

A. General solution in radial gauge

In this Section we briefly summarize the formulas stated in [11] for maximal slicing of the Reissner-Nordström spacetime. Following Estabrook et al. [2] we use the radial gauge,

$$ds^2 = (-\alpha^2 + \frac{\beta^2}{\gamma}) \, dt^2 + 2\beta \, dt \, dr + \gamma \, dr^2 + r^2 \, d\Omega^2,$$

(1)

to solve the Einstein-Maxwell equations in spherical symmetry under the condition of maximal slicing being vanishing trace of the extrinsic curvature, \( K = \gamma_{ij} K^{ij} = 0 \). We showed that the general solution of the lapse satisfying the corresponding elliptic maximality condition is given by

$$\alpha(\tau, r) = \frac{\sqrt{pc(\tau, r)}}{r^2} \left( D(\tau) + \frac{dC}{d\tau} \int_0^\infty \frac{y^4 \, dy}{pc(\tau, y)^2} \right).$$

(2)

Here \( C \) and \( D \) are functions of \( \tau \) only and the polynomial

$$pc(\tau, r) = r^4 f(r) + C^2(\tau) = r^4 - 2Mr^3 + qM^2r^2 + C^2(\tau)$$

(3)

based on

$$f(r) = 1 - \frac{2M}{r} + \frac{qM^2}{r^2}$$

(4)

has been introduced. As in [11] we consider the non-extremal Reissner-Nordström spacetime. So \( M > 0 \) denotes the mass of the black hole and the dimensionless charge parameter defined by \( q = \frac{Q^2}{M^2} \) is restricted to \( 0 \leq q < 1 \).

Imposing boundary conditions on the lapse fixes the so far undetermined functions \( C \) and \( D \). However, independently of these boundary conditions the shift and the radial component of the 3-metric can be expressed as

$$\beta(\tau, r) = \frac{\alpha(\tau, r)\gamma(\tau, r)}{r^2} C(\tau)$$

(5)

and

$$\gamma(\tau, r) = \frac{1}{f(r) + \frac{C^2(\tau)}{r^4}} = \frac{r^4}{pc(\tau, r)},$$

(6)

respectively.

Next we want to re-derive the odd and even lapse and discuss a numerically motivated lapse with zero gradient at the puncture, the “zgp” or puncture lapse.

B. Odd Lapse

The first particular lapse choice is referred to as odd (in some references also as antisymmetric) because of its underlying antisymmetry with respect to the throat. It corresponds to the boundary conditions

$$\lim_{r \to \infty} \alpha_{od}^\pm = \pm 1 \quad \forall r_{od}.$$  

(7)

To measure proper time at infinity (on the right-hand side of the throat denoted by a superscript “+”) the lapse is unity there and due to the antisymmetry the lapse is minus one at the puncture (i.e. at the compactified side of the throat denoted by a superscript “-“). The odd lapse,

$$\alpha_{od}(C, r) = \pm \sqrt{f(r) + \frac{C^2}{r^4}} = \pm \frac{\sqrt{pc(\tau, r)}}{r^2},$$

(8)

is obtained by setting in [2] \( D(r_{od}) = \pm 1 \) and \( \frac{dC}{d\tau_{od}} = 0 \). Note that the slice label \( C \) can be chosen independently of the time at infinity \( \tau_{od} \). Furthermore, whereas event and Cauchy horizon with \( r_{\pm} = (1 \pm \sqrt{1 - q})M \) are given by the real roots of \( f(r) \) and are independent of \( C \), the throat \( r_C \) is obtained as a real root of \( pc(\tau) \) and therefore depends on the choice of \( C \). In particular, this implies \( C = 0 \) when starting with initial data where the throat coincides with the event horizon. In this case we obtain from [5] the so-called Schwarzschild lapse,

$$\alpha_{od}^+(C = 0, r) = \pm \sqrt{f(r)},$$

(9)

from [6] a vanishing shift, and from [6] the radial metric component \( \gamma(\tau) = \frac{1}{f(r)} \). Hence the static Reissner-Nordström spacetime written in Schwarzschild coordinates,

$$ds^2 = -f(r) \, dt^2 + \frac{1}{f(r)} \, dr^2 + r^2 \, d\Omega^2,$$

(10)

is recovered.
Applying for \( r \geq r_+ \) a purely spatial coordinate transformation,

\[
r(R) = R \left[ (1 + \frac{M}{2R})^2 - \frac{qM^2}{4R^2} \right]
\]

\[
= R + M + \frac{(1 - q)M^2}{4R},
\]

(11)

chosen such that \( r \) and \( R \) coincide at infinity and \( r_+ \) is mapped to \( R_+ = \frac{1}{2}\sqrt{1 - qM} \), the isotropic lapse

\[
\alpha_{\text{odd}}(C = 0, R) = \frac{(2R + M)(2R - M) + qM^2}{(2R + M)^2 - qM^2}
\]

(12)
is found. The shift, of course, still vanishes and the 3-metric is given by \((3)ds^2 = \Psi^4(R)(dR^2 + R^2d\Omega^2)\) with conformal factor

\[
\Psi^4(R) = \left[ \left( 1 + \frac{M}{2R} \right)^2 - \frac{qM^2}{4R^2} \right]^2.
\]

(13)

One can readily verify that for isotropic coordinates the isometry

\[
R \leftrightarrow \frac{(1 - q)M^2}{4R}
\]

(14)
is present. In particular, \( R = 0 \) is simply a compactified image of infinity which is referred to as puncture.

C. Even Lapse

Our next example is the even (in some references also called symmetric) lapse satisfying the boundary conditions

\[
\lim_{r \to \infty} \alpha_{\text{even}}^\pm = 1 \quad \forall t_{\text{even}}.
\]

(15)

Here in \( \mathcal{D}(t_{\text{even}}) \) is fixed to be unity and as pointed out in \( \mathcal{D} \) the time-dependence manifest in \( C(t_{\text{even}}) \) can be determined by imposing the requirement of smoothness across the Einstein-Rosen bridge \( \mathcal{I} \) when passing to the line element \( \mathcal{I} \) of the Reissner-Nordström spacetime in Schwarzschild coordinates.

In \( \mathcal{I} \) we have derived expressions for the even lapse and the corresponding “height function” which generalize the formulas stated for the Schwarzschild case in \( \mathcal{E} \) by the electric charge. It turns out that the even lapse can be written as

\[
\alpha_{\text{even}}^\pm(C, r) = \frac{\Psi C(r)}{r^2} \frac{dC}{dC_{\text{even}}} \frac{dt_{\text{even}}}{\partial C} - \frac{1}{K_C(\infty)} \left( \frac{1}{r - \frac{3}{2} M + \frac{2M^2}{2r}} - \frac{\sqrt{\Psi C(r)}}{r} K_C(r) \right)
\]

(16)

where the integral

\[
K_C(r) = \int_{r_\infty}^r \frac{y(y - 3M + \frac{2qM^2}{2y})}{(y - \frac{3}{2} M + \frac{2M^2}{2y})^2 \sqrt{\rho_C(y)}} dy
\]

(17)
is defined for \( r \geq r_C \). Here the even height function is given by

\[
t_{\text{even}}(C, r) = H_C(r)
\]

(18)

with the integral

\[
H_C(r) = -\int_{r_\infty}^r \frac{C}{f(y)\sqrt{\rho_C(y)}} dy
\]

(19)

again defined for \( r \geq r_C \). Note that in (19) the integration across the pole at \( r_+ \) is taken in the sense of the principal value and the corresponding slices extend smoothly through the event horizon \( r_+ \) and the throat \( r_C \). Since proper time is measured at spatial infinity, from (18) in the limit \( r \to \infty \) one can infer

\[
\tau_{\text{even}}(C) = \lim_{r \to \infty} t_{\text{even}}(C, r) = H_C(\infty).
\]

(20)

In addition, we want to mention that in deriving these expressions (see \( \mathcal{I} \) for details) the statement

\[
\frac{\partial}{\partial C} H_C(r) = \frac{r^2}{2(r - \frac{3}{2} M + \frac{2M^2}{2r})^2 \sqrt{\rho_C(r)}} - \frac{1}{2} K_C(r)
\]

(21)

has been used, which in the limit \( r \to \infty \) yields the equation

\[
\frac{d}{dC} H_C(\infty) = -\frac{1}{2} K_C(\infty)
\]

(22)

to be used later on. Furthermore, we want to point out that as \( \tau_{\text{even}} \) is running from zero to infinity, the slice label \( C \) takes values ranging from zero to \( C_{\text{lim}} \). As shown in \( \mathcal{E} \) the latter is determined by \( \rho_C(r_{\text{lim}}) = 0 \) for

\[
r_{\text{lim}} = \frac{1}{4}(3 + \sqrt{9 - 8q})M \xrightarrow{q \to 0} \frac{3M}{2}
\]

(23)

to be given by

\[
C_{\text{lim}} = \frac{\sqrt{2}}{8} \sqrt{27 - 36q + 8q^2 + (9 - 8q)^{3/2} M^2} \xrightarrow{q \to 0} \frac{3}{4} \sqrt{3M^2} \approx 1.2990 M^2.
\]

(24)

With \( r_{\text{lim}} > 0 \) the throat \( r_C \) - being the “innermost” point on a slice labeled by \( C \) - never reaches the singularity at \( r = 0 \). Hence the singularity avoidance of maximal slices for the Reissner-Nordström spacetime becomes apparent, c.f. corollary 3.7 of \( \mathcal{E} \).
D. Lapse with zero gradient at the puncture

Next we want to discuss a numerically motivated boundary condition arising for puncture data. Here a “radial grid coordinate” $x$ measures the Euclidean distance from the puncture situated at the origin of a spatial grid and $r = x$ for $\{ r \to \infty, x \to \infty \}$ and $r \propto \frac{1}{x}$ for $\{ r \to \infty, x \to 0 \}$ hold. On the initial slice this grid coordinate is identical to the isotropic radial coordinate $R$ as in [11], but $x$ differs at later times depending on the boundary conditions and the shift used in the numerical simulation. Demanding as before unit lapse at right-hand infinity,

$$\lim_{x \to \infty} \alpha^+ = \lim_{r \to \infty} \alpha^+ = 1 \forall \tau_{zgp}, \tag{25}$$

one can label the slices with proper time. Numerically, the inner boundary condition arises as a special solution to the maximal slicing equation in the presence of a coordinate singularity in the metric. No boundary is actively enforced, but a numerical algorithm finds a solution with sufficiently fast fall-off in the derivative of the lapse such that, even though there is a coordinate singularity in the metric, the lapse is regular there. In particular, for the lapse a vanishing gradient at the puncture is obtained which can be formulated as

$$\lim_{x \to 0} \partial_x \alpha^+ \propto \lim_{r \to \infty} r^2 \partial_r \alpha^+ = 0 \forall \tau_{zgp} \tag{26}$$

making use of $\partial_x \propto r^2 \partial_r$ in this limit.

Since the maximality condition determining the lapse is linear in $\alpha$, one can derive as in [11] the puncture lapse as a superposition,

$$\alpha^+_{zgp}(C, r) = \Phi(C) \cdot \alpha^+_{even}(C, r) + (1 - \Phi(C)) \cdot \alpha^+_{odd}(C, r), \tag{27}$$

of the linearly independent odd and even lapse. Imposing the boundary condition $\Phi$ present in [24], the “multiplier function” $\Phi$ present in [24] is given by

$$\Phi(C) = \frac{1}{2} \frac{K_C(\infty)}{K_C(\infty) + \frac{M}{C}}. \tag{28}$$

As we will show later, the integral $K_C(\infty)$ diverges in the limit of late times and $\Phi$ hence approaches the value $\frac{1}{2}$. For this reason one can think of the “$zgp$” lapse as being essentially an average of the odd and even lapse.

Combining the results [8], [10], and [25], we can express the “$zgp$” lapse as

$$\alpha^+_{zgp}(C, r) = \frac{\sqrt{p_C(r)}}{r^2} \frac{dC}{d\tau_{zgp}} \frac{\partial \tau_{zgp}}{\partial C} \tag{29}$$

As pointed out in [11], the time-dependence is consistently derived from

$$\frac{\partial}{\partial C} \tau_{zgp}^\pm(C, r) = 2 \frac{r^2}{2(r - \frac{1}{2} M + \frac{M}{r^2})} \sqrt{p_C(r)} \tag{30}$$

by the “$zgp$” height function

$$t_{zgp}^\pm(C, r) = H_C(r) \pm (H_C(\infty) - \frac{C}{M}) \tag{31}$$

when measuring time at right-hand spatial infinity by

$$\tau_{zgp}(C) = \lim_{r \to \infty} t_{zgp}^+(C, r) = 2 H_C(\infty) - \frac{C}{M} \tag{32}$$

But note that the time measured at the puncture approaches the finite value

$$\lim_{C \to C_{lim}} \lim_{r \to \infty} t_{zgp}^-(C, r) = \frac{C_{lim}}{M}. \tag{33}$$

III. LATE TIME BEHAVIOR OF THE EVEN AND PUNCTURE LAPSE

A. Motivation for a late time analysis

In practice one is interested in statements for the 4-metric (and in particular for the lapse profile) at a given time at infinity $\bar{\tau}$. This time can be chosen without loss of generality to be $0 < \bar{\tau} < \infty$ since for $\bar{\tau} < 0$ one could redefine the sign of the time coordinate and for $\bar{\tau} = \infty$ and $\bar{\tau} = 0$ and $\bar{\tau} = \infty$ the solutions corresponding to $C = 0$ and $C = C_{lim}$ are known analytically. So as a first step one has to invert the relation $\tau(C)$ - stated for even boundary conditions in [20] and for “$zgp$” boundary conditions in [22] - in order to find the appropriate slice label $C$ with which our analytic expressions are to be evaluated in a second step. Both steps, however, are non-trivial since the primitive for the integrals $H_C(r)$, [11], and $K_C(r)$, [17], can not be written in closed form. Even worse, these integrals are numerically ill-conditioned in the sense that they diverge in the “late time limit” $C \to C_{lim}$, as the Schwarzschild radius at the throat $r_C$ becomes with $r_{C,lim}$ a double counting root of the polynomial $p_C(r)$, the root of which appears in the denominator of the integrands of $H_C(r)$ and $K_C(r)$. An efficient numerical implementation to calculate these integrals following Appendix 3 of [17] can be found in [12], but the algorithm described there breaks down for $C$ being too close to either 0 or $C_{lim}$.

The problem of calculating for a given “late” time the appropriate slice label is apparent from Fig. [1]. Concentrating in particular on the “$zgp$” Schwarzschild case, we can show (using results of the now following LTA) that the slice labels $q_C$ for $\bar{\tau}_{zgp} = 10M$, $100M$ and $1000M$
due to these difficulties when evaluating the analytic expressions, hypersurfaces corresponding to $\bar{\tau} > 10M$ are rarely shown in spacetime or embedding diagrams found in the literature for the maximally sliced Reissner-Nordström or Schwarzschild spacetime.

The steep gradient in $C$ approximate linear relationship $\lim_{\tau \to \infty} C = \lim_{M \to 0} M = 1000M$ for a given time at infinity $\bar{\tau}$, which is particularly suitable when discussing the throat $r_C$ on a slice labeled by $C$ and its final value $r_{\text{Clim}}$ corresponding to $C_{\text{lim}}$. Obviously, $\delta$ is lying in $0 \leq \delta \leq \sigma_+$ when defining

$$0 \leq \sigma = r_C - r_{\text{Clim}} \xrightarrow{q \to 0} \begin{cases} \frac{M}{2} & \text{if } \sigma > 0, \\ -\frac{M}{2} & \text{if } \sigma < 0. \end{cases}$$

and $\delta$ approaches zero in the limit of late times.

By expanding the proper time at infinity - which we have found for even and “zgp” boundary conditions in and - and inverting the relationship, an exponential decay of $\delta$ with $\tau$ is found. For this decay a “fundamental time scale” turns out to be

$$0 < \Omega = \frac{C_{\text{lim}}}{\sqrt{\sigma}} \left( 1 - \frac{\lambda_+ + \lambda_-}{\sigma_+ + \sigma_-} \right),$$

where $\Omega$ is defined in terms of the following quantities:

$$0 < \mu = (1 + \sqrt{9 - 8q})M \xrightarrow{q \to 0} 4M, \quad 0 < \nu = \frac{1}{4}(9 - 8q + 3\sqrt{9 - 8q})M^2 \xrightarrow{q \to 0} \frac{9}{2}M^2, \quad 0 \lesssim \lambda_+ = \left( 1 + \frac{2 - q}{\sqrt{1 - q}} \right)M \xrightarrow{q \to 0} \begin{cases} 2M & \text{if } \lambda_+ > 0, \\ 0 & \text{if } \lambda_+ \leq 0. \end{cases} \quad \text{and} \quad 0 \leq \xi_+ = \frac{\lambda_+}{\sigma_+ \sqrt{\sigma_+^2 + \sigma_+ \mu + \nu}},$$

between the time at infinity $\tau_{\text{even}}$ and the “logarithmic Estabrook-Wahlquist time” defined by $-\ln \left( \frac{C_{\text{lim}} - C}{M^2} \right) M$ was found empirically. Anticipating again results of our LTA, this statement turns out to be a very precise approximation for “late times” where the constants appearing in (35) can be found analytically to be given by $-\frac{1}{2} \Omega \approx -0.918559M$ and $\Omega + (\ln \frac{M}{\sqrt{4}} - \ln [M]) \Omega \approx 0.286424M$.

However, we will not follow up on this logarithmic Estabrook-Wahlquist time further, but instead adopt the approach of, which can be summarized as follows. Our LTA is based on $\delta$ introduced by

$$\delta = r_C - r_{\text{Clim}} \quad (36)$$

as the difference between the radial coordinate at the throat $r_C$ on a slice labeled by $C$ and its final value $r_{\text{Clim}}$ corresponding to $C_{\text{lim}}$. Obviously, $\delta$ is lying in $0 \leq \delta \leq \sigma_+$ when defining

$$0 \leq \sigma = r_C - r_{\text{Clim}} \xrightarrow{q \to 0} \begin{cases} \frac{M}{2} & \text{if } \sigma > 0, \\ -\frac{M}{2} & \text{if } \sigma < 0. \end{cases} \quad (37)$$

and $\delta$ approaches zero in the limit of late times.

B. Concept of a late time analysis

For practical purposes one is hence interested in approximations for the $C$-dependence of $\tau$. The main idea of any LTA now is to introduce an additional time coordinate which is particularly suitable when discussing the limit of late times.

It is interesting to point out that in Eq. (A3.16a - c) of for the even Schwarzschild case discussed there, an approximately linear relationship

$$\tau_{\text{even}} \approx -0.918555 \ln \left( \frac{C_{\text{lim}} - C}{M^2} \right) M + 0.2865M \quad (35)$$

Note that a time scale $0\Omega \approx 1.82M$ has been found numerically for the Schwarzschild spacetime in and that
its analytical value $^0\Omega = \frac{3}{4}\sqrt{6M} \approx 1.8371M$ has been derived in [8].

Then if one is interested in studying the lapse, one has to expand the lapse functions, (10) or (29), in terms of $\delta$ and discuss the limit $\delta \to 0$. When calculating these expansions the following important expressions arise:

\[
0 > \eta = \frac{1}{\sqrt{2}} \left( 1 + \chi + \frac{4}{\sqrt{2}} \left( M - \mu \right)^2 + \chi - \frac{3\mu^2 - 4\nu}{8
\nu^2} \right) \ln \left[ \frac{\sigma + \mu + 2(\nu + \sqrt{\nu} \sqrt{\sigma^2 + \sigma + \mu + \nu})}{\sigma + (\mu + 2\sqrt{\nu})} \right] + 16(2\sigma - M + 2\sqrt{\sigma^2 + \sigma + \mu + \nu}) \frac{\chi + \sigma}{(2\sigma - M)^2(M - \mu)^2} + 3\sigma^2 + (2\nu - 3\mu + \sigma + \mu + \nu) + \frac{\chi - \sigma}{(2\sigma + \nu)^2} \approx \frac{1}{36} \left( 7\sqrt{2} \ln \left[ \frac{9\sqrt{6} + 22}{3\sqrt{2} + 4} \right] - 6(3\sqrt{3} + 2) \right) \frac{1}{M} \approx -0.7385 \frac{1}{M},
\]

and

\[
\Lambda = -\Omega \ln \left[ \frac{2\sqrt{\nu} + \mu}{8\nu} \right] - Clim.(\xi + \xi -) \approx -0.1785 \ln |M| + \frac{3}{4} \sqrt{6} \ln \left[ 18(3\sqrt{2} - 4) \right] - 2 \ln \left[ \frac{3\sqrt{3} - 5}{9\sqrt{6} - 22} \right] |M| \approx 1.8371M \ln |M| - 0.2181M.
\]

Here $\Lambda$ is playing the role of the constant $\Lambda$ as defined in Eq. (3.41) of [8]. As the reader might guess by now, the calculations are rather involved. For this reason we have only performed the $\delta$-expansions at the puncture, the left-hand event horizon, the throat and the right-hand event horizon. But information obtained at these markers essentially allows us to sketch the lapse profile and discuss in leading order the “collapse of the lapse”. We have summarized our results for even and “zgp” boundary conditions in Subsecs. [MTC] and [MTE] respectively. The proof of those statements can be found in the Appendix.

C. Late time behavior of the even lapse

Expanding proper time at infinity in $\delta$ and inverting the relation, $\delta$ is found to decay exponentially with time as

\[
\delta = \kappa_{\text{even}} \exp \left[ -\frac{\tau_{\text{even}}}{\Omega_{\text{even}}} \right] + O(\exp \left[ -2\frac{\tau_{\text{even}}}{\Omega_{\text{even}}} \right]). \tag{46}
\]

We would like to refer to the time scale

\[
\Omega_{\text{even}} = \Omega \xrightarrow{q \to 0} \frac{3}{4}\sqrt{6M} \approx 1.8371M \tag{47}
\]

defined in [8] as being the fundamental time scale which characterizes the collapse of the lapse when maximally slicing a Reissner-Nordström black hole. The pre-exponential factor in (46) turns out to be

\[
\kappa_{\text{even}} = \exp \left[ \frac{2r_{\text{lim}}}{|\Omega - |} \frac{\sqrt{\nu}}{\chi - (M - \mu)} \delta + O(\delta^2) \right] \approx 0.9428 \frac{\delta}{M} + O(\delta^2). \tag{49}
\]

Due to its boundary conditions the even lapse is one at both puncture and infinity. Expanding the even lapse in $\delta$ at the throat, which is the center of symmetry, yields

\[
\alpha_{\text{even}} \xrightarrow{r \to r_c} = \frac{2r_{\text{lim}}}{r_c^2} \frac{\sqrt{\nu}}{\chi - (M - \mu)} \delta + O(\delta^2) \approx 0.3248 + 1.2265 \delta^2 + O(\delta^3), \tag{50}
\]

which because of symmetry is identical for the left-hand and right-hand event horizon. Note that the finite value approached there asymptotically is in agreement with our conjecture made in [11].

D. Late time behavior of the puncture lapse

Similarly, the late time behavior of $\delta$ as a function of $\tau_{\text{zgp}}$ is determined by

\[
\delta = \kappa_{\text{zgp}} \exp \left[ -\frac{\tau_{\text{zgp}}}{\Omega_{\text{zgp}}} \right] + O(\exp \left[ -2\frac{\tau_{\text{zgp}}}{\Omega_{\text{zgp}}} \right]), \tag{51}
\]

where the time scale of the exponential decay is found to be twice the fundamental time scale,

\[
\Omega_{\text{zgp}} = 2\Omega \xrightarrow{q \to 0} \frac{3}{2}\sqrt{6M} \approx 3.6742M. \tag{52}
\]
Here the prefactor $\kappa_{zgp}$ can be calculated as

$$
\kappa_{zgp} = \exp \left[ -\frac{\chi_{lim} \sqrt{\nu}}{\Omega} \right]
$$

For the lapse with zero gradient at the puncture constructed as a superposition of the odd and even lapse, the lapse is again one at infinity in order to measure proper time. The multiplicator function $\Phi$ appearing in the linear combination $\alpha_{zgp}$ can be expanded in $\delta$ as

$$
\Phi = \frac{1}{2} - \frac{\sqrt{\nu}}{2\chi_-} \delta^2 + \mathcal{O}(\delta^3)
$$

Therefore, at leading order the puncture lapse at late times is the average of the odd and even lapse. Next one can derive statements for the puncture lapse from “left to right” in the direction of increasing lapse. It turns out that the “zgp” lapse collapses at the puncture,

$$
\alpha_{zgp} \big|_{x=0} = \frac{\sqrt{\nu}}{\chi_-} \delta^2 + \mathcal{O}(\delta^3)
$$

and at the left-hand event horizon,

$$
\alpha_{zgp} \big|_{r_+} = -\frac{\sqrt{\nu}}{\chi_-} \delta^2 + \mathcal{O}(\delta^3)
$$

where again the finite value $\frac{C_{lim}}{r_+^2}$ is approached asymptotically. The reader should compare these results with the corresponding ones obtained for even boundary conditions.

E. Analytical and numerical results for the Schwarzschild puncture lapse

The late time expansions for the even and the “zgp” lapse have been tested both analytically and numerically. In Fig. 2 analytic results for the lapse are shown corresponding to different values of the charge parameter $q$ and both even and “zgp” boundary conditions. Since the even lapse at the puncture is identically one it has not been plotted. We want to point out that the analytic solutions $\alpha_{zgp}^{\pm}$, (10), and $\alpha_{zgp}^{\pm}$, (20), have been evaluated at the appropriate values of $r$ in the manner described in [12] to produce the lines up to the box symbols, where the algorithm breaks down. Note that these lines go over smoothly when making use of the appropriate late time expansions of Subsecs. III C and III D, which verifies the leading order terms of our LTA.

In addition, we have performed numerical simulations with “zgp” maximal slicing and vanishing shift. The particular results presented here were obtained with the Cartoon method described in [12] and implemented for the present purpose for spherical symmetry in the three-dimensional BAM code [10] (our previous implementations were for axisymmetry). The elliptic maximal slicing equation is solved with the BiCGSTAB algorithm, and for the details of the puncture evolution method see [3]. There are 512 equidistant points in the radial direction $x$ with a grid spacing of $\Delta x = 0.025M$ and the outer boundary at about $x = 12.8M$.

Since the puncture is staggered between grid points, we obtain the value of the lapse at $x = 0$ by polynomial interpolation using two grid points on each side. In order to calculate the lapse by interpolation at the throat and the left-hand and right-hand event horizon, we first have to locate those on the grid as a function of time, c.f.
Again in the context of $B \equiv 0$, in Subsecs. IV.C to F we look at radial isotropic grid coordinates $x$. Those have been constructed in [11] such that the 4-metric coincides at all times with output from a numerical evolution of puncture initial data. Using “from left to right” the puncture, the left-hand event horizon, the throat and the right-hand event horizon as markers, we are able to point out slice stretching effects in the limit of late times.

A. Volume coordinates

Vanishing shift implies Eulerian observers obtained by choosing coordinates $\rho(C(\tau), r)$ such that the level surfaces $\rho = \text{const}$ are timelike cylinders orthogonal to the slicing. As pointed out in [8] for the Schwarzschild spacetime and generalized here in a straightforward way for the Reissner-Nordström spacetime, one of these timelike cylinders, namely the one given by $r = r_C$, is already known. By using the following expression for the volume radius,

$$
\rho^3(C(\tau_{\text{even}}), r) = 3 \int_{r_C}^{r} \frac{y^4 \, dy}{\sqrt{p_C(y)}},
$$

on each slice such a coordinate is found for even boundary conditions. To see this one may as a preparatory work verify that the partial derivatives of $\rho$ with respect to $r$ and $C$ are given by

$$
\frac{\partial}{\partial r} \rho = \frac{1}{\rho^2} \frac{\partial}{\partial r} \int_{r_C}^{r} \frac{y^4 \, dy}{\sqrt{p_C(y)}} = \frac{r^4}{\rho^2 \sqrt{p_C(r)}},
$$

and

$$
\frac{\partial}{\partial C} \rho = \frac{1}{\rho^2} \frac{\partial}{\partial C} \int_{r_C}^{r} \frac{y^4 \, dy}{\sqrt{p_C(y)}} = \frac{C}{\rho^2} \frac{\partial}{\partial C} t_{\text{even}}(C, r),
$$

respectively. In deriving (61) the reader should remember the notation $t_{\text{even}}(C, r) = H_C(r)$. [18]. Furthermore, the expression

$$
\frac{\partial}{\partial C} (H_C(r) - H_C(\infty)) = \int_{r_C}^{\infty} \frac{y^4 \, dy}{p_C(y)^{3/2}},
$$

the formula

$$
\frac{dr_C}{dC} = - \frac{C}{2 r_C^2 (r_C - \frac{3}{2} M + \frac{\lambda^2}{2 r_C})}
$$

obtained by differentiating $p_C(r_C) = 0$ with respect to $C$ and the statement [21] are helpful. Hence for even boundary conditions the Reissner-Nordström metric can be written as

$$
ds^2 = -\alpha_{\text{even}}^2 \, dt_{\text{even}}^2 + \left(\frac{\rho}{r}\right)^4 \, d\rho^2 + r^2 \, d\Omega^2.
$$
This result stated in [3] one can immediately check remembering the formulas (10), (16) and (20) for lapse, shift and time at infinity in the even case. One should observe that in [3] the determinant of the 3-metric is given independently of \( r(C(\tau_{even}), x) \) by det \( \{G_{mn}\} = \rho^4 \sin^2 \theta \) and hence is time-independent.

B. The location of the event horizon in the limit of late times

Next we want to show that a conjecture formulated by R. Beig and N. Ó Murchadha in [3] holds at the event horizon. For the Schwarzschild spacetime the conjecture was that the collapse of the even lapse should take place according to

\[
0 \alpha_{even}(\tau_{even}, \rho) = B(0) \rho \exp \left[ \frac{\tau_{even}}{3\Omega_{even}} \right] + \mathcal{O}(B^2(0) \rho \exp \left[ -2 \frac{\tau_{even}}{3\Omega_{even}} \right]),
\]

where \( B(0) \rho \) behaves for large \( \rho \) like

\[
B(0) \rho \sim \cosh \left[ \frac{M^3}{3 \delta C_{lim} \Omega_{even}} \left( \frac{\rho}{M} \right)^3 \right].
\]

Here the constant appearing in the equation for \( B(0) \rho \) is given by \( 3\delta C_{lim} \Omega_{even}/M^3 = \frac{31}{24} \sqrt{2} \), hence note a misprint in the previously stated reference [22]. The particular form of \( B(0) \rho \) in [3] is motivated by the solution to the lapse equation, \( \Delta \alpha = R_{\alpha} \), on the limiting slice \( r = 0r_{C_{lim}} \).

We now want to look at the event horizon and first work out the late time behavior of the volume radius there to be denoted by \( {\rho}_r \), the subscript \( C \) marking its time dependence. A good starting point for this task is Eq. (94), which using the chain rule, \( \frac{\partial \rho_r}{\partial \tau} = \frac{\partial \rho_r}{\partial C} \frac{dC}{d\tau} \), can be written as

\[
\frac{\partial \rho_r}{\partial \delta} = \frac{C}{\rho_r^2} \left( \frac{\partial}{\partial C} H_{C(0r_+)} \right) \frac{dC}{d\delta}
\]

\[
= \frac{1}{\rho_r^2} \left( \frac{0_{r_+}^2}{2(0_{r_+} - \frac{3}{2} M)} - \frac{1}{2} C K_{C(0r_+)} \right) \frac{dC}{d\delta}
\]

using [21] evaluated at \( 0_{r_+} \). To solve (in leading order) this ordinary differential equation (ODE), one can make use of \( \delta \)-expansions for \( K_{C(+)} \), [152] with [174], C, [124], and hence \( dC/d\delta \), [122], derived in the Appendix. It is important to keep in mind that \( \delta \) at late times is decaying exponentially with time according to [10]. With the first term in the second set of large parentheses of [67] being of order \( \mathcal{O}(1) \) only whereas \( K_{C(0r_+)} = \mathcal{O}(1) \), it turns out that

\[
0 \rho_r^2 \frac{d \rho_r}{d \delta} = -\frac{1}{2} C K_{C(0r_+)} \frac{dC}{d\delta} + \mathcal{O}(\delta)
\]

\[
= -C_{lim} \Omega_{even} \delta + \mathcal{O}(1)
\]

is found with \( 0C_{lim} = \frac{4\sqrt{3} M^2}{9} \), [21]. We observe that in leading order

\[
0 \rho^4_r C(\delta) \approx \sqrt{-3^{3} C_{lim} \Omega_{even} \ln |\delta|} \quad \text{as} \quad \delta \rightarrow 0
\]

and hence

\[
0 \rho^4_r C(\tau_{even}) \approx \sqrt{3^{3} C_{lim} \Omega_{even}} \quad \text{as} \quad \tau_{even} \rightarrow \infty
\]

hold. So indeed the conjecture of [3] can be applied for the event horizon as the latter is found at large values of \( 0_{\rho} \) at late times. This is a slice stretching effect as will be pointed out for similar coordinates in Subsecs. IV.D and E.

Now putting this result into the conjecture [64], we find in leading order

\[
0 \alpha_{even}(\tau_{even}, 0 \rho^4_r C(\tau_{even})) \approx \mathcal{O}(1),
\]

so the lapse approaches a finite value there in the limit \( \tau_{even} \rightarrow \infty \). This clearly is in agreement with [64], which states that the lapse at the right-hand event horizon has to approach the finite value \( \frac{1}{3\rho} \sqrt{3} \) for maximal slicing of Schwarzschild with even boundary conditions.

C. Isotropic grid coordinates

In order to compare with numerical output calculated for maximal slicing of puncture evolutions, we construct isotropic grid coordinates as in [11]. To focus on the dynamical features of the 3-metric rather than the static singularity at the puncture, we shall write

\[
(3) ds^2 = G dx^2 + r^2 d\Omega^2 = \Psi^4 \left[ g dx^2 + \frac{r^2}{\Psi^4} d\Omega^2 \right],
\]

introducing with small letters the rescaled 3-metric \( g_{ij} \) and its radial component \( g \) by

\[
g_{ij}(C(\tau), x) = \frac{G_{ij}(C(\tau), x)}{\Psi^4(x)}
\]

and

\[
g(C(\tau), x) = \frac{G(C(\tau), x)}{\Psi^4(x)}
\]

respectively. Here as pointed out in [4] the conformal factor is determined on the initial slice from the 3-metric written in isotropic coordinates. Hence \( \Psi(x) \) is constant in time and given by [13],

\[
\Psi^4(x) = \left[ \left( 1 + \frac{M}{2} \right)^2 - \frac{q M^2}{4 x^2} \right].
\]

So initially

\[
G(C = \tau = 0, x) = \Psi^4(x) \quad \text{and} \quad g(C = \tau = 0, x) = 1
\]
and in addition
\[ r(C = \tau = 0, x) = x^4 \Psi^8(x) \] (77)
has to hold since on the initial slice the radial grid coordinate \( x \) is identical to the Schwarzschild isotropic coordinate \( R \) defined in (11) in terms of the Schwarzschild radial coordinate \( r \).

We want to emphasize that when odd boundary conditions are used in a numerical simulation, the static lapse (12) together with the formulas (76) and (77) are valid at all times and the code has to reproduce the static Reissner-Nordström metric in isotropic coordinates.

For other boundary conditions, however, the components of the 4-metric evolve with time. Using that for vanishing shift the determinant of the 3-metric has to be vanishing the determinant of the 3-metric has to be found from (80) by demand-

\[ \frac{\partial r}{\partial t} = -\frac{\sqrt{pc(r)}C}{r^4} \left( \frac{r^2}{2(r - \frac{3}{2}M + \frac{q^2 M^2}{2r})\sqrt{pc(r)}} - \frac{1}{2}K_C(r) \right) + \frac{\Psi^6(x_C)}{r_C} \frac{dx_C}{dC}, \] (84)

as a further equation for \( \frac{\partial r}{\partial \tau} \). We want to point out that since in (82) the lapse enters, the behavior of the throat, to be determined by a comparison of (82) and (83), depends on the boundary conditions imposed on the lapse. In Subsecs. IV D and IV E we show this concept for even and “zgp” boundary conditions explicitly when analyzing slice stretching effects in the limit of late times. A study of slice stretching in the context of more general boundary conditions is the subject of 22.

D. Slice stretching effects for even boundary conditions

1. Throat \( x_C \)

Comparing (82) and (83), for even boundary conditions with the lapse given by (11) or the partial derivative of the height function with respect to \( C \) by (21), we observe that

\[ \frac{dx_C}{dC} = 0 \] (85)

holds and the throat hence remains at \( x_C = 0 \). Remembering that \( \delta \) for even boundary conditions has been found to decay exponentially with \( \tau_{even} \) on the fundamental time scale \( \Omega \), (58), we observe that the 3-metric “freezes” quickly at the throat and with (84) for the rescaled radial metric component

\[ 0 < \lim_{\tau_{even} \to \infty} g(\tau_{even}, x) = x^4 \Psi^8(x) < \infty, \] (86)

and for the angular part

\[ 0 < \lim_{\tau_{even} \to \infty} r^2 \Psi^4(x) = \frac{r^2}{r_{lim}} < \infty \] (87)

are found. In particular, we want to point out that for the Schwarzschild spacetime \( g \) at the throat only grows up to the finite value \((\frac{4}{3})^4 \approx 3.1605\).

2. Event horizon at \( x_C^+ \) and \( x_C^- \)

When discussing the location of the event horizon, note that with the throat remaining at \( x_C = 0 \) for all times, in (30) the isometry (13) is present which maps the left-hand side of the throat to the right-hand side and vice versa.

In order to derive an ODE for the location of the right-hand event horizon, we start by differentiating (30) with
the integration limit given by the right-hand event horizon, i.e. the pair \( \{ r_+, x_C^+ \} \). By a calculation similar to the one leading to (91) or (83), it follows that

\[
\frac{r_+^2}{2(r_+ - \frac{3}{2}M + \frac{qM^2}{2r_+})} = -\frac{1}{2}CKC(r_+)
\]

\[
= x_C^+ 2\Psi^6 (x_C^+) \frac{dx_C^+}{d\delta}. \tag{88}
\]

Using the chain rule, \( \frac{d\delta}{dC} = \frac{d\delta}{d\delta} \frac{d\delta}{dC} \), and \( \delta \)-expansions for \( KC(r_+), \) with \( \delta \)-expansions for \( C, \) \( \delta \)-expansions for \( \Omega \), and hence \( \frac{d\delta}{dC} \), derived in the Appendix, we find in leading order of \( \delta \) the ODE

\[
-C_{\text{lin}} \frac{1}{\delta} + O(1) = x_C^+ 2\Psi^6 (x_C^+) \frac{dx_C^+}{d\delta}. \tag{89}
\]

Note the similarity to the ODE (88) obtained for volume radius coordinates. There we found that the event horizon moves to the right toward infinity, and in this limit the conformal factor approaches one. Presupposing this result and setting the conformal factor appearing in (89) to unity,

\[
-C_{\text{lin}} \frac{1}{\delta} \simeq x_C^+ 2 \frac{dx_C^+}{d\delta}, \tag{90}
\]

we infer that the right-hand event horizon expanded in \( \delta \) as

\[
x_C^+ (\delta) \simeq \sqrt[3]{-3C_{\text{lin}} \Omega \ln |\delta|} \text{ as } \delta \to 0 \tag{91}
\]

moves at late times to infinite values of \( x \) like

\[
x_C^+ (\tau_{\text{even}}) \simeq \sqrt[3]{3C_{\text{lin}} \tau_{\text{even}}} \text{ as } \tau_{\text{even}} \to \infty. \tag{92}
\]

Note that the right-hand event horizon is found on the grid at a location that in leading order is proportional to the third root of the time.

Furthermore, making use of the isometry, the left-hand event horizon is found to move toward the puncture according to

\[
x_C^- (\tau_{\text{even}}) \simeq \frac{(1-g)M^2}{4\sqrt[3]{3C_{\text{lin}} \tau_{\text{even}}}} \text{ as } \tau_{\text{even}} \to \infty. \tag{93}
\]

For \( g \) at both the left-hand and right-hand event horizon in leading order the statement

\[
g (\tau_{\text{even}}, x_C^+ (\tau_{\text{even}})) \simeq \frac{(3C_{\text{lin}} \tau_{\text{even}})^{\frac{1}{3}}}{r_+^4} \text{ as } \tau_{\text{even}} \to \infty \tag{94}
\]

can be made. Hence at the event horizon the rescaled radial metric component is proportional to \( r_+^{4/3} \) and grows without bounds. For the angular part we note that whereas on the right-hand side the expression

\[
\lim_{\tau_{\text{even}} \to \infty} \frac{r_+^2 (\tau_{\text{even}}, x_C^+ (\tau_{\text{even}}))}{\Psi^4 (x_C^- (\tau_{\text{even}}))} = r_+^2 \tag{95}
\]

remains finite, on the left-hand side the corresponding term,

\[
\lim_{\tau_{\text{even}} \to \infty} \frac{r_+^2 (\tau_{\text{even}}, x_C^- (\tau_{\text{even}}))}{\Psi^4 (x_C^- (\tau_{\text{even}}))} = 0, \tag{96}
\]

approaches zero as the conformal factor grows without bound.

### E. Slice stretching effects for zgp boundary conditions

Making use of the puncture data line element, (122), together with (123), and the coordinate transformation relating the radial gauge to isotropic grid coordinates, (30), and vanishing shift. In Fig. 3 we show \( \alpha_{\text{zgp}}, g \) (plotted on a logarithmic scale) and \( r \) obtained numerically at times \( \tau_{\text{zgp}} \in \{ 0, 1M, 10M, 100M \} \). The reader should observe that with the throat and the left-hand and right-hand event horizon acting as markers on the profiles of the 3-metric (the “open boxes” and “triangles” in Fig. 3), by determining their locations on the grid as a function of time and evaluating the 3-metric at those locations, one can describe in the late time limit the effects of slice stretching.

#### 1. Throat \( x_C \)

For “zgp” boundary conditions, the ODE which determines the location of the throat is most easily derived by comparing the partial derivative with respect to \( C \) of the “zgp” height function, \( x_C \), appearing in (62) with the term in the brackets of (31). This yields

\[
-C_{\text{lin}} \frac{1}{\delta} + O(1) = x_C^+ 2\Psi^6 (x_C^+) \frac{dx_C^+}{d\delta}. \tag{98}
\]

Therefore, for \( x_C (\delta) \) based on \( \delta \)-expansions for \( KC(\delta), \) \( \Omega, \) \( C, \) \( \delta \)-expansions for \( \Omega \), and hence \( \frac{d\delta}{dC} \), in leading order of \( \delta \) the ODE

\[
-C_{\text{lin}} \frac{1}{\delta} = x_C^+ 2\Psi^6 (x_C^+) \frac{dx_C^+}{d\delta} \tag{99}
\]

is obtained. Note the similarity of this ODE for the outward-movement of the throat in isotropic grid coordinates at late times to the ODE (88) describing the location of the event horizon in volume radius coordinates and to (83) for the right-hand event horizon in the context of even boundary conditions. Neglecting again the conformal factor in order to infer the behavior of \( x_C (\delta) \) in the limit of late times, by solving

\[
-C_{\text{lin}} \frac{1}{\delta} \simeq x_C^+ 2 \frac{dx_C^+}{d\delta} \tag{99}
\]
we find
\[ x_C(\delta) \simeq \sqrt[3]{-3C_{\text{lim}} \Omega \ln |\delta|} \quad \text{as} \quad \delta \to 0. \tag{100} \]

Since \( \delta \) is decaying exponentially with \( \tau_{\text{zgp}} \) according to \( \text{(81)} \), on the time scale \( \Omega \tau_{\text{zgp}} = 2\Omega, \text{(92)} \), the location of the throat on the grid at late times is hence dominated by
\[ x_C(\tau_{\text{zgp}}) \simeq \sqrt{\frac{3}{2} C_{\text{lim}} \tau_{\text{zgp}}} \quad \text{as} \quad \tau_{\text{zgp}} \to \infty. \tag{101} \]

Of course, this simple solution is not expected to give a good approximation at early times since both the expansion in \( \delta \) and neglecting the term \( \Psi^6(x_C) \) are not valid in this regime. But at late times the numerically computed outward movement of the throat agrees well with the power law \( \text{(101)} \) obtained for Schwarzschild and “zgp” boundary conditions, c.f. Fig. 8.

Since we are interested in the late time behavior of the 3-metric, bearing in mind the definition of \( \delta \), \( \text{(58)} \), we can infer from \( \text{(78)} \) that the rescaled radial component of the metric at the throat blows up as \( \tau_{\text{zgp}}^{4/3} \), i.e.
\[ g(\tau_{\text{zgp}}, x_C(\tau_{\text{zgp}})) \simeq \left( \frac{3C_{\text{lim}} \tau_{\text{zgp}}}{r_C^3} \right)^{4/3} \quad \text{as} \quad \tau_{\text{zgp}} \to \infty. \tag{102} \]

The angular part, though, remains finite,
\[ 0 < \lim_{\tau_{\text{zgp}} \to \infty} r^2(\tau_{\text{zgp}}, x_C(\tau_{\text{zgp}})) \frac{\Psi^4(x_C(\tau_{\text{zgp}}))}{\Psi^4(x_{C}(\tau_{\text{zgp}}))} = r_C^2 C_{\text{lim}} < \infty. \tag{103} \]

2. Right-hand event horizon \( x_C^+ \)

Now differentiating \( \text{(80)} \) with the integration limit being the right-hand event horizon, i.e. the pair \( \{r_+, x_C^+\} \), with respect to \( C \), it follows that
\[ \frac{r_+^2}{2(r_+ - \frac{3}{2} M + \frac{\eta M^2}{2r_+})} - \frac{1}{2} CK_C(r_+) = x_C^+ \frac{d}{dC} \Psi^6(x_C) \frac{dC}{dx_C}. \tag{104} \]

Adding the equations \( \text{(97)} \) and \( \text{(104)} \) and using \( K_C(\infty) - K_C(r_+) = \eta + O(\delta^2), \text{(174)} \), we find in leading order of \( \delta \) the ODE
\[ -2C_{\text{lim}} \frac{1}{\delta} + O(1) = x_C^+ \frac{d}{dC} \Psi^6(x_C^+) \frac{dC}{dx_C}. \tag{105} \]

Note that this ODE for the location of the right-hand event horizon at late times only differs by a factor of two from \( \text{(98)} \) obtained for the throat. As for the throat we set the conformal factor to one and infer from
\[ -2C_{\text{lim}} \frac{1}{\delta} \simeq x_C^+ \frac{d}{dC} \frac{dx_C^+}{d\delta} \tag{106} \]

that the right-hand event horizon expanded in \( \delta \) as
\[ x_C^+(\delta) \simeq \sqrt[3]{-6C_{\text{lim}} \Omega \ln |\delta|} \quad \text{as} \quad \delta \to 0 \tag{107} \]

moves at late times to infinite values of \( x \) like
\[ x_C^+(\tau_{\text{zgp}}) \simeq \frac{3C_{\text{lim}} \tau_{\text{zgp}}}{r_+^4} \quad \text{as} \quad \tau_{\text{zgp}} \to \infty. \tag{108} \]

i.e. with a location on the grid again proportional to the third root of the time. However looking at the “collapse speed”, i.e. the rate at which the numerical grid falls into the black hole, one can see from
\[ \lim_{\tau_{\text{zgp}} \to \infty} \frac{dx_C^+(\tau_{\text{zgp}})}{d\tau_{\text{zgp}}} \simeq \sqrt[3]{2} \tag{109} \]

that the right-hand event horizon moves at late times by a factor of \( \sqrt[3]{2} \approx 1.2599 \) faster than the throat. For the 3-metric,
\[ g(\tau_{\text{zgp}}, x_C^+(\tau_{\text{zgp}})) \simeq \left( \frac{3C_{\text{lim}} \tau_{\text{zgp}}}{r_+^4} \right)^{4/3} \quad \text{as} \quad \tau_{\text{zgp}} \to \infty \tag{110} \]

and
\[ 0 < \lim_{\tau_{\text{zgp}} \to \infty} r^2(\tau_{\text{zgp}}, x_C^+(\tau_{\text{zgp}})) = r_+^2 < \infty \tag{111} \]

can be found. So the unbounded growth of \( g \) is again proportional to \( \tau_{\text{zgp}}^{4/3} \) and the radial part remains finite. Calculating
\[ \lim_{\tau_{\text{zgp}} \to \infty} \frac{dg(\tau_{\text{zgp}}, x_C^+(\tau_{\text{zgp}}))}{d\tau_{\text{zgp}}} \simeq 2 \left( \frac{r_C^3}{r_+^4} \right)^{4/3} \tag{112} \]

we claim that for Schwarzschild the blowup of \( g \) should occur for the right-hand event horizon by a factor of \( 2 \left( \frac{4}{3} \right)^{4/3} \approx 0.7973 \) slower than for the throat.

3. Left-hand event horizon \( x_C^- \)

For the left-hand event horizon one has to take care of the minus sign on the right-hand side of \( \text{(58)} \). As for the right-hand event horizon, with
\[ \frac{r_+^2}{2(r_+ - \frac{3}{2} M + \frac{\eta M^2}{2r_+})} - \frac{1}{2} CK_C(r_+) = -x_C^{-2} \frac{d}{dC} \Psi^6(x_C^-) \frac{dC}{dx_C} \tag{113} \]

subtracted from \( \text{(97)} \) we obtain
\[ - \left( \frac{r_+^2}{2(r_+ - \frac{3}{2} M + \frac{\eta M^2}{2r_+})} + \frac{1}{2} C_{\text{lim}} \left( \frac{\eta - \frac{2}{3} M}{\sqrt{-\sigma_+ \sigma_-}} \right) \right) \frac{M - \mu}{\sqrt{-\sigma_+ \sigma_-}} \delta + O(\delta^2) = x_C^{-2} \frac{d}{dC} \Psi^6(x_C^-) \frac{dC}{dx_C} \tag{114} \]
As the prefactor of $\delta$ on the left-hand side of \( \text{(114)} \) is positive, we observe that the value of $x_C^{-}$ is decreasing as $\delta$ is decaying to zero. For this reason we do not set the conformal factor to unity here but observe that in the limit of late times the left-hand event horizon will be found at a finite location on the grid to the left of its initial location, i.e.

$$0 < \lim_{\tau_{zgp} \to \infty} x_C^{-}(\tau_{zgp}) = x_{C_{lim}}^{-} < x_+,$$  \hspace{1cm} \text{(115)}$$

It then follows that the 3-metric “freezes” as

$$0 < \lim_{\tau_{zgp} \to \infty} g(\tau_{zgp}, x_C^{-}(\tau_{zgp})) = \frac{x_{C_{lim}}^{-4} \Psi^8(x_{C_{lim}}^{-})}{r_+^4} < \infty,$$  \hspace{1cm} \text{(116)}$$

and

$$0 < \lim_{\tau_{zgp} \to \infty} \frac{\tau^2(\tau_{zgp}, x_C^{-}(\tau_{zgp}))}{\Psi^4(x_{C_{lim}}^{-})} = \frac{r_+^2}{\Psi^4(x_{C_{lim}}^{-})} < \infty$$  \hspace{1cm} \text{(117)}$$

holds.

4. Peak in the radial metric component at $x_C^p$

Finally we want to discuss the peak occurring in the radial component of the rescaled 3-metric at location $x_C^p$. Inferring from Fig. 3 that $x_C^p$ is found to lie between the location of the throat and the right-hand event horizon,

$$x_C \leq x_C^p \leq x_C^+,$$  \hspace{1cm} \text{(118)}$$

we claim that upper and lower bounds for the location of the peak are given by \( \text{(101)} \) and \( \text{(108)} \). Furthermore, the corresponding value of the Schwarzschild radius is then bounded from below by $r_{C_{lim}}$ and from above by $r_+$.

From \( \text{(108)} \) we can therefore infer the following bounds for the peak of $g$,

$$\left(\frac{3C_{lim} \tau_{zgp}}{r_+^4}\right)^{\frac{4}{3}} \lesssim g(\tau_{zgp}, x_C^p(\tau_{zgp})) \lesssim \left(\frac{3C_{lim} \tau_{zgp}}{r_+^4}\right)^{\frac{4}{3}}$$  \hspace{1cm} \text{(119)}$$

which - setting for simplicity the conformal factor to 1 - have to hold in leading order at late times.

F. Numerical results

The late time statements about slice stretching for vanishing shift have been compared for “zgp” boundary conditions and vanishing charge to numerical simulations, see Sec. \( \text{IV E 4} \) for comments on the numerical details. We summarize the result in Fig. 3. Note that this data helps explain e.g. Fig. 3.13 for the outward movement of the event horizon and Fig. 3.16 for the growing peak in the radial metric function $g$ in \( \text{(119)} \).

To determine the numerical data points of Fig. 4 the locations of the throat and the left-hand and right-hand event horizon on a given slice had to be determined. Whereas an event horizon can be located by searching for the isosurfaces $r = 0, r_+ = 2M$, searching for the throat as the minimum of $r$ is difficult at late times as the minimum is very shallow, c.f. Fig. 3. Instead the throat has been located via its value of the lapse function that is given at late times by \( \text{(117)} \). Finding the event horizon by the corresponding values of the lapse yields locations that are very similar to the ones obtained with the isosurface based method.

Note in Fig. 4 that for the left-hand event horizon both the location and the value of $g$ are essentially constant in agreement with analytical predictions. In addition, one can infer for the throat and the right-hand event horizon that the late time behavior for the locations is very well reproduced by \( \text{(101)} \) and \( \text{(108)} \). The corresponding curves have been fitted to the numerical value at $\tau_{zgp} = 80M$ since the LTA only reproduces the behavior at late times but is not capable of describing the behavior at early times. Fitting at this value of $\tau_{zgp}$ is a compromise between applying the LTA at reasonably late times and avoiding large numerical errors at later times.

For the blowup of $g$ the accelerating growth taking place at the throat and the right-hand even horizon is reproduced qualitatively by \( \text{(102)} \) and \( \text{(110)} \). However, the reader should bear in mind several factors which contribute to deviations. On the one hand several simplifications, valid only at late times, have been used when deriving the late time statements. On the other hand the numerical errors in determining values at only approximately known positions by interpolation in a sharply peaked metric profile are not negligible. Furthermore, the numerical outer boundary is an approximation to a radiative boundary condition, and its influence is felt by the interior solution at later times, producing an error in the height of the metric peak.

Finally, Fig. 4 also shows the bounds for the peak in the radial metric component derived in Sec. \( \text{IV E 4} \). These bounds are not very sharp, c.f. the gray area in Fig. 4. But note that the peak in the radial metric component has to grow proportional to $\tau_{zgp}^{1/3}$. An exponential growth of the 3-metric, which in numerical relativity was sometimes expected for the slice stretching problem, can be ruled out.

V. CONCLUSION AND OUTLOOK

In this paper we have considered the late time limit of maximal slicing of the extended Reissner-Nordström spacetime for both even and numerically motivated “zgp” boundary conditions. In this limit, the leading order terms of the lapse function and the 3-metric at the puncture, the left-hand event horizon, the throat, and the right-hand event horizon together with the corresponding locations on the grid as a function of time have been obtained for vanishing shift.

Taken together, the late time analysis for the lapse
and statements for the grid locations provide an analytic understanding of the numerically observed lapse profile for “zgp” boundary conditions with the “collapse of the lapse” and the “outward moving shoulder”. The lapse has been shown to collapse at late times at the puncture, the left-hand event horizon and the throat, with the latter moving outward. The value of the lapse at the right-hand event horizon, however, moving outward slightly faster than the throat, approaches the finite value $0 < \frac{\partial \t} {\partial \t} \leq \frac{\alpha_{lim}}{\alpha_{lim}} = \frac{1}{3} \sqrt{3} \approx 0.3248$.

Furthermore, we have discussed slice stretching effects, which have unpleasant consequences in numerical simulations. The associated effects, such as outward-drifting of the throat and the right-hand event horizon (slice sucking) and unbounded growth of components of the 3-metric (slice wrapping), have been described analytically. In particular, we were able to rule out an exponential growth of the latter.

For the “zgp” Schwarzschild case, the analytic statements for the outward moving shoulder in the lapse profile and the development of a rapidly growing peak in the rescaled radial metric function have been verified numerically.

Note that for constant mean curvature slicing of the Schwarzschild spacetime the time scale of the collapse of the lapse has been determined as a function of $K$ in [28]. It would be interesting to extend our studies in this direction.

For more accurate and longer lasting simulations with singularity avoiding slicing, promising strategies are either to use singularity excision or to use a non-trivial shift, which as the slice stretching develops reacts by pulling out grid points from the inner region. This has to be done based on appropriate conditions imposed on the 3-metric. Candidates like the minimal distortion shift, which as the slice stretching develops reacts by approximately freezing slice stretching. It is therefore of significant interest to provide an analytic understanding of the late time behavior of these shift conditions as is now available for maximal slicing. Some analytical work has been already done in [29], and we plan to examine shift conditions in more detail in the future.
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**APPENDIX: PROOF OF THE LATE TIME ANALYSIS**

**1. Ansatz**

For our LTA, in contrast to [3] we will not rescale quantities like $C, \tau$ or $\delta$ by their units of $M$ here, since quite often the involved powers of $M$ give insight into the underlying physics and provide a first check of the formulas. So throughout this proof $M$ will be understood as a positive constant not necessarily equal to one, $M > 0$. Furthermore, we will restrict the charge parameter $q = \frac{Q^2}{M^2}$, the squared ratio between charge $Q$ and mass $M$, to $0 \leq q < 1$ to discuss only the non-extremal Reissner-Nordström spacetime.

The ansatz for the LTA is based on an expansion in $\delta = r_C - r_{C_{lim}}$, i.e. the difference between the radial coordinate at the throat $r_C$ on a slice labeled with $C$ and its limiting value $r_{C_{lim}}$ corresponding to $C_{lim}$. As $\delta$ for the non-extremal Reissner-Nordström metric decreases strictly monotonically for $C \in [0, C_{lim}]$, the range of $\delta$ is $\delta \in [0, \sigma_+]$, and the late time limit is obtained by considering the limit $\delta \to 0$. Here for convenience $\sigma_+ > 0$ as in [30] has been introduced. Note that $\sigma_+$ as a function of $q$ decreases from $\frac{\sqrt{2}}{2}$ for the Schwarzschild case to zero for the extremal Reissner-Nordström case, where the LTA obviously breaks down.

We want to point out that, for the non-extremal Reissner-Nordström metric, $\delta$ defined by [30] yields a valid ansatz for the discussion of the late time behavior of spacelike maximal slices extending on both sides of the throat to infinity (referred to as “horizon-horizon” slices in [28]) unless one starts with the initial slice being the limiting slice $r = r_{C_{lim}}$.

The task of finding the $\delta$-series for the times at infinity and the lapse at the puncture ($\alpha^+ |_{x=0}$), the throat ($\alpha^+ |_{r_C}$), and the event horizon ($\alpha^+ |_{r_x}$) can now be reduced to expanding $C$ and the integrals $H_C(\infty)$, $K_C(r_+)$, and $K_C(\infty)$ in $\delta$. This one can see from the formulas for the $\tau$’s and $\alpha$’s, [27, 29] and [10, 20], for the even and “zgp” boundary conditions.

**2. Expanding the slice label $C(\delta)$**

With $r_C$ the unique (double counting for $C = C_{lim}$) root of the polynomial $p_C(r)$, it follows that

$$C = r_C \sqrt{-r_C^2 + 2Mr_C - qM^2}$$

$$= r_C \sqrt{r_+ - r_C} \sqrt{r_C - r_-}$$

$$= (\delta + r_{C_{lim}}) \sqrt{\sigma_+ - \delta \sqrt{\delta - \sigma_-}}.$$

Here [30] has been used and without loss of generality the positive root has been chosen to yield $0 \leq C \leq C_{lim}$, since the negative root, $-C_{lim} \leq C \leq 0$, together with an inversion of the time direction, $\tau \to -\tau$, would result in the same maximal foliation. Making use of the positive...
constant $\mu$ defined in \[29\] and expanding $C$ up to second order in $\delta$ yields
\[
C = C_{lim} + \frac{M - \mu}{2\sqrt{|\sigma_+\sigma_-|}} \delta^2 + O(\delta^3). \tag{121}
\]
Here $C_{lim} = rC_{lim}\sqrt{-\sigma_+\sigma_-}$ can be read off from \[120\] in the limit $\delta \to 0$. For later use \[121\] is differentiated with respect to $\delta$ to obtain
\[
\frac{dC}{d\delta} = \frac{M - \mu}{\sqrt{-\sigma_+\sigma_-}} \delta + O(\delta^2), \tag{122}
\]
an upper bound for $C_{lim} - C$ is given by
\[
0 \leq C_{lim} - C \leq \frac{C_{lim}}{\delta^2} |C = 0 \delta^2 = \frac{C_{lim}}{\sigma_+^2}, \tag{123}
\]
and also the difference between $C_{lim}^2$ and $C^2$ is calculated,
\[
C_{lim}^2 - C^2 = \delta^2 (\delta^2 + \mu\delta + \nu), \tag{124}
\]
using $\nu$ as in \[10\].

3. Expanding the time at infinity $\tau(\delta)$

a. First Task

In order to prove the statements for the exponential decay of $\delta$ at time at infinity, one has to show for even boundary conditions that
\[
\tau_{even} = H_C(\infty) = -\Omega \ln |\delta| + \Lambda + O(\delta) \tag{125}
\]
holds, which inverted with the correct expressions for $\Omega$ and $\Lambda$ as in \[42\] and \[43\] implies \[44\]. Once this is shown for the even case, together with \[120\] the result for the "zgp" case follows trivially from \[45\]
\[
\tau_{zgp} = 2H_C(\infty) - \frac{C}{M} = -2\Omega \ln |\delta| + (2\Lambda - \frac{C_{lim}}{M}) + O(\delta). \tag{126}
\]
The basic feature of the proof now consists of finding approximations $H$ for $H_C(\infty)$ which, being straightforward to integrate and to expand in $\delta$, allow estimates for the remainder in order to complete the task of showing \[120\]. The necessary preparations and estimates will be derived in the following.

b. Preparations

We start with
\[
H_C(\infty) = -\int_{\delta}^{\infty} \frac{C(\delta)}{f(r)\sqrt{pc(r)}} \, ds \tag{127}
\]
obtained by substituting
\[
r = s + rC_{lim} \tag{128}
\]
in the integral \[114\] to be calculated for the time at infinity \[121\], and write $C(\delta)$ as in \[120\]. For the term $\frac{1}{f(r)}$ one can then find with $\lambda_+ \geq 0$ as in \[111\] the following expansion into a partial fraction,
\[
\frac{1}{f(r)} = \frac{(s + rC_{lim})^2}{(s + rC_{lim})^2 - 2M(s + rC_{lim}) + qM^2} = 1 + \frac{\lambda_+}{s - \sigma_+} + \frac{\lambda_-}{s - \sigma_-}. \tag{129}
\]
Also one should observe that for the polynomial $pc_{lim}(r)$ corresponding to the limiting value $C_{lim}$ with $rC_{lim}$ being a double root,
\[
pc_{lim}(r) = r^4f(r) + C_{lim}^2 \tag{130}
\]
and $\Lambda$ as in \[45\] implies \[46\]. Once this is shown for the even case, together with \[120\] we obtain the expression
\[
pc_{lim}(r) = s^2(s^2 + \mu s + \nu). \tag{131}
\]
Hence together with \[121\] we derive the expression
\[
\frac{1}{\sqrt{pc(r)}} - \frac{1}{\sqrt{\nu(s^2 - \delta^2)}} = \frac{\sqrt{pc(r)} - \sqrt{\nu(s^2 - \delta^2)}}{\sqrt{pc(r)} + \sqrt{\nu(s^2 - \delta^2)}} \tag{127}
\]
\[
\leq \frac{\sqrt{\nu + 2(s^2 + \mu s) - 1}}{\nu \sqrt{s^2 - \delta^2}} \tag{135}
\]
is found by applying \[134\] in the numerator, \[138\] in the denominator and using $\sqrt{1 + x} \leq 1 + \frac{x}{2}$, $x \geq 0$. With
\[
\frac{d}{dC} \left[ \frac{C}{\sqrt{pc(r)}} \right] = \frac{r^4f(r)}{pc(r)^2} \tag{136}
\]
the mean value theorem can be applied to yield together with (125) the inequality

\[
\left| \frac{1}{f(r)} \left( \frac{C}{\sqrt{pC(r)}} - \frac{C_{lim}}{\sqrt{pC_{lim}(r)}} \right) \right| \leq \frac{C_{lim}}{\sigma_+^2} \frac{\delta^2 r^4}{pC(r)^{3/2}},
\]

which by continuity is also valid for \( r = r_+ \). Using (137) and also (133), this can be written in the form

\[
\left| \frac{1}{f(r)} \left( \frac{C(\delta)}{\sqrt{pC(r)}} - \frac{C_{lim}}{\sqrt{pC_{lim}(r)}} \right) \right| \leq \frac{C_{lim}}{\sigma_+^2} \frac{\delta^2 (s + rC_{lim})^4}{pC(r)^{3/2}},
\]

\[
\leq \frac{C_{lim}}{\sigma_+^2} \frac{\delta^2 (s + rC_{lim})^4}{(\nu(s^2 - \delta^2)^2)^{3/2}}. \tag{138}
\]

It is worth mentioning that for the two estimates \( (132) \) and \( (133) \) contact with Eq. (3.12) and (3.13) in \( \mathbb{R} \) can be made by recalling the values \( 0^\mu = 4M \) and \( 0^\nu = \frac{\nu}{2} M^2 \) for zero charge.

c. Estimate for the integral \( H_\infty(\infty) \)

The integration domain for the integration taking place in (127) is split into \( A : 0 < \delta \leq \sqrt{\delta \sigma_+} < \sigma_+ \) and \( B : \sqrt{\delta \sigma_+} \leq s \leq \infty \). So we can write

\[
H_\infty(\infty) = H^A + H^B
= ( H^A - H^A ) + H^A + ( H^B - H^B) + H^B(139)
\]

introducing the approximation integrals \( H^A \) and \( H^B \) given by

\[
H^A = -\int_\delta^{\sqrt{\delta \sigma_+}} \frac{C_{lim} ds}{f(r) \sqrt{\nu(s^2 - \delta^2)}}, \tag{140}
\]

\[
H^B = -\int_{\sqrt{\delta \sigma_+}}^{\infty} \frac{C_{lim} ds}{f(r) \sqrt{pC_{lim}(r)}}, \tag{141}
\]

Using (129) we obtain \( H^A \) as

\[
H^A = -\frac{C_{lim}}{\sqrt{\nu}} \left( I^{A^+} + \lambda_+ I^{B^+} + \lambda_- I^{B^-} \right), \tag{142}
\]

where the following integrals can be computed explicitly (using e.g. Chap. 21 of \( \mathbb{R} \)) and expanded in \( \delta \) in the late time limit \( \delta \to 0 \) as

\[
I^{A^+} = \int_{\delta}^{\sqrt{\delta \sigma_+}} \frac{ds}{\sqrt{s^2 - \delta^2}}, \tag{143}
\]

\[
= -\frac{1}{2} \ln |\delta| + \ln \left( \frac{2 \sqrt{\sigma_+}}{\sqrt{\sigma_+}} \right) + O(\delta),
\]

\[
I^{B^\pm} = \int_{\delta}^{\delta \sigma_+} \frac{ds}{(s - \sigma_\pm) \sqrt{s^2 - \delta^2}} ds, \tag{144}
\]

\[
= \frac{1}{2} \ln |\delta| - \ln \left( \frac{2 \sqrt{\sigma_+}}{\sigma_\pm} \right) + o(1),
\]

yield

\[
H^A = -\frac{C_{lim}}{2 \sqrt{\nu}} \left( 1 - \frac{\lambda_+}{\sigma_+} + \frac{\lambda_-}{\sigma_-} \right) \ln |\delta| \tag{145}
- \frac{C_{lim}}{\sqrt{\nu}} \left( 1 - \frac{\lambda_+}{\sigma_+} + \frac{\lambda_-}{\sigma_-} \right) \ln \left( \frac{2 \sqrt{\sigma_+}}{\sigma_\pm} \right) + o(1).
\]

Similarly, for \( H^B \) written as

\[
H^B = -C_{lim} \left( I^{B^*} + \lambda_+ I^{B^+} + \lambda_- I^{B^-} \right), \tag{146}
\]

when introducing \( \xi^\pm \geq 0 \) as in (129), with

\[
I^{B^*} = \int_{\delta \sigma_+}^{\infty} \frac{ds}{\sqrt{pC_{lim}(r)}}, \tag{147}
\]

\[
= -\frac{1}{2 \sqrt{\nu}} \ln |\delta| - \frac{1}{\sqrt{\nu}} \ln \left( \frac{2 \sqrt{\nu} + \mu}{\sqrt{\sigma_+}} \right) + o(1),
\]

\[
I^{B^\pm} = \int_{\delta \sigma_+}^{\sigma_\pm} \frac{ds}{(s - \sigma_\pm) \sqrt{pC_{lim}(r)}} ds \tag{148}
\]

\[
= \frac{1}{2 \sqrt{\nu \sigma_\pm}} \ln |\delta| + \frac{1}{\sqrt{\nu \sigma_\pm}} \ln \left( \frac{2 \sqrt{\nu} + \mu}{\sqrt{\sigma_+}} \right)
+ \frac{\xi^\pm}{\lambda^\pm} + o(1),
\]

we obtain

\[
H^B = -\frac{C_{lim}}{2 \sqrt{\nu}} \left( 1 - \frac{\lambda_+}{\sigma_+} + \frac{\lambda_-}{\sigma_-} \right) \ln |\delta| \tag{149}
+ \frac{C_{lim}}{\sqrt{\nu}} \left( 1 - \frac{\lambda_+}{\sigma_+} + \frac{\lambda_-}{\sigma_-} \right) \ln \left( \frac{2 \sqrt{\nu} + \mu}{\sqrt{\sigma_+}} \right)
- C_{lim}(\xi^+ + \xi^-) + o(1).
\]
Estimating the remainders for $\triangle H^A = |H^A - \mathcal{H}^A|$ now yields
\[
\triangle H^A = \left| \int_{\delta_{+}}^{\delta} \frac{1}{f(r)} \left( \frac{C(\delta)}{\sqrt{pC(r)}} - \frac{C_{\text{lim}}}{\sqrt{\nu(s^2 - \delta^2)}} \right) ds \right|
\]
\[
\leq \left| \int_{\delta_{+}}^{\delta} \frac{1}{f(r)} \left( \frac{C(\delta) - C_{\text{lim}}}{\sqrt{pC(r)}} \right) ds \right|
+ \left| \int_{\delta_{+}}^{\delta} \frac{C_{\text{lim}}}{f(r)} \left( \frac{1}{\sqrt{pC(r)}} - \frac{1}{\sqrt{\nu(s^2 - \delta^2)}} \right) ds \right|
\leq \text{const} \cdot \delta^2 \int_{\delta_{+}}^{\delta} \frac{(s + rC_{\text{lim}})^4 ds}{(s^2(s^2 + 2\mu s + \nu))^2}. \tag{151}
\]

Following [3] and splitting this integral into
\[
\int_{\delta_{+}}^{\delta} \frac{(s + rC_{\text{lim}})^4 ds}{(s^2(s^2 + 2\mu s + \nu))^2} \leq \text{const} \cdot \int_{\delta_{+}}^{\delta} \frac{ds}{(s^2 - \delta^2)^2}
= O(\frac{1}{\delta}) \tag{152}
\]
and
\[
\int_{\delta_{+}}^{\delta} \frac{ds}{s^2(s^2 + 2\mu s + \nu)} \leq \text{const} \cdot \int_{\delta_{+}}^{\delta} \frac{ds}{s^2} = O(1), \tag{153}
\]
we finally find
\[
|H^B - \mathcal{H}^B| = O(\delta). \tag{154}
\]
Putting the results for the $\mathcal{H}'$s and the estimates of the remainders $\triangle H = |H - \mathcal{H}|$, [1.13 1.14 1.15] and [1.16 1.17], together we obtain
\[
H_C(\infty) = -\Omega \ln |\delta| + \Lambda + o(1) \tag{155}
\]
with $\Omega$ and $\Lambda$ as proposed in [1.13] and [1.15]. However, comparing [1.16] with the original task as formulated in [1.17], it turns out that our estimates so far are (as in [3]) “not quite good enough” to conclude the form of the higher order term appearing in the exponential decay of $\delta$ with $\tau$. The estimates give $\Omega$ and $\Lambda$, but we now proceed to improve the estimate for the $o(1)$ term.

Next, we have to show that in the limit $\delta \to 0$ the last equality in
\[
\frac{dH_C(\infty)}{d\delta} = -\frac{1}{2} K_C(\infty) \frac{dC}{d\delta} = -\frac{1}{2} \Omega + O(1) \tag{156}
\]
holds. This expression is obtained by making contact between $H_C(\infty)$ and $\mathcal{K}_C(\infty)$ using [22]. Note that integrating [156], which yields
\[
H_C(\infty) = -\Omega \ln |\delta| + \Lambda^* + O(\delta), \tag{157}
\]
and inferring $\Lambda = \Lambda^*$ finally proves the original task formulated in [126]. So with [122] one has to show
\[
K_C(\infty) = \frac{2\Omega \sqrt{\alpha - \sigma_+}}{M - \mu} \cdot \frac{1}{\delta^2} + O(\frac{1}{\delta}). \tag{158}
\]

**e. Estimate for the integrals $K_C(r_+)$ and $K_C(\infty)$**

Substituting [128] in [17], we can write $K_C(\infty)$ as
\[
K_C(\infty) = \int_{\delta}^{\sigma_+} \left( 1 + \frac{\chi_+}{(s - M - \mu)^2} + \frac{\chi_-}{s^2} \right) \sqrt{\nu(s^2 - \delta^2)} ds \tag{159}
\]
making use of a partial fraction with $\chi_\pm$ defined in [13]. For $K_C(\infty)$ the integration domain can be split at the event horizon, which is appropriate since one is later on also interested in $K_C(r_+)$. Note that this was not possible for $H_C(\tau)$ since this integral diverges at $r_+$. Hence $A : 0 < \delta \leq s \leq \sigma_+$ and $B : \sigma_+ \leq s \leq \infty$ are the integration domains. Again we can write
\[
K_C(\infty) = K_A + K_B \tag{160}
= (\mathcal{K}_A - \mathcal{K}^A) + (\mathcal{K}_B - \mathcal{K}^B) + \mathcal{K}^B \tag{160}
\]
and introduce approximation integrals $\mathcal{K}^A$ and $\mathcal{K}^B$ by
\[
\mathcal{K}^A = \int_{\delta}^{\sigma_+} \left( 1 + \frac{\chi_+}{(s - M - \mu)^2} + \frac{\chi_-}{s^2} \right) \sqrt{\nu(s^2 - \delta^2)} ds \tag{161}
= \mathcal{J}^A + \chi_+ \mathcal{J}^A + \chi_- \mathcal{J}^{-A}, \tag{161}
\]
\[
\mathcal{K}^B = \int_{\sigma_+}^{\infty} \left( 1 + \frac{\chi_+}{(s - M - \mu)^2} + \frac{\chi_-}{s^2} \right) \sqrt{\nu(s^2 - \delta^2)} ds \tag{162}
= \mathcal{J}^B + \chi_+ \mathcal{J}^B + \chi_- \mathcal{J}^{-B}. \tag{162}
\]
Explicitly computing and expanding the $J$’s yields

\[
J^{A^*} = \int_{\delta}^{\sigma_+} \frac{ds}{\sqrt{\nu(s^2 - \delta^2)}} = O(\ln |\delta|), \tag{163}
\]

\[
J^{A^+} = \int_{\delta}^{\sigma_+} \frac{ds}{(s - \frac{M - \mu}{2})^2 \sqrt{\nu(s^2 - \delta^2)}} = O(\ln |\delta|), \tag{164}
\]

\[
J^{A^-} = \int_{\sigma_+}^{\infty} \frac{ds}{s^2 \sqrt{\nu(s^2 - \delta^2)}} = \frac{1}{\sqrt{\nu \delta^2}} + O(1). \tag{165}
\]

Abbreviating $\ln [\cdots] = \ln \left( \frac{\sigma_+^{\mu+2(\nu+\sqrt{\nu\sigma_+^2+\sigma_+\mu+\nu})}{\sigma_+^{(\mu+2\sqrt{\nu})}} \right)$ also

\[
J^{B^*} = \int_{\sigma_+}^{\infty} \frac{ds}{pC_{\text{ci}m}(r)} = \frac{1}{\sqrt{\nu}} \ln [\cdots], \tag{166}
\]

\[
J^{B^+} = \int_{\sigma_+}^{\infty} \frac{ds}{(s - \frac{M - \mu}{2})^2 \sqrt{pC_{\text{ci}m}(r)}} = \frac{16(2\sigma_+ - M + 2\sqrt{\sigma_+^2 + \sigma_+\mu + \nu})}{(2\sigma_+ - M)^2(M - \mu)^2} + \frac{1}{\sqrt{\nu}(M - \mu)^2} \ln [\cdots], \tag{167}
\]

\[
J^{B^-} = \int_{\sigma_+}^{\infty} \frac{ds}{s^2 \sqrt{\nu pC_{\text{ci}m}(r)}} = \frac{3\sigma_+^2\mu + (2\nu - 3\sigma_+\mu + \nu)\sqrt{\sigma_+^2 + \sigma_+\mu + \nu}}{(2\sigma_+\nu)^2} + \frac{1}{\sqrt{\nu}} \frac{3\sigma_+^2 - 4\nu}{8\nu^2} \ln [\cdots] \tag{168}
\]

are found. Summarizing results,

\[
K^A = \frac{\chi^-}{\sqrt{\nu \delta^2}} + O(\ln |\delta|) \tag{169}
\]

and with $\eta$ defined already in \ref{eq:14} we obtain

\[
K^B = J^{B^*} + \chi_+ J^{B^+} + \chi_- J^{B^-} = \eta = O(1). \tag{170}
\]

Last, but not least, the remainders in the limit $\delta \to 0$ can be estimated for $\Delta K^A = |K^A - K^A|$, using \ref{eq:137} and for $\Delta K^B = |K^B - K^B|$, using \ref{eq:138} while considering \ref{eq:121}. Now taking finally into account the results for the $K$’s and the estimates $\Delta K = |K - K|$, \ref{eq:169} \ref{eq:170} and \ref{eq:171} \ref{eq:172}, together with the statements \ref{eq:136} and therefore \ref{eq:123} are proven. Furthermore, since $K_C(\infty)$ and $K_C(r_+)$ differ by $K^B$ only, we can conclude from \ref{eq:170} and \ref{eq:172} that

\[
K_C(\infty) - K_C(r_+) = \eta + O(\delta^2) \tag{174}
\]

holds. We can use this expression to extend the study of \ref{eq:3} since \ref{eq:172} allows us to obtain expansions in $\delta$ not only at the throat but also at the event horizon.

4. Expanding the multiplicator function $\Phi(\delta)$ and the lapse $\alpha(\delta)$

Using \ref{eq:155} the multiplicator function $\Phi$ can be expanded in $\delta$ as

\[
\Phi = \frac{1}{2} \frac{K_C(\infty)}{k_{\text{ci}m}} + \frac{1}{2} - \frac{\sqrt{\nu}}{\chi - M} \delta^2 + O(\delta^3). \tag{175}
\]

So at late times the “zgp” lapse is in leading order the average of the odd and even lapse.

The lapse at the puncture is minus and plus one for the odd and even boundary conditions, respectively, and therefore at $x = 0$ the “zgp” lapse constructed as a linear combination is obtained as

\[
\alpha^-_{\text{zgp}} |x=0 = \Phi \cdot \alpha_{\text{even}} |x=0 + (1 - \Phi) \cdot \alpha_{\text{odd}} |x=0 = 2\Phi - 1 = -\frac{\sqrt{\nu}}{\chi - M} \delta^2 + O(\delta^3). \tag{176}
\]

Next, the value of the lapse at the throat $r_C$ is found for the even case from \ref{eq:16} using \ref{eq:30},

\[
\alpha^+_{\text{even}} |r_C = -\frac{1}{K_C(\infty)} \frac{\delta + r_{\text{ci}m}}{\delta(\delta - M - \mu)} = \frac{2r_{\text{ci}m} \sqrt{\nu}}{\chi - (M - \mu)} \delta + O(\delta^2), \tag{177}
\]
and for the “zgp” boundary conditions it is at leading order half of this value,
\[\alpha_{zgp}^+ |_{r_c} = \Phi \cdot \alpha_{even}^+ |_{r_c} = \frac{r_{fmt} \sqrt{\nu}}{\chi_- (M - \mu)} \delta + \mathcal{O}(\delta^2)\],
(178)
since the lapse at the event horizon can be expanded in \(\delta\). Remembering that \(r_+\) is a root of \(f(r)\), the odd lapse it follows that \(\alpha_{odd}^+ |_{r_+} = \pm \frac{2}{r_+} \). The even lapse at \(r_+\) is given by
\[\alpha_{even}^+ |_{r_+} = -\frac{1}{K_C(\infty)} \left( \frac{4}{\sigma_+ - \sigma_-} - \frac{C}{r_+^2} K_C(r_+) \right)\]
\[= \frac{C_{lim} + \sqrt{\nu}}{r_+^2} \left( \frac{2}{\sigma_+ - \sigma_-} - \frac{1}{r_+^2} (C_{lim} \eta) \right)\]
\[-\frac{M - \mu}{2\sqrt{-\sigma_+ \sigma_-} \sqrt{\nu}} \right) \delta^2 + \mathcal{O}(\delta^3)\],
(179)
where the expansions \(\alpha_{odd}^+ |_{r_+} \), \(\alpha_{even}^+ |_{r_+} \), and \(\alpha_{zgp}^+ |_{r_+} \) have been used. With the series \(\alpha_{even}^+ |_{r_+} \) for \(\Phi\) it turns out that for the “zgp” boundary conditions on the left-hand side of the throat the value of the lapse at the event horizon collapses to zero as
\[\alpha_{zgp}^- |_{r_+} = \Phi \cdot \alpha_{even}^- |_{r_+} + (1 - \Phi) \cdot \alpha_{odd}^- |_{r_+}\]
\[= \frac{\sqrt{\nu}}{\chi_-} - \frac{2}{\sigma_+ - \sigma_-} \]
\[-\frac{C_{lim} (1 + \eta^2)}{2} \delta^2 + \mathcal{O}(\delta^3)\].
(180)
On the right-hand side, though, with
\[\alpha_{zgp}^+ |_{r_+} = \Phi \cdot \alpha_{even}^+ |_{r_+} + (1 - \Phi) \cdot \alpha_{odd}^+ |_{r_+}\]
\[= \frac{C_{lim} + \sqrt{\nu}}{r_+^2} \left( \frac{2}{\sigma_+ - \sigma_-} - \frac{1}{r_+^2} (C_{lim} \eta) \right)\]
\[-\frac{M - \mu}{2\sqrt{-\sigma_+ \sigma_-} \sqrt{\nu}} \right) \delta^2 + \mathcal{O}(\delta^3)\]
(181)
as for the even boundary conditions, the value \(\frac{C_{lim}}{r_+^2}\) is approached. The latter is an important example for the conjecture regarding the late time limit of the lapse at the right-hand event horizon stated in our previous paper \[\text{[11]}\].

5. Comments

We want to make several comments regarding the proof of the late time analysis.

Since the whole proof depends on the statements \(\text{[120]}\) and \(\text{[174]}\) for \(H_C(\infty)\) and \(K_C(\infty) - K_C(r_+)\), these two fundamental expressions have been checked numerically in \[\text{[12]}\]. This can be done by calculating for different values of \(q\) the integrals \(H_C(\infty)\), \(K_C(r_+)\), and \(K_C(\infty)\) with Mathemtica and by verifying that both \(\frac{1}{\delta} |H_C(\infty) - (\Omega \ln \delta + \Lambda)|\) and \(\frac{1}{\delta} |K_C(\infty) - K_C(r_+) - \eta|\) behave like \(\mathcal{O}(1)\) in the limit \(\delta \to 0\). Hence not only the formulas \(\text{[39]}\) \(\text{[40]}\) and \(\text{[41]}\) found for \(\Omega, \Lambda\) and \(\eta\) as functions of \(q\) can be confirmed, but also the order of the “rest term” appearing in \(\text{[120]}\) and \(\text{[174]}\) can be verified.

Note that astrophysically relevant black holes are expected to have \(0 \leq q \ll 1\) as it would be very difficult for any astrophysical body to achieve and/or maintain a charge to mass ratio \(\sqrt{q} = \frac{Q}{M}\) of greater than \(10^{-18}\) \[\text{[50]}\], since otherwise particles of opposite charge would be attracted selectively. By analyzing the terms depending on \(q\) appearing in the \(\delta\) expansions, one can see that for moderate charges these expressions deviate only very little from their Schwarzschild values denoted by an upper index “0” referring to zero charge. For quantitative details and plots of \(\Omega, \Lambda\), the \(\kappa\)’s, and \(\eta\) as a function of \(q\) see \[\text{[12]}\].

However, in the limit \(q \to 1\) the expressions for \(\Omega\) and \(\Lambda\) diverge like
\[\Omega \approx 1 \frac{1}{\sqrt{1 - q} M} \]
(182)
and
\[\Lambda \approx 1 \frac{1}{2} \frac{\ln |1 - q|}{\sqrt{1 - q} M} + \frac{\ln [2]}{\sqrt{1 - q} M}. \]
(183)
Furthermore, with \(C_{lim}\) vanishing like
\[C_{lim} \approx 1 \sqrt{1 - q} M^2 \]
(184)
the pre-exponential factors approach zero for \(q \to 1\) as
\[\kappa_{even} \approx \kappa_{zgp} \approx 2 \sqrt{1 - q} M, \]
(185)
and the LTA obviously breaks down. This, however, is no surprise as for the extremal Reissner-Nordström spacetime containing a naked singularity our ansatz for \(\delta\), \(\text{[39]}\), is not valid.

Using previously stated expressions, it should be straightforward for the reader interested in the full 4-metric at the event horizon to expand also the radial metric component, \(\text{[3]}\), and for even or “zgp” boundary conditions the shift, \(\text{[10]}\). But note that both \(\gamma\) and \(\beta\) diverge at the throat. This, however, is only a coordinate effect of the radial gauge. For numerical purposes it is therefore preferable to perform as in Subsecs. \(\text{[4]}\) and \(\text{[6]}\) a late time expansion of the 3-metric (or the shift) in suitable spatial coordinates such as the isotropic (or, in the case of a non-vanishing shift, isothermal) grid coordinates.
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FIG. 2: For puncture, left-hand event horizon, throat and right-hand event horizon from top to bottom the value of the lapse as a function of time at infinity is shown. The lines plotted in gray or black corresponding to even or “zgp” boundary conditions - represent analytic results obtained for $q = 0$ (solid), 0.5 (dashed) and 0.99 (dot-dashed). In addition numerical results obtained for vanishing charge and “zgp” boundary conditions are plotted as symbols. Those are found to agree very well with our analytic statements at the puncture (circles) and the left-hand event horizon (downward pointing triangles). The deviations occurring at the throat (boxes) and the right-hand event horizon (upward pointing triangles) are explained in the text.

FIG. 3: For “zgp” boundary conditions numerical results at times $\tau_{zgp} = \{0, 1M, 10M, 100M\}$ are shown to demonstrate the “collapse of the lapse” and “slice wrapping and sucking” taking place as the limiting slice $r = \frac{3M}{2}$ is approached. The “symptoms” of slice stretching are the development of a rapidly growing peak in the radial metric function (note the logarithmic scale!) and the outward-drifting of coordinate locations. To study the latter, one should observe the location of the throat, the peak in the radial component of the rescaled 3-metric, and the right-hand event horizon denoted by boxes, stars, and upward pointing triangles, respectively.
FIG. 4: Top: Slice sucking is studied numerically by plotting as a function of time the location on the grid of the throat (shown as boxes) and the right-hand event horizon (denoted by upward pointing triangles). In between the latter two the peak in the radial metric component (plotted as stars) is found. The analytically derived late time behavior (fitted at $\tau_{zgp} = 80M$ and predicting a growth proportional to $\tau_{zgp}^{1/3}$ with known prefactors) agrees very well with numerical results. Bottom: Similarly slice wrapping can be investigated by evaluating the radial part of the 3-metric at those locations. At late times again agreement with the analytically derived blow-up proportional to $\tau_{zgp}^{4/3}$ is found. The gray area indicates the bounds obtained for the peak in $g$. 

\[
g = \frac{c_{xx}}{q_d}
\]