Inverting Gradients - How easy is it to break privacy in federated learning?
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Abstract. The idea of federated learning is to collaboratively train a neural network on a server. Each user receives the current weights of the network and in turns sends parameter updates (gradients) based on local data. This protocol has been designed not only to train neural networks data-efficiently, but also to provide privacy benefits for users, as their input data remains on device and only parameter gradients are shared. In this paper we show that sharing parameter gradients is by no means secure: By exploiting a cosine similarity loss along with optimization methods from adversarial attacks, we are able to faithfully reconstruct images at high resolution from the knowledge of their parameter gradients, and demonstrate that such a break of privacy is possible even for trained deep networks. Moreover, we analyze the effects of architecture as well as parameters on the difficulty of reconstructing the input image, prove that any input to a fully connected layer can be reconstructed analytically independent of the remaining architecture, and show numerically that even averaging gradients over several iterations or several images does not protect the user’s privacy in federated learning applications in computer vision.
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1 Introduction

Federated or collaborative learning [7,32] is a distributed learning paradigm that has recently gained significant attention as both data requirements and privacy concerns in machine learning continue to rise [24,17,36]. The basic idea is to train a machine learning model, for example a neural network, by optimizing the parameters \( \theta \) of the network using a loss function \( \mathcal{L} \) and exemplary training data consisting of input images \( x_i \) and corresponding labels \( y_i \) in order to solve

\[
\min_{\theta} \sum_{i=1}^{N} \mathcal{L}(x_i, y_i).
\]

We consider a distributed setting in which a server wants to solve (1) with
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Fig. 1: Reconstruction of an input image $x$ from the gradient $\nabla_\theta \mathcal{L}_\theta(x, y)$ of a ResNet-18. Left: Image from the validation dataset. Middle: Reconstruction from an untrained ResNet-18. Right: Reconstruction from a ResNet-18 trained on ImageNet. In both cases, the intended privacy of the image is broken.

the help of multiple users that own training data $(x_i, y_i)$. The idea of federated learning is to only share the gradients $\nabla_\theta \mathcal{L}_\theta(x_i, y_i)$ instead of the original data $(x_i, y_i)$ with the server which it subsequently accumulates to update the overall weights. Using gradient descent the server’s updates could, for instance, constitute

$$\theta^{k+1} = \theta^k - \tau \sum_{i=1}^N \nabla_\theta \mathcal{L}_\theta(x_i, y_i).$$

Finally the updated parameters $\theta^{k+1}$ are sent back to the individual users. The procedure in eq. (2) is called federated SGD. In contrast, in federated averaging [19,24] each user computes several gradient descent steps locally, and sends the updated parameters back to the server.

Because user data is not shared across the network, distributed learning of this kind has also been used in real-world applications where user privacy is crucial, e.g. for hospital data [16] or text predictions on mobile devices [3]. Ideally, any such approach is combined with provable guarantees of differential privacy [10,25] and secure aggregation [4], however it is also generally understood that “Privacy is enhanced by the ephemeral and focused nature of the [Federated Learning] updates” [3]: model updates are considered to contain less information than the original data, and through aggregation of updates from multiple data points, original data is considered impossible to recover. In this work we show analytically as well as empirically, that parameter gradients still carry significant information about the supposedly private input data as we illustrate in Fig. 1.

From a standpoint of privacy, we are interested in possible leaks of user-level privacy against a (mostly) honest-but-curious server. Both differential privacy and secure aggregation can be costly to implement so that there is some incentive for data companies to follow regulations in letter, but not in spirit, e.g. by using bare federated learning. For a more general discussion, see [34].
In this paper we discuss privacy limitations of federated learning in theory and practice, and can summarize our key findings as follows:

- Reconstruction of input data from gradient information is possible for realistic deep architectures with both, trained and untrained parameters.
- With the right attack, there is little “defense-in-depth” - deep networks are as vulnerable as shallow networks.
- We prove that the input to any fully connected layer can be reconstructed analytically independent of the remaining network architecture.
- Especially dishonest-and-curious servers (which may adapt the architecture or parameters maliciously) excel in information retrieval, and dishonesties can be as subtle as permuting some network parameters.
- Federated averaging confers no security benefit compared to federated SGD.
- Reconstruction of multiple, separate input images from their averaged gradient is possible in practice, even for a batch of size of 100 images.

2 Related Work

Previous related works that investigate recovery from gradient information have been limited to shallow networks of less practical relevance. Recovery of image data from gradient information was first discussed in [29,28] for neural networks, who illustrate analytically that recovery is possible for a single neuron or linear layer. Moving to convolutional architectures, [35] show that recovery is possible for a 4-layer CNN, albeit with a significantly large fully-connected (FC) layer. Their work first constructs a “representation” of the input image, that is then improved with a GAN. This approach works well for datasets with low inter-class variation, such as in facial and digit recognition. The recent NeurIPS publication [41] extends this, showing for a 4-layer CNN (with large FC layer and smooth sigmoid activations), that missing label information (which was crucial for [35] and guessed in [29]) can also be jointly reconstructed. They further show that reconstruction of multiple images from their averaged gradients is indeed possible. A direct follow-up [39] notes that label information can actually be computed analytically from the gradients of the last layer. Shallow structures with modifications such as large FC layers, removed strides [41], or smooth activations aid in the successful recovery of image information, which we will later discuss.

The central recovery mechanism discussed in [35,41,39] is the optimization of an euclidean matching term. The cost function

$$\arg \min_x \| \nabla_\theta \mathcal{L}_\theta(x,y) - \nabla_\theta \mathcal{L}_\theta(x^*,y) \|^2$$

is minimized to recover the original input image $x^*$ from a transmitted gradient $\nabla_\theta \mathcal{L}_\theta(x^*,y)$. This optimization problem is solved by an L-BFGS solver [21]. Note that differentiating the gradient of $\mathcal{L}$ w.r.t to $x$ requires a second-order derivative of the considered parametrized function and L-BFGS needs to construct a third-order derivative approximation, which is challenging for neural networks with ReLU units for which higher-order derivatives are discontinuous.
A related, but easier problem, compared to the full reconstruction of input images, is the retrieval of input attributes \cite{26,12} from local updates, e.g. does a person that is recognized wear a hat. Information even about attributes unrelated to the task at-hand can be recovered even from deeper layers of a neural network, which can be recovered from local updates.

Our problem statement is furthermore related to model inversion \cite{11}, where training images are recovered from the final network parameters. This provides a natural limit case for our setting. Model inversion generally is challenging for deeper neural network architectures \cite{38} if no additional information is given \cite{11,38}. Another closely related task is inversion from visual representations \cite{9,8,23}, where, given the output of some intermediate layer of a neural network, a plausible input image is reconstructed. This procedure can leak some information, e.g. general image composition, dominating colors - but, depending on the given layer it only reconstructs similar images - if the neural network is not explicitly chosen to be (mostly) invertible \cite{15}. As we prove later, inversion from visual representations is strictly more difficult than recovery from gradient information for classification networks.

3 Reconstruction Method

Previous reconstruction algorithms relied on two components; the euclidean cost function of Eq. (3) and optimization via L-BFGS. We argue that these choices are not optimal, especially for more complicated architectures. Instead we propose, firstly, to use a cost function based on cosine similarity, \( l(x, y) = \frac{\langle x, y \rangle}{||x|| ||y||} \).

Gradient magnitude appears not to be an important factor and we search only for images that match the normalized ground truth gradient in direction. We further constrain our search space to images within \([0, 1]\) and add only total variation \cite{31} as a simple image prior to the overall problem, cf. \cite{35}:

\[
\arg \min_{x \in [0, 1]^n} \frac{1}{\alpha} \frac{\langle \nabla_\theta L_\theta(x, y), \nabla_\theta L_\theta(x^*, y) \rangle}{||\nabla_\theta L_\theta(x, y)|| ||\nabla_\theta L_\theta(x^*, y)||} + \alpha \text{TV}(x). \tag{4}
\]

Secondly, we note that our goal of finding some inputs \( x \) in a given interval by minimizing a quantity that depends (indirectly, via their gradients) on the outputs of intermediate layers, is related to the task of finding adversarial perturbations for neural networks \cite{33,22,1}. As such, we minimize eq. (4) only based on the sign of its gradient, which we optimize with Adam \cite{18} with step size decay. We further augment this “attack” by employing random restarts \cite{27}.

Aside from this basic setting, we consider two improvements for special cases. First, for deep networks, we find that if we consider the gradient of each parameter (e.g. weights, biases...) separately, then some gradients do not contribute as much to the reconstruction, especially if their gradient norm is small. In those cases, we apply a modification of eq. (4), recovering the input only from the gradients of the \( N \) parameters with largest gradient norm, see appendix. Further, we note that for several ImageNet architectures, the first two layers (e.g.
Fig. 2: Baseline comparison for the network architectures shown in [35,41]. Below each image is its PSNR recorded.

7x7 convolutions with stride 2 and max pooling) introduce significant noise - we counter this by applying median filtering.

Applying these techniques leads to the reconstruction observed in Fig. 1. Further ablation of the proposed mechanism can be found in the appendix and a PyTorch implementation can be downloaded from https://github.com/JonasGeiping/invertinggradients.

Remark 1 (Optimizing label information). While we could also consider the label $y$ as unknown in Eq. (4) and optimize jointly for $(x,y)$ as in [41], we follow [39] who find that label information can be reconstructed from the last classification layer for classification tasks. As such we consider label information to be known.

### 3.1 Comparison to Baselines

We first validate our approach by comparison to previous reconstructions from [35] and [11]. As shown in Fig. 2 using LBFGS for the L2 loss of (3) works well for the shallow and smooth architecture of [11] and still reasonably for the shallow architecture of [35], however for a more conventional ConvNet architecture (7 convolutional layers with max pooling and batch normalization, following by a FC layer, cf. [20], see supp. material) or ResNet [14] architectures, here [37], the reconstruction quality degrades significantly. Note that [35] applied a GAN to enhance image quality from the LBFGS reconstruction, which is called ‘representative of victim’ there. However this approach fails, when the representative is too distorted to be enhanced.
4 The Impact of Architecture

In this section we study the influence of the network architecture on the “difficulty” of determining an input image from the parameter gradient from a theoretical as well as an empirical perspective.

4.1 Theoretical Characteristics

For now we restrict ourselves to reconstructing a single input image \( x \in \mathbb{R}^n \) from the gradient \( \nabla_\theta \mathcal{L}_\theta(x, y) \in \mathbb{R}^p \). First of all, due to the different dimensionality of \( x \) and \( \nabla_\theta \mathcal{L}_\theta(x, y) \), the reconstruction is a question of the number of parameters \( p \) versus input pixels \( n \). If \( p < n \), then reconstruction is at least as difficult as image recovery from incomplete data \[5,2\]. Aside from this theoretical limit, even when \( p > n \), which we would expect in most computer vision applications, the difficulty of regularized “inversion” of \( \nabla_\theta \mathcal{L}_\theta \) relates to the nonlinearity of the operator as well as its condition. In the simplest case reconstruction is also a linear inverse problem, yet for a deep neural networks, complexity mounts.

**Fully-connected layers** In this section we show that the input to a fully-connected layer can be computed from the parameter gradients analytically independent of the layer’s position in a neural network and the specific types of preceding and succeeding layers. Thus, any network containing a biased fully-connected layer preceded solely by (possibly unbiased) fully-connected layers including ReLU activations allows an analytical reconstruction of the input image provided that a technical condition, which prevents zero-gradients, is met. In particular, a single input to a fully-connected network can be reconstructed without any optimization problem like (4).

In the following we use the notation \( \frac{d\mathcal{L}}{d\theta} \) for the derivative of a scalar loss function \( \mathcal{L} \) w.r.t. to the entries of a (possibly multi-dimensional) parameter \( \theta_A \). \( \frac{d\mathcal{L}}{d\theta} \) is hence of the same dimensionality as \( \theta_A \) and each entry in \( \frac{d\mathcal{L}}{d\theta} \) is the derivative of \( \mathcal{L} \) w.r.t. the according entry in \( \theta_A \). The considerations below are independent of the specific choice of \( \mathcal{L} \). Therefore we will implicitly assume that \( \mathcal{L} \) decomposes into \( \hat{\mathcal{L}} \circ f \) where \( \hat{\mathcal{L}} \) is the usual loss function taking the network’s outputs and \( f \) denotes the composition of the network’s layers following the below considered modules. This in turn means, results based solely on \( \mathcal{L} \) instead of \( \hat{\mathcal{L}} \) do not depend on a module’s position in the network.

The following statement is a generalization of Example 3 in \[28\] to the setting of arbitrary neural networks with arbitrary loss functions:

**Proposition 1.** Let a neural network contain a biased fully-connected layer at some point, i.e. for the layer’s input \( v \in \mathbb{R}^n \) its output \( z \in \mathbb{R}^m \) is calculated as

\[
z = \theta_A v + \theta_b,
\]

for \( \theta_A \in \mathbb{R}^{m \times n} \) and \( \theta_b \in \mathbb{R}^m \). Then the input \( v \) can be reconstructed from \( \frac{d\mathcal{L}}{d\theta_A} \) and \( \frac{d\mathcal{L}}{d\theta_b} \), if there exists an index \( i \) s.t. \( \frac{d\mathcal{L}}{d(\theta_A)_{ii}} \neq 0 \).
Proof. See supplementary material.

The knowledge of the derivative w.r.t. the bias is essential for reconstructing the layer’s input in Proposition 1. However, even for unbiased fully-connected layers followed by ReLU activations we can reconstruct the input from the layer’s weights if we have the additional information of the derivatives of the loss w.r.t. the layer’s output:

**Proposition 2.** Consider a fully-connected layer (not necessarily including a bias) followed by a ReLU activation function, i.e. for an input \(v \in \mathbb{R}^n\) the output \(z \in \mathbb{R}^m\) is calculated as

\[
z = \max\{\theta_A v, 0\},
\]

where the maximum is computed element-wise. Now assume we have the additional knowledge of the derivative w.r.t. to the output \(\frac{\partial L}{\partial z}\). Furthermore assume there exists an index \(i\) s.t. \(\frac{\partial L}{\partial z_i} > 0\). Then the input \(v\) can be derived from the knowledge of \(\frac{\partial L}{\partial \theta_A}\).

Proof. See supplementary material.

Combining both observations for biased an unbiased fully-connected layers yields the following result:

**Corollary 1.** For any neural network containing a biased fully-connected layer preceded solely by (possibly unbiased) fully-connected layers, the input to the network can be reconstructed uniquely from the network’s gradients if the assumptions of Propositions 1 and 2 are fulfilled.

Another interesting aspect in view of the above considerations is that many popular network architecture use fully-connected layers (or cascades thereof) as their last prediction layers. Hence the input to those prediction modules being the output of the previous layers can be reconstructed. Those activations usually already contain some information about the input image thus exposing them to attackers. Especially interesting in that regard is the possibility to reconstruct the ground truth label information purely from the gradients of the last (possibly unbiased) fully-connected layer as discussed in [39].

The architectures used for the classification networks in [26], for example, make use of fully-connected layers at the end of the network. As we are capable of reconstructing the input of those layers analytically, the image reconstruction task reduces to inverting the image using both, the convolutions’ output and the gradient information of their weights. More generally, for any classification network that ends with a fully connected layer, reconstructing the input from a parameter gradient is strictly easier than inverting visual representations from their last convolutional layer.
Fig. 3: Effect of channel dimension on the PSNR value of the image reconstruction for the ResNet-20 architecture (red) and the ConvNet architecture (blue). With increasing feature map dimension, the reconstruction quality of the input image increases.

4.2 Empirical Analysis

In this section we investigate the possibility to reconstruct a network’s input from the parameter gradient in settings beyond our theoretical analysis using the method proposed in Sec. 3. Fig. 4 shows the reconstruction quality of a 32 × 32 image using two different kinds of architectures. Namely the ResNet-20 architecture and the ConvNet architecture. Hyperparameter settings and visual results for each experiment are specified in the supplementary material.

Network Width. The convolutional channel dimension has a great influence on the reconstruction quality as shown in Fig. 3. The displayed dimensions each describe the channel dimension of the first convolution layer of the networks. This effect is also visible in Fig. 4 which shows two reconstruction results corresponding to the results PSNR values in Fig. 3 using ResNet-20.

Network Depth. Besides the width, we also tested the influence of the depth of the network on the reconstruction quality using ResNet architectures of different depths. As shown in Fig. 4 there is a slight but no significant difference in the reconstruction quality between the differently deep neural network architectures.

Spatial Information. Surprised by the accurate localization of the objects in the image despite the commonly believed robustness of convolutions to translations, we test how a conventional convolutional neural network (CNN), that uses convolutions with zero-padding, compares to a provably translationally invariant CNN, that uses convolutions with circular padding. As shown in the inset figure, while the conventional CNN allows for recovery of a rather high quality image (left), the translationally invariant network makes the localization of objects significantly harder (right) as the original image content seems to scatter.
| Original | ResNet-20 | ResNet-18 | ResNet-50 | ResNet-152 |
|----------|-----------|-----------|-----------|------------|
|          | 16 channels | 512 channels |           |            |
| PSNR     | 1.01      | 26.39     | 5.54      | 2.63       | 6.89       |

Fig. 4: Reconstructions of the original image (left) for multiple ResNet architectures. The ResNet-20 architecture in displayed for two different widths. While wider networks make the reconstruction significantly easier, the depth seems to have little influence on the reconstruction quality.

**Pooling Layer.** Inverting an input to an average pooling layer solely from its output is heavily underdetermined. The gradient information of the input, however, can be precisely recovered from the gradient of the output. Intuitively, this property should have a beneficial effect on the task of image reconstruction from gradients. Max pooling, in contrast, provides neither information about the exact input nor about the derivative thereof and hence should hamper the inversion problem.

Indeed, this conjecture is corroborated by experimental findings: Replacing the max pooling layers in the ConvNet architecture by average pooling boosts the quality of the image reconstruction from a PSNR value of 11.18 to 17.87. Similarly, the reconstruction task gets more difficult for replacing the average pooling layers in the ResNet architecture by max pooling, details can be found in the supplementary materials.

### 4.3 Dishonest Architectures

So far we assumed that the server operates under an *honest-but-curious* model, and as such would not modify the model maliciously to make reconstruction easier. If we allow for this, then reconstruction becomes nearly trivial. Several mechanisms could be used: Following Prop. 2, the server could, for example, place a fully-connected layer in the first layer, or even directly connect the input to the end of the network by concatenation. Slightly less obvious, the model could be modified to contain reversible blocks [6,15]. These blocks allow the recovery of input from their outputs. From Prop. 1, we know that we can reconstruct the input to the classification layer, so this allows for immediate access to the input image. If the server maliciously introduces separate weights for each batch example, then this also allows for a recovery of an arbitrarily large batch of data. Operating in a setting, where such behavior is possible would require the user (or a provider trusted by the user) to vet any incoming model either by hand or programmatically.
The architecture is, however, not the only factor determining the reconstruction quality. The state of the network’s parameters also plays a crucial role. Several mechanisms are at work here, which we will detail with several experiments that are shown in Fig. 5,6,7 and discussed in the following subsections.

5.1 Gradient Information

The gradient of a data point, here an image, is directly connected to minimizers of $\mathcal{L}_\theta$. Any data point that is a (local) minimizer of $\mathcal{L}_\theta$ has a gradient of 0. If the network has enough capacity so that multiple data points can be local minimizers simultaneously, then they can never be distinguished from their gradient. However, in practical settings, owing to stochastic gradient descent, data augmentation and a finite number of training epochs, the gradient of images is rarely entirely zero.

In Fig. 5, we show the reconstruction for untrained networks. The gradients of all considered images lie in a magnitude range of $[0, 1]$. Likewise all images can be reconstructed with reasonable success. However, after training the networks (120 epochs on CIFAR-10 data with data augmentation, both networks reach validation accuracies of $>90\%$), the picture changes. The images shown in Fig. 6 are those with minimal gradient norm for these trained networks. Especially for the ConvNet architecture, the minimal gradient norm is very close to zero (considering all computations are done in single precision). The reconstruction quality is accordingly lacking - however it is surprising that for the crow image some image content is still recognizable for human observers - even if it is heavily distorted. For the ResNet gradient norms remain higher than for the ConvNet and reconstruction quality is accordingly improved. We also examined whether there is noticeable difference between the image with smallest norm from the training and from the validation set - however the reconstruction does not seem to benefit from the fact, that the image had been seen before during training.

5.2 Translational Invariance

Both networks are trained with standard data augmentation for CIFAR-10, and are as such trained to be invariant to translations. Comparing trained networks...
Fig. 6: Reconstruction of images for the trained ConvNet model (Top) and ResNet20-4 (bottom). We show reconstructions of the images with the smallest gradient norm and with the highest gradient norm for both the training and the validation set. Below each input image is given the gradient magnitude, below each output image its PSNR.

to untrained networks, we find that this influences the reconstruction from both, small and large gradients. In Figure 6, note for example how the cat and the crow for the ConvNet, and the dog and the ship for the ResNet are translated away from their original position. This effect does not arise for the untrained networks in Figure 5 if circular convolutions are not used, cf. Sec. 4.2. Image reconstruction still succeeds, and privacy is breached, yet some location information has clearly been lost.

5.3 Self-regularizing effects

Another effect that only happens in trained networks is that the reconstructed images are implicitly biased to look like an image from their own class. This is only marginally visible for the CIFAR images, but for example, the horses in Fig. 6 contain a purple background not present in the original image. Moving to networks trained on ImageNet and images from the ImageNet validation set in Figures 1 and 7 clarifies this effect. Note how the reconstructions from the untrained ResNet-18 noisy, but faithful recoveries of the input data, yet the reconstructions from a ResNet-18 trained on ImageNet data, are more generative - the eyes of the owl in Fig. 1 are larger than they should be, and its fur pattern does not exactly match the input image. Likewise for the dog (aside from the translation effect), the snout deviates in proportions to its input. Even without the inclusion of external image priors, i.e. [35,8], the minimization of the reconstruction loss of Eq. 4 hence biases the results. This effect does seem to help preserve some privacy. For small features it may be uncertain if they are actually present in the input data, or just representative of the training data.
5.4 Dishonest Parameter Vectors

Under a dishonest server model, the choice of parameters can significantly influence reconstruction quality. For example, considering the network architecture in [41] which does not contain strides and flattens convolutional features, the dishonest server could set all convolution layers to represent the identity [13], moving the input through the network unchanged up to classification layer, from which the input can be analytically computed as in Prop 2. Likewise for an architecture that contains strides to a recognizable lower resolution [35], the input can be recovered immediately albeit in a smaller resolution.

Such a specific choice of parameters is however likely detectable. A subtler approach, as least possible in theory, would be to optimize the network parameters themselves that are sent to the user so that reconstruction quality from these parameters is maximized. While such an attack is likely to be difficult to detect on the user-side, it would also be very computationally intensive.

Label flipping. Yet, we can devise a cheaper alternative. According to subsection 5.1, very small gradient vectors contain less information. A simple way for a dishonest server to boost these gradients is to permute two rows in the weight matrix and bias of the classification layer, effectively flipping the semantic meaning of a label. This attack is difficult to detect for the user (as long as the gradient magnitude stays within usual bounds), but effectively tricks him into differentiating his network w.r.t to the wrong label. Fig. 8 shows that this mechanism can allow for the reconstruction of images that were difficult in Fig. 6 as the advantage of the trained model is negated.

6 Advanced Reconstruction Problems

So far we have only considered recovery of a single image from its gradient and discussed limitations and possibilities in this setting. We now turn to two advanced settings, to show that the proposed improvements translate to these
practical cases as well. We consider recovery of a full batch of images and recovery from federating averaging updates.

6.1 Federated Averaging

Instead of only calculating the gradient of a network’s parameters based on local data, federated averaging \[25,30\] proposes performing multiple gradient descent steps locally before sending the updated parameters back to the server. While this approach benefits from an improved training performance \[24\] compared to methods only conducting one local update step, like federated SGD, it also faces inherent difficulties like client drift, which is the user’s bias toward his own data \[40\] - practically limiting in the number of local gradient descent steps.

We empirically show that the setting of federated averaging is potentially amenable for attacks. To do so we compare the difference between the local update and the old parameters and unroll the local update steps. For the experiment in Figure 9 we use an untrained ConvNet. Even for a high number of 100 local gradient descent steps the reconstruction quality seems unimpeded. The

---

Fig. 8: Label flipping. The images that were difficult to reconstruct in Fig. 6 can be easily reconstructed when two rows in the parameters of the final classification layer are permuted. Below each input image is given the gradient magnitude, below each output image its PSNR.

| Gradient Magnitude | PSNR       |
|---------------------|------------|
| 5.9e-1              | 17.35dB    |
| 4.6e+2              | 14.60dB    |
| 1.8e+2              | 15.35dB    |
| 1.5e+2              | 6.25dB     |

Fig. 9: Illustrating the influence of the number of local update steps and the learning rate on the reconstruction: The left two images compare the influence of the number of gradient descent steps for a fixed learning rate of $\tau = 1e-4$. The two images on the right result from varying the learning rate for a fixed number of 5 gradient descent steps. PSNR values are shown below the images.

1 step, $\tau = 1e-4$ | 100 steps, $\tau = 1e-4$ | 5 steps, $\tau = 1e-1$ | 5 steps, $\tau = 1e-2$

| PSNR       | PSNR       | PSNR       | PSNR       |
|------------|------------|------------|------------|
| 19.77dB    | 19.39dB    | 4.96dB     | 23.74 dB   |
Fig. 10: Information leakage for a batch of 100 images on CIFAR-100 for a ResNet32-10. Shown are the 5 most recognizable images from the whole batch. Although most images are unrecognizable, privacy is broken even in a large-batch setting. We refer to the supplementary material for all images.

only failure case we were able to exemplify was induced by picking a high learning rate of 1e-1. This setup, however, likely corresponds to an unstable training procedure of the user’s network introducing high variance on the update steps which might cause the noise in the reconstructed image. Further details on the training setup can be found in the supplementary materials.

6.2 Multi-Image Recovery

So far we have considered the recovery of a single image only, and it seems reasonable to believe that averaging the gradients of multiple (local) images before sending an update to the server, restores the privacy of federated learning. While such a multi-image recovery has been considered in [41] for a few images before, we demonstrate that the proposed approach is capable of restoring some information from a batch of 100 averaged gradients: While most recovered images are unrecognizable (as shown in the supplementary material), Fig. [10] shows the 5 most recognizable images and illustrates that even averaging the gradient of 100 images does not entirely secure the private data.

7 Conclusions

Federated learning is a modern paradigm shift in distributed computing, yet its benefits to privacy are not as well understood yet. We shed light into possible avenues of attack, analyzed the ability to reconstruct the input to any fully connected layer analytically, proposed a general optimization-based attack, and discussed its effectiveness for different types of architectures and network parameters. Our results clearly indicate that provable differential privacy remains the only way to secure information, even for large batches of data points.
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A Appendix - Overview

This appendix includes a closer description of the top-$N$ variant, the baseline ConvNet architecture and the variant used to attack federated averaging (Sec. 6.2 in the main paper) in Sec. B. Further, hyperparameter settings for all experiments and visual representations of the results of Section 4.2 are recorded in C. Proofs of propositions of Sec. 4.1 of the main paper are included in Sec. D and finally more examples for ImageNet-scale images and the full 100 images for the multi-image experiment of Sec. 6.1 are shown in Sec. E.

B Clarifications of the proposed method

B.1 Choosing top-$N$ gradients

We note in Sec. 3, that we can improve performance on deep networks by recovering the input only from the gradients of the $N$ parameters with largest norm. To clarify this method we need to briefly depart from the notation of the remaining paper. Instead of considering $\nabla_{\theta} L_{\theta}$ to be a single vector in $\mathbb{R}^p$, note that we can separately consider the gradient of each ‘parameter’ of the network, meaning each tensor, w.r.t. to which the network is differentiated, e.g. convolutional filters of a single layer, biases and weight matrices of fully-connected
layers, so that $\nabla_\theta L_\theta(x, y)$ can be represented by $\{\nabla_\theta_1 L_\theta(x, y), \ldots, \nabla_\theta_P L_\theta(x, y)\}$ for $P$ parameters.

We may now compute the norm of each of the gradient vectors separately. From these $P$ norm values we choose the $N$ values that are largest, i.e. the $N$ parameters that contain the largest gradients and collect their indices in the set $M$. This leads to a minor modification of the proposed cost function that can now be specified as:

$$\arg\min_{x \in [0, 1]^n} 1 - \frac{\sum_{j \in M} \langle \nabla_\theta_j L_\theta(x, y), \nabla_\theta_\theta(x^*, y) \rangle}{\sqrt{\sum_{j \in M} ||\nabla_\theta_j L_\theta(x, y)||^2} \sqrt{\sum_{j \in M} ||\nabla_\theta_j L_\theta(x^*, y)||^2}} + \alpha TV(x).$$

(7)

Fig. 11: Network architecture ConvNet, consisting of 8 convolution layers, specified with corresponding number of output channels. Each convolution layer is followed by a batch normalization layer and a ReLU layer. $D$ scales the number of output channels and is set to $D = 64$ by default.

B.2 Federated Averaging

The extension of Eq. (4) to the case of federated averaging (in which multiple local update steps are taken and sent back to the server) is straightforward. Notice first, that given old parameters $\theta^k$, local updates $\theta^{k+l}$, learning rate $\tau$, and knowledge about the number of update steps, the update can be rewritten as the average of updated gradients.

$$\theta^{k+l} = \theta^k - \tau \sum_{m=1}^{l} \nabla_{\theta^{k+m}} L_{\theta^{k+m}}(x, y)$$

(8)

We assume that the number of local updates is known to the server, yet this could also be found by brute-force, given that $l$ is a small integer.
Subtracting $\theta_k$ from $\theta^{k+l}$, we simply apply the proposed approach to the resulting average of updates:

$$\arg\min_{x \in [0,1]^n} 1 - \left(\frac{\sum_{m=1}^{l} \nabla g^{k+m} \mathcal{L}(g^{k+m}(x,y), \sum_{m=1}^{l} \nabla g^{k+m} \mathcal{L}(g^{k+m}(x^*, y))}{\| \sum_{m=1}^{l} \nabla g^{k+m} \mathcal{L}(g^{k+m}(x, y)) \| \| \sum_{m=1}^{l} \nabla g^{k+m} \mathcal{L}(g^{k+m}(x^*, y)) \|} + \alpha \text{TV}(x)\right).$$

(9)

Using automatic differentiation, we backpropagate the gradient w.r.t to $x$ from the average of update steps.

### B.3 ConvNet

We use a ConvNet architecture as a baseline for our experiments as it is relatively fast to optimize, reaches above 90% accuracy on CIFAR-10 and includes two max-pooling layers. It is a rough analogue to AlexNet [20]. The architecture is described in Fig. 11.

**Table 1: Ablation Study for the proposed approach for an untrained ConvNet architecture.**

| Setting                                      | Score  |
|----------------------------------------------|--------|
| Basic Setup                                  | 19.36 dB|
| Without signed gradients                     | 19.29 dB|
| Without total variation                      | 18.80 dB|
| Gradient Descent instead of Adam             | -2.34 dB|
| Without box constraints                      | 19.37 dB|
| With L-BFGS instead of Adam                  | -2.40 dB|
| L2 Loss instead of cosine similarity          | -0.38 dB|

**B.4 Ablation Study**

We provide an ablation for proposed choices in Table 1. We note that two things are central, the Adam optimizer and the similarity loss. Total variation is a small benefit, and using signed gradients is a minor benefit. The box constraints do not seem to help in this case, yet we keep them in any case to always guarantee that a valid image is recovered.

### C Hyperparameter Settings

In our experiments we reconstruct the network’s input using signed Adam as optimization function and the cosine similarity for cost function as described in Sec. 3. Table 2 shows three different hyperparameter settings that are used during the experiments. We always initialize our reconstructions from a Gaussian distribution with mean 0 and variance 1 (Note that the input data is normalized as usual for all considered datasets). Step Size refers to the step size of the
optimization algorithm, here Adam, during the reconstruction process, which runs for \textit{Number of Iterations} many iterations. The step size decay is always fixed, occurring after \(\frac{3}{8}, \frac{5}{8}\) and \(\frac{7}{8}\) of iterations and reducing the learning rate by a factor of 0.1 each time. The reconstruction is started \textit{Restarts} times, taking the best result regarding the cosine loss. \textit{Pretrained} indicates if and how long the given network is pretrained, here trained with standard data augmentation for CIFAR-10. This is a mechanical requirement for the deeper networks, as the purely untrained networks cannot propagate information through the network without running-mean and running-variance estimates for the batch normalization layers.

\subsection*{C.1 Settings for section 3}

For comparison with baselines in section 3, we re-implemented the networks from \cite{35} and \cite{41}, respectively and show reconstructions with the same LBFGS-L2 parameters as in their respective papers. For the comparison to more complicated CNNs, namely the ConvNet (Fig. 11) and the ResNet20-4 \cite{37}, we try to optimize parameters for LBFGS-L2. For the ConvNet, we ended up keeping the suggestions from \cite{35}, for the ResNet, we reduce the learning rate from \cite{41} and also apply the top-\(N\) scheme, both of these changes improve the accuracy of the LBFGS-L2 approach for the ResNet.

For our proposed method we apply settings (A) with a reduced step size of 0.01 for both MNIST experiments and settings (B) for the ResNet experiment. For the smooth network from \cite{41}, we reduce our step size to 0.0001 and increase the number of iterations to 48000.

\subsection*{C.2 Settings and visual results for the experiments in Sec. 4.2}

\textit{Network Width} The network width experiments shown in Fig. 3 are generated with the settings (A) (ConvNet) and (B) (ResNet-20). The results for the ResNet-20 in Fig. 4 also refer to setting (B). Visual results are shown for different network architectures and settings in Fig. 12.

\textit{Network Depth} The experiments concerning the network depth are performed under the settings (C) for ResNet architectures. Multiple reconstruction results for different deep networks are shown in Fig. 13.

\textit{Spatial Information} The experiments on spatial information are performed on the ConvNet architecture with \(D = 64\) channels and under setting (A).

\textit{Pooling Layer} Results for a reconstruction using the max pooling layer and using the average pooling layer for the ConvNet are visualized in Fig. 14.
Table 2: Three settings for the reconstruction of a network input, which were applied in the experiments in Sec. 4.2

| Setting (A)       | Setting (B)       |
|-------------------|-------------------|
| Step Size         | 0.1               |
| Top-N             | all               |
| Restarts          | 32                |
| Number of Iterations | 4000             |
| Total Variation   | 1e-8              |
| Pretrained        | False             |

| Setting (C)       |
|-------------------|
| Step Size         | 0.1               |
| Top-N             | Top 10            |
| Restarts          | 16                |
| Number of Iterations | 12000            |
| Total Variation   | 1e-4              |
| Pretrained        | True (10 Epochs)  |

Fig. 12: Reconstructions using two different neural network architectures with different widths. The first row displays the results using ConvNet (setting (A)), the following two rows display the results for the ResNet-20 architecture for setting (A) (second row) and (B) (third row).

C.3 Settings for Section 5

For Fig. 6 we use settings (A) for all experiments, but increase the total variation penalty to $1e^{-3}$ and the number of iterations to 24000. For Fig. 7 we use settings
Fig. 13: Reconstructions using different deep ResNet architectures, obtained using setting (C).

| Original | ResNet-18 | ResNet-34 | ResNet-50 | ResNet-101 | ResNet-152 |
|----------|-----------|-----------|-----------|------------|------------|
|          | 6.78      | 5.54      | 2.63      | 3.27       | 6.89       |

(B), but increase the number of iterations to 24000. For the untrained networks, we enable median filtering as discussed in Sec. 3.1 and the trained networks, we only increase the total variation penalty to 0.1.

C.4 Setting for Section 6

For the multi-image recovery we also use settings (A), but increase the number of iterations to 24000 and the total variation penalty to 0.01. Due to the depth of the considered network (WideResNet 32-10 [37]), we also pretrain to 10 epochs.

D Proofs for section 4.1

**Proposition 1.** Let a neural network contain a biased fully-connected layer at some point, i.e. for the layer’s input $v \in \mathbb{R}^n$ its output $z \in \mathbb{R}^m$ is calculated as

$$z = \theta_A v + \theta_b,$$

for $\theta_A \in \mathbb{R}^{m \times n}$ and $\theta_b \in \mathbb{R}^m$. Then the input $v$ can be reconstructed from $\frac{dL}{d\theta_A}$ and $\frac{dL}{d\theta_b}$, if there exists an index $i$ s.t. $\frac{dL}{d(\theta_b)_i} \neq 0$. 

Proof. It holds that \( \frac{\partial \mathcal{L}}{\partial (\theta_0)_i} = \frac{\partial \mathcal{L}}{\partial y} \) and \( \frac{\partial y}{\partial (\theta_A)_i} = x^T \). Therefore
\[
\frac{\partial \mathcal{L}}{\partial (\theta_A)_i} = \frac{\partial \mathcal{L}}{\partial y} \cdot \frac{\partial y}{\partial (\theta_A)_i} = \frac{\partial \mathcal{L}}{\partial y} \cdot x^T \tag{11}
\]
for \((\theta_A)_i\) denoting the \(i\)th row of \(\theta_A\). Hence \(x\) can be uniquely determined as soon as \(\frac{\partial \mathcal{L}}{\partial \theta_0} \neq 0\).

**Proposition 2.** Consider a fully-connected layer (not necessarily including a bias) followed by a ReLU activation function, i.e. for an input \(v \in \mathbb{R}^n\) the output \(z \in \mathbb{R}^m\) is calculated as
\[
z = \max \{\theta_A v, 0\} \tag{13}
\]
where the maximum is computed element-wise. Now assume we have the additional knowledge of the derivative w.r.t. to the output \(\frac{\partial \mathcal{L}}{\partial z}\). Furthermore assume there exists an index \(i\) s.t. \(\frac{\partial \mathcal{L}}{\partial z_i} > 0\). Then the input \(v\) can be derived from the knowledge of \(\frac{\partial \mathcal{L}}{\partial \theta_A}\).

Proof. As \(\frac{\partial \mathcal{L}}{\partial z_i} > 0\) it holds that \(\frac{\partial \mathcal{L}}{\partial (Av)_i} = \frac{\partial \mathcal{L}}{\partial z_i}\) and it follows that
\[
\frac{\partial \mathcal{L}}{\partial A_i} = \frac{\partial \mathcal{L}}{\partial (Av)_i} \cdot \frac{d(Av)_i}{dA_i} = \frac{\partial \mathcal{L}}{\partial z_i} \cdot v^T \tag{15}
\]

### E Examples

#### E.1 More ImageNet examples

Fig. 15 shows further reconstructions on ImageNet validation images for a trained ResNet-18 (the same setup as Fig. 7 in the main paper). We show a very good reconstruction (German shepherd), a good, but translated reconstruction (giant panda) and two failure cases (ambulance and flower). For the ambulance, for example, the actual writing on the ambulance car is still hidden. For the flower, the exact number of petals cannot is hidden. Also, note how the reconstruction of the giant panda is much clearer than that of the tree stump co-occurring in the image, which we consider an indicator of the self-regularizing effect described in Sec. 5.3.

#### E.2 Multi-Image Recovery

For multi-image recovery, we show the full set of 100 images in Fig. 16, we recommend to zoom in to a digital version of the figure. The success rate for separate
images is semi-random, depending on the initialization. To show this, we repeat the same experiment in Fig. 17. Here, trout (the gray fish) and cockroach are again easily recognizable, yet the ladybug and the squirrel are less recognizable. However other examples, such as sweet pepper, chimpanzee, rocket and lobster are now more recognizable.

Images are following on the next page.
Fig. 16: Full results for the batch of CIFAR-100 images. Same experiment as in Fig. 10 of the paper.
Fig. 17: Full results for the batch of CIFAR-100 images. Rerun with the same hyperparameters.