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Abstract—Scene understanding is essential in determining how intelligent robotic grasping and manipulation could get. It is a problem that can be approached using different techniques: seen object segmentation, unseen object segmentation, or 6D pose estimation. These techniques can even be extended to multi-view. Most of the work on these problems depends on synthetic datasets due to the lack of real datasets that are big enough for training and merely use the available real datasets for evaluation.

This encourages us to introduce a new dataset (called DoPose-6D). The dataset contains annotations for 6D Pose estimation, object segmentation, and multi-view annotations, which serve all the pre-mentioned techniques. The dataset contains two types of scenes bin picking and tabletop, with the primary motive for this dataset collection being bin picking.

We illustrate the effect of this dataset in the context of unseen object segmentation and provide some insights on mixing synthetic and real data for the training. We train a Mask R-CNN model that is practical to be used in industry and robotic grasping applications. Finally, we show how our dataset boosted the performance of a Mask R-CNN model.

Our DoPose-6D dataset, trained network models, pipeline code, and ROS driver are available online 1.

Index Terms—unseen object segmentation, robotic grasping, bin picking, 6D pose estimation

I. INTRODUCTION

Dataset availability drives the possibility of the deep learning methods’ existence. In the case of domains where real datasets do not exist, researchers opt for synthetic datasets because creating a real dataset is impossible in an economically feasible and timely manner. This generates the sim2real gap. While considerable research showed that training on synthetic data can still generalize well to real data, having a dataset to retrain or fine-tune CNN models for real-world usage is still crucial. Using a real dataset for fine-tuning enhances the performance of models and makes them more reliable. Robotic grasping and specifically bin picking are one of those applications where real datasets shortage exists. This motivates us to create a real dataset for robotic grasping and bin picking.

The reason why a dataset is specifically made for bin picking is that they exhibit more clutter and higher occlusion with constrained grasping poses. A non-accurate segmentation mask can lead a suction gripper to compute a grasping point on an object corner and leads the object to drop while moving it after the grasp. Also, Using bins as a storage unit is becoming more common, and warehouse storage systems such as AutoStore are becoming widely adopted. However, most of these bin-based warehouses still depend on manual picking for reliability, as most automated bin-picking cells still rely on classical algorithms for segmentation and cannot handle a wide range of objects. This drives us to the concept of category-agnostic and unseen object segmentation. A CNN that is robustly capable of segmenting different types of unseen objects would lead to full automation of such picking cells. Also, as shown later in section IV, Fine-tuning on bin picking scenes would enhance the performance of our trained model on other scenes such as tabletop.

Section II justify the creation of our dataset with unseen

Fig. 1: Two different samples of our DoPose-6D dataset for bin picking and tabletop. Each sample contains multi-views of a scene. Samples contain between 2 to 16 views. 6D annotations were manually made for the center view then projected to other views using the scene transformations.

1https://github.com/AnasIbrahim/image_agnostic_segmentation
TABLE I: Comparing our DoPose-6D dataset to real datasets included in BOP challenge [8]. Scenes is the number of individual object arrangement. Samples is the total number of view images for all scenes.

| Name | Environment       | Objects | Scenes | Samples |
|------|-------------------|---------|--------|---------|
| DoPose-6D | tabletop & bin | 18    | 301    | 3325    |
| HOPE [1] | various        | 28    | 50     | 238     |
| YCB-V [2] | various        | 21    | 92     | 133827  |
| LM [3] | tabletop         | 15    | 15     | 18273   |
| LM-O [4] | tabletop        | 8     | <25    | 1214    |
| HB [5]  | tabletop         | 33    | 13     | 17420   |
| T-LESS [6] | tabletop   | 30    | 20     | 10080   |
| ITODD [7] | top-down view  | 28    | 776    | 766     |

object segmentation in mind. Section III explains the collection process for our DoPose-6D real dataset and explains how a synthetic dataset and our dataset are used to train a model for unseen object segmentation. Finally in section IV, we evaluate our model on unseen datasets, show how our DoPose-6D dataset affected the models performance, compare the model performance to other methods and elaborate how our model is used to compute suction grasp poses.

The key points of this contribution consist of:

- A dataset of highly cluttered and closely stacked objects on two different scene types (tabletop, bin picking) with HDR (high dynamic range) images. The dataset offers the largest collection of real images of bin scenes with annotations for several segmentation and object detection tasks.
- A model for unseen object segmentation that is trained and evaluated on different scene environments.
- ROS package for unseen object segmentation and suction grippers based on our trained models.

II. RELATED WORK

Several datasets for object segmentation and object pose estimation exist. These datasets can be categorized into one of three: real dataset, synthetic dataset, or a data generator.

YCB-V [2], LM [3], LM-O [4], T-LESS [6], ITODD [7], and HOPE [1] datasets provided 6D pose annotations either for tabletop or various cluttered objects scenes. BlenderProc generator [9] was used during the BOP challenge [8] to generate photo-realistic synthetic data for these datasets. Table I shows a comparison between our dataset and these real datasets included in the BOP challenge [8]. According to this comparison the main plus point for our DoPose-6D dataset is the focus on bin picking scenes. Also our dataset covers the highest number of unique scenes which provides high variation for the training.

Stillleben generator [10] was used to generate SynPick dataset [11] also with 6D pose annotations. NVIDIA Dataset Synthesizer [12] was used to generate NVIDIA FAT dataset [13]. Several other works used PyBullet engine [14] to generate synthetic data with lower quality rendering process.

OCID [15] and OSD [16] provided 2D segmentation for tabletop & floor scenes and WISDOM [17] for bin scenes. WISDOM dataset is the only dataset that includes bin picking scenes but only included 300 images with a fixed top-down camera pose and 2D segmentation only.

The problem of category-agnostic segmentation of unseen objects for robotics grasping was discussed in SD Mask R-CNN [17]. Their network used a divergent of Mask R-CNN [18] to segment unseen objects using depth images, with the main environment for segmentation being bin picking. [19] proposed a pipeline to split object segmentation and classification for unseen object into two steps. UCN [20] used RGB-D feature embeddings followed by a clustering algorithm and then a refinement step. UOIS [21] introduced a network to segment unseen objects using 3D data representation instead of RGB or RGB-D images. The same authors in RICE [22] refined segmentation masks using a graph based representation to separate under-segmented and join over-segmented objects. RICE enhanced the performance of several of the prementioned methods.

Even though many other datasets exist, they are either synthetic, only provide a small number of individual scenes with small variation in individual object configurations, or provide tabletop scene setups only. This encouraged us to collect and publish our novel DoPose-6D dataset. It covers highly occluded closely stacked objects for 2 scene setups, mainly bin picking and also tabletop. These different setups along the high number of individual samples will cover sufficient data variance so that our models generalize better on unseen data, as discussed in section IV. The dataset contains a various set of annotations that is suitable for different segmentation and detection tasks for 2D and 3D methods.
Fig. 3: An essential concept when training a model for unseen object segmentation is not to split the training dataset between training and validation. Splitting the dataset between training and validation would lead to a misleading, forever-decreasing validation loss, as shown in (a). This is because when a dataset is split, the validation data is similar to the training data (exact same objects). Instead, a different dataset should be used for validation (different object categories). In the case of our first training step, NVIDIA FAT dataset [13] was used for training, and our DoPose-6D dataset was used for validation. As shown in (b), the validation loss increases after 0.65 epochs.

III. METHOD

In this section, we first point out the data collection process of our DoPose-6D dataset. Second, we explain how the first training step is carried out using synthetic data and the second training step using real data.

A. Dataset and annotation tool

As manual annotation is time-consuming and labor intensive, our data collection process is made semi-automated. We use a Zivid Two structured light camera mounted on a Kuka iiwa LBR 14 robotic manipulator. For each scene, RGB images, depth images, and the camera transformations of different view angles are captured as shown in figure 1. The dataset is saved in the BOP format [23], a standardized format for 6D pose estimation. Using this format facilitates our dataset creation process.

For each of our objects, we created a 3D mesh model. These 3D models were made by capturing all surfaces of each object by a Zivid Two camera and assembling them using the CloudCompare software. The dataset contains 18 object covering different shapes, sizes, colors, and textures.

We use our annotation tool to manually annotate the 6D pose of each object of the centered sample (Figure 1 middle image) with the created 3D meshes. The annotation tool using the camera transformation calculates the 6D pose of all objects in all view angles. The BOP toolkit is then used to generate the segmentation masks for all samples and angles along with the COCO format JSON files.

We include one extra annotation file that is not standardized in the BOP format: the scene transformations between the camera for each view angle and the world frame. We also accompany our code with a script that generates annotated point cloud data. This way, our dataset can be used for multiple purposes: Instance segmentation, 6D Pose estimation, and point cloud segmentation along with multi-view methods.

For the bin picking samples, the data contains 183 scenes with 2150 image views. Of those 183 scenes, 35 scenes contain 2 views, 20 scenes contain 3 views, 28 scenes contain 15 views, and 100 scenes contain 16 views. For the tabletop samples, the data contains 118 scenes with 1175 image views. Of those 118 scenes, 20 scenes contain 3 views, 1 scene contains 5 views, 49 scenes contain 6 views, and 48 scenes contain 17 views. So in total, our data contains 301 scenes and 3325 view images. Most of the scenes contain mixed objects. The dataset includes 18 objects in total. 5 among these 18 objects were chosen to look a bit similar (not the same object) to YCB objects on purpose to be able to study the effect of generalization on similar and totally different objects as several existing datasets use the YCB objects. Figure 2 shows the distribution of the objects in the dataset.

B. unseen object segmentation

The main point to keep in mind when training models for unseen object segmentation is avoiding over-fitting. This is important because over-fitting can bound the learned object categories to similar categories as the training dataset. Figure 3 (a) shows how training loss can easily be misleading when splitting a dataset between training and validation because the validation data then is very similar to the training data (same object categories). In the case of the usual instance segmentation with the COCO dataset, validation images contain different instance of the class (e.g. different humans or a
different set of cups and not the exact similar object). However, this is not the case when training with a limited number of specific objects. That means we require different object categories for the validation set to be able to train a category-agnostic model. Therefore we use a different dataset (with different object and object categories) for the validation set. This is shown in figure 3 (b), where the validation loss started to increase after 0.65 epochs. This means the training should stop after around 0.6 epochs, according to the early stopping rule.

We use Mask R-CNN [18] model implementation from detectron2 [24] training only with RGB data. The model is pretrained on COCO dataset [25]. Then we carry out two training steps. The first training step uses the NVIDIA FAT [13] synthetic dataset as the training dataset and DoPose-6D as the validation dataset for 0.6 epochs (figure 3 b). The second training step uses DoPose-6D as the training dataset and NVIDIA HOPE dataset [1] for validation for 1.8 epochs.

TABLE II: Evaluation on HOPE dataset and an industrial proprietary bin picking dataset

| Dataset               | segmentation | bounding box |
|-----------------------|--------------|--------------|
|                       | AP       | AR       | AP       | AR       |
| HOPE dataset          | 56.0     | 63.4     | 54.1     | 64.9     |
| Proprietary bin picking | 51.5     | 57.2     | 49.6     | 55.3     |

A. Evaluation on unseen datasets

We evaluate our model on the NVIDIA HOPE benchmark dataset [1] which includes unseen objects on many random setups (tabletop, floor, shelf, couch, ..). Figure 4 shows a sample from NVIDIA HOPE dataset before and after fine-tuning the model with our DoPose-6D dataset. The fine-tuning enhanced the model’s performance for highly stacked objects and removed random batches segmented from the background. This is why we chose only to fine-tune the model using the bin scenes from our DoPose-6D dataset, as the bin scenes contain many samples of closely stacked and highly occluded objects.

We also evaluate our model on a proprietary bin-picking dataset from the industry. Figure 5 shows two segmented samples of the proprietary dataset. What makes our model practical for industrial bin picking is that the segmentation masks confidences are associated with occlusion and over/under-segmentation. So high confidence masks represent the objects that are correctly segmented and easier to grasp. On the contrary, lower confidence represents occluded objects or over/under-segmented objects. So a simple grasping approach would aim for segmentation masks with the highest confidence.

From figure 4 and 5, we show that the same model was able to generalize on different environment setups. Table II shows the COCO evaluation metrics for both dataset.

B. Comparing to state-of-the-art

The main point of this section is to show how effective our DoPose-6D dataset contributed to enhancing the perfor-
TABLE III: Comparison between our Mask R-CNN model fine-tuned on our DoPose-6D dataset, and other SOTA methods as evaluated in [22]. This is not a baseline comparison.

| Method               | P   | R   | F   |
|----------------------|-----|-----|-----|
| Mask R-CNN           | 80.3| 79.8| 79.3|
| Mask R-CNN + RICE    | 92.3| 91.8| 92.0|
| UOIS-Net-3D          | 86.3| 88.6| 87.3|
| UOIS-Net-3D+RICE    | 89.7| 91.9| 90.7|
| UCN                  | 91.6| 92.8| 91.9|
| UCN+RICE             | 92.5| 93.2| 92.5|
| ours (Mask R-CNN)    | 90.4| 89.3| 89.8|

The table shows that the same Mask R-CNN model performance was boosted from 80.3% to 90.4% reaching only 2.1% less than UCN+RICE SOTA method. However, our Mask R-CNN model still scored less than Mask R-CNN + RICE. This shows that our DoPose-6D dataset effectively increased the performance of the core method’s performance before refining.

C. Suction Grasp computation

In this section, we show how to compute suction grasp points using our model. Algorithm 1 explains the step of calculating the grasp position and orientation. The position is the center of the biggest plane calculated by RANSAC. The orientation is the halfway vector of the normal at the center of this biggest plane. The orientation uses the halfway vector fixing the Y-axis (as the normal is a vector, not an orientation). Figure 6 shows the grasps computed for a sample from NVIDIA HOPE dataset.

Algorithm 1 Computing suction grasp point from a mask segment

Input: rgb depth matrix masks

1: m_rbg ← mask(rgb) ▷ Masked RGB
2: m_depth ← mask(depth) ▷ Masked depth
3: point_cloud ← point_cloud(m_rbg, m_depth, matrix)
4: plane ← compute_planes(point_cloud) ▷ biggest plane
5: normals ← compute_normals(plane)
6: center ← center(plane)
7: orientation ← halfway_normals(normal[center])
8: grasp ← (center, orientation)
9: return grasp

V. CONCLUSION AND FUTURE WORK

In this work, we introduced our DoPose-6D dataset, which provides the largest number of samples of bin picking scenes along with samples for tabletop scenes. The dataset contains annotations for different computer vision problems (Instance segmentation, 6D pose estimation, point cloud segmentation, and multi-view methods)

We used the dataset in the context of unseen object segmentation to fine-tune a Mask R-CNN model and showed how the dataset could boost the performance of the core segmentation methods. We also provided insights about using multiple datasets to train unseen object segmentation methods to avoid over-fitting the models.

The grasping pipeline and the pre-trained model are available online as python and ROS packages.
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Fig. 7: Comparing our model to UCN [20] with its initial and refined segmentation. These example images are provided by the authors in their methods’ online repository. We can observe from the figure that our model recognizes clear and sharp object edges against UCN even though our model uses RGB data only. Also, our model could recognize objects placed inside other objects, as shown in the third-row sample.

Fig. 8: Comparing our model to UOIS [21]. These are samples from the OCID dataset [15]. As our model includes no background removal, we notice that some of the background objects are also segmented, but these objects can be excluded with post-processing from the depth image. In general, our model achieved close performance.