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Abstract—In this paper, due to the important value in practical applications, we consider the coded distributed matrix multiplication problem of computing $AA^\top$ in a distributed computing system with $N$ worker nodes and a master node, where the input matrices $A$ and $A^\top$ are partitioned into $m$-by-$p$ and $p$-by-$m$ blocks of equal-size sub-matrices respectively. For effective straggler mitigation, we propose a novel computation strategy, named folded polynomial code, which is obtained by modifying the entangled polynomial codes. Moreover, we characterize a lower bound on the optimal recovery threshold among all linear computation strategies when the underlying field is the real number field, and our folded polynomial codes can achieve this bound in the case of $m = 1$. Compared with all known computation strategies for coded distributed matrix multiplication, our folded polynomial codes outperform them in terms of recovery threshold, download cost, and decoding complexity.
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I. INTRODUCTION

As THE era of big data advances, coded distributed computing has emerged as an important approach to speed up large-scale data analysis tasks, such as machine learning, principal component analysis and graph processing. However, this may engender additional communication overhead, or lead to a computational bottleneck that arises due to the unpredictable latency in waiting for the slowest servers to finish their computations, referred to as straggler effect [7], [30]. It has been demonstrated in [26] and [30] that stragglers may run 5 to 8 times slower than the typical worker on Amazon EC2 and thus cause significant delay in calculation. To mitigate straggler, researchers inject redundancy by using error-correcting codes and design many coded computation strategies [10], [19], [20], [28]. The issue of straggling has become a hot topic in area of coded distributed computation [2], [3], [11], [21], [26].

As a fundamental building block of many computing applications, large scale distributed matrix multiplication has been used to process massive data in distributed computing frameworks, such as MapReduce [8] and Apache Spark [35]. The problem of coded distributed matrix multiplication (CDMM) can be formulated as a user wants to compute the product $C = AB$ of two large data matrices $A$ and $B$ through a distributed computing system that consists of a master node and $N$ worker servers. The master node evenly divides $A$ and $B$ into block matrices and encodes them. Then, the master node assigns the encoded sub-matrices to the corresponding worker servers, who compute the product of encoded sub-matrices and return them to the master. After receiving the results from the worker servers, the master node can easily obtain the product $C$.

To characterize the robustness against stragglers effects of a computation strategy, the recovery threshold [33] is defined as the minimum number of successful (non-delayed, non-faulty) worker servers that the master node needs to wait for completing the task.

Recently, straggler mitigation in CDMM has been deeply studied in the literature. The problem of CDMM was considered in [19] and [20] by using maximum distance separable codes to encode the input matrices. In [33], Yu et al. designed a novel coded matrix-multiplication computation strategy, Polynomial codes, that outperformed classical works [14], [16] in algorithm-based fault tolerance (ABFT) with respect to the recovery threshold. Polynomial codes have the recovery threshold $mn$, where the input matrix $A$ is vertically divided into $m$ row block sub-matrices and $B$ is horizontally divided into $n$ row block sub-matrices. While Dutta et al. in [12] constructed MatDot codes which reduced the recovery threshold to $2p + 1$ for $p$-column-wise partitioning of matrix $A$ and $p$-row-wise partitioning of $B$ at the cost of increasing the computational complexity and download cost from each worker server [23]. Entangled polynomial (EP) codes [34] and generalized PolyDot codes [9] were independently constructed to build the general tradeoff between recovery threshold and download cost by arbitrarily partitioning the two data matrices
into \( m \)-by-\( p \) and \( p \)-by-\( n \) blocks of equal-size sub-matrices respectively, which bridged the gap between Polynomial codes [33] and MatDot codes [12]. Moreover, Yu et al. in [34] also discussed the lower bound of the recovery threshold for linear coded strategies, and determined an entangled polynomial code achieving the optimal recovery threshold among all linear coded strategies in the cases of \( m \)-by-\( n \) matrix, which implies that it is particularly important to determine an entangled polynomial code achieving the optimal recovery threshold among all possible linear coded strategies, and determined an entangled polynomial code achieving the optimal recovery threshold among all possible linear coded strategies. Comparisons between folded polynomial codes and previous schemes, and some numerical experiments are given in Section V. Finally, Section VI concludes the paper.

II. PROBLEM STATEMENT AND PRELIMINARIES

A. Notations and Problem Formulation

Let \( F \) be a field and \( \text{char} F \) be the characteristic of \( F \). Denote the set of all polynomials with \( n \) variables over \( F \) by \( F[x_1, x_2, \ldots, x_n] \). For \( n_1 < n_2 \in \mathbb{N} \), denote \( [n_1 : n_2] = \{n_1, n_1 + 1, \ldots, n_2\} \). The cardinality of a set \( S \) is denoted by \( |S| \). We usually use capital letters to denote matrices (e.g., \( A, B \)) and bold lowercase letters to represent vectors (e.g., \( a, b \)), and \( A^\top \), \( a^\top \) denote the transpose of matrix \( A \) and vector \( a \), respectively. The \( i \)-th element of a vector \( a \) is denoted by \( a_i \) and \([A]_{i,j} \) represents the \((i, j)\)-th entry of a matrix \( A \). For \( X = \{ \beta_i \in F : i \in [1 : n] \} \) and \( G = \{g_i(x) \in F[x] : i \in [1 : k]\} \), define a matrix \( M(\beta, X) = (g_i(\beta_j))_{i,j \in [1 : n]} \in \mathbb{F}^n \) whose \((i, j)\)-entry is \( g_i(\beta_j) \). Define \( \text{Span}(G) = \{\sum_{i=1}^n a_i g_i(x) : a_i \in F, i \in [1 : k]\} \), which is a linear space over \( F \).

We consider the matrix product \( C = AA^\top \), which is computed in a distributed computing system consisting of a master node and \( N \) worker nodes. We assume that each worker node only connects to the master node and all the connected links are error-free and secure.

Formally, the master node first encodes its matrices for the \( i \)-th worker node as \( A_i \) and \( B_i \) according to the functions \( f = (f_1, f_2, \ldots, f_N) \) and \( g = (g_1, g_2, \ldots, g_N) \), where \( A_i = f_i(A) \) and \( B_i = g_i(A^\top) \) for \( 1 \leq i \leq N \). After receiving the encoded matrices \( \tilde{A}_i, \tilde{B}_i \), the \( i \)-th worker node computes \( \tilde{C}_i = \tilde{A}_i \tilde{B}_i \) and returns it to the master. Some workers may fail to respond or respond after the master recovers the product, we call such workers as stragglers. For effective straggler mitigation, the master only receives the answers from some subset of workers to recover the product \( AA^\top \) by using a class of decoding functions \( d = \{d_R : R \subseteq [N]\} \), i.e., \( AA^\top = d_R(\tilde{C}_i : i \in R) \) for some \( R \).

The recovery threshold of a computation strategy \((f, g, d)\), denoted by \( R(f, g, d) \), is defined as the minimum integer \( k \) such that the master node can recover the product \( AA^\top \) through any \( k \) workers’ answers for all possible data matrix \( A \). Note that the recovery threshold represents the least number of answers that the master needs to collect for recovering the product \( AA^\top \), so the recovery threshold is an important metric to measure the performance of a computation strategy and it is desired to be as small as possible.

In this paper, we aim to design a computation strategy with the minimum possible recovery threshold for the above mentioned computing problem. Since linear codes have low complexity in the encoding and decoding process with respect to the size of the input matrices among all possible computation strategies, we are interested in linear codes in the following.
Definition 1: For the distributed matrix multiplication problem of computing $A A^T$ using $N$ workers, we say that a computation strategy is a linear code with parameters $m, p$, if there is a partitioning of the input matrices $A \in \mathbb{F}^{p \times p}$ and $A^T \in \mathbb{F}^{q \times q}$, where each matrix is evenly divided into the following sub-matrices of equal sizes:

$$A = \begin{pmatrix}
A_{0,0} & A_{0,1} & \cdots & A_{0,p-1} \\
A_{1,0} & A_{1,1} & \cdots & A_{1,p-1} \\
\vdots & \vdots & \ddots & \vdots \\
A_{m-1,0} & A_{m-1,1} & \cdots & A_{m-1,p-1}
\end{pmatrix},$$

$$A^T = \begin{pmatrix}
A_{0,0}^T & A_{1,0}^T & \cdots & A_{m-1,0}^T \\
A_{0,1}^T & A_{1,1}^T & \cdots & A_{m-1,1}^T \\
\vdots & \vdots & \ddots & \vdots \\
A_{0,p-1}^T & A_{1,p-1}^T & \cdots & A_{m-1,p-1}^T
\end{pmatrix},$$

such that the encoding functions $f_i, g_i, 1 \leq i \leq N$, have the following form:

$$f_i(A) = \sum_{s=0}^{m-1} \sum_{k=0}^{p-1} a_{i,s,k} A_{s,k}, \quad g_i(A^T) = \sum_{s=0}^{m-1} \sum_{k=0}^{p-1} b_{i,s,k} A_{s,k},$$

for some tensors $a, b \in \mathbb{F}^{N \times m \times p}$, and the decoding function for each recovery subset $R$ can be written as:

$$C_{j,k} = \sum_{l=0}^{p-1} A_{j,l} A_{k,l} = \sum_{i \in R} \tilde{C}_{i,j,k}$$

for some tensor $c \in \mathbb{F}^{R|\times|m \times p}$, where $A_{j,l}, A_{k,l} \in \mathbb{F}^{m \times p}$, $0 \leq j, k \leq m - 1$ and $0 \leq l \leq p - 1$.

Definition 2: For the distributed matrix multiplication problem of computing $A A^T$ using $N$ worker nodes with matrix partitioning parameters $m, p$, the optimal linear recovery threshold, denoted by $R_{\text{linear}}$, is defined as the minimum achievable recovery threshold among all linear codes. That is, $R_{\text{linear}} = \min_{f,g,d} \text{EESULTS} \in \mathbb{L}(f,g,d)$, where $\mathbb{L}$ is the set of all linear codes for general matrix partitioning with parameters $m$ and $p$.

The goal of this paper is to design computation strategies with a low recovery threshold and to characterize the linear optimal recovery threshold $R_{\text{linear}}$.

B. Folded Polynomials

In this subsection, we introduce the definition of folded polynomials and give a method to reconstruct such polynomials by using Alon’s combinatorial nullstellensatz theorem [1]. It’s worth noting that the definition of folded polynomials presented here are due to the special structure of $A A^T$-type matrix multiplication. Actually, the decoding of our code relies on reconstructing such folded polynomials, and this is why our code is called folded polynomial code.

Definition 3: For a given polynomial $f(x) \in \mathbb{F}[x]$ with degree $n$, and a given set $\mathbb{G} = \{g_i(x) : 1 \leq i \leq k\} \subseteq \mathbb{F}[x]$ of $k$ linearly independent polynomials of degree $\leq n$, we say $f(x)$ is a $k$-terms folded polynomial with respect to $\mathbb{G}$, if there exist $a_i \in \mathbb{F}, i \in [1 : k]$ such that $f(x) = \sum_{i=1}^{k} a_i g_i(x)$. Moreover, we call $g_i(x) \in \mathbb{G}$ a term of $f(x)$ and $k$ is called the number of terms of $f(x)$ with respect to $\mathbb{G}$.

Next we recall the Alon’s combinatorial nullstellensatz theorem [1].

Theorem 1 (Combinatorial Nullstellensatz [1]): Let $\mathbb{F}$ be a field and let $f(x_1, x_2, \ldots, x_n) \in \mathbb{F}[x_1, x_2, \ldots, x_n]$ be a polynomial with $\deg(f) = \sum_{i=1}^{n} t_i$, and the coefficient of $\prod_{i=1}^{n} x_i^{t_i}$ in $f$ is non-zero, where $t_i \geq 0$. Let $S_i \subseteq \mathbb{F}$, for $i \in [1 : n]$, be subsets such that $|S_i| > t_i$ and $S := S_1 \times S_2 \times \cdots \times S_n \subseteq \mathbb{F}^n$. Then, there exists $(r_1, r_2, \ldots, r_n) \in S$ such that $f(r_1, r_2, \ldots, r_n) \neq 0$.

Based on the above combinatorial nullstellensatz theorem, we can build the following lemma, which gives a method to reconstruct folded polynomials.

Lemma 1: For $j = 1, 2$, let $\mathbb{G}_j = \{g_{i,j}(x), i \in [1 : k_j]\}$ be a set of $k_j$ linearly independent polynomials with degree $\leq n$. Suppose $f_j(x) = \sum_{i=1}^{k_j} a_{i,j} g_{i,j}(x)$ with degree $n$ is a $k_j$-terms folded polynomial with respect to $\mathbb{G}_j$, $j \in [2]$.

Next we show the second result, which characterizes a lower bound of the recovery threshold for general matrix partitioning with parameters $m$ and $p$, there exists a linear computation strategy, referred to as folded polynomial codes (FPC), achieving the recovery threshold

$$R_{\text{FP}} = \left(\frac{m + 1}{2}\right) + \frac{(p - 1)(2m^2 - m + 1) + \chi(m)\chi(p)}{2}$$

if $|\mathbb{F}| > \left(\frac{N - 1}{R_{\text{FP}} - 1}\right)\left(\frac{R_{\text{FP}} - 1}{N - 1}\right) + \left(\frac{R_{\text{FP}} - 1}{N - 1}\right)\left(\frac{R_{\text{FP}} - 1}{N - 1}\right)$, $\text{char}\mathbb{F} = 2$, or $|\mathbb{F}| > \left(\frac{N - 1}{R_{\text{FP}} - 1}\right)(m^2p + p - 2)$, $\text{char}\mathbb{F} = 2$, where $\chi(x) = \frac{1 + (x - 1)^2}{x}$ for $x \in \mathbb{N}$. In particular, for $m = 1$ such folded polynomial codes can be explicitly constructed as long as $|\mathbb{F}| > 2N$.

Remark 2: The proof of Theorem 2 will be given in Section IV after introducing FP codes. The key to reducing the recovery threshold is that folded polynomials can be reconstructed by using less successful worker servers when computing $A A^T$. It is noted that FP codes degenerate into EP codes when they perform the task of AB matrix multiplication.

Next we show the second result, which characterizes a lower bound of the recovery threshold for general matrix partitioning with parameters $m$ and $p$. In particular, folded polynomial code is optimal for the case $m = 1$ in all linear codes over $\mathbb{R}$.

Theorem 3: For the distributed matrix multiplication problem of computing $A A^T$ over $\mathbb{R}$ using $N$ worker nodes with
general matrix partitioning parameters \( m \) and \( p \), we have
\[
R_{\text{linear}}^* \geq \min\{N, mp\}.
\] (2)
Moreover, if \( m = 1 \), then \( R_{\text{linear}}^* = R_{\FP}^* = p \).

Proof: Note that when \( m = 1 \), \( R_{\text{linear}}^* = R_{\FP}^* = p \) can be directly obtained by Theorem 2 and (2), so it is sufficient to prove (2), that is, if \( R_{\text{linear}}^* < N \), then \( R_{\text{linear}}^* \geq mp \).

Suppose \( \mathcal{L}^* \) is a linear computation strategy with the recovery threshold \( R_{\text{linear}}^* \) over \( \mathbb{R} \). By Definition 1, there exist tensors \( a, b \in \mathbb{R}^{N \times m \times p} \) and the decoding functions \( d \triangleq \{ d_k : k \in [1 : N], |k| = R_{\text{linear}}^* \} \) such that
\[
d_k(\{(\sum_{s',k'} a_{s',k'} A_{s',k'})(\sum_{s,k} b_{i,s,k} A_{i,s,k}^\top)\}_{i \in K}) = AA^\top
\] (3)
for any input matrix \( A \in \mathbb{R}^{m \times n} \) and any subset \( K \) of \( R_{\text{linear}}^* \) worker nodes.

For simplicity, we first introduce a vectorization operator \( \text{Vec} \), which maps a matrix \( M \in \mathbb{R}^{m \times n} \) to a row vector in \( \mathbb{R}^{mn} \) whose entries are successively drawn from the matrix row by row. Then choose \( A_{i,k} = \lambda_{i,k} A_{c} \) for all \( \Lambda = (\lambda_{i,k}) \in \mathbb{R}^{m \times p} \) in (3), where \( A_{c} \in \mathbb{R}^{n \times p} \) is some nonzero matrix. For \( i \in [1 : N] \), let \( a_i = \text{Vec}(A_{i,1}) \in \mathbb{R}^{mn} \) and \( \lambda = \text{Vec}(\Lambda) \). Using these notations, we rewrite (3) as \( d_k(\{(a_i \cdot \lambda^\top)(b_i \cdot \lambda^\top)A_{c}A_{c}^\top\}_{i \in K}) = AA^\top \). Now we prove that the rank of \( \{a_i : i \in K\} \) is \( mp \). Otherwise, there exists a non-zero matrix \( \Lambda_0 \in \mathbb{R}^{p \times m} \) such that for all \( i \in K \), \( a_i \cdot \text{Vec}(\Lambda_0)^\top = 0 \). Thus, for all \( \lambda \in \mathbb{R} \) and \( A = \Lambda_0 \otimes A_c \),
\[
AA^\top = d_k(\{(a_i \cdot \text{Vec}(\Lambda_0)^\top)(b_i \cdot \text{Vec}(\Lambda_0)^\top)A_{i,c}A_{c}^\top\}_{i \in K})
\]
\[= (\lambda^2 + \text{rank}(A))A_{c}A_{c}^\top
\]
where \( (\lambda^2 + \text{rank}(A))A_{c}A_{c}^\top = 0 \).
Note that \( A = \Lambda_0 \otimes A_c \neq 0 \), i.e., \( \text{rank}(A) > 0 \). Moreover, \( \text{rank}(AA^\top) \) is \( \text{rank}(A) \) over \( \mathbb{R} \), then \( AA^\top \neq 0 \), which implies \( \lambda^2 = 1 \), a contradiction. Thus, \( R_{\text{linear}}^* = |K| \geq mp \).

IV. FOLDED POLYNOMIAL CODES
In this section, we prove Theorem 2 by giving the folded polynomial codes. We start with two illustrating examples, and then present the folded polynomial codes with general parameters \( m, p \) and use Lemma 1 to ensure the decodability of such codes. At last, the complexity analysis of folded polynomial codes is given.

A. Illustrating Examples

Example 1: FP codes for \( m = 1, p = 2 \) with \( R_{\FP} = 2 \). Formally, we give precise encoding and decoding processes of the FP code. Let \( |F| \geq 2N \) and \( \alpha_1, \alpha_2, \ldots, \alpha_N \) be \( N \) distinct elements in \( F \) with \( \alpha_i \neq 1 \) for \( 1 \leq i, j \leq N \). The data matrices are divided into \( A = (A_0, A_1) \), \( A^\top = \begin{pmatrix} A_0^\top & A_1^\top \end{pmatrix} \), and then \( C = AA^\top = \sum_{i=0}^1 A_i A_i^\top \).

- **Encoding:** Define the encoding functions \( f_A(x) = A_0 + A_1 x \) and \( g_A(x) = A_0^\top x + A_1^\top \). The master node computes \( f_A(\alpha_i), g_A(\alpha_i) \) and sends them to the \( i \)th worker node for all \( i \in [1 : N] \).

- **Worker node:** After receiving the matrices \( f_A(\alpha_i), g_A(\alpha_i) \), the \( i \)th worker node computes the matrix product \( C_i = f_A(\alpha_i)g_A(\alpha_i) \) and returns it to the master node.

- **Decoding:** Now we show the master node can decode and get the desired product \( AA^\top \) when receiving answers from any 2 worker nodes. We explain this as follows.

We observe that for each \( \alpha \in \{\alpha_1, \alpha_2, \ldots, \alpha_N\} \),
\[
f_A(\alpha)g_A(\alpha) = B_1 + AA^\top \alpha + B_1^\top \alpha^2,
\]
where \( B_1 = A_0A_0^\top \).
Consider the \( (i,j) \)-entry and \((j,i)\)-entry of \( f_A(\alpha)g_A(\alpha) \), then
\[
[f_A(\alpha)g_A(\alpha)]_{i,j} = [B_1]_{i,j} + [AA^\top]_{i,j} \alpha + [B_1]_{j,i}^\top \alpha^2,
\]
and \( [f_A(\alpha)g_A(\alpha)]_{j,i} = [B_1]_{j,i} + [AA^\top]_{j,i} \alpha + [B_1]_{i,j}^\top \alpha^2 \).
(4)
According to (4), it has \( [f_A(\alpha)g_A(\alpha)]_{i,i} = [B_1]_{i,i}(1 + \alpha^2) + [AA^\top]_{i,i} \alpha \).
For any 2-subset \( \{\alpha_{s_1}, \alpha_{s_2}\} \),
\[
det(\alpha_{s_1} + \alpha_{s_2}^2) = \alpha_{s_2} - \alpha_{s_1} \neq 0 \quad \text{for} \quad m = 1, p = 2.
\]
Remark 3: Note that the recovery threshold of MatDot codes with the same matrix partitioning in example 1 is 3, which is larger than that of our FPC. This implies that there exists a more efficient computation strategy in the case \( m = 1, p = 2 \).

Remark 4: In fact, when \( \text{char} F \neq 2 \), according to (5), one can easily recover \( [AA^\top]_{i,i} \) for \( i \neq j \) by using two evaluations of the folded polynomial \( f_A(x)g_A(x)_{i,j} + [f_A(x)g_A(x)]_{i,j} = ([B_1]_{i,j} + [B_1]_{j,i})1 + \alpha^2 \) and \( [B_1]_{i,j} + [B_1]_{j,i}^\top \alpha^2 \).
In the following, we present another example for \( m = 2 \).

Example 2: FP codes for \( m = 2, p = 2 \), \( \text{char} F = 2 \) with \( R_{\FP} = 7 \).

In this case, suppose \( |F| > 8^{N-1} \). Let \( \alpha_1, \alpha_2, \ldots, \alpha_N \) be \( N \) distinct undetermined evaluation points in \( F \), which are specified later. The data matrices are evenly divided as follows:
\[
A = \begin{pmatrix} A_{0,0} & A_{0,1} \\ A_{1,0} & A_{1,1} \end{pmatrix}, \quad A^\top = \begin{pmatrix} A_{0,0}^\top & A_{1,0}^\top \\ A_{0,1}^\top & A_{1,1}^\top \end{pmatrix}.
\]
Then \( C = AA^\top = (C_{i,j})_{i,j=0,1} \). The master node needs to compute \( C_{i,j} = \sum_{k=0}^1 A_{i,k} A_{j,k} \) for all \( i, j \in [0 : 1] \). Note \( C_{1,0} = C_{0,1} \) by the symmetry of \( A \).
**Encoding:** Let \( f_A(x) = \sum_{i=0}^{1} \sum_{j=0}^{1} A_{i,j} x^{2i+j} \) and \( g_A(x) = \sum_{i=0}^{1} \sum_{j=0}^{1} A_{i,j} x^{2i+j+1} \). Then the master node sends \( f_A(\alpha_i) \) and \( g_A(\alpha_i) \) to the ith worker node.

**Worker node:** The ith worker node computes \( \tilde{C}_i = f_A(\alpha_i) g_A(\alpha_i) \) and returns the result to the master node.

**Decoding:** Now we show that the master node can recover the desired matrix \( A A^T \) by using answers from any 7 worker nodes. We explain this as follows.

At first, by a precise computation, one can get

\[
f_A(x) g_A(x) = C_0.0 x + C_{1,1} x^2 + (A_{1,1} A_{0,0}^T + A_{0,0} A_{1,1}^T) x^4 + C_{1,0} x^5 + A_{0,0} A_{1,1}^T + A_{1,1} A_{0,0}^T x^2 + A_{0,1} A_{1,0}^T x^6 + A_{1,0} A_{0,1}^T x^8.
\]

Then consider the \((i, j)\)-entry of \( f_A(x) g_A(x) \), it has

\[
[f_A(x) g_A(x)]_{i,j} = \begin{cases} C_{0,0} x + C_{1,1} x^2 + (C_{1,0} x^3 + C_{0,1} x^5) & \text{if } i = j, \\ \begin{array}{c} + \left[ (A_{1,1} A_{0,0}^T + A_{0,0} A_{1,1}^T) x^4 + (A_{0,0} A_{1,1}^T) x^2 \\ + A_{0,1} A_{1,0}^T x^6 + A_{1,0} A_{0,1}^T x^8 \end{array} & \text{if } i \neq j. \end{cases}
\]

Moreover, the \(i\)th diagonal entry of \( f_A(x) g_A(x) \) is

\[
[f_A(x) g_A(x)]_{i,i} = \begin{cases} C_{0,0} x + C_{1,1} x^2 + (C_{1,0} x^3 + C_{0,1} x^5) & \text{if } i = j, \\ \begin{array}{c} + \left[ A_{0,0} A_{1,1}^T x^4 + A_{0,1} A_{1,0}^T x^6 + A_{1,0} A_{0,1}^T x^8 \end{array} & \text{if } i \neq j. \end{cases}
\]

where the term of \( x^4 \) is eliminated because \( A_{0,0} A_{1,1}^T \) and \( A_{1,1} A_{0,0}^T \) are symmetric, then sum up the \((i, j)\)-entry and \((j, i)\)-entry of \( f_A(x) g_A(x) \), it has

\[
[f_A(x) g_A(x)]_{i,j} + [f_A(x) g_A(x)]_{j,i} = \begin{cases} (C_{1,1} x + [C_{0,1} x^5] + ([A_{0,0} A_{1,1}^T] x^4 + [A_{0,0} A_{1,1}^T] x^2) + (A_{1,0} A_{0,1}^T x^6 + A_{1,0} A_{0,1}^T x^8) & \text{if } i \neq j, \\ (C_{0,0} x + C_{1,1} x^2 + C_{0,1} x^5 + C_{1,0} x^3) & \text{if } i = j. \end{cases}
\]

Define \( \Omega = \{ x, x^2, x^3 + x^5, 1 + x^2, x^2 + x^6, x^6 + x^8 \} \). It is easy to verify that all polynomials of \( \Omega \) are linearly independent over \( \mathbb{F} \), so \( [f_A(x) g_A(x)]_{i,j} \) is a 6-terms folded polynomial with respect to \( \Omega \) and \( [f_A(x) g_A(x)]_{i,j} + [f_A(x) g_A(x)]_{j,i} \) is a 4-terms folded polynomial with respect to \( \Omega \setminus \{ x, x^2 \} \), respectively.

To recover the diagonal elements \( \{ [C_{s,t}]_{i,j} : 0 \leq s \leq t \leq 1 \} \), the master needs to reconstruct the 6-terms folded polynomial \( [f_A(x) g_A(x)]_{i,i} \). As to the off-diagonal elements \( \{ [C_{s,t}]_{i,j} : 0 \leq s, t \leq 1 \} \setminus \{ i = j \} \), suppose the master node can recover the folded polynomial \( [f_A(x) g_A(x)]_{i,j} + [f_A(x) g_A(x)]_{j,i} \), then as in example 1, it uses all coefficients of \( [f_A(x) g_A(x)]_{i,j} + [f_A(x) g_A(x)]_{j,i} \) to construct an auxiliary polynomial \( [h(x)]_{i,j} \). That is, let

\[
[h(x)]_{i,j} = \begin{cases} (C_{1,1} x + [C_{0,1} x^5] + ([A_{0,0} A_{1,1}^T] x^4 + [A_{0,0} A_{1,1}^T] x^2) + (A_{1,0} A_{0,1}^T x^6 + A_{1,0} A_{0,1}^T x^8) & \text{if } i \neq j, \\ (C_{0,0} x + C_{1,1} x^2 + C_{0,1} x^5 + C_{1,0} x^3) & \text{if } i = j. \end{cases}
\]

Then, we use \( [h(x)]_{i,j} \) to build a folded polynomial whose coefficients contain the non-diagonal entries \( \{ [C_{s,t}]_{i,j} : 0 \leq s, t \leq 1 \} \).

Hence, for decoding the matrix \( A A^T \), the master node needs to recover three folded polynomials \( [f_A(x) g_A(x)]_{i,i} + [f_A(x) g_A(x)]_{i,j} \), \( [f_A(x) g_A(x)]_{i,j} + [f_A(x) g_A(x)]_{j,i} \), and \( [f_A(x) g_A(x)]_{j,i} + [h(x)]_{i,j} \) by using 7 evaluations of them. Moreover, one can find that every term of \( [f_A(x) g_A(x)]_{i,j} + [f_A(x) g_A(x)]_{j,i} \) is also a term of \( [f_A(x) g_A(x)]_{i,j} + [h(x)]_{i,j} \), which implies that if \( [f_A(x) g_A(x)]_{i,j} + [h(x)]_{i,j} \) can be recovered by using answers from any 7 worker nodes, so do \( [f_A(x) g_A(x)]_{i,i} + [f_A(x) g_A(x)]_{j,i} \) and \( [f_A(x) g_A(x)]_{i,j} + [f_A(x) g_A(x)]_{j,i} \). A sufficient condition of decoding the matrix \( A A^T \) is that there are \( N \) points \( \{ \alpha_j : j \in [1 : N] \} \) such that the folded polynomial \( [f_A(x) g_A(x)]_{i,j} + [h(x)]_{i,j} \) can be reconstructed by any 7 evaluations of it. By Lemma 1 and \( |\mathbb{F}| > 8 (N^2 - 1) \), the above condition holds. Thus, \( R_{FP} = 7 \).

Remark 5: In Example 2, our FP codes also work when \( \text{char} \mathbb{F} = 2 \). That is, the diagonal elements of \( \{ [C_{s,t}]_{i,j} : 1 \leq s, t \leq 2 \} \) can be recovered by using the 7-terms folded polynomial \( [f_A(x) g_A(x)]_{i,i} \) and the off-diagonal elements of \( \{ [C_{s,t}]_{i,j} : 1 \leq s \leq t \leq 2 \} \) can be recovered by using the 7-terms folded polynomial \( [f_A(x) g_A(x)]_{i,j} \) and the 4-terms folded polynomial \( [f_A(x) g_A(x)]_{i,j} - [f_A(x) g_A(x)]_{j,i} \).

Through observing the above examples, one can find that the key to decoding the FP codes is to recover some folded polynomials, say \( [f_A(x) g_A(x)]_{i,i} \), \( [f_A(x) g_A(x)]_{i,j} \), \( [f_A(x) g_A(x)]_{j,i} \), and \( [f_A(x) g_A(x)]_{i,j} + [h(x)]_{i,j} \), where \( [h(x)]_{i,j} \) is an auxiliary polynomial if necessary. The recovery threshold is determined by the number of terms of these folded polynomials. Next, we construct the FP codes for general matrix partitioning, and give an explicit construction for the case \( m = 1 \).

**B. Folded Polynomial Codes for General \( m \geq 1 \)**

Now we describe a general folded polynomial code that achieves a recovery threshold \( R_{FP} = \binom{m+1}{2} \).
(p−1)(2m^2−m+1)+x(m)x(p) for all possible m ≥ 1, p ≥ 1. First, the matrices A and A^T are evenly divided into m × p and p × m sub-matrices according to (1). Then the master needs to compute AA^T = \{(C_{k,s})_{k,s}\} where C_{k,s} = \sum_{i=0}^{p-1} A_{k,i}A_{s,t} for k, s ∈ [0 : m−1]. Suppose f_A(x) = \sum_{j=0}^{m−1} \sum_{k=0}^{p−1} A_{k,j}x^{kp+j}, g_A(x) = \sum_{k=0}^{p−1} \sum_{j=0}^{m−1} A_{j,k}x^{jmp+p−1−i}, and α_1, …, α_N are N distinct evaluation points in \(\mathbb{F}\), which are specified later. Then, f_A(x)g_A(x) can be written as the form in (9), shown at the bottom of the next page, where C_{k,s}^T = C_{s,k} and B_{k,s,t} = \sum_{i=0}^{p−1−t} A_{k,i+t}A_{s,t} for all 0 ≤ k, s ≤ m−1 and 1 ≤ t ≤ p−1. FP codes are described as follows.

- **Encoding:** The master node computes f_A(α_i), g_A(α_i) and sends them to the i'th worker for all i ∈ [1 : N].

- **Worker node:** After receiving the matrices f_A(α_i), g_A(α_i), the i'th worker node computes the matrix product f_A(α_i)g_A(α_i) and returns it to the master node.

- **Decoding:** Upon receiving the answers from any \(\binom{n+1}{2} + (p−1)(2m^2−m+1)+x(m)x(p)\) worker nodes, the master must decode the desired product AA^T.

The feasibility of decoding process will be shown in the proof of Theorem 2 in the next subsection.

C. The Proof of Theorem 2

Before presenting the proof of Theorem 2, we first recall the definition of folded polynomials by a toy example. Let f(x) = (x^2 + 1) + 3(x + x^3) + 2x^2 ∈ \(\mathbb{F}[x]\). Since \(\{x^4 + 1, x + x^3, x^2\}\) are linearly independent over \(\mathbb{F}\), f(x) is a 3-terms folded polynomial with respect to them. In general, for a polynomial f(x) with the form f(x) = \(\sum_{i=0}^{k} a_i g_i(x)\), where g_i(x), i ∈ [1 : k] are linearly independent over \(\mathbb{F}\), we just call it a k-tcr arms folded polynomial, if the polynomial set \{g_i(x) : 1 ≤ i ≤ k\} is clear from the context.

In the following, we give some intuition and ideas about how to perform the decoding process of FP codes and then present the details of the proof of Theorem 2.

To recover C_{k,s} in (9), we use the symmetry of AA^T to construct some folded polynomials, i.e., [f_A(x)g_A(x)]_{i,j}, [f_A(x)g_A(x)]_{j,i} ± [f_A(x)g_A(x)]_{i,j} and [f_A(x)g_A(x)]_{i,j} + [h_A(x)]_{i,j}, just as in Example 1 and Example 2. Specifically, considering the (i,j)-entry and (j,i)-entry of f_A(x)g_A(x), one can obtain (10) and (11), shown at the bottom of the next page, where g_{k,s,t}(x) = x^{smp+kp+p−1−t} + (−1)^{−j}x^{kmp+sp+p−1−t} for 0 ≤ s, k ≤ m−1, 0 ≤ t ≤ p−1, j = 1, 2.

For simplicity, define Ω_1 = \{g_{k,s,t}(x) : (k, s, t) ∈ [0 : m−1] × [0 : m−1] × [1 : p−1]\} and Ω_2 = \{g_{k,s,t}(x) : (k, s, t) ∈ [0 : m−1] × [0 : m−1] × [1 : p−1]\}. Then [f_A(x)g_A(x)]_{i,j} + [f_A(x)g_A(x)]_{j,i} in (10) is a folded polynomial with respect to \{g_{k,s,t}(x) : k ∈ [0 : m−1] \cup \{g_{k,s,0}(x) : 0 ≤ s < k ≤ m−1\} \cup \Gamma_1, and [f_A(x)g_A(x)]_{i,j} − [f_A(x)g_A(x)]_{j,i} in (11) is a folded polynomial with respect to \{g_{k,s,0}(x) : 0 ≤ s < k ≤ m−1\} \cup \Gamma_2, where Γ_1 is a basis of Span(Ω_1) for i = 1, 2.
appears only once if exists. Removing the repetitions of loops, we can obtain the set \( D \) of all pairs \((s, t)\) inducing different loops \( \mathcal{Y}_{s, i} \). That is,

\[
D = \begin{cases}
\{(s, t) : 0 \leq s \leq \frac{m-3}{2}, t \in [1 : p-1]\}, & \text{if } m \text{ is odd}, \\
\{(s, t) : 0 \leq s \leq \frac{m-4}{2}, t \in [1 : p-1]\} \cup \\
\{(\frac{m-2}{2}, t) : t \in \left[1 : \frac{p-1+\chi(p)}{2}\right]\}, & \text{Otherwise}.
\end{cases}
\]

Next we present all the single chains of \( \Omega_1 \) and \( \Omega_2 \). Define \( \mathcal{Y}_{0,0,t} = \{0\} \) for \( t \in [1 : p-1] \). Since \( \phi(0,0,t) = (m-1, m-1, t) \) and \( \phi(m-1, m-1, t) \) is not defined, then \( \mathcal{Y}_{0,0,t} \) is a single chain. Note the single chains \( \mathcal{Y}_{0,0,t}, t \in [1 : p-1] \) are all disjoint. Let \( \mathcal{Y}_{n,0,t} = \bigcup_{t \in [1 : p-1]} \mathcal{Y}_{n,0,t} \). One can verify that \( \bigcup_{t \in [1 : p-1]} \mathcal{Y}_{n,0,t} \) is all the single chains.

In the following, we determine the dimensions of \( \text{Span}(\Omega_1) \) and \( \text{Span}(\Omega_2) \) by calculating the dimension of subspace spanned by polynomials in each loop and single chain. This is illustrated in Lemma 2.

**Lemma 2:** Using above notations, then

(i) For \( (a, b) \in \mathcal{D}' \setminus \{(\frac{m}{2}-1, \frac{m}{2})\} \), \( \dim \text{Span}\{g_{k,s,t}^{(a)}(x) : (k, s, t) \in \mathcal{Y}_{a, b}\} = \left|\mathcal{Y}_{a, b}\right| - 1, j \in [1 : 2] \), and

\[
g_{m-1,a,b}(x) = \sum_{j=1}^{2m-3} (-1)^{j-1} g_{\phi^{\prime}(m-1,a,b)}^{(1)}(x). \tag{12}
\]

(ii) If \( (\frac{m}{2} - 1, \frac{m}{2}) \in \mathcal{D} \), then \( \dim \text{Span}\{g_{k,s,t}^{(1)}(x) : (k, s, t) \in \mathcal{Y}_{\frac{m}{2}-1, \frac{m}{2}}\} = |\mathcal{Y}_{\frac{m}{2}-1, \frac{m}{2}}| - \delta_2(\text{char}F) \), and \( \dim \text{Span}\{g_{k,s,t}^{(2)}(x) : (k, s, t) \in \mathcal{Y}_{\frac{m}{2}-1, \frac{m}{2}}\} = m - 2 \). Moreover, when \( \text{char}F = 2 \),

\[
g_{m-1,\frac{m}{2}-1, \frac{m}{2}}^{(1)} = \sum_{j=1}^{m-2} g_{\phi^{\prime}(m-1,\frac{m}{2}-1, \frac{m}{2})}^{(1)}(x). \tag{14}
\]

(iii) For \( j \in [1 : 2] \),

\[
\text{Span}(\Omega_j) = \bigoplus_{(a,b)\in \mathcal{D}\cup\{(0,0)\}} \text{Span}\{g_{k,s,t}^{(j)}(x) : (k, s, t) \in \mathcal{Y}_{a, b}\}. \tag{15}
\]

Moreover, \( \dim \text{Span}(\Omega_1) = \frac{(p-1)(2m^2-m-1) + \chi(m)\chi(p)(1-2\delta_2(\text{char}F))}{2} \), and \( \dim \text{Span}(\Omega_2) = \frac{(p-1)(2m^2-m-1) - \chi(m)\chi(p)}{2} \), where \( \delta_2(\cdot) \) is a function from \( \mathbb{N} \) onto \{0, 1\} and \( \delta_2(x) = 1 \) if and only if \( x = 2 \).

**Proof:** To maintain the fluency of this paper, the proof is given in Appendix B. \( \square \)
The proof of Theorem 2: The proof is divided into two cases.

Case 1: $\text{char}\mathbb{F} \neq 2$ and $R_{FP} = (m+1)$.

By (10), (11), and (iii) in Lemma 2, $\left[f_A(x)g_A(x)\right]_{i,j} \pm \left[f_A(x)g_A(x)\right]_{j,i}$ can be rewritten as follows,

$$[f_A(x)g_A(x)]_{i,j} + [f_A(x)g_A(x)]_{j,i} = \sum_{k=0}^{m-1} [C,k]_{i,j}g_{k,0}^{(1)}(x) + \sum_{0 \leq s < k \leq m-1} \alpha_{g}(x) + \sum_{0 \leq s < k \leq m-1} ^{(1)}[C,k]_{i,j} + [C,k]_{j,i}g_{k,0}^{(1)}(x),$$

(16)

(17)

where $\Gamma_i$ is a basis of $\text{Span}(\Omega_i)$ for $i \in \{1, 2\}$, $\alpha_{g}$ and $\beta_{g}$ are some elements in $\mathbb{F}$, and $\{g_{k,0}^{(j)}(x) : 0 \leq k \leq s \leq m-1 \}$ are linearly independent over $\mathbb{F}$. Hence, the numbers of terms of $\left[f_A(x)g_A(x)\right]_{i,j} + \left[f_A(x)g_A(x)\right]_{j,i}$ and $\left[f_A(x)g_A(x)\right]_{i,j} - \left[f_A(x)g_A(x)\right]_{j,i}$ are $(m+1) + \dim \text{Span}(\Omega_i)$ and $(\frac{m}{2}) + \dim \text{Span}(\Omega_i)$, respectively. Since $\text{char}\mathbb{F} \neq 2$, $\{C,k\}_{i,j}, \{C,k\}_{j,i}$ can be recovered from $\{C,k\}_{i,j} + \{C,k\}_{j,i}$ and $\{C,k\}_{i,j} - \{C,k\}_{j,i}$. Similarly, the diagonal entries $[C,k]_{i,i}$ can be recovered by reconstructing the folded polynomial $\left[f_A(x)g_A(x)\right]_{i,i}$, which can be verified to have the same terms as $\left[f_A(x)g_A(x)\right]_{i,j} + \left[f_A(x)g_A(x)\right]_{j,i}$. By Lemma 1 and $|\{0:\frac{(m^2+1)}{2}\}| > m^2 + 2m - 2$, there always exist $N$ points in $\mathbb{F}$ such that the folded polynomials $\left[f_A(x)g_A(x)\right]_{i,j} \pm \left[f_A(x)g_A(x)\right]_{j,i}$ and $\left[f_A(x)g_A(x)\right]_{i,j}$ can be recovered from any $(m+1) + \dim \text{Span}(\Omega_i)$ worker nodes' answers. Hence, $R_{FP} = (\frac{m}{2}) + \dim \text{Span}(\Omega_i) = (m+1) + \frac{m-1}{2}(2m^2 + 1)(\chi(x))\frac{(m^2+1)}{2} + \chi(x)$.

Case 2: $\text{char}\mathbb{F} = 2$ and $R_{FP} = (m+1)$.

In this case, $\Omega_1 = \Omega_2$. By (15) in Lemma 2, polynomials in $\bigcup_{(a,b) \in \mathbb{D} \setminus \{(0,0)\}} \{g_{k,0}^{(1)}(x) : (k,s,t) \in \mathbb{Y}_{a,b}\}$ form a basis of $\text{Span}(\Omega_1)$, where $\mathbb{Y}_{a,b} = \mathbb{Y}_{a,b} \setminus \{(m-1, a, b)\}$. According to (12) and (14),

$$\sum_{0 \leq k \leq s \leq m-1} \sum_{0 \leq l \leq m-1} \sum_{0 \leq t \leq m-1} \sum_{0 \leq s \leq m-1} \left[B_k(s,t)_{i,j} + B_k(s,t)_{j,i}\right]g_{k,s,t}^{(1)}(x) + \sum_{(a,b) \in \mathbb{D} \setminus \{(0,0)\}} \sum_{(k,s,t) \in \mathbb{Y}_{a,b}} \left[B_k(s,t)_{i,j} + B_k(s,t)_{j,i} + B_k(s,t)_{j,i}\right]g_{k,s,t}^{(1)}(x).$$

Then (10) can be rewritten as (18), shown at the bottom of the next page, hence $\left[f_A(x)g_A(x)\right]_{i,j} + \left[f_A(x)g_A(x)\right]_{j,i}$ is a $(m+1) + \frac{(m-1)(2m^2 + 1)}{2}(\chi(x))\frac{(m^2+1)}{2}$-terms folded polynomial.

Once recovered this folded polynomial, the master node can build an auxiliary polynomial

$$[h(x)]_{i,j} = \sum_{0 \leq k \leq m-1} \left[C,k\right]_{i,j} g_{k,0}^{(1)}(x) + \sum_{(a,b) \in \mathbb{D} \setminus \{(0,0)\}} \sum_{(k,s,t) \in \mathbb{Y}_{a,b}} \left[B_k(s,t)_{i,j} + B_k(s,t)_{j,i} + B_k(s,t)_{j,i}\right]g_{k,s,t}^{(1)}(x),$$

According to (9), it has

$$[f_A(x)g_A(x)]_{i,j} + [h(x)]_{i,j} = \sum_{0 \leq k \leq m-1} [C,k]_{i,j} x^{kmp+sp+p-1} + \sum_{0 \leq k \leq m-1} \left[B_m-1, a, b\right]_{i,j} g_{k,0}^{(1)}(x) + \sum_{(a,b) \in \mathbb{D} \setminus \{(0,0)\}} \sum_{(k,s,t) \in \mathbb{Y}_{a,b}} \left[B_k(s,t)_{i,j} + B_k(s,t)_{j,i} + B_k(s,t)_{j,i}\right]g_{k,s,t}^{(1)}(x),$$

(19)

where $b_{k,s,t}$ are some coefficients in $\mathbb{F}$ for all $(k, s, t) \in \bigcup_{(a,b) \in \mathbb{D} \setminus \{(0,0)\}} \mathbb{Y}_{a,b}$, and (a) comes from the facts that

$$\sum_{(k,s,t) \in \mathbb{Y}_{a,b}} x^{kmp+sp+p-1-t} \in \mathbb{F},$$

$$x^{m^2+1} - 1 = \sum_{j=0}^{m-2} x^{jp(m+1)} = x^{m^2+p-1} \sum_{j=0}^{m-2} x^{jp(m+1)},$$

and for $(a,b) \in \mathbb{D} \setminus \{(0,0)\}$,

$$\sum_{(k,s,t) \in \mathbb{Y}_{a,b}} x^{kmp+sp+p-1-t} \in \mathbb{F},$$

$$x^{m^2+p-1} = \sum_{i=0}^{m-2} \sum_{i=0}^{m-2} g_{i,i,i,i}^{(1)}(x),$$

and $\mathbb{Y}_{a,b} = \{(m-1, a, b), (a+1, 0, p-b) \} \cup \{(m-1-a, 2a)\}$. According to

$$\sum_{0 \leq k \leq m-1} \sum_{0 \leq l \leq m-1} \sum_{0 \leq t \leq m-1} \sum_{0 \leq s \leq m-1} \left[B_k(s,t)_{i,j} + B_k(s,t)_{j,i}\right]g_{k,s,t}^{(1)}(x).$$

(18)
By (18) and (19), one can find that every term of $[f_A(x)g_A(x)]_{i,j} + [f_A(x)g_A(x)]_{j,i}$ is also a term of $[f_A(x)g_A(x)]_{i,j} + [h(x)]_{i,j}$, which implies that if $[f_A(x)g_A(x)]_{i,j} + [h(x)]_{i,j}$ can be recovered by some $t$ evaluation points, so does $[f_A(x)g_A(x)]_{i,j} + [f_A(x)g_A(x)]_{j,i}$.

Then, a sufficient condition of decoding AA$^\top$ for the case $|\mathcal{F}| = 2$ is that there exist $N$ points $\alpha_1, \ldots, \alpha_N \in \mathcal{F}$ such that the master node can reconstruct the folded polynomials $[f_A(x)g_A(x)]_{i,j} + [h(x)]_{i,j}$ from any $(m+1) + \binom{m+1}{2}$ worker nodes’ answers. Actually, this condition is guaranteed by Lemma 1 and $|\mathcal{F}| > (pm^2 + p - 2)(\binom{m+1}{2} + (p-1)(2m^2-m+1)+\chi(m)(p-2))$. Hence, $R_{FP} = (m+1)^{-1} + \binom{m+1}{2} + (p-1)(2m^2-m+1)+\chi(m)(p-2)$.

According to the decoding process in Theorem 2, the field size required in the folded polynomial code is

$$O\left((pm^2 + p - 2)\left(\binom{N - 1}{R_{FP} - 1} + \binom{N - 1}{R_{FP} - m - 1}\right)\right) = O((pm^2 + p - 2)N^{R_{FP} - p}).$$

To reduce the field size, we present an explicit folded polynomial code with $|\mathcal{F}| > 2N$ for the case of $m = 1$ by Corollary 1 in the next subsection.

### D. Folded Polynomial Codes for $m = 1$

In this subsection, we first give two lemmas and then use them to present an explicit folded polynomial code for the case $m = 1$, which has a recovery threshold $R_{FP} = p$ with $|\mathcal{F}| > 2N$.

**Lemma 3:** Suppose $\beta_1, \beta_2, \ldots, \beta_n$ are $n$ distinct elements in $\mathcal{F}$ and $\beta_1 \beta_2 \neq 1$ for all $1 \leq i, j \leq n$. Assume $g_1(x) = x^{n-1}$ and $g_i(x) = x^{n-1} + x^{n-2+i}$ for $i \in [2 : n]$. Then, det $M(\Omega, \Gamma) = \prod_{1 \leq i < j \leq n}(\beta_j - \beta_i)(\beta_j - 1)$, where $\Omega = \{g_i(x) : i \in [1 : n]\}$ and $\Gamma = \{\beta_j : j \in [1 : n]\}$.

**Lemma 4:** Suppose $\beta_1, \beta_2, \ldots, \beta_n$ are $n$ distinct elements in $\mathcal{F}$ and $\beta_1 \beta_2 \neq 1$ for all $1 \leq i, j \leq n$. Then, det $M(\Omega, \Gamma) = \prod_{1 \leq i < j \leq n}(\beta_j - \beta_i)(\beta_j - 1)$, where $\Omega = \{x^{n+i} - x^{n-i} : i \in [1 : n]\}$ and $\Gamma = \{\beta_j : j \in [1 : n]\}$.

We prove Lemma 3 and Lemma 4 in Appendix C and Appendix D, respectively.

According to Lemma 3 and Lemma 4, we are able to determine $N$ points $\alpha_1, \ldots, \alpha_N \in \mathcal{F}$ that are needed in the decoding process in IV-B, and an explicit folded polynomial code for $m = 1$ can be constructed as illustrated in the following corollary.

**Corollary 1:** Assume $|\mathcal{F}| > 2N$, $\alpha_1, \alpha_2, \ldots, \alpha_N$ are $N$ distinct elements in $\mathcal{F}$ and $\alpha_i \alpha_j \neq 1$, $1 \leq i, j \leq N$. Then, a folded polynomial code can be explicitly constructed over $\mathcal{F}$ for $m = 1$, and its recovery threshold achieves $p$.

**Proof:** In the case of $m = 1$, (9) can be rewritten as

$$f_A(x)g_A(x) = B_0x^{p-1} + \sum_{\ell=0}^{p-1}(B_\ell x^{p-1+\ell} + B_{\ell+1} x^{p-1-\ell}),$$

where $B_0 = AA^\top$ and $B_\ell = \sum_{k=0}^{\ell-\ell} A_k x^{k+1} x^{\ell-1}, 1 \leq \ell \leq p - 1$.

In the following, we state that the master node can reconstruct AA$^\top$ from any $p$ worker nodes. We first recover the diagonal elements $[AA^\top]_{i,i} = [B_0]_{i,i}$.

According to (20), $[f_A(x)g_A(x)]_{i,j} = [B_0]_{i,j} x^{p-1} + \sum_{\ell=1}^{p-1}(B_\ell_{i,j} x^{p-1+\ell} + x^{p-1-\ell})$. By Lemma 3, $M(\Omega_1, \Gamma)$ is invertible, where $\Omega_1 = \{x^{p-1-\ell} : \ell \in [1 : p - 1]\} \cup \{x^{p-1}\}$ and $\Gamma$ is a $p$-subset of $\{\alpha_i : i \in [1 : N]\}$. Hence, $[AA^\top]_{i,i}$ can be easily recovered from any $p$ evaluations of $\{[f_A(\alpha_i)g_A(\alpha_i)]_{i,i} : s \in [1 : p]\}$.

Next we decode the off-diagonal elements $[AA^\top]_{i,j}$ with $i < j$. It follows from (20) that $[f_A(x)g_A(x)]_{i,j} - [f_A(x)g_A(x)]_{j,i} = \sum_{\ell=1}^{p-1}([B_\ell]_{i,j} - [B_\ell]_{j,i}) x^{p-1+\ell} + x^{p-1-\ell}$, which is a $(p-1)$-terms folded polynomial.

Define $h(x)_{i,j} = \sum_{\ell=1}^{p-1}([B_\ell]_{i,j} - [B_\ell]_{j,i}) x^{p-1+\ell}$, then the master node can compute evaluations of the following $p$-terms folded polynomial

$$[f_A(x)g_A(x)]_{i,j} + [h(x)]_{i,j} = [B_0]_{i,j} x^{p-1} + \sum_{\ell=1}^{p-1}([B_\ell]_{i,j} x^{p-1+\ell} + x^{p-1-\ell})$$

at points $\alpha_{i1}, \alpha_{i2}, \ldots, \alpha_{in}$. Hence, $[AA^\top]_{i,j}$ can be recovered by the invertibility of $M(\Omega_1, \Gamma)$. Thus, $R_{FP} = p$ for $m = 1$. ■

### E. Complexity Analysis of Folded Polynomial Codes

In this subsection, we present the computational complexity and communication cost for folded polynomial codes.

1) Encoding: The master encodes sub-matrices of sizes $\frac{n}{p} \times \frac{n}{p}$ and $\frac{n}{p} \times \frac{n}{p}$ and sends them to each worker node. Hence, the encoding process for matrices $A, A^\top$ can be viewed as evaluating two polynomials $f_A(x)$ and $g_A(x)$ of
respective degrees \( pm - 1 \) and \((m^2 - m + 1)p - 1\) at \( N \) points for \( \mu_{mp} \) times. By using the fast polynomial evaluation algorithms [37], the computational complexity of the encoding process is \( O(N \mu_{2m} \log^3(m^2p) \log \log (m^2p)) \).

2) Each Worker’s Computational Cost: Each worker computes the product of two matrices of size \( \frac{m}{p} \times \frac{m}{p} \) and \( \frac{m}{m - p} \times \frac{m}{m} \), which requires \( \mu_{mp} \) operations by using standard matrix multiplication algorithms. Hence, the computational complexity of each worker is \( O(\mu_{mp}) \).

3) Decoding: After receiving the fastest \( R_{FP} \) answers from workers \( \Gamma = \{\alpha_i : s \in [1 : R_{FP}]\} \), the master reconstructs the desired matrix \( AA^\top \). When \( \text{char} \mathbb{F} \neq 2 \), the decoding process can be viewed as solving two linear systems whose equations have form (17) and (16) respectively. Hence, the computational complexity in the decoding process is

\[
O\left(\frac{m}{2} \left(\frac{\mu}{2} (R_{FP} - m) + \left(\frac{m + 1}{2}\right) \mu_{FP}\right) + (R_{FP} - m)^3 + R_{FP}^3\right) = O\left(\frac{\mu + 1}{2} R_{FP} + R_{FP}^3\right).
\]

When \( \text{char} \mathbb{F} = 2 \), compared with the case of \( \text{char} \mathbb{F} \neq 2 \), the master has to additionally compute the evaluations of \( \{h(x)\}_{i,j} : 1 \leq i < j \leq \frac{m}{mp} \} \) at \( R_{FP} \) points, which requires \( O((\frac{m}{2})^2 R_{FP}) \) operations. Thus, the computational complexity in decoding process is

\[
O\left(\frac{\mu + 1}{2} R_{FP} + R_{FP}^3 + \delta_{2}(\alpha_{pi})\left(\frac{m}{2}\right) R_{FP}^2\right).
\]

4) Communication Cost: The communication cost consists of upload cost and download cost at the master node. In our scheme, the master node uploads a total of \( 2N \frac{\mu}{mp} \) symbols to all \( N \) worker nodes, and downloads \( R_{FP} \frac{\mu}{mp} \) symbols from the fastest \( R_{FP} \) successful worker nodes. That is, the upload cost is \( O(N \frac{\mu}{mp}) \), and the download cost is \( O(R_{FP} \frac{\mu}{mp}) \). Thus, the total amount of communication cost is \( O\left(N \frac{\mu}{mp} + R_{FP} \frac{\mu}{mp}\right)\).

V. COMPARISONS AND NUMERICAL EXPERIMENTS

A. Comparisons With Previous Works

To the best of our knowledge, EP codes can be regarded as the state of art of previous works with respect to CDMM, because it bridges the extremes of Polynomial codes [33], MatDot codes, and PolyDot codes [12]. Moreover, generalized PolyDot (GPD) codes [9] and EP codes have similar performance, but the former reduced the recovery threshold of PolyDot codes by a factor of 2. Since our strategy is designed to perform the task of computing \( AA^\top \) for matrix partitioning with parameters \( m, p \), we will compare our code with previous ones under the same task and the same parameters \( m, p \). The comparisons are listed in Table I and Table II. For matrix partitioning with \( m = 1 \) in Table I, we have the following observations. Compared with the MatDot codes in [12], FP codes reduce the recovery threshold from \( 2p - 1 \) to \( p \), reduce the download cost by a factor of 2, and preserve the other performance unchanged. In particular, to ensure the decodability, we need the field size \( |\mathbb{F}| \geq 2N \), which is almost the same as the requirement in MatDot codes.

Table II is for general parameters \( m, p \). It can be seen that compared with EP codes, FP codes are better in terms of recovery threshold, download cost and decoding complexity for all parameters \( m, p \) on condition that the underlying fields of the two code schemes are the same, while encoding complexity and woker computation complexity do not change. Particularly, when \( p = 1 \), our FP code has the recovery threshold \( \left(\frac{m+1}{2}\right) \), which reduces that of EP codes by a factor of 2. Furthermore, it should be pointed out that the field size required in FP codes is \( O((pm^2 + p - 2)N^3) \) for some \( t \), which is larger than the field size \( O(N) \) in EP codes. This may lead to higher upload and download cost for FP codes when defining over a large field. However, we claim that the field size condition given in this paper is just a sufficient condition to ensure the decoding process of FP codes. Actually, there is evidence that the field size can be further reduced. Therefore, building FP codes over a small field is an interesting problem and we leave it as a future work.

When \( \mathbb{F} = \mathbb{R} \), there are also many efficient approaches [4], [5], [6], [13], [22] for CDMM. Compared with our approach, the methods, designed for sparse matrices multiplication and partial stragglers in [4] and [5], have a lower worker computation complexity. To keep numerical robustness, two methods are designed in [13] and [22] with respect to different matrix partitioning, both of which give an upper bound on the condition number of the decoding matrices in the worst case.

B. Numerical Experiments

In this subsection, since FP codes for \( m = 1 \) have an optimal linear recovery threshold over \( \mathbb{R} \), we do experiments using MatDot codes [12], OrthMatDot codes [13] and our FP codes for matrix partitioning parameter \( m = 1 \), and give comparisons on performance of these codes via
exhaustive numerical experiments in a computing node of MAGIC CUBE-III cluster (HPCPlus Platform in Shanghai Supercomputer Center, [25]) that is equipped with 2 Intel Xeon Gold 6142 CPUs (2.6 GHz, 16 cores), 192 GB DDR4 memory, and 240 GB local SSD hard disk. One can find the codes of all numerical experiments in [15].

1) Worker Computation Time & Decoding Time: In our simulation, the input matrix \( A \) has size 12000 \times 15000, whose entries are chosen independently according to the standard Gaussian distribution \( N(0, 1) \). The matrix \( A \) is divided into 8 column blocks, i.e., \( m = 1, p = 8 \). The output matrix \( AA^\top \) is obtained by decoding all entries of it. In Table III, worker computation time is measured by the average of computation time over all non-straggler worker nodes, and decoding time is the time spent by the master node performing calculations during the decoding process. Moreover, the computation complexity in worker nodes and master node are determined by the number of multiplication operations.

From Table III, we have the following observations. Worker computation time in our FP codes is almost the same as that of MatDot codes, but is longer than that of OrthMatDot codes, which is because that each worker node in OrthMatDot codes computes a \( \tilde{A}_i \tilde{A}_i^\top \)-type multiplication. As to decoding time at the master node, compared with OrthMatDot codes [13], our FP codes still reduce the decoding time despite the distributed computing system has more straggler nodes. This coincides with the analysis on decoding complexity of the master node, which is \( O(\mu^2 R^2) = O(3.24 \times 10^{10}) \) in OrthMatDot codes and \( O(1.15 \times 10^9) \) in FP codes. Compared with MatDot codes [12], the master node in FP codes additionally needs to perform some addition operations (3.55 seconds), which is the reason why the decoding time of FP codes is a litter longer than that of MatDot codes.

2) Overall Computation Time: We compare the above three approaches in terms of overall computation time to recover \( AA^\top \) by carrying out some simulations for different number of straggler nodes, where the computing system has 18 worker nodes. Note that overall computation time is the time required by the master node to receive the first \( R \) answers, where \( R \) is the recovery threshold. The results are presented in Fig. 1. One can find that our proposed approach is significantly faster in terms of overall computation time in comparison to the other two coded approaches for different number of straggler workers. This is because that our method has a smaller recovery threshold for the same matrix partitioning and can tolerate more straggler nodes as shown in Table I.

| Nr. of Stragglers \( s \) | MatDot Code [12] | OrthMatDot Code [13] | FP Code |
|-----------------------------|------------------|----------------------|--------|
| Worker Computation Complexity | \( O(2.7 \times 10^{11}) \) | \( O(3.15 \times 10^{11}) \) | \( O(2.7 \times 10^{12}) \) |
| Decoding Complexity | \( O(4.57) \) | \( O(3.26 \times 10^9) \) | \( O(1.15 \times 10^9) \) |
| Decoding Error | **1.80** | **12.86** | **4.55 \approx 10 \approx 3.55** |

*Decoding time in FP code consists of two parts: multiplication (1.10 sec.) and addition (3.55 sec.).

![Fig. 1](image1.jpg)

Fig. 1. Comparison among three coded approaches in terms of overall computation time for different number of straggler nodes \( s \). The computing system has 18 worker nodes and the input matrix \( A \) is evenly divided into 8 column blocks and \( A^\top \) is evenly divided into 8 row blocks, so \( R_{FP} = 8 \), and the recovery threshold of both MatDot codes and OrthMatDot codes is 15. The straggler workers are simulated in such a way so that they have one-fifth of the speed of the non-straggling workers.
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Fig. 2. Comparison among three coded approaches in terms of worst condition number for \( m = 1 \), different partitioning parameter \( p \) and fixed number of straggler nodes \( (s = 1, 2) \).

3) Numerical Stability: We know that the condition number of the associated decoding matrix is an important metric to measure the numerical stability of a linear computing strategy for CDMM, where the condition number of a matrix is defined by the ratio of maximum and minimum singular values. Compared with OrthMatDot codes in Fig. 2, both our codes and MatDot codes have very high worst condition number, which implies they are numerically instable for fixed \( s \) and different \( p \). Here evaluation points in OrthMatDot codes and MatDot codes are the corresponding Chebyshev points, and evaluation points in our codes are given in the following manner: we randomly choose the evaluation points from the interval \((-1, 1)\) and compute the worst condition number for 20 times, then choose those that have the minimum worst condition number. Due to the numerical instability of FP codes, it will be a future work to design an FP code which is numerically more stable.

VI. CONCLUSION

In this paper, we investigate the distributed matrix multiplication problem of computing \( AA^\top \) using \( N \) worker nodes with parameters \( m \) and \( p \). We first design a linear computation strategy for general \( m \geq 1, p \geq 1 \), i.e., folded polynomial code over \( \mathbb{F} \), which has a recovery threshold \( R_{FP} = \binom{m+1}{2} + \frac{(p-1)(2m^2-m+1)+\chi(m)\chi(p)}{2} \), where \( \chi(x) = \frac{1+(-1)^x}{2} \) for \( x \in \mathbb{N} \). Then we derive a lower bound \( R_{linear} \geq \min\{N, mp\} \) on the recovery threshold for all linear computation strategies over \( \mathbb{R} \). In particular, our code for \( m = 1 \) is explicitly...
constructed and has a recovery threshold \( p \), achieving the lower bound. For general partitioning parameters \( m \geq 2 \), our strategy is constructed over a larger underlying field. Therefore, it is an interesting problem to construct folded polynomial codes for general \( m \geq 2 \) over a small field. Besides, the folded polynomial code over \( \mathbb{F} \) is not numerically stable for larger number of worker nodes. A future work is to design a numerically stable scheme with the same recovery threshold as FP codes over \( \mathbb{F} \).

**APPENDIX A**

**PROOF OF LEMMA 1**

To complete the proof of Lemma 1, we first prove the following claim.

**Claim:** If polynomials in \( G = \{ g_i(x) \in \mathbb{F}[x] : \deg(g_i(x)) \leq n, i \in [1 : s] \} \) are linearly independent over \( \mathbb{F} \) and \( |\mathbb{F}| > n \), then there exist \( s \) elements \( \Gamma = \{ \beta_j : j \in [1 : s] \} \) in \( \mathbb{F} \) such that \( \det(M(\Gamma, \Gamma)) \neq 0 \).

**Proof:** This claim is proved by induction on \( s \). For \( s = 1 \), it is obviously true. Now let \( s > 1 \) and suppose that the claim is true for \( s - 1 \). By the induction hypothesis, there are \( s - 1 \) elements \( \Gamma_1 = \{ \beta_j : j \in [1 : s - 1] \} \) in \( \mathbb{F} \) such that \( \det(M(\mathbb{F} \setminus \{ g_s(x) \}, \Gamma_1)) \neq 0 \). Then we prove that there exists an element \( \beta_s \in \mathbb{F} \) such that \( \det(M(\mathbb{F} \setminus \{ g_s(x) \}, \Gamma_1 \cup \{ \beta_s \})) \neq 0 \). Otherwise, for every \( \alpha \in \mathbb{F} \), \( \det(M(\mathbb{F} \setminus \{ g_s(x) \}, \Gamma_1 \cup \{ \alpha \})) = 0 \). Expand by the last column, \( \det(M(\mathbb{F} \setminus \{ g_s(x) \}, \Gamma_1 \cup \{ \alpha \})) = \sum_{i=1}^s c_i g_i(\alpha) = 0 \) for all \( \alpha \in \mathbb{F} \), where \( c_i = (\alpha^{i-1})^{s-1} \det(M(\mathbb{F} \setminus \{ g_s(x) \}, \Gamma_1)) \) for \( i \in [1 : s] \). Combining with \( |\mathbb{F}| > n \), \( \sum_{i=1}^s c_i g_i(x) = 0 \). Note that \( c_s = \det(M(\mathbb{F} \setminus \{ g_s(x) \}, \Gamma_1)) \neq 0 \), which implies that polynomials in \( G \) are linearly dependent over \( \mathbb{F} \), a contradiction.

\[ \Box \]

**A. Proof of Lemma 1**

In order to uniquely determine \( a_{i,j} \)'s, it is sufficient to show that the matrix \( M(\mathcal{G}_j, \mathcal{X}_j) \) is invertible over \( \mathbb{F} \), \( j \in [1 : 2] \), for each \( k_j \)-subset \( \mathcal{X}_j \) of \( \{ \alpha_i : i \in [1 : N] \} \). Set

\[
G(x_1, x_2, \ldots, x_N) = \prod_{\Gamma_1 \subseteq \mathcal{G}_1} \det(M(\mathcal{G}_1, \Gamma_1)) \cdot \prod_{\Gamma_2 \subseteq \mathcal{G}_2} \det(M(\mathcal{G}_2, \Gamma_2)).
\]

Combined the fact that \( g_{1,j}(x), \ldots, g_{k_j,j}(x) \) are linearly independent in \( \mathbb{F}[x] \) for each \( j \in [1 : 2] \) and the above **Claim**, we conclude that \( \det(M(\mathcal{G}_j, \mathcal{X}_j)) \) is a nonzero polynomial for each \( \mathcal{X}_j \) and the degree of each variable in \( \det(M(\mathcal{G}_j, \mathcal{X}_j)) \) is at most \( n \), which implies that \( G(x_1, x_2, \ldots, x_N) \) is also a nonzero polynomial in \( \mathbb{F}[x_1, x_2, \ldots, x_N] \). Moreover, the variable \( x_i \) actually appears in \((N-1) + \frac{(N-1)}{2} + \cdots + \frac{(N-1)}{k_i-1}) \) factors of \( G(x_1, x_2, \ldots, x_N) \) for each \( i \in [1 : N] \), hence the degree of each variable in \( G(x_1, x_2, \ldots, x_N) \) is at most \( \sum_{i=1}^N \frac{(N-1)}{k_i-1} n \). By Theorem 1 and \( |\mathbb{F}| > \sum_{j=1}^N \frac{(N-1)}{k_j-1} n \), there are \( N \) points \( \{ \alpha_i : i \in [1 : N] \} \) in \( \mathbb{F} \) such that \( G(\alpha_1, \alpha_2, \ldots, \alpha_N) \neq 0 \).
By recursively using such equation, it leads to
\[ \det M(\Omega) = \det M(\Omega') \] and \( \Omega' = \{ \beta_i : i \in [1 : j] \} \) for \( j \in [1 : n] \). Then \( \Omega(n) = \Omega \) and \( \Gamma(n) = \Gamma \). Let \( G(x) = \det M(\Omega, \Gamma \cup \{ \beta_i \}) \), hence \( \deg G(x) = 2n \cdot l.c.(G(x)) = \prod_{i=1}^{n-1} \beta_i \cdot \det M(\Omega(n), \Gamma(n)) \).

W.L.O.G., we may assume that \( 0 \notin \{ \beta_1, \beta_2, \cdots, \beta_{n-1} \} \). According to the definition of \( G(x) \), one can easily verify that \( G(\beta_i) = 0 \) for \( 1 \leq i \leq n-1 \). Hence, for \( 1 \leq i \leq n-1, x - \beta_i \mid G(x) \) and \( x \beta_i - 1 \mid G(x) \).

Moreover, when \( x^2 = 1 \), the last row of \( M(\Omega, \Gamma \cup \{ \beta_i \}) \) is a zero vector, that is, \( x^2 - 1 \mid G(x) \). Since \( \beta_i \beta_{j} \neq 1 \) for \( 1 \leq i < j \leq n \), one has \( G(x) = \prod_{i=1}^{n-1} (x - \beta_i)(x \beta_i - 1) \), which implies that
\[ G(x) = (x^2 - 1) \cdot \prod_{1 \leq i < j \leq n} (x - \beta_i)(x \beta_i - 1), \]

where \( \ell(x) \in F[x] \). Considering the both sides of equation (22), it has \( \deg \ell(x) = 0 \) and \( \ell(x) \cdot l.c.(\prod_{i=1}^{n-1} (x - \beta_i)(x \beta_i - 1)) = \prod_{i=1}^{n-1} \beta_i \cdot \det M(\Omega(n), \Gamma(n)), \) that is,
\[ \ell(x) = \det M(\Omega(n), \Gamma(n)). \]

Then, \( \det M(\Omega(n), \Gamma(n)) = \det M(\Omega(n-1), \Gamma(n-1)) \cdot \prod_{i=1}^{n-1} (\beta_i - \beta_j)(\beta_i \beta_j - 1). \]

By recursively using such equation, we get \( \det M(\Omega, \Gamma) = \prod_{i=1}^{n-1} (\beta_i - \beta_j)(\beta_i \beta_j - 1). \)
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