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ABSTRACT

Recommender systems provide essential web services by learning users’ personal preferences from collected data. However, in many cases, systems also need to forget some training data. From the perspective of privacy, users desire a tool to erase the impacts of their sensitive data from the trained models. From the perspective of utility, if a system’s utility is damaged by some bad data, the system needs to forget such data to regain utility. While unlearning is very important, it has not been well-considered in existing recommender systems. Although there are some researches have studied the problem of machine unlearning, existing methods can not be directly applied to recommendation as they are unable to consider the collaborative information.

In this paper, we propose RecEraser, a general and efficient machine unlearning framework tailored to recommendation tasks. The main idea of RecEraser is to divide the training set into multiple shards and train submodels with these shards. Specifically, to keep the collaborative information of the data, we first design three novel data partition algorithms to divide training data into balanced groups. We then further propose an adaptive aggregation method to improve the global model utility. Experimental results on three public benchmarks show that RecEraser can not only achieve efficient unlearning but also outperform the state-of-the-art unlearning methods in terms of model utility. The source code can be found at https://github.com/chenchongthu/Recommendation-Unlearning

CCS CONCEPTS

- Information systems → Recommender systems; • Security and privacy → Privacy protections.
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1 INTRODUCTION

Recommender systems provide personalized service for users to alleviate the information overload problem, playing a more and more important role in a wide range of applications, such as e-commerce [14, 38], social media [8, 10, 16, 48], and news portal [41]. The key of personalized recommender systems is known as collaborative filtering [28, 31, 37, 42], which learns users’ preference based on their historical records (e.g., views, clicks, and ratings).

Once a recommender system is built, it has potentially memorized the training data. However, in many cases, a recommender system also needs to forget certain sensitive data and its complete lineage, which is called Recommendation Unlearning in this paper. Consider privacy first, recent researches have shown that users’ sensitive information could be leaked from the trained models, e.g., recommender systems [50], big pretrained [4] and finetuned natural language models [49]. In such cases, users desire a tool to erase the impacts of their sensitive information from the trained models. The second reason is utility. Nowadays, new data is collected incrementally to further refine existing models [51]. However, bad data (or called dirty data), e.g., polluted data in poisoning attacks [33] or out-of-distribution (OOD) data [3], will seriously degrade the performance of recommendation. Once these data are identified, the system needs to forget them to regain utility. Moreover, generally users’ preferences are dynamic and changeable [44]. For example, a user who wants to buy a mobile phone will be happy to see recommendations about mobile phones. But after the purchase, she/he will not be interested in the recommendations of new mobile phones for a period of time. In this case, the user will want to delete certain data so that the system can provide more useful recommendations.

The most naive unlearning method is to retrain from the original data after removing the samples that need to be forgotten. Unfortunately, the difficulty in applying this method lies in the expensive computational cost for large-scale data. Some efforts have been devoted to resolving the inefficiency issue of machine unlearning in the domains of computer vision and natural language processing [1, 2, 13, 22, 24]. For example, the SISA method [1] randomly split the training data into several disjoint shards and then train submodels based on each shard. After that, the final prediction results are obtained from the aggregation of submodels through majority voting or average. When some data samples are required
to be forgotten, only the corresponding submodel needs to be retrained. However, existing methods cannot be directly applied to recommendation tasks. Since recommender systems rely on collaborative information across users and items, randomly dividing the data into shards could seriously damage the recommendation performance. Moreover, the aggregation part in existing unlearning methods often assign a static weight to each submodel. Although the recent work GraphEraser [13] uses a learning-based method to assign weights, the weights cannot be changed adaptively when predicting different user-item interactions.

In light of the above problems of existing solutions, in this work we propose a novel and efficient erasable recommendation framework, namely RecEraser, to achieve efficient unlearning while maintaining high recommendation performance. The general idea of RecEraser is to divide the training set into multiple shards and train a submodel for each shard. To keep the collaborative information of the data, we design three data partition strategies based on the similarities of users, items, and interactions, respectively. Different from traditional community detection and clustering methods [15, 23, 34], our data partition strategies are designed to achieve balanced partition so that the unlearning efficiency will not be affected by the unbalanced shard size. In addition, considering that recommender systems usually face a variety of users and items, submodels should have different contributions for the prediction of different user-item pairs. To further improve the recommendation performance, we propose an attention-based adaptive aggregation method. To evaluate our method, we apply RecEraser on three real-world datasets with extensive experiments. Since the architecture of RecEraser is model-agnostic for base models, we utilize three representative recommendation models BPR [42], WMF [11, 31], and LightGCN [28] as its base models. The experimental results show that RecEraser can not only achieve efficient unlearning, but also outperform the state-of-the-art unlearning frameworks like SISA [1] and GraphEraser [13] in terms of performance. Further ablation studies also show the effectiveness of our proposed data partition strategies and adaptive aggregation method. The main contributions of this work are:

(1) To the best of our knowledge, this is the first work that addresses the machine unlearning problem for recommendation. A generalerasable recommendation framework named RecEraser is proposed to achieve both high unlearning efficiency and high performance.

(2) We design three data partition strategies to split recommendation data into balanced shards, and propose an attention-based adaptive aggregation method to further improve the performance of RecEraser.

(3) We conduct extensive experiments on three real-world datasets and three representative recommendation models. The results show that RecEraser can not only achieve efficient unlearning, but also outperform the state-of-the-art unlearning framework in terms of recommendation performance.

2 RELATED WORK

2.1 Item Recommendation

Popularized by the Netflix Challenge, early recommendation methods [36, 37] were designed to model users’ explicit feedback by mapping users and items to a latent factor space like matrix factorization. Later on, researchers found that users interact with items mainly through implicit feedback, such as purchases on e-commerce sites and watches on online video platforms. Then a surge of recommendation methods were proposed for learning from implicit feedback [9, 12, 30, 31, 42]. Specifically, Hu et al. [31] proposed a non-sampling based method WMF, which assumes that all unobserved items are negative samples. Some recent studies have also been made to resolving the inefficiency issue of non-sampling learning. For instance, Chen et al. [11] derive a flexible non-sampling loss for recommendation models, which achieves both effective and efficient performance. On another line of research, Rendle et al. [42] proposed a pair-wise learning method BPR, which is a sampling-based method that optimizes the model based on the relative preference of a user over pairs of items.

Due to the popularity of deep learning, there is a large literature exploiting different neural networks for recommender systems. In [30], He et al. presented a Neural Collaborative Filtering (NCF) framework to address implicit feedback data by jointly learning a matrix factorization and a feedforward neural network. The NCF framework has been widely extended to adapt to different recommendation scenarios [27, 45]. Recently, it has become a trend to explore the application of newly proposed deep learning architectures in recommendation. Such as attention mechanisms [7, 47], Convolutional Neural Network [29, 52], Recurrent Neural Network [41], and Graph Neural Networks [6, 19, 46]. Specifically, Wang et al. [46] proposed NGCF to exploit high-order proximity by propagating embeddings on the user-item interaction graph. NGCF is then further extended to LightGCN [28] by removing the non-linear activation function and feature transformation. LightGCN is more efficient than vanilla GCN modes and has achieved state-of-the-art performance in Top-K recommendation task.

2.2 Machine Unlearning

Machine unlearning, also known as selective forgetting [24] or data removal/deletion [21, 26] in machine learning, refers to a process that aims to remove the influence of a specified subset of training data upon request from a trained model. Previous studies on machine unlearning can be divided into two groups: approximate unlearning and exact unlearning.

Approximate unlearning offers statistical guarantee about data deletion, thus a.k.a statistical unlearning [24, 26, 32]. The essential idea is to relax the requirements for exact deletion, i.e., it only provides a statistical guarantee that an unlearned model cannot be distinguished from a model that was never trained on the removed data [26]. They usually employ gradient-based update strategies to quickly eliminate the influence of samples that are requested to be deleted [40]. For example, Guo et al. [26], Golatkar et al. [24], and Golatkar et al. [25] proposed different Newton’s methods to approximate retraining for convex models, e.g., linear regression, logistic regression, and the last fully connected layer of a neural network. An alternative is to eliminate the influence of the samples that need to be deleted to the learned model based on

1It is worth noting that the purpose of unlearning is different from differential privacy (DP) methods [18, 20] which aim to protect users’ privacy information instead of deleting them. Besides, unlearning usually requires more strict guarantee than DP.
We denote the user and item sets as \( U, V \). We first introduce the key notation, then formulate the recommendation unlearning task and discuss its differences and challenges with existing methods.

### 3.1 Notations and Problem Formulation

Table 1 depicts the notations and key concepts used in this paper. We denote the user and item sets as \( U, V \), respectively. The user-item interaction matrix is denoted as \( Y = \{ y_{uv} \} \in \{ 0, 1 \} \), indicating whether user \( u \) has an interaction with item \( v \). Given a target user \( u \), the recommendation task is to recommend a list of items that \( u \) may be interested in.

| Symbol | Description |
|--------|-------------|
| \( U, V \) | Set of users and items, respectively |
| \( Y \) | User-item interaction matrix |
| \( K \) | The number of shards |
| \( S_i \) | Shards \( i \) |
| \( M_i \) | The submodel trained on \( S_i \) |
| \( \bar{p}_u, \bar{q}_v \) | The pre-trained embeddings of user \( u \) and item \( v \), respectively, used for data partition |
| \( p^i_u, q^i_v \) | The embeddings of user \( u \) and item \( v \) learned by \( M_i \), respectively |
| \( p_u, q_v \) | The aggregated embeddings of user \( u \) and item \( v \), respectively |

Influence functions [32]. Compared with exact unlearning, approximate unlearning methods are usually more efficient. However, their guarantees are probabilistic and are hard to apply on non-convex models like deep neural networks. It makes them not very suitable for the applications of recommender systems, which are strictly regulated by the laws, e.g., GDPR and CCPA.

**Exact unlearning** aims to ensure that the request data is completely removed from the learned model. Early works usually aim to speed up the exact unlearning for simple models or under some specific conditions [2, 5, 43], like leave-one-out cross-validation for SVMs (Support Vector Machines) [5, 35], provably efficient data deletion in k-means clustering [21], and fast data deletion for Naive Bayes based on statistical query learning which assumes the training data is in a decided order [2]. More recently, the representative work is SISA (Sharded, Isolated, Sliced, and Aggregated) [1]. SISA is a quite general framework, and its key idea can be abstracted into three steps: (1) divide the training data into several disjoint shards; (2) train sub-models independently (i.e., without communication) on each of these data shards; (3) aggregate the results from all shards for final prediction. In this way, unlearning can be effectively achieved by only retraining the affected sub-model. Subsequently, Chen et al. [13] applied this idea to the unlearning of graph with an improved sharding algorithm. Our RecEraser is different from existing methods in the following aspects: (1) we design new data partition methods to keep the collaborative information of the data; (2) we propose an adaptive aggregation method to improve the global model utility. These designs make our RecEraser more suitable for recommendation tasks.

### 3.2 Challenges of Recommendation Unlearning

Existing machine unlearning methods are mainly designed in the domains of computer vision and natural language processing, which cannot be directly applied to recommendation tasks. For example, the state-of-the-art unlearning method SISA [1] uses a random method to divide the training data into multiple shards. However, the inputs of recommendation are user-item interactions, which contain rich collaborative information. Randomly divide the training data will destroy the collaborative information which could damage the recommendation performance. One promising approach is using community detection or clustering methods [15, 23, 34]. However, due to the underlying structure of real-world data, these methods may lead to highly unbalanced data partition. Therefore, the unlearning efficiency will be affected if the required samples belongs to a large shard. To address the above problems, we need to design new balanced data partition methods that can preserve the collaborative information between users and items. Moreover, existing unlearning methods typically use a static aggregation strategy at the inference phase, which is not suitable for recommender systems that usually face a variety of users and items. Although the recent method GraphEraser [13] uses a learning-based method to assign weights, the weights cannot be changed adaptively when predicting different user-item interactions. To further improve the performance of a recommendation unlearning framework, the weight of a submodel should depend on how well it learns the feature of an individual user (or an item).

### 4 RECERASER METHOD

In this section, we first present a general overview of the RecEraser framework, then introduce the two key ingredients of our proposed model in detail, which are: 1) balanced data partition and 2) attention-based adaptive aggregation.

#### 4.1 Overview

The overall framework of RecEraser is described in Figure 1. From the figure, we first make a simple overview of our method:

1. **RecEraser consists of three phases:** balanced data partition, submodel training, and attention-based adaptive aggregation.
2. **The balanced data partition part** is designed to divide the training data while preserving the collaborative information. After the data is partitioned, a submodel \( (M_i) \) is trained for each of
As we have mentioned before, the data used for recommendation tasks usually contains rich collaborative information. To preserve this information, one promising approach is to rely on community detection and clustering methods [15, 23, 34]. However, direct application of them may lead to highly unbalanced data partition. Motivated by [13], we propose three new balanced data partition methods, namely User-based Balanced Partition (UBP), Item-based Balanced Partition (IBP), and Interaction-based Balanced Partition (InBP). Unlike [13] that divides data through the k-means of all node embeddings, our three data partition strategies are based on the similarities of users, items, and interactions, respectively, which is more flexible for recommendation tasks.

The UBP method divides training data based on the similarities of users, which is shown in Algorithm 1. Given an entire user set \( U \), \( K \) anchor users are first randomly selected as the centers of each submodel, denoted by \( A = \{ a_1, a_2, \ldots, a_K \} \). For each anchor user, the corresponding shard is discovered by estimating the distance with respect to all other users. Following the setting of \( k \)-means [34], the Euclidean distance is employed in this work, which is defined as follows:

\[
\text{dist}(a_i, u) = \|\hat{\mathbf{p}}_{a_i} - \hat{\mathbf{p}}_u\|_2 = \sqrt{\sum_{j=1}^{n} (\hat{p}_{a_i,j} - \hat{p}_{u,j})^2}
\]  

where \( \hat{\mathbf{p}}_{a_i} \) and \( \hat{\mathbf{p}}_u \) are the embedding vectors for the anchor user \( a_i \) and the user \( u \). The embedding vectors are computed by a pre-trained model (WMF [31] is used in this work, but any other embedding vectors can be applied).

**Algorithm 1** User-based Balanced Partition algorithm (UBP)

**Require:** Pre-trained user embeddings \( \mathbf{P} = \{ \mathbf{p}_1, \mathbf{p}_2, \ldots, \mathbf{p}_m \} \); user-item interactions \( \mathbf{Y} \); number of shards \( K \); maximum number of each shard \( t \)

**Ensure:** Shards \( S = \{ S_1, S_2, \ldots, S_K \} \)

1. Randomly select \( K \) anchors \( A = \{ a_1, a_2, \ldots, a_K \} \) from \( U \)
2. while Stopping criteria is not met do
   3. for each \( a_i \) in \( A \) do
      4. for each \( u \) in \( U \) do
         5. Calculate the distance \( E(a_i, u) = \text{dist}(a_i, u) \) (Eq.(1))
      6. end for
   7. end for
   8. Sort \( E \) in ascending order to get \( E_s \)
   9. Empty \( S \)
   10. for each \( a_i \) and \( u \) in \( E_s \) do
      11. if \( |S_t| < t \) and \( u \) has not been assigned then
         12. \( S_t \leftarrow S_t \cup \{ u \} \)
      13. end if
   14. end for
   15. Updating \( A \) by Eq.(2)
16. end while
17. return \( S \)

**Algorithm 2** Interaction-based Balanced Partition algorithm (InBP)

**Require:** Pre-trained user embeddings \( \mathbf{P} = \{ \mathbf{p}_1, \mathbf{p}_2, \ldots, \mathbf{p}_m \} \); item embeddings \( \mathbf{Q} = \{ \mathbf{q}_1, \mathbf{q}_2, \ldots, \mathbf{q}_m \} \); user-item interactions \( \mathbf{Y} \); number of shards \( K \); maximum number of each shard \( t \)

**Ensure:** Shards \( S = \{ S_1, S_2, \ldots, S_K \} \)

1. Randomly select \( K \) anchors \( A = \{ a_1, a_2, \ldots, a_K \} \) from \( Y \)
2. while Stopping criteria is not met do
   3. for each \( a_i \) in \( A \) do
      4. for each \( y_{uv} \) in \( Y \) do
         5. Calculate \( E(a_i, y_{uv}) = \text{dist}(a_i, y_{uv}) \) (Eq.(3))
      6. end for
   7. end for
   8. Sort \( E \) in ascending order to get \( E_s \)
   9. Empty \( S \)
10. for each \( a_i \) and \( y_{uv} \) in \( E_s \) do
      11. if \( |S_t| < t \) and \( y_{uv} \) has not been assigned then
         12. \( S_t \leftarrow S_t \cup \{ y_{uv} \} \)
      13. end if
14. end for
15. Updating \( A \) by Eq.(4)
16. end while
17. return \( S \)
After that, we get \(m \times K\) distance scores, where \(m\) denotes the number of users. These scores are sorted in ascending order to get \(E_{\alpha}\). For each user-anchor pair in \(E_{\alpha}\), if the size of \(S_i\) is smaller than the maximum number of shard \(t\), then the training interaction \(Y_u\) is allocated to shard \(S_i\). Finally, the new anchors are calculated as the average of all the users in their corresponding shards:

\[
a_i = \frac{\sum_{j \in S_i} P_j}{|S_i|}
\]

The UBP method repeats the above steps until it meets the stopping criteria (reaches the maximum iteration or the anchors do not change). The IBP method is based on the similarities of pre-trained item embeddings, which is similar to UBP with little variations. To avoid repetition, we do not introduce it step by step.

UBP and IBP use users and items to model the local property respectively, which may ignore the global feature of training interaction (user-item pairs). So we further propose an Interaction-based Balanced Partition method (InBP), which considers the similarities of user-item pairs to divide the training data. As shown in Algorithm 2, the inputs of InBP include the pre-trained user embeddings \(P = (P_1, P_2, \ldots, P_m)\), item embeddings \(Q = (q_1, q_2, \ldots, q_n)\), user-item interactions \(Y\), the number of shards \(K\), and the maximum number of shard \(t\). The main differences between InBP and UBP is as follows: (1) InBP randomly select \(K\) anchors \(A = \{a_1, a_2, \ldots, a_K\}\) from user-item interactions \(Y\), where \(a_i = (P_i, Q_i, 1)\) are the embedding vectors for the data point \(a_i\); (2) The distance between anchor \(a_i\) and interaction \(y_{ua}\) is calculated as follows:

\[
dist(a_i, y_{ua}) = \|P_i - \bar{P}_u\|_2 \times \|Q_i - \bar{Q}_u\|_2
\]

where \(\bar{P}_u\) and \(\bar{Q}_u\) are the pre-trained embedding vectors for the data point \(y_{ua}\); (3) For each interaction pair in \(E_{\alpha}\), if the size of \(S_i\) is smaller than the maximum number of shard \(t\), then the training interaction \(y_{ua}\) is allocated to shard \(S_i\); (4) The new anchors are updated as follows:

\[
a_i = \frac{\sum_{j \in S_i} P_j}{|S_i|}, \quad a_i = \frac{\sum_{j \in S_i} Q_j}{|S_i|}
\]

4.3 Attention-based Adaptive Aggregation

After the training data is partitioned, a submodel \(M_i\) is trained on each shard data \(S_i\). Generally, various submodels should have different contributions for the prediction of different user-item pairs. For example, if shard \(S_i\) contains more training interactions of user \(u\) than shard \(S_{j}\), then the weight of \(M_i\) is more likely to be greater than that of \(M_j\) when predicting \(u\)’s preference. Although the recent method GraphEraser[13] uses a learning-based method to assign weights, the weights cannot be changed when predicting different user-item interactions. To further improve the recommendation performance, we propose an attention-based adaptive aggregation method.

Considering that the representations of users and items learned by different submodels may be embedded in different spaces, we first transfer them into the same representation space. Specifically, for \(P_i\) and \(Q_i\) learned by submodel \(S_i\), the transfer scheme is:

\[
P_{tr}^i = W^1 P_i + b^i; \quad Q_{tr}^i = W^1 Q_i + b^i
\]

where \(W^1 \in \mathbb{R}^{k \times d}\) is a transfer matrix which projects \(P_i\) and \(Q_i\) to the global representation space, \(b^i \in \mathbb{R}^d\) is the bias vector, and \(d\) denotes the embedding size.

Then the aggregated embeddings of users and items are calculated as follows:

\[
P = \sum_{i=1}^{K} a_i P_{tr}^i; \quad Q = \sum_{i=1}^{K} \beta_i Q_{tr}^i
\]

where \(a_i\) and \(\beta_i\) are the attention weights for aggregating the embeddings of users and items, indicating how much information being propagated from submodel \(S_i\). More precisely, \(a_i\) and \(\beta_i\) are defined as:

\[
a_i = h^1_i \sigma(W_1 p_{tr}^i + b_1); \quad a_i = \frac{\exp(a^i)}{\sum_{j=1}^{K} \exp(a^j)}
\]

\[
\beta_i = h^2_i \sigma(W_2 q_{tr}^i + b_2); \quad \beta_i = \frac{\exp(\beta^i)}{\sum_{j=1}^{K} \exp(\beta^j)}
\]

where \(W_1 \in \mathbb{R}^{k \times d}\), \(b_1 \in \mathbb{R}^k\), and \(h_1 \in \mathbb{R}^k\) are parameters of user attention, \(W_2 \in \mathbb{R}^{k \times d}\), \(b_2 \in \mathbb{R}^k\), and \(h_2 \in \mathbb{R}^k\) are parameters of item attention. \(k\) is the dimension of attention size, and \(\sigma\) is the nonlinear activation function ReLU[39]. Attention weights across all shards are normalized by the softmax function.

Attention-based adaptive aggregation method assigns weights for different submodels based on the following optimization:

\[
\min_{\Theta} \mathcal{L}(P, Q, Y) + \lambda \|\Theta\|^2
\]

where \(P\) and \(Q\) are the aggregated embeddings of users and items, \(Y\) is the true label of user-item interaction, \(\mathcal{L}\) represents the loss function of base model (e.g., BPR[42]), and \(\Theta\) denotes the parameters of attention network. \(\lambda\) regularization parameterized by \(\lambda\) on \(\Theta\) is conducted to prevent overfitting. Note that only the parameters of attention network are optimized through Eq.(8) while the embeddings \(P^i\) and \(Q^i\) learned by submodels are fixed.

The whole training data \(Y\) is used for training, which can also be requested to be revoked. Therefore, our aggregation method needs to be retrained when receiving an unlearning request of data, and this training time is also part of the unlearning time. Fortunately, the proposed aggregation method only needs a few epochs (about 10) to learn the optimal attention scores, and can effectively improve the performance compared to other aggregation methods.

4.4 Training

The architecture of our RecEraser is model-agnostic for base models. In this work we instantiate RecEraser with three representative recommendation models: BPR[42], WMF[31], and LightGCN[28]. The scoring functions of the above methods are all based on vector inner product. Formally, for each submodel \(M_i\), the scoring function is defined as \(y_{ua} = p^i_u \cdot q^i_v\), where \(p^i_u\) and \(q^i_v\) denote the embeddings of user \(u\) and item \(v\) learned by \(M_i\), respectively.

To optimize the objective function, we use mini-batch Adagrad[17] as the optimizer. Its main advantage is that the learning rate can be self-adaptive during model learning. RecEraser adopts...
The compared machine unlearning methods include:

- **BPR** [42]: This is a widely used recommendation model, which optimizes matrix factorization with the Bayesian Personalized Ranking objective function.
- **WMF** [11, 31]: This is a non-sampling recommendation model, which treats all missing interactions as negative instances and weighting them uniformly. In our experiment, it is trained through the efficient non-sampling method proposed by [11].
- **LightGCN** [28]: This is a state-of-the-art graph neural network model which simplifies the design of GNN to make it more appropriate for recommendation.

The compared machine unlearning methods include:

- **Retrain**: The most straightforward machine unlearning method, which removes the revoked sample and re-trains the model. It is added as the basic benchmark.
- **SISA** [1]: This is a state-of-the-art machine unlearning method, which randomly splits the training data into shards, then aggregates the results from all submodels through average for final prediction.
- **GraphEraser** [13]: This is a state-of-the-art machine unlearning method tailored to graph data, which uses node clustering methods for graph partition and a static weighted aggregation method for prediction.

### 5.1.3 Evaluation Methodology

For each dataset, we randomly select 80% interactions to construct the training set and treat the remaining as the test set. From the training set, we randomly select 10% interactions as the validation set to tune hyper-parameters. For each user, our evaluation protocol ranks all the items except the positive ones in the training set. To evaluate the recommendation performance, we apply two widely-used evaluation protocols: Recall@N and NDCG@N. Recall@N measures whether the ground truth is ranked among the top N items, while NDCG@N is a position-aware ranking metric, which assigns higher scores to higher positions.

#### 5.1.4 Hyper-parameter Settings

The hyper-parameters are carefully tuned using a grid search to achieve optimal performances. In the case of model-specific hyper-parameters, we tune them in the ranges suggested by their original papers. After the tuning process, the batch size is set to 512, the learning rate is set to 0.05, the embedding size is set to 64, and the attention size is set to 32. The maximum number of epochs is set to 1000. The early stopping strategy is also adopted in our experiment, which terminates the training when Recall@10 on the validation set does not increase for 10 successive epochs.

### 5.2 Recommendation Performance

We first evaluate the recommendation performance of different unlearning methods. In this section, the proposed InBP method is used for RecEraser and the number of shards is set to 10 for all unlearning methods. To evaluate different Top-N recommendation results, we set the length $N = 10, 20, 50$ in our experiments. The results are shown in Table 2. From the table, the following observations can be made:

First, the retrain method generally can achieve the best performance since it uses the original dataset without the sample that need to be forgotten for training. However, as shown in the next section, its unlearning efficiency is low especially when the model is complex and the original dataset is large.

Second, our proposed RecEraser achieves significantly better performance ($p < 0.01$) than the state-of-the-art unlearning baselines on the three datasets. Specifically, on Yelp2018 dataset, RecEraser exhibits average improvements of 59%, 41%, and 46% compared to SISA when using base models BPR, WMF, and LightGCN, respectively. Compared to GraphEraser, the above improvements are 11%, 32%, and 19%, respectively. On other datasets, the results of RecEraser are also remarkable. The substantial improvement could be attributed to two reasons: (1) RecEraser partitions data through the proposed InBP method, which can enhance performance by preserving collaborative information; (2) RecEraser uses the proposed attention-based aggregation method to adaptively aggregate submodels, which could further improve the global model performance.

Third, considering the performance on each dataset, we observe that the performances of unlearning methods depend on the sparsity of datasets. For example, the performances of RecEraser are more comparable with the retraining method on movielens-1m and movielens-10m since the two datasets are relatively dense than yelp2018. User preferences are more difficult to learn from sparse user–item interactions, thus the number of shards should be carefully set to balance the unlearning efficiency and performance. We make further discussions in Section 5.5.
we randomly sample 100 user-item interactions from the training data partition of RecEraser in this Table. For efficient unlearning methods SISA, GraphEraser, and our RecEraser, best results are highlighted in bold and the superscript ** indicates \( p < 0.01 \) for the paired t-test of RecEraser vs. SISA and GraphEraser.

| Movielens-1m | BPR | WMF | LightGCN |
|-------------|-----|-----|----------|
| Retrain     | SISA| GraphEraser | RecEraser |
| Recall@10   | 0.1510 | 0.1080 | 0.1190 | **0.1393** |
| Recall@20   | 0.2389 | 0.1737 | 0.1906 | **0.2224** |
| Recall@50   | 0.4005 | 0.2970 | 0.3271 | **0.3822** |
| NDCG@10     | 0.3412 | 0.2774 | 0.2844 | **0.3208** |
| NDCG@20     | 0.3368 | 0.2679 | 0.2827 | **0.3186** |
| NDCG@50     | 0.3669 | 0.2840 | 0.3105 | **0.3483** |

| Movielens-10m | BPR | WMF | LightGCN |
|---------------|-----|-----|----------|
| Retrain       | SISA| GraphEraser | RecEraser |
| Recall@10     | 0.1951 | 0.1620 | 0.1556 | **0.1798** |
| Recall@20     | 0.3016 | 0.2507 | 0.2470 | **0.2808** |
| Recall@50     | 0.4688 | 0.3966 | 0.3979 | **0.4436** |
| NDCG@10       | 0.3425 | 0.3062 | 0.2688 | **0.3223** |
| NDCG@20       | 0.3534 | 0.3033 | 0.2813 | **0.3319** |
| NDCG@50       | 0.3946 | 0.3366 | 0.3219 | **0.3719** |

5.3 Unlearning Efficiency

In this section, we conducted experiments to explore the unlearning efficiency of our proposed RecEraser. Following the settings of [13], we randomly sample 100 user-item interactions from the training data, record the retraining time of the corresponding submodels and aggregation part, and calculate the average retraining time. The shard number is set to 10 in our experiment and all experiments in this section are run on the same machine (Intel Xeon 8-Core CPU of 2.4 GHz and single NVIDIA GeForce GTX TITAN X GPU). The results are shown in Table 4. The experimental results show that compared to the retrain method, our proposed RecEraser can significantly improve the unlearning efficiency. For example, on movielens-10m dataset, our RecEraser only needs 320 minutes, 16 minutes, and 920 minutes to achieve the optimal performance for BPR, WMF, and LightGCN respectively, while the retrain method needs about 3250 minutes, 292 minutes, and 25330 minutes respectively. This acceleration is over 10 times, which is highly valuable in practice and is difficult to achieve with simple engineering efforts. For retrain method, training on a large data is very time-consuming. For our RecEraser, only the corresponding submodel and the aggregation part need to be retrained when receiving an unlearning request of data.

5.4 Ablation Study

5.4.1 Effect of proposed data partition methods. In this paper, we propose three balanced data partition methods based on the similarities of users, items, and interactions. We first conduct ablation study to understand their effect. Figure 2 shows the results w.r.t. Recall@20 of different methods on Yelp2018 and Movielens-1m datasets. The results of random partition are also shown as baselines. From Figure 2, two observations can be made: First, we can see that our proposed methods, UBP, IBP, and InBP, can achieve a much better recommendation performance compared to the Random method. Take the LightGCN trained on Yelp2018 dataset as...
We can see that the proposed AttAgg method can effectively im-
tegrate three recommendation submodels when predicting different user-item pairs.

To illustrate the effectiveness of the proposed attention-based aggregation method,
5.4.2 Effect of proposed attention-based aggregation method. To illustrate the effectiveness of the proposed attention-based aggregation method (AttAgg), we compare with MeanAgg and StaticAgg on two datasets. MeanAgg has been utilized in SISA [1], which obtains the aggregated score by averaging the prediction of all submodels. StaticAgg has been utilized in GraphEraser [13], which is a learning-based method to assign weights for different submodels. However, the weights can not be changed for different user-item interactions. Figure 3 shows the performance of the above methods. We can see that the proposed AttAgg method can effectively improve the recommendation performance compared to MeanAgg and StaticAgg. For example, on yelp2018 with WMF method, AttAgg achieves 0.0572 of Recall@20 score, while the corresponding result is 0.0472 for Random. Second, from an overall view, InBP generally performs better than UBP and IBP, which indicates that it is more effective to partition the recommended dataset based on user-item interactions than based on users or items only.

5.5 Impact of the Shard Number
We conduct the experiments on Yelp2018 and Movielens-1m datasets to investigate the impact of shard number. The experimental results in Figure 4 show that the average unlearning time decreases when the number of shards increases for all recommendation models.

This make sense as a larger number of shards means smaller shard size, which will improve the unlearning efficiency. Meanwhile, the recommendation performance of all the three recommendation models slightly decrease. This is because recommendation models require collaborative information for model learning, which generally decreases as the number of shards increases. In practice, the number of shards should be carefully selected to balance the unlearning efficiency and recommendation performance.

6 CONCLUSION AND FUTURE WORK
In this paper, we propose a novel RecEraser framework, which is, to the best of our knowledge, the first machine unlearning method tailored to recommendation tasks. To permit efficient unlearning while keeping the collaborative information of the data, we first design three data partition strategies. We then further propose an adaptive aggregation method to improve the global model utility. Extensive experiments have been made on three real-world datasets and three representative recommendation models. The proposed RecEraser can not only achieve efficient unlearning, but also outperform the state-of-the-art unlearning methods in terms of model utility. We believe the insights of RecEraser are inspirational to future developments of recommendation unlearning methods. With the prevalence of data protection requirements in real applications, erasable models are becoming increasingly important in recommendation. Our RecEraser also has the potential to benefit many other tasks where the collaborative information should be considered.

In this work, we focus on the setting where the unlearning requests arrive sequentially to study the feasibility of unlearning in recommender systems. Alternatively, the system can also aggregate several sequential unlearning requests into a batch and then unlearn this batch at once. At present, how to efficiently unlearning using SISA framework in batch setting is still an open problem [1]. In the future, we seek to improve the unlearning efficiency for recommendation in batch setting. In addition, we will also try to incorporate the content features of users and items, and exploring our method in other related tasks like social network embedding.
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