In Sec. I of this Supplement, we review the derivation of the dynamical equations of elastic rods and show how they simplify in the small-slope limit. In particular, we show how the hypothesis of a uniform tension closely follows from that approximation. We then express the governing equation in dimensionless form and derive, in Sec. II, the linear response of the rope to periodic actuation for arbitrary values of the bending stiffness. In Sec. III, we examine the effect of dissipation. Sec. IV provides details of the weakly nonlinear analysis. In Sec. V, we describe exact travelling wave solutions of the problem. These are used to implement the far-field radiation condition in the numerical algorithm, which we describe in Sec. VI.

I. LINEAR AND NONLINEAR DYNAMICAL EQUATIONS OF A FLEXIBLE ROD

A. Nonlinear model

Mechanically, a rod designates a slender elastic body of cylindrical shape at rest. In the limit of a small aspect ratio, the extension of the rod can be neglected, to leading order, by comparison to transverse displacements (see the asymptotic treatment of the equations of nonlinear elasticity in [1] for a systematic justification). Denoting arc length along the rod by $\bar{s}$ and the local angle made by the tangent of the rod with the horizontal axis by $\theta(\bar{s})$, one has, for the coordinates $(x(\bar{s},t), w(\bar{s},t))$ of the center line of the rod,

$$\frac{\partial x}{\partial \bar{s}} = \cos \theta(\bar{s}), \quad \frac{\partial w}{\partial \bar{s}} = \sin \theta(\bar{s}).$$

Let $T(\bar{s},t), N(\bar{s},t)$ and $M(\bar{s},t)$ be the tension, shear force and torque at a section of coordinate $\bar{s}$ in the rod. $T$ and $N$ are related to the horizontal and vertical forces as

$$F_x = T \cos \theta - N \sin \theta, \quad F_z = T \sin \theta + N \cos \theta.$$  \hspace{1cm} (2)

Momentum conservation on an element $d\bar{s}$ of rod yields

$$\rho \frac{\partial^2 x}{\partial t^2} = \frac{\partial F_x}{\partial \bar{s}}, \quad \rho \frac{\partial^2 w}{\partial t^2} = \frac{\partial F_z}{\partial \bar{s}} - \rho g,$$  \hspace{1cm} (3)

where $\rho$ is the mass per unit length ($\rho = \rho_v A$, where $A$ is the transverse area and $\rho_v$ is the volume density). Equivalently, using Eq. (2), [2]:

$$\rho \left[ \cos \theta \frac{\partial^2 x}{\partial t^2} + \sin \theta \left( \frac{\partial^2 w}{\partial t^2} + g \right) \right] = \frac{\partial T}{\partial \bar{s}} - N \frac{\partial \theta}{\partial \bar{s}}, \quad \rho \left[ \cos \theta \left( \frac{\partial^2 w}{\partial t^2} + g \right) - \sin \theta \frac{\partial^2 x}{\partial t^2} \right] = \frac{\partial N}{\partial \bar{s}} + T \frac{\partial \theta}{\partial \bar{s}},$$  \hspace{1cm} (4)

Next, conservation of angular momentum applied to the same element $d\bar{s}$ yields

$$\rho_v I \frac{\partial^2 \theta}{\partial t^2} = \frac{\partial M}{\partial \bar{s}} + N,$$  \hspace{1cm} (5)

where $I = \int \int (y^2 + z^2)dydz$ is the geometrical inertia of the cross section of the rod. Furthermore, with $E$ the Young modulus, one has the constitutive law [1]

$$M = EI \frac{\partial \theta}{\partial \bar{s}},$$  \hspace{1cm} (6)

Hence,

$$N = I \left( \rho_v \frac{\partial^2 \theta}{\partial t^2} - E \frac{\partial^2 \theta}{\partial \bar{s}^2} \right).$$  \hspace{1cm} (7)

Eqs. (1), (4), and (7) form a complete differential system to determine $x, w, T, N,$ and $\theta.$
B. Small-θ limit

The governing equation of the main paper is obtained in the limit \( \theta \ll 1 \). We first note in that limit that Eqs. (1) reduce to

\[
\frac{\partial x}{\partial s} \sim 1, \quad \frac{\partial w}{\partial s} \sim \theta, \quad (8)
\]

so that \( x \sim \bar{s} \) and, hence, \( \partial^2 x / \partial t^2 \approx 0 \). The first of Eqs. (4) then becomes

\[
\frac{\partial T}{\partial s} \approx 0, \quad (9)
\]

implying that \( T \) is uniform along the rod and given by the value applied at the ends. Meanwhile, the remaining equations can easily be combined to give

\[
\rho \frac{\partial^2 w}{\partial t^2} + \rho g = \rho \bar{t} \frac{\partial^4 w}{\partial t^2 \partial s^2} - EI \frac{\partial^4 w}{\partial x^4} + T \frac{\partial^2 w}{\partial s^2}. \quad (10)
\]

Except for the study of acoustic waves, the first term in the right hand side above is usually negligible and can safely be ignored. Hence, identifying \( \bar{s} \) with \( x \) and defining the bending stiffness \( B = EI \), one obtains

\[
\rho \frac{\partial^2 w}{\partial t^2} = T \frac{\partial^2 w}{\partial x^2} - B \frac{\partial^4 w}{\partial x^4} - \rho g. \quad (11)
\]

In the above mathematical formulation, the hypothesis of a uniform tension \( T \) along the rod directly follows from the small-slope assumption, \( \theta \ll 1 \). When \( \theta \) is not small, the horizontal acceleration of the element \( \bar{s} \), the projection of gravity along the rod axis and the shear force all contribute to make \( T \) non uniform.

At \( x = 0 \), we have the boundary conditions \( w = Z_0 (1 + \epsilon \cos \omega t) \) and \( B \partial^2 w / \partial x^2 = 0 \), the later expressing [see Eq. (6)] that no torque is applied there. Next, at the contact point with the ground, \( x = x_c(t) \), continuity requires that both \( w \) and \( \partial w / \partial x \) vanish. In addition, since the ground exerts no torque, one also has \( B \partial^2 w / \partial x^2 = 0 \).

It is convenient to rewrite Eq. (11) in dimensionless form for the following development. Let us adopt a unit length \( x_0 \), a unit time \( t_0 \), and a unit of altitude \( Z_0 \). Hence, we write \( w(x,t) \) as

\[
w(x,t) = Z_0 W(x/x_0,t/t_0) \equiv Z_0 W(\xi,\tau), \quad (12)
\]

where \( \xi \) and \( \tau \) are the new, dimensionless, space and time. Eq. (11) then becomes

\[
\frac{\rho Z_0 \partial^2 W}{t_0^2} = \frac{T Z_0 \partial^2 W}{\xi_0^2} - \frac{B Z_0 \partial^4 W}{\xi_0^4} - \rho g, \quad \rightarrow \quad \frac{\partial^2 W}{\partial \tau^2} = \frac{t_0^2 T \partial^2 W}{\rho \xi_0^2} - \frac{B t_0^2 \partial^4 W}{\rho \xi_0^4} - \frac{g t_0^2}{Z_0}. \quad (13)
\]

Choosing \( t_0 \) and \( x_0 \) such that \( t_0^2 T / (\rho x_0^2) = 1 \) and that \( g t_0^2 / Z_0 = 2 \), we eventually get

\[
\frac{\partial^2 W}{\partial \tau^2} = \frac{\partial^2 W}{\partial \xi^2} - \beta \frac{\partial^4 W}{\partial \xi^4} - 2, \quad \beta = \frac{B}{T x_0^2}. \quad (14)
\]

Meanwhile, \( t_0 = \sqrt{2Z_0/g} \), \( x_0 = \sqrt{2Z_0 T / \rho g} \) and the boundary conditions become, with \( \Omega = \omega \sqrt{2Z_0/g} \),

\[
\xi = 0 : \quad W = 1 + \epsilon \cos \Omega \tau, \quad \beta \frac{\partial^2 W}{\partial \xi^2} = 0, \quad (15)
\]

\[
\xi = \xi_c(\tau) : \quad W = \frac{\partial W}{\partial \xi} = \beta \frac{\partial^2 W}{\partial \xi^2} = 0. \quad (16)
\]

II. LINEAR ANALYSIS WITH FINITE BENDING STIFFNESS

Let us substitute in Eq. (14) the expansions

\[
W(\xi,\tau) \sim W_0(\xi) + \epsilon W_1(\xi,\tau) + \ldots, \quad \xi_c \sim \xi_{c,0} + \epsilon \xi_{c,1}(\tau) + \ldots \quad (17)
\]
We thus obtain
\[ \beta \frac{d^4 W_0}{d \xi^4} - \frac{d^2 W_0}{d \xi^2} + 2 + \epsilon \left( \frac{\partial^2 W_1}{\partial \tau^2} + \beta \frac{\partial^4 W_1}{\partial \xi^4} - \frac{\partial^2 W_1}{\partial \xi^2} \right) + O(\epsilon^2) = 0 \] (18)

Meanwhile, the boundary conditions become, at \( \xi = 0 \),
\[ W_0 - 1 + \epsilon (W_1 - \cos \Omega \tau) + O(\epsilon^2) = 0, \quad \frac{d^2 W_0}{d \xi^2} + \epsilon \frac{\partial^2 W_1}{\partial \xi^2} + O(\epsilon^2) = 0. \] (19)

On the other hand, to evaluate the boundary condition at \( \xi = \xi_c \), we Taylor-expand the functions near \( \xi_{c,0} \) to obtain
\[ W_0(\xi_{c,0}) + \epsilon [W_1(\xi_{c,0}, \tau) + \xi_{c,1}(t)W^{(n)}_0(\xi_{c,0})] + O(\epsilon^2) = 0, \] (20)
\[ W^{(n)}_0(\xi_{c,0}) + \epsilon \left[ \frac{\partial^2 W_1(\xi_{c,0}, \tau) + \xi_{c,1}(t)W^{(n)}_0(\xi_{c,0})}{\partial \xi^2} \right] + O(\epsilon^2) = 0, \] (21)
\[ W^{(n+1)}_0(\xi_{c,0}) + \epsilon \left[ \frac{\partial^2 W_1(\xi_{c,0}, \tau) + \xi_{c,1}(t)W^{(n)}_0(\xi_{c,0})}{\partial \xi^2} \right] + O(\epsilon^2) = 0. \] (22)

Collecting all \( O(1) \) terms, we have to solve
\[ \beta \frac{d^4 W_0}{d \xi^4} - \frac{d^2 W_0}{d \xi^2} + 2 = 0, \quad W_0(0) - 1 = W_0^{(n)}(0) = W_0(\xi_{c,0}) = W^{(n)}_0(\xi_{c,0}) = 0. \] (23)

It is easy to check that
\[ W_0(\xi) = (\xi - \xi_{c,0})^2 - 2\beta \frac{\cosh(\xi_{c,0}/\beta^{1/2}) - 1}{\sinh(\xi_{c,0}/\beta^{1/2})} \left[ \sinh \left( \frac{\xi - \xi_{c,0}}{\beta^{1/2}} \right) - \frac{\xi - \xi_{c,0}}{\beta^{1/2}} \right] \right) - 2\beta \left[ \cosh \left( \frac{\xi - \xi_{c,0}}{\beta^{1/2}} \right) - 1 \right]. \] (24)

solves both the differential equation for \( W_0 \) and the last four boundary conditions in (23). The remaining condition, \( W_0(0) = 1 \), determines \( \xi_{c,0} \):
\[ 1 = \xi_{c,0}^2 + 2\beta^{1/2} \xi_{c,0} \frac{1 - \cosh(\xi_{c,0}/\beta^{1/2})}{\sinh(\xi_{c,0}/\beta^{1/2})}. \] (25)

In the limit of a small bending stiffness, \( \beta \ll 1 \), one easily finds from above that \( \xi_{c,0} \sim 1 - \beta^{1/2} + \ldots \). Moreover, the hyperbolic functions appearing in Eq. (24) only contribute significantly to \( W_0(\xi) \) in boundary layers at the edges of the domain.

At \( O(\epsilon) \), the problem to be solved is
\[ \frac{\partial^2 W_1}{\partial \tau^2} - \beta \frac{\partial^4 W_1}{\partial \xi^4}, \] (26)

with boundary conditions
\[ W_1(0, \tau) = \cos \Omega \tau, \quad \frac{\partial^2 W_1}{\partial \xi^2}(0, \tau) = 0, \quad W_1(\xi_{c,0}, \tau) = 0, \quad \frac{\partial W_1}{\partial \xi}(\xi_{c,0}, \tau) = 0, \] (27)

and
\[ \frac{\partial^2 W_1}{\partial \xi^2}(\xi_{c,0}, \tau) = \frac{2}{\beta^{1/2}} \frac{\cosh(\xi_{c,0}/\beta^{1/2}) - 1}{\sinh(\xi_{c,0}/\beta^{1/2})} \xi_{c,1}(\tau) \] (28)

To solve it, let us write
\[ W_1 = \hat{W}_1(\xi) \cos \Omega \tau, \] (29)
yielding
\[ \beta \hat{W}_1'''' - \hat{W}_1'' - \Omega^2 \hat{W}_1 = 0. \] (30)
FIG. 1. Fundamental resonance as a function of $\beta$, obtained by numerical resolution of Eq. (34).

The general solution is

$$\hat{W}_1 = A \cos \mu \xi + B \sin \mu \xi + C \cosh \lambda (\xi - \xi_{c,0}) + D \sinh \lambda (\xi - \xi_{c,0}),$$

where $\mu$ and $\lambda$ are given by

$$\mu^2 = \frac{1}{2\beta} \left( \sqrt{1 + 4\beta \Omega^2} - 1 \right), \quad \lambda^2 = \frac{1}{2\beta} \left( \sqrt{1 + 4\beta \Omega^2} + 1 \right).$$

The boundary conditions $\hat{W}_1(0) - 1 = \hat{W}_1''(0) = W_1(\xi_{c,0}) = W_1'(\xi_{c,0}) = 0$ yield

$$\begin{pmatrix} 1 & 0 & \cosh \lambda \xi_{c,0} & - \sinh \lambda \xi_{c,0} \\ - (\mu/\lambda)^2 & 0 & \cosh \lambda \xi_{c,0} & - \sinh \lambda \xi_{c,0} \\ \cos \mu \xi_{c,0} & \sin \mu \xi_{c,0} & 1 & 0 \\ - \sin \mu \xi_{c,0} & \cos \mu \xi_{c,0} & 0 & \lambda/\mu \end{pmatrix} \begin{pmatrix} A \\ B \\ C \\ D \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix},$$

which determines the unknown constants $A$ to $D$. These diverge if the determinant of the above matrix vanishes, that is if

$$\mu \tanh \lambda \xi_{c,0} - \lambda \tan \mu \xi_{c,0} = 0.$$

The first root of Eq. (34), given Eq. (25), is plotted as a function of $\beta$ in Fig. 1. Let us look at two limiting cases:

1. $\beta \to 0$: One has $\mu \to \Omega$, $\lambda \to \infty$, and $\xi_{c,0} \to 1$. The resonance condition becomes

$$\sin \Omega = 0,$$

with $\Omega = \pi$ as the first resonance.

2. $\beta \to \infty$: Here, $\mu, \lambda \sim \Omega^{1/2} \beta^{-1/4}$, while Eq. (25) yields $\xi_{c,0} \sim (12\beta)^{1/4}$. The resonance condition becomes

$$\tanh \Omega^{1/2} 12^{1/4} - \tan \Omega^{1/2} 12^{1/4} = 0,$$

with $\Omega \approx 4.45$ as the first root, representing an increase of slightly less than 42% compared to $\pi$.

If the determinant of Eq. (33) does not vanish, one can solve it for $A$, $B$, $C$, and $D$ and obtain $W_1(\xi, \tau)$. The displacement of the contact point $\xi_{c,1}(\tau)$ then directly follows from Eq. (28).

III. LINEAR ANALYSIS WITH DISSIPATION

Let us examine the effect of dissipation on the linear response of the rope. For the sake of simplicity, we assume $\beta \to 0$. Dissipation is introduced in the problem by modifying the equation of motion as

$$\frac{\partial^2 W}{\partial \tau^2} + 2\Gamma \frac{\partial W}{\partial \tau} = \frac{\partial^2 W}{\partial \xi^2} - 2.$$
Above, $\Gamma$ is a dimensionless internal friction coefficient. As $\beta \to 0$ the remaining boundary conditions are

$$W(0, \tau) = 1 + \epsilon \cos \Omega \tau, \quad W(\xi_c, \tau) = \frac{\partial W}{\partial \xi}(\xi_c, \tau) = 0.$$  \hfill (36)

As before, we expand the solution in powers of $\epsilon$:

$$W \sim (\xi - 1)^2 + \epsilon W_1(\xi, \tau) + \ldots, \quad \xi_c \sim 1 + \epsilon \xi_{c,1} + \ldots.$$  \hfill (37)

At $O(\epsilon)$, we get

$$\frac{\partial^2 W_1}{\partial \tau^2} + 2\Gamma \frac{\partial W_1}{\partial \tau} = \frac{\partial^2 W_1}{\partial \xi^2}, \quad W_1(0, \tau) = \cos \Omega \tau, \quad W_1(1, \tau) = 0,$$

(38)

together with the boundary condition (21):

$$\frac{\partial W_1}{\partial \xi}(1, \tau) + 2\xi_{c,1} = 0.$$  \hfill (39)

The solution of Eqs. (38) is elementary:

$$W_1 = \text{Re} \left[ \frac{\sin K (1 - \xi)}{\sin K} e^{i \Omega \tau} \right], \quad K = \sqrt{\Omega^2 - 2i\Omega\Gamma}.$$  \hfill (40)

Hence,

$$\xi_{c,1} = \text{Re} \left[ \frac{K}{2 \sin K} e^{i \Omega \tau} \right] = \text{Re} \left[ \frac{e^{i \Omega \tau}}{2 \sin K} \right].$$  \hfill (41)

If the dissipation is weak ($\Gamma \ll \Omega$), then $K \sim \Omega - i\Gamma$ and the general linear response to a driving function $\Delta Z(t)/Z_0 = \int A(\omega) \exp(i\omega t) d\omega$ becomes

$$x_1 \approx \frac{x_0}{2} \int \frac{A(\omega) e^{i \omega t}}{\sin \left[ (\omega - i\gamma)x_0/c \right]} d\omega,$$  \hfill (42)

where $\gamma = \Gamma c/x_0$. Fig. 2 shows the modulus of the linear spectral response of the rope with finite $\Gamma$. Interestingly, large non-resonant frequencies can be more strongly amplified than even the first resonance. Hence, dynamical behaviors with high-frequency content can easily be excited.

**IV. DETAILS OF THE WEAKLY NONLINEAR ANALYSIS**

In this section, we provide details on the resolution of problems arising at higher orders in $\epsilon$. As we have seen in Sec. II, the evaluation of the boundary conditions at the contact point is done by Taylor-expanding the solution near $\xi = \xi_{c,0}$. In order to avoid this, we introduce the shifted coordinate $s = (x - x_c(t))/x_0 = \xi - \xi_c$. Then, with

$$\xi_c = 1 + \epsilon d(\tau),$$  \hfill (43)
one has, in the $\beta \to 0$ limit,

$$\frac{\partial^2 W}{\partial \tau^2} = \frac{\partial^2 W}{\partial s^2} - 2 + \epsilon \left[ 2 \frac{\partial^2 W}{\partial s \partial \tau} d'(\tau) + \frac{\partial W}{\partial s} d''(\tau) \right] - \epsilon^2 \frac{\partial^2 W}{\partial s^2} d'(\tau)^2. \quad (44)$$

By construction, the contact point is now located exactly at $s = 0$. With $\beta \to 0$, the boundary conditions are

\begin{align*}
  s = 0 &: \quad W = \frac{\partial W}{\partial s} = 0, \\
  s = -1 - \epsilon d(\tau) &: \quad W = 1 + \epsilon \cos \Omega \tau. \quad (45, 46)
\end{align*}

In order to evaluate the last of these conditions, we Taylor-expand $W$ in the vicinity of $s = -1$:

$$W(-1, \tau) + \sum_{n=1}^{\infty} \left( \frac{-\epsilon d}{n!} \frac{\partial^n W}{\partial s^n} \right)_{s=-1} = 1 + \epsilon \cos \Omega \tau. \quad (47)$$

Since only one condition holds at $s = -1 - \epsilon d$, only one Taylor expansion is required, thus simplifying subsequent manipulations. As before, we expand the variables in power of $\epsilon$

$$W \sim \sum_j \epsilon^j W_j, \quad d \sim \sum_j \epsilon^j d_j, \quad (48)$$

and collect terms of the same order in $\epsilon$. We thus obtain an infinite sequence of problems, which we solve using Mathematica. We give the resolution details of the first orders. The leading order trivially yields $W_0 = s^2$, in agreement with the $O(1)$ terms in Eq. (37).

At $O(\epsilon)$, we have

$$\frac{\partial^2 W_1}{\partial \tau^2} - \frac{\partial^2 W_1}{\partial s^2} = 2s d_0''(\tau), \quad W(0, \tau) = \frac{\partial}{\partial s} W(0, \tau) = 0, \quad W_1(-1, \tau) = \cos \Omega \tau - 2d_0(\tau). \quad (49)$$

The boundary condition at $s = -1$ suggests to write $d_0 = D_0 \cos \Omega \tau$, with $D_0$ yet to be determined. Then the differential equation for $W_1$ becomes

$$\frac{\partial^2 W_1}{\partial \tau^2} - \frac{\partial^2 W_1}{\partial s^2} = -2\Omega^2 s D_0 \cos \Omega \tau. \quad (50)$$

A particular solution associated with the right hand side above is

$$W_{1,p} = 2s D_0 \cos \Omega \tau. \quad (51)$$

Even though $W_{1,p}$ vanishes at $s = 0$, its derivative does not. In order to satisfy $\partial W_1/\partial s = 0$ at $s = 0$, we must add to $W_{1,p}$ a solution of the homogenous problem with the same temporal dependence. The general solution is

$$W_1 = 2s D_0 \cos \Omega \tau + (a_1 \sin \Omega s + b_1 \cos \Omega s) \cos \Omega \tau \quad (52)$$

and one quickly finds that $a_1 = -2D_0/\Omega$, $b_1 = 0$. Hence,

$$W_1 = 2D_0 \left( s - \Omega^{-1} \sin \Omega s \right) \cos \Omega \tau. \quad (53)$$

Evaluating this expression at $s = -1$, the last condition in Eqs. (49) yields $D_0 = \Omega/(2 \sin \Omega)$. Hence,

$$d_0 = \frac{\Omega \cos \Omega \tau}{2 \sin \Omega}, \quad W_1 = \frac{\Omega s - \sin \Omega s}{\sin \Omega} \cos \Omega \tau, \quad (54)$$

in full agreement with Eqs. (40) and (41) when $\Gamma = 0$.

The resolution at the following orders follows the same pattern, except that each time, new harmonics of the form $\cos j \Omega \tau$ arise due to the nonlinear terms at $O(\epsilon^i)$. These harmonics are included in the function $d_i(\tau)$ and produce a set of inhomogeneous terms in the partial differential equation for $W_j(\xi, \tau)$. The particular solution is generally easy to find, and they are completed with homogeneous solution of the same temporal dependence in order to fulfill the boundary conditions at $s = 0$. Eventually, imposing the boundary condition at $s = -1$ determines the remaining unknown constants at this order. The calculation rapidly becomes heavy but can be managed with a symbolic software. Below, we summarize the results.
At $O(\epsilon^2)$, one obtains
\[
d_1 = -\frac{\Omega^2}{16 \sin^2 \Omega} \left( 1 + \frac{2 \cos 2\Omega}{\sin 2\Omega} \cos 2\tau \right),
\]
\[
W_2 = \frac{\Omega^2}{8 \sin^2 \Omega} \left\{ 2 (1 - \cos \Omega s) + \left[ (1 - \cos \Omega s)^2 - \sin^2 \Omega s - \frac{\cos 2\Omega}{\sin 2\Omega} (2\Omega s - \sin 2\Omega s) \right] \cos 2\Omega \tau \right\}.
\]

At $O(\epsilon^3)$, we find
\[
d_2 = \frac{\Omega^3}{64 \sin^5 \Omega} \left[ \cos^2 \Omega \left( 1 + \frac{2 \tan \Omega}{\Omega} \right) \cos \Omega \tau + 3 \frac{(2 - \cos 2\Omega + \cos 4\Omega)}{2 (1 + 2 \cos 2\Omega)} \cos 3\Omega \tau \right]
\]
and
\[
W_3 = \frac{\Omega^4}{32 \sin^8 \Omega} \left\{ \left[ (\Omega s - \sin \Omega s) \cos^2 \Omega \left( 1 + \frac{2 \tan \Omega}{\Omega} \right) + 2 \tan \Omega \left[ \sin 2\Omega - \sin (2\Omega + \Omega s) \right] \sin \Omega s \right] \cos \Omega \tau \\
+ \frac{(2 - \cos 2\Omega + \cos 4\Omega)}{2 (1 + 2 \cos 2\Omega)} \left( 3\Omega s - \sin 3\Omega s \right) - 2 \tan \Omega \cos 2\Omega (1 - 2 \cos \Omega s)^2 \Omega s \\
+ \sin^2 \Omega (\sin \Omega s + \sin 3\Omega s - 2 \sin 2\Omega s) \right\} \cos 3\Omega \tau \right\}.
\]

Finally, at $O(\epsilon^4)$, we get
\[
d_3 = D_{30} + D_{32} \cos 2\Omega \tau + D_{34} \cos 4\Omega \tau,
W_4 = g_0(s) + g_2(s) \cos 2\Omega \tau + g_4(s) \cos 4\Omega \tau,
\]
where
\[
D_{30} = -\frac{\Omega^4}{4096 \sin^6(\Omega) \cos^2(\Omega)} \left[ 1 + 8\Omega^2 + 8\Omega^2 \cos 2\Omega + (4\Omega^2 - 1) \cos 4\Omega + 8\Omega \sin 2\Omega + 4\Omega \sin 4\Omega \right],
\]
\[
D_{32} = \frac{-\Omega^6 [34\Omega \cos \Omega + 30\Omega \cos 3\Omega + 6\Omega \cos 5\Omega + 2\Omega \cos 7\Omega + 3\sin \Omega + 18 \sin 3\Omega + 6 \sin 5\Omega + 3 \sin 7\Omega]}{3072 \sin^3(\Omega) \cos^2(\Omega)(1 + 2 \cos 2\Omega)}
\]
\[
D_{34} = \frac{-\Omega^7 (7 + 18 \cos 2\Omega + 13 \cos 4\Omega + 5 \cos 6\Omega + \cos 8\Omega + \cos 10\Omega)}{3072 \sin^3(\Omega) \cos^3(\Omega)(1 + 2 \cos 2\Omega + \cos 4\Omega)}
\]
\[
g_0 = \frac{\Omega^6}{64 \sin^6 \Omega} \left[ \frac{1 - \cos 2\Omega s}{4 \cos^2 \Omega} + \frac{1 - \cos \Omega s}{\Omega} (\Omega \cos 2\Omega + \sin 2\Omega) \right]
\]
\[
g_2 = D_{32} \left( s - \frac{\sin 2\Omega s}{2\Omega} \right) + \frac{\Omega^6}{256 \sin^6 \Omega} \left\{ 3 \cos 2\Omega \sin \Omega \left[ \sin 3\Omega s - \frac{3}{2} \sin 2\Omega s - \frac{1}{3} \left( \sin \Omega s - \frac{1}{2} \sin 2\Omega s \right) \right] \\
- \frac{3(1 - \cos 2\Omega + \cos 4\Omega)}{1 + 2 \cos 2\Omega} (\cos 3\Omega s - 1) \\
- \frac{1}{1 + 2 \cos 2\Omega} \left( \cos 2\Omega + \frac{11}{3} \cos 4\Omega + \frac{2}{\Omega} \sin 2\Omega + \frac{2}{\Omega} \sin 4\Omega \right) (\cos \Omega s - 1) \\
- \frac{1}{1 + 2 \cos 2\Omega} \left( \cos 2\Omega + \frac{14}{3} \cos 4\Omega + 4 + \frac{1}{\Omega} \sin 2\Omega + \frac{1}{\Omega} \sin 4\Omega \right) (1 - \cos 2\Omega s) \right\}
\]
\[
g_4 = D_{34} \left( s - \frac{\sin 4\Omega s}{4\Omega} \right) - \frac{\Omega^6}{256 \sin^6 \Omega} \left[ 9 - 5 \cos 2\Omega + 5 \cos 4\Omega \right] \left[ \cos \Omega s - 1 \right] + \frac{3(1 - \cos 2\Omega + \cos 4\Omega)}{1 + 2 \cos 2\Omega} (\cos 3\Omega s - 1) \\
+ \cos 2\Omega \tan \Omega \left( \sin \Omega s - \frac{1}{4} \sin 4\Omega s - 3 \sin 3\Omega s + \frac{9}{4} \sin 4\Omega s \right) + \frac{1}{2 \cos^2 \Omega} (\cos 2\Omega s - 1) \\
+ \frac{4}{3(1 + 2 \cos 2\Omega) \cos^2 \Omega} \left[ \frac{13}{16} + \cos 2\Omega + \frac{1}{2} \cos 4\Omega + \frac{1}{2} \cos 6\Omega \right] (1 - \cos 4\Omega s) \right] \right\}.
Injecting the above expression in the expansion $\sum e^j W_j$ and collecting terms proportional to 1, $\cos \Omega \tau$, $\cos 2\Omega \tau$, $\cos 3\Omega \tau$, and $\cos 4\Omega \tau$, one obtains the expressions $F_0(s, \epsilon)$, $F_1(s, \epsilon)$, $F_2(s, \epsilon)$, $F_3(s, \epsilon)$, and $F_4(s, \epsilon)$, respectively in the main paper.

### A. Near a resonance

#### 1. $\Omega \approx \pi p$

We now consider in detail the vicinity of the resonance $\Omega = \pi p$. Focusing on the limited expansion $\sum_{j=0}^{3} e^j W_j$ we let

$$\Omega = \pi p + \mu, \quad \mu \ll 1.$$  \hfill (66)

In this limit, we have

$$W_1 \sim \frac{(-)^p p\pi s - \sin p\pi s}{\mu} \cos p\pi \tau + O(1),$$ \hfill (67)

$$W_2 \sim \frac{-p^2 \pi^2}{8\mu^3} (2p\pi s - \sin 2p\pi s) \cos 2p\pi \tau + O\left(\frac{1}{\mu^2}\right),$$ \hfill (68)

$$W_3 \sim \frac{(-)^p (p\pi)^4}{32\mu^5} \left[(p\pi s - \sin p\pi s) \cos p\pi \tau + \frac{1}{3} (3p\pi s - \sin 3p\pi s) \cos 3p\pi \tau\right] + O\left(\frac{1}{\mu^4}\right).$$ \hfill (69)

Hence

$$\sum_{j=0}^{3} e^j W_j \sim s^2 + \epsilon(-)^p \frac{p\pi s - \sin p\pi s}{\mu} \cos p\pi \tau - \epsilon^2 \frac{p^2 \pi^2}{8\mu^3} (2p\pi s - \sin 2p\pi s) \cos 2p\pi \tau$$

$$+ O\left(\frac{1}{\mu^2}\right) + \epsilon^3 \frac{(p\pi)^4}{32\mu^5} \left[(p\pi s - \sin p\pi s) \cos p\pi \tau + \frac{1}{3} (3p\pi s - \sin 3p\pi s) \cos 3p\pi \tau\right] \hfill (70)$$

Keeping $\epsilon$ fixed, the last term above is the one that increases fastest as $\mu \to 0$. Indeed, if $\mu \ll \epsilon^{1/2}$,

$$\sum_{j=0}^{3} e^j W_j \sim s^2 + \epsilon \frac{1}{p^2 \pi^2} \left[\frac{p^2 \pi^2 s^2 - \frac{(p\pi)^4}{32\mu^5}}{32\mu^5} \left[(p\pi s - \sin p\pi s) \cos p\pi \tau + \frac{1}{3} (3p\pi s - \sin 3p\pi s) \cos 3p\pi \tau\right]\right] \hfill (71)$$

where the omitted terms are all smaller than the second one in the right hand side. After some manipulation, we obtain

$$\sum_{j=0}^{3} e^j W_j \sim \frac{1}{p^2 \pi^2} \left\{ p^2 \pi^2 s^2 + \epsilon \frac{(p\pi)^6}{32\mu^5} \left[(p\pi s - \sin p\pi s) \cos p\pi \tau + \frac{1}{3} (3p\pi s - \sin 3p\pi s) \cos 3p\pi \tau\right]\right\}$$

$$= \frac{1}{p^2 \pi^2} \left[ S^2 + k (S - \sin S) \cos \phi + \frac{k}{3} (3S - \sin 3S) \cos 3\phi\right] \equiv \frac{W_3^{(3)}(S, \phi)}{p^2 \pi^2}, \hfill (72)$$

where

$$k = \frac{\epsilon \frac{(p\pi)^6}{32\mu^5}}, \quad S = \pi p s, \quad \phi = p\pi (\tau + 1).$$ \hfill (73)

The function $W_3^{(3)}(S, \phi)$ in Eq. (72) allows us to study the spatio-temporal expression for the rope near the contact point in the vicinity of all resonances $\Omega_p = \pi p$. It is defined for $S < 0$, with $S = 0$ designating the contact point at all times. We now enquire when a new contact can be made with the ground for $S < 0$. By plotting the function $W_3^{(3)}(S, \phi)$ as a function of its two arguments, one quickly concludes that a local spatial minimum can exist for $S < 0$ and that the value of that minimum is smallest when $\phi = 0$. With this piece of information, we restrict our attention to $W_3^{(3)}(S, 0)$ and require

$$0 = W_3^{(3)}(S, 0) = S^2 + k (S - \sin S) + \frac{k}{3} (3S - \sin 3S), \hfill (74)$$

$$0 = \frac{\partial}{\partial S} W_3^{(3)}(S, 0) = 2S + k (1 - \cos S) + k (S - \cos 3S).$$ \hfill (75)
This yields
\[ k = 0.888 \ldots, \quad S = -1.129 \ldots, \tag{76} \]
that is, using Eqs. (73),
\[ \epsilon \approx \frac{0.309}{p^2} \mu^{5/3}, \quad s \approx \frac{-1.129}{p \pi} \ldots. \tag{77} \]
The spatio-temporal dependence of \( W^{(3)}(S, \phi) \) is displayed in Fig. 3 for that value of \( k \), illustrating grazing contact at \( \phi = 0 \) and \( 2\pi \).

2. \( \Omega \approx \pi/2 \)

Let us now investigate the vicinity of \( \Omega = \pi/2 \). To this end, we let
\[ \Omega = \pi/2 + \mu, \quad \mu \ll 1. \tag{78} \]
At first sight, it would seem that it is enough to consider the limited expansion \( \sum_{j=0}^{2} \epsilon^j W_j \) in order to obtain the conditions to produce a new contact, since the function \( W_2 \) in Eq. (56) diverges as \( 1/\mu \), through the term
\[ \frac{-\Omega^2}{8\sin^2 \Omega \sin 2\Omega} (2\Omega s - \sin 2\Omega s) \cos 2\Omega \tau. \tag{79} \]
Following the same reasoning as in the previous section, we would find that, in the small-\( \mu \), with \( \mu \ll \epsilon \),
\[ \sum_{j=0}^{2} \epsilon^j W_j \sim s^2 + \frac{\epsilon^2 \Omega^2}{16\mu} (\pi s - \sin \pi s) \cos [\pi (\tau + 1)]. \tag{80} \]
However, the above expression is unable to properly predict touch down because such a function above can only touch down at \( s = -1 \), which is incompatible with the boundary condition that is imposed there. Hence, we must include higher order terms with higher spatial harmonics in order to ensure that a new contact takes place closer to \( s = 0 \).
Since \( W_3 \) remains bounded in the limit (78), we now consider the limited expansion \( \sum_{j=0}^{4} \epsilon^j W_j \). The result is
\[ \sum_{j=0}^{4} \epsilon^j W_j \sim s^2 - \frac{\epsilon^4 \pi^6}{131072\mu^3} (2\pi s - \sin 2\pi s) \cos 2\pi \tau, \tag{81} \]
where, as before, the omitted terms are all asymptotically smaller if \( \mu \) is sufficiently small. Here, a new contact is made at \( s = -1/2 \) when \( \cos 2\pi \tau = -1 \) if \( \epsilon^4 \pi^6/(131072\mu^3) \approx 0.0796 \), that is if
\[ \epsilon \approx 1.815\mu^{3/4}. \tag{82} \]

Note In the limit \( \Omega - p\pi = \mu \to 0 \), \( \epsilon^4 W_4 \) actually dominates \( \epsilon^3 W_3 \) if \( \epsilon = O(\mu^{5/3}) \) and, in all probability, higher-order terms grow even faster. This observation clearly indicates a deficiency of that limit. In the small-\( \mu \) limit, one may conjecture from the first few orders of the calculation above that, at order \( n \), \( \epsilon^n W_n = O(\mu^{-2n+1}) \). This suggests, as \( n \) becomes large, that the correct scaling near \( \Omega = p\pi \) is \( \epsilon = O(\mu^2) \), rather than the \( \epsilon = O(\mu^{5/3}) \) announced in the paper. However, if one assumes this scaling at the start of the asymptotic analysis, one does not obtain a satisfactory solution indicating zero-velocity touch-down. This can be anticipated from the fact that all terms from the regular perturbation expansion become \( O(\mu) \) and, hence are always too small compared to the static term \( s^2 \). This is why, near \( \Omega = p\pi \), we pragmatically truncate the expansion at third order. Even though the approach is not entirely satisfactory, the agreement with the numerically computed grazing bifurcation curves in the \( (\omega, \epsilon) \) justifies it a posteriori.

V. TRAVELLING WAVES

Intuition suggests –and simulations and experiments confirm– that for sufficiently strong excitation, travelling waves are generated along the rope. Let us look for travelling wave solutions of Eq. (14). Writing
\[ W = W_T(\zeta), \quad \zeta = \xi - V \tau, \tag{83} \]
FIG. 3. Spatio-temporal dependence of $W^{(3)}(S, \phi)$ for the grazing value $k = 0.888$

we have

$$\beta \frac{d^4W_T}{d\zeta^4} + (V^2 - 1) \frac{d^2W_T}{d\zeta^2} + 2 = 0. \tag{84}$$

Assuming that the longitudinal extent of the wave is $2\ell$, we further have the boundary conditions

$$W_T(\pm \ell) = W_T'(\pm \ell) = W_T''(\pm \ell) = 0. \tag{85}$$
Focusing on symmetrical waves, the general solution of Eq. (84) is

\[ W_T = \frac{-\zeta^2}{V^2 - 1} + a \cos \sqrt{\frac{V^2 - 1}{\beta}} \zeta + b. \quad (86) \]

The boundary conditions at \( \zeta = \ell \) are

\[
\frac{-\ell^2}{V^2 - 1} + a \cos \sqrt{\frac{V^2 - 1}{\beta}} \ell + b = 0, \quad -\frac{\ell}{V^2 - 1} - a \sqrt{\frac{V^2 - 1}{\beta}} \sin \frac{V^2 - 1}{\beta} \ell = 0, \quad -\frac{2}{V^2 - 1} - a \frac{V^2 - 1}{\beta} \cos \sqrt{\frac{V^2 - 1}{\beta}} \ell = 0. \quad (87)
\]

Defining

\[ C = \sqrt{\frac{V^2 - 1}{\beta}} \ell, \quad (88) \]

they become

\[ a = \frac{-2 \beta}{(V^2 - 1)^2 \cos C}, \quad b = \frac{\ell^2}{V^2 - 1} - a \cos C, \quad \tan C = C. \quad (89) \]

Finally,

\[ W_T = \frac{\ell^2}{V^2 - 1} \left(1 - \frac{\zeta^2}{\ell^2} + 2 \frac{\cos C - \cos C \zeta/\ell}{C \sin C} \right). \quad (90) \]

The first solutions of the transcendental Eq. (89) for \( C \) are \( \{4.49341, 7.72525, 10.9041, 14.0662, \ldots \} \). The travelling waves associated to these first 4 roots are represented in Fig. 4. The speed is

\[ V = \sqrt{1 + \beta C^2 / \ell^2}, \quad (91) \]

indicating that small waves travel faster. That \( V \) depends on \( \ell \) demonstrates the nonlinear character of the wave.

VI. NUMERICAL SIMULATIONS

A. Spatial discretization

Space derivatives in Eq. (14) are discretized in the simplest possible way using second order finite difference. With a spatial discretization step \( \Delta \xi \), the state of the system is described by the time-dependent vector \( \mathbf{u}(\tau) = \{ u_i(\tau) \} \) where \( u_i(\tau) = W(\xi_i, \tau), \xi_i = (i - 1)\Delta \xi \). Eq. (14) is then approximated by

\[ \ddot{\mathbf{u}} = \mathbf{Ku} + \mathbf{q}, \quad (92) \]
where overdots indicate time derivatives. Above, $\mathbf{K}$ is the differentiation matrix given by $\mathbf{D} - \beta \mathbf{D}^2$, where $\mathbf{D}$ is the discrete laplacian:

$$
\mathbf{D} = \frac{1}{(\Delta \xi)^2} \begin{pmatrix}
-2 & 1 & 0 & \ldots \\
1 & -2 & 1 & 0 & \ldots \\
0 & 1 & -2 & 1 & 0 & \ldots \\
\vdots & 0 & 1 & -2 & 1 & 0 \\
& & & \ddots
\end{pmatrix}
$$

(93)

In order to impose the boundary conditions at $\xi = 0$, the first lines of Eq. (92) are replaced by

$$
0 = u_1 - 1 - \epsilon \cos \Omega \tau, \quad \ddot{u}_2 = \frac{u_1 - 2u_2 + u_3}{(\Delta \xi)^2} - \beta \frac{-24u_1 + 11u_2 - 48u_3 + 12u_4}{11(\Delta \xi)^4} + q_2
$$

(94)

In the right hand side of Eq. (92), $\mathbf{q} = \{q_i\}$ is simply the gravitational force: $q_i = -2$. Eq. (92) only holds for those values of $\xi_i$ for which the rope is not in contact with the ground—a situation that has to be re-evaluated at each time step.

**B. The unilateral constraint**

At each instant of time, there is a contact set

$$
\Sigma_\tau = \{ i : u_i(\tau) < \delta \}
$$

(95)

that numerically defines the points of the rope that are considered in contact with the ground. $\delta$ is a small number, but not too small, in order to avoid spurious loss of contact due to discretization error (see later). If an element of the rope impacts the ground at some instant $\tau^*$, its velocity can undergo a discrete jump due to the impenetrability of the ground. Denoting the velocity just before and after the collision by $\dot{\mathbf{u}}^-$ and $\dot{\mathbf{u}}^+$, respectively, one has the instant change

$$
\dot{\mathbf{u}}^+ - \dot{\mathbf{u}}^- = \lambda.
$$

(96)

Here $\lambda$ is a vector of impulsive forces, non zero only at the indexes belonging to $\Sigma_\tau$ and whose magnitude is not known a priori. The above abrupt change in $\dot{\mathbf{u}}$ takes place in addition to the smooth evolution of $\dot{\mathbf{u}}$ given by Eq. (92), which takes into account the other forces that act simultaneously on each discrete segments of rope.
One has, generally,

\[ \lambda_i = 0, \quad i \notin \Sigma_r, \quad (97) \]
\[ \lambda_i \geq 0, \quad i \in \Sigma_r. \quad (98) \]

Within \( \Sigma_r \), two fundamentally different kinds of impacts have to be envisaged. On the one hand, a new contact can be created for which \( u_i < 0 \). Then, the ground instantaneously reacts with a non zero impulsive force \( (\lambda_i > 0) \) such that Newton’s impact law, \( \hat{u}_i^+ (\tau) = -r \hat{u}_i^- (\tau) \), is satisfied, \( r \) being the restitution coefficient. One thus has

\[ \lambda_i \geq 0, \quad \hat{u}_i^+ (\tau) + r \hat{u}_i^- (\tau) = 0. \quad (99) \]

This case is illustrated with the contact point \( \xi_{c, \text{new}} \) in Fig. 5. On the other hand, the contact point \( \xi_c (\tau) \) may already exist before time \( \tau \) and simply move laterally by a small distance over the small time interval \( \delta \tau \) (see right contact point in Fig. 5). In that case, by continuity of the slope, the rope approaches the ground with zero velocity and Newton’s impact should be relaxed: \( \hat{u}_i^+ (\tau) + r \hat{u}_i^- (\tau) \geq 0 \). For such contact points (including, in Fig. 5 all points ahead of \( \xi_c \)), one has

\[ \lambda_i = 0, \quad \hat{u}_i^+ (\tau) + r \hat{u}_i^- (\tau) \geq 0. \quad (100) \]

Combining Eqs. (99) and (100), we have, for \( \xi_i \in \Sigma_r \),

\[ \lambda_i \geq 0, \quad \hat{u}_i^+ (\tau) + r \hat{u}_i^- (\tau) \geq 0, \quad \lambda_i \left( \hat{u}_i^+ (\tau) + r \hat{u}_i^- (\tau) \right) = 0. \quad (101) \]

The above set of inequalities can be transformed into a unique equation:

\[ \lambda_i = \max \{ \lambda_i - \alpha \left( \hat{u}_i^+ (\tau) + r \hat{u}_i^- (\tau) \right), 0 \}, \quad (102) \]

where \( \alpha > 0 \) is a penalty parameter (in our code, we take \( \alpha = 1 \)). Indeed, if \( \lambda_i > 0 \), the above equation implies that \( \hat{u}_i^+ (\tau) + r \hat{u}_i^- (\tau) = 0 \) and, conversely, if \( \hat{u}_i^+ (\tau) + r \hat{u}_i^- (\tau) > 0 \), then, necessarily, \( \lambda_i = 0 \). The last expression is useful for an automatic treatment of contact points.

C. Time-stepping

As in [3], we implement Moreau’s time-stepping algorithm [4]. With the time step \( \Delta \tau \), we denote the state vector at time \( \tau = k \Delta \tau \) by \( \mathbf{u}_k \). The time stepping algorithm also involves the solution at the intermediate times \( \tau = (k+1/2) \Delta \tau \), which we denote by \( \mathbf{u}_{k+1/2} \). The algorithm is as follows (reproduced from [3]).

1. Check collision points at midpoint displacements \( \mathbf{u}_{k+1/2} = \mathbf{u}_k + \frac{1}{2} \Delta \tau \hat{\mathbf{u}}_k \). If \( \Sigma_{k+1/2} \neq \emptyset \), then go to 3. Else, go to 2.

2. \( \hat{\mathbf{u}}_{k+1} = \hat{\mathbf{u}}_k + (\mathbf{Ku}_{k+1/2} + \mathbf{q}) \Delta \tau. \)

3. Impact motion. Iterate

\[ \hat{\mathbf{u}}_{k+1}^{n+1} = \hat{\mathbf{u}}_k + (\mathbf{Ku}_{k+1/2} + \mathbf{q}) \Delta \tau + \lambda_{k+1}^n \]
\[ \lambda_{k+1}^{n+1} = \max \{ \lambda_{i,k+1}^n - \alpha \left( \hat{\mathbf{u}}_{i,k+1}^{n+1} + r \hat{\mathbf{u}}_{i,k} \right), 0 \}, \]

where \( n \) is the index of iteration, until \( \| \lambda_{k+1}^{n+1} - \lambda_{k+1}^n \| \leq \varepsilon \). (In our case, \( \varepsilon = 10^{-10} \)).

4. Update displacement. \( \mathbf{u}_{k+1} = \mathbf{u}_k + \frac{1}{2} \Delta \tau (\hat{\mathbf{u}}_k + \hat{\mathbf{u}}_{k+1}). \)

5. Proceed to next time step.

D. Absorbing condition

Once waves propagate along the rope, they are liable to be reflected at the unactuated end. In order to prevent this reflection, we detect right-moving bumps in the numerical solution and fit them with fundamental travelling wave solutions given by Eq. (90) with \( C = 4.49 \ldots \). Once such a bump crosses a certain distance \( \xi_{\text{kill}} \), we substract from it the fitted profile \( W_T (\zeta) \), subject to the impenetrability constraint of the ground:

\[ u_{i,k} \rightarrow \max \left[ u_{i,k} - W_T (\xi_i - V \tau_k), 0 \right]. \quad (103) \]

Despite its simplicity, this approach is found to perform quite satisfactorily.
E. Influence of the contact detection threshold

Here, we discuss the effect of the parameter $\delta$ defined in Eq. (95) as the maximal altitude below which a point is deemed in contact with the ground. Fig. 6 illustrates the issue associated to setting its value. A small value, such as $\delta_0$, may lead to an accurate evaluation of $\xi_c$. However, because of the boundary condition of zero slope at contact, numerical noise can induce $u_{i,k}$, together with neighboring discrete points of the rope, to parasitically cross that threshold. Such an event may result in large, abrupt variations of the numerical estimate of $\xi_c$ with an amplitude of several $\Delta \xi$. Conversely, a larger value of $\delta$ such as $\delta_1$ in Fig. 6, reduce the probability of parasitic excursion of $\xi_c$, at the expense of accuracy. The determination of the numerical parameter $\delta$ is therefore a trade-off between accuracy and noise.

An illustration of this discussion is given in Fig. 7, which shows the time evolution of

$$\xi_c(\tau) = \min \{\xi_i, i \in \Sigma_\tau\}$$

for three values of $\delta$. Discontinuities of $\xi_c(\tau)$ signal the appearance of new contact points and, hence, wave emission. When wave generation starts, noise associated with the detection of $\xi_c$ becomes manifest, and is seen to increase with the lowering of $\delta$. On the other hand, the largest value of $\delta$ in Fig. 7, while producing a smoother dynamics, underestimates the amplitude of oscillations of $\xi_c(\tau)$, as can be seen clearly at $\tau = 40$. The latter is a general observation.

Given the noisy character of the dynamics in the wave radiating regime, particulary in association with the parameter $\delta$, we now enquire whether the spikes in the bifurcation diagram in $(\Omega, \epsilon)$ can be a numerical artefact of the simulation algorithm. To this end we draw in Fig. 8 the bifurcation curves for different values of $\delta$: $10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}$. We find that the computed bifurcation curves rapidly converge as $\delta$ decreases and that the spikes remain mostly at the same locations. In particular the dip at $\Omega \approx 1.6$ is well identifiable for all values of $\delta$: This is the $\Omega = \pi/2$ resonance discussed in Sec. IV A 2. Importantly, the curve obtained for the rather large value $\delta = 10^{-2}$, while vertically shifted compared to the other ones, still remains “spiky”, with resonances mostly at the same frequencies as in the other curves. Hence, we may conclude that the spikes in Fig. 8 are not a numerical artefact associated to $\delta$. Rather, the dynamical interpretation of these spikes as manifestation of nonlinear resonances is confirmed.

As discussed above, a large value of $\delta$ reduces parasitic excursions of $\xi_c$ and promotes a smooth dynamics, at the expense of accuracy, see Fig. 7. In our study, we performed most of our simulations with $\delta = 10^{-3}$.
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FIG. 7. Evolution of the nearest contact point obtained for three values of the contact threshold $\delta$. Discretization parameters: $\Delta \xi = 0.01$, $\Delta \tau = 0.0002$. The forced oscillation at $\xi = 0$ is ramped from $\epsilon = 0$ at $\tau = 0$ to $\epsilon = 0.3$ at $\tau = 70$. $\Omega = 1.625$ and $\beta = 0.01$. At $\tau \approx 50$, a new contact is created, leading to a discontinuity of $\xi_c$. The noise is seen to increases as $\delta$ diminishes. On the other hand, the dynamics obtained with $\delta = 1.3 \times 10^{-2}$, while smoother, underestimates the amplitude of the oscillations: compare the 3 graphs at $\tau = 40$.

FIG. 8. Grazing bifurcation curves computed with different values of contact detection threshold $\delta$. Brown curve: $\delta = 0.01$. Blue curve: $\delta = 0.001$. Red curve: $\delta = 10^{-4}$. Green curve: $\delta = 10^{-5}$.