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Abstract. We consider the quadratic form of a general deterministic matrix on the eigenvectors of an $N \times N$ Wigner matrix and prove that it has Gaussian fluctuation for each bulk eigenvector in the large $N$ limit. The proof is a combination of the energy method for the Dyson Brownian motion inspired by [26] and our recent multi-resolvent local laws [4].

1. Introduction

Quantum Unique Ergodicity (QUE) in a disordered or chaotic quantum system asserts that the eigenvectors of the Hamilton operator tend to become uniformly distributed in the phase space, see [30, 16, 33, 29, 27, 2] for the seminal results and [14] for more recent references. We study a particularly strong form of this phenomenon for Wigner random matrices, the simplest prototype of a fully chaotic Hamiltonian. These are $N \times N$ random Hermitian matrices $W = W^*$ with centred, independent, identically distributed (i.i.d.) entries up to the symmetry constraint $w_{ab} = w_{ba}$. Let $\{u_i\}_{i=1}^N$ be an orthonormal eigenbasis of $W$ corresponding to the eigenvalues $\lambda = (\lambda_i)_{i=1}^N$ listed in increasing order. Recently we showed [14] that for any deterministic matrix $A$ with $\|A\| \leq 1$, the eigenvector overlaps $\langle u_i, Au_i \rangle$ converge to $\langle A \rangle := \frac{1}{N} \text{Tr } A$, the normalized trace of $A$, in the large $N$ limit. More generally, we proved that

$$\max_{i,j} \left| \langle u_i, Au_j \rangle - \langle A \rangle \delta_{ij} \right| \lesssim \frac{N^{s} \sqrt{N}}{N}$$

(1.1)

holds with very high probability. We note that the bound (1.1) is optimal for high-rank deterministic matrices $A$ and is coined as the Eigenstate Thermalization Hypothesis by Deutsch [16] and Srednicki [31], see also [17, Eq. (20)].

The main result of the current paper, Theorem 2.2, asserts that $\langle u_i, Au_i \rangle$ has a Gaussian fluctuation on scale $N^{-1/2}$, more precisely

$$\sqrt{N} \left[ \langle u_i, Au_i \rangle - \langle A \rangle \right]$$

(1.2)

converges to a normal distribution for any Hermitian observables $A = A^*$ of high rank and for any eigenvectors $u_i$ whose eigenvalue belongs to the bulk of the spectrum.

For Gaussian ensembles and $A$ being a projection onto macroscopically many coordinates (1.2) can be proven by using the special invariance property of the eigenvectors (see [28, Theorem 2.4]). Our result concerns general Wigner matrices and it has two main features: it concerns individual eigenvectors and it is valid for general high rank observables. We now explain related previous results which all
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addressed only one of these features. First, Gaussianity of (1.2) after a small averaging in the index i has recently been established in [15, Theorem 2.3] using resolvent methods. Second, fluctuations involving individual eigenvectors in the bulk spectrum for general Wigner matrices can only be accessed by the Dyson Brownian motion approach which has only been developed for finite rank observables [8, 26, 3]. We now explain the background of these concepts.

1.2. Dyson Brownian motion for eigenvectors. For the simplest rank one case, \( A = |q\rangle \langle q| \) with some deterministic unit vector \( q \). Bourgade and Yau [8] showed that the squared normalised overlaps \( N\langle \langle u_i, q \rangle \rangle^2 \) converge in distribution to the square of a standard Gaussian variable as \( N \to \infty \) (see also [22, 32] for the same result without DBM but under four moment matching condition in the bulk). Similar results have been obtained for deformed Wigner matrices [3], for sparse matrices [ii], and for Lévy matrices [i]. Note that both the scaling and the limit distribution for the rank one case are different from (1.2). The basic intuition is that the coordinates of \( u_i \) are roughly independent, thus the sum in

\[
\langle \langle u_i, q \rangle \rangle = \sum \langle u_i(a) q(a) \rangle \text{ obeys a central limit theorem (CLT) on scale } N^{-1/2}.
\]

In fact, [8] also considers the joint distribution of finitely many eigenvectors tested against one fixed vector \( q \) and the joint distribution of a single eigenvector with finitely many test vectors \( q_1, q_2, \ldots, q_K \) for any fixed \( K \), independent of \( N \). Very recently, Marcinek and Yau [26] have established that the overlaps of finitely many eigenvectors and finitely many orthogonal test vectors are also asymptotically independent (squared) normal. Their method is very general and also applies to a large class of other random matrix ensembles, such as sparse or Lévy matrices.

The fundamental method behind all results involving individual eigenvectors for general Wigner matrices is the Dyson Brownian motion (DBM) for eigenvectors, also called the stochastic eigenstate equation generated by a simple matrix Brownian motion for \( W \), introduced by Bourgade and Yau in [8]. We briefly summarize the key steps in [8] in order to highlight the new ideas we needed to prove the Gaussianity of (1.2).

For each fixed \( n \), the evolution of the joint \( n \)-th order moments of the overlaps \( N\langle \langle u_i, q \rangle \rangle^2 \) for different \( i \)'s and fixed \( q \) is described by a system of parabolic evolution equations, called the eigenvector moment flow. Interpreting each such overlap as a particle sitting at location \( i \) in the discrete one-dimensional index space \( [N] = \{1, 2, \ldots, N\} \), the moment flow naturally corresponds to a Markovian jump process of \( n \) particles. It turns out that the rate of a jump from site \( i \) to site \( j \) is proportional with \( N^{-1}(\lambda_i - \lambda_j)^{-2} \). Different \( q \)'s can be incorporated by appropriately assigning colours to the particles. By the fast local equilibration property of the DBM the moments of \( N\langle \langle u_i, q \rangle \rangle^2 \) quickly become essentially independent of the index \( i \) at least for indices corresponding to nearby eigenvalues \( \lambda_i \), hence they can be computed by locally averaging over \( i \). For example, in the simplest \( n = 1 \) case we have

\[
f_i := E [N\langle \langle u_i, q \rangle \rangle^2 | \lambda] \approx f_{i'} = E [N\langle \langle u_{i'}, q \rangle \rangle^2 | \lambda], \quad |i - i'| \ll N, \quad \text{(1.3)}
\]

after a very short time \( t \gg |i - i'|/N \). Here we consider the conditional expectation of the eigenvectors given that the eigenvalues are fixed. Since the global equilibrium of the DBM is the constant function \( f_i = 1 \), equilibration directly implies smoothing or regularisation in the dependence on the indices \( i \).

On the other hand, by spectral theorem

\[
\langle q, \mathcal{G}(\lambda_i + i\eta)q \rangle = \frac{1}{N} \sum_{i' = 1}^N \frac{\eta}{(\lambda_i - \lambda_{i'})^2 + \eta^2} N\langle \langle u_{i'}, q \rangle \rangle^2,
\]

(1.4)

where \( \mathcal{G} = \mathcal{G}(z) = (W - z)^{-1} \) is the resolvent at a spectral parameter \( z \in \mathbb{C} \setminus \mathbb{R} \). Using that the eigenvalues \( \lambda_i \) are rigid, i.e. they are very close the corresponding quantiles \( \gamma_i \) of the Wigner semicircle density (see (3.10) later), the \( i' \)-summation in (1.4) is a regularised averaging over indices \( |i' - i| \lesssim N \eta \). Performing the \( i' \)-summation in (1.4) by using (1.3) we obtain

\[
E [N\langle \langle u_i, q \rangle \rangle^2 | \lambda] \approx \frac{1}{3m_{sc}(\gamma_i)} E [\langle q, \mathcal{G}(\gamma_i + i\eta)q \rangle | \lambda],
\]

for times \( t \gg \eta \) where \( m_{sc} \) is the Stieltjes transform of the Wigner semicircle law. Choosing \( \eta \) slightly above the local eigenvalue spacing, \( \eta = N^{-1 + \epsilon} \) in the bulk of the spectrum, we have \( \langle q, \mathcal{G}(\gamma_i + i\eta)q \rangle \approx 3m_{sc}(\gamma_i) \) not only in expectation but even in high probability by the isotropic local law for
Wigner matrices [23]. Combining these inputs we obtain $EN[(u_i, q)]^2 \approx 1$ along the DBM after a short time $t \gg N^{-1-\varepsilon}$. A similar argument holds for higher moments. Finally, the small Gaussian component added by the DBM can be removed by standard perturbation methods, by the so called Green function comparison theorems.

1.2. Dyson Brownian motion for general overlaps. Given the method to handle $N[(u_i, q)]^2$ described above, the Gaussianity of overlaps $u_i^*, Au_i$ with a general high rank matrix $A$ can be approached in two natural ways. We now explain both of them to justify our choice. The first approach is to write $A = \sum_{k=1}^{N} a_k |q_k\rangle \langle q_k|$ in spectral decomposition with $|a_k| \lesssim 1$ and an orthonormal set $\{q_k\}_{k=1}^{N}$ to have

$$\langle u_i, u_j \rangle = \sum_{k=1}^{N} a_k |\langle u_i, q_k\rangle|^2.$$  

(1.5)

If all overlaps $|\langle u_i, q_k\rangle|^2$, $k = 1, 2, \ldots, N$, were independent, then the central limit theorem applied to the summation in (1.5) would prove the normality of $\langle u_i, Au_i \rangle$. This requires that the number of nonzero summands in (1.5), the rank of $A$, also goes to infinity as $N$ increases. Hence, via the spectral decomposition of $A$, the Gaussianity of $\langle u_i, Au_i \rangle$ appears rather of the approximate independence of the overlaps $|\langle u_i, q_k\rangle|^2$ for different $k$’s than their actual limit distribution. The analysis of the eigenvector moment flow [8, 26] yields this independence for finitely many $k$’s, but it is not well suited for tracking overlaps $|\langle u_i, q_k\rangle|^2$ with a very large number of $q_k$ vectors simultaneously. Hence we discarded this approach.

The second natural approach is to generalise the eigenvector moment flow to moments of $\langle u_i, Au_i \rangle$; this has been first achieved in [12]. Such flow naturally involves off-diagonal overlaps $\langle u_i, Au_j \rangle$ as well. Therefore, we need to describe conditional moments of the form $E[\prod_{i'=1}^{n} \langle u_{i'}, Au_{i'} \rangle | \lambda]$ with different collections of index pairs $(i_1, j_1), (i_2, j_2), \ldots, (i_n, j_n)$ with the constraint that every index appears even number of times. Thus the relevant moments can naturally be represented in an $n$-dimensional subset $\Lambda^n$ of $[N]^{2n}$ (see Section 4.1). Moreover, in [12, Eq. (2.15)] a certain symmetrised linear combination of $n$-order moments, the perfect matching observable was found that satisfies a closed equation along the Dyson Brownian motion, see (3.9) and (3.12). Moments of diagonal overlaps $\langle u_i, Au_i \rangle$ can then be recovered from the perfect matching observable by setting all indices equal. Off-diagonal overlaps $\langle u_i, Au_j \rangle$ in general cannot be recovered (except in the $n = 2$ case using an additional anti-symmetric (‘fermionic’) version of the perfect matching observable [4]).

The main obstacle along this second approach is the lack of the analogue of (1.4) for general overlaps $\langle u_i, Au_j \rangle$. Consider the $n = 2$ case. A (regularized) local averaging in one index yields

$$\frac{1}{N} \sum_{i'=1}^{N} \frac{\eta}{(\lambda_i - \lambda_{i'})^2 + \eta^2} N|\langle u_{i'}, Au_j \rangle|^2 = \langle u_j, A \gamma G(\gamma_i + i\eta)Au_j \rangle$$

(1.6)

which still involves an eigenvector $u_i$, hence is not accessible solely by resolvent methods. Note that for $A = [q] \langle q \rangle$ the overlap $\langle u_{i'}, Au_j \rangle$ factorizes and the averaging in $i'$ can be done independently of $j$. For general $A$ we can handle an averaging in both indices, i.e. we will use that

$$\frac{1}{N^2} \sum_{i', j'=1}^{N} \frac{\eta}{(\lambda_i - \lambda_{i'})^2 + \eta^2} \frac{\eta}{(\lambda_j - \lambda_{j'})^2 + \eta^2} N|\langle u_{i'}, Au_{j'} \rangle|^2 = \langle A \gamma G(\gamma_i + i\eta)Au_j \rangle.$$  

(1.7)

The normalised trace in the right hand side is accessible by resolvent methods using the recent multi-$G$ local law proven in [14, Prop. 3.4]. However, the generator of the eigenvector moment flow (3.12) involves the sum of averaging operators as in (1.6) in all coordinate directions and not their product as needed in (1.7). Higher moments ($n > 2$) require averaging in more than two indices simultaneously that is not apparently available in the generator. To remedy this situation, we now review how the equilibration (smoothing) property of the parabolic equation for the perfect matching observable can be manifested.
1.3. Local smoothing of the eigenvector moment flow: an overview. The technically simplest way to exploit the smoothing effect is via the maximum principle introduced in [8]. However, this requires that the generator is negative and itself has the necessary local averaging property to obtain a quantity computable by a local law; this is the case for eigenfunction overlaps as in (1.4) but not for general overlaps \( \langle u_i, Au_j \rangle \) in (1.6). We remark that the maximum principle was also used in [12] for more general overlaps, but only for getting an a priori bound and not for establishing their distribution. For this cruder purpose a rougher bound on (1.6) was sufficient that could be iteratively improved, but always by an \( N^\epsilon \) factor off the optimal value.

A technically much more demanding way to exploit the equilibration of the eigenvector moment flow would be via homogenisation theory. In random matrix theory homogenisation was originally introduced for the Dyson eigenvalue flow in [10, 24] by noticing that the generator is a discrete approximation of the one dimensional fractional Laplacian operator \( |p| = \sqrt{-\Delta} \) with translation invariant kernel \( (x - y)^{-2} \) whose heat kernel is explicitly known. Unfortunately, the eigenvector flow is more complicated and a good approximation with a well-behaving continuous heat kernel is missing although homogenisation might also be accessible via a sequence of maximum principles as in [9].

Finally, the last and most flexible method for equilibration are the ultracontractivity estimates on the heat kernel that can be obtained by the standard Nash method from Poincaré or Sobolev inequalities for the Dirichlet form determined by the generator. In random matrix theory, these ideas have been introduced in [20] for the eigenvalue gap statistics and have later been used as a priori bounds for the homogenisation theory. However, in the bulk regime they are barely not sufficiently strong to get the necessary precision for individual eigenvalues; they had to be complemented either by De Giorgi-Nash-Moser Hölder regularity estimates [20] or homogenisation [10, 24].

The recent work by Marcinek and Yau [26] remedies this shortcoming of the ultracontractivity bound by combining it with an energy method. The main motivation of [26] was to consider the joint distribution of the overlaps \( \langle \langle u_i, q_k \rangle \rangle^2 \) for several eigenvectors and several test vectors simultaneously. The generator of the resulting coloured eigenvector moment flow lacks the positivity preserving property rendering the simple argument via maximum principle impossible. It turns out that this lack of positivity is due to a new exchange term in the generator that is present only because several \( q_k \)'s (distinguished by colours) are considered simultaneously. However, the generator with the problematic exchange term is still positive in \( L^2 \)-sense and its Dirichlet form satisfies the usual Poincaré inequality from which ultracontractivity bounds can still be derived. The additional smallness now comes from an effective decay of the \( L^2 \)-norm of the solution where local averaging like (1.4) can be exploited.

1.4. Main ideas of the current paper. The proof of Gaussianity of (1.2) consists of three steps.

Step 1. We use the energy method inspired by [26] together with the recent two-\( G \) local law from [14], Prop. 3.4 and more general multi-\( G \) local laws, proven in Section 5, to exploit an effective averaging mechanism to reduce the \( L^2 \)-norm of the solution. In particular, to understand (1.7) we need a two-\( G \) local law instead of the single-\( G \) isotropic law used in (1.4).

Step 2. We use an \( L^2 \rightarrow L^\infty \) ultracontractivity bound of the colourblind eigenvector moment flow from [26, Proposition 6.29].

Step 3. The first two steps prove the Gaussianity of the overlap (1.2) for Wigner matrices with a tiny Gaussian component. With a standard Green function comparison argument combined with the a priori bound (1.1) proven in [14] we remove this Gaussian component.

Step 2. and Step 3. are standard adaptations of existing previous results, so we focus only on explaining Step 1. We use the energy method in a very different way and for a very different purpose than [26], but for the same reason: its robustness. In the standard energy argument, if \( f_t \) satisfies the parabolic evolution equation \( \partial_t f_t = \mathcal{L}_t f_t \) with a (time-dependent) generator \( \mathcal{L}_t \), then

\[
\frac{1}{2} \partial_t \| f_t \|^2 = \langle f_t, \mathcal{L}_t f_t \rangle =: -D_t(f_t) \leq 0,
\]

where \( D_t \) is the Dirichlet form (energy) associated to the generator \( \mathcal{L}_t \). The goal is to give a good lower bound

\[
D_t(f) \geq c \| f \|_2^2 - \text{error},
\]

(1.8)
and use a Gronwall argument to conclude an effective $L^2$-decay along the dynamics. However, at this moment, the Dirichlet form may first be replaced by a smaller one, $\tilde{D}_t(f) \lesssim D_t(f)$, for which an effective lower bound (1.8) is easier to obtain. In our case, the gain comes from estimating the error term in (1.8) by exploiting the local averaging in all directions as in (1.7) so that we could use the multi-$G$ local law.

How to find $\tilde{D}$? Very heuristically, the generator of the eigenvector moment flow is a discrete analogue of $|p_1| + |p_2| + \cdots + |p_n|$, i.e. the sum of $|p|$-operators along all the $n$ coordinate directions in the $n$-dimensional space $\Lambda^n$. However, the necessary averaging in (1.7) is rather the product of these one dimensional operators. Normally, sums of first order differential operators cannot be compared with their product since they scale differently with the length. But our operators have a short range regularization on the scale $\eta$, i.e. they rather correspond to $\eta^{-1}[1 - e^{-\eta|p|}]$ than just $|p|$ (see [25, Theorem 7.12]). Therefore, we will prove the discrete analogue of the operator inequality

$$\frac{1}{\eta} \prod_{r=1}^{n} \left(1 - e^{-\eta|p_r|}\right) \leq C(n) \sum_{r=1}^{n} \frac{1}{\eta} \left[1 - e^{-\eta|p_r|}\right]$$

(1.9)
on $\mathbb{R}^n$ and their quadratic forms will be the two Dirichlet forms $\tilde{D}$ and $D$. Since the generator of $\tilde{D}$ now averages in all directions, these averages yield traces of products $\exists G A \exists G A \cdots \exists G A$ for which we have a good local law, hence the corresponding error in (1.8) is smaller than its naive a priori bound using only (1.1). This crucial gain provides the additional smallness to overcome the general fact that ultracontractivity bounds alone are barely not sufficient to gain sufficiently precise information on individual eigenvalues and eigenvectors in the bulk.

The actual proof requires several technical steps such as (i) localising the dynamics by considering a short range approximation and treating the long range part as a perturbation; (ii) finite speed of propagation for the short range dynamics; (iii) cutoff the initial data in a smooth way so that cutoff and time evolution almost commute. Since these steps have appeared in the literature earlier, we will not reprove them here, we just refer to [26] where they have been adapted to the eigenvector moment flow. We will give full details only for Step 1.

Parallel with but independently of the current work, Benigni and Lopatto [4] have proved the CLT for $\langle u_i, A u_j \rangle$ for the observable $A$ projecting onto a deterministic set of orthonormal vectors $A = \sum_{\alpha \in \mathbb{F}} |q_{\alpha}\rangle \langle q_{\alpha}|$, with $N^{\epsilon} \leq |I| \leq N^{1-\epsilon}$, for some small fixed $\epsilon > 0$. Their low rank assumption is complementary to our condition $\langle A^2 \rangle \geq c$ for this class of projection operators, moreover their result also covered the edge regime. The low rank assumption allowed them to operate with the eigenvector moment flow from [4, 12]. However, their control can handle overlaps with at most $N^{1-\epsilon}$ vectors $q_\alpha$ simultaneously. It seems that this approach has a natural limitation preventing it from using it for high rank observables, e.g. for $|I| \sim N$. In contrast, we consider overlaps $\langle u_i, A u_j \rangle$ directly without relying on the spectral decomposition of $A$.

**Notation and conventions.** We introduce some notations we use throughout the paper. For integers $k \in \mathbb{N}$ we use the notation $[k] := \{1, \ldots, k\}$. For positive quantities $f, g$ we write $f \lesssim g$ and $f \sim g$ if $f \leq Cg$ or $cg \leq f \leq Cg$, respectively, for some constants $c, C > 0$ which depend only on the constants appearing in (2.1). We denote vectors by bold-faced lower case Roman letters $x, y \in \mathbb{C}^N$, for some $N \in \mathbb{N}$. Vector and matrix norms, $\|x\|$ and $\|A\|$, indicate the usual Euclidean norm and the corresponding induced matrix norm. For any $N \times N$ matrix $A$ we use the notation $\langle A \rangle := N^{-1} \text{Tr} A$ to denote the normalized trace of $A$. Moreover, for vectors $x, y \in \mathbb{C}^N$ we define

$$\langle x, y \rangle := \sum \bar{x}_i \bar{y}_i.$$

We will use the concept of “with very high probability” meaning that for any fixed $D > 0$ the probability of the $N$-dependent event is bigger than $1 - N^{-D}$ if $N \geq N_0(D)$. Moreover, we use the convention that $\xi > 0$ denotes an arbitrary small positive constant which is independent of $N$.

**Acknowledgement.** L.E. would like to thank Zhigang Bao for many illuminating discussions in an early stage of this research. The authors are also grateful to Paul Bourgade for his comments on the manuscript and the anonymous referee for several useful suggestions.
2. Main results

Let $W$ be an $N \times N$ real symmetric or complex Hermitian Wigner matrix. We formulate the following assumptions on $W$.

**Assumption 2.1.** We assume that the matrix elements $w_{ab}$ are independent up to the Hermitian symmetry $w_{ab} = \overline{w_{ba}}$ and identically distributed in the sense that $w_{ab} \xrightarrow{d} N^{-1/2} \chi_{od}$, for $a < b$, $w_{aa} \xrightarrow{d} N^{-1/2} \chi_{dd}$, with $\chi_{od}$ being a real or complex random variable and $\chi_{dd}$ a real random variable such that $E \chi_{dd} = E \chi_{dd} = 0$ and $E |\chi_{od}|^2 = 1$. In the complex case we also assume that $E \chi_{od} = 0$. In addition, we assume the existence of the high moments of $\chi_{od}$, i.e. that there exist constants $C_p > 0$, for any $p \in \mathbb{N}$, such that

$$E|\chi_{dd}|^p + E|\chi_{od}|^p \leq C_p. \quad (2.1)$$

Let $\lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_N$ be its eigenvalues in increasing order and denote by $u_1, \ldots, u_N$ the corresponding orthonormal eigenvectors. For any $N \times N$ matrix $A$ we denote by $A := A - \langle A \rangle$ the traceless part of $A$. We now state our main result.

**Theorem 2.2** (Central Limit Theorem in the QUE). Let $W$ be a real symmetric ($\beta = 1$) or complex Hermitian ($\beta = 2$) Wigner matrix satisfying Assumptions 2.1. Fix small $\delta, \delta' > 0$ and let $A = A^\delta$ be a deterministic $N \times N$ matrix with $\|A\| \leq 1$ and $\langle A^2 \rangle \geq \delta'$. In the real symmetric case we also assume that $A \in \mathbb{R}^{N \times N}$ is real. Then for any $i \in [\delta N, (1 - \delta)N]$ it holds

$$\sqrt{\frac{\beta N}{2\langle A^2 \rangle}} \left[[u_i, A u_i] - \langle A \rangle \right] \Rightarrow N, \quad \text{as} \quad N \to \infty \quad (2.2)$$

in the sense of moments, with $N$ being a standard real Gaussian random variable. The speed of convergence is explicit, see (3.16).

3. Perfect Matching observables

For definiteness, we present the proof for the real symmetric case, the analysis for the complex Hermitian case is completely analogous and so omitted. We only mention that the main difference between the two symmetry classes is that the perfect matching observables $f_{\lambda,t}$ in (3.9) are defined slightly differently (see [12, Eq. (A.3)]) but the current proof can be easily adapted to this case.

Consider the matrix flow

$$dW_t = \frac{d\tilde{B}_t}{\sqrt{N}} \quad W_0 = W, \quad (3.4)$$

with $\tilde{B}_t$ being a standard real symmetric Brownian motion (see e.g. [8, Definition 2.1]). We denote the resolvent of $W_t$ by $G = G_t(z) := (W_t - z)^{-1}$, for $z \in \mathbb{C} \setminus \mathbb{R}$. It is well known (see e.g. [21, 23, 7]) that as $N \to \infty$ the resolvent $(W - z)^{-1}$ becomes approximately deterministic; its deterministic approximation is given by the unique solution of the scalar quadratic equation

$$-\frac{1}{m(z)} = z + m(z), \quad \exists m(z) \exists z > 0. \quad (3.2)$$

In particular, $m(z) = m_{sc}(z), m_{ac}(z)$ being the Stieltjes transform of the semicircular law $\rho_{sc}(x) := (2\pi)^{-1} \sqrt{4 - x^2}, \forall x$. The deterministic approximation of $G_t(z)$ is given by $m_t(z)$, with $m_t$ the solution of

$$\partial_t m_t(z) = -m_t \partial_z m_t(z), \quad m_0 = m. \quad (3.3)$$

From now on by $\rho_t = \rho_t(z)$ we denote $\rho_t(z) := \pi^{-1} \Im m_t(z)$, for any $t \geq 0$. In fact, starting from the standard semicircle $\rho_0 = \rho_{sc}$, the density $\rho_t(x + i0)$ is just a rescaling of $\rho_0$ by a factor $1 + t$.

By [8, Definition 2.2] it follows that the eigenvectors $u_1(t), \ldots, u_N(t)$ of $W_t$, corresponding to the eigenvalues $\lambda_1(t) \leq \lambda_2(t) \leq \cdots \leq \lambda_N(t)$, are a solution of the following system of SDE (dropping
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The time dependence:

\[ \frac{d\lambda_i}{\sqrt{N}} + \frac{1}{N} \sum_{j \neq i} \frac{1}{\lambda_i - \lambda_j} \, dt \]  

(3.4)

\[ \frac{du_k}{\sqrt{N}} = \frac{1}{N} \sum_{j \neq i} \frac{dB_{ij}}{\lambda_i - \lambda_j} - \frac{1}{2N} \sum_{j \neq i} \left( \frac{u_i}{(\lambda_i - \lambda_j)^2} \right) \, dt, \]  

(3.5)

with \( B_{ij} \), \( i, j \in [N] \) being a standard real symmetric Brownian motions. See [8, Theorem 2.3] for the existence and uniqueness of the strong solution of (3.4)-(3.5).

By (3.5) it follows that the flow for the diagonal overlaps \( \langle u_i, Au_i \rangle \) naturally depends also on the off-diagonal overlap \( \langle u_i, Au_j \rangle \), hence our analysis will concern not only diagonal overlaps, but also off-diagonal ones. Since \( \langle u_i, Au_i \rangle - \langle A \rangle = \langle u_i, Au_i \rangle \) and \( \langle u_i, Au_j \rangle = \langle u_i, Au_i \rangle \) for \( i \neq j \), without loss of generality we may assume for the rest of the paper, that \( A \) is traceless, \( \langle A \rangle = 0 \), i.e. \( A = \hat{A} \). For traceless \( A \) we introduce the short-hand notation

\[ p_{ij} = p_{ij}(t) := \langle u_i(t), Au_j(t) \rangle, \quad i, j \in [N]. \]  

(3.6)

We are now ready to write the flow for monomials of \( p_{i_1i_2} \) (see [12, Theorem 2.6]) for the derivation of the flow. For any fixed \( n \), we will only need to consider monomials of the form \( \prod_{k=1}^{n} p_{i_kj_k} \), where each index appears even number of times; it turns out that the linear combinations of such monomials with a fixed degree \( n \) are invariant under the flow.

To encode general monomials, we use a particle picture (introduced in [8] and developed in [12, 26]) where each particle on the set of integers \([N]\) corresponds to two occurrences of an index \( i \) in the monomial product. We use the same notation as in [12] and we define \( \eta : [N] \to \mathbb{N} \), where \( \eta_j := \eta(j) \) is interpreted as the number of particles at the site \( j \), and \( n(\eta) := \sum_j \eta_j = n \) denotes the total number of particles that is conserved under the flow. The space of \( n \)-particle configurations is denoted by \( \Omega^n \). Moreover, for any index pair \( i \neq j \in [N] \), we define \( \eta(ij) \) to be the configuration obtained moving a particle from the site \( i \) to the site \( j \), if there is no particle in \( i \) then we define \( \eta(ij) = \eta \). For any configuration \( \eta \) consider the set of vertices

\[ V_\eta := \{(i, a) : 1 \leq i \leq n, 1 \leq a \leq 2\eta_i \}, \]  

(3.7)

and let \( \mathcal{G}_\eta \) be the set of perfect matchings on \( V_\eta \). Note that every particle configuration \( \eta \) gives rise to two vertices in \( V_\eta \), thus the elements of \( V_\eta \) represent:\five(1em) the indices in the product \( \prod_{k=1}^{n} p_{i_kj_k} \).

There is no closed equation for individual products \( \prod_{k=1}^{n} p_{i_kj_k} \), but there is one for a certain symmetrized linear combination, see [12, Eq. (2.19)]. Therefore, for any perfect matching \( G \in \mathcal{G}_\eta \) we define

\[ P(G) := \prod_{e \in E(G)} p(e), \quad p(e) := p_{i_1i_2}, \]  

(3.8)

where \( e = \{(i_1, a_1), (i_2, a_2)\} \in V_\eta \), and \( E(G) \) denotes the edges of \( G \). For example, for \( n = 2 \) and for the configuration \( \eta \) defined by \( \eta(i) = \eta(j) = 1 \) with some \( i \neq j \) and zero otherwise, we have three perfect matchings corresponding to \( p_{i_1p_{i,2}} \) and twice \( p_{i_2p_{i,1}} \). For \( n = 3 \) and \( \eta \) defined by \( \eta(i) = \eta(j) = \eta(k) = 1 \), we have 15 perfect matchings; \( p_{i_1j_kk_i} \), \( p_{i_1j_kk_i} \), \( p_{i_1j_kk_i} \), \( p_{i_1j_kk_i} \), each and 8 copies of \( p_{i_1p_{i,2}}p_{i_1}p_{i,2}p_{i,2}p_{i,1}p_{i,1} \).

We are now ready to define the perfect matching observable for any given configuration \( \eta \),

\[ f_{\lambda,t}(\eta) := \frac{N^{n/2}}{2(A^2)^{n/2}} \frac{1}{n(1-n)!} M(\eta) \sum_{G \in \mathcal{G}_\eta} P(G) \bigg| \lambda \bigg), \quad M(\eta) := \prod_{i=1}^{N} (2\eta_i - 1)!!, \]  

(3.9)

with \( n \) being the number of particles in the configuration \( \eta \). Here we took the conditioning on the entire flow of eigenvalues, \( \lambda = \{ \lambda(t) \} \) for some fixed \( T > 0 \). From now on we will always assume that \( T \ll 1 \) (even if not stated explicitly). The observable \( f_{\lambda,t} \) satisfies a parabolic partial differential equation, see (3.12) below.

**Remark 3.1.** For any \( k \in \mathbb{N} \) the double factorial \( k!! \) is defined by \( k!! = k(k-2)!! \), \( 1!! = 0!! = (-1)!! = 1 \). We remark that in [12, 26] the authors use a different convention for the double factorial, i.e. in these papers \( k!! = (k-1)(k-2)!! \).
Note that in (3.9) is defined slightly differently compared to the definition in [12, Eq. (2.15)], where the authors do not have the additional $(N/(2(A^2)))^{1/2}((n - 1)!!)^{-1}$ factor. Our normalisation factor is dictated by the principle that for traceless $A$ we expect $\sqrt{N}p_{ii} = \sqrt{N}|(u_i, Au_i)|$ to be approximately a centred normal random variable with variance $2(A^2)$. In particular the $n$-th moment of $(N/(2(A^2)))^{1/2}p_{ii}$ for even $n$ is close to $(n - 1)!!$. Therefore if $\eta$ is a configuration with $n$ particles all sitting at the same site $i$, i.e. $\eta(i) = n$ and zero otherwise, then $M(\eta) = (2n - 1)!!$ is the number of perfect matchings and therefore we expect $f_{\lambda,i}(\eta) \approx 1$. Note that using the a priori bound $|p_{ij}| \leq N^{-1/2 + \xi}$, for any $\xi > 0$, proven in [24, Theorem 2.2] we have $|f_{\lambda,i}| \lesssim N^5$ with very high probability, while the analogous quantity $f_{\lambda,i}$ defined in [12, Eq. (2.15)] has an a priori bound of order $N^{-1/2 + \xi}$.

We always assume that the entire eigenvalue trajectory $\{\lambda(t)\}_{t \in [0,T]}$ satisfies the usual rigidity estimate (see e.g. [19, Theorem 7.6] or [21]). More precisely, for any fixed $\xi > 0$ we define
$$
\Omega = \Omega_\xi := \left\{ \sup_{0 \leq t \leq T} \max_{i \in [N]} N^{2/3\xi/3} |\lambda_i(t) - \gamma_i(t)| \leq N^{\xi} \right\}
$$
where $\gamma_i := i \wedge (N + 1 - i)$, then we have
$$
P(\Omega_\xi) \geq 1 - C(\xi, D)N^{-D}
$$
for any (small) $\xi > 0$ and (large) $D > 0$. Here $\gamma_i(t)$ are the classical eigenvalue locations (quantiles) defined by
$$
\int_{-\infty}^{\gamma_i(t)} \rho_t(x) \, dx = \frac{i}{N}, \quad i \in [N],
$$
where $\rho_t(x) = \frac{1}{\pi(t + x)^2} \sqrt{(4(1 + t)^2 - x^2)}$ is the semicircle law corresponding to $W_t$. Note that $|\gamma_i(t) - \gamma_i(s)| \lesssim |t - s|$ in the bulk, for any $t, s \geq 0$, as a consequence of the smoothness of $t \to \rho_t$ in the bulk.

By [12, Theorem 2.6] we have that
$$
\partial_t f_{\lambda,t} = B(t)f_{\lambda,t},
$$
$$
B(t)f_{\lambda,t} = \sum_{i \neq j} c_{ij}(t)2\eta_i(1 + 2\eta_j)(f_{\lambda,t}(\eta^k) - f_{\lambda,t}(\eta)).
$$
where
$$
c_{ij}(t) := \frac{1}{N(\lambda_i(t) - \lambda_j(t))^2}.
$$
Note that $c_{ij}$ depends on $\{\lambda(t)\}_{t \in [0,T]}$, for some $T > 0$, but we omit this fact from the notation. We note that this flow was originally derived for special observables given in [12, Eq. (2.6)], but the same derivation immediately holds for arbitrary $A$ (see [12, Remark 2.8]).

The main technical ingredient that will be used in the proof of Theorem 2.2 is the following proposition, whose proof is postponed to Section 4.

**Proposition 3.2.** For any $n \in \mathbb{N}$ there exists $c(n) > 0$ such that for any $\epsilon > 0$, and for any $T \geq N^{-1+\epsilon}$ it holds
$$
\sup_{\eta} \left| f_T(\eta) - 1(n \text{ even}) \right| \lesssim N^{-c(n)},
$$
with very high probability, where the supremum is taken over configurations $\eta$ such that $N_\eta = n$ and $\eta_i = 0$ for $i \notin \delta N, (1 - \delta)N$, with $\delta > 0$ from Theorem 2.2. The implicit constant in (3.15) depends on $n, \epsilon, \delta$.

**Proof of Theorem 2.2.** We fix $i \in \delta N, (1 - \delta)N$ and we choose $\eta$ to be the configuration $\eta$ with $\eta_i = n$ and all other $\eta_j = 0$. Then all the terms $P(G)$ are equal to $p_{ii}^n$ in the definition of $f$, see (3.9). Then, using (3.15) for this particular $\eta$, we conclude that
$$
E \left[ \frac{N}{2(A^2)}(u_i(T), Au_i(T)) \right]^n = 1(n \text{ even})(n - 1)!! + O\left(N^{-c(n)}\right),
$$
for any $i \in [\delta N, (1-\delta)N]$ and $T \gg N^{-1}$, where we used that $\|f_T\|_{\infty} \leq N^{n/2}$ deterministically on the complement of the high probability set on which (1.15) holds. With (3.16) we have proved that Theorem 2.2 holds for Wigner matrices with a small Gaussian component. For the general case, Theorem 2.2 follows from (3.16) and a standard application of the Green function comparison theorem (GFT), relating the eigenvectors/eigenvalues of $W_T$ to those of $W$; see Appendix A where we recall the argument for completeness.

\[ \square \]

4. DBM Analysis

In this section we focus on the analysis of the eigenvector moment flow (3.12)–(3.13). Since in our proof we use some results proven in [26], we start giving an equivalent representation of (3.9) which is the same used in [26] without distinguishing the several colours.

4.1. Equivalent representation of the flow. Fix $n \in \mathbb{N}$, then in the remainder of this section we will consider configurations $\eta \in \Omega^n$, i.e. such that $\sum_j \eta_j = n$. Following [26] (but without the extra complication involving colours), we now give an equivalent representation of the flow (3.12)–(3.13) which will be defined on the $2n$-dimensional lattice $[N]^{2n}$ instead of configurations of $n$ particles. Let $x \in [N]^{2n}$ and define

$$n_i(x) := |\{a \in [2n] : x_a = i\}|,$$

(4.1)

for all $i \in \mathbb{N}$. We define the configuration space

$$\Lambda^n := \{x \in [N]^{2n} : n_i(x) \text{ is even for every } i \in [N]\}.$$  

Note that $\Lambda^n$ is an $n$-dimensional subset of the $2n$ dimensional lattice $[N]^{2n}$ in the sense that $\Lambda^n$ is a finite union of $n$-dimensional sublattices of $[N]^{2n}$. From now on we will only consider configurations $x \in \Lambda^n$. In particular, in this representation to each particle is associated a label $a \in [2n]$, i.e. there is a particle at a site $i \in [N]$ iff there exists $a \in [2n]$ such that $x_a = i$. Additionally, by the definition of $\Lambda^n$ it follows that the number of particles at a site $i \in [N]$ is always even.

Remark 4.1. Note that in [26] the authors consider $x$ to be an $n$-dimensional vector that lives in the $n/2$-dimensional subset $\Lambda^n$. For notational simplicity, in the current paper we assume that $x$ is a $2n$-dimensional vector and that $\Lambda^n$ is $n$-dimensional.

The natural correspondence between the two representations is given by

$$\eta \leftrightarrow x \quad \eta_i = \frac{n_i(x)}{2}. \quad (4.2)$$

Note that $x$ uniquely determines $\eta$, but $\eta$ determines only the coordinates of $x$ as a multi-set and not its ordering. As an example, the configuration with single (or doubled) particles in $i_1 \neq i_2$ corresponds to six $x \in \Lambda^2$ as in

$$\begin{array}{c}
\eta\text{-repr.} \\
i_1 \quad i_2 \\
\end{array} \leftrightarrow \begin{array}{c}
\text{double}\eta\text{-repr.} \\
i_1 \quad i_2 \\
\end{array} \leftrightarrow \begin{pmatrix}
i_1 \\
i_2 \\
\end{pmatrix} \equiv \begin{pmatrix}
i_1 \\
i_2 \\
\end{pmatrix} \equiv \begin{pmatrix}
i_1 \\
i_2 \\
\end{pmatrix} \equiv \cdots.
\end{array}$$

Let $\phi : \Lambda^n \rightarrow \Omega^n$, $\phi(x) = \eta$ denote the map that projects the $x$-configuration space to the $\eta$-configuration space using (4.2). This map naturally pulls back functions $f$ of $\eta$ to functions of $x$:

$$(\phi^* f)(x) = f(\phi(x)).$$

We will always consider functions $g$ on $[N]^{2n}$ that are push-forwards of some function $f$ on $\Omega^n$, $g = f \circ \phi$, i.e. they correspond to functions on the configurations

$$f(\eta) = f(\phi(x)) = g(x).$$

In particular $g$ is supported on $\Lambda^n$ and it is equivariant under permutation of the arguments, i.e. it depends on $x$ only as a multiset. We therefore consider the observable

$$g_{\lambda,t}(x) := f_{\lambda,t}(\phi(x)). \quad (4.3)$$
where \(f_{\lambda,t}\) was defined in (3.9). In the following we will often use the notation \(g_t(x) = g_{\lambda,t}(x)\), dropping the dependence of \(g_t(x)\) on the eigenvalues.

The flow (3.12)–(3.13) can be written in the \(x\)-representation as follows:

\[
\partial_t g_t(x) = \mathcal{L}(t)g_t(x) \tag{4.4}
\]

\[
\mathcal{L}(t) := \sum_{j \neq i} \mathcal{L}_{ij}(t), \quad \mathcal{L}_{ij}(t)g(x) := c_{ij}(t) \frac{n_j(x) + 1}{n_i(x)} - 1 \sum_{a \neq b \in [2n]} (g(x_{ab}^j) - g(x)) \tag{4.5}
\]

where

\[
x_{ab}^{ij} := x + \delta_{a,b}(j - i)(e_a + e_b), \tag{4.6}
\]

with \(e_a(c) = \delta_{a,c}\), \(a, c \in [2n]\). Clearly this flow preserves the equivariance of \(g\), i.e. it is a map on functions defined on \(\Lambda^n\). The jump operator \(x_{ab}^{ij}\) defined in (4.6) changes \(x_a, x_b\) from \(i\) to \(j\) if \(x_a = x_b = i\) and otherwise leaves \(x\) unchanged. In the particle picture \(\eta\) this corresponds to moving one particle from the site \(i\) (if there is any) to the site \(j\), see the following example for \(n = 2\) (with \(i = i_1, j = j_1\) and \(a = 1, b = 2\)):

\[
\begin{align*}
&\begin{array}{c}
\bullet \\
&i_1 \\
&\bullet \\
&i_2 \\
&j_1 \\
&\bullet \\
&i_2
\end{array} \\
\Leftrightarrow &\begin{array}{c}
\bullet \\
&i_1 \\
&\bullet \\
&j_1 \\
&\bullet \\
&j_2 \\
&\bullet \\
&i_2
\end{array} \\
\Leftrightarrow &\begin{array}{c}
\bullet \\
&i_1 \\
&\bullet \\
&j_1 \\
&\bullet \\
&i_2 \\
&\bullet \\
&j_2
\end{array}
\end{align*}
\]

Define the measure

\[
\pi(x) := \prod_{i=1}^N ((n_i(x) - 1)!!)^2 \tag{4.7}
\]

on \(\Lambda^n\) and the corresponding \(L^2(\Lambda^n) = L^2(\Lambda^n, \pi)\) space equipped with the scalar product

\[
(f, g)_{\Lambda^n} = (f, g)_{\Lambda^n, \pi} := \sum_{x \in \Lambda^n} \pi(x) f(x)g(x). \tag{4.8}
\]

We will often drop the dependence on the measure \(\pi\) in the scalar product. We also define the following norm on \(L^p(\Lambda^n)\):

\[
\|f\|_p := \left( \sum_{x \in \Lambda^n} \pi(x)|f(x)|^p \right)^{1/p}. \tag{4.9}
\]

The measure \(\pi(x)\) clearly satisfies

\[
1 \leq \pi(x) \leq (2n - 1)!!, \tag{4.10}
\]

uniformly in \(x \in \Lambda^n\). A direct calculation in [26, Appendix A.2] shows that the operator \(\mathcal{L} = \mathcal{L}(t)\) is symmetric with respect to the measure \(\pi\) and it is a negative operator on the space \(L^2(\Lambda^n)\) with Dirichlet form

\[
D(g) = (g, (-\mathcal{L})g)_{\Lambda^n} = \frac{1}{2} \sum_{x \in \Lambda^n} \pi(x) \sum_{i \neq j} c_{ij}(t) \frac{n_j(x) + 1}{n_i(x)} - 1 \sum_{a \neq b \in [2n]} |g(x_{ab}^j) - g(x)|^2.
\]

We will often omit the time dependence of the generator \(\mathcal{L}(t)\). We denote by \(U(s, t)\) the semigroup associated to \(\mathcal{L}\) from (4.5), i.e. for any \(0 \leq s \leq t\) it holds

\[
\partial_t U(s, t) = \mathcal{L}(t)U(s, t), \quad U(s, s) = I.
\]
4.2. Short-range approximation. Before proceeding we introduce a localised version of (4.4)–(4.9). Choose an \((N\text{-dependent})\) parameter \(1 \ll K \leq \sqrt{N}\) and define the averaging operator as a simple multiplication operator by a "smooth" cut-off function:

\[
\mathrm{Av}(K, y)h(x) := \mathrm{Av}(x; K, y)h(x), \quad \mathrm{Av}(x; K, y) := \frac{1}{K} \sum_{j=1}^{2K-1} 1(||x - y||_1 < j),
\]

with \(||x - y||_1 := \sum_{a=1}^{2n} |x_a - y_a|\). While it was denoted and called averaging operator in [12, 26], it is rather a localization, i.e. a multiplication by a "smooth" cutoff function \(x \to \mathrm{Av}(x; K, y)\) which is centered at \(y\) and has a soft range of size \(K\). The parameters \(K, y\) are considered fixed and often omitted from the notation. In particular, throughout the paper we will assume that \(y\) is supported in the bulk, i.e. we will always assume that \(y \in \mathcal{J}\) (see the definition of \(\mathcal{J}\) in (4.11) below).

Now we define a short range version of the dynamics (4.4). Fix an integer \(\ell\) with \(1 \ll \ell \ll K\) and define the short range coefficients

\[
c^\delta_{ij}(t) := \begin{cases} c_{ij}(t) & \text{if } i, j \in \mathcal{J} \text{ and } |i - j| \leq \ell \\ 0 & \text{otherwise}, \end{cases}
\]

where \(c_{ij}(t)\) is defined in (3.14). Here

\[
\mathcal{J} = \mathcal{J}_\delta := \{i \in [N] : \gamma_i(0) \in \mathcal{I}_\delta\}, \quad \mathcal{I}_\delta := (-2 + \delta, 2 - \delta)
\]

with \(\delta > 0\) from Theorem 2.2, so that \(\mathcal{I}_\delta\) lies entirely in the bulk spectrum.

We define \(h_\ell(x)\) as the time evolution of a localized initial data \(g_0\) by the short range dynamics:

\[
h_{\ell_0}(x; \ell, K, y) = h_{\ell_0}(x; K, y) := \mathrm{Av}(x; K, y)(g_0(x) - 1(\text{even})),
\]

\[
\partial_t h_{\ell_0}(x; \ell, K, y) = S(t)h_{\ell_0}(x; \ell, K, y),
\]

where

\[
S(t) := \sum_{j \neq i} S_{ij}(t), \quad S_{ij}(t)h(x) := c^\delta_{ij}(t) \frac{n_i(x) + 1}{n_i(x)} \sum_{\alpha \neq \beta \in [2n]} (h(x^\delta_{\alpha\beta}) - h(x)).
\]

Here we used the notation \(h(x) = h(x; \ell, K, y)\) to indicate all relevant parameters: \(\ell\) indicates the short range of the dynamics, \(y\) is the centre and \(K\) is the range of the cut-off in the initial condition, and we always choose \(\ell \ll K\). In (4.14) we already subtracted \(1(\text{even})\) since in our application the initial condition \(g_0(x)\) after some local averaging will be close to \(1(\text{even})\), hence, after longer time we expect that \(h_\ell\) tends to zero since the dynamics has a smoothing effect and it is an \(L^1\) contraction.

4.3. \(L^2\)-bound. Define the distance on \(\Lambda^n\) as

\[
d(x, y) := \sup_{\alpha \in [2n]} |\mathcal{J} \cap [\min(x_a, y_a), \max(x_a, y_a)]|,
\]

with \(\mathcal{J}\) defined in (4.11). Note that \(d\) is not a metric since it is degenerate, but it still symmetric and satisfies the triangle inequality [26, Eq. (5.6)]. The key ingredient to prove the \(L^2\)-bound in (4.22) below is to show that the short range dynamics (4.14)–(4.15) is close to the original dynamics (4.4)–(4.5). This will be achieved using the following finite speed of propagation estimate, proven in [11, Theorem 2.1, Lemma 2.4, [26, Proposition 5.2] (see also [12, Eq. (3.3)]), for \(U_S(s, t) = U_S(s, t; \ell)\), which is the transition semigroup associated to the short range generator \(S(t)\). For any \(x \in \Lambda^n\) define the "delta-function" on \(\Lambda^n\) as

\[
\delta_x(u) := \begin{cases} \pi(x)^{-1} & \text{if } u = x \\ 0 & \text{otherwise}, \end{cases}
\]

and denote the matrix entries of \(U_S(s, t)\) by \(U_S(s, t)_{xy} := \langle \delta_x, U_S(s, t)\delta_y \rangle\).

**Proposition 4.2.** Fix any small \(\epsilon > 0\), and \(\ell \geq N^\epsilon\). Then for any \(x, y \in \Lambda^n\) with \(d(x, y) > N^\epsilon \ell\) it holds

\[
\sup_{0 \leq s_1 \leq s_2 \leq s_1 + \ell N^{-1}} |U_S(s_1, s_2; \ell)_{xy}| \leq e^{-N^\epsilon/2},
\]

on the very high probability event \(\Omega\).
This finite speed of propagation together with the fact that the initial condition $h_0$ is localized in a $K$-neighbourhood of a fixed center $y$ implies that $h_t$ is supported in a $K + N^\ell \leq 2K$ neighbourhood of $y$ up an exponentially small tail part.

Using Proposition 4.2, by [26, Corollary 5.4], we immediately conclude the following lemma.

**Lemma 4.3.** For any times $s_1, s_2$ such that $0 \leq s_1 \leq s_2 \leq s_1 + \ell N^{-1}$, and for any $y \in \Lambda^n$ supported on $J$ (i.e. $\mathcal{U}_a \in J$ for any $a \in [2n]$) for the commutator of the evolution $\mathcal{U}_s$ and the averaging operator we have
\[
\|[\mathcal{U}_s(s_1, s_2; \ell), \text{Av}(y, K)]\|_{\infty, \infty} \leq C(n) \frac{N^\ell}{K},
\]
for some constant $C(n) > 0$ and for any small $\varepsilon > 0$, on the very high probability event $\Omega$.

Another straightforward application of the finite speed of propagation estimate in Proposition 4.2 is the following bound $\mathcal{I}(s_1, s_2) - \mathcal{U}_s(s_1, s_2; \ell)$. This result was proven in [26, Proposition 5.7] for a specific $f$ but the same proof applies for a general function $f$.

**Lemma 4.4.** Let $0 \leq s_1 \leq s_2 \leq s_1 + \ell N^{-1}$, and $f$ is a function on $\Lambda^n$, then for any $x \in \Lambda^n$ supported on $J$ it holds
\[
\left|\left(\mathcal{U}(s_1, s_2) - \mathcal{U}_s(s_1, s_2; \ell)\right)f(x)\right| \leq N^{1 + \alpha} \frac{\sqrt{\varepsilon}}{\ell} \|f\|_{\infty},
\]
for any small $\varepsilon > 0$.

**Proof.** Using Proposition 4.2, the proof of (4.19) is completely analogous to the proof of [26, Proposition 5.7], since the only input used in [26, Proposition 5.7] is that
\[
\sum_{1 \leq |j - i| \leq \ell} \frac{1}{N(\lambda_i - \lambda_j)^2} \leq \frac{N^{1 + \varepsilon}}{\ell}
\]
on $\Omega$, which follows by rigidity.

Before stating the main result of this section we define the set $\tilde{\Omega}$ on which the local laws for certain products of resolvents and traceless matrices $A$ hold, i.e. for a small $\omega > 2 \xi > 0$ we define
\[
\tilde{\Omega} = \tilde{\Omega}_{\omega, \xi} := \bigcap_{z_i \in \mathbb{R}, |z_i| \in [-3, 3]} \bigcap_{|z_i| \in [N^{-1 + \varepsilon}, 1]} \left\{ \sup_{0 \leq t \leq T} \left| (G_t(z_1)A \ldots G_t(z_k)A) \right| \leq \frac{N^{1 + (k-3)/2}}{\sqrt{\eta_*}} \right\}
\]
\[
\cap \left\{ \sup_{0 \leq t \leq T} \left| (\mathbb{E} G_t(z_1)A \mathbb{E} G_t(z_2)A) - \mathbb{E} m_t(z_1) \mathbb{E} m_t(z_2)A^2 \right| \leq \frac{2N^{1 - \varepsilon}}{\sqrt{N\eta_*}} \right\}
\]
\[
\cap \left\{ \sup_{0 \leq t \leq T} \left| (G_t(z_1)A) \right| \leq \frac{N^{1/2}}{N\sqrt{\mathbb{E} |z_i|}} \right\},
\]
(4.20)

where $\eta_* := \min \{|z_i| \mid i \in [k]\}$, $\rho_{i,t} := |\mathbb{E} m_t(z_i)|$, and $\rho_i^* := \max_t \rho_{i,t}$. The fact that $\tilde{\Omega}$ is a very high probability set follows by [14, Theorem 2.6] for $k = 1$, by [14, Eq. (3.10)] for $k = 2$, and by Proposition 5.1 for $k \geq 3$. In particular, since $\mathbb{E} m_t(z_1) \mathbb{E} m_t(z_2)A^2$ is bounded by $\rho_{1,t} \rho_{2,t}$ for $k = 2$, we have
\[
\sup_{0 \leq t \leq T} \sup_{z_1, z_2} \left| (\mathbb{E} G_t(z_1)A \mathbb{E} G_t(z_2)A) \right| \lesssim 1,
\]
on the very high probability event $\tilde{\Omega}_{\omega, \xi}$, which, by spectral theorem, implies
\[
\sup_{0 \leq t \leq T} \max_{i \in [N]} \left| (\mathbb{E} u_{i}(t), A \mathbb{E} u_{i}(t)) \right| \leq N^{-1/2 + \varepsilon} \quad \text{on} \quad \tilde{\Omega}_{\omega, \xi} \cap \Omega_\xi.
\]

**Proposition 4.5.** For any scale satisfying $N^{-1} \ll \eta \ll T_1 \ll \ell N^{-1} \ll KN^{-1}$, and any small $\varepsilon, \xi > 0$ it holds
\[
\|h_{T_1} (\cdot; \ell, K, y)\|_{2} \lesssim K^{n/2} \varepsilon,
\]
(4.22)
with
\[ \mathcal{E} := N^{\eta} \left( \frac{N^s \ell}{R} + \frac{N \eta}{\ell} + \frac{N^s}{\sqrt{N \eta}} + \frac{1}{\sqrt{R}} \right), \] (4.23)

uniformly for particle configuration \( y \in \Lambda^n \) supported on \( \Omega \) and eigenvalue trajectory \( \lambda \) on the high probability event \( \Omega_\epsilon \cap \Omega_{\omega, \epsilon} \).

**Proof.** Before presenting the formal idea, we explain the main idea. In the sense of Dirichlet forms, we will replace the generator \( \mathcal{S}(t) \) (4.14–4.15), which is the sum of one-dimensional generators, with the generator \( \mathcal{A}(t) \) that corresponds to the product of such operators (see (4.23) below for its definition). Considering that \( c_{ij} \) decays proportionally with \( |i - j|^{-d} \) (using rigidity in (4.14)), it is the kernel of the discrete approximation of the one-dimensional operator \( |p| = \sqrt{-\Delta} \) on \( \mathbb{R} \) but lifted to the \( n \)-dimensional space \( \Lambda^n \). Therefore one may think of \( \mathcal{L}(t) \), and its short range approximation \( \mathcal{S}(t) \), as a discrete analogue of \( |p_1| + |p_2| + \cdots + |p_n| \), i.e. the sum of \( |p| \)-operators along all the \( n \) coordinate directions. As explained in the introduction, using the short distance regularisation of the underlying lattice, we really have \( \eta^{-1} |1 - e^{-\eta |p|}| \) instead of \(|p|\) and the operator inequality (1.9) holds. The left hand side of (1.9) corresponds to the positive operator \( -\mathcal{A} \) and the right hand side corresponds to \( -\mathcal{S} \).

The key Lemma 4.6 below asserts that \( 0 \leq ( -\mathcal{A} ) \leq C(n) \mathcal{S} \) in the sense of quadratic forms. The main purpose of this replacement is that \( \mathcal{A} \) averages independently in every direction, therefore \( \mathcal{A} \) acting on the function \( g = f \circ \phi \) has the effect that it averages in all the \( i_1, i_2, \ldots \) indices in the definition of \( P(G) \), (3.8). These averages yield traces of products \( \mathbb{E} G \mathbb{E} G \cdots \mathbb{E} G \) for which we have a good local law on the set \( \Omega \).

We now explain the origin of the errors in (4.23). The error in the multi-\( G \) local laws give the crucial fourth error \( 1/\sqrt{N \eta} \) in (4.23). The other errors come from various approximations: the dynamics commutes with the localization up to an error of order \( \ell/K \) by Lemma 4.3. The short range cutoff dynamics approximates the original one up to time \( T_1 \) with an error of order \( N T_1/\ell \), while the removed long range part contributes with an error or order \( N \eta/\ell \) to the Dirichlet form. The last 1/\( \sqrt{R} \) error term is technical; we do the analysis for typical index configurations where no two indices coincide and the coinciding indices have a volume factor of order \( 1/\sqrt{R} \) smaller than the total volume.

Now we start with the actual proof. All the estimates in this proof hold uniformly for \( y \in \Lambda^n \) supported on \( \Omega \), hence from now on we fix a particle configuration \( y \). To make the presentation clearer we drop the parameters \( y, K, \ell \) and use the short-hand notations \( h_t(x) = h_t(x; \ell, K, y), A^t = A^t(K, y), A^t(x) = A^t(x; K, y) \), etc. Moreover, for any \( i, j \in [N]^n \) by \( \sum_i \) or \( \sum_{ij} \) we denote the summations over indices that are all distinct, i.e. the \( i_1, \ldots, i_n \), in the first sum, and \( i_1, \ldots, i_n, j_1, \ldots, j_n \), in the second sum are all different. The same convention holds for summations over \( a, b \in [2n]^n \).

Let
\[ a_{ij} = a_{ij}(t) := \frac{\eta}{N((\lambda_i(t) - \lambda_j(t))^2 + \eta^2)}, \] (4.24)
and define their short range version \( a_{ij}^\epsilon \) as in (4.12). Define the operator \( \mathcal{A} = \mathcal{A}(t) \) by
\[ \mathcal{A}(t) := \sum_{i, j \in [N]^n} a_{ij}(t) \mathcal{A}_{ij}(t), \quad \mathcal{A}_{ij}(t) h(x) := \frac{1}{\eta} \left( \prod_{r=1}^n a_{ij, r}^\epsilon(t) \right) \sum_{a, b \in [2n]^n} (h(x_{ab}^{ij}) - h(x)), \] (4.25)
where
\[ x_{ab}^{ij} := x + \left( \prod_{r=1}^n \delta_{x_{a_r, i_r} \in \mathbb{N}^d} \delta_{x_{b_r, i_r} \in \mathbb{N}^d} \right) \sum_{r=1}^n \delta_{x_r - i_r}(e_{a_r} + e_{b_r}). \] (4.26)

We now explain the difference between the jump operator (4.26) and the one defined in (4.6). The operator (4.6) changes two entries of \( x \) per time, instead \( x_{ab}^{ij} \) changes all the coordinates of \( x \) at the same time, i.e. let \( i := \{i_1, \ldots, i_n\}, j := \{j_1, \ldots, j_n\} \in [N]^n \), with \( \{i_1, \ldots, i_n\} \cap \{j_1, \ldots, j_n\} = \emptyset \),
then $x^{ij}_{ab} \neq x$ iff for all $r \in [n]$ it holds that $x_{ar} = x_{br} = i_r$, see e.g.

\[
\begin{pmatrix}
  i_1 \\
  i_2
\end{pmatrix} \iff \begin{pmatrix}
  i_1 \\
  i_2
\end{pmatrix} \implies x = \left( \begin{array}{c} i_1 \\ i_2 \end{array} \right) \implies x^{ij}_{ab} = \left( \begin{array}{c} j_1 \\ j_2 \end{array} \right).
\]

Note that $\mu(x) \equiv 1$ on $\Lambda^n$ is a reversible measure for the generator $A(t)$ (as a consequence of $(x^{ij}_{ab})_{ab} = x$ for any fixed $a, b$ and for any $x$ such that $x^{ij}_{ab} \neq x$), and that $\pi(x) \sim C(n) \mu(x)$ for all $x \in \Lambda^n$ (see (4.10)). We define the scalar product with respect to the measure $\mu(x)$ analogously to (4.8), and we denote it by $\langle \cdot, \cdot \rangle_{\Lambda^n, \mu}$.

We now analyse the time evolution of $\|h_t\|_2^2$:

\[
\partial_t \|h_t\|_2^2 = 2 \langle h_t, S(t) h_t \rangle_{\Lambda^n}.
\]

(4.27)

The main ingredient to give an upper bound on (4.27) is the following lemma, whose proof is postponed at the end of this section.

**Lemma 4.6.** Let $S(t), A(t)$ be the generators defined in (4.15) and (4.25), respectively. Then there exists a constant $C(n) > 0$, which depends only on $n$, such that

\[
\langle h, S(t) h \rangle_{\Lambda^n, \pi} \leq C(n) \langle h, A(t) h \rangle_{\Lambda^n, \mu} \leq 0,
\]

(4.28)

for any $h \in L^2(\Lambda^n)$, on the very high probability set $\Omega_\xi \cap \bar{\Omega}_\xi, \omega$.

From now on by $C(n)$ we denote a constant that depends only on $n$ and that may change from line to line.

Next, combining (4.27)-(4.28), and using that $x^{ij}_{ab} = x$ unless $x_{ar} = x_{br} = i_r$ for all $r \in [n]$, we conclude that

\[
\partial_t \|h_t\|_2^2 \leq C(n) \langle h_t, A(t) h_t \rangle_{\Lambda^n, \mu} \leq \frac{C(n)}{2\eta} \sum_{x \in \Lambda^n} \sum_{i,j \in [N]^n} \left( \prod_{r=1}^n a_{i_r,j_r}^S(t) \right) \sum_{a,b \in [2n]^n} \mathbb{H}_t(x) \langle h_t(x^{ij}_{ab}) - h_t(x) \rangle \Psi(x),
\]

(4.29)

where for any fixed $i, a, b$ we defined

\[
\Psi(x) = \Psi_{i,a,b}(x) := \left( \prod_{r=1}^n \delta_{x_{ar}, i_r} \delta_{x_{br}, i_r} \right).
\]

Define

\[
\Gamma := \{ x \in \Lambda^n : d(x, y) \leq 3K \} \subset \Lambda^n,
\]

(4.30)

and note that by the finite speed of propagation estimate in Proposition 4.2 and the support of $h_0(x)$, the function $h_t(x)$ is supported on $\Gamma$ up to an exponentially small error term (see [26, Eqs. (5.76)-(5.77)] for a more detailed calculation). For simplicity, for the rest of the proof we treat $h_t(x)$ as if it were supported on $\Gamma$, neglecting the exponentially small error term of size $\pi(\Lambda^n \setminus \Gamma) e^{-N^c} \leq N^{2n} e^{-N^c}$. Since the dynamics is a linear contraction in $L^\infty$, this small error term remains small throughout the whole evolution.
Now we consider the term with \(|h_t(x)|^2\) in (4.29) (here we use the notation \(\Psi(x) = \Psi_{t,a,b}(x)\)):

\[
- \sum_{x \in \Gamma} |h_t(x)|^2 \sum_{a,b \in \{2n\}^n} \sum_i \Psi(x) \left( \prod_{j=1}^{n} a^r_{t,r_j}(t) \right)
\]

\[
= - \sum_{x \in \Gamma} |h_t(x)|^2 \sum_{a,b \in \{2n\}^n} \sum_i \Psi(x) \prod_{r=1}^{n} \left( \sum_{r_j} a^r_{t,r_j}(t) + O \left( \frac{1}{N \eta} \right) \right)
\]

\[
= - \sum_{x \in \Gamma} |h_t(x)|^2 \sum_{a,b \in \{2n\}^n} \sum_i \Psi(x) \prod_{r=1}^{n} \left( \sum_{r_j} a^r_{t,r_j}(t) + O \left( \frac{1}{N \eta} + \frac{N \eta}{\ell} \right) \right)
\]

\[
\leq -C(n) \sum_{x \in \Gamma} |h_t(x)|^2 \sum_{a,b \in \{2n\}^n} \sum_i \Psi(x)
\]

on the very high probability event \(\Omega_\varepsilon\), where the error term in the second line comes from adding back the finitely many excluded summands \(j_r \in \{i_1, \ldots, i_n\}\) and \(j_r \in \{j_1, \ldots, j_{r-1}, j_{r+1}, \ldots, j_n\}\). The new error in the third line comes from removing the short range restriction from \(a^r_{t,r_j}\), i.e. adding back the regimes \(|j_r - i_r| > \ell\) using

\[
\sum_{j_r \mid |j_r - i_r| > \ell} a_{t,r_j}(t) \leq \frac{N \eta}{\ell}, \quad (4.32)
\]

Finally, to go from the third to the fourth line in (4.31) we used the local law

\[
\sum_{r \in \Gamma} a_{t,r_j}(t) = \langle 3G_l(\lambda_{i_r} + i\eta) \rangle = 3m_l(\lambda_{i_r} + i\eta) + O(N^\xi(N \eta)^{-1}), \quad (4.33)
\]

with very high probability on the event \(\Omega_\varepsilon\), and that \(3m_l(\lambda_{i_r} + i\eta) \sim 1\) in the bulk whenever \(\eta \geq N^{-1+\xi}\).

We now bound the last line in (4.33) in terms of \(-\|h_t\|^2\) plus a small error term by removing the restriction from the \(i\)-summation:

\[
- \sum_{x \in \Gamma} |h_t(x)|^2 \sum_{a,b \in \{2n\}^n} \sum_i \Psi(x) = - \sum_{x \in \Gamma} |h_t(x)|^2 \sum_{a,b \in \{2n\}^n} \sum_i \Psi(x)
\]

\[
+ \sum_{x \in \Gamma} |h_t(x)|^2 \sum_{a,b \in \{2n\}^n} \left( \sum_i - \sum_i \right) \Psi(x)
\]

\[
\leq -C(n) \|h_t\|_2^2 + C(n) N^\xi K^{n-1}. \quad (4.34)
\]

To estimate the first term in the right hand side we used that \(\sum_{r \in \Gamma} \sum_{x_a} \Psi_{t,a,b}(x) \geq 1, 1 \geq C(n) \pi(x)\) for all \(x \in \Gamma\), and that we can add back the regime \(\Lambda^n \setminus \Gamma\) at the price of a negligible \(N^n e^{-N^n}\) error term, by finite speed of propagation. For the second term in the right hand side of (4.34) we estimated \(\|h_t\|_\infty \leq N^\xi\) as a consequence of \(\|h_0\|_\infty \leq N^\xi\) and the fact that the evolution is an \(L^\infty\)-contraction.

Finally we used the fact that

\[
\sum_{a,b \in \{2n\}^n} \left( \sum_i - \sum_i \right) \Psi_{t,a,b}(x) \neq 0,
\]

only if there exist \(a, b, c, d \in \{2n\}\), all distinct, such that \(x_a = x_b = x_c = x_d\). The volume of this one codimensional subset of \(\Gamma\) is \(C(n) K^{n-1}\), i.e. by factor \(K^{-1}\) smaller than the volume of \(\Gamma\) which is of order \(K^n\).

Finally, combining (4.31) and (4.34), we conclude the estimate for the term containing \(|h_t(x)|^2\) in (4.29):

\[
- \sum_{x \in \Gamma} |h_t(x)|^2 \sum_{a,b \in \{2n\}^n} \sum_{i \in \Gamma} \Psi(x) \left( \prod_{r=1}^{n} a^r_{t,r_j}(t) \right) \leq -C_1(n) \|h_t\|_2^2 + C(n) N^\xi K^{n-1}. \quad (4.35)
\]
Then, using (4.29) together with (4.35), we conclude that
\[
\frac{d}{dt} \| h_t \|^2 \leq -\frac{C_1(n)}{\eta} \| h_t \|^2 + \frac{C_2(n)N^2}{\eta}K^{n-1} + \frac{C_3(n)}{\eta} \| h_t \|^2 + \frac{C_4(n)N^2}{\eta}E^2 K^n,
\]
for some constants \( C_1(n), C_2(n) > 0 \), on the event \( \Omega_\xi \) with \( \xi > 0 \) arbitrarily small. In order to conclude the bound of \( \frac{d}{dt} \| h_t \|^2 \) we are now left with the estimate of the last line in (4.36).

In the remainder of the proof we will show that
\[
\frac{C_3(n)}{\eta} \| h_t \|^2 + \frac{C_4(n)N^2}{\eta}E^2 K^n,
\]
with \( E \) defined in (4.23) and \( C_1(n) \) being the constant from the first line of (4.36). Note that using (4.37) we readily conclude the proof of (4.22) by
\[
\frac{d}{dt} \| h_t \|^2 \leq -\frac{C_1(n)}{2\eta} \| h_t \|^2 + \frac{C_3(n)N^2}{\eta}E^2 K^n,
\]
which implies \( \| h_{T_1} \|^2 \leq C(n)E^2 K^n \), by a simple Gronwall inequality, using that \( T_1 \gg \eta \).

We now conclude the proof of (4.22) proving the bound in (4.37). We start with the analysis of
\[
\sum_{j \in [N]^n} \left( \prod_{r=1}^n a_{i_r,j_r}^r(t) \right) h_t(x^{ij}_{ab})
\]
for any fixed \( x \in [N]^n \), \( i, a, b \in [2n]^n \) with all distinct coordinates such that \( \Psi(x) \neq 0 \). It will be very important that the configuration \( \phi(x^{ij}_{ab}) \) contains exactly one particle at every index \( j_r \), i.e. we have
\[
\prod_{i=1}^N (n_i(x^{ij}_{ab}) - 1)! = 1.
\]

Similarly to [26, Eqs. (5.89)–(5.90), Eqs. (5.99)–(5.97)], using that the function \( f(x) \equiv 1 \) (\( n \) even) is in the kernel of \( S(t) \), for any fixed \( x \in \Gamma \), and for any fixed \( i, a, b \) we conclude that
\[
\begin{align*}
& h_t(x^{ij}_{ab}) \\
& = U_S(0,t) \left( (Av g_0)(x^{ij}_{ab}) - (Av 1(n \text{ even}))(x^{ij}_{ab}) \right) \\
& = Av(x^{ij}_{ab}) U_S(0,t) g_0(x^{ij}_{ab}) - 1(n \text{ even}) + O \left( \frac{N^t N^\xi t}{K} \right) \\
& = \left( Av(x) + O \left( \frac{\ell}{K} \right) \right) U_t(0,t) g_0(x^{ij}_{ab}) - 1(n \text{ even}) + O \left( \frac{N^t N^\xi t}{\ell} \right) + O \left( \frac{N^t N^\xi t}{K} \right) \\
& = Av(x) (g_t(x^{ij}_{ab})) - 1(n \text{ even}) + O \left( \frac{N^t N^\xi t}{K} + \frac{N^t N^\xi t}{\ell} \right),
\end{align*}
\]
where the error terms are uniform in \( x \in \Gamma \). Note that to go from the first to the second line in (4.44) we used Lemma 4.3, to go from the second to the third line we used Lemma 4.4 together with the a priori bound \( \| g_t \|_{\infty} \leq N^\xi \) for any \( 0 \leq t \leq T \) on the very high probability event \( \Omega_{\omega,\xi} \), and that
\[
| Av(x) - Av(x^{ij}_{ab}) | \leq \frac{1}{K} \| x - x^{ij}_{ab} \|_1 \leq \frac{2\eta \ell}{K},
\]
where \(|x|_1 = \sum_{c=1}^{2n} |x_c|\). To go from the third to the fourth line in (4.44) we used that \(|Av(x)| \leq 1\) and again that \(||y||_\infty \leq N^{\eta / 2}\). Then, from (4.44), we conclude that

\[
\sum_j^* \left( \prod_{r=1}^n a_{i_r, j_r}^S(t) \right) h_t(x_{ab}^j) = Av(x) \sum_j^* \left( \prod_{r=1}^n a_{i_r, j_r}^S(t) \right) \left( g_t(x_{ab}^j) - 1(n \text{ even}) \right) + O\left( \frac{N^{1+n\eta / 2} N}{K} + \frac{N^{1+\eta n / 2} T_1}{\ell} \right).
\]  

(4.44)

From now on we will omit the \(Av(x)\) prefactor in (4.44), since \(|Av(x)| \leq 1\).

Using the definition of \(g_t\) from (4.3) and (3.9), for any \(x \in \Gamma\) such that \(\Psi(x) \neq 0\), and for any fixed \(i, a, b\), dropping the \(t\)-dependence of the eigenvalues \(\lambda_i = \lambda_i(t)\), we have

\[
\sum_j^* \left( \prod_{r=1}^n a_{i_r, j_r}^S(t) \right) \left( g_t(x_{ab}^j) - 1(n \text{ even}) \right)
\]

\[
= \sum_j^* \left( \prod_{r=1}^n a_{i_r, j_r}^S(t) \right) \left( \frac{N^{n/2}}{(A^2)^{n/2} 2^{n/2}(n-1)!} \sum_{G \in \mathcal{G}_{n,j}} P(G) - 1(n \text{ even}) \right) + O\left( \frac{N^{1+n\eta / 2} N}{K} \right)
\]

\[
= \sum_j^* \left( \prod_{r=1}^n a_{i_r, j_r}^S(t) \right) \left( \frac{N^{n/2}}{(A^2)^{n/2} 2^{n/2}(n-1)!} \sum_{G \in \mathcal{G}_{n,j}} P(G) - 1(n \text{ even}) \right) + O\left( \frac{N^{n\eta / 2} N}{K} + \frac{N^{1+\eta n / 2} T_1}{\ell} \right).
\]

(4.43)

Note that in (4.43) we used the notation \(\eta^j := \phi(x_{ab}^j)\) to denote the particle configuration which has exactly one particle at each site \(\{j_1, \ldots, j_n\}\). Note that in the last line of (4.43) we do not exclude the possibility that two indices \(j\) may assume the same value, since the sum is unrestricted. In the second and third lines of (4.44) we simply omitted the conditional expectation \(E[\cdot | \Lambda]\) to shorten the formulas. Since all subsequent estimates hold with high probability, the conditional expectation does not play a role. When going from the first to the second line of (4.44) we removed the short range restriction, as in (4.32), by adding back the summations over the regimes \(|j_r - i_r| > \ell\), and we also used (4.40) since the coordinates of \(j\) are all distinct, and so that \(M(\eta^j) = 1\) in the definition of \(g_t\) in (4.3) and (3.9). Additionally, the error term in the third line of (4.43) comes from adding back the missing \(j_r\)-summations; in this bound we used the a priori bound \(|P(G)| \leq N^{n\xi - n / 2}\) on the very high probability event \(\mathbf{I}_{\ell, \xi}\) and (3.9).

We now use the definition of \(P(G)\) in (3.8) on the right hand side of (4.43). Since every particle is doubled we may rewrite the sum over perfect matchings as

\[
\sum_{G \in \mathcal{G}_{n,j}} P(G) = \sum_{G \in \mathbf{Gr}_2[n]} \prod_{v_1, \ldots, v_k} (2k - 2)!! p_{j_1, j_2} \cdots p_{j_{2k-1}, j_2}
\]

(4.44)

where \(\mathbf{Gr}_2[n]\) denotes the set of 2-regular multi-graphs (possibly with loop-edges) on \([n]\) and \(\text{Cyc}(G)\) denoting the collection of cycles in any such graph \(G \in \mathbf{Gr}_2[n]\). The combinatorial factor \((2k - 2)!!\) is due to the fact that for each cycle in \(G\) there are \((2k - 2)!!\) equivalent perfect matchings giving the very same cyclic monomial. For example, for \(n = 2\) there are two 2-regular multi-graphs, (11), (22) and (12), (21) and thus \(\sum_{G \in \mathbf{G}_{n,j}} P(G) = 2p_{1,1}^2 + p_{1,1}p_{1,2}\). Similarly, for \(n = 3\) there are the graphs

\[
\{(11), (22), (33)\}, \{(12), (12), (33)\}, \{(13), (13), (22)\}, \{(23), (23), (11)\}, \{(12), (23), (13)\}
\]

yielding

\[
\sum_{G \in \mathbf{G}_{n,j}} P(G) = p_{1,1}p_{2,2}p_{3,3} + 2p_{1,1}p_{2,3}^2 + 2p_{1,2}p_{2,1}^2 + 2p_{1,3}p_{2,3}^2 + 2p_{3,3}p_{1,3}^2 + 8p_{1,3}p_{2,2}p_{3,3} + p_{2,2}p_{3,3}p_{1,1}.
\]
For each graph $G \in \text{Gr}_2[n]$ we may use the spectral theorem to perform the $j$ summation as
\[
\sum_{j \in \mathbb{Z}} \left( \prod_{r \in [k]} a_{j_r} (t) \right) p_{j_1,j_2} \cdots p_{j_{k-1},j_k} = N^{1-k} F_k(v_1, \ldots, v_k) \tag{4.45}
\]
with
\[
F_k(v_1, \ldots, v_k) := \langle \Im \chi_{(\lambda_{iv_1} + \iota \eta)A} \cdots \Im \chi_{(\lambda_{iv_k} + \iota \eta)A} \rangle.
\]
Since each vertex appears in exactly one cycle, we can use (4.45) to perform the summation for the indices corresponding to any cycle separately and obtain
\[
\sum_{j} \left( \prod_{r=1}^{n} a_{i_r,j_r} (t) \right) \sum_{G \in \mathcal{G}_{n^j}} P(G) = \sum_{E \in \text{Gr}_2[n] \{ (v_1, \ldots, v_k) \in \text{ Cyc}(E) \}} \prod_{r=1}^{n} (2k - 2)!! N^{1-k} F_k(v_1, \ldots, v_k).
\tag{4.46}
\]
We note that from (4.20) for each $k \geq 1$ we have the estimate
\[
F_k(v_1, \ldots, v_k) = 1(k = 2) \langle A^2 \rangle \Im m(z_{iv_1}) \Im m(z_{iv_k}) + \mathcal{O} \left( N^{N^{k-1}} \right)
\tag{4.47}
\]
on the high-probability set $\tilde{\Omega}$. By using (4.47) within (4.46) and using the fact that there are $1(n \text{ even})(n - 1)!!$ graphs in $\text{Gr}_2[n]$ all of which cycles have length two, it follows that
\[
(4.46) = 1(n \text{ even})(n - 1)!! 2^{n/2} N^{-n/2} \langle A^2 \rangle^{n/2} \prod_{r=1}^{n} \Im m(z_{ir}) + \mathcal{O} \left( N^{N^{N^{n/2}} - 1} \right)
\tag{4.48}
\]
and from (4.43) we conclude
\[
\Psi(x) \sum_{j} \left( \prod_{r=1}^{n} a_{i_r,j_r}^S (t) \right) g_t(x_{a}^j) \left( (n \text{ even}) \right) = \Psi(x) \mathcal{O} \left( \frac{N^{N^{N^{n/2}} - 1}}{\sqrt{N \eta}} \right)
\tag{4.49}
\]
We remark that in estimating the error term we used that $\langle A^2 \rangle \geq \delta'$. Combining (4.42) and (4.49), we get that
\[
\Psi(x) \sum_{j} \left( \prod_{r=1}^{n} a_{i_r,j_r}^S (t) \right) h_t(x_{a}^j) \leq C(n) \Psi(x) \mathcal{E}
\tag{4.50}
\]
and finally, by (4.50), we conclude that
\[
\text{L.h.s. (4.37)} \leq \frac{C_1(n)}{2 \eta} \| h_t \|^2_2 + \frac{C_3(n)}{\eta} \mathcal{E}^2 K^n,
\tag{4.51}
\]
where we used that for any fixed $x \in A^n$ we have
\[
\sum_{a,b \in [2n]} \sum_{t} \Psi_{t,a,b}(x) \leq C(n),
\]
and that
\[
\sum_{x \in \Gamma} h_t(x)^2 \leq \frac{C_1(n)}{2} \sum_{a \in \Gamma} \pi(x) |h_t(x)|^2 + \frac{C_3(n)}{\eta} \mathcal{E}^2 K^n,
\]
by the Schwarz inequality, the bound $1 \leq \pi(x)$ from (4.10), and $\sum_{x \in \Gamma} \pi(x) \leq C(n) K^n$. Note that by balancing between the two terms in the Schwarz inequality we could achieve the same constant $C_1(n)$ with an additional $1/2$ factor in front of the $\| h_t \|^2_2$ term as in the leading term in (4.36) with a minus sign. This concludes the proof of the bound in (4.37).

Proof of Lemma 4.6. All along the proof $C(n) > 0$ is a constant that depends only on $n$ and that may change from line to line.
We consider
\[ \langle h, S(t) h \rangle_{\Lambda^n, x} = - \frac{1}{2} \sum_{x \in \Lambda^n} \pi(x) \sum_{i,j \neq i} c^S_{ij}(t) \frac{n_i(x) + 1}{n_i(x)} - 1 \sum_{a \neq b \in [2n]} |h(x_{ab}^j) - h(x)| \]  
(4.52)

and
\[ \langle h, A(t) h \rangle_{\Lambda^n, x} = - \frac{1}{2n} \sum_{x \in \Lambda^n} \sum_{i,j} \left( \prod_{r=1}^n a_{i_r,j_r}(t) - h(x) \right) \sum_{a,b \in [2n]} |h(x_{ab}^j) - h(x)| \]  
(4.53)

Note that in (4.52) we used that \( a_{ij}^S(t) \leq \eta C_a^S(t) \) to compare the kernels, that \( \pi(x) \geq 1 \) uniformly in \( x \in \Lambda^n \) and finally that \( n_i(x) + 1 \geq 1, 1 \leq n_i(x) \leq n \) for \( x \) and \( i \) such that \( h(x_{ab}^j) \neq h(x) \).

We start with the bound
\[ \sum_{x \in \Lambda^n} \sum_{i,j} \left( \prod_{r=1}^n a_{i_r,j_r}(t) \mathbf{1}(n_i(x) > 0) \right) \sum_{a,b \in [2n]} |h(x_{ab}^j) - h(x)| \leq C(n) \sum_{x \in \Lambda^n} \sum_{i,j} \left( \prod_{r=1}^n a_{i_r,j_r}(t) \mathbf{1}(n_i(x) > 0) \right) \sum_{a,b \in [2n]} |h((y_{i-1})_{ab}^{j}) - h(y_{i-1})| \]  
(4.54)

where we recursively defined \( y_0 = x, y_1, y_2, \ldots, y_n = x_{ab}^{j} \) by performing the jumps \( i_1 \to j_1, i_2 \to j_2, \) etc., one by one (assuming that the choice of \( (a_i, b_i) \) allows it, otherwise \( y_i = y_{i-1} \)).

\[ y_0 = y_0(x) := x, \quad y_i = y_i(x) := (y_{i-1})_{ab}^{j}. \]  
(4.55)

In the first line of (4.54) we could add the indicator \( \mathbf{1}(n_i(x) > 0) \) since in case \( n_i(x) = 0 \) for some \( i \) it holds that \( x_{ab}^{j} = x \). Note that to go from the first to the second line of (4.54) we wrote a telescopic sum
\[ h(x_{ab}^j) - h(x) = \sum_{l=1}^n [h((y_{i-1})_{ab}^{j}) - h(y_{i-1})], \]

and used Schwarz inequality.

Next we consider
\[ \sum_{l=1}^n \sum_{x \in \Lambda^n} \sum_{i,j \neq i} \left( \prod_{r=1}^n a_{i_r,j_r}(t) \mathbf{1}(n_i(x) > 0) \right) |h((y_{i-1})_{ab}^{j}) - h(y_{i-1})|^2 \]
\[ = \sum_{l=1}^n \sum_{u \in \Lambda^n} \sum_{i,j \neq i} \left( \prod_{r=1}^n a_{i_r,j_r}(t) \mathbf{1}(n_i(u) > 0) \right) |h((u_{ab}^{j}) - h(u)|^2 \]
\[ \leq C(n) \sum_{u \in \Lambda^n} \sum_{l=1}^n \sum_{i,j \neq i} a_{i,j}^{S}(t) \sum_{a_1 \neq b_1 \in [2n]} |h((u_{ab}^{j}) - h(u)|^2 \]
\[ \times \left( \prod_{r \neq 1, i_r,j_r} \mathbf{1}(n_i(u) > 0) + \mathbf{1}(n_{i_r}(u) > 0) \right) \]
\[ \leq C(n) \sum_{u \in \Lambda^n} \sum_{l=1}^n \sum_{i,j \neq i} a_{i,j}^{S}(t) \sum_{a_1 \neq b_1 \in [2n]} |h((u_{ab}^{j}) - h(u)|^2 \]
\[ \leq C(n) \sum_{u \in \Lambda^n} \sum_{l=1}^n \sum_{i,j \neq i} a_{i,j}^{S}(t) \sum_{a \neq b \in [2n]} |h((u_{ab}^{j}) - h(u)|^2. \]

Note that to go from the first to the second line we did the change of variables \( u = y_{i-1} (x) \), we used that \( x_{ab}^{j} = x \) for any \( x \in \Lambda^n \) such that \( \prod_r \mathbf{1}(n_i(x) > 0) \), and we defined \( z_{i-1} = \).
\[(\mathbf{w}_n^{i_1} \mathbf{v}_n^{i_1}) \ldots (\mathbf{w}_n^{i_{k-1}}) \mathbf{v}_n^{i_{k-1}}\]. Moreover, to go from the second to the third line in (4.56) we used that
\[
\prod_{r \in [n] \setminus \{t\}} 1(n_{i_r}(z_{t-1}) > 0) \leq C(n) \left( \prod_{r=1}^{l-1} \left[ 1(n_{j_r}(\mathbf{w}) > 0) + 1(n_{i_r}(\mathbf{w}) > 0) \right] \right) \times \prod_{r=l+1}^{n} 1(n_{i_r}(\mathbf{w}) > 0)
\]
(4.57)
for \(i_1, \ldots, i_n, j_1, \ldots, j_n\) all distinct, which follows by \(n_{i_r}(z_{t-1}) = n_{i_r}(\mathbf{w})\) if \(r \geq l + 1\) and
\[
1(n_{i_r}(z_{t-1}) > 0) \leq 1(n_{i_r}(\mathbf{w}) > 0) + 1(n_{j_r}(\mathbf{w}) > 0)
\]
for \(r \leq l - 1\). In the penultimate inequality in (4.56) we also used that
\[
\prod_{r \neq 1, \ldots, l, r} a_{i_r, j_r} \left[ 1(n_{i_r}(\mathbf{w}) > 0) + 1(n_{j_r}(\mathbf{w}) > 0) \right] \leq C(n),
\]
(4.58)
on the very high probability event \(\bar{\Omega}\). Combining (4.52)–(4.53), (4.54) and (4.56), we finally conclude (4.28).

\[\Box\]

4.4 Proof of Proposition 3.2. Fix \(1 \ll N T_1 \ll \ell_2 \ll K\) and \(1 \ll N T_2 \ll \ell_2 \ll K\), with \(T_1 \leq T_2/2\). Define the lattice generator \(\mathcal{W}(t)\) by
\[
\mathcal{W}(t) := \sum_{i \neq j \in [N]} \mathcal{W}_{ij}(t), \quad \mathcal{W}_{ij}(t) := c_{ij}^W(t) \frac{n_j(x) + 1}{n_i(x)} - 1 \sum_{a \neq b \in [2n]} (h(x_{ab}^i) - h(x)),
\]
(4.59)
with
\[
c_{ij}^W(t) := \begin{cases} c_{ij}(t) & \text{if } i, j \in \mathcal{J} \text{ and } 1 \leq |i - j| \leq \ell_2 \\ 0 & \text{otherwise.} \end{cases}
\]
(4.60)
Denote by \(\mathcal{U}_{\mathcal{W}}(s, t)\) the semigroup associated to the generator \(\mathcal{W}(t)\). Note that \(\mathcal{W}(t)\) is the original generator of the Dyson eigenvector flow \(L\) from (4.9) on short scales and in the interval \(\mathcal{J}\) well inside the bulk, while on large scales it has an equidistant jump rate. In [26] this replacement made up for the missing rigidity (regularity) control of the eigenvalues outside of a local interval \(\mathcal{J}\); in our case its role is just to handle the somewhat different scaling of the eigenvalues near the edges. We follow the setup of [26] for convenience.

On the event \(\Omega_4\) the coefficients \(c_{ij}^W(t)\) satisfy [26, Assumption 6.8] with a rate \(v = N^{1-\xi}\), for any arbitrary small \(\xi > 0\), hence all the results in [26, Section 6] apply to the generator \(\mathcal{W}(t)\). Most importantly, the Dirichlet form of \(\mathcal{W}(t)\) satisfies a Poincaré inequality and, consequently, we have an \(L^2 \to L^{\infty}\) ultracontractive decay bound for the corresponding semigroup. Their scaling properties confirm the intuition that \(\mathcal{W}(t)\) is a discrete analogue of the \(|p| = \sqrt{-L^2}\) operator in \(\mathbb{R}^{2n}\). In the continuous setting, standard Sobolev inequality combined with the Nash method implies that
\[
\|e^{-t|p|^2} f\|_{L^\infty(\mathbb{R}^{2n})} \leq C(n) \frac{\|f\|_{L^2(\mathbb{R}^{2n})}}{\sqrt{\ln T}}
\]
holds for any \(L^2\) function on \(\mathbb{R}^{2n}\). The same decay holds for the semigroup generated by \(\mathcal{W}(t)\) by [26, Proposition 6.29] (recall that [26] uses \(n\) to denote the dimension of the space of \(x\’s\), we use \(2n\)). We remark that the proofs in [26, Section 6] are designed for the more involved coloured dynamics; here we need only its simpler colourblind version which immediately follows from the coloured version by ignoring the colors. In particular, in our case the exchange operator \(E_{ij}\) is identically zero. While a direct proof of the colourblind version is possible and it would require less combinatorial complexity, for brevity, we directly use the results of [26, Section 6].

For each \(y\) supported on \(\mathcal{J}\), let \(q_t(x) = q_t(x; y)\) be the solution of
\[
\begin{cases}
q_t(x) = \Lambda v(x; K, y) \left( g_t(x) - 1(n \text{ even}) \right) \\
\partial_t q_t(x) = S(t) q_t(x) \\
\partial_t q_t(x) = \mathcal{W}(t) q_t(x)
\end{cases}
\]
for \(0 < t \leq T_1\)
(4.62)
with $S(t)$ being the short-range generator on a scale $\ell = \ell_1$ from (4.15). Note that $q_t = h_t$ for any $0 \leq t \leq T_1$, with $h_t$ being the solution of (4.4).

By Proposition 4.5, choosing $\eta = N^{1-\xi}T_1$, we have

$$\sup_{y \in \mathcal{J}} \|q_{t_1}(\cdot; y)\|_2 \lesssim N^{1/2} K^{n/2} \left( \frac{\ell_1}{K} + \frac{NT_1}{\ell_1} + \frac{1}{\sqrt{NT_1}} + \frac{1}{\sqrt{K}} \right),$$

for any arbitrary small $\epsilon > 0$, where the supremum is over all the $y$ supported on $\mathcal{J}$. We recall that by the finite speed of propagation estimate in Proposition 4.2, together with [26, Eq. (7.12)], the function $q_t$ is supported on the subset of $\Gamma \subseteq \Lambda^n$ such that $d(\mathbf{x}, y) \leq 3K$ for any $\mathbf{x} \in \Gamma$ (modulo a negligible exponentially small error term). Then, using the ultracontractivity bound for the dynamics of $\mathcal{W}(t)$ from [26, Proposition 6.29], with $\nu = N^{1-\xi}$, we get that

$$\sup_y \|q_{t_2}(\cdot; y)\|_\infty = \sup_y \|\mathcal{W}(T_1, T_2)q_{t_1}(\cdot; y)\|_\infty \leq \sup_y \|\mathcal{W}(T_1, T_2)q_{t_1}(\cdot; y)\||\mathcal{W}(T_1, T_2)\|_\infty \lesssim \frac{N^{n\xi}}{|T(T_2 - T_1)|^{n/2}} \sup_y \|q_{t_1}(\cdot; y)\|_2 + \frac{K^n}{N^{(1-\xi)}},$$

(4.64)

where $\Pi$ is the orthogonal projection into the kernel of $\mathcal{L}$, $\ker(\mathcal{L}) = \bigcap_{i \neq j} \ker(L_{ij})$, defined in [26, Lemma 4.7]. Note that in (4.64) we used that by [26, Corollary 4.20] it holds

$$\|\Pi q_{t_2}\|_\infty \leq C(n) N^{-n} \|q_{t_1}\|_1 \leq K^n N^{-n+\xi},$$

since $\|q_{t_2}\|_\infty \leq N^{n\xi}$ on the very high probability set $\hat{\Omega}$. We remark that in [26, Proposition 6.29] $\mathcal{W}$ is replaced by $\mathcal{U}$, but this does not play any role since the only assumption on $\mathcal{U}$ used in [26, Section 6] is that $c_{ij}(t) \geq N^{1-\xi}|i - j|^{-2}$ (see [26, Definition 6.8]). Combining (4.63)-(4.64) we conclude

$$\sup_y \|q_{t_2}(\cdot; y)\|_\infty \lesssim N^{2n} \left( \frac{K}{NT_2} \right)^{n/2} \left( \frac{\ell_1}{K} + \frac{NT_1}{\ell_1} + \frac{1}{\sqrt{NT_1}} + \frac{1}{\sqrt{K}} \right),$$

(4.65)

where we used that $T_1 \leq T_2/2$.

Now we compare the solution $q_t$ from (4.62) with the original dynamics $q_t$ from (4.4). This is done, after several steps, using [26, Proposition 7.2] with $F_1(\mathbf{y}; \mathbf{y})$ replaced by $1(\mathbf{n} \text{ even})$, asserting that

$$\sup_y \left| q_{t_2}(\mathbf{y}; \mathbf{y}) - (\mathbf{g}_{t_2}(\mathbf{y}) - 1(\mathbf{n} \text{ even})) \right| \lesssim N^{\epsilon} \left( \frac{\ell_1}{K} + \frac{NT_1}{\ell_1} + \frac{\ell_2}{K} + \frac{NT_2}{\ell_2} \right).$$

(4.66)

In particular, the only thing used about $F_1(\mathbf{y}; \mathbf{y})$ in the proof of [26, Proposition 7.2] is that $F_1$ is in the kernel of all $L_{ij}$, and this is clearly the case for $1(\mathbf{n} \text{ even})$ as well. The origins of the error terms in (4.66) are as follows. The smooth cutoff given by the Av localising operator in the initial condition (4.62) commutes with the time evolution generated by $S$ up an error of order $\ell_1/K$, see Lemma 4.3. The difference between the original dynamics and the short range dynamics in the time interval $t \in [0, T_1]$ yields the error $NT_1/\ell_1$, see Lemma 4.4. Similar errors hold for the approximation of the original dynamics by the time evolution generated by $\mathcal{W}$ on the time interval $t \in [T_1, T_2]$, giving rise to the errors $\ell_2/K$ and $N(T_2 - T_1)/\ell_2 \leq NT_2/\ell_2$.

Combining (4.65)-(4.66), we conclude that

$$\sup_y \left| q_{t_2}(\mathbf{y}) - 1(\mathbf{n} \text{ even}) \right| \lesssim N^{2n} \left( \frac{\ell_1}{K} + \frac{NT_1}{\ell_1} + \frac{\ell_2}{K} + \frac{NT_2}{\ell_2} \right) \left( \frac{K}{NT_2} \right)^{n/2} \left( \frac{\ell_1}{K} + \frac{NT_1}{\ell_1} + \frac{1}{\sqrt{NT_1}} + \frac{1}{\sqrt{K}} \right) \left( \frac{\ell_1}{K} + \frac{NT_1}{\ell_1} + \frac{1}{\sqrt{NT_1}} + \frac{1}{\sqrt{K}} \right),$$

(4.67)

$$\lesssim N^{-\epsilon/(20n)},$$
on the with very high probability event $\Omega_\varepsilon \cap \widehat{\Omega}_\varepsilon, \delta$ with choosing a very small $\varepsilon$. In the last step we optimised the error terms in the second line of (4.67) with the choice of

$$K = N^\varepsilon, \quad T_2 = N^{-1-\varepsilon/(10n)} K, \quad \ell_2 = \sqrt{NKT_2}, \quad \ell_1 = \sqrt{NKT_1}, \quad T_1 = \frac{1}{N^{1/2}}$$

with some small fixed $0 < c \leq 1/2$. Finally, using that

$$\sup_{y \eta \in J} |g_{T_2}(y) - 1(n \text{ even})| = \sup_{\eta} |f_{T_2}(\eta) - 1(n \text{ even})|$$

by (4.3), where the supremum in the right hand side is taken over configurations $\eta$ such that $\eta_i = 0$ for $i \in [\delta N, (1 - \delta)N]^c$ and $\sum \eta_i = n$. The bound in (4.67) concludes the proof of Proposition 3.2.

5. Local law bounds

In this section we prove the local laws needed to estimate the probability of the event $\hat{\Omega}$ in (4.20). We recall [21] that the resolvent $G = (W - z)^{-1}$ of the Wigner matrix $W$ is approximately equal,

$$G_{ab} = \delta_{ab} + O\left(\frac{N^\varepsilon}{\sqrt{N3z}}\right), \quad \langle k \rangle = m + O\left(\frac{N^\varepsilon}{\sqrt{N3z}}\right) \tag{5.1}$$

to the Stieltjes transform $m = \rho_{sc}(z)$ of the semicircular distribution $\rho_{sc} = \sqrt{4-x^2}/2\pi$ which solves the equation

$$-\frac{1}{m} = m + z. \tag{5.2}$$

**Proposition 5.1.** Let $k \geq 3$ and $z_1, \ldots, z_k \in \mathbb{C} \setminus \mathbb{R}$ with $N \min_i(\rho_i, \eta_i) \geq N^\varepsilon$ for some $\varepsilon > 0$ with $\eta_i := |3z_i|$ and $\rho_i := \rho(z_i)$, $\rho(z) := |\sqrt{m(z)}|/\pi$. Then for arbitrary traceless matrices $A_1, \ldots, A_k$ with $\|A_i\| \lesssim 1$ we have

$$|\langle G_1 A_1 \cdots G_k A_k \rangle| \lesssim N^{\varepsilon + (k-3)/2} \sqrt{\eta_1 \cdots \eta_k}, \tag{5.3}$$

with very high probability for any $\xi > 0$, where $\rho \ast := \max_i \rho_i$ and $\eta := \min \eta_i$.

**Proof.** Using $W G - zG = I$ (5.2) we write

$$G = m - mWG + m\langle G - m \rangle G \tag{5.4}$$

where

$$\overline{WG} = W + \langle G \rangle G$$

denotes a renormalization of $WG$. More generally, for functions $f(W)$ we define

$$W f(W) := W f(W) - \overline{\mathbb{E}W(\partial_W f)(W)}$$

with $\partial_W$ denoting the directional derivative in direction $\overline{W}$ and $\overline{W}$ being an independent GUE-matrix with expectation $\overline{\mathbb{E}}$. We now use (5.4) and (5.3) for $G_1 = G(z_1)$ and $m_1 = m(z_1)$ to obtain

$$\left(1 - O\left(\frac{N^\varepsilon}{\sqrt{N\eta_i}}\right)\right) \prod_{i=1}^k \mathbb{E}(G_i A_i) = m_1 \left(\prod_{i=2}^k (G_i A_i)\right) - m_1 \left(\mathbb{W}G_1 A_1 \prod_{i=2}^k (G_i A_i)\right). \tag{5.5}$$

Together with

$$\langle W \prod_{i=1}^k (G_i A_i) \rangle = \langle W \prod_{i=1}^k (G_i A_i) \rangle + \sum_{j=1}^k \mathbb{E} \left\langle \mathbb{W} \prod_{i=1}^{j-1} (G_i A_i) \right\rangle \mathbb{W} \prod_{i=j}^k (G_i A_i)$$

we find

$$\langle W \prod_{i=1}^k (G_i A_i) \rangle = \mathbb{W}G_1 A_1 \prod_{i=2}^k (G_i A_i) + \sum_{j=2}^k \left(\prod_{i=1}^{j-1} (G_i A_i)\right) G_j \mathbb{W} \prod_{i=j}^k (G_i A_i)$$

$$\langle W \prod_{i=1}^k (G_i A_i) \rangle$$
we thus have
\[
\left(1 - O\left(\frac{N^\xi}{N^{\eta_*}}\right)\right) \left\langle \prod_{i=1}^k (G_i A_i) \right\rangle = m_1 \left\langle \prod_{i=2}^k (G_i A_i) \right\rangle - m_1 \left\langle W \prod_{i=1}^k (G_i A_i) \right\rangle + \sum_{j=2}^k \left\langle \prod_{i=1}^{j-1} (G_i A_i) \prod_{i=j}^k (G_i A_i) \right\rangle.
\] (5.6)

We now apply the inequality [14, Eq. (5.33)]
\[
\left\langle (XY) \right\rangle \leq \left[ \left\langle X^* X (YY^*) \right\rangle^{1/2} \right] \left[ \left\langle Y^* Y \right\rangle^{1/2} \right]^{1/2}
\]
for arbitrary matrices \( X, Y \) to \( X = \prod_{i=1}^{j-1} (G_i A_i), Y = G_j \) to obtain
\[
\left\langle \prod_{i=1}^{j-1} (G_i A_i) G_j \right\rangle \leq \eta_*^{-1/2} \left( \left\langle A_{j-1}^* G_{j-1}^* \cdots A_1^* \widetilde{\Omega} G_1 A_1 \cdots G_{j-1} A_{j-1} | G_j \right\rangle \right)^{1/2}
\]
from \( G^* G = (\widetilde{\Omega} G) / \eta \). By spectral decomposition we may further estimate with very high probability for any \( \xi > 0 \)
\[
\left\langle A_{j-1}^* G_{j-1}^* \cdots A_1^* \widetilde{\Omega} G_1 A_1 \cdots G_{j-1} A_{j-1} | G_j \right\rangle
= \frac{1}{N^j} \sum_{\alpha} \frac{\langle u_{\alpha_1} a_{j-1} u_{\alpha_{j-1}} \cdots u_{\alpha_{2j-1}} a_1 u_{\alpha_1} \rangle \langle u_{\alpha_1} a_1 u_{\alpha_2} \rangle \cdots \langle u_{\alpha_{j-1}} a_{j-1} u_{\alpha_{j-1}} \rangle}{\left| (a_{j-1} - z_{j-1})(a_{j-1} - z_j) \cdots (a_{2j-2} - z_2)(a_{2j-2} - z_2) \right|} \leq \eta_*^{-1/2} \frac{\rho(z_j)}{\eta_*}.
\]
from the overlap bound \( \left| \langle u_{\alpha_1} a_{j-1} u_{\alpha_{j-1}} \cdots u_{\alpha_{2j-1}} a_1 u_{\alpha_1} \rangle \right| \leq N^{\xi-1/2} \), and where \( \sum_{\alpha} \) is the summation over the \( 2j - 2 \) indices \( a_1, a_{j-2}, \ldots, a_{j-1}, a_j \) and conclude
\[
\left\langle \prod_{i=1}^{j-1} (G_i A_i) G_j \right\rangle \leq N^{\xi + j/2 - 1} \frac{\rho(z_j)}{\sqrt{\eta_*}}
\] (5.7)
Similarly we also have
\[
\left\langle \prod_{i=j+1}^k (G_i A_i) \right\rangle \leq N^{\xi + (k-j)/2 - 1},
\]
and the claim follows from (5.6) and the bound
\[
\left\langle W \prod_{i=1}^k (G_i A_i) \right\rangle \leq N^{\xi N^{(k-3)/2} \rho(z_j) / \sqrt{\eta_*}}
\] (5.8)
on the underlined term in [14, Theorem 4.4, Remark 4.3].

Appendix A. Green function comparison

Here we briefly recall the standard Green function comparison method for eigenvector statistics.
The only novelty is that in addition to the standard entry-wise local law, \( |G_{ab}(z)| \leq N^{\xi + \xi} \) for \( \Re z \sim N^{\xi - 1} \), we also need an analogous a priori bound for \( (GAG)_{ab} \) that exploits the fact that \( A \) is traceless, see (A.11) later. Consider the Ornstein-Uhlenbeck flow
\[
d\hat{W}_t = -\frac{1}{2} \hat{W}_t \, dt + \frac{d\hat{B}_t}{\sqrt{N}}, \quad \hat{W}_0 = W,
\] (A.1)
with \( \hat{B}_t \) a real symmetric Brownian motion. The OU-flow (A.1) has the effect of adding a small Gaussian component to \( W \), so that for any fixed \( T \) we can decompose
\[
\hat{W}_T = \sqrt{1 - cT} \hat{W} + \sqrt{cT} U,
\] (A.2)
with \( c = c(T) > 0 \) a constant very close to one as long as \( T \ll 1 \), and \( U, \widetilde{W} \) being independent GOE/Wigner matrices. Now let \( W_t \) be the solution of the flow (3.3) with initial condition \( W_0 = \sqrt{1 - cT} \widetilde{W} \), so that

\[
W_{ct} \overset{d}{=} \widetilde{W}_t. \tag{A.3}
\]

**Lemma A.1.** Let \( \widetilde{W}_t \) be the solution of (A.1), and let \( \tilde{u}_i(t) \) be its eigenvectors. Then for any smooth test function \( \theta \) of at most polynomial growth, and any fixed \( \epsilon \in (0, 1/2) \) there exists an \( \omega = \omega(\theta, \epsilon) > 0 \) such that for any \( i \in [\sqrt{N}, (1 - \delta)N] \) (with \( \delta > 0 \) from Theorem 2.2) and \( t = N^{-1+\epsilon} \) it holds that

\[
E \theta \left( \sqrt{\frac{N}{2(4T^2)}} \langle \tilde{u}_i(t), A\tilde{u}_i(t) \rangle \right) = E \theta \left( \sqrt{\frac{N}{2(4T^2)}} \langle \tilde{u}_i(0), A\tilde{u}_i(0) \rangle \right) + O \left( N^{-\omega} \right). \tag{A.4}
\]

With \( T = N^{-1+\epsilon} \) and \( \theta(x) = x^n \) for some integer \( n \in \mathbb{N} \) it now follows that

\[
E \left[ \sqrt{\frac{N}{2(4T^2)}} \langle u_i, Au_i \rangle \right]^n = E \left[ \sqrt{\frac{N}{2(4T^2)}} \langle \tilde{u}_i(T), A\tilde{u}_i(T) \rangle \right]^n + O \left( N^{-c} \right)
\]

\[
= E \left[ \sqrt{\frac{N}{2(4T^2)}} \langle u_i(cT), Au_i(cT) \rangle \right]^n + O \left( N^{-c} \right) \tag{A.5}
\]

\[
= 1(n \text{ even}) (n - 1)! + O \left( N^{-c} \right),
\]

for some small \( c = c(n, \epsilon) > 0 \), with \( u_i, \tilde{u}_i(t), u_i(t) \) being the eigenvectors of \( W, \widetilde{W}, W_t \), respectively, concluding the proof of Theorem 2.2. Note that in (A.3) we used Lemma A.1 in the first, (A.3) in the second and (1.60) in the third step, using that in distribution the eigenvectors of \( W_{ct} \) are equal to those of \( \widetilde{W}_t/(1 - cT) \) with \( \widetilde{W}_t \) being the solution to the DBM flow with initial condition \( \widetilde{W}_0 = \widetilde{W} \).

**Proof of Lemma A.1.** The proof of Lemma A.1 follows from comparing expectations of products of resolvents \( G(z) \) at scales slightly below the eigenvalue spacing, i.e. for \( \delta z \sim N^{-1-\xi} \). Green function comparison for eigenvectors has been presented in [23] in details and has been used in [8, 12, 26]. Since this is a standard argument, we only give an outline. Let \( W_t \) be the solution of (A.1), with \( W_0 = W \), where \( W \) is a Wigner matrix satisfying Assumption 2.1. Here we dropped the hat compared to the notation used in (A.1) to make the presentation clearer, i.e. we use \( W_t \) instead of \( \widetilde{W}_t, u_i(t) \) instead of \( \tilde{u}_i(t) \), etc. From now on by \( G_z = G_t(z) \) we denote the resolvent of \( W_z \). Note that along the flow (A.1) the first two moments of \( W \) are preserved.

Due to level repulsion, as in [22, Lemma 5.2], to understand \( \sqrt{\frac{N}{2}} \left( u_i, Au_i \right) \) it is sufficient to understand functions of \( \sqrt{\frac{N}{2}} \left( 3G_t(z)A \right) \) with \( 3z \) slightly below \( N^{-1} \), i.e. the local eigenvalue spacing. In order to prove (A.4), as a consequence of \( (A^\dagger)^2 \geq \delta^2 \), it is enough to show that

\[
\sup_{E \in (-2+8, 2-\delta)} \left| E \theta(\sqrt{\frac{N}{2}} \left( 3G_t(z)A \right)) - E \theta(\sqrt{\frac{N}{2}} \left( 3G_0(z)A \right)) \right| \lesssim N^{-\omega}, \tag{A.6}
\]

for \( z = E + i\eta \) for some \( \zeta > 0, \omega > 0 \) and all \( \eta \geq N^{-1-\xi} \), c.f. [3, Section 4] and [8, Appendix A]. Define

\[
R_t := \theta(\sqrt{\frac{N}{2}} \left( 3G_t(z)A \right)), \tag{A.7}
\]

then by Itô’s formula we have

\[
E \frac{dR_t}{dt} = E \left[ -\frac{1}{2} \sum_\alpha w_\alpha(t) \partial_\alpha R_t + \frac{1}{2} \sum_{\alpha, \beta} \kappa_t(\alpha, \beta) \partial_\alpha \partial_\beta R_t \right], \tag{A.8}
\]

where \( \alpha, \beta \in [N]^2 \) are double indices, \( w_\alpha(t) \) are the entries of \( W_t \), and \( \partial_\alpha := \partial_{w_\alpha} \). Here

\[
\kappa_t(\alpha_1, \ldots, \alpha_l) := \kappa(w_{\alpha_1}(t), \ldots, w_{\alpha_l}(t)) \tag{A.9}
\]

denotes the joint cumulant of \( w_{\alpha_1}(t), \ldots, w_{\alpha_l}(t) \), with \( l \in \mathbb{N} \). Note that by (A.3) it follows that \( |\kappa_t(\alpha_1, \ldots, \alpha_l)| \lesssim N^{-l/2} \) uniformly in \( t \geq 0 \). Performing a cumulant expansion in (A.8) (see [13,
\[ E \frac{dR_t}{dt} = \sum_{l=0}^{R} \sum_{\alpha_1, \ldots, \alpha_l} \kappa_l(\alpha_1, \ldots, \alpha_l) E[\partial_{\alpha_1} \cdots \partial_{\alpha_l} R_t] + \Omega(R), \] (A.10)

where \( \Omega(R) \) is an error term, easily seen to be negligible as every additional derivative gains a further factor of \( N^{-1/2} \). In order to estimate (A.10) we use \(|(G_t)_{ab}| \leq N^5\) and

\[
|(G_t(z_1)AG_t(z_2))_{ab}| = \left| \sum_{ij} \frac{\langle u_i(a), A u_j \rangle}{(\lambda_i - z_1)(\lambda_j - z_2)} \right| \lesssim N^{1/2+\xi} \left( \frac{1}{N} \sum_i \frac{1}{|\lambda_i - z_1|} \right) \left( \frac{1}{N} \sum_i \frac{1}{|\lambda_i - z_2|} \right) \lesssim N^{1/2+\xi+2\xi},
\]

which holds with very high probability for \( z_1, z_2 \in \{ z, \bar{z} \} \). In (A.11) we used the eigenvector delocalisation \( \|u_i\|_\infty \lesssim N^{-1/2+\xi} \) (see [21], or [6] for the optimal bound) and the optimal a priori bound \(|\langle u_i, A u_j \rangle| \lesssim N^{-1/2+\xi} \) for traceless \( A \) by [14, Theorem 2.2] (note that this step crucially uses that \( \langle A \rangle = 0 \), the analogous bound for a general \( A \) would be larger by a factor \( \sqrt{N} \)). We claim that for any \( l \geq 0 \) it holds that

\[
|\partial_{\alpha_1} \cdots \partial_{\alpha_l} \sqrt{N} (\langle G_t A \rangle)| \lesssim N^{l(\xi+1/2)},
\]

for any arbitrary small \( \xi > 0 \), with very high probability. Together with

\[
\sum_{\alpha_1, \ldots, \alpha_l} \kappa_l(\alpha_1, \ldots, \alpha_l) \lesssim N^{2l/2}
\]

we are then able to estimate \(|E dR_t/dt|\) by the chain rule to finally obtain (A.6).

The bound (A.12) for \( l = 0 \) follows immediately from the a priori bound \( \sqrt{N} |\langle G_t A \rangle| \lesssim N^{\xi+\xi} \). For \( l = 1 \) the first derivative yields \( |\partial{\alpha}_1 \sqrt{N} |\langle G_t A \rangle| \lesssim N^{-1/2} |\langle G_t A G_t \rangle|_{ab}| \), and each additional derivative creates a single factor of \( G_t \), and (A.12) follows from estimating each factor entrywise by \(|(G_t)_{ab}| \lesssim N^{\xi+\xi+2\xi} \) and (A.11).
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