Electric Scooter and Its Rider Detection Framework Based on Deep Learning for Supporting Scooter-Related Injury Emergency Services
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Abstract. Electric scooters (e-scooters) have been considered as a “last mile” solution to existing public transportation systems in many cities all over the world due to their convenience at a highly affordable price. E-scooters enable users to travel distances which are too long to walk but too short to drive, so they help to reduce the number of cars on the roads. Along with its increasing popularity, accidents involving e-scooters have become a growing public concern, especially in large cities with heavy traffic.

It is useful to detect and include e-scooters in traffic control. However, there is no available pre-built-model for detecting an electric scooter. Therefore, in this paper, we proposed a scooter and its rider detection framework that supports emergency management for scooter-related injuries. The framework helps to identify scooter and its rider in live-stream videos and can be applied in traffic incidents detection applications. Our model was developed based on deep learning object detection models. Using ImageAI API, we trained and deployed our own model based on 200 images acquired on the internet. The preliminary results appeared to be robust and fast; however, the accuracy of our proposed model could be improved if using a larger dataset for training and evaluating.
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1 Introduction

1.1 Motivation

Electric scooters (e-scooters), promoted by sharing companies, first launched in San Francisco in 2017, and then expanded as a “last mile” solution to existing public transportation systems in many cities all around the world [1,2]. Reports from the two most popular companies, Lime and Bird, showed that each has more than 10 million rides since their first operation in July and September.
2017, respectively [3]. Not only offering an attractive travelling method for too long distances to walk but too short to drive, e-scooters may help to reduce the number of cars on the roads as well. However, the increasing popularity of e-scooters has raised public safety concerns to riders and pedestrians [4].

There have been numerous reports of e-scooter-related injuries involving its riders, pedestrians and other road vehicles. In Singapore, around 90 crashes related electric devices including e-scooters have been reported in the first half of 2017, resulting in about 90 injuries and 4 deaths [5]. A study conducted by Trivedi et al. [6] reported that 249 patients presented to 2 urban emergency departments in Southern California with injuries associated with standing electric scooter use during the study period from September 2017 to August 2018. In Australian countries, an increased burden on healthcare services for e-scooter related injuries has been seen [1]. A study performed at a single emergency department in Brisbane showed that 78% of e-scooter patients required X-rays and 24% required CT scans [7]. While over 200 plain films and 47 CT scans were requested for e-scooter related injuries at Auckland City Hospital in the first 2 months after e-scooters have been launched [8]. Unsafe riding behaviours, such as going into unauthorized traffic lanes, not wearing helmet, or overloading the scooter with multiple riders, etc., may be associated with the presentations for e-scooter related injuries [9].

Thanks for the development and progress of science and technology, object detection based on deep learning has been widely applied in various applications, such as driver-less car, robotics, video surveillance and pedestrian detection [10]. The technology is capable of assisting people to efficiently solve traffic problems by detecting vehicles in the traffic.

1.2 Proposed Idea

In this paper, we propose an e-scooter and its rider detection framework based on deep learning as illustrated in Fig. 1. There are four loosely connected components: camera system, YouTube server, processing computer, and control centre. The camera system captures activities from real-life and then broadcasts the stream to YouTube server. Processing computer downloads data from YouTube server and sends the broadcast results back to server. Afterwards, the detection result of the traffic flow including e-scooters, riders, vehicles as well as pedestrians will be displayed on the computer. Finally, the computer sends the results and notification to the control centre which provides the analysis and statistics for supporting decision making, or generates alarm in case the system detects a rider falling from scooter. The system helps detect incidents when e-scooters are used in the traffic. For example, from the auto-detection, we can detect the number of people riding on the e-scooter, whether the scooter goes into unauthorized traffic lanes or not, or even whether there is any falling from the e-scooter or not. Risk situations are reported and alarms will be sent to emergency services if an incident is detected. The custom model that can achieve scooter and its rider detection was trained by 200 images of scooters and its rider dataset which was collected from the internet. It has the ability to detect both scooter and its rider with background noise.
2 Background

With the development and progress of science and technology, repetitive and time-consuming work have been taken over by the computer. Computer vision, as an inter-discipline based on image processing, machine learning and pattern recognition, is a rapidly developing research field in recent years. Object detection is a significant task in computer vision and it is used in detecting an object from certain scenes via some specific approach and algorithm [11]. One of the common application of object detection for public problem is to detect vehicles in the traffic. This section summarized traditional object detection methods as well as deep learning-based algorithms of object detection which is the background for building our deep learning model.

2.1 Traditional Object Detection Algorithms

In earlier studies, various artificially extracted features were employed for object detection. The three most commonly used features were Haar [12], HOG [13], and LBP [14]. The classifiers matched by these three features which mainly include the support vector machine (SVM), Adaboost, and the Haar feature set combined with the Adaboost. For many years, they have been widely used in the computer vision methods, initially intended for face detection [15]. The
HOG feature combined with the SVM classifier, has been widely used in image recognition, and it has achieved great success in pedestrian detection.

2.2 Deep Learning-Based Object Detection Algorithms

In recent years, deep learning methods has been becoming a hot research topic for many researchers, and a large number of deep learning target detection algorithms have been developed. Compared with traditional methods, deep learning method requires a massive amount of data, and automatic learning can reflect the characteristics of data differences, hence, makes it more representative. In the meantime, in visual recognition, the process of a Convolutional Neural Network (CNN) layer feature extraction is similar to the human visual mechanism, which represents the process from the edge to a part to the whole [16]. Recently, the deep learning target detection algorithms have obtained competitive real-time performance compared with the traditional methods due to the continuous expansion in data volume and rapid update of devices hardware. Thus, it has begun to gain recognition from the industry worldwide.

R-CNN: The first R-CNN algorithm was proposed by Ross Girshick in 2014, he combined region proposals with CNNs to achieve scale object detection [18]. The R-CNN algorithm performs the region search first, and then classifies the candidate regions. The Selective Search Method of R-CNN is used to generate candidate regions [18]. Its outstanding feature is to reduce information redundancy and increase detection speed.

Fast R-CNN: Fast R-CNN, an upgraded network structure based on both of R-CNN and SPP-Net, was proposed by Girshick in 2015 [19]. It applied Softmax classifier instead of SVM classifier so that achieving end-to-end training with a multi-task loss rather than single-stage. Training is able to update all network layers, in order to get higher detection accuracy, which is the most advantage of the algorithm. The Rol pooling is the core algorithm module. Max pooling is being used in the Rol pooling layer to transfer the features inside all valid area where is related into a smaller feature map along with a static spatial range of $H \times W$. The H and W are the layer hyper-parameters which are isolated from any specific Rol [19].

Faster R-CNN: Faster R-CNN, such a kind of optimization Fast R-CNN, has saved more the running time of detection networks than Fast R-CNN [20]. Moreover, it is a single, unified network for object detection. Because it introduces a concept of the Region Proposal Network (RPN), which will generate region proposals from neural network used to learn by itself. RPN is a fully-convolutional network that is naturally implemented, which support being trained end-to-end by back-propagation as well as stochastic gradient descent. Any size of the image will be taken as input by the RPN. Then the RPN outputs a set of rectangular object proposals which has an objectness score [20].
**YOLO:** YOLO, an abbreviation for You Look Only Once, is a new algorithm for object detection. Compared to previous work in the related fields, YOLO mounts object detection as a spatial regression problem to isolated bounding boxes and related class probabilities. It is a single neural network which can predict bounding boxes and class probabilities directly from full images in one single evaluation process [21]. This algorithm is capable of predicting what type of objects are included and where they are in the frame. It has three significant advantages over other object detection algorithms. Firstly, it performs very fast due to its instinct for the regression problem without a complex pipeline. Secondly, it executes the reasoning via the global approach when performing prediction in which leads to less background errors. Finally, YOLO learns the data from a more generic representation which helps to learn easily in another domain [21]. Whereas, YOLO still has some limitations of object detection. YOLO limits the number of adjacent objects that our model can predict due to the spatial restriction. The spatial restriction is due to each grid cell can only predict two boxes with only one class [21]. Therefore, the issue will occur with small objects coming up as groups.

**YOLOv3:** YOLOv3 is a better solution compared to YOLO as it takes the anchor box idea from Faster R-CNN. YOLOv3 makes it better to detect small objects due to using the Darknet53 network which is based on the residual network as a feature extractor, and thus multi-scale detection and multi-label classification are the improvements of YOLOv3 [22]. Furthermore, YOLOv3 gets rid of the manually selected anchor box and execute k means clustering based on the dimension of the bounding boxes to achieve a better prior [23]. Especially in the aspect of handling the issue of the same target having two labels, Sigmoid function as the activation function for class prediction has better performance than softmax function [23]. As a result, YOLOv3 enable to perform multi-tag classification of a specific target via binary cross-entropy loss and logistic regression during the training process [22].

### 3 Design and Implementation

Figure 1 illustrates the overall diagram of our proposed framework. In this paper, we mainly focus on training a deep learning model for detecting electric scooter and its rider.

#### 3.1 E-Scooter and Its Rider Detection Framework

Our proposed framework for detecting e-scooter and its rider is illustrated in Fig. 2. By default, the camera system captures images from real-life and sends the stream to Youtube server. The processing computer downloads the data from YouTube server and runs custom object detection algorithm. Here YOLOv3 object detection model is applied to detect the object. However, using the official object detection model (YOLOv3), our system can only recognize a number of
Figure 2. Proposed e-scooter and its rider detection framework

pre-defined classes of objects. A new model was trained by transfer learning to achieve recognition for e-scooter and its rider. Object detection application provides bounding boxes of the objects including scooters, riders (person with scooter) and pedestrians. Bounding boxes of riders are considered as input of fall detection application. If it detects a fall, it generates an alarm and sends to control centre. Algorithm 1 summarizes object detection process and Algorithm 2 defines fall detection process. The pseudocode for Algorithm 1 and Algorithm 2 are below.

**Algorithm 1.** Pseudo code for custom object detection

**Input:** Data (video stream) from YouTube.
**Output:** Bounding boxes.
**Method:**
1: Receive data (video stream) from YouTube.
2: Run custom object detection model.
3: Save bounding boxes into xml file.
4: When End of data ⇒ **Exit**.

Figure 3 shows how the model works based on YOLOv3 algorithm. Our custom model forms the model of detection as a regression perspective. It separates the image into an even grid and parallel calculates bounding boxes with its confidence and class probabilities.
Algorithm 2. Pseudocode code for fall detection

Input: Bounding boxes (scooters, riders) from xml file.
Output: Fall detection results (1: Fall, 0: Not fall).
Method:
1: Receive data (bounding boxes) from xml file.
2: Run custom fall detection model.
3: Save fall detection results into xml file.
4: If Fall then send alarm to control centre.
   When End of data ⇒ Exit.

Fig. 3. E-scooter and its rider detection model based on YOLO

3.2 E-Scooter and Its Rider Detection Model Training and Deploying

The task of e-scooter and its rider detection model training and deploying includes the following parts.

Prepare Dataset: 200 images are collected from Google Image and Baidu Image using keyword “rider and scooter”. We take the first 140 (70%) images as the training set and take the rest 60 (30%) images as the validation set. We use the labelling tool to select the person area and the scooter area at the image respectively and then save it to the annotation xml file. We repeat this process 200 times. After labelling the images, the folder structure of the dataset folder includes training dataset and validation dataset.
Install ImageAI and Dependencies: The processing computer used in this work is a non-GPU machine - a MacBook Air machine with Intel Core i5 processor @ 1.6 GHz and 4.00 GB of RAM, running macOS Mojave operating. Since our local Mac Book does not have GPU, Google colab is the best way to run the training for the new model. ImageAI is used for high-level training the new deep learning network and it can be installed via ‘pip3 install imageai –upgrade’. Tensorflow is installed via ‘pip3 install tensorflow-gpu==1.13.1’ as the lower level dependency of ImageAI.

Train Custom Model: For achieving the goal, Google Colab, a free cloud service, is utilized to train the model. The custom model training uses the ImageAI DetectionModelTrainer API. This API is based on YOLOv3 algorithm, which is for unified, real-time object detection. Processing images via YOLOv3 is simple and straightforward to shorten detection time. In order to achieve a better detection accuracy, transfer learning from a pre-trained YOLOv3 model will be applied in the training.

Evaluate Model: In evaluation step, we import the DetectionModelTrainer class and create an instance of it. Then we set the model type to YOLOv3 and set the data directory as well as pass the path of files including h5 file, json file as the “model_path” and the “json_path”.

Test Model: We use the CustomVideoObjectDetection API from ImageAI to test our custom scooter and its rider detection model. Firstly, we import the CustomVideoObjectDetection class from ImageAI and the os. Then we instantiate a new instance from the CustomVideoObjectDetection class and set the model type to YOLOv3 (pre-trained transfer model). After that, we load the trained model and pass the path of the input video and the path of the output video created by ImageAI.

3.3 Fall Detection Implementation

Fall detection process is illustrated in Fig. 4. From the person bounding box detected by object detection model, we identify the centre point of the box and track this point. We draw the movement of the centre point in continuous detected bounding boxes. Standing and lying states are defined based on the aspect ratio of a bounding box (HW ratio), which is the ratio of the box’s height to the box’s width [28]. If height is larger than width, it is standing state. If height is smaller than width, it is lying state. The distance between centres of points of bounding boxes after each fall is used to verify real falls away from all other actions (include false positive). Fall event notification is only activated when the detected human does not show to be able to stand up after the fall.
4 Results and Evaluations

4.1 Training Model Process

Once the object is detected, the generated output video will contain boxes with percentage probabilities numbers on the object detected from ImageAI. A screenshot of e-scooter and its rider detection is shown by Fig. 5.

During the custom scooter and its rider detection training process, the value of both “batch_size” and “epoch” are the significant factors to determined the detection accuracy, due to the loss value will be influenced.

The result of the Fig. 6 shows that the overall trend is that as numbers of epoch increases, the loss decreases. The significant drop of the loss is after the first two epoch. Comparing the batch size 4 and batch size 8, the batch size 4 has less loss than size 8 overall.

The result of this accuracy vs epoch chart shows demonstrates the difference between running the training against batch size 8 and 4 in Fig. 7. As shown in the Y axis, the accuracy increases slowly after the 3rd epoch. Consequently, the figure shows that the size of batch 4 achieves better accuracy than the size 8.
4.2 Evaluation Model Process

We mainly use three threshold values to control the process of the evaluation during the implementation stage of scooter and its rider detection. Those three thresholds are “iou_threshold”, “object_threshold” and “nms_threshold”.

- “iou_threshold”: 
  “iou_threshold”, is the value of minimum Intersection over Union (IoU). It can set from 0.0 to 1.0. The IoU score is a common benchmark score for semantic segmentation [25]. It is being used widely in the area of computer vision due to the PASCAL VOC segmentation challenges which is a benchmark for visual object category detection and recognition. It supplies a standard dataset of images with their annotation as well as the standard evaluation processes for machine learning [26].
– “Object_threshold”:
  “Object_threshold” is another parameter of minimum class score for the mAP computation.
– “nms_threshold”:
  “nms_threshold”, is the Non-maximum suppression(NMS) for the mAP computation. NMS is a post-processing algorithm accountable for combining all detections which all belong to the same object [27].
In the context of this experiment, both the \textit{iou} and \textit{nms} set to 0.5, while the \textit{object threshold} is set to 0.3. After successfully running the evaluation code, the evaluation results of the model is shown in Fig. 8. From the evaluation results, taking mAP and loss value into accounts, it obviously shows that in most cases, the accuracy of the model increases when mAP increases or the loss decreases.

\begin{verbatim}
Model File: dataset/models/detection_model-ex-07--loss-4.44.h5
Using IoU :  0.5
Using Object Threshold :  0.3
Using Non-Maximum Suppression :  0.5
scooter: 0.9321
mAP: 0.9321

Model File: dataset/models/detection_model-ex-10--loss-3.25.h5
Using IoU :  0.5
Using Object Threshold :  0.3
Using Non-Maximum Suppression :  0.5
scooter: 0.9625
mAP: 0.9625

Model File: dataset/models/detection_model-ex-05--loss-5.21.h5
Using IoU :  0.5
Using Object Threshold :  0.3
Using Non-Maximum Suppression :  0.5
scooter: 0.9104
mAP: 0.9104

Model File: dataset/models/detection_model-ex-03--loss-6.24.h5
Using IoU :  0.5
Using Object Threshold :  0.3
Using Non-Maximum Suppression :  0.5
scooter: 0.8020
mAP: 0.8020
\end{verbatim}

Fig. 8. Evaluation results

5 Conclusion and Future Work

With the rapid development and progress of science and technology, especially in the area of computer vision research, object detection is the main hot topic via deep learning. This technology can apply to different scenarios to make our life becoming more intelligent. One of the common applications of object detection
Electric Scooter and Its Rider Detection Framework

is to detect vehicles in the traffic via deep learning model. It is widely applied in assisting people to efficiently solve traffic problems.

As e-scooters have become more and more popularity in many large cities all around the world, detecting and including e-scooters in traffic control are useful. These applications may help to support safe e-scooter riding behaviours as well as provide timely emergency intervention if incidents related to e-scooters happen, and then may eliminate bad affect of e-scooter related injuries.

This paper focused on applying deep learning models to detect e-scooter and its rider in the traffic. The aim of this research is to support risk situations awareness and timely emergency management if incidents happen. Due to the limitation of the hardware, we only used 200 images for training and evaluating the scooter and its rider detection model. Results from running with maximum 30 epochs shows that the accuracy is acceptable to detect objects in images and videos.

The future work involves developing fall detection model, training and testing our proposed framework with a larger dataset to improve the accuracy of our model. Furthermore, we will test our proposed system on live streaming videos to evaluate its capability of applying in real applications.
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