Abstract: Implicit or unconscious bias is commonly proposed to be responsible for women’s underrepresentation in academia. The aim of this scoping review was to identify and discuss the evidence supporting this proposition. Publications about unconscious/implicit gender bias in academia indexed in Scopus or psycInfo up to February 2020 were identified. More than half were published in the period 2018–2020. Studies reporting empirical data were scrutinized for data, as well as analyses showing an association of a measure of implicit or unconscious bias and lesser employment or career opportunities in academia for women than for men. No studies reported empirical evidence as thus defined. Reviews of unconscious bias identified via informal searches referred exclusively to studies that did not self-identify as addressing unconscious bias. Reinterpretations and misrepresentations of studies were common in these reviews. More empirical evidence about unconscious gender bias in academia is needed. With the present state of knowledge, caution should be exercised when interpreting data about gender gaps in academia. Ascribing observed gender gaps to unconscious bias is unsupported by the scientific literature.
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1. Introduction

Implicit or unconscious bias is commonly assumed to be responsible for women’s underrepresentation in academia. An increasing number of publications are concerned with gender gaps in academia and propose unconscious bias as a major cause. The theory about unconscious bias is being advanced not only in the scientific literature, but also in reports from governments, universities, and professional associations who call for action against it (e.g., [1–37]).

A commentary in the prestigious medical journal, Lancet, summarizes the situation succinctly:

“The concept of implicit bias, also termed unconscious bias, and the related Implicit Association Test (IAT) rests on the belief that people act on the basis of internalized schemas of which they are unaware and thus can, and often do, engage in discriminatory behaviors without conscious intent. This idea increasingly features in public discourse and scholarly inquiry with regard to discrimination, providing a foundation through which to explore the why, how, and what now of gender inequity”. [38]

The present article reviews the published empirical evidence about unconscious bias in academia in relation to women’s careers. The scope of the review includes publications that have used the term unconscious or implicit bias in the title, abstract, or keywords. These will be said to self-identify as being about unconscious bias. Reviews and commentaries about unconscious bias often refer to studies of bias against women in academia that do not self-identify as being about unconscious bias, but re-interpret them as being about unconscious bias. The present paper gives examples of such reinterpretations and discusses their validity.
2. Methods

2.1. Study Design

A systematic, qualitative review of the published literature of empirical data pertaining to unconscious gender bias in academia was performed. A quantitative synthesis (meta-analysis) was neither possible nor warranted in view of the findings of the qualitative review.

2.2. Data Collection

The literature search was made in Scopus and psycInfo. Scopus is the largest database of peer-reviewed papers, encompassing 46 million references from 19,500 journals from a wide range of disciplines. psycInfo is the most comprehensive database of psychological literature relevant for this review.

Titles, abstracts, and keywords were searched for the terms:

```
(("unconscious bias" AND (gender OR women OR woman)) OR ("implicit bias" AND (gender OR women OR woman)))
```

2.3. Data Analysis

A total of 425 publications were identified. A total of 321 were evaluated on the abstract alone, 98 were evaluated on the full paper, and 6 were not evaluable on the abstract alone, could not be found at the Royal Danish Library or on the WorldWideWeb, and were thus excluded.

After removal of book reviews, conference papers, conference reports, dissertations/theses, and publications about healthcare disparities, legal aspects of discrimination, and other publications not concerned with gender bias in academia, 137 remained.

Of these 137 publications, 54 reported original empirical data about gender bias, and 83 were editorials, commentaries, and reviews based on existing data. The 6 review papers were concerned with gender bias and gender gaps, and none of them encompassed a comprehensive review of implicit or unconscious bias in academia. All professed unconscious bias as a cause of gender disparities in academia.

2.4. Limitations of the Data Collection Method

Publications of interest may have been overlooked in the search, either as a result of incompleteness of the databases or the scope of the search. An informal check was made via Google Scholar for original data about unconscious gender bias in academia. The search in Google Scholar did not disclose original empirical data among the first dozens of hits. Google Scholar’s search algorithm prioritizes the highly cited publications [39]. In a setting with scarcity of original empirical data and a great interest of the scientific community in the subject, one would expect publications with actual empirical data to rise to the top of the search very quickly. Thus, the lack of such publications in the first pages of search results supports the absence in Scopus and psycInfo.

It is possible that studies whose aim was not to study unconscious bias might present evidence of unconscious bias even if the authors did not use the terms unconscious or implicit bias. This shortcoming of literature searches applies to any summary of evidence for a theory, but might be more pertinent when evidence is scarce. Indeed, commentaries, reviews, and reports commonly include re-interpretations of such publications as evidence in support of the theory. Some examples of such studies and the validity of their re-interpretation as being about unconscious bias have been included in the discussion section of this paper. These publications, which were not found in the search, are not included in the enumeration of the search results.

3. Results

In 18 of the 54 publications with original data, the data did not provide evidence of bias against women. The remaining 36 publications reported bias against women’s careers in academia [1–34,40,41].
Two of the 36 \[40,41\] did not clearly propose unconscious bias as an explanation of the findings. The 34 studies that did propose unconscious bias as an explanation of the findings were reviewed in order to identify studies showing an association of a measure of implicit or unconscious bias and an endpoint that could at least hypothetically indicate lesser employment or career opportunities for women. No publications of empirical data to document such an association could be identified.

Rojek et al. \[29\] present a typical example of a study that claims to address unconscious bias but, at closer inspection, turns out not to. The authors analyzed medical student evaluations and identified differences by gender, with, for example, the word “lovely” being used more often about women and “scientific” more often about men. The authors state that these findings “raise concern for implicit bias in narrative evaluation”. However, clearly, the study itself does not provide evidence in favor of this interpretation: For example, the evaluators could know very well that they regard the women as more lovely and the men as more scientific, in which case they would be consciously—as opposed to unconsciously—biased. They could, in principle, also be correct. The study can at most conclude that there was bias—with no qualified as to conscious or not. Though the study is compatible with unconscious bias, it does not demonstrate it. The study is typical in that it presents statistics about differential treatment of men and women in academia and concludes offhand that the statistics show unconscious bias. What should be demonstrated is taken for granted; the reasoning is circular.

Like the Rojek study, the 34 studies that purported to demonstrate unconscious bias in effect assumed the conclusion. This is further elaborated upon in the section “Petitio principii” below.

Figure 1 shows the annual number of publications for the 54 publications with original data and the 83 editorials, commentaries, and reviews. For both groups of publications, there is an increase over the last decade. It may be noted that the increase in publications with original data started after the increase in secondary publications. More than half of the publications are from 2018–2020.

![Figure 1.](image)

References from the literature search, with (54) and without (83) original data, by annual number.

The literature search did not identify systematic reviews of unconscious bias in academia. Two such reviews were identified by internet searches \[37,42\]. The original articles identified from these reviews are discussed below. There was no overlap between these references and the references identified in the literature search. Details about the studies that are mentioned in the text are shown in Table 1.
Table 1. Studies referenced as evidence for unconscious or implicit bias in the reviews and commentaries discussed below.

| Study/Referenced by   | Narrative of Study                                                                                                                                                                                                 |
|-----------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Steinpreis [43]/[37,42,44] | Two CVs were sent to 238 academic psychologists. The CVs came from a real-life scientist, but the name was changed to a traditional male or female name. The participants were asked to evaluate the applicants’ hirability, teaching, research, and service experience. There was an effect of the applicant’s gender (as indicated by the name) for the temporary job application, whereas there was no effect of the applicant’s gender on the evaluation of the tenure application. The study did not assess the impact of participants’ gender attitudes. No attempt was made to study unconscious bias, implicit bias, or heuristics. Whether the bias for the temporary job application was conscious or unconscious cannot be determined and, therefore, the study does not contribute evidence for the existence of unconscious gender bias. |
| Heilman [45]/[37]    | This is a literature review of research about job appraisals. There are no original data.                                                                                                                                                                                |
| Zogmaister [46]/[37]  | The study investigates the impact of various priming stimuli on, for example Implicit Association Test (IAT) responses to questions about group loyalty. There is no mention of evaluation of researchers, academic networks, or, for that matter, gender. The study does not address unconscious bias, implicit bias, or heuristics. |
| van den Brink [47]/[37] | This study is mainly based on in-depth interviews with 64 professors who had served on committees appointing professors in the Netherlands. The interviewees offered their views on the evaluation process. The paper brings a number of verbatim quotes, which seem to indicate overt, conscious bias against women. There is no attempt to quantify the observations, and no attempt to go behind the explicit statements was given by the interviewees. The study does not address unconscious bias, implicit bias, or heuristics. |
| van den Brink [48]/[37] | This study is mainly based on interviews with 21 scouts for candidates to fill positions as professors in academic medicine. The analysis “revealed a dominant pattern of recruitment by invitation by male scouts, leading to three gender mechanisms of inclusion and exclusion through formal/informal networking”. The paper brings a number of verbatim quotes, which seem to indicate overt, conscious bias against women. The study does not address unconscious bias, implicit bias, or heuristics. |
| Moss-Racusin [49]/[37,42,50] | In this study, an application for a position as laboratory manager was sent to a sample of 127 professors. All professors received the same application, the only difference being that the application had been randomly assigned a male or a female name. Participants were asked to rate the applicant’s competence, hirability, and potential salary as well as the mentoring that would be offered. The professors’ “subtle bias” against women was assessed with a questionnaire containing, among others, the questions: “It is easy to understand the anger of women’s groups in America.” “It is easy to understand why women’s groups are still concerned about societal limitations of women’s opportunities.” “Over the past few years, the government and news media have been showing more concern about the treatment of women than is warranted by women’s actual experiences.” The male-named applications were rated higher on all parameters than the female-named applicants. See main text for further discussion of this study. |
| Knobloch Westerwick [51]/[37] | A total of 243 scholars (MA or PhD level) were asked to rate 15 abstracts from a scientific conference. The abstracts were labeled with constructed author names that indicated male or female gender. The participants’ Gender Role Attitudes were assessed with questions like “It is more important for a wife to help her husband’s career than to have one herself” and “A wife’s most important task is caring for her children.” There was a gender bias in that the scientific quality of abstracts was rated higher for male than for female authors. The effect vanished when Gender Role Attitude was included in the statistical analysis model. In other words: The gender bias could be attributed to the participants’ explicit conservative gender norms. The study does not address unconscious bias, implicit bias, or heuristics. |
Table 1. Cont.

| Study/Referenced by | Narrative of Study |
|---------------------|--------------------|
| Maliniak [52]/[37]  | Citations of 3,000 articles were analyzed. After controlling for a large number of background factors, articles published by women were cited less often than articles published by men. Maliniak et al. offer two explanations: 1. That women cite themselves less than men, and 2. that there are networks of men that cite each other and women that cite each other. "Men tend to cite male-authored articles more than female-authored articles, and women tend to cite female-authored articles more than male-authored articles. This difference alone could account for the gender gap in citations since the number of men in IR [International Relations] is significantly higher than women." The study does not address unconscious bias, implicit bias, or heuristics. |
| West [53]/[37]      | The proportion of females among PhDs and the proportion of women among all with tenure in different time periods was compared to the proportion of female authorships in the same periods. The women had fewer authorships than should be expected based on their share of PhDs, but more than should be expected based on their share of tenure. In some subgroups, men had more first and last authorships than expected based on their overall proportion of authorships. The study did not take into account the seniority of the women. The proportion of women in academia increased substantially during the studied time period. Without thoroughly analyzing the effect of this as well as tenure, these data cannot be meaningfully interpreted. Even if the statistical analyses were made more meaningful, it is not clear how one would interpret, for example, a finding of fewer publications per year among women than among men, everything else being equal. Do men work harder? Do men produce more quantity but less quality? The dataset does not hold information to answer such questions. The authors of the publication clearly acknowledge this by saying: "The data do not allow us to uncover mechanisms that produce the gender disparities we find" (p. 6). The study does not address unconscious bias, implicit bias, or heuristics. |
| Kaatz [54]/[37]     | This is a review paper that does not present any new data. |
| MacNell [55]/[37,56]| Two instructors, one female and one male, taught an online anthropology/sociology course to four groups of students. Two groups were informed of the correct gender of the instructors, the other groups were told the opposite gender. Regardless of the actual gender of the instructor, the students rated the perceived female instructor lower than the perceived male instructor. The findings were, however, not statistically significant at the conventional 5% level. The study does not address unconscious bias, implicit bias, or heuristics. |
| McNutt [57]/[56]    | This is an Editorial in Science, summarizing a conference about implicit bias. There are no original data. |
| Lerback [58]/[56]   | Analyzing a large dataset from journals of the American Geophysical Union, the authors claim that journals invite too few women to review papers and that this puts women at a disadvantage in their academic careers. The analyses are, however, flawed. Proper analysis carried out on the publicly available data posted on Figshare shows that the women have a small advantage over the men (Skov and Knudsen, submitted to Nature). The study does not address unconscious bias, implicit bias, or heuristics. |
| Grogan [50]/[36]    | This publication is a secondary publication that refers to [49]. No original data. |

4. Discussion

The literature search did not identify any empirical data demonstrating a role of unconscious bias as a cause of gender gaps in academia. This notwithstanding, an increasing number of studies profess to report data about unconscious bias, and reviews, commentaries, editorials, and reports second the idea, especially in the last 4–6 years (Figure 1). The theory of implicit or unconscious bias originates in the two-system theory of the mind. Kahneman and others have proposed that the human mind processes information with two systems: System 1, which employs heuristics for quick decision making that does not need conscious processing, and System 2, which examines the available information more thoroughly and makes deliberate and reasoned decisions. Importantly, System 2 can overrule the automatic reactions of System 1; it can, as it
were, overcome the biases of System 1. However, it is, in Kahneman’s words, slow and lazy. We are, in other words, steeped in our prejudices unless we make an effort to overcome them [59].

System 1 uses heuristics, which are, in the simplest sense, rules of thumb that process information in a quick and efficient way. Unfortunately, this kind of thinking is also error-prone. Tversky and Kahneman described the representativeness, availability, and anchoring heuristics and the 20 types of biases that they can lead to in their seminal 1974 paper [60]. Many other heuristics have been described since [59].

Most of our behavior is decided by System 1. We would not get anything done if we were to rely on System 2 for everything. System 1 relies on our prejudices; for example, about gender roles, what women can do and cannot do. So, here you are: The biases that we see are due to System 1.

The model fills a gap that seems to have developed as expression of overt sexist views have become increasingly rare in academia. Few professors would vent the opinion that women are unsuited to be professors. Something other than explicit bias must be at play to explain why women seem to have less favorable careers in academia than men, and here, the theory of implicit bias is a godsend. Even though people do not express biased views, they may still make biased decisions, for example, when hiring staff.

The central tenet of the two-system theory is that we process information and make decisions with a psychological setup than can be biased. However, System 2, when called upon, can produce more worked-out rational decisions based on all available information. In short: Any decision can be biased, but it may not be. Potentially, the biases ensuing from heuristics could be present anywhere, and it is tempting to overstretch the theory to explain most anything. However, whether heuristics actually do play a role in a concrete setting cannot be decided without close inspection.

The two-system theory has been known since the 1970s. In the late 1990s, something decisive happened. Greenwald et al. [61] introduced an test method, the Implicit Association Test (IAT), which turned the attention unilaterally toward System 1. The test measures how long it takes for the test person to associate two pictures with each other; for example, how long it takes to associate “good” with a photo of a lean person compared to how long it takes to associate the word with an obese person. If the difference exceeds 0.3 seconds, the test will read out bias.

The IAT became big business. Millions have taken the test online and experienced it as an eye opener. Even people who thought they were neutral to weight, gender, sexual preferences, race, etc. find out that they are biased—according to the test.

Bias as measured by the IAT was soon held to be the explanation for racial discrimination, discrimination of women, obese, homosexuals, etc., and an industry of courses grew up that were designed to correct the biased. However, in recent years, evidence has mounted that the IAT does not predict behavior [62]. The reactions of System 1 as measured by IAT have no bearing on what we actually do. Even the inventors of the test have been forced to admit it [63].

In the meantime, System 2 had been forgotten. IAT measures events which play out in less than a second. However, no one makes a hire in a second. Conceivably, people consider carefully and, unless they are clearly chauvinists, control their heuristics and employ the best candidate. Whilst System 2 is neither the focus of Greenwald and Banaji or Kahneman, others have explored how System 2 is a corrective to System 1; for example, Stanovich [64]. Incidentally, Stanovich mentions the hiring of staff as an example where System 2 plays the dominant role [64] (p. 20).

Unconscious/implicit bias/heuristics could theoretically lead to discrimination of women in academia, but the theory is insufficient to substantiate the claim. There are theoretical reasons to believe that System 1’s tendencies to be biased may be countered by System 2. So, before concluding that there is unconscious gender bias in academia, one has to show that such bias is indeed present.

This crucial consideration seems to have been overlooked or neglected. How this has happened is not easily pinpointed. It is, however, possible to discern some of the methods by which the impression has been created of this being a well-established theory. The below discussion presents examples of reports and studies that have played a role in building the impression of evidence for implicit bias in
academia. The discussion does not purport to be exhaustive. Therefore, the following focuses on the principles, rather than the individual cases.

4.1. Fallacies of Argumentation

Some fallacies of argumentation are so old that they have Latin names.

4.1.1. Answer a Different Question (Ignoratio Elenchi)

One commonly applied method for creating the impression of evidence is the substitution of the question. If you cannot answer the real question, then answer a different one and conclude for the first, like so: If you cannot find evidence of unconscious bias against women, find something about bias against women and conclude that there is evidence for unconscious bias against women. The method was first described by Aristotle, but has probably been used as long as people have disagreed.

Gvozdanovic and Maes’s report, “Implicit bias in academia” [37], is a prime example of ignoratio elenchi. The report claims that implicit bias is a major hindrance for women’s careers in academia and further asserts that there is ample scientific evidence to support this claim. The report presents a literature review which is meant to substantiate this claim, but the reader will note that none of the referenced studies mention unconscious or implicit bias, only unqualified bias. I have gone through all publications (for details, see Table 1), and there is nothing about unconscious bias.

This is a main feature of the reports about unconscious bias: “Unconscious bias” is used about the supposed unconscious resistance to equal opportunities for men and women, whereas “bias” without “unconscious” is used when referencing studies of the phenomenon. The trick lies in the ambiguity. Implicit bias is the same as unconscious bias, which is the same as bias. Every article about bias is now an article about unconscious bias. What should be demonstrated is now proven just by juggling the words.

Cornish and Jones’ literature review “Unconscious bias and higher education” [42] uses the same method, although on a smaller scale. They only reference two articles, neither of which is about unconscious bias (see Table 1).

Atewologun et al. [65] (p. 11) open with the statement “[Unconscious Bias Training] is often designed, developed, and modified on the basis of the large body of research on unconscious bias” and justify this claim by stating that there is “ample research documenting the influence of stereotypes on workplace evaluations and decision making”. However, this is a different question from the one which is of interest here.

4.1.2. Invent Auxiliary Theories (Ad Hoc Hypotheses)

Sometimes, the data speak so clearly against the preconceived theory that the contradiction cannot be ignored. This is where ad hoc hypotheses are helpful.

A Danish “Taskforce for More Women in Research” appointed by the Ministry of Education and Research looked at data from the Danish universities [35]. The taskforce found that when there were qualified applicants of both genders for an academic position, the women had higher success rates than the men (this has been known since the 1990s, thanks to Bertel Ståhle’s analyses [66]). The taskforce proposed this ad hoc hypothesis:

“One interpretation of the numbers is that women may tend to apply later than men, that is, when they are more certain to be qualified. The female researchers are good once they are in a position to apply . . . , but there is likely to be a number of mechanisms which keep women from applying. It is a leadership task to address these”. [35] (p. 26, my translation)

There is no independent evidence for the ad hoc hypothesis. This notwithstanding, the taskforce pronounces this a problem that management must solve.

Lerback and Hanson [58] claim that journals invite too few women to review papers, and that this puts women at a disadvantage in their academic careers. Apart from their analyses being flawed
(Skov and Knudsen, submitted to Nature), Lerback and Hanson also find that articles authored by women have a higher chance of being accepted for publication than articles by male authors. They offer two explanations:

“It could imply that female . . . authors are enjoying ‘reverse sex discrimination’ . . . .
Or—and this is the possibility we favor—the higher acceptance rates reflect the authors’ more considered approach when submitting manuscripts, including better targeting of papers to a journal”.

Why do Lerback and Hanson favor the last hypothesis? It cannot be by way of their data.

4.1.3. Assume the Conclusion (Beg the Question, Petitio Principii)

The above literature search identified 34 publications of original data that were presented by the authors as evidence of or interpretable as unconscious or implicit bias [1–34]. At closer inspection, the studies might be compatible with the theory of implicit bias, but they did not provide independent empirical evidence to support the theory. All of these publications assumed the conclusion.

Another implementation of petitio principii is to create an expectation that the text includes an argument and then to present the data that are to be explained. Again, the work of Gvozdanovic and Maes [37] is exemplary. Under the heading “The impact of implicit gender bias on working conditions”, the report presents statistics about vertical segregation, gender pay gaps, and gender differences in temporary and permanent employment; in other words, the data that the report sets out to explain.

4.2. Misinformation

In addition to fallacies of argumentation, there are various types of misinformation.

4.2.1. Data do not Mean Anything. It Is the Story You Tell about the Data that Means Something

In one of the clearer examples of misinformation, the narrated story contradicts the referenced paper. Robertson et al. [56] consider whether there can be bias against women in the evaluation of scientific proposals and articles, and go on to say that “there is widespread evidence of the existence of “implicit bias” in science . . .”, referencing [57]. The source is a one-page summary of a conference. There are no data. Incidentally, the conference reported that women’s chances of getting a publication accepted were as high or higher than men’s. The implicit bias mentioned in the summary concerns authors from non-Western countries, not women.

Gvozdanovic and Maes [37] cite a paper by Maliniak et al. [52] in which 3000 papers were analyzed (see Table 1). Maliniak et al. concluded that men cite men and women cite women; therefore, women are less cited than men. Gvozdanovic and Maes make the following of it:

“Papers, ostensibly authored by males, acquire higher scores on quality than papers ostensibly authored by females”. [37] (p. 13)

The publications are, however, real, not “ostensibly authored”, and they were not scored for quality. There is no similarity between Gvozdanovic and Maes’ summary and the actual content of the paper.

The stories told about Moss-Racusin et al. [49] are more subtle. This study has become the mainstay in the literature about unconscious bias in academia, which is somewhat surprising considering that the study is not about unconscious bias, and, if it should give rise to any hypotheses about unconscious bias, it would be that unconscious bias is not the explanation of the study findings. As described in Table 1, professors rated male-named applications higher on all parameters than female-named applications. However, further analyses showed that this only applied to professors who had a negative attitude towards women as measured with the “subtle bias” questions. It may be assumed that the professors were quite aware of their negative attitude, so there was no unconscious bias there.
Considering the professors who did not have a bias against women, Moss-Racusin et al. must be understood to show that they did not discriminate against women. The theory about unconscious bias is that unconscious bias causes us to make the wrong choices even when we want to do the right thing. However, according to Moss-Racusin et al., those who wanted to do the right thing actually also did the right thing. As such, Moss-Racusin et al. speak against the hypothesis about unconscious bias.

This notwithstanding, Grogan [50] unreservedly claims that Moss-Racusin et al. showed unconscious bias:

“Importantly, faculty gender does not influence these results, meaning that unconscious gender bias is pervasive and not limited to a particular gender”. [50] (p. 4)

This is not what Moss-Racusin et al. show. The older reports stick to answering the question of whether the study shows discrimination. Cornish and Jones [42] (p. 8) write in their report about unconscious bias:

“... women in STEMM (science, technology, engineering, mathematics, and medicine) departments (Moss-Racusin et al, 2012) are just as likely to discriminate against female candidates as their male counterparts.”

Gvozdanovic and Maes [37] copy Cornish and Jones:

“... female natural scientists in science, technology, engineering, mathematics, and medicine (STEMM) departments (Moss-Racusin et al., 2012) are just as likely to discriminate against female candidates as their male counterparts.”

4.2.2. Create an Impression of More Data than There Are

In this strategy, commentaries and other secondary literature are cited as if they were original articles of empirical studies. New authors regularly appear who reference the same few studies. This creates the opportunity for referencing the new authors as if they presented new data. “She figures 2018”, a report from the European Commission, writes:

“It should be noted, however, that research also shows that unconscious gender bias in favor of men is not limited to male faculty members (Grogan, 2018)”. [36] (p. 129)

This looks as if Grogan reports new data about unconscious bias. This is not the case. Grogan is just interpreting Moss-Racusin et al. and does it erroneously—Moss-Racusin et al. do not demonstrate unconscious bias. There are many such examples, and they can only be disclosed by going back in the chain of publications; here, first to Grogan, then to Moss-Racusin et al. It usually turns out that the original data do not show what they are being cited for.

Again, Gvozdanovic and Maes [37] excel. They reference a review article, [54], which refers to another review article [45], which does not report what Gvozdanovic and Maes cite it for:

“For women to be deemed equivalently hirable, competent, or worthy of promotion in male-gender-typed professions, they must demonstrate a higher level of achievement than identically qualified men.”

The same text is, however, to be found in Kaatz et al. [54], whom Gvozdanovic and Maes have copied. None of it is about unconscious bias.

As noted above, some of the reviews and commentaries do not refer to publications that self-identify as being about unconscious bias, but (erroneously) re-interpret studies that do not self-identify as such. This is probably how the increase in the annual number of secondary publications has come to precede the increase in studies reporting original empirical data, as seen in Figure 1.

As always, the absence of proof does not prove absence. Under this viewpoint, there would be a need for further studies to demonstrate that unconscious bias does indeed explain at least part of
the gender gaps in women’s careers in academia. The prospects for producing such data would seem bleak, since unconscious bias is, almost by definition, difficult to study. A simple modification of the Moss-Racusin et al. study design might, however, be fruitful. As in the original study, applications that are identical except for the name could be sent to two groups of professors, asking them to rate the applications. The professors should indicate whether they had any gender preference for new hires to the position in question, and the data analysis should be restricted to those who indicated an egalitarian view. At first sight, this modification might seem counterproductive, since the purpose of the study would be given away and the professors could weigh their responses so as not to be biased against the female applicant—they could provide socially desirable replies. However, this is precisely how the experiment would address the core of the claim about unconscious bias: That our decisions are biased by prejudices that we are not aware of, and that we are basically unable to do what is deemed socially desirable.

Whether by this or other methods, more studies would seem warranted. Until more evidence is available, and as matters stand, caution should be exerted in the interpretation of gender gap statistics in academia. These cannot be ascribed off-hand to unconscious bias. There is not sufficient evidence to support this interpretation.

5. Conclusions

Gender gaps in academia are commonly ascribed to unconscious bias. However, inspection of the publications that advance this theory reveals a lack of empirical data and a multitude of argumentation fallacies and misrepresentations. Whereas unconscious bias could theoretically take place and produce gender gaps in academia, the theoretical possibility should not be a substitute for analyzing real data. No convincing data have been published.
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