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We prove that low-rank matrices can be recovered efficiently from a small number of measurements that are sampled from orbits of a certain matrix group. As a special case, our theory makes statements about the phase retrieval problem. Here, the task is to recover a vector given only the amplitudes of its inner product with a small number of vectors from an orbit. Variants of the group in question have appeared under different names in many areas of mathematics. In coding theory and quantum information, it is the complex Clifford group; in time-frequency analysis the oscillator group; and in mathematical physics the metaplectic group. It affords one particularly small and highly structured orbit that includes and generalizes the discrete Fourier basis: While the Fourier vectors have coefficients of constant modulus and phases that depend linearly on their index, the vectors in said orbit have phases with a quadratic dependence. In quantum information, the orbit is used extensively and is known as the set of stabilizer states. We argue that due to their rich geometric structure and their near-optimal recovery properties, stabilizer states form an ideal model for structured measurements for phase retrieval. Our results hold for $m \geq C_k r d \log(d)$ measurements, where the oversampling factor $k_r$ varies between $k_r = 1$ and $k_r = \sqrt{r}$ depending on the orbit. The reconstruction is stable towards both additive noise and deviations from the assumption of low rank. If the matrices of interest are in addition positive semidefinite, reconstruction may be performed by a simple constrained least squares regression. Our proof methods could be adapted to cover orbits of other groups.

I. MOTIVATION

A. Phase retrieval

Starting point of this paper is the phase retrieval problem [1]. The problem is to reconstruct an unknown vector $x \in \mathbb{C}^d$ from measurements of the form

$$y_k = |\langle a_k , x \rangle|^2 + \epsilon_k \quad 1 \leq k \leq m. \quad (1)$$

Here, the $a_1, \ldots, a_m \in \mathbb{C}^d$ model linear measurements and the $\epsilon_k$‘s additive noise. The phase retrieval problem occurs in many areas of science, for example in X-ray crystallography [2], astronomy [3, 4] and diffraction imaging [5, 6], as well as pure state quantum estimation theory [7–11].

While a number of (often heuristic) algorithms for solving the inverse problem (1) have long been used [12], a rigorous analysis is quite involved. Even in the absence of noise ($\epsilon_k = 0$), it is not obvious how many measurements are necessary, which measurements can be employed, and whether the vector $x$ can be recovered in a numerically stable and computationally efficient way.

Recently, techniques from convex optimization theory have been used with great success to analyze the phase retrieval problem. This ansatz is known as PhaseLift [13, 14]. Beyond suggesting an algorithm for reconstruction, it brings powerful methods—e.g. convex duality theory—into the fold. There is now a fast-growing body of literature (including [15–25]) using these tools to establish recovery guarantees for phase retrieval for a variety of measurement models.

The present paper is also based on PhaseLift, and we will review the technique in Section III below. However, our main focus lies on identifying a new class of measurement vectors $a_1, \ldots, a_m$ for which the phase retrieval problem can be proven to be well-posed. Consequently, we start the introduction by discussing these measurement models.

B. Measurement models

While some deterministic sets of measurements vectors for the phase retrieval problem have recently been described [11, 26–28], most constructions are randomized. The typical result states that if the $m$ vectors $a_k$ are drawn independently according to some distribution in $\mathbb{C}^d$, the inverse problem associated with (1) is well-posed with overwhelming probability. An incomplete and ad hoc classification of known examples might look as follows:

Gaussian or Haar distributions.—The strongest, easiest to prove, and earliest examples used Gaussian random vectors, or vectors drawn uniformly from the unit sphere (Haar distribution) [14, 15]. While powerful, this ensemble is rarely suitable in practical applications and gives no indication as to which particular properties are necessary for phase retrieval. These two deficits are addressed by the next two categories.

Ensembles modeled after particular applications.—Measurements modeling practical applications have been analyzed. An early example is given by the works on coded diffraction patterns that are motivated by problems arising in diffraction imaging [18, 19]. While

...
highly relevant, the arguments tend to be very specific to the particular use case.

**Designs.**—In contrast, one can ask for weak abstract properties of ensembles that are sufficient for phase retrieval. Since the proofs establishing recovery guarantees typically require information on higher moments $\mathbb{E}[a^{\otimes t}(a^*)^{\otimes t}]$ of the random measurement vectors, Ref. [16] analyzed the suitability of complex projective $t$-designs [29, 30] for phase retrieval, see also [31, 32]. These are ensembles that reproduce the first $2t$-th moments of the uniform distribution on the sphere. This program has been successful in the sense that excellent recovery guarantees for designs of degree $t \geq 4$ have been established [21]. At the same time, it has not yet lived up to some early expectations, because constructions known for infinite families of $4$-designs [33, 34] are arguably significantly less explicit and “well-structured” as is the case for $t = 3$ [35–37], or lower [38, 39]. Amending this situation was one of the motivations for the present work.

Here, we pursue a different route and establish representation-theoretic techniques for deriving recovery guarantees for measurement vectors sampled uniformly from orbits of matrix groups. We pay particular attention to the complex Clifford group and its orbit of stabilizer states, introduced below.

Stabilizer states have appeared in several areas of science. They are particularly central to quantum information theory. Therefore, this (and closely related [40]) results might find direct practical applications e.g. in quantum state estimation [41, 42].

Beyond that, however, we want to put forth the argument that stabilizer states provide an ideal model for phase retrieval measurements, due to their rich geometric structure and the near-optimal recovery guarantees that can be proved.

The remaining paragraphs of this section are somewhat subjective and speculative. Readers more interested in mathematical meat than meta-mathematical chatter should skip ahead.

To explain what we have in mind, we recall the situation for related inverse problems that can be tackled using convex optimization theory [43]: **compressed sensing** for sparse vectors, and **low-rank matrix recovery**.

Also in compressed sensing, first results pertained to Gaussian measurements [43–45]. Attention then quickly shifted to “more structured” models, with the most natural one being measurements sampled from the Fourier basis [46, 47]. Beyond its practical relevance, the high degree of a geometric and algebraic structure connected to Fourier vectors makes their study particularly fruitful. The absolutely tight bounds in [48] serve as one example.

The story is similar in low-rank matrix recovery. Initial results are for Gaussian measurements [49], with follow-up work concentrating on the practically relevant measurement model of random matrix elements [50–52]. A measurement model whose “high degree of structure” allows for a particularly simple analysis is given by the Pauli basis [53–56]. For example, the fact that it constitutes a unitary operator basis yields short proofs and tight bounds on the sampling rate. What is more, its rich algebraic structure has been a crucial ingredient to a matching converse bound [54, Theorem 15].

Arguably, a measurement model for phase retrieval, that would take up a role analogous to the ones plaid by the Fourier and Pauli bases, has not yet emerged. A main reason may be the lack of obvious candidates: There are just not that many infinite families of high-dimensional vector configurations that have been widely studied. To the present authors, the set of stabilizer states constitutes a worthy candidate for that role.

**II. STABILIZER STATES AND THE CLIFFORD GROUP**

Here, we introduce the concepts of stabilizer states and the (complex) Clifford group from various points of view. These, and related notions, have been discovered several times in different branches of science and mathematics, including quantum information theory [57], coding theory [58, 59], time-frequency analysis [60, 61], as well as mathematical physics and functional analysis [62–64].

Owing to the upbringing of the authors, we initially adopt the vantage point of quantum information, where these concepts go back to Ref. [57]. The textbook [65] treats them extensively. A point of view focused on connections to symplectic geometry is given in Refs. [37, 66]. Here, we mainly summarize results from these sources.

In Section II E, we comment on related groups and give some pointers to the literature of other fields (though we are by no means experts in this regard).

**A. Stabilizer states: Elementary approach**

In this section, we provide a concrete basis representation of stabilizer states. While very transparent, it turns out that calculations are best done using an indirect representation in terms of stabilizer groups or certain structures from symplectic geometry. This point of view is described in the following sections.

We first recall the definition of the Fourier basis associated with the discrete vector space $\mathbb{Z}_2^n$. To this end, we label the standard basis $\{e_x\}_x$ of $\mathbb{C}^{2^n}$ by vectors $x \in \mathbb{Z}_2^n$. A Fourier vector $f_i \in \mathbb{C}^{2^n}$ depends on a $\mathbb{Z}_2$-linear form $l : \mathbb{Z}_2^n \rightarrow \mathbb{Z}_2$ and has expansion coefficients given by

$$
(f_i)_x = 2^{-n/2} (-1)^{l(x)}.
$$

(2)

Essentially, stabilizer states are obtained by generalizing (2) to allow for a quadratic dependence of the phase on the label $x$. Indeed, the simplest type of stabilizer
state $\psi_q$ is defined by a quadratic form $q$ on $\mathbb{Z}_2^n$ and has expansion coefficients
\[ (\psi_q)_x = 2^{-n/2} (-1)^q(x). \] (3)

The most general form goes beyond Eq. (3) in two ways: (i) The non-zero coefficients can be restricted to an affine subset of $\mathbb{Z}_2^n$, and (ii) certain complex phase factors are also allowed. To be precise [67, 68]:

**Definition 1.** A stabilizer state $\psi \in \mathbb{C}^{2^n}$ is defined by the following data:

1. An affine subset $A \subset \mathbb{Z}_2^n$.
2. A quadratic form $q : A \to \mathbb{Z}_2$.
3. A linear form $l : A \to \mathbb{Z}_2$.

Its components are
\[ \psi_x = \begin{cases} |A|^{-1/2} i^{l(x)} (-1)^{q(x)} & x \in A \\ 0 & x \notin A. \end{cases} \]

More explicitly, recall that the standard inner product gives rise to a one-one correspondence between linear forms $l_y$ on $\mathbb{Z}_2^n$ and elements $y$ of $\mathbb{Z}_2^n$ via

\[ l_y(x) := \langle y, x \rangle = \sum_{i=1}^n y_i x_i \mod 2. \]

A quadratic form $q$ on $\mathbb{Z}_2^n$ is a function that can be written as
\[ q(x) = \sum_{i \leq j} q_{i,j} x_i x_j \mod 2, \] (4)
for some upper triangular matrix $q_{i,j}$. Because in characteristic 2, it holds that $x_i^2 = x_i$, Eq. (4) includes linear forms as a special case:

\[ \langle x, y \rangle = \sum_{i \leq j} \text{diag}(y)_{i,j} x_i x_j, \]

where $\text{diag}(y)$ is the matrix with the vector $y$ on its main diagonal. In particular, the Fourier basis is included in the set of stabilizer states.

Many properties of stabilizer states are known. E.g. they can be partitioned into disjoint sets of orthonormal bases; and the inner product between two stabilizer states depends essentially only on the basis they belong to. All these properties are hard to see from their basis expansion. The formalism of stabilizer groups, introduced next, is less explicit, but makes such computations much easier.

**B. Stabilizer states from stabilizer groups**

Stabilizer states can be defined implicitly as the common eigenvectors of maximal sets of commuting Pauli operators. To make this precise, define the Pauli operators on $\mathbb{C}^2$ as
\[ \sigma_{(0,0)} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \sigma_{(0,1)} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \]
\[ \sigma_{(1,0)} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma_{(1,1)} = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}. \] (5)

A Pauli operator $W_a$ on $\mathbb{C}^2 \otimes \cdots \otimes \mathbb{C}^2 \simeq \mathbb{C}^{2^n}$ is defined as the tensor product of $n$ such matrices:
\[ W_a := \sigma_{(a_1,a_2)} \otimes \cdots \otimes \sigma_{(a_{2^n-1},a_{2^n})}. \] (6)

Clearly, the index $a$ takes values in the $\mathbb{Z}_2$-vector space $\mathbb{Z}_2^{2n}$.

We denote the set of all Pauli operators on $\mathbb{C}^{2^n}$ by $\mathcal{P}_n = \{ W_a | a \in \mathbb{Z}_2^{2n} \}$.

The Pauli group $\mathcal{P}_n$ is the group generated by all the Pauli operators in $\mathcal{P}_n$. It turns out that the group consists of the Pauli operators multiplied by phase factors that are powers of the imaginary unit $i$.

\[ \mathcal{P}_n = \{ i^W | W \in \mathbb{Z}_2^{2n}, j \in \mathbb{Z}_4 \}. \]

**Definition 2.** A stabilizer group is a subgroup $S \subset \mathcal{P}_n$ of the Pauli group such that

1. $S$ is abelian,
2. $S$ does not contain $-\mathbb{I}$,
3. $S$ has cardinality$^1$ $|S| = 2^n$.

Because a stabilizer group $S$ is abelian, there is an eigenbasis common to all $W \in S$. It turns out that this basis is unique (up to phase factors) and given by stabilizer states. Every stabilizer state arises this way.

In fact, it suffices to consider the joint $(+1)$-eigenspace:

**Proposition 1.** There is a one-one correspondence between stabilizer states and stabilizer groups.

Given a stabilizer state $\psi \in \mathbb{C}^{2^n}$, the associated stabilizer group is
\[ S = \{ W \subset \mathcal{P}_n, | W \psi = \psi \}. \]

Given a stabilizer group $S \subset \mathcal{P}_n$, a projection onto the associated stabilizer state is
\[ \psi S^\perp = 2^{-n} \sum_{W \in S} W. \]

$^1$ There is a theory that generalizes stabilizer states to so-called stabilizer codes [57, 65] and, for that purpose, drops the restriction on the cardinality of $S$. However, we do not require these concepts in the present paper and thus stick to the more restrictive definition.
In quantum information theory, stabilizer states are usually introduced this way, and not using the basis representation we gave in the previous section. This explains the name.

C. The symplectic connection

There is a more abstract way to look at stabilizer states in terms of certain objects in discrete symplectic vector spaces (c.f. e.g. [37, 66] and references therein). We will briefly introduce this connection next.

Symplectic structures appear in the composition law and the commutation relation of Pauli operators. To explain this, let $J$ be the $2n \times 2n$ block-diagonal matrix with $n$ blocks of $\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ on the diagonal. Then

$$[a, b] = a^T J b$$

defines a symplectic form on $\mathbb{Z}_2^{2n}$. One can then verify that the commutation relation

$$W_a W_b = (-1)^{[a,b]} W_b W_a$$

holds. With a slight abuse of notation, the group law of the Pauli group can be written as

$$W_a W_b = W_{a+b},$$

where the arithmetic in the exponent of $i$ is to be performed modulo 4 (as opposed to in $\mathbb{Z}_2$).

We can use these relations to analyze the structure of stabilizer groups. Let $S \subset \mathcal{P}_n$ be a stabilizer group. It is of the form

$$S = \{ (-1)^{s(a)} W_a \mid a \in M \}$$

for some set $M \subset \mathbb{Z}_2^{2n}$ and some function $s : M \rightarrow \mathbb{Z}_2$. Pauli operators with complex coefficients $\pm i W_a$ cannot occur inside a stabilizer group, for else their square

$$(\pm i W_a)^2 = -1$$

would also be an element of the group, contrary to Definition 2.

Because $S$ is a group and because (8) states that composition of Pauli operators $W_a W_b$ corresponds to addition $a + b$ of their indices, it follows that $M$ is closed under addition and hence a subspace of $\mathbb{Z}_2^{2n}$. The fact that $S$ is abelian and the commutation relation (7) together imply that the symplectic form $\langle \cdot, \cdot \rangle$ vanishes on $M$. Such spaces are called isotropic in symplectic geometry. Finally, the fact that $|S| = 2^n$ means that $M$ has dimension $n$ as a subspace of $\mathbb{Z}_2^{2n}$. As isotropic subspaces can have at most half the dimension of the ambient vector space, this means that $M$ is a maximal isotropic subspace, or a Lagrangian subspace.

Next, we turn to the phase function $s : M \rightarrow \mathbb{Z}_2$ defined in (9). Its value can be chosen freely on a basis \(\{b_1, \ldots, b_n\}\) of $M$. This choice gives rise to a generating set

$$S = \{ (-1)^{s(b)} W_{b_1}, \ldots, (-1)^{s(b)} W_{b_n} \},$$

which extends $s$ uniquely to all of $M$. In this way, one obtains $2^n$ different stabilizer groups for any given $M$ and one can show that this set does not depend on the choice of basis for $M$.

The $2^n = d$ stabilizer states associated to any given Lagrangian subspace $M$ turn out to form an orthonormal basis for $\mathbb{C}^d$. Thus, the set of stabilizer states can be partitioned into disjoint orthonormal bases.

To summarize:

**Proposition 2.** A stabilizer group $S \subset \mathcal{P}_n$ can be specified by the following data:

1. A Lagrangian subspace $M \subset \mathbb{Z}_2^{2n}$.
2. A phase function $s : M \rightarrow \mathbb{Z}_2$, which can be freely chosen on a basis $\{b_1, \ldots, b_n\}$ of $M$.

The stabilizer group $S$ is then generated by the $n$ Pauli operators $(-1)^{s(b)} W_{b_k}$ for $k = 1, \ldots, n$.

D. Symmetries: The Clifford group

Most important for our analysis below is the fact that the set of stabilizer states affords a large, transitive symmetry group. To introduce it, we define the Clifford group as follows\(^2\).

**Definition 3.** The Clifford group $\text{Cl}_n$ is the normalizer of $\mathcal{P}_n$ inside of $U(2^n)$.

In other words, $\text{Cl}_n$ is the set of unitaries $U$ such that, for all Pauli operators $W_a$, it holds that

$$U W_a U^\dagger \in \mathcal{P}_n.$$ 

Because the Clifford group maps elements of the Pauli group to elements of the Pauli group under conjugation, it also maps stabilizer groups to stabilizer groups. By the

\(^2\)We remark that the term Clifford group sometimes refers to a minor variant of the group introduced here. Indeed, note that if $U \in \text{Cl}_n$, then so is $e^{i\phi}U$ for every phase $\phi$. For our purposes, these phase factors are unimportant. But often, it is desirable to work with a version of the Clifford group that includes as few phases as possible in the sense that its intersection with the center $Z = \{ e^{i\phi} \mid \phi \in \mathbb{R} \}$ of $U(2^n)$ is the smallest. One can find explicit generators for a group $\text{Cl}_n'$ which is identical to $\text{Cl}_n$ up to phases in that $\text{Cl}_n' / Z = \text{Cl}_n / Z$ and such that $\text{Cl}_n' \cap Z = \{ -1, 1, -i, i \}$, which is minimal [69]. We also remark that the term Clifford group is sometimes used to refer to the cover group of the orthogonal group that is given by the inverting elements inside a Clifford algebra. Despite this unfortunate coincidence in names, there seems to be no connection between this group and the one used here.
preceding sections, this means that the Clifford group maps stabilizer states onto stabilizer states. That action is known to be transitive—i.e. the set of stabilizer states forms an orbit under the Clifford group.

From Equation (7), it follows that for any pair of Pauli operators $W_a, W_b$ it holds that

$$W_a W_b W_a^T = \pm W_b.$$ 

Thus the Pauli group forms a subgroup of the Clifford group $\mathcal{P}_n \subset \mathcal{C}_n$.

More interesting is the quotient of the Clifford group up to phases and the Pauli group. To explain it, note that since an action by conjugation preserves group laws and since the group law (8) of the Pauli group is tied to both the linear structure and the symplectic form on $\mathbb{Z}_2^{2n}$, it seems plausible that discrete symplectic groups might play a role. This is indeed true. Let $\text{Sp}(2n, \mathbb{Z}_2)$ be the symplectic group composed of all $2n \times 2n$ matrices $F$ over $\mathbb{Z}_2$ that satisfy the relation

$$FF^T = J.$$ 

Then we have:

**Proposition 3.** For every $U \in \mathcal{C}_n$, there is a unique symplectic matrix $F \in \text{Sp}(2n, \mathbb{Z}_2)$ such that

$$UW_a U^T = (-1)^{f(a)} W_{Fa} \quad \forall a \in \mathbb{Z}_2^{2n},$$ 

where $f$ is a function from $\mathbb{Z}_2^{2n}$ to $\mathbb{Z}_2$. Conversely, for each symplectic matrix $F \in \text{Sp}(2n, \mathbb{Z}_2)$ there exists a $U \in \mathcal{C}_n$ and a suitable function $f$ such that the above equation is satisfied.

Note that Clifford unitaries of the form $e^{i\phi} UW_a$ for $\phi \in \mathbb{R}$ and $a \in \mathbb{Z}_2^{2n}$ induce the same symplectic transformation. In fact, the quotient of $\mathcal{C}_n$ up to the Pauli group and phase factors is isomorphic to $\text{Sp}(2n, \mathbb{Z}_2)$.

Thus, not only does the set of stabilizer states afford a transitive symmetry group, it is also true that the group has a geometric interpretation, in terms of symmetries of symplectic vector spaces. The geometric description of the Clifford group enables some explicit calculations that are crucial ingredients to our main result: Theorem 1. Indeed, this statement depends on an analysis of the representation theory of tensor powers of the Clifford group [69], which in turn relies on counting arguments involving orbits of tuples of vectors $(\psi_1, \ldots, \psi_\ell) \in (\mathbb{Z}_2^{2n})^{\times \ell}$ under the action of $\text{Sp}(2n, \mathbb{Z}_2^{2n})$ [35].

We feel that this lends credence to our earlier claim that their “rich geometric structure” makes stabilizer states into an ideal model measurement ensemble.

E. Related groups and uses in other fields

The Pauli group discussed in this paper is strongly related to the Heisenberg groups and their Weyl representations. These appear in a number of fields. The literature on this subject is vast and seems, unfortunately, to be quite disconnected. We will not describe a unifying theory here, but merely mention some examples and how they relate to this work.

A variant that is of importance in in quantum mechanics, functional analysis [64], and time-frequency analysis [60] involves operators acting on $L^2(\mathbb{R})$, the set of square-integrable functions on the real line. One way to approach it is to start with operators $P, Q$ that satisfy the canonical commutation relations

$$[Q, P] = i \mathbb{1}.$$ 

This relation makes the linear space spanned by $P, Q$ into a Lie algebra. The elements of the associated Lie group are sometimes referred to as Weyl operators and parameterized as

$$W_{p,q} = e^{-i\frac{1}{2}pq} e^{ipQ} e^{iqP}$$

for $(p, q) \in \mathbb{R}^2$. The group law can be verified to be

$$W_a W_b = e^{i\frac{1}{2}[a, b]_\mathbb{R}(a + b)},$$

for $a, b \in \mathbb{R}^2$ and $[\cdot, \cdot]$ the standard symplectic form on $\mathbb{R}^2$. This is clearly analogous to the corresponding law (8) for the Pauli group. The normalizer of the Weyl operators—i.e. the analogue of the Clifford group—is often called the metaplectic group and is related to the symplectic group $\text{Sp}(\mathbb{R}^2)$ [64]. In time-frequency analysis, Weyl operators are usually known as time-frequency shifts and the metaplectic group is sometimes referred to as the oscillator group [60]. The relatives of stabilizer states are complex Gaussian vectors that play an important role for example in quantum optics [70, 71].

The Weyl operators act on functions $\psi \in L^2(\mathbb{R})$ as

$$(W_{p,q}\psi)(x) = e^{-i\frac{1}{2}pq} e^{ixp} \psi(x - q).$$

This formula suggests a natural way to define discretized versions of the Weyl operators: Just re-interpret the numbers $p, q, x$ as elements of $\mathbb{Z}_d$ for some natural number $d$ to obtain versions of $W_{p,q}$ acting on $L^2(\mathbb{Z}_d) \equiv \mathbb{C}^d$. It turns out [72, 73] that the theory becomes slightly cleaner if one also changes the phase factor in (12) as

$$e^{-i\frac{1}{2}pq} \mapsto \tau^{pq}, \quad \tau := e^{-\pi i(d+1)/d} = (-1)^d e^{\pi i/d}.$$ 

This procedure does, in fact, define unitary operators on $\mathbb{C}^d$ (and recovers the Pauli operators $\overline{\Phi}_1$ when setting $d = 2$).

These discrete Weyl-Heisenberg operators are usually introduced from a different point of view. To state it, let $\{e_1, \ldots, e_d\}$ be the standard basis of $\mathbb{C}^d$ and define

$$X : e_k \mapsto e_{k+1},$$

$$Z : e_k \mapsto \omega_k^k e_k,$$

where $\omega_d := e^{-2\pi i/d}$. Then

$$e^{ip}\overline{Q} = \sum_{k=0}^{d-1} \omega_k^{kp} e_k,$$

and

$$e^{ip}\overline{P} = \sum_{k=0}^{d-1} e^{ikp} e_k.$$
where \( \omega_d = \exp(2\pi i/d) = \tau^d \) is a \( d \)-th root of unity. Then the discrete Weyl-Heisenberg operators can also be written as

\[
W_{p,q} = \tau^{pq}X^pZ^q.
\] (13)

These operators are also known as generalized Pauli operators.

Once again, one can define an associated Clifford group as the normalizer of these \( W_{p,q} \)'s and introduce stabilizer groups and states that are compatible with this structure.

Further related groups and applications come from coding theory. With every binary code, one can associate the weight enumerator polynomial whose coefficients encode the number of codewords of a given weight. For certain classes of self-dual codes, one can fairly easily see that these polynomials are invariant under an associated symmetry group [58]. The complex Clifford group used in this paper appears here, but also a real-valued variant, which is more commonly studied in this context [59]. In our language, the real Clifford group arises as the normalizer of the group generated by the real Pauli operators. This real group arises in many other contexts, e.g. as the symmetry group of the Barnes-Wall lattice. A good starting point to the literature covering this approach is the book [59] (in particular the background section of their Chapter 6).

Given all these similarities, it is natural to ask whether the low-rank recovery results of the present paper can be adapted to these more general Clifford groups and stabilizer states.

For the set of Weyl operators that appear in (13), it seems clear that if similar results could be established, new techniques would have to be developed for this purpose. Indeed, our proof relies crucially on the representation theory of the fourth tensor power of the Clifford group [69, 74] to derive bounds on the 8th moments of random vectors sampled from orbits. It is known [35, 36] that the representation theory of the particular Clifford group studied here behaves differently from its cousins already for the third tensor power. What is more, there is a precise sense in which the moment bounds are worse for these more general stabilizer states: they fail to form a complex projective 3-design [37]. We refer to Section V below for an introduction of the design concept.

Deciding whether our results can be translated to the more general case despite these obstacles is an interesting open problem.

The situation might be better for the real Clifford group. Here, analogous representation-theoretic results to those proven in [69] in the complex case had been known for some time [59, 75].

Deciding whether our results can be translated to the more general case remains an interesting open problem.

### III. CONVEX LOW-RANK RECOVERY AND PHASELIFT

Here, we briefly review some basic facts from the theory of convex low-rank recovery. We refer to Ref. [43] for a more thorough introduction.

Building on ideas from compressed sensing [43], low rank matrix recovery aims at reconstructing unknown \( d \times d \) matrices \( X \) of rank \( r \) from few noisy linear measurements of the form

\[
y_k = \text{tr} (A_k X) + \epsilon_k \quad 1 \leq k \leq m.
\] (14)

For simplicity, the present paper restricts attention to hermitian matrices \( A_k \in H_d \) — though we expect that standard constructions can be used to lift this assumption, see e.g. [54]. The measurement model (14) can be written more succinctly as

\[
y = A(X) + \epsilon,
\]

where \( y = (y_1, \ldots, y_m)^T \in \mathbb{R}^m \) represents the measurement data, \( \epsilon = (\epsilon_1, \ldots, \epsilon_m)^T \) denotes additive noise corruption and \( A : H_d \to \mathbb{R}^m \) is the measurement operator

\[
A(Z) = \sum_{k=1}^m \text{tr} (A_k Z) \epsilon_k,
\]

with \( \epsilon_1, \ldots, \epsilon_m \) being the standard basis of \( \mathbb{R}^m \).

For many measurement models, it has been proven that low-rank matrices can be recovered efficiently using a constrained nuclear norm minimization:

\[
\begin{align*}
\text{minimize} & \quad \|Z\|_1 \\
\text{subject to} & \quad |A(Z) - y|_{\ell_q} \leq \eta, \quad 1 \leq q \leq \infty.
\end{align*}
\] (15)

Here, \( \eta \geq \|\epsilon\|_{\ell_q} \) is an upper bound on the noise corruption in (14) and the nuclear norm \( \|Z\|_1 = \sum_{k=1}^d |\lambda_k(Z)| \) corresponds to the \( \ell_1 \)-norm of the vector of eigenvalues of \( Z \). Analytic reconstruction guarantees for low rank matrix reconstruction via (15) have been established for \( m = \text{Crdpoly}(d) \) sufficiently random measurements [43, 49, 51, 54, 55].

Phase retrieval—i.e. the problem of recovering a complex vector \( x \in \mathbb{C}^d \) from measurements of the form (1)—can also be re-cast as a particular instance of matrix recovery:

\[
y_k = |\langle a_k, x \rangle|^2 + \epsilon_k = \text{tr} (a_k a_k^* x x^*) + \epsilon_k.
\] (16)

This matrix formulation—expressing the quadratic relations on \( x \) in terms of linear relations on its outer product \( X = x x^* \)—is called a lifting [13, 76]. Because the unknown quantity is now represented by a rank-one matrix, \( X = x x^* \), it is natural to use the convex reconstruction protocol (15) for recovery. This approach is called
PhaseLift and it has been shown that $m = Cn \log(n)$ random Gaussian measurement vectors $a_1, \ldots, a_m \in \mathbb{C}^d$ suffice to guarantee that PhaseLift recovers an unknown vector $x \in \mathbb{C}^d$, up to a global phase factor, with high probability [14].

The matrices $X = xx^*$ associated with PhaseLift are not only rank-one, but also positive semidefinite: $X \succeq 0$. Using this additional constraint, one can reduce PhaseLift to a feasibility problem [15, 77]. For instance, already $m = Cn$ Gaussian measurements suffice to reconstruct any $x \in \mathbb{C}^d$ via solving

$$Z^* = \arg\min_{Z \succeq 0} \|A(Z) - y\|_{\ell_0}$$

with $q = 1$ [15]. This reconstruction has an added benefit: it does not require an a priori noise bound $\eta$ as additional input. The reconstruction error—measured in Frobenius norm $\|Z\|_2 = \sqrt{\text{tr}(Z^*Z)}$—scales directly proportional to the true noise level [15]:

$$\|Z^* - xx^*\|_2 \leq C_2 \frac{\epsilon}{m} \ell_1.$$

Going back from matrices to vectors, there exists a global phase $\phi \in [0, 2\pi]$ such that the largest eigenvector $z^*$ of $Z^*$ obeys

$$\|z^* - e^{i\phi} x\|_{\ell_2} \leq C_2 \min \left\{ \|x\|_{\ell_2}, \frac{\|x\|_{\ell_2}}{\|x\|_{\ell_2}} \right\}$$

c.f. [15, Theorem 1.3].

These PhaseLift results can be generalized to cover recovery of hermitian matrices with higher rank. For instance, [21, Theorem 2] implies that with high probability $m \geq Crn$ random Gaussian measurements $A_k = a_k a_k^*$ suffice to reconstruct any hermitian rank-$r$ matrix $X$ via (15). If $X \in H_d$ is also positive semidefinite, then reconstruction may be done via (17) with $1 \leq q \leq \infty$ [25, Theorem 4]. This reconstruction is not only stable with respect to noise corruption, but also robust towards the model assumption of low rank. The minimizer $Z^*$ of (17) obeys

$$\|Z^* - X\|_2 \leq \frac{C_2}{\sqrt{r}} \sigma_r(X) + C_3 \frac{\epsilon}{m^{\delta}} \ell_4,$$

where

$$\sigma_r(X) = \inf \{ \|X - Z\|_1 : \text{rank}(Z) = r \}$$

is the nuclear norm error of the best rank-$r$ approximation to $X$.

IV. RESULTS: LOW-RANK RECOVERY FROM CLIFFORD ORBITS

In this work, we prove guarantees for low-rank recovery from Clifford orbits.

More precisely, set $d = 2^n$ for some $n$, fix $z \in \mathbb{C}^d$ with $\|z\|_{\ell_1} = 1$ and let $zz^*$ be the projection operator onto $z$. The Clifford orbits we are concerned with are the sets

$$\text{Cl}_n \cdot zz^* = \{ Uzz^*U^\dagger \mid U \in \text{Cl}_n \}.$$

Sometimes, we find it advantageous to talk about the vectors $Uz$, rather than their projections. The two points of view are consistent if we set

$$\text{Cl}_n \cdot z = \{ Uz \mid U \in \text{Cl}_n \} / \{ e^{i\phi} \}_\phi,$$

where the quotient means that if two vectors differ by a phase $Uz = e^{i\phi} U_2 z$, we retain only one of them (equivalently: we work in projective space). These orbits are always finite.

The quality of the recovery guarantee depends on a measure of sparsity of the expansion coefficients of $zz^*$ with respect to the Pauli basis. To state that measure, consider a general hermitian matrix $Z$. Then

$$Z = \sum_{a \in \mathbb{Z}_2^n} 2^{-n/2} (\text{tr} W_a Z) W_a.$$

Thus, up to normalization constants, the expansion coefficients are given by the characteristic function $\mathbb{E}(z) : \mathbb{Z}_2^n \rightarrow \mathbb{R}$ of $Z$. It is defined as

$$\mathbb{E}(Z)(a) := \text{tr} (W_a Z), \quad a \in \mathbb{Z}_2^n. \quad (19)$$

(The same function is called the spreading function in time-frequency analysis [60, 61, 78, 79].)

Our bounds turn out to depend on the $\ell_4$-norm of this function:

$$\|\mathbb{E}(zz^*)\|_{\ell_4} = \left( \sum_{a \in \mathbb{Z}_2^n} (\text{tr} W_a zz^*)^4 \right)^{1/4}. \quad (20)$$

The definition of the Clifford group as the normalizer of the Pauli implies that this quantity is constant along Clifford orbits. Smaller values of $\|\mathbb{E}(zz^*)\|_{\ell_4}$ turn out to lead to better recovery guarantees. At the same time, the number of non-zero coefficients of the characteristic function is lower-bounded by $d^2 \|\mathbb{E}(zz^*)\|_{\ell_4}^{-4}$. In this sense, Clifford orbits are connected with good recovery guarantees only if their elements have a "spread out" or "dense" characteristic function.

More precisely, the following quantity

$$\kappa(z, r) := \left( \frac{r}{d} \|\mathbb{E}(zz^*)\|_{\ell_4}^{-4} + 1 \right)^{2}. \quad (21)$$

appears in the sampling rate of our main result.

3 To explain the origin of the terminology, recall that in probability theory, the characteristic function is the Fourier transform of a probability distribution. The quantum analogue of a distribution is a density operator and the expansion of a density operator with respect to the Weyl-Heisenberg group plays an analogous role, in quantum probability theory, to the classical characteristic function (cf. e.g. [66, 70]).
Theorem 1 (Main Theorem, general version). Let $d = 2^n$ for some $n \in \mathbb{N}$, $z \in \mathbb{C}^d$ with $\|z\|_{\ell_2} = 1$, and $1 \leq r \leq d$. Choose
\[ m \geq C_1 \kappa(z,r) rd \log(d) \] (22)
measurements $A_k = a_k a_k^*$ independently and uniformly at random from the Clifford orbit $\text{Cl}_n \cdot z z^*$. Then with probability at least $1 - e^{-\kappa(z,r)^2 m/2}$ any hermitian rank-$r$ matrix can be recovered from these measurements in the following sense:

For every hermitian rank-$r$ matrix $X$ and every $q \in [1, \infty]$, the minimizer $Z^*$ of the convex optimization problem (15) fulfills
\[ \|Z^* - X\|_2 \leq \frac{C_2}{\sqrt{r}} \sigma_f(X) + C_3 \sqrt{\kappa(z,r) rd m^{-\frac{3}{4}}} \eta \] (23)
where $\eta$ is the noise bound from (15) and the approximation error $\sigma_f(X)$ was defined in (18). Here, $C_1, C_2, C_3$ denote sufficiently large constants and the constant $\gamma$ is sufficiently small.

Note that we have normalized the measurement vectors such that $\|a_k\|_{\ell_2} = 1$. Other normalization conventions are also common. For example, Gaussian random measurements have an expected length of $\|a_k\|_{\ell_2} \simeq \sqrt{d}$. If we drop this normalization restriction, the noise bound in (23) generalizes to

\[ C_3 \sqrt{\kappa \left( \frac{z}{\|z\|_{\ell_2}}, r \right)} \frac{d}{\|z\|_{\ell_2}} m^{-\frac{3}{4}} \eta. \]

Using the Gaussian normalization, the noise bound becomes independent of the ambient dimension $d$.

We prove Theorem 1 by following techniques presented in [25]: we establish a strong notion of a matrix-valued null space property—see Definition 5 below—by invoking Mendelson’s Small Ball Method [23, 80, 81]. In order to do so, we employ recent insights about the fourth moments of the Clifford group. These are described in our companion paper [69].

Theorem 1 depends on the parameter $\kappa(z,r)$. According to Ref. [69] it obeys
\[ \left( \frac{r}{d+1} + 1 \right)^2 \leq \kappa(z,r) \leq (r+1)^2 \] (24)
and the upper bound is saturated for stabilizer states. Thus, Theorem 1 requires a sampling rate of
\[ m \geq 2C_1 r^3 d \log(d) \]
for randomly chosen stabilizer state measurements. We believe that this worst case scaling in the rank parameter $r$ is an artifact of the proof technique. In contrast to this, typical orbits $\text{Cl}(z)$ obey [69]
\[ \kappa(z,r) \leq \frac{6r}{d+1} + 1 \leq 7 \]
and the impact of $\kappa(z,r)$ on the sampling rate (22) is negligible.

As explained in Section III, if the matrices $X$ are assumed to be positive semi-definite, one can sometimes use the convex optimization problem (17) instead of (15) for recovery. The most obvious advantage is that (17) does not require an estimate for the strength of the noise vector $e$. Our second main result makes this precise for Clifford orbit measurements.

Theorem 2 (Main Theorem, PSD version). The statements of Theorem 1 continue to hold under the following substitutions:

- The lower bound on the probability of success is weakened to $1 - (d+1)e^{-\frac{m}{2\pi r}}$.
- The statement ranges over Hermitian matrices $X$ of rank $r$, which are in addition assumed to be positive-semidefinite.
- The reconstruction $Z^*$ is now given by the minimizer of the convex optimization problem in Eq. (17), for an arbitrary choice of $q \in [1, \infty]$.
- The number $\eta$ in (23) is replaced by $\|e\|_{\ell_q}$, the true noise strength, with $q$ the same as above.

Explicit bounds on the constants $C_1, C_2, C_3, \gamma$ that appear in the two main theorems can in principle be extracted from our proofs. If one is only interested in the statement of Theorem 1 alone (as opposed to both Theorem 1 and Theorem 2), the constants improve somewhat.

Phase retrieval via PhaseLift is a particular case of matrix reconstruction, where $X = xx^*$ is both positive semidefinite and rank-one. In this case, the bound in (24) becomes $\kappa(z,1) \leq 4$ and Theorem 2 implies the following statement:

Corollary 1 (PhaseLift with Clifford orbit measurements). Let $d = 2^n$ and $z \in \mathbb{C}^d$ with $\|z\|_{\ell_2} = \sqrt{d}$. Choose
\[ m \geq 4C_1 d \log(d) \] (25)
and the impact of $\kappa(z,r)$ on the sampling rate (22) is negligible.

As explained in Section III, if the matrices $X$ are assumed to be positive semi-definite, one can sometimes use the convex optimization problem (17) instead of (15) for recovery. The most obvious advantage is that (17) does not require an estimate for the strength of the noise vector $e$. Our second main result makes this precise for Clifford orbit measurements.

Theorem 2 (Main Theorem, PSD version). The statements of Theorem 1 continue to hold under the following substitutions:

- The lower bound on the probability of success is weakened to $1 - (d+1)e^{-\frac{m}{2\pi r}}$.
- The statement ranges over Hermitian matrices $X$ of rank $r$, which are in addition assumed to be positive-semidefinite.
- The reconstruction $Z^*$ is now given by the minimizer of the convex optimization problem in Eq. (17), for an arbitrary choice of $q \in [1, \infty]$.
- The number $\eta$ in (23) is replaced by $\|e\|_{\ell_q}$, the true noise strength, with $q$ the same as above.

Explicit bounds on the constants $C_1, C_2, C_3, \gamma$ that appear in the two main theorems can in principle be extracted from our proofs. If one is only interested in the statement of Theorem 1 alone (as opposed to both Theorem 1 and Theorem 2), the constants improve somewhat.

Phase retrieval via PhaseLift is a particular case of matrix reconstruction, where $X = xx^*$ is both positive semidefinite and rank-one. In this case, the bound in (24) becomes $\kappa(z,1) \leq 4$ and Theorem 2 implies the following statement:

Corollary 1 (PhaseLift with Clifford orbit measurements). Let $d = 2^n$ and $z \in \mathbb{C}^d$ with $\|z\|_{\ell_2} = \sqrt{d}$. Choose
\[ m \geq 4C_1 d \log(d) \] (25)
and the impact of $\kappa(z,r)$ on the sampling rate (22) is negligible.

As explained in Section III, if the matrices $X$ are assumed to be positive semi-definite, one can sometimes use the convex optimization problem (17) instead of (15) for recovery. The most obvious advantage is that (17) does not require an estimate for the strength of the noise vector $e$. Our second main result makes this precise for Clifford orbit measurements.

Theorem 2 (Main Theorem, PSD version). The statements of Theorem 1 continue to hold under the following substitutions:

- The lower bound on the probability of success is weakened to $1 - (d+1)e^{-\frac{m}{2\pi r}}$.
- The statement ranges over Hermitian matrices $X$ of rank $r$, which are in addition assumed to be positive-semidefinite.
- The reconstruction $Z^*$ is now given by the minimizer of the convex optimization problem in Eq. (17), for an arbitrary choice of $q \in [1, \infty]$.
- The number $\eta$ in (23) is replaced by $\|e\|_{\ell_q}$, the true noise strength, with $q$ the same as above.

Explicit bounds on the constants $C_1, C_2, C_3, \gamma$ that appear in the two main theorems can in principle be extracted from our proofs. If one is only interested in the statement of Theorem 1 alone (as opposed to both Theorem 1 and Theorem 2), the constants improve somewhat.

Phase retrieval via PhaseLift is a particular case of matrix reconstruction, where $X = xx^*$ is both positive semidefinite and rank-one. In this case, the bound in (24) becomes $\kappa(z,1) \leq 4$ and Theorem 2 implies the following statement:

Corollary 1 (PhaseLift with Clifford orbit measurements). Let $d = 2^n$ and $z \in \mathbb{C}^d$ with $\|z\|_{\ell_2} = \sqrt{d}$. Choose
\[ m \geq 4C_1 d \log(d) \] (25)
and the impact of $\kappa(z,r)$ on the sampling rate (22) is negligible.

As explained in Section III, if the matrices $X$ are assumed to be positive semi-definite, one can sometimes use the convex optimization problem (17) instead of (15) for recovery. The most obvious advantage is that (17) does not require an estimate for the strength of the noise vector $e$. Our second main result makes this precise for Clifford orbit measurements.
normalization $\|z\|_{\ell_2} = \sqrt{d}$ to match the typical scaling of Gaussian random vectors and facilitate a direct comparison with Ref. [15]. Corollary 1 provides a theoretical justification for our prior numerical observation that random stabilizer measurements show close-to-optimal behavior as measurements for phase retrieval [16, Section 2].

We do not know whether the log-factor in Eq. (25) is necessary or not. In the case of Pauli measurements, one can prove the necessity of a log-factor by considering the recovery of stabilizer states [54, Theorem 15]. This suggests trying to establish a lower bound on $m$ by analyzing the recovery of stabilizer states under stabilizer measurements. However, heuristic arguments (Appendix VII) indicate that this strategy is bound to fail. We therefore leave it as an open problem to determine whether or not the scaling of the sampling rate $m$ can be made linear in the dimension $d$, or whether a logarithmic correction is required.

V. MOMENTS OF GROUP ORBITS

Our results make use of representation theory to proof recovery guarantees for measurements that are sampled from group orbits. While we apply it only to the Clifford group, the technique is more general than that. In this section, we introduce the underlying concepts.

In our analysis of the probabilistic construction of the measurement operator $A$, we will make essential use of finite moments of the random vectors $a_k$. Here, we define the $2t$-th moments of a random vector $a \in \mathbb{C}^d$ as

$$\mathbb{E} \left[ a^\otimes t (a^*)^\otimes t \right]$$

(we will not make use of moments of odd degree.) To give an example, we consider the cases where $a$ is a random Gaussian, or a vector drawn uniformly from the unit-sphere in $\mathbb{C}^d$. In these cases, there is a simple, explicit expression for the moments. Indeed, let $S_t$ be the symmetric group on $t$ symbols and consider its representation on $(\mathbb{C}^d)^\otimes t$ by permuting tensor factors:

$$\pi x_1 \otimes \cdots \otimes x_t = x_{\pi_1} \otimes \cdots \otimes x_{\pi_t}, \quad \forall x_k \in \mathbb{C}^d, \pi \in S_t.$$ 

Let $\text{Sym}^t(\mathbb{C}^d)$ be the totally symmetric subspace, i.e. the subspace of $(\mathbb{C}^d)^\otimes t$ on which $S_t$ acts trivially. Let $P_{[t]}$ be the orthogonal projection onto it. It is clear that $a^\otimes t \in \text{Sym}^t(\mathbb{C}^d)$ with probability one. Therefore, the $2t$-th moments as defined in Eq. (26) is a Hermitian operator with support in $\text{Sym}^t(\mathbb{C}^d)$. For Gaussian or uniform random vectors, one can show (see below) that it is, in fact, proportional to the projection onto the totally symmetric subspace:

$$\mathbb{E} \left[ a^\otimes t (a^*)^\otimes t \right] = c_t P_{[t]},$$

with normalization constant

$$c_t = \frac{\mathbb{E} [\|a\|_{\ell_2}^{2t}]}{\dim \text{Sym}^t(\mathbb{C}^d)}.$$ 

Often, one can cast the analysis of randomized constructions into a form that only makes use of $2t$-th moments up to some finite value of $t$. This has been used in particular for the analysis of PhaseLift [16, 21, 32]. The strongest result, established in Ref. [21], shows that any random vector whose $4$-th moments match the ones of vectors drawn uniform from the sphere, performs essentially optimally for PhaseLift. Such ensembles have a name [29, 30]:

**Definition 4.** A random vector $a \in \mathbb{C}^d$ taking values on the complex unit-sphere is called a complex projective $t$-design if its $2t$-th moment is proportional to the projection $P_{[t]}$ onto the totally-symmetric subspace.

With the relevance of moment calculations for phase retrieval established, it is natural to ask how to identify natural random vectors whose moments can be computed. A simple but powerful approach to this problem is to relate moments to symmetries [82]. Indeed, assume that $a$ is drawn from some set $S \subset \mathbb{C}^d$. Let $G$ be a subgroup of the unitary group $U(d)$ such that the distribution on $S$ is $G$-invariant (if $S$ is finite and $a$ is drawn uniformly from $S$, this just means that $G$ acts on $S$). Then clearly, for every $U \in S$, the operator $U^\otimes t$ commutes with $\mathbb{E} \left[ a^\otimes t (a^*)^\otimes t \right]$. This allows us to invoke Schur’s Lemma: Let

$$\text{Sym}^t(\mathbb{C}^d) = \bigoplus_{\lambda} V_{\lambda} \otimes \mathbb{C}^{d_{\lambda}},$$

be the decomposition of $\text{Sym}^t(\mathbb{C}^d)$ into irreps $V_{\lambda}$ of $G$ with multiplicity $d_{\lambda}$. Then Schur’s Lemma says that

$$\mathbb{E} \left[ a^\otimes t (a^*)^\otimes t \right] = \bigoplus_{\lambda} P_{\lambda} \otimes B_{\lambda},$$

where $P_{\lambda}$ is the identity on $V_{\lambda}$ and $B_{\lambda}$ a suitable matrix acting on the multiplicity space $\mathbb{C}^{d_{\lambda}}$. If all irreps are non-degenerate, i.e. $d_{\lambda} = 1 \forall \lambda$, the expression simplifies to

$$\mathbb{E} \left[ a^\otimes t (a^*)^\otimes t \right] = \bigoplus_{\lambda} \beta_{\lambda} P_{\lambda},$$

for suitable $\beta_{\lambda} \in \mathbb{C}$. This turns out to be the case for the groups we are interested in.

This analysis allows us to give a one-line proof of Eq. (27): The formula follows from the fact that the Gaussian and the Haar distribution are invariant under $U(d)$ and that $U(d)$ acts irreducibly on $\text{Sym}^t(\mathbb{C}^d)$ for every $t, d$.

More generally: Let $G \subset U(d)$ be a group such that $G$ acts irreducibly on $\text{Sym}^t(\mathbb{C}^d)$. Then by the above discussion, the orbit of any normalized vector $z \in \mathbb{C}^d$
under $G$ is a complex projective 4-design and therefore, Ref. [21] establishes near-perfect recovery guarantees for PhaseLift with measurements sampled from this orbit. (Ref. [16] gives weaker results, but makes non-trivial statements already for 3-designs.)

The analysis in Ref. [21] uses 4-th moments to establish certain large-deviation bounds on quantities associated with the random vectors. If a random vector $a$ fails to be a 4-design, these arguments cannot be used directly. However, the technical premise of this paper is that the proofs can sometimes be adapted. Indeed, if the measurement ensemble affords a symmetry group that is sufficiently large such that $\text{Sym}^d(\mathbb{C}^d)$ decomposes into few, simple, and ideally non-degenerate representation spaces, then it might be feasible to bound all necessary quantities from Eqs. (28), (29).

Motivated by this, the present authors were part of a collaboration that computed the representation theory of the Clifford group acting on $\text{Sym}^d(\mathbb{C}^d)$ [69]. While it was already known that the action could not be irreducible [35–37], the “second best” scenario turned out to be realized: There are only two, non-degenerate irreducible representations. What is more, there is a simple description of these irreps. The results from [69] required in this paper are summarized in the following theorem:

**Theorem 3 ([69])**. Let $d = 2^n$ and let $P_{4[t]}$ denote the projector onto the totally symmetric subspace $\text{Sym}^4(\mathbb{C}^d)$. Let

$$Q = \frac{1}{d^2} \sum_{a \in \mathbb{Z}_2^d} W^4_{\text{Cl}}(a)$$

and define

$$P_+ = P_{4[t]}Q, \quad P_- = P_{4[t]}(1 - Q).$$

Then $\{P_+, P_-\}$ are the projections onto the irreducible representations of $\text{Cl}_n$ within $\text{Sym}^4(\mathbb{C}^d)$.

In particular, if $a$ is drawn uniformly from a Clifford orbit $\text{Cl}_n \cdot z$ with $\|z\|_{\ell_2} = 1$, it holds that

$$\mathbb{E} \left[ a^{4z} (a^*)^{4z} \right] = \beta_+(z)P_+ + \beta_-(z)P_-,$$

with coefficients

$$\beta_+(z) = \frac{6}{(d + 2)(d + 1)d^2} \| \Xi(z) \|_{4,t}^4,$$

$$\beta_-(z) = \frac{24(1 - \frac{1}{d^2})\| \Xi(z) \|_{4,t}^4}{(d + 4)(d + 2)(d + 1)(d - 1)}.$$

The dependency of the coefficients $\beta_{\pm}(z)$ on the characteristic function is the ultimate reason for $\Xi(zz^*)$ appearing in the sampling rate $m$ of Theorem 1 through $\kappa(z,r)$. To compare the situation to 4-designs, we borrow the bound

$$\frac{2d}{d + 1} \leq \| \Xi(zz^*) \|_{4,t}^4 \leq d \forall z \in \mathbb{C}^d : \|z\|_{\ell_2} = 1$$

from Ref. [69]. It includes the special case $\| \Xi(zz^*) \|_{4,t}^4 = \frac{4d}{(d + 3)}$, which is indeed attained for certain $z$’s [69].

Finally, Section VI D shows how relevant concentration statements already for $3$-designs. Indeed, if the oversampling factor $\kappa(z,r)$ in Theorem 1 becomes largest. Fortunately, the averse scaling of $\kappa(z,r)$ does not become relevant for bounded rank $r$. In particular, our results on phase retrieval ($r = 1$) are near-optimal for all Clifford orbits (c.f. Corollary 1).

Finally, we mention again that the deviation between the moments of Clifford orbits and of uniform random vectors first occurs for $t = 4$. Clifford orbits have recently been proven [35–37] to form are known to form complex projective $t$-designs for $t = 1, 2, 3$.

**VI. PROOFS**

Our proof strategy is as follows: We aim to establish a robust Null Space Property for measurement operators $A$ comprised of random elements of a Clifford orbit. Roughly speaking, this means that no low-rank matrix is contained in the kernel (or null space) of $A$. To do so, we follow the proof technique of Ref. [25] and invoke a now-well-known tool called Mendelson’s Small Ball Method [23, 80, 81]. This statement depends on certain concentration properties of the measurements $A_t = a_t a_t^*$. These, in turn, are derived from representation theoretic data of the Clifford group, most notably Theorem 3.

The remainder of this section is organized as follows:

1. In Section VIA we recall the definition of the Null Space Property, as well as Mendelson’s Small Ball Method.

2. Section VIB shows how relevant concentration parameters of the measurements can be derived from the representation theory of their symmetry group.

3. The main work is done in Section VIC, where we combine these ingredients to prove a Null Space Property for Clifford orbits.

4. In Section VID we use this Null Space Property to derive our first main result: Theorem 1.

5. Finally, Section VIE generalizes our findings to positive-semidefinite matrix recovery (Theorem 2).
A. The robust Null Space Property and Mendelson’s Small Ball Method

The notion of a Null Space Property is somewhat folklore in the field of compressed sensing, see e.g. [43] for a discussion of its origin. One can define analogous properties for matrix reconstruction [25, 83–86]. Roughly speaking, a measurement operator \( A : H_d \to \mathbb{R}^m \) obeys a null space property of order \( r \), if no rank-\( r \) matrix is contained in the kernel, or nullspace, of \( A \). This is a necessary criterion for uniform rank-\( r \) matrix recovery, where uniform means that all matrices of rank \( r \) or less, can be reconstructed:

**Definition 5** (Definition 3.1 in [25] for hermitian matrices). For fixed \( r \) and \( q \geq 1 \), a measurement operator \( A : H_d \to \mathbb{R}^m \) obeys the \( \ell_q \)-robust Null Space Property of order \( r \) (\( r/\ell_q \)-NSP) with constants \( \rho \in (0, 1) \) and \( \tau > 0 \), if

\[
\|Z_r\|_2 \leq \frac{\rho}{\sqrt{r}} \|Z_r\|_1 + \tau \|A(Z_r)\|_{\ell_q} \quad \forall Z \in H_d. \tag{33}\n\]

Here \( Z_r = \arg\min_{\|Y-Z\|_1} \|Y-Z\|_r \) denotes the minimizer of the approximation error \( \sigma_r(Z) \) in (18) and \( Z_r = Z - Z_r \) obeys \( \|Z_r\|_1 = \sigma_r(Z) \).

Validity of a \( r/\ell_q \)-NSP implies that any matrix \( Z \) with rank at most \( r \) obeys \( \|Z\|_2 \leq \tau \|A(Z)\|_{\ell_q} \) and therefore does not lie in \( A \)'s null space. While this is clearly necessary for uniform rank-\( r \) matrix recovery, it is also sufficient, c.f. [25, Theorem 3.3]. We will use this assertion to derive Theorem 1 in Section V.ID.

Note that (33) is invariant under scaling and we may set \( \|Z\|_2 = 1 \) without loss of generality. Moreover, any normalized matrix \( Z \in H_d \) which also obeys \( \|Z\|_2 \leq \frac{\rho}{\sqrt{r}} \|Z\|_1 \) fulfills (33), irrespective of \( A \). So, when aiming to establish a \( r/\ell_q \)-NSP for any particular \( A \), we may restrict our attention to

\[
T_{r,\rho} = \left\{ Z \in H_d : \|Z\|_2 > \frac{\rho}{\sqrt{r}} \|Z\|_1, \|Z\|_2 = 1 \right\}. \tag{34}\n\]

In turn, \( A : H_d \to \mathbb{R}^m \) obeys the \( r/\ell_q \)-NSP with constants \( \rho \in (0, 1) \) and \( \tau > 0 \), if

\[
\inf_{Z \in T_{r,\rho}} \|A(Z)\|_{\ell_q} \geq \frac{1}{\tau}. \tag{35}\n\]

Note that the parameters \( r, \rho \) implicitly feature in the definition of \( T_{r,\rho} \), while \( \tau \) is inversely proportional to the best lower bound achievable in (35).

Our NSP-proof is based on the following statement [25, 80, 81].

**Theorem 4** (Variant of Mendelson’s small ball method\(^4\)). Fix \( E \subset \mathbb{R}^d \) and let \( \phi_1, \ldots, \phi_m \in \mathbb{R}^d \) be independent copies

\[
Q_\epsilon(E;\phi) = \inf_{z \in E} \Pr[|\langle \phi, z \rangle| \geq \epsilon], \quad \text{and} \tag{36}\n\]

\[
W_m(E;\phi) = \mathbb{E} \left[ \sup_{z \in E} \langle h, z \rangle \right] \quad \text{with} \tag{37}\n\]

\[
h = \frac{1}{\sqrt{m}} \sum_{k=1}^{m} \varepsilon_k \phi_k \in \mathbb{R}^d, \tag{38}\n\]

where each \( \varepsilon_k \) is an independent instance of a Rademacher random variable (i.e. \( \varepsilon_k \) assumes \( +1 \) and \( -1 \) with equal probability). Then for any \( \xi > 0 \) and \( t \geq 0 \), the following bound is true with probability at least \( 1 - e^{-2t^2} \):

\[
\frac{1}{\sqrt{m}} \inf_{z \in E} \sum_{k=1}^{m} |\langle \phi_k, z \rangle| \geq \xi \sqrt{m} Q_\xi(E;\phi) - 2W_m(E;\phi) - \xi t. \tag{39}\n\]

In this work, we will employ the following corollary:

**Corollary 2.** Fix \( r, \rho \) and let \( T_{r,\rho} \subset H_d \) be the set introduced in (34). Suppose that \( A : H_d \to \mathbb{R}^m \) is a measurement operator containing \( m \) independent instances of a single random matrix \( A \in H_d \) as individual measurements. Then for any \( q \geq 1, \xi > 0 \) and \( t \geq 0 \)

\[
\inf_{Z \in T_{r,\rho}} \|A(Z)\|_{\ell_q} \geq \frac{m^{\frac{1}{2q}}}{\xi} \left( \xi \sqrt{m} Q_\xi(T_{r,\rho};A) - 2W_m(T_{r,\rho};A) - \xi t \right) \tag{39}\n\]

is true with probability at least \( 1 - e^{-2t^2} \). Here \( Q_\xi(T_{r,\rho};A) \) and \( W_m(T_{r,\rho};A) \) are the parameters defined in (36) and (37).

**Proof.** \( H_d \) is a real-valued vector space isomorphic to \( \mathbb{R}^d \) and we may identify each \( A_k \) with an instance \( \phi_k \) of the random vector \( A := \phi \in \mathbb{R}^d \simeq H_d \). Also, the Frobenius inner product \( (Y, Z) = \text{tr}(YZ) \) endows \( H_d \) with an inner product. Setting \( E = T_{r,\rho} \subset H_d \simeq \mathbb{R}^d \), where \( T_{r,\rho} \) was defined in (34) and applying Theorem 4 yields

\[
\inf_{Z \in T_{r,\rho}} \frac{1}{\sqrt{m}} \sum_{k=1}^{m} |\langle A_k, Z \rangle| = \inf_{Z \in T_{r,\rho}} \frac{1}{\sqrt{m}} \|A(Z)\|_{\ell_1}. \tag{34}\n\]

Finally, we employ the basic norm inequality \( \|z\|_1 \leq m^{\frac{1}{2q}} \|z\|_{\ell_q} \quad \forall z \in \mathbb{R}^m, \quad \forall q \geq 1 \) (see for instance [43, Equation A.3]) to conclude

\[
\inf_{Z \in T_{r,\rho}} \|A(Z)\|_{\ell_q} \geq m^{\frac{1}{2q}} \inf_{Z \in T_{r,\rho}} \frac{1}{\sqrt{m}} \|A(Z)\|_{\ell_1}. \tag{40}\n\]

\( \square \)

\(^4\) We remark that Mendelson’s small ball method often refers to a lower bound on \( \inf_{z \in E} \sqrt{m} |\langle \phi, z \rangle|^2 \), while this statement is slightly stronger, as it bounds \( \inf_{z \in E} \sum_{k=1}^{m} |\langle \phi_k, z \rangle| \) instead. This stronger claim, however, is also implied by Mendelson’s original proof, see for instance [25, Remark 5.1].
B. Bounding the relevant parameters in Corollary 2 for Clifford orbits

Two parameters feature prominently in Corollary 2: $W_m(T_{\rho,r}; A)$ defined in (37) and $Q_{2L}(T_{\rho,r}; A)$ defined in (36). Both parameters crucially depend on the geometry of $T_{\rho,r}$ and the distribution of the measurement matrices $A = a a^*$. In our case, these are uniformly selected from a Clifford orbit $\text{Cl}_n \cdot z z^*$. A fist auxiliary statement addresses the geometry of $T_{\rho,r}$ and asserts that the effective rank of every $T_{\rho,r}$ cannot be too large:

**Lemma 1.** Let $T_{\rho,r} \subseteq H_d$ be the set introduced in (34) for some $\rho \in (0,1)$ and $1 \leq r \leq d$. Then

$$\frac{\|Z\|_2^2}{\|Z\|_2^2} \leq \left( \frac{\rho + 1}{\rho} \right)^2 r \forall Z \in T_{\rho,r}. \quad (40)$$

**Proof.** Combining $\|Z_r\|_1 \leq \sqrt{\rho} \|Z_r\|_2$ with the defining property of $Z \in T_{\rho,r}$ reveals

$$\|Z\|_1 \leq \|Z_r\|_1 + \|Z - Z_r\|_2 \leq \left( \frac{\rho + 1}{\rho} \right) \sqrt{\rho} \|Z_r\|_2,$$

and the claim follows from $\|Z\|_2 \leq \|Z\|_2 = 1$. □

This insight allows one to bound the first parameter featuring in Corollary 2:

**Proposition 4.** Fix $d = 2^n$ and suppose that $A = a a^*$ results from choosing an element of a Clifford orbit $\text{Cl}_n \cdot z z^*$ with $\|z\|_{\ell_2} = 1$ uniformly at random. Also, fix $1 \leq r \leq d$, $\rho \in (0,1)$ and suppose $m \geq 2d \log(d)$. Then

$$W_m(T_{\rho,r}; A) \leq \frac{6.2098}{\rho} \sqrt{r \log(2d)} \frac{1}{d+1}. \quad (41)$$

**Proof.** This proof closely resembles a comparable analysis provided in [21]. Matrix Hölder together with Lemma 1 implies

$$W_m(T_{\rho,r}; A) = \mathbb{E} \left[ \text{sup}_{Z \in T_{\rho,r}} \|H(Z)\|_\infty \right] \leq \text{sup}_{Z \in T_{\rho,r}} \|Z\|_1 \mathbb{E} \left[ \|H\|_\infty \right] \leq \left( \frac{\rho + 1}{\rho} \right) \sqrt{\rho} \mathbb{E} \left[ \|H\|_\infty \right],$$

with $H = \frac{1}{\sqrt{n}} \sum_{k=1}^n e_k a_k a_k^*$. Each $A_k = a_k a_k^*$ obeys $\mathbb{E} [A_k] = \frac{1}{d} I$, because it is uniformly chosen from a Clifford orbit (Formula (27) for $t = 1$). This property alone together with the Rademacher randomness in $H$ allows for bounding $\mathbb{E} [\|H\|_\infty]$ by combining a non-commutative Khintchine inequality with a matrix Chernoff bound, see for instance [21, Proposition 13]. Adapting said statement to unit normalization ($\|a_k\|_{\ell_2} = \|z\|_{\ell_2} = 1$) implies

$$\mathbb{E} [\|H\|_\infty] \leq 3.1049 \sqrt{\frac{\log(2d)}{d+1}},$$

provided that $m \geq 2d \log(d)$ and the claim readily follows.

□

Establishing a lower bound on the remaining parameter $Q_{t}(T_{\rho,r}; a a^*)$ for Clifford orbits is considerably more challenging. We do so by applying a Paley-Zygmund inequality that depends on the following auxiliary statement.

**Lemma 2.** Fix $Z \in H_d$ and define the random variable $S_Z := \langle a, Z a \rangle$, where $a$ is uniformly chosen from a Clifford orbit $\text{Cl}_n \cdot z z^*$ with $\|z\|_{\ell_2} = 1$. Then

$$\mathbb{E} \left[ S_Z^2 \right] = \frac{(\|Z\|_2^2 + \text{tr}(Z)^2)}{(d+1)d} \quad \text{and} \quad \mathbb{E} \left[ S_Z^4 \right] = \frac{6}{d} \|Z(z z^*)^\infty\|_{\ell_2}^4 \frac{\|Z\|_2^4}{\|Z\|_2^2} + 13 \mathbb{E} \left[ S_Z^2 \right]^2. \quad (42)$$

**Proof.** Equation (41) is a consequence of the fact that Clifford orbits obey Formula (27) for $t = 2$:

$$\mathbb{E} \left[ S_Z^2 \right] = \mathbb{E} \left[ (a, Z a)^2 \right] = \mathbb{E} \left[ \text{tr}(a a^* Z)^2 \right] = \mathbb{E} \left[ \text{tr}(P_{\text{Sym}} Z^\infty^2) \right] \frac{2 \text{tr}(P_{\text{Sym}} Z^\infty^2)}{(d+1)d} = \frac{(\|Z\|_2^2 + \text{tr}(Z)^2)}{(d+1)d}.$$ 

The last equality follows from applying standard techniques from multilinear algebra, see e.g. [16, Lemma 6], or [21, Lemma 17].

Deriving the fourth moment bound (42) is more involved. For any $Z \in H_d$ Theorem 3 implies

$$\mathbb{E} \left[ S_Z^4 \right] = \mathbb{E} \left[ (a, Z a)^4 \right] = \mathbb{E} \left[ \text{tr}(a a^* Z)^4 \right] = \mathbb{E} \left[ \text{tr}(P_{\text{Sym}} Z^\infty^4) \right] \frac{2 \text{tr}(P_{\text{Sym}} Z^\infty^4)}{(d+1)d} + \text{tr}(Z)^4.$$ 

We can use $P_+ = P_{[4]}$ and $P_- = P_{[4]}(1 - Q)$ with $Q = \frac{1}{d} \sum_{z \in \mathbb{Z}_2^d} W_z^{\text{Sym}^4}$ to rewrite this expression as

$$\mathbb{E} \left[ S_Z^4 \right] = (\beta_+(z) - \beta_-(z)) \text{tr}(P_{[4]} Z^\infty^4) + \beta_-(z) \text{tr}(P_{[4]} Z^\infty^4). \quad (43)$$

The second trace expression can be explicitly computed, e.g. by adapting the argument of [21, Lemma 17]:

$$\begin{align*}
24 & \left| \text{tr}(P_{\text{Sym}} Z^\infty^4) \right| \\
& = |\text{tr}(Z)^4 + 8 \text{tr}(Z) \text{tr}(Z^3) + 3 \text{tr}(Z^2)^2 + 6 \text{tr}(Z)^2 \text{tr}(Z^2) + 6 \text{tr}(Z^4)| \\
& \leq 3 \left| \text{tr}(Z)^2 + \|Z\|_2^2 \right|^2 + 8 |\text{tr}(Z)| \|Z\|_2 + 6 \|Z\|_4^4 \\
& \leq 3 \left( \text{tr}(Z)^2 + \|Z\|_2^2 \right)^2 + 4 \left( \text{tr}(Z)^2 + \|Z\|_2^2 \right) \|Z\|_2^2 + 6 \|Z\|_2^4 \\
& \leq 13 \left( \text{tr}(Z)^2 + \|Z\|_2^2 \right)^2.
\end{align*} \quad (44)$$

The inequality for $Q_{t}(T_{\rho,r}; a a^*)$ for Clifford orbits follows from applying Lemma 2 and the Paley-Zygmund inequality.
Here, we have used standard Schatten-$p$ norm inequalities such as $\text{tr}(Z^3) \leq \|Z\|^3$ and $\text{tr}(Z^4) = \|Z\|^4 \leq \|Z\|^4_2$ as well as the AM-GM inequality: $|\text{tr}(Z)|||Z||_2 \leq \frac{1}{2} (\text{tr}(Z)^2 + |\|Z\||^2_2)$.

We start bounding the remaining trace expression by noticing
\[
|\text{tr}(P_{[4]}Q|Z|^{\otimes 4})| \leq |\text{tr}(P_{[4]}Q|Z|^{\otimes 4})| \leq |\text{tr}(Q|Z|^{\otimes 4})|
= \frac{1}{d^2} \sum_{a \in \mathbb{Z}_2^d} (W_a^{\otimes 4}, |Z|^{\otimes 4})
= \frac{1}{d^2} \sum_{a \in \mathbb{Z}_2^d} (W_a, |Z|)^4.
\]

Here $|Z| = \sqrt{ZZ^*}$ denotes the matrix absolute value of $Z$ and the inequalities above are standard relations for positive-semidefinite matrices. Applying matrix Hölder and using the fact that Schatten-$p$-norms of $Z$ and $|Z|$ coincide by definition allows us to deduce
\[
\frac{1}{d^2} \sum_{a \in \mathbb{Z}_2^d} (W_a, |Z|)^4 \leq \frac{1}{d^2} \sum_{a \in \mathbb{Z}_2^d} \|W_a\|_\infty^2 \|Z\|_1 \frac{d}{2} (W_a, |Z|)^2
= \frac{\|Z\|_1^2}{d^2} \sum_{a \in \mathbb{Z}_2^d} (W_a, |Z|)^2 = \frac{\|Z\|_1^2}{d} \frac{\|Z\|_2^2}{d}.
\]
The second line is due to the fact that Pauli matrices are a unitary ($\|W_a\|_\infty = 1$) matrix basis of $H_d$ that is orthogonal with respect to the Frobenius inner product $(W_a, W_b) = \delta_{a,b}$.

We can now move on to bound pre-factors. Formula (32) implies
\[
\beta_-(z) \leq \frac{24}{(d+4)(d+2)(d+1)(d-1)} \leq \frac{24}{(d+1)^2 d^2}
\]
as well as
\[
|\beta_+(z) - \beta_-(z)| \leq \frac{6\|\Sigma(zz^*)\|_4}{(d+1)^2 d^2} \leq \frac{6\|\Sigma(zz^*)\|_4}{(d+1)^2 d^2},
\]

Inserting all these individual bounds into (43) implies
\[
\mathbb{E}[S_Z^2] \leq |\beta_+(z) - \beta_-(z)| \left| |\text{tr}(P_{[4]}Q|Z|^{\otimes 4})| \right|
+ |\beta_-(z)| \left| |\text{tr}(P_{[4]}Q|Z|^{\otimes 4})| \right|
\leq \frac{6\|\Sigma(zz^*)\|_4 \|Z\|_1 \|Z\|_2^2}{(d+1)^2 d^3} + \frac{13\left(\text{tr}(Z)^2 + \frac{|\|Z\||_2^2}{d+1}\right)^2}{(d+1)^2 d^2}
\leq \left(\frac{6\|\Sigma(zz^*)\|_4 \|Z\|_1 \|Z\|_2^2}{d^3} + 13\left(\frac{\text{tr}(Z)^2 + \frac{|\|Z\||_2^2}{d+1}}{(d+1)}\right)^2\right)^2.
\]

and the claim follows.

The pre-factor in the 4-th moment bound (42) depends both on the characteristic function $\Sigma(zz^*)$ and the effective rank of $Z$. However, without putting further restrictions on $Z$ and the Clifford orbit, this is unavoidable up to multiplicative constants: Choosing $z = \psi \in \mathbb{C}^d$ to be a stabilizer state and setting $Z = W_a (a \neq 0 \in \mathbb{Z}_2^d)$ results in
\[
\mathbb{E}[S_{W_a}^4] = (d+1) \mathbb{E}[S_{W_a}^2] = \left(\frac{d}{d} \left(\|\Sigma(\psi \psi^*)\|_4^2 + 1\right) \mathbb{E}[S_{W_a}^2]\right)^2.
\]

Proposition 5. Fix $d = 2^n$ and let $A = aa^*$ be a randomly chosen element of a Clifford orbit $\text{Cl}_n \cdot zz^*$. Then the parameter $Q_\xi(T_{p,r}; A)$, featuring in Corollary 2, obeys
\[
Q_\xi(T_{p,r}; A) \geq \frac{\rho^2}{24\sqrt{1/\kappa(z,r)}} \left(1 - \left(\frac{1}{\sqrt{(d+1)d^2}}\right)^2\right),
\]
where $\kappa(z,r)$ was introduced in (21). This bound is true for any $0 \leq \xi \leq \frac{1}{\sqrt{(d+1)d}}$, $1 \leq r \leq d$ and $\rho \in (0,1)$.

Proof. Fix $Z \in T_{p,r}$, $\xi \geq 0$ and define the real-valued random variable $S_Z = |\text{tr}(aa^*Z)|$, where $aa^*$ is chosen uniformly from $\text{Cl}_n \cdot zz^*$. Then
\[
\mathbb{P}[|\text{tr}(AZ)| \geq \xi] = \mathbb{P}[|S_Z| \geq \xi] = \mathbb{P}[S_Z \geq \xi] \geq \mathbb{P}[S_Z \geq (d+1)d^2 \mathbb{E}[S_Z^2]]
\]
where the last inequality follows from (41), because every $Z \in T_{p,r}$ obeys $|Z|_2 = 1$. Applying the Paley-Zygmund inequality, see e.g. [43, Lemma 7.16], to the non-negative random variable $S_Z^2$ yields
\[
\mathbb{P}[S_Z^2 \geq (d+1)d^2 \mathbb{E}[S_Z^2]] \geq \left(1 - (d+1)d^2 \mathbb{E}[S_Z^2] \right)^2 \mathbb{E}[S_Z^2] \geq \left(1 - (d+1)d^2 \mathbb{E}[S_Z^2] \right)^2 \mathbb{E}[S_Z^2] \geq \frac{6\|\Sigma(zz^*)\|_4 \|Z\|_1 \|Z\|_2^2}{(d+1)^2 d^3} + 13,
\]
where the last line is due to (42).

According to Lemma 1, each $Z \in T_{p,r}$ admits the bound
\[
\frac{6}{d} \left(\|\Sigma(zz^*)\|_4 \|Z\|_1 \|Z\|_2^2 + 13 \leq \frac{1 + \rho}{\rho} \frac{2}{d} \|\Sigma(zz^*)\|_4 \|Z\|_1 \|Z\|_2^2 + 13 \right) \leq \frac{24}{\rho^2}(\frac{r}{d} \|\Sigma(zz^*)\|_4 + 1)\frac{1}{\sqrt{\kappa(z,r)}}.
\]
Inserting this into (44) results in a lower bound that is valid for all $Z \in T_{\rho,r}$ simultaneously. Thus it also applies to

$$Q_\xi(T_{\rho,r}; A) = \inf_{Z \in T_{\rho,r}} \Pr[|\langle A, Z \rangle| \geq \xi],$$

where $\langle A, Z \rangle = \text{tr}(AZ)$ and the claim follows. \qed

\section*{C. A Null Space Property for Clifford orbits}

We have now assembled all necessary ingredients to prove a Null Space Property in the sense of Definition 5 for random Clifford orbit measurements.

**Theorem 5.** Set $d = 2^n$, and fix $1 \leq r \leq d$, $\rho \in (0, 1)$, $1 \leq q \leq \infty$. Suppose that $A : H_d \to \mathbb{R}^m$ contains randomly chosen elements of a Clifford orbit $C_n \cdot \text{zz}^*$ with $\|z\|_{\ell_2} = 1$. Then, with probability at least $1 - e^{-\frac{2\rho^2 q^2 m}{\xi(\kappa(z,r))}}$, $A$ obeys the $r/\ell_q$-NSP from Definition 5 with parameters $\rho$ and $\tau = \frac{\tilde{C}_3}{\rho^2} \sqrt{\kappa(z,r)} m^{-\frac{1}{2}}$. (46)

Proof. Applying Corollary 2 with $\xi = \frac{1}{4\sqrt{(d+1)d}}$ and $t = \rho^2 \sqrt{\frac{\gamma m}{\kappa(z,r)}}$—where $\gamma$ is a sufficiently small constant—implies

\begin{equation}
\inf_{Z \in T_{\rho,r}} \|A(Z)\|_{\ell_q} \geq m^{\frac{1}{q} - \frac{1}{2}} \left( \sqrt{m} - 2W_m(T_{\rho,r}; A) - \frac{\rho^2}{4} \frac{\gamma m}{(d+1)d \kappa(z,r)} \right) \geq \frac{\rho^2 m^{\frac{1}{q} - \frac{1}{2}}}{\sqrt{(d+1)d \kappa(z,r)}} \left( \frac{\sqrt{m}}{171} - 13 \frac{\sqrt{\kappa(z,r)^2}}{\rho^6 m \log(2d)} \right),
\end{equation}

(47) allows us to conclude

$$\inf_{Z \in T_{\rho,r}} \|A(Z)\|_{\ell_q} \geq \frac{2\rho^2 m^{\frac{1}{q}}}{\tilde{C}_3 \sqrt{(d+1)d \kappa(z,r)}} \geq \frac{\rho^2 m^{\frac{1}{q}}}{\tilde{C}_3 d \sqrt{\kappa(z,r)}}$$

with high probability. Inserting this bound into (35) establishes the claimed Null Space Property for $A$ with probability at least $1 - e^{-\frac{2\rho^2 q^2 m}{\xi(\kappa(z,r))}}$. \qed

Here, $C_1, \tilde{C}_3$ and $\gamma$ denote constants of sufficient size.

We point out that the sampling rate (45) scales non-optimally in the NSP parameter $\rho \in (0, 1)$. The required sampling rate in comparable statements, such as [25, Theorem 3], only scales proportionally to $\rho^{-2}$. This non-optimality is due to the fact that the fourth moment bound in Lemma 2 implicitly depends on the “effective rank” of $Z \in T_{\rho,r}$ which is proportional to $\frac{\rho}{\sqrt{\kappa(z,r)}}$ (see Lemma 1). In turn, this effective rank also features in the bound on $Q_\xi(A; T_{\rho,r})$ and affects the results of Mendelson’s Small Ball Method. We believe that such a behavior is unavoidable when using Mendelson’s Small Method for Clifford orbits, and intend to address this issue in the future.
D. Derivation of Theorem 1

Suppose that $A : H_d \to \mathbb{R}^m$ obeys a $r/\ell_q$-NSP in the sense of Definition 5. Then, every approximately rank-$r$ matrix $X \in H_d$ can be estimated from noisy measurements of the form $y = A(X) + \epsilon$. One way to achieve stable reconstruction is via constrained nuclear norm minimization (15), provided that the parameter $\eta$ obeys $\eta \geq \|\epsilon\|_{\ell_q}$;

**Theorem 6** (Theorem 3.3 in [25] for hermitian matrices). Fix $r, q \geq 1$ and suppose that $A : H_d \to \mathbb{R}^m$ obeys a $r/\ell_q$-NSP with constants $\rho \in (0, 1)$ and $\tau > 0$. Then

$$\|Z - X\|_2 \leq \frac{C_\rho}{\sqrt{r}} \left(\|Z\|_1 - \|X\|_1 + 2\sigma_r(X)\right) + D_\rho \tau \|A(Z - X)\|_{\ell_q} \quad \forall X, Z \in H_d,$$

with $C_\rho = \frac{(1+\rho)^2}{\sqrt{r} - \rho}$ and $D_\rho = \frac{3+\rho}{\sqrt{r} - \rho}$.

Now let $X \in H_d$ be the matrix of interest and $Z^\sharp$ be the minimizer of (15). By construction, $X$ is also a feasible point of this minimization and optimality of $Z^\sharp$ assures $\|Z^\sharp\|_1 - \|X\|_1 \leq 0$. Moreover:

$$\|A(X) - Z\|_{\ell_q} \leq \|A(X) - y\|_{\ell_q} + \|A(Z) - y\|_{\ell_q} \leq \|e\|_{\ell_q} + \eta \leq 2\eta.$$

Inserting these inequalities into (48) implies

$$\|Z^\sharp - X\|_2 \leq \frac{2C_\rho}{\sqrt{r}} \sigma_r(X)_1 + 2D_\rho \tau \eta,$$

provided that $A$ obeys a $r/\ell_q$-NSP.

Now, set $d = 2^m$ and fix $\rho = \rho_0 \in (0, 1)$, as well as

$$C_1 \geq \frac{\tilde{C}_1}{\rho_0^4} \quad \text{and} \quad \gamma = 2\rho_0^4 \tilde{\gamma},$$

where $\tilde{C}_1, \tilde{\gamma}_1$ are constants featuring in Theorem 5. This statement then assures that choosing

$$m \geq C_1 \kappa(z, r) r d \log(d) \geq \frac{\tilde{C}_1}{\rho_0} \kappa(z, r) r d \log(2d)$$

random elements of a Clifford orbit $C_{1n} \cdot zz^*$ results in a measurement operator $A : H_d \to \mathbb{R}^m$ that obeys a $r/\ell_q$-NSP with probability at least $1 - e^{-\frac{m}{1}\tilde{C}_1\kappa(z, r)d\log(2d)}$. The associated constants are

$$\rho = \rho_0 \quad \text{and} \quad \tau = \frac{\tilde{C}_3}{\rho_0^4} \sqrt{\kappa(z, r) dm^{-\frac{1}{4}}}.$$

Inserting these constants into (49) then implies

$$\|Z^\sharp - X\|_2 \leq \frac{C_2}{\sqrt{r}} \sigma_r(X) + C_3 \sqrt{\kappa(z, r) dm^{-\frac{1}{4}}} \eta$$

with constants $C_2 = \frac{2(1+\rho_0)^2}{\sqrt{r} - \rho_0}$ and $C_3 = \tilde{C}_3 \frac{(1+\rho_0)}{(1-\rho_0)^3}$.

E. Extension to positive semidefinite matrix reconstruction

Suppose that the matrices of interest $X \in H_d$ are not only approximately low rank, but also positive semidefinite. Also, we shall assume a phaseless measurement process $A_k = a_k a_k^*$ that is isotropic in the sense that

$$\mathbb{E}[A_k] = \frac{1}{d} I.$$

Note that this is the case for random Clifford orbit measurements, since they obey equation (27) for $t = 1$. For any $\beta \in (0, 1)$ this expected concentration together with unit normalization of the $a_k$’s implies that the measurement matrices contained in a concrete sampling operator $A : H_d \to \mathbb{R}^m$ obey

$$\Pr\left(\left\|\frac{d}{m} \sum_{k=1}^{m} a_k a_k^* - I\right\|_\infty \geq \beta\right) \leq \frac{4e^{2m}}{8d+17}. \quad (50)$$

This follows from standard matrix concentration inequalities, see for instance [25], Proof of Proposition 8.2. We shall fix $Y_A := \frac{d}{m} \sum_{k=1}^{m} a_k a_k^* \in H_d$ and $\beta_0 = \frac{\sqrt{2} - 1}{\sqrt{2} + 1}$ which both may not be optimal—to simplify presentation in the remainder of this section.

Positive semidefiniteness of $X$ and $\|Y_A - I\|_\infty \leq \beta$ allows for replacing constrained nuclear norm minimization (15) by the simpler reconstruction algorithm (17):

$$Z^\sharp = \arg\min_{Z \geq 0} \|A(Z) - y\|_{\ell_q}.$$

**Theorem 7** (Special case of Theorem 8.1 in [25]). Fix $r, q \geq 1$ and suppose that $A : H_d \to \mathbb{R}^m$ obeys a $r/\ell_q$-NSP with parameters $\rho \in (0, 1)$ and $\tau > 0$, as well as $\|Y_A - I\|_\infty \leq \beta_0$. Then, any pair $X, Z \in H_d$ of positive semidefinite matrices obeys

$$\|Z - X\|_2 \leq \frac{\tilde{C}_\rho}{\sqrt{r}} \sigma_r(X) + \tilde{D}_\rho \left(\frac{dm^{-\frac{1}{4}}}{\tilde{C}_3} + \tau\right) \|A(X - Z)\|_{\ell_q}$$

with $\tilde{C}_\rho = \frac{4(1+\rho_0)^2}{\sqrt{r} - \rho_0}$ and $\tilde{D}_\rho = \frac{3+\rho_0}{\sqrt{r} - \rho_0}$.

Now note that the minimizer $Z^\sharp$ of (17), as well as any matrix $X$ of interest are positive semidefinite. Moreover, $Z^\sharp$ obeys

$$\|A(X - Z^\sharp)\|_{\ell_q} \leq \|y - e - A(Z^\sharp)\|_{\ell_q} \leq \|e\|_{\ell_q} + \|A(X) - y\|_{\ell_q} \leq \|e\|_{\ell_q} + \|A(X) - y\|_{\ell_q} = 2\|e\|_{\ell_q},$$

where the last inequality is due to the fact that $X$ itself is a feasible point of the optimization (17). Inserting this bound into the assertion of Theorem 7 gives

$$\|Z^\sharp - X\|_2 \leq \frac{\tilde{C}_\rho}{\sqrt{r}} \sigma_r(X) + 2\tilde{D}_\rho \left(\frac{dm^{-\frac{1}{4}}}{\tilde{C}_3} + \tau\right) \|e\|_{\ell_q}. \quad (51)$$
In order to derive Theorem 2, we fix \( d = 2^n \), \( \rho = \rho_0 \in \left(0, \frac{1}{2}\right) \) and once more set \( C_1 \geq 2C_3 \) and \( \gamma = 2\sqrt{\frac{d}{\rho_0}} \). Then for any \( r, q \), Theorem 5 assures that a measurement operator \( A : H_d \rightarrow \mathbb{R}^m \) containing \( m \geq C_1 \kappa(z, r) \log(d) \) random elements of a Clifford orbit \( Cl_n \cdot zz^* \) obeys the \( r/\ell_q \)-NSP with parameters \( \rho = \rho_0 \) and \( \tau = \frac{C_2}{\rho_0} \sqrt{\kappa(z, r)} dm^{-\frac{1}{2}} \). The probability of failure for this to be true is bounded by \( e^{\frac{-cm}{\pi\ell_q^2}} \).

Moreover, Eq. (50) asserts that the second condition in Theorem 7, namely \( \|Y_{\mathcal{A}} - I\|_{\infty} \leq \beta_0 \), is met with probability at least \( 1 - d e^{\frac{-4\rho_0^2}{n(d+1)}} \).

A union bound over these two individual probabilities of failure yields
\[
e^{\frac{-cm}{\pi\ell_q^2}} + de^{\frac{-4\rho_0^2}{n(d+1)}} \leq (d+1)e^{\frac{-cm}{\pi\ell_q^2}} \leq (d+1)e^{\frac{-cm}{\pi\ell_q^2}} \]

Provided that both assertions hold true, Eq. (51) implies
\[
\|Z^\perp - X\|_2 \leq \frac{C_1}{\sqrt{\ell_q}} \sigma_r(X) + 2\tilde{D}_{\rho_0} \left(dm^{-\frac{1}{2}} + \tau\right) \|\epsilon\|_{\ell_q}
\leq \frac{C_2}{\sqrt{\ell_q}} \sigma_r(X) + \tilde{C}_3 \sqrt{\kappa(z, r)} dm^{-\frac{1}{2}} \|\epsilon\|_{\ell_q}
\]

with constants \( \tilde{C}_2 = \frac{(1+2p)^2}{1-2p} \) and \( \tilde{C}_3 = 4\frac{3+2p}{2p} \left(1 + \frac{\gamma^2}{\rho_0^2}\right) \).
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VII. APPENDIX: RECONSTRUCTING STABILIZER STATES FROM STABILIZER MEASUREMENTS

Here, we present a heuristic argument that suggests that \( O(n^2) \) noise-free stabilizer measurements might be sufficient to identify an unknown stabilizer state. The argument neither suggests an algorithm, nor does it seem easy to base a rigorous proof on it.

We note that there are results (e.g. the presentation archived at [87] and an announcement [88]) of results due to Montanaro, Aaronson, Chen, Gottesman, and Liew) in quantum information stating that a stabilizer state can be identified from \( O(n) \) measurements of stabilizer bases. These results come with matching converses, based on Holevo’s bound. Their \( O(n) \) basis measurements involve \( O(n)^2 \) inner products – exponentially more than we conjecture are necessary. There is no direct contradiction, however, as the quantum model is weaker than the one employed here: In the quantum setup, the squared inner products \( \langle a_k, x \rangle^2 \) need to be estimated through quantum mechanical experiments, while in the classical noise-free model, we have direct access to their values.

For the analysis, we assume that \( x, a_1, \ldots, a_m \) are uniformly drawn stabilizer states and set \( y_k = \langle x, a_k \rangle^2 \). Recovery is possible when
\[
I(x : y_1, \ldots, y_m | a_1, \ldots, a_m) = H(x),
\]
i.e. when the mutual information between the object \( x \) to be recovered and the outcomes \( y_k \), conditioned on the choices of measurement, reach the entropy of \( x \). Here, we compute \( H(x) \) and
\[
I(x : y_k | a_k) = H(y_k | a_k).
\]

using the results of Ref. [37].

Adopting the notation of Ref. [37], the entropy of \( x \) is
\[
H(x) = \log_2 |\text{Stabs}(2,n)| \approx \frac{1}{2}n(n+1) = O(n^2).
\]
The approximation becomes tight as \( n \rightarrow \infty \), as can be checked numerically using the explicit formulas in [37, 89].

To compute \( H(y_k | a_k) \), we need to find the distribution of \( y_k \), i.e. of the squared inner product between a fixed stabilizer state \( a_k \) and a random one \( x \). Let \( K \) be the intersection between the Lagrangian subspaces associated with \( a_k \) and with \( x \), respectively. Then according to [37], the squared inner product \( y_k = \langle x, a_k \rangle^2 \) is equal to \( 2^{\dim K-n} \) if the respective phase functions agree on \( K \); else it is equal to \( 0 \). The former event occurs with probability \( 2^{-\dim K} \).

Based on this, one can compute the distribution of \( y_k \), conditioned on \( a_k \):
\[
\Pr[y_k = 0 | a_k] = \sum_{l=0}^n (1 - 2^{-l}),
\]
\[
\Pr[y_k = 2^{-l} | a_k] = 2^{-l} \frac{\kappa(2,n,l)}{|\text{Stabs}(2,n)|} \quad (l = 0, \ldots, n),
\]
where, following [37], \( \kappa(2,n,l) \) denotes the number of Lagrangian subspaces intersecting a given Lagrangian subspace in \( l \) dimensions. One can plug these expressions into a computer algebra system to compute the entropy of the distribution. It turns out to converge as \( n \rightarrow \infty \) to
\[
I(x : y_k | a_k) = H(y_k | a_k) \approx 1.719 = O(1).
\]

Now it is not true that \( I(x : y_1, \ldots, y_m | a_1, \ldots, a_m) \) equals \( m I(x : y_k | a_k) \). But it seems to us to be a plausible
assumption that the conditional mutual information increases roughly linearly with $m$ until it reaches $H(x)$. If true, this would imply that recovery is possible from

$$m \approx H(x)/I(x:y_k|a_k) = O(n^2)$$

stabilizer measurements.

Verifying or disproving this statement is an interesting open problem.
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