CATEGORICAL DYNAMICAL SYSTEMS ARISING FROM SIGN-STABLE MUTATION LOOPS
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Abstract. We give an autoequivalence of the derived category of the Ginzburg dg algebra for a mutation loop satisfying the sign stability introduced in [IK21]. We compute the categorical entropies of their restrictions to some subcategories and conclude that they are both given by the logarithm of the cluster stretch factor. Moreover, we discuss the pseudo-Anosovness of them in the sense of [FFHKL19] and [DHKK14].
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1. Introduction

A categorical dynamical system is a pair $(D, F)$ of a triangulated (or $A_{\infty}$-) category and an exact endofunctor $F$ of the category $D$. The study of the categorical dynamical systems is initiated by Dimitrov–Haiden–Katzarkov–Kontsevich in [DHKK14]. One of the backgrounds of them is the connection of the Teichmüller theory with the theory of the stability conditions of the triangulated categories [GMN13, BS15]. Namely, they bring Thurston’s theory of dynamical systems on the surfaces into the study of the triangulated categories. They define an invariant of the categorical dynamical systems, which is called categorical entropy, as an analogy of the topological entropy. Roughly speaking, it measures the complexity of the categorical dynamical systems. Unlike the topological entropy, the categorical entropy has a real parameter, which represents how the endofunctor translates inside the category in the direction of the shift (see [FF20]). The derivative of a categorical entropy at zero with respect to this parameter looks like

Date: May 19, 2021.
a dynamical dimension for suitable endofunctors. In fact, if the endofunctor is the Serre functor, the differential coefficient coincides with the Serre dimension. This paper studies the categorical dynamical systems arising from sign-stable mutation loops.

1.1. Sign-stable mutation loops. The mutation of a quiver is the fundamental deformation of it around a vertex, which is a key notion in the theory of cluster algebras. A mutation loop is a sequence of mutations such that the initial and the final quivers are the same. The mutation loops of a quiver $Q$ form a group which is called the cluster modular group of $Q$. The cluster modular group is a symmetry group of several objects related to cluster algebras. For instance, if a quiver $Q$ is obtained by an ideal triangulation of a punctured surface $\Sigma$, then the cluster modular group of $Q$ is almost equivalent to the mapping class group of $\Sigma$. Ishibashi and the author introduced the notion of sign of the mutation loops, which is a map from the tropicalized cluster variety to the set of signs $\{+,0,-\}$. A mutation loop is said to be sign-stable if the sign of it stabilizes via the iterated pullback by the mutation loop.

The sign stability is introduced as a cluster algebraic analog of the pseudo-Anosovness of the mapping classes. In fact, a mutation loop of a quiver associated with an ideal triangulation of a punctured surface is “uniformly” sign-stable if and only if the corresponding mapping class is pseudo-Anosov [IK20a, Theorem 1.2]. Also, like as the pseudo-Anosov mapping classes, a sign-stable mutation loop has a stretch factor (we call it cluster stretch factor) and the algebraic entropy of the induced cluster $\mathcal{A}$- and $\mathcal{X}$-transformations $\phi^a$ and $\phi^x$, which are the birational maps of the cluster $\mathcal{A}$- and $\mathcal{X}$-varieties, are given by the logarithm of it [IK21, Theorem 1.1].

1.2. Categorification of cluster algebras. For a quiver with potential $(Q,W)$, namely a pair of a quiver $Q$ and a linear combination $W$ of oriented cycles in $Q$, Ginzburg defined the Calabi–Yau dg algebra $\Gamma_{Q,W}$ [Gin06], which is called Ginzburg dg algebra in the sequel. The derived category $D(\Gamma_{Q,W})$ of the dg algebra $\Gamma_{Q,W}$ has many information of the combinatorics of the cluster algebra of $Q$ [Kel1, Kel2]. This type of categorification of the cluster algebras called “additive categorification” of cluster algebras. Keller–Yang categorify a mutation of a quiver with potential as a generalization of a reflection functor [KY11]. More precisely, they define the derived equivalence between the Ginzburg dg algebras of a quiver with potential and the mutated one. However, the derived equivalences are uniquely defined up to “signs”. Thus, to lift a mutation loop to an autoequivalence of the derived category, we have to choose the signs. Fortunately, their sign perfectly matches our sign of the mutation loops.

A sign-stable mutation loop has a unique sign, which is called stable sign. Using the stable sign, one can lift a sign-stable mutation loop $\phi$ to an autoequivalence $F_\phi$ of the derived category of the Ginzburg dg algebra. Thus, one obtains a categorical dynamical system $(D(\Gamma_{Q,W}), F_\phi)$, which plays a central role in this paper.
1.3. Categorical entropy of the categorical dynamical systems defined by the sign-stable mutation loops. The categorical entropy of several categorical dynamical systems are computed besides in [DHKK14] (e.g., [KT19, Kik17, KST20, Ou18, Ou20, Fan18, Yo20, Ike21]). Most of the previous researches are based on algebraic geometry while our objects belong to representation theory or Teichmüller theory. More precisely, we will compute the categorical entropy of the restricted categorical dynamical systems \((D(\Gamma_{Q,W}, F_\phi))\) to finite-dimensional \((D_{fd}(\Gamma_{Q,W}), F_\phi|_{D_{fd}})\) or perfect \((\text{per}(\Gamma_{Q,W}), F_\phi|_{\text{per}})\) derived categories.

**Theorem 1.1** (Theorems 4.7 and 4.11). Let \(\phi\) be a mutation loop with a representation path \(\gamma : t \to t'\) which is sign-stable (Definition 3.5) on \(\text{int} C_+^{(t)}\) and let us assume that Conjecture 3.4 is true. Then the following hold:

1. \(h_T(F_\phi|_{D_{fd}}) = \log \lambda_\phi\) for any \(T \in \mathbb{R}\).
2. \(h_0(F_\phi|_{\text{per}}) = \log \lambda_\phi\).

Here, \(h_T(\cdot)\) denotes the categorical entropy and \(\lambda_\phi\) denotes the cluster stretch factor of \(\phi\).

Combining the main result in [IK21], we obtain the following:

**Corollary 1.2.** Assume the representation path \(\gamma : t \to t'\) of the mutation loop \(\phi\) is sign-stable on \(\text{int} C_+^{(t)} \cup \text{int} C_-^{(t)}\). Then the following holds:

\[ h_T(F_\phi|_{D_{fd}}) = h_0(F_\phi|_{\text{per}}) = h_{\text{alg}}(\phi^o) = h_{\text{alg}}(\phi^\chi) = \log \lambda_\phi. \]

Here, \(h_{\text{alg}}(\cdot)\) denotes the algebraic entropy.

1.4. Pseudo-Anosovness of the autoequivalences defined by the sign-stable mutation loops. In the theory of the categorical dynamical systems, some kinds of the pseudo-Anosovness of autoequivalences are suggested [DHKK14, FFHKL19]. We discuss the pseudo-Anosovness of the functor \(F_\phi\) of a sign-stable mutation loop \(\phi\) in the sense of [FFHKL19] in general setting:

**Theorem 1.3** (Theorem 5.4). If a mutation loop \(\phi\) is uniformly sign-stable and has a North dynamics on \(SC_+^{(t)}\) (Definition 3.10 (1)) for some \(t \in T_I\) with an \(X\)-filling (Definition 3.11) attracting point \(p^+_\phi\) whose stretch factor \(\lambda^{(t)}_\phi\) is larger than 1, then \(F^{(t)}_\phi\) is pseudo-Anosov with a stretch factor \(\lambda^{(t)}_\phi\).

Moreover, we discuss the relation with the pseudo-Anosovness in the sense of [DHKK14] in the case of the quiver obtained from an ideal triangulation of a punctured surface \(\Sigma\).

**Organization of the paper.** In Section 2, we review some notation of cluster algebras (following [IK21]) and basic tools in triangulated categories, and we give a seed pattern via the categorification of cluster algebras. In Section 3, we review the notion of sign
stability of mutation loops and we give the autoequivalence $F_{\phi}$ associated with a sign stable mutation loop $\phi$, which plays a central role in this paper. In Section 4, we compute the categorical entropy of the functor $F_{\phi}$ restricted to finite-dimensional derived category and perfect derived category. In Section 5, we discuss the pseudo-Anosovness of $F_{\phi}$ in the sense of [FFHKL19]. In Section 6, we compare the results in [IK20a] and observe the issues of pseudo-Anosovness of $F_{\phi}$ in the sense of [DHKK14].

**Acknowledgements.** The author is deeply grateful to his supervisor Yuji Terashima. Also he would like to thank to Tsukasa Ishibashi, Akishi Ikeda, Kohei Kikuta and Hidetoshi Masai for their valuable discussions and comments.

2. **Preliminaries**

In this section, we fix notation and review some notions.

2.1. **Mutation loops.** First, we give a brief review the notion of sign stability of mutation loops introduced in [IK21].

2.1.1. **Seed patterns.** We fix a finite index set $I = \{1, 2, \ldots, N\}$ and a regular tree $T_I$ of valency $|I| = N$, whose edges are labeled by $I$ so that the set of edges incident to a fixed vertex has distinct labels.

To each vertex $t$ of $T_I$, we assign the following data:

- A lattice $N(t) = \bigoplus_{i \in I} \mathbb{Z}e_i(t)$ with a basis $(e_i(t))_{i \in I}$.
- An integral skew-symmetric matrix $B(t) = (b_{ij}(t))_{i,j \in I}$, called the exchange matrix.

We call such a pair $(N(t), B(t))$ of data a *seed*. Let $M(t) := \text{Hom}(N(t), \mathbb{Z})$ be the dual lattice of $N(t)$, and let $(f_i(t))_{i \in I}$ be the dual basis of $(e_i(t))_{i \in I}$. We define a skew-symmetric bilinear form $\{ -, - \} : N(t) \times N(t) \to \mathbb{Z}$ by $\{e_i(t), e_j(t)\} := b_{ij}(t)$. It induces a linear map $p^* : N(t) \to M(t)$, $n \mapsto \{n, -\}$ called the ensemble map. Each triple $(N(t), \{ -, - \}, (e_i(t))_{i \in I})$ is called a seed in [FG09].

We say that the two seeds $(N, B)$ and $(N', B')$ are *isomorphic* if there is a permutation $\sigma \in \mathcal{S}_I$ such that $\sigma \cdot B = B'$. Here, $\sigma \cdot A := (a_{\sigma^{-1}(i), \sigma^{-1}(j)})_{i,j \in I}$ for each matrix $A = (a_{ij})_{i,j \in I}$.

**Remark 2.1.** For exchange matrices we use the notation $B$ rather than $\epsilon$, since we want to reserve the latter for signs $\epsilon \in \{+, 0, -\}$. Our exchange matrix is related to the one $B_{FZ} = (b_{FZ}^{\epsilon})_{i,j \in I}$ used in [FZ07, NZ12] by the transposition $b_{FZ}^{\epsilon} = b_{\epsilon}^{ij}$.

We call such an assignment $s : t \mapsto (N(t), B(t))$ a seed pattern if for each edge $t \xleftarrow{k} t'$ of $T_I$ labeled by $k \in I$, the exchange matrices $B(t) = (b_{ij})$ and $B(t') = (b'_{ij})$ are related by the matrix mutation:

$$b'_{ij} = \begin{cases} -b_{ij} & \text{if } i = k \text{ or } j = k, \\ b_{ij} + [b_{ik}][b_{kj}] + [-b_{ik}][b_{kj}] & \text{otherwise.} \end{cases}$$
Here $[a]_+ := \max\{a, 0\}$ for $a \in \mathbb{R}$, throughout this paper. As a relation between the lattices assigned to $t$ and $t'$, we consider two linear isomorphisms $\tilde{\mu}_{k, \epsilon} : N(t') \xrightarrow{\sim} N(t)$ which depend on a sign $\epsilon \in \{+, -\}$ and is given by

$$
e_i' \mapsto \begin{cases}
-e_k & \text{if } i = k, \\
e_i + [eb_{ik}]_+ e_k & \text{if } i \neq k.
\end{cases}
$$

Here we write $e_i := e_i(t)$ and $e_i' := e_i(t')$. It induces a linear isomorphism $\tilde{\mu}_{k, \epsilon}^* : M(t') \xrightarrow{\sim} M(t)$ (denoted by the same symbol) which sends $f_i$ to the dual basis of $\tilde{\mu}_{k, \epsilon}^*(e_i')$. Explicitly, it is given by

$$f_i' \mapsto \begin{cases}
-f_k + \sum_{j \in I} [-eb_{kj}]_+ f_j & \text{if } i = k, \\
f_i & \text{if } i \neq k.
\end{cases}
$$

We call each map $\tilde{\mu}_{k, \epsilon}^*$ the signed seed mutation at $k \in I$.

One can check the following lemma by direct calculation:

**Lemma 2.2.** The signed mutations are compatible with matrix mutations. Namely, for any $k \in I$ and $\epsilon \in \{+, -\}$, we have

$$\{\tilde{\mu}_{k, \epsilon}^*(e_i'), \tilde{\mu}_{k, \epsilon}^*(e_j')\} = b_{ij}'.
$$

For later discussions, we collect here some properties of the presentation matrices of the signed seed mutation and its dual, with respect to the seed bases. For an edge $t \xrightarrow{k} t'$ of $\mathbb{T}$, and a sign $\epsilon \in \{+, -\}$, let us consider the matrices $\tilde{E}_{k, \epsilon}^{(t)} = (\tilde{E}_{ij})_{i,j \in I}$ and $E_{k, \epsilon}^{(t)} = (E_{ij})_{i,j \in I}$, given as follows:

$$
\tilde{E}_{ij} := \begin{cases}
1 & \text{if } i = j \neq k, \\
-1 & \text{if } i = j = k, \\
[-eb_{kj}]_+ & \text{if } i = k \text{ and } j \neq k, \\
0 & \text{otherwise},
\end{cases} \quad (2.1)
$$

$$
E_{ij} := \begin{cases}
1 & \text{if } i = j \neq k, \\
-1 & \text{if } i = j = k, \\
[eb_{ik}]_+ & \text{if } j = k \text{ and } i \neq k, \\
0 & \text{otherwise}.
\end{cases} \quad (2.2)
$$

Then the transpose of the matrix $E_{k, \epsilon}^{(t)}$ gives the presentation matrix of $\tilde{\mu}_{k, \epsilon}^* : N(t') \xrightarrow{\sim} N(t)$ with respect to the seed bases $(e_i(t'))$ and $(e_i(t))$: $\tilde{\mu}_{k, \epsilon}^* e_i^{(t')} = \sum_{j \in I} (E_{k, \epsilon}^{(t)})_{ij} e_j^{(t)}$. Similarly the transpose of the matrix $\tilde{E}_{k, \epsilon}^{(t)}$ gives the presentation matrix of $\tilde{\mu}_{k, \epsilon}^* : M(t') \xrightarrow{\sim} M(t)$ with respect to the bases $(f_i^{(t)})$ and $(f_i^{(t)})$.

The following are basic properties, which can be checked by a direct computation.
Lemma 2.3. For any edge $t \xrightarrow{k} t'$ and $\epsilon \in \{+,-\}$, we have the following equations:

1. $(E_{k,\epsilon}^{(t)})^{-1} = E_{k,\epsilon}^{(t)}$, $(\tilde{E}_{k,\epsilon}^{(t)})^{-1} = \tilde{E}_{k,\epsilon}^{(t)}$.
2. $(E_{k,\epsilon}^{(t)})^T = (\tilde{E}_{k,\epsilon}^{(t)})^{-1}$.

Notation 2.4. In the sequel, we use the notation $\tilde{A} := (A^T)^{-1}$ for an invertible matrix $A$.

2.1.2. Tropical cluster transformations and tropical cluster varieties. Let $\mathbb{P} = (\mathbb{P}, \oplus, \cdot) = \mathbb{Z}^{\text{trop}}$ or $\mathbb{R}^{\text{trop}}$. Here $\mathbb{Z}^{\text{trop}}$ and $\mathbb{R}^{\text{trop}}$ are the semifields $(\mathbb{Z}, \min, +)$ and $(\mathbb{R}, \min, +)$ respectively, called min-plus algebra. For a seed pattern $s : T \ni t \mapsto (N^{(t)}, B^{(t)})$, we define the tropical seed $\mathcal{X}$-tori associated with $t \in T$ as

$$\mathcal{X}^{(t)}(\mathbb{P}) := M^{(t)} \otimes_\mathbb{Z} \mathbb{P}^\times,$$

where $\mathbb{P}^\times := (\mathbb{P}, \cdot)$ denotes the multiplicative group, namely $(\mathbb{Z}^{\text{trop}})^\times = \mathbb{Z}$ and $(\mathbb{R}^{\text{trop}})^\times = \mathbb{R}$. We call the tropical cluster $\mathcal{X}$-coordinates the functions

$$x_i^{(t)} : \mathcal{X}^{(t)}(\mathbb{P}) \to \mathbb{P}, \quad m \otimes p \mapsto \langle e_i^{(t)}, m \rangle p.$$

The tropical cluster $\mathcal{X}$-transformations $\mu^x_k : \mathcal{X}^{(t)}(\mathbb{R}^{\text{trop}}) \to \mathcal{X}^{(t')}(\mathbb{R}^{\text{trop}})$ associated with an edge $t \xrightarrow{k} t'$ of $T$ are given by the composition $\mu^x_k \circ \mu^#_{k,\epsilon}$ with the piecewise linear (PL for short) automorphisms $\mu^#_{k,\epsilon}$ given by

$$(\mu^#_{k,\epsilon})^* x_i := x_i - b_{ik} \min\{0, \epsilon x_k\}.$$

We note that these maps are PL isomorphisms.

Definition 2.5. The tropical cluster $\mathcal{X}$-variety $\mathcal{X}_s(\mathbb{P})$ associated with a seed pattern $s : t \mapsto (N^{(t)}, B^{(t)})$ is defined by gluing the corresponding tropical tori by tropical cluster transformations:

$$\mathcal{X}_s(\mathbb{P}) := \bigcup_{t \in T} \mathcal{X}^{(t)}(\mathbb{P}).$$

Since the tropical cluster transformations are bijective, each $\mathcal{X}^{(t)}(\mathbb{P})$ are isomorphic to $\mathcal{X}_s(\mathbb{P})$.

2.1.3. Mutation loops. A horizontal loop is defined to be an equivalence class of an edge path in $T$.

Definition 2.6. For an edge path $\gamma : t \to t'$ in $T$, we define the tropical cluster transformation $\mu^x_\gamma : \mathcal{X}^{(t)}(\mathbb{P}) \to \mathcal{X}^{(t')}(\mathbb{P})$ associated with $\gamma$ to be the composition of the PL isomorphisms associated with the edges it traverses.

Let $s$ be a seed pattern. We say that two vertices $t, t' \in T$ are $s$-equivalent (and write $t \sim_s t'$) if the corresponding seeds are isomorphic, that is, $\sigma.B^{(t)} = B^{(t')}$ for some $\sigma \in \mathcal{G}_T$. 
Then, the following linear isomorphism gives a seed isomorphism:

\[(N(t'), B(t')) \to (N(t), B(t)); \quad e_i^{(t')} \mapsto e_{\sigma_{i-1}}^{(t)} .\]  

(2.3)

Let \( \gamma_\nu : t_\nu \to t'_\nu \) be an edge path in \( T_I \) such that \( t_\nu \sim_s t'_\nu \) for \( \nu = 1, 2 \). We say that \( \gamma_1 \) and \( \gamma_2 \) are \( s \)-equivalent if there exists a path \( \delta : t_1 \to t_2 \) such that the following diagram commutes:

\[
\begin{array}{c}
\mathcal{X}(t_1)(Z_{\text{trop}}) \\
\downarrow \mu_1^x \\
\mathcal{X}(t_1)(Z_{\text{trop}})
\end{array}
\begin{array}{c}
\rightarrow \\
\sim
\begin{array}{c}
\mathcal{X}(t'_1)(Z_{\text{trop}}) \\
\downarrow \mu_2^x
\end{array}
\begin{array}{c}
\rightarrow \\
\sim
\begin{array}{c}
\mathcal{X}(t_2)(Z_{\text{trop}})
\end{array}
\end{array}
\end{array}
\]

(2.4)

Here the isomorphism \( \mathcal{X}(t'_\nu)(Z_{\text{trop}}) \sim \mathcal{X}(t_\nu)(Z_{\text{trop}}) \) is induced by the seed isomorphism (2.3) for \( \nu = 1, 2 \). The \( s \)-equivalence class containing an edge path \( \gamma \) is denoted by \( [\gamma]_s \). Note that the commutativity of the diagram (2.4) does not depend on the choice of the path \( \delta \).

**Definition 2.7** (mutation loops). A mutation loop is an \( s \)-equivalence class of an edge path \( \gamma : t \to t' \) in the labeled exchange graph \( T_I \) such that \( t \sim_s t' \). We call \( \gamma \) a representation path of the horizontal mutation loop if \( \phi = [\gamma]_s \).

**Remark 2.8.** The definition of mutation loops presented above looks very different to the one given in [IK21, IK20a]. Nevertheless, they are the same definition by [IK21, Lemma 3.8] and the periodicity theorem [IIKKN13, Theorem 5.1].

For a horizontal mutation loop \( \phi \), take a representation path \( \gamma : t \to t' \). Then we have the following composite of PL isomorphisms:

\[ \phi_\gamma^t : \mathcal{X}(t)(\mathbb{R}_{\text{trop}}) \xrightarrow{\mu_\gamma^x} \mathcal{X}(t')(\mathbb{R}_{\text{trop}}) \sim \mathcal{X}(t)(\mathbb{R}_{\text{trop}}) .\]  

(2.5)

It induces an automorphism on the tropical cluster variety \( \mathcal{X}_s(\mathbb{R}_{\text{trop}}) \), as follows:

\[
\begin{array}{c}
\mathcal{X}(t)(\mathbb{R}_{\text{trop}}) \\
\Downarrow \mu_\gamma^x
\end{array}
\begin{array}{c}
\sim \\
\Downarrow
\begin{array}{c}
\mathcal{X}(t')(\mathbb{R}_{\text{trop}}) \\
\Downarrow \phi_\gamma^t
\end{array}
\begin{array}{c}
\sim \\
\Downarrow
\begin{array}{c}
\mathcal{X}(t)(\mathbb{R}_{\text{trop}})
\end{array}
\end{array}
\end{array}
\]

Here the vertical maps are coordinate embeddings given by the definition of the tropical cluster variety.

2.2. (Co-)t-structures and tiltings. For an abelian category \( A \) and a triangulated category \( D \), we denote \( K_0(A) \) and \( K_0(D) \) by the Grothendieck group of \( A \) and \( D \), respectively. Also for an additive category \( B \), \( K_0^{\text{split}}(B) \) denotes the split Grothendieck group of it. For an object \( E \), \([E]\) denotes the class of the (split) Grothendieck group represented by \( E \).
For a subcategory $U$ of a triangulated category $D$, we write $U^\perp$ and $^\perp U$ for the right and left orthogonal subcategory of it respectively:

$$U^\perp := \{ V \in D \mid \text{Hom}_D(U, V) = 0 \text{ for all } U \in U\},$$

$$^\perp U := \{ V \in D \mid \text{Hom}_D(V, U) = 0 \text{ for all } U \in U\}.$$

Moreover, for two subcategories $U$ and $V$, we write $U \ast V$ for the join of them, namely the full subcategory consists of an object $E \in D$ which fits into an exact triangle

$$U \to E \to V \to U[1]$$

for some $U \in U$ and $V \in V$.

**Definition 2.9** (t-structure). A t-structure of a triangulated category $D$ is a subcategory $P$ of $D$ such that $P[1] \subset P$ and $D = P \ast P^\perp$. Moreover, the t-structure is bounded if it satisfying $D = \bigcup_{i,j} P[i] \cap P^\perp[j]$.

For a t-structure $P \subset D$, its heart is the subcategory $A = P \cap P^\perp[1]$. It is well-known that the heart $A$ of a t-structure is abelian category and satisfies $K_0(D) \cong K_0(A)$.

By the second condition of the definition of t-structure, each object $E \in D$ has a decomposition $X \to E \to Y \to X[1]$ with $X \in P$ and $Y \in P^\perp$. The correspondences $E \mapsto X$ and $E \mapsto Y$ give functors $t_{\leq 0} : D \to P$ and $t_{\geq 1} : D \to P^\perp$ respectively. Actually the composition $t_{\leq 0} \circ [-1] \circ t_{\geq 1} \circ [1]$ is cohomological. We write $H_0^A$ for it and we write $H_n^A := [-n] \circ H_0^A \circ [n]$. For $E \in D$, we call $H_n^A(E)$ the $n$-th cohomology of $E$ associated with the heart $A$. If the t-structure is bounded, the cohomology complex associated with the heart is bounded.

For subcategories of an abelian category, define the orthogonal subcategories and the joins like as above. A pair of subcategories $(T, F)$ of an abelian category $A$ is a torsion pair if $\text{Hom}(T, F) = 0$ and $A = T \ast F$. Let $(T, F)$ be a torsion pair in a heart $A$ of a t-structure $P \subset D$. Then, the subcategory $P \ast T[-1]$ is a new t-structure and its heart is $F \ast T[-1]$. Also the subcategory $(F \ast P^\perp)$ is a new t-structure and its heart is $F[1] \ast T$. The former $F \ast T[-1]$ (resp. latter $F[1] \ast T$) is called right (resp. left) tilt of $A$ at $(T, F)$.

Next, we recall the ‘dual’ concept of t-structure in some sense, called a co-t-structure or a weight structure.

**Definition 2.10** (Co-t-structure). A co-t-structure of a triangulated category $D$ is a subcategory $Q$ of $D$ such that $Q[-1] \subset Q$ and $D = Q \ast Q^\perp$. Moreover, the co-t-structure is bounded if it satisfying $D = \bigcup_{i,j} Q[i] \cap Q^\perp[j]$.

For a co-t-structure $Q \subset D$, its co-heart is the subcategory $B = Q \cap Q^\perp[-1]$. In the contrast to the t-structures, the co-heart $B$ of a co-t-structure is an additive category but it is not an abelian category in general. Nevertheless, we have $K^\text{split}_0(B) \cong K_0(D)$. Also, the decomposition associated with the second condition of co-t-structure, which is called
weight decomposition, is ‘functorial up to morphisms that are zero on cohomology’. That is, a weight decomposition gives a functor to some quotient category of the homotopy category of complexes over a co-heart (cf. [Bon10, Section 3]). In particular for \( E \in D \), by choosing the weight decomposition of \( E \), we obtain the complex \( t^\bullet(E) \) over the co-heart \( B \) which is called weight complex of \( E \) (cf. [Bon10, Section 2.2]). The next lemma is useful in later sections.

**Lemma 2.11** ([Bon10, Proof of Theorem 3.3.1.I]). Let \( D \to E \to F \to D[1] \) be an exact triangle of \( D \) and take weight decompositions of \( D \) and \( F \). Then, there is a weight decomposition of \( E \) such that the triangle of weight complexes

\[
t^\bullet(D) \to t^\bullet(E) \to t^\bullet(F) \to t^\bullet(D)[1]
\]

which splits componentwise, namely \( t^n(E) = t^n(D) \oplus t^n(F) \) for any \( n \in \mathbb{Z} \).

### 2.3. (Co-)stability conditions.

We put

\[
H := \{ z \in \mathbb{C} : |z| > 0, \ \arg(z)/\pi \in (0, 1] \}.
\]

**Definition 2.12** (stability function). A stability function on an abelian category \( A \) is a group homomorphism \( Z : K_0(A) \to \mathbb{C} \) such that \( Z(E) \in H \) for all \( 0 \neq E \in A \).

When a stability function \( Z : K_0(A) \to \mathbb{C} \) is given, the phase \( \varphi(E) \) of an object \( 0 \neq E \in D \) is defined to be \( \arg(Z(E))/\pi \in (0, 1] \).

**Definition 2.13** (semistable object). Let \( Z \) be a stability function on an abelian category \( A \). An object \( 0 \neq E \in A \) is semistable (with respect to \( Z \)) if \( \varphi(E') \leq \varphi(E) \) for all subobject \( 0 \neq E' \subset E \).

**Definition 2.14** (Harder–Narasimhan property). The stability function \( Z : K_0(A) \to \mathbb{C} \) is said to have the Harder–Narasimhan property if for any \( 0 \neq E \in A \), there is a finite sequence of subobjects of \( E \)

\[
0 = E_0 \subset E_1 \subset \cdots \subset E_n = E
\]

such that \( A_i = E_i/E_{i-1} \) are semistable and whose phases are decreasing:

\[
\varphi(A_1) > \varphi(A_2) > \cdots > \varphi(A_n).
\]

**Definition 2.15** (stability condition). A stability condition on a triangulated category \( D \) is a pair \((A, Z)\) of a heart \( A \) of a bounded t-structure on \( D \) and a stability function \( Z \) on \( A \) with the Harder–Narasimhan property.

For a stability condition \( \sigma = (A, Z) \), one can think \( Z \) as a group homomorphism from \( K_0(D) \) to \( \mathbb{C} \) since \( K_0(A) \cong K_0(D) \). We call \( Z : K_0(D) \to \mathbb{C} \) central charge of \( \sigma \). Furthermore, we call an object \( E \in D \) is semistable if \( E \in A[k] \) for some \( k \in \mathbb{Z} \) and \( E[-k] \)
is semistable with respect to $Z$. We call the real number $\varphi_\sigma(E) := \varphi(E[-k]) + k$ the phase of $E$ with respect to $\sigma$.

In what follows, we always assume that the Grothendieck groups of any triangulated categories are lattices of finite rank. Let $\text{Stab}(D)$ denote the set of stability conditions on $D$ satisfying support property, that is, for some norm $\| - \|$ on $K_0(D) \otimes \mathbb{R}$, there is a constant $C > 0$ such that $\| [A] \| < C |Z(A)|$ for each semistable object $A \in D$.

In order to explain the metric on the set $\text{Stab}(D)$, we prepare the following:

**Proposition 2.16** (Harder–Narasimhan filtration in a triangulated category). Let $(A, Z)$ be a stability condition of a triangulated category $D$. Then, for any object $0 \neq E \in D$, there is a sequence of exact triangles

$$0 \xrightarrow{} E_0 \xrightarrow{\cdots} E_1 \xrightarrow{\cdots} E_2 \xrightarrow{\cdots} E_{n-1} \xrightarrow{\cdots} E_n \xrightarrow{\cdots} E \xrightarrow{\cdots}$$

where $A_i$ is semistable of phase $\varphi_i$ for each $i = 1, \ldots, n$ and $\varphi_1 > \varphi_2 > \cdots > \varphi_n$.

We call such sequence of exact triangles Harder–Narasimhan filtration of $E \in D$. Moreover, $\varphi_\sigma^+(E) := \varphi_1$, $\varphi_\sigma^-(E) := \varphi_n$ and $m_\sigma(E) := \sum_i |Z(A_i)|$ which is called mass of $E$. Since the Harder–Narasimhan filtration is unique up to isomorphism, the above functions are well-defined.

**Proposition 2.17** ([Bri07, Proposition 8.1]). Let $D$ be a triangulated category. The function

$$d(\sigma_1, \sigma_2) = \sup_{0 \neq E \in D} \left\{ |\varphi^+_{\sigma_1}(E) - \varphi^+_{\sigma_2}(E)|, |\varphi^-_{\sigma_1}(E) - \varphi^-_{\sigma_2}(E)|, \log \left( \frac{m_{\sigma_1}(E)}{m_{\sigma_2}(E)} \right) \right\} \in [0, \infty]$$

defines a generalized metric on $\text{Stab}(D)$.

This generalized metric induces a topology on $\text{Stab}(D)$ and induces a metric space structure on each connected component of it.

**Theorem 2.18** ([Wo12]). Let $D$ be a triangulated category and let $\text{Stab}^\dagger(D)$ be a connected component of $\text{Stab}(D)$. Then metric space $(\text{Stab}^\dagger(D), d)$ is complete.

There are two natural group actions on $\text{Stab}(D)$. The first one is the left action by the group $\text{Aut}(D)$ of autoequivalences of $D$ defined by

$$F \cdot \sigma := (F(A), Z \circ [F^{-1}])$$

for $\sigma = (A, Z) \in \text{Stab}(D)$ and $F \in \text{Aut}(D)$. Here, $[F]$ denotes the induced automorphism on $K_0(A)$. The second one is the right action by the universal cover $\tilde{GL}^+(2, \mathbb{R})$ of $GL^+(2, \mathbb{R})$ defined by

$$\sigma \cdot g := (A', \overline{g}^{-1} \circ Z)$$
for \( \sigma = (A, Z) \in \text{Stab}(D) \) and \( g \in \tilde{GL}^+(2, \mathbb{R}) \). Here \( A' \) is the extension closed subcategory of \( D \) generated by the semistable objects \( E \in D \) with respect to \( \sigma \) such that \( \varphi_\sigma(E) \in (\theta(g), \theta(g) + 1] \). \( \mathcal{F} \) denotes the projection of \( g \) under the covering map and \( \theta(g) \) is the angle of the rotation induced by \( g \). We think \( C \) is a subgroup of \( \tilde{GL}^+(2, \mathbb{R}) \) as \( \lambda = \exp(\pi \lambda \sqrt{-1}) \) and \( \theta(\lambda) = \text{Re}(\lambda) \). In particular, both of the \( \text{Aut}(D) \)-action and the \( C \)-action preserve the metric.

Next, we consider the ‘dual’ concept of stability conditions in some sense, called co-stability conditions. For additive categories, we define the stability function on them in the same way as for abelian categories by using split Grothendieck groups instead of Grothendieck groups. Also we define the phase of objects in the same way. We are going to consider the split version of semistable objects and Harder–Narasimhan properties.

**Definition 2.19** (split semistable object). Let \( W \) be a stability function on an additive category \( B \). An object \( 0 \neq E \in B \) is split semistable (with respect to \( W \)) if \( \varphi(E') = \varphi(E) \) for any direct summand \( E' \subset E \).

**Definition 2.20** (split Harder–Narasimhan property). The stability function \( W \) on \( B \) is said to have the split Harder–Narasimhan property if any \( 0 \neq E_1, E_2 \in B \) with \( \varphi(E_1) < \varphi(E_2) \) satisfy \( \text{Hom}_B(E_1, E_2) = 0 \), and each object \( E \in B \) has a decomposition \( E = B_1 \oplus B_2 \oplus \cdots \oplus B_n \) such that \( B_i \) are split semistable.

**Definition 2.21** (co-stability condition). A co-stability condition on a triangulated category \( D \) is a pair \((B, W)\) of a co-heart \( B \) of a bounded co-t-structure on \( D \) and a stability function \( W \) on \( B \) with the split Harder–Narasimhan property.

For a co-stability condition \( \tau = (B, W) \), we define the split-semistable objects and the phase of objects with respect to \( \tau \) in the same way as the stability conditions.

**Proposition 2.22** (split Harder–Narasimhan filtration in a triangulated category). Let \((B, W)\) be a co-stability condition of a triangulated category \( D \). Then, for any object \( 0 \neq E \in D \), there is a sequence of exact triangles

\[
0 = E_0 \twoheadrightarrow E_1 \twoheadrightarrow E_2 \twoheadrightarrow \cdots \twoheadrightarrow E_{n-1} \twoheadrightarrow E_n = E
\]

where \( B_i \) is split semistable of phase \( \varphi_i \) for each \( i = 1, \ldots, n \) and \( \varphi_1 < \varphi_2 < \cdots < \varphi_n \).

We also call such sequence of exact triangles split Harder–Narasimhan filtration of \( E \in D \). We note that the split Harder–Narasimhan filtration is not unique up to isomorphisms, unlike the stability conditions. We define the mass \( m_\tau(E) \) of \( E \) as

\[
m_\tau(E) := \inf \left\{ \sum_i |W(B_i)| \mid B_i \text{ are the factors appearing in the split Harder–Narasimhan filtration of } E \text{ as (2.6)} \right\}.
\]
2.4. Derived category of Ginzburg dg algebras. In this paper, we fix the base field \( \mathbb{C} \). A quiver with potential is a pair \((Q, W)\) of a finite quiver \( Q \) and a potential \( W \), which is a finite linear combination of oriented cycles of \( Q \). There is a mutation rule for quiver with potentials [DWZ08]. For a quiver with potential \((Q, W)\) and a vertex \( k \) of \( Q \), \( \mu_k(Q, W) \) denotes the mutated quiver with potential at \( k \). The potential \( W \) of a quiver \( Q \) is nondegenerate if any iterated mutation for \((Q, W)\) is compatible with the usual quiver mutation for \( Q \). In our setting, there exists a nondegenerate potential of a quiver [DWZ08, Corollary 7.4].

For a quiver with potential \((Q, W)\), one can construct a 3-Calabi–Yau algebra \( \Gamma_{Q,W} \) called Ginzburg dg algebra (cf. [KY11, Section 2.6]). We will write \( \mathcal{D}_{fd}(\Gamma_{Q,W}) \) for the full subcategory of the derived category \( \mathcal{D}(\Gamma_{Q,W}) \) of \( \Gamma_{Q,W} \) consists of dg \( \Gamma_{Q,W} \)-modules whose total cohomologies are finite dimensional and call it finite dimensional derived category of \( \Gamma_{Q,W} \). From the definition of 3-Calabi–Yau algebra, the category \( \mathcal{D}_{fd}(\Gamma_{Q,W}) \) is 3-Calabi–Yau, namely satisfying

\[
\text{Hom}_{\mathcal{D}_{fd}(\Gamma_{Q,W})}(M, N) \cong \text{Hom}_{\mathcal{D}_{fd}(\Gamma_{Q,W})}(N, M[3])^\ast
\]

for all \( M, N \in \mathcal{D}_{fd}(\Gamma_{Q,W}) \). We will also consider the another subcategory \( \text{per}(\Gamma_{Q,W}) \) which is a smallest thick subcategory containing \( \Gamma_{Q,W} \), called perfect derived category of \( \Gamma_{Q,W} \). Since \( \Gamma_{Q,W} \) is homologically smooth, \( \mathcal{D}_{fd}(\Gamma_{Q,W}) \subset \text{per}(\Gamma_{Q,W}) \).

The category \( \mathcal{D}_{fd}(\Gamma_{Q,W}) \) has a bounded t-structure defined by

\[
\{ M \in \mathcal{D}_{fd}(\Gamma_{Q,W}) \mid H^p(M) = 0 \text{ for all } p > 0 \},
\]

called canonical t-structure. Its heart \( \mathbb{A}_{Q,W} \), called the canonical heart, is of finite-length, namely it is Artinian and Noetherian as an abelian category.

The category \( \text{per}(\Gamma_{Q,W}) \) has a co-t-structure defined by the smallest full subcategory containing \( \{ \Gamma_{Q,W}[-n] \mid n \in \mathbb{Z}_{\geq 0} \} \) and closed under extensions and direct summands. Its co-heart is \( \text{add}(\Gamma_{Q,W}) \).

Fix a quiver \( Q^0 \) with the set \( I \) of vertices and its nondegenerate potential \( W^0 \) and fix a vertex \( t_0 \in \mathbb{T}_I \). We are going to see that the category \( \mathcal{D}_{fd}(\Gamma_{Q^0,W^0}) \) gives the categorification of the seed pattern \( s = s_{t_0;Q^0} \) with the exchange matrix at \( t_0 \) is the matrix \( B_{Q^0} \) corresponding to the quiver \( Q^0 \).

It is known that the category \( \mathcal{D}_{fd}(\Gamma_{Q,W}) \) is generated by the simple modules \( S_i, i \in I \), which are obtained from the simple \( Q \)-representations concentrated at each vertex \( i \in I \).
Lemma 2.23 ([KY11, Lemma 2.15]). For each vertices $i, j \in I$, we have

$$\dim \text{Hom}_{\text{Dr}_{Q,W}}(S_i, S_j[n]) = \begin{cases} 
\delta_{i,j} & \text{if } n = 0, \\
Q_{j,i} & \text{if } n = 1, \\
Q_{i,j} & \text{if } n = 2, \\
\delta_{i,j} & \text{if } n = 3, \\
0 & \text{otherwise.}
\end{cases}$$

Here $Q_{i,j} := \# \{i \to j \text{ in } Q \}$.

The Grothendieck group $K_0(\text{D}_\text{id}(\Gamma_{Q,W}))$ is free on the basis given by $[S_i]$, $i \in I$. By definition of $\text{D}_\text{id}(\Gamma_{Q,W})$, the Euler pairing on $K_0(\text{D}_\text{id}(\Gamma_{Q,W}))$

$$(M, N) := \sum_{n \in \mathbb{Z}} (-1)^n \dim \text{Hom}_{\text{Dr}_{Q,W}}(M, N[n])$$

is well-defined. By comparing Lemma 2.23, the matrix of the Euler form with respect to the basis $([S_i])_{i \in I}$ is given by the matrix $B_Q$ corresponding to $Q$. We attach quiver with potentials $(Q(t), W(t))$ for $t \in \mathbb{T}_I$ satisfying $(Q(t_0), W(t_0)) = (Q^0, W^0)$ and $(Q(t'), W(t')) \sim \mu_k(Q(t), W(t))$ for each edge $t \xrightarrow{k} t'$ in $\mathbb{T}_I$. Here $\mu_k(Q, W)$ denotes a mutation for a quiver with potential $(Q, W)$ and $(Q, W) \sim (Q', W')$ means that the quiver with potentials $(Q, W)$ and $(Q', W')$ are right equivalent (see [DWZ08]). Then, we obtain the seed pattern

$s^\text{cat} : t \mapsto (K_0(\text{D}_\text{id}(\Gamma_{Q(t), W(t)}))) = \bigoplus_{i \in I} \mathbb{Z}\langle S_i^{(t)} \rangle, B_{Q(t)}$.

Here $S_i^{(t)}$ denotes the simple $\Gamma_{Q(t), W(t)}$-module for $i \in I$. It is clear that $s^\text{cat} = s$.

On the other hand, the Grothendieck group $K_0(\text{per}(\Gamma_{Q,W}))$ is free on the basis given by $[P_i]$, $i \in I$, where $P_i$ denotes the projective module $e_i\Gamma_{Q,W}$. Extends the Euler pairing to $\text{per}(\Gamma_{Q,W})$ in the same way, then we have $(\langle P_i, [S_j] \rangle) = \delta_{i,j}$ for any $i, j \in I$. Thus, one can think that $K_0(\text{per}(\Gamma_{Q,W}))$ is a dual lattice of $K_0(\text{D}_\text{id}(\Gamma_{Q,W}))$ via the Euler pairing.

We will consider the mutation loops of this seed pattern $s^\text{cat}$. In order to lift them to an autoequivalence of the derived category of the Ginzburg dg algebras, we have to restrict them as follows:

Definition 2.24. A mutation loop $\phi$ of the seed pattern $s^\text{cat}$ is a $QP$ mutation loop if there is a representation path $\gamma : t \to t'$ such that the quiver with potentials $(Q(t), W(t))$ and $(Q(t'), W(t'))$ corresponding to $t$ and $t'$ respectively are right equivalent.

From the nondegeneracy of the potential $W^0$ of $Q^0$, any representation path $\gamma : t \to t'$ of a QP mutation loop $\phi$ satisfies the condition $(Q(t), W(t)) \sim (Q(t'), W(t'))$.

We will write $\Gamma(t) = \Gamma_{Q(t), W(t)}$, $D(t) = D(\Gamma(t))$, $\text{per}(t) = \text{per}(\Gamma(t))$, $D_{\text{id}}(t) = D_{\text{id}}(\Gamma(t))$ and $A(t) = A_{Q(t), W(t)}$ for simplicity. The signed seed mutations are categorified as follows:
**Theorem 2.25** ([KY11]). Let $s^{\text{cat}}$ be the seed pattern as above. For an edge $t \xrightarrow{k} t'$ of $\mathbb{T}_I$, there exist two derived equivalences

$$F_{k,+}^*, F_{k,-}^* : D(t') \xrightarrow{\sim} D(t)$$

such that they restrict to subcategories

$$F_{k,\pm}|_{D_{\text{fd}}} : D_{\text{fd}}(t') \xrightarrow{\sim} D_{\text{fd}}(t), \quad F_{k,\pm}|_{\text{per}} : \text{per}(t') \xrightarrow{\sim} \text{per}(t).$$

The equivalences send the standard heart $A^{(t)}$ to the right and left tilt of $A^{(t)}$ at the torsion pairs $(S_k, S_k^\perp)$ and $(S_k^\perp, S_k)$ of $A^{(t)}$ respectively, where $S_k = S_k^{(t)} := \text{add} S_k^{(t)}$. That is,

$$F_{k,+}^*(A^{(t)}) = S_k^\perp \ast S_k[-1] \quad \text{and} \quad F_{k,-}^*(A^{(t)}) = S_k[1] \ast S_k^\perp.$$ 

Moreover, they induce signed seed mutations:

$$[F_{k,\epsilon}|_{D_{\text{fd}}} = \tilde{\nu}_{k,\epsilon} : K_0(D(t')) \xrightarrow{\sim} K_0(D(t)),$$

$$[F_{k,\epsilon}|_{\text{per}} = \tilde{\nu}_{k,\epsilon} : K_0(\text{per}(t')) \xrightarrow{\sim} K_0(\text{per}(t)),$$

for $\epsilon \in \{+, -\}$. Namely, the presentation matrix of $[F_{k,\epsilon}|_{D_{\text{fd}}}$ (resp. $[F_{k,\epsilon}|_{\text{per}}$) is given by $(E_{k,\epsilon}^{(t)})^T$ (resp. $(\tilde{E}_{k,\epsilon}^{(t)})^T$).

### 3. The autoequivalence $F_\phi$ associated to a sign stable mutation loop $\phi$

#### 3.1. Sign stability of mutation loops.

First of all, we recall the tropical cluster $\mathcal{X}$-transformation $\mu_k : \mathcal{X}(\mathbb{R})^{(t)} \xrightarrow{\text{trop}} \mathcal{X}(\mathbb{R})^{(t')} \xrightarrow{\text{trop}}$ associated with an edge $t \xrightarrow{k} t'$ in $T_I$.

**Lemma 3.1** ([IK21, Lemma 3.1]). Fix a point $w \in \mathcal{X}(\mathbb{R})^{(t)}$. Then the tropical cluster $\mathcal{X}$-transformation $\mu_k : \mathcal{X}(\mathbb{R})^{(t')} \xrightarrow{\text{trop}} \mathcal{X}(\mathbb{R})^{(t')} \xrightarrow{\text{trop}}$ is given by

$$x_i^{(t')}(\mu_k(w)) = \begin{cases} -x_k^{(t)}(w) & \text{if } i = k, \\ x_i^{(t)}(w) + [\text{sgn}(x_k^{(t)}(w))]b_k^{(t)}x_k^{(t)}(w) & \text{if } i \neq k. \end{cases}$$

Equation (3.1)

Here, $\text{sgn}(a)$ denotes the sign of $a \in \mathbb{R}$:

$$\text{sgn}(a) := \begin{cases} + & \text{if } a > 0, \\ 0 & \text{if } a = 0, \\ - & \text{if } a < 0. \end{cases}$$

This lemma says that the tropical cluster $\mathcal{X}$-transformation $\mu_k : \mathcal{X}(\mathbb{R})^{(t)} \xrightarrow{\text{trop}} \mathcal{X}(\mathbb{R})^{(t')} \xrightarrow{\text{trop}}$ is linear on each of the half-spaces

$$\mathcal{H}_{k,\epsilon}^{x(t)} := \{ w \in \mathcal{X}(\mathbb{R})^{(t')} \mid \epsilon x_k^{(t)}(w) \geq 0 \}$$

for $k \in I$, $\epsilon \in \{+, -\}$ and $w \in T_I$.

For an edge path $\gamma : t_0 \xrightarrow{k_0} t_1 \xrightarrow{k_1} \cdots \xrightarrow{k_{h-1}} t_h$ in $T_I$ and $i = 1, \ldots, m$, let $\gamma_{\leq i} : t_0 \xrightarrow{(k_0, \ldots, k_{i-1})} t_i$ be the sub-path of $\gamma$ from $t_0$ to $t_i$. Let $\gamma_{\leq 0}$ be the constant path at $t_0$. 


Definition 3.2 (sign of a path). Let the notation as above, and fix a point \( w \in \mathcal{X}_{(t_0)}(\mathbb{R}^{\text{trop}}) \). The \textit{sign} of \( \gamma \) at \( w \) is the sequence \( \epsilon_\gamma(w) = (\epsilon_0, \ldots, \epsilon_{h-1}) \in \{+,-\}^h \) of signs defined by

\[
\epsilon_\nu := \text{sgn}(x^{(t_\nu)}_{k_\nu}(\mu_{\gamma,\nu}(w)))
\]

for \( \nu = 0, \ldots, h - 1 \).

The next lemma expresses the heart of Definition 3.2.

Lemma 3.3. Let \( \epsilon = (\epsilon_0, \ldots, \epsilon_{h-1}) \) be the sign of a path \( \gamma : t \to t' \) at \( w \in \mathcal{X}_{(t_0)}(\mathbb{R}^{\text{trop}}) \). If it is strict, namely \( \epsilon \in \{+,-\}^h \), then the cluster \( \mathcal{X} \)-transformation \( \mu_\gamma \) is differentiable at \( w \), and the presentation matrix is given by \( P \cdot E_{\gamma,\epsilon} \), where \( P \) is a presentation matrix of the permutation of the seed isomorphism between \( t' \) and \( t \), and \( E_{\gamma,\epsilon} := E^{(t_{h-1})}_{k_{h-1},\epsilon_{h-1}} \cdots E^{(t_1)}_{k_1,\epsilon_1} E^{(t_0)}_{k_0,\epsilon_0} \).

Conjecture 3.4. For any point \( w \in \mathcal{X}_{(t_0)}(\mathbb{R}^{\text{trop}}) \) and a path \( \gamma \) which represents a mutation loop, the characteristic polynomials of the matrices \( E_{\gamma,\epsilon,w} \) and \( \tilde{E}_{\gamma,\epsilon,w} \) are the same up to an overall sign (cf., Notation 2.4). In particular, the spectral radii of these matrices are the same.

Note that for an \( N \times N \)-matrix \( E \) with \( \det E = \pm 1 \), the characteristic polynomials of the matrices \( E \) and \( \tilde{E} \) are the same up to an overall sign if and only if the characteristic polynomial \( P_E(\nu) \) of \( E \) is (anti-)palindromic: \( P_E(\nu^{-1}) = \pm \nu^{-N} P_E(\nu) \).

We put the cone

\[
\mathcal{C}^+_t := \left\{ w \in \mathcal{X}_t(\mathbb{R}^{\text{trop}}) \mid x_i^{(t)}(w) \geq 0 \text{ for } i = 1, \ldots, N \right\}
\]

for each \( t \in \mathbb{T} \). By [IK21, Lemma 3.8], the sign of a path \( \gamma : t \to t' \) at the interior of \( \mathcal{C}^+_t \) is constant. We refer to it as the \textit{tropical sign} \( \epsilon^\text{trop}_\gamma \) of \( \gamma \).

Definition 3.5 (sign stability). Let \( \gamma \) be a path as above and suppose that \( \phi := [\gamma]_s \) is a mutation loop. Let \( \Omega \subset \mathcal{X}_{(t_0)}(\mathbb{R}^{\text{trop}}) \) be a subset which is invariant under the rescaling action of \( \mathbb{R}_{>0} \). Then we say that \( \gamma \) is \textit{sign-stable} on \( \Omega \) if there exists a sequence \( \epsilon_{\gamma,\Omega}^{\text{stab}} \in \{+,-\}^h \) of strict signs such that for each \( w \in \Omega \setminus \{0\} \), and there exists an nonnegative integer \( s \in \mathbb{Z}_{\geq 0} \) such that

\[
\epsilon_\gamma(\phi^n(w)) = \epsilon_{\gamma,\Omega}^{\text{stab}}
\]

for all \( n \geq s \). We call \( \epsilon_{\gamma,\Omega}^{\text{stab}} \) the \textit{stable sign} of \( \gamma \) on \( \Omega \).

For a mutation loop \( \phi \) and a vertex \( v_0 \in \mathbb{T} \), its \textit{presentation matrix} at a differentiable point \( w \in \mathcal{X}_{(t_0)}(\mathbb{R}^{\text{trop}}) \) is the presentation matrix \( E^{(t_0)}_{\phi}(w) \in GL_N(\mathbb{Z}) \) of the tangent map

\[
(d\phi)_w : T_w \mathcal{X}_{(t_0)}(\mathbb{R}^{\text{trop}}) \to T_{\phi(w)} \mathcal{X}_{(t_0)}(\mathbb{R}^{\text{trop}})
\]

with respect to the basis \( (f^{(t_0)}_{i(t)})_{i \in I} \) of \( M^{(t_0)} \otimes_{\mathbb{Z}} \mathbb{R} = \mathcal{X}_{(t_0)}(\mathbb{R}^{\text{trop}}) \). Note that a choice of a representation path \( \gamma : t_0 \to t \) of \( \phi \) gives a factorization \( E^{(t_0)}_{\phi}(w) = E_{\gamma,\epsilon_{\gamma,w}} \) into elementary matrices \( E^{(t_0)}_{k_{i(t)},\epsilon_{\nu}} \) as in Lemma 3.3. Thus the sign stability implies that the presentation matrix of \( \phi \) at each point \( w \in \Omega \) stabilizes:
Corollary 3.6. Suppose that $\gamma$ is a path which defines a mutation loop $\phi = [\gamma]_s$, and it is sign-stable on $\Omega$. Then there exists an integral $N \times N$-matrix $E^{(t_0)}_{\phi, \Omega} \in GL_N(\mathbb{Z})$ such that for each $w \in \Omega$, there exists an integer $n_0 \geq 0$ such that $E^{(t_0)}_{\phi}(\phi^n(w)) = E^{(t_0)}_{\phi, \Omega}$ for all $n \geq n_0$.

We call $E^{(t_0)}_{\phi, \Omega}$ the stable presentation matrix of $\phi$ with respect to the vertex $t_0$. Notice that this matrix only depends on the mutation loop $\phi$ and the vertex $t_0$, and defined when $\phi$ admits a sign-stable representation path starting from $t_0$.

We say that a path $\gamma : t_0 \to t$ in $\mathbb{T}_I$ is fully-mutating if
\[ \{k_0, \ldots, k_{h-1}\} = I. \]

For a path $\gamma : t_0 \to t$ in $\mathbb{T}_I$ which represents a horizontal mutation loop $\phi$. For a sign $\epsilon \in \{+, -\}^h$ we define the cone $C^\epsilon_\gamma$ as
\[ C^\epsilon_\gamma := \text{rel.cl}\{w \in X_{\{(t_0)\}}(\mathbb{R}^{\text{trop}}) \mid \epsilon(w) = \epsilon\} \subset X_{\{(t_0)\}}(\mathbb{R}^{\text{trop}}), \]
where $\text{rel.cl}$ denotes the relative closure.

Lemma 3.7. If $\gamma$ is fully-mutating, the cone $C^\epsilon_\gamma$ is rationally polyhedral and strictly convex.

An $\mathbb{R}_{>0}$-invariant set $\Omega \subset X_{\{(t_0)\}}(\mathbb{R}^{\text{trop}}) \cong X_s(\mathbb{R}^{\text{trop}})$ is said to be tame if there exists $t \in \mathbb{T}_I$ such that $\Omega \cap \text{int} C^+_\{(t)\} \neq \emptyset$. It is clear that the cone $C^+_\{(t)\}$ is tame.

The following is a direct consequence of Lemma 3.7.

Theorem 3.8 (Perron–Frobenius property, [IK21]). Suppose $\gamma$ is a path as above which represents a mutation loop $\phi = [\gamma]_s$, and which is sign-stable on a tame subset $\Omega$. Then the spectral radius of $E^{(t_0)}_{\phi, \Omega}$ is attained by a positive eigenvalue $\lambda^{(t_0)}_{\phi, \Omega}$, and we have $\lambda^{(t_0)}_{\phi, \Omega} \geq 1$. Moreover if either $\gamma$ is fully-mutating or $\lambda^{(t_0)}_{\phi, \Omega} > 1$, then one of the corresponding eigenvectors is given by the coordinate vector $x(w, \phi, \Omega) \in \mathbb{R}^I$ for some $w, \phi, \Omega \in C^{\text{stab}}_\gamma \setminus \{0\}$.

In particular $\gamma$ is sign-stable on $\Omega$, we define the stable cone $C^{\text{stab}}_{\gamma, \Omega}$ as
\[ C^{\text{stab}}_{\gamma, \Omega} := \bigcap_{n \geq 1} C^{(\text{stab})n}_{\gamma, \Omega}, \]
where $\epsilon^n := (\epsilon, \ldots, \epsilon) \in \{+, -\}^n$ for $\epsilon \in \{+, -\}^h$.

Here, we give in a sense “strongest” version of sign stability:

Definition 3.9. A mutation loop $\phi$ is uniformly sign-stable if any representation path $\gamma$ of $\phi$ is sign-stable on $\mathbb{R}_{>0} X_s(\mathbb{Z}^{\text{trop}})$.

We write $\mathcal{S}\Omega := (\Omega \setminus \{0\})/\mathbb{R}_{>0}$ for a $\mathbb{R}_{>0}$-invariant subset $\Omega \subset X_s(\mathbb{R}^{\text{trop}})$.

Definition 3.10. Let $\phi$ be a mutation loop of a seed pattern $s$.  


(1) The mutation loop $\phi$ has a **North dynamics** on a subset $\Pi \subset SX_s(\mathbb{R}_{trop})$ if there is a point $p^+_\phi \in SX_s(\mathbb{R}_{trop})$ such that
\[
\lim_{n \to \infty} \phi^n(v) = p^+_\phi \in SX_s(\mathbb{R}_{trop})
\]
for any point $v \in \Sigma$. We call the point $p^+_\phi$ the attracting point of $\phi$ on $\Pi$ and the value $\lambda_\phi$ so that $\phi(w) = \lambda_\phi w$ for $w \in p^+_\phi$ called stretch factor of $\phi$.

(2) The mutation loop $\phi$ has a **North-South dynamics** (on $SX_s(\mathbb{R}_{trop})$) if there are two fixed points $p^+\phi, p^-\phi \in SX_s(\mathbb{R}_{trop})$ of $\phi$ such that
- if $w \not\in p^-\phi$, then $\lim_{n \to \infty}[\phi^n(w)] = p^+_\phi$;
- if $w \not\in p^+\phi$, then $\lim_{n \to \infty}[\phi^{-n}(w)] = p^-\phi$.

Moreover, the North-South dynamics of $\phi$ with fixed points $p^+_\phi, p^-\phi$ is non-parabolic if
\[
e_\gamma(p^+_\phi) \neq e_\gamma(p^-\phi)
\]
for some representation paths $\gamma$ of $\phi$.

**Definition 3.11.** A point $w \in X_s(\mathbb{R}_{trop})$ is $X$-filling if $x^{(t)}_i(w) \neq 0$ for all $i \in I$ and all $t \in \mathbb{T}_I$.

**Theorem 3.12** ([TS94, Theorem 5.6]). Let $C$ be a closed strictly convex and of full dimensional cone in $\mathbb{R}^N$, $N \geq 2$, and let $E$ be a presentation matrix of a linear map $f : \mathbb{R}^N \to \mathbb{R}^N$ such that $f(C) \subset C$. Then, the following are equivalent:

1. $f^n(C) \subset \text{int} C$ for some $n > 0$.
2. $\ker f \cap C = \{0\}$ and $\bigcap_{n \geq 0} f^n(C) = \mathbb{R}_{\geq 0}v$ for some $v \in \text{int} C$.
3. $\rho(E)$ is the simple eigenvalue such that its eigenvector lies in $\text{int} C$ and it is greater than the modulus of all other eigenvalues.

**Theorem 3.13.** If a mutation loop $\phi$ has a non-parabolic North-South dynamics on $SX_s(\mathbb{R}_{trop})$ with $X$-filling fixed points, then it is uniformly sign-stable with the stretch factor larger than 1.

**Proof.** Let $\gamma$ be a representation path of $\phi$ and let
\[
C^+_\gamma := \bigcap_{n \geq 1} C^\epsilon_{\gamma n},
\]
where $\epsilon = \epsilon^+_\gamma := e_\gamma(w)$ and $w$ is a point of the attracting point $p^+_\phi \in SX_s(\mathbb{R}_{trop})$ of $\phi$. The points in $\Omega^\phi_{X}$ are sent into $\text{int} C^\epsilon_{\gamma n}$ by iteration of $\phi$ since $p^-\phi$ is $X$-filling, and $p^+\phi \subset \text{int} C^\epsilon_{\gamma n}$ by the $X$-fillingness of $p^+_\phi$. Hence $\phi$ is uniformly sign-stable. On the other hand, if $\gamma$ satisfies the non-parabolic condition (3.2), we have
\[
\bigcap_{n \geq 0} \phi^n(C^+_{\gamma n}) = p^+\phi.
\]
Moreover, we have \( \phi^n(C^+_\gamma) \subset C^+_\gamma \) for \( n \gg 0 \). Since the action of the mutation loops on the Fock–Goncharov cluster complex \(^1\)

\[
\mathcal{F}^+_\gamma \rangle := \{ \text{the faces of } \mu^{-1}_\gamma(C^+_\gamma) \mid \gamma : t \to t' \text{ in } \mathbb{T}_I \}
\]

is simplicial, \( \phi^n(C^+_\gamma) \) is of full dimension for all \( n \in \mathbb{Z}_{\geq 0} \), thus so is \( C^+_\gamma \). Therefore, by (3.3) and Theorem 3.12, the stretch factor of \( \phi \) is larger than 1.

At the end of this subsection, we see the relatively easy-to-check sufficient condition of that a mutation loop has a North dynamics.

**Proposition 3.14.** Let \( \phi \) be a mutation loop with a representation path \( \gamma \) which is sign-stable on \( \Omega_{\gamma}^Q \). If there is an integer \( n \geq 0 \) satisfying

\[
C^\text{stab}_\gamma = C^\text{stab}_\gamma^{n},
\]

then \( \phi \) has a North dynamics on \( \Omega_{\gamma}^Q \).

**Proof.** Let \( \gamma \) be such a representation path of \( \phi \) and \( n \geq 0 \) be an integer satisfying (3.4). Then, by Lemma 3.7, the cone \( C^\text{stab}_\gamma \) is rationally polyhedral. Thus, the generators of \( C^\text{stab}_\gamma \) are contained in \( \Omega_{\gamma}^Q \). By definition of sign stability, each generator \( w \) of \( C^\text{stab}_\gamma \) satisfies \( \phi^m(w) \in \text{int} C^\text{stab}_\gamma \) for some \( m > 0 \). It is equivalent to \( \phi^m(C^\text{stab}_\gamma) \subset \text{int} C^\text{stab}_\gamma \). Therefore by the equivalence of (1) and (2) of Theorem 3.12 and [TS94, Theorem 5.4], \( \gamma \) has a North dynamics on \( \Omega_{\gamma}^Q \).

**3.2. The autoequivalences associated to the sign-stable mutation loops.** Let us consider the seed pattern \( s = s^\text{cat} \) defined in Section 2.4. For a vertex \( t_0 \in \mathbb{T}_I \), let

\[
C^\pm_{(t_0)} := \{ w \in \mathcal{X}_{(t_0)}(\mathbb{R}^\text{trop}) \mid \pm x_i^{(t_0)}(w) \geq 0, \ i \in I \}.
\]

**Definition 3.15.** For an edge path \( \gamma : t_0 \xrightarrow{k_0} t_1 \xrightarrow{k_1} \cdots \xrightarrow{k_{h-1}} t_h \) of \( \mathbb{T}_I \) and a strict sign \( \epsilon = (\epsilon_0, \epsilon_1, \ldots, \epsilon_{h-1}) \), we define the equivalence \( F^*_{\gamma, \epsilon} \) as the following composition:

\[
F^*_{\gamma, \epsilon} : D^{(t_h)} \xrightarrow{F^*_{\epsilon_{h-1}, \epsilon_{h-2}}} \cdots \xrightarrow{F^*_{\epsilon_1, \epsilon_0}} D^{(t_1)} \xrightarrow{F^*_{\epsilon_0, \epsilon_0}} D^{(t_0)}.
\]

Let \( \gamma \) be an edge path as Definition 3.15.

**Lemma 3.16 ([Nag13, Theorem 3.5], [Pla10b, Theorem 2.18]).** If \( \epsilon \) is the tropical sign \( \epsilon^\text{trop}_\gamma \) of a path \( \gamma : t \to t' \), then we have the following:

1. The subcategory \( F^*_{\gamma, \epsilon}(\mathcal{A}^{(t)}) \) is the right tilt of \( \mathcal{A}^{(t)} \) at some torsion pair \( (\mathbb{T}_\gamma, F_\gamma) \).
2. \( F^*_{\gamma, \epsilon}(\Gamma^{(t)}) \in \text{add}(\Gamma^{(t)}[-1]) \ast \text{add}(\Gamma^{(t)}) \).

**Lemma 3.17 ([Pla10a, Proposition 3.1]).** Suppose that two modules \( M_1, M_2 \in \text{per}^{(t)} \) satisfying \( M_1, M_2 \in \text{add}(\Gamma^{(t)}[-1]) \ast \text{add}(\Gamma^{(t)}) \subset \text{per}^{(t)} \). Then, \( M_1 \cong M_2 \) if and only if \( [M_1] = [M_2] \in K_0(\text{per}^{(t)}) \).

\(^1\)The Fock–Goncharov cluster complex is a simplicial fan on \( \mathcal{X}_s(\mathbb{R}^\text{trop}) \).
Proposition 3.18. For two representation paths $\gamma_1 : t \to t_1$ and $\gamma_2 : t \to t_2$ of a mutation loop $\phi$, we have the following:

$$F^*_1(P_{i(t_1)}) \cong F^*_2(P_{i(t_2)}), \quad F^*_1(S_{i(t_1)}) \cong F^*_2(S_{i(t_2)})$$

(3.5)

for any $i \in I$. Here, $F^*_\nu = F^*_{\gamma_\nu, \epsilon^\text{trop}}$ for $\nu = 1, 2$.

Proof. From the definition of the $s$-equivalence of paths, we have the equality of the matrices

$$E_{\gamma_1, \epsilon^\text{trop}} = E_{\gamma_2, \epsilon^\text{trop}}.$$

It is equivalent to

$$[F^*_1(P_{i(t_1)})] = [F^*_2(P_{i(t_2)})] \in K_0(\text{per}(t))$$

(3.6)

since the presentation matrix of $[F^*_\nu] : K_0(\text{per}(t_\nu)) = M_{t_\nu} \to K_0(\text{per}(t)) = M(t)$ is given by $(\hat{E}_{\gamma_\nu, \epsilon^\text{trop}})^T$ for $\nu = 1, 2$. By Lemma 3.16 (2), we have

$$F^*_\nu(P_{i(t_1)}) \in \text{add}(\Gamma(t)[-1]) \ast \text{add}(\Gamma(t))$$

for $\nu = 1, 2$ and $i \in I$. Thus, Lemma 3.17 tells us that (3.6) are equivalent to the first isomorphisms of (3.5). The objects $F^*_1(S_{i(t_1)})$ are the simples of an abelian category $F^*_1(\text{A}(t_1))$ since $F^*_1$ is an equivalence. Moreover, the simple $S \in F^*_1(\text{A}(t_1))$ is isomorphic to $F^*_1(S_{i(t_1)})$ if and only if $\text{Hom}(F^*_1(P_{i(t_1)}), S) \neq 0$. Thus the first isomorphisms of (3.5) imply the second isomorphisms. \[\square\]

Let $\phi$ be a QP mutation loop with a representation path $\gamma : t \to t'$ which is sign-stable on $\mathcal{C}_{(t)}^\phi$. Then we define the functor $F_\phi = F^\phi_\gamma$ as

$$(F^\phi_\gamma)^{-1} : D(t) \sim \to D(t') \xrightarrow{\gamma^{\text{estab}}} D(t),$$

where $\epsilon^\text{stab} = \epsilon^\text{stab}_{\gamma, \mathcal{C}_{(t)}^\phi}$ and the first equivalence comes from the isomorphism of Ginzburg dg algebras $\Gamma(t) \cong \Gamma(t')$ induced by the right equivalence $(Q(t), W(t)) \sim (Q(t'), W(t'))$. By Proposition 3.18, the restrictions of the functors to $\text{per}(t)$ and $D^{(t)}_{\text{id}}$ do not depend on the choice of the sign-stable representation paths emanating at $t \in T_I$ since

$$F^*_{\gamma, \epsilon^\text{estab}} = (F^*_{\gamma^n, \epsilon_{\gamma^n}^{\text{trop}}})^{-1} \circ F^*_{\gamma_{n+1}, \epsilon_{\gamma_{n+1}}^{\text{trop}}}$$

for $n \in \mathbb{Z}_{\geq 0}$ such that $\epsilon_{\gamma}(\phi^n(w)) = \epsilon^\text{stab}$.

The statement similar to Lemma 3.16 holds for the functor $F_\phi$:

Lemma 3.19. Let $t \in T_I$.

1. The subcategory $F^\phi_\gamma(\text{A}(t))$ is the left tilt of $\text{A}(t)$ at some torsion pair $(T_\phi(t), F^\phi_\gamma(t))$.
2. $F^\phi_\gamma(\Gamma(t)) \in \text{add}(\Gamma(t)) \ast \text{add}(\Gamma(t)[1])$. 


Proof. Let $\gamma : t \to t'$ be a representation path of $\phi$ such that it is sign-stable on $C^+_{(t)}$, and let $F := F^*_{\gamma, \epsilon, \text{top}}$ for short.

(1): We put $T' := F^{-1}(F_\gamma)$ and $F' := F^{-1}(T_\gamma[-1])$, where $(T_\gamma, F_\gamma)$ is the torsion pair of $A^{(t)}$ in Lemma 3.16 (1). Then, $(T', F')$ is a torsion pair of $A^{(t)}$ since $F$ is an exact autoequivalence. Moreover, we have

$$F^{-1}(A^{(t)}) = F^{-1}(T_\gamma \star F_\gamma) = F'[1] \star T'.$$

Hence, the subcategories corresponding to $T'$ and $F'$ through the equivalence $D^{(t)}_\text{fd} \cong D^{(t)}_{\text{fd}}$ induced by the equivalence of Ginzburg dg algebras give the desired torsion pair.

(2): Let $[F(\Gamma^{(t')})] = \sum_{i \in I} t_i[P_i^{(t)}]$ for $t_i \in \mathbb{Z}$ and $I_\pm := \{i \in I \mid \pm t_i > 0\}$. Since $F$ is an equivalence, $I = I_+ \sqcup I_-$. Thus, the minimal presentation of $F(\Gamma^{(t')})$ ([?, Lemma 3.5]) implies that

$$\text{add}(F(\Gamma^{(t')})) = \text{add}\left(\bigoplus_{\ell \in I_-} P^{(t)}_{\ell}[-1]\right) \star \text{add}\left(\bigoplus_{j \in I_+} P^{(t)}_{j}\right).$$

Therefore,

$$\text{add}(F(\Gamma^{(t')})) \star \text{add}(F(\Gamma^{(t')}[1])) \supset \text{add}\left(\bigoplus_{j \in I_+} P^{(t)}_{j}\right) \star \text{add}\left(\bigoplus_{\ell \in I_-} P^{(t)}_{\ell}\right).$$

Hence, we have $\Gamma^{(t)} \in \text{add}(F(\Gamma^{(t')})) \star \text{add}(F(\Gamma^{(t')}[1]))$ and it is equivalent to the desired statement. 

### 4. Categorical entropy of $F_\phi$

#### 4.1. Categorical entropy of exact endofunctors.

**Definition 4.1.** Let $\mathcal{D}$ be a triangulated category and $X, Y \in \mathcal{D}$. The *complexity* of $Y$ relative to $X$ is the function $\delta_-(X, Y) : \mathbb{R} \to [0, \infty]$ defined by

$$\delta_T(X, Y) := \begin{cases} 0 & \text{if } Y \cong 0, \\ \inf \left\{ \sum_{k=1}^n e^{i_k T} \left| \begin{array}{c} 0 \to Y_1 \to \cdots \to Y_{n-1} \to Y \oplus Y' \\ \downarrow \ \downarrow \ \cdots \ \downarrow \\ X[i_1] \to \cdots \to X[i_n] \end{array} \right. \right\} & \text{if } Y \notin \langle X \rangle, \\ \infty & \text{if } Y \in \langle X \rangle, \end{cases}$$

for $T \in \mathbb{R}$ and some. Here, $\langle X \rangle$ denotes the smallest thick subcategory of $\mathcal{D}$ containing $X$.

We give some basic properties of the complexity which are used in latter:

**Lemma 4.2 ([DHK14, Proposition 2.2]).** Let $\mathcal{D}$ be a triangulated category and $D, E, F \in \mathcal{D}$. Then

1. $\delta_T(D, F) \leq \delta_T(D, E)\delta_T(E, F)$,
(2) \( \delta_T(D, E \oplus F) \leq \delta_T(D, E) + \delta_T(D, F) \).

When a triangulated category \( D \) is equivalent to \( \langle G \rangle \) for some \( G \in D \), we say that \( D \) has a \textit{split generator} as \( G \). For instance, \( G_{Q,W} := \bigoplus_{i \in I} S_i \) (resp. \( \Gamma_{Q,W} \)) is a split generator of \( D_\text{id}(\Gamma_{Q,W}) \) (resp. \( \text{per}(\Gamma_{Q,W}) \)).

**Definition 4.3** (categorical entropy). Let \( D \) be a triangulated category with a split-generator \( G \) and let \( F : D \to D \) be an exact endofunctor. The \textit{entropy} of \( F \) is the function \( h_-(F) : \mathbb{R} \to [-\infty, \infty) \) defined by

\[
h_T(F) := \lim_{n \to \infty} \frac{1}{n} \log \delta_T(G, F^n(G)),
\]

where \( T \in \mathbb{R} \).

It is known that the entropy function is independent of the choice of split generator [DHKK14, Lemma 2.5]. If \( D \) has a stability condition \( \sigma \), Ikeda defines the mass growth function and he compares it with the entropy function [Ike21].

**Definition 4.4** (mass growth, [DHKK14, Ike21]). Let \( D \) be a triangulated category with a stability condition \( \sigma = (A, Z) \) and let \( E \in D \) be a nonzero object with a Harder–Narasimhan filtration as Proposition 2.16. Then, the \textit{mass of \( E \) with a parameter} is the function \( m_{\sigma,-}(E) : \mathbb{R} \to \mathbb{R}_{>0} \) defined by

\[
m_{\sigma,T}(E) := \sum_{i=1}^{n} |Z(A_i)| e^{\varphi_i T}\]  \hspace{1cm} (4.1)

for \( T \in \mathbb{R} \). Moreover let \( F : D \to D \) be an endofunctor. The \textit{mass growth with respect to \( \sigma \) and \( F \)} is the function \( h_{\sigma,-}(F) : \mathbb{R} \to [-\infty, \infty] \) defined by

\[
h_{\sigma,T}(F) := \sup_{E \in D} \left\{ \limsup_{n \to \infty} \frac{1}{n} \log(m_{\sigma,T}(F^n E)) \right\}
\]

for \( T \in \mathbb{R} \).

Here we give some results of [Ike21] obtained by using mass growth functions.

**Theorem 4.5** ([Ike21, Theorem 1.2]). Let \( D \) be a triangulated category which has a split generator and a stability condition. Then we have

\[
\log \rho([F]) \leq h_0(F)
\]

for any endofunctor \( F : D \to D \). Here, \( \rho([F]) \) denotes the spectral radius of the induced automorphism \([F] : K_0(D) \to K_0(D)\) on the Grothendieck groups of \( D \).

Let \( A \) be a dg algebra over \( \mathbb{C} \) such that

- \( H^k(A) = 0 \), for all \( k > 0 \),
- \( H^0(A) \) is a finite dimensional \( \mathbb{C} \)-algebra.
We note that Ginzburg dg algebras are satisfying these conditions.

**Theorem 4.6 ([Ike21, Proposition 4.3]).** For an endofunctor $F$ on a finite dimensional derived category $\mathcal{D}_{fd}(A)$, whose categorical entropy is given by

$$h_T(F) = \lim_{n \to \infty} \frac{1}{n} \log \left( \sum_{k \in \mathbb{Z}} \dim H^k(F^nG)e^{-kT} \right),$$

where $G$ is a split generator of $\mathcal{D}_{fd}(A)$.

4.2. **Computation of the categorical entropy of $F_{\phi}^{(t)}|_{\mathcal{D}_{fd}}$.** In what follows, we fix a seed pattern $s$ as the seed pattern $s_{\text{cat}}$ defined in Section 2.4.

**Theorem 4.7.** Let $\phi$ be a QP mutation loop which has a sign-stable representation path $\gamma : t \to t'$ on $\mathcal{C}_{(t)}^+$. Then, we have

$$h_T(F_{\phi}^{(t)}|_{\mathcal{D}_{fd}}) = \log \hat{\lambda}_{\phi}$$

for any $T \in \mathbb{R}$. Here $\hat{\lambda}_{\phi} = \hat{\lambda}_{\phi, \mathcal{C}_{(t)}^+}$ denotes the spectral radius of $E_{\phi, \mathcal{C}_{(t)}^+} = ((E_{\phi, \mathcal{C}_{(t)}^+})^T)^{-1}$ where $E_{\phi, \mathcal{C}_{(t)}^+}$ is the stable presentation matrix of $\phi$ (defined in Corollary 3.6).

From now on, we sometimes omit the super- or subscript $(t)$ for simplicity. First, we prove the following:

**Lemma 4.8.** $h_0(F_{\phi}|_{\mathcal{D}_{fd}}) = \log \hat{\lambda}_{\phi}$.

**Proof.** First, the presentation matrix of $[F_{\phi}|_{\mathcal{D}_{fd}}]$ coincides with the matrix $E_{\phi, \mathcal{C}^+}$ by the following calculation:

$$[F_{\phi}|_{\mathcal{D}_{fd}}] = P [F_{\gamma, \epsilon_{\text{stab}}}^*]^{-1}$$

$$= P (E_{k_0, \epsilon_0}^T E_{k_1, \epsilon_1}^T \cdots E_{k_{h-1}, \epsilon_{h-1}}^T)^{-1}$$

$$= ((P E_{k_h, \epsilon_{h-1}} \cdots E_{k_1, \epsilon_1} E_{k_0, \epsilon_0})^T)^{-1}$$

$$= E_{\phi, \mathcal{C}^+}.$$

Here, $P$ is a presentation matrix of a permutation of the seed isomorphisms between $t'$ and $t$, and $\epsilon_{\text{stab}} = (\epsilon_0, \epsilon_1, \ldots, \epsilon_{h-1})$. Hence, we have

$$\log \hat{\lambda}_{\phi} \leq h_0(F_{\phi}|_{\mathcal{D}_{fd}}) \quad (4.2)$$

by Theorem 4.5. We now take a representation path $\gamma : t \to t'$ which is sign-stable on $\mathcal{C}_{(t)}^+$ and let $s$ be an nonnegative integer such that if $n \geq s$ then $\epsilon_{\gamma_n}(\phi^n(w)) = \epsilon_{\gamma_n}^{\text{ stab}}$ for any $w \in \text{int} \mathcal{C}_{(t)}^+$. Then, we consider the autoequivalence $F'_{\phi}$ defined by

$$(F'_{\phi})^{-1} : D^{(t)} \cong D^{(t')} \xrightarrow{F_0^*} D^{(t)}, \quad (4.3)$$
where \( F_0^* = F^* \gamma^s \epsilon_{\gamma^s} \) and \( t'' \) is the terminal vertex of the path \( \gamma^s \). Since \( G^{(t)} = \bigoplus_i S_i^{(t)} \) is a split generator of \( D^{(t)} \) and \( F' \) is an autoequivalence, \( G' := F' G^{(t)} \) is also a split generator of \( D^{(t)} \).

We are going to consider the cohomology of \( F' G' \) associated with the heart \( A^{(t)} \). By Lemma 3.19 (1), the cohomology is concentrate to degree 0 or -1. Hence we have

\[
h^0(F' G') = \lim_{n \to \infty} \frac{1}{n} \log \left( \dim H^0(F' G') + \dim H^{-1}(F' G') e^T \right)
\]

by Theorem 4.6. We put \( P_n(T) := \dim H^0(F' G') + \dim H^{-1}(F' G') e^T \). In particular, since the objects \( F' G' \) are simple, we have

\[
F_n(S_i') \in A^{(t)} \text{ or } A^{(t)}[1].
\]

Here, \( S_i' = F' (S_i^{(t)}) \). We define \( s(n, i) \in \{0, 1\} \) as \( F_n(S_i') \in A^{(t)}[s(n, i)] \). Then we have

\[
P_n(T) = \sum_{i \in I} \dim H^{-s(n, i)}(S_i') e^{s(n, i) T}.
\]

Moreover we note that \( [E] = \sum_n [H^n(E)] \in K_0(D^{(t)}_A) \cong K_0(A^{(t)}) \). Let \( \| \cdot \| \) denotes the \( L^1 \) norm of \( K_0(D^{(t)}_A) \) or the entrywise \( L^1 \) norm of matrices. Then, since \( [G^{(t)}] = (1, \ldots, 1)^T \in K_0(D^{(t)}_A) \cong \mathbb{Z}^I \),

\[
\|[F_n F'_n]_{D_A^{(t)}}\| = \sum_{i \in I} \|[F_n(S_i')]\| = \sum_{i \in I} \|[H^{-s(n, i)}(F_n(S_i'))]\|
\]

\[
= \sum_{i \in I} \dim H^{-s(n, i)}(F_n(S_i')) = P_n(0).
\]

Thus,

\[
h^0(F_n|D_A^{(t)}) = \lim_{n \to \infty} \frac{1}{n} \log \|[F_n F'_n]|_{D_A^{(t)}}\|
\]

\[
\leq \lim_{n \to \infty} \frac{1}{n} \left( \log \|[F_n]|_{D_A^{(t)}}\| + \log \|[F'_n]|_{D_A^{(t)}}\| \right)
\]

\[
= \log \rho([F_n|D_A^{(t)}]) = \log \lambda_\phi.
\]

By combining with (4.2), we obtain the statement.

\textbf{Proof of Theorem 4.7}. When \( T \geq 0 \),

\[
P_n(0) \leq P_n(T) \leq P_n(0) e^T,
\]

and when \( T \leq 0 \),

\[
P_n(0) e^T \leq P_n(T) \leq P_n(0).
\]

Therefore, the statement follows from (4.4).

\textbf{■}
4.3. **Computation of the categorical entropy of** $F^{(t)}_{\phi} \mid \text{per}$. First, we give the several properties of the mass growth associated with a co-stability condition. Let $\tau = (B, W)$ be a bounded co-t-structure of a triangulated category $D$. Then one can prove almost every property of the mass function $m_\tau$ in the same way for the stability conditions [Ike21] but the next lemma is not obvious:

**Lemma 4.9.** If there is an exact triangle $D \to E \to F \to D[1]$, then

$$m_\tau(E) \leq m_\tau(D) + m_\tau(F)$$

for any $D, E, F \in D$.

**Proof.** First, we note that when we take a weight complex $t^\bullet(D)$ of $D$ associated with some weight decomposition, we have the following sequence of exact triangles:

$$
\begin{array}{cccccc}
0 & D_0 & D_1 & D_2 & \cdots & D_{n-1} & D_n & D \\
& \downarrow t^{k_1}(D) & \downarrow t^{k_2}(D) & \downarrow t^{k_3}(D) & & & & \\
& \uparrow & \uparrow & \uparrow & & & & \\
\end{array}
$$

where $k_1 < k_2 < \cdots < k_n$ is the degree of nonzero factors of $t^\bullet(D)$. All split Harder–Narasimhan filtration of $D$ is obtained by taking split Harder–Narasimhan filtrations of $t^{k_i}(D)$s. Thus, for any $\varepsilon > 0$ there is a weight decomposition of $D$ such that

$$\sum_{n \in \mathbb{Z}} m_\tau(t^n(D)) < m_\tau(D) + \varepsilon.$$

Now, we fix $\varepsilon > 0$ and take weight decompositions of $D$ and $F$ such that

$$\sum_{n \in \mathbb{Z}} m_\tau(t^n(D)) < m_\tau(D) + \varepsilon, \quad \sum_{n \in \mathbb{Z}} m_\tau(t^n(F)) < m_\tau(F) + \varepsilon,$$

and then, we take the weight decomposition of $E$ as Lemma 2.11. Then

$$m_\tau(E) \leq \sum_{n \in \mathbb{Z}} m_\tau(t^n(E))$$

$$= \sum_{n \in \mathbb{Z}} m_\tau(t^n(D) \oplus t^n(F))$$

$$= \sum_{n \in \mathbb{Z}} (m_\tau(t^n(D)) + m_\tau(t^n(F))) < m_\tau(D) + m_\tau(F) + 2\varepsilon.$$

The arbitrariness of $\varepsilon$ implies the result. $\blacksquare$

We define the mass growth entropy $h_\tau(F)$ of an endofunctor $F : D \to D$ associated with a co-stability condition $\tau$ in the same way as the stability conditions:

$$h_\tau(F) := \sup_{E \in D} \left\{ \lim_{n \to \infty} \frac{1}{n} \log(m_\tau(F^n E)) \right\}.$$

Then, one can prove the following properties in the same way as [Ike21].
Proposition 4.10. Let $\tau$ be a co-t-structure of $D$. Then we have
\[ \rho([F]) \leq h_\tau(F) \leq h_0(F). \]

By using them, we prove the following:

Theorem 4.11. Let $\phi, \gamma$ be as Theorem 4.7. Then, we have
\[ h_T(F^{(t)}_\phi|_{\text{per}}) \leq \log \lambda^{(t)}_\phi. \]
for any $T \in \mathbb{R}$. Especially, $h_0(F^{(t)}_\phi|_{\text{per}}) = \log \lambda^{(t)}_\phi$, denotes the spectral radius of the stable presentation matrix $E^{(t)}_{\phi,C^+_{(t)}}$ of $\phi$.

Proof. Since the presentation matrix of $[F_\phi|_{\text{per}}]$ coincides with the presentation matrix $E^{(t)}_{\phi,C^+_{(t)}}$, we have $\lambda_\phi \leq h_0(F_\phi|_{\text{per}})$ by Proposition 4.10. On the other hand, we have
\[ F^{(t)}_\phi(P'_i) \in \text{add}(\Gamma^{(t)}) \ast \text{add}(\Gamma^{(t)}[1]) \]
by Lemma 3.19 (2). Here $P'_i := F'_\phi(P_i)$ and the autoequivalence $F'_\phi$ is defined in the proof of Lemma 4.8. Then, there is an exact triangle
\[ T_1 \to T_0 \to F^{(t)}_\phi(P'_i) \to T_1[1] \]
in $\text{per}^{(t)}$ such that $T_0, T_1 \in \text{add}(\Gamma^{(t)})$ and they have no direct summands in common by [Pla10a, Lemma 3.5]. By taking some direct sums (4.5) with the trivial exact triangles of the following forms
\[ 0 \to P \to P \to 0 \quad \text{or} \quad P[-1] \to 0 \to P \to P \]
for some $P \in \text{add}(\Gamma^{(t)})$, we obtain
\[ \Gamma^{\oplus ||T||} \to \Gamma^{\oplus ||T_0||} \to F^{(t)}_\phi(P'_i) \oplus X \to \Gamma^{\oplus ||T_1||}[1] \]
for some $X \in \text{add}(\Gamma)$. Here $|| \cdot ||$ denotes the $L^1$ norm on $K_0(\text{per}^{(t)})$. Thus we get
\[ \delta_0(\Gamma, F^n_\phi(P'_i)) \leq ||[F^{(t)}_\phi(P'_i)]||. \]

Let we put $\Gamma' = F'_\phi(\Gamma^{(t)})$. Then, by Lemma 4.2,
\[ \delta_0(\Gamma', F^n_\phi(\Gamma')) \leq \delta_0(\Gamma', \Gamma) \delta_0(\Gamma, F^n_\phi(\Gamma')) \leq \delta_0(\Gamma', \Gamma) \left( \sum_{i \in I} \delta_0(\Gamma, F^n_\phi(P'_i)) \right) \leq \delta_0(\Gamma', \Gamma) ||[F^n_\phi F'_\phi)|| \leq \delta_0(\Gamma', \Gamma) ||[F^n_\phi]| | ||F'_\phi|| |
Since $\Gamma'$ is a split generator of $\text{per}^{(t)}$, this inequality implies

$$h_0(F_\phi|_{\text{per}}) \leq \log \lambda_\phi.$$ 

Also, we have

$$\delta_T(\Gamma', F_\phi^n(\Gamma')) \leq \begin{cases} 
\delta_T(\Gamma', \Gamma) \| [F_\phi^n] \| \| [F_\phi'] \| e^T & \text{if } T \geq 0, \\
\delta_T(\Gamma', \Gamma) \| [F_\phi^n] \| \| [F_\phi'] \| & \text{if } T \leq 0. 
\end{cases}$$

By taking a limit $n \to \infty$, we obtain the desired inequality. ■

**Remark 4.12.** 
(1) The reason why we did not use the growth of extensions [DHKK14, Theorem 2.6] is the Ginzburg dg algebra is not compact in general.

(2) The perfect derived category $\text{per}(\Gamma)$ of the Ginzburg dg algebra $\Gamma$ has a t-structure induced by a canonical t-structure of the whole derived category $\mathcal{D}(\Gamma)$ [Ami]. However, this t-structure is not bounded.

(3) Let us define the mass $m_{\tau,T}(E)$ with a parameter $T \in \mathbb{R}$ with respect to a co-stability condition $\tau$ by mimicking (4.1). Recall that the split Harder–Narasimhan filtration is not unique, so we take an infimum to define the mass $m_{\tau}(E)$, and thus so is $m_{\tau,T}(E)$. It makes difficult to estimate the entropy $h_{\tau,T}(F)$ from below for a general $T \in \mathbb{R}$.

5. **Pseudo-Anosovness of $F_\phi$**

5.1. **Pseudo-Anosov autoequivalence.** Let $\mathcal{D}$ be a triangulated category and assume $\text{Stab}(\mathcal{D}) \neq 0$. First, we recall some fundamental properties of the mass growths.

**Definition 5.1 ([FFHKL19]).** Let $\sigma$ be a stability condition of $\mathcal{D}$, $F : \mathcal{D} \to \mathcal{D}$ be an exact endofunctor and $E \in \mathcal{D}$. The *mass growth of $E$ with respect to $\sigma$ and $F$* is defined to be

$$h_{\sigma,T}(F, E) := \limsup_{n \to \infty} \frac{1}{n} \log(m_{\sigma,T}(F^n E)),$$

for $T \in \mathbb{R}$.

**Proposition 5.2 ([Ike21, Proposition 3.10, Theorem 3.14]).** The notation as above.

1. If $\sigma'$ is a stability condition contained in the same connected component with $\sigma$, then

$$h_{\sigma,T}(F, E) = h_{\sigma',T}(F, E).$$

2. If $\mathcal{D}$ has a split generator $G$ and the heart of $\sigma$ is algebraic, then

$$h_{\sigma,T}(F) = h_{\sigma,T}(F, G).$$
In what follows, we fix a connected component $\text{Stab}^\dagger(D)$ of $\text{Stab}(D)$. Then, thanks to Proposition 5.2 (1), we do not have to express the stability condition $\sigma$ in $h_{T,\sigma}$ explicitly. So we will refer to $h_{\sigma,0}(F, E)$ for $\sigma \in \text{Stab}^\dagger(D)$ as $h^\dagger_F(E)$. When $D$ has a split generator $G$, Proposition 5.2 (2) tells us that $h^\dagger_F(E) \leq h^\dagger_F(G)$ for any nonzero object $E \in D$.

**Definition 5.3** (pseudo-Anosov autoequivalence, [FFHKL19]). An autoequivalence $F$ of a triangulated category $D$ is pseudo-Anosov if there is a constant $\lambda_F > 1$, called stretch factor of $F$, such that

$$h^\dagger_F(E) = \log \lambda_F$$

for any nonzero object $E \in D$.

The following is the main theorem of this section.

**Theorem 5.4.** If a QP mutation loop $\phi$ is uniformly sign-stable and has a North dynamics on $S_{C(t)}^+$ for some $t \in \mathbb{T}$, with an $X$-filling attracting point $p^+_0$ whose stretch factor $\lambda^{(t)}_\phi$ is larger than 1, then $F^{(t)}_\phi$ is pseudo-Anosov with a stretch factor $\lambda^{(t)}_\phi$.

**Proposition 5.5.** If $\phi$ satisfies the same assumption as Theorem 5.4. Then, there is a stability condition $\sigma^{(t)}_\phi \in \text{Stab}(D^{(t)}_{fd})$ such that

$$F^{(t)}_\phi \cdot \sigma^{(t)}_\phi = \sigma^{(t)}_\phi \cdot \frac{\sqrt{-1}}{\pi} \log \lambda^{(t)}_\phi.$$

**Proof.** Let $\sigma_0 = (A^{(t)}, Z_0)$ be the stability condition on $D^{(t)}_{fd}$ so that $Z_0(S_i) := \sqrt{-1}$. Then, we define the sequence of stability conditions $(\sigma_n)_{n \geq 1}$ as

$$\sigma_n := F^n_\phi \cdot \sigma_0 \cdot \frac{\log \| \phi^{s+n}(\ell^+_{(t)}) \|}{\pi \sqrt{-1}}.$$

Here $F'_\phi$ is an automorphism of $D^{(t)}_{fd}$ defined as (4.3), $\ell^+_{(t)} \in X_{(t)}(\mathbb{R}_{trop})$ is a point defined by $x_i^{(t)}(\ell^+_{(t)}) = 1$ for all $i \in I$ and $\| \cdot \|$ is the Euclidean norm of $M^{(t)} \otimes \mathbb{R} \cong X_{(t)}(\mathbb{R}_{trop})$. We note that there is a map

$$\Pi : \text{Stab}(D^{(t)}_{fd}) \to M^{(t)} \otimes \mathbb{R} \cong X_{(t)}(\mathbb{R}_{trop}) ; \quad (A, Z) \mapsto \text{Im}(Z).$$

Through this map, the sequence $(\sigma_n)_n$ becomes the following sequence of normalized points in $X_{(t)}(\mathbb{R}_{trop})$:

$$\Pi(\sigma_n) = \begin{cases} \ell^+_{(t)} & \text{if } n = 0, \\ \phi^{s+n}(\ell^+_{(t)})/\| \phi^{s+n}(\ell^+_{(t)}) \| & \text{if } n > 0. \end{cases}$$
We are going to estimate \( d(\sigma_m, \sigma_n) \) for \( m, n \gg 0 \). Since for simples \( S_i = S_i^{(t)} \), \( (F^n\phi F')^{-1}(S_i) \) are again simples of \( (F^n\phi F')^{-1}(A(t)) \),

\[
d(\sigma_m, \sigma_n) = \max_{i \in I} \left\{ |\varphi_{\sigma_m}^+(S_i) - \varphi_{\sigma_n}^+(S_i)|, |\varphi_{\sigma_m}^-(S_i) - \varphi_{\sigma_n}^-(S_i)|, \left| \log \frac{|Z_{\sigma_m}(S_i)|}{|Z_{\sigma_n}(S_i)|} \right| \right\}.
\]

By Lemma 3.16 (1), \( |\varphi_{\sigma_m}^\pm(S_i) - \varphi_{\sigma_n}^\pm(S_i)| = 0,1 \). Through the map \( \Pi \), we can see that

\[
|\varphi_{\sigma_m}^\pm(S_i) - \varphi_{\sigma_n}^\pm(S_i)| = 1\text{ if and only if } x_i^{(t)}(\phi^{s+m}(\ell_i^n))\text{ and } x_i^{(t)}(\phi^{s+n}(\ell_i^n))\text{ have the different signs.}
\]

The \( \mathcal{X} \)-fillingness of the attracting point \( p_\phi^+ \) implies that \( \operatorname{sgn}(x_i^{(t)}(\phi^m(\ell_i^n))) = \operatorname{sgn}(x_i^{(t)}(\phi^n(\ell_i^n))) \) for \( m, n \gg 0 \) since \( p_\phi^+ \) is contained in the open subset

\[
\mathbb{S}\{w \in \mathcal{X}_s(\mathbb{R}^{\text{trop}}) \mid \operatorname{sgn}(x_i(w)) = \operatorname{sgn}(x_i(p_\phi^+)) \text{ for all } i \in I\} \subset \mathbb{S}\mathcal{X}_s(\mathbb{R}^{\text{trop}}).
\]

Therefore, \( (\sigma_n)_{n \geq 1} \) is Cauchy sequence if so is the sequence \( (\Pi(\sigma_n))_{n \geq 1} \). It follows from [TS94, Theorem 5.4] that the sequence \( (\Pi(\sigma_n))_n \) is Cauchy. 

One can prove the following lemma in the same manner as [FFHKL19, Theorem 2.15].

**Lemma 5.6.** Let \( D \) be a triangulated category and \( F \in \operatorname{Aut}(D) \). If there is a stability condition \( \sigma \in \operatorname{Stab}(D) \) and \( \lambda \geq 1 \) such that

\[
F \cdot \sigma = \sigma \cdot \frac{\sqrt{-1}}{\pi} \log \lambda.
\]

Then \( F \) is pseudo-Anosov.

By combining Proposition 5.5 and Lemma 5.6, we obtain Theorem 5.4. Moreover, by Theorem 3.13, we obtain the following:

**Corollary 5.7.** If a mutation loop \( \phi \) has a non-parabolic North-South dynamics on \( \mathbb{S}\mathcal{X}_s(\mathbb{R}^{\text{trop}}) \) with \( \mathcal{X} \)-filling fixed points whose stretch factor is \( \lambda_\phi > 1 \), then \( F^{(t)}_\phi \) is pseudo-Anosov with a stretch factor \( \lambda_\phi \).

**Remark 5.8.** The assumption of Theorem 5.4 is very strong, and especially the condition that North dynamics looks unnatural and it looks far from the sign stability. Although, we conjecture that the direct relationship between North (South) dynamics and the uniformly sign stability:

**Conjecture 5.9** ([IK20a, Conjecture 7.9]). Let \( \mathbf{s} \) be any seed pattern and \( \phi \) is a mutation loop. Then \( \phi \) is uniformly sign-stable with cluster stretch factor greater than 1 if and only if \( \phi \) has North-South dynamics on \( \mathbb{S}\mathcal{X}_s(\mathbb{R}^{\text{trop}}) \) with \( \mathcal{X} \)-filling attracting/repelling points.

Under this conjecture, the assumption of Theorem 5.4 is rewritten shortly as follows:

**Conjecture 5.10.** If a mutation loop \( \phi \) is uniformly sign-stable with a cluster stretch factor \( \lambda^{(t)}_\phi > 1 \) at \( t \in T_I \), then the functor \( F^{(t)}_\phi \) is pseudo-Anosov with a stretch factor \( \lambda^{(t)}_\phi \).
6. Example: pseudo-Anosov mapping classes on marked surfaces

6.1. Corollaries. Let $\Sigma$ be a marked surface, that is, a compact oriented surface with a fixed non-empty finite set of marked points on it. A marked point is called a puncture if it lies in the interior of $\Sigma$, and a special point otherwise. Let $P = P(\Sigma)$ (resp. $M_\partial = M_\partial(\Sigma)$) denote the set of punctures (resp. special points). A marked surface is called a punctured surface if it has empty boundary (and hence $M_\partial = \emptyset$). We denote by $g$ the genus of $\Sigma$, $h$ the number of punctures, and $b$ the number of boundary components in the sequel. We always assume the following conditions:

(S1) Each boundary component (if exists) has at least one marked point.
(S2) $3(2g - 2 + h + b) + 2|M_\partial| > 0$.
(S3) If $g = 0$ and $b = 0$, then $h \geq 4$.

Let $I = I(\Sigma) := \{1, 2, \ldots, 6g - 6 + 3h\}$. By fixing a vertex $t_0 \in \mathbb{T}_I$ and an ideal triangulation $\triangle_0$ of $\Sigma$ with a labeling $\ell_0 : I \to \triangle_0$, we obtain the seed pattern $s_\Sigma$ associated with $\Sigma$ as follows:

- $B(t_0) := B(\triangle_0, \ell_0) := (b_{\triangle_0(\ell_0)}, \ell_0)_{i,j \in I}$.
- $B(t) := B(\triangle, \ell)$ for $t \in \mathbb{T}_I$, where $(\triangle, \ell)$ is the labeled triangulation of $\Sigma$ obtained from $(\triangle_0, \ell_0)$ by labeled flipping along the path $\gamma : t_0 \to t$.

We will abbreviate as $Z_{s_\Sigma} = Z_{\Sigma}$ for $Z = A, X$. A mapping class on $\Sigma$ is a homotopy class of an orientation preserving homeomorphism of $\Sigma$. We can think a mapping class of $\Sigma$ as a mutation loop of the seed pattern $s_\Sigma$ as follows: Let $\phi$ be a mapping class and $t \in \mathbb{T}_I$ be a vertex with a labeled triangulation $(\triangle, \ell)$ such that $B(t) = B(\triangle, \ell)$. Then, the triangulation $\phi^{-1}(\triangle)$ is obtained from $\Delta$ by flipping along some path $\gamma : t \to t'$. Thus, there is a permutation $\sigma \in \mathfrak{S}_I$ such that $\sigma.B(t') = B(\phi^{-1}(\triangle), \ell)$. Since $B(\phi^{-1}(\triangle, \ell)) = B(\triangle, \ell)$, the path $\gamma$ represents a mutation loop and in some sense, it corresponds to the mapping class $\phi$ (see [IK20a, Theorem 4.5]).

An orientation preserving homeomorphism $f$ of $\Sigma$ is pseudo-Anosov if there are two measured foliations $\mathcal{F}^+, \mathcal{F}^-$ and a real number $\lambda > 1$, called stretch factor of $f$, such that $\mathcal{F}^+ \pitchfork \mathcal{F}^-$ and $f(\mathcal{F}^\pm) = \lambda^{\pm 1}\mathcal{F}^\pm$. A mapping class is pseudo-Anosov if it is represented by a pseudo-Anosov homeomorphism. For a pseudo-Anosov mapping class $\phi$, its stretch factor $\lambda_\phi$ is defined to be the stretch factor of a pseudo-Anosov representative.

We have the following characterization of the pseudo-Anosov mapping classes on a punctured surface:

**Theorem 6.1 ([IK20a, Theorem 1.2]).** Let $\phi$ be a mapping class of a punctured surface $\Sigma$. Then, the following conditions are equivalent:

1. The mapping class $\phi$ is pseudo-Anosov.
2. The mutation loop $\phi$ is uniformly sign-stable.
The mutation loop $\phi$ has a North-South dynamics on $\mathcal{S}X_\Sigma(R^{trop})$ with $X$-filling fixed points. In this case, the cluster stretch factor of the mutation loop $\phi$ coincides with the stretch factor $\lambda_\phi$ of the pA mapping class $\phi$.

We will enhance the condition (3) of the above theorem. Namely, we prove the following:

**Lemma 6.2.** The mapping class $\phi$ is pseudo-Anosov if and only if it has non-parabolic North-South dynamics on $\mathcal{S}X_\Sigma(R^{trop})$ with $X$-filling fixed points.

**Proof.** Let $\mathcal{F}^\pm$ be the pair of measured foliations of the pseudo-Anosov representative of $\phi$. The condition $\mathcal{F}^+ \cap \mathcal{F}^-$ implies that there is some ideal arc $\alpha \in \Delta$ of an ideal triangulation $\Delta$ of $\Sigma$.

In order to return our setting, we review the works by Labardini-Fragoso. He gives a way to associate a good quiver with non-degenerate potential $(Q^\Delta, W^\Delta)$ for a (tagged) ideal triangulation $\Delta$ marked surface $\Sigma$ [LF09]. Namely, for an ideal triangulation $\Delta$ of a marked surface $\Sigma$, the quiver with potentials $(Q_{f_k}(\Delta), W_{f_k}(\Delta))$ and $\mu_k(Q^\Delta, W^\Delta)$ are right equivalent. Here, $f_k$ denotes a flip of $\Delta$ at $k \in \Delta$. Thus, by using this type of quiver with potentials for defining the seed pattern $s^{cat}$, all mutation loops are QP mutation loops.

By combining with Lemma 6.2 and Corollary 5.7, we get the next corollary.

**Corollary 6.3.** Let $\phi$ be a pseudo-Anosov mapping class of a punctured surface $\Sigma$. Then since $\phi$ is a sign-stable mutation loop, there is the derived equivalence $F^{(t)}_\phi$ of the Ginzburg dg algebra $\Gamma^{(t)}$ for each $t \in \mathbb{T}_1$, and we have

$$h_T(F^{(t)}_\phi|_{\text{Dg}}) = h_0(F^{(t)}_\phi|_{\text{per}}) = h_{\text{alg}}(\phi^a) = h_{\text{alg}}(\phi^x) = h_{\text{top}}(\phi)$$

for all $T \in \mathbb{R}$.

**Weak sign stability.** In [IK20b], the sign stability of pseudo-Anosov mapping classes of the marked surfaces with possibly non-empty boundaries is discussed. First, the mapping class $\phi$ on a marked surface $\Sigma$ is pseudo-Anosov if the induced one $\pi(\phi)$ on the punctured surface $\bar{\Sigma}$, which is obtained from $\Sigma$ by each boundary component of $\Sigma$ shrinking to a puncture, is pseudo-Anosov. The conclusion is the pseudo-Anosovness of this case is characterized by the weak sign stability (and some technical conditions). Namely, it admits the existence of the non-stabilizing components in the stable sign. Thus, one has to choose the sign of the non-stabilizing components to define the functor $F_\phi$. The presentation matrices corresponding to two different stable signs are different in general, so the functor $F_\phi$ is not unique since we cannot use Lemma 3.17. Although, for each sign, we can get the inequality of the entropies.

\(^2\)More precisely, this quiver with potentials are non-degenerate except for some special cases.
**Proposition 6.4** ([IK20b, Proposition 5.2]). Let $\phi$ be a pseudo-Anosov mapping class on a marked surface $\Sigma$ and $\gamma$ be a representation path of $\phi$. For any sign $\epsilon \in \{+, -\}^{h(\gamma)}$ such that the stabilizing components of $\epsilon_{\gamma}^{\text{stab}}$ coincide with the corresponding component of $\epsilon$, the presentation matrix $E_{\gamma, \epsilon}$ has the stretch factor $\lambda_{\pi(\phi)}$ of the pseudo-Anosov mapping class $\pi(\phi)$ on $\Sigma$ as a positive eigenvalue.

By combining with Theorem 4.5, we have the following:

**Corollary 6.5.** Let $\phi, \gamma$ and $\epsilon$ as Proposition 6.4. Then, we define the functor $F_{\gamma, \epsilon}$ as the composition

$$F_{\gamma, \epsilon} : D \xrightarrow{\left( F_{\gamma, \epsilon}^* \right)^{-1}} D' \xrightarrow{\sim} D.$$ 

Then, we have

$$h_0(F_{\gamma, \epsilon}) \geq \lambda_{\pi(\phi)}.$$ 

### 6.2. Comments on the DHKK pseudo-Anosovness.

In the paper [DHKK14], which initiates the categorical dynamical systems, they already proposed the definition of the pseudo-Anosov autoequivalence, it is called DHKK pseudo-Anosov autoequivalence in [FFHKL19]. The DHKK pseudo-Anosov autoequivalences are pseudo-Anosov in the sense of [FFHKL19] ([FFHKL19, Theorem 2.15]). In this subsection, we recall that the geometric interpretation of the space of stability conditions of the finite-dimensional derived category $D_{\text{fd}}(\Gamma)$ of the Ginzburg dg algebra associated with an ideal triangulation of a punctured surface, and see that the obstruction to assert that the autoequivalence $F_{\phi}|_{D_{\text{fd}}}$ is DHKK pseudo-Anosov.

First, we recall the definition of the DHKK pseudo-Anosovness.

**Definition 6.6** (DHKK pseudo-Anosov, [DHKK14, Definition 4.1], [FFHKL19, Definition 2.14]). An autoequivalence $F \in \text{Aut}(D)$ is DHKK pseudo-Anosov if there exists a stability condition $\sigma \in \text{Stab}(D)$ and $\lambda > 1$ such that

$$F \cdot \sigma = \sigma \cdot \begin{pmatrix} \lambda^{-1} & 0 \\ 0 & \lambda \end{pmatrix}.$$ 

(6.1)

Here, the matrix $\begin{pmatrix} \lambda^{-1} & 0 \\ 0 & \lambda \end{pmatrix}$ denotes some lift to the universal covering of $GL^+(2, \mathbb{R})$.

One can find some examples of the DHKK pseudo-Anosov autoequivalences. For instance, on the derived category of the path algebra of a $\ell \geq 3$-Kronecker quiver [DHKK14, Section 4], on a derived category of an elliptic curve [Kik19, Proposition 4.14] and on the topological Fukaya category of a marked surface [FFHKL19, Section 4] (cf., [HKK17]). We note that our setting is quite similar to the setting of [FFHKL19, Section 4] but they are completely different (cf., [IQ18]).
Let $\phi$ be a pseudo-Anosov mapping class of a punctured surface $\Sigma$. Then, its pseudo-Anosov representatives determine the transverse measured foliations $F_\phi^+$ and $F_\phi^-$ such that they have the same $k(\geq 3)$-pronged singularities. On the other hand, a meromorphic quadratic differential $q$ on a Riemann surface $X$ with simple poles at the punctures of $X$ gives such the pair of measured foliations as horizontal and vertical foliations $F_q^h$ and $F_q^v$ of $q$. Here, $X$ is a point of the Teichmüller space $T(\Sigma)$ of $\Sigma$. Namely, it is homeomorphic to the surface $\Sigma$. Let $Q(\Sigma)$ denotes the fiber bundle over the Teichmüller space with fibers the space of such the meromorphic quadratic differential on $X \in T(\Sigma)$.

**Theorem 6.7 ([HM79, Gar]).** The mapping

$$F : Q(\Sigma) \rightarrow \mathcal{MF}(\Sigma) \times \mathcal{MF}(\Sigma) ; (X, q) \mapsto (F_q^h, F_q^v)$$

is $MC(\Sigma)$-equivariant and injective. Here $\mathcal{MF}(\Sigma)$ denotes the space of measured foliations on $\Sigma$. Moreover, the image of the map $F$ is

$$\{(F_1, F_2) \mid \text{Int}(F_1, \gamma) \neq 0 \text{ or } \text{Int}(F_2, \gamma) \neq 0 \text{ for all simple closed curve } \gamma \text{ on } \Sigma\}.$$  

The prongarity of the measured foliations $F_\phi^\pm$ of a pseudo-Anosov mapping class $\phi$ implies that the pair $(F_\phi^+, F_\phi^-)$ contained in the image of the map $F$. Thus, there is a point $(X_\phi, q_\phi) \in Q(\Sigma)$ corresponding to $(F_\phi^+, F_\phi^-)$ by the map $F$. If all the zeroes of quadratic differential $q_\phi$ on the Riemann surface $X_\phi$ are simple, then we will say that $\phi$ is **simple**.

**Remark 6.8.** In the space of measured foliations $\mathcal{MF}(\Sigma)$ the degree of pronged singularities is ill-defined since it is not preserved by the Whitehead moves. However, the degree of pronged singularities of horizontal foliation of the holomorphic quadratic differential $q$ of a Riemann surface $X$ corresponds to the degree of the zeroes of $q$, so it is meaningful. In this sense, the pseudo-Anosov mapping $\phi$ is simple if and only if the foliation $F_\phi^+$ has only 1- or 3-pronged singularity.

Next, we recall the geometric interpretation of the space of stability conditions of the finite-dimensional derived category $\mathcal{D}$ of the Ginzburg dg algebra associated with the seed attachment arising from the ideal triangulations of a punctured surface $\Sigma$.

Let $Q_2(\Sigma)$ denotes the fiber bundle over the Teichmüller space $T(\Sigma)$ with the fiber at $X \in T(\Sigma)$ is the space of meromorphic quadratic differentials on $X$ with simple or double poles at the punctures of $X$. Moreover, we consider the subspace $Q_2^\circ(\Sigma) \subset Q_2(\Sigma)$ which is consisting of the quadratic differentials with simple zeroes. One can verify that the residue of a double pole of a meromorphic quadratic differential is well-defined up to a sign. By choosing the signs of residues at every double poles, we obtain the $2^P$-folded branched cover

$$\hat{Q}_2(\Sigma) \rightarrow Q_2(\Sigma)$$
with the ramification locus is given by $Q(\Sigma)$. We write $\hat{Q}_2(\Sigma) \subset \hat{Q}_2(\Sigma)$ for the subspace obtained by the pullback along the covering, and $Q^*(\Sigma) := Q(\Sigma) \cap Q_2(\Sigma)$.

**Theorem 6.9** ([All21, Theorem 10.3]). Let $\Sigma$ be a punctured surface which is neither a once punctured surface nor a sphere with $\geq 5$ punctures, and $D$ denotes the finite-dimensional derived category of the Ginzburg dg algebra associated with the seed pattern of $\Sigma$. Then, there is an isomorphism as the complex manifolds

$$\hat{Q}_2(\Sigma) \cong \text{Stab}^\dagger(D)/\text{ST}^\dagger(D).$$

Here, $\text{ST}^\dagger(D)$ is the group generated by the spherical twists along the simple objects of the heart of a stability condition $\sigma \in \text{Stab}^\dagger(D)$ modulo those which are preserving all the heart of the stability conditions in the component $\text{Stab}^\dagger(D)$. Moreover, this isomorphism is equivariant under the actions $\text{MC}(\Sigma) \ltimes (\mathbb{Z}/2)^P \cong \text{Aut}^\dagger(D)/\text{ST}^\dagger(D)$, where $\text{Aut}^\dagger(D)$ is the group of automorphisms of $D$ which preserves the component $\text{Stab}^\dagger(D)$ modulo those which are like as in $\text{ST}^\dagger(D)$.

By [Vee90, BS15], there is a locally-defined map $\pi : \hat{Q}_2(\Sigma) \to \text{Hom}_\mathbb{Z}(K_0(D), \mathbb{C})$ defined by the *period map*, which is local isomorphism. Roughly speaking, it is equivalent to measuring horizontal and vertical foliations of a quadratic differential by arcs which form a dual graph of an ideal triangulation of $\Sigma$. Moreover, there is a locally-defined map $J : \hat{Q}_2(\Sigma) \to \text{Stab}^\dagger(D)/\text{Aut}^\dagger_0(D)$ it commute the following diagram:

$$\begin{align*}
\hat{Q}_2(\Sigma) & \quad \xrightarrow{\pi} \text{Hom}_\mathbb{Z}(K_0(D), \mathbb{C}) \quad \xrightarrow{\text{Stab}^\dagger(D)/\text{Aut}^\dagger_0(D)} \\
& \quad \xrightarrow{J} 
\end{align*}$$

Here, $\text{Aut}^\dagger_0(D)$ is a subgroup of $\text{Aut}^\dagger(D)$ consisting of the automorphisms which act by the identity on the Grothendieck group $K_0(D)$.

If a pseudo-Anosov mapping class $\phi$ on a punctured surface $\Sigma$ is simple, the stability condition $J(q_\phi)$ behaves like the stability condition of the pseudo-Anosovness of the functor $F_\phi|_{\mathcal{D}_\mathfrak{a}}$. Therefore, the DHKK pseudo-Anosovness of $F_\phi|_{\mathcal{D}_\mathfrak{a}}$ is equivalent to lifting problem of $J(q_\phi)$ to $\text{Stab}^\dagger(D)$.

**Problem 6.10.** Are there a lift $\sigma_\phi$ of $J(q_\phi) \in \text{Stab}^\dagger(D)/\text{Aut}^\dagger_0(D)$ to $\text{Stab}^\dagger(D)$ satisfying the condition of the DHKK pseudo-Anosovness (6.1)?

---

3The quotient group $\text{Aut}^\dagger(D)/\text{ST}^\dagger(D)$ is naturally isomorphic to the cluster modular group of the seed pattern $s_\Sigma$.

4For a quadratic differential which has simple poles, we have to deal with it more carefully [BS15, Section 6]
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