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Abstract
We consider the Erdős–Rényi evolution of random graphs, where a new uniformly distributed edge is added to the graph in every step. For every fixed \( d \geq 1 \), we show that with high probability, the graph becomes rigid in \( \mathbb{R}^d \) at the very moment its minimum degree becomes \( d \), and it becomes globally rigid in \( \mathbb{R}^d \) at the very moment its minimum degree becomes \( d + 1 \).

MSC 2020
05C80, 52C25 (primary)

1  |  INTRODUCTION

A \( d \)-dimensional framework is a pair \((G, \mathbf{p})\) consisting of a finite simple graph \( G = (V, E) \) and an embedding \( \mathbf{p} \) of its vertices in \( \mathbb{R}^d \). A framework is called rigid if every continuous motion of the vertices in \( \mathbb{R}^d \) that starts at \( \mathbf{p} \), and preserves the lengths of all the edges of \( G \), does not change the distance between any two vertices of \( G \). In general, determining whether a framework is rigid is a hard problem that may depend on the particular embedding \( \mathbf{p} \). However, if the embedding is generic, that is, if the \( d|V| \) coordinates are algebraically independent over the rationals, rigidity depends only on the underlying graph, and is, in fact, equivalent to the stronger notion of infinitesimal rigidity introduced by Asimow and Roth [2, 3] (see [15] for a comprehensive exposition of these concepts).

Infinitesimal rigidity is defined using the \( |E| \times d|V| \) rigidity matrix \( R(G, \mathbf{p}) \), which represents the partial derivatives of the square-distances between adjacent vertices, with respect to a vertex motion in \( \mathbb{R}^d \) starting at \( \mathbf{p} \). Namely, the columns of \( R(G, \mathbf{p}) \) are indexed by associating \( d \) coordinates for each vertex of \( V \), and the rows are indexed by the edge set \( E \). The row vector \( \mathbf{r}_{uv} \) indexed by an edge \( uv \in E \) is supported on the coordinates of \( u \) and \( v \), where it is equal to the \( d \)-dimensional row vectors \( \mathbf{p}(u) - \mathbf{p}(v) \) and \( \mathbf{p}(v) - \mathbf{p}(u) \), respectively. Suppose that the affine hull of \( \{\mathbf{p}(v) : v \in V\} \) is \( d \)-dimensional. Then, using the isometries of \( \mathbb{R}^d \), one can construct \( \binom{d+1}{2} \).
linearly independent vectors in the right kernel of \( R(G, p) \), whence its rank is at most \( d|V| - \binom{d+1}{2} \).

A framework \((G, p)\) is said to be infinitesimally rigid if this bound is attained, that is, if the rank of its rigidity matrix equals \( d|V| - \binom{d+1}{2} \), or, equivalently, if its right kernel consists only of vectors that are derived by the isometries of \( \mathbb{R}^d \). A graph \( G \) is called rigid in \( \mathbb{R}^d \) (or, \( d \)-rigid, for short) if it is infinitesimally rigid with respect to some embedding. An embedding \( p \) is called generic if its coordinates are algebraically independent over \( \mathbb{Q} \). In such a case, \( p \) maximizes the rank of \( R(G, p) \) for every graph \( G \) on the vertex set \( V \), hence the rank of the rigidity matrix \( R(G, p) \), and \( d \)-rigidity in particular, depends only on the combinatorial structure of the graph \( G \).

The study of structural rigidity in modern mathematics goes back famously to Cauchy’s rigidity theorem (see, for example, [1]). In the last 50 years, starting from the works of Laman [25] (see [31] already in 1927) and Asimow and Roth [2, 3], the mathematical problem of characterizing \( d \)-rigid graphs has been studied extensively, see, for example, the textbook [15] and survey [8]. In addition, rigidity (especially in low dimensions \( d = 2, 3 \)) is investigated in many application areas, such as network localization [11], combinatorial algorithms [18, 26], computational biology [19], structural engineering, robot motion planning, and more (see, for example, the survey [32]).

Note that \( d \)-rigidity is a monotone graph property, namely, if \( G \) is \( d \)-rigid and \( e \) is a two-subset of \( V \), then \( G \cup \{e\} \) is also \( d \)-rigid; indeed, for any embedding \( p \), the rank of the corresponding rigidity matrix \( R(G, p) \) can only increase by adding an extra row. The study of threshold probabilities of monotone properties is one of the main themes in random graph theory. Consider the Erdős–Rényi \( G(n, p) \) model of \( n \)-vertex random graphs where each edge appears independently with probability \( p \). It is known [5] that for every non-trivial monotone graph property \( P \), there is a threshold probability \( p_* = p_*(n) \) such that asymptotically almost surely (a.a.s.) — with probability tending to 1 as \( n \to \infty \) — \( G(n, p) \) does not have property \( P \) if \( p/p_* \to 0 \), but it does have the property if \( p/p_* \to \infty \). The threshold probability is called sharp if for every \( \varepsilon > 0 \), a.a.s. \( G(n, (1 - \varepsilon)p_*) \) does not have property \( P \), but \( G(n, (1 + \varepsilon)p_*) \) does have it.

The following natural questions arise: What is the threshold probability for \( d \)-rigidity of \( G(n, p) \)? Is there a sharp threshold probability? For \( d = 1 \), the notion of graph rigidity turns out to coincide with that of graph connectivity. In \( G(n, p) \), the latter was studied in a seminal paper of Erdős and Rényi [10], who determined a sharp threshold probability of \( p = \log n/n \). Bollobás and Thomason [6] refined this to a hitting-time result and proved that in the evolution of random graphs (formally defined below), connectivity occurs exactly when the graph contains no isolated vertices.

It is a well-known (easy) fact that, for every \( d \geq 1 \), a graph \( G \) must have minimum degree at least \( d \) to be \( d \)-rigid. Inspired by the 1-dimensional case, it is plausible to guess that the threshold probability for \( d \)-rigidity of \( G(n, p) \) coincides with the known threshold of \( p = (\log n + (d - 1)\log \log n)/n \) for having minimum degree \( d \) (see [5]). For \( d = 2 \), Jackson, Servatius and Servatius [17, Theorem 4.4] proved that if \( np > \log n + \log \log n + \omega(n) \), where \( \omega(n) \to \infty \) as \( n \to \infty \), then a.a.s. \( G \in G(n, p) \) is 2-rigid,\(^1\) supporting this “guess.” For their proof, they use the fact that a 6-connected graph is rigid in \( \mathbb{R}^2 \), a fact which is a consequence of a characterization of Lovász and Yemini [28] for 2-rigidity, which has no analogs in higher dimensions. For \( d > 2 \), it was proved by Király, Theran, and Tomioka [24, Theorem 4] that there exists a constant \( c_d > 0 \) such that if \( np > c_d \log n \) then a.a.s. \( G \in G(n, p) \) is \( d \)-rigid. The estimate for the constant \( c_d \) was improved by Jordán and Tanigawa [21, Theorem 8.5], yet yielded \( c_d > d \). Thus, even the question whether \( d \)-rigidity has a sharp threshold (at \( p = \log n/n \)) was left open for all \( d > 2 \).

\(^1\)There appears a typo in [17], writing the weaker constant 2 instead of 1 in front of the \( \log \log n \) term.
In this paper, we prove that the intuition from the case $d = 1$ indeed extends to higher dimensions in the strongest sense. That is, for every $d \geq 1$, in the Erdős–Rényi evolution of random graphs, $d$-rigidity occurs exactly when the graph ceases to contain a vertex of degree less than $d$.

Formally, let $G(n) = \{G(n, M) : 0 \leq M \leq \binom{n}{2}\}$, where $G(n, 0)$ is the empty $n$-vertex graph, and $G(n, M) = G(n, M - 1) \cup \{e\}$ for an edge $e$ that is sampled uniformly from the edges in the complement of $G(n, M - 1)$. Fix $d \geq 1$, and consider the random variables

$$M_{d-\text{rigid}} := \min\{M : G(n, M) \text{ is } d\text{-rigid}\} \quad \text{and} \quad M_d := \min\{M : \delta(G(n, M)) = d\},$$

where $\delta(G)$ denotes the minimum degree of a graph $G$. Note that $G(n, M_d - 1)$ is not $d$-rigid whence $M_{d-\text{rigid}} \geq M_d$ holds deterministically. The main result of this paper asserts that the converse inequality a.a.s. holds.

**Theorem 1.1.** For every $d \geq 1$, a.a.s. $M_{d-\text{rigid}} = M_d$.

The proof is inspired by the argument in [29] on the vanishing of the integral homology of random $2$-complexes and is given in Sections 2, 3, and 4.

Using the contiguity of the random graph models $G(n, p)$ and $G(n, M)$, as well as known accurate estimates on the minimum degree of $G(n, p)$ (see [5]), Theorem 1.1 readily implies that the sharp threshold probability for $d$-rigidity of $G(n, p)$ coincides with the sharp threshold probability for having minimum degree $\delta(G(n, p)) = d$:

**Corollary 1.2.** For every $d \geq 1$ and function $\omega(n) \to \infty$ as $n \to \infty$:

(i) if $np > \log n + (d - 1) \log \log n + \omega(n)$, then $G \in G(n, p)$ is a.a.s. $d$-rigid, and

(ii) if $np < \log n + (d - 1) \log \log n - \omega(n)$, then $G \in G(n, p)$ is a.a.s. not $d$-rigid.

Moreover, for every $c \in \mathbb{R}$, if $np = \log n + (d - 1) \log \log n + c$, the probability that $G \in G(n, p)$ is $d$-rigid tends to $e^{-e^{-c/(d-1)!}}$ as $n \to \infty$.

**Remark 1.3.** In fact Theorem 1.1 holds for every abstract rigidity matroid, introduced by Graver [14], with exactly the same proof. Hence, also the same sharp threshold probability holds in that generality. Indeed, we only use the following facts, that hold in every abstract $d$-rigidity matroid:

(i) For every rigid graph $G = (V, E)$ with $|V| \geq d + 1$, there holds:

(a) $\delta(G) \geq d$, and

(b) the rank of $G$ in the matroid equals $d|V| - \binom{d+1}{2}$.

(ii) The complete graph on $d + 2$ vertices minus an edge, $K_{d+2}^-$, is rigid.

### 1.1 Generic global rigidity

A $d$-dimensional framework $(G, p)$ is called globally $d$-rigid if every embedding of $V$ in $\mathbb{R}^d$ that realizes the pairwise distances $\|p(v) - p(u)\|$ for every edge $uv \in E$ is obtained from $p$ by an isometry of $\mathbb{R}^d$. We say that a graph $G$ is globally $d$-rigid if $(G, p)$ is globally $d$-rigid for some generic
embedding \( \mathbf{p} \). Fundamental results in the theory of global rigidity due to Connelly [9] and Gortler, Healy and Thurston [13], assert that global \( d \)-rigidity of a graph \( G \) is equivalent to the property that \((G, \mathbf{p})\) is globally \( d \)-rigid for every generic \( \mathbf{p} \). We refer the reader to [22, 33] and the references therein for a detailed introduction to global rigidity, the differences from rigidity and infinitesimal rigidity, as well as a review of the research highlights in this topic in recent decades.

It turns out that global \( d \)-rigidity is a stronger property than \( d \)-rigidity. For instance, the minimum degree of a globally \( d \)-rigid graph is at least \( d + 1 \) (and not \( d \)), since it is possible to reflect a vertex of degree \( d \) or less over an affine hyperplane spanned by its neighbors — yielding a different embedding of the vertices which realizes the same distances between the adjacent pairs (see [16]). In addition, it is easy to see that global \( d \)-rigidity is a monotone property. In the \( d = 1 \) case, global 1-rigidity is equivalent to 2-vertex-connectivity [22]. It is known that in the evolution of random graphs, a.a.s. \( G(n, M) \) becomes 2-vertex-connected at the very moment the last vertex of degree 1 disappears [5].

Building on a sufficient condition for global rigidity discovered by Tanigawa [33], Jordán proved that every \((d + 1)\)-rigid graph is globally \( d \)-rigid [20]. By letting

\[
M_{d-GR} := \min\{M : G(n, M) \text{ is globally } d\text{-rigid}\},
\]

we have that \( M_{(d+1)\text{-rigid}} \geq M_{d-GR} \geq M_{d+1} \) holds deterministically. Therefore, applying Theorem 1.1 for \((d + 1)\)-rigidity, yields, for every fixed \( d \geq 1 \), a hitting-time result for global \( d \)-rigidity: \( G(n, M) \) becomes globally \( d \)-rigid at the very moment its minimum degree becomes \( d + 1 \).

**Corollary 1.4.** For every \( d \geq 1 \), a.a.s. \( M_{d-GR} = M_{d+1} \).

Outline: In Section 2, we prove Theorem 1.1, based on two propositions; the first shows that long before \( M_d \) edges are inserted, the closure of the graph (in the rigidity matroid) already contains a giant clique, see Section 3, and the second shows an expansion property when \( M_d \) edges are inserted, see Section 4. We end in Section 5 with open problems concerning the threshold for the appearance of a giant \( d \)-rigid component.

## 2 | PROOF OF THE MAIN THEOREM 1.1

Let \( n \geq d + 1 \), \( G = ([n], E) \) and \( \mathbf{p} : [n] \rightarrow \mathbb{R}^d \) be a generic embedding of its vertices. For every \( 1 \leq x < y \leq n \) consider the vector \( \mathbf{r}_{xy} \), defined as in Section 1 (namely, this is the row vector of the edge \( xy \in \binom{[n]}{2} \) in the rigidity matrix of the complete graph \( K_n \)). We define the \( d \)-rigidity closure of \( G \) by

\[
C_d(G) = \left\{ xy \in \binom{[n]}{2} : \mathbf{r}_{xy} \in \text{span}_\mathbb{R} \left( \mathbf{r}_e : e \in G \right) \right\}.
\]

In other words, \( xy \in C_d(G) \) if and only if \( \text{rank}(R(G, \mathbf{p})) = \text{rank}(R(G \cup \{xy\}, \mathbf{p})) \), hence \( C_d(G) \) does not depend on the embedding \( \mathbf{p} \) provided it is generic. In addition, recall that \( G \) is \( d \)-rigid if the rank of the corresponding rigidity matrix \( R(G, \mathbf{p}) \) attains the maximal value of \( dn - \binom{d+1}{2} \). This is equivalent, by standard linear algebra and the fact that \( K_n \) is \( d \)-rigid, to the property that the rank of the rigidity matrix does not increase by the addition of any edge to the graph. Therefore, a graph \( G \) is \( d \)-rigid if and only if \( C_d(G) \) is the complete graph.
In particular, as $K^{-}_{d+2}$ is $d$-rigid (since $K_{d+2}$ is $d$-rigid and the number of its edges exceeds the rank of the rigidity matrix by 1), we have that $C_d(K^{-}_{d+2}) = K_{d+2}$, which yields the following useful observation.

**Observation 2.1.** Suppose that $C_d(G)$ contains a $d$-clique on the vertex set $\{u_1, \ldots, u_d\}$ and in addition there exists a pair of distinct vertices $x, y \notin \{u_1, \ldots, u_d\}$, such that each $u_i$ is adjacent to both $x$ and $y$. Then $xy$ is an edge in $C_d(G)$.

We derive Theorem 1.1 from the two following propositions. The first one, Proposition 2.2, establishes the existence of a giant clique in $C_d(G(n, M))$ for a sufficiently large $M$ that is much smaller than $M_d$. The second, Proposition 2.3, describes a structural feature of $G(n, M_d)$ that yields a bootstrap argument: If $C_d(G(n, M_d))$ contains a giant clique, then the entire graph $C_d(G(n, M_d))$ is a clique whence $G(n, M_d)$ is $d$-rigid.

**Proposition 2.2 (Giant clique in the closure).** The graph $C_d(G(n, 10d^2n))$ a.a.s. contains a clique of at least $5n/9$ vertices.

**Proposition 2.3 (Expansion).** The graph $G(n, M_d)$ a.a.s. has the property that every subset $B$ of size $1 \leq |B| \leq n/2$ contains a vertex $v$ with at least $d$ neighbors in $[n] \setminus B$.

We are now ready to prove Theorem 1.1, given Propositions 2.2 and 2.3; the latter are proved in Sections 3 and 4, respectively.

**Proof of Theorem 1.1.** We need to prove that $M_d - \text{rigid} \leq M_d$, that is, that $G(n, M_d)$ is a.a.s. $d$-rigid. We condition on the event in Proposition 2.2, the event in Proposition 2.3, and the event that $M_d \geq 10d^2 n$, that all occur a.a.s.\† Using the monotonicity of the closure, we derive that the largest clique $A$ in $C_d(G(n, M_d))$ is of size $|A| \geq 5n/9$.

We claim that $A = [n]$. Indeed, otherwise, by Proposition 2.3, there is a vertex $v \in B := [n] \setminus A$ with at least $d$ neighbors $u_1, \ldots, u_d$ in $A$. In such a case, for every $x \in A \setminus \{u_1, \ldots, u_d\}$, the vertices $u_1, \ldots, u_d$ form a clique that is connected to both $x$ and $v$ (in the closure), hence $vx \in C_d(G(n, M_d))$ by Observation 2.1. Consequently, $v$ is connected to all the vertices in $A$, hence $A \cup \{v\}$ induces a clique in $C_d(G(n, M_d))$ — contradicting the maximality of $A$. Thus, $B$ must be the empty set. We conclude that $A = [n]$, hence $C_d(G(n, M_d))$ is the complete graph, thereby $G(n, M_d)$ is $d$-rigid, as needed. \qed

\section{Proof of Proposition 2.2} For the proof, we need the following lemma.

**Lemma 3.1.** Fix real numbers $\delta, c$ such that $0 < \delta < 1$ and $c \delta > d$. Then a.a.s.,

$$|C_d(G(n, cn))| \geq (1 - \delta) \binom{n}{2}.$$  

\† In fact, it is known that a.a.s. $M_d = (1/2 + o(1)) n \log n$; see [5].
Proof. Let \( 1 \leq M \leq \binom{n}{2} \) be an integer. We construct a coupling \( D \) of pairs \( (r, G) \) such that \( r \sim \text{U}([0,1]^M) \), \( G \sim G(n,M) \) and for every \( (r, G) \sim D \), at most \( dn - \binom{d+1}{2} \) indices \( 1 \leq i \leq M \) satisfy \( r_i \leq 1 - \frac{|C_d(G)|}{n} \).

We first show how to derive the lemma given such a coupling where \( M = cn \). For this purpose, we simply note that the event \( |C_d(G)| < (1-\delta)\binom{n}{2} \) is contained in the event that at most \( dn - \binom{d+1}{2} \) of the \( r_i \)'s are smaller than \( \delta \). In other words,

\[
P\left( |C_d(G)| < (1-\delta)\binom{n}{2} \right) \leq P\left( \text{Bin}(cn, \delta) \leq dn - \binom{d+1}{2} \right) \longrightarrow 0 \tag{3.1}
\]
as \( n \longrightarrow \infty \), by the law of large numbers, using \( c\delta > d \).

To construct the coupling \( D \), we sample \( r_1, \ldots, r_M \) i.i.d. uniformly from \([0,1]\), and use its randomness to sample \( (G(n,i))_{i=1}^{M} \) as follows. In every step \( i \), the edge \( e_i \) that we add to \( G(n,i-1) \) to create \( G(n,i) \) is sampled uniformly from \( e_i \sim \left( \left[ \binom{n}{2} \right] \right) \setminus C_d(G(n,i-1)) \), if \( r_i < \frac{\binom{n}{2} - |C_d(G(n,i-1))|}{\binom{n}{2} - (i-1)} \), and \( e_i \sim C_d(G(n,i-1)) \setminus G(n,i-1) \) otherwise. In words, we first decide (using \( r_i \)) whether \( e_i \) is sampled from the closure of \( G(n,i-1) \) or not, and then we sample it uniformly. Note that the threshold we choose guarantees that \( e_i \) is uniformly distributed in \( \left( \left[ \binom{n}{2} \right] \right) \setminus G(n,i-1) \). Therefore, \( G : = G(n,M) \) is a uniform random \( n \)-vertex graph with \( M \) edges. The key observation is that every time \( e_i \) is chosen from outside the closure of \( G(n,i-1) \) — that is, the condition

\[
r_i < \frac{\binom{n}{2} - |C_d(G(n,i-1))|}{\binom{n}{2} - (i-1)}
\]

holds true — the rank of the rigidity matrix of the obtained graph increases by one, and this can occur at most \( dn - \binom{d+1}{2} \) times, which is the rank for the complete graph \( K_n \). The construction is concluded by observing that

\[
1 - \frac{|C_d(G)|}{\binom{n}{2}} \leq \frac{\binom{n}{2} - |C_d(G(n,i-1))|}{\binom{n}{2} - (i-1)},
\]

using the monotonicity of the closure. \( \square \)

Proof of Proposition 2.2. Set \( \delta = (9d)^{-1} \), \( c = 10d^2 \) and \( G = G(n,cn) \). By Lemma 3.1, \( C_d(G) \) has a.a.s. at least \((1-(9d)^{-1})\binom{n}{2}\) edges.

For every \( v \in [n] \), let \( d_v \) denote the degree of \( v \) in \( C_d(G) \). Write \( [n] = A \cup B \), a partition of the vertex set of \( G \), where \( B = \{ v : d_v \leq (1-(4d)^{-1})(n-1) \} \) and \( A = [n] \setminus B \). By double-counting the number of non-edges in \( C_d(G) \) we find that

\[
|B|(4d)^{-1}(n-1) \leq \sum_{v \in B}(n-1-d_v) \leq 2\left( \left( \binom{n}{2} - |C_d(G)| \right) \right) \leq 2(9d)^{-1} \binom{n}{2}.
\]

Thus, \( |B| \leq 4n/9 \), and so \( |A| \geq 5n/9 \).
We claim that $A$ induces a clique in $C_d(G)$. In fact, for every $v_1, v_2 \in A$ we find vertices $v_3, \ldots, v_{d+2}$ in $A$ such that $v_i$ is connected to the vertices $v_1,\ldots,v_{i-1}$ in the graph $C_d(G)$ for every $i = 3,\ldots,d+2$. By Observation 2.1, this implies that $v_1 v_2 \in C_d(G)$, hence $A$ is a clique as claimed. The construction of the vertices $v_i$, $i = 3,\ldots,d+2$, is sequential and greedy. Namely, after the selection of $v_1,\ldots,v_{i-1}$, a vertex in $[n]$ cannot be chosen as $v_i$ if it belongs to $B$ or if it is not adjacent to one of the previous vertices. Using the fact that $v_1,\ldots,v_{i-1} \in A$, we find that the number of non-admissible choices for $v_i$ is at most

$$|B| + \sum_{j=1}^{i-1} (n - d_{v_j}) \leq 4n/9 + (d + 1)(n/4d + 1 - (4d)^{-1}) < n,$$

for $n$ sufficiently large, and every $d \geq 1$. Hence there is at least one admissible choice, which proves our claim. This completes the proof of the proposition.

Remark 3.2. In Proposition 2.2 we show that the closure of $G = G(n, cn)$ a.a.s. has a giant clique if $c = 10d^2$. Most reasonably, this occurs because $G$ itself contains a giant $d$-rigid component — an inclusion-maximal vertex subset of positive density that induces a rigid subgraph — but our proof does not guarantee that. In Example 3.3 below, we illustrate the difference between a giant clique in the closure and a rigid component by constructing a graph whose closure contains a giant clique $A$ despite the fact that the subgraph of $G$ induced by $A$ is empty, and all $d$-rigid components have constant size. We note that the graph that we construct for this illustration is very unlikely to appear as a subgraph of a random graph.

Example 3.3. Let $A$ be a finite set arbitrarily large, and $H$ a minimally $d$-rigid graph on $A$. For every edge $xy$ of $H$, let $G_{xy}$ be the graph $K_{d+2}^-$ with $xy$ its missing edge and its other vertices are not in $A$ and are unique to $G_{xy}$. Let $G = \bigcup_{xy \in E(H)} G_{xy}$. Then, the closure is $C_d(G) = G \cup K_A$ and in particular it contains a clique of size $|A|$, and $|A| \geq |V(G)|/(d^2 + 1)$. In contrast, the maximal $d$-rigid components of $G$ are the $G_{xy}$’s, each has size $d + 2$.

4 PROOF OF PROPOSITION 2.3

Denote

$$p_\pm = \frac{\log n + (d - 1) \log \log n \pm \log \log \log n}{n}.$$

There exists a standard coupling $(G_-, G(n, M_d), G_+)$ where $G_\pm \sim G(n, p_\pm)$, and the event $G_- \subset G(n, M_d) \subset G_+$ a.a.s. occurs. Indeed, let $(r_e : e \in \binom{[n]}{2})$ be i.i.d. standard uniform random variables. To sample a $G(n, p)$ random graph, we take all the edges $e$ such that $r_e < p$. Similarly, to sample the evolution $\{G(n, M) : 0 \leq M \leq \binom{[n]}{2}\}$ of random graphs, we sort the edges in increasing order according to the values $r_e$. The coupling $(G_-, G(n, M_d), G_+)$ is obtained by using the same random sequence $(r_e)$ to sample all three graphs. In this coupling, the graph $G_-$ is always contained in $G_+$ and the $G(n, M_d)$ graph is sandwiched between them if $\delta(G_-) < d$ and $\delta(G_+) \geq d$, which a.a.s. occurs.

Recall that a vertex subset $B$ is called independent in a graph if no two vertices of $B$ are adjacent.
Claim 4.1. Let \((G_-, G_+)^\) be sampled as above. Then, a.a.s. every subset \(B\) of size \(1 \leq |B| \leq n/2\) satisfies that either

- there exists a vertex in \(B\) with at least \(d\) neighbors outside of \(B\) in the graph \(G_-^\), or
- \(B\) is independent in the graph \(G_+^\).

Proof. We show that the expected number of sets \(B\) that violate both these conditions tends to 0 as \(n \to \infty\), from which the claim follows by the first-moment method.

Note that the first condition in the claim depends on the edges between \(B\) and its complement, whereas the second condition depends on the edges within \(B\). Therefore, the two conditions are independent. In consequence, a set \(B\) of size \(b\) violates both conditions with probability

\[
P(B | n-b, p_-) \leq d-1)^b \cdot P\left( \text{Bin}\left( \frac{b}{2}, p_+ \right) \geq 1 \right).
\]

We bound the first probability by computing, for every \(0 \leq j \leq d-1\),

\[
P(B | n-b, p_-) = j = \binom{n-b}{j} (1-p_-)^{n-b-j} \leq (np_-)^j \exp \left( -\log n - (d-1) \log \log n + \log \log \log n + (b+j)p_- \right) \leq (1+o(1)) \frac{(\log n)^j \log \log n}{n (\log n)^{d-1}} e^{bp_-}.
\]

In the first inequality, we used \(\binom{n-b}{j} \leq n^j\) and \(1-p_- \leq e^{-p_-}\). The second inequality is derived by \((np_-)^j \leq (1+o(1)) (\log n)^j\) and \(jp_- = o(1)\) whence \(e^{jp_-} = 1 + o(1)\). Therefore, using \(\sum_{j=0}^{d-1} (\log n)^j = (1+o(1)) (\log n)^{d-1}\), we find that

\[
P(B | n-b, p_-) \leq d-1) \leq (1+o(1)) \frac{\log \log n}{n} e^{bp_-}.
\]

(4.1)

Using the standard bound \(\binom{n}{b} \leq (en/b)^b\), (4.1) suffices to prove the claim for all sets of size \((\log \log n)^2 \leq b \leq n/2\) (even without using the condition on \(G_+^\)). Indeed,

\[
\sum_{b=(\log \log n)^2}^{n/2} \binom{n}{b} P(B | n-b, p_-) \leq d-1)^b \leq \sum_{b=(\log \log n)^2}^{n/2} \left( \frac{en}{b} \left( 1+o(1) \right) \frac{\log \log n}{n} e^{bp_-} \right)^b \leq \sum_{b=(\log \log n)^2}^{n/2} \left( e+o(1) \frac{\log \log n}{b} e^{bp_-} \right)^b.
\]

(4.2)

Note that the continuous function \(b \mapsto e^{bp_-}/b\) is convex in the interval \(b \in \left[ (\log \log n)^2, n/2 \right]\), hence its maximum is attained in one of the endpoints of the interval.
• If \( b = n/2 \), then \( b p_− = (1/2 + o(1)) \log n \) whence \( e^{b p_−/b} = n^{-1/2+o(1)} \).
• If \( b = (\log \log n)^2 \), then \( b p_− = o(1) \) whence a larger value of
\[
e^{b p_−/b} = (1 + o(1))(\log \log n)^{-2}
\]
is obtained.

In conclusion, (4.2) is bounded from above by the geometric sum
\[
\sum_{b=(\log \log n)^2}^{n/2} \left( \frac{e + o(1)}{\log \log n} \right)^b \to 0,
\]
as \( n \to \infty \).

We turn to consider sets of sizes \( 1 \leq b \leq (\log \log n)^2 \). Note that in such a case,
\[
P \left( \text{Bin} \left( \binom{b}{2}, p_+ \right) \geq 1 \right) \leq \binom{b}{2} p_+ = n^{-1+o(1)}.
\]
Additionally, we absorb the factor \( e^{b p_−} \) in (4.1) into the \( 1 + o(1) \) factor to find that

\[
\sum_{b=1}^{(\log \log n)^2} \binom{n}{b} P(\text{Bin}(n-b, p_-) \leq d-1)^b \cdot P \left( \text{Bin} \left( \binom{b}{2}, p_+ \right) \geq 1 \right)
\]

\[
\leq \sum_{b=1}^{(\log \log n)^2} \left( e + o(1) \frac{\log \log n}{b} \right)^b \cdot n^{-1+o(1)}. \tag{4.3}
\]
By applying the bound \( ((e + o(1)) \log \log n/b)^b \leq (\log n)^{1+o(1)} \) (which is obtained by analysis of this function with respect to \( b \)) to each of the \( (\log \log n)^2 \) summands, (4.3) is bounded from above by

\[
(\log \log n)^2 \cdot (\log n)^{1+o(1)} \cdot n^{-1+o(1)} \to 0,
\]
as \( n \to \infty \), which concludes the proof of the claim.

We derive Proposition 2.3 as follows. Sample \( (G_-, G(n, M_d), G_+) \) as above and condition on the event that \( G_- \subseteq G(n, M_d) \subseteq G_+ \) which a.a.s. occurs.

Suppose that every vertex in a set \( B \) has less than \( d \) neighbors outside of \( B \) in the graph \( G(n, M_d) \). By monotonicity, no vertex in \( B \) can have more than \( d-1 \) neighbors outside of \( B \) in the graph \( G_- \). On the other hand, since the minimum degree in \( G(n, M_d) \) is \( d \), there must be an edge within \( B \) in \( G(n, M_d) \) — which also appears in \( G_+ \), hence \( B \) is not independent in \( G_+ \). By Claim 4.1, a.a.s. no such set \( B \) of size \( 1 \leq |B| \leq n/2 \) exists.

5 | OPEN PROBLEMS

The emergence of a giant connected component in \( G(n, p) \) is one of the most important phenomena in random graph theory. It is therefore natural to study the appearance of a giant \( d \)-rigid
component — an inclusion-maximal $d$-rigid induced subgraph of linear size — in a $\mathcal{G}(n, p)$ random graph. Here is a conjecture extending the $d = 2$ case, which was established in [23], and studied further in [4].

First, we observe two necessary conditions the induced subgraph $G_A$ must satisfy if $A \subset [n]$ with at least $d + 1$ vertices is a $d$-rigid component of $G \sim G(n, p)$:

(i) The minimum degree in $G_A$ is at least $d$, and
(ii) there are at least $d|A| - \left(\frac{d+1}{2}\right)$ edges in $G_A$.

In brief, the conjecture below states that in $\mathcal{G}(n, p)$, these necessary conditions are also sufficient. That is, if a subset satisfying these two conditions appears in $\mathcal{G}(n, p)$ it a.a.s. induces a giant $d$-rigid component.

In more details, note that the second condition is closely related to the property of $d$-orientability — the existence of an orientation of the edges of $G$ such that the maximum in-degree is at most $d$ — since, by min-cut-max-flow duality, a subset $A$ inducing more than $d|A|$ edges is the only obstacle for $d$-orientability. The problem of orientability of random graphs was considered in [7, 12], and a sharp threshold probability of the form $p = c_d/n$, where $c_d$ is an explicit constant, was determined. In fact, it was shown to coincide with the threshold probability for the property that the average degree of the $(d + 1)$-core of $\mathcal{G}(n, p)$ exceeds $2d$. Recall that the $k$-core of a graph is the largest induced subgraph of minimum degree at least $k$. It is known that for $k \geq 3$, once the $k$-core of $\mathcal{G}(n, p)$ emerges it contains a positive fraction of the vertex set. We refer the reader to [7, 12, 30] for explicit descriptions of the critical constant $c_d$ and the typical density of the $(d + 1)$-core. We conjecture that at the same threshold probability $p = c_d/n$, the $(d + 1)$-core $C$ of $G$ becomes $d$-rigid. To describe the entire $d$-rigid component, note that if $A$ induces a $d$-rigid subgraph and $v \notin A$ has $d$ neighbors in $A$, the $A \cup \{v\}$ induces a $d$-rigid subgraph as well. This leads us to the definition of the $((d + 1) + d)$-core $\hat{C}$ of $G$, that is obtained from the $(d + 1)$-core $C$ of $G$ by adding to it, for as long as possible, a vertex with at least $d$ neighbors in $\hat{C}$.

**Conjecture 5.1.** Let $d \geq 2$, $c > 0$ and $G \sim \mathcal{G}(n, c/n)$. Then a.a.s.,

- if $c < c_d$, then there is no $d$-rigid component in $G$ with more than 3 vertices;
- if $c > c_d$, then $G$ contains a unique $d$-rigid component of positive density, which is comprised of the vertices of its $((d + 1) + d)$-core.

In the subcritical regime, we believe that known methods from, for example, [7, 12, 27] can be utilized to show that no subset $A$ with more than 3 vertices satisfy the necessary conditions (i), (ii) above. On the other hand, establishing the $d$-rigidity of the $(d + 1)$-core in the supercritical regime seems to require new ideas.

One can sharpen this conjecture and propose that in the evolution of random graphs, this phase transition occurs a.a.s. at the very moment that the $(d + 1)$-core of $G$ exists, and the numbers $n'$, $m'$ of its vertices and edges respectively, satisfy $m' > dn' - \left(\frac{d+1}{2}\right)$ for the first time.

An additional extension of Conjecture 5.1 regards the emergence of a giant global $d$-rigid component in $\mathcal{G}(n, p)$. Clearly, this cannot occur before the emergence of a giant $d$-rigid component. In addition, the necessary condition for global $d$-rigidity — of having minimum degree $d + 1$ — is satisfied by the $(d + 1)$-core, which contains a positive fraction of the vertex set in the supercritical regime of the conjecture. Therefore, it is plausible to conjecture that if $p = c/n$ and $c > c_d$, then a.a.s. the $(d + 1)$-core of $G$ constitutes a giant globally $d$-rigid component.
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