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Abstract. We combine the newly discovered technique, which computes explicit formulas for the image of an algebraic curve under rational transformation, with techniques that enable to compute braid monodromies of such curves. We use this combination in order to study properties of the braid monodromy of the image of curves under a given rational transformation. A description of the general method is given along with full classification of the images of two intersecting lines under degree 2 rational transformation. We also establish a connection between degree 2 rational transformations and the local braid monodromy of the image at the intersecting point of two lines. Moreover, we present an example of two birationally isomorphic curves with the same braid monodromy type and non diffeomorphic real parts.

Introduction

The braid monodromy is a powerful tool in the study of algebraic surfaces and curves. There exists several algorithms for computing braid monodromy for many types of curves. Usually one considers algebraic curves up to birational isomorphisms, therefore it is natural to consider the effect that a rational transformation has on the braid monodromy of a curve. Recently a new algorithm for computing the explicit image of a given algebraic curve under rational transformation was obtained. Hence, we consider the combination of these two techniques and study the braid monodromy of the image of a curve under a rational transformation. In particular, it is interesting to study the braid monodromy of an algebraic curve under a rational transformation which resolves the curve’s singularities.

In this paper we lay out the basics of the technique as follows: In Chapter 1 we recall the notions and definitions of braid group, half-twists and braid monodromy. In Chapter 2 we present explicit formulas for the image of a complex line under a given rational transformation. We establish the connection between a rational transformation and the local braid monodromy of the image of the intersection point of two intersecting lines under this rational transformation. We present a full classification of the global braid monodromy for the image of two intersecting lines under degree 2 rational transformation In Chapter 3, Chapter 4 explains a new technique which allows to find the image of curve of any degree under any rational transformation, and we give an example of degree 3. We conclude with the
computation of the global braid monodromy for the image of de-singularized curve of degree 4.

1. BRAID GROUP PRELIMINARIES

In this chapter we recall the definition of the braid group, some of its important elements and the braid monodromy. Readers who are interested in braid group could find more information in [1] [3]. For information about braid monodromy we suggest readers to consult [11] [12].

1.1. The braid group.

**Definition 1.1.** Artin’s braid group \( B_n \) is the group generated by \( \{\sigma_1, ..., \sigma_{n-1}\} \) subjected to the relations \( \sigma_i \sigma_j = \sigma_j \sigma_i \) where \( |i - j| \geq 2, \sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1} \) for all \( i = 1, ..., n-2 \).

We distinguish some important elements in the braid group \( B_n \) which are called half-twists. Half-twists are actually the elements of the conjugacy class of any of the generators \( \sigma_i \) (it is known that all generators of the braid group are conjugated to one another).

Since the easiest way to describe and work with half-twists is based on a topological equivalent definition for the braid group, we bring it here.

Let \( D \) be a closed disc, and \( K = \{k_1, \cdots, k_n\} \) a finite set such that \( K \subset \text{int}(D) \).

**Definition 1.2.** Let \( \mathcal{B} \) be the group of all diffeomorphisms \( \beta \) of \( D \) such that \( \beta(K) = K, \beta|_{\partial D} = \text{Id}|_{\partial D} \). For \( \beta_1, \beta_2 \in \mathcal{B} \) we say that \( \beta_1 \) is equivalent to \( \beta_2 \) if \( \beta_1 \) and \( \beta_2 \) induce the same automorphism of \( \pi_1(D \setminus K, u) \), where \( u \) is a point on \( \partial D \). The quotient of \( \mathcal{B} \) by this equivalence relation is called the braid group \( B_n[D, K] \) (\( n = |K| \)). The elements of \( B_n[D, K] \) are called braids.

Now, let \( D, K, u \) be as above. Let \( a, b \) be two points of \( K \). We denote \( K_{a,b} = K \setminus \{a, b\} \). Let \( \sigma \) be a simple path in \( D \setminus (\partial D \cup K_{a,b}) \) connecting \( a \) with \( b \). Choose a small regular neighborhood \( U \) of \( \sigma \) and an orientation preserving diffeomorphism \( f: \mathbb{R}^2 \to \mathbb{C} \) such that \( f(\sigma) = [-1, 1], f(U) = \{z \in \mathbb{C} \mid |z| < 2\} \).

Let \( \alpha(x), 0 \leq x \leq \frac{1}{2} \) be a real smooth monotone function such that:

\[
\alpha(x) = \begin{cases} 
1, & 0 \leq x \leq \frac{1}{2} \\
0, & 2 \leq x
\end{cases}
\]

Define a diffeomorphism \( h: \mathbb{C} \to \mathbb{C} \) as follows: for \( z = re^{i\varphi} \in \mathbb{C} \) let \( h(z) = re^{i(\varphi + \alpha(r)\pi)} \).

For the set \( \{z \in \mathbb{C} \mid 2 \leq |z|\} \), \( h(z) = \text{Id} \), and for the set \( \{z \in \mathbb{C} \mid |z| \leq \frac{3}{2}\} \), \( h(z) \) is a rotation by \( 180^\circ \) in the positive direction.

Considering \( (f \circ h \circ f^{-1})|_D \) (we will compose from left to right) we get a diffeomorphism of \( D \) which switches \( a \) and \( b \) and is the identity on \( D \setminus U \). Thus it defines an element of \( B_n[D, K] \).

The diffeomorphism \( (f \circ h \circ f^{-1})|_D \) defined above induces an automorphism on \( \pi_1(D \setminus K, u) \), that switches the position of two generators of \( \pi_1(D \setminus K, u) \), as can be seen Figure 4.

**Definition 1.3.** Let \( H(\sigma) \) be the braid defined by \( (f \circ h \circ f^{-1})|_D \). We call \( H(\sigma) \) the positive half-twist defined by \( \sigma \).

The connection between the topological definition of the half-twists and the geometrical braid can be seen in Figure 4.
1.2. The braid monodromy. Let $C$ be a real curve in $\mathbb{C}^2$ of degree $n$. Denote by $pr_1 : C \to \mathbb{C}$ and by $pr_2 : C \to \mathbb{C}$ the projections to the first and second coordinate, defined in the obvious way. For $x \in \mathbb{C}$ we denote $K(x)$ the projection of the points in $C$ which lie with $x$ as their first coordinate to the second coordinate (i.e., $K(x) = pr_2(pr_1^{-1}(x))$).

Let $N \subset \mathbb{C}$ be the set $N = N(C) = \{ x \in \mathbb{C} | |K(x)| < n \} = \{ x_1, \cdots, x_p \}$. We restrict ourselves only to the cases where $N$ is finite. Take $E$ to be a closed disc in $\mathbb{C}$ for which $N \subset E \setminus \partial E$. In addition take $D$ to be a closed disc in $\mathbb{C}$ for which $D$ contains all the points $\{ K(x) | \, x \in E \}$. That means that when restricted to $E$, we have $C \subset E \times D$.

With these definitions in hand we may define the braid monodromy of a projective curve:

**Definition 1.4.** Let $C$ be a projective curve of degree $n$ in $\mathbb{CP}^2$, $L$ be a generic line at infinity such that $|L \cap C| = n$, and $(x, y)$ is an affine coordinate system for $\mathbb{C}^2 = \mathbb{CP}^2 \setminus L$ such that the projection of $C$ to the first coordinate is generic. For $E, D, N$ defined as above, let $M \in \partial E \cap \mathbb{R}$ be the base point of $\pi_1(E \setminus N)$, and let $\sigma$ be an element of $\pi_1(E \setminus N)$. To $\sigma$ there are $n$ lifts in $C$, each one of them begins and ends in the points of $M \times K(M)$. Projecting these lifts using $pr_2 : C \to \mathbb{C}$ we get $n$ paths in $D$ which begin and end in the points of $K(M)$. These induce a diffeomorphism of $\pi_1(D \setminus K(M))$ which is the braid group $B_n$ as defined earlier. We call the homomorphism $\varphi : \pi_1(E \setminus N) \to B_n$ the braid monodromy of $C$ with respect to $L, E \times D, pr_1$, and $M$.

Let us fix an ordered set of generators $\langle \gamma_1, \cdots, \gamma_p \rangle$ for $\pi_1(E \setminus N)$, where $p = |N|$. This set induce a $p$-tuple defined by $\langle \varphi(\gamma_1), \cdots, \varphi(\gamma_p) \rangle$. We call this $p$-tuple the braid monodromy factorization of $C$. 

---

**Figure 1.** The switch of two generators of $\pi_1(D \setminus K, u)$ induced by a half-twist.

**Figure 2.** The switch of two braid strings induced by a geometric half-twist.
Definition 1.5. Let \( t = (t_1, \ldots, t_p) \in B_p^* \). We say that \( s = (s_1, \ldots, s_p) \in B_p^* \) is obtained from \( t \) by the Hurwitz move \( R_k \) (or \( t \) is obtained from \( s \) by the Hurwitz move \( R_{k-1} \)) if:

\[
\begin{align*}
s_i &= t_i \quad \text{for } i \neq k, k+1 \\
s_k &= t_k t_{k+1} t_k^{-1} \\
s_{k+1} &= t_k
\end{align*}
\]

Definition 1.6. Two braid monodromy factorizations are called Hurwitz equivalent if they are obtained one from the other by a finite sequence of Hurwitz moves and their inverses.

Now we may define what the braid monodromy type of a curve is. This notion is very significant in the classification of equisingular curves as well as for the classification of surfaces.

Definition 1.7. We say that two curves are of the same BMT (Braid Monodromy Type) if their braid monodromy factorizations are Hurwitz equivalent, up to at most one simultaneous conjugation of all elements of the first factorization by the same braid.

Theorem 1.8. \([10]\) Let \( C_1 \) and \( C_2 \) be two curves of the same BMT. Then, \( C_1 \) and \( C_2 \) are isotopic.

Following from Theorem 1.8 is the next corollary:

Corollary 1.9. Let \( C_1 \) and \( C_2 \) be two curves, and let \( F_1 \) and \( F_2 \) be the braid monodromy factorization of \( C_1 \) and \( C_2 \) respectively. If \( F_1 \) and \( F_2 \) are Hurwitz equivalent, then the braid monodromies of \( C_1 \) and \( C_2 \) are equivalent.

2. Rational transformation of the complex line

The simplest and very illustrative case is a rational transformation of the complex line into the complex projective plane. Three polynomials in one variable \( p_0(x) \), \( p_1(x) \) and \( p_2(x) \) map the complex line \( \mathbb{C} \) into the complex projective plane \( \mathbb{CP}^2 \):

\[
x \mapsto (p_0(x), p_1(x), p_2(x))
\]

The image of the complex line under such transformation can be described explicitly using the notions of the Bezout matrix and the determinantal representation of a curve. Let us recall the definitions.

Lemma 2.1 (Bezout matrix). For every two polynomials in one variable \( p(x) \) and \( q(x) \) there exists uniquely determined \( n \times n \) matrix \( B(p, q) = (b_{i,j})_{i,j=0}^n \) such that

\[
p(x)q(y) - q(x)p(y) = \sum_{i,j=0}^n b_{i,j} x^i (x - y)^j,
\]

where \( n = \max\{\deg(p), \deg(q)\} \).

This matrix is called Bezout matrix of the polynomials \( p(x) \) and \( q(x) \). For proof see \([14]\).

Lemma 2.2 (Determinantal representation of a curve). For every homogeneous polynomial in three variables \( \Delta(x_0, x_1, x_2) \) of degree \( m \) there exist three \( m \times m \) matrices \( D_0 \), \( D_1 \) and \( D_2 \) such that

\[
\Delta(x_0, x_1, x_2) = \det(x_0 D_0 + x_1 D_1 + x_2 D_2)
\]
We will say that this is the \textit{determinantal representation} of a curve defined by the polynomial $\Delta(x_0, x_1, x_2)$. For the proof and the classification of determinantal representations of a curve see [15]. Now we can formulate the next theorem.

\textbf{Theorem 2.3 (Rational image of the complex line).} Let us consider three polynomials in one variable $p_0(x)$, $p_1(x)$ and $p_2(x)$. These polynomials define the rational transformation of the complex line $\mathbb{C}$ into the complex projective plane $\mathbb{CP}^2$ by the formula $x \mapsto (p_0(x), p_1(x), p_2(x))$. The image of the complex line is the rational curve defined by the polynomial

$$q(x_0, x_1, x_2) = \det(x_0B(p_1, p_2) + x_1B(p_2, p_0) + x_2B(p_0, p_1))$$

For the proof see [9].

\textbf{Remark 2.4.} We consider the three polynomials $p_0(x), p_1(x), p_2(x)$ to be of the same degree $n$, and if this is not the case than we consider the higher coefficients of the polynomials with degree less than $n$ to be zeroes. This is done in order to simplify the formulas, since it is equivalent to the proper formulation which uses three homogeneous polynomials of two variables that map the complex projective line $\mathbb{CP}^1$ into the complex projective plane $\mathbb{CP}^2$.

3. \textbf{Braid monodromy of the image of two intersecting lines}

In this chapter we consider the image of the curve $C$ which consists of two intersecting lines defined by $x = 0$ and $y = 0$, under degree 2 rational transformation $r$ into $\mathbb{CP}^2$. This implies that the image of the curve $r(C)$ consists of two intersecting conics. We consider only the generic case where the conics do not coincide and none of the conics is degenerated to a line or a point.

3.1. \textbf{Classification of local braid monodromy.} In this section we present all the possibilities of local braid monodromy at an intersection point of two conics.

\textbf{Theorem 3.1.} The local braid monodromy of two conics at an intersection point depends only on the multiplicity of the point. More precisely, if the multiplicity of the intersection point is $n$, then the local braid monodromy is the $n$ times full-twist of two strings.

\textit{Proof.} There are 4 possibilities for the multiplicity of the intersection point of two conics: 1, 2, 3 and 4. If the multiplicity is 1 then, there exists a small neighborhood of the intersection point where the curve is the intersection of two non-singular branches (see Appendix A, Table 2 point $x_3$). This case was studied in [11] and the braid monodromy was proved to be a full-twists of two strings. If the multiplicity is 2, then at the point of intersection there is a tangency of degree 1 (see Appendix A, Table 3 point $x_4$). This case was also previously studied in [12], and the braid monodromy was proved to be a double full-twists of two strings. Using the technique suggested in [12] this result can easily be generalized, and so in the case where the multiplicity of the intersection point is 3 or 4 the braid monodromy is triple or quadruple full-twists of two strings. For examples see Appendix A, Table 5 point $x_4$ and Table 6 point $x_3$ respectively. \hfill \Box

\textbf{Remark 3.2.} Note that in the case of tangency with multiplicity $n$ it is easy to generalize the results and see that the local braid monodromy at the tangency point is $n$ times the full twists of two strings.
Let us consider the rational transformation
\[(x, y) \mapsto (p_0(x, y), p_1(x, y), p_2(x, y)).\]
In order to compute the local braid monodromy at the point \((p_0(x_0, y_0), p_1(x_0, y_0), p_2(x_0, y_0))\), we assume that \(p_0(x_0, y_0) \neq 0\). We define: \(r_1(x, y) = \frac{p_1(x, y)}{p_0(x, y)}, r_2(x, y) = \frac{p_2(x, y)}{p_0(x, y)}\), and recursively
\[D_1(x) = r'_2(x, 0) \cdot \frac{1}{r_1(x, 0)}\]
\[D_n(x) = D_{n-1}(x, 0) \cdot \frac{1}{r_1(x, 0)}\]
\[E_1(y) = r'_2(0, y) \cdot \frac{1}{r_1(0, y)}\]
\[E_n(y) = D_{n-1}(0, y) \cdot \frac{1}{r_1(0, y)}\]

Corollary 3.3. Let \((p_0(x_0, y_0), p_1(x_0, y_0), p_2(x_0, y_0))\) be one of the intersection points of the two conics at the image \(r(C)\). Let \(i\) be the minimal index for which \(D_i(x_0) \neq E_i(y_0)\). Then, the multiplicity of the intersection point is \(i + 1\), and thus the local braid monodromy at this intersection point is \((i + 1)\) full twists of two strings.

Proof. The proof follows immediately from Theorem 3.1 and from the chain formula for computing derivatives.

In order to illustrate the above corollary let us consider the rational transformation
\[(x, y) \mapsto (p_0(x, y), p_1(x, y), p_2(x, y))\]
which is defined by the three polynomials:
\[p_0(x, y) = 1 + \alpha_{10}x + \alpha_{01}y + \alpha_{20}x^2 + \alpha_{02}y^2\]
\[p_1(x, y) = \beta_{10}x + \beta_{01}y + \beta_{20}x^2 + \beta_{02}y^2\]
\[p_2(x, y) = \gamma_{10}x + \gamma_{01}y + \gamma_{20}x^2 + \gamma_{02}y^2\]
which maps the origin to the origin. According to Corollary 3.3 \(D_1(0) \neq E_1(0)\) implies that \(\gamma_{01}\beta_{10} - \gamma_{10}\beta_{01} \neq 0\), and in this case the braid monodromy at the origin is the full twist of two strings.
Otherwise, if \(D_2(0) \neq E_2(0)\) which implies that \(\beta_{10}^3(\gamma_{02}\beta_{10} - \gamma_{10}\beta_{02}) + \beta_{01}^3(\gamma_{10}\beta_{20} - \gamma_{20}\beta_{10}) \neq 0\). In this case the braid monodromy at the origin is the double full twist of two strings.
Otherwise, if \(D_3(0) \neq E_3(0)\) which implies that \(\beta_{10}^5(2\gamma_{02}\beta_{10}\beta_{12} + \gamma_{01}\beta_{02}\beta_{12} - 2\gamma_{10}\beta_{12} - 2\gamma_{02}\beta_{10}\beta_{02} - 2\gamma_{10}\beta_{20} + \gamma_{20}\alpha_{10}\alpha_{12} - \gamma_{10}\alpha_{10}\beta_{10}\beta_{20}) \neq 0\), then the braid monodromy at the origin is the triple full twist of two strings.
Otherwise, the braid monodromy at the origin is the four times full twists of two strings.

3.2. Classification of braid monodromies of two intersecting conics. In this section we give a complete classification of the braid monodromies of two intersecting conics. We take a projection of \(\mathbb{CP}^2\) onto \(\mathbb{C}^2\) by choosing a generic line at infinity (i.e., the line at infinity intersects the \(r(C)\) at exactly 4 points). This implies that the real part of \(r(C)\) consists of two intersecting ellipses. We choose a system of coordinates for \(\mathbb{C}^2\) in such a way that above every point of the first coordinate there is at most one singular or branch point of \(r(C)\). With this construction we can compute the braid monodromy of \(r(C)\) using definition 1.3.
Lemma 3.4. The two braid monodromy factorizations:

\[ F_1 = \langle \sigma_1^2, \sigma_2, \sigma_3 \sigma_2 \sigma_1 \sigma_2^{-1} \sigma_3^{-1}, \sigma_3 \sigma_2 \sigma_3^{-2}, \sigma_3 \sigma_2^{-1} \sigma_2 \sigma_3^{-1}, \sigma_3^2 \rangle \]

\[ F_2 = \langle \sigma_2, \sigma_2^{-1} \sigma_1^2 \sigma_2, \sigma_3 \sigma_2^{-1} \sigma_1 \sigma_2 \sigma_3^{-1}, \sigma_3^4, \sigma_3 \sigma_2 \sigma_1 \sigma_2^{-1} \sigma_3^{-1}, \sigma_3^2 \sigma_2 \sigma_3^{-2}, \sigma_3^2 \rangle \]

are Hurwitz equivalent.

Proof. To see this activate on \( F_1 \) Hurwitz moves \( R_1^{-1}, R_5, R_4, R_3 \) and \( R_4 \) to get \( F_2 \).

\[ \square \]

Theorem 3.5. Let \( C \) be a curve which consists of two intersecting lines, and let \( r \) be a real rational transformation of degree 2. Then, the braid monodromy of \( r(C) \) is completely defined by the number and multiplicity of its real self intersection points. Namely,

1. Four intersection points of multiplicity 1, see Table 2
2. Two intersection points of multiplicity 1 and one intersection point of multiplicity 2, see Table 3
3. Two intersection points of multiplicity 2, see Table 4
4. One intersection point of multiplicity 1 and one intersection point of multiplicity 3, see Table 5
5. One intersection point of multiplicity 4, see Table 6
6. Two intersection points of multiplicity 1, see Table 7
7. One intersection point of multiplicity 2, see Table 8

Proof. For any two intersecting lines \( C \) there exists a linear isomorphism between \( C \) and the two intersecting lines \( x = 0 \) and \( y = 0 \). Therefore, without loss of generality, we may assume that the curve \( C \) consists of the two intersecting lines \( x = 0 \) and \( y = 0 \). Since \( r \) is real the image of the origin is real. Hence, there are at most 2 imaginary self intersecting points of \( r(C) \). Moreover, such imaginary points must be complex conjugated. Therefore, if there exists an imaginary intersection point, its multiplicity must be 1.

With the above assumptions all possible combinations of real self intersecting points of \( r(C) \) are listed in the theorem. For combinations 1, \cdots, 6 any two images of \( C \) under rational transformations with the same type and multiplicity of intersecting points are diffeomorphic. Hence, they induce the same braid monodromy. Therefore, it is enough to compute the braid monodromy for only one example for each combination. In appendix A we give a complete description of the braid monodromy for each example.

For combination 7 there exists two non diffeomorphic examples. The computations of the braid monodromy for these two examples are given in Tables 8 and 9. By Lemma 3.4 and Corollary 1.9, these two cases yield the same BMT, hence their braid monodromies are equivalent.

In Appendix A we give the 8 examples of braid monodromy computations mentioned in the proof of Theorem 3.5. Each example begins by giving the polynomials which define the rational transformation \( r(x,y) = (p_0(x,y), p_1(x,y), p_2(x,y)) \) and the polynomial defining the image of the curve \( r(C) \) (where \( C \) is given by \( xy = 0 \)) under this rational transformation. Then, we give a picture of the real part of the image and a table which contains the results of the braid monodromy computation for it. Computations of the braid monodromy were performed according to the generalization of the algorithm given in [12]. This generalization can be found in [8].
Lemma 4.1

Lemma 4.1

In this chapter we present an algorithm for computing the image of any algebraic curve under any rational transformation. In the general case we consider a plane real algebraic curve \( C \). Let us denote the homogeneous polynomial in three variables that defines this curve by \( \Delta(x_0, x_1, x_2) \). Three homogeneous polynomials in three variables \( p_0(x_0, x_1, x_2), p_1(x_0, x_1, x_2) \) and \( p_2(x_0, x_1, x_2) \) define the rational transformation of the plane curve \( C \) by the formula:

\[
(x_0, x_1, x_2) \mapsto (p_0(x_0, x_1, x_2), p_1(x_0, x_1, x_2), p_2(x_0, x_1, x_2)),
\]

where \((x_0, x_1, x_2)\) is a point of the curve, that is \( \Delta(x_0, x_1, x_2) = 0 \).

The polynomial that defines the image of the curve \( C \) under such transformation can be found using the elimination theory along an algebraic curve that was formulated in [14]. Let us recall the basic definitions.

We will denote the degree of the polynomials \( p_0(x_0, x_1, x_2), p_1(x_0, x_1, x_2) \) and \( p_2(x_0, x_1, x_2) \) by \( n \) and the degree of the polynomial \( \Delta(x_0, x_1, x_2) \) that defines the curve \( C \) by \( m \). According to the Lemma 2.2 there exists a determinantal representation of the polynomial \( \Delta(x_0, x_1, x_2) \), which means that there exist three \( m \times n \) matrices \( D_0, D_1 \) and \( D_2 \) such that \( \Delta(x_0, x_1, x_2) = \det(x_0D_0 + x_1D_1 + x_2D_2) \). There is a simple way to find explicitly a determinantal representation of a polynomial (also in more than two variables) by “lifting” it to a noncommutative polynomial (i.e., an element of the free associative algebra) in the same variables; see the forthcoming work [7]. This is an almost immediate corollary of the classical results of Schützenberger [13] and Fliess [6] on realization theory for non commutative rational functions, see [3] for a good exposition and [2] for some recent progress.

We will denote by \( W_n \) the space \( \mathbb{C}^{m\frac{n(n+1)}{2}} \) as the space of all sets of vectors \((v_{i_1i_2})\), where each \( v_{i_1i_2} \in \mathbb{C}^m \) and \( 0 \leq i_1 + i_2 \leq n \). Let us consider a subspace of this space

\[
V_n = \{(v_{i_1i_2}) \in W_n | D_0v_{i_1i_2} + D_1v_{(i_1+1)i_2} + D_2v_{i_1(i_2+1)} = 0\}
\]

The subspace \( V_n \) plays an important role in the elimination theory along an algebraic curve and we will call \( V_n \) the principal subspace.

Lemma 4.1 (Generalized Bezout matrix). For every two homogeneous polynomials in three variables \( p(x_0, x_1, x_2) \) and \( q(x_0, x_1, x_2) \) of degree \( n \) there exist three \( \frac{n(n+1)}{2} \) symmetric matrices \( \beta^1 = (\beta^1_{i,j}) \), \( \beta^2 = (\beta^2_{i,j}) \) and \( \beta^{12} = (\beta^{12}_{i,j}) \) such that

\[
p(x_0, x_1, x_2)q(y_0, y_1, y_2) - q(x_0, x_1, x_2)p(y_0, y_1, y_2) = \sum_{|i| = |j| = n} \beta^1_{i,j}x^i(x_1y_0 - x_0y_1)y^j + \beta^2_{i,j}x^i(x_2y_0 - x_0y_2)y^j + \beta^{12}_{i,j}x^i(x_1y_2 - x_2y_1)y^j,
\]

where:

\[
i = (i_0, i_1, i_2), \ j = (j_0, j_1, j_2)\\|i| = i_0 + i_1 + i_2, \ |j| = j_0 + j_1 + j_2\\x = (x_0, x_1, x_2), \ \ y = (y_0, y_1, y_2)\\x^i = x_0^{i_0}x_1^{i_1}x_2^{i_2} \ \text{and} \ y^j = y_0^{j_0}y_1^{j_1}y_2^{j_2}.
\]
On the $m^{n(n+1)/2}$-dimensional space $W_n$ let us define a $m^{n(n+1)/2} \times m^{n(n+1)/2}$ matrix $B(p, q)$:

$$B(p, q) = \beta^2 \otimes D_0 + \beta^1 \otimes D_1 + \beta^2 \otimes D_2$$

Let us consider the restriction of $B(p, q)$ on the principal subspace $V_n$:

$$B'(p, q) = \mathcal{P}_{V_n} B(p, q) \mathcal{P}_{V_n}$$

**Theorem 4.2** (Rational image of a plane curve). Let us consider the plane real algebraic curve $C$ defined by the polynomial $\Delta(x_0, x_1, x_2) = \det(x_0 D_0 + x_1 D_1 + x_2 D_2)$ and three homogeneous polynomials in three variables $p_0(x_0, x_1, x_2)$, $p_1(x_0, x_1, x_2)$ and $p_2(x_0, x_1, x_2)$. These polynomials define the rational transformation of the curve $C$ into the complex projective plane $(x_0, x_1, x_2) \mapsto \{p_0(x_0, x_1, x_2), p_1(x_0, x_1, x_2), p_2(x_0, x_1, x_2)\}$. If the basepoints of the transformation do not belong to the curve then the image of the curve is defined by the polynomial

$$q(x_0, x_1, x_2) = \det(x_0 B'(p_1, p_2) + x_1 B'(p_2, p_0) + x_2 B'(p_0, p_1))$$

**Remark 4.3.** If the basepoints of the transformation belong to the curve then we have to restrict the generalized Bezout matrices $B'(p_i, p_j)$ on a certain subspace of $V_n$ defined by the basepoints. For details see [14].

### 4.1. Inversion

One of the most important rational transformations of plane algebraic curves is the inversion. Let us consider plane real algebraic curve $C$ defined by the degree $m$ polynomial $\Delta(x_0, x_1, x_2) = \det(x_0 D_0 + x_1 D_1 + x_2 D_2)$ and the rational transformation of this curve defined by the polynomials

$$p_0(x_0, x_1, x_2) = x_1 x_2$$

$$p_1(x_0, x_1, x_2) = x_0 x_2$$

$$p_2(x_0, x_1, x_2) = x_0 x_1.$$

We call this transformations the inversion. The basepoints of the inversion are the points $(0, 0, 1)$, $(0, 1, 0)$ and $(1, 0, 0)$. For simplicity we will assume that the basepoints of the inversion do not belong to the curve $C$ which means that all matrices $D_0, D_1, D_2$ are non-degenerate.

In this case, $W_2 = \mathbb{C}^{3m}$ and the principal subspace $V_0$ consists of all vectors $(v_{00}, v_{10}, v_{01})$ such that $D_0 v_{00} + D_1 v_{10} + D_2 v_{01} = 0$, where $v_{00}, v_{10}, v_{01} \in \mathbb{C}^m$.

It is clear that $p_1(x_0, x_1, x_2)p_2(y_0, y_1, y_2) - p_2(x_0, x_1, x_2)p_1(y_0, y_1, y_2) = x_0(x_2 y_1 - x_1 y_2)y_0 = -x_0(x_1 y_2 - x_2 y_1)y_0$. Therefore

$$B(p_1, p_2) = \beta^2 \otimes D_0 + \beta^1 \otimes D_1 + \beta^2 \otimes D_2 =$$

$$\begin{pmatrix}
-1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} \otimes D_0 + \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} \otimes D_1 + \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} \otimes D_2 =$$

$$\begin{pmatrix}
-D_0 & \bigotimes & \bigotimes \\
\bigotimes & \bigotimes & \bigotimes \\
\bigotimes & \bigotimes & \bigotimes
\end{pmatrix},$$

where $\bigotimes$ is $m \times m$ zero matrix.

For the pair $p_0$ and $p_1$ we have:

$$p_0(x_0, x_1, x_2)p_1(y_0, y_1, y_2) - p_1(x_0, x_1, x_2)p_0(y_0, y_1, y_2) = x_1 x_2 y_0 y_2 - x_0 x_2 y_1 y_2 =$$

$$x_2 (x_1 y_0 - x_0 y_1) y_2.$$

Therefore,

$$B(p_0, p_1) = \beta^2 \otimes D_0 + \beta^1 \otimes D_1 + \beta^2 \otimes D_2 =$$
Corollary 4.4 (Image of plane curve under the action of inversion). Let us consider the plane real algebraic curve of degree $m$ defined by the polynomial $\Delta(x_0, x_1, x_2) = \det(x_0D_0 + x_1D_1 + x_2D_2)$, and the rational transformation of this curve into the complex projective plane $(x_0, x_1, x_2) \mapsto (x_1x_2, x_0x_2, x_0x_1)$. If the points $(1, 0, 0)$, $(0, 1, 0)$ and $(0, 0, 1)$ do not belong to the curve $C$ then the image of the curve is defined by the polynomial

$$q(x_0, x_1, x_2) = \det \mathcal{P}_{V_2} \begin{pmatrix} -x_0D_0 & \circ & \circ \\ \circ & -x_1D_2 & \circ \\ \circ & \circ & x_2D_1 \end{pmatrix} \mathcal{P}_{V_2},$$

where $V_2 = \{(v_{00}, v_{10}, v_{01}) : v_{ij} \in \mathbb{C}^m, D_0v_{00} + D_1v_{10} + D_2v_{01} = 0\}$.

4.2. Example of the transformation of degree 3. Generalized Bezout matrices can be found for a rational transformation of any degree. Let us consider now rational transformation of degree 3 defined by the polynomials:

$$p_0(x_0, x_1, x_2) = x_0x_1x_2,$$

$$p_1(x_0, x_1, x_2) = x_0^3 + ax_1x_2^2,$$

$$p_2(x_0, x_1, x_2) = x_0^3 + bx_1^2x_2.$$

For the pair $p_0$ and $p_1$ one may see that

$$p_0(x_0, x_1, x_2)p_1(y_0, y_1, y_2) - p_1(x_0, x_1, x_2)p_0(y_0, y_1, y_2) = -x_1^2(x_1y_0 - x_0y_1)y_1y_2 - x_1x_2(x_1y_0 - x_0y_1)y_1^2 - ax_1x_2(x_2y_0 - x_0y_2)y_1y_2 + x_1^2(x_2y_0 - x_0y_2)y_1^2.$$

For the pair $p_2$ and $p_0$ one may see that

$$p_2(x_0, x_1, x_2)p_0(y_0, y_1, y_2) - p_0(x_0, x_1, x_2)p_2(y_0, y_1, y_2) = x_2^2(x_2y_0 - x_0y_2)y_1y_2 - x_1x_2(x_2y_0 - x_0y_2)y_1^2 + bx_1x_2(x_1y_0 - x_0y_1)y_1y_2 - x_1^2(x_1y_0 - x_0y_1)y_1^2.$$

For the pair $p_1$ and $p_2$ one may see that

$$p_1(x_0, x_1, x_2)p_2(y_0, y_1, y_2) - p_2(x_0, x_1, x_2)p_1(y_0, y_1, y_2) = x_1^2(x_1y_0 - x_0y_1)y_1^2 + (1 - ab)x_1x_2(x_1y_0 - x_0y_1)y_1y_2 + x_2^2(x_1y_0 - x_0y_1)y_1^2 + ax_1x_2(x_2y_0 - x_0y_2)y_1^2 + bx_1^2(x_1y_0 - x_0y_1)y_1^2 + bx_1x_2(x_1y_0 - x_0y_1)y_1y_2 - x_2x_1(x_1y_0 - x_0y_1)y_1^2.$$
Therefore

\[ B(p_0, p_1) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & D_2 & -D_1 & 0 & 0 \\
0 & 0 & -D_1 & -aD_2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix} \]

\[ B(p_2, p_0) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & bD_1 & D_2 & 0 & 0 \\
0 & 0 & 0 & 0 & D_2 & -D_1 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix} \]

\[ B(p_1, p_2) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & bD_0 & 0 & D_0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & (1 - ab)D_0 & 0 & 0 \\
0 & 0 & 0 & 0 & aD_0 & 0
\end{pmatrix} \]

and the image of the curve under this transformation can be found from Theorem 4.2.

4.3. Example of braid monodromy of de-singularized curve. The technique described in this chapter allows to compute explicit formulas for the image of an algebraic curve of any degree under any rational transformation. In particular, it seems to be interesting to study the connection between the braid monodromies of singular algebraic curves and their images under the action of de-singularizing rational transformations.

Let us consider the degree 4 singular curve \( C \) defined by the polynomial:

\[ q(x, y) = x^3y - xy^3 + 2x^3 - y^3 \]

Figure 3 is the graph of the real part of \( C \).

By the technique mentioned in this chapter, it is possible to find a determinantal representation for this curve. One of these determinantal representations is:

\[ \det \begin{pmatrix}
2 & 0 & -2 & 0 \\
0 & -2 & -1 & 0 \\
-2 & -1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} + x \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & -2 & -1 \\
0 & -2 & -1 & 0 \\
0 & -1 & 0 & 1
\end{pmatrix} + y \begin{pmatrix}
4 & 0 & 0 & 2 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
2 & 0 & 0 & 1
\end{pmatrix} \]

It is clear that some singularity of this curve occurs at infinity. This implies that it might turn to be a very complicated task to compute the braid monodromy of this curve. On the other hand, we may de-singularize this curve using inversion. The image will then be the curve \( C_1 \) defined by the polynomial

\[ q_1(x, y) = \det \begin{pmatrix}
-2 & 0 & 2 \\
0 & 2 & 1 \\
2 & 1 & 0
\end{pmatrix} + x \begin{pmatrix}
0 & 2 & 1 \\
2 & 1 & 0 \\
1 & 0 & -1
\end{pmatrix} + y \begin{pmatrix}
-1 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & -1
\end{pmatrix} = x^3 - 2y^3 + x^2 - y^2 \]
It is clear that $C$ and $C_1$ are birationally isomorphic, and that $C_1$ is an almost real curve (i.e., it is defined with real coefficients and all its singular and branch points all have different real coordinates). Therefore, it is possible to compute the braid monodromy of $C_1$ using the algorithm given in [12]. Figure 4 is the graph of the real part of $C_1$, and Table 1 describes its braid monodromy.

We saw that there are some connections between the braid monodromy of plane algebraic curves and the local braid monodromy of its image under degree 2 rational transformation. Generalizing this connection for curves and rational transformations of higher degree is the goal of our next research.
| Singular point | $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ |
|---------------|-------|-------|-------|-------|-------|
| Braid monodromy | $\sigma_2^{-1}\sigma_1\sigma_2$ | $\sigma_1^2$ | $\sigma_2$ | $\sigma_2$ | $\sigma_2^{-1}\sigma_1\sigma_2$ |
| Geometrical half-twist | ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) | ![Image](image4.png) | ![Image](image5.png) |

Table 1. Braid monodromy results for the curve $C_1$. 
5. Appendix A - Braid monodromies for the proof of Theorem 3.5

5.1. Example 1. Four intersection points of multiplicity 1.

\[ p_0(x, y) = 1 + x^2 + y^2, \quad p_1(x, y) = 2x + 4y, \quad p_2(x, y) = 2x^2 + 3x + y^2 \]

\[ r(C) \text{ is defined by: } (x^2 + 16y^2 - 16y)(13x^2 - 12xy + 4y^2 + 12x - 8y) = 0 \]

![Figure 5. Real part of \( r(C) \) for Example 1](image)

| Singular point | \( x_1 \) | \( x_2 \) | \( x_3 \) | \( x_4 \) |
|---------------|---------|---------|---------|---------|
| Braid monodromy | \( \sigma_2 \) | \( \sigma_3\sigma_2\sigma_1\sigma_2^{-1}\sigma_3^{-1} \) | \( \sigma_3\sigma_2^2\sigma_3^{-1} \) | \( \sigma_3^2 \) |
| Geometrical half-twist | | | | |

![Table 2. Braid monodromy results for Example 1.](image)
5.2. Example 2. Two intersection points of multiplicity 1 and one of multiplicity 2.  
\[ p_0(x, y) = 1 + x^2 + y^2, \quad p_1(x, y) = 1.5x + 2y, \quad p_2(x, y) = 3x^2 + y^2 \]
\[ r(C) \text{ is defined by: } (x^2 + 4y^2 - 4y)(36x^2 + 9y^2 - 27y) = 0 \]
5.3. Example 3. Two intersection points of multiplicity 2.

\( p_0(x, y) = 1 + x^2 + y^2, \quad p_1(x, y) = 2x + y + x^2 + y^2, \quad p_2(x, y) = 2x + y - x^2 - y^2 \)

\( r(C) \) is defined by: \((2x^2 + 2y^2 - 2x + 2y)(5x^2 - 6xy + 5y^2 - 8x + 8y) = 0 \)

**Figure 7.** Real part of \( r(C) \) for Example 3

| Singular point | \( x_1 \) | \( x_2 \) | \( x_3 \) | \( x_4 \) |
|----------------|---------|---------|---------|---------|
| Braid monodromy | \( \sigma_2 \) | \( \sigma_3 \sigma_2^{-1} \sigma_1 \sigma_2 \sigma_3^{-1} \) | \( \sigma_3^4 \) | \( \sigma_1^4 \) |
| Geometrical half-twist | . | . | . | . |

| Singular point | \( x_5 \) | \( x_6 \) |
|----------------|---------|---------|
| Braid monodromy | \( \sigma_3^{-1} \sigma_2 \sigma_1 \sigma_2^{-1} \sigma_3 \) | \( \sigma_2 \) |
| Geometrical half-twist | . | . |

**Table 4.** Braid monodromy results for Example 3.
5.4. Example 4. One intersection point of multiplicity 1 and one intersection point of multiplicity 3.

\[ p_0(x, y) = 1 + x^2 + y^2, \quad p_1(x, y) = x + x^2 + y, \quad p_2(x, y) = x + y - y^2 \]

\( r(C) \) is defined by:

\[ (2x^2 - 2xy + y^2 - x + y)(x^2 - 2xy + 2y^2 - x + y) = 0 \]

\[ x_1 \quad x_2 \quad x_3 \quad x_4 \]

| Singular point | \( x_1 \) | \( x_2 \) | \( x_3 \) | \( x_4 \) |
|----------------|---------|---------|---------|---------|
| Braid monodromy| \( \sigma_2 \) | \( \sigma_3 \sigma_2^{-1} \sigma_1 \sigma_2 \sigma_3^{-1} \) | \( \sigma_3^2 \) | \( \sigma_1^6 \) |
| Geometrical half-twist | | | | |

Table 5. Braid monodromy results for Example 4.

\[ x_5 \quad x_6 \]

| Singular point | \( x_5 \) | \( x_6 \) |
|----------------|---------|---------|
| Braid monodromy| \( \sigma_1^{-2} \sigma_2 \sigma_1^2 \) | \( \sigma_3 \sigma_2 \sigma_1 \sigma_2^{-1} \sigma_3^{-1} \) |
| Geometrical half-twist | | |

Figure 8. Real part of \( r(C) \) for Example 4
5.5. Example 5. One intersection point of multiplicity 4.

\( p_0(x, y) = 1 + x^2 + y^2 \), \( p_1(x, y) = 2x + y \), \( p_2(x, y) = 4x^2 + y^2 \)

\( r(C) \) is defined by: \( (x^2 + y^2 - y)(4x^2 + y^2 - 4y) = 0 \)

![Figure 9. Real part of \( r(C) \) for Example 5](image)

| Singular point | \( x_1 \) | \( x_2 \) | \( x_3 \) | \( x_4 \) |
|----------------|---------|---------|---------|---------|
| Braid monodromy | \( \sigma_2 \) | \( \sigma_3\sigma_2^{-1}\sigma_1\sigma_2\sigma_3^{-1} \) | \( \sigma_3^8 \) | \( \sigma_3^{-3}\sigma_2^{-1}\sigma_1\sigma_2\sigma_3^3 \) |
| Geometrical half-twist | . | . | . | . |

| Singular point | \( x_5 \) |
|----------------|---------|
| Braid monodromy | \( \sigma_1^2\sigma_3^{-1}\sigma_2\sigma_3\sigma_2^{-1}\sigma_3\sigma_1^{-2} \) |
| Geometrical half-twist | . |

Table 6. Braid monodromy results for Example 5.
5.6. Example 6. Two intersection points of multiplicity 1.

\[ p_0(x, y) = 1 + x^2 + y^2, \quad p_1(x, y) = x + x^2 + y, \quad p_2(x, y) = x + y^2 \]

\[ r(C) \] is defined by: \((x^2 + y^2 - y)(x^2 - 2xy + 2y^2 - x + y) = 0\)

![Figure 10. Real part of \(r(C)\) for Example 6](image)

| Singular point | \(x_1\) | \(x_2\) | \(x_3\) | \(x_4\) |
|----------------|--------|--------|--------|--------|
| Braid monodromy | \(\sigma_2\) | \(\sigma_2^{-1}\) \(\sigma_1\) \(\sigma_2\) | \(\sigma_3\) \(\sigma_2\) \(\sigma_1\) \(\sigma_2^{-1}\) \(\sigma_3^{-1}\) | \(\sigma_3\) \(\sigma_2\) \(\sigma_1\) \(\sigma_2\) \(\sigma_3^{-1}\) |
| Geometrical half-twist | . | . | . | . |

| Singular point | \(x_5\) | \(x_6\) | \(x_7\) | \(x_8\) |
|----------------|--------|--------|--------|--------|
| Braid monodromy | \(\sigma_3\) \(\sigma_2\) \(\sigma_3^{-1}\) | \(\sigma_3\) \(\sigma_2\) \(\sigma_3^{-1}\) | \(\sigma_3\) \(\sigma_2\) \(\sigma_1\) \(\sigma_2\) \(\sigma_3^{-1}\) | \(\sigma_3\) |
| Geometrical half-twist | . | . | . | . |

Table 7. Braid monodromy results for Example 6
5.7. Example 7. One intersection points of multiplicity 2 - type a.

\[ p_0(x, y) = 1 + x^2 + y^2, \quad p_1(x, y) = 3x + y + 2x^2 - y^2, \quad p_2(x, y) = 3x + y - 2x^2 + y^2 \]

\( r(C) \) is defined by: \((x^2 + y^2 + x - y)(13x^2 - 10xy + 13y^2 - 36x + 36y) = 0\)

![Figure 11. Real part of \( r(C) \) for Example 7](image)

| Singular point | \( x_1 \) | \( x_2 \) | \( x_3 \) | \( x_4 \) |
|---------------|-----------|-----------|-----------|-----------|
| Braid monodromy | \( \sigma_1^2 \) | \( \sigma_2 \) | \( \sigma_3 \sigma_2 \sigma_1 \sigma_2^{-1} \sigma_3^{-1} \) | \( \sigma_3 \sigma_2 \sigma_3^{-1} \) |
| Geometrical half-twist | \( \bullet \) | \( \bullet \bullet \bullet \) | \( \bullet \) | \( \bullet \bullet \bullet \) |

| Singular point | \( x_5 \) | \( x_6 \) | \( x_7 \) |
|---------------|-----------|-----------|-----------|
| Braid monodromy | \( \sigma_3 \sigma_2 \sigma_3^{-2} \) | \( \sigma_3 \sigma_2^{-1} \sigma_1 \sigma_2 \sigma_3^{-1} \) | \( \sigma_3^2 \) |
| Geometrical half-twist | \( \bullet \bullet \bullet \) | \( \bullet \bullet \bullet \) | \( \bullet \bullet \) |

**Table 8. Braid monodromy results for Example 7**
5.8. Example 8. One intersection points of multiplicity 2 - type b.

\( p_0(x, y) = 1 + x^2 + y^2 \), \( p_1(x, y) = 4x + y + 2x^2 + y^2 \), \( p_2(x, y) = 4x + y - 2x^2 - y^2 \)

\( r(C) \) is defined by: 
\[
(x^2 + y^2 - x + y)(5x^2 - 6xy + 5y^2 - 16x + 16y) = 0
\]

Figure 12. Real part of \( r(C) \) for Example 8

| Singular point | \( x_1 \) | \( x_2 \) | \( x_3 \) | \( x_4 \) |
|----------------|--------|--------|--------|--------|
| Braid monodromy | \( \sigma_2 \) | \( \sigma_2^{-1}\sigma_1^2\sigma_2 \) | \( \sigma_3\sigma_2^{-1}\sigma_1\sigma_2\sigma_3^{-1} \) | \( \sigma_1^4 \) |
| Geometrical half-twist | . | . | . | . |

| Singular point | \( x_5 \) | \( x_6 \) | \( x_7 \) |
|----------------|--------|--------|--------|
| Braid monodromy | \( \sigma_3\sigma_2\sigma_1\sigma_2^{-1}\sigma_3^{-1} \) | \( \sigma_3^2\sigma_2\sigma_3^{-2} \) | \( \sigma_3^2 \) |
| Geometrical half-twist | . . . | . | . |

Table 9. Braid monodromy results for Example 8
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