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Abstract. We consider the Potts model with \(q\) colors on a sequence of weighted graphs with adjacency matrices \(A_n\), allowing for both positive and negative weights. Under a mild regularity condition on \(A_n\) we show that the mean-field prediction for the log partition function is asymptotically correct, whenever \(\text{tr}(A_n^2) = o(n)\). In particular, our results are applicable for the Ising and the Potts models on any sequence of graphs with average degree going to \(+\infty\). Using this, we establish the universality of the limiting log partition function of the ferromagnetic Potts model for a sequence of asymptotically regular graphs, and that of the Ising model for bi-regular bipartite graphs in both ferromagnetic and anti-ferromagnetic domain. We also derive a large deviation principle for the empirical measure of the colors for the Potts model on asymptotically regular graphs.

1. Introduction

One of the fundamental models in statistical physics is the nearest neighbor \(q\)-state Potts model. For a finite undirected graph \(G := (V, E)\), with vertex set \(V\), and edge set \(E\), the Potts model is a probability measure on \([q]^{|V|}\) with \([q] := \{1, 2, \ldots, q\}\), where \(|\cdot|\) denotes the cardinality of a set. The probability mass function for the Potts model at \(y := \{y_i, i \in V\}\) is given by

\[
\mu_{\beta, B}(y) := \frac{1}{Z_G(\beta, B)} \exp \left\{ \beta \sum_{(i,j) \in E} \delta(y_i, y_j) + B \sum_{i \in V} \delta(y_i, 1) \right\} .
\]  

Here \(\delta(y, y') = 1_{y=y'}\), and \(Z_G(\beta, B)\) is the normalizing constant, which is commonly termed as the partition function. The parameters \(\beta\) and \(B\) are known as inverse temperature parameter and external magnetic field parameters respectively, with \(\beta \geq 0\) is said to be the ferromagnetic regime, and \(\beta < 0\) is the anti-ferromagnetic regime. When \(q = 2\), the measure \(\mu_{\beta, B}(\cdot)\) is the well known Ising measure.

Although Ising and Potts models originated from statistical physics [34, 41], due to its wide applications it has received a lot of recent interest from varied areas, including statistics (cf. [1, 5, 15, 42] and references therein), computer science (cf. [4, 12, 31, 44] and references therein), combinatorics, finance, social networks, computer vision, biology, and signal processing. Potts models on graphs also have connections with many graph properties, such as the number of proper colorings, max cut, min cut, min bisection (cf. [2, 10, 11, 22] and references therein), which are of interest in classical graph theory. One of the main difficulties in the study of the Ising and the Potts model is the intractability of its partition function. If the partition function were available in closed form, one could analyze it to compute moments and limiting distributions, carry on inference in a statistical framework using maximum likelihood, or compute thermodynamic limits of these models which are of interest in statistical physics. As the partition function involves summing the unnormalized mass function over exponentially many terms, computing the partition function numerically or otherwise is challenging in general. Since exact computations are infeasible,
they are broadly two approaches to tackle this problem. A branch of research is directed towards devising efficient algorithms to approximate the log partition function (cf. [35, 46], and the references therein). Whereas, probabilists are interested in studying the asymptotics of the log partition function for sequence of graphs $G_n$ for large $n$ (cf. [23, 24, 28, 29] and references therein), in an attempt to understand these measures. More precisely, considering a sequence of graphs $G_n := ([n], E_n)$, with growing size, the goal is to compute the asymptotic limiting log partition function $\Phi(\beta, B)$, where

$$\Phi(\beta, B) := \lim_{n \to \infty} \frac{1}{n} \Phi_n(\beta, B),$$

and $\Phi_n(\beta, B) := \log Z_{G_n}(\beta, B)$. To get a non-trivial value of $\Phi(\beta, B)$ one must scale $\beta$ appropriately depending on $|E_n|$. In particular, the inverse temperature parameter in (1.1) should be replaced by $\beta_n := (n/|E_n|)\beta$ for the Potts model on $G_n$. This scaling ensures that $\Phi(\beta, B)$ is not a constant function for all choices of $\beta$, and $B$. By a slight abuse of notation we denote this measure by $\mu_n^{\beta, B}(-)$.

One common scheme of approximating $\Phi_n(\beta, B)$ is via the naive mean-field method. Mean-field method has been in the statistical physics literature for a long time (see [14, 38]). Below we describe the mean-field method in our context in detail:

1.1. **Mean-field method.** Let $\mathcal{P}([q]^n)$ denote the space of probability measures on $[q]^n$. For any two measures $\mu, \nu \in \mathcal{P}([q]^n)$ define the Kullback-Leibler divergence between $\mu$ and $\nu$ by

$$D(\mu||\nu) := \sum_{y \in [q]^n} \mu(y) \log \mu(y) - \sum_{y \in [q]^n} \mu(y) \log \nu(y),$$

where $0 \log 0 = 0$ and $\log 0 = -\infty$ by convention.

Then, for any $q \in \mathcal{P}([q]^n)$ an easy computation gives

$$D(q||\mu_n^{\beta, B}) = \Phi_n(\beta, B) + \sum_{y \in [q]^n} q(y) \log q(y) - \sum_{y \in [q]^n} q(y) H_n^{\beta, B}(y),$$

where

$$H_n^{\beta, B}(y) := \beta_n \sum_{(i,j) \in E_n} \delta(y_i, y_j) + B \sum_{i \in [n]} \delta(y_i, 1).$$

Since $D(q||\mu_n^{\beta, B}) \geq 0$, with equality iff $q = \mu_n^{\beta, B}$, we get

$$\Phi_n(\beta, B) = \sup_{q \in \mathcal{P}([q]^n)} \left\{ \sum_{y \in [q]^n} q(y) H_n^{\beta, B}(y) - \sum_{y \in [q]^n} q(y) \log q(y) \right\}. \quad (1.2)$$

In literature (1.2) is known as the variational formula for the log partition function $\Phi_n(\beta, B)$. From (1.2) one can obtain a lower bound on $\Phi_n(\beta, B)$ by restricting the supremum in (1.2) to product measures, i.e. $q = \prod_{i \in [n]} q_i \in \mathcal{P}([q])^n$. Therefore

$$\Phi_n(\beta, B) \geq \sup_{q \in \mathcal{P}([q])^n} M_n^{\beta, B}(q), \quad (1.3)$$

where

$$M_n^{\beta, B}(q) := \left\{ \beta_n \sum_{(i,j) \in E_n} \sum_{r \in [q]} q_i(r) q_j(r) + B \sum_{i \in [n]} q_i(1) - \sum_{i \in [n], r \in [q]} q_i(r) \log q_i(r) \right\}. \quad (1.4)$$

The RHS of (1.3) is referred as the mean-field approximation for the log-partition function $\Phi_n(\beta, B)$. 

Since the supremum in (1.3) is much more tractable than the one in (1.2), it is therefore naturally interesting to find graph sequences for which (1.3) is asymptotically tight. For the complete graph it has been long known that the mean-field prediction is indeed tight for both Ising and Potts measure (see [28, 29, 30]). However, for locally tree-like graphs (see [23, Definition 1.1]) this is not the case. Indeed, in [20] it is shown that the Bethe prediction is the correct answer for Ising measures on such graphs when the limiting tree is a Galton-Watson tree whose off-spring distribution have a finite variance. In [26] it was extended for power law distribution, and finally in [23] it was extended to full generality. Moreover the same was shown to be true for the Potts model on regular graphs in [23, 24].

For the complete graph on $n$ vertices one has $\Theta(n^2)$ edges, whereas locally tree-like graphs has only $O(n)$ edges (see Definition 1.2 for $O(\cdot)$, and $\Theta(\cdot)$). Therefore, it is natural to ask for graph sequences such that $n \ll |E_n| \ll n^2$, if one of the two predictions is correct for the limiting log partition function. Very few results are known about the asymptotics of the log partition function in this regime. See however [9, Theorem 2.10] which in particular shows that if a sequence of graphs converges in $L^p$ cut metric, then corresponding log partition functions converge. Also, it follows from [13, Theorem 1] that the mean field approximation is correct for the limiting log-partition function of Potts models on a sequence of growing graphs in $\mathbb{Z}^d$, when $d$ goes to $\infty$ as well. We re-derive both these results to demonstrate flexibility of our approach (see Theorem 2.4 and Example 1.3.1 (d) respectively).

In this paper, we consider Ising and Potts measures (we consider a slightly generalized version of standard Potts model, see Definition 1.1) on graphs with growing sizes such that $|E_n|/n \to \infty$, as $n \to \infty$, and show that the asymptotic log partition function can be expressed as a variational problem (see Theorem 1.1). Building on Theorem 1.1, and focusing on asymptotically regular graphs, we prove the universality of the limiting log partition function in the ferromagnetic domain, and confirm that it matches with the one obtained from the complete graph (see Theorem 2.1). We further derive asymptotic log partition function for bi-regular bipartite graphs (see Theorem 2.3). Recently, in [9] the asymptotic log partition function was derived for graph sequences converging in cut metric. As a byproduct of Theorem 1.1 we give an alternate proof of the same (see Section 2.3). For an outline of the proof techniques of the results we refer the reader to Section 1.4.

1.2. Statement of main theorem. We will work with the following slightly general version of the Potts model.

Definition 1.1. For $q \geq 2$, let $J$, $h$ be a symmetric $q \times q$ matrix, and a vector of length $q$ respectively. Also let $A_n$ be a real symmetric $n \times n$ matrix. We define a hamiltonian $H_n^{J,h}(\cdot)$ on $[q]^n$ by setting

$$H_n^{J,h}(y) := \frac{1}{2} \sum_{i,j=1}^{n} A_n(i,j) \sum_{r,s=1}^{q} J_{rs} \delta(y_i,r) \delta(y_j,s) + \sum_{i=1}^{n} \sum_{r=1}^{q} h_r \delta(y_i,r),$$

(1.5)

where $y := (y_1, \ldots, y_n)$. Using $H_n^{J,h}(\cdot)$ we now define the following probability measure on $[q]^n$:

$$\mu_n^{J,h}(y) := \frac{1}{Z_n(J,h)} \exp(H_n^{J,h}(y)),$$

(1.6)

where

$$Z_n(J,h) := \sum_{y \in [q]^n} e^{H_n^{J,h}(y)}.$$
Considering $J$ to be the identity matrix $I_q$, $h = B(1, 0, 0, \ldots, 0)$, and $A_n$ to be the adjacency matrix of $G_n$ divided by $2|E_n|/n$, we see that the probability measure $\mu_n^{J, h}$ in (1.6) is a generalized version of the standard Potts measure $\mu_n^{\beta, B}$. Throughout most of the article, we will fix a choice of $\{A_n\}_{n \in \mathbb{N}}$, $J$, and $h$. Therefore, to lighten the notation we will often write $\mu_n(\cdot)$ instead of $\mu_n^{J, h}(\cdot)$. Now similarly as before we define the log partition function

$$\Phi_n(J, h) := \log Z_n(J, h).$$

Arguing same as before we also obtain that

$$\Phi_n(J, h) = \sup_{q \in \mathcal{P}([q]^n)} \left\{ \sum_{y \in [q]^n} q(y) H_n^{J, h}(y) - \sum_{y \in [q]^n} q(y) \log q(y) \right\}, \quad (1.7)$$

and

$$\Phi_n(J, h) \geq \sup_{q \in \mathcal{P}([q]^n)} M_n^{J, h}(q), \quad (1.8)$$

where

$$M_n^{J, h}(q) := \left\{ \frac{1}{2} \sum_{i, j=1}^{n} A_n(i, j) \sum_{q, s=1}^{q} q_i(r) q_j(s) J_{rs} + \sum_{i=1}^{n} \sum_{r=1}^{q} h_r q_i(r) - \sum_{i=1}^{n} \sum_{r=1}^{q} q_i(r) \log q_i(r) \right\}. \quad (1.9)$$

In Theorem 1.1 below we show that under a fairly general condition (1.8) is actually tight as $n \to \infty$. Before going to the statement of Theorem 1.1, for convenience of writing, first let us introduce the following notation:

**Definition 1.2.** Let $a_n$ and $b_n$ be two non-negative sequences of real numbers. We write $a_n = o(b_n)$ if $\lim_{n \to \infty} \frac{a_n}{b_n} = 0$, whereas $a_n = O(b_n)$ implies $\limsup_{n \to \infty} \frac{a_n}{b_n} < \infty$. Note that $a_n = O(b_n)$ includes the possibility of $a_n = o(b_n)$. Next we use the notation $a_n = \Theta(b_n)$, if $a_n = O(b_n)$ and $b_n = O(a_n)$.

Note that for both Ising and Potts model we must assume some conditions on $A_n$ to ensure that the resulting log partition is $O(n)$, or equivalently the limiting log partition function to be non-trivial. In this paper we work with the following condition:

$$\sup_{x \in [0, 1]^n} \sum_{i \in [n]} \left| \sum_{j \in [n]} A_n(i, j) x_j \right| = O(n). \quad (1.10)$$

Now let us denote $\|J\|_\infty := \max_{r, s \in [q]} |J_{rs}|$ and $\|h\|_\infty := \max_{r \in [q]} |h_r|$. Since

$$|H_n^{J, h}(y)| \leq \frac{\|J\|_\infty}{2} \sum_{i \in [n], r, s \in [q]} \left| \sum_{j \in [n]} A_n(i, j) \delta(y_j, s) \right| + \|h\|_\infty \sum_{i \in [n]} \sum_{r \in [q]} \delta(y_i, r)$$

$$\leq \frac{\|J\|_\infty}{2} \sum_{r, s \in [q]} \sup_{x \in [0, 1]^n} \sum_{i \in [n]} \left| \sum_{j \in [n]} A_n(i, j) x_j \right| + n \|h\|_\infty,$$

it follows by (1.10) that $\sup_{y \in [q]^n} |H_n^{J, h}(y)| = O(n)$, which implies $\Phi_n(J, h) = O(n)$ as well.

When all entries of $A_n$ have the same sign, condition (1.10) is equivalent to

$$\|A_n\|_1 := \sum_{i, j \in [n]} |A_n(i, j)| = O(n).$$

If (1.10) does not hold then there exists $J, h$ such that the resulting log partition function $\Phi_n(J, h)$ scales super linearly. For example, if all entries of $A_n$ are positive, $J = \beta I_q$, then for any $\beta > 0$
an application of the mean-field lower bound gives \( \lim_{n \to \infty} \frac{1}{n} \Phi_n(\beta, B) = +\infty \), thus proving that (1.10) is necessary for the log partition function to be \( O(n) \) in general. If \( A_n \) has both positive and negative entries, (1.10) continues to hold for many well-known models with both positive and negative entries, such as the Sherrington-Kirkpatrick model and Hopfield model (see Section 1.3).

Of course we do not expect the mean-field approximation to hold for all matrices \( A_n \) satisfying (1.10). For example, it is known that the mean-field approximation is not correct for the Sherrington-Kirkpatrick model \([45]\), or Ising models on sparse graphs \([21]\). With this in mind we introduce the following definition.

**Definition 1.3.** Suppose \( A_n \) is a sequence of symmetric \( n \times n \) matrices satisfying (1.10). We say that \( A_n \) satisfies the **mean-field assumption** if \( \text{tr}(A_n^2) = o(n) \).

Now we are ready to state our first result.

**Theorem 1.1.** If \( A_n \) satisfies the mean-field assumption, then

\[
\lim_{n \to \infty} \frac{1}{n} \left[ \Phi_n(J, h) - \sup_{q \in \mathcal{P}(q)} M_n^{J, h}(q) \right] = 0.
\]

Theorem 1.1 essentially says that if \( A_n \) is a sequence of matrices which satisfies the mean-field assumption then the mean-field approximation gives the right answer for the log partition function up to an error which is \( o(n) \).

As an application of Theorem 1.1, one immediately obtains the following corollary. This corollary will be used in all of our applications involving graphs.

**Corollary 1.2.** Suppose \( G_n \) is a sequence of simple graphs, and \( A_n \) is the adjacency matrix of \( G_n := ([n], E_n) \) multiplied by \( n/(2|E_n|) \), where \( |E_n| \) is the number of edges. Then the conclusion of Theorem 1.1 holds if \( n = o(|E_n|) \).

**Proof.** Since

\[
\sup_{x \in \{0,1\}^n} \left| \sum_{i,j \in [n]} A_n(i, j) x_j \right| = \sum_{i,j \in [n]} A_n(i, j) = n,
\]

(1.10) holds. Also we have

\[
\frac{1}{n} \sum_{i,j \in [n]} A_n(i, j)^2 = \frac{n}{2|E_n|^2} |E_n| = O \left( \frac{n}{|E_n|} \right) = o(1),
\]

and so \( A_n \) satisfies the mean-field assumption. The conclusion then follows by Theorem 1.1. \( \square \)

Below we consider few different choices of \( A_n \), and verify for which of those the mean-field assumption is satisfied.

### 1.3. Examples

This is broadly divided into two categories.

#### 1.3.1. Matrices \( A_n \) which are scaled adjacency graphs.

(a) Let \( G_n \) be any sequence of simple dense labeled graphs on \( n \) vertices, i.e. it has \( \Theta(n^2) \) edges.

Let \( A_n \) be adjacency matrix of \( G_n \) scaled by \( n \), i.e. \( A_n(i, j) := \frac{1}{n} \chi_{\{i,j\} \in E_n} \). Since this scaling is equivalent to the scaling proposed in Corollary 1.2, it suffices to check that \( n = o(|E_n|) \). But this is immediate as \( |E_n| = \Theta(n^2) \).
(b) Let $G_n$ be a $d_n$ regular graph, and $A_n(i, j) := \frac{1}{n}1_{(i, j) \in E_n}$. In this case again the scaling is the same one as that of Corollary 1.2, and so it suffices to check that $n = o(|E_n|)$. Since $2|E_n| = nd_n$, Corollary 1.2 holds iff $d_n \to \infty$.

(c) Let $G_n$ be an Erdős-Rényi random graph with parameter $p_n$. Setting $A_n(i, j) := \frac{1}{np_n}1_{(i, j) \in E_n}$ it again suffices to check by Corollary 1.2 that $n = o(|E_n|)$, in probability. Since $|E_n|$ has Bin $\left(\left(\frac{n}{2}\right), p_n\right)$ distribution,

$$\frac{2|E_n|}{n^2p_n} \to 1, \quad \text{in probability,}$$

as soon as $n^2p_n \to \infty$, the mean-field assumption holds in probability iff $np_n \to \infty$. In particular the mean-field condition does not hold if $p_n = \frac{\lambda}{n}$ for some $\lambda < \infty$.

(d) Let $G_n^{(d)}$ be the $[-n^{1/d}, n^{1/d}]^d$ box of the $d$-dimensional integer lattice $\mathbb{Z}_d$. Physicists have long been interested in studying Ising and Potts models on lattices (see [40, 47], and the references therein). For any finite $d$, setting $A_n^{(d)}(i, j) := \frac{1}{n^2}1\{i, j \in E_n\}$ we note that $\frac{1}{n^2}\text{tr}((A_n^{(d)})^2) = O(\frac{1}{d})$, and thus the sequence does not satisfy the mean-field assumption. So our results are not applicable on $\mathbb{Z}_d$ for finite $d$. However, if we allow $d$ to go to infinity (at any rate) along with $n$, then Corollary 1.2 is applicable. One can check that this also implies that if we let $d \to \infty$ after letting $n \to \infty$, the same conclusion continues to hold. Behavior of limiting log-partition function for the Potts model on $\mathbb{Z}_d$ for large $d$ has been studied in [6, 13]. We recover their results as an application of Corollary 1.2.

1.3.2. Matrices with both positive and negative entries. A general sufficient condition for (1.10) to hold is $\|A_n\| := \sup_{x: \|x\|_2=1} \|A_n x\|_2 = O(1)$. To see this note that an application of Cauchy-Schwarz inequality gives

$$\sup_{x: \|x\|_2=1} \sum_{i \in [n]} \sum_{j \in [n]} A_n(i, j)x_j \leq \sqrt{n} \sup_{x: \|x\|_2=1} \|A_n x\|_2 \leq \sqrt{n} \|A_n\| \sup_{x: \|x\|_2=1} \|x\|_2 = O(n).$$

(a) Let $A_n$ be a symmetric matrix with 0 on the diagonal, and $A_n(i, j) = \frac{1}{\sqrt{n}}Z(i, j)$ with

$$\{Z(i, j)\}^{1 \leq i < j \leq n^d} N(0, 1).$$

This is the celebrated Sherrington-Kirkpatrick model of statistical physics introduced in [43]. Since $\|A_n\| = O(1)$, in probability, in this case (see [3, Theorem 2.12]), (1.10) holds. However $A_n$ does not satisfy the mean-field assumption, as

$$\frac{1}{n} \sum_{i,j \in [n]} A_n(i, j)^2 = \frac{1}{n^2} \sum_{i,j \in [n]} Z(i, j)^2 \to 1, \quad \text{in probability.}$$

This is expected, as the log partition function in this case is given by the Parisi formula, and not by the mean-field approximation.

(b) Let $\eta$ be an $n \times m$ matrix of i.i.d. random variables with $\mathbb{P}(\eta_{ik} = \pm 1) = \frac{1}{2}$, and let

$$A_n(i, j) = \frac{1}{n} \sum_{k \in [m]} \eta_{ik} \eta_{jk}.$$ 

This is the Hopfield model of neural networks, first introduced in [33]. In this case also one has $\|A_n\| = O(1)$, in probability, when $m = \Theta(n)$ (see [3, Section 2.2.2]), and therefore (1.10)
is a modified version of \[ \frac{1}{n} \sum_{i,j \in [n]} A_n(i, j)^2 = \frac{1}{n^3} \sum_{i,j \in [n], k,l \in [m]} [\delta(i, j) + \delta(k, l) - \delta(i, j)\delta(k, l)] = \frac{nm^2 + n^2m - mn}{n^3}, \]
and so the mean-field condition does not hold for \( m = \Theta(n) \).

1.4. Proof technique. Establishing the conclusion of Theorem 1.1 for graphs whose adjacency matrix has a single dominant eigenvalue is much easier, since in that case the behavior of the log partition function is governed by that eigenvalue. This is indeed the case for Erdős–Rényi random graphs on \( n \) vertices with parameter \( p_n \) such that \( np_n \gg \log n \). For example, in this regime the largest eigenvalue equals \( np_n(1 + o(1)) \) (see [36, Section 1]), whereas the second largest eigenvalue is \( o(np_n) \) (see [32, Theorem 1.1]), providing a spectral gap. Similarly for random \( d_n \)-regular graphs on \( n \) vertices, one also has a spectral gap, as long as \( d_n \geq (\log n)^\gamma \) for some \( \gamma \) positive (see [17, 19]). More generally, any expander graph has a spectral gap, and therefore for such graphs one can show that the mean-field approximation is asymptotically tight. However, there are many graphs which are not expanders, such as the \( d \)-dimensional hypercube \( \{0,1\}^d \) with \( d \to \infty \). In this case the number of vertices in the graph is \( n = 2^d \), and it is well known that the set of eigenvalues are \( \{d - 2i, 0 \leq i \leq d\} \) with multiplicity of \( d - 2i \) being \( \binom{d}{i} \). Thus the two largest eigenvalues are \( d \) and \( d - 2 \) whose ratio converges to 1 as \( d \) becomes large, and consequently there is no dominant eigenvalue.

Even though there is no spectral gap in the hypercube, it is still the case that the number of big eigenvalues is small. For example, the largest eigenvalue is \( d \), and the proportion of eigenvalues that lie outside the interval \( [-d\delta, d\delta] \), for any \( \delta > 0 \), equals
\[
\frac{1}{n} \sum_{i=1}^{n} 1\{|d - 2i| > d\delta\} = \mathbb{P}\left( \left| \frac{1}{d} \sum_{i \in [d]} B_i - \frac{1}{2} \right| > \delta \right),
\]
where \( \{B_i\}_{i \in [d]} \) are i.i.d. Bernoulli random variables with \( \mathbb{P}(B_i = 0) = \mathbb{P}(B_i = 1) = .5 \). By weak law of large numbers the RHS above is \( o(1) \), as \( d \to \infty \), and so the proportion of eigenvalues which are comparable to the leading eigenvalue is \( o(1) \). Our proof makes this precise proving Theorem 1.1 which covers not just the hypercube, but any sequence of graphs \( G_n \) satisfying \( n = o(|E_n|) \) (see Corollary 1.2). In fact the main condition of Theorem 1.1, i.e. the condition \( \text{tr}(A_n^2) = o(n) \), can be rewritten as
\[
\frac{1}{n} \sum_{i=1}^{n} \lambda_i(A_n)^2 = o(1),
\]
which says that the (properly scaled) empirical eigenvalue distribution converges to 0 in \( L^2 \). And of course, as already pointed out that the mean-field approximation does not hold in general when \( |E_n| = \Theta(n) \), thus demonstrating that the conditions of Theorem 1.1, and Corollary 1.2 are tight.

The main tool in the proof of Theorem 1.1 is a modified version of [16, Theorem 1.5]. For readers not familiar with [16], we informally describe the theorem and the ideas behind the proof of [16, Theorem 1.5]. Before proceeding, we define the notion of a net of a set.

Definition 1.4. For any \( S \subset \mathbb{R}^n \) and \( \varepsilon > 0 \), a set \( \tilde{S} \subset \mathbb{R}^n \) is said to be a \( \varepsilon \) net of \( S \), if given \( s \in S \) there exists (at least one) \( \tilde{s} \in \tilde{S} \) such that \( ||s - \tilde{s}||_2 \leq \varepsilon \).
The theorem assumes that \( f : [0,1]^n \to \mathbb{R} \) is a smooth function such that the set \( \{ \nabla f(u) : u \in \{0,1\}^n \} \) has an \( \sqrt{n} \) net \( D_n(\varepsilon) \) with \( \log |D_n(\varepsilon)| = o(n) \), and concludes that

\[
\log \sum_{u \in \{0,1\}^n} e^{f(u)} = \sup_{u \in \{0,1\}^n} \{ f(u) - I_n(u) \} + o(n),
\]

where \( I_n(u) := \sum_{i=1}^n u_i \log u_i + (1 - u_i) \log (1 - u_i) \) is the binary entropy function, and \( u := (u_1, \ldots, u_n) \).

For the proof, they introduce a measure \( \nu_n(\cdot) \) on \( \{0,1\}^n \) given by \( \nu_n(u) \propto \exp(f(u)) \) for \( u := (u_1, u_2, \ldots, u_n) \in \{0,1\}^n \). First it is argued that \( f(u) \) and \( f(\hat{u}) \) are close on a set with high probability under \( \nu_n(\cdot) \), say \( A_n \) (see \([16, \text{Lemma 3.1}]\)). Here \( \hat{u}_i \) is conditional expectation of \( u_i \), conditioned on everything else. Therefore \( \sum_{u \in \{0,1\}^n} \exp(f(u)) \) can be well approximated by \( \sum_{u \in A_n} \exp(f(\hat{u})) \). Turning to evaluate the latter summation, it is further noted that \( g(u, \hat{u}) \), and \( I_n(u) \) are also close on \( A_n \) (see \([16, \text{Lemma 3.2}]\)), where for \( u \in \{0,1\}^n \), and \( w \in \{0,1\}^n \),

\[
g(u, w) := \sum_{i \in [n]} u_i w_i + (1 - u_i) \log (1 - w_i), \quad \text{and} \quad I_n(w) := g(w, w).
\]

Therefore one only needs to control \( \sum_{u \in A_n} \exp(f(\hat{u}) + g(u, \hat{u}) - I_n(\hat{u})) \). To control the above, the summation over \( A_n \) is broken into smaller sets where each sum is over only those \( u \) for which \( \hat{u} \approx p \), for some \( p \in \{0,1\}^n \). Next instead of summing over all choices of \( p \in \{0,1\}^n \), the sum is restricted on the \( \sqrt{n} \)-net of the image of the map \( u \mapsto \hat{u} \), using the set \( D_n(\varepsilon) \). Thus one obtains

\[
\log \sum_{u \in A_n} \exp(f(\hat{u}) + g(u, \hat{u}) - I_n(\hat{u})) \approx \log \sum_{p \in D_n(\varepsilon)} \sum_{u : \hat{u} \approx p} \exp(f(p) + g(u, p) - I_n(p)). \tag{1.11}
\]

Finally noting that

\[
\sum_{u \in \{0,1\}^n} e^{g(u,p)} = 1,
\]

the proof follows as the size of \( D_n(\varepsilon) \) is sub-exponential.

In our proof we follow the same scheme. However, there are several challenges that we had to overcome to apply this idea in our set-up. First, we need to find a net \( D_n(\varepsilon) \) with appropriate properties. In our set-up, we need to find a \( \sqrt{n} \)-net \( D_n(\varepsilon) \) of the set \( \{ A_n v : v \in \{0,1\}^n \} \). Since we have very limited assumptions on the structure of \( A_n \), obtaining a \( \sqrt{n} \)-net is not straightforward. The main difficulty comes from the fact that the eigenvalues of \( A_n \) can be unbounded. To overcome this, we split the range of the eigenvalues into its level sets, and then we choose nets of varying size across each of the level sets (for more details see proof of Lemma 3.4).

Equipped with Lemma 3.4, a direct application of \([16, \text{Theorem 1.5}]\) proves Theorem 1.1 for graphs \( G_n \) such that

\[
\limsup_{n \to \infty} n \sum_{i \in [n]} \left( \frac{d_i(G_n)}{\sum_{j \in [n]} d_j(G_n)} \right)^2 < \infty, \tag{1.12}
\]

where \( \{d_1(G_n), \ldots, d_n(G_n)\} \) are the degrees of \( G_n \). The hypercube does satisfy this condition, as does any regular graph. There are many graphs in literature such that \( n = o(|E_n|) \), but (1.12) does not hold. For example, let \( G_n \) denote the complete bipartite graph \( K_{a_n, n-a_n} \), where \( a_n \) is a sequence of natural numbers going to \( \infty \) such that \( a_n = o(n) \). In this case the LHS of (1.12) equals

\[
\frac{n[a_n(n-a_n)^2 + (n-a_n)a_n^2]}{4a_n^2(n-a_n)^2} = O\left( \frac{n}{a_n} \right),
\]
which is not $O(1)$, as $a_n = o(n)$. Since $|E_n| = a_n(n - a_n)$ with $a_n \to \infty$, Corollary 1.2 is still applicable for $K_{a_n,n-a_n}$, but [16, Theorem 1.5] does not apply.

To remove the requirement of (1.12) we modify the proofs of [16, Lemma 3.1], and [16, Lemma 3.2]. In the proof of these two lemmas, at many places, supremum norm bound is used for several functions. The condition (1.12) arises because of that. Instead, we carefully use the assumption (1.10), and the fact that the Hamiltonian in our set-up is a quadratic function. This part of the proof has been inspired from [15].

In Section 2 we provide several applications of Theorem 1.1. One of which is the computation of the limit for asymptotically regular graphs. To be more precise, we call a sequence of graphs to be asymptotically regular if the empirical distribution of the row sums of the properly scaled adjacency matrix converges to $\delta_1$, and if its mean also converges to one. Using a truncation argument we derive the desired result. We also find the limit for bi-regular bipartite graphs, for which we carefully analyze the solutions of some fixed point equations. Lastly, we identify the limit for a sequence of simple graphs converging in cut metric. This follows from a straightforward analysis upon using Theorem 1.1.

1.5. Outline. The outline of the rest of the paper is as follows. As applications of Theorem 1.1, in Section 2 we derive the asymptotics of the log partition function for ferromagnetic Potts models on asymptotically regular graphs, that of Ising models (both ferromagnetic and anti-ferromagnetic) on bi-regular bipartite graphs, and that of Potts model on a sequence of simple graphs converging in cut metric in the $L_p$ sense. Section 3 carries out the proof of Theorem 1.1 using three auxiliary lemmas, whose proofs are deferred to Section 4. Finally in Section 5 we prove the results appearing in Section 2.
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2. Applications of Theorem 1.1

2.1. Asymptotically regular graphs. In Theorem 1.1 we saw that the mean-field prediction is asymptotically correct when $A_n$ satisfies the mean-field condition. However, computing the supremum of $M_n^{J,h}(q)$ may often be very hard for general matrices $A_n$. Restricting ourselves to the case $J = \beta I_q$ for $\beta > 0$, in Theorem 2.1 below we show that when the matrices $A_n$ are “asymptotically regular” one can write the $n$-dimensional supremum as a one-dimensional supremum, and thereby providing more tractable form of the limit. In particular, setting $h_r = B \delta(r,1)$, for asymptotically regular graphs the limit is same as the one obtained for a Curie-Weiss Potts model.

Theorem 2.1. (a) Let $A_n$ satisfies the mean-field assumption, and each entry of $A_n$ is non-negative. Also let $J = \beta I_q$, for some $\beta \geq 0$. Set $\mathcal{R}_n(i) := \sum_{j=1}^n A_n(i,j)$. If

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n \delta_{\mathcal{R}_n(i)} \to \delta_1, \text{ in distribution,} \quad (2.1)$$
and
\[ \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} R_n(i) = 1, \]  
(2.2)

then
\[ \lim_{n \to \infty} \frac{1}{n} \Phi_n(J, h) = \sup_{q \in \mathcal{P}([q])} \left[ \frac{\beta}{2} \sum_{r=1}^{q} q(r)^2 - \sum_{r=1}^{q} q(r) \log q(r) + \sum_{r=1}^{q} h_r q(r) \right]. \]  
(2.3)

(b) In particular, the conclusion of part (a) applies in the following two cases:

(i) \( G_n \) is a sequence of \( d_n \) regular graphs with \( d_n \to \infty \), and \( A_n = \frac{1}{d_n} 1_{(i,j) \in E_n} \).

(ii) \( G_n \) is an Erdős-Rényi random graph with parameter \( p_n \) such that \( np_n \to \infty \), and \( A_n = \frac{1}{n p_n} 1_{(i,j) \in E_n} \).

As an application of the above theorem, the following theorem derives the large deviation for the empirical measure \( L_n \) on \( \mathcal{P}([q]) \) defined by
\[ L_n(r) := \frac{1}{n} \sum_{i \in [n]} \delta(y_i, r). \]

Below we recall a few definitions of large deviation theory which are necessary for our paper.

**Definition 2.1.** Let \((X, B)\) be a measure space equipped with a topology such that every open set is in \( B \). A function \( I : X \to [0, \infty] \) is said to be a rate function if it is lower semi continuous, i.e., for every \( \alpha < \infty \) the set \( \{ x \in X : I(x) \leq \alpha \} \) is closed. The function \( I \) is said to be a good rate function, if further the set \( \{ x \in X : I(x) \leq \alpha \} \) is compact as well. In particular if \( X \) is compact, any rate function is a good rate function.

A sequence of probability measures \( P_n \) on \((X, B)\) is said to satisfy a large deviation on \( X \) with respect to a good rate function \( I(\cdot) \), at speed \( n \), if for every closed set \( F \), and open set \( U \), we have
\[ \limsup_{n \to \infty} \frac{1}{n} \log P_n(F) \leq - \inf_{x \in F} I(x), \]
\[ \liminf_{n \to \infty} \frac{1}{n} \log P_n(U) \geq - \inf_{x \in U} I(x). \]

The large deviation reduces the concentration of measure problem to an optimization problem involving the rate function. Next we introduce a few notations which will be needed while solving this optimization problem.

**Definition 2.2.** For \( \beta > 0, B \neq 0 \) let \( m_{\beta, B} \) denote the unique solution of \( m = \tanh(\beta m + B) \) with the same sign as that of \( B \). For \( \beta > 1, B = 0 \) let \( m_{\beta, 0} \) denote the unique positive root of the equation \( m = \tanh(\beta m) \). The assertions about the roots of the equation \( m = \tanh(\beta m + B) \) can be found in [21, Section 1.1.3].

**Theorem 2.2.** (a) In the setting of Theorem 2.1, the sequence of empirical measures \( L_n \) satisfies a large deviation principle on \( \mathcal{P}([q]) \) with speed \( n \) with respect to Euclidean topology, with the good rate function \( \tilde{I}_{\beta, h}(\mu) := I_{\beta, h}(\mu) - \min_{\mu \in \mathcal{P}([q])} I_{\beta, h}(\mu) \), where
\[ I_{\beta, h}(\mu) := \sum_{r \in [q]} \left( \mu_r \log \mu_r - \frac{\beta \mu_r^2}{2} - h_r \mu_r \right). \]
Consequently letting \( K_{\beta, h} := \arg \min_{\mu \in \mathcal{P}([q])} I_{\beta, h}(\mu) \), for any \( \delta > 0 \) we have
\[
\limsup_{n \to \infty} \frac{1}{n} \log \mu_n(\min_{\mu \in K_{\beta, h}} \| L_n - \mu \|_\infty \geq \delta) < 0.
\] (2.4)

(b) Suppose we are in the setting of Theorem 2.1 with \( q = 2 \) (which corresponds to Ising model).

(i) If \( h_1 - h_2 = 0 \) then

- For \( \beta \leq 2 \), for any \( \delta > 0 \) there exists \( \varepsilon = \varepsilon(\beta, \delta) \) such that for all large \( n \) we have
  \[
  \mu_n \left( \frac{1}{n} \sum_{i \in [n]} \{ \delta(y_i, 1) - \delta(y_i, 2) \} \in [-\delta, \delta] \right) \geq 1 - e^{-n\varepsilon}.
  \]

- For \( \beta > 2 \), for any \( \delta > 0 \) there exists \( \varepsilon = \varepsilon(\beta, \delta) \) such that for all large \( n \) we have
  \[
  \mu_n \left( \frac{1}{n} \sum_{i \in [n]} \{ \delta(y_i, 1) - \delta(y_i, 2) \} \in [m_{\beta/2, 0} - \delta, m_{\beta/2, 0} + \delta] \right) \geq \frac{1}{2} - e^{-n\varepsilon},
  \]
  \[
  \mu_n \left( \frac{1}{n} \sum_{i \in [n]} \{ \delta(y_i, 1) - \delta(y_i, 2) \} \in [-m_{\beta/2, 0} - \delta, -m_{\beta/2, 0} + \delta] \right) \geq \frac{1}{2} - e^{-n\varepsilon},
  \]

where \( m_{\beta, 0} \) is as in Definition 2.2.

(ii) If \( h_1 - h_2 = B \neq 0 \), for any \( \delta > 0 \) there exists \( \varepsilon = \varepsilon(\beta, B, \delta) \) such that for all large \( n \) we have
\[
\mu_n \left( \frac{1}{n} \sum_{i \in [n]} \{ \delta(y_i, 1) - \delta(y_i, 2) \} \in [m_{\beta,B/2} - \delta, m_{\beta,B/2} + \delta] \right) \geq 1 - e^{-n\varepsilon},
\]
where \( m_{\beta,B} \) is as in Definition 2.2.

Remark 2.1. Theorem 2.2(b) gives concentration results for \( \frac{1}{n} \sum_{i \in [n]} \{ \delta(y_i, 1) - \delta(y_i, 2) \} \), for the Ising model, i.e. for the Potts model of (1.1) for \( q = 2 \). If the Ising model is formulated in such a way that the spins take values in \( \{-1, 1\} \), then one can easily see that the results of Theorem 2.2(b) are equivalent to the exponential concentration of average spin configuration in that set-up. This gives a complete picture for the ferromagnetic Ising model \( \mu_n^{\beta I_{\beta, h}} \) for all choices of the vector \( h \), for asymptotically regular graphs. The optimization of \( I_{\beta, h} \) for general \( q \) for some specific choices of \( h \) is well known in the literature (see [7, 18, 27, 29, 30]). Using these results similar concentration results can be derived for the Potts model on asymptotically regular graphs, for those choices of \( h \). We omit the details.

2.2 Ising model on bipartite graphs. This section focuses on the Ising model \( (q = 2) \) on bipartite graphs.

Definition 2.3. Let \( G_{(a,b),(c,d)} \) denote a bi-regular bipartite graph on \( a + b \) labeled vertices, such that the two partite sets have sizes \( a \) and \( b \), and the common degree of vertices in those two partite sets are \( c \) and \( d \) respectively. Thus we must have \( ac = bd \), which equals the number of edges.

In particular \( G_{(a,b),(b,a)} \) denotes the complete bipartite graph with the two partite sets having sizes \( a \) and \( b \).
Definition 2.4. For any \( p \in (0, 1) \) and \( \beta \in \mathbb{R} \) set \( \eta_{\beta, p}(\mathbf{s}) := \tanh(\beta(1 - p)\tanh(\beta p)) \). By elementary calculus it follows that
(a) For \( \beta^2 p (1 - p) \leq 1 \) the equation \( \mathbf{s} = \eta_{\beta, p}(\mathbf{s}) \) has the unique root 0.
(b) For \( \beta^2 p (1 - p) > 1 \) the equation \( \mathbf{s} = \eta_{\beta, p}(\mathbf{s}) \) has a unique positive root, denoted hereafter by \( \mathbf{s}_{\beta, p} \). Thus the aforementioned equation has three roots, namely 0, \( \mathbf{s}_{\beta, p} \), and \( -\mathbf{s}_{\beta, p} \). Applying implicit function theorem, we also note that the function \( (\beta, p) \mapsto \mathbf{s}_{\beta, p} \) is a continuously differentiable in the open set \( \{(\beta, p) : p (1 - p)^2 > 1\} \).

Theorem 2.3. Let \( G(a_n, n - a_n, (c_n, d_n)) \) be a sequence of bipartite graphs on \( n \) labeled vertices, such that
\[
\lim_{n \to \infty} \frac{a_n}{n} = p \in (0, 1),
\]
and \( c_n + d_n \to \infty \), as \( n \to \infty \). Thus for \( q = 2 \), \( J = \beta I_2 \) for some \( \beta \in \mathbb{R} \), \( h = 0 \) in (1.6), setting \( A_n \) to be the adjacency matrix of \( G(a_n, n - a_n, (c_n, d_n)) \) scaled by \( c_n + d_n \) we have
(a) If \( \beta^2 p (1 - p) \leq 1 \), then
\[
\lim_{n \to \infty} \Phi_n(\beta, 0) = \frac{\beta p (1 - p)}{2} + \log 2.
\]
(b) If \( \beta^2 p (1 - p) > 1 \), then
\[
\lim_{n \to \infty} \Phi_n(\beta, 0) = \frac{\beta p (1 - p)}{2} + \frac{|\beta| p (1 - p)}{2} \mathbf{s}_{\beta, p} |\mathbf{s}_{\beta, p}|, 1 - p + p H(\mathbf{s}_{\beta, p}) + (1 - p) H(\mathbf{s}_{\beta, p}, 1 - p),
\]
where \( \mathbf{s}_{\beta, p}(\cdot) \) is as in Definition 2.4, and \( H(\cdot) := -\frac{1}{2} \log \frac{1 + \cdot}{2} - \frac{1}{2} \log \frac{1 - \cdot}{2} \) for \( \cdot \in [-1, 1] \).

2.3. Potts model on converging sequence of graphs in cut metric. The theory of dense graph limits was developed by Borgs, Chayes, Lovasz, and coauthors [10, 11, 37], and has received phenomenal attention over the last few years. Recent works of Borgs et al [8, 9] have extended this theory beyond the regime of dense graphs. One of the results in [9] is the asymptotics of the log partition function \( \Phi_n(\mathbf{J}, \mathbf{h}) \) of (1.6) of a sequence of graphs converging in the sense of cut metric to functions \( W \) that are unbounded. As a byproduct of Theorem 1.1 we are able to provide a short proof of their result. Before going to the statement of the result, we first need to introduce necessary notions and concepts. These are taken from [8, 9].

Definition 2.5. A function \( W : [0, 1]^2 \to \mathbb{R} \) is called a symmetric function if \( W(x, y) = W(y, x) \) for all \( x, y \in [0, 1] \). Any symmetric measurable function \( W : [0, 1]^2 \to \mathbb{R} \) which is \( L^1 \) integrable, i.e. \( \|W\|_1 := \int_{[0, 1]^2} |W(x, y)| dx dy < \infty \) is called a graphon.

Given a symmetric \( n \times n \) matrix \( A_n \), define a graphon on \( [0, 1]^2 \) by dividing \( [0, 1]^2 \) into \( n^2 \) smaller squares each of length \( 1/n \), and setting \( W_{A_n}(x, y) := A_n(i, j) \) if \( (x, y) \) is in the \( (i, j) \)-th box, i.e. \( [nx] = i, [ny] = j \).

The cut norm of a graphon \( W \) is given by
\[
\|W\|_\square := \sup_{S, T \subset [0, 1]} \left| \int_{S \times T} W(x, y) dx dy \right|.
\]

After identifying graphons with cut distance zero, the set of equivalences classes of graphons equipped with the cut metric is a compact metric space. The cut norm is equivalent to the \( L^\infty \to L^1 \) operator norm defined by
\[
\|W\|_{\infty \to 1} := \sup_{f, g, \|f\|_\infty, \|g\|_\infty \leq 1} \left| \int_{[0, 1]^2} W(x, y) f(x) g(x) dx dy \right|.
\]
More precisely, we have \( \|W\|_\square \leq \|W\|_{\infty \to 1} \leq 4 \|W\|_\square \).
Next we introduce the notion of fractional partition.

**Definition 2.6.** A $q$ tuple of measurable functions $\rho := (\rho_1, \cdots, \rho_q) : [0,1]^q \to [0,1]^q$, such that

$$\sum_{r \in [q]} \rho_r(x) = 1, \forall x \in [0,1],$$

will be called a fractional partition of $[0,1]$ into $q$ classes. The set of fractional partitions of $[0,1]$ into $q$ classes will be denoted by $\mathsf{FP}_q$.

Now we are ready to state the result about the limiting log partition function for a sequence of graphs converging in cut metric.

**Theorem 2.4.** Let $G_n$ be a sequence of simple graphs, and let $A_n$ be the adjacency matrix of $G_n$ scaled by $\frac{2|E_n|}{n}$. If $W_n A_n$ converges in cut metric to a graphon $W$, then we have

$$\lim_{n \to \infty} \frac{1}{n} \Phi_n(J, h) = \sup_{\rho \in \mathsf{FP}_q} F^{J, h}(W, \rho),$$

where

$$F^{J, h}(W, \rho) := \frac{1}{2} \sum_{r,s \in [q]} J_{rs} \int_{[0,1]^2} \rho_r(x) \rho_s(y) W(x,y) dx dy + \sum_{r \in [q]} h_r \int_{[0,1]} \rho_r(x) dx - \int_{[0,1]} \sum_{r \in [q]} \rho_r(x) \log \rho_r(x) dx.$$ 

Theorem 2.4 follows from [9, Theorem 2.10], and [9, Lemma 3.2]. In section 5 we give a shorter proof of the same using Corollary 1.2.

### 3. Proof of Theorem 1.1

We begin with a simple lemma which allows us to assume that the entries of $A_n$ are $o(1)$.

**Lemma 3.1.** Let $A_n$ be a sequence of matrices that satisfies the mean-field assumption. Then there is a sequence of matrices $\tilde{A}_n$ with 0 diagonal entries which also satisfies the mean-field assumption such that $\max_{i,j \in [n]} |A_n(i,j)| = o(1)$, and

$$|\Phi_n(J, h) - \tilde{\Phi}_n(J, h)| = o(n), \quad \sup_{q \in \mathcal{P}(\{q\})^n} |M_n^{J, h}(q) - \tilde{M}_n^{J, h}(q)| = o(n),$$

where $\tilde{\Phi}_n(J, h)$ and $\tilde{M}_n^{J, h}(q)$ are obtained by replacing $A_n$ with $\tilde{A}_n$ in the corresponding definitions.

**Proof.** Since $A_n$ satisfies the mean-field assumption, setting $\epsilon_n := n^{-1/2} \sqrt{\text{tr}(A_n^2)}$, we see that $\epsilon_n \to 0$. Now defining an $n \times n$ symmetric matrix $\tilde{A}_n$ by

$$\tilde{A}_n(i, i) := 0, \quad \tilde{A}_n(i, j) := A_n(i, j) 1_{|A_n(i,j)| \leq \epsilon_n},$$

we have $|\tilde{A}_n(i, j)| \leq \tilde{|A}_n(i, j)| \leq \epsilon_n$.
one immediately has $\max_{i,j \in [n]} |\tilde{A}_n(i,j)| \leq \varepsilon_n \to 0$. Extending the definition of $H_{n}^{J,h} (\cdot)$ to $P([q])^n$ (see Definition 3.1 below for more details), and defining $\tilde{H}_{n}^{J,h}$ analogously one has

$$
\sup_{q \in P([q])^n} \left| H_{n}^{J,h}(q) - \tilde{H}_{n}^{J,h}(q) \right| \leq \frac{q \|J\|_{\infty}}{2} \left( \sum_{i,j \in [n]} |A_n(i,j)|1_{|A_n(i,j)| > \varepsilon_n} + \sum_{i \in [n]} |A_n(i,i)| \right)
$$

$$
\leq \frac{q \|J\|_{\infty}}{2} \sum_{i,j \in [n]} A_n(i,j)^2 + \frac{q \|J\|_{\infty}}{2} \sqrt{n \sum_{i \in [n]} A_n(i,i)^2}
$$

$$
\leq \frac{nq \|J\|_{\infty}}{2} \varepsilon_n + \frac{q \|J\|_{\infty}}{2} \sqrt{n \operatorname{tr}(A_n^2)} = o(n),
$$

which immediately implies $\sup_{q \in P([q])^n} |M_{n}^{J,h}(q) - \tilde{M}_{n}^{J,h}(q)| = o(n)$. Also we have

$$
\left| \Phi_n(J,h) - \tilde{\Phi}_n(J,h) \right| = \log \left| \frac{i \sum_{y \in [q]^n} e^{H_{n}^{J,h}(y)}}{i \sum_{y \in [q]^n} e^{H_{n}^{J,h}(y)}} \right| \leq \sup_{y \in [q]^n} \left| H_{n}^{J,h}(y) - \tilde{H}_{n}^{J,h}(y) \right|
$$

$$
\leq \sup_{q \in P([q])^n} \left| H_{n}^{J,h}(q) - \tilde{H}_{n}^{J,h}(q) \right|
$$

where the last inequality follows on noting that for any $y \in [q]^n$ setting $q_r(r) = \delta(y_r, r)$ one has $q \in P([q])^n$. Since the RHS above is $o(n)$ by (3.1), the proof of the lemma is complete.

For the remaining of this section and the next, without loss of generality we will assume that diagonal elements of $A_n$ are 0, and $\max_{i,j \in [n]} |A_n(i,j)| = o(1)$. Next we state three lemmas which are necessary for proving Theorem 1.1. First, for ease of writing we introduce a few notations.

**Definition 3.1.** For any $y \in [q]^n$ define the $nq \times 1$ vector $x := x(y) \in \mathcal{X}_n$ by setting $x_{ir} := \delta(y_r, r)$, where

$$
\mathcal{X}_n := \left\{ z \in \{0,1\}^{nq} : \sum_{r \in [q]} z_{ir} = 1 \text{ for all } i \in [n] \right\}
$$

Let $m : [0,1]^{nq} \mapsto [0,1]^{nq}$ by

$$
m_{ir}(z) := \sum_{s=1}^{q} J_{rs} \sum_{j=1}^{n} A_n(i,j)z_{js}.
$$

Note that, since diagonal entries of $A_n$ are zero, $m_{ir}(z)$ is free of $\{z_{is}, s \in [q]\}$. Next for every $r \in [q]$, define a map $T_r : (-\infty, \infty)^q \mapsto (0,1)$ by

$$
T_r(m_1, m_2, \cdots, m_q) := \frac{e^{m_r}}{\sum_{s \in [q]} e^{m_s}}.
$$

Define another $nq \times 1$ vector $\hat{x}$ by

$$
\hat{x}_{ir} := \mathbb{P}_{\mu_n}(Y_i = r \mid Y_k = y_k, k \neq i) = T_r(m_{i1} + h_1, \cdots, m_{iq} + h_q) = \frac{\exp(m_{ir}(x) + h_r)}{\sum_{s=1}^{q} \exp(m_{is}(x) + h_s)},
$$

and note that $\hat{x} \in \hat{X}_n$, where

$$
\hat{X}_n := \left\{ z \in (0,1)^{nq} : \sum_{r \in [q]} z_{ir} = 1 \text{ for all } i \in [n] \right\},
$$
When $Y := (Y_i)_{i \in [n]} \sim \mu_n$, let $X, \hat{X}$ denote the corresponding random vectors. Finally by a slight abuse of notation for any $z \in [0,1]^q$ let $H_n^{J,h}(z)$ stand for $F_n(z) + \sum_{i \in [n], r \in [q]} h_r z_{ir}$, where $F_n : [0,1]^q \rightarrow \mathbb{R}$ is defined by

$$F_n(z) := \frac{1}{2} \sum_{r,s \in [q], i,j \in [n]} J_{rs} z_{ir} z_{js} A_n(i,j) = \frac{1}{2} \sum_{i \in [n], r \in [q]} m_{ir}(z) z_{ir} = \frac{1}{2} \sum_{r,s \in [q]} J_{rs} z_r A_n z_s,$$

$z_r := (z_{ir})_{1 \leq i \leq n} \in \mathbb{R}^n$, and $z_r'$ denotes the transpose of $z_r$. In this notation $H_n^{J,h}(x(y))$ is the Hamiltonian of the Potts model at $y \in [q]^n$ in (1.6).

With this notation we have

**Lemma 3.2.** If $A_n$ satisfies the mean-field assumption, then

$$\mathbb{E}_{\mu_n} \left\{ \left[ F_n(X) - F_n(\hat{X}) \right]^2 \right\} = o(n^2).$$

**Lemma 3.3.** If $A_n$ satisfies the mean-field assumption, then

$$\mathbb{E}_{\mu_n} \left[ \left( \sum_{i \in [n], r \in [q]} (X_{ir} - \hat{X}_{ir}) m_{ir}(X) \right)^2 \right] = o(n^2), \quad (3.2)$$

and,

$$\mathbb{E}_{\mu_n} \left[ \sum_{r \in [q]} \left( \sum_{i \in [n]} (X_{ir} - \hat{X}_{ir}) \right)^2 \right] = o(n^2). \quad (3.3)$$

Recalling the definition of net (see Definition 1.4) we now state our next lemma.

**Lemma 3.4.** If $A_n$ satisfies the mean-field assumption, then given any $\varepsilon > 0$, there exists a $\sqrt{n}\varepsilon$-net $D_n(\varepsilon)$ of the set $\{A_n v : v \in [0,1]^n\}$, such that

$$\lim_{n \rightarrow \infty} \frac{1}{n} \log |D_n(\varepsilon)| = 0. \quad (3.4)$$

We now complete the proof of Theorem 1.1 using Lemma 3.2, Lemma 3.3, and Lemma 3.4, deferring the proof of the lemmas to Section 4.

**Proof of Theorem 1.1.** For $z \in [0,1]^q$, and $w \in (0,1)^q$ define

$$g_n(z, w) := \sum_{i \in [n], r \in [q]} z_{ir} \log w_{ir}, \quad I_n(z) := g_n(z, z).$$

Note that

$$g_n(x, \hat{x}) - I_n(\hat{x}) = \sum_{i \in [n], r \in [q]} (x_{ir} - \hat{x}_{ir}) \log \hat{x}_{ir} = \sum_{i \in [n], r \in [q]} (x_{ir} - \hat{x}_{ir})(m_{ir}(x) + h_r) - \sum_{i \in [n], r \in [q]} (x_{ir} - \hat{x}_{ir}) \log \sigma_i,$$

where

$$\sigma_i := \sum_{s \in [q]} \exp(m_{is}(x) + h_s).$$

Since for each $i \in [n]$,

$$\sum_{r \in [q]} x_{ir} = \sum_{r \in [q]} \hat{x}_{ir} = 1,$$
we have that
\[ g_n(x, \hat{x}) - I_n(\hat{x}) = \sum_{i \in [n], r \in [q]} (x_{ir} - \hat{x}_{ir})(m_{ir}(x) + h_r). \]

Therefore, from Lemma 3.3 we deduce that
\[
\mathbb{E}_{\mu_n} \left[ (g_n(X, \hat{X}) - I_n(\hat{X}))^2 \right] \leq 2\mathbb{E}_{\mu_n} \left[ \left( \sum_{i \in [n], r \in [q]} (X_{ir} - \hat{X}_{ir})m_{ir}(X) \right)^2 \right]
+ 2\|h\|_\infty^2 q\mathbb{E}_{\mu_n} \sum_{r \in [q]} \left( \sum_{i \in [n]} X_{ir} - \hat{X}_{ir} \right)^2 = o(n^2),
\]

where we recall \(\|h\|_\infty = \max_{r \in [q]} |h_r|\). Similarly, recalling that \(H_n^{J, h}(z) = F_n(z) + \sum_{i \in [n], r \in [q]} h_r z_{ir}\), combining Lemma 3.2, and Lemma 3.3, we get
\[
\mathbb{E}_{\mu_n} \left[ (H_n^{J, h}(X) - H_n^{J, h}(\hat{X}))^2 \right] \leq 2\mathbb{E}_{\mu_n} \left[ (F_n(X) - F_n(\hat{X}))^2 \right]
+ 2\|h\|_\infty^2 q\mathbb{E}_{\mu_n} \sum_{r \in [q]} \left( \sum_{i \in [n]} X_{ir} - \hat{X}_{ir} \right)^2 = o(n^2).
\]

Hence, applying Markov’s inequality we see that \(\mathbb{P}_{\mu_n}(X \in A_n) \geq 1/2\), where
\[ A_n := \{x \in \mathcal{X}_n : |H_n(x) - H_n(\hat{x})|, |g_n(x, \hat{x}) - I_n(\hat{x})| \leq \delta_n/2 \}, \]
for some \(\delta_n = o(n)\), and

This implies that
\[
\Phi_n(J, h) \leq \log 2 + \log \left( \sum_{x \in A_n} \exp(H_n^{J, h}(x)) \right)
\leq \log 2 + \delta_n + \log \left( \sum_{x \in A_n} \exp \left[ H_n^{J, h}(\hat{x}) - I_n(\hat{x}) + g_n(x, \hat{x}) \right] \right). \quad (3.5)
\]

Since \(\delta_n = o(n)\), it is enough to upper bound the rightmost term in the RHS of (3.5). This will be done by approximating the summation over \(A_n\), by a summation over a suitable net of \(A_n\).

To this end, using Lemma 3.4 we obtain an \(\sqrt{n} \varepsilon\)-net \(D_n(\varepsilon)\) having a sub-exponential size, of the set \(\{A_n v, v \in [0, 1]^n\}\). For any \(v := (v_1, v_2, \ldots, v_q)\) such that \(v_r \in D_n(\varepsilon)\) for each \(r \in [q]\), choose (if exists) a \(v(\textsf{v}) \in A_n \subset X_n \subset [0, 1]^n\) such that \(\|A_n v_r(\textsf{v}) - v_r\|_2 \leq \sqrt{n} \varepsilon\) for all \(r \in [q]\). Here \(v_r(\textsf{v}) := (v_{ir}(\textsf{v}))_{i \in [n]}\). Also for any \(v(\textsf{v})\) define
\[ D(v(\textsf{v})) := \{x \in A_n : \|A_n x - A_n v_r(\textsf{v})\|_2 \leq 2\sqrt{n} \varepsilon, r \in [q]\}. \]

By triangle inequality it is easy to see that
\[ A_n \subset \bigcup_{v_r \in D_n(\varepsilon), r \in [q]} D(v(\textsf{v})) = \bigcup_{\textsf{v} \in D_n^q(\varepsilon)} D(v(\textsf{v})), \]
and so
\[
\sum_{x \in A_n} \exp \left[ H_n^{J, h}(\hat{x}) - I_n(\hat{x}) + g_n(x, \hat{x}) \right] \leq \sum_{\textsf{v} \in D_n^q(\varepsilon)} \sum_{x \in D(v(\textsf{v}))} \exp \left[ H_n^{J, h}(\hat{x}) - I_n(\hat{x}) + g_n(x, \hat{x}) \right]. \quad (3.6)
\]
We then claim that for any \( x \in \mathcal{D}(\nu(\overline{\nu})) \),
\[
|H_n^{J,h}(\hat{x}) - H_n^{J,h}(\nu(\overline{\nu}))| + |g_n(x, \hat{x}) - g_n(x, \nu(\overline{\nu}))| + |I_n(\hat{x}) - I_n(\nu(\overline{\nu}))| \\
\leq (q \|h\|_\infty + 1)|\delta_n| + 2q^2 \|J\|_\infty (\|h\|_\infty + 1)\varepsilon + 4q^3 \|J\|_\infty n\varepsilon. \tag{3.7}
\]
Since \( \delta_n = o(n) \) the RHS of (3.7) is bounded by \( C(q)n\varepsilon \) for some finite constant \( C(q) \), for all large \( n \). Thus using (3.5)-(3.7) and noting the fact that
\[
\sum_{x \in \mathcal{X}_n} e^{g_n(x, z)} = 1,
\]
for any \( z \in \mathcal{X}_n \), we deduce that
\[
\Phi_n(J, h) \leq \log 2 + C(q)n\varepsilon + \log \left( \sum_{x \in \mathcal{D}_n^D(\varepsilon)} \sum_{x \in \mathcal{D}(\nu(\overline{\nu}))} \exp \left[ H_n^{J,h}(\nu(\overline{\nu})) - I_n(\nu(\overline{\nu})) + g_n(x, \nu(\overline{\nu})) \right] \right) \\
\leq \log 2 + C(q)n\varepsilon + \log \left( \sum_{x \in \mathcal{D}(\nu(\overline{\nu}))} \exp \left[ H_n(\nu(\overline{\nu})) - I_n(\nu(\overline{\nu})) \right] \right) \\
\leq \log 2 + C(q)n\varepsilon + q \log \|D_n(\varepsilon)\| + \sup_{q \in \mathcal{P}(\nu(\overline{\nu}))} M_n^{J,h}(q), \tag{3.8}
\]
where the last inequality uses the fact that for any \( x \in \mathcal{X}_n \) setting \( q_i(r) = \hat{x}_{ir} \) one has \( q_i \in \mathcal{P}(\nu(\overline{\nu})) \), for each \( i \in [n] \). Thus using the fact that \( \log \|D_n(\varepsilon)\| = o(n) \) we have
\[
\limsup_{n \to \infty} \frac{1}{n} \left[ \Phi_n(J, h) - \sup_{q \in \mathcal{P}(\nu(\overline{\nu}))} M_n^{J,h}(q) \right] \leq C(q)\varepsilon.
\]
Since \( \varepsilon > 0 \) is arbitrary, letting \( \varepsilon \to 0 \) the proof completes. Therefore it only remains to verify (3.7).

Turning to prove (3.7), we recall that for every \( \nu(\overline{\nu}) \in \mathcal{D}_n^{(q)}(\varepsilon) \), and any \( x \in \mathcal{D}(\nu(\overline{\nu})) \), both \( x \) and \( \nu(\overline{\nu}) \) are in the set \( \mathcal{A}_n \). Therefore
\[
|H_n^{J,h}(x) - H_n^{J,h}(\hat{x})| \leq \delta_n/2, \quad \text{and} \quad |H_n^{J,h}(\nu(\overline{\nu})) - H_n^{J,h}(\nu(\overline{\nu}))| \leq \delta_n/2.
\]
Thus, in order to bound \( |H_n^{J,h}(\hat{x}) - H_n^{J,h}(\nu(\overline{\nu}))| \), we only need to consider \( |H_n^{J,h}(x) - H_n^{J,h}(\nu(\overline{\nu}))| \).

Now recall that
\[
H_n^{J,h}(x) = \frac{1}{2} \sum_{r,s \in [q]} J_{rs} x_r A_n x_s + \sum_{r \in [q]} h_r 1' x_r.
\]
Note that \( x \in \mathcal{D}(\nu(\overline{\nu})) \) we have
\[
|J_{rs} A_n x_s - v_r(\overline{\nu}) A_n v_s(\overline{\nu})| \leq |x_r A_n x_s - x'_r A_n x_s| + |x'_r A_n v_s(\overline{\nu}) - v_r(\overline{\nu}) A_n v_s(\overline{\nu})| \\
\leq \sqrt{n} \|A_n x_r - A_n x'_r\|_2 + \sqrt{n} \|A_n x_s - A_n v_s(\overline{\nu})\|_2 \leq 4n\varepsilon. \tag{3.9}
\]
Next we proceed to bound \( |1' x_r - 1' v_r(\overline{\nu})| \). From Lemma 3.3, applying Markov’s inequality it follows that \( |1' x_r - 1' \hat{x}_r| \leq \delta_n/2, \) for every \( x \in \mathcal{A}_n \), and \( r \in [q] \). Hence it remains to find an upper bound on \( \|x_r - v_r(\overline{\nu})\|_2 \). To this end, recalling that \( \hat{x}_{ir} = T_r(m_1(x) + h_1, \cdots, m_q(x) + h_q) \) and noting that
\[
\left\| \frac{\partial T_r(m_1, \cdots, m_q)}{\partial m_s} \right\|_\infty = \left\| T_r(m_1, \cdots, m_q) \delta(r, s) - T_r(m_1, \cdots, m_q) \right\|_\infty \leq 1, \tag{3.10}
\]
applying a multivariate version of the mean-value theorem we obtain that

$$|\hat{x}_r - \nu(\overline{v})| \leq \sum_{s \in [q]} |m_{is}(x) - m_{is}(\nu(\overline{v}))| = \sum_{s \in [q]} \sum_{s' \in [q]} J_{ss'} \{(A_n x_{s'})_i - (A_n \nu_{s'}(\overline{v}))_i\} \leq q \|J\|_\infty \sum_{s' \in [q]} |(A_n x_{s'})_i - (A_n \nu_{s'}(\overline{v}))_i|.$$ 

This further implies that

$$\left\|\hat{x}_r - \nu(\overline{v})\right\|^2 \leq q^3 \|J\|_\infty^2 \sum_{i \in [n], s' \in [q]} |(A_n x_{s'})_i - (A_n \nu_{s'}(\overline{v}))_i|^2 \leq 4q^4 \|J\|_\infty^2 n\varepsilon^2.$$ 

Therefore,

$$|H_n^{J,h}(x) - H_n^{J,h}(\nu(\overline{v}))| \leq |H_n^{J,h}(x) - H_n^{J,h}(\nu(\overline{v}))| + \delta_n$$

$$\leq \delta_n + \left(\frac{J}{2}\right) \sum_{r, s \in [q]} \left|\frac{d^2 A_n x_s - d^2 \nu_{r}(\overline{v}) A_n \nu_{s}(\overline{v})}{h_r \nu_s(\overline{v})}\right|$$

$$\leq (q \|h\|_\infty + 1)\delta_n + 2q^2 \|J\|_\infty n\varepsilon + \sqrt{\tau} \|h\|_\infty \sum_{r \in [q]} \left\|\hat{x}_r - \nu(\overline{v})\right\|_2^2$$

$$\leq (q \|h\|_\infty + 1)\delta_n + 2q^2 \|J\|_\infty (\|h\|_\infty + 1)n\varepsilon.$$  

Next we proceed to bound $|g_n(x, \hat{x}) - g_n(x, \nu(\overline{v}))|$. To this end, we have

$$|g_n(x, \hat{x}) - g_n(x, \nu(\overline{v}))|$$

$$\leq \sum_{i \in [n], r \in [q]} \left|\log T_r \left(m_{1i}(x) + h_1, \ldots, m_{iq}(x) + h_q\right) - \log T_r \left(m_{1i}(\nu(\overline{v})) + h_1, \ldots, m_{iq}(\nu(\overline{v})) + h_q\right)\right|$$

$$\leq \sum_{i \in [n], r, s \in [q]} \left|m_{is}(x) - m_{is}(\nu(\overline{v}))\right| \left|\frac{\partial \log T_r}{\partial m_s}\right|_\infty$$

$$\leq q \sum_{i \in [n], s \in [q]} \left|m_{is}(x) - m_{is}(\nu(\overline{v}))\right|,$$

where the last inequality uses (3.10) to conclude that $\left|\frac{\partial \log T_r}{\partial m_s}\right|_\infty \leq 1$.

This gives

$$|g_n(x, \hat{x}) - g_n(x, \nu(\overline{v}))| \leq q \sum_{i \in [n], s \in [q]} \left|m_{is}(x) - m_{is}(\nu(\overline{v}))\right|$$

$$= q \sum_{i \in [n], s \in [q]} \sum_{s' \in [q]} J_{ss'} \{(A_n x_{s'})_i - (A_n \nu_{s'}(\overline{v}))_i\} \leq q^2 \|J\|_\infty \sum_{i \in [n], s' \in [q]} |(A_n x_{s'})_i - (A_n \nu_{s'}(\overline{v}))_i|$$

$$\leq q^2 \sqrt{n} \|J\|_\infty \sum_{s' \in [q]} \left\|A_n x_{s'} - A_n \nu_{s'}(\overline{v})\right\|_2 \leq 2q^3 \|J\|_\infty n\varepsilon,$$  

(3.12)
where the penultimate step uses Cauchy-Schwarz inequality, and the last step uses the fact that $x \in D(\nu(\overline{\nu}))$.

Now it remains to bound $|I_n(x) - I_n(\nu(\overline{\nu}))|$, for which we follow a similar program. Setting $\gamma(t) := t \log t$ for $t \geq 0$, we have

$$|I_n(x) - I_n(\nu(\overline{\nu}))| \leq \sum_{i \in [n], r \in [q]} \left| \gamma \left( T_r(m_{i1}(x) + h_1, \cdots, m_{iq}(x) + h_q) \right) - \gamma \left( T_r(m_{i1}(\nu(\overline{\nu})) + h_1, \cdots, m_{iq}(\nu(\overline{\nu})) + h_q) \right) \right|$$

$$\leq \sum_{i \in [n], r \in [q]} |m_{is}(x) - m_{is}(\nu(\overline{\nu}))| \left\| \frac{\partial(\gamma \circ T_r)}{\partial m_s} \right\|_\infty$$

Using (3.10) gives

$$\left\| \frac{\partial(\gamma \circ T_r)}{\partial m_s} \right\|_\infty = \| T_r(1 + \log T_r) \{ \delta(r, s) - T_s \} \|_\infty \leq \sup_{t \in [0, 1]} t(1 + \log t) \leq 1,$$

and therefore

$$|I_n(x) - I_n(\nu(\overline{\nu}))| \leq q \sum_{i \in [n], s \in [q]} |m_{is}(x) - m_{is}(\nu(\overline{\nu}))| \leq 2q^2 \| J \|_\infty n \varepsilon, \quad (3.13)$$

where the last bound follows by arguments similar to (3.12). Finally combining (3.11)-(3.13) we arrive at (3.7), and this completes the proof.

4. Proof of auxiliary Lemmas

In this section we prove Lemma 3.2, Lemma 3.3, and Lemma 3.4. We start with the proof of Lemma 3.2.

Proof of Lemma 3.2. To lighten the notation, we drop the subscript $n$ in $F_n$, and write $F$ throughout the proof. Before we begin the proof let us introduce some notation:

$$F_{ir}(x) := \frac{\partial}{\partial x_{ir}} F(x), \quad \text{and} \quad F_{ir, js}(x) := \frac{\partial^2}{\partial x_{ir} \partial x_{js}} F(x).$$

Equipped with these notation by mean-value theorem we have

$$F(x) - F(\hat{x}) = \int_0^1 \sum_{i \in [n], r \in [q]} (x_{ir} - \hat{x}_{ir}) F_{ir}(tx + (1 - t)\hat{x}) dt.$$ 

Thus denoting $\Delta(x) := F(x) - F(\hat{x})$, and $u_{ir}(t, x) := F_{ir}(tx + (1 - t)\hat{x})$, we have

$$\mathbb{E}_{\mu_n} \left\{ \left[ F(X) - F(\hat{X}) \right]^2 \right\} = \int_0^1 \sum_{i \in [n], r \in [q]} \mathbb{E}_{\mu_n} \left( (X_{ir} - \hat{X}_{ir}) u_{ir}(t, X) \Delta(X) \right) dt. \quad (4.1)$$

Hence to complete the proof it is enough to find upper bound on the RHS of (4.1) for each value of $t \in [0, 1]$. To this end observe that for any $i \in [n], r \in [q]$ we have

$$\mathbb{E}_{\mu_n} \left( (X_{ir} - \hat{X}_{ir}) u_{ir}(t, X^{(ir)}) \Delta(X^{(ir)}) \right) = 0,$$
where \(X^{(ir)}\) is obtained by setting \(X_{ir} = 0\) in the random vector \(X\). Therefore for each \(i \in [n], r \in [q]\) it suffices to consider the difference
\[
\mathbb{E}_{\mu_n} \left( (X_{ir} - \tilde{X}_{ir})u_{ir}(t, X)\Delta(X) - (X_{ir} - \tilde{X}_{ir})u_{ir}(t, X^{(ir)})\Delta(X^{(ir)}) \right),
\]
and show that
\[
\sup_{t \in [0, 1]} \left| \sum_{i \in [n], r \in [q]} \mathbb{E}_{\mu_n} \left( (X_{ir} - \tilde{X}_{ir})u_{ir}(t, X) - u_{ir}(t, X^{(ir)}) \right) \Delta(X^{(ir)}) \right| = o(n^2), \tag{4.2}
\]
and
\[
\sup_{t \in [0, 1]} \left| \sum_{i \in [n], r \in [q]} \mathbb{E}_{\mu_n} \left( (X_{ir} - \tilde{X}_{ir})u_{ir}(t, X(\Delta(X) - \Delta(X^{(ir)}))) \right) \right| = o(n^2). \tag{4.3}
\]
To establish (4.2), we first note that using (1.10) there exists \(C_1 < \infty\) such that
\[
\left| \mathbb{E}_{\mu_n} \left( (X_{ir} - \tilde{X}_{ir})(u_{ir}(t, X) - u_{ir}(t, X^{(ir)}))\Delta(X^{(ir)}) \right) \right| \leq C_1 n \mathbb{E}_{\mu_n} \left| u_{ir}(t, X) - u_{ir}(t, X^{(ir)}) \right|. \tag{4.4}
\]
Since
\[
u_{ir}(t, X) = t m_{ir}(x) + (1 - t) m_{ir}(\tilde{x})
= t m_{ir}(x) + (1 - t) \sum_{j \in [n], s \in [q]} J_{rs} A_n(i, j) T_s (m_j(x) + h_1, \ldots, m_j(x) + h_q),
\]
and \(m_{ir}(x)\) is free of \(\{x_{is}\}_{s \in [q]}\), by chain rule the RHS of (4.4) can be bounded by
\[
C_1 n \sum_{j \in [n], s \in [q]} \sum_{j' \in [q] \setminus [n]} \left( \frac{\partial T_s}{\partial m_j}(m_1, \ldots, m_q) \mathbb{E}_{\mu_n} \left| A_n(i, j) J_{rr'} \right| \right) \leq C_1 q^2 n \| J \|_\infty^2 \sum_{j \in [n]} |A_n(i, j)|^2,
\]
where the last step uses (3.10). This, on summing over \(i \in [n]\), and \(r \in [q]\) gives (4.2) by the mean-field assumption. Next turning to bound (4.3), we first write
\[
2(\Delta(X) - \Delta(X^{(ir)})) = \sum_{a, b, c \in [q]} J_{ab} \left[ X'_a A_n X_b - X'_a A_n X_b^{(ir)} \right] - \sum_{a, b \in [q]} J_{ab} \left[ \tilde{X}'_a A_n \tilde{X}_b - \tilde{X}'_a A_n \tilde{X}_b^{(ir)} \right] + \sum_{a, b \in [q]} J_{ab} \left[ \tilde{X}'_a A_n \tilde{X}_b^{(ir)} - X'_a A_n X_b^{(ir)} \right] + \sum_{a, b \in [q]} J_{ab} \left[ \tilde{X}'_a A_n \tilde{X}_b^{(ir)} - X'_a A_n X_b^{(ir)} \right]. \tag{4.5}
\]
Here the notation \(\tilde{X}^{(ir)}_b\) means the \(b\)th column of the matrix \(\tilde{X}^{(ir)}\). Now note for any \(a \in [q] \setminus [r]\),
\[
x_a = x_a^{(ir)},
\]
\[
x'_a A_n x_r - x'_a A_n x_r^{(ir)} = x'_a A_n x_r - x_a A_n x_r^{(ir)} = x_{ir} (A_n x_a)_i,
\]
and
\[
x'_a A_n x_r - x_r^{(ir)} A_n x_r^{(ir)} = x_{ir} (A_n x_r)_i + x_{ir} (A_n x_r^{(ir)})_i = 2 x_{ir} (A_n x_r)_i,
\]
where the last equality follows from the fact that \(A_n(i, i) = 0\). Thus recalling the definition of \(m_{ir}(\tilde{x})\), we have
By similar arguments, from (4.5), for some \( \xi \in \mathbb{R} \) such that the first step uses the fact that \( |u_{ir}(t, x)| \leq t|m_{ir}(x)| + (1 - t)|m_{ir}(\hat{x})| \), and last step follows by an application of Cauchy-Schwarz inequality. Also the mean-field assumption implies that \( \lambda_{\max}(A_n) = o(\sqrt{n}) \), and therefore we have

\[
\sum_{i \in [n]} m_{ir}(x)^2 \leq q \| J \|_\infty^2 \sum_{s \in [q]} \| A_n x_s \|_2^2 \leq q \| J \|_\infty^2 \lambda_{\max}(A_n) \sum_{s \in [q]} \| x_s \|_2^2 = o(n^2).
\]

By similar arguments, from (4.6) we deduce that

\[
\sup_{t \in [0,1]} \left| \sum_{i \in [n], r \in [q]} E_{\mu_n} \left( (X_{ir} - \hat{X}_{ir}) u_{ir}(t, X) \sum_{a, b \in [q]} J_{ab} \left[ X_a' A_n X_b - X_a' (\hat{X}_i) A_n X_b' \right] \right) \right| = o(n^2). \tag{4.7}
\]

Next we consider the second term in the RHS of (4.5), where using first order Taylor’s theorem, upon application of chain rule, followed by (3.10), gives

\[
\hat{x}_a A_n \hat{x}_r - \hat{x}_a' A_n \left( \hat{x}^{(r)} \right)_b = \sum_{j, k \in [n]} \hat{x}_{ja} A_n(j, k) \left\{ \hat{x}_{kr} - \left( \hat{x}^{(r)} \right)_{kb} \right\}
\]

for some \( \xi_{i,k,b,r} \), such that \( |\xi_{i,k,b,r}| \leq q \| J \|_\infty \). Denoting \( \| A_n \|_\infty := \sup_{i,j} |A_n(i, j)| \), and summing over \( i \in [n], a, b, r \in [q] \) this gives

\[
\sum_{a, b, r \in [q], i \in [n]} J_{ab} \left( (X_{ir} - \hat{X}_{ir}) u_{ir}(t, x) \left\{ \hat{x}_a A_n \hat{x}_r - \hat{x}_a' A_n \left( \hat{x}^{(r)} \right)_b \right\} \right) \\
= \sum_{i, k \in [n], b, r \in [q]} \left| (X_{ir} - \hat{X}_{ir}) x_{ir} m_{bk}(\hat{x}) A_n(i, k) \xi_{i,k,b,r} u_{ir}(t, x) \right| \\
\leq q \| A_n \|_\infty \| J \|_\infty \sum_{i, k \in [n], b, r \in [q]} \left( |m_{ir}(x)| + |m_{ir}(\hat{x})| \right) |m_{bk}(\hat{x})| \\
= q \| A_n \|_\infty \| J \|_\infty \left[ \left( \sum_{i \in [n], r \in [q]} |m_{ir}(x)| \right) \left( \sum_{k \in [n], b \in [q]} |m_{bk}(\hat{x})| \right) \\
+ \left( \sum_{i \in [n], r \in [q]} |m_{ir}(\hat{x})| \right) \left( \sum_{k \in [n], b \in [q]} |m_{bk}(\hat{x})| \right) \right].
\]
Now using (1.10) we obtain
\[ \sum_{i \in [n], r \in [q]} |m_{ir}(\mathbf{x})|, \sum_{i \in [n], r \in [q]} |m_{ir}(\hat{\mathbf{x}})| = O(n). \]
This together with the fact that \( \|A_n\|_\infty = o(1) \), implies that the RHS above is \( o(n^2) \), thus giving
\[ \sup_{t \in [0,1]} \left| \sum_{i \in [n], r \in [q]} \mathbb{E}_{\mu_n} \left( (X_{ir} - \hat{X}_{ir})u_{ir}(t, \mathbf{X}) \sum_{a, b \in [q]} J_{ab} \left[ \hat{X}_a^t A_n \hat{X}_b^t - \hat{X}_a^t A_n \left( \hat{X}^{(ir)} \right)_b \right] \right) \right| = o(n^2). \]  
(4.8)
Finally, considering the third term in the RHS of (4.5) and using first order Taylor’s theorem again, we also note that
\[ \hat{\mathbf{x}}_a^t A_n \left( \hat{\mathbf{x}}^{(ir)} \right)_a - \left( \hat{\mathbf{x}}^{(ir)} \right)_a = \sum_{j, k \in [n]} \left( \hat{\mathbf{x}}^{(ir)} \right)_{k b} \left( \hat{\mathbf{x}}_{j a} - \left( \hat{\mathbf{x}}^{(ir)} \right)_{j a} \right) A_n(j, k) \]
\[ = \sum_{j, k \in [n]} \left( \hat{\mathbf{x}}^{(ir)} \right)_{k b} \xi_{i, j, a, r} A_n(j, k) A_n(i, k). \]
From this, proceeding similarly as in the proof of (4.8) we have
\[ \left| \sum_{i, j, k \in [n], a, b, r \in [q]} J_{ab} \left( (x_{ir} - \hat{x}_{ir})u_{ir}(t, \mathbf{x}) \left\{ \hat{\mathbf{x}}_a^t A_n \hat{\mathbf{x}}_b^t \hat{x}_a^t A_n \left( \hat{\mathbf{x}}^{(ir)} \right)_a \right\} \right) \right| \]
\[ = \sum_{i, j, k \in [n], a, b, r \in [q]} \left| (x_{ir} - \hat{x}_{ir})x_{ir} m_{ja}(\hat{\mathbf{x}}^{(ir)}) A_n(i, k) \xi_{i, j, a, r} u_{ir}(t, \mathbf{x}) \right| \]
\[ \leq q \|A_n\|_\infty \|J\|_\infty \sum_{i, j \in [n], a, r \in [q]} (|m_{ir}(\mathbf{x})| + |m_{ir}(\hat{\mathbf{x}})|)(|\hat{m}_{ja}(\hat{\mathbf{x}}^{(ir)})|) = o(n^2) \]  
(4.9)
as before, and so
\[ \left| \sum_{i \in [n], r \in [q]} \mathbb{E}_{\mu_n} \left( (X_{ir} - \hat{X}_{ir})u_{ir}(t, \mathbf{X}) \sum_{a, b \in [q]} J_{ab} \left[ \hat{X}_a^t A_n \left( \hat{X}^{(ir)} \right)_b - \left( \hat{X}^{(ir)} \right)_a A_n \left( \hat{X}^{(ir)} \right)_b \right] \right) \right| = o(n^2). \]  
(4.10)
Finally combining (4.7), (4.8), and (4.10), the proof is complete. \( \square \)

Now we prove Lemma 3.3.

Proof of Lemma 3.3. First we prove (3.2). To this end, for any \( \mathbf{x} \in \mathcal{X}_n \) define
\[ G(\mathbf{x}) := \sum_{i \in [n], r \in [q]} (x_{ir} - \hat{x}_{ir})m_{ir}(\mathbf{x}) \]
and note that
\[ \mathbb{E}_{\mu_n} \left( (X_{ir} - \hat{X}_{ir})m_{ir}(\mathbf{X})G(\mathbf{X}^{(ir)}) \right) = 0. \]
Thus we need to show that
\[ \sum_{i \in [n], r \in [q]} \mathbb{E}_{\mu_n} \left[ (X_{ir} - \hat{X}_{ir})m_{i, r}(\mathbf{X})(G(\mathbf{X}) - G(\mathbf{X}^{(ir)})) \right] = o(n^2). \]
To this end, we first observe that
\[ G(x) - G(x^{(ir)}) = 2x_{ir}m_{ir}(x) + \sum_{j \in [n], s \in [q]} \hat{x}_{js} (m_{js}(x^{(ir)}) - m_{js}(x)) + \sum_{j \in [n], s \in [q]} (\hat{x}^{(ir)}_{js} - \hat{x}_{js}) m_{js}(x^{(ir)}). \] (4.11)

For the first term in the RHS of (4.11), proceeding as in (4.7), by a Cauchy Schwarz argument we have
\[
\left| \sum_{i \in [n], r \in [q]} (x_{ir} - \hat{x}_{ir}) x_{ir} m^2_{ir} \right| \leq \sum_{i \in [n], r \in [q]} m_{ir}(x)^2 = o(n^2),
\]
giving
\[
\mathbb{E}_{\mu_n} \sum_{i \in [n], r \in [q]} \left| (X_{ir} - \hat{X}_{ir}) X_{ir} m_{ir}(X)^2 \right| = o(n^2). \] (4.12)

For controlling the second term in the RHS of (4.11) first note that \( m_{js}(x) - m_{js}(x^{(ir)}) = A_n(i, j)J_s x_{ir} \). Thus proceeding as in (4.6) again we further have
\[
\left| \sum_{i, j \in [n], r, s \in [q]} (x_{ir} - \hat{x}_{ir}) m_{ir}(x) m_{js}(x) - m_{js}(x^{(ir)}) \right| \\
= \left| \sum_{i \in [n], r \in [q]} (x_{ir} - \hat{x}_{ir}) x_{ir} m_{ir}(x) m_{ir}(\hat{x}) \right| \\
\leq \sum_{i \in [n], r \in [q]} |m_{ir}(x)||m_{ir}(\hat{x})|.
\]
which is \( o(n^2) \) by a Cauchy Schwarz argument as in the proof of (4.7). Thus we have
\[
\mathbb{E}_{\mu_n} \sum_{i, j \in [n], r, s \in [q]} \left| (X_{ir} - \hat{X}_{ir}) m_{i,r}(X) \hat{X}_{js}(m_{js}(X) - m_{js}(X^{(ir)})) \right| = o(n^2). \] (4.13)

Finally for controlling the third term in the RHS of (4.11), applying first order Taylor’s theorem yields that \( \hat{x}_{js} - \left( \hat{x}^{(ir)}_{js} \right) = A_n(i, j)\xi_{i,j,r,s} \) with \( |\xi_{i,j,r,s}| \leq q \|J\|_\infty \). Thus we have
\[
\left| \sum_{i, j \in [n], r, s \in [q]} (x_{ir} - \hat{x}_{ir}) m_{ir}(x) m_{js}(x^{(ir)}) \right| \left\{ \hat{x}_{js} - \left( \hat{x}^{(ir)}_{js} \right) \right\} \\
\leq q \|A_n\|_\infty \|J\|_\infty \left( \sum_{i \in [n], r \in [q]} |m_{ir}(x)| \right)^2 + nq^2 \|A_n\|_\infty^2 \|J\|_\infty^2 \sum_{i \in [n], r \in [q]} |m_{ir}(x)|,
\]
which is \( o(n^2) \) by arguments similar to the proof of (4.8). This gives
\[
\mathbb{E}_{\mu_n} \sum_{i, j \in [n], r, s \in [q]} (X_{ir} - \hat{X}_{ir}) m_{i,r}(X) m_{js}(X^{(ir)}) \left\{ \hat{X}_{js} - \left( \hat{X}^{(ir)}_{js} \right) \right\} = o(n^2), \] (4.14)
which on combining with (4.12) and (4.13) completes the proof of (3.2).

Next to prove (3.3), we define
\[ \widetilde{G}_r(x) = \sum_{i \in [n]} (x_{ir} - \hat{x}_{ir}), \]
and therefore
\[ \tilde{G}_r(x) - \tilde{G}_r(x^{(ir)}) = x_{ir} - \sum_{j \in [n]} \left\{ \tilde{x}_{jr} - \left(x^{(ir)}\right)_{jr} \right\}. \]

Thus observing that
\[ \mathbb{E}_{\mu_n} \left[ (X_{ir} - \tilde{X}_{ir})(\tilde{G}_r(X) - \tilde{G}_r(X^{(ir)})) \right] = 0, \]
for any \( i \in [n], r \in [q] \), we only need to show that
\[ \sum_{i \in [n]} \mathbb{E}_{\mu_n} \left[ (X_{ir} - \tilde{X}_{ir})(\tilde{G}_r(X) - \tilde{G}_r(X^{(ir)})) \right] = o(n^2). \]

This can be done proceeding similarly as above. We omit the details. \( \square \)

Now we prove Lemma 4.1. Before going to the proof let us introduce the following notation:

For \( r \in \mathbb{N} \) and \( R > 0 \) let \( B_r(R) \) denote the Euclidean ball of radius \( R \) in dimension \( r \), i.e.
\[ B_r(R) := \{ v \in \mathbb{R}^r : \|v\|_2 \leq R \}. \]

The proof of Lemma 3.4 also requires the following standard estimate on an \( \eta \)-net \( B_r(R) \). Its proof is based on simple volumetric argument. We refer the reader to [39, Lemma 2.6] for its proof.

**Lemma 4.1.** For any \( R, \eta \in \mathbb{R}, \) and \( r \in \mathbb{N} \), there exists an \( \eta \)-net of \( B_r(R) \) of size at most \( \max \{1, (3R/\eta)^r \} \).

**Proof of Lemma 3.4.** Let \( \{\lambda_1(A_n), \ldots, \lambda_n(A_n)\} \) denote the eigenvalues of \( A_n \). Fixing \( \varepsilon \in (0, 1) \), let \( N_n \) denote the number of eigenvalues of \( A_n \) which are greater than \( \varepsilon/2 \) in absolute value. Since \( A_n \) satisfies the mean-field assumption, by Chebyshev’s inequality we have that
\[ 0 \leq \lim_{n \to \infty} \frac{N_n}{n} \leq \lim_{n \to \infty} \frac{4}{n \varepsilon^2} \sum_{i \in [n]} \lambda_i(A_n)^2 = 0. \] (4.15)

Set \( \ell = \ell_n := \lceil \log_2 \sqrt{n} \rceil \), and for \( 1 \leq k \leq \ell \) let \( I_k := \{1 \leq i \leq n : 2^{k-1} < |\lambda_i(A_n)| \leq 2^k\} \). Thus with \( I_0 := \{1 \leq i \leq n : \varepsilon/2 < |\lambda_i(A_n)| \leq 1\} \) and \( I := \cup_{k=0}^\ell I_k \), and using the fact that \( \text{tr}(A_n^2) = O(n) \), we have
\[ \sum_{k=0}^\ell |I_k| = |I| = N_n. \]

For \( 0 \leq k, j \leq \ell \), if \( I_k \neq \phi \) we let \( C_k(j) \) denote an \( \varepsilon 2^{-(k+1)} \sqrt{|I_k|} \)-net of the set \( B_{|I_k|(2^j)} \). By Lemma 4.1 we may and will assume that
\[ |C_k(j)| \leq \max \left\{ 1, \left( \frac{6}{\varepsilon} \right)^{|I_k|} \left( \frac{2^{k+j}}{\sqrt{|I_k|}} \right)^{|I_k|} \right\}. \] (4.16)

Setting
\( S_n(\varepsilon) := \bigcup_{0 \leq j_0, j_1, \ldots, j_\ell : \sum_{k=0}^\ell 2^{2j_k} \leq 5n} \{C_0(j_0) \times C_1(j_1) \times \cdots \times C_\ell(j_\ell)\} \)

we first claim that
\[ \lim_{n \to \infty} \frac{1}{n} \log |S_n(\varepsilon)| = 0. \] (4.17)
Deferring the proof of (4.17) and setting

\[ D_n(\varepsilon) := \left\{ \sum_{i \in I} \lambda_i(A_n) c_i p_i : c := (c_i)_{i \in I} \in S_n(\varepsilon) \right\}, \]

where \( p_1, p_2, \ldots, p_n \) are the eigenvectors of \( A_n \), we will now show that \( D_n(\varepsilon) \) is indeed an \( \sqrt{n\varepsilon} \)-net of \( \{A_n \mathbf{v} : \mathbf{v} \in [0, 1]^n\} \) having a sub-exponential size. Since (3.4) is immediate from (4.17), it only remains to show that \( D_n(\varepsilon) \) is a \( \sqrt{n\varepsilon} \)-net.

To this end, fix \( \mathbf{v} \in [0, 1]^n \), and expand \( \mathbf{v} \) in the basis \( \{p_1, p_2, \ldots, p_n\} \) as

\[ \mathbf{v} = \sum_{i=1}^n \alpha_i p_i, \]

where \( \alpha_1, \alpha_2, \ldots, \alpha_n \in \mathbb{R} \) satisfies

\[ \sum_{i=1}^n \alpha_i^2 = \sum_{i=1}^n v_i^2 \leq n, \tag{4.18} \]

For \( 0 \leq k \leq \ell \) setting \( s_k := \sqrt{\sum_{i \in I_k} \alpha_i^2} \), we will now find a vector \( c \in S_n(\varepsilon) \) such that

\[ \left\| A\mathbf{v} - \sum_{i \in I} \lambda_i(A_n) c_i p_i \right\|_2 \leq \sqrt{n\varepsilon}. \]

If \( I_k \neq \emptyset \) for some \( k \), setting \( j_k := \max(0, \lceil \log_2 s_k \rceil) \) we note that \( (\alpha_i, i \in I_k) \in \mathcal{B}_I(2^j_k) \), and so there exists \( (c_i, i \in I_k) \in \mathcal{C}_I(j_k) \) such that

\[ \sum_{i \in I_k} (\alpha_i - c_i)^2 \leq \frac{|I_k| \varepsilon^2}{2^{2j_k+2}}. \tag{4.19} \]

By our choice of \( j_k \) we have \( 2^{jk} \leq 2s_k \) if \( s_k \geq 1 \), and \( j_k = 0 \) if \( s_k < 1 \). This gives

\[ \sum_{k=0}^\ell 2^{jk} = \sum_{k:j_k=0} 2^{jk} + \sum_{k:j_k \geq 1} 2^{jk} \leq \ell + 4 \sum_{k=0}^\ell s_k^2 \leq \ell + 4 \sum_{i=1}^n \alpha_i^2 \leq 5n, \]

where the last step uses (4.18). Thus we have shown that \( c = (c_i)_{i \in I} \in S_n(\varepsilon) \). Finally, recalling that \( |\lambda_i(A_n)| \leq 2^k \) for any \( i \in I_k \), we note

\[ \left\| A\mathbf{v} - \sum_{i \in I} \lambda_i(A_n) c_i p_i \right\|_2 \leq \sum_{k=0}^\ell \sum_{i \in I_k} \lambda_i(A_n)^2 (\alpha_i - c_i)^2 + \sum_{i \notin I} \lambda_i(A_n)^2 \alpha_i^2 \]

\[ \leq \frac{\varepsilon^2}{4} \sum_{k=0}^\ell 2^{2k} \frac{|I_k|}{2^{2j_k}} + \frac{\varepsilon^2}{4} \sum_{i=1}^n \alpha_i^2 \]

\[ \leq (N_n + n) \frac{\varepsilon^2}{2} \leq \frac{n\varepsilon^2}{2}, \]

where the first two inequalities follow by an use of (4.19) and (4.18), respectively. Thus we have shown that \( D_n(\varepsilon) \) is indeed an \( \sqrt{n\varepsilon} \)-net.
Therefore to complete the proof it suffices to show (4.17). To this effect, fix any \( j_0, j_1, j_2, \ldots, j_\ell \) such that \( \sum_{k=0}^\ell 2^{2j_k} \leq 5n \), and set \( K = K(j_0, j_1, \ldots, j_\ell) := \{ 0 \leq k \leq \ell : 6 \times 2^{k+j_k} \geq \varepsilon \sqrt{|I_k|} \} \). Thus we have

\[
\log |C_0(j_0) \times C_1(j_1) \times \cdots \times C_\ell(j_\ell)| \leq \sum_{k \in K} |I_k| \log \left( \frac{6 \times 2^{k+j_k}}{ \varepsilon \sqrt{|I_k|}} \right) \tag{4.20}
\]

Further denote \( N'_n = N'_n(j_0, j_1, \ldots, j_\ell) := \sum_{k \in K} |I_k| \), and obviously \( N'_n \leq N_n \). Now using Jensen’s inequality, applied for \( \log(\cdot) \), we have

\[
\frac{1}{N'_n} \sum_{k \in K} |I_k| \log \left( \frac{6 \times 2^{k+j_k}}{ \varepsilon \sqrt{|I_k|}} \right) \leq \log \left( \frac{6 \times 2^{k+j_k}}{ \varepsilon N'_n} \sum_{k \in K} 2^{k+j_k} \sqrt{|I_k|} \right) \leq \log \left( \frac{6 \times 2^{k+j_k}}{ \varepsilon \sum_{k \in K} 2^{k+j_k} |I_k|} \right),
\]

where the last step follows by Cauchy-Schwarz’s inequality. Since for any \( k \geq 1 \), and any \( i \in I_k \), we have \( |\lambda_i(A_n)| \geq 2^{-k-1} \), we therefore deduce that

\[
\sum_{k=0}^\ell 2^{2k} |I_k| \leq |I_0| + 4 \sum_{k=1}^\ell \sum_{i \in I_k} |\lambda_i(A_n)|^2 \leq N_n + 4 \sum_{i=1}^n \lambda_i(A_n)^2.
\]

Now note that Assumption 1.3 in particular implies that \( \sum_{i=1}^n \lambda_i(A_n)^2 \leq Cn \) for some positive constant \( C \). Therefore recalling that \( \sum_{k=0}^\ell 2^{2j_k} \leq 5n \), using (4.20), and (4.21), we deduce that

\[
\log |C_0(j_0) \times C_1(j_1) \times \cdots \times C_\ell(j_\ell)| \leq N'_n \left( \log \frac{6}{\varepsilon} \right) + N_n \log \frac{n \sqrt{5(4C + 1)}}{N'_n}
\]

\[
\leq N_n \left( \log \frac{6}{\varepsilon} \right) + N_n \log \frac{n \sqrt{5(4C + 1)}}{N'_n},
\]

where the last step uses the facts that \( \lim_{n \to \infty} \frac{N_n}{n} = 0 \), and \( x \mapsto x \log(1/x) \) is increasing near 0. Therefore from the definition of the set \( S_n(\varepsilon) \) it now follows that

\[
|S_n(\varepsilon)| \leq (1 + \ell)^{1+\ell} \exp \left[ N_n \left( \log \frac{6}{\varepsilon} \right) + N_n \log \frac{n \sqrt{5(4C + 1)}}{N'_n} \right].
\]

Now using the fact that \( \lim_{n \to \infty} \frac{N_n}{n} = 0 \) again the proof completes. \( \square \)

**Remark 4.1.** Note that the proof of Lemma 3.4 goes through as long as the following hold:

\[
\frac{1}{n} \sum_{i=1}^n \delta_{\lambda_i(A_n)} \overset{w}{\rightarrow} \delta_0, \quad \limsup_{n \to \infty} \frac{1}{n} \sum_{i=1}^n |\lambda_i(A_n)|^2 < \infty. \tag{4.23}
\]

For example, if \( A_n \) is the adjacency matrix of the \( n \)-star graph \( K_{1,n-1} \) then it does not satisfy the mean-field assumption. Indeed, this follows from observing that

\[
\frac{1}{n} \sum_{i=1}^n \lambda_i^2(A_n) = \frac{2|E(K_{1,n-1})|}{n} \to 2.
\]

However, all but 2 of the eigenvalues of the adjacency matrix are zero. Therefore (4.23) holds here, and hence proof of Lemma 3.4 goes through unchanged in this case. For the \( n \)-star graph, one can directly check that the mean-field approximation (1.8) is tight. In light of this and similar other examples, we believe the mean-field assumption can be weakened to (4.23), and we conjecture that the conclusion of Theorem 1.1 continues to hold as long as (4.23) holds.
5. PROOF OF APPLICATIONS

5.1. Proofs of Theorem 2.1 and Theorem 2.2. In this section we compute the limiting log partition function for asymptotically regular graphs. This is followed by the proof of large deviation principle for the empirical measure of the colors for such graphs.

Proof of Theorem 2.1. (a) Since $A_n$ satisfies the mean-field assumption, applying Theorem 1.1 we get

$$
\lim_{n \to \infty} \frac{1}{n} [\Phi_n(J,h) - \sup_{q \in \mathcal{P}(\{q\})^n} M_n^{J,h}(q)] = 0.
$$

Proceeding to estimate $M_n^{J,h}(q)$, fixing $\delta > 0$, we denote

$$
A_n^{(\delta)}(i,j) := A_n(i,j)1_{|R_n(i) - 1| \leq \delta}1_{|R_n(j) - 1| \leq \delta}.
$$

Thus we have

$$
\frac{1}{n} \sum_{r=1}^{n} \sum_{i,j=1}^{n} A_n(i,j)q_i(r)q_j(r)
\leq \frac{1}{n} \sum_{r=1}^{n} \sum_{i,j=1}^{n} A_n^{(\delta)}(i,j)q_i(r)q_j(r) + \frac{1}{n} \sum_{i:|R_n(i) - 1| > \delta} \sum_{r=1}^{n} \sum_{j=1}^{n} A_n(i,j)q_i(r)q_j(r)
\leq \frac{1}{n} \sum_{j:|R_n(j) - 1| > \delta} \sum_{r=1}^{n} \sum_{i=1}^{n} A_n(i,j)q_i(r)q_j(r)
\leq \frac{2q}{n} \sum_{i:|R_n(i) - 1| > \delta} R_n(i) \leq \frac{2q}{n} \left[ \sum_{i=1}^{n} R_n(i) - (1 - \delta) \sum_{i=1}^{n} 1_{|R_n(i) - 1| \leq \delta} \right] = 2qa_n^{(\delta)},
$$

(5.1)

Note that the second term in the RHS of (5.1) is bounded above by

$$
\frac{2q}{n} \sum_{i:|R_n(i) - 1| > \delta} R_n(i) \leq \frac{2q}{n} \left[ \sum_{i=1}^{n} R_n(i) - (1 - \delta) \sum_{i=1}^{n} 1_{|R_n(i) - 1| \leq \delta} \right] = 2qa_n^{(\delta)},
$$

(5.2)

where

$$
a_n^{(\delta)} := \frac{1}{n} \left[ \sum_{i=1}^{n} R_n(i) - (1 - \delta) \sum_{i=1}^{n} 1_{|R_n(i) - 1| \leq \delta} \right].
$$

Considering the first term in the RHS of (5.1), and noting that $A_n^{(\delta)}$ is a symmetric entries with non negative matrix whose row sums are bounded by $1 + \delta$, we apply Gershgorin circle theorem to obtain

$$
\frac{1}{n} \sum_{r=1}^{n} \sum_{i,j=1}^{n} A_n^{(\delta)}(i,j)q_i(r)q_j(r) \leq \frac{1 + \delta}{n} \sum_{r=1}^{n} \sum_{i=1}^{n} q_i(r)^2.
$$

(5.3)

Combining (5.2)-(5.3), along with the expression for $M_n^{J,h}(q)$, we get

$$
\sup_{q \in \mathcal{P}(\{q\})^n} \frac{1}{n} M_n^{J,h}(q) \leq \sup_{q \in \mathcal{P}(\{q\})^n} \left\{ \frac{\beta}{2} \sum_{r=1}^{n} q(r)^2 + \sum_{r=1}^{n} h_q q(r) - \sum_{r=1}^{n} q(r) \log q(r) \right\} + \frac{q\beta}{2} \left( \delta + 2a_n^{(\delta)} \right).
$$

(5.4)
Now note that \( a_n^{(δ)} \to δ \) as \( n \to ∞ \) by \((2.1)-(2.2)\). Thus taking limits as \( n \to ∞ \) on both sides of \((5.4)\), we get

\[
\limsup_{n \to ∞} \sup_{q \in P(\{|q|\})} \frac{1}{n} M_n^{J,h}(q) \leq \sup_{q \in P(\{|q|\})} \left\{ \frac{β}{2} \sum_{r=1}^{q} q(r)^2 + \sum_{r=1}^{q} h_r q(r) - \sum_{r=1}^{q} q(r) \log q(r) \right\} + 2qβδ,
\]

from which the upper bound of \((2.3)\) follows, as \( δ > 0 \) is arbitrary.

For the lower bound, taking a supremum over all \( q = \prod_{r=1}^{q} q_i \) such that \( q_i \) is same for all \( i \), we have

\[
\sup_{q \in P(\{|q|\})} \frac{1}{n} M_n^{J,h}(q) \geq \sup_{q \in P(\{|q|\})} \left\{ \frac{β}{2} \sum_{r=1}^{q} q(r)^2 \frac{1}{n} \sum_{i=1}^{n} \mathcal{R}_n(i) + \sum_{r=1}^{q} h_r q(r) - \sum_{r=1}^{q} q(r) \log q(r) \right\},
\]

which on dividing by \( n \), and taking limits using \((2.2)\), gives the lower bound in \((2.3)\). This completes the proof of part (a).

(b) To prove part (i), we note that \( \mathcal{R}_n(i) = 1 \) for all \( i \in [n] \), and thus both \((2.1)\) and \((2.2)\) hold trivially.

Turning to prove part (ii), note that \( \mathcal{R}_n(i) = d_i(G_n) / n p_n \) with \( d_i(G_n) \) denoting the degree of vertex \( i \in [n] \). Since the number of edges \( |E_n| \) has a \( \text{Bin}((\frac{n}{2}), p_n) \) distribution,

\[
\frac{1}{n} \sum_{i=1}^{n} \mathcal{R}_n(i) = \frac{2|E_n|}{n^2 p_n} \to 1, \quad \text{in probability}.
\]

This verifies \((2.2)\). To check \((2.1)\), fixing \( δ > 0 \), it suffices to check that \( \lim_{n \to ∞} \frac{1}{n} \mathbb{E} N_n^{(δ)} = 0 \), where

\[
N_n^{(δ)} := \sum_{i=1}^{n} 1_{|d_i(G_n) − np_n| > np_n δ}.
\]

This follows using Chebyshev’s inequality:

\[
\frac{1}{n} \mathbb{E} N_n^{(δ)} = \frac{1}{n} \sum_{i \in [n]} \mathbb{P}(|d_i(G_n) − np_n| > np_n δ) \leq \frac{(n-1)p_n(1-p_n)}{n^2 p_n^2 δ^2} \to 0,
\]

as \( np_n \to ∞ \).

Now as an application of Theorem 2.1, we derive the following large deviation principle. As a byproduct we also get an exponential concentration of the average sample spins in Ising model.

**Proof of Theorem 2.2.** (a) The proof of this theorem is based on Baldi’s theorem (cf. [25, Theorem 4.5.20]). To this end, we first need to compute logarithmic moment generating function. Fixing a vector \( t = (t_1, t_2, \ldots, t_q) \in \mathbb{R}^q \), using Theorem 2.1, one has

\[
\frac{1}{n} \log \mathbb{E} e^{\sum_{r=1}^{q} t_r L_n(r)} = \frac{1}{n} \left[ \Phi_n(J, h + t) − \Phi_n(J, h) \right]
\]

\[
\xrightarrow{n \to ∞} \sup_{q \in P(\{|q|\})} \left[ \frac{β}{2} \sum_{r=1}^{q} q(r)^2 - \sum_{r=1}^{q} q(r) \log q(r) + \sum_{r=1}^{q} (h_r + t_r) q(r) \right]
- \sup_{q \in P(\{|q|\})} \left[ \frac{β}{2} \sum_{r=1}^{q} q(r)^2 - \sum_{r=1}^{q} q(r) \log q(r) + \sum_{r=1}^{q} h_r q(r) \right].
\]
Denoting the RHS above by $\Lambda(t)$ we note that
\[
\Lambda(t) = \sup_{\mu \in \mathcal{P}([q])} \left\{ \sum_{r \in [q]} t_r \mu_r - \tilde{I}_{\beta,h}(\mu) \right\}.
\]
Therefore, applying the duality lemma (see [25, Lemma 4.5.8]), we have
\[
\tilde{I}_{\beta,h}(\mu) = \sup_{t \in \mathbb{R}^q} \left\{ \sum_{r \in [q]} t_r \mu_r - \Lambda(t) \right\}.
\]
Next note that the set $\mathcal{P}([q])$ being compact, the law of $L_n(\cdot)$ is automatically exponentially tight. Thus using the fact that $\Lambda(t) < \infty$ for all $t \in \mathbb{R}^q$, applying [25, Theorem 4.5.20(a)] we obtain that for any closed set $F \subset \mathcal{P}([q])$,
\[
\limsup_{n \to \infty} \frac{1}{n} \log \mu_n(L_n \in F) \leq - \inf_{\mu \in F} \tilde{I}_{\beta,h}(\mu).
\]
To derive the lower bound we use part (b) of [25, Theorem 4.5.20]. To this end, we note that it is enough to prove that any $\mu \in \mathcal{P}([q])$ is an exposed point of $\tilde{I}_{\beta,h}(\cdot)$, i.e. for any $\nu \in \mathcal{P}([q])$ with $\mu \neq \nu$ there exists $t \in \mathbb{R}^q$ such that
\[
\sum_{r \in [q]} \left\{ \frac{\beta}{2} \sum_{r=1}^q \mu_r^2 - \sum_{r=1}^q \mu_r \log \mu_r + \sum_{r=1}^q (h_r + t_r) \mu_r \right\} > \sum_{r \in [q]} \left\{ \frac{\beta}{2} \sum_{r=1}^q \nu_r^2 - \sum_{r=1}^q \nu_r \log \nu_r + \sum_{r=1}^q (h_r + t_r) \nu_r \right\}.
\]
This follows on noting the existence of $r \in [q]$ such that $\mu_r > \nu_r$, and then choosing $t_r$ large enough for all $r$ such that $\mu_r > \nu_r$, and $t_r = 0$ for all $r$ such that $\mu_r \leq \nu_r$.

Now to prove (2.4), we note that the function $\mu \mapsto I_{\beta,h}(\mu)$ is a non constant analytic function on a compact set, an thus the infimum is attained on a finite set $K_{\beta,h}$. Thus (2.4) follows from the large deviation principle on noting that the set $\{ \nu \in \mathcal{P}([q]) : \min_{\mu \in K_{\beta,h}} \| \nu - \mu \|_\infty \geq \delta \}$ is closed.

(b) By the last conclusion of part (a) it suffices to minimize the function $I_{\beta,h}(\mu)$. To begin introduce the variable $m = \mu_1 - \mu_2 \in [-1,1]$ and note that
\[
I_{\beta,h}(\mu) = -\frac{\beta}{4} m^2 - \frac{B}{2} m + H(m) - \left[ \frac{\beta}{4} - \frac{h_1 + h_2}{2} \right].
\]
The optimization of this function has been carried out in [21, Section 1.1.3], where it is shown that optimum is at $m = 0$ for $\beta \leq 2$, $B = 0$, at $m = \pm m_{\beta,2/0}$ for $\beta > 2$, $B = 0$, and at $m = m_{\beta/2,B/2}$ for $\beta > 0$, $B \neq 0$. This, along with the symmetry of the Ising model for $B = 0$ completes the proof of part (b).

5.2. Proofs of Theorem 2.3 and Theorem 2.4. In this section we prove the convergence of log partition function for bi-regular bipartite graphs, followed by the same for a sequence of graphs converging in cut metric.

Proof of Theorem 2.3. To begin first note that (2.5), along with $a_n c_n = (n - a_n) d_n$ implies $c_n = \Theta(d_n)$, and therefore we deduce that $c_n$ and $d_n$ individually converge to $\infty$, as $n \to \infty$. This further implies that $|E_n| = a_n c_n \gg n$. Thus Corollary 1.2 is applicable, and it suffices only to consider the asymptotics of $\sup_{q \in \mathcal{P}([q])} M_n^{\beta,B}(q)$. For computing the supremum in this setting, denoting
\[ b_n := n - a_n \] we have
\[
M_n^{\beta,B}(q) = \beta \sum_{i \in [a_n], j \in [b_n], r \in [2]} q_i^{(1)}(r) q_j^{(2)}(r) A_n(i, j) - \sum_{i \in [a_n], r \in [2]} q_i^{(1)}(r) \log q_i^{(1)}(r) - \sum_{j \in [b_n], r \in [2]} q_j^{(2)}(r) \log q_j^{(2)}(r).
\]

Introducing variables \( s_i^{(1)} := q_i^{(1)}(1) - q_i^{(1)}(2) \), and \( s_j^{(2)} := q_j^{(2)}(1) - q_j^{(2)}(2) \), and noting that
\[
\sum_{k \in [2]} q_i^{(1)}(k) = \sum_{k \in [2]} q_j^{(2)}(k) = 1,
\]
the RHS above becomes
\[
= \frac{\beta}{2} \sum_{i \in [a_n], j \in [b_n]} (1 + s_i^{(1)} s_j^{(2)}) A_n(i, j) + \sum_{i \in [a_n]} H(s_i^{(1)}) + \sum_{j \in [b_n]} H(s_j^{(2)})
\]
\[
= \frac{\beta}{2} \sum_{i \in [a_n], j \in [b_n]} s_i^{(1)} s_j^{(2)} A_n(i, j) + \sum_{i \in [a_n]} H(s_i^{(1)}) + \sum_{j \in [b_n]} H(s_j^{(2)}) + \frac{\beta}{2} \frac{a_n c_n}{c_n + d_n}. \tag{5.5}
\]

Hence, it suffices to maximize (5.5) over the set \( \{s_i^{(1)} \in [-1, 1], i \in [a_n]; s_j^{(2)} \in [-1, 1], j \in [b_n]\} \).

Fixing \( n \) first note that the optimum occurs at an interior point where \( s_i^{(1)} \in (-1, 1), s_j^{(2)} \in (-1, 1) \), for any \( i \in [a_n], j \in [b_n] \). This is due to the facts that for any \( i \in [a_n], \) we have
\[
\frac{\partial}{\partial s_i^{(1)}} M_n^{\beta,B}(s_i^{(1)} \to -1 +) = +\infty, \quad \frac{\partial}{\partial s_i^{(1)}} M_n^{\beta,B}(s_i^{(1)} \to 1-) = -\infty,
\]
and a similar argument holds for \( s_j^{(2)} \) for \( j \in [b_n] \), as well. Thus differentiating with respect to \( s_i^{(1)}, s_j^{(2)} \) and equating to 0, any optimum satisfies the following equations
\[
s_i^{(1)} = \tanh \left( \beta \sum_{j \in [b_n]} A_n(i, j) s_j^{(2)} \right), \tag{5.6}
\]
\[
s_j^{(2)} = \tanh \left( \beta \sum_{i \in [a_n]} A_n(i, j) s_i^{(1)} \right). \tag{5.7}
\]

We now split the proof into four different cases.

**Case 1:** \( \beta > 0, \) and \( \beta^2 p(1-p) < 1. \)

Since \( \beta > 0, \) and \( H(x) = H(-x), \) without loss of generality we can assume that for any optimum we have \( s_i^{(1)}, s_j^{(2)} \geq 0. \) Next combining (5.6), and (5.7), for every \( i \in [a_n] \) we get
\[
s_i^{(1)} = \tanh \left( \beta \sum_{j \in [b_n]} A_n(i, j) \tanh \left( \beta \sum_{k \in [a_n]} A_n(j, k) s_k^{(1)} \right) \right). \tag{5.8}
\]

Letting \( s_{i_0}^{(1)} := \arg \max_{i \in [a_n]} s_i^{(1)} \), (5.8) further yields
\[
s_{i_0}^{(1)} = \tanh \left( \beta \sum_{j \in [b_n]} A_n(i, j) \tanh \left( \beta \sum_{k \in [a_n]} A_n(j, k) s_k^{(1)} \right) \right)
\leq \tanh \left( \beta \sum_{j \in [b_n]} A_n(i, j) \tanh \left( \beta \sum_{k \in [a_n]} A_n(j, k) s_{i_0}^{(1)} \right) \right)
= \tanh \left( \beta \frac{c_n}{c_n + d_n} \tanh \left( \beta s_{i_0}^{(1)} \frac{d_n}{c_n + d_n} \right) \right) =: \eta_{\beta \frac{c_n}{c_n + d_n}}(s_{i_0}^{(1)}). \tag{5.9}
\]
It is easy to note that
\[
\left\| \frac{d\eta_{\beta, d_n}}{ds}_{c_n + d_n} (s) \right\|_\infty = \beta^2 \frac{c_n d_n}{(c_n + d_n)^2} \xrightarrow{n \to \infty} \beta^2 p(1 - p) < 1.
\]
Thus \( s \mapsto \eta_{\beta, d_n}^{c_n + d_n}(s) \) is a contraction. This implies that for any \( s > 0 \)
\[
\eta_{\beta, d_n}^{c_n + d_n}(s) = \left| \eta_{\beta, d_n}^{c_n + d_n}(s) - \eta_{\beta, d_n}^{c_n + d_n}(0) \right| < |s - 0| = s,
\]
for all large \( n \). Using (5.9), for large \( n \), we therefore deduce that \( s_i^{(1)} \) must be equal to zero. This
further implies that \( s_i^{(1)} \) must be equal to zero for all \( i \in [a_n] \). Similar arguments hold for \( s_j^{(2)} \),
proving \( s_j^{(2)} = 0 \) for all \( j \in [b_n] \). Plugging in the values of \( s_i^{(1)} \), and \( s_j^{(2)} \) in the RHS of (5.5) we have
\[
\sup_{q \in \mathcal{P}([q])^n} M_{n, 0}^\beta(q) = \frac{\beta}{2} \frac{a_n c_n}{c_n + d_n} + n \log 2,
\]
which on dividing by \( n \) and taking limits proves Case 1.

**Case 2:** \( \beta < 0 \), and \( \beta^2 p(1 - p) < 1 \).
Note that one can rewrite \( M_{n, 0}^\beta(q) \) as
\[
\frac{(-\beta)}{2} \sum_{i \in [a_n], j \in [b_n]} s_i^{(1)}(-s_j^{(2)}) A_n(i, j) + \sum_{i \in [a_n]} H(s_i^{(1)}) + \sum_{j \in [b_n]} H(-s_j^{(2)}) + \frac{\beta}{2} \frac{a_n c_n}{c_n + d_n}.
\]
Since \( \beta < 0 \), one can argue that for any optimum we must have \( s_i^{(1)} \) and \( -s_j^{(2)} \) non negative for all
\( i \in [a_n] \), and \( j \in [b_n] \). The rest of the arguments is similar to Case 1. We omit the details.

**Case 3:** \( \beta > 0 \), and \( \beta^2 p(1 - p) > 1 \).
We begin by noting that
\[
\frac{d\eta_{\beta, d_n}}{ds}_{c_n + d_n}(s) = \beta^2 \frac{c_n d_n}{(c_n + d_n)^2} \operatorname{sech}^2 \left( \frac{\beta s d_n}{c_n + d_n} \right) \operatorname{sech}^2 \left( \frac{\beta s d_n}{c_n + d_n} \right),
\]
which is decreasing in \( s \), and goes to zero as \( s \to \infty \). Further noting that
\[
\left. \frac{d\eta_{\beta, d_n}}{ds}_{c_n + d_n}(s) \right|_{s=0} = \beta^2 \frac{c_n d_n}{(c_n + d_n)^2} \xrightarrow{n \to \infty} \beta^2 p(1 - p) > 1,
\]
we deduce that there is a unique positive root of the equation \( s = \eta_{\beta, d_n}^{c_n + d_n}(s) \), denoted by \( s_{\beta, c_n + d_n} \),
for all \( n \) large enough. Also (5.9) implies
\[
\max_{i \in [a_n]} s_i^{(1)} = s_i^{(1)} \leq s_{\beta, c_n + d_n}.
\]
By a similar argument we also deduce
\[
\min_{i \in [a_n]} s_i^{(1)} \geq s_{\beta, c_n + d_n},
\]
and so \( s_i^{(1)} = s_{\beta, c_n + d_n} \) for all \( i \in [a_n] \). Plugging in this solution in (5.7) gives \( s_j^{(2)} = s_{\beta, c_n + d_n} \) for all
\( j \in [b_n] \). Thus the optimum solution is
\[
s_i^{(1)} = s_{\beta, c_n + d_n}, \quad \text{for all } i \in [a_n], \quad s_j^{(2)} = s_{\beta, c_n + d_n}, \quad \text{for all } j \in [b_n].
\]
Plugging in this optimal solution in the RHS of (5.5) gives
\[ \sup_{q \in \mathcal{P}(\{q\})^n} M_n^{\beta,0}(q) = \frac{\beta a_n c_n}{2(c_n + d_n)} \left\{ 1 + s_{\beta, c_n + d_n} s_{\beta, c_n + d_n} \right\} + a_n H \left( s_{\beta, c_n + d_n} \right) + b_n H \left( s_{\beta, c_n + d_n} \right), \]
from which part (b) follows on dividing by \( n \) and taking limits, on noting that the function \( p \mapsto s_{\beta,p} \) is continuous.

**Case 4:** \( \beta < 0 \), and \( \beta^2 p(1-p) > 1 \).
This can be done by combining the arguments of **Case 2**, and **Case 3**. We omit the details.

Note that the above four cases complete the proof, barring the convergence of \( \Phi_n(\beta,0) \) at \( \beta = \pm \beta_c(p) = \pm \sqrt{p(1-p)} \). To complete the proof first we use the fact that \( |\tanh(x)| < |x| \), for any \( x \neq 0 \), and deduce that \( s_{\beta, p} \to 0 \), as \( \beta \to \pm \beta_c \). This implies that
\[ \Phi(\beta,0) := \frac{\beta p(1-p)}{2} + \frac{|\beta| p(1-p)}{2} \bar{s}_{\beta,|p|} \bar{s}_{\beta,1-p} + p H(\bar{s}_{\beta,|p|}) + (1-p) H(\bar{s}_{\beta,1-p}) \]
is continuous for all \( \beta \). Since \( \{\Phi_n(\cdot,0)\} \) are convex functions, and limit of such functions is also a convex function, using the fact that \( \lim_{n \to \infty} \frac{1}{n} \Phi_n(\beta,0) < \infty \) at \( \beta = \pm \beta_c(p) \), the proof completes by a standard analysis argument. \( \square \)

**Remark 5.1.** Even though we do not pursue it here, by combining the arguments of Theorem 2.1 and Theorem 2.3 one should be able to prove Theorem 2.3 for a sequence asymptotically bi-regular bipartite graphs. We believe a similar universality result for the limiting log partition function for the \( q \) Potts model holds for general \( q \)-partite graphs as well, though proving it will require an analysis of fixed points in \( q \) dimensional equations for \( q > 2 \).

Finally we prove Theorem 2.4.

**Proof of Theorem 2.4.** By assumption \( W_{n,A_n} \) converges to \( W \) in the cut metric, and therefore by [8, Proposition C5 and Proposition C15], we have \( \lim_{n \to \infty} \frac{|E_n|}{n} = \infty \). Thus applying Corollary 1.2, we note that it suffices to show
\[ \lim_{n \to \infty} \frac{1}{n} \sup_{q \in \mathcal{P}(\{q\})^n} M_n^{J,h}(q) = \sup_{\rho \in \mathcal{F}P_q} F^{J,h}(W, \rho). \]  
(5.10)
To this end, setting \( \rho_r(x) = q_i(r) \) for \( \left( \frac{i-\frac{1}{n}}, \frac{i+\frac{1}{n}} \right] \) for each \( 1 \leq r \leq q, 1 \leq i \leq n \), we note that
\[ \frac{1}{n} M_n^{J,h}(q) = F^{J,h}(W_{n,A_n}, \rho). \]  
(5.11)
Since \( nW_{A_n} \) converges to \( W \) in the cut metric we have
\[ \sup_{\rho \in \mathcal{F}P_q} |F^{J,h}(W_{n,A_n}, \rho) - F^{J,h}(W, \rho)| \to 0. \]  
(5.12)
This implies that
\[ \lim_{n \to \infty} \frac{1}{n} \sup_{q \in \mathcal{P}(\{q\})^n} M_n^{J,h}(q) \leq \sup_{\rho \in \mathcal{F}P_q} F^{J,h}(W, \rho). \]
Thus to establish (5.10), we need to prove the other side of the inequality. Turning to prove the same, we note that it suffices to show that given any \( \rho \in \mathcal{F}P_q \) there exists \( \rho^{(n)} \in \mathcal{F}P_{q_n} \), with \( \rho_r \) being constant on \( \left( \frac{i-\frac{1}{n}}, \frac{i+\frac{1}{n}} \right] \) for \( 1 \leq i \leq n, 1 \leq r \leq q \), such that
\[ \lim_{n \to \infty} F^{J,h}(W, \rho^{(n)}) = F^{J,h}(W, \rho). \]  
(5.13)
Indeed, using (5.11), we deduce that, for any \( \rho \in \mathbb{FP}_q \)
\[
F^{J,h}(W,\rho) \leq \left| F^{J,h}(W,\rho) - F^{J,h}(W_{nA_n},\rho^{(n)}) \right| + \frac{1}{n} M^{J,h}_{n}(\rho).
\]
Next taking a supremum over \( q \in \mathcal{P}([q]^n) \), followed by a liminf on the both sides, and using (5.12), and (5.13), we further obtain that
\[
F^{J,h}(W,\rho) \leq \liminf_{n \to \infty} \frac{1}{n} \sup_{q \in \mathcal{P}([q]^n)} M^{J,h}_{n}(\rho).
\]
Next taking another supremum over \( \rho \in \mathbb{FP}_q \), we complete the proof of (5.10).
Now it only remains to establish (5.13). A standard measure theoretic arguments yields the existence \( \rho^{(n)} \in \mathbb{FP}_q \), with \( \rho_{r} \) being constant on \( \left( \frac{r-1}{n}, \frac{r}{n} \right] \) for \( 1 \leq i \leq n, 1 \leq r \leq q \), such that
\[
\lim_{n \to \infty} \max_{r=1}^{q} \left| \rho^{(n)}_{r}(x) - \rho_{r}(x) \right| = 0, \text{ Lebesgue almost surely.} \tag{5.14}
\]
Therefore, noting \( \| \mathbb{W} \|_1 < \infty \), using dominated convergence theorem, and the fact that the function \( x \mapsto x \log x \) is continuous on \( [0, 1] \) we prove (5.13). This completes the proof of the theorem. \( \square \)
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