Neutral Excitations of Quantum Hall States: a Density Matrix Renormalization Group Study
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We use the dynamical structure factors of the quantum Hall states at $\nu = 1/3$ and $\nu = 1/2$ in the lowest Landau level to study their excitation spectrum. Using the density matrix renormalization group in combination with the time-dependent variational principle on an infinite cylinder geometry, we extract the low energy properties. At $\nu = 1/3$, a sharp magnetoroton mode and the two-roton continuum are present and the finite-size effects can be understood using the fractional charge of the quasi-particle. At $\nu = 1/2$, we find low energy modes with linear dispersion and the static structure factor $\tilde{s}(q) \sim (q\ell)^3$ in the limit $q\ell \to 0$. The properties of these modes agree quantitatively with the predictions of the composite-fermion theory placed on the infinite cylinder.
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I. INTRODUCTION

Quantum Hall (QH) states are a beautiful set of strongly correlated phenomena in condensed matter physics exhibiting topological order, fractionally charged quasi-particles and fractional statistics. An example of such physics is obtained in the lowest Landau level around half-filling where one finds a series of fractional QH (FQH) states at Jain filling fractions $\nu_+ = p/(2p+1)$ and $\nu_- = (p+1)/(2p+1)$ that accumulate at the gapless point at $\nu = 1/2$ in the limit $p \to \infty$.

The theory of composite-fermions (CFs),[1–8] traditionally formed by attaching an even number of flux quanta to fermions, has been a successful organizing principle in explaining the phenomenology of many QH states. For example, the Jain sequence at filling fractions $\nu_+$ and $\nu_-$ at can be interpreted as $p$ and $-(p+1)$ filled Landau levels (LL) of composite-fermions respectively.[9] Their accumulation point at $\nu = 1/2$ corresponds to CFs in an effective zero magnetic field. The QH state at this filling fraction corresponds to a compressible and apparently particle-hole symmetric state (within a Landau level) characterized by the presence of a CF Fermi surface.

Verifying the predictions of CF theory is of crucial importance, and various techniques such as the model wavefunctions,[6] exact diagonalization[10, 11] and density matrix renormalization group[12] (DMRG) have been employed in previous studies. However, studying the gapless QH state at $\nu = 1/2$ is challenging, since the low energy properties must be extracted. As such, the model wavefunctions may not provide a quantitative picture and the exact diagonalization is limited by the finite size. On the other hand, DMRG studies have found evidence for the presence of a circular Fermi surface and the emergent gauge field in the static properties of the ground state.[12] Nevertheless, a quantitative comparison between the CF theory and the numerics is lacking.

In this paper, we compute the dynamical correlation functions of the QH states at $\nu = 1/3$ and $\nu = 1/2$ on an infinite cylinder[13] using a combination of DMRG and the time-dependent variational principle (TDVP).[14–16] Such a geometry has the advantage of having a thermodynamic limit in one of the two spatial directions. By computing the dynamical structure factor, we obtain the neutral excitation spectra at the two filling fractions and compare them with the theory. Our results for the Laughlin QH state $\nu = 1/3$ can be understood in terms of fractionally charged quasi-particles that do not require the CF theory per se.[17] On the other hand, a quasi-1D version of the CF theory[12] makes precise quantitative predictions at low energies at $\nu = 1/2$. We provide compelling evidence for CFs by showing an agreement between the theory and numerics.

At $\nu = 1/3$, the primary low energy neutral excitation above the Laughlin FQH ground state is the magne-
toroton mode formed by binding a quasi-hole and quasi-electron together.[18] It has been well studied[5, 6, 10, 18–33] and shows a characteristic minimum at a finite wavevector \( q_{\text{min}} \). In the CF description, it can also be interpreted as a CF exciton created by exciting a CF from the zeroth LL to the first LL.[6] We find that on the infinite cylinder geometry, the magnetoroton spectrum is modified due to the finite circumference equal to \( L_y \). For example, the minimum lies at \( q_x \ell = L_y / 3 \ell \) where \( q_y = 0 \) and the \( x \)-direction is taken to be parallel to the axis while the \( y \)-direction is along the circumference of the cylinder. This effect can be understood using the fact that the quasi-particles carry fractional charge at long wavelengths. Further, we show that in the limit \( \ell \rightarrow \infty \), the quasi-electron and quasi-hole that constitute the roton are separated by a distance \( 3q \ell^2 \) transverse to the wavevector. Since the maximum separation along the circumference of the cylinder is equal to \( L_y / 2 \), the magnetoroton minimum lies at \( q_x, \ell = L_y / 6 \ell \) when the circumference is small enough.

At \( \nu = 1 / 2 \), the two-dimensional Fermi-surface theories of composite-fermions predict that the lowest energy excitations are gapless particle-hole pairs.[4, 8] In a field theoretical treatment of gauge-fluctuations, one obtains an marginal CF Fermi-liquid when Coulomb interactions are present and a non-Fermi liquid when the interactions are short-ranged.[34, 35]

When one places the CFs on the infinite cylinder, their Fermi sea splits into \( N_w \) number of discrete wires since the spatial direction along the circumference is compact. We present results for the cases when the number of wires is \( N_w = 2 \) and \( N_w = 3 \) and contrast them with a quasi-1D theory of CFs that are placed on the same geometry and interact with an emergent 1 + 1D gauge field.[12] In general, the theory predicts that the emergent gauge field gaps out the total CF density mode leading to \( N_w - 1 \) low energy modes. At \( N_w = 2 \), we find that the dynamical structure factor contains a low energy mode with a linear dispersion that agrees qualitatively with the theory. At very low energies, it is found to have a gap that can be interpreted as a CF pairing instability. At \( N_w = 3 \), there is only one gapless mode visible in line with the theoretical prediction that one of the two gapless modes can’t appear in the density-operator at long wavelengths. Further, we show that in the limit \( q_x \rightarrow 0 \), the static structure factor \( \hat{s}(q_x) \sim (q_x \ell)^3 \) when the half-filled Landau level is gapless.[36] In the 2D limit, it may crossover to the theoretically predicted behavior: \( \hat{s}(q_x) \sim (q_x \ell)^3 \log 1 / q_x \ell \).[4, 37]

This paper is organized as follows. In section II, we explain in detail our model and methods used for performing numerical simulations. In section III, we present the dynamical structure factor for the \( \nu = 1 / 3 \) Laughlin state and interpret our results based on the magnetoroton theory. In section IV, we review the quasi-1D CF theory and compare it with our numerical results. Further numerical details are provided in Appendix A and B.

II. MODEL AND METHODS

In the presence of a large perpendicular magnetic field \( B \), a two-dimensional electron gas can be approximately described by a theory of electrons confined to the lowest Landau level (LLL) and interacting via density-density interactions. To this end, we define the guiding center density operator:

\[
\hat{\rho}(\mathbf{q}) = \sum_{j=1}^{N_s} e^{-i \mathbf{q} \cdot \mathbf{r}_j}
\]

\[
R^\alpha = r^\alpha + \ell^2 \epsilon^{\alpha \beta} \Pi^\beta
\]

\[
[R^\alpha, R^\beta] = -i \ell^2 \epsilon^{\alpha \beta}
\]

where \( \ell^2 = h/eB \) is the magnetic length and \( B \) is the external magnetic field. \( \mathbf{R} \) is the guiding center position operator, and \( \Pi \equiv \mathbf{p} - e \mathbf{A} \) is the kinetic momentum operator satisfying \( [\Pi^\alpha, \Pi^\beta] = i \hbar \epsilon^{\alpha \beta} \epsilon_{\alpha \beta} \), \( [\Pi^\alpha, R^\beta] = 0 \). We set \( h = e = 1 \) henceforth. The guiding center density operator satisfies the Girvin-MacDonald-Platzman (GMP) algebra:[18]

\[
[\hat{\rho}(\mathbf{q}), \hat{\rho}(\mathbf{q}')] = 2i \sin \left( \frac{q \ell \times q' \ell}{2} \right) \hat{\rho}(\mathbf{q} + \mathbf{q}')
\]

The Hamiltonian of the electrons projected to the LLL can be written in terms of the guiding center density operator as follows:

\[
H = \frac{1}{2} \sum_{\mathbf{q}} \hat{V}(\mathbf{q}) : \hat{\rho}(\mathbf{q}) \hat{\rho}(-\mathbf{q}) :
\]

where \( \hat{V}(\mathbf{q}) \equiv V(\mathbf{q}) e^{-\gamma q^2 / 2} \) and \( V(\mathbf{q}) \) is the interaction potential. In this paper, we use the Gaussian regulated Coulomb potential \( V_{\text{Coul}} \) and the \( V_1 \) Haldane pseudopotential[38] given by:

\[
V_{\text{Coul}}(r) = e^{-r^2/2q^2}
\]

\[
V_1(q) = 2L_1(q^2 \ell^2)
\]

where \( L_1(x) = 1 - x \) is the first Laguerre polynomial.

In the DMRG simulations on the infinite-cylinder geometry, we use Landau gauge with a vector potential \( \mathbf{A} = (0, Bx) \). The single particle wavefunctions take the form \( \psi(\mathbf{r}) \sim e^{ik_y y} e^{-(x-k^2)/2q^2} \). Assuming periodic boundary conditions along the circumference, we get \( k = 2\pi n / L_y \), where \( L_y \) is the circumference and \( n \in \mathbb{Z} \). The guiding center density operator can be expressed in a second quantized form in this basis:

\[
\hat{\rho}(\mathbf{q}) = e^{-i q_x q_y \ell^2 / 2} \sum_k e^{-i q_x k \ell} c_k^\dagger c_{k+q_y}
\]

Notice that \( \hat{\rho}(\mathbf{q}) \) is periodic under \( q_x \ell \rightarrow q_x \ell + L_y / \ell \) upto a sign that depends on whether \( q_y L_y / 2\pi \) is an even or odd integer.
FIG. 1. The initial configuration in the TDVP algorithm. A finite segment containing \( N_\phi \) orbitals is embedded in the infinite quasi-1D ground state. We apply the operator \( n_0 \) at the mid-point to construct the excited state \( |\psi\rangle \) and time-evolve it using TDVP in the region \( L_t \). This region is dynamically expanded in a light cone as the disturbance spreads over time.

The projected static structure factor is a very useful quantity that we can extract from iDMRG simulations. It is defined by:

\[
\bar{s}(q) = \frac{1}{N_\phi} \langle 0 | \bar{\rho}(-q) \bar{\rho}(q) | 0 \rangle
\]

where \( N_\phi = N_e / \nu \) is the number of flux quanta, \( N_e \) is the number of electrons, \( \nu \) is the filling fraction, and \( |0\rangle \) is the ground state. In this paper, we are interested in the excitation spectrum of the QH states. To this end, we define the following retarded dynamical correlation function:

\[
\bar{D}^R(q, t) = \frac{i \Theta(t)}{N_\phi} \langle 0 | [\bar{\rho}(q, t), \bar{\rho}(-q, 0)] | 0 \rangle
\]

where \( \bar{\rho}(q, t) = e^{i H t} \bar{\rho}(q) e^{-i H t} \) and \( \Theta(t) \) is the Heaviside step function. The imaginary part of its Fourier transform gives the projected dynamical structure factor:

\[
\bar{s}(q, \omega) = \lim_{\eta \to 0^+} \frac{1}{\pi} \text{Im}[\bar{D}^R(q, \omega + i\eta)]
\]

The projected dynamical structure factor has the important property that it is nonzero only if there is an excited state at wavevector \( q \) and energy \( |\omega| \). Further, the matrix element of the guiding center density operator, between the ground state and the excited state, must be nonzero. This can be seen explicitly from the following expression:

\[
\bar{s}(q, \omega) = \frac{1}{N_\phi} \sum_n \langle 0 | \bar{\rho}(q) | n \rangle \langle n | \bar{\rho}(q) | 0 \rangle \delta(\omega - E_n + E_0)
\]

where \( |n\rangle \) is an excited state with the energy \( E_n - E_0 \) above the ground state. It can be noticed that the integral of the projected dynamical structure factor, over positive frequencies, is equal to the projected static structure factor, i.e.,

\[
\bar{s}(q) = \int_0^\infty d\omega \bar{s}(q, \omega)
\]

In the following two subsections, we briefly review the single-mode approximation theory of GMP[18] and explain the details of our approach to the numerical computation of the dynamical structure factor. A reader interested in the results and their interpretations may skip forward to section III.

A. Single-mode approximation

The magnetoroton is a fundamental low energy neutral collective excitation of the FQH states. For example, at \( \nu = 1/3 \), it corresponds to a bound pair of a quasi-hole and quasi-electron. GMP had proposed a single-mode approximation (SMA) to study this mode.[18] We summarize the main aspects of their theory in this subsection.

We postulate an excited state wavefunction with momentum \( q \) by applying the guiding center density operator on the ground state:

\[
|q\rangle = \frac{\bar{\rho}(q)}{\sqrt{N_\phi}} |0\rangle
\]

The energy of this excited state, in the presence of inversion symmetry, can be expressed as:

\[
\Delta E(q) = \bar{f}(q) / \bar{s}(q)
\]

\[
\bar{s}(q) = \langle q | \mathcal{g} | q \rangle
\]

\[
\bar{f}(q) = \langle q | (H - E_0) | q \rangle
\]

\[
= \frac{1}{2N_\phi} \langle 0 | \bar{\rho}(q) | \mathcal{g} | [H, \bar{\rho}(q)] | 0 \rangle
\]

where \( E_0 \) is the ground state energy. For the Hamiltonian in Eq. (5), we can use the GMP algebra (4) and obtain:

\[
\bar{f}(q) = \frac{1}{2} \sum_{q'} \bar{V}(q) \sin^2 \left( \frac{q \cdot q' - q \cdot q' + q \cdot q'}{2} \right) (\bar{s}(q' + q) - \bar{s}(q'))
\]

Thus, the SMA energy can be obtained purely from the ground state properties.
A general result of GMP is that \( f(q) \sim q^4 \) in the limit \( q \to 0 \). Crucially, for gapped states with inversion symmetry, \( \bar{s}(q) \sim q^4 \) at long wavelengths. Therefore the energy gap predicted by the SMA approaches a nonzero constant in this limit. However for gapless states, the static structure factor may vanish more slowly and the SMA may also describe certain properties of the gapless modes.

In this paper, we compute the dynamical density-density correlation function of the quantum Hall states at \( \nu = 1/3 \) and \( \nu = 1/2 \). As such, we make use of the SMA in a few different ways. At \( \nu = 1/3 \), we directly compare the SMA energy (15) with the magnetoroton spectrum. Additionally, we also use the fact that the SMA energy is equal to the average energy of excitations weighted by the dynamical structure factor \( \bar{s}(q, \omega) \), i.e.,

\[
\Delta E(q) = \int_0^\infty d\omega \, \omega \bar{s}(q, \omega) / \int_0^\infty d\omega \, \bar{s}(q, \omega)
\]

Thus, it can serve as a straightforward check of the numerically computed dynamical structure factor. Notice that an implication of this relation is that the SMA gives an upper limit on the energy of excitations.

**B. Dynamics via TDVP**

The time-dependent variational principle[14–16] can be used to time-evolve a quantum mechanical wavefunction expressed as a matrix-product state (MPS). In this paper, we use TDVP to compute the dynamical density-density correlation function. We limit ourselves to the case \( q_y = 0 \) where the guiding center density operator \( \bar{\rho}(q_x, q_y = 0) \) takes a simple form in the Landau gauge:

\[
\bar{\rho}(q_x) = \sum_k e^{-iq_x \cdot k \ell} n_k
\]

where \( n_k = c^\dagger_k c_k \) is the occupation number operator of the \( k^{th} \) Landau orbital. We define the following time-dependent correlation function:

\[
C_{pk}(t) = \langle 0| n_p(t) n_k(0) | 0 \rangle = \langle 0| e^{iHt} n_p e^{-iHt} n_k | 0 \rangle
\]

For simplicity, consider the case when the ground state is symmetric under translation by 1-site. We have \( C_{pk}(t) \equiv C_{p-k}(t) \). Therefore, using the time-evolved excited state \( |\psi(t)\rangle = e^{-iHt} n_q | 0 \rangle \), we can obtain \( C_k(t) \) by measuring the following matrix element, i.e.,

\[
C_k(t) = e^{iE_k t} \langle 0| n_k |\psi(t)\rangle
\]

The retarded density-density correlation function can be calculated by performing a Fourier transform on the connected part of the correlation function \( C_k^R(t) \):

\[
\tilde{D}^R(q_x, \omega + i\eta) = \sum_k \int_0^\infty dt \, e^{i(\omega + i\eta)t} e^{-i q_x k \ell^2} \langle C_k^R(t) - C_k^R*(t) \rangle
\]

where we have included a broadening factor \( \eta > 0 \). The calculation can be readily generalized to the case when the ground state is invariant under translation by \( N_u \) orbitals. In this case, we time-evolve \( N_u \) excited states defined by \( |\psi_m(t)\rangle = n_m | 0 \rangle \), where \( m \in \{0, 1, \ldots, N_u - 1\} \). The \( N_u \) number of correlation functions \( C_k^{(m)}(t) = e^{iE_{k,m} t} \langle n_k | C_k^{R,m}(t) \rangle \) are then averaged to restaur the dynamical correlation function.

Let us summarize our time-evolution approach.[39] Using iDMRG, we first converge to a ground state with a unit cell of \( N_u \) orbitals. In principle, we can create an infinite 1D system by repeating this unit cell. However, since the disturbance is local and spreads in a light cone over time, we consider a geometry where a finite size segment of the 1D system containing \( N_o \) orbitals is embedded in an otherwise uniform environment. Then the initial excited state \( |\psi_m(0)\rangle \) can be constructed by applying the orbital occupation number operator \( n_m \) near the mid-point of the segment. We then perform the two-site TDVP (TDVP2) with a time-step \( \delta \) in a region of size \( L_1 \) orbitals around the midpoint and compute an MPS representation of the state \( |\psi_m(n\delta)\rangle \). As the disturbance spreads, the region of time-evolution is dynamically expanded up to the maximum number of orbitals equal to \( N_o \) and the bond-dimension is allowed to increase. This is summarized in Fig. 1.

The gapped ground states such as the Laughlin FQH state at \( \nu = 1/3 \) can be well approximated in an MPS form due to a finite correlation length and the area law of entanglement. However, the excited states or gapless ground states, for example at \( \nu = 1/2 \), are more challenging. In obtaining the dynamical properties, we necessarily deal with the latter and increasing the bond-dimension or decreasing the time-step to overcome this problem is often not practical. As such, we use a few tricks to improve our results. To this end, we define a measure of the error as follows:

\[
\mathcal{E}(t) = e^{iE_{k,m} t} \langle 0| \psi(t) \rangle / \langle 0| \psi(0) \rangle
\]
energy neutral excitations of the Laughlin state in the 2D limit. As shown in Fig. 2, the lowest energy mode is the magnetoroton formed by binding a quasi-hole with a quasi-electron.\cite{[5, 6, 10, 18, 42]} The roton dispersion has a minimum at \( q = q_{\text{min}} \) that represents the short distance Wigner crystal like correlations. In addition, there is a continuum of excited states formed by exciting two or more rotons above the ground state, in addition to other possible neutral modes. The continuum starts at twice the energy of the roton minimum.

We now explain the general features observed in the numerically computed dynamical structure factor at \( \nu = 1/3 \) on the infinite cylinder geometry. In Fig. 3, we observe a sharp magnetoroton branch at \( 0.07 \lesssim q_x \ell \lesssim 2.6 \). At other wavevectors, the roton state is overdamped or has a small weight, nevertheless, it can still be distinctly identified. The properties of this mode can be understood in terms of the fractionally charged excitations as follows. The density operator \( \rho \) applied on the ground state kicks the guiding center of one electron by the vector \( \mathbf{R}_{\text{eh}} = -e^{\alpha/3} q_y \ell \), creating an electron-hole pair with a dipole moment \( p^\alpha = -e^{\alpha/3} q_y \ell^2 \). However, the low energy excitations of the Laughlin state are the quasi-holes and quasi-electrons that carry fractional charges in multiples of \( e/3 \). The roton mode, being neutral, is a bound pair of a single quasi-hole and quasi-electron. Thus, the guiding centers of its constituents must be separated by the vector \( \mathbf{R}_{\text{qeh}} = -3\ell^2 e^{\alpha/3} q_y \) to carry a dipole moment equal to \( p^\alpha \). Since \( q_y = 0 \), \( \mathbf{R}_{\text{qeh}} \) is parallel to the circumference and therefore, we expect that the roton energy would be periodic under \( \mathbf{R}_{\text{qeh}} \rightarrow \mathbf{R}_{\text{qeh}} + \mathbf{L}_y \) or \( q_x \ell \rightarrow q_x \ell + L_y/3 \ell \). In addition, we can separate the pair of quasi-particles by a maximum distance of \( L_y/2 \) and thus the roton spectrum must be symmetric around \( q_x \ell = L_y/6 \ell \). Both of these features are observed in Figs. 3 and confirm the fractional charge of the constituents of the roton. We remark that these statements pertain to the energy of the roton excitation and not the spectral weights. The dynamical structure factor involves electron operators as opposed to the quasi-particle operators and thus the spectral weight is periodic with a longer period equal to \( \Delta q_x \ell = L_y/\ell \).

The finite cylinder circumference acts as a cutoff on the maximum separation of the quasi-hole and the quasi-electron when \( q_y = 0 \). Therefore, at small circumference, the roton minimum lies at \( q_{x, \text{min}} \ell = L_y/\ell \). As we increase \( L_y \), we expect that the position of the roton minimum would become independent of size once \( q_{x, \text{min}} \ell \) reaches its true 2D-limit value. However, the energy spectrum would still remain periodic with the period \( \Delta q_x \ell = L_y/3 \ell \) and the period would diverge in the thermodynamic limit.

At \( q_x \lesssim q_{x, \text{min}} \), the roton dispersion is close to the prediction of SMA. However, at larger wavevectors, it fails to describe the roton dispersion. This can be understood using the fact that the SMA creates an electron-hole pair. At small separations, i.e. \( q_x \ell \ll 1 \), the electron and the hole overlap and can describe the roton where the quasi-electron and the quasi-hole overlap as well. In this limit,
FIG. 3. (a) The dynamical structure factor of $\nu = 1/3$ Laughlin FQH state at $L_y = 10\ell$ for $V_1$ Haldane pseudopotential. A sharp roton mode is visible at $0.7 \lesssim q_x \ell \lesssim 2.6$ with the roton minimum at $q_x \ell = q_{x,\text{min}} \ell = L_y / 6 \ell$. The energy of the roton mode is periodic under $q_x \ell \rightarrow q_x \ell + L_y / 3 \ell$. The two-roton continuum can be observed at around $q_x \ell = L_y / 3 \ell$. The dashed lime curve shows the sum of energies of two independent rotons each with a momentum $q_x \ell / 2$. The dashed blue curve is the energy obtained from the single-mode approximation (SMA). (b) The dynamical structure factor at small $q_x \ell$. The sharp roton mode becomes overdamped as it enters the two-roton continuum at $q_x \ell \approx 0.7$.

The roton corresponds to a collective density mode that has a dipole moment transverse to the wavevector. However, at larger $q_x \ell$ values, the electron and the hole are composed of three quasi-electrons and three quasi-holes respectively that are well separated in space. Thus, the SMA variational state contains additional contributions from several exact excited states that contain more than one roton.

The spread out dynamical structure factor at around $q_x \ell = L_y / 3 \ell$ can be interpreted as the two roton continuum. As shown in the figure, the minimum energy of the continuum matches with the sum of the energies of two rotons each sharing half of the total momentum. Notice that this is different from the 2D case where one can create two rotons precisely at the minimum whose wavevectors can be added to give any $q \leq 2q_{\text{min}}$ and thus the two-roton minimum is flat as a function of $q$ for $q < 2q_{\text{min}}$. However, $q_y$ is discrete in the infinite cylinder geometry and thus the minimum energy of the two-roton continuum acquires a curvature. Moreover, we find that as the magnetoroton enters the continuum, it becomes overdamped due to mixing with the two-roton states. We also expect the two-roton continuum to be present at around $q_x \ell = 0$ with its minimum energy equal to twice the roton minimum. However, creating two unbound rotons requires separating the quasi-particles by a large distance, while $\bar{\rho}(\mathbf{q})$ operator creates an electron-hole pair separated by a small distance at small $q \ell$. Thus, the continuum at small $q_x \ell$ does not have any significant spectral weight in the dynamical structure factor. Nevertheless, we can see the effect of its presence in the overdamping of the roton mode at $q_x \ell \approx 0.7$.

FIG. 4. (a) The dynamical structure factor of $\nu = 1/3$ Laughlin FQH state at $L_y = 9\ell$ for Gaussian Coulomb potential with $\xi = 20\ell$. Generally, the features are similar to Fig. 3. The roton mode becomes overdamped at $q_x \ell \lesssim 0.6$ as seen in (b).

In Fig. 4, we plot the dynamical structure factor of the Laughlin state for Coulomb interactions and $L_y = 9\ell$. In general, the features are similar to the $V_1$ Haldane pseudopotential case. There are a few minor differences such that the two-roton continuum appears with a smaller weight and the roton minimum is deeper.
IV. CFL STATE AT $\nu = 1/2$

The half-filled Landau level is a gapless QH state that exhibits properties of a Fermi surface. The theory of composite-fermions has been quite successful in understanding this phase.\cite{3,4,8} Traditionally, CFs are constructed by attaching two-flux quanta to electrons. At half-filling, these flux quanta cancel the external magnetic field and thus the CFs fill up a Fermi sea. In this section, we use an alternative Dirac CF description proposed by Son\cite{8} that explicitly contains the particle-hole duality web in 2+1 dimensions.\cite{43–45}

The CF Fermi-surface description was corroborated numerically in Ref. 12 where the authors numerically computed the ground state at $\nu = 1/2$ on the infinite cylinder geometry using iDMRG. Due to the finite circumference, the CF Fermi sea splits into wires at momenta $k_y = n\pi$, where $n$ is either an integer or a half-integer depending on whether the number of wires is odd or even and $\kappa = 2\pi/L_y$. They found that the static structure factor contains singularities at wavevectors consistent with a circular Fermi surface in the 2D limit. This is summarized in Fig. 5.

In this section, we obtain the neutral excitation spectrum of the half-filled Landau level by computing the dynamical density-density correlation function. We constructed by attaching two-flux quanta to electrons. At this point, we use an alternative Dirac CF description proposed by Son\cite{8} that explicitly contains the particle-hole exchange and annihilation operators by $f_{nr}^\dagger(k_x)$, $f_{nr}(k_x)$ respectively. “nr” indexes the $y$-momentum of the wire, i.e., $k_y = n\pi$, while $k_x$ is the $x$-momentum. Further, $r = \pm 1$ or $r = R/L$ distinguishes the right/left mover. We can write a linearized CF Hamiltonian:

$$\psi(r) \sim \frac{1}{\sqrt{L_x L_y}} \sum_{k_x} \sum_{nr} \frac{1}{2} \left( \frac{1}{\kappa} \right) e^{ik_x r} f_{nr}(k_x)$$

$$H^0_{cf} = \sum_{k_x} \sum_{nr} v_{nr}(k_x - K^F_{nr}) : f_{nr}(k_x) f_{nr}(k_x) :$$

where $\psi(r)$ is the Dirac CF annihilation operator, the primed sum indicates that $k_x$ is near the Fermi-point labeled by “nr” with Fermi-momentum $K^F_{nr}$ and $k_\pm = k_x \pm i k_y$. Also, $v_{nr}$ are the velocities close to the Fermi-point.

Let us define the slow bosonic variables as follows:

$$f_{nr}(x) = \frac{1}{\sqrt{L_x}} \sum_{k_x} f_{nr}(k_x)e^{i(k_x - K^F_{nr})x}$$

$$= \frac{1}{\sqrt{2\pi\alpha}} F_{nr}e^{-i\alpha x/L_x}e^{i\phi_{nr}(x)}$$

where $a_\mu(q)$ is the Dirac CF gauge field $a_\mu(q)$ at $q_y = 0$. To ensure that it corresponds to a 1+1D gauge field. This implies that the $q_y = 0$ Fourier component of the emergent magnetic field is zero, i.e., $b(q_x, q_y = 0) = 0$. Thus, there is only one polarization component.
of the gauge field important at \( q_y = 0 \). Let us pick the gauge \( a_y(q) = 0 \) and \( a_x(q_x, q_y = 0) = 0 \). Our strategy for dealing with the emergent gauge field is as follows. We integrate out all of its Fourier components at finite wavevectors and assume that they generate scatterings between the CF wires. The long wavelength component, i.e., \( q_y = 0 \) and \( q_x \approx 0 \), is treated separately and would be shown to result in a long range interaction that gaps out the total CF density mode.

We can write a general quadratic theory of the bosonic modes after integrating out the finite wavevector Fourier terms corresponding to the remaining coupling between the CF wires. The long wavelength component, way:

\[
\phi_{n} \approx \frac{\pi v}{L_y}(w_x - \frac{1}{2} n \ell)\]

where \( v_{n,r,n',r'} \) is a positive-definite real matrix. Its off-diagonal components contain contributions from the scatterings between the Fermi-points due to the interactions generated by the emergent gauge field. The last term corresponds to the remaining coupling between the CF density and the emergent gauge-field at long wavelengths.

An important consequence of the presence of an emergent gauge field is that it induces a long range density-density interaction that gaps out the total charge mode of the CFs. We can see this explicitly by considering a Maxwell term at long wavelengths: \( \mathcal{L} = \frac{g^2}{2 \eta}(a_y^{q_y=0})^2 \).

Upon integrating out \( a_y^{q_y=0} \), we generate a mass proportional to \( g \) for the total density mode:

\[
\mathcal{L}_{\text{eff}}[g] = \frac{g^2}{2(2\pi)^2 L_y} \left( \sum_{n_r} \phi_{n} \right)^2
\]

The massive CF plasmon is an effect of the softening of the constraint imposed by the \( a_y \) gauge field. Its mass goes to infinity as the constraint gets hardened in the limit the Maxwell term goes to zero. Therefore, we are left with at most \( N_w - 1 \) gapless modes. This was verified in Ref. 12 using the central charge calculated in DMRG.

We now turn to the discussion of the discrete symmetries. The theory of CFs at \( \nu = 1/2 \) on the torus has three discrete symmetries: particle-hole (time-reversal for CFs), mirror and inversion symmetries. Let us summarize their actions on the CF operators:

1. Particle-hole symmetry:

\[
T^{-1} f_{n,r}(k_x) T = f_{-n,-r}(-k_x)
\]

2. Inversion symmetry:

\[
I^{-1} f_{n,r}(k_x) I = f_{-n,-r}(-k_x)
\]

3. Mirror symmetry:

\[
(M_x T)^{-1} f_{n,r}(k_x) M_x T = f_{-n,-r}(-k_x)
\]

A direct consequence of these symmetries is \( v_{n,r,n',r'} = v_{-n,-r,-n',-r'} \), \( v_{n,r,n',r'} = v_{-n,-r,-n',-r'} \). We can make the inversion and PH symmetries explicit in the bosonized theory by combining the bosonic modes in the following way:

\[
2\Phi_n = \phi_{nR} + \phi_{-nL}
\]

\[
2\Theta_n = \phi_{nR} - \phi_{-nL}
\]

Notice that the pair \( (\Phi_n, \Theta_n) \) is (even, odd) under PH symmetry and (odd, even) under inversion. Also,
\((M_x T)^{-1} \Phi_n M_x T = \Phi_{-n}\) and \((M_x T)^{-1} \Theta_n M_x T = -\Theta_{-n}\).

We are interested in the electric density-density correlation function at \(q_y = 0\). Since there is no emergent magnetic field component at \(q_y = 0\), the leading contribution to the electron-density operator is the dipole term in Eq. (33). At long wavelengths, i.e. \(q_y = 0\), \(q_x \ell \ll 1\), the density operator \(\rho_e(q_x) = -i q_x \times \ell^2 \sum_{nr} K_{nr} f^{\dagger}_{nr}(k_x) f_{nr}(k_x + q_x)\). As such, the effect of electron-electron interactions beyond the mean-field approximation are irrelevant. To see this explicitly, let us consider the following form of the interactions:

\[
H_{ee} = \frac{1}{2} \sum_q V(q) \rho_e(q) \rho_e(-q)
\]

As long as the interaction potential is short ranged compared to \(V(q_x) \sim 1/q_x^2\), the \(H_{ee}\) term has higher powers of \(q_x^2\). Thus, the only effects of the interactions are to give the bare velocities \(v_{nr,\ell}\) to the CFs and generate scatterings between the CF Fermi-points. We contrast this with the 2D limit where the gauge fluctuations induced by the Coulomb interactions, on top of the mean-field approximation, are marginal. And shorter-range interactions lead to a non-Fermi liquid behavior. [34, 35]

Lastly, we expect the density-density correlation function to look like:

\[
\langle \rho_e(q_x, \omega) \rho_e(-q_x, -\omega) \rangle \sim \frac{v_{Kx}^3(q_x \ell)^4}{\omega^2 - v_{Kx}^2 q_x^2 + \cdots}
\]

where \(\omega\) is the frequency corresponding to the Euclidean time. Therefore, we expect the static structure factor at long wavelengths: \(s(q_x) \sim (q_x \ell)^3\). This should be contrasted with the \(s(q) \sim (q \ell)^3 \log 1/q \ell\) behavior predicted by the 2D theory. [4, 37] We believe that in the limit of a large number of wires, the quasi-1D behavior would crossover to the one expected in the 2D theory.

**B. Numerical results at \(\nu = 1/2\)**

We present the numerical results for the case of two and three wires and contrast them with the quasi-1D theory.

1. Two-wires

The ground state at \(\nu = 1/2\) is found in the root configuration 0110 when the CF Fermi sea is composed of two wires. Exploiting the mirror and PH symmetries, the unit cell averaged time-dependent quantities can be obtained by performing time-evolution of only one excited state constructed by applying the number operator on the third site of the unit cell. In Fig. 6(a)-(b), we plot the numerically computed dynamical structure factor for Coulomb interactions at \(L_y = 7.2 \ell\). The spectrum contains one low energy mode that has a linear dispersion. Additionally, there is a continuum of excitations in a fan near \(q_x \ell = 2K^F_x = L_y/4\ell = 1.8\). Both features are characterized by the same velocity \(u_-\) that we determine to equal 0.29c^2, where \(c^2\) is the strength of the Coulomb interaction.

To compare the theory with our numerical results, we make a few predictions. To this end, let us consider the quasi-1D CF theory of two Fermi wires. It contains two modes which can be arranged in the linear combinations: \(\sqrt{2} \Phi_{\pm} = \Phi_{1/2} \pm \Phi_{-1/2}\). The two linear combinations have different eigenvalues under the mirror symmetry and thus are decoupled. The \((\Phi_+, \Theta_-)\) mode corresponds to the total CF density mode and is gapped. The effective theory of the remaining \((\Phi_-, \Theta_-)\) mode can be written as:

\[
S_{\text{eff}} = \int dx d\tau \mathcal{L}_{\text{eff}}
\]

\[
\mathcal{L}_{\text{eff}} = \frac{u_-}{2\pi K_-} (\partial_\tau \Phi_-)^2 + \frac{u_-}{2\pi} (\partial_\tau \Theta_-)^2 + \frac{g_{\text{pair}}}{(2\pi)^2} \cos(2\sqrt{2} \Theta_-)
\]

where \(u_-\) and \(K_-\) are the velocity and the Luttinger parameter respectively. The last term arises from scattering a pair of CFs with a net zero momentum from one pair of Fermi-points to the other.

There are four Fermi-points at wavevectors \((\pm \kappa/2, \pm K^F_x)\), where \(K^F_x > 0\). The low energy electric density-density correlation functions can be calculated using the following expressions:

\[
\rho_e(q_x, \omega) = \rho_e^{(0)}(q_x, \omega) + \rho_e^{(2K^F_x)}(q_x, \omega)
\]

\[
\rho_e^{(0)}(q_x, \omega) = -\frac{q_x^2 \sqrt{2} \ell^2}{\pi L_y} \Theta_-(q_x, \omega)
\]

\[
\rho_e^{(2K^F_x)}(q_x, \omega) \sim -\frac{L_y}{\pi \alpha \sqrt{2} \ell^2} \sin(\sqrt{2} \Theta_-) \cos(2K^F_x x + \Phi_+)
\]

\[
\tilde{D}^{(0)}(q_x, \omega) = \frac{(2\pi)^2 u_- (q_x \ell)^4}{L_y} \frac{1}{u_-^2 q_x^2 - \omega^2}
\]

\[
\tilde{D}^{(2K^F_x)}(q_x, \omega) \propto \frac{1}{(u_-^2 (q_x^2 - 2K^F_x^2) - \omega^2)^{1/2}}
\]

where \(\omega\) corresponds to the frequency in real-time, \(\rho_e^{(0)}\) and \(\rho_e^{(2K^F_x)}\) are the electric density operators near \(q_x = 0\) and \(q_x = 2K^F_x\) respectively. Further, \(\tilde{D}(q_x, \omega)\) is the dynamical density-density correlation function.

The form of the low energy correlation functions is controlled by the two parameters \(u_-\) and \(K_-\). Specifically, the static structure factor \(s(q_x) \sim (q_x \ell)^3\) in the limit \(q_x \ell \rightarrow 0\) and its coefficient is predicted to depend on the Luttinger parameter \(K_-\) as follows:

\[
s^{(0)}(q_x) = \frac{2\pi^2 \ell^2}{L_y^3 K_-} (q_x \ell)^3
\]
FIG. 6. The case of CF Fermi sea composed of two wires. (a) The dynamical structure factor $\tilde{s}(q_x, \omega)$ of the $\nu = 1/2$ state at $L_y = 7.2\ell$ for Gaussian Coulomb interaction (Eq. (6)) with $\xi = 20$. There is a single low energy mode at small $q_x$ and a fan corresponding to the particle-hole excitations near $q_x \ell = 2K_F\ell = L_y/4\ell = 1.8$. The dashed line shows that the velocities of the two features are equal. (b) The low energy mode at small $q_x \ell$ and the linear dispersion (inset) with a velocity $u_0 = 0.29e^2$ where $e^2$ represents the strength of the Coulomb interaction. (c) $\tilde{s}(2K_F, \omega)$ vs $\omega$ on a log-log scale, (d) Real part of the density-density correlation function $\tilde{D}(q_x, \omega)$ at $q_x \ell = 0.25$, and (e) static structure factor $\tilde{s}(q_x \ell)$ for different bond dimensions. Dashed curves in (c), (d) and (e) show agreement between the theory and the data with a Luttinger parameter $K_-$ equal to 1.33. In (e), the static structure factor is converged at $q_x \ell < 1$ and it crosses over from $(q_x \ell)^3$ to $(q_x \ell)^4$ at $q_x \ell \sim 0.1$ suggesting a gap at small wavevectors. The gap is estimated to be $\omega_g \approx 0.01e^2/\ell$ within SMA.

In Fig. 6(c), we determine $K_- = 1.33$ from the intercept of a linear fit of $s(q_x)/(q_x \ell)^3$ to $q_x \ell$ in the limit $q_x \ell \rightarrow 0$. The Luttinger parameter obtained from the long wavelength limit also controls the behavior at finite $q_x \ell$. To see this, note that the dynamical structure factor at $q_x \ell = 2K_F^\ell$ at low energies is given by:

$$\tilde{s}(2K_F^\ell, \omega) \propto \frac{\text{sgn}[\omega]}{|\omega|^{1-1/2K_-}}$$  \hspace{1cm} (60)

In Fig. 6(c), we show that the behavior predicted from $K_- = 1.33$ agrees with the numerically computed $\tilde{s}(2K_F^\ell, \omega)$. In addition, we show that the precise form of real part of the dynamical correlation function $\tilde{D}(q_x \ell, \omega)$ predicted by the theory at $q_x \ell = 0.25 \lesssim 1$ (Eq. (57)) is consistent with our numerics.

At $q_x \ell \approx 0.1$, we observe that the $\tilde{s}(q_x)$ breaks down and the static structure factor crosses over to $\tilde{s}(q_x) \sim (q_x \ell)^4$. This indicates that the low energy mode is, in fact, gapped. We estimate the gap to be around $\omega_g \approx 0.01e^2/\ell$ using SMA which is too small to be resolved in our numerics. Therefore, we only observe the physics at energies above the gap where, as we have shown, the quasi-1D CF theory is quantitatively consistent with our numerics.

The nature of the ground state at energies below the gap can be understood using the $g_{\text{pair}}$ term in Eq. (53). When $K_- > 1$, this term is relevant and leads to a gapped phase as long as $g_{\text{pair}} \neq 0$. Therefore, in fact, the gap is predicted by the CF theory since we obtained $K_- = 1.33 > 1$ and the numerical observation confirms it. Since the pairing term scatters a pair of fermions with a net zero momentum, the resulting phase is a quasi-1D version of a CF superconductor. We determine that the state breaks particle-hole symmetry since the unit cell has a 0110 CDW pattern. Thus, the ground state is a quasi-1D version of the Moore-Read state.[50]
2. Three-wires

Similar to the two-wires case, we perform numerical simulation of the three-wires CF Fermi sea. The root configuration is 01 and $K_y = 9.1 \ell$ in the presence of Coulomb interaction. To minimize errors, we take an explicit average of the correlations over the unit cell. The dynamical structure factor is shown in Fig. 7. We observe two fans at $q_x \ell = 1.325$ and $q_x \ell = 1.9$ that correspond to the two unique $2K_x^F$ values of the three CF wires. However, there is only one gapless mode visible in the limit $q_x \ell \to 0$. Its dispersion agrees with the fan near the smaller $2K_x^F$ value, i.e. $q_x \ell = 1.325$. As we explain, the predictions of the quasi-1D theory are consistent with these features observed in the numerical results.

Let us analyze the three-wire quasi-1D CF theory that is composed of 3 bosonic modes. We can form the following linear combinations, chosen to be the eigenstates of the mirror symmetry:

\[
\begin{align*}
\sqrt{3}\Phi_T &= \Phi_1 + \Phi_0 + \Phi_{-1} \\
\sqrt{6}\Phi_c &= 2\Phi_0 - \Phi_1 - \Phi_{-1} \\
\sqrt{2}\Phi_- &= \Phi_1 - \Phi_{-1}
\end{align*}
\]

$\Phi_T$ is gapped and $\Phi_c, \Phi_-$ are the two linearly dispersing low energy modes. Notice that the pairs ($\Phi_c, \Theta_+$) and ($\Phi_T, \Theta_T$) have the same symmetries and thus can mix. On the other hand, the pair ($\Phi_-, \Theta_-$) is decoupled from them.

At long wavelengths, the electric density operator is given by $\rho_e(x) = -\partial_x^2 \sum K_{nry}^F \phi_{nr}$. Since $K_{nry}^F = \text{sgn}[n]|K_{nry}^F|$, $\rho_e(x)$ involves linear combinations of $\Theta_n$ that change sign under $n \to -n$. As such, only $\Theta_-$ can contribute to the electron density operator at long wavelengths and the theory predicts that only one gapless mode should be visible. Further, since the ($\Phi_-, \Theta_-$) mode involves the $n = \pm 1$ wires, it produces a fan at $q_x = 2K_{1\ell}^F$ that is at a smaller wavevector than the fan produced by the $n = 0$ central wire at $q_x = 2K_{0\ell}^F$. This is consistent with the observations in Fig. 7 where the gapless mode at $q_x \ell \ll 1$ has the same velocity as the fan at the smaller wavevector.

The static structure factor at long wavelengths is predicted to be:

\[
\tilde{s}^{(0)}(q_x) = \frac{8\pi^2 \ell^3}{L_y^3} K_- (q_x \ell)^3
\]

where $K_-$ represents the Luttinger parameter of the ($\Phi_-, \Theta_-$) pair. Using the $q_x \ell \to 0$ limit of $\tilde{s}(q_x)/(q_x \ell)^3$ in Fig. 7(d), we obtain $K_- = 0.91$. As shown in Fig. 7 (c), the dynamical structure factor $\tilde{s}(q_x, \omega)$ at the first fan, i.e. $q_x \ell = 2K_{1\ell}^F = 1.325$ agrees with the theoretical prediction based on this value of $K_-$. This quantitatively confirms the quasi-1D CF theory in the three-wires case.

A plot of the $\tilde{s}(q_x)/(q_x \ell)^3$ vs $q_x \ell$ shows that the crossover from $s(q_x) \sim (q_x \ell)^3$ to $s(q_x) \sim (q_x \ell)^4$ behavior occurs at smaller and smaller $q_x \ell$ values as the bond dimension goes to infinity. Therefore, the ($\Phi_-, \Theta_-$) mode is gapless at long wavelengths. Since $K_- < 1$, the theory predicts that this mode is stable to a weak $g_{\text{pair},1}$ with the interaction term:

\[
\mathcal{L}_{\text{eff}}^{\text{int},1} = \frac{g_{\text{pair},1}}{(2\pi \alpha)^2} \cos \left(2\sqrt{2} \Theta_1\right)
\]

Thus the theory is consistent with the numerical observation that the linearly dispersing mode at $q_x \ell \ll 1$ is gapless. Analogous to the two-wires case, this interaction term corresponds to the scattering of a pair of CFs with net zero momentum within the $n = \pm 1$ wires.

In addition, the theory contains an interaction that scatters a pair of electrons with a net zero momentum from the central wire at $n = 0$ to one of the the two other wires at $n = \pm 1$. It can be expressed as follows in terms of the bosonic modes:

\[
\mathcal{L}_{\text{eff}}^{\text{int},2} = \frac{g_{\text{pair},2}}{(2\pi \alpha)^2} \cos \left(2\Theta_1\right) \cos \left(\sqrt{6} \Theta_2\right)
\]

This term is irrelevant if $K_c < 3K_-/(4K_- - 1) \approx 1.03$, where $K_c$ is the Luttinger parameter of the canonically conjugate pair ($\Phi_c, \Theta_c$) obtained after integrating out ($\Phi_T, \Theta_T$). However, at present, we are unable to reliably calculate $K_c$ since the ($\Phi_c, \Theta_c$) mode is not visible at long wavelengths. We believe that the dynamical correlation function of an operator, that is even under PH symmetry, may facilitate a more quantitative understanding of the ($\Phi_c, \Theta_c$) mode.

V. CONCLUSION

In summary, we have computed at the neutral excitation spectra of the $\nu = 1/3$ and $\nu = 1/2$ QH states in the lowest Landau level using their dynamical structure factors in the infinite-cylinder geometry. At $\nu = 1/3$, we found a magnetoroton mode and the two roton continuum that are modified from the 2D limit due to the finite circumference of the cylinder. We showed that these finite size effects can be understood in terms of the quasiparticles that carry fractional charges in multiples of $e/3$.

At $\nu = 1/2$, we found composite-fermion (CF) modes at low energies and confirmed the predictions of the quasi-1D CF theory. When the CF Fermi sea is composed of two wires, we observe only one low energy mode. Its properties were shown to be quantitatively consistent with the quasi-1D CF theory. Further, it was found to be unstable to an interaction that corresponds to the scattering of a pair of CFs with a net zero momentum. Therefore, the ground state can be understood as a CF superconductor, i.e., the quasi-1D analogue of Moore-Read state at energies below the gap.

In the case when the Fermi-sea is composed of three wires, we observed one gapless linearly dispersing mode at low energies, but two fans at finite wavevectors. This is consistent with the theoretical prediction that,
FIG. 7. The case of CF Fermi sea composed of three wires. (a) The dynamical structure factor \( S(q_x, \omega) \) of the \( \nu = 1/2 \) state at \( L_y = 9.1 \ell \) for Gaussian Coulomb interaction (Eq. (6)) with \( \xi = 20 \). There are two gapless degrees of freedom that produce the fans near \( q_x \ell = 1.325 \) and \( q_x \ell = 1.9 \). At small \( q_x \ell \), we observe one gapless mode that has a velocity equal to the fan at \( q_x = 1.325 \) (dashed lime curve). There is no spectral weight at the velocity of the second fan at \( q_x \ell = 1.9 \) (dashed cyan curve) in agreement with the quasi-1D CF theory. (b) The single gapless mode at small \( q_x \ell \). The inset shows a fit to a linear dispersion with a quadratic correction with velocity \( u_\perp = 0.19 e^2 / h \). Another mode is visible at \( q_x \ell \approx 0.5 \), however, it disappears at long wavelengths. (c) A comparison of the numerically computed dynamical structure factor and the theoretical prediction with \( K_{-} = 0.91 \) at the first fan, i.e. \( q_x \ell = 2K_{-}^F \ell_x = 1.325 \). (d) The static structure factor \( \bar{s}(q_x) / (q_x \ell)^3 \) vs. \( q_x \ell \) for various bond dimensions \( \chi \). As shown in the inset, the point of the crossover between \( \bar{s}(q_x) \sim (q_x \ell)^3 \) and \( \bar{s}(q_x) \sim (q_x \ell)^4 \) goes to \( q_x \ell = 0 \) as \( \chi \to \infty \).

Even though there are two low energy modes, only one contributes to the dynamical density-density correlation function at long wavelengths. Nevertheless, they produce two fans at the two distinct \( 2K^F \) values of the three wires. Our results provide a compelling evidence for the CF theory at the half-filled Landau level.

At present, it is not clear to us how the quasi-1D CF theory crosses over to the 2D limit. The static structure factor behaves as \( \bar{s}(q_x) \sim (q_x \ell)^3 \) in the long wavelength limit in the former. However, the 2D theories predict \( \bar{s}(q) \sim (q \ell)^3 \log 1/q \ell \). In the limit of a large number of wires, we expect that the gauge fluctuations that scatter CFs between different wires in the quasi-1D theory would become relevant. In addition, wires with vanishingly small lengths would appear near the top and bottom of the Fermi sea. Understanding how these effects modify the long wavelength behavior is an interesting problem for future research.

An obvious generalization of our work would be to study the Jain states at filling fraction \( \nu = p/(2mp + 1) \) with \( p, m \geq 2 \). Especially, determining how the series of fractional quantum Hall states leads to the \( \nu = 1/2 \) gapless state is an interesting problem. We leave these questions for future work.
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Appendix A: Additional numerical details at $\nu = 1/3$

In Fig. 8, we plot additional figures showing the details of the time evolution for the $V_1$ Haldane pseudopotential interaction at $L_y = 10\ell$. The bond dimension of the ground state is $\chi = 50$ and the maximum bond dimension in the time-evolved region is set to be $\chi = 512$.

The correlation and entanglement entropy spread out in a light cone with nearly equal speeds. The error $\mathcal{E}(t)$ defined in Eq. (24) remains small until long times. Further, the static structure factor calculated from the ground state agrees with the one calculated by integrating the dynamical structure factor. Moreover, as explained in Eq. (19), the SMA energy is close to the first moment of the dynamical structure factor $s(q_s, \omega)$.

Appendix B: Additional numerical details at $\nu = 1/2$

1. Two-wires

In Fig. 9, we plot additional figures similar to the case of $\nu = 1/3$ for $L_y = 7.2\ell$ in the presence of Coulomb interaction. The bond dimension of the ground state is $\chi = 128$, while the maximum bond dimension in the region of time-evolution is $\chi = 512$. The error $\mathcal{E}(t)$ is more significant than the $\nu = 1/3$ case at late times, however, other quantities such as the first moment and the frequency integral of the dynamical structure factor are accurate except at small $q_s\ell$.

As a complement to the Coulomb interaction, we show the results for $L_y = 7.2\ell$ in the presence of $V_1$ Haldane pseudopotential interaction in Fig. 10. The results are similar to the former case. The Luttinger parameter is found to be $K_- = 1.125$ and there is a small gap at small $q_s\ell$ due to the CF pair instability. The agreement between the theory and data for the power law
FIG. 8. Additional figures for Laughlin state at $\nu = 1/3$, $L_y = 10\ell$ in the presence of $V_1$ Haldane pseudopotential interaction. (a) The connected correlation function defined in Eq. (30) (b) The excess bipartite von Neumann entanglement entropy $\Delta S$ generated during time-evolution. It is obtained by computing the von Neumann entanglement entropy of the time-evolved excited state when the cylinder is cut into two halves to the left of the given site and then subtracting the ground state value. (c) The error $\tilde{E}(t)$ vs time. The blue and the green curve correspond to the excited states obtained by applying the occupation number operator $n_k$ on the 2nd and 3rd orbital in the unit cell respectively. (d) The comparison of the static structure factor obtained from the ground state vs. the integral of the dynamical structure factor over $\omega > 0$. (e) First moment of the dynamical structure factor $\langle \omega \rangle$ vs. SMA.

FIG. 9. Additional figures for CFL state with a Fermi sea composed of two-wires, $L_y = 7.2\ell$ in the presence of Coulomb interaction. (a) The connected correlation function, (b) the excess bipartite von Neumann entanglement entropy, (c) The error $\tilde{E}(t)$ vs. time. (d) The static structure factor obtained from the ground state vs. the integral of the dynamical structure factor over $\omega > 0$. (e) First moment of the dynamical structure factor $\langle \omega \rangle$ vs. SMA.
FIG. 10. (a) The dynamical structure factor $\bar{s}(q_x, \omega)$ of the $\nu = 1/2$ state at $L_y = 7.2\ell$ for Gaussian Coulomb interaction (6) with $\xi = 20$. The results are similar to Fig. 6. (b) The low energy mode at small $q_x\ell$ and the inset shows the linear dispersion with a velocity $u_0 = 0.43V_1\ell$ where $V_1$ represents the strength of the interaction. (c) $\bar{s}(2K_Fx, \omega)$ vs $\omega$ on a log-log scale, (d) Real part of the density-density correlation function $\bar{D}(q_x, \omega)$ at $q_x\ell = 0.25$, and (e) static structure factor $\bar{s}(q_x)/(q_x\ell)^3$ for different bond dimensions. Dashed curves in (c), (d) and (e) show theoretical prediction with Luttinger parameter $K_- = 1.125$. In (e), We estimate a gap $\omega_g$ equal to $0.01e^2/\ell$ using SMA.
$s(2K_F^x, \omega) \sim 1/\omega^{2-1/K^-}$ is slightly worse when compared with the Coulomb interaction case presented in the main text. It may be a result of the inaccuracies caused by larger entanglement entropies observed for $V_1$ Haldane pseudopotential interaction.

2. Three-wires

The additional figures for the three-wires case at $L_y = 9.1\ell$ in the presence of Coulomb interaction are shown in Fig. 11. The bond-dimension of the ground state is $\chi = 200$ while the maximum bond-dimension of the time-evolved state is chosen to be $\chi = 700$. The errors are significantly larger when compared with the CFL composed of two-wires.
FIG. 11. Additional figures for CFL state with a Fermi sea composed of three-wires, $L_y = 9.1\ell$ in the presence of Coulomb interaction. (a) The connected correlation function, (b) the excess bipartite von Neumann entanglement entropy, (c) The error $\mathcal{E}(t)$ vs time. The blue and green curves correspond to the excited states obtained by applying the occupation number operator on the two sites inside the unit cell. (d) The static structure factor obtained from the ground state vs. the integral of the dynamical structure factor over $\omega > 0$. (e) First moment of the dynamical structure factor $\langle \omega \rangle$ vs. SMA.