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Abstract—Fully autonomous driving systems require fast detection and recognition of sensitive objects in the environment. In this context, intelligent vehicles should share their sensor data with computing platforms and/or other vehicles, to detect objects beyond their own sensors’ fields of view. However, the resulting huge volumes of data to be exchanged can be challenging to handle for standard communication technologies. In this paper, we evaluate how using a combination of different sensors affects the detection of the environment in which the vehicles move and operate. The final objective is to identify the optimal setup that would minimize the amount of data to be distributed over the channel, with negligible degradation in terms of object detection accuracy. To this aim, we extend an already available object detection algorithm so that it can consider, as an input, camera images, LiDAR point clouds, or a combination of the two, and compare the accuracy performance of the different approaches using two realistic datasets. Our results show that, although sensor fusion always achieves more accurate detections, LiDAR only inputs can obtain similar results for large objects while mitigating the burden on the channel.

I. INTRODUCTION

The worldwide commercialization of 5th generation (5G) wireless networks is pushing towards the development of Connected and Autonomous Vehicles (CAVs) to improve road safety and decrease traffic congestion and carbon emissions [1]. For these systems to be truly autonomous, intelligent vehicles must be able to both identify and track critical entities in the environment (e.g., cars, pedestrians, cyclists, etc.), a task that is typically referred to as object detection.

To this aim, autonomous vehicles are usually equipped with different sensors, each of which has its own strengths and weaknesses. On one hand, Light Detection and Ranging (LiDAR) sensors provide both object detection and classification in all lighting conditions and are currently the most precise sensors to measure range. However, they generate point clouds that are quite difficult to compress with low latency [2], are sensitive to diffraction effects (especially in closed environments like tunnels), and offer a sparse representation of the surroundings, particularly when considering faraway objects. On the other hand, RGB cameras are much cheaper than LiDARs, and less of a computational burden for both compression and data exchange. In turn, they suffer from strong sensitivity to external illumination and visibility conditions and have a limited field of view (FoV), and therefore cannot provide detailed depth information [3].

In any case, object detection is inherently vulnerable to occlusions from external blockers, and the limited angular resolution of the sensors, especially in distant regions, may render the perception of the environment inaccurate. In this context, more robust scene understanding could be achieved if vehicles shared their sensor data with cloud computing platforms (i.e., to leverage more computational resources to store and process data than available on board) as well as with other vehicles (i.e., to extend their perception range beyond the capabilities of their own instrumentation) [4]. Exchanging sensor data, however, can be challenging with standard communication technologies. For example, a raw LiDAR perception with 0.7 million points, generated at 30 fps, would require a data rate of around 500 Mbps [5]: in comparison, the IEEE 802.11p standard for Vehicle-to-Vehicle (V2V) transmissions can only offer a nominal data rate of up to 27 Mbps [6].

On one side, capacity issues can be partially solved by using the lower part of the millimeter wave (mmWave) spectrum, as suggested by the latest IEEE and 3GPP specifications for future vehicular networks [7]. A more efficient approach would be to carefully select the amount of data to be broadcast over bandwidth-limited channels [8], [9] to save network resources. The main concern lies in the choice of which sensor(s) would guarantee the optimal trade-off between channel occupancy and accuracy in the object detection task.

Notably, object detection methods are typically designed to accept single inputs only. For example, You Only Look Once (YOLO) [10] and Voxelnet [11] have become very popular solutions to guarantee precise detections using camera’s and LiDAR’s inputs, respectively. This implies, however, that several object detectors may need to be trained and executed at the same time, which may be difficult to handle with limited computational resources. Recently, sensor fusion algorithms like Aggregate View Object Detection (AVOD) [12] were proven to ensure better reliability than single input schemes by exploiting together the complementary properties of cameras and LiDARs, even though they do not permit detection when only one type of sensor data is accessible.

In this paper, we conduct experiments on the Kitti [13] and Lyft [14] vision benchmark suites, and investigate whether sensor fusion can guarantee more accurate detections than single input methods, despite the additional traffic load on the channel for retrieving observations from multiple sensors. To do so, prior works typically considered separate sensor fusion or single input detection methods to be trained and executed in parallel on board of vehicles. For example, the authors in [15], [16], [17] proved the superior or competitive detection performance of sensor fusion schemes compared to conventional camera- and LiDAR-based approaches. On
the other hand, we addressed this problem by modifying the architecture of AVOD to also accept single inputs from either cameras or LiDARs. This allows our AVOD implementation to be deployed as a standalone object detector, regardless of the amount (and class) of sensor data available, thus saving computational resources compared to state-of-the-art solutions.

We demonstrate that LiDAR only inputs can obtain an accuracy in the detection of large objects (like cars) similar to sensor fusion, which would require two different types of sensor data, thus mitigating the burden on the channel. On the contrary, sensor fusion can guarantee better detection for smaller road entities like pedestrians and cyclists by leveraging camera images to make up for the sparsity of the LiDAR data.

The remainder of this paper is organized as follows. In Sec. II we describe the AVOD architecture and how it has been modified to accept single inputs. In Sec. III we present our simulation setup. In Sec. IV we illustrate our simulation results, while in Sec. V we summarize our conclusions and propose suggestions for future work.

II. THE AVOD ARCHITECTURE FOR OBJECT DETECTION

In the last few years, sensor fusion object detectors have appeared as a promising solution to generate robust detections by relying on different sensor modalities [18]. For example, AVOD [12] fuses both front view RGB images and point clouds together, even though it does not permit detection when only one type of sensor data is available. In this section, we describe how we modified the baseline structure of sensor fusion AVOD (SF-AVOD) to also accept, as an input, standalone camera images (SIC-AVOD) or standalone LiDAR point clouds (SIL-AVOD).

A. Sensor Fusion AVOD (SF-AVOD)

AVOD takes as an input two different types of data: a bird’s eye view (BEV) projection, built from a LiDAR point cloud, and an image from an RGB camera. It then processes the inputs into two steps, namely the first stage detector and second stage detector, as illustrated in Fig. 1.

1) First stage detector: It consists of a Region Proposal Network (RPN) to regress non-oriented anchor proposals.

- **Feature extractor.** The sensor inputs, after some preprocessing, are separately fed into two Convolutional Neural Networks (CNNs) to extract the feature maps. The feature extractor is inspired to the Feature Pyramid Network (FPN) in [19] and has been structured according to the VGG16 model [20]: the resulting feature map was shown to represent both image and BEV inputs with 8 times lower resolution compared to the original data [12], which may limit the performance on smaller objects such as pedestrians and cyclists. The output feature maps from both input streams are shared by the RPN in the first stage detector (in this case a $1 \times 1$ convolution is applied on the feature maps to reduce the dimensionality of subsequent crop-and-resize operations) and the second stage detector.

- **3D anchor generation.** The system generates nine anchors for each feature point. They are predefined and non trainable, but their shape, number and size can be tuned manually. The choice of the shape can be based on either the feature map size or the size of the objects to be detected. In our case, AVOD is trained to operate in driving environments, where most objects are expected to be in a rectangular shape. The size and placement of the anchors, instead, are determined by the characteristics of the training samples for each class of objects. After that, Region of Interest (RoI) pooling is applied to (i) extract feature crops from every anchor from each feature map, and (ii) resize the resulting feature crop to $3 \times 3$ to obtain equal-length feature vectors.

- **3D anchor top proposals.** The feature crops are fused
together using an element-wise mean operation. The fused features are then randomly sub-sampled and fed into two task-specific branches consisting of fully connected layers: the first one defines whether an anchor box is “background” or “object,” and the second one produces regression offsets representing the difference between the ground truth’s and the anchors’ centroids and dimensions. Anchor top proposals are selected by filtering redundant anchors via non-maximum suppression (NMS), so that only those with an Intersection over Union (IoU) larger than 0.7 with respect to ground truth boxes are maintained.

2) Second Stage Detector: It is used to regress the final 3D boxes, and takes as inputs (i) the feature maps produced in the first stage detector and (ii) the anchor top proposals.

- **Bounding box generation.** RoI pooling is applied to the feature maps from the first stage detector, which are cropped and resized for each anchor top proposal$^1$ and passed into the detection network. Crops from both inputs are resized to $7 \times 7$, and fused with an element-wise mean operation.

- **Bounding box classification.** The fused feature maps are fed into a single set of three fully connected layers to obtain regression, classification, and orientation of each box proposals. Proposals with IoU less than 0.55 (0.45) for cars (pedestrians and cyclists) are classified as “background.” Finally, NMS is applied to remove overlapping detections, keeping the top bounding boxes.

### B. Single Input AVOD (SI-AVOD)

AVOD was designed to accept both LiDAR point clouds and RGB camera images as inputs. In this paper, the code has been altered to allow for accurate detection based on camera only inputs (SIC-AVOD) or LiDAR only input (SIL-AVOD), as displayed in Fig. 1 (thick black connections) and described below.

1) First Stage Detector: The output of the $1 \times 1$ convolutional layer is fed into an RoI pooling layer, which is dimensioned freely to best represent the single input under consideration, i.e., unlike the SF-AVOD implementation, in this setup there is no need to match the features’ size. Specifically, crop and resize parameters can now be configured in such a way that the detection performance of smaller objects (e.g., pedestrians and cyclists, which are generally penalized in the LiDAR input) improves.

The output of the RoI pooling is then directly fed into the first set of fully connected layers. In sensor fusion mode, dropout layers and batch normalization, as well as input masking, were added to each layer to scale the feature maps from both inputs, and to reduce overfitting, respectively. This was performed by randomly setting to zero proposal crops coming from either sample streams during training. In single input mode, instead, the network has been simplified by removing the input masking layer, which was proven to degrade the detection performance significantly.

1Since in the second stage detector the number of top proposals is an order of magnitude lower than the number of anchors used in the first stage detector’s RoI pooling, the feature maps are used without the $1 \times 1$ convolution.

### Table I: Parameters of automotive sensors for Kitti and Lyft datasets.

| Parameters          | Kitti [13] | Lyft [14] |
|---------------------|------------|-----------|
| Angular resolution  | $0.08^\circ$ azimuth | $0.02^\circ$ azimuth |
| Beams               | 64         | 64        |
| Points/s            | 2.2 M      | 2.16 M    |
| FPS                 | 5–20 Hz    | 10 Hz     |
| Camera Pixel resolution | $1384 \times 1032$ | $1024 \times 2240$ |
| FPS                 | 15 Hz      | 10 Hz     |

### III. SIMULATION SETUP

In this section we present the datasets (Sec. III-A), the training setup (Sec. III-B) and the performance metrics (Sec. III-C) that were used in our performance evaluation.

### A. Datasets

The performance of the single input and sensor fusion AVOD architectures is evaluated on the three classes of objects (i.e., cars, pedestrians, and cyclists) of the Kitti [13] and Lyft [14] multi-modal datasets. Specifically, the Kitti sensor suite includes a Velodyne Laser scanner, two RGB cameras, and two greyscale cameras, mounted on a Volkswagen Passat [13]. The Lyft setup consists of a center roof LiDAR, six wide-field-of-view cameras, and one front-view long focal length camera, mounted on a Renault Zoe [14]. More details about each sensor’s specifications are reported in Table I.

Besides the different sensor suites, the two datasets have different characteristics which make them equally valuable for this work. First, the Kitti dataset contains several dedicated scenes where pedestrians and cyclists are clearly visible and recognizable, as illustrated in Fig. 2a. On the contrary, these classes of objects are extremely rare in the Lyft acquisitions, and appear either blurred, possibly for privacy reasons, or too far from the source sensor to be detected with sufficient accuracy. The latter problem is particularly critical when considering LiDAR data, which are notoriously too sparse to efficiently capture fine-grained information from small objects over long distances [21], leading to false positives. Second, unlike Kitti, the Lyft dataset incorporates scenes in different lighting and weather conditions, which may severely impact the detection performance.
B. Training setup

For both Kitti and Lyft datasets, 7500 images were selected for training and 2500 for testing, randomly selected from the available scenes. Given the inherently different characteristics of the two datasets, two separate networks were trained for the car and the cyclist/pedestrian classes, respectively. The hardware we used was an HP Z1 Entry Tower, Intel core i7 vPro, equipped with an NVIDIA GeForce RTX 2080. Convergence was achieved in 40 epochs using the Adam optimizer \[22\] and batch size 8, for a total runtime of about 8 hours.

C. Performance Metric: the mAP

The performance of the proposed AVOD implementation for object detection has been evaluated under the mean Average Precision (mAP) metric over classes. Specifically, the per-class Average Precision (AP) is related to the precision-recall curve \[23\], \[24\], where precision (recall) is defined as the percentage of correct predictions (correctly predicted objects) over all the predictions (objects). Specifically, the precision-recall curve is obtained by sorting the predictions in such a way that those with highest precision and lowest recall are ordered first, and those with highest recall and lowest precision are ordered last. Interpolating the curve as in \[23\], the AP is thus computed as the area between the recall axis and the curve. Finally, the mAP is obtained by averaging the mean of the APs for all the considered classes of objects.

In this work we consider the $\text{AP}_{\text{BEV}}$ score, which is the AP computed considering the projection of the bounding boxes on the BEV space.\(^2\) As typical in object detection tasks, only bounding boxes with an IoU greater than 0.5 are considered for the AP computation.

IV. Simulation Results

In Sec. IV-A we compare through simulations the accuracy performance of single-input (SIC-AVOD and SIL-AVOD) vs. sensor-fusion (SF-AVOD) object detectors, which is assessed in terms of mAP as well as per-class AP. In Sec. IV-B the three schemes are compared also in terms of nominal data rate required to broadcast the sensor data.

A. Single Input vs. Sensor Fusion

Dataset Comparison. Figs. 3 and 4 show the AP performance of single-input vs. sensor-fusion AVOD on the Kitti and Lyft datasets, respectively. Notably, training on the Kitti data seems to offer a remarkable improvement in terms of mAP than Lyft’s. The difference is particularly significant when considering only the RGB input (in Lyft, the mAP for SIC-AVOD drops by almost 50% compared to Kitti), whereas SIL-AVOD achieves good performance on both datasets (the mAP decreases by only 20% when Lyft is considered). This suggests that our implementation benefits from Kitti’s horizontal (broad FoV) images rather than Lyft’s squared (narrow FoV) images. This is likely due to the fact that the former incorporate, on average, more informative data, as they capture wider road sections where cars, pedestrians and cyclists are located, while neglecting less significant sectors of the scene, e.g., the sky and the background. Moreover, several Lyft scenes were acquired in rainy or foggy conditions, i.e., in low visibility for the cameras, or in busy roads where lined-up vehicles are difficult to distinguish for both sensors. Specifically, different visibility conditions reduce the SIC-AVOD AP from 0.58 (Kitti) to 0.39 (Lyft) for the car class, and from 0.30 (Kitti) to 0.15 (Lyft) for the pedestrian class. Finally, it should be mentioned that the Lyft dataset contains a substantially lower number of

---

\(^2\)In the remainder of this paper, for ease of notation and with no ambiguity, the $\text{AP}_{\text{BEV}}$ and AP terms will be used interchangeably.
pedestrian and cyclist instances than Kitti, thus exacerbating
the well-know class imbalance problem [25], as discussed
below.

**Class Comparison.** As we already observed, the AP of
the car class is much larger than those of the cyclist and
pedestrian classes for both datasets. Notably, AVOD was
originally designed to jointly exploit 2D RGB camera images
and 3D LiDAR point clouds: accordingly, Fig. 5 illustrates
that SF-AVOD outperforms both SIC-AVOD and SIL-AVOD,
achieving an overall mAP of 0.52, while enhancing the AP
of the single classes. The improvement is particularly clear for
the detection of smaller objects, for which single-input AVOD
struggles: for example, SF-AVOD improves the AP of the
pedestrian class by 0.16 compared to SIC-AVOD. The same
conclusions can be drawn from Fig. 5, which shows a qualita-
tive example of object detection considering different AVOD
architectures. In particular, while SIL-AVOD (Fig. 5b) strives
to detect people and the farthest cars, which are represented by
fewer points, SF-AVOD (Fig. 5c) can well recognize different
types of objects by also leveraging RGB images. However, it
should be noticed that the mAP of SIL-AVOD decreases by
only 6% compared to SF-AVOD, in the face of a performance
degradation by more than 35% for SIC-AVOD. These results
demonstrate that, when considering single inputs, the LiDAR
data offer a significant advantage over the camera’s, suggest-
ing that SIL-AVOD may still represent an attractive option to
perform robust and reliable detection, as discussed in the
following section.

**SIC/SIL/SF-AVOD Comparison.** For this comparison, we
adopt the Kitti dataset, so as to minimize the effects of
class imbalance and image blurring. Notably, AVOD was
originally designed to jointly exploit 2D RGB camera images
and 3D LiDAR point clouds: accordingly, Fig. 5 illustrates
that SF-AVOD outperforms both SIC-AVOD and SIL-AVOD,
achieving an overall mAP of 0.52, while enhancing the AP
of the single classes. The improvement is particularly clear for
the detection of smaller objects, for which single-input AVOD
struggles: for example, SF-AVOD improves the AP of the
pedestrian class by 0.16 compared to SIC-AVOD. The same
conclusions can be drawn from Fig. 5, which shows a qualita-
tive example of object detection considering different AVOD
architectures. In particular, while SIL-AVOD (Fig. 5b) strives
to detect people and the farthest cars, which are represented by
fewer points, SF-AVOD (Fig. 5c) can well recognize different
types of objects by also leveraging RGB images. However, it
should be noticed that the mAP of SIL-AVOD decreases by
only 6% compared to SF-AVOD, in the face of a performance
degradation by more than 35% for SIC-AVOD. These results
demonstrate that, when considering single inputs, the LiDAR
data offer a significant advantage over the camera’s, suggest-
ing that SIL-AVOD may still represent an attractive option to
perform robust and reliable detection, as discussed in the
following section.

B. Capacity vs. Accuracy Trade Off

Autonomous driving requires connected vehicles to share
sensor data [26], either to delegate object detection tasks
to more powerful edge computing platforms, or to extend
the perception range beyond line-of-sight. In a bandwidth-
constrained environment, where nodes compete for the limited
channel resources, it is of foremost importance to select and
transmit only the valuable data [4]. In this section, moving
from the AP analysis, we provide guidelines towards the most
appropriate object detection solution(s) to achieve high
accuracy while minimizing communication costs. More specif-
ically, the sensing vehicles broadcast sensor data according to
the type of input that each object detector requires: namely,
either LiDAR or camera data for SIL-AVOD and SIC-AVOD,
respectively, and a combination of the two for SF-AVOD.

The average data rates of the sensors are obtained from
their data sheets. Considering the Kitti suite, point clouds are
produced from a 64-beam LiDAR in single mode at a rate
equal to 12.48 Bytes/μs ≈ 100 Mbps [27]. In turn, camera
sensors generate data at 1384 × 1032 × 24 bit × 10 Hz ≈ 340
Mbps, which can be reduced down to 12.24 Mbps assuming
that PNG compression is applied [13]. Furthermore, whereas
a LiDAR can offer a comprehensive view of the surroundings,
the limited FoV of the cameras generally necessitates multiple
sensors to cover the whole azimuth space. Thus, for a fair
comparison, we consider a reference data rate of 12.24 × 4 =
48.96 Mbps for the RGB data, assuming that at least four cameras with a FoV of 90 degrees are employed.

As a concluding remark, Fig. 5 shows the nominal capacity provided by some transmission technologies currently considered for vehicular communications. Specifically, although advanced data compression techniques may lift the burden on the channel, the 27 Mbps offered by the IEEE 802.11p standard cannot sustain the LiDAR data flow. In turn, at most two simultaneous camera data streams can be transmitted using PNG compression: in this case, RGB images can still provide a means of detecting critical road entities such as pedestrians, though with low accuracy, as illustrated in Fig. 5a. Conversely, mmWaves and other high-frequency communication technologies can offer multi-Gbps data rates, thus satisfying network requirements.[7]

V. CONCLUSIONS AND FUTURE WORKS

Beyond-line-of-sight sensing is possible if connected vehicles share perception data with each other. In this work we analyzed how the number and type of sensors affect the object detection performance in real automotive scenarios, and studied how this impacts the channel occupancy. To do so, we altered the code of AVOD, a state-of-the-art object detector, to accept as inputs camera images, LiDAR point clouds, or a combination of the two. Then, we demonstrated that, while LiDAR only perceptions can provide high accuracy for detecting large objects such as cars, a sensor fusion approach would guarantee more robust detections for vulnerable road users such as pedestrians, despite consuming more channel resources.

As part of our future work, we will investigate whether and how detection accuracy would improve using more than two input sensors, and analyze the trade-off between distributed and centralized object detection. Furthermore, a more accurate (system-level) simulation of the network will be considered.
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