Geometry of the neutrino mixing space
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Abstract We study a geometric structure of a physical region of neutrino mixing matrices as part of the unit ball of the spectral norm. Each matrix from the geometric region is a convex combination of unitary PMNS matrices. The disjoint subsets corresponding to a different minimal number of additional neutrinos are described as relative interiors of faces of the unit ball. We determined the Carathéodory’s number showing that, at most, four unitary matrices of dimension three are necessary to represent any matrix from the neutrino geometric region. For matrices which correspond to scenarios with one and two additional neutrino states, the Carathéodory’s number is two and three, respectively. Further, we discuss the volume associated with different mathematical structures, particularly with unitary and orthogonal groups, and the unit ball of the spectral norm. We compare the obtained volumes to the volume of the region of physically admissible mixing matrices for both the CP-conserving and CP-violating cases in the present scenario with three neutrino families and scenarios with the neutrino mixing matrix of dimension higher than three.

1 Introduction

Over the years neutrino oscillation experiments have provided in-depth information about the structure of the neutrino standard $3 \times 3$ unitary mixing matrix $U_{\text{PMNS}}$ \cite{1,2}. We know already that the $\theta_{13}$ mixing angle is nonzero, and as a consequence, the (1,3) element of $U_{\text{PMNS}}$ is also nonzero \cite{3–5}. In that way, the tri-bimaximal mixing structure has been excluded \cite{6}. Recently a lot of attention is given to the study of the value of the neutrino CP complex phase. If it is nonzero it could shed a new light on the matter-antimatter problem \cite{7}. On top of that, there is a possibility that more than three known neutrinos exist. In this case new neutrino states, commonly known as sterile neutrinos, can mix with active Standard Model neutrinos. This implies that the $3 \times 3$ neutrino mixing matrix is no longer unitary. There are various approaches to deal with the non-unitarity problem, for instance a decomposition of a general matrix into a product with a unitary matrix are considered. The two often used approaches are known as the $\alpha$ and $\eta$ parametrizations \cite{8–13}. In the $\alpha$ parametrization’s framework a small deviation from unitarity is encoded into a lower triangular matrix, whereas in the $\eta$ framework, possible deviations from unitarity are encoded in a Hermitian matrix. In \cite{14} a different approach was proposed based on a matrix theory where the interval neutrino mixing matrix $U_{\text{int}}$ is studied using matrix theory methods, and its connections to the non-standard neutrino physics have been established by exploring singular values and contractions. In \cite{15} the matrix theory has been applied to phenomenological studies and new limits on light-heavy neutrino mixings in the $3 + 1$ model (three light, known neutrinos with one additional sterile neutrino) have been obtained. In another work where the matrix theory methods have been explored in the context of neutrino physics, conditions for the existence of the gap in the seesaw mass spectrum have been established and justified \cite{16,17}. We should also mention that an interesting mathematical connection between eigenvalues and eigenvectors has been rediscovered in the context of neutrino oscillations in matter \cite{18,19}. There has been also attempts to predict neutrino masses by geometric and topological methods. In \cite{20} the neutrino mass spectrum is explored through the model of cosmological evolution based on the exotic smooth structures. In this work we focus on further geometrically based studies towards the understanding of the class of physically admissible neutrino mixing matrices where the $3 \times 3$ mixing matrix could be a part of a higher dimensional unitary mixing matrix. Our aim is to study the structure of a geometric
region \( \Omega \) that corresponds to physically admissible mixing matrices, which has been introduced in [14].

In the next chapter we give a general setting for our discussion introducing a neutrino mixing matrix its most common parametrization and current experimental limits for the mixing parameters. In the third chapter, we define the region of physically admissible mixing matrices and its subsets corresponding to a different minimal number of additional neutrinos. In the fourth chapter, we recognize the geometric region as a subset of the unit ball of a spectral norm and describe its facial structure. Next, we will connect the facial structure of \( \Omega \) to the minimal number of additional sterile neutrinos and we will determine the so-called Carathéodory number which informs us about a minimal number of unitary \( 3 \times 3 \) matrices which are needed to span the whole \( \Omega \) space for a given number of sterile neutrinos. This allows for an optimal construction of physical mixing matrices that can be used for further analysis of scenarios involving sterile neutrinos. Finally, we determine the volume of this region for CP conserving and violating cases. The article is finished with a summary and outlook. The main text is supported by the Appendix containing auxiliary definitions and theorems.

2 Setting: Neutrino mixing matrix and experimental data

Neutrino flavour fields are (linear) combinations of the massive fields

\[
v^f_i = \sum_{i=1}^{n} U_{ii} v^m_i. \tag{1}\]

This property of neutrino fields is called the neutrino mixing mechanism. The mixing of neutrinos occurs regardless if they are Dirac or Majorana particles [21, 22]. As the massive and flavour fields form two orthogonal bases in the state space, the transition from one base to another can be done by the unitary matrix. This restricts coefficients of the linear combination, the sum of squares of their absolute values must equal one

\[
v^f_i = \sum_{i=1}^{n} U_{ii} v^m_i \quad \text{with} \quad \sum_{i=1}^{n} |U_{ii}|^2 = 1. \tag{2}\]

For \( n = 3 \) in (1), the \( 3 \times 3 \) unitary matrix \( U \) corresponding to three light known neutrino mixing is known as the PMNS mixing matrix [23, 24]. The general \( n \times n \) complex matrix has \( n^2 \) complex parameters or equivalently \( 2n^2 \) real parameters. The unitarity condition \( UU^\dagger = I \) imposes additional \( n^2 \) constraints on the elements. It can be seen from the \( UU^\dagger \) which is a Hermitian matrix and has \( n \) independent diagonal elements and \( n^2 - n \) independent off-diagonal elements which together give \( n^2 \) independent elements or conditions imposed on the unitary matrix. Thus, the \( n \times n \) unitary matrix has \( 2n^2 - n^2 = n^2 \) independent real parameters. An alternative way to see this is by writing a unitary matrix as the matrix exponent of the Hermitian matrix, i.e. \( U = e^{iH} \), where the \( H \) matrix is Hermitian and thus has \( n^2 \) independent real parameters which implies that \( U \) also has \( n^2 \) independent real parameters. These parameters can be split into two categories: rotation angles and complex phases. The number of angles corresponds to the number of parameters of the orthogonal matrix which has \( \frac{n(n-1)}{2} \) independent real parameters. The remaining parameters correspond to phases. Thus, the \( n^2 \) independent real parameters of the unitary matrix split into

angles: \( \frac{n(n-1)}{2} \),

phases: \( \frac{n(n+1)}{2} \). \tag{3}\n
However, not all phases are physical observables. The charged leptons and neutrino fields can be redefined as

\[
v_i \rightarrow e^{i\alpha_i} v_i, \quad l \rightarrow e^{i\beta_l} l. \tag{4}\]

The \( \alpha_i \) and \( \beta_l \) phases can be chosen in such a way that they eliminate \( 2n-1 \) phases from the mixing matrix leaving the Lagrangian invariant. This reduces the number of phases of the mixing matrix. The number of remaining free parameters is \( (n-1)^2 \) which divides into

angles: \( \frac{n(n-1)}{2} \),

phases: \( \frac{(n-1)(n-2)}{2} \). \tag{5}\n
These are the numbers under consideration when neutrinos are of the Dirac type. However, we know already that neutrinos can also be particles of the Majorana type. Then the Majorana condition \( v^\dagger = v \) where \( v^\dagger \) is the charge conjugate operator, fixes phases of the neutrino fields, which no longer can be chosen to eliminate phases in the mixing matrix. On the other hand, the phases of charged leptons are still arbitrary and can be chosen in such a way as to eliminate phases from the mixing matrix. Thus, from all \( \frac{n(n+1)}{2} \) phases of the unitary matrix, \( n \) phases can be eliminated. Finally, for the Majorana neutrinos, the number of free parameters of the mixing matrix is as follows

angles: \( \frac{n(n-1)}{2} \),

phases: \( \frac{n(n-1)}{2} \). \tag{6}\n
Knowing the number of parameters necessary to describe the mixing matrix, we can find its explicit form by invoking a particular parametrization. In the minimal scenario, the mixing matrix is a \( 3 \times 3 \) matrix and thus for the Dirac
case we have three mixing angles and one complex phase. The standard way of parametrizing the PMNS mixing matrix is as the product of three rotation matrices with additional complex phase in one of them, i.e. in terms of Euler angles $\theta_{12}, \theta_{13}, \theta_{23}$ and complex phase $\delta$

$$U_{\text{PMNS}} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & c_{23} & s_{23} \\ 0 & -s_{23} & c_{23} \end{pmatrix} \begin{pmatrix} e^{-i\delta} & 0 & 0 \\ 0 & c_{13} & s_{13} \\ 0 & -s_{13} & c_{13} \end{pmatrix} \begin{pmatrix} c_{12} & s_{12} & 0 \\ -s_{12} & c_{12} & 0 \\ 0 & 0 & 1 \end{pmatrix}$$

$$= \begin{pmatrix} U_{11} & U_{12} & U_{13} \\ U_{21} & U_{22} & U_{23} \\ U_{31} & U_{32} & U_{33} \end{pmatrix}.$$ (7)

In the case of Majorana neutrinos we must include additional phases, which is done typically by multiplying the PMNS mixing matrix from the right-hand side by the diagonal matrix of phases $P^M$. For the $3 \times 3$ mixing matrix, we must add two more complex phases. The Majorana neutrino mixing matrix is then given by

$$U^M_{\text{PMNS}} = U_{\text{PMNS}} P^M,$$ where $P^M = \text{diag}(e^{i\eta_1}, e^{i\eta_2}, 1).$ (8)

The oscillation experiments provide the major information about the structure of the neutrino mixing matrix. The current data gives the following limits for the mixing parameters [1, 2]

$$\theta_{12} \in [31.27^\circ, 35.86^\circ], \quad \theta_{13} \in [40.1^\circ, 51.7^\circ], \quad \theta_{23} \in [8.20^\circ, 8.93^\circ], \quad \delta \in [120^\circ, 369^\circ].$$ (9)

By inputting these ranges into (7) we get allowed ranges for the mixing matrix elements [2] (at the 3$\sigma$ confidence level)

$$|U|_{3\sigma} = \begin{bmatrix} [0.801, 0.845] & [0.513, 0.579] & [0.143, 0.155] \\ [0.243, 0.500] & [0.471, 0.689] & [0.637, 0.776] \\ [0.271, 0.525] & [0.477, 0.694] & [0.613, 0.756] \end{bmatrix}.$$ (10)

The exact values of the allowed ranges in the CP invariant case presented as the interval matrix are

$$O_{\text{int}} = \begin{bmatrix} [0.801, 0.845] & [0.513, 0.579] & [0.143, 0.155] \\ [-0.529, -0.417] & [0.431, 0.606] & [0.637, 0.776] \\ [0.233, 0.388] & [-0.721, -0.586] & [0.613, 0.756] \end{bmatrix}.$$ (11)

whereas when the non-zero CP phase $\delta$ is included, the elements of the $U_{\text{int}}$ are within the following ranges

$$U_{11} \in [0.801, 0.845],$$

$$U_{12} \in [0.513, 0.579],$$

$$U_{13} \in [-0.155 - 0.155i, 0.155 + 0.134i],$$

$$U_{\mu1} \in [-0.528 - 0.0901i, -0.218 + 0.104i],$$

$$U_{\mu2} \in [0.432 - 0.0616i, 0.707 + 0.0711i],$$

$$U_{\mu3} \in [0.637, 0.776],$$

$$U_{\tau1} \in [0.233 - 0.0878i, 0.538 + 0.101i],$$

$$U_{\tau2} \in [-0.721 - 0.060i, -0.453 + 0.0693i],$$

$$U_{\tau3} \in [0.613, 0.756].$$ (12)

Though the experimental results given in (11) and (12) are based on the $U_{\text{PMNS}}$ matrix (7), we can reverse the problem and ask the following question: What can we learn about a geometrical structure of a region of physical mixing matrices, not restricted to $U_{\text{PMNS}}$, given basic mixings between light known neutrinos in (11) or (12)?

We will answer this question in the following sections.

### 3 Region of physically admissible mixing matrices

We are interested in a special class of matrices encompassing unitary matrices or matrices which can be a submatrix of a unitary matrix. These are known as contractions and are defined by the following formula $||A|| \leq 1$ (for necessary definitions see Appendix A). The importance of contractions in neutrino mixing studies and their properties have been discussed in [14] and [15].

We will show that a matrix constructed as a finite convex combination of unitary matrices is a contraction. Let $U_i, i = 1, \ldots, n,$ be a unitary matrix, and let $A = \sum_{i=1}^n \alpha_i U_i$ with $\alpha_i \geq 0$ and $\sum_{i=1}^n \alpha_i = 1$, then

$$||A|| = \sum_{i=1}^n \alpha_i ||U_i|| \leq \sum_{i=1}^n \alpha_i \Rightarrow \sum_{i=1}^n \alpha_i = 1 \Rightarrow ||A|| \leq 1.$$ (13)

The converse is also true [25], thus we have

**Theorem 1** A matrix $A$ is a contraction if and only if $A$ is a finite convex combination of unitary matrices.

This characterization of contractions has physical consequences. It allows gathering physically meaningful mixing matrices into a geometric region.

**Definition 1** The region of all physically admissible mixing matrices, denoted $\Omega$, is the set of all finite convex combinations of $3 \times 3$ unitary matrices with parameters restricted by
experiments
\[ \Omega := \text{conv}(U_{PMNS}) = \{ \sum_{i=1}^{m} \alpha_i U_i \mid U_i \in U(3), \alpha_1, \ldots, \alpha_m \geq 0, \sum_{i=1}^{m} \alpha_i = 1, \theta_{12}, \theta_{13}, \theta_{23} \text{ and } \delta \text{ given by experimental values} \}. \]

There is another equivalent definition of the \( \Omega \) region, which reflects its geometric nature, namely as the convex hull spanned on the unitary PMNS matrices.

The Corollary 1 given in Appendix B restricts the minimal dimension of the unitary extension of the contractions. This allows us to divide the \( \Omega \) region into four disjoint subsets according to the minimal dimension of the unitary dilation
\[ \Omega_1 : 3+1 \text{ scenario: } \Sigma = \{ \sigma_1 = 1.0, \sigma_2 = 1.0, \sigma_3 < 1.0 \}, \]
\[ \Omega_2 : 3+2 \text{ scenario: } \Sigma = \{ \sigma_1 = 1.0, \sigma_2 < 1.0, \sigma_3 < 1.0 \}, \]
\[ \Omega_3 : 3+3 \text{ scenario: } \Sigma = \{ \sigma_1 < 1.0, \sigma_2 < 1.0, \sigma_3 < 1.0 \}, \]
\[ \Omega_4 : \text{PMNS scenario: } \Sigma = \{ \sigma_1 = 1, \sigma_2 = 1, \sigma_3 = 1 \}. \]

This division allows to analyze individually scenarios with a different number of sterile neutrinos. Thus, the study of geometric features of this region gives a possibility for a better understanding of neutrino physics, especially regarding the number of additional sterile neutrinos and the structure of the complete mixing matrix.

It is important to notice that matrices from the \( \Omega_1 \) subset can be extended to unitary matrices of arbitrary dimension, starting from the dimension four. The same is true for contractions from the subset \( \Omega_2 \) which can produce any unitary matrices of dimension five or higher. It may look that there is an overlapping between matrices from different subsets of the \( \Omega \) region and some of them may be redundant. This is however not true, as unitary matrices produced by the contraction from each subset are unique. It is so because contractions must end up in the \( 3 \times 3 \) top diagonal block of a complete unitary matrix and as the subsets are disjoint, we cannot reproduce the same unitary matrices using contractions from different subsets. Thus, instead of overlapping, we should treat dilations of a given dimension of contractions from different subsets as complementary to each other.

4 Geometry of the region of physically admissible mixing matrices

The \( \Omega \) region is a subset of the unit ball of the spectral norm
\[ \mathcal{B}(n) = \{ A \in \mathbb{C}^{n \times n} : \| A \| \leq 1 \}. \]

This fact allows us to give another characterization of the \( \Omega \) region as the intersection of the \( \mathcal{B}(3) \) with the interval matrix \( U_{int} \) in Eqs. (11)-(12), i.e.
\[ \Omega = \mathcal{B}(3) \cap U_{int}. \]

The relation between \( \Omega \) and other involved geometric structures is visualized in Fig. 1.

![Fig. 1 Schematic visualization of the region of physically admissible mixing matrices as an intersection of \( \mathcal{B}(3) \) and \( U_{int} \). The double pyramid shape corresponds to the unit ball of a spectral norm. Its middle circumference, in red, represents its extreme points, i.e. \( \mathcal{B}(3) \) group. Its edges and sides represent contractions with a minimal unitary extension, \( 4 \times 4 \) and \( 5 \times 5 \), respectively. Whereas the interior of \( \mathcal{B}(3) \) corresponds to the contraction that minimally can be extended to \( 6 \times 6 \) unitary matrices. The cuboid represents a hypercube of the interval matrix \( U_{int} \). At the intersection of these two structures is the \( \Omega \) region, in blue, and the set of PMNS mixing matrices is highlighted in green.]

The geometry of \( \mathcal{B}(n) \) is strictly connected to the geometry of symmetric gauge functions [26].

**Definition 2** A function \( \Phi : \mathbb{R}^n \to \mathbb{R} \) is a symmetric gauge function if it satisfies the following conditions
1. \( \Phi \) is a vector norm,
2. For any permutation matrix \( P \) we have \( \Phi(Px) = \Phi(x) \),
3. \( \Phi(|x|) = \Phi(x) \).

Von Neumann proved that symmetric gauge functions and unitarily invariant norms (A.2) are connected to each other [27], namely

**Theorem 2** \( \| \cdot \| \) is a unitary invariant norm if and only if there exists a symmetric gauge function \( \Phi \) such that \( \| A \| = \Phi(S(A)) \) for all \( A \in \mathbb{C}^{n \times n} \), where \( S(A) \) is the set of singular values of \( A \).

The spectral norm is a unitarily invariant norm and its corresponding symmetric gauge function is an infinite norm, i.e.
\[ \Phi_n(x) = \max \{ |x_1|, |x_2|, \ldots, |x_n| \}. \]
The unit ball of the infinite norm is a hypercube
\[ B_\infty(n) = \{ x \in \mathbb{R}^n : \|x\|_\infty \leq 1 \} = [-1, 1]^n. \] (22)

The Von Neumann’s relation between unitary invariant norms and symmetric gauge functions is also reflected in the geometry of the corresponding unit balls. The characterization of the extreme points and facial structure of unit balls of unitarily invariant norms by the corresponding structure of unit balls of symmetric gauge functions have been studied in [28–32]. Faces and extreme points are defined as follows [33, 34].

**Definition 3** Let \( C \subset \mathbb{R}^n \) be a convex set. A convex set \( F \subset C \) is called a face of \( C \) if for every \( x \in F \) and every \( y, z \in C \) such that \( x = (y, z) \), we have \( y, z \in F \).

**Definition 4** The zero dimensional faces of a convex set \( C \) are called extreme points of \( C \). Thus a point \( x \in C \) is an extreme point of \( C \) if and only if there is no way to express \( x \) as a convex combination \( (1 - \lambda)y + \lambda z \) such that \( y, z \in C \) and \( 0 < \lambda < 1 \), except by taking \( x = y = z \).

It appears that the extreme points of the \( B(n) \) are exactly unitary matrices. This result has also been obtained in a more general setting by Stoer [35]. The facial structure of the \( B(n) \) is given in the following theorem [29, 32].

**Theorem 3** \( \mathcal{F} \) is a face of the \( B(n) \) if and only if there exist \( 0 \leq r \leq n \) and unitary matrices \( U \) and \( V \) such that
\[ \mathcal{F} = \{ U \begin{pmatrix} I & 0 \\ 0 & A \end{pmatrix} V : A \in B(n-r) \}. \] (23)

As the \( \Omega \) region in Eq. (20) is a subset of \( B(3) \), its geometric structure is inherited from \( B(3) \). Thus, the facial structure of the \( \Omega \) region is the same as for \( B(3) \) with restriction of parameters of unitary matrices \( U \) and \( V \) to experimental results in Eq. (9) and with established ranges of singular values

**CP invariant scenario:**
\[ \{ \sigma_1 = 0.95954, \sigma_2 = 0.88186, \sigma_3 = 0.84189 \} \] (24)

**General scenario:**
\[ \{ \sigma_1 = 0.95592, \sigma_2 = 0.84112, \sigma_3 = 0.70275 \} \]

The faces of \( B(3) \) defined in Eq. (23) do not correspond entirely to physically interesting subsets in Eqs. (15)-(17) of \( \Omega \). Namely, higher-dimensional faces contain lower-dimensional faces, e.g. for \( r = 1 \) the face contains not only matrices with two singular values strictly less than one, but also unitary matrices and contractions with only one singular value strictly less than one. In other words faces of \( B(3) \) comprise matrices from different subsets of \( \Omega \). To restrict faces to subsets containing only matrices with the specific number of singular values strictly less than one, we can use the notion of the relative interior [33].

**Definition 5** The relative interior of a convex set \( C \subset \mathbb{R}^n \), which is denoted by \( ri(C) \), is defined as the interior which results when \( C \) is regarded as a subset of its affine hull \( \text{aff}(C) \).

In this definition by the affine hull of the set \( C \) we understand the set of all finite affine combinations of elements of \( C \) [36], i.e. \( \text{aff}(C) = \{ \sum_{i=1}^k \alpha_i x_i : x_i \in C, \Sigma_{i=1}^k \alpha_i = 1 \} \). In that way, the subsets of \( B(n) \) corresponding to different minimal unitary extensions are the relative interiors of \( \mathcal{F} \), i.e. subsets of faces for which singular values of the \( A \) submatrix are strictly smaller than one.

**Definition 6** The subsets \( \Omega_1, ..., \Omega_4 \) of the \( \Omega \) region are relative interiors of the faces \( \mathcal{F} \) of \( B(3) \) for \( r = 2, 1, 0, 3 \), respectively, with parameters of unitary matrices \( U \) and \( V \) restricted by experimental data and with allowed ranges of singular values.

There is another way to characterize subsets of the \( \Omega \) region, namely in terms of Ky-Fan k-norms.

**Definition 7** For a given matrix \( A \in \mathbb{C}^{n \times n} \) the Ky-Fan k-norm is defined as the sum of \( k \) largest singular values
\[ \|A\|_k = \sum_{i=1}^k \sigma_i(A), \text{ for } k=1, \ldots, n. \] (25)

In particular for matrices in \( \mathbb{C}^{3 \times 3} \) the three possible Ky-Fan norms are
\[ \|A\|_1 = \sigma_1(A) \text{ (spectral norm)}, \]
\[ \|A\|_2 = \sigma_1(A) + \sigma_2(A), \]
\[ \|A\|_3 = \sigma_1(A) + \sigma_2(A) + \sigma_3(A) \text{ (nuclear norm)}. \] (26)

Let us define for \( k = 1, \ldots, 3 \) the following sets
\[ S_k(r) = \{ A \in \mathbb{C}^{n \times n} : \|A\|_k = r \}, \]
\[ A_k(r_1, r_2) = \{ A \in \mathbb{C}^{n \times n} : r_1 \leq \|A\|_k < r_2 \}, \] (27)

i.e. we defined the sphere of radius \( r \) and the annulus with radii \( r_1 \) and \( r_2 \) for Ky-Fan norms centered at the origin.

Then, the subsets of the \( \Omega \) can be defined as
\[ \Omega_1 = S_1(1) \cap S_2(2) \cap A_3(2 + \sigma_3 3), \]
\[ \Omega_2 = S_1(1) \cap A_2(1 + \sigma_2 2) \cap A_3(1 + \sigma_2 3), \]
\[ \Omega_3 = A_1(\sigma_1 1) \cap A_2(\sigma_1 2 + \sigma_2 2) \cap A_3(\sigma_1 2 + \sigma_2 3), \]
\[ \Omega_4 = S_1(1) \cap S_2(2) \cap S_3(3), \] (28)

where \( \sigma_{2 \text{min}} \) for \( i = 1, 2, 3 \) are lower limits of singular values allowed by current experimental data (24).

We have described the subsets of the \( \Omega \) region corresponding to a different number of additional neutrinos as relative interiors of the unit ball of the spectral norm with restricted range of parameters. In this way we established a
correspondence between the geometry of $\Omega$ and $\mathcal{B}(3)$. This will allow us to study the further properties of the region of physically admissible mixing matrices by geometric tools used for unit balls of matrix norms and gauge symmetric functions.

5 Physically admissible mixing matrices as a convex combination of PMNS matrices

The $\Omega$ region (14) is defined as the convex hull of unitary PMNS mixing matrices or equivalently as the set of a finite convex combination of PMNS mixing matrices. In this way, we claim that every physically admissible mixing matrix can be represented as a fine convex combination of unitary PMNS matrices. This agrees with the Krein-Milman theorem which states [36, 37]

**Theorem 4** Let $C \subset \mathbb{R}^n$ be a nonempty compact convex set, and let $\text{ext}(C)$ be the set of extreme points of $C$, then

$$C = \overline{\text{conv}}(\text{ext}(C)).$$

(29)

As we have discussed, the extreme points of the unit ball of the spectral norm are unitary matrices and as the $\Omega$ is a subset of the $\mathcal{B}(3)$, the above theorem justifies our definition. However, this theorem does not put any restriction on the number of extreme points necessary to construct any point of a convex set as a convex combination of its extreme points. The upper bound for this number has been given by Carathéodory [36, 38]

**Theorem 5** If $K \subset \mathbb{R}^n$, then each point of $\text{conv}(K)$ is a convex combination of at most $n + 1$ points of $K$.

The natural question arises: What is the Carathéodory number for the $\mathcal{B}(n)$ and $\Omega$ which are embedded in $\mathbb{C}^n \cong \mathbb{R}^{2n^2}$? In the physically interesting case where $n = 3$ according to the Carathéodory theorem we would need 19 unitary matrices. However, we will prove that for $\mathcal{B}(3)$ this number can be significantly reduced.

**Proposition 1** The Carathéodory’s number for the $\text{conv}(\mathcal{B}(3)) = \mathcal{B}(3)$ is 4.

**Proof** Let $B_{\infty} = \{x \in \mathbb{R}^3 : \|x\|_{\infty} \leq 1\}$ be a unit ball of the infinite norm in $\mathbb{R}^3$, i.e. the cube $[-1, 1]^3$. The extreme points of the $B_{\infty}$ are vertices of the cube, i.e. vectors $v_j = (\pm 1, \pm 1, \pm 1)$ for $j = 1, \ldots, 8$. Let $\psi : B_{\infty} \rightarrow M_{3 \times 3}$ be a mapping which sends a vector from the unit ball $B_{\infty}$ into the diagonal matrix. Then, the $\psi$ sends the extreme points of the $B_{\infty}$ into the diagonal unitary matrices $U_j = \text{diag}(\pm 1, \pm 1, \pm 1)$ for $j = 1, \ldots, 8$. The Carathéodory’s number for the cube is 4. Thus, every point in $B_{\infty}$ can be written as the convex combination of at most 4 extreme points $v_j$. In particular every point of the positive octant can be written in this way. This means that every diagonal matrix $D \in M_{3 \times 3}$ with diagonal elements in $[0, 1]$ can be written as convex combination of at most 4 diagonal unitary matrices $U_j$, i.e. $D = \sum_{i=1}^{4} \alpha_i U_i$, with $\alpha_i \geq 0$ and $\sum_{i=1}^{4} \alpha_i = 1$. Now, let $A$ be a contraction with a singular value decomposition $A = WDV^\dagger$, where $W$ and $V$ are unitary matrices. This gives

$$A = WDV^\dagger = \sum_{i=1}^{4} \alpha_i WU_i V^\dagger.$$  

(30)

As the $\text{conv}(U(3)) = \mathcal{B}(3)$ is the set of all $3 \times 3$ contractions, this completes the proof.

As an immediate consequence of this proposition and the construction used in the proof, matrices from the $\Omega_2$ subset, i.e. with two singular values strictly less than one, can be constructed as the convex combination of 3 unitary matrices. Whereas, matrices from the $\Omega_1$ subset, i.e. with only one singular value strictly less than one, can be constructed as the convex combination of two unitary matrices.

Following the idea of Stoer [35], we will show how to construct contractions with two and one singular values strictly less than one as a convex combination of three and two unitary matrices, respectively. Let us take the following diagonal matrix

$$D_1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & a & 0 \\ 0 & 0 & b \end{pmatrix},$$

(31)

where $a, b < 1$. It can be written as the following sum

$$D_1 = \frac{1 - a}{2} \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{pmatrix} + \frac{a - b}{2} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix} + \frac{1 + b}{2} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}.$$  

(32)

Now let us take another diagonal matrix. This time with only one diagonal element strictly less than one

$$D_2 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & a \end{pmatrix},$$

(33)

where $a < 1$. The $D_2$ matrix can be written as

$$D_2 = \frac{1 - a}{2} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix} + \frac{1 + a}{2} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}.$$  

(34)

Multiplying $D_1$ and $D_2$ matrices from left- and right-hand side by unitary matrices, we end up with a singular value decomposition of a given matrix with singular values gathered in $D_1$ and $D_2$, respectively.
As a result contractions with two and one singular values strictly smaller than one can be written as convex combinations of unitary matrices with singular values encoded in coefficients of the combination.

These results will be used for extending phenomenological studies on the light-heavy neutrino mixings undertaken in [15] to the 3+2 and 3+3 scenarios.

6 Volume

Lie groups are also manifolds [39], i.e. they pose geometric structures. Thus, we can associate with them geometrical properties such as the surface area, also called the volume. Two very important groups in physics fall into this category, namely an orthogonal group, and its complex counterpart: a unitary group. These groups are also very important in neutrino physics as the mixing matrix is either orthogonal or, if the CP phase is non-zero, unitary. In Tab. 1 we gathered the list of structures for which we will calculate the volume in this section. The table is split into purely mathematical objects and those restricted by experiments.

6.1 CP-conserving case

The set of all orthogonal matrices of dimension $n \times n$, i.e. $O(n) = \{ O \in \mathbb{R}^{n \times n} : O^T O = I \}$, is an example of a Stiefel manifold [40]. As the orthogonal matrices have $n(n-1)$ independent parameters, the Stiefel manifold of the orthogonal group is a $\frac{n(n-1)}{2}$-dimensional manifold embedded in $n^2$ space. We can associate to it a volume which is expressed as the Haar measure over the orthogonal group [40–44]

$$\text{vol}(O(n)) = \int_{O(n)} [O^T dO]^\wedge,$$

where $[O^T dO]^\wedge$ denotes the wedge product of the matrix $O^T dO$ and $dO$ is the matrix of the differentials of the orthogonal matrix $O$. This volume can be expressed in the following compact form [44, 45]

$$\text{vol}(O(n)) = \frac{2^n \pi^{n^2} }{\Gamma(n/2)} = \frac{2^n \pi^{n(n+1)} }{\Gamma(n/2) \prod_{k=1}^{n} \Gamma(k/2)},$$

where $\Gamma(x) = \pi^{\frac{n(n-1)}{2}} \prod_{k=1}^{n} \Gamma\left(\frac{x-k}{2}\right)$. In the case interesting from the neutrino physics perspective, i.e. for $n = 3$, this gives

$$\text{vol}(U(n)) = 16\pi^2.$$

However, as the determinant of the PMNS mixing matrix is equal to 1, it belongs to even a smaller subset, namely the special orthogonal group $SO(3)$. The special orthogonal group is a subgroup of $O(3)$ and its volume is half of the volume of the orthogonal group, i.e.

$$\text{vol}(SO(3)) = 8\pi^2.$$ (38)

Moreover, the PMNS matrix does not cover the entire range of parameters and hence we must start from $O^T dO$ in order to calculate the volume of this submanifold. Taking the standard PMNS parametrization (7) we get

$$O^T dO = \\
\left(
\begin{array}{ccc}
0 & \frac{\sin \theta_{13}}{\sin \theta_{12}} & \sin \theta_{12} \\
-d\theta_{12} - \sin \theta_{13} \theta_{23} & d\theta_{12} + \sin \theta_{13} \theta_{23} & c_{13} d \theta_{12} - c_{13} s_{12} d \theta_{23} \\
-c_{12} d \theta_{13} + c_{13} s_{12} d \theta_{23} & -c_{12} c_{13} d \theta_{12} - s_{12} d \theta_{23} & 0
\end{array}
\right).$$

The wedge product of the independent elements of this matrix is equal to

$$[O^T dO]^\wedge = \cos (\theta_{13}) d\theta_{12} d\theta_{13} d\theta_{23}.$$ (40)

Thus, the volume of PMNS matrices is given by

$$\text{vol}(PMNS) = \int_{\theta_{12}} \int_{\theta_{13}} \int_{\theta_{23}} \cos (\theta_{13}) d\theta_{12} d\theta_{13} d\theta_{23},$$

which with the current experimental limits on $\theta_{12}, \theta_{13}$ and $\theta_{23}$ (9) gives

$$\text{vol}(PMNS) = 2.2667 \times 10^{-4}.$$ (42)

As we can see the PMNS matrices contribute only in a small portion to the entire $O(3)$.

6.2 CP-violating case

The unitary group $U(n)$, i.e. the group of all unitary matrices $U(n) = \{ U \in \mathbb{C}^{n \times n} : U^T U = I \}$, is another example of a Stiefel manifold. Similarly, as for the orthogonal group, the volume of the unitary group is given by the Haar measure over the group

$$\text{vol}(U(n)) = \int_{U(n)} [U^T dU]^\wedge,$$

where $[U^T dU]^\wedge$ denotes the exterior product of the matrix $U^T dU$ and $dU$ is the matrix of the differentials of the unitary group.
matrix $U$. The volume of the unitary group can be expressed in a compact form as [41–45]

$$\text{vol}(\mathcal{U}(n)) = \frac{2^n \pi^{n^2}}{n!} = \frac{2^n \pi^{(n+1)/2}}{12! \ldots (n-1)!},$$

(44)

where $\hat{I}_n(x) = \frac{\sin^{(n-1)}(x)}{x} \Gamma(x-1) \ldots \Gamma(x-n+1)$. Thus, the volume of the 3 x 3 unitary matrices equals

$$\text{vol}(\mathcal{U}(3)) = 4\pi^6.$$

(45)

Moreover, the determinant of the PMNS matrix is equal to one, which means it belongs to the special unitary group $SU(3)$. The volume of the $SU(n)$ is equal to

$$\text{vol}(SU(n)) = \frac{2^{(n-1)} \pi^{n(n+1)/2}}{12! \ldots (n-1)!}.$$

(46)

For the physically interesting dimension, i.e. $n = 3$ this volume is equal to

$$\text{vol}(SU(3)) = \sqrt{3}\pi^5.$$

(47)

The PMNS mixing matrix with non-zero CP phase, however, has a restricted set of parameters (5),(6) and ranges of these parameters are confined by experiments (9). Hence, in order to calculate its volume, it is necessary to start from a specific parametrization of the mixing matrix (7). It can be done in the same way as for its real counterpart, i.e. by calculating the wedge product of the matrix $U^\dagger dU$. However, for the complex matrices, it is much more complicated. Alternatively, it can be calculated by determining the Jacobian matrix of the PMNS matrix in the parametrization (7)

$$J = \left( \frac{\partial u_{ij}}{\partial y_k} \right), \quad i, j = 1, \ldots, n$$

(48)

and the $y_k$ are parameters (for the PMNS matrix $k = 1, \ldots, 4$). Then, the volume element is multiplied by the Jacobian $|J| = \sqrt{\text{det}(\frac{1}{2} J^T J)}$.

The volume of complex PMNS matrices can be calculated in one more way, namely by using the Cartan-Killing metric

$$ds^2 = (V,V)dt^2,$$

(49)

where $(A,B) = \frac{1}{2} Tr(A^\dagger B) - \frac{1}{2} Tr(B^\dagger A)$ is the inner product induced by the Frobenius norm and $V = U^\dagger dU$. The $V$ is anti-Hermitian and thus $(V,V) = \frac{1}{2} Tr(V^\dagger V) = -\frac{1}{2} Tr(V^2)$.

The Hermitian product of the Jacobian matrix for the PMNS matrix is given by

$$\frac{1}{2} J^T J = \begin{pmatrix} 1 & 0 & \sin(\theta_{13}) \cos(\delta) & 0 \\ 0 & 1 & 0 & 0 \\ \sin(\theta_{13}) \cos(\delta) & 0 & 1 & 0 \\ 0 & 0 & 0 & \sin^2(\theta_{13}) \end{pmatrix}.$$

Let us look also at the expression for the Cartan-Killing metric

$$ds^2 = d\theta_{23}^2 + d\theta_{13}^2 + d\theta_{12}^2 + 2 \sin(\theta_{13}) \cos(\delta) + \sin^2(\theta_{13}) d\delta^2,$$

(51)

which as expected gives the same matrix as (50). Finally, the Jacobian for the PMNS matrices is equal to

$$|J| = \sqrt{\sin^2(\theta_{13}) - \cos^2(\delta) \sin^4(\theta_{13})}.$$

(52)

Thus, the volume of the complex PMNS matrices is given by

$$\text{vol}(\text{PMNS}) = \int_{\text{PMNS}} |J| dV = \int \sqrt{\sin^2(\theta_{13}) - \cos^2(\delta) \sin^4(\theta_{13})} d\theta_{23} d\theta_{13} d\theta_{12} d\delta.$$

(53)

Taking into account current experimental limits for mixing parameters (9) the numerical value for the volume of the complex PMNS mixing matrices is

$$\text{vol}(\text{PMNS}) = 1.4777 \times 10^{-4}.$$

As in the CP conserving case we see that PMNS matrices constitute only a small portion of all unitary matrices.

This and CP invariant result (42) show already the quality of the neutrino studies. However, comparing these results with the volume of quark mixing matrix which is equal to

$$\text{vol}(\text{CKM}) = 8.81 \times 10^{-14},$$

(55)

we can see that the quark mixing parameters are much more precise. The CKM mixing matrix can be parametrized in the same way as PMNS in Eq. (7), the exact values of the CKM parameters are taken from [1].

6.3 Scenarios with extra neutrino states

So far we have established the volume of the neutrino mixing matrices only for the scenario with three known types of neutrinos. However, for scenarios with extra neutrino states, it is required to consider the entire $\Omega$ region and not only its extreme points represented by $U_{\text{PMNS}}$. In order to do this, we will use the fact that the region of all physically admissible mixing matrices is a subset of the unit ball in the spectral norm $\mathcal{B}(n) = \{ A \in \mathbb{C}^{n \times n} : ||A|| \leq 1 \}$ and for the CP conserving case it is restricted to the real matrices $\tilde{\mathcal{B}}(n) = \{ A \in \mathbb{R}^{n \times n} : ||A|| \leq 1 \}$. Volumes of the $\mathcal{B}(n)$ and $\tilde{\mathcal{B}}(n)$ can be calculated from the singular value decomposition. The differential of the singular value decomposition of a given matrix $A = U \Sigma V^\dagger$ is equal to

$$dA = dU \Sigma V^\dagger + U d\Sigma V^\dagger + U \Sigma dV^\dagger.$$

(56)
By multiplying this from the left-hand side by $U^\dagger$ and from the right-hand side by $V$ we get
\[ dX \equiv U^\dagger dAV = U^\dagger dU \Sigma + d\Sigma + \Sigma dV^\dagger V, \] (57)
which can be rewritten using $dV^\dagger V = -V^\dagger dV$ in the following form
\[ dX = U^\dagger dAV = U^\dagger dU \Sigma + d\Sigma - \Sigma V^\dagger dV. \] (58)

The Haar measure is left- and right-invariant, thus $|dA|^\wedge = |U^\dagger dAV|^\wedge = |dX|^\wedge$. The entrywise analysis of the $dX$ in the CP invariant scenario gives
\[ [dX]^\wedge = \prod_{i<j} (\sigma_j^2 - \sigma_i^2)^{\wedge} \wedge \prod_{i=1}^n d\sigma_i [U^\dagger dU]^\wedge [V^\dagger dV]^\wedge. \] (59)

Hence, the volume of the unit ball of the spectral norm in a real case is given by
\[ \text{vol}(\mathcal{B}(n)) = \frac{1}{2\pi^n} \text{vol}(\mathcal{O}(n))^2 \int_0^1 \prod_{i<j} (\sigma_j^2 - \sigma_i^2)^{\wedge} \prod_{k=1}^n d\sigma_k. \] (60)

The inclusion of the factor $\frac{1}{2\pi^n}$ assures the uniqueness of the singular value decomposition. For the physically interesting dimension $n = 3$, we have
\[ \text{vol}(\mathcal{B}(3)) = \frac{8\pi^3}{45}. \] (61)

Similar entrywise analysis of the (58) provides the volume element for the singular value decomposition of complex matrices
\[ [dX]^\wedge = \prod_{i=1}^n \sigma_i \prod_{i<j} (\sigma_j^2 - \sigma_i^2)^{\wedge} \wedge \prod_{i=1}^n d\sigma_i [U^\dagger dU]^\wedge [V^\dagger dV]^\wedge. \] (62)

Thus, the volume of the unit ball of the spectral norm is given by
\[ \text{vol}(\mathcal{B}(n)) = \frac{1}{(2\pi)^n} \text{vol}(\mathcal{O}(n))^2 \times \int_0^1 \prod_{i<j} (\sigma_j^2 - \sigma_i^2)^{\wedge} \prod_{k=1}^n d\sigma_k. \] (63)

The factor $\frac{1}{(2\pi)^n}$ ensures the uniqueness of the singular value decomposition. In the case interesting from the neutrino physics perspective, i.e. $n = 3$, this gives
\[ \text{vol}(\mathcal{B}(3)) = \frac{\pi^3}{8460}. \] (64)

We can use the formulas for the volumes of $\mathcal{B}(3)$ and $\mathcal{B}(3)$ as the basis in the calculation of the volume of the $\Omega$ region. As the $\Omega$ region is defined as the convex hull of the PMNS matrices, to find its volume we need to replace in the formulas (60) and (63) $\text{vol}(\mathcal{O}(n))$ and $\text{vol}(\mathcal{B}(n))$ by $\text{vol}(\text{PMNS})$ in the general and CP conserving case, respectively. Moreover, it is also necessary to restrict ranges of singular values for those allowed by current experimental data (24). As the result, for the CP invariant scenario, we have the following formula
\[ \text{vol}(\Omega) = \frac{1}{2\pi^n} \text{vol}(\text{PMNS})^2 \int_{\sigma_{\text{min}}}^1 \prod_{i<j} (\sigma_j^2 - \sigma_i^2)^{\wedge} \prod_{k=1}^n d\sigma_k. \] (65)

Taking into account current experimental bounds (9) and allowed ranges for singular values (24), the numerical value is equal
\[ \text{vol}(\Omega) = 6.45 \times 10^{-16}. \] (66)

Thus, the $\Omega$ region in the CP invariant case constitutes only $1.84 \times 10^{-20}$ of the unit ball (60).

For the general case including the CP phase, the formula for the volume of the $\Omega$ region is given by
\[ \text{vol}(\Omega) = \frac{1}{(2\pi)^n} \text{vol}(\text{PMNS})^2 \times \int_{\sigma_{\text{min}}}^1 \prod_{i<j} (\sigma_j^2 - \sigma_i^2)^{\wedge} \prod_{k=1}^n d\sigma_k. \] (67)

and its numerical value is
\[ \text{vol}(\Omega) = 1.12 \times 10^{-18}. \] (68)

In the complex case, the contribution of the $\Omega$ region is even smaller than in the CP invariant scenario and it constitutes only $3.4 \times 10^{-27}$ of the respective unit ball in the spectral norm (63). It may look like that $\text{vol}(\hat{\Omega})$ is larger than the $\text{vol}(\Omega)$, however, we must keep in mind that $\Omega$ and $\hat{\Omega}$ are structures of different dimensions, and thus cannot be compared directly.

We have established earlier the characterization of the $\Omega$ region as the intersection of the $\mathcal{B}(3)$ and $U_{\text{int}}$ (20). The $U_{\text{int}}$ can be treated as a hyperrectangle in $\mathbb{R}^9$ or $\mathbb{C}^9 \simeq \mathbb{R}^{18}$ respectively for the CP invariant case and the general case. As such, they also are geometric structures with associated volume. This volume is simply the product of the length of its sides, i.e. given intervals. Thus for the CP conserving case, it gives
\[ \text{vol}(U_{\text{int}}) = 2.84 \times 10^{-10}. \] (69)

Whereas when the CP phase is taken into account it is equal to
\[ \text{vol}(U_{\text{int}}) = 2.27 \times 10^{-11}. \] (70)

In [14] statistical analysis was performed concerning the amount of physically admissible mixing matrices contained within the interval matrix $U_{\text{int}}$. The analysis establishes that for the CP invariant scenario only about 4% of matrices within the interval matrix are contractions. Comparison of
volumes gives a similar qualitative result, namely contractions make a small part of the $U_{\text{int}}$. The exact calculation reveals that the volume of the $\Omega$ region constitutes 2.3 $\times$ 10^{-4} percent of $O_{\text{int}}$ in the CP conserving case and 8.12 $\times$ 10^{-6} percent of $U_{\text{int}}$ for the general complex scenario.

We can check how $\text{vol}(\Omega)$ and $\text{vol}(\text{PMNS})$ are sensitive to the precision of neutrino parameters. For example, if the range of the CP phase shrinks twice, i.e., we assume $\delta \in [182.5^\circ, 306^\circ]$ then we get

$$\text{vol}(\text{PMNS}) = 7.345 \times 10^{-5},$$

\begin{equation}
\text{vol}(\Omega) = 2.759 \times 10^{-19}.
\end{equation}

We can see that $\text{vol}(\text{PMNS})$ decreased twice, however, its value is still a few orders of magnitudes higher than for $\text{vol}(\text{CKM})$, while $\text{vol}(\Omega)$ decreased almost by order of magnitude.

7 Summary and outlook

Neutrino mixings connected with known active three neutrino states can be embedded directly into the $3 \times 3$ unitary matrix. In the case of extra neutrino species, which are still awaiting discovery, the $3 \times 3$ mixing matrix must be extended to a larger unitary matrix.

In general, the physical space of neutrino mixings determined experimentally constitutes a geometric region of finite convex combinations of unitary $3 \times 3$ PMNS mixing matrices. We studied the structure of this region, which is a part of a unit ball of a spectral norm.

We have described subsets corresponding to a different minimal number of additional neutrinos as relative interiors of faces of this unit ball. This feature of the geometric region allows for the independent phenomenological analysis of 3+n neutrino mixing models. We also gave an alternative characterization of these subsets in terms of Ky-Fan k-norms.

We showed that the Carathéodory’s number for the $\Omega$ region equals maximally four. In 3+1 and 3+2 scenarios, the Carathéodory’s number is 2 and 3, respectively. This result allows constructing all matrices from the region as the convex combination in an optimal way. We demonstrated a particular construction of contractions with two and one singular values strictly less than one, and with singular values encoded in the coefficients. Knowing the basis with a minimal number of generating matrices, we will be able to make concrete phenomenological studies of light-heavy neutrino mixings independently in 3+2 and 3+3 scenarios. It will extend our previous studies using dilation procedure and obtained limits on active-sterile mixings in the 3+1 scenario where one extra neutrino state is present [15].

We established the size of the region of the physically admissible mixing matrices by calculating its volume. As zero volume would mean that neutrino parameters are determined experimentally without errors, its size informs us in some way about the fidelity of experimental data extraction. In the case of three neutrino mixing scenario this volume shows that in neutrino physics, compared to the whole space of the mixing parameters, a space of possible neutrino mixing parameters is already restricted considerably, though when comparing with quark mixings and corresponding volume, the neutrino volume is many orders of magnitude larger. When additional neutrinos are under consideration the region narrows down comparing to $\mathcal{R}(3)$ and $U_{\text{int}}$ where $\mathcal{R}(3)$ describes all 3 $\times$ 3 contractions whereas $U_{\text{int}}$ contains experimentally established ranges for neutrino mixing matrices and $\Omega$ is the intersection of these two structures. The size of this region will be further squeezed by increasing precision (via increasing statistics) of future neutrino physics experiments, especially for CP-violating scenarios when the Dirac CP-phase will be determined.

As an outlook, apart from studying unitary extensions of admissible matrices from the $\Omega$ region and the light-heavy neutrino mixings, we also plan to apply methods of semidefinite programming and find information about the position of the $\Omega$ region within the unit ball of the spectral norm. This study will help determine preferable parameter space for future searches for sterile neutrinos in models with different number of extra neutrino states.
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8 Appendix

Appendix A: Norms

Definition 8 A matrix norm is a function $||| \cdot |||$ from the set of all matrices $M_{m \times m}$ into $\mathbb{R}$ that satisfies the following properties

$$|||A||| \geq 0 \text{ and } |||A||| = 0 \iff A = 0,$$

$$|||\alpha A||| = |||\alpha||| |||A|||,$$

$$|||A + B||| \leq |||A||| + |||B|||,$$

$$|||AB||| \leq |||A||| |||B|||.$$

(A.1)

In other words, the matrix norm is a vector norm with the additional condition of submultiplicativity.

There exists an important class of matrix norms consisting of matrix norms which do not change by the unitary multiplication.

Definition 9 A matrix norm $||| \cdot |||$ is called unitarily invariant if for every unitary matrices $U, V$ and a given matrix $A$ it
satisfies
\[ \| U A V \| = \| A \|. \]  
\( \text{(A.2)} \)

Another important class of matrix norms, called the induced matrix norms, contains matrix norms that are obtained from the vector norms in the following way
\[ \| A \|_s = \max_{\| x \| = 1} \| A x \|, \]  
\( \text{(A.3)} \)

where \( \| \cdot \|_s \) stands for the corresponding vector norm. In our case, of particular interest is the matrix norm induced from the Euclidean 2-norm
\[ \| x \|_2 = \sqrt{\sum_{i=1}^{n} x_i^2} = \sqrt{x^T x} \]
for \( x = (x_1, \ldots, x_n)^T \). From the Rayleigh quotient \( \lambda_{\max}(A) = \max_{\| x \| = 1} x^T A x \), we have
\[ \|A\|_2 = \max_{\| x \|_2 = 1} \| A x \|_2 = \max_{\| x \|_2 = 1} x^T A x = \max_{\| x \|_2 = 1} \lambda_{\max}(A) = \sigma_1(A). \]  
\( \text{(A.4)} \)

Thus, the matrix norm \( \| \cdot \|_2 \) can be defined as the largest singular value of a given matrix. This matrix norm is called an operator norm or spectral norm and will be denoted as \( \| \cdot \| \). Thus,

**Definition 10** A spectral norm of a matrix \( A \in M_{n \times m} \) is the matrix norm defined as
\[ \| A \| = \max_{\| x \|_2 = 1} \| A x \|_2 = \sigma_1(A). \]  
\( \text{(A.5)} \)

Moreover, the spectral norm is also a unitary invariant norm (A.2).

**Appendix B: Cosine-Sine (CS) decomposition**

**Theorem 6** Let the unitary matrix \( U \in M_{(n+m) \times (n+m)} \) be partitioned as
\[ U = \begin{pmatrix} U_{\text{PMNS}} & U_{\text{lh}} \\ U_{\text{hl}} & U_{\text{hh}} \end{pmatrix} \]
\( \text{(B.6)} \)

If \( m \geq n \), then there are unitary matrices \( W_1, Q_1 \in M_{n \times n} \) and unitary matrices \( W_2, Q_2 \in M_{m \times m} \) such that
\[ \begin{pmatrix} U_{\text{PMNS}} & U_{\text{lh}} \\ U_{\text{hl}} & U_{\text{hh}} \end{pmatrix} = \begin{pmatrix} W_1 & 0 \\ 0 & W_2 \end{pmatrix} \begin{pmatrix} C & -S \\ S & C \end{pmatrix} \begin{pmatrix} 0 & 0 \\ 0 & I_{m-n} \end{pmatrix} \begin{pmatrix} Q_1^\dagger & 0 \\ 0 & Q_2^\dagger \end{pmatrix}, \]  
\( \text{(B.7)} \)

where \( C \geq 0 \) and \( S \geq 0 \) are diagonal matrices satisfying \( C^2 + S^2 = I_n \).

There exists another form of the CS decomposition which is more important from the neutrino physics perspective. Let \( U_{\text{PMNS}} \) have the singular value decomposition \( U_{\text{PMNS}} = W_{\text{ih}} \text{diag}(I_r, C) Q_1^\dagger \), where \( I_r \) denotes \( r \) singular values equal to one, and \( C \) contains singular values that are strictly less than one. The structure of the CS decomposition reveals the intriguing fact, namely the minimal dimension of the unitary dilation of a given contraction is not arbitrary, but is encoded in the number of singular values strictly less than one.

**Corollary 1** The parametrization of the unitary dilation of the smallest size is given by
\[ \begin{pmatrix} U_{\text{PMNS}} & U_{\text{lh}} \\ U_{\text{hl}} & U_{\text{hh}} \end{pmatrix} = \begin{pmatrix} W_1 & 0 \\ 0 & W_2 \end{pmatrix} \begin{pmatrix} I_r & 0 \\ 0 & C \end{pmatrix} \begin{pmatrix} Q_1^\dagger & 0 \\ 0 & Q_2^\dagger \end{pmatrix}. \]  
\( \text{(B.8)} \)

where \( r = n - m \) is the number of singular values equal to \( 1 \) and \( C = \text{diag}(\cos \theta_1, ..., \cos \theta_m) \) with \( |\cos \theta_i| < 1 \) for \( i = 1, ..., m \).

This is crucial from the physical point of view, since it tells that the minimal number of sterile neutrinos is not arbitrary, but depends on the singular values of the PMNS mixing matrix.

**References**

1. P. Zyla, et al., Review of Particle Physics, PTEP 2020 (8) (2020) 083C01. doi:10.1093/ptep/pta104.
2. I. Esteban, M. C. Gonzalez-Garcia, M. Maltoni, T. Schwetz, A. Zhou, The fate of hints: updated global analysis of three-flavor neutrino oscillations, JHEP 09 (2020) 178. arXiv:2007.14792, doi:10.1007/JHEP09(2020)178.
3. F. P. An, et al., Observation of electron-antineutrino disappearance at Daya Bay, Phys. Rev. Lett. 108 (2012) 171803. arXiv:1203.1669, doi:10.1103/PhysRevLett.108.171803.
4. J. K. Ahn, et al., Observation of Reactor Electron Antineutrino Disappearance in the RENO Experiment, Phys. Rev. Lett. 108 (2012) 191802. arXiv:1204.0626, doi:10.1103/PhysRevLett.108.191802.
5. Y. Abe, et al., Reactor electron antineutrino disappearance in the Double Chooz experiment, Phys. Rev. D 86 (2012) 052008. arXiv:1207.6632, doi:10.1103/PhysRevD.86.052008.
6. P. F. Harrison, D. H. Perkins, W. G. Scott, Tribimaximal mixing and the neutrino oscillation data, Phys. Lett. B 530 (2002) 167. arXiv:hep-ph/0202074, doi:10.1016/S0370-2693(02)01336-9.
7. K. Abe, et al., Constraint on the matter–antimatter symmetry-violating phase in neutrino oscillations, Nature 580 (7803) (2020) 339–344, [Erratum: Nature 583, E16 (2020)]. arXiv:1910.03887, doi:10.1038/s41586-020-2177-0.

8. S. Antusch, C. Biggio, E. Fernandez-Martinez, M. B. Gavela, J. Lopez-Pavon, Unitarity of the Leptonic Mixing Matrix, JHEP 10 (2006) 084. arXiv:hep-ph/0607020, doi:10.1088/1126-6708/2006/10/084.

9. E. Fernandez-Martinez, M. B. Gavela, J. Lopez-Pavon, O. Yasuda, CP-violation from non-unitary leptonic mixing, Phys. Lett. B649 (2007) 427–435. arXiv:hep-ph/0703098, doi:10.1016/j.physletb.2007.03.069.

10. Z.-z. Xing, Correlation between the Charged Current Interactions of Light and Heavy Majorana Neutrinos, Phys. Lett. B660 (2008) 515–521. arXiv:0709.2220, doi:10.1016/j.physletb.2008.01.038.

11. Z.-z. Xing, A full parametrization of the 6 X 6 flavor mixing matrix in the presence of three light or heavy sterile neutrinos, Phys. Rev. D85 (2012) 013008. arXiv:1110.0083, doi:10.1103/PhysRevD.85.013008.

12. F. J. Escrivuela, D. V. Forero, O. G. Miranda, M. Tortola, J. W. F. Valle, On the description of nonunitary neutrino mixing, Phys. Rev. D92 (5) (2015) 053009, [Erratum: Phys. Rev.D93,no.11,119905(2016)]. arXiv:1503.08637, doi:10.1103/PhysRevD.93.119905.

13. M. Blennow, P. Coloma, E. Fernandez-Martinez, J. Hernandez-Garcia, J. Lopez-Pavon, Non-Unitarity, sterile neutrinos, and Non-Standard neutrino Interactions, JHEP 04 (2017) 153. arXiv:1609.08637, doi:10.1007/JHEP04(2017)153.

14. K. Bielas, W. Flieger, J. Gluza, M. Gluza, Neutrino mixing, interval matrices and singular values, Phys. Rev. D98 (5) (2018) 053001. arXiv:1708.09196, doi:10.1103/PhysRevD.98.053001.

15. W. Flieger, J. Gluza, K. Porwit, New limits on neutrino non-unitary mixings based on prescribed singular values, JHEP 03 (2020) 169. arXiv:1910.01233, doi:10.1007/JHEP03(2020)169.

16. F. Besnard, A remark on the mathematics of the seesaw mechanism, J. Phys. Comm. 1 (1) (2018) 015005. arXiv:1611.08591, doi:10.1088/2399-6528/aa7adb.

17. W. Flieger, J. Gluza, General neutrino mass spectrum and mixing properties in seesaw mechanisms, Chin. Phys. C 45 (2) (2021) 023106. arXiv:2004.00354, doi:10.1088/1674-1137/ab7d2f.

18. P. B. Denton, S. J. Parke, X. Zhang, Neutrino oscillations in matter via eigenvalues, Phys. Rev. D 101 (9) (2020) 093001. arXiv:1907.02534, doi:10.1103/PhysRevD.101.093001.

19. P. B. Denton, S. J. Parke, T. Tao, X. Zhang. Eigenvectors from Eigenvalues: a survey of a basic identity in linear algebra, Bull. Am. Math. Soc. 59 (1) (2022) 31–58. arXiv:1908.03795, doi:10.1090/bull/1722.

20. T. Asselmeyer-Maluga, J. Król, A topological approach to Neutrino masses by using exotic smoothness, Mod. Phys. Lett. A 34 (13) (2019) 1950097. arXiv:1801.01419, doi:10.1142/S0217732319500974.

21. S. M. Bilenky, J. Hosek, S. T. Petcov, On Oscillations of Neutrinos with Dirac and Majorana Masses, Phys. Lett. B 94 (1980) 495–498. doi:10.1016/0370-2693(80)90927-2.

22. J. Gluza, T. Jelinski, R. Szafron, Lepton number violation and ‘Diracness’ of massive neutrinos composed of Majorana states, Phys. Rev. D93 (11) (2016) 113017. doi:10.1103/PhysRevD.93.113017.

23. B. Pontecorvo, Inverse beta processes and nonconservation of lepton charge, Sov. Phys. JETP 7 (1958) 172–173, [Zh. Eksp. Teor. Fiz.34,247(1957)].

24. Z. Maki, M. Nakagawa, S. Sakata, Remarks on the unified model of elementary particles, Prog. Theor. Phys. 28 (1962) 870–880, [34(1962)]. doi:10.1143/PTP.28.870.

25. F. Zhang, Matrix Theory: Basic Results and Techniques, 2nd Edition, Springer, 2011. doi:10.1007/978-1-4614-1099-7.

26. G. Stewart, J. guang Sun, Matrix Perturbation Theory, Computer science and scientific computing, Academic Press, 1990.

27. J. von Neumann, Some Matrix-Inequalities and Metrization of Matrix-Space, Tomsk. Univ. Rev. Vol. 1 (1937) 286–300, In: A. H. Taub, Ed., John von Neumann Collected Works, Vol. IV, Pergamon, Oxford, 1962, pp. 205-218.

28. K. Ziątak, On the characterization of the extremal points of the unit sphere of matrices, Linear Algebra and its Applications 106 (1988) 57 – 75. doi:10.1016/0024-3795(88)90023-7.

29. W. So, Facial structures of schatten p-norms, Linear and Multilinear Algebra 27 (3) (1990) 207–212. doi:10.1080/03081089008819012.

30. E. M. de Sá, Faces and traces of the unit ball of a symmetric and unitarily invariant norms, Linear Algebra and its Applications 197-198 (1994) 349 – 395. doi:10.1016/0024-3795(94)900974.

31. E. M. de Sá, Exposed faces and duality for symmetric and unitarily invariant norms, Linear Algebra and its Applications 197-198 (1994) 429 – 450. doi:10.1016/0024-3795(94)900974.

32. E. M. de Sá, Faces of the unit ball of a unitarily invariant norm, Linear Algebra and its Applications 197-198 (1994) 451–493. doi:10.1016/0024-3795(94)900974.
33. R. T. Rockafellar, Convex Analysis, Princeton University Press, 1970.
34. J.-B. Hiriart-Urruty, C. Lemaréchal, Fundamentals of Convex Analysis, 2001, pp. 121–162. doi:10.1007/978-3-642-56468-0_4.
35. J. Stoer, On the characterization of least upper bound norms in matrix space, Numer. Math. 6 (1) (1964) 302–314. doi:10.1007/BF01386078.
36. I. E. Leonard, J. E. Lewis, Geometry of Convex Sets, Wiley, 2015.
37. M. Krein, D. Milman, On extreme points of regular convex sets, Studia Mathematica 9 (1) (1940) 133–138.
38. C. Carathéodory, Über den variabilitätsbereich der fourier’schen konstanten von positiven harmonischen functionen, Rendiconti del Circolo Matematico di Palermo (1884-1940) 32 193–217.
39. L. Tu, An Introduction to Manifolds, Universitext, Springer New York, 2010.
40. R. J. Muirhead, Aspects of Multivariate Statistical Theory, Wiley-Interscience, 2005.
41. M. S. Marinov, Invariant volumes of compact groups, Journal of Physics A: Mathematical and General 13 (11) (1980) 3357–3366. doi:10.1088/0305-4470/13/1/009.
42. M. S. Marinov, Correction to ‘invariant volumes of compact groups’, Journal of Physics A: Mathematical and General 14 (2) (1981) 543–544. doi:10.1088/0305-4470/14/2/030.
43. L. J. Boya, E. Sudarshan, T. Tilma, Volumes of compact manifolds, Reports on Mathematical Physics 52 (3) (2003) 401–422. doi:10.1016/s0034-4877(03)80038-1.
44. L. Zhang, Volumes of orthogonal groups and unitary groups (2017). arXiv:1509.00537.
45. F. W. Ponting, H. S. A. Potter, The volume of orthogonal and unitary space, The Quarterly Journal of Mathematics os-20 (1) (1949) 146–154. doi:10.1093/qmath/os-20.1.146.
46. S. Kobayashi, K. Nomizu, Foundations of Differential Geometry Vol. I, Wiley-Interscience, 1996.
47. R. L. Mkrtchyan, A. P. Veselov, A universal formula for the volume of compact lie groups (2013). arXiv:1304.3031.
48. K. Zyczkowski, H. Sommers, Hilbert–Schmidt volume of the set of mixed quantum states, Journal of Physics A: Mathematical and General 36 (39) (2003) 10115–10130. doi:10.1088/0305-4470/36/39/310.
49. R. A. Horn, C. R. Johnson, Matrix Analysis, 2nd Edition, Cambridge University Press, 2012. doi:10.1017/9781139020411.