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1 INTRODUCTION
Knowledge graph construction is a key application for transforming Web content into machine-processable data [9]. A fundamental task in knowledge graph construction is link prediction, where the goal is to create or recover missing links in knowledge graphs, e.g., identifying the birthplace of a person or the CEO of a company. This task is generally formulated as a statistical relational learning problem, for which a variety of techniques such as latent factor models [25], random walks [19] and neural networks [22] have been explored. Among them, neural network-based methods, which learn semantic representations of entities and relations, have significantly advanced the state of the art in the past few years [5, 8, 30, 33, 38].

A focal point of research efforts on neural network-based methods has been designing models that are scalable enough to be applied to large knowledge graphs (e.g., millions of facts), while being able to precisely capture the semantics of entities and relations. Shallow models, such as translational distance models (e.g., TransE [5] and TransH [36]) and semantic matching models (e.g., DistMult [38], ComplEx [33]), were proposed to leverage simple algebraic operations – e.g., inner product and matrix-vector product – for modeling interactions among entities and relations in learning their representations [35]. While being scalable, these models are intrinsically lacking expressive power and thus are limited in capturing fine-grained semantics [8]. In contrast, deep models [9, 30] are better at learning expressive features. However, these models are more complex in terms of parameters. Consequently, model training requires very large amounts of data, which are rarely available in real-world scenarios [35].

Few studies have tackled this problem from the perspective of data selection. Better selecting training data is not only useful for reducing the size of the training data, thereby improving the efficiency of model training, but also beneficial for reducing the cost in acquiring additional data to improve link prediction performance. In this work, we propose to adopt active learning [7, 13, 27], which allows the model to choose the data from which it learns best. In the active learning setting, models initially trained on a small amount of data actively select the most informative data samples (often based on model uncertainty), which are then used in combination with existing training data to retrain the model. With such a selecting-retraining process iterating multiple times, the model can reach state-of-the-art performance with significantly less training data compared to conventional supervised learning settings.

The idea of combining deep learning models and active learning, i.e., deep active learning, has recently drawn attention for image [13, 16, 34] and text classification [29, 40]. Few approaches have however considered deep active learning for link prediction in knowledge graphs. Unlike image and textual data, the underlying data for link
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prediction is relational: entities are connected by relations. This inherently provides an additional source of signals for data sampling in deep active learning: entities that are close to each other in the knowledge graph are more likely to share some similarity, thus to be more redundant for data sampling in the active learning process. By taking advantage of the underlying data structure, it is therefore possible to improve the effectiveness of data sampling.

While active learning is sample-efficient, it can still be computationally expensive since it requires to retrain models from scratch at every iteration of the active learning process. This problem becomes significant for deep active learning as it typically takes much more time to train a deep learning model than traditional machine learning models. Reducing the computational complexity is thus particularly important in our context, where the size of the training samples can easily blow up to tens of thousands of samples (an order of magnitude larger than what is used for image classification [13]). A straightforward workaround would be to incrementally train the model using the newly selected data or combining it with existing training data [29]. However, these methods will potentially bias the model towards the small amount of newly selected data, or towards the data selected in early iterations of the process. How to incrementally train deep link prediction models with optimal generalizability hence remains a key open research question.

In this paper, we introduce ActiveLink, a novel deep active learning framework for knowledge graphs that takes advantage of the underlying graph structure to improve the sampling effectiveness and to allow deep models to be incrementally trained in an unbiased manner. Our framework inherits from recent advances in Bayesian deep neural networks [12, 37] and takes a Bayesian view on existing neural link predictors. By doing so, it allows any neural link predictor to take into account uncertainty, thus enabling uncertain sampling in a deep active learning setting. In order to fully exploit the graph structure, ActiveLink incorporates uncertainty sampling into a clustering algorithm, which allows to identify redundant pieces of data in the knowledge graph for more effective data sampling. To accelerate model training, ActiveLink further adopts a principled method for unbiased incremental training based on meta-learning [2, 10]. Specifically, at each active learning iteration, we update the model parameters using the newly selected data samples with the meta-goal of generalizing the model for future predictions, which is approximated by generalizing the model based on the samples selected in preceding iterations. To do so, we strike a balance between the importance of newly and previously selected data in order to reach an unbiased estimate of the model parameters.

In summary, we make the following key contributions:

- We present a unified Bayesian view on neural link prediction, which allows any neural link predictor to be used in an uncertainty-based deep active learning setting;
- We propose a new data sampling algorithm that takes advantage of both model uncertainty and the underlying graph data structure to improve data sampling effectiveness;
- We introduce a new meta-learning method to incrementally train deep neural networks for link prediction through deep active learning with optimized generalizability;
- We demonstrate the effectiveness of our approach through an extensive evaluation on real-world datasets. Overall, ActiveLink is able to match the state-of-the-art approach while requiring significantly less (20% only) training data.

To the best of our knowledge, this is the first work considering deep active learning for link prediction in knowledge graphs. Our work is an initial yet important step towards improving link prediction performance through the efficient creation of training data. By strategically picking which data samples are used to train neural link predictors, ActiveLink provides an approach to effectively refine large training data and offers a route to efficiently create high-quality data (e.g., through crowdsourcing [39]). The later is highly important for scenarios where data creation is expensive, e.g., knowledge graph construction for specific domains.

2 RELATED WORK

In this section, we first discuss related work on neural network-based methods for link prediction, then review recent advances in deep active learning.

2.1 Neural Link Prediction

Existing neural link prediction methods fall into two broad categories, i.e., deep and shallow models, depending on whether or not the network contains at least one hidden layer. In the following, we review representative techniques for each category and discuss the limitations these techniques suffer from.

Shallow Models. Translational distance models are typical shallow models. A representative model is TransE [5], which learns low-dimensional representations (i.e., embeddings) for both entities and relations in a knowledge graph by minimizing the distance between linked entities. Extensions such as TransH [36] and TransR [21] project embeddings onto relation hyperplanes/spaces to learn relation-specific representations of entities. Another line of work learns representations for entities and relations by considering the match of their semantic representations as the learning target. A representative model of that line is RESCAL [24], which learns embeddings of entities while representing relations as a matrix to model the pairwise interactions between latent factors of two entities. DistMult [38] extends such a method by restricting relation matrices to diagonal ones; while being efficient, it can only be applied for symmetric relations. ComplEx [33] overcomes this issue by adopting complex-valued embeddings to model asymmetric relations. HoLE [23] uses cross-correlation to decrease the number of parameters in relation representation and allows for modeling asymmetric relations. All these methods model the interactions between entities and relations through simple operations, e.g., matrix-vector products between relation matrices and entity embeddings.

Deep Models. Instead of using simple algebraic operations, a different line of work considers the use of neural networks with hidden layers to model the complex interaction patterns between entities and relations. An early piece of work [30] proposes Neural Tensor Network (NTN), which matches the embeddings of paired entities and relations by considering both linear and non-linear mappings, including those represented by relation-specific matrices and tensors and a hidden layer with non-linear transformation. Similar
models include semantic matching energy (SME) [4] and multilayer perceptrons (MLP) [9], which simplify NTN by discarding tensor parameters to improve model scalability. ConVe [8] is a recent work demonstrating that employing a 2-dimensional convolution and hidden-layers makes it possible to improve the model expressiveness while keeping a relatively smaller number of parameters.

Shallow models intrinsically lack expressive power, making them incapable of capturing fine-grained semantics of entities and relations [8]. Deep models have more expressive power but often involve much more parameters; consequently, model training is not scalable for large knowledge graphs in real-world scenarios. For instance, NTN has a time complexity two order of magnitude greater than TransE [35]. Our work takes an orthogonal perspective to improve the training efficiency of deep models by reducing the amount of training data while maintaining excellent performance through deep active learning.

2.2 Deep Active Learning

While extensive research has been carried out on both deep learning and active learning, researchers only recently started to investigate active learning approaches for deep neural networks. In the following, we briefly review related work that converges to the current notion of deep active learning.

**Active Learning.** In the traditional active learning setting, the model selects unlabeled data samples which supposedly can provide the strongest supervision; these samples are labeled and then used to retrain the model. The potential benefit of a data sample is generally measured by the model’s uncertainty in making predictions for that sample, i.e., the so-called uncertainty sampling [7, 20]. It can be instantiated through different acquisition functions, such as maximum entropy [28], BALD [15], and variation ratios [11]. Besides uncertainty sampling, additional criteria can also be taken into account, e.g., how well a data sample will reduce the estimate of the expected error [26], which attempts to select data samples that directly optimize prediction performance. Such a criterion, however, is less practical as it is generally difficult to have an analytical expression for the expected prediction error.

**Deep Active Learning.** A key obstacle in applying active learning to deep neural networks is the fact that neural networks only make deterministic predictions, making it challenging to represent model uncertainty. A popular workaround has been to employ an active learning model (e.g., a Gaussian process) which is kept separate from the neural network classifier [17]. A more consistent solution is to leverage recent developments in Bayesian deep learning, which can generally be categorized into two classes. The first one is based on stochastic gradient descent (SGD). Welling et al. [1, 37] show that by adding the right amount of noise to standard SGD, the parameter converges to samples from the true posterior distribution. The second class of methods is based on dropout, which is a technique originally proposed to prevent over-fitting in training deep learning models [14, 31]. Gal et al. [12] showed that when considering dropout during prediction in a similar way as for model training, the predictions are equivalent to sampling from the approximate true posterior distribution of the parameters, thus turning a deterministic predictive function into a stochastic (uncertain) one.

**Recent Applications.** Deep active learning was first applied to image classification [13, 16]. These works showed that the Bayesian approach significantly outperforms deterministic predictions in deep active learning across multiple uncertainty-based acquisition functions. Recently, a few studies have investigated deep active learning approaches to textual data, including sentence classification [40] and named entity recognition [29]. These applications demonstrate that deep active learning can considerably reduce the amount of data used to train the model.

To the best of our knowledge, we are the first ones to leverage deep active learning for link prediction. Unlike image and textual data, data samples in link prediction are connected by a set of links, which provides an additional source of signals that we take advantage of thanks to a new data sampling algorithm. Moreover, we introduce a new principled method for incremental training, which is particularly useful to improve the computational efficiency of deep active learning on link prediction.

3 THE ACTIVELINK FRAMEWORK

This section introduces our proposed framework for deep active learning, which we refer to as ActiveLink. We first introduce a unified Bayesian view on neural link prediction, which allows any neural link predictor to represent prediction uncertainty, thereby enabling uncertainty sampling in ActiveLink. Next, we introduce two key features of ActiveLink: 1) structured uncertainty sampling, a data sampling method that leverages both model uncertainty and the underlying structure of the knowledge graph to better approximate sample informativeness; 2) meta-incremental training, a meta-learning approach that allows the link prediction model to be incrementally trained in new iterations of the active learning process by optimizing the generalizability of the model for future predictions.

**Problem Statement.** Throughout this paper we use boldface lowercase letters to denote vectors and boldface uppercase letters to denote matrices. We use capital letters (e.g., \( P \)) in calligraphic math font to denote sets. Following this, we denote a knowledge graph by \( \mathcal{G} = \{(s, r, o) \} \subset E \times R \times E \), where \( E \) is the entity set, \( R \) is the relation set, and where a triple \((s, r, o)\) represents a relationship \( r \in R \) between a subject \( s \in E \) and an object \( o \in E \).

Given a budget \( B \), our goal is to select \( B \) triples from \( \mathcal{G} \) to train a deep neural link predictor with optimal performance. We consider an active learning approach to this problem, which decomposes the problem into multiple iterations. At each iteration, we select \( k \) \((k < B)\) triples from \( \mathcal{G} \), and update the parameters of the link predictor using these triples in combination with previously selected triples. We consider data sampling performed in a greedy fashion, that is, at each iteration we select only \( k \) triples with the highest informativeness as determined by ActiveLink. The key problem for ActiveLink is therefore two-fold. 1) **Effectiveness:** selecting the most informative triples at each iteration, which is important for training a link predictor with high accuracy. 2) **Efficiency:** training the link predictor in an incremental fashion. Effectiveness and efficiency are addressed by structured uncertainty sampling and meta-incremental training, respectively, as we introduce next.
3.1 Uncertainty Sampling

We start by introducing a unified Bayesian view on neural link predictors. Based on this abstraction, we then introduce an uncertainty sampling method for deep active learning of neural link predictors.

**Neural Link Predictors as Scoring Functions.** Neural link predictors are often viewed as scoring functions \( f_r(s, o) \), which in our context take as input a potential triple \((s, r, o)\), and output a score representing the plausibility of the triple being true. Taking this view, the classic MLP model [9] is defined as follows:

\[
f_r(s, o) = W^T g([s; r; o]W)
\]

where \( s \) and \( o \) are entity embeddings, and \( r \) is a relation embedding; these embeddings are concatenated (denoted by \( [; ;] \)) to be used as the input for a fully connected layer parameterized by the linear transformation matrix \( W \) and a non-linear function \( g \) (e.g., tanh); \( W \) is a linear transformation vector that takes as input the output of the fully connected layer to obtain the final score.

The state-of-the-art model Convolutional 2D Knowledge Graph Embeddings (ConvE) [8] is similarly defined as follows:

\[
f_r(s, o) = g(\text{vec}(g([s; r] + w)W)\phi)
\]

where \( \hat{s} \) and \( \hat{r} \) are 2D reshaping of the entity and relation embeddings, which are concatenated and used as an input for a 2D convolutional layer with filters \( w \); \( \text{vec} \) is a vectorization operation that transforms the feature map given by the convolutional layer to a vector; \( W \) is the weight matrix and \( g \) is a non-linear function (rectified linear units (ReLU) [18] are used in the original work).

**Neural Link Predictors as Bayesian Models.** To allow for uncertainty sampling in deep active learning, we adopt the Bayesian approach to deep neural networks recently developed by Gal and Ghahramani [12]. To this end, we first reformulate neural link predictors as parameterized likelihood functions, such that the output represents the plausibility of a triple being true. We then pose a prior distribution on the parameters, to transform a deterministic neural link predictor into a Bayesian model.

Denoting all parameters, including entity and relation embeddings and all weight parameters (i.e., linear transformation matrices and vectors), as \( \Theta \), we can rewrite any neural link predictor as \( f_r^\Theta(s, o) \), which can then be reformulated as a likelihood function by introducing an additional softmax layer:

\[
p(y|s, r, o, \Theta) = \text{softmax} (f_r^\Theta(s, o))
\]

where \( y \) is the output of the link predictor representing whether a triple is true or not. To make neural link predictors Bayesian, we define a prior over the parameters \( \Theta \):

\[
\Theta \sim p(\Theta|K)
\]

e.g., a standard Gaussian prior parameterized by \( K \) (the co-variance matrix). With this definition, model training will result in a posterior distribution over the parameters, i.e. \( p(\Theta|D_{\text{train}}) \) (where \( D_{\text{train}} \) is the training data), instead of point estimates (i.e., fixed values for the parameters). The prediction for an arbitrary input \((s, r, o)\) can be described as a likelihood function:

\[
p(y|s, r, o, D_{\text{train}}) = \int p(y|s, r, o, \Theta)p(\Theta|D_{\text{train}})d\Theta
\]

which provides a more robust prediction than non-Bayesian methods as it takes into account the uncertainty of the parameters.

The problem of inferring the exact posterior distribution for the parameters, \( p(\Theta|D_{\text{train}}) \), is intractable. Gal and Ghahramani [12] recently proposed in that context Monte Carlo (MC) dropout, which is a simple yet effective method for performing approximate variational inference. MC dropout is based on dropout [14, 31], which is typically used during model training to randomly drop hidden units of the network at each parameter update iteration; this reduces complex co-adaptations of neurons that can easily lead to overfitting. Gal and Ghahramani [12] prove that by performing dropout during the forward pass when making predictions, the output is equivalent to the prediction when the parameters are sampled from a variational distribution of the true posterior.

Formally, MC dropout is equivalent to sampling from a variational distribution \( q(\Theta) \) that minimizes the Kullback-Leibler (KL) divergence to the true posterior \( p(\Theta|D_{\text{train}}) \). Given this, we can perform a Monte Carlo integration to approximate Equation 5:

\[
p(y|s, r, o, D_{\text{train}}) \approx \frac{1}{T} \sum_{t=1}^{T} p(y|s, r, o, \Theta^t)
\]

where \( \Theta^t \) is the parameters sampled \( T \) times from \( q(\Theta) \), i.e., \( \Theta^t \sim q(\Theta) \). To summarize, MC dropout provides a practical way to approximately sample from the true posterior without explicitly calculating the intractable true posterior.

**Deep Uncertainty Sampling.** Active learning aims at selecting the most informative data samples (triples, in our case) to train the model. This is often formulated as an acquisition function, defined as follows:

\[
(s, r, o)^* = \arg\max_{(s, r, o)\in G} \phi((s, r, o))
\]

The key to developing a good sampling strategy is designing an effective informativeness measure. With the Bayesian formulation of neural link predictors, the informativeness of a triple can be quantified by model uncertainty. A typical uncertainty measure is Shannon entropy:

\[
\phi((s, r, o)) = H[y|(s, r, o), D_{\text{train}}] = - \sum_{C \in \{0, 1\}} p(y = C|(s, r, o), D_{\text{train}}) \log p(y = C|(s, r, o), D_{\text{train}})
\]

where \( \frac{1}{T} \sum_t \hat{p}_C^t \) is the averaged predicted probability of class \( C \) for \((s, r, o) (C \in \{0, 1\}) \) i.e., the triple being true or not, sampled \( T \) times by Monte Carlo dropout. Note that \( \Theta \) is marginalized in the above equation as in Equation 6.

3.2 Structured Uncertainty Sampling

Besides model uncertainty, knowledge graphs provide an additional source of signals to represent data informativeness given their data structure: entities are linked by relations. Considering an existing pool of data sampled in preceding iterations, we make the following assumptions:

1. Entities linked with those in the training pool are less informative than entities not linked;
(2) More generally, entities that are intensively linked with each other are less informative with respect to each other than those sparsely linked.

Relations therefore provide a source for measuring the informativeness of data samples from the perspective of the redundancy between data samples. This comes in contrast to representing informativeness from the perspective of the models. We are, therefore, interested in designing a data sampling method that exploits relations in knowledge graphs and that potentially combines it with model uncertainty.

To this end, we leverage clustering algorithms to identify groups of entities based on relations among entities. Our basic assumption is that entities belonging to the same cluster are more redundant with each other. Therefore, we construct our initial training set with each other. Therefore, we construct our initial training set.

Algorithm 1. The key steps are the selection of clusters (row 10-12) and the redundancy score (row 11) for each cluster. After the model is trained on the initial set, at each of the following active learning iterations we select clusters based on their potential redundancy with respect to existing training data. Following the idea that data samples belonging to the same cluster are less informative, we select a sample from each of the selected clusters to form a new dataset for model training.

The above process is described by the high-level pseudo code in Algorithm 1. The key steps are the selection of clusters (row 10-12) and the selection of data samples from the clusters (row 13-15). For cluster selection, the redundancy score (row 11) is calculated as the averaged similarity between all data samples — specifically, cosine similarity between entity embeddings — in the cluster and those in the existing training pool. The selection of data samples within the cluster is based on model uncertainty (row 14). By doing so, we incorporate uncertainty sampling into the sampling algorithm.

We consider K-means for clustering entities, which are represented by low-dimensional embedding learned through TransE [5]. K-means allows picking the number of resulting clusters c. If c is less than the sample size k required for the active learning iteration, the sampling algorithm will be collapsed such that cluster selection is not considered and data samples will be selected from all clusters. In this case, we take the n_j most uncertain triples from cluster C_j, where n_j is proportional to the size of C_j.

We note that our algorithm is not restricted to any specific clustering algorithm. More advanced clustering methods can be applied, e.g., those based on relations among entities as well as entity attributes [3, 6]. Since our goal is to show that clustering can be an effective means to leverage the underlying structure of knowledge graphs for data sampling, we experiment on K-means as it is one of the most widely used clustering methods. Comparison of different clustering methods is left for future work.

### 3.3 Meta-Incremental Training

In the traditional active learning setting, newly selected data samples are combined with existing training data to retrain the model from scratch. This is highly time-consuming when training deep models (our experiments show that model retraining from scratch takes 3 times longer than updating the model parameters from the previous iteration; see Section 4.3 for more details). We are, therefore, interested in incremental training of deep models using the newly selected data samples in every iteration of active learning.

A straightforward workaround is to fine-tune the model trained on the previous iterations using the new data samples only, which is a widely used approach in transfer learning. Such an approach, however, is likely to bias the model to the small amount of newly selected data. To prevent the model to get biased, recent work has proposed to combine the newly selected data with the existing training data and incrementally train the model with a small number of epochs [29]. This however, may not allow to fully exploit the newly selected data, compared with the data selected early that has already been used to update parameters in previous iterations. A central problem here is how to strike a good balance between the importance of new and previously selected data to reach an unbiased estimate of model parameters.

To solve this problem, we propose to adopt a meta-learning approach, where we update model parameters with the meta-goal that the updated model is most generalizable to future predictions. This is achieved in a two-step parameter updating scheme: we temporarily update model parameters with a standard gradient descent step using the newly selected data, followed by a meta-learning step where the learning algorithm performs a gradient descent step with the objective that model parameters will be more generalizable. The generalizability of the updated model parameters is approximated by the prediction loss on data samples selected in the current and the previous iterations.

Formally, in the i-th active learning iteration, model parameters learned in the previous iteration, denoted by Θ_{i-1}, are first updated to Θ_i by a gradient descent step on the newly selected data T_i:

\[
Θ_i = Θ_{i-1} - αΔΘ \mathcal{L}(f_{Θ_{i-1}}, T_i)
\]  

(9)

where f denotes the model, α is the learning rate, \( \mathcal{L}(f_{Θ_{i-1}}, T_i) \) is the loss function applied to the data samples of T_i given existing model Θ_{i-1}, and ΔΘ is the gradient of Θ with respect to the loss.
Algorithm 2: Meta-Incremental Training

**Input:** The current iteration $i$, data selected in the current iteration $T_i$, model parameter from the previous iteration $\Theta_{i-1}$, window size $w$, data selected in iterations within the window \{\{T_{i-w}, T_{i-w+1}, \ldots, T_{i-1}\}, \text{learning rate } \alpha \text{ and } \beta$

\[ \Theta_i \leftarrow \Theta_{i-1} - \alpha \Delta \Theta \sum_{l=i-w}^{i} L(f_{\Theta_i}, T_l) \]

\[ \Theta_i \leftarrow \Theta_{i-1} - \beta \Delta \Theta \sum_{l=i-w}^{i} L(f_{\Theta_i}, T_l) \]

**Output:** Updated model parameters $\Theta_i$

1. **while** True **do**
2.   **for** $l = i - w; l \leq i; l + 1 \text{do}$
3.     Evaluate $\Delta \Theta L(f_{\Theta_i}, T_l)$;
4.     $\Theta_i \leftarrow \Theta_{i-1} - \alpha \Delta \Theta L(f_{\Theta_i}, T_l)$;
5.     $\Theta_i \leftarrow \Theta_{i-1} - \beta \Delta \Theta L(f_{\Theta_i}, T_l)$;
6.     **if** converged **then**
7.       **break**;

To avoid overfitting, we use a meta-learner that makes use of the triples selected in previous iterations within a certain time window $w$, i.e. \{\{T_{i-w}, T_{i-w+1}, \ldots, T_{i-1}\}, \text{learning rate } \alpha \text{ and } \beta$

\[ \Theta_i = \Theta_{i-1} - \beta \Delta \Theta \sum_{l=i-w}^{i} L(f_{\Theta_i}, T_l) \]

In addition, we investigate the generalizability of ActiveLink across neural link predictors and its scalability on a big dataset. In the following, we start by introducing our experimental setup, before answering each of the above questions in a separate subsection.

4.1 Experimental Settings

**Dataset.** We experiment on two publicly accessible datasets: FB15K-237 and WikiMovie:

- **FB15K-237** [32] is a subset of Freebase widely used for link prediction evaluation [5, 8, 36]. The knowledge graph mainly describes facts about sports, movies and actors. The original dataset FB15K was contributed by Bordes et al. [5]. Toutanova and Chen [32] noted that FB15K suffers from the test leakage problem: simple rule-based models can reach high prediction performance on the test triples by inverting triples in the training set. We use FB15K-237, a corrected version where inverse relations are removed.
- **WikiMovie** is a subset of Wikidata that contains facts about movies such as directors, actors and genre. The original data is large but sparse. For example, 53% of the entities appear in only one triple, making it difficult to evaluate the link prediction models; by contrast, 95% of the entities in FB15K-237 have at least three training examples. As such, we filtered the dataset to keep a subset with only entities that appear in at least two triples. We prepare two versions of the WikiMovie dataset, namely WikiMovie-300K and WikiMovie-1M, which contain 300K and 1M triples, respectively.

We report key statistics of our datasets in Table 1. We note that WikiMovie-300K contains a comparable number of triples as FB15K-237 yet much more entities. Consequently, link prediction is more difficult on WikiMovie-300K. The comparison of ActiveLink performance on these two datasets, therefore, helps to investigate the impact of data sparsity on ActiveLink performance. WikiMovie-1M is used below to study the scalability of the ActiveLink framework in terms of reducing the amount of data needed to train neural link predictors on large knowledge graphs.

**Comparison Methods.** To demonstrate the effectiveness of both model uncertainty and data redundancy (considering the underlying data structure), we compare the following data sampling methods:

- **Random**, which randomly selects data samples at every active learning iteration;
- **Structured**, a variant of our method that randomly selects triples from each cluster (similar to stratified sampling);
- **Q2**: How effective is our meta-incremental training method in speeding up the deep active learning process?
- **Q3**: How effective is ActiveLink compared with a traditional supervised learning method (i.e., non-active learning) for training neural link predictors?
- **Q4**: How do parameter settings of ActiveLink, including samples per iteration and clusters for data sampling and window size for incremental learning, affect the performance?

4 EXPERIMENTS AND RESULTS

In this section, we report on a set of experiments we have conducted to evaluate the performance of ActiveLink.\(^1\) We first evaluate our new data sampling method and the incremental training method of ActiveLink separately, by answering the following question:

- **Q1**: How effective are our uncertainty sampling and structured uncertainty sampling methods in determining the informativeness of data samples?

\(^1\)Our code and data are available at https://github.com/eXascaleInfolab/ActiveLink.
We evaluate the above model training methods in terms of both model performance and training efficiency. We note that Uncertainty is a method that has been investigated in image recognition [13]; however, to the best of our knowledge, we are the first to apply it to link prediction in knowledge graphs.

To investigate the effectiveness of our proposed incremental training method, we compare the following model training techniques for deep active learning:

- **Retrain**, the conventional way of performing active learning, which trains the model from scratch at each new iteration;
- **Incremental** [29], the baseline incremental training method that combines newly and previously selected data to incrementally train the model from the last iteration;
- **Meta-Incremental**, our incremental training method that adopts meta-learning to get an unbiased estimate of the model parameters (Algorithm 2).

We evaluate the above model training methods in terms of both model performance and training efficiency.

Finally, to show the superiority of ActiveLink in model training over traditional supervised learning settings as well as to demonstrate the generalizability of ActiveLink on different neural link predictors, we apply both training settings to two state-of-the-art deep neural link predictors (see Section 3.1 for details):

- **ConvE** [8], a model that uses two-dimensional convolutions over entity and relation embeddings for link prediction;
- **MLP** [9], a multi-perceptron model using fully-connected layers over entity and relation embeddings.

### Parameter Settings for Link Predictors & ActiveLink

The parameters of the link predictors and ActiveLink are empirically set based on a held-out validation set that contains 10% of the original data. For the link predictors (i.e., ConvE and MLP), we apply grid search in [20, 50, 100, 200] for the dimension of the embeddings and in [0.1, 0.3, 0.5] for the dropout on different layers of the prediction model. We select learning rates from {0.0001, 0.001, 0.01, 0.1, 1} and batch size from {64, 128, 256}. In particular, we use 3 × 3 filters for the convolution in ConvE. For ActiveLink, the number of samples per iteration is selected from {500, 1000, 5000, 10000}. The number of clusters for the Structured-Uncertainty sampling method is selected from {10, 100, 1000, 10000}. The window size for our Meta-Incremental method is selected from [1, 5, 10, 20, inf], where inf indicates that all preceding iterations are considered for meta-learning.

### Evaluation Protocols

Evaluation is performed on a test set that contains 10% triples from the corresponding dataset; the remaining data is used as the training and validation sets. Following previous studies [5, 8, 21], we measure the performance using the following two metrics: 1) Mean Rank of correct entities, and 2) proportion of correct entities in the top-10 ranked entities (Hits@10). Lower Mean Rank and higher Hits@10 indicate better performance.

### 4.2 Comparative Results on Data Sampling (Q1)

We start by investigating the effectiveness of our proposed sampling methods (Uncertainty, Structured, and Structured-Uncertainty) by comparing them against random sampling (Random). Results are reported in Figure 1, where performance is shown as a function of the fraction of training data (from zero to 50%) selected at different iterations of the active learning process.

From the figure, we observe that Random sampling is outperformed by Structured sampling and Uncertainty sampling across the two datasets and across the two performance metrics. This clearly demonstrates the effectiveness of model uncertainty and data redundancy in data sampling. Among Structured and Uncertainty sampling, we observe that Structured sampling generally performs better than Uncertainty sampling in the early iterations of the active learning process (before 5% samples are selected); however, in the late iterations, Structured sampling is outperformed by Uncertainty sampling. Such a pattern can be explained by the evolution of the size of the samples during the active learning process. In the early iterations of the active learning process, the size of the data being sampled is big as compared with the size of data samples already selected; it is, therefore, easy to select non-redundant data samples by considering the underlying data structure; when the size of selected data samples increases, the newly selected samples get increasingly more redundant with the selected samples, thus decreasing the effectiveness of Structured sampling. In comparison, model uncertainty is less affected by the size of the selected data samples. We note that, when the size of the selected data samples increases (30% to 40%), the performance gains of the link prediction model decreases even for Uncertainty sampling. This indicates the decreased utility of the data samples in the late iterations for improving model performance (see the next part of the results for additional evidence on that point).

Structured-Uncertainty sampling, which combines both model uncertainty and data redundancy in data sampling, achieves the best performance across the two datasets and the two performance metrics. The performance gains are most obvious for the WikiMovie-300K dataset measured by Mean Rank, as shown in Figure 1(c). We note that while not visually obvious in the other subfigures (due to the need for depicting the full range of the variations), Structured-Uncertainty consistently outperforms Uncertainty in every iteration as measured by both metrics: overall, the average improvements are 29.37 (Mean Rank) and 0.1% (Hits@10) for the FB15K-237 dataset when the sample size is between 40% and 50%; for the WikiMovie-300K dataset with the same sample sizes, the average improvements are 29.37 (Mean Rank) and 0.1% (Hits@10). These results highlight the difference between model uncertainty and data redundancy as data informativeness criterion and the effectiveness of combining both of them for data sampling.

### Table 1: Descriptive statistics of the datasets.

| Dataset          | #Entities | #Relationships | #Triples |
|------------------|-----------|----------------|----------|
| FB1K-237         | 14,541    | 474            | 310,116  |
| WikiMovie-300K   | 36,001    | 588            | 286,683  |
| WikiMovie-1M     | 104,500   | 788            | 987,896  |

---

WikiMovie-1M 104,500 788 987,896
WikiMovie-300K 36,001 588 286,683
FB15K-237 14,541 474 310,116

In the early iterations of the active learning process, the size of the data being sampled is big as compared with the size of data samples already selected; it is, therefore, easy to select non-redundant data samples by considering the underlying data structure; when the size of selected data samples increases, the newly selected samples get increasingly more redundant with the selected samples, thus decreasing the effectiveness of Structured sampling. In comparison, model uncertainty is less affected by the size of the selected data samples. We note that, when the size of the selected data samples increases (30% to 40%), the performance gains of the link prediction model decreases even for Uncertainty sampling. This indicates the decreased utility of the data samples in the late iterations for improving model performance (see the next part of the results for additional evidence on that point).

Structured-Uncertainty sampling, which combines both model uncertainty and data redundancy in data sampling, achieves the best performance across the two datasets and the two performance metrics. The performance gains are most obvious for the WikiMovie-300K dataset measured by Mean Rank, as shown in Figure 1(c). We note that while not visually obvious in the other subfigures (due to the need for depicting the full range of the variations), Structured-Uncertainty consistently outperforms Uncertainty in every iteration as measured by both metrics: overall, the average improvements are 29.37 (Mean Rank) and 0.1% (Hits@10) for the FB15K-237 dataset when the sample size is between 40% and 50%; for the WikiMovie-300K dataset with the same sample sizes, the average improvements are 29.37 (Mean Rank) and 0.1% (Hits@10). These results highlight the difference between model uncertainty and data redundancy as data informativeness criterion and the effectiveness of combining both of them for data sampling.
We now compare our Meta-Incremental training method with Re- 
metric in evaluating data sampling methods. This is likely due 
to the fact that Hits@10 is a set-based metric that does not take 
into account the ranking position of true positives in the top-10 
results, thus it is less sensitive in differentiating model performance, 
especially given the large number of entities in the experimental 
datasets.

Model Training Efficiency. In order to evaluate the runtime per- 
f ormance of our proposed Meta-Incremental training method, we 
investigate the model training time with up to 50% of the data sam- 
ples selected using our test server\(^1\), for both the Retrain method 
and our Meta-Incremental training method (both achieve optimal 
model performance). Table 2 reports the results. As shown by the 
table, our Meta-Incremental method requires a much shorter training 
time on both FB15K-237 and WikiMovie-300K: it speeds up 
model training by 2.8x in both cases.

In summary, our Meta-Incremental training method not only 
achieves optimal model generalizability, but also dramatically re- 
duces the model training time.

4.4 ActiveLink vs. Non-active Learning (Q3)
To evaluate the effectiveness of ActiveLink as a whole, we compare 
the performance of neural link predictors trained with ActiveLink 
and those trained with a traditional supervised learning setting

\(^1\text{An Ubuntu 14.4 machine with a GeForce GTX TITAN X and 3.3 GHz CPU.}\)
using varying fractions of the experimental datasets. To demonstrate the generalizability of ActiveLink on different neural link predictors, we experimented with two neural link predictors, i.e., ConvE and MLP, and report the results in Table 3.

We observe that as the size of the training samples increases, the performance of ConvE and MLP also increases in both active learning and non-active learning settings. Importantly, ActiveLink consistently outperforms the traditional supervised learning setting across all experimental configurations in terms of the neural link predictor, the dataset, the fraction of the dataset for model training, and the performance metric. Such a result clearly indicates the superiority of ActiveLink in training neural link predictors when only a fraction of the dataset is used for model training. The performance gains achieved by ActiveLink flatten in the long run when most data samples are used for model training; this implies that the training set can no longer offer new informative data samples for improving model performance. Comparing the results on the two datasets, we observe that the performance gains through ActiveLink are larger for WikiMovie-300K than for FB15K-237, as measured by Mean Rank. Recalling that WikiMovie-300K contains 2.5x more entities than FB15K-237 does, these results suggest that ActiveLink brings more performance gains for sparse knowledge graphs.

We further compare the performance of ConvE and MLP trained by ActiveLink using a fraction of the dataset and by the supervised learning setting with the full dataset. Our experiments show that ActiveLink achieves nearly state-of-the-art results with only half of the data: for the FB15K-237 dataset, ActiveLink reaches 99.6% in Mean Rank and 96.4% in Hits@10 for ConvE, and 99.4% in Mean Rank and 94.6% in Hits@10 for MLP; for the WikiMovie-300K dataset, ActiveLink reaches 98.6% in Mean Rank and 97% in Hits@10 for ConvE, and 99.1% in Mean Rank and 97.4% in Hits@10 for MLP. These results strongly demonstrate the effectiveness of ActiveLink in data utilization when training neural link predictors.

### Scalability for Large Datasets

In order to evaluate the performance of ActiveLink on large knowledge graphs, we compare it against a non-active learning setting on the WikiMovie-1M dataset. Results with ConvE as the neural link predictor are shown in Table 4 (similar results are observed with MLP). Overall, ActiveLink reaches 99% in MeanRank and 91% in Hits@10 with only 20% of the data used for training. Compared with the previous results on the smaller datasets (FB15K-237 and WikiMovie-300K), these results show that ActiveLink is more effective in reducing the amount of training data required for large knowledge graphs.

As a remark, we note that ActiveLink is less time efficient compared to the non-active learning setting due to the multiple training iterations. This, however, comes as a necessity to reduce the amount of data required for model training.

### 4.5 Parameter Sensitivity (Q4)

We now investigate the impact of parameters on the performance of ActiveLink. Figure 3 shows the performance of ActiveLink with different values for the number of samples per iteration ($k$), the number of clusters ($c$) and the window size $w$ on the FB15K-237 and WikiMovie-300K datasets.

**Impact of $k$.** Due to the high requirement in terms of training data by deep models, the sample size $k$ of individual iterations is supposed to be bigger in deep active learning settings than in traditional active learning settings. However, when the sample size gets too large, the benefits of increased data samples might be less significant than the benefits of training a better prediction model using fewer data samples and using that model to select new data samples for the next iteration. Figures 3(a-d) confirm this hypothesis: as the sample size increases, the performance first increases then decreases. The optimal performance is achieved when $k$ is set to 1000.

**Impact of $c$**. The number of clusters $c$ in our proposed Structured-Uncertainty sampling method controls the strength of the influence

| Predictor | Fraction | FB15K-237 Mean Rank | FB15K-237 Hits@10 | WikiMovie-300K Mean Rank | WikiMovie-300K Hits@10 |
|-----------|----------|---------------------|-------------------|--------------------------|------------------------|
| ConvE     | 10%      | 1325.26             | 409.14            | 6857.77                  | 2150.08                |
|           | 20%      | 822.88              | 351.98            | 5253.15                  | 1641.98                |
|           | 30%      | 605.79              | 339.48            | 4317.67                  | 1673.97                |
|           | 40%      | 537.12              | 329.21            | 3406.10                  | 1658.99                |
|           | 50%      | 458.91              | 318.18            | 2832.33                  | 1628.06                |
| MLP       | 10%      | 1386.80             | 487.64            | 7094.62                  | 2520.71                |
|           | 20%      | 848.21              | 374.75            | 5613.55                  | 1536.02                |
|           | 30%      | 663.18              | 346.94            | 4463.22                  | 1379.29                |
|           | 40%      | 547.16              | 326.11            | 3370.01                  | 1326.25                |
|           | 50%      | 458.51              | 312.40            | 2680.69                  | 1326.25                |
of the knowledge graph data structure on sampling. Structured-Uncertainty sampling with a small \( c \) relies more on the model’s uncertainty when selecting data samples, while a large \( c \) relies more on the data structure of the knowledge graph. Figures 3(e–h) show that as the value of \( c \) increases, the performance first increases then decreases. The best performance is achieved when \( c \) is set to 1000, with a significant margin over the other settings. This result suggests that with an appropriate setting for the number of clusters, our proposed data sampling method can ideally combine model uncertainty with the underlying structure of the knowledge graph.

Impact of \( w \). In the Meta-Incremental training approach, the window size \( w \) controls the size of the selected data samples for optimizing the generalizability of the incrementally trained model. A larger window will include more data from previous iterations when updating the model parameters, thereby better approximating the model’s generalizability for future predictions. This intuition is confirmed in Figures 3(i–l). We observe that the performance of ActiveLink increases along with the increase of the window size. The model is biased to the latest iterations when the window size is too small (shown by the result of \( w = 1 \)). The best performance is achieved when pieces of data from all preceding iterations are used for incremental learning. However, training with bigger window sizes takes more time. Therefore, in real applications, the selected window size would need to strike a balance between model generalizability and training efficiency. Interestingly, \( w = 1 \) (i.e., only data in the most recent iteration is used together with the current iteration for meta-learning of model parameters) is outperformed by all the other configurations by a large margin. Such low generalizability indicates that the model is biased to the latest iterations when the window size is too small.

5 CONCLUSION

We presented ActiveLink, a deep active learning framework for neural link prediction with optimized data sampling and model training. By taking a Bayesian view on neural link predictors, ActiveLink enables to use uncertainty sampling for deep active learning of link predictors. ActiveLink extends uncertainty sampling by taking advantage of the underlying data structure of the knowledge graph to improve sampling effectiveness. In addition, it adopts a meta-learning approach to incrementally train neural link predictors with high generalizability. We extensively evaluated our framework on three real-world datasets and showed that it can drastically reduce the amount of data needed to train a neural link predictor while reaching state-of-the-art performance. As future work, we plan to apply ActiveLink to solicit high-quality data from a crowd of annotators to further improve neural link prediction.
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