Gait Recognition using Multi-Scale Partial Representation Transformation with Capsules
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Abstract—Gait recognition, referring to the identification of individuals based on the manner in which they walk, can be very challenging due to the variations in the viewpoint of the camera and the appearance of individuals. Current methods for gait recognition have been dominated by deep learning models, notably those based on partial feature representations. In this context, we propose a novel deep network, learning to transfer multi-scale partial gait representations using capsules to obtain more discriminative gait features. Our network first obtains multi-scale partial representations using a state-of-the-art deep partial feature extractor. It then recurrently learns the correlations and co-occurrences of the patterns among the partial features in forward and backward directions using Bidirectional Gated Recurrent Units (BGRU). Finally, a capsule network is adopted to learn deeper part-whole relationships and assigns more weights to the more relevant features while ignoring the spurious dimensions. That way, we obtain final features that are more robust to both viewing and appearance changes. The performance of our method has been extensively tested on two gait recognition datasets, CASIA-B and OU-MVLP, using four challenging test protocols. The results of our method have been compared to the state-of-the-art gait recognition solutions, showing the superiority of our model, notably when facing challenging viewing and carrying conditions.
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I. INTRODUCTION

Gait data, acquired from an individual’s body movement during walking, can provide important identity information that enables a wide range of possibilities for biometric recognition [1], [2]. Gait data can generally be acquired using wearable or non-wearable sensors [3]. Gait recognition systems based on wearable sensors need cooperation from the users to attach sensors to their body [4], while non-wearable gait recognition systems such as that considered in this paper, can acquire gait data with no cooperation from individuals, notably using one or multiple imaging sensors [5]. There are two challenging factors that can affect the performance of the non-wearable image-based gait recognition systems namely variations in the viewpoint of the camera and the appearance of the individual [3], [6]. Due to the unconstrained nature of gait recognition [7], gait data can be captured from different viewpoints, so some parts of the body can be hidden from one view to another [5], [8]. The appearance of individuals can also be different due to variations in clothing, for instance wearing a coat or hat, or carrying a handbag or backpack [9].

Gait recognition with deep learning has gained momentum in recent years, providing state-of-the-art recognition accuracy [1]. However, due to the challenging factors stated above, it is hard to learn gait features that are highly robust to view and appearance changes [5]. Deep learning methods based on partial feature representations have been proven to be effective for view- and appearance-invariant gait recognition [5], [10], [19]. These methods are based on splitting gait data into spatial and/or temporal bins, possibly at multiple scales, to obtain partial gait representations. The partial representations are generally concatenated in a single feature vector to perform gait recognition [5], [10], [19]. However, these representations could be further processed to explore their hierarchical part-whole relations, while preserving positional attributes, such as location, rotation, and scale of the representations. By preserving positional attributes, the gait recognition systems could be more robust to the view and orientation changes of the gait data that could be instrumental for designing improved view-invariant gait recognition systems. The importance of partial features could also be investigated as they may represent different amounts of person-specific information which may not contribute equally towards the final recognition performance [20]; this issue is more evident when a feature represents an appearance changing factor, e.g., a backpack.

To address these issues, in this paper, we propose a novel deep network, learning to transfer partial gait representations using capsules to obtain more discriminative gait features...
robust to both viewing and appearance changes. Figure 1 presents an abstract depiction of how the learned representations are transformed throughout our proposed solution. Our deep network first uses a state-of-the-art deep partial feature extractor, Gaitset [10], to obtain multi-scale partial representations. The partial representations then form a sequence of features to feed a bi-directional Gated Recurrent Units (BGRU) [11], thus recurrently learning the correlations and co-occurrences of the patterns among the partial feature in forward and backward directions for each specific input representation. A capsule network [21] is then used, treating recurrently learned partial features as capsules to learn coupling weights between the underlying and output capsules through dynamic routing. It develops hierarchical part-whole relationships between the partial representations that makes our network more robust against view changes. Additionally, the capsule network assigns more weights to the more relevant features while ignoring the spurious dimensions, thus obtaining gait representations with more robustness against appearance changes. A softmax classifier is finally used to perform gait recognition. Although the combination of BGRU and capsule networks has recently been applied in a few other areas such as question target classification [22], sentiment classification [23], and emotion detection [24], it has never been used in the context of a biometric recognition system.

Our contributions can be summarized as follows:

1) For the first time, we use a Recurrent Neural Network (RNN) to learn the relations between multi-scale partial gait representations. We then use a capsule network to learn deeper part-whole relationships and to act as an attention mechanism to make our model more robust to different viewing and appearance conditions;

2) We apply Uniform Manifold Approximation and Projection (UMAP) visualization to the learned capsule representations of gait for the first time, showing the discriminative power of our proposed solution;

3) Our model obtains state-of-the-art values for gait recognition on two gait datasets. Our proposed model is robust not only to view-point changes, but also to human appearance changes including wearing different clothing and carrying conditions.

The rest of the paper is organized as follows. In the next section, we describe the related works and recent research on gait recognition. Following, we present our proposed model, followed by a description of the experiments performed to evaluate our method. Then, the results are provided along with a comparison to the state-of-the-art. Ablation experiments are then discussed in detail. Lastly, the summary is presented.

II. RELATED WORK

Gait recognition solutions can be classified into model-based [25] and appearance-based [5] categories, respectively dealing with the structure and appearance of the body. Nowadays, deep learning networks provide state-of-the-art results on both model-based and appearance-based gait recognition [1]. Table I presents an overview of the main characteristics of deep learning methods for gait recognition, sorted according to their release date, highlighting their network architectures and the templates used to aggregate temporal information along with the video. These temporal templates can be obtained either in the initial layer of the deep network in the form of Gait Energy Image (GEI) [5], [26], [27], Period Energy Image (PEI) [14], Chrono Gait Image (CGI) [28], and others, or in an intermediate layer of the network, for instance in the form of Convolutional Gait Energy Map (Conv. GEM).

In term of representation, gait recognition methods can have either global or partial representations. Gait recognition methods based on global representations deal with gait data as a whole; some examples include MGANs [14], GaitNet-1 [17], GaitNet-2 [18], and DiGGAN [13]. Gait recognition methods based on partial representations, such as Ensemble CNNs [5] and Gait-Set [10], split gait data into spatial (and/or temporal) bins. The split data can then be further processed, for instance using Fully Connected (FC) layers, thus extracting partial features that are less sensitive to pose and appearance variations.

Among the reviewed solutions, GaitSet [10] currently outperforms other recognition solutions for cross-view gait recognition on two large-scale CASIA-B and OU-MVLP gait datasets. It first extracts convolutional maps from frame-level gait silhouettes and then uses a set-pooling strategy to aggregate convolutional spatio-temporal information in the form of a Conv. GEM template. The template is split into bins at different scales to be then mapped to a discriminative feature space with a horizontal pyramid matching scheme [19].

| Method       | Year | Input | Representation | Network Architecture | Temporal Template |
|--------------|------|-------|----------------|----------------------|-------------------|
| GEINet [12]  | 2016 | Silhouette | Global | 2 Conv.+2 Pool.+2 FC | GEI |
| Ensemble CNNs [5] | 2017 | Silhouette | Global | 3 Conv.+2 Pool.+2 FC | GEI |
| DiGGAN [13]  | 2018 | Silhouette | Global | Auto-encoder | GEI |
| MGANs [14]   | 2019 | Silhouette | Global | 4 Conv.+1 Pool.+3 FC | PEI |
| EV-Gait [15] | 2019 | Silhouette | Global | 5 Conv.+3 Pool.+3 Caps. | GEI |
| Gait-joint [16] | 2019 | Silhouette | Global | 12 Conv.+5 Pool.+3 FC | Conv. GEM |
| GaitNet-1 [17] | 2019 | Silhouette; Skeleton | Global | Auto-encoder+LSTM | |
| GaitSet [10] | 2019 | Silhouette | Partial | 6 Conv.+2 Pool.+1 FC | Conv. GEM |
| GaitNet-2 [18] | 2020 | Silhouette; Skeleton | Global | Auto-encoder+LSTM | |

TABLE I
OVERVIEW OF STATE-OF-THE-ART DEEP GAIT RECOGNITION METHODS.
forming the final gait representation, where the learned bins’ features have the same importance towards the final goal. Our deep network uses Gaitset [10] as its first block to obtain multi-scale partial representations to be then transferred to a more discriminative feature space using capsules.

III. METHOD

A. Problem Definition

Given a dataset $D$ of gait sequences where each sequence $S_{i,j}$ is recorded from an identity $x_i \in \{x_1, x_2, \ldots, x_N\}$ and a recording view angle $\theta_j \in \{\theta_1, \theta_2, \ldots, \theta_V\}$, the task of gait recognition for a probe gait sequence $S_{probe}$ can be defined as:

$$\hat{x} = \arg\max_{x} Pr(x_i|S_{probe}, D), \quad (1)$$

where $Pr(x_i|S_{probe}, D)$ is the probability of sequence $S_{probe}$ belonging to identity $x_i$. Each sequence sample, $S = (S_{i,1}(1), S_{i,2}(2), \ldots, S_{i,j}(T))$, is represented by a sequence of binary gait silhouettes $S_{i,j}(t)$ which depict the gait appearance in each frame.

B. Model Overview

Our model is constructed by four main blocks as follows:

$$f = f_{PFE} \circ f_{RNN} \circ f_{CAP} \circ f_{CLS}, \quad (2)$$

where $f_{PFE}$ is a partial feature extraction of gait-maps constructed by multiple convolutional, pooling, and fully connected layers. $f_{RNN}$ is a bi-directional recurrent neural network which transforms the features extracted by the previous layer to a more discriminating manifold by exploring the spatial correlations between the horizontal strips in the feature maps. $f_{CAP}$ is a capsule attention layer which learns deeper part-whole relationships between the strips and then selectively assigns more weights to the more discriminative features and explains away misleading factors. The last layer $f_{CLS}$ performs classification using a softmax activation function. Figure 2 represents the architecture of our model.

C. Gait Partial Feature Extraction Block

The first block $f_{PFE}$ aims to extract discriminative feature bins where each bin corresponds to a partial spatial location on a spatio-temporal gait convolutional energy map. In this context, we have used Gaitset [10], as the state-of-the-art deep partial feature extractor, to obtain multi-scale partial representations. Gaitset first uses eight 2D convolution and pooling layers to extract convolutional maps from individual silhouettes, $S_{i,j}(t)$ in a gait sequence. It then uses a set-pooling layer for summarizing the temporal dynamic behaviour of the gait by accumulating convolutional information temporally. This operation can be considered as an efficient temporal compression, applied to variable-length sequences of feature maps, thus making the resulting single map invariant to the number of frames for each sequence. Next, Gaitset partitions the gait map and represents each partial spatial location as a horizontal feature bin. This enables the model to learn about the salient and non-salient body parts, consequently making it less sensitive to missing key parts and local appearance variations. Finally, the split bins at different scales, i.e., 1, 2, 4, 8, and 16, are mapped to a discriminative feature space using fully connected layers [19], forming the gait partial feature representations.

D. Recurrent Learning Block

Due to the existence of different body types and viewing angles, the saliency of feature bins varies from sequence to sequence. In another word, the first block of our model, Gaitset, is not invariant to spatial translations. To this end, we applied a BGRU [11] network that has been proven to be effective for many learning tasks from sequential data. Our BGRU network recurrently learns the correlations and co-occurrences of the

Fig. 2. Architecture of our gait recognition network.
patterns among the feature bins in forward and backward directions for each specific input representation. The output at each step is represented as a function of the current bin and the information preserved from both upper and lower feature bins. The advantage of using a bi-directional recurrent layer over a fully connected layer is two-fold. First, although a fully connected layer with enough capacity is capable of learning the correlation among feature bins, it would be likely to suffer from not being translation invariant, as opposed to the recurrent neural networks which are invariant to the (in this case) spatial translation. Second, a fully connected layer large enough to capture the discriminative correlations would require a large number of trainable parameters making it prone to overfitting especially for our scenario where we do not have a very large number of training samples across different viewing angles.

E. Capsule Learning Block

Capsule network can decompose the input features into different hierarchical sub-parts to then develops a relationship between them. Unlike the standard pooling layers that lose positional attributes, such as location, rotation, and scale, capsule network can preserve these attributes. In this context, we propose to treat recurrently learned partial features as capsules to learn coupling weights between the underlying and output capsules. It exploits the hierarchical part-whole relations between the input partial feature representations while preserving positional attributes which helps the model to generalize better to novel viewpoints as one of the main challenges in the task of gait recognition. Capsule networks generally need fewer feature detectors and less training data due to their ability to deal with the viewpoint variation.

A capsule network is also capable of learning feature importance for determining the probe identity as it can selectively assign more weights to the more relevant features while ignoring the spurious dimensions [29]. One popular option compared to capsule network is using traditional attention layer where bi-directional recurrent hidden states are weighted by the learnt weights [30]–[32]. However, to capture deeper spatial correlations among bins, multiple layers of attention are required. This results in a high expansion of model parameters making it prone to over-fitting especially when the number of training samples is limited. To this end, the capsule network also acts as an attention mechanism in our scenario, thus making our model more robust to different walking and appearance conditions.

The original capsule network proposed in [21] contains two main blocks, i.e., primary capsule and high-level capsule. Primary capsule block aims to encode spatial information using convolutional, reshaping and squashing layers, while high-level capsule block can then learn deeper part-whole relationships between hierarchical sub-parts. In this block we removed the convolution layer from the primary capsule layer and only applied reshaping and squashing function to the outputs of the previous layer. The reason behind this selection is that the first block of our network, i.e., partial feature extraction, already encodes the spatial information through several convolutional layers, so we believe that no more convolution learning is needed in this stage. Nevertheless, we will investigate the effects of using convolutional layer in the primary capsule layer on the gait recognition performance in Section 5.2.

First, the output generated by bi-directional recurrent layer is reshaped to a $C \times D_1$ tensor where $C$ is the number of primary capsules and $D_1$ is their dimension. This is followed by a non-linear squashing function which maps the length of each capsule to a number between 0 and 1. In our work we used the original version of squashing function as follows:

$$v_j = \frac{\|s_j\|^2}{1 + \|s_j\|^2} s_j,$$

where $v_j$ is the $j^{th}$ vector output of the primary capsule layer and $s_j$ is the $j^{th}$ capsule input formed by reshaping the output of recurrent learning block. The second capsule layer is constructed by $D_2$ dimensional digit capsules where each capsule is computed by a routing process similar to originally proposed in [21]. Each unsquashed digit capsule is determined as a weighted sum of prediction vectors $\hat{u}_{j|i}$ as follows:

$$s_j = \sum_i c_{ij} \hat{u}_{j|i},$$

where $c_{ij}$ represents the coupling coefficients which are computed by the dynamic routing process. The prediction vectors $\hat{u}_{j|i}$ are computed as a transformed version of capsule vectors in the previous layer as follows:

$$\hat{u}_{j|i} = W_{ij} u_i,$$

where $W_{ij}$ is a trainable weight matrix which encode the part-whole spatial relationships establishing an intrinsic capacity for predicting novel viewpoints. Thus, Eq. 4 can be considered as an attention layer over the transformed capsules $\hat{u}_{j|i}$ where coupling coefficients are playing the role of attention weights.

IV. Experiments

A. Datasets

Our experiments are conducted on two popular and large-scale gait datasets using four different test protocols.

CASIA-B [33] is a large and well-known gait dataset. It contains silhouette gait sequence data from 124 subjects in 3 different walking conditions and 11 different view angles. The walking conditions consist of normal walking (6 sequences per subject per view angle), walking with a bag (2 sequences per subject per view angle), and walking while wearing a coat (2 sequences per subject per view angle). The dataset was recorded in 11 evenly spaced angles over $0^\circ$ to $180^\circ$ ($0^\circ$, $18^\circ$, $36^\circ$, ..., $180^\circ$), as shown in Figure 3. In total, this dataset includes 13,750 gait sequences.

OU-MVLP [34] is by far the largest available gait recognition dataset, recorded from 10,307 subjects (almost equally distributed in gender) in 14 different view angles ($0^\circ$, $15^\circ$, ..., $90^\circ$) and $\{180^\circ, 195^\circ, ..., 270^\circ\}$. There are 2 sequences
B. Implementation and Training Details

We first calculate the bounding boxes of the gait silhouettes and then align and crop the gait silhouettes out of the frames. We finally resize all the cropped silhouettes into $64 \times 64$ pixels to feed our deep model.

As presented in Section 3, our deep network includes four blocks, i.e., partial feature extraction, recurrent learning, capsule learning, and classification. We empirically tune the hyperparameter values for training our network in order to achieve the best performance, as presented in Table II. This table presents the optimal hyperparameter values for each block of the network as well as for the whole deep network. It is worth noting that we use the pre-trained model available in [35] for extraction of Gaitset features [10]. Our entire architecture has been implemented using TensorFlow with Keras backend and is trained using four Nvidia RTX 2080 Ti GPUs.

C. Benchmarking and Test Protocols

The state-of-the-art deep gait recognition methods presented in Table I are used for benchmarking. All these methods have reported their results using the same datasets and test protocols that we also strictly followed. For the CASIA-B dataset [33], we form the training and testing sets, respectively with the data from the first 74 subjects and the remaining 50 subjects. Then, the first four normal walking sequences are considered as the reference set, and the remaining 2 normal walking, 2 walking with coat, and 2 walking with bag sequences, form the NM, CL, BG probe sets respectively. The OU-MVLP dataset [34] is divided into two different recording sessions, one for training (5153 subjects) and one for testing (5154 subjects). During the test stage, one sequence (index #00) is used as probe and the other sequence (index #01) is held in the gallery. The results for both datasets have been reported for all combinations of angles, except the identical ones.

V. RESULTS

A. Performance

Tables III, IV, and V show the rank-1 recognition results obtained by our and other state-of-the-art methods on the
### TABLE III
CASIA-B Gait recognition results under normal (NM) walking conditions.

| Method      | Year | View | 0° | 18° | 36° | 54° | 72° | 90° | 108° | 126° | 144° | 162° | 180° | Mean |
|-------------|------|------|----|-----|-----|-----|-----|-----|------|------|------|------|------|------|
| CNN-3D      | 2017 | T-PAMI | 87.1 | 93.2 | 97.0 | 94.6 | 90.2 | 88.3 | 91.1 | 93.8 | 96.5 | 96.0 | 85.7 | 92.1 |
| CNN-Ens     | 2017 | T-PAMI | 86.7 | 95.1 | 98.2 | 96.4 | 94.1 | 91.5 | 93.9 | 97.5 | 98.4 | 95.8 | 85.6 | 94.1 |
| MGAN        | 2019 | T-IFS | 84.2 | - | 84.2 | - | 72.3 | - | 83.0 | - | - | - | - | 79.8 |
| EV-Gait     | 2019 | CVPR | 77.3 | 89.3 | 94.0 | 91.8 | 92.3 | 96.2 | 91.8 | 91.8 | 91.4 | 87.8 | 85.7 | 89.9 |
| Gait-Joint  | 2019 | PR | 75.6 | 91.3 | 91.2 | 92.9 | 92.5 | 91.0 | 91.8 | 93.8 | 92.9 | 94.1 | 81.9 | 89.9 |
| GaitSet     | 2019 | AAAI | 90.8 | 97.9 | 99.4 | 96.9 | 93.6 | 91.7 | 95.0 | 97.8 | 98.9 | 96.8 | 85.8 | 95.0 |
| GaitNet-1   | 2019 | CVPR | 91.2 | - | 95.6 | - | 92.6 | - | 96.0 | - | - | - | - | 93.9 |
| GaitNet-2   | 2019 | arXiv | 93.1 | 92.6 | 90.8 | 92.4 | 87.6 | 95.1 | 94.2 | 95.8 | 92.6 | 90.4 | 90.2 | 92.3 |
| Ours        | - | - | 91.8 | 98.3 | 99.0 | 98.0 | 94.1 | 92.8 | 96.3 | 98.1 | 98.4 | 96.2 | 89.2 | 95.7 |

### TABLE IV
CASIA-B Gait recognition results under carried bags (BG) conditions.

| Method      | Year | View | 0° | 18° | 36° | 54° | 72° | 90° | 108° | 126° | 144° | 162° | 180° | Mean |
|-------------|------|------|----|-----|-----|-----|-----|-----|------|------|------|------|------|------|
| CNN-LB     | 2017 | T-PAMI | 64.2 | 80.6 | 82.7 | 76.9 | 64.8 | 63.1 | 68.6 | 76.9 | 82.2 | 75.4 | 61.3 | 72.4 |
| MGAN       | 2019 | T-IFS | 48.5 | 58.5 | 59.7 | 58 | 53.7 | 49.8 | 54 | 61.3 | 59.5 | 55.9 | 43.1 | 54.7 |
| GaitSet     | 2019 | AAAI | 83.8 | 91.2 | 91.8 | 88.8 | 83.3 | 81.0 | 84.1 | 90.6 | 92.2 | 94.4 | 79 | 87.2 |
| GaitNet-1   | 2019 | CVPR | 83.0 | - | 86.0 | - | 74.8 | - | 85.8 | - | - | - | - | 82.6 |
| GaitNet-2   | 2019 | arXiv | 88.8 | 88.7 | 88.7 | 94.3 | 85.4 | 92.7 | 91.1 | 92.6 | 84.9 | 84.4 | 86.7 | 88.9 |
| Ours        | - | - | 87.3 | 93.7 | 94.8 | 93.1 | 88.1 | 84.5 | 88.8 | 93.5 | 96.3 | 93.3 | 83.9 | 90.7 |

### TABLE V
CASIA-B Gait recognition results under different clothing (CL) conditions.

| Method      | Year | View | 0° | 18° | 36° | 54° | 72° | 90° | 108° | 126° | 144° | 162° | 180° | Mean |
|-------------|------|------|----|-----|-----|-----|-----|-----|------|------|------|------|------|------|
| CNN-LB     | 2017 | T-PAMI | 37.7 | 57.2 | 66.6 | 61.1 | 55.2 | 54.6 | 55.2 | 59.1 | 58.9 | 48.8 | 39.4 | 54.0 |
| MGAN       | 2019 | T-IFS | 23.1 | 34.5 | 36.3 | 33.3 | 32.9 | 32.7 | 34.2 | 37.6 | 33.7 | 26.7 | 21.0 | 31.5 |
| GaitSet     | 2019 | AAAI | 61.4 | 75.4 | 80.7 | 77.3 | 72.1 | 71.0 | 71.5 | 73.5 | 73.5 | 68.4 | 50 | 70.4 |
| GaitNet-1   | 2019 | CVPR | 42.1 | - | 70.7 | - | 70.6 | - | 69.4 | - | - | - | - | 63.2 |
| GaitNet-2   | 2019 | arXiv | 50.1 | 60.7 | 72.4 | 72.1 | 74.6 | 78.4 | 70.3 | 68.2 | 53.5 | 44.1 | 40.8 | 62.3 |
| Ours        | - | - | 63.4 | 73.7 | 80.1 | 79.4 | 72.4 | 69.8 | 71.2 | 73.8 | 75.5 | 71.7 | 62.0 | 72.4 |

### TABLE VI
OU-MVLP gait recognition results.

| Method      | Year | View | 0° | 30° | 60° | 90° | Mean |
|-------------|------|------|----|-----|-----|-----|------|
| GEI NET     | 2016 | RCB | 15.7 | 41 | 39.7 | 39.5 | 34.0 |
| CNN-LB     | 2017 | T-PAMI | 14.2 | 32.7 | 32.3 | 34.6 | 28.5 |
| DigGAN     | 2018 | arXiv | 30.8 | 43.6 | 41.3 | 42.5 | 39.6 |
| Gait-Set   | 2019 | AAAI | 77.7 | 86.9 | 85.3 | 83.5 | 83.4 |
| Ours       | - | - | 78.3 | 88.8 | 85.7 | 85.1 | 84.5 |

CASIA-B dataset, for three different walking conditions including normal walking (NM), walking while carrying a bag (BG), and walking while wearing a coat (CL), respectively. In addition, Table VI compares the rank-1 recognition results obtained by our model and other state-of-the-art methods on the OU-MVLP dataset.

1) Gait recognition under different walking conditions: As shown in Tables III and IV, the average gait recognition values obtained by our method are consistently better than other state-of-the-art methods for all the test protocols considered. We achieve average performance gains of 0.7%, 1.8%, and 2.0%, respectively, compared to the best performing benchmarking methods [10] [18] on CASIA-B dataset for NM, BG, and CL walking conditions respectively. Compared to the best performing benchmarking method [10] on the OU-MVLP dataset, we achieve a performance gain of 1.1%. The superior performance of our method in more evident when facing challenging appearance conditions, i.e., walking while carrying a bag (Table V), and wearing a coat (Table V). This is due to the adaptation of our capsule network which is able to learn more robust to these challenging variations.

2) Gait recognition under different viewing angles: The results in Tables 3 through 6 show that our method reaches the best results for most of the viewing angles. As the results show, our model obtained less impressive results when facing the extreme viewing angles, including those that are parallel to the walking direction, e.g., 0° and 180°, and those that are vertical to the walking direction, e.g., 90°. These extreme viewing angles cause for some useful gait information to be missed such as stride and body swing, naturally reducing the recognition performance. Nevertheless, the performance of our network presented in Tables 3 through 6 is better than the state-of-the-art methods in most of these difficult angles, showing that our model is able to learn more robust features for extreme
viewing angle changes. Our method achieves very impressive results for the gait data captured from intermediate angles, where useful gait information such as body shape and walking postures is visible. Finally, the results show that our model also performs very well when facing intermediate and extreme angles for training and testing and vice versa.

B. Feature Space Exploration

UMAP visualization [36] has been used to demonstrate the discrimination ability of our proposed solution. This visualization shows the feature spaces produced by our proposed solution and the global feature representation approach when dealing with gait data as a whole, in Figure 5. This visualization is performed for the first 40 subjects available in CASIA dataset. A better representation should create less data points distributed far from their respective cluster’s centroid. These data points that may lead to misclassification are denoted by purple boxes for the baseline and our proposed solutions, respectively in Figure 5 left and Figure 5 right. As the results show, our solution creates denser clusters, thus the subjects are more easily separable in our feature spaces, compared to global feature representation.

C. Ablation Study

We have performed an ablation study on CASIA-B dataset [33] using NM, CL, BG test protocols to investigate the effects of each of our proposed network’s components towards the final recognition performance. Table VII presents the performance of our model when removing individual blocks of the network. It should be noted that we always keep the Gaitset [10] block in order to extract multi-scale partial feature representations, where its individual results are presented in the first row of Table VII. We then remove the layers from our network systematically and one component at a time. The performance of the complete model is also presented in the last row of Table VII. The following subsections describe each ablation test.

1) Impact of bi-directional recurrent learning: We start by removing the second GRU layer, thus turning BGRU to a uni-directional GRU. This means that we would only exploit the forward relationships within gait sequences for recurrent learning. The results in the second row of Table VII show that the performance decreased by 0.8%, thus revealing the added value of exploiting both forward and backward relationships within gait sequences using BGRU.

2) Impact of recurrent learning: Next, we remove the whole recurrent learning block, i.e., BGRU, thus feeding the capsule network with partial features obtained by Gaitset. The results presented in the third row of Table VII clearly show the degradation of the results from 86.3% to 85.3%, thus demonstrating the benefit of the recurrent learning block in learning the relations between multi-scale partial gait representations.

3) Impact of capsule learning: We finally remove the capsule layer, thus preventing the part-whole relationships to be learned. This implies that the recurrently learned partial features maintain the same importance towards the recognition process and their hierarchical relations are not exploited. The results in the fourth row of Table VII show that the performance drops by 1.2% when removing this block. The added benefit of the capsule layer is especially more evident when facing challenging appearance conditions, namely walking while carrying a bag or wearing a coat.

4) Impact of convolutional layer in primary capsule block: As discussed in Section 3.5, the original capsule network proposed in [21] contains two main blocks, i.e., primary capsule and high-level capsule. In our proposed architecture, we did not utilize any primary capsule convolutional layers due to the fact that the first block of our network, i.e., partial feature extraction, already encodes the spatial information through several convolutional layers. Here, we also investigate the effects of adding the primary capsule convolutional layer to the architecture. In this context, the output generated by each cell in the bi-directional recurrent layer with the size of 256 is first reshaped to a 2D 16 × 16 feature map. Then, all these feature maps are stacked along the third dimension to form the local features that are used as input to the convolutional layer. This modification not only considerably increased the computational complexity of our network, but also decreased the average gait recognition performance from 86.3% to 84.2%. This phenomena is due to the fact that applying convolutional kernels in the primary capsule block results in losing some information available in the border of the reshaped feature maps, which is potentially the reason for the lower performance of the recognition system when considering the convolutional layer in primary capsule block.

| GaitSet | GRU 1 | GRU 2 | Capsule | Protocol |
|---------|-------|-------|---------|----------|
| NM      | ✅    | ✅    | ✅      |         |
| BG      | ✅    | ✅    | ✅      |         |
| CL      | ✅    | ✅    | ✅      |         |

**TABLE VII**

Ablation study on the CASIA-B dataset.
VI. CONCLUSION
We proposed a novel deep model for transferring multi-scale partial features into a more discriminative set of representations that is more robust to challenging gait recognition variations such as viewing angle, clothing, and an obstructive item namely a bag. Our proposed network recurrently learns the relations between the multi-scale partial features that are previously extracted using a convolution-based feature extractor. It then uses a capsule network to learn deeper part-whole relationships and to act as an attention mechanism for making our model more robust to different viewing and appearance conditions. We have extensively tested our method on CASIA-B and OU-MVLP datasets. Our proposed method outperformed the benchmarking state-of-the-art methods using different and challenging test protocols.
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