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Abstract
The paper presents an initial step towards employing the advantages of educational theatre and implementing them into social robotics in order to enhance the emotional skills of a child and at the same time to augment robots with actors’ emotional talent. Emotional child-robot interaction helps to catch quickly a child’s attention and enhance information perception during learning and verbalization in children with communication disorders. An innovative approach for learning through art by transferring actors’ emotional and social talents to socially assistive robots is presented and the technical and artistic challenges of tracking and translating movements expressing emotions from an actor to a robot are considered. The goal is to augment the robot intervention in order to enhance a child’s learning skills by stimulating attention, improving timing of understanding emotions, establishing emotional contact and teamwork. The paper introduces a novel approach to capture movements and expressions of a human head, to process data from brain and inertial tracking devices and to transfer them into a socially assistive robot.
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1 Introduction
The potential of a socially assistive robot as an educational tool for children with special needs has been widely examined ([1], [2]) and studies with positive outcome have been reported in robotic therapy. This could be explained by the fact that knowledge could be gained by observation. However, deeper learning could occur when learners perform the actions themselves [3], [4]. Recently, robots have appeared on theatre stages to educate and promote social changes in behaviour [5] and to evaluate their use in public and private settings by studying interaction with care robots [6]. The term “robot puppeteering” is also used. It describes controlling the head, arms and legs of a robot by one or several puppeteers, e.g. Loren the Robot Butler in the movie “Teach Me How to Dougie”. However, these results cannot be used for educational purposes because puppeteers or human-robot interactions take place in the theatre, which is unaffordable for the repetitive needs of teaching children with Special Educational Needs (SEN). In the frame of H2020 CybSPEED project for pedagogical rehabilitation of children with Special Educational Needs [7] the roboticists have met actors from the “Tsvete” Educational Theatre [8]. The actors follow the European culture, where the expression of emotions is encouraged. The Theatre provides children with a safe environment and uses creative tools to address critical problems in a nuanced way - very emotional, strange or unusual. The actors have long experience in puppet therapy and we have combined forces to transfer the actors’ emotional and social talents to socially assistive robots (SARs) in order to use their methods for capturing attention by the non-verbal expression of emotions and social behaviour. To the best of our knowledge, we mark the first step towards transferring the advantages of educational theatre into social robotics and augmenting a socially assistive robot with the emotional and social talent of an actor. Thus, we want to develop child-robot interactions that catch quickly the child’s attention and enhance emotional intelligence by implementing the actors’ way of performing in the robot intervention, understanding and responding to emotions in order for the child to experience the emotion-generative process together with the robot and thus to develop the child’s episodic memory.

Emotions play a central role in the day-to-day living and the emotional regulation has an impact on the intensity, duration, and expression of emotional reactions [9]. The emo-
tional reaction is usually caused by our thoughts. However, it can be triggered unconsciously without understanding why this happens. Recent neuroimaging findings have indicated that emotions have not only a significant influence on the cognitive processes in humans, including perception, attention, learning, memory and reasoning but they could also be used for motivating action and behaviour [10], [11]. However, children with Autism Spectrum Condition (ASC) have difficulties in understanding and correctly reacting to the actions and expressions of emotions when interacting with people. In this case, not only is the emotion reading incorrect but the timing of understanding is improper as well. Thus, this might create an unpleasant social situation perceived as lack of empathy. Our goal is to augment robotics therapy by using the advantages of educational theatre and especially to learn how to experience an understanding of another person’s thoughts, feelings and conditions. However, using puppeteering robots controlled by actors will be a very expensive therapy because according to neuroscience, effective learning needs doses of practice over time. Designing an artistic interactive robotic scenario by scientists is not a solution because it needs using many sensorimotor modalities to express emotions in a nuanced way and there is lack of knowledge as to how to centre a child’s attention system on strong emotional inputs. Therefore, we have decided to record the artistic performance of expressing basic emotions and to transfer the emotional and social talents of actors to socially assistive robots in order to teach children to understand, recognize and regulate emotions by imitation. We expect to influence the joint attention and establish emotional contact and teamwork with children with SEN. However, we have faced both technical and artistic challenges to track and translate movements expressing emotions from an actor to a robot.

Emotions could be expressed by verbal messages, intonation, body postures or facial expression. They can be captured by internal or external observation, such as tracking body movements or facial expressions. Livingstone and Palmer [12] found that when people talk, the ways in which they move their head reveal the emotions that they are expressing and people are remarkably accurate at identifying a person’s emotion just by seeing their head movements. They use motion-capture equipment to track people’s head movements in three dimensions. Emotions can be captured physiologically, as well. Papers such as [13] have opened up a whole range of possibilities for research on emotion evaluation using electroencephalogram (EEG) portable devices of training the emotional reaction in virtual reality (VR) environment or serious games to improve the timing of emotional responses. Here, by timing we mean the choice, judgement or control of something at exactly the right time. In the “modal model” of emotion, described by Gross and Thompson [9], the timing of generation of emotions is a special sequen-
cient time period during which the child is able to experience the emotion-generative process together with the robot. By analogy to the puppet therapy in education, we have tried experimenting with the robot to destroy traditional thinking by metamorphoses and to reduce the emotional tension which these children face when experiencing emotions. Thus, the robot catches the child’s attention easily and serves as a medium between the therapist and the child for gathering knowledge by observation and imitation of the correct timing in the interpersonal communication. It is shown in [17] that in the context of the human-robot interaction, the interactive social cues which persuasive robots display influence positive social responses in humans. Social robots should adapt their behaviour to the social context [18]. Application of social robots includes robot-assisted psychotherapy, facilitators for communication and interaction with children, therapeutic interventions for children with Autism Spectrum Disorder, interactive social companions [19], robot-assisted language learning [20], storytelling [21], etc.

In the present work, we propose a framework for motion capturing and transferring the motions of the actor’s head and face muscles to the robot. The robot should be capable of covering the desired motion of the human head, eyes and lips. A new algorithm for processing the data from the gyroscope and accelerometer based on the geometric algebra mathematical apparatus is proposed. A new IoT framework for creating human-robot interaction applications based on Node-RED [22] “wiring” of EMOTIV brain-listening headset [23] and a socially assistive robot is designed, developed and tested with data obtained from two actors, expressing six basic emotions.

2 Non-Humanoid Emotionally-Expressive Robot and the Applied Mathematical Apparatus

In this section, the description of the non-humanoid emotionally-expressive robot is provided firstly. Secondly, the mathematical apparatus used for the control of the robot and for the motion capture is briefly presented. In this study, the mathematical apparatus of geometric algebra is used.

The human face is very complex and it displays human expressions. Thus, the motion and expression of the human face help in the communication with other people and make one’s behaviour understandable to the others. Social robotics has emerged as a new research area in the past decade due to the rapid improvement of sensors, actuator and processing capabilities of modern hardware, enabling robots to interact with humans more effectively [24]. While the unsophisticated robots can generate basic emotions like happiness, anger, sadness and surprise, the most advanced social robots can express a greater variety of emotions. For example, the iCub robot ([25], [26]) is a versatile humanoid robot which was designed by the RobotCub Consortium of several European universities. It was built by the Italian Institute of Technology (IIT) as part of the EU project RobotCub and subsequently adopted by more than 20 laboratories worldwide. This robot can perform many tasks and it is also capable of expressing emotions (facial expressions). Many researchers have been developing social robots which can express emotions. Some of the developed robots could be mentioned briefly: KASPAR [27], Furhat [28], Socibot [29], FloBi [30]. A comprehensive review of the robotic head design, systematised as non-expressive face robot heads and expressive face robot heads, is provided in [31].

2.1 Non-Humanoid Emotionally-Expressive Robot

We have designed and developed a robot for head movement with the name “Emosan”. It is a semi-humanoid robot capable of playing by reading pre-loaded movements and emotions autonomously or following the real-time output data received from the EMOTIV device. Nowadays, the communication between children using emoticons is widespread. For this reason, the design of the robot resembles the well-known symbol “Emoticon” and its goal is to be as nice and friendly as possible. The robot kinematic design is based on the Gough-Stewart platform. This novel application of the Gough-Stewart platform makes the emotion-expressive robot compact and easy to control. The computer simulation model and the arrangements of the coordinate frames are shown in Fig. 1. The motion capabilities of the robot have been analysed and presented in [14]. We have concluded that the robot could fully reproduce the motion of the human head. The robot has six degrees of freedom and could cover the bending of the human neck, which means that it could reproduce the movements of the human head more realistically. What is more, the robot is endowed with a mouth, eyes and eyebrows so that the emoticon-like robot head could express some emotions. The base and moving platforms of the robot are connected by six identical legs, each one having SPU (S stands for spherical, P for prismatic and U for universal joints, respectively) architecture (Fig. 1). Its six prismatic joints are driven by linear actuators. The robot has six degrees of freedom, i.e. the moving platform can be translated along three axes and rotated around them.

2.2 Geometric Algebra Basics

The mathematical apparatus of geometric algebra is applied for the purpose of this study. A brief introduction of the geometric algebra is presented in this subsection.

The now-called Clifford Algebra was introduced by William Kingdon Clifford (1845–1879) in the 19th century and was further developed into a unified language named
“geometric algebra” by Hestenes [32], Lasenby and Doran [33], Dorst, Fontijne and Mann [34], and some other authors in the second half of the 20th century. In geometric algebra, a single basic kind of multiplication called geometric product between two vectors is defined. The geometric product of two vectors \( a \) and \( b \) can be decomposed into symmetric and antisymmetric parts ([32]), i.e.

\[
ab = a \cdot b + a \wedge b,
\]

where \( a \cdot b \) is the inner product and \( a \wedge b \) is the outer product of the two vectors.

The inner product \( a \cdot b \) is scalar-valued (grade 0) while the result of the other product \( a \wedge b \) is called bivector (grade 2). Higher-grade elements can be constructed by introducing more vectors in the outer product. Thus, the outer product of \( k \) vectors \( a_1, a_2, \ldots, a_k \) generates a new entity \( a_1 \wedge a_2 \wedge \ldots \wedge a_k \) called a \( k \) blade. The integer \( k \) is named grade. Blades are the basic algebraic elements of Geometric Algebra. A linear combination of \( k \)-blades is called a \( k \)-vector and a linear combination of blades with different grades is called a multivector. The geometric algebra \( G_n \) contains nonzero blades of maximum grade \( n \) which are called pseudoscalars of \( G_n \). The unit pseudoscalar of \( G_3 \) of 3-D Euclidean metric space with the standard orthonormal basis \( \{ e_1, e_2, e_3 \} \) could be written as

\[
I_3 = e_1 \wedge e_2 \wedge e_3 = e_1 e_2 e_3.
\] (2)

The inverse of the unit pseudoscalar of \( G_3 \) is

\[
I_3^{-1} = e_3 \wedge e_2 \wedge e_1 = -e_1 \wedge e_2 \wedge e_3.
\] (3)

In an \( n \)-dimensional geometric algebra, \( 2^n \) blades exist, e.g. there are 8 blades in 3D Euclidean Geometric Algebra.

Rotations in the geometric algebra can be performed using rotors. A rotor in geometric algebra is defined as

\[
R = e^{-\left(\frac{\theta}{2}\right)B} = \cos \left(\frac{\theta}{2}\right) - B \sin \left(\frac{\theta}{2}\right),
\]

where \( B \) is a normalized bivector specifying the plane of rotation.

## 3 Motion and Basic Expression Capture of an Actor’s Head

The EMOTIV EPOC+ EEG (Fig. 2) [15] portable tracking device is used together with its “Performance Metrics” and “Facial Expressions” detection algorithms. A magnetic and inertial measurement unit (MIMU) is embedded in this device. Thus, the EMOTIV device is suitable for both head motion and expression capture. Since the experiments have been carried out in laboratory indoor environment with many electronic devices, only the data from the gyroscope and accelerometer have been considered, because the accuracy of the data from the magnetometer may be compromised due to environmental noise. Gyroscopes and accelerometers allow the tracking of rotational and translational movements. Some of the newest versions of the EMOTIV devices provide a quaternion data output processed from the embedded MIMU. Our EMOTIV device provides only raw data from

\[
\text{(1)}
\]
MIMU and that is why processing is needed in order to obtain the exact motion. This section introduces an approach to the estimation of the orientation which employs the mathematical apparatus of geometric algebra. After featuring and classification of the EEG raw signals and processing the gyroscope and accelerometer measurements, the facial expression, emotional states output and movements are mapped into robot coordinates.

3.1 Geometric Algebra Approach to Motion Capture

In this paper we introduce a geometric algebra approach to capture the motion of the human head. The motion capture involves transformation of vectors between frames. The most used methods of vector transformation are Euler angles and direction cosine matrices. 3D orientation can be represented by Euler angles, i.e. using a combination of three rotations about different axes. It is a well-known fact in kinematics that Euler angles are simple to use but their drawback is that the solution contains singularity. An alternative to Euler angles, i.e. using a combination of three rotations by Euler angles, is the sample number and \( T \) is the sampling period.

where \( \Omega \) is a bivector and represents the angular velocity of the body given in the body frame.

The angular velocity bivector can be defined as

\[
\Omega = I_3 \omega = \omega_x e_2 \wedge e_3 + \omega_y e_3 \wedge e_1 + \omega_z e_1 \wedge e_2,
\]

(6)

where \( \omega = (\omega_x, \omega_y, \omega_z) \) is the angular velocity vector.

In order to obtain the rotor from the gyroscope readings, an approach described by Candy and Lasenby in [38] based on rotating bivectors is used. The rotation bivector can be written as

\[
\Phi = \theta B,
\]

(7)

where \( \theta \) and \( B \) are the angle and the unit bivector from Eq. (4).

Then, according to [38], the kinematic equation is given by

\[
\dot{\Phi} = \frac{\langle \Phi \Omega \rangle_2}{2} + \left( \frac{|\Phi|}{2} \cot \frac{|\Phi|}{2} - 1 \right) \left[ \Omega + \frac{\Omega \cdot \Phi}{|\Phi|} \right],
\]

(8)

where \( \langle \Phi \Omega \rangle_2 \) notates the 2-grade part of a multivector \( \Phi \Omega \), which multivector results from the geometric product of \( \Phi \) and \( \Omega \). In general, the notational convention \( (A)_k \) gives the \( k \)-grade part of a multivector \( A \).

An extended proof of Eq. (8) is provided in [38]. Since the component \( \left( \frac{|\Phi|}{2} \cot \frac{|\Phi|}{2} - 1 \right) \) is small, it can be neglected for practical purposes. Thus, the following final simplified form can be written [38]:

\[
\dot{\Phi} = \Omega - \frac{\langle \Phi \Omega \rangle_2}{2}.
\]

(9)

In order to obtain the rotation from the gyroscope data, an integration algorithm needs to be applied on Eq. (9). Several standard integration algorithms exist but because of the interpolation properties of bivectors, an elegant formula is proposed in [38] i.e.,

\[
\Phi (2T) = T \left( \frac{1}{3} \Omega_{i-2} + \frac{4}{3} \Omega_{i-1} + \frac{1}{3} \Omega_i \right) +
\]

(10)

\[
\frac{T^2}{3} (\Omega_{i-2} \times \Omega_i - 4 \Omega_{i-2} \times \Omega_{i-1}),
\]

where \( i \) is the sample number and \( T \) is the sampling period.

The commutator product (from Eq. 10) for two bivectors \( A \) and \( B \) is defined as

\[
A \times B = \frac{1}{2} (AB - BA) = \langle AB \rangle_2.
\]

(11)

It must be pointed out that Eq. (10) needs to be evaluated only on every second sample.
Then, having obtained the rotating bivector $\Phi$, we can construct the rotor $R$ using Eq. (4) by substituting $B = \frac{\Phi}{|\Phi|}$ and $\theta = |\Phi|$. The finite rotation is given by the geometric product of the obtained rotor of the particular step and the previous finite rotor, i.e.,

$$Q_j = R Q_{j-1}. \quad (12)$$

### 3.1.2 Orientation from Accelerometer Data and Fusion Process

In this subsection we introduce an approach for derivation of the orientation from the accelerometer readings, which is followed by a fusion of both types of filtered orientation data. This approach is a novel contribution in the field, i.e., a known mathematical apparatus (geometric algebra with its operators, components and rules) is used to obtain the orientation (rotor) from the accelerometer readings, followed by a fusion of the orientations from the gyroscope and the accelerometer in a unique approach and algorithm.

We assume that the direction of gravity is defined along the vertical $(z)$ axis of the global (earth) frame, i.e.,

$$g = -e_3. \quad (13)$$

The accelerometer provides data for the measured acceleration $a_m$. This acceleration vector is normalized during the processing of the raw data. Because of the rotation of the sensor frame, the coordinates of the gravity vector with respect to the sensor frame differ from those in Eq. (13). Thus, using the obtained rotor from the gyroscope in the previous subsection we can predict these coordinates, i.e.,

$$a_p = Q g \tilde{Q} = Q (-e_3) \tilde{Q}, \quad (14)$$

where $a_p$ is the predicted acceleration vector, $Q$ is the rotor obtained by Eq. (12) and $\tilde{Q}$ is reverse of $Q$.

In reality, the measured acceleration vector $a_m$ and the predicted acceleration vector $a_p$ differ. We need to find the rotor which rotates the predicted acceleration vector in order to coincide with the measured one. The solution to this problem is not unique, i.e., an infinite number of rotors can rotate a vector to coincide with another one. One of the approaches to the solution is applying optimisation algorithms, e.g. in the quaternion representation of the orientation the gradient descent algorithm is used in [39]. Another approach is used in [40] where a rotation in the XZ plane is chosen and then a descent algorithm is used in [39]. Another approach is used in [39] where a rotation in the XZ plane is chosen and then a descent algorithm is used in [39]. Another approach is used in [39] where a rotation in the XZ plane is chosen and then a descent algorithm is used in [39].

Thus, the rotation interpolation ([34]) can be used in order to fuse between the two rotors, i.e., interpolation sequence from the initial rotor from gyroscope data (Eq. 12) to the final rotor from the accelerometer data (Eq. 17). Then, the rotation from the initial rotor to the final one can be represented by the following rotor

$$Q_r = \frac{Q_c}{Q_j} = R_c \frac{Q_j}{Q_j} = R_c. \quad (18)$$

The rotor $Q_r$ can be written as

$$Q_r \equiv R_c = e^{-\frac{\phi}{2}} A = e^{-\frac{\Phi}{2}}. \quad (19)$$

Thus, the fusion process needs only a fraction of the correction rotor $R_c$ obtained in Eq. (17). The SLERP (spherical-linear interpolation) could be employed here (e.g. [34]). Then, the interpolation can be obtained by rotation through an angle fraction $\alpha\frac{\phi}{2}$, where the scalar $\alpha$ varies within the range $\alpha = [0, 1]$. Then, the fusion rotor can be written as

$$Q_f = \left( \cos \left( \alpha \frac{\phi}{2} \right) - A \sin \left( \alpha \frac{\phi}{2} \right) \right) Q_j. \quad (20)$$
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where \( A = -\frac{(R_c)_Z}{|(R_c)_Z|^2} \) and \( \phi = 2 \arctan \left( \frac{|(R_c)_Z|}{|(R_c)_i|} \right) \).

It is clear that there is no need to calculate the rotor \( Q_c \) and only the correction rotor \( R_c \) and the rotor \( Q_f \) from the gyroscope data (Eq. 12) are involved in the fusion process. In case of zero coefficient (\( \alpha = 0 \)) the fusion rotor coincides with the rotor \( Q_f \) from the gyroscope data, i.e., there is no correction from the accelerometer data. On the other hand, in case of \( \alpha = 1 \) the fusion rotor is equal to the correction rotor \( Q_c \), i.e., a “full” correction imposed by the accelerometer data is in use. These two cases are boundary ones and in practice good results are obtained with \( \alpha = 0.08 \div 0.2 \).

### 3.1.3 Summary of the Motion Capture Algorithm

The approach for processing data from the gyroscope and accelerometer described in the previous subsections is summarized in the following steps:

1. Get the input values: \( \omega = (\omega_x, \omega_y, \omega_z) \) - the angular velocity vector measured about the three axes of the sensor frame and measured acceleration \( \mathbf{a}_m \);
2. Calculate the rotating bivector \( \Phi \) using Eq. (10);
3. Construct the rotor \( R \) from the obtained rotating bivector \( \Phi \);
4. Calculate the predicted acceleration vector \( \mathbf{a}_p \) using Eq. (14);
5. Calculate the correction rotor \( R_c \) using Eq. (16);
6. Calculate the fusion rotor \( Q_f \) using Eq. (20).

This algorithm suggests that if the available data are only from the gyroscope, the rotation can be obtained following the first three steps. In case of available data both from the gyroscope and accelerometer, the fusion can be performed using all six steps.

The results from the above algorithm are illustrated by the next figures, which present a captured simple motion (nooding - rotating head down and back) of a human head. Figure 3 shows the output data from the EMOTIV’s gyroscope and Fig. 4 presents the output data from the EMOTIV’s accelerometer.

Then, the obtained result using the input data from the gyroscope and accelerometer is shown in Fig. 5, where the components \( q_i \), \( i = 1, 2, 3, 4 \) are graphically presented. For this purpose, the rotor from Eq. (4) after expansion is written as

\[
Q = q_1 + q_2 e_{2,3} + q_3 e_{3,1} + q_4 e_{1,2}.
\]  

In this case the fusion is obtained with \( \alpha = 0.1 \).

Although this fusion rotor is directly used to control the robot, the fusion rotor, in addition, has been transformed in angles about the three coordinate axes (\( X, Y, Z \)) just for the sake of illustration. The angles of rotation around these three axes are shown in Fig. 6. Note that these angles are obtained just for illustration purpose. The proposed algorithm is general and could be applied to process raw data from other inertial measurement units.

### 3.2 Basic Expressions Capture

Emotion recognition has been explored in many papers and some of the recent methods utilize multimodal approach [42] and deep neural model [18,43]. Tracking facial expression is used to transfer the actor’s emotional features on the robot. Showing expressions is important because, for example, children with autistic spectrum conditions (ASC) frequently misinterpret happy faces as neutral and confuse neutral faces with negative facial expressions (sadness and anger) [44]. The EMOTIV device allows the recording of facial expressions and movements. At the time of the experiments the EMOTIV SDK (Software Development Kit) measures facial expressions with the following options for detections: smileExtent (low level indicates no expression has been detected, high level indicates a maximum level of expression detected); clenchExtent, upperFacePower; clenchExtent, lowerFacePower; clenchExtent, upperFacePower; clenchExtent, lowerFacePower. For the neutral, happy and sad states we use the outputs for lowerFaceAction (Fig. 7).

The sad state is not present for the “surprise” emotion (Fig. 7), i.e., all clenchExtent values are zeros. In order to illustrate the sad state, we use the data for the recorded “sadness” emotion. Thus, the state of sadness can be detected in Fig. 8 which shows the data for clenchExtent. In the latest SDK version two new detections for BROW are available: RAISE BROW and FURROW BROW. Thus, the Emotiv outputs for the eyebrows movements can be transposed on the robot’s eyebrows.

The robot can express three basic emotional states: happiness, neutral and sadness (anger). In order to determine these states, the following algorithm based on the output data from the Emotiv SDK is applied:

\[
\begin{align*}
\text{if lowerFaceAction} &= \text{FE\_NEUTRAL} & \text{then expression} &= \text{Neutral} \\
\text{else if lowerFaceAction} &= \text{FE\_LAUGH} & \text{or lowerFaceAction} &= \text{FE\_SMILE} & \text{then expression} &= \text{Happy} \\
\text{else if lowerFaceAction} &= \text{FE\_CLENCH} & \text{then expression} &= \text{Sad}.
\end{align*}
\]

For this purpose, the robot is endowed with a mouth, eyes and eyebrows so that the emoticon-like robot head could express some emotions. At this stage of the development of the robot, three main facial expressions are transferred to the robot: happy, neutral and sad (angry), which are shown in Fig. 9.
These three expressions are extracted from the data for lowerFaceAction and clenchExtent obtained by the EMOTIV device applying the above algorithm.

4 Transferring Captured Motion and Basic Emotion to the Robot

The actor’s movements expressing emotions include rotations and translations. For the purpose of this study, only rotations are considered because, first of all, the main feature of the head motion is rotation. Another reason for this is that including translations will reduce the rotational workspace of the robot, i.e., the rotational capability of the robot decreases if the robot translates further from a given “central” position. This “central” position of the robot corresponds to the X = 0, Y = 0 and Z is calculated at a half of the leg extensions (in this case the half of the leg extension is 25 mm).

This conclusion is drawn by analysing some features of the robot workspace and the situation is illustrated by the computed range of orientations shown in Figs. 10 and 11. The workspace volume in the horizontal plane XY and the orientation angle (around X, Y or Z axes) is discretized by a grid 200 × 200 × 50. The workspace for the combined orientations given in Fig. 11b is discretized by a grid 200 × 200 for the XY plane and 50 × 50 × 50 for the three angles. Each
node of the horizontal plane grid (XY grid) represents the number of possible poses of the robot. The orientation angles vary within the range \([-\pi/3, \pi/3]\). The orientation angles are discretized with identical step for each node of the horizontal plane grid. The calculated leg length extensions for each orientation for a given node of the grid are checked as to whether they fall within the workspace of the robot, i.e., if the condition for the length extension range of all legs is fulfilled. The orientations which fulfill this condition form the number of orientations for each node of the horizontal plane grid (XY grid). It is clear from Figs. 10 and 11 that the orientation range is maximal in the (0,0) position and decreases towards the workspace boundary, which is represented as a black curve in the figure.

Therefore, for the purpose of the current work we fix the position of the moving platform of the robot at this “central” position and control only the orientation of the robot (head). The head motion is represented by the fusion rotor \(Q_f\) obtained in Eq. (20). The coordinate systems of the head (EMOTIV device) and the moving platform of the robot are aligned (Fig. 12), i.e., the coordinate system, attached to the moving platform of the robot, coincides with the body coordinate system of the EMOTIV headset. Thus, this fusion rotor \(Q_f\) can be directly used to calculate the control parameters of the robot.

The process of motion capture results in the derivation of the fusion rotor \(Q_f\). Next, the path of the motion of the head is to be transferred to the robot as a set of orientations, i.e., establishing the robot control algorithm. The dimensions of the EmoSan robot are similar to the size of the human head and neck. The motion of the moving platform of the robot is realized by the length variation of the six legs which connect the two platforms (the base and the moving platforms) of the robot. In order to control the robot, the lengths of the six legs have to be obtained. At every given time moment, the orientation and the position of the moving platform correspond to a particular set of leg lengths. Since the orientation of the robot head should correspond to the orientation of the human head (EMOTIV headset), the orientation is given by the fusion rotor \(Q_f\). The joints of the base and the moving platforms are arranged at points \(A(A_1, ..., A_6)\) and \(B(B_1, ..., B_6)\). Joints \(A_i\) are attached to the base and joints \(B_i\) are attached to the moving platform of the robot (Fig. 1). In order to obtain the leg length, the coordinates of the points \(B_i, (i = 1, 2, ..., 6)\) with respect to the base coordinate system need to be derived, i.e.,

\[
B_i = Q_f^M B_i \tilde{Q}_f + OO_1, \tag{22}
\]
where $\mathbf{B}_i$ is the position vector of points $B_i$, $(i = 1, \ldots, 6)$ with respect to the base coordinate system; $\mathbf{M}_i$ is the position vector of point $B_i$, $(i = 1, \ldots, 6)$ given in the coordinate system $O_1X_1Y_1Z_1$ attached to the moving platform; $\mathbf{Q}_f$ is the fusion rotor, obtained in Eq. (20) and $\mathbf{Q}_f^\mathbf{\prime}$ is its reverse; $\mathbf{O}_1\mathbf{O}$ is the vector connecting the origins of the coordinate system attached to the base and the coordinate system attached to the moving platform, respectively.

Then, the leg lengths are as follows:

$$L_i = |\mathbf{B}_i - \mathbf{A}_i|, \ (i = 1, 2, \ldots, 6), \quad (23)$$

where $\mathbf{B}_i = O B_i$ and $\mathbf{A}_i = O A_i$ are vectors expressed in the base coordinate system $OXYZ$.

Linear actuators are used to vary the lengths of the legs. Thus, the desired lengths of the actuators which correspond to the given position and orientation of the moving platform are achieved by controlling the six motors. Following this algorithm, the robot head will reproduce the captured motion of the human (actor) head.

The captured basic emotions are transferred to the robot by controlling the motors for the eyebrows and the screen for the mouth.

4.1 Experimental Protocol and Illustration of Captured Emotion Motion

The experimental protocol for classifying movements expressing emotions extracted from data records taken from motion and expression tracking devices has been approved by the Ethics Committee for Scientific Research and Informed Consents have been signed. The experimental conditions for testing the communication protocol based on EMOTIV headset for tracking the movements of actors began with a calibration of EMOTIV sensors. Then, the actor started playing a sequence of head and face postures for six emotions: fear, joy, surprise, sadness, disgust and anger. We recorded
data from two actors - one female and one male (Fig. 12). We collected data during the performance of the six above-mentioned emotions. Each one was repeated 3 times with duration of 30 seconds approximately. Since the EMOTIV EPOC resolution is 64 samples per second, we collected 36 files with approximately 1950 records in each single file. The recorded facial movements were: isBlink, isLeftWink, isRightWink, isEyesOpen, isLookingUp, isLookingDown, leftEye, rightEye, eyebrowExtent, smileExtent, clenchExtent.

The data for all six emotions performed by the two actors have been collected and processed in order to synthesise the control signals for the robot. In this section, the obtained results are presented for the “surprise” emotion since the data from the remaining five emotions have been processed in a similar way. The output data from the inertial measurement unit of the EMOTIV device for the “surprise” emotion are shown in Figs. 13 and 14.

The data from the EMOTIV device are processed using the algorithm presented in Sect. 3. The components of the obtained fusion rotor for the “surprise” emotion are shown in Fig. 15. Then, as mentioned above, only for the sake of illustration and better understanding of the movements, the angles of rotation around the X, Y, Z axes are shown in Fig. 16.

During the motion capture the actors were not restrained in their motions and only some general guidance was recommended for movements within some boundaries. For this reason, sometimes the captured motion exceeds the capability of the robot, i.e., the calculated leg extensions are bigger than the real leg design properties. In our case, the maximal extension of all six legs is 50 mm. Figure 17 illustrates the leg extensions for the case of realizing the captured “surprise” emotion. It is clear that in some parts of the motion the calculated leg extensions exceed the boundaries of the real actuator. Indeed, this happens in some extreme rotations, which in reality does not alter the captured emotion. We have also transformed the captured motion into an animated one using the computer image of the robot (Fig. 1a) as an alternative to the real robot motion. In this case, the limitation of the leg extensions does not apply.

A sequence of the captured “surprise” emotion, the corresponding angles of rotation and the respective robot poses are shown in Fig. 18. This sequence is represented for the first five seconds of the “surprise” emotion motion and shows the angles of rotation presented in Fig. 16 (or the fusion rotor from Fig. 15, respectively). The positions of the actor head and the robot poses are illustrated at the initial position and at the 1st, 2nd, ..., 5th second.

The same sequence of the captured movement, illustrating the poses of the computer model of the robot and the real laboratory prototype of the social robot, is shown in Fig. 19.

4.2 IoT Framework for Creating Human Robot Control Based on Node-RED “Wiring” of EMOTIV BCI and the Social Robot

Although the EmoSan robot could be controlled as a stand-alone device, we have developed a control framework which includes Node-RED, EMOTIV BCI and social robot EmoSan. Enhancing the robot performance with the actor’s talent imposes technical challenges concerning the infrastructure of how to access a vast amount of processing power and data to support the operations complying with the notion of ubiquity. We exploit the idea behind the Internet of Things (IoT) which combines people, processes, devices and technologies
Fig. 12 Arrangements of the coordinate systems of the actor (device) and the robot.

Fig. 13 Output data from the EMOTIV’s gyroscope for “surprise” emotion.

Fig. 14 Output data from the EMOTIV’s accelerometer for “surprise” emotion.

Fig. 15 Components of the fusion rotor resulting from the “surprise” emotion of the human head.
Fig. 16 Angles of rotation around three axes resulting from the “surprise” emotion of the human head.

Fig. 17 Robot leg extensions for the “surprise” emotion of the human head.

Fig. 18 A sequence of the captured movement of the actor, the corresponding angles of rotation and the corresponding robot poses (computer model) for the first five seconds of the “surprise” emotion.
Fig. 19 A sequence of the captured movement for the computer model of the robot, the corresponding angles of rotation and the corresponding poses of the laboratory robot prototype for the first five seconds of the “surprise” emotion

with sensors and actuators. Thus, all sensing, computation and memory are integrated into a single stand-alone system and can aid socially-assistive robots. Node-RED [22] is an open source development tool built by IBM, which allows to wire up IoT as nodes in flows. Node-RED is built on Node.js and can run anywhere if the applications are capable of hosting node.js, such as small single-board computers (e.g. Raspberry Pi), personal laptops or cloud environments (e.g. IBM Cloud). The Node-RED connectivity allows nodes to collect and exchange data ubiquitously and its flow-based programming is an ideal solution to wire up the biological behavioural or emotional intelligence to robots anytime and anywhere. Based on the idea behind IoT that uniquely addressable “things” communicate with each other and transfer data over the existing network protocols, an approach for using the information channel between the human brain and external devices is proposed. It can be applied to IoT brain-to-robot control through information extracted from the inertial or EEG sensors and used to control the robot motion. The control tasks intend to translate specific behavioural activity interaction patterns into robot commands. In this study, we illustrate a non-traditional control method where the head or facial muscles activity is captured by an EMOTIV brain-listening headset in order to control the emotionally-expressive robot EmoSan. Using Nod-RED within this frame allows playing sound files through the built-in robot loudspeakers. An example for the Node-red flow designed for EMOTIV motion capture, calculations and transfer of a signal to the robot is shown in Fig. 20. Thus, the captured sound of the emotions can be played together with the robot motion simultaneously. Therefore, the robot could express emotions through body postures, verbal messages, intonation and facial expression.

Using the node “Facial Expressions” provided by the Emotiv Node-Red toolbox [23], it is possible to detect facial expressions within the Node-Red platform frame (Fig. 21) as well.

5 Discussion

The EmoSan robot could fully reproduce the motion of the human head. The robot has six degrees of freedom and simulates the bending of the human neck, i.e., it can reproduce the movements of the human head. The proposed algorithm for the motion capture can provide a true replication of the robot.
This is verified by the computer animation and comparison of position of the actor’s head and the pose of the robot (or animated robot). Certainly, there are movement limitations of the robot prototype resulting from the mechanical restrictions of the robot components, e.g. limitations of the actuators’ speed and the range of the actuators’ extensions. Some of these limitations are shown in Sect. 4. However, these boundaries do not apply to the computer-animated robot.

In this paper we proposed the first step toward incorporating the benefits of educational theatre into social robots for supporting emotional intelligence and learning skills for children. We were directed by the neuroscience implications defining as to how emotional impact and embodiment learning enhance memory, cognition and behaviour. When the body is involved in the robotic intervention scenarios, the process of “learning by experience” is transformed into a more stable memory and cognitive representations because the notion of the body includes not only the body itself but also the senses, the mind and the brain [45]. Neuroscience explains the mental processes involved in the development, plasticity, learning, memory, cognition and behaviour [46]. Learning means that one has created a strong enough mem-
ory trace to keep it and adding more modalities, such as touch, audio, manipulation of 3D objects and movements in robotic intervention might strengthen the learners’ memory traces. The educational theatre and actor’s talent aid neurologically the emotion and attention systems in the brain to interact, resulting in emotional association of information from short-term memory to long-term memory. A neuroscientific explanation for the influences of emotion on learning and memory [10] states that the amygdala and prefrontal cortex cooperate with the medial temporal lobe in an integrated manner, which affords the amygdala to modulate the memory association and the prefrontal cortex to mediate the memory encoding and formation. Thus, emotions could be used for modulating the selectivity of attention, as well as for motivating action and behaviour. A more detailed explanation as to how the cognition and emotion are effectively integrated in the brain, as to how emotions enhance perception and attention and the anatomical basis for cognitive-emotional interactions can be found in [47]. A new explanation of how emotional events easily capture our attention is given in [11], i.e., a novel pathway from the amygdala targets the thalamic reticular nucleus, which is the key node in the brain’s attentional network in the upper surface of the temporal lobe. This amygdalar pathway forms unusual synapses with larger and more efficient terminals than the pathways from the orbitofrontal cortex. Recent studies report the role of amygdala-frontal connectivity during the regulation of emotions [13], [48]. Successful control of the affect depends on the capacity to modulate negative emotional responses through the use of cognitive strategies, such as cognitive reappraisal. These strategies involve frontal cortical regions in the modulation of amygdala reactivity, which is important for the child’s regulation of emotions.

In the frame of the ongoing CybSPEED project, we have been conducting longitudinal experiments for speech and language therapy assisted by the proposed EmoSan and the social NAO robots. The study has been conducted at the Centre of Logopaedics, part of South-West University “Neofit Rilski”, Bulgaria. Fifteen children with neurodevelopmental disorders, aged 3 to 10 (M=5.06, SD=2.25), have taken part in the study. The therapy of the children with neurodevelopmental disorders has been performed via play-learning activities within a robot-assisted speech and language session. Every game begins with an introduction sentence “EmoSan does not know X (e.g. fruits) and it makes him unhappy.” The emotion-expressive robot EmoSan performs a sad face and head movements. During the game EmoSan robot stays neutral, however, when the child’s choice of a task is correct, EmoSan performs a happy emotion. At the end of the game Nao concludes positively, “Well done!” Then the emotion-expressive robot EmoSan performs the happy emotion and says, “I’m happy!” The robot-assisted speech and language sessions have been observed by the children’s parents. Descriptive statistics of the collected data from a twenty-question survey has revealed that children seem impressed, motivated and engaged when a robot EmoSan assists the therapy session. Both parents and children have a positive attitude towards the robot. The parents claim that the children have been emotionally impressed by EmoSan and spoke a lot about it at home, repeating its faces, movements and pronouncing the robot’s words in an artistic way. The second question of the multiple-choice survey concerns the child’s preference for a communication partner. The results have revealed that 93% have chosen the speech and language therapist as a communication partner, 53% preferred the emotion-expressive robot EmoSan and 47% voted for the social robot Nao.

In our future work it is envisaged that the special educator will explain how the child should change his/her emotional response and by monitoring the child’s behaviour physiologically- or visually-based, the educator could assess the progress in reinterpreting the meaning of the situation. Another and more intuitive emotional regulation is through neurofeedback - a biofeedback which uses real-time displays of brain activity (most commonly EEG). The neurofeedback rehabilitation is effective for training attention or emotional self-regulation of the brain function. In the context of the current project, we place the child’s neurofeedback in the loop of the play-like interventions and implement the “modal model” of emotion in the safe world of robots. The child’s neurofeedback is exposed on humanoid or non-humanoid robots. Under the supervision of the special educator and by means of the mediated robot, the child pays attention to his/her own emotions and understands what he/she feels and how to respond.

6 Conclusions

A framework for capturing the actor’s head motion and face expression representing six different emotions and transferring them to the robot is proposed. A novel algorithm for processing the data from the gyroscope and accelerometer based on geometric algebra is introduced. The obtained data are graphically illustrated and the excess captured motion, which is beyond the robot design capabilities, is analysed and indicated. It turns out that this excess motion is small and for practical purposes can be neglected. A control framework including Nod-RED, EMOTIV BCI and the social robot is developed. The results show that the robot could be successfully navigated by captured motion and facial expression in order to control head, eyes and lip movements for expressing emotions. Experiments for speech and language therapy involving children with neurodevelopmental disorders have been conducted. These experiments show that both parents and children have a positive attitude towards the emotion-expressive robot EmoSan and its performance of emotions.
Acknowledgements This work was supported by the H2020 Project CybSPEED, N 777720 and by the European Regional Development Fund within the OP “Science and Education for Smart Growth 2014–2020”, project BG05M2OP001-1.002-0023. The completion of this work could not have been accomplished without the valuable participation of the actors from the “Tvstete” Educational Theatre - Sofia.

Data Availability The datasets generated during and/or analysed during the current study are available from the corresponding author on reasonable request.

Declarations

Conflict of interest The authors have no conflict of interest to declare that are relevant to the content of this article.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Pachidis T, Vrochidou E, Kaburlasos VG, Kostova S, Bonković M, Papic V (2019) Social robotics in education: state-of-the-Art and directions. In: Aspragathos N, Koustoumpardis P, Moulanitis V (eds) Advances in service and industrial robotics, RAAD 2018, mechanisms and machine science, vol 67. Springer, Cham, pp 689–700
2. Virnes M (2008) Robotics in special needs education. In: Proceedings of the 7th international conference on Interaction design and children (IDC ’08), ACM, New York, NY, USA, pp 29–32
3. Johnson-Glenberg MC, Megowan-Romanowicz C, Birchfield DA, Savio-Ramos C (2016) Effects of embodied learning and digital platform on the retention of physics content: centripetal force. Front Psychol 7:1819. https://doi.org/10.3389/fpsyg.2016.01819
4. Kempermann G et al (2010) Why and how physical activity promotes experience-induced brain plasticity. Front Psychol 1:61. https://doi.org/10.3389/fpsyg.2010.00061
5. Jochum E, Schultz J, Johnson E, Murphey TD (2014) Robotic puppeteers and the engineering of autonomous theater. In: Laviers A, Egerstedt M (eds) Controls and art: inquiries at the intersection of the subjective and the objective. Springer, New York, pp 107–128
6. Jochum E, Vlacho E, Chistoffersen A, Nielsen S, Hameed I, Tan Z (2016) Using theatre to study interaction with care robots. Int J Soc Rob 8:457–470
7. H2020 Project CybSPEED. https://cordis.europa.eu/project/id/777720 Accessed 11 August 2021
8. Educational Theater Tsvete. http://theatretsvete.eu Accessed 11 August 2021
9. Gross J, Thompson R (2007) Emotion regulation: conceptual foundations. In: Gross JJ (ed) Handbook of emotion regulation. Guilford Press, New York, pp 3–24
10. Tyng C et al (2017) The influences of emotion on learning and memory. Front Psychol 8:1–22
11. Zikopoulos B, Barbas H (2012) Pathways for emotions and attention converge on the thalamic reticular nucleus in primates. J Neurosci 32(15):5338–5350
12. Livingstone SR, Palmer C (2016) Head movements encode emotions during speech and song. Emotion 16(3):365–380
13. Rodriguez A, Rey B, Clemente M, Wrzesien M, Alcañiz M (2015) Assessing brain activations associated with emotional regulation during virtual reality mood induction procedures. Expert Syst Appl 42(3):1699–1709. https://doi.org/10.1016/j.eswa.2014.10.006
14. Dachkinov P, Tanev T, Lekova A, Batbaatar D, Wagatsuma H (2018) Design and motion capabilities of an emotion-expressive robot EmoSan. In: joint 10th international conference on soft computing and intelligent systems and 19th international symposium on advanced intelligent systems SCIS&ISIS2018, pp 1332–1338, 5–8 December, 2018, Toyama, Japan
15. EMOTIV EPOC+. https://www.emotiv.com/e poc/ Accessed 11 August 2021
16. Cassidy AJ (2018) Emotiv facial expression detections. https://www.emotiv.com/knowledge-base/facial-expression-detections/ Accessed 16 February 2022
17. Ghazali AS, Ham J, Barakova E, Markopoulos P (2019) Assessing the effect of persuasive robots interactive social cues on users psychological reactance, liking, trusting beliefs and compliance. Adv Robot 33(7–8):325–337
18. Churamani N, Barros P, Strahl E, Wermter S (2018) Learning empathy-driven emotion expressions using affective modulations. In: International joint conference neural network (IJCNN) 2018, pp 1–8
19. Rasouli S, Gupta G, Nilsen E et al (2022) Potential applications of social robots in robot-assisted interventions for social anxiety. Int J Soc Rob. https://doi.org/10.1007/s12369-021-00851-0
20. Engwall O, Lopes J, Åhlund A (2021) Robot interaction styles for conversation practice in second language learning. Int J Soc Rob 13:251–276
21. Striepe H, Donnermann M, Lein M et al (2021) Modeling and evaluating emotion, contextual head movement and voices for a social robot storyteller. Int J Soc Rob 13:441–457
22. IBM NodeRED Flow-based programming for the Internet of Things. https://nodered.org/ Accessed 11 August 2021
23. EmotivBCI Node-RED toolbox. https://emotiv.gitbook.io/emotivbci-node-red-toolbox/node-descriptions-and-use Accessed 11 August 2021
24. Ranatunga I, Rajuwaranig J, Popa D O, Makedon F, (2011) Enhanced therapeutic interactivity using social robot Zeno. In proceedings PETRA ‘11 proceedings of the 4th international conference on pervasive technologies related to assistive environments, Heraklion, Crete, Greece—May 25 - 27, 2011
25. Beira R et al. (2006) Design of the robot-cub (iCub) head. In: proceedings 2006 IEEE international conference on robotics and automation. ICRA 2006. pp 94-100, https://doi.org/10.1109/ROBOT.2006.1641167
26. Parmiggiani A et al (2012) The design of the iCub humanoid robot. Int J Human Robot. https://doi.org/10.1142/S0219843612500272
27. Dautenhahn K et al (2009) Blow, KASPAR—a minimally expressive humanoid robot for human-robot interaction research. Appl Bionics Biomech 6(34):369–397
28. The next revolution in human-computer interaction. https://furhatrobotics.com/furhat-robot/ Accessed 12 February 2022
29. Socibot. https://robotsorbond.co.uk/socibot Accessed 12 February 2022
30. Hegel F, Eyssel F, Wrede B (2010) The social robot “Flobi”: Key concepts of industrial design. In: 19th international symposium in robot and human interactive communication, 2010, pp 107-112, https://doi.org/10.1109/ROMAN.2010.5598691
31. Rojas-Quintero JA, Rodríguez-Liñán MC (2021) A literature review of sensor heads for humanoid robots. Rob Auto Syst. https://doi.org/10.1016/j.robot.2021.103834
32. Hestenes D (1999) New foundations for classical mechanics, 2nd edn. Kluwer Academic Publishers, Dordrecht, The Netherlands
33. Doran C, Lasenby A (2007) Geometric algebra for physicists. Cambridge University Press, Cambridge
34. Dorst L, Fontijne D, Mann S (2007) Geometric algebra for computer science. An object oriented approach to geometry. Morgan Kaufmann Publishers, Burlington
35. Tanev TK (2008) Geometric algebra approach to singularity of parallel manipulators with limited mobility. In: Advances in robot kinematics, analysis and design, Lenarčič J. and Wenger P. (Eds), Springer-Verlag, pp 39–48
36. Tanev TK (2016) Singularity analysis of a novel minimally-invasive-surgery hybrid robot using geometric algebra. In: P Wenger et al (Eds) New trends in medical and service robots, Springer: Cham , pp 15-29
37. Tanev TK (2018) Geometric algebra based kinematics model and singularity of a hybrid surgical robot. In: Lenarčič J, Merlet JP (eds) Advances in robot Kinematics 2016, Springer proceedings in advanced robotics, vol 4. Springer, Cham, pp 431–440
38. Candy L, Lasenby J (2011) Attitude and position tracking. In: Dorst L, Lasenby J (eds) Guide to geometric algebra in practice. Springer, Cham, pp 105–125
39. Madgwick SOH, Harrison AJL, Vaidyanathan A (2011) Estimation of IMU and MARG orientation using a gradient descent algorithm. In: proceedings of the IEEE international conference on rehabilitation robotics, pp 1–7, 29 June-1 July 2011, Zurich, Switzerland
40. Valenti RG, Dryanovski I, Xiao J (2015) Keeping a good attitude: a quaternion-based orientation filter for IMUs and MARGs. Sensors 15:19302–19330
41. Doran CJL (1994) Geometric algebra and its application to mathematical physics. PhD Thesis, University of Cambridge
42. Zhang Z et al. (2016) Enhanced semi-supervised learning for multimodal emotion recognition. In: 2016 IEEE international conference on acoustics, speech and signal processing (ICASSP), March 2016, pp 5185–5189
43. Barros P, Wermter S (2016) Developing crossmodal expression recognition based on a deep neural model. Adapt Behav 24(5):373–396
44. Walsh J, Creighton S, Rutherford M (2016) Emotion perception or social cognitive complexity?: what drives face processing deficits in autism spectrum disorder? J Autism Dev Disord 46(2):615-623
45. Smyrnaïou Z, Sotiriou M, Georgakopoulou E, Papadopoulou O (2016) Connecting Embodied Learning in educational practice to the realisation of science educational scenarios through performing arts. In Proc. of Int. Conf. “Inspiring Science Education”, Athens 04, 2016, pp 37–45
46. Strumwasser F (1994) The relations between neuroscience and human behavioral science. J Exp Anal Behav 61(2):307–317. https://doi.org/10.1901/jeab.1994.61-307
47. Pessoa L (2009) Cognition and emotion. Scholarpedia 4(1):4567
48. Banks S, Eddy K, Angstadt M, Nathan P, Phan K (2007) Amygdala-frontal connectivity during emotion regulation. Soc Cogn Aff Neurosci 2:303–312

**Publisher’s Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

**Tanio K. Tanev** received the MS degree in mechanical engineering from Technical University, Sofia, Bulgaria in 1982 and the PhD degree in robotics from Institute of Mechatronics in 1994. Currently, he is a professor at the Institute of Robotics, Bulgarian Academy of Sciences. In 1995 he was a post-doctoral researcher in the University of Salford, UK and from 2000 to 2003 he was a research fellow with the Open University, UK. He is a member of the “Computational Kinematics” Technical Committee of the IFToMM (International Federation for the Promotion of Mechanism and Machine Science). His research interests include robot kinematics, robot singularities, computational kinematics, application of geometric algebra in robotics, robot performance, parallel robots, medical robots, social robots and mechatronics.

**Anna Lekova** received her Ph.D. degree in 1995 in the field of Computing from the Technical University - Sofia, Bulgaria. She is a professor and head of the “Interactive Robotics and Control Systems” department at the Institute of Robotics, Bulgarian Academy of Sciences. She has coordinated or contributed to various national and international projects. Her current research interests include Fuzzy Logic, natural language processing, interactive robotics, EEG-based BCI, Internet-of-Things (IoT) and cloud-based services and computing.