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Abstract—Planning safe trajectories under uncertain and dynamic conditions makes the autonomous driving problem significantly complex. Current sampling-based methods such as Rapidly Exploring Random Trees (RRTs) are not ideal for this problem because of the high computational cost. Supervised learning methods such as Imitation Learning lack generalization and safety guarantees. To address these problems and in order to ensure a robust framework, we propose a Hierarchical Reinforcement Learning (HRL) structure combined with a Proportional–Integral–Derivative (PID) controller for trajectory planning. HRL helps divide the task of autonomous vehicle driving into sub-goals and supports the network to learn policies for both high-level options and low-level trajectory planner choices. The introduction of sub-goals decreases convergence time and enables the policies learned to be reused for other scenarios. In addition, the proposed planner is made robust by guaranteeing smooth trajectories and by handling the noisy perception system of the ego-car. The PID controller is used for tracking the waypoints, which ensures smooth trajectories and reduces jerk. The problem of incomplete observations is handled by using a Long-Short-Term-Memory (LSTM) layer in the network. Results from the high-fidelity CARLA simulator indicate that the proposed method reduces convergence time, generates smoother trajectories, and is able to handle dynamic surroundings and noisy observations.

Index Terms—Trajectory Planning, Hierarchical Deep Reinforcement Learning, Double Deep Q-Learning, PID controller.

I. INTRODUCTION

Planning safe trajectories for autonomous vehicles is a challenging problem. In reality, this problem is particularly difficult because of the maneuver planning complexities, stochastic surroundings, and the incomplete observations coming from the noisy perception system of the car. While performing trajectory planning, the autonomous vehicle has to plan different maneuvers, which might include lane following, waiting, changing lanes, and traversing intersections.

The existing methods for trajectory planning either rely on traditional classical planners or machine learning methods. Some of the state-of-the-art traditional planners include sampling-based planners, such as Rapidly Exploring Random Trees (RRTs) and lattice planners. RRTs randomly build a space-filling tree and are well suited for an environment with obstacles and differential constraints [1]. However, their computational complexity increases as the environment becomes more complex [2]. Moreover, the trajectories generated are often not smooth for the ego-car to follow [3].

On the other hand, lattice planners are great at generating feasible paths and incorporating constraints; however, they might create incomplete graphs, which lead to curvature discontinuity [2]. The other way of planning trajectories is through machine learning methods. The supervised learning method called Imitation Learning [4] has shown some promising results. However, this method might not generalize well to complex conditions and does not guarantee stability and an optimal solution [5].

An alternative approach to the classical planners and supervised learning methods is Reinforcement Learning (RL) [6]. The RL framework works on the principle of maximizing reward for a particular action at a given state. Existing RL works have shown promising results for an ego-car to learn policies for multiple scenarios. However, traditional RL methods for autonomous driving are less sample-efficient and less stable, especially for tasks with multiple sub-goals. In comparison to traditional RL, Hierarchical Reinforcement Learning (HRL) [7] allows a model to learn the policies for multiple sub-goals, which allows the policies learned to be reused for any other scenario. Furthermore, HRL has shown a faster convergence rate, which decreases training time for the model to learn an optimal policy. In this paper, we propose a HRL structure for trajectory planning. We choose the urban scenario of lane change shown in Figure 1 and give our structure two high-level options: a Lane follow/Wait and a

Fig. 1. The Hierarchical structure has two high-level options and a low-level trajectory planner for each high-level option. Proportional-Integral-Derivative (PID) controller is used to follow the planned trajectory. The urban scenario is considered where ego-car has to either follow the lane or wait for the target-lane to be clear to perform a lane change maneuver.
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Lane change option. For each high-level option, there is a separate low-level trajectory planner. A detailed description of the low-level planner for each high-level option can be found in the Methodology section. The main contributions of the proposed HRL-based trajectory planner include:

- Planning safe and smooth trajectories: We use a PID controller for tracking trajectories instead of directly using the low-level actions: throttle, steer, and brake;
- Dealing with noisy observations: We use an LSTM layer in both networks, a high-level options network and a low-level planner network, to help the model learn from a sequence of observations, which compensates for missing or erroneous observations and also helps the ego-car to learn in more dynamic surroundings.

II. RELATED WORK

A. Hierarchical Reinforcement Learning

By extending the framework of RL, [7] proposed the idea of hierarchical Deep Q-Network (DQN), in which the action-value functions were integrated to operate at two levels of abstraction, and learned a policy over meta-goals and low-level actions. [8] proposed the concept of Hierarchical Q-Learning called MAXQ and showed that it produces better results than Q-Learning alone. In order to make the framework of hierarchical Q-Learning more robust, [9] combined the R-MAX algorithm with MAXQ. This amalgamation added a safe exploration dimension of the model-based approach into the MAXQ. In the autonomous vehicle’s domain, [10] used the three-layer HRL structure for options, low-level actions, and Q-network for the decision making problem for traversing intersections. They showed faster convergence rate and improved results compared to non-hierarchical approaches. In order to further improve the sample efficiency and the reward structure, [11] proposed the state-attention model, hybrid reward mechanism, and hierarchical prioritized experience replay. All these extensions improved sample efficiency and yielded better results.

B. Work on Trajectory Planning and Prediction

Existing work on trajectory planning includes both classical traditional planners and planners using machine learning principles. One of the state-of-the-art sampling-based planners used in autonomous driving planning is RRTs [1]. RRTs generate trajectories by constructing a tree-like structure through the space. RRTs are proven good for environments with obstacles, but might not converge to the optimal solution. [12] addressed this problem by introducing RRT*, which showed optimal convergence and shorter routes. Another approach introduced was lattice planners [2]. These planners are able to incorporate constraints and produce feasible paths. An alternative approach to classical planners includes supervised learning, which can be divided into imitation learning and trajectory prediction. [13] used a Deep Imitation Learning framework to learn a driving policy for the urban scenarios through offline learning. They also added a safety controller module which increased the safety while testing.

For trajectory prediction, [14] proposed a system called UrbanFlow which consisted of a complete pipeline from collecting raw data to the final processing of trajectories. They used the UrbanFlow pipeline for trajectory prediction based on human drivers’ driving behavior, which allowed the ego-car to make better decisions. Another approach that has produced significant results in trajectory prediction is Inverse Reinforcement Learning (IRL). IRL works on the principle of extracting the reward structure by observing an optimal trajectory of an expert agent. By building on IRL approach, [15] proposed a framework for predicting off-road vehicle trajectories by integrating kinematics and environment to recover the reward structure.

C. Work on Lane Change

Previous work on lane change includes both the use of classical control methods and learning algorithms. [16] proposed a solution to the lane change problem given that there was no road infrastructure support. They guided the ego-car to perform lane change by connecting the ego-lane to the target-lane using a virtual road curvature through the bicycle model. They also fed the steering angle into the bicycle model to estimate the lateral position to the target-lane. [17] proposed a RL-based methodology for the lane change situation. They combined the decision making of when to perform lane change through DQN with the Pure Pursuit Tracking algorithm for trajectory generation and tracking. This proposed structure combined machine learning techniques with classical control methods. Another work using learning methods introduced a Deep RL-based method to handle the ego-car’s speed and lane change decisions. They used DQN to train the policy for speed and lane change decisions [18].

D. Our Contribution

In this paper, we make the RL framework for trajectory planning more robust. The proposed HRL framework for trajectory planning gives the ego-car two high-level options and three low-level planner choices for each high-level option. Each low-level planner selects waypoints based on the selected high-level option and the ego-car’s state information, which is mainly its speed profile and distance to other vehicles. The HRL modular structure ensures reusability for the policies learned and has shown a faster convergence rate. We build our model on the works of [10][11] but instead of directly using throttle, steer, and brake, we use a PID controller for tracking waypoints selected by the low-level planner. Trajectory tracking through PID resulted in smooth and stable maneuvers, which reduced jerk. Furthermore, in order to mitigate the problem of incomplete or inaccurate observations and dynamic environments, we added LSTM layers in the hierarchical network structure.

III. PRELIMINARIES

A. Double Deep Q-Learning

Double Q-Learning is an extension of the state-of-the-art Deep Q-Learning algorithm. The Q-Learning algorithm in
RL is used to find an optimal action-selection policy \( \pi \) using a Q function which is used to maximize the action-value function \( Q^*(s,a) \).

Deep Q-Learning uses neural networks to update network parameter \( \theta \) through minimizing the loss function between predicted action-value \( Q \) and the target action-value \( Y^Q \).

Double Deep Q-Learning solves the problem of overestimation by revising the target action updates from another target \( Q^* \) network with different weights, which is shown in Equation 1.

\[
Y_t^Q = R_{t+1} + \gamma Q(S_{t+1}, \arg\max_a Q(S_{t+1}, a|\theta_1)) |\theta_1^t) \tag{1}
\]

B. Hierarchical Reinforcement Learning

HRL learns a policy at multiple levels as meta-controller \( Q^1 \) generates the sub-goal \( g \) for the following steps and a controller \( Q^2 \) outputs the action \( a \) based on the sub-goal selected until the next sub-goal is generated by the meta-controller.

\[
Y_t^{Q^1} = \sum_{t' = t+1}^{t+1+N} R_{t'} + \gamma \max_g Q(S_{t+1+N+1}, g|\theta_1^t) \tag{2}
\]

\[
Y_t^{Q^2} = R_{t+1} + \gamma \max_a Q(S_{t+1}, a|\theta_2^t) \tag{3}
\]

IV. METHODOLOGY

A. Scenario and Problem Description

In this paper, we chose the urban scenario of lane change with added complexity. The high-level overview of the scenario can be seen in Figure 1. The ego-car (green car) starts in the ego-lane (lane that has the ego-car) and is required to do a lane change, as there is an obstacle (blue car) in front of it. But the target-lane (the lane where the ego-car chooses to go) has dynamic flow of traffic. In our case, we are using two cars, colored in yellow, to represent the surrounding traffic. This scenario can be easily broken down into tasks with multiple sub-goals, which explains our reason for choosing this scenario. In this problem we are providing our car with two high-level options for the maneuver. The first option is lane follow/wait and the second option is the lane change maneuver. The high-level structure of the proposed HRL trajectory planner can be seen in Figure 1.

B. HRL-based Trajectory Planner

The division through HRL into two high-level options (lane follow/wait and lane change) helps the ego-car to learn a policy for both high-level options and for the low-level trajectory planners. The details of the hierarchical network structure can be seen in Figure 2.

Once the high-level option is selected, the low-level trajectory planner selects the final waypoint through the network policy. The selection is based on the ego-car’s state information through the epsilon-greedy strategy. Once the final waypoint is selected, the ego-car’s target speed is calculated using the maximum acceleration or deceleration it can have in order to ensure a smooth sub-trajectory. Then the target speed and final waypoint values are given to the PID controller, which in turn generates longitudinal and lateral control. These sub-trajectories altogether form a complete trajectory, which includes lane follow and lane change maneuvers. The detailed working of the HRL-based trajectory planner, including training details, is shown in Algorithm 1. The details of the decision-making strategy for low-level planner choices can be found in the sections below:

1) Lane Follow/Wait: Once the ego-car selects the lane follow/wait option, the low-level trajectory planner is used to plan the path. The low-level planner has three choices for the trajectory, as shown by the colored lines in Figure 3. The green line represents the choice in which the ego-car can follow the lane for a longer distance. This choice is rewarded when the ego-car does not observe any obstacle within a certain radius of its current position in the ego-lane. The yellow line represents a trajectory choice under which the ego-car can follow the lane for a shorter distance. This choice is beneficial when the ego-car observes an obstacle car in the ego-lane at some distance and wants to avoid getting close to it. On the other hand, if the red line trajectory is chosen by the ego-car, it will decelerate to the wait option or a slower speed. Once the trajectory selection is made, the PID controller will be used to complete the path planned.

2) Lane Change: Once the decision to perform a lane change is made, the waypoint on the target-lane is selected using the ego-car’s state information through the epsilon-greedy strategy. Each different final waypoint shown in Figure 4 represents a different velocity profile the ego-car
may choose to make a lane change. This ensures smoothness and stability while planning for the lane change maneuver. The green point is selected if the ego-car is required to do a faster lane change because of the higher speed in the ego-lane. The yellow point is for the normal velocity profile trajectory. The red point selection helps the ego-car to take sharper turns, which might be needed when the velocity of the ego-car is small or it was in the wait option. The RL selects one point between the three points through the low-level planner network under the lane change high-level option. Once the policy selects the point, a black point is generated at some distance in the target-lane. This black point is a safety follow point, which helps the ego-car to reorient itself before the lane follow/wait option is activated again. The generation of the black point is based on the ego-car’s distance to the front vehicle after performing lane change.

C. Dealing with Noisy Observations

In order for our model to consider noisy observations, we added an LSTM layer to both networks: the high-level options and low-level planner network. We used three time steps as an input to the LSTM layer. In order to sample experiences from replay memory, we used the approach of bootstrapped random updates proposed by [19]. This strategy randomly samples an n-step sequence from the batch of bootstrapped random updates proposed by [19]. This strategy randomly samples an n-step sequence from the batch of episodes drawn from experience replay and then trains the neural network. The hierarchical network structure details can be found in Figure 2.

D. State Space

In order to formulate the state space for our hierarchical structure, we used information from the ego-car (e), obstacle car (o), target car A (a), and target car B (b) in the given scenario. This can be seen in the tuple given below. The safe range for the ego-car is x >= 16 for the stopped or obstacle vehicle and x >= 9 for the moving vehicles, where x is the ego-car distance to other vehicles in meters. The state space consists of 14 parameters. The following is the state space information where \( f \in \{o, a, b\} \):

\[
s = [v_e, lane_{ide}, v_f, d_{cf}, d_{efr}, lane_{idf}]
\]

- \( v_e \): Ego-car velocity
- \( lane_{ide} \): Lane-ID of the obstacle car
- \( v_f \): Velocity of the obstacle car and target vehicles
- \( d_{cf} \): Ego-car chase distance to the target vehicle in the ego-lane
- \( d_{efr} \): Ego-car distance to the front vehicle after performing lane change
- \( lane_{idf} \): Lane-ID of the target vehicle

E. Reward Structure

The reward structure consists of a separate high-level options reward and low-level trajectory choice reward. At each time step the following penalties and rewards are given considering the ego-car (e), obstacle car (o), moving car A (a), and moving car B (b):

- Regular time step penalty: \(-\sigma_1\)
- Regular time step reward for progressing towards final destination: \(\sigma_2\)
- Collision penalty: \(-\sigma_3\)
- Unsafe penalty: \(\exp(-d_{efr})\), where \( f \in \{o, a, b\}\)
- Goal not required penalty: \(-\sigma_4\)
- Unsmoothness penalty \(-\sigma_5\)
- Success Reward \(\sigma_6\)

The ego-car gets penalized separately for choosing the wrong high-level option or choosing the wrong low-level trajectory choice. The low-level choice gets penalized if the chosen trajectory leads to unsuccessful completion of the sub-goal, which in our case means collision with one of the target

```
Algorithm 1 HRL-based Trajectory Planner
1: Initialize options and planner network \(Q^o, Q^p\) with weights \(\theta^o, \theta^p\).
2: Initialize target options and target planner network \(Q^{o'}, Q^{p'}\) with weights \(\theta^{o'}, \theta^{p'}\).
3: Construct empty replay buffer B with max memory length \(h_b\).
4: Run 100 rule-based episodes and store experience in buffer B.
5: for 101 to E training episodes do
6:  Get Initial State s.
7:  Initialize history vector \(h_t\) containing 3 time steps.
8:  while \( s \) is not terminal state do
9:      \(o_t = \arg \max_o Q(h_t)\) based on the \(\epsilon\)-greedy, where \(o_t\) is the option.
10:     \(p_t = \arg \max_p Q(h_t, o_t)\) based on the \(\epsilon\)-greedy, where \(p_t\) is planner waypoint choice.
11:     Get the target waypoint \(w_t\) based on goal \(o_t\) and planner \(p_t\) selection.
12:     Calculate the target velocity value \(v\) based on \(w_t\).
13:     Throttle = \(PID_{longitudinal}(u, v)\), where \(u\) is the current velocity and \(v\) is the final velocity.
14:     Steer = \(PID_{lateral}(w_{cfr}, w_{s})\), where \(w_c\) is the current waypoint and \(w_s\) is the target waypoint.
15:     Perform the step for sub-trajectory in simulation and get \(s_{t+1}, r^o_{t+1}, r^p_{t+1}\), where \(r^o\) is the option reward and \(r^p\) is the planner reward.
16:     Deque \(s_{t+1}\) to \(h_t\) to get \(h_{t+1}\).
17:     Store transition \(T\) into B: \(T = \{s_t, h_t, o_t, p_t, r^o_{t+1}, r^p_{t+1}, s_{t+1}, h_{t+1}\}\).
18: end while
19: Train with Buffer RelayBuffer(e).
20: end for
```

- \(d_{efr}\): Ratio of chase distance to safety threshold
- \(lane_{idf}\): Lane-ID of the obstacle car and target vehicles
cars or the obstacle car. Moreover, in order to plan safer and smoother trajectories, low-level choices were penalized if they were not required. For example, under option 1, the low-level wait choice gets penalized if it is selected unnecessarily. The ego-car is penalized more as the safe chase distance to other vehicles decreases. The safe distance is the minimum distance that the ego-car has to maintain from the obstacle car or from the moving vehicles. The ego-car is expected to plan a longer trajectory if it does not see any obstacle in the ego-lane within a certain distance. For the lane change maneuver, the ego-car gets a reward for the safest point selected based on its past velocity profile. For example, if the ego-car has a higher velocity in the target-lane, it is given a higher reward to do a faster lane change; otherwise, if the ego-car was waiting in the ego-lane, it is expected to do a slower turn. This summarizes the unsmoothness penalty. These different low-level point choices prevent lane invasion and unnecessary jerk.

V. Experiments

A. Scenario and Experiment Setup

In this section, we apply the proposed HRL algorithm to the scenario shown in Figure 1 in the CARLA simulator [20] with 30 fps. The situation is similar to the real-world scenario when there are parked cars in the ego-lane and a traffic flow in the target-lane. In this situation, the ego-car is expected to plan trajectories for either lane follow or lane change maneuvers considering both the moving and stopped vehicles. The ego-car has to avoid collision with the parked car in the ego-lane and the traffic in the target-lane. It also has to make sure that sub-trajectory choices constitute an overall smooth trajectory. In order to test the generality and safety of our approach, we made surroundings of the ego-car more dynamic during the training stage in the following two ways: randomly changing the 1) target cars’ velocities and 2) the position of the obstacle car.

Moreover, to generate a better experience replay buffer for training, we ran the starting 100 episodes using the high-level rule-based methods, which allowed the ego-car to discern when to select which option. The epsilon-greedy strategy-based training started after 100 episodes. Furthermore, in order to evaluate the performance of our algorithm with inaccurate or incomplete observations, we added Gaussian noise to the input space of the options and planner network. Algorithm 1 describes the proposed Hierarchical RL algorithm. Lastly, in order to evaluate the effectiveness of our proposed algorithm, we compared it with five other methods: 1) Double Deep Q-Learning (DDQN) with PID, 2) Hierarchical Double Q-Learning with no PID, 3) Slot-based method with PID controller, 4) Hierarchical Double Q-Learning with PID, and 5) Hierarchical Double Q-Learning with PID and an LSTM layer. The slot-based method consisted of rules for the high-level options and low-level choices. For each method, the performance was recorded, both with and without Gaussian noise. Furthermore, for each method, training consisted of 2000 episodes and the policy evaluation after training consisted of 200 episodes. We compared the performance of different approaches using these metrics:

- **Total Average Reward**: The summation of high-level option reward and the low-level planner choice reward divided by total number of test episodes;
- **Lane Invasion rate**: The average rate of lane invasion recorded in the test episodes. Lane invasion occurs when the ego-car crosses the ego-lane’s boundaries while in the following lane state. Lane invasion usually occurs due to poor control of the vehicle or unsmooth trajectory. This value does not include the lane invasion instance when the ego-car performs a lane change;
- **Collision rate**: The percentage of test episodes in which collision occurs;
- **Success rate**: The percentage of test episodes in which the ego-car is able to complete its trajectory from starting point to the end point without collision.

B. Results and Discussion

The performance of several methods was evaluated and the detailed results are shown in Table I. The training results for the some of the approaches used is shown in the Figure 5. For the proposed methodology, we were able to get the optimal policy after 2000 episodes. The proposed hierarchical structure recorded 100% success rate without noisy observations and 98% success rate with noisy state space.

For the convergence part, direct comparisons with non-hierarchical approaches suggest that the presence of sub-goals through the use of HRL decreased the overall convergence time. The hierarchical structure also allowed us to design the reward structure for high-level options and low-level choices separately, which is one of the reasons for the better performance of HRL. Table I shows that simple DDQN...
only achieved a success rate of 92% in comparison to the hierarchcal approaches, which were able to have a minimum 96% success rate with no noise added to the state space and with direct low-level control. Also in comparison to classical planners such as RRT’s and learning-based techniques such as Imitation Learning, our learning-based approach can handle dynamic surroundings well and produce smooth trajectories without increasing computational complexity.

The results and evaluation of final policies show that using the PID controller instead of directly using throttle, steer, and brake ensured smooth tracking and increased safety. As the waypoints were generated in the middle of the road by the CARLA waypoint API, the ego-car recorded almost zero lane invasions while tracking the selected waypoints using the PID controller. Tracking of waypoints ensures safety and complete control of the ego-car throughout the trajectory as compared to classical planners such as lattice planners, which might produce incomplete graphs. In addition, as the velocity of the ego-car was selected based on target waypoint and maximum acceleration or deceleration value, the jerk was minimized.

In order to evaluate the performance with incomplete observations, we added Gaussian noise to the state space. For most of the methods, we trained the model with and without noise. This helped us to make direct comparisons with other approaches. The results in Table I show that the collision rate in the hDDQN with PID was brought down to 2% from 7% with the inclusion of the LSTM layers in the network. Although improved, the collision rate was not able to drop to zero after 2000 episodes of training. But overall, adding an LSTM layer to the network yielded the best results with the noisy state space after 2000 episodes of training.

VI. CONCLUSION

In this paper, we propose a trajectory planning algorithm for autonomous vehicles based on Hierarchical Reinforcement Learning (HRL). Through this structure, the ego-car is given high-level goal options and low-level planner choices. A PID controller is used instead of directly using throttle, steering, and brake. The results show that the proposed framework decreases convergence time, ensures safe and smooth tracking of waypoints using PID, and is able to handle dynamic surroundings and noisy observations by using an LSTM layer for both networks in the hierarchical structure. The future work includes combining policies learned from different scenarios and maneuvers through HRL as sub-goals. Moreover, HRL-based trajectory planner algorithm performance can be compared by using controllers other than PID such as Model Predictive Controller (MPC).
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