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Abstract—The analysis and control of large-population systems is of great interest to diverse areas of research and engineering, ranging from epidemiology over robotic swarms to economics and finance. An increasingly popular and effective approach to realizing sequential decision-making in multi-agent systems is through multi-agent reinforcement learning, as it allows for an automatic and model-free analysis of highly complex systems. However, the key issue of scalability complicates the design of control and reinforcement learning algorithms particularly in systems with large populations of agents. While reinforcement learning has found resounding empirical success in many scenarios with few agents, problems with many agents quickly become intractable and necessitate special consideration. In this survey, we will shed light on current approaches to tractably understanding and analyzing large-population systems, both through multi-agent reinforcement learning and through adjacent areas of research such as mean-field games, collective intelligence, or complex network theory. These classically independent subject areas offer a variety of approaches to understanding or modeling large-population systems, which may be of great use for the formulation of tractable MARL algorithms in the future. Finally, we survey potential areas of application for large-scale control and identify fruitful future applications of learning algorithms in practical systems. We hope that our survey could provide insight and future directions to junior and senior researchers in theoretical and applied sciences alike.

Index Terms—Large-scale multi-agent systems, reinforcement learning, graph dynamical systems, mean-field games, swarm intelligence.

I. INTRODUCTION

In recent years, the automated design of sequential decision-making through reinforcement learning (RL) [1] – also often referred to as approximate optimal control [2] – has quite prominently found application in a varied set of application areas, ranging from complex video games [3], [4] over robotic systems [5], [6] such as autonomous cars [7] or unmanned aerial vehicles (UAVs) [8]–[14] to finance [15], [16] and recommender systems [17]. While RL remains a very active research area of great importance, many important practical applications consist of more than a single agent, thus also necessitating differentiation between a variety of problem scenarios in between the fully-cooperative and fully-competitive setting. Such multi-agent problems instead fall into the subject area of so-called multi-agent reinforcement learning (MARL) [18]. While MARL techniques sometimes perform well empirically – typically for systems with a number of agents in the range of few to dozens [6], [19], [20] – they suffer from a variety of difficulties. For example, the non-uniqueness of learning goals, non-stationarity of other learning agents, and concrete information structure of problems all constitute potential obstacles complicating theoretical analysis and a principled, rigorous design of MARL algorithms, see also a multitude of prior surveys on controlling and learning multi-agent systems [18], [21]–[23].

One of the perhaps most important practical shortcomings is the issue of scalability to large state and action spaces in the presence of many agents as well as to large numbers of agents, the latter of which will constitute the main subject of our survey. Irrespective of considering either competitive or cooperative problems, with e.g. Nash and Pareto optima as respective solution concepts, the control of multi-agent systems suffers from the so-called combinatorial nature of MARL [18], [23], sometimes also known as the curse of many agents [24], [25]. Since the joint state and action spaces of multi-agent systems grows exponentially with both the number of agents and individual agent state and action spaces in the presence of multiple agents, it has been long known that the cooperative scenario suffers from a notorious computational complexity issue [26]. The competitive general Nash equilibria are similarly known to be intractable as well [27]. This issue has conferred difficulties to multi-agent control both in the theoretical understanding of MARL and in the principled design of empirically effective general learning algorithms. As a result, the complexity of general exact solutions gives motivation to a diverse spectrum of approximate or specialized algorithms, tailored to certain subclasses of multi-agent systems such as factorization approaches or limits of large-population systems discussed in this survey.

Still, large-population problems remain of significant interest to a great number of subjects in science and engineering. In contrast to prior surveys, the motivation of our survey lies instead in the learning of control for large-population systems specifically, which are surprisingly ubiquitous in nature and engineering. For examples of natural systems, see e.g. the study of epidemics [28], robotic swarm systems [29], or biological swarming such as in schools of fish [30], flocks of birds [31], [32] and colonies of bacteria [33]. Accordingly,
we also find many use cases for large-population systems in engineering applications, for which we point to Section IV. Generally, such systems could be understood and studied e.g. through the classical subjects of complex network theory and collective intelligence, where the focus of the former lies on decentralized systems on graphs, while for the latter the consideration is on entities interacting through simple localized interaction rules and nonetheless achieving global properties without centralized knowledge of the system state at any point [34]. In order to engineer and understand such large-population systems, an automated and generic design methodology via MARL is of practical interest.

In this survey, we give an account of MARL techniques and associated methods specifically designed for scalability. We begin by reviewing selected ideas from single-agent and multi-agent reinforcement learning. We then move on to present several recent promising approaches from the large-population point of view. Here, we mention and very briefly give the idea of the disjoint research areas of complex network theory, mean-field games, and collective intelligence, many ideas of which could be and have been useful for the current and future development of scalable MARL. Finally, we finish by reviewing a plentitude of applications for large-population control. Due to the large amount of literature from the multi-agent reinforcement learning community and adjacent fields, we make no claims that our survey is exhaustive and discusses all prior work. In particular, in this survey we shall focus on analysis of large-scale population systems with decision-making mostly through the lens of learning, foregoing classical control-theoretic approaches. Here, some differences between reinforcement learning and control theory include the former’s focus on automated but approximate sample-based techniques, usually in discrete time, whereas multi-agent control theory instead often focuses on solving specific multi-agent problems in continuous time (e.g. formation flight [35]) with theoretical guarantees under a known model class. Note however, that the intersection between techniques from both control and reinforcement learning is substantial, see also e.g. [36] for an account on reinforcement learning from the control perspective, and [37] for a survey on control-theoretic multi-agent decision-making. In the following, we will thus refer to sequential decision-making, reinforcement learning and control interchangeably. Overall, we try to give a high-level overview of the discussed subject areas and avoid technical details, which may instead be found in the variety of excellent specialized surveys we will point towards. We hope that this allows for accessibility of the topics, and that the presentation of a variety of subjects related to large-population systems will foster the exchange of ideas between mostly disjoint fields.

II. SEQUENTIAL DECISION-MAKING

In this section we provide a short introductory review to single-agent and multi-agent sequential decision-making, with a focus on RL-based techniques.

A. Single-agent reinforcement learning

To begin with, sequential decision-making refers to finding a series of actions at each decision epoch in order to maximize an objective function, typically by deciding actions at each decision epoch depending on the current state of the problem (closed-loop), as opposed to deciding all actions in advance (open-loop). Therefore, in contrast to one-step decision-making as in multi-armed bandits, where only one decision is being made, this process considers the dynamics of the problem. The standard framework for modeling such problems is referred to as a Markov decision process (MDP, [38]). MDPs consist of a state space, an action space, transition function, and a reward function. At each time step the agent / decision-maker chooses an action. Based on the action and the current state, the system moves to the next state according to the transition probabilities. Finally, for each transition the agent obtains numerical feedback via the reward function, giving rise to the maximization objective of the agent in various forms of expected cumulative rewards over future time steps. Here, the concept of an optimal policy maximizing the objective is introduced as the commonly desired solution of RL algorithms. Depending on whether e.g. an infinite time-horizon discounted objective or a finite time-horizon objective is chosen, such a policy may be a time-stationary or time-variant distribution over actions at any given state, describing an agent’s choice of action at the current state [35].

Most of the solution methods go back to Bellman’s principle of optimality [39]. These dynamic programming principles introduce the concept of value functions, which describe the optimal expected future cumulative reward that may be achieved. With an appropriate choice of the objective such as the infinite-horizon discounted or finite-horizon objective, the value function will follow the so-called Bellman equation by expressing the value function in a recursive manner. Under full knowledge of the transition and reward functions, dynamic programming methods such as value iteration and policy iteration solve the Bellman equation iteratively to obtain the optimal value function, which will in turn give rise to optimal decision-making at each time and state. These methods conventionally exploit full knowledge of the model, and are referred to as optimal control methods.

In contrast, reinforcement learning aims to solve MDPs approximately and without directly accessing the transition probabilities and reward function. This is used either to solve problems with unknown models (e.g. when transition probabilities and reward function are defined implicitly through simulation), or to solve problems that are otherwise too complex to solve exactly. The goal is to learn an optimal policy by trial and error, sampling trajectories and using the corresponding reward signal from the MDP as feedback. One of the most well-known methods is the popular Q-Learning algorithm [40] which performs value iteration without accessing the model, sampling from the MDP instead. Such methods that store the value function for each state-action pair are called tabular methods. They remain limited to problems with small state and action space, as the memory needed to store the values as well as the number of state-action pairs the agent has to experience, the sample complexity, grows quickly with increasing state and action spaces. This effect is called the curse of dimensionality [1] and is typically solved by techniques of modern deep reinforcement learning.
Building on the ideas of partially-observable Markov decision problems that cannot easily be solved by single-agent techniques. The presence of multiple agents leads to truly decentralized problem instances, where the state and action space increases exponentially with the number of agents. Apart from many agents [24], [25], as the overall state and action space from the combinatorial nature of MARL [18], [23], or curse of dimensionality. These centralized models however suffer from the computational complexity of Nash equilibria in the general case is high [27]. In particular, the general problem of Dec-POMDPs has been shown to be NEXP-complete [26]. Exact solutions for such systems, while possible, are therefore limited to very small systems due to complexity constraints. Here, heuristic search methods have been proposed in the past [29]. Other techniques include the reformulation of multi-agent systems as certain single-agent MDPs [50]. However, the general complexity issue remains unchanged, fundamentally motivating the search for subclasses of Dec-POMDPs that are more tractable to solve.

In the competitive setting, each agent has its own reward function and acts selfishly to maximize only its own expected cumulative reward. Typically, these tasks are modeled as zero-sum games, i.e., in order for an agent to gain, another must lose. The competition of agents is well described by the field of game theory, and accordingly the most common solution concept is that of a Nash equilibrium, i.e., a solution for all agents where no agent can gain by single-handed deviating from the solution [51]. Unfortunately, most of the literature is focused on the two-player or two-team to achieve tractability, which is not too interesting for large-population systems.

Finally, that leaves the third setting of mixed competitive-cooperative scenarios, where in the most general case each agent has an arbitrary but agent-unique reward function. A common model is the partially-observable stochastic game, where each agent may have their own observations, obtain their own rewards and take actions in order to influence the system state, though there are also a variety of other useful models (cf. [18]). See also Fig. 1 for a visualization. Again, the typical solution is the Nash equilibrium. However, similar to the aforementioned cooperative case, the computational complexity of Nash equilibria in the general case is high [27]. Exact solutions can be found as in the cooperative setting via dynamic programming [52], though similarly remaining limited to very small problem sizes due to the high complexity.

This complexity of multi-agent control is the primary reason for the existence of a plethora of less theoretically-founded algorithms and more specialized multi-agent system models, each typically constrained to a subset of multi-agent problems that are more amenable to a computational solution while still capturing scenarios that are relevant in practice. In the following, we will begin by pointing out a subset of common learning-based MARL approaches. Following that, in the next section we will provide more specialized multi-agent system models based on graph factorizations and large-population limits. For more details on exact multi-agent control algorithms, we point to specialized surveys [22], [47].

The most straightforward approach to extending reinforcement learning to a multi-agent system is by simply applying single-agent reinforcement learning methods and ignoring the multi-agent aspect of the problem. For example, under the names of parameter sharing [53] and independent learning [54], a single policy or value function is learned for all assumed homogeneous agents, and by using proven single-agent RL algorithms such as proximal policy optimization
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(PPO) \cite{7} this has repeatedly been demonstrated to give state-of-the-art performance on a diverse set of cooperative multi-agent benchmark tasks \cite{20,56,58}. In particular the parameter sharing approach is one way of handling large numbers of agents tractably and even scale to unforeseen or dynamic numbers of agents in a system. However, in general convergence guarantees of approaches remain sparse, and common benchmarks remain fixated on low numbers of agents up to 10 \cite{83,20}. One way to understand the issue is that independent learning generates a non-stationary single-agent problem for each agent. This leads to convergence problems, especially e.g. when the number of agents is high.

A common approach to ameliorate some of the non-stationarity is the idea of centralized training with decentralized execution (CTDE), in which agents are trained offline using centralized information but executed online in a decentralized manner. Since more information is shared during training, the training phase is no longer limited by local observations of each agent, leading to potential performance improvements compared to fully decentralized training. Similar to standard RL, CTDE-based algorithms can be roughly divided into approaches based on learning a policy directly, and approaches based on learning value functions with certain structural assumptions. For learning multi-agent value functions, Value Decomposition Networks (VDN) \cite{59} focus on the cooperative setting where a certain joint reward function is to be maximized. They point out the phenomenon of the so-called lazy agent, where one agent is active while the other policies remain inefficient, which is resolved by learning agent-wise value functions as an additive decomposition of the joint value function. QMIX \cite{60} improves upon VDN by instead allowing any non-linear monotonic combination of single agent value functions into the joint value function, allowing a richer class of value functions to be represented and improving upon state-of-the-art results in problems with up to 8 agents. Finally, in \cite{61}, two weighting functions were added to the projection operator of QMIX, further expanding the representation possibilities of the decomposed value function. On the other hand, policy-based methods such as MADDPG \cite{62} are a popular approach for both cooperative and competitive multi-agent systems. Here, a centralized critic improves policy gradient estimates by learning the joint value function and taking into account the actions of the other agents, which enables lower-variance policy-gradient estimates for complex agent-wise coordination. Their proposed ensemble training of policies improves the adaptability of the trained policies. COMA \cite{63} further adds a counterfactual baseline calculating the advantage function for each agent using a centralized critic for all agents, which efficiently addresses credit assignment problem \cite{18} in the multi-agent setting.

Finally, an orthogonal approach is to apply communication in the context of MARL, which may improve cooperation as part of the problem by allowing each agent to transmit relevant information to other agents. Initial works \cite{64,65} propose using independent learning to learn how to communicate while at the same time learning to cooperate in terms of actions to solve a shared task. However, the broadcasted messages that have been considered in these work could hinder the decision-making by flooding the agents with possibly irrelevant information and therefore cannot be scaled to large-scale scenarios. As a way to prevent this, TarMAC \cite{66} introduces a signature-based soft attention mechanism, where the messages are targeted to some agents using keys. Similarly, ATOC \cite{67} extends the actor-critic method by an attention unit where the senders dynamically select their collaborators from the team, and scales up to 50 agents in both cooperative and competitive settings. \cite{68} also proposes to limit communication by information-theoretical regularizers which minimizes the overall communication but maximizes the message information. Therefore, the agents learn to act independently most of the time and communicate when it is crucial for cooperation.

While CTDE-based framework for solving MARL problems show promising empirical results, especially by addressing the non-stationary nature of the multi-agent systems, they may still be difficult to extend to large number of agents due to the nature of centralized critics, falling prey to the combinatorial nature of MARL. Meanwhile, independent learning, parameter sharing and communication-based techniques inherently scale to many agents, but may be difficult to train. Here, the problem of large-population MARL remains an important current and future direction. Indeed, while there exist a variety of works going towards large-population MARL such as \cite{69,70}, most of them have in common an extensive manual engineering of observations, policies, and especially rewards to achieve useful results. A challenge here remains often how to solve cooperative tasks, since intuitively in the presence of many agents and a shared reward function, the reward learning signal becomes increasingly noisy due to the difficulty of credit assignment. In the next section, this survey will therefore explore a number of approaches and subject areas related to the analysis and learning of large-population systems.

III. LARGE-POPULATION SYSTEMS

While there exist a variety of important challenges in multi-agent system control such as control for a variety of possible information structures \cite{98} or even the question of choosing an objective – see also the existing surveys on general multi-agent decision-making \cite{18,99} – developing more specialized approaches for large-population systems seems appropriate due to the general complexity of multi-agent control \cite{26,27}. For this purpose, we will give an overview of a diverse set of subject areas concerned with specialized large-population systems as well as their control, ranging from graph-based factorizations and complex networks theory over mean-field approximations to collective and swarm intelligence. Finally, we close with a brief taxonomy on partial observability and decentralization. For a brief overview of a selected subset of frameworks for multi-agent control, see also Table \cite{1}.

A. Graph-based methods

In order to tackle the combinatorial nature of MARL and attain efficient and scalable algorithms, a popular direction is to use graphs to represent sparse interactions in-between agents, since in many practical problems, not all agents are
interacting with each other. Graphical modeling approaches are highly general and allow one to model interaction between agents that is significantly more sparse than in a standard model. In the following, we will thus begin by presenting various scalable algorithms based on graphs.

1) Factorized models: A common approach is to assume factorized graph structures in the problem. The main idea is to consider independence properties that transition, observation, and reward functions might have. Exploiting such independencies, these functions can be written in the form of smaller factors instead of functions over the high dimensional joint action and state spaces. For instance, consider a multi-robot navigation problem. The observations of each robot may depend only on its sensors and the local environment. Therefore the observation model can be compactly represented as a product of smaller observation functions for each robot. Factored models can be compactly represented using networked graphs where the nodes and edges show explicitly how the factors affect each other. The most straightforward way to introduce graph-based approaches to multi-agent decision-making is thus to identify and exploit such structure in the interactions of the agents a priori. In such systems, even though the behavior of all the agents affects the global reward, few agents directly interact with each other and need to cooperate. These interactions can be represented as coordination graphs (CG), where each agent is a node and the edges show their direct interactions. An example of a coordination graph as compared to a fully connected graph of the same population is illustrated in Fig. 2. With this graph structure, the reward model is factorized into local smaller reward functions. The interactions can also be represented using a hypergraph instead of traditional graphs when pairwise interactions are insufficient. We address these higher-order interactions separately in Section III-A2. In the remainder of this section, we give an overview of models exploiting factorization via graph representations.

a) Factored MDPs: Factored MDPs are one of the frameworks that employ graph-based factorization for scalability. In complex MDPs with large population, the global state space grows exponentially in the number of agents, therefore matrix representation of the state transition model is impractical. Factored MDPs allow tractable representations of such MDPs by factorizing the state transition model as a dynamic Bayesian network (DBN). This

### TABLE I

| Category | Framework          | Methodology                                                                 |
|----------|--------------------|-----------------------------------------------------------------------------|
| RL       | Q-Learning         | Learns a tabular value function for optimal control with finite state and action spaces. |
|          | Value function approximation | Scales to large / continuous state spaces by learning approximated value functions. |
|          | Policy gradient methods | Scales to large / continuous state and action spaces by iteratively improving a policy. |
| MARL     | Independent Learning | Applies single-agent RL to each agent directly, ignoring the multi-agent aspect. |
|          | Parameter Sharing   | Scales to arbitrary numbers of agents by learning a single shared policy for all agents. |
|          | QMIX                | Decomposes and learns the joint-value as a monotonic combination of single-agent values. |
|          | MADDPG              | Policy gradient method taking into account actions of other agents in a centralized critic. |
|          | COMA                | Adds a counterfactual baseline for policy advantage estimation using a centralized critic. |
|          | MAPPO               | PPO via independent learning, achieves state-of-the-art results. |
| Graphical| Factored MDP        | Local interactions are represented as a graph, factorized transition model as DBN, reward functions are additively decomposed into local reward functions. |
|          | Networked Distributed POMDP | Graphs represent local interactions with partial observability, transition / observation functions are factorized agent-wise, value functions are decomposed additively into local value functions. |
|          | Factored Dec-POMDP  | Partial observability combined with coordination graphs, factorized transition model as DBN, reward function additively decomposed into local reward functions. |
|          | Deep coordination graphs | Hypergraphs used to represent the relationship between agents and incorporate graph convolution into the centralized training and decentralized execution structure. |
|          | Hyper-Graph CoNvolution MIX | Agents determine on-the-fly hyperedges with other agents, using the signals received from the environment. |
|          | Collaborative graphical Bayesian game | Agents can interact with different agents at every stage of the game, resulting in a non-stationary interaction graph. |
| MFGs     | Fixed-point iteration | Solves contractive MFGs through application of fixed-point operator. |
|          | Fictitious Play     | Dampens oscillations for non-contractive MFGs, solving potential MFGs. |
|          | Online Mirror Descent | Scales and speeds up fictitious play for potential MFGs. |
|          | Graphical MFGs      | Formulates more local MFGs for agents on graphs, interacting with neighbors. |
|          | MFC MDP             | Converts cooperative MARL into a high-dimensional single-agent MDP, circumventing the combinatorial nature of cooperative MARL. |

![Fig. 2. Visualization of (a) a fully connected graph of a system of 5 agents labeled as $v_i$, and (b) a coordination graph depicting local interactions in the system. The coordination graph allows factorization of the reward function into local factors and provides tractable solutions.](image-url)
graph also represents the local interactions by the child-parent relations and can be interpreted as a coordination graph. Another assumption is that the reward function can be factored additively into localized reward functions which leads to more compact representations. In factored MDPs, similar approaches as in the case of MARL are proposed for decision-making. Authors in [72] show that the global Q-function can be additively decomposed over local functions representing the underlying graph in factored MDPs. The corresponding cost network is solved using variable elimination. This reduces the complexity to be exponential only in the maximum number of interactions between agents instead of the number of agents. As an alternative, the authors in [74] propose payoff propagation algorithm (max-plus), that is analogous to belief propagation in Bayesian networks. They further introduce Sparse Cooperative Q-learning (SparseQ) [102], where the agent- or edge-based local Q-functions are updated considering its contribution to the global payoff. [73] proposes approximate linear programming and dynamic programming algorithms for factored MDPs, which are also based on variable elimination. Their dynamic programming approach shows theoretical guarantees in terms of error minimization, while the approximate linear programming algorithm is more general in terms of its assumptions. For large factored MDPs, the idea of “anonymous influence” is introduced in the paper [103]. In graph-based problems, they focus on the influence of variable sets rather than the identity of the variables. Exploiting this anonymity, they manage to scale up variable elimination and approximate linear programming. We note that this anonymity is a recurring theme and is also used e.g. in the formulation of mean-field models in Section III-B. The authors in [104] consider planning via inference for graph-based MDPs which is equivalent to factored MDP with individual agent policies. They propose an approximate method based on variational perturbation theory and attain a linear complexity in the number of agents instead of exponential, which can be scaled to larger population systems.

b) Partially-observed models: Networked Distributed POMDPs (ND-POMDPs) [75] are one of the frameworks that bring partial observability and coordination graphs together. The transition and observation functions are agent-wise factorized, and the reward function can be additively decomposed to local reward functions. In addition, it allows a set of unaffordable environment states, which cannot be manipulated by any agents. It is shown that, in this model, the value function can also be decomposed into local value functions. This decomposition also implies the locality of interactions, that is, an agent should not affect the policy of other agents unless they are neighbors. Exploiting the locality of interactions, a number of constraint optimization problem (COP) methods can be applied effectively. Authors in [75] propose to optimize each agent’s policy with respect to its neighbors’ policies in a distributed manner and propagate the optimal childrens’ policies through parents in a tree-structured network. [76] extends this to update the policies stochastically, allowing neighboring agents to change their policies at the same time and speeds up the convergence. Authors in [77] consider the planning problem as an inference problem and, using an expectation-maximization (EM) algorithm, achieve a scalable approximation for multi-agents by decomposing the global inference problem into parts involving subsets of agents. The authors in [78] extend ND-POMDP with communication between neighbors based on the coordination graph. This allows distributed learning of the joint policy, while ensuring the global convergence and scaling the learning complexity potentially linearly to the number of agents. It should be noted however, that in ND-POMDPs, the assumptions that lead to value function decomposition and therefore efficient solutions, also limit the applicability of the framework.

Factored Dec-POMDPs constitute another framework that represents graph-based multi-agent systems and considers partial observability. Analogous to factored MDPs, the transition and observation model can be represented by a DBN and the reward function can be factored to local reward functions of smaller sets of agents. Since it does not impose agent-wise transition and observation independence as ND-POMDP, this framework is more flexible and can be applied to a wide range of problems. [79] proposes transfer planning which decomposes the problem into smaller tasks and uses the value function of those tasks as components of the factored value function of the main problem. Although this approach does not scale well with the time horizon, it shows promising results scaling up to 1000 agents. Finally, [80], [81] propose extensions to the EM algorithm for planning in factored infinite-horizon DEC-POMDPs.

c) Other recent scalable methods: Some recent works [105]-[107] use an underlying graph structure of agents or states and apply the correlation decay method [108] to design scalable, localized Q-functions for each agent, which only depend on the local states, actions, and rewards of the agent itself and its k-hop neighbors. They propose the Scalable Actor Critic algorithm (SAC) which exploits these factorizations to learn a localized policy for each agent via approximated gradients. Another set of algorithms that make use of graph-based factorization are the distributed/consensus algorithms, which have been extensively studied to solve one-stage static optimization problems in a non-sequential manner. In these models an underlying graph is used to communicate the policy gradient estimate of each agent to the others in the network to form a consensus. We refer the reader to [109]-[116] for further results in this direction. RL for graph-based factorization has also been used for multi-task systems, where each agent has its own independent MDP but the goal is to have a joint optimal policy in the end. In other words, each agent has access to local tasks but wants to learn a global policy. In [117], the authors assume states, actions, and rewards to be local to each agent and then propose a distributed actor-critic algorithm, which is a combination of TD-step and consensus step. The authors in [118] use a time-varying communication network to enable the agents to take local actions only based on their local information and messages received from the neighbors, such that the joint reward is maximized. Their proposed solution is to use a decentralized actor-critic framework with function approximation for each agent. A similar solution is proposed in [119] for continuous spaces, and solved using expected policy gradients [120].
As we have pointed out, there is a large number of models and solution methods that take advantage of graph-based factorization, and many more we could not cover in this survey. Although these models have great theoretical potential to improve the scalability and it is acknowledged so, we note that the empirical results presented in most works still remain limited to smaller systems. Hence, we conclude that there is a great deal to be explored and investigated in this area and we imagine this would result in many new approaches and extensions to the existing ones.

2) Complex network models: Apart from the diverse variety of approximate and exact control algorithms for large systems based on graph structure, the very active study of complex networks [121] as well as dynamical processes on such complex networks [122], [123] concerns itself with understanding real-world phenomena through graph-based models with non-trivial structure. Except for mean-field approximations on large graphs — which we will discuss also in their non-graphical version in Section III-B — many works consider formal or rigorous analyses of a variety of graph properties and dynamical processes on graphs such as epidemics, magnetism or opinion dynamics. For example, common subject matters of complex network theory are small-world phenomena of graphs [121], percolation theory considering connectivity of graphs [122] or phase transitions and synchronization in dynamical models used in statistical physics [123]. Since the theory of complex networks has long been focused on understanding complex large-population systems on graphs, it seems natural that similar ideas would help in learning and controlling such large-population systems.

In particular, we begin by pointing out an important emergent area of research dealing with higher-order interactions beyond simple pairwise interaction. In recent years there has been a great surge in interest in such higher-order dynamical models, e.g. for epidemiology [124], [125] or opinion dynamics [126], [127]. For example, in social networks it is natural to consider interactions that are inherently group-based and lead beyond pairwise relations. On the topic of higher-order interaction, there exist various excellent reviews of common modeling methods [128]–[130], which we refer the reader to. One of the most general ways of realizing higher-order interaction in a graphical manner is through hypergraphs, which consist of vertices and hyperedges [131]. In contrast to standard graphs, here hyperedges are allowed to connect more than two nodes. See also Figure 3 for a visualization. Here, a great number of existing models from complex network theory could be explored to further improve the generality of existing frameworks and appropriately model higher-order interactive systems, which may well become increasingly important (e.g. for large-scale social networks, computer networks etc.). We thus imagine that future work could deal with higher-order interactions, be it in directed or undirected graphs, weighted or unweighted graphs and so on.

On the topic of controlled hypergraphical systems, initial works such as DGN [132] have already made use of graph neural networks to exploit the interactions between agents. [82] present the framework Deep coordination graphs (DCG), which shows that using hypergraphs can further explore the representation of the relationship between agents. All these studies take the topological structure among agents into account by incorporating the idea of graph convolution into the centralized training and decentralized execution structure, and manually define the graph edges. Whereas, in HyperGraph CoNvolution MIX (HGCN-MIX) [83], the agent uses the environmental signals it receives to determine on-the-fly the connections, and create hypergraphs, between itself and other agents. [133] also use hypergraphs to model higher-order interaction between a group of players in order to learn cooperative or competitive strategies in synchronization (symmetric hedonic) games. A hypergraph-adapted actor-critic framework has also been proposed recently in [134] to employ hypergraph convolution to the centralized training with decentralized execution paradigm. Based on the interaction structure of agents and the resulting hypergraphs they propose two novel methods for efficient information feature extraction and representation, thus leading to better collaboration policies of agents. They have used various multi-agent games to show the performance improvement of their models because of the extraction and use of higher-order interactions. In [135], the authors presented a multi-agent interacting system in the form of a game and then learned its equilibria for the optimal strategy. Based on the amount of information available to each agent and the communication level, the authors learned the optimal strategy of the game using numerous approaches such as fictitious play, smooth fictitious play, regret matching, reinforcement learning, etc.

Lastly, of great recent interest are also dynamical (adaptive) graph systems instead of dynamical systems on graphs, since in practice it is seldom the case that networks remain static andunchanging over time, see Fig. 4 for an exemplary visualization of both changing agents in the system and changing interactions between agents. The authors in [136] give a nice introduction to the concepts and properties of adaptive networks. They also emphasize its importance using applications which include but are not limited to social networks, transportation networks, neural networks, and biological networks. In order to be more realistic and applicable to real-world scenarios, multi-agent systems not only need to be adaptive to the changing environment but also to the changing interactions, actions, and connections in the system. A recent survey [137] explains this need and highlights the existing techniques from the point of view of smart cities and Internet-of-Things. Another survey [138] presents an overview of the various distributed strategies which enable connected agents to interact locally and learn and adapt to changing traffic over the...
streaming network. These strategies can be non-cooperative, centralized, incremental, consensus, or diffusion based and are used for adaptation, learning, and optimization over networks. In the factored MDPs, the assumption that the observation and transition models are fully factorized limits the applicability of the model to many real-life scenarios. A more generalized model is proposed in [84], under the name of collaborative graphical Bayesian games (CGBG). Here, agents may change their interactions with neighbors at every stage. This results in a non-stationary interaction graph. They propose to find a solution for this Dec-POMDP at every stage instead of finding individual optimal policies of full length. In [139], different types of agents are considered, leading to further factorization of the interaction graph through type-independence. In [140], the authors present a task allocating problem in a multi-agent system with dynamic neighborhoods. They proposed four distributed strategies based on reinforcement learning, while considering that the agents have limited resources and connections with other agents may be lost or added at any time. Their solutions can be applied to any problem where the networks are dynamic and agents are self-organizing.

Especially in communication networks, using reinforcement learning to find optimal routing paths in adaptive networks is not a new direction, see e.g. [141]. In [142], the authors embedded a reinforcement learning module at every node of an adaptive switching network. The nodes use only local interactions to predict the network statistics and learn optimal routing policies to minimize the delivery time of packets under varying network loads. Some other older and recently proposed routing algorithms include (predictive) Q-Routing based on Q learning [143], [144], DRQ-Routing based on dual reinforcement Q learning [145], Hierarchical Q-Routing based on simulated annealing and hierarchy in the network [146], TD-Routing based on temporal difference learning [147], and Ants-Routing based on biological network of ants [148]–[151]. Mobile ad-hoc networks (MANETs) are also an example of adaptive, distributed networks. In [152], the authors use collaborative reinforcement learning to enable agents in a MANET to optimize network throughput online using feedback, without any prior knowledge or central control. Q-routing based on Q learning has also been proposed many times to find optimal routing solutions in MANETs [153], [154]. A recent comprehensive analysis of the reinforcement learning based centralized and distributed routing schemes, combined with multi-optimality routing criteria, for dynamic IoT networks is given [155]. Finally, adaptive networks are also a more realistic way of modeling epidemic spreading scenarios, which are frequent objects of study in complex network theory, see also [28], [156]. Authors in [157] have used an adaptive protection scheme using graph protection strategies, proposing n-fitted Q learning to train the model and find the optimal allocation of protection resources to maximize the number of surviving nodes. In [158], also the authors study the graph protection problem by constructing minimum protective vertex covers using reinforcement learning.

Thus, higher-order and adaptive networks are a natural and realistic way to represent practical multi-agent problems. Overall, we believe that more work on the intersection of complex network theory and MARL may be a way to scale MARL algorithms to large populations with complex interactions.

B. Mean-field limits

A quite recent and related approach towards solving the scalability problem is via combining MARL with mean-field approximations and mean-field games (MFGs) [159]. Using the idea of mean-field theory (classically on graphs, see e.g. [160]), the many-agent problem is simplified for the infinite-agent limit. Intuitively, in MFGs and their cooperative counterpart called mean-field control (MFC) the interaction between all agents is simplified to a two-body interaction between the mass of all agents and the behavior of any representative single agent. Most importantly, this simplification reduces the generally complex multi-agent problem into a fixed point equation (competitive) or high-dimensional single-agent problem (cooperative) with theoretical guarantees. This allows one to circumvent the otherwise difficult control problem of finite agent systems by solving the infinite agent system, which will provide an approximately optimal solution in the finite agent system, see also Fig. 5. In particular, the cooperative MFC approach has only very recently been developed in great generality [97] and deserves further investigation, as reducing the combinatorial nature of MARL [18], [23] to the better-understood curse of dimensionality of single-agent RL [161] could allow for effective learning of scalable control.

Apart from solving limiting mean-field formulations presented in the following through RL techniques, mean-field approximations have also been applied directly to MARL. In the seminal work of [159], the authors apply a pairwise
decomposition of value functions to the competitive graph-based scenario, where value functions of each agent are assumed to depend only on the mean action of neighbors. Similar algorithms have since been proposed to extend towards partial observability [162] and heterogeneous agents [163], [164]. In another work, combining the CTDE approach with the effect of exponential decay using k-hop neighborhoods, the authors in [165] propose localized training - decentralized execution methods. Here the critic is not learned using global information, but using information from agents with states that are close in the sense of a network. However, so far mean-field-based approximations for MARL either remain limited to the cooperative case [165], or require very strong assumptions in order to obtain theoretical convergence results [159], motivating also the solution of the following limiting mean-field systems with milder technical assumptions.

1) Mean-field games: Popularized by the seminal works [166], [167] in the setting of stochastic differential games, i.e. continuous-time dynamical systems described through stochastic differential equations, competitive MFGs formally assume infinitely many homogeneously modeled agents, which will allow one to handle the mass of many agents through statistical terms. Given that agents interact weakly with each other – e.g. each agent depends continuously on the overall state distribution of all other agents – it is often possible to obtain both theoretically rigorous approximation results for sufficiently large systems and at the same time more tractable formulations of otherwise intractable problems. Parallel to the law of large numbers, such an approach is typically asymptotically exact as the number of agents grows sufficiently large. Here, many prior works consider stochastic differential games, see also various reviews [168]–[170] on the very extensive body of literature on MFGs. Only recently were MFGs extended in very general form to discrete time [171], which allows a more accessible treatment and development of more classical learning-based algorithms, thus constituting the main focus of the review in our survey. The result is a framework for analyzing otherwise intractable competitive many-agent problems and finding approximate Nash equilibria.

In recent years, there has been an increasing focus on using RL and other learning techniques to solve such MFGs and MFC. Due to the extensive amount of literature, we will keep it brief and point towards the recent survey [172] for more details. Note that here, learning refers to both the classical computation of equilibria in game theory as well as modern deep RL. In contrast to finding analytic solutions, which typically remain restricted to certain special cases and require manual effort, the goal is to computationally solve arbitrary MFGs. While MFGs also find application in solving inverse RL problems [173]–[175] or through related but distinct mean-field approximations directly for MARL [159], the vast majority of recent works considers algorithms for solving MFGs, which could in turn be used indirectly through model-based MARL to solve finite-sized large-population systems. The perhaps most straightforward approach is through classical fixed-point iteration [166], where one iterates over optimal policies given that all other agents play the previous policy. However, unfortunately this tends to fail in discrete-time and it is usually difficult to verify theoretical guarantees [87]. Here, a recent approach approximates MFGs through entropy regularization, giving solvable approximate equilibria [85], [87], [176]–[178]. Another approach [88], [179], [180] focuses on potential MFGs by adapting the classical fictitious play algorithm [51]. Together with modern deep techniques such as normalizing flows and deep RL [32], or via mirror descent [90], [91], such algorithms are further able at the same time to scale to large state spaces. Very recently, there have also been efforts to formulate MFGs in an optimization-based framework by using the linear program formulation of MDPs [181]. Finally, a slightly different but related scenario aims at correlated equilibria, which allow for conditioning on correlating noise between agents and have also been studied in the context of MFGs [182]. Here, the combination of policy-space response oracles [183] with MFGs can similarly find a type of correlated equilibrium [184].

2) Mean-field control: In contrast to competitive MFGs where agents attempt to selfishly optimize their own objective, another important class of problems is described by the fully-cooperative framework of MFC [169], [185]. In other words, the goal is to find behavior for each agent that optimizes a global objective, i.e. the solution concept shifts from Nash equilibrium to either Pareto optimum or simply the optimization of a global cost function. As a simple illustration, such a global cost function could for instance be given by the optimal foraging of food in natural swarms such as ant or bee hives, or by an optimal cell coverage in the engineering of UAV swarms for mobile cell towers. Similar to MFGs, MFC has only recently been considered in discrete time [96], [97]. Through a dynamic programming principle on an enlarged state-action space, one may reduce the MFC problem to a potentially infinite-dimensional single-agent control problem [96], [97], [186], [187], which will have a complexity independent of the number of agents and may be more tractable. In the cooperative MFC problem, finding decentralized Pareto optimal policies has been the study of many recent works [97], [188]–[190]. Here, a promising approach is to formulate an equivalent high-dimensional or even infinite-dimensional MFC Markov decision process (MDP), where one finds a dynamic programming principle [96], [97], [186] and a number of theoretically rigorous approximation properties [189], [191], [192] for the MFC MDP and corresponding finite-sized large-population systems, giving the MFC approach a theoretical basis for tractable MARL. An issue that remains is that the MFC MDP typically has a function-valued action space for continuous agent state spaces, for which only limited preliminary studies have been performed [193]. Here, a common idea is to discretize the continuous state space, which somewhat avoids the problem of representation and enables application of well-established tabular or approximate RL algorithms, such as Deep Deterministic Policy Gradient (DDPG, [194]) as proposed in [97]. Alternatively [96] uses kernel regression methods to tackle the continuous state space and reduce the action space to a finite space. The authors provide an algorithm to solve the Bellman equations approximately. Still, finding efficient reinforcement algorithms for the lifted MFC MDP remains a major challenge for solving MFC
problems \cite{187}. For linear-quadratic mean-field scenarios, the convergence of policy gradient methods is shown by enforcing the correct form of the policy \cite{195}. In a similar fashion, \cite{190} proposed a natural actor-critic algorithm for hierarchical linear quadratic problems, while \cite{188}, \cite{189} propose policy gradient methods for stationary and general MFC problems. In contrast to the mentioned methods, the authors of \cite{190} suggest a model-based algorithm. Similar to the single-agent case, the algorithm is sample-efficient compared to model-free approaches.

Similar ideas have been formulated also for PDE-based problems from the control community \cite{197}, \cite{198}, though differences – to name some – include less focus on general learning-based solutions and instead on particular problems, as well as the assumption of PDE models instead of arbitrary time-discrete per-agent dynamics. While there exists some isolated prior work on learning PDE control via discretization in both time and space \cite{193}, this connection as well as a more tractable and specific design of reinforcement learning algorithms in MFC beyond discretization remains unexplored.

3) Graphs and partial observability: MFGs and MFC have since also been extended to interactions on graphs, with the goal of modeling sparser interactions than all-to-all. Interactions of agents should be only with a subset of other agents, which can be formulated through their neighbors on a graph, see also some early works \cite{199}, \cite{200}. Here, graphs as limits of large graphs \cite{201} are used to describe MFGs on graphs, which have been formulated for static \cite{202}, \cite{203} and dynamic agents, both in continuous and discrete time \cite{22], \cite{204}, \cite{205}. See also Fig. 6 for a visualization. The associated graphon MFGs can be considered a generalization of standard MFGs to neighbor interaction on a graph \cite{147}, \cite{204}, \cite{205}, or alternatively via a double limit instead as many populations of homogeneous agents, where each node in a graph represents large populations of homogeneous agents, each interacting with large populations of other neighboring populations \cite{22], \cite{200}. Here, the state of the art still remains limited to highly dense, undirected, and static graphs apart from few exceptions of higher-order \cite{206}, \cite{207} or sparse graphs \cite{208}, \cite{209}. Similarly, few works have studied partially-observed mean-field systems. Some partially-observed MFGs have been formulated in continuous time \cite{210}, \cite{211} and with major-minor formulation which includes an external agent not part of a homogeneous swarm \cite{212}, \cite{215}. Very recently, a partially-observed system was also analyzed in discrete time \cite{216}, though the partially-observed system remains restricted to deterministic mean-field. Finally, initial works have already appeared on analogous cooperative partially-observed MFC \cite{217}. However, the development of both theory and learning algorithms for the aforementioned settings has only begun and largely remains to be explored.

C. Collective swarm intelligence

The classical field of collective intelligence has been concerned with the study of group intelligence – as commonly observed in nature – in form of collaborative interactions between collectives of many individual agents that behave in a decentralized manner \cite{218}, \cite{219}. The way of collaboration enables the swarm to accomplish tasks that are beyond the capabilities or even comprehension of their individuals. Here, the rule of interaction among the swarm considers the emergence of macroscopic intelligence arising from behavior of microscopic agents, with agent interactions that are typically highly localized and homogeneous. Due to the highly localized and homogeneous nature, such systems are scalable to almost arbitrary numbers of agents and inherently robust against failures, by redundancy of agents, as each agent can be substituted by any other. Moreover, by the fact of being decentralized, the information obtained by every agent through interaction with direct neighbors is stored locally, and not necessarily required globally. Therefore, in case of loss of certain numbers of agents, the efficiency of the whole swarm may drop but a given task is still solved to a sufficient degree. In summary, swarms are scalable to any number of agents, while maintaining their functionality without the need to define how each agent interacts individually \cite{29}.

1) Reinforcement learning for swarm intelligence: Given the increasing number of emerging application scenarios of collective intelligence that may be handled through the engineering of swarm behavior, e.g. in swarms of UAVs \cite{220}, \cite{221}, synthetic biology \cite{222}, or in social sciences \cite{223}, it is only natural to consider the study of collective intelligence for the control of large-population systems. In recent years, with the advance of computational power and the availability of large datasets, sophisticated deep neural network techniques have achieved state-of-the-art performances across several fields. With these advances, the field of collective intelligence aims to adapt methods of the artificial intelligence field. For instance, the fruitful intersection of collective intelligence with deep learning has achieved renewed progress in both areas, see \cite{224} for a recent survey on this intersection.

In connection with decision-making and reinforcement learning, the idea of self-organizing and modular, embodied agents has allowed e.g. for the design of decentralized controllers, capable of dynamically self-assembling morphologies in simulation and forming larger complex morphologies to adapt to a variety of terrains \cite{225}. Although there exists a variety of possibilities for the taxonomy of collective intelligence, a common classification ranging from artificial intelligence down to swarm robotics can be abstracted in Fig. 7. Here, the field of swarm intelligence is considered

Fig. 6. Visualization of the finite step graphon of a graph with 5 nodes (left) and a limiting graphon (right). Graphons as continuous-domain versions of adjacency matrices provide a tractable way of modeling large graph limits.
a subfield of collective intelligence based on the collective behavior of decentralized and self-organized systems \[226\], while swarm robotics is based on applying the paradigms and methodologies of swarm intelligence to groups of simple homogeneous embodied agents, coordinated in a distributed and decentralized way to perform difficult swarm tasks.

The field of MARL is mostly concerned about environment and algorithm settings directed to a simple number of agents (2-10) at the micro-level that could find a place in different application scenarios \[20\]. These scenarios are typically applications of MARL techniques on a microscopic level, which are not sufficient to deploy to large populations. In contrast, the field of collective intelligence relies on a much larger number of agents involving population sizes ranging from hundreds to millions. In connection with recent advances in MARL, \[70\] develops the MAgent platform to support development of many-agent reinforcement learning environments that focus on swarm intelligence applications and necessitate scalability. Through interactions among many agents, the platform facilitates learning benchmarks for the study of MARL, specifically the emergence of properties from the behavioral interaction of large populations. In turn, other works such as Neural MMO \[71\] have appeared, analogously focusing on further competitive scenarios of many agents. See also discussions in the recent survey \[224\]. However, it seems that so far, existing works are sparse and remain limited to selfish formulations with extensive reward engineering, defining suitable per-agent rewards \[227\] and per-agent observations together with appropriate policy structures \[69\] to achieve desirable results, see also e.g. the choice of cost function in the Battle scenario of MAgent \[70\]. Here, future work could attempt to close current gaps in learning how to minimize global swarm-level objective functions in order to proceed towards engineering artificial swarm intelligence.

2) Swarm intelligence for decision-making: On the other hand, natural intelligent swarms such as ant or bee hives are able to solve highly complex decision-making tasks such as foraging, where under extreme decentralization the biological agents are nonetheless capable of strong coordination. In general, there are a variety of classically considered swarm intelligence tasks \[29\], \[34\] that may not only serve as benchmarks for large-population MARL methods and building blocks for intelligent behavior, but also as a fountain of ideas through the plethora of existing prior works attempting to solve swarm intelligence through more classical or bio-inspired methods. Thus, we believe that it may be of great interest also for scalable large-population MARL to understand approaches from collective intelligence literature. In the following, we describe a subset of such tasks and how agents may organize and distribute themselves among the swarm in a swarm-intelligent manner, though for space reasons we only present the most important ideas and selected results. For more detailed information, see also the excellent surveys \[29\], \[34\].

In terms of spatially-organizing behaviors \[29\], the perhaps simplest task considered in swarm intelligence is that of aggregation \[228\], \[229\]. In \[230\], a solution for the problem of self-organized aggregation of many agents into clusters is proposed, by using only a long-range binary sensor to detect agents in their line of sight, inspired by observations of cockroaches and bees in nature studied in \[231\]. Results showed that the algorithm successfully aggregated at least a thousand agents into a single cluster consistently. Somewhat more complex, the tasks of chain formation and pattern formation consider the problem of connecting two points through agents, and deploying in a regular and repetitive pattern respectively. For the former, agents should form chains in a self-organized manner, e.g. similar to foraging ants connecting their nest with foraging areas \[232\]. In \[233\], exploration and navigation strategies were introduced through evolutionary algorithms for effectively finding the shortest path between two points in an unknown environment. Furthermore, inspired by natural swarms, works such as \[234\] use pheromones as swarm communicating robots without any external communication infrastructure. For pattern formation, \[235\] developed a scalable control mechanism that implements scalability, where the desired large-scale self-organizing pattern formation emerges from pair-wise interactions between agent and its nearest neighbor by following mesh abstractions called virtual springs to compute virtual forces rules of motion, i.e. repulsion or attraction such that the global behavior emerges from these simple local interactions. For further biologically-inspired methodologies in swarm intelligence, see also \[236\].

Beyond relatively simple spatial organization problems, many more complex behavioral tasks are also commonly considered in swarm intelligence, including but not limited to navigation behaviors such as collective exploration and transportation, or more abstract collective decision-making such as decentralized task allocation and consensus finding. For example, task allocation assumes that challenging tasks are decomposed into a series of sub-tasks and split up among homogeneous agents \[237\]. Consensus finding on the other hand can be found in groups of ants using pheromones to find shortest paths \[238\], and may be realized through voting mechanisms \[239\] or specialized consensus algorithms \[240\], which are an area of research in itself \[241\]. Similar biological inspiration is also used in collective exploration tasks, giving rise also to otherwise useful and well-known optimization techniques such as ant colony optimization \[242\] or particle swarm optimization \[243\] for navigation and global optimization respectively. Finally, in particular for embodied agents, coordinated motion, and collision avoidance are useful constituents of complex behavior, see e.g. flocking in group
of birds or schooling in group of fish as impressive examples of such self-organized coordinated motion [244]. Through coordinated motion, animals gain several advantages, such as a higher survival rate, more precise navigation, and reduced energy consumption [245]. Here, biological inspiration from swarm intelligence in birds and bugs has helped towards advances such as scalable collision avoidance [246] and exploration [247] for swarms of UAVs respectively.

Overall, it seems that existing ideas from swarm intelligence and natural systems may help in designing appropriate algorithms for large-population systems with local interaction. More precisely, we feel that the usage of consensus algorithms as a well-studied field of research may help in the design of intelligent coordinated behavior through MARL, which has a similar flavor to communication-based methods.

D. Partial observability and decentralization

Partial observability and decentralization are a key element in large-population systems, both from the theoretic and applied point of view. Without partial observability – unless the goal is to make control design of large systems more tractable through reduction of the exponential state and action space and avoiding a global solution – each agent must know the global state of the entire system and may thus coordinate perfectly through a global policy shared by all agents. Thus, there cannot be decentralization. On the other hand, absence of decentralization implies that agents may coordinate centrally, reducing to a centralized though potentially partially-observable single-agent problem. Meanwhile for applications, especially in large systems, it may be unrealistic or too strict of a condition to assume existence of a central planner or for all agents to know the global state of the system. Therefore, we believe that handling the different levels of partial observability and decentralization – which we shall refer to as locality – is of central importance and should be investigated more closely. In particular, in this survey we would like to give a new view on partial observability and decentralization by analyzing various degrees of locality that may occur in systems. We hope that this new point of view is able to identify both commonalities between existing work as well as current gaps in the theory of controlling large-population systems.

To systematically categorize and understand existing and future works on partially observed, decentralized systems, we introduce a differentiation between four different ideas of locality. This will allow us to understand relations between existing works and current limitations. We shall do this formally by identifying different ‘radii’ of interest around an agent in terms of dynamical interactions, observations and objectives. To begin, we consider a state-coupling radius \( A \), which may quantify the degree of locality in dynamical interaction, i.e. how far away do other agents have to be, in order to not affect a particular agent’s transitions. For example, consider spatial epidemiological models on factored MDPs [72], where only agents close to other infected agents may become infected by a disease. Analogously, we believe it may sometimes make sense to consider a separate action-coupling radius \( B \), i.e. how far out an agent’s action has the capability to affect other agent’s transitions. In contrast to the first radius, it may be the case e.g. in social networks, that agents are able to choose to interact with a large quantity of agents should they wish to do so. Next, to quantify the degree of partial observability, we define an observation radius \( C \) by the amount of information that an agent obtains from its neighborhood to take informed actions. This quantity is related to the locality of information structure [21], [98] according to which actions may be performed, and it defines the level of partial observability in the system, though we stress that this is not limited to spatial radii but could also consider e.g. aggregate information or summary statistics of the whole system state such as distributions in mean-field games [171]. Lastly, we introduce the reward radius \( D \), which quantifies whether the interests of an agent lie in itself, or also in other agents. For example, in a selfish epidemiological large-population system of people, each agent may choose to care only about their own infection, while in a socially-optimal cooperative system such as in mean-field control [97], the goal could be to minimize overall prevalence.

Finally, we introduce a number of other, more standard categories such as the agent or behavior homogeneity, the number of agents considered in experiments, or the desired solution modalities such as competitive or cooperative. In Table IV we give an exemplary overview of a few selected techniques discussed in the prequel, together with a rough classification of their degree of locality, though note that the taxonomy omits various specifics of approaches and it is not always straightforward to clearly classify a work. Instead, the classifications can be seen more as a rough guideline. Prior works already consider various degrees of locality, but some observations can be made. In particular, most works either attempt to handle highly localized actions or require some degree of homogeneity. Furthermore, almost all scalable approaches use graphs to decompose interactions effectively, whereas in practice such a graphical neighborhood may not always be easy to obtain or sufficiently realistic, see also the discussion in Section III-B. A development of methods for missing cases may provide potential future directions.

IV. APPLICATIONS

In practice, systems with numbers of agents too large to handle tractably through standard approaches are surprisingly ubiquitous. In the following, we give an overview over selected areas of applications that could highly profit from further research in scalable MARL methods.

A. Distributed computing

One important area of application with high accessibility (in terms of simulated data) is given by networked computers and computing applications, including for example also video games, where the advantages of MARL have been prominently and repeatedly demonstrated in scenarios with up to e.g. 10 agents [3–6]. On the other hand, MARL in scenarios with significantly larger population sizes such as in Neural MMO [71] has not yet seen similar levels of success, and such benchmarks were only recently proposed. Here, future work towards a better understanding and successful design of large-scale
multi-agent interaction is ongoing and could find application in making real games more interactive. We imagine that similar insights hold true also for other computing applications such as peer-to-peer systems [248] and decentralized finance [249], where automated game-theoretic analysis of user behavior could help e.g. in finding successful system designs.

Apart from very specific computing applications, another important use case of large-scale MARL may be the optimization of distributed computing itself. For example, reinforcement learning has long been used to find adaptive load balancing algorithms [250]. Even to this day, the study of load balancing remains an open problem, for example in the presence of partial observability and delayed information [251], where studies on systems with large populations of servers and clients remain of importance and – in consideration of today’s increasingly large-scale computing infrastructure – continue to be investigated using e.g. mean-field analysis [252] and learning [253]. Some related areas of research include throughput optimization [254], cloud resource sharing [255], [256] and edge computing [257] in systems with many devices, where mean-field approximations are often already used [255], [258]. However, such formulations are typically used to analytically derive results, which has the disadvantages of requiring extensive manual efforts and considering only special cases. Here, a scalable and automated control algorithm could enable solutions for more complex and realistic models.

Scalable solutions are also a necessity in communication networks, where many agents (devices) are present. In [259], RL has been proposed for a Network Inventory Manager (NIM) to learn the changing network conditions and needs of network devices. Network slicing [260] is believed to be able to provide diversified services with distinct requirements that the 5G-and-beyond systems need. Various algorithms of deep reinforcement learning have been proposed to cater to the scalability issue in the network slicing solution. We refer the reader also to [261]–[264]. RL-based routing is also a very promising and classical direction, especially in adaptive networks with no prior information of the system, see [265] and Section III-A for more details.

B. Cyber-physical systems

Cyber-physical systems constitute another highly important and emerging subject area. Apart from the many applications of single-agent learning in robotics [7], [8], more scalable MARL methods could find further applications for swarms of embodied agents. The market for unmanned aerial vehicles (UAVs) is developing rapidly, and swarms of drones could reach large-scale deployment in the near future [266], owing to their great number of potential applications. In general, swarms of terrestrial, marine and especially aerial drones could thus be a key technology for tasks such as establishing communication networks for disaster management [267], performing efficient search-and-rescue missions [268] or delivering packages [269]. However, deploying drone swarms in the real world is associated with a variety of coordination challenges [270], not seldom stemming from the complexity of real-world environments. Here, automated and effective decision-making for large swarms of drones remains yet an active area of research with few general design methods [271].

Similarly, applications are not restricted to embodied, interactive agents and can long be found in other sectors of industry such as energy [272], heating [273], and water distribution [274]. These wide-scale critical infrastructure sectors have similarly profited from developments in large-scale system control, see e.g. recent works on power networks [275]–[277] or smart heating [278]. In the future, critical infrastructure could profit also from achieving the effective design of more decentralized control solutions also in terms of resilience, since secure, reliable electric power and water supply remain of paramount importance to society. Here, scalable learning methods could enable key technologies such as smart grids, which may well be key to preparing and hardening the power grid against future natural and man-made disasters [279].

C. Autonomous mobility and traffic control

Many real-world scenarios associated with autonomous mobility involve many agents and therefore require scalable learning methods. Especially following the increasing connectivity of the vehicles and considering the highly dynamic and unpredictable nature of mobile systems. It constitutes one of the most challenging application areas of MARL and has received well-deserved attention from both academia and the industry in the last decades. Important challenges of the area include safety constraints, standardized or compatible algorithms for different vehicles and integration with existing systems, e.g. manually controlled vehicles and human interaction. Here,
recent work employs e.g. graph-based models [280], [281] and distributed RL-based methods [282] for scalability. For a more detailed view of the latest works and open challenges in autonomous mobility, we refer the reader to the recent surveys [9], [283], [284].

Traffic control is another related application area that attracts attention as traffic congestion becomes more and more problematic with the increasing population and proliferation of private cars. This comes with the requirement of dealing with a large number of entities such as traffic lights, vehicles, and pedestrians, and therefore is an excellent potential application for MARL approaches. One way to benefit from MARL in traffic control is adaptive traffic signal control. For example, recent work utilizes actor-critic methods combined with communication [285] and graph attention networks [286] to help with partial observability in such problems, where both algorithms are shown to be scalable to a large real-world traffic network of Monaco city. Another way to deal with traffic congestion through MARL is traffic routing. We refer the reader to recent works that propose mean-field based approaches to this end [287]–[289].

D. Natural and social sciences

Lastly, foregoing control for a moment, the study of behavior of large-scale dynamical systems is quite classical, such as through the mean-field theory originating in statistical physics for the description of magnetic materials [290], which has since also been used as a benchmark in large-population MARL. [159]. Analogous approaches are also often found in social sciences through opinion dynamics on networks of people [291], [292], or in particular through analyzing general interacting particle systems on complex networks [121]. Oftentimes, each agent in such models can be endowed with decision-making capabilities, leading for example to applications such as the analysis of crowd dynamics in the case of building evacuations [293]–[295]. Apart from the social sciences, one finds a variety of large-population scenarios also in the related topics of economics and finance, for which we refer to a variety of surveys [15], [16], [296], [297].

Another example of great relevance is the study of spread and control of epidemics [28], which is not restricted to biological epidemics but includes also e.g. malware spread on computer networks [298]–[300], and is of interest now more than ever due to the COVID-19 pandemic. Such systems can be seen as multi-agent systems connected via complex and adaptive networks, see for example [301]–[303] for work in this direction. Recently, many works using RL for finding optimal decisions in epidemic situations have emerged. The works in this direction include but are not limited to [304]–[307]. Here, graph-based approaches such as ones using graphons have also been used to represent heterogeneous interactions between players together with learning [94], [308].

A. The limiting mean-field regime

Of particular note to large population systems are theories of large systems and their infinite-sized limits. The theory of MFGs as well as its intersection with modern deep RL and collective intelligence remains in its infancy, both in order to engineer large-population systems, and to understand naturally occurring ones. Firstly, the development of learning algorithms for such mean-field systems remains important. Only recently have tractable learning algorithms been proposed for competitive MFGs [83], [89], though typically limited to systems fulfilling certain conditions such as monotonicity structure [90], [309] or contractivity [85], [87]. Moreover, specifically the cooperative case of MFC has only been formulated in discrete-time very recently [97] and learning algorithms going beyond discretization-based MFC MDPs [97] or locally-optimal solutions [188] remain yet to be developed. We imagine that further research into more tractable algorithms such as ones based on function-valued reinforcement learning [193] and a combination with more classical studies of PDE system control [310] could improve the applicability of MFC-based reinforcement learning techniques to practical systems.

Secondly, the majority of MFG theories assume some sort of weak all-to-all coupling in the population, i.e. each agent has negligible but ever possibly present influence on any other agent. One advantage and primary reason is that such a construction allows one to derive mathematically rigorous results with relative ease, giving rise to well-founded approximation guarantees at least for a large subclass of problems, where weak all-to-all coupling indeed holds true. However, in order for similar MFG-based approaches to be applied to more decentralized systems without global information or locally interacting systems such as embodied robot swarms with physical collisions, it is necessary to better understand MFGs with stronger locality, both in information structure and interaction.

To this end, work on both partially observable MFGs [216] and learning in e.g. graphical MFGs [92], [94] has only yet begun and continues to remain of research interest, in particular since (i) observing the full distribution of agent states in large decentralized systems is usually unrealistic, and (ii) current graphical frameworks still assume interaction with infinitely many neighbors [92]. For partially observable MFGs, one of the few works fusing partial observability with mean-field reinforcement learning is [162], though remaining limited to very strong assumptions and not solving a limiting MFG. Meanwhile for graphical MFGs, on the one hand, less mathematically rigorous mean-field equations from physical and complex network communities such as the approximate master equations and less detailed variants [311] could find great value in enabling scalable MARL on more realistic, bounded-degree network structures. On the other hand, rigorous approximation results are beginning to appear even for highly sparse networks, though typically requiring a variety of assumptions such as locally tree-like graphs [312] and are yet to be generalized to controlled systems. Finally, the respective cooperative counterparts of partially observable and graphical MFGs remain to be explored.
B. Higher-order complex networks

Analogously, we believe that further work combining the worlds of complex network sciences and graphical reinforcement learning may be of great interest, as there have been great recent efforts in extending complex network theories to higher-order or adaptive networks. Apart from applying graphical mean-field approximations as mentioned in the prequel, recent developments in complex network theory consider more than simple locally tree-like graphs and allow for clustering or higher-order interactions, e.g. in the form of hypergraphs. Hypergraphs have already started gaining attention since it has been shown that simple pairwise interactions are insufficient for representing complex, real systems [129]. For example, [313] contribute to understanding the higher-order interactions in complex systems using simplicial models and their relation to hypergraphs. They also highlighted that pair-wise interactions are insufficient to accurately represent complex social networks in which contagion occurs due to interactions in different group sizes. While some intersecting work between hypergraphs and MARL has been mentioned, we believe that further exploration in this direction may be fruitful.

Additionally, modeling approaches for representing large adaptive networks have emerged very recently and could be applied in a control setting. This is important, since while many real-life processes can be modeled through graphical interactions, such interactions usually change over time. For example, recently, [314] use a general idea of flip processes to create time dependent trajectories in the space of graphons and then study large graphs from the dynamical systems perspective. Here, further work could integrate control elements with large adaptive graphs. Similarly, another approach could be to continue research on dynamical processes on random geometric graphs, which have been used e.g. to study epidemics [315] or synchronization of oscillators on graphs [316] and allow for the linking of graph connections to an underlying spatial structure. To obtain an understanding of the theory of random geometric graphs, which could be used to study the relations between spatial agents in a multi-agent system, we refer the reader to [317], [318]. We believe that the use of MARL to learn optimal policies in such scenarios is a very fruitful direction and should be further investigated, perhaps also by considering the recently emerging graph convolutional networks [319] for reinforcement learning [32] together with limiting graphon-based formulations [320]. Overall, a combination of graphical modeling schemes with multi-agent decision-making seems like a promising direction.

C. Intersectional and application-oriented work

Lastly, at the intersection of swarm intelligence and MARL lies another promising approach to tractably engineering artificial swarm intelligence for systems with many interacting agents. Work at this intersection has only begun and we imagine that further work could lead to great advances in both engineering and understanding swarm behavior, in particular since so far, there appears to be no definitive toolchain or framework for computationally designing intelligent swarm systems [271]. Here, we imagine that learning-based approaches utilizing a number of powerful ideas from MARL, MFGs, and complex graphical networks could provide such a toolchain in the near future, or supplement existing ideas [69].

In particular, we imagine that automated design tools for swarm robotics could enable a plethora of interesting applications for which current methods would necessitate an extensive manual design of algorithms. For example, many of the difficult and abstract subtasks in the study of swarm intelligence mentioned in Section III-C and [29], [34] could likely be handled by recent advances in scalable MARL. Similarly, we believe that an application of approaches based on limit theories could propel forward many aforementioned fields of research, ranging from computing over cyber-physical and embodied swarm systems to natural and social sciences.

VI. DISCUSSION

The primary challenge we have discussed in detail is scalable analysis and understanding of large-population systems in the context of MARL for automated design of sequential decision-making. Indeed, in practice we often encounter systems that are too large to be tractably handled by standard control and reinforcement learning techniques, as evidenced also by the large amount of applications and ongoing research in the field. While there has been some recent progress on the issue of scalable learning in large-population systems, important open research questions and synergies with existing fields of research remain that could be addressed in future works. In particular, we have given an overview of a variety of long-standing subject areas dealing with large-scale systems such as mean-field games, collective intelligence, and complex networks. It is our belief that intersectional works will be crucial to the further development of tractable MARL. We hope that this survey proves useful in bridging the diverse set of research subjects on large-scale multi-agent systems and providing new perspectives for future works.
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