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Abstract—Neurophysiological time series, such as electromyographic signal and intracortical recordings, are typically composed of many individual spiking sources, the recovery of which can give fundamental insights into the biological system of interest or provide neural information for man-machine interfaces. For this reason, source separation algorithms have become an increasingly important tool in neuroscience and neuroengineering. However, in noisy or highly multivariate recordings these decomposition techniques often make a large number of errors, which degrades human-machine interfacing applications and often requires costly post-hoc manual cleaning of the output label set of spike timestamps. To address both the need for automated post-hoc cleaning and robust separation filters we propose a methodology based on deep metric learning, using a novel loss function which maintains intra-class variance, creating a rich embedding space suitable for both label cleaning and the discovery of new activations. We then validate this method with an artificially corrupted label set based on source-separated high-density surface electromyography recordings, recovering the original timestamps even in extreme degrees of feature and class-dependent label noise. This approach enables a neural network to learn to accurately decode neurophysiological time series using any imperfect method of labelling the signal.

Index Terms—Deep metric learning, deep learning, blind source separation, surface electromyography.

I. INTRODUCTION

TIME series neurophysiological data is commonly characterised by repetitive activation events, for example the motor unit activation potentials (MUAP) in electromyographic (EMG) signals or the spike potentials in microelectrode cortical recordings[1][2]. The ensemble of these activation events constitute neural codes that give a direct insight into the target system[3], whilst also providing an accurate control signal for human-machine interfacing applications, such as prosthetic control[4][5]. Neurophysiological signals are typically linear superpositions of many of these spiking sources, and their extraction from noisy systems has long been a major focus of applied source separation in neuroscience[6].

Identifying sources from multiunit activity was originally achieved through manual sorting by trained operators[7], but this tedious process was quickly supplanted by automated methods using early forms of blind source separation (BSS)[8]. BSS algorithms have since become extremely effective, able to automate the recovery of sources in highly noisy and complex systems[8][4][9]. An important trend within the field of applied source separation has been the increasing availability of highly multivariate data[10][11], as a result developments in high-density electrode arrays[12][13]. By exploiting the increased spatial information collected by these systems, BSS pipelines can yield
extremely large numbers of sources[11][14]. A more recent development is the adoption of deep learning approaches as a replacement for linear separation vectors, using neural networks to decode signals with a high degree of robustness to noise and signal non-stationarities[15][16]. These methods involve an offline supervised training phase using the augmented output of a BSS algorithm, therefore an important requirement is that the BSS decomposition contains relatively few errors if the network is to decode with high accuracy[15].

As the number of sources identified in a manual or automatic decomposition increases, so does the probability of labelling errors. Noise can be mistakenly labelled as an activation, an activation can be assigned to the wrong class or missed entirely, a class might be inappropriately partitioned or two distinct classes merged into one. These sources of label noise can be categorised based on whether the factors affecting the likelihood of a label from one class to flip to that of a different class are shared at the dataset, class or feature level[17]. As label-flipping is class or even feature-dependent, it is difficult to identify such errors automatically, and for automatic decompositions a degree of manual post-hoc cleaning is commonly employed, often using additional knowledge about the system of interest, such as temporal statistics in the source activations[18]. The nature of this manual cleaning generally relates to the mixing system of interest, for example intracortical and intramuscular EMG (iEMG) decompositions generally require post-hoc examination of classes due to extensive class-dependent label noise[8][19]. On the other hand, surface EMG (sEMG) decompositions also contain a degree of feature-dependent noise and so require further inspection of specific activations[20]. Whilst accurate, manual post-hoc "cleaning" is an extremely time-consuming process and in some cases not feasible because of the size of the datasets being source-separated[21]. For this reason, modern source separation pipelines are increasingly using additional automated post-processing steps in an attempt to reduce the false label burden[18][22][10]. However, these methods only compensate for a relatively small proportion of incorrect labels, so that there remains a need for new methods of post-hoc label cleaning. Additionally, if supervised deep learning frameworks are to be trained using BSS-labelled signals with increasing degrees of label noise, then they need to be able to detect and manage such errors, i.e. they need to be designed to be implicitly self-correcting.

Managing label noise is a fast-developing sub-field of modern machine learning. As the size of datasets expand faster than the capacity of domain experts to screen and label, data scientists are increasingly turning to new labelling methods that are more scalable at the cost of a greater proportion of label noise, such as Amazon’s Mechanical Turk[23]. This is particularly true in a neuroscience setting, where datasets are generally labelled by a small pool of domain experts who can differ in professional opinion[24]. Approaches to learning in the presence of label noise can be broadly split into two categories; methods that aim to select models that are robust to label noise and methods that attempt to clean the label set prior to training[25]. Contemporary methods based on the latter approach generally rely on additional models which attempt to identify noisy labels using either a smaller pool of known correct labels or by comparing a label with other in-class labels using a similarity metric[26][27][28]. This principle of using similarity metrics to build embedding spaces that inform intra- and inter-class classification is closely related to deep metric learning (DML) approaches.

The objective of deep metric learning is the training of a deep neural network which maps discrete inputs to an embedding space in which positive pairs (two inputs from the same class) are closer than negative pairs (two inputs from different classes)[29]. The Euclidean distance is commonly used as the distance metric, although measures based on the angular difference between embeddings have become popular due to their inherent rotation and scale invariance[30]. The network is optimised either using the absolute similarity between pairs or, more commonly, the relative difference between one or more positive and negative pairings[31]. During optimisation, most negative pairs will quite quickly become much further
away than positive pairs, thus random generation of pairs for training is extremely inefficient. For this reason many implementations of DML seek to select the most informative pairings from each minibatch by applying some form of selection rule operating on the output embedding space \[32\] \[33\]. Most of these approaches are designed purely to maximise the class separability of the embedding space, leading to dense clusters in each class \[34\]. More recent work has attempted to increase intra-class variability, as such tight embeddings potentially reduce the ability of the model to generalise to new in-class inputs \[35\] \[34\] \[36\]. These locality-sensitive approaches have a less distorting effect on the embedding space, giving better generalisation performance \[36\]. Whilst not the primary goal of these studies, another effect of preserving intra-class variance is a richer embedding of inputs, with semantically similar events sub-clustering \[35\]. Such rich embedding spaces could potentially be of use for detecting class outliers, perhaps even having utility for label-cleaning operations in event-driven neurophysiological recordings. DML pipelines have been designed to operate on noisy label sets for similar tasks such as person reidentification, however these methods tend to use an external method to modify training rather than the embedding space itself, for example using label-correction based on cross-entropy \[37\].

Motivated by the need to further preserve a rich intra-class embedding, and inspired by ranking approaches to triplet sampling, such as \[38\], here we propose a novel locality-sensitive approach to sampling during DML optimisation. We use an efficient top-k query to identify the closest in-batch positive to each event and the N-closest in-batch negatives, which are then used to calculate an N-pair formulation of the popular angular loss \[30\]. The idea of using top-k queries within batch losses has been explored in the context of binary classification problems \[38\], however this is, to our knowledge, the first such implementation within the domain of DML. In this paper we demonstrate that this simple modification, which we call locality-sensitive angular loss (LSAL), generates an embedding space which can be used to detect and classify repetitive events, whilst importantly having the additional utility of being able to detect label-noise in the data used for training.

The main contribution of this paper is DeepLSAL, a novel DML pipeline that leverages LSAL to perform both label-cleaning and the identification of new activations in unseen data, operating directly on neurophysiological time series signals. The specific focus is on label sets generated by BSS algorithms for decoding convolutive mixtures, as this is an area where supervised deep learning methods are clearly beginning to outperform existing methods \[15\] \[16\]; however, in principle the proposed methodology is applicable to any manual or automatic method of generating imperfect label sets. The effectiveness of DeepLSAL is validated robustly using an experimentally-collected high-density (HD) sEMG dataset that had been source-separated into constituent motor unit activity using the gradient convolutional kernel compensation (gCKC) algorithm \[39\]. The scenario of decomposition of HD-sEMG signals is highly convenient for validation of the proposed approach since both the generating system and decomposition methodology are well-studied. Moreover, the sEMG system is characterised by a high degree of feature-dependent label noise due to the complex superposition of MUAPs caused by volume-conduction effects \[40\].

II. THEORY AND ALGORITHM

A. Deep Metric Learning with N-pair Loss

The objective of ranking loss DML, also called triplet loss, is to train a deep learning function such as a convolutional neural network to map a sample taken from one of C classes to an embedding vector \(x\), such that for an arbitrarily selected anchor embedding \(x_a\), the embedding space reduces the relative distance \(D\) between positive samples from the same class \(x_p\) and negative samples from different classes \(x_n\). \(D\) can be a number of different metrics, such as the Euclidean distance, cosine similarity or Kullback–Leibler divergence \[41\]. Commonly the loss function is formulated such that the relative difference be greater than a margin \(m\) such that:
After a small amount of optimisation, the bulk of negative pairs will be much further away than the positive pairs, meaning most training examples in a batch will become uninformative\[32\]. N-pair loss seeks to avoid this problem by comparing each positive pair in an $M$-size batch $B$ to $N$ multiple negative pairs (fig. 1(a)), which are then combined in a $\log - \text{sum} - \exp$ formulation\[33\]:

$$L = \frac{1}{M} \sum_{x_a \in B} \log \left[ 1 + \sum_{x_n \in B'(x_a, x_p)} \exp(f_{a,p,n}) \right]$$

(2)

where $f_{a,p,n}$ is usually a hinge function such as $\max (0, D(x_a, x_n) - D(x_a, x_p) + m)$. By taking an average across the negative pairs, it is likely that at least some informative negative pairings will be included in the loss calculation.

B. Angular Loss

Angular loss is based on a geometric reformulation of the distance metric; rather than minimising the distance of $x_p$ to $x_a$ relative to $x_n$, it instead minimises the angle at $x_n$ of a triangle formed from the three embeddings. This has the effect of improving optimisation stability as angles are scale invariant, whilst using a triangle means all edges of the triplet are taken into account\[30\]. However, in certain circumstances the minimisation of the angle at $\angle x_n$ will push $x_n$ towards $x_a$. This can be avoided by constructing a right-angled triangle with $x_n$ and the midpoint between $x_a$ and $x_p$ (fig. 1(b)), with the final vertex being the point on the semicircle joining $x_a$ and $x_p$ which creates a right-angled triangle\[30\]. By dropping constant terms, this geometric relationship can be used for the $f_{a,p,n}$ in equation 2, expressed as:

$$f_{a,p,n} = 4\tan^2\alpha (x_a + x_p)^T x_n - 2(1 + \tan^2\alpha) x_n^T x_p$$

(3)

where $\alpha$ is an angle in radians which sets the upper accepted bounds of the loss, analogous to $m$ in equation 1.

C. Inducing Rich Embeddings

Whilst a random selection of positive pairings in $B_{avg}$ is suitable if the objective is to maximise inter-class distance within the embedding space, it also has the tendency to collapse intra-class distances down to a point, as illustrated in figure 1\[1, 35\]. We theorised that the main explanation for this compression is that the sampling process is random, meaning that the neural network is induced during training to bring all embeddings from the same class together, which, as a complex non-linear function, it is quite capable of doing given sufficient training steps. We instead elected to sample positive and negative pairs based on the local neighbourhood of each embedding in the batch, modifying the selection of $x_p$ and the set of $x_n$’s for each $x_a$ in the batch $B$, a process we term locality-sensitive sampling.

$B$ is first selected such that it be large enough to have a diverse representation of each class. As each embedding vector is L2-normalised, the tensor formed by finding the inner product of the batch tensor with its transpose is the pairwise cosine similarity. For each $x_a$ the $x_p$ selected with a simple argmax, i.e. the closest different vector from the same class is selected. A similar procedure is used to select the set of $x_n$’s, using a top-k algorithm to select the $k$ most similar vectors to $x_a$ that belong to a different class. GPU implementations of top-k algorithms have become extremely efficient in recent years, due to their increasing use within machine learning paradigms\[42\]. With these easily-implemented changes the N-pair formulation of the angular loss becomes:

$$l_{\text{LSAL}} = \frac{1}{M} \sum_{x_a \in B} \sum_{x_p, x_n \in B'(x_a, x_n)} 1_{x_p \in \Theta} \log [1 + g]$$

(4)

$$g = \sum_{x_n \in B'(x_a, x_p)} 1_{x_p \in \Theta} \exp(f_{a,p,n})$$

where $\Theta = \arg\max (\angle(x_a, x_p))$ is the argmax set of the pairwise cosine similarity $\angle$ between $x_a$ and its associated set $x_p$ in $B$ and $\Theta = \text{topk}(\angle(x_a, x_n))$ is the top-k values of the ordered
Fig. 1. a shows the principle behind N-pair loss, in this case with an N of 5. As multiple negative embeddings are utilised, the chance of sampling only uninformative pairings reduces. b illustrates the principle behind vertex selection in angular loss. Rather than directly using the triplet as vertices, only the negative embedding is used, whilst the other two vertices are constructed so as to build a right-angled triangle with the 90° angle at the midpoint between the anchor and positive embedding. c demonstrates the effect of random versus locality-sensitive sampling on the intra-class variance.

To stabilise early optimisation we combined the LSAL loss with a categorical cross-entropy with temperature given by:

\[ l_{\text{cross}} = -\frac{1}{M} \sum_{i} \sum_{c} 1_{y_i \in C_c} \log \left( \frac{1}{M} \sum_{c} \exp \left( \frac{1}{\gamma} z_{i} \right) \right) \]  

where \( z = \frac{W \|W\|_2}{2} \) x and W is a trainable matrix that compresses the embedding vector down to a dimension C vector for comparison with the one-hot encoded class labels. This gives the final loss function:

\[ l = l_{\text{LSAL}} + \tau l_{\text{cross}} \]  

### D. Source Separation

The timestamps used by DeepLSAL can be generated using a wide variety of manual and automated processes, however for this study the gradient convolution kernel compensation (gCKC) algorithm was selected due to its strong performance in HD-sEMG signal decomposition\[43\][49]. In the gCKC framework for blind source separation, the vector of spiking sources \( \mathbf{s} \) at time \( t \) are first extended with \( L \) delayed versions of themselves, allowing the mixing problem, which is convolutive in most neurophysiological settings, to be written in instantaneous form:

\[ x(t) = H \tilde{s}(t - l) + \omega(t) \]  

where the signal observation vector \( x \) at time \( t \) is a linear mixture parameterised by the operation of the mixing matrix \( H \) on the extended source vector \( \tilde{s} \) plus noise \( \omega \). In practice both the observation and source vectors are additionally extended with a further \( R \) values for reason of numerical stability during the source separation procedure.

Unlike independent component analysis methods which seek to directly estimate a separation vector for each source, gCKC seeks to include the additional statistical information that the spiking sources generate repetitive events within the signal. Sources are instead estimated indirectly using a linear minimum mean square error estimator, with the estimated \( j \)th source \( \hat{s}_j \) at time point \( t \) given by:

\[ \hat{s}_j(t) = \hat{c}_{\mathbf{s}_j \mathbf{x}}^T \mathbf{C}_{\mathbf{x} \mathbf{x}}^{-1} \mathbf{x}(t) \]  

where \( \hat{c}_{\mathbf{s}_j \mathbf{x}}^T \) is the transposed cross-correlation vector between an activation of the \( j \)th source and extended HD-sEMG matrix and \( \mathbf{C}_{\mathbf{x} \mathbf{x}}^{-1} \) is the inverted autocorrelation matrix of the extended HD-sEMG matrix \( \mathbf{x} \).
The vector $\hat{c}^T_{\hat{s}_j\hat{x}}$ is usually initialised with a time point likely to contain a source activation, which can be estimated by, for example, the Mahalanobis distance calculated on the signal\cite{32}. Once selected, $\hat{c}^T_{\hat{s}_j\hat{x}}$ is then optimised to find the rest of the source’s signal contributions. This can be done with either a fixed-point algorithm as in\cite{10} or in the gCKC formulation by gradient descent:

$$c_{\hat{s}_j\hat{x}}^o = c_{\hat{s}_j\hat{x}} - \alpha \sum_t \nabla f(s_j(t))\hat{x}(t)$$

where $c_{\hat{s}_j\hat{x}}^o$ is the updated cross-correlation vector, $\alpha$ is the learning rate and $f(\cdot)$ a contrast function designed to estimate the non-gaussianity of the output source in a similar fashion to independent component analysis. Optimised sources can then be converted to timestamps using a linear threshold or a two-class k means clustering algorithm.

### III. Validation Methodology

#### A. Experimental Dataset

The HD-sEMG data set consisted of a set of 20-second recordings taken from the dominant tibialis anterior muscle of 10 men performing an isometric contraction at 15% of maximal force, previously used to validate source separation techniques\cite{44}. Maximal contraction was defined as the mean force of three 5-s maximal contractions separated by 3 min of rest, with force sampled at 2048Hz by load cells mounted on an isometric brace. Force feedback was provided to the participants by an oscilloscope. The signal from a monopolar $12 \times 5$ electrode array placed over the main muscle innervation zone was sampled at 2048Hz having been band-pass filtered at 10-500 Hz.

Gradient convolution kernel compensation with an additional k-means source refinement step was implemented using the tensorflow machine learning package\cite{39}\cite{10}. As the label set was to be artificially corrupted it was important that the original be as noise-free as possible, so additional post hoc steps were taken to maximise the likelihood that the timestamps were correct. Sources were manually cleaned by examining interspike intervals and the source-to-noise ratio of each activation. An additional step of validating decomposition accuracy was implemented by comparing the sources to those found using the DEMUSE source-separation software package\cite{43}\cite{39}, with source cleaning completed by a different trained operator.

#### B. Label Set Corruption

In experiment 1 we evaluated the ability of DeepLSAL to clean a label set corrupted by feature-dependent noise, where a label flipping probability is related to its associated features\cite{17}. In the context of source-separated HD-sEMG, this most commonly occurs as a false-positive, where a separation vector incorrectly assigns a high probability of an in-class MUAP being present when it is not, i.e. a noise class or other MU class label is flipped to the MU class of interest. To simulate this effect, we corrupted the label set by generating an artificially-noisy separation vector for each MU class; randomly-selecting 15 MUAP labels from that class and using the average of the associated extended HD-sEMG vectors to generate a linear minimum mean square error prediction on the extended HD-sEMG matrix. A two-class k-means clustering algorithm was then used to parameterise a linear threshold to find activations, creating a label set with a high degree of feature-dependent noise. Five levels of increasing difficulty were generated by taking an amount of false positives corresponding to 10/20/30/40/50% of the number of true labels, selected at random from the set of false positives.

In experiment 2 the DeepLSAL algorithm was evaluated on class-dependent label noise, when the probability of a label flipping to another class is stable across all labels in the class\cite{17}. In HD-sEMG source separation this error generally occurs when the separation vectors are very similar, usually due to similar MUAP waveform shapes between two MU classes. This can be simulated by transferring a percentage of labels to a similar MU class. This was done by first averaging the MUAPs of each MU class and then cross-correlating these averages with the average MUAP of every other class in the recording, with 10/20/30/40% of the class labels transferred to the class with the highest value. If
labels had already been transferred to the closest class then the next closest class was selected until all classes had had label transfers. A maximum label corruption of 40\% was used to preserve the concept of a majority true and minority false class.

C. DeepLSAL Pipeline and Training

To convert the source-separated HD-sEMG signal into labelled windows, first each channel of the HD-sEMG signal was standardised by z-scoring and then cut into overlapping 80-sample wide windows at a stride of 1. Each window was then labelled by reference to the predicted source activity at the final sample of the window. This meant the bulk of windows were labelled as part of the inactive class due to the sparse nature of motor neuron spiking. Due to this serious class imbalance, each minibatch was created from the entirety of the windows labelled as containing a motor neuron spike, with an additional 256 samples from the inactive class. Each class assignment was then converted to a one-hot representation, the bulk of which had only one class active at any one time, although rarely two activations would occur simultaneously on the same time-point. As the richness of the intra-class embedding of the inactive class windows was not of any great concern, the embeddings of these windows were not used as anchor vectors when calculating the $l_{LSAL}$ component of the loss, although they were used as both $x_n$ values and in the calculation of $l_{cross}$.

Embeddings were calculated with a convolutional neural network implemented using the tensorflow machine learning library in python, as seen in figure 2a. Convolution steps used a 1D 3-sample wide kernel, with 32 filters and a drop-out of 0.2. 1D max-pooling was completed with 2-sample wide kernels. Each densely-connected layers had 64 neurons and...
a drop-out percentage of 0.5 during training. Both the convolution and densely-connected layers used ReLU activation functions. Finally the output of the last densely-connected layer was densely-connected to a bias and activation-free embedding layer of 8 neurons-wide, which was then divided by its L2 norm. This was an intentionally low-dimension embedding compared to standard DML due to the desire to avoid dimensionality issues during the clustering steps in the refitting phase. The additional matrix $W$ used in the categorical cross-entropy was initialised with truncated normal noise, whilst the weights of the neural network layers was initialised by glorot uniform. The Adam optimisation algorithm at a learning rate of 0.001 was then used to train the model over 500 epochs for both cleaning and refitting stages.

For both experiments $k$ was set to 5, $\gamma$ was set to 0.1, and $\alpha$ to 0.25 radians in both the cleaning and refitting stages. After the cleaning stage the labels in the embedding space likely to relate to specific classes were selected by a simple density-estimator. First a local scale value $v$ was estimated by finding the mean cosine similarity of the each embedding vector to its 20 nearest neighbours and taking a median of this value across all vectors. For each label the number of other labels with a cosine similarity more than $v$ was found and the label with the highest number of neighbours was selected as the centre of the cluster. All labels within a cosine similarity higher than $v$ were then added to the refitting training set. This simple approach was generally adequate for quickly finding the densest region of the embedding space, which was usually the cluster of true labels.

After the cleaning phase the set of times-tamp labels is generally free of false positives; if DeepLSAL is retrained with this new label set then it should effectively generalise to find unlabelled activations in both the current and future data (fig. 2b). It should be noted that finding unlabelled activations in the current dataset is in some ways a "harder" problem than trying to generalise to completely unseen data, as these activations are included in training, but mislabelled. However these mislabelled activations are a very small proportion of the total dataset, meaning they were predicted not to impact convergence on a model with good generalisation ability, particularly a heavily regularised model such as that used for DeepLSAL. Once DeepLSAL was retrained an average embedding vector of the current MUAP timestamps was found for each class, which was then cross-correlated with the entire embedded HD-sEMG signal to generate a predicted activity (fig. 2c). This activity was then timestamped by a linear threshold parameterised by a two-class k-means clustering algorithm. These labels were compared to the pre-corrupted data using the rate of agreement (RoA) metric, a percentage defined as the number of true positive matches divided by the total number of true positives, false positives and false negatives.

IV. RESULTS

A. Feature-dependent Label Noise

In experiment 1, which tested the effect of feature-dependent label noise by simulating noisy separation vectors, DeepLSAL generated an embedding space with dense clusters for each class corresponding to the true labels. Surrounding each cluster is a large sparse periphery of false labels, with no apparent structure. The efficacy of locality-sensitive sampling at preserving a rich class embedding is clear when compared to random sampling using a two-dimensional principal component space, as in figure [3]. The simple density-estimator operating on the cosine similarity between embeddings could then be used to select a subset of true labels by selecting the area with the highest density (fig. 4). This algorithm was weighted to favour specificity over sensitivity, meaning almost no false labels were included in the cleaned label-set at the cost of losing a percentage of the true labels.

DeepLSAL generated an embedding space with utility for removing false labels even at the maximum tested value of 50% of total correct values (fig. 5a), with a median post-cleaning false label retention of 1.3% of the total correct labels in the class (IQR 0.5 - 1.9). The number of true labels lost during the cleaning process fell as the pre-cleaning percentage of false labels increased, but even at the highest false label percentage tested, a median of
74.1% (IQR 68.9 - 80.3) of the true values were still retained (table I).

**B. Class-dependent Label Noise**

In experiment 2, when labels were randomly flipped to the MU class with the closes average MUAP shape, DeepLSAL again generated embedding spaces with clear separation between true and false separation (fig. 6). However, unlike in the first experiment, the false labels formed a second distinct cluster within the embedding space, again clearly visualised in the first two principle component dimensions. As the true label cluster always had more values, it was still clearly identified by the density-estimator.

As in experiment 1, the DeepLSAL cleaning phase was effective at removing almost all false labels (fig. 5b). Even at a 40% transfer the median post-cleaning fraction of 0.0% (0 - 0.6) of the total correct labels. As true labels were lost both to the initial transfer to other classes and to the cleaning phase, far fewer were retained in the post-cleaning dataset than in experiment 1 and would need to be recovered in the refitting stage (table II).

**C. Rediscovering Unlabelled Activations**

An important requirement if the DeepLSAL-cleaned label set is to be useful is that the cleaning process does not overly bias against true labels that are lost at this stage, making them difficult to
Fig. 4. The first and second principal components of the embedding space after the cleaning phase for all classes found in a single HD-sEMG sample, with labels initially extracted from a noisy separation filter. The samples selected by density analysis are circled, these will form the training labels for the refitting phase. The model is effective at inducing clustering of similar labels, with the area of highest density corresponding to the true labels.

### TABLE I

**Combined median (interquartile range) scores for all classes across all recordings from Experiment 1 for different stages of the cleaning and refitting pipeline.**

| False Labels Added as Proportion of Class (%) | Starting RoA (%) | Remaining True Labels After Cleaning (%) | RoA After Cleaning and Refitting (%) |
|-----------------------------------------------|------------------|------------------------------------------|--------------------------------------|
| 10                                            | 91.5 (91.5 – 91.7) | 84.1 (79.6 - 87.1) | 94.5 (91.2 – 97.2) |
| 20                                            | 83.9 (83.8 – 83.9) | 78.3 (74.4 - 83.9) | 94.5 (89.8 – 97.3) |
| 30                                            | 77.4 (77.3 – 77.5) | 80.3 (75.3 - 85.1) | 93.5 (90.2 – 97.7) |
| 40                                            | 71.8 (71.7 – 71.9) | 76.6 (71.7 - 81.8) | 93.8 (87.7 – 96.3) |
| 50                                            | 67.0 (66.9 – 67.0) | 74.1 (68.9 - 80.3) | 92.0 (86.7 – 96.4) |
recover using the retained true labels. Lost labels tend to be more peripheral in the cluster, meaning their MUAP shapes are likely to be less similar to the MU class average, potentially due to superposition with a MUAP from a different class or due to a noise artefact. False negatives are also still used for training, but are labelled inappropriately, with a possibly detrimental effect on the model to generalise. To demonstrate that neither of these potential problems actually impacted training, after the cleaning stage of both experiment 1 and 2 DeepLSAL was refitted with the cleaned label sets. For both experiments the predicted activity was generally both sparse and clean, with MUAPs easily identifiable (fig. 7). These labels were compared to the original data using the rate of agreement (RoA) metric, a percentage defined as the number of true positive matches divided by the total number of true positives, false positives and false negatives.

The RoA of the predicted MUAP labels with the original data was generally good for both experiments at every level of difficulty (tables I and II). In
Fig. 6. Principal component plot of the embedding space after the cleaning phase for all classes found in a single HD-sEMG sample in experiment 2. 40% of the labels in each class have been removed and then added to the class with the closest correlation. The samples selected automatically for the refitting phase have been circled. Unlike in experiment 1, the false labels are correlated as they come from the same class. This results in two tight clusters for both true and false labels, however they still clearly separable.

In experiment 1 there was little change in RoA as difficulty increased (fig. 5c), suggesting that DeepLSAL is able to generalise to unseen activations. This finding was also replicated in experiment 2 (fig. 5d), and even when the median post-cleaning training set was just over half of the total class activations a median RoA of 94% (86.9 - 97.7) was achieved after refitting.

V. DISCUSSION

Source separation is often applied to decode the neural information embedded in neurophysiological data. This approach provides a window into the neural determinants of behaviour as well as a way to identify neural features for human machine interfacing. However, conventional source separation approaches as well as manual decompositions by expert operators often provides noisy outputs due to decoding errors. In this study we demonstrated that a supervised DML paradigm can find self-correcting data embeddings that allow accurate cleaning of labels corrupted by common noise issues, whilst also predicting new labels not included within the training set. Importantly the model was not biased against labels not selected during the cleaning phase when refitting, which is particularly important in neurophysiological signals, such as HD-sEMG, where the shape of a subset of activations will be distorted by temporal superpositions. This ability of the model to operate on un-preprocessed signals...
Fig. 7. A single channel of unprocessed HD-sEMG and the post-decomposition predicted activity of a single class before and after cleaning and refitting, with true and false labels. a demonstrates the degree of complex superposition inherent to sEMG signal as opposed to “cleaner” recordings such as those from intracortical sources. A linear separation filter based on an average of only 15 labels is applied to the signal to generate b, which is consequently extremely noisy, simulating a poorly optimised filter. A number of false positives corresponding to 50% of the number of true class labels has been selected. After the cleaning and refitting phases the spiking motor neuron activity in c is clearly identifiable, whilst incorrect labels have been suppressed.

TABLE II

| Proportion of Class Labels Transferred (%) | Starting RoA (%) | Remaining True Labels After Cleaning (%) | RoA After Cleaning and Refitting (%) |
|-------------------------------------------|------------------|----------------------------------------|-------------------------------------|
| 10                                        | 83.2 (82.1 - 83.9) | 84.1 (84.1 - 88.1) | 98.2 (95.4 – 98.8) |
| 20                                        | 67.0 (66.1 – 69.0)  | 75.4 (70.0 – 77.5) | 96.8 (93.3 – 99.0) |
| 30                                        | 55.0 (53.1 – 56)   | 60.9 (57.3 – 64.9) | 95.7 (88.9 – 98.8) |
| 40                                        | 43.7 (42.1 - 44.9) | 53.1 (49.1 – 56.7) | 94 (86.9 – 97.7) |
and generalise to unseen activations is particularly relevant to the field of sEMG decomposition for prosthetic control, where a current focus is on the use of neural networks to directly identify MUAPs in raw signal and so avoid the latency involved with the current complex preprocessing pipeline that prevents online implementations[15][16].

Deep metric learning has a number of attractive properties over standard softmax-based binary classifiers for neurophysiological time series classification, needing fewer training examples in general and being able to adapt to new classes easily[45]. DML methods can adapt quickly to the changes in class activity commonly seen in neural systems over time, such as with dropped units in intracortical recordings or MU recruitment and derecruitment in sEMG and iEMG recordings[46][47]. However, the focus of most implementations of DML is a high degree of inter-class separation[48], rather than the need for a more descriptive intra-class embedding needed if this space is to be used for the identification of false labels. An important result of this study was that a loss function designed to operate only on samples local to each other in the embedding space can give rise to a richer intra-class distribution, avoiding the collapse to a dense point commonly seen in a more traditional triplet learning paradigm. Furthermore, we demonstrate that the utility of the embedding space generated by DeepLSAL for label cleaning is unaffected by feature- or class-dependence in the label noise.

Whilst this study focused on source-separated HD-sEMG signal it is important to emphasise the broader applicability of this approach to any imperfectly-labelled neurophysiological time series data in which the underlying sources are repeating events, i.e. to any neural recording. Whilst the study focused specifically on action potentials, the proposed methodology could also be used for pattern recognition in bulk neurophysiological signal, supplementing recently-proposed systems of prosthetic control[49]. Additionally, the labelling process need not be by a BSS algorithm. For example, a DeepLSAL could be applied to a dataset for which only a small component of the data has been manually labelled by an expert-operator to recover the rest of the labels accurately. In this way, the proposed approach can be viewed as a minimally supervised method for neurophysiological time series decomposition into individual cell activities.

A potential limitation of the study is the method of converting the embedding layer to a cleaned label set. One strength of the DeepLSAL algorithm was that it was usually quite simple to identify the main cluster of clean labels in the embedding space during the cleaning phase, meaning a simple density-estimator was sufficient to set a decision threshold. However, this approach tended to cut out a larger proportion of true labels than was potentially necessary, even if the refitting stage was able to rediscover those lost labels. An improved sorting methodology is even more relevant to the specific case when two classes were mixed with equal proportions, which meant that there was no way of identifying of which of the label clusters was "correct". This implies an interesting future direction for a DML-based approach is to investigate the use of adaptive k-means clustering to find distinct clusters within the error labels and hence potentially rehabilitate their averages with their origin class. Whilst it was not a focus of this study, an additional interesting future direction might be found in improving the richness of non-activation embeddings, which may allow the identification of new unlabelled classes through clustering events.

In summary, we have presented DeepLSAL, a deep metric learning pipeline for embedding source-separated multivariate neurophysiological time series into a dimensionally-reduced space suitable for both classification and label cleaning. Whilst the focus of the demonstration of this approach in this paper was performed on electromyographic signal decomposition, the method is broadly applicable to other neuromuscular recordings, such as intracortical or intraneural signals.
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