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Abstract
In this paper we introduce a new family of the KP tau-functions. This family can be described by a deformation of the generalized Kontsevich matrix model. We prove that the simplest representative of this family describes a generating function of the cubic Hodge integrals satisfying the Calabi–Yau condition, and claim that the whole family describes its generalization for the higher spin cases. To investigate this family we construct a new description of the Sato Grassmannian in terms of a canonical pair of the Kac–Schwarz operators.
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1 Introduction

Methods of integrable systems play an important role in the modern mathematical physics and enumerative geometry. Although numerous applications have proven their universality, new models often desire new, underdeveloped elements of the general theory of integrable systems. Hence, simultaneously with investigation of new applications it is necessary to develop new methods of integrable systems. Moreover, integrability of generating functions is often closely related to other universal structures which include matrix models, Virasoro constraints, and quantum spectral curves. So it is necessary to better understand the role of these elements in the general scheme of integrability.

The main goal of this paper is to investigate a new, infinite-dimensional family of tau-functions of the Kadomtsev–Petviashvili (KP) hierarchy. This family can be described by a deformation of the generalized Kontsevich model (GKM) with polynomial potential, so we call it deformed generalized Kontsevich model. The deformed potential is an infinite formal series of certain type, parametrized by the auxiliary parameters. The choice of deformation is motivated by a connection between its simplest representative and the generating function of the cubic Hodge integrals satisfying the Calabi–Yau condition, which we prove in this paper.

The deformed GKM shares a lot of common properties with the polynomial GKM. However, the standard methods of GKM suitable for the polynomial or antipolynomial potential, are not always convenient for the cases, when the potential is a Taylor or Laurent series, convergent or formal. Hence, one has to develop new methods, suitable for the investigation of tau-functions of GKM with non-polynomials potential. While
the matrix integral description for the deformed model is more sophisticated than one for the pure GKM, we can apply the methods of the KP hierarchy, in particular those associated with the Kac–Schwarz operators, to investigate this deformed GKM.

1.1 Sato Grassmannian and Kac–Schwarz operators

It is well-known that the tau-functions of the KP hierarchy can be described by the elements of $\text{GL}(\infty)$ group or its central extension. However, this is not one-to-one correspondence at all—there are many group elements corresponding to a tau-function. According to Sato’s theorem, among all these group elements there exists a canonical one, the so-called Sato’s group element. This element is particularly convenient for the description of the Sato Grassmannian—the space of solutions of the KP hierarchy. Namely, for any point of the Sato Grassmannian, $W \in \text{Gr}_+^{(0)}$, the Sato group element is of the form

$$G_W \in 1 + D_-,$$

where $D_- = z^{-1} \mathbb{C}[[z^{-1}]][[\frac{\partial}{\partial z}]]$. Existence of the Sato group element allows us to introduce a canonical pair of the Kac–Schwarz (KS) operators. Let $D = \mathbb{C}((z^{-1}))[[\frac{\partial}{\partial z}]]$.

**Definition 1** For any $W \in \text{Gr}_+^{(0)}$, we define a *canonical pair* of the KS operators associated to $W$,

$$\rho(W) := (P_W, Q_W) \in D^2,$$

where

$$P_W := G_W \frac{\partial}{\partial z} G_W^{-1},$$

$$Q_W := G_W z G_W^{-1}.$$  

This pair of operators provides a complete description of the Sato Grassmannian. Consider the space

$$\text{Gr}_D := \left\{ (P, Q) \in D^2 \mid [P, Q] = 1, P - \frac{\partial}{\partial z} \in z^{-1} D_-, Q - z \in D_- \right\}.$$  

Then one of the main results of this paper is the following:

**Theorem 1** The map $\rho$ describes a bijection between $\text{Gr}_+^{(0)}$ and $\text{Gr}_D$

$$\text{Gr}_+^{(0)} \ni W \mapsto \rho(W) = (P_W, Q_W) \in \text{Gr}_D.$$  

Operator $P_W$, by construction, always annihilates the wave function

$$P_W \cdot \Psi = 0,$$
and it can be considered as the quantum spectral curve operator. Operator $Q_W$ is the raising operator, which generates the distinguished basis for a point of the Sato Grassmannian

$$\mathcal{W} = \text{span}_{\mathbb{C}} \left\{ \Psi, Q_W \Psi, Q_W^2 \Psi, \ldots \right\}.$$  \hfill (1.7)

### 1.2 Generalized Kontsevich model and its deformation

GKMs were intensively investigated in the early nineties, in particular because of their relation to topological strings and intersection theory on the moduli spaces \cite{1, 26, 30, 36, 40, 44, 47, 57, 61, 63}. This family generalizes the Kontsevich model \cite{45}, which describes the intersection theory on the moduli spaces of Riemann surfaces with punctures, and helps to prove Witten’s conjecture \cite{62}. Generalized Kontsevich model is defined by the asymptotic expansion of the $N \times N$ matrix integral

$$Z_U(\Lambda) := C^{-1} \int [d\Phi] \exp \left( -\frac{1}{\hbar} \text{Tr} \left( V(\Phi) - \Phi V'(\Lambda) \right) \right). \hfill (1.8)$$

The model is labeled by the second derivative of the potential $V$,

$$U(z) := \frac{1}{\hbar} V''(z). \hfill (1.9)$$

It is easy to show that for any formal series $U(z) \in \mathbb{C}((z^{-1}))$ with non-trivial positive part, the asymptotic expansion of the matrix integral (1.8) defines a tau-function of the KP hierarchy in the Miwa parametrization. For this tau-function we found explicitly the canonical pair of the KS operators (Lemma 3.3):

$$P_U = \frac{1}{\hbar} \left( V'(Q_U) - V'(z) \right),$$

$$Q_U = z + \frac{1}{U(z)} \frac{\partial}{\partial z} \frac{U'(z)}{2U(z)^2}. \hfill (1.10)$$

Operator $Q_U$ coincides with the well-known KS operator for the GKM, and, for the monomial potential was described by Kac and Schwarz \cite{37}. For polynomial $U$ operator $P_U$ is closely related to another well known KS operator,

$$X_U = V'(z), \hfill (1.11)$$

namely $P_U = h^{-1} \left( V'(Q_U) - X_U \right)$.

To extend the realm of GKM, for any polynomial potential

$$U_0 = \frac{1}{h} (z^n + b_{n-1}z^{n-1} + \cdots + b_1 z) \hfill (1.12)$$

we introduce its deformation with small parameters $w_1, \ldots, w_{n+1}$:
**Definition 2** The *deformed potential* is given by

\[
U = \frac{1}{\hbar} \frac{z^n + b_{n-1}z^{n-1} + \cdots + b_1z}{(1 - w_1z)(1 - w_2z)\cdots(1 - w_{n+1}z)}.
\]  

(1.13)

Deformation of the matrix integral associated to the potential (1.13) is rather non-trivial. In particular, for the deformed GKM the matrix integral (1.8) describes a tau-function only as \(N \to \infty\). However, using Sato Grassmannian description and canonical KS operators (1.3) one can investigate the deformed GKM and show that it always describes a tau-function of the KP hierarchy.

The deformed GKM can be related to a pure one. Let \(f(z)\) be a change of local parameter \(z\) such that

\[
V'_0(f(z)) = V'(z),
\]

(1.14)

with \(f(z) \in z + \mathbb{C}(z)[[w]]\) and \(f(z)|_{w=0} = z\). It can be represented as

\[
f(z) = e^{-\sum_{k \in \mathbb{Z}} a_k \frac{\hat{z}^{k+1}}{\hat{\eta}} \cdot z},
\]

(1.15)

for some \(a_k\). Let us also introduce the coefficients

\[
u_k = [z^k] \int_z^\infty (f(\eta) - \eta) U(\eta) d\eta.
\]

(1.16)

Consider the element of the Heisenberg–Virasoro subgroup of symmetry group of KP hierarchy

\[
\hat{G} = e^{\sum_{k \in \mathbb{Z}} u_k \hat{J}_k} e^{\sum_{k \in \mathbb{Z}} a_k \hat{L}_k}.
\]

(1.17)

One of the main results of this paper describes a relation between pure and deformed GKMs.

**Theorem 2**

\[
\tau_U = C_U \hat{G} \cdot \tau_{U_0},
\]

(1.18)

where \(C_U\) does not depend on \(t\).

Using KS description, we derive a family of the Heisenberg–Virasoro constraints for the deformed GKM (Proposition 4.9). Moreover, for the simplest deformation of the monomial potential, Proposition 4.16 provides an explicit form of the modified quantum spectral curve:

\[
e^{w_{n+1} \hat{\chi} + \sum_{k=1}^n \frac{w_k}{\hat{\chi}} \hat{\gamma}^k} \left(1 - w \hat{\gamma} - \frac{X w}{2}\right) \cdot \hat{\Psi} = \hat{\Psi}.
\]

(1.19)
1.3 Hodge integrals

The main motivation to consider the deformed GKM is its relation to the generating functions of Hodge integrals. Mumford’s profound result [50] allows us to describe Hodge integrals on the moduli spaces of Riemann surfaces in terms of the Kontsevich–Witten tau-function. This relation was extended to a more general context of the Gromov–Witten theory by Faber and Pandharipande [28], and can be naturally described by an element of the Givental group [31,32].

Let $\overline{M}_{g,n}$ be the Deligne–Mumford compactification of the moduli space of stable complex curves of genus $g$ with $n$ distinct marked points. We consider Hodge integrals

$$\left\{ \lambda_{j_1} \lambda_{j_2} \cdots \lambda_{j_k} \tau_{m_1} \tau_{m_2} \cdots \tau_{m_n} \right\}_g = \int_{\overline{M}_{g,n}} \lambda_{j_1} \lambda_{j_2} \cdots \lambda_{j_k} \psi_1^{m_1} \psi_2^{m_2} \cdots \psi_n^{m_n} \in \mathbb{Q},$$

(1.20)

where $\psi_i$ is the first Chern class of the line bundle corresponding to the cotangent space of the curve at the $i$-th marked point, and $\lambda_i$ is the $i$-th Chern class of the Hodge bundle $E$. These integrals are trivial, unless the corresponding complex dimensions coincide

$$\sum_{l=1}^k j_l + \sum_{i=1}^n m_i = \dim \overline{M}_{g,n},$$

(1.21)

where $\dim \overline{M}_{g,n} = 3g - 3 + n$. The moduli space $\overline{M}_{g,n}$ is defined to be empty unless the stability condition

$$2g - 2 + n > 0$$

(1.22)

is satisfied. Let

$$\Lambda_g(q) = \sum_{i=0}^g q^i \lambda_i$$

(1.23)

be the Chern polynomial of $E$. By linearity we extend the correlation notation (1.20) to $\Lambda_g$’s.

The simplest case—linear Hodge integrals—is of particular interest. Kazarian proved [38], that the generating function of all linear Hodge integrals, after a simple linear transformation of variables, yields a tau-function of the KP integrable hierarchy aka Hodge tau-function. Since the $\text{GL}(\infty)$ group acts freely on the space of solutions of the KP hierarchy, it follows that the Hodge tau-function is related to the Kontsevich–Witten tau-function by an element of $\text{GL}(\infty)$. In [4] the author conjectured that the corresponding group element belongs the Heisenberg–Virasoro subgroup of $\text{GL}(\infty)$. This conjecture was proved in [7] and the group element (actually, an infinite dimensional family of equivalent group elements) was constructed explicitly up to a normalization. Moreover, matrix integral representations and the Heisenberg–Virasoro constraints for the Hodge tau-function were derived there.
In [46] Liu and Wang prove the relation between two tau-functions by a different method. Namely, they find a direct relation between the corresponding elements of the Givental and GL($\infty$) groups. This approach allow the authors to prove that the normalization of the GL($\infty$) element is 1, as conjectured in [7].

In the companion paper [13] we consider a general relation between the Givental group of rank one and the Heisenberg–Virasoro subgroup of GL($\infty$). We prove that a simple relation between the elements of two groups exists only for a two-dimensional family of the Givental operators. Moreover, this family of operators describes the generating functions of the triple Hodge integrals with the Calabi–Yau condition. In this paper we prove that this family of generating functions can be described by the deformed GKM.

Let us consider the case of cubic Hodge integrals

\[
\langle \Lambda_g(u_1) \Lambda_g(u_2) \Lambda_g(u_3) \tau_{m_1} \tau_{m_2} \cdots \tau_{m_n} \rangle_g = \int_{\mathcal{M}_{g,n}} \Lambda_g(u_1) \Lambda_g(u_2) \Lambda_g(u_3) \psi_1^{m_1} \psi_2^{m_2} \cdots \psi_n^{m_n} \tag{1.24}
\]

with an additional Calabi–Yau condition

\[
\frac{1}{u_1} + \frac{1}{u_2} + \frac{1}{u_3} = 0. \tag{1.25}
\]

It is convenient to use the parametrization

\[
u_1 = -p, \quad u_2 = -q, \quad u_3 = \frac{pq}{p + q}. \tag{1.26}
\]

Consider the generating function

\[
Z_{q,p}(T) = e^{\sum_{g=0}^{\infty} \sum_{n=0}^{\infty} \hbar^{2g-2+n} \mathcal{F}_{g,n}}, \tag{1.27}
\]

where

\[
\mathcal{F}_{g,n} = \sum_{a_1, \ldots, a_n} \prod_{a_i} \frac{T_{a_i}}{n!} \left( \Lambda_g(-q) \Lambda_g(-p) \Lambda_g \left( \frac{pq}{p + q} \right) \tau_{a_1} \tau_{a_2} \cdots \tau_{a_n} \right) \tag{1.28}
\]

Let the change of variables be described by the recursion

\[
T_{0}^{q,p}(t) = t_1,
\]

\[
T_{k}^{q,p}(t) = \left( q \sum_{k=1}^{\infty} k t_k \frac{\partial}{\partial t_k} + \frac{2q + p}{\sqrt{p + q}} \sum_{k=1}^{\infty} k t_k \frac{\partial}{\partial t_{k-1}} + \sum_{k=1}^{\infty} k t_k \frac{\partial}{\partial t_{k-2}} \right) T_{k-1}^{q,p}(t). \tag{1.29}
\]
In the companion paper [13] using the identification of Givental and $\text{GL}(\infty)$ group elements we prove that

$$
\tau_{q,p}(t) = Z_{q,p}(T^{q,p}(t))
$$

(1.30)
is a tau-function of the KP hierarchy.

Let us denote

$$
x(z) = \frac{p + q}{pq} \log \left( 1 + \frac{qz}{\sqrt{p + q}} \right) - \frac{1}{p} \log(1 + \sqrt{p + qz}),
$$

$$
y(z) = \frac{\sqrt{p + q}}{p} \left( \log(1 + \sqrt{p + qz}) - \log \left( 1 + \frac{qz}{\sqrt{p + q}} \right) \right)
$$

(1.31)
and consider the coefficients

$$
\tilde{v}_k = \left[ z^k \right] \int_0^z (\eta - y(\eta)) dx(\eta).
$$

(1.32)

In this paper we prove a relation between tau-function $\tau_{q,p}(t)$ and the deformed GKM with potential

$$
U = \frac{1}{\hbar} \frac{z}{(1 + \sqrt{p + qz})(1 + qz/\sqrt{p + q})}.
$$

(1.33)

These two tau-functions are related by a translation of variables.

**Theorem 3** Deformed GKM with potential (1.33) is related to the generating function of the cubic Hodge integrals with the Calabi–Yau condition by a shift of variables

$$
\tau_{q,p}(t) = \tilde{C} e^{\sum \tilde{v}_k \frac{\eta^k}{k!} \partial t_k} \tau_U(t).
$$

(1.34)

Here $\tilde{C}$ does not depend on $t$.

GKM is believed to provide a universal description of the intersection theory on the moduli spaces and 2d gravity. This paper provides another confirmation of the old idea of universality of GKM.

1.4 Organization of the paper

The present paper is organized as follows. In Sect. 2 we describe the space of the tau-functions of the KP hierarchy in terms of Sato Grassmannian. Using Sato’s theorem we introduce a canonical pair of the Kac–Schwarz operators and prove that the space of such pairs provides an alternative description of the Sato Grassmannian. Sect. 3 is devoted to the description of generalized Kontsevich model in the context of Sato Grassmannian. In Sect. 4 we introduce and investigate a new class of the deformed generalized Kontsevich models. In Sect. 5 we describe a relation of this deformation with the Hodge integrals.
Notation

By \( \cdot \) we denote the action of the operator on the function to distinguish it from the product of operators. We denote the sets of parameters or variables, finite or infinite, by bold letters, for example \( \mathbf{t} = \{ t_1, t_2, t_3, \ldots \} \). We will slightly abuse the notation and call \( \text{GL}(\infty) \) both versions of the group with and without central extension.

2 KP hierarchy, Kac–Schwarz algebra and quantum spectral curve

In this section we give a short reminder of some basic properties of the KP hierarchy, which we will apply below. We also describe some less known or new elements of the general construction, including Sato’s group element, a canonical pair of the Kac–Schwarz operators and a distinguished basis.

2.1 KP hierarchy and Sato Grassmannian

Let us briefly summarize by now standard Sato Grassmannian and Lax–Orlov–Schulman descriptions of the KP hierarchy; for more detail see, e.g., [19,48,55,56,60] and references therein.

The KP hierarchy was introduced by Sato [55]. It can be represented in terms of tau-function \( \tau(\mathbf{t}) \) by the Hirota bilinear identity

\[
\oint_{\infty} e^{\xi(t-t',z)} \tau(t - [z^{-1}]) \tau(t' + [z^{-1}]) dz = 0,
\]

which encodes all nonlinear equations of the KP hierarchy. Here we use the standard short-hand notations

\[
\mathbf{t} \pm [z^{-1}] := \{ t_1 \pm z^{-1}, t_2 \pm \frac{1}{2} z^{-2}, t_3 \pm \frac{1}{3} z^{-3}, \ldots \}
\]

and

\[
\xi(t, z) = \sum_{k>0} t_k z^k.
\]

Let us consider the description of the space of solutions for the KP hierarchy, introduced by Sato in [55] and further developed by Segal and Wilson in [60]. We work within the formal series setup, \( \tau(\mathbf{t}) \in \mathbb{C}[[t_1, t_2, t_3, \ldots]] \). Hence, we focus on Sato’s version of the construction. Let us consider the space \( H = H_+ \oplus H_- \), where the subspaces

\[
H_- = z^{-1} \mathbb{C}[[z^{-1}]]
\]
and

\[ H_+ = \mathbb{C}[z] \]  

(2.5)

are generated by negative and nonnegative powers of \( z \) respectively. Then the Sato Grassmannian \( \text{Gr} \) consists of all closed linear spaces \( \mathcal{W} \in H \), which are compatible with \( H_+ \). Namely, an orthogonal projection \( \pi_+ : \mathcal{W} \to H_+ \) should be a Fredholm operator, i.e. both the kernel \( \ker \pi_+ \in \mathcal{W} \) and the cokernel \( \coker \pi_+ \in H_+ \) should be finite-dimensional vector spaces. The Grassmannian \( \text{Gr} \) consists of components \( \text{Gr}^{(k)} \), parametrized by an index of the operator \( \pi_+ \). We need only the component \( \text{Gr}^{(0)} \); other components have an equivalent description. Moreover, we will consider only the big cell \( \text{Gr}^{(0)}_+ \) of \( \text{Gr}^{(0)} \), which is defined by the constraint \( \ker \pi_+ = \coker \pi_+ = 0 \). We call \( \text{Gr}^{(0)}_+ \) the Sato Grassmannian for simplicity. Most of the analyses in this section can be easily extended to a general case. There exists a bijection between the points of the Sato Grassmannian \( \mathcal{W} \in \text{Gr}^{(0)}_+ \) and the tau-functions with \( \tau(0) = 1 \). Below we put \( \tau(0) = 1 \) for simplicity.

A point of the Sato Grassmannian \( \mathcal{W} \in \text{Gr}^{(0)}_+ \) can be described by an admissible basis \( \{ \Phi^\mathcal{W}_1, \Phi^\mathcal{W}_2, \Phi^\mathcal{W}_3, \ldots \} \),

\[ \mathcal{W} = \text{span} \mathbb{C} \left\{ \Phi^\mathcal{W}_1, \Phi^\mathcal{W}_2, \Phi^\mathcal{W}_3, \ldots \right\} . \]  

(2.6)

The crucial property of the admissible bases is that if \( \{ \Phi^\mathcal{W}_j \} \) and \( \{ \Phi'^\mathcal{W}_j \} \) are two admissible bases of \( \mathcal{W} \), then the matrix which relates them is of the kind that has a determinant, or, equivalently, this matrix differs from the identity by an operator of trace class [60]:

\textbf{Definition 3} \( \{ \Phi^\mathcal{W}_j \} \) is an admissible basis for \( \mathcal{W} \in \text{Gr}^{(0)}_+ \), if

1. the linear map \( H_+ \to H \) which takes \( z^{j-1} \) to \( \Phi^\mathcal{W}_j \) is injective and has image \( \mathcal{W} \), and
2. the matrix, relating \( \pi_+(\Phi^\mathcal{W}_j) \) to \( z^{j-1} \) differs from the identity by an operator of trace class.

\textbf{Remark 2.1} We use conventions, inverse to standard (see i.e. [19]) and call the point of the Sato Grassmannian, what is usually called the dual (or adjoint) point of the Sato Grassmannian and vice versa. So, all objects we consider, including Baker–Akhiezer function, Lax operator and Kac–Schwarz operators are usually called the dual ones. We apologize for any possible inconvenience.

We call the element of \( H \) monic if its leading coefficient is equal to 1. Any point of the Sato Grassmannian has an admissible basis of the monic elements of the form

\[ \Phi^\mathcal{W}_j = z^{j-1} \left( 1 + O(z^{-1}) \right) ; \]  

(2.7)
of course, such basis is not unique. Let $\Lambda = \text{diag} (\lambda_1, \ldots, \lambda_N)$ be a diagonal matrix. For any function $f$, dependent on the infinite set of variables $t = (t_1, t_2, t_3, \ldots)$, let

$$f \left( \left[ \Lambda^{-1} \right] \right) := f(t) \bigg|_{t_k = \frac{1}{k} \text{Tr} \Lambda^{-k}}$$

be the Miwa parametrization. For any basis (2.7) the tau-function of the KP hierarchy in the Miwa parametrization is equal to the ratio of the determinants

$$\tau_{\mathcal{W}}([\Lambda^{-1}]) = \frac{\det_{i,j=1}^{N} \Phi_{ij}^{\mathcal{W}}(\lambda_j)}{\Delta(\lambda)},$$

where

$$\Delta(\lambda) := \prod_{i < j} (\lambda_j - \lambda_i)$$

is the Vandermonde determinant. Moreover, if for some function $\tau_{\mathcal{W}}$ Eq. (2.9) holds for all $N \in \mathbb{Z}_{\geq 0}$, then $\tau_{\mathcal{W}}$ is a tau-function of the KP hierarchy.

The Hirota bilinear identity (2.1) can be reformulated as the orthogonality condition of the Baker–Akhiezer (BA) function

$$\Psi(z, t) := e^{-\xi(t, z)} \frac{\tau_{\mathcal{W}}(t + [z^{-1}])}{\tau_{\mathcal{W}}(t)}$$

and its dual

$$\Psi^\perp(z, t) := e^{\xi(t, z)} \frac{\tau_{\mathcal{W}}(t - [z^{-1}])}{\tau_{\mathcal{W}}(t)},$$

namely

$$\oint_{\infty} \Psi(z, t) \Psi^\perp(z, t') \, dz = 0.$$

Functions $\Psi$ and $\Psi^\perp$ give equivalent description of the solution of the KP hierarchy.

To distinguish the special role played by $t_1$, in this section we identify it with $x$, $x \equiv t_1$ when necessary, and use one or another notation interchangeably. The KP hierarchy and Sato Grassmannian can be naturally described by the pseudodifferential operators

$$a_0 \partial^n + a_1 \partial^{n-1} + \cdots + a_{n+1} \partial^{-1} + a_{n+2} \partial^{-2} + \cdots,$$

where $\partial := \frac{\partial}{\partial x}$. Such operator is called monic if the leading coefficient $a_0 = 1$. For an algebra of pseudodifferential operators there is a natural anti-homomorphism, given by the formal adjoint
\[(x^k \partial^m)^* := (-\partial)^m x^k \]  

(2.15)

and linearity, such that

\[ \int_\infty f(x) o \cdot g(x) dx = \int_\infty g(x) o^* \cdot f(x) dx \]  

(2.16)

for any functions \( f \) and \( g \) and arbitrary operator \( o \).

Consider the Lax operator

\[ L_+(t) = \partial + u_2(t) \partial^{-1} + u_3(t) \partial^{-2} + \ldots \]  

(2.17)

and its dual \( L_-(t) \). This is a first order pseudodifferential operator such that

\[ L_+(t) \cdot \Psi(z, t) = z \Psi(z, t), \]

\[ L_-(t) \cdot \Psi^\perp(z, t) = z \Psi^\perp(z, t). \]  

(2.18)

The Lax operator can be expressed in terms of the dressing operator \( S(t) \),

\[ L_+(t) = -S^*(t)^{-1} \partial S^*(t), \]

\[ L_-(t) = S(t) \partial S(t)^{-1}. \]  

(2.19)

where \( S(t) \) is a monic pseudodifferential operator of order 0. The BA function and its dual can also be expressed in terms of the dressing operator

\[ \Psi(z, t) = S^*(t)^{-1} \cdot e^{-\xi(t, z)}, \]

\[ \Psi^\perp(z, t) = S(t) \cdot e^{\xi(t, z)}. \]  

(2.20)

Using the operator \( S(t) \) one can also introduce the Orlov–Schulman operator and its dual [33,53]:

\[ M_+(t) = -S^*(t)^{-1} \left( x + \sum_{k=2}^{\infty} k t_k (-\partial)^{k-1} \right) S^*(t), \]

\[ M_-(t) = S(t) \left( x + \sum_{k=2}^{\infty} k t_k \partial^{k-1} \right) S(t)^{-1}, \]  

(2.21)

such that

\[ M_+(t) \cdot \Psi(z, t) = \frac{\partial}{\partial z} \Psi(z, t), \]

\[ M_-(t) \cdot \Psi^\perp(z, t) = \frac{\partial}{\partial z} \Psi^\perp(z, t). \]  

(2.22)

The Lax and Orlov–Schulman operators satisfy the commutation relation \([L_\pm(t), M_\pm(t)] = 1\).
Remark 2.2 Let us consider the tau-function dependent of the times with the opposite sign, \( \tau_W(-t) \). Then, for such tau-function, the BA function is closely related to the dual BA function of the original tau-function, and vice versa.

### 2.2 Sato’s theorem and Sato’s group elements

A BA function \( \Psi(z, t) \) defines a point of the Sato Grassmannian. This point can be described in terms of its specialization, which we also call the Baker–Akhiezer function

\[
\Psi(z, x) := \Psi(z, t)|_{t_k = \delta_{k,1}x}, \quad (2.23)
\]

namely

\[
\text{Gr}^{(0)}_+ \ni \mathcal{W} = \text{span}_\mathbb{C} \left\{ \Psi(z, 0), -\frac{\partial}{\partial x}\Psi(z, x) \bigg|_{x = 0}, \ldots \right\}. \quad (2.24)
\]

We also introduce its dual

\[
\Psi^\perp(z, x) := \Psi^\perp(z, t)|_{t_k = \delta_{k,1}x}, \quad (2.25)
\]

with

\[
\text{Gr}^{(0)}_+ \ni \mathcal{W}^\perp = \text{span}_\mathbb{C} \left\{ \Psi^\perp(z, 0), \frac{\partial}{\partial x}\Psi^\perp(z, x) \bigg|_{x = 0}, \ldots \right\}. \quad (2.26)
\]

The wave function

\[
\Psi(z) := \Psi(z, 0) \quad (2.27)
\]

plays a special role. It is a unique element of \( \mathcal{W} \cap 1 + z^{-1} \mathbb{C}[[z^{-1}]] \). The wave function equals to the principal specialization of the tau-function \( \Psi(z) = \tau_W([z^{-1}]) \).

Let \( L := L_+(t)|_{t_k = \delta_{k,1}x} \) be a reduction of the Lax operator. This operator can be obtained by a conjugation of \(-\partial\) with the dressing operator

\[
\Gamma = 1 + \sum_{k=1}^{\infty} s_k(x)(-\partial)^{-k}, \quad (2.28)
\]

where \( \Gamma := S^\ast(t)^{-1}|_{t_k = \delta_{k,1}x} \) and \( s_k(x) \in \mathbb{C}[[x]] \). Namely

\[
L = -\Gamma \partial \Gamma^{-1}. \quad (2.29)
\]

The BA function (2.23) obeys

\[
\Psi(z, x) = \Gamma \cdot e^{-xz} = e^{-xz} \left( 1 + \sum_{k=1}^{\infty} s_k(x)z^{-k} \right). \quad (2.30)
\]
The reduced version of the Orlov–Schulman operator \( M := M_+(t)|_{t_k=\delta_k,1} \) can be obtained by a conjugation of \( x \):

\[
M = -\Gamma x \Gamma^{-1}.
\]  

(2.31)

Let us outline a description of the KP hierarchy, obtained by a Fourier transform of this Lax–Orlov–Schulman construction. Consider the ring of differential operators with coefficients formal Laurent series in the variable \( z^{-1} \)

\[
\mathcal{D} := \mathbb{C}((z^{-1})) \left[ \left[ \frac{\partial}{\partial z} \right] \right]
\]  

(2.32)

and its subrings \( \mathcal{D}_\pm := H_\pm[[\frac{\partial}{\partial z}]] \). A natural direct sum decomposition holds

\[
\mathcal{D} = \mathcal{D}_+ \oplus \mathcal{D}_-.
\]  

(2.33)

**Remark 2.3** Below we will allow the coefficients of operators in \( \mathcal{D} \) to depend also on parameters including \( \hbar, w \) etc. We will not specify this unless necessary.

Ring \( \mathcal{D} \) possess a filtration

\[
\cdots \supset \mathcal{D}^{(n+1)} \supset \mathcal{D}^{(n)} \supset \mathcal{D}^{(n-1)} \supset \cdots,
\]  

(2.34)

where

\[
\mathcal{D}^{(n)} = \left\{ \sum a_{km} z^k \frac{\partial^m}{\partial z^m} \mid a_{km} = 0 \text{ for all } k - m > n \right\}.
\]  

(2.35)

We use the typewriter font for elements of \( \mathcal{D} \). We say \( \mathcal{A} \in \mathcal{D} \) has degree \( n \) if \( \mathcal{A} \in \mathcal{D}^{(n)}\setminus\mathcal{D}^{(n-1)} \). In particular,

\[
\deg z^{-1} = \deg \frac{\partial}{\partial z} = -1,
\]  

(2.36)

so that the degrees of all operators in \( \mathcal{D} \) are restricted from above.

Let

\[
\mathcal{G} := \left\{ \mathcal{G} \in \mathcal{D} \mid \mathcal{G} - 1 \in \mathcal{D}_- \right\}.
\]  

(2.37)

be the group of monic operators of order 0,

\[
\mathcal{G} = 1 + \sum_{k=0}^{\infty} a_k (z^{-1})^k \frac{\partial^k}{\partial z^k}.
\]  

(2.38)
There is a bijection between $G$ and the space of monic pseudodifferential operators (2.28) of order 0, $\Gamma \leftrightarrow G$ such that the coefficients of $\Gamma$ and $G$ are related by $1 + \sum_{k=1}^{\infty} s_k(x) z^{-k} = 1 + \sum_{k=0}^{\infty} a_k(z^{-1})(-x)^k$. Under this bijection

$$G \cdot e^{-xz} = \Gamma \cdot e^{-xz}.$$  \hfill (2.39)

This bijection allows us to provide the following version of the important Sato’s theorem [51,56], which describes the Sato Grassmannian:

**Theorem (Sato)** There is a bijection between the Sato Grassmanninan $\text{Gr}^{(0)}_+$ and the group $G$,

$$G \rightarrow \text{Gr}^{(0)}_+$$
$$G \ni G_W \mapsto \mathcal{W} = G_W \cdot H_+ \in \text{Gr}^{(0)}_+.$$ \hfill (2.40)

Let $G_W \in G$ be the group element, corresponding to $\mathcal{W} \in \text{Gr}^{(0)}_+$. We call it the **Sato’s group element**. This element completely describes the point of the Sato Grassmannian. In particular, the BA function and dual BA function obey

$$\Psi(z, x) = G_W \cdot e^{-xz},$$
$$\Psi^\perp(z, x) = (G_W^*)^{-1} \cdot e^{xz},$$ \hfill (2.41)

where the adjoint operator in $z$-variable is defined in the same way as the adjoint operator in $x$, see (2.15). These formulas immediately allow us to show that the Hirota bilinear identity (2.13) holds at $t_k = t_k' = 0$ for $k \geq 2$

$$\oint_{\infty} \Psi(z, x) \Psi^\perp(z, x') \, dz = \oint_{\infty} (G_W \cdot e^{-xz}) ((G_W^*)^{-1} \cdot e^{x'z}) \, dz$$
$$= \oint_{\infty} (G_W^* G_W \cdot e^{-xz}) e^{x'z} \, dz$$
$$= \oint_{\infty} e^{(x'-x)z} \, dz$$
$$= 0,$$ \hfill (2.42)

where we have used (2.16) and the identity $(G^* G)^{-1} = (G^{-1})^*$. 

**Remark 2.4** In this paper we do not discuss free fermion description of the KP hierarchy in detail. However, let us comment on the relation of this description and Sato’s group element. For any $G_W =: e^{g_{WW}} \in G$ we consider a fermionic operator

$$W_{WW} := \text{res} \left( z^{-1} \psi(z) z g_{WW} z^{-1} \psi^*(z) \right).$$ \hfill (2.43)

Then the tau-function, corresponding to $G_W$, is $\tau_W(t) = \langle 0 | e^{f(t)} e^{W_{WW}} | 0 \rangle$. Here we use notations of [7]. The matrix, describing this bilinear fermionic operator $W_{WW}$, is strictly upper diagonal.
2.3 Canonical Kac–Schwarz operators and quantum spectral curve

It is well known that the tau-functions of the KP hierarchy that appear in mathematical physics and enumerative geometry often have a nice description in terms of the so-called Kac–Schwarz operators \[ 37 \]. Unfortunately, the general theory of the Kac–Schwarz algebras is not fully developed yet. However, some elements of this theory and many interesting examples are considered in \[ 1–3,7,9,11,12,14,16,30,37,40,42–44,47,57 \].

In this section we construct a new description of the Sato Grassmannian in terms of a pair of canonical Kac–Schwarz (KS) operators. We argue that one of these operators can be considered as a quantum spectral curve operator.

**Definition 4** For any point of the Sato Grassmannian \( W \) the Kac–Schwarz algebra

\[
A_W := \{ A \in \mathcal{D} | A \cdot W \subset W \}\tag{2.44}
\]

is the algebra of the differential operators which stabilize this point.

**Remark 2.5** Sometimes it may be convenient to consider more general classes of KS operators. For example, the operators from \( \mathbb{C}((z^{-1}))[[z \frac{d}{dz}]] \) appear naturally in description of Hurwitz tau-functions \[ 7,14 \].

Below we use the lemma of Sato and Noumi:

**Lemma 2.1** \[ 51,56 \] An operator \( A \in \mathcal{D} \) belongs to \( \mathcal{D}_+ \) if and only if it stabilizes \( H_+ \), or

\[
A_{H_+} = \mathcal{D}_+ .\tag{2.45}
\]

The idea of the proof is the following. It is easy to see that \( \mathcal{D}_+ \) stabilizes \( H_+ \). Then, if some operator in \( \mathcal{D} \) stabilizes \( H_+ \), than its projection to \( \mathcal{D}_+ \) also does, thus, its projection to \( \mathcal{D}_- \) also should stabilizes \( H_+ \). But this is possible only if this projection is trivial. It follows from the consideration of the action of the top degree term of this projection on \( H_+ \).

**Corollary 2.2** For any \( W \in \text{Gr}^{(0)}_+ \) there are no non-trivial KS operators in \( \mathcal{D}_- \), \( A_W \cap \mathcal{D}_- = 0 \).

**Proof** Assume \( A \in \mathcal{D}_- \) is a KS operator for some \( W \in \text{Gr}^{(0)}_+ \). Then \( G_W^{-1} A G_W \) is a KS operator for \( H_+ \in \text{Gr}^{(0)}_+ \). But \( G_W^{-1} A G_W \in \mathcal{D}_- \), so it vanishes. Hence \( A = 0 \). \( \square \)

From Definition 1 of operators \( P_W \) and \( Q_W \) it immediately follows that for any \( W \in \text{Gr}^{(0)}_+ \) these operators belong to \( A_W \). These operators will play an important role in our consideration. By construction,

\[
(P_W, Q_W) \in \text{Gr}_D .\tag{2.46}
\]

where \( \text{Gr}_D \) is given by (1.4).
Any two points \( W \) and \( W' \) of the Sato Grassmannian are related by some operator \( G_{WW'} \in \mathcal{G} \),

\[
W' = G_{WW'} \cdot W. \quad (2.47)
\]

Such an operator is unique, \( G_{WW'} = G_{W'} G_{WW'}^{-1} \), or

\[
G_{W'} = G_{WW'} G_{WW'}^{-1}. \quad (2.48)
\]

The canonical pair of the KS operators for these two points are related to each other by the conjugation

\[
\rho(W') = G_{WW'} \rho(W) G_{WW'}^{-1}. \quad (2.49)
\]

Operators \((P_W, Q_W)\) can be considered as the counterparts of the Lax \((2.29)\) and Orlov–Schulman \((2.31)\) operators on the Sato Grassmannian side

\[
P_W \cdot \Psi(z, x) = -x \Psi(z, x),
\]

\[
Q_W \cdot \Psi(z, x) = -\frac{\partial}{\partial x} \Psi(z, x). \quad (2.50)
\]

At \( x = 0 \) the first equation reduces to

\[
P_W \cdot \Psi = 0. \quad (2.51)
\]

We call it the *quantum spectral curve* equation associated with \( W \). We also call \( P_W \) the *quantum spectral curve operator*.

**Lemma 2.3** *For any* \( P \in \partial / \partial z + z^{-1} D_- \) *equation*

\[
P \cdot \Psi = 0 \quad (2.52)
\]

*has a unique monic solution in* \( H \). *This solution is of the form* \( \Psi = 1 + O(z^{-1}) \). *Hence, the quantum spectral curve Eq. (2.51) uniquely specifies the wave function.*

**Proof** For any operator \( P \in \partial / \partial z + z^{-1} D_- \) the Eq. (2.52) has a non-trivial solution of the form \( \sum_{k=-\infty}^{k_0} a_k z^k \) for some finite \( k_0 \) if and only if \( a_0 \neq 0 \) and \( a_k = 0 \) for positive \( k \). Then all coefficients \( a_k \) for negative \( k \) can be obtained recursively in \( k \). \( \square \)

**Conjecture 2.1** *We expect, that this definition of the quantum spectral curve is consistent with other concepts in the literature, see for example [21,22,34,58]. In particular, when the tau-function has a nice genus or topological expansion, we expect that a semi-classical limit of the quantum spectral curve Eq. (2.51) after its conjugation with the unstable contributions (for example, see Sect. 3.5) should lead to the classical spectral curve. Let us stress that in our approach the classical spectral curve appears as a dequantization of the quantum spectral curve, so the latter is more fundamental.*
KS algebra should be useful for the investigation of the classical spectral curve, WKB expansion of the basis vectors and correlation functions and, as a result, construction of topological recursion in a way similar to [14,15]. We expect, that the quantum and classical spectral curves introduced in this paper should describe the topological recursion.

From Corollary 2.2 we have

**Lemma 2.4** For any \( \mathcal{W} \in \text{Gr}^{(0)}_+ \) the canonical KS operators \((\mathcal{P}_\mathcal{W}, \mathcal{Q}_\mathcal{W})\) provide a unique pair of the KS operators belonging to \( \text{Gr}_\mathcal{D} \).

\[
\text{Gr}_\mathcal{D} \cap \mathcal{A}^2_\mathcal{W} = (\mathcal{P}_\mathcal{W}, \mathcal{Q}_\mathcal{W}). \tag{2.53}
\]

**Proof** Assume that for some \( \mathcal{W} \in \text{Gr}^{(0)}_+ \) there is another pair \((\tilde{\mathcal{P}}_\mathcal{W}, \tilde{\mathcal{Q}}_\mathcal{W})\) \( \in \text{Gr}_\mathcal{D} \) which stabilizes \( \mathcal{W} \), and \((\tilde{\mathcal{P}}_\mathcal{W}, \tilde{\mathcal{Q}}_\mathcal{W}) \neq (\mathcal{P}_\mathcal{W}, \mathcal{Q}_\mathcal{W})\). Then operator \( \tilde{\mathcal{P}}_\mathcal{W} - \mathcal{P}_\mathcal{W} \in \mathcal{D}_- \) is a KS operator, so by Corollary 2.2 it vanishes. The same argument shows that \( \tilde{\mathcal{Q}}_\mathcal{W} = \mathcal{Q}_\mathcal{W} \), which contradicts the assumption. This completes the proof. \( \square \)

**Proof of Theorem 1** Definition 1 describes \( \rho(\mathcal{W}) = (\mathcal{P}_\mathcal{W}, \mathcal{Q}_\mathcal{W}) \in \text{Gr}_\mathcal{D} \) for any \( \mathcal{W} \in \text{Gr}^{(0)}_+ \). Let us describe \( \rho^{-1} : \text{Gr}_\mathcal{D} \rightarrow \text{Gr}^{(0)}_+ \). Namely, for some \( (\mathcal{P}, \mathcal{Q}) \in \text{Gr}_\mathcal{D} \) consider Eq. (2.52). From Lemma 2.3 this equation has a unique monic solution \( \Psi_1 \) in \( H \). Then \( \text{Gr}^{(0)}_+ \ni \rho^{-1}(\mathcal{P}, \mathcal{Q}) := \text{span}_C \{ \Psi, \mathcal{Q} \cdot \Psi, \mathcal{Q}^2 \cdot \Psi, \ldots \} \). \( \tag{2.54} \)

By construction \( \mathcal{P} \) and \( \mathcal{Q} \) are the KS operators for \( \rho^{-1}(\mathcal{P}, \mathcal{Q}) \). From Lemma 2.4 such pair is unique, thus \( \rho \rho^{-1} = \text{id} \) on \( \text{Gr}_\mathcal{D} \).

Similarly, if \( \rho(\mathcal{W}) = (\mathcal{P}_\mathcal{W}, \mathcal{Q}_\mathcal{W}) \), then the equation for the wave function \( \mathcal{P}_\mathcal{W} \cdot \Psi = 0 \) defines a wave function. Then \( \mathcal{W} = \text{span}_C \{ \Psi, \mathcal{Q}_\mathcal{W} \cdot \Psi, \mathcal{Q}_\mathcal{W}^2 \cdot \Psi, \ldots \} \), hence \( \rho^{-1} \rho = \text{id} \) on \( \text{Gr}^{(0)}_+ \). This completes the proof. \( \square \)

From Lemma 2.1 it follows that

**Proposition 2.5** For any \( \mathcal{W} \in \text{Gr}^{(0)}_+ \) the canonical pair of the KS operators generate the KS algebra

\[
\mathcal{A}_\mathcal{W} = C[Q_\mathcal{W}][[P_\mathcal{W}]]. \tag{2.55}
\]

**Proof** Let \( \mathcal{A} \in \mathcal{A}_\mathcal{W} \). Then \( \mathcal{G}_\mathcal{W}^{-1} \mathcal{A} \mathcal{G}_\mathcal{W} \in \mathcal{D}_+ \), hence \( \mathcal{A} \in \text{Gr}_\mathcal{D} \mathcal{D}_+ \mathcal{G}_\mathcal{W}^{-1} = C[Q_\mathcal{W}][[P_\mathcal{W}]] \). \( \square \)

A question arises: When does the KS algebra \( \mathcal{A}_\mathcal{W} \) contain the differential operators of finite order? In such cases corresponding operators, acting on the tau-functions (see Sect. 2.6), are finite order differential operators in \( t_k \). In some cases the operator \( \mathcal{P}_\mathcal{W} \) or \( \mathcal{Q}_\mathcal{W} \) (or both) is a differential operator of finite order. A rich class of such tau-functions associated to the generalized Kontsevich model will be discussed in Sects. 3 and 4. Unfortunately, we do not know a general answer yet.

**Remark 2.6** It is also interesting to consider a more restrictive subclass of the KS operators, namely \( C[z, z^{-1}, \partial_z] \cap \mathcal{A}_\mathcal{W} \). This subalgebra is directly related to the polynomial solutions for the Douglas string equation [24].
For the dual point of the Sato Grassmannian, $W^\perp$, the canonical KS operators are

\[
P_{W^\perp} = (G_{W^\perp}^{-1})^* \frac{\partial}{\partial z} G_{W^\perp} = -P_{W^\perp}^*,
\]

\[
Q_{W^\perp} = (G_{W^\perp}^{-1})^* z G_{W^\perp} = Q_{W^\perp}^*,
\]

hence [2]

\[
\mathcal{A}_{W^\perp} = \mathcal{A}_{W}^*.
\]

### 2.4 Distinguished basis

Let us introduce a convenient basis, which describes a point of the Sato Grassmannian and its dual

**Definition 5** For $W \in \text{Gr}^{(0)}_+$ let

\[
\Phi_k^W := G_W \cdot z^{k-1}
\]

be the distinguished basis. The dual distinguished basis is given by

\[
\hat{\Phi}_k^{W^\perp} := (G_{W^\perp})^{-1} \cdot z^{k-1}.
\]

From Sato’s Theorem it follows that (2.58) for $k > 0$ constitute an admissible basis in $W$. Actually, (2.58) and (2.59) are well-defined for $k \in \mathbb{Z}$, so each set describes the adapted basis of $H$. They are orthonormal

\[
\frac{1}{2\pi i} \oint_\infty \Phi_k^W \Phi_m^{W^\perp} \, dz = \frac{1}{2\pi i} \oint_\infty z^{k+m-2} \, dz = \delta_{k+m,1}.
\]

Using operator $G_{W^\perp}$ one can also describe the canonical basis. Namely,

\[
\Phi_k^W = G_W \cdot \pi_+(G_{W^\perp}^{-1} \cdot z^{k-1})
\]

is an admissible basis in $W$ of the form (2.7) by construction. Moreover, this basis satisfies

\[
\Phi_k^W = z^k + O(z^{-1}).
\]

The dual canonical basis is given by

\[
\Phi_k^{W^\perp} = (G_{W^\perp}^*)^{-1} \cdot \pi_+(G_{W^\perp} \cdot z^{k-1}).
\]

Operator $Q_{W^\perp}$ is invertible with inverse $Q_{W^\perp}^{-1} = z^{-1} + \cdots \in \mathcal{D}_-$. $Q_{W^\perp}^{-1}$ is not a KS operator, but it yields an alternative expression for the distinguished adapted basis, for $k \in \mathbb{Z}$
\[
\Phi^W_k(z) = \omega^{k-1}_W \cdot \Psi.
\] (2.64)

For the distinguished basis we have
\[
P^W \cdot \Phi^W_k(z) = (k - 1) \Phi^W_{k-1}(z),
\]
\[
Q^W \cdot \Phi^W_k(z) = \Phi^W_{k+1}(z).
\] (2.65)

The BA function (2.41) can be obtained from the wave function
\[
\Psi(z, x) = G^W e^{-xz} G^{-1}_W G^W \cdot 1 = e^{-xQ^W} \cdot \Psi(z).
\] (2.66)

so the distinguished basis arises in expansion of the BA function in \(x\) (2.24),
\[
\Phi^W_k = \left( -\frac{\partial}{\partial x} \right)^{k-1} \Psi(z, x) \bigg|_{x=0}.
\] (2.67)

Distinguished basis is closely related to the coefficients of the Sato group operator. Let
\[
G^W =: \sum_{k=0}^{\infty} G_k \frac{\partial^k}{\partial z^k}.
\] (2.68)

Lemma 2.6
\[G_k = \sum_{m+j=k} \frac{(-z)^m}{m! j!} \Phi^W_{j+1}.\] (2.69)

The distinguished basis is a unique basis, such that the right hand side of this expression belongs to \(H^- + \delta_{k,0}\).

Proof From (2.41) one has
\[e^{xz} \Psi(z, x) = \sum_{k=0}^{\infty} (-x)^k G_k.\] (2.70)

The relation between \(G_k\) and \(\Phi^W_j\) follows directly from the \(x\)-series expansion of this identity. It is also obvious, that a basis, such that right hand side of (2.69) belongs to \(H^- + \delta_{k,0}\) is unique. \(\Box\)

In particular,
\[G_0 = \Phi^W_1,\]
\[ G_1 = \Phi_2^{W} - z\Phi_1^{W}, \]  
\[ G_2 = \frac{1}{2}\Phi_3^{W} - z\Phi_2^{W} + \frac{z^2}{2}\Phi_1^{W}. \]  

Let \( B = \sum_{k=0}^{\infty} B_k \frac{\partial^k}{\partial z^k} \) be an operator, then:

**Lemma 2.7** If \( B_0 = \Psi \) and \( Q_W B = B_z \), then

\[ B = G_W \]  

is Sato’s group element.

**Proof** Let us rewrite the relation satisfied by \( B \) as follows

\[ (Q_W - z) B = [B, z]. \]  

If we take a coefficient of the \( \frac{\partial^k}{\partial z^k} \) in the both sides of this relation we get a recursive relation for \( B_k \)

\[ (Q_W - z) \cdot B_k + \cdots = (k + 1)B_{k+1} \]  

where by \( \cdots \) we denote the terms containing \( B_{k-1}, \ldots, B_0 \). This recursive relation completely specifies \( B \) for a given initial condition \( B_0 \). Then the statement of the lemma follows from the identity \( G_0 = \Psi \) and from the second identity in (1.3).

\[ \square \]

### 2.5 Cauchy–Baker–Akhieser Kernel

Let us introduce the **Cauchy–Baker–Akhieser kernel** \([33]\) associated to a point of the Sato Grassmannian

\[ K_W(z, w, x) := e^{x(w-z)} \frac{\tau_W(x + [z^{-1}] - [w^{-1}])}{(w - z) \tau_W(x)} \]  

and

\[ K_W(z, w) := K_W(z, w, 0). \]  

It contains complete information about the tau-function. In particular, for arbitrary KP tau-function all connected and disconnected correlation functions are certain (regularized) polynomials of the Cauchy–Baker–Akhieser kernel \([15, 66]\). Coefficients of the series expansion of \( K_W(z, w, 0) \) coincide with the coefficients in the fermionic group element (or affine coordinates of the point of the Sato Grassmannian = the coefficients of the canonical basis (2.61)), see, e.g., Section 3.3.3 of [18]. By definition

\[ K_W(z, w) - \frac{1}{w - z} \in z^{-1}w^{-1}\mathbb{C}[[z^{-1}, w^{-1}]]. \]
According to the differential Fay identity \[1\]
\[
\partial K_{\mathcal{W}}(z, w, x) = \Psi(z, x)\Psi^\perp(w, x).
\]
(2.78)

Let \(G_z\) be the Sato group element \(G_{\mathcal{W}}\) acting on the \(z\) variable, and \(G_w^*\) be the adjoint Sato group element \(G_{\mathcal{W}}^*\), acting on the \(w\) variable.

**Proposition 2.8**

\[K_{\mathcal{W}}(z, w, x) = G_z(G_w^*)^{-1} \cdot \frac{e^{\chi(w-z)}}{w-z}.
\]
(2.79)

**Proof** From (2.78) and (2.41) it follows that

\[K_{\mathcal{W}}(z, w, x) = G_z(G_w^*)^{-1} \cdot \frac{e^{\chi(w-z)}}{w-z} + \tilde{K}_{\mathcal{W}}(z, w).
\]
(2.80)

for some \(\tilde{K}_{\mathcal{W}}\) independent of \(x\). Let us prove that \(\tilde{K}_{\mathcal{W}}\) vanishes.

Comparing this expression at \(x = 0\) with the expansion \((2.77)\), we conclude that \(\tilde{K}_{\mathcal{W}}(z, w) \in w^{-1}z^{-1}C[[z^{-1}, w^{-1}]]\). Let \(\iota_{|z| > |w|}\) be the operation of the Laurent series expansion in the region \(|z| > |w|\). We can rewrite the kernel \((2.75)\) as

\[
\iota_{|z| > |w|} K_{\mathcal{W}}(z, w, x) = -z^{-1} e^{-xz} \frac{\tau_{\mathcal{W}}(x + [z^{-1}])}{\tau_{\mathcal{W}}(x)} e^{xw + \sum_{k=1}^{\infty} \frac{x^k}{k!} \tau_{\mathcal{W}}(x + [z^{-1}] - [w^{-1}])} \tau_{\mathcal{W}}(x + [z^{-1}])
\]
(2.81)

As a function of \(w\) this is an element of \(\mathcal{W}^\perp\), hence

\[G_w^* \cdot (\iota_{|z| > |w|} K_{\mathcal{W}}(z, w, x)) \in C[[x, z, z^{-1}, w]]
\]
(2.82)

contains only non-negative powers of \(w\). This is also true for the result of the action of operator \(G_w^*\) on the first term in the right hand side of \((2.80)\), \(\iota_{|z| > |w|} \left( G_z \cdot \frac{e^{\chi(w-z)}}{w-z} \right) \in C[[x, z, z^{-1}, w]]\), but \(G_w^* \cdot (\iota_{|z| > |w|} \tilde{K}_{\mathcal{W}}(z, w)) = G_w^* \cdot \tilde{K}_{\mathcal{W}}(z, w) \in w^{-1}z^{-1}C[[z^{-1}, w^{-1}]]\). Hence \(\tilde{K}_{\mathcal{W}}\) identically vanishes, and this completes the proof. \(\square\)

In particular, for \(x = 0\) we have

\[K_{\mathcal{W}}(z, w) = G_z(G_w^*)^{-1} \cdot \frac{1}{w-z}.
\]
(2.83)

For any operator \(A \in \mathcal{A}_{\mathcal{W}} \oplus \mathcal{A}_{\mathcal{W}^\perp}\) we have
\[ A(Q_W, P_W, Q_{W\perp}, P_{W\perp}) \cdot K_W(z, w) = G_z(G^*_w)^{-1} A \left( z, \frac{\partial}{\partial z}, w, \frac{\partial}{\partial w} \right) \cdot \frac{1}{w - z}, \]  

(2.84)

where operators \( Q_W, P_W \) act on the \( z \) variable, while the operators \( Q_{W\perp}, P_{W\perp} \) act on \( w \). For example, the following equations hold

\[
\begin{align*}
(P_W + P_{W\perp}) \cdot K_W(z, w, x) &= 0, \\
(Q_{W\perp} - Q_W) \cdot K_W(z, w, x) &= \Psi(z, x) \Psi^\perp(w, x).
\end{align*}
\]

(2.85)

Basis expansions of the Cauchy–Baker–Akhieser kernel have a simple form both for distinguished and canonical basis. Namely, for the extended distinguished basis and its dual one has

\[
\begin{align*}
t_{|w|>|z|} K_W(z, w) &= \sum_{k=0}^{\infty} \Phi_k^W(z) \Phi_{k-1}^{W\perp}(w), \\
t_{|z|>|w|} K_W(z, w) &= -\sum_{k=0}^{\infty} \Phi_k^{W\perp}(w) \Phi_{k-1}^W(z).
\end{align*}
\]

(2.86)

For the canonical basis (2.61) and its dual (2.63) expansion is given by

\[
\begin{align*}
t_{|w|>|z|} K_W(z, w) &= \sum_{k=1}^{\infty} \frac{1}{w^k} \Phi_k^W(z), \\
t_{|z|>|w|} K_W(z, w) &= -\sum_{k=1}^{\infty} \frac{1}{z^k} \Phi_k^{W\perp}(w).
\end{align*}
\]

(2.87)

2.6 Symmetries of KP hierarchy and Heisenberg–Virasoro algebra

It is well known that a certain central extension of the algebra \( \text{gl}(\infty) \) and corresponding group \( \text{GL}(\infty) \) acts on the space of KP tau-functions [30,48]. From the boson-fermion correspondence we also know how to identify the operators, acting on the tau-function with the operators, acting on the Sato Grassmannian. In this section we will remind the reader the properties of the important Heisenberg–Virasoro subalgebra of \( \text{gl}(\infty) \); for more details see, e.g., [7]. We also discuss how the Sato group element, the canonical pair of KS operators, and the distinguished basis are transformed under the action of certain subgroups of \( \text{GL}(\infty) \).

The Heisenberg–Virasoro subalgebra of \( \text{gl}(\infty) \) is generated by the operators

\[
\hat{f}_k = \begin{cases} 
\frac{\partial}{\partial t_k} & \text{for } k > 0, \\
0 & \text{for } k = 0, \\
-kt_{-k} & \text{for } k < 0,
\end{cases}
\]

(2.88)
unit, and
\[
\hat{L}_m = \frac{1}{2} \sum_{a+b=-m} ab t_a t_b + \log \sum_{k=1}^{\infty} k t_k \frac{\partial}{\partial t_{k+m}} + \frac{1}{2} \sum_{a+b=m} \frac{\partial^2}{\partial t_a \partial t_b}.
\] (2.89)

These operators satisfy the commutation relations
\[
\begin{align*}
[\hat{J}_k, \hat{J}_m] &= k \delta_{k,m,0}, \\
[\hat{L}_k, \hat{J}_m] &= -m \hat{J}_{k+m}, \\
[\hat{L}_k, \hat{L}_m] &= (k - m) \hat{L}_{k+m} + \frac{1}{12} \delta_{k,-m} (k^3 - k).
\end{align*}
\] (2.90)

The Heisenberg–Virasoro group \( \mathcal{V} \) is generated by the operators \( \hat{J}_k, \hat{L}_k \) and a unit,
\[
\mathcal{V} := \{ C e^{\sum a_k \hat{J}_k + b_k \hat{L}_k} \mid a_k, b_k, C \in \mathbb{C} \}.
\] (2.91)

To describe the action of algebra (2.90) on the Sato Grassmannian let us introduce
\[
\begin{align*}
\hat{j}_m &= z^m, \\
\hat{l}_m &= -z^m \left( z \frac{\partial}{\partial z} + m + \frac{1}{2} \right).
\end{align*}
\] (2.92)

These operators satisfy the commutation relations (2.90) with omitted central term. Then, the general relation of the action of the \( \text{GL}(\infty) \) and its central extension leads to the following relation between their subgroups: If two points \( \mathcal{W} \) and \( \tilde{\mathcal{W}} \) of the Sato Grassmannian are related by the action of the group element
\[
\tilde{\mathcal{W}} = e^{\sum a_k \hat{J}_k + b_k \hat{L}_k} \cdot \mathcal{W},
\] (2.93)
then the tau-functions are related by the element of the Heisenberg–Virasoro group
\[
\tau_{\tilde{\mathcal{W}}} = C e^{\sum a_k \hat{J}_k + b_k \hat{L}_k} \cdot \tau_{\mathcal{W}}
\] (2.94)
for some \( C \) independent of \( t \). We do not address the question of convergence, which, in general, can arise here.

Moreover, for any operator \( a \in A_{\mathcal{W}} \) there is an operator \( \hat{A} \), acting on the space of functions of \( t \) such, that the tau-function is an eigenfunction of this operator, \( \hat{A} \cdot \tau_{\mathcal{W}} = \tilde{C} \tau_{\mathcal{W}} \). Operator \( \hat{A} \) can be constructed with the boson-fermion correspondence, see, e.g., [7,30,37]. For the Heisenberg–Virasoro subalgebra the identification is particularly simple:

**Lemma 2.9** If \( \sum_{k \in \mathbb{Z}} (a_k \hat{J}_k + b_k \hat{L}_k) \in A_{\mathcal{W}} \), then
\[
\sum_{k \in \mathbb{Z}} (a_k \hat{J}_k + b_k \hat{L}_k) \cdot \tau_{\mathcal{W}} = \tilde{C} \tau_{\mathcal{W}},
\] (2.95)
where $\tilde{C}$ does not depend on $t$.

How do the operators $G_{\mathcal{W}}$ and $(P_{\mathcal{W}}, Q_{\mathcal{W}})$ transform under the action of the operators from $\text{GL}(\infty)$ group? Note that $j_m \in \mathcal{D}_-$ and $l_{m-1} \in \mathcal{D}_-$ for $m < 0$, hence a group generated by this subalgebra is a subgroup of $\mathcal{G}$, and a corresponding action on the Sato Grassmannian and a canonical pair of the KS operators is described by (2.48) and (2.49). For a general operator $\tilde{G} \in \text{GL}(\infty)$, that does not belong to $\mathcal{G}$, a transformation corresponding to the transformation $\mathcal{W} = \tilde{G} \cdot \mathcal{W}$ can be highly non-trivial. However, for a subalgebra, generated by $\frac{\partial}{\partial z^k}$ and $z \frac{\partial}{\partial z^k}, k \geq 0$, and corresponding group we can find explicit relations. Namely, this algebra stabilizes $\mathcal{H}^+$, thus, if $\tilde{G} = \exp \left( \sum_{k \in \mathbb{Z}_{>0}} (r_k + s_k z) \frac{\partial}{\partial z^k} \right)$, then the Sato’s group elements are related to each other by conjugation

$$G_{\tilde{\mathcal{W}}} = \tilde{G} G_{\mathcal{W}} \tilde{G}^{-1} \in \mathcal{G}.$$  \hfill (2.96)

For $\tilde{G} = \exp \left( \sum_{k \in \mathbb{Z}_{>0}} r_k \frac{\partial}{\partial z^k} \right)$ one has

$$P_{\tilde{\mathcal{W}}} = G_{\tilde{\mathcal{W}}} \frac{\partial}{\partial z} G_{\tilde{\mathcal{W}}}^{-1}$$

$$= \tilde{G} G_{\mathcal{W}} \tilde{G}^{-1} \frac{\partial}{\partial z} \tilde{G} G_{\mathcal{W}}^{-1} \tilde{G}^{-1}$$

$$= \tilde{G} P_{\mathcal{W}} \tilde{G}^{-1}$$ \hfill (2.97)

and

$$Q_{\tilde{\mathcal{W}}} = G_{\tilde{\mathcal{W}}} z G_{\tilde{\mathcal{W}}}^{-1}$$

$$= \tilde{G} G_{\mathcal{W}} \tilde{G}^{-1} z \tilde{G} G_{\mathcal{W}}^{-1} \tilde{G}^{-1}$$

$$= \tilde{G} G_{\mathcal{W}} \left( z - \sum_{k=1}^{\infty} kr_k \frac{\partial^{k-1}}{\partial z^{k-1}} \right) G_{\mathcal{W}}^{-1} \tilde{G}^{-1}$$ \hfill (2.98)

$$= \tilde{G} \left( Q_{\mathcal{W}} - \sum_{k=1}^{\infty} kr_k P_{\mathcal{W}}^{k-1} \right) \tilde{G}^{-1}.$$

In particular, if $\tilde{G} = \exp \left( r \frac{\partial}{\partial z} \right) = \exp (-r 1_{-1})$, then

$$G_{\tilde{\mathcal{W}}} = G_{\mathcal{W}} \left( z + r, \frac{\partial}{\partial z} \right)$$ \hfill (2.99)

and
\[ \mathcal{P}_W = \mathcal{P}_W \left( z + r, \frac{\partial}{\partial z} \right), \]
\[ \mathcal{Q}_W = \mathcal{Q}_W \left( z + r, \frac{\partial}{\partial z} \right) - r. \]

(2.100)

The distinguished basis transforms according to

\[
\hat{\Phi}_k^W = e^{r \frac{\partial}{\partial z}} G_W e^{-r \frac{\partial}{\partial z}} \cdot z^{k-1} \\
= e^{r \frac{\partial}{\partial z}} G_W \cdot (z - r)^{k-1} \\
= \sum_{j=0}^{k-1} \frac{(k-1)!}{j!(k-1-j)!} (-r)^{k-j} \hat{\Phi}_{j+1}^W (z - r). \tag{2.101}
\]

Similarly, for \( \tilde{G} = \exp \left( \sum_{k \in \mathbb{Z}_{>0}} s_k z \frac{\partial}{\partial z} \right) \) one has

\[
\mathcal{P}_W = \tilde{G} F_1 (\mathcal{P}_W) \tilde{G}^{-1}, \\
\mathcal{Q}_W = \tilde{G} \mathcal{Q}_W F_2 (\mathcal{P}_W) \tilde{G}^{-1} \tag{2.102}
\]

for some \( F_k(z) \in \mathbb{C}[[z]] \). In particular, if \( \tilde{G} = \exp \left( s z \frac{\partial}{\partial z} \right) = \exp (-s (l_0 + 1/2)), \) then

\[
\mathcal{P}_W = e^{s} \mathcal{P}_W \left( e^{s} z, e^{-s} \frac{\partial}{\partial z} \right), \\
\mathcal{Q}_W = e^{-s} \mathcal{Q}_W \left( e^{s} z, e^{-s} \frac{\partial}{\partial z} \right). \tag{2.103}
\]

and

\[
\hat{\Phi}_k^W = e^{s z \frac{\partial}{\partial z}} G_W e^{-s z \frac{\partial}{\partial z}} \cdot z^{k-1} \\
= e^{-s(k-1)} \hat{\Phi}_k^W (e^{s} z). \tag{2.104}
\]

Subalgebra \( \text{sl}(2) \) of the Virasoro algebra (2.89) describes a particularly simple class of transformations of the tau-functions. It is generated by three operators \( \hat{L}_m \) with \( m \in \{-1, 0, 1\} \), given by the first order differential operators: \( \hat{L}_m = \sum_{k=1}^{\infty} k t_k \frac{\partial}{\partial t_k + m} \). Hence corresponding group operators act by the homogeneous linear transformations of the time variables \( t \). Namely,

\[
e^{-u \hat{L}_m} \cdot f(t) = f(t^{(m)}), \tag{2.105}
\]
where

\[ t_k^{(-1)} = \frac{1}{k} \sum_{j=0}^{\infty} \frac{(k+j)! (k+j)(-u)^j}{k! j!} t_{k+j}, \]

\[ t_k^{(0)} = e^{-ku} t_k, \]

\[ t_k^{(1)} = \sum_{j=1}^{k} \frac{(k-1)! (-u)^{k-j}}{(j-1)! (k-j)!} t_j. \]  

For \( m = -1 \) and \( m = 0 \) the action of the group elements on the canonical pair of the KS operators and the distinguished basis is given by (2.100), (2.102), (2.101), (2.104). The third operator \( l_1 \) has positive degree, hence its action on the basis vector of form (2.7) gives an infinite combination of the new basis vectors of the same form.

### 3 Generalized Kontsevich model

In this section we give a brief introduction to the theory of the generalized Kontsevich model (GKM). Many ingredients of this description are well known for an interesting class of polynomial potentials, more details can be found in [1,11,30,36,37,40–44, 47,57]. We will consider a more general class of potentials, that includes arbitrary Laurent formal series. The main goal of this section is to describe how GKM fits into the Sato–Kac–Schwarz picture of the previous section. In particular, we discuss the Sato group element and the canonical pair of the KS operators.

#### 3.1 Matrix integral

For any potential \( V(z) \) let us introduce the generalized Kontsevich matrix integral

\[ Z_U(\Lambda) := C^{-1} \int [d\Phi] \exp \left( -\frac{1}{\hbar} \text{Tr} \left( V(\Phi) - \Phi V'(\Lambda) \right) \right). \]  

(3.1)

Here \( \hbar \) is a small parameter, and we assume that \( V \) does not depend on it,

\[ C := \hbar^{\frac{N(N-1)}{2}} \frac{\Delta(\lambda)}{\Delta(V'(\lambda))} \sqrt{\det \left( \frac{2\pi \hbar}{V''(\Lambda)} \right) e^{\frac{1}{\hbar} \text{Tr} (AV'(\Lambda) - V(\Lambda))} } \]  

(3.2)

and \( \Lambda = \text{diag} (\lambda_1, \ldots, \lambda_N) \) is a diagonal matrix.

\[ [d\Phi] := \prod_{k=1}^{N-1} k! \prod_{i<j} d\Im \Phi_{ij} d\Re \Phi_{ij} \prod_{i=1}^{N} d\Phi_{ii} \]  

(3.3)

is the flat measure on the space of \( N \times N \) hermitian matrices. Let
We assume that $U$ is not identically equal to zero.

**Remark 3.1** Sometimes it is necessary to consider more general types of measures, in particular of the form

$$
[d\Phi] \det \left( \frac{\Phi}{\Lambda} \right)^M e^{\sum_{k=1}^{\infty} s_k (\text{Tr} \Phi^{-k} - \text{Tr} \Lambda^{-k})},
$$

where $M$ and $s_i$ are parameters [43,61]. This type of generalized measures is important for the recent developments, in particular for the Kontsevich–Penner model for open intersection numbers [8–10]. We expect that such generalization of the deformed GKM considered in Sect. 4 is related to the generating function of the Hodge integrals on the open moduli spaces.

**Remark 3.2** It is clear that the generating function (3.1) does not depend on the constant and linear terms or the potential $V$. Thus, it depends only on $U = \hbar^{-1} V''$, which justifies the notation. Below we assume that, given some $U$, $\hbar^{-1} V'$ and $\hbar^{-1} V$ can be reconstructed as its first and second antiderivatives such that $V$ does not contain constant and linear terms in $z$. Abusing the terminology, we will call $U$ the potential, when it will not cause any confusion.

The archetypal example of the potential is a monomial,

$$
V(z) = \frac{z^k}{k(k - 1)}
$$

with $k \geq 3$. In particular, the original Kontsevich matrix model [45] corresponds to the simplest case $k = 3$. In applications there also appear certain deformations of the monomial potentials. In particular, for the models of two-dimensional topological gravity, the potential $V(z)$ is a polynomial with lower terms considered as a perturbation of (3.6), [1,36,41–43,45,62,63].

Another interesting class of GKM's, that we will not consider in this paper, corresponds to the anti-polynomial potentials. In this case the description is slightly different and is not given by (3.1), see, e.g., [11,47] for more details. Deformation of the GKM with anti-polynomial potentials will be considered elsewhere.

### 3.2 Determinant representation of GKM

Applying the Harish–Chandra–Itzykson–Zuber formula one can reduce the GKM integral (3.1) to the ratio of two determinants

$$
Z_U(\Lambda) = \frac{\det_{i,j=1}^{N} \Phi^U_i(\lambda_j)}{\Delta(\lambda)}.
$$
Here

\[ \Phi_k^U(z) := \sqrt{\frac{V''(z)}{2\pi \hbar}} e^{\frac{1}{\hbar}(V(z) - zV'(z))} \int_{\gamma(U)} d\varphi \varphi^{k-1} e^{-\frac{1}{\hbar}(V(\varphi) - \varphi V'(z))}. \]  

(3.8)

Here and below by definition we consider an asymptotic expansion of the integral, obtained by the steepest descent method at \(|z| \to \infty\). The stationary points \( \varphi_0 \) are the solutions of the equation

\[ V'(\varphi_0) - V'(z) = 0 \]

(3.9)

and, by definition, we consider only the contribution from the vicinity of the point \( \varphi_0 = z \).

Thus, we choose the contour \( \gamma(U) \) to be a small arc of the steepest descent contour, which goes through the point \( \varphi_0 \). The direction of the contour is consistent with the sign of the root in the factor (3.8) and leads to Definition 6 below. We expect that it is always possible to extend the contours so that they will become closed without change of the asymptotic expansion of the integrals. However, the description of the closed contours depends on the properties of the potential. Therefore we prefer to work with local, but universal contour.

For the asymptotic expansion of the integral (3.8) in the neighbourhood of the critical point (3.10) it is convenient to introduce a new integration variable

\[ \varphi \mapsto \frac{\varphi}{\sqrt{U(z)}} + z, \]

(3.11)

then the integrals are given by

**Definition 6**

\[ \Phi_k^U(z) := \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} d\varphi \left( z + \frac{\varphi}{\sqrt{U(z)}} \right)^{k-1} e^{-\frac{\varphi^2}{2} - \sum_{j=3}^{\infty} \frac{U(j-2)(z)}{jU(z)^j/2} \varphi^j}, \]

(3.12)

where the integral is considered to be a perturbation of the Gaussian one.

Here \( U^{(m)}(z) := \frac{\partial^m}{\partial z^m} U(z) \). In particular,

\[ \Phi_1^U(z) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} d\varphi \ e^{-\frac{\varphi^2}{2} - \sum_{j=3}^{\infty} \frac{U(j-2)(z)}{jU(z)^j/2} \varphi^j} \]

\[ = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} d\varphi \ e^{-\frac{\varphi^2}{2}} \sum_{j=0}^{\infty} p_j(t^*) \varphi^j \]

\[ = 1 + \sum_{j=2}^{\infty} (2j - 1)!! \ p_{2j}(t^*), \]

(3.13)
\[
\Phi^U_k(z) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} d\varphi \left( z + \frac{\varphi}{\sqrt{U(z)}} \right) e^{-\frac{\varphi^2}{2} - \sum_{j=3}^{\infty} \frac{U^{(j-2)}(z)}{j!U(z)^{j/2}} \varphi^j}
\]

\[
= z \left( 1 + \sum_{j=2}^{\infty} (2j-1)!! \ p_{2j}(t^*) \right) + \frac{1}{\sqrt{U(z)}} \sum_{j=1}^{\infty} (2j+1)!! \ p_{2j+1}(t^*),
\]

where

\[
t^*_j := \begin{cases} -\frac{U^{(j-2)}(z)}{j!U(z)^{j/2}} & \text{for } j > 2, \\ 0 & \text{for } j \leq 2,
\end{cases} \tag{3.14}
\]

and \( p_j(t) \) are the elementary Schur functions

\[
e^{\sum_{k=1}^{\infty} t_k z^k} = \sum_{j=0}^{\infty} p_j(t) z^j. \tag{3.15}
\]

In general,

\[
\Phi^U_k(z) = z^{k-1} \left( 1 + \sum_{j=2}^{\infty} (2j-1)!! \ p_{2j}(t^*) \right) + \sum_{m=1}^{k-1} \frac{z^{k-1-m}}{U(z)^{m/2}} c_m, \tag{3.16}
\]

where \( c_m \in \mathbb{C}[[t^*]] \). So, by definition for \( k \geq 1 \)

\[
\Phi^U_k(z) \in \mathbb{Q}[z, U(z)^{-1/2}] \left[ \begin{array}{cccc} U'(z) & U''(z) & \cdots & U^{(j)}(z) \\ U(z)^{3/2} & U(z)^2 & \cdots & U(z)^{j/2+1} \end{array} \right] \tag{3.17}
\]

with certain additional properties (e.g., it contains only integer powers of \( U(z)^{-1} \)). Moreover, \( \Phi^U_k \) does not depend on \( N \), the size of the integration matrix.

### 3.3 GKM as a tau-function of KP hierarchy

So far we have not specified the properties of \( U \). Our goal is to investigate the GKM within the framework of Sato Grassmannian description of the KP hierarchy. So we want (3.8) to give an admissible basis for some point of the Sato Grassmannian. From Definition 6 it is easy to see that this is the case if \( U \) is a formal Laurent series of the form

\[
U(z) = \frac{1}{\hbar} \sum_{k=-\infty}^{n} b_k z^k, \quad n \geq -1, \tag{3.18}
\]

with \( b_n \neq 0 \). In this case (3.12) satisfy (2.7).
Hence, we work with the space of formal Laurent series in \( z^{-1}, U(z) \subset \mathbb{C}((z^{-1})) \). In particular, when \( U(z) \) is presented by a function, we only consider its series expansion at \( z = \infty \). We take (3.18) as a definition of \( U \) for the rest of this section. In the next section we introduce a further deformation of this simple setup.

**Remark 3.3** What we consider here is a natural extension of the standard case, when \( V(z) \) is a polynomial. In particular, \( n = -1 \) case of (3.18) corresponds to the leading term of the potential \( V(z) \) of the form \( z(\log z - 1) \). The subleading terms of \( V(z) \) can also include \( \log z \). This kind of potentials appears in particular in the Penner model for the Euler characteristics of moduli spaces [54], and the Eguchi–Yang model for the stationary sector of the Gromov–Witten invariants on \( \mathbb{P}^1 \) [26,27].

Hence we immediately conclude

**Proposition 3.1** (3.12) is an admissible basis for a point of the big cell of the Sato Grassmannian

\[
\text{Gr}^{(0)}_+ \ni \mathcal{W}_U := \text{span}_\mathbb{C}\{\Phi^U_1, \Phi^U_2, \Phi^U_3, \ldots\}. \tag{3.19}
\]

Here and below we use \( U \) as an index instead of \( W_U \) to simplify the notation.

From this Proposition and determinant formula (2.9) it follows that the matrix model (3.1) defines a tau-function \( \tau_U(t) \) of the KP hierarchy by

\[
\tau_U([\Lambda^{-1}]) := Z_U(\Lambda). \tag{3.20}
\]

The tau-function \( \tau_U \) depends on \( \hbar \) only through the dependence of \( U \).

**3.4 Canonical operators for GKM**

Let us assume that \( n \geq 1 \) in (3.18). In this case one can derive general and simple expression for the Sato group element \( G_U \) and the canonical pair of the KS operators \((P^U, Q^U)\).

Let the contour \( \tilde{\gamma}(U) \) be the contour \( \gamma(U) \) shifted by \( z \), \( \tilde{\gamma}(U) = \gamma(U) - z \), so that the saddle point on the new contour is located at the origin. Then, we define

\[
\langle \ldots \rangle_U := \sqrt{\frac{U(z)}{2\pi}} e^{\frac{1}{\hbar} V(z)} \int_{\tilde{\gamma}(U)} d\varphi \ e^{\frac{1}{\hbar} (\varphi V'(z) - V(\varphi + z))} \ldots. \tag{3.21}
\]

Let us note that the position of \( \ldots \) in the integral is important, because below we consider, in particular, it to be operator-valued. Let us describe the distinguished basis and the Sato group element for the tau-function \( \tau_U \):

**Lemma 3.2** Definition 6 describes a distinguished basis for \( \mathcal{W}_U \). Sato group element is given by

\[
G_U = \left. e^{\frac{\varphi}{\hbar}} \right|_U. \tag{3.22}
\]
Proof It is easy to see that for the basis (3.12) the right hand side of (2.69) belongs to \(H_{-} + \delta_{k,0}\) for \(k \geq 1\). Hence this basis is canonical. Then (3.22) follows from Lemma 2.6.

Basis (3.12) is distinguished for \(W_{U}\), therefore we will denote it by \(\tilde{\Phi}_{k}^{U}\). Actually, Definition 6 is meaningful for all \(k \in \mathbb{Z}\) and it provides the distinguished adapted basis (2.58). Moreover, the BA function (2.41) is given by

\[
\Psi(z, x) = \left\{ e^{-x(z+\varphi)} \right\}_{U}.
\]

Now we can construct the canonical pair of the KS operators:

Lemma 3.3

\[
Q_{U} = z + \frac{1}{U(z)} \frac{\partial}{\partial z} \frac{U'(z)}{2U(z)^2},
\]

and, if \(b_{-1} = 0\),

\[
P_{U} = \frac{1}{\hbar} \left( V'(Q_{U}) - V'(z) \right).
\]

Proof Using the integration by parts in (3.12), it is easy to show that

\[
\left( z + \frac{1}{U(z)} \frac{\partial}{\partial z} \frac{U'(z)}{2U(z)^2} \right) \cdot \tilde{\Phi}_{k}^{U} (z) = \tilde{\Phi}_{k+1}^{U} (z),
\]

hence \(Q_{U} \in \mathcal{A}_{U}\).

Let us assume that \(b_{-1} = 0\). Using integration by parts in (3.12) it is easy to show that \(\hbar^{-1}(V'(Q_{U}) - V'(z))\) is a KS operator. Operators (3.24) and (3.25) constitute a pair in \(\text{Gr}_{D}, (1.4)\), and from Lemma 2.4 it follows that they constitute a canonical KS pair.

Operator \(Q_{U}\) is the original KS operator, introduced by Kac and Schwarz in [37].

Remark 3.4 If \(b_{-1} \neq 0\), then \(\hbar^{-1}V'(z)\) contains logarithmic term \(b_{-1} \log z\). Thus, to construct operator \(P_{U}\) in this case, one should deal with the operator of multiplication by \(\exp \left( \pm b_{-1}^{-1} V'(z) \right)\). Here we will not consider this case, so below we assume that \(b_{-1} = 0\).

Proposition 3.4 The point of the Sato Grassmannian, dual to the one for the GKM with potential \(U\), is given by the GKM with the inverse sign of \(U\),

\[
W_{-U} = W_{-U}^{\perp}.
\]
Proof} From (3.24) and (3.25) it follows that
\[
\begin{align*}
Q_U - U &= Q_U^r, \\
P_U - U &= -P_U^r. 
\end{align*}
\tag{3.28}
\]
Then, from (2.56) and Theorem 1 the statement of lemma immediately follows. $\square$

In particular, this proposition implies that
\[
(G_U^*)^{-1} = G_U
\tag{3.29}
\]
and the dual BA function is
\[
\Psi_1^⊥(z, x) = \langle e^{xz} \rangle - U. \quad \text{From Proposition 2.8 we immediately have the asymptotic expansion expression for the Cauchy–Baker–Akhieser kernel for the GKM}
\tag{3.30}
\]
\[
K_U(z, w, x) = \frac{\sqrt{-U(z)U(w)}}{2\pi} e^{x(w-z)+\frac{1}{\hbar}(V(z)-V(w))} \times \int_{\tilde{\gamma}(U)} d\varphi_1 \int_{\tilde{\gamma}(-U)} d\varphi_2 e^{-\frac{1}{\hbar}(V(\varphi_1+z)-V(\varphi_2+w)-\varphi_1 V'(z)+\varphi_2 V'(w))} \frac{e^{x(\varphi_2-\varphi_1)}}{w + \varphi_2 - z - \varphi_1}. \tag{3.31}
\]

For the polynomial $U$ it was established in [2].

Let us describe the action of the group generated by the operators $\hat{L}_0$ and $\hat{L}_1$ on the space of GKM tau-functions. From (2.100) and Lemma 2.4, it follows that $\tau_{\tilde{U}}(t) = e^{-r\hat{L}_1} \cdot \tau_U(t)$, where
\[
\tilde{U}(z) = U(z + r). \tag{3.32}
\]
Similarly, from (2.103) and Lemma 2.4, it follows that $\tau_{\tilde{U}}(t) = e^{-s\hat{L}_0} \cdot \tau_U(t)$, where
\[
\tilde{U}(z) = e^{2sU(e^sz)}. \tag{3.33}
\]

With this transformation one can always fix the leading coefficient of $U$.

The GKM tau-function depends only on the combinations $b_j/\hbar$, not on these variables separately. With integration by parts it is also easy to show that
\[
\left(\hbar^2 \frac{\partial}{\partial \hbar} + V(z) - V(Q_U) + V'(z)(Q_U - z)\right) \cdot \mathcal{W}_U \subset \mathcal{W}_U. \tag{3.34}
\]
3.5 Topological expansion and spectral curve

Let us consider the topological (or $\hbar$) expansion of the GKM tau-function. From Definition 6 it follows that $\tau_U$ is a formal series in $\hbar$

$$\tau_U(t) = \exp \left( \sum_{m=1}^{\infty} \hbar^m S_{m+1}(t) \right).$$  \hfill (3.35)

We introduce

$$S_0(z) := zV'(z) - V(z) = \int V''(z)z \, dz,$$

$$S_1(z) := -\frac{1}{2} \log V''(z).$$  \hfill (3.36)

We will call them the \textit{unstable contributions}. We claim, that these terms properly describe the unstable contributions, which appear on the A-side enumerative geometry problems. To include the unstable contributions one can redefine the partition function as

$$\tilde{Z}_U := e^{\frac{1}{\hbar} \text{Tr} S_0(Z) + \text{Tr} S_1(Z)} \tau_U(t).$$  \hfill (3.37)

It is also convenient to introduce the \textit{modified wave function}

$$\tilde{\Psi}_U := e^{\frac{1}{\hbar} S_0(z) + S_1(z)} \Psi_U,$$  \hfill (3.38)

which does not belong to $\mathbb{C}((z^{-1}))$ anymore.

Depending on the context, in the literature both $\Psi_U$ and $\tilde{\Psi}_U$ are called the wave functions, and the operators annihilating them are referred to as the quantum spectral curve operators. Sometimes $\tilde{\Psi}$ leads to a more natural semi-classical limit of the operator and better describes the spectral curve. To distinguish two possibilities we will call (3.38) the \textit{modified wave function}. The \textit{modified quantum spectral curve} operator is given by

$$\tilde{\mathcal{P}}_U := \hbar e^{\frac{1}{\hbar} S_0(z) + S_1(z)} \mathcal{P}_U e^{-\frac{1}{\hbar} S_0(z) - S_1(z)}$$  \hfill (3.39)

so that

$$\tilde{\mathcal{P}}_U \cdot \tilde{\Psi}_U = 0.$$  \hfill (3.40)

Let $x := V'(z)$. Then the operators

$$\hat{x} := x,$$

$$\hat{y} := \hbar \frac{\partial}{\partial x},$$  \hfill (3.41)
satisfy \([\hat{y}, \hat{x}] = \hbar\). Then
\[
\hat{y} = e^{\frac{1}{\hbar} S_0(z) + S_1(z)} Q_U e^{-\frac{1}{\hbar} S_0(z) - S_1(z)}.
\] (3.42)

For GKM the modified quantum spectral curve operator is given by
\[
\tilde{p}_U = V'(\hat{y}) - \hat{x}
\] (3.43)
and the modified wave function is
\[
\tilde{\Psi}_U = \frac{1}{\sqrt{2\pi \hbar}} \int_{\gamma(U)} e^{\frac{1}{\hbar} (x\varphi - V(\varphi))}.
\] (3.44)

In the semi-classical limit operator (3.43) reduces to the classical spectral curve
\[
V'(y) = x.
\] (3.45)

For a general Laurent series \(U\) this equation describes only a local behaviour of the spectral curve at \(y = \infty\). However, in some cases, in particular, if \(V'\) is a rational function, this equation defines an algebraic plane curve.

The unstable contributions (3.36) can be rewritten as
\[
S_0 = \int ydx,
\]
\[
S_1 = -\frac{1}{2} \log \left( \frac{\partial x}{\partial y} \right).
\] (3.46)

**Remark 3.5** One can consider a more general situation, when the coefficients \(b_k\) depend on \(\hbar\), \(b_k \in \mathbb{C}[[\hbar]]\) with \(b_n|_{\hbar=0} \neq 0\). In this case the modified quantum spectral curve Eq. (3.43) acquires further corrections.

### 3.6 Polynomial potential

In this section we consider polynomial potentials
\[
U = \frac{1}{\hbar} \sum_{k=0}^{n} b_k z^k
\] (3.47)
or, equivalently \(V(z) = \sum_{k=0}^{n} \frac{b_k z^{k+2}}{(k+1)(k+2)}\). The transformations (3.32) and (3.33), generated by the linear changes of variables \(t\), allow us to put \(b_n = 1, b_0 = 0\) in order to consider
\[
U = \frac{1}{\hbar} \left( z^n + b_{n-1} z^{n-1} + \cdots + b_1 z \right).
\] (3.48)
Below we will mostly work with such normalized potentials.

**Remark 3.6** Alternative form of the normalized potential with the vanishing subleading term,

$$U = \frac{1}{\hbar} \left( z^n + b_{n-2}z^{n-2} + \cdots + b_0 \right), \quad (3.49)$$

is equivalent to (3.48), but less convenient for our purposes.

Polynomial GKM is very well investigated [1,17,36,40–44] because of its close relation to the interesting models of theoretical physics and enumerative geometry. Namely, for $n = 1$ it corresponds to the Kontsevich matrix model, which originates in Kontsevich’s proof [45] of Witten’s conjecture [62] on the generating function of the intersection numbers on the moduli spaces. We will consider this case in Sect. 3.9.

For higher $n$ the GKM with the monomial potential

$$U = \frac{1}{\hbar} z^n \quad (3.50)$$

corresponds to $r$-spin intersection theory with $r = n + 1$. $r$-spin intersection theory is described by the generalized Witten conjecture [64]. Connection between intersection theory and corresponding topological string models on one side, and GKM on another was one of the main reasons for the development of the GKM in the 90’s, but the rigorous statement follows only from the proof of the $r$-spin Witten’s conjecture by Faber, Shadrin an Zvonkine [29]:

**Proposition 3.5** GKM for $V''(z) = z^{r-1}$ describes $r$-spin intersection numbers.

Matrix model approach allows us to deform the monomial potential by the lower polynomial terms [44]. From the intersection theory point of view the general polynomial case corresponds to the intersection theory with shifted Witten class. In physics it corresponds to the deformed $(r, 1)$ minimal models coupled to topological gravity aka topological Landau–Ginzburg models. In Sect. 3.8 below we derive the Heisenberg–Virasoro constraints for the tau-function for arbitrary polynomial potential $U$.

**Remark 3.7** Shifted $r$-spin theory may be more convenient for the Givental construction [31,32], as it allows to consider a semi-simple point of the Frobenius manifold.

For the polynomial GKM the operator $P_U$, given by (3.25), is a differential operator of order $n + 1$. Moreover, operator of multiplication by

$$X_U := V'(Q_U) - \hbar P_U \quad (3.51)$$

is a KS operator, which is particularly convenient and simple,

$$X_U = V'(z) = \hbar \int_0^z U(\eta) d\eta \in A_U. \quad (3.52)$$
It can be identified with the Landau–Ginzburg superpotential. Operators $Q_U$ and $X_U$ satisfy the commutation relation

$$[Q_U, X_U] = \hbar.$$  \hspace{1cm} (3.53)

We see, that for a polynomial $U$ the pair of the KS operators $(X_U, Q_U)$ and the canonical pair $(P_U, Q_U)$ provide equivalent description of the KS algebra. In particular, the pair $(X_U, Q_U)$ generates the KS algebra and uniquely specifies the point of the Sato Grassmannian.

**Lemma 3.6** For polynomial $U$, $W_U$ is a unique point in $\text{Gr}_+^{(0)}$, which is invariant under the action of the operators $X_U$ and $Q_U$.

**Proof** If a point of Sato Grassmannian is invariant under the action of $X_U$ and $Q_U$, then, according to (3.51), it is also invariant under the action of $P_U$. From Theorem 1 such a point is unique, so it coincides with $W_U$. \qed

**Remark 3.8** KS operators correspond to the certain relations between the Lax–Orlov–Schulman operators, see e.g. [2]. Let us consider

$$P = \frac{1}{\hbar} V'(L),$$

$$Q = L + M \frac{1}{U(L)} - \frac{U'(L)}{2U(L)^2},$$  \hspace{1cm} (3.54)

where $L$ and $M$ are given by (2.29) and (2.31). From the existence of $(X_U, Q_U) \in \mathcal{A}_W$ it follows that

$$P_- = Q_- = 0.$$  \hspace{1cm} (3.55)

It is obvious, that these operators satisfy Douglas’s string equation

$$[P, Q] = 1.$$  \hspace{1cm} (3.56)

For the polynomial case the equation for classical spectral curve (3.45) is polynomial. Eq. (3.34) in the polynomial case reduces to

$$\left( \hbar^2 \frac{\partial}{\partial \hbar} + V(z) - zV'(z) \right) \cdot W_U \subset W_U.$$  \hspace{1cm} (3.57)

Let us consider the case of monomial potential (3.50) in more detail. For the monomial case the KS operator $X_U$ describes the reduction of the KP hierarchy to the $(n+1)$-KdV aka Gelfand–Dickey hierarchy. In this case we have

$$Q_U = z + \frac{\hbar}{z^n} \frac{\partial}{\partial z} - \frac{n\hbar}{2z^{n+1}},$$

$$X_U = \frac{z^{n+1}}{n+1}.$$  \hspace{1cm} (3.58)
The quantum spectral curve operator is given by

\[ P_U = \frac{(Q_U)^{n+1} - z^{n+1}}{(n+1)\hbar}. \] (3.59)

The modified quantum spectral curve equation is the higher Airy equation

\[ \left( \frac{\hat{y}^{n+1}}{n+1} - \hat{x} \right) \cdot \Psi = 0, \] (3.60)

so that the classical spectral curve is given by

\[ \frac{y^{n+1}}{n+1} = x. \] (3.61)

The BA function and its dual up to a simple prefactor depend only on the combination of \( z \) and \( x \) variables:

\[ \Psi(z, x) = \sqrt{\frac{z^n}{\hbar^{n+1}}} e^{-\frac{z^{n+2}}{(n+2)\pi^2}] F_{n+1}(z^{n+1} \hbar^{-\frac{n+1}{\pi^2}}/(n+1) - x \hbar^{1/\pi^2}),} \] (3.62)

\[ \Psi_{\perp}(z, x) = \sqrt{\frac{z^n}{\hbar^{n+1}}} F_{n+1}^{\perp}(z^{n+1} \hbar^{-\frac{n+1}{\pi^2}}/(n+1) - x \hbar^{1/\pi^2}), \]

where \( F_{n+1} \) and \( F_{n+1}^{\perp} \) are the asymptotic expansions of the particular solutions of the higher Airy equation. Note, however, that the variables play different roles: while we expand the function into the positive powers of \( x \), the coefficients of this expansion are the formal Laurent series in \( z^{-1} \).

3.7 Equivalent hierarchies

All GKMs with polynomial potentials of the same degree can be related to each other by the action of Heisenberg–Virasoro group considered in Sect. 2.6. Let us describe a relation between GKM with a general polynomial potential (3.48) and another GKM with a monomial potential \( \hat{U}(z) = z^n/\hbar \). This relation was investigated in [44] (some proofs are omitted there).

Remark 3.9 In this and the next section we do not require that \( b_0 = 0 \), so the results are valid for arbitrary \( U = \frac{1}{\hbar} \left( z^n + b_{n-1}z^{n-1} + \cdots + b_1z + b_0 \right) \).

Let \( f(z) \in z + \mathbb{C}[[z^{-1}]] \) be a change of local parameter \( z \) given by

\[ f(z) = \left( (n+1)V'(z) \right)^{1/\pi^2}, \] (3.63)
so that \( f(z) = z + \frac{b_{n-1}}{n} + O(z^{-1}) \). It can be represented as

\[
f(z) := e^{\sum_{k \in \mathbb{Z} < 0} a_k l_k} z e^{-\sum_{k \in \mathbb{Z} < 0} a_k l_k}
\]

for some \( a_k \). Let us introduce an element of the Heisenberg–Virasoro group

\[
\tilde{G} := e^{\int z (f(\eta) - \eta) U(\eta) d\eta} e^{\sum_{k \in \mathbb{Z} < 0} a_k l_k}.
\]

**Lemma 3.7**

\[
\mathcal{W}_U = \tilde{G} \cdot \mathcal{W}_{\tilde{U}}
\]

**Proof** From the direct computations it follows that

\[
\begin{align*}
Q_U &= \tilde{G} Q_{\tilde{U}} \tilde{G}^{-1}, \\
X_U &= \tilde{G} X_{\tilde{U}} \tilde{G}^{-1}.
\end{align*}
\]

Then, the couples of the KS operators \((X_U, Q_U)\) and \((X_{\tilde{U}}, Q_{\tilde{U}})\) uniquely define \(\mathcal{W}_U \in Gr_+^{(0)}\) and \(\mathcal{W}_{\tilde{U}} \in Gr_+^{(0)}\), which completes the proof. \(\square\)

Let us stress that \(\tilde{G} \notin G\). We can also rewrite \(\tilde{G}\) as

\[
\tilde{G} = e^{-\frac{1}{\pi} S_0(z)} e^{\sum_{k \in \mathbb{Z} < 0} a_k l_k} e^{\frac{1}{\pi} \tilde{S}_0(z)},
\]

where \(S_0\) and \(\tilde{S}_0\) are given by (3.36) for \(U\) and \(\tilde{U}\) correspondingly. Using (2.94) from Lemma 3.7 we get a relation between tau-functions

\[
\tau_U = C e^{\sum_{k \leq n+1} u_k \tilde{J}_k} e^{\sum_{k \in \mathbb{Z} < 0} a_k l_k} \cdot \tau_{\tilde{U}}.
\]

where the coefficients \(u_k\) are given by (1.16). Tau-functions for \(U\) and \(\tilde{U}\) are equivalent in the sense of Shiota [59].

**Remark 3.10** We are unable to find a similar relation between the GKM with a monomial potential and a general Laurent series case, considered in Sect. 3.3. We expect, polynomial and general formal Laurent series GKM’s with the same leading term are not equivalent in the sense of Shiota [59].

### 3.8 Heisenberg and Virasoro constraints for polynomial GKM

It is well-known that the GKM with polynomial potential satisfies Heisenberg and Virasoro (and, actually, the whole family of the \(W^{(\infty)}\) constraints, of which \(W^{(r)}\) part provides full independent subset). Equations were derived for the monomial potentials [1,30,37,42,57], however, for the polynomial potentials only the string equation is
known explicitly [42]. Here for completeness we provide expressions for the Heisenberg and Virasoro constraints for the GKM with arbitrary polynomial potential.

We use Lemma 2.9 to derive the constraints. The multiplication operators $X^k_U$ describe the reduction of the KP hierarchy and correspond to the linear combinations of $\hat{J}_m$ operators, while the first order differential operators $X^k_U Q_U$ describe the Virasoro constraints, satisfied by the tau-function. For a polynomial $U$ let us consider the KS operators

$$j^U_m := X^m_U, \quad m \geq 1. \quad (3.70)$$

Then

$$j^U_m = \sum_{j=m}^{m(n+1)} g_{m,j} z^j, \quad (3.71)$$

where

$$g_{m,j} := \left[ z^j \right] V'(z)^m, \quad (3.72)$$

or

$$g_{m,j} = \sum_{l_1+\ldots+l_m=j-m} \frac{b_{l_1}}{l_1+1} \cdots \frac{b_{l_m}}{l_m+1}. \quad (3.73)$$

Let us also introduce the KS operators

$$\ell^U_m := -\frac{1}{\hbar} X^{m+1}_U Q_U - \frac{m+1}{2} X^m_U, \quad m \geq -1. \quad (3.74)$$

In terms of operators (2.92) we have

$$\ell^U_m := \sum_{j=-\infty}^{m(n+1)} h_{m,j} \ell^U_j - \frac{1}{\hbar} \sum_{j=m+1}^{(m+1)(n+1)} g_{m+1,j} \ell^U_{j+1}, \quad (3.75)$$

where $g_{0,j} := \delta_{j,0}$ and

$$h_{m,j} := \left[ z^{j+1} \right] \frac{V'(z)^{m+1}}{V''(z)}. \quad (3.76)$$

From the canonical commutation relation between $Q_U$ and $X_U$ one immediately concludes that

$$\left[ j^U_m, j^U_l \right] = 0, \quad \left[ \ell^U_m, j^U_l \right] = -l \ell^U_{m+l}, \quad (3.77)$$
\[
\left[ \hat{J}_m^U, \hat{J}_l^U \right] = (m - l) \hat{J}_{m+l}^U.
\]

From Lemma 2.9 we have
\[
\begin{align*}
\hat{J}_m^U \cdot \tau_U &= c_m^{(1)} \tau_U & m \geq 1, \\
\hat{L}_m^U \cdot \tau_U &= c_m^{(2)} \tau_U & m \geq -1,
\end{align*}
\]

for some \( c_m^{(i)} \) independent of \( t \). Here
\[
\begin{align*}
\hat{J}_m^U &:= \sum_{j=m}^{m(n+1)} g_{m,j} \frac{\partial}{\partial t_j}, \\
\hat{L}_m^U &:= \sum_{j=-\infty}^{m(n+1)} h_{m,j} \hat{L}_j - \frac{1}{\hbar} \sum_{j=m+1} g_{m+1,j} \frac{\partial}{\partial t_{j+1}} + \theta_m.
\end{align*}
\]

The constant \( \theta_m \) is given by
\[
\theta_m = \frac{1}{12(m+2)} \sum_{j=n+1}^{(m+1)(n+1)} (j^3 - j) h_{m+1,j} h_{-1,-j}
\]

\[
= \frac{1}{12(m+2)} \text{res} \, z = 0 \left( \frac{1}{V^n} \frac{\partial^3}{\partial z^3} \left( \frac{(V')^{m+1}}{V^n} \right) \right).
\]

It is chosen to satisfy the commutation relations
\[
\begin{align*}
\left[ \hat{J}_k^U, \hat{J}_m^U \right] &= 0, & k, m \geq 1, \\
\left[ \hat{L}_k^U, \hat{J}_m^U \right] &= -m \hat{J}_{k+m}^U, & k \geq -1, m \geq 1, \\
\left[ \hat{L}_k^U, \hat{L}_m^U \right] &= (k - m) \hat{L}_{k+m}^U, & k, m \geq 1,
\end{align*}
\]

where \( \hat{J}_0^U := 0 \). From these commutation relations it follows that all operators \( \hat{J}_m^U \) and \( \hat{L}_m^U \) can be obtained by the commutation of other operators from this algebra, and thus the eigenvalues in (3.78) vanish and we have:

**Proposition 3.8** **Tau-function of the GKM for polynomial potentials satisfies the constraints**
\[
\begin{align*}
\hat{J}_m^U \cdot \tau_U &= 0 & m \geq 1, \\
\hat{L}_m^U \cdot \tau_U &= 0 & m \geq -1.
\end{align*}
\]

For the monomial GKM (3.50) the operators (3.78), annihilating the tau-function, are
\[
\hat{J}_m^U := \frac{1}{(n+1)^m} \frac{\partial}{\partial t_{m(n+1)}},
\]

\[
\hat{L}_m^U := \frac{1}{(n+1)^m} \frac{\partial}{\partial t_{m(n+1)}},
\]
\hat{L}_m^U := \frac{1}{(n + 1)^m + 1} \left( \hat{L}_{m(n+1)} + \frac{1}{\hbar} \frac{\partial}{\partial t_{(m+1)(n+1)+1}} + \frac{n^2 + 2n}{24} \delta_{m,0} \right). \quad (3.83)

**Remark 3.11** Constraints for the polynomial case can also be obtained from those for monomial case by conjugation with the operator \((3.69)\).

**Remark 3.12** For a non-polynomial potential \(X_U \notin A_U\), so we cannot construct the Heisenberg–Virasoro algebra of constraints for \(\tau_U\). However, we always have a string equation \(\hat{L}_0 U \cdot \tau_U = 0\).

### 3.9 Kontsevich model

In this section we consider the simplest polynomial GKM model with \(n = 1\). Namely, let us consider in more detail the cubic case

\[ U = \frac{z}{\hbar}, \]

or, equivalently, \(V(z) = \frac{z^3}{3!}\). This case describes the Kontsevich–Witten (KW) tau-function, that governs the intersection theory on the moduli space of punctured Riemann surfaces [45,62], see Sect. 5.1.

The main goal of this section is to describe the structure of the Sato group operator for the KW tau-function. Namely, we derive a simple recursion relations for the coefficients of the Sato operator. This structure is not obvious from the integral formula, described by Lemma 3.2.

Let us introduce

\[ W := \frac{1}{z} \frac{\partial}{\partial z} - \frac{1}{2z^2}. \quad (3.85)\]

Then the canonical pair of the KS operators is given by

\[ Q_{KW} = z + \hbar W, \]

\[ P_{KW} = \frac{1}{\hbar} \left( \frac{Q_{KW}^2}{2} - X_{KW} \right) = \frac{\partial}{\partial z} + \hbar \frac{W^2}{2}, \quad (3.86)\]

where \(X_{KW} = z^2/2\).

The modified quantum spectral curve (3.43) is given by the Airy equation

\[ \left( \frac{\hat{y}^2}{2} - \hat{x} \right) \cdot \hat{\Psi}_{KW} = 0, \]

which in the semi-classical limit yields

\[ \frac{\hat{y}^2}{2} = x. \quad (3.88)\]
The distinguished basis is given by the integrals
\[
\hat{\Phi}^K_W(z) = \sqrt{\frac{z}{2\pi \hbar}} \int_{\gamma(U)} d\varphi (\varphi + z)^{k-1} e^{-\frac{1}{\hbar} \left( \frac{\varphi^3}{3} + \frac{2z^2}{2} \right)}.
\] (3.89)

The Sato group operator is given by Lemma 3.2, as
\[
G_{KW} = \sqrt{\frac{z}{2\pi \hbar}} \int_{\gamma(U)} d\varphi e^{-\frac{1}{\hbar} \left( \frac{\varphi^3}{3} + \frac{2z^2}{2} \right)} \left( \frac{\varphi^{1/2}}{z^{1/2}} \right)^k \partial_z^k.
\] (3.90)

**Remark 3.13** It would be interesting to find a relation between this group element and the cut-and-join operator, derived in [6].

The wave function and its dual are given by the Airy functions
\[
\Psi(z, x) = \sqrt{\frac{\pi z}{(2\hbar)^{1/6}}} e^{-\frac{3z^3}{2\hbar}} \text{Bi}((z^2 - 2\hbar x)/(2\hbar)^{2/3}),
\]
\[
\Psi^\perp(z, x) = 2\sqrt{\frac{\pi z}{(2\hbar)^{1/6}}} e^{\frac{3z^3}{2\hbar}} \text{Ai}((z^2 - 2\hbar x)/(2\hbar)^{2/3}).
\] (3.91)

It is well-known that the kernel for the KW model, as for any other solution of the KdV hierarchy, can be easily expressed in terms of the basis vectors of the Sato Grassmannian
\[
K_{KW}(z, w) = \frac{\tau_{KW}([z^{-1}] - [w^{-1}])}{w - z} = \frac{\tau_{KW}([z^{-1}] + [-w^{-1}])}{w - z} = \frac{\Phi_1^{KW}(z)\Phi_2^{KW}(-w) - \Phi_1^{KW}(-w)\Phi_2^{KW}(z)}{z^2 - w^2}.
\] (3.92)

There exists a similar expression in terms of the dual point of the Sato Grassmannian \(W^\perp\).

Consider a KS operator
\[
Q_{KW} P_{KW} = (z + \hbar \mathcal{W}) \left( \partial_\mathcal{W} + \frac{\mathcal{W}^2}{2} \right) = z\partial_z + \hbar \mathcal{W}_1 + \hbar^2 \mathcal{W}_2.
\] (3.93)
with \( W_1 = \frac{z W_2}{2} + W \partial_z = \frac{5}{2z} - \frac{3}{2z} \partial_z + \frac{3}{2z} \partial_z^2 \) and \( W_2 = \frac{W_1^2}{2} \). Note, that the operators \( W_1 \) and \( W_2 \) do not commute with each other, \([W_1, W_2] \neq 0\).

Let us consider the expansion of the Sato group element

\[
G_{KW} = 1 + \sum_{k=1}^{\infty} G^{(k)}_{KW},
\]

(3.94)

where \( \text{deg} G^{(k)}_{KW} = -3k \).

**Proposition 3.9** Operators \( G^{(k)}_{KW} \) satisfy the recursion relation

\[
G^{(k)}_{KW} = \frac{\hbar W_1 G^{(k-1)}_{KW} + \hbar^2 W_2 G^{(k-2)}_{KW}}{3k}
\]

(3.95)

with \( G^{(k)}_{KW} = 0 \) for negative \( k \) and \( G^{(0)}_{KW} = 1 \).

**Proof** From the definition of the canonical pair of the KS operators it follows that

\[
Q_{KW} P_{KW} G_{KW} = G_{KW} z \frac{\partial}{\partial z}.
\]

(3.96)

Using the commutation relation

\[
G^{(k)}_{KW} z \frac{\partial}{\partial z} = \left( z \frac{\partial}{\partial z} + 3k \right) G^{(k)}_{KW}
\]

(3.97)

and (3.93) we get

\[
\left( \hbar W_1 + \hbar^2 W_2 \right) G_{KW} - 3 \sum_{k=1}^{\infty} k G^{(k)}_{KW} = 0.
\]

(3.98)

Let us take a component of degree \(-3k\) for some \( k > 0 \):

\[
\hbar W_1 G^{(k-1)}_{KW} + \hbar^2 W_2 G^{(k-2)}_{KW} - 3k G^{(k)}_{KW} = 0.
\]

(3.99)

This completes the proof. \( \square \)

In particular,

\[
G^{(1)}_{KW} = \frac{\hbar W_1}{3},
\]

\[
G^{(2)}_{KW} = \hbar^2 \left( \frac{W_1^2}{18} + \frac{W_2}{6} \right).
\]

(3.100)
From the proposition we see that

\[ G_{KW} \in \mathbb{Q}[[\hbar W_1, \hbar^2 W_2]]. \] (3.101)

Using this Sato group element, one can immediately obtain \( g_{KW} = \log G_{KW} = \hbar W_1 + \frac{1}{6} \hbar^2 W_2 + O(\hbar^3) \), and the fermionic group element from Remark 2.4. It would be interesting to derive it from the integral representation (3.90).

**Remark 3.14** Similar \( n + 1 \)-term recursion relations define the Sato operators for GKM with higher monomial potentials.

### 3.10 Rational potential

Our setup allows us to consider more general, non-polynomial potentials of the GKM tau-functions. Potentially interesting class of models corresponds to rational \( V'(z) \).

\[ V'(z) = \frac{p_1(z)}{p_2(z)}, \] (3.102)

where \( p_1 \) and \( p_2 \) are two polynomials. The modified quantum spectral curve (3.43) leads to the differential equation

\[ \left( p_1(\hat{y}) - p_2(\hat{y})\hat{x}\right) \cdot \tilde{\Psi}_U = 0, \] (3.103)

where the operator in the parenthesis is polynomial in \( \hat{x} \) and \( \hat{y} \). In the semi-classical limit it leads to a genus zero algebraic spectral curve

\[ p_1(y) - p_2(y)x = 0. \] (3.104)

**Remark 3.15** Let us consider a simple example with

\[ V''(z) = \sum_{k=0}^{n} b_k z^k + b_{-2} z^{-2}. \] (3.105)

Then

\[ V'(z) = \frac{\sum_{k=0}^{n} b_k \frac{\hat{z}^k}{k+1} - b_{-2}}{z}, \] (3.106)

and the modified quantum spectral curve Eq. (3.103) is given by

\[ \left( \sum_{k=0}^{n} \frac{b_k}{k+1} \hat{z}^{k+2} - \hat{y} \hat{x} - b_{-2} \right) \cdot \tilde{\Psi}_U = 0. \] (3.107)
Let us note that the modified quantum spectral curve (3.107) is similar to that for the hypermaps,

\[
\left( \sum_{k=1}^{a} t_k \hat{y}^k - \hat{x} \hat{y} + 1 \right) \cdot \tilde{\Psi} = 0
\]  

(3.108)
derived in [23,25]. It is easy to identify semi-classical limits of two quantum spectral curves. However, quantum spectral curves are different. One can identify two quantum spectral curves if the coefficients \( b_k \) depend of \( \hbar \). However, it is not clear if the hypermaps can be described by the GKM with the potential explicitly dependent on \( \hbar \), see Remark 3.5.

4 Deformed GKM

In this section we consider a new, more general class of KP tau-functions, which can be described by the GKM. They share some common properties with the classical GKM considered in the previous section. However, other properties are essentially different. These tau-functions will again be labeled by the potential \( U \), which is given by a certain deformation of the polynomial potential (3.48). In addition to the parameters \( b_j \) this deformed potential depends on auxiliary formal parameters \( w = \{ w_1, w_2, \ldots, w_{n+1} \} \) in such a way, that the deformed potential, as well as all other elements of the construction, is formal series in \( w \). All the objects in this section reduce to the associated object in the previous section at \( w = 0 \). As it will be discussed below in Sect. 5, this deformation is motivated by the Hodge integrals.

4.1 Deformed potential

The main goal of this section is to give a motivation for Definition 2 of the deformed potential from the point of view of KS description. It can be skipped on first reading. We focus on the deformation of the polynomial GKM model, considered in Sect. 3.6. We denote the undeformed polynomial potential by \( U_0 \),

\[
U_0 = \frac{1}{\hbar} \left( z^n + b_{n-1} z^{n-1} + \cdots + b_1 z \right),
\]  

(4.1)

where \( n \geq 1 \). The deformed potential \( U(z) \) will be a formal series in \( w \):

\[
U(z) = U_0(z) + \sum_{l \neq 0} U_l(z) w_1^{l_1} \ldots w_{n+1}^{l_{n+1}},
\]  

(4.2)

where \( l \in \mathbb{Z}_{\geq 0}^{n+1} \). For arbitrary \( U_l(z) \in \mathbb{C}(z^{-1}) \) the series expansion of integrals (3.12) defines
\[ \Phi_k^U(z) = \Phi_k^{U_0}(z) + \sum_{l \neq 0} \Phi_{k,l}^{U_0}(z) w_1^{l_1} \ldots w_n^{l_n}, \quad (4.3) \]

where \( \Phi_{k,l}^{U_0}(z) \in \mathbb{C}((z^{-1})) \). However, for general \( U \) it is not clear if (4.3) is an admissible basis for any point of the Sato Grassmannian. We will construct a class of deformations such that this basis is admissible for a certain point of the Sato Grassmannian, \( W_U \in \text{Gr}^{(0)}_+ \).

Denote by \( K = \mathbb{C}[[w]] \) the ring of formal series in the \( w_k \)'s and by \( K^* = \bigoplus_{k=1}^L w_k K \) its ideal of formal series with trivial constant term. All objects considered below are formal power series in \( w \).

**Remark 4.1** For one particular class of deformations the integrals (3.12) obviously define an admissible basis. Namely, let

\[ U(z) = \frac{1}{\hbar} \sum_{k=0}^{n} b_k(w) z^k, \quad (4.4) \]

and \( b_k(w) \in K \) for all \( k \) with \( U(z)|_{w=0} = U_0(z) \). Then (3.12) defines a point of the Sato Grassmannian. However, this type of deformations can be obtained from the undeformed case by consideration of the coefficients \( b_k \) dependent of \( w_j \) in all expressions of the previous section. Thus, it does not give any new solutions and is not very interesting. Below we will neglect the deformations, which can be absorbed by the redefinition of the coefficients of \( U_0 \).

We consider a class of deformations that leads to the natural deformations of the KS operators \( Q_{U_0} \) and \( X_{U_0} \), given by (3.24) and (3.52). Namely, we require that for the deformed \( U \) the operators defined by the right hand sides of (3.24) and (3.52) satisfy certain properties similar to ones for the polynomial potential considered in Sect. 3.6. In particular, we want these operators to stabilize the space, generated by (3.12). The operator

\[ \tilde{Q}_U := z + \frac{1}{U(z)} \frac{\partial}{\partial z} - \frac{U'(z)}{2U(z)^2} \quad (4.5) \]

always stabilizes this space, because from the integration by parts we have

\[ \tilde{Q}_U \cdot \Phi_k^U(z) = \Phi_{k+1}^U(z). \quad (4.6) \]

We also want this operator to generate the basis from the wave function \( \Psi_U \) (to be constructed below). For this purpose we require it to have \( z \) as the top degree term, or

\[ \tilde{Q}_U - z \in \mathfrak{D}^{(0)}. \quad (4.7) \]

From (4.5) it follows that this requirement is equivalent to

\[ \frac{1}{U} \in z K[[z^{-1}]]. \quad (4.8) \]
Remark 4.2 In general, the operator $\tilde{Q}_U$ for the deformed potential does not belong to $z^+D_-$, so it does not coincide with the canonical KS operator $Q_U$. The operator $\tilde{Q}_U$ satisfies (2.46), so it can be a canonical KS operator $Q_U$ for some point of the Sato Grassmannian only if $\frac{1}{U} \in z^{-1}K[[z^{-1}]]$.

Then, consider

$$x_U = \hbar \int \tilde{z}^* U(\eta)d\eta. \quad (4.9)$$

From the integration by parts one has

$$(V'(\tilde{Q}_U) - x_U) \cdot \Phi^U_k(z) = (k - 1)\Phi^U_{k-1}(z). \quad (4.10)$$

Hence the operator of multiplication by $x_U$ stabilizes the space generated by $\Phi^U_k$ if it does not contain negative powers of $z$, or

$$U \in K[[z]]. \quad (4.11)$$

Let us consider the classes of equivalence of the deformations satisfying (4.11), that differ by the trivial deformations (see Remark 4.1). Let

$$U^n_0 := \{z^n + b_{n-1}z^{n-1} + \cdots + b_1z \mid b_k \in \mathbb{C}, b_n \neq 0\} \quad (4.12)$$

and

$$\tilde{U}^n_0 := \{\tilde{b}_n z^n + \tilde{b}_{n-1}z^{n-1} + \cdots + \tilde{b}_0 \mid \tilde{b}_k \in K^*\}. \quad (4.13)$$

Consider the quotient space

$$U^n := \{U \in K[[z]] \mid U|_{w=0} \in U^n_0 \}/\tilde{U}^n_0. \quad (4.14)$$

Lemma 4.1 For any $U_0 \in U^n_0$ and $U \in K[[z]]$ with $U|_{w=0} = U_0$, there exists a unique $\tilde{U} \in \tilde{U}_0^n$ such that $U + \tilde{U} = \frac{U_0}{1-\Delta U}$ with $\Delta U \in zK^*[[z]]$.

Proof Let us consider $U^* := U - U_0 \in K^*[[z]]$. Then $\tilde{U}$ should satisfy $1 + \Delta U = \frac{1}{1+\frac{U^*+\tilde{U}}{U_0}}$. We see that $\Delta U \in zK^*[[z]]$ if and only if $\frac{U^*+\tilde{U}}{U_0} \in zK^*[[z]]$. Such $\tilde{U} \in \tilde{U}_0^n$ always exists, and moreover, it is unique. □

Hence $U^n$ can be parametrized by $\Delta U \in zK^*[[z]]$ through $U = \frac{U_0}{1-\Delta U}$. To satisfy (4.8), we should further require $\Delta U$ to be a polynomial in $z$ of degree at most $n + 1$. So the deformations are parametrised by polynomials of degree $n + 1$. It is convenient to define the parameters $w_i$ to be the inverse zeros of these polynomials

$$1 + \Delta U =: (1 - w_1z)(1 - w_2z)\cdots(1 - w_{n+1}z). \quad (4.15)$$
This leads us to Definition 2. We can rewrite $U$ as

$$U(z) = U_0(z) \sum_{k=0}^{\infty} h_k(w)z^k,$$  \hspace{1cm} (4.16)

where $h_k$ are the complete symmetric functions

$$\sum_{k=0}^{\infty} h_k(w)z^k = \prod_{j=1}^{n+1} \frac{1}{1 - w_j z}.$$  \hspace{1cm} (4.17)

If $w_i \neq w_j$ for $i \neq j$ and $w_i \neq 0$, we have

$$V'(z) = \sum_{k=1}^{\infty} \chi_k(w) \log(1 - w_k z).$$  \hspace{1cm} (4.18)

where $\chi_k(w) \in \mathbb{C}((w))$. For the deformation of the monomial potential we can rewrite it as

$$V'(z) = \sum_{k=0}^{\infty} \frac{h_k(w)z^{k+n+1}}{k+n+1}.$$  \hspace{1cm} (4.19)

### 4.2 Admissible basis for the deformed potential

For the deformed potential the integrals (3.12), $\Phi^U_k(z) \in \mathbb{C}((z^{-1}))[[w, \hbar]]$ are series in $z$, infinite in both directions. So, contrary to the case considered in Sect. 3, they do not constitute a distinguished basis. In this section we will show that for a deformed potential (1.13) the integrals (3.12) after a certain change of normalization form an admissible basis of a point of the Sato Grassmannian denoted by $\mathcal{W}_U$. By construction, operators $\tilde{Q}_U$ and $X_U$ are the KS operators for this point. We prove that similar to the polynomial case these operators completely specify this point of the Sato Grassmannian. We also construct a canonical pair of the KS operators.

It is convenient to introduce one formal small parameter $w$ such that $w_i = \beta_j w$ for some $\beta_j \in \mathbb{C}$.

**Lemma 4.2**

$$\Phi^U_k(z) = \Phi^U_0(z) + \sum_{j=1}^{\infty} \Phi_{k,j}(z)w^j,$$  \hspace{1cm} (4.20)

where $\Phi_{k,j}(z) \in z^{k+j-3-n} \mathbb{C}[[z^{-1}, \hbar]]$.

**Proof** The statement immediately follows from the expansion of the basis vectors (3.12). \hfill \Box

**Lemma 4.3** For any deformed potential there exists $\alpha \in 1 + K^*[[\hbar]]$ such that $\alpha \Phi^U_k$ define an admissible basis of a point of the Sato Grassmannian $\mathcal{W}_U \in \text{Gr}^{(0)}_+$. 

Proof Let us show that for the deformed potential the integrals (3.12) are consistent with Definition 3. First, the integrals (3.12) define the point of the Sato Grassmannian $\text{Gr}_+(0)$. This is obvious for the case $w_k = 0$, and the $w_k \neq 0$ deformation does not break the isomorphism between $\{\Phi_i\}$ and $H_+$. The multiplication by any $\alpha \in 1 + K^*[\hbar]$ also respects the isomorphism. Hence, condition 1 of Definition 3 is satisfied.

It remains to show that condition 2 of Definition 3 is also satisfied. Let us construct some admissible basis for $W_U$. We can find the wave function recursively. Namely, we want to construct a linear combination of $\Phi_1 U_k$ that does not contain positive powers of $z$. From Lemma 4.2 it follows that $\pi_+(z^{-1} \Phi_1 U) = c w^{n+3} + \ldots$, where by $\ldots$ we denote terms with $u^{n+4}$ or higher powers of $w$. Then $\Phi_1 U(z) - c w^{n+3} \Phi_2 U(z)$ does not contain positive powers of $z$ up to $w^{n+4}$. Repeating this argument we see, that there exist $v_m \in K^*$ for $m > 1$ such that

$$\Phi_1 U + \sum_{m=2}^{\infty} v_m \Phi_m U \in K[[z^{-1}, \hbar]]. \quad (4.21)$$

We can normalize this sum to define

$$\Psi_U := \alpha \left( \Phi_1 U + \sum_{m=2}^{\infty} v_m \Phi_m U \right) \quad (4.22)$$

with some $\alpha \in 1 + K^*[\hbar]$. Then $\tilde{Q}_{U}^k \cdot \Psi_U$ constitute an admissible basis

$$W_U := \text{span} \{ \Psi_U, \tilde{Q}_{U} \cdot \Psi_U, \tilde{Q}_{U}^2 \cdot \Psi_U, \ldots \}. \quad (4.23)$$

Let us find a determinant, connecting this basis to $\alpha \Phi_k U$. From (4.6) one has

$$\tilde{Q}_{U}^{k-1} \cdot \Psi_U = \alpha \left( \Phi_k U + \sum_{m=2}^{\infty} v_m \Phi_{k+m-1} U \right). \quad (4.24)$$

So, the matrix relating the two basis is upper-triangular. The determinant of the matrix, relating bases $\tilde{Q}_{U}^{k-1} \cdot \Psi_U$ and $\alpha \Phi_k U$, is equal to 1. Hence, the basis $\alpha \Phi_k U$ is admissible,

$$W_U := \text{span} \{ \alpha \Phi_1 U, \alpha \Phi_2 U, \alpha \Phi_3 U, \ldots \} \in \text{Gr}_+(0). \quad (4.25)$$

Remark 4.3 For the deformed potential the basis $\Phi_k U$ is admissible. However, the basis vectors contain positive powers of $z$, so the right hand side of the finite determinant formula (3.7) contains positive powers of $\lambda$. Therefore it is not equal to tau-functions in the Miwa parametrization. The tau-function appears only in the limit $N \to \infty$.

From this Lemma it follows, in particular, that the wave function is a linear combination of $\Phi_k U$, or
\[ \Psi_U = \left( e^{\frac{i}{\hbar} R(\varphi + z)} \right)_U \] (4.26)

for some \( R(z) \in K^*[[z, \hbar]] \), see (3.21). The normalization factor is \( \alpha = e^{\frac{i}{\hbar} R(0)} \).

**Remark 4.4** By construction the tau-function for the deformed potential satisfies the topological expansion (3.35). We extend the definition of the unstable contributions (3.36) to the deformed case.

Let us describe the canonical pair of the KS operators for the deformed potentials as formal series of the KS operators \( \tilde{Q}_U \) and \( X_U \). Consider an expansion

\[ \frac{1}{U} = c_1 z + c_2 + O(z^{-1}), \] (4.27)

where \( c_1 = \hbar \prod_{j=1}^{n+1} (-w_j) \) and \( c_2 = -c_1 \left( b_{n-1} + \sum_{j=1}^{n+1} w_j^{-1} \right) \). Denote

\[ P_U^0 := \frac{1}{\hbar} (V' (\tilde{Q}_U) - X_U) \in \mathcal{A}_U. \] (4.28)

Then

**Lemma 4.4** KS operators \( \tilde{Q}_U \) and \( X_U \) uniquely specify \( \mathcal{W}_U \). Moreover,

\[ P_U = \left( \frac{1}{c_1} - \frac{\tilde{R}'(\tilde{Q}_U)}{\hbar} \right) e^{c_1 P_U^0} - \frac{1}{c_1}, \] (4.29)

where \( \tilde{R}'(z) \in K^*[[z, \hbar]] \), and

\[ \tilde{Q}_U = \left( \tilde{Q}_U - c_2 P_U - \frac{c_1}{2} \right) \frac{1}{1 + c_1 P_U}. \] (4.30)

**Proof** From (4.5) and (4.27) we have

\[ \tilde{Q}_U \in z + (c_1 z + c_2) \frac{\partial}{\partial z} + \frac{c_1}{2} + \mathcal{D}_-. \] (4.31)

Then (4.30) follows, because the right hand side is a KS operator belonging to \( z + \mathcal{D}_- \), and from Lemma 2.4 such operator is unique.

Let us construct the canonical KS operator \( P_U \) recursively as a series in \( w \). Operator \( P_U^0 \) reduces to the quantum spectral curve operator for the undeformed potential at \( w = 0 \):

\[ P_U^0 \bigg|_{w=0} = \frac{1}{\hbar} (V'_0 (Q_{U0}) - X_{U0}) = P_{U0} \in \frac{\partial}{\partial z} + \mathcal{D}_-. \] (4.32)
Moreover, \( \tilde{Q}_U \big|_{w=0} = Q_{U_0} \in z + D_\omega \), and by definition [\( w^k \)] \( V'(z) \) \( \in z^{n+k+1} \mathbb{C}[[z^{-1}]] \). Hence, we can recursively construct

\[
P_U = P_0^U + \Delta P, \tag{4.33}
\]

where \( \Delta P = \sum_{k=1}^{\infty} w^k r_k(\tilde{Q}_U, P_0^U) \) and \( r_k \) are some polynomials. Let us write \( \Delta P = f(\tilde{Q}_U, P_0^U) \), where

\[
f(x, y) = \sum_{k,m=0}^{\infty} f_{km} x^k y^m \tag{4.34}
\]

for some \( f_{km} \in \mathbb{K}^* \).

To find \( \Delta P \) let us use the commutation relation \([P_U, Q_U] = 1\). Inserting (4.30) we have

\[
[P_U, \tilde{Q}_U] = 1 + c_1 P_U. \tag{4.35}
\]

To get an equation satisfied by \( \Delta P \) we substitute (4.33)

\[
[\Delta P, \tilde{Q}_U] = c_1 (P_0^U + \Delta P). \tag{4.36}
\]

Here we also use the definition of \( P_0^U \) and the commutation relation between \( \tilde{Q}_U \) and \( \chi_U \). Then the series \( f \) satisfies the differential equation

\[
\frac{\partial}{\partial y} f(x, y) = c_1 (y + f(x, y)). \tag{4.37}
\]

The general solution is

\[
f(x, y) = \left( \frac{1}{c_1} - \frac{1}{\hbar} C(x) \right) e^{c_1 y} - \frac{1}{c_1} - y, \tag{4.38}
\]

where \( C(x) \) is arbitrary function. Here we introduce the factor \( \hbar^{-1} \) for the convenience. To get the correct limit it should satisfy \( C(x) \big|_{w=0} = 0 \). There is a unique series \( C(x) \) such that \( P_U \in \frac{\partial}{\partial c} + D_\omega \). We denote it by \( \tilde{R}'(x), \tilde{R}(x) \in \mathbb{C}[z][[w]] \).

We see, that the operators \( \tilde{Q}_U \) and \( \chi_U \) uniquely specify the canonical pair of the KS operators \( (P_U, Q_U) \), hence they uniquely specify \( W_U \). This competes the proof. \( \square \)

The modified quantum spectral curve equation for the deformed potential is given by

\[
\left( \frac{\hbar}{c_1} - \tilde{R}'(\hat{\xi}) \right) e^{\frac{c_1}{\hbar} (V'(\hat{\xi}) - \hat{\xi})} - \frac{\hbar}{c_1} \cdot \tilde{\Psi}_U \big|_{w=0} = 0. \tag{4.39}
\]

Operators \( P_U \) and \( Q_U \) are deformations of the operators \( P_{U_0} \) and \( Q_{U_0} \)

\[
P_U \big|_{w=0} = P_{U_0}, \quad Q_U \big|_{w=0} = Q_{U_0}. \tag{4.40}
\]
Remark 4.5 For a general deformed potential we do not have an explicit expression for the series \( \tilde{R}'(z) \). However, it is constructed in Sect. 4.6 for the simplest deformation of the monomial potential.

Remark 4.6 Similar to the polynomial case, for the deformed GKM we have the relations (3.55) and the Douglas string Eq. (3.56). However, in this case the operator \( V'(L) = V'(L)_{+} \) includes the differential operators of arbitrary large positive order.

Lemma 4.5 In the deformed case the quantum spectral curve equation

\[
P_U \cdot \Psi_U = 0
\]

has a unique monic solution \( \Psi_U \in \mathbb{C}((z^{-1}))[w] \). This solution is of the form \( \Psi = 1 + O(z^{-1}) \).

Proof Let us construct the solution recursively as a series in \( w \). At \( w = 0 \) Eq. (4.41) reduces to the quantum spectral curve equation for \( U_0, P_{U_0} \cdot \Psi_{U_0} = 0 \), which according to Lemma 2.3 has a unique monic solution. Let us consider the first terms of the series expansion of the wave function and quantum spectral curve operator: \( \Psi_{U:k} := [w_k]\Psi_U, P_{U:k} := [w_k]P_U \). Then \( \Psi_{U:k} \) is defined by

\[
P_{U_0} \cdot \Psi_{U:k} + P_{U:k} \cdot \Psi_U = 0.
\]

Since \( P_{U:k} \in z^{-1}D_- \) and \( \Psi_{U_0} - 1 \in H_+ \),

\[
P_{U:k} \cdot \Psi_{U_0} \in z^{-1}H_+.
\]

The general solution of (4.42) is \( \Psi_{U:k} = c_k \Psi_{U_0} + \tilde{\Psi}_{U:k} \), where \( \tilde{\Psi}_{U:k} \in H_- \). It is easy to see that all coefficients of the series expansion of \( \Psi_U \) have the same form. To get monic solution we have to put \( c_k = 0 \) for all \( k \) as well as for all higher coefficients of expansion of \( \Psi_U \). \( \square \)

This Lemma is similar to Lemma 2.3. However, in the deformed case we are looking for solutions in \( \mathbb{C}((z^{-1}))[w] \), and it could happen that Eq. (4.41) has other solutions in \( \mathbb{C}[[w]][z, z^{-1}] \). The main goal of this lemma is to exclude these potential solutions.

Functions \( R \) and \( \tilde{R} \) in (4.26) and (4.29) are related to each other:

Lemma 4.6

\[
1 - \frac{c_1}{\hbar} \tilde{R}'(z) = e^{\frac{1}{\hbar}(R(z-c_1)-R(z)-V(z-c_1)+V(z)-c_1V'(z))}.
\]
Proof Using integration by parts it is easy to show that if (4.44) is true, then $P_U$ annihilates $\Psi_U$:

$$P_U \cdot \Psi_U = P_U \cdot e^{-S_0/\pi} \int_{\gamma(U_0)} d\varphi \, e^{1/\hbar} (\varphi V'(z) - V(\varphi) + R(\varphi))$$

$$= e^{-S_0/\pi} \frac{1}{c_1} \int_{\gamma(U_0)} d\varphi \, e^{1/\hbar} (\varphi V'(z) - V(\varphi) + R(\varphi))$$

$$= e^{-S_0/\pi} \frac{1}{c_1} \int_{\gamma(U_0)} d\varphi \left( \left( 1 - c_1 \frac{R'(\varphi)}{\hbar} \right) e^{c_1/\hbar} (V'(\varphi) - V'(z)) - 1 \right)$$

$$= e^{-S_0/\pi} \frac{1}{c_1} \int_{\gamma(U_0)} d\varphi \left( e^{1/\hbar} (\varphi - c_1) V'(z) - V(\varphi - c_1) + R(\varphi - c_1) \right)$$

$$- e^{1/\hbar} (\varphi V'(z) - V(\varphi) + R(\varphi))$$

$$= 0. \quad (4.45)$$

Here in the third equality we use (4.44). The last equality follows from the invariance of the asymptotic expansion of the integral under the small translations of the integration contour. The wave function $\Psi_U$ is a formal series in $\mathbb{C}((z^{-1}))[[w]]$. Thus, from Lemma 4.5 it follows that such solution is unique up to a constant factor. $\square$

In terms of $R(z)$ the modified quantum spectral curve equation is given by

$$\hbar c_1^{-1} \left( e^{1/\hbar} (R(\tilde{y} - c_1) - R(\tilde{y}) - V(\tilde{y} - c_1) + V(\tilde{y} - c_1) V'(\tilde{y})) \right) e^{c_1/\hbar} (V'(\tilde{y}) - \tilde{x}) - 1 \right) \cdot \tilde{\Psi}_U = 0. \quad (4.46)$$

We also have a matrix integral representation of the tau-function obtained using basis (4.23)

$$\tau_U ([\Lambda^{-1}]) = \frac{\det^N_{i,j=1} \left( e^{1/\hbar} R(\varphi + \lambda_j) (\lambda_i + \varphi)^{k-1} \right)_{U}}{\Delta(\lambda)}$$

$$= C^{-1} \int [d\Phi] \exp \left( -\frac{1}{\hbar} \text{Tr} (V(\Phi) - R(\Phi) - \Phi V'(\Lambda)) \right), \quad (4.47)$$

where we integrate over the normal matrices with eigenvalues on the contours $\gamma(U_0)$ and the normalization factor $C^{-1}$ is given by (3.2).

Remark 4.7 Expansion of this matrix integral and integral (4.158) below can be described in terms of the Feynman diagram technique, which is a deformation of the well-known diagram technique for the monomial GKM. The geometrical interpretation of the diagrams could be interesting.
4.3 Relation between deformed and pure GKMs

In this section we prove a relation between tau-functions for the deformed and pure 
GKM tau-functions, corresponding to the potentials $U$ and $U_0$, given by Theorem 2. 
This relation generalizes one considered in Sect. 3.7. For coefficients $a_k \in \mathbb{K}^*$, defined 
by (1.15), we introduce an element of Heisenberg–Virasoro group

$$\tilde{G} := e^\int(f(\eta) - \eta)U(\eta)d\eta e^{\sum_{k \in \mathbb{Z}} a_k \frac{1}{k}}. \tag{4.48}$$

Lemma 4.7

$$\mathcal{W}_U = \tilde{G} \cdot \mathcal{W}_{U_0}. \tag{4.49}$$

Proof From the direct computation it follows that

$$\tilde{Q}_U = \tilde{G} Q_{U_0} \tilde{G}^{-1},$$
$$\tilde{X}_U = \tilde{G} X_{U_0} \tilde{G}^{-1}. \tag{4.50}$$

Then the statement follows from Lemmas 3.6 and 4.4. \hfill \Box

Again, we can rewrite the operator (4.48) as

$$\tilde{G} = e^{-\frac{1}{\hbar} S_0(z)} e^{\sum_{k \in \mathbb{Z}} a_k \frac{1}{k}} e^{\frac{1}{\hbar} \tilde{S}_0(z)}, \tag{4.51}$$

where $\tilde{S}_0(z)$ and $S_0(z)$ are given by (3.36) for $U_0$ and $U$ respectively. Let us stress that 
$\tilde{G} \notin \bar{G}$.

Proof of Theorem 2 Theorem follows from (2.94) and Lemma 4.7. \hfill \Box

Conjecture 4.1

$$C_U = 1. \tag{4.52}$$

For the deformation of the monomial potential the operator (1.17) simplifies. In 
this case both summations in (1.17) are over $\mathbb{Z}_{>0}$, and $f(z)$ is given by (3.63).

Remark 4.8 Kontsevich–Witten tau-function can be described by a cut-and-join type 
operator $\hat{W}$ [6],

$$\tau_{KW} = e^{\hbar \hat{W}_{KW}} \cdot 1, \tag{4.53}$$

where
\[ \hat{W}_{KW} = \frac{1}{3} \sum_{k,m \geq 0} (2k + 1)(2m + 1) t_{2k+1} t_{2m+1} \frac{\partial}{\partial t_{2k+2m-1}} + \frac{1}{3!} \sum_{k,m \geq 0} (2k + 2m + 5) t_{2k+2m+5} \frac{\partial^2}{\partial t_{2k+1} \partial t_{2m+1}} + \frac{t_1^3}{3!} + \frac{t_3}{8}. \] (4.54)

Hence, for the deformation of this case from Theorem 2 one has

\[ \tau_U = C_{KW} \hat{W}_U \cdot 1, \] (4.55)

where

\[ \hat{W}_U := \hat{G} \hat{W}_{KW} \hat{G}^{-1}. \] (4.56)

Here we use the relation \( \hat{G} \cdot 1 = 0 \), which is valid the monomial potential. Note, that operator \( \hat{W}_{KW} \) is cubic in \( \hat{J}_k \), so is \( \hat{W}_U \).

For higher \( n \) the cut-and-join description of the deformed potential can be constructed in the same way from the non-deformed one described by Zhou in [65].

When some of parameters \( w_j \) in the deformed potential (1.13) coincide with each other, by the action of the operator \( e^{a \hat{L}_1} \) on the tau-function \( \tau_U \) we can reduce the degree of the denominator. Namely,

\[ e^{a \hat{L}_1 X_U} e^{-a \hat{L}_1} = \hbar \int_0^z \frac{U_0^a(z) d\eta}{(1 + a \eta) \prod_{j=1}^{n+1} (1 - (w_j - a) \eta)}, \] (4.57)

where \( U_0^a = (1 + a z)^n U_0(z/(1 + a z)) \) is a polynomial of degree \( n \). Let \( w_{\tilde{k}} = w_{\tilde{k}} + 1 = \cdots = w_{n+1} \) for some \( \tilde{k} \leq n \), then

\[ e^{w_{\tilde{k}} \hat{L}_1 X_U} e^{-w_{\tilde{k}} \hat{L}_1} = \int_0^z \frac{U_0^{w_{\tilde{k}}}(\eta) d\eta}{(1 + w_{\tilde{k}} \eta) \prod_{j=1}^{\tilde{k}-1} (1 - (w_j - w_{\tilde{k}}) \eta)}. \] (4.58)

For simplicity, let us consider the deformation of the monomial potential with \( w_{\tilde{k}} = w_{\tilde{k}} + 1 = \cdots = w_{n+1} \) for some \( \tilde{k} \leq n \). Then

\[ \tilde{U}_{\tilde{k}} = \frac{1}{\hbar} \frac{z^n}{(1 + w_{\tilde{k}} z) \prod_{j=1}^{\tilde{k}-1} (1 - (w_j - w_{\tilde{k}}) z)}, \] (4.59)

and

\[ u_{\tilde{k}} = [z^{\tilde{k}}] \int_0^z \left( \frac{\eta}{1 + w_{\tilde{k}} \eta} - \eta \right) \tilde{U}_{\tilde{k}}(\eta) d\eta. \] (4.60)
Lemma 4.8

\[ \tau_{\tilde{U}_k} = e^{\sum_{k=0}^{\infty} u_k \tilde{J}_k e^{w_k \tilde{L}_1}} \cdot \tau_U. \]  

(4.61)

**Proof** The lemma follows from the relation

\[
X_{\tilde{U}} = e^{\int \left( \frac{n}{1+w_k \eta} - \eta \right) \tilde{U}_k(\eta) d\eta} e^{w_k \tilde{L}_1} X_U e^{-w_k \tilde{L}_1} e^{\int \left( \frac{n}{1+w_k \eta} - \eta \right) \tilde{U}_k(\eta) d\eta},
\]

(4.62)

and the uniqueness, given by Lemma 4.4.

\[ \Box \]

### 4.4 Heisenberg–Virasoro constraints

Heisenberg–Virasoro constraints for the deformed GKM can be obtained similarly to the constraints for the undeformed case, considered in Sect. 3.8.

Namely, for the deformed potential (1.13) we consider the KS operators (3.70) and (3.74) with \( Q_U \) substituted by \( \tilde{Q}_U \). The coefficients of the expansion of these operators in the \( j_k \) and \( l_k \) basis are again given by (3.72) and (3.76), where now the range of summation over the index \( j \), for which the coefficients are non-trivial, is not limited from above. So, the operators

\[
\tilde{J}_U := \sum_{j=m}^{\infty} \frac{\partial}{\partial t_j},
\]

\[
\tilde{L}_U := \sum_{j=-\infty}^{\infty} h_{m,j} \tilde{L}_j - \frac{1}{\hbar} \sum_{j=m+1}^{\infty} g_{m+1,j} \frac{\partial}{\partial t_{j+1}} + \theta_m,
\]

(4.63)

where the constants \( \theta_m \) are chosen to satisfy the commutation relations (3.81), are the deformations of the operators for the polynomial case

\[
\tilde{J}_U \bigg|_{w=0} = \tilde{J}_U^0, \quad \tilde{L}_U \bigg|_{w=0} = \tilde{L}_U^0.
\]

(4.64)

Applying the KS arguments we conclude that these operators annihilate the deformed tau-function:

**Proposition 4.9** The deformed tau-function with the potential (1.13) satisfies the constraints

\[
\tilde{J}_U \cdot \tau_U = 0 \quad m \geq 1,
\]

\[
\tilde{L}_U \cdot \tau_U = 0 \quad m \geq -1.
\]

(4.65)
If $U_0$ is a monomial, then the constraints for the deformed case are the deformation of the constraints (3.83):

$$\begin{align*}
\mathcal{F}_m^U &:= \frac{1}{(n+1)^n} \frac{\partial}{\partial t_m(n+1)} + \sum_{j=m(n+1)+1}^{\infty} g_{m,j} \frac{\partial}{\partial t_j}, \\
\mathcal{L}_m^U &:= \frac{1}{(n+1)^{m+1}} \left( \mathcal{L}_{m(n+1)} - \frac{1}{\hbar} \frac{\partial}{\partial t_{m(n+1)(n+1)+1}} + \frac{n^2 + 2n}{24} \delta_{m,0} \right) \\
&\quad + \sum_{j=m(n+1)+1}^{\infty} h_{m,j} \mathcal{L}_j - \sum_{j=(m+1)(n+1)+1}^{\infty} g_{m+1,j} \frac{\partial}{\partial t_{j+1}} + \delta_{m,-1} \theta_{-1}. \quad (4.66)
\end{align*}$$

**Lemma 4.10** For the deformation of the monomial potential

$$\theta_{-1} = -\frac{1}{24} \left( \prod_{k=1}^{n+1} (-w_k) + \sum_{k=1}^{n+1} w_k \prod_{j \neq k} (w_j - w_k) \right). \quad (4.67)$$

**Proof** With integration by parts the last line of (3.80) for $m = -1$ can be simplified,

$$\theta_{-1} = -\frac{1}{24} \text{res}_{z=0} \frac{(V^{(3)})^2}{(V^{(n)})^3}. \quad (4.68)$$

For the deformation of the monomial potential one has

$$\frac{V^{(3)}}{V^{(n)}} = \frac{\partial}{\partial z} \log U = \frac{n}{z} + \sum_{k=1}^{n+1} \frac{w_k}{1 - w_k z}. \quad (4.69)$$

Hence we can rewrite the residue as a sum of the residues at $z = \infty$ and $z = \frac{1}{w_k}$,

$$\text{res}_{z=0} \frac{(V^{(3)})^2}{(V^{(n)})^3} = -\left( \text{res}_{z=0} + \sum_{k=1}^{n+1} \text{res}_{z=w_k^{-1}} \right) \prod_{k=1}^{n+1} (1 - w_k z) \left( \frac{n}{z} + \sum_{k=1}^{n+1} \frac{w_k}{1 - w_k z} \right)^2. \quad (4.70)$$

The residue at $z = \infty$ yields $\prod_{k=1}^{n+1} (-w_k)$, the residue at $z = w_k^{-1}$ yields $w_k \prod_{j \neq k} (w_k - w_j)$. This completes the proof. □

Let $e_k(w)$ be the elementary symmetric functions of $w_j$,

$$\sum_{k=0}^{n+1} e_k(w) z^k = \prod_{j=1}^{n+1} (1 + w_i z). \quad (4.71)$$
The simplest Heisenberg–Virasoro constraints for the deformation of the monomial potential are given by the operators
\[
\hat{J}^U_1 := \sum_{k=0}^{\infty} \frac{h_k(w)}{k+n+1} \frac{\partial}{\partial t_{k+n+1}},
\]
\[
\hat{L}^U_{-1} := \hat{L}_{-n-1} - e_1(w)\hat{L}_{-n} + \cdots \pm e_{n+1}(w)\hat{L}_0 - \frac{1}{\hbar} \frac{\partial}{\partial t_1} + \theta_{-1}.
\]

**Remark 4.9** Using the KS operators it is also possible to construct a complete family of the $W^{(n+1)}$ constraints for the deformed potential.

### 4.5 Sato’s group element

In this section we assume that
\[
c_1 = 0
\]
(4.73)
or equivalently, that at least one of the $w_k$ vanishes. In this case the deformed GKM simplifies, in particular, Lemma 4.6 yields
\[
R(z) = \tilde{R}(z)
\]
(4.74)
and the canonical pair of the KS operators is given by
\[
P_U = \frac{1}{\hbar} \left( V'(\tilde{Q}_U) - R'(\tilde{Q}_U) - x_U \right),
\]
\[
Q_U = \tilde{Q}_U - c_2 P_U.
\]
(4.75)
The modified quantum spectral curve is given by
\[
(V'(\hat{y}) - R'(\hat{y}) - \hat{x}) \cdot \tilde{\Psi}_U = 0
\]
(4.76)
with the semi-classical limit
\[
V'(y) - R'(y) \bigg|_{\hbar=0} = x.
\]
(4.77)

Let
\[
B_U := \left( e^{\frac{1}{\hbar} R(\varphi+z)} e^{\varphi \frac{2}{\alpha z^2}} \right)_U e^{-\varphi \frac{2}{\alpha z^2}}.
\]
(4.78)
At $w = 0$ operator $B_U$ reduces to the undeformed Sato’s group element $\left( e^{\varphi \frac{2}{\alpha z^2}} \right)_U$ (see Lemma 3.2.) The following operator identities hold true for operators (4.75):
Lemma 4.11

\[ \mathcal{P} U B_U = B_U \frac{\partial}{\partial z}, \quad \mathcal{Q} U B_U = B_U z. \] (4.79)

**Proof** From the definition (3.21) we have

\[ \tilde{\mathcal{Q}} U (\ldots)_U = \left\langle \left( \frac{1}{U(z)} \left( \frac{\partial}{\partial z} + \frac{V'(z) - V'(z + \varphi)}{\hbar} \right) + z + \varphi \right) \ldots \right\rangle_U, \] (4.80)

hence

\[
\begin{aligned}
\tilde{\mathcal{Q}} U B_U - B_U & \left( z + c_2 \frac{\partial}{\partial z} \right) \\
& = \tilde{\mathcal{Q}} U \left\langle e^{\frac{1}{\hbar} R(\varphi + z)} e^{\varphi \frac{\partial}{\partial z}} \right\rangle_U e^{-\frac{c_2}{2} \frac{z^2}{\hbar z}} \\
& - \left\langle e^{\frac{1}{\hbar} R(\varphi + z)} e^{\varphi \frac{\partial}{\partial z}} \right\rangle_U e^{-\frac{c_2}{2} \frac{z^2}{\hbar z}} \\
& = \frac{1}{U(z)} \left\langle e^{\frac{1}{\hbar} R(\varphi + z)} \left( \frac{\partial}{\partial z} + \frac{V'(z) - V'(z + \varphi) + R'(z + \varphi)}{\hbar} \right) e^{\varphi \frac{\partial}{\partial z}} \right\rangle_U e^{-\frac{c_2}{2} \frac{z^2}{\hbar z}} \\
& = 0,
\end{aligned}
\] (4.81)

where in the last line we have used the integration by parts in (4.78). Using this relation we have

\[
\begin{aligned}
\mathcal{P} U B_U - B_U & \frac{\partial}{\partial z} \\
& = -\frac{1}{\hbar} X_U B_U + X_U \left( \frac{V'(z + c_2 \frac{\partial}{\partial z}) - R'(z + c_2 \frac{\partial}{\partial z})}{\hbar} - \frac{\partial}{\partial z} \right) \\
& = -\left\langle e^{\frac{1}{\hbar} R(\varphi + z)} \left( \frac{\partial}{\partial z} + \frac{V'(z) - V'(z + \varphi) + R'(z + \varphi)}{\hbar} \right) e^{\varphi \frac{\partial}{\partial z}} \right\rangle_U e^{-\frac{c_2}{2} \frac{z^2}{\hbar z}} \\
& = 0,
\end{aligned}
\] (4.82)

where the last line again follows from the integration by parts. The second identity of Lemma follows from linear combination of these two, this completes the proof. \( \square \)

We see, that \( B_U \) defines the canonical KS operators for \( \mathcal{W}_U \) by (1.3). Let us prove that \( X_U \) is indeed the Sato group operator.

**Proposition 4.12** Operator \( B_U \) is a Sato group operator for the deformed potential:

\[ G_U = B_U. \] (4.83)
**Proof** Consider the expansion $B_U = \sum_{k=0}^{\infty} B_k \frac{\partial^k}{\partial z^k}$. From the comparison of (4.26) and (4.78) we see that

$$B_0 = \Psi_U.$$  \hfill (4.84)

The statement of the proposition follows from the initial condition (4.84) and Lemmas 4.11 and 2.7. \hfill \Box

Let $H_k(z)$ be the Hermite polynomials

$$H_k(z) := e^{-\frac{1}{2} \frac{\alpha^2}{\partial z^2}} \cdot z^k.$$  \hfill (4.85)

Then the following corollary immediately follows

**Corollary 4.13** For the deformed potential with $c_1 = 0$ the distinguished basis is given by

$$\tilde{\Phi}_k^U = \left(e^{\frac{1}{\hbar} R(\varphi+z)} c_2^{(k-1)/2} H_{k-1} \left(\frac{z + \varphi}{\sqrt{c_2}}\right)\right)_U.$$  \hfill (4.86)

In particular, if $c_2 = 0$

$$\tilde{\Phi}_k^U = \left(e^{\frac{1}{\hbar} R(\varphi+z)} (z + \varphi)^{k-1}\right)_U.$$  \hfill (4.87)

**Remark 4.10** Because the operators $X_U$ and $\tilde{Q}_U$ uniquely define the point of the Sato Grassmannian, (3.29) is true for the deformed GKM. Then one can use Proposition 4.12 and Proposition 2.8 to derive an integral representation for the Cauchy–Baker–Akhieser kernel for the deformed case with $c_1 = 0$, to therefore get affine coordinates of the point of the Sato Grassmannian.

### 4.6 Deformation of the monomial GKM

In this section we consider the simplest 1-parameter deformation of the monomial potentials (3.50):

$$U = \frac{1}{\hbar} \frac{z^n}{1 - wz}.$$  \hfill (4.88)

For this deformation $c_1 = 0$, so the results of the previous section are applicable. It remains to find $R(z)$. The KS operators $\tilde{Q}_U$ and $X_U$ are given by

$$\tilde{Q}_U = z + \hbar \left(\frac{1 - wz}{z^n} \frac{\partial}{\partial z} - \frac{1 - wz}{2z^n} \left(\frac{n}{z} + \frac{w}{1 - wz}\right)\right),$$

$$X_U = -\frac{1}{w^{n+1}} \left(\log(1 - wz) + \sum_{k=1}^{n} \frac{(wz)^k}{k}\right).$$  \hfill (4.89)
Let us define

\[ \mathcal{N} := z^{-1} \mathcal{D}_- \cap H_- \left[ \hbar, w, \frac{1 - wz}{z} \frac{\partial}{\partial z} \right]. \quad (4.90) \]

It is closed under commutator, \([\mathcal{N}, \mathcal{N}] \subset \mathcal{N}\). Let

\[ \chi := \frac{w^{n+1}}{1 - w z}. \quad (4.91) \]

We define \(\Omega\) by

\[ e^{w^{n+1} \mathcal{X}_U + \sum_{k=1}^{n} \frac{(w \tilde{Q}_U)^k}{k}} = e^{-\chi \frac{\partial}{\partial z} + \delta_{n,1} \hbar \frac{w}{z} \frac{\partial}{\partial z} - \mathcal{X}} + \Omega \frac{1}{1 - wz}. \quad (4.92) \]

**Lemma 4.14**

\[ \Omega \in z^{-1} \mathcal{D}_-. \quad (4.93) \]

**Proof** Let

\[ \tilde{\Omega} := w^{n+1} \mathcal{X}_U + \sum_{k=1}^{n} \frac{(w \tilde{Q}_U)^k}{k} + \log(1 - wz). \quad (4.94) \]

Then a straightforward calculation yields \(\tilde{\Omega} - \hbar w^n (1 + \frac{1 - \delta_{n,1}}{wz}) \frac{\partial}{\partial z} \in \mathcal{N}\). Let us apply the Baker–Campbell–Hausdorff formula to the left hand side of (4.92).

\[ e^{w^{n+1} \mathcal{X}_U + \sum_{k=1}^{n} \frac{(w \tilde{Q}_U)^k}{k}} = e^{\tilde{\Omega} - \log(1 - wz)} \]
\[ = e^{\tilde{\Omega} + \frac{1}{2} \left[ \tilde{\Omega}, \log(1 - wz) \right] + \ldots} \frac{1}{1 - wz}, \quad (4.95) \]

where by . . . we denote a combination of the nested commutators of \(\log(1 - wz)\) and \(\tilde{\Omega}\). For the simplest commutator we have

\[ \left[ \tilde{\Omega}, \log(1 - wz) \right] \in \mathcal{N} - \frac{\chi}{z}. \quad (4.96) \]

Again, straightforward calculations show that \([\mathcal{N}, \log(1 - wz)] \subset \mathcal{N}, [\mathcal{N}, \tilde{\Omega}] \subset \mathcal{N},\]

and

\[ \left[ \tilde{\Omega}, \left[ \tilde{\Omega}, \log(1 - wz) \right] \right] \in \mathcal{N}, \]
\[ \left[ \log(1 - wz), \left[ \tilde{\Omega}, \log(1 - wz) \right] \right] \in \mathcal{N}. \quad (4.97) \]

By induction all higher nested commutators belong to \(\mathcal{N}\), and hence to \(z^{-1} \mathcal{D}_-\). The statement of the lemma follows from the comparison of (4.92) and (4.95). □
Consider the KS operator
\[
1 - \omega \tilde{Q} - \frac{\chi w}{2} = (1 - wz) \left( 1 - \hbar \left( \frac{w}{z} \frac{\partial}{\partial z} - \frac{wn}{2zn + 1} - \frac{w^2}{2zn} \sum_{j=1}^{n-1} (wz)^j \right) \right).
\]
(4.98)

From (4.92) one immediately has
\[
e^{w n + 1 X_U + \sum_{k=1}^{n} \frac{(w \tilde{Q})^k}{k}} \left( 1 - w \tilde{Q} - \frac{\chi w}{2} \right) = e^{-\chi \frac{3}{2z + 1} + \delta_{n,1} \hbar \frac{w}{z} \frac{\partial}{\partial z} + \frac{\chi}{2z} + \ldots} \left( 1 - \delta_{n,1} \hbar \frac{w}{z} \frac{\partial}{\partial z} + \frac{\chi}{2z} + \ldots \right) \]
(4.99)
where by \ldots we denote the terms from $z^{-1} \mathcal{D}_-$. Hence, from the uniqueness of the quantum spectral curve operator we have
\[
P_U = -\frac{1}{\chi} \log \left( e^{w n + 1 X_U + \sum_{k=1}^{n} \frac{(w \tilde{Q})^k}{k}} \left( 1 - w \tilde{Q} - \frac{\chi w}{2} \right) \right) .
\]
(4.100)

From the commutation relation between $\tilde{Q}$ and $X_U$ it follows, that this operator is indeed of the form given by the first equation of (4.75). We will derive $R'(z)$ from the comparison of these two expressions.

We start from a simple implication of the Baker–Campbell–Hausdorff formula.

Lemma 4.15 If $[a, b] = 1$, then for any function $f$
\[
e^{a + f'(b)} = e^a e^{f(b) - f(b-1)}
\]
(4.101)

Proof
\[
e^a e^{f(b)} e^{f(b-1)} = e^{-f(b)} e^a e^{f(b)} = e^{-f(b)} e^{a + f'(b)} = e^{a + f'(b)}.
\]
(4.102)

Let
\[
F(z) := \frac{1}{w^{n+1}} \sum_{k=1}^{\infty} \frac{(-\chi w)^k}{k} B_k \left( \frac{1}{2} - \frac{z}{\chi} \right),
\]
(4.103)
where $B_n$ are the Bernoulli polynomials, satisfying
\[
B_n(x + 1) - B_n(x) = nx^{n-1}.
\]
(4.104)
Proposition 4.16 For the deformation of the monomial potential (4.88) the quantum spectral curve operator is given by

$$P = \frac{1}{\hbar} \left( F(\tilde{Q}U) - \frac{1}{w^{n+1}} \sum_{k=1}^{n} \frac{(w\tilde{Q}U)^k}{k} - X_U \right). \quad (4.105)$$

**Proof** We apply Lemma 4.15. Namely, let $a := w^{n+1}X_U + \sum_{k=1}^{n} \frac{(w\tilde{Q}U)^k}{k}$ and $b := -\frac{\tilde{Q}U}{\chi} - \frac{1}{2}$. Then $[a, b] = 1$ and we can rewrite the left hand side of (4.99) as

$$e^{a}(1 + \chi w b) = e^{a} e^{\sum_{k=1}^{\infty} (-1)^{k+1} \frac{(\chi wb)^k}{k}}. \quad (4.106)$$

To apply Lemma 4.15 we have to solve the difference equation

$$e^{f(b)-f(b-1)} = e^{\sum_{k=1}^{\infty} (-1)^{k+1} \frac{(\chi wb)^k}{k}}. \quad (4.107)$$

The solution is given by a sum of the Bernoulli polynomials:

$$f(b) = \sum_{k=1}^{\infty} (-1)^{k+1} \frac{\chi w)^k}{k(k+1)} B_{k+1}(b+1) + 2\pi imx \quad (4.108)$$

for some $m \in \mathbb{Z}$. Note that the series $f(x)$ is unique up to any periodic function $f(x)$ such that $f(x) = f(x + 1)$. However, if we require the coefficient of each power of $w$ to be a polynomial in $x$, we can only add a linear term. To find $f'$ one can apply $B'_k(x) = kB_k(x)$:

$$f'(b) = \sum_{k=1}^{\infty} (-1)^{k+1} \frac{\chi w)^k}{k} B_{k}(b+1) + 2\pi im. \quad (4.109)$$

From the comparison of the result with case $w = 0$ we conclude, that the linear term must vanish, $m = 0$. Hence

$$R'(z) = -F(z) - \frac{1}{w^{n+1}} \log(1 - wz). \quad (4.110)$$

This completes the proof of the proposition. \(\square\)

Using (4.100) we can write the equation for the modified wave function as (1.19). The classical spectral curve

$$-w^{-n-1} \left( \log(1 - wy) + \sum_{k=1}^{n} \frac{w^k y^k}{k} \right) = x \quad (4.111)$$
reduces to (3.61) at \( w = 0 \). Being exponentiated, it can be rewritten as

\[
e^{\sum_{k=1}^{n} \frac{w^k}{k} y^k} (1 - wy) = e^{-w^{n+1} x}.
\] (4.112)

**Remark 4.11** These classical and quantum spectral curves are similar to the curves for simple Hurwitz numbers [67] and r-spin Hurwitz numbers [52] (for \( r = n + 1 > 2 \)). In particular, for \( n = 1 \), after change of variables \( x \mapsto -\frac{1 + x}{w^2}, y \mapsto \frac{1 - y}{w} \) the classical spectral curve coincides with the Lambert curve \( x = y^{-y} \).

Let us consider integral representation (4.26) of the wave function. Namely, from Proposition 4.16 we see that

\[
\frac{1}{\hbar} (R(\varphi) - V(\varphi)) = \sum_{k=1}^{\infty} \left( -\chi w \right)^k \frac{B_{k+1}}{k(k+1)} \left( \frac{1}{2} - \frac{\varphi}{\chi} \right) + \frac{1}{\chi} \sum_{k=1}^{n} \frac{w^k \varphi^{k+1}}{k(k+1)} + \ldots,
\] (4.113)

where by \( \ldots \) we denote terms independent of \( \varphi \). Comparing it to Stirling’s expansion of the gamma function

\[
\Gamma(z + 1/2 - n) = \sqrt{2\pi} z^{-n} e^{-z} \sum_{k=1}^{\infty} \frac{B_{k+1}(n+1/2)}{k!} \frac{z^k}{k!},
\] (4.114)

valid for large values of \(|z|\) with \(|\arg(z)| < \pi\) and an arbitrary finite complex number \( n \), we conclude that

\[
e^{\frac{1}{\hbar} (R(\varphi) - V(\varphi))} = \alpha \left( \sum_{k=1}^{n} \frac{w^k \varphi^{k+1}}{k!} + \varphi \log(-\chi w) \right) \Gamma \left( \frac{1}{2} + \frac{\varphi}{\chi} - \frac{1}{\chi w} \right) \Gamma \left( \frac{1}{2} - \frac{1}{\chi w} \right). \] (4.115)

So, the wave function is given by

\[
\Psi_U = \alpha \frac{e^{-\frac{S_0}{\pi} - S_1}}{\sqrt{2\pi \hbar}} \int_{\gamma(U_0)} d\varphi \ e^{\frac{1}{\hbar} V'(\zeta) \varphi + \frac{1}{\chi} \left( \sum_{k=1}^{n} \frac{w^k \varphi^{k+1}}{k!(k+1)} + \varphi \log(-\chi w) \right)} \Gamma \left( \frac{1}{2} + \frac{\varphi}{\chi} - \frac{1}{\chi w} \right) \Gamma \left( \frac{1}{2} - \frac{1}{\chi w} \right). \] (4.116)

For \( n > 1 \) the distinguished basis is given by (4.87):

\[
\Phi_k U = \alpha \frac{e^{-\frac{S_0}{\pi} - S_1}}{\sqrt{2\pi \hbar}} \int_{\gamma(U_0)} d\varphi \ e^{\frac{1}{\hbar} V'(\zeta) \varphi + \frac{1}{\chi} \left( \sum_{k=1}^{n} \frac{w^k \varphi^{k+1}}{k!(k+1)} + \varphi \log(-\chi w) \right)} \Gamma \left( \frac{1}{2} + \frac{\varphi}{\chi} - \frac{1}{\chi w} \right) \Gamma \left( \frac{1}{2} - \frac{1}{\chi w} \right). \] (4.117)
The case with \( n = 1 \) will be considered in Sect. 4.9.

Simplest operators of the Heisenberg–Virasoro constraints (4.72) for deformation (4.88) are given by

\[
\hat{J}^U_1 = \sum_{k=n+1}^{\infty} \frac{w^{k-n-1}}{k} \frac{\partial}{\partial t_k},
\]

\[
\hat{L}^U_{-1} = \hat{L}_{-n-1} - w \hat{L}_{-n} - \frac{1}{\hbar} \frac{\partial}{\partial t_1} - \frac{w^{n+1}}{24}.
\]

They annihilate the tau-function \( \tau_U \).

### 4.7 Dilaton equation

In addition to the Heisenberg–Virasoro constraints tau–function of the deformed GKM \( \tau_U \) and associated point of the Sato Grassmannian \( \mathcal{W}_U \) satisfy some other, independent constraints. Let

\[
E_w := \sum_{j=1}^{n+1} w_j \frac{\partial}{\partial w_j}
\]

be the Euler operator. Let us introduce operators

\[
\Theta_1 = z \frac{\partial}{\partial z} - E_w + \sum_{j=1}^{n-1} (n - j) b_j \frac{\partial}{\partial b_j} + \frac{n + 2}{\hbar} (z V'(z) - V(z)),
\]

\[
\Theta_2 = \hbar \frac{\partial}{\partial \hbar} + \frac{1}{\hbar} (V(z) - z V'(z))
\]

with \([\Theta_1, \Theta_2] = 0\). We have

\[
[\Theta_1, X_U] = (n + 1) X_U,
\]

\[
[\Theta_1, \tilde{Q}_U] = -(n + 1) \tilde{Q}_U
\]

and

\[
[\Theta_2, X_U] = 0,
\]

\[
[\Theta_2, \tilde{Q}_U] = \tilde{Q}_U.
\]

**Proposition 4.17** The operators \( \Theta_k \) for \( k = 1, 2 \) stabilize the point of the Sato Grassmannian for the deformed GKM, \( \Theta_k \cdot \mathcal{W}_U \subset \mathcal{W}_U \).

**Proof** For the potential (1.13) we have

\[
\Theta_1 \cdot U(z) = n U(z)
\]
and, more generally,
\[
\Theta_1 \cdot V^{(k)}(z) = (n + 2 - k) V^{(k)}(z). \tag{4.124}
\]

The statement of proposition follows directly from the application of the operators to the basis (3.12) and from the integration by parts. \qed

**Remark 4.12** Operators $\Theta_k$ contain derivatives with respect to $w_j, b_j$, and $\hbar$ so they are not Kac–Schwarz operators.

We derive the dilaton equation associated with $\Theta_1$ for the deformation of the monomial potential using Theorem 2. Similar idea was used by Guo and Wang in derivation of the dilation equation for the linear Hodge integrals in [35]. Let
\[
v_k := (n + 2)[z^k] (z V'(z) - V(z)) = (n + 2)\hbar [z^k] \int z \eta U(\eta) d\eta. \tag{4.125}
\]

**Proposition 4.18**
\[
\left( \hat{L}_0 + E_w - \frac{1}{\hbar} \sum_{k=n+2}^{\infty} v_k \frac{\partial}{\partial t_k} + \frac{n^2 + 2n}{24} \right) \cdot \tau_U(t) = (E_w \cdot \log C_U) \tau_U(t). \tag{4.126}
\]

**Proof** By construction $\tau_{U_0}$ does not depend on $w_i$. Hence $E_w \cdot \tau_{U_0} = 0$. Combining it with Proposition 3.8 one gets
\[
\left( E_w + (n + 1) \hat{L}_0^{U_0} \right) \cdot \tau_{U_0} = 0. \tag{4.127}
\]

From Theorem 2 it follows that
\[
\left( C_U \hat{G} \left( E_w + (n + 1) \hat{L}_0^{U_0} \right) \hat{G}^{-1} C_U^{-1} \right) \cdot \tau_U = 0. \tag{4.128}
\]

Let us find the operator acting in this formula. First, we conjugate $E_w + (n + 1) \hat{L}_0^{U_0}$ with the Virasoro part of (1.17). From the definition of $f(z)$ it follows that for a monomial $U_0$ coefficients $a_k$ are homogeneous (and symmetric) functions of $w_k$ of degree $k$. Hence
\[
\left[ E_w + \hat{L}_0, \sum_{k \in \mathbb{Z} > 0} a_k \hat{L}_k \right] = 0 \tag{4.129}
\]

and
\[
e^{\sum_{k \in \mathbb{Z} > 0} a_k \hat{L}_k} \left( E_w + \hat{L}_0 - \frac{1}{\hbar} \frac{\partial}{\partial t_{n+2}} + \frac{n^2 + 2n}{24} \right) e^{-\sum_{k \in \mathbb{Z} > 0} a_k \hat{L}_k}
\]
\[ E_w + \hat{L}_0 - \frac{1}{\hbar} \sum_{k=n+2}^\infty \tilde{v}_k \frac{\partial}{\partial t_k} + \frac{n^2 + 2n}{24}, \tag{4.130} \]

where

\[ \tilde{v}_k := [z^k] f(z)^{n+2}. \tag{4.131} \]

Now we conjugate it with \( e^{\sum_{k \in \mathbb{Z}} u_k \hat{J}_k} \) in (1.17). The last two terms of the last line in (4.130) commute with this operator, so we only need

\[ e^{\sum_{k \in \mathbb{Z}} u_k \hat{J}_k} (E_w + \hat{L}_0) e^{-\sum_{k \in \mathbb{Z}} u_k \hat{J}_k} = E_w + \hat{L}_0 + \frac{1}{\hbar} \sum_{k=n+2}^\infty (\tilde{v}_k - v_k) \frac{\partial}{\partial t_k}. \tag{4.132} \]

Since \( C_U \) does not depend on \( t \), only \( E_w \) can contribute in conjugation with \( C_U \), which concludes the proof. \( \square \)

In particular, if Conjecture 4.1 is true, then the right hand side of (4.126) vanishes. Vice versa, if the right hand side of (4.126) vanishes, then Conjecture 4.1 is true for the deformation of the monomial potential.

### 4.8 Deformation of Kontsevich model

The simplest example of the deformed GKM is given by deformation of the Kontsevich model with \( n = 1 \) and \( U_0 = z \), considered in Sect. 3.9. In this case (1.13) yields

\[ U = \frac{1}{\hbar} \frac{z}{(1 - w_1 z)(1 - w_2 z)} = \frac{1}{\hbar} \sum_{k=0}^\infty h_k(w_1, w_2)z^{k+1}, \tag{4.133} \]

where \( h_k \) are complete symmetric functions. Then

\[ \tilde{Q}_U = z + \hbar \left( \frac{(1 - w_1 z)(1 - w_2 z)}{z} \frac{\partial}{\partial z} - \frac{1 - w_1 w_2 z^2}{2z^2} \right) \]

\[ = Q_{KW} + \hbar \left( (w_1 w_2 z - w_1 - w_2) \frac{\partial}{\partial z} + \frac{w_1 w_2}{2} \right). \tag{4.134} \]

If \( w_1 \neq 0, w_2 \neq 0 \) and \( w_1 \neq w_2 \),

\[ X_U = \hbar \int_0^z U(\eta) d\eta = \frac{w_1 \log(1 - w_2 z) - w_2 \log(1 - w_1 z)}{w_1 w_2(w_1 - w_2)}. \tag{4.135} \]

**Remark 4.13** We can always rewrite the operator \( \tilde{G} \) in (4.51) as

\[ \tilde{G} = e^{\sum_{k \in \mathbb{Z}} u_k \hat{J}_k} e^{\frac{1}{\hbar} \left( \tilde{S}_0(z) - S_0(f^{-1}(z)) \right)}. \tag{4.136} \]
Then, for deformation of the Kontsevich model using the reduction constraints and Virasoro constraints (3.83) we can rewrite the relation of Theorem 2 in terms of Virasoro operators only:

$$\tau_U = C_U e^{\sum_{k \geq 2, k \neq 0} \hat{a}_k \hat{L}_k} \tau_{KW}. \quad (4.137)$$

The Heisenberg–Virasoro constraints are described by Proposition 4.9, and the simplest operators, that describe reduction and string equations, are given by

$$\hat{J}_1 = \frac{\partial}{\partial t_2} + \sum_{k=3}^{\infty} \frac{h_k(w_1, w_2)}{k} \frac{\partial}{\partial t_k},$$

$$\hat{L}_{-1} = \hat{L}_{-2} - (w_1 + w_2)\hat{L}_{-1} + w_1 w_2 \hat{L}_0 - \frac{1}{h} \frac{\partial}{\partial t_1} - \frac{w_1^2 + w_2^2}{24} - w_1 w_2.$$  \quad (4.138)

The Heisenberg–Virasoro constraints completely specify the deformed tau-function, so that the correlation functions can be obtained by their solution in the naive topological recursion way.

From (4.135) it follows, that there are two special cases:

- $w_1 = w_2 = w$. In this case

  $$\hat{X}_U = \frac{1}{w^2(1 - wz)} + \frac{1}{w^2} \log(1 - wz),$$

  $$\hat{Q}_U = z + h \left( \frac{(1 - wz)^2}{z} \frac{\partial}{\partial z} - \frac{1 - w^2 z^2}{2z^2} \right). \quad (4.139)$$

  By Lemma 4.8 it can be reduced to the next case by the linear change and a shift of variables.

- $w_2 = 0$ (or $w_1 = 0$). The model depends on one deformation parameter $w$. We consider this case in the next section.

### 4.9 Simplest deformation of the Kontsevich model

Let us consider

$$U = \frac{1}{h} \frac{z}{1 - wz} \quad (4.140)$$

with

$$V(z) = \frac{(1 - wz) \log(1 - wz)}{w^3} + \frac{2z - wz^2}{2w^2} = \sum_{k=3}^{\infty} \frac{z^k w^{k-3}}{k(k - 1)}. \quad (4.141)$$

This case is the simplest example of the family of the deformed potentials, considered in Sect. 4.6. Then
\[ X_U = -\frac{z}{w} - \frac{\log(1 - wz)}{w^2} = \frac{z^2}{2} + \frac{1}{w^2} \sum_{k=3}^{\infty} \frac{(wz)^k}{k}, \]

\[ \tilde{Q}_U = z + \hbar \left( \frac{1}{z} - w \right) \left( \frac{\partial}{\partial z} - \frac{1}{2z^2} \right) = \tilde{Q}_{KW} - \hbar w \frac{\partial}{\partial z}. \] (4.142)

Eq. (1.19) for the modified wave function reduces to

\[ e^{w^2 x + wy} \left( 1 - w \hat{y} - \frac{w^3}{2} \right) \tilde{\Psi} = \tilde{\Psi}. \] (4.143)

The classical spectral curve

\[ x = -w^{-2} \left( \log(1 - wy) + wy \right) \] (4.144)

reduces to (3.88) at \( w = 0 \). It can be rewritten as

\[ e^{-w^2 x} = (1 - wy)e^{wy} \] (4.145)

**Remark 4.14** We expect that the same quantum spectral curve can be obtained by the conjugation of the KS operators for the single simple Hurwitz generating function, described in [7].

The wave function is given by (4.116),

\[ \Psi_U = \alpha \frac{e^{-\frac{S_0}{\hbar} + S_1}}{\sqrt{2\pi \hbar}} \int_{\gamma(U_0)} d\varphi \frac{1}{\hbar} V'(z)\varphi + \frac{1}{\hbar} \left( \frac{w}{2} + \varphi \log(-\hbar w^3) \right) \Gamma \left( \frac{1}{2} + \frac{\varphi}{\hbar w^2} - \hbar w^3 \right) \Gamma \left( \frac{1}{2} - \hbar w^3 \right). \] (4.146)

In this case we can also find a simpler integral expression for the wave function. Namely, after Fourier transform, the differential-difference Eq. (4.143) reduces to a first order differential equation. Let

\[ \tilde{\Psi}^* := e^{\frac{w^2}{2\pi}} \tilde{\Psi}. \] (4.147)

From Eq. (4.143) one has

\[ e^{wy} \left( 1 - w \hat{y} + w^2 \hat{x} - \frac{w^3}{2} \right) \tilde{\Psi}^* = \tilde{\Psi}^*. \] (4.148)
With the ansatz
\[
\tilde{\Psi}^* = \frac{1}{\sqrt{2\pi \hbar}} \int d\varphi \ e^{\frac{1}{\hbar} (x\varphi - A(\varphi))}
\] (4.149)
the Eq. (4.148) leads to the differential equation for \( A(\varphi) \)
\[ e^{-w\varphi} = 1 - w\varphi - \frac{\hbar w^3}{2} + w^2 \frac{\partial A}{\partial \varphi} \] (4.150)
with a general solution
\[ A(\varphi) = -e^{-w\varphi} - \frac{1}{w^3} \left[ e^{-w\varphi} - 1 + \frac{w^2}{2} \frac{\varphi^2}{2} - \frac{\hbar w\varphi}{2^2} \right] + A_0. \] (4.151)
Here \( A_0 \) does not depend on \( \varphi \). Hence
\[ \tilde{\Psi} = e^{-\frac{w^2}{2\pi^2} \frac{A_0}{\hbar}} \int_{Y(U_0)} d\varphi \ e^{\frac{1}{\hbar} \left( x\varphi + e^{-w\varphi} - 1 + \frac{w}{2} \frac{\varphi^2}{2} - \frac{\hbar w\varphi}{2^2} \right)}. \] (4.152)
Then it is easy to see that
\[ e^{-\frac{S_1}{\hbar} - S_1 - \frac{w^2}{2\pi^2} \frac{A_0}{\hbar}} \int_{Y(U_0)} d\varphi \ e^{\frac{1}{\hbar} \left( x\varphi + e^{-w\varphi} - 1 + \frac{w}{2} \frac{\varphi^2}{2} - \frac{\hbar w\varphi}{2^2} \right)} \in \mathbb{C}((z^{-1}))[[w]]. \] (4.153)
From Lemma 4.5 it follows that this is indeed the wave function, and (4.152) is a modified wave function.

**Remark 4.15** The same expression can be derived from (4.146), if one uses the standard integral expression for the gamma-function
\[ \Gamma(z) = \int_{\mathbb{R}} d\varphi \ e^{\varphi z - e^\varphi}. \] (4.154)
At \( w = 0 \) the modified wave function (4.152) reduces to
\[ e^{-\frac{1}{\hbar} A_0}_{|w=0} \frac{1}{\sqrt{2\pi \hbar}} \int_{Y(U_0)} d\varphi \ e^{\frac{1}{\hbar} \left( x\varphi - \frac{\varphi^3}{3} \right)} \] (4.155)
and from comparison with (3.44) we see that \( A_0 |_{w=0} = 0. \)

Higher basis vectors can be obtained by the action of the operator \( \tilde{Q}_U \) with the help of integration by parts.
\[
\Phi_k^U = e^{-\frac{S_0}{\pi} - S_1 - \frac{w x^2}{2\pi} - \frac{A_0}{\pi}} \int_{\gamma(U_0)} d\varphi \left( \frac{1 - e^{-w\varphi}}{w} \right)^{k-1} \frac{1}{e^n} \left( x\varphi + \frac{e^{-w\varphi} - 1 + w\varphi - u^2\varphi^2/2}{w^3} - \frac{w\varphi}{2} \right). 
\]

(4.156)

This basis is of the form (2.7), which makes it suitable for construction of the matrix integral. Let

\[
[d\mu_w(\Phi)] := \frac{1}{(2\pi)^{N/2} w^{N(N-1)/2}} \prod_{k=1}^N k! \Delta(\varphi) \Delta(e^{-w\varphi}) [dU] \prod_{i=1}^N e^{-\frac{1}{2} w\varphi_i} d\varphi_i
\]

(4.157)

be the measure on the space of the Hermitian matrices. At \( w = 0 \) it reduces to the flat measure (3.3), for \( w \neq 0 \) it is proportional to the flat measure, and the coefficient of proportionality is given by the exponential of the double trace potential \([5]\).

**Remark 4.16** Matrix integrals with the measure (4.157) naturally appear in description of the enumerative geometry invariants associated to the moduli spaces of Riemann surfaces, including simple Hurwitz numbers \([5,49]\), and Gromov–Witten invariants of \( \mathbb{P}^1 \) \([12,20]\). It is closely related to a matrix model for the linear Hodge integrals \([7]\).

Using Harish–Chandra–Itzykson–Zuber formula one gets

**Proposition 4.19** For \( U = \frac{z}{1-wz} \) the tau-function in the Miwa parametrization is given by the matrix integral

\[
\tau_U \left( \left[ \Lambda^{-1} \right]\right) = \tilde{c} \mathcal{C}^{-1} e^{-\frac{N}{\pi}} \text{Tr} V'(\Lambda)^2 \int [d\mu_w(\Phi)] e^{\frac{1}{\pi} \text{Tr} \left( V'(\Lambda) \Phi + \frac{e^{-w\Phi} - 1 + w\Phi - u^2\Phi^2/2}{w^3} \right)}.
\]

(4.158)

Here \( \mathcal{C} \) is given by (3.2) for the potential (4.141), and \( \tilde{c} \) is some normalization factor that does not depend on \( \Lambda \).

## 5 Deformed GKM and Hodge integrals

In this section we will discuss the relation between the deformed GKM and Hodge integrals. In particular, we prove that the deformation of the Kontsevich model, considered in Sects. 4.8–4.9, describes triple Hodge integrals with imposed Calabi–Yau condition, which for certain values of parameters degenerate to linear Hodge integrals.

### 5.1 KP tau-function for linear Hodge integrals

For linear Hodge integrals we consider the generating function:

\[
\mathcal{F}^H_{g,n}(T; u) = \sum_{a_1, \ldots, a_n \geq 0} \left\langle \Lambda_g \left(-u^2\right) \tau_{a_1} \tau_{a_2} \cdots \tau_{a_n} \right\rangle_g \prod_{i=1}^n T_{a_i} / n!
\]

(5.1)
and
\[
Z(T; u) = \exp \left( \sum_{g=0}^{\infty} \sum_{n=0}^{\infty} \frac{F_{g,n}}{\hbar^2 g^2 + 2g + 2n} \right). \tag{5.2}
\]

**Remark 5.1** In this section we put \( \hbar = 1 \) to simplify the connection with the existing literature \([7,35,38,46]\). Dependence on \( \hbar \) can be easily restored with the help of the dimensional constraint (1.21).

Consider the operator
\[
D = -(1 + uz)^2 z^{-1} \frac{\partial}{\partial z}, \tag{5.3}
\]
Then \( \varphi_k := D^k \cdot z^{-1} \) are polynomials in \( z^{-1} \). On identification of \( \varphi_k \) with \( T_k \) and \( z^{-k} \) with \( \kappa_t \) one gets a linear change of variables
\[
T_0(t) = t_1, \quad T_k(t) = \sum_{m \geq 1} \left( m u^2 t_m + 2(m + 1)u t_{m+1} + (m + 2)t_{m+2} \right) \frac{\partial}{\partial t_m} T_{k-1}(t) \tag{5.4}
\]
such that \( T_k(t) = (2k + 1)!! t_{2k+1} + O(u) \). It allowed Kazarian to relate the generating function (5.2) to the KP hierarchy \([38]\):  

**Theorem** (Kazarian)
\[
\tau_H(t; u) = Z(T(t); u). \tag{5.5}
\]

is a tau-function of the KP hierarchy (identically in \( u \)).  

For \( u = 0 \) only \( \psi \)-classes survive in (5.1), and \( Z(T; u) \) reduces to
\[
\tau_{KW} := \exp \left( \sum_{g=0}^{\infty} \sum_{n=1}^{\infty} \frac{T_{2g+2n}}{\hbar^{2g+2n}} \right), \tag{5.6}
\]
where
\[
F_{g,n} := \sum_{a_1, \ldots, a_n \geq 0} \left[ \tau_{a_1} \tau_{a_2} \cdots \tau_{a_n} \right]_g \frac{\prod T_{a_i}}{n!}. \tag{5.7}
\]

On substitution \( T_k = (2k + 1)!! t_{2k+1} \) this generating function yields the profound Kontsevich–Witten (KW) tau-function \([45,62]\) discussed in Sect. 3.9. KdV integrability also follows from the Kazarian theorem if one puts \( u = 0 \).
It is known that linear Hodge integrals can be expressed through the intersection numbers of the $\psi$-classes \cite{28,50}

$$Z(T; u) = \hat{R}_u \cdot \tau_{KW}, \quad (5.8)$$

where

$$\hat{R}_u = - \sum_{k=1}^{\infty} \frac{B_{2k} u^{4k-2}}{2k(2k-1)} \hat{W}_k. \quad (5.9)$$

Here

$$\hat{W}_k = - \sum_m T_m \frac{\partial}{\partial T_{m+2k-1}} + \frac{1}{2} \sum_{m=0}^{-2k} (-1)^{l+1} \hat{T}_m \hat{T}_{-2k-m} + \frac{1}{2} \sum_{m=0}^{2k-2} (-1)^m \frac{\partial^2}{\partial T_m \partial T_{2k-m-2}}. \quad (5.10)$$

The so-called dilaton shift of the variables is given by $\tilde{T}_k = T_k - \delta_{k,1}$. Here $B_{2k}$ are the Bernoulli numbers

$$\frac{x e^x}{e^x - 1} = 1 + \frac{x}{2} + \sum_{k=1}^{\infty} \frac{B_{2k} x^{2k}}{(2k)!}. \quad (5.11)$$

Operator $\hat{R}_u$ does not belong to the GL($\infty$) symmetry group of the KP hierarchy. It belongs to Givental’s group, acting on the space of semi-simple cohomological field theories \cite{31,32}.

In \cite{4} it was conjectured that the KW tau-function $\tau_{KW}$ and the Hodge tau-function $\tau_H$ are related by a certain element of the Virasoro subgroup of the GL($\infty$) group (see Sect. 2.6). In \cite{7} this conjecture was proved with the help of the Sato Grassmannian description. Corresponding group element was constructed up to a $t$-independent factor (which was conjectured to be equal to one). Moreover, with the help of the Virasoro constrains, satisfied by the KW tau-function, an infinite dimensional family of the group elements of the Heisenberg–Virasoro group, providing equivalent relations between two tau-functions, was described. Using the conjugation of the KS operators of the KW tau-function, in \cite{7} we constructed the KS operators for the tau-function $\tau_H$ and the Heisenberg–Virasoro constraints, which govern $\tau_H$:

$$\hat{J}_m^H \cdot \tau_H = 0, \quad m \geq 1$$

$$\hat{L}_m^H \cdot \tau_H = 0, \quad m \geq -1. \quad (5.12)$$
5.2 KS algebra for the Hodge tau-function

Guo, Liu, and Wang [35,46] constructed explicitly a particularly convenient representative of the family of the group operators from [7]. Their construction is based on the direct relation between the Givental operator (5.8) and an element of the Heisenberg–Virasoro group. Using this relation, they have proved that the multiplicative constant is indeed 1, as it was conjectured in [7]. This particular choice of the representative of the group elements allowed the authors of [35,46] to find a convenient basis in the space of the constraints (5.12).

In particular, they found the string equation

$$V_{-1}^{(H)} \cdot \tau_H(t; u) = 0, \quad (5.13)$$

where

$$V_{-1}^{(H)} := \hat{L}_{-2} + 2u\hat{L}_{-1} + u^2\hat{L}_0 - \frac{u^2}{24} - \sum_{j=1}^{\infty} (-u)^{j-1} \frac{\partial}{\partial t_j}. \quad (5.14)$$

This operator was obtained by the conjugation of the $\hat{L}^{KW}_{-1}$ for the KW tau-function. Let us denote the point of the Sato Grassmannian, associated to the tau-function (5.5), by $\mathcal{W}_H$. The KS operator, associated with the string equation (with the inverse sign) can also be obtained by conjugation of $Q_{KW}$. It is equal to

$$V_H := -\left(1_{-2} + 2u 1_{-1} + u^2 1_0 - \sum_{j=1}^{\infty} (-u)^{j-1} z^i\right). \quad (5.15)$$

It satisfies $V_H \cdot \mathcal{W}_H \subset \mathcal{W}_H$. Using (2.92) for the operators $1_j$, one gets

$$V_H = \left(1 + u \frac{z}{z^i}\right)^2 \frac{z}{2} \frac{\partial}{\partial z} - \frac{1}{2} \frac{u^2}{z} + \frac{z}{1 + u z}. \quad (5.16)$$

The second KS operator can also be extracted from the spectral parameter transformation $\eta$ of [35], namely the KS operator $X_{KW} = z^2/2$ for the Kontsevich–Witten tau-function transforms to

$$X_H = \frac{1}{u^2} \left(\log(1 + uz) - \frac{uz}{1 + uz}\right). \quad (5.17)$$

These operators satisfy the commutation relation $[V_H, X_H] = 1$.

Let us stress that there is a certain arbitrariness in this choice of the variable transformations (5.4). Namely, as we discussed in Sect. 2.6 the algebra sl(2) generates the automorphisms of KP hierarchy given by the linear changes of the variables. Let us find an operator which simplifies the change of variables. We act on the Hodge tau-function by the $GL(\infty)$ group element
\[ \tau_H(t; u) := e^{-u\hat{L}_1} \cdot \tau_H(t; u). \tag{5.18} \]

As the tau-function \( \tau_H(t; u) \) belongs to \( \mathbb{C}[[t, u]] \), the left hand side is well-defined and \( \tau_H(t; u) \in \mathbb{C}[[t, u]] \). As it is described in Sect. 2.6 by Eq. (2.105) this operator acts on any function by the linear change of variables

\[ \tau_{\tilde{H}}(t; u) = \tau_H(t^{-1}(t); u), \tag{5.19} \]

where the varsities \( t^{(-1)} \) are given by (2.106).

The combination of this linear transformation with Kazarian’s transformation (5.4) leads to

\[ D_u = e^{uz^2} \frac{\partial}{\partial z} De^{-uz^2} \frac{\partial}{\partial z} = -\frac{1 - uz}{z} \frac{\partial}{\partial z}. \tag{5.20} \]

It is associated with the change of variables

\[ \tilde{T}_0(t) = t_1, \]
\[ \tilde{T}_k(t) = \sum_{m \geq 1} ((m + 2)t_{m+2} - (m + 1)u t_{m+1}) \frac{\partial}{\partial t_{m}} \tilde{T}_{k-1}(t) \]
\[ = \left( \hat{L}_{-2} - u \hat{L}_{-1} - \frac{t_1^2}{2} \right) \cdot \tilde{T}_{k-1}(t) \tag{5.21} \]

which defines a tau-function of the KP hierarchy

\[ \tau_{\tilde{H}}(t) = Z(T; u)|_{\tilde{T}_k = \tilde{T}_k(t)}. \tag{5.22} \]

**Remark 5.2** This change of variables is used by Kazarian in his recent work [39]. He also proves that \( \tau_{\tilde{H}} \), obtained by this change of variables from \( e^{\tilde{F}} \), is a tau-function of the KP hierarchy.

The KS operators for the tau-function \( \tau_{\tilde{H}} \) can be obtained by conjugation of operators \( V_H \) and \( X_H \)

\[ \tilde{Q}_H := e^{-u l_1} \left( V_H - \frac{u^2}{2} \right) e^{u l_1} = \frac{1}{z} - u \frac{\partial}{\partial z} - \frac{1}{2z^2}, \]
\[ \tilde{X}_H := e^{-u l_1} X_H e^{u l_1} = -\frac{z}{u} - \frac{1}{u^2} \log(1 - uz). \tag{5.23} \]

These operators, up to the identification \( w = u \), coincide with the operators for the simplest deformation of Kontsevich model, defined at \( \hbar = 1 \) by (4.142). According to Lemma 4.4, these constrains uniquely define a point of the Sato Grassmannian. Let us now restore the dependence on \( \hbar \) in a way, consistent with deformed GKM:
\[
\tau_{\tilde{H}}(t; u) = \exp \left( \sum_{g=0}^{\infty} \sum_{n=1}^{\infty} \hbar^{2g-2+n} F_{g,n}^{H}(\tilde{T}(t), u) \right),
\]

(5.24)

Now we have

**Theorem 4**  *Tau-function for linear Hodge integrals is given by the deformed GKM with potential* \( U = \frac{1}{\hbar} \frac{z}{1-wz} \)

\[
\tau_{\tilde{H}}(t; w) = \tau_U(t).
\]

(5.25)

Hence, the results of Sect. 4, in particular, of Sect. 4.8, are immediately applicable to \( \tau_{\tilde{H}} \).

### 5.3 Cubic Hodge integrals

Let us consider the case of cubic Hodge integrals with an additional Calabi–Yau condition introduced in Sect. 1.3. Let

\[
D_{q,p} = -\frac{(1 + \sqrt{p+qz})(1 + qz/\sqrt{p+q})}{z} \frac{\partial}{\partial z}.
\]

(5.26)

Then the functions \( \phi_k(z) := D_{q,p}^k \cdot \frac{1}{z} \) define a change of variables from \( T_{q,p}^k \) to \( t_k \) if we associate \( kt_k \) with \( z^{-k} \) and \( \phi_k(z) \) with \( T_{q,p}^k \). This change of variables is described by (1.29).

For \( p \neq 0 \) and \( q \neq 0 \) let us also consider

\[
\frac{f(z)^2}{2} = \frac{p+q}{pq} \log \left( 1 + \frac{qz}{\sqrt{p+q}} \right) - \frac{1}{p} \log(1 + \sqrt{p+qz}).
\]

(5.27)

For \( q = 0 \) it degenerates to

\[
\frac{f(z)^2}{2} = \frac{z}{\sqrt{p}} - \frac{1}{p} \log(1 + \sqrt{pz})
\]

(5.28)

and for \( p = 0 \) it degenerates to

\[
\frac{f(z)^2}{2} = \frac{1}{q} \log(1 + \sqrt{qz}) - \frac{1}{\sqrt{q}} \frac{z}{1 + \sqrt{qz}}.
\]

(5.29)

For any \( p + q \neq 0 \) it determines an element of the Virasoro group \( e^{\sum a_k \hat{L}_k} \) by (1.15).

Let us also consider

\[
v_k := [z^k] \int_0^z (f(\eta) - y(\eta))dx(\eta),
\]

(5.30)
where \( x(z) = f(z)^2/2 \) and

\[
y(z) = \int^z \frac{dx(\eta)}{\eta},
\]

which for \( p \neq 0 \) and \( q \neq 0 \) is given by

\[
y(z) = \frac{\sqrt{p+q}}{p} \left( \log(1 + \sqrt{p+q}z) - \log \left( 1 + \frac{qz}{\sqrt{p+q}} \right) \right).
\]

For \( q = 0 \) it reduces to

\[
y(z) = \frac{1}{\sqrt{p}} \log \left( 1 + \sqrt{pz} \right)
\]

and for \( p = 0 \) it degenerates to

\[
y(z) = \frac{z}{1 + \sqrt{q}z}.
\]

One of the main results of a companion paper \([13]\) is the following

**Theorem** Generating function of the triple Hodge integrals, satisfying the Calabi–Yau condition, in the variables \((1.29)\) is a tau-function of the KP hierarchy,

\[
\tau_{q,p}(t) = Z_{q,p}(T^{q,p}(t)).
\]

It is related to the Kontsevich–Witten tau-function by an element of the Heisenberg–Virasoro group

\[
\tau_{q,p}(t) = e^{\hbar^{-1} \sum_{k=4}^\infty v_k \frac{\partial}{\partial t_k} \sum_{k \in \mathbb{Z}_{>0}} a_k \hat{L}_k} \tau_{KW}(t).
\]

**Remark 5.3** Note that if \( p \neq 0 \) and \( q \neq 0 \), then \( \tau_{q,p}(0) \neq 1 \), because from the results of Faber and Pandharipande \([28]\) one has

\[
\int_{\mathcal{M}_g} \Lambda_g(-q) \Lambda_g(-p) \Lambda_g \left( \frac{pq}{p+q} \right) = \frac{1}{2} \left( \frac{q^2 p^2}{q + p} \right)^{g-1} \frac{B_{2g}}{2g} \frac{B_{2g-2}}{2g-2} \frac{1}{(2g-2)!}
\]

for \( g \geq 2 \).

Operators \((5.3)\) and \((5.20)\) are the specifications of \( D_{q,p} \),

\[
D = D_{a^2,0}, \quad D_{-u} = D_{0,a^2}.
\]

These operators are associated with the reduction to linear Hodge integrals at \( p = 0 \) and \( q = 0 \) correspondingly.
For the deformed Kontsevich model, considered in Sect. 4.8 let us choose a parametrization

\[ U = \frac{1}{\hbar} \frac{z}{(1 + \sqrt{p + qz})(1 + qz/\sqrt{p + q})} \]  

(5.39)

or, equivalently

\[ V = \frac{(p + q)(qz\sqrt{p + q} + p + q) \ln(1 + \frac{qz}{\sqrt{p + q}}) - q^2(1 + \sqrt{p + qz}) \ln(1 + \sqrt{p + qz})}{pq^2\sqrt{p + q}} - \frac{z}{q}. \]  

(5.40)

Now we are ready to prove Theorem 3.

**Proof of Theorem 3** Theorem follows from the comparison of Eq. (5.36) with Theorem 2. It is easy to see that the Virasoro parts of the Heisenberg–Virasoro group elements coincide. Hence it remains to compensate the difference of the translations. The difference is described by the function

\[ \int_0^z (f(\eta) - y(\eta)) d\eta - \int_0^z (f(\eta) - \eta) d\eta = \int_0^z (\eta - y(\eta)) d\eta \]  

(5.41)

This completes the proof. \(\square\)

KS operators for the tau-function \(\tau_{q, p}(t)\) are

\[ X_{q, p} = X_U \]

\[ \tilde{Q}_{q, p} = \tilde{Q}_U - z + y(z) = y(z) + \frac{1}{U} \frac{\partial}{\partial z} - \frac{U'}{2U^2}. \]  

(5.42)

For \(q = 0\) these operators are related to the KS operator (5.23) by

\[ \tilde{Q}_{0, u^2} + u X_{0, u^2} = \tilde{Q}_H \bigg|_{u \rightarrow -u}. \]  

(5.43)

We have a modification of Proposition 4.9, namely the tau-function \(\tau_{q, p}\) satisfies the constraints

\[ \tilde{T}_m U \cdot \tau_{q, p} = 0 \quad m \geq 1, \]

\[ \tilde{L}_m U \cdot \tau_{q, p} = 0 \quad m \geq -1, \]  

(5.44)

where the Virasoro operators \(\tilde{L}_m U\) are obtained from \(\tilde{L}_m U\) by the shift of variables \(t_k \mapsto t_k + \hbar^{-1}v_k\).
5.4 General conjecture

Conjecture 5.1 Deformed GKM with potential (4.88), after a shift of variables, describes interesting enumerative geometry invariants in the r-spin case.

We expect that change of variables from from $T_k$ to $t_k$ is always described by the operator $D_U = \frac{1}{U(z)} \frac{\partial}{\partial z} = \frac{\partial}{\partial x(z)}$. It would be interesting to find a ELSV-type relation between the GKM’s with deformed potentials and generating functions of Hurwitz-type enumerative invariants. We expect that open versions of the corresponding Hodge integrals can be described by the insertion of the logarithmic term into the deformed GKM. Moreover, the corresponding points of the Sato Grassmannian should be completely fixed by the KS operators

$$X = x(z)$$

$$\tilde{Q} = y(z) + \frac{1}{\hbar} \left( \frac{\partial}{\partial x(z)} - \frac{1}{2} \frac{\partial}{\partial x(z)} \log \left( \frac{\partial x(z)}{\partial z} \right) \right). \quad (5.45)$$

These topics will be considered elsewhere.

Acknowledgements The author is grateful to A. Mironov and S. Shadrin for useful discussions. This work was supported by IBS-R003-D1 and by RFBR Grant 18-01-00926.

Data availability Data sharing not applicable to this article as no datasets were generated or analysed during the current study.

Compliance with ethical standards

Conflict of interest The author has no conflicts of interest to declare that are relevant to the content of this article.

References

1. Adler, M., van Moerbeke, P.: A matrix integral solution to two-dimensional W(p) gravity. Commun. Math. Phys. 147, 25 (1992)
2. Adler, M., Cafasso, M., van Moerbeke, P.: Non-linear PDEs for gap probabilities in random matrices and KP theory. Physica D 241, 2265–2284 (2012)
3. Adler, M., Morozov, A., Shiota, T., van Moerbeke, P.: A matrix integral solution to $[P, Q] = P$ and matrix Laplace transforms. Commun. Math. Phys. 180, 233 (1996)
4. Alexandrov, A.: From Hurwitz numbers to Kontsevich–Witten tau-function: a connection by Virasoro operators. Lett. Math. Phys. 104, 75 (2014)
5. Alexandrov, A.: Matrix models for random partitions. Nucl. Phys. B 851, 620–650 (2011)
6. Alexandrov, A.: Cut-and-Join operator representation for Kontsevich–Witten tau-function. Mod. Phys. Lett. A 26, 2193–2199 (2011)
7. Alexandrov, A.: Enumerative geometry, Tau-functions and Heisenberg–Virasoro algebra. Commun. Math. Phys. 338(1), 195 (2015)
8. Alexandrov, A.: Open intersection numbers, matrix models and MKP hierarchy. JHEP 1503, 042 (2015)
9. Alexandrov, A.: Open intersection numbers, Kontsevich–Penner model and cut-and-join operators. JHEP 1508, 028 (2015)
10. Alexandrov, A.: Open intersection numbers and free fields. Nucl. Phys. B 922, 247 (2017)
11. Alexandrov, A.: Cut-and-join description of generalized Brezin–Gross–Witten model. Adv. Theor. Math. Phys. 22, 1347–1399 (2018)
12. Alexandrov, A.: Matrix model for the stationary sector of Gromov–Witten theory of $\mathbb{P}^1$. arXiv:2001.08556 [math-ph]
13. Alexandrov, A.: KP integrability of triple Hodge integrals. I. From Givental group to hierarchy symmetries. arXiv:2009.01615 [math-ph]
14. Alexandrov, A., Chapuy, G., Eynard, B., Harnad, J.: Fermionic approach to weighted Hurwitz numbers and topological recursion. Commun. Math. Phys. 360(2), 777 (2018)
15. Alexandrov, A., Chapuy, G., Eynard, B., Harnad, J.: Weighted Hurwitz numbers and topological recursion. Commun. Math. Phys. 375(1), 237–305 (2020)
16. Alexandrov, A., Lewanski, D., Shadrin, S.: Ramifications of Hurwitz theory, KP integrability and quantum curves. JHEP 1605, 124 (2016)
17. Alexandrov, A.S., Mironov, A., Morozov, A., Putrov, P.: Partition functions of matrix models as the first special functions of string theory. II. Kontsevich model. Int. J. Mod. Phys. A 24, 4939 (2009)
18. Alexandrov, A., Zabrodin, A.: Free fermions and tau-functions. J. Geom. Phys. 67, 37–80 (2013)
19. Bertola, M., Ruzza, G.: Matrix models for stationary Gromov–Witten invariants of the Riemann sphere. arXiv:2001.10466 [math-ph]
20. Bouchard, V., Eynard, B.: Reconstructing WKB from topological recursion. J. l’Ecole Polytech. Math. 4, 845–908 (2017)
21. Bouchard, V., Eynard, B.: Combinatorics of loop equations for branched covers of sphere. Int. Math. Res. Not. 2018(18), 5638 (2018)
22. Do, N., Manescu, D.: Quantum curves for the enumeration of ribbon graphs and hypermaps. Commun. Number. Theor. Phys. 8, 677 (2014)
23. Eguchi, T., Yang, S.K.: The topological $CP^1$ model and the large $N$ matrix integral. Mod. Phys. Lett. A 9, 2893 (1994)
24. Faber, C., Pandharipande, R.: Hodge integrals and Gromov–Witten theory. Invent. Math. 139(1), 173 (2000)
25. Faber, C., Shadrin, S., Zvonkine, D.: Tautological relations and the $r$-spin Witten conjecture. Ann. Sci. l’École Normale Supérieure, Ser. 4 43(4), 621–658 (2010)
26. Fukuma, M., Kawai, H., Nakayama, R.: Infinite dimensional Grassmannian structure of two-dimensional quantum gravity. Commun. Math. Phys. 143, 371 (1992)
27. Givental, A.: Semisimple Frobenius structures at higher genus. Int. Math. Res. Not. 2001(23), 1265 (2001)
28. Givental, A.B.: Gromov–Witten invariants and quantization of quadratic hamiltonians. Moscow Math. J. (4), 551 (2001)
29. Grinevich, P.G., Orlov, A.Y.: Flag spaces in KP Theory and Virasoro action on det $D_j$ and Segal–Wilson $\tau$-function. arXiv:math-ph/9804019
30. Guo, S., Sułkowski, P.: A-polynomial, B-model, and Quantization. JHEP 02, 070 (2012)
31. Itzykson, C., Zuber, J.B.: Combinatorics of modular group. 2. The Kontsevich integrals. Int. J. Mod. Phys. A 7, 5661 (1992)
32. Kazarian, M.: KP hierarchy for Hodge integrals. Adv. Math. 221(1), 1 (2009)
33. Kazarian, M.: Recursion for Masur–Veech volumes of moduli spaces of quadratic differentials. arXiv:1912.10422 [math.ph]
34. Kharchev, S.: Kadomtsev–Petviashvili hierarchy and generalized Kontsevich model. arXiv:hep-th/9810091
41. Kharchev, S., Marshakov, A.: On p–q duality and explicit solutions in $c \leq 1$ 2-D gravity models. Int. J. Mod. Phys. A 10, 1219 (1995)
42. Kharchev, S., Marshakov, A., Mironov, A., Morozov, A., Zabrodin, A.: Towards unified theory of 2-D gravity. Nucl. Phys. B 380, 181 (1992)
43. Kharchev, S., Marshakov, A., Mironov, A., Morozov, A.: Generalized Kontsevich model versus Toda hierarchy and discrete matrix models. Nucl. Phys. B 397, 339 (1993)
44. Kharchev, S., Marshakov, A., Mironov, A., Morozov, A.: Landau–Ginzburg topological theories in the framework of GKM and equivalent hierarchies. Mod. Phys. Lett. A 8, 1047 (1993)
45. Kontsevich, M.: Intersection theory on the moduli space of curves and the matrix Airy function. Commun. Math. Phys. 147, 1 (1992)
46. Liu, X., Wang, G.: Connecting the Kontsevich–Witten and Hodge Tau-functions by the $\hat{G}L(\infty)$ Operators. Commun. Math. Phys. 346(1), 143 (2016)
47. Mironov, A., Morozov, A., Semenoff, G.W.: Unitary matrix integrals in the framework of generalized Kontsevich model. 1. Brezin–Gross–Witten model. Int. J. Mod. Phys. A 11, 5031 (1996)
48. Miwa, T., Jimbo, M., Date, E.: Solitons: Differential Equations, Symmetries and Infinite Dimensional Algebras, vol. 135. Cambridge University Press, Cambridge (2000)
49. Morozov, A., Shakirov, S.: Generation of matrix models by W-operators. JHEP 04, 064 (2009)
50. Mumford, D.: Towards an enumerative geometry of the Moduli space of curves. Prog. Math. 36, 271 (1983)
51. Mulase, M.: Category of vector bundles on algebraic curves and infinite dimensional Grassmannians. Int. J. Math. 01(03), 293 (1990)
52. Mulase, M., Shadrin, S., Spitz, L.: The spectral curve and the Schrodinger equation of double Hurwitz numbers and higher spin structures. Commun. Numer. Theor Phys. 07, 125–143 (2013)
53. Orlov, A.Y., Schulman, E.I.: Additional symmetries for integrable equations and conformal algebra representation. Lett. Math. Phys. 12, 171 (1986)
54. Penner, R.C.: Perturbative series and the Moduli space of Riemann surfaces. J. Differ. Geom. 27(1), 35 (1988)
55. Sato, M.: Soliton equations as dynamical systems on infinite dimensional Grassmann manifolds. RIMS Kokyuroku 439, 30–40 (1981)
56. Sato, M., Noumi, M.: Soliton equations and the universal Grassmann manifolds. Sophia Univ. Kokyuroku Math 18, 1 (1984)
57. Schwarz, A.S.: On the solutions to the string equation. Mod. Phys. Lett. A 6, 2713 (1991)
58. Schwarz, A.: Quantum curves. Commun. Math. Phys. 338(1), 483 (2015)
59. Shiota, T.: Characterization of Jacobian varieties in terms of soliton equations. Invent. Math. 83, 333–382 (1986)
60. Segal, G., Wilson, G.: Loop groups and equations of KdV type. Inst. Hautes Etudes Sci. Publ. Math. 61(1), 5–65 (1985)
61. Takasaki, K.: Toda lattice hierarchy and generalized string equations. Commun. Math. Phys. 181, 131 (1996)
62. Witten, E.: Two-dimensional gravity and intersection theory on Moduli space. Surv. Differ. Geom. 1, 243 (1991)
63. Witten, E.: On the Kontsevich model and other models of two-dimensional gravity. In: Proceedings of the XXth International Conference on Differential Geometric Methods in Theoretical Physics, vol. 1, 2 (New York, 1991), pp. 176–216. World Sci. Publ., River Edge (1992)
64. Witten, E.: Algebraic geometry associated with matrix models of two-dimensional gravity. In: Topological Methods in Modern Mathematics (Stony Brook, NY, 1991), pp. 235–269 (1993)
65. Zhou, J.: Solution of W-constraints for R-spin intersection numbers. arXiv:1305.6991 [math-ph]
66. Zhou, J.: Emergent geometry and mirror symmetry of A point. arXiv:1507.01679
67. Zhou, J.: Quantum mirror curves for $\mathbb{C}^3$ and the resolved conifold. arXiv:1207.0598 [math.AG]