## Abstract

In this paper, we address the problem of image captioning specifically for molecular translation where the result would be a predicted chemical notation in InChI format for a given molecular structure. Current approaches mainly follow rule-based or CNN+RNN based methodology. However, they seem to underperform on noisy images and images with small number of distinguishable features. To overcome this, we propose an end-to-end transformer model. When compared to attention-based techniques, our proposed model outperforms on molecular datasets.

**Index Terms** — Image captioning, Transformer, Molecular-Translation

## 1 Introduction

Molecular representation has remained an interest of scientific curiosity since the 19th century [Wiswesser 1968]. Tradition representations are described pictorially using bond and atom notations. These representations are not very useful for the computational processing of chemical structures. Several linear notations have been developed for describing a molecule. Hill notation is one of the earliest such notations. For bromoethane, the notation would look like C\(_2\)H\(_5\)Br. This notation only gives the information about the atoms involved but does not provide any insight into how the atoms are linked together.

One of the more detailed and computer-readable notations is InChI or International Chemical Identifier developed by the International Union of Pure and Applied Chemistry [Heller et al. 2015]. InChI describes molecules with layers of information, such as the Main, Charge, Stereochemical, and Isotopic layers, which are further constituted of sublayers. The Chemical formula, Atom connections, and Hydrogen atoms sublayers forms the main layer as shown in Figure 1 [David et al. 2020]. In this work, we will be using the InChI notation.

![InChI notation for the shown molecule](image-url)

**Figure 1:** InChI notation for the shown molecule
Often in drug discovery projects, there is a need to analyse and take advantage of the published experimental data. However most of the publications do not include computer-readable notations such as InChI, SMILES etc, instead, they contain structural diagrams similar to that in Figure 1. There exist segmentation methods to extract these images from the publications Rajan et al. [2021]. There are also several tools to predict the chemical properties such as solubility, toxicity etc from the computer-readable notations Paul et al. [2018]; Goh et al. [2017a]. A tool to convert these images to computer-readable notations will be useful for many such applications.

The goal of image captioning is to automatically generate InChI descriptions for a given image, i.e., to capture the relationship between the different shapes and molecular names present in the image, generate the expressions. While present techniques to solve the image captioning task revolves around using image segmentation approaches such as SETR Zheng et al. [2020] or some rule-based feature extraction for performing the molecular translation task but they under-perform when the input molecular image is corrupted with noise, which is often the case due to artefacts from scanning old journals. Motivated by the recent success of the transformer architecture in both computer vision and natural language processing task, we propose to use complete transformers based model for this molecular translation.

2 Literature Review

Image captioning is a challenging multimodal task and has been a well studied task with Hossain et al. [2019] being a comprehensive survey. As a non-deep learning approach, Rennie et al. [2017a] makes use of policy gradient with reinforcement learning to generate the captions for an image. While deep learning methods are largely based on encoder-decoder architecture where the encoders are used to as a mechanism to extract features and decoders are used to predict words according to the feature extracted by the encoder network Mao et al. [2014]; Vinyals et al. [2016].

Show, Attend and Tell model Xu et al. [2015] introduced the encoder-decoder architecture and the visual attention mechanism for image captioning in a simple yet powerful approach. This method performs relatively well for captioning, during the caption generation, the decoder only considers the input image in its entirety. Attention mechanisms allow the decoder to focus on specific parts of the image to generate more accurate captions. Since this model dynamically selects image features on which the attention mechanism works are obtained from a deep convolutions encoder that misses out on low-level specific details Anderson et al. [2018]. In this way, features may often fail to attend and provide the direct cues i.e. specific details to the decoder which fail to generate the next caption properly.

Following the success of Transformer in the field of natural language processing [Vaswani et al. 2017] uses transformers in the decoder instead of RNN which results in an excellent performance. However, the encoder still has a CNN model such as ResNet [He et al. 2016] which is pre-trained on image classification task to extract spatial feature or to use a Faster-RCNN [Ren et al. 2016] which is pre-trained on object detection task to extract bottom-up feature.

ViT Dosovitskiy et al. [2020] model uses a transformer for image classification making it convolution-free operation and shows promising performance mostly when it is pre-trained on very huge datasets. Since then, convolution-free methods are used for both high-level and low-level downstream tasks Anderson et al. [2018].

In the context of molecular translation, the usage of feature extraction with hand-written rules to identify chemical groups was proposed by Park et al. [2010]; Sadawi et al. [2012], while Park et al. [2009] made use of image segmentation. These methods are highly complicated and very difficult to improve upon. Moreover, they also require significant domain expertise and are very time consuming to develop. In Goh et al. [2017a], Garrett et al. showed that the deep learning approach with minimal chemistry knowledge outperforms the rule-based expert developed models. Deep learning with attention models were also proposed Staker et al. [2019]; Rajan et al. [2020], making use of a CNN and RNN with attention. Other methods include optical graph recognition of molecular compounds Oldenhof et al. [2020].

We propose a complete transformers based model where ViT Dosovitskiy et al. [2020] transformer network would be used to replace the CNN in the encoder part. This model is more simple yet effective as it avoids convolution operation at the encoder stage, thus enabling it to utilize long-range
dependencies among the patches from the very beginning via the self-attention mechanism. We evaluate our method on the molecular dataset and it outperforms models based on the encoder-decoder structure of CNN+RNN or CNN+Transformer. We used the molecular dataset for evaluating our model as this dataset includes noisy data and the images have less distinguishable features compared to the MSCOCO dataset.

3 Framework

Our approach consists of a Vision Transformer as the encoder and a Vanilla Transformer decoder. This model is trained end-to-end on 70GB GPU system. We have implemented it using PyTorch and PyTorch Lightning. The architecture is shown in Figure 2 and consists of the following parts.

3.1 Encoder-Decoder Model

3.1.1 Positional Encoding

As our model is convolution free, to utilize the order of the sequence, it must use the information about the relative or absolute position of the tokens in the sequence we add "positional encoding". These encodings have the same dimensions so that it is additive. There are many choices of positional encoding, learned and fixed. In this paper, we use sine and cosine functions of different frequencies:

$$PE_{(pos,2i)} = \sin\left(\frac{pos}{1000^{2i/d_{model}}}\right)$$  

$$PE_{(pos,2i+1)} = \cos\left(\frac{pos}{1000^{2i/d_{model}}}\right)$$

where pos is the position and i is the dimension. Each dimension of the positional encoding corresponds to a sinusoid. The wavelengths form a geometric progression from $2\pi$ to 10000.2$\pi$. We
chose this method because we hypothesized it would allow the model learn easily for any fixed offset k, since $PE_{(pos+k)}$ it can be represented as a linear function of $PE_{pos}$. [Vaswani et al. 2017]

3.1.2 Encoder: Vision Transformer

The standard Transformer receives a flat array sequence of token embeddings as input. Since the input to our transformer are 2D images, we reshape the image $x \in \mathbb{R}^{H \times W \times C}$ into a sequence of flattened 2D patches $x_p \in \mathbb{R}^{N \times (P^2 \cdot C)}$, where $(H, W)$ is the resolution of the original image, $C$ is the number of channels, $(P, P)$ is the resolution of each image patch, and $N = HW/P^2$ is the resulting number of patches, which also serves as the effective input sequence length for the Transformer. The transformer uses constant latent vector size $D$ through all of its layers, so we flatten the patches and map to $D$ dimensions with a trainable linear projection. We refer to the output of this projection as the Linear Projection of Patches. [Dosovitskiy et al. 2020].

Similar to BERT’s [class] token, we prepend a learnable embedding to the sequence of embedded patches ($z_0^{class} = x^{class}$), whose state at the output of the Transformer encoder ($z_L^{class}$) serves as the image representation $y$.

Position embeddings are used along with the patch embeddings to retain positional information. We use standard learnable 1D position embeddings since we have not observed significant performance gains from using more advanced 2D-aware position embeddings. The resulting sequence of embedding vectors serves as input to the encoder.

The Transformer encoder consists of alternating layers of multiheaded (MHA) self-attention and MLP blocks. MHA consists of multiple heads $h_i$, each of which performs scaled dot product attention function, which allows the model to learn about different spaces. Then a linear transformation $W_0$ is used to aggregate the attention results of different heads, the process can be formulated as follows:

$$MHA(Q, K, V) = Concat(h_1...h_H)W^0$$ (3)

The scaled dot product attention is computed using the formula:

$$Attention(Q, K, V) = Softmax\left(\frac{QK^T}{\sqrt{d_k}}\right)V$$ (4)

where Q, K and V are the Query, Key and Value matrices.

LayerNorm (LN) is applied before every block, and residual connections after every block. The Feed forward network contains two layers with a GELU non-linearity.

$$FFN(x) = FC2(Dropout(GELU(FC1(x))))$$ (5)

In each sublayer, there exists a residual connection which is followed by a layer normalization:

$$x^{out} = LayerNorm(x^{in} + Sublayer(x^{in}))$$ (6)

where $x^{in}$, $x^{out}$ are the input and output of one attention/feed forward layer sublayer respectively.

3.1.3 Decoder: Vanilla Transformer

As input to the decoder, we first tokenize the InChI string of the image. The vocabulary consists of 275 tokens, including the special tokens <SOS>, <PAD> and <EOS>. After tokenization, we add sinusoid positional embedding to the word embedding features and take both the addition results and encoder output features as the input.

The decoder consists of stacked layers with each layer consisting of a Masked Multi-Head Self Attention sublayer followed by a multi-head cross attention sublayer and a positional feed-forward sublayer sequentially.

During training, the output of the decoder is used to project the probabilities of a given token in the vocabulary via a linear layer. For the ground truth sentence $y_{1:t-1}$ and the prediction $y_t^*$ of captioning model $\theta$, we want to minimize the following cross-entropy loss:

$$L_{XE} = -\sum_{t=1}^{T} \log(p_\theta(y_t^*|y_{1:t-1}))$$ (7)
During inference, we make use of auto-regressive decoding to predict the next letter of the molecule’s InChI from the previous step and generate the molecule’s structure.

4 Experiment

4.1 Datasets

For training the transformer models, we require a large dataset. So, we used the combined data from the following datasets:

4.1.1 Bristol Myers Squibb

Bristol-Myers Squibb is a global biopharmaceutical company working to transform patients’ lives through science. They have provided access to a large set of synthetic image data consisting of more than 2.4 million images with the corresponding InChI format.

4.1.2 SMILES

SMILES stands for Simplified Molecular Input Line Entry System. It is a specification in the form of a line notation for describing the structure of chemical species using short ASCII strings. We convert the SMILES strings into InChI format using the rdkit tool. Furthermore, we also generate the images for these images using the same tool. The dataset was obtained from a Kaggle contest.

4.1.3 GDB-13

GDB-13 enumerates small organic molecules containing up to 13 atoms of C, N, O, S, and Cl following simple chemical stability and synthetic feasibility rules. With approx. 977 million structures, GDB-13 is the largest publicly available small organic molecule database up to date. GDB-13 also provides data in the SMILES format. We use rdkit to convert the data to the required format. The dataset was obtained from the official website.

4.1.4 Augmented Images

We generate another dataset consisting of synthetic images. For these images, we use rdkit to modify the images for a given InChI string. The modifications include salt and pepper noise, dropping an atom, converting double bonds to single bonds and introduce new artifacts as shown in Figure 3. These noisy images help us create a generalized and robust model.

![Sample augmented input](image)

Figure 3: Sample augmented input

4.2 Implementation Details

The above-mentioned dataset is randomly split into training, test and validation sets containing 70%, 10% and 20% images respectively. Input images are resized to 384*384 and patch size is set to 16. The feature dimension is 512. Both encoder and decoder contain 12 layers each and 12 attention head number. The whole model is first trained with cross-entropy loss for 10 epochs using an initial learning rate of $3 \times 10^{-5}$ and decayed by 0.5 during the last two epochs. We use Adam optimizer and the batch size is varied in [64-512]. Like other captioning methods, we also finetune our model using self-critical training [Rennie et al., 2017b].
Table 1: Hyperparameters of Model

| Parameter          | Value               |
|--------------------|---------------------|
| Image Size         | 224x224 or 384x384  |
| Num patches        | 14 or 24            |
| Patch Size         | 16x16               |
| Optimizer          | Adam                |
| Initial Learning Rate | $3 \times 10^{-5}$ |
| Batch Size         | 64                  |

4.3 Optimizations for Inference Speed

4.3.1 JIT Compilation

PyTorch JIT compiler optimizes PyTorch programs. It is a lightweight thread-safe interpreter, supports custom transformations and is not just for inference as it has auto diff support. TorchScript is designed specifically for obtaining high-performance in ML applications. It supports complex control flows, common data structures and user-defined classes. TorchScript creates an Intermediate Representation (IR) of the PyTorch models which can be compiled optimally at runtime by PyTorch JIT. During inference on GPU, we noticed a speed increase of 1.2-1.5x.

4.3.2 Segregate Encoder and Decoder Modules

During inference, we use autoregressive decoding to get the final molecule structure. The Transformer class provided in PyTorch is not optimized for speed. From the architecture diagram, we notice that the encoder output can be computed separately from the decoder. This means that the encoder output can be computed once and re-used for each timestep after. By default, Pytorch does not facilitate this and recomputes encoder output for each decoding step. Hence, we propose to separate the Encoder and Decoder modules.

![Diagram of Caching Trick]

**Figure 4: Caching Trick**

4.3.3 Reduce Time Complexity

Building on the speed increase we obtained by segregating the encoder and decoder modules, we noticed that the embedding of a decoded token only depends on the tokens that were decoded before it. Hence, it is unnecessary to recompute the embeddings of the already decoded tokens and we can cache them instead. We choose to cache the output of each layer, instead of caching the query, key and value matrices. Computing the running time complexity, for the n-th output token, we know that performing self-attention is a $O(n^2)$. Furthermore, we also know that the encoder-decoder attention...
of dimension $M$ is an $O(Mn)$ operation. For a total of $N$ tokens and timesteps, we get the overall complexity as $O(MN^2 + N^3)$.

Through our caching trick, as shown in Figure 4, we can speed up the computation at each time step. Now, only small parts of the self-attention and encoder-decoder attention mechanism are responsible for updating the last token. The new complexity per timestep reduces to $O(M + N)$, and therefore for $N$ timesteps, it will be $O(MN + N^2)$.

5 Results

The training dataset consisted of the images from Bristol-Myers Squibb dataset, SMILES, GDB-13 and augmented images. The performance of both the transformer-based and standard CNN+RNN modules are compared after training on the same dataset using cross-entropy loss function. Our final model was trained for 10 epochs with the hyper-parameters in Table 1.

Various experiments were conducted for different number of layers in the encoder/decoder. To evaluate the performance of our model, we use the Levenshtein distance which measures the number of edits required to convert one string to another. The results are summarized in Table 2. Our model performs better with average Levenshtein distance of 6.95, compared to 7.49 of the ResNet/LSTM model with attention. We have also observed that having a large number of layers improves the accuracy of our model, where it becomes competitive with current approaches at 24 layers.

| Model                     | Res | Layer | Epochs | Levenshtein Distance |
|---------------------------|-----|-------|--------|----------------------|
| Standard CNN+RNN          | 224 | 3     | 10     | 103.7                |
| Resnet18 + LSTM           | 224 | 4     | 10     | 75.03                |
| Resnet34 + LSTM           | 224 | 4     | 10     | 45.72                |
| Resnet50 + LSTM           | 224 | 5     | 10     | 7.49                 |
| ViT Transformers          | 224 | 3     | 5      | 79.82                |
| ViT Transformers          | 224 | 6     | 5      | 54.58                |
| ViT Transformers          | 224 | 12    | 5      | 31.30                |
| ViT Transformers          | 384 | 24    | 10     | 6.95                 |

6 Conclusion

We have shown that transformer-based models outperform present deep learning models in the task of molecular translation. The shallow layers in our model exploit both the local and global contexts by using different attention heads which can’t be achieved by the CNN encoders. The middle layer pays attention to the primary molecular structure whereas the last layer pays attention to the complete molecular structure present in the image, capturing global context information at every encoder.

Since our model performed reasonably well on a dataset consisting of images with low distinguishable features, it is assured that it will perform well on MSCOCO dataset.

7 Future Work

Through our experiments, we found that increasing the image dimensions from 224x224 to 384x384 image and 16x16 patch size, has a large positive impact on the model performance. This is expected since the length of the patch increases from 196 to 576. Since the vanilla transformer has a max token length of 512, we can explore using architectures such as the LongFormer Beltagy et al. [2020] to deal with these longer sequences.

To improve training time, we can implement the Layer-wise Adaptive Moments optimizer for Batch training [LAMB You et al. [2019]] optimizer, which uses principled layerwise adaptation strategy to accelerate training of deep neural networks using large mini-batches. This can be implemented by training the model using the Microsoft DeepSpeed framework.
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