Time resolved photoluminescence method: determination of the recombination mode
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Abstract

A method of data analysis is proposed for the determination of the carrier recombination processes in optically excited matter measured by time-resolved photoluminescence (PL), differentiating monomolecular, bi-molecular, tri-molecular, and higher order molecular processes. The procedure is applicable to the time evolution of any optically excited system. The method is based on the introduction of instantaneous PL recombination rate $r_{PL}$ plotted as a function of the PL intensity or the time. The method provides deep insight into the time evolution of the recombination of the optically excited systems. As an illustration, the method is successfully applied to III-nitride polar and non-
polar multi-quantum wells (MQWs). At low temperatures (5K), the mono- and bi-molecular processes determine the carrier relaxation, and the tri-molecular Auger recombination contribution is negligible. At room temperature, the data indicate an important contribution of Auger processes. It is also shown that asymptotic (low excitation), linear recombination rate has different character: a considerable temperature dependent contribution to overall recombination rate exists for polar MQWs while for nonpolar MQWs the rate does not depend on the temperature.
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1. Introduction

Photoluminescence and its time-resolved version (TRPL) are keystone characterization techniques to explore properties of systems as diverse as single atoms, molecules, solids, and a variety of quantum-confined structures, such as quantum wells, rods and dots. PL measurements probe the electronic states of the system [1,2]. As the amount of potential information is enormous, the PL measurement techniques steadily progress, extending their scope and application range through different modifications [3]. Among the adopted features, TRPL is one of the most important and productive [3,4]. In TRPL measurements, optical excitation induces nonequilibrium occupation of a portion of quantum states, which then relax towards equilibrium. For extended systems, the nonequilibrium density of electrons and holes (e-h) is created by an initial laser pulse, and the excess of carriers relaxes by recombination. Part of the recombination processes entails emission of photons (i.e. radiative recombination) which are measured by optical detectors. The deexcitation processes without emission of photons contribute to non-radiative recombination. All the types of recombination may involve one, two, or more carriers; they are called monomolecular, bimolecular, and trimolecular processes. The time evolution of the excess carrier density may be studied by measurements of time evolution of the PL intensity. Solutions exist for each separate molecular type process, thus single processes can be distinguished easily [4]. In reality, several types of recombination can be entangled simultaneously and their deconvolution is difficult. Thus the direct and unambiguous PL time evolution analysis method does not exist in practice.

In practical analysis of the experimental results, it is assumed that the time decay of the optical emission of an excited semiconductor medium can be divided into monomolecular, bi-molecular, tri-molecular and possibly higher-order molecular processes [1-5]. It has to be also noted that division of the recombination channels into mono-, bi-, tri-, and higher molecular recombination modes does not entail precise identification of the nature of the recombination process. Thus, the monomolecular decay may contain contributions from several recombination modes, including non-radiative recombination, related to presence of defects, known as Shockley-Read-Hall (SRH) recombination [6], and also Wannier-Mott exciton recombination [7,8]. The contribution of single and collective excitons is dominant for low temperatures [9], i.e. at the conditions of majority of PL experiments. However, for high electron densities, excitons can be screened or even decomposed, so that they do not play
a dominant role [10,11]. Additionally, for recombination in multiquantum wells (MQWs), the escape from the wells may contribute to monomolecular decay [12]. Several physical mechanisms may lead to recombination outside QWs, including lack of electron capture in the wells, electron escape, asymmetry of electron and hole transport in semiconductors, etc [13]. In many cases, additional experiments such as temperature or pressure dependent PL, in combination with ab initio calculations [14], are necessary to disentangle the different contributions to mono-molecular processes.

The radiative recombination, especially in semiconducting materials, may be related to band-to-band recombination, direct or indirect, which may be associated either with monomolecular or bi-molecular recombination, depending on the condition of the experiment [15]. The observed PL time decay may be additionally affected by the energy transfer by exchange mechanisms, involving defects [16,17]. For example, the peculiar behavior of the PL intensity from In$_x$Ga$_{1-x}$N (0 < x < 0.25) layers and MQWs was explained by Chichibu’s localization model, according to which, the carriers are localized in high In content regions, and isolated from dislocations, which constitute the non-radiative recombination channels [18,19]. As it was confirmed experimentally [20,21], the localization works at low excitation, hence it is expected that at higher excitation, during the time evolution, the transition from non-localized to localized recombination mode may alter the results. In addition, the built-in and piezoelectric-induced electric fields in the wells [21-24] may affect the recombination by at least two different mechanisms: field-induced dissociation of the excitons and energy shift due to the screening of the electric field by photogenerated carriers [25].

The most prominent example of a tri-molecular or higher molecular process is Auger recombination. The process involves non-radiative transfer of the excess energy created due to e-h recombination to a third charge carrier (electron or hole), which is ejected from its original state [26,27]. Depending on the final state of the ejected carrier, several types of Auger processes were identified, e.g. internal, external. Auger recombination was recently identified as the most likely phenomenon responsible for the efficiency droop in III-nitride light emitting diodes (LEDs) [28,29], i.e. the relative decrease of light emission under high injection current [30,31]. However, the Auger coefficients are hard to determine, since measurements are burdened by the influence of the e-h ratio, electric field, or hot carriers escape [32]. As a result, the Auger coefficients may vary by one or even two orders of magnitude [29]. Thus, there is an urgent demand of precise, independent assessment of the
contribution of Auger processes to e-h recombination, and the determination of the Auger coefficients.

The purpose of this work is to present a new method of analysis of the temporal evolution of the PL intensity, based on a logarithmic derivative method. The method allows the identification of the mono-, bi- and tri- molecular, and higher order PL decay processes. Examples of application are shown, demonstrating the power of the method. The perspectives of application in basic research and for the characterization of structures and devices are described.

2. Theoretical background

Time-resolved PL experiments proceed via excitation of the semiconductor sample by an intense laser pulse. The energy of the laser radiation is such that a photon can generate a single electron-hole (e-h) pair in the conduction and the valence band. The time dependent excess densities of electrons and holes are denoted as \( n(t) \) and \( p(t) \), respectively. At the end of excitation pulse, i.e. the time \( t_o \), these densities are:

\[
\begin{align*}
    n(t_o) &= n_{tot}(t_o) - n_{eq} \quad \text{(1a)} \\
    p(t_o) &= p_{tot}(t_o) - p_{eq} \quad \text{(1b)}
\end{align*}
\]

where the suffixes ‘tot’ and ‘eq’ denote total and equilibrium density of the carriers, respectively. In the case of n-type structure, like in the example considered below, \( n_{eq} \gg p_{eq} \). We assume that each photon generates an e-h pair, so that \( n(t_o) = p(t_o) \). After the pulse, during the PL emission process \( (t > t_o) \), the e-h pairs are annihilated due to recombination. Therefore, for negligible carrier escape, we can write \( n(t) = p(t) \) for \( t > t_o \).

The main radiative recombination, which generates the PL signal, proceeds by band-to-band transitions involving an e-h pair, i.e. it is a bi-molecular process. Thus, the radiative recombination rate reflects the bi-molecular character of the process:

\[
R_b(t) = B n_{tot}(t)p_{tot}(t) \quad \text{(2)}
\]

where \( B (B > 0) \) is a proportionality constant.
On the other hand, the recombination rate may also include radiative excitonic transitions and/or non-radiative SRH recombination related to the presence of the defects, when photogenerated carriers are captured at the defect site and then they gradually relax towards the opposite band (ground state) by emission of phonons. These are monomolecular processes described by recombination rate proportional to the excess carrier density, i.e.

\[ R_m(t) = A n_{tot}(t) \]  

or

\[ R_m(t) = A p_{tot}(t) \]

where \( A (A > 0) \) is a proportionality constant associated to monomolecular process. Non-radiative SRH recombination is highly detrimental for the performance of optoelectronic devices, as it converts the absorbed energy into heat.

The third important recombination path is Auger recombination, a tri-molecular process involving a photogenerated e-h pair and a third carrier (electron or hole) carrying out the excess energy. Therefore, the Auger recombination rate is given by

\[ R_t(t) = C_1 n_{tot}^2(t)p_{tot}(t) + C_2 p_{tot}^2(t)n_{tot}(t) \]

Where \( C_1, (C_1 > 0) \) and \( C_2, (C_2 > 0) \) are proportionality constants determined by the dynamics of Auger processes, corresponding to non-radiative energy transfer to electron and hole, respectively.

These three recombination paths contribute to the decrease of the excess carrier density, \( n(t) \) and \( p(t) \). Under high excitation, the excess densities are much higher than the equilibrium densities of both types of carriers. Therefore, for some initial period \( (t > t_o) \),

\[ n_{tot}(t) \approx n(t) \]  

\[ p_{tot}(t) \approx p(t) = n(t) \]

In this case, the fundamental rate equation describing the optical relaxation, known as ABC equation [33-36], is
\[-\frac{dn}{dt} = R_m + R_b + R_t = An + Bn^2 + Cn^3 \tag{6}\]

The measured PL intensity $J_{PL}^b(t)$ is proportional to the radiative recombination rate $R_b(t)$ and the geometric factor of the photodetector $\Gamma$:

$$J_{PL}^b(t) = \Gamma R_b(t) = \Gamma Bn^2(t)$$ \tag{7}

As the relevant information is contained in the time evolution, the PL intensity can be normalized to unity at the initial time $t_0$, i.e. $J_{PL}^b(t_0) = Bn_0^2$ where the initial carrier density $n(t_0) = n_o$. Accordingly, Eq. (7) can be written as:

$$J_{PL}^b(t) = \left(\frac{n(t)}{n_o}\right)^2$$ \tag{8}

By division of Eq. (6) by initial carrier density $n_o$:

$$-\frac{d}{dt} \left(\frac{n}{n_o}\right) = A \frac{n}{n_o} + Bn_o \left(\frac{n}{n_o}\right)^2 + Cn_o^2 \left(\frac{n}{n_o}\right)^3 \tag{9}$$

Multiplying both sides of the equation by $2n(t)/n_o$ leads to the following expression for the time derivative of the PL intensity:

$$-2 \frac{n}{n_o} \frac{d}{dt} \left(\frac{n}{n_o}\right)^2 = -\frac{d}{dt} \left(\frac{n}{n_o}\right)^2 = 2 \frac{n}{n_o} \left[ A \frac{n}{n_o} + Bn_o \left(\frac{n}{n_o}\right)^2 + Cn_o^2 \left(\frac{n}{n_o}\right)^3 \right] \tag{10}$$

Finally, the division by PL intensity $J_{PL}^b$ gives the final result:

$$-\frac{1}{J_{PL}^b} \frac{dJ_{PL}^b}{dt} = -\frac{d}{dt} \left[\ln(J_{PL}^b)\right] = 2A + 2Bn_o \sqrt{J_{PL}^b} + 2Cn_o^2 J_{PL}^b$$ \tag{11}

which allows a determination of the various contributions to carrier relaxation based on the analysis of the polynomial-form dependence of the logarithmic derivative, as it will be shown later.

An additional insight into the nature of optical relaxation may be gained by generalization of the simplest single exponential decay of the PL intensity, given as [4]:

$$J_{PL}^{exp}(t) = \exp \left(-\frac{t}{\tau_{PL}}\right),$$ \tag{12}
where $J_{PL}^{exp}(t)$ denotes normalized PL intensity. Then the standard PL recombination rate may be defined as the inverse of relaxation time:

$$r_{PL} = \frac{1}{\tau_{PL}} = -\frac{d}{dt} \left[ \ln \left( J_{PL}^{exp}(t) \right) \right]$$  \hspace{1cm} (13)

This formulation may be generalized for the above discussed PL intensity time evolution $J_{PL}^{b}$ as follows:

$$r_{PL}(t) = \frac{1}{\tau_{PL}} = -\frac{d}{dt} \left[ \ln \left( J_{PL}^{b} \right) \right] = 2A + 2Bn_0\sqrt{J_{PL}^{b}} + 2Cn_0^2J_{PL}^{b}$$  \hspace{1cm} (14)

where instantaneous PL recombination rate $r_{PL}$ depends on the time explicitly.

Note that Eqs. (11) and (14) are valid for high excitation only. Therefore, a deviation from the equation is expected for $t >> t_o$, i.e. when the excess carrier density decreases to a value comparable to equilibrium density of the dominant carrier type. The same situation arises when photogenerated carrier density is much lower than the density of majority carriers at equilibrium. In both cases the total density of majority carriers is approximately equal to equilibrium value, i.e. it is constant, independent of the time.

Under low excitation conditions, the total carrier density can be approximated by:

$$n_{tot}(t) \approx n_{eq} \hspace{1cm} ; \hspace{1cm} p_{tot}(t) \approx p(t)$$  \hspace{1cm} (15a)

when the majority carriers are electrons, and

$$p_{tot}(t) \approx p_{eq} \hspace{1cm} ; \hspace{1cm} n_{tot}(t) \approx n(t)$$  \hspace{1cm} (15b)

when the majority carriers are holes. Following Eq. (2), the radiative recombination rate can be approximated by

$$R_{rad}(t) = Bn_{tot}(t)p_{tot}(t) \approx Bp(t)n_{eq}$$  \hspace{1cm} (16a)

or

$$R_{rad}(t) = Bn_{tot}(t)p_{tot}(t) \approx Bn(t)p_{eq}$$  \hspace{1cm} (16b)

when the majority carriers are electrons or holes, respectively.
This means that the radiative recombination becomes monomolecular, governed by the excess density of the minority carriers. Note that for long enough time \((t \gg t_o)\) the recombination process will always become monomolecular.

On the other hand, the SRH recombination contributes to the monomolecular recombination rate, keeping proportional to the carrier density, i.e. \(R_m(t) = A p_{tot}(t)\) or \(R_m(t) = An_{tot}(t)\), for electrons or holes as majority carriers, respectively.

Finally, the tri-molecular process, Auger recombination, is described by:

\[
R_t(t) = C_1 n_{tot}^2(t)p_{tot}(t) + C_2 p_{tot}^2(t)n_{tot}(t) \approx C_1 n_{eq}^2 p(t) + C_2 n_{eq} p^2(t) \quad (17a)
\]

when the majority carriers are electrons, and

\[
R_t(t) = C_1 n_{tot}^2(t)p_{tot}(t) + C_2 p_{tot}^2(t)n_{tot}(t) \approx C_1 n^2(t)p_{eq} + C_2 n(t)p_{eq}^2 \quad (17b)
\]

when the majority carriers are holes. Hence, the Auger recombination adds to monomolecular rate, and to the bi-molecular recombination. Thus, for low excitation, Eq. (6) becomes, for electron as majority carriers:

\[
-\frac{dp}{dt} = R_m + R_b + R_t = (A + Bn_{eq} + C_1 n_{eq}^2)p + C_2 n_{eq} p^2 \quad (18a)
\]

and for holes:

\[
-\frac{dn}{dt} = R_m + R_b + R_t = (A + Bp_{eq} + C_2 p_{eq}^2)n + C_1 p_{eq} n^2 \quad (18b)
\]

As previously, the PL intensity \(J_{PL}^m(t)\) is proportional to the radiative recombination rate \(R_b(t)\) and the geometric factor \(\Gamma\) (for holes as minority carriers):

\[
J_{PL}^m(t) = \Gamma R_b(t) = [Bn_{eq}]p(t) \quad (19)
\]

The geometric factor \(\Gamma\) can be removed by normalizing PL intensity by its value at the initial time \(t_0\):

\[
J_{PL}^m(t) = \frac{p(t)}{p_0} \quad (20)
\]

Both sides of Eq. (18a) are divided by \(p_o\) and by the PL intensity \(J_{PL}^m(t)\) to arrive to the final expression:
\[-\frac{d}{dt}[\ln(J_{PL}^m(t))] = A_{eff} + B_{eff}J_{PL}^m(t)\]  \hspace{1cm} (21a)

where

\[A_{eff} = A + Bn_{eq} + C_1n_{eq}^2\]  \hspace{1cm} (21b)

and

\[B_{eff} = C_2n_{eq}p_o.\]  \hspace{1cm} (21c)

For electrons as minority carriers the expressions are obtained by replacement of the electrons and holes, respectively. Following Eq. (14), instantaneous PL relaxation rate \(r_{PL}\) may be introduced as:

\[r_{PL}(t) = \frac{1}{\tau_{PL}} = -\frac{d}{dt}[\ln(J_{PL}^m)] = A_{eff} + B_{eff}J_{PL}^m\]  \hspace{1cm} (22)

which depends on the time explicitly.

Note the similarity of the derived expressions for high excitation and low excitation in Eqs (11) and (22), respectively. Therefore, it is possible to extract the coefficients associated with the different recombination processes from a common parabolic dependence:

\[F(y) = \alpha + \beta y + \gamma y^2\]  \hspace{1cm} (23)

where these factors depend on the type of the process:

High excitation: \(y = \sqrt{J_{PL}^b}\) \hspace{1cm} \(\alpha = 2A\) \hspace{1cm} \(\beta = 2Bn_o\) \hspace{1cm} \(\gamma = 2Cn_o^2\)  \hspace{1cm} (24a)

Low excitation: \(y = J_{PL}^m\) \hspace{1cm} \(\alpha = A_{eff}\) \hspace{1cm} \(\beta = B_{eff}\) \hspace{1cm} \(\gamma = 0\)  \hspace{1cm} (24b)

As shown in Fig. 1(a), the high excitation regime (labeled as a Process I) evolves towards low excitation (labeled as process II), characterized by linear dependence of PL intensity, i.e. leads to the situation when the relation from Eq. (7) is not fulfilled. Using the relation \(J_{PL}^m = \left(\sqrt{J_{PL}^b}\right)^2\), the following dependence is obtained:
\[-d \frac{\ln(J_{PL}^b)}{dt} = A + B n_0 \left( \sqrt{J_{PL}^b} \right)^2\]  

(25)

i.e. in the part of diagram corresponding to Process II, plotted in Fig. 1(a), the dependence on \(\sqrt{J_{PL}^b}\) should be purely quadratic. Note that the transition between Process I and Process II type (vertical dotted line in Fig 1(a)) occurs when the photoexcited carrier density is approximately equal to the equilibrium density of majority carriers.

\[\text{Fig. 1. Instantaneous PL relaxation rate } r_{PL}, \text{ expressed as the logarithmic time derivative of PL intensity for two different excitation levels: (a) for high excitation, as a function of square root of PL intensity, and (b) for low excitation, as a function of PL intensity. In (a), the high excitation regime is separated from low excitation regime by vertical dotted line into process I (Eq. (11)) and process II (Eq. (21)), respectively. The red dash-dotted, green dashed and blue solid lines correspond to the evolution according to } \alpha, \alpha + \beta \text{ and } \alpha + \beta + \gamma \text{ parameters. The values of the parameters are: } \alpha = 1, \beta = 2 \text{ and } \gamma = 3. \text{ The relative weight of the various molecular processes at the initial level is marked by arrows for } J = 1.\]
The implementation of the above presented procedure for determination of the various recombination type contributions and determination of the values of ABC parameters requires satisfying several stringent conditions. First, the averaged PL intensity should drop to zero for long enough times. Finally, it has to be stressed that the ABC model is a mere approximation of the more complex phenomena of optical relaxation, so that a deviation is likely to be detected. The possible limitation of the application of ABC model were discussed recently, showing that the presence of polarization induced field may affect Shockley – Read –Hall and Auger recombination rate [37,38]. This adds to the well-known effect of polarization induced fields in polar MQWs which reduces overlap of electron and hole wavefunctions and consequently the radiative recombination rates [39,40]. As it was shown, the radiative recombination rates may be reduced by three orders of magnitude by mere increase of the well width from 1 nm to 6 nm [41]. Thus, the ABC model needs to take into account influence of the polarization induced electric field as it may drastically affect the measured recombination rates.

It is also worth to note that application of logarithmic derivative was postulated earlier, but the analysis was based on the temporal dependence of carrier density n(t) [42]. The analysis was applied to time dependence of the signal, thus it could not provide data as precise as these derived by application of the above presented procedure.

3. Application to GaN/AlN multi-quantum-wells

3.1 Sample preparation

As an example, we present here the analysis of the TRPL from a polar GaN/AlN multi-quantum-well (MQW) structure grown on an AlN-on-sapphire substrate by plasma-assisted molecular beam epitaxy (PA-MBE) [23]. The MQW stack consists of 40 periods of 1.0-nm-thick GaN wells and 4-nm-thick AlN barriers. The GaN layers were doped with Si to a concentration of 1.3×10^{19} cm^{-3}. A scheme of the sample and the scanning transmission electron microscopy (TEM) view of the MQW is presented in Fig. 2. The picture proves that the thicknesses of barrier/wells are almost uniform with low density of extended defects.
The choice of such narrow GaN wells aims at neglecting the effect of the polarization-related internal electric field on the evolution of the radiative recombination. In polar GaN/AlN heterostructures, the quantum-confined Stark effect (QCSE) leads to a red shift of the PL. Just after the excitation pulse, the electric field in polar QWs is partially screened by photoexcited carriers, what causes an initial increase of the emission energy (blue shift of the PL). Then, the recombination reduces screening, and the electric field is rebuilt resulting in a red shift as a function of time. Naturally, QCSE is less pronounced for narrow structures.

The use of non-polar crystallographic orientations allows for GaN/Al(Ga)N systems to operate without polarization-induced electric field [43], which simplifies the interpretation of TRPL data. As an example, we have characterized a non-polar m-plane MQW stack consisting of 50 periods of 3.0-nm-thick GaN wells and 22.5-nm-thick Al$_{0.26}$Ga$_{0.74}$N barriers. The GaN layers were intentionally doped with Si to a concentration of 2 x $10^{19}$ cm$^{-3}$. The samples were grown by PAMBE at a substrate temperature $T_s$ = 720°C and with a nitrogen-limited growth rate of 0.4 ML/s ($\approx$ 360 nm/h). Growth was performed under slightly Ga-rich conditions [44,45]. The substrate was free-standing semi-insulating GaN sliced along the m-plane non-polar surface from (0001)-oriented GaN boules synthesized by hydride vapor phase epitaxy (resistivity >$10^6$ $\Omega$cm, dislocation density < $5\times10^6$ cm$^{-2}$).
3.2. TRPL measurements

Photoluminescence was excited with the third harmonic of a tunable Ti:sapphire pulsed laser Chameleon Ultra, Coherent Ltd. ($\lambda = 300$ nm, $f = 80$ MHz, pulse width 130 fs). The laser average power was up to 1 mW, impulse energy 12.5 pJ. The light beam was analyzed by spectrometer and directed on a CCD detector and a streak camera. The streak camera enabled time-resolved measurements, showing the time evolution of PL intensity and energy. In order to improve the signal-to-noise ratio, the PL decay data were taken as the average of more than $10^9$ decays.

![Fig. 3. Time-resolved PL spectra of (a) polar 1-nm-thick GaN/AlN MQWs and (b) non-polar 3-nm-thick GaN/Al$_{0.26}$Ga$_{0.74}$N MQWs. Contour lines are equally spaced in logarithmic scale ($e^\text{-}$ times spaced), so distance between two contour lines along time axis gives the decay time of the signal.](image)
As shown in Fig. 3(a), the PL spectra from 1-nm-thick polar GaN/AlN QWs show no discernible energy shift in time. The energy is constant because the well is so narrow that the screening does not affect the quantum states during the recombination process. Similar time independent emission energy measured for the 3-nm-thick non-polar GaN/Al$_{0.26}$Ga$_{0.74}$N QWs is presented in Fig. 3(b).

3.3 Noise reduction

The logarithmic plot of PL intensity of polar nitride MQW structure versus time is shown in Fig. 4 (a) and (b) for room and liquid-helium temperatures, respectively. In addition to raw data, the data obtained by subtraction of the background value at infinity is shown. For long decay times, the PL decay is exponential.

The noise level was reduced by the following method: the smoothing interval was selected as a given odd number of points. Then according to least square method the linear approximation to the data in the interval was obtained. The central value was adopted as new value, replacing the old one. The procedure was repeated consecutively for all points along the line. At both ends, the data remain unchanged. As the noise to signal ratio was different for different times, the smoothing interval was different at both ends, equal to $N_{\text{min}}$ at the beginning, and $N_{\text{max}}$ at the end of PL decay. For the points between the smoothing interval length was scaled linearly. The procedure was repeated several times to obtain sufficient smoothing. For instance, for low temperature data (5K) obtained with an average laser power of 500 and 200 µW, the smoothing integral begins at $t = 0$ for 3 points and terminates at 121 and 81 points, respectively. The procedure was repeated 3 and 5 times respectively which was sufficient to remove the noise so that the derivative could be obtained [46]. It has to be stressed out that the number of points in smoothing interval and the number of iterations has to be drastically changed depending on the noise/signal ratio. As is clearly visible in Fig. 4, the proposed method of noise reduction does not distort results, and it is reasonable to assume that the function under consideration (represented by denoised data) is continuously differentiable. So, as a next step, from the smoothed time dependence, the logarithmic derivative of the PL intensity $-\frac{d[\ln(J)]}{dt}$ as a function of the intensity $J$ was obtained. It has to be noted that the initial time dependence does not obey ABC dynamics, evidently due to electron and hole transportation/equilibration processes. Therefore the plotted diagram
corresponds to the terminating phase of the evolution where the system remains in local equilibrium.

**Fig. 4.** PL time decay of polar nitride MQW structure collected at (a) 295K and (b) 5K in the (3.37 eV, 3.90 eV) energy interval. The red line denotes raw signal with the background subtracted, the blue line – noise averaged line. The dominant emission peaks were located within this interval during entire measurement time (see the spectrum in Fig. 3(a)). The laser power was 1000 and 100 μW, and 500 and 200 μW for room and low temperature, respectively. The excitation wavelength was 300 nm.
3.4 Results and discussion: polar MQWs

With the used laser power we estimate a photo-generated carrier density in the range of \(10^{17} - 10^{18}\) cm\(^3\). Thus, at room temperature, in the samples under study, the density of photo-generated carriers is expected to be lower than the equilibrium density of majority carriers coming from Si donors [47]. Therefore, the PL intensity is proportional to the excess density of minority carriers as in the low excitation regime, in accordance to Eq. 19, and a linear dependence is expected, as confirmed by the fit presented in Fig. 5(a). According to Eq. 22, the high value of the linear coefficient confirms important contribution of Auger process in the optical relaxation at high temperatures.

For low temperature \(T = 5\)K, the majority carriers are thermalized [47], and their density is small compared to the photo-generated density of the carriers. In such a case the PL intensity is assumed to be proportional to the density of both carrier types, electrons and holes, thus effectively proportional to the square of the new carrier density. Therefore the low temperature PL intensity is plotted as a function of the square root of PL intensity in Fig. 5(b). Both diagrams are scaled to the initial PL intensity, i.e. the following dependence is used:

\[
F(y) = \alpha + \beta y + \gamma y^2
\]

where \(y = \frac{J}{J(t_o)}\) and \(y = \frac{J^{1/2}}{J^{1/2}(t_o)}\) for Fig. 5(a) and Fig. 5(b), respectively. Accordingly, the TRPL signal from the polar MQWs, collected at low temperature (\(T = 5\)K), using laser power excitation \(L = 500\) µW and \(L = 200\) µW, are characterized by the square root dependence of the instantaneous PL decay rate on the PL intensity. Thus this diagram confirms that the sample evolves under high excitation regime. The data were used to obtain the values of \(\alpha\), \(\beta\) and \(\gamma\) parameters, denoting relative weight of SRH, radiative and Auger recombination in overall instantaneous PL relaxation rate \(r_{PL}\). The PL relaxation rate decreases from 1.29 ns\(^{-1}\) down to 0.83 ns\(^{-1}\) (Fig. 5(b)). From the linear fit to the noise-free data the value of coefficient \(\alpha\) was determined: \(\alpha = 0.73 \pm 0.01\) ns\(^{-1}\), and the value of parameter \(A\) could be determined: \(A = 0.37 \pm 0.01\) ns\(^{-1}\). The value of the parameter \(\beta\), describing radiative recombination, is: \(\beta = 0.54 \pm 0.01\) ns\(^{-1}\). Finally, the value of the Auger-related recombination coefficient is: \(\gamma = 0.02 \pm 0.01\) ns\(^{-1}\), confirming relatively low contribution of the Auger process at low temperatures.
Fig. 5. Logarithmic time derivative as a function of the normalized PL intensity of polar nitride MQW structure at: (a) room temperature, (b) and (c) – at 5K. The diagrams (a) and (b) presents noisy signal as dashed green line. The room temperature diagram (a) presents the denoised data for laser power $L = 1000 \, \mu W$ (blue line) and $L = 100 \, \mu W$ (cyan line) and linear approximation (red line) in function of PL intensity. The low temperature diagram (b) presents the denoised data for laser power $L = 500 \, \mu W$ (blue line) and $L = 200 \, \mu W$ (cyan line) and linear approximation (red line) in function of square root of PL intensity. The diagram (c) presents the low intensity part of diagram (b), corresponding to Process II of Fig 1(a), in function of PL intensity. The finite difference quotients of raw noisy data for higher laser power (green dashed lines) are also shown to give a visual idea of the accuracy of the smoothing method.
The relative ratio of the nonlinear to linear recombination rate \( \frac{\beta + \gamma}{\alpha} \) decreases from 0.768 to zero for long times i.e. for small \( J \). As it is shown for low temperatures the trimolecular (Auger) recombination is negligible. Thus it may be concluded that practically entire nonlinear recombination is due to radiative recombination. The radiative recombination part \( \frac{\beta}{\alpha + \beta + \gamma} \) may be therefore estimated to be at least 42% of the total excitation energy loss, which is relatively high value.

The low intensity part of the low temperature diagram, presented in Fig 5(c), corresponds to Process II regime (Fig 1(a)). The instantaneous PL relaxation rate may be approximated using Eq. 22. From the linear fit to the dependence on PL intensity, presented in Fig 5(c), the following parameter values are obtained: \( A_{eff} = 0.80 \pm 0.01 \text{ ns}^{-1} \), and \( B_{eff} = 0.98 \pm 0.01 \text{ ns}^{-1} \). From direct inspection of Fig 5(b), the transition point from Process I to Process II may be identified to \( J_{eq}^{1/2}/J^{1/2}(t_o) = 0.2 \). The majority carriers density ratio may be obtained via Eq. 8 to be the same value, i.e.: \( n_{eq}/n_o = 0.2 \). This confirms relatively important role of Auger process.

The value of parameter \( \beta \) could be used to determine the value of parameter \( B \) from the relation \( \beta = 2Bn_o \). Unfortunately, the determination of the value of the initial electron density \( n_o \) is burdened by gross error, related to strong polarization and piezo induced electric fields in GaN/AlN MQWs structure. This well-known Quantum Confined Stark Effect (QCSE) shifts away the holes and electrons reducing their overlap and the radiative recombination efficiency. Additionally, the QW system is located close to the surface (Fig. 2(d)), at which the Fermi level is pinned to broken bond Al state, of its energy located approximately 0.5 eV below the conduction band minimum (CBM). Hence the precise determination of the initial carrier density \( n_o \) needs further studies. Possible close related methods include determination of the shift of PL energy caused by screening by free electrons or the investigation of the dependence of PL intensity on laser power at different temperatures which leads to determination of transition from high excitation to low excitation regime.

The estimate of the generated density of electrons may be based on observation that at room temperature the radiative recombination follows the linear regime. Thus the generated electron density is not higher than the equilibrium density of electrons at room temperature, i.e. \( n_o < n_{eq} \approx 5.97 \times 10^{18} \text{ cm}^{-3} \). In this estimate it was assumed that the ionization energy
of Si donor is 20 meV. From these data the following estimate for $B$ parameter is obtained: $B > 4.51 \times 10^{-11}\text{s}^{-1}\text{cm}^{-3}$.

As it is shown in Fig 5(a), the room temperature PL intensity evolves in low excitation regime in which the overall instantaneous PL relaxation rate $r_{PL}$ scales linearly with the independent variable for room temperature measurements. It may be observed that the linear dependence is strictly followed by experimental data for $L = 100$ μW while the higher power data show weak square root behavior. From the fit to the denoised data, the coefficient $\alpha$ denoting the monomolecular process is determined to be: $\alpha = 1.42 \pm 0.01$ ns$^{-1}$, the nonlinear coefficient $\beta = 4.63 \pm 0.03$ ns$^{-1}$, and the tri-molecular coefficient is: $\gamma = -0.14 \pm 0.03$ ns$^{-1}$. The latter coefficient has to be interpreted as the measure of deviation from ABC model as it is expected to vanish.

These data should then be interpreted using the effective coefficient as defined in Eqs 21 and 24. Accordingly for room temperature $\alpha = A_{eff} = A + Bn_{eq} + C_1n_{eq}^2 = 1.42$ ns$^{-1}$, which could be compared to the low temperature value $A = 0.37 \pm 0.01$ ns$^{-1}$. This may be therefore set as reference only, leaving the remaining difference equal to $1.06 \pm 0.03$ ns$^{-1}$ as a contribution from radiative recombination and Auger processes. From comparison to the low temperature $B$ parameter values it follows that a considerable contribution may stem from Auger process that is confirmed by high nonlinear value of coefficient $B_{eff}$. The larger contribution of Auger process at room temperature stems from relatively large contribution of equilibrium carrier density (quadratic) according to Eqs. 4 and 1.

The time evolution of the optical emission may be presented in more intuitive way by plots of the instantaneous PL recombination rate $r_{PL}$ vs time. The diagrams presenting such evolutions are shown in Figure 6 (a) and (b). As it could be seen the rate decreases sharply in the initial part of the evolution, confirming the important role of non-linear contributions both for low and room temperature PL decay. No drastic dependence on the laser excitation power was observed, indicating the identical evolution of excitation. Naturally, the asymptotic evolution is strictly linear as evidenced by the horizontal line in the final stage of all decays. The nonlinear part of the evolution of PL decay, needed to attain the linear evolution at the final stage of the decay is different: the slope becomes horizontal after 2.5 ns at room temperature and after 5 ns at 5 K. Thus temperature dependent contribution plays an important role. This is confirmed by the different asymptotic rate which is $\lim_{t \to \infty} r_{PL} =$
0.82 \, ns^{-1} \text{ for } T = 5 \, K \text{ and is } \lim_{t \to \infty} r_{PL} = 1.23 \, ns^{-1} \text{ at room temperature. Thus the temperature dependent term contributes to the asymptotic relaxation rate indicating a considerable contribution of non-radiative recombination in these systems at room temperature.}

Fig. 6. The instantaneous PL recombination rate \( r_{PL} \) in function of time in polar nitride MQW structure at: (a) room temperature, (b) at 5K. The room temperature diagram (a) presents the denoised data for laser power \( L = 1000 \, \mu W \) (solid blue line) and \( L = 100 \, \mu W \) (red dashed line). The low temperature diagram (b) presents the denoised data for laser power \( L = 500 \, \mu W \) (blue solid line) and \( L = 200 \, \mu W \) (red dashed line).
It has to be stressed out that these diagrams allow to obtain valuable insight into the time evolution of the optical relaxation in the MQWs systems. Additionally, the asymptotic relaxation (linear) rate could be determined with high precision.

3.5. Results and discussion: non-polar MQWs

The polar MQWs are affected by built-in and piezo-induced internal electric fields affecting electrons and holes. Therefore it is also interesting to investigate non-polar MQWs, which are free of these effects. For comparison we present room and low temperature TRPL data obtained from the structure consisting of 50 periods of 3.0-nm-thick GaN wells and 22.5-nm-thick Al$_{0.26}$Ga$_{0.74}$N barriers. The time evolution is presented in Fig. 7.

![Graph](image)

**Fig. 7.** PL time decay of non-polar nitride MQW structure collected at 300K (dashed lines) and 5K (solid lines) in the (3.374 eV, 3.898 eV) energy interval. The red line denotes raw signal with the background subtracted, the blue line – noise averaged line. The dominant emission peaks were located within this interval during entire measurement time. The laser power was 500 μW and the excitation wavelength was 300 nm.

From these data it follows again that the long time evolution is exponential, similar to the data obtained for narrow polar QWs. Thus for 1 nm wells, the electric field does not play important role. As before, the analysis could be made using Eqs 11 and 22 so that the logarithmic time derivative of PL intensity can be obtained after application of appropriate smoothing procedure. The results are presented in Fig. 8.
Fig. 8. Logarithmic time derivative as a function of the normalized PL intensity of non-polar nitride MQW structure at (a) room temperature and (b) at 6 K: denoised data (blue line) and linear approximation (red line). The finite difference quotients of raw noisy data (green dashed lines) are also shown to give a visual idea of the accuracy of the smoothing method.
The low temperature TRPL evolution from non-polar wells also follows quadratic dependence of PL intensity on excitation power, thus Eqs. 11 and 14 may be applied. The instantaneous PL decay rate is higher than in the case of polar QWs: it decreases from 3.64 ns\(^{-1}\) to 1.96 ns\(^{-1}\). The value of the parameter \(\alpha\) is: \(\alpha = 1.04 \pm 0.01\) ns\(^{-1}\), i.e. it is slightly higher than the low temperature value for the case of polar QWs. The value of parameter \(A\) is then equal to \(A = 0.52 \pm 0.01\) ns\(^{-1}\). This difference needs more detailed study, as it was suggested recently that SRH recombination may depend on the electric field \([37,38]\). The value of parameter \(\beta\) is: \(\beta = 1.92 \pm 0.03\) ns\(^{-1}\). Finally, the value of the Auger recombination coefficient is: \(\gamma = 0.72 \pm 0.02\) ns\(^{-1}\). Thus these data differ from the previous ones, which may be partially related to the absence of electric field in non-polar wells. The value of parameter \(B\) may be assessed as before: \(B > 1.05 \times 10^{-10}\) cm\(^{-3}\).

Similarly to polar wells, the time evolution of the optical emission is presented in more intuitive way by plots of the instantaneous PL recombination rate \(r_{PL}\) vs time in the diagrams shown in Figure 9 (a) and (b). As it is shown, the nonlinear evolution dominates the initial PL decay of the non-polar system for both room temperature and at 6 K. As it is shown the asymptotic rate is \(\lim_{t \to \infty} r_{PL} = 1.95\) ns\(^{-1}\) for 6 K and \(\lim_{t \to \infty} r_{PL} = 1.95\) ns\(^{-1}\) at room temperature, i.e. they are essentially identical. That indicates no temperature dependent contribution in the asymptotic regime. Thus, the recombination is only radiative and temperature dependent SRH recombination is negligible. That is drastically different from the previous polar MQWs system, indicating that the structure of defects is different in these two cases.

It is also worth to note that the initial evolution is different. As it is shown in Fig 9, the room temperature evolution is drastically faster, both the initial stage of the evolution which is terminated in 0.1 ns, and not visible in Fig 9a. The low temperature evolution is much slower, taking about 0.15 ns, as visualized in Fig 9b. The initial rate is much higher \(r_{PL} \cong 30\) ns\(^{-1}\) for room temperature and \(r_{PL} \cong 4\) ns\(^{-1}\) at 6K. Thus temperature dependent processes play important role at high excitations.
Fig. 9. The instantaneous PL recombination rate $r_{PL}$ in function of time in non-polar nitride MQW structure at: (a) room temperature, (b) at 5K. The laser power was 500 μW and the excitation wavelength was 300 nm.

It is instructive to compare diagrams plotted in Fig 8 and 9 and the derived data. As it is shown in Fig 8 and 9 the asymptotic recombination rate is equal to $\lim_{t \to \infty} r_{PL} = 1.95 \text{ ns}^{-1}$. Nevertheless this is product of identical regime in both cases, i.e. linear. As shown in Fig 8 the asymptotic regime differs drastically from the basic evolution. This sort of information cannot be drawn from Fig. 9, where no trace of the difference in recombination modes could be detected. Therefore the new diagrams, such as in Figs 5 and 8 create new valuable tool for
optical investigations providing the information, which could not be obtained in traditional analysis of time dependent plots.

From these data, TRPL evolution of narrow polar and non-polar QWs shows remarkable similarity. Note however that despite identical growth conditions, due to the different crystallographic orientation, the point defect and also extended defect densities may be different inducing some difference in the PL data.

It has to be noted also that the obtained values may be burdened by errors stemming not only from the estimate of the initial carrier density but also from other physical effects, like charge carrier diffusion, polarization charge or excitation pulse length [48-51]. These factors will be studied and reported in the following publications.

4. Summary and conclusions

We have presented a new method of analysis of TRPL data, based on the instantaneous PL recombination rate \( r_{PL} \), i.e. the dependence of logarithmic time derivative of the PL intensity in function of the PL intensity or time. The transformation of the TRPL data is exact, avoiding any approximations. The application of the method is universal, it could be used to analyze the PL decay kinetics of any system, including semiconducting and molecular structures. The method provides graphic representation of the results allowing identification of the mono, bi-, tri-molecular and higher order recombination processes. Therefore the method could be used to determine standard ABC parameters of excess-carrier-density time evolution. Successful application of the method requires two conditions to be met: efficient noise reduction scheme and the precise determination of the zero signal level. The procedures describing how to attain these two goals were also presented.

The presented method was used to identify the value of the monomolecular A parameter, and assess the contribution of higher order processes, including Auger recombination in the exemplary polar and non-polar GaN/AlN MQW systems. Potentially, the method may precisely verify various models of the efficiency droop in the nitride devices.

In general, instantaneous PL recombination rate \( r_{PL} \) changes drastically from the initial values proving the dominant contribution of non-linear terms. These terms are temperature
dependent, thus indicating that non-radiative recombination prevails at high excitation. The final stage is strictly linear, showing consistent behavior. The differences in asymptotic regime are also observed: a considerable temperature contribution exists for polar MQWs while for non-polar it is absent. That indicates the considerable contribution of SRH recombination for polar MQWs while these effects are absent for non-polar MQWs systems.

The obtained low temperature (T = 5K) values of the monomolecular recombination A parameter are finite, equal to: $A = 0.37 \pm 0.01 \text{ ns}^{-1}$ and $A = 0.52 \pm 0.01 \text{ ns}^{-1}$ for polar and non-polar MQWs, respectively. The respective monomolecular recombination times are: $\tau_{m-pol} = 2.73 \text{ ns}$ and $\tau_{m-nonpol} = 1.93 \text{ ns}$, indicating that the monomolecular recombination is not negligible also at low temperature. This result shows also that recombination in polar material is slower.

The low temperature data confirm relatively small contribution of Auger recombination at low excitations. Room temperature data indicate the important contribution of Auger processes to non-radiative recombination.
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