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ABSTRACT

Neural network based end-to-end Text-to-Speech (TTS) has greatly improved the quality of synthesized speech. While how to use massive spontaneous speech without transcription efficiently still remains an open problem. In this paper we propose MHTTS, a fast multi-speaker TTS system that is robust to transcription errors and speaking style speech data. Specifically, we introduce a multi-head model and transfer text information from high-quality corpus with manual transcription to spontaneous speech with imperfectly recognized transcription by jointly training them. MHTTS has three advantages: 1) Our system synthesizes better quality multi-speaker voice with faster inference speed. 2) Our system is capable of transferring correct text information to data with imperfect transcription, simulated using corruption, or provided by an Automatic Speech Recogniser (ASR). 3) Our system can utilize massive real spontaneous speech with imperfect transcription and synthesize expressive voice.

Index Terms— Speech synthesis, multi speaker, inference speedup, imperfect transcripts, spontaneous speech

1. INTRODUCTION

Text-to-speech (TTS) aims to synthesize natural and intelligible voice from text. Deep neural networks [1] [2] [3] [4] [5] [6] have greatly improved the quality of synthesized speeches and expanded the capability of TTS system. And most TTS models can be trained only if recorded data with manual transcription is given. This kind of data is hard to collect while massive spontaneous speech without transcription is available in real life. How to utilize speech data with no transcription is becoming an important topic.

Adaptive methods [7] [8] adapts on untranscribed speech data by fine-tuning a pre-trained multi-speaker TTS model but only takes dozens or hundreds of utterances for adaptation, which may not be able to model the speaking style of the spontaneous speech in real life. Another possible method is to generate transcripts by an ASR system [9] [10] [11] but the generated transcripts contain inevitable textual errors. [12] analyses impacts of different types of textual errors and concludes that attention-based autoregressive models [3] [13] are only partially robust to imperfect transcripts. Substitution and deletion errors pose a serious problem to autoregressive models.

Transformer [14] based non-autoregressive models [5] [6] greatly speedup synthesis process, synthesize more robust voice than autoregressive models and has reached state-of-the-art performance. While our experiments reveal that textual errors simulated or provided by ASR still highly affect the quality and pronunciation error rate of the synthesized voice.

Speech disentanglement [15] [16] [17] is a developing advanced topic that aims to decompose speech information into four disentangled components: text content, timbre, pitch, and rhythm. Timbre carries information of speaker’s identity, while pitch and rhythm are related to the speaking style. Inspired by this perspective, if we can decompose the overall system into two disentangled sub-parts: one processing text information, the other merging text and speaker specific information (identity and speaking style), then we can design a proper training strategy to transfer text information of a large data corpus with correct transcription to the target spontaneous speech with imperfectly recognized transcription, without disturbing the learning of speaking style of the target spontaneous speech.

In this paper we propose MHTTS, a multi-speaker TTS model based on multi-head structure that has three main advantages:

- In common multi-speaker scenario, MHTTS speeds up the synthesis process and produces higher quality voice than transformer based non-autoregressive models, e.g. Fastspeech. Computation complexity of transformer is quadratic to the length of sequence, while computation complexity of MHTTS is only linear.

- In two-speaker scenario where the transcription of one corpus is correct and that of the other is imperfect, MHTTS greatly reduces pronunciation errors of synthesized voice of the imperfect one by transferring text information.
• MHTTS utilizes massive spontaneous speech in real life with transcription from ASR and synthesize spontaneous style voice with few pronunciation errors. In MHTTS, we try to disentangle the learning of text hidden representation and the learning of speaking style.

2. METHODOLOGY

2.1. theory

Suppose there are corpora $D_{i,i=0,1,...,N-1}$ of $N$ different speakers, each $D_i$ contains text-speech pairs $(T_i, A_i)_{j,j=0,...,M_i}$. Here $A$ denotes the acoustic feature that can be converted to speech by a neural vocoder[18, 19, 20]. The following process is designed to predict $A_{i,j}$ from $T_{i,j}$: $T_{i,j}$ is first processed to get a text hidden representation $h_{i,j}$ by a general text encoder block $F$ which takes text data of all corpora as input, then $h_{i,j}$ is processed by a speaker specific block $G_i$ to predict $A_{i,j}$. As is shown by Fig. 1, $G_{i,i=0,1,...,N-1}$ forms the heads of MHTTS.

![Fig. 1: Brief structure of our model. $F$ denotes the general text encoder block, $G$ denotes the speaker specific blocks.](image)

To disentangle the learning of text representation and the speaker related features, the model should satisfy the following conditions:

1. Text representations $h$ contains minimal speaker specific information.

2. Text representations $h$ should contain as much information about $A$ as possible, if the first condition is satisfied.

3. Speaker specific blocks $G$ has the capacity to reconstruct $A$ from $h$.

The first condition guarantees that the weights of block $F$ contain minimal speaker specific information[15]. The first and second condition guarantee that block $F$ maps text data to good text hidden representations in the sense that $h$ can be easily converted to $A$ by speaker specific information contained in weights of block $G$. The second condition also helps the transfer of text information during training since all corpora share block $F$. Consider the extreme case that block $F$ is identity mapping, the multi-speaker TTS task degrades to $N$ disjoint single-speaker TTS tasks. The third condition is trivial.

From the perspective of the information bottleneck theory[21], if we use $I$ to denote the calculation of mutual information, these conditions can be expressed as maximizing the following quantity:

$$L = \frac{1}{N} \sum_i -\lambda I(h_i; \mathbb{1}) + \gamma I(h_i; A_i) + I(G_i(h_i); A_i)$$ (1)

where $\mathbb{1}$ denotes the indicator vector of the speaker, $\lambda$ and $\gamma$ are weights. The terms in Eqn(1) correspond to the conditions respectively.

The maximization of the first term $-I(h_i; \mathbb{1})$ is usually achieved by using gradient reversal layer (GRL)[22] and a domain classifier[22] to encourage $h_i$ to be speaker-invariant. But the performance of GRL is very sensitive to the hyper-parameter and it is not applicable in 2-speaker scenario especially when one corpus is much smaller. Instead we found that Layer Normalization (LN)[23] which normalizes the output distributions of block $F$ serves the same purpose well.

The maximization of the third term $I(G_i(h_i); A_i)$ is actually the minimization of the target cost function, e.g. the $L1$ or $L2$-norm distance between predicted acoustic features and the real features.

Now we consider the transformation $T_i \xrightarrow{F} h_i \xrightarrow{G_i} A_i$ to analyze the second term $I(h_i; A_i)$. Suppose in expectation $A_i$ is well constructed from $T_i$, that is $I(G_i(h_i); A_i)$ reaches a high value. Consider the case that $G_i$ is identity mapping, then $h_i = G_i(h_i)$ and $I(h_i; A_i) = I(G_i(h_i); A_i)$ which is discouraged by the first term $-I(h_i; \mathbb{1})$ since $A_i$ contains full information about $\mathbb{1}$; If $G_i$ has a very large capacity, $F$ has the potential to degrade to identity mapping in which case $h_i = T_i$ and $I(h_i; A_i)$ reaches the minimal value $I(T_i; A_i)$ by the data processing inequality. In general, $G_i$ should have just sufficient capacity to contain speaker specific information and add the information to the text hidden representation $h_i$.

2.2. architecture

2.2.1. block $F$

The block $F$ transforms text data to text hidden representation $h$. It is shared by all speaker corpora and occupies most of the computation complexity. Fastspeech[5, 6] use Feed-Forward Transformer[14] (FFT) blocks to build encoder and decoder. The multi-head
attention structure\cite{14} in FFT makes it capable of modeling long-term dependency and performing parallel generation but also makes the computation complexity quadratic to the length of sequence.

To further speed up inference, we use U-Net architecture\cite{24,25} to build block $F$. The down-sampling blocks and up-sampling blocks in U-Net can model long-term dependency while the computation complexity is only linear to sequence length. Following U-Net is LN layer that replaces GRL as discussed in Sec.2.1. We use Length Regulator\cite{5} that is also used in Fastspeech to deal with length mismatch between text and acoustic feature sequence. The overall architecture of block $F$ is shown by Fig.2.

2.2.2. block $G$

As is discussed in Sec.2.1, the design of block $G$ is non-trivial and we did experiments on architectures of $G$, with the constraint that temporal connection is not allowed which means there are no convolutional, sequential or fully-connected self-attention layers inside $G$. Fig.3 shows the chosen architecture of $G$ which only consists of linear and LN layers.

3. EXPERIMENTS

In this section, we test MHTTS on the following subtopics: voice quality and inference speedup in multi-speaker scenario, the ability to handle imperfect transcripts and spontaneous speech in real life. We compare MHTTS with Fastspeech, which is one of the most popular non-autoregressive structure with fast and high-quality voice synthesis.

3.1. voice quality and inference speedup

3.1.1. experimental setting

We conduct multi-speaker experiments on AISHELL-3\cite{26}, a large-scale and high-fidelity Mandarin speech corpus. The corpus contains 85 hours of emotion-neutral 44.1 kHz recordings spoken by 218 native mandarin speakers. We extract mel-spectrogram with 12.5 ms hop size and 50 ms window as acoustic features. A well trained WaveRNN\cite{256} model is used as vocoder to synthesize voice from mel-spectrogram.

We use the official implementation of Fastspeech\cite{‡} and the default hyperparameter. We adjust the hyperparameter of MHTTS to use approximately the same number of parameters during inference. The hidden size, kernel size are 512 and 3 respectively for all layers in MHTTS and the number of down-sampling and up-sampling blocks is 7. We use Adam\cite{27} optimizer with $\beta_1 = 0.9, \beta_2 = 0.98, \epsilon = 10^{-6}$ and follow a linear decay learning rate schedule. We train both models for 100K steps.

\footnote{\url{https://github.com/TensorSpeech/TensorFlowTTS}}

3.1.2. evaluation

We randomly choose 4 speakers from AISHELL-3 speakers(2 men and 2 women, each with 10 utterances) for evaluation. 20 native Mandarin speakers are asked to judge voice quality and similarity of each utterance. Table 1 shows the mean opinion score(MOS) of voice quality, similarity mean opinion score(SMOS), number of active parameters and real time factor(RTF) of 4 methods: GT, the ground truth recording; GT mel + vocoder, voice synthesized with vocoder from
mel-spectrogram of ground truth recording; Fastspeech(FS); MHTTS(MH).

| Method          | MOS   | SMOS  | Params | Inference Speed(RTF) |
|-----------------|-------|-------|--------|-----------------------|
| GT              | 4.00±0.11 | 4.40±0.05 | -      | -                     |
| GT mel + vocoder| 3.97±0.11 | 3.33±0.07 | -      | -                     |
| FS              | 3.51±0.12 | 3.78±0.10 | 30M    | 5.6×10^{-2}           |
| MH              | 3.72±0.09 | 3.93±0.09 | 27M    | 2.3×10^{-2}           |

Table 1: MOS, SMOS, number of parameters and inference speed of each case. MOS and SMOS are calculated with 95% confidence intervals.

Higher MOS or SMOS means higher quality or similarity. RTF denotes the time (in seconds) required to synthesize one second waveform. It is measured with a single thread and a single core on an Intel(R) Xeon(R) Gold 5218 CPU @ 2.30GHz. It can be seen that in regular multi-speaker scenario, MHTTS achieves slightly higher MOS and SMOS over Fastspeech and achieves 2.4x speedup with the same number of parameters.

3.2. imperfect transcription

In this section, we conduct experiments to test the ability of transferring text information. We analyze two kinds of imperfect transcription: simulated errors and ASR transcription.

3.2.1. experimental setting of simulated errors

The feature extraction, model structure, and training strategy are identical to Sec 3.1.1 except the number of training steps is 20K. The dataset is a two-speaker corpora:

1. **Source corpus**, a large internal single-speaker Mandarin corpus which contains 140000 female 16 kHz recordings with correct transcription.

2. **Target corpus**, a well-known open-source high-quality mandarin corpus† which contains 10000 male 48 KHz recordings with correct transcription. All recordings are converted to 16 kHz.

3.2.2. evaluation of simulated errors

We corrupt the transcription of the target corpus in a similar way to [12]. For every character of a sentence, with probability $P$, the character is corrupted by one of the following corruption methods:

1. **Insertion**: a random character from the vocabulary is inserted around it.
2. **Deletion**: This character is deleted.
3. **Replacement**: This character is replaced by a random character from the vocabulary.

We vary the corruption probability $P$, the utterance number of the source corpus and the corrupted target corpus and evaluate the character error rate (CER) of the synthesized voice of the target speaker. We compare the following three methods: MHTTS(MH); Fastspeech(FS); Fastspeech single(FS_s), using Fastspeech but training only with corrupted target corpus. For each method we synthesize 200 utterances (2524 characters) for CER evaluation.

Table 2: CER evaluated on simulated errors with 10000 utterances of source corpus. “-” indicates that synthesize speeches are unrecognizable sounds.

Table 3 and Table 4 show the results and we have several conclusions:

1. MHTTS performs consistently much better than Fastspeech and Fastspeech single, which demonstrates a much better capability of transferring text information.

†https://www.data-baker.com
2. Fastspeech also has the capability of transferring text information when comparing it with Fastspeech_single.

3. CER of Fastspeech and Fastspeech_single seem to drop as number of target utterances increases but training collapse may occur. MHTTS performs stably.

3.2.3. experimental setting of ASR transcription

The feature extraction, model structure, and training strategy are identical to Sec 3.2.1. The dataset is a two-speaker corpora:

1. **Source corpus**, the same source corpus used in Sec 3.2.1

2. **Target corpus**, Mandarin spontaneous 8 KHz speeches of 4 speakers (2 men and 2 women) in real life recorded in an internal customer service hotline system. Transcription is not available.

3.2.4. evaluation of ASR transcription

We use an ASR module to transcribe the target corpus, and compare CER of synthesized voice of the target speaker similarly to Sec 3.2.2. Results are shown in Table 5. It can be seen that MHTTS performs significantly better than Fastspeech and MHTTS is more robust to ASR transcription errors than simulated errors.

### Table 5: CER evaluated on spontaneous real data with ASR transcription

| #Source | ASR CER(%) | Target ID | Gender | #Target | ASR CER(%) | MH CER(%) |
|---------|------------|-----------|--------|---------|------------|-----------|
| 140000  | 14.09      | A         | male   | 1164    | 8.86       | 0.87      |
|         |            | B         | female | 1265    | 6.58       | 0.63      |
|         |            | C         | female | 2059    | 8.08       | 0.71      |
|         |            | D         | male   | 3110    | 7.29       | 0.71      |

### Table 4: CER evaluated on simulated errors with 100000 utterances of source corpus.

| #Source | #Target | P | FS CER(%) | FS CER(%) | MH CER(%) |
|---------|---------|---|-----------|-----------|-----------|
| 10000   | 10%     | 5.62 | 3.88 | 0.95 |
|         | 20%     | 9.51 | 5.23 | 0.87 |
|         | 30%     | 14.50 | 6.58 | 0.63 |
|         | 40%     | 21.16 | 11.73 | 1.27 |
|         | 50%     | 32.09 | 13.95 | 1.27 |
| 2000    | 10%     | 3.24 | 1.66 | 0.48 |
|         | 20%     | 6.50 | 3.25 | 0.95 |
|         | 30%     | 9.03 | 3.41 | 0.95 |
|         | 40%     | 15.69 | 6.26 | 1.82 |
|         | 50%     | 29.00 | 6.66 | 1.35 |
| 4000    | 10%     | - | 1.25 | 1.03 |
|         | 20%     | - | 1.35 | 1.11 |
|         | 30%     | - | 1.82 | 1.74 |
|         | 40%     | - | - | 1.35 |
|         | 50%     | - | - | 1.76 |

### Table 3: CER evaluated on simulated errors with 50000 utterances of source corpus.

| #Source | #Target | P | FS CER(%) | FS CER(%) | MH CER(%) |
|---------|---------|---|-----------|-----------|-----------|
| 500     | 10%     | 3.24 | 2.69 | 0.39 |
|         | 20%     | 6.50 | 2.38 | 0.79 |
|         | 30%     | 9.03 | 3.57 | 1.35 |
|         | 40%     | 15.69 | 8.32 | 1.43 |
|         | 50%     | 29.00 | 8.40 | 1.69 |
| 10000   | 10%     | 3.88 | 1.51 | 0.71 |
|         | 20%     | - | 1.51 | 0.87 |
|         | 30%     | - | 2.22 | 1.03 |
|         | 40%     | - | 3.49 | 2.14 |
|         | 50%     | - | 4.36 | 1.51 |
| 4000    | 10%     | - | - | 1.74 |
|         | 20%     | - | - | 1.74 |
|         | 30%     | - | - | 1.74 |
|         | 40%     | - | - | 1.74 |
|         | 50%     | - | - | 1.74 |

All recordings are converted to 8 kHz.

### Table 6: MOS and SMOS evaluated on spontaneous real data with ASR transcription

| #Source | Target ID | Gender | MOS | SMOS |
|---------|-----------|--------|-----|------|
| 140000  | A         | male   | 2.40 | 3.60 |
|         | B         | female | 2.40 | 3.60 |
|         | C         | female | 1.80 | 3.40 |
|         | D         | male   | 1.80 | 3.40 |

3.3. spontaneous style

In this section we conduct experiments to test if MHTTS can synthesize expressive voice given spontaneous speech in real life.

3.3.1. experimental setting

The feature extraction, model structure, training strategy and dataset are identical to Sec 3.2.3

3.3.2. evaluation

We use the same ASR module in Sec 3.2.4 to transcribe the target spontaneous corpus. We compare MOS and SMOS of the following methods: GT, ground truth spontaneous recording; Fastspeech(FS); MHTTS(MH). We ask 20 native Mandarin speakers to judge voice quality and similarity. And they are asked to focus on spontaneous style(timbre, pitch, intonation, rhythm and stress) when evaluating similarity. Table 6 shows the results.

As can be seen the performance of Fastspeech is much worse than MHTTS, which is probably caused by two reasons: Fastspeech is not robust to ASR transcription errors;
The real spontaneous recordings consist of speeches that contain various pronunciation styles for each phoneme and speeches that contain noises made by the speaker that don’t correspond to words. This result demonstrates the effectiveness of MHTTS to deal with spontaneous speeches in real life.

4. CONCLUSION

In this paper we propose MHTTS, a fast multi-speaker TTS system that utilizes untranscribed spontaneous speeches in real life. We introduce a multi-head structure that disentangles the learning of text representation and speaker related information, which allows text information transfer and training with spontaneous speeches. We achieve better results in terms of several subtopics compared with a state-of-the-art model. This work is an important step to realize automatic TTS training of spontaneous speeches in real life. For future work, we will explore more details of network structure and training strategy to further reduce CER and synthesize more expressive voice.
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