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Abstract—This paper proposes a new sparse array source enumeration algorithm for underdetermined scenarios with more sources than sensors. The proposed algorithm decomposes the wideband signals into multiple uncorrelated frequency bands, computes the narrowband spatial periodograms and then averages periodograms to reinforce the sources’ spectral information. The inverse spatial Fourier transform of the wideband periodogram estimates the spatial correlation function, which then populates the diagonals of a Hermitian Toeplitz augmented covariance matrix (ACM) after lag redundancy averaging. A modified minimum description length (MDL) criterion, termed MDLgap, is proposed for source enumeration using the eigenvalues of the constructed ACM. MDLgap provably never overestimates the number of sources present, and is asymptotically consistent when the signals present span a limited dynamic range. Numerical simulations show that the proposed MDLgap algorithm achieves improved performance over existing approaches for underdetermined source enumeration, especially in low snapshot scenarios.
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I. INTRODUCTION

Thinning sensors from a uniform line array (ULA) produces several common families of sparse sensors arrays. The underlying ULA sensor are typically spaced by half a wavelength for the design frequency of interest [1]. Sparse arrays such as minimum redundancy arrays (MRA), coprime arrays and nested arrays have many array processing applications including source detection, Direction-of-Arrival (DOA) estimation and spatial power spectral estimation [2], [2]. Assuming a large number of snapshots, sparse array processing techniques can localize more sources than sensors by exploiting the second-order statistics of the propagating electromagnetic or acoustic field [3], [3], [10]. In this paper, we follow the practice of calling such scenarios underdetermined, because the number of sources exceeds the number of sensors. In many array processing applications such as DOA estimation, the number of sources is often assumed known a priori [3], [9], although in practice it must first be estimated from the data. In this regard, the accuracy of the source enumeration algorithm is vital to the subsequent sparse array DOA estimation algorithms. Many source enumeration algorithms have been proposed for data uniformly sampled in time and space, pioneered by the Akaike information criterion (AIC [11]) and Rissanen’s minimum description length criterion (MDL [12]), which both posed the enumeration problem as a model selection problem. The AIC and MDL criteria estimate the number of sources using the eigenvalues of the Wishart-distributed sample covariance matrix (SCM) from a ULA [13]. However, the augmented covariance matrices (ACM) in sparse array DOA estimation algorithms [3], [4], [8] are not Wishart distributed. This paper considers the problem of source enumeration for sparse arrays, specifically in the context of exploiting ACMs for underdetermined DOA estimation in snapshot limited scenarios.

Underdetermined source enumeration using sparse sensor arrays is a challenging and open research topic for several reasons. First, it requires constructing an ACM from the estimated signal spatial correlations to fully exploit the degrees-of-freedom (DOFs) offered by the co-array of the sparse sensor array [6], [9], [14]. Constructing the ACM through either spatial smoothing [4] or directly populating its diagonals [14] destroys the Wishart characteristic of the covariance matrix. As a result, the classical source enumeration criteria are no longer applicable. Second, nearly all proposed source enumeration and DOA estimation algorithms on sparse arrays assume large numbers of snapshots to ensure more accurate estimates of the spatial correlation and also build up the rank of the ACM [8], [9], [14]. While this large number of snapshots are commonly available in electromagnetic applications, they are unrealistically large for many acoustic array processing scenarios due to the slower field propagation speed, large array aperture and the non-stationary field [15], [16]. For source enumeration using relatively few snapshots, the information criteria developed from random matrix theory (RMT) achieved improved performance over the original AIC and MDL criteria [17], [18]. However, the RMT criteria were derived for the eigenvalues of a large-dimensional Wishart distributed SCM while explicitly assuming many fewer sources than sensors, or, overdetermined scenarios. Therefore, the RMT criteria do not apply to the underdetermined scenarios and non-Wishart distributed ACMs in this paper [19]. A more recent algorithm for sparse arrays [20] exploits wideband feature of most communication sources and combines detection information criteria across temporal frequency bands for sparse array source enumeration. However, the algorithm still requires a large number of snapshots to achieve accurate estimates. These prior algorithms focus on one or two of the three source enumeration challenges discussed in here. We are not aware
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of any prior algorithms designed to enumerate sources in underdetermined scenarios in snapshot limited environments.

We propose a new underdetermined source enumeration algorithm for sparse sensor arrays. The source signals are assumed to be wideband in temporal frequency and occupying \( M \) frequency bins, denoted by \( f_1, \ldots, f_M \). The proposed algorithm exploits the property that the true source peak locations in the narrowband spatial periodograms remain fixed in angle across temporal frequencies, while the grating lobes and sidelobes change their locations. Therefore, as more frequency bands become available, averaging the narrowband periodograms linearly reinforces the sources’ spectral information in the wideband periodogram \([21]\). Constructing the ACM using the correlation estimated from the wideband periodogram improves the enumeration performance, especially in low snapshot scenarios.

II. PROBLEM FORMULATION

A. Wideband Signal Model

Assume a sparse linear array with \( N \) sensors and \( D \) wideband planewave signals impinging on the array from the far field with different angles \( \theta_1, \theta_2, \ldots, \theta_D \in [0^\circ, 180^\circ] \). The signal received by the \( n \)th sensor at time \( t \) can be modeled as

\[
x_n(t) = \sum_{i=1}^{D} s_i(t - \tau_n(\theta_i)) + n_n(t), \quad n = 1, \ldots, N,
\]

where \( \tau_n(\theta_i) \) is the propagation time delay for the \( i \)th signal arriving at the \( n \)th sensor and \( n_n(t) \) is the measurement noise at the \( n \)th sensor. We assume both the signals and noise measured by the sensors are samples of wide-sense stationary and ergodic complex Gaussian processes. The time series at each sensor is divided into \( L \) segments, commonly known as snapshots. Applying the discrete Fourier transform (DFT) to each segment forms multiple non-overlapping narrow frequency bands, from which we extract the frequency domain phasors at the frequencies of interest \( f_1, \ldots, f_M \). The snapshot duration is assumed much longer than the signal correlation time, such that the different DFT bins are statistically uncorrelated. The vector of DFT coefficients (or phasors) for all \( N \) sensors at frequency \( f_m \) and \( l \)th snapshot has the form

\[
x_l(f_m) = A(f_m)s_l(f_m) + n_l(f_m),
\]

where \( A(f_m) \) is the \( N \times D \) array manifold matrix at temporal frequency \( f_m, m = 1, \ldots, M \). The array manifold corresponding to the \( n \)th element and the \( i \)th source at frequency \( f_m \) is

\[
[A(f_m)]_{n,i} = e^{-j(2\pi f_m d_n/c)u_i},
\]

where \( d_n \) is the location of the \( n \)th element with respect to the array phase center, \( u_i = \cos(\theta_i) \) is the directional cosine of the \( i \)th source defined within the visible region \( u_i \in [-1, 1] \) with \( u_i = 0 \) indicating broadside, and \( c \) is the field propagation speed. The source signal amplitudes are assumed uncorrelated zero-mean and circular complex Gaussians \( s_{l,i}(f_m) \sim CN(0, \sigma_{s,m}^2) \) and uncorrelated with the noise. The additive noise is assumed zero-mean, white and circular complex Gaussian \( n \sim CN(0, \sigma_n^2 I_N) \).

B. Incoherent Wideband Source Enumeration Approach

Many eigenvalue-based wideband source enumeration algorithms compute the information criteria such as MDL or AIC for each frequency bin, and then average the information over all frequencies \([13], [17], [20]\). These algorithms are usually referred to as the incoherent subspace (ISS) approach. For underdetermined source enumeration with a sparse array, the ISS approach constructs an ACM for each frequency bin \( f_m \). We briefly review the data processing procedures in the context of finite snapshots. For any particular frequency bin \( f_m \), compute the SCM from the complex phasors data from \( L \) snapshots

\[
R_{xx,m} = \frac{1}{L} \sum_{l=1}^{L} x_l(f_m)x_l^H(f_m),
\]

where \((\cdot)^H\) denotes Hermitian transpose. Selecting appropriate entries from the SCM to populate the \((2P - 1) \times 1\) spatial correlation vector corresponding to the contiguous region of the difference co-array yields

\[
r_m(k) = \frac{1}{\eta(k)} \sum_{(n_1, n_2) \in \zeta(k)} [R_{xx,m}]_{n_1,n_2},
\]

where \([R]_{n_1,n_2}\) takes the \((n_1, n_2)\)th element of matrix \( R \). The set \( \zeta(k) \) collects every pair \((n_1, n_2)\) contributing to the difference co-array index \( k = n_1 - n_2 \in [1, P - 1] \) and \( \eta(k) \) is the co-array weight function equal to the cardinality of the set \( \zeta(k) \). To exploit fully the DOFs offered by the co-array, apply spatial smoothing (SS) to construct a full-rank and positive semi-definite ACM by \([4], [9]\).

\[
R_{ss,m} = \frac{1}{P} \sum_{i=1}^{P} v_m^i(v_m^i)^H,
\]

where \( v_m^i \) is a \( P \times 1 \) vector containing the \((P - i + 1)\)th through \((2P - i)\)th elements of \( r_m(k) \). The final step computes the information criteria from the eigenvalues of the SS-ACMs \( R_{ss,m} \) for each frequency, and then averages these criteria across frequency bins to estimate the number of sources \( D \) \([20]\). While the incoherent source enumeration approach works relatively well for widebands in snapshot rich scenarios \([20]\), the performance can suffer severely for low SNR, harmonic sources with gaps in spectral energy, and snapshot limited scenarios. Any outliers from a single frequency bin can lead to inaccurate enumeration through the averaging process \([22]\).

III. PROPOSED WIDEBAND SOURCE ENUMERATION SCHEME FOR SPARSE ARRAYS

The proposed source enumeration scheme contains three major components: wideband spatial periodogram estimation (Fig. 2b), lag redundancy averaged ACM construction, and wideband source enumeration (Fig. 2c).

A. Spatial Periodogram Averaging

The spatial periodogram averaging (AP) for sparse arrays extends Hinich’s wideband beamformer for ULAs, which
exploits the frequency diversity of the scanned responses across the signal bandwidth while processing a single ULA [21]. For each frequency bin \( f_1, ..., f_M \), the array frequency snapshot data in (2) are conventionally beamformed via FFT and averaged over all snapshots to estimate the narrowband spatial periodogram \( t_m(u) \) for frequency \( f_m \). The estimated narrowband spatial periodogram \( t_m(u) \) is the Fourier transform of the spatial auto-correlation function in (5) that is routinely used to construct the ACM for DOA estimation [14], [23]. In wideband processing, only the true source peaks remain fixed in directional cosine \( u \) across different frequency bins, while all other sidelobes change their locations in angle as the temporal frequency varies. Averaging the periodograms across frequencies constructively reinforces the energy at the true source locations while all other sidelobes are relatively attenuated

\[
t(u) = \frac{1}{ML} \sum_{m=1}^{M} \sum_{l=1}^{L} |w_{m}^{H}(u)x_{l}(f_{m})|^2, \tag{7}
\]

where \( w_{m}(u) \) is the conventional beamforming weight vector for steering direction \( u \) and frequency \( f_{m} \). Taking inverse spatial Fourier transform of the wideband periodogram \( t(u) \) with respect to directional cosine \( u \) and normalizing for the co-array weights \( \eta(k) \) estimates the spatial correlation function

\[
\tilde{r}(k) = \frac{\mathcal{F}_{u}^{-1}(t(u))}{\eta(k)}, \quad k = -(P-1), ..., (P-1). \tag{8}
\]

B. LRA-based Covariance Matrix Augmentation

An alternative approach to spatial smoothing for the ACM construction is lag redundancy averaging (LRA) [8], [24], [25]. This technique averages lag estimates from different sensor pairs of equal separation to exploit co-array redundancies and then replaces the individual estimates at that lag by their average [23], [26]. As a result, the correlation estimates populating the ACM have reduced variances. The LRA-ACM is constructed as

\[
R_{LRA} = \begin{bmatrix}
\tilde{r}(0) & \tilde{r}(-1) & \cdots & \tilde{r}(1) \\
\tilde{r}(1) & \tilde{r}(0) & \cdots & \tilde{r}(2) \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{r}(P-1) & \tilde{r}(P-2) & \cdots & \tilde{r}(0)
\end{bmatrix} \tag{9}
\]

The LRA approach constrains a Hermitian Toeplitz ACM from the correlation estimates, although the ACM is not guaranteed positive semi-definite. For the same sparse array data, the LRA-ACM is more computationally efficient than the SS-ACM. Also, the LRA-ACM exploits the second-order statistics, as opposed to the fourth-order statistics in SS-ACM, and thereby making the performance analysis more tractable. For uncorrelated sources impinging on a ULA, the expectation of the squared Frobenius norm corresponding to the error between the LRA covariance matrix and the true covariance matrix is less than the expected error between the true covariance matrix and the SCM [27]. This implies LRA leads to improved accuracy in estimating the eigenvalues of the true covariance matrix [28]. For finite snapshots, the SS-ACM in (6) is related to the LRA-ACM by [14]

\[
R_{ss} = R_{LRA}^{2}/P. \tag{10}
\]

This equality indicates that \( R_{ss} \) and \( R_{LRA} \) share the same eigen-space and that the eigenvalues of \( R_{ss} \) are proportional to the square of the eigenvalues of \( R_{LRA} \). For infinite snapshots, the LRA-ACM approaches

\[
\lim_{L \to \infty} R_{LRA} = AA^{H} + \sigma^{2}I_{P \times P}, \tag{11}
\]

where \( A \) is the array manifold matrix for an equivalent full ULA with \( P \) elements and \( \Lambda = \text{diag}(\sigma_{1}^{2}, \sigma_{2}^{2}, ..., \sigma_{P}^{2}) \) is a diagonal matrix containing all source powers [14]. The asymptotic expression of the LRA-ACM has the same form as the ensemble covariance matrix for a full ULA with \( P \) elements. Thus, the magnitudes of the eigenvalues of the LRA-ACM are more appropriate than those of the SS-ACM to use with source enumeration criteria.

C. Wideband Source Enumeration

The source enumeration criteria processes the magnitudes of the eigenvalues of the LRA-ACM constructed from the wideband periodogram. The eigenvalue magnitudes are assumed to be in a descending order

\[
|\lambda_{1}| \geq |\lambda_{2}| \geq ... \geq |\lambda_{k}| \geq ... \geq |\lambda_{P}|. \tag{12}
\]

For source enumeration, Rissanen proposed choosing the model order which yields the minimum code length over a range of candidate orders [12], [13]. The MDL criterion is the sum of the log-likelihood of the maximum likelihood estimator of the model parameters and a bias correction term penalizing over-fitting of the model order

\[
\text{MDL}(q) = -\log \left( \frac{g_{q}}{a_{q}} \right)^{(P-q)\log L} + \frac{1}{2} q(2P-q) \log L, \tag{13}
\]

for \( L \) snapshots and possible number of sources \( q \in [0, ..., P-1] \). The functions \( g_{q} = \prod_{j=q+1}^{P} |\lambda_{j}|^{1/(P-q)} \) and \( a_{q} =
\[ \frac{1}{n^{p}} \sum_{j=q+1}^{p} \lambda_j \] are, respectively, the geometric and arithmetic means of the \( P-q \) smallest eigenvalues of the SCM. The estimated number of sources is \( \hat{D}_{\text{MDL}} = \arg \min_q \text{MDL}(q) \).

We modify the MDL criterion and apply it to the LRA-ACM for underdetermined source enumeration. The new information criterion, termed MDL-gap, is defined as the first-order backward difference of the MDL criterion normalized over the number of snapshots such that

\[
\text{MDL-gap}(q) = \frac{1}{L} \left( \text{MDL}(q) - \text{MDL}(q-1) \right) \quad (14)
\]

for the candidate number of sources \( q = 1, \ldots, P-1 \) and the number of snapshots \( L \). The estimated number of sources is \( \hat{D}_{\text{gap}} = \arg \min_q \text{MDL-gap}(q) \).

D. Consistency Proof of MDL-gap for Source Enumeration

This section proves that the MDL-gap criterion in (14) achieves a consistent estimate of the true number of sources when the ensemble covariance matrix (ECM) has equal strength signal eigenvalues. For the general case when the ECM eigenvalues are not equal, the MDL-gap criterion will not over-estimate the number of sources for the large snapshot limit.

Pillai and Haber found that the augmented sample Bartlett estimator \( \hat{P}_B(u) \) from an Hermitian Toeplitz ACM is a sum of weighted dependent \( \chi^2 \)-distributed random variables with mean and variance (Eqs. 31, [A.11] in [8]),

\[
\begin{align*}
E\{ \hat{P}_B(u) \} &= v_H^T(u) R_u v_a(u) \equiv P_B(u) \\
\text{Var}\{ \hat{P}_B(u) \} &= \frac{2}{L} \sum_{i=1}^{L} \text{Quantities independent of } L,
\end{align*}
\]

where \( v_a(u) \) is the \( P \times 1 \) steering vector at direction \( u \) and \( R_u \) is the \( P \times P \) ECM for a \( P \)-element fully populated ULA. Replacing the steering vector \( v_a(u) \) by the eigenvectors of the ACM, the Komolgorov strong law of large numbers (Theorem 2.3.10, [29]) guarantees that the eigenvalues of the ACM converge to the ensemble eigenvalues with probability 1 (almost surely) in large snapshot limit [14]

\[ (\lambda_1, \ldots, \lambda_D, \lambda_{D+1}, \ldots, \lambda_P) \xrightarrow{a.s.} (\ell_1, \ldots, \ell_P, \ell_{D+1}, \ldots, \ell_P), \]

where the signal eigenvalues \((\ell_1, \ldots, \ell_D) = (\sigma_1^2 + \sigma_2^2, \ldots, \sigma_1^2 + \sigma_2^2)\) and the noise eigenvalues \((\ell_{D+1}, \ldots, \ell_P) = (\sigma_3^2, \ldots, \sigma_3^2)\). Since the MDL-gap criterion is a real-valued continuous function of the eigenvalues \( \lambda_1, \ldots, \lambda_P \), [14] converges with probability 1 in large snapshot limit

\[
\text{MDL-gap}(q) \xrightarrow{a.s.} h(q) = -\log \left( \frac{(a_q^{-1})^{P-q+1}}{q!} \right),
\]

where the samples eigenvalues \( \lambda_1, \ldots, \lambda_P \) are replaced with the ensemble eigenvalues \( \ell_1, \ldots, \ell_P \) in \( h(q) \) and \( a_q = \frac{1}{P-q} \sum_{i=q+1}^{P} \ell_i \) is the arithmetic mean of the \( P-q \) smallest ensemble eigenvalues. The proof is given by two cases. First, we prove that in the asymptotic limit, MDL-gap will never over-estimate the number of sources, regardless of the distribution of source power. Second, we show for the more limited case of equal source eigenvalues, MDL-gap will not underestimate the number of sources. The combination of these two cases proves that when the source eigenvalues are all equal in power, MDL-gap is asymptotically consistent.

Case 1: Over-estimation. Let \( \Delta \) be a positive integer with \( 1 \leq \Delta < P-D \). In this case, the ensemble eigenvalues \( \ell_D = \sigma_1^2 + \sigma_2^2 \) and \( \ell_{D+\Delta} = \sigma_2^2 \). We evaluate the difference

\[
h(D) - h(D + \Delta) = -\log \left( \frac{\left( \sigma_1^2 + \sigma_2^2 \right)^{P-D+1}}{\left( \sigma_1^2 \right)^{P-D+\Delta} + \left( \sigma_2^2 \right)^{P-D-\Delta}} \right).
\]

Using binomial expansion, the numerator term in the logarithm can be shown greater than the denominator term for any \( \sigma_1^2 \) and \( \sigma_2^2 \). As a result, \( h(D) - h(D + \Delta) \) is negative with probability 1 for \( 1 \leq \Delta < P-D \). Since the negativity of [17] does not rely on any assumption about the signal powers, \( h(q) \) will not over-estimate the signal subspace dimension in the large snapshot limit.

Case 2: Under-estimation. Let \( \Delta \) be a negative integer \( 1 - D \leq \Delta \leq -1 \). We limit our analysis to the case where the signal eigenvalues are all equal \( \ell_1 = \ell_2 = \cdots = \ell_P = \sigma_1^2 + \sigma_2^2 \), where \( \sigma_2^2 \) is the average signal power. Under this assumption, we evaluate the following quantity

\[
h(D) - h(D + \Delta) = \log \left( \frac{\left( \sigma_1^2 + \sigma_2^2 \right)^{P-D+\Delta+1}}{\left( \sigma_1^2 \right)^{P-D+\Delta+1} + \left( \sigma_2^2 \right)^{P-D-\Delta}} \right)
\]

where the function \( f(x) \triangleq (P-D+x) \log \left( \frac{x^{\text{SNR}}}{P-D+x} + 1 \right) \) for all \( x \geq 0 \) and \( \text{SNR} = \sigma_1^2/\sigma_2^2 \). The function \( f(x) \) can be shown to be monotonically increasing and concave for \( x \geq 0 \) and \( P > D \). Therefore, the fundamental theorem of calculus yields the following inequality

\[
f(a+1) - f(a) > f(a + b + 1) - f(a + b)
\]

for \( a > 0 \) and \( b > 0 \). Let \( a = 0 \), \( b = -\Delta \) and observe that \( f(0) = 0 \), yielding \( f(1 - \Delta) - f(1) - f(-\Delta) < 0 \), thus implying \( h(D) - h(D + \Delta) \) is negative with probability 1 for \( 1 - D \leq \Delta \leq -1 \). The negativity of [13] indicates \( h(q) \) will not under-estimate the signal subspace dimension when the ensemble signal eigenvalues are all equal. ■

The two cases above prove that when the signal eigenvalues are all equal, MDL-gap(D) - MDL-gap(D + \Delta) is negative with probability 1 for any non-zero integer \( 1 - D \leq \Delta < P - D \) in the large snapshot limit. This implies that when the signal eigenvalues are equal, the MDL-gap criterion in [14] consistently estimates the number of planewave sources. Additionally, MDL-gap never over-estimates the number of sources for any configuration of source powers. Simulations presented in the next section demonstrate that the requirement on the equal signal eigenvalues for \( 1 - D \leq \Delta \leq -1 \) can be relaxed so long as the signal powers fall within limited dynamic range around their average. Identifying the necessary conditions on this dynamic range such that the MDL-gap will
not under-estimate the number of sources remains an open problem.

IV. NUMERICAL SIMULATIONS

This section uses numerical simulations to demonstrate the advantage of the proposed periodogram averaging (AP) based algorithm over the incoherent subspace (ISS) algorithm [13, 17, 20] through MDLgap for wideband source enumeration. For all simulations in this section, the sources are assumed uncorrelated and temporally white and complex Gaussian occupying the same bandwidth of 40 Hz around the central frequency of 100 Hz. The wideband sources are decomposed evenly into 41 narrowband components via FFT with equal amplitudes for the temporal spectrum within the bandwidth.

As a benchmark, we compare all simulations against the narrowband (NB) case reflecting the time-bandwidth product of the wideband sources. This means the narrowband sources has 41 times more snapshots than the wideband sources.

Note that the proposed wideband source enumeration scheme applies in general to any sparse array geometry with a contiguous region in its difference co-array, such as coprime arrays and nested arrays [3, 4]. For demonstration purposes, we use a MRA with 6 sensors at locations [1, 2, 5, 6, 12, 14]d. This array offers a contiguous coarray region spanning k ∈ [−13, 13]. The fundamental inter-element spacing of the MRA assumes to be d = λ/2, where λ is the spatial wavelength at the central frequency f = 100 Hz. The sensor SNR level is defined as the ratio between the power of each source signal to the noise power at a single sensor. The noise is assumed both temporally and spatially white and complex Gaussian occupying the same bandwidth as the sources, uncorrelated from the sources and also in between sensors. The following simulations consider two scenarios focusing on different perspectives. The first is an over-determined scenario validating the algorithm’s capability in enumerating closely spaced sources. The second is an under-determined scenario validating the algorithm’s capability in enumerating more sources than sensors.

As a comparison to the proposed MDLgap criterion, we use a second-order statistics of eigen-values (SORTE) criterion for source enumeration, given its capability in enumerating more wideband sources than sensors using incoherent processing [20]. The SORTE criterion is a relatively new cluster detection criterion that could be used for source enumeration [30]. This criterion is based on a gap measure of the eigen-values of the covariance matrix, defined by

\[
\text{SORTE}(q) = \frac{\text{var}(\{\nabla\lambda_i\}_{i=q+1}^{P-1})}{\text{var}(\{\nabla\lambda_i\}_{i=q}^{P-1})},
\]

for the possible number of sources q = 1, ..., P − 2. The criterion is set to infinity when its denominator var(\{\nabla\lambda_i\}_{i=q}^{P-1}) = 0 for any q. The quantity

\[
\text{var}(\{\nabla\lambda_i\}_{i=q}^{P-1}) = \frac{1}{P-q} \sum_{i=q}^{P-1} \left(\nabla\lambda_i - \frac{1}{P-q} \sum_{j=q}^{P-1} \nabla\lambda_j\right)^2,
\]

averages the variances corresponding to the smallest P − q eigen-value gaps, where the gap \(\nabla\lambda_i = \lambda_i - \lambda_{i+1}\). The detected source number is \(D_{\text{SORTE}} = \arg \min_q \text{SORTE}(q)\).

A. Resolving two closely-spaced sources

Fig. 2 compares the sample realizations of the MDL, MDL-gap and SORTE criteria for 2 uncorrelated sources with DOAs \(u = [0, 0.05]\) on the left column and \(u = [0, 0.3]\) on the right column. All simulations assume equal power sources with sensor level SNR = 0 dB and 3 snapshots per sensor. This figure gives a comparative evaluation of the MDLgap and SORTE criteria as a function of possible number of sources. All information criteria are normalized by their maximum magnitudes respectively for demonstration purpose. For simplicity, all sources are assumed equal power with sensor level SNR = 0 dB. All wideband simulations assume 3 snapshots per sensor and equivalently, 123 snapshots/sensor for the narrowband sources. The left panels simulate two closely arrived sources with one source from broadside and the other from \(u = 0.05\). The right panels simulate two sources further separated with one source from broadside and the other from \(u = 0.3\). All panels use orange vertical dashed lines to indicate the true number of sources q = 2, where all information criteria should show minima for correct source enumeration. The left panels imply that when two sources are close in space, all information criteria struggle to enumerate them with minima occurred at q = 1. When the sources are further apart, the right panels imply all information criteria are able to enumerate them correctly with minima occurred at q = 2.

Fig. 3 evaluates the probability of correctly estimating \(D = 2\) as a function of source separation using the MDL, MDLgap and SORTE criteria. The detection probability is calculated as the number of Monte Carlo trials correctly esti-
Fig. 3. Comparing the probability of detection using MDL, MDLgap and SORTE as a function of the spacing between 2 uncorrelated equal power sources with SNR = 0 dB. The simulations for wideband sources use 3 snapshots/sensor and the equivalent narrowband sources use 123 snapshots per sensor.

Fig. 4. Comparing the sample realizations of MDL, MDL-gap criteria and SORTE criteria for 9 uncorrelated sources. All simulations assume equal power sources with sensor level SNR = 0 dB and 3 snapshots per sensor for the left panels and 10 snapshots per sensor for the right panels.

respectively. The simulations on the left panels use 3 snapshots/sensor for the wideband source and equivalently, 123 snapshots/sensor for the narrowband source. The simulations on right panels use 10 snapshots/sensor for the wideband source and equivalently, 410 snapshots/sensor for the narrowband source. For all panels, the true number of sources \( D = 9 \) is indicated by orange dashed lines. The top left panel shows that when the number of sources \( D = 9 \) exceeds the number of sensors \( N = 6 \), none of the algorithms exhibit a minimal MDL value at \( \hat{D} = 9 \). The middle and bottom left panels show that the AP and NB algorithms show minimal MDLgap and SORTE values at \( \hat{D} = 9 \). However, the ISS algorithm is not able to estimate \( \hat{D} = 9 \) using either criteria at this modest snapshots level. When the number of snapshots increases, the top right panel shows the MDL still fails to estimate \( \hat{D} = 9 \). However, the middle and bottom right panels show that all approaches using the MDLgap and SORTE criteria are able to correctly estimate the source number \( \hat{D} = 9 \). These simulations imply that the AP algorithm is capable of enumerating more sources than sensors using MDLgap and SORTE criteria. However, the ISS approach might require relatively large number of snapshots to achieve an accurate enumeration of more sources than sensors.

B. Enumerating more sources than sensors

This section validates the advantages the proposed AP algorithm offers over the ISS algorithm in enumerating more sources than sensors. We again use the same 6-element MRA as in the previous section, but with 9 sources: 1 at broadside, 4 uniformly spaced in \( \theta = [90^\circ, 135^\circ] \) and the other 4 uniformly spaced in \( u = (0, 0.7] \). All sources are uncorrelated and equal-power with sensor level SNR of 0 dB.

Fig. 4 compares the sample realizations of the criteria as a function of possible number of sources, where all information criteria are normalized by their maximum magnitudes respectively. The simulations on the left panels use 3 snapshots/sensor for the wideband source and equivalently, 123 snapshots/sensor for the narrowband source. The simulations on right panels use 10 snapshots/sensor for the wideband source and equivalently, 410 snapshots/sensor for the narrowband source. For all panels, the true number of sources \( D = 9 \) is indicated by orange dashed lines. The top left panel shows that when the number of sources \( D = 9 \) exceeds the number of sensors \( N = 6 \), none of the algorithms exhibit a minimal MDL value at \( \hat{D} = 9 \). The middle and bottom left panels show that the AP and NB algorithms show minimal MDLgap and SORTE values at \( \hat{D} = 9 \). However, the ISS algorithm is not able to estimate \( \hat{D} = 9 \) using either criteria at this modest snapshots level. When the number of snapshots increases, the top right panel shows the MDL still fails to estimate \( \hat{D} = 9 \). However, the middle and bottom right panels show that all approaches using the MDLgap and SORTE criteria are able to correctly estimate the source number \( \hat{D} = 9 \). These simulations imply that the AP algorithm is capable of enumerating more sources than sensors using MDLgap and SORTE criteria. However, the ISS approach might require relatively large number of snapshots to achieve an accurate enumeration of more sources than sensors.

To rigorously validate the performance of the AP algorithm in enumerating more sources than sensors, Fig. 5 evaluates the probability of correctly estimating the number of sources as a function of snapshots/sensor using the MDLgap and SORTE criteria. The detection probability is calculated as the number of Monte Carlo trials correctly estimating \( D = 9 \)
sources, normalized over a total of 500 trials. The sensor level SNRs are the same of 0 dB for all 9 sources. Panel (a) shows that using the MDL-gap criteria, AP requires many fewer snapshots to achieve the same detection probability as the ISS approach. In contrast, ISS requires 6 snapshot/sensor to start detecting all sources and 10 snapshots/sensor to achieve a detection probability above 90%. Panel (b) shows that using the SORTE criteria, AP achieves detection probability above 80% for 1 snapshot/sensor and converges fast to above 95% as the number of snapshots increases. In contrast, ISS requires 4 snapshots/sensor to start detecting all sources and 10 snapshots/sensor to achieve a detection probability above 90%. The AP is only slightly worse than the NB case, suggesting that the AP pays only a slight penalty to combine uncorrelated measurements across frequency bands relative to the NB algorithm given an equal number of measurements in a single frequency band.

Fig. 5 evaluates the detection probability as a function of sensor level SNR using the MDLgap and SORTE criteria. The number of snapshots/sensor is fixed as 5 for the wideband approaches and 205 for the equivalent NB case. Panel (a) shows that using the MDL-gap criteria, the NB approach requires the lowest SNR level to start correctly detecting all sources. AP requires SNR level of -9 dB to start enumerating all sources. ISS is not able to enumerate all sources for all SNRs due to the low number of snapshots available. Panel (b) shows that using the SORTE criteria, AP has almost identical detection probability as the narrowband case, achieving 90% for SNR above -10 dB. Again, ISS is barely able to enumerate all sources due to the low number of snapshots available.

The simulations above indicate that the proposed periodogram averaging (AP) algorithm offers clear advantages over the ISS algorithm in enumerating more wideband sources than sensors. These advantages are more prominent when the sources are closely spaced, in low SNR and relatively few snapshots scenarios. Through the proposed MDL-gap criteria as opposed to the traditional MDL criteria, it’s possible to enumerate more sources than sensors using current popular sparse array geometries such as MRA, coprime and nested arrays.

V. CONCLUSION

This paper proposes the MDLgap information criterion for wideband source enumeration through spatial periodogram averaging. The proposed algorithm applies to any sparse array geometries for underdetermined scenarios with more sources than sensors. Simulations demonstrate that reinforcing the sources’ spectral information by averaging the narrowband
periodograms across frequency greatly improves the source enumeration performance when compared with approaches incoherently averaging the information criteria across frequency, especially in low snapshot scenarios. Our future research efforts hope to strengthen the asymptotic consistency proof of the MDL-gap criteria by relaxing the requirement that the ensemble covariance matrix has equal signal eigenvalues.
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