Faster calculation of the percolation correlation length on spatial networks
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The divergence of the correlation length \( \xi \) at criticality is an important phenomenon of percolation in two-dimensional systems. Substantial speed-ups to the calculation of the percolation threshold and component distribution have been achieved by utilizing disjoint sets, but existing algorithms of this sort cannot measure the correlation length. Here, we utilize the parallel axis theorem to track the correlation length as nodes are added to the system, allowing us to utilize disjoint sets to measure \( \xi \) for the entire percolation process with arbitrary precision in a single sweep. This algorithm enables direct measurement of the correlation length in lattices as well as spatial network topologies, and provides an important tool for understanding critical phenomena in spatial systems.

Description

We begin by assigning all nodes a unique cluster number. We then add links (or sets of links corresponding to a node) one by one. Each added link will either connect two nodes that are already in the same cluster and thereby have no effect on the connected components, or it will connect nodes from different clusters. In such a case, we update the cluster number of the smaller cluster to point to the root of the larger cluster. This is the standard case of disjoint sets, sometimes known as the Newman-Ziff percolation algorithm.

In order to measure the correlation length, we calculate the radius of gyration and moment of inertia of each cluster. The moment of inertia of cluster \( \mu \) is defined as:

\[
I_\mu = \sum_i m_i (x_i - \bar{x}_\mu)^2
\]

where \( m_\mu \) is the cluster size and the sum is over all of the clusters. This method requires a complete sweep of the system for every value of \( p \) under consideration, making a detailed measurement of \( \xi \) for all values of \( p \) computationally prohibitive. The standard algorithm for calculating this is called the “burning” algorithm [7].

The method of disjoint sets provides substantial speed-ups for calculating the percolation threshold, cluster distribution and critical exponents. It accomplishes this by adding nodes (or links) to the system and tracking which cluster each node belongs to, merging and relabeling clusters as necessary. The disjoint-set data structure was first developed by computer scientists in 1964 [8] and was applied to percolation by Newman and Ziff [9, 10], allowing for unprecedented speed and precision. However, it is not straightforward to calculate the correlation length in this manner because upon merging clusters, the average distances change non-trivially. For this reason, in previous percolation research the critical exponent for the correlation length (\( \nu \)) was measured indirectly via the wrapping probability [10]. Other approaches have found speedups by exploiting the particular structure of the grid, a faster method was developed [11] but it is not adaptable to spatial disorder.

Here we introduce a new method which uses the parallel axis theorem in order to update the correlation length upon merging clusters and allows for a precise and direct measurement of the correlation length for all values of \( p \) in a single network sweep. This is important for applications such as interdependent lattices which require exact values of \( \xi \) [12–14] and particularly for spatial networks that deviate from the simple grid topology [15–17]. We describe the algorithm and present the results below. The code is available at https://github.com/mmdanziger/disjointsetsxi.
FIG. 1: Tracking inertia and radius of gyration as links are added. In the left panel, there are two clusters, with known inertia, and centers of mass marked with an "x". In the right panel, a new link is added which joins the two clusters. Instead of calculating the inertia from scratch, it can be updated using the parallel axis theorem as shown. In this way, as links (or nodes) are added to the network we can continually track the inertia, the radius of gyration, and by averaging the radius, the correlation length $\xi$.

where $i$ is the node index and $\bar{x}_\mu$ is the center of mass of the cluster. The overall correlation length of the system is then defined as

$$\xi^2 = \frac{\sum_\mu m_\mu I_\mu}{\sum_\mu m_\mu^2}. \quad (4)$$

By the parallel axis theorem, when cluster 1 and cluster 2 are merged, the new cluster’s moment of inertia will be:

$$I_{\text{new}} = I_1 + m_1 (\bar{x}_1 - \bar{x}_\text{new})^2 + I_2 + m_2 (\bar{x}_2 - \bar{x}_\text{new})^2 \quad (5)$$

where $\bar{x}_\text{new}$ is the new cluster’s center of mass which is determined by the usual method:

$$\bar{x}_\text{new} = \frac{m_1 \bar{x}_1 + m_2 \bar{x}_2}{m_1 + m_2}. \quad (6)$$

In the absence of periodic boundary conditions, this is sufficient to calculate $\xi$. The introduction of periodic boundary conditions requires an additional step to insure that the node coordinates used to calculate the distances correspond to a consistent coordinate system. For equation (6) to hold, $\bar{x}_1$ and $\bar{x}_2$ need to be measured from the same origin and so, when the clusters are merged we need to change the origin of the smaller cluster (2) to the origin of the larger cluster (1). We assume, without loss of generality, that the clusters are numbered such that cluster 1 is larger than cluster 2. We do this by examining the vector describing the merging link as measured in the coordinate systems of each cluster:

$$dl = \bar{x}_2 - \bar{x}_1 \quad (7)$$

where $\bar{x}_2$ ($\bar{x}_1$) is the coordinate vector of the node in cluster 2 (1) where the link merging the clusters is connected.

We can then transform the center of mass of cluster 2 in the units counting from the origin of cluster 1 by

$$\bar{x}'_2 = \bar{x}_2 + \bar{x}_1 + dl - \bar{x}_2 = C \quad (8)$$

where $\bar{x}'_2$ is the coordinates of the center of mass of cluster 2, measured from the origin of cluster 1. Without the effect of periodic boundary conditions, $C = 0$ always. Because the relative coordinates of each node are required (via $\bar{x}_1$), all of the nodes in the smaller cluster need to be corrected with term $C$.

If a link connects back to the same component but $dl \neq \bar{x}_2 - \bar{x}_1$, then we have encountered a spanning component which should be removed from the calculation of $\xi$. This also indicates that the percolation threshold has been reached. Illustration of the algorithm can be seen in Fig. 1.

With this approach we can calculate $\xi$ above and below the percolation transition in a single sweep. Above the transition, we simply ignore the spanning component in Eq. (4).

Results

We compare the running time of the new algorithm discussed above against the classical one. In Fig. 3 we show the computational running time of the algorithm as a function of the resolution of the measured quantity. In our case, the measurement for $\xi$ is done during percolation process from $p = 0$ to $p = 1$ with steps of $\Delta p$, and the resolution defined as $1/\Delta p$. The results for both
FIG. 3: Running time as function of the resolution. The continuous lines represent the computational running time of the burning algorithm for a given system size, and the dashed lines represent the running time of the new disjoint sets algorithm for the same system size. One can see that for resolution higher than 10, the new disjoint sets algorithm is faster and the running time remains constant while the burning algorithm running time increases polynomially.

algorithms below criticality can be seen in Fig. 2. The continuous lines in Fig. 3 represent the running time of the classical algorithm and the dashed horizontal lines represent the running time of the new algorithm. As one can see, for resolution higher than 10 the new algorithm yields faster results compared to the cluster scanning one. Furthermore, the running time of the new algorithm stays constant no matter what the resolution is, while for the classic algorithm the running time increases linearly as the resolution increases.

In contrast to previous algorithms, we only need to assume that the nodes have well-defined positions in two-dimensional space and can calculate the correlation length for any link topology. We demonstrate the utility of this by calculating the correlation length of the spatial topology introduced in [15]. Here the nodes are assigned to a grid and the links are distributed randomly with geometric lengths drawn from an exponential distribution with average $\zeta$. As we show in Fig. 4 and study in depth in [17], we are able to calculate the correlation length for different spatial topologies and show how their scaling regions differ as $\zeta$ is changed.
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