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Abstract—Due to the limitations of a physical memory, it is quite difficult to analyze and process big datasets. The Hadoop MapReduce algorithm has been widely used to process and mine such large sets of data using the Map and Reduce functions. The main contribution of this paper is to implement MapReduce programming algorithm to analyze large set of fingerprint images which cannot be normally processed due to a limited physical memory in order to find the features of these images at once. At first, the images are maintained in an image data store in order to be preprocessed and to extract the features for the biometric trait of each user, and then store them in a database. The algorithm preprocesses and extracts the features (ridges and bifurcation) from multiple fingerprint images at the same time. The extracted points are detected using the Crossing Number (CN) concept based on the proposed algorithm. It is validated using data taken from the National Institute of Standards and Technology’s (NIST) Special Database 4. The data consist of fingerprint images for many users. Our experiments on these large set of fingerprint images show a significant reducing in the processing time to a nearly half when extracting the features of these images using our proposed MapReduce approach.

Index Terms—MapReduce Programming, Fingerprint Image, Feature Extraction, Minutiae Extraction, Crossing Number Algorithm.

I. INTRODUCTION

In recent years, large sets of images have been stored in many social media sites. Processing these huge data resources may lead to bottlenecks due to single computers, power, and how much storage is needed. Alternately, in distributed systems, the tasks typically are performed by dividing them into various subtasks. Normally, when the tasks are parallelized, the resource-intensive applications are more scalable and efficiently executed. A good platform for such tasks is provided by the Hadoop MapReduce algorithm [1].

There has been an expansive amount of research dedicated to image processing along with the Hadoop MapReduce algorithm [2] [3]. For example, in [4], a privacy-preserving and content-based system is proposed to search large sets of images. In that work, cloud and client side is included in order to implement the system. The cloud is represented by a cluster of computers that has the distributed file system Hadoop -HDFS and the MapReduce framework Hadoop-MapReduce. The system is evaluated using real life pictures.

XHAMI an extended MapReduce and HDFS interface on an application of image processing, is implemented in [5]. The authors used XHAMI as an extended library of both HDFS and MapReduce, which are used to read and write the single largescale images. In addition, in [1], Hadoop for image processing context is proposed. In this way, the Hadoop system implements the image processing without needing the particular expertise of the programmer in distributed systems since the details of the Hadoop system are hidden. The authors in [6] suggest a scalable system to read large volumes of images using the Hadoop HDFS and the MapReduce algorithm. The system has been tried to explain a merging process with reference to finding the most similarities between two images.

In this paper, the Hadoop MapReduce algorithm is used for minutiae feature extraction from a large set of fingerprint images stored in a data store. Two functions are used to deal with these large set of fingerprint images: mapper and reducer functions. The map function finds the morphological thinning, ridges ending, and bifurcation while the reducer function aggregates them for extracting the features of a large number of images in parallel. In most of the current fingerprint matching systems, the features used in the matching process are the fingerprint minutiae, mainly ridges bifurcation and ridges ending. By using MapReduce programming, the fingerprint minutiae are obtained in parallel to identify the features.

The rest of the paper is organized as follows: Section two presents an overview of the fingerprint feature extraction in image processing. Section three introduces the Hadoop MapReduce framework as well as a
description of distributing tasks for MapReduce. In Section four, the simulation results of applying the MapReduce function on fingerprint images to extract their features are presented. Finally, conclusions are introduced in section five.

II. FEATURE EXTRACTION

Biometric identification refers to recognizing individuals by anatomical (e.g., iris, fingerprints, face) and behavioral characteristics. Fingerprints are one of the oldest biometric identifiers used in biometric identification [7]. They are almost always unique and unalterable during the lifetime of an individual. The trace of valleys and ridges that contours the skin surface of a finger form the fingerprint. Ridges are usually curved lines that contain valleys in-between them [8]. Other terms used in fingerprint recognition, which are dominant as an identity marker for an individual, are the ridge ending and bifurcation or simply (minutiae). The termination point of a ridge line is called a ridge ending, while a Y-shape split of the ridge line forms the bifurcation. The most commonly used features in fingerprints are the minutiae [9,10,11]. An example of a bifurcation and a ridge ending are shown in Fig. 1. The ridges are represented in the black areas, while the valleys are represented in the white areas [7]. A feature extraction stage is required for most of the fingerprint recognition and classification algorithms [7].

A. Minutiae Extraction Techniques

Minutiae matching is used in most automatic recognition systems as a base for fingerprint comparison, therefore, minutiae extraction is an essential stage in these systems [7]. Generally, minutiae extraction techniques can be categorized into two main methods as shown in Fig. 2.

- Methods that use grayscale fingerprint images.
- Methods that use binarized fingerprint images [12].

In this paper, a technique based on binarized images is used to extract the fingerprint features. It is important to state that most of the proposed techniques in the literature require image enhancement before the binarization stage [7]. Here we use histogram equalization as an enhancement or preprocessing before the binarization stage.

B. Minutiae Extraction Stages

Generally, there are three main stages to extract the minutiae from a fingerprint image as explained in Fig. 3:

1) Binarization Stage

In this stage the gray-scale image of the fingerprint must be transformed into a binary image by comparing the gray level value of each pixel to a certain threshold. The pixels with a gray level value of less than a specific threshold are considered to be 0, while the rest of pixels are considered to be 1. Binarization facilitates minutiae extraction by improving the contrast between the ridges and valleys [12].
Analysis of Large Set of Images Using MapReduce Framework

2) **Thinning Stage**

The thickness of the ridge line in the binarized image is reduced to one pixel by applying the thinning stage. This process provides a skeleton shape image [7]. An example of a fingerprint gray-scale image, a binarized image, and a skeleton image are shown in Fig. 4 [7]

3) **Minutiae Detection Stage**

Ridge endings and bifurcations are extracted from a thinned skeleton fingerprint image. In this paper, the CN technique is adopted to extract minutiae, where the minutiae points are detected based on the number of neighboring pixels [12]. CN is widely used to extract the minutiae. It is applied to a binary skeleton fingerprint image. The CN can be calculated by summing the differences of adjacent pixels surrounding a certain foreground pixel $P_x$, then dividing the result by two as shown in (1) [7]:

$$CN(P_x) = 0.5 \sum_{i=1}^{8} |P_{xi} - P_{xi+1}|$$

Where $P_{xi}$ is the $i^{th}$ binary pixel value in the neighborhood of $P_x$ with ($i=1, 2, 3, \ldots, 8$) $P_{x0} = (0 \text{ or } 1)$ and $P_{x9} = P_{x1}$. The neighboring pixels of pixel $P_x$ are explored by a $3 \times 3$ window in an anti-clockwise direction as shown in Table 1:

| CN | Property       |
|----|----------------|
| 0  | Isolated point |
| 1  | Ridge Ending   |
| 2  | Connective point |
| 3  | Bifurcation    |
| 4  | Crossing point |

The pixels are then categorized based on their CN value as shown in Table 2. Fig. 5 illustrates how a CN value can differentiate between a ridge ending and a bifurcation.

Finally these pixels or the orientation of the pixels are organized in a feature vector $F(X_i, Y_i)$ which contains the index of each pixel in order to use it for matching or verification.

III. **FEATURE EXTRACTION BASED ON A MAPREDUCE FRAMEWORK**

MapReduce is used as a programming technique for processing large sizes of data running on a distributed computing environment [13]. It is used for handling data that are insufficient to be stored in a physical memory [14]. A MapReduce algorithm consists of two functions: map and reduce programming functions. These two functions are performed in two steps that are separated by data transfer that is between nodes in a cluster. These steps are processed in parallel using data as [key, value] pairs. The map function execution step starts by taking a value from the input dataset as input and then implements the function to that value, thereby producing intermediate output results. These intermediate results are also in the form of [key, value] pairs of records kept in the nodes of the cluster. The records for any key could go through many nodes. The output from the map function is sorted in order to use it for the reduce function. This includes...
data transfers between the map and reduce functions. The reduce function execution step starts when all the data output from the map function step is transmitted to the suitable machine. As the nodes run the reduce function for a certain key, the values are aggregated at that node. The final output is produced by the reduce function in the form [key, value] as well [13].

MapReduce programming functions are essentially processed in parallel and hence, large volumes of data analysis are processed with enough machine when putting into the hands of anyone at their disposal. Generally, the MapReduce algorithm is very good at mining large volumes of datasets that are of a petabyte size and cannot be stored into a physical memory [13] [15].

In this paper, MapReduce functions are used to deal with large sets of images in order to find their features. The overall flow of the mapper and reducer functions are implemented as shown in Fig. 6. The map function finds the morphological thinning, ridges ending, and bifurcation while the reducer function aggregates them for extracting the features of a large number of images in parallel.

MapReduce functions deal with large collection of data sources. Hence, a greater cloud is required when working with large collection of data. The images are stored in a data store in order to be processed later in parallel. Before extracting the features of the images, these images should be preprocessed. As an enhancement to the fingerprint image, histogram equalization is implemented for each image before the binarization stage. The binary images are sent to the next stage where a morphological thinning is applied that produces a skeletonized image of the fingerprint. Finally, minutiae are extracted from the skeleton images using the CN technique resulting in a feature vector that contains the indices of the ridge endings and bifurcations in the image. As stated previously, the Hadoop MapReduce algorithm consists of two functions:

IV. SIMULATION RESULTS

The Hadoop MapReduce framework system is implemented here to extract the features of a large set of fingerprint images. The experimental results are carried out on a Personal Computer where Windows 10 Pro is installed with a 2.60 GHz processor and 8 GB of installed memory (RAM). In addition, the parallel pool of Matlab (Matrix Laboratory) is used in order to execute Parallel MapReduce as the front- end engine. Through the experiments, the pool is connected to two workers.

1) Datasets: The data used in our experiments are different sets of images in which their features are extracted in parallel. These images are downloaded from the National Institute of Standards and Technology’s (NIST) Special Database 4 [16]. The database contains different 8-bit grayscale randomly selected fingerprint images. The database file has about 4000 (2000 pairs) fingerprint images in the PNG format. The database is being used for testing fingerprint classification systems. Each fingerprint consists of 512x512 pixels with 32 rows of white space located at the bottom of the fingerprint image.

2) Fingerprint Features Extraction Results: A random sample of different fingerprint images from the NIST-4 dataset are selected and stored to perform the extraction algorithm based on the suggested MapReduce functions. MapReduce functions deal with a large collection of data sources. Hence, a greater cloud is required when working with such large collection of data. The images are stored in a data store in order to be processed later in parallel. Before extracting the features of the images, these images should be preprocessed.
Mapper and Reducer. In the mapper functions, the images are loaded into the memory, and the steps of feature extraction are then applied to the set of images stored on the HDFS. Accordingly, the thinning and minutiae extraction stages are implemented during the Hadoop Map step. The morphological thinning and minutiae extraction is done in parallel for all images in this step. Once all the mappers are executed, intermediate results are produced and passed to the reducers, where the results are combined in this stage of the MapReduce algorithm.

For example, Fig. 7 shows the features of one fingerprint image randomly chosen from the NIST-4 database. The processing time to find these features is 0.89748 seconds. It is important to state that this processing time (as calculated using tic toc Matlab command) is influenced by the hardware settings.

![Fig. 7. Feature extraction of Image f0015-01r from the NIST-4 data set](image)

Although the feature extraction step takes about one second for a 512x512 fingerprint image, the total time taken to find the features for a large set of images can be very high since these features must be extracted for each fingerprint in the database. Alternatively, for instance, it has taken 26.282803 seconds to find the minutiae for 50 fingerprint images using the MapReduce functions. Hence, this reduces the processing time to nearly half. Fig. 8 shows the total processing time of feature extraction for different number of images, when processed in parallel using MapReduce framework.

![Fig. 8. Total Processing Time of Images Using Mapreduce](image)

While Fig. 9 shows the relation between the average processing time per image, and the number of images processed in parallel using the suggested algorithm. It is noticed here that the average processing time per image to produce a feature vector for 3 images is about 1.4 seconds which takes more processing time than processing one image without using MapReduce algorithm. On the other hand this processing time is reduced as the number of images loaded to the mapper increased, so that the average time per image is about 0.4 second when processing 100 images.
V. CONCLUSIONS

In this study, the Hadoop MapReduce framework system is employed to find the features of large set of fingerprint images. The results show a substantial reduce in processing time per image to produce a feature vector. The gain in time when implementing MapReduce to extract the features of multiple images at once could be useful in forensic applications that require processing large numbers of fingerprint images.
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