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Tachyon condensation in topological Landau-Ginzburg models can generally be studied using methods of commutative algebra and properties of triangulated categories. The efficiency of this approach is demonstrated by explicitly proving that every D-brane system in all minimal models of type ADE can be generated from only one or two fundamental branes.

Introduction

Formulating the study of D-branes in B-twisted topological Landau-Ginzburg models in terms of matrix factorisations has proved to be very useful. The interplay of an elegant and abstract mathematical setting on the one hand and its explicit, simple manifestations on the other hand has been applied in numerous instances to both prove general theorems and carry out concrete computations. Prominent examples for this are the large-volume limit/stringy regime dualities of [22, 40, 41, 42] which are open string counterparts and generalisations of the construction of [49], or the many links of topological D-branes described by conformal field theory to their Landau-Ginzburg analogues, see e.g. [7, 8, 16, 25, 28, 30].

A field in which this complementary interplay has not been exploited to its full potential is in analysing topological tachyon condensation. The fact that the dynamics of forming D-brane composites is an inherently off-shell process suggests that this type of tachyon condensation should best be studied within the framework of open string field theory. This is emphasised by the significance of Sen’s conjectures [46, 47] and their partial proofs so far following [44], as well
as by the conceptual clarity of the approach of [33, 34] in terms of generalised complexes in differential graded categories (which are $A_\infty$-quasi-equivalent to any open string field theory [36]).

On the other hand, it was argued in [2, 14] that important aspects of tachyon condensation in open topological string theory can already be studied at the on-shell level. The latter is believed to be modelled by the structure of triangulated categories. In this setting, a particular D-brane composite is obtained by deforming the superposition of two branes by a potentially tachyonic string, and this type of tachyon condensation corresponds exactly to the cone construction in the triangulated category. Detailed studies of such processes in topological Landau-Ginzburg models were only undertaken in special cases by making use of additional structure that is not generally available. Examples include models with superpotentials in only one variable, where the special properties of the underlying polynomial ring can be utilised [23], or cases where further (geometric) dualities are available and under control [10, 19, 31].

In the present note a general and practical method of computing “double-cones” to analyse topological tachyon condensation is proposed. It builds on the triangulated structure of matrix factorisations as well as basic notions and results in commutative algebra that are readily implemented in computer algebra systems. Part of this approach is an algorithmic computation of BRST-cohomology in Landau-Ginzburg models which is also of independent interest, e.g. in the study of deformation theory.

After a general discussion of this simple yet effective method in section 1, its power is illustrated in section 2 by proving that, in topological Landau-Ginzburg models with potentials of type ADE, any D-brane can be produced from tachyon condensations of D-branes of only one single fundamental type, except for the case of type $D_\ell$ with $\ell$ even where two fundamental branes are needed. In other words, the associated categories of matrix factorisations are each triangle-generated by one or two indecomposable objects. This is consistent with the results of [26] whose authors use the special properties of the associated ADE Auslander-Reiten quivers. While this approach is very elegant, it is not as generally available as the approach discussed here, which can also easily provide further details such as proving that models of type $D_{2n+1}$ are generated by a single indecomposable object.

The results for models of type A allow for immediate comments on two related issues. The relation to the corresponding generation result of [25] for type A models is given by reformulating it in terms of the precise language of triangulated categories (which however do not seem to capture the continuous nature of the “homotopy flows” of [25]) and their interpretation. Furthermore, first steps of discussing bulk-induced renormalisation group flow in terms of matrix factorisations are taken.

As the complete discussion of E-type models involves quite a number of explicit
matrices, the details of this analysis are relegated to an appendix. The sheer number of rather large matrices is aesthetically unpleasing, but at the same time it demonstrates the favourable explicit control over the details of the category of matrix factorisations.

1. General strategy

Preliminaries

D-branes in B-twisted topological Landau-Ginzburg models with potential $W$ are described by the category of matrix factorisations $\text{MF}(W)$ [9, 27, 35]. Its objects, which model the D-branes, are polynomial square matrices of block form $Q = \begin{pmatrix} 0 & g \\ f & 0 \end{pmatrix}$ such that $fg = gf = W\mathbb{1}$. This property implies that for any two matrix factorisations $Q$ and $Q'$, the map defined as the linear extension of the map $\phi \mapsto Q'\phi - (-1)^{|\phi|}\phi Q$ for homogeneous $\phi$ is a differential $D_{QQ'}$ on the $\mathbb{Z}_2$-graded space of polynomial matrices of fixed size, where block-diagonal matrices have degree 0 and off-block-diagonal matrices have degree 1. The morphisms between $Q$ and $Q'$, which describe the bosonic topological strings between the corresponding branes, are defined to be the 0-th cohomology $H^0(Q, Q')$ of $D_{QQ'}$. Fermionic states are not left behind as $H^1(Q, Q')$ is isomorphic to $H^0(Q, \bar{Q}')$ where $\bar{Q}' = \begin{pmatrix} 0 & \varphi' \\ \varphi & 0 \end{pmatrix}$ is the anti-brane to $Q'$. More precisely, an element $\begin{pmatrix} 0 & f_1 \\ f_0 & 0 \end{pmatrix}$ is in $H^1(Q, Q')$ iff $\begin{pmatrix} 0 & f_1 \\ f_0 & 0 \end{pmatrix}$ is in $H^0(Q, \bar{Q}')$.

The category $\text{MF}(W)$ has much more structure that admits a physical interpretation; it is even believed that matrix factorisations have the full structure of open topological string theories. While in general this is still a conjecture awaiting proof (by constructing a suitable minimal, unital and cyclic $A_\infty$-structure on the category of matrix factorisations, see [13, 24]), one can straightforwardly prove that $\text{MF}(W)$ is a triangulated category [18, 39, 41]. In particular, it is endowed with a shift functor, which corresponds to the transition to the anti-brane of a given brane, and with distinguished triangles. These are sequences of the form

$$Q \xrightarrow{\varphi} Q' \xrightarrow{} C(\varphi) \xrightarrow{} \bar{Q}$$

and are believed to describe the result of topological tachyon condensation as the mapping cone $C(\varphi)$ defined as

$$C(\begin{pmatrix} \varphi_0 & 0 \\ 0 & \varphi_1 \end{pmatrix}) \equiv C(\begin{pmatrix} \varphi_0 & 0 \\ 0 & \varphi_1 \end{pmatrix} : Q \longrightarrow Q') = \begin{pmatrix} 0 & 0 & -f & 0 \\ 0 & 0 & \varphi_0 & g' \\ -g & 0 & 0 & 0 \\ \varphi_1 & f' & 0 & 0 \end{pmatrix}.$$ 

This definition is mathematically natural in the sense that it is formally the same as in the case of $\mathbb{Z}$-graded complexes, see e.g. [18], and the resulting matrix
factorisation $C(\phi_0^0 \phi_1^0)$ is again of the form $(Q^0 G F 0)$. An equivalent definition is to introduce the cone as $(Q^0 \psi Q')$ for fermionic strings $\psi$.

The precise relation between cones $C(\phi)$ and tachyon condensation signalled by the corresponding string is as follows. By one of the axioms of triangulated categories, every morphism $\phi : Q \to Q'$ is part of a distinguished triangle $Q \to Q' \to C(\phi) \to \bar{Q}$, and this is interpreted in such a way that the branes described by $Q$ and $C(\phi)$ may bind to form $Q'$, or, equivalently, $Q$ and $Q'$ may condense to form $C(\phi)$. It is precisely this process that is captured in the notion of Grothendieck groups. These K-theoretic groups are believed to classify topological D-brane charges and can be defined for an arbitrary triangulated category $T$: The Grothendieck group $K_0(T)$ is the free abelian group of isomorphism classes $[X]$ of objects $X$ in $T$ modulo the relations $[X] - [Y] + [Z] = 0$ for all distinguished triangles $X \to Y \to Z \to \bar{X}$ in $T$.

**Tachyon condensation and double-cones**

A physically interesting question to ask is whether a given D-brane system can be generated via tachyon condensation of more fundamental branes. With the assumed description in terms of triangulated categories this can be translated into the following well-posed mathematical question: Is there a set of “fundamental” objects $\{Q_i\}_{i \in I}$ in $MF(W)$ that triangle-generates a given triangulated subcategory, i.e. is this subcategory contained in tria$(\{Q_i\}_{i \in I})$, the closure of the iterated operations of taking cones and shifts of the fundamental objects $Q_i$? This simple formulation offers a number of ways to check whether a given system of D-branes can be the result of topological tachyon condensation of some other branes. The generally applicable method that will be used in this note utilises the basic fact that a morphism in a triangulated category is an isomorphism iff its cone is isomorphic to zero [39]. To see this, let $\phi : Q \to Q'$ be an isomorphism. Then the triangle $Q \xrightarrow{\phi} Q' \to 0 \to \bar{Q}$ is isomorphic to the triangle $Q' \xrightarrow{1} Q' \to 0 \to Q'$ which is distinguished by definition. Hence $C(\phi) \cong 0$ as the third object in a distinguished triangle is unique up to isomorphisms. Conversely, if $Q \xrightarrow{\phi} Q' \to 0 \to \bar{Q}$ is a distinguished triangle, then

$$
\begin{array}{cccccc}
Q & \xrightarrow{\varphi} & Q' & \to & 0 & \to \bar{Q} \\
\downarrow \varphi & & \downarrow 1 & & \downarrow \varphi & \\
Q' & \xrightarrow{1} & Q' & \to & 0 & \to Q'
\end{array}
$$

is a morphism of distinguished triangles. But as the vertical maps $1 = 1_{Q'}$ and $0$ are isomorphisms, $\varphi$ also must be an isomorphism.

Using this result one can now check whether a string described by $\varphi \in H^0(Q, Q')$ leads to a condensation to another brane $Q''$ by considering all morphisms $\psi$ between $Q''$ and $C(\phi)$. If for one such $\psi$ its cone has zero endomorphism...
space, then $\psi$ is an isomorphism and hence $Q''$ can be generated from $\bar{Q}$ and $Q'$. So once the computation of morphism spaces is under control, this simple idea provides a practical tool to study tachyon condensation in general topological D-brane categories. For the case of Landau-Ginzburg models, a straightforward algorithm to compute arbitrary open string BRST-cohomologies will be described in the next subsection.

The method just presented works under very general assumptions. In particular, without knowing the complete and intricate structure of $\text{MF}(W)$, one has a tool to decide whether certain “interesting” branes can be generated from certain “fundamental” branes. A special case of this is when “interesting” means “all” and $\text{MF}(W)$ is known to be semi-simple or completely decomposable such that the “fundamental” branes can be taken to correspond to a subset of indecomposable objects. This situation is realised in the case of Landau-Ginzburg models with potentials of singularity type ADE which correspond to minimal $N = 2$ superconformal field theories, and which will be studied in detail in section 2.

On the other hand, even if the model at hand is more complicated and extensive knowledge of decomposability is not available, the method proposed here is still useful by restricting to a particular “interesting” subcategory. For instance, many Landau-Ginzburg potentials that allow for non-trivial tensor product or linear matrix factorisations are important examples of cases that are not known to have a similarly simple structure as the minimal models, and hence similarly complete analyses are not possible at the moment. Nevertheless, the method of computing cohomologies for double-cones can still be applied to study for example tachyon condensation of permutation branes, even though a complete classification of all matrix factorisations of the associated potentials is not known. In fact, such applications may help to gain new insight into the inner structure of more complicated D-brane categories.

**Algorithmic computation of cohomology**

To utilise the method described above efficiently, it is convenient (and in practice mostly indispensable) to compute the morphism spaces $H^0(Q, Q')$ algorithmically and in an automatised fashion. With the help of computer algebra systems like Singular [21] and basic notions and results of commutative algebra this is straightforwardly accomplished as will now be explained.\(^1\) The reader is referred to [12, 15, 20] for definitions and background on elementary notions in commutative algebra used below and to [12] for a detailed account of the implementation together with additional examples and applications.

Let $Q = \begin{pmatrix} 0 & \rho \\ f & 0 \end{pmatrix}$ and $Q' = \begin{pmatrix} 0 & g' \\ f' & 0 \end{pmatrix}$ be two $2r \times 2r$ matrix factorisations of $W =

\(^1\)The approach taken here is entirely different from and more simple-minded than the work of [3] as discussed in [1]. According to P.S. Aspinwall, the code of [3] may also be used to compute explicit cohomology representatives, but only after modifying it suitably.
$W(x_1, \ldots, x_N) \equiv W(X)$. The differential $D_{QQ'}$ decomposes into the sum of $D_{QQ'}^- = D_{QQ'}\pi_- \text{ and } D_{QQ'}^+ = D_{QQ'}\pi_+$, where $\pi_-$ and $\pi_+$ project on the subspaces of $\mathbb{Z}_2$-degree 0 and 1, respectively. As the differentials $D_{QQ'}^\pm$ are linear maps on the space of polynomial $2r \times 2r$ matrices, they can be represented as matrices

$$D^- = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \quad \text{and} \quad D^+ = \begin{pmatrix} -D & +B \\ +C & -A \end{pmatrix},$$

respectively, in $\text{Mat} (\mathbb{C}[X], 2r^2)$, where the entries of $A, B, C, D \in \text{Mat}(\mathbb{C}[X], r^2)$ are given by

$$A_{ij} = -\sum_{k=0}^{r-1} \sum_{l,m=1}^r \delta_{i,kr+l} \delta_{j,kr+m} g_{ml}, \quad B_{ij} = \sum_{l,k=0}^{r-1} \sum_{m=1}^r \delta_{i,lr+m} \delta_{j,kr+m} g_{l+1,k+1},$$

$$C_{ij} = \sum_{l,k=0}^{r-1} \sum_{m=1}^r \delta_{i,lr+m} \delta_{j,kr+m} f'_{l+1,k+1}, \quad D_{ij} = -\sum_{k=0}^{r-1} \sum_{l,m=1}^r \delta_{i,kr+l} \delta_{j,kr+m} f_{ml}.$$

The cohomology $H^0(Q, Q')$ is isomorphic to $\ker D^-/\text{Im} D^+$. To compute this, first note that $\text{Im} D_{QQ'}^+$ is simply isomorphic to the $\mathbb{C}[X]$-module generated by the columns of the matrix $D^+$, where the isomorphism is given by the translation from matrices to column vectors on which the matrices $D^\pm$ act.

Secondly, the computation of $\ker D_{QQ'}^- \cong \ker D^-$ is a syzygy problem which can be solved by standard methods. Indeed, let $D^-$ be given by its column vectors $d_i$ and let $\{e_i\}$ denote the canonical basis of $\mathbb{C}^{2r^2}$. Then $\varphi = \sum_{i=1}^{2r^2} \varphi_i e_i$, with $\varphi_i \in \mathbb{C}[X]$, is an element of $\ker D^-$ iff $D^- \varphi = \sum_{i=1}^{2r^2} \varphi_i d_i = 0$ which means that $(\varphi_1, \ldots, \varphi_{2r^2}) \in \mathbb{C}[X]^{2r^2}$ is a syzygy for $(d_1, \ldots, d_{2r^2}) \equiv D^-$. The computation of syzygies is implemented in Singular using the Gröbner basis algorithm [11, 20], so the computation of a finite set of generators of the (infinite-dimensional) $\mathbb{C}[X]$-module $\ker D^-$ can be automatised.

Thirdly, one has to find those elements of $\ker D^-$ which are not in $\text{Im} D^+$. This is a “module membership problem” which can also be solved algorithmically using Singular. To do this, a version of Buchberger’s algorithm [11] is used to compute a (reduced) normal form on $\mathbb{C}[X]^{2r^2}$, and subsequently the following basic result in commutative algebra is applied: if $\text{NF}(\cdot | \cdot)$ is a weak normal form and $B$ is a standard basis of a submodule $M \subset \mathbb{C}[X]^{2r^2}$, then an arbitrary element $\varphi$ in $\mathbb{C}[X]^{2r^2}$ is in $M$ iff $\text{NF}(\varphi | B) = 0$.

Hence one may begin by checking whether the first generator $G_1$ of $\ker D^-$ (obtained by solving the syzygy problem) is in $\text{Im} D^+$. If this is the case, the submodule generated by $G_1$ is in $\text{Im} D^+$, and $G_1$ gives no contribution to the cohomology. But if Singular concludes that $G_1$ is not in $\text{Im} D^+$, it can be taken as a first

---

\[2\text{Actually, } D_{QQ'}^\pm \text{ are canonically isomorphic to elements in Mat}(\mathbb{C}[X], 4r^2), \text{ but because of their homogeneous } \mathbb{Z}_2\text{-degree } +1 \text{ half of the entries of the column vectors in their image are always zero, so that they can be viewed as elements in Mat}(\mathbb{C}[X], 2r^2), \text{ see also [12].} \]
explicit representative $k_{11}$ of a basis element of the cohomology, $k_{11} = G_1$. In this case, one proceeds by checking whether elements of the form $x_i G_1$, $x_i x_j G_1$ etc. are in $\text{Im} D^+$. After a finite number of steps (assuming that BRST-cohomology is finite-dimensional) one finds the finite list of basis vectors $k_{ij}$ (over $\mathbb{C}$) in the module $\mathbb{C}[X] G_1$ whose equivalence classes $\overline{k_{ij}}$ are elements of the cohomology $\text{Ker} D^-/\text{Im} D^+$, and the same procedure is repeated for the other submodules $\mathbb{C}[X] G_i$, where $G_i$ are the remaining generators of $\text{Ker} D^-$, to determine all representatives $k_{ij}$.

Finally, one needs to check whether all $\overline{k_{ij}}$ previously obtained are linearly independent. This is not guaranteed even though the $k_{ij}$ are linearly independent. To perform the check, one may first compare $\sharp\{k_{ij}\}$ with the actual dimension of $\text{Ker} D^-/\text{Im} D^+$, which is determined in Singular by computing a presentation matrix for the quotient module $\text{Ker} D^-/\text{Im} D^+$, i.e. a matrix whose cokernel is isomorphic to the module. For many important pieces of information such as the dimension, the knowledge of this presentation is completely sufficient. But in order to find explicit representatives of cohomology basis elements, a slightly more involved treatment like the one described here is necessary.

If $\sharp\{k_{ij}\}$ is equal to the dimension of $\text{Ker} D^-/\text{Im} D^+$, $\{\overline{k_{ij}}\}$ can be taken as a basis of $\text{Ker} D^-/\text{Im} D^+$. But if $\sharp\{k_{ij}\} > \dim(\text{Ker} D^-/\text{Im} D^+)$, one has to find a maximal linearly independent subset of $\{\overline{k_{ij}}\}$ in the quotient module. With the help of the properties of normal forms, this task can be reduced to the corresponding standard problem of determining maximal linearly independent subsets before quotienting, and the computation is completed.

## 2. Tachyon condensation in models of type ADE

The ideas of the previous section can particularly easily be applied to those Landau-Ginzburg models whose infra-red fixed points under RG flow are identified with minimal $N = 2$ superconformal field theories [37, 38, 48]. Their superpotentials $W$ are equal (up to adding squares of new variables) to one of the ADE-type polynomials listed in table 1. For these models the category $\text{MF}(W)$ is completely decomposable and the indecomposable objects are explicitly known. In this section it is shown that in each case $\text{MF}(W)$ is triangle-generated by only one of these fundamental objects, unless $W$ is of type $D_\ell$ with $\ell$ even where two such objects are needed. This is interpreted in such a way that any D-brane system in these models can be viewed as a tachyon condensate of (copies of) only one or two fundamental branes.

To prove this for types D and E, the method of computing double-cones of the previous section is applied, while in the easier case of type A an even simpler method is available. For the latter case the discussion here essentially reproduces results of [23, 25], though in these references the triangulated structure is not made use of.
| ADE polynomial W | $K_0(\text{MF}(W))$ |
|------------------|-------------------|
| $A_n$: $x^{n+1}$ | $\mathbb{Z}_{n+1}$ |
| $D_n$: $x^2y + y^{n-1} + z^2$ | $\mathbb{Z}_2 \oplus \mathbb{Z}_2$ for $n$ even $\mathbb{Z}_4$ for $n$ odd |
| $E_6$: $x^3 + y^4 + z^2$ | $\mathbb{Z}_3$ |
| $E_7$: $x^3 + xy^3 + z^2$ | $\mathbb{Z}_2$ |
| $E_8$: $x^3 + y^5 + z^2$ | $\{0\}$ |

Table 1: ADE polynomials and their associated Grothendieck groups.

Table 1 also collects the Grothendieck groups $K_0(\text{MF}(W))$ of the categories of matrix factorisations of polynomials $W$ of type ADE (which are computed for example in [45, 50]). Knowledge of these explicit expressions will be helpful for some of the arguments in this section.

It should be noted that apart from the ADE polynomials listed in table 1, there are also versions of them where the square $z^2$ is discarded (respectively added in the A-type case). The corresponding models are those with an opposite GSO projection, and their treatment is the same apart from straightforward adaptations. This is why the following analysis will only deal with the former cases.

### 2.1. ADE-type A

It is shown e.g. in [41] (see also [23]) that any object in $\text{MF}(x^n)$ is isomorphic to a finite direct sum of the indecomposable objects $Q_a = (\begin{smallmatrix} 0 & x^{n-a} \\ 0 & 0 \end{smallmatrix})$ with $a \in \{1, \ldots, n-1\}$. The bosonic and fermionic open string spaces $H^0(Q_a, Q_b)$ and $H^1(Q_a, Q_b)$ between D-branes $Q_a$ and $Q_b$ are given by the cohomologies

$$
\mathbb{C} \left\{ \begin{pmatrix} x^{i+a-b} & 0 \\ 0 & x^i \end{pmatrix} \middle| \begin{array}{c} \max(b-a,0) \leq i \leq \min(b-1,n-a+1) \end{array} \right\}
$$

$$
\mathbb{C} \left\{ \begin{pmatrix} 0 & x^{n-a-b+i} \\ -x^i & 0 \end{pmatrix} \middle| \begin{array}{c} \max(a+b-n,0) \leq i \leq \min(b-1,a+1) \end{array} \right\}
$$

respectively.

The task now is to start with one single D-brane and its anti-brane, compute the mapping cones for all their morphisms and find similarity transformations (which are special instances of isomorphisms in $\text{MF}(x^n)$) such that these cones are related to direct sums of indecomposable matrix factorisations. It turns out that some cones are isomorphic in this way to a direct sum of a trivial matrix factorisation of the form $(\begin{smallmatrix} 0 & 1 \\ 0 & 0 \end{smallmatrix})$ or $(\begin{smallmatrix} 0 & x^n \\ 1 & 0 \end{smallmatrix})$ and another indecomposable object. All indecomposable D-branes can be produced this way.
Whenever the Landau-Ginzburg potential $W$ is a polynomial of only one single variable, one can find a unimodular polynomial matrix $U = \left( \begin{smallmatrix} S & 0 \\ 0 & T \end{smallmatrix} \right)$ such that $UC(\begin{smallmatrix} r_0 \\ 0 \end{smallmatrix})U^{-1}$ is of the form $\left( \begin{smallmatrix} 0 & q_0 \\ q_0 & 0 \end{smallmatrix} \right)$ with $q_0 = \text{diag}(p_1, p_2)$ and $q_1 = \text{diag}(W/p_1, W/p_2)$ where $p_1$ and $p_2$ are polynomials that have certain divisibility properties. The unique diagonal matrix is called the associated Smith normal form which exists in any principal integral domain and there is a straightforward algorithm to construct it (see e.g. [4]).

With the procedure just outlined it is possible to compute all cones and relate them to direct sums of indecomposable objects for the potential $x^n$ for any fixed $n$: by computing the Smith form one determines the monomials $p_1 = x^i$ and $p_2 = x^j$ for some $i, j \in \mathbb{N}$, and this means that the cone under consideration is isomorphic to the sum of the objects $Q_i$ and $Q_j$. In order to get an idea of the structure, the results for the special case of $n = 5$ are listed in table 2, where the box in the $i$-th row and $j$-th column contains the cones for all morphisms between $Q_i$ and $Q_j$ as well as their decomposition into direct sums of fundamental objects. $Q_0$ and $Q_5$ are isomorphic to zero objects in MF($x^n$) and can thus be deleted in any decomposition where they appear.

The table shows that one can for example start with the D-brane $Q_1$ and its anti-brane $Q_4$ and then compute the tachyon condensation induced by the only string state between them, i.e. the cone $C(\begin{smallmatrix} 1 & 0 \\ 0 & x^i \end{smallmatrix})$. This cone is isomorphic to the object $Q_3$ (the similarity transformation is given by $S = \left( \begin{smallmatrix} 1 & \tau \\ 0 & 1 \end{smallmatrix} \right)$ and $T = \left( \begin{smallmatrix} 0 & 1 \\ 1 & x \end{smallmatrix} \right)$ in the above notation), and by adding its anti-brane $Q_2$, one already has found all indecomposable objects in this case. Note that the table also shows that one may start with any other indecomposable D-brane and its anti-brane.

For arbitrary $n$, one can always take the above as the first step in the construction of all indecomposable objects and then proceed inductively:

(i) Assume that via tachyon condensation of a system of D-branes of a single type one can produce the indecomposable objects

$$Q_1, Q_2, \ldots, Q_{2k-2}, Q_{2k-1}, Q_{n-2k+1}, Q_{n-2k+2}, \ldots, Q_{n-2}, Q_{n-1},$$

Table 2: Cones of $Q_i \rightarrow Q_j$ in MF($x^5$).
where \( k \geq 2 \) and \( n \geq 4k \) (so that there is at least one D-brane left to construct). Then \( \left( \begin{smallmatrix} 1 & 0 \\ 0 & x^{-2k} \end{smallmatrix} \right) \) is an element of \( H^0(Q_k, Q_{n-k}) \) and one can show that \( U_{2k}C(\begin{smallmatrix} 1 \\ 0 \\ x^{-2k} \end{smallmatrix})U_{2k}^{-1} \) is equal to
\[
\begin{pmatrix}
0 & 0 & x^{2k} \\
0 & 0 & 0 & 1 \\
x^{n-2k} & 0 & 0 & 0 \\
0 & x^n & 0 & 0
\end{pmatrix} \cong Q_{n-2k} \quad \text{with} \quad U_{2k} = \begin{pmatrix} 1 & x^k & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & x^k \end{pmatrix}.
\]
Thus \( Q_{2k} \) and its anti-brane \( Q_{n-2k} \) can be added to the list of D-branes that can be constructed from the initial D-brane.

(ii) Assume that via tachyon condensation of a system of D-branes of a single type one can produce the indecomposable objects
\[
Q_1, Q_2, \ldots, Q_{2l-1}, Q_{2l}, Q_{n-2l}, Q_{n-2l+1}, \ldots, Q_n-2, Q_n-1,
\]
where \( l \geq 1 \) and \( n \geq 4l + 2 \) (so that there is at least one D-brane left to construct). Then \( \left( \begin{smallmatrix} 1 & 0 \\ 0 & x^{n-2l-1} \end{smallmatrix} \right) \) is an element of \( H^0(Q_l, Q_{n-l-1}) \) and one can show that \( U_{2l+1}C(\begin{smallmatrix} 1 \\ 0 \\ x^{n-2l-1} \end{smallmatrix})U_{2l+1}^{-1} \) is equal to
\[
\begin{pmatrix}
0 & 0 & x^{2l+1} \\
0 & 0 & 0 & 1 \\
x^{n-2l-1} & 0 & 0 & 0 \\
0 & x^n & 0 & 0
\end{pmatrix} \cong Q_{n-2l-1} \quad \text{with} \quad U_{2l+1} = \begin{pmatrix} 1 & x^l & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & x^{l+1} \end{pmatrix}.
\]
Thus \( Q_{2l+1} \) and its anti-brane \( Q_{n-2l-1} \) can be added to the list of D-branes that can be constructed from the initial D-brane.

By iterating the steps (i) and (ii) alternately one can construct all indecomposable objects (and hence all D-branes) from the D-brane \( Q_1 \) or \( Q_{n-1} \). Mathematically, this means that \( \text{MF}(x^n) \) is triangle-generated by both \( Q_1 \) and \( Q_{n-1} \) as taking shifts of objects is part of the triangle-generation process, while physically one can say that any topological D-brane in this type of models can be viewed as a condensate of a system of D-branes of just one type. An anti-brane does not have to be included in the physical condensation process as the anti-branes \( Q_{n-2l-1} \) and \( Q_{n-2k} \) are isomorphic (via the same similarity matrices \( U_{2l+1} \) and \( U_{2k} \)) to the cones of the bosonic morphisms \( x^{n-2l-1} \in H^0(Q_{n-l-1}, Q_l) \) and \( x^{n-2k} \in H^0(Q_{n-k}, Q_k) \), respectively, and these are isomorphic to fermionic morphisms in \( H^1(Q_{n-l-1}, Q_{n-1}) \) and \( H^1(Q_{n-k}, Q_{n-k}) \).

While in the earlier example of \( n = 5 \) any brane can be generated from tachyon condensations of copies of any fundamental brane \( Q_i \), one should note that in general the brane/anti-brane pair \( Q_1, Q_{n-1} \) is special with respect to its generating property. For instance if \( n = 6 \), the D-brane \( Q_3 \) cannot generate the other fundamental branes individually but only non-trivial direct sums of them. By
charge conservation, both cases are of course consistent with the general fact [25] that the charges of all branes in models of type $A_{n-1}$ take values in $K_0(\text{MF}(x^n)) = \mathbb{Z}_n$. It follows from the above construction that the branes $Q_i$ can be assigned the charge $i \in \mathbb{Z}_n$. In the language of mapping cones and their interpretation in terms of tachyon condensation, the result for possible brane charges can also be obtained from the following observations (which together with the subsequent remarks on RG flow slightly digress from the main topic of the present paper).

**Relation to homotopy flows.** In [25] Hori essentially argues for a similar generating result. He finds “homotopy relations” of the form

$$Q_{\ell_1} \oplus Q_{\ell_2} \simeq \begin{cases} Q_{\ell_1+\ell_2} & \text{for } \ell_1 + \ell_2 \leq n, \\ Q_{\ell_1+\ell_2-n} & \text{for } \ell_1 + \ell_2 > n, \end{cases}$$

which show that any fundamental D-brane $Q_\ell$ can be obtained by successive “homotopy flows” of $Q_1$. (Note that in [25] the notation $B_L = Q_{L+1}$ is used.) For example, the relation $Q_{\ell_1} \oplus Q_{\ell_2} \simeq Q_{\ell_1+\ell_2}$ means that the left-hand side is equal to $(0\ g_0(x)\ f_0(x))$ with $f_t(x) = R_t(1\ 0\ 0\ 0)R_t^{-1}(x^{\ell_1-1} 0)$, $g_t(x) = (x^{n-\ell_1-\ell_2} 0\ 0\ x^{n-\ell_2})R_t(x^{\ell_2} 0\ 0\ 1)R_t^{-1}$ and $R_t = (\cos t\ -\sin t\ \sin t\ \cos t)$, while the right-hand side is isomorphic to $(f_{x^{\ell_2}/2(x)}\ 0)$. On the other hand, the precise physical interpretation of these continuous and periodic flows does not seem entirely clear, so it would be welcome to understand at least the relation of the endpoints of such flows in terms of mapping cones. Such a description is indeed available as can be shown by computing Smith forms as above: In the case $\ell_1 + \ell_2 \leq n$ the cone of the element $(-1\ 0\ 0\ 0) \in H^0(Q_{\ell_1}, Q_{\ell_2})$ can be transformed into $Q_{n-\ell_1-\ell_2} \oplus Q_n$ by the similarity matrix $(S\ 0\ T)$ with $S = (1\ -x^{\ell_1})$ and $T = (0\ 1\ x^{\ell_2})$, while in the case $\ell_1 + \ell_2 > n$ the cone of the element $(x^{\ell_1+\ell_2-n} 0\ -1) \in H^0(Q_{\ell_1}, Q_{\ell_2})$ can be transformed into $Q_0 \oplus Q_{2n-\ell_1-\ell_2}$ by the similarity matrix $(U\ 0\ 0\ V)$ with $U = (-1\ -x^{n-\ell_2})$ and $V = (0\ 1\ x^{\ell_1})$. Thus the precise equivalent to the result of [25] is

$$C\left[\begin{array}{cc} -1 & 0 \\ 0 & x^{n-\ell_1-\ell_2} \end{array}\right]: Q_{\ell_1} \rightarrow Q_{\ell_2} \simeq \tilde{Q}_{\ell_1+\ell_2} \quad \text{for } \ell_1 + \ell_2 \leq n,$$

$$C\left[\begin{array}{cc} x^{\ell_1+\ell_2-n} & 0 \\ 0 & -1 \end{array}\right]: Q_{\ell_1} \rightarrow Q_{\ell_2} \simeq \tilde{Q}_{\ell_1+\ell_2-n} \quad \text{for } \ell_1 + \ell_2 > n,$$

where now the mapping cone has a direct interpretation as tachyon condensation. Furthermore, the fermionic state $\left(\begin{array}{c} -1 \\ 0 \end{array}\ x^{n-\ell_1-\ell_2} \right) \in H^1(Q_{\ell_1}, Q_{\ell_2})$ corresponding to $\left(\begin{array}{c} -1 \\ 0 \end{array}\ x^{n-\ell_1-\ell_2} \right) \in H^0(Q_{\ell_1}, Q_{\ell_2})$ in the case $\ell_1 + \ell_2 \leq n$ is directly related to the “generator” of Hori’s flows, see [25, eq. (4.14)]. Hence this fermionic state is really to be viewed as the tachyon that drives the condensation.

**Bulk RG flows.** One can also immediately obtain some of the details of bulk perturbations for minimal models in terms of matrix factorisations, i.e. the
effects of deformations of the Landau-Ginzburg potential $W_0 = x^n$ of the form
$W_\lambda = x^n + \sum_{i=m}^{n-1} \lambda_i x^i$ with $\lambda_m \neq 0$, say $\lambda_m = 1$. Because of Orlov’s equivalence \cite{40, 41} between the category of matrix factorisations $MF(W)$ and the category of singularities $D_{sg}(\mathbb{C}[X]/W) = D^b(\mod-\mathbb{C}[X]/W)/\text{Perf}(\mathbb{C}[X]/W)$, where the Verdier quotient is taken with respect to the category of perfect complexes whose objects are quasi-isomorphic to bounded complexes of projective modules, it follows that $MF(W_\lambda) \cong MF(x^m)$. The reason is that the perturbed potential can be factorised as $W_\lambda(x) = x^m f_\lambda(x)$ with $f_\lambda(x) = 1 + \sum_{i=m+1}^{n-1} \lambda_i x^{i-m} + x^{n-m}$ such that
$\mathbb{C}[X]/W_\lambda \cong \mathbb{C}[X]/(x^m) \oplus \mathbb{C}[X]/f_\lambda$,
but $f_\lambda$ is not singular, and so after localisation the term $\mathbb{C}[X]/f_\lambda$ does not contribute to the category of singularities.

This is consistent with the conjecture that matrix factorisations describe the open topological conformal field theory which is the infra-red fixed point of the RG flow of the Landau-Ginzburg model: In the IR limit, the lowest-order term $x^m$ in $W_\lambda$ is dominant, though the flow from the Landau-Ginzburg model to the conformal field theory may be complicated. But matrix factorisations only capture the situation at the fixed point, so as soon as perturbations with any $\lambda_i \neq 0$ are introduced, the formalism of matrix factorisations directly “jumps” to the new fixed point. Hence it is to be expected that $MF(W_\lambda) \cong MF(x^m)$ from the physical intuition as well.

Although the equivalence of categories predicts that the topological theory at the IR fixed point is equivalently described by $MF(x^m)$, this fact alone does not provide the details of the RG flow. In particular, the theory with potential $x^n$ has $n-1$ fundamental D-branes, while the theory with the perturbed potential $x^n + \sum_{i=m}^{n-1} \lambda_i x^i$ has only $m-1$ fundamental D-branes. These $m-1$ branes can easily be identified together with those branes in $MF(x^n)$ which flow to them: There are $2m$ obvious matrix factorisations of $W_\lambda = x^n + \sum_{i=m}^{n-1} \lambda_i x^i$, namely
$Q'_i = \left(\begin{array}{cc} 0 & W_\lambda/x^i \\ x^i & 0 \end{array}\right)$

for $i \in \{1, \ldots, m\}$. Now the claim is that only $m-1$ of these $2m$ branes are independent: Firstly, one can easily check that $H^0(Q'_m, Q'_m) = 0$; in particular this means that there is no identity for the object $Q'_m$ and hence it must be isomorphic to the zero object.\footnote{Note that contrary to the impression sometimes given in the physics literature, this is not the same as the existence of a unimodular polynomial matrix that similarity-transforms $Q'_m$ into the trivial matrix factorisation $(\begin{array}{cc} 0 & W'_m \\ 1 & 0 \end{array})$ or $(\begin{array}{cc} 0 & W'_m \lambda \\ 0 & 0 \end{array})$: such a matrix simply does not exist in the present case. What is true is that $Q'_m$ is isomorphic to zero because its identity morphism in the associated DG category is BRST-exact and therefore zero in $MF(W_\lambda)$.}

Secondly, for all $k \in \{1, \ldots, \lceil \frac{m}{2} \rceil\}$ one has $Q'_k \cong Q'_{m-k}$. This can be proven by noting that for all such $k$, $\phi_k = (\begin{array}{cc} -1 \sum_{i=0}^{n-m-1} \lambda_{m+i} x^{i+m-n-1} & \end{array})$ is an element of $H^0(Q'_k, Q'_{m-k})$. But to
say that $\phi_k$ is an isomorphism is the same as to say that the object $C(\phi_k)$ is isomorphic to zero. And indeed, using the Smith form once again one finds that $VC(\phi_k)V^{-1}$ is equal to

$$
\begin{pmatrix}
0 & 0 & x^m & 0 \\
0 & 0 & 0 & 1 \\
\sum_{i=0}^{n-m-1} \chi_{m+i} x^i + x^{n-m} & 0 & 0 & 0 \\
0 & x^n + \sum_{i=m}^{n-1} \chi_i x^i & 0 & 0
\end{pmatrix} \cong -Q'_m \oplus 0 \cong 0
$$

with

$$V = \begin{pmatrix} 1 & -x^k & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & x^{m-k} \end{pmatrix}.$$ 

A straightforward analysis of morphism spaces shows that none of the branes $Q'_1, \ldots, Q'_\left\lfloor \frac{m}{2} \right\rfloor$ and their anti-branes are pairwise isomorphic. Thus they form a complete set of fundamental branes in the perturbed theory MF($W_\lambda$). Furthermore, the branes $Q_i$ and $Q_{n-m+i}$ in MF($x^n$) both flow to the branes $Q'_i$ in MF($W_\lambda$) for $i \in \{1, \ldots, \left\lfloor \frac{m}{2} \right\rfloor\}$, and the respective anti-branes have the corresponding behaviour.

On the other hand, the argument so far says nothing about the flow of the branes $Q_j$ in MF($x^n$) for $j \in \{m, \ldots, n-m\}$. It is expected that the bulk RG flow is described by a functor MF($x^n$) $\rightarrow$ MF($W_\lambda$) $\cong$ MF($x^m$), but its action on the remaining branes does not seem obvious from the matrix factorisations formalism alone. One possible way to solve this problem might be to try and solve the coupled bulk and boundary RG flow equations from perturbative conformal field theory (see e.g. [17]) and then generalise the method of [43] to bulk-induced boundary flows in supersymmetric theories. Much of the calculations of the involved operator product expansion coefficients may be simplified by the known correspondence between (topological) conformal field theory and matrix factorisations, however this direction will not be pursued further in the present paper.

### 2.2. ADE-type D

In the study of tachyon condensation in Landau-Ginzburg models with potential $W_{D_\ell} = x^2 y + y^{\ell-1} + z^2$ one cannot hope for the simplifications that arise in the single variable case as in the previous subsection. This offers an opportunity to apply the method of section 1 to prove a similar generation result.

It is known [26, 45, 50] that the category MF($W_{D_\ell}$) has a complete set of
indecomposable objects $Q_i = (g_i, f_i)$ given by

$$f_j = g_j = \begin{pmatrix} -z & y^{j+1} & xy & 0 \\ y^j & z & 0 & -x \\ x & 0 & z & y^{j+1} \\ 0 & -xy & y^{j+1} & -z \end{pmatrix}$$
for $j$ odd and $1 \leq j \leq \ell - 2$,

$$f_j = g_j = \begin{pmatrix} -z & 0 & xy & y^{j+1} \\ 0 & -z & y^{j-1} & -x \\ x & y^{j+1} & z & 0 \\ (y^{j-1} - x) & -xy & 0 & z \end{pmatrix}$$
for $j$ even and $2 \leq j \leq \ell - 2$,

$$f_{\ell-1} = g_{\ell-1} = \begin{pmatrix} z & xy + iy^{\ell \over 2} \\ x - iy^{\ell \over 2} & -z \end{pmatrix}$$
for $\ell$ even,

$$f_\ell = g_\ell = \begin{pmatrix} z & xy - iy^{\ell \over 2} \\ x + iy^{\ell \over 2} & -z \end{pmatrix}$$
for $\ell$ even,

$$f_{\ell-1} = g_\ell = \begin{pmatrix} z + iy^{\ell-1 \over 2} & xy \\ x & -z + iy^{\ell-1 \over 2} \end{pmatrix}$$
for $\ell$ odd,

$$f_\ell = g_{\ell-1} = \begin{pmatrix} z - iy^{\ell-1 \over 2} & xy \\ x & -z - iy^{\ell-1 \over 2} \end{pmatrix}$$
for $\ell$ odd.

Note that $Q_1$ has constant entries and can thus be reduced to a lower-rank matrix factorisation: it is isomorphic to $(0, \phi \phi^* 0)$ with $\phi = (z x^2 + y^{\ell-2})$.

The details of generating processes in MF($W_{D_{\ell}}$) depend on whether $\ell$ is even or odd, and both cases will now be treated in turn.

**$\ell$ even.** Let $\ell = 2n$ with $n \geq 2$. Then the cones of the morphisms represented by

$$\varphi_j = \text{diag}(y^j, y^{j+1}, y^j, y^j) \equiv \begin{pmatrix} y^j & 0 \\ 0 & y^j \end{pmatrix} \oplus \begin{pmatrix} y^j & 0 \\ 0 & y^j \end{pmatrix}$$
in $H^0(Q_{2n}, Q_{2n})$ are isomorphic to the branes $Q_{2j}$ for $j \in \{1, \ldots, n-1\}$. The corresponding isomorphisms in $H^0(Q_{2j}, C(\varphi_j))$ are explicitly represented by

$$\begin{pmatrix} 0 & 0 & -y^{n-j} & i \\ -y^{n-1-j} & -i & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & i & 0 \end{pmatrix} \oplus \begin{pmatrix} 0 & 0 & y^{n-j} & i \\ -y^{n-1-j} & i & 0 & 0 \\ 0 & 0 & 0 & i \\ 0 & 0 & -i & 0 \end{pmatrix}$$
as can be checked by verifying that the cones of the latter have empty endomorphism spaces. To generate also the fundamental branes labelled by odd indices, consider the morphisms represented by

$$\psi_j = \begin{pmatrix} 0 & -y^j \\ y^{j-1} & 0 \end{pmatrix} \oplus \begin{pmatrix} 0 & y^j \\ -y^{j-1} & 0 \end{pmatrix}$$
in \( H^0(Q_{2n-1}, Q_{2n}) \) for \( j \in \{1, \ldots, n-1\} \). Firstly, \( Q_1 \) is isomorphic to the cone of \( \psi_1 \) with the isomorphism represented by

\[
\begin{pmatrix}
0 & y^{n-1} - ix & 0 & 0 \\
i & 0 & 0 & 0 \\
0 & -i & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\oplus
\begin{pmatrix}
0 & y^{n-1} - ix & 0 & 0 \\
i & 0 & 0 & 0 \\
0 & i & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

in \( H^0(Q_1, C(\psi_1)) \), where the peculiar appearance of this isomorphism is due to the fact mentioned earlier that \( Q_1 \) can be reduced to a rank 2 matrix factorisation. Secondly, the matrices

\[
\begin{pmatrix}
-y^{n-j} & 0 & 0 & -i \\
0 & -i & y^{n-j} & 0 \\
i & 0 & 0 & 0 \\
0 & 0 & -i & 0
\end{pmatrix}
\oplus
\begin{pmatrix}
-y^{n-j} & 0 & 0 & -i \\
0 & -i & y^{n-j} & 0 \\
i & 0 & 0 & 0 \\
0 & 0 & i & 0
\end{pmatrix}
\]

represent isomorphisms in \( H^0(Q_{2j-1}, C(\psi_j)) \) for all \( j \in \{2, \ldots, n-1\} \).

The above calculations show that with two types of fundamental branes, \( Q_{2n} \) and \( Q_{2n-1} \), every D-brane system can be generated in Landau-Ginzburg models of type \( D_{2n} \). One may wonder whether it is possible to find further tachyon condensations such that actually only one fundamental brane is needed, as for example in models of type A. But according to table 1 the associated Grothendieck group is \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \) in the present case. Thus one brane alone cannot account for all possible charges, which shows that the two branes identified above indeed represent a minimal configuration: \( MF(W_{D_{2n}}) = \text{tria}(Q_{2n-1}, Q_{2n}) \).

On the other hand, \( Q_{2n} \) and \( Q_{2n-1} \) are not the only pair of branes with this generation property. Computations completely analogous to the above show that \( MF(W_{D_{2n}}) \) is also generated by \( Q_{2n} \) and \( Q_{2j-1} \), or by \( Q_{2n-1} \) and \( Q_{2j-1} \) for all \( j \in \{2, \ldots, n-1\} \). What is not possible is to generate the D-brane category only from oddly-labelled branes \( Q_{2j-1} \), or only from an evenly-labelled brane \( Q_{2j} \) and one additional arbitrary brane. The reason for this is that the Grothendieck group \( K_0(MF(W_{D_{2n}})) \) is a non-trivial direct sum, but for all oddly-labelled branes one has \( Q_{2j-1} \cong C(\psi_j) \) with \( \psi_j \in H^0(Q_{2n-1}, Q_{2n}) \), and hence distinguished triangles

\[
Q_{2n-1} \longrightarrow Q_{2n} \longrightarrow Q_{2j-1} \longrightarrow Q_{2n-1}.
\]

Consequently all the branes \( Q_{2j-1} \) with \( j \in \{2, \ldots, n-1\} \) by definition represent the same element in the Grothendieck group, and thus cannot generate the whole category. Similarly, the evenly-labelled branes \( Q_{2j} \cong C(\varphi_j) \) represent the zero element as they are isomorphic to cones of endomorphisms \( \varphi_j \in H^0(Q_{2n}, Q_{2n}) \).

The preceding arguments exemplify the advantages of using the structure of matrix factorisations over analyses in conformal field theory in certain situations: while the computation of Grothendieck groups is rather straightforward
for Landau-Ginzburg models of type ADE, there is currently no general method available to compute torsion charges \([5, 6]\) in the associated \(N = 2\) minimal superconformal field theories. In particular, it is not known how to extract torsion charges by computing overlaps with the D-model boundary states of \([8]\) corresponding to the branes analysed here.

\(\ell\) odd. Let \(\ell = 2n + 1\) with \(n \geq 2\). Then the cones of the morphisms represented by

\[
\varphi_j = \begin{pmatrix} y^j & 0 \\ 0 & y^j \end{pmatrix} \oplus \begin{pmatrix} 0 & 0 \\ y^j & 0 \end{pmatrix}
\]

in \(H^0(Q_{2n+1}, Q_{2n+1})\) are isomorphic to the branes \(Q_{2j}\) for \(j \in \{1, \ldots, n - 1\}\). The corresponding isomorphisms in \(H^0(Q_{2j}, C(\varphi_j))\) are represented by

\[
\begin{pmatrix} -y^{n-j} & 0 & 0 & -i \\ 0 & i & y^{n-j} & 0 \\ i & 0 & 0 & 0 \\ 0 & 0 & -i & 0 \end{pmatrix} \oplus \begin{pmatrix} -y^{n-j} & 0 & 0 & i \\ 0 & -i & y^{n-j} & 0 \\ -i & 0 & 0 & 0 \\ 0 & 0 & i & 0 \end{pmatrix}.
\]

As in the previous case of even \(\ell\), the cones of morphisms between \(Q_{\ell-1}\) and \(Q_{\ell}\) can be shown to be isomorphic to the fundamental branes labelled by odd indices. But in contrast to the previous case, \(Q_{\ell-1}\) can now be understood as a non-trivial composite object: it is isomorphic to the cone of the morphism represented by

\[
\xi_n = \begin{pmatrix} -i & 0 & 0 & 0 \\ 0 & -y^n & 0 & 0 \\ 0 & i & 0 & 0 \\ y^n & 0 & 0 & 0 \end{pmatrix} \oplus \begin{pmatrix} i & 0 & 0 & 0 \\ 0 & -y^n & 0 & 0 \\ 0 & -i & 0 & 0 \\ y^n & 0 & 0 & 0 \end{pmatrix}
\]

in \(H^0(Q_{2n+1}, Q_2)\), where the isomorphism is represented by

\[
\begin{pmatrix} -y & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & -y & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ -i & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ i & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \oplus \begin{pmatrix} y & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & y & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ -y & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ i & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}
\]

in \(H^0(Q_{2n}, C(\xi_n))\). Now consider the morphisms represented by

\[
\psi_j = \begin{pmatrix} 0 & -y^j \\ y^{j-1} & 0 \end{pmatrix} \oplus \begin{pmatrix} 0 & y^j \\ -y^{j-1} & 0 \end{pmatrix}
\]
in $H^0(Q_{2n}, Q_{2n+1})$ for $j \in \{1, \ldots, n\}$. Firstly, $Q_1$ is isomorphic to the cone of $\psi_1$ with the isomorphism represented by

$$\begin{pmatrix}
0 & x & 0 & 0 \\
-1 & -iy^2 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} \oplus \begin{pmatrix}
0 & x & 0 & 0 \\
-1 & iy^2 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}$$

in $H^0(Q_1, C(\psi_1))$. Secondly, the matrices

$$\begin{pmatrix}
0 & 0 & -y^{n+1-j} & -i \\
y^{n-j} & -i & 0 & 0 \\
i & 0 & 0 & 0 \\
0 & 0 & -i & 0
\end{pmatrix} \oplus \begin{pmatrix}
0 & 0 & y^{n+1-j} & -i \\
y^{n-j} & -i & 0 & 0 \\
-i & 0 & 0 & 0 \\
0 & 0 & i & 0
\end{pmatrix}$$

represent isomorphisms in $H^0(Q_{2j-1}, C(\psi_j))$ for all $j \in \{2, \ldots, n\}$.

In summary, every D-brane in $\text{MF}(W_{D_{2n+1}})$ can be viewed as a (repeated) tachyon condensation of the single brane $Q_{2n+1}$: $\text{MF}(W_{D_{2n+1}}) = \text{tria}(Q_{2n+1})$. But the brane $Q_{2n+1}$ is not the only one with this property: by computations very similar to the above one can show that $Q_{2n}$ may also serve as a single generator of $\text{MF}(W_{D_{2n+1}})$. On the other hand, all remaining fundamental branes $Q_i$ fail to generate the whole D-brane category. For the evenly-labelled $Q_{2j}$, this is again due to the fact that they are isomorphic to cones of endomorphisms and thus represent the zero element in the Grothendieck group $K_0(\text{MF}(W_{D_{2n+1}})) = \mathbb{Z}_4$. It follows from the above results that $Q_{2n+1}$ and $Q_{2n}$ have “opposite” charges in this group, and because of their generation property they must therefore represent the elements 1 and 3 in $\mathbb{Z}_4$. Now since the oddly-labelled branes $Q_{2j-1}$ are isomorphic to cones of morphisms between $Q_{2n}$ and $Q_{2n+1}$, it is clear that $[Q_{2j-1}] = 2 \in \mathbb{Z}_4$. This proves that only $Q_{2n+1}$ and $Q_{2n}$ can triangle-generate $\text{MF}(W_{D_{2n+1}})$ by themselves.

2.3. ADE-type E

The same strategy of analysing double-cones will now be applied to the three individual models of ADE-types $E_6$, $E_7$ and $E_8$. The result is that the corresponding categories are each triangle-generated by a single indecomposable object, meaning that all D-branes in the Landau-Ginzburg model are tachyon condensates of the associated fundamental brane.

This generation property can be shown by explicitly describing how all $n$ indecomposable objects of $\text{MF}(W_{E_n})$ for $n \in \{6, 7, 8\}$ can be viewed as (repeated) cones pertaining to $Q_n$. The details of these computations are presented in the appendix, and the results can be summarised by

\[
E_6 : \quad Q_6, Q_6 \leadsto Q_1, \quad Q_1, Q_1 \leadsto Q_2, \quad Q_1, Q_6 \leadsto Q_4, \quad Q_1, Q_6 \leadsto Q_5,
\]
Table 3: Cones of $Q_i \rightarrow Q_j$ in $\text{MF}(W_{E_6})$.

| $i = 1$ | $j = 1$ | $j = 2$ | $j = 3$ | $j = 4$ | $j = 5$ | $j = 6$ |
|---------|---------|---------|---------|---------|---------|---------|
| $Q_2$   | $Q_6$   | $Q_5$   | $Q_4$   | $Q_3$   |         |         |
| $Q_1$   | $Q_6$   | $Q_5$   | $Q_4$   | $Q_3$   |         |         |
| $Q_5$   | $Q_4$, $Q_5$ | $Q_6$   | $Q_6$   | $Q_1$, $Q_2$ |         |         |
| $Q_6$   | $Q_3$, $Q_6$ | $Q_5$   | $Q_1$, $Q_2$ | $Q_1$, $Q_2$ | $Q_1$, $Q_2$ | $Q_1$, $Q_2$ |
| $Q_3$, $Q_6$ | $Q_3$   | $Q_4$   | $Q_1$, $Q_2$ | $Q_3$   | $Q_1$, $Q_2$ | $Q_1$, $Q_2$ |

where $Q_i, Q_j \rightsquigarrow Q_k$ should be read as “the indecomposable object $Q_k$ is isomorphic to the cone of a morphism in $H^0(Q_i, Q_j)$”. By choosing basis elements for the $n^2$ cohomologies between $Q_i$ and $Q_j$ for all $i, j \in \{1, \ldots, n\}$, one can of course also compute all of their respective cones to get a more complete picture of tachyon condensation in the $E_n$ models. A sketch of the results for $E_6$ is displayed in table 3.

Conclusions

The main idea of this note is that one can systematically and algorithmically analyse tachyon condensation in triangulated D-brane categories if one has a good handle on the explicit computation of morphism spaces. For the category of matrix factorisations a rather simple and general algorithm for these computations was described and tested for all Landau-Ginzburg models of type ADE.

An immediate next step would of course be to apply this method to more complicated models and study the relations between their various types of D-branes. For example, one may look more closely at the linear matrix factorisations of $[16]$. All known boundary states of the conformal field theories which correspond to the Landau-Ginzburg models where linear matrix factorisations arise can be mapped to such factorisations. But there are also linear matrix factorisations that have no
interpretation in terms of conformal field theory or geometry so far. It would be interesting to understand which of these “new” topological branes can be viewed as condensates of “old” ones.

Furthermore, the work of [29, 32, 36] suggests that knowledge of triangle-generation properties of MF(W) can also be helpful to understand matrix factorisations to have the full structure of open topological string theories, i.e. of cyclic, unital and minimal $A_\infty$-categories. This approach should be studied further.
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A. Explicit results for models of type E

ADE-type $E_6$

It is known [26, 45, 50] that the category MF($W_{E_6}$) with $W_{E_6} = x^3 + y^4 + z^2$ has a complete set of indecomposable objects $Q_i = (f_i, g_i)$ given by

\[
f_1 = \begin{pmatrix}
-z & 0 & x^2 & y^3 \\
0 & -z & y & -x \\
x & y^3 & z & 0 \\
y & -x^2 & 0 & z
\end{pmatrix}, \quad g_1 = \begin{pmatrix}
-z & 0 & x^2 & y^3 \\
0 & -z & y & -x \\
x & y^3 & z & 0 \\
y & -x^2 & 0 & z
\end{pmatrix},
\]

\[
f_2 = \begin{pmatrix}
-iz & -y^2 & xy & 0 & x^2 & 0 \\
-iz & -y^2 & 0 & 0 & 0 & x \\
0 & 0 & -iz & -x & 0 & y \\
x & 0 & 0 & y & -iz & 0 \\
x & 0 & 0 & y & -iz & 0 \\
x & 0 & 0 & y & -iz & 0
\end{pmatrix}, \quad g_2 = \begin{pmatrix}
-iz & -y^2 & xy & 0 & x^2 & 0 \\
-iz & -y^2 & 0 & 0 & 0 & x \\
0 & 0 & -iz & -x & 0 & y \\
0 & 0 & iz & -x & -y & 0 \\
x & 0 & 0 & y & -iz & 0 \\
x & 0 & 0 & y & -iz & 0
\end{pmatrix},
\]

\[
f_3 = \begin{pmatrix}
-y^2 & +iz & 0 & xy & x \\
-xy & y^2 & +iz & x^2 & 0 \\
0 & x & iz & y & y^3 \\
x^2 & -xy & iy^3 & iz & y^3 & iz
\end{pmatrix}, \quad g_3 = \begin{pmatrix}
-y^2 & -iz & 0 & xy & x \\
-xy & y^2 & +iz & x^2 & 0 \\
0 & x & -iz & y & x^2 \\
x^2 & -xy & iy^3 & iz & y^3 & iz
\end{pmatrix},
\]
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\[ f_4 = \begin{pmatrix} -y^2 - iz & 0 & xy & x \\ -xy & y^2 - iz & x^2 & 0 \\ 0 & x & -iz & y \\ x^2 & -xy & y^3 & -iz \end{pmatrix}, \quad g_4 = \begin{pmatrix} -y^2 + iz & 0 & xy & x \\ -xy & y^2 + iz & x^2 & 0 \\ 0 & x & iz & y \\ x^2 & -xy & y^3 & iz \end{pmatrix}, \]

\[ f_5 = \begin{pmatrix} -y^2 + iz & x \\ x^2 & y^2 + iz \end{pmatrix}, \quad g_5 = \begin{pmatrix} -y^2 - iz & x \\ x^2 & y^2 - iz \end{pmatrix}, \]

\[ f_6 = \begin{pmatrix} -y^2 - iz & x \\ x^2 & y^2 - iz \end{pmatrix}, \quad g_6 = \begin{pmatrix} -y^2 + iz & x \\ x^2 & y^2 + iz \end{pmatrix}. \]

MF(\(W_{E_6}\)) is generated by \(Q_6\). To see this, first note that \(\phi_1 = \text{diag}(y, y, y, y) = (y^0_0 \oplus y^0_0)\) represents an element in the 2-dimensional space \(H^0(Q_6, Q_6)\), and the element represented by

\[ \begin{pmatrix} 0 & -iy & 1 & 0 \\ i & 0 & 0 & y \\ 0 & -i & 0 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix} \]

in the 4-dimensional space \(H^0(Q_1, C(\phi_1))\) has a zero-isomorphic cone. Hence \(Q_1\) is generated by \(Q_6\). Next,

\[ \phi_2 = \begin{pmatrix} 0 & xy^2 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -y^2 \\ 0 & 0 & x & 0 \end{pmatrix} \oplus \begin{pmatrix} 0 & xy^2 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -y^2 \\ 0 & 0 & x & 0 \end{pmatrix} \]

represents an element in the 4-dimensional space \(H^0(Q_1, Q_1)\), and the element represented by

\[ \begin{pmatrix} 0 & iy & -ix & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & i & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & i & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \oplus \begin{pmatrix} 0 & iy & -ix & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & -i & 0 & 0 & 0 & 0 \\ i & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & i & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \]

in the 12-dimensional space \(H^0(Q_2, C(\phi_2))\) has a zero-isomorphic cone. Hence \(Q_2\) is generated by \(Q_1\). Next,

\[ \phi_3 = \begin{pmatrix} 0 & iy & -ix & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix} \oplus \begin{pmatrix} 0 & iy & -ix & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix} \]
represents an element in the 2-dimensional space $H^0(Q_1, Q_6)$, and the element represented by
\[
\begin{pmatrix}
  x & -y & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & i & 0 & 0 & 0 & 0 \\
  0 & -i & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  i & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

in the 6-dimensional space $H^0(Q_3, C(\varphi_3))$ has a zero-isomorphic cone. Hence $Q_3$ is generated by $Q_1$ and $Q_6$. Next,

\[
\varphi_4 = \begin{pmatrix}
  1 & 0 & 0 & iy \\
  0 & xy & -ix & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0
\end{pmatrix}
\oplus
\begin{pmatrix}
  i & 0 & 0 & y \\
  0 & ixy & -x & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0
\end{pmatrix}
\]

represents an element in the 2-dimensional space $H^0(Q_1, \bar{Q}_6)$, and the element represented by

\[
\begin{pmatrix}
  x & -y & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & -i & 0 & 0 & 0 & 0 \\
  0 & i & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  i & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\oplus
\begin{pmatrix}
  ix & -iy & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & i & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  i & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

in the 6-dimensional space $H^0(Q_4, C(\varphi_4))$ has a zero-isomorphic cone. Hence $Q_4$ is generated by $Q_1$ and $Q_6$. Finally,

\[
\varphi_5 = \begin{pmatrix}
  0 & -iy & 1 & 0 \\
  i & 0 & 0 & y \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0
\end{pmatrix}
\oplus
\begin{pmatrix}
  0 & y & -i & 0 \\
  -1 & 0 & 0 & -iy \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0
\end{pmatrix}
\]
represents another element in the 2-dimensional space $H^0(Q_1, Q_6)$, and the element represented by

$$
\begin{pmatrix}
0 & -y & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-i y & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -i & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\oplus
\begin{pmatrix}
0 & iy & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-y & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
$$

in the 2-dimensional space $H^0(Q_5, C(\varphi_5))$ has a zero-isomorphic cone. Hence $Q_5$ is generated by $Q_1$ and $Q_6$.

In summary, every D-brane in $\text{MF}(W_{E_6})$ can be viewed as a (repeated) tachyon condensation of the single brane $Q_6$: $\text{MF}(W_{E_6}) = \text{tria}(Q_6)$.

**ADE-type $E_7$**

The category $\text{MF}(W_{E_7})$ with $W_{E_7} = x^3 + xy^3 + z^2$ has a complete set of indecomposable objects $Q_i = (f_i, 0)$ given by

$$
f_1 = \begin{pmatrix}
z & 0 & -x^2 & y \\
0 & z & xy^2 & x \\
x-y & y & -z & 0 \\
xy^2 & x^2 & 0 & -z
\end{pmatrix},
$$

$$
f_2 = \begin{pmatrix}
-z & y^2 & xy & 0 & x^2 & 0 \\
x & x & z & 0 & 0 & 0 \\
-xy & -x^2 & z & 0 & y & 0 \\
x & 0 & 0 & y & z & 0 \\
0 & -x^2 & xy^2 & 0 & x^2y & -z
\end{pmatrix},
$$

$$
f_3 = \begin{pmatrix}
-z & 0 & xy & -y^2 & 0 & 0 & x^2 & 0 \\
0 & -z & 0 & y^2 & 0 & 0 & 0 & x \\
y^2 & y^2 & z & 0 & 0 & -x & 0 & 0 \\
0 & xy & 0 & z & -x^2 & 0 & 0 & 0 \\
0 & 0 & 0 & -x & -z & 0 & 0 & y \\
0 & -x^2 & 0 & 0 & 0 & -z & xy^2 & y^2 \\
x & 0 & 0 & 0 & -y^2 & y & z & 0 \\
0 & x^2 & 0 & 0 & xy^2 & 0 & 0 & z
\end{pmatrix},
$$

$$
f_4 = \begin{pmatrix}
-z & y^2 & 0 & x \\
x & y & z & -x^2 & 0 \\
0 & -x & -z & y \\
x & 0 & x & xy^2 & z
\end{pmatrix},
$$
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\[ f_5 = \begin{pmatrix} -z & 0 & xy & 0 & x \\ -xy & z & 0 & -y^2 & -x^2 & 0 \\ y^2 & 0 & z & -x & xy & 0 \\ 0 & -xy & -x^2 & -z & 0 & 0 \\ 0 & -x & 0 & 0 & -z & -y \\ x^2 & 0 & 0 & xy & -xy^2 & z \end{pmatrix}, \]

\[ f_6 = \begin{pmatrix} z & 0 & -xy & x \\ 0 & z & x^2 & y^2 \\ -y^2 & x & -z & 0 \\ x^2 & xy & 0 & -z \end{pmatrix}, \]

\[ f_7 = \begin{pmatrix} z & x \\ y^3 + x^2 & -z \end{pmatrix}. \]

MF(W_{E_7}) is generated by \( Q_7 \). To see this, first note that \( \varphi_1 = (\frac{y}{0}) \oplus (\frac{x}{0}) \) represents an element in the 3-dimensional space \( H^0(Q_7, Q_7) \), and the element represented by

\[ \begin{pmatrix} 0 & -1 & 0 & 0 \\ 0 & 0 & -y^2 & -1 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix} \oplus \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & y^2 & 1 \\ 0 & 0 & -1 & 0 \\ -1 & 0 & 0 & 0 \end{pmatrix} \]

in the 4-dimensional space \( H^0(Q_1, C(\varphi_1)) \) has a zero-isomorphic cone. Hence \( Q_1 \) is generated by \( Q_7 \). Next, \( \varphi_2 = (\frac{y^2}{0}) \oplus (\frac{0}{y^2}) \) represents another element in the 3-dimensional space \( H^0(Q_7, Q_7) \), and the element represented by

\[ \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & -y & 1 \\ 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix} \oplus \begin{pmatrix} -1 & 0 & 0 & 0 \\ 0 & 0 & y & -1 \\ 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix} \]

in the 8-dimensional space \( H^0(Q_6, C(\varphi_2)) \) has a zero-isomorphic cone. Hence \( Q_6 \) is generated by \( Q_7 \). Next,

\[ \varphi_3 = \begin{pmatrix} 0 & -x & 0 & 0 \\ 0 & y^2 & -yz & 0 \\ 0 & 0 & 0 & 1 \\ -yz & 0 & 0 & -y^2 \end{pmatrix} \oplus \begin{pmatrix} -y^2 & -x & 0 & 0 \\ 0 & 0 & yz & 0 \\ 0 & 0 & y^2 & 1 \\ yz & 0 & 0 & 0 \end{pmatrix} \]
represents an element in the 4-dimensional space $H^0(Q_1, Q_1)$, and the element represented by
\[
\begin{pmatrix}
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & y & x & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & y & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-y & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{pmatrix}
\oplus
\begin{pmatrix}
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & y & x & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{pmatrix}
\]
in the 12-dimensional space $H^0(Q_2, C(\varphi_3))$ has a zero-isomorphic cone. Hence $Q_2$ is generated by $Q_1$. Next,

\[\varphi_4 = \begin{pmatrix} 0 & 0 & 0 & y \\ 0 & 0 & -xy & 0 \\ 0 & y & 0 & 0 \\ -xy & 0 & 0 & 0 \end{pmatrix} \oplus \begin{pmatrix} 0 & 0 & 0 & -y \\ 0 & 0 & xy & 0 \\ 0 & -y & 0 & 0 \\ xy & 0 & 0 & 0 \end{pmatrix}\]
represents an element in the 8-dimensional space $H^0(Q_6, Q_6)$, and the element represented by
\[
\begin{pmatrix}
-1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & x & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{pmatrix}
\oplus
\begin{pmatrix}
-1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0
\end{pmatrix}
\]
in the 24-dimensional space $H^0(Q_3, C(\varphi_3))$ has a zero-isomorphic cone. Hence $Q_3$ is generated by $Q_6$. Next,

\[\varphi_5 = \begin{pmatrix} 0 & 0 & 0 & 1 \\ -y^2 & -x & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \oplus \begin{pmatrix} 0 & 0 & 0 & -1 \\ y^2 & x & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}\]
represents an element in the 2-dimensional space $H^0(Q_1, Q_7)$, and the element represented by
\[
\begin{pmatrix}
0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 \\
-x & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\oplus
\begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

in the 7-dimensional space $H^0(Q_4, C(\varphi_5))$ has a zero-isomorphic cone. Hence $Q_4$ is generated by $Q_1$ and $Q_7$. Finally,
\[
\varphi_6 = \begin{pmatrix} x & 0 & y^2 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & -y^2 \end{pmatrix}
\oplus
\begin{pmatrix} -x & 0 & -y^2 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & y^2 \end{pmatrix}
\]

represents an element in the 4-dimensional space $H^0(Q_4, Q_1)$, and the element represented by
\[
\begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
y & 0 & 0 & 0 & x & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -y & 0 & 0 & -1 & 0 & 0
\end{pmatrix}
\oplus
\begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
y & 0 & 0 & 0 & x & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & y & 0 & 0 & 1 & 0 & 0
\end{pmatrix}
\]

in the 14-dimensional space $H^0(Q_5, C(\varphi_6))$ has a zero-isomorphic cone. Hence $Q_5$ is generated by $Q_1$ and $Q_4$.

In summary, every D-brane in $\text{MF}(W_{E_7})$ can be viewed as a (repeated) tachyon condensation of the single brane $Q_7$: $\text{MF}(W_{E_7}) = \text{tria}(Q_7)$.

**ADE-type E_8**

The category $\text{MF}(W_{E_8})$ with $W_{E_8} = x^3 + y^5 + z^2$ has a complete set of indecomposable objects $Q_i = \begin{pmatrix} 0 & f_i \\ f_i & 0 \end{pmatrix}$ given by
\[
f_1 = \begin{pmatrix}
z & 0 & x & y \\
0 & z & y^4 & -x^2 \\
x^2 & y & -z & 0 \\
y^4 & -x & 0 & -z
\end{pmatrix}
\]
$f_2 = \begin{pmatrix}
  z & -y^2 & xy & 0 & -x^2 & 0 \\
  -y^3 & -z & 0 & 0 & 0 & x \\
  0 & 0 & -z & x & 0 & y \\
  0 & -xy & x^2 & z & y^4 & 0 \\
  -x & 0 & 0 & y & -z & 0 \\
  0 & x^2 & y^4 & 0 & -xy^3 & z
\end{pmatrix},$

$f_3 = \begin{pmatrix}
  -z & 0 & -xy & y^2 & 0 & 0 & x^2 & 0 \\
  0 & -z & y^3 & 0 & 0 & 0 & 0 & x \\
  0 & y^2 & z & 0 & 0 & -x & 0 & 0 \\
  y^3 & xy & 0 & z & -x^2 & 0 & 0 & 0 \\
  0 & 0 & 0 & -x & -z & 0 & y^3 & y \\
  0 & 0 & -x^2 & 0 & 0 & -z & 0 & y^2 \\
  x & 0 & 0 & 0 & y^2 & -y & z & 0 \\
  0 & x^2 & 0 & 0 & 0 & y^3 & 0 & z
\end{pmatrix},$

$f_4 = \begin{pmatrix}
  z & 0 & xy & 0 & 0 & -y^2 & y^3 & 0 & -x^2 & 0 \\
  0 & -z & 0 & 0 & 0 & 0 & -y^2 & 0 & x \\
  0 & 0 & -z & y^2 & 0 & 0 & 0 & x & 0 \\
  0 & xy & y^3 & z & 0 & 0 & -x^2 & 0 & 0 \\
  0 & y^2 & 0 & 0 & z & -x & 0 & 0 & y^3 \\
  -y^3 & 0 & 0 & 0 & -x^2 & -z & 0 & 0 & 0 & y^2 \\
  0 & 0 & 0 & -x & 0 & 0 & -z & 0 & 0 & y \\
  0 & -y^3 & x^2 & 0 & 0 & 0 & xy^2 & z & 0 \\
  -x & 0 & 0 & 0 & y^2 & 0 & 0 & y & -z & 0 \\
  0 & x^2 & xy^2 & 0 & 0 & 0 & y^3 & 0 & 0 & z
\end{pmatrix},$

$f_5 = \begin{pmatrix}
  -z & 0 & 0 & 0 & 0 & 0 & 0 & 0 & y^2 & 0 & 0 & 0 & x \\
  0 & -z & -xy & 0 & 0 & 0 & 0 & y^3 & -y^2 & 0 & 0 & x^2 & 0 \\
  0 & 0 & z & 0 & 0 & -y^2 & 0 & 0 & y^3 & -x & 0 & 0 \\
  xy & 0 & 0 & z & -y^3 & 0 & 0 & 0 & -x^2 & 0 & 0 & 0 \\
  0 & 0 & 0 & -y^2 & -z & 0 & 0 & x & 0 & 0 & 0 & 0 \\
  0 & 0 & -y^3 & 0 & 0 & 0 & -z & -x^2 & 0 & 0 & 0 & xy^2 & y^2 \\
  y^2 & y^2 & 0 & 0 & 0 & -x & z & 0 & 0 & 0 & 0 & 0 & 0 \\
  y^3 & 0 & 0 & 0 & x^2 & 0 & 0 & z & -xy^2 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & -x & 0 & 0 & 0 & 0 & -z & 0 & 0 & y & 0 \\
  0 & 0 & -x^2 & -y^3 & 0 & 0 & xy^2 & 0 & 0 & -z & -y^4 & 0 & 0 \\
  x & 0 & 0 & y^2 & 0 & 0 & 0 & 0 & -y & z & 0 & 0 & 0 & 0 \\
  x^2 & 0 & 0 & 0 & -xy^2 & 0 & 0 & 0 & y^4 & 0 & 0 & z & 0 & 0
\end{pmatrix},$

$f_6 = \begin{pmatrix}
  -z & 0 & 0 & y^2 & 0 & x \\
  xy & z & -y^3 & 0 & -x^2 & 0 \\
  0 & -y^2 & -z & x & 0 & 0 \\
  y^3 & 0 & x^2 & z & -xy^2 & 0 \\
  0 & -x & 0 & 0 & -z & y \\
  x^2 & 0 & -xy^2 & 0 & y^4 & z
\end{pmatrix},$
\[
\begin{bmatrix}
  z & 0 & 0 & 0 & -y^3 & 0 & 0 & -x \\
  xy & -z & 0 & 0 & 0 & y^2 & x^2 & 0 \\
 0 & 0 & -z & y^2 & 0 & x & -y^3 & 0 \\
 0 & 0 & 0 & z & -x^2 & 0 & 0 & y^2 \\
 -y^2 & 0 & 0 & -x & -z & 0 & 0 & 0 \\
 0 & y^3 & x^2 & 0 & xy^2 & z & 0 & 0 \\
 0 & x & -y^2 & 0 & 0 & 0 & z & y \\
 -x^2 & 0 & 0 & y^3 & 0 & 0 & 0 & -z
\end{bmatrix},
\]

\[
f_7 = \begin{bmatrix}
  0 & 0 & 0 & 0 & -y^3 & 0 & 0 & -x \\
  xy & -z & 0 & 0 & 0 & y^2 & x^2 & 0 \\
 0 & 0 & -z & y^2 & 0 & x & -y^3 & 0 \\
 0 & 0 & 0 & z & -x^2 & 0 & 0 & y^2 \\
 -y^2 & 0 & 0 & -x & -z & 0 & 0 & 0 \\
 0 & y^3 & x^2 & 0 & xy^2 & z & 0 & 0 \\
 0 & x & -y^2 & 0 & 0 & 0 & z & y \\
 -x^2 & 0 & 0 & y^3 & 0 & 0 & 0 & -z
\end{bmatrix},
\]

\[
f_8 = \begin{bmatrix}
  z & 0 & x & y^2 \\
 0 & z & y^3 & -x^2 \\
 x^2 & y^2 & -z & 0 \\
y^3 & -x & 0 & -z
\end{bmatrix}.
\]

MF(W_{E_8}) is generated by Q_8. To see this, first note that

\[
\varphi_1 = \begin{bmatrix}
  0 & 0 & 0 & 1 \\
  0 & 0 & -y & 0 \\
  0 & 1 & 0 & 0 \\
 -y & 0 & 0 & 0
\end{bmatrix} \oplus \begin{bmatrix}
  0 & 0 & 0 & -1 \\
  0 & 0 & y & 0 \\
  0 & -1 & 0 & 0 \\
 y & 0 & 0 & 0
\end{bmatrix}
\]

represents an element in the 8-dimensional space \(H^0(Q_8, Q_8)\), and the element represented by

\[
\begin{bmatrix}
  0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
  0 & 0 & y^2 & 0 & 0 & 0 & 0 & 0 \\
  0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
 y^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix} \oplus \begin{bmatrix}
  0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
  0 & 0 & y^2 & 0 & 0 & 0 & 0 & 0 \\
  0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
 y^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

in the 4-dimensional space \(H^0(Q_1, C(\varphi_1))\) has a zero-isomorphic cone. Hence \(Q_1\) is generated by \(Q_8\). Next,

\[
\varphi_2 = \begin{bmatrix}
  0 & 0 & y & 0 \\
  0 & 0 & 0 & xy \\
 -xy & 0 & 0 & 0 \\
 0 & -y & 0 & 0
\end{bmatrix} \oplus \begin{bmatrix}
  0 & 0 & -y & 0 \\
  0 & 0 & 0 & -xy \\
 xy & 0 & 0 & 0 \\
 0 & y & 0 & 0
\end{bmatrix}
\]
represents another element in the 8-dimensional space $H^0(Q_8, Q_8)$, and the element represented by
\[
\begin{pmatrix}
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
\end{pmatrix}
\]
\[\oplus\]
\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]
in the 24-dimensional space $H^0(Q_3, C(\varphi_2))$ has a zero-isomorphic cone. Hence $Q_3$ is generated by $Q_8$. Next,
\[
\varphi_3 = \begin{pmatrix}
0 & -1 & 0 & 0 \\
xy & 0 & 0 & 0 \\
0 & 0 & x & 0 \\
0 & 0 & -y & 0 \\
\end{pmatrix}
\oplus
\begin{pmatrix}
0 & -1 & 0 & 0 \\
xy & 0 & 0 & 0 \\
0 & 0 & x & 0 \\
0 & 0 & -y & 0 \\
\end{pmatrix}
\]
represents another element in the 8-dimensional space $H^0(Q_8, Q_8)$, and the element represented by
\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -x & 0 & y^2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
\end{pmatrix}
\oplus
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -x & 0 & y^2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
\end{pmatrix}
\]
in the 16-dimensional space $H^0(Q_6, C(\varphi_3))$ has a zero-isomorphic cone. Hence $Q_6$ is generated by $Q_8$. Next,
\[
\varphi_4 = \begin{pmatrix}
0 & -y & 0 & 0 \\
xy^2 & 0 & 0 & 0 \\
0 & 0 & 0 & xy \\
0 & 0 & -y^2 & 0 \\
\end{pmatrix}
\oplus
\begin{pmatrix}
0 & -y & 0 & 0 \\
xy^2 & 0 & 0 & 0 \\
0 & 0 & 0 & xy \\
0 & 0 & -y^2 & 0 \\
\end{pmatrix}
\]

28
represents another element in the 8-dimensional space $H^0(Q_8, Q_8)$, and the element represented by
\[
\begin{pmatrix}
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]
\[
\begin{pmatrix}
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

in the 28-dimensional space $H^0(Q_7, C(\varphi_4))$ has a zero-isomorphic cone. Hence $Q_7$ is generated by $Q_8$. Next,
\[
\varphi_5 = \begin{pmatrix}
0 & -1 & 0 & 0 \\
xy^3 & 0 & 0 & 0 \\
x & 0 & 0 & -y^3 \\
0 & -y^3 & 0 & 0
\end{pmatrix}
\oplus
\begin{pmatrix}
0 & -1 & 0 & 0 \\
xy^3 & 0 & 0 & 0 \\
x & 0 & 0 & -y^3 \\
0 & -y^3 & 0 & 0
\end{pmatrix}
\]
represents an element in the 4-dimensional space $H^0(Q_1, Q_1)$, and the element represented by
\[
\begin{pmatrix}
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & -y & x & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\oplus
\begin{pmatrix}
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & -y & x & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]
in the 12-dimensional space $H^0(Q_2, C(\varphi_5))$ has a zero-isomorphic cone. Hence $Q_2$ is generated by $Q_1$. Next,
\[
\varphi_6 = \begin{pmatrix}
0 & 0 & 0 & x & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -y^2 & 0 & 0 & 0 & 0 \\
-xy^3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & y^3 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & y^2 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\oplus
\begin{pmatrix}
0 & 0 & 0 & x & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -y^2 & 0 & 0 & 0 & 0 \\
-xy^3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & y^3 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & y^2 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]
represents an element in the 8-dimensional space \( H^0(Q_1, Q_3) \), and the element represented by

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & x & 0 & 0 & y & 0 & y^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & y & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}^{\oplus 2}
\]

in the 40-dimensional space \( H^0(Q_4, C(\varphi_6)) \) has a zero-isomorphic cone. Hence \( Q_4 \) is generated by \( Q_1 \) and \( Q_3 \). Finally,

\[
\varphi_7 = \begin{pmatrix}
0 & 0 & xy & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -x \\
0 & 0 & 0 & xy & 0 \\
0 & -xy & 0 & 0 & 0 & 0 \\
x & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & xy & 0 & 0
\end{pmatrix} \oplus \begin{pmatrix}
0 & 0 & xy & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -x \\
0 & 0 & 0 & xy & 0 \\
0 & -xy & 0 & 0 & 0 & 0 \\
x & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & xy & 0 & 0
\end{pmatrix}
\]

represents an element in the 16-dimensional space \( H^0(Q_6, Q_6) \), and the element represented by \((\Phi_0^0 \cdot \Phi)\), where

\[
\Phi = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0
\end{pmatrix}
\]
in the 60-dimensional space $H^0(Q_5, C(\varphi_7))$ has a zero-isomorphic cone. Hence $Q_5$ is generated by $Q_6$.

In summary, every D-brane in $\text{MF}(W_{E_8})$ can be viewed as a (repeated) tachyon condensation of the single brane $Q_8$: $\text{MF}(W_{E_8}) = \text{tria}(Q_8)$.
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