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Abstract

New light is shed onto optimization problems resulting from prediction error parameter estimation of linear and nonlinear systems. It is shown that the “smoothness” of the objective function depends both on the simulation length and on the decay rate of the prediction model. More precisely, for regions of the parameter space where the model is not contractive, the Lipschitz constant and β-smoothness of the objective function might blow up exponentially with the simulation length, making it hard to numerically find minima within those regions or, even, to escape from them. In addition to providing theoretical understanding of this problem, this paper also proposes the use of multiple shooting as a viable solution. The proposed method minimizes the error between a prediction model and observed values. Rather than running the prediction model over the entire dataset, as in the original prediction error formulation, multiple shooting splits the data into smaller subsets and runs the prediction model over each subdivision, making the simulation length a design parameter and making it possible to solve problems that would be infeasible using a standard approach. The equivalence with the original problem is obtained by including constraints in the optimization. The method is illustrated for the parameter estimation of nonlinear systems with chaotic or unstable behavior, as well as on neural network parameter estimation.
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1 Introduction

Prediction error methods [1] are a widespread class of methods for parameter estimation of dynamic models. They are used for modeling a wide variety of systems such as unmanned helicopters [2], the downhole pressure of oil wells [3], geosynchronous orbits [4], daily groundwater levels [5], the voltage of fuel cells [6] and magnetic disturbances near earth [7]. While the classical literature focuses primarily on the estimation of linear systems [1], the framework is general and it enjoys appealing asymptotic properties for the general nonlinear setup [8].

The principle behind prediction error methods is to estimate the parameters of dynamic models by minimizing the error between predicted and measured trajectories. Many well known estimation methods fit into this framework, such as the minimization of the one-step-ahead prediction error and of the free-run-simulation error.
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While minimizing the one-step-ahead prediction usually yields an easier optimization problem, models minimizing the free-run simulation error or other recurrent structures may produce more accurate models. These recurrent models often have smaller generalization error [9], [10] and better capability of long-term prediction [11], [12]. Minimizing recurrent structures is used, for instance, to improve the model structure selection of polynomial models [13] [14], fine-tune parameters of nonlinear state-space [15] and block-oriented models [16] and to provide, in several situations, more accurate neural network [17], [18], polynomial and rational models [17].

It is common knowledge among practitioners that the optimization problem resulting from a recurrent model structure is harder to solve [13]. For linearly parametrized models and convex loss functions, minimization of one-step-ahead prediction error leads to a convex optimization problem; for recurrent model structures, the ensuing optimization is in general, non-convex, complicating the search for global optima. Even during local optimization, recurrent model structures can lead to cost functions with poor smoothness properties, including many ‘jagged’ local minima, cf. Figure 2 for an illustration. Understanding of the relationship between model structure and smoothness properties of the cost function is, however, imprecise and provides little insight into ways to circumvent the problem. Furthermore, the few studies that investigate the objective function properties in this context are focused on linear systems [19].

The purpose of this paper is twofold. First, we aim to provide insight into the properties of the objective function arising in prediction error estimation problems in a general nonlinear setup. Specifically, we show how the smoothness of the objective function depends on two factors: the simulation length and the decay rate of the recurrent part of the prediction model. Second, we leverage these theoretical insights for the design of methods that make the optimization problem easier to solve.

To realize the second objective we apply, in the context of prediction error methods, the multiple shooting technique. The multiple shooting formulation has reportedly provided improvements in the parameter estimation of ordinary differential equations [20], [21], [22], [23], [24], [25], in the solution of optimal control [26], [27], [28] and two-point boundary value problems [29]. In a system identification setting, multiple shooting has been used for estimating polynomial nonlinear state-space models [30] and output error models [31] in settings where conventional methods fail to provide good solutions. And, here, we extend the class of system identification problems for which multiple shooting can be applied to the entire class of prediction error methods. In addition, theoretical arguments are put forward to help understand why and when the proposed method is useful.

The outline of the paper is the following: Section 2 gives a unified view of prediction error methods in a fully nonlinear setting. Section 3 provides results about the objective function’s Lipschitzness and β-smoothness for problems with a recurrent prediction model. Section 4 presents a multiple shooting formulation for prediction error methods and analyzes its objective function properties. Section 5 describes a multiple shooting implementation and gives numerical examples. Final comments and future work are provided in Section 6.

2 Prediction error methods

While prediction error methods are widely known they are usually introduced from a linear perspective [1]. In this section, we present them in a fully nonlinear framework. The results presented in the remainder of the paper hold in this general nonlinear framework.

2.1 Notation and Setup

Consider the dataset \( \mathbf{Z}^N = \{ (\mathbf{u}[k], \mathbf{y}[k]), k = 1, 2, \ldots, N \} \) containing measured inputs and outputs of a dynamical system. Here \( \mathbf{u}[k] \in \mathbb{R}^{n_u} \) and \( \mathbf{y}[k] \in \mathbb{R}^{n_y} \) are vectors of inputs and outputs at an instant \( k \). We consider \( \mathbf{y}[k] \) and \( \mathbf{u}[k] \) to be one realization of the vector random variables \( \mathbf{Y}[k] \) and \( \mathbf{U}[k] \). We assume that the underlying dynamics can be approximated by a finite-order system and that \( \mathbf{Y}[k] \) depends only on a finite number of past inputs and auto-regressive terms:

\[
\mathbf{U}[k] = [\mathbf{U}[k], \ldots, \mathbf{U}[k-n_u]], \\
\mathbf{Y}[k-1] = [\mathbf{Y}[k-1], \ldots, \mathbf{Y}[k-n_y]],
\]

where \( n_y, n_u \) are the maximum input and output lags. The measured values of those random vectors are denoted by \( \mathbf{u}[k] \) and \( \mathbf{y}[k-1] \), respectively.

2.2 Framework

Prediction error methods assume a parameterized model for the dynamic system, with the model behavior depending on a parameter vector \( \mathbf{\theta} \). In practice, the parameter vector is estimated by minimizing the distance between the model predicted output \( \hat{\mathbf{y}}[k] \) and the measured value \( \mathbf{y}[k] \):

\[
V = \frac{1}{N} \sum_{k=1}^{N} \| \mathbf{y}[k] - \hat{\mathbf{y}}[k] \|^2.
\]
Here, we use a state-space representation. Hence, the predicted output $\hat{y}$ is defined by the equations:

$$x[k] = h(x[k-1], z[k]; \theta), \text{ for } x[0] = x_0.$$  \hfill (2)

$$\hat{y}[k] = g(x[k], z[k]; \theta),$$

where $x[k]$ denotes the state vector at instant $k$ and $z[k] = (u[k], y[k-1])$. Notice that $z[k]$ contains both measured input and output values. This is the most general setup, and allows us to include nonlinear ARX and ARMAX models in the presented framework (see Section 2.4). It is, also, the representation of choice for some grey-box models [32]. Notice that the prediction $\hat{y}[k]$ depends upon $\theta$ and $x_0$ although such a dependence is not made explicit in the notation. Representation (2) will be called the prediction model.

2.3 Estimator properties

In this section, we explain some basic properties of prediction error methods. In order to do so, we define the optimal prediction of $y[k]$ as the following conditional expectation:

$$\hat{y}_*[k] = E\left\{Y[k] \mid U[k] = u[k], Y[k-1] = \bar{y}[k-1]\right\},$$  \hfill (3)

which is, in the least square sense, the best prediction for the output given its previous values.\(^1\)

Ideally the model predicted output $\hat{y}[k]$ should be as close as possible to the optimal one $\hat{y}_*[k]$. This could be accomplished by minimizing the ideal cost function:

$$V_*(\theta) = \frac{1}{N} \sum_{k=1}^{N} ||\hat{y}_*[k] - \hat{y}[k]||^2,$$  \hfill (4)

which, however, is not available for optimization. Nevertheless, under some regularity conditions, it has been proved that [8]:

$$\arg\min V \to \arg\min V_* \text{ with probability 1 as } N \to \infty.$$  \hfill (5)

that is, the minimizers of the cost function (1) asymptotically converge to the minimizers of (4). Also, this convergence is uniform.

When $V_*$ has a single point as its minimizer, this result implies, under additional regularity conditions on the input, that prediction error methods yield consistent estimators.\(^2\) [8]. Additionally, in [33] it is shown that for a single point global solution the estimator has a normal asymptotic distribution.

2.4 Examples

Commonly used prediction error methods fit into the previous framework, as shown below for (a) nonlinear ARX models, which are models obtained by minimizing the one-step-ahead prediction of a difference equation; (b) nonlinear ARMAX\(^3\) models, which add noise terms to the estimation; and, (c) output error models, which minimize the free-run simulation error of a difference equation. These three methods arise from the following different hypotheses about how the noise affects the data-generating process, respectively:

a) $Y[k] = f^*(Y[k-1], \bar{y}[k]; \theta^*) + V[k]$

b) $Y[k] = f^*(Y[k-1], \bar{y}[k], V[k-1], \ldots, V[k] = \bar{y}[k-1]; \theta^*) + V[k]$

c) $\{Y[k] = f^*(Y[k-1], \ldots, Y[k-n_y], \bar{y}[k]; \theta^*)$

In (a), the output $Y$ is disturbed by the presence of a white random process $V$. In (b), we have a more general noise structure, for which past values of $V$ can interfere in the current output. In both cases, this error, called equation error, changes the system trajectory. In (c), the error only affects the measured values and not the system trajectory and is called output error.

The optimal predictors, defined as in (3), follow from the data-generating processes and have the following closed-form expressions:

a) $\hat{y}_*[k] = \hat{f}^*(y[k-1], u[k]; \theta^*).$

b) $\{\hat{y}[k] = f^*(y[k-1], u[k], v[k-1], \ldots, v[k-n_v]; \theta^*)$

and, we choose the prediction models to be, respectively:

a) $\hat{y}[k] = f(y[k-1], u[k]; \theta).$

b) $\{\hat{y}[k] = f(y[k-1], u[k], v[k-1], \ldots, v[k-n_v]; \theta)$

c) $\hat{y}[k] = f(y[k-1], \ldots, y[k-n_y], u[k]; \theta)$

The reason for choosing these prediction models is that, under the right model structure (i.e. $f = f^*$) the true parameter $\theta^*$ will be one of the minimizers of $V_*$. Hence, by (5), the parameters estimated using the prediction\(^3\) estimator is consistent if the estimated parameters converge toward the true parameters as $N \to \infty$.\(^2\)

\(^1\) This prediction provides the smallest squared conditional expected error between the predicted and observed values:

$$\hat{y}_*[k] = \arg\min_{\hat{y}} \min_{E\{ Y[k] - \hat{Y} \}^2 \mid U[k], Y[k-1]}.$$

\(^2\) An estimator is consistent if the estimated parameters converge to the true parameters as $N \to \infty$.

\(^3\) Autoregressive moving average with exogenous input (ARMAX) model.
error method framework will be, for a sufficiently large $N$ and ideal optimization process, arbitrarily close to $\theta^*$ or to a solution with equivalent performance. Choosing the right model structure might be impossible in a practical application, nevertheless there exist families of universal approximators (e.g. neural networks and polynomials) for which the distance $|f - f^*|$ might be made arbitrarily small within a compact set. So, this condition is not so restrictive as it might sound at first. We should also highlight that there has been a slight abuse of notation when defining the prediction model, while for the optimal predictor case $v[k]$ and $\bar{y}[k]$ can be interpreted as realizations of the corresponding random variables, for the prediction model with $\theta \neq \theta^*$ there are no such guarantees, and these variables should be interpreted only as auxiliary variables.

It is interesting to see how, depending on how the noise affects the system, estimating a difference equation might, for property (5) to hold, require different prediction models. Nevertheless, these three prediction models can all be written as in equation (2). For (a), the model has an empty state vector; for (b), the state vector contains previous estimates of the noise $x[k] = [v^T[k - 1], \ldots, v^T[k - n_v]]^T$; and, for (c), the output model contains estimates of the noise-free output $x[k] = [\bar{y}[k]^T, \ldots, \bar{y}[k - n_y]^T]^T$.

2.5 Initial conditions

In order for (5) to hold, the model needs to be simulated starting with appropriate initial conditions $x_0$. Since the true initial condition $x_0^*$ is unknown, there are two possible approaches when estimating the parameters.

The first approach is to fix $x_0$, for some $x_0 \approx x_0^*$, and minimize the cost function (1). This approach is based on the idea that, for an asymptotically stable system, the influence of the initial conditions on the output decreases with time and, hence, even if $x_0 \neq x_0^*$ we can still obtain a good estimate of the parameters. In this case the first samples may be discarded, to make sure the transient errors are not too large. For situation (b), the first samples may be discarded, to make sure the transient errors are not too large. For situation (c), for (c), the first samples may be discarded, to make sure the transient errors are not too large.

The second approach consists of including $x_0$ in the optimization problem, so it converges to $x_0^*$ and improves the quality of the parameter estimates. The optimization problem to be solved in this case is to minimize $V$ with both $\theta$ and $x_0$ as optimization variables:

$$\min_{\theta, x_0} V.$$ (6)

3 Smoothness of prediction error methods

The theorem below relates the Lipschitz constant of $V$, and its gradient (i.e. $\beta$-smoothness), to the simulation length $N$. The Lipschitz constant of the cost function and the $\beta$-smoothness both play a crucial role in optimization [34]. Lower values imply that local (Taylor) expansions of the cost function are more predictive of the cost function, and that optimization algorithms can still converge while taking larger steps. It also gives an upper bound on how distinct in performance two close local minima may be.

**Theorem 1** Let $h(x, z; \theta)$ and $g(x, z; \theta)$ in (2) be Lipschitz in $(x, \theta)$ with constants $L_h$ and $L_g$ on a compact and convex set $\Omega = (\Omega_x, \Omega_z, \Omega_{\theta})$. With $\{\mathbf{z}[k]\}_{k=1}^N \subseteq \Omega_z$ and $(\Omega_x, \Omega_{\theta}) \subseteq \mathbb{R}^{n_x} \times \mathbb{R}^{n_{\theta}}$. If there exist at least one choice of $(x_0, \theta)$ for which there is an invariant set contained in $\Omega$, then, for trajectories and parameters confined within $\Omega$:

(1) The cost function $V$ defined in (1) is Lipschitz with constant: 4

$$L_V = \begin{cases} O(L_h^{2N}) & \text{if } L_h > 1, \\ O(N) & \text{if } L_h = 1, \\ O(1) & \text{if } L_h < 1. \end{cases}$$ (7)

(2) If the Jacobian matrices of $h$ and $g$ are also Lipschitz with respect to $(x, \theta)$ on $\Omega$, then the gradient of the cost function $\nabla V$ is also Lipschitz with constant:

$$L'_{V} = \begin{cases} O(L_h^{3N}) & \text{if } L_h > 1, \\ O(N^3) & \text{if } L_h = 1, \\ O(1) & \text{if } L_h < 1. \end{cases}$$ (8)

**PROOF.** See Appendix B.

For contractive models 5, under certain regular conditions, we have $L_h < 1$ and, accordingly to the above theorem, both the Lipschitz constant and the $\beta$-smoothness of the cost function can be bounded by a constant that, asymptotically, does not depend on the simulation length. All contractive systems have a unique fixed point inside the contractive region, and all trajectories converge to such a fixed point [35, Theorem 9.23]. Systems with richer nonlinear dynamic behaviours, such

---

4 Where $O$ denotes the big O notation. It should be read as: $L(N) = O(g(N))$ if and only if there exists positive integers $M$ and $N_0$ such that $|L(N)| \leq Mg(N)$ for all $N \geq N_0$.

5 We say a dynamical system $x[k+1] = h(x[k])$ is contractive if, for all $x$ and $w$, it satisfies $\|h(x) - h(w)\| < L\|x - w\|$, for $L < 1$. 

---
as limit cycles and chaotic attractors, and also unstable systems, are non-contractive and will always have $L_h \geq 1$. The Lipschitz constants and $\beta$-smoothness for these systems may, according to Theorem 1, blow up exponentially (or polynomially for some limit cases) with the maximum simulation length.

In a less formal way, for models that have infinitely long dependencies (i.e. are non-contractive) the distance between predicted and measured values might become progressively larger along the simulation length because errors will accumulate. This might yield very intricate objective functions in some parts of the parameter space making the optimization problem either very dependent on the initial point or very hard to optimize using nonlinear programming methods.

4 Multiple shooting

In this section, we propose, in the context of prediction error methods, the application of a technique called multiple shooting for which the maximum simulation length is a design parameter. This enables solving problems that would be impossible or very hard to solve in the setting of Section 2, which will be called single shooting.

4.1 Method formulation

For the multiple shooting formulation, rather than simulating the prediction model (2) through the entire dataset from a single initial condition vector $x_0$, the data is split into $M$ intervals $\{[m_i + 1, m_{i+1}] | i = 1, \ldots, M\}$, $0 = m_1 < m_2 < \cdots < m_M < m_{M+1} = N$, each one with its own set of initial conditions $x_0^i \in \mathbb{R}^{N_x}$. The $i$-th vector of initial conditions $x_0^i$ is used in the computation of the prediction $\hat{y}^i[k]$ in the interval $m_i + 1 \leq k \leq m_{i+1}$:

$$
\begin{align*}
\hat{x}^i[k] &= h(\hat{x}^i[k-1], z[k]; \theta), \quad \text{for } \hat{x}^i[m_i] = x_0^i, \\
\hat{y}^i[k] &= g(\hat{x}^i[k], z[k]; \theta).
\end{align*}
$$

Since the length of the simulation is limited to the smaller interval $[m_i + 1, m_{i+1}]$, the trajectory is less likely to strongly diverge and this typically helps the optimization procedure by making the objective function smoother.

Let, $\Delta m_i = m_{i+1} - m_i$, we define:

$$
V_i = \frac{1}{\Delta m_i} \sum_{k=m_i+1}^{m_{i+1}} |y[k] - \hat{y}^i[k]|^2, \quad i = 1, \ldots, M \quad (10)
$$

to be the cost function associated with the $i$-th interval. Where the prediction $\hat{y}^i[k]$ depends upon $\theta$ and $x_0^i$, according to (2). The multiple shooting formulation has as objective function:

$$
V^M = \sum_{i=1}^{M} \frac{\Delta m_i}{N} V_i. \quad (11)
$$

This objective function includes states $x_0^1, \ldots, x_0^M$ as free variables in the optimization. Hence, rather than re-inforcing the cohesion of the states $x[k]$ by defining them through a recurrence relation that casts a dependency of $x[k]$ all the way back to the initial condition $x_0$, as in the single shooting formulation, the cohesion between subsequent states is achieved through optimization constraints, resulting in the following problem:

$$
\min_{\theta, x_0^1, \ldots, x_0^M} V^M,
$$

subject to: $x^{i-1}[m_i] = x_0^i$, for $i = 2, 3, \ldots, M$.

The next theorem gives the equivalence between (6) and (11) and Fig. 1 gives some insight into how the constraints in the multiple shooting formulation are used to imitate a single simulation throughout the entire dataset.

Theorem 2 If $x^{i-1}[m_i] = x_0^i$, for $i = 2, 3, \ldots, M$ and $x_0^1 = x_0$, then $V = V^M$.

The next theorem gives the equivalence between (6) and (11) and Fig. 1 gives some insight into how the constraints in the multiple shooting formulation are used to imitate a single simulation throughout the entire dataset.

4.2 Properties of the objective function

The next theorem relates the Lipschitzness and $\beta$-smoothness of the cost function $V^M$ with that of its
components \(V_i\).

**Theorem 4** Define \(V^M\) as in (11), if each component \(V_i\) is Lipschitz continuous with constant \(L_{V_i}\), then \(V^M\) is also Lipschitz with constant equal to or smaller than \(L_{V^M} = \max(L_{V_1}, \cdots, L_{V_M})\). Additionally, if the gradient of each component \(\nabla V_i\) is Lipschitz continuous with constant \(L'_{V_i}\), then \(\nabla V^M\) is also Lipschitz with constant equal to or smaller than \(L'_{V^M} = \max(L'_{V_1}, \cdots, L'_{V_M})\).

**Proof.** For \(\theta_{\text{ext}} = (\theta, x_1^0, \cdots, x_0^M)\) and \(\phi_{\text{ext}} = (\phi, w_1^0, \cdots, w_0^M)\) we have that:

\[
|V^M(\theta_{\text{ext}}) - V^M(\phi_{\text{ext}})| \leq \sum_{i=1}^{M} \frac{\Delta m_i}{N} |V_i(\theta, x_0^i) - V_i(\phi, w_0^i)| \leq \sum_{i=1}^{M} \frac{\Delta m_i}{N} L_{V_i} \|\theta, x_0^i\|_T - \|\phi, w_0^i\|_T \leq L_{V^M} \|\theta_{\text{ext}} - \phi_{\text{ext}}\|,
\]

where \(L_{V^M} = \max(L_{V_1}, \cdots, L_{V^M})\). And similarly, \(L'_{V^M} = \max(L'_{V_1}, \cdots, L'_{V^M})\), which yields the second result.

Putting together Theorems 1 and 4 we have that \(L_{V^M}\) and \(L'_{V^M}\) depend asymptotically on \(\Delta m_{\max} = \max_{1 \leq i \leq M} \Delta m_i\) and not on \(N\). For instance, if \(L_h > 1\):

\[
L_{V^M} = O(L_h^2 \Delta m_{\max}); \quad L'_{V^M} = O(L_h^3 \Delta m_{\max}). \tag{13}
\]

Since \(\Delta m_{\max}\) is a design parameter, we can actually have some control over the Lipschitzness and \(\beta\)-smoothness of the objective function for models where \(L_h \geq 1\). Hence multiple shooting might help considerably when estimating parameters of non-contractive models (\(L_h \geq 1\)).

### 4.3 Comparison with other methods

Multiple-shooting is presented here as a possible way of limiting the maximum simulation length \(\Delta m_{\max}\). A method that appears in the system identification literature that also has a similar effect is the minimization of the multi-step-ahead prediction error [36], [37], [38], [39], [40]. For those methods, the simulation is truncated by a fixed number \(K\) of steps backwards. That is, given \(k\), we define an auxiliary variable \(\tilde{x}_k[i]\) and use the state equations: \(\tilde{x}_k[k] = h(\tilde{x}_k[k-1], z[k]; \theta)\) to simulate the evolution of this auxiliary state variable for \(i = k - K, \cdots, k\), starting from a fixed initial condition \(\tilde{x}_0[k-K] = x_0[k]\). The prediction is then computed using \(\tilde{y}[k] = g(\tilde{x}_k[k], z[k]; \theta)\). The parameters are obtained by minimizing a cost function similar to (1).

The use of multi-step-ahead prediction is equivalent to the original single shooting formulation only if \(K = N\). Hence, it imposes a trade-off between: i) the benefits of using a recursive model (such as better properties for
non-white process noise) for larger values of $K$; and, ii) the benefits of having a smaller simulation length (such as smoother cost function for non-contracitive models, by Theorem 1) for smaller values of $K$. Multiple shooting, on the other hand, has an exact equivalence with the original single shooting problem regardless of the simulation length (see Theorem 2 and Corollary 3), so both desirable characteristics are obtained at once.

The computational cost for computing $V$ and its derivatives is $K$ times greater for multi-step-ahead than for the multiple shooting method, because of the need to propagate the auxiliary variables $x_i$. On the other hand, multi-step-ahead prediction yields an unconstrained problem, rather than a constrained one, for which more efficient solvers might be available. Also, it does not include initial state variables in the optimization problem, what results in a lower dimensional problem. While the larger number of parameters in the multiple-shooting does not increase the computational cost so much, because of the underlying sparse structure of the problem, it does require a careful implementation with smart use of those properties.

The limitations of such methods in the fully nonlinear setting presented in this paper might be avoided in some special cases. Currently, to the best of our knowledge, multi-step-ahead prediction has been studied primarily in a linear model setting [36], [37], [38], [39], [40], for which these methods might result in convex optimization problems. They are most popular for system identification in model predictive control problems, for which the multi-step-ahead prediction usually fits well into the moving horizon framework and allows for more efficient implementations [37], [39], [40].

5 Implementation and numerical examples

The equality constraint problem (11) from the multiple shooting formulation is solved using an implementation of the sequential quadratic programming solver originally described in [41]. The procedure used for computing the derivatives is explained in Appendix A. The code for reproducing the examples is available in the GitHub repository: github.com/antonior92/MultipleShootingPEM.jl.

5.1 Example 1: output error model for chaotic system

This example illustrates how multiple shooting makes prediction error methods more robust against the choice of initial conditions for the optimization. A dataset with $N = 200$ samples is generated using the logistic map [42]:

$$y[k] = \theta y[k-1](1-y[k-1]),$$

with $\theta = 3.78$. From the generated dataset we try to estimate an output error model with the same structure.

Figure 2 (a) illustrates the objective function for the single shooting case. The model that is being fitted to the data presents a chaotic behavior for $\theta \in [3.57, 4]$, which justifies the very intricate objective function in this region. For chaotic systems, small variations in the parameters may cause large variations in the system trajectory and, hence, abrupt changes in the free-run simulation error. This is the reason why the estimation of an output error model has many local solutions in this problem.

The solutions found by the solver, for different initial guesses, are also displayed in Figure 2 (a). Notice that the solver fails to find the true solution because it always gets trapped at a local stationary point near its initial guess. Even in the noise-free situation we are considering, the identification procedure is made very challenging by the chaotic nature of the system, that, for a long enough simulation, yields large trajectory differences even for small parameter variations.

Multiple shooting makes the problem easier by limiting the total simulation length. Figures 2 (b), (c) and (d) display the objective function and the solutions found by the solver starting from different initial guesses. Each figure displays the result for a different choice of $\Delta m_{\max}$. For (b) the maximum simulation length is $\Delta m_{\max} = 10$; for (c), $\Delta m_{\max} = 5$; and, for (d), $\Delta m_{\max} = 2$.

The identification procedure becomes easier as $\Delta m_{\max}$ is made smaller. For Figures (b) and (c) the solver converges to the true parameter for some initial guesses but, also, to undesirable local solutions for other initializations. For Figure (d) the solver converges to the true solution regardless of the initial guess.

For the multiple shooting case, besides $\theta$, the initial conditions are also optimization parameters. To help with the visualization of this multidimensional problem, Figures 2 (b), (c) and (d) display the main curve corresponding to the objective function for the true initial conditions and faded lines corresponding to the objective function for perturbed initial conditions. Another consequence of the problem having more parameters than displayed in the figure is that the cost function found by the solver does not need to lie on any of the objective function curves displayed in the figure, since it may have a different set of initial conditions $x^i_0$.

Table 1 gives the number of function evaluations and the running time for the four situations displayed in Figure 2. The convergence happens within just a few iterations for $\Delta m_{\max} = N$ (single shooting) because any initial point is probably very close to some optimal local solution. As we reduce $\Delta m_{\max}$ the objective function becomes less intricate and this is reflected in the convergence of the solver. For $\Delta m_{\max} = 10$ the solver takes much longer to converge. We believe this happens because the local solution is not so close in the parameter space to the initial guess anymore. As we further decrease $\Delta m_{\max}$,
Fig. 2. **Example 1** Cost function of the optimization problem for \(x_0\) fixed in its true values (in black) and for disturbed versions of the these initial conditions (in blue). We present the result for four values of \(\Delta m_{\text{max}}\), and omit disturbed initial condition objective functions for the single shooting case (\(\Delta m_{\text{max}} = N\)) to make it easier to visualize. The green circles, \(\circ\), indicate the pair \((\theta, V)\) corresponding to a solution found by the solver. There are 15 circles in each figure (some of them overlapping), the circles correspond to solutions for different initial guesses. As initial guesses we picked values of \(\theta\) uniformly spaced between 3.2 and 3.9, with \(x_0\) picked from randomly disturbed versions of the true initial conditions (which are known because we generated the data ourselves). The true value \(\theta = 3.78\) is indicated by the dotted red vertical line.

Table 1
Number of function evaluations and total running time to convergence for different values of \(\Delta m_{\text{max}}\). We give, the minimum, maximum and median among 15 runs for the situations presented in Figure 2. (*)The number of iterations is limited to 1000 and the solver is interrupted when this number is reached.

| \(\Delta m_{\text{max}}\) | function evaluations | run time (s) |
|-------------------------|----------------------|--------------|
|                         | min | median | max | min | median | max |
| \(N\)                   | 1   | 15     | 23  | 0.01 | 0.2    | 1.1 |
| 10                      | 43  | 1000*  | 1000* | 0.7 | 24.7   | 27.3 |
| 5                       | 29  | 115    | 645 | 1.0  | 2.9    | 26.9 |
| 2                       | 21  | 50     | 65  | 1.7  | 2.9    | 3.8 |

5.2 Example 2: neural network for modeling pilot plant

This example uses data from the level process station described in Example 1 from [18]. As in the original paper, we use a neural network to model the water column height as a function of the voltage applied to a control valve that modulates the water flow. We compare three different training methods: i) minimizing the one-step-ahead prediction error (NN ARX) ii) minimizing the free-run simulation error using single shooting method (NN OE - SS); and, iii) minimizing the free-run simulation error using multiple shooting method (NN OE - MS).

The neural network (NN) training depends on the weight initialization, hence the performance of the neural network can be regarded as a random variable and is displayed in Figure 3, which compares the empirical cumulative distribution of the mean square error (MSE) over the validation dataset for the three methods. A linear ARX model \((n_y = 1 \text{ and } n_u = 1)\) was trained and tested under the same conditions to serve as the baseline. Methods (i) and (ii) and the linear ARX baseline
were described in [18]. Method (iii) is introduced here.

The cumulative distribution function gives, for each $x$-axis value, the probability of the method to yield a validation MSE smaller or equal to this value. It was estimated from 100 realizations of the neural network training procedure. Figure 3 shows that for more than 90% of the realizations, estimating the parameters by minimizing the free-run simulation (NN OE) offers significant advantages over the minimization of the one-step-ahead error (NN ARX). When using a standard single shooting formulation, however, it also makes the parameter estimation procedure more sensitive to the initial conditions, with the algorithm yielding some really bad results for some initial choices [18]. This results in a long-tailed distribution for the MSE (Fig. 3). More precisely, in 10 out of 100 realizations the NN OE - SS model yields a performance that is inferior to the linear ARX baseline, some of the realizations worse than the linear baseline by a factor of 100. The performance of the NN OE - SS and NN OE - MS is very similar for 90% of the realizations, the tail of the distribution, however, is very different, with the multiple shooting procedure rarely producing very bad results. In order to highlight the differences, results where NN OE - SS and NN OE - MS are worse than the baseline are presented, respectively, as blue and red circles in Fig. 3.

This example illustrates how the use of multiple shooting alleviates the problem of high sensitivity to initial conditions, making it possible to estimate output error models with extra robustness against variations of the initial conditions and lower probability of getting trapped at local minima with very bad performance.

This example also shows the limitations of the multiple shooting formulation. The training time for NN OE - MS model is 282 seconds, for NN OE - SS model is 3.9 seconds, and for NN ARX model is 3.3 seconds. This means that the single shooting parameter estimation could be repeated, roughly, 70 times for each multiple shooting run. Hence solving the single shooting problem several times and choosing the best result would also avoid very bad solutions and could, still, be computationally less expensive than solving the multiple shooting problem. The longer training time is due to two factors: i) per iteration the multiple shooting approach takes, roughly, 3.5 times more than the single shooting approach; and, ii) it takes, approximately, 20 times more iterations to converge. Both are consequences of the fact that a higher dimensional constrained optimization problem is being solved.

![MSE graph](image_url)

**Fig. 3. (Example 2) Empirical cumulative distribution of the free-run simulation MSE over the validation dataset.** The results obtained in [18] for an ARX neural network (NN ARX) and an (single shooting) output error neural network (NN OE - SS) are displayed together with the result obtained estimating the parameters using multiple shooting (NN OE - MS). A Linear ARX model is considered as a baseline and is displayed by the dashed line. The multiple shooting estimation uses $\Delta_m = 3$ and the training is restricted to 2000 iterations of the optimization algorithm or until either the gradient or the step size drops below $10^{-12}$. The other models were estimated exactly as in [18]. All the neural network models have 10 nodes in the hidden layer, $n_y = n_u = 1$ and were trained with the same training dataset. Each curve is the result of 100 realizations and, for each realization, the neural network initial weights $w_i^{(n)}$ are drawn from a normal distribution with zero mean and standard deviation $\sigma = (N_{s(n-1)})^{-0.5}$ and the bias terms $\gamma_i^{(n)}$ are initialized with zeros [43]. Realizations of NN OE - SS and NN OE - MS that perform worse than the baseline are indicated respectively as blue, ▲, and red circles, ■. Confidence intervals (95%) are displayed as shaded regions around the estimated cumulative distribution, these have been computed using the Dvoretsky-Kiefer-Wolfowitz inequality [44].

### 5.3 Example 3: pendulum and inverted pendulum

Consider the following discrete-time nonlinear system:

$$
\begin{align*}
\begin{cases}
x_1[k+1] &= x_1[k] + \delta x_2[k] \\
x_2[k+1] &= -\frac{g}{l} \sin x_1[k] + (1 - \delta k_{\text{fr}}) x_2[k] + \delta \frac{l}{m} u[k] \\
y[k] &= x_1[k]
\end{cases}
\end{align*}
$$

which corresponds to a pendulum model, discretized using the Euler approximation $\dot{x}(t) \approx x((k+1)\delta) - x(k\delta)$. Where $g$ is the gravity acceleration, $m$ is the mass connected to the extremity of the pendulum, $l$ is the length of the (massless) rod connecting the mass to the pivot point, and $k_{\text{fr}}$ is the linear friction constant. It has two states: the angle of the mass ($x_1$) and the angular velocity ($x_2$). The input $u[k]$ is the force applied to the mass.

This system has multiple equilibrium points, namely, $(x_1, x_2) = (\pm \pi i, 0)$ for $i = 0, 1, 2, 3, \ldots$. The equilibrium
points at \((x_1, x_2) = (\pm 2\pi i, 0)\) are stable and the equilibrium points at \((x_1, x_2) = (\pi \pm 2\pi i, 0)\) are unstable. For this system, with \(q = 9.8, L = 0.3, m = 3, k_0 = 2\) and \(\delta = 0.01\), we define three different datasets: (a) A dataset for which small inputs are applied to the system, that stays under the influence of the stable point \((x_1, x_2) = (0, 0)\) and \(y[k]\) stays, approximately, inside the range \([-\pi/2, \pi/2]\]; (b) A dataset for which the system is maintained close to the unstable point \((x_1, x_2) = (\pi, 0)\) by a linear controller; and, (c) A dataset for which the input is large enough to drive the pendulum to full rotations around its center. The output corresponding to those three situations are displayed in Figure 4.

Fixing \(m = 3\) and \(\delta = 0.01\)parameters \(\frac{q}{\gamma}\) and \(k_0\) of an output error model with the structure presented in (15) were estimated from the data. A visualization of the cost function is presented in Figure 5 together with numerical solutions found by single shooting and multiple shooting formulation starting from different initial conditions.

For dataset (a), the single shooting formulation is able to recover the true parameters from data for most of the initial conditions. Some exceptions occur when initialized far away from the correct initial conditions. For datasets (b) and (c), for which the system needs, respectively, to operate close to the unstable dynamics or to account for the existence of multiple fixed points, the cost function is highly intricate, very non-convex and full of local minima. In this case, the optimization algorithm, even when initialized close to the local solution, fails to converge to reasonable solutions. This result is consistent with Theorem 1 and how the smoothness of the objective function degenerates (exponentially) on sets of the parameter space for which the prediction model is non-contrastive, such as the trajectories close to the unstable fixed point of the system (15). The use of multiple shooting yields an objective function that looks similar to a paraboloid in the region of interest for the three cases, which suggests that local approximations might be valid over a large region. The solutions converge to the true parameter regardless of the initialization point in this formulation.

6 Conclusion and Future Work

The relevance of this paper lies in the very general setting for which the proposed methods and results hold. The major technical contribution is to show that for dynamic prediction models that are non-contrastive (i.e. do not converge asymptotically to a single stable point) in the region of interest, the upper bound for the Lipschitz constant and the \(\beta\)-smoothness blows up exponentially with the simulation length, and this can make the optimization problem very hard to solve. This was illustrated with numerical examples with systems that are not contractive due to the presence of chaotic regions and non-stable equilibrium points. Because of these regimes, the objective function becomes very intricate in some regions of the parameter space and the optimization algorithm fails to find a good solution.

Multiple shooting makes the simulation length a design parameter and hence allows one to actually solve optimization problems that would be unfeasible in a single shooting setting. The price paid compared to single shooting methods is that a nonlinear constrained optimization problem should be solved instead of an unconstrained one. It also makes it harder to generalize to situations other than batch training, i.e. online training.

The study of other techniques, that allow to control
Fig. 5. (Example 3) Contour plot of the cost function. Figures (a), (b) and (c) correspond to the cost function \( V \) from single shooting simulation for the datasets (a), (b) and (c) generated as described in Fig. 4 caption; and, in (d), (e) and (f) the cost function for the same problems is displayed for the multiple shooting formulation with \( \Delta m_{\text{max}} = 16 \). The true parameter is indicated by a red circle, \( \bullet \), solutions found by the solver are indicated by blue circles, \( \circ \). There are 25 blue circles in each figure (some of them overlapping), each circle corresponds to the solution for a different initial guess. Some solutions are outside of the displayed region and the corresponding blue dots are displayed at the edge of the plot. Initial guesses were picked values of \( \theta \) uniformly spaced on a grid of points uniformly spaced in the rectangle \([20, 50] \times [0.5, 6]\). It is important to highlight that the plots show a two dimensional projection of a cost function that is defined on an extended parameter space that includes the initial conditions \( x_{i0}, i = 1, \cdots, M \) as parameters, which were fixed to the true values when generating the contour plots.

the smoothness and Lipschitzness of the objective function in situations where the predictive model is non-contractive, are a natural continuation of this work. Theorem 1 makes it clear that both the maximum simulation length and the constant \( L_h \) are relevant design parameters. Multi-step-ahead prediction, described in Section 4.3 is another method that tries to introduce some control of the maximum simulation length. Another option, unexplored to the best of the authors knowledge, is to try to control \( L_h \), this could be done by modifications in the state-transition. The amount of modification could be updated, adaptively, as the optimization algorithm approaches the final solution.

Results presented here might also be relevant for the community of recurrent neural networks, and might be helpful to understand in which situations exploding and vanishing gradients appear and how to handle them. We intend to explore these relations in future work. We believe understanding the estimation of parameters for problems with recurrent structures in a fully nonlinear and non-convex setting is both very challenging and highly relevant for system identification and machine learning fields and that this paper is a step in the direction of a better understanding of this type of problems.
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A direct application of the chain rule to (2) gives a recursive formula for computing the derivatives of the predicted output in relation to the parameters in the interval $1 \leq k \leq N$:

$$D_\theta[k] = A_k D_\theta[k - 1] + B_k \quad \text{for } D_\theta[0] = 0$$
$$J_\theta[k] = C_k D_\theta[k] + F_k.$$  \hspace{1cm} (A.1)

A similar recursive formula may be used for computing the derivatives of the predicted output in relation to the initial conditions:

$$D_{x_0}[k] = A_k D_{x_0}[k - 1] \quad \text{for } D_{x_0}[0] = I$$
$$J_{x_0}[k] = C_k D_{x_0}[k].$$  \hspace{1cm} (A.2)

Finally, we define $D[k] = [D_\theta[k], D_{x_0}[k]]$ and $J[k] = [J_\theta[k], J_{x_0}[k]].$

### A.2 Single shooting

For the cost function $V$ defined as in (1), its gradient $\nabla V$ is given by:

$$\nabla V = \frac{2}{N} \sum_{k=1}^{N} J[k] (\hat{y}[k] - y[k]).$$  \hspace{1cm} (A.3)

Its Hessian $\nabla^2 V$ is given by:

$$\nabla^2 V = \frac{2}{N} \sum_{k=1}^{N} (J[k]^T J[k] + S[k]).$$  \hspace{1cm} (A.4)

where $S[k] = \sum_{j=1}^{N_x} \hat{y}_j[k] \nabla^2 \hat{y}_j[k].$ Ignoring $S[k]$ is a common approximation used in least-squares algorithms, that will also be used here when computing derivatives numerically.

### A.3 Multiple shooting

In order to solve the problem using the sequential quadratic programming solver [41] we must be able to compute: i) The cost function $V^M$; ii) its gradient $\nabla V^M$; iii) the constraints; iv) the Jacobian matrix of the constraints (which can be represented using a sparse representation); and, v) for any given vector $p$, the product of the Lagrangian\(^6\) Hessian and the vector $p$ (the full Lagrangian Hessian matrix does not need to be computed). The following sequence provides a way of computing all derivatives required by the optimizer.

**Algorithm 1 (Derivatives)** For a given parameter $\theta$ and set of initial conditions:

\(^6\) The Lagrangian is given by: $\mathcal{L}(\phi, \lambda) = V(\phi) + \lambda^T c(\phi)$. 

---
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(1) For \( i = 1, \ldots, M \), do:
(a) For \( k = m_i + 1, \ldots, m_{i+1} \):
   (i) Compute \( \text{X}^i[k] \) and \( \hat{\text{Y}}^i[k] \) with (2).
   (ii) Compute \( A_k, B_k, C_k \) and \( F_k \).
   (iii) Compute \( \text{D}^i[k] \) and \( \text{J}^i[k] \) with the sensitivities equations.
(b) Compute \( V_i \) using Eq. (10).
(c) Compute \( \nabla V_i \) using a formula equivalent to (A.3).
(d) Approximate the product of the Hessian with a given vector, \( \nabla^2 V_i p \), using the first terms from a expression equivalent to (A.4).
(2) Compute \( V_M \) with (11);
(3) Compute \( \nabla V_M = \sum_{i=1}^{M} \frac{\Delta m_i}{M} \nabla V_i \);
(4) Compute the value of the constraint from the values of \( \text{X}^i[m_{i+1}] \), \( i = 1, \ldots, M \);
(5) Compute the Jacobian matrix of the constraints from \( \text{J}^i[m_{i+1}] \), \( i = 1, \ldots, M \);
(6) Compute \( \nabla^2 V_M p = \sum_{i=1}^{M} \frac{\Delta m_i}{M} \nabla^2 V_i p \);
(7) Compute the product of the Hessian \( \text{X}^T \text{c}(\phi) \) with a vector \( p \) using 2-point finite differences;
(8) Compute the product of the Lagrangian Hessian and a vector \( \nabla^2 \mathcal{L}(\phi, \lambda) p \), summing the Hessians computed in steps 6 and 7.

Some approximations were used for computing the second derivatives: 1) for computing the Hessian of the objective function, the standard least-squares approximation for the Hessian is used; and, 2) for computing the Hessian of the constraint we use finite-difference approximations. The use of finite differences here comes inexpensively because we only need to evaluate the Hessian of the vector, and not the full matrix. Hence, it can be done at the cost of an extra Jacobian matrix evaluation.

Notice that step (1) from the above algorithm can be parallelized, with different processes (or threads) performing the computation for different values of \( i \).

B  Proofs

B.1 Preliminary results

Lemma 5 Let \( f \) and \( g \) be two Lipschitz functions on \( \Omega \) with constants \( L_f \) and \( L_g \). Then,

a) \( f + g \) is also a Lipschitz function on \( \Omega \) with Lipschitz constant upper bounded by \( (L_f + L_g) \);

b) if, additionally, \( f \) and \( g \) are bounded by \( M_f \) and \( M_g \) on \( \Omega \), then \( fg \) is also a Lipschitz function on \( \Omega \) with Lipschitz constant upper bounded by \((L_f M_g + L_g M_f)\).

B.2 Proof of Theorem 1 (a)

Let us call:

\[ ||\Delta \hat{y}[k]|| = ||g(x[k], z[k]; \theta) - g(w[k], z[k]; \phi)|| \tag{B.1} \]

Because \( h \) and \( g \) are Lipschitz in \((x, \theta)\) we have:

\[ ||h(x, z, \theta) - h(w, z, \phi)||^2 \leq L_h^2 \left( ||x - w||^2 + ||\theta - \phi||^2 \right), \]

\[ ||g(x, z, \theta) - g(w, z, \phi)||^2 \leq L_g^2 \left( ||x - w||^2 + ||\theta - \phi||^2 \right), \]

for all \((x, z, \theta)\) and \((w, z, \phi)\) in \((\Omega_x, \Omega_z, \Omega_\theta)\). Applying these relations recursively we get that:

\[ ||\Delta \hat{y}[k]||^2 \leq L_h^2 L_g^2 \|x_0 - w_0\|^2 + L_g^2 \left( \sum_{k=0}^{n} L_h^2 \right) \|\theta - \phi\|^2. \]

Since \( L_h \) is positive, the constant multiplying the second term in the above equation is always larger than constant multiplying the first one. Hence, taking the square root on both sides of the above inequality and after simple manipulations, we get:

\[ \|\Delta \hat{y}[k]\| \leq L_h S(k) \|\theta, x_0\|^T - [\phi, w_0]^T \|. \tag{B.2} \]

where:

\[ S(k) = \sqrt{\sum_{k=0}^{n} L_h^2} \left\{ \begin{array}{ll} \sqrt{k + 1} & \text{if } L_h = 1 \\ \frac{L_h^{2k+2} - 1}{L_h^2 - 1} & \text{if } L_h \neq 1 \end{array} \right. \]

(B.3)

Since \( \Omega \) is compact and \( \hat{y}[k] \) is a (Lipschitz) continuous function of the parameters and initial conditions, then \( \hat{y}[k] \) is bounded in \( \Omega \), i.e. \( \|\hat{y}[k]\| \leq M(k) \). And, it follows from (B.2) and from the existence of an invariant set\(^7\) in \( \Omega \) that \( M(k) = O(S(k)) \).

The following inequality follows from (1):

\[ \|V(\theta, x_0) - V(\phi, w_0)\| \leq \frac{2}{N} \sum_{k=1}^{N} (L_y + M(k)) \|\Delta \hat{y}[k]\|, \tag{B.4} \]

where \( L_y = \max_{1 \leq k \leq N} \|\hat{y}[k]\| \). And, by putting together (B.4) and (B.2):

\[ \|V(\theta, x_0) - V(\phi, w_0)\| \leq L_{V_1} \|x_0, \theta\|^T - [w_0, \phi]^T \|, \]

\(^7\) There are multiple ways to guarantee the invariant set premise will hold, but a very simple way is to just choose \( h \) such that \( h(0, \theta, z, 0) = 0 \). In this case, \( \{0\} \) is an invariant set and if \( \Omega_\theta \) contain this point the premise is satisfied. For this specific case, one can just choose \([\phi, w_0] = 0\) and it follows from (B.2) that \( \|\hat{y}[k]\| \leq L_y S(k) \|\theta, x_0\| = O(S(k)) \). The more general case, for any invariant set, follows from a similar deduction.
for \( L_V = \frac{2h}{N} \sum_{k=1}^{N} (L_y + M(k))s(k) \). The asymptotic analysis of this expression with regard to \( N \) yields \ref{eq:7}.

### B.3 Proof of Theorem 1 (b)

It follows from \ref{eq:3} that:

\[
\|\nabla V(\theta, x_0) - \nabla V(\phi, w_0)\| \leq \frac{2}{N} \sum_{k=1}^{N} L_y \|\Delta J[k]\| + \|\Delta(J[k]y[k])\|.
\]  

(B.5)

where we have used the notation \( \Delta J[k] \) to denote the difference between \( J[k] \) evaluated at \((\theta, x_0)\) and \((\phi, w_0)\). Analogously, \( \Delta(J[k]y[k]) \) denote the difference between \( J[k]y[k] \) evaluated at the two distinct points.

From equation \ref{eq:A.1} and \ref{eq:A.2} it follows that:

\[
J_\theta[k] = C_k \sum_{\ell=1}^{k} \prod_{j=1}^{k-\ell} A_{k-j+1} B_\ell F_k; 
J_{x_0}[k] = C_k \prod_{\ell=1}^{k} A_{k-\ell+1}.
\]  

(B.6)

Since, the Jacobian of \( h \) is Lipschitz with Lipschitz constant \( L_h \), it follows that:

\[
\| \Delta A_j \|^2 \leq (L'_h)^2 (\|x[j] - w[j]\|^2 + \|\theta - \phi\|^2).
\]  

(B.7)

Using a procedure analogous to the one used to get Equation \ref{eq:B.2}, it follows that:

\[
\| \Delta A_j \| \leq L'_h S(j) \|\[\theta, x_0\]^T - [\phi, w_0]^T\|,
\]  

(B.8)

where \( S(j) \) is defined as in \ref{eq:B.3}. An identical formula holds for \( B_j \) and a similar formula, replacing \( L'_h \) with \( L'_g \), holds for \( C_j \) and \( F_j \).

Since \( h \) and \( g \) are Lipschitz with Lipschitz constants \( L_h \) and \( L_g \) it follows that \( \|A_j\| \leq L_h, \|B_j\| \leq L_h, \|C_j\| \leq L_g \) and \( \|D_j\| \leq L_g \). Hence, it follows from \ref{eq:B.2}, \ref{eq:B.6}, \ref{eq:B.8} and the repetitive application of Lemma 5 that \( \|\Delta J_\theta[k]\|, \|\Delta J_{x_0}[k]\|, \|\Delta(J[g][y[k]])\| \) and \( \|\Delta(J[k]y[k])\| \) are upper bounded by \( \|\[\theta, x_0\]^T - [\phi, w_0]^T\| \) multiplied by the following constants:

\[
L_{J_\theta}(k) = \sum_{\ell=1}^{k} P(k, \ell) + L'_g S(k); \quad L_{J_{x_0}}(k) = P(k, 1)
\]

\[
L_{J_g y}(k) = \sum_{\ell=1}^{k} Q(k, \ell) + T(k) S(k); \quad L_{J_{x_0} y}(k) = Q(k, 1),
\]

where \( T(k) = (L'_g M(k) + L'_g) \) and:

\[
P(k, \ell) = L_h^{k-\ell} \left( L_g L'_h \sum_{j=\ell}^{k} S(j) + L_h L'_g S(k) \right)
\]

\[
Q(k, \ell) = L_h^{k-\ell} \left( M(k) L_g L'_h \sum_{j=\ell}^{k} S(j) + L_h T(k) S(k) \right).
\]

Hence,

\[
\|\nabla V(\theta, x_0) - \nabla V(\phi, w_0)\| \leq L'_V \|\[\theta, x_0\]^T - [\phi, w_0]^T\|
\]

where

\[
L'_V = \frac{2}{N} \sum_{k=1}^{N} \left( L_g (L_{J_\theta}(k) + L_{J_{x_0}(k)} + L_{J_g y}(k)) \right).\]

Putting everything together the asymptotic analysis of \( L'_V \) results in \ref{eq:8}.

15