Idealized Study of a Static Electrical Field on Charged Saltating Snow Particles
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Strong electric fields, with values of tens kV/m near the surface, are observed during drifting and blowing snow events. Charge separation can significantly affect particle motion. Although several investigations attempted to shed light on the mechanisms of charge separation and the resulting electric field structure, few studies paid attention to the effect of electrification on the particle trajectory, which may influence the transport mechanism. In this work, we studied trajectories of individual, charged particles in an idealized static electric field by solving the equations of motion in a neutral atmospheric boundary layer. The results show that negatively charged particles have a lower saltation height while positively charged particles jump higher as long as friction velocities are small. This effect reverses for higher friction velocities as rebound velocities start to dominate over vertical acceleration. We find regimes, in which charge separation leads to suspension of particles close to the ground. The threshold condition for this saltation-suspension transition is related to the rebound velocity and charge-to-mass ratio of the charged particle. Our study is a first step towards a better understanding on the influence of charge separation on drifting snow and should lead to include this effect in state of the art saltation models.
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1 INTRODUCTION

Drifting snow is common in cold regions due to strong local winds (Armstrong and Brun, 2008). It affects the snow mass balance by transporting snow from erodible surfaces (e.g., windward slope) to protected locations (e.g., leeward slope, shrubs, and forests), accompanying snow bed-form formations such as patchy snow, snow ridges, snow ripples, snow dunes, and snow cornices (Kochanski et al., 2019; Sharma et al., 2019), and resulting influence on the radiation balance and hydrological processes (Li et al., 2018). The inhomogeneity of snow distribution due to snow drifting may also lead to snow disasters such as snow avalanches, construction collapses, traffic jams, and agricultural damages, which have significant impacts on the local environment and socioeconomic activities (McClung and Schaerer, 2006).

In drifting snow, three motion types of snow particles are recognised: driven by the wind flow, particles with large size can only roll on the surface due to the heavy mass, which is called creep; particles with moderate size can lift off the surface and keep bouncing along the surface,
which is called saltation; and particles with small size can follow the wind flow and float in the air, which is called suspension (Clifton and Lehning, 2008). Snow particles get charged when creeping or hopping along the snow bed due to collision and friction. The polarity of charges obtained on a snow particle surface is either positive or negative (Kikuchi, 1981; Maeno et al., 1985), and the value of its charge is between $-208 \, \mu \text{C/kg}$ to $+72 \, \mu \text{C/kg}$ (Schmidt et al., 1999). Most of the snow particles in the air have a negative charge, and the bed has a positive charge (Omiya et al., 2011). This distribution pattern of charged particles leads to a positive upward electric field in the reverse direction of the atmospheric electric field. The first observation of a strong vertical upward gradient of electric potential in drifting snow was measured by Simpson (1919). This electric field strength from 0.04 to 0.5 m above the ground could be over $+30 \, \text{kV/m}$ in the blizzard, which is much larger than the background atmospheric electric field (Schmidt and Dent, 1994; Gordon and Taylor, 2009). The electric field strength value positively correlates with the wind speed (Kikuchi, 1981) and decays exponentially with height (Schmidt et al., 1999). The electric field formed by the charged particles can even interfere with the radio antennas. For example, it blocks the radio signals of airplanes passing through a snowstorm (Simpson, 1919; Currie and Pearce, 1949; Yair et al., 2019). Besides, some studies suggest that the snow cornices formation mechanism may be related to the strong electric field at the mountain ridge (Latham and Montagne, 1970; Omiya et al., 2011).

As a feedback, the electric field formed by the charged particles spontaneously influences the particle trajectories and may change the mass profile structure. Schmidt et al. (1999) first proposed the estimation of the electric field force on 0.14 mm-sized snow particles at the height of 5 mm above the bed and found that it could even counterbalance the gravity force. However, the acknowledgement of the interaction between the electric field and the charged saltating snow particles is still lacking because the electrification force on particles has been ignored in most drifting snow models so far (Schmidt et al., 1998). Thus, here we start to study and estimate the effect of electric fields on the trajectories of saltating snow particles carrying positive or negative charges in a stable wind field.

2 MODEL

2.1 Particle Movement Model

The trajectories of two types of typical snow particles in a neutral atmospheric boundary layer with a vertical electric field are shown in Figure 1. The saltating particle carrying differing charges starts to move forward with an initial vertical velocity, hitting and bouncing when it touches the surface. After several bounces along the surface, its saltation trajectory becomes stable. One type of the suspending particles moves high in the air, and the other one suspends near the ground surface.

When the particle moves in the air, the governing equations are:

$$\mathbf{u}_p = \frac{d\mathbf{r}}{dt}$$

$$m \frac{d\mathbf{u}_p}{dt} = \mathbf{F}_D + \mathbf{F}_{G,net} + \mathbf{F}_E$$

where $\mathbf{u}_p$ is the velocity of the particle, $\mathbf{r}$ is the position of the particle. The forces acting on a saltation particle that we considered in this model are:

Net gravity—particles are subject to a vertical downward force, and the expression is:

$$\mathbf{F}_{G,net} = \frac{1}{6} \pi D^3 (\rho_p - \rho) \mathbf{g}$$

where $D$ is the equivalent diameter of the snow particles, snow particle density $\rho_p = 910 \, \text{kg/m}^3$, air density $\rho = 1.2 \, \text{kg/m}^3$, and the gravitational acceleration vector $\mathbf{g} = -9.8 \, \text{m/s}^2$. Based on the fact that saltation snow particles are broken and become spherical balls by continuous collisions with the surface (Sato et al., 2008; Okaze et al., 2018), we considered snowflakes as spherical balls and use equivalent diameter to describe different shapes of snowflakes in the simulation. And this is consistent with the major works in 1) numerical simulation of drifting snow physical process using Eulerian-Lagrangian (Schmidt, 1980; Nemoto and Nishimura, 2004; Groot Zwaafink et al., 2014; Li et al., 2017; Wang and Huang, 2017; Melo et al., 2022; Sigmund et al., 2022) and 2) site observation in estimating the mass flux and particle size distribution (Guala et al., 2008; Crivelli et al., 2016).
Drag force—when particle velocity differs from the fluid velocity, fluid has a drag effect on the particles:

\[
\vec{F}_D = \frac{1}{8} \pi D^2 C_D [\vec{u} - \vec{u}_p] \cdot (\vec{u} - \vec{u}_p)
\]

(4)

where \(C_D = \frac{24}{k^2} [1 + 0.15 \beta_0^{0.687}]\) is the drag coefficient (Clift et al., 2005), in which \(Re = \frac{\rho u D}{\mu}\) is the Reynolds number of the particle, and \(v\) is the dynamic viscosity of air. \(u\) is the wind velocity at the position of the particle, the wind speed in the atmospheric boundary layer is expressed logarithmically as:

\[
u(z) = \frac{u_z}{k} \ln \left( 1 + \frac{z}{z_0} \right)
\]

(5)

where \(u_z\) is friction velocity, \(k\) is von Kármán constant 0.4, \(z\) is the position height, and \(z_0\) is the roughness length.

Electric force—positively or negatively electrified particles are subjected to opposite force in direction, and its calculation expression is:

\[
\vec{F}_E = \vec{E}(z) q
\]

(6)

where \(q\) is the charge on the snow particle. Based on the facts that the charge carried by particles tends to be saturated during the process of particle-particle and particle-surface collisions (Yu et al., 2017) and the mid-air collision between snow particles is at low probability (Schmidt, 1972; Sommerfeld and Zivkovic, 1992). We therefore assume saturated charges for our particles, and with the values estimated in the wind tunnel experiments (Omiya et al., 2011) which are relatively small limited by the total length of system. \(\vec{E}(z)\) is the electric field at the height of \(z\), which can be calculated as the following empirical formula for moderate drifting snow electric field from Schmidt and Dent (1994):

\[
|\vec{E}(z)| = 3.95 z^{-0.34}
\]

(7)

In this model, the lift force can be ignored because its average magnitude is no more than 1% of gravity, which is caused by the low vertical gradient wind speed value. When the saltation particle impacts the surface, it rebounds and splashes other particles on the surface. The restitution coefficients of the particle can be expressed by the following formulas (Sugiuira and Maeno, 2000):

\[
\bar{e}_v = \begin{cases} 
15.68 \theta_i^{0.94} & \text{for} \; v_i \leq 1.23 \text{m/s} \\
15.68 \left( \frac{v_i}{1.23} \right)^{-\log(v_i/1.23)} \theta_i^{0.94} & \text{for} \; v_i > 1.23 \text{m/s} 
\end{cases}
\]

(8)

\[
\bar{e}_h = \begin{cases} 
0.48 \theta_i^{0.01} & \text{for} \; v_i \leq 1.27 \text{m/s} \\
0.48 \left( \frac{v_i}{1.27} \right)^{-\log(v_i/1.27)} \theta_i^{0.01} & \text{for} \; v_i > 1.27 \text{m/s}
\end{cases}
\]

(9)

where \(\bar{e}_v\) and \(\bar{e}_h\) are the mean values of vertical and horizontal velocity restitution coefficients separately. Impact velocity \(v_i = \sqrt{v_{ix}^2 + v_{iy}^2}\), in which \(v_{ix}\) and \(v_{iy}\) are the \(x\)-direction and \(y\)-direction components of impact velocity respectively, and \(\theta_i = \frac{180^\circ}{\pi} \arctan \left( \frac{v_{iy}}{v_{ix}} \right)\) is the angle of the impacting particle.

2.2 Calculation Procedure

All the calculation cases follow the steps as shown in Figure 2:

1) Set the initial parameters for wind (including \(u_\infty, z_0\)) and for particles (horizontal and vertical positions \(x(0)\) and \(z(0)\), horizontal and vertical velocities \(w_p(0)\) and \(w_{pi}(0)\), time step \(dt\), diameter \(D\), and saturation charge value \(q\));
2) Start the loop by using the fourth-order Runge-Kutta method to calculate the position of the particles for each time step;
3) Judge if the height of particle is over one radius, and use the splash function to calculate the ejection velocity \(u_{p/e}, w_{p/e}\);
4) Judge if calculation time reaches the total time to end the loop;
5) Summarize and analyze the characteristics of snow particle trajectories.

3 RESULTS AND DISCUSSIONS

3.1 Model Validation

To verify the accuracy of our model, we first compared the results with the experiments of Nishimura and Hunt (2000). Here, the electric field in the wind tunnel can be ignored because it is much lower than that in field experiments (Sato and Omiya, 2011). Assuming the friction velocity is 0.3 m/s, a snow particle with a diameter of 480 \(\mu\)m jumps with a vertical speed of \(\sqrt{2gD}\). After multiple collisions with the ground surface, the saltation height and length become stable. We then compared the saltation trajectory with the experimental data and found a good agreement shown in Figure 3. In the experiment of Nishimura and Hunt (2000), the mean impact angle is 11°, the mean impact velocity is 1.5 m/s, the mean ejection angle is 25°, and the mean ejection velocity is 0.87 m/s. In our simulation, the mean impact angle is 9.3°, the mean impact velocity is 1.7 m/s, the mean ejection angle is 25.8°, and the mean ejection velocity is 0.9 m/s.

3.2 Results Analysis

In this work, we studied the effects of wind velocity, particle initial velocity, the charge-to-mass ratio on the trajectory of saltation snow particles separately. Simulation settings are listed in Table 1. The value of particle diameter and charge-to-mass ratio are in the range of the measurement results (Schmidt et al., 1999). The values of initial velocity of aerodynamic entrainment, rebound and ejection are set according to measurement results (Lü et al., 2012).

3.2.1 Effect of Initial Velocity

There are three mechanisms for snow particles to start saltation: aerodynamic entrainment by wind, rebound, and ejection. The initial velocity of a particle taken-off by aerodynamic entrainment is usually set to the value with which particle can reach the height of one particle size \(O(10^{-2}–10^{-1})\) m/s. The initial velocity of a rebound particle has the same magnitude as the average saltation velocity of O(10^6) m/s, and that of an ejection particle is one magnitude lower than the rebound particle, as O(10^{-1}) m/s (Anderson and Haff, 1988).

We first investigate the differences among the trajectories of the aerodynamic entrainment, rebound, and ejection particles.
carrying positive, negative, and neutral charge under the same wind conditions. In the simulation, particle initial velocities are set as 0.07 m/s for the aerodynamic entrainment particle, 0.3 m/s for an ejection particle, and 3 m/s for a rebound particle. From Figure 4 we can conclude that: The saltation height and length of the particles with the same charge but different ways of jumping are almost the same. Generally, negative particles are closer to the ground surface with a shorter saltation length, and positive particles move to a higher position which results in greater saltation length.

3.2.2 Effect of Friction Velocity

Previous research has shown that the mean saltation length and height increase with the increasing wind velocity (Kobayashi, 1972; Maeno et al., 1985; Kosugi et al., 2004; Zhang and Huang, 2008; Xiaohui et al., 2013), while only Schmidt et al. (1999) considered the effect of the electric forces on the snow particle trajectories. Schmidt et al. (1999) theoretically estimated the first hop of single particles with the same initial velocity but differing charges. The results showed that positively charged particles jump higher and further and negative particles do the opposite. However, the first hop cannot represent a stable saltation trajectory. In a stable state of the saltation system with positively, negatively and neutrally charged particles the initial rebound velocities should be given values considering their charge. To estimate the influence of electric forces on the particles’ trajectory in stable state, we calculate the vertical and horizontal effect factors as:

$$f_v = \frac{h^c - h^n}{h^c}$$  \hspace{1cm} (10a)

$$f_h = \frac{\tilde{l}^c - \tilde{l}^n}{\tilde{l}^c}$$  \hspace{1cm} (10b)

where $h^c$ and $h^n$ are the mean saltation height of charged particle and neutral particle, $\tilde{l}^c$ and $\tilde{l}^n$ are the mean saltation length of charged particle and neutral particle, respectively. Figure 5A shows the effect of electric charge on the mean saltation height. The absolute value of the effect on a charged particle decreases to zero (approaching the neutral particle) with increasing wind velocity. For high wind velocities, the effect changes sign for
negatively and positively charged particles. Note that we expect from measurements that particles are on average negatively charged (Omiya et al., 2011).

The effects of electrification on particle saltation height can be estimated considering two factors: vertical rebound velocity and vertical acceleration. The saltation height of a single hop of one particle after a rebound can be estimated as:

\[ h = \frac{v_0^2}{2a_v} \]

in which \( v_0 \) is the vertical rebound velocity and \( a_v \) is the vertical acceleration which is approximately equal to \( g \pm \frac{E_E}{m} \). Thus, the vertical effect factor can be estimated as:

\[ f_v = \frac{v_{0c}^2}{v_{0n}^2} \frac{1}{1 \pm Y} - 1 \]  \hspace{1cm} (11)

where \( Y = \frac{E_E}{mg} \) is a ratio of the electric force to gravity, \( v_{0c} \) is the vertical rebound velocity of the charged particle when the trajectory becomes stable, and \( v_{0n} \) is that of the neutral
particle. $v_{0c}$ increases when the particle is negatively charged, while it decreases when the particle polarity is positive, compared to the neutral particle. This is opposite to the electric effects on vertical acceleration, leading to competitive effects on the mean saltation length: For the low wind velocity, the change of $v_{0c}$ is small compared to the effect of $Y$, and the vertical acceleration change controls on mean saltation length, which is consistent with the intuition. For high wind velocity, the change of $v_{0c}$ can be the same order or more compared to the effect of $Y$, which leads to a reverse. Figure 5B shows the effect of electric charge on the mean saltation length, which is consistent with the intuition. Horizontal effect factor can be expressed as:

$$f_h = \frac{v_{0c}^2}{v_{0c}^2 \left( \frac{1}{1 + Y} \right)^2 - 1} \quad (12)$$

where the effect of $Y$ is enhanced by its squared contribution, making it stronger than the change of $v_{0c}$. The experimental data (Maeno et al., 1985; Sato et al., 2001) also supports our simulated results, as shown in Figure 5.

### 3.2.3 Effect of Charge-To-Mass Ratio

We first took the positive particle and negative particle which have the same magnitude of charge-to-mass ratio but opposite in directions as an example shown in Figure 6A. For the negatively charged particle, its saltation height (in blue line) is 9.14% lower than the neutral particle (in black line), and this is caused by the downward attractive electric force which magnitude is nearly 50% of gravity. For the positively charged particle, its movement pattern transfers from saltation to suspension (in red line), and this is because the upward repulsive electric force reaches the critical value that can balance the downward gravity.

To investigate how the charge-to-mass ratio impacts the saltation height and length, we compared the $f_h$, $f_0$ under different charge-to-mass ratios. Take one example shown in Figure 7A, which indicates an increasing tendency of saltation length from about -24% to +33%, and saltation height from about -14% to +12% when charge-to-mass ratio increases from -200 μC/kg to +200 μC/kg. When the charge-to-mass ratio is larger than +200 μC/kg, there is a regime shift at which the height is about several grain diameters, and the saltation length becomes infinity, which means the particle is floating in the air, and we call it low-level suspension. For these particles, the electric force is equal to the gravity at that height. Thus their vertical momentum dissipates via drag. The suspension height can be estimated by the balance of the electric force and the gravity, which increases with the increasing charge-to-mass ratio, as shown in Figure 7B.

### 3.2.4 Low-Level Suspension due to Electric Field

As it is mentioned above, particles carrying high positive charge change movement patterns from saltation to suspension aided by the electric force. However, the suspension mode returns to saltation mode for higher values of initial velocity, as shown in Figure 8A. Particles with 200 μC/kg of charge-to-mass ratio and 0.34 m/s initial velocity start to show suspension near the ground after the first bounce with the ground, but particles with the same charge-to-mass and higher initial velocity 0.35 m/s stay in the saltation mode. This indicates that suspension only happens when kinematic energy is insufficient to counteract electrostatic energy. Initial velocity and the charge-to-mass ratio value, as the main deciding factor, divide particle movement patterns into three regions for all kinds of particles as shown in Figure 8B: For particles with low charge-to-mass ratio (<100 μC/kg), electric force is not enough to balance the downward vertical gravity; For particles with middle value (100 μC/kg-230 μC/kg) of charge-to-mass ratio, particles are in the transition state, and its movement state governed both by charge-to-mass ratio and initial velocity. Their threshold initial velocity and charge-to-mass ratio satisfy an exponential function relationship, in each kind of wind speed; For particles with high value of the charge-to-mass ratio (>230 μC/kg), particles suspended near the surface under the effect of strong upward electrical force.

Take a 120 μm-sized particle as an example, when its charge-to-mass of the particle is 200 μC/kg, and the initial vertical velocity is less than 0.34 m/s, the particle suspends at a low-level height. It starts saltation when the initial vertical velocity is over 0.35 m/s. As shown in Figure 8, when its charge-to-mass ratio increases to 225 μC/kg, the particle suspends after several impacts even with a high initial vertical velocity value. Different upper threshold velocities for particle suspension corresponding to three classes of friction velocity are calculated. When its
charge-to-mass ratio is smaller than a lower threshold value of 105 \( \mu \text{C/kg} \), the particle only can be a saltation particle with any initial vertical velocities. Moreover, this lower threshold is independent of friction velocity but determined by grain size. When its charge-to-mass ratio is over the upper threshold value, the particle suspends. This upper threshold decreases with increasing friction velocity. When its charge-to-mass ratio is between these two values, its initial vertical velocity determines the particle regime. This threshold of initial vertical velocity \( v_{p0, \text{th}} \) increases with increasing mass-to-charge and is given as:

\[
v_{p0, \text{th}} = 0.017 \sqrt{\left(\frac{q}{m}\right)_{\text{th}}} \frac{2 - 105}{m}
\]  

(13)

Where \( (\frac{q}{m})_{\text{th}} = 232, 225, 217 \mu \text{C/kg} \) are the upper threshold for three friction velocity.

This transition of saltation to low-level suspension by an electric field will lead to a stratification of drifting snow particles. Low charge-to-mass ratio saltating particles have a higher average height than high charge-to-mass ratio low-level suspension particles, influencing the electric field near the surface, which is however not considered in this study. The suspension height of particle exponentially increases with the charge-to-mass ratio, as is shown in Figure 9, and the function can be fitted as

\[
H = 2.9 \times (\frac{q}{m})^{3.1}
\]  

In different granular systems, the particle size obeys different distribution functions. Particle size together with the charge-to-mass ratio determine the threshold for the saltation - suspension transition. It is approximately an exponential function of particle diameter, as is shown in Figure 10. In a natural setting, due to the sublimation and fragmentation of particles moving and bouncing with the surface, mass loss and charge gain of a particle may contribute to a higher charge-to-mass ratio value. Particles with
an increasing charge-to-mass ratio are entrained to a higher position in the airflow. As a consequence, the sublimation process could also be intensified due to the increasing number of suspended snow particles in the air.

4 CONCLUSION

During drifting snow, charged snow particle trajectories are influenced by the electric field in the saltation layer, which has been ignored in most previous simulation models. The simulation model considering the electrification on snow (Schmidt et al., 1999) only analyzed the single hop of one particle, which cannot represent the typical motion for the particles that are in a stable state of saltation. The stable saltation height and length of particles are affected both by the friction velocity, initial particle velocity, and charge-to-mass ratio. In this work, a single charged particle trajectory in the flow field was calculated, and the influence of main factors such as friction velocity, initial particle velocity, and charge-to-mass ratio of the particle was analyzed.

We first investigate the aerodynamic entrainment, rebound, and ejection of these three kinds of particle trajectories in the electric field. For small mass-to-charge ratio and small friction velocity: For particles carrying the same polarity of charge at the snow surface, the effect of initial velocity on saltation height and length can be ignored. For particles carrying different polarities of charge: Negatively charged saltating particles are nearer to the ground with shorter saltation lengths, and positively ones jump higher and further.

An interesting finding is that the final saltation height of particles is the result of two competing influences from the electrical field: The influence on ejection velocity is opposed to the influence on vertical acceleration. Both influences depend on friction velocity and polarity of particles. Both saltation height and length of charged particles tend to become stable with the increasing friction velocity. In high friction velocities, the saltation height of negatively charged particles becomes higher than that of positively charged particles.

With the increasing charge-to-mass ratio, the saltation height of particles gradually increases. When the charge-to-mass ratio is over a critical value, the electrostatic force is large enough to support particles’ suspension in the air at a height very near to the ground surface.

The low-level suspension only happens when the kinematic force on particles is lower than the electrostatic force. Initial velocity and the charge-to-mass ratio value are the main governing factors dividing particle movement state into three regimes: Saltation, transition, and suspension. The low-level suspension height increases exponentially with the increasing charge-to-mass ratio. The threshold charge-to-mass ratio of particles to transfer from saltation to suspension may increase exponentially with the particle size.

This idealized and theoretical study has important limitations: We assumed a static electrical background field, which—despite being consistent with existing experimental data—does not reflect spatio-temporal dynamics which will occur in nature as charging and de-charging dynamically happens due to particle—surface interactions and as charged particles move through the air. We further varied charge-to-mass ratios freely but acknowledge that particle shape, size and temperature will influence and limit possible values. Clearly a fully developed saltation system with many particles, different sizes and a rough surface needs to be investigated to consolidate our results from this idealized study.

Future work, will therefore address these limitations and attempt to include electrostatic forces in a saltation model such as the CRYOS LES (Sharma et al., 2018). A main aspect of this future work should be on dynamically modelling charging of particles and on analysing the influence on total mass flux and sublimation (Sigmund et al., 2022). Overall, this will allow for a better understanding of the momentum/energy transfer near the surface under the effect of the strong electric field in drifting snow, and this can support a theoretical basis for the solving interfere of radiation communication in blizzards.
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