Aging affects circadian clock and metabolism and modulates timing of medication
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SUMMARY
Aging is associated with impairments in the circadian rhythms, and with energy deregulation that affects multiple metabolic pathways. The goal of this study is to unravel the complex interactions among aging, metabolism, and the circadian clock. We seek to identify key factors that inform the liver circadian clock of cellular energy status and to reveal the mechanisms by which variations in food intake may disrupt the clock. To address these questions, we develop a comprehensive mathematical model that represents the circadian pathway in the mouse liver, together with the insulin/IGF-1 pathway, mTORC1, AMPK, NAD+, and the NAD+ -consuming factor SIRT1. The model is age-specific and can simulate the liver of a young mouse or an aged mouse. Simulation results suggest that the reduced NAD+ and SIRT1 bioavailability may explain the shortened circadian period in aged rodents. Importantly, the model identifies the dosing schedules for maximizing the efficacy of anti-aging medications.

INTRODUCTION
From bacteria to humans, organisms possess a network of molecular reactions and pathways, the interactions of which form an internal biological clock, known as a circadian clock, which generates biochemical oscillations with a near 24-hr period (Dibner et al., 2010). The circadian system can be divided into two interacting components: the central clock in the suprachiasmatic nucleus (SCN) of the hypothalamus and the peripheral clocks that reside in various tissues throughout the body. The peripheral clocks play an integral and unique role in each of their respective tissues, driving the circadian expression of specific genes involved in a variety of physiological functions. As a whole, the circadian system drives daily oscillation in most physiological functions, including circulating hormones (Kim et al., 2015), cardiac and circulatory function (Millar-Craig et al., 1978; Muller et al., 1985), and core body temperature (Refrinetti and Menaker, 1992). The circadian clock can synchronize the timing of physiological processes with cyclic changes in the external environment (called “zeitgebers”), to the advantage of the organism. Light is a major zeitgeber, especially for the SCN; its importance is evinced by the ubiquitous presence of an anticipatory system linking physiology with the light/dark cycle in all species. Other key zeitgebers include temperature, food intake, and exercise. Feeding is a particularly potent zeitgeber for the peripheral circadian clocks such as the liver clock.

The control of the circadian clock over a variety of cellular and circulating metabolites and fuels is well documented. However, that link is more complex than the rhythm simply controlling metabolism. Indeed, studies have pointed to a cyclic relationship wherein the rhythm impacts metabolic activity and metabolism feeds back to impinge upon the rhythm (Roenneberg and Merrow, 1999). Perhaps the best test case to evaluate the link between metabolism and circadian rhythms is the liver, an organ that is critically involved in the primary food response. Cellular metabolism in the liver is markedly affected by changes in feeding status and therefore fluctuates as a function of the day/night cycle in rodents (Robinson et al., 1981; Kaminsky et al., 1984). To complete the cycle of influence, restricted feeding is also known to significantly alter the circadian phase in the liver (Tulsian et al., 2018).

Impairments in circadian rhythms in sleep and behaviors (Kondratova and Kondratov, 2012) are known to occur in aging, although the underlying mechanisms are not well understood. Aging is a multifactorial process characterized by a gradual decline of physiological functions. A series of mechanisms are involved at the molecular, cellular, and tissue levels, which include deregulated autophagy, mitochondrial dysfunction, telomere shortening, oxidative stress, systemic inflammation, and metabolism dysfunction (Riera et al., 2016). The deregulation of these pathways gives rise to cellular senescence, which contributes to aging.
phenotype and, eventually, age-related diseases. Aging is associated with a reduction in the cellular concentration of nicotinamide adenine dinucleotide (NAD+), a critical coenzyme for enzymes that fuel reduction-oxidation, and with a decline in the expression of Sirt1, a member of the sirtuin family for which NAD+ is a co-substrate, at the transcriptional and translational levels. (We follow the convention where only the first letter is capitalized in genes, e.g., Sirt1, but all capital letters for proteins, e.g., SIRT1.) Additionally, aging is associated with energy deregulation which affects many pathways such as pyruvate metabolism, the tricarboxylic acid cycle, and insulin.

The interactions among aging, metabolism, and circadian clock are difficult to unravel. Despite the wealth of aging-related data generated by high-throughput genomic and proteomic technologies, some of the molecular mechanisms that mediate key aging effects have yet to be elucidated. The difficulty lies in the complexity of these processes: not only are a large number of genes involved, many with competing roles, but their interactions are complex and often incompletely characterized. Indeed, due to the multiple feedback loops and regulatory mechanisms, it is challenging to understand the biological consequences of gene-expression changes. A promising methodology for interpreting data and untangling the interactions among signaling pathways is computational biology. One such approach is to describe regulatory interactions using ordinary differential equations, which relate changes in the expressions of model variables to other quantities. Simulations can then be conducted to predict how perturbation in one model parameter or variable (or a set of parameters and variables) can affect other variables and overall system behaviors.

The principal goal of this study is to develop a state-of-the-art computational model that couples the metabolism and circadian pathways, to investigate the roles of these pathways in aging and metabolism in mammals. We aim to apply the model to answer important questions: What are the key factors that advice the liver circadian clock about the cellular nutritional state, and facilitate its entrainment to a feeding schedule? How might variations in daily food intake or nutritional stress disrupt the clock? How do those processes change as one ages? What time of day should one take an anti-aging medication to maximize its efficacy? To address these questions, we present a comprehensive model that includes (i) the insulin/IGF-1 pathway, which couples energy and nutrient abundance to the execution of cell growth and division, (ii) the mechanistic target of rapamycin complex 1 (mTORC1) and amino acid sensors, (iii) the salvage pathway, which regulates the metabolism of NAD+ and the NAD+ -consuming factor SIRT1, (iv) the energy sensor adenosine monophosphate-activated protein kinase (AMPK), and (v) the circadian pathway in the mouse liver. We formulate the model for a young mouse and an aged mouse, and we apply the model to investigate the synergy among regulators of nutrients, energy, metabolism, and circadian rhythms. Last but not the least, we conduct simulations to assess the effect of dosing schedule on the pharmacodynamics of anti-aging drugs, of which the key molecular target of these drugs is SIRT1. Because SIRT1 is under major influence by the circadian clock (Wallace et al., 2018), the optimal dosing times for these medications remain an essential but unanswered question. The model can be used to aid in the interpretation of time dynamic genomic and proteomic data, and to provide an integrated understanding of the mechanisms that lead the cell to senescence and how this process contributes to aging and age-related diseases.

RESULTS
Model predicts expression time-profiles of core clock genes in the mouse liver
The intricate coupling of the energy and metabolism pathways and the circadian system is represented in the model; see Figure 1. The phosphorylation of mTORC1 elevates BMAL1, whereas BMAL1 and PER2 inhibit mTORC1. As such, the circadian rhythms drive oscillations in phosphorylated mTORC1 level (Figure 2B). The model predicts a phase difference between mTORC1 and Bmal1 mRNA of ~9 hr. Similar oscillations are seen in other variables in the insulin pathway model. These results were obtained for the “young” model with a constant baseline insulin level.

To assess the validity of the model, we compare the predicted time-profiles of core clock genes with mRNA levels measured in mouse livers (Hughes et al., 2009). In that study, the mice were entrained to a 12:12 light/dark cycle, then put in constant darkness and fed ad libitum. The predicted core clock mRNA time-profiles for Bmal1 (Figure 2A), Per2 (Figure 2C), Cry1 (Figure 2D), Rev-Erb (Figure 2E), and Ror (Figure 2F) all exhibit reasonable agreement with the mouse liver data (closed circles).

As noted above, the model represents bidirectional coupling between mTORC1 and core clock genes. To assess how the fit between model predictions and data is affected, we conducted simulations (1) without
the inhibitory effects of BMAL1 and PER2 on mTORC1, and (2) the without the activating effect of mTORC1 on BMAL1 and CLOCK-BMAL1. In both cases, the predicted core clock gene and mTORC1 profiles deviate markedly from baseline; results are shown in Figure S1 (supplemental information). Without the inhibitory effects of BMAL1 and PER2 on mTORC1, the oscillations in mTORC1 vanish, with mTORC1 attaining elevated steady-state value. The elimination of the activating effect of mTORC1 on BMAL1 and CLOCK-BMAL1 introduces a phase shift in all oscillations (Figure S1).

Effect of feeding on mTORC1 and liver clock genes

The circadian system, metabolism, and feeding are intertwined. To better understand the effect of food on liver circadian rhythms, we simulate a fed-like state and a fasted-like state. Nutrition levels (i.e., insulin and amino acid) are assumed to stay high at the baseline levels in a fed-like state, to stay low in a fasted-like state. When insulin and amino acid levels are low, they are taken to be 10% and 50% of baseline, respectively.

The time-profiles predicted for mTORC1 and key clock proteins are shown in Figure 3 (blue and red curves). mTORC1 is activated by a high-energy diet through the uptake of glucose and amino acids (Figure 3B). At high nutrition levels, the elevated insulin and growth factor levels promote the phosphorylation of Akt, which inhibits TSC1-TSC2 and activates mTORC1. Conversely, in the fast-like state, phosphorylated mTORC1 drops to 1/4 its value in the fed-like state, and its circadian oscillations essentially vanish. Recall that activation of mTORC1 results in elevated levels of BMAL1. Thus, fasting lowers BMAL1 level (Figure 3C). CLOCK-BMAL1 and CRY1 are similarly affected, whereas the effect on PER2 is the opposite (Figures 3D–3F).

The above results are obtained for the baseline (young) model. We seek to determine if these effects persist when metabolism changes during aging. To achieve that goal, we formulate an aged model by lowering the mean NAD+ and SIRT1 levels to 30% and 60%, respectively, of the baseline model (Massudi...
Qualitatively similar results are obtained for the aged model (shown in Figure S2 in supplemental information).

The liver circadian clock entrains to an altered feeding schedule

Food is known to be a potent zeitgeber for the liver circadian cycle. To assess the effect of an altered feeding schedule on the circadian rhythm, we simulate daytime and nighttime feeding by varying the insulin and amino acid levels during the day. The simulated insulin levels for the different feeding patterns are shown in Figure 3A, green and orange curves. The simulated amino acid levels follow the same trend and vary between 0.5 and 1. The model predicts that variations in nutrition levels yield oscillations in mTORC1 (see explanation above). Nighttime feeding induces a half-day phase shift in the mTORC1 (Figure 3B) relative to the constant fed-like case, and the coupling between mTORC1 and BMAL1 induces a corresponding phase shift in the clock as well (see orange curves in Figures 3C–3F).

These results suggest that the liver circadian clock may entrain to an altered feeding schedule via its coupling with mTORC1. More specifically, results obtained for the four feeding conditions suggest that...
without a sufficiently strong activation signal from mTORC1, as in the fast-like state, the model is formulated such that BMAL1 and CRY1 peak around ZT8, whereas PER2 peaks around ZT20. With nighttime feeding, mTORC1 peaks around ZT23, such that its activation of BMAL1 yields a peak around ZT6. Therefore, the fast-like and nighttime feeding cases produce qualitatively similar core clock protein profiles. In contrast, with daytime feeding, mTORC1 level increases during the day, with a peak at ZT12. That shifts the BMAL1 profile by half a day, with a peak now at ZT22. A similar phase relation in the clock gene oscillations is obtained for the fed-like state, indicating that the activating signal from mTORC1 during the day may be a primary determine of the phase dynamics of the clock.

Effect of aging on the circadian clock

As we age, our circadian system undergoes significant changes, such that rhythmic activities such as sleep/wake patterns change markedly, and in many cases become increasingly fragmented. Aging is also associated with the reduction in the cellular concentration of NAD+ and SIRT1 (Satoh et al., 2017). To study the effect of key age-related changes in metabolism on the circadian system, we formulate an aged model by lowering the mean NAD+ and SIRT1 levels to 25% and 40%, respectively, of the baseline (young) model (Massudi et al., 2012a). We acknowledge that aging is associated with a multitude of other physiological changes. But here we focus on the effect of NAD+ and SIRT1, which are known to play an essential role in the mechanism that translates the regulation of energy metabolism into aging and longevity.

Figure 3. Effects of feeding schedule on mTORC1 and core clock gene levels

(A) insulin levels for a fed-like state (constant at 1), a fasted-like state (constant at 0.1), daytime feeding, and nighttime feeding. 
(B) mTORC1 levels, driven to oscillate by the clock and feeding schedule, and elevated at high insulin levels. 
(C–F) core clock protein time-profiles. 
Shown in arbitrary unit.
The resulting time-profiles of core clock genes are shown in Figure 4. SIRT1 deacetylates the liver kinase B1 (LKB1), which stimulates AMPK. Through their actions on PGC1-α, SIRT1 and AMPK raise the level of Bmal1. Thus, the lower SIRT1 and AMPK levels in the aged model yield correspondingly reduced Bmal1 and Clock-Bmal1 (Figures 4C and 4D). Taken in isolation, the lower Clock-Bmal1 level would decrease the generation rates of Per2 and Cry. However, in a competing effect, the lower SIRT1 level in the aged model also inhibits the deacetylation of Clock-Bmal1, thereby accelerating the formation of Per2 and Cry1. These two competing effects result in negligible effects on the abundance of Per2 and Cry1 (Figures 4E and 4F).

What is noteworthy is that the lower SIRT1 level shortens the circadian period in the aged model, from the baseline 24 hr–22 hr, consistent with observed age-related disruption in circadian rhythms (Yamazaki et al., 2002; Morin, 1988) (infra vide).

**Effect of dosing schedule on pharmacodynamics**

Resveratrol and other SIRT1-activating compounds (STACs) increase SIRT1 activity and mimic the anti-aging effects of calorie restriction in lower organisms and mice (Howitz et al., 2003). Given the modulation of SIRT1 by the circadian clock and vice versa, we investigate how the dosing schedule may differentially affect the pharmacodynamics of STAC on the young and aged models. The models compute SIRT1 activity as a Michaelis-Menten function of [NAD+]. To simulate the effect of STAC, we reduce the Michaelis-Menten constant $K_m$ (Milne et al., 2007) and vary SIRT1 generation during the day. We compare the cases where the STAC is taken at ZT6, ZT12, and ZT24. The predicted NAD+ time-profiles are shown in Figures 5D and 5G for the young and aged models, respectively. All NAD+ profiles are normalized with respect to the mean NAD+ value in the young model. The corresponding predicted SIRT1 time-profiles are in Figures 5E and 5H, normalized by the mean SIRT1 value in the young model. Recall that NAD+ and SIRT1 levels are...
attenuated in aging. As a result, the pharmacodynamics of STAC and its dosing schedule differ markedly between the two populations.

The young and aged models exhibit different responses to the dosing schedule. Given that mammalian SIRT1 deacetylates a host of target proteins that are important for apoptosis, the cell cycle, circadian rhythms, mitochondrial function, and metabolism, we will assess drug response using two measures of SIRT1 levels, its mean and peak, computed over a representative circadian period. The peak value is important in threshold-based processes. Relative changes in mean and peak SIRT1 for the young and aged models are given by percentage changes with respect to the respective control group (no drug).

In terms of mean SIRT1, the young and aged models exhibit similar relative increases (approximately +10%) when STAC is administered at ZT6, which is the middle of the light cycle and coincides approximately with

Figure 5. Effect of dosing schedule on STAC efficacy
(A–I) Shown in arbitrary unit. Simulations are conducted for STAC administered at ZT6, ZT12, and ZT24 (A), and in the young model (results in the second row) and aged model (third row). STAC has a major impact on the dynamics of NAD+ (D and G) and SIRT1 (E and H). Dosing schedule has a significant effect on mean SIRT1 in the young model but not the aged model (B), whereas the effect on peak SIRT is significant in the young model and even stronger in the old model (C). Δ mean and peak SIRT1 for the young and aged models are computed as percentage changes with respect to the respective control group (no drug).
the circadian peaks of the NAD+ and SIRT1 in the control group (no drug). (Figure 5). Because baseline SIRT1 is much higher in the young model, the same relative increase implies a much larger net increase in the young model. When administered at ZT12, the beginning of the dark cycle, STAC induces the largest increase in mean SIRT1 in the young model (+13.4%), whereas the analogous response of the aged model is essentially insensitive to the dosing schedule (+9.5%, Figure 5B). When administered at the end of the dark cycle (ZT24), STAC induces +12.7% and +9.8% increases in mean SIRT1 the young and aged models, respectively. In terms of peak SIRT1, drug timing has a significant effect on both the young and aged models (see Figure 5C). The most marked increase in relative peak SIRT1 is obtained when STAC is administered to the aged model at ZT6. Alternative dosing schedules and the young model yield significant but weaker response in peak SIRT1.

Further discussion is warranted for the ZT24 case (dosing at the beginning of the light period). Double peaks emerge in the NAD+ and SIRT1 time-profiles (orange curves in Figures 5D, 5E, 5G, and 5H), with one peak corresponding to the circadian peak, the other to the STAC-induced peak. Also, Bmal1 time-profiles indicate a 7-hr shift in the circadian clock, in both the young and aged models (Figures 5F and 5I). Such a shift may be undesirable.

NAD+ is a central regulator of metabolism, and its decline is linked to DNA damage (Bouchard et al., 2003), metabolic stress, chronic inflammation (Imai and Guarente, 2014), and aging (Braidy et al., 2014; Massudi et al., 2012b). The consumption of nicotinamide riboside (NR), a precursor of NAD+ and is similar to B3, has been proposed as a means to elevate NAD+ levels and to improve healthspan (Yoshino et al., 2018). To represent the effect of NAD+ supplements, we increase the total NAD+ and NAM concentration during specific hours of the day, depending on the dosing schedule (Figures 6A and 6B). We compare the cases where the NAD+ supplements are taken at ZT6, ZT12, and ZT24. The predicted NAD+ and SIRT1 time-profiles are shown in Figure 6 for the young model (panels D and E) and old model (panels G and H).

The model predicts that NAD+ supplements exert the strongest effect, as measured by either mean or peak SIRT1, if taken during the middle of the light cycle, at ZT6, which coincides with the peak of the circadian peak (Figures 6B and 6C). The model predicts that mean SIRT1 increases by 7.5% in the young case and 5.6% in the aged case. If peak SIRT1 is the measure, then a larger increase of 14.2% is predicted in the aged model, compared to 36.0% in the young model. Administering NAD+ supplements at a different hour may generate smaller effect. Taken at ZT12, mean SIRT1 increases by 6.6% in the young model and 3.0% in the aged model (Figure 6B). Unlike the ZT6 case, the ZT12 case results in a smaller increase in peak SIRT1 in the aged model (5.7%), compared to 10.8% in the young model (Figure 6C). Taken at ZT24, mean SIRT1 increases by only 3.9% in the baseline model, but essentially has no response (+0.5%) in the aged model (Figure 6B). Even more remarkably, peak SIRT1 decreases by 7.9% in the aged model (Figure 6C). Furthermore, unlike STAC, taking NAD+ supplements at ZT24 does not result in a phase shift of the circadian rhythms; see Bmal1 time-profiles in Figures 6F and 6I.

DISCUSSION
Metabolism and the circadian rhythms
Early work in mammalian rhythms identified the hypothalamic SCN as the master circadian pacemaker that drives behavioral rhythms (Welsh et al., 2010). Soon after, it was realized that circadian genes expression is by no means limited to the SCN but can be found in cells throughout the body (Dibner et al., 2010). Indeed, the cell-autonomous clock is ubiquitous (Balsalobre et al., 1998; Nagoshi et al., 2004; Yoo et al., 2004), with most peripheral organs and tissues simultaneously exhibiting autonomous circadian oscillations and receiving signals from the SCN. In different cell types, the circadian oscillators respond differently to entraining signals. SCN gene expression responds rapidly to light, a tight coupling that is mediated by the neural connections from the SCN and the retina to the SCN. As a result, SCN gene expression entrains to a shifted light/dark schedule within a day (Yamazaki et al., 2000). Interestingly, while other nonphotic stimuli, like a shifted feeding schedule, can dominate light in entraining behavioral and peripheral rhythms, the SCN is hard-wired to the light/dark rhythm.

Unlike the SCN, light exerts only a weak entraining effect on the liver. Experiments in the rat demonstrate the even after 16 days of an altered light/dark regimen, the liver clock does not completely adapt to the new schedule (Yamazaki et al., 2000). In contrast, feeding is a potent zeitgeber for the liver circadian cycle. A restricted feeding protocol, in which mice are given food access for a limited period during the light
(inactive) phase, almost immediately resets the phase of circadian gene expression in the liver (Stokkan et al., 2001; Damiola et al., 2000). Indeed, the liver circadian clock is one of the fastest tissue clocks to entrain to an altered feeding schedule, indicating that its coupling to food intake is stronger than to peripheral or central oscillators. To understand the mechanism that underlies this entrainment, we conduct a simulation of daytime and nighttime feeding. Simulation results indicate that the coupling of mTORC1 to the liver circadian clock, as formulated in the present model, is sufficient to explain its entrainment to an altered feeding schedule (Figure 3), although it should be acknowledged that such entrainment may also be induced by a different connection not represented in the present model.

The interactions between metabolism and circadian rhythms in humans can be gleaned from clinical observations in shift workers. Shift work involves alternations in feeding schedule and other zeitgebers. A higher incidence of diabetes, obesity, and cardiovascular events has been reported among shift workers (Mukherji et al., 2019), although the underlying mechanisms have yet to be elucidated. Participants subjected to forced circadian misalignment (a simulation of shift work) have been found to exhibit insulin resistance and elevated blood pressure (Scheer et al., 2009). Our simulation of nighttime feeding (one aspect of shift work) predicts lowered phosphorylated Akt levels, compared to daytime feedback. Phosphorylated Akt is essential to the translocation of GLUT4; thus, our result suggests that nighttime feedback may lead to impaired glucose tolerance. It is noteworthy that patients with diabetes exhibit a dampened amplitude of circadian rhythms of insulin secretion (Boden et al., 1999) and glucose tolerance. Given this bidirectional nature of the relationship between circadian disruption and metabolic pathologies, circadian disruption may lead to a vicious cycle and contribute to the progression and worsening of metabolic diseases.

Figure 6. Effect of dosing schedule on NAD+ supplement efficacy

(A–I) Shown in arbitrary unit. Simulations are conducted for NAD+ supplement administered at ZT6, ZT12, and ZT24 (A), and in the young model (second row) and aged model (third row). NAD+ supplement has a major impact on the dynamics of NAD+ (D and G) and SIRT1 (E and H). Dosing schedule has a significant effect on drug efficacy in both the young and old models, as measured by mean SIRT1 (B) and peak SIRT1 (C).
**Aging and the circadian rhythms**

Our model predicts a shortening of the liver circadian rhythm in aged mice (Figure 4). The effect of aging on the rhythmic expression of clock genes appears to be equivocal (Nakamura et al., 2015), with conflicting reports of shortening (Yamazaki et al., 2002) or lengthening of the SCN (Chang and Guarente, 2013), and an unaltered peripheral clock (Sato et al., 2017). An additional complication is that it is unclear to what extent these in vitro findings apply to a living organism. In particular, aging-related changes on the liver clock are likely masked by the feeding schedule. Nevertheless, in aging, a gradual decline is seen in a number of physiological functions, including the robustness of the circadian clock. Documented age-related changes in circadian rhythms include shortening of the circadian period (Morin, 1988; Pittendrigh and Daan, 1974; Weitzman et al., 1982; Witting et al., 1994), alteration in the phase angle of entrainment to the light/dark cycle (Morin, 1988; Scarbrough et al., 1997; Zee et al., 1992), fragmentation of the activity rhythm (Scarbrough et al., 1997), decreased precision in the onset of daily activity (Scarbrough et al., 1997; Zee et al., 1992), and alterations in the response to the phase-shifting effects of light (Rosenberg et al., 1991; Zhang et al., 1996) and nonphotic stimuli (Turek et al., 2007). These age-related changes in the circadian system may disrupt the proper phase relationships among numerous physiological and behavioral 24-hr rhythms, as well as between these rhythms and daily environmental cycles. The disruption of those relations may negatively impact the organism’s health and its adaptation to the environment (Brock, 1991).

The interactions between aging and the circadian clock are complex and likely involve a bidirectional relationship (Kondratov et al., 2006; Krishnan et al., 2009; Nakahata et al., 2009). Possible mechanisms that contribute to the aging of the circadian clock include changes in the SCN, including its structure (Swaab et al., 1985; Zhou and Swaab, 1999), neuronal coupling (Satinoff et al., 1993; Masuda et al., 2018; Nakamura et al., 2011), and clock gene expression (Satinoff et al., 1993; Masuda et al., 2018; Nakamura et al., 2011). The present study focuses on the role of SIRT1 and NAD+. In vitro, SIRT1 regulates the acetylation of Bmal1 and Per2 in the mouse liver (Nakahata et al., 2008; Asher et al., 2008) and human hepatocytes (Wang et al., 2016). SIRT1 expression in the mouse brain and liver decreases with age, and Sirt1 knockouts display a premature aging phenotype, including disrupted activity rhythms comparable to those in aged (19–22 months) wild-type mice (Chang and Guarente, 2013), as well as shortened lifespan and increased levels of proinflammatory markers in blood (Wang et al., 2016). The aged model in the present study predicts attenuated Bmal1, consistent with observations in a knockout of Sirt1 in the brain (Chang and Guarente, 2013), and a shortened circadian period (Figure 4). Taken together, model simulations and experimental findings concur on a role for an age-dependent decrease in SIRT1 activity in mediating changes in the molecular circadian clockwork (Yamazaki et al., 2002). Taken together, model simulations and experimental findings concur on a role for an age-dependent decrease in SIRT1 in mediating changes in the molecular circadian clockwork.

Circadian rhythm disturbances in the elderly are associated with a wide range of health conditions, including hypertension and cardiac insufficiency (Jensen et al., 1998), impaired immune functions and increased susceptibility to disease (Nikolich-Zugich, 2018), depression and poor cognitive and psychological functioning (Moe et al., 1995). Common treatments for circadian rhythm disorders in aging include the use of melatonin (Garzón et al., 2009) and light therapy (Mishima et al., 2018). Given the likely involvement of SIRT1 in the dysregulation of the circadian clock in aging, therapies that elevate SIRT1 activity may restore the circadian rhythms and reverse other age-related effects. In recent studies, supplementation of NAD+ intermediates such as nicotinamide mononucleotide (NMN) and NR was reported to dramatically reverse the effects of aging at the cellular and organismal levels (Gomes et al., 2013). Importantly, NAD+ intermediate supplementation appears to restore NAD+ levels in both nuclear and mitochondrial compartments of cells, and the benefits of NAD+ intermediate supplementation appear to be due to the reactivation of sirtuins. Given the role of the circadian clock in optimizing and maintaining health, some of the benefits of NAD+ intermediate supplementation may be attributed to the restoration of the circadian rhythms.

**Dosing schedule and the circadian rhythms**

In recent years, interest in resveratrol and NAD+ supplements has increased enormously after reports emerged on their benefits on metabolism and increased lifespan of various organisms (Howitz et al., 2003; Hashimoto et al., 2010). A key molecular target common to these drugs is SIRT1, which exhibits significant circadian variations (Wallace et al., 2018). Thus, a salient question is: To what extent do dosing times...
impact the anti-aging effects of resveratrol and NAD+ supplements? Indeed, the circadian rhythms have been known to modulate drug pharmacokinetics and pharmacodynamics (Dallmann et al., 2014). Experimental data involving targeted anticancer agents have indicated that both circadian timing and drug dosage are critical factors in determining systemic exposure and thus pharmacological effects. For example, Everolimus, an immunosuppressant that inhibits mTOR, exerts a higher antitumor efficacy if taken at ZT12 compared to ZT0 (Okazaki et al., 2014). A link between dosing schedule and drug efficacy was also revealed for a number of other anticancer drugs (Li et al., 2012; Kloth et al., 2015; Zappe et al., 2015), analgesics (Johnson et al., 2014; Debruyne et al., 2014), antidiabetic drugs (Miyazaki et al., 2011), and antibiotics (Souayed et al., 2015).

The exact effect of dosing time on pharmacodynamics and pharmacokinetics depends on the drug and likely on patient characteristics. The present study focuses on one patient characteristic, age. We seek to answer the important clinical question: Given the age of a patient, what is the best time to administer STACs or NAD+ supplements, to maximize the drugs’ potential anti-aging effects? The answer depends, first of all, on the measure of drug efficacy. If the goal is to elevate peak SIRT1 (to maximize physiological processes that activate above a SIRT1 threshold), then the best time to administer either STACs or NAD+ supplements is to coincide with the circadian peaks of NAD+ and SIRT1 in the control group (no drug), i.e., in the middle of the light periods (ZT6). If the goal is to maximize mean SIRT1, then the answer depends on the drug (STACs or NAD+ supplements) and on patient’s age. For STACs, administering the drug in the young model at the beginning or end of the light periods (ZT12 or ZT24) yields a significant, albeit not drastic, improvement in terms of mean SIRT1, over administering it in the middle of the light periods (ZT6). The aged model is largely insensitive to dosing timing. For NAD+ supplements, administering the drug in the middle of the light periods (ZT6) yields the largest increase in mean SIRT1 in both models. These results are summarized in Figures 5 and 6, panels B and C.

A noteworthy finding of this study is that caution should be taken when STACs or NAD+ supplements are to be taken early in the morning (ZT24). For STACs, not only does this timing yield the smallest increase in peak SIRT1, it may also have an undesirable side effect of shifting the circadian clock (Figures 5Fa and 5I). The model predicts a 7-hr shift, although in practice other zeitgebers and inputs will likely render the circadian clock more robust. For NAD+ supplements, this timing generates the smallest increases in both mean and peak SIRT1, and in the aged population, it may even lower the SIRT1 peak.

Comparison with previous models and future extension

In a recent study (Guerrero-Morín and Santillán, 2020), Guerrero-Morín and Santillán studied the regulation of the circadian clock by coupling the minimal genetic oscillator model by Goodwin (Goodwin, 1965) with a simple mTORC1 activation model. That Goodwin model represents the feedback loop involving BMAL1, PER, and CRY, and can reproduce features of circadian oscillators such as light entrainment. However, it neglects the feedback loop involving BMAL1, REV-ERB, and ROR. That model (Guerrero-Morín and Santillán, 2020) only considers the unidirectional control of BMAL1 by mTORC1 but not the circadian regulation of metabolism, or the influence of other metabolic sensors (e.g., AMPK) on the circadian rhythms.

The goal of this study is to better understand the bidirectional interactions among metabolism and the circadian clock, and how those interactions changes in aging and pharmacological manipulation. To achieve that goal, we have developed a more comprehensive mathematical model of circadian rhythms and metabolism. We adopt the mammalian liver circadian clock model by Woller et al. (Woller et al., 2016). In addition to the dynamics of the core clock regulatory network, that model also incorporates metabolic sensors SIRT1 and AMPK, and represents additional mechanisms through which metabolism drives the clock. Specifically, the model (Woller et al., 2016) simulates the action of SIRT1 in modulating the transcriptional activity of CLOCK:BMAL1 and destabilizing PER2. SIRT1 also activates PGC1a, which coactivates ROR and increases Bmal1 expression. But before PGC1a can be deacetylated by SIRT1, phosphorylation by AMPK is required. Additionally, activated AMPK destabilizes PER and CRY.

Although the model by Woller et al. can predict how the activation of AMPK alters the circadian clock, (i) the AMPK level is assumed known a priori, and (ii) their model does not consider the role of mTORC1, which plays a central role in regulating fundamental cell processes, from protein synthesis to autophagy, and the signaling of which when dysregulated is implicated in the progression of cancer and diabetes, as
well as the aging process. Thus, we couple the circadian clock model (Woller et al., 2016) to our published model of insulin pathway (Sadria and Layton, 2021), which includes the insulin/IGF-1 pathway, mTORC1, and AMPK, and predicts how mTORC1, AMPK, and SIRT1 respond to variations in energy and nutrient abundance. The insulin pathway and mTORC1 model (Sadria and Layton, 2021) and the circadian clock model (Woller et al., 2016) are coupled by representing the increase of BMAL1 protein expression by mTORC1 (Lipton et al., 2017; Ramanathan et al., 2018), and the inhibition of mTORC1 phosphorylation by BMAL1 and PER2 (Wu et al., 2019).

The present model provides a state-of-the-art computational platform for investigating the interplay among aging, metabolism, and circadian rhythms. Model simulations have identified altered mTORC1 signaling as a mechanism leading to clock disruption and its associated metabolic effects, and suggested a pharmacological approach to resetting the clock in obesity and metabolic diseases. Further, mTORC1 signaling is switched on by a number of oncogenic signaling pathways and may be hyperactive in up to 70% of all human tumors (Forbes et al., 2010). Thus, there is much interest in targeting mTORC1 signaling as a potential therapeutic avenue for anticancer therapy. The potential effect of these treatments on the circadian clock may be studied using the present model.

Limitations of the study
A limitation of the present model is that it considers only the influence of variations in mTORC1, AMPK, and SIRT1, and neglects the influence of systemic signals from the SCN. This simplification is justified for the liver circadian clock, the entrainment phase of which is determined primarily by the feeding schedule. If the present model is to be adapted to other peripheral circadian clocks, the SCN inputs should be incorporated.
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The present model is a combination of two published models. Main model components include the insulin/IGF-1 and mTOR signaling pathway (Sadria and Layton, 2021), the core circadian clock pathway (Woller et al., 2016), and key metabolism regulators AMPK, NAD+, and SIRT1. The dynamics of the signaling pathways are modeled as a system of ODEs. Figure 1 depicts the pathways and protein interactions. The reactions and associated parameters are presented in Tables S1 and S2. Terms have been added to describe the coupling between the metabolism and clock components; those terms are highlighted in the equations. New parameters that characterize the coupling between the energy/metabolic pathways and the circadian system are shown in Table S3. While the original models have been individually validated (Woller et al., 2016, Sadria and Layton, 2021), selected parameters of the new coupled model must be adjusted to ensure a satisfactory fit with experimental data (Woller et al., 2016, Khapre et al., 2014). The agreement between predicted clock protein and mTORC1 profiles with experimental data is illustrated in Fig. 2. The adjusted parameters are shown in Table S4. Parameter fitting was performed using the interior point optimization method in MATLAB. Values for the other parameters can be found in Refs. (Woller et al., 2016, Sadria and Layton, 2021, Dalle Pezze et al., 2014).

Within the insulin/IGF-1 signaling and mTOR pathways, insulin activates the insulin receptor (IR), which triggers the IRS and PI3K, resulting in the phosphorylation of PDK1 and mTORC2, respectively. mTORC2 phosphorylates AKT on the S473 and T308 residues, whereas PDK1 activates AKT. Active AKT phosphorylates a variety of proteins, including TSC1_TSC2 and PRAS40. Phosphorylation of TSC1_TSC2 by AKT inactivates the TSC complex, thereby activating mTORC1 and resulting in a number of downstream effects, including the repression of the autophagy pathway and elevation of core clock protein BMAL1. A detailed description of the insulin/IGF-1 signaling and mTOR pathway model can be found in Refs. (Dalle Pezze et al., 2014, Sadria and Layton, 2021).

The clock model comprises several transcription factors that regulate gene expression: period (Per), cryptochromes (Cry), Rev-Erg and ROR-related orphan receptor retinoic acid receptor-related orphan receptor (Ror), brain and muscle ARNT-Like 1 (Bmal1), and circadian locomotor output cycles kaput (CLOCK). These core clock components exhibit circadian oscillations, driven by a network of interlocked transcriptional-translational feedback loops. In the primary negative feedback loop, CLOCK and BMAL1 heterodimerize to initiate the transcription of target clock genes, including Per (with isoforms Per1, Per2, Per3) and Cry (with isoforms Cry1 and
Cry2), by binding the E-box elements in the promoter region (Dibner et al., 2010, Zheng et al., 2001). PERs and CRYs then heterodimerize to inhibit their own transcription by acting on CLOCK:BMAL1 protein complex. In the secondary feedback loop, activators of CLOCK and BMAL1 dimerize to initiate the transcription of Rev-Erbα and Ror (Preitner et al., 2002, Triqueneaux et al., 2004). REV-ERBs and RORs are shown to repress and activate Bmal1 transcription, respectively (Liu et al., 2008, Cho et al., 2012, Guillaumond et al., 2005). In addition, Rev-Erb also inhibits Cry transcription to ensure robust oscillations (Relógio et al., 2011, Bugge et al., 2012). Following the approach in Ref. (Woller et al., 2016), we represent the two period homologs (Per1 and Per2) as a single Per gene and ignore Per3, and we represent the two cryptochromes (Cry1, Cry2) as a single Cry gene.

Circadian rhythms play a critical role in the physiological processes involved in energy metabolism and energy balance. In turn, mTORC1 regulates the proteostasis of the core clock protein BMAL1, affecting its translation, degradation, and subcellular localization (Lipton et al., 2017). Thus, activation of mTORC1 results in elevated levels of BMAL1, and vice versa (Lipton et al., 2017, Ramanathan et al., 2018). In a negative feedback loop, BMAL1 inhibits the phosphorylation of mTORC1, as does another core clock protein PER2 (Wu et al., 2019). SIRT1 triggers the deacetylation of PGC1-α, the deacetylation of CLOCK-BMAL1 complex, and the degradation of PER2. AMPK accelerates the phosphorylation of PGC1-α, as well as the degradation of PER2 and CRY1. Deacetylated and phosphorylated PGC1-α increases the generation rate of Bmal1 genes. These reactions are described by the coupling terms highlighted in Table S1.
Table S1. Model equations: Metabolic signaling pathway. Related to Figure 1.

The bidirectional influence between the metabolism and circadian pathways is represented by (new) coupling terms that are highlighted in the ODE associated with mTORC1_pS2448, mTORC1, Prot_bmal, and CB.

\[
\frac{d[IR\beta]}{dt} = + (par_{IR\beta\_ready} \times [IR\beta\_refractory])
- ([IR\beta] \times par_{IR\beta\_phos\_by\_Insulin} \times [Insulin])
\]

\[
\frac{d[IR\beta\_pY1146]}{dt} = + ([IR\beta] \times par_{IR\beta\_phos\_by\_Insulin} \times [Insulin])
- (par_{IR\beta\_pY1146\_dephos} \times [IR\beta\_pY1146])
\]

\[
\frac{d[IR\beta\_refractory]}{dt} = + (par_{IR\beta\_pY1146\_dephos} \times [IR\beta\_pY1146])
- (par_{IR\beta\_ready} \times [IR\beta\_refractory])
\]

\[
\frac{d[mTORC1\_pS2448]}{dt} = - ([TSC1\_TSC2] + [TSC1\_TSC2\_pS1387]) \times [mTORC1\_pS2448] \times par_{mTORC1\_pS2448\_dephos\_by\_TSC1\_TSC2}
- (b_{pras\_mtorc1} \times [mTORC1\_pS2448] \times 10^{-0.25} \times [PRAS40])
+ ([Amino\_Acid] \times [mTORC1] \times par_{mTORC1\_S2448\_activation\_by\_Amino\_Acids}
\times mTORC1_pmax \times ([leucine\_a] + [leucine\_conc])
\times [β\_read\_by\_leucine\_a])
+ ([Amino\_Acid] \times [mTORC1] \times par_{mTORC1\_S2448\_activation\_by\_Amino\_Acids}
\times mTORC1_pmax \times ([leucine\_a] + [leucine\_conc])
\times [β\_read\_by\_leucine\_a])
+ (par_{bmal\_mTORC1} \times [Prot\_bmal] + par_{per\_mTORC1} \times [Prot\_per])\times [mTORC1]
\]

\[
\frac{d[mTORC1]}{dt} = + ([TSC1\_TSC2] + [TSC1\_TSC2\_pS1387]) \times [mTORC1\_pS2448] \times par_{mTORC1\_pS2448\_dephos\_by\_TSC1\_TSC2}
+ (b_{pras\_mtorc1} \times [mTORC1\_pS2448] \times 10^{-0.25} \times [PRAS40])
+ ([mTORC1\_pS2448] \times [Act\_ULK1] \times 0.00016)
+ ([Amino\_Acid] \times [mTORC1] \times par_{mTORC1\_S2448\_activation\_by\_Amino\_Acids}
\times mTORC1_pmax \times ([leucine\_a] + [leucine\_conc])
\times [β\_read\_by\_leucine\_a])
+ ([Amino\_Acid] \times [mTORC1] \times par_{mTORC1\_S2448\_activation\_by\_Amino\_Acids}
\times mTORC1_pmax \times ([leucine\_a] + [leucine\_conc])
\times [β\_read\_by\_leucine\_a])
+ (par_{bmal\_mTORC1} \times [Prot\_bmal] + par_{per\_mTORC1} \times [Prot\_per])\times [mTORC1]
\]

\[
\frac{d[mTORC2]}{dt} = - ([Amino\_Acid] \times [mTORC2] \times par_{mTORC2\_S2481\_phos\_by\_Amino\_Acids})
- ([P3K\_p] \times [mTORC2] \times par_{mTORC2\_S2481\_phos\_by\_PI3K\_variant\_p})
+ (par_{mTORC2\_pS2481\_dephos} \times [mTORC2\_pS2481])
\]

\[
\frac{d[mTORC2\_pS2481]}{dt} = + ([Amino\_Acid] \times [mTORC2] \times par_{mTORC2\_S2481\_phos\_by\_Amino\_Acids})
+ ([P3K\_p] \times [mTORC2] \times par_{mTORC2\_S2481\_phos\_by\_PI3K\_variant\_p})
- (par_{mTORC2\_pS2481\_dephos} \times [mTORC2\_pS2481])
\]

\[
\frac{d[IRS]}{dt} = - ([Amino\_acid] \times [IRS] \times par_{IRS\_phos\_by\_Amino\_Acids})
- ([IRS] \times par_{IRS\_phos\_by\_IR\_beta\_pY1146} \times [IR\beta\_pY1146])
- ([IRS] \times par_{IRS\_phos\_by\_p70\_S6K\_pT229\_pT389} \times [p70\_S6K\_pT229\_pT389])
+ (par_{IRS\_pS636\_turnover} \times [IRS\_pS636])
\]

\[
\frac{d[IRS\_p]}{dt} = + ([Amino\_Acid] \times [IRS] \times par_{IRS\_phos\_by\_Amino\_Acids})
+ ([IRS] \times par_{IRS\_phos\_by\_IR\_beta\_pY1146} \times [IR\beta\_pY1146])
- ([IRS\_p] \times par_{IRS\_phos\_by\_p70\_S6K\_pT229\_pT389} \times [p70\_S6K\_pT229\_pT389])
\]

\[
\frac{d[IRS\_pS636]}{dt} = + ([IRS\_p] \times par_{IRS\_phos\_by\_p70\_S6K\_pT229\_pT389} \times [p70\_S6K\_pT229\_pT389])
+ ([IRS] \times par_{IRS\_phos\_by\_p70\_S6K\_pT229\_pT389} \times [p70\_S6K\_pT229\_pT389])
- (par_{IRS\_pS636\_turnover} \times [IRS\_pS636])
\]

\[
\frac{d[TSC1\_TSC2]}{dt} = - ([AMPK\_pT172] \times [TSC1\_TSC2] \times par_{TSC1\_TSC2\_pS1387\_phos\_by\_AMPK\_pT172})
- ([Akt\_pT308] \times [Akt\_pT308\_pS473]) \times [TSC1\_TSC2] \times par_{TSC1\_TSC2\_T1462\_phos\_by\_Akt\_pT308}
+ (par_{TSC1\_TSC2\_pS1387\_dephos} \times [TSC1\_TSC2\_pS1387])
+ (par_{TSC1\_TSC2\_pT1462\_dephos} \times [TSC1\_TSC2\_pT1462])
\]
\[
\begin{align*}
\frac{dp70S6K_{pT229}}{dt} &= + (par_{p70S6K_{pT229}} \text{dephos}_\text{second} \cdot [p70S6K_{pT229}]) \\
&+ (p70S6K_{pT229} \text{phos}_\text{by PI3K}_p \text{PKD1}_\text{second} \cdot [p70S6K_{pT389}]) \\
&+ ([\text{mTORC1}_{pS2448}] \cdot par_{p70S6K_{pT229} \text{phos}_\text{by mTORC1}_{pS2448}_\text{second}}) \\
&- (par_{p70S6K_{pT229}} \text{dephos}_\text{second} \cdot [p70S6K_{pT229}]) \\
&- (par_{p70S6K_{pT229}} \text{dephos}_\text{second} \cdot [p70S6K_{pT389}]) \\
\frac{d[PI3K]}{dt} &= + (par_{PI3K} \text{variant}_p \text{dephos} \cdot [PI3K]) \\
&- ([IR\beta_{pY1146}] \cdot [PI3K] \cdot par_{PI3K \text{variant}_p \text{phos}_\text{by IR}_\text{beta}_{pY1146}}) \\
\frac{d[PI3K_p]}{dt} &= - (par_{PI3K \text{variant}_p \text{dephos}} \cdot [PI3K]) \\
&+ ([IR\beta_{pY1146}] \cdot [PI3K] \cdot par_{PI3K \text{variant}_p \text{phos}_\text{by IR}_\text{beta}_{pY1146}}) \\
\frac{d[PDK1]}{dt} &= + (par_{PI3K \text{variant}_p \text{dephos}} \cdot [PDK1]) \\
&- ([IRS_p] \cdot [PDK1] \cdot par_{PI3K \text{variant}_p \text{phos}_\text{by IRS}_p}}) \\
\frac{d[PDK1_p]}{dt} &= - (par_{PI3K \text{variant}_p \text{dephos}} \cdot [PDK1]) \\
&+ ([IRS_p] \cdot [PDK1] \cdot par_{PI3K \text{variant}_p \text{phos}_\text{by IRS}_p}}) \\
\frac{d[AMPK]}{dt} &= - (100 \cdot [AMPK] \cdot par_{AMPK_{T172} \text{phos}_\text{by AminoAcids} \cdot \text{leucine}_{\text{conc}}} \cdot [sestrine}_{\text{conc]]) \\
&- ([\text{AMPK}] \cdot par_{AMPK_{T172} \text{phos} \cdot \text{IRS}_p]) \\
&+ (par_{AMPK_{pT172} \text{dephos} \cdot [AMPK_{pT172}}]) \\
&- ([\text{ksirt} \cdot \text{Act}_{\text{SIRT}]}) [\text{AMPK}] \\
&+ ([\text{Act}_{\text{ULK1}] \cdot [\text{AMPK}_{pT172} \cdot kUKAP}) \\
\frac{d[AMPK_{pT172}]}{dt} &= + (100 \cdot [\text{AMPK}] \cdot par_{AMPK_{T172} \text{phos}_\text{by AminoAcids} \cdot \text{leucine}_{\text{conc}}} \cdot [sestrine}_{\text{conc}] \\
&+ ([\text{AMPK}] \cdot par_{AMPK_{T172} \text{phos} \cdot \text{IRS}_p]) \\
&+ (par_{AMPK_{pT172} \text{dephos} \cdot [AMPK_{pT172}}]) \\
&+ ([\text{ksirt} \cdot \text{Act}_{\text{SIRT}]}) [\text{AMPK}] \\
&- ([\text{Act}_{\text{ULK1}] \cdot [\text{AMPK}_{pT172} \cdot kUKAP}) \\
\frac{d[ULK1]}{dt} &= - k10 \cdot [\text{ULK1}] \cdot [\text{AMPK}_{pT172}] + kULKd \cdot [\text{Act}_{\text{ULK1}}] + KULKM \cdot [\text{Act}_{\text{ULK1}}] \cdot [\text{mTORC1}_{pS2448}] \\
\frac{d[AC_{ULK1}]}{dt} &= + k10 \cdot [\text{ULK1}] \cdot [\text{AMPK}_{pT172}] - kULKd \cdot [\text{Act}_{\text{ULK1}}] - KULKM \cdot [\text{Act}_{\text{ULK1}}] \cdot [\text{mTORC1}_{pS2448}] 
\end{align*}
\]
Table S2. Model equations: Circadian clock. Related to Figure 1.

The bidirectional influence between the metabolism and circadian pathways is represented by (new) coupling terms that are highlighted in the ODE associated with mTORC1_pS2448, mTORC1, Prot_bmal, and CB.

\[
\begin{align*}
\frac{d[\text{per}]}{dt} &= -d_{\text{per}} \cdot [\text{per}] \\
&+ V_{\text{max, per}} \cdot \left(1 + \text{fold}_{\text{per}} \cdot \left(\frac{[\text{CB}]}{K_{a_{\text{per, cb}}} \cdot (1 + \text{Act}_{\text{SIRT}})}\right)^{\text{hill}_{\text{per, cb}}}ight) \\
&+ \left(\frac{[\text{CB}]}{1 + \left(\frac{[\text{CB}]}{K_{a_{\text{per, cb}}} \cdot (1 + \text{Act}_{\text{SIRT}})}\right)^{\text{hill}_{\text{per, cb}}}}\right) \cdot \left(1 + \left(\frac{[\text{PC}]}{K_{i_{\text{per, pc}}}^{\text{hill}_{\text{per, pc}}}}\right)\right) \\
\frac{d[\text{cry}]}{dt} &= -d_{\text{cry}} \cdot [\text{cry}] \\
&+ V_{\text{max, cry}} \cdot \left(1 + \text{fold}_{\text{cry}} \cdot \left(\frac{[\text{CB}]}{K_{a_{\text{cry, cb}}} \cdot (1 + \text{Act}_{\text{SIRT}})}\right)^{\text{hill}_{\text{cry, cb}}}ight) \\
&+ \left(\frac{[\text{CB}]}{1 + \left(\frac{[\text{CB}]}{K_{a_{\text{cry, cb}}} \cdot (1 + \text{Act}_{\text{SIRT}})}\right)^{\text{hill}_{\text{cry, cb}}}}\right) \cdot \left(1 + \left(\frac{[\text{PC}]}{K_{i_{\text{cry, pc}}}^{\text{hill}_{\text{cry, pc}}}}\right)\right) \\
\frac{d[\text{rev}]}{dt} &= -d_{\text{rev}} \cdot [\text{rev}] \\
&+ V_{\text{max, rev}} \cdot \left(1 + \text{fold}_{\text{rev}} \cdot \left(\frac{[\text{CB}]}{K_{a_{\text{rev, cb}}} \cdot (1 + \text{Act}_{\text{SIRT}})}\right)^{\text{hill}_{\text{rev, cb}}}ight) \\
&+ \left(\frac{[\text{CB}]}{1 + \left(\frac{[\text{CB}]}{K_{a_{\text{rev, cb}}} \cdot (1 + \text{Act}_{\text{SIRT}})}\right)^{\text{hill}_{\text{rev, cb}}}}\right) \cdot \left(1 + \left(\frac{[\text{PC}]}{K_{i_{\text{rev, pc}}}^{\text{hill}_{\text{rev, pc}}}}\right)\right) \\
\frac{d[\text{ror}]}{dt} &= -d_{\text{ror}} \cdot [\text{ror}] \\
&+ V_{\text{max, ror}} \cdot \left(1 + \text{fold}_{\text{ror}} \cdot \left(\frac{[\text{CB}]}{K_{a_{\text{ror, cb}}} \cdot (1 + \text{Act}_{\text{SIRT}})}\right)^{\text{hill}_{\text{ror, pc}}}ight) \\
&+ \left(\frac{[\text{CB}]}{1 + \left(\frac{[\text{CB}]}{K_{a_{\text{ror, cb}}} \cdot (1 + \text{Act}_{\text{SIRT}})}\right)^{\text{hill}_{\text{ror, pc}}}}\right) \cdot \left(1 + \left(\frac{[\text{PC}]}{K_{i_{\text{ror, pc}}}^{\text{hill}_{\text{ror, pc}}}}\right)\right) \\
\frac{d[\text{bmal}]}{dt} &= -d_{\text{bmal}} \cdot [\text{bmal}] \\
&+ V_{\text{max, bmal}} \cdot \left(1 + \text{fold}_{\text{bmal}} \cdot (1 + \text{Act}_{\text{PGC1a}}) \cdot \left(\frac{[\text{Prot}_{\text{ror}}]}{K_{a_{\text{bmal, ror}}}^{\text{hill}_{\text{bmal, ror}}}}\right)\right) \\
&+ \left(\frac{[\text{Prot}_{\text{ror}}]}{1 + \left(\frac{[\text{Prot}_{\text{ror}}]}{K_{a_{\text{bmal, ror}}}^{\text{hill}_{\text{bmal, ror}}}}\right)}\right) \cdot \left(1 + \left(\frac{[\text{PC}]}{K_{i_{\text{bmal, rev}}}^{\text{hill}_{\text{bmal, rev}}}}\right)\right) \\
&- d_{\text{per}} \cdot (1 + \text{m}_{\text{per, sirt}} \cdot \text{Act}_{\text{SIRT}} + \text{m}_{\text{per, ampk}} \cdot \text{Act}_{\text{AMPK}}) \\
&\cdot [\text{Prot}_{\text{per}}] \\
\frac{d[\text{Prot}_{\text{per}}]}{dt} &= +k_{\text{per, prot}} \cdot [\text{per}] \\
&- (k_{\text{sins, pc}} \cdot [\text{Prot}_{\text{cry}}] \cdot [\text{Prot}_{\text{per}}] - k_{\text{diss, pc}} \cdot [\text{PC}]) \\
\frac{d[\text{Prot}_{\text{cry}}]}{dt} &= -d_{\text{cry}} \cdot (1 + \text{m}_{\text{cry, ampk}} \cdot \text{Act}_{\text{AMPK}}) \cdot [\text{Prot}_{\text{cry}}] \\
&+ k_{\text{per, prot}} \cdot [\text{cry}] \\
&- (k_{\text{sins, pc}} \cdot [\text{Prot}_{\text{cry}}] \cdot [\text{Prot}_{\text{per}}] - k_{\text{diss, pc}} \cdot [\text{PC}]) \\
\frac{d[\text{Prot}_{\text{rev}}]}{dt} &= -d_{\text{rev}} \cdot [\text{Prot}_{\text{rev}}] \cdot [\text{Prot}_{\text{rev}}] \\
&+ k_{\text{rev, prot}} \cdot [\text{rev}] \\
\frac{d[\text{Prot}_{\text{ror}}]}{dt} &= -d_{\text{ror}} \cdot [\text{Prot}_{\text{ror}}] \cdot [\text{Prot}_{\text{ror}}] \\
&+ k_{\text{ror, prot}} \cdot [\text{ror}]
\end{align*}
\]
\[
\begin{align*}
\frac{d[\text{Prot}_\text{bmal}]}{dt} &= -d_{\text{bmal}}[\text{Prot}_\text{bmal}] \\
&+ kp_{\text{bmal}} \cdot [\text{bmal}] \\
&- (kass_{\text{cb}} \cdot [\text{Prot}_\text{bmal}] - kdiss_{\text{cb}} \cdot \text{[CB]} ) \\
&+ (par_{\text{TORC1}} \cdot [\text{Prot}_\text{bmal}] \cdot \text{[mTORC1]}) \\
\frac{d[\text{PC}]}{dt} &= + (kass_{\text{pc}} \cdot [\text{Prot}_\text{cry}] \cdot [\text{Prot}_\text{per}] - kdiss_{\text{pc}} \cdot [\text{PC}] ) \\
&- d_{\text{pc}} \cdot [\text{PC}] \\
\frac{d[\text{CB}]}{dt} &= + (kass_{\text{cb}} \cdot [\text{Prot}_\text{bmal}] - kdiss_{\text{cb}} \cdot \text{[CB]} ) \\
&- d_{\text{cb}} \cdot \text{[CB]} \\
&= (par_{\text{TORC1}} \cdot [\text{CB}] \cdot \text{[mTORC1]}) \\
\frac{d[\text{nampt}]}{dt} &= -d_{\text{nampt}} \cdot \text{[nampt]} \\
&+ \left( \frac{V_{\text{max nampt}} \cdot \left( 1 + \text{fold nampt} \cdot \left( \frac{[CB]}{K_{a_{\text{nampt cb}}} \cdot (1 + \text{Act}_\text{SIRT})} \right)^{\text{hill nampt cb}} \right)}{1 + \left( \frac{[CB]}{K_{a_{\text{nampt cb}}} \cdot (1 + \text{Act}_\text{SIRT})} \right)^{\text{hill nampt cb}} \cdot \left( 1 + \left( \frac{[\text{PC}]}{K_{i_{\text{nampt pc}}} \cdot (1 + \text{Act}_\text{SIRT})} \right)^{\text{hill nampt pc}} \right)} \right) \\
\frac{d[\text{Prot}_\text{namept}]}{dt} &= - \frac{d_{\text{namept}} \cdot [\text{Prot}_\text{namept}]}{1 + m_{\text{namept ampk}} \cdot \text{Act}_\text{AMPK}} \\
&+ k_{p_{\text{namept}}} \cdot \text{[nampt]} \\
\frac{d[N\text{AD}]}{dt} &= - \frac{d_{\text{nad}} \cdot ([\text{NAD}] - \text{NAD}_{\text{basal}})}{K_{\text{nad}} \cdot [\text{NAD}] - \text{NAD}_{\text{basal}}} \\
&+ \left( \frac{V_{\text{max nad}} \cdot [\text{Prot}_\text{namept}] \cdot ([\text{NAD}] - \text{NAD}_{\text{basal}})}{K_{\text{nam}} \cdot \text{NAD}_{\text{tot}} - [\text{NAD}]} \right) \\
\frac{d[\text{dbp}]}{dt} &= -d_{\text{dbp}} \cdot [\text{dbp}] \\
&+ \left( \frac{V_{\text{max dbp}} \cdot \left( 1 + \text{fold dbp} \cdot \left( \frac{[CB]}{K_{a_{\text{dbp cb}}} \cdot (1 + \text{Act}_\text{SIRT})} \right)^{\text{hill dbp cb}} \right)}{1 + \left( \frac{[CB]}{K_{a_{\text{dbp cb}}} \cdot (1 + \text{Act}_\text{SIRT})} \right)^{\text{hill dbp cb}} \cdot \left( 1 + \left( \frac{[\text{PC}]}{K_{i_{\text{dbp pc}}} \cdot (1 + \text{Act}_\text{SIRT})} \right)^{\text{hill dbp pc}} \right)} \right) \\
\text{Act}_\text{SIRT} &= \frac{Cs_{\text{irt}} \cdot Vs_{\text{irt}} \cdot [\text{NAD}]}{K_{s_{\text{irt}}} \cdot [\text{NAD}]} \\
\text{Act}_{\text{PGC1a}} &= \frac{C_{\text{pgc1}} \cdot V_{\text{pg}} \cdot \text{Act}_\text{AMPK} \cdot \text{Act}_\text{SIRT} \cdot \text{Prot}_{\text{TGC1a}}}{1 + \frac{\text{Act}_\text{AMPK}}{K_{g_{\text{1}}} \cdot (1 + \frac{\text{Act}_\text{SIRT}}{K_{g_{\text{2}}}})}}
\end{align*}
\]
### Table S3. Model parameters coupling the insulin/IGF-1 and mTOR signaling pathway and the core circadian clock pathway. Related to Figure 1.

| Symbol | Description | Value |
|--------|-------------|-------|
| par_bmal_mTORC1 | Inhibitory effect of BMAL1 on mTORC1 | 0.0118 |
| par_per_mTORC1 | Inhibitory effect of PER2 on mTORC1 | 0.0104 |
| par_mTORC1_bmal | Activating effect of mTORC1 on BMAL1 | 0.0104 |
| par_mTORC1_cb | Inhibitory effect of mTORC1 on CLOCK-BMAL1 | 0.0261 |

### Table S4. Selected model parameters that have been modified from published studies (Dalle Pezze et al., 2014, Woller et al., 2016, Sadria and Layton, 2021). Related to Figure 1.

| Symbol | Description | Value |
|--------|-------------|-------|
| par_bmal_mTORC1 | Inhibitory effect of BMAL1 on mTORC1 | 0.0118 |
| par_per_mTORC1 | Inhibitory effect of PER2 on mTORC1 | 0.0104 |
| par_mTORC1_bmal | Activating effect of mTORC1 on BMAL1 | 0.0104 |
| par_mTORC1_cb | Inhibitory effect of mTORC1 on CLOCK-BMAL1 | 0.0261 |
| kp_bmal | Translation rate constant from Bmal1 mRNA to BMAL1 protein | 0.5405 |
| dp_bmal | Degradation rate of BMAL1 protein | 0.2252 |
| kass_cb | Association rate constant of CLOCK-BMAL1 complex | 0.0151 |
| kdiss_cb | Disassociation rate constant of CLOCK-BMAL1 complex | 0.0066 |
| d_cb | Degradation rate of CLOCK-BMAL1 | 0.0849 |
| kp_per | Translation rate constant from Per2 mRNA to PER2 protein | 3.9968 |
| dp_per | Degradation rate of PER2 protein | 56.1535 |
| dm_per | Degradation rate of Per2 mRNA | 0.3005 |
| Vmax_per | Generation rate constant of Per1 mRNA | 0.8032 |
| kp_cry | Translation rate constant from Cry1 mRNA to CRY1 protein | 14.0871 |
| dp_cry | Degradation rate of CRY1 protein | 0.6536 |
| kass_pc | Association rate constant of PER-CRY complex | 13.2884 |
| kdiss_pc | Disassociation rate constant of PER-CRY complex | 0.0261 |
| kp_rev | Translation rate constant from Rev-Erb mRNA to REV-ERB protein | 0.0641 |
| kp_ror | Translation rate constant from Ror mRNA to ROR protein | 0.3677 |
Figure S1. Effect of mTORC1 and core clock gene coupling. Related to Figure 2. Predicted oscillations in Bmal1 mRNA, mTORC1, Per2, and Cry1, obtained with intact coupling (baseline, blue curves), without inhibitory effects of BMAL1 and PER2 on mTORC1 (red curves), and without activating effect of mTORC1 on BMAL1 and CLOCK-BMAL1 (green curves).
Figure S2. Effects of feeding schedule on mTORC1 and core clock gene levels, obtained for the aged model. Related to Figure 3.

A, insulin levels for a fed-like state (constant at 1), a fasted-like state (constant at 0.1), day-time feeding, and night-time feeding. B, mTORC1 levels, driven to oscillate by the clock and feeding schedule, and elevated at high insulin levels. C-F, core clock protein time-profiles.
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