Electron-loss-to-continuum cusp in collisions of U$^{89+}$ with N$_2$ and Xe
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Abstract: We study the electron-loss-to-continuum (ELC) cusp experimentally and theoretically by comparing the ionization of U$^{89+}$ projectiles in collisions with N$_2$ and Xe targets, at a beam energy of 75.91 MeV/u. The coincidence measurement between the singly ionized projectile and the energy of the emitted electron is used to compare the shape of the ELC cusp at weak and strong perturbations. A significant energy shift for the centroid of the electron cusp is observed for the heavy target of Xe as compared to the light target of N$_2$. Our results provide a stringent test for fully relativistic calculations of double-differential cross sections performed in the first-order approximation and in the continuum-distorted-wave approach.

I. INTRODUCTION

The energy distribution of emitted electrons is a prominent observable to study dynamical processes occurring in collisions of highly charged projectile ions with neutral targets [12]. In these collisions, electrons emitted into the projectile continuum appear as well-known ‘cusp electrons’ in the laboratory frame, i.e., electrons ejected at zero degrees with respect to the projectile beam, with velocities comparable to the projectile velocity [3, 8]. In particular, the electron-loss-to-continuum (ELC) cusp, observed as coincidence events between the emitted electron and the ionized projectile, provides a highly sensitive tool to probe the energy and angular differential cross section of projectile ionization [9, 13]. For nonrelativistic collision systems, asymmetries occurring in the ELC cusp were attributed to higher-order effects [14, 19]. The advantage of the electron cusp is that the transformation of the continuum electron phase space from the projectile frame to the target frame results in a sampling of the major characteristic features along the energy axis of forward-emitted electrons [20, 21]. This sampling eliminates the need to select arguable cuts of the continuum electron phase space for comparison of experiment and theory.

The accurate description for the inner-shell ionization of heavy ions through the collision with an atom requires the application of relativistic wave functions for the initial bound state and the final continuum state of the electron in the field of the projectile ion [22]. The ionization of a projectile ion by a target atom can be characterized by the perturbation parameter $\nu_t = \alpha Z_t/v_p$, with $\alpha$ being the fine-structure constant, $Z_t$ the atomic number of the target atom, and $v_p$ the projectile velocity expressed in units of the speed of light. For $\nu_t \ll 1$, the ionization process is appropriately described by taking into account the first-order interaction between the projectile’s electron and the target nucleus [23]. Fully relativistic first-order approaches are meanwhile well established [24, 28]. In those calculations, the magnitude of the double-differential cross section (DDCS) is proportional to $Z_t^2$, and its shape does not depend on $Z_t$, yielding a symmetric electron cusp shape in momentum space. For such a case of a heavy few-electron projectile, U$^{88+}$($1s^22s^2$), ionized by a N$_2$ target, we have recently reported a good agreement between the experimental and theoretical differential cross sections for the ELC cusp [20].

In the nonrelativistic regime, the continuum-distorted-wave (CDW) approach is well established for calculating electron continua for a wider range of perturbation parameters [29, 37]. However, combining the CDW approach...
with fully relativistic wave functions has been a major challenge \cite{8,39}. Considerable progress in this field was obtained in works \cite{40,11}, in which the total cross section of electron loss from heavy ions during their collisions with various nuclei was investigated. In the present study we performed relativistic CDW calculations for the DDCS of the electron cusp and conducted corresponding measurements to provide stringent tests for our theoretical predictions. This is done by comparing a collision system with a light target, which is appropriately described by a weak perturbation and a first-order approximation, to a collision system with a heavy target corresponding to a strong perturbation, which requires a more sophisticated description such as CDW theory.

To this end, we focus on comparing collisions of Li-like $U^{89+}(1s^22s)$ projectiles ionized by a light nitrogen target,

$$U^{89+} + N \rightarrow U^{90+} + N^* + e^- (E_e, \vartheta_e),$$  

(1)

with the ionization by a heavy xenon target,

$$U^{89+} + Xe \rightarrow U^{90+} + Xe^* + e^- (E_e, \vartheta_e).$$  

(2)

Our observable is the energy distribution of the emitted electrons, $E_e$, detected at a polar angle of $\vartheta_e = 0^\circ$ with respect to the projectile beam. For these collision systems, the molecular character of the $N_2$ target may be ignored, since the molecular binding energy is negligible compared to the collision energy and the target molecules are aligned randomly with respect to the collision axis. Furthermore, the target atom is expected to be multiply ionized in the collision. This, however, is not in the focus of the current study, therefore we mark the unresolved charge state of the outgoing target atom in Eqs. (1) and (2) by a star symbol. At the applied collision energy of 75.91 MeV/u, the nitrogen target constitutes a weak perturbation of $\nu_t = 0.13$, while the xenon target leads to a strong perturbation of $\nu_t = 1.04$. The goal of this work is to investigate the optimum theoretical description for weak and strong perturbation conditions in near-relativistic collisions, the distinctive features of which are visible in the measured ELC cusp shape.

We briefly mention that the process termed ELC in literature refers to projectile ionization, while the process termed electron capture to continuum (ECC) refers to target ionization with a subsequent capture of the electron into the projectile continuum \cite{8,8}. While the ECC is not in the focus of the present study, the relationship between both processes will be discussed later in the paper.

The paper is organized as follows: Sec. II provides a brief description of the experiment, Sec. III describes the applied theoretical approach, and in Sec. IV we discuss our experimental and theoretical results.

II. EXPERIMENT

The experiment was performed at the heavy-ion accelerator complex of GSI Helmholtzzentrum für Schwerionenforschung in Darmstadt, Germany. Uranium ions were accelerated by the linear accelerator UNILAC and synchrotron SIS18 to the desired beam energy, and stripped to the Li-like charge state by traversing a 29 mg/cm$^2$ carbon stripper foil. After injection into the experimental storage ring (ESR), electron cooling was applied to the ion beam. The projectile beam energy was defined by the space-charge corrected electron cooler voltage of 41.64 kV, resulting in the beam energy of 75.91 MeV/u. This corresponds to a projectile velocity in units of speed of light, $v_p = 0.3808$ c, and a Lorentz factor of $\gamma = 1.081$. From the cooler voltage we obtain $E_0 = 41.64$ keV as the kinetic energy of an electron whose velocity is identical to the projectile velocity. After initial electron cooling, the supersonic gas-jet target was activated at an average area density of $2 \times 10^{12}$ and $7 \times 10^{10}$ atoms/cm$^2$ for N and Xe, respectively. The mean number of ions averaged over the measurement phases was $2 \times 10^7$, while the circulation frequency of the ions was 1.0 MHz. The interaction point was defined by the overlap volume between the ion beam and the gas-jet target.

Electrons emitted from the interaction point into the forward direction were detected by the electron spectrometer within a polar acceptance angle of $\vartheta_e = 0^\circ - \vartheta_{\text{max}} = 0^\circ - 3.3^\circ$ and the full azimuthal acceptance angle of $\varphi_e = 0^\circ - 360^\circ$ with respect to the projectile beam \cite{21}. The electron spectrometer consisted of a sequence of a 60$^\circ$ dipole magnet, an iron-free quadrupole triplet, and another 60$^\circ$ dipole magnet \cite{20}. Through this highly-selective imaging system a narrow momentum interval of the electron spectrum was guided from the interaction point onto a position sensitive electron detector, more specifically a micro-channel-plate (MCP) detector with a delay-line anode. The flight path from the interaction point to the detector was 4.17 m in length. The electron momentum spectrum was measured by incrementally scanning the magnetic fields of the spectrometer over the investigated momentum range. In parallel, singly ionized $U^{90+}$ ions were measured by a multiwire proportional counter (MWPC) positioned after the ring’s dipole magnet downstream the target. Electrons attributed to the ELC process were identified as coincidences with the detected $U^{90+}$ ions. For each magnetic setting, the number of coincidence events, $N_{\text{e,loss}}$, – corrected for random coincidences – was normalized to the total number of detected $U^{90+}$ ions, $N_{\text{loss}}$, which was taken as a measure for the integrated luminosity. By this, the detection efficiency of the particle detector, which is close to unity, cancels out.

The experimentally derived DDCS were evaluated on
a relative scale by
\[
\frac{d^2 \sigma}{dE/\Delta \Omega} \bigg|_{\theta=0} \sim \frac{N_{\text{loss}}}{N_{\text{loss}}} \frac{1}{E_e + m_e c^2} \frac{E_e}{\epsilon} \frac{E_e + m_e c^2}{\Delta p_e/p_e}.
\]

The energy factor with the electron rest energy, \(m_e c^2\), accounts for the transformation of the DDCS from momentum to energy space [20]. The electron detector efficiency, \(\epsilon\), the acceptance angle, \(\Delta \Omega = \pi \theta^2_{\max}\), and the relative momentum acceptance, \(\Delta p_e/p_e \approx 0.02\), were assumed to be energy-independent. Possible deviations from this assumption were accounted for by a relative systematic uncertainty of 10%. The relative total error includes the systematic and a minor statistical error.

The magnetic fields applied to the dipole magnets of the electron spectrometer were measured on a relative scale by Hall probes. This momentum scale was converted into an energy scale and subsequently calibrated based on the symmetry of the electron cusp around \(E_0\) for reaction (1). In order to verify that the energy calibration was maintained when switching from the measurement of reaction (1) to reaction (2), we analyzed the time of flight of the electrons for both systems. The time of flight was measured as the time difference between the MWPC signal for the ionized projectile and the MCP signal for the electron. The nominal time of flight ranged from 51 to 24 ns for \(E_e\) ranging from 20 to 120 keV, respectively. Both detectors had timing resolutions of a few ns. In combination with good statistics the time of flight for each data point could be determined with sub-ns precision. However, due to different signal propagation times through the data acquisition, the offset of the time of flight was unknown and had to be deduced from the comparison with the relative Hall-probe measurements. By this complementary method, the energy axis of the electron spectra was determined with an accuracy of \(\delta E_e/E_e \approx 2 \times \Delta p_e/p_e < \pm 2\%\), and we could confirm that the energy calibration did not change between the settings for both systems, e.g., due to potential hysteresis effects.

During the experiment, the process of radiative electron capture to continuum (RECC) was measured in parallel. Here, a target electron is captured into the projectile continuum, and the excess energy is emitted by a photon.

\[
\text{U}^{89+} + \text{N} \rightarrow \text{U}^{89+} + \text{N}^+ + e^- (E_e, \theta_e) + \gamma (E_\gamma, \theta_\gamma).
\]

This process corresponds to the high-energy endpoint of electron-nucleus bremsstrahlung in inverse kinematics [22]. Reaction (1) was analyzed in Ref. [21]. The electron spectrum of the RECC has a very steep rise at \(E_0\). The good agreement of the experimental and theoretical results for this steep rise provided a solid confirmation for the electron energy calibration.

Besides the ionized \(\text{U}^{90+}\) ions, the recombined \(\text{U}^{88+}\) ions were counted for diagnostic purposes. The cross section for (radiative + nonradiative) electron capture from the target atom into the \(\text{U}^{89+}\) projectile increases more rapidly with \(Z_t\) than the electron loss cross section. The observed cross section ratio \(\sigma_{\text{loss}}/\sigma_{\text{cap}}\) was about 0.48 and 0.03 for the \(\text{N}_2\) and the \(\text{Xe}\) target, respectively. This illustrates one of the main challenges for the experiment: For the \(\text{Xe}\) target, most of the projectile ions are lost to the capture channel instead of the investigated ionization channel.

### III. THEORY

In the considered process the projectile ion initially has three electrons, \(\text{U}^{89+}(1s^22s)\). In general, each of these electrons can contribute to the ELC emission spectra. However, according to work [25] the contribution of \(K\)-shell electrons is less than 4%. Thus, the participation of the ionic 1s electrons in the process can be reduced to a simple screening of the uranium nucleus.

To describe the 2s electron and the emitted electron in the field of the screened ionic nucleus the Furry picture is used, where the corresponding interaction is taken into account nonperturbatively from onset. The interaction between the ionic electrons and the atomic (target) nucleus is considered within two different approximations. The first one is the first-order approximation, in which the interaction between the ionic electron and the atomic nucleus is described within the first order of perturbation theory [25, 27]. The second one is the continuum-distorted-wave - eikonal-initial-state (CDW-EIS) approximation, in which this interaction is approximately taken into account in all orders [40, 41]. These two approximations are described in Sec. III A and III B respectively.

Participation of the atomic electrons in the process is dual. On the one hand they induce a screening of the atomic nucleus field, which reduces the electron loss cross section. This effect is termed elastic target mode. On the other hand, the impact of the atomic electrons can also lead to electron loss from the ion, which increases the corresponding cross section. This effect is termed inelastic target mode. The elastic target mode is discussed below for each approximation separately.

If the characteristic momenta of all atomic electrons are much smaller than the characteristic momentum transferred to the ion during the collision as well as the characteristic momentum transferred to the atom, then the atom participating in the ELC can be considered as a set of noninteracting particles moving with the same velocity. In this case the following estimate can be done. In such process, the nucleus acts as a single particle with a charge \(Z_t\). If \(\nu_t \ll 1\), then its contribution to the cross section is proportional to \(Z_t^2\), while the electrons act as \(Z_t\) independent particles and their collective contribution is proportional to their number \(Z_t\). In the case of a collision with a nitrogen atom these conditions are met, and the corresponding estimation for the contribution of the inelastic target mode is 14%. However, for collision with a xenon atom, these conditions — strictly speaking — are not met. Nonetheless we can expect that...
the effect of the inelastic target mode is even smaller for xenon than for nitrogen. Moreover, since the collision energy under consideration is only slightly higher than the threshold for electron loss by electron impact located at about 60 MeV/u, it is additionally expected that this contribution is small.

A. First-order approximation

The theoretical description of the ELC is conveniently considered in the ion rest frame, where the ion nucleus is placed at the origin. To describe the motion of an atomic nucleus, we use a semiclassical approach, within which the nucleus is treated as a charged particle moving along the z-axis with velocity \( v_p \) and has the impact parameter \( b \).

At first we consider the ELC for a collision with a bare nucleus. The 4-vector potential generated by the moving atomic nucleus can be expressed as

\[
A^\mu(x) = (A_0, A),
\]

\[
A_0 = 0; \quad A = \frac{eZ_i \gamma}{v_p s} \left( \frac{s_x}{s + s_x}, \frac{s_y}{s + s_x}, \frac{1}{\gamma} \right),
\]

where \( s = (r_\perp - b, \gamma(z - v_p t)) \) is a distance between the atomic nucleus and the ionic electron with radius vector \( r \), \( \gamma = 1/\sqrt{1 - v_p^2} \) is the Lorentz factor of the collision, and \( e > 0 \) is the elementary charge. Relativistic units \( (\hbar = 1, c = 1, m_e = 1) \) are used throughout this section, except otherwise stated. We note that Eq. \( (6) \) represents the Liénard-Wiechert potential,

\[
\tilde{A}_0 = \frac{eZ_i \gamma}{s} \tilde{A}; \quad \tilde{A} = \tilde{A}_0 v_p,
\]

with the gauge transformation \( A^\mu = \tilde{A}^\mu + \partial^\mu \chi \) given by the function \( \chi = \frac{eZ_i}{v_p} \ln(s + s_z) \).

In the first order of the perturbation theory with respect to the interaction between the ionic electron and the bare nucleus, the amplitude of the electron loss reads as

\[
a^{(1)}(b) = -ie \int d^4x \bar{\psi}_i(r) \gamma^\mu A_\mu(x) \psi_i(r) e^{it(e_1 - e_2)},
\]

where the initial and final states of the system are described by one-electron wave functions, \( \psi_i \) and \( \psi_f \), respectively, which are eigenvectors of the Dirac equation with the external Coulomb field of the screened ionic nucleus. Furthermore, in Eq. \( (8) \), \( e_1 \) and \( e_2 \) denote the initial and the final energy of the ionic electron, respectively, \( x^\mu = (t, r) \), and \( \gamma^\mu \) denotes the Dirac gamma matrices.

For the numerical calculations it is convenient to work with the amplitude in momentum space, \( S^{(1)}(Q) \), which is connected with the amplitude of Eq. \( (8) \) by Fourier transformation \[10].

\[
S^{(1)}(Q) = \frac{1}{2\pi} \int d^2b e^{iQ \cdot b} a^{(1)}(b) = \frac{2ie^2 Z_i}{v_p^2} \frac{1}{q^2 q_z} \left( \frac{q_z}{q} \right)^3 \sum_{i=1}^3 \frac{A_i}{k_i^2 + Q^2 + \frac{q_z^2}{\gamma^2}}.
\]

(9)

where \( q = (Q, q_z) \) denotes the momentum transfer in the collision, \( q_z = \frac{eZ_i}{v_p} \), \( q = (Q, q_z / \gamma) \), and \( \alpha_x, \alpha_y, \) and \( \alpha_z \) are the Dirac alpha matrices.

To account for the screening effect, i.e., the elastic target mode, we replace the potential of the bare nucleus Eq. \( (6) \) with a sum of Yukawa potentials, which describes the potential of the neutral atom. The expression for the ELC amplitude with this potential has the same form as Eq. \( (9) \) with the replacement of the nucleus charge \( eZ_i \) by the effective charge \( eZ_{\text{eff}}(Q) \) \[23\], where

\[
Z_{\text{eff}}(Q) = Z_i \left( Q^2 + \frac{q_z^2}{\gamma^2} \right)^3 \sum_{i=1}^3 \frac{A_i}{k_i^2 + Q^2 + \frac{q_z^2}{\gamma^2}}.
\]

(10)

The parameters \( A_i \) and \( k_i \) \( (i = 1, 2, 3) \) are tabulated for various atoms in \[33, 14\].

The differential cross section of the ELC is connected with the amplitude of Eq. \( (9) \) as,

\[
\frac{d^2\sigma}{dE d\Omega_e} = E\frac{p_e'}{E_e} \left( \frac{2\pi}{3} \right)^3 \int d^2Q \left| S^{(1)}(Q) \right|^2.
\]

(11)

where \( E_e' = \varepsilon_e \) is the energy of the emitted electron in the ion rest frame, \( p_e' \) is the corresponding momentum, and \( \Omega_e \) is the solid angle defining the direction of the emission. To compare the theoretical and experimental results, we transfer the differential cross section of Eq. \( (11) \) to the atom rest frame and average over the angular acceptance of the spectrometer

\[
\frac{d^2\sigma}{dE_e d\Omega_e} \bigg|_{\varepsilon_e = 0^\circ} = \frac{1}{1 - \cos \vartheta_{\text{max}}} \int_0^{\vartheta_{\text{max}}} \frac{d^2\sigma}{dE_e d\Omega_e} \sin \vartheta_e' d\vartheta_e'.
\]

(12)

The transformation includes a rotation of the polar angle by \( 180^\circ \),

\[
\vartheta_e'(E_e, \vartheta_e) = 180^\circ - \arctan \left[ \frac{\sin \vartheta_e}{\vartheta_e'} \right].
\]

(13)

Therefore, forward emitted electrons in the projectile frame, i.e., \( \vartheta_e' < 90^\circ \), correspond to electron energies \( E_e < E_0 \) and electron velocities \( v_e < v_p \) in the target frame, and vice versa.

Note, that the trivial (i.e., purely kinematic) cusp shape is given by

\[
\frac{d^2\sigma}{dE_e d\Omega_e} \bigg|_{\varepsilon_e = 0^\circ} \sim \frac{1}{1 - \cos \vartheta_{\text{max}}} \int_0^{\vartheta_{\text{max}}} \sin \vartheta_e' d\vartheta_e'.
\]

(14)

If the expansion parameter of the perturbation theory is much smaller than \( 1 (\nu = \alpha Z_i / v_p \ll 1) \), then the first-order approximation provides an accurate description of
FIG. 1. DDCS (barn/keV/str) in the U^{89+}-{\textit{ projectile}} frame as a function of the energy, \( E'_e \), and the polar angle, \( \vartheta'_e \), of the emitted electron: (a) first-order approximation for a N\(^{7+}\) target, (b) CDW-EIS approximation for a Xe\(^{54+}\) target, and (c) CDW-EIS approximation for a Xe\(^{54+}\) target. The energy, \( E'_e \), was chosen to be 0.1 keV (solid green line), 1 keV (short-dashed red line), 5 keV (long-dashed blue line), and 10 keV (dot-dashed orange line). The direction of motion of the ionizing nucleus is indicated with the arrow. The polar angles that fall into the acceptance of the spectrometer are marked in solid bold lines. At small electron emission energies, such as \( E'_e = 0.1 \) keV, all values of \( \vartheta'_e \) fall into the acceptance of the spectrometer.

the process. For \( v_p = 0.3808 \) r.u. and a nitrogen target, the expansion parameter is \( \nu_t = 0.13 \), which justifies the use of this approximation. However, in the case of the xenon target and the same collision velocity, the expansion parameter is \( \nu_t = 1.04 \), which exceeds the limitation for this approximation. For \( \nu_t \approx 1 \) the interaction between the ionic electron and the atomic nucleus should be considered nonperturbatively. For this purpose, the CDW-EIS approximation is employed.

**B. CDW-EIS approximation**

Within the CDW-EIS approximation, the initial (bound) and final (emitted) electrons are described by the following functions [40],

\[
\chi_1(x) = \psi_1(r)e^{-i\epsilon_1 t}(v_p s + \mathbf{v}_p \cdot \mathbf{s})^{-i\nu_t},
\]

\[
\chi_2(x) = \psi_1(r)e^{-i\epsilon_2 t} \times \Gamma(1 + i\epsilon_2)F(-i\epsilon_2, 1, -i(p_e s + \mathbf{p}_e \cdot \mathbf{s})),
\]

where \( \epsilon_1 = \frac{\alpha Z_i}{v_c}, e \) and \( \mathbf{p}_e \) are the velocity and momentum of the emitted electron in the rest frame of the atomic nucleus, respectively. The functions \( \Gamma(z) \) and \( F(a, b, z) \) in Eq. [10] denote the Gamma function and the confluent hypergeometric function, respectively.

Replacing the Dirac wave functions in Eq. [8] by functions [15] and [16] we obtain the following expressions for the amplitudes in coordinate and momentum spaces within the CDW-EIS approximation:

\[
\alpha^{(CDW)}(b) = \frac{ie^2 Z_i}{v_p} \int dt e^{i\epsilon_1 t - \epsilon_2 t} \int d^3 r \Gamma(1 - i\epsilon_2)F(-i\epsilon_2, 1, -i(p_e s + \mathbf{p}_e \cdot \mathbf{s}))(v_p s + \mathbf{v}_p \cdot \mathbf{s})^{-i\nu_t}
\]

\[
\times \psi_1^+(r) \left( \frac{s_x \alpha_x + s_y \alpha_y}{s + s_z} + \frac{\gamma \alpha_z}{\gamma} \right) \psi_1(r),
\]

\[
S^{(CDW)}(Q) = \frac{2ie^2 Z_i}{v_p \gamma} \left( \frac{A - B}{A} \right)^{-i\nu_t} \left( \frac{A}{C} \right)^{i\nu_t} \Gamma(1 - i\epsilon_2, 1, -i\nu_t) F(-i\epsilon_2, 1, -i(p_e s + \mathbf{p}_e \cdot \mathbf{s}))(v_p s + \mathbf{v}_p \cdot \mathbf{s})^{-i\nu_t},
\]

where

\[
J_{x(y)} = \frac{2}{C} \left[ q_x(y)2F_1 \left( i\nu_t, i\nu_t + 1, \frac{BC - AD}{C(B - A)} \right) + i\eta \frac{A(Cp_{e,x(y)} + Dq_{x(y)})}{C(A - B)} 2F_1 \left( i\nu_t + 1, i\nu_t + 1, 2, \frac{BC - AD}{C(B - A)} \right) \right],
\]

\[
J_z = \frac{1}{\gamma v_p} 2F_1 \left( i\nu_t, i\nu_t + 1, \frac{BC - AD}{C(B - A)} \right),
\]

\[
A = q^2, B = 2q' \cdot \mathbf{p}_e, C = 2q'v_p, D = 2v_p(p_{e,z} - p_e).
\]
and function $2F_1(a, b, c, z)$ denotes the hypergeometric function. We note that Eq. (18) reduces to Eq. (9) for $\nu_t \to 0$.

The CDW-EIS approximation is formulated in such a way [see Eqs. (15) and (19)] that the screening of the atomic nucleus by its electrons cannot be taken into account by the simple method used in the first-order approximation [see Eq. (10)]. In the present study, we do not take into account the screening effect within the CDW-EIS approximation. However, due to the large momentum transfers involved in the electron loss process (corresponding to quite small impact parameters) the screening effects are expected to be very small. (In particular, according to our first-order calculation, even for the Xe target, they do not exceeding a few percent.) Moreover, in the case of electron loss from very heavy ions the CDW-EIS approximation using the Dirac wave functions represents a significant improvement compared to approaches that applied semirelativistic Darwin and Sommerfeld-Maue-Furry approximations, e.g. [45, 46].

IV. RESULTS

Our calculated spectra for the theoretical DDCS in the projectile frame are shown in Fig. 1. For the ionization of the U$^{89+}$ ion by a N$^{7+}$ nucleus, the first-order results presented in Fig. 1(a) and the CDW-EIS results presented in Fig. 1(b) are rather similar. This is consistent with the fact that the CDW-EIS results converge towards the first-order results in the limit of weak perturbations $\nu_t \to 0$ [41]. The first-order results for the ionization by Xe$^{54+}$ are not shown, because they are just the DDCS of the nitrogen target [presented in Fig. 1(a)] multiplied by the factor $54^2/7^2 \approx 60$. The CDW-EIS results for Xe$^{54+}$ shown in Fig. 1(c) exhibit a strong asymmetry along the collision axis with a pronounced preference for forward emission angles. This behavior illustrates how the electrons ionized from the U$^{89+}$ ion are attracted by the transient Xe$^{54+}$ nucleus, therefore it is a clear signature of a two-center effect. We note that in the case of collision with Xe$^{54+}$ the first-order approximation considerably overestimates the differential and total cross section with respect to the result of the CDW-EIS approximation. This behavior was analyzed for total cross sections of comparable collision systems in [40, 41]. We also investigated the magnitude of the screening effect within the first-order approximation, where it turned out to be insignificant.

The experimental and theoretical results for the ELC cusp spectra are shown in Fig. 2. The results within the first-order approximation as well as within the CDW-EIS approach are presented. The experimental data were normalized to the CDW-EIS results for both systems individually, while the energy calibration was the same for both systems. As shown in Fig. 2(a), our first-order approximation is in excellent agreement with the results presented in Ref. [28], which were obtained independently. As previously seen in the projectile frame spectra, the first-order and CDW-EIS results are very similar for the weak perturbation of the nitrogen target. For the nitrogen target, the expected symmetry of the electron cusp around $E_0$ is seen in both, the experimental and the theoretical, data. Strictly speaking, this symmetry applies to the electron spectrum in momentum space, while the transformation into energy space
[cf. Eq. (3)] already introduces a slight asymmetry. This can as well be seen in the trivial cusp shape of Eq. (14) shown in Fig. 2(a). All experimental and theoretical results clearly differ from the trivial cusp shape.

For our results with the xenon target shown in Fig. 2(b), the centroid of the electron cusp distribution is shifted distinctly below $E_0$ in both, the experimental data and the CDW-EIS results, though to different values. For a better comparison of the cusp shape, the first-order DDCS are divided by an arbitrary factor three, which leads to a coincidental agreement at large $E_e$. Overall, the CDW-EIS results show a qualitatively better agreement with the experimental data than the first-order results for the strong perturbation caused by the xenon target.

The remaining discrepancy between the experiment and the CDW-EIS prediction may be due to a combination of the following reasons. First, the distortion of the electron motion due to the field of the atom is taken in a simplified form, corresponding to neglecting the term with the gradient in the Furry wave function [40]. Second, the present form of the CDW-EIS approximation was shown in Ref. [40] to work quite well for obtaining the total cross section when the perturbation parameter $\nu_t \approx 1$ (or even somewhat exceeds unity), however, it might no longer be the case when differential cross sections are considered. Third, we could not exclude that the screening effect, which – according to the first-order calculation – is very weak, being properly included into the CDW-EIS approximation might affect the differential cross sections much more than in the first-order one.

The discussion of the presently studied ELC cusp originating from projectile ionization necessitates a reference to the electron-capture-to-continuum (ECC) cusp originating from target ionization [47].

$$U^{89+} + N \rightarrow U^{89+} + N^+ + e^-(E_e \approx E_0, \vartheta_e = 0^\circ). \quad (22)$$

The ECC is characterized by a large momentum transfer to the target nucleus and an asymmetric cusp shape with a centroid shifted also towards lower electron energies [47][49]. However, due to the coincidence condition in the evaluation of our experimental electron spectra through Eq. (3), the results shown in Figs. 2(a) and 2(b) do not comprise electrons originating from ECC. We also emphasize, that the asymmetry observed presently for the ELC with the xenon target is opposite to the asymmetry observed for the RECC process of reaction [4] measured simultaneously [21]. During the RECC process the excess energy is released by emitting a bremsstrahlung photon, therefore no momentum transfer to the target nucleus is required.

In this context it is also important to recall that the asymmetry of the ELC cusp originating from ionizing a $U^{28+}$ projectile was observed with a strong preference for the high-energy side of the cusp [19], in contrast to the results of the present work. We are not aware of any other system where the ELC cusp asymmetry exhibits such a strong dependence on the electron configuration of the projectile under study. Since there is presently no theoretical explanation available for the observations made for the complex $U^{28+}$ collision systems, the $U^{89+}$ collision systems studied in this work provide an important intermediate step towards understanding ELC at large perturbations.

V. SUMMARY

In summary, we present a detailed experimental and theoretical study for the change of the electron cusp shape and the shift of its centroid energy due to the two-center effects in the ELC for near-relativistic heavy-ion collision systems. Our measurement provides a stringent test for the theoretical description of projectile ionization beyond first-order perturbation. Relativistic CDW-EIS calculations are able to qualitatively describe the observed shift of the cusp centroid towards lower electron energies. The remaining discrepancy may motivate the development of even more sophisticated theoretical approaches of such collision systems. Our experimental and theoretical methodology can also be applied to investigate DDCS for electron-impact ionization of heavy highly-charged ions in inverse kinematics [27].
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