A Practical Model for the Evaluation of High School Student Performance Based on Machine Learning

Mostafa Zafari 1, Abolghasem Sadeghi-Niaraki 2,3,*, Soo-Mi Choi 3 and Ali Esmaeily 1

1 Department of Surveying Engineering, Faculty of Civil and Surveying Engineering, Graduate University of Advanced Technology, Kerman 7631885356, Iran; m_zafari1@yahoo.com (M.Z.); alesmaeily@kgut.ac.ir (A.E.)
2 Geoinformation Technology Center of Excellence, Faculty of Geodesy & Geomatics Engineering, K. N. Toosi University of Technology, Tehran 1969764499, Iran
3 Department of Computer Science and Engineering and Convergence Engineering for Intelligent Drone, Sejong University, Seoul 143-747, Korea; smchoi@sejong.ac.kr

* Correspondence: a.sadeghi.ni@gmail.com

Abstract: The objective of this research is to develop an machine learning (ML) -based system that evaluates the performance of high school students during the semester and identify the most significant factors affecting student performance. It also specifies how the performance of models is affected when models run on data that only include the most important features. Classifiers employed for the system include random forest (RF), support vector machines (SVM), logistic regression (LR) and artificial neural network (ANN) techniques. Moreover, the Boruta algorithm was used to calculate the importance of features. The dataset includes behavioral information, individual information and the scores of students that were collected from teachers and a one-by-one survey through an online questionnaire. As a result, the effective features of the database were identified, and the least important features were eliminated from the dataset. The ANN accuracy, which was the best accuracy in the original dataset, was reduced in the decreased dataset. On the contrary, SVM performance was improved, which had the highest accuracy among other models, with 0.78. Moreover, the LR and RF models could provide the same performance in the decreased dataset. The results showed that ML models are influential for evaluating students, and stakeholders can use the identified effective factors to improve education.
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1. Introduction

Artificial intelligence (AI) has always been a hot topic for discussion because, in the twenty-first century, the world is run by this technology in almost all spheres of life [1]. Machine learning (ML) is a branch of artificial intelligence that systematically applies algorithms to find the combination of basic relationships among data and produces information. ML's main purpose is to predict future events or future scenarios that are unknown for computers [2,3]. Thanks to data mining and machine learning, the combination of these methods can process data, patterns and models for reasoning, understanding, planning, problem solving, predictions and the manipulation of objects. One of the main advantages of ML is that it can complete complex and time-consuming tasks, and time spent on this work is freed up to use in other matters [4]. For instance, this time can be used by teachers to work on progress, interact with students and prepare for classes [5]. Artificial intelligence and ML have been used in various ways in educational institutions, including automating processes and administrative tasks, curriculum and content development, instruction and the learning processes of students. Instructors are able to assess without bias by using ML. Although ML may not certainly replace human evaluation, it is close to
doing such work [6]. MLs are currently highly advanced and can do more than scoring exams with the answer key. They can provide information about student performance and even perform more conceptual assessments such as scoring the essays [7–9] or students’ engagements [10]. MLs can collect information about how students acted and can evaluate this performance [1]. Machine learning and data mining are powerful tools for instructors and institutions to explore the educational database; this has increased with the assistance of ML, and enabled decision-makers to extract information from data for decisions and policies. The application that ML uses in the educational database is called Educational Data Mining (EDM) [11,12]. The educational database is available at different levels of detail for different tasks and often expands in several software systems over some time [13]. EDM tries to use features and patterns in a database to make an effective analysis for predicting student performance [14]. This produced information can be used by data scientists, instructors, administrators, a student’s parents, etc. [15]. The evaluation of student performance refers to how much a student approaches the educational goals and specifies how well a student learned, how motivated to learn a student is or how good the teaching method was [16]. The information obtained from the evaluation gives teachers this insight so they can make the right decisions to improve the learning of the student and give appropriate feedback. The individual differences of each student, such as personality, motivation, self-efficacy, intelligence and self-control, have a close relationship to his/her performance, so in this research, all these differences were covered by choosing the proper features.

The educational system in Iran is divided into two main levels, K-12 education and higher education, consisting of 6 years of primary education and 6 years of high school education. Students spend 24 h in class each week. The curriculum contains mathematics, science, foreign languages and so on. High school students aged 12 to 18 years old are divided into four fields (streams): humanism, science, and technical and vocational streams. Choosing their stream is based on his/her grades and the results of his/her examination, not based on their interest. Furthermore, grades are determined on a scale between 0 and 20 in all levels of education and students are assessed during the semester and end of the semester as well. The lowest score to pass a lesson is 10. Some of the most highlighted features of the Iranian educational system include a teaching strategy that is teacher-centered in all schools and the assessment of students only using grades in each lesson [17].

The rest of the paper is as follows. Studies conducted to evaluate student performance with the machine learning approach are referred to in the next section. In Section 3, the selection and collection of data, and the case study are described in detail. After that, the model selection process, and the design and development of models are discussed, and the overall definition of each algorithm is presented. Furthermore, in the results section, the performance of each model on datasets is shown and is discussed. In the final section, the results are discussed, and a summary of the paper is presented.

2. Related Works

Many research works have been focused on the integration of AI and ML in different parts of education, and various methods and tools have been used to carry out such tasks. One of these parts is the assessment of student performance. The performance of students can be evaluated from various aspects. Several studies evaluated students in general in terms of student performance [18–22] and some other studies evaluated students for a specific purpose such as academic achievement [23,24], reading ability [25,26], grading [27–29], dropout prediction [30–33], etc. Below, some state-of-the-art research studies have been discussed for each of the mentioned tasks that evaluated the student performance from different aspects.
2.1. Evaluation of Student Performance

To evaluate the performance of students in geographic lessons and classify students, data which consisted of 15 attributes such as grades in homework assignments, oral assessments, short tests, semester exams, etc., were obtained from 307 students and fed into Naïve Bayesian (NB), Random Forest (RF), Sequential minimal optimization (SMO), multilayer perceptron (MLP) and Bayes net (BN) algorithms. The accuracy of the mentioned models was 68.99, 67.04, 65.38, 59.81 and 65.67, respectively. Data have been collected concerning the “geography” module [34]. Similar to the previous reference in ref [15], the authors employed linear regression (accuracy = 64.25), decision tree (accuracy = 59.8), and naive Bayes (accuracy = 71) algorithms in data analysis with 303 input features including student demographics, the salaries of educators, and assessment data. Moreover, in ref [12], logistic regression (accuracy = 0.839), elastic net (accuracy = 0.839), decision tree (accuracy = 0.767), random forest (accuracy = 0.828) and neural network (accuracy = 0.833) algorithms were utilized to evaluate student performance in English lessons. Their database was NAPLAN which is a set of standardized literacy and numeracy tests sat by all students in Australia and the tests cover five learning areas known as “test domains” (reading, writing, spelling, grammar and punctuation, and numeracy), alongside student background information which is collected by schools from students’ parents via enrolment forms. Overall, 2,235,804 rows of student information were used in the analysis. For monitoring student performance at a Brazilian technical high school, authors in ref [35] developed an ML system based on NB, SVM, tree-based method (Simple CART), and rule-based method (OneR) algorithms. Their dataset contained information about course name, age, sex, birthplace, course duration, the identification of each discipline studied, number of faults in the first to fourth bimester, and student status at the end of the course. In this research, the usefulness of ML was highlighted for monitoring student performance. In ref [18], student performance was predicted using multi-class support vector classification. Real data from 395 secondary students in Portugal were employed, which was collected by a questionnaire method and school reports. The data contained grades assigned and student info, and each instance is categorized in five levels as A to F. This research indicates that by predicting the performance of the students, they can provide appropriate extra tasks to improve students’ education. In ref [36], the answers of 702 students in the 10th grade were analyzed in chemistry lab classes. The researchers used the k-mean clustering method for segment answers, then a DL algorithm was employed for the development of explanatory models of the segmentation. Their results highlight that one key factor for chemistry learning is the attention and involvement of students in classes.

2.2. Evaluation of Student Performance for Reading Ability

Ref [37] automatically predicts the students’ ability to read high-level literature. In this process, they discover mispronunciation during the tasks of reading sentences and words. In addition, the children should read a list of English words during voice recording. Therefore, the data contain native English and Spanish-speaking children’s recorded voices from kindergarten to the second grade. In this research, first, an expert rated the recorded sounds with the correction of pronunciation, speaking rate and fluency criteria, and then a supervised ML predicted students’ reading ability with extracted features from voices. A linear regression model was used with 0.946 accuracy and a 0.828 Pearson correlation coefficient.

2.3. Evaluation of Student Performance for Grading

In ref [38], the performance of 246 high school students in open-ended physics questions was graded by ML. The study was conducted on four physics questions, and they used the correlation coefficient method to feature selection and SMOT (synthetic minority over-sampling) to eliminate the imbalanced data problem. Bagging and AdaBoost.M1 (adaptive boosting) algorithms were applied as ensemble learning techniques (bagging and boosting) to define the grade (class) of the exam papers. The accuracy of the mentioned
algorithm ranged between 0.84–0.99 for Q1 (528 features), 0.65–0.84 for Q2 (1037 features), 0.85–0.91 for Q3 (724 features) and 0.87–0.98 for Q4 (316 features) for ten iterations. In ref [39], the scores of Portuguese high school students were predicted by a multilinear regression model (accuracy = 65.87), a random forest (accuracy = 94.42), a support vector machine (accuracy = 87.74), an artificial neural network (accuracy = 73.24), and an extreme gradient boosting machine (accuracy = 97.12). Optimal hyperparameters were found by the grid search and employed the lasso method to the features selection. Their datasets comprise the information of 362,261 high school students such as urban, income, age, employment, cultural level and grades. In the training process, the XGB has a better performance compared to the other algorithms. On the other hand, the SVR has a better performance on test data, which indicates XGB has an over-fit. After calculating the feature importance, the school size has a great impact on academic achievement. On the contrary, socioeconomic factors do not have a significant impact. The authors in this study [40] made a model for predicting middle school programming talent using ANN. The ANN is a satisfactory method for forecasting participants’ skills, such as analytical thinking, problem-solving, and programming aptitude. They have used surveys to collect information that consists of four sections: demographic information, paper-folding problems, map sketching, and analytical thinking questions. The demographic information questions consist of gender, age, parents’ educational levels, parents’ jobs, grades in mathematics, homework time, the possession of an electronic device and time spent with the device, coding knowledge, and computer screen time. After the completion of the survey, the participants then took the 20-level Classic Maze course (CMC) on code.org. The participants’ final scores in the CMC were calculated based on the level they completed and the lines of codes they wrote. Overall, 13 input features were provided as demographic information (five), grades in mathematics (one), paper-folding problems (three), map sketching (one), and analytical thinking questions (three). For the prediction phase, they employed ANN models consisting of one hidden layer, 13 inputs, and one target with accuracy = 91.26.

2.4. Evaluation of Student Performance for Dropout Prediction

In ref [41], an anonymized dataset with 3,575,724 instances was used to predict students’ dropout probability. Features were employed to include free/reduced lunch eligibility and school demographic makeup and are drawn from a range of school districts, educational organizations, and agencies. The generalized algorithms on this data were decision trees, support vector machines, XGBoost, logistic regression, and random forests, of which the best were random forest classifiers (accuracy = 0.88) with n = 15 estimators and a max depth of 10. The authors have used the Gini importance algorithm to calculate the importance of each feature.

2.5. Evaluation of Student Performance for Academic Achievement

In ref [24], the authors analyzed and determined student achievement classes (KKM) with ANN, and the accuracy was 99.26. KKM is the level of achievement of basic competencies that must be achieved by students and is made as a teacher’s reference in assessing the competencies of their students. A total of 131 records with 24 attributes (student information: number of student data, names of students, grades in all subjects, student attendance value, student behavior score, total number of subjects, and information on student grade promotion) were imported as the dataset.

3. Materials and Methods

The main objective of this study is to design and develop an ML system for classifying the performance of high school students in four classes as very good, good, medium and bad. In particular, the study aims to seek answers to the following research questions:

- To make the right decisions and appropriate policies, what are the main factors and most significant features for evaluating student performance? Additionally, which
of the three types of data, including demographics, behavior and grades, have the most influence?

• What is the best and most effective ML model for evaluating and classifying student performance that can determine a good boundary in the data?

• In order to make a more efficient and convenient model for predicting new instances, when we run models on data that only include the most important features, what impact on their performance occurs?

In order to answer the research questions, in this applied research, we are seeking to use ML models that can evaluate the performance of students with high precision to resolve this issue in education. In order to do that, as illustrated in Figure 1, the required data is collected from students by using an online questionnaire and this data is individually labeled by evaluators and then stored in the original database. ML models are fitted on the data and efficient models with high performance are identified. Then, the most important features for models and the assessment of students are identified and these features are separated from the original database and restored in the decreased database. Moreover, the ML models are trained again with the data in the decreased database. By eliminating low-importance features, the models become more practical for implementation. Furthermore, the best models are used to predict labels for new input features. Therefore, the human evaluators’ part is no longer required in the process of predicting student performance and students are evaluated with high accuracy by ML models.

Figure 1. An overview of the research approach.

3.1. Dataset

The dataset used in this study was collected from 459 high school students who have been studying in different levels and different fields such as humanism, science, and technical studies in 2020–2021. One of the high schools is a boys’ school and another is a girls’ school. Both high schools are located in Arian Shahr, South Khorasan Province, Iran.

Various aspects can be considered for evaluating the performance of students, and different conclusions can be obtained from the perspective of each one. Hence, we must have extensive features for an accurate assessment. Through a scrutiny of the literature regarding the integration of AI in education and evaluating student performance with ML, the most important and influential characteristics that expressed student performance in these studies were identified. These studies are mentioned in the related work section. Many features can be considered for student evaluation. In general, students’ actions are
very decisive and determinative because the performance of a student depends on his actions and the manner they were conducted. In this study, students' actions are categorized into two main categories: a behavioral category that represents the usual and individual behavior of the student and grades that show the student’s efficiency in different fields of study. Moreover, demographic features of students and their families were included to consider environmental factors affecting the students. These selected features give general and significant information about student efficiency, and students are comprehensively monitored. A total of 65 features were identified as suitable features. Too many questions cause fatigue in students and their focus is decreased, so the quality of the answers is reduced. To optimize data collection, we reduced the number of characteristics to 35 by eliminating less appropriate options which were not too important for the evaluation and were too time-consuming and costly for collecting. We kept only features that had a direct relationship with the performance of the students. The 35 selected features cover all aspects of a student and are a proper measure for performance evaluation. After that, according to the required features, we designed questions that students responded to by selecting existing options. One-to-one surveys were conducted with the students.

Three major types of data that were collected from each student included demographic, behavioral, and grades data. Behavioral and demographic data were collected through the online questionnaire and grades were obtained from teachers. Table 1 indicates the attributes of the dataset that elaborate the 35 features used in this research and each value of the feature. In detail, demographic data describe the personal information of each student. In this part of the data, families with more than three members and less than three members are labeled by L and S, respectively. The quality of family relationships is categorized into four levels. The student’s guardian, parents’ education and parents’ jobs were demanded. To determine parents’ jobs, five overall categories were determined as follows: (1) education and social occupations such as teachers, the press, psychologists, etc.; (2) health occupations such as doctors and nurses, etc.; (3) service occupations such as in sales, sports, tourism, etc.; (4) agriculture and environmental occupations such as botany, livestock, etc.; and (5) engineering. The behavioral data of the students include information such as routine personal and educational life. The level of socialization of the student is characterized by friendly relationships and go-out rate. How students use non-school time was determined with questions about the amount of internet, television and video game usage. Other features, such as extra classes, identify informal classes outside of school hours. Two important features, the number of absences and attention in class, were added to the dataset with the help of teachers. Due to the fact that grades play a major role in student assessment in the educational system of Iran, the scores of student exams in different classes were added to the data as a variable for evaluating his/her performance. The wide range of class subjects, including math, science, foreign language, sports and art, was used two times in the semester for a comprehensive evaluation. These grades were obtained from the assessment of students during the semester by teachers of each class which were specified in the dataset with “first class name midterm” and “second class name midterm”. Overall, 35 features were selected to establish the research based on these and develop an ML system that evaluates students based on these features. Moreover, the most important features that determine the students’ performance will be identified and the performance of the models examined on these identified features. After collecting the information, each student was evaluated by six teachers, two principals and two authors of this paper and the performance of each of them were labeled with A (very good), B (good), C (medium) and D (bad) according to the dataset features collected.

3.2. Model Selection

Machine learning models were used to classify the performance of high school students. ML is a subset of computer science that is applied in mathematics and statistics. The main objective of supervised ML is to build an algorithm that can receive input data and use statistical analysis to predict outputs while being updated by adding new data. In the
past decade, artificial intelligence and machine learning have been drawn toward education tasks, including the extraction of useful data and knowledge production to support decision making for students’ progress. In this study, student performance was evaluated by supervised ML models. Studies that had similar data have used random forest [42–44], gradient boosting [41], support vector machines (SVM) [45–47], elastic net [12], naive Bayes [15,34,48], logistic regression [12,41,49], decision tree [42,50,51], and ANN [52–54] algorithms. Therefore, the preprocessed data executed on previously mentioned models and best performance with the default parameters were obtained by RF, SVM and LR models; Thus, these models were selected for more tuning and analysis.

### Table 1. Attributes of the database with value details.

| Demographics Data | Behavioral Data | Grades |
|-------------------|-----------------|--------|
| **Variable**      | **Group**       | **Count** | **Variable** | **Group** | **Count** | **Variable** | **Group** |
| Gender            | Male            | 221      | Less t 1     | 23        | First math midterm | 0–20 |
|                   | Female          | 237      | 1–2          | 127       | Second math midterm | 0–20 |
| Age               | 15–18           |          | 2–3          | 177       |            |
|                   | L               | 301      | 3–4          | 82        |            |
|                   | S               | 157      | More t 4     | 49        | First science midterm | 0–20 |
| Family members    | Excellent       | 118      | Supervision by school | Yes | 78        |            |
|                   | Good            | 253      | No           | 380       |            |
|                   | Normal          | 56       | Yes          | 256       |            |
|                   | Bad             | 21       | No           | 202       | First language midterm | 0–20 |
|                   | Worse           | 10       | Yes          | 404       |            |
|                   | Father          | 319      | No           | 54        | Second language midterm | 0–20 |
|                   | mother          | 107      | Yes          | 374       |            |
|                   | other           | 32       | No           | 84        |            |
|                   | No formal       | 9        | Yes          | 137       | First sports midterm | 0–20 |
| Mother            | Primary: s      | 54       | No           | 285       | Second sports | 0–20 |
|                   | Educational     | 140      | Yes          | 176       |            |
|                   | Background      | 201      | No           | 282       | First art midterm | 0–20 |
|                   | Graduate        | 55       | Less t 1     |           |            |
|                   | No formal       | 15       | Usage of each internet, | 1–2 |           |
|                   | Father          | 86       | 2–3          |           | Second art midterm | 0–20 |
|                   | Educational     | 99       | TV, game     | 3–4       |            |
|                   | Background      | 197      | More t 4     |           |            |
|                   | Graduate        | 62       | 1            | 59        |            |
|                   | Education and social | 152 | 2 | 91 |
|                   | Health          | 146      | Free time    | 3         | 169 |
|                   | services        | 61       | 4            | 104       |            |
|                   | Agriculture and env | 55 | 5 | 35 |
|                   | Engineering     | 44       | 1            | 27        |            |
|                   | Education and social | 229 | 2 | 119 |
|                   | Health          | 153      | Go-out rate  | 3         | 146 |
|                   | services        | 34       | 4            | 90        |            |
|                   | Agriculture and env | 25 | 5 | 76 |
|                   | Engineering     | 17       | 1            | 40        |            |
|                   | 0               | 300      | 2            | 75        |            |
|                   | 1               | 120      | 3            | 82        |            |
|                   | 2               | 33       | 4            | 102       |            |
|                   | 3               | 5        | 5            | 160       |            |
|                   | absences        |          | 0–10         |           |            |
|                   | attention       |          | 0–100        |           |            |

#### 3.2.1. Random Forest (RF)

Random forests or random decision forests are a well-known method for classification and regression tasks and is an ensemble model made of many decision trees. A random subset of data and features are imported to each tree, and trees are fitted on this subset for
the training of decision trees in the model. Moreover, RF uses the average votes of trees to make predictions [55].

3.2.2. Support Vector Machines (SVM)

SVM is a powerful and versatile model of machine learning that is capable of conducting classification and regression tasks in linear and nonlinear space. SVM is a suitable model for medium and small dataset classification and has good performance in this kind of dataset [55]. By tuning the parameters, such as C, the model’s hardness in the violation data into the margins can be controlled, and the narrower bell-shaped curve can be determined with the gamma parameter which all these hyperparameters are going to be tuned into the models’ training phase.

3.2.3. Logistic Regression (LR)

LR is a common model of statistics, which is used in ML and calculates the outputs’ probability. It is also called the sigmoid function. LR is a linear model, but predictions are deformed using the logistic function. LR itself is a binary classifier; however, multi-classification can be done with multi-binary LR. The algorithm coefficients should be estimated from the training data which, for this matter, the algorithm used maximum likelihood estimation.

3.2.4. Artificial Neural Network (ANN)

ANNs are derived from neurons from the brains of living organisms that perform the calculations. ANNs are based on several neurons or nodes along with each other, which form a layer called the hidden layer. By placing these hidden layers sequentially, the neural network forms. All neurons of each layer are connected to the front and back layers; those connections are called weight and such networks are called fully connected layers. Each neuron has an activation function. The activation function is a function that takes the sum of data as input and generates output data [56]. Another important component of ANNs is the loss function that calculates the gradient (prediction error) of the model. The loss function is used for optimizing the weight and improves the performance of the model. The ANN network has many parameters and is capable of discovering complex relationships between data. Therefore, an ANN model is fitted on the existing dataset. Different numbers of neurons, hidden layers and various types of loss function were employed in the current study. Finally, the most accurate and optimum performance was provided by our designed network. The designed network has two hidden layers plus input and output layers. The arrangement of layers consists of 35 neurons with a linear activation function, and in the next layer, there are 105 neurons with a linear activation function that forms the first hidden layer. Then, a dropout exists between this layer and the next layer that eliminates 40 percent of non-necessary connections. In the second hidden layer, there are 70 neurons with linear activation functions that are connected to the four neurons with a SoftMax activation function in the output layer. The most optimal loss function was the mean squared error and the most optimal optimizer was the Adam optimizer with a 0.0005 learning rate. The network was run with a batch size equal to 47 in 200 epochs.

3.3. Feature Selection

Due to the cost and time of collecting data and importing new data into the existing model to receive predictions by the model, the existence of many features may be problematic, and the utilization of an operational model or framework will be time-consuming and difficult. Therefore, the required features of the model are lower; firstly, the cost of collecting and training the model is reduced. Secondly, student performance prediction is done with less information which increases the utilization and comfort of the model. This may or may not affect the accuracy and performance of the model. To evaluate and calculate the effect of any of the features and their importance for the model, the Boruta algorithm was employed. The “Boruta algorithm is a wrapper built around the random
forest classification algorithm” [57], and works similarly to the random forest in that it is an assembly approach based on several classifier votes. In this algorithm, a copy of all features adds to the randomness dataset and then a random forest model is fitted to the dataset and examines the importance of each feature. In each epoch, the features that have more importance are determined and features with low importance are eliminated.

To design and develop the above-mentioned models, the Python programming language was used with popular libraries such as pandas, NumPy, scikit-learn, TensorFlow and Keras. Each of the models has several hyperparameters that specify how the model calculates. The models were trained using cross-validation techniques and the best hyperparameters were identified during the training phase. Cross-validation is a useful method for evaluating and comparing the learning of an algorithm, which divides the input data into several parts and each of these sectors is called a fold. Then, the model is trained on the fold-1 part of input data and evaluated by one remaining fold that was set aside.

4. Results

Some attributes of the dataset contain categorical and string values such as parents’ education or job attributes. Hence, this data should be encoded to numerical values for the training process. Due to the different range of feature values, data were normalized between 1 and 2 because some models such as SVM are sensitive to these different scales. Data were run on the mentioned models after pre-processing and preparing, and models were evaluated by the k-fold cross-validation technique in which the K variable was considered 10. In Figure 2, the models’ learning curves are illustrated. In these curves, the accuracy rates of training and cross-validation models are shown during the addition of more instances (or more epochs).

As demonstrated in Figure 2, the models have low bias so that selective models are suitable for our data and have good performance; however, the RF and LR models have more bias than SVM. Nevertheless, they are not overfitted and this bias is negligible. In the case where more training data is available, the models would have more certainty and the value of the bias would decrease. In Figure 3, the accuracy of the models obtained on training data and test data of the original dataset is shown on the box chart.

The ANN model has the best performance on the training data. Moreover, this model has more certainty in the accuracy results than other models. In contrast, the RF model has a varied range of results, and the maximum and minimum lines are much different. Besides, RF has the least accuracy (0.82) on training data. On the right-hand side of Figure 3, box charts show the performance of the models on the test data. The accuracies of the models are diverse. The best performance of the models belongs to ANN and then, in order from highest to lowest, SVM, LR and RF models have lower accuracy in terms of the mean value. Notice that, the yellow line inside the boxes shows the median number and the white number inside the boxes shows the mean value in cross-validation results.
Therefore, there is a difference between mean and median values in the box related to the LR model. If the median value was considered to compare the performance of models, the LR model has the worst performance on test data but the upper side of the LR box is larger than other boxes and this indicates that the model also has high accuracy in some iterations. Figure 4 illustrates the confusion matrix of classifiers that shows the model’s ability to distinguish class boundaries. All models have had a good ability to distinguish classes. Although models have been misclassified on the boundary between each class, in class 0 and 1, which represent the A and B classes, all models have had great separation.

Figure 3. Accuracy of models on the original dataset. (a) demonstrates the accuracy of the models on train data and (b) demonstrates the accuracy of the models on test data.
The Boruta algorithm was used to obtain the most important feature of the dataset to evaluate the performance of students. This algorithm was implemented on the pre-processed original dataset using ten random forest estimators. The results of the Boruta algorithm are in Table 2. In this table, the importance for each feature, which is called ranking, is specified for each feature. The number of features that the model decides to be maintained can be specified by adjusting the algorithm threshold. As the table indicates, the number of high-quality features which have a number 1 ranking are selected for keeping. Thus, the number of features that are important for the model is 17.

| Feature Names          | Ranking | Support | Feature Names          | Ranking | Support | Feature Names          | Ranking | Support |
|------------------------|---------|---------|------------------------|---------|---------|------------------------|---------|---------|
| Gender                 | 14      | FALSE   | Sup-family             | 18      | FALSE   | First math midterm     | 1       | TRUE    |
| Age                    | 11      | FALSE   | Higher-edu             | 17      | FALSE   | Second math midterm    | 1       | TRUE    |
| Family-members         | 12      | FALSE   | Internet               | 19      | FALSE   | First science midterm  | 1       | TRUE    |
| Family-relation        | 10      | FALSE   | Extra class            | 4       | FALSE   | Second science midterm | 1       | TRUE    |
| Mother-edu             | 6       | FALSE   | Work                   | 3       | FALSE   | First language midterm | 1       | TRUE    |
| Father-edu             | 8       | FALSE   | Internet use           | 1       | TRUE    | Second language midterm| 1       | TRUE    |
| Mother-job             | 6       | FALSE   | TV use                 | 1       | TRUE    | First sports midterm   | 1       | TRUE    |
| Father-job             | 9       | FALSE   | Do Game                | 1       | TRUE    | Second art midterm     | 1       | TRUE    |
| Guardian               | 15      | FALSE   | Free time              | 5       | FALSE   | First art midterm      | 1       | TRUE    |
| Travel-duration        | 12      | FALSE   | Go-out rate            | 2       | FALSE   | Second art midterm     | 1       | TRUE    |
| Study time             | 1       | TRUE    | Absences               | 1       | TRUE    | Friendship             | 1       | TRUE    |
| Sup-school             | 16      | FALSE   | Attention              | 1       | TRUE    |                        |         |         |

Figure 4. (a) is confusion matrix of SVM, (b) is confusion matrix of RF, (c) is confusion matrix of LR and (d) is confusion matrix of ANN.
To make the model more convenient and efficient, low importance data which ranked lower than 1, were eliminated from the dataset by the Boruta algorithm and the models were retrained again on the new dataset by a cross-validation technique with 10-fold. The performance of the models on the train and test instance of the decreased dataset are shown in Figure 5.

![Figure 5. Accuracy of the models on the decreased dataset. (a) demonstrates the accuracy of the models on train data and (b) demonstrates the accuracy of the models on test data.](image)

On the right-hand side of Figure 5, the accuracy of the models on training data with Ranking 1 is shown. The length of the boxes is long and the results of the model’s performance on the decreased dataset have a more diverse range than the results on the original dataset. The average accuracy value of the SVM model has the most change and the elimination of low important features reduced the performance of this model. The ANN and LR model and then the RF model had less impact. The left side of Figure 5 shows the performance of the models on the test set of decreased datasets. The elimination of low-importance features has reduced the accuracy of the ANN model. Thus, this model has the highest impact among the remaining models. RF and LR models have maintained their accuracy and have similar performance such as their performance on the original dataset. Although the accuracy of the SVM model was reduced in the training data, the accuracy of this model has been better in the test set of the decreased dataset. Moreover, this model has the highest accuracy among the rest of the models. In general, by reducing the low importance features, models have been more optimized and the difference between the accuracy of the train and the test instances is lower; thus, the models are more fit than models on the original dataset.

5. Discussion

The classification that was conducted in this research is based on information about students’ personal lifestyles, parent information, and scores in each discipline (lesson). The type of data features used in this study was selected based on studies on student performance evaluation using ML and the data features it had used [15,24,39,40,42,52]. These features include all aspects of students’ home life, school life, how they use their time, interests, work, etc. Therefore, an evaluation of a student with these features provides a comprehensive result of his/her performance. Overall, 35 attributes were considered for each instance. Next, the dataset was imported into selected models including RF, ANN, LR and SVM, which were trained by a cross-validation technique where $k = 10$.

Among the models used, the ANN model with two hidden layers containing 105 and 70 neurons had the best performance (i.e., 0.83) on the original dataset. Moreover, the LR model was able to provide good performance in some iterations. The highest accuracy performed by this model was on the upper quartile of the chart in Figure 3 that was equal
to 0.90. Besides, the performance of the SVM model had the most changes on the decreased training data, and the accuracy of this model decreased. However, the SVM accuracy on the decreased test data was much better; thus, it had the best performance compared to the other models. Moreover, after reducing the dataset from the low-importance features, the RF and LR model still had the same accuracy as in the original dataset. Although the models are able to provide the same performance, they became more efficient and more convenient to use for predicting a new instance. In the case where models are more efficient, non-expert users can use them more conveniently with high precision. Consequently, this will make this system more promising, and the trend of replacing artificial intelligence for educational evaluations will accelerate. Furthermore, models have a few variances that do not improve with hyperparameter tuning in the original dataset. To resolve this problem, more data should be collected and entered into the models to reduce the variance. Our findings are consistent with [44,51] that have a similar dataset to ours. In terms of the accuracy of ANN, RF and SVM, our models have better accuracy than [39], [34,39], respectively. In other words, when the models were implemented in the decreased dataset, which only includes the most important and significant features, first, the difference in accuracy in train and test instances was more adjacent, so the variance of models decreased, and the models were more optimized in our data. This demonstrates that some of the unnecessary features in the dataset increase noise and make the algorithms confused. Thus, the algorithms are not able to fit properly on the data. Second, the accuracy of the ANN and SVM models was changed after eliminating features with a lower rank than 1. On the contrary, the ANN model had a noticeable fall among other models, and the SVM model accuracy increased moderately to 0.78 and reached the highest accuracy among other models. The efficiency of the LR and RF remained unchanged, and they were able to offer the same accuracy.

To calculate the most important features, the Borate algorithm was employed. This algorithm calculates the importance of each feature and removes the features with low importance. The most important features for evaluating student performance are, in order of importance, absences, second math midterm, attention, second science midterm, first sports midterm, second art midterm, first science midterm, second language midterm, first language midterm, second art midterm, second math midterm, internet use, second sports midterm and study time. In contrast, low-importance features were supervision by the school, internet, higher education, guardian, supervision by family, gender, travel duration, father’s and mother’s educational background and family relations. These low-importance features are randomly valued and do not have significant value for the models. However, some features, in order of the amount of its importance, including age, free time, father’s job, mother’s job, extra classes, work, go-out rate, friendship, usage of TV and games are more important than previous features, and help models to have better classification. Indeed, attention in the class is very important, and whenever a student pays more attention in class, they will have more focus and more understanding of the class content [36]. Thus, to improve the student’s performance, attractive classroom activities must be created in order for students to have more enthusiasm to pay attention. One of the disadvantages in the education system of Iran is the teacher-centered classroom. By changing this method to student-centered classrooms, more attraction will be created, and the attention of students will be attracted. Moreover, in cases where the student becomes absent, he/she should not be left behind from the curriculum and it should be compensated by arrangements such as recording the class for them, additional classes, additional support and so on. Another important factor is the students’ grades in the lessons, which have much more weight compared to the rest of the variables. To evaluate student performance, we should not only consider these criteria; other influential criteria such as problem-solving, critical thinking, creativity, etc., should somehow be included in calculations. Excessive usage of the internet and social media reduce the attention of youth and distract them [58], so less use of the internet increases student’s focus and performance as well. In general, for evaluating student performance, the most influential type of data is grades, and all features related
to this category remained in the decreased dataset. Additionally, 50 percent of behavioral features were identified as important features by the Borate algorithm.

Due to the lack of an appropriate educational database and insufficient connections between the available databases, the process of data collection in this way was difficult. Although the questions in the questionnaire were explained for students during an online justified session, the questionnaires were filled out by students online, and there was no supervision during the process of filling out the questionnaires. Consequently, some information was unreliable due to a lack of student’s proper understanding of the questions, so these data were removed. Furthermore, some further features were not included in the data, such as teacher quality and parent salary, because of the absence of resources. Adding these features could provide a more accurate assessment.

The developed models in this research evaluate the overall performance of students promptly, and this evaluation is without bias and intention which makes the system impressive. For a more accurate assessment of the student, all the features of the original dataset can be used in analysis. Otherwise, this can be done in a faster way with 17 of the features mentioned earlier. Moreover, our results allow decision-makers, schools and teachers to better understand the factors affecting students’ performance at the individual level. This valuable information can be used by politicians to adopt correct decisions and choose appropriate strategies to improve education. The information obtained can be used to understand the improvement of student academic achievement by teachers. Efficient models and explainable AI could allow the Iran Ministry of Education to make an informed decision for better student achievement and the policies of employing AI in schools.

6. Conclusions

In the present study, an ML-based system was designed and developed to evaluate the performance of high school students in the overall state. This system evaluates students from different aspects and classifies each student into four classes: very well, good, medium and bad. Due to the lack of appropriate educational databases, the best information needed was collected individually with the help of online questionnaires and the collaboration of teachers. The most influential features were determined and analyzed, and the most efficient and optimal ML models were identified as well. Moreover, the models were trained again with the decreased dataset that contained data with the most important features. Therefore, more efficient models were made, and students were evaluated without human intervention.

For further research, the collected data can be used for other work such as dropout prediction and academic achievement by adding related labels. Additionally, the performance of models can be improved by adding more new data. As mentioned above, the student’s attention is an influential criterion for student evaluation. Sohlberg and Mateer developed a model for attention sub-components based on clinical cases of experimental neuropsychology. Students’ attention in class can be divided into three parts based on this model. These parts include focused attention, which refers to their ability to focus on a stimulus, sustained attention, the ability to keep this focus over a long period, and selective attention, the ability to focus on a particular stimulus when there are other distracting stimuli [59]. For further research, to consider the percentage of students’ attention, each of these sub-components can be included in the calculation, or all sub-components can be used to obtain a precise and general attention criterion. This task can easily be performed by using intelligence systems. By developing an algorithm such as deep learning, students’ reactions in class can be monitored, and by tracking the eye angles of the students, their response to class stimuli can be detected. By employing this system, if there is a lack of attention from students, the system warns teachers or students, and students will be able to maintain their attention in class. Additionally, the precise percentage of the focused attention, sustained attention and even selective attention will be obtained. The obtained data from the system are reliable and without human error or bias. This will make the attention criteria more accurate for evaluation.
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