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Abstract—Most existing methods that cope with noisy labels usually assume that the class distributions are well balanced, which has insufficient capacity to deal with the practical scenarios where training samples have imbalanced distributions. To this end, this paper makes an early effort to tackle the image classification task with both long-tailed distribution and label noise. Existing noise-robust learning methods cannot work in this scenario as it is challenging to differentiate noisy samples from clean samples of tail classes. To deal with this problem, we propose a new learning paradigm based on matching between inferences on weak and strong data augmentations to screen out noisy samples and introduce a leave-noise-out regularization to eliminate the effect of the recognized noisy samples. Furthermore, we incorporate a novel prediction penalty based on online prior distribution to avoid bias towards head classes. This mechanism has superiority in capturing the class fitting degree in real-time compared to the existing long-tail classification methods. Exhaustive experiments demonstrate that the proposed method outperforms state-of-the-art algorithms that address the distribution imbalance problem in long-tailed classification under noisy labels.
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I. INTRODUCTION

Deep convolutional neural networks (CNNs) have achieved vast progress in addressing a variety of computer vision problems. Because CNNs have a large number of parameters, training them requires a massive demand for carefully labeled samples. Researchers can utilize inexpensive labeling systems such as non-expert crowd-sourcing to reduce the cost of data annotation. However, these systems usually suffer from label noises. Relieving the drawback of noisy annotations is crucial for CNNs under such circumstance. Existing researches about learning with label noise typically focus on splitting clean and noisy examples while neglecting the distribution imbalance. Considering real-world data usually exhibits a long-tailed distribution, learning with both long-tailed distribution and label noise as in Fig. 1 is urgent among real-world applications.

Fig. 1. This paper aims at tackling the learning task with both distribution imbalance and label noise.

Deep CNNs have the capacity to memorize wrongly labeled samples during training but suffer from alarmingly increased generalization error [1]. Thus, learning with label noise (LLN) attracts a large amount of research interest. [2] reveals that CNNs first learn the simple and general pattern of clean samples before fitting noisy examples. Based on this concept, a variety of methods are proposed to mitigate the influence of noisy samples via modeling the cross-entropy loss between predictions and given labels [3]–[5]. Samples with relatively smaller loss values are regarded as clean data and preserved for training models, while the remaining samples are excluded. However, under the long-tailed distribution, the cross-entropy loses between predictions and given labels are difficult to differentiate noisy samples from clean samples of tail classes, since the training data is mainly occupied by samples of head classes. As shown in Fig. 2 (a), we can observe this phenomenon on the CIFAR-10 dataset [6] with synthetic label noise.

Although the CNN model is capable of memorizing all training samples, noisy samples are more scattered than samples of tail classes, which means that conquering the former requires more effort. Thus, predictions on noisy samples are more sensitive to strong image augmentation compared to predictions on clean samples of tail classes. Hence, we devise a specific cross-augmentation matching mechanism for recognizing noisy samples. As illustrated in Fig. 2 (b), the matching between predictions on weakly and strongly...
augmented images significantly improves the discrimination between noise samples and clean samples of the tail class.

In practice, we employ a shared network architecture for processing both weakly and strongly augmented images. However, strongly augmented images bias the feature distribution, causing shifts on the statistics of the batch normalization. Therefore, we devise a dual-branch batch normalization module to process weakly and strongly augmented images with separate parameters. Based on the cross-augmentation matching, noisy samples can be well differentiated from clean samples under both distribution imbalance and label noise. For re-balancing clean samples, we propose to penalize the prediction with online prior category probabilities. The class-wise prior probability is dynamically estimated from online predictions of the classification model. Compared to existing strategies such as re-sampling [7] and re-weighting [8], which depend on sample sizes of classes to re-balance the training data, the online prior penalization is robust against the existence of noisy samples in which actual class sample sizes are unavailable. The other advantage of our method is that it can reflect the practical fitting degree of the classification model on classes. For combating the recognized noisy samples, a leave-noise-out regularization is devised by suppressing predictions on labels of the recognized noisy samples. Experiments on five public benchmarks indicate that our proposed pipeline significantly outperforms existing methods for learning with label noise and long-tailed distribution.

The main contributions of this paper are as follows:

1) We propose a novel method that can effectively detect noisy samples under long-tailed distribution, based on matching between predictions on weak and strong data augmentations. Besides, a leave-noise-out regularization is introduced to counteract the impact of noisy samples.
2) The prior distribution is dynamically evaluated for re-balancing the training data.
3) Exhaustive experiments on five public datasets are conducted to validate the superiority of our method compared to existing methods.

II. RELATED WORK

A. Deep Learning with Long-Tailed Distribution

In [10], a detailed recipe is provided to guide the choice of techniques effective in long-tailed classification, such as re-sampling, re-weighting, and mixup [11]. However, the re-sampling/re-weighting methods harm the learning of feature representations [12]. Another popular solution is formed by a two-stage pipeline, including representation learning based on uniform sampling and classifier learning based on re-balanced sampling [8], [13]. In [12], a cumulative learning algorithm is devised to combine the advantages of the representation capacity of the model trained with conventional uniform sampling and the classification capacity of the model trained with inverse proportional sampling. [14] designs hand-crafted functions for smoothing classes concerning their sample sizes in the training dataset. Few studies pay attention to task of learning with both distribution imbalance and noisy label. [15] attempts to settle the face recognition task in such a setting. However, this kind of study on general image classification is still under-explored. We make an early effort to tackle the learning task with both long-tailed distribution and label noise on general image classification. Furthermore, we propose a novel prior penalization term to smooth the labels of recognized clean samples according to the real-time confidence levels on classes. Compared with existing data rebalancing strategies which rely on class sample sizes, our devised mechanism is more robust to label noise, and can capture the real-time fitting degree of classes.

B. Deep Learning with Label Noise

The key to solving the learning problem with label noise is filtering out noisy samples before they are memorized by the model. One type of algorithms is devised on the basis of the co-training mechanism, such as [3], [4], [16], [17], which unify two classification models to prevent them from memorizing noisy samples. [3], [4] employs two models to select small-loss samples as clean samples for each other. [16] incorporates the mixup operation to rectify the noisy labels with the help of predictions from peer networks. Instead of maintaining two diversified models, [18] attempts to encourage the agreement between two models and devise a co-regularization mechanism to select clean samples. [17] builds up two models for weakly and strongly augmented images respectively and adopts the consistency loss between their predictions to preclude noisy samples. [19], [20] also detect noisy samples according to the deviation between predictions on differently augmented images. [20] employs a single network to cope with weakly and strongly augmented images simultaneously. However, the strongly augmented images interfere the feature distribution captured on the training data. [19] leverages the mean teacher model to rectify labels of noisy samples. However, the rectified labels may be incorrect, especially in early training stages. In this paper, we aim to settle the task of learning with noisy labels under severe long-tailed distribution. Inspired from [17], [21], [22], the matching between predictions on weakly and strongly augmented images is utilized to screen out noisy samples considering it can well separate noisy samples from clean
samples of tail classes. Instead of using two networks [17], we construct only one network with the help of the dual-branch batch normalization, which can avoid the influence of strongly augmented images on feature distribution. Our method is more economical and capable of leveraging strongly augmented images to facilitate representation learning without introducing extra side effects. The main differences between our method and existing LLN methods are as follows. 1) Previous works are limited to conquering noisy labels under balanced data distribution, while our method takes the data imbalance into consideration. 2) We devise a novel method for preventing learning bias towards head classes via online prior penalization. A leave-noise-out regularization is devised to erase the negative effect caused by noisy samples. Online label smoothing [23] is targeted at tackling the overfitting problem in image classification without data imbalance. It helps to prevent over-confidence on target categories and explore underlying similarity knowledge among different categories. In our method, the online prior category distribution is used for relieving the learning bias towards head classes via penalizing predictions on them.

III. METHOD

A. Preliminary

This paper aims at tackling the long-tailed classification under the existence of noisy labels. Given a training dataset \( \mathbb{D} = \{(x_i, y_i)\}_{i=1}^N \) with \( N \) samples and \( K \) classes, we learn a deep CNN model to implement the classification task. Here, \( y_i \in \{1, 2, \cdots, K\} \) is possibly incorrect. Denote the number of samples in the \( k \)-th class be \( N_k \). In many practical applications, samples are severely imbalanced with respect to classes.

B. Observation

In the noisy label learning task under long-tailed distribution, the training data is dominated by samples of head classes. The model merely captures patterns of head classes in the early stage. As shown in Fig. 2 (a), only using the cross-entropy loss between predictions and given labels, which is widely applied to detect noisy samples e.g. [3], [16], is hard to discriminate samples with wrong labels from those of the tail class. There exists a large overlap between losses on the two kinds of samples.

C. Overview

We propose a novel algorithm to solve image classification with both distribution imbalance and label noise. The CNN-based classification model is built up with the help of the dual-path normalization, which processes feature maps of weakly and strongly augmented images with separate parameters. Based on it, we employ the cross-augmentation matching to detect noisy labels, which effectively tackles the issue in the above observation. When learning on the clean set of samples, an online prior penalization strategy is devised for balancing training data. We propose to eliminate the effect caused by noisy samples through restraining predictions on given labels of these recognized noisy samples. The overall framework of our method is illustrated in Fig. 3.

D. Cross-Augmentation Matching

We involve in the inference matching between weakly and strongly augmented images for splitting wrongly labeled samples and clean samples of tail classes. Suppose the prediction of the classification model on \( x_i \) be \( h(x_i | \theta) \in \mathbb{R}^K \). \( \theta \) indicates network parameters, and \( h(\cdot) \) denotes the mapping function. The following function is used to judge whether \( x_i \) is correctly labeled,

\[
\ell(x_i, y_i) = \ell^c(x_i, y_i) + \ell^c(\hat{x}_i, y_i) + \alpha \ell^c(\hat{x}_i, y'_i),
\]

\[
\ell^c(x_i, y_i) = -y_i^T \log(h(x_i | \theta)),
\]

where \( \alpha \) is a weighting coefficient. \( x_i \) and \( \hat{x}_i \) represents the weakly and strongly augmented images respectively. \( y'_i = \text{arg min}_k p_i[k] \), which denotes the most confident class predicted on \( x_i \), \( y_i \) is the one-hot format of \( y_i \). As demonstrated in Fig. 2(b), the adoption the loss criterion in Eq. 1 significantly improves the distinguishability between noisy samples and clean samples of tail classes, in contrast to the pure cross-entropy between predictions and given labels, namely \( \ell^c(x_i, y_i) \).

Samples with losses smaller than the OTSU threshold \( \epsilon \) are regarded as clean data. \( \mathbb{C} = \{(x_i, y_i) \mid \ell(x_i, y_i) < \epsilon\} \). During the training stage, Eq. 1 is utilized to calculate losses for samples in \( \mathbb{C} \). The overall objective function on \( \mathbb{C} \) is formulated as,

\[
L_c = \sum_{(x_i, y_i) \in \mathbb{C}} \ell(x_i, y_i).
\]

Dual-Branch Batch Normalization Since strongly augmented images have evidently different appearances compared to original images, they will bring interference to the feature distribution captured by the CNN model. Thus, when constructing the CNN model, we incorporate the dual-branch batch normalization to deal with the distribution deviation between original and strongly augmented images. Specific mean, variance and affine parameters are used to normalize features of weakly and strong augmented images respectively, inspired from [24]. Suppose the feature generated by a convolution layer be \( f_i \) and \( \hat{f}_i \), given weakly augmented image \( x_i \) and the strongly augmented counterpart \( \hat{x}_i \). Distinct means and variances are calculated for the two types of features,

\[
\mu = \frac{1}{m} \sum_{i=1}^m f_i - \mu = \frac{1}{m} \sum_{i=1}^m (f_i - \mu)^2 + \xi;
\]

\[
\hat{\mu} = \frac{1}{m} \sum_{i=1}^m \hat{f}_i - \hat{\mu} = \frac{1}{m} \sum_{i=1}^m (\hat{f}_i - \hat{\mu})^2 + \xi;
\]

where \( \xi(=10^{-5}) \) is a constant, and \( m \) represents the number of sample in single batch. These statistical values are separately accumulated via exponential moving average. The outputs of the two branches in the batch normalization are denoted as, \( f'_i = \gamma \frac{f_i - \mu}{\sigma} + \beta \) and \( \hat{f}'_i = \hat{\gamma} \frac{\hat{f}_i - \hat{\mu}}{\sigma} + \hat{\beta} \), where \( \gamma \), \( \beta \), \( \hat{\gamma} \), and \( \hat{\beta} \) are learnable affine parameters. During training, each kind of augmented images is forwarded with one group of parameters. During testing, input images are merely processed with simple transformations, having a more similar distribution to weakly augmented images. Thus, only the parameters estimated from
weakly augmented images are preserved while those estimated from strongly augmented images are deprecated.

**Leave-Noise-Out Regularization** Samples with very large loss values are considered as confident noisy samples, which are denoted as,

\[
\mathbb{N} = \arg \max_S \sum_{(x_i, y_i) \in S} \ell(x_i, y_i),
\]

s.t. \( S \cap C = \emptyset, \quad |S| \leq \kappa(|D| - |C|). \quad (6)\]

\( \kappa \in (0, 1) \) is a constant. Considering the given labels of these confident noisy samples are incorrect, they are used to regularize the network optimization via a specific leave-noise-out regularization. We can assume that each sample \( x_i \) in \( \mathbb{N} \) belongs to certain class from \( \{ k = 1, \cdots, K \mid k \neq y_i \} \). The following regularization term is used to constrain network predictions on \( \mathbb{N} \),

\[
L_n = - \sum_{(x_j, y_j) \in \mathbb{N}} \log(1 - p_j[y_j]). \quad (7)
\]

The above regularization prevents predictions of these recognized noisy samples from being positive on their labels. It benefits to cancel out the negative impact of noisy samples.

**E. Online Prediction Bias**

For relieve the dominance of head classes under the long-tailed distribution, existing methods focus on re-sampling [7], [25], [26] or re-weighting [8] training data. However, these methods are dependent to real class sample sizes which are unavailable when label noise exists. Additionally, fixed class sample sizes can not reflect the practical fitting degree on classes. To settle the above problems, we propose to smooth the predictions on samples of head classes by penalizing their confidences with the online prior probabilities. Practically, we choose to evaluate categorical prior probabilities from online predictions of the network, which can authentically reflect the fitting degree on classes. The prior probability of the \( k \)-th class is dynamically estimated as follows,

\[
q := (1 - \tau) q + \tau \sum_{(x_i, y_i) \in C} h(x_i | \theta)/|C|, \quad (8)
\]

where \( \tau \) is a constant. \( q \) is initialized by the ratios of samples in \( K \) classes, namely \( q[k] = \frac{N_k}{N} \). The online prior penalization is defined as follows,

\[
v(x_i) = -(1 - q^T) \log(h(x_i | \theta)). \quad (9)
\]

We can acquire the following loss function after incorporating the penalty of prior probabilities into the cross-entropy function,

\[
\ell_p(x_i, y_i) = \ell^C(x_i, y_i) + \lambda v(x_i), \quad (10)
\]

where \( \lambda \) is a constant weighting coefficient. It can be transformed into the following formulation,

\[
\ell_p(x_i, y_i) = -(1 + \lambda K - \lambda) \sum_{k=1}^{K} k s^k \log(p_i[k]), \quad (11)
\]

\[
s^k_i = \begin{cases} 
\frac{1 + \lambda(1-q[k])}{1 + \lambda K - \lambda}, & k = y_i, \\
\frac{\lambda(1-q[k])}{1 + \lambda K - \lambda}, & k \neq y_i.
\end{cases} \quad (12)
\]

We can observe that the penalty item in Eq. (9) is able to smooth labels according to the prior distribution. Labels with larger prior probabilities are softened more intensively. Meanwhile, the reduction of the target label is distributed to other labels in negative relation to their probabilities. This helps to bias the optimization process towards tail classes. The online prior penalization is applied for predictions on both weakly and strongly augmented images.

**F. Training Process**

The final objective function is formed by combining Eq. (3) Eq. (7) and Eq. (9)

\[
L = L_c + L_n + \lambda \sum_{(x_i, y_i) \in C} [v(x_i) + v(\hat{x}_i)]. \quad (13)
\]
The training process of our method is composed of two stages. First, we warm up the network using the objective function in Eq. 10. Then, we adopt the criterion in Eq. 1 to select out clean samples and confident noisy samples, and optimize the network according to Eq. 13. Stochastic gradient descent (SGD) is applied for updating network parameters. The detailed training process is described in Alg. 1.

Algorithm 1 Algorithm for training the classification model via our proposed method. $E_1$ and $E_2$ denote the number of training epochs in the first and second stage respectively. $B$ means the number of batches.

\begin{algorithm}
\caption{Algorithm for training the classification model via our proposed method. $E_1$ and $E_2$ denote the number of training epochs in the first and second stage respectively. $B$ means the number of batches.}
\begin{algorithmic}
\small
\State \textbf{Input:} Training dataset $D = \{(x_i, y_i)\}_{i=1}^N$.
\State \textbf{Output:} Optimized network parameters $\theta$.
\State 1: Initialize $q$ and $q'$: $\hat{q}[k] = \hat{q}'[k] = \frac{B}{N_k}$;
\State 2: for $e \leftarrow 1$ to $E_1$ do
\State 3: \hspace{1em} for $b \leftarrow 1$ to $B$ do
\State 4: \hspace{2em} Fetch a batch of samples $\{(x_i, y_i)\}_{i=1}^n$;
\State 5: \hspace{2em} Forward each sample $x_i$ through the network:
\State 6: \hspace{3em} $p_i = h(x_i \mid \theta)$;
\State 7: \hspace{2em} Calculate the training loss with Eq. 10:
\State 8: \hspace{3em} $L = \frac{1}{n} \sum_{i=1}^{n} \ell_p(x_i, y_i)$;
\State 9: \hspace{2em} end for
\State 10: \hspace{1em} end for
\State 11: for $e \leftarrow 1$ to $E_2$ do
\State 12: \hspace{1em} for $b \leftarrow 1$ to $B$ do
\State 13: \hspace{2em} Fetch a batch of samples $\{(x_i, y_i)\}_{i=1}^n$;
\State 14: \hspace{2em} Augment all samples, resulting in $\{(\hat{x}_i)\}_{i=1}^n$;
\State 15: \hspace{2em} Forward each sample $x_i$ and $\hat{x}_i$:
\State 16: \hspace{3em} $p_i = h(x_i \mid \theta)$, $\hat{p}_i = h(\hat{x}_i \mid \theta)$;
\State 17: \hspace{2em} Calculate loss value for each sample via Eq. 1:
\State 18: \hspace{3em} $\ell(x_i, y_i) = \ell_p(x_i, y_i) + \ell_h(x_i, y_i)$;
\State 19: \hspace{2em} end for
\State 20: \hspace{1em} end for
\State 21: end for
\State 22: $q \leftarrow (1 - \eta)q + \eta \sum_{i=1}^{n} p_i/n$;
\State 23: $q' \leftarrow (1 - \eta)q' + \eta \sum_{i=1}^{n} \hat{p}_i/n$;
\State 24: end for
\State 25: return Network parameters $\theta$.
\end{algorithmic}
\end{algorithm}

IV. EXPERIMENTS

A. Datasets

Extensive experiments are conducted on 4 datasets, including CIFAR-10 [6], CIFAR-100, MNIST [27], and FashionMNIST [28] with synthetic noisy labels and distribution imbalance, and one real-word dataset Clothing1M [28], to validate the effectiveness of our method.

- **CIFAR-10** is composed of 50,000 and 10,000 $32 \times 32$ images for training and testing respectively. The number of classes is 10.
- **CIFAR-100** is also composed of 50,000 and 10,000 $32 \times 32$ images for training and testing respectively. The number of classes is 100.
- **MNIST** is a digit recognition dataset consisting of 60,000 and 10,000 $28 \times 28$ grayscale images for training and testing respectively.
- **FashionMNIST** contains 60,000 training and 10,000 testing grayscale images with the size of $28 \times 28$, which belong to 10 types of clothing.
- **Clothing1M** contains 1,000,000 images with real-word label noises, which are regarded as the training set. 10,000 images with clean labels are used for testing.

First, to synthesize distribution imbalance in CIFAR-10, CIFAR-100, MNIST, and FashionMNIST, we randomly resample training images of all classes to make them obey a long-tailed distribution. The imbalance ratio is denoted as $\rho = \min \frac{N_i}{\sum N_k}$. Following [6], we adopt two types of label corruption strategies to synthesize label noises: 1) Class-independent label noises are generated via randomly changing the label of every sample with a probability of $\eta$ (denoted as the ratio of noisy labels). If one label is determined to be modified, we replace it with a new label randomly drawn from other labels. 2) Class-dependent label noises are created through modifying the label of samples in the $k$-th class to $k+1$ with the probability of $\eta$. The classification accuracy is adopted for evaluation.

B. Implementation Details

Our method is implemented using PyTorch. During training, the weak augmentation is formed by random cropping and flipping, while AutoAugment [29] is utilized to generate strongly augmented images. We adopt ResNet32 [9] as the backbone of the classification network. The learning rate of the SGD optimizer is initialized as 0.05 and decayed in the cosine annealing schedule [30]. The training epochs in two stages are both 100, and the mini-batch size is 128. Without specification, all models are trained from scratch. Besides, we empirically set $\alpha=2$, $\kappa=0.8$, $\tau=0.5$, and $\lambda=0.1$. 8 V100 GPU-s are used to train models on Clothing1M. For other datasets, one GeForce RTX 2080Ti is used. The training process costs around two days on Clothing1M, and around two hours on other datasets.

C. Comparison against Methods for Learning with Label Noise

1) **Existing Methods**: We compare our method against the following methods for learning with label noise (LLN).

   1) **Joint Optimization** [37] proposes to alternatively optimize network parameters and update labels according to current network predictions.

   2) **Co-Teaching** [3] makes usage of the divergence in the learning errors of two distinct models to remove the influence of label noises. The two models screen out
noisy samples for each other, combining their advantages in counteracting noisy labels.

3) **Co-Teaching+** [4] is an extended variant of Co-Teaching. It utilizes the ‘update by disagreement’ strategy to prevent the co-teaching method degenerating into a self-training method, since the two models converge to a consensus in late training epochs.

4) **MLNT** [35] devises a beforehand meta-learning algorithm to make the network parameters tolerant to label noises. In meta-train, noisy labels are used for updating network parameters. In meta-test, the mean teacher is used for correcting the optimization direction.

5) **MetaCleaner** [39] proposes to construct clean samples via aggregating noisy-labeled samples with estimated importance scores.

6) **PENCIL** [40] leverages the probabilistic modeling to jointly optimize network parameters and infer the latent correct labels.

7) **JoCoR** [13] adopts two networks to identify clean samples via a joint loss which is composed of individual cross entropy losses and a co-regularized Jensen-Shannon divergence loss.

8) **DivideMix** [16] separates clean and noisy samples via a two-component Gaussian mixture model built upon the training loss. Then, the MixMatch algorithm [41] is employed to explore noisy samples in a semi-supervised manner.

9) **ELR+** [42] reveals that semi-supervised learning regularizations are capable of neutralizing the negative influence of noisy samples.

10) **Co-Matching** [17] utilizes the matching between inferences on weakly and strongly augmented images to discern noisy samples. Separate models are used to infer recognition results for weakly and strongly augmented images.

11) **MOIT** [36] proposes an interpolated contrastive loss for alleviating the side effect of label noises in representation learning. A k-nearest neighbor search algorithm is devised for detecting noisy samples, which are subsequently explored via semi-supervised learning.

12) **AUGDESC** [5] finds that choosing different augmentation policies to model the loss metric for noisy sample
TABLE I
Comparison with existing LLN methods on CIFAR-10 with class-independent label noises ($\rho=20\%$).

| Imbalance Factor $\rho$ | 1   | 0.1 | 0.05 | 0.02 | 0.01 |
|-------------------------|-----|-----|------|------|------|
| CE                      | 86.35 | 75.88 | 70.32 | 64.69 | 54.07 |
| DivideMix [16]           | 84.03 | 69.80 | 60.26 | 54.74 | 36.56 |
| Co-Teaching [9]          | 89.75 | 58.63 | 52.58 | 42.67 | 39.39 |
| Co-Teaching+ [14]        | 88.36 | 42.58 | 35.26 | 33.90 | 34.88 |
| Co-Matching [17]         | 91.21 | 76.14 | 65.33 | 61.83 | 54.05 |
| Co-Matching+OPP          | 90.57 | 81.86 | 77.58 | 70.60 | 57.71 |
| SOA [31]                 | 90.36 | 79.02 | 67.56 | 58.44 | 51.70 |
| JNPL [32]                | 91.26 | 75.38 | 66.87 | 51.01 | 44.23 |
| REL [33]                 | 84.71 | 69.00 | 65.71 | 46.73 | 36.31 |
| DDLS [34]                | 89.88 | 74.59 | 63.45 | 43.33 | 35.14 |
| AutoDo [35]              | 89.50 | 80.35 | 75.67 | 69.09 | 62.29 |
| LFDDL [35]               | 89.03 | 80.21 | 62.85 | 54.02 | 43.23 |
| JoCoR [36]               | 90.21 | 81.63 | 74.15 | 63.87 | 53.69 |
| JoCoR+OPP [37]           | 90.71 | 82.52 | 77.60 | 65.37 | 58.14 |
| MOIT [38]                | 86.27 | 81.59 | 75.16 | 66.40 | 59.18 |
| Jo-SRC [19]              | 91.01 | 80.43 | 75.21 | 66.11 | 55.97 |
| AUGDESC [39]             | 91.92 | 86.06 | 55.47 | 35.07 | 30.37 |
| Ours                     | 92.32 | 86.12 | 84.33 | 81.42 | 76.94 |

TABLE II
Comparison with existing LLN methods on CIFAR-10 with class-dependent noisy labels ($\eta=20\%$).

| Imbalance Factor $\rho$ | 1   | 0.1  | 0.05  | 0.02  | 0.01  |
|-------------------------|-----|------|-------|------|------|
| CE                      | 87.55 | 78.82 | 73.79 | 66.10 | 60.41 |
| DivideMix [16]           | 85.32 | 68.97 | 58.45 | 52.70 | 37.24 |
| Co-Teaching [9]          | 80.92 | 45.95 | 34.74 | 32.45 | 27.74 |
| Co-Teaching+ [14]        | 89.68 | 57.43 | 49.01 | 41.98 | 41.41 |
| JoCoR [36]               | 91.69 | 69.80 | 60.39 | 45.10 | 41.09 |
| JoCoR+OPP [37]           | 82.47 | 58.86 | 50.40 | 43.31 | 35.95 |
| Co-Matching [17]         | 89.48 | 70.86 | 60.69 | 47.05 | 40.82 |
| Co-Matching+OPP          | 91.54 | 60.52 | 59.31 | 34.11 | 29.93 |
| AUGDESC [39]             | 87.14 | 46.34 | 41.43 | 36.65 | 34.99 |
| JNPL [32]                | 91.32 | 72.71 | 59.97 | 46.22 | 45.03 |
| LFDDL [35]               | 83.38 | 76.36 | 52.62 | 49.31 | 48.68 |
| REL [33]                 | 82.59 | 70.47 | 65.54 | 48.99 | 37.47 |
| DDLS [34]                | 89.80 | 78.41 | 59.02 | 43.82 | 40.77 |
| Jo-SRC [19]              | 91.01 | 80.43 | 75.21 | 66.11 | 55.97 |
| AutoDo [35]              | 90.71 | 81.33 | 78.10 | 71.85 | 69.09 |
| MOIT [38]                | 86.93 | 81.19 | 77.26 | 73.76 | 63.87 |
| Ours                     | 92.05 | 86.13 | 82.86 | 79.44 | 73.32 |

detection and learn the classifier is more effective in coping with noisy labels. It also reveals that applying strong augmentation in the warm-up training stage encourages the network to memorize noisy data soon.

13) SOA [31] involves in second-order statistics (namely covariance terms) to deal with instance-dependent label noises.

14) Jo-SRC [19] leverages the Jensen-Shannon divergence between predictions and labels to recognize noisy samples. Besides, the prediction consistency between two views of each sample is adopted for discriminating in-distribution noisy samples from out-of-distribution noisy samples, and a mean teacher model is built for rectifying the labels of in-distribution samples.

15) JNPL [32] introduces a joint negative and positive learning framework. For preventing the underfitting of training data, the method decreases weights of negative learning terms with respect to predictions on negative labels. Furthermore, it adopts a strict sampling strategy to select positive samples, and reweights their losses in positive learning according to the maximum predicted probabilities.

16) AutoDo [34] devises a generalized automated dataset optimization algorithm, aiming to eliminate the distribution gap between testing data and training data with noisy labels.

17) LFDDL [35] proposes to correct labels of samples progressively, starting from those samples with high prediction confidences.

18) REL [33] separates network parameters into two groups, including critical and non-critical parameters. The latter type of parameters are decayed in the early learning strategy for eliminating the influence of noisy samples.

19) DDLS [34] presents an online label smoothing strategy, which assigns a soft probability distribution to target and non-target classes based on the accumulation of network predictions.

2) Experiments on CIFAR-10: The experimental results on CIFAR-10 with class-independent noisy labels and class-dependent noisy labels are presented in Table I and II respectively. The noise rate $\eta$ is set to 20%, and the imbalance ratio $\rho$ varies in $\{1, 10, 20, 50, 100\}$). CE indicates the baseline model trained with the standard cross-entropy loss function. It can be evidently observed that, without specific designs for processing label noises, existing LLN methods are severely influenced by the data imbalance. For instance, on CIFAR-10 with class-independent label noises, JoCoR, Co-Matching and AUGDESC achieve promising performance (90.21%, 91.21%, and 91.92% respectively) when data is balanced ($\rho=1$). However, when data is drastically imbalanced ($\rho=0.01$), their accuracy values are drastically decreased by 37.16%, 36.52%, and 61.55%, respectively. When the imbalance ratio $\rho$ is smaller than 0.02, all of the existing methods even perform worse than CE. Our method is effective in coping with label noises, and derives of substantially better performance than other methods. For example, on CIFAR-10 with class-independent label noises, the accuracy of our method (86.12%) is 10.45% higher than that of the second-best method AutoDo (75.67%) when $\rho = 0.05$; our method generates classification result with 14.65% higher accuracy than AutoDo when $\rho = 0.01$. Fig. 4 illustrates the variation curves of the test accuracy along the training epochs, indicating that our method outperforms other methods steadily in late training epochs. We also attempt to incorporate the data re-balancing strategy, namely online prior penalization (OPP), into existing LLN methods JoCoR and Co-Matching, forming JoCoR+OPP and Co-Matching+OPP. The adoption of OPP helps improve JoCoR and Co-Matching. Meanwhile, our proposed cross-augmentation matching strategy is much more robust against label noises under long-tailed distribution.

3) Experiments on Clothing1M: Experimental results on Clothing1M which has real-world label noises are presented in Table III. For fair comparison, ResNet50 which is initialized with ImageNet pre-trained parameters are used to implement our method. Results of M-correction [43] and Joint Optimiza-
Exhaustive experiments on four datasets (CIFAR-10, CIFAR-100, MNIST, and FashionMNIST) with various imbalance factors and noise ratios are presented in Fig. 5. Our approach achieves the best performance, surpassing the second best method AUGDESC by 0.38%.

### D. Comparison against Methods for Learning under Long-Tailed Distribution

In this subsection, we compare our method against existing methods capable of addressing the problem of learning under long-tailed distribution (LLTD), including RW (short for data reweighting) [44], LS [46], Mixup [11], RS (short for data resampling) [44], LDAM-DRW [13], and MiSLAS [14]. RW can be easily implemented via assigning relatively higher weights to samples of tail classes. RS usually balances training data through under-sampling head classes or over-sampling tail classes. Other methods are briefly introduced as below.

1) **LS** [46] (label smoothing) is a regularization technique that addresses both overfitting and overconfidence, which has been widely explored in the filed of image recognition.

2) **Mixup** [11] is a data augmentation technique that generates a weighted combinations of random image pairs from the training data. Given two images and their ground truth labels, \((x_i, y_i)\) and \((x_j, y_j)\), a synthetic training example \((\hat{x}, \hat{y})\) is generated as:

\[
\hat{x} = \lambda x_i + (1 - \lambda) x_j \quad (14)
\]

\[
\hat{y} = \lambda y_i + (1 - \lambda) y_j \quad (15)
\]

\(\lambda\) is randomly drawn from a beta distribution.

3) **LDAM-DRW** [13] proposes a label-distribution-aware margin (LDAM) loss for improving the generalization to minority classes. This work reveals that deferring the re-balancing optimization helps to relieve the complications of re-balancing algorithms.

4) **MiSLAS** [14] utilizes label-aware smoothing strategies to calibrate distributions of predicted probability values. Its training phase is also composed of two stages, including a first instance-balanced stage and a second class-balanced stage. It fixes the transformation parameters and merely adjusts the mean and variance when updating the batch normalization modules in the second stage.

The results are presented in Table IV and the variation curves of test accuracy are illustrated in Fig. 6. Our method has better generalization ability than state-of-the-art LLTD approaches. We also attempt to replace the online prior penalization with RS [44], RW [45], or LS [46] for re-balancing the clean sample set \(C\), producing results indicated by **Ours-RS**, **Ours-RW**, or **Ours-LS**, respectively. These data rebalancing strategies are inferior to the online prior penalization.

### E. Comparison to Na"ive Combinations of Existing LLN and LLTD Methods

We attempt to simply combine methods for learning with label noise including Co-Teaching [3], Co-teaching+ [4].
TABLE V
Comparison of our method against naive combinations of methods for LLN and LLTD separately, on CIFAR-10 with class-independent label noises ($\rho = 100$ and $\eta = 0.2$).

| (1) + (2) | RW | RS | LS | LDAM |
|----------|----|----|----|------|
| Co-Teaching | 39.31 | 47.79 | 37.01 | 42.50 |
| Co-Teaching+ | 27.33 | 43.06 | 34.61 | 47.51 |
| JoCoR | 57.20 | 60.04 | 23.46 | 58.40 |
| Co-Matching | 60.54 | 64.44 | 12.34 | 59.47 |
| Ours | 72.41 | 73.04 | 66.25 | 76.94 |

**JoCoR** [18], **Co-Matching** [17], and methods for learning with long-tailed distribution including **RS** [44], **RW** [45], **LS** [46], and **LDAM** [13]. We also implement variants of our method via combining the co-classification matching strategy with the above four methods for learning under long-tailed distribution. Experimental results on CIFAR-10 with $\rho = 0.01$ and $\eta = 0.2$ are reported in Table V and variants of our method outperform other methods consistently. For example, when incorporated with **LDAM**, our method achieves 34.44%, 29.43%, 18.54%, and 17.47% higher accuracy than **Co-Teaching**, **Co-Teaching+**, **JoCoR**, and **Co-Matching**, respectively.

**F. Ablation Study**

We conduct elaborate ablation study to validate core components of our method. Without specification, the class-independent label noise is used, and $\eta$ and $\rho$ is set to 20% and 0.01 respectively.

1) **Effectiveness of Loss Components**: Thorough ablation study is conducted to validate loss components in our method, including cross-augmentation matching (CAugMatching) in Eq. 1 leave-noise-out regularization (LNOR) in Eq. 7 and online prior penalization (OPP) in Eq. 9. The experimental result is presented in Table VII. CE is used as the loss criterion for measuring the consistency between predictions and given labels. As shown in Table VII, the adoption of CAugMatching brings significant performance improvement, because it is advantageous in discriminating noisy samples from clean samples and enhancing the representation capacity. For example, CAugMatching leads to an accuracy gain of 6.20% on CIFAR-100 dataset with class-independent label noises. The LNOR helps to mitigate the influence caused by noisy samples. It can also benefit the training of our model in all cases, e.g., the accuracy is improved by 3.55% on CIFAR-10 with class-independent label noises. The OPP loss, devised for balancing training data, can bring substantial accuracy gains. For example, on CIFAR-10 and FashionMNIST with class-independent label noises, the accuracy is increased by 7.84% and 1.16%, respectively. As can be observed from the class-wise accuracy in Fig. 7, OPP is beneficial for improving the classification performance on tail classes.  

2) **Robustness to Loss Criteria**: We attempt to replace the cross entropy loss in Eq. 2 with the focal loss [47] or the LDAM loss. As shown in Table VII, our method is pretty stable when applied with different loss functions. For example, on the CIFAR-100 dataset, our method leads to the accuracy gain of 8.99% and 6.80%, when incorporated with the focal loss and the LDAM loss respectively.

3) **Effectiveness of Dual-Branch Batch Normalization**: As shown in Table VIII, we study the impact of dual-branch batch normalization on four datasets. Thanks to the efficacy in preventing strongly augmented images from biasing the feature distribution, the dual-branch batch normalization can improve the classification performance consistently on all datasets.

4) **Performance of Noise Detection**: In this subsection, we compare our method against other LLN methods in separating clean and noisy samples. The experiments are conducted on the FashionMNIST dataset. Both class-independent and class-dependent label noises with $\eta = 0.2$ or 0.6 are used for testing, and $\rho$ is set to 0.01. The accuracy metric is used for evaluation, and the experimental results are presented in Table IX. Our proposed method performs significantly better than other LLN methods.

5) **Sensitivity to Hyper-parameters**: In this subsection, we discuss the sensitivity of our method against the variance of hyper-parameters, including $\alpha$, $\lambda$, and $\tau$. The experimental results are illustrated in Fig. 8. The class-independent noises are utilized for distorting image labels of four datasets CIFAR-10, CIFAR-100, MNIST, and FashionMNIST. The noise rate and imbalance ratio is set to 20% and 0.01, respectively. We can observe that the performance of our method is robust against the variance of the three hyper-parameters in most cases.

6) **The Impact of Data Augmentation Strategies**: Data augmentation [29] is a key strategy for preventing over-fitting in current deep network learning, which considerably boost performance and is widely employed in various tasks. In this subsection, we conduct experiments as Table X to answer why we need weak and strong augmentations. Single means two input images are the same while **Dual** indicates that two different instances are generated based different augmentation strategies. As can be observed that, combining weak and strong augmentations can further improve the performance.

**V. Conclusion**

In this paper, we propose an effective method to tackle the task of learning with both long-tailed distribution and label noise. We find that the integration of the matching between predictions on weakly and strongly augmented images is
TABLE VI
Comparison of variants of our method using different objective functions. Four datasets are used in experiments. \( \eta = 20\% \) and \( \rho = 0.01 \). ‘CI’ and ‘CD’ indicate class-independent and class-dependent label noises are used respectively. ‘CE’ indicates the baseline method trained with the cross-entropy loss calculated between predictions and given labels.

| Method | CIFAR-10   | CIFAR-100 | MNIST  | FashionMNIST |
|--------|------------|-----------|--------|--------------|
|        | CI  | CD  | CI  | CD  | CI  | CD  | CI  | CD  |
| CE     | 54.07 | 62.57 | 24.64 | 26.01 | 95.83 | 96.77 | 82.36 | 84.40 |
| CE + CaugMatching | 61.47 | 65.85 | 30.84 | 31.88 | 96.79 | 97.33 | 85.15 | 85.89 |
| CE + CaugMatching + LNOR | 65.02 | 65.97 | 32.16 | 32.80 | 97.31 | 97.50 | 85.19 | 86.44 |
| CE + CaugMatching + LNOR + OPP | 72.86 | 72.83 | 34.89 | 34.67 | 97.92 | 97.77 | 86.35 | 86.72 |

Fig. 8. Accuracy of setting hyper-parameters \( \alpha \), \( \lambda \), and \( \tau \) with different values on CIFAR-10, CIFAR-100, MNIST, and FashionMNIST.

TABLE VII
Efficacy of our method applied with different loss functions. ‘Ours+CE’, ‘Ours+Focal’, and ‘Ours+LDAM’ denote variants of our method trained with cross entropy loss, focal loss, and LDAM loss, respectively.

| Method      | CIFAR-10 | CIFAR-100 |
|-------------|----------|-----------|
| CE          | 54.07    | 24.64     |
| Ours + CE   | 72.86    | 34.89     |
| Focal       | 56.04    | 25.07     |
| Ours + Focal| 73.34    | 35.06     |
| LDAM        | 62.28    | 27.73     |
| Ours + LDAM | 76.94    | 36.92     |

TABLE VIII
Comparison of variants of our method with or without dual-branch batch normalization (DBBN). ‘w/o DBBN’ means the conventional batch normalization with shared parameters for processing weakly and strongly augmented images is used.

| Method      | CIFAR-10 | CIFAR-100 |
|-------------|----------|-----------|
| w/o DBBN    | 74.11    | 34.22     |
| w/ DBBN     | 76.94    | 36.92     |

TABLE IX
Performance of different methods in separating clean and noisy samples on FashionMNIST.

| Method              | CI   | CD   |
|---------------------|------|------|
| CE                  | 65.83| 37.80| 56.59| 16.50|
| Co-Teaching         | 36.58| 19.84| 38.13| 17.95|
| JoCoR               | 85.52| 65.10| 65.43| 18.60|
| Co-Matching         | 78.21| 65.53| 57.51| 20.56|
| Ours                | 86.35| 70.21| 86.72| 25.34|

TABLE X
The impact of data augmentation. The experiments are conducted on ResNet32 (imbalance ratio \( \rho = 0.01 \) and noise rate \( \eta = 0.2 \)).

| EXPERIMENTS          | CIFAR-10 | CIFAR-100 |
|----------------------|----------|-----------|
| Single \( \leftrightarrow \) Weakly \( (x_i) \) | 68.82    | 29.31     |
| Single \( \leftrightarrow \) Strongly \( (\hat{x}_i) \) | 71.16    | 32.90     |
| Dual \( \leftrightarrow \) (Weakly, Weakly) \( (x_i, x'_i) \) | 71.88    | 33.56     |
| Dual \( \leftrightarrow \) (Weakly, Strongly) \( (x_i, \hat{x}_i) \) | 76.94    | 36.92     |
| Dual \( \leftrightarrow \) (Strongly, Strongly) \( (\hat{x}_i, \hat{x}'_i) \) | 73.13    | 34.32     |

Beneficial for improving the discrimination between noisy samples and clean samples of tail classes. It is also validated that adopting dual branches to process weakly and strongly augmented images with different parameters in the batch normalization can promote the performance since it prevents the deviation of the feature distribution. We demonstrate that the leave-noise-out regularization on noisy samples also improves the performance since it benefits in erasing the negative impact of noisy samples. Additionally, an online prior penalization scheme is proposed for rebalancing the training data, which can achieve the efficacy of label smoothing. Extensive experiments on five datasets illustrate that the proposed method outperforms state-of-the-art methods.

REFERENCES
[1] C. Zhang, S. Bengio, M. Hardt, B. Recht, and O. Vinyals, “Understanding deep learning requires rethinking generalization,” arXiv preprint
