A Novel MPPT Technique Based on Mutual Coordination between Two PV Modules/Arrays
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Abstract: A novel maximum power point tracking (MPPT) technique based on mutual coordination of two photovoltaic (PV) modules/arrays has been proposed for distributed PV (DPV) systems. The proposed technique works in two stages. Under non-mismatch conditions between PV modules/arrays, superior performance stage 1 is active, which rectifies the issues inherited by the perturb and observe (P&O) MPPT. In this stage, the technique revolves around the perturb and observe (P&O) algorithm containing an intelligent mechanism of leader and follower between two arrays. In shading conditions, stage 2 is on, and it works like conventional P&O. Graphical analysis of the proposed technique has been presented under different weather conditions. Simulations of different algorithms have been performed in Matlab/Simulink. Simulation results of the proposed technique complement the graphical analysis and show a superior performance and a fast response as compared to others, thus increasing the efficiency of distributed PV systems.
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1. Introduction

PV systems stand as one of the best renewable sources because of continuous technological advancement, reduced cost and a reliable source. For obtaining the desired power and voltage levels, PV modules are connected in series-parallel configuration. However, the PV plants also inherit drawbacks, such as: (1) non-linear current vs voltage (I-V) characteristics [1]; (2) non-optimal performance under partial shading conditions [2]. Under these conditions, to extract maximum power from the PV system, the maximum power point tracker (MPPT) mechanism is deployed along with suitable connection configurations. The MPPT method is used in all kinds of PV topology.

Recently, distributed PV (DPV) system topology, shown in Figure 1, has gained importance compared to centralized PV (CPV) system illustrated in Figure 2. DPV utilizes separate dc-dc converters for each array, thus enabling it to work better than the CPV under all weather conditions [3,4]. DPV is considered a powerful solution against the shading effects [5]. Moreover, it enables flexible plant expansion, maintenance and fault detection [6–8]. However, the use of DPV demands topology specific MPPT methods to harness the maximum available power as explained in [9,10]. These methods vary from basic methods such as perturb and observe (P&O) [11], incremental conductance to advanced particle swarm optimization (PSO) [12,13] and neural networks and so forth. However,
P&O is the most widely used technique because of its low complexity, low cost and ease of implementation [14]. Therefore, this technique has the tendency to become confused under rapid changing environmental conditions and oscillates around the maximum power point (MPP) [15,16]. Moreover, this method is prone to the noise in the voltage and current and, therefore, the designer has to be vigilant in choosing the optimum perturbation amplitude and frequency [17]. The P&O MPPT has been optimized for various aspects including: (1) the use of variable perturbation size [18]; (2) adaptive perturbation frequency [19]; (3) drift control mechanism [20]; (4) reduced steady state power oscillations [21]; (5) implementation using artificial intelligence and optimization algorithms [22]; (6) hybrid solutions with P&O and other MPPT methods [23–25]. However, these efforts are based on the use of single/two stage power processing system with centralized PV plant.

![Figure 1. Distributed PV plant with MPPT mechanism.](image1)

![Figure 2. Centralized PV plant with MPPT mechanism.](image2)

The literature review reveals that there is no significant example of P&O optimization with DPV architecture. This paper proposes a new MPPT technique based on DPV architecture and an attempt to remove the shortcomings inherited by the conventional P&O method. The proposed technique is tested through computer aided experiments covering many weather scenarios and superior performance is witnessed in uniform and partial shading conditions.

2. Distributed PV Systems and MPPT Techniques

A centralized PV plant can provide only single cumulative information of all the PV modules at a given instant. However, a distributed PV plant can provide much information at any instant as all PV modules are not directly connected to each other as shown in
Figure 1. Therefore, the MPPT designer has the opportunity to gather separate information from two similar PV modules/arrays and then performs the decisions by cross referencing their data. The proposed technique utilizes the same scheme; however, this requires two assumptions [6].

2.1. Assumptions

For a healthy comparison between two equal sized but separate PV modules/arrays, two conditions are required: (1) I-V curve of two PV arrays should be similar [6] and (2) Two PV arrays should be under the same weather conditions, that is, the same irradiance and temperature [6]. These days, condition no 1 is not very critical thanks to technological advancements. Normally, identical PV modules are connected to form an array for better efficiency. Even in two identical PV modules, the I-V curves differ by very few percent [20,21,26]. On the other hand, global I-V curves of two large PV arrays virtually coincide [27]. Working with a single PV module or small PV arrays, condition no 2 works well, as the chances of shading and different weather are low because of less distance. With large PV arrays, condition no 2 can produce few concerns but condition no 1 is well under control.

2.2. MPPT Techniques

Few MPPT techniques [6,27,28] utilize this scheme, but they adopted an incremental conductance based approach. A major concern with these techniques is that they critically need both conditions otherwise their techniques become hampered. The proposed technique adopts the mechanism of P&O and is not very critical about the two conditions. It works optimally if the two conditions occur, but works like the conventional P&O method if the two conditions are not there.

3. Basic Philosophy of Proposed Technique

The proposed MPPT technique is based on the P&O mechanism operating between two similar PV arrays. It has two stages, as shown in Figure 3. Stage 1, which is for non-mismatch conditions, calculates the power difference (ΔP) between two PV modules/arrays. If ΔP becomes greater than the threshold limit, it indicates a mismatch condition; consequently it switches to stage 2. Stage 2 is designed to addresses the mismatch conditions. Here, the algorithm performs P&O for each array while monitoring the power condition during each iteration. Whenever ΔP comes within the threshold limit, the algorithm sets an equal voltage operating point and returns back to stage 1.

![Figure 3. Basic scheme of proposed MPPT.](image-url)
Selection of Threshold Limit Values

The PV module datasheet reports the power tolerance between 0 to 5 W or +/- 3% to the rated power. Researchers have calculated the power difference between two similar PV modules due to manufacturing mismatch and have concluded that such losses are negligible for large arrays [29,30]. The threshold limit (THL) is calculated either through way 1 or way 2. The only difference between way 1 and way 2 is that the PV array with the relatively greater power is the deciding factor. First, a threshold value (TH) is selected from Table II depending upon the size of PV plant. Consider that a threshold value of 0.5% is selected:

\[
TH = \frac{0.5}{100}
\]  

(1)

Stage 1: way 1, that is, if \( PL \) is greater or equal:

\[
THL = TH \times PL
\]

(2)

\[
\Delta P = PL - PF
\]

(3)

Stage 1: way 2 i.e., if \( PF \) is greater then the expression for THL remains same but

\[
\Delta P = PF - PL,
\]

(4)

where THL is the threshold limit and \( \Delta P \) is the power difference. Using the information given in [29,30], the threshold value for the proposed algorithm for a different array size is given in Table 1.

Table 1. Threshold Value Selection.

| No of Modules Per Array | Threshold Value Range |
|-------------------------|-----------------------|
| Greater than 12         | 0.3 to 0.7%           |
| Greater than 1 and less than 12 | 0.8% to 1.3% |
| 1                       | 1.4% to 1.7%          |

4. Working of Proposed Technique

The proposed technique is based on a two stage operation. The flowchart of stage 1 is shown in Figure 4; the flowchart of stage 2 is shown in the Section 4.2. The detailed explanation of these two stages is given below.

4.1. Stage 1 (Non-Mismatch Conditions)

The flowchart of stage 1 is shown in Figure 4. It is sub-divided into four sections, recognized as I and pairs of II-II', III-III' and IV-IV'. Note that the paired sections perform same logic. Moreover, the flowchart is explained for two arrays A1 and A2.
To have a better understanding of the proposed method, consider Figure 5 to understand group notations for graphical analysis. This notation is for each sample to indicate the working of stage I. A new sample is considered after applying a voltage step.
4.1.1. Scenario 1: Uniform Irradiance Condition

Consider the P-V curve of a PV system shown in Figure 6, in which a constant irradiance condition is considered. Further, consider the 1st sample, which indicates stage 1 of the flowchart shown in Figure 4. Section I provides a positive step voltage (+\( \Delta V \)) to A1 and A2. Let the power of A1 (PA1) be greater than the power of A2 (PA2) so that A1 is declared a follower (F) while A2 a leader (L). In the 2nd sample, +\( \Delta V \) is awarded to L(A2) only, after which the flowchart enters section II. The third sample is represented as a K\(^{th} \) sample in which section II of the algorithm awards +\( \Delta V \) to both L(A2) and F(A1).

Thereafter, the power difference is computed such that, if PL is more than PF, the algorithm applies another +\( \Delta V \) to L(A2) and F(A1). The algorithm stays in section II unless the power of the follower array exceeds the power of the leader array. This process continues until the W\(^{th} \) sample is reached. Although in the W\(^{th} \) sample, PL becomes equal to MPP but the algorithm stays in section II. In the X\(^{th} \) sample, as PF is greater than PL, the algorithm enters in section III for the Y\(^{th} \) sample. Section III is an indication that the MPP region is reached and therefore the algorithm stores the power of F by making ‘PS = PF’. At this point, it is feasible to stop the follower. Note that, by using the conventional P&O, this is not possible. During the Y\(^{th} \) sample, section III applies a double opposite step to L(A2) only. This is to confirm that MPP is not shifted on the left side due to weather variation. If the PL is greater than PF, then the system moves to section II’, otherwise it enters the stage IV for the next sample. In the Z\(^{th} \) sample, Section
IV applies $+\Delta V$ to $L(A2)$ only. Consequently, both $L(A2)$ and $F(A1)$ reach the desired MPP. Moreover, in Section IV, as both $L$ & $F$ are stable, the power difference $\Delta P$ and the threshold limit ($\text{THL}$) are calculated either through way 1 or way 2. The THL calculation is explained in the next section. For the non-mismatch condition, both arrays exhibit the same behavior, thereby the threshold condition remains valid, thus eliminating the need to check or store PA1 and PA2. Any change in the weather conditions makes the $PF = PS$ false, which forces the algorithm to move back to some other sections. In case the two arrays become different due to mismatch effects, then the threshold limit condition, that is, $\Delta P \leq \text{THL}$ becomes false, which forces the algorithm to enter stage 2.

4.1.2. Scenario 2: Varying Weather Condition

In Figure 7, scenario 2 is presented to showcase the working of stage 1 under increasing irradiance and temperature. Consider that, in the 1st sample, $P-V$ curve 1 is active and both $L$ & $F$ are stable in section IV and therefore no step is applied to $L$ & $F$. In the 2nd sample, the irradiance and temperature increase; consequently, the system moves to $P-V$ curve 2. This violates the condition “$PF = PS$”; also, as PF becomes greater, the algorithm enters section II for the next sample. In the 3rd sample, again the weather changes so the system shifts to $P-V$ curve 3. In this sample, section II gives $\Delta P$ to $L(A2)$ only, and it is clear that the algorithm takes a wrong step. So, in the 4th sample, the algorithm executes section III, which gives the $2\Delta P$ step to $L(A2)$, thus compensating for the wrong direction. As in the 4th sample, the condition becomes true so the algorithm then enters section II’. Thereby, continue with section II’ until MPP is reached.

Figure 7. Scenario 2: Graphical analysis of the proposed technique under varying weather conditions.

4.2. Stage 2 (Mismatch Conditions)

A flowchart of stage 2 is shown in Figure 8. It is a modified $P$&$O$ method to handle two PV arrays simultaneously. Other exceptions are the threshold and voltage matching mechanisms. In each cycle, the proposed technique executes the $P$&$O$ algorithm on each array separately. Before executing the next cycle, the output power of two arrays is calculated and compared. Thereafter, the threshold mechanism is applied based on the expressions given in Equations (1)–(4). The cycle is repeated until the power difference between array 1 and array 2 comes within the threshold limit.
5. Concept Validation

Simulation Setup

The Matlab/Simulink model of PV arrays proposed by [31] is used for simulations. The datasheet of the PV module is shown in Table 2. For a level playing ground field, two equal sized PV arrays are used.

Table 2. Specifications of Kyocera-KC200GT at STC.

| Parameters | Value |
|------------|-------|
| $I_{sc} (A)$ | 8.21 |
| $V_{oc} (V)$ | 32.9 |
| $I_{m} (A)$ | 7.61 |
| $V_m (V)$ | 26.3 |
| $P_m (W)$ | 200 |
| $K_v (V/K)$ | $-0.123$ |
| $K_i (A/K)$ | 0.0032 |
| $N_s$ | 54 |

The simulation setup is shown in Figure 9. Each array produces 4 kW power through two strings of 10 series connected modules. With two arrays, the net output power of this system is 8 kW at STC. Moreover, each PV array is connected to a load (battery) through a dc-dc boost converter. The input capacitor ($C_{in}$) and output capacitor ($C_{out}$) for both converters are set at 300 $\mu$F and 0.001 $\mu$F, respectively, while inductor (L) for both converters is set at 10 mH. The switching frequency for boost converters is settled at 5 kHz. The MPPT controller controls the duty cycle (D) of both boost converters through the PWM unit. For benchmarking the proposed MPPT, two algorithms are compared in simulations which are: (1) dual array based incremental conductance (D-IC) [6,22,23] and (2) conventional P&O running on individual arrays (Conv. P&O). For each algorithm, the MPPT controller changes D with a resolution of 1%, consequently, each algorithm has a voltage step ($+/-\Delta V$) of approximately 6 V. The sampling rate of the PV system is set at 10 ms. For the D-IC algorithm, the voltage difference between two PV arrays is set at approximately 1.5 V while the accuracy of the power difference ($\Delta P = 0$) between two arrays is set between $-1 W$ to 1 W. Because of ripples, a tolerance of 1 W is given to the D-IC algorithm.
6. Results and Discussion

Simulations are divided into three categories of weather conditions. The performance of each algorithm is then analyzed under these categories. All three algorithms are tested on five different weather conditions. The response of each algorithm is evaluated case by case. Finally, their performance is summarized.

6.1. Case 1: Step Increment in Weather Conditions

The environmental condition is initiated at 500 W/m²–15 °C. A step change in irradiance and temperature is applied at a step increment of 25 W/m² at 1 °C per sample until the weather conditions equal 1000 W/m²—and 35 °C as shown in Figure 10. The power outcome of three algorithms is also shown in Figure 10. As evident from the results, the proposed MPPT method responded well under the applied weather conditions compared to the D-IC and P&O.

Figure 9. Simulation setup.

Figure 10. Case 1: Response of three algorithms against step increment in weather conditions.
6.2. Case 2: Ramp Increment in Weather Conditions

Case 1 weather conditions in the ramp case are applied. The irradiance–temperature is subjected to change linearly at a rate of 25 $\frac{W}{m^2}$ at 1 °C per sample as shown in Figure 11. It is visible that P&O struggles in attaining MPPT followed by D-IC MPPT. However, the proposed MPPT has shown a superior performance compared to both algorithms.

6.3. Case 3

All three algorithms are first settled at the environment of 1000 $\frac{W}{m^2}$–25 °C. Thereafter, the irradiance and temperature are varied at a step decrement of 25 $\frac{W}{m^2}$–1 °C per sample up to 500 $\frac{W}{m^2}$–5 °C as shown in Figure 12. It can be seen that the proposed method works best while the D-IC method also works well. However, the P&O struggle becomes much more prominent and its performance degrades further under these conditions.

Figure 11. Case 2: Response of three algorithms against linear increment in weather conditions.

Figure 12. Case 3: Response of three algorithms against step decrement in weather conditions.
6.4. Case 4

In this case, irradiance and temperature are subjected to decay linearly at a rate of \(25 \text{ W m}^{-2}\) at 1 °C as shown in Figure 13. This test again testifies the performance of the proposed MPPT, which outperforms the P&O and D-IC as displayed in Figure 13.

![Figure 13](image)

**Figure 13.** Case 4: Response of three algorithms under linear decay in weather conditions.

6.5. Case 5

A cloud passing scenario is realized in this case. First, weather is settled at 1000 \(\text{W m}^{-2}\) at 25 °C. Thereafter, it is subjected to a sequence of step decrement: first, 900 \(\text{W m}^{-2}\) at 23 °C for two samples, second 750 \(\text{W m}^{-2}\) at 21 °C for two samples, third 600 \(\text{W m}^{-2}\) at 18 °C for two samples and finally 300 \(\text{W m}^{-2}\) at 16 °C for six samples. After these decaying sequences, weather conditions return back to 1000 \(\text{W m}^{-2}\) at 25 °C following a step rise to 700 \(\text{W m}^{-2}\) at 21 °C for one sample and 850 \(\text{W m}^{-2}\) at 23 °C for another sample. These weather conditions are visualized in Figure 14. This test validates the effectiveness of the proposed method compared to the D-IC and P&O.

![Figure 14](image)

**Figure 14.** Case 5: Response of three algorithms under cloud passing.
6.6. Summary

The efficiency of algorithms under five cases is summarized in Table 3. Efficiency is calculated from the point when weather conditions started to change to the point when the slowest algorithm reaches MPP after conditions settle down. As in case 1, efficiency is evaluated between 70 ms to 350 ms. It is because although proposed MPPT and D-IC reaches MPP quite early before 350 ms but P&O reaches MPP at 350 ms after it is settled. Analyzing Table 3, it is proved that the proposed MPPT overcomes the problems of conventional P&O under fast varying weather conditions. It not only enhanced the efficiency but is able to attain greater efficiency than D-IC.

| Case | Type         | Measurement Period | Efficiency (%) proposed MPPT | Efficiency (%) D-IC | Efficiency (%) Conv. P&O |
|------|--------------|--------------------|------------------------------|---------------------|--------------------------|
| 1    | Step rise    | 70–350 ms          | 98.21                        | 97.98               | 90.91                    |
| 2    | Ramp rise    | 70–350 ms          | 98.59                        | 98.37               | 90.81                    |
| 3    | Step decay   | 70–480 ms          | 99.66                        | 99.6                | 84.46                    |
| 4    | Ramp decay   | 70–480 ms          | 99.78                        | 99.74               | 84.97                    |
| 5    | Cloud pass   | 70–320 ms          | 91.31                        | 91.06               | 89.95                    |

6.7. Partial Shading

The proposed method is also benchmarked against two partial shading cases. In this category, the algorithm responses of both PV arrays (A1 & A2) are shown separately. Note that, during partial shading, the proposed MPPT operates in stage 2.

6.7.1. Case 1

In this case, initially both A1 & A2 are given the weather conditions of 1000 \( \frac{W}{m^2} \) at 25 °C. At point 1 (shown with an arrow), A2 is assumed to be shaded such that the weather condition becomes 900 \( \frac{W}{m^2} \) at 24 °C. The condition persists until point 2 (shown with an arrow), at which both arrays once again operate under same weather conditions of 1000 \( \frac{W}{m^2} \) at 25 °C. It can be seen from Figure 15 that the proposed technique and D-IC struggles on two occasions: (1) when both arrays had different conditions at arrow-1 position and (2) when both arrays again had the same conditions at the arrow-2 position. Under these two occasions, the proposed technique quickly responded to the conditions and was able to retain MPP at a rate much faster rate than D-IC. It should be further noted that the proposed MPPT enters stage 2 at the arrow-1 position, while it returns back to stage 1 at the arrow-2 position when both arrays had the same conditions. This shows the ability of the algorithm to handle these partial shading situations effectively.

6.7.2. Case 2

In this case, arrays A1 & A2 are first operated at 1000 \( \frac{W}{m^2} \) at −25 °C. Then, at point 1, A2 is partially shaded at 700 \( \frac{W}{m^2} \) at 23 °C. It is evident from Figure 16 that, if two arrays have mismatch conditions for quite a long time then it heavily impacts the performance of D-IC. In fact, it is a complete failure of D-IC because of its inherent deficiency of not handling the partial shading conditions. While the proposed algorithm is able to deal with these conditions efficiently and is able to track MPP well, maintaining the advantage of DPV systems under partial shading conditions.
7. Conclusions

In this paper, a new two stage MPPT technique is proposed for DPV plants. Stage 1 is designed for the DPV plant under uniform weather conditions. While stage 2 ensures that the DPV plant maintains its advantage over the centralized PV plant under partial shading conditions, stage 1 adopts an intelligent leader–follower communication between two arrays/modules. A new graphical analysis has been presented to verify the effectiveness of stage 1. The proposed MPPT is a benchmark with the performance of a conventional perturb and observe MPPT and distributed incremental conductance under dynamic and partial shading conditions. Simulation analysis revealed that the proposed MPPT technique overcomes the issues related to conventional MPPT methods. It is further illustrated through simulation results that dual modules/arrays based MPPT techniques cannot perform under the mismatch conditions.
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**Nomenclature**

The following abbreviations are used in this manuscript:

- \( \Delta P \): Power difference between two PV modules/arrays
- \( \Delta V \): Voltage step
- A1: First PV Array
- A2: Second PV Array
- \( C_{in} \): Input capacitor
- \( C_{out} \): Output capacitor
- CPV: Centralized Photovoltaic
- D: Duty cycle
- D-IC: Dual array based Incremental conductance MPPT
- DPV: Distributed Photovoltaic
- \( I_m \): Current of PV module at MPP
- \( I_{sc} \): Short circuit current of PV module
- I-V: Current vs voltage characteristic curve
- L: Inductor in dc-dc converter
- MPPT: Maximum Power Point
- P&O: Perturb and Observe
- PF: Power of the follower array
- PS: Stored power
- PL: Power of the leader array
- P-V: Power vs voltage characteristic curve
- PV: Photovoltaic
- STC: Standard testing conditions
- TH: Threshold value
- THL: Threshold limit
- \( V_m \): Voltage of PV module at MPP
- \( V_{oc} \): Open circuit voltage of PV module
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