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Abstract

Learning interpretable and disentangled representations is a crucial yet challenging task in representation learning. In this work, we focus on semi-supervised disentanglement learning and extend [21] by introducing another source of supervision that we denote as label replacement. Specifically, during training, we replace the inferred representation associated with a data point with its ground-truth representation whenever it is available. Our extension to [21] is theoretically inspired by our proposed general framework of semi-supervised disentanglement learning in the context of VAEs which naturally motivates the supervised terms commonly used in existing semi-supervised VAEs (but not for disentanglement learning), e.g., [16]. Extensive experiments on synthetic and real datasets demonstrate both quantitatively and qualitatively the ability of our extension to significantly and consistently improve disentanglement with very limited supervision.

1 Introduction

Learning a disentangled representation has recently emerged as a foundational task in machine learning. For a given data point, its representation (or label, in the form of a multi-dimensional vector) is “disentangled” when each dimension of the label independently controls the variation of one single attribute (factor of variation) of the data point [20, 30]. Two tasks are of typical interest in disentanglement learning. The encoding tasks entails inferring the label that represents the true factors of variation given a data point. These inferred labels can serve as interpretable and efficient summaries of data points, which can be useful for many downstream tasks [2]. The decoding task entails generating, given a label as input, a data point whose attributes corresponds exactly to what the input label specifies. Such decoding allows the generation of data points with the exact factors of variation in a controlled and interpretable manner, which has a wide range of real-world applications including speech synthesis [10], fairness [7], and computer graphics [1].

Variational auto-encoders (VAEs) have attracted increasing attention for disentanglement learning, because of their capability to jointly learn models for both the encoding and decoding tasks and because of the feasibility to impose structural constraints on them to encourage disentanglement. Prior work has largely focused on unsupervised disentanglement learning, in which the ground-truth label associated with each data point is unavailable to the model. However, in the unsupervised setting, a model is non-identifiable: there can exist multiple models capable of producing distinct but equally valid code of a data point [20, 13]. This goes against the goal of disentanglement learning because if multiple different labels exist for the same data point, the semantic meanings of each dimension of the different labels are not consistent and are thus no longer interpretable.
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The above observations suggest that some form of *supervision* using the ground-truth labels has the potential to improve disentanglement learning. However, collecting ground-truth labels for all data points is costly and labor-intensive. This naturally leads to the *semi-supervised* setting, where we assume the ground-truth labels are known for a *very limited* number of data points. Unfortunately, to date the investigation of disentanglement learning in the semi-supervised setting remains scarce. Among the few existing works, Locatello et al. [21] have shown that simply adding a “label loss”, which minimizes the difference between the inferred labels and the limited available ground-truth, to unsupervised VAEs leads to improved disentanglement compared to their unsupervised counterparts. However, it is not clear to what extent can (limited) ground-truth labels effectively improve disentanglement learning.

**Contributions.** In this paper, we study semi-supervised disentanglement learning in the context of VAEs. Specifically, we extend [21] by more effectively exploiting information in the limited labeled data. This is achieved by supplying the ground-truth labels to the decoder, whenever they are available, in order to regularize the data generation process. Our extension to [21] is theoretically inspired by our general formulation for semi-supervised disentanglement learning that unifies both label replacement and the label loss commonly employed in existing semi-supervised VAEs. Extensive experiments on multiple datasets demonstrate the superior performance of our label replacement extension to baseline models in [21] without label replacement.

## 2 Preliminaries

Consider a generative model with a multivariate latent variable $\xi$, usually sampled from a simple factorized prior distribution $p(\xi)$, and an observation sampled from the conditional distribution $p(x|\xi)$, where $d > 1$. The goal of disentangled representation learning is to learn a presentation $r(x)$ that separates different factors of variation in the observation $x$. Thus, a change in each dimension of the learned representation $r(x)$ is only caused by the change in a dimension of $\xi$.

**Unsupervised Disentanglement Learning with VAEs.** Many state-of-the-art unsupervised disentanglement methods are VAE-based models [20]. VAEs typically assume that the prior $p(\xi)$ is a simple distribution, such as an isotropic Gaussian. The conditional distribution $p(x|\xi)$ is usually parameterized by a deep neural network called the *decoder*. Similarly, the posterior $p(\xi|x)$ is approximated with a variational distribution $q_\phi(\xi|x)$, which is also parameterized by a deep neural network called the *encoder*. Here, we denote by $\theta$ and $\phi$ the parameters of the encoder and decoder, respectively. Most unsupervised disentanglement methods with VAEs regularize the average evidence lower-bound (ELBO) by minimizing the total correlation [5], and thus the unsupervised loss can be summarized as

$$
\mathcal{L}_{\text{unsup}} = \mathbb{E}_x[-\operatorname{ELBO}] + \gamma_{1c}\mathbb{E}_x[R_u(q_\phi(\xi|x))]
$$

where

$$
\operatorname{ELBO} \triangleq \mathbb{E}_{q_\phi(\xi|x)}[\log p_\theta(x|\xi)] - D_{\text{KL}}(q_\phi(\xi|x)||p(\xi))
$$

and $\gamma_{1c}$ is the weight of the total correlation term, and the choice of the function $R_u(\cdot): \mathbb{R} \rightarrow \mathbb{R}$ depends on the specific methods [11][14][5].

**Semi-Supervised Disentanglement Learning with VAEs.** Prior work on semi-supervised disentanglement learning considers a dataset $D$ consisting of a large set of unlabeled data $P_U$ and a small set of labeled data $P_L$, where $D = P_L \cup P_U$ and $|P_L| \ll |P_U|$. Because now (limited) ground-truth labels are available, the graphical model in the semi-supervised setting becomes different from its unsupervised counterpart. Typically [21][20], the latent variable $\xi$ is partitioned into two portions $\xi = (y, z)$, where the *label* $y$ represents the considered ground-truth factors of variation associated with a data point and the *nuisance* $z$ represents other factors of variation that $y$ does not capture. This implies that to ensure disentangled representations, $y$ and $z$ should be assumed to be *conditionally independent*. Thus, the variational posterior parametrized by the encoder is factorized as

$$
q_\phi(\xi|x) = q_\phi(y|x)q_\phi(z|x).
$$

To use supervision for better disentanglement, prior work typically incorporates a so-called *label loss* as a supervised regularization term into $\mathcal{L}_{\text{unsup}}$ (Eq.[1][29][21]). Therefore, the baseline semi-supervised loss is given by

$$
\mathcal{L}_{\text{baseline}} = \mathcal{L}_{\text{unsup}} + \gamma_{1l}\mathbb{E}_{x,y \sim P_L}[R_s(q_\phi(y|x))],
$$

2
3 Method

We now derive our proposed label replacement extension to the semi-supervised disentanglement VAEs in [21] from a new, general formulation for semi-supervised disentanglement learning. Our general formulation naturally incorporates both the introduced label replacement term and the label loss in a principled manner.

3.1 The label Replacement Disentanglement VAE Objective Function

We consider a generalized negative log-likelihood (NLL) objective for semi-supervised disentanglement learning in the context of VAEs. To do so, we directly incorporate a joint NLL term into the unsupervised objective \( \mathcal{L}_{\text{unsup}} \) in Eq. 1, resulting in

\[
\mathcal{L}_{\text{semi}} = \mathcal{L}_{\text{unsup}} + \gamma \mathbb{E}_{x,y \sim p_L} [ -\log p_\theta(x,y) ],
\]

where \( \gamma \) denotes the weight of label loss, and the function \( R_s(\cdot) \) is decided by the type of label loss, such as the binary cross-entropy loss or the mean square error (MSE).

From the above loss in Eq. 4 we can see that the baseline semi-supervised method imposes the supervision to only guide the encoder for reconstructing the labels, in an intuitive yet relatively ad-hoc way. The lack of a principled framework for semi-supervised disentangled VAEs may make it suboptimal in using labeled data for disentanglement learning.

Finally, we obtain the objective of our label replacement extension of semi-supervised disentanglement VAEs by substituting Eq. 6 into Eq. 5 and ignoring a trivial scaling factor:

\[
\mathcal{L}_{\text{semi}} \approx \mathcal{L}_{\text{unsup}} + \alpha \mathbb{E}_{x,y \sim p_L} [ -\log q_\phi(y|x) ] + \tau \mathbb{E}_{x,y \sim p_L} [ -\log p_\theta(x|y) ],
\]

where \( \alpha = \frac{\lambda \gamma}{1 + \lambda \gamma} \) and \( \tau = \frac{(1-\lambda) \gamma}{1 + \lambda \gamma} \). Note that we have approximated \( p_\theta(y|x) \), which is intractable to compute, with the variational distribution \( q_\phi(y|x) \). We have also omitted the \( p_\theta(y) \) term, because it
is usually assumed to be a standard Gaussian and thus does not involve any model parameters. A detailed derivation is available in the Supplementary Material.

By starting with a more general supervised loss term (Eq. 5), we have now introduced two supervised regularization terms, $L_{\text{recon}}$ and $L_{\text{rep}}$, in a principled manner. $L_{\text{recon}}$ is the label reconstruction loss commonly added in existing semi-supervised VAEs but in an ad-hoc way. $L_{\text{rep}}$ is a novel and effective supervised loss that we call label replacement loss, which we describe next.

### 3.2 The Label Replacement Loss $L_{\text{rep}}$

Intuitively, whenever a labeled data point $x, y$ from $P_L$ is available, we replace the inferred label $\hat{y}$ with the ground-truth label $y$ as the input to the decoder to generate $\hat{x}$. We then use $\hat{x}$ to regularize the image reconstruction process in the decoder. See pathway leading to $\hat{x}$ in Fig. 1a for an illustration. This simple way of exploiting the labeled data is absent in existing semi-supervised disentanglement VAEs which focus on only regularizing the encoder instead. We discuss how LaRVAE relates, differs, and extends prior work in more detail in Section 4.

At first glance, since $L_{\text{rep}}$ only concerns the decoder, one may wonder why $L_{\text{rep}}$ would improve the ability of learning disentangled representations, a main feature in the encoder. This may explain why previous work consider only regularizing the encoder with the label loss in Eq. 4. However, we note that the encoder and decoder are trained jointly in VAE, and that the encoder and decoder are connected via the inferred label $\hat{y}$ when ground-truth label is not available. Thus, our hypothesis is that the better decoder would still have a significant effect on the encoder for improved disentanglement performance. We will demonstrate the positive impact of adding $L_{\text{rep}}$ with extensive empirical evidence in Section 5.

### 3.3 Implementation Details

**Computing $L_{\text{recon}}$ and $L_{\text{rep}}$.** Given the factorized form of $q_{\phi}(\xi|x)$ in Eq. 3, we can approximate the posteriors $q_{\phi}(y|x)$ and $q_{\phi}(z|x)$ separately. First, we use a conditional Gaussian to parametrize the approximate posterior $q_{\phi}(y|x)$ of $L_{\text{recon}}$ in Eq. 7 as $q_{\phi}(y|x) = \mathcal{N}(\mu_{y\theta}(x), \sigma^2 I)$, where $\mu_{y\theta}(x)$ is one output of the encoder, and the variance is set to a constant $\sigma^2$ for simplicity. Therefore, the label reconstruction loss $L_{\text{recon}}$ is computed as

$$L_{\text{recon}} = \alpha' \left[ \mathbb{E}_{x,y \sim P_L} \left[ ||\mu_{y\theta}(x) - y||^2 \right] \right],$$

where $\alpha' > 0$ absorbs other constant terms independent of the model parameters $\theta$ and $\phi$. The label replacement loss $L_{\text{rep}}$ is computed via

$$L_{\text{rep}} = -\mathbb{E}_{x,y \sim P_L, z \sim q_{\phi}(z|x)} \left[ \log q_{\theta}(x|y, z) \right] - \mathbb{E}_{x \sim P_L} \left[ D_{KL}(q_{\phi}(z|x)||p(z)) \right].$$

In the above equation, we use another conditional Gaussian to parametrize the conditional data likelihood $p_{\theta}(y|x, z) = \mathcal{N}(\mu_{\theta}(\xi), \sigma^2 I)$, where $\mu_{\theta}(\xi)$ is the output of the decoder with the concatenation of $y$ and $z$ as input. Also, similar to $q_{\phi}(y|x)$, we parametrize the posterior $q_{\phi}(z|x)$ in Eq. 7 as $q_{\phi}(y|x) = \mathcal{N}(\mu_{z\theta}(x), \sigma^2 I)$, where $\mu_{z\theta}(x)$ is another output of the encoder. The detailed derivations of Eqs. 8 and 9 are available in the Supplementary Material. The remaining terms in Eq. 7 are straightforward and are the same as in [21].

**Training.** In each iteration during training, we sample a batch $\{x_i\}_{i=1}^K$ from $D$ and another batch of $\{x_i, y_i\}$ from $P_L$. This is to ensure that the model receives sufficient labeled data. Note that data points in the first batch can also appear in the second batch because $P_L \subset D$. We then compute the loss Eq. 7 using Eqs. 8 and 9 and update model parameters $\theta$ and $\phi$ using first-order optimization techniques (we use Adam [15] in experiments). Please see Table 1 in Supplementary Material for a summary of the LaRVAE training procedure.

### 4 Related Work

**Relation to (Disentangled) Semi-Supervised VAEs.** Our work builds on and extends [21]. Specifically, we adopt the graphical model of [21] which incorporates the label $y$ directly as part of the latent variable so that $z$ does not depend on $y$; see Fig. 1b for an illustration. This is in contrast to a number of existing works on semi-supervised learning using VAEs [16, 29, 8] where the latent variable is
conditioned on \( y \). Our model structure and that in \([21]\) is appropriate for studying disentanglement for two reasons. First, our graphical model setup incorporates interpretability directly into the latent variables, because part of the latent variable contains \( y \) which represents the factors of variations and is easily interpretable. In contrast, the latent variable in the graphical model in \([16]\) is not interpretable because no structural restrictions are imposed. Second, because \( y \) is part of the latent variable, our graphical model is compatible with a number of unsupervised disentanglement VAEs \([11, 5, 14]\) that apply disentanglement regularizations to the latent variable. Thus, we can leverage these VAE models in our extension to unsupervised disentanglement. In contrast, the graphical model in \([16]\) is not compatible with existing unsupervised disentanglement VAEs.

LaRV AE also easily extends to semi-supervised learning in a more general setting. This is because the unsupervised loss term \( \mathcal{L}_{\text{unsup}} \) in LaRV AE objective is a lower bound of ELBO (see Eq. \([1]\)) and thus a lower bound of the marginal NLL term \( E_x[p_\theta(x)] \) in the general semi-supervised learning problem formulation. Therefore, we can replace \( \mathcal{L}_{\text{unsup}} \) with ELBO in the LaRV AE objective which generalizes LaRVAE to the generic semi-supervised learning setting. Because the present paper focuses on disentanglement learning, we defer the investigation of applying LaRVAE to general semi-supervised learning to future work.

Other Related Work on Disentanglement Learning. The majority of disentanglement learning literature takes an unsupervised learning approach under the VAE framework, notably including \( \beta \)-VAE \([11]\), FactorVAE \([14]\) and \( \beta \)-TC-VAE \([5]\). These works regularize the inferred factors by decomposing the KL divergence term in different ways (also see similar decompositions in \([33, 9, 23]\)). These works also propose novel evaluation metrics that we continue to use in our work. Some other works impose regularizations in different ways. For example, \([17, 27]\) propose explicit mutual information-like regularization term that to encourage the information about the input data points to remain on the desired (subset of) factors. Other models such as GANs \([6, 18]\) instead of VAEs were also considered in prior work. Although these approaches show promise, \([20, 13]\) demonstrates that unsupervised disentanglement models are not identifiable. These results suggest that supervision is necessary and motivate us to consider semi-supervised setting using limited ground-truth labels.

Another line of research, although limited, uses explicit supervision for disentanglement learning. Some combines both VAE and GAN framework for semi-supervised disentangled representation learning \([32]\), with application to human pose estimation \([8]\). \([24]\) adds an adversarial loss on the labels, although the setting is fully supervised. Our work contributes to this line of research by developing an effective way to exploit label information to improve disentanglement learning using VAEs in the semi-supervised setting.

5 Experiments

We perform extensive experiments to demonstrate the effectiveness of our label replacement extension to \([21]\) for semi-supervised disentanglement learning. From now on, we refer to our extension as LaRVAE which stands for label replacement VAE. We first quantitatively show that, on various (limited) numbers of available ground-truth labels, LaRVAE outperforms various baseline semi-supervised disentanglement VAEs. We also investigate the sensitivity of LaRVAE to different hyperparameter. Finally, we qualitatively show that LaRVAE generates samples of higher quality as compared to the baseline, by using the label traversals. More details on the datasets, data preprocessing procedures, model architectures and experiment setups are available in the Supplementary Material.

5.1 Quantitative Evaluations

data sets. We use 3 synthetic datasets — dSprites \([25]\), 3DShapes \([4]\) and Isaac3D \([26]\) — which are standard test cases for disentanglement learning. These synthetic datasets include the fully observed ground-truth labels, which enable comprehensive quantitative evaluations using disentanglement metrics. During training, we only sample \( \eta \) of all ground-truth labels available to the model in order to simulate the semi-supervised setting. In this experiment, \( \eta = \{0.01, 0.015, 0.02, 0.025\} \).

Evaluation metrics. We use the mutual information gap (MIG) \([5]\) to evaluate disentanglement. FactorVAE score is also considered but we present it in the Supplementary Material because it correlate well with MIG \([20]\). We also use the \( \ell_2 \) score, i.e., the Euclidean distance between the
Figure 2: Disentanglement performances comparing LaRVAE to 2 semi-supervised baselines (SS-β-TCVAE and SS-FactorVAE) on 4 different label rates (η = {1%, 1.5%, 2%, 2.5%}), 3 datasets (dSprites, 3DShapes and Isaac3D) and 2 metrics (MIG and ℓ₂). In most cases, LaRVAE significantly outperforms baselines.

inferred and the ground-truth labels, to measure the semantic correctness of the inferred label. For the MIG score, higher is better; for the ℓ₂ score, lower is better.

**Baselines.** We consider 3 semi-supervised disentanglement VAEs as baselines including SS-β-VAE, SS-β-TCVAE and SS-FactorVAE [21]. These baselines add a label loss L_recon to their unsupervised counterparts and thus differ only in their implementation of the unsupervised regularization (2nd term in Eq. 1). We implement LaRVAE with these baselines, which practically adds a label replacement loss L_rep to each baseline. We then compare each baseline with its LaRVAE version. We train all models for 1 million iterations using the Adam [15] optimizer with a constant learning rate of 0.0001. Each experiment is repeated 6 times with random seeds.

**Results.** Figure 2 presents the quantitative evaluation results. Comparison between LaRVAE and SS-β-VAE shows similar trends and is deferred to the Supplementary Material. Figure 2 clearly demonstrates that LaRVAE outperforms baselines for both the MIG and ℓ₂ metrics across all 3 datasets. For many cases, the improvement is statistically significant where the performance difference between LaRVAE and baseline is beyond one level of standard deviation. We further note that, in general, LaRVAE has less variance in its performance and that the variance reduces as more ground-truth labels are available. These observations suggest LaRVAE’s disentanglement learning performance is more stable and consistent than the baselines.

### 5.2 Effects of Hyperparameters

We investigate the effects of 2 hyperparameters including τ that controls the strength of L_rep and the dimension of the nuisance z. We conduct experiments on the dSprites dataset and on two label rates η = {0, 0.01, 0.02}, using SS-β-TCVAE to implement LaRVAE.

**Strength of the label replacement regularization L_rep.** Figure 3a reports MIG and ℓ₂ scores with varying τ = {0, 0.1, 0.5, 1, 5, 10}. We can observe that disentanglement performance improves for τ > 0, which again demonstrates the benefit of using the label replacement loss L_rep. We can also observe a typical regularization effect, i.e., the disentanglement performance first improves then drops
We make two important observations. First, in most cases, for the label dimension that is varied, \( c \) where \( \tau \) is the reference image chosen label \( y \), we vary its value while keeping the other dimensions fixed, i.e., \( \tilde{y}(k, c) = y \mid y_k = c \) where \( c \in [\min(y_k), \max(y_k)] \). We then feed \( \tilde{y} \)'s to LaRV AE and the baseline implemented with SS-\( \beta \)-TCVAE. Importantly, the reference image \( x \) is not needed as input because our setup assumes the labels have fully captured all factors of variation. For this experiment, we show results on 3DShapes for best visual demonstration. We additionally train and evaluate models on CelebA \([19]\) to demonstrate traversal on real-world dataset. Many more traversal examples on the remaining 2 datasets dSprites and Isaac3D are available in the Supplementary Material.

**Results.** Figure 4 visualizes the traversal results for the 3DShapes (Figure 4a-c) and the CelebA (Figure 4d-f) datasets, each for 3 selected label dimensions (for 3DShapes: object color, object size, and object shape; for CelebA: pale face, bangs, and glasses). The leftmost image in each sub-figure is the reference image \( x \) corresponding to the selected label to be varied. The 5 right images in the top and bottom rows in each sub-figure corresponds to the images generated from the baseline (SS-\( \beta \)-TCVAE) and LaRV AE, respectively.

We make 2 important observations. First, in most cases, for the label dimension that is varied, LaRV AE controllably generates images with the corresponding attribute varied, whereas baselines fail to do so. For example, in the middle plot in Figure 4a, LaRV AE successfully generates images with varying colors, whereas the baseline generated images do not change color but rather shape, which does not correspond to the label dimension that is varied. Second, in most cases LaRV AE generates images with attributes correctly specified by the label dimensions that are fixed, whereas baseline

### 5.3 Setup

We perform a label traversal experiment to visually demonstrate the superior disentanglement that LaRV AE learns compared to the baselines. Note that, for this experiment, we have access to the label \( y \) of each data point \( x \) in a given dataset, which enables us to compare the images generated from the models using \( y \) as input with the reference, ground-truth image \( x \) in the dataset corresponding to \( y \). We first randomly select a label from the dataset. For each dimension of a chosen label \( y \), we vary its value while keeping the other dimensions fixed, i.e., \( \tilde{y}(k, c) = y \mid y_k = c \) where \( c \in [\min(y_k), \max(y_k)] \). We then feed \( \tilde{y} \)'s to LaRV AE and the baseline implemented with SS-\( \beta \)-TCVAE. Importantly, the reference image \( x \) is not needed as input because our setup assumes the labels have fully captured all factors of variation. For this experiment, we show results on 3DShapes for best visual demonstration. We additionally train and evaluate models on CelebA \([19]\) to demonstrate traversal on real-world dataset. Many more traversal examples on the remaining 2 datasets dSprites and Isaac3D are available in the Supplementary Material.

#### 5.3.1 Dimension of the nuisance \( z \).

In principle, if the label \( y \) fully captures all factors of variation of a given data point, then we can omit the nuisance \( z \), because it adds no information. However, rarely in reality do we have complete knowledge of all of the factors of variation of a data point. In such a situation, only a part of factors of variation is observed in the label \( y \), and it is desirable to include \( z \) to represent factors of variation not captured by \( y \). Even though our work considers fully observed \( y \), it is interesting to observe how the disentanglement performance changes when the latent variable dimension is larger than the label dimension. The hypothesis is that the larger freedom in the latent space may stabilize the VAE training. Besides, this provides insight into how LaRV AE can be modified for the partially observed label setting \([28, 22]\), which we leave as the future work.

Figure 3a reports a trade-off exists between the strength of the regularizaton and the disentanglement performance and suggests that \( \tau \) needs to be tuned for different datasets and for different label rates to achieve optimal disentanglement.

Figure 3a shows that the disentanglement performance with varying \( z \) dimensions chosen from \{0, 1, 5, 10, 50\}. Interestingly, we observe that increasing the dimension of \( z \) seems to always improve disentanglement for large enough \( z \) (dimension \( \geq 5 \)). This suggests that, using LaRV AE, having a large \( z \) does not cause information to leak from \( y \) to \( z \) as one would expect. Thus, one may wish to use a large \( z \) in LaRV AE in practice to achieve better disentanglement performance.

Figure 3: Effects of hyperparameters including strength of the \( L_{\text{rep}} \) regularization (Figure 3a) and the dimension of the nuisance \( z \) (Figure 3b) on the dSprites dataset. Figure 3a suggests that \( L_{\text{rep}} \) needs to be tuned for different number of available labels while Figure 3b suggests that a larger \( z \) seems to always lead to better results.
Figure 4: Generated images by label traversal comparing LaRVAE (bottom row in each plot) and SS-β-TCVAE baseline (top row, column 1-6 in each plot) on the 3DShapes dataset (Figure 4a-4c) and the CelebA dataset (Figure 4d-4f). The leftmost column in each plot is the reference image. LaRVAE clearly disentangles the selected dimensions of the label better than the baseline while, most visibly for the 3DShapes dataset, keeps the attributes in the generated image the same as specified by the remaining label dimensions.

fails to do so. For example, in the middle plot in Figure 4b all colors in the LaRVAE generated images are the same as the images corresponding to the label, whereas the baseline generated images contain wrong colors for the object and the wall.

We note that sometimes there is mismatch between certain attributes in the LaRVAE generated images and the ground-truth image corresponding to a selected label. For example, LaRVAE sometimes generates images with incorrect colors (e.g., the wall color of the images in the bottom row in Figure 4b), suggesting room for improvement. Nevertheless, the above experimental results clearly demonstrate that LaRVAE outperforms the baselines both quantitatively and qualitatively on disentanglement learning.

6 Conclusions

In this work, we have studied semi-supervised disentanglement learning under the VAE framework. We build on and extend [21] by introducing a label replacement regularization which substitutes the inferred label with the true label, whenever it is available, during training. We have also shown how our general formulation of semi-supervised disentanglement learning under the VAE setting introduces both the label replacement and the label loss terms in a principle manner. Quantitative and qualitative experimental results on both synthetic and real datasets demonstrate the superior disentanglement performance of our extension compared to the baselines in [21]. The promising results in the present work encourages other ways to effectively exploiting information in the semi-supervised setting to further improvements disentanglement learning. For example, recent progress in semi-supervised learning methods that innovatively leverage labeled and unlabeled data [3, 12, 31] are especially inspiring, which could motivate new methodologies for disentanglement learning with limited supervision.
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A Deriving the Label Replacement Disentanglement VAE Objective (Eq. 7)

We start from the generalized negative log-likelihood (NLL) for semi-supervised VAEs, which is

\[ L_{semi} = L_{unsup}' + \gamma \mathbb{E}_{x,y \sim p_L} [-\log p_{\theta}(x,y)] \]  

(A.10)

where

\[ L_{unsup}' = \mathbb{E}_{x \sim p_L} [-\log p_{\theta}(x)] - \gamma_t \mathbb{E}_x [R_u(q_{\phi}(\xi|x))] \]  

(A.11)

which is a variational upper bound of \( L_{unsup} \) in Eq. 1.

By decomposing the log of the joint distribution \( p_{\theta}(x,y) \) into

\[ \log p_{\theta}(x,y) = \lambda \log p_{\theta}(y|x)p_{\theta}(x) + (1-\lambda)\log p_{\theta}(x|y)p_{\theta}(y) \]  

(A.12)

we have

\[ L_{semi} = L_{unsup}' + \gamma \lambda \mathbb{E}_{x,y \sim p_L} [-\log p_{\theta}(y|x)p_{\theta}(x)] + \gamma (1-\lambda) \mathbb{E}_{x,y \sim p_L} [-\log p_{\theta}(x|y)p_{\theta}(y)] \]  

(A.13)

By substituting Eq. (A.11) into Eq. (A.13) and doing some algebraic arrangements, we have

\[ L_{semi} = (1+\gamma \lambda) \mathbb{E}_{x \sim p_L} [-\log p_{\theta}(x)] - \gamma_t \mathbb{E}_x [R_u(q_{\phi}(\xi|x))] + \gamma \lambda \mathbb{E}_{x,y \sim p_L} [-\log p_{\theta}(y|x)] + \gamma (1-\lambda) \mathbb{E}_{x,y \sim p_L} [-\log p_{\theta}(x|y) - \log p_{\theta}(y)] \]

\[ \approx \mathbb{E}_{x \sim p_L} [-\log p_{\theta}(x)] - \gamma'_t \mathbb{E}_x [R_u(q_{\phi}(\xi|x))] + \alpha \mathbb{E}_{x,y \sim p_L} [-\log q_{\phi}(y|x)] + \tau \mathbb{E}_{x,y \sim p_L} [-\log p_{\theta}(x|y) - \log p_{\theta}(y)] \]

(B.16)

By setting \( \alpha = \frac{\lambda \gamma}{1+\lambda \gamma} \) and \( \tau = \frac{(1-\lambda)\gamma}{1+\lambda \gamma} \), (b) follows from the definition of \( L_{unsup}' \) in Eq. (A.11) \( \gamma_t' \) and \( \gamma'_t \) are interchangeable as they are tunable hyperparameters, and also from the fact that in VAEs, the prior \( p_{\theta}(x|y) \) is usually assumed to be a standard Gaussian and thus does not involve any model parameters. Finally, (c) is from the fact that \( L_{unsup}' \) can be approximated by \( L_{unsup} \) in Eq. 1, and the fact that the posterior \( p_{\theta}(y|x) \) is usually intractable in VAEs, and thus we use another parametrized variational distribution \( q_{\phi}(y|x) \) to approximate it.

B Deriving the Supervised Regularizations (Eqs. 8 and 9)

First, we know

\[ L_{recon} = \mathbb{E}_{x,y \sim p_L} [-\log q_{\phi}(y|x)] \]  

(B.15)

and the approximate posterior is parametrized as

\[ q_{\phi}(y|x) = \mathcal{N}(\mu_{u_\phi}(x), \sigma^2 I) \]  

(B.16)

By plugging Eq. (B.16) into Eq. (B.15) we have

\[ L_{recon} \propto \mathbb{E}_{x,y \sim p_L} \left[ \frac{1}{2\sigma^2} \| \mu_{u_\phi}(x) - y \|^2 \right] \]  

(B.17)

By setting \( \alpha = \frac{1}{2\sigma^2} \) and neglecting the constant proportional coefficient, we obtain Eq. 8.

Second, we know

\[ L_{rep} = \mathbb{E}_{x,y \sim p_L} [-\log p_{\theta}(x|y)] \]  

(B.18)
We then evaluate $L_{\text{rep}}$ with its average ELBO as follows,

$$L_{\text{rep}} = -E_{x,y \sim P_L} \left[ \log \int_z p_\theta(x|y,z)p(z)dz \right]$$

(B.19)

where the inequality comes from the Jensen’s inequality. As similar to normal VAEs, we assume the likelihood $p_\theta(x|y,z)$ is a parameterized Gaussian for tractability, i.e., $p_\theta(x|y,z) = N(\mu_\theta(z|x), \sigma^2 I)$, and also assume the approximate posterior as $q_\phi(y|x) = N(\mu_\phi(y|x), \sigma^2 I)$.

## C Training Procedure

| Table 1: Training Procedure |
|-------------------------------|
| **input**: Data set $D = P_L \cup P_U$, labeled data set $P_L$, batch size $B$, optimizer optim, learning rate $\eta$, number of iterations $T$, encoder parameter $\phi$, decoder parameter $\theta$ |
| **output**: Trained parameters $\phi$ and $\theta$ |
| **initialize** $\phi$ and $\theta$; |
| **while** iteration less than $T$ **do** |
| sample batch $B$ of $x$'s of size $B$ from $D$; |
| sample batch $B_L$ of $(x, y)$'s of size $B$ from $P_L$; |
| compute $L_{\text{unsup}}$ on $B$ (Eq. 1); |
| compute $L_{\text{recon}}$ and $L_{\text{rep}}$ on $B_L$ (Eqs. 8 and 9); |
| compute $L_{\text{semi}}$ (Eq. 7); |
| update $\phi, \theta := \text{optim}(\phi, \theta, \eta, L_{\text{semi}})$; |
| **end** |

## D Additional Experiment Setup

**Dataset.** Table [D.1] summarizes the basic statistics of all 4 datasets used in our experiments. Note that #Factors = dimension of label $y$ and #latent = dimension of label $y$ + dimension of nuisance $z$. For the CelebA dataset, we additionally crop and align so each image contain only the face without background and resize to 64 x 64 by simple downsampling. For the Isaac3D dataset, we resize each image to 64 x 64 with a bilinear downsampling.

**Model Architecture.** Table [D.2] summarizes the encoder and decoder architectures used in both LaRVAE and baselines.

**Hyperparameters.** Most of the hyperparameter configurations can be found in the training scripts in the scripts folder in the code for this paper. In particular, we use $\tau = 0.05$ for $L_{\text{rep}}$ in the CelebA label traversal experiments and $\tau = 1$ for all other experiments except for the hyperparameter tuning experiments in Section 5.2. We set the dimension size of the nuisance $z$ to be five in all experiments except for the hyperparameter tuning experiments.

**Label Traversal Setup.** For all label traversal experiments, both the baseline (SS-$\beta$-TCVAE) and LaRVAE (implemented using $\beta$-TCVAE) are trained on 1% ($\eta=0.01$) of all available labels.
Table D.2: Encoder and decoder architectures used in all experiments.

| Encoder | Decoder |
|---------|---------|
| input: image width × image height × #channels | input: #latent |
| 32 4×4 conv, Instance Norm, ReLU, stride 2 | FC 256, ReLU |
| 32 4×4 conv, Instance Norm, ReLU, stride 2 | FC 1024, ReLU |
| 64 2×2 conv, instance norm, ReLU, stride 2 | 64 4×4 transpose conv, Instance Norm, ReLU, stride 2 |
| 64 2×2 conv, instance norm, ReLU, stride 2 | 32 4×4 transpose conv, Instance Norm, ReLU, stride 2 |
| FC 256, FC 2×#latent | #channels 4×4 transpose conv, stride 2 |

**Hardware.** We mainly use Nvidia V100 (and some RTX2080) GPUs for training. Each GPU can fit multiple experiments because the largest GPU memory taken by our experiments is less than 2GB. Training each model with 1 million iterations takes less than 30 hours at the longest. We only use single GPU for each experiment.

**E Additional Experimental Results**

![Graphs showing disentanglement performances comparing LaRVAE to SS-βVAE baseline on 4 different label rates (η = {1%, 1.5%, 2%, 2.5%}), 3 datasets (dSprites, 3DShepes and Isaac3D) and 2 metrics (MIG and ℓ₂)].

Figure E.1: Disentanglement performances comparing LaRVAE to SS-βVAE baseline on 4 different label rates (η = {1%, 1.5%, 2%, 2.5%}), 3 datasets (dSprites, 3DShepes and Isaac3D) and 2 metrics (MIG and ℓ₂). Similar to the results in the main text (Figure 2), in most cases, LaRVAE significantly outperforms the baseline.

**Additional Quantitative Evaluation: SS-βVAE vs. LaRVAE.** Figure E.1 compares SS-βVAE with LaRVAE on all three synthetic datasets and on two metrics (MIG and ℓ₂). We see that, in most cases, LaRVAE significantly improves disentanglement learning upon SS-βVAE baseline, which is consistent with the findings presented in the main paper.

**Additional Quantitative Evaluation: FactorVAE scores.** Figure E.2 presents the FactorVAE score comparing each of the three baselines (SS-βVAE, SS-β-TCVAE and SS-FactorVAE) with its LaRVAE counterpart, respectively, on the dSprites and Isaac3D datasets.

We did not show results on the 3DShapes dataset because both baselines and LaRVAE achieves perfect FactorVAE score (=1) and thus not meaningful to show. We see that, for the dSprites dataset, LaRVAE obviously improves upon each baseline. For the Isaac3D dataset, LaRVAE achieves FactorVAE score comparable to the baselines (note that the y scale is very fine-grained, showing very close scores). The fact that both baselines and LaRVAE achieves perfect FactorVAE score on the 3DShapes dataset and almost perfect score on the Isaac3D dataset suggests that 1) the FactorVAE score is close to saturation and there is little room for further improvement in terms of the FactorVAE score and 2) FactorVAE score may not be as an ideal metric for evaluating disentanglement as MIG and ℓ₂. Therefore, the results in Figure E.2 are still consistent with the results in the main paper that LaRVAE significantly outperforms baselines in most cases.
Figure E.2: FactorVAE score [14] comparing LaRVAE to each of the three baselines (SS-βVAE, SS-β-TCVAE and SS-FactorVAE) on 4 different label rates (η= {1%, 1.5%, 2%, 2.5%}) and 2 datasets (dSprites and Isaac3D). Similar to the results in the main text (Figure 2), in most cases, LaRVAE significantly outperforms the baseline. Note that the y-axis is very fine grained in Figure E.2b, indicating comparable performance between each baseline and LaRVAE.

**Additional Label Traversal Visualizations** We present a number of additional label traversal visualizations on the three synthetic datasets in Figure E.3 and on the real dataset in Figure E.4. Same as Figure 4 in the main paper, the leftmost image is the reference image corresponding to the label to be traversed. The top row in each plot shows the traversed images generated by the baseline SS-β-TCVAE and the bottom row shows the traversed images generated by LaRVAE.

We see that, most of the time, LaRVAE 1) disentangles the specified label dimension better than the baseline and 2) keeps the other factors of variation in the generated images the same as those in the reference image. There are some non-idealities. For example, LaRVAE sometimes fail to maintain the factors of variations specified by the non-traversed dimension in the chosen label. This can be observed, for example, from the bottom left plot in Figure E.3b where the x and y location of the shape is incorrect or from the bottom left plot in Figure E.3c where the wall color (pink instead of green) is incorrect. Nevertheless, overall, LaRVAE generates images that are more visually disentangled than those generated by the baseline while leaves room for improvements.
Figure E.3: Additional label traversal visualizations comparing baseline SS-$\beta$-TCVAE (top row in each plot) and LaRVAE (bottom row in each plot) on selected label dimensions on three datasets (dSprites, 3DShapes and Isaac3D). Leftmost image in each plot is the reference image corresponding to the chosen label. Note that for both baselines and LaRVAE, we use only 1% ($\eta = 0.01$) of the labeled data.
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Figure E.4: Label Traversal visualizations on 6 different label dimensions on the CelebA dataset comparing baseline SS-$\beta$-TCVAE (top row in each plot) and LaRVAE (bottom row in each plot). Leftmost image in each plot is the reference image corresponding to the chosen label. Note that for both baselines and LaRVAE, we use only 1% ($\eta = 0.01$) of the labeled data.