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Abstract: Currently, it is becoming increasingly common to find numerous electronic devices installed in office and residential spaces as part of building automation solutions. These devices provide a rich set of data related to the inside and outside environment, such as indoor and outdoor temperature, humidity, and solar radiation. However, commercial off-the-shelf climatic control systems continue to rely on simple controllers like proportional-integral-derivative or even on-off, which do not take into account such variables. This work evaluates the potential performance gains of adopting more advanced controllers, in this case based on pole-placement, enhanced with additional variables, namely solar radiation and external temperature, obtained with dedicated low-cost sensors. This approach is evaluated both in simulated and real-world environments. The obtained results show that pole-placement controllers clearly outperform on-off controllers and that the use of the additional variables in pole-placement controllers allows relevant performance gains in key parameters such as error signal MSE (17%) and control signal variance (40%), when compared with simple PP controllers. The observed energy consumption savings obtained by using the additional variables are marginal (≈1%), but the reduction of the error signal MSE and control signal variance have a significant impact on energy consumption peaks and on equipment lifetime, thus largely compensating the increase in the system complexity.
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1. Introduction

Smart Homes and Buildings (SHaB) are becoming a reality, and in these spaces, it is increasingly common to find products with connectivity features and ecosystem integration [1]. The goals of smart homes and buildings are many-fold, including the improvement of the user’s quality of life, comfort, safety, and security, while bringing improved resource usage efficiency.

SHaB management systems can control several services, including lighting, air conditioning, entertainment systems, and appliances, to reduce the need for human interaction while improving energy efficiency and sustain the desired user comfort levels [2]. This goal is in route with the most recent initiatives towards the energy consumption reduction for air conditioning systems. As an indicative value, the burden of the energy taken by these systems in the USA is estimated to be around 20% of the total consumption [3].

Climate control systems are part of a set of technologies commonly referenced in the literature as “Heating, Ventilation, and Air Conditioning” (HVAC) that aim to provide thermal comfort and proper indoor air quality in closed spaces such as houses, industrial settings, commercial spaces, and cars. HVAC systems are expected to be autonomous and efficient energy-wise, providing adequate comfort levels and, when applicable, assuring compliance with the safety requirements. However, the spaces in which these
systems are deployed are heterogeneous and, often, dynamic. Aspects such as the type and materials used in the construction, the number and surface of windows, solar exposure, the utilization of machinery, the number of users, and the kind of activities they perform, to name just a few, have a strong and direct influence on the thermal behavior of the spaces; thus, in practice, these systems may underperform and fail to meet the user requirements. This problem is acknowledged by air-conditioning manufacturers (e.g., Honeywell [https://www.honeywellhome.com/en/products/thermostat], Nest [https://nest.com/thermostats/nest-learning-thermostat/tech-specs/]), which in some cases have special operation modes that by-pass the normal control algorithm, e.g., “party mode” in which the pieces of equipment are set to the highest flow rate volume.

Since all these variables influence the control process, failing to take them into account weakens the performance of HVAC systems, including energy consumption (total amount, pattern, and peaks) and comfort. In fact, conventional temperature controllers only use the instantaneous interior house temperature, along with the desired temperature (setpoint). However, a more advanced controller that accounts for other data sources, such as the daily weather forecast, the incident solar radiation, and the external house temperature, may perform much more efficiently [4]. If such factors prove to have a significant impact, they may compensate the additional controller complexity and so become a viable option.

In a previous contribution [5], the authors evaluated the use of adaptive control strategies, namely pole-placement and model-based predictive control, as a way to improve the performance of temperature control systems in the face of the dynamic characteristics of buildings. This work builds upon that contribution, by enriching the controller learning process with additional external variables, the outside temperature in this case, and assessing the respective realization costs and performance gains. The proposed solution was evaluated both in simulation and in a physical installation. The facilities where the experiments were carried out did not possess devices that could provide the external temperature; therefore, a dedicated low-cost temperature sensor was deployed to acquire this variable.

The paper is organized as follows. Section 2 overviews some of the more relevant scientific contributions related to the topic addressed in this paper. Section 3 briefly presents the dynamic model of the building environment that was devised to account for the external environment conditions. Section 4 details the setup used to validate the proposed solution, including the instrumentation system used to carry out the measurements of complementary variables, such as solar radiation. Section 5 presents the controller design. Sections 6 and 7 discuss simulation and real-world results, respectively. Finally, Section 8 presents the main conclusions of this work.

2. Related Work

Climate control systems are required to keep the environment temperature within a desired temperature profile. The literature reports two main categories of controllers, open-loop and closed-loop. An open-loop strategy can be deployed, e.g., by using a preset timer to activate or deactivate the heating system or by using a feed-forward control strategy based on an approximate model of the system [6]. These systems are extremely simple and inexpensive, as they have minimal processing and hardware requirements because they do not depend on real-time measurements of any environment variables, such as inside and outside temperature or solar radiation. However, such an approach can lead to a significant waste of energy and poor comfort levels, because the control system has no means to anticipate or even react to variations in the real scenarios. For example, the external temperature and solar radiation have significant fluctuations over the year, and the evolution profiles of these variables during the day also vary significantly. This is an inherent, well-known, and generic limitation of open-loop controllers. On the other hand, closed-loop controllers solve this problem by including a feedback path in which both the setpoint and sensor data are present, thus allowing measuring the error and taking appropriate actions, i.e., adapting the control signal, in order to drive the system
close to the desired state. Closed-loop controllers are more complex and expensive than open-loop controllers, as they need to collect sensor data, process them, and execute a control algorithm, but their performance is much better, enabling a more efficient use of the available energy resources and increased comfort levels.

There is an extensive record of scientific contributions in the area of indoor temperature control systems, including closed-loop control architectures. The energy consumption of basic on-off controllers was evaluated in [7]. An extensive survey on closed-loop control algorithms for HVAC systems was presented in [3]. In [8], Proportional-Integral-Derivative (PID) controllers were considered, evaluating the impact of their parameters in the overall energy efficiency of HVAC systems. Following a polynomial controller synthesis approach and using a simulation environment for the analysis, Reference [9] proposed a temperature controller for a generic enclosed space based on robust control theory, analyzing the impact of the model parameter’s tolerances over the system stability analysis. On the other hand, in [10], the use of fuzzy logic controllers was proposed, and an optimization method for such architectures was presented. More advanced controllers have also been considered in the literature. For example, neural networks were considered in [11,12], where the use of Model Predictive Control (MPC) was proposed, while in [13,14], deep-learning based implementations were proposed.

Abundant references can also be found in areas closely related to building indoor temperature control, such as greenhouse environment control, which has requirements and challenges that, in some aspects, approach the application scenarios addressed in this paper. Fuzzy logic controllers have been tested for a long while now. These controllers have the benefit of allowing the specification of different profiles for different desired outcomes. In particular, while in the context of greenhouses, controllers aim at efficiency rather than comfort, it is possible to define sets of rules for distinct requirements and objectives, namely buildings. It is known that the major problems of fuzzy logic controllers are the training and the definition of the set of rules. In [15], a human expert was used for creating this set of rules. However, in both [16,17], the use of a genetic algorithm was proposed to solve this problem. The impact of the incident solar radiation, wind speed, and outside temperature was also discussed. In these references, the proposed methods were evaluated only by simulation, using MATLAB/Simulink. These works are complementary to our proposal since their focus was only on the optimization of the controller itself and not on the benefits of introducing the outdoor variables into the regression phase.

Merging the concepts of fuzzy logic and neural networks, Reference [18] presented an adaptive neuro-fuzzy controller (ANFIS) to adjust the internal temperature of a greenhouse, validating the method using a comprehensive dynamic environment model using the MATLAB/Simulink environment. In [19], the non-linear dynamics of the greenhouse environment was approached using Volterra series to develop a non-linear model predictive controller. The environment was modeled using high-order polynomial models, and the control action was obtained via a non-linear optimization problem, by iteratively solving a Quadratic Programming (QP) problem. The method was validated in a simulation environment, as well as in a real application scenario.

In order to overcome the computational complexity inherent to developing a control strategy based on non-linear models, Reference [20] proposed a model predictive control strategy based on feedback linearization, i.e., approximating the model with linear models valid over the current operation point, leading to an easier implementation of the MPC algorithm and a significant reduction of the computational burden involved in solving the non-linear optimization problem. The method was evaluated in a simulation environment using a discrete time model, extracted from several datasets obtained in the field.

On the other hand, Reference [21] proposed an alternative for solving the complex problems inherent to model predictive control. The authors proposed the use of the particle swarm optimization algorithm to overcome the design challenges when performing air temperature control. Simulation results compared this approach with the ones obtained by using genetic and sequential quadratic programming algorithms. The external vari-
ables like solar radiation were used in the regression vector, but no performance analysis was made.

In [22], the authors proposed a multirate adaptive temperature control of greenhouses to overcome the instability problems and the large diversity exhibited by such structures. Instead of feeding into the regression vector the external variables, this work proposed to use the idle time between the successive actuation periods to take multiple samples of the current indoor temperature for constantly re-estimating the parameters of the indoor model. Simulation results were presented for both the pole-placement and the linear quadratic regulation controllers.

This work is grounded in the hypothesis that the use of advanced and self-adaptive control strategies that take into account, in addition to the internal temperature, a richer set of data sources, including external conditions such as incident solar radiation and external house temperature, may outperform systems that rely solely on internal temperature. The literature review above allows us to conclude that in most of the cases, the external environment variables are not considered in the realization of the controllers. In the scenarios where they are, the non-linear nature of this control problem arises, and to take advantage of the additional sources of information for an optimized actuation decision, either iterative non-linear optimization methods are used or local linearizations are performed in order to implement a practical control system. The real-time model identification procedure that supports our control strategy overcomes this need by using a linear approximation of the controlled non-linear process that is continuously updated in real-time, enabling as well the use of advanced linear control strategies, which can be defined as a closed-form mathematical problem that provides a sub-optimal yet simpler solution for the closed loop reference tracking goal. Finally, in most of the cases, the evaluation of the approaches is carried out only by simulation, and practical realization aspects are disregarded.

### 3. Indoor Environment Model

Developing a thermodynamic model for an indoor environment is not a simple task. It is common to find models based on the energy balance equations of the interfaces (such as windows, floor, walls, and ceiling) that constitute the boundaries of the indoor environment (e.g., [23]). However, to be effective, this method requires an accurate determination of many parameters, like the thermal resistance coefficient of the surfaces, which are hard or even impossible to obtain. Alternative approaches, often adopted for the study of buildings’ energy efficiency, include the use of finite element analysis (e.g., [24–26]).

Since we are interested in studying the dependence on variable parameters, such as the incident solar radiation or the external environmental temperature, we assume that it is adequate to use a model based on elementary equations that includes the outdoor environment, the thermal characteristics of a standard house, and the heating system. The justification for choosing this simpler model is that the more elaborated models, mentioned above, are very complex and hard to simulate and implement, because they have several non-linearities, which have a significant impact in the loop gain, eventually leading to instabilities in the control algorithm. This problem is further aggravated by the fact that the parameters are dynamic. Therefore, to limit the complexity of the realization of the controller to an acceptable level, a dynamic model governed by system’s equations was adopted (1), adapted from [27].

\[
\begin{align*}
\frac{dT_{\text{heater}}}{dt} &= \frac{T_{\text{heater, avg}}}{\tau_{\text{heater}}} u - \frac{1}{\tau_{\text{heater}}} \cdot T_{\text{heater}} \\
\frac{dQ}{dt}_{\text{heater}} &= (T_{\text{heater}} - T_{\text{room}}) \cdot M_{\text{dot}} \cdot c \\
\frac{dQ}{dt}_{\text{losses}} &= \frac{T_{\text{room}} - T_{\text{out}}}{R_{\text{eq}}} \\
\frac{dT_{\text{room}}}{dt} &= \frac{1}{M_{\text{air}} \cdot c} \left( \frac{dQ_{\text{heater}}}{dt} - \frac{dQ_{\text{losses}}}{dt} + S_{rad} \cdot W_{\text{area}} \right)
\end{align*}
\]
where,

\[
\frac{\partial Q}{\partial t} = \text{heat flow from the heater into the room (W/m}^2\text{)}
\]

\[c = \text{heat capacity of air at constant pressure (J/(kg \cdot K))}\]

\[M_{\text{dot}} = \text{air mass flow rate through the heater (kg/s)}\]

\[T_{\text{heater}} = \text{temperature from the heater (°C)}\]

\[T_{\text{heater}_\text{avg}} = \text{average heater temperature (°C)}\]

\[\tau_{\text{heater}} = \text{heater time constant (s)}\]

\[T_{\text{room}} = \text{current room air temperature (°C)}\]

\[T_{\text{out}} = \text{outdoor temperature (°C)}\]

\[M_{\text{air}} = \text{mass of air inside the house (kg/s)}\]

\[R_{\text{eq}} = \text{equivalent thermal resistance of the house (K/W)}\]

\[S_{\text{rad}} = \text{solar radiation (W/m}^2\text{)}\]

\[W_{\text{area}} = \text{total window area (m}^2\text{)}\]

Figure 1 is a visual representation of the model adopted in this paper. There are two primary sources of heat (heater and solar radiation) and one source of losses. At the center is the building or room whose temperature should be controlled. This room acts as an integrator, as stated by the equation that computes the rate of change of its internal temperature \(\left(\frac{\partial T_{\text{room}}}{\partial t}\right)\), meaning that the heat coming from the heating sources will be accumulated until reaching a thermal balance between input and output heat sources. Concerning the input sources, there is a standard electric heater, which also acts like an integrator, heating until the maximum average rating value \(T_{\text{heater}_\text{avg}}\) with some time constant with respect to the control signal applied. There is also the contribution from the incident solar radiation \(S_{\text{rad}} \cdot W_{\text{area}}\). The temperature losses result from heat exchanges with the outdoor environment and depend on the building insulation type. In this study, a standard value for the equivalent thermal resistance is adopted, to make the results as generic and representative as possible [27].

Figure 1. Illustration of the developed indoor environment model.
4. Experimental Evaluation Setup

In order to validate the simulation results, a physical setup was deployed, composed of a distributed system integrating nodes to measure the necessary environment variables and actuate the heating system to control the indoor temperature. For this purpose, an Electronics and Control laboratory at the Department of Electronics, Telecommunications and Informatics of the University of Aveiro, shown in Figure 2a, was used. This laboratory has a single outside wall interfacing with the exterior, oriented towards the west and fully covered by glass windows, making it specially susceptible to the influence of direct solar radiation. The other walls, as well as the floor and the ceiling face other rooms and an internal corridor. Cooling is passive, resulting only from the heat transfer mechanisms to the adjacent spaces. Heating is carried out by three convective electric radiators evenly distributed in the room.

![Figure 2. (a) Room used for the thermostatic control system evaluation; (b) photovoltaic panel used for the measurement of the solar radiation.](image)

This is a challenging experimental setup since it has a high exposure to solar radiation and high and variable temperature losses, due to the intensive utilization of the adjacent corridors and divisions, which induce significant disturbances to the indoor temperature behavior.

The main parameters of the environment and the implementation details are as follows:

- **Room geometry:**
  - Room length = 8 m;
  - Room width = 4 m;
  - Room height = 3 m;
  - Window area = 14 m²;
  - Wall area = 105 m².
- **Heating system technical specifications:**
  - Maximum heating temperature = 60 °C;
  - Heating power = 7500 W (3 × 2500 W).
- **Actuator system specifications:**
  - A Raspberry Pi Model 3B+ running a lightweight Linux distribution for running the Pole Placement algorithm was used. On the other hand, for measuring the input variables and actuating the electric heating system, a low-power MSP430 micro-controller from Texas Instruments coupled with an RFM69HCW radio from HopeRF for communicating with the Raspberry Pi was used. Figure 3 illustrates the global system architecture.
4.1. Measuring System Details

While ideally, it would be advantageous to have a full characterization of every single disturbance that may affect the control system, practical aspects such as cost and deployment complexity management tend to introduce compromises in the implementations. While temperature sensors with sufficient accuracy are relatively ubiquitous and inexpensive, measuring solar radiation typically requires the use of pyranometers, which are relatively expensive. This is probably one of the main reasons why Commercial Of-The-Shelf (COTS) temperature controllers do not use this variable in the decision process.

To circumvent this constraint, we propose the use of a PhotoVoltaic panel (PV) (Figure 2b), which converts the incident light into electricity using semiconducting materials that exhibit the photovoltaic effect [28]. This approach is capable of providing a close estimation of the solar radiation value while having a significantly smaller cost than pyranometers. To accomplish this, it is required to estimate the power delivered by the photovoltaic panel at a given instant, to know the panel dimensions and have a calibration value from a reference pyranometer, to obtain the panel efficiency constant (Equation (2)). Based on these elements, it becomes possible to obtain the required information regarding solar radiation with a small absolute error, as shown in Figure 4.

\[
P_{\text{solar}} = \frac{P}{\eta} \tag{2}
\]

\[
\text{Solar}_{\text{rad}} = \frac{P_{\text{solar}}}{\text{area}} \tag{3}
\]

Figure 4. PV panel performance after calibration.
Figure 4 shows an example of the measurements carried out, obtained in this case at the end of the winter season between 4:30 PM and 6:00 PM. We chose this time-frame to have a more significant variation of incident solar radiation, since the sunset at the end of the season is typically near 6:00 PM. It was a cloudy day, which further contributed to the appearance of significant solar intensity variations, allowing us to obtain more significant results. After calibration, it was possible to obtain an average absolute error of 5.7 W/m² and an average relative error of 0.1%.

5. Adaptive Climatic Control System

The following subsection presents a short description of how the PP controller was synthesized.

**Pole-Placement**

Pole-placement is a method used in feedback control systems that essentially consists of placing the closed loop poles of a plant in specific locations in the s-plane, in order to control the characteristics of the response of the resulting closed-loop system [29,30]. Typically, the controller parameters are obtained from a discrete-time model whose parameters are estimated online using the Recursive Least Squares (RLS) algorithm [31,32].

The scope of this work is assessing the potential gains of using the indoor and outdoor temperature, together with the incident solar radiation, in the RLS regression vector, instead of using only the indoor temperature. The discrete Auto-Regressive model with eXogenous inputs (ARX) of first-order dynamics has been demonstrated to be an effective technique to approximate the room temperature behavior when the heating system power level is adjusted, as shown in Section 6, Figure 5. Therefore, a PP control law based on the first-order model parameters was derived as follows [33,34]:

\[
\begin{align*}
    u(k) &= \left(\frac{b_m}{b}\right)(u_c(k) + a_o u_c(k-1)) - s_0 y(k) - s_1 y(k-1) + u(k-1) \\
    s_0 &= \frac{1-a_o+a_m + a_o b_m}{a_o (1+a_m+a_o) + \frac{b_m}{b}} \\
    s_1 &= \frac{a_o b_m}{a_o (1+a_m+a_o) + \frac{b_m}{b}}
\end{align*}
\]

where \(u(k)\) stands for the control signal applied to the system and \(u_c(k)\) represents the reference signal that the controller follows. Additionally, and in accordance with the standard nomenclature, \(y(k)\) stands for the output signal (°C), and \(a_m\) and \(b_m\) are the discrete-time model coefficients related to the desired closed-loop model. Furthermore, the discrete-time model coefficients associated with the open-loop system model are represented by \(a\) and \(b\), while \(a_o\) is the discrete-time coefficient related to the observer polynomial [33].

![Figure 5. Step response of the dynamic model.](image-url)
6. Performance Evaluation: Simulation

This section presents the results obtained from the computer simulation of the implemented control system. These results were obtained using a combined simulation environment using MATLAB and the Simulink toolbox. The dynamic behavior of the house model was implemented using the Simulink toolbox, based on the continuous-time model derived from the thermodynamic equations presented in Section 3. The environment conditions were obtained from a dataset provided by [35], which makes the simulation close to a real implementation.

The following subsections present an analysis of the simulation results, starting with the ones obtained from the open-loop analysis of the thermodynamic model of the house (Section 6.1), followed by the assessment of the closed-loop performance of the controller both with and without the extra regressors in the RLS algorithm (Section 6.2).

6.1. Open-Loop Analysis

Before starting the test of the control algorithms, it is important to perform an open-loop analysis of the dynamic model in order to gather important details regarding the system behavior. By evaluating the step response analysis of the model, one can evaluate for example the accuracy of the thermodynamic laws implemented and obtain important parameters for tuning a significant number of controller synthesis approaches.

Figure 5 depicts the normalized outputs of the dynamic model. The required sampling time ($T_s$) can be readily obtained from the data presented in this figure. Considering that the ideal sampling time should include between 10 and 20 samples of the system’s rising time, it is possible to bound $T_s$ to $173 \leq T_s \leq 346$ s; therefore, selecting $T_s = 300$ s results in an adequate compromise. To be able to use a PP implementation, it is necessary to specify the desired closed-loop poles. Using a closed-loop system time constant with $\tau = 5 T_s$ results in a good compromise between performance and efficiency, as demonstrated in Appendix A. Therefore, a value of $\tau = 1500$ s was selected.

6.2. Closed-Loop Analysis

The aim of this subsection is to evaluate the closed-loop performance of the different climate controller strategies. As mentioned in the Introduction, on-off is the most commonly used climate controller. The actuation of this controller is based on the instantaneous measurement of the indoor temperature. However, in the case of the PP controller, the regression vector comprises both the output and the input of the model, delayed by one sample (as required for modeling a first-order ARX model (Section 5). Additionally, in this specific PP implementation, the regression vector is enriched with the measurement of solar radiation and the outdoor temperature.

To better understand the implications of such approaches, the performance of the on-off and PP controllers are now presented. Figure 6 illustrates the evolution of the indoor temperature towards the chosen setpoint for the on-off and PP controllers. Since the on-off controller relies only on the current indoor temperature to decide if the heating system should be turned on or off, the indoor temperature presents an oscillation around the chosen setpoint. Even if human perception is hardly sensitive enough to perceive such a level of variation, this behavior causes a relevant waste of energy and a potential reduction of the actuation system lifetime. Moreover, there is little room for improvements on this controller, as the single parameter that can be tuned is the hysteresis of the controller around the setpoint region.

Figure 6 clearly shows that the PP controller outperforms the on-off controller, even during its initial learning period. Two different implementations of the PP controller are considered:

- Option 1: a first-order PP controller, where the RLS algorithm inputs are only the last indoor temperature sample and the last applied control signal;
- Option 2: a first-order PP controller, where the RLS algorithm inputs are extended to include, in addition to the last indoor temperature sample and the last applied
control signal, external disturbances, namely the incident solar radiation and the outside temperature.

The controller’s performance was evaluated for a three-day time window, with clear sunny days and average temperatures typical of the winter season. Figure 7 depicts the behavior of the external environmental factors considered, and Figure 8 presents the different operation results.

Figure 6. House temperature variation during the simulation time for PP and on-off controllers.

Figure 7. External environment conditions during the simulation time.

In general, both PP realizations successfully followed the temperature setpoint while applying a control signal significantly smoother than the on-off realization. A more in-depth analysis, obtained by overlapping Figures 7 and 8, reveals that the simpler implementation of the PP controller presents more significant oscillations in the instants where the external environment conditions change significantly. This phenomenon happens because the first-order model coefficients are wrongly estimated, as the estimator is not able to decouple the contribution of solar radiation and outdoor temperature from the contribution of the heating system, to the changes in the indoor environment temperature. Conversely, in the extended implementation of the PP controller, this situation does not occur because the regressors vector has more parameters, thus higher flexibility to decouple the
influence of the solar radiation conditions from the heating actuation towards the indoor temperature variation.

Tables 1 and 2 present quantitative results regarding the controllers’ performance. More specifically, Table 1 presents the Mean Squared Error (MSE) and Normalized Mean Squared Error (NMSE) for the three approaches. The NMSE formulation adopted in this paper is \( \text{NMSE} = 20 \log_{10} \left( \sqrt{\sum (\hat{x}_i - x_i)^2} / \sqrt{\sum (x_i^2)} \right) \). It is possible to observe that the PP controllers show an MSE reduction of 42% and 52% with respect to the on-off controller. Moreover, the extended PP controller exhibits a 17% MSE reduction with respect to the simpler one.

Figure 8. House temperature variation during the simulation time for two different implementations of the PP controller.

Another important aspect to consider is the variance of the control signal applied to the heating system, because it is well known that high variance signals may lead to faster degradation of heating system actuators (e.g., degradation of water valves in the case of radiant electric heaters) and also impact negatively the energy efficiency and lifetime of inverter class air conditioning systems. Table 2 shows the variance of the control signal. Again, the PP controllers clearly outperform the on-off controller, with gains of 94% and 96%. Additionally, the second implementation of the PP controller shows an improvement of 24% with respect to the simpler one.

Table 1. MSE and Normalized MSE (NMSE).

| Controller    | MSE  | NMSE |
|---------------|------|------|
| On-Off        | 1.6013 | -24.59 |
| PP-OP1        | 0.9277 | -26.96 |
| PP-OP2        | 0.7698 | -27.77 |

Table 2. Control signal variance (\( \sigma^2 \)).

| Controller    | \( \sigma^2 \) |
|---------------|----------------|
| On-Off        | 0.2276         |
| PP-OP1        | 0.0129         |
| PP-OP2        | 0.0098         |
In order to further evaluate the performance differences between the different controller implementations, the corresponding operational cost was also assessed. This metric is obtained by integrating the control signal applied during the experiments, which is proportional to the nominal power of the heating system. The obtained results show savings close to 14% when comparing the second implementation of the PP controller with the on-off controller and approximately 1% when comparing the second implementation of the PP controller with the first one. Once again, it is possible to conclude that on-off controllers perform worse than PP ones. On the other hand, according to this criterion, the performance difference between both PP controllers is marginal. It is, however, important to recall that the results respect only a three-day simulation and a set-up with convective electric radiators. For a longer evaluation period, the extended PP controller is better suited to deal with a broad diversity of external environmental conditions; thus, the small operation gains may become more relevant to the user. Moreover, with other heating sources, e.g., inverter air conditioners, that currently are quite common, the savings would be much more significant, both in terms of energy consumption and equipment lifetime. It is also important to point out that the additional implementation costs are not significant; thus, even a sustained 1% reduction in the heating energy consumption largely compensates the investment.

6.3. Discussion

The simulation results above allow us to take several conclusions regarding the relative merits of the control strategies considered in this paper. As expected, the on-off controller has the worst performance, as it relies solely on the instantaneous indoor temperature to decide if the heating system should be turned on or off. Despite not being significant enough to be perceived by human users, this behavior penalizes the energy consumption and, above all, presents undesirable consumption peaks and may result in a reduction of the actuation system lifetime.

In turn, both PP realizations outperform the on-off controller, being able to follow the temperature setpoint more closely and with smaller oscillations, while applying a control signal that is significantly smoother, with benefits in terms of peak energy utilization and preservation of the actuation system lifetime. Comparing now both PP realizations, the obtained results clearly show the performance gains that can be attained by including in the model the external variables. The simpler PP controller (PP-OP1) presents more significant oscillations, particularly when the external environment conditions change significantly, because the first-order model coefficients are wrongly estimated as a result of the estimator not being able to decouple the contribution of solar radiation and outdoor temperature from the contribution of the heating system to the evolution of the indoor environment temperature. The second PP controller (PP-OP2) takes these variables into account and so is more effective. The net result is a closer and more stable tracking of the setpoint, as well as a much more stable control signal.

From a quantitative point of view, it is possible to observe that the PP controllers exhibit an MSE reduction of 42% and 52%, respectively, when compared with the on-off controller, while the PP-OP2 controller shows a 17% MSE reduction compared with the PP-OP1 controller. In this regard, it is important to recall that the additional computational effort implied by PP-OP2 is minimal and that the obtention of the additional variables can be realized with low-cost hardware, as discussed in Section 4.1. Moreover, in many cases, buildings already have systems that acquire these variables, and so, in such cases, the implementation cost would be negligible. The more relevant challenge in this latter case is that there are no standards to share these data, so the firmware would have to be adapted for each specific case.
7. Performance Evaluation: Physical Installation

To verify if the results obtained by simulation are realistic, the controllers were deployed in the real-world scenario described in Section 4. As above, this section includes two subsections dedicated to the evaluation of the open-loop and closed-loop implementations.

7.1. Open-Loop Measurements

As previously mentioned, an open-loop analysis is fundamental to understand if the model is correct and also to get crucial parameters to synthesize the controllers. The step response obtained from the experimental data is shown in Figure 9. However, it is necessary to keep in mind that in real-world implementations, the external environment conditions often are not controllable. Thus, the step response is inherently affected by eventual variations of such conditions; therefore, its validity is restricted to certain boundaries.

![Figure 9. Step response of the system [5].](image)

Using the procedure presented in Section 6.1, it can be observed that $417 \leq T_s \leq 834$. As before, an intermediate value for the sampling period, $T_s = 600$ s, was used, and the PP closed-loop time constant was set to $\tau = 5 T_s$.

7.2. Closed-Loop Assessment

This subsection presents the experimental results obtained with the on-off and PP-OP2 controllers. The results for PP-OP1 are not included because the test scenario is, as stated above, subject to significant perturbations (e.g., external climatic conditions, different number of users with different usage patterns). As such, the test conditions are not entirely replicable, making it difficult to extract meaningful conclusions, especially when the performance differences are not very pronounced. Moreover, the COVID-19 outbreak severely limited the number of experiments that were carried out, so it was not possible to obtain enough data for carrying out a proper comparison between PP-OP1 and PP-OP2. With this exception, the general procedure is the same as the one followed for the simulation scenario.

Figure 10 shows the overall performance of the on-off controller during a three-day test trial. It is possible to observe that the controller was able to follow the chosen temperature profile within a $2$ °C band. We also observe that the indoor temperature never dropped below $23.5$ °C because there was no assisted cooling appliance and the room losses were themselves insufficient for the indoor temperature to reach the setpoint ($22$ °C). It is possible to better understand this by analyzing Figure 11, which illustrates the external environmental conditions during the three-day test trial. This figure highlights the impact of the incident solar radiation over the internal indoor temperature. By checking the control
signal applied to the heating system in the first instants of the trial, one can see that this signal is zero, so the temperature should be dropping. Instead, the temperature is rising, revealing that there is a significant impact of those external environmental conditions over the indoor temperature. In short, this controller is straightforward to implement, but was revealed to be very ineffective, as expected.

Figure 10. House temperature variation during test time on-off [5].

Figure 11. External environment conditions during test time on-off [5].

Focusing now on the PP controller, Figure 12 shows the room temperature variation and the control signal applied to the heating system related to the setpoint. The setpoint is tracked with a good accuracy. Once again, one observes that the indoor temperature never drops below 23 °C because there is no assisted cooling system installed and the evaluation period covered external climate conditions typical of summer days (Figure 13).

It can be observed that close to the end of days 20/4 and 21/4, there is a temperature peak. This behavior results from cooling being passive. As such, when the outside temperature reaches a given threshold, the indoor temperature rises, and the control system has no possible counter-action. On the other hand, a closer look at Figure 12 allows us to see that the settling time experiences a reduction over the test. This effect results from the online real-time RLS model identification method, which improves the model over time,
thus allowing the controller to improve its performance.

![Figure 12](image1.png)

**Figure 12.** House temperature variation during test time PP [5].

![Figure 13](image2.png)

**Figure 13.** External environment conditions during test time PP [5].

The performance of the PP controller was not as good as expected. The main limitation is related to the lack of a cooling system. In fact, even knowing that the inside temperature will increase because of the incident solar radiation, the controller cannot avoid it. Eventually, a predictive controller could perform better, by turning off the heater sooner. In the simulation section, the benefit of measuring the external temperature and solar radiance was clearer because the exact same test environment was assured for all the controllers. While such evaluation conditions are not possible in real-world scenarios, the knowledge obtained from the simulation can be surely used to improve the stability of the discrete time model used for control synthesis in real-world implementations.

Tables 3 and 4 summarize the quantitative results regarding the experimental evaluation. Keeping in mind that the evaluation conditions were not the same, the figures shown in Table 3 still confirm that the performance difference between the two controllers was significant. More specifically, the PP controller shows an MSE reduction of 45% and a 77% reduction in the control signal variance with respect to the on-off controller.
Table 3. MSE and Normalized MSE (NMSE).

|       | MSE      | NMSE    |
|-------|----------|---------|
| On-Off | 3.1925   | -22.35  |
| PP     | 1.7507   | -24.96  |

Table 4. Control signal variance ($\sigma^2$).

|       | $\sigma^2$ |
|-------|------------|
| On-Off | 0.0475     |
| PP     | 0.0109     |

In realistic real-world scenarios with uncontrolled utilization and variable climatic conditions, as the one adopted in this study, computing a fair operational cost is a complex task. Nevertheless, to obtain an estimate for this parameter, the integral values of the variables were approximated using the trapezoidal method, and then, the integral of the control signal was multiplied by the integral of the incident solar radiation and by the integral of the outdoor temperature, in an attempt to include all the contributions coming from the different heating sources. With this method, it was estimated that the PP controller would show an improvement of 7% when compared to the on-off controller. It should be stressed that, as mentioned above, these results were obtained in different conditions (different days, different meteorological conditions, and different users and utilization patterns of the space), so they are merely indicative of potential behaviors and gains.

7.3. Discussion

Experiments were carried out only for the on-off and PP-OP2 controllers due to the difficulty of obtaining directly comparable data, as aspects such as the external climatic conditions, number of users, and usage patterns cannot be controlled in real scenarios. Moreover, the COVID-19 outbreak constrained the number of experiments that could be carried out.

Qualitatively, the practical results are in accordance with the simulation ones. The on-off controller is reveals to be highly sensitive to the incident solar radiation, exhibiting abrupt and significantly larger temperature oscillations than the PP-OP2 controller. Moreover, the control signal is much more unstable, having several commutations during some periods. Conversely, the temperature and control signal generated by the PP-OP2 controller are much smoother. The temperature closely follows the setpoint, and the actuation peaks are sparse. As mentioned above, this behavior has benefits both in terms of energy management and in the actuator lifetime. Nevertheless, the performance of the PP controller was not as good as expected, mainly as a result of the use of thermal radiators that lack cooling capabilities. As such, for this kind of setup, predictive controllers may perform better, but at the expense of higher complexity.

From the quantitative point of view, it is possible to see that the on-off controller was only able to keep the temperature within a 2 °C band, while the PP-OP2 controller was able to keep it within an interval of three tenths of a degree. Moreover, in the former case, the control signal had many abrupt oscillations, while in the latter one, it reached the maximum amplitude only occasionally, being in general below 20% of the maximum amplitude. Moreover, the PP controller showed an MSE reduction of 45% and a 77% reduction in the control signal variance with respect to the on-off controller. The operational cost was also estimated, showing an improvement of around 7% with respect to the on-off controller. As mentioned above, these results respect specific measurements taken over different days and conditions, so they must be regraded with caution. Nevertheless, they provide strong indications that the use of PP combined with external variables is effective when compared with on-off controllers. Moreover, this kind of controller can be realized with a minimum additional cost, unlike other approaches referred to in the state-of-the-art, so these potential gains largely compensate the additional complexity.
8. Conclusions and Future Work

This paper evaluates the potential benefits of using external environmental conditions, such as solar radiation and external temperature, in the design of advanced indoor climate control systems.

The proposed controller consists of a first-order PP controller, where the RLS algorithm inputs include the last indoor temperature sample and the last applied control signal, as well as external disturbances, namely the incident solar radiation and the outside temperature. The system was assessed against a simple on-off controller and an elemental PP controller, where the RLS algorithm uses only the last indoor temperature sample and the last applied control signal.

The simulation results show that PP controllers clearly outperform on-off controllers, with a reduction in excess of 33% in the error MSE and in excess of 90% in the control signal variance. Regarding these same parameters, the extended PP controller shows gains of 17% and 40%, respectively, with respect to the simpler PP controller. These figures have a significant impact on the performance, efficiency, and lifetime of equipment. For the specific scenario under test, the energy savings from the PP controller with respect to the on-off controller are close to 14%, with a marginal improvement of the improved PP controller with respect to the simpler one (≈1%). However, it is important to notice that the additional hardware required to deploy the extended PP controller is minimal and inexpensive and that for other types of heating systems, such as inverter air conditioning, such savings should be much more significant.

As concerns the algorithm implementation, the non-linear nature of the process was overcome by the discrete-time model identification procedure, which inherently updates a locally linear process model, which can be further used to obtain the closed loop controller gain parameters. Such a control synthesis approach enabled the use of advanced linear control strategies, elicited as a closed-form mathematical problem, the solution of which is implementable even in resource constrained systems.

The paper also includes experimental results obtained in a real-world setup, deployed in a laboratory room subject to normal utilization. The test conditions were naturally subject to significant variations among test runs, and the number of experiments was limited. Despite these constraints, the obtained results clearly confirm the significant performance differences between PP and on-off controllers. The practical realization of the system also allowed us to confirm that the system cost increase is modest; thus, the adoption of a more advanced controller is clearly advantageous.

As future work, the performance of other controller algorithms, namely the ones with predictive features, capable of covering longer time windows in advance so that weather forecasts could influence the control strategy, will be evaluated. While this approach allows higher performance levels, due to the use of longer term data, the integration of variables having a distinct nature, such as instantaneous temperature and solar radiation, with forecasts is challenging, particularly when facing highly dynamic scenarios, such as buildings subject to variable utilization patterns. Moreover, the system performance will also be evaluated with other types of actuators. The objective here is to investigate how well the learning process of the controller performs in the face of real-life actuator types that have heterogeneous characteristics, e.g., radiant floors, which only have heating capabilities and exhibit a slow response, and air-conditioning devices, which can heat and cool the indoor environment and have an almost instantaneous response. This a practical, but highly relevant aspect that needs to be thoroughly studied, in order to find how generic the approach is and what kinds of benefits are obtained in each case.
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**Abbreviations**

The following abbreviations are used in this manuscript:

- ARX: Auto-Regressive model with eXogenous inputs
- COTS: Commercial Of-The-Shelf
- HVAC: Heating, Ventilation, and Air Conditioning
- MPC: Model Predictive Control
- MSE: Mean Squared Error
- NMSE: Normalized Mean Squared Error
- PID: Proportional-Integral-Derivative
- PP: Pole-Placement
- PV: PhotoVoltaic
- RLS: Recursive Least Squares
- SHaB: Smart Homes and Buildings
- $T_s$: Sampling Time

**Appendix A**

**Appendix A.1. Rule of Thumb for Choosing the Closed-Loop Time Constant for First Order Models**

From [36] we got Equations (A1)–(A3).

\[
\frac{T_{\text{rise}}}{20} \leq T_{\text{sampling}} \leq \frac{T_{\text{rise}}}{10} \tag{A1}
\]

\[
T_{\text{rise}} = 2.2 \tau \tag{A2}
\]

\[
T_{\text{settling}} = 4 \tau \tag{A3}
\]

As demonstrated by Equation (A4), choosing $\tau = 5 \times T_s$ compromises the closed-loop time constant between $0.55 \tau_{\text{open-loop}} \leq \tau_{\text{closed-loop}} \leq 1.1 \tau_{\text{open-loop}}$, which in worst case scenario will make the closed-loop time constant a copy of the open-loop time constant, or in the best scenario two times faster than the open-loop time constant.

\[
\frac{T_{\text{rise,open-loop}}}{20} \leq T_{\text{sampling}} \leq \frac{T_{\text{rise,open-loop}}}{10} \iff 5 \times \frac{T_{\text{rise,open-loop}}}{20} \leq \frac{T_{\text{rise,open-loop}}}{10} \tag{A4}
\]

\[
\iff 5 \times \frac{T_{\text{rise,open-loop}}}{20} \leq \frac{T_{\text{rise,open-loop}}}{10} \iff \frac{5 \times 2.2 \tau_{\text{open-loop}}}{20} \leq \frac{5 \times 2.2 \tau_{\text{open-loop}}}{10} \iff 0.55 \tau_{\text{open-loop}} \leq \tau_{\text{closed-loop}} \leq 1.1 \tau_{\text{open-loop}}
\]
References

1. Gram-Hanssen, K.; Darby, S.J. “Home is where the smart is”? Evaluating smart home research and approaches against the concept of home. *Energy Res. Soc. Sci.* 2018, 37, 94–101. [CrossRef]

2. Chan, M.; Campo, E.; Estève, D.; Fourniol, J. Smart homes—Current features and future perspectives. *Maturitas* 2009, 64, 90–97. [CrossRef] [PubMed]

3. Belic, F.; Hocenski, Z.; Sliskovi, D. HVAC control methods—A review. In Proceedings of the 2015 19th International Conference on System Theory, Control and Computing (ICSTCC), Cheile Gradistei, Romania, 14–16 October 2015; pp. 679–686.

4. Kavalionak, H.; Carlini, E. An HVAC Regulation Architecture for Smart Building Based on Weather Forecast. In *Economics of Grids, Clouds, Systems, and Services*. GECON2018, Lecture Notes in Computer Science; Springer: Cham, Switzerland, 2018; Volume 11113.

5. Fontes, F.; Antão, R.; Mota, A.; Pedreira, P. Adaptive Ambient Temperature Control of Indoor Environments. In Proceedings of the IECON 2019—45th Annual Conference of the IEEE Industrial Electronics Society, Lisbon, Portugal, 14–17 October 2019; pp. 255–260. [CrossRef]

6. Rekstad, J.; Meir, M.; Kristoffersen, A. Control and energy metering in low temperature heating systems. *Energy Build.* 2003, 35, 281–291. [CrossRef]

7. Chinnakani, K.; Krishnamurthy, A.; Moyne, J.; Gu, F. Comparison of energy consumption in HVAC systems using simple ON-OFF, intelligent ON-OFF and optimal controllers. In Proceedings of the 2011 IEEE Power and Energy Society General Meeting, Detroit, MI, USA, 24–28 July 2011; pp. 1–6.

8. Wang, J.; Zhang, C.; Jing, Y. Application of an intelligent PID control in heating ventilating and air-conditioning system. In Proceedings of the 2008 7th World Congress on Intelligent Control and Automation, Chongqing, China, 25–27 June 2008.

9. Tseligorou, N.; Tseligorouva, E.; Mafura, G. Robust absolute stability analysis of a temperature control system for an enclosed space. In Proceedings of the International Multi-Conference on Engineering, Computer and Information Sciences (SIBIRCON), Novosibirsk, Russia, 18–22 September 2017; pp. 356–359.

10. Al-Ali, A.R.; Tukaiz, N.A.; Al-Radaideh, A.; Al-Dmour, J.A.; Murugan, L. Smart grid controller for optimizing HVAC energy consumption. In Proceedings of the 2012 International Conference on Computer Systems and Industrial Informatics, Sharjah, UAE, 18–20 December 2012.

11. Dounis, A.; Caraiscos, C.; Caraiscos, C. Advanced control systems engineering for energy and comfort management in a building environment—A review. *Renew. Sustain. Energy Rev.* 2009, 13, 1246–1261. [CrossRef]

12. Mendoza-Serrano, D.I.; Chmielewski, D.J. HVAC control using infinite-horizon economic MPC. In Proceedings of the 2012 IEEE 51st IEEE Conference on Decision and Control (CDC), Maui, HI, USA, 10–13 December 2012; pp. 6963–6968.

13. Vázquez-Canteli, J.; Ulyaninc, S.; Kampf, J.; Nagya, Z. Fusing Tensor-Flow with building energy simulation for intelligent energy management in smart cities. *Sustain. Cities Soc.* 2019, 45, 243–257. [CrossRef]

14. Son, J.; Hyogon, K. Sensorless Air Flow Control in an HVAC System through Deep Learning. *Appl. Sci. Spec. Issue Intell. Syst. Sents.* 2018, 9, 3293. [CrossRef]

15. Chao, K.; Gates, R.S.; Sigrimiris, N. Fuzzy logic controller design for staged heating and ventilating systems. *Trans. ASAE* 2000, 43, 1885–1894. [CrossRef]

16. Xu, F.; Chen, J.; Zhang, L.; Hongwu, Z. Self-tuning Fuzzy Logic Control of Greenhouse Temperature using Real-coded Genetic Algorithm. In Proceedings of the 9th International Conference on Control, Automation, Robotics and Vision, Singapore, 5–8 December 2006.

17. Mohamed, S.; Hameed, I.A. A GA-Based Adaptive Neuro-Fuzzy Controller for Greenhouse Climate Control System. *Alex. Eng. J.* 2018, 57, 773–779. [CrossRef]

18. Atia, D.; El-madany, H. Analysis and design of greenhouse temperature control using adaptive neuro-fuzzy inference system. *J. Electr. Syst. Inf. Technol.* 2017, 4, 34–48. [CrossRef]

19. Gruber, J.; Guzmán, J.; Rodriguez, F.; Bordons, C.; Berenguel, M.; Sánchez, J. Nonlinear MPC based on a Volterra series model for greenhouse temperature control using natural ventilation. *Control Eng. Pract.* 2011, 19, 354–366. [CrossRef]

20. Piñon, S.; Camacho, E.; Kuchen, B.; Pena, M. Constrained predictive control of a greenhouse. *Comput. Electron. Agric.* 2005, 49, 317–329. [CrossRef]

21. Coelho, J.P.; Oliveira, P.B.M.; Cunha, J.B. Greenhouse air temperature predictive control using the particle swarm optimisation algorithm. *Comput. Electron. Agric.* 2005, 49, 330–344. [CrossRef]

22. Arvanitis, K.G.; Parasevopoulos, P.N.; Vernardos, A.A. Multivariate adaptive temperature control of greenhouses. *Comput. Electron. Agric.* 2000, 26, 303–320. [CrossRef]

23. North, G.R.; Cahalan, R.F.; Coakley, J.A. Energy balance climate models. *Rev. Geophys.* 1981, 19, 91–121 [CrossRef]

24. Clarke, J. *Energy Simulation in Building Design*; Routledge: London, UK, 2001.

25. Mortarotti, G.; Morganti, M.; Cecere, C. Thermal Analysis and Energy-Efficient Solutions to Preserve Listed Building Facades: The INA-Casa Building Heritage. *Buildings* 2017, 7, 56. [CrossRef]

26. Thavlov, A.; Bindner, H. Thermal Models for Intelligent Heating of Buildings. In Proceedings of the International Conference on Applied Energy, Suzhou, China, 5–8 July 2012.

27. MathWorks. Thermal Model of a House. Available online: https://www.mathworks.com/help/simulink/slink/thermal-model-of-a-house.html (accessed on 2 April 2019).

28. Rappaport, P. The photovoltaic effect and its utilization. *Sol. Energy* 1959, 3, 8–18. [CrossRef]
29. Sontag, E. *Mathematical Control Theory: Deterministic Finite Dimensional Systems*, 2nd ed.; Springer: New York, NY, USA, 1998.
30. Miller, D.; Vale, J. Pole placement adaptive control with persistent jumps in the plant parameters. *Math. Control. Signals Syst.* 2014, 26, 177–214. [CrossRef]
31. Hägglund, T. New Estimation Techniques for Adaptive Control. Ph.D. Thesis, Lund Institute of Technology, Lund, Sweden, 1983.
32. Kulhavý, R. Restricted Exponential Forgetting in Real-Time Identification. *IFAC Proc. Vol.* 1985, 18, 1143–1148. [CrossRef]
33. Åström, K. Application of robust and adaptive pole placement. *Int. J. Adapt. Control Signal Proc.* 1990, 4, 99–110. [CrossRef]
34. Tewari, A. *Modern Control Design with MATLAB and SIMULINK*; John Wiley & Sons: Hoboken, NJ, USA, 2002; Chapter 5, ISBN 978-0-471-49679-3
35. Group of Meteorology and Climate of the University of Aveiro. Available online: http://climetua.fis.ua.pt (accessed on 4 May 2019).
36. Åström, K.; Wittenmark, B. *Computer-Controlled Systems: Theory and Design*, 3rd ed.; Dover Publication: Mineola, NY, USA, 2011.