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Abstract

Background: Clustering of gene expression patterns is a well-studied technique for elucidating trends across large numbers of transcripts and for identifying likely co-regulated genes. Even the best clustering methods, however, are unlikely to provide meaningful results if too much of the data is unreliable. With the maturation of microarray technology, a wealth of research on statistical analysis of gene expression data has encouraged researchers to consider error and uncertainty in their microarray experiments, so that experiments are being performed increasingly with repeat spots per gene per chip and with repeat experiments. One of the challenges is to incorporate the measurement error information into downstream analyses of gene expression data, such as traditional clustering techniques.

Results: In this study, a clustering approach is presented which incorporates both gene expression values and error information about the expression measurements. Using repeat expression measurements, the error of each gene expression measurement in each experiment condition is estimated, and this measurement error information is incorporated directly into the clustering algorithm. The algorithm, CORE (Clustering Of Repeat Expression data), is presented and its performance is validated using statistical measures. By using error information about gene expression measurements, the clustering approach is less sensitive to noise in the underlying data and it is able to achieve more accurate clusterings. Results are described for both synthetic expression data as well as real gene expression data from Escherichia coli and Saccharomyces cerevisiae.

Conclusion: The additional information provided by replicate gene expression measurements is a valuable asset in effective clustering. Gene expression profiles with high errors, as determined from repeat measurements, may be unreliable and may associate with different clusters, whereas gene expression profiles with low errors can be clustered with higher specificity. Results indicate that including error information from repeat gene expression measurements can lead to significant improvements in clustering accuracy.

Background

The maturation of microarray technology in recent years has provided researchers with large amounts of gene expression data requiring computational analysis. One approach which has proven useful in elucidating trends in this data is clustering, an algorithmic technique for parti-
tioning genes into groups which evince similar expression patterns. Since most formulations of clustering problems are NP-hard, clustering algorithms tend to focus on approximation methods. For example, hierarchical clustering [1], k-means [2], graph-theoretic approaches [3], and self-organizing maps [4] are examples of heuristically motivated clustering methods which have been applied to gene expression data. As an alternative, model-based clustering methods assume that the expression data can be modelled by a set of distributions [5,6], most commonly as a finite mixture of multivariate Gaussian distributions [7-10]. The abovementioned clustering methods are generally unsupervised, and they can be distinguished from supervised classification of gene expression data, which occurs when clusters or groups are known for some subset of gene expression data, and the known examples can be used as training data. Examples of supervised classification techniques include multilayer perceptrons [11] and support vector machines [12]. Model-based approaches have also been applied in the context of supervised classification [13]. In this study, we focus on the problem of unsupervised clustering, as true classes for gene expression patterns are rarely known a priori.

The clustering approach proposed in this study is most closely related to the k-means algorithm. In the statistics and machine learning literature, k-means is one of the most popular clustering methods, in part because of its efficiency, and consequently, a wealth of research has investigated extensions to the algorithm. For example, semi-supervised versions of k-means which incorporate background knowledge into the algorithm have been studied [14,15]. Methods for choosing the initial seeds or starting points for the algorithm have also proven successful [16,17]. While k-means can be formulated as minimizing a sum-of-squares function, reformulations have been investigated which allow more effective searches for function minima [18,19]. Also, variations of pairwise distance measures, which are employed by the algorithm, have been studied [20].

In the process of partitioning genes into groups, most clustering approaches, either explicitly or implicitly, calculate pairwise distances or similarities between pairs of gene expression profiles. For researchers interested in applying clustering techniques to gene expression data, often the choice of pairwise distance (or similarity) measure is as important as the choice of clustering approach. The two most common measures for gene expression data are Euclidean distance and Pearson correlation [21]. While correlation is a similarity measure rather than a distance measure, it can be converted to a dissimilarity measure (i.e., distance measure) through a straightforward transformation. The Euclidean distance between two gene expression profiles reflects the magnitude of difference between the profiles, whereas the correlation of two profiles reflects the similarity in shape, or pattern, between the profiles. Consequently, the correlation measure is invariant to linear transformations in gene expression patterns. Gibbons and Roth compared these two measures and found that correlation performed best on non-ratio based gene expression data, whereas Euclidean distance performed best on ratio-based gene expression data [21]. These researchers suggested that Euclidean distance outperforms correlation on ratio-based data because ratio-based data are generally log-transformed, thereby equalizing up and down regulation effects and compressing the scale of variation. In the algorithm proposed in this study, we employ a measure which, in the general case, accounts for linear transformations in the data, analogous to correlation. The proposed algorithm can also cluster based on Euclidean distance, as a special case of the general distance measure.

One of the main challenges for all of the clustering techniques, regardless of the pairwise distance measure, is the substantial noise in the underlying data sets [22,23]. Expression measurements from microarray experiments can range dramatically in their accuracy and reproducibility [24-26]. Even the best clustering methods are unlikely to provide meaningful results if too much of the data is unreliable. In recent years, there has been a wealth of work done on statistical analysis of gene expression data, including selecting sets of relevant features or genes [27-29], modelling errors and uncertainty in array measurements [30-33], and investigating the effects of repeat experiments on accuracy and reproducibility of expression data [34,35], to name a few. With increasing emphasis on modelling error information in gene expression data, researchers are designing more experiments with repeat gene expression measurements. One of the challenges, then, is to incorporate measurement error information into downstream analyses of gene expression data, such as clustering.

An area related to the use of error information in clustering is the use of error information in identifying differentially expressed genes. Given the expression levels for a set of genes in two different tissues or at two different time points, we may ask which genes in the set are differentially expressed under the two conditions. Several studies have incorporated error information, as derived from replicated gene expression measurements, into methods for identifying differentially expressed genes [36-40]. In general, these approaches conduct a hypothesis test for each gene, and then correct for multiple tests. Often, these methods are variations of a t-test, and they differ primarily in their estimation of the variance.
We are concerned with a somewhat different problem in this study, namely how error information, as determined from repeat gene expression measurements, can improve traditional clustering techniques. Previously, the incorporation of error information into clustering algorithms has been investigated in the context of model-based clustering. Medvedovic and Sivaganesan [41] proposed a mixture model for clustering gene expression data with error information. While, initially, the mixture model assumed that expression measurement errors for each gene were homogeneous across experiments, the model has been extended to include different error estimates across the experiments [10,42]. One of the advantages of the mixture model is the generality of the model, which enables its applicability for a range of data sets [42]. However, the model generality comes at the price of having many parameters necessitating estimation. For instance, to estimate a covariance matrix for each of $k$ mixture components (i.e., clusters), $k^2m^2$ parameters must be determined, where $m$ is the number of experiment conditions. In addition, the model does not currently account for linear transformations of gene expression profiles. In other words, the model considers the magnitude of gene expression profiles (analogous to Euclidean distance) but not the pattern (or shape) of gene expression profiles (analogous to correlation). In contrast, the approach proposed in this study, CORE, is a heuristic algorithm which performs clustering based on the pattern of gene expression profiles.

Rather than evolve a clustering algorithm to incorporate error information, as is proposed in this study, an alternative approach for including error information is to modify the input to standard clustering methods. Since many clustering algorithms take as input a matrix of pairwise similarities (or distances) between all pairs of gene expression profiles, the pairwise similarity matrix may be modified to include error information. This approach has the advantage of utilizing traditional clustering algorithms, such as hierarchical clustering, $k$-means, and self-organizing maps, without modification.

In an early study, Hughes et al. [43] estimate the errors of gene expression measurements for their yeast compendium data set using, in part, replicate assays. The authors then incorporate these error estimates as they calculate a weighted similarity (analogous to a correlation coefficient) of each gene's expression pattern with every other gene's expression pattern. The correlation calculation is weighted based on the estimated errors of the gene expression measurements. The result is an $n \times n$ similarity matrix, where $n$ is the number of genes to be clustered. Each entry in the matrix corresponds to an error-weighted similarity measure between two genes. The matrix is then input into a hierarchical clustering algorithm. Thus, the authors do not alter their clustering algorithm to include the error information, but rather they modify their pairwise similarity measure. Other approaches [42,44], more recently, have employed error-weighted similarity measures based on replicate expression assays in their clustering applications. Again, traditional clustering algorithms are used, but the input to the algorithms – an $n \times n$ similarity matrix for $n$ gene expression profiles – is calculated using an error-weighted similarity measure as opposed to traditional Euclidean distances or correlation coefficients.

The error-weighted similarity is useful because it represents a single measure for each pair of genes, based on both error information and gene expression values, which can be input into existing clustering methods. However, as we demonstrate in our results, the approach is problematic in two respects. Firstly, because expression measurements and the resulting error estimates are reduced to a pairwise similarity matrix before being input into a clustering algorithm, some error information is lost. In particular, the approach captures the relative error between different experiment measurements when calculating similarity of genes, but it does not capture the absolute measurement errors between genes. In other words, it captures experiment specific noise but not gene specific noise. Gene specific errors may be the result of various biases in microarray assays, such as sequences hybridizing with different affinities or mRNAs exhibiting different levels of stability or rates of degradation. Secondly, and more importantly, the error-weighted similarity measure is not a true measure of gene expression correlation, i.e., it does not necessarily capture similarity between gene expression profiles. Rather, it represents the similarity between ratios of expression level to estimated error. Generally, gene expression profiles (i.e., genes with similar expression patterns) are the desired targets of clustering applications, not ratios of expression to error, which have no clear biological interpretation.

We present the clustering algorithm, CORE (Clustering of Repeat Expression data), a clustering approach akin to $k$-means clustering with measurement error information included intrinsically. Using repeat expression measurements, a single surrogate expression value is calculated for each gene in each experiment condition, and the error is estimated for each of these surrogate gene expression values. This error information is then incorporated into the clustering model, enabling CORE to capture much of the noise in the underlying data sets, both from experiment biases and gene biases. A higher weight is placed on reliable expression measurements and less weight is placed on unreliable expression measurements when clustering. By identifying and down-weighting noisy measurements, more accurate clusterings are achieved. The performance of CORE is validated using statistical measures, and clus-
tering results are presented for synthetic expression data sets as well as real gene expression data from *Escherichia coli* and *Saccharomyces cerevisiae*. All data as well as supplementary information is available at the website, http://cs.wellesley.edu/~btjaden/CORE.

### Results and discussion

#### Error models

As microarray assays increasingly are performed with replicate experiments or replicate spots per gene on each array, our ability to capture standard error information associated with each measured expression value in each condition is also improving [31,45,46]. Incorporating this error information can improve the effectiveness of clustering analysis [47]. For instance, consider the expression profiles for four genes (g1, g2, g3, and g4) where the expression measurements for two of the genes (g1 and g2) have very low error and the expression measurements for the other two genes (g3 and g4) have higher absolute error, as in Fig. (1). If g1 and g3 have identical expression profiles and g2 and g4 have identical expression profiles then most clustering algorithms will calculate the same distance or similarity (assuming Euclidean distance or correlation similarity) for g1 and g2 as for g3 and g4 because most clustering algorithms do not incorporate error information about expression measurements. Even in the case of the previously discussed error-weighted similarity measure [42-44], the similarity between the two pairs of genes in Fig. (1) is identical because the gene pairs have the same relative errors across experiments.

In general, the previously proposed error-weighted similarity measure is problematic because it is not a true measure of correlation between gene expression patterns. An error-weighted similarity measure for two genes x and y across m experiments (i.e., components) has been described as

\[
\rho_{xy} = \frac{\sum_{j=1}^{m} \frac{g_{xy} - \mu_x}{\sigma_{xy}} \frac{g_{xy} - \mu_y}{\sigma_{xy}}}{\left(\sum_{j=1}^{m} \frac{g_{xy} - \mu_x}{\sigma_{xy}}\right)^{1/2} \left(\sum_{j=1}^{m} \frac{g_{xy} - \mu_y}{\sigma_{xy}}\right)^{1/2}}, \quad \text{where } \mu_i = \frac{\sum_{j=1}^{m} g_{ij}}{m} \tag{1}
\]

where \(g_{ij}\) is the estimated expression of gene i in experiment j and \(\sigma_{ij}\) is its associated error [42-44]. As Fig. (2) illustrates, this similarity measure can be problematic because it does not necessarily capture similarity between gene expression patterns, i.e., correlation. Using the error-weighted similarity measure in Eq. (1), two genes' expression values may fall along a straight line through the origin (be perfectly correlated), but they may have an error-weighted correlation of less than 1.0 (the error-weighted correlation is 0.79 for the gene pair in Fig. (2a)). Alternatively, two genes’ expression values may not fall along a straight line (may not be perfectly correlated), yet they may have an error-weighted correlation of 1.0, as in Fig. (2b). This problem is due to the fact that the weighted correlation formula does not compute the correlation of a two-dimensional data distribution (which would have to
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**Figure 1**

**Scatter plots of gene expression profiles.** (a) A scatter plot of the expression profiles for 2 genes (with 6 components) with standard errors indicated. (b) A scatter plot of the expression profiles for 2 genes (with 6 components) identical to the expression profiles in (a), but with higher standard errors. The gene pairs in (a) and (b) have identical Euclidean distances, identical correlation coefficients, and identical error-weighted similarity. However, in the CORE clustering algorithm, genes whose expression measurements have higher error (g3 or g4) provide less information about which cluster the gene belongs to, and the gene makes less of a contribution toward the calculation of clustering parameters.
assign a single weight to each \((x, y)\) pair). Instead of computing a weighted correlation between expression levels, it computes a correlation between ratios of expression level to standard error, leading to a correlation number that does not necessarily represent similarity of expression pattern, as illustrated in Fig. (2).

In order to avoid these pitfalls, we incorporate error information into our clustering model intrinsically. Intuitively, if a gene's expression measurements have very high error then the gene expression profile provides little information about which cluster it belongs to, and the gene should make very little contribution to clustering calculations. Inversely, if a gene's expression measurements have very low error then we may have greater confidence in the gene's expression profile, and the gene should make a greater contribution to the clustering. As an example, in the limit as the error approaches infinity, a gene's expression measurement is equally likely to take any value, i.e., it is equally likely to belong to any cluster. In order to account for this variability in measurements, the assignment of a gene to a cluster is determined as a function not only of the distance between the gene and cluster but also of the standard errors of the gene's expression measurements. Further, different experiments may result in different levels of measurement error for a given gene. Since the proposed approach considers the error for each gene in each experiment, noisy coordinates of a gene's expression profile can be identified and the clustering contribution of these coordinates can be downweighted accordingly. This approach reduces the weight of noisy expression measurements so that CORE is less sensitive to the uncertainty and error which is common in array experiments.

**Clustering model**

Suppose we have gene expression values for \(n\) genes over \(m\) conditions, and each one of these \(n \times m\) values has an associated error, calculated from replicate assays. In the most straightforward strategy, each gene expression value may be determined as the mean over repeat measurements, and the associated error may be the sample standard error over the repeat measurements. A number of alternative strategies exist for estimating expression values and errors which can capture various statistical properties of the experiments [31,32,45]. The proposed clustering algorithm is an extension of the \(k\)-means heuristic. As a frame of reference, the \(k\)-means algorithm is a special case of the finite mixture model where the \(k\) underlying prob-
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**Figure 2**

**Error-weighted similarity examples.** The figures (A) and (B) depict examples when error-weighted similarity (Eq. (1) in the text) is problematic as a correlation measure. (A) A scatter plot of the expression profiles for two genes \(g_5\) and \(g_6\) (with 3 components), \(g_5 = (100, 300, 400)\) and \(g_6 = (100, 300, 400)\). The plotted expression profiles fall exactly on a straight line, however the error-weighted similarity \(\hat{\rho}_{5,6}\) for these genes is only 0.79 when \(\sigma_5 = (10, 15, 50)\) and \(\sigma_6 = (30, 50, 15)\). (B) A scatter plot of the expression profiles for two genes \(g_7\) and \(g_8\) (with 3 components), \(g_7 = (100, 300, 400)\) and \(g_8 = (100, 400, 300)\). The plotted expression profiles do not fall on a straight line, however the error-weighted similarity \(\hat{\rho}_{7,8}\) for these genes is 1.0 when \(\sigma_1 = (20, 20, 50)\) and \(\sigma_8 = (20, 50, 20)\).
ability distributions are assumed to be Gaussians, all with equal variance and uniform prior probabilities [48,49]. In the proposed approach, each cluster is modelled by a set of parameters describing an expression profile over \( m \) coordinates for the cluster. The algorithm for clustering iterates between two alternating steps. In the first step, model parameters are estimated for each cluster conditioned on the set of genes assigned to the cluster. In the second step, cluster assignments for each gene are determined conditioned on the clusters’ model parameters. In each step, the parameter estimations are a function of both gene expression values and their corresponding measurement errors.

**Linear transformation**

The model assumes that each gene’s observed expression pattern is generated from one of the \( k \) expression profiles, with a linear transformation that involves multiplicative scaling and/or additive translation of an observation. In common practice, the expression profiles for two genes are considered to be the same (i.e., have a pairwise distance of zero) if the profiles are linear transformations of each other. The Pearson correlation coefficient is often used as a measure of pairwise similarity between two expression profiles in traditional clustering approaches precisely because it accounts for linear transformations between profiles (i.e., two expression profiles which are linear transformations of each other are perfectly correlated). Alternatively, if Euclidean distance is used as a pairwise distance metric, appropriate normalization of Euclidean pairwise distances will account for linear transformations (i.e., the distance will be zero between two expression profiles which are linear transformations of each other). However, as described above, error information is lost when correlation (or normalized Euclidean distance) is calculated ab initio. Thus, the proposed algorithm does not calculate pairwise similarities (or distances) between expression profiles. In order to retain error information about each gene in each experiment, linear transformations are accounted for within the clustering algorithm so that error information is not lost. For each gene, two parameters, \( \beta \) and \( \gamma \), are used which explicitly model multiplicative scaling and additive translation respectively. To illustrate the idea of linear transformations, Fig. (3) shows the expression profiles for four genes, \( g_w \), \( g_x \), \( g_y \), and \( g_z \) across six experiments. The expression profiles for \( g_w \) and \( g_x \) have different shapes, but they are the closest pair in terms of Euclidean distance. In contrast, the expression profile for \( g_x \) is a translated version (\( \beta = 1 \), \( \gamma = 0 \)) of that for \( g_w \). Thus, the three expression profiles, \( g_w \), \( g_x \), and \( g_z \), have the same shape, and all three are perfectly correlated, i.e., have a distance of zero from each other in the CORE algorithm. In contrast, the profiles for \( g_w \) and \( g_z \) have different shapes but are the closest in terms of Euclidean distance.

**Clustering formalism**

Let \( g_{ij} \) be the expression value for gene \( i \) in experiment \( j \), and let \( \sigma_{ij} \) be the standard error corresponding to this expression value as determined from repeat measurements. Then the expression profile of a gene \( i \), generated from a cluster with profile \( \alpha = (\alpha_1, \ldots, \alpha_m) \), is described as

\[
g_{ij} = \beta\alpha_j + \gamma + \epsilon_{ij} \quad (2)
\]

where \( \epsilon_{ij} \) are independent error terms with mean 0 and variance \( \sigma_{ij}^2 \). Here, \( \beta \) is the scaling factor and \( \gamma \) is the translation factor of gene \( i \). The variability may be stabilized by dividing by \( \sigma_{ij} \) to obtain

\[
\frac{g_{ij}}{\sigma_{ij}} = \frac{\beta\alpha_j}{\sigma_{ij}} + \frac{\gamma}{\sigma_{ij}} + \frac{\epsilon_{ij}}{\sigma_{ij}} \quad (3)
\]

Hence the error terms

**Figure 3**

**Transformed gene expression profiles.** Four gene expression profiles across six experiments are depicted. The CORE algorithm uses two parameters, \( \beta \) and \( \gamma \), for each gene to reflect linear transformations of a gene’s expression profile. The parameter \( \beta \) represents multiplicative scaling and the parameter \( \gamma \) represents additive translation. In the figure, the expression profile for \( g_y \) is a translated version (\( \beta = 1 \), \( \gamma = -1 \)) of the profile for \( g_w \), and the profile for \( g_x \) is a scaled version (\( \beta = 2 \), \( \gamma = 0 \)) of that for \( g_w \). Thus, the three expression profiles, \( g_w \), \( g_x \), and \( g_z \), have the same shape, and all three are perfectly correlated, i.e., have a distance of zero from each other in the CORE algorithm. In contrast, the profiles for \( g_w \) and \( g_z \) have different shapes but are the closest in terms of Euclidean distance.
**CORE** $(n, m, k, G, S)$

- $n$: number of genes
- $m$: number of experiments
- $k$: number of clusters
- $G$: $n \times m$ expression matrix, where $g_{ij}$ is the mean expression of gene $i$ in experiment $j$
- $S$: $n \times m$ error matrix, where $\sigma_{ij}$ is the measurement error of gene $i$ in experiment $j$

**Initialize**: Assign each gene to one of the $k$ clusters uniformly at random.

$$x = 1 \quad \Delta(0) = \infty \quad \Delta(1) = \sum_{i=1}^{n} \sum_{j=1}^{m} \left( \frac{g_{ij}}{\sigma_{ij}} \right)^2$$

**Repeat** while $(\Delta(x-1) - \Delta(x)) > \text{threshold}$

1. For each cluster $C$
   - Set $\alpha$ to be the mean of all gene expression vectors assigned to the cluster $C$.
   - Repeat until convergence
     - Conditioned on the parameters $\alpha$ for each cluster, for each gene $i$ assigned to the cluster $C$, calculate $\beta_i$ and $\gamma_i$ which minimizes
       $$\min \sum_{j=1}^{m} \left[ \frac{g_{ij} - (\beta_i \alpha_j + \gamma_i)}{\sigma_{ij}} \right]^2$$
     - Conditioned on $\beta_i$ and $\gamma_i$ for each gene $i$ assigned to the cluster $C$, calculate $\alpha$ which minimizes
       $$\sum_{i \in C} \sum_{j=1}^{m} \left[ \frac{g_{ij} - (\beta_i \alpha_j + \gamma_i)}{\sigma_{ij}} \right]^2$$

2. Conditioned on the parameters $\alpha$ for each cluster, calculate the distance of gene $i$ to each of the clusters as
   $$\min_{\beta, \gamma} \sum_{j=1}^{m} \left[ \frac{g_{ij} - (\beta_i \alpha_j + \gamma_i)}{\sigma_{ij}} \right]^2$$
   - Assign each gene to its closest cluster.
   - Assign $\delta_i$ to be the distance of gene $i$ to its closest cluster profile.
   - $x = x + 1$
   - Calculate the sum of distances from each gene to its closest cluster profile in iteration $x$ as
     $$\Delta(x) = \sum_{i=1}^{n} \delta_i$$

**Figure 4**

**CORE algorithm.** The figure provides a description of the CORE algorithm.
have mean 0 and variance 1. Thus, the distance from gene i to a profile \( \alpha \) is given by

\[
\min_{\beta, \gamma} \sum_{j=1}^{m} \left( \frac{g_{ij} - (\beta \alpha_j + \gamma_i)}{\sigma_{ij}} \right)^2
\]

which is equivalent to maximum likelihood estimation for independent \( \xi_i \) assuming that they are normally distributed, a reasonable assumption based on previous studies [7,45]. Similarly, given a set of genes assigned to \( \alpha \) cluster \( C \), the cluster profile \( \alpha \) for \( C \) can be determined by

\[
\arg \min_{(\alpha_1, \alpha_2, ..., \alpha_m)} \left\{ \sum_{i \in C} \sum_{j=1}^{m} \left( \frac{g_{ij} - (\beta \alpha_j + \gamma_i)}{\sigma_{ij}} \right)^2 \right\}
\]

The objective of the algorithm is to determine \( k \) clusters such that the sum of distances from each gene to its closest cluster profile is minimized. If \( \delta_i \) is the distance of gene \( i \) to its closest cluster profile, then the objective function \( \Delta \) is given by

\[
\Delta = \sum_{i=1}^{n} \delta_i
\]

The algorithm is a gradient descent procedure which iterates two steps until a locally optimal clustering based on previous studies [7,45]. First, parameters are estimated for each cluster (Exp. (6)), and then each gene is assigned to its closest cluster (minimizing Exp. (5) over all clusters). In the former step, the model parameters of each cluster and the transformation parameters for each gene are simultaneously estimated. A description of the algorithm is given in Fig. (4). The runtime of each iteration is linear in the size of the input (i.e., proportional to \( n \times m \)), and for large data sets (10,000 genes assayed over 100 experiments), the algorithm runs in a matter of seconds on standard desktop computers.

**Measure of performance**

Following the convention of Yeung et al. [7], we use the term cluster to mean a partition of genes predicted by the algorithm. We use the term class to denote a partition of genes which are known to group together by some external evaluation criteria. Under this framework, the accuracy of a particular clustering can be validated against external evaluation criteria, using a metric such as the Rand index [51]. \( R \). The Rand index also serves as a measure for the consistency of two different clusterings of the same data set. While the expected value of the Rand index for two random clusterings does not take a constant value, the adjusted Rand index [52], \( R_a \), provides a metric for comparing two clustering results which is designed to correct for the presence of chance agreement in clusterings. Assuming the generalized hypergeometric distribution as the model of randomness, the expected value of \( R_a \) for two random clusterings is 0. The adjusted Rand index is used to assess the performance of the proposed clustering approach. Earlier studies which compared various statistical measures to validate clustering results [7,53,54] suggest that the adjusted Rand index \( R_a \) is one of the best measures of cluster validation.

**Validating clustering results**

To test the effectiveness of the approach, we implemented the algorithm and ran it on both synthetic and real data sets. For all data sets, the clustering algorithm was applied both with the CORE error model, where errors are estimated for each gene expression value in each experiment, as well as with a uniform error model. The uniform error model represents the case when all expression measurements are assumed to have the same error, as in the case of traditional clustering approaches. The actual value of the measurement error in the distribution model is important (except for its effect on the constant cluster, as described in Methods) as long as the value is positive and constant, since it is effectively normalized across all genes in all experiments. In addition to the uniform error model, two other alternatives to the CORE model were considered. First, the pairwise Euclidean distance, rather than the linearly transformed pairwise distance, was employed. To calculate the Euclidean distance between expression profiles, the CORE algorithm sets the linear transformation parameters, \( \beta \) and \( \gamma \) to fixed values of 1 and 0, respectively, rather than estimating these two parameters. Second, the error-weighted similarity measure was used. The error-weighted similarity measure between expression profiles is calculated by the CORE algorithm using Equation (1). For both synthetic and real data sets, all four variations (CORE error, uniform error, Euclidean distance, error-weighted similarity) were compared.

The first synthetic data set corresponds to normally distributed repeat measurements. The number of genes, the number of experiments, the number of replicates, and the errors are all chosen to approximate the E. coli data set described below. Synthetic expression data are generated from normal distributions (as described in Methods) for \( n = 1000 \) genes over \( m = 50 \) experiments with \( \sigma = 14 \) degrees of freedom (corresponding to 15 measurements per gene in each experiment as in the E. coli gene expression data sets) and scaling parameter \( \tau = 0.1 \) (as defined in Exp. (9)). For a given number of clusters, 100 trials of generating and clustering synthetic data are conducted, and
the average over the 100 trials is calculated. Each synthetic data set is clustered both with the CORE error model as well as with a uniform error model. As the receiver operating characteristic (ROC) curve shows in Fig. (5a), the CORE error model consistently outperforms the uniform error model as the number of clusters is varied from 20 to 200. Here, the number of clusters equals the number of classes at each point on the curve. The ordinate in Figure 5 represents the sensitivity as the number of clusters is varied and the abscissa represents the false negative rate (i.e., 1.0 - specificity). Similarly, in Fig. (6a), synthetic data is generated (as described in Methods) for \( n = 1000 \) genes over \( m = 50 \) experiments with \( \omega = 14 \) degrees of freedom and scaling parameter \( \tau = 0.1 \) (Exp. (9)). Here, the number of classes is fixed at 50 and the number of clusters is varied up to 200. In addition to the uniform error model, the CORE model is evaluated using a Euclidean distance measure and using an error-weighted similarity measure. For this data set, the CORE model outperforms the other three. The poor performance of the Euclidean distance measure, in this example, is unsurprising since each synthetic expression profile is generated as a linear transformation of a cluster profile \( a \), and the Euclidean distance does not account for linear transformations between profiles.

The second synthetic data set corresponds to periodic time-series measurements. The number of genes, the number of experiments, the number of replicates, and the errors are all chosen to approximate the \( S. \) cerevisiae (yeast) data set described below. Synthetic expression data are generated from sine waves (as described in Methods) for \( n = 200 \) genes over \( m = 20 \) experiments with \( \omega = 3 \) degrees of freedom (corresponding to 4 measurements per gene in each experiment as in the yeast gene expression data sets) and scaling parameter \( \tau = 0.1 \) (as defined in Exp. (9)). For a given number of clusters, 100 trials of generating and clustering synthetic data are conducted, and the average over the 100 trials is calculated. Each synthetic data set is clustered both with the CORE error model as well as with a uniform error model. The ROC curve in Fig. (5b) shows that the CORE error model outperforms the uniform error model as the number of clusters is varied from 2 to 20. Here, the number of clusters equals the number of classes at each point on the curve. Similarly, in Fig. (6b), synthetic data is generated (as described in Methods) for \( n = 200 \) genes over \( m = 20 \) experiments with \( \omega = 3 \) degrees of freedom and scaling parameter \( \tau = 0.1 \) (Exp. (9)). The number of classes is fixed at 4 and the number of clusters is varied up to 20. Again, the CORE model outperforms the others. The poor performance of the Euclidean distance measure is explained by the fact that synthetic expression profiles were generated as linear transformations of cluster profiles, and the Euclidean distance does not account for such linear transformations.

For a set of \( E. \) coli gene expression data, the clustering approach was validated using 904 genes which have been
experimentally verified as belonging to multi-gene operons [55,56]. The expression of each gene in each experiment was measured by 15 probes. These genes belong to 275 operons and serve as a reasonable external standard under the assumption that genes belonging to the same operon should be co-regulated and should belong to the same class. Admittedly, this standard is imperfect. Different operons may be co-regulated leading to an exaggerated number of false positive classifications. Additionally, genes belonging to the same operon may be co-transcribed and co-regulated under some conditions and individually regulated and transcribed under other conditions, thereby inflating the number of false negatives. Nonetheless, we find polycistronic mRNAs to be an excellent overall indication of genes with similar expression patterns, i.e., genes which should cluster together.
Fig. (6c) illustrates the results of clustering the set of *E. coli* genes, varying the number of clusters up to 800. For this data set, the CORE model has the best performance.

As a final validation, the clustering approach was applied to a set of yeast expression data [57]. The data consists of expression measurements for 205 genes involved in galactose utilization (GAL) in *Saccharomyces cerevisiae*. Gene expression was measured with 4 replicate assays across 20 experimental conditions (20 perturbations in the GAL pathway). Each of the 205 genes has been annotated as corresponding to one of four functional classifications in the gene ontology [58]. These functional classifications serve as an external standard of classification. It is worth noting that this data set has been clustered previously [10, 42]. Fig. (6d) illustrates the results of clustering the set of yeast genes using the CORE algorithm, varying the number of clusters up to 20. For this data set, the Euclidean distance measure outperforms the CORE model. Indeed, these results are consistent with those obtained in a previous study [21], namely that for particular gene expression data sets, Euclidean distance serves as a better measure, when clustering, than correlation or other measures which capture linear transformations in the data. The data sets for which the Euclidean distance may be the most appropriate measure are ratio-based gene expression data, such as the abovementioned yeast expression data (obtained from two-channel cDNA microarray experiments). In contrast, for non-ratio based gene expression data, such as the abovementioned *E. coli* expression data (obtained from single channel microarray experiments), linear transformation measures have been reported to outperform Euclidean distance measures in clustering applications [21]. In support of these findings, Fig. (6c), which is based on non-ratio style data from Affymetrix oligonucleotide array experiments, shows that the linear transformation measure outperforms the Euclidean distance measure for the single channel data set.

In all cases above, the performance of the CORE error model dominates that of the uniform error model and the error-weighted similarity measure. These results are consistent with previous work which compared the effectiveness of the error-weighted similarity measure in clustering [42]. Further investigation of these results confirmed our expectations about the model, namely that genes whose expression measurements have high error could not be assigned to clusters reliably. For these high-error genes, the distribution of distances from the gene to each cluster is relatively flat, i.e., a high error gene has nearly uniform probability of being generated from each cluster. As a result, the noisy measurements contribute less to the clustering. Since the approach considers the error for each gene in each experiment, noisy coordinates could be identified in a given gene's expression profile (i.e., for each gene, experiments which result in higher expression measurement error). As detailed in the algorithm, the less reliable experiments contributed less to the clustering calculations. As shown in the results, this additional error information leads to improvements in clustering accuracy.

### Choosing the number of clusters

One of the challenges with many clustering applications is determining the correct number of clusters (i.e., the choice for the parameter *k*). The problem of choosing an appropriate number of clusters for a given data set has been reviewed by Milligan and Cooper [59] and by Gordon [60]. Several heuristics have been developed for various clustering approaches, such as the gap statistic [61] which is commonly used for heuristic clustering methods and the BIC (Bayesian Information Criterion) [62] which is commonly used for model-based methods [63, 64]. The gap statistic, which compares the change in within-cluster dispersion with that expected under an appropriate reference null distribution, has been used previously with *k*-means type algorithms on gene expression data sets [61], and consequently, we demonstrate that it is a useful guide to selecting an appropriate number of clusters in the context of the CORE algorithm presented in this study.

Fig. (7) shows the results of calculating the gap statistic for different numbers of clusters using the CORE algorithm for each of the four data sets. The gap statistic depends on an appropriate reference null distribution, which is generated here as described in previous work [61]. In summary, for each experimental condition, each simulated gene expression measurement from the reference distribution is generated uniformly over the range of observed values for that experimental condition. Each point along the curves in Fig. (7) represents a comparison between the within-cluster dispersion of the clustered data set, as determined by the CORE algorithm, and the average within-cluster dispersion of *B* = 100 samples of the clustered complete reference distribution, as determined by CORE. The error bars in the figure reflect the standard deviation of the gap statistic across the *B* reference distribution samples. It is important to note that the recommended value for the parameter *k* is not the point at which the gap statistic achieves its global maximum. Rather, it is the smallest number of clusters at which the gap statistic achieves a local maximum, after accounting for the error terms. Specifically, the recommended value for *k* is the smallest number of clusters, *i*, such that the gap statistic at *i* is greater than or equal to the gap statistic at *i* + 1, less the estimated error of the gap statistic at *i* + 1. The non-monotone behaviour of the gap statistic indicates clusters within larger well-separated clusters. For each of the four data sets, the gap statistic in Fig. (7) suggests a
value for the parameter $k$ which is close to the number of true classes in the data set.

**Conclusion**

As microarray technology matures, arrays are becoming cheaper and denser. In addition, a wealth of research on statistical analysis of gene expression data encourages researchers to consider error and uncertainty in their microarray experiments, so that experiments are being performed increasingly with repeat spots per gene per chip and with repeat experiments. The additional information provided by replicate gene expression measurements is a valuable asset in effective clustering. Gene expression profiles with high standard errors, as determined from repeat measurements, may be unreliable and may fit with many clusters, whereas gene expression pro-

---

**Figure 7**

*Gap statistic for estimating the number of clusters*. The figure shows the results of calculating the gap statistic for different numbers of clusters using the CORE algorithm for each of the four data sets. Each point along the curves represents a comparison between the within-cluster dispersion of the clustered data set, as determined by the CORE algorithm, and the average within-cluster dispersion of $B = 100$ samples of a clustered complete reference distribution, as determined by CORE. Generation of the reference distribution is described in the text. The error bars in the figure reflect the standard deviation of the gap statistic across the $B$ reference distribution samples. The recommended value for the parameter $k$ is the smallest number of clusters, $i$, such that the gap statistic at $i$ is greater than or equal to the gap statistic at $i+1$, less the estimated error of the gap statistic at $i+1$. (A) For normally distributed synthetic data generated from 50 classes, the gap statistic suggests a parameter value of $k = 60$. (B) For periodic time series synthetic data generated from 4 classes, the gap statistic suggests a parameter value of $k = 4$. (C) For 904 E. coli genes belonging to 275 multi-gene operons, the gap statistic suggests a parameter value of $k = 260$. (D) For 205 yeast genes which have each been annotated with one of four functional classifications, the gap statistic suggests a parameter value of $k = 5$. For each of the four data sets, the gap statistic suggests a value for the parameter $k$ which is close to the number of true classes in the data set.
files with low standard errors can be clustered with higher specificity. A novel clustering approach (CORE) is presented which incorporates measurement error information for gene expression data. The performance of CORE is validated using statistical measures on both synthetic and real gene expression data sets. The results indicate that the inclusion of error information can lead to significant improvements in clustering accuracy as well as decreased sensitivity to noise in the underlying data. All results, as well as the expression data sets are available as supplemental material.

Methods
Non-differentially expressed genes
Throughout a set of gene expression experiments, a substantial number of genes may display nearly constant expression patterns across all conditions. Often this is the result of the genes’ lack of differential expression under the assayed conditions. In particular, at very low expression levels, the ratio of measurement error to expression value is relatively high. However, since most clustering approaches use expression patterns (direction and shape as opposed to magnitude) to cluster, these non-differentially expressed genes with proportionally high error can heavily bias clustering results. To account for these genes, a preprocessing phase is performed of removing any genes demonstrating constant expression across the assayed conditions. In particular, at very low expression levels, the ratio of measurement error to expression value is relatively high. However, since most clustering approaches use expression patterns (direction and shape as opposed to magnitude) to cluster, these non-differentially expressed genes with proportionally high error can heavily bias clustering results. To account for these genes, a preprocessing phase is performed of removing any genes demonstrating constant expression across the assayed experiments. These genes are identified by calculating, for each gene, the distance of its expression profile from a constant expression pattern

$$\min_{\gamma} \sum_{i=1}^{n} \left( \frac{g_{ij} - \gamma_{i}}{\sigma_{ij}} \right)^2.$$  \hspace{1cm} (8)

Thus, a distribution is obtained, for the n genes, of the distance of the expression profiles from a constant expression pattern. By comparing this distribution to a Chi-squared distribution with m-dimensions of freedom, any genes whose expression patterns are sufficiently close to constant (below some threshold) can be identified and removed prior to clustering.

Data sets
Two types of data are used to assess the performance of the clustering approach. Synthetic data is useful because the classes from which each gene expression profile is generated are known exactly, and thus, the results can easily be assessed. Real expression data sets are more relevant, yet it is often difficult to assess these clustering results because there are limited external evaluation criteria for true classes of genes.

Synthetic expression data
Two methods are employed for generating synthetic expression data which capture much of the variability and error of real gene expression data. In the first method, an expression profile \(\alpha\) for each of \(k\) classes is initially generated. The expression profiles are vectors chosen uniformly at random from the unit hypercube in \(m\) dimensional space. For each of \(n\) genes, one of the \(k\) classes is randomly chosen, and using the expression profile \(\alpha\) for the chosen class, the expression value \(g_{ij}\) for gene \(i\) in experiment \(j\) is determined as \(g_{ij} = \beta_{i} \alpha_{i} + \gamma_{i} + \epsilon_{ij}\) where \(\beta_{i}\) and \(\gamma_{i}\) are chosen uniformly at random. The error \(\epsilon_{ij}\) is randomly selected from \(N(0, \sigma_{ij}^2)\). The standard error values \(\sigma_{ij}\) for each component \(j\) of \(g_{i}\) are chosen from the following Chi-squared distribution,

$$\chi^2 \sim \frac{1}{\omega} \chi^{2 \omega}$$  \hspace{1cm} (9)

where \(\omega\) indicates the degrees of freedom (corresponding to the number of repeat expression measurements per gene) and \(\tau\) is a scaling parameter. The Chi-squared distribution is an appropriate choice for independent error terms which are normally distributed.

In the second method, an expression profile \(\alpha\) for each of the \(k\) classes is generated such that the expression profiles emulate periodic time series data. For the \(z^{th}\) class, \(1 \leq z \leq k\), an expression profile \(\alpha(z)\) corresponding to a sine wave for the class is generated. Each class’s expression profile (i.e., sampled sine wave) is determined uniquely according to the following function \(\alpha(z) = \sin(2\pi*(z/k + 3j/m))\). The \(z/k\) term determines the unique shift (along the abscissa) of each sine function. Since \(j\) represents one of the \(m\) experiments, \(1 \leq j \leq m\), the term \(3j/m\) indicates that the experimental coordinates of the expression profile are sampled uniformly from the sine function over 3 periods. For each of \(n\) genes, one of the \(k\) classes is randomly chosen, and using the expression profile \(\alpha\) for the chosen class, the expression value \(g_{ij}\) for gene \(i\) in experiment \(j\) is determined as \(g_{ij} = \beta_{i} \alpha_{i} + \gamma_{i} + \epsilon_{ij}\) where \(\beta_{i}\) and \(\gamma_{i}\) are chosen uniformly at random. The error \(\epsilon_{ij}\) is randomly selected from \(N(0, \sigma_{ij}^2)\). The variances \(\sigma_{ij}^2\) for each component \(j\) of \(g_{i}\) are sampled from the inverse gamma distribution which approximates the error components of the yeast expression data set [57].
Real expression data

Two sets of real expression data are employed, one from Affymetrix oligonucleotide microarrays assaying expression of E. coli genes and the second from cDNA microarrays assaying expression of yeast genes. The first set of expression data consists of results from 55 experiments under a battery of different conditions [65-68]. Typically, each E. coli gene is assayed with 15 probes. A detailed description of the array design has been described elsewhere [65], and the raw data is available from a public repository [69]. The expression values and corresponding standard errors are calculated using the expectation-maximization approach of Li and Wong [31] and are available as supplemental material. This data set is appropriate for two reasons. First, the data contains repeat measurements for each gene, which provides standard error estimates. As researchers are placing increasing emphasis on designing reproducible array experiments with suitable error models, replicate measurements are becoming more common. Second, we develop an external evaluation criterion for this data set which allows validation of the clustering results. Developing evaluation metrics for clustering real expression data is often challenging because there is rarely a gold standard indicating which genes should cluster together and which genes should be in different clusters.

In order to validate the approach on the E. coli data, RegulonDB [55] and EcoCyc [56] were queried to identify 904 genes which have identifiable (non-constant) expression profiles and which have been experimentally verified as belonging to multi-gene operons. These genes belong to 275 operons and serve as a reasonable external standard under the assumption that genes expressed as part of the same polycistronic mRNA should be co-regulated and should belong to the same class.

The second set of data consists of expression measurements from 80 experiments corresponding to 20 perturbations of the galactose utilization pathway in Saccharomyces cerevisiae, assayed in quadruplicate [57]. Each of the yeast genes has been annotated as corresponding to one of four functional classifications in the gene ontology [58]. The functional classifications serve as the external standard of classification.

References

1. Eisen MB, Spellman PT, Brown PO, Botstein D: Cluster analysis and display of genome-wide expression patterns. Proc Natl Acad Sci USA 1998, 95(25):14863-14868.
2. Tavazoie S, Hughes JD, Campbell MJ, Cho RJ, Church GM: Systematic determination of genetic network architecture. Nat Genet 1999, 22(3):281-285.
3. Hartemink A, Eichler-Ewerts S, Lehrach H, Shamir R: An algorithm for clustering cDNAs for gene expression analysis. Proceedings for the Third Annual International Conference on Research in Computational Molecular Biology 1999:188-197.
4. Tamayo P, Slonim D, Mesirov J, Zhu Q, Kitareewan S, Dmitrovsky E, Lander ES, Golub TR: Interpreting patterns of gene expression with self-organizing maps: methods and application to hematopoietic differentiation. Proc Natl Acad Sci USA 1999, 96(6):2907-2912.
5. Dugapta A, Raftrey AE: Detecting features in spatial point processes with clutter via model-based clustering. Journal of the American Statistical Association 1998, 93:294-302.
6. Ramoni MF, Sebastiani P, Kohane IS: Cluster analysis of gene expression dynamics. Proc Natl Acad Sci USA 2001, 99:19121-19126.
7. Yeung KY, Fraley C, Murua A, Raftery AE, Ruzzo WL: Model-based clustering and data transformations for gene expression data. Bioinformatics 2001, 17(10):977-987.
8. McLachlan GJ, Bean RW, Peel D: A mixture model-based approach to the clustering of microarray expression data. Bioinformatics 2002, 18:413-422.
9. Ghosh D, Chinnaiyan AM: Mixture modeling of gene expression data from microarray experiments. Bioinformatics 2002, 18:275-286.
10. Medvedovic M, Yeung KY, Bumgarner RE: Bayesian Mixture Model Based Clustering of Replicated Microarray Data. Bioinformatics 2004, 20:1222-1232.
11. Mateos A, Dopazo J, Jansen R, Tu Y, Gerstein M, Stolovizky G: Systematic learning of gene functional classes from DNA array expression data by using multilayer perceptrons. Genome Res 2002, 12:1703-1715.
12. Brown MPS, Grundy WN, Lin D, Cristianini N, Sugnet C, Furey TS, Ares M, Haussler D: Knowledge-based analysis of microarray gene expression data using support vector machines. Proc Natl Acad Sci USA 2000, 97:262-267.
13. Qiu Y, Xu S: Supervised cluster analysis for microarray data based on multivariate Gaussian mixture. Bioinformatics 2004, 20(12):1905-1913.
14. Busa S, Bilenico M, Mooney RJ: A probabilistic framework for semi-supervised clustering. Proceedings of the Tenth ACM SIGKDD International Conference on Knowledge Discovery and Data Mining 2004:59-68.
15. Wagstaff K, Cardie C, Rogers S, Schrodi S: Constrained k-means clustering with background knowledge. Proceedings of the Eighteenth International Conference on Machine Learning 2001:577-584.
16. Basu S, Banerjee A, Mooney R: Semi-supervised clustering by seeding. Proceedings of the Eighteenth International Conference on Machine Learning 2002:19-26.
17. Bradley PS, Fayyad UM: Refining initial points for k-means clustering. Proceedings of the Eighteenth International Conference on Machine Learning 1998:91-99.
18. Girolami M: Mercer kernel based clustering in feature space. IEEE Transactions on Neural Networks 2002, 13(3):780-784.
19. Zha H, He X, Ding C, Gu M, Simon H: Spectral relaxation for k-means clustering. Advances in Neural Information Processing Systems 2001:1057-1064.
20. Dhillon I, Modha D: Concept decompositions for large sparse text data using clustering. Machine Learning Journal 2001, 42(1):143-175.
21. Gibbons FD, Roth FP: Judging the quality of gene expression-based clustering methods using gene annotation. Genome Res 2002, 12(10):1574-1581.
22. Tseng GS, Oh MK, Rohlin L, Liao JC, Wong WH: Issues in cDNA microarray analysis: quality filtering, channel normalization, models of variations and assessment of gene effects. Nucleic Acids Res 2001, 12:2549-2557.
23. Kuo WP, Jeness TK, Butte AJ, Ohno-Machado L, Kohane IS: Analysis of matched mRNA measurements from two different microarray technologies. Bioinformatics 2002, 18:405-412.
24. Brody JP, Williams BA, Wold BJ, Quake SR: Significance and statistical errors in the analysis of DNA microarray data. Proc Natl Acad Sci USA 2002, 99(20):12975-12978.
25. Coombes KR, Highsmith WE, Kroghmann TA, Baggerly KA, Stivers DN, Abruzzo LV: Identifying and quantifying sources of variation in microarray data using high-density CDNA membrane arrays. J Comput Biol 2002, 9(4):655-669.
26. McShane LM, Radmacher MD, Freidlin B, Yu R, Li MC, Simon R: Methods for assessing reproducibility of clustering patterns observed in analyses of microarray data. Bioinformatics 2002, 18(11):1462-1469.
27. Golub TR, Slonim DK, Tamayo P, Huard C, Gaasenbeek M, Mesirov JP, Coller H, Loh ML, Downing JR, Caligiuri MA, et al: Molecular classification of cancer: class discovery and class prediction
by gene expression monitoring. Science 1999, 286(5439):531-537.
28. Tusher VG, Tibshirani R, Chu G.: Statistical methods for identifying differentially expressed genes in replicated cDNA microarray experiments. Proc Natl Acad Sci USA 2001, 98:31-36.
29. Rocke D, Durbin B: A model for measurement error for gene expression arrays. J Comput Biol 2001, 8(4):557-569.
30. Tusher VG, Tibshirani R, Chu G: Significance analysis of microarrays applied to ionizing radiation response. Proc Natl Acad Sci USA 2001, 98:11537-11542.
31. Medvedovic M, Sivaganesan S: Bayesian infinite mixture model based clustering of gene expression profiles. Bioinformatics 2002, 18(9):1194-1206.
32. Yeung KY, Haynor DR, Ruzzo WL: Linear models for, gene expression microarray data. Technical Report No 329, Department of Statistics, University of Washington.
33. Magescu G, Saeed A, Sirota M, Mane S, O'Driscoll B, Wold B: Comparative microarray data analysis. Genome Biol 2003, 4(3):R34.
34. Hughes TR, Marton MJ, Jones AR, Roberts CJ, Stoughton R, Armour CD, Bennett HA, Coffey E, Dai H, He YD, et al.: Functional discovery via a compendium of expression profiles. Cell 2000, 102(1):109-126.
35. van't Veer LJ, Dai H, van der Vijver MJ, He YD, Hart AA, Mao M, Peterse HL, van der Kooi A, Marton MJ, Witteveen AT, et al.: Gene expression profiling predicts clinical outcome of breast cancer. Nature 2002, 415(6871):530-536.
36. Ideker T, Thorsson V, Siegel AF, Bondar R, Reimand J, Bittner ML, M. Trent JM.: Inference from clustering with application to gene-expression microarrays. J Comput Biol 2002, 9(3):215-219.
37. Bishop CM: Neural Networks for Pattern Recognition. Oxford University Press; 1995.
38. Dempster AP, Laird N, Rubin DB: Maximum likelihood from incomplete data via the EM algorithm. Journal of the Royal Statistical Society 1977, 39:1-38.
39. Selim SZ, Ismail MA: K-means type algorithms: a generalized convergence theorem and characterization of local optimality. IEEE Transactions On Pattern Analysis and Machine Intelligence 1984, 6:81-87.