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ABSTRACT In this work, we introduce an open-source suite of quantum application-oriented performance benchmarks that is designed to measure the effectiveness of quantum computing hardware at executing quantum applications. These benchmarks probe a quantum computer’s performance on various algorithms and small applications as the problem size is varied, by mapping out the fidelity of the results as a function of circuit width and depth using the framework of volumetric benchmarking. In addition to estimating the fidelity of results generated by quantum execution, the suite is designed to benchmark certain aspects of the execution pipeline in order to provide end users with a practical measure of both the quality of and the time to solution. Our methodology is constructed to anticipate advances in quantum computing hardware that are likely to emerge in the next five years. This benchmarking suite is designed to be readily accessible to a broad audience of users and provides benchmarks that correspond to many well-known quantum computing algorithms.

INDEX TERMS Algorithms, application benchmarks, benchmarking, benchmarks, quantum computing.

I. INTRODUCTION

Over the past decade, quantum computers have evolved from exploratory physics experiments into cloud-accessible hardware, heralding their transformation into early-stage commercial products. A broad audience of users has now begun to explore and interact with quantum computers, inspiring research into practical quantum algorithms [1] and garnering attention from the academic, government, and business communities. With recent demonstrations of quantum advantage [2], [3], it seems increasingly likely that quantum computers will someday outperform their classical counterparts for practically relevant tasks. Unlike contemporary classical computers, however, the information processing capabilities of current quantum computers are limited primarily by errors, not by their size or speed.

Quantum computers can experience a wide range of complex errors. Many of these errors result from noise in or miscalibrations of the lowest level components in the system—quantum gate operations and the qubits they act on. Component-level benchmarks and characterization protocols, such as randomized benchmarking [4], [5] or gate set tomography [6], can provide insight into the type and magnitude of these errors. These tools are critical for experimental efforts to improve hardware. But many users seeking to run an application on a quantum computer are not concerned with low-level details, but rather how likely their application is to execute successfully. Extrapolating low-level performance metrics to predict the performance of a specific application is challenging, and these extrapolations are often inaccurate [7], [8].

The limited predictive power of low-level performance metrics has contributed to an increasing focus on benchmarks that concisely and directly summarize the holistic performance of a quantum computer [8], [9], [10]. A notable
Quantum application-oriented performance benchmarks. The results of executing our quantum application-oriented performance benchmarking suite on a simulator of a noisy quantum computer, with results split into benchmarks based on three loose categories of algorithm: tutorial, subroutine, and functional. For each benchmark, circuits are run for a variety of problem sizes. This typically corresponds to the circuit’s width, i.e., the number of qubits it acts on, which here range from 2 to 12 qubits. The result fidelity, a measure of the result quality, is computed for each circuit execution, and is shown as a colored square positioned at the corresponding circuit’s width and normalized depth. Results for circuits of equal width and similar depth are averaged together. The results of the application-oriented benchmarks are shown on top of a “volumetric background” (grayscale squares). Here and throughout this article, except where stated, this volumetric background is a heuristic extrapolation of a device’s QV (here, 32) to predict the region in which a circuit’s result fidelity will be above 1/2 (the gray squares). Note that this extrapolation is not expected to always be accurate (see discussion in main text) but it is nevertheless useful. This is because any deviations between the performance of the algorithmic benchmarks and the prediction of the volumetric background signify that, for the processor in question, the performance of these algorithms is difficult to predict from the processor’s QV alone.

example is the quantum volume (QV) benchmark [10], which is designed to probe the effective useful size of a specific quantum computer and summarize it in one number: the QV. The QV has been widely adopted and reported by the community. However, due to the complexity of errors in quantum hardware, neither a device’s QV nor any other single metric is likely to accurately predict its performance on all applications [7], [8]. There is, thus, a pressing need for a diverse set of application-centric metrics and benchmarks that test the performance of quantum computers on practically relevant tasks. Such benchmarks will enable hardware developers to quantify their progress in commercially relevant ways, and will make it possible for end users to more accurately predict how the available hardware will perform on their application.

In this article, we introduce an extensible suite of quantum performance benchmarks that are application oriented. These benchmarks are designed to test quantum computers on a diverse range of tasks that are based on quantum computing applications and algorithms. Our suite complements other recent benchmarking methods [11], [12], [13], [14], [15], [16], [17] that use, e.g., small chemistry problems or basic quantum circuits as benchmarks. Demonstrated in Fig. 1, each benchmark in our suite is derived from an algorithm or application and specifies a scalable family of quantum circuits. The benchmark suite is intended to evaluate the capability of quantum hardware to successfully execute meaningful computational tasks, and to reflect likely use cases for quantum computers. The benchmarking suite is available as a public, open-source repository with extensive documentation [18]. Validated implementations of our benchmarks are supplied in multiple common quantum programming languages, including Qiskit [19], Cirq [20], Braket [21], and Q# [22], and can be rapidly deployed on nearly all major cloud quantum computers.

Our benchmarking suite consists of a set of benchmarks that are each based on an algorithm or application, and each benchmark is designed to measure proxies for the quality of and the time to solution for its corresponding application. In analyzing the results of these benchmarks, we primarily adopt the framework of volumetric benchmarking [23], as shown in Fig. 1. This approach, which generalizes the QV, displays the result quality for each application as a function of the circuit width (often this is equal to the problem size) and the computation’s length (circuit depth). To enable algorithmic volumetric benchmarks, we define a normalized measure of result quality that makes results from different applications comparable, and we define a normalized, device-independent measure of circuit depth that removes many of the complications associated with diverse native gate sets and dissimilar device connectivities. This analysis makes it possible to easily compare the performance of difference quantum computing devices on the same tasks.

Our benchmarking suite is intended to be an evolving code base, accepting contributions from the quantum computing research community. Throughout this article, we highlight the limitations of the first version of our benchmarking suite, reported here, and suggest paths toward enhancing the suite. Indeed, there is evidence from classical computing that a suite of successful benchmarks will evolve significantly over time as weaknesses are uncovered and as hardware evolves. A compelling example is the evolution of the Standard Performance Evaluation Corporation (SPEC) benchmark suite [24], [25], one of the most successful suites for benchmarking classical computers. Starting in the late
1980s with ten benchmarks, this suite went through at least five major revisions over the next two decades, stabilizing in 2006 with 25 benchmarks, only six of which have some resemblance to those of the early suite.

The rest of this article is organized as follows. Section II provides background on the fundamentals guiding this work. Section III introduces our application-oriented benchmarks and our methodology. In Section IV, we present results from executing subsets of the benchmark suite on quantum simulators and quantum hardware. We discuss the challenges of measuring execution time in Section V, and we conclude in Section VI. Appendix A contains a detailed description of each of our application-oriented benchmarks. The limitations of our current benchmarking suite are highlighted throughout this article, and Appendices B and C address some of them in detail. In Appendix D, we analyze the adaptations to our suite that will be required to address recent technological enhancements, such as mid-circuit measurements, parameterized gate operations, and hybrid classical-quantum computations.

II. BACKGROUND

In this section, we review the methods on which our work is based. To place our work in context, in Section II-A, we begin with a brief discussion of the component-level performance metrics that are typically available to users of the current generation of hardware. Throughout this article, we will compare a quantum computer’s performance on our benchmarks with its QV, so in Section II-B, we review the QV metric. To present results from our benchmarks, we will primarily use the framework of volumetric benchmarking. In Section II-C, we review this methodology and explain how it provides the underpinning for the analysis of our application benchmarks.

A. COMPONENT-LEVEL SPECIFICATIONS

There are many techniques for estimating component-level performance of quantum computing devices, e.g., randomized benchmarking [4], [5] and gate set tomography [6]. Hardware providers use these techniques to calibrate and test their systems, and they often publish performance metrics extracted from the results of these experiments. The measures of performance that providers report to users of their systems typically include one- and two-qubit gate fidelity, state preparation and measurement fidelity, and measures of how long each qubit can retain quantum information (T1 and T2 coherence times). For example, Fig. 2 shows the contents of the text file that the Amazon Braket cloud service [26] presents to users of the IonQ quantum processing unit (QPU), and Fig. 3 shows similar information that Google [27] provide for its Weber device (Sycamore class). Other quantum computing cloud services, such as IBM Quantum Services [28], provide similar types of information about their machines.

Component-level performance metrics provide a lot of information about a machine, but they have at least two important limitations. First, component-level performance metrics are typically not sufficient to accurately predict a device’s performance on an algorithm [7], [8]. This is because summary metrics cannot capture the full complexity of errors in quantum computing components (e.g., individual gates and readouts), and not all sources of error are even apparent when testing a single component (e.g., crosstalk [29], [30]). Second, component-level metrics are challenging for non-specialists to interpret. It is often difficult for a prospective quantum computer user to extrapolate from component-level metrics to predict how their application will perform.

B. QUANTUM VOLUME

In this work, we compare results from our benchmarks to predictions extrapolated from a device’s QV, and so we now review the QV. IBM introduced the QV metric [10] in recognition of the need for a simple way to quantify and compare the capabilities of quantum computing devices. The QV is
a single metric that is influenced by multiple factors contributing to the overall performance of a quantum computer, including its number of qubits, systemic errors, device connectivity, and compiler efficiency. Several vendors and users have welcomed this as a step toward quantifying what a quantum computer can do [31]. IBM publishes the QV for each machine that it makes available to external users through IBM Quantum Services [28], as shown in Fig. 4. Note that a device with more qubits does not always have a larger QV.

A quantum computer’s QV is defined in terms of its average performance on a particular set of random circuits, which we refer to as the QV circuits. An $n$-qubit QV circuit is a square circuit consisting of $n$ layers of Haar-random SU(4) unitaries between $\lfloor n/2 \rfloor$ randomly selected qubit pairs (where $\lfloor n/2 \rfloor$ rounds $n/2$ down to the nearest integer). A device’s QV is defined to be $2^n$ with $n$ being both the width (the number of qubits) and the depth (the number of layers) of the largest QV circuits that can be executed “successfully” on a specified quantum device. So a quantum computer that can successfully execute five-layer QV circuits on 5 qubits, but not six-layer QV circuits on 6 qubits, would have a QV of $2^5$ or 32. A device is considered to implement $n$-qubit QV circuits successfully if, on average, it produces more “heavy outputs” than a set threshold of $2/3$ with two-sigma confidence. QV is defined as the exponential of the circuit depth as this is intended to represent the challenge of simulating the same circuit on a classical computer. Note, however, that no single number can summarize the many dimensions that make up a quantum computer’s performance characteristics [7], [32]. For example, the QV is not guaranteed to reliably predict the performance of wide and shallow circuits, or deep and narrow circuits.

C. VOLUMETRIC BENCHMARKS

To present results from our benchmarks, we will primarily use the framework of volumetric benchmarking [23], which we now review. Volumetric benchmarking is a framework for constructing and visualizing the results of large, flexible families of benchmarks. It consists of the following:

1) choosing a family of circuits to use as a benchmark,
2) selecting circuits from this family and executing them on the hardware to be benchmarked, and
3) plotting the observed performance of the hardware on these circuits as a function of the circuits’ width and depth.

The results are plotted in the depth × width “volumetric space,” as illustrated in Fig. 5. The data points (here, grayscale squares) show the result quality for the tested circuits of that shape (width and depth), and in this example, the metric of result quality takes one of two values: “success” (gray squares) or “fail” (white squares). Note that Fig. 5 also contains the location of the QV circuits (black squares) and a QV region (gray rectangle) that we explain in Section III-D. Volumetric benchmarking can be used to estimate and report the performance of both wide shallow circuits and narrow deep circuits, in addition to square circuits like those tested in the QV benchmark. Furthermore, volumetric benchmarking is not restricted to a single kind of circuit (e.g., the specific random circuits of the QV benchmark). This makes volumetric benchmarking an ideal framework within which to place application-oriented benchmarks.

III. APPLICATION-ORIENTED BENCHMARKS

In this section, we introduce our application-oriented benchmarking suite, and we explain how we analyze the data and present the results. A quantum algorithm or application (e.g.,
Grover’s Search) does not itself directly constitute a well-defined benchmark, so in this section, we explain both what algorithms and applications are included in our suite and how they are converted into specific benchmarks. Our benchmarking suite consists of the following four components.

1) A set of algorithms or subroutines \(|\mathcal{A}|\) [e.g., Grover’s Search or the quantum Fourier transform (QFT)], each with a variable input size \(n\).

2) For each algorithm \(\mathcal{A}\), one or more recipes for turning that algorithm into a set of quantum circuits \(|\mathcal{C}|_n\) for each input problem size \(n\). These circuits are always closely related to, but are not necessarily identical to, the circuits that define the algorithm. Note that these circuits are specified using a hardware-agnostic gate set, and they, therefore, must be compiled into a specific device’s native operations before they are run (see Section III-C).

3) A procedure for using a given family of circuits \(|\mathcal{C}|_n\) as a benchmark, including a method for selecting circuits from \(|\mathcal{C}|_n\) to run (such as sampling from a distribution over \(|\mathcal{C}|_n\)) and, e.g., a method for varying \(n\).

4) Methods for analyzing the data.

In the following, we introduce each of these components in turn. In Section III-A, we state the algorithms that we have initially included in our benchmarking suite (component 1 aforementioned). In Section III-B, we discuss how we turn an algorithm into a specific set of circuits (component 2 aforementioned), what should be considered when doing so, and the limitations of some of our current benchmarking circuits. In Section III-C, we introduce the experimental procedure for running a circuit set \(|\mathcal{C}|_n\) (component 3 aforementioned). In Section III-D-III-G, we introduce the methods for analyzing the data (component 4 aforementioned). In Section III-D, we explain how and why we present the results of the benchmarking using volumetric benchmarking plots, and in Section III-E, we explain how we generate “volumetric backgrounds” that are independent predictions for a quantum computer’s performance on the application-oriented benchmarks. These plots necessitate defining a circuit’s depth, and so in Section III-F, we discuss three different ways in which a circuit’s depth could be defined—each with strengths and weaknesses—and state the choice that we made in this work. The benchmarking suite currently focuses primarily on result quality (rather than, e.g., time to solution) and this can be quantified in many ways. In Section III-G, we discuss the merits of different choices for this quality metric, and introduce our choice: a normalized version of classical fidelity. Having introduced our benchmarking suite, in Section III-H, we then discuss what constitutes reasonable usage of the benchmarks, i.e., what are the rules of use?

**A. ALGORITHMS IN THE BENCHMARKING SUITE**

Our benchmarking suite is based on a set of quantum algorithms or applications, i.e., every benchmark in our suite is built from a quantum algorithm. Our intention is that this benchmarking suite will evolve over time (as has, e.g., the SPEC benchmark suite [24], [25] for classical computers), and a particularly important part of this evolution will be changes in the applications and algorithms it contains. The initial set of algorithms and applications that we chose is summarized in Table 1.

We refer to our suite as “application-oriented benchmarks” (rather than “application benchmarks”) because our suite does not—and is not intended to—only include complete and practically useful algorithms. This is reflected in the three informal categories into which we place the algorithms we have selected: “functional,” “subroutines,” and “tutorial.” In our suite, we include complete algorithms that are anticipated to be useful within the functional category. It could be argued that an “application-oriented” benchmarking suite should only contain benchmarks based on complete, useful algorithms—but we do not take this position, for two reasons. First, many algorithms use the same subroutines, e.g., the QFT, and so it is valuable to benchmark a quantum computer’s performance on those subroutines. This is true even if that subroutine is, on its own, not computationally useful (e.g., the QFT with a product state input and followed immediately by a computational basis measurement can be efficiently simulated classically). This is the motivation for including the algorithms that are within our subroutine category.

Second, the ultimate practical applications of quantum computers are currently uncertain—both the problems that quantum computers will solve and the algorithms that will be used to solve those problems remain unclear. Diversity in a benchmarking suite is, therefore, important, i.e., the properties of the algorithms and circuits within our benchmarking suite should be diverse. This motivates including simple oracle algorithms [e.g., Deutsch–Jozsa (DJ)] within our suite, as, unlike most of the other algorithms we have included.

**TABLE 1. Initial Set of Quantum Algorithms and Applications Included Within Our Application-Oriented Benchmarking Suite.** We anticipate that the algorithms included within our suite will expand and evolve over time, e.g., quantum error correction subroutines are an important quantum computational primitive that are not currently represented in this suite. We find it useful to separate the current suite of algorithms into three informal categories: tutorial, subroutine, and functional.

| Application-Oriented Benchmarks | Tutorial | Subroutine | Functional |
|---------------------------------|----------|------------|------------|
|                                 | Deutsch-Jozsa (DJ) | Quantum Fourier Transform (QFT) | Grover’s Search |
|                                 | Bernstein-Vazirani (BV) | Phase Estimation | Hamiltonian Simulation |
|                                 | Hidden Shift (HS) | Amplitude Estimation | Monte Carlo Sampling |
|                                 |                       |                       | Variational Quantum Eigensolver (VQE) |
|                                 |                       |                       | Shot’s Period Finding |
they require only shallow (i.e., low depth) circuits. We collect these algorithms in the tutorial category (termed as such because these algorithms are commonly used to introduce concepts in quantum computing). Note that the need for a diverse benchmarking suite is also an important motivation for including many of the other nominally useful algorithms that we selected. This is because, e.g., Shor’s algorithm is unlikely to execute with sufficiently low error except when run on error corrected logical qubits—so the main scientific reason for using Shor’s algorithm, run directly on physical qubits, to benchmark near-term hardware is to increase the diversity of the tasks with which hardware is tested. We anticipate that as near-term [i.e., noisy intermediate-scale quantum (NISQ)] and long-term (i.e., fault-tolerant error-corrected) applications of quantum computers become clearer, our benchmarking suite will evolve to reflect this.

B. CONSTRUCTING BENCHMARKING CIRCUITS

Each of our benchmarks is based on an algorithm, but an algorithm does not itself define a unique benchmark. For example, most algorithms are defined for a large class of input problems and a quantum computer cannot be benchmarked by exhaustively testing every problem instance. In our benchmarking suite, a specific benchmark \( A \) for an algorithm \( \mathcal{A} \) is defined by a method for the following:

1) turning that algorithm into a set of circuits \( \{C\}_n \) for each input problem size \( n \),
2) selecting \( N_{\text{circ}} \) circuits to run from \( \{C\}_n \), and
3) selecting \( N_{\text{params}} \) values for all adjustable parameters (if any) within each selected circuit \( C \).

Applying this procedure for a specified \( n \) results in \( N_{\text{circ}} \times N_{\text{params}} \) “complete” circuits to be run. A “complete” circuit means that all gates within the circuit are specified (including their parameter values, if any), the circuit begins with all qubits initialized in the \( |0\rangle \) state, and the circuit ends with a computational basis measurement of all qubits. In all cases, the circuit set \( \{C\}_n \) consists of a subset of the circuits that implement the algorithm \( \mathcal{A} \) or some simple adaptation of those circuits.

For each algorithm that we chose, we designed one or more benchmarks—defined by the three ingredients mentioned above—based on that algorithm. Complete specifications for each benchmark are provided in Appendix A. When designing our benchmarks, we aimed to satisfy two competing criteria. First, it should be feasible to run and analyze the data produced by a benchmark. For example, ideally a benchmark’s circuits should be designed so that the data analysis can be implemented with polynomial (in \( n \)) time and space classical computations—although note that a benchmark with exponentially scaling classical computation requirements is not necessarily infeasible to run in the near term. Second, a quantum computer’s performance on a benchmark \( A \) built from an algorithm \( \mathcal{A} \) should reflect that computer’s performance on \( \mathcal{A} \) as closely as possible. Satisfying both criteria is challenging, as they are conflicting. This is because the quantum circuits of a useful quantum algorithm applied to a classically intractable problem instance cannot be efficiently simulated on a classical computer, so we cannot simply compare the output of these circuits to the results of a classical simulation. Any feasible benchmark must circumvent this challenge.

Many of our initial benchmarks satisfy one but not both of the above-mentioned criteria. For example, our QFT (1) benchmark inputs a random computational basis state \( (|x\rangle) \), where \( x \in [0..2^n] \) into the standard QFT circuit, adds one to the resultant Fourier basis state (using single qubit gates, we map \( F|x\rangle \rightarrow F|x+1\rangle \), where \( x+1 \) is modulo \( 2^n \) arithmetic and \( F \) is the QFT unitary), and then applies the inverse QFT. The correct output bit string is the binary representation of \( x+1 \)—which can evidently be efficiently computed—so this benchmark is feasible to implement on any number of qubits. However, this benchmark does not test the action of the device’s imperfect implementation of the QFT on entangled input states (although it does test the inverse QFT’s action on entangled states), which are the input of the QFT in all its practical applications. Conversely, some of our other benchmarks require classical simulations that are exponentially expensive in the number of qubits. Improving each of our benchmarks so that they all satisfy the aforementioned criteria is important work that is already ongoing (see discussion in Section VI).

C. BENCHMARKING PROCEDURE

Here, we explain the procedure that we use to execute a benchmark \( A \). Executing an application benchmark \( A \) consists the following:

1) choosing a range of problem sizes at which to probe performance,
2) generating a set of circuits for each problem size, which are selected from \( \mathcal{A} \)’s circuit set \( \{C\}_n \) using the method specified by \( \mathcal{A} \), and
3) executing the circuits and measuring key components of performance, notably the result fidelity and the execution time.

We implement this methodology using Algorithm 1.

The algorithm defines three nested loops. The outer loop \( (labeled \ N_1) \) is a sweep over the range of problem sizes. The middle loop \( (N_2) \) represents multiple interleaved executions of classical and quantum execution routines. In all our existing benchmarks, the classical routines consist solely of circuit construction and compilation. In this step, each of the benchmark’s circuits is compiled into the native operations of the hardware under test, using the provider’s compilers (our benchmarks, therefore, test both the performance of the provider’s classical compilation algorithms and the performance of the quantum hardware). Future benchmarks may use additional classical computation (e.g., benchmarks based on variational algorithms that include the classical optimization loop). Each iteration of the middle loop constructs a quantum circuit, which can be a parameterized
circuit. The inner loop ($N_3$) consists of executing that circuit, for some range of parameter values if it is a parameterized circuit. Our procedure for implementing a benchmark explicitly contains some user-specified variables—including the number of shots per circuit ($N_{\text{shots}}$) and the total number of circuits at each $n$ ($N_{\text{circs}} \times N_{\text{params}}$)—and implicitly contains much implementation freedom (e.g., the circuit compilation algorithm can be chosen by the user). In Section III-H, we discuss a tentative set of rules for what choices for these explicit and implicit user-specified variables are permissible.

D. VOLUMETRIC POSITIONING

Our benchmarking suite uses volumetric benchmarking plots [23] to visualize the results of our quantum application benchmarks. We now explain how we use volumetric benchmarking plots (a necessary component for volumetric benchmarking plots is defining a circuit’s depth—we defer this important point to Section III-F). Each of our application-oriented benchmarks is associated with a family of circuits that is parameterized by the input problem size, i.e., each input size $n$ defines a circuit ensemble $|C⟩_n$. Each application’s circuit family has a particular “footprint” that represents the way in which the shape of the circuits—it, their width and depth—varies as a function of the input size. We can, therefore, report the performance of our application benchmarks in the depth \times width “volumetric space.” In this work, for each application benchmark $Δ$, a fixed input size $n$ always corresponds to a single circuit width $w$. Note that often $w = n$, i.e., a problem instance of size $w$ uses an $n$-qubit circuit, but this is not always the case (e.g., our Bernstein-Vazirani(2) benchmark uses mid-circuit measurements to implement the Bernstein-Vazirani (BV) algorithm using $n = 2$ qubit circuits for any input problem size $w$). In contrast, a benchmark $Δ$’s circuits can have a range of depths for each input size. For example, the algorithms in the “tutorial” category use a varied-depth oracle circuit that encodes the problem instance. We, therefore, use the circuits’ mean depth to define that ensemble’s volumetric position, and we report average performance over the circuit ensemble.

To illustrate this idea, we executed our benchmarking suite on a quantum simulator. The lower plot of Fig. 6 shows the result fidelity (see in the following) for a single benchmark plotted in the volumetric space. Fig. 1 shows the result fidelity for each of our benchmarks, plotted in the volumetric space and separated into the three categories of benchmark. Each benchmark consists of running its circuits for a range of problem sizes, which closely correspond to the circuits’ widths. Each data point (small rectangles) summarizes the
results for the circuits of a particular problem size. The rectangle’s location indicates the circuits’ width and average depth, and the color indicates the average quality of the result for that circuit shape. We quantify the quality of the result using the average result fidelity, defined in Section III-G. The width and depth of benchmarking circuits for different applications can be similar, resulting in overlap on the volumetric plots. Whenever this is the case, the result fidelities from the overlapping circuits for different applications are averaged together. We use this averaging in Fig. 1, and throughout this article except where stated.

E. VOLUMETRIC BACKGROUNDS
Algorithmic benchmarks directly probe a quantum computer’s performance on application-like tasks, but performance on these tasks can also be predicted from a processor’s known performance data (e.g., RB error rates). Discrepancies between these predictions and experimental results can reveal the presence and size of interesting and important physical effects, e.g., crosstalk. Throughout this work, we compare the results of our application-oriented benchmarks to a prediction by placing them on top of what we call a “volumetric background,” shown by the grayscale rectangles in Fig. 1. A volumetric background means a prediction for the result fidelity, as a function of circuit width and depth, obtained from some method that is independent of our application-oriented benchmarks. In Fig. 1 and throughout most of this article, we use a volumetric background that is extrapolated from the corresponding device’s QV. For visual clarity, we use a binary “success” (gray squares) or “fail” (white squares) background, with “success” corresponding to a result fidelity of at least $1/2$. We use this type of volumetric background throughout this article, except where stated.

Predicting a circuit’s result fidelity from a processor’s QV requires an extrapolation. We use the following heuristic methodology that is arguable the best guess for the result fidelity of a width $w$ and depth $d$ circuit given only a processor’s QV. A width $w$ and depth $d$ circuit is predicted to have a result fidelity above $1/2$ if $wd < (\log_2(V_Q))^2$, where $V_Q$ is the QV [10]. That is, a circuit is predicted to succeed if its depth $d$ width $w$ is smaller than the largest successful QV circuits. Note that here, as throughout, we use the standardized circuit depth (see Section III-F) and with this definition for the circuit depth QV circuits are not square.

No volumetric background is likely to accurately predict the performance of all circuits, including our application-oriented benchmarks. This is because a circuit’s performance is not only a function of its shape, i.e., its volumetric position, as it also depends on the type of errors present and whether those errors change with time or with the number of qubits.

A volumetric background inferred from a QV involves particularly large extrapolations, as discussed in Section IV-C. For this reason, we also include a “QV region” (the large gray square in Fig. 1), alongside any volumetric background extrapolated from a QV. This QV region encompasses all circuit shapes that are smaller than the largest successful QV circuit, and so circuits within this region will have high result fidelity under weaker assumptions.

F. CIRCUIT DEPTH
We will primarily present our results in the volumetric space, meaning that a circuit’s shape, i.e., its depth and width, specifies where results from that circuit will appear in our plots. Here, we introduce and motivate the normalized definition for circuit depth that we use. A circuit’s depth is the number of layers of logic gates it contains. However, any specific quantum computation can be implemented with many different circuits, perhaps defined over different gate sets, that have different depths. Our benchmark circuits are defined in terms of a high-level API (such as Qiskit) and these “high-level circuits” use algorithm-specific gate sets that often contain gates that are not directly implementable on many devices. In order to run a high-level circuit, it must be converted (transpiled) to the set of primitive quantum gates that the hardware executes. This transpiled circuit’s depth—which we call the “physical depth”—is often larger than the depth of the original high-level circuit. For example, Toffoli gates (multiply-controlled NOT gates) are often used in high-level descriptions of algorithms, but each Toffoli gate must be decomposed into many one- and two-qubit gates in order to run it on most quantum hardware.

As discussed in detail in [23], there are (at least) three useful kinds of definition for a benchmarking circuit’s depth.

1) Algorithmic depth: For each algorithm, express its circuits in a canonical form using a natural, algorithm-specific gate set. The depth of these canonical circuits is what we call algorithmic depth. For example, there is a well-known canonical form for the circuits of the QFT. Similarly, Grover’s Search consists of repeating two subroutines (diffusion and oracle subroutines), which could be considered the natural gate set for Grover’s algorithm.

2) Normalized depth: Choose a basis (gate set) and canonical programmability constraints—e.g., some set of one- and two-qubit gates with all-to-all connectivity—and some classical compilation algorithm for transpiling a circuit into this gate set. Normalized depth is computed by transpiling a high-level circuit into this canonical gate set, and computing that transpiled circuit’s depth.

3) Physical depth: Transpile a high-level circuit into a processor’s native operations. The depth of this “low-level” circuit defines the physical depth.

---

1In the QV protocol, success is quantified in terms of the heavy output probability (HOP) rather than result fidelity. The success threshold used for the HOP in the QV protocol is $2/3$, which approximately corresponds to a threshold for result fidelity of $1/2$. 

---
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These three kinds of definition for a circuit’s depth have complementary strengths and weaknesses. Using an algorithm-specific definition for depth ("algorithmic depth") makes it possible to directly connect depth to computationally relevant quantities, such as the number of queries to the oracle in Grover’s algorithm. However, this kind of depth definition makes it challenging to compare the results of different algorithmic benchmarks. At the other extreme, physical depth enables transparent comparison between the results of different algorithmic benchmarks on the same processor (we expect circuits with similar physical depths to have similar result fidelities). However, a particular benchmark circuit’s physical depth varies across devices (because, e.g., it depends on a device’s connectivity) making cross-device comparisons challenging. Furthermore, physical depth is not always made available by quantum computing providers, and it is not consistently defined as there are ambiguities in what a processor’s “native operations” are.

In this work, we chose to use a particular version of normalized depth. This is a device- and algorithm-independent definition for depth, obtained by specifying a device-independent basis (a gate set) to which the circuit is transpiled. The middle plot of Fig. 6 shows an example of the depth of circuits from the QFT (1) benchmark when 1) written in a high-level API (this is "algorithmic depth") and 2) after the circuits have been transpiled to our standard basis, i.e., the normalized depth of the circuit. In this example, and in most of the benchmarks, the normalized depth is larger than the circuit depth when written in a high-level API.

The basis that we selected consists of arbitrary single-qubit rotations around the three Pauli axes, a CNOT gate, and a measurement gate. We assume that CNOT gates can be applied between any pair of qubits (i.e., all qubit pairs are connected), and that gates on distinct qubits can be applied in parallel. This gate set, denoted by ["rx," "ry," "rz," "cx"] in Qiskit, is a widely used universal basis [33] that is hardware agnostic. Note, however, that this (or any other) basis choice is unavoidably subjective. Each benchmark circuit is transpiled to this basis to compute a normalized circuit depth. Note that finding a minimal depth compilation into this gate set is not feasible (due to the classical computational complexity of the problem)—so the normalized depth depends on the heuristic classical algorithm used by the transpiler (we use Qiskit’s compilation algorithm). This is arguably an undesirable property of normalized definitions for depth. When executed on hardware, the circuit is (necessarily) transpiled to the basis specific to that hardware, which will often include the addition of qubit SWAP gates so as to respect the topology of that hardware. Throughout this article, “circuit depth” always refers to our normalized definition for circuit depth unless otherwise stated.

G. QUANTIFYING RESULT QUALITY WITH CIRCUIT FIDELITY
Quantum computing hardware errors are the main roadblock to useful quantum computations, so our benchmarking suite focuses on measuring their impact on each algorithm. Currently, our benchmarking suite uses one metric to quantify result quality: a normalized version of classical fidelity, introduced in the following, that we refer to as “result fidelity.” Like all options for quantifying result quality, this version of fidelity has both strengths and weaknesses, and we are not advocating its exclusive adoption. We anticipate that future versions of our benchmarking suite will compute multiple metrics for result quality, as we discuss further below.

Result fidelity is defined in terms of the observed and ideal output probability distributions for a circuit. Each time an n-qubit circuit C is executed on quantum computing hardware, we obtain a sample from some distribution P_{output} over n-bit strings, where P_{output}(x) is the probability of observing bit string x. This will differ from the distribution P_{ideal} that would be sampled from if C was run on a perfect quantum computer. The error in the implementation of C can, therefore, be quantified by the discrepancy between P_{output} and P_{ideal}. There are many complementary ways to quantify the closeness of (or distance between) two probability distributions. The metric we use is a normalized version of the classical fidelity F_s [19], [34] (note that classical fidelity is related to the classical Hellinger distance [35]). The classical fidelity F_s is defined by

\[ F_s(P_{ideal}, P_{output}) = \left( \sum_x \sqrt{P_{output}(x)P_{ideal}(x)} \right)^2. \]  

(1)

Our normalized fidelity is given by

\[ F(P_{ideal}, P_{output}) = \max \{ F_{raw}(P_{ideal}, P_{output}), 0 \} \]  

(2)

where

\[ F_{raw}(P_{ideal}, P_{output}) = \frac{F_s(P_{ideal}, P_{output}) - F_s(P_{ideal}, P_{uni})}{1 - F_s(P_{ideal}, P_{uni})}. \]  

(3)

This normalized fidelity is defined for all probability distributions except the uniform distribution P_{uni}—in which case the denominator in (3) is zero—but it is poorly behaved whenever F_s(P_{ideal}, P_{uni}) ≈ 1. However, benchmarking circuits for which F_s(P_{ideal}, P_{uni}) ≈ 1 should be avoided as whenever P_{ideal} is close to P_{uni}, it is difficult to observe the effect of errors (as the approximate impact of many kinds of errors, including depolarization, is to cause P_{output} to be a mixture of P_{ideal} and P_{uni}). Note that this does not preclude designing benchmarks based on algorithms that, on some practically relevant inputs, are intended to produce coherent superpositions over all computational basis states with uniform (or close to uniform) amplitudes. In such cases, those algorithms should be converted into benchmark circuits that do not have this property. For example, the QFT maps a computational basis state to a uniform superposition of computational basis states, so our QFT (1) benchmark follows the QFT by the inverse QFT, so that these circuits’ error-free output state is a computational basis state.

Directly computing F (or F_s) for a circuit C requires calculating that circuit’s P_{ideal} on a classical computer (meaning...
simulating $C$) and estimating $P_{\text{output}}$ by running $C N_{\text{shots}}$ times on the processor being tested. The classical simulation is exponentially expensive for general $C$, and the number of experimental shots ($N_{\text{shots}}$) needed for low-uncertainty estimates of $F$ can also grow quickly with $n$. This is why we aim to design benchmarking circuits for which $P_{\text{ideal}}$ can be efficiently computed.

The reason that we use $F$ instead of the standard fidelity ($F_s$) is that $F_s$ is nonzero even when the output of the circuit is completely random, i.e., when $P_{\text{output}} = P_{\text{uni}}$. Moreover, the value of $F_s(P_{\text{ideal}}, P_{\text{uni}})$ depends on $P_{\text{ideal}}$ (it depends on the sparsity of $P_{\text{ideal}}$). This is particularly inconvenient for comparisons between the results of different benchmarks, as the sparsity of $P_{\text{ideal}}$ varies. The normalized fidelity has the property that $F(P_{\text{ideal}}, P_{\text{uni}}) = 0$, which is convenient because errors in quantum computing hardware often cause $P_{\text{output}}$ to converge toward $P_{\text{uni}}$ as circuits get larger or deeper. We have empirically found that the normalized fidelities of different benchmarks, at similar circuit shapes, are more correlated than the standard fidelities are.

Any metric for result quality has strengths and weaknesses. One inconvenient property of the normalized fidelity is that its “raw” version $F_{\text{raw}}$ is negative if $P_{\text{ideal}}$ is closer to the uniform distribution than to the observed distribution. The maximum in (2) removes this unwanted effect, but is ad hoc. Alternative metrics for quantifying the closeness of $P_{\text{ideal}}$ and $P_{\text{output}}$ will be added to our benchmarking suite in the future. Furthermore, note that the quality with which a quantum circuit is implemented can also be quantified in terms of the closeness between the desired and actual quantum evolutions—using metrics, such as quantum process fidelity and diamond distance. Quantities, such as process fidelity, are not functions of only $P_{\text{ideal}}$ and $P_{\text{output}}$, as they can only be measured by embedding a circuit $C$ within multiple different contexts (e.g., ending the circuit with a variety of subroutines that simulate measurements in different bases). We anticipate adding techniques for measuring, e.g., process fidelity, to our benchmarking suite in the future.

Throughout this work, “result fidelity” refers to the normalized fidelity $F$ of (2). Typically, we average this fidelity over a circuit ensemble, which we denote by $F$, but note that other statistics of the set of circuits’ result fidelities could also be computed (Appendix B provides an example that highlights the limitations of averaging). Fig. 6 shows how we present the average result fidelity of a set of benchmark circuits, along with their widths and normalized depths, using the example of the QFT (1) benchmark run on a simulation of a noisy quantum computer. The benchmark sweeps over a range of circuit widths and computes the average result fidelity for the circuits of that width, the average depth of the original high-level circuits, and the average normalized depth, i.e., the depth of the circuits after transpilation to the standard basis. This fidelity and depth data are shown, versus circuit width, in the upper two plots of Fig. 6. The lower plot in Fig. 6 shows the same data plotted on a volumetric background, which is the primary method that we use to visualize our results.

H. IMPLEMENTATION RULES

Our benchmarking suite will likely be used to compare the performance of different devices and competing technologies, so it is important to discuss what constitutes reasonable usage of these benchmarks. Methods for benchmarking quantum computers typically have user-adjustable aspects, which can be both explicit inputs (i.e., adjustable variables) of the benchmarking routine or details of how the benchmarks are implemented that are not formally specified by the benchmarking procedure. Not all choices for these variables and implementation details will necessary constitute reasonable usage of a benchmarking method.

Quantum computing is still an early-stage technology, and we believe that it is important to avoid prescriptive benchmarking suites with inflexible rules. Nevertheless, we think that it is valuable to outline some implementation principles for our benchmarking suite that can be considered a tentative standard practice. Deviations from these suggestions may well be reasonable and useful, but they should be justified.

Our benchmarking suite contains many distinct benchmarks, and we anticipate that the number of benchmarks will grow in the future. We consider it to be reasonable for a user to choose which of these benchmarks to run. This is because different benchmarks test performance on different tasks, and a user might not consider all the tasks to be relevant. Note, however, that when the aim is to compare two or more devices, we strongly recommend running the same set of benchmarks on all devices whenever feasible (for the experimental results presented herein, we did not run all our benchmarks on each tested processor, but these results are explicitly not intended to be used to compare different processors).

Each individual benchmark in our suite has three important adjustable parameters: the values of $n$ for which performance is tested (corresponding to the input problem size, which often also corresponds to the number of qubits in the circuits), the number of circuits ($N_{\text{circs}}$) that are selected from the benchmarking circuit set $\{C\}_n$, and the number of times each circuit is run ($N_{\text{shots}}$). We consider it to be reasonable for a user to choose the values of $n$ to test, but if two or more processors are to be tested and the results compared either 1) the same values of $n$ should be used for all processors or 2) a principled methodology should be chosen for selecting the values of $n$ to use (and this methodology should be stated). For example, one reasonable strategy is to increase $n$ until either the result fidelity drops below a threshold value (e.g., 10%) or the maximum number of qubits available is reached.

We recommend that the number of circuits sampled from $\{C\}_n$ at each $n$ is at least $N_{\text{circs}} \geq 10$. Note, however, that small values for $N_{\text{circs}}$ may sometimes be necessary to keep the total number of circuits that need executing small—as was the case in our experiments, where we fixed $N_{\text{circs}} = 3$. 
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due to throughput limitations with some hardware (for repeatability, we also ran the same circuits on all devices that we tested, by using a single random seed in each pseudo-random number generator). Whenever the total number of circuits to be run is \( \gg 1 \), this is not unreasonable as it will simply result in larger statistically fluctuations in the performance observed at a given circuit shape (meaning that there will be more “speckle” in a volumetric benchmarking plot) whenever there is significant variation in a processor’s result fidelity on circuits within \( |C| \). In contrast, however, note that it not permissible to discard circuits selected from \( |C| \), e.g., because a processor’s result fidelity on those circuits is observed to be low (i.e., postselection of the circuits for high result fidelity). Finally, we recommend that \( N_{\text{shots}} \geq 1000 \) (this recommendation was followed in all our experiments\(^2\)), although fewer shots per circuit may be reasonable for many purposes (e.g., for computing average result fidelity when \( N_{\text{circ}} \gg 1 \)). When small values for \( N_{\text{shots}} \) or \( N_{\text{circ}} \) are used, they should be clearly stated and, ideally, statistical uncertainties on all estimated quantities should be computed (currently the benchmarking suite does not automatically compute standard errors).

Our benchmarking suite permits broad implementation freedom. One particularly important freedom is that the benchmarking circuits can be compiled into other circuits that are logical equivalent (i.e., they implement the same unitary evolution). This is necessary if a benchmark’s results are to reflect the performance a user can expect to achieve using a provider’s end-to-end stack. However, for benchmarks whose circuits are, by design, efficiently classically simulatable, arbitrary compilations cannot be permitted—because all such circuits can be compiled into simple quantum circuits (e.g., all processing can be offloaded to a classical coprocessor). Our current benchmarking suite does not directly address these challenges, and compilers designed to game these benchmarks could compress some of our benchmarking circuits into trivial circuits (or even offload all the computation to a classical coprocessor). Addressing these challenges without forbidding all compilation is difficult, but judiciously placed “compilation barriers” within circuits is a promising solution (this idea is discussed in detail in [23]). In future versions of our benchmarking suite, we anticipate encoding explicit rules for what kinds of compilation are allowed for each benchmarking circuit—which will only be possible if quantum computing providers facilitate these flexible and user-specifiable compiler restrictions.

One important role for benchmarking suites is testing and comparing different error mitigation or reduction strategies, e.g., dynamically decoupled gates or zero noise extrapolation. Some error mitigation strategies are not a scalable solution to reducing the errors in a quantum computation, e.g., one strategy for mitigating errors is to just replace experimental data with data obtained by simulating a perfect quantum computer. This is obviously absurd (it is infeasible for any useful computation), and it would be unreasonable for a quantum computing provider to employ this strategy when running a benchmarking suite. However, it is not clear how to forbid unreasonable error mitigation strategies while leaving room for innovation. Instead, we advocate clear and detailed explanations for all error mitigation strategies employed when running any benchmarking suite, including this one.

**IV. BENCHMARK RESULTS AND ANALYSIS**

In this section, we present results from executing our application-oriented benchmarks on both a quantum simulator (see Section IV-A) and a selection of physical devices (see Section IV-B). All of the benchmarks in our suite have been implemented using the Qiskit API. Some, but not all, have been implemented using the Cirq and Braket APIs (see discussion in Appendix C). Throughout, all executions of our benchmarking suite on a quantum simulator are performed using the Qiskit implementation of the benchmarking suite, as it provides rich circuit analysis features. Execution on all of the hardware was also performed using the Qiskit version of our benchmarks, with the exception of the experiments on Rigetti Computing’s hardware, which used the Braket version of our benchmarks.

**A. BENCHMARK RESULTS ON A QUANTUM SIMULATOR**

Execution of the entire suite of benchmark programs results in a data file that stores all of the metrics collected for the tested device. Plotting all of the accumulated average result fidelity data on a single volumetric background produces charts, such as the ones shown in Fig. 7, which were generated by running our benchmarks on the Qiskit Aer simulator. These simulations used all-to-all connectivity between the qubits, and a simple error model in which each \( n \)-qubit gate was subject to \( n \)-qubit depolarizing errors, for \( n = 1, 2 \). For the simulation that generated the upper plot of Fig. 7, the one- and two-qubit gate error rates were 0.003 and 0.03, respectively. These error rates are similar to those found in some current devices (although note that current devices suffer more complex, structured forms of error than pure depolarization). The QV was determined to be 32, by executing the QV protocol directly on this simulator, and this was used to generate the volumetric background (see Section III-D). For the lower plot of Fig. 7, the one- and two-qubit gate error rates were 0.0005 and 0.005, respectively, resulting in a QV of 2048.

For both plots in Fig. 7, there is a close agreement between the average result fidelities of all the application benchmarks. There is also a close agreement between the application benchmarks and the volumetric background. This is expected here due to the simplicity of the error model and the use of all-to-all connectivity. For more complex error models (e.g., coherent errors), the exact structure of a circuit can impact its performance, as errors can, e.g., coherently add or cancel [8]. This means that circuits of the same shape can have very different

\(^2\)In all experiments, \( N_{\text{shots}} = 1000 \), except the VQE\((1)\) experiments, where \( N_{\text{shots}} = 4098 \) due to a coding oversight.
BENCHMARK RESULTS ON QUANTUM HARDWARE

In this section, we present the results of executing our application-oriented benchmarks on various providers’ hardware. This section is not intended to perform or highlight comparisons between different systems, but rather to demonstrate our benchmarking suite. Quantum computing hardware is changing rapidly, and we did not have access to the latest hardware from all providers. Any comparisons would be quickly outdated, and therefore potentially misleading or erroneous. Here, we present a few representative samples of results and highlight several conclusions that we can draw from these results.

1) RIGETTI COMPUTING

One of the first quantum computers available to the public was provided by Rigetti Computing. Rigetti’s devices are based on superconducting qubit technology, and they can be accessed using the Amazon Braket Service [21]. Here, we show results obtained from executing a subset of our benchmarks on Rigetti Aspen-9, which is a 32-qubit machine [36], using the Amazon Braket version of our benchmarks.

Fig. 8 shows the result fidelity as a function of the circuit width (the number of qubits) obtained when running this result fidelity decrease can be application dependent. We observe some of these effects in our experimental results.

performance, potentially resulting in significant differences between a device’s performance on different applications. Similarly, if there is limited qubit connectivity, after a circuit is transpiled to a device’s primitive gates, there can be an increase in the circuit depth that is large and strongly dependent on both the application and the device’s connectivity. This can cause a sharper decrease in performance with increasing circuit width than anticipated by a volumetric background extrapolated from the QV (using our simple heuristic), and

FIGURE 7. Demonstrating our benchmarks on a quantum simulator.
Results from running our suite of application-oriented benchmarks on a quantum simulator (colored squares) on top of a volumetric background (grayscale squares) extrapolated from the QV. The simulator uses all-to-all qubit connectivity and two different error rate scales (details in main text) that result in QVs of 32 and 2048, as shown in each plot. Each volumetric background is extrapolated from the QV using a simple heuristic (see Section III-D) that is designed to predict the regions in which a circuit’s result fidelity will be above $1/2$.

FIGURE 8. Demonstrating two benchmarks on Rigetti Aspen-9. The result fidelity observed when running our Hidden Shift benchmark (upper plot) and QFT(2) benchmark (lower plot) on Rigetti Aspen-9. For each benchmark, we show the average result fidelity as a function of circuit width (the number of qubits). (Data collected via cloud service.)
the Hidden Shift and QFT(2) benchmarks on Rigetti Aspen-9. The Hidden Shift benchmark was executed on the first 8 qubits of Aspen-9. The QFT(2) benchmark was executed on only the first 6 qubits of Aspen-9. This was because, as shown in Fig. 8, the result fidelity became negligible at around 5–6 qubits.

The result fidelity decreases as the circuit width increases, as expected. There are numerous factors that contribute to the precise form of the result fidelity decay that we observe, including the qubit connectivity. This is because, in general, these benchmarks use controlled rotation gates between non-connected qubits, which must be implemented using multiple two-qubit gates between pairs of connected qubits.

This is a fundamental consequence of limited qubit connectivity, but note that none of our benchmarks are tailored to utilize the subset of qubits in a device that have the best connectivity for the given application. Instead, the results represent what a user would experience when executing applications using the qubits 1 through \( n \), for an \( n \)-qubit circuit—although note that a provider’s compiler can employ intelligent qubit selection strategies (see discussion in Section IV-D).

2) IBM QUANTUM

IBM Quantum provides a large selection of quantum computing devices through IBM Quantum Services [28]. IBM Q’s devices are based on superconducting qubit technology. In the following, we present results from several of those machines. Note that there are larger and more recent IBM Q systems, including systems that have larger QVs than those that we tested.

Fig. 9 shows results from running the QFT(2) benchmark on IBM Q Casablanca, which is a 7-qubit device. We show the average result fidelity and average circuit depth as a function of the circuit width (the number of qubits). The lower plot of the figure shows both the normalized circuit depth (which is what “circuit depth” refers to throughout this article unless otherwise stated) and the depth of the circuits when written in the high-level API used to define the benchmark (see Section III). Note that neither of these depths correspond to the depth of the circuits after they have been transpiled to the device’s native operations (i.e., the circuit’s physical depth), which will typically be larger.

Fig. 10 shows the results of running a subset of the benchmarking suite on IBM Q Casablanca and IBM Q Guadalupe. IBM Q Casablanca and IBM Q Guadalupe are 7- and 16-qubit devices, respectively, that both have a QV of 32. Some of these benchmarks use circuits with a depth of well over 1000 (e.g., Grover’s Search benchmark), and we observed low result fidelities for all such circuits. All application circuits whose volumetric positions are in the region predicted to have low result fidelity by the volumetric background (white squares and blank region) do have low result fidelities. However, there are application circuits with low result fidelities (e.g., red squares) whose volumetric positions fall within the high result fidelity region of the volumetric background (gray squares). We observe that performance drops off with increasing width much more quickly than predicted by the volumetric background. This is likely primarily because this volumetric background is extrapolated from the QV using a simple heuristic that does not account for a device’s connectivity. This could potentially be addressed with a more sophisticated heuristic, or by instead using measured volumetric backgrounds (see Section IV-C).

Mid-circuit measurement and qubit reset to make qubits reusable is a recent quantum computing enhancement, and IBM has introduced this feature for some of their systems. Our benchmark suite has been designed so that it can be adapted to include circuits that utilize mid-circuit measurements, as we now briefly demonstrate. As we review in Appendix D1, the effect of this advance is that certain applications can be implemented with circuits over fewer qubits, as qubits can be reused. Fig. 11 shows the results of executing two benchmarks, constructed from the BV algorithm, on IBM Q Lagos, which is a 7-qubit device. In both versions of the benchmark, the algorithm’s input is an \( n \)-bit integer, and on IBM Q Lagos, \( n \) ranges from 2 to 6. In the Bernstein-Vazirani(1) benchmark, an \( n \)-bit integer input uses an \( n+1 \) qubit circuit, so the circuit widths range from 3 to 7. In the Bernstein-Vazirani(2) benchmark, an \( n \)-bit integer input uses only 2 qubits for all \( n \), one of which is repeatedly reset and reused with the aid of mid-circuit measurements. This results in width 2 circuits for all \( n \). In Fig. 11, we observe that the result fidelity drops precipitously when the width of the circuit exceeds 5, which places it outside
**FIGURE 10.** Benchmarking results on IBM Q Casablanca and Guadalupe. The result fidelities obtained when running subsets of our benchmarking suite on IBM Q Casablanca and IBM Q Guadalupe. The volumetric backgrounds (gray squares) extrapolated from each device’s QV (32 in both cases) do not accurately predict the performance of wide circuits on IBM Q Guadalupe. (Data collected via cloud service.)

3) **QUANTINUUM**

Quantinuum System Model H1.1 was released commercially in 2020 [37]. This quantum computing system currently encodes up to 12 qubits in trapped atomic ions using the quantum-charged coupled architecture [38]. The qubits are fully connected by using ion transport operations to rearrange the ions to interact any pair of qubits. The system has an average single-qubit gate fidelity of 99.99(1)% and average two-qubit gate fidelity of 99.70(5)%, as measured using standard randomized benchmarking [39]. The system is also capable of applying high-fidelity mid-circuit measurement and reset to any qubit [40].

Fig. 12 shows the results of executing a subset of our application-oriented benchmarks on the Quantinuum H1-1. For these tests, the code was slightly edited to more easily run with the Quantinuum API, but the qiskit version is also supported. These results show that the Quantinuum system can run 12-qubit, moderate-depth circuits that contain interactions between many pairs of qubits and still obtain moderate to high fidelity results. Furthermore, these results are broadly consistent with the component-level fidelities measured by one- and two-qubit randomized benchmarking. The Bernstein-Vazirani(1), Hidden-Shift, and Hamiltonian Simulation benchmarks all return high fidelity results ($\bar{F} \geq 0.77$) for all qubit numbers up to the 12 qubit system size limit. Benchmarks that require deeper circuits, such as the QFT(1) and QFT(2) benchmarks and the Phase Estimation benchmark, still produce results that are distinguishable from random outputs. The smallest fidelity for the QFT (1) was $\bar{F} = 0.07$, which was obtained for the case of $n = 12$. Overall, we observe that the volumetric background extrapolated from a QV of 1024 [41] provides a broadly, but not entirely, accurate prediction of the performance of our algorithmic benchmarks.

The H1.1 can implement mid-circuit measurement and reset operations, which we benchmarked using the Bernstein-Vazirani(2) benchmark. We see that while both our benchmarks based on the BV algorithm achieve high fidelity results ($\bar{F} > 0.929$), Bernstein-Vazirani(2) performs slightly better than Bernstein-Vazirani(1) for larger register size. The Bernstein-Vazirani(2) benchmark can also be implemented for larger algorithm input...
sizes ($n > 12$) as it only uses two qubits for any input, although we did not do this in our experiments, whereas the Bernstein-Vazirani(1) benchmark is limited to $n \leq 12$ due to the machine’s current restriction to 12 qubits.

4) IONQ

IONQ is a provider of quantum computers that are available via Amazon Braket [26], Microsoft Azure Quantum [22], and Google Cloud [42]. IONQ systems support most leading quantum programming environments, and we executed our benchmarks on the IONQ system using the Qiskit provider module supplied by IONQ. Their hardware utilizes trapped ytterbium ions where qubits are encoded in two states of the ground hyperfine manifold. The IONQ system currently on the cloud consists of 11 qubits that are fully connected.

Fig. 13 shows results from executing a subset of the application-oriented benchmarks on the IONQ system. IONQ does not publish a QV metric for this device, and we did not measure it directly, so we do not include a volumetric background in this plot. (Data collected via cloud service.)

TABLE 2. Application-Oriented Benchmark Suite Introduced in This Work Can Be Executed on Other Quantum Computing Hardware, Using the Programming Environments Specified

| Hardware            | Programming environment |
|---------------------|-------------------------|
| Google QCS          | Cirq                    |
| Alpine Quantum      | Qiskit                  |
| Technologies        | Cirq                    |

of magnitude reduction in gate error rates in comparison to IONQ’s current system on the cloud. Fig. 14 shows the results from running a subset of our benchmarking suite on this device, including benchmarks from all three categories in Table 1. We observe a significant increase in performance in comparison to the previous generation hardware, as is apparent by comparing Figs. 13 and 14. For instance, the Bernstein-Vazirani(1) benchmark is run for up to 21 qubits, and the result fidelity for the largest circuit is 70%. This can be compared with the result fidelity for the largest circuit for the Bernstein Vazirani(1) benchmark on the cloud quantum computer, which is 78% for 11 qubits. Note that the maximum width and depth of the Hamiltonian Simulation and Phase Estimation benchmark circuits here exceeds that in all other IONQ experiments, as here we tested up to 14 qubits.

5) COMPATIBLE HARDWARE

Our application-oriented benchmarking suite is designed to be applicable to any gate-based quantum computer, and our implementation of that suite is applicable to any platform that can be interfaced with Qiskit, Cirq, Braket, or Q#. Table 2
contains a nonexhaustive list of hardware that that we did not test in this work but that is compatible with our implementation of our benchmarking suite. Note that support for different quantum hardware devices by these programming environments will evolve over time.

C. COMPARISON TO GENERIC BENCHMARKS
In this work, we have compared results from our application-oriented benchmarks with a volumetric background. As introduced in Section III-D, a volumetric background is a prediction for the result fidelity of circuits, as a function of circuit shape (i.e., volumetric position), that is constructed from the results of some independent benchmark or performance data. So far in this article, we have considered only volumetric backgrounds that are extrapolated from a single performance metric: the QV.

Our simulated and experimental results show that this extrapolated volumetric background can provide reasonably accurate predictions of application performance in some instances (particularly with all-to-all connectivity devices) but not always. There are many reasons why we should not expect our volumetric background extrapolated from the QV to always accurately predict performance, including: 1) the extrapolation uses a very simple heuristic that does not account for device connectivity (see Section III-D), and 2) we often extrapolate the QV to predict the performance of circuits containing significantly more qubits than were used in any of the QV circuits.

Predictions of the performance of a suite of algorithmic benchmarks from a single number, such as the QV, are unlikely to be consistently accurate—due to the complexities of quantum computer’s errors and their interactions with other characteristics of a processor (e.g., connectivity). Furthermore, it is difficult for any generic benchmark to reliably predict the performance of a diverse suite of algorithms. To understand why, in the following we briefly explore one alternative to volumetric backgrounds based on the QV: a volumetric background created by running “randomized mirror circuits” [8]. For this illustrative comparison, we focus on a single device, IBM Q Casablanca, and the particular class of randomized mirror circuits used in [8]. Fig. 15(a) shows the result fidelities obtained when running randomized mirror circuits on IBM Q Casablanca.

We use the data in Fig. 15(a) to construct a volumetric background by 1) using the average result fidelity for
randomized mirror circuits of a given shape as our predictor for the performance of other circuits of this shape, and 2) extrapolating this to all circuit depths using the theory for randomized mirror circuits presented in [44]. This volumetric background is shown in Fig. 15, alongside the average result fidelities of three of our application benchmarks: the Bernstein–Vazirani (1) benchmark, the $QFT(1)$ benchmark, and the Grover’s Search benchmark. To facilitate a more precise comparison to the results of the application-oriented benchmarks, here we 1) do not average together the results for application-oriented benchmarks with similar volumetric positions, and 2) use a color-scale volumetric background. The general trend of all three benchmarks and the volumetric background are unsurprisingly in agreement: result fidelity decreases with increasing circuit width and depth. However, there are substantial differences between the rates at which the performance of each type of circuit drops off with increasing circuit size.

There are multiple possible reasons for the observed discrepancy between the result fidelity of randomized mirror circuits and algorithmic benchmarks. Perhaps, the most important is that each of the four circuit families (the three algorithms and the randomized mirror circuits) requires a different number of physical two-qubit gates at a fixed normalized circuit depth. When transpiled into the standardized gate set with all-to-all connectivity (which is used to define normalized circuit depth), each circuit family will use a different average number of two-qubit gates at fixed depth $d$. Furthermore, the rate that each pair of qubits are coupled in these circuits will vary, and so each circuit family will incur a different CNOT overhead when it is transpiled to the physical gate set of IBM Q Casablanca (which has limited connectivity). The randomized mirror circuits incur no CNOT overhead at this transpilation stage, as they were designed to contain only CNOT gates between connected qubits. This is a compelling explanation for why the predictions from the randomized mirror circuits are systematically overoptimistic. The physical CNOT count discrepancy will typically increase with the number of qubits (i.e., circuit width), which explains the faster result fidelity decrease with circuit width that we observe for the application benchmarks versus the randomized mirror circuit. It is possible to design randomized mirror circuits that use the same number of physical CNOT gates as any given application benchmark (on average and at a given depth $d$), but this physical CNOT density varies between algorithmic benchmarks—in any randomized benchmark that is designed to match this density is no longer algorithm agnostic.

The discrepancies between the results of our application-oriented benchmarks and both the volumetric backgrounds inferred from randomized mirror circuit data and from a device’s QV are indicative of the challenges associated with predicting algorithm performance from generic benchmarks. One way to potentially remove the discrepancy we observe in Fig. 15 is to use physical depth to define a circuit’s volumetric position. This would mean that an application’s volumetric “footprint” will be device dependent (something we choose to avoid in this work). We leave an investigation of this to future work.

D. IMPACT OF COMPILER OPTIMIZATION TECHNIQUES

In our experiments on hardware, the benchmarks were intentionally run using the provider’s default settings for the transpilation and execution of the circuits. This is how many users work with a programming system, even a quantum one. Many of quantum computing programming packages offer compilation options that will modify the circuits before execution to account for device characteristics, such as qubit connectivity or timing parameters. While using these parameters can result in better performance, it is often difficult for users to know which parameters should be used or what values to choose for each target device. Providers also may elect to deliberately exclude automatic optimization techniques to avoid interfering with users’ custom optimizations. The result can be that users fail to obtain the best possible performance from a vendor’s hardware by default.

Fig. 16 illustrates the impact of a simple compiler optimization and layout strategy as applied to execution on the IBM Q Guadalupe device. Note that the fidelity obtained for circuits that are wide and shallow is significantly improved using this strategy because it optimizes the layout of the circuit for the qubit connectivity of the device. In this case, the Qiskit execution method was configured to use $optimization_{level} = 3$, which provides the highest circuit optimization but at the expense of longer execution time for the classical circuit optimizer [19]. In addition, the execution was configured to use $layout_{method} = \text{“sabre”}$ and $routing_{method} = \text{“sabre”}$, which apply information about the connectivity of the target device to layout the circuit and route interactions between qubits optimally.

On the H1.1 system, we experimented with using arbitrary angle two-qubit gates to implement the $QFT(1)$ and $QFT(2)$ benchmarks. As shown in Fig. 17, these circuit optimizations increased the result fidelity. In trapped-ion systems, two-qubit gates are typically implemented with the Mølmer–Sørenson interaction. In most cases, the resulting gate is produced with a fixed laser power that ideally results in the unitary $\exp[-i(\pi/4)XX]$, which is equivalent to $\text{CNOT}$ up to local unitaries. A controlled-$Z(\theta)$ operation, which appears in many of the application oriented benchmarks, requires two CNOTs. The Mølmer–Sørenson gate can also be implemented with an arbitrary angle $\exp[-i(\phi/2)XX]$ by varying the laser power as a function of $\phi$. The resulting gate is equivalent to a controlled-$Z(\theta)$ gate up to local unitaries. This modification halves the number of two-qubit interactions required to implement controlled-$Z(\theta)$ (for most $\theta$) and may further decrease two-qubit errors that scale with $\phi$. From the $QFT(1)$ and $QFT(2)$ benchmarks plotted in Fig. 17, we can verify that the arbitrary angle gates are yielding a significant improvement. For example, for $QFT(1)$ with arbitrary angle gates, the fidelity for $n = 12$ qubits was 0.07
VI. MEASURING EXECUTION TIME

Most existing quantum computing benchmarks focus on measuring result quality, but the time taken to run an application is also an important metric of performance [45], [46], [47], [48]. In particular, the time to solution is a crucial metric when comparing quantum and classical computations, e.g., comparing quantum and classical compute times was central to recent demonstrations of quantum advantage [2], [3]. Our benchmarking suite is designed to quantify various aspects of the time to solution, as we explain in the following. In Section V-A, we discuss how to measure and subdivide the total execution time. In Section V-B, we then turn to the component of execution time that our benchmarking suite currently focuses on: the time taken to execute the quantum circuits.

A. TOTAL EXECUTION TIME

The total time required to execute a complete quantum application is evidently a critical aspect of a quantum computer’s performance. In order to understand a quantum computer’s performance in detail, the total execution time should ideally be divided into the times taken for distinct subtasks (e.g., circuit compilation), and an ideal benchmarking suite would measure each such time. In general, a quantum application is a hybrid quantum-classical computation consisting of running one or more quantum circuits interleaved with classical processing. We, therefore, suggest that the following non-exhaustive set of subtasks and associated compute times will be important to measure.

1) Compilation time ($t_{\text{compile}}$): The time spent compiling an application’s circuits, written in a high-level language (e.g., Q# or Qiskit), into the hardware’s native operations and language (e.g., OpenQASM, or perhaps the pulse-level description of the circuit).

2) Classical computation time ($t_{\text{classical}}$): The time spent implementing classical computations to, e.g., process data from quantum circuits already run (as in variational algorithms [49], [50], [51]).

3) Quantum execution time ($t_{\text{quantum}}(N)$): The time required for $N$ shots of a circuit. This is the only time that we report on in this work.

An additional component in the total execution time when using shared-usage cloud-access quantum hardware is the queuing time, i.e., the time that circuits spend in a queue waiting to be executed. This is an artifact of shared-usage access models, and arguably its main importance here is that it can complicate reliable measurements of other aspects of the total execution time.

To illustrate the potential utility of measuring different components of total execution time, we consider one aspect of running variational quantum algorithms. These algorithms but with the arbitrary angle gates it had a $3 \times$ improvement to 0.216.
involve repeated execution of a parameterized circuit for different parameter values. There are two distinct ways in which these circuits, which differ only in the parameter values, can be implemented. Each such circuit can be recompiled from a high-level language description (incuring the $t_{\text{compile}}$ cost each time), or a single parameterized circuit can be compiled with its parameters set and updated using low-level classical controls. These two methods for running parameterized circuits will result in different compute times, and avoiding recompilation could potentially result in substantial compute time savings. Our Variational Quantum Eigensolver benchmark has been designed to enable this comparison, by looping over multiple instances of a circuit with differing parameter values. Furthermore, we suggest that benchmarks that can reveal and quantify other potential improvements in compute time will be important tools for testing and improving quantum computers.

B. QUANTUM EXECUTION TIME

The aspect of execution time that our current benchmarking suite focuses on is quantum execution time $t_{\text{quantum}}(N)$. This is the time taken to run $N$ “shots” of a quantum circuit (as the results from quantum circuits are probabilistic in nature, they are each typically run many times, with an individual circuit execution referred to as a “shot”). The quantum execution time depends on both the circuit (e.g., it will increase with the circuit depth), and on the number of shots $N$. In our experiments, we use $N = 1000$, and we do not study the dependence of $t_{\text{quantum}}$ on $N$. Note that it is important to use the same value of $N$ when comparing different devices.

The quantum execution time is not directly accessible to a quantum computer user, but cloud quantum computers typically return a quantity that is analogous to $t_{\text{quantum}}(N)$, following the execution of the quantum circuit. This time is recorded by our benchmarking suite, and it is what we report. Note, however, that the precise meaning of the timing information returned by a provider’s API is not always clear to the end user (and is possibly different for different providers). This should be kept in mind when comparing quantum execution time results between platforms.

Fig. 18 shows the average time to execute the circuits of the QFT$(1)$ benchmark, as a function of circuit width, for a quantum simulator and for IBM Q Guadalupe. The execution time increases exponentially on the simulator, and linearly on this quantum hardware. Note that the exponential growth in the time to simulate these circuits does not imply that these circuits are classically hard to simulate, only that this classical simulator exhibits exponential simulation time scaling on these circuits.

Fig. 19 shows results from running the same QFT$(1)$ benchmark on Rigetti Aspen-9 and IBM Q Casablanca. The average execution time is shown as a function of the circuit width (the number of qubits) up to 7 qubits. On IBM Q Casablanca, the execution time is approximately independent of circuit width, suggesting a minimal execution time of $\sim 7$ s for any circuit. The increase in execution time is small as circuit width and depth increase (although note that this trend should not be naively extrapolated to larger widths and depths). In contrast, on Rigetti Aspen-9, the minimum execution time is about 4 s, and there is a steep increase in execution time as circuit width increases (we conjecture that this is because all gates are serialized on Aspen-9, meaning that gates on distinct qubits that could be applied in parallel are applied in serial). We found that there is significant variation in the execution time profile across the many different devices that we tested.

VI. CONCLUSION

Quantum computing is an emerging technology, and existing quantum computers experience a wide range of complex errors. To understand the capabilities of current and near-term quantum hardware, the research community needs a robust set of performance benchmarks and metrics. In this work, we introduced a suite of quantum application-oriented performance benchmarks and demonstrated them on a selection of cloud-accessible quantum computers. Our benchmarking suite is based on a variety of well-known quantum algorithms, and it is designed to probe the effectiveness of quantum hardware at executing applications. Each of our
application benchmarks tests a quantum computer’s performance on variants of that application’s quantum circuits. They are designed to map out performance as a function of the input problem’s size. We measure performance both in terms of result fidelity and the quantum execution time, providing users with proxies for both the quality of and the time to solution.

The initial version of our benchmarking suite, reported here, has a variety of limitations that we have highlighted throughout. Our intention is that our benchmarking suite will evolve to address both these limitations and new benchmarking needs—as has been the case with successful classical computing benchmarking suites, such as SPEC [24], [25]. For this reason, we expect that the first version of our suite of benchmark programs, which we have presented in this article, will be enhanced substantially over time. Indeed, since the initial version of this article was released on arXiv, there has been broad community engagement to enhance our benchmarking suite, and we anticipate reporting on these expansions and improvements to our suite in future publications.

One important limitation of some of our benchmarks is that they require exponentially expensive classical computations to implement, and they will be infeasible for $O(100)$ qubits. Our benchmarks that circumvent this problem do so by using only circuits that can be efficiently classically simulated. However, such benchmarking circuits must be designed with care so that a quantum computer’s performance on the benchmark is indicative of its performance on the algorithm on which it is based when applied to practically useful problems. A general-purpose solution to this benchmark design problem was recently introduced [52] that enables efficient measurement of the process fidelity of any algorithmic circuit. Integrating this technique with our algorithmic benchmarks would ensure that all our benchmarks are scalable and robust, making them practical to run on hundreds or thousands of qubits. Integrating this technique [52] and related methods [8], [53] into our benchmarking suite is a promising avenue for future research.

Another limitation of our benchmarking suite is that our measurements of execution time are currently rudimentary. We primarily quantify compute time in terms of the time required to execute each quantum circuit. This is rudimentary because the definition of this time can vary by provider, and it neglects the classical coprocessing inherent in quantum applications (e.g., circuit compilation time) that must be quantified for an accurate measure of the total compute time. We suggest that further research is required into how to delineate and consistently measure each aspect of total compute time.

Our primary method for summarizing a quantum computer’s result quality on our benchmarks is volumetric benchmarking [8], [23] plots, which display performance as a function of the problem input size (circuit width) and the quantum computation’s length (circuit depth). This framework enables transparent comparisons between applications, as well as comparisons to other performance metrics. In this work, we compared performance on our benchmarks to predictions extrapolated from the QV [10] metric. Our experimental results demonstrate that, on the tested devices, the QV is broadly predictive of application performance. However, the reliability of extrapolating the QV to predict application performance varies between devices. A more quantitative and comprehensive comparison between performance on application-oriented benchmarks and application-agnostic benchmarks (e.g., the QV benchmark [10] or mirror circuit benchmarks [8]) would constitute interesting future work.

The performance of the hardware that we tested suggests that substantial advances are required for quantum computers to outperform their classical counterparts on useful tasks. For example, our volumetric plots clearly communicate that an improvement in the QV from, e.g. 32 to 2048, will not make it possible to successfully execute Shor’s algorithms on useful problem instances—which, as is well known, will almost certainly require large-scale quantum computers running fault tolerant quantum error correction. However, the potential for advances in algorithms, in quantum computing hardware, and in the software stack means that quantum advantage on some problem might be achievable in the near term. As new algorithms are developed, they can be added to our suite, and our benchmarks can quantify the performance gains provided...
by technological advances. Therefore, our suite is well suited to tracking progress toward useful quantum advantage.

Cloud-accessible quantum computers are attracting a wide audience of potential users, but the challenges in understanding their capabilities are the significant barrier to adoption of quantum computing. Our benchmarking suite makes it easy for new users to quickly assess a machine’s ability to implement applications, and our volumetric visualization of the results is designed to be simple and intuitive. We, therefore, anticipate that our benchmarking suite will encourage adoption of quantum computing, and further economic development within the industry.

**APPENDIX A**

**SELECTED ALGORITHMS AND APPLICATIONS**

In this appendix, we examine the quantum programs that we selected for use as benchmarks, and describe how we turned those programs into benchmarks. Complete details for every benchmark can be found at https://github.com/SRI-International/QC-App-Oriented-Benchmarks. In this appendix, all of numerical results presented are based on the execution of the application circuits on a noisy simulator with a specific noise model. The noise model consists of one- and two-qubit depolarizing errors with error rates of 0.003 and 0.03, respectively.

**A. SHALLOW ORACLE-BASED ALGORITHMS**

The first group of quantum programs that we converted into benchmarks consist of following three “oracle” algorithms:

1) DJ Algorithm [56];
2) BV Algorithm [13], [57], [58];
3) Hidden Shift (HS) Problem [13], [58], [59].

All of these algorithms share a simple structure in which the primary qubits of the circuit are initialized into a quantum superposition and a “secret” integer value is embedded into the circuit using a special “oracle” operation. The oracle uses quantum gates to manipulate the relative phases of the qubits to effectively “hide” the integer, encoded as a string of ones and zeros, in the resulting quantum state. At the end of the circuit, the quantum state is transformed back into the computational basis and the secret integer value is revealed.

Fig. 20 shows a circuit diagram for the BV algorithm on 5 qubits, one of which is used as an ancilla or accessory qubit. An example of an oracle circuit $U_f$ encoding the integer value 13 (bit string “1101”) is shown in Fig. 21. Each “1” bit is encoded using a controlled not gate on the 5th ancilla qubit.

To illustrate how these circuits work, we have inserted small Bloch sphere icons into the main circuit diagram before and after the oracle and again before the measurements. The oracle operates on the uniform superposition generated by Hadamard gates on the first 4 qubits to encode the secret integer into a quantum state. Each qubit that performs a CNOT operation will experience phase kickback that rotates the phase of its quantum state by $\pi/2$. The final set of Hadamard gates transforms the qubits back into the computational basis, and the value encoded in the oracle is revealed upon measurement.

The main circuit of the DJ algorithm is identical to the BV algorithm, but it uses a slightly more complex oracle that encodes either a “constant” or “balanced” function. The oracle is very similar to the BV—it also uses a sequence of CNOT gates—so it is not shown here.

The HS algorithm applies two oracle functions in a row, which contrasts with the DJ and BV algorithms. The first application of the oracle is identical to the second application, except that it includes a hidden “shift”—a secret integer that encodes a difference between the values returned from the two oracles (shown in Fig. 22). The two oracles together result in a circuit depth for the HS that is nearly double that of the BV and DJ algorithms. Due to the similarities between these algorithms, we group them together as the “tutorial” category.

To construct benchmarks out of each of these algorithms, each circuit of a specific width is executed multiple times with a random integer encoded in the oracle. Fig. 23 shows the results obtained from executing these three benchmarks on the noisy simulator, for between 2 and 12 qubits.
The QFT and its inverse are used extensively as components of many well-known quantum applications, e.g., Shor’s algorithm. We constructed two benchmarks based on the QFT. The first of these benchmarks, which we refer to as the QFT(1) benchmark, is shown in Fig. 24 and is as follows. The \( n \) qubits are initialized to encode a random integer \( x \) (\( x = 13 \) in the example shown in Fig. 24). This is followed by the standard QFT circuit, which encodes the input integer value into the Fourier basis, through a series of Hadamard gates and controlled Z rotations. Then, a set of simple rotation gates are applied that add 1 modulo 2\(^n\), in the Fourier basis, to the input state. This is then followed by the standard circuit for implementing the inverse QFT, which converts the Fourier basis state back into the computational basis, and then, all the qubits are measured. The resulting bit string should be the \( x + 1 \) modulo 2\(^n\) (in the example of Fig. 24, 14, rather than the initial value of 13). This benchmark can be thought of as a type of Loschmidt echo, or a simple form of mirror circuit [8], in which the QFT is undone by the inverse QFT that follows it. The inclusion of the +1 operation in the middle of the circuit prevents a transpiler from easily compiling this circuit down to an identity (although note that this current implementation does not strictly prevent compilation down a simpler operation). In addition, it adds sensitivity to errors that would be canceled by a perfect Loschmidt echo (a forward and backward evolution experiment) but that do impact the performance of the QFT. Note, however, that a randomly selected operation in the center of the circuit is required to guarantee sensitivity to all errors [8]—and this benchmark will likely be updated in the future to include this random operation.

The QFT subcircuit used in the QFT(1) benchmark is displayed in Fig. 25. The inverse QFT subcircuit is not shown as it is a mirror image of the QFT circuit (with gates replaced with their inverses, meaning that the rotation angles are negated and the Hadmard gates are unchanged). Note that this QFT implementation does not use SWAP gates (so it effectively reverses the order of the qubits), which simplifies its use in the benchmark programs.

Our second QFT benchmark [QFT(2)] executes only a standard circuit for the inverse QFT. In the QFT(2) benchmark, the inverse QFT operates on a quantum state that is prepared in a Fourier basis state. In this method, instead of creating that quantum state using the QFT (which converts any computational basis state into a Fourier basis state), we use a set of one-qubit gates—specifically, a series of Hadamard gates and \( Z \) rotations, to encode a specific integer value \( x \) in the Fourier basis. Fig. 26 demonstrates this circuit, for the case of encoding the integer value 6. The inverse QFT reverses that operation, so if there are no errors, the measurement result should be the bit string encoding \( x \).

The circuits of the QFT(2) benchmark are similar to the second half of circuits of the QFT(1) benchmark, so the circuit depth in QFT(2) is approximately half that in QFT(1) (for fixed \( n \)). A useful consequence of this is that the benchmarks can be used to cross-validate each other: if both benchmarks are a good quantification of a quantum computer’s performance on the QFT and its inverse, and the QFT and its inverse have approximately the same error, then
the result fidelity from $\text{QFT}(1)$ will be approximately the square of the result fidelity from $\text{QFT}(2)$.

Fig. 27 shows the results obtained from executing the $\text{QFT}(1)$ and $\text{QFT}(2)$ benchmarks. We see the expected relationship between the fidelities of the two benchmarks (note that this simple relationship can be proven to hold for simple depolarizing errors like those used in this simulation).

C. GROVER’S SEARCH ALGORITHM

Grover’s algorithm [61], also referred to as the quantum search algorithm, is one of the most well-known quantum algorithms due to its quadratic run-time speedup over the best known classical algorithm. This algorithm aims to find the correct item from an unordered list. It achieves a quantum speedup by starting in a uniform superposition and using repeated calls to a quantum oracle to amplify the probability of measuring the correct state. The amplification used in Grover’s algorithm was then generalized into amplitude amplification [62], which is used in the Amplitude Estimation and Monte Carlo algorithms.

Our benchmark based on Grover’s Search algorithm is designed so that the oracle marks a given bit string with a phase of $-1$. At each circuit width, multiple circuits are constructed by generating random bit strings of length equal to the width of the circuit. Fig. 28 shows the results of executing the Grover’s Search benchmark on a simulator. This volumetric plot highlights the fast increase in circuit depth with increasing circuit width for this algorithm—which causes a rapid drop in the result fidelity as the circuit width grows. This occurs because Grover’s algorithm for $n$-qubits uses many $n$-qubit Toffoli gates. These gates need to be decomposed into one- and two-qubit primitive gates, which substantially increases the depth. Note that shallower decompositions of $n$-qubit Toffoli gates are possible using ancilla qubits, which we do not do here.

D. PHASE AND AMPLITUDE ESTIMATION

Quantum Phase Estimation [63] is another important quantum subroutine that is fundamental to many quantum algorithms, including Shor’s algorithm [64]. The goal of the algorithm is to estimate the eigenvalues of a unitary operator by calculating the corresponding phases. A generalization of phase estimation is amplitude estimation [62], where the goal is to estimate the amplitudes of a quantum state. Due to the importance of phase estimation and amplitude estimation as subroutines for more complicated quantum algorithms, benchmarking based on these routines will provide insight into the capabilities of a quantum computer.

The Phase Estimation benchmark is based on picking a unitary whose phase is to be measured. We choose a phase gate with eigenvalues $\exp(\pm i\theta)$, where $\theta$ is defined to a precision $2^{-k}$, where $k$ is the number of qubits in the register that stores the measured phase. The benchmark selects random values for $\theta$ of the form $n/2^k$, where $k$ represents the total number of measured qubits and $n$ is an integer between 0 and $2^k - 1$.

The Amplitude Estimation benchmark contains two quantum subroutines: quantum circuits that implement quantum amplitude amplification and quantum phase estimation. The quantum amplitude amplification is used to encode the amplitudes of a target quantum state into a phase that can be extracted using phase estimation. This benchmark performs the simplest case of quantum amplitude estimation where, similar to phase estimation, we chose specific circuits such that the amplitudes are specified to a precision that can be exactly encoded in the available qubits.

Fig. 29 shows the results obtained when executing our Phase Estimation and Amplitude Estimation benchmarks. Note the depth of the Phase Estimation benchmark’s circuits scale similarly to the depth of the circuits in the two QFT-based benchmarks. This is because the QFT is the subroutine of phase estimation that uses the deepest circuits. The Amplitude Estimation benchmark, on the other hand, involves deeper circuits due to the quantum amplitude amplification protocol. This figure shows
that a quantum computer with a QV of 32 is incapable of high fidelity implementations of the Amplitude Estimation algorithm (at least when implemented in its standard form), even for tiny problem instances.

E. HAMILTONIAN SIMULATION

One of the most promising applications for quantum computers is in the simulation of quantum systems [65]. Many simulation problem require simulating the evolution of a Hamiltonian, so we designed a benchmark based on Hamiltonian evolution. The Hamiltonian we choose is the antiferromagnetic Heisenberg chain of 1-D spins with disordered x- and z-fields and an open boundary condition

\[
H = J \sum_{i=0}^{n-2} \hat{\sigma}^z_i \cdot \hat{\sigma}^z_{i+1} + w \sum_{i=0}^{n-1} \left( h_x,i \hat{\sigma}^x_i + h_z,i \hat{\sigma}^z_i \right) \tag{4}
\]

where \(J\) and \(w\) are the strength of the interactions and the disordered fields, respectively, \(h_x,i\) and \(h_z,i\) give the strength of the X and Z disordered fields at site \(i\), \(n\) is the total number of qubits, and \(\hat{\sigma}^{x,z}\) are the usual Pauli operators. In this benchmark, \(J = 1\), \(w = 10\), and \(h_x,i\) and \(h_z,i\) are randomly generated in the range \((-1, 1)\). The algorithm initializes the qubits in a product state and evolves them according to a Trotterized version of the Hamiltonian [66]. The Trotterization implements the term \(\exp(-iJ\hat{\sigma}^z_i \cdot \hat{\sigma}^z_{i+1})\) exactly using a construction from Williams [67]. We use a fixed number of Trotter steps.

Fig. 30 shows the results of running the Hamiltonian Simulation benchmark on a simulator. Note that the depth of the circuits does not increase with increasing width, due to the form of the Hamiltonian that we choose. This benchmark uses exponentially scaling classical computations, as the error-free circuit output is computed using a general-purpose circuit simulation.

One way to construct a Hamiltonian simulation benchmark that does not require exponentially expensive classical computations is to use a phenomenon called many-body localization [68], [69], where evolution under a random Hamiltonian such as the one in (4) preserves certain quantities. However, long evolution times are required for many body localization, resulting in circuits containing thousands of circuit layers. A benchmark based on this method would, therefore, arguably not be useful for current hardware.

F. MONTE CARLO SAMPLING

Classical Monte Carlo algorithms use random processes to solve problems numerically where other methods might be infeasible. A quantum algorithm that has a quadratic speed up over classical Monte Carlo algorithms was proposed by Woerner and Egger [70], which we have used here as the basis for our Monte Carlo Sampling benchmark. The Monte Carlo sampling algorithm aims to compute the expected value of some function \(f(X)\), where \(X\) is a random variable that is distributed as \(p(X)\). The algorithms uses two oracles. One of these oracles, \(\mathcal{R}\), is defined by

\[
\mathcal{R} |0\rangle_n |0\rangle = \sum_i \sqrt{p(X = i)} |i\rangle_n |0\rangle. \tag{5}
\]

This encodes the probability distribution \(p(X)\) into the amplitudes of \(n\) qubit states. The other oracle, \(\mathcal{F}\), is defined by

\[
\mathcal{F} |i\rangle_n |0\rangle = |i\rangle_n \left( \sqrt{1 - f(i)} |0\rangle + \sqrt{f(i)} |1\rangle \right). \tag{6}
\]

This encodes the function value \(f(i)\) into the amplitude of a single auxiliary qubit. By applying \(\mathcal{R}\) and \(\mathcal{F}\) on a \(n + 1\) qubit
The Monte Carlo Sampling algorithm works by applying the amplitude estimation algorithm yields $A = FR$

and then perform amplitude estimation on the resultant state to produce

$$a = \sum_i p(X = i)f(i) = E[f(X)]$$

which is the expectation value of the $f$ function.

We implemented two benchmarks based on running the Monte Carlo Sampling algorithm for different choices of $f$ and $p$. Monte Carlo Sampling(1) enables the user to choose $f$ and $p$. For general distributions and functions, the circuits of this benchmark are very deep. Monte Carlo Sampling(2) fixes $p$ to the uniform distribution (this $R$ oracle can then be implemented using only Hadamard gates), and the fixes $f$ to the parity function $f(i) = 1$ if $i$ has an odd number of 1’s in its binary expansions and $f(i) = 0$ otherwise, which means that the $F$ oracle can be implemented using only CNOT gates. Fig. 31 shows results from both versions of our benchmark.

G. VARIATIONAL QUANTUM EIGENSOLVER (VQE)

Solving the electronic structure problem is one of the most promising applications for quantum computers, with potential contributions to drug discovery [71], developing new materials and catalysts for more efficient light-harvesting and CO$_2$ reduction [72], understanding high-temperature super conductivity [71], and other important use cases [73]. In the NISQ era, one of the most promising approaches is the VQE [49], [50].

The VQE algorithm implements a parameterized circuit for a chosen wavefunction ansatz. It then measures the energy expectation value of the wave function and optimizes the circuit parameters toward a direction that lowers the energy expectation value. The VQE algorithm is based on the variational principle [74]

$$E = \frac{\langle \psi (\theta) | H | \psi (\theta) \rangle}{\langle \psi (\theta) | \psi (\theta) \rangle} \geq E_0$$

in which the energy expectation value of an parameterized wave function $\Psi (\theta)$ is lower bounded by the exact ground state energy $E_0$. In other words, the optimal parameter $\theta^*$ that minimizes the energy expectation value corresponds to the closest description to the exact ground state within the flexibility of the wave function ansatz. Herein, $H$ is the electronic Hamiltonian defined as

$$H = \sum_{pq} h_{pq} a_p^\dagger a_q + \frac{1}{2} \sum_{pqrs} g_{pqrs} a_p^\dagger a_s^\dagger a_r a_q,$$

in which $h_{pq}$ and $g_{pqrs}$ are the one- and two-electron integrals, and $a$ and $a^\dagger$ are the Fermionic annihilation and creation operators.

An important aspect of the VQE algorithm is the choice of the wave function ansatz. Many choices exist, and for our VQE-based benchmark, we choose to use the unitary coupled cluster with singles and doubles ansatz (unitary-CCSD). This ansatz is defined by [75]

$$|\Psi \rangle = e^{T - T^\dagger} |\Phi \rangle$$

where $T$ is the cluster operator and $|\Phi \rangle$ is the reference state, which is chosen to be the Hartree–Fock (HF) state. The cluster operator is defined by

$$T = \sum_{i,a} t_{ia}^a a_i^\dagger + \sum_{i,j,a,b} t_{ij}^{ab} a_i^\dagger a_j^\dagger a_a b$$

in which $i$ and $j$ indicate molecular orbitals that are occupied in the HF state, and $a$ and $b$ indicate molecular orbitals that are empty in the HF state. $t_{ia}^a$ and $t_{ij}^{ab}$ are the wave function parameters associated with single and double excitations.

The unitary CCSD ansatz is a variant of the widely used traditional CCSD ansatz. Unlike the traditional CCSD ansatz, which fails to model strongly correlated systems, the unitary CCSD ansatz has been shown to produce highly accurate results in both weakly and strongly correlated systems. However, there is no known classical method that can evaluate the energy expectation value of the unitary CCSD ansatz with polynomial cost. In contrast, its unitary nature means that it is natural to implement on a quantum computer.
Both the electronic Hamiltonian and the unitary CCSD ansatz are defined with Fermionic operators. In order to implement them on a quantum computer, one needs to first transform them to Pauli operators. Our VQE benchmarks use the Jordan–Wigner transformation [76]

\[
\begin{align*}
\sigma_p^+ &\rightarrow \sigma_p^{\otimes N-1} \otimes \frac{1}{2} \left( \sigma_x^{\otimes N} - i \sigma_y^{\otimes N} \right) \\
\sigma_p^- &\rightarrow \sigma_p^{\otimes N-1} \otimes \frac{1}{2} \left( \sigma_x^{\otimes N} + i \sigma_y^{\otimes N} \right)
\end{align*}
\]

(15)

where \(I, X, Y, \text{ and } Z\) are Pauli matrices, and \(N\) is the total number of qubits. Upon the Jordan–Wigner transformation, both the Hamiltonian and the cluster operator becomes a weighted sum of Pauli words

\[
H(T) = \sum_i g_i(t_i) P^i
\]

(16)

where \(P^i\) is a tensor product of Pauli matrices

\[
P^i = \{I, \sigma^x, \sigma^y, \sigma^z\}^{\otimes N}.
\]

The VQE algorithm proceeds by iteratively evaluating and optimizing the energy by varying the wave function parameters, until the minimum is found.

The full VQE algorithm includes both a quantum and classical part. The former is used to implement the ansatz and measure the energy, and the latter is applied to optimize the ansatz parameters. Our initial VQE-based benchmark, VQE(1), only implements the quantum part of the algorithm. For VQE(1), we randomly sample the wave function parameters and choose a fixed measurement basis (varying the measurement basis is generally necessary to measure the expectation value of the Hamiltonian \(H(T)\)).

In our benchmarks, the Hamiltonian and the wave function is implemented for the NaH molecule with a bond length of 1.9 Angstrom with the STO-6G basis [74]. By changing the number of orbitals to simulate, we vary the number of qubits. The smallest case is \(n = 4\) qubits, which corresponds to two electrons and four spin orbitals. Fig. 32 shows the results of executing VQE(1) on a quantum simulator up to 10 qubits.

**H. SHOR’S ORDER FINDING**

Shor’s factoring algorithm [64] is one of the most well-known applications of quantum computing. Shor’s factoring algorithm includes both a quantum and classical subroutine. The quantum subroutine finds the smallest integer period, or the order, of a periodic function while the classical subroutine uses this order to determine the factors of a number in polynomial time. This process may need to be repeated multiple times, in case an invalid order is generated. Since the order finding routine is the bottleneck of integer factorization, our focus is on benchmarking the quantum subroutine of order finding.

The algorithm is designed for finding the order of functions that take the form \(f(x) = a^x \mod N\) where \(a < N\). The order \(r\) of this function is the \(r\) satisfying \(a^r \mod N = 1\). If \(r\) is known, a classical computer can compute the prime factors of \(N\) in polynomial time. Our benchmarks based on Shor’s order finding algorithm generate random values of \(r\) and \(N\) from which a corresponding base value \(a\) can be analytically calculated. The quantum algorithm for order finding is actually a variation of quantum phase estimation where the chosen unitary operator performs modular exponentiation. This modular exponentiation encodes the order in the phases of a quantum state.

We constructed two benchmarks based on Shor’s order finding algorithm, Shor’s Order Finding(1) and Shor’s Order Finding(2), based on variants of Shor’s algorithm introduced by Stephane Bearuegard [77]. Shor’s Order Finding(1) is based on the standard formulation of Shor’s algorithm, and it requires \(4n + 2\) qubits, where \(n\) is the problem instance size (meaning that \(N\) is an \(n\) bit integer). Shor’s Order Finding(2) uses a version of Shor’s algorithm that utilizes mid-circuit measurements to reduce the number of qubits. This method uses \(2n + 3\) qubits. Fig. 33 shows the results obtained executing both these benchmarks on a simulator.
APPENDIX B

LIMITATIONS OF THE AVERAGE RESULT FIDELITY

In this appendix, we illustrate some of the limitations inherent to using the average result fidelity to quantify performance, using an example. This example illustrates the limitations of both fidelity and of averaging this fidelity over multiple circuits. We use the Deutsch-Jozsa benchmark as our example. The DJ algorithm is an $n+1$ qubit oracle algorithm that computes whether $f : \{0, 1\}^n \rightarrow \{0, 1\}$ is a balanced or constant function using a single call to an oracle that implements $f$. If the function is constant the first $n$ qubits should all return 0, and otherwise at least one of the qubits should return 1. In our benchmark, we randomly choose the oracle: with 50% probability $f$ is a balanced function, and with 50% probability $f$ is constant. The balanced function that we use is the parity function, in which case all the qubits should return 1. Now consider two quantum computers, $Q_A$ and $Q_B$, that always return the bit strings 000... and 1000..., respectively. In both cases, if we run the DJ algorithm, we always get the correct algorithm output for one of the two inputs, and the incorrect output for the other, i.e., arguably $Q_A$ and $Q_B$ perform equally badly on this algorithm. But we find that $F_{\text{b}} = 0.5$ for $Q_A$ and $F_{\text{b}} = 0$ for $Q_B$, where $F_{\text{b}}$ is $F$ averaged over the balanced and constant oracle. This makes sense because for $Q_B$, $F_{\text{b}}(P_{\text{ideal}}, P_{\text{output}}) = 0$ for both inputs (as $P_{\text{ideal}}(111... ) = 1$ for the balanced function).

This example illustrates two points. First, the fidelity between $P_{\text{ideal}}$ and $P_{\text{output}}$ for a particular algorithm input does not directly correspond to the probability of obtaining the correct result on that input. In this example, $Q_B$ always returns the correct algorithm result on the balanced function input, even though $F_{\text{b}}(P_{\text{ideal}}, P_{\text{output}}) = 0$. To avoid this effect, we would need an algorithm-specific metric for result quality. We suggest that the result fidelity should be complemented (but not replaced) with such metrics. Second, quantifying performance using only an average over problem instances can obscure important performance information. We suggest that it will be important to also study, e.g., worst-case performance over problem instances.

Similar effects to those discussed above were apparent in our experiments. Fig. 34 shows the results of running the Deutsch-Jozsa benchmark on a) a quantum simulator with depolarizing errors, and 2) IBM Q Guadalupe. In the simulation, we observe that the average result fidelity decays toward zero as the number of qubits increases (note that our normalized result fidelity $F$ is designed so that it decays toward zero in the presence of depolarizing errors, unlike $F_b$). In contrast, the average result fidelity for IBM Q Guadalupe decays quickly to $\sim 0.5$ with increasing circuit width, and then decays slowly. The constant oracle uses a shallow $O(1)$ depth circuit containing no two-qubit gates, and its correct result is 000... . In contrast, the balanced oracle uses $O(n)$ two-qubit gates and its correct result is 111... . The constant oracle can, therefore, be expected to perform much better than the balanced oracle on IBM Q Guadalupe, which has high-fidelity one-qubit gates [28] and which (like all superconducting systems) experiences substantial T1 decay that adds a bias toward returning the 000... bit string. This strong asymmetry in the performance on the constant and balanced oracles would explain the results of Fig. 34, and it illustrates that average result fidelities must be interpreted and compared with care.

APPENDIX C

ISSUES WITH DIFFERENT QUANTUM COMPUTING APIs

Quantum applications are being implemented using a variety of APIs, e.g., Qiskit, Cirq, Braket, and Q#. These APIs have many features in common, and our benchmark suite was initially designed to execute consistently across these multiple quantum programming environments. However, certain constraints exist that make it challenging to accomplish complete consistency across all APIs.

As a consequence of these differences, all of the benchmarks have been implemented using the Qiskit API. Some, but not all, have been implemented using the Cirq and Braket APIs. Throughout, all executions of our benchmarking suite
on a quantum simulator are performed using the Qiskit implementation of our benchmarking suite, as it provides rich circuit analysis features. Execution on all of the hardware was also performed using the Qiskit version of our benchmarks, with the exception of the experiments on Rigetti Computing’s hardware, which used the Braket version of our benchmarks.

Our benchmarking circuits are defined in a high-level and algorithm-specific gate set, and then transpiled 1) to a standard gate set that we use to define each circuit’s “depth” (see Section III-F), and 2) to the native operations of a particular quantum computer in order to run the circuits. There are two challenges to consistently implementing this methodology across different APIs. First, the permitted gates differ between APIs. For example, in the Amazon Braket API, there is not direct support for controlled subcircuits that are used in our definitions of the Monte Carlo Sampling and Amplitude Estimation benchmarks. These benchmarks are, therefore, not currently available in the Braket implementation of our suite. Second, we define a standardized notion of circuit depth by compiling to a standard gate set. However, the depth of the resultant circuit will depend on the performance of the compilation algorithm, which will be API dependent. The majority of our experiments to date have used the Qiskit API, limiting cross-API comparisons. An API-independent definition of circuit depth will likely be necessary to enable consistent result comparisons across different APIs.

In addition to issues related to circuit compiling, a variety of other API issues exist that make it challenging to consistently implement our benchmarking suite and to gather all of the data of interest. These issues include a requirement in Cirq to include topology information in the circuit definition, the limited availability of the transpiled circuit and detailed metrics of the execution time in Braket and Cirq, and minor issues relating to circuit visualizations. For our work, the Qiskit platform provided the best overall set of features for implementing this suite of benchmarks and generating the analysis described in this manuscript.

APPENDIX D
ADVANCES IN QUANTUM COMPUTERS

Developing a suite of performance benchmarks early in a technology’s development establishes markers with which to measure advances in both hardware components and supporting software. In order to provide this benefit over multiple product cycles, they must be designed to anticipate advances in technology that may emerge in the next five years. Factoring such advances into benchmarks from the beginning helps to ensure that future comparisons are meaningful.

We considered specific enhancements that have been widely discussed within the quantum computing community, and we reviewed how these would impact the code structure of the application benchmark programs. Examples include new hardware features, such as mid-circuit measurement, parameterized gate operations, and tighter integration of classical/quantum computation. Some of these advances are available now on a limited set of quantum computers. With input from the community as well as the providers of quantum computing hardware, the suite can evolve to effectively gauge the impact of performance improvements that result from these continuing advances.

A. MID-CIRCUIT MEASUREMENTS

In the first quantum computers introduced by commercial providers, classical measurement of qubit state was permitted only at the end of the circuit and qubits were not reusable. Recently, IBM [78], [79], Quantinuum [40], [80], and others have introduced ways to perform measurement at any stage of the quantum circuit. The measurements are recorded, qubits are reset to an initial state, and additional computation can be performed while qubit coherence is maintained by the quantum hardware. The measurements collected during execution may be retrieved by the user with an API call.

This feature provides an option for constructing algorithms with a smaller number of qubits. Nation and Johnson [78] described an implementation of a BV circuit on IBM hardware using only 2 qubits to encode a 12-bit secret string. The fidelity in the measurement result is significantly greater than the equivalent 13-qubit circuit due to the use of only two qubits. Fig. 35 shows a smaller version of that circuit that is equivalent to a 5-qubit implementation.

Our benchmark suite has some initial benchmarks that can test, and take advantage of, mid-circuit measurements. The current benchmarks that use mid-circuit measurement do so to implement algorithms using a smaller number of qubits. That represents the same problem as a circuit implemented with a larger number of qubits (a “qubit-equivalent” problem size). In the Bernstein-Vazirani (1) benchmark, a sweep is performed over a progressively larger number of qubits, encoding a larger secret integer each time. In the Bernstein-Vazirani (2), the same sweep over problem input size is implemented using only two-qubit circuits. In this case, the depth of the circuit grows instead of the width.

Similarly, Shor’s Order Finding (2) benchmark implements Shor’s order finding algorithm using a single qubit quantum phase estimation circuit, implemented with mid-circuit measurement. The effect of the mid-circuit measurement on Shor’s algorithm can be seen in the reduction in circuit width, and in the fidelity of the results, in Fig. 33.
B. CIRCUIT PARAMETERIZATION

Some quantum algorithms are highly iterative, e.g., the VQE algorithm or the quantum approximate optimization algorithm. These algorithms introduce an additional iteration layer that involves modifying the circuit before executing another round of shots. The circuit is typically changed only by modifying the rotation angles (parameters) on the gates in the circuit before executing it again. An example of this is the parameterized ansatz circuit in the VQE algorithm, an example of which is shown in Fig. 36 taken from [11].

Modification of rotation angles prior to execution can be done by creating the circuit from scratch in a high-level language (e.g., Qiskit), followed by compilation for the backend target. The time taken to create, compile, and reload the circuit for execution can be significant—on the order of a few seconds to minutes for larger circuits. For an algorithm that requires hundreds or thousands of iterations, this circuit preparation time dramatically impacts the total execution time.

The Qiskit and Cirq programming APIs both support a form of parameter definition within circuits using Python sympy objects that improves performance by reducing compilation, but still requires reloading of the circuit. It is possible that future advances in quantum computer control systems will reduce the latency between parameterized executions so that it is negligible, which would offer the optimal execution time for such applications.

The VQE-based benchmarks include the execution of a parameterized circuit. The ansatz circuit is executed repeatedly but with different angles applied to its gates. This is implemented by creating, compiling, and executing the circuit each time as a new circuit. Currently, the benchmarking suite cannot take advantage of any parameterized circuit representations and execution. In a future work, the benchmarks could be enhanced with the addition of a method to define the ansatz as a parameterized circuit.

C. MULTIPY-CONTROLLED GATES

Several of the benchmark circuits are defined using multiply-controlled gate operations. This is a type of gate in which the operation applied to the target qubit is controlled by more than just a single qubit. The many-qubit Toffoli gate is used in the definition of many of the benchmarks. None of today’s hardware is able to implement these operations natively. Any multiply-controlled gate needs to be transpiled into many smaller primitive gate operations. Fig. 37 shows the decomposition of a standard Toffoli gate (an 3-qubit Toffoli gate) that has two control qubits.

Some of our benchmarks use n-qubit Toffoli gates with n proportional to the circuit width. The transpiled depth of an n-qubit Toffoli gate increases quickly with n. Thus, the transpiled circuits grow in depth very rapidly as circuit width increases. This is readily seen in the volumetric positioning profile for the Grover’s Search benchmark in Fig. 28.

It is possible that hardware advances will lead to native implementations of some multiply-controlled gates (although note that n-qubit controlled gates for arbitrary n cannot be implemented in constant time). For example, Bækkegaard et al. [81] described a possible native implementation of a Toffoli gate as a CCZ gate. If multiply-controlled gates are implemented natively, benchmarks that are defined using them will quantify the performance improvement that they provide.

D. CLOSE CLASSICAL/QUANTUM INTEGRATION

Increased attention is being given to the total execution time of quantum applications [45], [48]. Quantum computers are increasingly able to execute complex applications that include multiple iterations of quantum circuits as subroutines interleaved with classical computation. The total time taken by the application to arrive at a solution, aggregated over all stages of the execution, can be hours or even days. Architectural improvements in the implementation of the hardware and firmware of the quantum computer can result in significant reduction in these execution times.

In a recent IBM blog post, Johnson and Faro [45] report on enhancements to their quantum computing architecture that results in a reduction in the “time to solution” for a specific chemistry problem, from several days to nine hours. This is significant in that it represents a focus on the evolutionary reduction in the time taken to compute a solution, and not solely on the relative asymptotic scaling time of quantum computing as compared to classical. This trend is likely to continue, as evidenced by current research into quantum accelerators [46] and other architectural optimizations [47], [48].

Karaleskas et al. [82] described a quantum–classical–cloud architecture that supports a tight coupling between execution of the classical and quantum parts of a hybrid algorithm with adjacent hardware, to enable faster execution of such programs over the cloud. IBM’s announcement of public availability of the Qiskit Runtime in IBM Quantum [83] is
another step in this direction. In a solution of this type, a user may upload a quantum program and run it with different inputs and configurations each time it is executed without having to reload the program. Currently, the benchmarks have not been structured to take advantage of Qiskit Runtime. Classical and quantum computation can be integrated even further, by implementing classical computations alongside the execution of a quantum circuit, within the coherence time of the qubits Wehden et al. [84]. For example, Takita et al. [85] discussed how such a feature would improve the implementation of a quantum phase estimation algorithm. Our benchmarking suite will require updates to fully test tightly integrated classical and quantum processing.

Precise measurement of the execution times for various stages of a combined quantum/classical application may have particular value in gauging the evolution and impact of quantum/classical computing integration. Currently, the benchmark suite collects and reports on the quantum-specific execution time reported by the target system, as well as the circuit creation, launch, and queue times. The iterative nature of the benchmarks means that the total execution time for any one benchmark program is a rough indicator for overall total time to solution for that type of application (factoring out the highly variable queue times). An analysis of execution times aggregated over multiple executions is not reported systematically or compared in the current suite.

DATA AND CODE AVAILABILITY

The code for the benchmark suite introduced in this work is available at https://github.com/SRI-International/QC-App-Oriented-Benchmarks. Detailed instructions are provided in the repository. The source code for QV and volumetric benchmarking are contained in their respective public repositories [54], [55]. All data and code required to reproduce all plots shown herein are available at https://zenodo.org/record/6972744.
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