Abstract

While attentional effects in visual selection tasks have traditionally been assigned “top-down” or “bottom-up” origins, more recently it has been proposed that there are three major factors affecting visual selection: (1) physical salience, (2) current goals and (3) selection history. Here, we look further into selection history by investigating Priming of Pop-out (POP) and the Distractor Preview Effect (DPE), two inter-trial effects that demonstrate the influence of recent history on visual search performance. Using the Ratcliff diffusion model, we model observed saccadic selections from an oddball search experiment that included a mix of both POP and DPE conditions. We find that the Ratcliff diffusion model can effectively model the manner in which selection history affects current attentional control in visual inter-trial effects. The model evidence shows that bias regarding the current trial’s most likely target color is the most critical parameter underlying the effect of selection history. Our results are consistent with the view that the 3-item color-oddball task used for POP and DPE experiments is best understood as an attentional decision making task.

Introduction

Many studies have demonstrated that the attention system is extremely sensitive to recent experiences of attentional selection and deployment. For example, studies of the contextual cuing effect assert that the lingering effects of past experience implicitly shape the observer’s selection bias and facilitate visual search [1,2] and eye movements [3]. More recently, it has been shown that the reward associated with a recent context has an effect on the speed of implicit learning of that context [4]. Even the most efficient forms of salience-driven search, such as pop-out search (when a target feature differs uniquely from all distractors, and the target is always found equally quickly irrespective of the number of distractors in the display) are sensitive to recent experience. One demonstration is that responding to a red target among green distractors is faster on trial N, when on trial N-1 all objects were red. This evidence suggests that the human brain has evolved an efficient visual system to find targets in the environment by shifting attention and eye gaze toward task relevant information around the observer. Traditional literature has shown two factors engaged in this control of attention: (1) the observer’s goals, expectations, and biases (top-down factors) [25–27], and (2) the salience of objects in the world (a bottom-up factor) [e.g. [25,28–33]]. Awh, Belopolsky and Theeuwes [34] pointed out that the effect of selection history could conflict with the observer’s goals [35–38]. They have thus suggested that selection history is an independent factor underlying the modulations observed in attentional selection, separate from the observer’s explicit goal and the stimulus’s physical salience [34].

Priming of Pop-out and the Distractor Preview Effect are both effects primarily caused by changes in selection history. The physical salience of the display does not change from trial to trial. Likewise, the observer’s explicit goal always remains the same at the initiation of a trial (i.e., finding an oddball). Thus, here we look at a task with both POP and DPE conditions in order to better understand the effects of selection history through modeling. In this task, subjects need to make a saccade to an oddball color (when present). We can generally ask, given a simple two color
display, how does selection history affect the decision of which color to select?

It is important to note that previous research has shown that the critical factor underlining these two effects is the stage during which target/distractor color assignments takes place, that is, the process through which a color (say, green) is tagged as being the color containing the target (in the current trial), while the other color (say, red) is tagged as the color of the distractors. Thus, even though in the surface the task may appear to be a “location” selection task (which of the items in the display should the saccade be directed to) it is in fact a “color” selection task (which of the two colors is the target color). Once the target color is found, saccading to the target is trivial. With respect to the DPE, we know location is unimportant from (at least) three previous studies. In Goosby, Grabowecky and Suzuki [12], where the DPE was first documented, it was shown that changes to spatial features in the previous trial (the “preview trial”), like size of the items, number of items in the previous trial, and eccentricity of the items, had no effect on the magnitude of the DPE on the target-present trial. Later, Lleras, Levinthal and Kawahara [21] demonstrated that the DPE could be observed in a rapid serial visual presentation (RSVP) task, in which items are presented sequentially in a single (unchanging) location. On trial N-1, all items are of the same color, while on trial N one of the items has a different color (is an oddball). As all items are presented at the same location, the DPE is likely not dependent on the spatial positioning of the to-be inspected items. Finally, and more crucially, Levinthal and Lleras [20] demonstrated that when RSVP trials (all search items in the same location, presented sequentially) are intermixed with spatial DPE trials (three items presented simultaneously at three different locations), an identical “spatial” DPE is found when the previous trial was spatial (three items/three locations) compared to when it was an RSVP sequence, showing that the spatial characteristic of the previous trial had no impact on the DPE. Moreover, they found an identical “single-location” DPE (in RSVP) when the previous trial was an RSVP sequence compared to when the previous trial was spatial, indicating that the DPE emerges from a difficulty in selecting a specific color as being the target color (and not with moving attention to a location), given that all items were presented at the same location. Finally, it should be noted that in 2010, Yashar and Lamy [17] found an identical result with POP. Thus, decision making regarding the color associated with target status (not the location containing the target) is at the crux of these two phenomena. It should also be noted that this is consistent with the top-down instructions to the participants, who must find the odd-colored item (not the odd-placed item), making color, not location, the defining attribute of the target in these tasks.

The decision in this sort of forced two-choice task is conventionally studied within the framework of a diffusion model. Ratcliff [39] developed a diffusion model (Ratcliff diffusion model; RDM) that turns the sampling of evidence into a noisy, ongoing evidence accumulation process. That is, evidence is sampled and accumulated at each point in time. After some number of samples (i.e., after some time), the accumulation of evidence can reach one of two thresholds: the signal threshold or the noise threshold. Once one of these criteria is reached, the decision is made to categorize the perceptual evidence as signal or noise. Importantly, the time course of the decision process can be predicted and modeled in different situations. The power of this approach is that one can make detailed predictions of human performance including predicting RT distributions for correct and error responses [39–42]. Therefore, this “diffusion” modeling approach has gained a lot of popularity in recent years.

An advantage of the RDM (and other accumulator models) is that it clearly separates different sources of variability in the model results. In the RDM, differing selection results can be due to changes in 3 central parameters: (1) the strength of incoming sensory information, (2) the boundary separation, representing the speed-accuracy tradeoff (SAT) strategy in the decision, and (3) the tendency bias, representing an initial decision tendency regarding the likely target color in the current trial. Finding the parameter changes responsible for POP and the DPE will shed light on how selection history affects attentional selection in the current trial.

We must clarify that we are agnostic as to whether these subjective beliefs (tendency bias) are explicit or implicit. In fact, previous research on the DPE has shown that cueing each trial ahead of time with information telling observers with 100% certainty whether or not the next trial will have a target does not affect the magnitude of the DPE [12]. Kristjansson, et al. [43] studied patients with unilateral spatial neglect and found POP can occur without awareness. Moreover, with healthy individuals, POP has been demonstrated to be contingent on the conscious perception of the target and implicit memory system [44]. Thus, it is quite likely that these beliefs may be implicit or explicit.

In this study, we aim to determine whether the Ratcliff diffusion model can successfully account for the changes in RTs and accuracy brought about by changes in selection history, specifically by looking at Priming of Pop-out [5–7] and the Distractor Preview Effect [22,24,45]. If this is the case, we expect to discover, from the model fitting, which factors (parameters in the model) are critical in the attention selection decision process underlying the effect of POP and the DPE.

**Methods**

**Experimental Methods**

All co-authors of this study affirm that the research was conducted in accordance with the principles expressed in the Declaration of Helsinki. Approval to conduct this research was granted by the University of Illinois at Urbana-Champaign, Office of the Vice Chancellor for Research, Institutional Review Board (IRB). Written informed consent was obtained from all participants before the experiments were conducted.

In classic POP and DPE experiments, subjects were asked to find an oddball target and report a secondary feature of the oddball. For example, subjects needed to find the odd color diamond and then report the direction (left or right) of a missing corner in this diamond [5,22,24]. In the present study, we adapted these POP and DPE procedures to a saccade selection task in which participants were simply asked to make a decision on whether to saccade towards an oddball item (the color singleton) if one was present, or hold the eyes at fixation when there was no oddball item in the display [45]. After fixating the oddball, participants were asked to press a button to complete the trial.

Saccade selection tasks have been used previously in oddball tasks and many two alternative choice tasks [9,10,45–47]. It was used in the present study because it requires fewer processing stages than a manual response selection task. A saccade does not involve the motor process of a hand, but more importantly, it avoids a second decision about the cut-off side of a diamond. Thus, observing eye-behavior in a saccade generation task allows us to closely follow attentional decision making in the task [48]. We expected all subjects to show both Priming of Pop-out and Distractor Preview Effects in our saccade selection task when responding to the oddball [45,46].
Participants. Five students (P1, P2, P3, P4 and P5) from the University of Illinois at Urbana-Champaign participated in this experiment in exchange for monetary compensation. Each subject participated in 5 sessions, and each session consisted of 5 blocks of 64 trials each. Therefore, there were 1600 trials for each participant in total. Each session lasted about 50 minutes. Three undergraduate students (P1, P2, and P5) had normal vision and two (P3 and P4) had corrected-to-normal vision. We opted for a psychophysical procedure (few subjects, many trials), so that the data could be modeled effectively.

Apparatus. Eye movements were monitored through an EyeLink 1000 system. A drift correction procedure was performed between trials to ensure spatial accuracy of eye movement data. Trials in which the fixation landed within 2 degrees of the target (i.e. oddball) were classified as correct, and trials in which the fixation landed within 2 degrees of the distractor were classified as incorrect. Trials were excluded from analysis in the following conditions: blinks, failure to fixate on the center dot at the beginning of the trial, or failure to saccade within 2 degrees of any object on the display during target-present trials. Stimuli were presented on a 21-inch CRT monitor at a resolution of 1024×768, at 85 Hz. We recorded saccade latency, reaction time (time to press the button to advance to next trial), and whether the initial saccade was correct or not (i.e., whether it landed on the oddball target or elsewhere).

Stimuli. Figure 1 depicts the stimuli and trial sequence in our four search conditions. The stimuli and configurations used in the present experiment were based on those used by Goodsbly and colleagues [12] and later by Cadelligan and Lleras [45]. Three diamonds were placed over an iso-accuity ellipse centered at fixation, and with an equal central angle between each. There were 12 locations on the ellipse. Therefore, there were four different 3-item display configurations. The target itself was randomly located at each of the three locations in any given configuration. Diamonds were either green or red, and on each trial, participants were instructed to make a saccade towards the oddball if one was present. Once their eye reached the target diamond, they pressed a button to finish the trial. The oddball color was equally likely to be either red or green, so participants did not know what color the target would be at the onset of the trial.

Trial Sequence and Procedure. A pseudorandom sequence of trials was generated as by previous studies [24,45]. To generate each set of 32 trials, eight trial pairs (16 trials) appeared in random order, representing the Search Repeated, Search Switched, Distractor-color Previewed, and Target-color Previewed conditions, with each color (green or red) used as a distractor. Because all trials in the pairs of Search Repeated and Search Switched conditions are target-present, while half of trials in the pairs of Distractor-color Previewed and Target-color Previewed conditions are target-present, there were 12 target-present trials (3 from the POP condition and 4 from the DP condition) and 4 target-absent trials. An additional 16 trials were then randomly inserted in between these trial pairs; half of these were target-absent trials, and each color (green or red) appeared as a distractor four times for each condition. This process resulted in variable numbers of target-absent trials and target-present trials. The number of trials in each of the four inter-trial search conditions was also variable. When a target-absent trial was inserted randomly before a target-present trial, this could create a Distractor-color Previewed or Target-color Previewed trial (eliciting a Distractor Preview Effect); when a target-present trial was followed by another target-present trial, this would add an additional Search Previewed or Search Switched trial (subject to Priming of Pop-out).

Each trial started with the presentation of a central fixation point. After a variable interval of 2000−2500 ms, the search display appeared. In the target-absent condition, the search display was presented for 600 ms, and subjects were expected to maintain fixation throughout that interval. On target-present trials, the search display remained visible until participants pressed the button to indicate the end of the trial. We analyzed the data on a given trial with respect to its relation to the preceding trial. In the “Search Repeated” condition (SRe), the color of target and distractors repeated across consecutive trials, Figure 1a; mean = 32 trials/session. In the “Search Switched” condition, the color assignment between target and distractors on the current trial was opposite to that of the previous trial (so, if on the previous trial, a red target amongst green distractors was seen, there would be a green target amongst red distractors on the current trial), Figure 1b; mean = 36 trials/session. In the “Target-color Previewed condition” (TP), the color of distractors on the preceding target-absent trial became the color of the target on the current target-present trial, Figure 1c; mean = 26 trials/session. Finally, in the “Distractor-color Previewed” condition (DP), the color of distractors on the preceding target-absent trial was the same as the color of distractors on the subsequent target-present trial, Figure 1d; mean = 24 trials/session.

Modeling Methods

The goal of our participants was to saccade to the color oddball target as soon as possible (if present). Under our experiment structure (the target is defined as either red or green in the whole experiment), our participants first had to decide which of the two colors was the target color. To model this task, we used the Ratcliff Diffusion Model (RDM) [39], which models the decision making process between two options. This model can shed light on which parameters are critical for the DPE and POP, and more generally for the effect of selection history.

In the RDM framework (Figure 2), the initial value of belief regarding which color the target may be starts at a baseline level, z, and accumulates toward one of two thresholds. These thresholds represent the level of belief required to make a decision that a color (green or red in our experiment) is the target in the trial. One threshold is at a level of 0, and the other at a. Evidence accumulates with a drift rate mean of $v$ and standard deviation of $s$ (this is a scaling parameter that we set at 1). When the evidence reaches a threshold, a decision regarding target color is made in favor of the corresponding color threshold. As the entire reaction time does not consist solely of the decision-making time, there is also a parameter $T_{tr}$ which represents time for processes other than decision-making. The RDM parameters combine to produce an estimate of sensory evidence accumulation in our tasks.

In our task, we always set the current trial’s target’s color at threshold $a$ (target-color threshold), and the distractor’s color at threshold 0 (distractor-color threshold). Thus, evidence that accumulates to $a$ leads to a saccade towards the target (i.e. correct saccade). Evidence that accumulates to 0 leads to a saccade towards one of the distractors (i.e. incorrect saccade). The target color may be red or green, and we combine these scenarios for modeling. As an example, if a trial’s target is red in the “Search Repeated” (SRe) condition of POP, the target color (red) competes with the distractor color (green) to be decided as the target (see Figure 1). When the accumulation of evidence reaches a confident value of implicit belief (i.e. $a$, the target-color threshold, red in this example) that red is the target, a decision is made, followed by a correct saccade. However, when the accumulation of evidence reaches a confident value of implicit belief (i.e. 0, the distractor-color threshold, green in this example) that green is the saccade
target, a decision is made, followed by an error saccade. The accumulator value at any time can be viewed as a comparison of the accumulated evidence towards the target color versus the accumulated evidence of the distractor color (in the above example, the accumulator will be closer to $a$, at any given time if there is more accumulated evidence that red is the target color).

The starting point $z$ represents an estimate of biases towards a certain color being the target in our tasks. When $z = a/2$, there is no bias, as the start point is halfway between the thresholds. Values of $z > a/2$ represent a bias towards target color, and $z < a/2$ represents a bias towards the distractor color. Thus, $z/a$, which we will refer to as $B$ from now on, gives a true estimate of the bias in a trial. The drift rate, $v$, represents the comparative quality of sensory information from the stimuli. A positive $v$ signifies that the target has a stronger signal in the display than the distractors (as it should be when it is a pop-out target). A $v$ with a larger magnitude signifies a greater signal-to-noise ratio of the stimulus.

The boundary separation, $a$, relates to the speed and accuracy tradeoff strategy (SATO strategy) of the decision to saccade. For example, when the boundary separation is small, although the decision process can hit the target boundary quicker, there is also a greater chance that the process may hit the wrong threshold. Lastly, as mentioned previously, $Te$ represents the non-decision time. This can include processes such as stimulus encoding and motor

---

**Figure 1.** Samples of Four Search Conditions (Target Is Red and Two Distractors Are Green in Current Trial). (a) Search Repeated (target color and distractor color are repeated across consecutive trials); (b) Search Switched (target color and distractor color are switched across consecutive trials); (c) Target-color Previewed (the current target color was the color of objects in the preceding non-target trial); and (d) Distractor-color Previewed (the current distractor color was the color of objects in the preceding non-target trial). Search Repeated and Search Switched conditions comprise the POP search task, and Target-color Previewed and Distractor-color Previewed conditions comprise the DPE search task. doi:10.1371/journal.pone.0089996.g001
response delay. Together, understanding the parameters $B$, $a$, $v$, and $T_o$ can aid in understanding the underlying mechanisms of choice tasks.

It is important to note that several other parameters are included in the RDM in order to better fit empirical data. $S_z$, $S_a$, and $\eta$ are parameters that relate to inter-trial variability. $S_z$ is the range of $z$ across trials, $S_a$ is the range of $a$ across trials, and $\eta$ is the standard deviation of $a$ across trials.

**Parameter Constraints.** For each subject, $S_z$, $S_a$, and $\eta$ were always constrained to be the same across all experimental conditions, in order to focus solely on the change in $T_o$, $z$, $a$, and $v$ across conditions. Additional parameter constraints were necessary to reflect the possible inter-trial modifications. For instance, if on trial $N-1$, the display was all green (green was a distractor color), then prior to trial $N$, there may be a bias against the color green. This would be reflected as a bias away from the target if the current display (trial $N$) contains a green target (Target-previewed Condition, TP), or a bias towards the target if the current display (trial $N$) contains a red target (Distractor-color Previewed condition, DP). Thus, the bias, $B$, for the TP condition is $0.5-\Delta B_{DPE}$, while $B=0.5+\Delta B_{DPE}$ for the DP condition. Recall that $B=z/a = 0.5$ signifies an unbiased starting point, one that is equidistant from the target and distractor thresholds. Similarly, if on trial $N-1$, the target was red, then prior to trial $N$, there may be a bias against the color green, regardless of whether the next trial has a green target or distractors. Thus, for the search repeated condition, $B=0.5-\Delta B_{POP}$ while for the search switched condition, $B=0.5+\Delta B_{POP}$. A similar logic is used to constrain the drift rate, $v$, across conditions. A subject has a baseline drift rate, $v_0$, that can be modified by the inter-trial effects through the sensory processing. For the DP, TP, SRe, and SSw conditions, the drift rates are $v_0+\Delta v_{DPE}$, $v_0+\Delta v_{DPE}$, $v_0+\Delta v_{POP}$, and $v_0+\Delta v_{POP}$, respectively. Note that all $\Delta B$'s and $\Delta v$'s can be either positive or negative. Also, based on the assumption that parameter modifications from these inter-trial effects happen between trials as opposed to during the current trial, the threshold separation, $a$, should be identical between a DP and TP condition (see Figure 1a, b) or between SRe and SSw condition (see Figure 1c, d) since the preceding trial was identical.

The same is true for the non-decision time, $T_o$. This gives us the parameters $\Delta B_{DPE}$, $\Delta B_{POP}$, $\Delta v_{DPE}$, and $\Delta v_{POP}$. In total, we are fitting a total of 12 model parameters: $\Delta B_{DPE}$, $\Delta B_{POP}$, $v_0$, $\Delta v_{DPE}$, $\Delta v_{POP}$, $\Delta B_{DPE}$, $\Delta B_{POP}$, $v_0$, $\Delta v_{DPE}$, $\Delta v_{POP}$, $S_z$, $S_a$, and $\eta$.

**Fitting the RDM.** The model was fit to the observed saccade latency and accuracy data in each condition for each individual participant. Our model was fit similar to Ratcliff and Tuerlinckx’s Chi-Square Fitting Method [49]. For each experimental condition, for correct saccades, our saccade latency data was split into six bins and then the model’s saccade latencies were compared to subjects’ data in each bin to compute a chi-square value. The points at which bins are split are referred to as quantiles, and were set at 10%, 30%, 50%, 70%, and 90% of the cumulative reaction time distribution. Due to our very limited number of error trials (see Table 1), only one chi-square value, as opposed to six, was computed for error trials, as done in [50]. Finally, we summed all these chi-squared values across conditions. We had 28 chi-square values (four conditions times seven values per condition) that were summed to get the total chi-square value. We found the parameters that minimized this chi-square value. Note that this method differed from Ratcliff and Tuerlinckx’s method [49] only in the number of error bins, and multiple studies have expressed issues with the original method for high-accuracy experiments. It should be noted that with using only 1 bin, the error chi-squared value had to be excluded for subjects P1, P2, and P4 in the DP condition (there was 100% accuracy). Additionally, for each subject, trials that had reaction times more than 5 standard deviations away from the mean were considered outliers and excluded from the fitting. We fit our model using the Diffusion Model Analysis Toolbox [51]. Modifications to the toolbox were made in order to have one error bin and in order to allow the constraint format of the bias parameter.

**Analysis of Parameter Fits.** To analytically determine whether the model fit to the data was acceptable, we determined a critical chi-squared value that our best-fit chi-squared values could be compared with, as done in [52,53]. That is, we determined the chi-squared value that would cause our model to be rejected at a significance level of 0.05. Thus, if the chi-squared...
value for a model fit was less than the computed critical value, then that model cannot be rejected. This chi-squared comparison was done for each subject. The degrees of freedom of the chi-squared value is $J^2/(K-1)-M$, where $J$ is the number of conditions (4 in our case), $K$ is the number of chi-squared values computed per condition (7 in our case), and $M$ is the number of model parameters. Note that for subjects P1, P2, and P4, there is one fewer degree of freedom because no chi-squared value was computed for errors in the DP condition.

We also show the quality of fits using quantile probability plots [49]. These plots simultaneously show the average reaction time and accuracy at each quantile for every experimental condition for both the model and the experimental data, and thus are an excellent way of visualizing the fit of the model. Note that because we only use quantiles for correct trials, only correct trials are shown in our plots. We separately show the number of errors predicted by the model versus the experimental data for each experimental condition for each subject.

**Optimal Sub-Model of the RDM.** In order to provide a first analysis of the RDM parameters critical to the phenomena of the DPE and POP, we compare several “sub-models” in which one or two additional parameters were constrained across conditions, in order to find the best sub-model. That is, will constraining certain parameters cause the quality of fits to drastically decrease, and will constraining other parameters have minimal effect on the model fits? This model comparison allowed us to identify the parameters in the model versus the experimental data for each experimental condition for each subject. Are there parameter trends that model cannot be rejected. This chi-squared comparison was done for each subject. The degrees of freedom of the chi-squared value is $J^2/(K-1)-M$, where $J$ is the number of conditions (4 in our case), $K$ is the number of chi-squared values computed per condition (7 in our case), and $M$ is the number of model parameters. Note that for subjects P1, P2, and P4, there is one fewer degree of freedom because no chi-squared value was computed for errors in the DP condition.

We also show the quality of fits using quantile probability plots [49]. These plots simultaneously show the average reaction time and accuracy at each quantile for every experimental condition for both the model and the experimental data, and thus are an excellent way of visualizing the fit of the model. Note that because we only use quantiles for correct trials, only correct trials are shown in our plots. We separately show the number of errors predicted by the model versus the experimental data for each experimental condition for each subject.

**Optimal Sub-Model of the RDM.** In order to provide a first analysis of the RDM parameters critical to the phenomena of the DPE and POP, we compare several “sub-models” in which one or two additional parameters were constrained across conditions, in order to find the best sub-model. That is, will constraining certain parameters cause the quality of fits to drastically decrease, and will constraining other parameters have minimal effect on the model fits? This model comparison allowed us to identify the parameters in the model versus the experimental data for each experimental condition for each subject.

| Table 1. The Mean Saccade Latency and Accuracy in Four Search Conditions in Each Subject. |
|---|---|---|---|---|---|---|
| | SRe | SSw | | TP | DP | |
| P1 | latency (ms) | 279.2 | 301.5 | <0.001 | 305.8 | 288.2 | <0.001 |
| | accuracy (%) | 98.1 | 94.0 | 0.024 | 92.0 | 100.0 | <0.001 |
| P2 | latency (ms) | 304.0 | 320.3 | 0.049 | 332.3 | 295.1 | <0.001 |
| | accuracy (%) | 98.5 | 95.1 | 0.106 | 94.6 | 100.0 | <0.016 |
| P3 | latency (ms) | 285.9 | 293.6 | 0.233 | 332.6 | 307.8 | 0.010 |
| | accuracy (%) | 94.4 | 79.2 | <0.001 | 88.1 | 97.2 | 0.004 |
| P4 | latency (ms) | 374.8 | 389.9 | 0.016 | 408.5 | 390.7 | 0.165 |
| | accuracy (%) | 98.7 | 98.9 | 0.869 | 97.3 | 100.0 | 0.092 |
| P5 | latency (ms) | 315.3 | 331.4 | <0.001 | 329.7 | 315.9 | 0.076 |
| | accuracy (%) | 98.3 | 96.9 | 0.276 | 97.5 | 99.4 | 0.170 |

P-values were calculated using a two-tailed t-test for latency and a chi-square test for accuracy. doi:10.1371/journal.pone.0089996.t001

Parameters of the RDM. Finally, we looked into the best-fitting parameters of the full model. Are there parameter trends that are consistent across subjects? We tested whether bias and/or sensory parameter (i.e. drift rate) changes responsible for DPE and POP ($\Delta B_{DPE} >0$, $\Delta B_{POP} >0$, $\Delta \gamma_{DPE} >0$, $\Delta \gamma_{POP} >0$) using a one-tailed t-test. We tested whether thresholds and non-decision times are different between DPE and POP trials ($a_{DPE} \neq a_{POP}$ and $T_{DPE} \neq T_{POP}$) using a two-tailed paired t-test.

**Results**

**Experimental Results.** We scored a trial as correct if the initial saccade landed within 2 degrees of the oddball target and incorrect if it landed within 2 degrees of a distractor. Saccade latency was the time elapsed between the onset of the search display and the first saccade with a magnitude greater than 2 degrees.

**Priming of Pop-out.** Table 1 shows search performance across all four conditions for each individual. All five participants had a shorter saccade latency in the Search Repeated (SRe) condition than in the Search Switched (SSw) condition (all $p's<0.05$ except P3; two-tailed t-test). These results confirm that generally participants showed Priming of Pop-out. Along with faster RTs, participants had higher accuracy rates in the Search Repeated condition than in the Search Switched condition, with the exception that P4, whose accuracy was nearly perfect in both conditions (98.7% and 98.9% in SRe and SSw condition, respectively). This difference was significant for P1 and P3 (chi-square test). In sum, generally our participants made a saccade to foveate the color oddball faster and more accurately when the target and distractor colors repeated across trials than when they switched.

**Distractor Preview Effect.** To examine the DPE, we compared Distractor-color Previewed (DP) trials and Target-color...
Previewed (TP) trials. Saccade latencies were longer for all five participants in the Target-color Previewed condition than in the Distractor-color Previewed condition, as expected (Table 1). This difference was significant for P1, P2, and P3, and marginally significant in P5 (two-tailed t-test). Along with longer saccade latencies, accuracy was also lower on TP than on DP trials for all subjects. This difference was significant for P1, P2, and P3 (chisquare test). Overall, this result shows that, when asked to saccade to a visual oddball, participants were slower to do so (and less accurate) when the color of the current target was the color of distractors on the previous target-absent trial. Observers had a measurable difficulty in freezing the pop-out-under these conditions [replicating [45]]. It is worth noting that the Target-color Previewed condition was the condition associated with the worst level of performance across all subjects and all four conditions: it consistently yielded the longest observed saccade latencies. Finally, we also measured the frequency of false alarms in the experiment, defined as saccades that were executed on target-absent trials, that is, the proportion of target-absent trials in which participants failed to maintain fixation on the center of the screen. For subjects P1, P2, P3, P4 and P5, saccades were erroneously made on these trials 0.94%, 4.84%, 10.59%, 0.98% and 0.62% of the time, respectively.

Modeling Results

In the experiment, changes in saccadic latencies demonstrated that every individual was affected by POP and the DPE. The saccade selection task in the present study allowed us to then model how these different types of recent experiences (from the preceding trial) modulate the decision process of deploying attention to a pop-out item.

Analysis of Parameter Fits. To quantitatively determine whether our parameter fits were acceptable, we compared the chi-squared values of each subject’s model fit (from the full model) to a critical chi-squared value. If the value from the model fit is less than the critical value, then the fit is deemed acceptable. For subjects P3 and P5, the critical chi-squared value was 21.026 (12 df). For subjects P1, P2, and P4, the critical chi-squared value was 19.675 (11 df). Table 2 shows that 4 out of 5 subjects have model fit chi-squared values below the critical value, and P3 has a value (23.202) slightly above the critical value of P3, 21.026. This demonstrates that overall, the RDM provides acceptable fits to the model could not fit P3 as well as the other participants.

To look more in depth at the quality of fits, we provide quantile probability plots (QPPs; Figure 3a) for correct trials and a comparison of the number of error trials (Figure 3b). Overall, we find that there are qualitatively very good fits, with the exception of the model not fitting the data very well for error trials in subject P5 and the top quantile (90%) of RTs of correct trials in subject P3.

Optimal Sub-Model of the RDM. In order to determine the parameters of the RDM critical for modeling POP and the DPE, we compared models that constrain these parameters across conditions using the Akaike information criterion (AIC; Figure 4) and Bayesian information criterion (BIC; Figure 5). Lower AIC/BIC values signify a better model fit. A model comparison demonstrates that the sub-model with \( \Delta a_{DPE} = 0 \) and \( \Delta a_{POP} = 0 \) outperforms the full model. The AIC values for the v-constrained model \( \Delta a_{DPE} = 0 \) and \( \Delta a_{POP} = 0 \) are less than the full model for 4 of 5 subjects (not P4) and have the lowest summed AIC value. As AIC comparisons have a bias towards smaller models, even with this bias towards larger models, we also compare the BIC values, which have a bias towards smaller models. Still, even with this bias towards the B-constrained (Bias is constrained) model, the summed BIC is larger than the full model, and is larger in the majority of subjects. Together, the AIC and BIC results suggest that bias is a critical model parameter when modeling POP and DPE.

Thus, the change in drift rate is likely to be an unimportant parameter when modeling the inter-trial effects of the DPE and POP.

The model with \( \Delta a_{DPE} = 0 \) and \( \Delta a_{POP} = 0 \) is consistently worse than the full model. It has AIC values higher than the full model in all 5 subjects and has the largest summed AIC value. As AIC is biased towards larger models, we also compare the BIC values, which have a bias towards smaller models. Still, even with this bias towards the B-constrained (Bias is constrained) model, the summed BIC is larger than the full model, and is larger in the majority of subjects. Together, the AIC and BIC results suggest that bias is a critical model parameter when modeling POP and DPE.

The model with \( \Delta a_{DPE} = a_{POP} \) has a lower AIC value than the full model in 4 of 5 subjects, but has a larger summed value than the full model. However, this model has a smaller summed BIC value than the full model, and still, 4 of 5 subjects have a lower BIC value than the full model. The model with \( T_{DPE} = T_{POP} \) has a lower AIC value than the full model in 2 of 5 subjects (P2 and P5) and has a larger summed value than the full model. However, this model has a lower BIC value than the full model in 4 of 5 subjects and has a smaller summed value than the full model. Thus, it is not yet clear whether the a-constrained and T-constrained models are better than the full model, and whether these parameters vary between the DPE and POP conditions.

Parameters of the RDM. To further investigate the parameters of the RDM critical to effectively modeling the DPE and POP, we looked for parameter trends across subjects in our full model (Table 2). We first tested whether a bias is important in accounting for the DPE and POP, meaning testing whether \( \Delta a_{DPE} > 0 \) and \( \Delta a_{POP} > 0 \) in all 5 subjects and this \( \Delta a_{DPE} > 0 \) is significant (p = 0.001; one-tailed t-test), \( \Delta a_{DPE} > 0 \) in 4 of 5 subjects and is significant (p = 0.047; one-tailed t-test). These results support the model comparison results suggesting that bias, \( \Delta a \), is a necessary parameter in models of both POP and the DPE.

A change in drift rate could also account for the inter-trial effects, so we tested whether \( \Delta a_{DPE} > 0 \) and \( \Delta a_{POP} > 0 \). However, \( \Delta a_{DPE} > 0 \) and \( \Delta a_{POP} > 0 \) are true in only 3 and 2 subjects, respectively. Both test results are insignificant. These results again

| Parameter | P1 | P2 | P3 | P4 | P5 | Mean, SEM |
|-----------|----|----|----|----|----|-----------|
| T^2       | 8.617 | 14.928 | 23.202 | 3.693 | 16.871 | (13.862, 3.496) |
| TDPE      | −0.0839 | −0.0102 | 0.0187 | 0.0798 | 0.0201 | (0.0049, 0.0266) |
| TPOP      | 0.0168 | 0.0017 | 0.0582 | −0.1287 | −0.1817 | (−0.0209, 0.0303) |
| aDPE      | 0.1852 | 0.1560 | 0.1030 | −0.0517 | 0.0621 | (0.0911, 0.0415) |
| aPOP      | 0.1437 | 0.0960 | 0.0889 | 0.1379 | 0.0666 | (0.1066, 0.0148) |
| T_{DPE}   | 0.2579 | 0.2497 | 0.2313 | 0.3275 | 0.2530 | (0.2639, 0.0165) |
| T_{POP}   | 0.2466 | 0.2419 | 0.2415 | 0.3052 | 0.2537 | (0.2578, 0.0121) |
| S_{DPE}   | 0.6785 | 0.5084 | 0.7575 | 0.5854 | 0.6466 | (0.6389, 0.0448) |
| S_{POP}   | 0.0000 | 0.0000 | 0.0674 | 0.0000 | 0.0623 | (0.0259, 0.0159) |
| s         | 0.0467 | 0.0726 | 0.0490 | 0.0903 | 0.0157 | (0.0549, 0.0127) |
| η         | 0.2103 | 0.0000 | 0.5000 | 0.1439 | 0.0000 | (0.1704, 0.0919) |

doi:10.1371/journal.pone.0089996.t002

Table 2. Best-Fit Parameters of Full Model.
support the model comparison results; a change in drift rate is unlikely the cause of the DPE and POP.

We also tested whether there is a difference in both boundary separations and non-decision times between the DPE and POP conditions, that is, whether $a_{DPE} = a_{POP}$ and $T_{DPE} = T_{POP}$. The best
Akaike information criterion (AIC) values are compared between several sub-models of the RDM. Each sub-model has one or two constrained parameters compared with the full model. This comparison is done for every subject, and the sum of AIC values is used for an across-subjects comparison. Note that AIC biases model selection towards models with more parameters.

doi:10.1371/journal.pone.0089996.g004
Bayesian information criterion (BIC) values are compared between several sub-models of the RDM. Each sub-model has one or two constrained parameters compared with the full model. This comparison is done for every subject, and the sum of BIC values is used for an across-subjects comparison. Note that BIC biases model selection towards models with fewer parameters.

doi:10.1371/journal.pone.0089996.g005

Figure 5. BIC Model Comparison. Bayesian information criterion (BIC) values are compared between several sub-models of the RDM. Each sub-model has one or two constrained parameters compared with the full model. This comparison is done for every subject, and the sum of BIC values is used for an across-subjects comparison. Note that BIC biases model selection towards models with fewer parameters.

doi:10.1371/journal.pone.0089996.g005
Attentional Decision in Pop-Out Search

This study aimed to clarify the mechanisms underlying the attentional modulations caused by selection history, in particular by examining Priming of Pop-out (POP) and the Distractor Preview Effect (DPE). To do this, we fit the Ratcliff diffusion model (RDM) to eye movement data from an experiment that included a mix of POP and DPE search conditions where the oddball was defined by the item with a unique color in the search array. The experiment showed that a saccade to the target in trial \( N \) is faster when the current target color was also the target color in trial \( N-1 \), and it was slower when the current target color was the color of all three objects in trial \( N-1 \) (i.e., there was no oddball and no saccade triggered). In other words, we replicated Priming of Pop-out [5–7] and the Distractor Preview Effect [20–24,45] in an experiment that allowed us to model both of these effects in each participant. We first showed that the RDM can accurately model these inter-trial effects. The results of this modeling suggest that a bias (i.e. \( \Delta B \) in the model) towards the current target’s color (or away from the distractor’s color) is a necessary parameter for both POP and the DPE to occur, while the change in the strength of the representation of the stimuli feature (\( \Delta \beta \)), boundary separation (\( a \)) and non-decision time (\( T_d \)) are less likely the factors underlying the DPE and POP. Finally, the success of the modeling implies that, indeed, these two tasks can be understood as attentional decision making tasks, in which the attention system must quickly decide the target/distractor status assignments to two colors presented in the display.

Behavioral Correlates to RDM Parameters

In order to better understand the meaning of our results, it is useful to look at how the RDM parameters have been modulated in past experiments. When the relative proportions of stimuli vary between conditions, the bias parameter has changed most [58]. A previous disproportionate occurrence of conditions is an example of an effect of selection history, thus supporting our finding that selection history is primarily represented in the RDM through the bias parameter. Their study also found that minor modulations in drift rate also accompanied a change in stimuli proportions, while our study did not find any robust changes in drift rate during the DPE and POP. The drift rate parameter has been consistently shown to change due to changes in stimulus quality and discrimination ability (the relative bottom up salience of stimuli) [58,59]. As the bottom-up salience of targets in all trials was constant across experiments, it is not surprising that we did not see a consistent effect on drift rate. The boundary separation alters due to emphasis on speed or accuracy (the speed accuracy tradeoff, SATO), and thus depends on task difficulty [58–60]. In our experiment, subjects’ speed-accuracy goals remained consistent between conditions, and the fact that we found no robust difference in boundary separation suggests that DPE conditions are not intrinsically easier or harder than POP conditions. Lastly, the bias parameter has also shown to be modulated by differing reward rates for different conditions [59], which was not tested in our experiment. In sum, our finding that POP and the DPE, which are caused by differences in selection history, are dependent on changes in the bias parameter, is mostly consistent with previous experimental and modeling results.

Neural Correlates for Priming of Pop-out and the Distractor Preview Effect

Single neuron recordings have been done in primates doing oddball search tasks in which Priming of Pop-out occurs [46,61]. These studies showed that having the same target in the previous trial as the current trial (the search repeat condition) led to an increased firing rate in many frontal eye field (FEF) neurons compared to when the current trial’s target was a distractor in the previous trial.

There have not previously been neural recordings of the Distractor Preview Effect. However, it is possible to make predictions given our modeling findings, as diffusion models and other related accumulator models have been shown to mimic neural activity [62–66], including the neural correlates of oddball visual search [67]. We found here that POP and the DPE can be explained in the RDM by a change in the same parameter, suggesting that the neural causes of the two effects may be similar as well.

POP and the DPE have both been investigated in humans using fMRI. In Kristjansson et al. [60], the authors examined the same color Pop-out task as we used here (although they did not include DPE trials). They found that the FEF and intraparietal sulcus (IPS) responded more when the target had changed color from one trial to the next, implying that the dorsal attention network was responsible for maintaining the change in belief about the likely target identity across trials. Complementing those results, recently Scalf, Alin, Beck and Lleras [69] studied only DPE trials under fMRI, using categorical oddball displays (find house amongst faces or vice-versa). They found that the DPE was significantly associated with changes in the ventral attention system (bilateral IFG, right angular gyrus and right supramarginal gyrus, as well as the right middle frontal gyrus). This is interesting because contrasting the two sets of fMRI data one can conclude that POP and DPE “live” in different attention networks, even though our data suggests that both of these selection history effects are represented analogously, via changes in bias about the target color.

Bias Modulation Is the Major Factor Underlying POP and the DPE

The modulation of the bias parameter could signify multiple internal effects. One possibility is that it could represent perceptual saliency (or perceptual gain). We believe this is unlikely, as perceptual saliency would most likely be represented in the same manner as physical saliency, i.e. through the drift rate parameter [58,59]. Another possibility is that the bias parameter could represent a bias of belief. This is likely, as increasing the probability of a target, which has been shown to modulate the bias parameter [58], would change someone’s internal belief about the likelihood of the target.

This parameter interpretation suggests that search facilitation in the SRe condition of POP is because of a positive bias effect: seeing the target color on a trial increases the bias of belief that the target will again be that specific color on the subsequent trial. This
result is in line with accounts proposing no contributions of changes in perceptual salience as an underlying mechanism behind POP (e.g. [70–73]).

Similar to POP, our modeling results show a reliable modulation of bias in DPE. Generally, the modeling results regarding the bias parameter in the DPE are well in agreement with a number of studies by Lleras and colleagues [20,22,45] showing that that DPE is a top-down attentional bias. This bias prevents attention from shifting towards features associated with target-absent status. Lleras, Kawahara and Levinthal [21] have suggested that the DPE can be very taken as an example of an attentional repulsion effect centered on the target itself (and its history); it is not so much the case that distractors attract more attention onto themselves on Target-Previewed trials (compared to DP), but rather that it is much harder to move attention towards the target on those trials because of the history associated with the target’s color (i.e., its recent assignment of non-target status, see also Caddigan and Lleras [45]). Lleras et al. [21] studied a temporal search task version of the DPE studied here: participants were asked to find the color (or category) oddball on a rapid serial visual presentation (RSVP) task. Performance on the trial subsequent to a target-absent RSVP stream was near floor when participants had to select an item of the color of the items on the preceding target-absent RSVP stream (i.e., a Target-color Previewed condition, in RSVP presentation), whereas little difference was found between Distractor-color and Neither-color Previewed conditions. This pattern observed in the temporal version of the DPE is well in line with a “target-repulsion” account of the DPE. Interestingly, as noted in the Introduction, the repulsion bias “transfers” across search tasks: that is, when RSVP search trials are intermixed with spatial search trials (find the oddball in a static display), a DPE is observed irrespective of the type of target-absent trial type (RSVP or spatial), and irrespective of the target-present trial type [20]. This seems to also be the case in POP [17].

The 3-Item Pop-Out Task Is an Attentional Decision Making Task

When viewed from this modeling framework, we propose that the task we have been studying in the POP literature may actually not be a strict “pop-out” task. By that, we mean that the three-item display used consistently in this literature may not carry sufficient information to truly induce a feature-based pop-out effect (i.e., an entirely bottom-up driven reaction to the display). In larger display sizes, the color-contrast signal between the target and the surrounding distractors may be sufficiently large to induce a bottom-up contrast that drives the eye to the pop-out (a true feature-based pop-out), but that may not be so for three-items displays. In fact, displays with larger set sizes do produce faster RTs than those with smaller set sizes [5,74], and in fact, POP magnitude is smaller with larger set sizes [47]. In other words, the displays with the less striking pop-out effect give rise to the most priming of pop-out, and the displays with the most striking pop-out (as evidenced by faster overall RTs) give rise to smaller amounts of priming. A further observation regarding POP and DPE is that neither is observed when the task is simply to detect the presence/absence of a color pop-out in a display, which again implies that it is the assignment of colors to attention-roles (target/distractor) that underlies these effects. A final observation regarding POP is that, when one uses 3-item displays, the featural contrast between target and distractors on a given trial (i.e., how alike the target and distractor colors are) does not affect the magnitude of the priming effect, yet it does affect the overall RT, with faster overall RTs for larger color differences [75]. Thus, the magnitude of the color contrast appears to bear little to no relation to POP magnitude in three-items displays. This again suggests that POP is not a priming of “the phenomenon” of visual pop-out, but more likely reflects the attentional decision making “benefit” of repeating the same target/distractor color assignment across consecutive trials (a cognitive as opposed to perceptual effect). Thus, we propose that the “3-item pop-out” task is better understood as a “3-item attentional decision making” task.

In sum, the arguments above are meant to emphasize that the three-item display likely does not induce a purely bottom-up guidance of attention in the first place, which likely explains why Priming of Pop-out is so dependent on observers’ goals and motivations [8,35,36]. We also believe that it is precisely because the task is an attentional decision making task that our model was able to successfully fit the data, and why it is that the logic of adaptation in bias applies in understanding the effect of selection history in POP and DPE so well.

Limitations of the Current Modeling Approach

While our display had three objects, the Ratcliff diffusion model that we used models the competition between two choices, rather than three. That is, our model did not include the location decision that was made in the actual task. It is thus possible that the RDM can’t fully capture the internal mechanisms of POP and the DPE. We made the choice to model color competition because we believe that the critical decision to make in a trial was whether the green color or red color was the target when an oddball was present [17,20,21]. Using a two-competitor model was likely acceptable for several reasons. First, Krajibich and Rangel [76] found that a model using three competitors had similar predictions of choice, reaction time and eye movements as a model using two competitors. They therefore suggested that the brain uses similar computation processes in the selection between two or among three choices. Moreover, they found that the resulting parameter values were comparable. Second, if the two-choice model was unable to describe our task, our study would not have yielded high quality model fits. Third, a behavioral signature of pop-out tasks is their independence of the number of items in the display, so it seemed contrary to the behavioral evidence to model the effect with three accumulators. That said, it will be important in the future to pursue modeling work to determine whether there are advantages to using a model with three accumulators, in particular whether this model can better determine the underlying mechanisms of POP and the DPE. One advantage may be modeling the role of location repetition in the oddball task [6,7]. It may be possible to model color and location priming repetition effects concurrently to see if the color priming effects and the location priming effects are independent (see Maljkovic and Nakayama, 2000 [7]).

The RDM used here can only reflect relative bias; for instance, it does not dissociate whether the bias is towards a target or away from a distractor. However, it has been previously shown in many studies that POP can be due to dissociable effects on the target and distractors [17–19,77,78]. Models with additional free parameters, such as the leaky competing accumulator model [79], may be able to dissociate these effects in a modeling framework, and should be investigated in future work.

Another potential limitation of our modeling is our small sample size (N= 5). This was limited due to the large number of trials per subject. However, our main result that the bias parameter is critical for modeling both the DPE and POP is relatively consistent across subjects and is statistically significant (see Modeling Results). It would be valuable to increase the sample size in order to better understand the variation in other parameters across subjects. For instance, it is possible that there are additional parameter
Significance

In our study, we used saccades as the response modality, allowing us to focus our analysis on the first act of selection on each trial. Note that all-but-two papers on Priming of Pop-out have used manual responses in the search task. The use of saccadic latency as well as accuracy allowed us to model, for the first time, the attentional decision processes that underlie Priming of Pop-out and the Distractor Preview Effect, two robust inter-trial effects caused by changes in selection history. We importantly found that a diffusion model was able to accurately model these two effects. The modeling results allowed us to identify contributing factors to these two effects (thereby contributing to the literature on these two effects and selection history in general) and more generally, to further understanding of behavioral correlates of diffusion model parameters. The results are consistent with the idea that these two phenomena are not “visual priming” effects, but rather attentional priming effects, where the behavioral benefits/costs emerge from an attentional-decision making process that is tasked with determining, on every trial, the target/distractor assignments to the colors in the display.

Supporting Information

Table S1 Best-Fit Parameters of Expanded Model.

Table S2 Best-Fit Parameters of Optimal Sub-Model.

Acknowledgments

The authors thank D. Lamy and R. Moran for their comments on an earlier version of this manuscript.

Author Contributions

Conceived and designed the experiments: YCT JIG EC AL. Performed the experiments: JIG EC. Analyzed the data: YCT JIG EC AL. Contributed reagents/materials/analysis tools: YCT JIG. Wrote the paper: YCT JIG AL. Designed and ran RDM Model: YCT JIG.

References

1. Chun MM (2000) Contextual cueing of visual attention. Trends in Cognitive Sciences 4: 170–178.
2. Chun MM, Jiang Y (1996) Contextual Cuing: Implicit Learning and Memory of Visual Context Guides Spatial Attention. Cognitive Psychology 36: 28–71.
3. Tseng YC, Li CSR (1994) Oculomotor correlates of context-guided learning in visual search. Attention, Perception, & Psychophysics 66: 1363–1378.
4. Tseng YC, Lleras A (2013) Rewarding context accelerates implicit guidance in visual search. Attention, perception & psychophysics 75: 287–298.
5. Maljkovic V, Nakayama K (1994) Priming of Pop-out: I. Role of Features. Memory and Cognition 22.
6. Maljkovic V, Nakayama K (1996) Priming of pop-out: II. The role of position. Perception & Psychophysics 58: 972–991.
7. Maljkovic V, Nakayama K (2000) Priming of popout: III. A short-term implicit memory system beneficial for rapid target selection Visual Cognition 7: 571–598.
8. Fecteau JH (2007) Priming of pop-out depends upon the current goals of observers. Journal of Vision 7.
9. Fecteau JH, Munoz DP (2005) Exploring the consequences of the previous trial. Nature Reviews Neuroscience 6: 433–443.
10. Fecteau JH, Munoz DP (2006) Salience, relevance, and firing: a priority map for target selection. Trends in cognitive sciences 10: 382–390.
11. Geyer T, Muller HJ, Krummenacher J (2007) Cross-trial priming of element positions in visual pop-out search is dependent on stimulus arrangement. Journal of Experimental Psychology: Human Perception and Performance 33: 789–797.
12. Goobhy BA, Grabovecky M, Suzuki S (2005) Adaptive modulation of color salience contingent upon global form coding and task relevance. Vision Research 45: 901–930.
13. Goobhy BA, Suzuki S (2003) Understanding priming of color-singleton search: Roles of attention at encoding and retrieval. Perception & Psychophysics 65: 929–944.
14. Kristjansson A, Mackberen M, Nakayama K (2001) Rapid, object based learning in the deployment of transient attention. Perception 30: 1375–1387.
15. Sigurdardottir HM, Kristjansson A, Driver J (2006) Repeated streaks increase perceptual sensitivity in visual search of brief displays. Visual Cognition 16: 643–636.
16. Kristjansson A, Driver J (2008) Priming in visual search: Separating the effects of target repetition, distractor repetition and role-reversal. Vision Research 48: 1217–1252.
17. Yashar A, Lamy D (2010) Intertrial repetition affects perception: The role of focused attention. Journal of vision 10.
18. Lamy D, Anshel C, Aviani N, Carmel T (2008) Priming of pop-out provides reliable measures of target activation and distractor inhibition in selective attention. Vision Research 48: 30–41.
19. Lamy D, Yashar A, Ruderman L (2013) Orientation search is mediated by distractor suppression: Evidence from priming of pop-out. Vision Research.
20. Levinthal BR, Lleras A (2008) Inter-trial inhibition of attention to features is modulated by task relevance. Journal of Vision 8: 1–15.
21. Lleras A, Kawahara J, Levinthal BR (2009) Past rejections lead to future misses: Selection-related inhibition produces blink-like misses of future (easily detectable) events. Journal of Vision 9.
22. Lleras A, Kawahara J, Wan XI, Ariga A (2008) Inter-trial inhibition of focused attention in pop-out search. Perception & Psychophysics 70: 114–131.
23. Lleras A, Levinthal BR, Kawahara J (2009) The remains of the trial: determinate inter-trial suppression of selective attention. Progress in Brain Research 176: 195–213.
24. Ariga A, Kawahara J (2004) The perceptual and cognitive distractor-previewing effect. Journal of Vision 4: 191–903.
25. Wolfe JM (1994) Guided search 2.0. A revised model of visual search. Psychonomic bulletin & review 1: 202–238.
26. Yantis S (1998) Control of Visual Attention. In: Pashler H, editor. Attention. London: Psychology Press. pp. 223–256.
27. Wolfe JM, Barch SJ, Lee C, Hyle M (2003) Changing your mind: On the contributions of top-down and bottom-up guidance in visual search for feature singletons. Journal of Experimental Psychology: Human Perception and Performance 29: 483–501.
28. Treisman A, Gelade G (1980) A feature-integration theory of attention. Cognitive Psychology 12: 97–136.
29. Bundesen C (1990) A theory of visual attention. Psychological review 97: 523.
30. Duncan J, Humphreys GW (1989) Visual search and stimulus similarity. Psychological Review 96: 433–458.
31. Found A, Muller HJ (1996) Searching for unknown feature targets on more than one dimension: Investigating a “dimension-weighting” account. Perception & Psychophysics 58: 88–101.
32. Serences JT, Boynton GM (2007) Feature-based attentional modulations in the absence of direct visual stimulation. Neuron 55: 301–312.
33. Wolfe JM, Cave KR, Franzel SL (1989) Guided search: an alternative to the feature integration model for visual search. Journal of Experimental Psychology: Human perception and performance 15: 419.
34. Ash E, Belopol’sky AV, Theeuwes J (2012) Top-down versus bottom-up attentional control: A failed theoretical dichotomy. Trends in cognitive sciences.
35. Hickey C, Chelazzi L, Theeuwes J (2010) Reward changes salience in human vision via the anterior cingulate. Journal of Neuroscience 30: 11096–11103.
36. Hickey C, Chelazzi L, Theeuwes J (2010) Reward guides vision when it’s your thing: Trait reward-seeking in reward-mediated visual priming. PLoS ONE 5: e14017.
37. Anderson BA, Laurent PA, Yantis S (2011) Learned value magnifies salience-based attentional capture. PLoS One 6: e27926.
38. Anderson BA, Laurent PA, Yantis S (2011) Value-driven attentional capture. Proceedings of the National Academy of Sciences 108: 10367–10371.
39. Ratcliff R (1978) A theory of memory retrieval. Psychological Review 85: 59–108.
40. Ratcliff R (2002) A diffusion model account of response time and accuracy in a brightness discrimination task: Fitting real data and failing to fit fake but plausible data. Psychonomic Bulletin & Review 9: 278–291.
41. Ratcliff R, Rouder JN (1998) Modeling Response Times for Two-Choice Decisions. Psychological Science 9: 567–566.
42. Ratcliff R (2003) Putting noise into neurophysiological models of simple decision making. Nature neuroscience 4.
43. Kristjansson A, Vuilleumier P, Malhotra P, Husain M, Driver J (2005) Priming of color and position during visual search in unilateral spatial neglect.
44. Peremen Z, Hilo R, Lamy D (2013) Visual consciousness and intertrial feature priming. Journal of Vision 13.
45. Caddigan E, Lleras A (2010) Saccadic repetition in pop-out search: How a target’s dodgy history can push the eyes away from it. Journal of Vision 10.
60. Simen P, Cohen JD, Holmes P (2006) Rapid decision threshold modulation by reward rate in a neural network. Neural computation 20: 873–922.

61. Voss A, Rothermund K, Voss J (2004) Interpreting the parameters of the diffusion model. Approaches to dealing with contaminant reaction times and parameter variability. Psychonomic Bulletin & Review 9: 438–481.

62. Ratcliff R, Thapar A, McKoon G (2006) Aging, practice, and perceptual tasks: a diffusion model analysis. Psychology and aging 19: 278.

63. Bichot NP, Schall JD (2002) Priming in macaque frontal cortex during popout visual search: feature-based facilitation and location-based inhibition of return. Journal of Neuroscience 22: 4675.

64. Bichot NP, Schall JD (2009) Effects of similarity and history on neural mechanisms of visual selection. Nature neuroscience 2: 549–554.

65. McPeek RM, Keller EL (2002) Saccade target selection in the superior colliculus during a visual search task. Journal of Neurophysiology 88: 2019.

66. Ratcliff R, Cherian A, Segreaves M (2003) A comparison of macaque behavior and superior colliculus neuronal activity to predictions from models of two-choice decisions. Journal of Neurophysiology 90: 1392–1407.

67. Ratcliff R, Hasegawa YT, Hasegawa RP, Smith PL, Segreaves MA (2007) Dual diffusion model for single-cell recording data from the superior colliculus in a brightness-discrimination task. Journal of neurophysiology 97: 1756–1774.

68. Meeter M, Olivers CNI (2006) Top-down control of visual attention: a rational account. Advances in neural information processing systems 18: 923.

69. Lee H, Munro MC, Vecera SP (2009) Mechanisms of priming of pop-out: Stored representations or feature-gain modulations? Attention, Perception, & Psychophysics 71: 1059.

70. Meeter M, Olivers CNI (2006) Intertrial priming stemming from ambiguity: A new account of priming in visual search. Visual Cognition 13: 202–222.

71. Purcell BA, Schall JD, Logan GD, Palmeri TJ (2012) From salience to saccades: multiple-alternative gated stochastic accumulator model of visual search. The Journal of Neuroscience 32: 3433–3446.

72. Kristjansson A, Vuilleumier P, Schwartz S, Macaluso E, Driver J (2007) Neural basis for priming of pop-out during visual search revealed with fMRI. Cerebral cortex 17: 1612.

73. Lee H, Munro MC, Vecera SP (2009) Mechanisms of priming of pop-out: Stored representations or feature-gain modulations? Attention, Perception, & Psychophysics 71: 1059.

74. Kristjansson A, Vuilleumier P, Schwartz S, Macaluso E, Driver J (2007) Neural basis for priming of pop-out during visual search revealed with fMRI. Cerebral cortex 17: 1612.

75. Huang L, Holcombe AO, Pashler H (2005) Expectation and repetition effects in searching for featural singletons in very brief displays. Attention, Perception, & Psychophysics 67: 150–157.

76. Huang I, Holcombe AO, Pashler H (2006) Expectation priming in visual search: Episodic retrieval, not feature priming. Memory & Cognition 32: 12.

77. Mozer M, Shettel M, Vecera S (2006) Top-down control of visual attention: A rational account. Advances in neural information processing systems 18: 923.

78. Meeter M, Olivers CNI (2006) Intertrial priming stemming from ambiguity: A new account of priming in visual search. Visual Cognition 13: 202–222.

79. Wan X, Lleras A (2010) The effect of feature discriminability on the intertrial inhibition of focused attention. Visual Cognition 18: 920–944.

80. Krajchik I, Rangel A (2011) Multialternative drift-diffusion model predicts the relationship between visual fixations and choice in value-based decisions. Proceedings of the National Academy of Sciences 108: 13852–13857.

81. Winawer M, Pratt J, Hasher L, Walker R (2012) When Age Is Irrelevant: Distractor Inhibition and Target Activation in Priming of Pop-Out. The Journals of Gerontology Series B: Psychological Sciences and Social Sciences 67: 325–330.

82. Eimer M, Kiss M, Cheung T (2010) Priming of pop-out modulates attentional target selection in visual search: Behavioural and electrophysiological evidence. Vision research 50: 1353–1361.

83. Eimer M, Kiss M, Cheung T (2010) Priming of pop-out modulates attentional target selection in visual search: Behavioural and electrophysiological evidence. Vision research 50: 1353–1361.

84. Udler M, McClelland JL (2001) The time course of perceptual choice: The leaky, competing accumulator model. Psychological Review 108: 550–592.