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Abstract. We investigate the concept of projective equivalence of connections in supergeometry. To this aim, we propose a definition for (super) geodesics on a supermanifold in which, as in the classical case, they are the projections of the integral curves of a vector field on the tangent bundle: the geodesic vector field associated with the connection. Our (super) geodesics possess the same properties as the in the classical case: there exists a unique (super) geodesic satisfying a given initial condition and when the connection is metric, our supergeodesics coincide with the trajectories of a free particle with unit mass. Moreover, using our definition, we are able to establish Weyl’s characterization of projective equivalence in the super context: two torsion-free (super) connections define the same geodesics (up to reparametrizations) if and only if their difference tensor can be expressed by means of a (smooth, even, super) 1-form.
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1. Introduction

The concept of projective equivalence of connections goes back to the 1920’s, with the study of the so-called “geometry of paths” (see [Th, LV, Wh] or [Ro1, Ro2, HR] for a modern formulation). In 2002, M. Bordemann used this theory to answer the problem of projectively invariant quantization in [Bo].

Projectively invariant quantization is a generalization to arbitrary manifolds of the notion of equivariant quantizations in the sense of Lecomte-Ovsienko, see [LO, L, MR]. It consists in building in a natural way a quantization (i.e., a symbol-preserving linear bijection between a space of symbols and a space of differential operators) from a linear connection, requiring that the quantization remains unchanged if we start from another connection in the same projective class.

By definition, two connections are called projectively equivalent if they have the same geodesics, up to parametrization. In other words, the geodesics of two equivalent connections are the same, provided that we see them as sets of points, rather than as maps from an open interval of \( \mathbb{R} \) into the manifold. In [We], H. Weyl showed that projective equivalence can be rephrased in an algebraic way: two connections are projectively equivalent if and only if the symmetric tensor which measures the difference between them can be expressed by means of a 1-form.

Weyl’s algebraic characterization of projective equivalence provides a convenient way to transport projective equivalence to the framework of supergeometry: two superconnections are said to be projectively equivalent if the (super)symmetric tensor which measures the difference between them can be expressed by means of a (super)1-form. Using this notion, it is possible to set the problem of projectively invariant quantization on supermanifolds while M. Bordemann’s method can be adapted in order to solve it (see [LR]).
Remembering the classical picture, it is natural to ask whether it is possible to find a geometric counterpart to the algebraic definition of projective equivalence of superconnections, i.e., a characterization in terms of supergeodesics. The main purpose of the present paper is to answer this question in the affirmative.

As in the classical case, we define, in section 3, supergeodesics associated with a superconnection $\nabla$ on a supermanifold $M$ as being the projections onto $M$ of the integral curves of a vector field $G$ on the tangent bundle $TM$: the geodesic vector field of $\nabla$. In section 4 we then define the notion of reparametrization of a geodesic and establish that two connections $\nabla$ and $\hat{\nabla}$ on a supermanifold $M$ have the same geodesics up to parametrization if and only if there is an even 1-form $\alpha$ such that

$$\hat{\nabla}_X Y = \nabla_X Y + X \cdot \iota(Y)\alpha + (-1)^{\epsilon(X)\epsilon(Y)} \cdot Y \cdot \iota(X)\alpha \quad \forall X, Y \in \Gamma(TM),$$

thus showing that Weyl’s characterization also holds in supergeometry.

We note that our approach to supergeodesics differs from that of Goertsches [Go]. In particular, our equations for supergeodesics are the natural generalization of the classical ones. Actually, our approach is nearly identical to that recently proposed by Garnier-Wurzbacher in [GW], where they consider supergeodesics associated with a Levi-Civita superconnection. In their paper, supergeodesics on a Riemannian supermanifold $M$ are shown to coincide with the projections of the flow of a Hamiltonian supervector field defined on the (even) cotangent bundle of $M$. In section 5 we will show that the same holds in our approach when we use a Levi-Civita connection.

In fact, beyond the fact that they restrict to the Riemannian setting where we consider arbitrary connections, the main difference between Garnier-Wurzbacher’s supergeodesics and ours lies in the way we interpret geodesics. In [GW], geodesics are seen as individual supercurves on $M$ (which obliges them to add sometimes an arbitrary additional supermanifold $S$, in particular to specify initial conditions), whereas we focus on the geodesic flow as a whole, seen as the projection on $M$ of the flow of an even vector field on the tangent bundle $TM$. We thus can apply directly the existence and uniqueness of the flow of a super vector field, as was first established in [M-SV].

2. Notation and general remarks

We will work with the geometric $H^\infty$ version of DeWitt supermanifolds, which is equivalent to the theory of graded manifolds of Leites and Kostant (see [DW], [Ko], [Le], [Rog], [Tu1]). Any reader using a (slightly) different version of supermanifolds should be able to translate the results to her/his version of supermanifolds.

Some general conventions.

- The basic graded ring will be denoted as $A$ and we will think of it as the exterior algebra $A = \Lambda V$ of an infinite dimensional real vector space $V$.
- Any element $x$ in a graded space splits into an even and an odd part $x = x_0 + x_1$. Associated with this splitting we have the operation $C$ of conjugation in the odd part defined by $C(x) = C(x_0 + x_1) = x_0 - x_1$.
- All (graded) objects over the basic ring $A$ have an underlying real structure, called their body, in which all nilpotent elements in $A$ are ignored/killed. This forgetful map is called the body map, denoted by $B$. For the ring $A$, this map $B$ is nothing but the canonical projection $A = \Lambda V \to \Lambda^0 V = R$.
- If $\omega$ is a $k$-form and $X$ a vector field, we denote the contraction of the vector field $X$ with the $k$-form $\omega$ by $\iota(X)\omega$, which yields a $k - 1$-form. If
Then the following statements are equivalent:

\[ \nu(X_1, \cdots, X_\ell) \omega = \left( \nu(X_1) \circ \cdots \circ \nu(X_\ell) \right) \omega \]

In the special case \( \ell = k \) this definition differs by a factor \((-1)^{k(k-1)/2}\) from the usual definition of the evaluation of a \( k \)-form on \( k \) vector fields. This difference is due to the fact that in ordinary differential geometry repeated contraction with \( k \) vector fields corresponds to the direct evaluation in the reverse order. And indeed, \((-1)^{k(k-1)/2}\) is the signature of the permutation changing \( 1, 2, \ldots, k \) in \( k, k-1, \ldots, 2, 1 \). However, in graded differential geometry this permutation not only introduces this signature, but also signs depending upon the parities of the vector fields. These additional signs are avoided by our definition.

- Evaluation/contraction of a left-(multi-)linear map \( f \) with a vector \( v \) is denoted just as the contraction of a differential form with a vector field as \( \nu(v)f \). If \( f : E \to A \) is just left-linear, this is just the image of \( v \) under the map \( f \). However, if \( f \) is for instance left-bilinear, the contraction \( \nu(v)f \) now is a left-linear map given by

\[ \nu(v)f : w \mapsto \nu(w,v)f \]

As left-linearity and right-linearity are the same for even maps, we sometimes use the more standard notation \( f(w,v) \) for the image of the couple \((w,v)\) under the bilinear map \( f \), instead of \( \nu(w,v)f \).

- If \( E \) is an \( \mathcal{A} \)-vector space, \( E^* \) will denote the left dual of \( E \), i.e., the space of all left-linear maps from \( E \) to \( \mathcal{A} \).

- Let \( x^1, \ldots, x^n \) be local coordinates of a super manifold \( M \) of graded dimension \( p|q, p+q = n \), ordered such that \( x^1, \ldots, x^p \) are even and \( x^{p+1}, \ldots, x^n \) are odd (we will denote the latter also by \((\xi^1, \ldots, \xi^q))\). Using the symbol \( \varepsilon \) as the parity function, we thus have \( \varepsilon(x^i) = 0 \) for \( i \leq p \) and \( 1 \) for \( i > p \). To simplify notation, we introduce the abbreviation \( \varepsilon_i = \varepsilon(x^i) \).

### 2.1. Lemma ([Iu1]).

Let \( f \) and \( g \) be smooth functions of even variables \( x_1, \ldots, x_p \) and odd variables \( \xi_1, \ldots, \xi_{q_1} \) and \( \eta_1, \ldots, \eta_{q_2} \). We can expand these functions with respect to products of odd variables, either only the \( \xi \)'s, only the \( \eta \)'s or both \( \xi \)'s and \( \eta \)'s, giving (for \( f \)) the formulae

\[
 f(x, \xi, \eta) = \sum_{I \subset \{1, \ldots, q_1\}} \xi^I \cdot f^I_\xi(x, \eta) = \sum_{J \subset \{1, \ldots, q_2\}} \eta^J \cdot f^J_\eta(x, \xi) \\
 = \sum_{I \subset \{1, \ldots, q_1\}, J \subset \{1, \ldots, q_2\}} \xi^I \cdot \eta^J \cdot f^I_J(x)
\]

where the sum is over all subsets with (for instance)

\[ I = \{i_1, \ldots, i_k\} \text{ with } 1 \leq i_1 < i_2 < \cdots < i_k \leq q_1 \implies \xi^I = \xi_{i_1} \cdots \xi_{i_k} \]

Then the following statements are equivalent:

(i) \( f = g \)

(ii) for all \( I \subset \{1, \ldots, q_1\} \): \( f^I_\xi = g^I_\xi \)

(iii) for all \( J \subset \{1, \ldots, q_2\} \): \( f^J_\eta = g^J_\eta \)

(iv) for all \( I \subset \{1, \ldots, q_1\}, J \subset \{1, \ldots, q_2\} \): \( f^I_J = g^I_J \)
Moreover, when we have expanded with respect to all odd variables, the remaining functions of the even variables only are completely determined by their values on real coordinates. Said differently, we may assume that they are ordinary smooth functions of $n$ real coordinates.

3. Super Geodesics

Before dealing with the specific problem of geodesics on a supermanifold, we first recall some general definitions and facts about (super) connections in the tangent bundle. Then we attack the problem of defining super geodesics: we associate with any connection a so-called geodesic vector field on the tangent bundle, whose flow equations are the straightforward super analogs of the classical geodesic equations.

**Definition** [Tu1] VII§6. A connection in a (super) vector bundle $p : E \rightarrow M$ over a supermanifold $M$ is (can be seen as) a map $\nabla : \Gamma(TM) \times \Gamma(E) \rightarrow \Gamma(E)$ satisfying

(i) $\nabla$ is bi-additive (in $\Gamma(TM)$ and $\Gamma(E)$) and even

(ii) for $X \in \Gamma(TM), s \in \Gamma(E)$ and $f \in C^\infty(M)$ we have

$$\nabla_{fX}s = f \cdot \nabla_X s$$

(iii) for homogeneous $X \in \Gamma(TM), s \in \Gamma(E)$ and $f \in C^\infty(M)$ we have

$$\nabla_X(fs) = (Xf) \cdot s + (-1)^{\varepsilon_X \cdot \varepsilon_f} f \cdot \nabla_X s$$

**Lemma.** If $\nabla$ and $\widehat{\nabla}$ are connections in $E$, the map $S : \Gamma(TM) \times \Gamma(E) \rightarrow \Gamma(E)$ defined by

$$S(X, s) = \nabla_X s - \widehat{\nabla}_X s$$

is even and bilinear over $C^\infty(M)$. In other words, $S$ is a “tensor”, i.e., can be seen as a section of the bundle $TM^* \otimes \text{End}(E)$ [Tu1] IV§5.

**Lemma.** If $\nabla$ is a connection in $TM$, then the map $T : \Gamma(TM) \times \Gamma(TM) \rightarrow \Gamma(TM)$ defined on homogeneous $X, Y \in \Gamma(TM)$ by

$$T(X, Y) = \nabla_X Y - (-1)^{\varepsilon_X \cdot \varepsilon_Y} \cdot \nabla_Y X - [X, Y]$$

is even, graded anti-symmetric and bilinear over $C^\infty(M)$. In other words, $T$ is a “tensor”, i.e., can be seen as a section of the bundle $\wedge^2 TM^* \otimes TM$, i.e., as a 2-form on $M$ with values in $TM$ [Tu1] IV§5.

**Definition.** A connection $\nabla$ in $TM$ is said to be torsion-free if the tensor $T$ is identically zero.

**Corollary.** If $\nabla$ and $\widehat{\nabla}$ are torsion-free connections in $TM$, the tensor $S = \nabla - \widehat{\nabla} : \Gamma(TM) \times \Gamma(TM) \rightarrow \Gamma(TM)$ is graded symmetric.

Let $\nabla$ be a connection in $TM$ (we also say a connection on $M$). On a local chart for $M$ with coordinates $x = (x^1, \ldots, x^n)$ we define the Christoffel symbols $\Gamma^i_{jk}(x)$ of $\nabla$ by

$$\Gamma^i_{jk}(x) = \iota(\nabla_{a^i} \partial_{x^k}) \, dx^i |_x$$

with parity $\varepsilon(\Gamma^i_{jk}(x)) = \varepsilon_i + \varepsilon_j + \varepsilon_k$. It follows that for vector fields $X = \sum_i X^i \cdot \partial_{x^i}$ and $Y = \sum_i Y^i \cdot \partial_{x^i}$, we have

$$\nabla_X Y = \sum_{ij} X^j \cdot \frac{\partial Y^i}{\partial x^j} \cdot \partial_{x^i} + \sum_{ijk} X^j \cdot C^i_{jk}(Y^k) \cdot \Gamma^i_{jk} \cdot \partial_{x^i}$$
Corollary. If $\nabla$ and $\hat{\nabla}$ are connections on $M$ with Christoffel symbols $\Gamma^i_{jk}$ and $\hat{\Gamma}^i_{jk}$ respectively, the tensor $S$ reads locally as

$$ S = \sum_{ijk} dx^k \otimes dx^j \cdot \left( \Gamma^i_{jk} - \hat{\Gamma}^i_{jk} \right) \otimes \partial_x^i, $$

while the tensor $T$ is given by

$$ T = \sum_{ijk} dx^k \wedge dx^j \cdot \Gamma^i_{jk}(x) \otimes \partial_x^i $$

$$ = \frac{1}{2} \sum_{ijk} dx^k \wedge dx^j \cdot \left( \Gamma^i_{jk} - (-1)^{\epsilon_j\epsilon_k} \cdot \Gamma^i_{kj} \right) \otimes \partial_x^i. $$

In particular $\nabla$ is torsion-free if and only if the Christoffel symbols are graded symmetric in the lower indices, i.e., $\Gamma^i_{jk} = (-1)^{\epsilon_j\epsilon_k} \cdot \Gamma^i_{kj}$.

If $y = (y^1, \ldots, y^n)$ is another local system of coordinates, we can consider the Christoffel symbols $\tilde{\Gamma}^i_{jk}$ in terms of these coordinates:

$$ \tilde{\Gamma}^i_{jk}(y) = \ell(\nabla_{\partial_{y^s}} \partial_{y^t}) \cdot dy^i \mid_y $$

Now let $m \in M$ be the point in $M$ whose coordinates are $x$ or $y$ depending upon the choice of local coordinate system. As tangent vectors transform as $\partial_{x^i} \mid_m = \sum_p (\partial_{x^i} y^p)(x) \cdot \partial_{y^p} \mid_m$, it follows that the relation between $\Gamma$ and $\tilde{\Gamma}$ is given by

$$ (3.1) \quad \sum_i \Gamma^i_{jk}(x) \cdot (\partial_{x^i} y^p)(x) $$

$$ = (\partial_{x^i} \partial_{x^j} y^p)(x) + \sum_{s,t} (-1)^{\epsilon_j(\epsilon_t + \epsilon_k)} \cdot (\partial_{x^j} y^t)(x) \cdot (\partial_{x^j} y^s)(x) \cdot \tilde{\Gamma}^r_{st}(y) $$

Finally, let us consider $TM^{(0)}$ (the even part of the tangent bundle). With any local system of coordinates $x = (x^1, \ldots, x^n)$ (resp. $y = (y^1, \ldots, y^n)$) we associate the natural local system of coordinates $(x, v)$ (resp. $(y, w)$) on $TM^{(0)}$. More precisely, if $x$ are the coordinates of a point $m \in M$, then $(x, v)$ are the coordinates of the tangent vector $\mathcal{V} = \sum_i v^i \cdot \partial_{x^i} \mid_m \in T_m M^{(0)}$. Now if $(x, v)$ and $(y, w)$ are the local coordinates of the same tangent vector $\mathcal{V}$, i.e.,

$$ \mathcal{V} = \sum_i v^i \cdot \partial_{x^i} \mid_m = \sum_p w^p \cdot \partial_{y^p} \mid_m $$

then we have

$$ (3.2) \quad w^p = \sum_i v^i \cdot (\partial_{x^i} y^p)(x) $$

It follows that we have

$$ (3.3a) \quad \partial_{x^i} \mid_{\mathcal{V}} = \sum_p (\partial_{x^i} y^p)(x) \cdot \partial_{y^p} \mid_{\mathcal{V}} + \sum_{j,p} (-1)^{\epsilon_j \epsilon_k} \cdot (\partial_{x^j} \partial_{x^i} y^p)(x) \cdot \partial_{y^p} \mid_{\mathcal{V}} $$

$$ (3.3b) \quad \partial_{w^p} \mid_{\mathcal{V}} = \sum_p (\partial_{x^i} y^p)(x) \cdot \partial_{w^p} \mid_{\mathcal{V}} $$
With these preparations at hand, we now attack the question of defining geodesics. We start very naïvely in local coordinates and copy the classical case: a geodesic is a map \( \gamma : A_0 \to M \) given in local coordinates by \( \gamma(t) = (\gamma^1(t), \ldots, \gamma^n(t)) \) satisfying the equations

\[
\frac{d^2 \gamma^i(t)}{dt^2} = -\sum_{jk} \frac{d\gamma^k}{dt}(t) \cdot \frac{d\gamma^j}{dt}(t) \cdot \Gamma^i_{jk}(\gamma(t))
\]

But to solve second order differential equations one needs initial conditions, which in our case are a starting point \( x \) and an initial velocity \( v \). And then the geodesic \( \gamma \) depends upon these initial conditions, forcing us to write \( \gamma(x,v) \) instead of simply \( \gamma \) and adding the initial conditions

\[
\gamma^i(x,v)(0) = x^i \quad \text{and} \quad \frac{d\gamma^i(x,v)}{dt}(0) = v^i
\]

It is here that our definition deviates from the one given in [GW], as we look at maps defined on \( A_0 \times TM^{(0)} \) rather than on \( A_0 \times A_1 \) or an arbitrary product \( A_0 \times S \). We now recall that any system of second order differential equations on a manifold can be expressed as a system of first order differential equations on the tangent bundle. This means that we look at curves \( \tilde{\gamma}_0 : A_0 \to TM^{(0)} \) given in local coordinates by

\[
\tilde{\gamma}_0(t) = (\gamma_0^1(t), \ldots, \gamma_0^n(t), \tilde{\gamma}_0^1(t), \ldots, \tilde{\gamma}_0^n(t))
\]

satisfying the equations

\[
\begin{align*}
\frac{d\gamma^i(x,v)}{dt}(t) &= \tilde{\gamma}_0^i(t) \\
\frac{d\tilde{\gamma}_0^i(x,v)}{dt}(t) &= -\sum_{jk} \tilde{\gamma}_0^k(t) \cdot \tilde{\gamma}_0^j(t) \cdot \Gamma^i_{jk}(\gamma(t))
\end{align*}
\]

and with initial conditions

\[
\gamma^i(x,v)(0) = x^i \quad \text{and} \quad \tilde{\gamma}_0^i(x,v)(0) = v^i
\]

We now recognize that these are exactly the equations of the integral curves of a vector field on \( TM^{(0)} \). And indeed, using the Christoffel symbols we can define a vector field \( G \) on \( TM^{(0)} \) in local coordinates \((x, v)\) by

\[
G|_V = \sum_i v^i \partial_{x^i}|_V - \sum_{ijk} v^k \cdot v^j \cdot \Gamma^i_{jk}(x) \cdot \partial_{v^i}|_V
\]

Combining (3.1) and (3.3), it is immediate that these local expressions glue together to form a well-defined global vector field \( G \) on \( TM^{(0)} \). As it is an even vector field, it has a flow \( \Psi \) defined in an open subset \( W_G \) of \( A_0 \times TM^{(0)} \) containing \( \{0\} \times TM^{(0)} \) and with values in \( TM^{(0)} \) [Tu1, V.4.9]. In local coordinates we will write \( \Psi(t, x, v) = (\Psi_1(t, x, v), \Psi_2(t, x, v)) \), where \( \Psi_1 = (\Psi_1^1, \ldots, \Psi_1^n) \) represents the base point while \( \Psi_2 = (\Psi_2^1, \ldots, \Psi_2^n) \) represents the tangent vector. By definition of a flow, these functions thus satisfy the equations

\[
\begin{align*}
\frac{d\Psi_1}{dt}(t, x, v) &= \Psi_2(t, x, v) \\
\frac{d\Psi_2}{dt}(t, x, v) &= -\sum_{jk} \Psi_2^k(t, x, v) \cdot \Psi_2^j(t, x, v) \cdot \Gamma^i_{jk}(\Psi_1(t, x, v))
\end{align*}
\]

together with the initial conditions

\[
\Psi_1(0, x, v) = x \quad \text{and} \quad \Psi_2(0, x, v) = v
\]
With the global vector field $G$ we thus have found an intrinsic coordinate free description of the equations we wrote for the geodesic curves $\tilde{\gamma}(x,v)(t)$ and we are now in position to state a definition.

**Definition.** Let $\nabla$ be a connection in $TM$, let $\pi : TM^{(0)} \to M$ denote the canonical projection, let $G$ be the even vector field \eqref{eq:G} and let $\Psi : W_G \to TM^{(0)}$ be its flow. For a fixed $(x,v) \equiv V \in TM^{(0)}$ we will call the map $\gamma : A \to M$ defined by

$$
\gamma(t) = \pi(\Psi(t, V)) \equiv \Psi_1(t, x,v)
$$

the geodesic through $x \in M$ with initial velocity $v$. Note that if $V$ is not in the body of $TM^{(0)}$, this curve is not (necessarily) smooth (see [Hu] III.1.23g, V.3.19).

**Remark.** One could define a similar vector field on $TM^{(1)}$, the odd part of the tangent bundle. More precisely, we denote by $(x, \bar{v})$ local coordinates on $TM^{(1)}$, where $(x, \bar{v})$ represents the tangent vector $V = \sum_i \bar{v}^i \cdot \partial_{x^i}|_m$, but the parity of $\bar{v}^i$ is reversed: $\varepsilon(\bar{v}^i) = \varepsilon_i + 1 = \varepsilon(x^i) + 1$. It thus is an odd tangent vector. These coordinates still change according to \eqref{eq:local_coordinates_odd} (with $v$ replaced by $\bar{v}$), but an additional sign appears in the transformation of the tangent vectors: \eqref{eq:oddf} is replaced by

\begin{equation}
\tag{3.6a}
\partial_{x^i}|_V = \sum_p (\partial_{x^i} y^p)(x) \cdot \partial_{\bar{v}^p}|_V + \sum_{jp} (-1)^{\varepsilon_j(\varepsilon_{j+1})} \bar{v}^j \cdot (\partial_{x^i} \partial_{\bar{v}^j} y^p)(x) \cdot \partial_{\bar{v}^p}|_V
\end{equation}

The analogon of the vector field $G$ on $TM^{(0)}$ would be the odd vector field $G'$ on $TM^{(1)}$ defined in local coordinates as

$$
G'|_V = \sum_i \bar{v}^i \partial_{x^i}|_V - \sum_{ijk} (-1)^{\varepsilon_k} \cdot \bar{v}^k \cdot \bar{v}^j \cdot \Gamma^i_{jk}(x) \cdot \partial_{\bar{v}^i}|_V
$$

The transformation properties \eqref{eq:transformation_properties}, \eqref{eq:transformation_properties_odd} and \eqref{eq:transformation_properties_odd} ensure that $G'$ is a well defined global vector field. However, the condition for an odd vector field to be integrable (with an odd time parameter $\tau$) is that its auto-commutator is zero [Hu] V.4.17. But the auto-commutator $[G', G']$ is given by

$$
[G', G'] = -2 \sum_{ijk} (-1)^{\varepsilon_k} \cdot \bar{v}^k \cdot \bar{v}^j \cdot \Gamma^i_{jk}(x) \cdot \partial_{x^i} + \text{terms in } \partial_{\bar{v}^i}
$$

$$
= - \sum_{ijk} (-1)^{\varepsilon_k} \cdot \bar{v}^k \cdot \bar{v}^j \cdot \left( \Gamma^i_{jk}(x) - (-1)^{\varepsilon_j \varepsilon_k} \cdot \Gamma^i_{kj}(x) \right) \cdot \partial_{x^i} + \text{terms in } \partial_{\bar{v}^i}
$$

If this is to be zero, then at least the coefficients of $\partial_{x^i}$ have to be zero. But this is the case if and only if the connection $\nabla$ is torsion-free (on the odd tangent bundle, the combination $(-1)^{\varepsilon_k} \cdot \bar{v}^k \cdot \bar{v}^j$ is graded anti-symmetric). Moreover, if this is the case, then the vector field $G'$ reduces to $G' = \sum_i \bar{v}^i \partial_{x^i}$, of which the auto-commutator indeed is zero (hence we don’t have to compute the coefficients of $\partial_{\bar{v}^i}$). But for this vector field the flow $\Phi'$ is given by:

$$
\Phi'(\tau, x, \bar{v}) = (x + \tau \cdot \bar{v}, \bar{v})
$$

which is rather uninteresting: the “odd geodesics” are “straight odd lines” in the direction of the tangent vector. Another way to see that this must happen is the following set of observations. If we use an odd time parameter $\tau$, it follows immediately that the velocity vector should be an odd tangent vector. Moreover, when we write the naïve equations \eqref{eq:naive_geodesics} for the geodesics, the left hand side is identically zero because $\partial_\tau \circ \partial_\tau = 0$. And then this equation tells us that the connection should be torsion-free. We are thus left with the condition that the connection should be torsion-free, together with the initial conditions $\gamma(0, x, \bar{v}) = x$ and $\partial_\tau \gamma(0, x, \bar{v}) = \bar{v}$. And these give us our straight odd lines.
4. Projective equivalence

We now consider the situation in which we have two connections $\nabla$, $\hat{\nabla}$ on $M$ and we wonder under what conditions these two connections have “the same” geodesics as images in $M$. More precisely, if $\Psi(t, \mathcal{V})$ and $\hat{\Psi}(t, \mathcal{V})$ are the geodesic flows for $\nabla$ and $\hat{\nabla}$ respectively, the naïve question is under what conditions we have

\[
\{ \Psi_1(t, \mathcal{V}) : t \in \mathcal{A}_0 \} = \{ \hat{\Psi}_1(t, \mathcal{V}) : t \in \mathcal{A}_0 \}
\]

A more precise question is under what conditions we can find a reparametrization function $r : \mathcal{A}_0 \times TM(0) \to \mathcal{A}_0$ such that we have

\[
(4.1) \quad \forall t \in \mathcal{A}_0 : \quad \Psi_1(r(t, \mathcal{V}), \mathcal{V}) = \hat{\Psi}_1(t, \mathcal{V})
\]

Note that we added an explicit dependence on the initial condition $\mathcal{V}$ in the reparametrization function $r$, as there is no reason that geodesics through different points should be reparametrized in the same way.

**Definition.** We say that the connections $\nabla$ and $\hat{\nabla}$ have the same geodesics up to reparametrization if there exists a function $r : \mathcal{A}_0 \times TM(0) \to \mathcal{A}_0$ such that $r(0, \mathcal{V}) = 0$, $(\partial r / \partial t)(0, \mathcal{V}) = 1$ and for which equation (4.1) holds.[1]

We are going to characterize the connections that have the same geodesics up to reparametrization in terms of the form of the tensor $S$ which measures the difference between these two connections. In order to do that, we are going to proceed in two steps. First, we show that (4.1) holds if and only if the geodesic flow $\Psi$ of $G$, the (difference) tensor $S = \nabla - \hat{\nabla}$ and the reparametrization function $r$ are related through a certain differential equation.

**Proposition.** The connections $\nabla$ and $\hat{\nabla}$ have the same geodesics up to reparametrization if and only if there exist a function $r : \mathcal{A}_0 \times TM(0) \to \mathcal{A}_0$ such that $r(0, \mathcal{V}) = 0$, $(\partial r / \partial t)(0, \mathcal{V}) = 1$ and for which the following differential equation holds:

\[
(4.2) \quad \frac{\partial^2 r}{\partial t^2}(t, \mathcal{V}) \cdot \frac{\partial \Psi_1}{\partial t}(r(t, \mathcal{V}), \mathcal{V}) = \left( \frac{\partial r}{\partial t}(t, \mathcal{V}) \right)^2 \cdot S_{\Psi_1(r(t, \mathcal{V}), \mathcal{V})} \left( \frac{\partial \Psi_1}{\partial t}(r(t, \mathcal{V}), \mathcal{V}), \frac{\partial \Psi_1}{\partial t}(r(t, \mathcal{V}), \mathcal{V}) \right)
\]

**Proof.** Let us show that the condition is necessary. In view of (3.4), if $\Psi_1(r(t, \mathcal{V}), \mathcal{V})$ is a geodesic for $\hat{\nabla}$, then

\[
0 = \frac{\partial^2 \Psi_1}{\partial t^2}(r(t, \mathcal{V}), \mathcal{V}) + \sum_{j,k} \frac{\partial \Psi_1^k}{\partial t}(r(t, \mathcal{V}), \mathcal{V}) \cdot \frac{\partial \Psi_1^j}{\partial t}(r(t, \mathcal{V}), \mathcal{V}) \cdot \hat{\Gamma}_{jk}^i(\Psi_1(r(t, \mathcal{V}), \mathcal{V}))
\]

Let us replace in this equation $\hat{\Gamma}_{jk}^i$ by $\Gamma_{jk}^i - S^i_{jk}$ and let us apply the chain rule to compute the derivatives of the functions $\Psi_1^i(r(t, \mathcal{V}), \mathcal{V})$. Doing so, we obtain

\[
0 = \frac{\partial^2 r}{\partial t^2}(t, \mathcal{V}) \cdot \frac{\partial \Psi_1}{\partial t}(r(t, \mathcal{V}), \mathcal{V}) + \left( \frac{\partial r}{\partial t}(t, \mathcal{V}) \right)^2 \left( \frac{\partial^2 \Psi_1}{\partial t^2}(r(t, \mathcal{V}), \mathcal{V}) \right) + \left( \frac{\partial r}{\partial t}(t, \mathcal{V}) \right)^2 \left( \sum_{j,k} \frac{\partial \Psi_1^k}{\partial t}(r(t, \mathcal{V}), \mathcal{V}) \cdot \frac{\partial \Psi_1^j}{\partial t}(r(t, \mathcal{V}), \mathcal{V}) \cdot \Gamma_{jk}^i(\Psi_1(r(t, \mathcal{V}), \mathcal{V})) \right)
\]

---

[1] The additional conditions $r(0, \mathcal{V}) = 0$ and $(\partial r / \partial t)(0, \mathcal{V}) = 1$ ensure that the reparametrization transforms each geodesic of $\nabla$ into the geodesic of $\hat{\nabla}$ with the same initial conditions.
Then there exists a unique smooth function $\Psi_1$ in the product $E$ of a manifold $S$ such that for any $x,\xi,v,w$:

$$S(x,\xi,v,w) = \Psi_1(r(t,V),\alpha)$$

Using the fact that $\Psi_1$ is a geodesic for $\nabla$, the second and third term on the right hand side cancel and hence this equation reduces to (4.2).

In order to show the converse, it suffices to note that the above computations also show that if (4.2) is satisfied, then the curve

$$\left(\Psi_1(r(t,V),\alpha), \frac{dr}{dt}(t,V) \cdot \frac{\partial\Psi_1}{\partial t}(r(t,V),V), S_{jk}(\Psi_1(r(t,V),V))\right)$$

satisfies the equation of the flow $(\hat{\Psi}_1(t,V), \hat{\Psi}_2(t,V))$ of $\hat{G}$, the geodesic vector field corresponding to $\nabla$. As it satisfies the same initial conditions as $(\hat{\Psi}_1(t,V), \hat{\Psi}_2(t,V))$ at $t = 0$, these two curves have to coincide, and in particular $\Psi_1(r(t,V),V) = \hat{\Psi}_1(t,V)$.

Now in order to obtain Weyl’s characterization in the super context, it remains to show that condition (4.2) amounts to imposing that $S$ can be expressed by means of an even (super) 1-form. As for the previous Proposition, the proof of the theorem follows the lines of the classical case. It invokes a technical Lemma which roughly says that if we have a bilinear function $S(v,w)$ such that $S(v,v) = h(v) \cdot v$ for some function $h$, then $h$ must be linear in $v$. The proof of this technical Lemma is elementary but long, simply because we have to be careful with the odd coordinates and moreover, everything depends upon additional parameters (the local coordinates $x$ and $\xi$ on $M$). Therefore the proof of the lemma will be given after that of the Theorem.

4.1. Lemma. Let $E$ be a graded vector space of graded dimension $p|q$ with even basis vectors $e_1,\ldots,e_p$ and odd basis vectors $f_1,\ldots,f_q$, let $U$ be an open coordinate subset of a manifold $M$ with local even coordinates $x$ and local odd coordinates $\xi$. Suppose that $S : U \times E \times E \to E$ is a smooth function which is left-bilinear, graded symmetric in the product $E \times E$ and for which there is a smooth function $h : U \times E_0 \to A$ such that

$$\forall (x,\xi) \in U \forall v \in E_0 : S(x,\xi,v,v) = h(x,\xi,v) \cdot v$$

Then there exists a unique smooth function $\alpha : U \to E^*$ such that $h(x,\xi,v) = \iota(v)\alpha(x,\xi)$ and

$$S(x,\xi,v,w) = \frac{1}{2} \left( v \cdot \iota(w)\alpha(x,\xi) + (-1)^{\varepsilon(v)\varepsilon(w)} w \cdot \iota(v)\alpha(x,\xi) \right)$$

4.2. Theorem. Two torsion-free connections $\nabla$ and $\hat{\nabla}$ on $M$ have the same geodesics up to reparametrization if and only if there exists a smooth even 1-form $\alpha$ on $M$ such that the tensor $S = \nabla - \hat{\nabla}$ is given by

$$S_x(v,w) = \frac{1}{2} \left( v \cdot \iota(w)\alpha_x + (-1)^{\varepsilon(v)\varepsilon(w)} w \cdot \iota(v)\alpha_x \right)$$

for any $x \in M$ and any homogeneous $v,w \in T_x M$.

Proof of the theorem. We first assume that we have a reparametrization $r$ that transforms the geodesics of $\nabla$ into those of $\hat{\nabla}$. Taking $t = 0$ in (4.2) and using the initial conditions for $\Psi$ and $r$, we get the following (vector) equation in local coordinates:

$$v \cdot \frac{\partial^2 r}{\partial t^2}(0, x, v) = S_x(v,v)$$
Lemma 4.1 with \( h \) being here the function \( h(x, v) = \frac{\partial^2 r}{\partial t^2}(0, x, v) \), gives us a (local) smooth 1-form \( \alpha \), which must be even by parity considerations. But (4.5) is an intrinsic equation which does not depend upon the choice of local coordinates (because (4.2) is intrinsic). As the 1-form \( \alpha \) is unique, the local 1-forms \( \alpha \) given by Lemma 4.1 glue together to form a global smooth even 1-form \( \alpha \) satisfying (4.4).

To show the converse, let us now assume that we have an even 1-form \( \alpha \) on \( M \) such that the tensor \( S \) is given by (4.4). Then (4.2) reduces to the (vector) equation

\[
\frac{\partial^2 r}{\partial t^2}(t, x, v) + \frac{\partial^2 r}{\partial t^2}(r(t, x, v), x, v)
\]

For this to be true for all geodesics of \( \nabla \), the function \( r \) thus has to satisfy the second order differential equation

\[
\frac{\partial^2 r}{\partial t^2}(t, x, v) = \left( \frac{\partial^2 r}{\partial t^2}(r(t, x, v), x, v) \right) \alpha_{(r(t, x, v), x, v)}
\]

As for the geodesic equations, we translate this into a system of first order differential equations by introducing a second function \( s : A_0 \times TM(0) \rightarrow A_0 \) and we obtain

\[
\begin{cases}
\frac{\partial r}{\partial t}(t, x, v) = s(t, x, v) \\
\frac{\partial s}{\partial t}(t, x, v) = s(t, x, v)^2 \cdot \left( \frac{\partial r}{\partial t}(r(t, x, v), x, v) \right) \alpha_{(r(t, x, v), x, v)}
\end{cases}
\]

while the initial conditions for \( r \) yield \( r(0, x, v) = 0 \) and \( s(0, x, v) = 1 \). To show that these equations always have a (unique) solution, we just note that these equations determine the flow of the even vector field \( R \) on \((A_0)^2 \times TM(0) \) given by

\[
R|_{(r,s,v)} = s \cdot \frac{\partial}{\partial r} + s^2 \cdot \left( \frac{\partial r}{\partial t}(r, V) \right) \alpha_{(r,v)} \cdot \frac{\partial}{\partial s}
\]

And indeed, the equations for the flow \( \Phi = (\Phi_r, \Phi_s, \Phi_1, \Phi_2) \) of \( R \) are given by

\[
\begin{align*}
\frac{\partial \Phi_r}{\partial t}(t, r_0, s_0, x, v) &= \Phi_r(t, r_0, s_0, x, v) \\
\frac{\partial \Phi_s}{\partial t}(t, r_0, s_0, x, v) &= (\Phi_s(t, r_0, s_0, x, v))^2 \\
&\quad \cdot \left( \frac{\partial \Phi_r}{\partial t}(\Phi_r(t, r_0, s_0, x, v), x, v) \right) \alpha_{(\Phi_r(t, r_0, s_0, x, v), x, v)} \\
\frac{\partial \Phi_1}{\partial t}(t, r_0, s_0, x, v) &= 0 \\
\frac{\partial \Phi_2}{\partial t}(t, r_0, s_0, x, v) &= 0
\end{align*}
\]

It thus suffices to define \( r(t, V) = \Phi_r(t, 0, 1, V) \) and \( s(t, V) = \Phi_s(t, 0, 1, V) \) to obtain the desired functions.

**Proof of the lemma.** Uniqueness of \( \alpha \) follows from the equation \( h(x, \xi, v) = \iota(v)\alpha(x, \xi) \). To prove existence, let us start by introducing global (linear, left) coordinates \( y, \eta \) on \( E_0 \) by

\[
v \in E_0 \quad \Rightarrow \quad v = \sum_i y_i \cdot e_i + \sum_i \eta_i \cdot f_i
\]

Using bilinearity and graded symmetry, we thus can write

\[
S(x, \xi, v, v) = \sum_{i,j} y_i y_j \cdot S(x, \xi, e_i, e_j) \\
+ 2 \sum_{i,j} y_i \eta_j \cdot S(x, \xi, f_i, f_j) + \sum_{i,j} \eta_i \eta_j \cdot S(x, \xi, f_i, f_j)
\]

**QED**
The functions $S$, when evaluated in a pair of basis vectors of $E$, is a smooth function on $U$ with values in $E$. As such we can determine the coefficients with respect to the given basis for $E$ as for instance

$$S(x, \xi, e_i, e_j) = \sum_p S_p(x, \xi, e_i, e_j) \cdot e_p + \sum_p \sigma_p(x, \xi, e_i, e_j) \cdot f_p$$

When we substitute this in \((4.3)\) with the (linear, left) coordinates of $v \in E_0$, we get the system of equations

\begin{equation}
\begin{aligned}
\eta h(x, \xi, y) \cdot y_p &= \sum_{i,j} y_i y_j \cdot S_p(x, \xi, e_i, e_j) \\
&+ 2 \sum_{i,j} y_i \eta_j \cdot S_p(x, \xi, f_i, f_j) + \sum_{i,j} \eta_j \eta_i \cdot S_p(x, \xi, f_i, f_j)
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
\eta h(x, \xi, \eta) \cdot \eta_p &= \sum_{i,j} y_i y_j \cdot \sigma_p(x, \xi, e_i, e_j) \\
&+ 2 \sum_{i,j} y_i \eta_j \cdot \sigma_p(x, \xi, f_i, f_j) + \sum_{i,j} \eta_j \eta_i \cdot \sigma_p(x, \xi, f_i, f_j)
\end{aligned}
\end{equation}

Applying \(2.1\) we can expand these equations in powers of the $\xi$ coordinates and equate the separate powers $\xi^j$ giving

\begin{equation}
\begin{aligned}
h_j(x, y, \eta) \cdot y_p &= \sum_{i,j} y_i y_j \cdot S_{p,j}(x, e_i, e_j) + 2 \sum_{i,j} y_i \eta_j \cdot (-1)^{|j|} \cdot S_{p,j}(x, e_i, f_j) \\
&+ \sum_{i,j} \eta_j \eta_i \cdot S_{p,j}(x, f_i, f_j)
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
h_j(x, y, \eta) \cdot \eta_p &= \sum_{i,j} y_i y_j \cdot \sigma_{p,j}(x, e_i, e_j) + 2 \sum_{i,j} y_i \eta_j \cdot (-1)^{|j|} \cdot \sigma_{p,j}(x, e_i, f_j) \\
&+ \sum_{i,j} \eta_j \eta_i \cdot \sigma_{p,j}(x, f_i, f_j)
\end{aligned}
\end{equation}

Note that we had to add a factor $(-1)^{|j|}$ in the right hand side for the terms linear in $\eta$, because we factor the powers of $\xi$ to the left, and interchanging a power $\xi^j$ with a linear factor $\eta$ gives this sign. We now expand the functions $h_j$ in powers of the odd coordinates $\eta$:

\begin{equation}
\begin{aligned}
h_j(x, y, \eta) &= h_{J,0}(x, y) + \sum_{q} \eta_q \cdot h_{J,\{q\}}(x, y) \\
&+ \sum_{q<r} \eta_q \eta_r \cdot h_{J,\{q,r\}}(x, y) + \sum_{|I| \geq 3} \eta^I \cdot h_{J,I}(x, y)
\end{aligned}
\end{equation}

When we now invoke \(2.1\) applied to \((4.7)\), we get the equations

\begin{equation}
\begin{aligned}
h_{J,0}(x, y) \cdot y_p &= \sum_{i,j} y_i y_j \cdot S_{p,j}(x, e_i, e_j)
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
h_{J,\{q\}}(x, y) \cdot y_p &= 2 \sum_i y_i \cdot (-1)^{|j|} \cdot S_{p,j}(x, e_i, f_q)
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
h_{J,\{q,r\}}(x, y) \cdot y_p &= 2 S_{p,j}(x, f_r, f_q)
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
h_{J,I}(x, y) \cdot y_p &= 0 \quad |I| \geq 3
\end{aligned}
\end{equation}
As these are equations between smooth functions of even coordinates only, we may consider them to be equations of smooth functions of real coordinates. And remember, the y coordinates run over the whole of \( \mathbb{R} \) as they are coordinates on a (graded) vector space. These functions thus are in particular smooth at \( y = 0 \).

As the right hand sides of (4.11) and (4.12) do not depend upon the y coordinates and their left hand sides have at least degree one in y, it follows that the coefficients must be zero, and thus the right hand side of (4.11) too:

\[
  h_{J,I}(x, y) = 0 \quad \text{for} \quad |I| \geq 3 , \quad h_{J,(q,r)}(x, y) = 0 , \quad S_{p,J}(x, f_r, f_q) = 0
\]

From (4.10) it follows easily that \( h_{J,(q)}(x, y) \) is independent of the y coordinates:

\[
  h_{J,(q)}(x, y) = h_{J,(q)}(x)
\]

and that we must have

\[
  (-1)^{|J|} \cdot S_{p,J}(x, e_i, f_q) = \frac{1}{2} \cdot \delta_{ip} \cdot h_{J,(q)}(x)
\]

Using the bilinearity of \( S \), one can show that (4.9) implies that \( h_{J,(q)}(x, y) \) must be linear in \( y \):

\[
  h_{J,(q)}(x, y) = \sum_q h^q_{J,(q)}(x) \cdot y_q
\]

and then that we must have

\[
  S_{p,J}(x, e_i, e_j) = \frac{1}{2} \cdot \left( \delta_{ip} \cdot h^i_{J,(q)}(x) + \delta_{jp} \cdot h^j_{J,(q)}(x) \right)
\]

We now apply exactly the same reasoning to (4.8), equating the separate powers of \( \eta \) and using what we already know about the functions \( h_{J,I}(x, y) \). This gives us the equations

\[
\begin{align*}
(4.13) & \quad 0 = \sum_{i,j} y_i y_j \cdot \sigma_{p,J}(x, e_i, e_j) \\
(4.14) & \quad \sum_q y_q \cdot h^q_{J,(q)}(x) = 2 \sum_i y_i \cdot (-1)^{|J|} \cdot \sigma_{p,J}(x, e_i, f_p) \\
(4.15) & \quad \frac{1}{2} \cdot \left( h_{J,(ij)}(x) \cdot \delta_{ip} - h_{J,(ij)}(x) \cdot \delta_{jp} \right) = \sigma_{p,J}(x, f_i, f_j)
\end{align*}
\]

As these are (again) equations between smooth functions of real variables, we may conclude from (4.13) that we have \( \sigma_{p,J}(x, e_i, e_j) = 0 \) and from (4.14) that we have \( \frac{1}{2} \cdot h^i_{J,(q)}(x) \cdot \delta_{jp} = (-1)^{|J|} \cdot \sigma_{p,J}(x, e_i, f_j) \).

To summarize, we have found the following equalities

\[
\begin{align*}
  h_{J}(x, y, \eta) & = \sum_q y_q \cdot h^q_{J,(q)}(x) + \sum_q \eta_q \cdot h_{J,(q)}(x) \\
  S_{p,J}(x, e_i, e_j) & = \frac{1}{2} \cdot \left( \delta_{ip} \cdot h^i_{J,(q)}(x) + \delta_{jp} \cdot h^j_{J,(q)}(x) \right) \\
  S_{p,J}(x, e_i, f_j) & = \frac{1}{2} \cdot (-1)^{|J|} \cdot \delta_{ip} \cdot h_{J,(ij)}(x) \\
  S_{p,J}(x, f_i, f_j) & = 0 \\
  \sigma_{p,J}(x, e_i, e_j) & = 0 \\
  \sigma_{p,J}(x, e_i, f_j) & = \frac{1}{2} \cdot (-1)^{|J|} \cdot h^i_{J,(q)}(x) \cdot \delta_{jp} \\
  \sigma_{p,J}(x, f_i, f_j) & = \frac{1}{2} \cdot \left( h_{J,(ij)}(x) \cdot \delta_{ip} - h_{J,(ij)}(x) \cdot \delta_{jp} \right)
\end{align*}
\]
We now define the smooth functions $H^q_\emptyset, H_{\{q\}} : U \to \mathcal{A}$ by

$$H^q_\emptyset(x, \xi) = \sum_j \xi^j \cdot h^q_{j,\emptyset}(x), \quad H_{\{q\}}(x, \xi) = \sum_j \xi^j \cdot (-1)^{|j|} \cdot h_{j,\{q\}}(x)$$

Using these functions, we now put the powers of $\xi$ back in to obtain

$$h(x, \xi, y, \eta) = \sum_j \xi^j \cdot \left( \sum_q y_q \cdot h^q_{j,\emptyset}(x) + \sum_q \eta_q \cdot h_{j,\{q\}}(x) \right)$$

$$= \sum_q y_q \cdot \sum_j \xi^j \cdot h^q_{j,\emptyset}(x) + \sum_q \eta_q \cdot \sum_j \xi^j \cdot (-1)^{|j|} \cdot h_{j,\{q\}}(x)$$

$$= \sum_q y_q \cdot H^q_\emptyset(x, \xi) + \sum_q \eta_q \cdot H_{\{q\}}(x, \xi)$$

$$S_p(x, \xi, e_i, e_j) = \sum_j \xi^j \cdot S_{p,j}(x, e_i, e_j) = \frac{1}{2} \cdot \left( \delta_{ip} \cdot H^j_\emptyset(x, \xi) + \delta_{jp} \cdot H^j_\emptyset(x, \xi) \right)$$

$$S_p(x, \xi, e_i, f_j) = \sum_j \xi^j \cdot S_{p,j}(x, e_i, f_j) = \frac{1}{2} \cdot \delta_{ip} \cdot H_{(j)}(x, \xi)$$

$$S_p(x, \xi, f_i, f_j) = 0 = \sigma_p(x, \xi, e_i, e_j)$$

$$\rho \cdot \sigma_p(x, \xi, e_i, f_j) = \rho \cdot \sum_j \xi^j \cdot \sigma_{p,j}(x, e_i, f_j) = \frac{1}{2} H^i_\emptyset(x, \xi) \cdot \delta_{jp} \cdot \rho$$

$$\rho \cdot \sigma_p(x, \xi, f_i, f_j) = \rho \cdot \sum_j \xi^j \cdot \sigma_{p,j}(x, f_i, f_j)$$

$$= \frac{1}{2} \cdot \left( H_{(j)}(x, \xi) \cdot \delta_{ip} - H_{(i)}(x, \xi) \cdot \delta_{jp} \right) \cdot \rho$$

where $\rho$ is any odd variable. Finally, we can reconstruct the full function $S$: if $v$ reads as $\sum_i y_i e_i + \sum_i \eta_i f_i$ and $w$ reads as $\sum_j z_j e_j + \sum_j \zeta_j f_j$, then direct substitution gives us, with $v$ and $w$ homogeneous (but not necessarily even)

$$S(x, \xi, v, w) = \frac{1}{2} \cdot v \cdot \left( \sum_j z_j \cdot H^j_\emptyset(x, \xi) + \sum_j \zeta_j H_{(j)}(x, \xi) \right)$$

$$+ (-1)^{\varepsilon(v)\varepsilon(w)} \frac{1}{2} \cdot w \cdot \left( \sum_j y_j \cdot H^j_\emptyset(x, \xi) + \sum_j \eta_j H_{(j)}(x, \xi) \right)$$

This suggests that we introduce the left-linear form $\alpha : U \to E^*$ by

$$\iota(v) \alpha(x, \xi) = \iota(\sum_i y_i e_i + \sum_i \eta_i f_i) \alpha(x, \xi) = \sum_i y_i \cdot H^i_\emptyset(x, \xi) + \sum_i \eta_i \cdot H_{(i)}(x, \xi)$$

where $y_i, \eta_i$ are arbitrary (non-homogeneous) coefficients. It then follows immediately that we have

$$S(x, \xi, v, w) = \frac{1}{2} \cdot \left( v \cdot \iota(w) \alpha(x, \xi) + (-1)^{\varepsilon(v)\varepsilon(w)} w \cdot \iota(v) \alpha(x, \xi) \right)$$

It also follows that we have

$$h(x, \xi, y, \eta) = \iota(v) \alpha(x, \xi)$$

confirming the equation $S(x, \xi, v, v) = h(x, \xi, v) \cdot v$ for even vectors $v$. \[QED\]
5. Super metrics and connections

As in non-super geometry, connections on the tangent bundle arise naturally when the supermanifold is equipped with a metric. Moreover, again as in non-super geometry, geodesics in this context can be interpreted as the trajectories on the supermanifold of a free particle whose kinetic energy is given by the metric. We now substantiate these claims. More precisely, we shall first expose some basic theory of super metrics and their associated Levi-Civita (super) connections. Then we shall briefly describe the mechanics of a free particle whose kinetic energy is given by the metric and finally, following [GW], we shall relate the Hamiltonian vector field of this mechanical system to the geodesic vector field of the corresponding metric connection.

Definition. A (super) metric $g$ on a supermanifold $M$ is an even graded symmetric non-degenerate smooth section of the bundle $T^*M \otimes T^*M \rightarrow M$. A Riemannian supermanifold is a pair $(M, g)$ with $M$ a supermanifold and $g$ a metric on $M$.

A metric $g$ on $M$ amounts to a collection of maps $g_m : T_m M \times T_m M \rightarrow \mathbb{A}$ (depending smoothly on $m \in M$) possessing the following four properties:

- The map $(v, w) \mapsto \iota(v, w)g_m$ is (left-)bilinear in $v$ and $w$.
- For all homogeneous $v, w \in T_m M : \varepsilon(\iota(v, w)g_m) = \varepsilon(v) + \varepsilon(w)$;
- For all homogeneous $v, w \in T_m M : \iota(w, v)g_m = (-1)^{\varepsilon(v)\varepsilon(v)}\iota(v, w)g_m$.

Now for each $m \in M$, the map $g_m$ can be seen as transforming tangent vectors into cotangent vectors, i.e., we can define a map $g^b_m : T_m M \rightarrow T_m^* M$ by setting

$$\iota(v)g^b_m = \iota(v)g_m = \iota(\cdot, v)g_m \quad \text{i.e.,} \quad \iota(w)(\iota(v)g^b_m) = \iota(w)(\iota(v)g_m) \equiv \iota(w, v)g_m$$

With this definition we can state the fourth condition

- $g^b_m : T_m M \rightarrow T_m^* M$ is a (left-)linear bijection.

The collection of all maps $g^b_m$ gives rise to an even bundle isomorphism $g^b : TM \rightarrow T^* M$, whose inverse is denoted by $g^b : T^* M \rightarrow TM$. As usual, the use of the musical superscripts is inspired by the fact that $g^b$ lowers indices of tensors, whereas $g^b$ raises them.

Remark. As it is well-known, if $(M, g)$ is a Riemannian supermanifold of graded dimension $p|q$, then the odd dimension $q$ must be even because of the non-degeneracy condition of the super metric. Note that the definition of a super metric as given here is the straightforward generalisation of a metric to the super context. In [Tur, §IV.7] a different (and not completely natural) notion of a super metric was introduced. That definition was adapted to the need to be able to define a supplement to any subbundle of a given vector bundle without the constraint that the odd dimension should be even.

If $(x^1, \ldots, x^n)$ are local coordinates on $M$, then the vectors $\partial_{x^i}|_m$ form a basis of the tangent space $T_m M$. Using these vectors, we define the matrix $g_{ij}$ by

$$g_{ij} = \iota(\partial_{x^i}|_m, \partial_{x^j}|_m)g_m$$

Since the map $g_m$ is supposed to be even, we could also have written $g_m(v, w)$ instead of $\iota(v, w)g_m$. However, once we express $g_m$ in terms of the left-dual basis $dx^i$, there is a high risk of confusion on how to compute evaluations, as we have $(dx^i)(\partial_{x^j}) = (-1)^{\varepsilon(x^i)\varepsilon(x^j)}\delta^i_j$, and not (as one might be inclined to think) $(dx^i)(\partial_{x^j}) = \delta^i_j$, simply because we have (by definition of the left-dual basis): $\delta^i_j = \iota(\partial_{x^i})dx^j = (-1)^{\varepsilon(x^i)\varepsilon(x^j)}(dx^i)(\partial_{x^j})$.
It follows immediately that for any two arbitrary tangent vectors \( v = \sum_i v^i \partial_{x^i}|_m \) and \( w = \sum_i w^i \partial_{x^i}|_m \), we have
\[
\iota(v, w)g_m = \sum_{i,j} v^i \mathcal{C}^i_j (w^j) g_{ij}
\]
Equivalently, in terms of the (left-)dual basis \( (dx^1|_m, \ldots, dx^n|_m) \) of \( T^*_m M \), we have
\[
g_m = \sum_{ij} dx^j|_m \otimes dx^i|_m g_{ij}
\]
The graded-symmetry and even-ness of \( g_m \) translate as the properties
\[
g_{ij} = (-1)^{\varepsilon_i \varepsilon_j} g_{ji} \quad \text{and} \quad \varepsilon(g_{ij}) = \varepsilon_i + \varepsilon_j
\]
and non-degeneracy means that the matrix \( g_{ij} \) is invertible. We denote the inverse matrix by \( g^{ij} \), i.e., we have the equalities
\[
\sum_j g_{ij} g^{jk} = \delta_i^k = \sum_j g^{kj} g_{ji}
\]
where \( \delta_i^k \) denotes the Kronecker delta. It is straightforward that the parity of \( g^{ij} \) is \( \varepsilon(g^{ij}) = \varepsilon_i + \varepsilon_j \), while the graded symmetry of \( g \) gives us the following symmetry property of the inverse matrix:
\[
g^{ij} = (-1)^{\varepsilon_i + \varepsilon_j + \varepsilon_i \varepsilon_j} g^{ji}
\]
Finally note that the map \( g^m_m : T_m M \to T^*_m M \) reads
\[
\iota(v) g^m_m = \sum_{ij} (-1)^{\varepsilon_i} v^j g_{ji} dx^i|_m \quad \text{for} \quad v = \sum_i v^i \partial_{x^i}|_m
\]
and that, using the inverse matrix, it is not hard to show that the inverse map \( g^m_m = (g^m_m)^{-1} : T^*_m M \to T_m M \) is given by
\[
\iota(\alpha) g^m_m = \sum_{ij} (-1)^{\varepsilon_i} \alpha_i g^{ij} \partial_{x^j} \quad \text{for} \quad \alpha = \sum_i \alpha_i dx^i|_m
\]

5.1. Lemma. If \((M, g)\) is a Riemannian supermanifold, there exists a unique torsion-free connection \( \nabla \) in \( TM \) which is compatible with the metric in the sense that for any three homogeneous vector fields \( X, Y \) and \( Z \) on \( M \), we have
\[
X(\iota(Y, Z)g) = \iota(\nabla_X Y, Z)g + (-1)^{\varepsilon(X)\varepsilon(Y)} \iota(Y, \nabla_X Z)g
\]
Proof. Existence follows from the explicit formula for the Christoffel symbols in local coordinates
\[
\Gamma^i_{jk} = \frac{1}{2} \sum_k \left( \partial_{x^j} g_{kt} + (-1)^{\varepsilon_j \varepsilon_k} \partial_{x^k} g_{jt} - (-1)^{\varepsilon_k (\varepsilon_j + \varepsilon_k)} \partial_{x^t} g_{jk} \right) g^{ti}
\]
For uniqueness we observe first that condition \((5.2)\) applied to the (local) vector fields \( X = \partial_{x^p}, Y = \partial_{x^j} \) and \( Z = \partial_{x^k} \) gives us the equality
\[
\partial_{x^p} g_{jk} = \Gamma^i_{pj} g_{ik} + (-1)^{\varepsilon_j \varepsilon_k} \Gamma^i_{pk} g_{ij}
\]
It follows that if we have two connections \( \nabla \) and \( \tilde{\nabla} \) satisfying these conditions, then the components \( S^i_{jk} = \Gamma^i_{jk} - \tilde{\Gamma}^i_{jk} \) of the difference tensor must satisfy the conditions
\[
S^i_{pj} g_{ik} = (-1)^{\varepsilon_j \varepsilon_k} S^i_{pk} g_{ij}
\]
Using the graded symmetry of the tensor \( S \) (the connections are torsion-free), we can further compute
\[
S^i_{pj} g_{ik} = (-1)^{\varepsilon_j \varepsilon_p} S^i_{jp} g_{ik} = (-1)^{1+\varepsilon_p (\varepsilon_j + \varepsilon_k)} S^i_{jk} g_{ip}
\]
Denition. Let $\mathbf{V} \in \nabla$ This shows that the difference tensor must be zero, i.e., $\nabla = \hat{\nabla}$. \hfill \Box

Definition. Let $\text{pr} : T^*M \to M$ be the cotangent bundle of the supermanifold $M$. The canonical 1-form $\theta$ on $T^*M$ is defined as follows: for $\alpha \in T^*M$ and $V \in T_{\alpha}(T^*M)$ we write $m = \text{pr}(\alpha)$ (and thus $\alpha \in T_mM$), and then

$$\iota(V)\theta_\alpha = \iota(v)\alpha$$

where $v = \iota(V)T\text{pr} \in T_mM$ is the image of $V \in T_{\alpha}(T^*M)$ under the tangent map of the canonical projection.

If $(x^1, \ldots, x^n)$ are local coordinates on $M$, then any 1-form $\alpha$ at $m \in M$ can be expressed as $\alpha = \sum_i \alpha_i \, dx^i$. Splitting the coefficients $\alpha_i \in \mathcal{A}$ into their even and odd parts $\alpha_i = p_i + \bar{p}_i$, we write

$$\alpha = \sum_i (p_i + \bar{p}_i) \, dx^i \quad \text{with} \quad \alpha_0 = \sum_i p_i \, dx^i \quad \text{and} \quad \alpha_1 = \sum_i \bar{p}_i \, dx^i$$

The parity of these coordinates thus is given by $\varepsilon(p_i) = \varepsilon_i$ and $\varepsilon(\bar{p}_i) = \varepsilon_i + 1$. Thus, if the graded dimension of $M$ is $p|q$, then the graded dimension of the full cotangent bundle is $2p + q|p + 2q$ with coordinates $x^i$, $p_i$ and $\bar{p}_i$, the graded dimension of its even part (whose sections are the even 1-forms) is $2p|2q$ with coordinates $x^i$ and $p_i$ and the graded dimension of its odd part (whose sections are the odd 1-forms) is $p + q|p + q$ with coordinates $x^i$ and $\bar{p}_i$.

In terms of these local coordinates on $T^*M$, it is easy to show that the canonical 1-form $\theta$ on $T^*M$ is given by

$$\theta = \sum_i (p_i + \bar{p}_i) \, dx^i$$

By definition, the canonical 2-form $\omega$ on $T^*M$ is the exterior derivative of the canonical 1-form: $\omega = d\theta$. In local coordinates $\omega$ thus reads

$$\omega = \sum_i dp_i \wedge dx^i + \sum_i d\bar{p}_i \wedge dx^i$$

In particular, the restriction of $\omega$ to $T^*M^{(0)}$, the even part of the cotangent bundle, is an even symplectic form, while its restriction to the odd part of the cotangent bundle $T^*M^{(1)}$ is an odd symplectic form.

We now come to the description of the movement of a free particle with unit mass on the Riemannian supermanifold $(M, g)$. There is no potential energy while kinetic energy is simply given by half the metric. More precisely, the phase space is the even part of the cotangent bundle $T^*M^{(0)}$ while the Hamiltonian of the system is the function $H : T^*M^{(0)} \to \mathcal{A}$ whose value on an element $\alpha \in T_mM^{(0)}$ is

$$H(\alpha) = \frac{1}{2} \iota(g^t_m(\alpha), g^t_m(\alpha))g_m \quad (5.3)$$

In local coordinates, the Hamiltonian thus reads

$$H(x, p) = \frac{1}{2} \sum_{jk} (-1)^{\varepsilon_j + \varepsilon_k} p_j g^{jk}(x) p_k = \frac{1}{2} \sum_{jk} (-1)^{\varepsilon_j} p_k p_j g^{jk}(x)$$

$$= \frac{1}{2} \sum_{jk} (-1)^{\varepsilon_k} g^{jk}(x) p_k p_j$$
The local expression for $\omega$ is $\omega = \sum_i dp_i \wedge dx^i$ and the definition of the Hamiltonian vector field $X_f$ associated with a function $f$ is given by the formula

$$\iota(X_f)\omega = -df$$

In local coordinates this gives us

$$X_f = \sum_i \left( (-1)^{\varepsilon_i} \epsilon_i \left( \partial_{p_i} f \right) \partial x^i - \epsilon_i \left( \partial x^i \right) \partial p_i \right)$$

and thus, for our particular function $H$, we obtain the even vector field

$$X_H = \sum_{ik} (-1)^{\varepsilon_k} p_k g^{ki} \frac{\partial}{\partial x^i} - \frac{1}{2} \sum_{ijk} (-1)^{\varepsilon_i+\varepsilon_k} \frac{\partial g^{jk}}{\partial x^i} p_k p_j \frac{\partial}{\partial p_i}$$

**Remark.** Knowing that we also have a symplectic form on the odd tangent bundle and on the full tangent bundle, we could have tried to play the same game on these symplectic manifolds. However, formula (5.3) applied to elements of $T^*M(1)$ gives us a function which is identically zero, simply because $g$ is graded symmetric and $\tilde{g}_n^m(\alpha)$ is an odd tangent vector. So on the odd tangent bundle nothing interesting happens. Note that the full cotangent bundle is also a symplectic supermanifold (with a non-homogeneous symplectic form). However, it can be shown following [1] that formula (5.3) yields a function which is not in the Poisson algebra of $T^*M$, i.e., a function which does not give rise to a Hamiltonian vector field. So again nothing interesting can be obtained.

**Proposition.** Under the isomorphism $g^\sharp : T^*M(0) \to TM(0)$ the vector field $X_H$ on $T^*M(0)$ is mapped to the vector field $G$ on $TM(0)$ given by (3.5) using the unique metric connection given by (5.1).

**Proof.** The proof is a lengthy but straightforward computation. \[QED\]

It follows that the integral curves of the Hamiltonian vector field $X_H$ correspond to the integral curves of the geodesic vector field of the metric connection associated with $g$, and thus in particular the geodesics of the metric connection coincide with the projections of the integral curves of the Hamiltonian vector field onto $M$, i.e., the geodesics are the trajectories of a free particle with unit mass on the Riemannian supermanifold $(M, g)$.

**Remarks.**

- The isomorphism $g^\sharp : T^*M(0) \to TM(0)$ can be interpreted as the Legendre transformation, which transforms the Hamiltonian formalism on the cotangent bundle into the Lagrangian formalism on the tangent bundle. More details on this interpretation in the non-super case can be found in [AM], §3.6-7.

- We have used left coordinates $p_i, \tilde{p}_i$ on the cotangent bundle, writing $\alpha = \sum_i (p_i + \tilde{p}_i) \, dx^i$. We could also have used right coordinates $p'_i, \tilde{p}'_i$ by writing $\alpha = \sum_i \, dx^i (p'_i + \tilde{p}'_i)$. They are related by the simple equations $\tilde{p}'_i = \tilde{p}_i$ and $p'_i = (-1)^{\varepsilon_i} p_i$. This would have “simplified” the formulae for $H$ to

$$H(x, p') = \frac{1}{2} \sum_{jk} p'_j g^{jk} p'_k$$

The reason not to use these coordinates (and it is a simple change of coordinates) is first that it is good practice not to mix left- and right-coordinates at the same time (and when using matrices it becomes crucial, see [1], VI.1.20) and secondly that the explicit expression for the full map $g^\sharp : T^*M \to TM$ would have contained the
conjugation map $\mathcal{C}$, as we would have had to transform the right-coordinates $\alpha_i$ of $\alpha = \sum dx^i \cdot \alpha_i$ into left coordinates $v^j$ of $v = \sum_j v^j \partial_x^j = g^i(\alpha)$.

**APPENDIX A. THE EXPONENTIAL MAP**

In the non-supercase it is well-known that “running faster” through a geodesic is the same as taking the geodesic with a bigger initial velocity. In terms of the flow $\Psi \cong (\Psi_1, \Psi_2)$ this would mean that we should have

$$\Psi_1(t, x, \lambda v) = \Psi_1(\lambda t, x, v) \quad \text{and} \quad \Psi_2(t, x, \lambda v) = \lambda \cdot \Psi_2(\lambda t, x, v)$$

for any $\lambda \in A_0$.

In order to prove this rigourously and in a coordinate independent way, we introduce the map $D_\lambda : TM(0) \to TM(0)$, the dilation of the tangent space by a factor $\lambda$, in local coordinates by

$$D_\lambda(x, v) = (x, \lambda v)$$

These local definitions glue together to form a well-defined global map. Moreover, it does not affect the base point:

$$\pi \circ D_\lambda = \pi : TM(0) \to M$$

**Proposition.** On a suitable open domain in $A_0 \times A_0 \times TM(0)$ containing $\{0\} \times \{0\} \times TM(0)$, the maps $\tilde{\Psi}$ and $\hat{\Psi}$ with values in $TM(0)$ and defined by

$$\tilde{\Psi}(t, \lambda, \mathcal{V}) = \Psi(t, D_\lambda(\mathcal{V})) \cong (\Psi_1(t, x, \lambda v), \Psi_2(t, x, \lambda v))$$

$$\hat{\Psi}(t, \lambda, \mathcal{V}) = D_\lambda(\Psi(\lambda t, \mathcal{V})) \cong (\Psi_1(\lambda t, x, \lambda v), \lambda \cdot \Psi_2(\lambda t, x, v))$$

are the same.

**Proof.** We start with the observation that in local coordinates $(x, v)$ on $TM(0)$ the tangent map of $D_\lambda$ behaves as

$$\iota(\partial_{x^i}|_{(x,v)})TD_\lambda = \partial_{x^i}|_{(x,\lambda v)} \quad \text{and} \quad \iota(\partial_{v^i}|_{(x,v)})TD_\lambda = \lambda \cdot \partial_{v^i}|_{(x,\lambda v)}$$

It follows that we have the following equality concerning the local expression of the vector field $G$:

$$\lambda \cdot \iota(G|_{(x,v)})TD_\lambda = \lambda \cdot \iota(\sum_i v^j \partial_{x^i}|_{(x,v)} - \sum_{ijk} v^i \cdot v^j \cdot \Gamma_{jk}^i(x) \cdot \partial_{v^i}|_{(x,v)})TD_\lambda$$

$$= \lambda \cdot \sum_i v^i \partial_{x^i}|_{(x,\lambda v)} - \sum_{ijk} \lambda \cdot v^k \cdot v^j \cdot \Gamma_{jk}^i(x) \cdot \lambda \cdot \partial_{v^i}|_{(x,\lambda v)}$$

$$= G|_{(x,\lambda v)}$$

which means that $\lambda \cdot G|_{(t,\mathcal{V})}$ is mapped by $TD_\lambda$ to $G|_{D_\lambda(\mathcal{V})}$.

With that knowledge we compute the image of the tangent vector $\partial_t$ under the maps $\tilde{\Psi}$ and $\hat{\Psi}$:

(A.1a) \[ \iota(\partial_t|_{(t,\lambda,\mathcal{V})})T\tilde{\Psi} = \iota(\partial_t|_{(t,D_\lambda(\mathcal{V}))})T\Psi = G|_{\Psi(t,D_\lambda(\mathcal{V}))} = G|_{\tilde{\Psi}(t,\lambda,\mathcal{V})} \]

and

(A.1b) \[ \iota(\partial_t|_{(t,\lambda,\mathcal{V})})T\hat{\Psi} = \lambda \cdot \iota(\partial_t|_{(t,\mathcal{V})})T(D_\lambda \circ \Psi) = \lambda \cdot \iota(G|_{\Psi(\lambda t,\mathcal{V})})TD_\lambda \]

$$= G|_{D_\lambda(\Psi(\lambda t,\mathcal{V}))} = G|_{\hat{\Psi}(t,\lambda,\mathcal{V})}$$

We then introduce the extended manifold $N = A_0 \times TM(0)$ on which we define the even vector field $H$ (the extension of $G$ to $N$) by

$$H|_{(\lambda,\mathcal{V})} = G|_{\mathcal{V}}$$
and we introduce the maps $\tilde{\Phi}, \hat{\Phi} : A_0 \times N \to N$ by
\[
\tilde{\Phi}(t, \lambda, V) = (\lambda, \tilde{\Psi}(t, \lambda, V)) \quad \text{and} \quad \hat{\Phi}(t, \lambda, V) = (\lambda, \hat{\Psi}(t, \lambda, V))
\]
It then is immediate from (A.1) that we have
\[
\iota\left(\partial_t \big|_{(t, \lambda, V)}\right) T \tilde{\Phi} = H \big|_{\tilde{\Phi}(t, \lambda, V)} \quad \text{and} \quad \iota\left(\partial_t \big|_{(t, \lambda, V)}\right) T \hat{\Phi} = H \big|_{\hat{\Phi}(t, \lambda, V)}
\]
Moreover, at time $t = 0$ we have
\[
\tilde{\Phi}(0, \lambda, V) = \left(\lambda, D_\lambda(V)\right) = \hat{\Phi}(0, \lambda, V)
\]
As the map $(\lambda, V) \mapsto D_\lambda(V)$ is smooth, we can apply the (existence and) uniqueness of local flows of a vector field $(H$ in our case) with given initial condition to conclude that $\tilde{\Phi}$ and $\hat{\Phi}$ and thus a fortiori $\tilde{\Psi}$ and $\hat{\Psi}$ are the same [In1] V.4.8.

**Remark.** We have been a bit vague on the domain of definition on which the maps are defined. The domains of $\Psi$ and $\tilde{\Psi}$ are in the obvious way related to the domain $W_G$ of the flow $\Psi$, but initially it is not clear that they are the same. The fact that these two maps coincide then proves that these two domains coincide. And thus that we have in particular the equivalence
\[
(\lambda t, V) \in W_G \iff (t, D_\lambda(V)) \in W_G
\]

**Corollary.** Running faster through a geodesic is the same as taking a bigger initial velocity:
\[
\pi(\Psi(\lambda t, V)) = \pi(\Psi(t, D_\lambda(V)))
\]
In local coordinates this boils down to $\Psi_1(\lambda t, x, v) = \Psi_1(t, x, \lambda v)$. Moreover, the subset $\Omega \subset TM^{(0)}$ defined as
\[
\Omega = \{ V \in TM^{(0)} \mid (1, V) \in W_G \}
\]
contains the zero section of the tangent bundle $TM^{(0)}$.

**Definition.** Let $\nabla$ be a connection on $TM$ and let $\Psi : W_G \to TM^{(0)}$ be the flow of the vector field $G$ associated with $\nabla$. Then the geodesic exponential map $\exp : \Omega \to M$ is defined as
\[
V \in T_mM^{(0)} \mapsto \exp_m(V) = \pi(\Psi(1, V)) \quad \text{with} \quad m = \pi(V)
\]
This map is jointly smooth in the coordinates $(x, v)$ of $V \in \Omega$. However, if $m = \pi(V)$ does not belong to the body of $M$, then there is no guarantee that the map $\exp_m : T_mM^{(0)} \to M$ (with $m$ fixed) is smooth.

**Acknowledgments**

It is a pleasure to thank S. Garnier for stimulating discussions. F. Radoux also thanks the Belgian FNRS for his research fellowship.

**References**

[AM] R. Abraham & J.E. Marsden, *Foundations of Mechanics*, Second Edition, The Benjamin / Cummings Publishing Company, Reading, Massachusetts, (1978).

[Bo] M. Bordemann, *Sur l'existence d'une prescription d'ordre naturelle projectivement invariante*, Arxiv (DG), (2002).

[DW] B. DeWitt, *Supermanifolds*, Cambridge UP, Cambridge, (1984).

[GW] S. Garnier & T. Wurzbacher, *The geodesic flow on a Riemannian supermanifold*, arXiv:1107.1815v1 [math.DG], (2011).

[Go] O. Goertsches, *Riemannian supergeometry*, Math. Z., 260, (2008), 557–593.
[HR] J. Hebda & C. Roberts, *Examples of Thomas-Whitehead projective connections*, Differential Geom. Appl., 8, (1998), 87-104.

[Ko] B. Kostant, *Graded manifolds, graded Lie theory, and prequantization*, 177-206, in: Differential geometric methods in mathematical physics, K. Bleuler & A. Reetz, Springer-Verlag, Berlin, Proceedings Conference, Bonn 1975. LNM 570, (1977).

[L] P.B.A. Lecomte, *Towards projectively equivariant quantization*, Progr. Theoret. Phys. Suppl., 144, (2001), 125-132.

[LO] P.B.A. Lecomte & V.Yu. Ovsienko, *Projectively equivariant symbol calculus*, Lett. Math. Phys., 49, (1999), 173-196.

[Le] D.A. Leites, *Introduction to the theory of supermanifolds*, Russian Math. Surveys, 35, (1980), 1-64.

[LR] T. Leuther & F. Radoux, *Natural and Projectively Invariant Quantizations on Supermanifolds*, SIGMA, 7, (2011), 12 pages.

[MR] P. Mathonet & F. Radoux, *Natural and projectively equivariant quantizations by means of Cartan connections*, Lett. Math. Phys., 72, (2005), 183-196.

[M-SV] J. Monterde & A.O. Sánchez-Valenzuela, *Existence and uniqueness of solutions to superdifferential equations*, J. Geom. Phys., 10, (1993), 315-343.

[Ro1] C. Roberts, *Relating Thomas-Whitehead projective connections by a gauge transformation*, Math. Phys. Anal. Geom., 7, (2004), 1-8.

[Ro2] C. Roberts, *The projective connections of T. Y. Thomas and J. H. C. Whitehead applied to invariant connections*, Differential Geom. Appl., 5, (1995), 237-255.

[Rog] A. Rogers, *Supermanifolds: Theory and Applications*, World Scientific Publishing Co. Pte. Ltd., Singapore, (2007).

[Th] T.Y. Thomas, *A projective theory of affinely connected manifolds*, Math. Z., 25, (1926), 723-733.

[Tu1] G.M. Tuynman, *Supermanifolds and Supergroups: Basic Theory*, Kluwer Academic Publishers (nowadays part of Springer Verlag), Dordrecht, (2004), Mathematics and Its Applications Vol 570.

[Tu2] G.M. Tuynman, *Super symplectic geometry and prequantization*, J. Geom. Phys., 60, (2010), 1919-1939.

[TV] T.Y. Thomas & O. Veblen, *The geometry of paths*, Trans. Amer. Math. Soc., 25, (1923), 551-608.

[We] H. Weyl, *Zur infinitesimalgeometrie; einordnung der projektiven und der konformen auffassung*, Göttingen Nachr., (1921), 90-122.

[Wh] J.H.C. Whitehead, *The representation of projective spaces*, Ann. of Math. (2), 32, (1931), 327-360.

(Thomas Leuther) University of Liège, Department of Mathematics, Grande Traverse, 12 - B37, B-4000 Liège, Belgium
E-mail address: Thomas.Leuther[at]ulg.ac.be

(Fabian Radoux) University of Liège, Department of Mathematics, Grande Traverse, 12 - B37, B-4000 Liège, Belgium
E-mail address: Fabian.Radoux[at]ulg.ac.be

(Gijs M. Tuynman) Laboratoire Paul Painlevé, U.M.R. CNRS 8524 et UFR de Mathématiques, Université de Lille 1, 59655 Villeneuve d’Ascq Cedex, France
E-mail address: Gijs.Tuynman[at]univ-lille1.fr