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GRAPHICAL ABSTRACT

\[ \rho_1 = \text{tr} \ P \psi(r) \psi^\dagger(r') \]
Abstract: Linus Pauling contributions span structural biology, chemistry in its broadest definition, quantum mechanical theory, valence bond theory, and even nuclear physics. A principal tool developed and used by Pauling is X-ray (and electron) diffraction. One possible extension of Pauling’s oeuvre could be the “marriage” of crystallography and quantum mechanics. Such an effort dates back to the sixties and has now flourished into an entire subfield termed “quantum crystallography”. Quantum crystallography could be achieved through the application of Clinton equations to yield $N$-representable density matrices consistent with experimental data. The implementation of the Clinton equations is qualitatively different for small and for large systems. For a small system, quantum mechanics is extracted from X-ray data while for a large system, the quantum mechanics is injected into the system. In both cases, $N$-representability is imposed by the use of the Clinton equations.
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1. Introduction

Linus Pauling, one of the greatest chemists, was in some sense the embodiment of quantum crystallography broadly defined. Pauling advanced quantum mechanics per se\(^1\) and its applications as diverse as in the development of valence bond (VB) theory\(^2,3\) and in elucidating the “nature of the chemical bond”,\(^4\) all the way through studies of atomic nuclei (see his thematically-sorted list of publications appended to Ref. 5). Pauling’s invention of directed hybrid orbitals was meant to mimic the directionality of chemical bonds discovered by crystallography. Pauling has also been a towering crystallographer, using both electron diffraction and X-ray techniques, whose work has provided us, for example, with much of what we know today regarding protein higher-order structures (secondary to tertiary).

Quantum crystallography, in its modern definition,\(^6-18\) includes the effort of recovering electronic structure from diffraction data. This would enable the study of the “nature of the
chemical bond” directly from the result of experiment when constrained by theory. This, we surmise, would have been a delightful development for Pauling.

One important feature of a quantum mechanically derived electron density (matrices) is that it satisfies $N$-representability. In other words, such density (matrices) must be mappable into the function space of antisymmetric wavefunctions – restricting considerably those which are legitimate. Joining both ends of the Pauling oeuvre, and that is, an attempt to provide electronic description of a large biopolymer of which the structure is known, one has to resort to some form of a fragmentation scheme. Fragmentation is necessary since one quickly hits the computational bottleneck that is well-known to plague molecular quantum mechanical calculations. A question arises regarding the $N$-representability of the “reassembled” electron density (matrices) reconstructed from fragments. Constraining the reconstructed density (matrices) to $N$-representability guaranties its/their proper quantum mechanical description.

This paper explores the possibility of obtaining $N$-representable electron density (and reduced density matrices) within the one-determinant approximation of arbitrarily large biopolymers. This is achieved within the framework of the kernel energy method (KEM) of fragmentation. As a prelude, and to make this paper self-contained, we start by reviewing some basic concepts.

2. $N$-Representability

An electron density matrix $\rho(1, 1')$ is $N$-representable if and only if (iff), it corresponds to an antisymmetric $N$-body wavefunction $\Psi(1...N)$, which is a solution of the stationary Schrödinger equation:

$$\hat{H}\Psi(1...N) = E\Psi(1...N).$$

(1)

The one-body reduced density matrix is obtained from the wavefunction by integrating over all spin coordinates and all space coordinates but one:

$$\rho_1(1,1') = N \sum_{\text{spins}} \int \Psi^*(1...N) \Psi(1'...N') d2...dN$$

(2)
The spinless density matrix expanded in an orthonormal atomic orbital basis,

$$\rho_1(1,1') = \text{tr} \Psi_\Omega^\dagger \Psi_\Omega,$$  \hspace{1cm} (3)

will correspond to an antisymmetric wavefunction $\Psi_{\text{det}}(1\ldots N)$, where the subscript refers to a single determinantal expression of the wavefunction, iff,

$$P^2 = P$$  \hspace{1cm} (4)

3. The Clinton Equations

It is well known that the projector condition of Eq. (4) can be imposed upon the density matrix by obtaining $P$ as a solution of the Clinton iterative matrix equations\textsuperscript{19-22} of the general form

$$P_{n+1} = 3P_n^2 - 2P_n^3 + \sum_k \lambda_k^O O_k,$$  \hspace{1cm} (5)

where $O_k$ is the matrix representative of a quantum observable to be constrained by the solution $P$ of the Clinton equations. Here the Lagrangian multipliers $\lambda$ are used to impose the satisfaction of X-ray constraints:

$$\text{tr} P O_k = \left\langle \hat{O}_k \right\rangle$$  \hspace{1cm} (6)

including normalization,

$$\text{tr} \ P = N$$  \hspace{1cm} (7)

and X-ray scattering factors,

$$F(K) = 2 \text{tr} P f(k)$$  \hspace{1cm} (8)

where $f(k)$ is a matrix of Fourier transforms of basis orbital products,

$$f(K) = \left\langle \Psi_\Omega^\dagger e^{iKx} \right| \Psi_\Omega \right\rangle.$$  \hspace{1cm} (9)

For each scattering vector $K$, if $P^2 = P$, then $\rho(1,1')$ as indicated in Eq. (3) is guaranteed to be single determinant $N$-representable.
4.  \textit{N}-Representability: Small

For the case of fairly small molecular crystals, \textit{i.e.}, on the order of 100 atoms or less, it is a straightforward expectation that the Clinton equations in the form of Eq. (5) can be applied using accurate diffraction data. Examples of application of the Clinton equations of X-ray data are well documented in the literature, see for example Ref. 23-28.

The result would be that an \textit{N}-representable quantum mechanical density matrix may be extracted directly from the X-ray scattering data. That result is possible because of the important fact that for small molecules the number of linearly independent X-ray scattering data will greatly exceed the number of independent elements (unknowns) contained in the population matrix \( P \).

There exist many early examples in which quantum mechanical projectors (\( P^2 = P \)) are extracted from X-ray scattering data.\textsuperscript{23} As an illustration, the Clinton procedure applied to data from a berillium metallic crystal (P6\(_3\)/mmc) delivers excellent refinement statistics captured by an \( R_f \) as low as 0.0018.\textsuperscript{23} From such observations we may conclude that this approach is successful for small molecules.

5.  \textit{N}-Representability: Big

As crystalline molecules under consideration grow in size, as will occur in systems of biological molecules, the number of X-ray data will be fewer that the number of the linearly independent elements of \( P \), which are meant to be determined by that X-ray data.

This circumstance is inevitable as the growth in the number of elements in \( P \) increases as the square of the number of basis functions (\( N^2 \)) while the growth in the X-ray data increases closer to the number of atoms in the asymmetric unit. At the cross over point in the growth of these numbers there is insufficient scattering data to determine the density matrix \( P \). Obviously large molecules present a different case than do small molecules, and a different attack must be mounted to treat quantum mechanically the electronic structure of large molecules.

We have suggested\textsuperscript{29,30} what is something like the opposite of the small molecule
procedure. *Instead of extracting quantum mechanics from the scattering data, one may inject the quantum mechanics into the scattering experiment.* This requires breaking the X-ray experiment into two parts, which is made possible by invoking the Born-Oppenheimer approximation. We treat the two parts separately. The atomic structure is determined using a molecular description as a sum of multipole atomic densities for the large macromolecule. This gives an accurate set of atomic coordinates which defines the geometric structure. But the atomic coordinates are all that is needed to simply calculate, using quantum chemical formalism, the electronic structure of the molecular system.

In the Born-Oppenheimer approximation, the electronic wavefunction $\Psi_e$ satisfies the Schrödinger equation,

$$\hat{H}_e(r; R)\Psi_e(r; R) = E_e\Psi_e(r; R)$$

(10)

where $r$ indicates the set of all position vectors of the electrons in the system, and $R$ indicates all nuclear coordinates upon which the wavefunction depends parametrically. The nuclei vibrate each around its respective potential energy minimum formed by the electronic energy $E_e$. The electron density, which scatters the X-rays, is obtained from an integration over the square of the calculated wave function,

$$\rho(r) = N \sum_{\text{spin}} \int \Psi^* \Psi \, dr_2 \, dr_3 \cdots dr_N,$$

(11)

where integration is over all spins and all spatial coordinates but one.

The adequacy of the calculated electron density is adjudicated by construction of the crystallographic $R$-factor,

$$R = \frac{\sum |F_{\text{obs}}| - |F_{\text{calc}}|}{\sum |F_{\text{obs}}|},$$

(12)

which quantifies the agreement between the observed structure factors and those calculated from the model.

6. **The Kernel Energy Method (KEM)**

The Born-Oppenheimer approximation has been invoked as a basis for breaking the X-ray
problem into two parts, viz., (1) the atomic structure is obtained using molecular multipole representations of atomic densities and (2) the electronic structure is obtained by the usual quantum chemical calculations. So now the question is what quantum method is convenient to use for the description of very large molecules? The Kernel Energy Method is here suggested.

The essential idea of this fragment method is to break a large molecule into mathematically tractable smaller pieces, call kernels. The total energy of the molecule is obtained as a KEM summation:

\[ E_{\text{KEM}} = \sum E_d - (n-2)\sum E_s, \quad (13) \]

where subscripts “d” and “s” refer to double and single kernels, respectively, and \( n \) is the number of single kernels.

Many published calculations show that the KEM energies are quite accurate.\textsuperscript{14,16,18,30-37} One example of such accuracy is the published calculation of the energy of a graphene flake under an external field reconstructed from KEM fragments\textsuperscript{35} as illustrated in Figs. 1 and 2. Fig. 1 shows the graphene flake broken into three double and three single kernels and the recombination of their dipole moments via a summation similar to Eq. (13). Fig. 2 demonstrates the accuracy of KEM, not only for unperturbed ground state properties, but even in recovering response field-induced properties such as the change in the total energy and the induced dipole in the external field. Notice that as the imposed electric field increases the KEM energy tracks closely the “exact” energy trajectory.
Fig. 1  The concept of KEM reconstruction illustrated using a vector property, that is, the induced dipole moment (the arrow on each kernel fragment) in an externally imposed electric field (the dark arrow on the left). Top row illustrates the vector sum of the induced dipole moment in the double kernels while the lower row subtracts the induced dipole moments in the single kernels (to correct for double counting). On the far right is an illustration of the large molecule target (a graphene nanoribbon with its overall induced dipole moment) according to the physicist’s convention, i.e., the head of the arrow points toward the positive side of the dipole.\textsuperscript{38,39} (See Fig. 2 for the quantitative comparison of fragment reconstruction of total dipoles with the directly calculated dipoles under different external field strengths).

Fig. 2  (a) A ball-and-stick model of the graphene nanoribbon under an external electric field $E$ (the long arrows along the $y$-axis). The zigzag (red) lines are those delimiting the kernel
fragments. The carbon atoms flanking the zigzag fission lines in the “environment/neighborhood” of a given kernel are replaced by hydrogen atoms (see Fig. 1 where the fission along the red line is implemented graphically). The small horizontal arrow is the intrinsic dipole of the ribbon in absence of any imposed fields pointing according to the physicist’s convention.38,39 (b) The energy of the full molecule at various magnitudes of $|E|$ from a calculation on the full intact molecule and the one constructed from the fragments (according to Eq. (13)). (See Fig. 1 for the definition of the single and double kernel fragments). (c) A plot comparing the total induced molecular dipole reconstructed from KEM fragments (depicted in Fig. 1) and from a vector equation similar in form to Eq. (13) with that calculated directly.35 (See Fig. 1).

Fig. 3 illustrates the fact that the KEM approximation does indeed apply to large biological macromolecules. In that case, a molecule consisting of more than 33,000 atoms has been calculated at the Hartree-Fock/STO3G level of theory.33 We presume the method can be applied to ever larger and more complicated systems with millions of atoms.

Fig. 3 A ribbon representation of vesicular stomatitis virus nucleocapsid protein complex 10-mer (PDB code: 2QVJ). The asymmetric unit consists of five independent but strongly hydrogen-bonded peptides (33,175 atoms in total), the two asymmetric units composing the full protein are displayed with different shadings. The total energy of the asymmetric unit has been calculated at the Hartree-Fock/STO-3G level of theory40 using the KEM approximation (Eq. (13)).33 Corrections for the hydrogen-bonded interactions were added to the total energy using a correlated approach (MP2) and with a larger polarized basis set (6-31G(d,p)).41 A comparison with the direct full-molecule calculation was not possible in this case due to its large size, but the point is to show that a heavily vetted methodology (namely KEM) is applicable to realistic large-sized bio-macromolecules.
7. **Formal and Real Computational scaling of the Kernel Energy Method**

*Ab initio* calculations scale quickly as a power (generally greater than approximately three) of the number of basis functions associated with the chemical model. A simple algebraic manipulation for an idealized system can get us an order of magnitude (rough) estimate of the relative gains in CPU time achieved by the KEM partitioning. Assume that the size of the basis set required to describe the full large system is $M$ basis functions. Further, assume that the system is broken into $m$ kernel fragments each having the same number of basis functions $\mu$, and that the chosen chemical model chemistry scales as $\alpha$. With these simplifying idealized assumptions, the time of a KEM calculation relative to the fully-fledged calculation of the intact system ($t_{\text{rel}}$) is given by the ratio:

$$t_{\text{rel}} = \frac{t_{\text{KEM}}}{t_{\text{direct}}} = \frac{m\mu^\alpha + \frac{m^2 - m}{2}(2\mu)^\alpha}{M^\alpha},$$  \hspace{1cm} (14)

where the first term in the numerator is the total time (in arbitrary units) necessary to run calculations on $m$ equally-sized single kernels each described by $\mu$ basis functions and the second term in the numerator is the time necessary to run the calculations on $\frac{m^2 - m}{2}$ double kernels each having twice the number of basis functions as a single kernel. Since $M = m\mu$, we have:

$$t_{\text{rel}} = \frac{m\mu^\alpha + (m^2 - m)(2^{\alpha-1}\mu^\alpha)}{(m\mu)^\alpha},$$  \hspace{1cm} (15)

$$t_{\text{rel}} = \frac{2^{\alpha-1}(m-1) + 1}{m^{\alpha-1}}.$$  \hspace{1cm} (16)

The result in this case is independent of the size of the basis set (which cancels in the derivation due to the identity of the number of basis functions in every single kernel). True this is an idealized state of affairs, but it does give the reader a good idea of the order of magnitude of the time saving advantage engendered by KEM.

Eq. (16) demonstrates that in order to achieve time saving, one must have at least three kernels, since splitting a system into only two kernels is meaningless as the double kernel
itself is the full system. Hence, in this case, the KEM calculation will be even more costly (as predicted by the equation). Thus, there are thresholds of applicability of KEM but these thresholds are way lower than any imagined actual application of the method. The thresholds, for the idealized system described above, are: \( m = 3 \) kernels and \( \alpha = 3 \), values for which \( t_{rel} = 1 \) (i.e. the saving in time is zero). However, the ratio gets small (time saving gets large) very fast as can be seen from Table 1 which lists a few values of the relative time within the idealized system that leads to Eq. (16). From the Table, we can see that, with a cubic scaling computational method and when the system is broken to \( \approx 400 \) single kernels, the computational time is cut by two orders of magnitude. Now if the scaling is to the 4\(^{th}\) power, that saving is now between 4 and 5 orders of magnitude. The saving increases fast with the scaling of the computational method as seen, for example for \( \alpha = 5 \), where now a 400 kernel fragmentation is 10 million times faster that the full molecular calculation. Fig. 4 displays the relative times as a function of the number of kernels for three exponential computational scale factors, \( \alpha \), showing the fast decline of \( t_{rel} \).

To illustrate the time saving effected by the KEM approach, suppose we have a peptide made up 100 amino acids, whereby an average amino acid has around 20 atoms (including hydrogen atoms). A moderate basis set would probably average to say 10 basis functions per atom, that is, the entire peptide would require of the order of \( 100 \times 20 \times 10 = 20,000 \) basis functions. Suppose we use a single determinant method to perform an \textit{ab initio} calculation on this system and that the calculation scales, say, cubically. In this case, the computational effort, in absence of parallelization, on a given CPU would be of the order of \((20,000)^3 = 8 \times 10^{12}\) time units.

Now imagine breaking this system according to the KEM (Eq. (13)) into 100 kernels each consisting of a single amino acid (with 20 atoms each) and all possible unique 4950 (= \((100^2-100)/2\)) double kernels of 40 atoms each. Using the same CPU and computational conditions/environment this would lead to approximately \( 100 \times 200^3 + 5000 \times 400^3 \approx 3 \times 10^{11} \) time units, which is about 4\% of the CPU time necessary for the full molecule, as can be seen from the row of 96 (\( \approx 100 \)) kernels and column \( \alpha = 3 \) of Table 1.

The saving, of course, is quickly magnified with the power dependence of the
computational difficulty. A glance at Eq. (16) shows the reason for this power-dependence and that is that the numerator (the computational demand on KEM) scales linearly with \( m \) and only the number “2” scales as \((\alpha - 1)\), while the denominator scales as \( m^{\alpha-1} \) with \( m \gg 2 \). For example, in the illustrative example outlined above, if now the calculation scales to the power of 4, the saving without parallelization on the same system becomes ca. \( 10^{17}/10^{14} \approx 0.08\% \). Clearly, KEM can dramatically speed-up calculations especially for large systems and for more sophisticated calculations that scale at higher exponents.

Now suppose we can parallelize this on 100 CPU (a modest computational cluster by today’s standards), this improves time savings by two further orders of magnitude.

Table 1. Relative time as a function of both the number of single kernels and the computational model chemistry scaling parameter \( t_{rel}(m,\alpha) \) for a few representative values of \( m,\alpha \) (according to the idealized model (Eq. 16)).

| \( m \) | \( \alpha = 3 \) | \( \alpha = 4 \) | \( \alpha = 5 \) |
|-------|----------------|----------------|----------------|
| 3     | 1              | 6×10^{-1}      | 4×10^{-1}      |
| 6     | 6×10^{-1}      | 2×10^{-1}      | 6×10^{-2}      |
| 12    | 3×10^{-1}      | 5×10^{-2}      | 9×10^{-3}      |
| 24    | 2×10^{-1}      | 1×10^{-2}      | 1×10^{-3}      |
| 48    | 8×10^{-2}      | 3×10^{-3}      | 1×10^{-4}      |
| 96    | 4×10^{-2}      | 9×10^{-4}      | 2×10^{-5}      |
| 192   | 2×10^{-2}      | 2×10^{-4}      | 2×10^{-6}      |
| 384   | 1×10^{-2}      | 5×10^{-5}      | 3×10^{-7}      |
Fig. 4  Theoretical relative time (ratio of time of a KEM calculation with respect to the full molecule (direct) calculation) according to Eq. (16) for three scaling factors as a function of the number of single kernels into which the large molecule is broken.

8.  **N-Representable Kernel Energy Method**

But a good energy, while desirable, is not entirely what is required of a quantum mechanical result. It is also required that the electron density and the corresponding density matrices must be $N$-representable. It is this mathematical requirement that guarantees correspondence to the experimental indistinguishability of the electrons.

It occurs that there is no mandate for KEM results to be $N$-representable. However, a recent publication\(^{29}\) shows a procedure by which $N$-representability can be imposed upon the results of KEM calculations.

As usual the Clinton equations are used to bring together KEM density matrices and single Slater determinants from which they are derived. This occurs as follows. The quantum kernels of a molecule are calculated in the usual way. Each kernel $K$ will have density matrix $R$ corresponding to an atomic orbital basis $\psi$, \textit{i.e.},

$$\rho_{(K)}(r, r') = 2 \text{tr} \, R(r) \psi^\dagger(r') .$$ \hspace{1cm} (17)

The collection of density matrices $R$, for all double and single kernels are collected together to form one large density matrix $R_{\text{KEM}}$ representing the full molecule, thus

$$R_{\text{KEM}} = \sum R_{d}^{\text{aug}} - (n - 2) \sum R_{s}^{\text{aug}} ,$$ \hspace{1cm} (18)
where the density matrices for double and single kernels are indicated in an obvious use of subscripts.

Each double and single kernel density matrix would be of dimensions much smaller than the density matrix of the full molecule. The superscript “aug” indicates the dimensions of each kernel density matrix is built-up to the dimension of the full molecule density matrix by augmenting the kernels with a sufficient number of zero elements. In that way, every matrix in Eq. (18) is of the same dimension, viz., that of the full molecule. $\mathbf{R}_{\text{KEM}}$ is therefore the density matrix of the full molecule in KEM form.

The matrix $\mathbf{R}_{\text{KEM}}$ corresponds to a basis of atomic orbitals $\psi$, the collection of all MO’s that were used to carry out the original kernels calculations. The full molecule density matrix in that basis, is

$$\rho^{(\text{KEM})}(\mathbf{r}, \mathbf{r}') = 2 \text{tr} \mathbf{R}_{\text{KEM}} \psi(\mathbf{r})\psi^+(\mathbf{r}') \ .$$

(19)

Using the AO overlap matrix

$$S \equiv \int \psi(\mathbf{r}) \cdot \psi^+(\mathbf{r}') d\mathbf{r} \ .$$

(20)

The basis is transformed to an orthonormal atomic basis according to the Löwdin procedure:$$\psi_\Omega = S^{-1/2} \psi \ .$$

(21)

The density matrix is there by transformed into

$$P_0 = S^{1/2} \mathbf{R}_{\text{KEM}} S^{1/2} \ .$$

(22)

The subscript zero is used to indicate that this matrix will by used as the initial iterant in the Clinton equations (Eqs. (5 - 7)). The result is a projector $P$ which represents the density matrix of the full molecule in the orthonormal basis, i.e.,

$$\rho^{(\text{KEM})}(\mathbf{r}, \mathbf{r}') = 2 \text{tr} P \psi_\Omega(\mathbf{r})\psi_\Omega^+(\mathbf{r}') \ .$$

(23)

This density matrix is $N$-representable because $P$ is a normalized projector.

The value of imposing $N$-representability upon the KEM density matrix may be noticed by results obtained with a series of water molecules. Gadre et al. energy optimized collections of water molecules of size 3 up to 20. These collections of optimized water molecules are used as test cases to ascertain the importance of imposed $N$-representability
upon KEM results.

In Table 2, numerical results extracted from the recent literature\textsuperscript{29} are shown for water molecules taken in group of 10, 12, 14, 15, 16 and 20. For each of these cases are shown the differences $E_{\text{KEM}} - E_{\text{full}}$ and $E_{\text{[projector]}} - E_{\text{full}}$. The column showing the energy differences without imposing $N$-representability upon the KEM energy $E_{\text{KEM}}$ indicates four cases for which $E_{\text{KEM}} - E_{\text{full}}$ is a negative number. Such negative differences correspond to a violation of the variational principle. This is a certain indication that $N$-representability is violated. The two entries at the bottom of that same column show relatively large differences (errors) in the KEM calculations. In the last column, the differences correspond to enforcing $N$-representability onto the KEM calculations. All entries in that column are positive, as must be the case, with $N$-representable density matrices. Notice also all the $N$-representability difference errors are generally smaller than those in the previously discussed column (as can be gauged by the average absolute errors at the bottom of the Table: $2.8\pm2.5$ and $1.2\pm0.5$ kcal/mol for the non-$N$-representable and the $N$-representable calculations, respectively). Hence, as expected, $N$-representability enforces the variational theorem and, moreover, tends to reduce KEM errors.\textsuperscript{29}

\begin{table}[h]
\centering
\begin{tabular}{ccc}
\hline
$n_{\text{water}}$ & $E_{\text{KEM}} - E_{\text{full}}$ & $E_{\text{[projector]}} - E_{\text{full}}$
\hline
10 & -0.4 & 0.7 \\
12 & -3.8 & 0.8 \\
14 & -0.5 & 0.8 \\
15 & -1.0 & 1.5 \\
16 & 6.4 & 1.9 \\
20 & 4.4 & 1.6 \\
\hline
A.a.e.* & $2.8 \pm 2.5$ & $1.2 \pm 0.5$
\hline
\end{tabular}
\caption{Error in the KEM total energies with and without the imposition of $N$-representability. (Based on results reported in Ref. 29 at the RHF/6-31G level of theory).}
\end{table}

\* A.a.e. stands for the average absolute error ($\pm$ standard deviation).
9. Breaking P into Kernels P'

The kernel energy method introduces quantum mechanics into a large system of known geometry obtained, for example, from crystallography. KEM then fleshes it out to deliver quantum mechanical density and density matrices. The procedure, as already shown above, can affect huge savings in CPU times. By constraining the electron density and density matrices to be $N$-representable one can reverse the procedure whereby KEM can be used in conjunction with the crystallographic refinement to deliver quantum mechanical properties such as momentum densities or energies.$^{17,44}$

Now we discuss the second task (reversing the procedure) alluded-to above. Beginning with a projector $P$, that carries the $N$-representability of the full system, break that matrix into a KEM summation of kernel subspecies $P'$ preserving $N$-representability. That is to say, find the kernel matrices $P'$ that satisfy,

$$P = \sum P'_i - (n-2) \sum P'_i.$$  \hspace{1cm} (24)

Each of the projector matrices $P'$ on the right side of the last equation belong to a subspace of the projector $P$ representing the full system. Eq. (24) is the transformation of Eq. (18) into an orthonormal atomic basis, as in Eq. (21). The kernels $P'$ which satisfy Eq. (24) will preserve the $N$-representability carried by the known projector $P$.

To find the set of kernel projectors $P'$ invokes the triple product $P'PP'$. In general this triple product of projectors is not itself a projector. But it is instructive to recognize that it is an expansion onto the subspace defined by $P'$. For example, consider matrices defined as,

$$P = \begin{pmatrix} x & x & x \\ x & x & x \\ x & x & x \end{pmatrix},$$  \hspace{1cm} (25)

and

$$P' = \begin{pmatrix} y & y & 0 \\ y & y & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$  \hspace{1cm} (26)
Notice that the triple product of projectors reduces to the space of $P'$, i.e., matrix multiplication yields

$$P'PP' = \begin{pmatrix} z & z & 0 \\ z & z & 0 \\ 0 & 0 & 0 \end{pmatrix}$$

(27)

The generalized matrix elements $x, y, z$, may be matrices themselves. They are used here *simply and only as place holders* indicating *only* the size of the spaces onto which the matrices act. The important thing to notice is that the space of triple product $P'PP'$ reduces that of $P$ to that of its subspace $P'$, as dictated by the rules of matrix multiplication.

In order for $P'$ to be a subspace belonging entirely to $P$, we must have:

$$P' = P'PP'.$$

(28)

The Clinton equations allow for a search of that set of matrices $P'$ which satisfy Eq. (28). The constraints applied in the Clinton equations for determination of each kernel subspace $P'$ would be first, normalization of $P'$, and second, satisfaction of Eq. (28).

10. **Details for Determination of Constraint $P' = P'PP'$**

A necessary and sufficient condition for the satisfaction of this constraint is,

$$\text{tr} (P' - P'PP')^2 = 0.$$  

(29)

Expanding the square, and solving for $\text{tr} (P')^2$, we get:

$$\text{tr} (P'P') = \text{tr} [(P')^2PP' +PP'(P')^2 - (P'PP')^2]$$  

(30)

The standard form of a Clinton equation constraint is:

$$\hat{O} = \text{PO}$$  

(31)

thus we define

$$O \equiv P'$$  

(32)

and,

$$\langle \hat{O} \rangle = \text{tr} [(P')^2PP' +PP'(P')^2 - (P'PP')^2]$$  

(33)
This result represents the constraint needed to apply the Clinton equations for determination of $P'$. Applying the Clinton equations using the two constraints of normalization Eq. (7) and $P' = P'PP'$ Eqs. (29 - 33) delivers the kernel subspaces of the full system’s projector $P$, that is, Eq. (24).

11. Conclusions

The Clinton equations deliver X-ray $N$-representability of the experimentally-consistent density matrices for systems big and small. For a small system, we extract the quantum mechanics from X-ray data. In contrast, for a large system, that is, a system with less data than necessary for a statistically-sound representation of the independent parameters defining the density matrix, we inject quantum mechanics into X-ray data. The philosophies proceed in opposite directions but they are complementary. In either case, the Clinton equations are “means” to the N-representability “end”.
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