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Abstract

Latent tree models are graphical models defined on trees, in which only a subset of variables is observed. They were first discussed by Judea Pearl as tree-decomposable distributions to generalise star-decomposable distributions such as the latent class model. Latent tree models, or their submodels, are widely used in: phylogenetic analysis, network tomography, computer vision, causal modeling, and data clustering. They also contain other well-known classes of models like hidden Markov models, Brownian motion tree model, the Ising model on a tree, and many popular models used in phylogenetics. We offer here a concise introduction to the theory of latent tree models. We emphasise the role of tree metrics in the structural description of this model class, in designing learning algorithms, and in understanding fundamental limits of what and when can be learned.
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1 Basics

In this section we define latent tree models and provide motivation to work with this model class. We present Gaussian and general Markov models as subclasses of latent tree models that admits tractable and rigorous analysis.

1.1 Definitions

A tree is an undirected graph without cycles. A leaf of $T$ is a vertex of degree one, an internal vertex is a vertex which is not a leaf, and an inner edge is an edge whose both ends are internal vertices. Given a tree $T$ define a rooted tree as a directed graph obtained from $T$ by picking one of its vertices $r$ and directing all edges away from $r$. The vertex $r$ is called the root. Trees will be always leaf-labeled with the labelling set $\{1, \ldots, m\}$, where $m$ is the number of leaves. An undirected tree is trivalent if each internal vertex has degree precisely three. A rooted tree is a binary rooted tree if each internal vertex has precisely two children. In many applications rooted trees are depicted without using arrows, where direction is made implicit by drawing the root on the top and the leaves on the bottom; see Figure 1(c). Two special types of undirected trees are: a star tree with one internal vertex and a quartet tree on four leaves called a quartet tree; see Figure 1(a) and (b). A forest is a collection of trees. Forests here are also leaf-labeled with the labelling set is $\{1, \ldots, m\}$, which means that each tree in this collection is leaf-labeled and the corresponding collection of labelling sets forms a set partition of $\{1, \ldots, m\}$. We define three graph operations on trees (forests). Removing an edge means removing that edge from the edge set. Contracting an edge $u - v$ means removing $u, v$ from the vertex set, adding a new vertex $w$ and edges such that $w$ is adjacent to all vertices which were adjacent to $u$ or $v$. Suppressing a vertex of degree two means removing that vertex and replacing the two edges incident to that vertex by a single edge.

A latent tree model is defined as follows. Let $Y = (Y_v)_{v \in V}$ be a random vector with coordinates indexed by the vertices $V$ of a tree $T$ and with values in the state space $Y = \prod_{v \in V} \mathcal{Y}_v$. Suppose that the density of $Y$, denoted by $p(y)$, lies in the graphical model over $T$. This means that $p$ factorises according to the tree

$$p(y) = \prod_{u-v} \Psi_{uv}(y_u, y_v),$$

where for each edge $u - v$ of $T$ the function $\Psi_{uv}$ is a nonnegative function. We call such a model a fully-observed tree model. Denote the set of leaves by $W \subset V$ and let $m := |W|$. 

![Figure 1](image-url)

Figure 1: (a) An undirected star tree with five leaves, (b) a quartet tree, (c) a binary rooted tree.
Write $X := Y_W$, $X := Y_{V \setminus W}$, and $H := Y_{V \setminus W}$. The latent tree model $M = M(T, Y)$ is the family of marginal distributions of $p(y)$ over the leaves $W$:

$$p_W(x) := \int_H p(x, h) \, dh.$$  \hfill (1)

In other words, the internal vertices represent unobserved random variables. The above definition extends to situations where some internal vertices are also observed. However, these seemingly more general situation does not lead to any new family of distributions; for Gaussian and general Markov models this is shown in Theorem 3.

Consider now a Bayesian network on a rooted tree obtained from $T$. This is a model of distributions that factorise as follows

$$p(y) = p_r(y_r) \prod_{u \rightarrow v} p_v|u(y_v|y_u) \quad \text{for all } y \in Y.$$  \hfill (2)

By standard results on Markov equivalence of directed acyclic graphs \cite{40, 89}, this model coincides with the latent tree model on $T$ for any choice of the root location. The fully-observed tree model is then fully characterized by the root distribution $p_r(y_r)$ and by the conditional distributions $p_v|u(y_v|y_u)$ for all edges $u \rightarrow v$ in the rooted tree. The parameterisation of the corresponding latent tree model is induced by taking the margin over $X$ as in (1).

Although the definition of latent tree models is fairly general, here we make additional assumptions on the state space $Y$ and possible distributions. If $Y$ is a finite set then we call the corresponding latent tree model discrete. Gaussian latent tree models are latent tree models for which the vector $Y$ is jointly Gaussian. In the Gaussian case we typically assume that the mean of $Y$ is known and equal to zero. Mixed cases when $H$ is finite and $X$ is Gaussian conditionally on $H$ are also popular.

The parameters of latent tree models are of two kinds. The underlying tree $T$ is the discrete parameter. The continuous parameter $\theta$ is the parameter specifying the root distribution and the conditional distributions for each edge. To make the parameters explicit, we write $p(y) = p(y; T, \theta)$ and $p_W(x) = p_W(x; T, \theta)$. Formally, the state space $H$ of the unobserved part of the vector $Y$ is also a parameter of a latent tree model. In certain applications finding $H$ can be important; see \cite[Section 3.2.4]{61}. Here we always assume that $H$ is fixed. With this convention, there are three main learning tasks related to latent tree models:

(L1) Given a sample of size $n$ from a latent tree model estimate the underlying tree $T$.

(L2) Given a sample of size $n$ from a latent tree model on a fixed tree $T$ estimate the continuous parameter $\theta$.

(L3) Given a fully specified latent tree model and a single sample at the observed vertices, infer the states at the unobserved vertices.

There are several fundamental questions related to the first two learning tasks that we are going to address in this exposition. We will not discuss here the learning task (L3). If the model is completely specified then, by \cite{2}, we have access to the full distribution over $Y$. In this case the learning task (L3) reduces to the sum-product algorithm discussed, for example, in \cite[Section 8.4]{10}.
1.2 Motivation and applications

Latent tree models form the most tractable family of Bayesian networks with unobserved variables, which can be used to model dependence structures when unobserved confounders are expected; see, for example, [65, Section 2] or [36]. However, there are several other reasons why latent tree models become popular across sciences. We distinguish three main types of applications.

First, latent tree models represent a larger family of probability distributions than fully-observed tree models but retain some of their computational advantages, which is particularly important in high-dimensional settings. From (2) it is clear that having an estimator $\hat{\theta}$ of model parameters we obtain an estimator of the fully observed distribution $p(y; \hat{\theta})$ and so we can very efficiently compute various marginal distributions in the model using the sum-product algorithm; see, for example, [10, Section 8.4]. Using the max-product algorithm it is also possible to efficiently infer the unobserved states.

Second, a rooted tree can represent evolutionary processes with the root representing the common ancestor and the leaves representing extant species. This makes latent tree models useful in phylogenetic analysis [37, 74]. In this context, the data typically consist of $m$ aligned DNA sequences of length $n$, where each site in the sequence is treated as an independent realisation of the vector $X$. In this case all state spaces are of the form $\{A, C, T, G\}$ or binary. These applications are not restricted to discrete data. The early evolutionary trees were all built based on morphological characters such as body size. Moreover, with the burst of new genomic data, such as gene expression, phylogenetic models for continuous traits are again becoming important; see [43] and references therein. Latent tree models in this evolutionary context are also popular in linguistics [68, 76], where a tree represents evolution of languages with modern languages represented by the leaves. The data here typically consists of the acoustic structure of spoken words and are continuous although there are also approaches using syntactic (discrete) data; see, for example, [41, 78]. A related application of latent tree models is in network tomography, where it is used to determine the structure of the connections in the Internet [14, 34]. In this application messages are transmitted by sending packets of bits from a source vertex to different destinations and the correlation in arrival times is used in order to infer the underlying network structure. A common assumption is that the underlying network has a tree structure. Then Gaussian latent tree models form a natural correlation model for arrival times because the correlations diminish with the distance on a tree; see Section 2.1. Typically in this context a special submodel called the Brownian motion tree model is used.

Third, a tree can represent hierarchical structure in complex data sets. This viewpoint was behind the definition of latent tree models that emerged in the machine learning community [11, 54, 96]. In a rooted tree every internal vertex represents a cluster given by all the leaves that descent from it. We refer to [61] for an overview of potential applications. We emphasise that in those applications, it is often not realistic to assume that the true data-generating distribution lies in the latent tree model, which leads to some subtleties in inference; see also Section 3.3. Another application in this vein is in computer vision and image processing; see [94] and reference therein. One promising application along these lines is the use of context in computer vision; see, for example, [21].

Latent tree models can be also used as a generalization of hidden Markov models. A hidden Markov model (HMM) is a latent tree model on the caterpillar tree in Figure 2(a). Typically hidden Markov models are homogeneous in the sense that the conditional dis-
tributions $p(H_i|H_{i-1})$ and $p(X_i|H_i)$ do not depend on $i$; see [67]. The unobserved part in HMMs follows a Markov chain and so respects a very simple dependency structure. This may be a good approximation of the real dependency structure in the context of time series but is often too restrictive in other applications. Hidden Markov Tree models (HMTMs) [25] relax this restriction allowing for any tree structure on the unobserved vector. Still however, like for HMMs, we assume that each internal vertex has a leaf as a child; see Figure 2(b).

Models of this type were proposed for wavelet-based statistical signal processing but other applications emerged recently: image processing [20, 71], biomedicine [57, 66], computational linguistics [95]. In these settings the unobserved vector typically is binary and the observed part is Gaussian.

This leads to another important reason to study latent tree models: many popular models are submodels of the latent tree models. Examples are given by HMMs, HMTMs, all phylogenetic tree models, but also one factor analysis model, latent class models, and Brownian motion tree models. Models of these types are used virtually everywhere: in biostatistics, machine learning, and social sciences. As noted by Wainwright and Jordan in [90], a more general viewpoint gives a unifying framework for existing algorithms used for these different model classes.

1.3 Parsimonious latent tree models

In this section we briefly discuss certain redundancy in discrete latent tree models. We start by discussing the latent class model, which is a special latent tree model where the state space $\mathcal{Y}$ is finite and the underlying tree is a star as in Figure 1(a). In this case the tree is typically rooted at the internal vertex and the parameter consists of the root distribution together with the conditional distributions of the leaves given the internal vertex. The number of latent classes corresponds to the number of states $|\mathcal{H}|$ of the unobserved variable $H$. This relatively simple class of models gives us first insights into general latent tree models. The following result shows that, if the number of unobserved classes is high enough the model becomes saturated, that is, it contains all probability distributions over $\mathcal{X}$.

**Proposition 1.** If a given latent class model is not saturated then $|\mathcal{H}| < |\mathcal{X}|/\max_{i} |\mathcal{X}_i|$.

The proof of this result can be recovered from the proof of [96, Theorem 3].
A latent tree model is *parsimonious* if there is no other latent tree model with a smaller number of parameters that gives the same family of probability distributions over the observed variables. A *discrete* latent class model is not parsimonious if $|H| \geq |\mathcal{X}|/\max_i |\mathcal{X}_i|$ because, by Proposition 1, every such model is saturated, and the only parsimonious latent tree model over $\mathcal{X}$ that is saturated is a tree with a single vertex representing the whole vector $(X_1, X_2, X_3)$ as a single variable with $|\mathcal{X}|$ states.

A discrete latent tree model is *regular* if the inequality in Proposition 1 holds for any unobserved vertex $v$ with neighbours $N_v \subset V \setminus \{v\}$, that is, when
\[
|Y_v| < \prod_{u \in N_v} |Y_u|/\max_u |Y_u|.
\]

The argument for the latent class model can be generalised to conclude the following; see [61]:

**Proposition 2.** Any parsimonious discrete latent tree model is regular.

Proposition 2 substantially reduces the space of possible discrete latent tree models to consider. As demonstrated by [96] the size of the space of regular models is bounded by $2^{3m^2}$. There are two problems with that in practice. First, this space is still very big with no clear structure. Second, no necessary and sufficient conditions to assure parsimony are known in general and so we do not know how good this reduction is. This leads us to a more tractable subclass of discrete latent tree models called general Markov models, which we discuss in the next section.

### 1.4 Gaussian and general Markov models

A *general Markov model* is a latent tree model for which all $Y_v$ are equal and $d = |Y_v| < \infty$. Models of this type, for $d = 2, 4, 20$ or 61 appeared in phylogenetics half a century ago [15], they were formulated in the most general form over 30 years ago [9], but only recently they are becoming increasingly popular; see for example [3, 49]. In statistics, general Markov models appeared in the context of causal inference [64], or simply as the simplest interesting family of graphical models with unobserved variables [72]. As we present here, general Markov models stand out as the tractable class of discrete latent tree models, as much as Gaussian models stand out as the tractable class in the continuous case.

In the previous section we argued that the space of parsimonious latent tree models is not easy to handle. On the other hand, for general Markov models, inequality (3) is satisfied as long as all internal vertices have degree at least three. For general Markov models and Gaussian latent tree models the necessary and sufficient condition for model parsimony is that:

(A1) each unobserved variable has degree at least three,

(A2) any two neighbouring variables are neither functionally related nor independent.

It is standard to assume that the underlying tree has no degree two vertices. In fact, for general Markov models and Gaussian latent tree models we can always suppress degree two vertices without changing the model, and so (A1) is always satisfied; see [100, Section 5.3.4]. In particular, the model defined over a binary rooted tree is equal to the model over the corresponding undirected trivalent tree obtained by suppressing the root. We also always assume the following:
(A3) all \( Y_v \) are nondegenerate meaning that the distribution of \( Y_v \) has the full support \( \mathcal{Y}_v \).

Working without assuming (A2) is sometimes convenient because of the following result, which allows us to focus on learning latent tree models over trivalent trees.

**Theorem 3.** Every discrete latent tree model satisfying (A1) and (A2) is a submodel of a latent tree model over a trivalent tree that satisfies only (A1). The same applies to Gaussian latent tree models.

A formal proof can be based on the following two observations; see [100, Section 5.2.2] for more details. First, a tree with no degree two vertices can be obtained from a trivalent tree by edge contraction. Second, if \( Y_u = Y_v \) in a tree model, there exists a simpler model on a tree obtained from \( T \) by contracting the edge \((u, v)\). This means that every latent tree model can be realised as a submodel over a trivalent tree with some of the vertices identified. For example, consider the discrete latent tree model for the tree on the left of Figure [3]. Here one of the internal vertices, labeled with 3, represents an observed random variable. We can alternatively consider a discrete latent tree model on the right of Figure [3]. Here the double edge represent equality between adjacent random variables, and so, the corresponding conditional distribution is degenerate. Directly from the way these models are parameterised, we see that both models are equivalent.

![Figure 3: Two equivalent latent tree models. In the model on the right extra restrictions are put on parameters so that the double edges represent equality of random variables.](insert-figure)

There are numerous advantages of general Markov models. The link to statistical physics, phylogenetics, and Markov processes allows to develop efficient algorithms with strong theoretical guarantees. General Markov models retain very good performance on real-world data [22]. The space of parsimonious general Markov models is also much more tractable than the space of all regular latent tree models over \( \mathcal{X} \). In some applications we cannot assume that the state spaces of observed variables are equal but we can assume that the unobserved variables have the same state spaces. This holds for HMMs and HMTMs. Many techniques discussed later can be generalised to that case.

For any edge \( u \rightarrow v \) denote by \( M^{uv} \) the \( d \times d \) stochastic matrix representing the conditional distribution \( p_{v|u} \). In analogy to Markov chains, \( M^{uv} \) is called a *transition matrix* and each of its rows represents a conditional distribution of \( Y_v \) given a particular value of \( Y_u \). In the general Markov model, each \( M^{uv} \) is an arbitrary stochastic matrix. Models used in phylogenetics are usually more constrained. They are generated through a continuous time Markov process on \( T \) with a given rate matrix \( Q \), that is a real \( d \times d \) matrix with row elements summing to zero and all off-diagonal elements nonnegative. In this setting the transition matrices are given by

\[
M^{uv} = \exp(t_{uv}Q),
\]

where \( t_{uv} > 0 \) is an edge parameter and \( \exp(\cdot) \) is the matrix exponential function. The rate matrix \( Q \) typically has some further symmetries. For example, in the Jukes-Cantor
model \[50\], all off-diagonal entries of \(Q\) are equal; see \[37\] for a review of most popular phylogenetic models.

2 Second-order moment structure

Many learning algorithms for latent tree models use the second-order structure of the observed distribution, that is, correlations between the observed variables, mutual information, or other aspects of the pairwise marginal distributions. These algorithms typically exploit links to tree metrics. In this section we start by explaining this link and how it can be used to design robust learning algorithms.

2.1 Gaussian latent tree model

The earliest example of Gaussian latent tree models is the factor analysis model with a single unobserved factor \[8, 88\]. More general Gaussian tree models were not studied until more recently \[22, 77\]. In the fully observed Gaussian tree model the inverse covariance matrix of \(Y\) is very sparse. However, the inverse covariance matrix of the observed subvector \(X\) has no zeros and it is not convenient to work with. On the other hand, the covariance matrix of \(X\) provides a great insight into the structure of Gaussian latent tree models and latent tree models in general.

Consider any two vertices \(i, j\) of \(T\). Using the Markov properties implied by the tree model, the correlation \(\rho_{ij} = \text{corr}(Y_i, Y_j)\) can be written as the product (see, e.g., \[22\])

\[
\rho_{ij} = \prod_{(u,v) \in ij} \rho_{uv}, \quad (5)
\]

where \(ij\) denotes the unique path between \(i\) and \(j\) in \(T\). Restricting \(5\) only to pairs of leaves \(i, j\) gives the parameterization of the correlations of the Gaussian latent tree model. In particular, vertices that are far from each other in the tree tend to be less correlated. This appealing property makes this model useful for hierarchical data clustering and network tomography problems as described in Section \[12\].

The constraints on the correlations induced by \(5\) are the only nontrivial constraints on Gaussian latent tree models. The variances of the observed variables can be arbitrary and together with the edge correlations, \(\rho_{uv}\) for all edges \((u, v)\), they provide a set of parameters for the latent tree model. The variances of the unobserved variables do not affect the observed distribution and so typically are set to 1. The model is parsimonious as long as it satisfies (A1) and (A2). The condition (A2) is satisfied if the edge correlations satisfy \(|\rho_{uv}| \in (0, 1)\).

Example 1. Consider the quartet tree in Figure \[4(b)\] and denote the internal vertices by \(u, v\), where \(u\) is closer to 1 and 2. If correlations between the four leaves come from a latent tree model on this quartet tree, then there is a collection of edge correlations \(\rho_{1u}, \rho_{2u}, \rho_{uw}, \rho_{3v}\), and \(\rho_{uv}\) all with values in \([-1, 1]\) such that \(\rho_{12} = \rho_{1u}\rho_{2u}, \rho_{13} = \rho_{1u}\rho_{uw}\rho_{3v}, \rho_{14} = \rho_{1u}\rho_{uw}\rho_{4v}, \rho_{23} = \rho_{2u}\rho_{uw}\rho_{3v}, \rho_{24} = \rho_{2u}\rho_{uw}\rho_{4v},\) and \(\rho_{34} = \rho_{3v}\rho_{4v}\). In particular

\[
\rho_{13}\rho_{24} = \rho_{14}\rho_{23} = \rho_{12}\rho_{34}\rho_{uv}^2. \quad (6)
\]
The first equality is an example of a nontrivial relation between the observed correlations. The second equality can be used to recover the value of the edge parameter \( \rho_{uv} \) given only the observed correlations, or to establish the inequality \( \rho_{14} \rho_{23} \geq \rho_{12} \rho_{34} \).

A systematic study of polynomial constraints defining statistical models is part of algebraic statistics [29]. For Gaussian latent tree models these constraints were studied in [85, Section 6] and [77].

Correlation matrices of latent Gaussian tree model are closely linked to tree metrics. Given a tree \( T \) with \( m \) leaves assign to each edge \( u - v \) a nonnegative length \( d_{uv} \). With this choice we can now compute the distance between any two leaves \( i, j \) summing the lengths of the edges on the unique path between \( i \) and \( j \), that is,

\[
d_{ij} = \sum_{(u,v) \in \overline{ij}} d_{uv}.
\]

Consider an \( m \times m \) symmetric matrix \( D = [d_{ij}] \) with zeros on the diagonal. Call \( D \) a tree metric if its entries satisfy (7) for some tree \( T \) and edge lengths.

Let \( \Sigma = [\rho_{ij}] \) be a correlation matrix in a Gaussian latent tree model. Assume first that \( \rho_{ij} \neq 0 \) for all \( 1 \leq i < j \leq m \). Consider a symmetric matrix \( D = [d_{ij}] \) with \( d_{ij} = -\log |\rho_{ij}| \). Then (5) translates into (7). Since \( |\rho_{uv}| \in (0,1) \) for all \( (u,v) \in \overline{ij} \) also \( d_{uv} \geq 0 \), and so \( D \) is a tree metric. If \( \Sigma \) contains zero entries (5) implies that zeros cannot appear arbitrarily. For every three indices \( i, j, k \) if \( \rho_{ij} \neq 0 \) and \( \rho_{jk} \neq 0 \) then also \( \rho_{ik} \neq 0 \). It follows that the correlation matrix in a Gaussian latent tree model has a block diagonal structure and within each block all entries are non-zero. Each block can be transformed to a tree metric on the corresponding subtree.

The connection to tree metrics will be exploited in many ways. For example, it is a standard result in phylogenetics [12] that for any tree metric \( D \) the underlying tree and positive edge lengths \( d_{uv} \) can be recovered uniquely. Because \( |\rho_{uv}| = \exp(-d_{uv}) \), we obtain the following corollary.

**Theorem 4.** If \( \Sigma = [\rho_{ij}] \) is a correlation matrix in a Gaussian latent tree model with non-zero entries, then the underlying tree and edge correlations are identified uniquely (up to sign).

To have a concrete example of how it works consider again the quartet tree model in Example 1. Suppose that we are given a correlation matrix from the Gaussian latent tree model but we do not know the underlying tree. By Theorem 3 we can first constrain ourselves to trivalent trees, that is, the three possible quartets: 12/34, 13/24, and 14/23, where this notation indicates how leaves group together. In the first case, by (6), we have

\[
|\rho_{12}\rho_{34}| \geq |\rho_{13}\rho_{24}| = |\rho_{14}\rho_{23}|
\]

and by symmetry we obtain similar relations for the other two trees. Therefore, we can find the underlying tree by computing quantities of the form \( |\rho_{ij}\rho_{kl}| \) and choosing the largest. If they all happen to be equal, the underlying tree is the star tree.

We can extend Theorem 4 to arbitrary correlation matrices but here identifiability of the edge correlations is more involved; see [27] for details. For instance, consider again the model in Example 1. Suppose that \( \rho_{ij} = 0 \) for all \( i \in \{1,2\} \) and \( j \in \{3,4\} \) and \( \rho_{12}, \rho_{34} \neq 0 \). Then we can easily identify the underlying tree 12/34. Indeed, for no other tree with four
leaves there is a choice of edge correlations giving precisely this pattern of zeros. Identifying the parameters is harder. We check that $\rho_{uv}$ must be zero. The other edge correlations must be nonzero but they are identified only up to the relations $\rho_{12} = \rho_{1u} \rho_{2u}$ and $\rho_{34} = \rho_{3v} \rho_{4v}$.

### 2.2 General Markov models

Tree metrics appear also in the description of discrete latent tree models [9, 52, 56, 82]. For any edge $u \rightarrow v$ denote by $M_{uv}$ the $d \times d$ transition matrix representing the conditional distribution $p(v \mid u)$. Denote by $P_{uv}$ the $d \times d$ matrix of the marginal distribution of $(Y_u, Y_v)$, and by $P_{uu}$ a diagonal matrix with the marginal distribution of $Y_u$ on the diagonal. For any two vertices $u, v$

$$
\tau_{uv} := \frac{\det(P_{uv})}{\sqrt{\det(P_{uu}) \det(P_{vv})}},
$$

(9)

where the denominator is non-zero by assumption (A3). By essentially the same argument as in [74, Theorem 8.4.3] we obtain the following path-product formula

$$
\tau_{ij} = \prod_{(u,v) \in \mathcal{E}} \tau_{uv} \quad \text{for all } i, j \in V.
$$

(10)

In the case of binary variables, $\det P_{ij} = \text{cov}(X_i, X_j)$, $\det(P_{ii}) = \text{var}(X_i)$ and so $\tau_{ij}$ is the correlation, which implies that (10) reduces to (5).

In general the interpretation of the edge parameters $\tau_{uv}$ is more complicated. Using the identity $P_{uu} M_{uv} = P_{uv}$ we can write

$$
\tau_{uv} = \det M_{uv} \sqrt{\frac{\det(P_{uu})}{\det(P_{uv})}}.
$$

(11)

Therefore, we have $\tau_{uv} = 0$ if and only if $\det M_{uv} = 0$. If $d = 2$ this is equivalent to independence of $Y_u$ and $Y_v$ but in general it is a strictly weaker condition. For example, if $d = 3$, and the first two rows of $M_{uv}$ are equal but not equal to the third one, then $\det M_{uv} = 0$ but $Y_u$ and $Y_v$ are not independent. Exactly like in the Gaussian case the edge parameters satisfy $|\tau_{uv}| \leq 1$ and the border values $\pm 1$ consider to functional dependence of $Y_u$ and $Y_v$. Indeed, by the Bayes’ theorem, we have

$$
M_{vu} = (P_{uv})^{-1} (M_{uv})^T P_{uu}.
$$

With this notation, (11) gives

$$
\tau_{uv}^2 = \det(M_{uv} M_{uv}) \det(P_{uu}) (P_{uv})^{-1} = \det M_{uv} \det M_{vu}.
$$

Because both $M_{uv}$ and $M_{vu}$ are stochastic matrices, all their eigenvalues lie in the unit circle. In particular, $\tau_{uv} \in [-1, 1]$ and it is equal to $\pm 1$ precisely when $M_{uv}$ is a permutation matrix, or in other words, if $Y_u$ and $Y_v$ are functionally related.

This again gives a direct link to tree metrics and the following result; see [17, 84].

**Theorem 5.** For any distribution in a general Markov model the underlying tree can be uniquely recovered given only its 2-way margins.

We implicitly assume that $\tau_{ij}$ are nonzero but the theorem can be extended to forests.
2.3 Linear models

The fact that in the Gaussian and in the binary case the correlation between observed variables decompose as in \( [5] \) can be proved using the following fact: if \( X, Y \) are binary (or jointly Gaussian) then the conditional expectation \( \mathbb{E}[X|Y] \) is a linear function of \( Y \). As we see in this section the discrete case can be also interpreted in this way, which gives a unifying framework to understand \( [5] \) and \( [10] \). Moreover, it gives a much larger families of potential models to consider that also admit a path-product formula linking it to tree metrics.

Let each variable \( Y_u \) in the system be modeled as a random vector in \( \mathbb{R}^k \) for a fixed \( k \). A ternary variable, for example, will take values \( (0, 0), (1, 0), (0, 1) \) in \( \mathbb{R}^2 \) instead of the typical \( 1, 2, 3 \) in \( \mathbb{R} \). Each variable can be either discrete or continuous but we add a minor requirement that the matrix \( \Sigma_{uv} = \mathbb{E}Y_u^T Y_v - \mathbb{E}Y_v (\mathbb{E}Y_v)^T \) is positive definite. A linear latent tree model is a latent tree model in which for every edge \( u - w \) in the tree, the conditional expectation \( \mathbb{E}[Y_u|Y_w] \) is an affine function of \( Y_w \). Linear latent tree models include (multivariate) Gaussian latent tree models, Kalman filters, Gaussian mixtures, Poisson mixtures and general Markov models. Models of this type were first discussed in \([6]\). Here we propose a slightly different exposition using ideas from \([100, \text{Section } 4.3]\).

We define the normalized version \( \bar{Y}_v \) of \( Y_v \) as \( \bar{Y}_v := (\Sigma_{v})^{-1/2}(Y_v - \mathbb{E}Y_v) \). Denoting \( \Sigma_{uw} = \mathbb{E}Y_u Y_v^T - \mathbb{E}Y_u (\mathbb{E}Y_v)^T \) we obtain

\[
\mathbb{E}[\bar{Y}_u|\bar{Y}_w] = \Sigma_{uw}^{-1/2} \Sigma_{uw} \Sigma_{uw}^{-1/2} \bar{Y}_w. \tag{12}
\]

Define \( \tau_{uv} := \det(\Sigma_{uv}^{-1/2} \Sigma_{uw} \Sigma_{uw}^{-1/2}) \). By the law of total expectation, it follows from \([12]\) that \( \tau_{uv} = \det(\mathbb{E}[\bar{Y}_u \bar{Y}_w^T]) \). Let \( Y_u, Y_v, Y_w \) be three random variables with values in \( \mathbb{R}^k \) such that \( Y_u \perp \perp Y_w|Y_v \). Then

\[
\mathbb{E}[\bar{Y}_u \bar{Y}_w^T] = \mathbb{E}[\mathbb{E}[\bar{Y}_u|\bar{Y}_v] (\mathbb{E}[\bar{Y}_w^T|\bar{Y}_v])^T] = \Sigma_{uw}^{-1/2} \Sigma_{uw} \Sigma_{uw}^{-1} \Sigma_{uw} \Sigma_{uw}^{-1/2},
\]

which implies that \( \tau_{uv} = \det(\mathbb{E}[\bar{Y}_u \bar{Y}_w^T]) = \tau_{uw} \tau_{uv} \). Applying this argument recursively we conclude that the path-product decomposition of \( \tau_{ij} \) given in \([10]\) holds for any linear latent tree model.

This clearly generalizes the Gaussian case. To see that this also generalises \([10]\), for each each discrete random variable with \( d \) states take \( k = d - 1 \) and set the state-space to be \( \{0, e_1, \ldots, e_{d-1}\} \), where \( 0 \) is the origin and \( e_i \) are the elements of the standard basis of \( \mathbb{R}^{d-1} \).

**Proposition 6.** With the above convention \( \det(\Sigma_{uv}) = \det(P_{uv}) \) and \( \det(\Sigma_{uw}) = \det P_{uw} \).

The proposition implies that \( \tau_{uv} \) as defined in this section is equal to \( \tau_{uv} \) as defined in Section 2.2.

**Proof of the proposition.** Consider the matrix \( A \) obtained from \( P_{uv} \) by elementary row and column operations: add all rows to the first row and all columns to the first column. Basic linear algebra implies \( \det P_{uv} = \det A \). Matrix \( A \) has the following block structure. The top-left \( 1 \times 1 \)-block is equal to 1. The bottom-right \( (d-1) \times (d-1) \)-block is equal to \( \mathbb{E}Y_u Y_v^T \) and the remaining two blocks are \( \mathbb{E}Y_u \) and \( \mathbb{E}Y_v^T \). The formula for the determinant of a block matrix implies that \( \det A = \det(\mathbb{E}Y_u Y_v^T - \mathbb{E}Y_u \mathbb{E}Y_v^T) = \det \Sigma_{uv} \). The proof of the other equality is analogous. \( \square \)
2.4 Distance based methods

The maximum likelihood tree topology recovery is NP hard [69]. This has motivated a number of investigations of other tractable methods for learning trees as well as theoretical guarantees on performance. The link between tree metrics and latent tree models described in the previous sections makes it possible to come up with consistent methods to learn a tree that work in polynomial time. This approach dates back to [9]; see [45] and references therein.

For a concrete example consider a sample from the Gaussian latent tree model. Given the sample correlation matrix with elements \( \hat{\rho}_{ij} \) we compute distances \( \hat{d}_{ij} = -\log |\hat{\rho}_{ij}| \). Now use any of the methods to learn a tree metric from observed distances. This gives a tree \( \hat{T} \) and edge distances \( \hat{d}_{uv} \), or equivalently absolute values of the edge correlations \( \hat{\rho}_{uv} \). Such a method will be (statistically) consistent given the original tree distance method is consistent, which in this context means that the method outputs the correct tree given a tree metric.

There are many methods that try to recover the underlying tree from noisy distances. The most popular are the Neighbour-Joining (NJ) algorithm and the least-squares method but many other algorithms are available; see Section 7.3 in [74] for an overview. All popular methods are both well studied and widely implemented, for example, in R; see Section 5.1 in [62]. Most of the methods, including NJ and the least squares, are consistent. We also note in passing that these methods output an undirected tree but rooting is also possible by finding an appropriate outgroup; see [30, Section 7.3].

An appealing property of this method, as applied in the Gaussian case, is that there is a one-to-one correspondence between edge lengths and model parameters given by edge correlations (up to sign). In the discrete case the situation is more complicated. Here we obtain noisy distances by defining \( \hat{\tau}_{ij} \) like in (9) with \( P_{ij}, P_{ii}, \) and \( P_{jj} \) replaced by their sample versions. This gives \( \hat{d}_{ij} = -\log |\hat{\tau}_{ij}| \). Using the NJ algorithm we obtain an estimate of the underlying tree and parameters \( \tau_{uv} \). However, this is in general not enough to recover all model parameters. A special case when it is possible is so called symmetric discrete distributions. In these submodels the matrix \( M^{uv} \) has all off-diagonal entries equal and the root distribution is assumed to be uniform. In statistical mechanics this corresponds to the Potts model, which in the binary case gives the Ising model; see Example 3.2 in [90].

Although using the NJ algorithm as a tree learning subroutine results in a computationally efficient and consistent method, consistency is only a minor requirement, and other tree learning procedures can be preferred in order to allow for a more sophisticated statistical analysis. An early example is the Dyadic Closure Tree Construction method (DCTC) [32] and witness-antiwitness method (WAM) [33] both focusing on learning the underlying tree by learning certain quartets that hold; see the latter paper for more details and references. In [22] the authors propose two other algorithms: recursive grouping (RG) and CLGrouping. Recursive grouping builds the latent tree recursively by identifying sibling groups using distances \( d_{ij} \). CLGrouping starts with a pre-processing procedure in which a tree over the observed variables is constructed, or more precisely, the Chow–Liu tree. This global step groups the observed vertices that are likely to be close to each other in the true latent tree, thereby guiding subsequent recursive grouping (or equivalent procedures such as neighbour-joining) on much smaller subsets of variables. This results in more accurate and efficient learning of latent trees. This can be further improved by using distance information to learn locally small trees and then glue them together. An example of such a divide-and-conquer
The distance based methods to learn the underlying tree are based predominantly on second order margins and so typically are very robust with respect to the sampling error and model misspecifications. In the next section we present other methods to estimate model parameters that use much more information about the underlying distribution.

3 Selected theoretical results

Latent tree models, like all models with unobserved variables, suffer from various problems and learning is generally complicated. The complex geometry of models with unobserved variables usually leads to difficulties in establishing the identifiability of their parameters, and the likelihood function has many local maxima, which lie on the boundary of the parameter space; see, for example, [23, 101]. In consequence, standard inference and model selection procedures are not fully justified in this setting. In this section we discuss parameter identifiability, sample complexity, and model selection methods. These three seemingly unrelated topics all deliver one important message: the class of latent tree models is well behaved from the statistical point of view as long as all the edge correlations are sufficiently large in the absolute value. Otherwise, it should be used with caution. Some further issues with the likelihood function for this model class will be discussed in Section 4.1.

3.1 Identifiability

A parametric model \((P_\theta)\) is identifiable if \(P_\theta = P_{\theta'}\) implies \(\theta = \theta'\). In other words, the parameterization map \(\theta \mapsto P_\theta\) is a bijection between the parameter space and the model. Latent tree models are never identifiable. This can be seen for latent class models, where permuting labels of the unobserved variable makes no difference in the observed distribution; see, for example, [98]. This is known as the label swapping problem. The label swapping is not a serious problem in practice. We can always take account of it by restricting the parameter space. However, this still does not make the model identifiable because there are special subspaces in the parameter space that map to the same observed distribution. We illustrate this issue in the simplest possible example.

Example 2. Consider the Gaussian latent tree model on the star tree with three leaves, see Figure 1(a). Denote \(\rho_{ij} = \text{corr}(X_i, X_j)\) and \(\rho_i = \text{corr}(X_i, H)\) for \(i = 1, 2, 3\). By (5), this model is parameterized by \(\rho_{12} = \rho_1 \rho_2, \rho_{13} = \rho_1 \rho_3,\) and \(\rho_{23} = \rho_2 \rho_3\). If the observed correlations are non-zero we can identify \(\rho_1\) up to the sign and then the other parameters as follows

\[
\rho_1^2 = \frac{\rho_{12}\rho_{13}}{\rho_{23}}, \quad \rho_2 = \frac{\rho_{12}}{\rho_1}, \quad \rho_3 = \frac{\rho_{13}}{\rho_1}.
\]

Suppose now that some observed correlations vanish. The form of the parameterization implies that it is impossible for only one of them to vanish. If two correlations are zero, say \(\rho_{12} = \rho_{13} = 0\), then the set of all triples \((\rho_1, \rho_2, \rho_3)\) mapping to \((0, 0, \rho_{23})\) is a smooth one-dimensional subset given by \(\rho_1 = 0\) and \(\rho_2 \rho_3 = \rho_{23}\). Suppose now that all observed correlations are zero. Then the corresponding parameters form the union of three intervals

\[
\{\rho_1 = \rho_2 = 0\} \cup \{\rho_1 = \rho_3 = 0\} \cup \{\rho_2 = \rho_3 = 0\}.
\]

This example motivates the following definition.
Definition 7. A model is generically identifiable, if the parameterization map is finite-to-one everywhere outside of a measure zero set.

Geometrically, generic identifiability means that for a typical point in the model, its preimage under the parameterization map, also called a fiber, is a finite collection of points. Showing that the Gaussian latent tree model satisfying (A1) is generically identifiable can be done by arguments as in Example 2. For general Markov models generic identifiability is more subtle and, in general, the second-order moments contain not enough information about the underlying parameters. It turns out that three-way margins are already enough. The following is the main result of [16].

Theorem 8. Every general Markov model satisfying (A1) is generically identifiable. In fact, to identify the parameters it is enough to know the 3-way marginal distributions.

Theorem 8 does not cover the case when the state-spaces $Y_v$ are allowed to vary. In this case techniques of [1] may be useful to establish identifiability.

The analysis of when exactly identifiability fails can be in general complicated. In the Gaussian and the binary case these special points correspond to some correlations being zero. As illustrated by Example 2, depending on the situation the corresponding fiber can be either a smooth subset of the parameter space or it can be singular. These theoretical results and examples provide the following insight. If the true data-generating distribution is characterised by high correlations between variables, it is also far from any of the special singular points. However, if some variables have a low degree of dependence, then estimation may become difficult and standard asymptotic theory breaks down.

3.2 Guarantees for tree reconstruction

A basic question regarding learning of latent tree models is that of the sample complexity of the tree reconstruction problem. Given an estimator $\hat{T}$ of the true tree $T$ we want to assure that $P(\hat{T} = T) > 1 - \delta$ for some fixed small $\delta$. This is only possible if the sample size is big enough. It is known that irrespective of the method $n = (\log m)$ is necessary but it is typically not enough. The first systematic study of when the logarithmic bound is sufficient was offered in [32] for the binary symmetric model and in [33] for general Markov models. The link to tree metrics shows that, in order to recover the underlying tree with high probability, the edge lengths cannot be too small or too large. For linear latent tree models this means that the edge parameters $\tau_{uv}$ must satisfy $c \leq |\tau_{uv}| \leq C$ for some $0 < c < C < 1$. Sample bounds we discuss will always necessarily depend on the number of observed variables $m$ and the parameters $c, C$.

One of the important concepts developed in [32, 33] is that of the tree depth: the depth of a tree $T$ with vertices $V$ and leaves $W \subset V$ is $\max_{i \in W \setminus V} \min_{j \in V} |ij|$. For example, the depth of the tree in Figure 1(c) is 2 and of both trees in Figure 2 is 1. Latent tree models for trees with few unobserved variables or small depth are generally easier to learn. This leads to one group of results assuming that the depth of the underlying tree is $O(1)$, that is, constant in the number of leaves of $T$. It was shown in [33, Theorem 14] that, under constant tree depth, there is an algorithm for general Markov models whose sample complexity is logarithmic in $m$. This has been generalised to the Gaussian case in [22].

Similarly strong results are possible without assuming constant depth. It was first conjectured by Mike Steel [83] that for the binary symmetric latent tree model the sample
complexity is logarithmic in $m$ as long as $c \leq |\tau_{uv}| \leq C$ for some $\sqrt{2} < c < C < 1$, that is, when the parameters lie in the Kesten–Stigum (KS) regime. This conjecture was proved in [26, 59]. In the subsequent work, it has been shown in multiple scenarios, including the Gaussian case, that in the KS regime, high probability tree topology reconstruction may be achieved with $n = O(\log m)$ samples; see [60] and references therein. The KS regime plays also an important role in the sample complexity analysis of the maximum likelihood estimator. In general the sample complexity is polynomial in $m$ under very general assumptions. However, for symmetric models and under a discretisation assumption, it becomes logarithmic in $m$ if the true distribution lies in the KS regime [70].

3.3 Model selection

As presented in the previous section, a lot of effort in the literature is put to obtain performance guarantees for the proposed learning algorithms. This analysis is done under assumption that the data come from a latent tree model. Although this assumption seems to be reasonable for phylogenetics and several other applications mentioned here, it is certainly not so for many other kinds of data (e.g. survey data from medicine and social sciences) for which these models are used, c.f. Section 1.2. In all these cases model selection techniques tend to outperform algorithms that aim at finding the “true” tree [97].

An example of a model selection algorithm is EAST (Expansion, Adjustment and Simplification until Termination) [19], which aims to find the model with the highest Bayesian Information Criterion (BIC) score. Given a random sample $x^{(1)}, \ldots, x^{(n)}$ the BIC is

$$\text{BIC}(M(T, Y)) = \ell(\hat{\theta}, T) - \frac{d}{2} \log n,$$

where $\hat{\theta}$ is the maximum likelihood estimator, and $d$ is the dimension of the model $M(T, Y)$. Computing the dimension of a model with unobserved variables is not always easy because it need not correspond to the number of parameters in the model. In that case a more detailed study of the generic rank of the Jacobian of the parameterization is needed. However, for general Markov models, Theorem 8 can be used to show that simple parameter count does suffice to compute the dimension of the model whenever (A1) holds. For Gaussian latent tree models the analysis in Section 2.1 showed that the dimension is $m + |E|$, where $E$ is the set of edges of the underlying tree and $m$ is the number of its leaves.

Theoretical importance of the BIC criterion [73] is that it provides an asymptotic approximation to the marginal likelihood of the model, and so it can guide model selection in the Bayesian setting. However, latent tree models lead to a new difficulty in that the Fisher information matrix of a latent tree model is singular along certain submodels. Such singularities invalidate the mathematical arguments that lead to the Bayesian information criterion; see, for example, [28, 55, 92]. This again shows that BIC must be used with caution in the case of weak correlations. In that case the BIC may be too conservative and select too small models. Correcting BIC to account for singularities involves an indepth study of the model geometry. For binary latent tree models this has been done in [99] and for Gaussian latent tree models in [27]. In general, a simpler adjustment can be done by replacing BIC with Watanabe’s WAIC [93].
4 Estimation and inference

In Section 2.4 we described some natural tree-metric based approaches to learn latent tree models. In this section we briefly describe other popular learning algorithms.

4.1 Fixed tree structure

The maximum likelihood estimator is one of the most popular estimators of the continuous parameter. It cannot be computed in a closed form and the likelihood function is very complicated to analyse directly; see, for example, [23, 101]. However, there are various numerical methods to maximise the likelihood function that were developed in the context of latent tree models or, more generally, Bayesian networks with unobserved variables. The most natural choice is the EM algorithm, which is easy to set up; see, for example, Section 3.1.1 in [61]. There are also several methods building upon the idea of the EM algorithm. For example the progressive EM algorithm of [18] uses a method of moments estimator as a subroutine, which leads to a more computationally efficient estimator.

As with all other EM-based methods, these approaches depend on the initialisation and suffer from the possibility of being trapped in local optima. This algorithm seems to work well in the case when the observed variables are highly correlated [91]. The situation becomes much more complicated in the presence of weak correlations as the numerical procedures become unstable. Another problem is that the maximum likelihood estimator often lies on the boundary of the parameter space [101], which has many important consequences. First, the gradient of the likelihood function does not vanish at such a point and so the standard asymptotics does not apply. Second, there may be relatively distant points in the parameter space that give a similar value of the likelihood function as the maximum likelihood estimator. Finally, the boundary points typically correspond to situations when the distribution of the unobserved vector is degenerate. In many applications this may be problematic as a natural interpretation for the unobserved process may be lost.

4.2 The Structural EM algorithm

Suppose that given a random sample of size \( n \), we are interested in finding the tree that maximizes the likelihood function over all fully-observed tree models. For every tree the maximum likelihood estimate is easily obtained; see [53, Section 4.4.2 and Section 5.2.1]. In the naive approach we can search over all possible trees with a given number of vertices and find the one that gives the highest value of the likelihood function. The Chow–Liu algorithm [24] is a remarkably simple algorithm, which gives an efficient way to find the best tree approximation that maximizes the likelihood.

The original approach was proposed for discrete data but it can be easily extended to the Gaussian case [57]. It only uses the fact that the MLE decomposes according to a tree so it can be also used in other similar scenarios to find best BIC and AIC trees [31]; see [44] for further references and implementations. This approach boils down to using the Kruskal’s algorithm to find the maximum cost spanning tree of a complete graph with edge weights given by sample mutual informations [51]:

1. Compute all mutual informations of the sample distribution and order them from the largest to the smallest.
2. Move along this ordered sequence adding subsequently the corresponding edges unless
adding an edge introduces a cycle. Stop when no more edges can be added.

If all mutual informations are different, then there is a unique best solution. If some of
the weights are equal, then multiple solutions are possible, but they will all give the same
value of the likelihood function. In the Gaussian case the mutual information is a simple
monotone function of the corresponding correlations squared. Therefore, the same tree will
be obtained after replacing mutual informations in step 1 above with squares of sample
correlations.

A natural idea is to use the Chow–Liu algorithm to learn latent tree models by using an
EM-type algorithm. The structural EM algorithm [39] is a numerical procedure to maximize
the likelihood simultaneously over the continuous parameter \( \theta \) and the discrete parameter
\( T \). It starts from a given parameter value and moves at each step strictly increasing the
likelihood unless it is already in a local optimum. The E-step of the algorithm is the standard
E-step of the EM algorithm. The M-step follows essentially the Chow–Liu algorithm with
several modifications. A minor problem with the Chow–Liu algorithm, when used in the EM
algorithm, is that it does not get any information about which vertices represent unobserved
variables and so it often outputs a tree whose leaves can be potentially unobserved or internal
vertices that can represent observed random variables. In this case it is easy to provide a
tree, with leaves precisely corresponding to observed vertices, that gives the same observed
likelihood. This procedure is described in more detail for the discrete case in [39, Section 5].
We describe the general idea in the Gaussian case. Suppose that the Chow–Liu algorithm
outputs a tree \( T' \) with edge correlations \( \rho_{uv} \), then:

- Remove all degree one vertices that represent unobserved vertices.

- If there is an induced chain \( \ast - \circ - \circ - \cdots - \circ - \ast \), where \( \ast \) stands for any vertex of
degree at least three, then replace this chain with a single edge between \( i_1 \) and \( i_k \). Set
the correlation \( \rho_{i_1i_k} \) equal to the product \( \rho_{i_1i_2} \cdots \rho_{i_{k-1}i_k} \).

- If there is an internal vertex \( v \) representing an observed random variable then add an
auxiliary copy \( v' \) of \( v \) and an edge \( (v, v') \). Set \( \rho_{vv'} = 1 \).

This operation gives a leaf-labeled tree that leads to the same observed likelihood as \( T' \) and
we take it as the output of the M-step. If we are interested only in trivalent trees, the above
procedure can be easily modified so that the output is a trivalent tree; c.f. Theorem 3.

4.3 Phylogenetic invariants

Given latent tree model over \( T \), we associate to it the set \( I_T \) of all polynomials vanishing on
\( M(T, \mathcal{Y}) \). The polynomials are expressed in terms of correlations in the Gaussian case and
in terms of the raw probabilities in the discrete case. Every polynomial \( f \in I_T \) is called a
phylogenetic invariant. Equation (6) provides an example of an equation that must hold for
a Gaussian latent tree model over a quartet tree. It is a basic result in algebraic geometry
that \( I_T \) is finitely generated, that is, it admits a finite basis of polynomials \( \{f_1, \ldots, f_r\} \) such
that every polynomial in \( I_T \) is a polynomial combination of the \( f_i \).

The basic idea behind application of phylogenetic invariants is as follows. Given \( n \) in-
dependent observations of \( X \) we compute the sample distribution \( \hat{p} \), which, by the law of
large numbers, converges almost surely to the true data generating distribution \( p^* \). Because \( f(p^*) = 0 \) for every \( f \in I_T \), for large \( n \) also \( f(\hat{p}) \approx 0 \). The methods proposed in the phylogenetic literature are mainly simple diagnostic tests that work with a given fixed finite set of invariants in \( I_T \), which do not necessarily generate \( I_T \). There is now considerable literature on the method of phylogenetic invariants and for many models all defining polynomials are understood. We refer to [2, 86] for an overview.

The advantage of this approach is that the method based on phylogenetic invariants does not require parameter estimation. The disadvantage is that to large extent statistical theory behind their use is lacking. The method of phylogenetic invariants gives a way to select the best tree under a given criterion. It does not, however, give a way of quantifying how well the chosen tree fits the data because, in general, the distribution of phylogenetic invariants is too hard to analyze.

Recently there has been some effort aimed at organizing the statistical theory behind phylogenetic invariants. For example, it has been observed by many authors that not all invariants are equally important and from the statistical point of view there is no sense in working with a full generating set of \( I_T \). For example, invariants linking directly to tree metrics, called the edge invariants, tend to be more robust with respect to the sampling error and are enough to distinguish between different models [13]. To test the edge invariants, [35] uses the singular value decomposition and the Frobenius norm to compute the distance of a matrix to the set of matrices of certain rank. Recently this method has been further improved by [38]. In its current form the method is robust and simulations show that it outperforms most of the commonly used methods.

Focusing only on quadratic invariants allows us to generalise directly asymptotic chi-square tests for independence in a contingency table; see [72]. In the Gaussian setting we can proceed as follows. For any four leaves of \( T \), \( ij/kl \) forms a quartet in \( T \) if the paths \( ij \) and \( kl \) have no vertices in common. It is clear from (5) and (10) that for any quartet \( ij/kl \) we have that \( \rho_{ik}\rho_{jl} - \rho_{il}\rho_{jk} = 0 \) in the Gaussian case and \( \tau_{ik}\tau_{jl} - \tau_{il}\tau_{jk} = 0 \) in the discrete case. For example (6) gives the equation that holds for the quartet tree in Example 1. Equations of this form are called tetrads [79]. In the context of latent tree models using tetrads was suggested already by Judea Pearl [64, Section 8.3.5] but with no statistical guidance. An example of a statistically guided quartet-based analysis was given recently for Gaussian latent tree models [71].

Finally, the geometric description of latent tree models involves not only polynomial equalities but also polynomial inequalities. These inequalities cut out a large portion of the space described solely by equalities and therefore they should not be neglected [101]. The inequalities are harder to study than equalities but they are also understood well for general Markov models [5, 75, 101]. Recently [1] showed how basic inequalities can be easily tested within the Bayesian framework to obtain a preliminary assessment of whether the data come from a Gaussian latent tree model.

5 Discussion

We gave a concise overview of the theory of latent tree models. We argued that, from the theoretical and the practical point of view, the general Markov models, and more generally, linear latent tree models, form the most important subfamily. We showed that for linear latent tree models the link to tree metrics provides a wide variety of learning procedures.
geometric viewpoint gives important insights but was not covered here in much detail. We refer to [100] for further details. A more algorithmic overview of the latent tree model class is provided in [61]. We also skipped other research directions that we believe will become increasingly important in the coming years. Tensor representations of discrete latent tree models help to design learning procedures for latent tree models and more general graphical models with unobserved variables [7, 47, 48, 63]. In the numerical analysis community a closely related concept of hierarchical tensors has become popular [32]. There are also several recent approaches that introduce the nonparametric setting for latent tree models [80, 81].
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