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We study the relations of the positive frequency mode functions of Dirac field in 4-dimensional Minkowski spacetime covered with Rindler and Kasner coordinates, and describe the explicit form of the Minkowski vacuum state with the quantum states in Kasner and Rindler regions, and analytically continue the solutions. As a result, we obtain the correspondence of the positive frequency mode functions in Kasner region and Rindler region in a unified manner which derives vacuum entanglement.

I. INTRODUCTION

Quantum entanglement is one of the most important features of quantum physics, which is a concept essential to quantum information theory, technology, and related topics. Quantum entanglement plays an important role not only in discussions of quantum optics but also in discussions of quantum field theory in curved spacetime, as exemplified by the Unruh effect and the Hawking effect. The research into these effects of quantum fields in curved spacetime might give us a hint for unifying the gravity theory and quantum mechanics. The Unruh effect is the well-known theoretical prediction that a uniformly accelerated observer (Rindler observer) sees the vacuum state in an inertial frame (Minkowski vacuum state) as a thermally excited state characterized by the temperature proportional to the acceleration \( a \) of the Rindler observer \([1, 2]\). Topics related to the Unruh effect have been studied well due to its importance and simplicity (see, e.g., \([3]\) for a review).

To demonstrate the Unruh effect, various experiments have been proposed \([4-13]\). One of the big questions in these topics is whether a uniformly accelerated object coupled to a quantum field (the Unruh-de Witt detector) would emit radiation or not \([14, 15]\). This point is carefully discussed in many works (see, e.g., Refs. \([17, 19]\)). Authors of Ref. \([18]\) showed that the radiation would be cancelled in the 1+1 dimensional case. This result would appear to agree with our intuition that there is no radiation when the detector is in a thermal equilibrium state. However, the analysis of the 1+3 dimensional case \([17, 20, 21]\) gives a counter-intuitive result: there is some quantum radiation induced by a non-local correlation of the quantum field in the Minkowski vacuum state due to the vacuum entanglement between the left (L) and right (R) Rindler wedges. The Minkowski vacuum state of a scalar field is described by an entangled state between the quantum states on the left (L) and right (R) Rindler wedges \([1, 2]\) heuristically expressed as follows:

\[
|0, \text{M}\rangle \propto \prod_j \left( \sum_{n_j = 0}^{\infty} e^{-\pi n_j \omega_j / a} |n_j\rangle_{\text{R}} \otimes |n_j\rangle_{\text{L}} \right).
\]

Here \( |n_j\rangle_{\text{R(L)}} \) is the \( n_j \)-th excited state on the R(L) Rindler region (see Fig. 1) with an acceleration \( a \), and \( j = (\omega, \mathbf{k}_\perp) \) schematically denotes a mode specified by energy \( \omega \) and momentum \( \mathbf{k}_\perp \) perpendicular to the direction of acceleration. The roman letters “R” and “L” denote the right Rindler region and the left Rindler region, respectively. This expression is often used to describe the Unruh effect. Because a uniformly accelerated observer in the R region is causally disconnected to the events in the L region, we take the partial trace of the density operator with respect to the Hilbert space of the L region to obtain the reduced density operator in the R region. This leads to a reduced density operator representing the thermal state at the Unruh temperature \( T_U = a / 2 \pi \).

Some of the authors of the present paper examined the description of the Minkowski vacuum state of a scalar field to extend the expression Eq. \([1]\) to the future (expanding) Kasner spacetime (F region) and the past (shrinking) Kasner spacetime (P region). This is done by analytic continuation of the mode functions in the F(P) region into the R region and the L region \([22]\). This work yielded a result generalizing the work by Olson and Ralph \([22]\), which claimed a time-like entanglement in the F region and the P region in the case of the two-dimensional massless scalar field to that in the general four-dimensional case. Furthermore, the authors of Refs. \([20, 21]\) analyzed the quantum radiation produced by a uniformly accelerated Unruh-de Witt detector coupled to a scalar field. The property of the quantum radiation is entirely different from the usual radiation locally generated: the quantum radiation is interpreted to be induced by the quantum entanglement, which is behind the Unruh effect. The entanglement-based description of the...
Minkowski vacuum state is important for analyzing the theoretical predictions for the quantum radiation associated with the Unruh effect. It is important to extend the analysis of the Minkowski vacuum entanglement to the whole region, including the F and P regions since the observer in the F region will receive information from the R region where the uniformly accelerated object is. When we consider experimental models related to quantum radiation, the relation between the modes in the four quadrants of the field needs to be taken into account.

In the present paper, we consider the entanglement-based description of the Minkowski vacuum state of a Dirac field. Some papers in the literature investigate a Dirac field in Rindler spacetime \[3, 11, 23, 24\]; Ref. \[23\] treats this field in Kasner spacetime. These papers discussed the entanglement-based description of the Minkowski vacuum state of the Dirac field with the use of the quantum states in Rindler spacetime. Alising et al. found that the entanglement between two Rindler modes of a free Dirac field is degraded by the Unruh effect \[24\], from the viewpoint of quantum information theory. In the present paper, we extend the previous work in Ref. \[20\], which investigated the entanglement-based description of the Minkowski vacuum state for a scalar field in a unified manner by connecting the quantum states in the Rindler spacetime and the Kasner spacetime to the Dirac field. Our results show that modes associated with the Minkowski vacuum entanglement between the R and L regions are analytically connected to those in the F region and the P region. The results also indicate the time-like entanglement between the F region and the P region. In particular, we show these relations in an explicit manner, and it enables us to obtain fundamental quantities such as the thermal spectrum in all (F,P,R,L) regions covering the entire Minkowski spacetime. As far as we know, such an explicit demonstration of the analytic continuation-property of the general 4-dimensional spinor field has not been achieved so far.

The rest of the paper is organized as follows. In Sec. II the massive Dirac field is quantized in the R region, the L region, the F region and the P region, where the explicit forms of the mode functions are given. In Sec. III it is demonstrated that the solutions to the Dirac equation in the F region in terms of the Hankel function of the second kind are indeed the positive-frequency modes for the Minkowski vacuum state. The analytic continuation of the mode functions from the F region to the R and L regions is presented, together with that from the P region to the R and L regions. Subsequently, the relations of the mode functions between the F region, the R region, the L region and the P region are obtained. In Sec. IV, using the Bogoliubov transformation between the two sets of the modes in the F region, we find the entanglement-based description of the Minkowski vacuum state. Combining the results of Sec. III, we find the entanglement-based description of the Minkowski vacuum state in the R region, the L region, the F region and the P region in a unified manner. Sec. V is devoted to a summary and conclusions. In Appendix A, we present the matrices to transform the spinor between local Lorentz frames. In Appendix B verification of an ansatz for the Minkowski vacuum state adopted in Sec. IV is presented. In Appendix C, a summary of equivalent mode functions is presented.

**II. ANALYSIS OF SOLUTIONS OF MASSIVE DIRAC FIELDS IN THE R,L,F,P-REGIONS**

In this section, we derive the Dirac spinors from the Dirac equation defined in each region with the spin connection coefficient. We consider a four-dimensional massive Dirac field in the four coordinate systems covering the entire Minkowski spacetime. The action of the massive Dirac field with a mass \(m\) is given by

\[
S = \int d^4x \sqrt{-g} \bar{\psi} (i \gamma^\mu \nabla_\mu - m) \psi, \tag{2}
\]

where \(\gamma^\mu\) are the gamma matrices in the curved spacetime. Here \(\psi\) is a Dirac 4-spinor written in Dirac representation, which satisfies

\[
\left[ i \gamma^\mu \frac{\partial}{\partial x^\mu} + \Gamma^\mu_\mu - m \right] \psi = 0, \tag{3}
\]

where the spin connection coefficient is written as

\[
\Gamma^\mu_\mu = \frac{1}{4} \gamma^\nu \left( \frac{\partial \gamma^\nu}{\partial x^\mu} + \Gamma^\nu_\lambda \gamma^\lambda \right), \tag{4}
\]

and Dirac gamma matrices satisfy the Clifford algebra \(\{ \gamma^\mu, \gamma^\nu \} = 2g^{\mu\nu}\). In this section, we follow the basic procedure to derive Dirac spinors in curved spacetimes that can be found in many literatures (see Refs. [11, 25] for the derivation of the spinors). In Sec. [II A] we show a different way to derive Dirac spinor in each region from Minkowski mode. Minkowski spacetime is described by the global coordinate \((t, x, y, z)\) with the line element

\[
ds^2 = dt^2 - dx^2 - dy^2 - dz^2. \tag{5}
\]
FIG. 1: Minkowski spacetime and the coordinates for the R region, the L region, the F region, and the P region.

The right Rindler region (R region) is described by the coordinates \((\tau_R, \xi_R)\), which are related to the Minkowski coordinates \((t, z)\) by

\[
t = \frac{1}{a} e^{a \xi_R} \sinh a \tau_R, \quad z = \frac{1}{a} e^{a \xi_R} \cosh a \tau_R. \tag{6}
\]

The left Rindler region (L region) is described by the coordinates \((\tau_L, \xi_L)\) defined as

\[
t = \frac{1}{a} e^{a \xi_L} \sinh a \tau_L, \quad z = -\frac{1}{a} e^{a \xi_L} \cosh a \tau_L. \tag{7}
\]

The future Kasner region (F region) is described by the expanding-Kasner spacetime \((\eta_F, \zeta_F)\) defined as

\[
t = \frac{1}{a} e^{a \eta_F} \cosh a \zeta_F, \quad z = \frac{1}{a} e^{a \eta_F} \sinh a \zeta_F. \tag{8}
\]

The past Kasner region (P region) is described by the shrinking-Kasner spacetime \((\eta_P, \zeta_P)\) defined as

\[
t = -\frac{1}{a} e^{-a \eta_P} \cosh a \zeta_P, \quad z = \frac{1}{a} e^{-a \eta_P} \sinh a \zeta_P. \tag{9}
\]

Each coordinate system covers a quarter of the Minkowski spacetime, as shown in Fig. 1.

| region | variable 1 | variable 2 |
|--------|------------|------------|
| R→F   | \(\tau_R = \zeta_F - \frac{\pi i}{2a}\) | \(\xi_R = \eta_F + \frac{\pi i}{2a}\) |
| R→P   | \(\tau_R = -\zeta_P - \frac{\pi i}{2a}\) | \(\xi_R = -\eta_P - \frac{\pi i}{2a}\) |
| R→L   | \(\tau_R = -\tau_L - \frac{\pi i}{a}\) | \(\xi_R = \xi_L\) |
| F→L   | \(\zeta_F = -\tau_L - \frac{\pi i}{2a}\) | \(\xi_L = \eta_F + \frac{\pi i}{2a}\) |
| P→L   | \(\zeta_P = \tau_L + \frac{\pi i}{2a}\) | \(\eta_P = -\xi_L - \frac{\pi i}{2a}\) |

TABLE I: Analytic continuation of variables
A. Dirac Field in R,L-Rindler Region

We start from a brief review of the solution of the Dirac equation in the R,L region where the line element is
\[ ds^2 = e^{2\alpha \xi} \, dx^2 - dx^2 - dy^2 - e^{2\beta \xi} \, dt^2, \quad (\Lambda = R \text{ or } L). \]  
(10)
Here, \((\tau_R, \xi_R)\) are the right Rindler coordinates, while \((\tau_L, \xi_L)\) is the left Rindler coordinate, defined in Eqs. [6] and [7]. Also, note that we use Greek letter Lambda \(\Lambda = R, L\) to denote R region or L region. We use it to denote the expression which is valid for both of R and L region. Also, we use the notation \(\gamma^\mu\) to denote the Dirac matrices in R, L Rindler region, and \(\gamma^\mu\) for Dirac matrices in flat spacetime, respectively. Using the property of the gamma matrix in Minkowski spacetime, \((\gamma^0)^2 = 1\) and \((\gamma^1)^2 = (\gamma^2)^2 = (\gamma^3)^2 = -1\), we have the relation between \(\gamma^\Lambda\) and \(\gamma^\mu\):
\[ \gamma^0_\Lambda = e^{-a \xi^\Lambda \gamma^0}, \quad \gamma^1_\Lambda = \gamma^1, \quad \gamma^2_\Lambda = \gamma^2, \quad \gamma^3_\Lambda = e^{-a \xi^\Lambda \gamma^3}. \]
The spin connection coefficient Eq. (4) in R,L region is derived as
\[ \Gamma^\mu_{\alpha \beta} = \text{diag}(\frac{a}{2} \gamma^0 \gamma^3, 0, 0, 0). \]
(11)
By adopting the notation \(\gamma^0 \gamma^j = \alpha_j, \gamma^0 = \beta\), the Dirac equation on the R,L region reduces to
\[ \left[ i \frac{\partial}{\partial \tau_\Lambda} + ie^{a \xi^\Lambda} (\alpha_1 \frac{\partial}{\partial x} + \alpha_2 \frac{\partial}{\partial y}) + i\alpha_3 \frac{\partial}{\partial k_\Lambda} + i\frac{a}{2} \alpha_3 - e^{a \xi^\Lambda} \beta m \right] \psi^{\Lambda,n}_{\omega, k_\perp} = 0. \]
(12)
Explicit forms of the matrices in Dirac equation with Dirac representation take following forms:
\[ \alpha_1 = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}, \quad \alpha_2 = \begin{pmatrix} 0 & 0 & 0 & -i \\ 0 & 0 & i & 0 \\ 0 & -i & 0 & 0 \\ 0 & 0 & 0 & i \end{pmatrix}, \quad \alpha_3 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix}, \quad \beta = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}. \]
We set up the ansatz for four spinors of the Dirac equation in Rindler spacetime as
\[ \psi^{\Lambda,n}_{\omega, k_\perp}(\tau_\Lambda, \xi_\perp, \mathbf{x}_\perp) \equiv f^{\Lambda,n}_{\omega, k_\perp}(\xi_\perp) e^{ik_\perp \mathbf{x}_\perp} e^{-i\omega \tau_\Lambda}, \]
(13)
where \(n = u\) denotes the up spin while \(n = d\) denotes down spin. The mode expansion of the Dirac field in the R,L region is written as
\[ \psi(\tau_\Lambda, \xi_\perp, \mathbf{x}_\perp) = \sum_{n,m} \int_0^\infty d\omega \int_{-\infty}^{\infty} d^2 k_\perp \left( \psi^{\Lambda,n}_{\omega, k_\perp}(\tau_\Lambda, \xi_\perp, \mathbf{x}_\perp) + d^{\Lambda,n}_{\omega, k_\perp}(\psi^{\Lambda,n}_{\omega, k_\perp}(\tau_\Lambda, \xi_\perp, \mathbf{x}_\perp))^\dagger \right). \]
(14)
where \(\psi^\dagger\) is the spinor which is corresponding to the anti-particle, obtained by charge conjugation of \(\psi\) defined by \(\psi^\dagger = i \gamma^2 \psi^\ast\). We integrate the positive range of \(\omega\), since \(\omega\) is energy in the Rindler region as is shown by the ansatz [13] apparently, i.e. we focus on the positive frequency mode. We require the creation and annihilation operators of the Dirac fermion and anti-fermion to satisfy the following anti-commutation relations:
\[ \{ \hat{\psi}^{\Lambda,n}_{\omega, k_\perp}, \hat{\psi}^{\Lambda,n'}_{\omega', k_\perp'} \} = \delta(\omega - \omega') \delta(k_\perp - k_\perp') \delta_{nn'}, \]
(15)
with all other anti-commutators vanishing. Here, \(\hat{\Omega}^{\Lambda,n}_{\omega, k_\perp}\) is operators like \(\hat{c}^{\Lambda,n}_{\omega, k_\perp}\) or \(\hat{d}^{\Lambda,n}_{\omega, k_\perp}\) in Eq. [14]. The normalization condition of mode functions takes the following form with the Dirac inner product,
\[ \left( \psi^{\Lambda,n}_{\omega, k_\perp}, \psi^{\Lambda,n'}_{\omega', k_\perp'} \right)_D = \int d\Sigma_{\omega, k_\perp} \psi^{\Lambda,n}_{\omega, k_\perp} \psi^{\Lambda,n'}_{\omega', k_\perp'} = \delta(\omega - \omega') \delta(k_\perp - k_\perp') \delta_{nn'}, \]
(16)
where we use the overline to denote Dirac conjugate, \(\psi^{\Lambda,n}_{\omega, k_\perp} \equiv (\psi^{\Lambda,n}_{\omega, k_\perp})^\dagger \gamma^0\). Here \(\langle \cdot, \cdot \rangle_D\) denotes the Dirac inner product. We define \(d\Sigma_{\mu} = d\Sigma_{n\mu}\), where \(d\Sigma\) denotes the 3D spatial volume element on the Cauchy hypersurface \(\Sigma\) to determine the time slice where the normalization condition of the spinor is defined, and \(n_\mu\) is the normal vector vertical to \(\Sigma\). Plugging the ansatz Eq. [13] into the Dirac equation yields
\[ \omega f^{\Lambda,n}_{\omega, k_\perp}(\xi_\perp) = \left[ \gamma^0 m e^{a \xi^\Lambda} - i \frac{a}{2} \alpha_3 - i \alpha_3 \frac{\partial}{\partial \xi_\perp} + e^{a \xi^\Lambda} (\alpha_1 k_1 + \alpha_2 k_2) \right] f^{\Lambda,n}_{\omega, k_\perp}(\xi_\perp). \]
(17)
In order to describe Dirac equation in more detail, we define the solution as 2 spinors which takes the form

\[ f_{\omega, k_\perp}^{A,n}(\xi_A) = \begin{pmatrix} \chi_{A,n}^{I,1}(\xi_A) \\ \chi_2^{I,2}(\xi_A) \end{pmatrix}. \]  

(18)

In terms of the two spinor, the Dirac equation is described as the following two equations:

\[ \begin{align*}
\omega \chi_1^{A,n} &= me^{a \xi} \chi_1^{A,n} - \frac{i a^2}{2} \sigma^3 \chi_2^{A,n} - i \sigma^3 \frac{\partial \chi_1^{A,n}}{\partial \xi_A} + e^{a \xi} k_1 \sigma^1 \chi_2^{A,n} + e^{a \xi} k_2 \sigma^2 \chi_2^{A,n}, \\
\omega \chi_2^{A,n} &= -me^{a \xi} \chi_2^{A,n} - \frac{i a^2}{2} \sigma^3 \chi_1^{A,n} - i \sigma^3 \frac{\partial \chi_1^{A,n}}{\partial \xi_A} + e^{a \xi} k_1 \sigma^1 \chi_1^{A,n} + e^{a \xi} k_2 \sigma^2 \chi_1^{A,n}.
\end{align*} \]

These equations reduce to the same equation when we take the massless limit of the Dirac equation, resulting in the Weyl equation. After combining these equations, we obtain the following second order differential equations:

\[ \frac{1}{a^2} \frac{\partial^2}{\partial \xi_A^2} \chi_1^{A,n}(\xi_A) = \left[ \frac{\kappa^2}{a^2} e^{2a \xi_A} + \frac{1}{4} \frac{\omega^2}{a^2} \right] \chi_1^{A,n}(\xi_A) - \frac{i \omega}{a} \sigma^3 \chi_2^{A,n}(\xi_A), \]  

(19)

where \( \kappa \) is the effective mass: \( \kappa = \sqrt{m^2 + K^2} \). Note that this corresponds to Eqs. (3.92) and (3.93) in Ref. [3]. The braket \{ \} after the suffix implies that the form of Eq. (19) is unchanged under the swap of suffix 1 and 2, but \( \chi_1 \) and \( \chi_2 \) are still mixed. In order to obtain independent equations, we define

\[ \phi_{A,n}^{\pm}(\xi_A) = \chi_1^{A,n}(\xi_A) \mp \chi_2^{A,n}(\xi_A) = \begin{pmatrix} \theta_{A,n}^{\pm}(\xi_A) \\ \zeta_{A,n}^{\pm}(\xi_A) \end{pmatrix}. \]  

(20)

The spinors \( \phi_{A,n}^{\pm}(\xi_A) \) corresponds to those in the Weyl representation. This reflects the general relation between the Dirac matrices in the Dirac and Weyl representations: \( \psi_{\text{Weyl}} = U \psi_{\text{Dirac}} \), where

\[ U = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}. \]

We can reproduce the form of Dirac spinor in the Dirac representation as

\[ f_{\omega, k_\perp}^{A,n} = \frac{1}{2} \begin{pmatrix} \varphi_{A,n}^{\pm}(\xi_A) + \varphi_{A,n}^{\pm}(\xi_A) \\ \varphi_{A,n}^{\pm}(\xi_A) - \varphi_{A,n}^{\pm}(\xi_A) \end{pmatrix}, \]  

(21)

by plugging definitions Eq. (20) and Eq. (18). Equation (19) written in terms of \( \phi_{A,n}^{\pm}(\xi_A) \) is

\[ \frac{1}{a^2} \frac{\partial^2}{\partial \xi_A^2} \phi_{A,n}^{\pm}(\xi_A) = \left[ \frac{\kappa^2}{a^2} e^{2a \xi_A} + \frac{1}{4} \frac{\omega^2}{a^2} \pm \frac{1}{2} \right] \phi_{A,n}^{\pm}(\xi_A) \pm \frac{i \omega}{a} \sigma^3 \phi_{A,n}^{\pm}(\xi_A). \]  

(22)

Thus, we obtain the following Bessel-type differential equations:

\[ \begin{align*}
\frac{1}{a^2} \frac{\partial^2}{\partial \xi_A^2} \theta_{A,n}^{\pm}(\xi_A) &= \left[ \frac{\kappa^2}{a^2} e^{2a \xi_A} + \frac{1}{4} \frac{\omega^2}{a^2} \right] \theta_{A,n}^{\pm}(\xi_A), \\
\frac{1}{a^2} \frac{\partial^2}{\partial \xi_A^2} \zeta_{A,n}^{\pm}(\xi_A) &= \left[ \frac{\kappa^2}{a^2} e^{2a \xi_A} + \frac{1}{4} \frac{\omega^2}{a^2} \right] \zeta_{A,n}^{\pm}(\xi_A).
\end{align*} \]

Solutions of these differential equations are written in terms of modified Bessel functions \( K_{\omega/a \pm 1/2}(\kappa e^{a \xi_A}) \), \( I_{\omega/a \pm 1/2}(\kappa e^{a \xi_A}) \). The solution written in terms of \( I_{\omega/a \pm 1/2}(\kappa e^{a \xi_A}) \) cannot be normalized since diverges in the limit \( \xi_A \rightarrow \infty \). Therefore, we need to choose the following solutions:

\[ \begin{align*}
\theta_{A,n}^{\pm}(\xi_A) &= c_{1,n}^{(A)} K_{\omega/a \pm 1/2}(q_A), \\
\zeta_{A,n}^{\pm}(\xi_A) &= c_{3,n}^{(A)} K_{\omega/a \pm 1/2}(q_A),
\end{align*} \]

(23)

where

\[ q_R = \frac{\kappa}{a} e^{a \xi_A}, \quad q_L = \frac{\kappa}{a} e^{a \xi_A}, \]  

(24)
where we define $S^A$. Here, we further simplify the solutions in $R$ region by the following form:

$$c_1^{(nA)}(k_1 + ik_2) - c_3^{(nA)}(k_1 - ik_2) = 0,$$

$$c_2^{(nA)}(k_1 + ik_2) - c_4^{(nA)}(k_1 - ik_2) = 0,$$

$$-c_1^{(nA)}(k_1 + ik_2) - c_3^{(nA)}m + c_3^{(nA)}(k_1 - ik_2) = 0,$$

$$-c_2^{(nA)}(k_1 + ik_2) - c_4^{(nA)}m + c_4^{(nA)}ik = 0.$$

If $k_\perp \neq 0$, then the first two equations are equivalent to the last two. Thus, there are two linearly independent solutions for the vector $(c_1^{(nA)}, c_2^{(nA)}, c_3^{(nA)}, c_4^{(nA)})$. Two linearly independent solutions can be chosen as

$$(c_1^{uA}, c_2^{uA}, c_3^{uA}, c_4^{uA}) = (1, im/\kappa, -i(k_1 + ik_2)/\kappa, 0),$$

and

$$(c_1^{dA}, c_2^{dA}, c_3^{dA}, c_4^{dA}) = (0, (k_1 - ik_2)/\kappa, m/\kappa, -i).$$

This choice gives the solutions in Eq. (30), which are confirmed to be orthogonal. One can also choose

$$(c_1^{uA}, c_2^{uA}, c_3^{uA}, c_4^{uA}) = (m/\kappa, i, 0, (k_1 + ik_2)/\kappa),$$

and

$$(c_1^{dA}, c_2^{dA}, c_3^{dA}, c_4^{dA}) = -(k_1 + ik_2)/\kappa, 0, i, m/\kappa).$$

This choice gives the solutions in Eq. (33), which are orthogonal. These solutions are valid also for $k_\perp = 0$. The other solutions can be obtained in a similar manner. The coefficients $\{c_1^{(nA)}, c_2^{(nA)}, c_3^{(nA)}, c_4^{(nA)}\}$ are not arbitrary since the functions in Eq. (21) have to satisfy the Dirac equation (12) though each of solutions in Eq. (23) are derived from four independent Bessel type differential equations. In addition, when we have the coefficients $\{c_1^{(nA)}, c_2^{(nA)}, c_3^{(nA)}, c_4^{(nA)}\}$, the other set of coefficients $\{c_1^{(nA)}, c_2^{(nA)}, c_3^{(nA)}, c_4^{(nA)}\}$ can be obtained after taking the charge conjugation of the spinor, here the overline on the index $n$ denotes the swap of the spin up and down.

Solutions of the Dirac equation in four-dimensional Rindler region have been found previously, and was given in Refs. [25, 27]. They can be reproduced with certain choices of the coefficients in Eq. (21). Here, we further simplify the solutions in $R$ region by the following form:

$$f_{\omega,k_\perp}^{R,n}(\xi_\Lambda) = A_{\omega,k_\perp} S_{\omega,k_\perp}^{R,n}(\xi_\Lambda).$$

Here $A_{\omega,k_\perp}$ are the real and positive normalization constants determined by the orthonormal condition (16), and $S_{\omega,k_\perp}^{R,n}(\xi_\Lambda)$ are linearly independent spinors which have internal degrees of freedom corresponding to the spin direction.

Two linearly independent and orthogonal spinors can be chosen as follows:

$$S_{\omega,k_\perp}^{R,n}(\xi_\Lambda) = s_{k_\perp}^{(+n)} K_{i\omega/a + 1/2}(q_R) + s_{k_\perp}^{(-n)} K_{i\omega/a - 1/2}(q_R),$$

where we define

$$s_{k_\perp}^{(+a)} = \begin{pmatrix} 1 \\ 0 \\ -1 \\ 0 \end{pmatrix}, \quad s_{k_\perp}^{(-a)} = \frac{i}{\kappa} \begin{pmatrix} m \\ -(k_1 + ik_2) \\ m \\ k_1 + ik_2 \end{pmatrix}, \quad s_{k_\perp}^{(+d)} = -i \begin{pmatrix} 0 \\ 1 \\ 0 \\ 1 \end{pmatrix}, \quad s_{k_\perp}^{(-d)} = \frac{1}{\kappa} \begin{pmatrix} m \\ k_1 - ik_2 \\ m \\ -k_1 + ik_2 \end{pmatrix}.$$
The normalization constant is the same as before Eq. (32), and sets of the spinor are orthogonal, \( \psi^{(+,n)} \equiv s^{(+,n)}_{k_{\perp}} K_{\omega/\alpha+1/2}(q_{\perp}) + s^{(-,n)}_{k_{\perp}} K_{\omega/\alpha-1/2}(q_{\perp}) \) for the solution in L region. Here, we define

\[
\tilde{s}^{(+,n)}_{k_{\perp}} = \frac{1}{\kappa} \begin{pmatrix} m & (k_1 + ik_2) \\ -m & (k_1 + ik_2) \end{pmatrix}, \quad \tilde{s}^{(-,n)}_{k_{\perp}} = i \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \tilde{z}^{(+,n)}_{k_{\perp}} = \frac{1}{\kappa} \begin{pmatrix} (k_1 - ik_2) \\ m \\ k_1 - ik_2 \\ m \end{pmatrix}, \quad \tilde{z}^{(-,n)}_{k_{\perp}} = i \begin{pmatrix} 0 \\ -1 \end{pmatrix}. \tag{34}
\]

We write the corresponding spinor mode functions as

\[
\psi^{L,n}_{\omega,k_{\perp}}(\xi_0, \xi_L, x_{\perp}) \equiv \int \psi^{L,n}_{\omega,k_{\perp}}(\xi_L) e^{ik_{\perp} x_{\perp}} e^{-i\omega \xi_0}, \tag{35}
\]

\[
f^{L,n}_{\omega,k_{\perp}}(\xi_L) = A_{\omega,k_{\perp}} S^{L,n}_{\omega,k_{\perp}}(\xi_L). \tag{36}
\]

The normalization constant is the same as before Eq. (32), and sets of the spinor are orthogonal, \((S^{R,n}_{\omega,k_{\perp}}, S^{R,\pi}_{\omega,k_{\perp}})_{D} = (S^{L,n}_{\omega,k_{\perp}}, S^{L,\pi}_{\omega,k_{\perp}})_{D} = 0\). The form of the spinor are related by the following linear equations:

\[
S^{L,n}_{\omega,k_{\perp}}(\xi_\Lambda) = \frac{m}{\kappa} S^{R,n}_{\omega,k_{\perp}}(\xi_\Lambda) + \frac{i}{\kappa} \begin{pmatrix} k_1 + ik_2 \\ k_1 - ik_2 \end{pmatrix} S^{R,d}_{\omega,k_{\perp}}(\xi_\Lambda), \tag{37}
\]

\[
S^{L,n}_{\omega,k_{\perp}}(\xi_\Lambda) = -\frac{1}{\kappa} \begin{pmatrix} k_1 - ik_2 \\ k_1 + ik_2 \end{pmatrix} S^{R,n}_{\omega,k_{\perp}}(\xi_\Lambda) + \frac{m}{\kappa} S^{R,d}_{\omega,k_{\perp}}(\xi_\Lambda), \tag{38}
\]

thus, we can use the spinor form \( \psi^{L,n} \) as an base of the solution in R region actually. We can describe any solutions in 4 dimensional Rindler region with the combination of bases of the mode, and we can realize any 2 or 3 dimensional solution by setting \( k_j = 0 \) \((j = 1, 2)\) appropriately.

## B. Dirac Field in the F(P)-Kasner Region

In this subsection, we derive Dirac spinors in F and P region covered by Kasner coordinates. The line element of the F(P) region is

\[
F \text{ region } : \ d \xi^2 = e^{2\alpha P} \, d\xi^2 - d\xi^2 - dy^2 - e^{2\alpha P} \, d\xi^2, \tag{39}
\]

\[
P \text{ region } : \ d \xi^2 = e^{-2\alpha P} \, d\xi^2 - d\xi^2 - dy^2 - e^{-2\alpha P} \, d\xi^2, \tag{40}
\]

with local coordinates defined by Eqs. (8) and (9). Using the property of the gamma matrices in Minkowski spacetime, \((\gamma^0)^2 = 1 \) and \((\gamma^1)^2 = (\gamma^2)^2 = (\gamma^3)^2 = -1\), we have the gamma matrices in the F(P) region \( \gamma_{F(P)} \) as

\[
F \text{ region } : \ \gamma^0_F = e^{\alpha P} \gamma^0, \quad \gamma^1_F = \gamma^1, \quad \gamma^2_F = \gamma^2, \quad \gamma^3_F = e^{\alpha P} \gamma^3, \tag{41}
\]

\[
P \text{ region } : \ \gamma^0_P = e^{\alpha P} \gamma^0, \quad \gamma^1_P = \gamma^1, \quad \gamma^2_P = \gamma^2, \quad \gamma^3_P = e^{\alpha P} \gamma^3. \tag{42}
\]

The spin connection is given as

\[
F \text{ region } : \ \Gamma_\mu = \text{diag} \left( 0, 0, 0, \frac{a}{2} \gamma^0 \gamma^3 \right), \tag{43}
\]

\[
P \text{ region } : \ \Gamma_\mu = \text{diag} \left( 0, 0, 0, -\frac{a}{2} \gamma^0 \gamma^3 \right). \tag{44}
\]

The Dirac equation takes the following form:

\[
F \text{ region } : \left[ \frac{\partial}{\partial \xi^P} + ie^{\alpha P}(\alpha_1 \frac{\partial}{\partial x} + \alpha_2 \frac{\partial}{\partial y}) + i\alpha_3 \frac{\partial}{\partial \xi^P} + i\frac{a}{2} - e^{\alpha P} \beta M \right] \psi^{n(F)}_{\omega,k_{\perp}} = 0, \tag{45}
\]

\[
P \text{ region } : \left[ i \frac{\partial}{\partial \xi^P} + e^{-\alpha P}(\alpha_1 \frac{\partial}{\partial x} + \alpha_2 \frac{\partial}{\partial y}) + i\alpha_3 \frac{\partial}{\partial \xi^P} - i\frac{a}{2} - e^{-\alpha P} \beta M \right] \psi^{n(P)}_{\omega,k_{\perp}} = 0. \tag{46}
\]
We describe the ansatz for four spinors of the Dirac equation in Kasner spacetime as

\[ \psi_\omega^{\Xi,n(\theta)}(\eta_\omega, \zeta_\omega, \mathbf{x}_\bot) \equiv \psi_\omega^{\Xi,n(\theta)}(\eta_\omega) \, e^{i k_\omega \cdot \mathbf{x}_\bot} \, e^{-i \omega \eta_\omega}, \]

where \( \Theta \) means “F” or “P”. We distinguish two different orthonormal bases of the solution by the label “\( \Xi \)” which denote “M” or “K”. The label “M” denotes the Minkowski mode, which is clearly expressed with Hankel functions where \( \Theta \) means “F” or “P”. We distinguish two different orthonormal bases of the solution by the label “\( \Xi \)” which denote “M” or “K”. The label “M” denotes the Minkowski mode, which is clearly expressed with Hankel functions.

By combining these simultaneous equations, we obtain the following second order equations:

F region : \[ \frac{1}{a^2} \frac{\partial^2}{\partial \eta^2} \chi_1^{(2), \omega}(x) = - \frac{k^2}{a^2} e^{2 a \eta} + \frac{\omega^2}{a^2} \chi_1^{(2), \omega}(x) = \frac{i \omega}{a} \, \sigma^3 \chi_1^{(2), \omega}(x), \]

P region : \[ \frac{1}{a^2} \frac{\partial^2}{\partial \eta^2} \chi_2^{(1), \omega}(x) = - \frac{k^2}{a^2} e^{-2 a \eta} + \frac{\omega^2}{a^2} \chi_2^{(1), \omega}(x) = \frac{i \omega}{a} \, \sigma^3 \chi_2^{(1), \omega}(x). \]
In order to obtain two independent equations from simultaneous equations (54), we define:

$$\phi_{\pm, \omega, k_z}^{\Xi, n(\theta)}(\eta_\theta) = \chi_{1, \omega, k_z}^{\Xi, n(\theta)} \mp \chi_{2, \omega, k_z}^{\Xi, n(\theta)} = \left( \frac{\theta_{\pm, \omega, k_z}^{\Xi, n(\theta)}}{\chi_{\pm, \omega, k_z}^{\Xi, n(\theta)}}(\eta_\theta) \right).$$

(56)

The signature ± influences the auxiliary variable in the Bessel function, which constructs the solutions, as is shown later. By using this equation in Eq. (53) we find

$$f_{\Xi, n(\theta)}^{\Xi, n(\theta)} = \frac{1}{2} \left( \begin{array}{c} \Xi_{\pm, \omega, k_z} \Xi_{\pm, n(\theta)} + \Xi_{\pm, \omega, k_z} \Xi_{\pm, n(\theta)} \\ \Xi_{\pm, \omega, k_z} \Xi_{\pm, n(\theta)} + \Xi_{\pm, \omega, k_z} \Xi_{\pm, n(\theta)} \\ \Xi_{\pm, \omega, k_z} \Xi_{\pm, n(\theta)} + \Xi_{\pm, \omega, k_z} \Xi_{\pm, n(\theta)} \\ \Xi_{\pm, \omega, k_z} \Xi_{\pm, n(\theta)} + \Xi_{\pm, \omega, k_z} \Xi_{\pm, n(\theta)} \end{array} \right).$$

(57)

Equation (54) written in terms of $\phi_{\pm, \omega, k_z}^{\Xi, n(\theta)}(\eta_\theta)$ is

F region : $\frac{1}{a^2} \frac{\partial^2}{\partial \eta^2} \phi_{\pm, \omega, k_z}^{\Xi, n(F)}(\eta_\theta) = -\left[ \frac{\kappa^2}{a^2} F e^{2a\eta} - \frac{1}{4} + \frac{\omega^2}{a^2} \right] \Xi_{\pm, \omega, k_z}^{\Xi, n(F)}(\eta_\theta) \pm \frac{i\omega}{a} \phi_{\pm, \omega, k_z}^{\Xi, n(F)}(\eta_\theta),$}

(58)

P region : $\frac{1}{a^2} \frac{\partial^2}{\partial \eta^2} \phi_{\pm, \omega, k_z}^{\Xi, n(P)}(\eta_\theta) = -\left[ \frac{\kappa^2}{a^2} F e^{-2a\eta} - \frac{1}{4} + \frac{\omega^2}{a^2} \right] \Xi_{\pm, \omega, k_z}^{\Xi, n(P)}(\eta_\theta) \mp \frac{i\omega}{a} \phi_{\pm, \omega, k_z}^{\Xi, n(P)}(\eta_\theta).$

(59)

Then, we obtain the differential equations,

F region : \[
\begin{align*}
\frac{1}{a^2} \frac{\partial^2}{\partial \eta^2} \Xi_{\pm, \omega, k_z}^{\Xi, n(F)}(\eta_\theta) & = -\left[ \frac{\kappa^2}{a^2} F e^{2a\eta} + \frac{1}{4} + \frac{\omega^2}{a^2} \right] \Xi_{\pm, \omega, k_z}^{\Xi, n(F)}(\eta_\theta) + \frac{i\omega}{a} \phi_{\pm, \omega, k_z}^{\Xi, n(F)}(\eta_\theta), \\
\frac{1}{a^2} \frac{\partial^2}{\partial \eta^2} \Xi_{\pm, \omega, k_z}^{\Xi, n(P)}(\eta_\theta) & = -\left[ \frac{\kappa^2}{a^2} F e^{-2a\eta} + \frac{1}{4} + \frac{\omega^2}{a^2} \right] \Xi_{\pm, \omega, k_z}^{\Xi, n(P)}(\eta_\theta) - \frac{i\omega}{a} \phi_{\pm, \omega, k_z}^{\Xi, n(P)}(\eta_\theta),
\end{align*}
\]

(60)

P region : \[
\begin{align*}
\frac{1}{a^2} \frac{\partial^2}{\partial \eta^2} \Xi_{\pm, \omega, k_z}^{\Xi, n(F)}(\eta_\theta) & = -\left[ \frac{\kappa^2}{a^2} F e^{2a\eta} + \frac{1}{4} + \frac{\omega^2}{a^2} \right] \Xi_{\pm, \omega, k_z}^{\Xi, n(F)}(\eta_\theta) + \frac{i\omega}{a} \phi_{\pm, \omega, k_z}^{\Xi, n(F)}(\eta_\theta), \\
\frac{1}{a^2} \frac{\partial^2}{\partial \eta^2} \Xi_{\pm, \omega, k_z}^{\Xi, n(P)}(\eta_\theta) & = -\left[ \frac{\kappa^2}{a^2} F e^{-2a\eta} + \frac{1}{4} + \frac{\omega^2}{a^2} \right] \Xi_{\pm, \omega, k_z}^{\Xi, n(P)}(\eta_\theta) - \frac{i\omega}{a} \phi_{\pm, \omega, k_z}^{\Xi, n(P)}(\eta_\theta),
\end{align*}
\]

(61)

which can be solved in terms of the Bessel and related functions. The solutions of these equations can be written in terms of the Bessel functions as

F region : \[
\begin{align*}
\theta_{\pm, \omega, k_z}^{\Xi, n(F)} & = c_5^{(F)} J_{[\omega]/a/1/2}(\eta_\theta), & \theta_{\omega, k_z}^{\Xi, n(F)} & = c_6^{(F)} J_{[\omega]/a/1/2}(\eta_\theta), \\
\theta_{\omega, k_z}^{\Xi, n(F)} & = c_7^{(F)} J_{[\omega]/a/1/2}(\eta_\theta), & \theta_{\omega, k_z}^{\Xi, n(F)} & = c_8^{(F)} J_{[\omega]/a/1/2}(\eta_\theta),
\end{align*}
\]

(62)

P region : \[
\begin{align*}
\theta_{\pm, \omega, k_z}^{\Xi, n(F)} & = c_5^{(P)} J_{[\omega]/a/1/2}(\eta_\theta), & \theta_{\omega, k_z}^{\Xi, n(F)} & = c_6^{(P)} J_{[\omega]/a/1/2}(\eta_\theta), \\
\theta_{\omega, k_z}^{\Xi, n(F)} & = c_7^{(P)} J_{[\omega]/a/1/2}(\eta_\theta), & \theta_{\omega, k_z}^{\Xi, n(F)} & = c_8^{(P)} J_{[\omega]/a/1/2}(\eta_\theta),
\end{align*}
\]

(63)

or the Hankel function of the second/first kind as

F region : \[
\begin{align*}
\theta_{\pm, \omega, k_z}^{\Xi, n(F)} & = c_5^{(F)} H_{[\omega]/a/1/2}^{(2)}(\eta_\theta), & \theta_{\omega, k_z}^{\Xi, n(F)} & = c_6^{(F)} H_{[\omega]/a/1/2}^{(2)}(\eta_\theta), \\
\theta_{\omega, k_z}^{\Xi, n(F)} & = c_7^{(F)} H_{[\omega]/a/1/2}^{(2)}(\eta_\theta), & \theta_{\omega, k_z}^{\Xi, n(F)} & = c_8^{(F)} H_{[\omega]/a/1/2}^{(2)}(\eta_\theta),
\end{align*}
\]

(64)

P region : \[
\begin{align*}
\theta_{\pm, \omega, k_z}^{\Xi, n(F)} & = c_5^{(P)} H_{[\omega]/a/1/2}^{(1)}(\eta_\theta), & \theta_{\omega, k_z}^{\Xi, n(F)} & = c_6^{(P)} H_{[\omega]/a/1/2}^{(1)}(\eta_\theta), \\
\theta_{\omega, k_z}^{\Xi, n(F)} & = c_7^{(P)} H_{[\omega]/a/1/2}^{(1)}(\eta_\theta), & \theta_{\omega, k_z}^{\Xi, n(F)} & = c_8^{(P)} H_{[\omega]/a/1/2}^{(1)}(\eta_\theta),
\end{align*}
\]

(65)

where

$$q_F = \frac{K}{a} e^{a\eta}, \quad q_p = \frac{K}{a} e^{-a\eta}.$$

(66)

Here, we have defined $\varpi = \text{sgn}(\omega) = \frac{\varpi}{|\varpi|}$. Each of these two sets of solutions form the “positive frequency” subspace of solutions. (See, e.g., Ref. [28] for an explanation of the “positive frequency” subspace of solutions.) Again, the set
of coefficients are not arbitrary, and there are only two linearly independent spinors. We use the following formula to derive the relations between the coefficients in Eq. (63) and (65) from the Dirac equation (51):

\[ x \frac{d}{dx} Z_\nu(x) = \pm x Z_{\nu \mp 1}(x) \mp \nu Z_\nu(x), \]

(67)

where \( Z_\nu(x) = J_\nu(x) \), \( H_\nu^{(1)}(x) \) or \( H_\nu^{(2)}(x) \).

Similarly to the case of the R(L) region, we express the solutions in the following form:

\[ f_{\omega, k_{\perp}}^{\Xi, n(\theta)}(\eta_0) = A_{\omega, k_{\perp}}^{\Xi, n(\theta)} S_{\omega, k_{\perp}}^{\Xi, n(\theta)}(\eta_0). \]

(68)

We note that \( A_{\omega, k_{\perp}}^{\Xi(\theta)} \) is a real and positive constant which is determined by orthonormality condition (60), and \( S_{\omega, k_{\perp}}^{\Xi, n(\theta)}(\eta_0) \) is the spinor which specify the spin state. With Bessel function \( J_\nu(x) \), we can describe linearly independent and orthogonal spinors can be chosen as follows:

\[
F \text{ region : } S_{\omega, k_{\perp}}^{K, n(F)}(\eta_F) = \left( i^{n+F} \right) J_{-|\omega/a|+1/2}(q_F) - \omega S_{k_{\perp}}^{-(n+F)} J_{|\omega/a-1/2}(q_F), \]

(69)

\[
P \text{ region : } S_{\omega, k_{\perp}}^{K, n(P)}(\eta_P) = \left( i^{n+P} \right) J_{|\omega/a|+1/2}(q_P) + \omega S_{k_{\perp}}^{-(n+P)} J_{|\omega/a-1/2}(q_P). \]

(70)

We note that \( s_{k_{\perp}}^{(\pm,n)} \) and \( s_{k_{\perp}}^{(\pm,d)} \) are already defined by Eq. (31) in the previous subsection [1A]. The normalization constant is

\[ A_{\omega, k_{\perp}}^{K(F)} = A_{\omega, k_{\perp}}^{K(P)} = \frac{1}{2\pi} \sqrt{\frac{\kappa}{8a \cosh \pi \omega/a}}. \]

(71)

We used the formula \( J_\nu(z)J_{\nu+1}(z) + J_{-\nu-1}(z)J_{-\nu}(z) = 2 \sin(\nu \pi)/(\pi z) \) to determine the normalization constant. These spinors may be called the Kasner mode in the F(P)-region since it is derived as the solution of Kasner regions, and they construct an orthonormal basis. We can say that these are Rindler modes since we verify that these spinors are virtually connected to Rindler modes in the R and L regions later. We note that \( \omega \) is the energy in the R(L) region satisfying \( \omega > 0 \), while \( \omega \) is a momentum-like variable in the F(P) region, which can take all real values. A linearly independent and orthogonal set of two solutions in the F(P) region, given in terms of the Hankel function of the second kind can be described as

\[
F \text{ region : } S_{\omega, k_{\perp}}^{M, n(F)}(\eta_F) = -i \left( s_{k_{\perp}}^{(+n)} J_{\mp|\omega/a|+1/2}(q_F) - \omega s_{k_{\perp}}^{(-n)} J_{\mp|\omega/a-1/2}(q_F), \right) \]

(72)

\[
P \text{ region : } S_{\omega, k_{\perp}}^{M, n(P)}(\eta_P) = \left( i^{n+P} \right) J_{\mp|\omega/a|+1/2}(q_P) - \omega \left[ s_{k_{\perp}}^{-(n+P)} J_{\mp|\omega/a-1/2}(q_P), \right) \]

(73)

where the normalization constant is

\[ A_{\omega, k_{\perp}}^{M(F)} = A_{\omega, k_{\perp}}^{M(P)} = \frac{1}{8\pi} \left| \frac{\kappa}{\pi a} \right| \]

(74)

which is determined from the normalization condition and using the mathematical formula \( H_\nu^{(1)}(z)H_\nu^{(2)}(z) - H_{\nu+1}^{(1)}(z)H_{\nu+1}^{(2)}(z) = 4i/(\pi z) \). Mode functions which construct the normal base with the Hankel functions are called the Minkowski modes (one can find that spinors like Eq. (72) and (73) are certainly the Minkowski mode by the discussion in Sec. [IIA]. Therefore, annihilation operators associated with the mode functions written with the Hankel functions give the Minkowski vacuum state. We may call them Minkowski mode in the F(P) region. Mode expansions by the orthonormal base written with Hankel functions and Bessel function \( J_\nu(x) \) describe the same Dirac field. After using the formula \( J_{-\nu}(z) = \frac{1}{2} [e^{\nu \pi i} H_{\nu}^{(1)}(z) + e^{-\nu \pi i} H_{\nu}^{(2)}(z)] \), \( H_{\nu}^{(1)}(z) = e^{\nu \pi i} H_{\nu}^{(1)}(z) \), \( H_{\nu}^{(2)}(z) = e^{-\nu \pi i} H_{\nu}^{(2)}(z) \) and defining

\[ B_\omega = \sqrt{\frac{1}{2 \cosh \pi \omega/a}}, \]

(75)

one obtain the relations of basis of solutions in terms of the Bessel functions and Hankel functions as follows,

\[ S_{\omega, k_{\perp}}^{K, n(\theta)}(\eta_0) = e^{\pi i \omega/2 \omega} S_{\omega, k_{\perp}}^{M, n(\theta)}(\eta_0) = \frac{1}{2} \left( S_{\omega, k_{\perp}}^{M, n(\theta)} \right)^C(\eta_0), \]

(76)

i.e.

\[ \psi_{\omega, k_{\perp}}^{K, n(\theta)} = B_\omega \left[ e^{\frac{\pi i \omega}{2 \omega}} \psi_{\omega, k_{\perp}}^{M, n(\theta)} - e^{\frac{-\pi i \omega}{2 \omega}} \left( \psi_{\omega, k_{\perp}}^{M, n(\theta)} \right)^C \right], \]

(77)
for $-\infty < \omega < \infty$. These relations are nothing but the Bogoliubov transformation because the spinor is associated with the annihilation operator in the mode expansion, and the annihilation operator defines the vacuum state. Thus, we can express the Bogoliubov transformation in terms of the spinors, operators, and quantum states with the static deformation. After plugging Eq. (77) into the second line of Eq. (78), we find

$$
\sum_{n=u,d} \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} d^2 k_\perp \left( a_{\omega,k_\perp}^\dagger (M,n(\omega)) M,n(\omega) + b_{\omega,k_\perp}^\dagger (\psi_{\omega,k_\perp}) \right)
= \sum_{n=u,d} \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} d^2 k_\perp B_\omega \left[ \left( \psi_{\omega,k_\perp} M,n(\omega) \right) \right] + \left( \psi_{\omega,k_\perp} d^2 K,\pi(\omega) \right) \right] \left( \psi_{\omega,k_\perp} \right) \right] C \right] .
$$

The comparison between coefficients of mode functions in the first line and the second line indicates the following relation of operators:

$$
\hat{a}_{\omega,k_\perp}^\dagger = B_\omega \left( \psi_{\omega,k_\perp} M,n(\omega) \right) \right] C \right] ,
$$

(78)

$$
\hat{b}_{\omega,k_\perp}^\dagger = B_\omega \left( \psi_{\omega,k_\perp} M,n(\omega) \right) \right] C \right] .
$$

(79)

These formulas can be derived by using the orthonormality of spinors defined with Dirac inner product as following. We note that there is another way to derive the Bogoliubov transformation, which uses the orthonormality of spinors in the mode expansion. This procedure can be found in other literature (see, e.g. [24, 27]). Here, we briefly review the derivation of the Bogoliubov transformation of operator with orthonormality condition [50] and confirm the consistency.

$$
\hat{a}_{\omega,k_\perp}^\dagger = \left( \psi_{\omega,k_\perp} M,n(\omega) \right) \right] C \right] ,
$$

(80)

Thus, Bogoliubov coefficients are derived as the following Dirac inner product:

$$
\left( \psi_{\omega,k_\perp} M,n(\omega) \right) \right] C \right] = \psi_{\omega,k_\perp} \left( M,n(\omega) \right) \right] C \right] + \psi_{\omega,k_\perp} \left( M,n(\omega) \right) \right] C \right] ,
$$

(81)

$$
\left( \psi_{\omega,k_\perp} M,n(\omega) \right) \right] C \right] D = \psi_{\omega,k_\perp} \left( M,n(\omega) \right) \right] C \right] D ,
$$

(82)

$$
\left( \psi_{\omega,k_\perp} M,n(\omega) \right) \right] C \right] D = \psi_{\omega,k_\perp} \left( M,n(\omega) \right) \right] C \right] D ,
$$

(83)

$$
\left( \psi_{\omega,k_\perp} M,n(\omega) \right) \right] C \right] D = \psi_{\omega,k_\perp} \left( M,n(\omega) \right) \right] C \right] D ,
$$

(84)

$$
\left( \psi_{\omega,k_\perp} M,n(\omega) \right) \right] C \right] D = \psi_{\omega,k_\perp} \left( M,n(\omega) \right) \right] C \right] D ,
$$

(85)

where $B_\omega = \left[ 2 \cosh \left( \pi \omega / a \right) \right]^{-1/2}$. In the calculus of these inner product, the formulae: $J_\nu(z) H^{(1)}_{\nu+1}(z) - J_{\nu+1}(z) H^{(1)}_{\nu}(z) = -2i/\pi z$, $J_\nu(z) H^{(2)}_{\nu+1}(z) - J_{\nu+1}(z) H^{(2)}_{\nu}(z) = 2i/\pi z$, may be helpful. By plugging these inner product into the previous relations Eqs. (81), (82), we obtain the Bogoliubov transformation which are exactly the same form as Eqs. (78) and (79).

### III. ANALYTIC CONTINUATION OF THE SPINORS

In this section, we demonstrate the procedure of analytic continuation of the spinor solutions. Namely, we clarify how the solutions in the four regions of Minkowski spacetime are related to one another. The procedure is almost the same as that for a scalar field, as demonstrated in Ref. [20]. An additional process is necessary to the spinor field as demonstrated in Appendix A.
A. Positive frequency modes for the Minkowski vacuum in the Kasner regions

We first demonstrate that the solutions for the Dirac equation in the F region in terms of the Hankel function of the second kind are indeed the positive-frequency modes for the Minkowski vacuum state. We start from the following positive-frequency solutions in the standard coordinate system in the Dirac representation with momentum $k$:

$$\psi_k^{M,n} = u_k^{(n)} e^{-i k_0 t + i k \cdot x}, \quad n = u, d,$$

(86)

where

$$ u_k^{(u)} = \frac{1}{\sqrt{2(k_0 - k_3)}} \begin{pmatrix} m + k_0 - k_3 \\ - (k_1 + i k_2) \\ m - k_0 + k_3 \\ k_1 + i k_2 \end{pmatrix}, \quad u_k^{(d)} = \frac{1}{\sqrt{2(k_0 - k_3)}} \begin{pmatrix} k_1 - i k_2 \\ m + k_0 - k_3 \\ k_1 - i k_2 \\ - m + k_0 - k_3 \end{pmatrix}. \quad (87) $$

Here, $k_0, k_1, k_2, k_3$ are the contravariant components, i.e., they are the 4-momentum components with the upper indices. These solutions satisfy the following normalization conditions:

$$ \langle \psi_k^{M,n}, \psi_k'^{M,n'} \rangle_{D} = \int d^3 x \psi_k^{M,n \dagger} \psi_k^{M,n'} = 2 k_0 (2\pi)^3 \delta^{nn'} \delta(k - k'). $$

Next we define the global-defined solutions

$$ \psi_{\omega, k}^{M,n} = \frac{i^{1/2}}{\sqrt{2(2\pi)^3}} \int_{-\infty}^{\infty} \frac{dk_3}{k_0} \left( \frac{k_0 + k_3}{k_0 - k_3} \right)^{-i\omega/2a} u_k^{(n)} e^{-i k_0 t + i k \cdot x}. $$

(88)

Here the parameter $\omega$ takes any real value. We change the integration variable from $k_3$ to the rapidity,

$$ \theta = \frac{1}{2} \log \frac{k_0 + k_3}{k_0 - k_3}. $$

(90)

Then these solutions can be written as

$$ \psi_{\omega, k}^{M,n}(t, z, x_\perp) = \left[ \psi_{k, +}^{(+, u)} F_{\omega, k}^{(+)}(t, z) + \psi_{k, -}^{(-, u)} F_{\omega, k}^{(-)}(t, z) \right] e^{ik_\perp x_\perp}, $$

(91)

where

$$\psi_{k, +}^{(+, u)} = \frac{1}{8\pi^2 \sqrt{\alpha \kappa}} \left( \kappa, 0, -\kappa, 0 \right)^T = \frac{1}{8\pi^2} \sqrt{\frac{\kappa}{\alpha}} s_{k, +}^{(+, u)},$$

(92)

$$\psi_{k, -}^{(-, u)} = \frac{1}{8\pi^2 \sqrt{\alpha \kappa}} \left( m, -(k_1 + i k_2), m, k_1 + i k_2 \right)^T = - \frac{i}{8\pi^2} \sqrt{\frac{\kappa}{\alpha}} s_{k, -}^{(-, u)},$$

(93)

$$\psi_{k, +}^{(+, d)} = \frac{1}{8\pi^2 \sqrt{\alpha \kappa}} \left( 0, \kappa, 0, \kappa \right)^T = \frac{i}{8\pi^2} \sqrt{\frac{\kappa}{\alpha}} s_{k, +}^{(+, d)},$$

(94)

$$\psi_{k, -}^{(-, d)} = \frac{1}{8\pi^2 \sqrt{\alpha \kappa}} \left( k_1 - i k_2, m, k_1 - i k_2, -m \right)^T = \frac{1}{8\pi^2} \sqrt{\frac{\kappa}{\alpha}} s_{k, -}^{(-, d)},$$

(95)

and

$$ F_{\omega, k}^{(\pm)}(t, z) = i^{1/2} \int_{-\infty}^{\infty} d\theta e^{-(i\omega/\alpha \pm 1/2)\theta} \exp \left( -i(\kappa \cosh \theta)t + i(\kappa \sinh \theta)z \right). $$

(96)

The solutions $\psi_{\omega, k}^{M,n}$ are normalized as

$$ \langle \psi_{\omega, k}^{M,n}, \psi_{\omega', k'}^{M,n'} \rangle_{D} = \delta^{nn'} \delta(\omega - \omega') \delta(k_\perp - k'_\perp). $$

(97)

We note that the charge conjugation of the spinor $\Psi$ is defined by $\Psi^C = i\gamma^2 \Psi^\ast$. 
It is useful for later purposes to discuss some properties of the constant spinors \( v^{(\pm,n)}_{k,\pm} \). By defining \( \pi = d \) and \( \bar{d} = u \), we find
\begin{align}
v^{(\pm,n)}_{k,\pm} &= v^{(\mp,\mp)}_{k,\pm}, \\
v^{(\pm,n)}_{k,\pm} &= -v^{(\mp,\mp)}_{k,\pm}.
\end{align}
(98)
(99)

We also note that \( \alpha_3 v^{(\pm,n)}_{k,\pm} = \mp v^{(\pm,n)}_{k,\pm} \). Hence
\[ \exp(b \alpha_3) v^{(\pm,n)}_{k,\pm} = \exp(\mp b) v^{(\pm,n)}_{k,\pm}, \]
(100)
for any number \( b \). It is also useful to note that the multiplication by \( \exp(b \alpha_3) \) and the charge conjugation commute because \( [\alpha_3, \gamma^2_M] = 0 \) and because \( \alpha_3 \) is a real matrix.

It is now straightforward to express the solutions \( \Psi_{M,n}^{\omega,k,\pm} \) in each four regions. We start with the F and P regions. We first find the functions \( F^{(\pm)}_{\omega,k,\pm} \) defined by Eq. (96) by substituting \((t, z) = (a^{-1} e^{a\nu} \cosh a\zeta_P, a^{-1} e^{a\nu} \sinh a\zeta_P)\) in the F region and \((t, z) = (a^{-1} e^{-a\nu} \cosh a\zeta_P, a^{-1} e^{-a\nu} \sinh a\zeta_P)\) in the P region and by using the following formulas (8.421 of Ref. [29]):
\[ \int_{-\infty}^{\infty} e^{-ix \cosh \theta - \nu \theta} d\theta = -\pi i e^{-\nu \pi i/2} H^{(2)}_{\nu}(x), \]
(101)
\[ \int_{-\infty}^{\infty} e^{ix \cosh \theta - \nu \theta} d\theta = \pi e^{-\nu \pi i/2} H^{(1)}_{\nu}(x), \]
(102)
for \(|Re \nu| < 1 \) and \( x \) real. We also used the fact that \( e^{-\nu \pi i/2} H^{(1)}_{\nu}(x) \) is even in \( \nu \) in Eq. (102). Let the function \( F^{(\pm)}_{\omega,k,\pm} \) in the F and P regions be denoted by \( F^{(F,\pm)}_{\omega,k,\pm} \) and \( F^{(P,\pm)}_{\omega,k,\pm} \) respectively. Then, we find
\[ F^{(F,\pm)}_{\omega,k,\pm} = -i \pi e^{\pi \omega/2 a} e^{-i \omega \nu} e^{-a \nu \theta/2} H^{(2)}_{\nu}(t, z), \]
(103)
\[ F^{(P,\pm)}_{\omega,k,\pm} = \pi e^{\pi \omega/2 a} e^{-i \omega \nu} e^{a \nu \theta/2} H^{(2)}_{\nu}(t, z), \]
(104)
\[ F^{(P,+)}_{\omega,k,\pm} = i \pi e^{\pi \omega/2 a} e^{-i \omega \nu} e^{a \nu \theta/2} H^{(1)}_{-\nu/a-1/2}(t, z), \]
(105)
\[ F^{(P,-)}_{\omega,k,\pm} = -\pi e^{\pi \omega/2 a} e^{i \omega \nu} e^{-a \nu \theta/2} H^{(1)}_{-\nu/a+1/2}(t, z). \]
(106)

The \( \gamma \)-matrices for the spinor components obtained by substituting Eqs. (103)–(106) into Eq. (112) correspond to the cartesian coordinates. As discussed in Appendix A these spinors expressed in the coordinate systems used for the F and P regions, denoted by \( \Psi^{M,n}_{\omega,k,\pm}(F) \) and \( \Psi^{M,n}_{\omega,k,\pm}(P) \), respectively, are
\[ \Psi^{M,n}_{\omega,k,\pm}(F) = e^{-a \nu \theta/2} \Psi^{M,n}_{\omega,k,\pm}(F^{(F,\pm)}_{\omega,k,\pm}) \]
\[ = \left[ v^{(\pm,n)}_{k,\pm} e^{a \nu \theta/2} F^{(F,+)}_{\omega,k,\pm}(t, z) + v^{(-,n)}_{k,\pm} e^{-a \nu \theta/2} F^{(F,-)}_{\omega,k,\pm}(t, z) \right] e^{i k, \pm(1)}, \]
(107)
\[ \Psi^{M,n}_{\omega,k,\pm}(P) = e^{a \nu \theta/2} \Psi^{M,n}_{\omega,k,\pm}(F^{(F,\pm)}_{\omega,k,\pm}) \]
\[ = \left[ v^{(\pm,n)}_{k,\pm} e^{-a \nu \theta/2} F^{(P,+)}_{\omega,k,\pm}(t, z) + v^{(-,n)}_{k,\pm} e^{a \nu \theta/2} F^{(P,-)}_{\omega,k,\pm}(t, z) \right] e^{i k, \pm(1)}, \]
(108)
where we have used Eq. (100). Here, by using the formulas, \( H^{(2)}_{\nu}(x) = e^{\nu \pi i/2} H^{(2)}_{\nu}(x) \) and \( H^{(1)}_{\nu}(x) = e^{-\nu \pi i/2} H^{(1)}_{\nu}(x) \), we obtain
\[ \Psi^{M,n}_{\omega,k,\pm}(F) = \pi e^{\pi \omega/2 a} e^{-i \omega \nu} \left[ -v^{(\pm,n)}_{k,\pm} H^{(2)}_{\nu/a+1/2}(q, p) + v^{(-,n)}_{k,\pm} H^{(2)}_{\nu/a-1/2}(q, p) \right] e^{i k, \pm(1)} \]
\[ = \pi e^{\pi \omega/2 a} e^{-i \omega \nu} \left[ v^{(\pm,n)}_{k,\pm} H^{(2)}_{\nu/a+1/2}(q, p) - v^{(-,n)}_{k,\pm} H^{(2)}_{\nu/a-1/2}(q, p) \right] e^{i k, \pm(1)}, \]
(109)
\[ \Psi^{M,n}_{\omega,k,\pm}(P) = -\pi e^{\pi \omega/2 a} e^{i \omega \nu} \left[ -v^{(\pm,n)}_{k,\pm} H^{(1)}_{\nu/a-1/2}(q, p) + v^{(-,n)}_{k,\pm} H^{(1)}_{\nu/a+1/2}(q, p) \right] e^{i k, \pm(1)} \]
\[ = -\pi e^{\pi \omega/2 a} e^{i \omega \nu} \left[ v^{(\pm,n)}_{k,\pm} H^{(1)}_{\nu/a-1/2}(q, p) - v^{(-,n)}_{k,\pm} H^{(1)}_{\nu/a+1/2}(q, p) \right] e^{i k, \pm(1)}. \]
(110)
Hence the charge conjugation is

\[
\Psi_{\omega,-k_\perp}^{M,n}(F) = -\pi e^{-i\omega/2a}e^{-i\omega\tau}\left[-i e^{(+\pi)}H_{\omega/a+1/2}(q) + i e^{(-\pi)}H_{\omega/a-1/2}(q)\right] e^{i\mathbf{k}_\perp \cdot \mathbf{z}_\perp},
\]

(111)

\[
\Psi_{\omega,-k_\perp}^{M,n}(P) = e^{-i\omega/2a}e^{i\omega\tau}\left[-i e^{(+\pi)}H_{\omega/a+1/2}(q) - i e^{(-\pi)}H_{\omega/a-1/2}(q)\right] e^{i\mathbf{k}_\perp \cdot \mathbf{z}_\perp}.
\]

(112)

We note that these results give similar forms as the spinors in Sec. [12], i.e., they are related by

\[
\Psi_{\omega,k_\perp}^{M,n}(F) = \psi_{\omega,k_\perp}^{M,n}(F)(\omega > 0),
\]

(113)

\[
\psi_{\omega,k_\perp}^{M,n}(F)(\omega < 0),
\]

(114)

\[
\psi_{\omega,k_\perp}^{M,n}(F)(\omega > 0),
\]

(115)

\[
\psi_{\omega,k_\perp}^{M,n}(F)(\omega < 0).
\]

(116)

\section{Analytic continuation}

Subsequently, we consider the analytic continuation of the spinors in the F region and the P region into those in the R region and the L region. The coordinate variables of the four regions are related by the analytic continuation in Table I. This table is applicable only for the positive-frequency solutions in Minkowski spacetime. As is shown in the case of the scalar field, one needs to take into account the difference in the analytic properties between the positive frequency and negative frequency modes at the boundaries of the four regions where they are singular [20]. In addition, the components of the spinors analytically continued from one region to another do not satisfy the Dirac equation in the latter region. The reason is that the components of the spinors depend on the tetrads, which are chosen differently in the four regions. We have to consider the continuation of the spinor solutions taking the direction of the tetrads into account, which is explained in Appendix A. This gives an additional complication to make the relation between the spinor solutions in the four regions compared with the case of a scalar field.

Let us express the spinor solutions \(\Psi_{\omega,k_\perp}^{M,n}\) in the R and L regions. We substitute \((t, z) = (a^{-1}e^{\xi_n} \sin a\tau_R, a^{-1}e^{a\xi_n} \cosh a\tau_R)\) in the R region and \((t, z) = (a^{-1}e^{a\xi_n} \sin a\tau_L, a^{-1}e^{a\xi_n} \cosh a\tau_L)\) in the L region into Eq. (96) to find \(F_{\omega,k_\perp}^{(\pm)}\) using 8.432.1 in Ref. [20]:

\[
\int_{-\infty}^{\infty} e^{-i\theta} e^{-x \cosh \theta} d\theta = 2K_{\nu}(x).
\]

(117)

Let the functions \(F_{\omega,k_\perp}^{(\pm)}\) in the R and L regions be denoted by \(F_{\omega,k_\perp}^{(R,\pm)}\) and \(F_{\omega,k_\perp}^{(L,\pm)}\), respectively. Then

\[
F_{\omega,k_\perp}^{(R,\pm)} = \pi e^{+i\omega/2a}e^{-i\omega\tau_R} e^{-a\tau_R/2} K_{\omega/a+1/2}(q),
\]

(118)

\[
F_{\omega,k_\perp}^{(L,\pm)} = \pi e^{-i\omega/2a}e^{-i\omega\tau_L} e^{a\tau_L/2} K_{\omega/a-1/2}(q),
\]

(119)

\[
F_{\omega,k_\perp}^{(R,\pm)} = \pi e^{+i\omega/2a}e^{-i\omega\tau_R} e^{-a\tau_R/2} K_{\omega/a+1/2}(q),
\]

(120)

\[
F_{\omega,k_\perp}^{(L,\pm)} = \pi e^{-i\omega/2a}e^{-i\omega\tau_L} e^{a\tau_L/2} K_{\omega/a-1/2}(q).
\]

(121)

Then the spinors \(\Psi_{\omega,k_\perp}^{M,n}\) can readily be found using Eq. (91). We need to make corrections due to different choices of the \(\gamma\)-matrices, which depends on the tetrad, before comparing them to the solutions found in Sec. II. Thus, we define spinors that can be compared to those found in the R and L regions (see Appendix A) as

\[
\Psi_{\omega,k_\perp}^{M,n}(R) = \exp(-a\tau_R \alpha_3/2) \Psi_{\omega,k_\perp}^{M,n},
\]

(122)

\[
\Psi_{\omega,k_\perp}^{M,n}(L) = \gamma^3 \gamma_5 \exp(a\tau_L \alpha_3/2) \Psi_{\omega,k_\perp}^{M,n},
\]

(123)
respectively. The second expression in Eq. (123) follows because the matrices $\gamma^3 \gamma_5 = \text{diag}(1, -1, -1, 1)$ and $\alpha_3$ anti-commute. Thus, we obtain

\[
\psi_{M, n}^{(R)}(\omega, k) = 2e^{i\pi/2a}e^{-i\omega n} \left[ e^{i\phi_{k, L}^{(+\, n)}} K_{\omega/\alpha + 1/2}(\eta n) + \psi_{k, L}^{(-\, n)} K_{\omega/\alpha - 1/2}(\eta n) \right] e^{ik \cdot x},
\]

\[
\psi_{M, n}^{(L)}(\omega, k) = 2e^{-i\pi/2a}e^{i\omega n} \gamma^3 \gamma_5 \left[ e^{i\phi_{k, L}^{(-\, n)}} K_{\omega/\alpha + 1/2}(\eta n) + \psi_{k, L}^{(+\, n)} K_{\omega/\alpha - 1/2}(\eta n) \right] e^{ik \cdot x}.
\]

We note that the following relation is useful to find relations to the solutions in Sec. II.

\[
\gamma^3 \gamma_5 \psi_{k, L}^{(+\, n)} = \frac{1}{8\pi^2/\alpha k} \left( \kappa, 0, 0 \right) T = -\frac{i}{8\pi^2} \sqrt{\frac{\kappa^3}{\alpha k}} \gamma_{k, L}^{(-\, n)},
\]

\[
\gamma^3 \gamma_5 \psi_{k, L}^{(-\, n)} = \frac{1}{8\pi^2/\alpha k} \left( m, k_1 + ik_2, -m, k_1 + ik_2 \right) T = \frac{1}{8\pi^2} \sqrt{\frac{\kappa^3}{\alpha k} \gamma_{k, L}^{(+\, n)}},
\]

\[
\gamma^3 \gamma_5 \psi_{k, L}^{(+\, d)} = \frac{1}{8\pi^2/\alpha k} \left( 0, -\kappa, 0, \kappa \right) T = \frac{i}{8\pi^2} \sqrt{\frac{\kappa^3}{\alpha k} \gamma_{k, L}^{(-\, d)}},
\]

\[
\gamma^3 \gamma_5 \psi_{k, L}^{(-\, d)} = \frac{1}{8\pi^2/\alpha k} \left( k_1 - ik_2, -m, -(k_1 - ik_2), -m \right) T = -\frac{1}{8\pi^2} \sqrt{\frac{\kappa^3}{\alpha k} \gamma_{k, L}^{(+\, d)}}.
\]

By using Eqs. (98) and (99) we find

\[
\psi_{M, n}^{(R)}(\omega, k) = e^{-i\omega/a} \left( \psi_{M, n}^{(R)}(\omega, k) \right)^C,
\]

\[
\psi_{M, n}^{(L)}(\omega, k) = -e^{i\omega/a} \left( \psi_{M, n}^{(L)}(\omega, k) \right)^C.
\]

Thus, we find that globally-defined solutions $\psi_{M, n}^{(\pm\, \pm)}$ given by Eq. (128) become in the R and L regions

\[
\psi_{M, n}^{(\pm\, \pm)}(\omega, k) \rightarrow \begin{cases} 
\psi_{M, n}^{(R)}(\omega, k), & \omega, k \in \text{R region} \\
\psi_{M, n}^{(L)}(\omega, k), & \omega, k \in \text{L region} 
\end{cases}
\]

and

\[
\psi_{M, n}^{(\pm\, \pm)}(\omega, k) \rightarrow \begin{cases} 
\psi_{M, n}^{(R)}(\omega, k), & \omega, k \in \text{R region} \\
\psi_{M, n}^{(L)}(\omega, k), & \omega, k \in \text{L region} 
\end{cases}
\]

We define the global modes, which are defined in all the regions by analytic continuation and by making the correction due to the difference of the tetrad, by

\[
\psi_{X, n}^{(\pm\, \pm)}(\omega, k) = B_\omega \left( e^{i\omega/2a} \psi_{M, n}^{(\pm\, \pm)}(\omega, k) \right) + e^{-i\omega/2a} \left( \psi_{X, n}^{(\pm\, \pm)}(\omega, k) \right)^C.
\]

with $X = F, P, (R/L)$ to denote different expressions in each region.

In the R and L region, we find that the functions (134) and (135) reduce to

\[
\psi_{\text{R/L}}^{(\pm)}(\omega, k) = \begin{cases} 
\sqrt{1 + e^{-2i\omega/2a}} \psi_{M, n}^{(R)}(\omega, k), & \omega, k \in \text{R region} \\
0, & \omega, k \in \text{L region} 
\end{cases}
\]

and

\[
\psi_{\text{R/L}}^{(\pm)}(\omega, k) = \begin{cases} 
\psi_{M, n}^{(L)}(\omega, k), & \omega, k \in \text{R region} \\
\sqrt{1 + e^{-2i\omega/2a}} \psi_{M, n}^{(L)}(\omega, k), & \omega, k \in \text{L region} 
\end{cases}
\]

We find that these modes yield

\[
\psi_{\text{R/L}}^{(\pm)}(\omega, k) = 2\pi B_\omega e^{-i\omega |\omega|} \left[ e^{i\phi_{k, L}^{(+\, n)}} J_{-(i\omega/\alpha + 1/2)}(q\xi) - e^{i\phi_{k, L}^{(-\, n)}} J_{-(i\omega/\alpha - 1/2)}(q\xi) \right] e^{ik \cdot x},
\]

\[
\psi_{\text{R/L}}^{(\pm)}(\omega, k) = 2\pi B_\omega e^{i\omega |\omega|} \left[ -e^{i\phi_{k, L}^{(-\, n)}} J_{-(i\omega/\alpha + 1/2)}(q\xi) + e^{i\phi_{k, L}^{(+\, n)}} J_{-(i\omega/\alpha - 1/2)}(q\xi) \right] e^{ik \cdot x}.
\]
for $\omega > 0$ and $\omega < 0$, respectively. In the P region, Eqs. 134 and 135 give

$$
\Psi_{\omega, k_{\perp}}^{1,n}(P) = -2\pi B_\omega e^{i|\omega|x'}\left[-i\nu_{k_{\perp}}^{(+,n)} J_{i|\omega|/a-1/2}(qP) + \nu_{k_{\perp}}^{(-,n)} J_{i|\omega|/a+1/2}(qP)\right]e^{ik_{\parallel}x_{\parallel}},
$$

(140)

$$
\Psi_{\omega, k_{\perp}}^{2,n}(P) = -2\pi B_\omega e^{i|\omega|x'}\left[i\nu_{k_{\perp}}^{(+,n)} J_{i|\omega|/a-1/2}(qP) - i\nu_{k_{\perp}}^{(-,n)} J_{i|\omega|/a+1/2}(qP)\right]e^{ik_{\parallel}x_{\parallel}}.
$$

(141)

for $\omega < 0$ and $\omega > 0$, respectively.

### C. Summary of the Analytic continuation

In the previous subsection, we introduced the global modes by Eqs. (134) and (135), whose explicit expressions are given by (136)–(141). The global modes are the solutions analytically continued in the entire region of Minkowski spacetime and corrected the difference due to the tetrad. We find the relations to the solutions found in Sec. II, which are summarized as follows:

$$
\Psi_{\omega, k_{\perp}}^{1,u} = \begin{cases} 
\Psi_{\omega, k_{\perp}}^{1,u}(F) & (\omega > 0) \ F, \\
\Psi_{\omega, k_{\perp}}^{1,u}(R/L) & (\omega > 0) \ R, \\
\Psi_{\omega, k_{\perp}}^{1,u}(P) & (\omega > 0) \ P,
\end{cases}
$$

(142)

and

$$
\Psi_{\omega, k_{\perp}}^{2,u} = \begin{cases} 
\Psi_{\omega, k_{\perp}}^{2,u}(F) & (\omega < 0) \ F, \\
\Psi_{\omega, k_{\perp}}^{2,u}(R/L) & (\omega < 0) \ R, \\
\Psi_{\omega, k_{\perp}}^{2,u}(P) & (\omega < 0) \ P,
\end{cases}
$$

(143)

or equivalently,

$$
\Psi_{\omega, k_{\perp}}^{1,u} = \begin{cases} 
\Psi_{\omega, k_{\perp}}^{1,u}(F) & (\omega > 0) \ F, \\
\Psi_{\omega, k_{\perp}}^{1,u}(R/L) & (\omega > 0) \ R, \\
\Psi_{\omega, k_{\perp}}^{1,u}(P) & (\omega > 0) \ P,
\end{cases}
$$

(144)

We note again that $\Psi_{\omega, k_{\perp}}^{\alpha,n}(X)$ is constructed by the function $\Psi_{\omega, k_{\perp}}^{M,n}$ in Eq. 80, which is globally defined by a linear combination of the positive-frequency modes of the Minkowski coordinates, and by applying the local Lorentz transformation from the local Lorentz frame of the Minkowski coordinates to that in each local coordinates of the regions F, P, L, R, to take the difference of the tetrad into account. Therefore, $\Psi_{\omega, k_{\perp}}^{\alpha,n}(X)$ represents the solutions analytically continued across different region, whose explicit expressions are summarized in Appendix C.

The Dirac field operator in the F region is written as

$$
\bar{\psi}(x) = \sum_{n,a,d} \int_{-\infty}^{\infty} d\omega \int_{-\infty}^{\infty} d^2k_{\perp} \left(\bar{c}_{\omega, k_{\perp}}^{K,n}(F) \bar{\psi}_{\omega, k_{\perp}}^{K,n}(F)(x) + \bar{\psi}_{\omega, k_{\perp}}^{K,n}(F) \sqrt{\text{Vol}(F)}\right)
$$

(145)

$$
= \sum_{n,a,d} \int_{0}^{\infty} d\omega \int_{-\infty}^{\infty} d^2k_{\perp} \left(\bar{c}_{\omega, k_{\perp}}^{K,n}(F) \bar{\psi}_{\omega, k_{\perp}}^{K,n}(F)(x) + \bar{\psi}_{\omega, k_{\perp}}^{K,n}(F) \sqrt{\text{Vol}(F)}\right)
$$

(146)

$$
+ \sum_{n,a,d} \int_{0}^{\infty} d\omega \int_{-\infty}^{\infty} d^2k_{\perp} \left(\bar{c}_{\omega, k_{\perp}}^{K,n}(F) \bar{\psi}_{\omega, k_{\perp}}^{K,n}(F)(x) + \bar{\psi}_{\omega, k_{\perp}}^{K,n}(F) \sqrt{\text{Vol}(F)}\right).
$$

Here, $x$ denotes the coordinate $(t, \mathbf{x})$ in the Minkowski spacetime. From the behaviour of the solution near the Rindler horizon in the F region, we refer $\psi_{\omega, k_{\perp}}^{K,n}(F)(x)$ with $\omega > 0$ and $\psi_{\omega, k_{\perp}}^{K,n}(F)(x)$ with $\omega < 0$ the left-moving wave modes and the right-moving wave modes, respectively. Similarly, we refer $\psi_{\omega, k_{\perp}}^{K,n}(P)(x)$ with $\omega > 0$ and $\psi_{\omega, k_{\perp}}^{K,n}(P)(x)$ with $\omega < 0$ the right-moving wave modes and the left-moving wave modes from the behaviour near the Rindler horizon in the
P region. The results of the analytic continuation show that the left-moving wave modes in the F region and the right-moving wave modes in the P region are analytically continued to the Rindler modes in the R region and to zero in the L region, which are represented by $\psi_{\omega,k_z}^{I,II}$. Furthermore, the right-moving wave modes in the F region and the left-moving wave modes in the P region are analytically continued to the Rindler modes in the L region and to zero in the R region, which are represented by $\psi_{\omega,k_z}^{I,II}$. Thus, the expression of the Dirac field operator (146) can be extended to the entire region of Minkowski spacetime as

$$\tilde{\psi}(x) = \sum_{\sigma=I,II} \sum_{n=0,1} \int_0^\infty d\omega \int_{-\infty}^\infty d^2k_\perp \left( \tilde{c}^{\sigma,n}_{\omega,k_\perp} \psi^{\sigma,n}_{\omega,k_\perp}(x) + \tilde{d}^{\sigma,n\dagger}_{\omega,k_\perp} \psi^{\sigma,n\dagger}_{\omega,k_\perp}(x) \right) \chi,$$

(147)

where the mode functions characterized by the index “I” and “II” are defined by Eqs. (142) and (144), and the creation and the annihilation operator satisfy the anti-commutation relations

$$\{ \tilde{c}^{\sigma,n}_{\omega,k_\perp}, \tilde{c}^{\sigma',n'\dagger}_{\omega,k_\perp} \} = \{ \tilde{d}^{\sigma,n}_{\omega,k_\perp}, \tilde{d}^{\sigma',n'\dagger}_{\omega,k_\perp} \} = \delta(\omega - \omega') \delta(k_\perp - k'_\perp) \delta_{nn'} \delta_{\sigma\sigma'},$$

(148)

with all other anti-commutators vanishing. Comparing the expressions of the Dirac field operator, Eqs. (146) and (147) with the use of the expressions (142) and (144), we have the following relations in the F region

$$\begin{align*}
\tilde{c}^{K,u}_{\omega,k_\perp} & = \tilde{c}^{L,u}_{\omega,k_\perp}, \\
\tilde{d}^{K,u}_{\omega,k_\perp} & = \tilde{d}^{L,u}_{\omega,k_\perp}, \\
\tilde{c}^{K,d}_{\omega,k_\perp} & = \tilde{c}^{L,d}_{\omega,k_\perp}, \\
\tilde{d}^{K,d}_{\omega,k_\perp} & = \tilde{d}^{L,d}_{\omega,k_\perp},
\end{align*}$$

(149)

and in the P region

$$\begin{align*}
\tilde{c}^{K,u}_{\omega,k_\perp} & = \tilde{c}^{L,u}_{\omega,k_\perp}, \\
\tilde{d}^{K,u}_{\omega,k_\perp} & = \tilde{d}^{L,u}_{\omega,k_\perp}, \\
\tilde{c}^{K,d}_{\omega,k_\perp} & = \tilde{c}^{L,d}_{\omega,k_\perp}, \\
\tilde{d}^{K,d}_{\omega,k_\perp} & = \tilde{d}^{L,d}_{\omega,k_\perp},
\end{align*}$$

(150)

FIG. 2: Relations of the mode functions in each region. This figure shows the equivalence of $\Psi_{\omega,k_z}^{I,n(F)}$ (left-moving wave modes in the F region), $\Psi_{\omega,k_z}^{I,n(R/L)}$ (right Rindler modes), and $\Psi_{\omega,k_z}^{I,n(P)}$ (right-moving wave modes in the P region). Similarly, $\Psi_{\omega,-k_z}^{II,n(F)}$ (right-moving wave modes in the F region), $\Psi_{\omega,-k_z}^{II,n(R/L)}$ (left Rindler modes), and $\Psi_{\omega,-k_z}^{II,n(P)}$ (left-moving wave modes in the P region) are equivalent.
IV. EXPRESSION OF THE MINKOWSKI VACUUM STATE AND THE UNRUH EFFECT

The Minkowski vacuum state of a scalar field is described by an entangled state (see e.g. [20], cf. [30] for the gravitational wave). We focus on the Minkowski vacuum state of a Dirac field using the analytic continuation-property of the general 4-dimensional Dirac spinor developed in the previous section. We first focus on the vacuum structure in Kasner regions, which can be extended to the entire region of the Minkowski spacetime. We also discuss the Unruh effect of the Dirac field after discussing the description of the Minkowski vacuum.

In order to derive the Minkowski vacuum state for the Dirac field as an entangled state, we start with adopting the anzatz for the Minkowski vacuum state

$$|0^M\rangle = \prod_{\omega \geq 0} \prod_{\mathbf{k}_\perp} |0_{\omega, \mathbf{k}_\perp}^{M,n}\rangle$$  \hspace{1cm} (151)$$

in Kasner regions with

$$|0_{\omega, \mathbf{k}_\perp}^{M,n}\rangle = \sum_{\ell=0}^{1} C_\ell |K_{\omega, \mathbf{k}_\perp}^{n,(\ell)}\rangle^c |K_{-\omega, -\mathbf{k}_\perp}^{n,(\ell)}\rangle^d,$$  \hspace{1cm} (152)$$

where $|K_{\omega, \mathbf{k}_\perp}^{n,(\ell)}\rangle^c$ and $|K_{-\omega, -\mathbf{k}_\perp}^{n,(\ell)}\rangle^d$ denote the ground state ($\ell = 0$) or the one particle state ($\ell = 1$) for a particle of the index "c" with the momentum $(\omega, \mathbf{k}_\perp)$ and for an anti-particle of the index "d" with the momentum $(-\omega, -\mathbf{k}_\perp)$. Namely, we may define the ground state by

$$c_{\omega, \mathbf{k}_\perp}^{K,n(\ell)} |0_{\omega, \mathbf{k}_\perp}^{M,n}\rangle^c = 0, \quad d_{\omega, \mathbf{k}_\perp}^{K,n(\ell)} |0_{\omega, \mathbf{k}_\perp}^{M,n}\rangle^d = 0$$  \hspace{1cm} (153)$$

and we write the one particle excited particle state ($\ell = 1$) for particle and anti-particle

$$|1_{\omega, \mathbf{k}_\perp}^{K,n(\ell)}\rangle^c = c_{\omega, \mathbf{k}_\perp}^{K,n(\ell)} |0_{\omega, \mathbf{k}_\perp}^{M,n}\rangle^c, \quad |1_{\omega, \mathbf{k}_\perp}^{K,n(\ell)}\rangle^d = d_{\omega, \mathbf{k}_\perp}^{K,n(\ell)} |0_{\omega, \mathbf{k}_\perp}^{M,n}\rangle^d.$$  \hspace{1cm} (154)$$

The ansatz Eq. (151) comes from the anti-commutation relation to obtain the maximally entangled state (see Appendix B).

Now we find the relation of the states, which are related by the Bogoliubov transformation ([78] and [79]). To find the coefficient $C_\ell$ in the ansatz Eq. (152), we substitute the ansatz and the Bogoliubov transformation into the relation $d_{\omega, \mathbf{k}_\perp}^{M,n(\ell)} |0_{\omega, \mathbf{k}_\perp}^{M,n}\rangle = 0$, which leads to

$$d_{\omega, \mathbf{k}_\perp}^{M,n(\ell)} |0_{\omega, \mathbf{k}_\perp}^{M,n}\rangle = B_\omega \left( c_{\omega, \mathbf{k}_\perp}^{K,n(\ell)} |0_{\omega, \mathbf{k}_\perp}^{M,n}\rangle^c - e^{-\pi|\omega|/2a} d_{\omega, -\mathbf{k}_\perp}^{K,n(\ell)} |0_{-\omega, -\mathbf{k}_\perp}^{M,n}\rangle^d \right) \sum_{\ell=0}^{1} C_\ell |c_{\omega, \mathbf{k}_\perp}^{K,n(\ell)}\rangle^c |d_{\omega, -\mathbf{k}_\perp}^{K,n(\ell)}\rangle^d = 0.$$  \hspace{1cm} (155)$$

The result gives the following relation for the coefficients

$$C_1 = \sqrt{2} e^{-\pi|\omega|/a} C_0.$$  \hspace{1cm} (156)$$

Therefore we find that the Minkowski vacuum state is written in the form (151) with

$$|0_{\omega, \mathbf{k}_\perp}^{M,n}\rangle = \frac{1}{\sqrt{e^{-2\pi|\omega|/a} + 1}} \left( |0_{\omega, \mathbf{k}_\perp}^{M,n}\rangle^c |0_{-\omega, -\mathbf{k}_\perp}^{M,n}\rangle^d + \sqrt{e^{-\pi|\omega|/a}} |1_{\omega, \mathbf{k}_\perp}^{M,n}\rangle^c |1_{-\omega, -\mathbf{k}_\perp}^{M,n}\rangle^d \right),$$  \hspace{1cm} (157)$$

where the constant $C_0$ was determined by the normalization condition, $\langle 0_{\omega, \mathbf{k}_\perp}^{M,n} |0_{\omega, \mathbf{k}_\perp}^{M,n}\rangle = 1$, as $|C_0|^2 = [e^{-2\pi|\omega|/a} + 1]^{-1}$. Furthermore, with the fact

$$d_{\omega, \mathbf{k}_\perp}^{K,n(\ell)} |0_{-\omega, -\mathbf{k}_\perp}^{M,n}\rangle^d = \frac{B_\omega}{\sqrt{e^{-\pi|\omega|/a} + 1}} \left( c_{\omega, \mathbf{k}_\perp}^{K,n(\ell)} |0_{\omega, \mathbf{k}_\perp}^{M,n}\rangle^c - e^{-\pi|\omega|/2a} c_{\omega, \mathbf{k}_\perp}^{K,n(\ell)} |1_{-\omega, -\mathbf{k}_\perp}^{M,n}\rangle^d \right) \left( |0_{\omega, \mathbf{k}_\perp}^{M,n}\rangle^d - \sqrt{2} e^{-\pi|\omega|/a} |1_{\omega, \mathbf{k}_\perp}^{M,n}\rangle^c \right),$$  \hspace{1cm} (158)$$

where we used the anti-commutation relation between $d_{\omega, \mathbf{k}_\perp}^{K,n(\ell)}$ and $c_{-\omega, -\mathbf{k}_\perp}^{K,n(\ell)}$ to derive the second equality, we conclude that Eq. (151) with (157) is indeed the Minkowski vacuum state for anti-fermions too. It is important to note that the expression of the vacuum state is valid in both of F-region and P region. Thus the Minkowski vacuum of a Dirac
field is described by the entangled state between particle labelled by “c” and anti-particle labelled by “d” with momenta opposite to each other in the F region as well as in the P region.

Using the equivalence of the mode functions presented in the last part of the previous section, i.e., the equivalence between the left-moving (right-moving) wave mode in the F region and the right (left) Rinder mode and the right-moving (left-moving) wave mode in the P region, we can extend the expression to the modes labelled by the indices I and II. Because Eq. (151) is rewritten as

$$|0^M\rangle = \prod_{\omega > 0} \prod_{k_\perp} \prod_n |0_{\omega, k_\perp}^{M,n}\rangle = \prod_{\omega > 0} \prod_{k_\perp} \prod_n \frac{1}{\sqrt{\pi\omega/a}} \left[ |0_{\omega, k_\perp}^{M,n}\rangle + e^{-\pi\omega/a} |1_{\omega, k_\perp}^{M,n}\rangle + e^{-2\pi\omega/a} |\omega_{\omega, k_\perp}^{M,n}\rangle \right]$$

(159)

due to the equivalence between the modes labelled by (−ω, k_\perp) in the F region and the modes labelled by (ω, k_\perp) in the P region, we can rewrite the Minkowski vacuum state of the Dirac field (151) as

$$|0^M\rangle = \prod_{\omega > 0} \prod_{k_\perp} \prod_n \frac{1}{\sqrt{\pi\omega/a}} \left[ |0_{\omega, k_\perp}^{M,n}\rangle + e^{-\pi\omega/a} |1_{\omega, k_\perp}^{M,n}\rangle + e^{-2\pi\omega/a} |\omega_{\omega, k_\perp}^{M,n}\rangle \right]$$

(160)

where we defined the ground state by

$$\hat{c}_{\omega, k_\perp}^{0,n} |0_{\omega, k_\perp}^{0,n}\rangle = 0, \quad \hat{d}_{\omega, k_\perp}^{0,n} |0_{\omega, k_\perp}^{0,n}\rangle = 0$$

(161)

and the one particle excited state by

$$|1_{\omega, k_\perp}^{0,n}\rangle = \hat{c}_{\omega, k_\perp}^{0,n} \hat{c}_{\omega, k_\perp}^{0,n} |0_{\omega, k_\perp}^{0,n}\rangle, \quad |1_{\omega, k_\perp}^{1,n}\rangle = \hat{d}_{\omega, k_\perp}^{0,n} \hat{c}_{\omega, k_\perp}^{0,n} |0_{\omega, k_\perp}^{0,n}\rangle$$

(162)

In the derivation of Eq. (160) from Eq. (159), we used the fact that the modes labelled by (−ω > 0, k_\perp) in the F region correspond to the modes II with (ω > 0, k_\perp), which comes from the relations (144), as well as the relations (149). The modes I and II are defined in the entire Minkowski spacetime, and that the modes labelled by I vanish in the L region, while other modes labelled by II vanish in the R region. This is the important property of the four-dimensional case even for the massless case. This is the contrasting property to the two-dimensional massless case [24]. These properties are common to those of a scalar field [20].

Using the above results, let us discuss the Unruh effect of a Dirac field. An observer in the R region is disconnected to the L region, thus we take the partial trace over the density matrix of the Minkowski vacuum with respect to the modes in the L region specified by II

$$\hat{\rho}^I = \text{Tr}_\Pi [ |0^M\rangle \langle 0^M |]$$

(163)

which reduces to

$$\hat{\rho}^I = \prod_{\omega > 0} \prod_{k_\perp} \prod_n \hat{\rho}_{\omega, k_\perp, n}^I$$

(164)

with

$$\hat{\rho}_{\omega, k_\perp, n}^I = \frac{1}{e^{-2\pi\omega/a} + 1} \left( |0_{\omega, k_\perp}^{1,n}\rangle ch \langle 0_{\omega, k_\perp}^{0,n}| + e^{-2\pi\omega/a} |1_{\omega, k_\perp}^{1,n}\rangle ch \langle 1_{\omega, k_\perp}^{0,n}| \right)$$

(165)

The Fermi-Dirac distribution function is derived as an expectation value of the number operator corresponding to particles as follows

$$\text{Tr}_d [c_{\omega, k_\perp}^{1,n} c_{\omega, k_\perp}^{1,n} \hat{\rho}] = \frac{1}{e^{2\pi\omega/a} + 1}$$

(166)

This is the result of the Unruh effect. Thus, we have explicitly demonstrated the relations for the vacuum state of a quantized Dirac field in 4-dimensional Minkowski spacetime covered with Rindler and Kasner coordinates.
FIG. 3: Local Lorentz frame in each region which indicates the deviation of direction.

V. SUMMARY AND CONCLUSION

We investigated the solutions of a Dirac field in the four-dimensional Minkowski spacetime covered with the Rindler and Kasner coordinates. We demonstrated the construction of the mode functions in the F region, the R region, the L region, and the P region, and the properties of the analytic continuation of the positive frequency solutions are explicitly demonstrated. The Bogoliubov transformation between the different two sets of the mode functions is also demonstrated in the Kasner region in an explicit manner. The Bogoliubov transformation in the Kasner region is extended to the entire region of Minkowski spacetime, using the analytic continuation of the positive frequency solutions. The relation between the quantum states constructed in association with the mode functions is developed, which led to the entanglement-based description of the Minkowski vacuum state. This description is useful to formulate the Unruh effect of the Dirac field. This is an extension of the previous work for a scalar field in Minkowski spacetime [20] to the case of the Dirac field. A unified analysis of the four-dimensional Dirac field including the correct analytic continuation is presented for the first time.
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Appendix A: Matrices to relate spinor components in curved and Minkowski coordinates

The spinor components are tied to the local Lorentz frame or the tetrad used to define them. To relate the spinor solutions in the four regions found in Sec. II to one another, it is necessary to express them in a common local Lorentz frame. We choose it to be the standard one, with the basis vectors pointing along with the coordinate directions in cartesian coordinates. The tetrad in a spacetime point in each region is related to this standard tetrad by a boost in the z-direction. Therefore, it is useful to recall how spinor components transform under such a local Lorentz transformation. If the local Lorentz frame of the spinor components $\psi_{\text{curved}}$ is obtained from those in the standard
frame, $\psi_M$, by the boost with velocity $\tanh b$ in the $z$-direction, then

$$\psi_M = \exp(b\Xi)\psi_{\text{curved}} \text{ or } \psi_{\text{curved}} = \exp(-b\Xi)\psi_M,$$

where

$$\Xi = \frac{1}{4} \left[ \gamma_M, \alpha_M^3 \right] = \frac{1}{2} \alpha_3.$$  \hspace{1cm} (A2)

The velocity in the four regions can be found in the four regions can be found from Eqs. 6, 7, 8 and 9 as $dz/dt$ on the timelike world line parametrized by the time variable in each region. They are $(dz/d\tau_R)/(d\tau/d\tau_R) = \tanh a\tau_R$ (R region), $(dz/d\tau_L)/(d\tau/d\tau_L) = -\tanh a\tau_L$ (L region), $(dz/d\tau_F)/(d\tau/d\tau_F) = \tanh a\tau_F$ (F region) and $(dz/d\tau_P)/(d\tau/d\tau_P) = -\tanh a\tau_P$ (P region). Thus, by writing the spinor solutions we found in the section II as $\psi_R, \psi_L, \psi_P$ and $\psi_F$, and the corresponding ones with the standard tetrad as $\psi_{M(R)}, \psi_{M(L)}, \psi_{M(F)}$ and $\psi_{M(P)}$, respectively, we find

$$\psi_R = \exp(-a\tau_R/2)\alpha_3) \psi_{M(R)},$$

$$\psi_L = \gamma^3\gamma_5 \exp(a\tau_L/2)\alpha_3) \psi_{M(L)},$$

$$\psi_F = \exp(-a\tau_F/2)\alpha_3) \psi_{M(F)},$$

$$\psi_P = \exp(a\tau_P/2)\alpha_3) \psi_{M(P)}.$$  \hspace{1cm} (A6)

For the spinors in the L region, we further need to include the matrix $\gamma^3\gamma_5$ to take into account the fact that the direction of the coordinate $\zeta_L$ in the L region is opposite to the one of the standard Minkowski coordinate.

### Appendix B: Ansatz of The Minkowski Vacuum State for Fermion and Anti-fermion in Kasner Region

In this Appendix, we verify the validity of the ansatz for the Minkowski vacuum state Eq. 151 with 152. In general, we may assume the form

$$|0^{M,n}_{\omega,k_L}\rangle = \sum_{\ell,m=0}^1 C_{\ell m}|\ell^{K,n}^{(\theta)}\rangle \gamma_\ell^m|\ell^{K,n}^{(\theta)}\rangle \gamma_\ell^m.$$  \hspace{1cm} (B1)

Then, the Bogoliubov transformation for the operator is expressed in the form

$$\hat{a}_{\omega,k_L}^{M,n(\theta)} = \alpha \hat{c}_{\omega,k_L}^{K,n(\theta)} + \beta \hat{d}_{\omega,-k_L}^{K,n(\theta)}\dagger,$$

where $\alpha$ and $\beta$ are the non-zero Bogoliubov coefficients depending on $\omega$, $k_L$ and $n$. When we substitute the Bogoliubov transformation into the following relation, definition of the Minkowski vacuum,

$$\hat{a}_{\omega,k_L}^{M,n(\theta)}|0^{M,n}_{\omega,k_L}\rangle = 0,$$

with the above assumption B1, we get the following form

$$\begin{align*}
\hat{a}_{\omega,k_L}^{M,n(\theta)}|0^{M,n}_{\omega,k_L}\rangle &= \alpha C_{10}|0^{K,n(\theta)}\rangle \gamma_1^0|0^{K,n(\theta)}\rangle \gamma_1^0 + (\alpha A_{11} + \beta C_{00})|0^{K,n(\theta)}\rangle \gamma_1^0|0^{K,n(\theta)}\rangle \gamma_1^0 - \beta C_{10}|0^{K,n(\theta)}\rangle \gamma_0^1|0^{K,n(\theta)}\rangle \gamma_0^1 = 0.
\end{align*}$$  \hspace{1cm} (B3)

Here we note that we have used the anti-commutation relation between $\hat{c}_{\omega,k_L}^{K,n(\theta)}\dagger$ and $\hat{d}_{\omega,-k_L}^{K,n(\theta)}$. Each term is expressed as an independent vector in the Fock space, therefore, each coefficient must be zero, and we obtain

$$C_{10} = 0 \text{, } C_{11} = -\frac{\beta}{\alpha}C_{00}.$$

From the property of the state of fermion,

$$\hat{a}_{\omega,k_L}^{M,n(\theta)}|1^{M,n}_{\omega,k_L}\rangle = 2\alpha^*\beta^* C_{10}|1^{K,n(\theta)}\rangle \gamma_0^1|0^{K,n(\theta)}\rangle \gamma_0^1\rangle = 0,$$

which yields

$$C_{01} = 0.$$  \hspace{1cm} (B5)
Here, we used the definition of the one particle excited state and Eq. (B1)

$$|1_{\omega, k_{\perp}}^{M, n}\rangle = \hat{a}_{\omega, k_{\perp}}^{\dagger} |0_{\omega, k_{\perp}}^{M, n}\rangle$$

$$= (\alpha^* C_{00} - \beta^* C_{11}) |1_{\omega, k_{\perp}}^{K} |\psi_{\omega, k_{\perp}}^{(\pi)}\rangle d + \alpha^* C_{01} |1_{\omega, k_{\perp}}^{K} |\psi_{\omega, k_{\perp}}^{(\pi)}\rangle d + \beta^* C_{10} |0_{\omega, k_{\perp}}^{K} |\psi_{\omega, k_{\perp}}^{(\pi)}\rangle d.$$

We again used the anti-commutation relation $[\hat{a}_{\omega, k_{\perp}}, \hat{a}_{\omega, k_{\perp}}^{\dagger}] = 1$ and $d_{\omega, k_{\perp}}^{K}$ to derive the second equality. Then, we obtain the ansatz for the Minkowski vacuum state, Eq. (152).

Appendix C: Explicit form of spinors in each region

We here summarize the explicit form of the mode functions defined by Eqs. (142) and (144). The left moving wave modes in the F-region are analytically continued as

$$\Psi_{\omega, k_{\perp}}^{1, u} (x_F) = \frac{1}{4\pi} \sqrt{\frac{K}{a}} B_{\omega} e^{-i\omega \zeta_F e^{iK_{\perp} \cdot x}} \begin{pmatrix} J_{-i\omega/a-1/2 (q_F)} - i \frac{m}{\kappa} J_{-i\omega/a+1/2 (q_F)} \\ i \frac{k_1 + k_2}{\kappa} J_{-i\omega/a+1/2 (q_F)} \\ -i \frac{k_1 - k_2}{\kappa} J_{-i\omega/a+1/2 (q_F)} \\ -i J_{i\omega/a+1/2 (q_F)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_F)} \\ -i J_{i\omega/a+1/2 (q_F)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_F)} \\ i J_{i\omega/a+1/2 (q_F)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_F)} \end{pmatrix},$$

$$\Psi_{\omega, k_{\perp}}^{1, d} (x_F) = \frac{1}{4\pi} \sqrt{\frac{K}{a}} B_{\omega} e^{-i\omega \zeta_F e^{iK_{\perp} \cdot x}} \begin{pmatrix} J_{-i\omega/a-1/2 (q_F)} - i \frac{m}{\kappa} J_{-i\omega/a+1/2 (q_F)} \\ i \frac{k_1 + k_2}{\kappa} J_{-i\omega/a+1/2 (q_F)} \\ -i \frac{k_1 - k_2}{\kappa} J_{-i\omega/a+1/2 (q_F)} \\ -i J_{i\omega/a+1/2 (q_F)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_F)} \\ -i J_{i\omega/a+1/2 (q_F)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_F)} \\ i J_{i\omega/a+1/2 (q_F)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_F)} \end{pmatrix},$$

and

$$\Psi_{\omega, k_{\perp}}^{1, u} (x_R) = \frac{1}{4\pi} \sqrt{\frac{K}{a}} B_{\omega} e^{-i\omega \zeta_R e^{iK_{\perp} \cdot x}} \begin{pmatrix} J_{-i\omega/a-1/2 (q_R)} - i \frac{m}{\kappa} J_{-i\omega/a+1/2 (q_R)} \\ i \frac{k_1 + k_2}{\kappa} J_{-i\omega/a+1/2 (q_R)} \\ -i \frac{k_1 - k_2}{\kappa} J_{-i\omega/a+1/2 (q_R)} \\ -i J_{i\omega/a+1/2 (q_R)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_R)} \\ -i J_{i\omega/a+1/2 (q_R)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_R)} \\ i J_{i\omega/a+1/2 (q_R)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_R)} \end{pmatrix},$$

$$\Psi_{\omega, k_{\perp}}^{1, d} (x_R) = \frac{1}{4\pi} \sqrt{\frac{K}{a}} B_{\omega} e^{-i\omega \zeta_R e^{iK_{\perp} \cdot x}} \begin{pmatrix} J_{-i\omega/a-1/2 (q_R)} - i \frac{m}{\kappa} J_{-i\omega/a+1/2 (q_R)} \\ i \frac{k_1 + k_2}{\kappa} J_{-i\omega/a+1/2 (q_R)} \\ -i \frac{k_1 - k_2}{\kappa} J_{-i\omega/a+1/2 (q_R)} \\ -i J_{i\omega/a+1/2 (q_R)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_R)} \\ -i J_{i\omega/a+1/2 (q_R)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_R)} \\ i J_{i\omega/a+1/2 (q_R)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_R)} \end{pmatrix},$$

where $q_F, q_R$ and $q_P$ are defined by Eqs. (24) and (66). $B_{\omega}$ is defined by Eq. (75), and $\kappa = \sqrt{m^2 + K_{\perp}^2}$. The right moving wave modes in the F region are analytically continued as follows

$$\Psi_{\omega, k_{\perp}}^{1, u} (x_F) = \frac{1}{4\pi} \sqrt{\frac{K}{a}} B_{\omega} e^{i\omega \zeta_F e^{iK_{\perp} \cdot x}} \begin{pmatrix} J_{-i\omega/a-1/2 (q_F)} + i \frac{m}{\kappa} J_{-i\omega/a+1/2 (q_F)} \\ i \frac{k_1 + k_2}{\kappa} J_{-i\omega/a+1/2 (q_F)} \\ -i \frac{k_1 - k_2}{\kappa} J_{-i\omega/a+1/2 (q_F)} \\ -i J_{i\omega/a+1/2 (q_F)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_F)} \\ -i J_{i\omega/a+1/2 (q_F)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_F)} \\ i J_{i\omega/a+1/2 (q_F)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_F)} \end{pmatrix},$$

$$\Psi_{\omega, k_{\perp}}^{1, d} (x_R) = \frac{1}{4\pi} \sqrt{\frac{K}{a}} B_{\omega} e^{i\omega \zeta_R e^{iK_{\perp} \cdot x}} \begin{pmatrix} J_{-i\omega/a-1/2 (q_R)} + i \frac{m}{\kappa} J_{-i\omega/a+1/2 (q_R)} \\ i \frac{k_1 + k_2}{\kappa} J_{-i\omega/a+1/2 (q_R)} \\ -i \frac{k_1 - k_2}{\kappa} J_{-i\omega/a+1/2 (q_R)} \\ -i J_{i\omega/a+1/2 (q_R)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_R)} \\ -i J_{i\omega/a+1/2 (q_R)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_R)} \\ i J_{i\omega/a+1/2 (q_R)} + \frac{m}{\kappa} J_{i\omega/a+1/2 (q_R)} \end{pmatrix}.$$
where these modes are zero in the R region. The explicit expressions are given as follows,

\[
\Psi_{\omega, -k_\perp}^{H, u(F)}(x_F) = \frac{1}{4\pi} \sqrt{\frac{\kappa}{a}} B_\omega e^{i\omega z_F} e^{-ik_\perp \cdot x_\perp} \begin{pmatrix}
-iJ_{-i\omega/a+1/2}(q_F) + \frac{m}{\kappa} J_{-i\omega/a-1/2}(q_F) \\
\frac{k_\perp - ik_\perp}{\kappa} J_{-i\omega/a-1/2}(q_F) \\
-i\kappa J_{-i\omega/a+1/2}(q_F) + \frac{m}{\kappa} J_{-i\omega/a-1/2}(q_F) \\
-\frac{k_\perp + ik_\perp}{\kappa} J_{-i\omega/a-1/2}(q_F)
\end{pmatrix},
\]  
\tag{C9}

\[
\Psi_{\omega, -k_\perp}^{H, u(R/L)}(x_L) = \frac{1}{4\pi^2} \sqrt{\frac{\kappa}{a}} B_\omega^{-1} e^{-i\omega \tau_L} e^{-ik_\perp \cdot x_\perp} \begin{pmatrix}
(iK_{i\omega/a-1/2}(q_L) + \frac{m}{\kappa} K_{i\omega/a+1/2}(q_L) \\
\frac{k_\perp - ik_\perp}{\kappa} K_{i\omega/a+1/2}(q_L) \\
iK_{i\omega/a-1/2}(q_L) - \frac{m}{\kappa} K_{i\omega/a+1/2}(q_L) \\
-\frac{k_\perp + ik_\perp}{\kappa} K_{i\omega/a+1/2}(q_L)
\end{pmatrix},
\]  
\tag{C10}

\[
\Psi_{\omega, -k_\perp}^{H, u(P)}(x_P) = -\frac{1}{4\pi} \sqrt{\frac{\kappa}{a}} B_\omega e^{i\omega \z_P} e^{-ik_\perp \cdot x_\perp} \begin{pmatrix}
J_{i\omega/a+1/2}(q_P) - i\frac{m}{\kappa} J_{i\omega/a-1/2}(q_P) \\
-\frac{k_\perp + ik_\perp}{\kappa} J_{i\omega/a-1/2}(q_P) \\
J_{i\omega/a+1/2}(q_P) - i\frac{m}{\kappa} J_{i\omega/a-1/2}(q_P) \\
i\frac{k_\perp + ik_\perp}{\kappa} J_{i\omega/a-1/2}(q_P)
\end{pmatrix},
\]  
\tag{C11}

and

\[
\Psi_{\omega, -k_\perp}^{H, d(F)}(x_F) = \frac{1}{4\pi} \sqrt{\frac{\kappa}{a}} B_\omega e^{i\omega \z_F} e^{-ik_\perp \cdot x_\perp} \begin{pmatrix}
\frac{k_\perp - ik_\perp}{\kappa} J_{-i\omega/a-1/2}(q_F) \\
-iJ_{-i\omega/a+1/2}(q_F) + \frac{m}{\kappa} J_{-i\omega/a-1/2}(q_F) \\
-\frac{k_\perp + ik_\perp}{\kappa} J_{-i\omega/a-1/2}(q_F) \\
-iJ_{-i\omega/a+1/2}(q_F)
\end{pmatrix},
\]  
\tag{C12}

\[
\Psi_{\omega, -k_\perp}^{H, d(R/L)}(x_L) = \frac{1}{4\pi^2} \sqrt{\frac{\kappa}{a}} B_\omega^{-1} e^{-i\omega \tau_L} e^{-ik_\perp \cdot x_\perp} \begin{pmatrix}
-iK_{i\omega/a-1/2}(q_L) - \frac{m}{\kappa} K_{i\omega/a+1/2}(q_L) \\
\frac{k_\perp - ik_\perp}{\kappa} K_{i\omega/a+1/2}(q_L) \\
-iK_{i\omega/a-1/2}(q_L) + \frac{m}{\kappa} K_{i\omega/a+1/2}(q_L) \\
-\frac{k_\perp + ik_\perp}{\kappa} K_{i\omega/a+1/2}(q_L)
\end{pmatrix},
\]  
\tag{C13}

\[
\Psi_{\omega, -k_\perp}^{H, d(P)}(x_P) = -\frac{1}{4\pi} \sqrt{\frac{\kappa}{a}} B_\omega e^{i\omega \z_P} e^{-ik_\perp \cdot x_\perp} \begin{pmatrix}
\frac{k_\perp - ik_\perp}{\kappa} J_{i\omega/a-1/2}(q_P) \\
i\frac{k_\perp - ik_\perp}{\kappa} J_{i\omega/a+1/2}(q_P) - i\frac{m}{\kappa} J_{i\omega/a-1/2}(q_P) \\
i\frac{k_\perp + ik_\perp}{\kappa} J_{i\omega/a-1/2}(q_P) + i\frac{m}{\kappa} J_{i\omega/a-1/2}(q_P) \\
i\frac{k_\perp + ik_\perp}{\kappa} J_{i\omega/a-1/2}(q_P)
\end{pmatrix},
\]  
\tag{C14}

where qL is defined by Eq. \[23\].

---
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