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SUMMARY Due to the rapid development of different processors, e.g., x86 and Sunway, software porting between different platforms is becoming more frequent. However, the migrated software’s execution efficiency on the target platform is different from that of the source platform, and most of the previous studies have investigated the improvement of the efficiency from the hardware perspective. To the best of our knowledge, this is the first paper to exclusively focus on studying what software factors can result in performance change after software migration. To perform our study, we used SonarQube to detect and measure five software factors, namely Duplicated Lines (DL), Code Smells Density (CSD), Big Functions (BF), Cyclomatic Complexity (CC), and Complex Functions (CF), from 13 selected projects of SPEC CPU2006 benchmark suite. Then, we measured the change of software performance by calculating the acceleration ratio of execution time before (x86) and after (Sunway) software migration. Finally, we performed a multiple linear regression model to analyze the relationship between the software performance change and the software factors. The results indicate that the performance change of software migration from the x86 platform to the Sunway platform is mainly affected by three software factors, i.e., Code Smell Density (CSD), Cyclomatic Complexity (CC), and Complex Functions (CF). The findings can benefit both researchers and practitioners.
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1. Introduction

Currently, processors with different instruction set architectures (ISA), such as x86, ARM, and Sunway [1], are developing rapidly. There are some software compatibility problems between different processors. For example, x86 applications cannot execute directly on the Sunway processor since the latter cannot recognize x86 binaries [2]. At this point, software porting becomes especially important when one wants to execute mature x86 programs on Sunway TaihuLight System [1]. The migrated software’s execution efficiency on the target platform is different from that of the source platform. Regarding the improvement of the migrated software’s execution efficiency, most of the existing studies have focused on the hardware [3]–[5]. For example, Ao et al. [6] provide a block multi-coloring approach for parallelization to achieve high performance for memory-bound applications on the Sunway TaihuLight system.

However, software factors (e.g., software architecture and source code) also affect the migrated software’s performance. For example, the way software is coded can affect performance due to the I/O hardware instructions it generates [7]. To the best of our knowledge, there is still a lack of research on investigating how software factors affect execution efficiency change after software migration. Thus, this is the first paper to exclusively focus on studying what software factors, e.g., complexity, duplication, and code smell, can result in significant performance change after software migration.

In this paper, we used SonarQube to detect and measure five software factors, namely Duplicated Lines (DL), Code Smells Density (CSD), Big Functions (BF), Cyclomatic Complexity (CC), and Complex Functions (CF), from 13 selected projects of SPEC CPU2006 benchmark suite. These five factors have been widely used in other software engineering research that focused on measuring software quality. In addition, we measured the change of software performance by calculating the acceleration ratio of execution time before (x86) and after (Sunway) software migration. The definition and the detailed experimental environment are explained in Sect. 2. Finally, we performed a multiple linear regression model to analyze the relationship between the software performance change and the software factors.

The results indicate that the performance change of software migration from the x86 platform to the Sunway platform is mainly affected by three software factors, i.e., Code Smell Density (CSD), Cyclomatic Complexity (CC), and Complex Functions (CF). In particular, the higher the Code Smell Density and Cyclomatic Complexity in the source code, the more significantly the software’s execution efficiency on the Sunway TaihuLight System will be reduced. However, the migrated software with a higher proportion of Complex Functions tends to be more effective on the Sunway platform.

The findings can benefit both researchers and practitioners. Current optimization methods are implemented after software migration, and our results can help researchers develop tools to predict post-migration performance from the perspective of software. Practitioners can also use this predictive result to consider whether the software is worth porting. Moreover, practitioners can take advantage of our findings to pre-process software to improve execution efficiency after migration. For example, they can minimize
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the density of code smells and cyclomatic complexity before porting. Furthermore, as aforementioned, this is the first paper to exclusively focus on studying what software factors can result in significant performance change after software migration. Although the conclusion only applies to the Sunway platform, this paper provides a method to measure migration performance on different platforms from a software perspective.

The remainder of this paper is structured as follows. Section 2 reports on the study objectives and provides details regarding the data collection and analysis. Section 3 illustrates the results of our study and Sect. 5 presents the threats to the validity, followed by the related work in Sect. 4 and Sect. 6 concludes the paper.

2. Study Design

This study aims to investigate the software factors that influence the performance change after software transplantation. To achieve this goal, we describe the selected projects as the subject of our case study, the variables, and the process by which we collected each variable in this section.

2.1 Project Selection

To perform our study, we selected projects from the SPEC CPU2006 benchmark suite as subject systems. This suite provides a comparative measure of compute-intensive performance across the widest practical range of hardware using workloads developed from real user applications†. In addition, SPEC CPU2006 has been widely used in other studies to measure processor performance [8]–[10]. There are several programming languages involved in the SPEC CPU2006, e.g., C and Fortran. To measure the impact of software factors on execution performance effectively, we only focus on one programming language, i.e., C language, which is currently ranked as the most popular programming language††.

†http://www.spec.org/cpu2006/, visited in Feb 2021.
††According to the Tiobe Index, one of the best-known indices of programming languages popularity, https://www.tiobe.com/tiobe-index/, visited in Feb 2021.

Finally, we decide to choose 13 projects from the SPEC CPU2006 benchmark suite, and the largest number of files and source lines of code (SLOC) of these projects are written in C language. Table 1 presents the name, domain, and SLOC for the selected projects in the first three columns.

2.2 Variables and Data Collection

In this section, we describe the sets of variables necessary to answer the research questions, as well as the necessary tooling and the major steps of the data collection process.

To measure the impact of different software factors on the execution performance after software migration, as shown in Table 2, we select five well-known variables related to software quality. Among these five variables, Big Functions (BF) represents the percentage of big functions that contain more than 20 lines of code; Cyclomatic Complexity (CC) represents the number of code smells per LOC, which is commonly related to software quality. Complex Functions (CF) represents the number of complex functions that contain more than 15 code paths. All of these variables can be measured by SonarQube [11], which is being widely used in both industry††† and for research purposes [12]–[14]. The independent variables for each project are shown in Table 1.

To compare software performance before and after the migration, we need to record the software’s execution time on both platforms. We clarify that we recompile the source code of the benchmarks using the ported GCC on the Sunway platform without any modifications to the source code. In addition, this study aims to investigate the impact of code-level factors on the performance of software migration; thus, we do not perform any architecture-specific optimizations and parallel optimizations (e.g., multi-threading or SIMD)

†††https://www.sonarsource.com/customers/, visited in Feb 2021.

### Table 1 The selected projects from SPEC CPU2006

| Projects    | Domain                                      | SLOC   | Variables | Execution Time |
|-------------|---------------------------------------------|--------|-----------|----------------|
| 400.perlbench | Programming language                      | 78,848    | DL       | x86 (s)        |
| 401.bzip2   | Compression                                 | 4,632    | CSD      | Sunway (s)     |
| 403.gcc     | Compiler                                    | 335,561  | BF       | Ratio          |
| 429.mcf     | Combinatorial Optimization                   | 1,153    | CC       |                |
| 433.milc    | Physics: Quantum Chromodynamics             | 6,391    | CF       |                |
| 435.gromacs | Chemistry / Molecular Dynamics              | 56,599   |          |                |
| 445.gobmk   | Artificial Intelligence: go                 | 155,179  |          |                |
| 456.hmmer   | Search Gene Sequence                        | 17,856   |          |                |
| 458.sjeng   | Artificial Intelligence: Chess              | 10,146   |          |                |
| 462.libquantum | Physics: Quantum Computing                  | 2,255    |          |                |
| 464.h264ref | Video Compression                           | 33,165   |          |                |
| 470.hm      | Fluid Dynamics                              | 671      |          |                |
| 482.sphinx3 | Speech recognition                          | 11,387   |          |                |

### Table 2 Independent variables

| Variables | Definition                                                                 |
|-----------|-----------------------------------------------------------------------------|
| DL        | Number of lines involved in duplications                                   |
| CSD       | Average number of code smells per LOC                                      |
| BF        | Percentage of big functions                                                |
| CC        | Number of paths through the code                                           |
| CF        | Percentage of complex functions                                            |

In addition, this study aims to investigate the impact of code-level factors on the performance of software migration; thus, we do not perform any architecture-specific optimizations and parallel optimizations (e.g., multi-threading or SIMD).
instructions). Table 3 shows the detailed information for the source platform (i.e., x86 processor) and the target platform (i.e., Sunway processor), including the OS, CPU, compilers and compiler options. To ensure that software performance comparisons are strictly software-determined and accurate, we use the same hardware configuration when running these projects. In addition, to further enhance internal validity, we perform each project five times on both platforms and use the average value. Moreover, we measure the change of software performance by calculating the acceleration ratio of execution time before and after software migration, which is measured as:

\[
\text{Ratio} = \frac{\text{execution time}_{\text{x86}}}{\text{execution time}_{\text{Sunway}}}
\]

The results of all the analyzed projects are shown in Table 1.

In addition, we assume that the performance of the migrated software on the Sunway TaihuLight System will be affected by all of the variables mentioned above (see Table 2). To validate this hypothesis, we perform a multiple linear regression model for these variables. As a previous step, we use logarithmic transformation to normalize independent and dependent variables [15]. The initial regression model is measured as:

\[
\log(\text{Ratio}) = \beta_0 + \beta_1 \log(\text{DL}) + \beta_2 \log(\text{CS D}) \\
+ \beta_3 \log(\text{BF}) + \beta_4 \log(\text{CC}) + \beta_5 \log(\text{CF}) + \varepsilon
\]

3. Results

To perform our study, we have used the least-squares method [16] to construct the multiple linear regression model. In addition, we have obtained the high values of the R-square (0.93) and the adjusted R-square (0.88), which indicates that there may be multicollinearity problems between the independent variables. Figure 1 shows the correlation coefficients between five variables. The results present that there are two sets of variables, i.e., Duplicated Lines (DL) and Cyclomatic Complexity (CC), Big Functions (BF), and Complex Functions (CF), highly correlated. The collinearity between variables can be expected, e.g., the more complex functions (CF), the more large functions (BF).

To eliminate the influence of collinearity on the regression model, we have decided to remove the relevant variables and then carry out simulation fitting on the model. Since a variable in the initial model may be critical in other models where the variable has been removed, thus, we have used the Akaike’s criterion (AIC) [18] to the model before deciding to remove a variable. Finally, we have removed Duplicated Lines (DL) and Big Functions (BL). Thus, the adjusted regression model can be measured as:

\[
\log(\text{Ratio}) = \beta_0 + \beta_2 \log(\text{CS D}) + \beta_3 \log(\text{CF}) + \varepsilon
\]

The results are presented in Table 4, which includes the coefficients of the adjusted regression model (see Formula 3). In addition, the values of the R-square and the adjusted R-square are 0.68 and 0.58, respectively. It indicates that the independent variables in Table 2 can explain the 58% of the observed variation in the adjusted regression model. Moreover, all of the coefficients in Table 4 are significant since the p-values are less than 0.05. The variables corresponding to these values are the best choices obtained in the variable selection iteration process based on AIC.

Thus, the final multiple linear regression model is measured as:

\[
\log(\text{Ratio}) = -0.8706 + 0.5266 \log(\text{CS D}) \\
+ 0.1647 \log(\text{CC}) - 0.6650 \log(\text{CF}) + \varepsilon
\]

It indicates that the performance change of software migration from the x86 platform to the Sunway platform is mainly affected by three software factors, i.e., Code Smell Density

---

Table 3

| Source (x86) Platform | Target (Sunway) Platform |
|----------------------|--------------------------|
| OS       | Fedora 2.6.27.5-117.fc10.i686 | NeoKylin 4.0.0 |
| CPU      | Intel (R) Core (TM) 2 Quad CPU Q9500 2.83 GHz | SW26010 |
| Compiler | GCC-7.1.0 | GCC-7.1.0 |
| Compiler Options | GCC -O3 -mavx2 -fno-tree-vectorize | GCC -O3 -msimd -fno-tree-vectorize |

Table 4

| Variables | Coefficient (β) | Std. Error | t-value | p-value |
|-----------|-----------------|------------|---------|---------|
| Intercept (β₀) | -0.8706 | 0.3343 | -2.6041 | 0.0197 ** |
| CSD (β₁) | 0.5266 | 0.2142 | 2.4583 | 0.0299 ** |
| CC (β₂) | 0.1647 | 0.0640 | 2.5756 | 0.0363 ** |
| CF (β₃) | -0.6650 | 0.2350 | -2.8299 | 0.0197 ** |

---

*The correlation coefficient is greater than 0.7 [17].*
(CSD), Cyclomatic Complexity (CC), and Complex Functions (CF). In particular, the higher the Code Smell Density and Cyclomatic Complexity in the source code, the more significantly the software’s execution efficiency on the Sunway TaihuLight system will be reduced. However, the migrated software with a higher proportion of Complex Functions tends to be more effective on the Sunway platform.

4. Related Work

Sunway TaihuLight supercomputer is currently ranking #4 in the TOP500 list\(^1\). The previous studies that focus on optimizing the migrated software performance on that system are mainly in hardware\cite{6,20,9}. For example, Li et al.\cite{20} have taken full advantage of Sunway multi-core architecture and used a parallel framework to accelerate deep learning applications. However, this paper focuses on investigating the factors that lead to lower execution efficiency after software migration from the software perspective.

Moreover, the multiple linear regression model has been widely used in other software engineering research. For example, Fedotova et al.\cite{21} used this model to estimate software effort. In this paper, we use this model to measure which factors have a meaningful impact on software performance after migration.

5. Threads to Validity

To improve the internal validity, we used the source code of the standard benchmark suite and ensured that the source and target platforms’ hardware parameters were consistent during the analysis. Construct validity concerns the connection between the research questions and the objects of study. In this respect, we used SonarQube to detect the software factors in our study. Although SonarQube has been widely used, our interpretation is still limited to the capabilities of the tool. In principle, any used tool would be subject to similar threats. To address the threats related to the multiple linear regression, we also evaluated the impact of the correlations between different variables on the final model in a circular iteration. Regarding the external validity, despite the analyzed projects cover different domains and sizes, our results may not be fully representative for all C programs.

6. Conclusions

To the best of our knowledge, this is the first paper to exclusively focus on studying what software factors can result in significant performance change after software migration. The results indicate that the performance change of software migration from the x86 platform to the Sunway platform is mainly affected by three software factors, i.e., Code Smell Density (CSD), Cyclomatic Complexity (CC), and Complex Functions (CF). In particular, the higher the Code Smell Density and Cyclomatic complexity in the source code, the more significantly the software’s execution efficiency on the Sunway TaihuLight system will be reduced. The findings can benefit both researchers and practitioners. For example, practitioners can minimize the density of code smells and cyclomatic complexity before porting to improve execution efficiency. Although the conclusion only applies to the Sunway platform, this paper provides a method to measure migration performance on different platforms from a software perspective.
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