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Abstract—The problem of overlapping occlusion in target recognition has been a difficult research problem, and the situation of mutual occlusion of ship targets in narrow waters still exists. In this paper, an improved mosaic data enhancement method is proposed, which optimizes the reading method of the data set, strengthens the learning ability of the detection algorithm for local features, improves the recognition accuracy of overlapping targets while keeping the test speed unchanged, reduces the decay rate of recognition ability under different resolutions, and strengthens the robustness of the algorithm. The real test experiments prove that, relative to the original algorithm, the improved algorithm improves the recognition accuracy of overlapping targets by 2.5%, reduces the target loss time by 17%, and improves the recognition stability under different video resolutions by 27.01%.
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I. INTRODUCTION

At present, with the rapid development of computer technology, image recognition technology does not only stay in the laboratory, but has been widely used in various fields in the society. And the urgent problem of sea surface target recognition is one of them, as an important part in the development of ship intelligent navigation technology. In recent years, there are many recognition methods for sea surface targets, most of which are remote sensing images of sea surface obtained by synthetic aperture radar. Guo et al. improved the network structure of CenterNet to enhance the recognition of small targets of ships [1]. Li et al. proposed a new two-branch regression network to improve the localization of ships [2], and Fu et al. used an anchor-free frame approach with feature balancing and refinement networks to improve the detection of ships in complex scenes [3]. The above-mentioned articles all identify sea surface ship targets in vertical view and need to be photographed by aircraft, satellites and other aerial vehicles, while there are fewer studies related to identification of surrounding sea surface targets by horizontal view on board ships. Not only that, most of the studies have discussed the problem of small target identification, which takes into account the relatively long field of view in wide waters, but there are also situations where ships are sailing in narrow waters, when there are more ships around, and it is very easy for them to block each other in the observation field of view, so the problem of quickly and accurately locating targets with different degrees of overlap for identification becomes one of the key points.

There have been some research results on the problem of recognition of obscured targets. Wan et al. recovered local facial features through generative adversarial networks to achieve face recognition under occlusion [4]. Chowdhury et al. combined progressive expansion algorithms with graph attention networks to improve license plate recognition under street congestion [5], and Liu et al. used coupled networks to improve recognition accuracy for small targets or occluded pedestrians [6]. They improved the recognition of obscured targets by optimizing the neural network, which more or less increases the computational complexity and reduces the detection speed of target recognition due to the enhancements made to the network structure.

At this stage, target detection methods are mainly divided into two types, the first one is a two-stage detection method represented by the R-CNN series [7]–[10], which first extracts the region of interest using the region proposal network, and then traverses the test images from top to bottom and from left to right for recognition and detection based on the size of the region of interest. The second one is the one-stage detection algorithm represented by SSD [11] and YOLO series [12]–[15], which does not rely on the region proposal network, but directly uses the anchor frame, multiple square regions into which the test image is segmented, and recognizes and detects each region separately. In contrast, the one-stage method is more accurate but generates a certain amount of redundant computations. The two-stage method greatly improves the detection speed at the expense of a portion of accuracy, which is beneficial to meet the needs of real-time monitoring.

The Yolov4 algorithm [15] will be used as the basic model for the experiments, and although it has been proposed for a relatively short period of time, it has already been used in agriculture [16], construction [17], medicine [18] and other fields. The experiments in the aforementioned literature were conducted using servers deployed on land for training and testing; the situation is different in that the communication signal at sea is relatively unstable and the size and energy consumption of the recognition system needs to be minimized due to the complex sea conditions, so the detection system needs to be considered for offline use. Therefore, the Yolov4-tiny lightweight algorithm is chosen as the main experimental model in this paper.

Based on the above analysis, an improved mosaic data enhancement method is proposed in this paper, and the main contributions can be summarized as follows.

(1) Data enhancement is performed on the images in the training dataset to enhance the recognition capability of the target recognition algorithm for overlapping targets of ships...
without changing the network structure.

(2) For the small mobile platform in offline state, a suitable lightweight algorithm is selected to improve the recognition accuracy while maintaining its recognition speed, and to reduce the impact of input images with different resolutions on the recognition performance of the algorithm.

(3) By conducting real-time detection tests in different sea areas of the ship dataset, the results show that the algorithm trained by the improved mosaic method is more accurate in the detection of overlapping targets of ships, which proves the effectiveness and robustness of the improved method.

The remainder of this paper is organized as follows: Section II describes in detail the main structures of the improved mosaic method and the Yolov4-tiny algorithm. Section III describes the simulation experiment comparison and the results of the real test experiment. Finally, conclusions are drawn in Section IV.

II. METHODOLOGY

The Yolo [12] algorithm has received a lot of attention since it was first proposed in 2016, and the subsequently proposed Yolov2 [13] and Yolov3 [14] algorithms have made a series of improvements to the model structure, data preprocessing methods, and loss function calculation methods based on it, which greatly improve the speed and accuracy of target detection. And the Yolov4 algorithm adds many optimization techniques to the calculation method of Yolov3 algorithm, which improves the recognition accuracy with the same recognition speed.

A. Overview of the Yolov4-tiny algorithm

The Yolov4-tiny network is based on the Yolov4 network simplified by reducing the number of parameters by a factor of 10 at the expense of some recognition accuracy. It is reduced from about 60 million parameters in the Yolov4 network to about 6 million parameters in Yolov4-tiny. Its network structure is shown in Figure 1.

Among them, the convolutional block in the backbone network consists of convolutional layers, batch normalization layers [19], and leaky Relu [20] activation function. And the residual block is the CSPDarknet53-Tiny networks [21], and its structure is shown in Figure 2.

It consists of a dense layer and a connected layer, which first performs a convolution operation on the output \( x_{U-1} \) of the previous convolution layer to generate a new convolution layer, and divides its output \( x_0 = [x_0', x_0''] \) into two parts \( x_0' \) and \( x_0'' \) before and after for the forward propagation. In the network structure of Yolov4-tiny, the second part is taken first for forward propagation, and then the first part is directly concatenated with the second part to the end of the stage, skipping the dense layer. Waiting until the \( x_0'' \) of the second part finishes the forward calculation after feature concatenation with \( x_0 \) in the transition layer, the output \( x_T \) is obtained, which undergoes max pooling to produce the output \( x_U \) of the residual block. The process of forward propagation and backward propagation of the residual block is shown in Eqs. (1) to (2).

\[
x_T = w_T \cdot [x_0''', x_1]
\]
\[
x_U = w_U \cdot [x_0', x_1]
\]
\[
\omega_T = f_T \left( \omega_T \cdot \{g_0'', g_1\} \right)
\]
\[
\omega_U = f_U (\omega_U \cdot \{g_0, g_T\})
\]

where \( \omega_i \) and \( \omega_i' \) are the weights during forward and backward propagation, \( f_i \) denotes the function of weight update, and \( g_i \) denotes the gradient propagated to the \( i^{th} \) layer. \( i \) equals T or U, representing the output of the connected layer or residual block, respectively. Therefore, using the structure of CSPNet in back propagation, the gradients on different channels can be integrated separately, for example, when the gradient information passes through the dense layer, it will only change the weights on the \( x_0'' \) channel but will not affect \( x_0' \). This reduces the excessive and repetitive gradient information while retaining the feature values at different depths, reduces the memory overhead and improves the network computation speed without affecting the network feature extraction effect.

After the backbone network, the network features are optimized using the feature pyramid structure [22], and the implementation of a small feature pyramid for the Yolov4-tiny network is shown in Figure 3.
The intermediate features are the output of the fourth convolutional layer in the third residual block of the backbone network, which is concatenated with the up-sampled features from the output of the fourth convolutional block in the network. As can be seen in Figure 1, the backbone network contains only the first three CBL layers, so the output generated by the concatenation operation performed in Figure 3 represents the fusion of the shallow network features and the deep network features. Due to the top-down feature extraction by multi-layer convolution, the deep network retains most of the feature values of large targets, and few or even zero of the feature values of small targets are preserved. Therefore, the feature pyramid structure is used to extract the features of several different layers of the network, and after up-sampling and amplification, they are stitched together from the bottom up to achieve the feature fusion of multiple layers, which improves the recognition capability of the network for different size targets at multiple separate rates.

After that, the two outputs of the small feature pyramid are plugged into the head network for calculation, and two sets of images containing different perceptual fields are generated, which are adjusted to the prior frame contained in themselves respectively. The non-maximum suppression method is used to identify and detect targets of different sizes in the original image and improve the overall detection capability of the neural network for multi-scale targets.

### B. Data enhancement methods

The mosaic method is an extension of the CutMix method to generate a new data enhancement algorithm, which differs from the two-image overlay fusion of the CutMix method; instead, it uses four images for cropping and stitching to form a new image. This method can better enrich the background of the target and prevent the degradation of the network generalization ability due to the similar background of the training set.

The improved mosaic data enhancement method is shown in Figure 4. The original mosaic method uses the top and middle orange channels in Figure 2 for feature enhancement, while the improved mosaic method adds the bottom gold channel to the original one and uses three channels for feature enhancement. The output of the third golden channel is obtained by increasing the number of images arranged in each row and column compared to the above two. For the sake of illustration, the newly generated nine-in-one image with a specification of $3 \times 3$ will be called $m_9$, the four-in-one image with a specification of $2 \times 2$ will be called $m_4$, and the image generated without merging with a specification of $1 \times 1$ will be called $m_1$. The ratio of $m_1$, $m_4$, and $m_9$ is $o:p:q$. This combination, to some extent, makes the scale variation characteristics of the training dataset more diverse, thus further attenuating the interference of the background on the target features.

The nine-in-one image $m_9$ is generated as shown in Fig. 5, which is mainly divided into three stages $A$, $B$, and $C$. In stage $A$, the width and height ($W$, $H$) of the input image are used as the boundary values, and the image is first scaled with the scaling multipliers $t_X$ and $t_Y$ for the X and Y axes, as shown in Eqs. (3)-(4).

$$t_X = f_{rand}(t_W, t_W + \Delta t_W)$$
$$t_Y = f_{rand}(t_H, t_H + \Delta t_H)$$

where $t_W$ and $t_H$ are the minimum values of the wide and high scaling multipliers, respectively, and $\Delta t_W$ and $\Delta t_H$ are the lengths of the random intervals of the wide and high scaling multipliers, respectively, both of which are hyperparameters. $f_{rand}()$ denotes the random value function.

The coordinates of the top-left and bottom-right corners of the image after scaling are $[(a_i, b_i), (c_i, d_i)]$, which are obtained from Eqs. (5)-(8).

$$a_i = \begin{cases} 0, & i = 1, 2, 3 \\ W \cdot r_1, & i = 4, 5, 6 \\ W \cdot r_2, & i = 7, 8, 9 \end{cases}$$

$$b_i = \begin{cases} 0, & i = 1, 4, 7 \\ H \cdot r_3, & i = 2, 5, 8 \\ H \cdot r_4, & i = 3, 6, 9 \end{cases}$$
Fig. 5. Flowchart of m9 image generation

\[ c_i = a_i + W \cdot t_W \quad (7) \]
\[ d_i = b_i + H \cdot t_H \quad (8) \]

Among them, \( r_1 \) and \( r_2 \) are the ratio of the distance between the upper left coordinate point and the 0 point of the two sets of images except the 0 point of the X-axis to the total width, respectively, and \( r_3 \) and \( r_4 \) are the ratio of the distance between the upper left coordinate point and the 0 point of the two sets of images except the 0 point of the Y-axis to the total height, respectively, and both are also hyperparameters. And the short black lines in the gray area are the scale bars, each small segment represents a one-tenth of the width or height. Using the scale bars, we can see that the scaling of the images from the 2nd to the 9th sheet is the same as that of the 1st sheet, and the width and height are both \( t_W \) and \( t_H \) times of the original.

In stage B, the nine images cropped in the previous stage need to be stitched together and the part of the overflowing bounding box cropped off. It can be seen that there is a certain degree of overlap in the merged images, so each small area needs to be divided. From the schematic diagram of stage A, it can be seen that when the scaled images are placed at the specified position according to the coordinates, there will be an overflowing border. At this time, the overflowing part needs to be cropped, as shown in Eqs. (9)-(10).

\[ c_i = \begin{cases} c_i, & \text{if } c_i < W \\ W, & \text{if } c_i \geq W \end{cases} \quad (9) \]
\[ c_i = \begin{cases} d_i, & \text{if } d_i < H \\ H, & \text{if } d_i \geq H \end{cases} \quad (10) \]

After edge cropping, the four square regions enclosed by eight two-by-two parallel dotted lines are used as random intervals of the split lines. Where the value of \( r_i = (r_1, r_2, r_3, r_4) \) is equal to the ratio of the distance between the coordinates of the split line and the point 0 to the length of the boundary, and \( \Delta i \) is the length of the random interval of the split line.

In stage C, a second cut will be made to the internal overlapping part, whose split line coordinates \( s_i \) can be obtained from Eq. (11)

\[ s_i = f_{rand}(r_i, r_i + \Delta r_i) \quad i = 1, 2, 3, 4 \quad (11) \]

After cropping, the stitched m9 image is obtained. Since the original image is partially missing in the scaling and stitching process, it is possible that the targets at the edges of the original image are partially or completely cut off during the operation. Therefore, it is also necessary to crop or even reject the real frame corresponding to these targets to meet the needs of target detection.

The method of generating the m4 image is similar to that of generating m9, as shown in Figure 6. The upper left corner coordinates \( (a_i^*, b_i^*) \) and the split line coordinates \( s_i^* \) are shown by Eqs. (12)-(14).

\[ a_i^* = \begin{cases} 0, & i = 1, 2 \\ W \cdot r_i^*, & i = 3, 4 \end{cases} \quad (12) \]
\[ b_i^* = \begin{cases} 0, & i = 1, 3 \\ H \cdot r_i^*, & i = 2, 4 \end{cases} \quad (13) \]
\[ s_i^* = f_{rand}(r_i^*, r_i^* + \Delta r_i^*), i = 1, 2 \quad (14) \]

where * is used as the distinguishing symbol between the m4 image and the m9 image. The scaling multipliers \( t_X, t_Y, \Delta t_W \) and \( \Delta t_H \) and the lower right corner coordinates \( (c_i^*, d_i^*) \) are calculated in the same way as for the m9 image. Since there is no out-of-border overflow, only the internal overlap part needs to be segmented and cropped.

The m1 image only requires feature enhancement by conventional methods such as flip and color gamut change before entering the network because there is no stitching of multiple images.
C. Loss function

The Yolov4-tiny algorithm as a whole is roughly the same as its modified previous version, and its loss function contains three components: loss of confidence in the target (\(\text{Loss}_{\text{conf}}\)), loss of classification (\(\text{Loss}_{\text{cls}}\)), and loss of position (\(\text{Loss}_{\text{loc}}\)). As shown in Eqs. (15)-(19).

\[
\text{Loss} = \lambda_{\text{conf}} \cdot \text{Loss}_{\text{conf}} + \lambda_{\text{cls}} \cdot \text{Loss}_{\text{cls}} + \lambda_{\text{loc}} \cdot \text{Loss}_{\text{loc}}
\]

\[
\text{Loss}_{\text{conf}} = \sum_{i=0}^{K \times K} \sum_{j=0}^{M} I_{ij}^{\text{obj}} \text{Loss}_{\text{BCE}} \left( \hat{C}_i, C_i \right)
- \sum_{i=0}^{K \times K} \sum_{j=0}^{M} I_{ij}^{\text{noobj}} \text{Loss}_{\text{BCE}} \left( \hat{C}_i, C_i \right)
\]

\[
\text{Loss}_{\text{cls}} = \sum_{i=0}^{K \times K} I_{ij}^{\text{obj}} \sum_{k=0}^{K \times K} \text{Loss}_{\text{BCE}} \left( \hat{p}_i(k), p_i(k) \right)
\]

\[
\text{Loss}_{\text{BCE}}(\hat{N}, N) = \hat{N} \log(N) + (1 - \hat{N}) \log(1 - N)
\]

\[
\text{Loss}_{\text{loc}} = \sum_{i=0}^{K \times K} \sum_{j=0}^{M} I_{ij}^{\text{obj}} \text{loss}_{\text{CIOU}}
\]

where \(\lambda_{\text{conf}}, \lambda_{\text{cls}}\) and \(\lambda_{\text{loc}}\) represent the weights of three different categories of loss in the loss function, respectively, the Yolov4-tiny network divides each input image into \(K \times K\) cells first, and each grid produces \(M\) anchor boxes. After each anchor is subjected to the network’s antecedent computation, an adjusted bounding box is obtained, and the total number of anchors is \(K \times K \times M\). \(I_{ij}^{\text{obj}}\) and \(I_{ij}^{\text{noobj}}\) are used to determine whether the center coordinates of the target are in the \(j^{\text{th}}\) anchor box in the \(i^{\text{th}}\) grid, if yes the former is equal to 1 and the latter is equal to 0, otherwise the opposite. \(C_i\) is the confidence of the true box in the \(i^{\text{th}}\) cell and \(\hat{C}_i\) is the confidence of the prediction box in the \(i^{\text{th}}\) cell. \(p_i(k)\) denotes the conditional probability that the true box in the \(i^{\text{th}}\) cell contains the \(k^{\text{th}}\) type of target and \(\hat{p}_i(k)\) denotes the conditional probability that the prediction box in the \(i^{\text{th}}\) cell contains the \(k^{\text{th}}\) type of target.

Unlike the Yolov3 algorithm, the Yolov4-tiny algorithm uses CIoU loss in the calculation of the location loss function instead of the cross-entropy loss used in the confidence loss and classification loss, which enables a more accurate description of the location information. The CIoU loss is calculated as shown in Eqs. (20)-(24).

\[
\text{loss}_{\text{CIoU}} = 1 - \text{IoU} + R_{\text{CIoU}}(B, B^g)
\]

\[
\text{IoU} = \frac{|B \cap B^g|}{|B \cup B^g|}
\]

\[
R_{\text{CIoU}}(B, B^g) = \frac{\rho(b, b^g)}{\varepsilon^2} + \alpha v
\]

\[
\alpha = \frac{1 - \text{IoU}}{\text{IoU}} + v
\]

\[
v = 4 \pi^2 \left( \arctan \frac{w^g}{h^g} - \arctan \frac{w}{h} \right)^2
\]

where \(\text{IoU}\) is the intersection ratio, the prediction box \(B = (x, y, w, h)\), and the true box \(B^g = (x^g, y^g, w^g, h^g)\), which consist of \(x, y\) coordinates indicating the location of the center point and \(w, h\) coordinates indicating the width and height length. \(R_{\text{CIoU}}(B, B^g)\) is the penalty term between the prediction box \(B\) and the real box \(B^g\), and \(b\) and \(b^g\) represent the centroids of \(B\) and \(B^g\), \(\rho\) denotes the Euclidean distance, and \(c\) is the diagonal distance of the smallest box that can contain both the prediction box and the real box. \(\alpha\) is a positive trade-off parameter and \(v\) is a parameter that measures the consistency of the aspect ratio, which gives a higher priority to factors in the region where the predicted box overlaps with the true box relative to the non-overlapping part in the regression calculation.

D. Network optimization methods

In order to better combine the characteristics of the ship dataset, the Yolov4-tiny algorithm uses the K-mean clustering algorithm to divide the real frames of different sizes in the training set into \(m\) classes before starting the training, and the boxes represented by the center points of the real boxes in each class are used as anchor boxes, so that anchor boxes can be obtained that are more suitable for detecting ship targets. In this paper \(m=6\), these anchor boxes will be divided into 2 groups of 3 boxes each according to the size to detect target objects of different scales.

In the convolution block, the data extracted by the convolution layer, after batch normalization, is activated using the Leaky Relu activation function, which does not set all negative values to 0 as in the Relu function, but sets a non-zero slope, as shown in Eq. (25).

\[
f_{\text{Leaky Relu}}(n_i) = \begin{cases} n_i, & \text{if } n_i \geq 0 \\ \varphi \cdot n_i, & \text{if } n_i < 0, a_i \in (0, 1) \end{cases}
\]

where \(\varphi\) is the slope when the input value is less than 0 and \(a_i\) is the hyperparameter.

In the early stage of training, using a large learning rate can make the network converge quickly, while in the later stage of training, using a small learning rate is more also beneficial for the network to converge to the optimal value. Therefore, the exponential decay strategy of learning rate is utilized for training, and the learning rate \(\gamma\) is calculated as shown in equation (26).

\[
\gamma = e^{-\tau \gamma_0}
\]

where \(\gamma_0\) denotes the initial learning rate, \(\varepsilon\) is the decay rate, and \(\tau\) is the number of iterations of the training network.

The Yolov4-tiny model is built based on convolutional neural networks, so its features extracted at different depth levels are not the same. So the network model is first trained in a large dataset, and when it has the ability to extract basic and abstract features, it is then fine-tuned using transfer learning methods to transfer the weights and biases after training to the network in the new training environment. Since the types of targets are different in various training sets, the weights and deviations of the last layer of the network model are structured differently, except that they can be transferred.
degrees of overlap and occlusion can be captured more quickly by the target recognition algorithm, the target ships with different severity of overlap occur as the test set. By optimizing the network learns the overall features of the target well, and on higher than the Yolov4 algorithm applying the original Mosaic results when (1:1:0) method, the recognition algorithm will achieve better results as shown in Table 4.

As can be seen in Figure 8, the values of the yellow curve are slightly higher than the values of the green curve during the last twenty iterations that tend to be smooth, and the recognition results of the Yolov4-tiny algorithm improve slightly after using the mosaic method, while the improved mosaic method indicated by the blue curve greatly improves the recognition accuracy, even higher than that of the Yolov4 using the original mosaic method algorithm using the original mosaic method. So the improved mosaic method not only improves the recognition accuracy of the Yolov4-tiny algorithm, but also greatly improves the detection speed of ship recognition compared to the Yolov4 algorithm. The experimental procedure of data enhancement using m4 and m9 methods is shown in Figure 9.

The curve with the highest recognition accuracy in Figure 8 was trained using the modified mosaic method, which uses the m1, m4 and m9 methods as inputs with probability according to the ratio of the different ratios on the recognition accuracy, several sets of experiments were conducted in this paper to compare the results as shown in Table 4.

In Table 4, it can be seen that relative to the original Mosaic (1:1:0) method, the recognition algorithm will achieve better results when m4 is satisfied with double m9 and m1 is greater than or equal to m4, and its recognition accuracy will be higher than the Yolov4 algorithm applying the original Mosaic method when $o : p : q = 2:2:1$ and $2:2:1$. In addition, not all the improved methods at all ratios are superior, which indicates that the dataset should be focused on m1 data, so that the network learns the overall features of the target well, and on this basis, m4 and m9 are used to enhance the learning of local

### III. EXPERIMENTAL SIMULATION AND TESTING

#### A. Planning of data sets

The widely used datasets, such as VOC dataset [25] and COCO dataset [26], contain ships that are classified into only 1 category, which exist with random image size and low resolution (no more than 640*360). In contrast, the ship dataset [27] used for training and testing in this paper contains a total of 7000 images with a resolution of 1920*1080, which are intercepted from video clips taken by surveillance cameras that belong to a sea surface surveillance system deployed along the coastline, which includes 156 cameras in 50 different locations. The dataset contains six different types of ships, the number and categories of which are shown in Table 1.

The ships in these images have different lighting conditions, observation angles, distance and proximity scales, and overlap levels, making the dataset much more complex and increasing the difficulty of target detection algorithm recognition.

#### B. Training and test results

The algorithms in this paper were implemented on the open source neural network framework Pytorch (3.8.5). The computational workstation configuration consists of a GPU (GeForce RTX 3090), CPU (AMD Ryzen 9 3950x 16 Core/3.5 GHz/72 M), and 128 G RAM. It consists of a 1080p camera module, power supply module, display output module, and control module, as shown in Figure 7.

Before the training starts, the dataset is classified. 6000 target images of ships with almost no occlusion are selected as the training set, and 1000 images of ships with different severity of overlap occur as the test set. By optimizing the target recognition algorithm, the target ships with different degrees of overlap and occlusion can be captured more quickly and accurately, reducing and improving the recognition accuracy. The parameters of the mosaic method in the experiment are shown in Table 2, and the parameters in the network optimization method are shown in Table 3.

The images used for training and validation in the training dataset are randomly segmented in a ratio of 9 to 1. After training starts, the network stops after 100 iterations, and Figure 8 represents the recognition accuracy of the Yolov4-tiny algorithm at different numbers of iterations. The values of the legend in the figure are the values of o:p:q, and the accuracy is represented by mAP.

As can be seen in Figure 8, the values of the yellow curve are slightly higher than the values of the green curve during the last twenty iterations that tend to be smooth, and the recognition results of the Yolov4-tiny algorithm improve slightly after using the mosaic method, while the improved mosaic method indicated by the blue curve greatly improves the recognition accuracy, even higher than that of the Yolov4 using the original mosaic method algorithm using the original mosaic method. So the improved mosaic method not only improves the recognition accuracy of the Yolov4-tiny algorithm, but also greatly improves the detection speed of ship recognition compared to the Yolov4 algorithm. The experimental procedure of data enhancement using m4 and m9 methods is shown in Figure 9.

The curve with the highest recognition accuracy in Figure 8 was trained using the modified mosaic method, which uses the m1, m4 and m9 methods as inputs with probability according to the ratio of the different ratios on the recognition accuracy, several sets of experiments were conducted in this paper to compare the results as shown in Table 4.

In Table 4, it can be seen that relative to the original Mosaic (1:1:0) method, the recognition algorithm will achieve better results when m4 is satisfied with double m9 and m1 is greater than or equal to m4, and its recognition accuracy will be higher than the Yolov4 algorithm applying the original Mosaic method when $o : p : q = 2:2:1$ and $4:2:1$. In addition, not all the improved methods at all ratios are superior, which indicates that the dataset should be focused on m1 data, so that the network learns the overall features of the target well, and on this basis, m4 and m9 are used to enhance the learning of local

### Table I

**Ship data set target object category and number**

| Vessel type           | Quantity(pcs) |
|-----------------------|---------------|
| Ore carrier           | 2084          |
| Bulk cargo carrier    | 1811          |
| General cargo ship    | 1426          |
| Container ship        | 898           |
| Fishing boat          | 1539          |
| Passenger ship        | 455           |

### Table II

**Experimental parameters in mosaic data enhancement methods**

| Parameter | Numeric | Parameter | Numeric | Parameter | Numeric |
|-----------|---------|-----------|---------|-----------|---------|
| H         | 608     | $\Delta r_1$ | 0.05 | $\Delta r_1^2$ | 0.2 |
| $r_1$     | 0.3     | $t_W$      | 0.4    | $t_W^2$    | 0.4    |
| $r_2$     | 0.65    | $t_H$      | 0.4    | $t_H^2$    | 0.4    |
| $r_3$     | 0.3     | $\Delta t_W$ | 0.05 | $\Delta t_W^2$ | 0.2 |
| $r_4$     | 0.65    | $\Delta t_H$ | 0.05 | $\Delta t_H^2$ | 0.2 |
| $\Delta r_1$ | 0.05 | $r_1^2$     | 0.4    |
| $\Delta r_2$ | 0.05 | $r_2^2$     | 0.4    |

### Table III

**Parameters in network optimization methods**

| Parameter | Numeric |
|-----------|---------|
| $\varphi$ | 0.1     |
| $\gamma_0$ | $1 \times 10^{-3}$ |
| $\varepsilon$ | 0.95    |
Fig. 8. mAPs of Yolov4-tiny algorithm with different number of iterations

**TABLE IV**

| Algorithm Type | o:p:q | Highest mAP in 100 iterations | Average mAP in the last 20 iterations | Ratio relative to the original mosaic (1:1:0) |
|----------------|-------|-------------------------------|-------------------------------------|--------------------------------------------|
| Yolov4-tiny    | 1:0:0 | 62.28%                        | 61.54%                              | 99.27%                                      |
|                | 1:1:0 | 62.56%                        | 61.99%                              | 100.00%                                    |
|                | 1:1:1 | 62.39%                        | 60.53%                              | 97.64%                                      |
|                | 1:2:1 | 61.88%                        | 60.10%                              | 96.95%                                      |
|                | 2:1:1 | 63.11%                        | 61.44%                              | 99.11%                                      |
|                | 2:2:1 | 65.06%                        | 64.09%                              | 103.39%                                    |
|                | 3:2:1 | 65.78%                        | 62.49%                              | 100.81%                                    |
|                | 4:2:1 | 63.31%                        | 62.86%                              | 101.40%                                    |
|                | 4:3:2 | 62.98%                        | 62.25%                              | 100.42%                                    |
| Yolov4         | 1:1:0 | 63.90%                        | 62.56%                              | 100.92%                                    |

features, respectively, to improve the generalization ability of the network.

To further test the recognition capability of the network for overlapping targets, a small mobile testbed is used for real-time inspection of the sea surface, located at Gulangyu Island (Xiamen, China). A real-time video clip of two fishing boats overlapping during travel was used as the experiment to calculate the recognition capability of the network at each moment. The video clip had a resolution of 1080P, a duration of 38 seconds, 24 frames per second, and a total of 912 frames, and the test results are shown in Figure 10. The weight file selected in the actual test experiment is the weight corresponding to the highest mAP in 100 iterations.

In Figure 10, it can be seen that in frame 691, when the two boats are already severely overlapped, the Yolov4-tiny algorithm using the improved mosaic method can still identify both boats at the same time, while the Yolov4-tiny algorithm using the original mosaic method and the one not using the mosaic method can only identify one of the boats. In frame 756 when the two ships are getting rid of the overlap, the Yolov4-tiny algorithm with the improved mosaic method and the original mosaic method can already recognize both ships at the same time, while the Yolov4-tiny algorithm without the mosaic method can still recognize only one of the ships. This further illustrates the effectiveness of the improved mosaic method in improving the detection capability of overlapping targets.

Due to the limited arithmetic power of small mobile devices, the recognition speed is slow at 1080p resolution, so the detection of ship targets in different resolution videos is tested and the recognition speed of the network is shown in Table 5.

As can be seen from Table 5, the recognition speed at all four resolutions is low because the Yolov4 network structure is more complex and has more weight parameters, which leads to its higher arithmetic power required for recognition. The recognition speed of Yolov4-tiny algorithm at 360p video resolution is 179.50% of its recognition speed at 1080p video resolution, and 462.60% of the recognition speed of Yolov4 algorithm at 360p video resolution.
TABLE V

COMPARISON OF RECOGNITION SPEED AT DIFFERENT RESOLUTIONS

| Network Type | Recognition speed /fps 1080p | Recognition speed /fps 720p | Recognition speed /fps 480p | Recognition speed /fps 360p | Number of network weights/pcs | Network weight size /MB |
|--------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|--------------------------------|--------------------------|
| Yolov4-tiny  | 6.34                          | 8.68                          | 10.48                         | 11.38                         | 5,885,666                      | 22.45                    |
| Yolov4       | 2.03                          | 2.27                          | 2.41                          | 2.46                          | 63,964,611                     | 244.01                   |

TABLE VI

COMPARISON OF THE RECOGNITION ABILITY OF THREE MOSAIC METHODS FOR OVERLAPPING PROBLEMS AT DIFFERENT RESOLUTIONS

| Video Resolution | o:p:q | Unable to separate the starting frames | Unable to separate end frames | Number of frames that cannot be separated/pcs | Unable to separate time/sec | Proportion of time not separable relative to the original Mosaic method (1:1:0) |
|------------------|-------|----------------------------------------|-----------------------------|-----------------------------------------------|-----------------------------|--------------------------------------------------------------------------------|
| 1080p            | 1:0:0 | 654                                    | 804                         | 151                                           | 6.29                        | 196%                                                                            |
|                  | 1:1:0 | 676                                    | 752                         | 77                                            | 3.21                        | 100%                                                                            |
|                  | 2:2:1 | 692                                    | 755                         | 64                                            | 2.67                        | 83%                                                                             |
| 720p             | 1:0:0 | 649                                    | 810                         | 102                                           | 6.75                        | 210%                                                                            |
|                  | 1:1:0 | 673                                    | 752                         | 80                                            | 3.33                        | 104%                                                                            |
|                  | 2:2:1 | 691                                    | 755                         | 65                                            | 2.71                        | 84%                                                                             |
| 480p             | 1:0:0 | 650                                    | 912                         | 263                                           | 10.96                       | 342%                                                                            |
|                  | 1:1:0 | 658                                    | 753                         | 96                                            | 4.00                        | 125%                                                                            |
|                  | 2:2:1 | 692                                    | 755                         | 64                                            | 2.67                        | 83%                                                                             |
| 360p             | 1:0:0 | 649                                    | 912                         | 264                                           | 11.00                       | 343%                                                                            |
|                  | 1:1:0 | 656                                    | 754                         | 99                                            | 4.13                        | 129%                                                                            |
|                  | 2:2:1 | 692                                    | 756                         | 65                                            | 2.71                        | 84%                                                                             |
Since the recognition speed of different algorithms varies at different resolutions, the importance of improving the recognition ability of mosaic at different resolutions is self-evident. Thus, the recognition ability of the overlap problem is judged by comparing the number of frames in the interval from the beginning of the overlap to the end of the overlap in which the Yolov4-tiny algorithm with different mosaic methods correctly identifies and separates the two ships. The specific experimental results are shown in Table 6.

From Table 6, it can be seen that with the decrease of resolution, each algorithm has different degrees of weakening for overlapping target recognition speed, and the degree of weakening can be expressed by the growth rate of the time when it is impossible to separate, as shown in Figure 11. It can be seen that the Yolov4-tiny algorithm using the improved mosaic method achieves a greater advantage at all four different resolutions. Not only the time to fail to separate the overlapping targets is shorter when the ship targets overlap, but also the high recognition rate can be maintained when the resolution degradation occurs.

The experiments prove that the improved mosaic data enhancement method has a certain improvement on the recognition effect of overlapping targets of ships, and the applied Yolov4-tiny algorithm can be deployed on small mobile devices and can be flexibly assembled on various platforms, thus realizing the real-time monitoring of ship targets on the sea surface in the offline state.

IV. CONCLUSION

In this paper, an improved mosaic data enhancement method is proposed based on the Yolov4-tiny algorithm as the experimental basis, and the different ratios of mosaic filling are tested for comparison to investigate its effect on the detection accuracy of ship overlapping targets. In the simulation experiments, the ship dataset is analyzed, and the ship overlapping targets in the dataset are used as detection objects. Compared with the original algorithm, the improved method enhances the recognition accuracy of the test dataset by 2.5% and achieves the same detection effect as the original Yolov4 algorithm, which improves the accuracy and reduces the arithmetic power consumption at the same time. In the real test experiments, the algorithm was deployed on a small mobile testbed for real tests, and the improved method achieved a 17% reduction in target loss time and a 27.01% improvement in recognition stability at different video resolutions compared to the original algorithm. Therefore, the target recognition algorithm can improve its ability to recognize overlapping targets of ships after being trained by the improved mosaic data enhancement method.
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