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Abstract. In this work, we consider the singular set in the thin obstacle problem with weight $|x_{n+1}|^a$ for $a \in (-1, 1)$, which arises as the local extension of the obstacle problem for the fractional Laplacian (a non-local problem). We develop a refined expansion of the solution around its singular points by building on the ideas introduced by Figalli and Serra to study the fine properties of the singular set in the classical obstacle problem. As a result, under a superharmonicity condition on the obstacle, we prove that each stratum of the singular set is locally contained in a single $C^2$ manifold, up to a lower dimensional subset, and the top stratum is locally contained in a $C^{1, \alpha}$ manifold for some $\alpha > 0$ if $a < 0$.

In studying the top stratum, we discover a dichotomy, until now unseen, in this problem (or, equivalently, the fractional obstacle problem). We find that second blow-ups at singular points in the top stratum are global, homogeneous solutions to a codimension two lower dimensional obstacle problem (or fractional thin obstacle problem) when $a < 0$, whereas second blow-ups at singular points in the top stratum are global, homogeneous, and $a$-harmonic polynomials when $a \geq 0$. To do so, we establish regularity results for this codimension two problem, what we call the very thin obstacle problem.

Our methods extend to the majority of the singular set even when no sign assumption on the Laplacian of the obstacle is made. In this general case, we are able to prove that the singular set can be covered by countably many $C^2$ manifolds, up to a lower dimensional subset.

1. Introduction

Lower dimensional obstacle problems are an important class of obstacle problems, arising in many areas of mathematics. For instance, they can be found in the theory of elasticity (see [Sig33, Sig59, KO88]), and they also appear in describing osmosis through semi-permeable membranes as well as boundary heat control (see, e.g., [DL76]). Moreover, they often are local formulations of fractional obstacle problems, another important class of obstacle problems. Fractional obstacle problems can be found in the optimal stopping problem for Lévy processes, and can be used to model American option prices (see [Mer76, CT04]). They also appear in the study of anomalous diffusion, [BG90], the study of quasi-geostrophic flows, [CV10], and in studies of the interaction energy of probability measures under singular potentials, [CDM16]. (We refer to [Ros18] for an extensive bibliography on the applications of obstacle-type problems.)

Broadly, lower dimensional obstacle problems are minimization problems for a given energy functional on class of functions constrained to sit above a given obstacle (function) defined on a lower dimensional manifold. Obstacle problems are free boundary problems: the principal part of their study is the structure and regularity of the boundary of the contact set of the solution and the obstacle, the free boundary. The lower dimensional obstacle problem we consider — the thin obstacle problem with weight $|x_{n+1}|^a$ — has garnered much interest and attention (see [AC04, CS07, ACS08, GP09, KRS16, FoSp18, CSV19, JN17]); it is a model
setting, and has motivated the study of many other types of lower dimensional obstacle problems (see [MS08, AM11, Fer16, RS17, RuSh17, FeSe18, FoSp18b, GR18, BLOP19]).

Nevertheless, the study of the non-regular part of the free boundary has been rather limited. Only recently has significant progress been made (see [GP09, FoSp18, GR18, CSV19]). And many open questions still remain. In this work, we address some of these questions, focusing on the singular set (see Section 1.2.2). In particular, we explore the fine properties of the solution and its expansion around singular points, inspired by [FS18].

We note that the techniques of [FS18] have been further developed and improved in [FRS19], where the authors prove generic regularity (namely, the generic smoothness of the free boundary in the classical obstacle problem) in dimension three and the smoothness of the free boundary at almost every time for the three-dimensional Stefan problem. We expect the machinery built here to be useful in tackling genericity-type questions of this nature in the context of the thin/fractional obstacle problem.

1.1. The Thin Obstacle Problem. In this paper, we consider a class of lower dimensional obstacle problems in $\mathbb{R}^{n+1} := \{(x, y) \in \mathbb{R}^n \times \mathbb{R}\}$ with weight $|y|^a$ where $\mathbb{R}^n \times \{0\}$ acts as the lower dimensional manifold. We will often refer to them as, simply, the thin obstacle problem, even though this name is usually reserved for the case $a = 0$. In particular, for an analytic obstacle $\varphi : B_1 \cap \{y = 0\} \to \mathbb{R}$, we look at the thin obstacle problem:

$$\min_{w \in \mathcal{A}} \left\{ \int_{B_1} |\nabla w|^2 |y|^a \, dX \right\}, \quad \text{with} \quad a \in (-1, 1),$$

where $\mathcal{A}$ is the convex subset of the Sobolev space $W^{1,2}(B_1, |y|^a \, dX)$ (which, for simplicity, we call $W^{1,2}(B_1, |y|^a)$) defined by

$$\mathcal{A} := \{ w \in W^{1,2}_0(B_1, |y|^a) + g : w(x, 0) \geq \varphi(x) \text{ and } w(x, -y) = w(x, y) \},$$

given some boundary data $g \in C(B_1)$ (even with respect to $y$) such that $g|_{\partial B_1 \cap \{y=0\}} \geq \varphi$. The condition that $w$ sits above $\varphi$ on the thin space $\mathbb{R}^n \times \{0\}$ needs to be understood in the trace sense, a priori.

If $u$ is the (unique) solution to (1.1), then $u$ satisfies the Euler–Lagrange equations

$$\begin{cases}
  u(x, y) &\geq \varphi(x) &\text{on } B_1 \cap \{y = 0\} \\
  L_a u(x, y) &\leq 0 &\text{in } B_1 \\
  L_a u(x, y) = 0 &\text{in } B_1 \setminus \Lambda(u) \\
  u(x, y) = u(x, -y) &\text{in } B_1 \\
  u(x, y) = g(x, y) &\text{on } \partial B_1
\end{cases}$$

where

$$L_a u(x, y) := \text{div}(|y|^a \nabla u(x, y))$$

and

$$\Lambda(u) := \{(x, 0) : u(x, 0) = \varphi(x)\}.$$

The set $\Lambda(u)$ is called the contact set, and is an unknown of the problem. Its topological boundary in $\mathbb{R}^n$

$$\Gamma(u) := \partial \Lambda(u) \subset \mathbb{R}^n \times \{0\}$$

is called the free boundary.

Remark 1.1. A useful equivalent characterization of the minimizer $u$ of (1.1) is that $u$ is the smallest super $a$-harmonic function in $\mathcal{A}$: $u \in \mathcal{A}$, $L_a u \leq 0$, and $u \leq w$ for all $w \in \mathcal{A}$ such that $L_a w \leq 0$. 

Remark 1.2. In this work, we consider analytic obstacles. Clearly, this regularity restriction can be relaxed; the thin obstacle problem (1.1) can be well-formulated with significantly less regular obstacles (e.g., continuous obstacles). That said, the analytic setting allows us to understand the model behavior of $\Gamma(u)$, and for this reason, it deserves special consideration.

1.1.1. The Obstacle Problem for the Fractional Laplacian. As shown in [CSS08], the Euler–Lagrange equations (1.2) appear naturally in the context of the obstacle problem for the fractional Laplacian, or the fractional obstacle problem. Indeed, let $\varphi : \mathbb{R}^n \to \mathbb{R}$ be an obstacle (with sufficient decay at infinity) and let $\bar{u}$ solve the fractional obstacle problem

$$
\begin{cases}
\bar{u} \geq \varphi & \text{in } \mathbb{R}^n \\
(-\Delta)^s \bar{u} \geq 0 & \text{in } \mathbb{R}^n \\
(-\Delta)^s \bar{u} = 0 & \text{in } \{\bar{u} > \varphi\}
\end{cases}
$$

with $s := \frac{1-a}{2} \in (0,1)$.

Then, the even in $y$, $a$-harmonic extension of $\bar{u}$ to $\mathbb{R}^{n+1}$ (i.e., $u : \mathbb{R}^{n+1} \to \mathbb{R}$ such that $L_a u(x,y) = 0$ for $|y| > 0$, $u(x,0) = \bar{u}(x)$, $u(x,y) = u(x,-y)$, and $\lim_{|x| \to \infty} u(x,y) = 0$) solves (1.2) in $\mathbb{R}^{n+1}$ (and, in particular, with its own boundary data, in $B_1$). Consequently, all of the results we prove in this work can be translated into statements regarding the fractional obstacle problem. We leave this translation to the interested reader.

1.2. Known Results. Let us briefly summarize some of the known properties of the solution to the thin obstacle problem and its free boundary. To do so, it will be useful to “normalize” $\varphi$, and it will be necessary to define a collection of rescalings of $u$.

Since $\varphi = \varphi(x)$ is analytic, we can extend it from a function defined on $B_1 \cap \{y = 0\}$ to an $a$-harmonic, even in $y$ function defined on $\overline{B_1}$ (see [GR18, Lemma 5.1]). For simplicity, we still denote this extension by $\varphi$. So if we let

$$
\tilde{u} := u - \varphi,
$$

(1.4) becomes

$$
\begin{cases}
\tilde{u}(x,y) \geq 0 & \text{on } B_1 \cap \{y = 0\} \\
L_a \tilde{u}(x,y) \leq 0 & \text{in } B_1 \\
\tilde{u}_x(x,y) = 0 & \text{in } B_1 \setminus \Lambda(\tilde{u}) \\
\tilde{u}(x,y) = \tilde{g}(x,y) & \text{on } \partial B_1,
\end{cases}
$$

(1.5)

with $\tilde{g} := g - \varphi$ and

$$
\Lambda(\tilde{u}) := \{(x,0) : \tilde{u}(x,0) = 0\} = \Lambda(u).
$$

Furthermore,

$$
L_a \tilde{u} = 2 \lim_{y \downarrow 0} y^a \partial_y \tilde{u}(x,y) \mathcal{H}^n \setminus \Lambda(\tilde{u}).
$$

(1.6)

Hence, considering (1.5),

$$
\lim_{y \downarrow 0} y^a \partial_y \tilde{u}(x,y) \leq 0 \quad \text{for } |x| < 1,
$$

$$
\lim_{y \downarrow 0} y^a \partial_y \tilde{u}(x,y) = 0 \quad \text{for } |x| < 1 \text{ and } \tilde{u}(x,0) > 0,
$$

and

$$
\tilde{u} L_a \tilde{u} = 0 \quad \text{in } B_1.
$$

(See [CSS08, GP09, FoSp18, GR18].) All of the above expressions must be understood in a distributional sense.
As we have mentioned, we need to introduce a collection of rescalings of \( u \) around a free boundary point \( X_0 \in \Gamma(u) \) in order to outline the existing literature on (1.1). They are

\[
\tilde{u}_{X_0,r}(X) := \frac{\tilde{u}_{X_0}(rX)}{\left(\frac{1}{r^{n+1}} \int_{\partial B_r} \bar{u}_{X_0}^2 |y|^a\right)^{1/2}} \quad \text{where} \quad \bar{u}_{X_0}(X) := \bar{u}(X_0 + X).
\]

1.2.1. Blow-ups and Optimal Regularity. In [ACS08, CSS08], Athanasopoulos, Caffarelli, and Salsa and Caffarelli, and Salsa and Silvestre, for \( a = 0 \) and \( a \in (-1, 1) \) respectively, proved that the set \( \{ \tilde{u}_{X_0,r} \}_{r>0} \) is weakly precompact in \( W^{1,2}_{\loc}(\mathbb{R}^{n+1}, |y|^a) \), and that the limit points of \( \{ \tilde{u}_{X_0,r} \}_{r>0} \) as \( r \downarrow 0 \) or blow-ups of \( u \) at \( X_0 \) are global \( \lambda_{X_0} \)-homogeneous solutions to (1.5) with

\[
\lambda_{X_0} \in [1 + s, \infty) \quad \text{for} \quad s := \frac{1-a}{2}.
\]

It is important to note that the homogeneity of blow-ups depends only on the point \( X_0 \in \Gamma(u) \) at which they are taken, and is independent of the sequence along which the weak limit is produced.

Moreover, in [AC04, CSS08], it was shown that \( u \) is optimally \( C^{1,s} \) on either side of the thin space (but only Lipschitz across).

1.2.2. The Free Boundary. The free boundary \( \Gamma(u) \) can be partitioned into three sets:

\[
\Gamma(u) = \text{Reg}(u) \cup \text{Sing}(u) \cup \text{Other}(u),
\]

the set of regular points, the set of singular points, and set of other points (see [GP09, FoSp18, GR18]), and they can be characterized by the value of \( \lambda_{X_0} \) with \( X_0 \in \Gamma(u) \).

\( \text{Reg}(u) \) is the set of free boundary points where blow-ups are \( (1+s) \)-homogeneous. In [ACS08, CSS08], it was proved that \( \text{Reg}(u) \) is relatively open, that blow-ups at points in \( \text{Reg}(u) \) are unique, and that \( \text{Reg}(u) \) is an \( (n-1) \)-dimensional \( C^{1,\alpha} \) submanifold of the thin space (it is analytic, in fact, as proved in [KRS16]).

\( \text{Sing}(u) \) is the set of points in \( \Gamma(u) \) where the contact set has zero \( \mathcal{H}^n \)-density,

\[
\text{Sing}(u) := \left\{ X_0 \in \Gamma(u) : \lim_{r \downarrow 0} \frac{3\mathcal{H}^n(\Lambda(u) \cap B_r(X_0))}{r^n} = 0 \right\}.
\]

In [GP09, GR18], Garofalo and Petrosyan and Garofalo and Ros-Oton, for \( a = 0 \) and \( a \in (-1, 1) \) respectively, proved that the points of \( \text{Sing}(u) \) are those at which blow-ups are evenly homogeneous and unique. In addition, they showed that \( \text{Sing}(u) \) is contained in the countable union of \( m \)-dimensional \( C^1 \) manifolds with \( m \) ranging from 0 to \( n-1 \). (The regularity of the covering manifolds was later improved to a more quantitative \( C^{1,\log^{\infty}} \) in [CSV19] when \( a = 0 \).) The goal of this manuscript is to achieve a better understanding of singular points.

Finally, \( \text{Other}(u) \) is the remainder of the free boundary, and is not yet fully characterized. That said, in [FoSp18], Focardi and Spadaro proved that \( \Gamma(u) \), in particular, \( \text{Other}(u) \), has finite \( (n-1) \)-dimensional Minkowski content, which implies that the free boundary is \( \mathcal{H}^{n-1} \)-rectifiable. Moreover, they showed that outside of an at most Hausdorff \( (n-2) \)-dimensional subset of \( \Gamma(u) \), the possible homogeneities of blow-ups take values in \( \{2k, 2k-1+s, 2k+2s\}_{k \in \mathbb{N}} \) (the same result was proved for \( a = 0 \) by Krummelm and Wickramasekera in [KW13]).

1.2.3. The Non-degenerate Problem. We have already seen that the study of the thin obstacle problem for an analytic obstacle can be reduced to the study of the thin obstacle problem for the zero obstacle, (1.5). An alternative normalization is to reduce to the zero boundary data case by subtracting off the \( a \)-harmonic extension of \( g \) to \( B_1 \). Indeed, for simplicity, let \( g \) be its own \( a \)-harmonic extension to \( B_1 \), i.e., assume that \( g \) is defined on \( B_1 \) and \( L_ag = 0 \) in \( B_1 \).

Then, \( u - g \) solves (1.1) with zero boundary data and obstacle \( \varphi_g := (\varphi - g)|_{\{y=0\}} \). (This
procedure does not require $\varphi$ to be analytic.) Under this normalization, Barrios, Figalli, and Ros-Oton proved that if $\varphi_\delta$ is strictly superharmonic, then

$$\lambda_{X_0} \in \{1 + s, 2\},$$

for all $X_0 \in \Gamma(u)$ (see [BFR18]). Consequently, we make the following definition.

**Definition 1.3.** We say that the thin obstacle problem (1.1) or, equivalently, (1.2) is non-degenerate if

$$\Delta_x \varphi_\delta \leq -c < 0 \text{ on } B_1 \cap \{y = 0\}.$$  

Analogously, we say the Euler–Lagrange equations (1.5) are non-degenerate if they arise from (1.1) or (1.2) satisfying (1.8); i.e., $\Delta_x \tilde{g} \geq c > 0$ on $B_1 \cap \{y = 0\}$, where $\tilde{g}$ denotes its own $a$-harmonic extension of $\tilde{g}$ to $\overline{B_1}$.

**Remark 1.4.** In the context of the obstacle problem for the fractional Laplacian in all of $\mathbb{R}^n$, (1.3), the problem is non-degenerate under the less restrictive assumption $\Delta \varphi \leq 0$ in $\{\varphi > 0\} \subset \mathbb{R}^n$.  

1.3. **Main Results.** We are interested in studying the fine properties of $u$ at points in $\text{Sing}(u)$, in the spirit of the work of Figalli and Serra ([FS18]), wherein such a study is undertaken for the classical obstacle problem given obstacles with Laplacian identically equal to $-1$, i.e., under a non-degeneracy condition (cf. Definition 1.3). To do so, we establish a framework to better characterize the structure of singular points and the behavior of $u$ around singular points: we develop a higher order expansion of $u$ around singular points, which, up to lower dimensional sets, yields a more regular covering of $\text{Sing}(u)$. Our approach and results are new even for the case $a = 0$.

Before stating our results, it will be convenient to expand our discussion of $\text{Sing}(u)$ and the work of [GP09, GR18], and introduce some notation. Let

$$\Sigma_\kappa(u) := \{X_0 \in \Gamma(u) : \lambda_{X_0} = \kappa\}$$

denote the set of free boundary points where the homogeneity of blow-ups is $\kappa$. Consequently,  

$$\text{Sing}(u) = \bigcup_{\kappa \in 2\mathbb{N}} \Sigma_\kappa(u).$$

As noted, in [GP09, GR18], the authors showed that one and only one blow-up exists, which is evenly homogeneous, at each singular point. In fact, they proved much more: the unique blow-up at a singular point is a non-trivial, $a$-harmonic, evenly homogeneous polynomial that is even in $y$ and non-negative on the thin space. In other words, blow-ups at singular points belong to the set of polynomials

$$\mathcal{P}_\kappa := \{p : L_\alpha p = 0, X \cdot \nabla p(X) = \kappa p(X), p(x,0) \geq 0, p(x,-y) = p(x,y)\}$$

for $\kappa \in 2\mathbb{N}$. Furthermore, they produce the first term in the expansion of $u$ around $X_0 \in \Sigma_\kappa(u) \subset \text{Sing}(u)$; they show that

$$\frac{\tilde{u}(X_0 + r \cdot)}{r^\kappa} \to p_{*,X_0} \in \mathcal{P}_\kappa \text{ locally uniformly as } r \downarrow 0.$$  

The polynomial $p_{*,X_0}$, which we call the first blow-up of $u$ at $X_0$, is a constant (non-zero) multiple of the blow-up of $u$ at $X_0$ given by the rescalings (1.7). With the rescalings (1.10), we have

$$\tilde{u}(X) = p_{*,X_0}(X - X_0) + o(|X - X_0|^\kappa).$$

Finally, consider

$$L(p_{*,X_0}) := \{\xi \in \mathbb{R}^n : \xi \cdot \nabla_x p_{*,X_0}(x,0) = 0 \text{ for all } x \in \mathbb{R}^n\}$$
the invariant set or spine of \( p_{s,X_o} \) on \( \{y = 0\} \) as well as
\[
m_{X_o} := \dim L(p_{s,X_o}).
\]
Observe that \( L(p_{s,X_o}) \) is a linear subspace of \( \mathbb{R}^n \). Also, since \( p_{s,X_o} \neq 0 \) on \( \mathbb{R}^n \times \{0\} \),
\[
m_{X_o} \in \{0, 1, \ldots, n - 1\},
\]
and this number accounts for the dimension of the contact set around a singular point. Thus, the singular set can be further stratified:
\[
\text{(1.12)} \quad \text{Sing}(u) = \bigcup_{\kappa \in 2\mathbb{N}} \bigcup_{m=0}^{n-1} \Sigma^m_{\kappa}(u) \quad \text{where} \quad \Sigma^m_{\kappa}(u) := \{X_o \in \Sigma_{\kappa}(u) : m_{X_o} = m\}.
\]
In particular, by [BFR18], if the problem is non-degenerate (see Definition 1.3), then
\[
\Gamma(u) = \text{Reg}(u) \cup \text{Sing}(u) = \text{Reg}(u) \cup \Sigma_2(u) = \text{Reg}(u) \cup \bigcup_{m=0}^{n-1} \Sigma^m_{2}(u).
\]
Now we are ready to present the main results of this work. First, given a non-degenerate obstacle, we prove that each \( m \)-dimensional component of \( \text{Sing}(u) \) can be locally covered by a single \( C^2 \) manifold outside a lower dimensional set:

**Theorem 1.5.** Let \( u \) solve (1.1) in the non-degenerate case (see Definition 1.3). Then,

(i) \( \Sigma^0_2(u) \) is isolated in \( \text{Sing}(u) = \Sigma^0_2(u) \cup \cdots \cup \Sigma^{n-1}_2(u) \).

(ii) There exists an at most countable set \( E_1 \subset \Sigma^1_2(u) \) such that \( \Sigma^1_2(u) \setminus E_1 \) is locally contained in a single one-dimensional \( C^2 \) manifold.

(iii) For each \( m \in \{2, \ldots, n - 1\} \), there exists a set \( E_m \subset \Sigma^m_2(u) \) of Hausdorff dimension at most \( m - 1 \) such that \( \Sigma^m_2(u) \setminus E_m \) is locally contained in a single \( m \)-dimensional \( C^2 \) manifold.

(iv) If \( a \in (-1, 0) \), \( \Sigma^{n-1}_2(u) \) is locally contained in a single \((n-1)\)-dimensional \( \mathcal{C}^{1,\alpha} \) manifold, for some \( \alpha > 0 \) depending only on \( n \).

The framework we develop in order to prove Theorem 1.5 is rather robust, and only sees the non-degeneracy condition (1.8) superficially. As a result, we can suitably extend Theorem 1.5 to the bulk of \( \text{Sing}(u) \), the top stratum \( \Sigma^{n-1}(u) := \bigcup_{\kappa \in 2\mathbb{N}} \Sigma^{n-1}_{\kappa}(u) \), in the general case. Recall that the lower stratum \( \Sigma^{<n-1}(u) := \text{Sing}(u) \setminus \Sigma^{n-1}(u) \) is strictly lower dimensional; it is contained in the countable union of \((n-2)\)-dimensional \( C^1 \) manifolds. More precisely, we prove

**Theorem 1.6.** Let \( u \) solve (1.1). Then,

(i) \( \Sigma^0_2(u) \) is isolated in \( \text{Sing}(u) = \bigcup_{\kappa \in 2\mathbb{N}} \bigcup_{m=0}^{n-1} \Sigma^m_{\kappa}(u) \).

(ii) There exists an at most countable set \( E_{2,1} \subset \Sigma^1_2(u) \) such that \( \Sigma^1_2(u) \setminus E_{2,1} \) is contained in the countable union of one-dimensional \( C^2 \) manifolds.

(iii) For each \( m \in \{2, \ldots, n - 1\} \), there exists a set \( E_{2,m} \subset \Sigma^m_2(u) \) of Hausdorff dimension at most \( m - 1 \) such that \( \Sigma^m_2(u) \setminus E_{2,m} \) is contained in the countable union of \( m \)-dimensional \( C^2 \) manifolds.

Moreover, for each \( \kappa \in 2\mathbb{N} \),

(iv) If \( n = 2 \), there exists an at most countable set \( E_{\kappa,1} \subset \Sigma^1_\kappa(u) \) such that \( \Sigma^1_\kappa(u) \setminus E_{\kappa,1} \) is contained in the countable union of 1-dimensional \( C^2 \) manifolds.

(v) If \( n \geq 3 \), there exists a set \( E_{\kappa,n-1} \subset \Sigma^{n-1}_\kappa(u) \) of Hausdorff dimension at most \( n - 2 \) such that \( \Sigma^{n-1}_\kappa(u) \setminus E_{\kappa,n-1} \) is contained in the countable union of \((n-1)\)-dimensional \( C^2 \) manifolds.

(vi) If \( n \geq 2 \) and \( a \in (-1, 0) \), \( \Sigma^{n-1}_\kappa(u) \) can be covered by a countable union of \((n-1)\)-dimensional \( \mathcal{C}^{1,\alpha_\kappa} \) manifolds, for some \( \alpha_\kappa > 0 \) depending only on \( n \) and \( \kappa \).
Remark 1.7. Notice that from the lower-dimensionality of $\Sigma^\leq_{n-1}(u)$, by Theorem 1.6(iv) and (v), we find that the whole singular set can be covered by countably many $(n-1)$-dimensional $C^2$ manifolds up to a lower dimensional subset.

Remark 1.8. When $n = 1$, it is well-known that singular points are isolated. Recall that $\tilde{u}(X_0 + \cdot) = p_\ast X_0 + o(|X|^\alpha)$ if $X_0 \in \Sigma_n(u)$. Since $n = 1$, $p_\ast X_0 > 0$ in a neighborhood of 0, so that $\tilde{u} > 0$ around $X_0$ and $X_0$ is isolated.

Before stating Theorem 1.6, we noted that our methods see the non-degeneracy of the problem superficially. Indeed, if we could show that $\partial B_r \ni 0$ depends only on $\Sigma_\kappa(u)$ and $\Sigma_\kappa^m(u) \subset \Sigma(u)$, then our analysis would immediately imply that $E_{\kappa,m}$ is lower dimensional, and $\Sigma^\kappa_m(u) \subset \text{Sing}(u)$ is contained in a countable union of $C^2$ manifolds up to an $(m - 1)$-dimensional subset for all $m \in \{0, \ldots, n - 1\}$, and not just when $m = n - 1$.

We remark that due to potential accumulation of lower homogeneity singular points to higher homogeneity singular points, the countable covers of Theorem 1.6 cannot be improved to single covers, as done in the the non-degenerate setting, Theorem 1.5 (and also as done in [FS18]).

1.4. Strategy of the Proof. From this point forward, we do not distinguish $u$ and $\tilde{u}$, as defined in (1.4) (or we assume that $\varphi \equiv 0$); we will always assume that we are in the normalized situation (1.5). Furthermore, in this section, whenever we discuss $\Sigma_\kappa(u)$, $\kappa \in 2\mathbb{N} = \{2, 4, 6, \ldots\}$.

Theorems 1.5 and 1.6 are the culmination of a procedure that constructs the second term in the expansion of $u$ at singular points, outside of a lower dimensional set. In order to study the higher infinitesimal behavior of $u$ at $X_0 \in \Sigma_\kappa(u)$, we, quite naturally, consider the rescalings

$$\tilde{v}_{X_0,r}(X) := \frac{v_{X_0}(rX)}{\left(\frac{1}{r^n+n} \int_{\partial B_r} v_{X_0}^2 |y|^{\alpha}\right)^{1/2}} \quad \text{where} \quad v_{X_0}(X) := u(X_0 + X) - p_{\ast X_0}(X)$$

(cf. (1.7)).

First, we show that the set $\{\tilde{v}_{X_0,r}\}_{r > 0}$ is weakly precompact in $W^{1,2}_{\text{loc}}(\mathbb{R}^{n+1}, |y|^{\alpha})$ and classify its limit points as $r \downarrow 0$ or blow-ups (see Sections 2 and 3):

**Proposition 1.9.** Let $u$ solve (1.1), and let $X_0 \in \Sigma_\kappa^m(u)$ for $m \in \{0, \ldots, n - 1\}$.

(i) If $a \in [0, 1)$, the limit points of $\{\tilde{v}_{X_0,r}\}_{r > 0}$ as $r \downarrow 0$ are $\lambda_{\ast X_0}$-homogeneous, a-harmonic polynomials with $\lambda_{\ast X_0} \geq \kappa$.

(ii) If $m < n - 1$ and $\kappa = 2$, the limit points of $\{\tilde{v}_{X_0,r}\}_{r > 0}$ as $r \downarrow 0$ are $\lambda_{\ast X_0}$-homogeneous, a-harmonic polynomials with $\lambda_{\ast X_0} \geq 2$.

(iii) If $m = n - 1$ and $a \in (-1, 0)$, the limit points of $\{\tilde{v}_{X_0,r}\}_{r > 0}$ as $r \downarrow 0$ are $\lambda_{\ast X_0}$-homogeneous, global solutions to the very thin obstacle problem (or fractional thin obstacle problem) (8.2) on $L(p_{\ast X_0}) \subset \mathbb{R}^n \times \{0\}$ with $\lambda_{\ast X_0} \geq \kappa + \alpha_\kappa$, for some $\alpha_\kappa > 0$ depending only on $n$ and $\kappa$.

As far as we know, Proposition 1.9 is the first instance of truly distinct behavior within our class of lower dimensional obstacle problems; in all previous studies of (1.1), the class parameterized by $a \in (-1, 1)$ was treatable uniformly. The key difference is that if $a \geq 0$, subsets of the thin space $\{y = 0\}$ of Hausdorff dimension $n - 1$ have zero $W^{1,2}_{\text{loc}}(\mathbb{R}^{n+1}, |y|^{\alpha})$-capacity or a-harmonic capacity, while if $a < 0$, subsets of the thin space $\{y = 0\}$ of Hausdorff dimension $n - 1$ have positive a-harmonic capacity. This capacitory distinction permits the formulation of, what we call, a very thin obstacle problem, i.e., a search for a weighted Dirichlet energy minimizer, as in (1.1), within a class of functions constrained to sit above a
given function defined on an \((n - 1)\)-dimensional submanifold of \(\mathbb{R}^n \times \{0\}\) (see Section 8), or, equivalently, a lower dimensional obstacle problem for the fractional Laplacian \((-\Delta)^s\), where \(s > \frac{1}{2}\) (see Section 9 and cf. Section 1.1.1).

We remark that the above classification in the case \(a < 0\) is analogous to the classification found in [FS18], wherein Figalli and Serra consider the classical obstacle problem. There, the analogous blow-ups in the top stratum of the singular set are global, homogeneous solutions to the thin obstacle problem (1.1) with zero obstacle and \(a = 0\). And in the lower stratum of the singular set, the analogous blow-ups set are homogeneous, harmonic polynomials. That said, while Figalli and Serra could rely on developed theory (for the thin obstacle problem) for their analysis, we cannot; the very thin obstacle problem has, until now, been unstudied (Section 8).

Given Proposition 1.9 and our desire to produce the next term in the expansion of \(u\) at \(X_0\), we then show that collection of points for which \(\lambda_{\kappa,X_0} \in [\kappa, \kappa + 1]\) is lower dimensional (for \(\kappa = 2\) or \(m = n - 1\)). More specifically, if we define

\[
\Sigma_{\kappa}^{m,a}(u) := \{X_0 \in \Sigma_{\kappa}^{m}(u) : \lambda_{\kappa,X_0} \in [\kappa, \kappa + 1]\},
\]

then we have the following proposition.

**Proposition 1.10.** Let \(u\) solve (1.1). Then,

(i) \(\Sigma_{2}^{0,a}(u)\) is empty.

(ii) For each \(m \in \{1, \ldots, n - 1\}\), \(\Sigma_{2}^{m,a}(u)\) has Hausdorff dimension at most \(m - 1\).

(iii) For each \(\kappa \in 2\mathbb{N}\), \(\Sigma_{\kappa}^{n-1,a}(u)\) has Hausdorff dimension at most \(n - 2\).

**Remark 1.11.** In fact, we can show that for \(n = 2\), if \(a \in (-1, 0)\), then \(\Sigma_{1}^{1,a}(u)\) is countable; and if \(a \in [0, 1)\), then \(\Sigma_{1}^{1,a}(u)\) is discrete. Moreover, for \(n \geq 3\), \(\Sigma_{2}^{1,a}(u)\) is discrete.

In turn, we call \(\Sigma_{\kappa}^{m,a}(u)\) the set of anomalous points of \(\Sigma_{\kappa}^{m}(u)\) and

\[
\Sigma_{\kappa}^{m,a,g}(u) := \Sigma_{\kappa}^{m}(u) \setminus \Sigma_{\kappa}^{m,a}(u)
\]

the generic points of \(\Sigma_{\kappa}^{m}(u)\) (cf. [FS18]). (See Sections 4 and 5.) In order to prove Proposition 1.10, we use two Federer-type dimension reduction arguments. When \(a \geq 0\) or \(m < n - 1\), we argue as in [FS18], while when \(a < 0\) and \(m = n - 1\), we adopt the arguments pioneered in [FRS19].

After the statement of Theorem 1.6, we remarked that if the nodal set and spine of \(p_{\kappa,X_0}\) were aligned for each \(X_0 \in E_{\kappa,m}\), then Theorem 1.6 would immediately hold for all \(m \in \{0, \ldots, n - 1\}\) and all \(\kappa \in 2\mathbb{N}\). (Notice that this alignment is always true when \(m \in \{0, \ldots, n - 1\}\) if \(\kappa = 2\), but only when \(m = n - 1\) if \(\kappa > 2\).) Another way to understand this remark is as follows. If the nodal set and spine of \(p_{\kappa,X_0}\) were aligned for each \(X_0 \in \Sigma_{\kappa}^{m,a}(u)\), then our analysis would directly show that \(\Sigma_{\kappa}^{m,a}(u)\) is at most \((m - 1)\)-dimensional (in the Hausdorff sense), extending Proposition 1.10 to every \((\kappa, m)\) pair. Hence, Theorem 1.6 would immediately hold for all \(m \in \{0, \ldots, n - 1\}\) and all \(\kappa \in 2\mathbb{N}\) since every other aspect of our analysis is indifferent to this issue. Nonetheless, it is unclear if such a statement is true; in fact, Remark 5.9 indicates (but does not prove) the opposite.

Thanks to Propositions 1.9 and 1.10, and Whitney’s Extension Theorem, generic points are contained in the countable union of \(C^{1,1}\) manifolds; and so, we have the following result, which is Theorem 1.6, but with \(C^{1,1}\) coverings.

**Theorem 1.12.** Let \(u\) solve (1.1). Then,

(i) \(\Sigma_{2}^{0}(u)\) is isolated in \(\text{Sing}(u) = \bigcup_{\kappa \in 2\mathbb{N}} \bigcup_{m=0}^{n-1} \Sigma_{\kappa}^{m}(u)\).

(ii) For each \(m \in \{1, \ldots, n - 1\}\), \(\Sigma_{2}^{m}(u) \setminus \Sigma_{2}^{m,a}(u)\) is contained in the countable union of \(m\)-dimensional \(C^{1,1}\) manifolds, where \(\dim_{\lambda} \Sigma_{2}^{m,a}(u) \leq m - 1\).

Moreover, for each \(\kappa \in 2\mathbb{N}\),
(iii) $\Sigma^{n-1}(u) \setminus \Sigma^{n-1,\alpha}(u)$ is contained in the countable union of $(n-1)$-dimensional $C^{1,1}$ manifolds, where $\dim \Sigma^{n-1,\alpha}(u) \leq n-2$.

(iv) In addition, if $a \in (-1, 0)$, each $\Sigma^{n-1}(u)$ can be covered by a countable union of $(n-1)$-dimensional $C^{1,\alpha}$ manifolds, for some $\alpha > 0$ depending only on $n$ and $\kappa$.

(See Section 6.) We refer to Remark 1.11 for the size of the anomalous set in the cases $n = 2$ and $m = 1$, which corresponds to parts (ii) and (iv) of Theorem 1.6. Just as Theorem 1.12 is a $C^{1,1}$ precursor to Theorem 1.6, we note that a $C^{1,1}$ precursor to Theorem 1.5 also holds.

To conclude the proofs of our main results and produce the next term in the expansion of $u$ outside a lower dimensional set (and go from $C^1$ to $C^2$ covering manifolds), we prove that outside of an at most $(m-1)$-dimensional (in the Hausdorff sense) subset of $\Sigma^{m}$, when $\kappa = 2$ and $m \in \{0, \ldots, n-1\}$ as well as when $\kappa > 2$ and $m = n-1$, the blow-ups classified in Proposition 1.9 are $(\kappa+1)$-homogeneous polynomials, and not just higher homogeneous, global solutions to a codimension two obstacle problem. In particular, we show that

$$v_{X_o}(r \cdot) \rightarrow q_{\kappa}, \quad \text{locally uniformly as} \quad r \downarrow 0$$

where $q_{\kappa}$ is a non-trivial, $(\kappa+1)$-homogeneous, $\alpha$-harmonic polynomial at all but strictly lower dimensional set of $X_o \in \Sigma^{m}$, again, when $\kappa = 2$ and $m \in \{0, \ldots, n-1\}$ as well as when $\kappa > 2$ and $m = n-1$. (See Section 7.)

1.5. Notation. We define the balls

$$B_r(x_o) := \{X \in \mathbb{R}^{n+1} : |X - X_o| < r\},$$
$$B_r^*(x_o) := \{x \in \mathbb{R}^n : |x - x_o| < r\},$$
$$B_r'(x_o') := \{x' \in \mathbb{R}^{n-1} : |x' - x_o'| < r\},$$

i.e., the balls of radius $r$ centered at $X_o$, $x_o$, and $x_o'$ in $\mathbb{R}^{n+1}$, $\mathbb{R}^n$, and $\mathbb{R}^{n-1}$ respectively. We will also denote $B_r := B_r(0)$, $B_r^* := B_r^*(0)$, and $B_r' := B_r'(0)$. Similarly, we let

$$D_r \subset \mathbb{R}^2$$
be the disc of radius $r > 0$, centered at the origin.

For a polynomial $p : \mathbb{R}^n \rightarrow \mathbb{R}$, consider

$$\text{Ext}_a(p) := p + \sum_{j=1}^{\infty} c_j \frac{(-1)^j}{(2j)!} y^{2j} \Delta_x^j p \quad \text{with} \quad c_j := \prod_{i=1}^{j} \frac{2i-1}{2i-1-a}.$$  \hspace{1cm} (1.13)

Notice that $\text{Ext}_a(p) : \mathbb{R}^{n+1} \rightarrow \mathbb{R}$ is the unique even in $y$, $\alpha$-harmonic extension of $p$ to $\mathbb{R}^{n+1}$ (see [GR18, Lemma 5.2]); $L_\alpha(\text{Ext}_a(p)) = 0$.

1.6. Structure of the Work. In Section 2, we introduce a collection of monotonicity formulae (in particular, Almgren’s frequency function), and prove some basic but useful estimates. In Section 3, we start a blow-up analysis of the solution around singular points. We show the existence of second blow-ups and prove some facts about them. We also show Proposition 1.9 holds. In Section 4, we gather some important lemmas regarding the accumulation of singular points, which are then used to study the size of the anomalous set in Section 5. Whence, we prove Proposition 1.10 and Remark 1.11. In Section 6, we show that the set of generic points is contained in a countable union of $C^{1,1}$ manifolds, which combined with previous results yields the proof of Theorem 1.12. Finally, we conclude the proofs of our main results in Section 7, Theorems 1.5 and 1.6, by studying the case of $(\kappa+1)$-homogeneous, $\alpha$-harmonic second blow-ups. Specifically, we show that those points at which the second-blow up is not the next order term in the expansion are collectively lower-dimensional. Finally, Section 8 is dedicated to studying the very thin obstacle problem.
Here, we prove the estimates and claims on the very thin obstacle problem made use of throughout the work. In Section 9, we make a final remark on global obstacle problems.

Acknowledgments. We are grateful to Alessio Figalli and Joaquim Serra for their guidance and useful discussions. We would also like to thank Luis Silvestre for sharing his intuition on the Poisson kernel for the very thin obstacle problem in Section 8. Finally, we are grateful to Alessio Figalli, Xavier Ros-Oton, and Joaquim Serra for giving us the idea to consider sequences along which the frequency is continuous within our second dimension reduction argument, as they do in their paper [FRS19], used in Section 5.

2. Monotonicity Formulae and Preliminary Results

We recall that we will always assume that we are dealing with the zero obstacle case (1.5). Let \( X_\circ \) be a singular point for \( u \) of order \( \kappa_{X_\circ} \in 2\mathbb{N} := \{2, 4, 6, \ldots\} \), and let \( p_{*, X_\circ} \) be the (unique) first blow-up of \( u \) at \( X_\circ \),

\[
p_{*, X_\circ}(X) := \lim_{r \downarrow 0} \frac{u(X_\circ + rX)}{r^{\kappa_{X_\circ}}}
\]

(see (1.10)). Recall that \( p_{*, X_\circ} \in \mathcal{P}_{\kappa_{X_\circ}} \), i.e., it is an \( \alpha \)-harmonic, \( \kappa_{X_\circ} \)-homogeneous polynomial, non-negative on the thin space, and even in \( y \), and \( \kappa_{X_\circ} \) is equal to Almgren’s frequency of \( u \) at the \( X_\circ \):

\[
\kappa_{X_\circ} = N(0^+, u, X_\circ) := \lim_{r \downarrow 0} \frac{r \int_{B_r(X_\circ)} |\nabla u|^2 |y|^\alpha}{\int_{\partial B_r(X_\circ)} u^2 |y|^\alpha}
\]

(see [ACS08, CSS08, GP09, GR18]).

We often assume that \( X_\circ = 0 \) (which we can do without loss of generality after a translation), and we let \( p_* := p_{*, 0} \). In particular, define

\[
v_* := u - p_*
\]

and set

\[
\kappa_* := \kappa_0, \quad L_* := L(p_*), \quad \text{and} \quad m_* := m_0,
\]

so that \( m_* \) is the dimension of the spine of \( p_* \) in \( \{y = 0\} \), \( L_* \), which is \( \kappa_* \)-homogeneous.

Let, for \( \kappa \in 2\mathbb{N} \),

\[
p \in \mathcal{P}_{\kappa} \quad \text{and} \quad v = u - p,
\]

and observe that

\[
v L_* v = -p L_* u \geq 0.
\]

Since \( L_* u(x, y) = 2 \lim_{y \downarrow 0} y^\alpha \partial_y u(x, y) |y|^{\alpha - 1} \Lambda(u) \leq 0 \), \( v L_* v \) is non-negative as soon as \( p \) is non-negative on \( \Lambda(u) \setminus N(u) \) where

\[
N(u) := \{(x, 0) : u(x, 0) = |\nabla_x u(x, 0)| = \lim_{y \downarrow 0} y^\alpha \partial_y u(x, y) = 0\}.
\]

The set \( N(u) \) is called the nodal set of \( u \).

Remark 2.1. Notice that \( v = u - p \) is a solution to the thin obstacle problem with obstacle \( \varphi = -p|B_1 \cap \{y = 0\} \) and subject to its own boundary data. (This follows easily by Remark 1.1.)

The goal of this section is to prove monotonicity-type results and estimates for \( v = u - p \) for any \( p \in \mathcal{P}_{\kappa} \). We stress that \( \kappa \) might not be equal to \( \kappa_* \), and so we will sometimes write \( N(0^+, u) := N(0^+, u, 0) \) instead. Yet we will most often apply these results and estimates to \( v_* \).
2.1. Monotonicity Formulae. To begin we study Almgren’s frequency function on \( v \) at the origin, and prove that it is non-decreasing provided that \( \kappa \leq \kappa_\ast = N(0^+, u) \).

**Proposition 2.2.** Suppose that \( \kappa \leq N(0^+, u) \), and let \( v = u - p \) for \( p \in \mathcal{P}_\kappa \). Then, Almgren’s frequency function on \( v \)

\[
 r \mapsto N(r, v) = \frac{r \int_{B_r} |\nabla v|^2 |y|^a}{\int_{\partial B_r} v^2 |y|^a}
\]

is non-decreasing. Moreover, \( N(0^+, v) \geq \kappa \).

Before proceeding with the proof of Proposition 2.2, let us recall a few definitions and facts. Let \( W_\lambda(r, u) \) denote the \( \lambda \)-Weiss energy of \( u \) at \( r \):

\[
 W_\lambda(r, u) := \frac{1}{r^{2\lambda}} D(r, u) - \frac{\lambda}{r^{2\lambda}} H(r, u)
\]

where

\[
 D(r, u) := \frac{1}{r^{n+a-1}} \int_{B_r} |\nabla u|^2 |y|^a = r^2 \int_{B_1} |\nabla u(\rho X)|^2 |y|^a
\]

and

\[
 H(r, u) := \frac{1}{r^{n+a}} \int_{\partial B_r} u^2 |y|^a = \int_{\partial B_1} u(\rho X)^2 |y|^a.
\]

By [GR18, Theorem 2.11], we have that \( N(r, u) \) is non-decreasing, from which, we immediately deduce that

\[
 W_\kappa(r, u) = \frac{H(r, u)}{r^{2\kappa}} (N(r, u) - \kappa) \geq 0
\]

(recall \( N(0^+, u) \geq \kappa \)). In turn, we have the following lemma:

**Lemma 2.3.** Suppose that \( \kappa \leq N(0^+, u) \), and let \( v = u - p \) for \( p \in \mathcal{P}_\kappa \). Then,

\[
 \frac{1}{r^{n-1+a+2\kappa}} \int_{B_r} |\nabla v|^2 |y|^a \geq \frac{\kappa}{r^{n+a+2\kappa}} \int_{\partial B_r} v^2 |y|^a
\]

and

\[
 \frac{1}{r^{n+a+2\kappa}} \int_{\partial B_r} v \left( X \cdot \nabla v - \kappa v \right) |y|^a \geq \frac{1}{r^{n-1+a+2\kappa}} \int_{B_r} v L_\alpha v.
\]

**Proof.** We proceed as in the proof of [GP09, Theorem 1.4.3]. By [GR18, Theorem 2.11], \( N(r, p) \equiv \kappa \), from which it follows that \( W_\kappa(r, p) \equiv 0 \). Using (2.8) and integrating by parts, we immediately have that

\[
 0 \leq W_\kappa(r, u) - W_\kappa(r, p)
\]

\[
 = \frac{1}{r^{n-1+a+2\kappa}} \int_{B_r} \left( |\nabla v|^2 + 2 \nabla v \cdot \nabla p \right) |y|^a - \frac{\kappa}{r^{n+a+2\kappa}} \int_{\partial B_r} \left( v^2 + 2vp \right) |y|^a
\]

\[
 = \frac{1}{r^{n-1+a+2\kappa}} \int_{B_r} |\nabla v|^2 |y|^a - \frac{\kappa}{r^{n+a+2\kappa}} \int_{\partial B_r} v^2 |y|^a + \frac{2}{r^{n+a+2\kappa}} \int_{\partial B_r} v(X \cdot \nabla p - \kappa p) |y|^a
\]

\[
 = \frac{1}{r^{n-1+a+2\kappa}} \int_{B_r} |\nabla v|^2 |y|^a - \frac{\kappa}{r^{n+a+2\kappa}} \int_{\partial B_r} v^2 |y|^a,
\]

which directly yields (2.9). Continuing, integrating by parts again, we get

\[
 \frac{1}{r^{n-1+a+2\kappa}} \int_{B_r} |\nabla v|^2 |y|^a - \frac{\kappa}{r^{n+a+2\kappa}} \int_{\partial B_r} v^2 |y|^a
\]

\[
 = - \frac{1}{r^{n-1+a+2\kappa}} \int_{B_r} v L_\alpha v + \frac{1}{r^{n+a+2\kappa}} \int_{\partial B_r} v(X \cdot \nabla v - \kappa v) |y|^a,
\]
which implies (2.10).

With Lemma 2.3 in hand, we can now prove Proposition 2.2.

**Proof of Proposition 2.2.** Notice that
\[ N(r, v) = D(r, v) - H(r, v), \]
where \( D \) and \( H \) are given by (2.6) and (2.7). By scaling (namely, \( N(\rho, u_r) = N(\rho, u) \), for the rescaling (1.7)), it is enough to show \( N'(1, v) \geq 0 \) or, equivalently, that
\[ (2.11) \quad D'(1)H(1) - H'(1)D(1) \geq 0, \]
where we have let \( D(1) = D(1, v) \) and \( H(1) = H(1, v) \). We compute \( D'(1) \) and \( H'(1) \). First,
\[
D'(1) = 2 \int_{B_1} |\nabla v|^2 |y|^a + 2 \int_{B_1} \nabla v \cdot D^2 v \cdot X |y|^a
= 2 \int_{B_1} \nabla v \cdot \nabla (X \cdot \nabla v) |y|^a
= 2 \int_{\partial B_1} v^2 |y|^a - 2 \int_{B_1} L_a u (X \cdot \nabla u) + 2 \int_{B_1} L_a u (X \cdot \nabla p),
\]
using integration by parts and that \( p \) is \( \alpha \)-harmonic. Now notice that, by the regularity of the solution, \( L_a u (X \cdot \nabla u) \equiv 0 \). This, together with the fact that \( p \) is \( \kappa \)-homogeneous, yields
\[
D'(1) = 2 \int_{\partial B_1} v^2 |y|^a - \kappa I.
\]
Now letting
\[
I := \int_{B_1} v L_a v
\]
and using
\[
\int_{B_1} |\nabla v|^2 |y|^a = \int_{\partial B_1} vv_v |y|^a - I,
\]
in addition to the Cauchy–Schwarz inequality, we find that
\[
D'(1)H(1) - H'(1)D(1)
\]
\[
= \left( 2 \int_{\partial B_1} v^2 |y|^a - \kappa I \right) \int_{\partial B_1} v^2 |y|^a - 2 \int_{\partial B_1} vv_v |y|^a \left( \int_{\partial B_1} vv_v |y|^a - I \right)
= 2 \left( \int_{\partial B_1} v^2 |y|^a \int_{\partial B_1} v^2 |y|^a - \kappa I \int_{\partial B_1} v^2 |y|^a - \left( \int_{\partial B_1} vv_v |y|^a \right)^2 + I \int_{\partial B_1} vv_v |y|^a \right)
\geq -2\kappa I \int_{\partial B_1} v^2 |y|^a + 2I \int_{\partial B_1} vv_v |y|^a
= 2I \int_{\partial B_1} v (X \cdot \nabla v - \kappa v) |y|^a.
\]
Hence, by (2.3) and (2.10), we deduce that (2.11) holds, as desired.

We end the subsection with a lemma on a Monneau-type monotonicity statement and Weiss-type monotonicity statement, arguing as in [FS18, Lemma 2.6 and 2.8], and an important Monneau-type limit.
Lemma 2.4. Suppose that $\kappa \leq N(0^+, u)$, and let $v = u - p$ for $p \in \mathcal{P}_\kappa$. Given $\lambda > 0$, define
\begin{equation}
H_\lambda(r, v) := \frac{1}{r^{n+\alpha+2\lambda}} \int_{\partial B_r} v^2 |y|^\alpha = \frac{1}{r^{2\lambda}} H(r, v).
\end{equation}
Then, $r \mapsto H_\lambda(r, v)$ is non-decreasing for all $0 \leq \lambda \leq N(0^+, v)$. Moreover, the $\lambda$-Weiss energy
\[ r \mapsto W_\lambda(r, v) \]
on $v$ is also non-decreasing for all $\lambda > 0$.

Proof. Let $v_r(X) := (u - p)(rX)$; then,
\[ \frac{H'_\lambda}{H_\lambda}(r, v) = \frac{2r \int_{\partial B_1} v_r(X) (X \cdot \nabla v(rX)) |y|^\alpha - 2\lambda \int_{\partial B_1} v_r^2 |y|^\alpha}{r \int_{\partial B_1} v_r^2 |y|^\alpha}. \]
Notice also that
\[ r \int_{\partial B_1} v_r(X) (X \cdot \nabla v(rX)) |y|^\alpha = \int_{\partial B_1} v_r(X \cdot \nabla v_r) |y|^\alpha = \int_{B_1} |\nabla v_r|^2 |y|^\alpha + \int_{B_1} v_r L_\alpha v_r, \]
and $v_r L_\alpha v_r \geq 0$ (see (2.3)). Hence, since $N(1, v_r) = N(r, v)$,
\begin{equation}
\frac{H'_\lambda}{H_\lambda}(r, v) \geq \frac{2}{r} (N(r, v) - \lambda).
\end{equation}
Now using that $N(r, v) \geq N(0^+, v) \geq \lambda$, we reach the desired result, (2.12).

To see the monotonicity of $W_\lambda(r, v)$ for $0 \leq \lambda \leq N(0^+, v)$, we simply combine the expressions (2.8) and (2.12), so that $W_\lambda(r, v)$ is product of two non-decreasing non-negative functions.

On the other hand, if $\lambda > N(0^+, v)$, a simple manipulation (see the proof of Proposition 2.2) yields
\[ W'_\lambda(1) = D'(1) - \lambda H'(1) - 2\lambda (D(1) - \lambda H(1)) = 2 \int_{\partial B_1} (v_r - \lambda v)^2 |y|^\alpha + 2(\lambda - \kappa) \int_{B_1} v L_\alpha v. \]
As $v L_\alpha v \geq 0$ and $\lambda > N(0^+, v) \geq \kappa$ (by Proposition 2.2), we conclude. \hfill \Box

Notice also that if we set
\[ \lambda_* := N(0^+, v_*) \geq \kappa_* = N(0^+, u), \]
then
\[ \lim_{r \downarrow 0} H_\lambda(r, v_*) = \infty \quad \text{for all} \quad \lambda > \lambda_*, \]
which follows arguing exactly as in [FS18, Corollary 2.9].

2.2. Estimates. Let us define, for any function $f$, the positive and negative parts as
\[ f^+ := \max\{f, 0\} \quad \text{and} \quad f^- := \max\{-f, 0\} = -\min\{f, 0\}. \]
Hence, $f = f^+ - f^-$. We start with an $L^\infty - L^2$ estimate on $v$.

Lemma 2.5. Let $v = u - p$ for $p \in \mathcal{P}_\kappa$. Then,
\begin{equation}
\|v\|_{L^\infty(B_{1/2})} \leq C \|v\|_{L^2(B_{1/2}|y|^\alpha)},
\end{equation}
for some constant $C$ depending only on $n$ and $\alpha$. 

Proof. Observe that $v^-$ is sub $a$-harmonic in $B_1$ as the maximum of two sub $a$-harmonic functions in $B_1$.

Let us show that $v^+$ is also sub $a$-harmonic in $B_1$. To this end, first, by Remark 2.1, recall that $v$ is the solution to (1.1) with $\varphi = -p|_{B_1 \cap \{y=0\}}$ and its own boundary data. Now let $\eta$ be any smooth compactly supported function in $B_1$ such $0 \leq \eta \leq 1$. In addition, let $h_\delta$ be an approximation of the Heaviside function: $h_\delta(t) = 0$ for $t \leq 0$, $h_\delta(t) = t/\delta$ for $t \in (0, \delta)$, and $h_\delta(t) = 1$ for $t \geq \delta$. Finally, for $0 < \varepsilon < \delta$, define $v_\varepsilon := v - \varepsilon \eta h_\delta(v)$.

Since $p(x, 0) \geq 0$, observe that $v_\varepsilon(x, 0) \geq -p(x, 0)$ and $v_\varepsilon|_{\partial B_1} = v|_{\partial B_1}$. Therefore,

$$\int_{B_1} |\nabla v - \varepsilon \nabla (\eta h_\delta(v))|^2 |y|^a \geq \int_{B_1} |\nabla v|^2 |y|^a,$$

which implies that, after dividing through by $\varepsilon$ and letting $\varepsilon \downarrow 0$,

$$\int_{B_1} \nabla v \cdot \nabla (\eta h_\delta(v))|y|^a \leq 0.$$

Expanding,

$$\int_{B_1} h_\delta(v) \nabla v \cdot \nabla \eta|y|^a \leq -\int_{B_1} \eta |\nabla v|^2 h_\delta'(v)|y|^a \leq 0.$$

In turn, if $H'_\delta = h_\delta$ with $H_\delta(0) = 0$, then

$$\int_{B_1} \nabla (H_\delta(v)) \cdot \nabla \eta|y|^a \leq 0.$$

(Obviously, $H_\delta$ here is not the Monneau-type function from Lemma 2.4.) Because $\eta$ was arbitrary, we find that $H_\delta(v)$ is sub $a$-harmonic in $B_1$. So letting $\delta \downarrow 0$, we determine that $v^+$ is sub $a$-harmonic in $B_1$ ($H_\delta(v)$ is an approximation of $v^+$).

To conclude, see that by the local boundedness of subsolutions for $L_a$ (see, e.g., [JN17, Proposition 2.1]), we have that

$$\sup_{B_{1/2}} v^\pm \leq C \left( \int_{B_1} |v^\pm|^2 |y|^a \right)^{1/2},$$

and (2.14) holds. \qed

Next, we prove Lipschitz and semiconvexity estimates on $v$ along the spine of $p$. But before doing so, we prove a characterization lemma on the spine of a generic $\kappa$-homogeneous polynomial.

Lemma 2.6. Let $\kappa \in \mathbb{N}$, and let $p: \mathbb{R}^n \to \mathbb{R}$ be a $\kappa$-homogeneous polynomial. Then, the following sets are equal.

(i) $L(p) := \{ \xi \in \mathbb{R}^n : \xi \cdot \nabla p(x) = 0 \text{ for all } x \in \mathbb{R}^n \}$.
(ii) $I(p) := \{ \xi \in \mathbb{R}^n : p(x + \xi) = p(x) \text{ for all } x \in \mathbb{R}^n \}$.
(iii) $D_{\kappa-1}(p) := \{ \xi \in \mathbb{R}^n : D^\alpha p(\xi) = 0 \text{ for all } \alpha = (\alpha_1, \ldots, \alpha_n) : |\alpha| = \kappa - 1 \}$.

Proof. We prove that (i) and (ii) as well as (ii) and (iii) are equivalent.

- $L(p) \subset I(p)$: Let $\xi \in L(p)$. Then,

$$p(x + \xi) = p(x) + \int_0^1 \xi \cdot \nabla p(x + t\xi) \, dt = p(x).$$

- $I(p) \subset L(p)$: We start by noticing that $I(p)$ is actually a linear space, thanks to the homogeneity of $p$. Indeed, the additive property is clear; it is also clear that $-\xi \in I(p)$ if $\xi \in I(p)$. Now suppose $\xi \in I(p)$ and consider $\beta \xi$ for some $\beta > 0$. Then, $p(x + \beta \xi) = \beta^a p(\beta^{-1}x + \xi) = \beta^a p(\beta^{-1}x) = p(x)$ for all $x \in \mathbb{R}^n$, so that $\beta \xi \in I(p)$.
Let $\xi \in I(p)$. Now for all $h > 0$ and for all $x \in \mathbb{R}^n$, $p(x + h\xi) = p(x)$. Hence,

$$\xi \cdot \nabla_x p(x) = \lim_{h\to 0} \frac{p(x + h\xi, 0) - p(x)}{h} = 0,$$

that is, $\xi \in L(p)$.

- $I(p) \subset D_{k-1}(p)$: Let $\xi \in I(p)$. Then, $p(\xi + x) = p(x)$ and $D^\alpha p(x + \xi) = D^\alpha p(x)$ for any $\alpha = (\alpha_1, \ldots, \alpha_{n-1})$ with $|\alpha| = k - 1$. Taking $x = 0$, we conclude thanks to the $\kappa$-homogeneity of $p$.

- $D_{k-1}(p) \subset I(p)$. Let $\xi \in D_{k-1}(p)$. Consider the degree $\kappa$ polynomial $q(x) := p(x + \xi)$. Notice that from the definition of $D_{k-1}$, $q$ is homogeneous. Now let $\beta > 0$. Using the homogeneity of $q$ and $p$,

$$p(x + \xi) = q(x) = \beta^\kappa q(\beta^{-1} x) = \beta^\kappa p(\beta^{-1} x + \xi) = p(x + \beta \xi)$$

for all $\beta > 0$. Taking $\beta \downarrow 0$, we see that $\xi \in I(p)$.

This concludes the proof. \qed

Notice that the equivalence of (i) and (ii) also holds for general $\kappa$-homogeneous functions.

**Remark 2.7.** Lemma 2.6 will be applied to $p(x, 0)$ for $p \in \mathcal{P}_\kappa$.

The following lemma shows that derivatives of $v$ along the invariant set of $p$ are bounded. Recall that $L(p)$ denotes the invariant set of $p(x, 0)$. The lemma is proved by means of a Bernstein’s technique for integro-differential equations, as introduced by Cabré, Dipierro, and Valdinoci, in [CDV19].

**Lemma 2.8.** Let $v = u - p$ for $p \in \mathcal{P}_\kappa$. Then, for all $e \in L(p) \cap \mathbb{S}^n$,

$$\|\partial_e v\|_{L^\infty(B_{1/2})} \leq C\|v\|_{L^2(B_1, |y|^\alpha)},$$

for some constant $C$ depending only on $n$ and $\alpha$.

**Proof.** We proceed by Bernstein’s technique (see [CDV19]). Let $\eta \in C^\infty_0(B_{1/2})$ be even in $y$ and such that $\eta \equiv 1$ in $B_{1/4}$. Consider the function,

$$\psi := \eta^2(\partial_e v)^2 + \mu v^2,$$

for some $\mu > 0$ to be chosen.

Since $v$ is $\alpha$-harmonic outside $\Lambda(u)$, in $B_{1/2} \setminus \Lambda(u)$,

$$L_\alpha(v^2) = 2v L_\alpha v + 2|\nabla v|^2|y|^\alpha \geq 2|\nabla v|^2|y|^\alpha.$$

Similarly, because $\partial_e v$ is $\alpha$-harmonic outside $\Lambda(u)$, we have that in $B_{1/2} \setminus \Lambda(u)$, $L_\alpha \partial_e v = L_\alpha \partial_e u = 0$. Therefore, we find that in $B_{1/2} \setminus \Lambda(u)$,

$$L_\alpha(\eta^2(\partial_e v)^2) = (\partial_e v)^2 L_\alpha(\eta^2) + \eta^2 L_\alpha((\partial_e v)^2) + 2|y|^\alpha \nabla(\partial_e v)^2 \cdot \nabla \eta^2$$

$$= (\partial_e v)^2 L_\alpha(\eta^2) + 2\eta^2 |\nabla \partial_e v|^2 |y|^\alpha + 2|y|^\alpha \nabla(\partial_e v)^2 \cdot \nabla \eta^2$$

$$\geq (\partial_e v)^2 L_\alpha(\eta^2) + 2\eta^2 |\nabla(\partial_e v)|^2 |y|^\alpha - 8|y|^\alpha |\nabla \partial_e v||\partial_e v||\nabla \eta||\eta$$

$$\geq |y|^\alpha |\partial_e v|^2 (|y|^{-\alpha} L_\alpha(\eta^2) - 8|\nabla \eta|^2)$$

where there last inequality follows from

$$\eta^2|\nabla \partial_e v|^2 + 4|\partial_e v|^2|\nabla \eta|^2 \geq 4|\partial_e v||\nabla \partial_e v||\nabla \eta||\nabla \eta|.$$

So in $B_{1/2} \setminus \Lambda(u)$,

$$L_\alpha \psi \geq |y|^\alpha |\partial_e v|^2 (|y|^{-\alpha} L_\alpha(\eta^2) - 8|\nabla \eta|^2) + |y|^\alpha |\nabla v|^2 2\mu$$

$$\geq |y|^\alpha |\nabla v|^2 (2\mu - |y|^{-\alpha} L_\alpha(\eta^2) - 8|\nabla \eta|^2).$$
Now as $\eta$ is even in $y$ and smooth, $|y|^{-\alpha}|L_\alpha(\eta^2)| + 8|\nabla \eta|^2 \leq C_\eta$ in $B_{1/2}$, from which we deduce that

$$L_\alpha \psi \geq 0 \quad \text{in} \quad B_{1/2} \setminus \Lambda(u)$$

provided $2\mu \geq C_\eta$.

By the maximum principle then, $\psi$ must attain its maximum at the boundary of $B_{1/2} \setminus \Lambda(u)$. Being that $\partial_x p = \partial_x u = 0$ on $\Lambda(u)$ and $\eta |\partial B_{1/2} = 0$, $\psi = \mu v^2$ on $\partial B_{1/2} \cup \Lambda(u)$. Hence,

$$\sup_{B_{1/2}} \psi \leq \mu \sup_{B_{1/2}} v^2.$$ 

In particular, as $\eta \equiv 1$ on $B_{1/4}$,

$$\|\partial_v \psi\|_{L^\infty(B_{1/4})} \leq \mu^{1/2} \|v\|_{L^\infty(B_{1/2})}.$$ 

Thus, by Lemma 2.5 and a covering argument, we find the desired estimate. \hfill $\square$

Finally, we show that $v$ is semiconvex along the spine of $p$. Naturally, for $h > 0$, let

$$\delta_{e,h}^2 f := \frac{f(\cdot + he) + f(\cdot - he) - 2f}{h^2}$$

be the second order $h$-incremental quotient of the function $f$ in the direction $e \in S^n$.

**Lemma 2.9.** Let $v = u - p$ for $p \in \mathcal{P}_\kappa$. Then, for all $e \in L(p) \cap S^n$,

$$\inf_{B_{1/2}} \partial_{e e} v \geq -C\|v\|_{L^2(B_{1/2}, |y|^a)},$$

for some constant $C$ depending only on $n$ and $a$.

**Proof.** For any $\gamma > 0$, let $u_\gamma$ be the solution to

$$\begin{cases}
    u_\gamma(x,y) \geq 0 & \text{on } B_{7/8} \cap \{y = 0\} \\
    L_\alpha u_\gamma(x,y) \leq 0 & \text{in } B_{7/8} \\
    L_\alpha u_\gamma(x,y) = 0 & \text{in } B_{7/8} \setminus \Lambda(u_\gamma) \\
    u_\gamma(x,y) = u(x,y) + \gamma & \text{on } \partial B_{7/8}.
\end{cases}
$$

That is, in $B_{7/8}$, $u_\gamma$ is the solution to the thin obstacle problem with zero obstacle and boundary data $u + \gamma$. Notice that since $u$ is continuous in $B_1$, we have that $u_\gamma \downarrow u$ uniformly in $B_{7/8}$, as $\gamma \downarrow 0$. Also, $u_\gamma > 0$ in $B_{7/8} \setminus B_{7/8 - \beta}$ for some $\beta = \beta(\gamma) > 0$, by the continuity of $u_\gamma$. In particular, $u_\gamma$ is $a$-harmonic in the annulus $B_{7/8} \setminus B_{7/8 - \beta}$.

Consider the function

$$f_\gamma(x) := (\partial_{e e} u_\gamma(x))^-$$

as the pointwise limit of $(\delta_{e,h}^2 u(x))^-$ as $h \downarrow 0$. To do so, we define

$$g_{\gamma,e,h}(x) := \min\{\delta_{e,h}^2 u_\gamma(x), -\varepsilon\}.$$ 

Observe that $L_\alpha(\delta_{e,h}^2 u_\gamma) \leq 0$ in $B_{7/8} \setminus \Lambda(u_\gamma)$ (since $L_\alpha u_\gamma \leq 0$ in $B_{7/8}$ and $L_\alpha u_\gamma = 0$ in $B_{7/8} \setminus \Lambda(u_\gamma)$). Moreover, since $u_\gamma$ is continuous and $\delta_{e,h}^2 u_\gamma \geq 0$ on $\Lambda(u_\gamma)$, we have $g_{\gamma,e,h} \leq -\varepsilon$ in a neighbourhood of $\Lambda(u_\gamma)$. Thus, $L_\alpha g_{\gamma,e,h} \leq 0$ in $B_{7/8}$.

We now want to let $\varepsilon \downarrow 0$ and then $h \downarrow 0$ to deduce that $L_\alpha f_\gamma \geq 0$ in $B_{3/4}$ and $f_\gamma \equiv 0$ on $\Lambda(u_\gamma)$. In order to pass $L_\alpha g_{\gamma,e,h} \leq 0$ to the limit (as $\varepsilon, h \downarrow 0$), it is enough to show that $|g_{\gamma,e,h}| \leq C$ for some $C$ independent of $\varepsilon$ and $h$ (but possibly depending on $\gamma$). As $g_{\gamma,e,h}$ is super-$a$-harmonic in $B_{7/8}$, its minimum must be achieved on the boundary. In particular, since $g_{\gamma,e,h} \leq 0$,

$$\sup_{B_{3/4}} |g_{\gamma,e,h}| \leq \sup_{\partial B_{7/8} \setminus \beta/2} |g_{\gamma,e,h}| \leq C(\beta),$$
where in the last inequality, we have used that \( g_{e,h,e}^\gamma \) is a-harmonic in \( B_{7/8} \setminus B_{7/8-\beta} \) and corresponding \( C^2 \) estimates in the tangential direction for a-harmonic functions. Hence, we can indeed pass \( L_{a} g_{e,h,e}^\gamma \leq 0 \) in \( B_{3/4} \) to the limit and obtain that \( L_{a} f_\gamma \geq 0 \) in \( B_{3/4} \) and \( f_\gamma \equiv 0 \) on \( \Lambda(u_\gamma) \).

With the sub-a-harmonicity and nonnegativity of \( f_\gamma \) in hand, it is easy to see that \( f_\gamma \) is continuous in \( B_{3/4} \). Indeed, sub-a-harmonic functions are upper semi-continuous (see [HKM93, Theorem 3.63]). So being that \( f_\gamma \) is continuous when \( f_\gamma > 0 \) and \( f_\gamma \) is nonnegative in general, we determine the continuity of \( f_\gamma \), as desired.

To conclude, we again proceed by Bernstein’s technique (see [CDV19]). Let \( \eta \in C_0^\infty(B_{1/2}) \) be even in \( y \) and such that \( \eta \equiv 1 \) in \( B_{1/4} \), and set

\[
\psi_\gamma := \eta^2 f_\gamma^2 + \mu (\partial_e u_\gamma)^2,
\]

where we recall \( f_\gamma(x) := (\partial_{ee} u_\gamma(x))^\gamma \). By the discussion above, \( \psi_\gamma \) is continuous in \( B_{1/2} \). Recall that \( f_\gamma \equiv 0 \) on \( \Lambda(u_\gamma) \), and therefore, \( \psi_\gamma \equiv 0 \) on \( \Lambda(u_\gamma) \). On the other hand, on the boundary of \( B_{1/4} \), we have that \( \psi_\gamma = \mu (\partial_e u_\gamma)^2 \). Following the proof of Lemma 2.8 exactly (and using that \( L_a f_\gamma \geq 0 \) in \( B_{3/4} \)), we see that \( L_a \psi_\gamma \geq 0 \) in \( B_{1/2} \setminus \Lambda(u_\gamma) \) if \( \mu \) is large enough, and so, its maximum must be achieved at the boundary. In turn,

\[
\|f_\gamma\|_{L^\infty(B_{1/4})} \leq \mu^{1/2} \|\partial_e u_\gamma\|_{L^\infty(B_{1/2})} = \mu^{1/2} \|\partial_e (u_\gamma - p)\|_{L^\infty(B_{1/2})} \leq C \|u_\gamma - p\|_{L^2(\partial B_{1/4})},
\]

where we have used Lemma 2.8 in the last inequality. This implies the family \( \{u_\gamma\} \), for \( 0 < \gamma \leq 1 \), is uniformly semiconvex. Letting \( \gamma \downarrow 0 \) then and applying a covering argument, we deduce the desired result (using that semiconvexity passes to the limit).

\[\square\]

Remark 2.10. Notice that \( p \)'s polynomial nature plays no role in Lemmas 2.5, 2.8, and 2.9. We have only used that \( p \) is non-negative in the thin space and \( a \)-harmonic in Lemma 2.5, and that \( p \) is non-negative in the thin space, \( a \)-harmonic, and invariant in the \( e \) directions in Lemmas 2.8 and 2.9.

3. Blow-up Analysis

Recall, after a translation, we may assume that \( 0 \in \text{Sing}(u) \) represents any singular point. And, as such, the first blow-up of \( u \) at 0 is an element of \( \mathcal{P}_\kappa \) for some \( \kappa \in 2\mathbb{N} \). As in Section 2, we let \( p_\star \) denote the first blow-up of \( u \) at 0, and define

\[
v_\star := u - p_\star, \quad \kappa_\star := \kappa_0, \quad L_\star := L(p_\star), \quad m_\star := m_0, \quad \text{and} \quad \lambda_\star := N(0^+, v_\star).
\]

For notational simplicity, from this point forward, we often suppress the star subscript when denoting the homogeneity of \( p_\star \), and simply write \( \kappa \) instead of \( \kappa_\star \).

In this section, we are interested in classifying the second blow-ups of \( u \) at 0, that is, the limit points of the set \( \{v_r\}_{r>0} \), which is weakly precompact by Proposition 2.2, as \( r \downarrow 0 \), with

\[
(\text{3.1}) \quad v_r := \frac{u_r}{\|u_r\|_{L^2(\partial B_{1/4})}} \quad \text{and} \quad v_r(X) := u(rX) - p_\star(rX).
\]

In turn, we will prove Proposition 1.9.

We will work according to two cases, determined by the value of \( a \) and the alignment of \( L_\star \) and the nodal set of \( p_\star \),

\[
N_\star := N(p_\star)
\]

(see (2.4)). Notice that by Lemma 2.6, if we consider \( L(p) \) as a subset of \( \mathbb{R}^n \times \{0\} \), then

\[
L(p) \subset N(p)
\]
for all $p \in \mathcal{P}_x$; yet $L(p)$ may be smaller than $N(p)$. In particular, we define Case 1 and Case 2 as follows.

(Case 1) Either $a \in [0,1)$

or $a \in (-1,0)$ and $\dim_{\mathcal{H}} N_* \leq n - 2$

and

(Case 2) $a \in (-1,0)$ and $\dim_{\mathcal{H}} N_* = \dim_{\mathcal{H}} L_* = n - 1$.

**Remark 3.1.** We remark that Case 1 and Case 2, a priori, do not cover all possibilities. Indeed, the case when $a \in (-1,0)$ and $\dim_{\mathcal{H}} L_* < \dim_{\mathcal{H}} N_* = n - 1$ is missing. In fact, it is currently unknown if such a situation can occur when $u \not\equiv p_*$.

Before we proceed with our classification results, we make a pair of observations, the second of which will play a key feature in Case 2. Since $p_* \geq 0$ on $\mathbb{R}^{n+1} \cap \{ y = 0 \}$, we have that

\[(3.2) \quad \{(x,0) : p_*(x,0) = 0\} = \{(x,0) : |\nabla_x p_*(x,0)| = 0\} = N_*.
\]

Furthermore, if $L_* \equiv \mathbb{R}^{n-1}$, as it is in Case 2, then $p_*|_{\mathbb{R}^n \times \{0\}}$ is a one-dimensional polynomial, and so we can identify $L_*$ and $N_*$ as the same subset of $\mathbb{R}^n \times \{0\}$.

Let us start by studying second blows-up in Case 1.

**Proposition 3.2.** In Case 1, for every sequence $r_j \downarrow 0$, there is a subsequence $r_{j_\ell} \downarrow 0$ such that $\tilde{v}_{r_{j_\ell}} \rightharpoonup q$ weakly in $W^{1,2}(B_1, |y|^a)$ as $\ell \to \infty$, and $q \not\equiv 0$ is a $\lambda_*$-homogeneous, $\alpha$-harmonic polynomial. In particular, $\lambda_* \in \{\kappa, \kappa + 1, \kappa + 2, \ldots \}$.

**Proof.** By Proposition 2.2, we see that given any sequence $r_j \downarrow 0$, the sequence $\tilde{v}_{r_j}$ is uniformly bounded in $W^{1,2}(B_1, |y|^a)$. Hence, there is a subsequence $r_{j_\ell} \downarrow 0$ such that

\[\tilde{v}_{r_{j_\ell}} \rightharpoonup q \quad \text{in} \quad W^{1,2}(B_1, |y|^a),\]

for some $q$, and as $\|\tilde{v}_{r_{j_\ell}}\|_{L^2(\partial B_1, |y|^a)} = 1$, we have that

\[\|q\|_{L^2(\partial B_1, |y|^a)} = 1.\]

Observe that $L_\alpha \tilde{v}_r$ is a non-positive measure as

\[L_\alpha \tilde{v}_r = 2r \lim_{y \downarrow 0} y^\theta \partial_y u_r \mathcal{H}^{n-1} \Lambda(u_r) \leq 0\]

in the sense of distributions. Furthermore, let $K \subset B_1$ be a any compact set and $\eta_K \in C^\infty_c (B_1)$ be such that $\eta_K \equiv 1$ on $K$ and $0 \leq \eta_K \leq 1$ in $B_1$. By Hölder’s inequality,

\[0 \leq \int_K -L_\alpha \tilde{v}_r \leq \int_{B_1} -\eta_K L_\alpha \tilde{v}_r = \int_{B_1} \nabla \eta_K \cdot \nabla \tilde{v}_r |y|^a \leq C_K \|
abla \tilde{v}_r\|_{L^2(B_1, |y|^a)}^2\]

Since the family $\tilde{v}_r$ is uniformly bounded in $W^{1,2}(B_1, |y|^a)$ by Proposition 2.2, it follows that the collection of measures $L_\alpha \tilde{v}_r$ is tight. So, up to a further subsequence, which we still denote by $r_{j_\ell}$, we have that $L_\alpha q$ is a non-positive measure. Then, as $r^{-\kappa} u_r \to p_*$ locally uniformly, with $u_r(X) := u(rX)$, the sets $\Lambda(u_r)$ converge to $N_*$ in the Hausdorff sense (recall (3.2)). Therefore, the distribution $L_\alpha q$ is supported on $\{(x,0) : p_*(x,0) = 0\}$. Yet we are in Case 1, and $N_*$ is of zero $\alpha$-harmonic capacity $\mathbb{R}^{n+1}$. Indeed, as $p_*|_{\mathbb{R}^n \times \{0\}} \not\equiv 0$, the set $N_*$ has locally finite $\mathcal{H}^{n+1}$ measure. If $a \geq 0$, then the $\alpha$-harmonic capacity of $N_*$ is smaller than the harmonic capacity of $N_*$, which is zero. If $a < 0$, then, by assumption, $N_*$ has locally finite $\mathcal{H}^{n+1}$ measure, which implies that it is of zero $\alpha$-harmonic capacity (see [Kil94, Corollary 2.12]). Thus, $q$ is $\alpha$-harmonic, i.e., $L_\alpha q \equiv 0$. 
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Let us now show that \( q \) is homogeneous, arguing as in [FS18, Lemma 2.12], with homogeneity \( \lambda_* := N(0^+, v_*) \). In order to do so, by [GR18, Theorem 2.11], it suffices to show that
\[
(3.3) \quad \lambda_* = N(\rho, q) \quad \text{for all} \quad \rho \in (0, 1).
\]
Notice, first, that since \( q \) is \( \alpha \)-harmonic, \( N(\rho, q) \) is non-decreasing. On the other hand, by the lower semicontinuity of the weighted Dirichlet integral,
\[
N(1, q) \leq \liminf_{\ell \to \infty} N(1, \tilde{v}_{r_\ell t}) \leq \liminf_{\ell \to \infty} N(1, v_{r_\ell t}) = \liminf_{\ell \to \infty} N(r_{j_\ell}, v_*) = \lambda_*,
\]
Also, by Lemma 2.4 applied to \( \lambda \) with 2, and holds generically. (3.7)
by assumption. In particular, we have
\[
(3.5) \quad \lambda_* \text{ is non-decreasing for } (3.5)
\]
Lemma 3.3.
However, because \( L_\alpha q = 0 \) and by (2.13), we know that
\[
H'_{\lambda}(\rho, q) = \frac{2}{\rho} (N(\rho, q) - \lambda).
\]
Suppose now that \( N(\rho_0, q) = \lambda_0 < \lambda_* \) for some \( \rho_0 \in (0, 1) \). In particular, by the previous representation of \( H_{\lambda}, H_{\lambda_*} \) is non-increasing for \( \rho \in (0, \rho_0) \), so that
\[
\frac{1}{\rho^{n+a+2\kappa}} \int_{\partial B_\rho} q^2 |y|^a \geq \frac{\rho^{2(\lambda_* - \lambda_\kappa)}}{\rho_0^{n+a+2\kappa}} \int_{\partial B_{\rho_0}} q^2 |y|^a > 0 \quad \text{for all} \quad \rho \in (0, \rho_0).
\]
But this contradicts (3.4) for \( \rho \) small enough. Therefore, (3.3) holds and \( q \) is homogeneous of degree \( \lambda_* \). And by [CSS08, Lemma 2.7], we deduce that \( q \) is a polynomial. In particular, \( \lambda_* \geq \kappa \) is an integer.

All in all, we have that \( q \not\equiv 0 \) is an \( \alpha \)-harmonic, even in \( y \), and \( \lambda_* \)-homogeneous polynomial with \( \lambda_* \in \{\kappa, \kappa + 1, \kappa + 2, \ldots\} \). In particular, \( q|_{\mathbb{R}^n \times \{0\}} \not\equiv 0 \). \( \Box \)

Before moving to Case 2, let us state and prove a lemma which will help us to compare \( p_* \) and \( q \) when working in Case 1. That said, this lemma is independent of Case 1 and Case 2, and holds generically.

**Lemma 3.3.** Assume that \( \tilde{v}_{r_\ell} \to q \) in \( W^{1,2}(B_1, |y|^a) \) for some sequence \( r_\ell \downarrow 0 \). Then,
\[
(3.5) \quad \int_{\partial B_1} q p_* |y|^a = 0
\]
and
\[
(3.6) \quad \int_{\partial B_1} q p |y|^a \leq 0 \quad \text{for all} \quad p \in \mathcal{P}_\kappa.
\]

**Proof.** We proceed as in [FS18, Lemmas 2.11-2.12]. In order to see (3.5), we use \( H_\lambda(r, u - p) \) is non-decreasing for \( \lambda = \kappa \leq N(0^+, u - p) \) (see Lemma 2.4), recalling that \( \kappa = N(0^+, u) \), by assumption. In particular, we have
\[
\frac{1}{r^{n+a+2\kappa}} \int_{\partial B_r} (u - p)^2 |y|^a \geq \lim_{\rho \downarrow 0} \frac{1}{\rho^{n+a+2\kappa}} \int_{\partial B_\rho} (u - p)^2 |y|^a
\]
(3.7)
\[
= \lim_{\rho \downarrow 0} \int_{\partial B_1} (\rho^{-\kappa} u(pX) - p)^2 |y|^a
\]
\[
= \int_{\partial B_1} (p_* - p)^2 |y|^a,
\]
using the local uniform convergence of \( r^{-\kappa}u_r \) to \( p_\star \) as \( r \downarrow 0 \), with \( u_r(x) := u(rX) \), and the \( \kappa \)-homogeneity of \( p \). By the definition of \( p_\star \), notice that

\[
h_r := \|u_r\|_{L^2(\partial B_r, |y|^a)} = o(r^{\kappa}) \quad \text{as} \quad r \downarrow 0 \quad \text{and} \quad \varepsilon_r := \frac{h_r}{r^{\kappa}} = o(1) \quad \text{as} \quad r \downarrow 0.
\]

Furthermore, for some subsequence, which we still denote by \( r_\ell \), we have that \( \tilde{v}_{r_\ell} = v_{r_\ell}/h_{r_\ell} \to q \) in \( L^2(\partial B_1, |y|^a) \). Thus,

\[
\int_{\partial B_1} \left( \frac{v_r}{r^{\kappa}} + p_\star - p \right)^2 |y|^a = \frac{1}{r^{n+a+2\kappa}} \int_{\partial B_r} (u - p)^2 |y|^a \geq \int_{\partial B_r} (p_\star - p)^2 |y|^a \quad \text{for all} \quad r > 0.
\]

Since \( r^{-\kappa}v_r = \tilde{v}_r \varepsilon_r \), taking the subsequence \( r_\ell \) and expanding, we obtain

\[
\varepsilon_{r_\ell}^2 \int_{\partial B_1} \tilde{v}_{r_\ell}^2 |y|^a + 2 \varepsilon_{r_\ell} \int_{\partial B_1} \tilde{v}_{r_\ell}(p_\star - p) |y|^a \geq 0 \quad \text{for all} \quad p \in \mathcal{P}_\kappa.
\]

Dividing by \( \varepsilon_{r_\ell} \) and taking the limit as \( \ell \to \infty \),

\[
\int_{\partial B_1} q(p_\star - p) |y|^a \geq 0 \quad \text{for all} \quad p \in \mathcal{P}_\kappa.
\]

Now taking \( p = 2p_\star \) and \( p = 2^{-1}p_\star \), which are both members of \( \mathcal{P}_\kappa \), we deduce that

\[
\int_{\partial B_1} q p_\star |y|^a = 0,
\]

from which (3.6) follows immediately. \( \square \)

Let us now deal with Case 2. As we noted before, in this case, the spine and the nodal set of \( p_\star \) can be identified: \( L_\star = N_\star \).

**Proposition 3.4.** In Case 2, for every sequence \( r_j \downarrow 0 \), there is a subsequence \( r_{j_\ell} \downarrow 0 \) such that \( \tilde{v}_{r_{j_\ell}} \to q \) weakly in \( W^{1,2}(B_1, |y|^a) \) as \( \ell \to \infty \), and \( q \neq 0 \) is a \( \lambda_\star \)-homogeneous solution to the very thin obstacle problem with zero obstacle on \( L_\star \),

\[
\begin{align*}
q &\geq 0 \quad \text{on} \quad L_\star \\
L_\star q &\leq 0 \quad \text{in} \quad \mathbb{R}^{n+1} \\
L_\star q &\equiv 0 \quad \text{in} \quad \mathbb{R}^{n+1} \setminus L_\star \\
q L_\star q &\equiv 0 \quad \text{in} \quad \mathbb{R}^{n+1}.
\end{align*}
\]

Moreover, \( \lambda_\star \geq \gamma + \alpha_\kappa \), for some constant \( \alpha_\kappa > 0 \) depending only on \( n \) and \( \kappa \).

**Proof.** Without loss of generality, we will assume that \( L_\star = \{x_n = y = 0\} \). We divide the proof into several steps.

**Step 1: Weak limit and non-negativity on \( L_\star \).** As in the proof of Proposition 3.2, we have that

\[
\tilde{v}_{r_\ell} \to q \quad \text{in} \quad W^{1,2}(B_1, |y|^a),
\]

for some \( q \), and \( L_\star \tilde{v}_r \) is converging weakly* as measures to a non-positive measure \( L_\star q \) supported on \( L_\star \). Unlike before, the set on which \( L_\star q \) is supported is now a set of strictly positive \( a \)-harmonic capacity (since \( m = n - 1 \)).

Consider the following trace operators

\[
\gamma : W^{1,2}(B_1, |y|^a) \to W^{s,2}(B_1^+) \quad \text{and} \quad \tilde{\gamma} : W^{s,2}(B_1^+) \to W^{s-\frac{1}{2},2}(B_1^+).
\]

By [NLM88] (see also [Kim07]), since \( s > 1/2 \), \( \gamma \) is continuous; and \( \tilde{\gamma} \) is the standard continuous trace operator. (Recall that \( a = 1 - 2s \).) The operator \( \tau := \tilde{\gamma} \circ \gamma \) then is continuous. Hence, considering (3.9),

\[
\tau(\tilde{v}_{r_\ell}) \to \tau(q) \quad \text{in} \quad W^{s-\frac{1}{2},2}(B_1^+) \quad \text{and} \quad \tau(\tilde{v}_{r_\ell}) \to \tau(q) \quad \text{in} \quad L^2(B_1^+).
\]
Now $\tau(\tilde{v}_r) \geq 0$ on $B_1^\ell$ for all $\ell \in \mathbb{N}$, since $p_* \equiv 0$ and $u \geq 0$ on $L_*$. Thus, from the strong convergence above, $\tau(q) \geq 0$, or $q \geq 0$ on $L_*$. 

**Step 2: Semiconvexity in directions parallel to $L_*$.** By Lemma 2.9, 

$$\inf_{B_{1/2}} \partial_{ee} \tilde{v}_r \geq -C \quad \text{for all } e \in L_* \cap S^n,$$

for some constant $C$ independent of $r$. Namely, the sequence of functions $\tilde{v}_r$ is locally uniformly semiconvex (and, therefore, locally uniformly Lipschitz) in the directions parallel to $L_*$. 

**Step 3: Strong convergence.** We show that for every $0 < \varepsilon \ll 1$, there exists a constant $C_\varepsilon > 0$ independent of $r_\ell$ for which 

$$[\tilde{v}_{r_\ell}]_{C^{2,a-\varepsilon}(B_{1/2})} \leq C_\varepsilon. \quad \text{(3.11)}$$

Thus, by a covering argument, $\tilde{v}_{r_\ell} \to q$ locally uniformly in $B_1$, and, in fact, $q \in C_\text{loc}^{2,a-\varepsilon}(B_1)$. 

Recall that $L_* = \{x_n = y = 0\}$ and $X = (x', x_n, y)$ for $x' \in \mathbb{R}^{n-1}$. For simplicity, in the following computations, set 

$$w := \tilde{v}_r.$$ 

Let $Q_{r_0} := B_2^r \times D_{r_0} \subset B_1$, for some $r_0 > 0$. Recall that $D_r$ denotes the disc of radius $r$ in $\mathbb{R}^2$ centered at the origin. For convenience, rescale and assume $r_0 = 1$. By Step 2, $\|w(x', \cdot, \cdot)\|_{L^2(D_1, |y|^{\alpha})}$ is Lipschitz, as a function of $x'$. Hence, 

$$\text{osc}_{B_1'} \|w(x', \cdot, \cdot)\|_{L^2(D_1, |y|^{\alpha})} \leq C.$$ 

Recalling that $\|w\|_{L^2(B_1, |y|^{\alpha})} \leq C$ (we have rescaled to work in $Q_1$, else this bound would be 1), we have that 

$$\int_{B_1} \|w(x', \cdot, \cdot)\|_{L^2(D_1, |y|^{\alpha})}^2 \, dx' \leq C, \quad \text{(3.12)}$$

and so $\|w(x', \cdot, \cdot)\|_{L^2(D_1, |y|^{\alpha})}$ has bounded oscillation and integral. In turn, 

$$\|w(x', \cdot, \cdot)\|_{L^2(D_1, |y|^{\alpha})} \leq C \quad \text{for all } x' \in B_1'. \quad \text{(3.13)}$$

We also recall that 

$$\lim_{y \downarrow 0} y^\alpha \partial_y w \leq 0 \quad \text{and} \quad L_a w = 0 \quad \text{in} \quad B_1 \cap \{y > 0\}. \quad \text{(3.14)}$$

- **Step 3.1.** In this subset, we prove that the measure 

$$n_w(x', x_n) := \lim_{y \downarrow 0} y^\alpha \partial_y w \leq 0$$

is finite on each $x'$ slice. Equivalently, we show that 

$$0 \geq \int_{-1}^1 \zeta(||(x', x_n)||) n_w(x', x_n) \, dx_n \geq -C \quad \text{for all } x' \in B_1' \quad \text{(3.15)}$$

where $\zeta$ is a smooth test function $\zeta = \zeta(r) : [0, \infty) \to [0, 1]$ such that $\zeta \equiv 1$ in $[0, 1/2]$ and $\zeta \equiv 0$ in $[3/4, \infty)$. 

Let $\zeta = \zeta(||(x', x_n, y)||)$. By the divergence theorem, 

$$\int_{-1}^1 \zeta n_w \, dx_n = - \int_{D_1 \cap \{y > 0\}} \text{div}_{x_n,y}(\zeta y^\alpha \nabla_{x_n,y} w) \, dx_n \, dy$$

$$= - \int_{D_1 \cap \{y > 0\}} \zeta L^a_{1/2} w - \int_{D_1 \cap \{y > 0\}} y^\alpha \nabla_{x_n,y} \zeta \cdot \nabla_{x_n,y} w$$

$$=: I + II \quad \text{(3.16)}$$
where $L_{a}^{x_{n},g} f := \text{div}_{x_{n},g} (|y|^{a} \nabla_{x_{n},y} f)$. On one hand, observe that

$$L_{a}^{x_{n},y} w = L_{a} w - y^{a} \Delta x' w = - y^{a} \Delta x' w \quad \text{in} \quad D_{1} \cap \{ y > 0 \}$$

by (3.14). And so, by (3.10),

$$I \geq -C. \quad (3.17)$$

On the other hand, by the symmetries of $\zeta$ (i.e., $\partial_{y} \zeta = O(y)$ as $\partial_{y} \zeta|_{y=0} = 0$ and $\zeta$ is smooth),

$$|w L_{a}^{x_{n},y} \zeta| = |w y^{a} y^{a} L_{a}^{x_{n},y} \zeta| = |w| y^{a} |\partial_{nn} \zeta + \partial_{y y} \zeta + ay^{-1} \partial_{y} \zeta| \leq C|w| y^{a}. \quad (3.19)$$

So, by the symmetries of $\zeta$ again, Hölder’s inequality, and (3.13), we deduce that

$$\Pi = - \int_{D_{1} \cap \{ y > 0 \}} y^{a} \nabla_{x_{n},y} \zeta \cdot \nabla_{x_{n},y} w = \int_{D_{1} \cap \{ y > 0 \}} w L_{a}^{x_{n},y} \zeta \geq -C. \quad (3.18)$$

We have also used that the boundary term at $y = 0$ vanishes in the integration by parts, $y^{a} \partial_{y} \zeta \equiv 0$ on $\{ y = 0 \}$. Therefore, combining (3.16), (3.17), and (3.18), we see that (3.15) holds, as desired.

- **Step 3.2.** Now we conclude. Consider the fundamental solution for the operator $L_{a}$ (see, e.g., [CS07]) given by

$$\Gamma_{a}(X) := C_{n,a}|X|^{-n-1-a}. \quad (3.17)$$

More precisely, $\Gamma_{a}$ is such that $L_{a} \Gamma_{a} = 0$ in $\{ |y| > 0 \}$ and $\lim_{y \downarrow 0} y^{a} \partial_{y} \Gamma_{a} = \delta(x)$, the Dirac delta at $x$. Let

$$\bar{w}(x, y) := \Gamma_{a}(\cdot, y) \ast_{x} (\zeta n_{w}), \quad (3.15)$$

where $\zeta$ is the test function defined in Step 3.1, with $\zeta = \zeta(|x|)$ here. We have that $L_{a} \bar{w} = 0$ in $|y| > 0$, and $\lim_{y \downarrow 0} y^{a} \partial_{y} \bar{w} = \zeta n_{w}$. We claim that $\bar{w}$ is bounded. Indeed, by (3.15),

$$|\bar{w}(x', x_{n}, y)| \leq \int_{B_{1}} \int_{-1}^{1} \frac{(\zeta n_{w})(z', z_{n})}{|x' - z', x_{n} - z_{n}, y|^{n+1+a}} \, dz_{n} \, dz' \leq C \int_{B_{1}} |(x' - z', 0, y)|^{n-1-a} \leq C. \quad (3.19)$$

By means of the previous proof, $(-\Delta)^{\bar{s}} \bar{w} = ((-\Delta)^{\bar{s}} \delta_{X}) \ast_{X} (\zeta n_{w})$ is bounded as long as $2\bar{s} < -a$, since $(-\Delta)^{\bar{s}} X^{n+1-a} C|X|^{-n+1-a-2\bar{s}}$, and $\zeta n_{w}$ does not depend on $y$. Thus, $(-\Delta)^{\bar{s}} \bar{w}$ is bounded as long so $2\bar{s} < -a$, and by interior regularity for the fractional Laplacian (suppose $\bar{s} \neq 1/2$), $\bar{w}$ is $C^{2\bar{s}}$ (see [RS16, Theorem 1.1]).

Finally, notice that $L_{a}(\bar{w} - w) = 0$ in $B_{1} \cap \{ |y| > 0 \}$ and $\lim_{y \downarrow 0} y^{a} \partial_{y}(\bar{w} - w) = 0$ in $B_{1/2} \cap \{ |y| > 0 \}$. It follows that $L_{a}(\bar{w} - w) = 0$ in $B_{1/2}$, and then $\bar{w} - w \in C^{1}_{\text{loc}}(B_{1/2})$ by interior estimates for $a$-harmonic functions (and recalling that $a \in (-1, 0)$). In turn, $w$ inherits the regularity of $\bar{w}$; that is, $w$ is $C^{2\bar{s}}$, so long as $2\bar{s} < -a$, and (3.11) is proved.

In particular, by Arzelà–Ascoli and a covering argument, we have that

$$\nu_{B_{1}} \to q \quad \text{in} \quad C^{0}_{\text{loc}}(B_{1}), \quad (3.19)$$

and $q \in C^{a-\varepsilon}_{\text{loc}}(B_{1})$ for any $\varepsilon > 0$.

**Step 4: Homogeneous solution to the very thin obstacle problem in $B_{1}$.** First, we show that $q$ is a solution to the very thin obstacle problem, (3.8); the only condition that remains to be checked is that $q L_{a} q \equiv 0$.

By the proof of Proposition 2.2 and (2.10),

$$\frac{r N'(r, v_{r})}{N(r, v_{r})} = \frac{d}{d \rho} \log N(\rho, v_{r}) \bigg|_{\rho = 1} \geq \frac{2 \left( \int_{B_{1}} v_{r} L_{a} v_{r} \right)^{2}}{\int_{B_{1}} |\nabla v_{r}|^{2} |y|^{a} \int_{\partial B_{1}} v_{r}^{2} |y|^{a}} \geq 0.$$
Hence, by the definition of \( \tilde{v}_r \),

\[
(3.20) \quad rN'(r, v_*) \geq 2 \left( \int_{B_1} \tilde{v}_r L_a \tilde{v}_r \right). 
\]

Furthermore, reasoning as in [FS18, Lemma 2.12], since \( N(r, v) \downarrow \lambda_* \) as \( r \downarrow 0 \),

\[
\int_{r_{j\ell}}^{2r_{j\ell}} rN'(r, v_*) \, dr \leq 2(N(2r_{j\ell}, v_*) - N(r_{j\ell}, v_*)) \to 0 \quad \text{as} \quad \ell \to \infty.
\]

And so, by the mean value theorem, we can find \( \bar{r}_{j\ell} \in [r_{j\ell}, 2r_{j\ell}] \) with \( \bar{r}_{j\ell} N'(\bar{r}_{j\ell}, v_*) \to 0 \) as \( \ell \to \infty \). In turn, the non-negativity of \( v_* L_a v_* \) and (3.20) then imply that

\[
\int_{B_1} \bar{v}_{r_{j\ell}} L_a \bar{v}_{r_{j\ell}} \leq \int_{B_{2r_{j\ell}}} \bar{v}_{r_{j\ell}} L_a \bar{v}_{r_{j\ell}} \to 0
\]

with \( \tilde{\rho}_{j\ell} := \rho_{j\ell} / r_{j\ell} \). Therefore, since \( L_a \bar{v}_{r_{j\ell}} \to L_a q \) weakly* as measures in \( B_1 \), \( \bar{v}_{r_{j\ell}} \to q \) strongly in \( C^0_{\text{loc}}(B_1) \) by Step 3, (3.19), and \( \bar{v}_r L_a \bar{v}_r \geq 0 \), we obtain that

\[
\int_{B_R} q L_a q = 0 \quad \text{for all} \quad R < 1,
\]

so that, in fact, \( q L_a q \equiv 0 \) in \( B_1 \).

Thus, \( q \) is a solution to the very thin obstacle problem (3.8) inside \( B_1 \).

To conclude, we show that \( q \) is homogeneous with homogeneity \( \lambda_* := N(0^+, v_*) \). Since \( q \)
solves the very thin obstacle problem, by Lemma 8.12, it suffices to show that

\[
(3.21) \quad \lambda_* = N(\rho, q) \quad \text{for all} \quad \rho \in (0, 1).
\]

But this follows from arguing exactly as in the proof of Proposition 3.2, where we obtained that \( q \) is homogeneous in Case 1, using Lemma 8.12, (8.21), and Lemma 8.13.

**Step 5:** \( \lambda_* \geq \kappa + \alpha_* \). We argue by contradiction (or compactness). Suppose, to the contrary, that there exists a bounded sequence of solutions \( u_\ell \) such that \( 0 \in \Sigma_\kappa(u_\ell) \), \( \dim_\kappa L(p_*, \ell) = n - 1 \), and \( \lambda_*, \ell \leq \kappa + \ell^{-1} \). Let \( p_*, \ell \) be the first blow-up and \( q_\ell \) be a second blow-up of \( u_\ell \) at 0 (the homogeneity of \( q_\ell \) is \( \lambda_*, \ell \)). Up to a subsequence (we can assume the sequences enjoy uniform bounds in appropriate Hölder spaces), taking \( \ell \) to infinity, we find a solution \( u_\infty \) whose first blow-up at 0 is of order \( \kappa \), whose spine has Hausdorff dimension equal to \( n - 1 \), and whose second blow-up \( q_\infty \) is homogeneous of order \( \kappa \).

Since \( q_\infty \) is a \( \kappa \)-homogeneous, global solution to the very thin obstacle problem, it is an \( a \)-harmonic polynomial. Indeed, by [GR18, Proposition 4.4], any global, evenly homogeneous function \( u_0 \) with \( L_a u_0 \) non-negative and supported on \( \mathbb{R}^n \times \{ 0 \} \) is actually an \( a \)-harmonic polynomial of degree \( \kappa \). In particular, we have that \( \| q_\infty \|_{\text{Lip}(B_1)} \leq C \) for some constant depending only on \( n, a, \) and \( \kappa \). Also, by assumption, \( q_\infty \geq 0 \) on \( L(p_*, \infty) \), where \( p_*, \infty \) is the first blow-up of \( u_\infty \) at 0.

For simplicity, let \( q = q_\infty \) and \( p = p_*, \infty \), and let us assume that \( L(p_*, \infty) = \{ x_n = 0 \} \), so that \( p_* \) depends only on \( x_n \) in the thin space \( \{ y = 0 \} \). By Lemma 3.3,

\[
(3.22) \quad \langle q, p \rangle_a := \int_{\partial B_1} qp|y|^a \leq 0 \quad \text{for all} \quad p \in \mathcal{P}_\kappa \quad \text{and} \quad \langle q, p_* \rangle_a = 0.
\]

Since \( p_* \) is \( \kappa \)-homogeneous and depends only on \( x_n \), a constant \( c_* > 0 \) exists for which \( p_*|_{B_1 \cap \{ y = 0 \}} = c_*|x_n|^\kappa \). Now for any \( \varepsilon > 0 \), observe that

\[
C_\varepsilon p_* + q \geq -\varepsilon \quad \text{on} \quad \partial B_1 \cap \{ y = 0 \}
\]

with

\[
C_\varepsilon := c_*^{-1} \varepsilon^{-\kappa} \| q \|_{L^\infty(B_1 \cap \{ y = 0 \})} \| q \|_{\text{Lip}(B_1 \cap \{ y = 0 \})}^\kappa.
\]
Indeed, if $|x_n| \geq \varepsilon/\|q\|_{L^p(\partial B_1 \cap \{y = 0\})}$, then $C_{\varepsilon} p_* |_{B_1 \cap \{y = 0\}} + q |_{B_1 \cap \{y = 0\}} \geq 0$, by the definition of $C_{\varepsilon}$. On the other hand, if $|x_n| \leq \varepsilon/\|q\|_{L^p(\partial B_1 \cap \{y = 0\})}$, then $q |_{B_1 \cap \{y = 0\}} \geq -\varepsilon$ since $q \geq 0$ on $\{x_n = 0\}$ (recall $p_* \geq 0$ on the thin space). Thus, $C_{\varepsilon} p_* + q + \varepsilon \text{Ext}_a(|x|^{\kappa}) \in \mathcal{P}_\kappa$ for every $\varepsilon > 0$ (see (1.13)). So (3.22) implies that

$$
\|q\|_{L^2(\partial B_1, |y|^{\kappa})} \leq -\varepsilon (\text{Ext}_a(|x|^{\kappa}), q)_a.
$$

Taking $\varepsilon \downarrow 0$, we deduce that $q \equiv 0$, a contradiction. \hfill \Box

With Propositions 3.2 and 3.4 in hand, we can now prove Proposition 1.9.

**Proof of Proposition 1.9.** The proof is a simple consequence of Propositions 3.2 and 3.4. Without loss of generality, $X_0 = 0$.

(i) If $a \in [0, 1)$, we are in Case 1. So by Proposition 3.2, our claim holds.

(ii) When $m < n - 1$, since $p_* \geq 0$ on the thin space, we have that $L_s = N_s$. Thus, since $m = n - 1$, we are again in Case 1, and we conclude by Proposition 3.2 once more.

(iii) Finally, if $m = n - 1$ and $a \in (-1, 0)$, we are in Case 2 (recall $L_s \subset N_s$). Thus, applying Proposition 3.4, we arrive at our desired conclusion.

This completes the proof. \hfill \Box

4. Accumulation Lemmas

In this section, we gather some important lemmas concerning accumulation points of $\text{Sing}(u)$. These lemmas are the key tools used in estimating the size of the points where we can construct the next term in the expansion of $u$. The lemmas of this section are analogous to the accumulation lemmas of [FS18], although several new, interesting technical challenges appear in our setting.

Let us start by proving an auxiliary lemma.

**Lemma 4.1.** Let $q$ be a $\kappa$-degree, $a$-harmonic polynomial, for $\kappa \geq 1$, and let $X_0 \in \mathbb{R}^{n+1}$. Then,

$$
N(r, q, X_0) = \frac{r \int_{B_r(X_0)} |\nabla q|^2 |y|^a}{\int_{\partial B_r(X_0)} q^2 |y|^a} \leq \kappa \quad \text{for all} \quad r > 0.
$$

Moreover,

$$
N(0^+, q, X_0) = m_0
$$

where $m_0$ is the smallest integer for which the $m_0$-homogeneous part of $q(X_0 + \cdot)$ is non-zero.

**Proof.** Without loss of generality, we assume that $X_0 = 0$. Let

$$
q = \sum_{m=0}^{\kappa} q_m
$$

where $q_m$ denotes the $m$-homogeneous part of $q$. Since $q$ is $a$-harmonic and $a \in (-1, 1)$, each of its homogeneous parts is $a$-harmonic. Notice that if $p_1$ and $p_2$ are homogeneous $a$-harmonic polynomials with non-zero homogenieties $m_1 \neq m_2$, then they are orthogonal in $L^1(\partial B_r, |y|^a)$. Indeed, using that $m_1 p_1 = x \cdot \nabla p_1 = r \partial_r p_1$ on $\partial B_r$ and integrating by parts,

$$
(m_1 - m_2) \int_{\partial B_r} p_1 p_2 |y|^a = r \int_{\partial B_r} p_2 \partial_r p_1 |y|^a = -r \int_{\partial B_r} \nabla p_1 \cdot \nabla p_2 |y|^a + r \int_{B_r} \nabla p_1 \cdot \nabla p_2 |y|^a = 0,
$$

where we have also used that $L_a p_i = 0$. 

Now, by means of the $m$-homogeneity of $q_m$ and the orthogonality in $L^2(\partial B_r, |y|^a)$ of homogeneous $a$-harmonic polynomials of different homogeneities, we find that
\[
\int_{B_r} \nabla q \cdot \nabla q_m |y|^a = \frac{m}{r} \int_{\partial B_r} q_m^2 |y|^a.
\]
Thus,
\[
r \int_{B_r} |\nabla q|^2 |y|^a = \sum_{m=1}^{\kappa} m \int_{\partial B_r} q_m^2 |y|^a \leq \kappa \sum_{m=1}^{\kappa} \int_{\partial B_r} q_m^2 |y|^a.
\]
Pythagoras’s theorem also implies that
\[
\int_{\partial B_r} q_m^2 |y|^a = \sum_{m=0}^{\kappa} \int_{\partial B_r} q_m^2 |y|^a.
\]
Hence,
\[
r \int_{B_r} |\nabla q|^2 |y|^a \leq \kappa \int_{\partial B_r} q_m^2 |y|^a,
\]
as desired.

Now let $c_m := \int_{\partial B_1} q_m^2 |y|^a$, and set $m_0 \geq 0$ to be the smallest integer so that $c_{m_0} \neq 0$. Then,
\[
r \int_{B_r} |\nabla q|^2 |y|^a = \frac{\sum_{m=m_0}^{\kappa} m c_m r^{2m}}{\sum_{m=m_0}^{\kappa} c_m r^{2m}} = m_0 + O(r^2),
\]
which concludes the proof. \qed

Just as in Section 3, we divide our attention between Case 1 and Case 2. Again, we begin with Case 1. Our accumulation lemma in this case is analogous to [FS18, Lemma 3.2]. We repeat the common parts for completeness.

We recall that, in the following lemmas, we are assuming that $0 \in \Sigma_\kappa$ is a singular point of order $\kappa \in 2\mathbb{N}$. 

**Lemma 4.2.** In Case 1, suppose that there exists a sequence of free boundary points $\Sigma_{\geq \kappa} \ni X_\ell = (X_\ell, 0) \to 0$ and radii $r_\ell \downarrow 0$ with $|X_\ell| \leq r_\ell/2$ such that $\bar{v}_{r_\ell} \to q$ in $W^{1,2}(B_1, |y|^a)$ and $Z_\ell := X_\ell/r_\ell \to Z_{\infty}$. Then,
\[
Z_{\infty} = (z_{\infty}, 0) \in L_\kappa \quad \text{and} \quad D^\alpha q(Z_{\infty}) = 0 \quad \text{for all } \alpha = (\alpha', 0) \text{ and } |\alpha| \leq \kappa - 2.
\]
Moreover, if $\lambda_\kappa = \kappa$, then $q_{Z_{\infty}} := q(Z_{\infty} + \cdot) - q$ is invariant under $L_\kappa + L(q)$; that is,
\[
q_{Z_{\infty}}(x + \xi, 0) = q_{Z_{\infty}}(x, 0) \quad \text{for all pairs } (\xi, x) \in (L_\kappa + L(q)) \times \mathbb{R}^n.
\]

**Proof.** From Proposition 2.2 applied at $X_\ell$, the frequency of $u(X_\ell + \cdot) - p_\kappa$ is at least $\kappa$. (Here, $p_\kappa$ is being considered as just an element of $\mathcal{P}_\kappa$. Recall, $p_\kappa$ is the blow-up at 0, not at $X_\ell$.) Therefore,
\[
N(\rho, u(X_\ell + r_\ell \cdot) - p_\kappa(r_\ell \cdot)) = N(\rho r_\ell, u(X_\ell + \cdot) - p_\kappa) \geq \kappa \quad \text{for all } \rho \in (0, 1/2),
\]
or, equivalently, for all $\rho \in (0, 1/2),$
\[
\rho \int_{B_\rho} |\nabla \bar{v}_{r_\ell}(Z_\ell + \cdot) + h^{-1}_{r_\ell} \nabla (p_\kappa(X_\ell + r_\ell \cdot) - p_\kappa(r_\ell \cdot))|^2 |y|^a \geq \kappa
\]
with
\[
h_{r_\ell} := ||v_{r_\ell}||_{L^2(\partial B_1, |y|^a)}.
\]
Now let
\[
q_\ell(X) := \frac{p_\kappa(X_\ell + r_\ell X) - p_\kappa(r_\ell X)}{h_{r_\ell}},
\]
which is a \((\kappa - 1)\)-degree, \(a\)-harmonic polynomial. Also, observe that
\[
\int_{B_{1/2}} |\tilde{v}_r(Z_t + \cdot)|^2 |y|^a + \int_{B_{1/2}} |\nabla \tilde{v}_r(Z_t + \cdot)|^2 |y|^a \leq \|\tilde{v}_r\|_{W^{1,a}(B_{1/2}, |y|^a)}^2 \leq C.
\]

We claim that the coefficients of \(q_{\ell}\) are uniformly bounded with respect to \(\ell\), so that, up to subsequences, \(q_{\ell} \to q_\infty\) locally uniformly where \(q_\infty\) is some \(a\)-harmonic polynomial of degree \(\kappa - 1\). Indeed, suppose that this is not true. Then, letting \(\{a^\ell\}_{i \in \mathcal{I}}\) denote the coefficients of \(q_{\ell}\) and setting \(\sigma_{\ell} := \sum_{i \in \mathcal{I}} |a^\ell_i|\), we have that \(\sigma_{\ell} \to \infty\). Now set
\[
\tilde{q}_{\ell} := \frac{q_{\ell}}{\sigma_{\ell}}.
\]
which is a polynomial with coefficients bounded by 1, and let \(\tilde{q}_\infty\) denote its limit (up to a subsequence). Notice that \(\tilde{q}_\infty\) is an \(a\)-harmonic, \((\kappa - 1)\)-degree polynomial as \(\tilde{q}_{\ell}\) are all \(a\)-harmonic, \((\kappa - 1)\)-degree polynomials. So, from (4.1), dividing the numerator and denominator by \(\sigma_{\ell}^2\), and by Lemma 4.1, we deduce that
\[
\kappa \leq \frac{\rho \int_{B_{1/2}} |\nabla q_\ell|^2 |y|^a}{\int_{\partial B_{1/2}} |\tilde{v}_r + \tilde{q}_{\ell}|^2 |y|^a} \to \frac{\rho \int_{B_{1/2}} |\nabla q_\infty|^2 |y|^a}{\int_{\partial B_{1/2}} |\tilde{q}_\infty|^2 |y|^a} = N(\rho, \tilde{q}_\infty) \leq \kappa - 1
\]
since, by (4.2),
\[
\varepsilon_{\ell} := \frac{\tilde{v}_r(Z_t + \cdot)}{\sigma_{\ell}} \to 0 \quad \text{in} \quad W^{1,2}(B_{1/2}, |y|^a).
\]
Impossible.

Since \(q_{\ell}\) converges, up to subsequences, to some \(q_\infty\) uniformly in compact sets and by interior estimates for \(a\)-harmonic functions (see, e.g., [JN17, Proposition 2.3]), we have that \(|D^a q_\ell(0)| \leq C\) for some \(C\) independently of \(\ell\) for any multi-index \(\alpha = (\alpha_1, \ldots, \alpha_n, 0)\). Then, from the \(\kappa\)-homogeneity of \(p_\ast\), we have
\[
D^a q_\ell(0) = \frac{|\alpha|}{h_{r_\ell}} D^a p_\ast(X_\ell) = \frac{r_\ell^\kappa}{h_{r_\ell}} D^a p_\ast(Z_\ell)
\]
for all \(|\alpha| \leq \kappa - 1\). Hence, using \(|D^a q_\ell(0)| \leq C\) and \(h_{r_\ell} = o(r_\ell^\kappa)\), we determine that
\[
|D^a p_\ast(Z_\ell)| = o(1) \to 0 \quad \text{as} \quad \ell \to \infty
\]
when \(|\alpha| \leq \kappa - 1\). That is, \(D^a p_\ast(Z_\infty) = 0\) for \(|\alpha| \leq \kappa - 1\). Thanks to Lemma 2.6,
\[
Z_\infty \in L_\ast.
\]

Proceeding as in [FS18, Lemma 3.2] by means of the Monneau-type monotonicity formula from Lemma 2.4, we obtain
\[
\frac{1}{\rho^{a+2\kappa}} \int_{B_{1/2}} |q(Z_\infty + \cdot) + q_\infty|^2 |y|^a \leq 2^{a+2\kappa} \int_{B_{1/2}} |q(Z_\infty + \cdot) + q_\infty|^2 |y|^a
\]
for all \(\rho \in (0, 1/2)\). Notice that, until now, we have not used any information on the second blow-up \(q\). From Proposition 3.2, \(q\) is a \(\lambda_\ast\)-homogeneous, \(a\)-harmonic polynomial with \(\lambda_\ast \geq \kappa\), since we are in Case 1. It follows that the polynomial \(q(Z_\infty + \cdot) + q_\infty\) is only made up of monomials of degree greater than or equal to \(\kappa\). Thus, recalling (4.3), we have that
\[
\lambda_\ast q(Z_\infty) = Z_\infty \cdot \nabla_x q(Z_\infty) = -Z_\infty \cdot \nabla_x q_\infty(0) = \lim_{\ell \to \infty} \frac{r_\ell}{h_{r_\ell}} (Z_\infty \cdot \nabla_x p_\ast(X_\ell)) = 0.
\]
Here, we have also used that \(Z_\infty \in L_\ast\), \(X_\ell = (x_\ell, 0)\), and \(q\) is \(\kappa_\ast\)-homogeneous. Moreover, taking derivatives, we have
\[
(\lambda_\ast - |\alpha|) D^a q(Z_\infty) = -\lim_{\ell \to \infty} \frac{r_\ell}{h_{r_\ell}} (Z_\infty \cdot \nabla_x D^a p_\ast(Z_\ell)) = 0.
\]
(By Lemma 2.6, $Z_\infty \cdot \nabla_x D^\alpha p_s(Z_\ell) = 0$.) Therefore,
\[ D^\alpha q(Z_\infty) = 0 \quad \text{for all} \quad \alpha = (\alpha', 0) \text{ and } |\alpha| \leq \kappa - 2. \]
In addition, notice that by construction, $q_\infty$ is invariant under $L_\kappa$. Hence, so is $q_\infty$.

Finally, suppose $\lambda_\kappa = \kappa$. Then, $q(Z_\infty + \cdot) + q_\infty$ consists of only degree $\kappa$ terms. In other words, it is $\kappa$-homogeneous. Now notice that $q(Z_\infty + \cdot) = q + s_\infty$ where $s_\infty$ is a degree $\kappa - 1$ polynomial. Consequently, $q(Z_\infty + \cdot) + q_\infty - q = s_\infty + q_\infty$ is a $\kappa$-homogeneous polynomial. This is only possible if $s_\infty + q_\infty \equiv 0$ (recall, $q_\infty$ is of degree $\kappa - 1$.) And so, it follows that
\[ q_\infty = q - q(Z_\infty + \cdot), \]
from which we deduce that $q_\infty$ is invariant under $L(q)$. Since the invariant set of a function is a linear space,
\[ q_\infty(x + \xi, 0) = q_\infty(x, 0) \quad \text{for all pairs} \quad (\xi, x) \in (L_\kappa + L(q)) \times \mathbb{R}^n. \]
Lastly, we find that
\[ D^\alpha q_\infty(0) = 0 \quad \text{for all} \quad \alpha = (\alpha', 0) \text{ and } |\alpha| \leq \kappa - 2, \]
making $q_\infty$ a $(\kappa - 1)$-homogeneous, even in $y$, $a$-harmonic polynomial. $\square$

Notice that if $Z_\infty \in L(q)$, then $q_\infty \equiv 0$. Indeed, all of the derivatives of $q_\infty|_{\mathbb{R}^n \times \{0\}}$ up to order $\kappa - 2$ vanish at the origin since $D^\alpha q(Z_\infty) = 0$ for all $\alpha = (\alpha', 0)$ and $|\alpha| \leq \kappa - 2$. So if $D^\alpha q(Z_\infty) = 0$ for all $\alpha = (\alpha', 0)$ with $|\alpha| \leq \kappa - 1$ too, then $q_\infty$ would vanish up to infinite order at the origin, making it identically zero. In other words,
\[ Z_\infty \in L(q) \text{ if and only if } q_\infty \equiv 0. \]
This also follows directly from the form $q_\infty$ takes when $\lambda_\kappa = \kappa$.

Before stating and proving a Case 2 accumulation lemma, we present a simple consequence of Lemma 4.2 and make a remark.

If $m_\kappa = 0$, then $L_\kappa = \{0\}$. Hence, from Lemma 4.2, we deduce that $\Sigma_\kappa^0$ is isolated in $\Sigma_{\geq \kappa}$.

**Lemma 4.3.** Suppose Case 1 holds. Then, 0 is an isolated point of $\Sigma_{\geq \kappa}$.

**Proof.** Suppose, to the contrary, that $\Sigma_{\geq \kappa} \ni X_\ell \to 0$ is a sequence of points ($X_\ell \neq 0$). Let $r_\ell := 2|X_\ell|$. By Lemma 4.2, we have that, up to a subsequence,
\[ \bar{v}_{r_\ell} \to q \quad \text{in} \quad W^{1,2}(B_1, |y|^\alpha) \quad \text{and} \quad Z_\ell := \frac{X_\ell}{r_\ell} \to Z_\infty \in L_\kappa \cap \partial B_{1/2}, \]
where $q$ is a $\kappa^*$-homogeneous harmonic polynomial with $\lambda_\kappa \geq \kappa$. But, this is impossible, since $L_\kappa = \{0\}$. $\square$

**Remark 4.4.** In general, lower frequency singular points can accumulate to a higher frequency singular point. Take, for example, the harmonic extension of $x_1^2 x_2^2$ to $\mathbb{R}^3$:
\[ u(X) = x_1^2 x_2^2 - (x_1^2 + x_2^2)y^2 + \frac{1}{3}y^4. \]
This polynomial is a solution to the thin obstacle problem with $a = 0$, and has singular points of order 2 approaching a singular point of order 4. In particular, it is not true that $\Sigma_\kappa^0$ is isolated from $\Sigma_{< \kappa}$.

By the recent results of Colombo, Spolaor, and Velichkov, see [CSV19, Theorem 4], we know that the set of even frequencies ($\kappa = 2m$) is isolated from the set of all possible frequencies for the thin obstacle problem when $a = 0$. This, together with the upper semicontinuity of the frequency, implies that free boundary points of strictly higher order cannot accumulate to a singular point of lower order in this case. Therefore, the above hypothesis “$X_\ell \in \Sigma_{\geq \kappa}$ and $X_\ell \to 0 \in \Sigma_\kappa$” reduces to “$X_\ell \in \Sigma_\kappa$ and $X_\ell \to 0 \in \Sigma_\kappa$”, at least when $a = 0$. 
Now we prove a Case 2 accumulation lemma. It will only be applied when \( \lambda_\ast < \kappa + 1 \) and \( \lambda = \lambda_\ast \) (with \( \lambda \) as defined in the lemma). Nonetheless, we state it in more generality, for completeness.

We recall that \( \text{Ext}_a \) denotes the \( a \)-harmonic extension of a polynomial, see (1.13).

**Lemma 4.5.** In Case 2, suppose that there exists a sequence of free boundary points \( \Sigma_{\kappa-1} \ni X_\ell = (x_\ell, 0) \to 0 \) and radii \( r_\ell \downarrow 0 \) with \( |X_\ell| \leq r_\ell/2 \) such that \( \bar{v}_{r_\ell} \to q \) in \( W^{1,2}(B_1, |y|^\alpha) \) and \( (z_\ell, 0) = Z_\ell := X_\ell/r_\ell \to Z_\infty \). Set

\[
\lambda_{\ast, X_\ell} := N(0^+, u(X_\ell + \cdot) - p_{\ast, X_\ell}),
\]

where \( p_{\ast, X_\ell} \) denotes the first blow-up of \( u \) at \( X_\ell \). Let \( e_\ast \subseteq \mathbb{S}^n \cap \{y = 0\} \cong \mathbb{S}^{n-1} \) be such that \( e_\ast \perp L_{\ast} \), and let \( q^{\text{even}} \) and \( q^{\text{odd}} \) be the even and odd parts of \( q \) with respect to \( L_{\ast} \),

\[
q^{\text{even}}(X) = \frac{1}{2} [q(X) + q(X - 2(e_\ast \cdot X)e_\ast)]
\]

and

\[
q^{\text{odd}}(X) = \frac{1}{2} [q(X) - q(X - 2(e_\ast \cdot X)e_\ast)].
\]

Let \( \alpha_\kappa > 0 \) be as in Proposition 3.4 and set \( \lambda := \liminf \{\lambda_{\ast, X_\ell}\} \geq \kappa + \alpha_\kappa \). Then,

\[
Z_\infty = (z_\infty, 0) \in L_{\ast}
\]

and

\[
(4.5) \quad \int_{\partial B_\rho} |q^{\text{even}}(Z_\infty + X) - c_\infty \text{Ext}_a((e_\ast \cdot x)\kappa)|^2 |y|^\alpha \leq C \rho^{2\lambda + \alpha} \quad \text{for all} \quad \rho \in (0, 1/2),
\]

for some constants \( c_\infty \) and \( C \) independent of \( \rho \). Moreover, if \( \lambda_\ast < \kappa + 1 \), then \( q^{\text{odd}} \equiv 0 \). If, in addition, \( \lambda = \lambda_\ast \), then \( c_\infty = 0 \) in (4.5), and \( q \) is invariant in the \( Z_\infty \) direction; that is, \( q(Z_\infty + X) = q(X) \) for all \( X \in \mathbb{R}^{n+1} \).

**Proof.** We divide the proof into two steps.

**Step 1:** We proceed using the ideas developed to prove [FS18, Lemma 3.3].

Recall that

\[
p_{\ast, X_\ell}(X) := \lim_{r_\ell \downarrow 0} \frac{u(X_\ell + rX)}{r^\kappa}.
\]

Define

\[
q_\ell(X) := \frac{p_{\ast, X_\ell}(r_\ell X) - p_{\ast}(X_\ell + r_\ell X)}{h_{r_\ell}} \quad \text{with} \quad h_{r_\ell} := \|v_{r_\ell}\|_{L^2(\partial B_1, |y|^\alpha)}.
\]

By Proposition 3.4 and Proposition 2.2, for all \( \rho \in (0, 1/2) \),

\[
N(\rho r_\ell, u(X_\ell + \cdot) - p_{\ast, X_\ell}) \geq \lambda_{\ast, X_\ell} \geq \kappa + \alpha_\kappa > \kappa,
\]

or, equivalently,

\[
\frac{\rho \int_{B_\rho} |\nabla \bar{v}_{r_\ell}(Z_\ell + \cdot) - \nabla q_\ell|^2 |y|^\alpha}{\int_{\partial B_\rho} |\bar{v}_{r_\ell}(Z_\ell + \cdot) - q_\ell|^2 |y|^\alpha} \geq \kappa + \alpha_\kappa
\]

(cf. (4.1)). Furthermore, arguing as in the proof of Lemma 4.2, we find that the family \( \{q_\ell\}_{\ell \in \mathbb{N}} \) has uniformly bounded coefficients. This time, however, we use that \( q_\ell \) is of degree \( \kappa \) and \( a \)-harmonic rather than of degree \( \kappa - 1 \) and \( a \)-harmonic. Indeed, as in Lemma 4.2, suppose not. Then, dividing by the largest coefficient, we obtain uniformly bounded, \( a \)-harmonic polynomials \( \tilde{q}_\ell \) of degree \( \kappa \) and the inequality

\[
(4.7) \quad \frac{1}{2} \frac{\int_{B_{1/2}} |\nabla \varepsilon_\ell - \nabla \bar{q}_\ell|^2 |y|^\alpha}{\int_{\partial B_{1/2}} |\varepsilon_\ell - \bar{q}_\ell|^2 |y|^\alpha} \geq \kappa + \alpha_\kappa \quad \text{for all} \quad \ell \in \mathbb{N}
\]

and for some \( \varepsilon_\ell \to 0 \) in \( W^{1,2}(B_{1/2}, |y|^\alpha) \). Now notice that \( \bar{q}_\ell \) are degree \( \kappa \) polynomials converging uniformly to some \( \bar{q}_\infty \) (up to subsequences). Also, since the translations that
define \( q_\ell \) are in \( \{ y = 0 \} \), \( \tilde{q}_\ell \) are \( \alpha \)-harmonic. In turn, the limit \( \tilde{q}_\infty \) is an \( \alpha \)-harmonic, \( \kappa \)-degree polynomial. From (4.7) and Lemma 4.1, we obtain

\[
\kappa \geq \frac{1}{2} \int_{B_{1/2}} |\nabla \tilde{q}_\infty|^2 |y|^a \geq \kappa + \alpha_k,
\]
a contradiction, since \( \alpha_k > 0 \). Thus, \( q_\ell \) converges, up to subsequences, locally uniformly to some \( q_\infty \), which is an \( \alpha \)-harmonic polynomial of degree \( \kappa \). So \( |D^\alpha q_\ell(0)| \leq C \) for some \( C \) independently of \( \ell \) for any multindex \( \alpha = (\alpha_1, \ldots, \alpha_n, 0) \), and for \( |a| \leq \kappa - 1 \),

\[
(4.8) \quad D^\alpha q_\ell(0) = \frac{r_\ell^\alpha}{h_{r_\ell}} D^\alpha p_\ell(X_\ell) = \frac{r_\ell^\alpha}{h_{r_\ell}} D^\alpha p_\ell(Z_\ell).
\]

Then, as \( h_{r_\ell} = o(r_\ell^{\kappa}) \), we determine that

\[
|D^\alpha p_\ell(Z_\ell)| = o(1) \to 0 \quad \text{as} \quad \ell \to \infty
\]

when \( |a| \leq \kappa - 1 \). That is, \( D^\alpha p_\ell(Z_\infty) = 0 \) for \( |\alpha| \leq \kappa - 1 \). Thanks to Lemma 2.6,

\[
Z_\infty \in L(p_\ell) \in L_s.
\]

Now, by assumption, for some \( e_\ell \in \mathbb{S}^{n-1} \) and \( c_\ell, c_\ast > 0 \),

\[ p_{\ast,X_\ell}(x,0) = c_\ell(e_\ell \cdot x)^\kappa \quad \text{and} \quad p_\ast(x,0) = c_\ast(e_\ast \cdot x)^\kappa. \]

Also, setting \( a_\ell := e_\ast \cdot z_\ell \), we see that

\[
q_\ell(x,0) = h_{r_\ell}^{-1} (p_{\ast,X_\ell}(r_\ell x,0) - p_\ast(x_\ell + r_\ell x,0)) = r_\ell^{\kappa} h_{r_\ell}^{-1} (c_\ell(e_\ell \cdot x)^\kappa - c_\ast(e_\ast \cdot (z_\ell + x)^\kappa) = r_\ell^{\kappa} h_{r_\ell}^{-1} (c_\ell(e_\ell \cdot x)^\kappa - c_\ast(e_\ast \cdot x)^\kappa - c_\ast \kappa a_\ell (e_\ast \cdot x)^{\kappa-1}
\]

\[ + c_\ast a_\ell^2 \sum_{j=2}^\kappa \binom{\kappa}{j} \alpha_j^{j-2} (e_\ast \cdot x)^{\kappa-j} \].

Since \( p_{\ast,X_\ell} \to p_\ast \), we have that \( c_\ell \to c_\ast \) and \( e_\ell \to e_\ast \) (up to a sign). Moreover, as \( Z_\ell \to Z_\infty \in L_s \) and \( e_\ast \perp L_s \), \( a_\ell \to 0 \). Therefore, by the uniform boundedness in \( \ell \) of the coefficients of \( q_\ell(x,0) \), we immediately find that

\[
q_\ell(x,0) = r_\ell^{\kappa} h_{r_\ell}^{-1} (c_\ell(e_\ell \cdot x)^\kappa - c_\ast(e_\ast \cdot x)^\kappa - c_\ast \kappa a_\ell (e_\ast \cdot x)^{\kappa-1}) + O(a_\ell)
\]

\[ = r_\ell^{\kappa} h_{r_\ell}^{-1} ((c_\ell - c_\ast)(e_\ell \cdot x)^\kappa + c_\ast((e_\ell \cdot x)^\kappa - (e_\ast \cdot x)^\kappa - c_\ast \kappa a_\ell (e_\ast \cdot x)^{\kappa-1}) + O(a_\ell). \]

Set \( e_\ell' := \frac{e_\ell - e_\ast}{|e_\ell - e_\ast|} \). Then,

\[
\frac{(e_\ell \cdot x)^\kappa - (e_\ast \cdot x)^\kappa}{|e_\ell - e_\ast|} = \left( \frac{e_\ell - e_\ast}{|e_\ell - e_\ast|} \cdot x \right) \sum_{i=1}^{\kappa-1} (e_\ast \cdot x)^{\kappa-1-i} = (e_\ell' \cdot x) Q_\ell(x).
\]

In addition, as \( \ell \to \infty \),

\[
e_\ell' \to e_\ell' \in \mathbb{S}^{n-1} \quad \text{and} \quad Q_\ell \to (\kappa - 1)(e_\ast \cdot x)^{\kappa-1},
\]

and \( e_\ell' \perp e_\ast \). Thus,

\[
(4.9) \quad q_\ell(x,0) = c_1(e_\ast \cdot x)^\kappa + c_2(e_\ell' \cdot x)(e_\ast \cdot x)^{\kappa-1} + c_3(e_\ast \cdot x)^{\kappa-1},
\]

for some constants \( c_1, c_2, \) and \( c_3 \). So \( q_\ell \) vanishes on \( L_s \).

Thanks to Lemma 2.4 applied to \( u(X_\ell + r_\ell \cdot) - p_{\ast,X_\ell} \), denoting \( \lambda_\ell := \lambda_{\ast,X_\ell} \), for all \( \rho \in (0,1/2) \),

\[
\frac{1}{\rho^2 \lambda_\ell^\alpha + a} \int_{\partial B_\rho} |\tilde{v}_{r_\ell}(Z_\ell + \cdot) - q_\ell|^2 |y|^a \leq 2^2 \lambda_\ell^{-a} \int_{\partial B_1/2} |\tilde{v}_{r_\ell}(Z_\ell + \cdot) - q_\ell|^2 |y|^a,
\]
from which we deduce that, taking $\ell \to \infty$,
\begin{equation}
\frac{1}{\rho^{2\lambda + a}} \int_{\partial B_\rho} |q(Z_\infty + \cdot) - q_\infty|^2 |y|^a \leq C \int_{\partial B_{1/2}} |q(Z_\infty + \cdot) - q_\infty|^2 |y|^a.
\end{equation}

In turn, because $q_\infty(X) = \text{Ext}_a(q_\infty(x, 0))$ and by (4.9),
\begin{align*}
\int_{\partial B_\rho} |q^{\text{even}}(Z_\infty + \cdot) - \text{Ext}_a(c_1(e_\ast \cdot x))|^2 |y|^a &= \int_{\partial B_\rho} |(q(Z_\infty + \cdot) - q_\infty)^{\text{even}}|^2 |y|^a \\
&\leq \int_{\partial B_\rho} |q(Z_\infty + \cdot) - q_\infty|^2 |y|^a \\
&\leq C \rho^{2\lambda + a} \int_{\partial B_{1/2}} |q(Z_\infty + \cdot) - q_\infty|^2 |y|^a,
\end{align*}
from which, taking $c_\infty = c_1$, we find (4.5). (Here, we have used that taking the even part of a function with respect to $L_\ast$, i.e., $f \mapsto f^{\text{even}}$, is an orthogonal projection in $L^2(\partial B_\rho, |y|^a)$.)

**Step 2:** Let us now show that if $\lambda_\ast < \kappa + 1$, then $q^{\text{odd}} \equiv 0$; and if, in addition, $\lambda = \lambda_\ast$, then $c_\infty = 0$ in (4.5). We remark that the fact that $q^{\text{odd}} \equiv 0$ if $\lambda_\ast \not\in \mathbb{N}$ is independent of Step 1.

If $X \in \mathbb{R}^{n+1} \setminus L_\ast$, then $X - 2(e_\ast \cdot X)e_\ast \in \mathbb{R}^{n+1} \setminus L_\ast$; so
\begin{equation*}
L_\ast q^{\text{odd}}(X) = L_\ast q(X) - L_\ast q(X - 2(e_\ast \cdot X)e_\ast) = 0 \quad \text{for} \quad X \in \mathbb{R}^{n+1} \setminus L_\ast
\end{equation*}
(by Proposition 3.4, $q$ solves the very thin obstacle problem and is $a$-harmonic outside of $L_\ast$). On the other hand, if $X \in L_\ast$, then we have that $X - 2(e_\ast \cdot X)e_\ast = X$. And so,
\begin{equation*}
L_\ast q^{\text{odd}}(X) = L_\ast q(X) - L_\ast q(X) = 0 \quad \text{for} \quad X \in L_\ast.
\end{equation*}

Therefore, $q^{\text{odd}}$ is $a$-harmonic in $\mathbb{R}^{n+1}$. This, together with the fact that $q^{\text{odd}}$ is $\lambda_\ast$-homogeneous (again, by Proposition 3.4) and even in $y$, yields that, by Liouville’s theorem for $a$-harmonic functions, $q^{\text{odd}}$ is a $\lambda_\ast$-homogeneous polynomial (see, e.g., [CSS08, Lemma 2.7]). Hence, if $\kappa < \lambda_\ast < \kappa + 1$, then $q^{\text{odd}} \equiv 0$, and $q = q^{\text{even}}$.

Finally, let us now show that if $\lambda = \lambda_\ast < \kappa + 1$, then $c_\infty = 0$. Let
\begin{equation*}
q_{Z_\infty}(X) := q(Z_\infty + X) - c_\infty \text{Ext}_a((e_\ast \cdot x)^\kappa),
\end{equation*}
which is a solution to the very thin obstacle problem with zero obstacle on $L_\ast$. If (4.5) holds with $\lambda = \lambda_\ast$, then from Lemma 8.15 and recalling that $q = q^{\text{even}}$, we deduce that
\begin{equation*}
N(0^+, q_{Z_\infty}) \geq \lambda_\ast.
\end{equation*}
In turn, $q_{Z_\infty}$ is $\lambda_\ast$-homogeneous. Indeed, for all $r > 0$, by Lemma 8.12,
\begin{equation*}
\lambda_\ast \leq N(r, q_{Z_\infty}) \leq N(+\infty, q_{Z_\infty}) = N(+\infty, q(X) - c_\infty \text{Ext}_a((e_\ast \cdot x)^\kappa)) = \lambda_\ast.
\end{equation*}
The penultimate equality holds since the limit as $r \to +\infty$ of Almgren’s frequency function is independent of the point at which it is centered, and the last equality holds because $q$ is $\lambda_\ast$-homogeneous with $\lambda_\ast > \kappa$, and thus $q$ out-scales a $\kappa$-homogeneous polynomial.

Since $q_{Z_\infty}$ is $\lambda_\ast$-homogeneous, we deduce that
\begin{equation}
q(X + Z_\infty) = \frac{q(X) + q(X + 2Z_\infty)}{2}.
\end{equation}
To see this, first, observe that
\begin{equation*}
\tau^\lambda q(X + \tau^{-1} Z_\infty) = q(\tau X + Z_\infty) = \tau^\lambda q_{Z_\infty}(X) + \tau^\kappa c_\infty \text{Ext}_a((e_\ast \cdot x)^\kappa),
\end{equation*}
for all $\tau > 0$. The first equality follows from the $\lambda_\ast$-homogeneity of $q$, while the second follows from the $\lambda_\ast$-homogeneity of $q_{Z_\infty}$. So
\begin{equation*}
q(X + \tau^{-1} Z_\infty) - q_{Z_\infty}(X) = \tau^{\kappa - \lambda_\ast} c_\infty \text{Ext}_a((e_\ast \cdot x)^\kappa),
\end{equation*}
for all \( \tau > 0 \). Taking the limit as \( \tau \to +\infty \) yields

\[
q_{Z_{\infty}} = q.
\]

(Recall, \( \lambda_s > \kappa \).) That is,

\[
c_{\infty} \text{ Ext}_a((e_s \cdot x)^\kappa) = q(X + Z_{\infty}) - q(X).
\]

And because \( e_s \perp Z_{\infty} \),

\[
c_{\infty} \text{ Ext}_a((e_s \cdot x)^\kappa) = q(X) - q(X - Z_{\infty}).
\]

Hence, \( (4.11) \) holds, as desired.

To conclude, from the \( \lambda_s \)-homogeneity of \( q \) and \( (4.13) \), observe that \( (4.10) \) becomes

\[
\partial_{e_s}^{(\kappa)} q(Z_{\infty}) = \kappa! c_{\infty}.
\]

On the other hand, \( (4.11) \) implies

\[
\partial_{e_s}^{(\kappa)} q(Z_{\infty}) = \frac{\partial_{e_s}^{(\kappa)} q(2Z_{\infty})}{2} = 2^{\lambda_s - \kappa - 1} \partial_{e_s}^{(\kappa)} q(Z_{\infty}).
\]

Thus,

\[
(1 - 2^{\lambda_s - \kappa - 1}) \kappa! c_{\infty} = 0.
\]

Yet \( \lambda_s - \kappa - 1 \neq 0 \), by assumption. Consequently, \( c_{\infty} = 0 \).

Therefore, we have that if \( \lambda_s < \kappa + 1 \) and \( \lambda = \lambda_s \),

\[
\frac{1}{\rho^{n + 2\lambda_s + a}} \int_{\partial B_{\rho}} |q(Z_{\infty} + \cdot)|^2 |y|^a \leq C.
\]

By Lemma 8.15, \( N(0^+, q(Z_{\infty} + \cdot)) = \lambda_s \) as \( q(Z_{\infty} + \cdot) \) is a solution to the very thin obstacle problem. On the other hand, since \( q \) is \( \lambda_s \)-homogeneous, \( N(+\infty, q(Z_{\infty} + \cdot)) = \lambda_s \), and from the monotonicity formula in Lemma 8.12, we deduce that \( q(Z_{\infty} + \cdot) \) is \( \lambda_s \)-homogeneous. Then,

\[
q(X + Z_{\infty}) = \tau^{\lambda_s} q(\tau^{-1}X + Z_{\infty}) = q(X + \tau Z_{\infty}) \quad \text{for all} \quad X \in \mathbb{R}^n \text{ and } \tau > 0;
\]

that is, \( q \) is invariant in the \( Z_{\infty} \) direction.

We close this section with a pair of remarks and a Case 2 version of Lemma 4.3. The observations made in these remarks are crucial to our analysis of when we can produce the next term in the expansion of \( u \) around a singular point.

**Remark 4.6.** In Lemma 4.5, as in Lemma 4.2, if \( q \) is an \( a \)-harmonic, \( (\kappa + 1) \)-homogeneous polynomial and \( \lambda = \lambda_s = \kappa + 1 \), we also have that

\[
D^\alpha q(Z_{\infty}) = 0 \quad \text{for all} \quad \alpha = (\alpha', 0) \text{ and } |\alpha| \leq \kappa - 2.
\]

Indeed, observe that \( (4.10) \) becomes

\[
\int_{\partial B_{\rho}} |q(Z_{\infty} + \cdot) - q_{\infty}|^2 |y|^a \leq C \rho^{2(\kappa + 1) + a},
\]

for all \( \rho \in (0, 1/2) \). Hence, the polynomial \( q(Z_{\infty} + \cdot) + q_{\infty} \) is only made up of monomials of degree \( \kappa + 1 \). In particular, since \( q \) is \( (\kappa + 1) \)-homogeneous and \( q_{\infty} \) is of degree \( \kappa \), \( q(Z_{\infty} + \cdot) + q_{\infty} \) is a \( (\kappa + 1) \)-homogeneous polynomial. So, for all multiindices \( |\alpha| \leq \kappa \),

\[
D^\alpha q(Z_{\infty}) = D^\alpha q_{\infty}(0),
\]

which, by \( (4.9) \), implies \( (4.15) \) holds, as desired.
Remark 4.7. The last part of the proof of Lemma 4.5 fails to show that $q^{\text{even}}$ is invariant in the $Z_\infty$ direction when $\lambda = \lambda_\star = \kappa + 1$. In this case, however, we find that
\[ q^{\text{even}}_{Z_\infty}(X) := q^{\text{even}}(Z_\infty + X) - c_\infty \text{Ext}_a((e_\star \cdot x)^\kappa), \]
is $\lambda_\star$-homogeneous. Hence,
\[ q^{\text{even}}(X + \tau^{-1}Z_\infty) - q^{\text{even}}_{Z_\infty}(X) = \tau^{-1}c_\infty \text{Ext}_a((e_\star \cdot x)^\kappa), \]
as before, for all $\tau > 0$. By letting $\tau \to \infty$, we deduce that $q^{\text{even}}_{Z_\infty} = q^{\text{even}}$, which substituting back yields
\[ q^{\text{even}}(X + \tau Z_\infty) = q^{\text{even}}(X) + \tau c_\infty \text{Ext}_a((e_\star \cdot x)^\kappa) \quad \text{for all} \quad X \in \mathbb{R}^n \text{ and } \tau > 0. \]
Moreover, considering $X - Z_\infty$, we find that $q^{\text{even}}(X) = q^{\text{even}}(X - Z_\infty) + c_\infty \text{Ext}_a((e_\star \cdot x)^\kappa)$ for all $X \in \mathbb{R}^{n+1}$. Hence, (4.16) for all $\tau \in \mathbb{R}$.

Lemma 4.8. Suppose Case 2 holds. Then, 0 is an isolated point of $\Sigma_{\geq \kappa}$.

Proof. The proof is identical to that of Lemma 4.3, but using Lemma 4.5 instead of Lemma 4.2. \(/\)

5. The Size of the Anomalous Set

The goal of this section is to further stratify the set of singular points and prove Proposition 1.10 and Remark 1.11. Proposition 1.10 (and Remark 1.11) is a statement regarding the Hausdorff dimension of the anomalous singular points of order 2 and $(n - 1)$-dimensional singular points of arbitrary order (i.e., singular points whose first blow-up has $(n - 1)$-dimensional spine and is $\kappa$-homogeneous). As such, let us recall the definition of anomalous singular points, and generic singular points, as well as some measure theoretic facts.

5.1. Singular Points Revisited. Given the set of singular points of order $\kappa$ and dimension $m$ (i.e., whose first blow-up has $m$-dimensional spine), we recall that the anomalous points are those for which the homogeneity of second blow-ups is strictly less than $\kappa + 1$:
\[ \Sigma^{\text{m,a}}_{\kappa} := \{ X_0 \in \Sigma^m_\kappa : N(0^+, u(X_0 + \cdot) - p_\star, X_0) < \kappa + 1 \}. \]
The generic points, on the other hand, are those for which the homogeneity of second blow-ups jumps by at least one:
\[ \Sigma^{m,g}_{\kappa} := \{ X_0 \in \Sigma^m_\kappa : N(0^+, u(X_0 + \cdot) - p_\star, X_0) \geq \kappa + 1 \}. \]
In turn, $\Sigma^{m,g}_{\kappa} = \Sigma^m_\kappa \setminus \Sigma^{\text{m,a}}_{\kappa}$.

While Proposition 1.10 and Remark 1.11 ignore higher order (greater than two) and lower dimensional (less than $n - 1$) singular points, our analysis, in a sense, does not. In particular, our results rely on the alignment of the nodal set and the spine of first blow-ups at anomalous singular points. And so, we set
\[ \tilde{\Sigma}_\kappa := \{ X_0 \in \Sigma^m_\kappa : N(p_\star, X_0) = L(p_\star, X_0) \} \]
and define
\[ \tilde{\Sigma}_{\kappa}^{\text{m,a}} := \tilde{\Sigma}_\kappa \cap \Sigma^{\text{m,a}}_{\kappa} \quad \text{and} \quad \tilde{\Sigma}_{\kappa}^{m,g} := \tilde{\Sigma}_\kappa \cap \Sigma^{m,g}_{\kappa}. \]

Remark 5.1. A key consequence of the coincidence of $N(p_\star, X_0)$ and $L(p_\star, X_0)$ is that $p_\star, X_0 \mid \mathbb{R}^n \setminus \{0\}$ is positive away from its spine, i.e., if $N(p_\star, X_0) = L(p_\star, X_0)$, then $p_\star, X_0(x, 0) > 0$ for any $x \in \mathbb{R}^n$ such that $x \notin L(p_\star, X_0)$.

Remark 5.2. Notice that if $m = n - 1$ or if $\kappa = 2$, then $\tilde{\Sigma}_{\kappa}^{\text{m,a}} = \Sigma^{\text{m,a}}_{\kappa}$. Moreover, if the spine and the nodal set of the first blow-up at anomalous points coincide, Case 1 and Case 2 exhaust all possibilities (cf. Remark 3.1).
5.2. Some Measure Theory. Given $\beta > 0$ and $\delta \in (0, \infty]$, we define the Hausdorff premeasures
\[
\mathcal{H}_\beta^\delta(E) := \inf \left\{ \sum_i \omega_\beta \left( \frac{\text{diam } E_i}{2} \right)^\beta : E \subset \bigcup_i E_i \text{ with diam } E_i < \delta \right\},
\]
so that the $\beta$-dimensional Hausdorff measure of a set $E$ is
\[
\mathcal{H}_\beta(E) := \lim_{\delta \downarrow 0} \mathcal{H}_\beta^\delta(E).
\]
(Here, $\omega_\beta$ is the volume of the $\beta$-dimensional unit ball.) The Hausdorff dimension of a set can then be defined as
\[(5.1) \quad \dim_H E := \inf \{ \beta > 0 : \mathcal{H}_\beta^\infty(E) = 0 \}.
\]
(See, e.g., [Sim83].)

**Lemma 5.3.** Let $E \subset \mathbb{R}^{n+1}$ be a set with $\mathcal{H}_\infty^\beta(E) > 0$ for some $\beta \in (0, n+1]$. The following holds:

(i) For $\mathcal{H}_\beta$-almost every point $X_0 \in E$, there is a sequence $r_j \downarrow 0$ such that
\[(5.2) \quad \lim_{k \to \infty} \frac{\mathcal{H}_{\infty}^\beta(E \cap B_{r_j}(X_0))}{r_j^\beta} \geq c_{n, \beta} > 0,
\]
where $c_{n, \beta}$ is a constant depending only on $n$ and $\beta$. We call these points “density points”.

(ii) Assume that $0 \in E$ is a “density point”, let $r_j \downarrow 0$ be a sequence along which (5.2) holds, and define the “accumulation set” for $E$ at 0 as
\[
\mathcal{A}_E := \{ Z \in B_{1/2} : \exists \{ Z_{t} \}_{t \in \mathbb{N}}, \{ j_{t} \}_{t \in \mathbb{N}} \text{ such that } Z_{t} \in r_{j_{t}}^{-1} E \cap B_{1/2} \text{ and } Z_{t} \to Z \}.
\]
Then,
\[
\mathcal{H}_\infty^\beta(\mathcal{A}_E) > 0.
\]

**Proof.** See [FS18, Lemma 3.5].

In order to prove that anomalous points form a small set in Case 2, we will focus on “almost continuity” points of the frequency, in the spirit of [FRS19]. More precisely, as shown in [FRS19], points where the frequency is discontinuous along “too many” sets of converging sequences have small Hausdorff measure. This fact, which plays a crucial role in [FRS19], allows us to use Lemma 4.5 to show that second blow-ups are translation invariant in directions of “almost continuity” of the frequency.

**Lemma 5.4.** Let $E \subset \mathbb{R}^{n+1}$ and $f : E \to \mathbb{R}$ be any function. The set
\[
\{ X \in E : \text{for all } \{ X_{t} \}_{t \in \mathbb{N}} \text{ such that } X_{t} \neq X \\text{ and } X_{t} \to X, f(X_{t}) \not\to f(X) \}
\]
is at most countable.

**Proof.** If $X_{0}$ is an element of the set in question, then $(X_{0}, f(X_{0}))$ is an isolated point of $\{(X, f(X)) : X \in E\}$. Since collection of isolated points of any subset of $\mathbb{R}^{n+2}$ is at most countable, the lemma follows.

**Lemma 5.5.** Let $E \subset \mathbb{R}^{n}$ and $f : E \to (0, \infty)$ be any function. Suppose for any $x \in E$ and any $\varepsilon > 0$, there exists a $\rho > 0$ such that for all $r \in (0, \rho)$,
\[
E \cap B_{r}(x) \cap f^{-1}(\{f(x) - \rho, f(x) + \rho\}) \subset \{ z : \text{dist}(z, \Pi_{x,r}) \leq \varepsilon r \}
\]
for some $m$-dimensional plane $\Pi_{x,r}$ passing through $x$, possibly depending on $r$. Then,
\[
\dim_H E \leq m.
\]

**Proof.** See [FRS19].
5.3. Proofs of Proposition 1.10 and Remark 1.11. We now move to the goal of this section. We start with a set of results which pertain to Case 1.

Proposition 5.6. Assume \( n \geq 2 \).

(i) If \( a \in [0, 1) \), \( \dim \Sigma_{\kappa}^{m,a} \leq m - 1 \) for any \( 1 \leq m \leq n - 1 \).

(ii) If \( a \in (-1, 0) \), \( \dim \Sigma_{\kappa}^{m,a} \leq m - 1 \) for any \( 1 \leq m \leq n - 2 \).

Proof. The first part of the proof follows the steps of [FS18, Lemma 3.6]. Set \( \Sigma := \Sigma_{\kappa}^{m,a} \).

Step 1: We argue by contradiction. Suppose that \( \mathcal{H}_{\kappa}^{\beta}(\Sigma) > 0 \) for some \( \beta > m - 1 \). Then, there is a point \( X_0 \in \Sigma \) and sequence \( r_j \downarrow 0 \) such that

\[
\frac{\mathcal{H}_{\infty}^{\beta}(\Sigma \cap B_{r_j}(X_0))}{r_j^\beta} \geq c_{n,\beta} > 0.
\]

Up to a translation, \( X_0 = 0 \). By definition, we have that

\[
\lambda_* := N(0^+, v_*) < \kappa + 1,
\]

and that, after extracting a subsequence,

\[
\bar{v}_{r_j} \to q \quad \text{in} \quad L^2(B_1, |y|^a).
\]

Additionally, from Lemma 5.3(ii), we have that the accumulation set \( A := A_{\Sigma} \) satisfies

\[
\mathcal{H}_{\infty}^{\beta}(A) > 0.
\]

By the definition of \( A \), \( Z \in A \) if there are sequences \( X_\ell \in \Sigma \) and \( r_{j_\ell} \downarrow 0 \) such that \( |X_\ell| \leq r_{j_\ell} \) and \( X_\ell/r_{j_\ell} \to Z \). Thus, \( X_\ell/2r_{j_\ell} \to Z/2 \), and by Lemma 4.2 (notice that we are in Case 1), \( Z \in L_* \) and \( Z \in T(q) := \{ X = (x, 0) \in \mathbb{R}^{n+1} : q(x + \cdot, 0) - q(\cdot, 0) \text{ is invariant under } L_* \} \).

That is,

\[
A \subset B_1 \cap L_* \cap T(q).
\]

Notice that by assumption, \( q \) is \( \kappa \)-homogeneous and \( \dim \mathbb{R} L_* = m \). Also, \( T(q) \) is a linear space. We will, therefore, reach a contradiction if we can show that \( L_* \not\in T(q) \cap L_* \); since then, \( \dim \mathbb{R} L_* \cap T(q) \leq m - 1 \), which contradicts (5.4).

Step 2: Let \( \bar{p} := p|_{\mathbb{R}^n \times \{0\}} \) for any \( a \)-harmonic, even in \( y \) polynomial \( p \), and recall that \( \bar{p} \) uniquely determines \( p \) (see the lines after (1.13)). Suppose, again, to the contrary, that \( L_* \equiv T(q) \cap L_* \). After a change of variables, since \( L_* \) has dimension \( m \), we can assume that \( \bar{p}_\ell = \bar{p}_\ell(x_1, \ldots, x_l) \) for \( l = n - m \). Set \( x^l := (x_1, \ldots, x_l) \). Notice that \( L_* = \{(0^l, x^m, 0) : x^m \in \mathbb{R}^m \} \), where \( 0^l \in \mathbb{R}^l \) denotes the vector 0 in \( l \) dimensions. The inclusion \( L_* \subset T(q) \) implies that \( \tilde{q}((0^l, x^m) + \cdot) - \tilde{q} \) can only depend on \( x^l \) for any \( x^m \in \mathbb{R}^m \). This, together with the homogeneity of \( q \), directly yields that

\[
\tilde{q}(x) = q_1(x^l) + \sum_{j=l+1}^n q_j(x^l)x_j =: \tilde{q}_1(x^l) + \tilde{q}_2(x),
\]

where \( q_1 \) and \( q_j \) are \( \kappa \)-homogeneous and \( (\kappa - 1) \)-homogeneous polynomial respectively depending only on \( x_1, \ldots, x_l \).

Now recall Lemma 3.3:

\[
\int_{B_1} qp|y|^a \leq 0 \quad \text{for all} \quad p \in \mathcal{P}_\kappa.
\]

Moreover, (5.5) is an equality if \( p = p_* \) (this is (3.5)). Notice, first, that (recall (1.13))

\[
\int_{B_1} \text{Ext}_a(\tilde{q}_1) \text{Ext}_a(\tilde{q}_2)|y|^a = 0.
\]

Indeed, \( \tilde{q}_1 \) does not depend on \( x_{l+1}, \ldots, x_n \), whereas the terms of \( \tilde{q}_2 \) are sums of linear terms in one of \( x_{l+1}, \ldots, x_n \); thus, odd in one of the last variables.
Since $0 \in \Sigma = \hat{\Sigma}^{m,a}$, $\bar{p}_s(x^l,0^m) > 0$ for all $x^l \in \mathbb{R}^l \setminus \{0\}$. In particular, we can choose $C \gg 1$ such that $C\bar{p}_s + \bar{q}_1 \geq 0$ ($\bar{p}_s$ and $\bar{q}_1$ have the same homogeneity and depend on the same variables). That is, $\text{Ext}_a(C\bar{p}_s + \bar{q}_1) = C\bar{p}_s + \text{Ext}_a(\bar{q}_1) \in \mathcal{P}_\kappa$, from which it follows that

$$0 \geq \int_{B_1} (C\bar{p}_s + \text{Ext}_a(\bar{q}_1))q|y|^a = \int_{B_1} \text{Ext}_a(\bar{q}_1)|y|^a,$$

using the equality in (5.5) and (5.6). Hence,

$$\bar{q}_1 \equiv 0.$$

Finally, fix $l + 1 \leq j \leq n$, and take $\bar{p}_j := C(|x|^\kappa + x_j^n) + q_j(x^j)x_j$ for some $C \gg 1$ so that $\bar{p}_j \geq 0$. (The fact that such a constant $C > 0$ exists is straightforward. Indeed, it suffices to show that $x_1^\kappa + x_2^n - x_1^{\kappa-1}x_2 \geq 0$, which after dividing by $x_2^n$ is analogous to showing that $\xi^n \geq \xi - 1$ for all $\xi \in \mathbb{R}$; this is immediate.) Arguing as before, by odd/even symmetry, we find that

$$\int_{B_1} \text{Ext}_a(q_jx_j)\text{Ext}_a(q_ix_i)|y|^a = 0 \quad \text{for all} \quad l + 1 \leq i \neq j \leq n$$

and

$$\int_{B_1} \text{Ext}_a(|x|^\kappa + x_j^n)\text{Ext}_a(q_ix_i)|y|^a = 0 \quad \text{for all} \quad l + 1 \leq i,j \leq n.$$

And so, $\bar{q}_1 \equiv 0$ and $\text{Ext}_a(\bar{p}_j) \in \mathcal{P}_\kappa$,

$$0 \geq \int_{B_1} \text{Ext}_a(\bar{p}_j)q|y|^a = \int_{B_1} \text{Ext}_a(q_jx_j)^2|y|^a,$$

which is only true if $q_j \equiv 0$. Because $j$ was fixed arbitrarily, we deduce that

$$\bar{q}_2 \equiv 0.$$

A contradiction. \hfill \Box

**Lemma 5.7.** Let $n \geq 2$. Then, $\hat{\Sigma}^{0,a}_\kappa$ is empty.

*Proof.* Suppose $0 \in \hat{\Sigma}^{0,a}_\kappa$. Then, $N_s = L_s = \{0\}$ and $\bar{p}_s := p_s|_{\mathbb{R}^n \setminus \{0\}} > 0$ outside of the origin. Hence, there exists a $C \gg 1$ so that $\text{Ext}_a(C\bar{p}_s + \bar{q}) = C\bar{p}_s + \bar{q} \in \mathcal{P}_\kappa$ (cf. Step 2 of the proof of Proposition 5.6). Here, $\bar{q}$ is the restriction of any second blow-up of $u$ at 0. So, by (3.6) and (3.5), we find that

$$0 \geq \int_{\partial B_1} q(C\bar{p}_s + q)|y|^a = \int_{\partial B_1} q^2|y|^a,$$

which cannot be: $q \not\equiv 0$. \hfill \Box

**Lemma 5.8.** Let $n \geq 2$ and $a \in (0,1)$ or $n \geq 3$ and $a \in (-1,1)$. Then, $\hat{\Sigma}^{1,a}_\kappa$ is isolated in $\Sigma_{\geq \kappa}$.

*Proof.* Suppose not and assume that $0 \in \hat{\Sigma}^{1,a}_\kappa$. Then, there exists a sequence $X_\ell \in \Sigma_{\geq \kappa}$ with $X_\ell \to 0$. Let $r_\ell := 2|X_\ell|$, and notice that $\dim_{\kappa} L_s = \dim_{\kappa}(p_s = 0) = 1$, by assumption. On the other hand, up to a subsequence, we can assume that $\tilde{v}_r \to q$ in $L^2(B_1,|y|^a)$, which is $\kappa$-homogeneous.

The proof now follows exactly as in Step 2 of the proof of Proposition 5.6. \hfill \Box

**Remark 5.9.** In all of the above results, Proposition 5.6, Lemma 5.7, and Lemma 5.8, the coincidence of the nodal set and the spine of $p_s$ is crucial. To illustrate how much, let us consider $\Sigma^{1,a}_q$, which we would like to say is empty. (Notice that $\Sigma^{0,a}_\kappa$ is empty; in this case, the nodal set and spine of the first blow-up at any point are aligned.)

In Proposition 5.6, in order to rule out a $\kappa$-homogeneous, $a$-harmonic $q$ as a second blow-up at anomalous points, we have used Lemmas 4.2 and 3.3. Since we are dealing with
Let $n = 3$ and $a \in (-1, 0)$. Then, $\Sigma_1^{n,a}$ is at most countable.

**Proof.** Assume that $0 \in \Sigma_1^{1,a}$, which holds up to a translation, and that there exists a sequence $X_\ell \in \Sigma_1^{1,a}$ such that $X_\ell \to 0$ and $N(0^+,u(X_\ell + \cdot) - p_\ell X_\ell) =: \lambda_\ell X_\ell \to \lambda_\ell = N(0^+,v_\ell)$. By Proposition 3.4 and the definition of anomalous set, $\Sigma_1^{1,a}$, we have that

\begin{equation}
\lambda_\ell \in [\kappa + \alpha_\ell, \kappa + 1).
\end{equation}

Moreover, up to a subsequence, if $r_\ell := 2 |X_\ell|$, let

\begin{equation}
\bar{v}_\ell \rightarrow q \quad \text{in} \quad W^{1,2}(B_1,|y|^a)
\end{equation}

where $q$ is a global $\lambda_\ell$-homogeneous solution to the very thin obstacle problem with zero obstacle on $L_\ell$. In addition, by Lemma 4.5, $X_\ell/r_\ell \rightarrow Z_\infty \in L_{\infty} \cap \partial B_{1/2}$, $q = q^{\text{even}}$ ($\lambda_\ell < \kappa + 1$ by assumption, forcing $q^{\text{odd}} \equiv 0$), and $q$ is invariant in the $Z_\infty$ direction (i.e., in the $L_{\infty}$ direction). That is, $q$ is two-dimensional. So by Lemma 8.18, since $\lambda_\ell > 2$, $q$ is a polynomial and, in particular, $\lambda_\ell \geq \kappa + 1$. But this contradicts (5.7).

In turn, by Lemma 5.4 applied to $E = \Sigma_1^{n-1,a}$ and $f(X) = N(0^+,u(X + \cdot) - p_\ell X)$, we conclude. □

**Proposition 5.11.** Let $n \geq 3$ and $a \in (-1, 0)$. Then, $\dim_{\delta_1} \Sigma_1^{n-1,a} \leq n - 2$.

**Proof.** Let $\Sigma := \Sigma_1^{n-1,a}$. We will show that $\Sigma$ fulfills the hypotheses of Lemma 5.5 with $m = n - 2$ and

\begin{equation}
f(X) := \begin{cases} 
N(0^+,u(X + \cdot) - p_\ell X) & \text{if } X \in \mathbb{R}^n \times \{0\} \\
0 & \text{otherwise.}
\end{cases}
\end{equation}

Then, by Lemma 5.5, $\dim_{\delta_1} \Sigma \leq n - 2$.

Suppose, to the contrary, that (5.3) does not hold, that is, in particular, there exists some $X_o \in \Sigma$, $\varepsilon_o > 0$, $\rho_o \downarrow 0$ as $\ell \to \infty$, and $0 < r_\ell < \rho_o$ for which

\begin{equation}
\inf_{\Pi \in \Pi_{X_o}} \text{dist} \left( \Sigma \cap B_{r_\ell}(X_o) \cap f^{-1}([f(X_o) - \rho_\ell, f(X_o) + \rho_\ell]), \Pi \right) \geq \varepsilon_o r_\ell,
\end{equation}

where $\Pi_{X_o}$ denotes the set of $(n-2)$-dimensional planes passing through $X_o$, and we denote dist$(A,B) := \inf_{x \in A} \inf_{y \in B} |x - y|$. Up to a translation, assume $X_o = 0$.

We claim (and prove later) that thanks to (5.9), for any $\ell \in \mathbb{N}$, there exist $n - 1$ points

\begin{equation}
X^\ell_1, \ldots, X^\ell_{n-1} \in \Sigma \cap B_{r_\ell} \cap f^{-1}([f(0) - \rho_\ell, f(0) + \rho_\ell])
\end{equation}
Thus, for each $f_{\ell}$, we have that $Y_{i}^{\ell} := r_{\ell}^{-1}X_{i}^{\ell} \in B_{1} \setminus B_{\varepsilon_{0}}$, for all $i \in \{1, \ldots, n-1\}$. In particular, up to subsequences, $Y_{i}^{\ell} \to Y_{i}^{\infty} \in B_{1} \setminus B_{\varepsilon_{0}}$ for all $i \in \{1, \ldots, n-1\}$, and passing to the limit, in (5.11),

$$Y_{i}^{\infty} \wedge \cdots \wedge Y_{n-1}^{\infty} \geq \varepsilon_{0}^{n-1}. \tag{5.12}$$

On the other hand, from (5.10), we have that

$$f(X_{i}^{\ell}) \to f(0) \quad \text{as} \quad \ell \to \infty \quad \text{for all} \quad i \in \{1, \ldots, n-1\}. \tag{5.13}$$

Up to subsequences, by Proposition 3.4,

$$\frac{v_{r_{\ell}}}{\|v_{r_{\ell}}\|_{L^{2}(\partial B_{1}, |y|^n)}} \rightharpoonup q \quad \text{in} \quad W^{1,2}(B_{1}, |y|^n),$$

and $q$ is some $\lambda_{s}$-homogeneous solution to the very thin obstacle problem. Moreover, since $0 \in \Sigma$,

$$N(0^{+}, v_{s}) \in [\kappa + \alpha_{\kappa}, \kappa + 1) \tag{5.14}$$

Thus, for each $i \in \{1, \ldots, n-1\}$, we can apply Lemma 4.5 with the sequence of radii $2r_{\ell}$. By definition and using the notation of Lemma 4.5, we are in the case $\lambda_{s} < \kappa + 1$ (see (5.14)) and $\lambda = \lambda_{s}$ (thanks to (5.13)). So by Lemma 4.5, $q$ is invariant in the directions $Y_{i}^{\infty}$ for all $i \in \{1, \ldots, n-1\}$.

From (5.12), the set $\{Y_{1}^{\infty}, \ldots, Y_{n-1}^{\infty}\}_{i \in \mathbb{N}} \subset L_{*} \times \{0\}$ is linearly independent. That is, $q$ is independent of the $n-1$ directions determined by this linearly independent set. Therefore, it is a two-dimensional solution to the very thin obstacle problem. Hence, by Lemma 8.18, $q$ is a polynomial, and $N(0^{+}, q) \geq \kappa + 1$. But this runs contrary to $0$ living in $\Sigma = \Sigma^{n-2,a}_{\kappa}$, (5.14).

In turn, $\Sigma$ meets the hypotheses of Lemma 5.5 with $m = n - 2$ and $f$ as above. And so, $\dim_{\mathbb{R}}\Sigma \leq n - 2$.

We now prove (5.10) and (5.11).

After a dilation, it suffices to show that if $S \subset B_{1}$ is such that

$$\inf_{\Pi \in \Pi_{0}}\text{dist}(S, \Pi) \geq \varepsilon,$$

then there exist points $X_{1}, \ldots, X_{n-1} \in S$ such that

$$|X_{1} \wedge \cdots \wedge X_{n-1}| \geq \varepsilon^{n-1}.$$ 

But this follows from a simple construction.

Take any $X_{1} \in S \cap (B_{1} \setminus B_{\varepsilon})$, and let $e_{1} := X_{1}/|X_{1}|$ be the first element of our orthogonal $n-1$ dimensional basis on which we will compute the $(n-1)$-determinant. Notice $X_{1} = a_{1,1}e_{1}$ for some $|a_{1,1}| \geq \varepsilon$. Now take any $(n-2)$-dimensional plane passing through $X_{1}$ (and 0), $\Pi_{1}^{X}$, take any $X_{2} \in S \cap (B_{1} \setminus B_{\varepsilon})$ that is $\varepsilon$ far from $\Pi_{1}^{X}$, and choose $e_{2} \perp e_{1}$ and such that $\text{span}(e_{1}, e_{2}) = \text{span}(X_{1}, X_{2})$. Then, $X_{2} = a_{2,1}e_{1} + a_{2,2}e_{2}$, and since $X_{2}$ is $\varepsilon$ far from $\Pi_{1}^{X} \supset \text{span}(e_{1})$, $|a_{2,2}| \geq \varepsilon$.

Proceed recursively until $m = n-1$: let $X_{m} \in S \cap (B_{1} \setminus B_{\varepsilon})$ be $\varepsilon$ far from $\Pi_{m-1}^{X}$, where $\Pi_{m-1}^{X}$ is any $(n-2)$-dimensional plane containing $\{0, X_{1}, \ldots, X_{m-1}\}$ (such a plane always exists since $m \leq n - 1$). Choose $e_{m} \perp \text{span}(e_{1}, \ldots, e_{m-1})$ and such that $\text{span}(e_{1}, \ldots, e_{m}) = \text{span}(X_{1}, \ldots, X_{m})$. Then,

$$X_{m} = a_{m,1}e_{1} + a_{m,2}e_{2} + \cdots + a_{m,m-1}e_{m-1} + a_{m,m}e_{m},$$
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and since \(X_m\) is \(\varepsilon\) far from \(\Pi_{m-1}^X \supset \text{span}(e_1, \ldots, e_{m-1})\), \(|a_{m,m}| \geq \varepsilon\). Therefore,

\[
|X_1 \wedge \cdots \wedge X_{n-1}| = |a_{1,1}e_1 \wedge a_{2,1}e_1 + a_{2,2}e_2 \wedge \cdots \wedge a_{n-1,1}e_1 + \cdots + a_{n-1,n-1}e_{n-1}| = |a_{1,1}a_{2,2} \cdots a_{n-1,n-1}||e_1 \wedge e_2 \wedge \cdots \wedge e_{n-1}| \geq \varepsilon^{n-1},
\]
as desired. \(\Box\)

We close this section by collecting the results we have proved to understand the size of \(\Sigma^{m,a}_\kappa\) when \(\kappa = 2\) and \(m \leq n - 1\) and when \(\kappa \in 2\mathbb{N}\) and \(m = n - 1\).

**Proofs of Proposition 1.10 and Remark 1.11.** We separate each case.

(i) This follows by Lemma 5.7, noting that \(\tilde{\Sigma}_2^{0,a} = \Sigma_2^{0,a}\).

(ii) If \(a \in [0,1)\) or \(a \in (-1,0)\) and \(m < n - 1\), this follows from Proposition 5.6 by noting that \(\tilde{\Sigma}_2^{m,a} = \Sigma_2^{m,a}\). If \(a \in (-1,0)\) and \(m = n - 1\), this is due to Proposition 5.11.

(iii) If \(a \in [0,1)\), we use Proposition 5.6, noticing that \(\tilde{\Sigma}_\kappa^{n-1,a} = \Sigma_\kappa^{n-1,a}\). If \(a \in (-1,0)\), we use Proposition 5.11.

Finally, regarding Remark 1.11, if \(n = 2\) and \(a \in (-1,0)\), \(\Sigma_\kappa^{1,a}\) is countable by Lemma 5.10, and if \(n = 2\) and \(a \in [0,1)\), \(\Sigma_\kappa^{1,a}\) is discrete by Lemma 5.8. If \(n \geq 3\), \(\Sigma_2^{1,a}\) is discrete by Lemma 5.8, as well. \(\Box\)

### 6. Whitney’s Extension Theorem and the Proof of Theorem 1.12

In this section, we prove our first higher regularity result Theorem 1.12. The proof of Theorem 1.12 is a model for the proofs of our main results, and utilizes an implicit function theorem argument and the following generalized Whitney’s extension theorem. (See [Fe09] and the references therein.)

**Lemma 6.1** (Whitney’s Extension Theorem). Let \(\beta \in (0,1], \ell \in \mathbb{N}, K \subset \mathbb{R}^{n+1}\) be compact, and \(f : K \to \mathbb{R}\). For every \(Z_0 \in K\), suppose that there exists a degree \(\ell\) polynomial \(P_{Z_0}\) for which

(i) \(P_{Z_0}(Z_0) = f(Z_0)\); and  
(ii) \(|D^\alpha P_{Z_0}(X) - D^\alpha P_{Z_0}(X_0)| \leq C|Z_0 - X_0|^{\ell + \beta - |\alpha|}\) for all \(|\alpha| \leq \ell\) and \(X_0 \in K\), where \(C > 0\) is independent of \(Z_0\).

hold. Then, there exists a function \(F : \mathbb{R}^{n+1} \to \mathbb{R}\) of class \(C^{\ell,\beta}\) and constant \(C_{\ell,n} > 0\) for which

\[
|F|_K \equiv f \quad \text{and} \quad |F(X) - P_{X_0}(X)| \leq C_{\ell,n}|X - X_0|^{\ell + \beta} \quad \text{for all} \quad X_0 \in K.
\]

Now we state and prove a collection of results that, in aggregate, prove Theorem 1.12.

**Theorem 6.2.** The set \(\Sigma^{m,a}_\kappa\) is contained in the countable union of \(m\)-dimensional \(C^{1,1}\) manifolds.

**Proof.** Let us define

\[
E_h := \{X_0 \in \Sigma_\kappa \cap \overline{B_{1/h}} : h^{-1} \rho^k \leq \sup_{|X - X_0| = \rho} |u(X)| < h \rho^k, 0 < \rho < 1 - |X_0|\}.
\]

From the continuity of the map

\[
\Sigma_\kappa \ni X_0 \mapsto p_{*,X_0}
\]

(see [GR18, Proposition 4.6]), we find that the map

\[
E_h \ni X_0 \mapsto N(0^+, u(X_0 + \cdot) - p_{*,X_0})
\]

...
is upper semicontinuous (it is the pointwise monotone decreasing limit of a sequence of continuous maps). Here, the sets $E_h \subset \overline{B_{(h-1)/h}}$ are closed and decompose $\Sigma_\kappa$ as follows:

$$\Sigma_\kappa = \bigcup_{h=1}^\infty E_h$$

(this follows arguing exactly as in the proof of [GP09, Lemma 1.5.3], using [GR18, Lemma 4.5]). In turn, the set

$$S_{\kappa,\lambda}^h := \{X_0 \in E_h : N(0^+, u(X_0 + \cdot) - p_\kappa X_0) \geq \lambda\}$$

is compact in $\mathbb{R}^{n+1}$.

For each $X_0 \in S_{\kappa,\lambda}^h$, define

$$P_{X_0}(X) := p_\kappa X_0 (X - X_0).$$

We claim that $f \equiv 0, K = S_{\kappa,\lambda}^h$, and $\{P_{X_0}\}_{X_0 \in K}$ satisfy the hypotheses of Whitney’s Extension Theorem, Lemma 6.1, with $\ell + \beta = \lambda$.

Clearly, (i) holds.

To show (ii) holds, first observe that Lemma 2.4 implies that for all $X_0 \in S_{\kappa,\lambda}^h$,

$$\|u(X_0 + r \cdot) - p_\kappa X_0(r \cdot)\|_{L^2(B_1,|y|^\alpha)} \leq \frac{1}{n+1+a+2\lambda}\|u(X_0 + r \cdot) - p_\kappa X_0(r \cdot)\|_{L^2(\partial B_1,|y|^\alpha)}$$

and

$$\|u(X_0 + r \cdot) - p_\kappa X_0(r \cdot)\|_{L^2(\partial B_1,|y|^\alpha)} \leq C_h r^\lambda.$$ (6.2)

So

$$\|u(X_0 + r \cdot) - p_\kappa X_0(r \cdot)\|_{L^2(B_1,|y|^\alpha)} \leq C_h r^\lambda$$

for all $X_0 \in S_{\kappa,\lambda}^h$.

(Of course, $r < 1 - |X_0|$.) Now for any pair $Z_0, X_0 \in S_{\kappa,\lambda}^h$,

(6.3)

$$\|P_{Z_0} - P_{X_0}\|_{L^2(B_{1/2}(r^{-1}X_0),|y|^\alpha)} \leq C_h r^\lambda$$

where $r := 2|X_0 - Z_0|$. Indeed,

$$\|P_{Z_0} - P_{X_0}\|_{L^2(B_{1/2}(r^{-1}X_0),|y|^\alpha)} \leq I + II.$$

with

$$I + II := \|u(r \cdot) - P_{X_0}(r \cdot)\|_{L^2(B_{1/2}(r^{-1}X_0),|y|^\alpha)} + \|u(r \cdot) - P_{Z_0}(r \cdot)\|_{L^2(B_{1/2}(r^{-1}X_0),|y|^\alpha)}.$$

Now assume that $r < h^{-1}$. Then, by (6.2) applied at $X_0$ and $Z_0$,

$$I = \|u(X_0 + r \cdot) - p_\kappa X_0(r \cdot)\|_{L^2(B_{1/2},|y|^\alpha)} \leq \|u(X_0 + r \cdot) - p_\kappa X_0(r \cdot)\|_{L^2(B_1,|y|^\alpha)} \leq C_h r^\lambda$$

and

$$II = \|u(Z_0 + r \cdot) - p_\kappa Z_0(r \cdot)\|_{L^2(B_{1/2}(r^{-1}(X_0-Z_0)),|y|^\alpha)} \leq \|u(Z_0 + r \cdot) - p_\kappa Z_0(r \cdot)\|_{L^2(B_1,|y|^\alpha)} \leq C_h r^\lambda.$$

When $h^{-1} \leq r < 4$, (6.3) is true by the triangle inequality, using that $p_\kappa X_0$ and $p_\kappa Z_0$ are homogeneous, and the bound $\|p_\kappa X_0\|_{L^2(B_1,|y|^\alpha)}, \|p_\kappa Z_0\|_{L^2(B_1,|y|^\alpha)} \leq C$. Finally, since all norms are equivalent on the finite dimensional space of $\kappa$-homogeneous polynomials, (6.3) implies that

$$\|P_{Z_0} - P_{X_0}\|_{C^0(B_{1/2}(X_0/r))} \leq C_h r^\lambda$$

for any $X_0, Z_0 \in S_{\kappa,\lambda}^h$ with $r = 2|X_0 - Z_0|$. In turn,

$$|D^\alpha P_{Z_0}(rX) - D^\alpha P_{X_0}(rX)| \leq C_h r^{\ell + \beta - |\alpha|} = C_h r^{\ell + \beta - |\alpha|}$$

for all $X \in B_{1/2}(r^{-1}X_0)$.

Taking $X = X_0/r$, we see that (ii) holds.
With our claim justified, applying Whitney’s Extension Theorem, we find an $F \in C^{\ell,\beta}(\mathbb{R}^{n+1})$ such that

$$|F(X) - P_{X_0}(X)| \leq C_h |X - X_0|^{\ell+\beta} \quad \text{for all } X_0 \in S^h_{\kappa,\lambda}.$$ 

If $X_0 \in S^h_{\kappa,\lambda} \cap \Sigma^m_\kappa$, by definition, there exist $n - m$ linearly independent unit vectors $e_i \in \mathbb{R}^n$ and points $(x^i, 0)$, $i = 1, \ldots, n - m$, such that

$$\partial_{e_i} p_{*X_0}(x^i, 0) = e_i \cdot \nabla_x p_{*X_0}(x^i, 0) \neq 0.$$ 

Let $v_i$ be the unit vector parallel to $(x^i, 0)$ and oriented so that $v_i \cdot x^i > 0$. Then, we deduce that

$$\partial_{e_i} \partial_{v_i}^{(\kappa-1)} F(X_0) = \partial_{v_i}^{(\kappa-1)} \partial_{e_i} p_{*X_0}(0) \neq 0 \quad \text{for all } i = 1, \ldots, n - m.$$ 

On the other hand,

$$\Sigma^m_\kappa \cap S^h_{\kappa,\lambda} \subset \bigcap_{i=1}^{n-m} \{ \partial_{v_i}^{(\kappa-1)} F = 0 \}.$$ 

Notice that $\partial_{v_i}^{(\kappa-1)} F \in C^{\ell-k+1,\beta}(\mathbb{R}^{n+1})$. In turn, by the implicit function theorem, $\Sigma^m_\kappa \cap S^h_{\kappa,\lambda}$ is contained in an $m$-dimensional manifold of class $C^{\ell-k+1,\beta}$.

The theorem then follows by the definition of $\Sigma^m_\kappa S^h_{\kappa,\lambda}$, which implies that $\ell = \kappa$ and $\beta = 1$. \hfill \Box

**Remark 6.3.** In contrast to the classical (non-degenerate) obstacle problem, studied in [FS18], in the thin obstacle problem, singular points of many different orders may exist. Their interaction (see Remark 4.4) makes it impossible to prove that $\Sigma^m_\kappa S^h_{\kappa,\lambda}$ is contained in a single $m$-dimensional manifold. But in the non-degenerate setting, this is ruled out, and only singular points of order 2 exist.

**Theorem 6.4.** In the non-degenerate case, $\Sigma^m_2 S^h_{2,3}$ is contained in a single $m$-dimensional $C^{1,1}$ manifold.

**Proof.** In this setting, the singular set is closed. Consider $B_{1-\eta} \subset B_1$, for any $\eta \in (0, 1)$. Thanks to the non-degeneracy condition (see Definition 1.3), there exists a constant $c_0 > 0$, depending only on $n$, the non-degeneracy constant $c$, and $\eta$, such that

$$\sup_{B_r(X_0)} u \geq c_0 r^2,$$

for all small $r > 0$ and all $X_0 \in \Sigma_2(u) \cap B_{1-\eta}$ (see [BFR18, Lemma 3.1]). In particular, using the notation from the proof of Theorem 6.2, there exists some $h_0 \geq \max\{c_0^{-1}, \eta^{-1}\}$ such that $\Sigma_2 \cap B_{1-\eta} \subset E_{h_0}$. Thus, by the proof of Theorem 6.2, $\Sigma^m_2 \cap S^h_{2,3}$ is contained in a single $m$-dimensional manifold of class $C^{1,1}$, and since this can be done for any $\eta > 0$, we obtain that $\Sigma^m_2$ is locally contained in a single $m$-dimensional manifold. This concludes the proof. \hfill \Box

**Proposition 6.5.** If $a \in (-1, 0)$, the set $\Sigma^{n-1}_2$ is contained in a countable union of $(n-1)$-dimensional $C^{1,\alpha}$ manifolds. Moreover, in the non-degenerate case, it is contained in a single $(n-1)$-dimensional $C^{1,\alpha}$ manifold, for some $\alpha > 0$ depending only on $n$.

**Proof.** The proof follows that of Theorem 6.2 exactly, replacing $\beta = 1$ with $\beta = \alpha \kappa$; when $a \in (-1, 0)$ and $m = n - 1$, second blow-ups always have higher homogeneity: $\lambda_n \geq \kappa + \alpha \kappa > \kappa$ (see Proposition 3.4). In the non-degenerate case, we can proceed as in Theorem 6.4 instead. \hfill \Box

Finally, we can proceed with the proof of one of our main results, Theorem 1.12.

**Proof of Theorem 1.12.** We separate each case.

(i) Notice that we are in Case 1 (since $\kappa = 2$). So apply Lemma 4.3.
(ii) \( \Sigma_2^{m,a} \) is lower dimensional by Proposition 1.10, while \( \Sigma_2^{m,g} \) is covered by a countable union of \( m \)-dimensional \( C^{1,1} \) manifolds by Theorem 6.2.

(iii) Again, \( \Sigma_k^{n-1,a} \) is lower dimensional by Proposition 1.10. And \( \Sigma_k^{n-1,g} \) is covered by a countable union of \( (n - 1) \)-dimensional \( C^{1,1} \) manifolds by Theorem 6.2.

(iv) This follows by Proposition 6.5.

This completes the proof. \( \square \)

7. The Main Results

In this section, we construct the second term in the expansion of \( u \) at singular points, up to a lower dimensional set. We start by defining a specific subset of the generic singular points at which the nodal set and spine of the first blow-up align. These points will be those at which we produce the next term (of order exactly \( \kappa + 1 \)) in the expansion of \( u \) at a order \( \kappa \) singular point, the goal of this work.

**Definition 7.1.** Let \( n \geq 2 \) and \( 0 \leq m \leq n - 1 \). We define the set \( \Sigma_k^{m,\text{nxt}} \) as the set of singular points \( X_0 \in \Sigma_k^{m,g} \) for which there exists a sequence \( r_\ell \downarrow 0 \) as \( \ell \to \infty \) such that the following holds: there exists a \((\kappa + 1)\)-homogeneous, \( a \)-harmonic polynomial \( q_0 \) such that

\[
v_{r_\ell,\kappa+1} := \frac{u(X_0 + r_\ell \cdot) - p_{*,X_0}(r_\ell \cdot)}{r_\ell^{\kappa+1}} \to q_0 \quad \text{in} \quad W^{1,2}(B_1, |y|^a);
\]

(ii) \( D^a q_0 \) vanishes on \( L(p_{*,X_0}) \) for all \( \alpha = (\alpha_1, \ldots, \alpha_n, 0) \) and \( |\alpha| \leq \kappa - 2 \); and

(iii) \( \|q_0\|_{L^2(B_1, |y|^a)}^2 = H_{\kappa+1}(0^+, u(X_0 + \cdot) - p_{*,X_0}) \).

In the first set of results of this section, we estimate the size of \( \Sigma_k^{m,\text{nxt}} \) for certain pairs of \( \kappa \) and \( m \).

**Lemma 7.2.** Let \( n \geq 2 \) and \( a \in [0, 1) \). Then, \( \dim \mathcal{H}_k \Sigma_k^{n-1} \setminus \Sigma_k^{n-1,\text{nxt}} \leq n - 2 \).

**Proof.** We proceed as in Proposition 5.6. Notice that by Proposition 5.6, \( \Sigma_k^{n-1,a} \) is already lower dimensional. So we restrict our attention to \( \Sigma_k^{n-1,g} \). Let

\[
\Sigma := \Sigma_k^{n-1,g} \setminus \Sigma_k^{n-1,\text{nxt}}
\]

and suppose that \( \mathcal{H}_\infty^\beta(\Sigma) > 0 \) for some \( \beta > n - 2 \). Then, there exists a point \( X_0 \in \Sigma \) and a sequence \( r_j \downarrow 0 \) such that

\[
\frac{\mathcal{H}_\infty^\beta(\Sigma \cap B_{r_j}(X_0))}{r_j^\beta} \geq c_{n,\beta} > 0.
\]

Up to a translation, assume that \( X_0 = 0 \). By assumption,

\[
\lambda_* := N(0^+, v_*) \geq \kappa + 1,
\]

and, up to a subsequence \( r_\ell = r_{j_\ell} \),

\[
\bar{v}_{r_\ell} \to q \quad \text{in} \quad W^{1,2}(B_1, |y|^a),
\]

where \( \bar{v}_{r_\ell} \) is defined as in (3.1), and \( q \) is \( a \)-harmonic and at least \((\kappa + 1)\)-homogeneous. Moreover, by Lemma 5.3(ii),

\[
\mathcal{H}_\infty^\beta(\mathcal{A}) > 0,
\]

where \( \mathcal{A} = \mathcal{A}_\Sigma \). Now if \( Z \in \mathcal{A} \), then there are sequences \( X_\ell \in \Sigma \) and \( r_\ell \downarrow 0 \) such that \( |X_\ell| \leq r_\ell \) and \( X_\ell/2r_\ell \to Z/2 \). By Lemma 4.2, if we denote

\[
D_{\kappa-2}(q) := \{ X = (x,0) : D^\alpha q(X) = 0 \text{ for all } \alpha = (\alpha_1, \ldots, \alpha_n, 0) \text{ with } |\alpha| \leq \kappa - 2 \},
\]
then \(Z \in L_s \cap D_{\kappa-2}(q)\), so that

\[
\mathcal{A} \subset \overline{B_1} \cap L_s \cap D_{\kappa-2}(q).
\]

Now, using the monotonicity of \(H_{\kappa+1}(r_t, v_\kappa)\) (see Lemma 2.4), we have that \(H_{\kappa+1}^{1/2}(0^+, v_\kappa)\) exists. So let

\[
q_0 := H_{\kappa+1}^{1/2}(0^+, v_\kappa)q
\]

and notice that

\[
v_{r_t, \kappa+1} := \frac{u(r_t \cdot) - p_\kappa(r_t \cdot)}{r_t^{\kappa+1}} = \tilde{v}_{r_t} \frac{\|v_{r_t}\|_{L^2(\partial B_1)}}{r_t^{\kappa+1}} = \tilde{v}_{r_t} H_{\kappa+1}^{1/2}(r_t, v_\kappa).
\]

In turn,

\[
v_{r_t, \kappa+1} \rightharpoonup q_0 \quad \text{in} \quad W^{1,2}(B_1, |y|^a).
\]

Additionally,

\[
(7.1) \quad \|q_0\|_{L^2(\partial B_1, |y|^a)} = H_{\kappa+1}(0^+, v_\kappa)
\]

since \(\|q\|_{L^2(\partial B_1, |y|^a)} = 1\).

If \(\lambda_\kappa > \kappa + 1\), then \(\|v_{r_t}\|_{L^2(\partial B_1, |y|^a)} = o(r^{2(\kappa+1)+n+a})\). And so \(H_{\kappa+1}(0^+, v_\kappa) = 0\), which, by (7.1), implies that \(q_0 \equiv 0\). But this is impossible:

\[
(7.2) \quad 0 \notin \Sigma_{\kappa-1,nxt}^m.
\]

(In this case, \(q_0\) is trivially \((\kappa + 1)\)-homogeneous and \(D_{\kappa-2}(q_0) = \mathbb{R}^n \times \{0\}\).) In turn, \(\lambda_\kappa = \kappa + 1\) and \(q_0 \neq 0\). Thus, by (7.2),

\[
D_{\kappa-2}(q) \cap L_s = D_{\kappa-2}(q_0) \cap L_s \subsetneq L_s.
\]

Hence, by the analyticity of \(q\),

\[
\dim_{\gamma} D_{\kappa-2}(q) \cap L_s \leq n - 2.
\]

But then, \(\mathcal{H}_\infty^\beta(A) = 0\), a contradiction. \(\square\)

**Lemma 7.3.** Let \(n \geq 3\). Suppose that \(1 \leq m \leq n - 2\). Then, \(\dim_{\gamma} \Sigma_2^m \setminus \Sigma_2^m \setminus \Sigma_{n+1}^m \leq m - 1\).

**Proof.** The proof is identical to the proof of Lemma 7.2. Notice that \(\Sigma_2^m \setminus \Sigma_{n+1}^m\) is lower dimensional by Proposition 5.6, and \(\Sigma_2^m \setminus \Sigma_{n+1}^m = \Sigma_2^m \setminus \Sigma_{n+1}^m\). \(\square\)

**Lemma 7.4.** Let \(n \geq 2\). Suppose that \(a \in (-1, 0)\). Then, \(\dim_{\gamma} \Sigma_{n+1} \setminus \Sigma_{n+1,nxt} \leq n - 2\).

**Proof.** We proceed as in Lemma 7.2. By Proposition 5.11, \(\Sigma_{n+1} \setminus \Sigma_{n+1,nxt}\) is lower dimensional, so we define

\[
\Sigma := \Sigma_{n+1,nxt} \setminus \Sigma_{n+1,nxt}
\]

and suppose that \(\mathcal{H}_\infty^\beta(\Sigma) > 0\) for some \(\beta > n - 2\). We can assume that at 0 and for some \(r_j \downarrow 0\),

\[
\frac{\mathcal{H}_\infty^\beta(\Sigma \cap B_{r_j}(X_0))}{r_j^n} \geq c_{n, \beta} > 0 \quad \text{and} \quad \lambda_\kappa = N(0^+, v_\kappa) \geq \kappa + 1.
\]

Furthermore, up to a subsequence \(r_j = r_{j^*}\),

\[
\tilde{v}_{r_j} \rightharpoonup q \quad \text{in} \quad W^{1,2}(B_1, |y|^a),
\]

where \(\tilde{v}_{r_j}\) is defined as in (3.1), and \(q\) is a global homogeneous solution to the very thin obstacle problem with homogeneity \(\lambda_\kappa \geq \kappa + 1\). Moreover, by Lemma 5.3(ii),

\[
\mathcal{H}_\infty^\beta(A) > 0,
\]
where $A = A_\Sigma$, and
$$A \subset \overline{B_1} \cap L_s$$
by Lemma 4.5.

Arguing as in Lemma 7.2, since $0 \in \Sigma$, if we set
$$q_0 := H_{k+1}^{1/2}(0^+, v_s)q,$$
we find that $q_0$ and $q$ are $(\kappa + 1)$-homogeneous and non-zero.

Let us decompose $q$ into its odd and even parts with respect to $L_s$ as defined in Lemma 4.5:
$$q = q^{\text{odd}} + q^{\text{even}}.$$ Without loss of generality and for simplicity, assume that
$$L_s = \{x_n = y = 0\}.$$

On one hand, by the proof of Lemma 4.5, $q^{\text{odd}}$ is an $a$-harmonic, $(\kappa + 1)$-homogeneous function, which by Liouville’s theorem ([CSS08, Lemma 2.7]), is a polynomial. On the other hand, since $H^2_\infty(A) > 0$, there are $n - 1$ elements in $A$, $Y_1, \ldots, Y_{n-1}$, such that $\text{span}(Y_1, \ldots, Y_{n-1}) = L_s$. By Remark 4.7, $q$ is then a polynomial. Indeed, for each $Y_i$, there exists a sequence $\{X^i_\ell\}_{\ell \in \mathbb{N}}$ with $X^i_\ell \in \Sigma$ such that $|X^i_\ell| \leq r_\ell$ and $Y^i_\ell := X^i_\ell / r_\ell \to Y_i$ as $\ell \to \infty$.

In addition, if we let
$$f(X) := N(0^+, u(X + \cdot) - p_{s,X}) \quad \text{for} \quad X \in \mathbb{R}^n \times \{0\},$$
then $\kappa + 1 \leq f(X^i_\ell)$ (since $X^i_\ell \in \Sigma$). Also, $\limsup_{\ell \to \infty} f(X^i_\ell) \leq \lambda_s = \kappa + 1$ ($f$ is upper semicontinuous). So Almgren’s frequency at $0^+$ is continuous along the sequences $\{X^i_\ell\}_{\ell \in \mathbb{N}}$ and $i \in \{1, \ldots, n - 1\}$. Therefore, the hypotheses of Remark 4.7 hold, and we have that
\begin{equation}
q^{\text{even}}(X + \tau Y_i) = q^{\text{even}}(X) + \tau c_i \text{Ext}_a(x^n_i),
\end{equation}
(recall, $L_s = \{x_n = y = 0\}$). Since $\{Y_i\}_{1 \leq i \leq n-1}$ spans $L_s$, for any $X = (x', x_n, x_{n+1}) \in \mathbb{R}^{n+1}$,
$$X = (0, \ldots, 0, x_n, x_{n+1}) + (a_1 \cdot x')Y_1 + \cdots + (a_{n-1} \cdot x')Y_{n-1},$$
for some fixed vectors $a_j^i \in \mathbb{R}^{n-1}$ for $j \in \{1, \ldots, n-1\}$. Now applying (7.3) iteratively, we deduce that
\begin{equation*}
q^{\text{even}}(X) = (c_1 a_1^i \cdot x') + \cdots + c_{n-1} (a_{n-1}^i \cdot x')) \text{Ext}_a(x^n_i) + \bar{q}(x_n, x_{n+1}) = (a' \cdot x') \text{Ext}_a(x^n_i) + \bar{q}(x_n, x_{n+1}).
\end{equation*}
Here, $\bar{q}(x_n, x_{n+1}) = q^{\text{even}}(0, \ldots, 0, x_n, x_{n+1})$ and $a' \in \mathbb{R}^{n-1}$. As $q^{\text{even}}$ is a solution to the very thin obstacle problem which is $(\kappa + 1)$-homogeneous and $(a' \cdot x') \text{Ext}_a(x^n_i)$ is $(\kappa + 1)$-homogeneous, $a$-harmonic, and vanishes on $L_s$, we find that $\bar{q}$ is a $(\kappa + 1)$-homogeneous solution to the very thin obstacle problem. By Lemma 8.18, since $\bar{q}$ is two-dimensional and $(\kappa + 1)$-homogeneous, it is a polynomial. But $\bar{q}$ is also even in both $x_n$ and $y$, which implies $\bar{q} \equiv 0$. Therefore, $q^{\text{even}}$ is also a polynomial. That is, $q$ is a $(\kappa + 1)$-homogeneous polynomial since both $q^{\text{odd}}$ and $q^{\text{even}}$ are polynomials.

To conclude, observe that because $q$ is a $(\kappa + 1)$-homogeneous polynomial, for any $Z \in A$, there are sequences $X_\ell \in \Sigma$ and $r_\ell \downarrow 0$ such that $|X_\ell| \leq r_\ell$ and $X_\ell / r_\ell \to Z$. By Remark 4.6, $D^\alpha q(Z) = 0$ for all $\alpha = (\alpha_1, \ldots, \alpha_n, 0)$ such that $|\alpha| \leq \kappa - 2$, i.e.,
$$A \subset \overline{B_1} \cap L_s \cap D_{\kappa-2}(q) = \overline{B_1} \cap L_s \cap D_{\kappa-2}(q_0).$$
Since $0 \notin \Sigma^{n-1, \text{ext}}$, $D_{\kappa-2}(q) \cap L_s = D_{\kappa-2}(q_0) \cap L_s \subseteq L_s,$ and by the analyticity of $q$,
$$\dim_{\mathbb{R}} D_{\kappa-2}(q) \cap L_s \leq n - 2.$$ But then, $H^2_\infty(A) = 0$, a contradiction. $\square$

In some of the end point cases, we can say more.
Corollary 7.5.

(i) If \( n = 2 \) and \( a \in [0, 1) \), then \( \Sigma^{1}_{\kappa} \setminus \Sigma^{1}_{\kappa, \text{nxt}} \) is countable.
(ii) If \( n = 2 \) and \( a \in (-1, 0) \), then \( \Sigma^{1}_{\kappa} \setminus \Sigma^{1}_{\kappa, \text{nxt}} \) is countable.
(iii) If \( n \geq 3 \) and \( m = 1 \), then \( \Sigma^{2}_{\kappa} \setminus \Sigma^{2}_{\kappa, \text{nxt}} \) is countable.

Proof. We separate each case.

(i) Notice that if \( n = 2 \) and \( a \in [0, 1) \), then \( \Sigma^{1}_{\kappa} \) is discrete by Lemma 5.8. Repeating the proof of Lemma 7.2, but assuming, to the contrary, that \( \Sigma^{1}_{\kappa} \setminus \Sigma^{1}_{\kappa, \text{nxt}} \) has accumulation points, we deduce that \( \Sigma^{1}_{\kappa} \setminus \Sigma^{1}_{\kappa, \text{nxt}} \) is discrete as well. The result follows.

(ii) By Lemma 5.10, we see that \( \Sigma^{2}_{\kappa} \) is countable. In addition, repeating the arguments used to prove Lemma 7.4, we deduce that \( \Sigma^{1}_{\kappa} \setminus \Sigma^{1}_{\kappa, \text{nxt}} \) cannot have accumulation points.

(iii) Following the proof of (i), but using Lemma 7.3, we conclude.

This completes the proof. \( \square \)

The next pair of statements concern the almost monotonicity of a Monneau-type energy and the uniqueness and continuity of second blow-ups at points in \( \Sigma^{m}_{\kappa, \text{nxt}} \).

Lemma 7.6. Let \( X_{o} \in \Sigma^{m}_{\kappa, \text{nxt}} \cap K \) for some compact set \( K \subset B_{1} \cap \{ y = 0 \} \), \( q_{o} \) be as in Definition 7.1, and \( H_{\lambda} \) be as in (2.12). Then,

\[
\frac{d}{dr} H_{\kappa+1}(r, u(X_{o} + \cdot) - p_{*, X_{o}} - q_{o}) \geq -C_{K} \left\| \frac{q_{o}^{\kappa}}{p_{*, X_{o}}^{\kappa-1}} \right\|_{L^{\infty}(B_{1} \cap \{ y = 0 \})}.
\]

Proof. Without loss of generality, assume that \( X_{o} = 0 \in \Sigma^{m}_{\kappa, \text{nxt}} \). Set

\[
w := v_{*} - q_{o}.
\]

Since

\[
\frac{d}{dr} H_{\lambda}(r, w) = \frac{2}{r^{n+a+2\lambda+1}} \int_{\partial B_{r}} w (\nabla w \cdot X - \lambda w) |y|^{a},
\]

arguing as we did to show (2.10), we find that

\[
\frac{d}{dr} H_{\kappa+1}(r, w) \geq \frac{2}{r^{n+a+2\kappa+2}} \int_{B_{r}} w L_{a} w.
\]

Now observe that

\[
w L_{a} w = -(p_{*} + q_{o}) L_{a} u.
\]

From the numerical inequality \( 1 - \xi + \xi \kappa \geq 0 \) for all \( \xi \geq 0 \) and as \( q_{o} \in \mathbb{R}^{n} \setminus \{ 0 \} \) when \( p_{*} \in \mathbb{R}^{n} \times \{ 0 \} = 0 \), we see that

\[
p_{*} + q_{o} \geq p_{*} - |q_{o}| \geq -\frac{q_{o}^{\kappa}}{p_{*, X_{o}}^{\kappa-1}} \quad \text{on} \quad \mathbb{R}^{n} \times \{ 0 \}
\]

(recall that \( \kappa \) is even and \( p_{*} \geq 0 \) on \( \mathbb{R}^{n} \times \{ 0 \} \)). Therefore, using that \( L_{a} u \) is a non-positive measure supported on \( B_{1} \cap \{ y = 0 \} \), we deduce that

\[
\frac{d}{dr} H_{\kappa+1}(r, w) \geq -\frac{1}{r^{n+a+2\kappa+2}} \int_{B_{r}} \frac{q_{o}^{\kappa}}{p_{*, X_{o}}^{\kappa-1}} L_{a} u.
\]

Because \( D^{\alpha} q_{o} \) vanishes for all \( \alpha = (\alpha_{1}, \ldots, \alpha_{n}, 0) \) with \( |\alpha| \leq \kappa - 2 \) on \( L_{a} u \), we have that \( \frac{q_{o}^{\kappa}}{p_{*, X_{o}}^{\kappa-1}} \) is locally bounded on \( \mathbb{R}^{n} \times \{ 0 \} \). Moreover, \( \frac{q_{o}^{\kappa}}{p_{*, X_{o}}^{\kappa-1}} \) is a \( 2\kappa \)-homogeneous polynomial. Thus,

\[
-\frac{1}{r^{n+a+2\kappa+2}} \int_{B_{r}} \frac{q_{o}^{\kappa}}{p_{*, X_{o}}^{\kappa-1}} L_{a} u \geq -\frac{C}{r^{3}} \frac{q_{o}^{\kappa}}{p_{*, X_{o}}^{\kappa-1}} \left\| \frac{q_{o}^{\kappa}}{p_{*, X_{o}}^{\kappa-1}} \right\|_{L^{\infty}(B_{1} \cap \{ y = 0 \})} \int_{B_{1/2}} |L_{a} u_{2r}|,
\]

as \( r^{2-a} L_{a} u(rX) = L_{a} u_{r}(X) \). Now from the proof of Proposition 3.2, we know that

\[
-\int_{B_{1/2}} |L_{a} u_{2r}| = -\| v_{2r} \|_{L^{2}(\partial B_{1})} \int_{B_{1/2}} |L_{a} v_{2r}| \geq -C \| v_{2r} \|_{L^{2}(\partial B_{1})}.
\]
Moreover, thanks to Lemma 2.4,
\[-\|v_{2r}\|_{L^2(B_1)} \geq -C\|v_{2r}\|_{L^2(\partial B_1)} \geq -Cr^{\lambda_*}.
\]
In turn,
\[
\frac{d}{dr} H_{\kappa+1}(r, w) \geq -Cr^{\lambda_*-3}\left\| \frac{q^r}{r^{\nu-1}} \right\|_{L^\infty(B_1 \cap \{y=0\})},
\]
which, after recalling that $\lambda_* \geq \kappa + 1 \geq 3$, proves the lemma. \hfill \Box

**Proposition 7.7.** For every $X_0 \in \Sigma^K_{m,nxt}$, there exists a unique $(\kappa + 1)$-homogeneous, a-harmonic polynomial $q_{\kappa,X_0}$ such that
\[
u(X_0 + r \cdot) - p_{\kappa,X_0}(r \cdot) \to q_{\kappa,X_0} \quad \text{in} \quad W^{1,2}(B_1) \text{ as } r \downarrow 0,
\]
$D^\alpha q_{\kappa,X_0}$ vanishes on $L(p_{\kappa,X_0})$ for any $\alpha = (\alpha_1, \ldots, \alpha_n, 0)$ with $|\alpha| \leq \kappa - 2$, and
\[
\|q_{\kappa,X_0}\|^2_{L^2(\partial B_1, |y|^a)} = H_{\kappa+1}(0^+, u(X_0 + \cdot) - p_{\kappa,X_0}).
\]
Moreover, the convergence in (7.4) is uniform on compact subsets of $B_1 \cap \{y = 0\}$, and the map
\[
\Sigma^K_{m,nxt} \ni X_0 \mapsto q_{\kappa,X_0}
\]
is continuous.

**Proof.** Without loss of generality, we take $X_0 = 0$. Let $q_0$ denote the limit along the sequence $r_\ell$ given by Definition 7.1. Let $q_\ell$ be another limit taken through another sequence, $\tilde{r}_\ell$, such that (after relabelling if necessary) $\tilde{r}_\ell \leq r_\ell$. Then, by Lemma 7.6, we have that
\[
H_{\kappa+1}(r_\ell, v_* - q_\ell) \geq H_{\kappa+1}(\tilde{r}_\ell, v_* - q_\ell) - C\left\| \frac{q^r}{r^{\nu-1}} \right\|_{L^\infty(B_1 \cap \{y=0\})} |r_\ell - \tilde{r}_\ell| \quad \text{for all } \ell \in \mathbb{N}.
\]
Thus, using that $r^{\kappa-1}v_{r_\ell} \to q_0$ strongly in $L^2(\partial B_1, |y|^a)$,
\[
0 = \lim_{\ell \to \infty} \int_{\partial B_1} (r^{\kappa-1}v_{r_\ell} - q_0)^2 |y|^a
\geq \lim_{\ell \to \infty} \left( \int_{\partial B_1} (\tilde{r}_\ell^{\kappa-1}v_{\tilde{r}_\ell} - q_0)^2 |y|^a - C\left\| \frac{q^r}{r^{\nu-1}} \right\|_{L^\infty(B_1 \cap \{y=0\})} |\tilde{r}_\ell - r_\ell| \right)
= \int_{\partial B_1} (\tilde{q}_\ell - q_0)^2 |y|^a.
\]
And so, $\tilde{q}_\ell = q_0$, and the limit is unique. The remainder of the proof follows the proof of [FS18, Proposition 4.5]. \hfill \Box

**Remark 7.8.** Thanks to Proposition 7.7, Definition 7.1 can be amended to say for every sequence $r_\ell \downarrow 0$, instead of just a sequence.

An important consequence of Proposition 7.7, particularly, the uniform convergence in compact sets of the limit (7.4), is the following: for each compact set $K \subset B_1 \cap \{y = 0\}$, we have a modulus of continuity $\omega_K$ such that
\[
H_{\kappa+1}(r, u(X_0 + \cdot) - p_{\kappa,X_0} - q_{\kappa,X_0}) \leq \omega_K(r) \quad \text{for all } X_0 \in K \cap \Sigma^K_{m,nxt}.
\]
This modulus of continuity allows us to prove the following regularity result, a precursor to our main results.

**Theorem 7.9.** The set $\Sigma^K_{m,nxt}$ is contained in the countable union of $m$-dimensional $C^2$ manifolds.
Proof. The proof will be completed in two steps.

**Step 1:** Let $E_h$ be the compact sets defined in the proof of Theorem 6.2, and set

$$E_{h,m} := \Sigma_{m} \cap E_h \quad \text{and} \quad E_{h,m}^{\text{next}} := \Sigma_{m}^{\text{next}} \cap E_h.$$  

Observe that by Lemma 7.2 and Lemma 7.3,

$$\dim_{\mathcal{H}} E_{h,m} \setminus E_{h,m}^{\text{next}} \leq m - 1$$

when $m \geq 1$. Hence, for any $j \in \mathbb{N}$, we can find a family of balls $\{ \hat{B}_i \}_{i=1}^{\infty}$ such that

$$E_{h,m} \setminus E_{h,m}^{\text{next}} \subset \bigcup_{i=1}^{\infty} \hat{B}_i \quad \text{and} \quad \sum_{i=1}^{\infty} \text{diam}(\hat{B}_i)^{m-1+\frac{1}{j}} < \frac{1}{j}.$$ 

In particular,

$$\mathcal{H}_{\infty}^{m-1+\frac{1}{j}}(\mathcal{O}_j) < \frac{1}{j}.$$ 

Now define

$$U_j := \left\{ X \in \mathbb{R}^{n+1} : \text{dist}(X, E_{h,m} \setminus E_{h,m}) < \frac{1}{j} \right\} \quad \text{and} \quad K_j := E_{h,m} \setminus (\mathcal{O}_j \cup U_j).$$ 

Notice that $\mathcal{O}_j$ and $U_j$ are open, $K_j$ is closed, and

$$K_j \subset E_{h,m}^{\text{next}}.$$ 

Moreover, we have that

$$\bigcup_{j=1}^{\infty} K_j = E_{h,m} \setminus \bigcap_{j=1}^{\infty} \mathcal{O}_j.$$ 

Indeed, using the continuity of the map $\Sigma_{\kappa} \ni X_0 \mapsto p_{*}X_0$ (see [GR18, Proposition 4.6]) and that $E_h$ is closed and contained in $\Sigma_{\kappa}$, we find that

$$\overline{E}_{h,m} \setminus E_{h,m} \subset \bigcup_{d \geq m+1} E_{h,d},$$ 

so that $\bigcap_{j=1}^{\infty} U_j$ is disjoint from $E_{h,m}$. Finally, by construction, $\mathcal{H}_{\infty}^\beta(\bigcap_{j=1}^{\infty} \mathcal{O}_j) = 0$ for all $\beta > m - 1$, which implies that $\dim_{\mathcal{H}} \bigcap_{j=1}^{\infty} \mathcal{O}_j \leq m - 1$. In turn, if we can show that $E_{h,m}$ is contained in a $m$-dimensional $C^2$ manifold, then $\Sigma_{m}^{\text{next}}$ can be covered by a countable collection of $m$-dimensional $C^2$ manifolds along with a set of Hausdorff dimension at most $m - 1$.

**Step 2:** This step is essentially identical to the second half of the proof of Theorem 6.2. For completeness, however, we provide some details regarding the justification of hypothesis (ii) in the statement of Whitney’s Extension Theorem.

For $X_0 \in K_j$, define

$$P_{X_0}(X) := p_{*}X_0(X - X_0) + q_{*}X_0(X - X_0).$$ 

Now let $X_0, Z_0 \in K_j$ and $r := 2|X_0 - Z_0|$. Arguing as we did in the proof of Theorem 6.2, but using Proposition 7.7, we see that there exists a modulus of continuity $\omega_{K_j}$ such that

$$\frac{1}{r^{\kappa+1}} \| [P_{Z_0} - P_{X_0}](r \cdot) \|_{L^2(B_{1/2}(r^{-1}X_0),|y|^\alpha)} \leq 2\omega_{K_j}(r).$$ 

So since all norms are equivalent on the finite dimensional space of polynomials of degree less than or equal to $\kappa + 1$,

$$\| [P_{Z_0} - P_{X_0}](r \cdot) \|_{C^{\kappa+1}(B_{1/2}(r^{-1}X_0))} \leq 2\omega_{K_j}(r)r^{\kappa+1},$$

for any $X_0, Z_0 \in K_j$ with $r = 2|X_0 - Z_0|$. In turn, given $|\alpha| \in \{0, \ldots, \kappa + 1\}$,

$$|D^\alpha P_{Z_0}(X_0) - D^\alpha P_{X_0}(X_0)| \leq 2\omega_{K_j}(|X_0 - Z_0|)|X_0 - Z_0|^{|\alpha|+1-|\alpha|} \quad \text{for all} \quad X_0 \in K_j.$$ 

Thus, thanks to the Whitney’s Extension Theorem, Lemma 6.1, we conclude. \[\square\]
Theorem 7.10. In the non-degenerate case, the set \( \Sigma_{m,nxt} \) is contained in a single \( m \)-dimensional \( C^2 \) manifold.

Proof. The proof follows the proof of Theorem 7.9, but with the same modifications as the proof of Theorem 6.4.

To finish, we present the proofs of our two main results.

Proof of Theorem 1.5. We prove each case separately.

(i) As in the proof of Theorem 1.12(i), this case holds by Lemma 4.3.
(ii) \( \Sigma^1 \setminus \Sigma^{1,nxt} \) is countable by Corollary 7.5. So the proof follows from Theorem 7.10.
(iii) \( \Sigma^{m,nxt} \) is contained in an \( m \)-dimensional \( C^2 \) manifold by Theorem 7.10. On the other hand, \( \text{dim}_{\mathcal{H}} \Sigma^m \setminus \Sigma^{m,nxt} \leq m - 1 \) by Lemmas 7.2, 7.3, and 7.4.
(iv) See Proposition 6.5.

This concludes the proof.

Proof of Theorem 1.6. We consider each case separately.

(i) See Lemma 4.3.
(ii) See the proof of Theorem 1.5(ii), but consider Theorem 7.9 instead of Theorem 7.10.
(iii) See the proof of Theorem 1.5(iii), but consider Theorem 7.9 instead of Theorem 7.10.
(iv) \( \Sigma^1 \setminus \Sigma^{1,nxt} \) is countable by Corollary 7.5, and \( \Sigma^{1,nxt} \) is contained in the countable union of one-dimensional \( C^2 \) manifolds by Theorem 7.9.
(v) \( \Sigma^{n-1,nxt} \) is contained in the countable union of \( (n - 1) \)-dimensional \( C^2 \) manifolds by Theorem 7.9. On the other hand, \( \text{dim}_{\mathcal{H}} \Sigma^{n-1} \setminus \Sigma^{n-1,nxt} \leq n - 2 \) by Lemmas 7.2 and 7.4.
(vi) See Theorem 1.12(iv).

This concludes the proof.

8. The Very Thin Obstacle Problem

This section is dedicated to studying, what we have called, the very thin obstacle problem for \( L_a \) when \( a < 0 \): a minimization problem like (1.1), but for \( a \in (-1, 0) \) and subject to a codimension two obstacle constraint. Alternatively (see Section 1.1.1), this problem corresponds to the fractional thin obstacle problem. Namely, we consider

\[
(8.1) \quad \min_{w \in \mathcal{E}} \left\{ \int_{B_1} |\nabla w|^2 |y|^a \right\}, \quad \text{with} \quad a \in (-1, 0),
\]

where \( \mathcal{E} \) is the convex subset of the Sobolev space \( W^{1,2}(B_1, |y|^a) \) defined by

\[
\mathcal{E} := \{ w \in W^{1,2}_0(B_1, |y|^a) + g : w(x', 0, 0) \geq 0 \quad \text{and} \quad w(x, -y) = w(x, y) \},
\]

given some boundary data \( g \in C(B_1) \) (even with respect to \( y \)) such that \( g|_{\partial B_1 \cap \{x_n = y = 0\}} \geq 0 \). The condition that \( w \) is non-negative on the very thin space \( \mathbb{R}^{n-1} \times \{0\} \times \{0\} \) needs to be understood in the trace sense, a priori. Notice that since \( a < 0 \), the condition \( \text{w} \geq 0 \) on \( B'_1 \times \{0\} \times \{0\} \) is relevant; the very thin space has non-zero \( a \)-harmonic capacity if and only if \( a \in (-1, 0) \). Indeed, recalling the proof of Proposition 3.4, the (“double”) trace operator \( \tau : W^{1,2}(B_1, |y|^a) \rightarrow W^{s-\frac{3}{2},2}(B'_1) \subset L^2(B'_1) \) is well-defined and continuous.
In this setting, the Euler–Lagrange equations characterizing the unique solution $u$ to (8.1) are

$$
\begin{aligned}
&u(x', x_n, y) \geq 0 \quad \text{in } B_1 \cap \{x_n = y = 0\} \\
&L_\alpha u \leq 0 \quad \text{in } B_1 \\
&u L_\alpha u = 0 \quad \text{in } B_1 \\
&L_\alpha u = 0 \quad \text{in } B_1 \setminus \Lambda(u) \\
&u(x, y) = u(x, -y) \quad \text{in } B_1
\end{aligned}
$$

(8.2)

where, as expected, 

$$
\Lambda(u) := \{(x', 0, 0) : u(x', 0, 0) = 0\}
$$

is the the contact set. The free boundary here is the topological boundary in $\mathbb{R}^{n-1}$ of $\Lambda(u)$:

$$
\Gamma(u) := \partial \Lambda(u) \subset \mathbb{R}^{n-1} \times \{0\} \times \{0\}.
$$

We close this introduction with a lemma that proves an analogous representation of $u$ to that in (1.6) for the solution to the thin obstacle problem. Recall that (as defined in Subsection 1.5) $D_r$ denotes the two-dimensional disc centered at the origin of radius $r > 0$.

**Lemma 8.1.** Let $u$ be such that $L_\alpha u = 0$ in $B_1 \setminus \{x_n = y = 0\}$. Then,

$$
L_\alpha u(x', x_n, y) = f_a(x') \mathcal{H}^{n-1} \bigcap B_1^1,
$$

where

$$
\begin{aligned}
f_a(x') := \lim_{\varepsilon \downarrow 0} \int_{\partial D_\varepsilon} u_{\nu}|y|^a \, d\sigma(x_n, y) \\
= \lim_{\varepsilon \downarrow 0} \int_{\partial D_\varepsilon} \left( \frac{x_n}{\varepsilon} \partial_n u(x', x_n, y) + \frac{y}{\varepsilon} \partial_y u(x', x_n, y) \right) |y|^a \, d\sigma(x_n, y).
\end{aligned}
$$

In particular, if $u$ is the solution to (8.2), then

$$
L_\alpha u(x', x_n, y) = f_a(x') \mathcal{H}^{n-1} \bigcap \Lambda(u).
$$

**Proof.** For every $\varphi \in C^\infty_c(B_1)$,

$$
\langle L_\alpha u, \varphi \rangle := -\int_{B_1} \nabla u \cdot \nabla \varphi |y|^a \\
= -\lim_{\varepsilon \downarrow 0} \int_{B_1 \cap \{x_n^2 + y^2 \geq \varepsilon^2\}} \nabla u \cdot \nabla \varphi |y|^a \\
= \lim_{\varepsilon \downarrow 0} \int_{B_1 \cap \{x_n^2 + y^2 = \varepsilon^2\}} u_{\nu} \varphi |y|^a \\
= \int_{B_1^1} f_a(x') \varphi(x', 0, 0) \, dx',
$$

recalling that $L_\alpha u = 0$ in $B_1 \setminus \{x_n = y = 0\}$. \qed

In the following subsections, we prove a collection of results on the very thin obstacle problem, (8.1) or, equivalently, (8.2).

**8.1. A Non-local Operator.** It is now well-known that the fractional Laplacian, or $s$-Laplacian, of a function $v$ defined on $\mathbb{R}^n$ can be reinterpreted as a weighted normal derivative of the $a$-harmonic extension of $v$ to the upper half-space $\mathbb{R}^{n+1}_+$ (see [MO69, CSS08]). In particular, if we let $\bar{v}$ denote this extension,

$$
-c_{n,s}(-\Delta)^s v(x) = \lim_{y \downarrow 0} y^a \partial_y \bar{v}(x, y).
$$

This reinterpretation has been extremely useful in studying the thin obstacle problem (see [CS07] and cf. (1.6)).
In this subsection, we show that an analogous reinterpretation exists for a non-local operator of a function \( v \) defined on \( \mathbb{R}^{n-1} \) as a weighted normal derivative of an \( a \)-harmonic extension of \( v \) to \( \mathbb{R}^{n+1} \), and in the next subsection, we will use it to help us prove a collection of regularity results on the solution to (8.1). For a given (sufficiency smooth) function \( u : \mathbb{R}^{n+1} \to \mathbb{R} \), define

\[
\mathcal{F}_a(u)(x') := \lim_{\varepsilon \downarrow 0} \int_{\partial D_\varepsilon} u(x', x_n, y)|y|^a \, d\sigma(x_n, y).
\]

Hence, if \( \bar{v} : \mathbb{R}^{n+1} \to \mathbb{R} \) is the unique \( a \)-harmonic extension that vanishes at infinity to \( \mathbb{R}^{n+1} \) of a given function \( v : \mathbb{R}^{n-1} \to \mathbb{R} \) that vanishes at infinity:

\[
\begin{align*}
L_a \bar{v} &= 0 \quad \text{in } \mathbb{R}^{n+1} \setminus \{x_n = y = 0\} \\
\bar{v}(x', 0, 0) &= v(x') \quad \text{on } \mathbb{R}^{n-1} \\
\lim_{|X| \to \infty} \bar{v}(X) &= 0,
\end{align*}
\]

then we can define the non-local operator \( \mathcal{I}_a \) on \( v : \mathbb{R}^{n-1} \to \mathbb{R} \) by

\[
\mathcal{I}_a(v) := \mathcal{F}_a(\bar{v}).
\]

Notice that \( \bar{v} \) can be constructed as the unique solution to the following minimization problem:

\[
\min_{\mathcal{X}} \left\{ \int_{\mathbb{R}^{n+1}} |\nabla w|^2 |y|^a \right\}, \quad \text{with } a \in (-1, 0),
\]

where

\[
\mathcal{X} := \{ w \in W^{1,2}(\mathbb{R}^{n+1}, |y|^a) : w = v \text{ on } \{x_n = y = 0\}, \lim_{|X| \to \infty} w(X) = 0 \}.
\]

An important and interesting fact is \( \mathcal{I}_a \) is nothing but the \( -\frac{a}{2} \)-Laplacian:

**Proposition 8.2.** Let \( \mathcal{I}_a \) be defined as in (8.5). Then,

\[
\mathcal{I}_a = c_{n,a}(-\Delta)^{-\frac{a}{2}} \equiv c_{n,a}(-\Delta)^{\frac{s-1}{2}},
\]

for some positive constant \( c_{n,a} \) depending only on \( n \) and \( a \).

Before proving Proposition 8.2, notice that the Poisson kernel associated to (8.4) is

\[
P_a(x', x_n, y) = C_{n,a} \frac{(x_n^2 + y^2)^{-\frac{a}{2}}}{(|x'|^2 + x_n^2 + y^2)^\frac{n-1-a}{2}}.
\]

That is, if \( v : \mathbb{R}^{n-1} \to \mathbb{R} \), then \( v \ast_{x'} P(\cdot, x_n, y) = \bar{v} \). Indeed, it is easy to see that \( L_a P_a(x', x_n, y) = 0 \) when \( x_n^2 + y^2 > 0 \) and \( P_a(x', 0, 0) \) is concentrated at \( x' = 0 \). Furthermore, since \( P_a(x', r \cos \theta, r \sin \theta) = r^{-n+1} P_a(r^{-1} x', \cos \theta, \sin \theta) \), we deduce that \( P_a \) is a multiple of the Dirac delta of the right dimensionality as \( x_n^2 + y^2 \downarrow 0 \).

The intuition behind (8.6) is as follows: the Poisson kernel for the fractional Laplacian can be thought as the Poisson kernel regular Laplacian extended to a fractional number of additional dimensions, \(+a\) dimensions. In our case, we extend an additional dimension, not only in \( y \), but also in \( x_n \). So we are considering an \( (1+a)\)-dimensional extension starting from \( n-1 \) dimensions. That is, (8.6) can be recovered from the Poisson kernel for the fractional Laplacian (see [CS07]) by renaming the variable \( y \) to \(|(x_n, y)|\) (by Pythagoras) and replacing \( a \) with \( 1+a \) and \( n \) with \( n-1 \).

**Proof of Proposition 8.2.** Thanks to (8.6), we have that

\[
\bar{v}(x', x_n, y) = \int_{\mathbb{R}^{n-1}} v(z') P_a(x' - z', x_n, y) \, dz'.
\]
In turn, 
\[
J_a(v)(x') = \lim_{\epsilon \downarrow 0} \int_{\partial B_{\epsilon}} \partial_x \left( \int_{\mathbb{R}^{n-1}} v(z') P_a(x' - z', x_n, y) \, dz' \right) |y|^a \, d\sigma(x_n, y).
\]

Now since \( P_a \) is radially symmetric in the \((x_n, y)\) variables,
\[
J_a(v)(x') = \lim_{\epsilon \downarrow 0} \partial_y \left( \int_{\mathbb{R}^{n-1}} v(z') P_a(x' - z', 0, y) \, dz' \right) \bigg|_{y = \epsilon} \int_{\partial B_{\epsilon}} |y|^a \, d\sigma(x_n, y)
\]
\[
= C \lim_{\epsilon \downarrow 0} \epsilon^{1+a} \partial_y \left( \int_{\mathbb{R}^{n-1}} v(z') P_a(x' - z', 0, y) \, dz' \right) \bigg|_{y = \epsilon}
\]
\[
= C (-\Delta)^{-\frac{a}{2}} v(x'),
\]
where, in the last step, we have used that \( P_a(x', 0, y) \) is the Poisson kernel for the fractional Laplacian of order \( 1 + a \) in \( n - 1 \) dimensions (see [CS07, Sections 1 and 2]).

Thanks to Proposition 8.2, we can construct some useful Hölder regular barriers.

**Lemma 8.3** (Hölder Barriers). Let \( \zeta(r) : [0, \infty) \to [0, 1] \) be a smooth function with the following properties: \( \zeta(r) \equiv 1 \) for \( 0 \leq r < 2 \), \( \zeta(r) \equiv 0 \) for \( r > 3 \), and \( \zeta' \leq 0 \). Set \( h_\beta(x') := |x'|^\beta \zeta(|x'|) \) and define
\[
\tilde{h}_\beta(x', x_n, y) := \int_{\mathbb{R}^{n-1}} h_\beta(z') P_a(x' - z', x_n, y).
\]

Then,
\[
\begin{align*}
L_a \tilde{h}_\beta &= 0 & \text{in } \mathbb{R}^{n+1} \setminus \{x_n = y = 0\} \\
\tilde{h}_\beta(x', 0, 0) &= |x'|^\beta & \text{on } B_1' \\
\tilde{h}_\beta &\geq c & \text{in } \partial B_1,
\end{align*}
\]
for some constant \( c \) depending only on \( n, a \). Moreover, \( \tilde{h}_\beta \in C^\gamma(B_1) \) for \( \gamma := \min\{-a, \beta\} \).

**Proof.** First, observe that by the definition of \( P_a \), \( L_a \tilde{h}_\beta = 0 \) in \( \mathbb{R}^{n+1} \setminus \{x_n = y = 0\} \) and \( \tilde{h}_\beta(x', 0, 0) = |x'|^\beta \) in \( B_1' \). Second, by continuity, \( \tilde{h}_\beta \geq c > 0 \) on \( \partial B_1 \) since \( \tilde{h}_\beta > 0 \) on \( \partial B_1 \cap \{x_n^2 + y^2 > 0\} \) and \( \tilde{h}_\beta = 1 \) on \( \partial B_1 \cap \{x_n^2 + y^2 = 0\} \). Finally, notice that if we fix \( x_n = 0 \), then \( \tilde{h}_\beta(x', 0, y) \) is the \((1 + a)\)-harmonic extension of \( h_\beta \) to \( \mathbb{R}^n \) (see the proof of Proposition 8.2); note that \( 1 + a \in (0, 1) \). Namely, \( \tilde{h}_\beta(x', 0, y) \) is such that
\[
\begin{align*}
L_{1+a} \tilde{h}_\beta(x', 0, y) &= 0 & \text{in } \mathbb{R}^n \setminus \{y = 0\} \\
\tilde{h}_\beta(x', 0, 0) &= \tilde{h}_\beta(x') & \text{on } \mathbb{R}^{n-1} \\
\lim_{|(x', y)| \to \infty} \tilde{h}_\beta(x', 0, y) &= 0.
\end{align*}
\]

Now by [JN17, Proposition 2.3], we have that \( \tilde{h}_\beta \) is (locally) smooth in \( x' \) and is (locally) \((-a)\)-Hölder in the \( y \) up to \( \{y = 0\} \). Therefore, since \( \tilde{h}_\beta \) is radially symmetric in the \((x_n, y)\) variables, \( \tilde{h}_\beta \in C^\gamma(B_1) \), as desired.

We conclude this subsection with a higher regularity result.

**Lemma 8.4.** If \( u \in L^\infty(B_1) \) is such that \( L_a u = 0 \) in \( B_1 \setminus \{x_n = y = 0\} \) and \( u(\cdot, 0, 0) \in C^{k+\beta}(B_1') \) for \( k \in \mathbb{N} \cup \{0\} \) and \( \beta \in (0, 1] \), then for \( \gamma := \min\{-a, \beta\} \),
\[
[D_x^k u]_{C^\gamma(B_1/2)} \leq C \left( \|u\|_{L^\infty(B_1)} + \|u(\cdot, 0, 0)\|_{C^{k+\beta}(B_1')} \right),
\]
for some constant \( C \) depending only on \( n, a, k, \) and \( \beta \). Moreover, if \( u(\cdot, 0, 0) \) is continuous, then \( u \) is continuous.
Proof. The proof follows simply by combining interior estimates for the operator $L_a$ and a barrier argument on \( \{ x_n = y = 0 \} \), with the barrier $\bar{h}_\beta$ constructed in Lemma 8.3.

Suppose $k = 0$ and let $\bar{C}$ be a constant such that
\[
\bar{C} \geq [u(\cdot, 0, 0)]_{C^0(B_1')} \quad \text{and} \quad \bar{C} \bar{h}_\beta \geq \|u\|_{L^\infty(B_1)} \quad \text{on} \quad \partial B_{1/2}.
\]
Then, $\bar{C} \bar{h}_\beta$ serves both as a barrier from above and from below at any point $x' \in B_{1/2}$. This barrier combined with interior estimates for $a$-harmonic functions (see, e.g., [JN17, Proposition 2.3]) directly yields the desired estimate (as in [MS06], for instance).

If $k \geq 1$, we apply the previous result iteratively, starting with $\beta = 1$, to the derivatives $D_x^n u$, up to a ball $B_{2^{-k-1}}$, and finish by a covering lemma.

To prove the last part, let us suppose that $u(\cdot, 0, 0)$ is continuous. We want to show that $u$ is continuous as well. Let us extend $u$ to the whole space with any cutoff function and consider $v(x', x_n, y) := u(\cdot, 0, 0) \ast P_a(\cdot, x_n, y)$. Notice that since $u(\cdot, 0, 0)$ is continuous, $v$ is continuous as well. Then, $u = v + w$ where $w$ satisfies $w(\cdot, 0, 0) \equiv 0$ and $L_a w = 0$ in $B_1 \{ x_n = y = 0 \}$. Thus, by the above result, $w$ is smooth and therefore, $u$ is continuous. □

**Corollary 8.5.** Let $u \in L^\infty(B_1)$ be a solution to (8.2). Then, $u$ is continuous in $B_1$.

Proof. The continuity on the very thin space follows from a standard argument in obstacle type problems (see [Caf98, Theorem 1]) using super-$a$-harmonicity of the solution and the mean value formula on the thin space for the operator $L_a$. The continuity in $B_1$ then follows from Lemma 8.4. □

### 8.2. Basic Estimates

In this subsection, we prove some regularity properties of solutions to (8.1). Our first result contains two classical estimates: an energy estimate and an $L^\infty$ estimate.

**Lemma 8.6.** Let $u$ be a solution to (8.1) and (8.2). Then,
\[
\|u\|_{W^{1,2}(B_{1/2}, |y|^a)} \leq C \|u\|_{L^2(B_1, |y|^a)}
\]
and
\[
\|u\|_{L^\infty(B_{1/2})} \leq C \|u\|_{L^2(B_1, |y|^a)},
\]
for some constant $C$ depending only on $n$ and $a$.

Proof. This is standard (see [AC04] or Lemma 2.5). □

Next, we prove the solutions are Lipschitz and semiconvex in the directions parallel to the very thin space.

**Lemma 8.7.** Let $u$ be a solution to (8.2). Then, for all $e \in \{ x_n = y = 0 \} \cap \mathbb{S}^n$,
\[
\|\partial_e u\|_{L^\infty(B_{1/4})} \leq C \|u\|_{L^2(B_1, |y|^a)}
\]
and
\[
\inf_{B_{1/8}} \partial_{ee} u \geq -C \|u\|_{L^2(B_1, |y|^a)},
\]
for some constant $C$ depending only on $n$ and $a$.

Proof. The proofs of these estimates are identical to the proofs of Lemmas 2.8 and 2.9. That said, to get (8.11), we need to use the incremental quotients \(((u(x + h e) - u(x))/h)^-\) and \(((u(x - h e) - u(x))/h)^-\), in the spirit of Lemma 2.9, and the continuity of $u$ (proved in Corollary 8.5).

An easy corollary of Lemma 8.7 is that $u$ is $C^{-a}$.
Corollary 8.8. Let $u$ be the solution to (8.2). Then,

$$[u]_{C^{-a}(B_{1/2})} \leq C\|u\|_{L^\infty(B_1)},$$

for some constant $C$ depending only on $n$ and $a$.

Proof. This is an immediate consequence of Lemmas 8.7 and 8.4. \qed

Using Corollary 8.8, we now prove an $L^\infty$ estimate on $\mathcal{F}_a(u)$.

Lemma 8.9. Let $u$ be the solution to (8.2) and $\mathcal{F}_a$ be as in (8.3). Then,

$$\|\mathcal{F}_a(u)\|_{L^\infty(B_{1/2}')} \leq C\|u\|_{L^\infty(B_1)},$$

for some constant $C$ depending only on $n$ and $a$. That is, $L_a u$ is a locally bounded, absolutely continuous measure, with respect to $\mathcal{H}^{n-1}$, supported on $\{x_n = y = 0\}$.

Proof. Recall, if $L_a u = 0$ in $B_r(X_0)$, then

$$\|\nabla x u\|_{L^\infty(B_{r/2}(X_0))} \leq Cr^{-1} \text{osc}_{B_r(X_0)} u$$

and

$$\|\|y|^a \partial_y u\|_{L^\infty(B_{r/2}(X_0))} \leq C r^{-a} \text{osc}_{B_r(X_0)} u.$$  

(See, e.g., [JN17, Proposition 2.3].) Now let $x' \in B_{1/2}'$. And assume that $\mathcal{F}_a(u)(x') < 0$, so that $u(x') = 0$ (otherwise, there is nothing to prove). We claim that

$$\lim_{\varepsilon \to 0} \int_{\partial D_{\varepsilon}} \left( \frac{x_n}{\varepsilon} \partial_n u(x', x_n, y) + \frac{y}{\varepsilon} \partial_y u(x', x_n, y) \right) \|y|^a d\sigma(x_n, y) \leq C\|u\|_{L^\infty(B_1)}.$$  

From (8.14) and (8.15) and by Corollary 8.8, rescaled to $B_{\varepsilon}(x', x_n, y)$, we have that

$$\sup_{\partial D_{\varepsilon}} \partial_n u \leq C \varepsilon^{-1-a} \|u\|_{L^\infty(B_1)} \quad \text{and} \quad \sup_{\partial D_{\varepsilon}} \|y|^a \partial_y u \leq C \varepsilon^{-1} \|u\|_{L^\infty(B_1)}.$$  

Hence, (8.16), as desired. \qed

The following theorem proves that $u$ is $C^{1,\tau}$ in the directions parallel to $\{x_n = y = 0\}$.

Theorem 8.10. Let $u$ be the solution to (8.2). Then, for all $e' \in \{x_n = y = 0\} \cap \mathbb{S}^n$,

$$[\partial_{e'} u]_{C^\tau(B_{1/2})} \leq C \|u\|_{L^2(B_1, |y|^n)},$$

for some constants $\tau > 0$ small and $C$ depending only on $n$ and $a$.

Proof. Define the cut-off function $\xi(X) := \zeta(|x'|^2)\zeta(x_n^2 + y^2)$ where

$$\zeta : [0, \infty) \to [0, 1], \quad \zeta' \leq 0, \quad \zeta \equiv 1 \text{ in } [0, 1/8], \quad \text{and} \quad \zeta \equiv 0 \text{ in } [1/4, \infty),$$

and set $\tilde{u}(X) := u(X)\xi(X)$ in $B_1$ and $\tilde{u}(X) \equiv 0$ outside of $B_1$. Notice that

$$L_a \tilde{u} = u_{L_a\xi} + |y|^a \nabla \xi \cdot \nabla u =: |y|^a f(X) \quad \text{in } \mathbb{R}^{n+1} \setminus \{x_n = y = 0\}.$$  

Now let $\hat{w}$ be such that

$$L_a \hat{w} = |y|^a f \quad \text{in } \mathbb{R}^{n+1} \setminus \{x_n = y = 0\}$$

$$\lim_{|X| \to \infty} \hat{w}(X) = 0.$$  

Clearly, $L_a \hat{w} = 0$ in $B_{1/8} \setminus \{x_n = y = 0\}$, so that by Lemma 8.4, $\hat{w}$ is smooth in $B_{1/16}$. Hence, $\mathcal{F}_a(\hat{w})$ is smooth in $B_{1/16}'$.

Observe that

$$\left\{ \begin{array}{ll} L_a(\hat{u} - \hat{w}) = 0 & \text{in } \mathbb{R}^{n+1} \setminus \{x_n = y = 0\} \\ \hat{u} - \hat{w} \geq 0 & \text{on } \mathbb{R}^{n-1} \times \{0\} \times \{0\}. \end{array} \right.$$
Moreover, by the symmetries of $\xi$ in the $(x_n, y)$ directions, we have that
\[
\begin{align*}
\{ \mathcal{F}_a(u\xi)(x') &= 0 \quad \text{if } u(x', 0, 0) > 0 \\
\mathcal{F}_a(u\xi)(x') &\leq 0 \quad \text{if } u(x', 0, 0) = 0;
\end{align*}
\]
so
\[
\begin{align*}
\{ \mathcal{F}_a(\hat{u} - \hat{\omega})(x') &= \mathcal{F}_a(\hat{\omega})(x') \quad \text{if } (\hat{u} - \hat{\omega})(x', 0, 0) > 0 \\
\mathcal{F}_a(\hat{u} - \hat{\omega})(x') &\leq \mathcal{F}_a(\hat{\omega})(x') \quad \text{if } (\hat{u} - \hat{\omega})(x', 0, 0) = 0.
\end{align*}
\]

Alternatively, thanks to Proposition 8.2, this solves the following obstacle problem
\[
\begin{align*}
\text{(8.18)} \\
\left\{ \begin{array}{ll}
U &\geq 0 &\text{in } \mathbb{R}^{n-1}, \\
(-\Delta)^{-\frac{a}{2}} U &= -C\mathcal{F}_a(\hat{\omega}) &\text{in } \{x' : U(x') > 0\}, \\
\lim_{|x'| \to \infty} U(x') &= 0.
\end{array} \right.
\end{align*}
\]

By [CRS17, Proposition 2.2], recalling that $\mathcal{F}_a(\hat{\omega})$ is smooth in $B'_{1/16}$ and that $u$ is Lipschitz (8.11) and semiconvex (8.12), we deduce that $U \in C^{1,\tau}(B'_{1/32})$. And via a simple covering argument, $U \in C^{1,\tau}(B'_{1/4})$.

The theorem now follows from Lemma 8.4.

The last result of this subsection is a Hölder regularity result for the $X$-directional derivative of $u$ for $X \in B_1$.

**Corollary 8.11.** Let $u$ be the solution to (8.2). Then, $X \cdot \nabla u$ is continuous in $B_1$. In particular,
\[
\|X \cdot \nabla u\|_{C^{\tau}(B_{1/2})} \leq C\|u\|_{L^\infty(B_1)};
\]
for some constants $\bar{\tau} > 0$ small and $C$, depending only on $n$ and $a$.

**Proof.** Let $X_0 \in \Lambda(u)$. By (8.14), (8.15), and Corollary 8.8,
\[
\sup_{B_{r/2}(X_0)} |x_n \partial_n u| + |y \partial_y u| \leq Cr^{-a}.
\]
This, Theorem 8.10, the $C^{1,\tau}$ regularity of $u$ in $x'$, and interior estimates for $\alpha$-harmonic functions in $B_1 \setminus \Lambda(u)$ (see, e.g., [JN17]) yield the desired result (again, as in [MS06], for instance).

### 8.3. Monotonicity Formulae

In this subsection, we prove that $u$ has the same monotonicity properties as its cousin, the solution to the thin obstacle problem. We start with Almgren’s frequency function.

**Lemma 8.12.** Let $u$ be the solution to (8.2) and $0 \in \Lambda(u)$. Then, Almgren’s frequency function on $u$
\[
N(r, u) := \frac{r \int_{B_r} |\nabla u|^2 |y|^a}{\int_{\partial B_r} u^2 |y|^a}
\]
is non-decreasing for $0 < r < 1$. Moreover, $N(u, r) \equiv \lambda$ if and only if $u$ is homogeneous of degree $\lambda$ in $B_1$, i.e., $x \cdot \nabla u - \lambda u = 0$ in $B_1$.

**Proof.** The proof of this lemma is standard, and follows the lines of the proof that Almgren’s frequency function is monotone on solutions the thin obstacle problem. Nonetheless, some of the steps now require justification because of the inherent lower regularity of the very thin obstacle problem. Justifying these steps is where Theorem 8.10—more precisely, Corollary 8.11—comes into play.
Set, for $0 < r < 1$,

$$D(r) = D(r, u) := \int_{B_r} |\nabla u|^2 |y|^\alpha$$

and

$$H(r) = H(r, u) := \int_{\partial B_r} u^2 |y|^2,$$

so that $N(r) := N(r, u) = r D(r)/H(r)$. Notice that both quantities are pointwise defined, since $u \in W^{1,2}(B_1, |y|^\alpha) \cap C^\infty_{\text{loc}}(B_1)$, and in particular, $N(r)$ is continuous. Following the proof of Proposition 2.2 (where we remark that $D$ and $H$ were defined differently), we immediately find that

$$H'(r) = \frac{n + \alpha}{r} H(r) + 2 \int_{\partial B_r} u \nu |y|^\alpha$$

and

$$D'(r) = \frac{n + \alpha - 1}{r} D(r) + \frac{2}{r} \int_{B_r} \nabla u \cdot \nabla (X \cdot \nabla u) |y|^\alpha. \tag{8.19}$$

By Corollary 8.11, the quantity $H'(r)$ is well-defined pointwise (and finite). On the other hand, $D(r)$ is absolutely continuous, being the integral in $B_r$ of an integrable function, so that its derivative is well-defined pointwise and almost everywhere finite (and non-negative). Thus, $N(r, u)$ is locally absolutely continuous.

Integrating by parts in the second term of (8.19), we deduce that

$$\frac{1}{r} \int_{B_r} \nabla u \cdot \nabla (X \cdot \nabla u) |y|^\alpha = \int_{\partial B_r} u^2 |y|^\alpha - \frac{1}{r} \int_{B_r} (X \cdot \nabla u) L_a u.$$

Now notice that $L_a u$ is a finite measure concentrated on $\{x_n = y = 0\}$ (see Lemma 8.9), and $X \cdot \nabla u$ is continuous (see Corollary 8.11). Moreover, by the proof of Corollary 8.11, $X \cdot \nabla u = 0$ whenever $L_a u < 0$. In turn, the second term above vanishes. On the other hand, by the continuity of $X \cdot \nabla u$, the first term is well-defined pointwise. Hence,

$$D'(r) = \frac{n + \alpha - 1}{r} D(r) + 2 \int_{\partial B_r} u^2 |y|^\alpha.$$

Integrating by parts again, observe that

$$D(r) = \int_{B_r} |\nabla u|^2 |y|^\alpha = \int_{\partial B_r} u \nu |y|^\alpha - \int_{B_r} u L_a u = \int_{\partial B_r} u \nu |y|^\alpha,$$

where the term $\int_{B_r} u L_a u = 0$ arguing as before: $u$ is continuous (Corollary 8.8) and vanishes whenever $L_a u < 0$, and $L_a u$ is a finite measure concentrated on $\{x_n = y = 0\}$ (Lemma 8.9).

Combining the above estimates, we determine that

$$\frac{N'(r)}{N(r)} = \frac{D'(r)}{D(r)} - \frac{H'(r)}{H(r)} = \frac{1}{r} + 2 \left( \frac{\int_{\partial B_r} u^2 |y|^\alpha}{\int_{\partial B_r} u \nu |y|^\alpha} - \frac{\int_{\partial B_r} u L_a u |y|^\alpha}{\int_{\partial B_r} u^2 |y|^\alpha} \right) \geq 0,$$

by the Cauchy–Schwarz inequality, which yields the monotonicity of $N(r, u)$. Analyzing the equality case, we see that if $N(r)$ is constant, then $u$ is homogeneous of degree $N(r)$ (see, e.g., [ACS08, Lemma 1]).

Next we prove a Monneau-type monotonicity formula.

**Lemma 8.13.** Let $u$ be the solution to (8.2) and $0 \in \Lambda(u)$. Given $\lambda \geq 0$, define

$$H_\lambda(r, u) := \frac{1}{r^{n+\alpha+2\lambda}} \int_{\partial B_r} u^2 |y|^\alpha. \tag{8.20}$$

For all $0 \leq \lambda \leq N(0^+, u)$, the map $r \mapsto H_\lambda(r, u)$ is non-decreasing.
Given \( \lambda > \lambda \) (See, also, the proof of Lemma 2.4.) The lemma then follows from Lemma 8.12: \( N(r, u) \geq N(0^+, u) \geq \lambda \).

Now we move to the Weiss energies.

**Lemma 8.14.** Let \( u \) be the solution to (8.2) and \( 0 \in \Lambda(u) \). Given \( \lambda \geq 0 \), define

\[
W_\lambda(r, u) := H_\lambda(r, u)(N(r, u) - \lambda).
\]

For all \( \lambda \geq 0 \), the map \( r \mapsto W_\lambda(r, u) \) is non-decreasing.

**Proof.** Arguing as in the proof of Lemma 8.12, using Lemma 8.15.

We close this subsection with a useful limit.

**Lemma 8.15.** Let \( u \) be the solution to (8.2) and \( 0 \in \Lambda(u) \). Suppose that \( N(0^+, u) = \lambda^* \). Given \( \lambda > \lambda^* \),

\[
\lim_{r \downarrow 0} H_\lambda(r, u) = +\infty.
\]

**Proof.** Suppose, to the contrary, we can find a sequence of radii \( r_\ell \downarrow 0 \) such that \( H_\lambda(r_\ell, u) \leq C \) for all \( \ell \in \mathbb{N} \). Then, for \( \mu \in (\lambda^*, \lambda) \), \( H_\mu(r_\ell, u) \to 0 \) as \( \ell \to \infty \). Hence, as \( W_\mu(r, u) \geq -\mu H(r, u) \) for all \( r > 0 \),

\[
\liminf_{\ell \to \infty} W_\mu(r_\ell, u) \geq \liminf_{\ell \to \infty} -\mu H_\mu(r_\ell, u) = 0.
\]

By the monotonicity of \( r \mapsto W_\mu(r, u) \), Lemma 8.14, we find that

\[
N(r_\ell, u) \geq \mu,
\]

for all \( \ell \in \mathbb{N} \). But this is impossible: \( \mu > \lambda^* := N(0^+, u) \).

### 8.4. Blow-up Analysis and Consequences.

This subsection is dedicated to the analysis of blow-ups of \( u \) at points \( X_0 \in \Lambda(u) \). As such, for \( X_0 \in \Lambda(u) \), define

\[
u_{X_0, r}(X) := u(X_0 + rX) \quad \text{and} \quad \tilde{u}_{X_0, r}(X) := \frac{u_{X_0, r}}{\|u_{X_0, r}\|_{L^2(\partial B_1, |y|^a)}}.
\]

We start by showing that blow-ups exists and are global, homogeneous solutions to (8.2).

**Lemma 8.16.** Let \( u \) be the solution to (8.2) and suppose that \( X_0 \in \Lambda(u) \). Let \( \tilde{u}_{X_0, r} \) be as in (8.23). Then, for every sequence \( r_\ell \downarrow 0 \), there exists a subsequence \( r_{\ell j} \downarrow 0 \) such that

\[
\tilde{u}_{X_0, r_{\ell j}} \to \tilde{u}_{X_0, 0} \quad \text{in} \quad W^{1,2}(B_1, |y|^a) \quad \text{as} \quad \ell \to \infty
\]

for some \( \tilde{u}_{X_0, 0} \in W^{1,2}(B_1, |y|^a) \). Moreover, \( \tilde{u}_{X_0, 0} \not\equiv 0 \) is a global, homogeneous solution to a very thin obstacle problem with zero obstacle. If, in addition, \( u \) is homogeneous, then \( \tilde{u}_{X_0, 0} \) is translation invariant with respect to \( X_0 \).
Proof. By Lemma 8.12, we see that given any sequence \( r_j \downarrow 0 \), the family \( \{\tilde{u}_{X_\ell,r_j}\}_{j \in \mathbb{N}} \) is uniformly bounded in \( W^{1,2}(B_1, |y|^a) \). Hence, there is a subsequence \( r_{j_k} \downarrow 0 \) such that

\[
\tilde{u}_{X_\ell,r_{j_k}} \rightharpoonup \tilde{u}_{X_\ell,0} \quad \text{in} \quad W^{1,2}(B_1, |y|^a).
\]

As \( \|\tilde{u}_{X_\ell,r_{j_k}}\|_{L^2(\partial B_1, |y|^a)} = 1 \),

\[
\|\tilde{u}_{X_\ell,0}\|_{L^2(\partial B_1, |y|^a)} = 1.
\]

Clearly, \( \tilde{u}_{X_0,0} \neq 0 \).

Since the family of functions \( \{\tilde{u}_{X_\ell,r_{j_k}}\}_{j \in \mathbb{N}} \) is locally uniformly Hölder continuous (by Corollary 8.8), we have that \( \tilde{u}_{X_\ell,r_{j_k}} \rightarrow \tilde{u}_{X_\ell,0} \) locally uniformly. Moreover, \( L_\ell \tilde{u}_{X_\ell,r_{j_k}} \rightharpoonup L_\ell \tilde{u}_{X_\ell,0} \) (which is non-positive) weakly* as measures (see, e.g., the proof of Proposition 3.2). Therefore, for every \( \rho > 0 \),

\[
0 = \int_{B_\rho} \tilde{u}_{X_\ell,r_{j_k}} L_\ell \tilde{u}_{X_\ell,r_{j_k}} |y|^a \rightarrow \int_{B_\rho} \tilde{u}_{X_\ell,0} L_\ell \tilde{u}_{X_\ell,0} |y|^a \quad \text{as} \quad \ell \rightarrow \infty,
\]

so that, since \( \tilde{u}_{X_\ell,0} L_\ell \tilde{u}_{X_\ell,0} \leq 0 \),

\[
\tilde{u}_{X_\ell,0} L_\ell \tilde{u}_{X_\ell,0} = 0 \quad \text{in} \quad \mathbb{R}^{n+1}.
\]

This, together with the uniform convergence of \( \tilde{u}_{X_\ell,r_{j_k}} \) and the weak* convergence of \( L_\ell \tilde{u}_{X_\ell,r_{j_k}} \) to \( L_\ell \tilde{u}_{X_\ell,0} \) directly yields that \( \tilde{u}_{X_\ell,0} \) is a global solution to the very thin obstacle problem with zero obstacle.

Furthermore, from the local uniform continuity of \( X \cdot \nabla \tilde{u}_{x_\ell,r_{j_k}} \) given by Corollary 8.11,

\[
\int_{\partial B_\rho} \tilde{u}_{X_\ell,r_{j_k}} (X \cdot \nabla \tilde{u}_{X_\ell,r_{j_k}}) |y|^a \rightarrow \int_{\partial B_\rho} \tilde{u}_{X_\ell,0} (X \cdot \nabla \tilde{u}_{X_\ell,0}) |y|^a \quad \text{as} \quad \ell \rightarrow \infty.
\]

Consequently, for all \( \rho > 0 \),

\[
N(\rho, \tilde{u}_{X_\ell,0}) = \lim_{r_{j_k} \downarrow 0} N(\rho, \tilde{u}_{X_\ell,r_{j_k}}),
\]

and, in particular,

\[
N(\rho, \tilde{u}_{X_\ell,0}) = N(0^+, u(X_\ell + \cdot)) =: \lambda_{X_\ell}
\]

for all \( \rho > 0 \). (By scaling, \( \lim_{r_{j_k} \downarrow 0} N(\rho, \tilde{u}_{X_\ell,r_{j_k}}) = \lim_{r_{j_k} \downarrow 0} N(\rho r_{j_k}, u(X_\ell + \cdot)) \). Hence, by Lemma 8.12, \( \tilde{u}_{X_\ell,0} \) is \( \lambda_{X_\ell} \)-homogeneous, and the first part of the proof is complete.

Now assume that \( u \) is \( \lambda \)-homogeneous. Then,

\[
\int_E \nabla \tilde{u}_{X_\ell,r_{j_k}} (X + r_{j_k}X) |y|^a = \int_E \lambda r_{j_k} \tilde{u}_{X_\ell,r_{j_k}} (X) |y|^a
\]

for any compact set \( E \subset B_1 \). In turn, as \( \tilde{u}_{X_\ell,r_{j_k}} \rightharpoonup \tilde{u}_{X_\ell,0} \) weakly in \( W^{1,2}(B_1, |y|^a) \), taking \( r_{j_k} \downarrow 0 \), we find that

\[
X_\ell \cdot \nabla \tilde{u}_{X_\ell,0}(X) = 0
\]

for almost every \( X \in B_1 \). Finally, by Corollary 8.11 and the \( \lambda_{X_\ell} \)-homogeneity of \( \tilde{u}_{X_\ell,0} \) established above, we see that \( (8.26) \) holds for all \( X \in \mathbb{R}^{n+1} \). \( \square \)

Just as we did in the thin obstacle setting, we define the nodal set of a solution \( u \) to \( (8.2) \):

\[
N(u) := \{(x', 0, 0) : u(x', 0, 0) = |\nabla_{x'} u(x', 0, 0)| = f_a(x') = 0 \}
\]

where \( f_a \) is defined as in Lemma 8.1.

In the following result, we prove an estimate on the size of the points whose blow-ups have spines

\[
L(\tilde{u}_{X_\ell,0}) := \{\xi' \in \mathbb{R}^{n-1} : \xi' \cdot \nabla_{x'} \tilde{u}_{X_\ell,0}(x', 0, 0) = 0 \quad \text{for all} \quad x' \in \mathbb{R}^{n-1} \}
\]

with a certain dimensional bound.
Proposition 8.17. Let $u$ be a solution to (8.2). Then,
\begin{equation}
\dim_{\mathbb{R}}(\{X_{0} \in N(u) : \dim L(\tilde{u}_{X_{0},0}) \leq d \text{ for all blow-ups } \tilde{u}_{X_{0},0}\}) \leq d,
\end{equation}
for any $d \in \{0, \ldots, n - 1\}$. Moreover, if $d = 0$, the previous set is countable.

Proof. The proof follows the first half of the proof of [FoSp18, Theorem 1.3]; and so, we have to check that the assumptions of [W97, Theorem 3.2] are fulfilled. In particular, we argue in parallel to [FoSp18, Section 8.1].

Define the upper semicontinuous function $f : B'_{1} \rightarrow \mathbb{R}^{+}$ by
\[ f(x'_{0}) := \begin{cases} N(0^{+}, u(x_{0} + \cdot)) & \text{if } X_{0} \in N(u) \\ 0 & \text{if } X_{0} \notin N(u), \end{cases} \]
and for any $x'_{0} \in B'_{1}$, let $\mathcal{G}_{x'_{0}}$ be the family of upper semicontinuous functions $g : \mathbb{R}^{n-1} \rightarrow \mathbb{R}^{+}$ given by
\[ g(z') := \begin{cases} N(0^{+}, \tilde{u}_{X_{0},0}(Z + \cdot)) & \text{if } X_{0} \in N(u) \\ 0 & \text{if } X_{0} \notin N(u), \end{cases} \]
where $\tilde{u}_{X_{0},0}$ is a possible blow-up limit of $u$ at $X_{0} = (x'_{0}, 0, 0)$ (as produced in Lemma 8.16), and of course, $Z = (z', 0, 0)$. Observe, arguing as in [FoSp18, Lemma 5.2], that for all $g \in \mathcal{G}_{x'_{0}}$,
\[ g(z') = g(0), \] if $g(z') = g(0)$, then $g(z' + \tau x') = g(z' + x')$ for all $x' \in \mathbb{R}^{n-1}$ and $\tau > 0$;
that is, $g$ is conical, following the definitions used in [FoSp18, Section 8.1] and [FMS15].

Furthermore, let $\{g_{j}\}_{j \in \mathbb{N}} \subset \mathcal{G}_{x'_{0}}$. For each $g_{j}$, we have an associated blow-up $\tilde{u}_{X_{0},0,j}$ which has $L^{2}(\partial B_{1}, |y|^{a})$-norm equal to 1. And arguing as in Lemma 8.16 and then applying a diagonal argument, we can find a subsequence $\{\tilde{u}_{X_{0},0,j_{\ell}}\}_{\ell \in \mathbb{N}}$ that converges weakly in $W^{1,2}(B_{1}, |y|^{a})$ and locally uniformly in $C^{-a}(B_{1})$ to a blow-up of $u$ at $X_{0}$. Call $\tilde{u}_{X_{0},0}^{(\infty)}$ this blow-up and define
\[ g_{\infty}(z') := \begin{cases} N(0^{+}, \tilde{u}_{X_{0},0}^{(\infty)}(Z + \cdot)) & \text{if } X_{0} \in N(u) \\ 0 & \text{if } X_{0} \notin N(u). \end{cases} \]
By construction, $g_{\infty} \in \mathcal{G}_{x'_{0}}$. Now given any convergent sequence $x'_{0} \rightarrow x'_{\infty} \in \mathbb{R}^{n-1}$ as $\ell \rightarrow \infty$, by Lemma 8.12 and the upper semicontinuity of the frequency,
\[ \limsup_{\ell \rightarrow \infty} N(0^{+}, \tilde{u}_{X_{0},0,j_{\ell}}(X_{\ell} + \cdot)) \leq \inf_{\rho > 0} \limsup_{\ell \rightarrow \infty} N(\rho, \tilde{u}_{X_{0},0,j_{\ell}}(X_{\ell} + \cdot)) = \inf_{\rho > 0} N(\rho, \tilde{u}_{X_{0},0}^{(\infty)}(X_{\infty} + \cdot)) = N(0^{+}, \tilde{u}_{X_{0},0}^{(\infty)}(X_{\infty} + \cdot)). \]
In turn,
\[ \limsup_{\ell \rightarrow \infty} g_{j_{\ell}}(x'_{0}) \leq g_{\infty}(x'_{\infty}), \]
and $\mathcal{G}_{x'_{0}}$ is a class of compact conical functions (see [FoSp18, Section 8.1] and [FMS15, Definition 3.3]). Like before, $X_{\ell} = (x'_{0}, 0, 0)$ and $X_{\infty} = (x'_{\infty}, 0, 0)$.

In addition, we need to check the structural hypotheses of [W97, Theorem 3.2], which we do as in [FoSp18, Section 8.1(i) and (ii)]. For all $g \in \mathcal{G}_{x'_{0}}$, from the proof of Lemma 8.16,
\[ g(0) = f(x'_{0}). \]
Moreover, suppose $r_{j} \downarrow 0$. By Lemma 8.16, we can find a subsequence $r_{j_{\ell}} \downarrow 0$ and element $g_{\infty} \in \mathcal{G}_{x'_{0}}$ so that for any convergent sequence $x'_{0} \rightarrow x'_{\infty} \in B'_{1}$ as $\ell \rightarrow \infty$,
\[ \limsup_{\ell \rightarrow \infty} f(x'_{0} + r_{j_{\ell}}x'_{0}) \leq g_{\infty}(x'_{\infty}). \]
In particular,

$$g_\infty(z) := \begin{cases} N(0^+, \tilde{u}_{X_o,0}(Z + \cdot)) & \text{if } X_o \in N(u) \\ 0 & \text{if } X_o \notin N(u) \end{cases}$$

with \( \tilde{u}_{X_o,0} \) being the weak \( W^{1,2}(B_1, |y|^a) \) limit of \( \tilde{u}_{X_o,r_{j\ell}} \) (it is also the limit in \( C^{-a}_{\text{loc}}(B_1) \) of \( \tilde{u}_{X_o,r_{j\ell}} \)). Indeed,

$$\limsup_{\ell \to \infty} N(0^+, u(X_o + r_{j\ell} X_\ell + \cdot)) \leq \inf_{\rho > 0} \limsup_{\ell \to \infty} N(r_{j\ell} \rho, u(X_o + r_{j\ell} X_\ell + \cdot))$$

$$= \inf_{\rho > 0} \limsup_{\ell \to \infty} N(\rho, \tilde{u}_{X_o,r_{j\ell}}(X_\ell + \cdot))$$

$$= \inf_{\rho > 0} N(\rho, \tilde{u}_{X_o,0}(X_\infty + \cdot))$$

$$= N(0^+, \tilde{u}_{X_o,0}(X_\infty + \cdot)).$$

(Again, \( X_\ell = (x'_\ell, 0, 0) \) and \( X_\infty = (x'_\infty, 0, 0) \).) Hence, applying [W97, Theorem 3.2] (or see [FoSp18, Section 8.1]), we prove (8.28). \( \square \)

We close this section recalling the classification of two-dimensional homogeneous solutions to (8.2), which was proved in [FoSp18, Proposition A.1(i)], and an important consequence.

**Lemma 8.18.** Let \( n = 1 \). Let \( u \) be a \( \lambda \)-homogeneous solution to (8.2), subject to its own boundary data. Then,

$$\lambda \in \{-a, 1, 2, 3, \ldots\}.$$  

In addition, when \( \lambda \in \mathbb{N} \), \( u \) is an \( a \)-harmonic polynomial in \( \mathbb{R}^2 \).

**Proof.** The possible values of \( \lambda \) are classified in [FoSp18, Proposition A.1(i)], whence \( \lambda \in \mathbb{N} \). Moreover, these integrally homogeneous solutions are polynomials; in particular, they are \( a \)-harmonic. That said, in [FoSp18], only homogeneities greater or equal than \( 1 + s \) are considered. Within the proof of [FoSp18, Proposition A.1(i)], however, if homogeneities in \((0,1)\) are also considered, then only one extra homogeneity appears: \(-a\), by taking \( \nu = -1+s \) (using the notation of [FoSp18]). \( \square \)

**Corollary 8.19.** Let \( n \geq 2 \) and \( u \) be the solution to (8.2). Then,

$$\dim_\mathbb{H} (\{X_o \in \Lambda(u) : N(0^+, u(X_o + \cdot)) \notin \mathbb{N} \cup \{-a\}\}) \leq n - 2.$$  

**Proof.** If \( Z_o \in \Lambda(u) \setminus \{X_o \in \Lambda(u) : \dim L(u_{X_o,0}) \leq n - 2 \text{ for all blow-ups } \tilde{u}_{X_o,0}\} \), then there exists a blow-up \( \tilde{u}_{Z_o,0} \) such that \( \dim L(\tilde{u}_{Z_o,0}) = n - 1 \). In turn, since two-dimensional homogeneous solutions to the very thin obstacle problem with zero obstacle are polynomials or a multiple of \(|X|^{-a}\) (by Lemma 8.18), we deduce that \( N(0^+, u(Z_o + \cdot)) \in \mathbb{N} \cup \{-a\} \). Hence, from Proposition 8.17, we conclude. \( \square \)

9. **Final Remark: Global Problems**

In this final section, we state three global obstacle problems — all equivalent — to provide some additional perspective on the very thin obstacle problem. Let

$$\psi \in C^{1,1}(\mathbb{R}^{n-1})$$

be our obstacle, which we assume decays rapidly at infinity.

The very thin obstacle problem for \( L_a \) in \( \mathbb{R}^{n+1} \) with \( a \in (-1, 0) \). Our first problem is a global version of the very thin obstacle problem for \( L_a \) with obstacle \( \psi \) on \( \{x_n = y = 0\} \). Namely, we can consider either the global minimizer of the energy (8.1) among those functions that
The obstacle problem for

The thin obstacle problem for

the solution to

\[ (9.4) \]

\[ \left\{ \begin{array}{ll}
  w_1(x', 0, 0) \geq \psi(x') & \text{in } \mathbb{R}^{n-1} \\
  L_0 w_1 = 0 & \text{in } (x', 0, 0) \cap \mathbb{R}^{n+1} \\
  L_0 w_1 \leq 0 & \text{in } \mathbb{R}^{n+1} \\
  \lim_{|X| \to \infty} w_1(X) = 0.
\end{array} \right. \]

Since \( a \in (-1, 0) \), it makes sense to say that the solution sits above the \( \psi \) on the set \( \{ x_n = y = 0 \} \).

The thin obstacle problem for \( (-\Delta)^s \) in \( \mathbb{R}^n \) with \( s \in (1/2, 1) \) Our second problem is the fractional thin obstacle problem. That is, we consider

\[ (9.3) \]

\[ \left\{ \begin{array}{ll}
  w_2(x', 0) \geq \psi(x') & \text{in } \mathbb{R}^{n-1} \\
  (-\Delta)^s w_2 = 0 & \text{in } (x', 0) \cap \mathbb{R}^{n+1} \\
  (-\Delta)^s w_2 \leq 0 & \text{in } \mathbb{R}^{n+1} \\
  \lim_{|x| \to \infty} w_2(x) = 0.
\end{array} \right. \]

The obstacle problem for \( (-\Delta)^{s-\frac{1}{2}} \) in \( \mathbb{R}^{n-1} \) with \( s \in (1/2, 1) \). Our third and final problem is the obstacle problem for the fractional Laplacian \( (-\Delta)^{s-\frac{1}{2}} \) in \( \mathbb{R}^{n-1} \). This problem is classical already, and its Euler–Lagrange equations are

\[ (9.4) \]

\[ \left\{ \begin{array}{ll}
  w_3(x') \geq \psi(x') & \text{in } \mathbb{R}^{n-1} \\
  (-\Delta)^{s-\frac{1}{2}} w_3 = 0 & \text{in } \mathbb{R}^{n-1} \\
  (-\Delta)^{s-\frac{1}{2}} w_3 \leq 0 & \text{in } \mathbb{R}^{n-1} \\
  \lim_{|x'| \to \infty} w_3(x') = 0.
\end{array} \right. \]

**Proposition 9.1.** If \( w_1(x', x_n, y) \) is the solution to (9.2), then \( w_2(x', x_n) = w_1(x', x_n, 0) \) is the solution to (9.3), and \( w_3(x') = w_2(x', 0) = w_1(x', 0, 0) \) is the solution to (9.4).

**Proof.** The fact that \( w_2(x', x_n) \) is a solution to (9.3) comes from the extension problem for the fractional Laplacian (see [CS07]). The fact that \( w_3(x') \) solves (9.4) is due to Lemma 8.1 and Proposition 8.2.

\[ \square \]
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