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Abstract
This paper is concerned with the stability analysis of nonlinear mixed fractional delay differential equations using Krasnoselskii’s fixed point theorem in a weighted Banach space.
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1. Introduction
Fractional differential equations have become an important field of applied mathematics and modeling of many physical phenomena associated to very rapid and very short changes, for more details we refer to the books (\cite{1, 11, 15, 16, 20, 21}) and the references therein. In particular, initial value problems and boundary value problems related to the qualitative theory of the existence, uniqueness and stability of solutions for fractional differential equations have been mainly discussed by a lot of authors especially in last three decades or so. Beside, several methods have been employed to prove the existence, uniqueness and stability of solutions for fractional boundary value problems among the spectra theory, the critical point theory, method of upper and lower solutions and the fixed point theorems \cite{11, 12, 13, 22}, among others.
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Agarwal et al. [4], investigated an existence result for the following Caputo fractional order functional differential equations with delay using the Krasnoselskii’s fixed point theorem
\[
\begin{align*}
C D^\alpha[u(t) - g(t, u(t - r))] &= f(t, u(t - r)), \quad t \geq t_0, \\
\lambda(t) &= \Phi(t), \quad t \in [t_0, t_0], \quad 0 < \alpha \leq 1.
\end{align*}
\]

In [5], Bashir et al. studied the qualitative theory of the following boundary value problem with delay
\[
\begin{align*}
D^\alpha \left(D^\beta u(t) - g(t, u(t - r))\right) &= f(t, u(t - r)), \quad t \in [1, b], \\
\lambda(t) &= \Phi(t), \quad t \in [1 - r, 1], \\
\lambda(D^\beta u(1)) &= \eta \in \mathbb{R},
\end{align*}
\]
where $D^\alpha$ and $D^\beta$ are the Caputo-Hadamard fractional derivatives, $0 < \alpha, \beta < 1$.

Ge and Kou [9], by utilizing the Krasnoselskii’s fixed point theorem, discussed the stability and asymptotic stability of the zero solution to the following Caputo type fractional differential equation
\[
\begin{align*}
C D^\alpha u(t) &= f(t, u(t)), \quad t \geq 0, \quad 1 < \alpha \leq 2, \\
\lambda(0) &= u_0, \quad u'(0) = u_1.
\end{align*}
\]
Furthermore, in [3], Boulare et al. discussed the stability and asymptotic stability of the zero solution of the following boundary value problem with delay
\[
\begin{align*}
C D^\alpha u(t) &= f(t, u(t), (t - r(t))) + C D^{\alpha - 1} g(t, u(t - r(t))), \quad t \geq 0, \\
\lambda(t) &= \Phi(t), \quad t \in [m_0, 0], \quad u'(0) = u_1, \quad 1 < \alpha < 2.
\end{align*}
\]

where $m_0 = \inf_{t \geq 0} \{t - r(t)\}$. Motivated by the works mentioned above and the papers [2] [3] [8] [10] [12] [13] [14] [17] [18] [19] [23] [24] and the references therein, We aim to enrich the field of differential equations by talking about the analysis of qualitative theory of the subjects of the stability and asymptotic stability of the zero solution to the following initial value problem of mixed Riemann-Liouville-Caputo fractional differential equations with delay on unbounded interval
\[
\begin{align*}
\begin{cases}
RL D^\alpha \left[C D^\beta u(t) - g(t, u(t - r))\right] &= f(t, u(t - r)), \quad t \geq 0, \\
\lambda(t) &= \Phi(t), \quad t \in [-r, 0], \\
\lim_{t \to 0} t^{-\alpha} C D^{\beta} u(t) &= 0, \quad u'(0) = u_0 \in \mathbb{R},
\end{cases}
\end{align*}
\]
where $RL D^\alpha$ and $C D^\beta$ are the left Riemann Liouville and left Caputo fractional derivatives respectively, $0 < \alpha \leq 1, \quad 1 < \beta \leq 2, \quad r > 0$, $f, g : \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R}$ are continuous functions with $f(t, 0) = g(t, 0) = 0$ and we denote the solution of (1) by $u(t, \Phi, u_0)$.

To this aim, we start by transformation (1) into fixed point problem using some mathematical skills of fractional integral and derivative, then we use Krasnoselskii’s fixed point theorem in appropriate weighted Banach space.

2. preliminaries

In this section, we introduce some notations, definitions, and preliminary concepts that which we need in later and can be found in [16] [17] [21] [22] as well as we present the equivalent integral equation of (1).

Let $C_\lambda$ be the class of all continuous functions defined on $[-r, +\infty)$ with the norm
\[
\|u\|_\lambda = \sup_{t \geq -r} \left\{ e^{-\lambda t} |u(t)| \right\},
\]
for all positive real number $\lambda > 1$. Also $C_r = C([-r, 0])$ is endowed with norm
$$\|\Phi\|_{C} := \sup\{|\Phi(t)| : t \in [-r, 0]\}.$$  

We present in the following some basic concepts of fractional calculus.

**Definition 2.1 ([16, 21]).** The Riemann-Liouville fractional integral of the function $u$ of order $\alpha > 0$ is defined by
$$I^\alpha u(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} u(s) \, ds,$$
where $\Gamma$ is the Euler gamma function defined by $\Gamma(\alpha) = \int_0^\infty e^{-t} t^{\alpha-1} \, dt$.

**Definition 2.2 ([16, 21]).** The Riemann-Liouville fractional derivative of the function $u$ of order $\alpha \in (n-1, n]$ is defined by
$$RLD^\alpha u(t) = \frac{1}{\Gamma(n-\alpha)} \frac{d^n}{dt^n} \int_0^t (t-s)^{n-\alpha-1} u(s) \, ds.$$

**Definition 2.3 ([16, 21]).** The Caputo fractional derivative of the function $u$ of order $\alpha \in (n-1, n]$ is defined by
$$CD^\alpha u(t) = \frac{1}{\Gamma(n-\alpha)} \int_0^t (t-s)^{n-\alpha-1} u^{(n)}(s) \, ds.$$

Let $\alpha > 0$ be a real number, we have two following lemmas.

**Lemma 2.4.** The unique solution of linear fractional differential equation
$$RLD^\alpha u(t) = 0,$$
is given by
$$u(t) = c_1 t^{\alpha-1} + c_2 t^{\alpha-2} + c_3 t^{\alpha-3} + \ldots + c_n t^{\alpha-n}, \ c_i \in \mathbb{R}, \ i = 1, 2, \ldots, n,$$
where $n = [\alpha] + 1$, $[\alpha]$ denotes the integer part of $\alpha$.

**Lemma 2.5.** The unique solution of linear fractional differential equation
$$CD^\alpha u(t) = 0,$$
is given by
$$u(t) = c_1 + c_2 t + \ldots + c_n t^{n-1}, \ c_i \in \mathbb{R}, \ i = 1, 2, \ldots, n,$$
where $n = [\alpha] + 1$.

**Lemma 2.6.** Problem ([1]) is equivalent to the following Caputo type fractional differential equation with delay
$$\begin{cases}
CD^\beta u(t) = I^\alpha f(t, u(t-r)) + g(t, u(t-r)), & t \geq 0, \\
u(t) = \Phi(t), & t \in [-r, 0], \\
u'(0) = u_0.
\end{cases} \tag{2}
$$

**Proof.** Using Lemma 2.4, equation one of ([1]) can be written as
$$CD^\beta u(t) = I^\alpha f(t, u(t-r)) + g(t, u(t-r)) + c_0 t^{\alpha-1},$$
using condition $\lim_{t \to 0} t^{1-\alpha} CD^\beta u(t) = 0$, we get $c_0 = 0$. Then we obtain the desired result. \qed
Lemma 2.7. Let \( f \) and \( g \) are continuous functions. Then \( u \in C([-r, +\infty)) \) is a solution of the problem (2) if and only if \( u \) is a solution of the delay Cauchy type problem

\[
\begin{align*}
\left\{ 
\begin{array}{l}
u'(t) = I^{\alpha+\beta-1}f(t, u(t-r)) + I^{\beta-1}g(t, u(t-r)) + u_0, \quad t \geq 0, \\
u(t) = \Phi(t), \quad t \in [-r, 0].
\end{array}
\right.
\]
\tag{3}
\]

Proof. Let \( u \in C([-r, +\infty)) \) be a solution of the problem (2), for any \( t \geq 0 \), we have

\[
C D^\beta u(t) = \left( C D^\beta D^1 u \right) (t) = I^\alpha f(t, u(t-r)) + g(t, u(t-r)).
\]

According to Lemma 2.5 and the condition \( u'(0) = u_0 \), one gets

\[
u'(t) = I^{\beta-1} \left[ I^\alpha f(t, u(t-r)) + g(t, u(t-r)) \right] + u_0,
\]

which means that \( u \) is a solution of the problem (3).

Conversely, let \( u \) be a solution of the problem (3). Then, for any \( t \geq 0 \), it is easy to see that

\[
\begin{align*}
C D^\beta u(t) &= C D^\beta I^{\beta-1} u'(t) \\
&= C D^\beta \left( I^{\alpha+\beta-1}f(t, u(t-r)) + I^{\beta-1}g(t, u(t-r)) \right) + C D^\beta u_0 \\
&= I^\alpha f(t, u(t-r)) + g(t, u(t-r)).
\end{align*}
\]

Besides, we have \( u'(0) = u_0 \).

Lemma 2.8. Let \( k \in \mathbb{R}^+ \) satisfies that \( |k| \leq \frac{\lambda-1}{\lambda+k} \), clearly \( \lambda + k > 0 \). Then (3) is equivalent to the following Volterra type integral equation

\[
\begin{align*}
\left\{ 
\begin{array}{l}
u(t) = \Phi(0) e^{-kt} + \frac{1-e^{-kt}}{k} u_0 + k \int_0^t e^{-k(t-s)} u(s) ds \\
+ \frac{1}{\Gamma(\alpha+\beta-1)} \int_0^t \int_0^\tau e^{-k(t-\tau)} (s-\tau)^{\alpha+\beta-2} ds \tau f(\tau, u(\tau-r)) d\tau \\
+ \frac{1}{\Gamma(\beta-1)} \int_0^t \int_\tau^\infty e^{-k(t-\tau)} (s-\tau)^{\beta-2} d\tau \int_0^\tau f(s, u(s-r)) ds + u_0, \\
u(t) = \Phi(t), \quad t \in [-r, 0].
\end{array}
\right.
\]
\tag{4}
\]

Proof. Let \( k \) defined above. It is clear that (3) can be written as follow

\[
\begin{align*}
\left\{ 
\begin{array}{l}
u'(t) + ku(t) = ku(t) + \frac{1}{\Gamma(\alpha+\beta-1)} \int_0^t (t-s)^{\alpha+\beta-2} f(s, u(s-r)) ds \\
+ \frac{1}{\Gamma(\beta-1)} \int_0^t (t-s)^{\beta-2} g(s, u(s-r)) ds + u_0, \\
u(t) = \Phi(t), \quad t \in [-r, 0].
\end{array}
\right.
\]

By the variation of constants formula, we obtain (4).

Conversely, it is clear that

\[
\left( e^{kt} u(t) \right)' = (u'(t) + ku(t)) e^{kt},
\]

Claim 1.
using this fact, we get

\[ (u'(t) + ku(t)) e^{kt} \]

\[ = \left[ \Phi (0) + k \int_0^t e^{ks} u(s) ds \right. \]

\[ \left. + \frac{1}{\Gamma (\alpha + \beta - 1)} \int_0^t \int_\tau^t e^{ks} (s - \tau)^{\alpha - 2} ds f(\tau, u(\tau - r)) d\tau \right. \]

\[ \left. + \frac{1}{\Gamma (\beta - 1)} \int_0^t \int_\tau^t e^{ks} (s - \tau)^{\beta - 2} ds g(\tau, u(\tau - r)) d\tau \right. \]

\[ \left. + \frac{e^{kt} - 1}{k} u_0 \right] ' \]

\[ = e^{kt} u_0 + k e^{kt} u(t) + \left[ \int_0^t e^{k\tau} I^{\alpha + \beta - 1} f(\tau, u(\tau - r)) d\tau \right. \]

\[ + \left. \int_0^t e^{k\tau} I^{\beta - 1} g(\tau, u(\tau)) d\tau \right] ' \]

\[ = e^{kt} \left( u_0 + I^{\alpha + \beta - 1} f(t, u(t - r)) + I^{\beta - 1} g(t, u(t - r)) + ku(t) \right). \]

This means that

\[ u'(t) = I^{\alpha + \beta - 1} f(t, u(t - r)) + I^{\beta - 1} g(t, u(t - r)) + u_0. \]

On the other hand, if \( (4) \) holds we have \( u(0) = \Phi (0) \).

From the argument above, we get that the system \( (3) \) can be equivalently written as \( (4) \).

**Definition 2.9.** The trivial solution \( u = 0 \) of \( (4) \) is said to be

(i) stable in Banach space \( C_\lambda \), if for every \( \epsilon > 0 \), there exists a \( \delta = \delta (\epsilon) > 0 \) such that \( |\Phi (t)| + |u_0| \leq \delta \) implies that the solution \( u(t) = u(t, \Phi, u_0) \) exists for all \( t \in [-r, +\infty) \) and satisfies \( \|x\|_{\lambda} \leq \epsilon \).

(ii) asymptotically stable, if it is stable in \( C_\lambda \) and there exists a number \( \sigma > 0 \) such that \( |\Phi (t)| + |u_0| \leq \sigma \) implies \( \lim_{t \to \infty} \|u(t)\|_{\lambda} = 0 \).

Our main results based on the Krasnoselskii fixed point theorem.

**Lemma 2.10** (Krasnoselskii fixed point theorem [22]). If \( M \) is a nonempty bounded, closed and convex subset of a Banach space \( E \), \( A \) and \( B \) two operators defined on \( M \) with values in \( E \) such as

(i) \( Au + Bv \in M \), for all \( u, v \in M \),

(ii) \( A \) is continuous and compact,

(iii) \( B \) is a contraction.

Then there exists \( w \in M \) such as: \( w = Aw + Bw \).

In order to prove (ii), we need to the following modified compactness criterion.

**Lemma 2.11** ([17]). Let \( M \) be a subset of the Banach space \( C_\lambda \). Then \( M \) is relatively compact in \( C_\lambda \) if the following conditions are satisfied

\( i \) \( \{ e^{-\lambda_1} u(t) : u \in M \} \) is uniformly bounded,

\( ii \) \( \{ e^{-\lambda_2} u(t) : u \in M \} \) is equicontinuous on any compact interval of \( \mathbb{R} \),

\( iii \) \( \{ e^{-\lambda} u(t) : u \in M \} \) is equiconvergent at infinity, i.e. for any given \( \epsilon > 0 \), there exists a \( T_0 > 0 \) such that for all \( u \in M \) and \( t_1, t_2 > T_0 \), it holds

\[ \left| e^{-\lambda_1} u(t_2) - e^{-\lambda_1} u(t_1) \right| < \epsilon. \]
3. Main results

This section devoted to presenting and proving our main results. Before this end, we introduce the following hypotheses.

(H1) \( f, g : I \times C_r \to \mathbb{R} \) are continuous functions.

(H2) There exists a constant \( l > 0 \) and a bounded continuous function \( \eta > 0 \) so that if \( |u|, |v| \leq l \) then

\[
|g(t, u) - g(t, v)| \leq \eta(t) |u - v|, \quad \text{for all } t \in \mathbb{R}_+.
\]

(H3) There exist a constant \( \gamma > 0 \) and two continuous functions \( \zeta : \mathbb{R}_+ \to \mathbb{R}_+ \), \( \Psi : (0, \gamma] \to \mathbb{R}_+ \) such that

\[
|f(t, e^{\lambda(t-r)}u)| \leq e^{\lambda t} \zeta(t) \Psi(|u|),
\]

holds for all \( t \geq 0 \), \( 0 < |u| \leq \gamma \), where \( \Psi \) is nondecreasing function and \( \zeta \in L^1((0, \infty)) \).

**Theorem 3.1.** Assume that (H1) – (H3) hold. Then the trivial solution \( u = 0 \) of (1) is stable in \( C_{\lambda} \), provided that there exist constants \( M_1, M_2 > 0 \) such that

\[
\Psi(z) \sup_{t \geq 0} \int_0^t e^{-\lambda(t-\tau)}K(t - \tau)\zeta(\tau) d\tau \leq zM_2,
\]

for all \( z \in (0, \gamma] \), and

\[
\sup_{t \geq 0} \int_0^t e^{-\lambda(t-\tau)}\mathcal{H}(t - \tau)\eta(\tau) d\tau \leq M_1 < 1 - \frac{|k|}{\lambda + k} - M_2 < 1,
\]

where

\[
K(t - \tau) = \frac{1}{\Gamma(\alpha + \beta - 1)} \int_\tau^t e^{-k(t-s)}(s - \tau)\alpha + \beta - 2 ds, \quad \text{if } t - \tau \geq 0,
\]

and

\[
\mathcal{H}(t - \tau) = \frac{1}{\Gamma(\beta - 1)} \int_\tau^t e^{-k(t-s)}(s - \tau)\beta - 2 ds, \quad \text{if } t - \tau \geq 0.
\]

**Proof.** In the proof of this theorem, we use the fact that \( e^{-\lambda t} = e^{-\lambda(t-r)}e^{-\lambda t} \) for all \( t \geq \tau \). For any given \( \epsilon > 0 \), we first prove the existence of \( \delta > 0 \) such that

\[
|\phi(t)| + |u_0| < \delta \text{ implies } ||u|| \leq \epsilon.
\]

Let \( 0 < \delta \leq \frac{|k|}{|k| + 2} \left[ \left( 1 - \frac{|k|}{|k| + 2} \right) \left( 1 - M_1 - M_2 - \frac{|k|}{\lambda + k} \right) + \epsilon \right] \). Consider the nonempty closed convex subset \( B_\epsilon = \{ u \in C_{\lambda}([-r, +\infty), \mathbb{R}) : e^{-\lambda t} |u(t)| \leq \epsilon \text{ for } t \geq 0 \text{ and } u(t) = \phi(t) \text{ if } t \in [-r, 0] \} \) for any \( \epsilon > 0 \). We define two mapping \( \mathcal{A}, \mathcal{B} : B_\epsilon \to C_{\lambda}([-r, +\infty), \mathbb{R}) \) by

\[
(\mathcal{A} u)(t) = \left\{ \begin{array}{ll}
0 & \text{if } t \in [-r, 0], \\
k \int_0^t e^{-k(t-s)}u(s) ds + \int_0^t K(t - \tau) f(\tau, u(\tau - r)) d\tau & \text{if } t \in I,
\end{array} \right.
\]

and

\[
(\mathcal{B} u)(t) = \left\{ \begin{array}{ll}
\Phi(t) & \text{if } t \in [-r, 0], \\
\Phi(0) e^{-k t} + \frac{1 - e^{-k t}}{k} u_0 + \int_0^t \mathcal{H}(t - \tau) g(\tau, u(\tau - r)) d\tau & \text{if } t \in I.
\end{array} \right.
\]
Clearly, for \( u \in B_\epsilon \), both \( Au \) and \( Bu \) are continuous functions on \([-r, +\infty)\). Also, for \( u \in B_\epsilon \), for any \( t \geq 0 \), we have

\[
e^{-\lambda t} |(Au)(t)| \leq |k| e^{-\lambda t} \int_0^t e^{-k(t-s)} |u(s)| ds + \int_0^t e^{-\lambda t} \mathcal{K}(t-\tau) |f(\tau, u(\tau-r))| d\tau
\]

\[
\leq |k| \int_0^t e^{-\lambda t} e^{-k(t-s)} e^{-\lambda s} u(s) ds
+ \int_0^t e^{-\lambda t} \mathcal{K}(t-\tau) \zeta(\tau) \Psi (|u(\tau-r)|) d\tau
\]

\[
\leq |k| \|u\|_\lambda \int_0^\infty e^{-(\lambda+k)s} ds
+ \int_0^t e^{-\lambda(t-\tau)} \mathcal{K}(t-\tau) \zeta(\tau) \Psi \left( e^{-\lambda(t-\tau)} |u(\tau-r)| \right) d\tau
\]

\[
\leq \left( \frac{2|k|}{\lambda + k} + M_2 \right) \epsilon < \infty, \quad (9)
\]

and

\[
e^{-\lambda t} |(Bu)(t)| \leq |\Phi(0)| e^{-(\lambda+k)t} + \frac{e^{-\lambda t} + e^{-(\lambda+k)t}}{|k|} |u_0|
+ \int_0^t e^{-\lambda t} \mathcal{H}(t-\tau) g(\tau, u(\tau-r)) d\tau
\]

\[
\leq |\Phi(0)| + 2 \left| \frac{|u_0|}{|k|} \right| + \int_0^t e^{-\lambda(t-\tau)} \mathcal{H}(t-\tau) e^{\lambda r} g(\tau, u(\tau-r)) d\tau
\]

\[
\leq |\Phi(0)| + 2 \left| \frac{|u_0|}{|k|} \right| + \int_0^t e^{-\lambda(t-\tau)} \mathcal{H}(t-\tau) \eta(\tau) |e^{\lambda r} u(\tau)| d\tau
\]

\[
\leq |\Phi(0)| + 2 \left| \frac{|u_0|}{|k|} \right| + \left\{ \int_0^t e^{-\lambda(t-\tau)} \mathcal{H}(t-\tau) \eta(\tau) d\tau \right\} \|u\|_\lambda
\]

\[
\leq |\Phi(0)| + 2 \left| \frac{|u_0|}{|k|} \right| + M_1 \epsilon < \infty. \quad (10)
\]

Then \( AB_\epsilon \subset C_\lambda \) and \( BB_\epsilon \subset C_\lambda \). Now we shall prove that there exists at least one fixed point of the operator \( A + B \). To this end, we divide the proof into three claims.

**Claim 1.** We show that \( Au + Bu \in B_\epsilon \) for all \( u, v \in B_\epsilon \), we combine \((9)\) and \((10)\) to get

\[
\|Au + Bu\|_\lambda \leq \frac{|k| + 2}{|k|} \delta + \left( M_1 + M_2 + \frac{2|k|}{\lambda + k} \right) \epsilon \leq \epsilon,
\]

this means that \( Au + Bu \in B_\epsilon \), for all \( u, v \in B_\epsilon \).

**Claim 2.** Obviously, \( A \) is continuous operator, it remains to prove that \( AB_\epsilon \) is relatively compact in \( C_\lambda \). In fact, from \((11)\), we get that \( \{ e^{-\lambda t} u(t) : u \in B_\epsilon \} \) is uniformly bounded in \( C_\lambda \). Moreover, a classical theorem states that the convolution of an \( L^1 \)-function with a function tending to zero, does also tend to zero. Then we conclude that for \( t \geq \tau \), we have

\[
\lim_{t \to \infty} e^{-\lambda(t-\tau)} \mathcal{K}(t-\tau)
= \lim_{t \to \infty} \frac{1}{\Gamma(\alpha + \beta - 1)} \int_0^t \left[ e^{-\lambda(t-s)} e^{-k(t-s)} \right] e^{-\lambda(s-\tau)(s-\tau)^{\alpha+\beta-2}} ds
\]

\[
= \lim_{t \to \infty} \frac{1}{\Gamma(\alpha + \beta - 1)} \int_0^t \left[ e^{-(\lambda+k)(t-\tau-s)} \right] e^{-\lambda s^{\alpha+\beta-2}} ds = 0. \quad (12)
\]
Together with the continuity of functions $\mathcal{K}$ and $t \mapsto e^{-\lambda t}$, we get that there exists a constant $M_3 > 0$ such that

$$e^{-\lambda(t-\tau)}\mathcal{K}(t-\tau) \leq M_3.$$ 

Also, for any fixed $T_0 \geq 0$ and any $t_1, t_2 \in [0, T_0]$, $t_1 < t_2$, we have

$$\left| e^{-\lambda t_2} (Au)(t_2) - e^{-\lambda t_1} (Au)(t_1) \right|$$

$$= \left| \int_0^{t_2} e^{-\lambda t_2} e^{-k(t_2-s)} u(s) ds - \int_0^{t_1} e^{-\lambda t_1} e^{-k(t_1-s)} u(s) ds \right|$$

$$+ \int_0^{t_2} e^{-\lambda t_2} \mathcal{K}(t_2-\tau) f(\tau, u(\tau-\tau)) d\tau$$

$$- \int_0^{t_1} e^{-\lambda t_1} \mathcal{K}(t_1-\tau) f(\tau, u(\tau-\tau)) d\tau$$

$$\leq \left| \int_0^{t_1} e^{-\lambda t_2} e^{-k(t_2-s)} - e^{-\lambda t_1} e^{-k(t_1-s)} \right| \left| u(s) \right| ds$$

$$+ \int_0^{t_1} e^{-\lambda t_2} \mathcal{K}(t_2-\tau) - e^{-\lambda t_1} \mathcal{K}(t_1-\tau) \left| f(\tau, u(\tau-\tau)) \right| d\tau$$

$$+ \left| \int_0^{t_2} e^{-\lambda t_2} e^{-k(t_2-s)} \left| u(s) \right| ds + \int_0^{t_2} e^{-\lambda t_2} \mathcal{K}(t_2-\tau) \left| f(\tau, u(\tau-\tau)) \right| d\tau.$$

Thus

$$\left| e^{-\lambda t_2} (Au)(t_2) - e^{-\lambda t_1} (Au)(t_1) \right|$$

$$\leq \left| \int_0^{t_1} e^{-(\lambda+k)(t_2-s)} - e^{-(\lambda+k)(t_1-s)} \right| \left| e^{-k} u(s) \right| ds$$

$$+ \int_0^{t_1} e^{-\lambda t_2} \mathcal{K}(t_2-\tau) - e^{-\lambda t_1} \mathcal{K}(t_1-\tau) \left| \zeta (\tau) \Psi \left( \left| u(\tau-r) \right| \right) \right| d\tau$$

$$+ \int_0^{t_2} e^{-(\lambda+k)(t_2-s)} \zeta (\tau) e^{-\lambda \tau} \Psi \left( \left| u(\tau-r) \right| \right) d\tau$$

$$+ \left| \int_0^{t_1} e^{-(\lambda+k)(t_2-s)} - e^{-(\lambda+k)(t_1-s)} \right| \left| e^{-k} u(s) \right| ds$$

$$\leq \left\{ \left| \int_0^{t_1} e^{-(\lambda+k)(t_2-s)} - e^{-(\lambda+k)(t_1-s)} \right| ds + \left| \int_0^{t_2} e^{-(\lambda+k)(t_2-s)} ds \right| \epsilon \right\}$$

$$+ \left\{ \int_0^{t_1} \left| e^{-\lambda t_2} \mathcal{K}(t_2-\tau) - e^{-\lambda t_1} \mathcal{K}(t_1-\tau) \right| \zeta (\tau) d\tau \right\}$$

$$+ \left\| \zeta \right\|_{\infty} M_3 (t_2 - t_1) \Psi (\epsilon)$$

$$\rightarrow 0 \text{ as } t_2 \rightarrow t_1,$$

this means that $ \left\{ e^{-\lambda t} u(t) : u \in B_r \right\}$ is equicontinuous on any compact interval of $\mathbb{R}_+$, it remains to show that the set $ \left\{ e^{-\lambda t} u(t) : u \in B_r \right\}$ is equiconvergent at infinity. In fact, for any $\epsilon_1 > 0$ such that $\epsilon \leq \frac{\lambda+k}{6|k|}\epsilon_1$, there exists a $L > 0$ satisfies

$$M_3 \int_{L}^{\infty} \zeta (\tau) d\tau \leq \frac{\epsilon_1}{6}.$$ 

According to [12], we get that

$$\lim_{L \rightarrow \infty} \sup_{\tau \in [0,L]} e^{-\lambda(t-\tau)} \mathcal{K}(t-\tau)$$

$$\leq \max \left\{ \lim_{L \rightarrow \infty} e^{-\lambda(t-L)} \mathcal{K}(t-L) , \lim_{L \rightarrow \infty} e^{-\lambda \mathcal{K}(t)} \right\} = 0.$$
Then, there exists $T > L$ such that for $t_1, t_2 \geq T$, we obtain

\[
\sup_{\tau \in [0, L]} \left| e^{\lambda t_2} K(t_2 - \tau) - e^{\lambda t_1} K(t_1 - \tau) e^{\lambda T} \right| \\
\leq \sup_{\tau \in [0, L]} \left| e^{-\lambda(t_2 - \tau)} K(t_2 - \tau) \right| + \sup_{\tau \in [0, L]} \left| e^{-\lambda(t_1 - \tau)} K(t_1 - \tau) \right| \\
\leq \frac{\epsilon_1}{6} \left( \Psi(\epsilon) \int_0^\infty \zeta(\tau) \, d\tau \right)^{-1}.
\]

Furthermore, for $t \geq s$, we have

\[
\lim_{t \to \infty} e^{-\lambda(t+k)(t-s)} = 0,
\]

then for $t_1, t_2 \geq T$, on gets

\[
\sup_{s \in [0, L]} \left| e^{-\lambda(t+k)(t_2-s)} - e^{-\lambda(t+k)(t_1-s)} \right| \\
\leq \sup_{s \in [0, L]} \left| e^{-\lambda(t+k)(t_2-s)} \right| + \sup_{s \in [0, L]} \left| e^{-\lambda(t+k)(t_1-s)} \right| \leq \frac{\epsilon_1}{6} (|k|)^{-1}.
\]

Therefore, for $t_1, t_2 \geq T$, we have

\[
\left| e^{-\lambda A t_2} (A u)(t_2) - e^{-\lambda A t_1} (A u)(t_1) \right| \\
= \left| k \int_0^{t_2} e^{-\lambda t_2} e^{-k(t_2-s)} u(s) \, ds - k \int_0^{t_1} e^{-\lambda t_1} e^{-k(t_1-s)} u(s) \, ds \\
+ \int_0^{t_2} e^{-\lambda t_2} K(t_2 - \tau) f(\tau, u(\tau - \tau)) \, d\tau \\
- \int_0^{t_1} e^{-\lambda t_1} K(t_1 - \tau) f(\tau, u(\tau - \tau)) \, d\tau \right| \\
\leq \epsilon |k| \int_0^L \left| e^{-\lambda(t+k)(t_2-s)} - e^{-\lambda(t+k)(t_1-s)} \right| \, ds + 2\epsilon |k| \int_0^\infty e^{-\lambda(t+k)s} \, ds \\
+ \Psi(\epsilon) M_3 \int_0^{t_2} \zeta(\tau) \, d\tau + \Psi(\epsilon) M_3 \int_0^{t_1} \zeta(\tau) \, d\tau \\
+ \Psi(\epsilon) \int_0^L \left| e^{-\lambda t_2} K(t_2 - \tau) e^{\lambda \tau} - e^{-\lambda t_1} K(t_1 - \tau) e^{\lambda \tau} \right| \zeta(\tau) \, d\tau \\
\leq \frac{\epsilon_1}{6} + \frac{2\epsilon |k|}{\lambda + k} + 2\Psi(\epsilon) M_3 \int_L^\infty \zeta(\tau) \, d\tau + \frac{\epsilon_1}{6} \leq \epsilon_1,
\]

this achieves the proof.

**Claim 3.** We show that $B : B_\epsilon \to C_\lambda$ is a contraction mapping. In fact, for any $u, v \in B_\epsilon$, from (H2), we have

\[
\sup_{t \geq 0} e^{-\lambda t} \left| (Bu)(t) - (Bv)(t) \right| \\
= \sup_{t \geq 0} \left\{ \int_0^t e^{-\lambda(t-s)} \left| \gamma(t, u(\tau - \tau)) \right| \, d\tau \right\} \\
\leq \sup_{t \geq 0} \left\{ \int_0^t e^{-\lambda(t-s)} \eta(\tau) \left| u(\tau) - v(\tau) \right| \, d\tau \right\} \\
\leq \sup_{t \geq 0} \left\{ \int_0^t e^{-\lambda(t-s)} \eta(\tau) \left[ e^{-\lambda \tau} \left| u(\tau) - v(\tau) \right| \right] \, d\tau \right\} \\
\leq \left\{ \sup_{t \geq 0} \int_0^t e^{-\lambda(t-s)} \eta(\tau) \, d\tau \right\} \|u - v\|_\lambda \leq M_1 \|u - v\|_\lambda,
\]
from (7) \( A \) is a contraction mapping.

By 2.10, there exists at least one fixed point of the operator \( A + B \).

Finally, for any \( \epsilon_2 > 0 \), if \( 0 < \delta_1 \leq \frac{|k|}{\lambda + k} \left( (1 - M_1 - M_2 - \frac{|k|}{\lambda + k}) \epsilon_2 \right) \), then \(|\phi(t)| + |u_0| < \delta_1 \) implies that

\[
e^{-\lambda t} |u(t)| \leq |k| e^{-\lambda t} \int_0^t e^{-k(t-s)} |u(s)| ds + \int_0^t e^{-\lambda t} K(t-\tau) |f(\tau, u(\tau - r))| d\tau
\]

\[
+ |\Phi(0)| e^{-(\lambda+k)t} + \frac{e^{-\lambda t} + e^{-(\lambda+k)t}}{|k|} |u_0|
\]

\[
+ \int_0^t e^{-\lambda t} \mathcal{H}(t-\tau) g(\tau, u(\tau - r)) d\tau
\]

\[
\leq |k| \int_0^t e^{-\lambda(t-s)} e^{-k(t-s)} \left| e^{-\lambda s} u(s) \right| ds
\]

\[
+ \int_0^t e^{-\lambda t} K(t-\tau) \zeta(\tau) \Psi(|u(\tau - r)|) d\tau
\]

\[
+ |\Phi(0)| + 2 \frac{|u_0|}{|k|} + \int_0^t e^{-\lambda(t-\tau)} \mathcal{H}(t-\tau) \eta(\tau) \left| e^{-\lambda \tau} u(\tau) \right| d\tau
\]

\[
\leq \left( M_1 + M_2 + \frac{|k|}{\lambda + k} \right) \|u\|_\lambda + \frac{|k| + 2 \delta_1}{|k|},
\]

this means that

\[
\|u\|_\lambda \left( 1 - \left( M_1 + M_2 + \frac{|k|}{\lambda + k} \right) \right) \leq \frac{|k| + 2 \delta_1}{|k|},
\]

so,

\[
\|u\|_\lambda \leq \frac{|k| + 2 \delta_1}{|k| \left( 1 - M_1 - M_2 - \frac{|k|}{\lambda + k} \right)} \leq \epsilon_2.
\]

Thus, we know that the trivial solution of (1) is stable in Banach space \( C_\lambda \).

**Theorem 3.2.** Suppose that all conditions of Theorem 3.1 are satisfied, and for any \( R > 0 \), there exist functions \( \varphi_R, \psi_R \in L^1([0, +\infty)) \), \( \varphi_R(t), \psi_R(t) > 0 \) such that \( |u| \leq R \) implies

\[
e^{-\lambda t} |f(t, u)| \leq \varphi_R(t), \quad e^{-\lambda t} |g(t, u)| \leq \psi_R(t) \quad \text{a.e.} \; t \in [0, +\infty).
\]

Then the trivial solution of (1) is asymptotically stable.

**Proof.** First, according to the Theorem 3.1, the trivial solution of (1) is stable in the Banach space \( C_\lambda \). Next, we shall prove that the trivial solution \( u = 0 \) of (1) is attractive. To this purpose, we define the subset of \( B_R^* \)

\[
B_R^* = \left\{ u \in B_R, \; \lim_{t \to \infty} e^{-\lambda t} u(t) = 0 \right\}, \; \text{for any} \; R > 0.
\]

It is a nought to prove that \( Au + Bv \in B_R^* \) for any \( u, v \in B_R^* \), i.e.

\[
e^{-\lambda t} \left[ (Au)(t) + (Bv)(t) \right] \to 0 \quad \text{as} \; t \to \infty,
\]

where

\[
(Au)(t) + (Bv)(t)
\]

\[
= k \int_0^t e^{-k(t-s)} u(s) ds + \int_0^t K(t-\tau) f(\tau, u(\tau - r)) d\tau
\]

\[
+ \Phi(0) e^{-kt} + \frac{1 - e^{-kt}}{k} u_0 + \int_0^t \mathcal{H}(t-\tau) g(\tau, v(\tau - r)) d\tau.
\]
In fact, for \( u, v \in B^*_R \), based on the fact that used in the proof of Theorem 3.1 (Claim 2), it follows that
\[
e^{-\lambda t} k \int_0^t e^{-\lambda(t-s)} u(s) ds = k \int_0^t e^{-(\lambda+k)(t-s)} \left( e^{-\lambda s} u(s) \right) ds \to 0,
\]
and
\[
e^{-\lambda(t-\tau)} \mathcal{K}(t - \tau) \to 0,
\]
as \( t \to \infty \). Together with the hypothesis \( \varphi_R, \psi_R \in L^1([0, +\infty)) \) and using same way of [12] on the function \( \mathcal{H} \), we obtain
\[
e^{-\lambda t} \int_0^t \mathcal{K}(t - \tau) |f(\tau, u(\tau - r))| d\tau \\
\leq \int_0^t \left[ e^{-\lambda(t-\tau)} \mathcal{K}(t - \tau) \right] \varphi_R(\tau) d\tau \to 0,
\]
and
\[
e^{-\lambda t} \int_0^t \mathcal{H}(t - \tau) |g(\tau, u(\tau - r))| d\tau \\
\leq \int_0^t \left[ e^{-\lambda(t-\tau)} \mathcal{H}(t - \tau) \right] \psi_R(\tau) d\tau \to 0,
\]
as \( t \to \infty \). Furthermore, it is easy to see that
\[
\Phi(0) e^{-kt} + \frac{1 - e^{-kt}}{k} u_0 \in B^*_R.
\]
Thus, the trivial solution of \([1]\) is asymptotically stable. \( \square \)

**Example 3.3.** Let us consider the following initial value problem of mixed Riemann-Liouville-Caputo fractional differential equations with delay on unbounded interval
\[
\begin{aligned}
&\frac{RLD^{1/2}[C D^{3/2}u(\tau)]}{\lambda_1} - \frac{1}{2} e^{-4t} \sin \left( u(t - 2) \right) = \frac{1}{5} e^{-4t} u^2(t - 2) , 
&\text{if } \tau \geq 2, \\
&u(\tau) = \sin(\tau), \quad \tau \in [-2, 0], \\
&\lim_{\tau \to 0} [C D^{3/2}u(\tau)] = 0, \quad u'(0) = 1.
\end{aligned}
(14)
\]
Then \( \alpha = 1/2, \beta = 3/2, \gamma = 1 \). Doing straightforward computations, we obtain \( \eta(t) = \frac{1}{4} e^{-\lambda t} \), \( \zeta(t) = \frac{1}{2} e^{-t} \), \( \Psi(|u|) = u^2 \), \( M_2 = \frac{\sqrt{3}}{4} \), \( M_1 = \frac{3}{2} \). Then the trivial solution of \([14]\) is stable in \( C \) follows from Theorem 3.4.

Moreover, let \( \varphi_R(t) = \frac{1}{5} e^{-t} R^2 \) and \( \psi_R(t) = \frac{1}{4} e^{-t} |\sin(R)| \), then \( \varphi_R, \psi_R \in L^1([0, +\infty)). \) Hence, by Theorem 3.2 we get that the trivial solution of \([14]\) is asymptotically stable.

4. Conclusion

In this paper, by utilizing the Krasnoselskii fixed point theorem in a weighted Banach space, we investigate the stability and asymptotic stability of the trivial solution for nonlinear fractional differential equations with the left Riemann Liouville and left Caputo fractional derivatives of orders \( \alpha \in (0, 1] \) and \( \beta \in (1, 2] \) respectively. We establish the equivalence between the fractional differential equation and the integral equation on an infinite interval. Two main theorems are obtained. We also put an example to illustrate our results. However, we still have works to improve our constraint conditions for they are a little complicated in reality.

**Acknowledgement.** The authors wish to thank deeply the anonymous referee for useful remarks and careful reading of the proofs presented in this paper.
References

[1] S. Abbas, Existence of solutions to fractional order ordinary and delay differential equations and applications, Electron. J. Differ. Equ. 2011(09) (2011) 1-11.

[2] T. Abdeljawad, J. Alzabut, D. Baleanu, A generalized q-fractional Gronwall inequality and its applications to nonlinear delay q-fractional difference systems, Journal of Inequalities and Applications 2016(240) (2016) 1-13.

[3] T. Abdeljawad, D. Baleanu, F. Jarad, Existence and uniqueness theorem for a class of delay differential equations with left and right Caputo fractional derivatives, Journal of Mathematical Physics 49(8) (2008) 1-11.

[4] R.P. Agarwal, Y. Zhou, Y. He, Existence of fractional neutral functional differential equations, Comput. Math. Appl. 59 (2010) 1095-1100.

[5] B. Ahmad, S.K. Ntouyas, Existence and uniqueness of solutions for caputo-hadamard sequential fractional order neutral functional differential equations, Electronic Journal of Differential Equations 2017(36) (2017), 1-11.

[6] H. Boulares, A. Ardjouni, Y. Laskri, Stability in delay nonlinear fractional differential equations, Rend. Circ. Mat. Palermo 65 (2016) 243-253.

[7] S. Das, Functional Fractional Calculus, Springer science and business media, (2011).

[8] F. Ge, C. Kou, Asymptotic stability of solutions of nonlinear fractional differential equations of order 1 ≤ α ≤ 2, J. Shanghai Normal Univ. 44(3) (2015) 284-290.

[9] F. Ge, C. Kou, Stability analysis by Krasnoselskii’s fixed point theorem for nonlinear fractional differential equations. Appl. Math. Comput. 257 (2015) 308-316.

[10] A. Guezane-Lakoud, R. Khaldi, A. Kilicman, Existence of solutions for a mixed fractional boundary value problem, Advances in Difference Equations, 2017(164) (2017) 1-9.

[11] R. Hilfer, Application of fractional calculus in physics, World Scientific, Singapore, (2000).

[12] H. Khan, T. Abdeljawad, M. Aslam, R. A. Khan, A. Khan, Existence of positive solution and Hyers–Ulam stability for a nonlinear singular-delay-fractional differential equation, Advances in Difference Equations 2019(104) (2019) 1-13.

[13] H. Khan, F. Jarad, T. Abdeljawadd, A. Khan, A singular ABC-fractional differential equation with p-Laplacian operator, Chaos, Solitons & Fractals 129 (2019) 56-61.

[14] A. Khan, H. Khan, J.F. Gómez-Aguilar, T. Abdeljawad, Existence and Hyers-Ulam stability for a nonlinear singular fractional differential equations with Mittag-Leffler kernel, Chaos, Solitons & Fractals 127 (2019) 422-427.

[15] A. Khare, Fractional statistics and quantum theory, Singapore: World Scientific, (2005).

[16] A.A. Kilbas, H.M. Srivastava, J.J. Trujillo, Theory and applications of fractional differential equations, Elsevier Science B. V., Amsterdam, (2006).

[17] C. Kou, H. Zhou, Y. Yan, Existence of solutions of initial value problems for nonlinear fractional differential equations on the half-axis, Nonlinear Anal.74 (2011) 5975-5986.

[18] Y. Li, Y. Chen, I. Podlubny, Stability of fractional-order nonlinear dynamic systems: Lyapunov direct method and generalized Mittag-Leffler stability, Comput. Math. Appl. 59 (2010) 1810-1821.

[19] C. Li, F. Zhang, A survey on the stability of fractional differential equations, Eur. Phys. J. Special Topics. 193 (2011) 27-47.

[20] I. Petras, Fractional-order nonlinear systems modeling analysis and simulation, Springer science and business media, (2011).

[21] I. Podlubny, Fractional differential equations, Academic Press, San Diego, (1999).

[22] D.R. Smart, Fixed point theorems, Cambridge university, Press, Cambridge, (1980).

[23] Z. L. Wang, D. S. Yang, T.D. Ma, N. Sun, Stability analysis for nonlinear fractional-order systems based on comparison principle, Nonlinear Dyn. 75 (2014) 387-402.

[24] J. Wang, Y. Zhou, M. Feckan, Nonlinear impulsive problems for fractional differential equations and Ulam stability, Comput. Math. Appl. 64 (2012) 3389-3405.