Dynamical approach to the Casimir effect
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Casimir forces can appear between intrusions placed in different media driven by several fluctuation mechanisms, either in equilibrium or out of it. Herein, we develop a general formalism to obtain such forces from the dynamical equations of the fluctuating medium, the statistical properties of the driving noise, and the boundary conditions of the intrusions (which simulate the interaction between the intrusions and the medium). As a result, an explicit formula for the Casimir force over the intrusions is derived. This formalism contains the thermal Casimir effect as a particular limit and generalizes the study of the Casimir effect to such systems through their dynamical equations, with no appeal to their Hamiltonian, if any exists. In particular, we study the Casimir force between two infinite parallel plates with Dirichlet or Neumann boundary conditions, immersed in several media with finite correlation lengths (reaction–diffusion system, liquid crystals, and two coupled fields with non-Hermitian evolution equations). The driving Gaussian noises have vanishing or finite spatial or temporal correlation lengths; in the first case, equilibrium is reobtained and finite correlations produce nonequilibrium dynamics. The results obtained show that, generally, nonequilibrium dynamics leads to Casimir forces, whereas Casimir forces are obtained in equilibrium dynamics if the stress tensor is anisotropic.
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I. INTRODUCTION

There are many systems in nature which are subjected to fluctuations, of thermal or quantum origin. For such systems, under certain physical conditions, Casimir forces, created by the confinement of fluctuations, exist and have been calculated (see, e.g., [1]). The usual way to obtain the Casimir forces uses equilibrium techniques and is therefore valid only for systems in thermodynamic equilibrium. This means that the fluctuations must satisfy a fluctuation–dissipation theorem that guarantees the existence of an equilibrium state, as discussed below. Casimir forces for these systems are calculated in the spirit of the original work of H. G. Casimir for the electromagnetic case [2]. The method takes as a starting point the Hamiltonian of the system, from which the partition function $Z = \int \exp(-\beta H)$ is calculated, either directly or using functional integration [3]. In the calculation of the partition function one must take into account the boundary conditions, that is, the macroscopic bodies which are immersed in the system. The partition function of the system will have different values for different configurations, e.g., different separations of the objects. Once the partition function has been obtained, its logarithm provides the free energy $F$. The final step required to obtain the Casimir force is the calculation of the pressure as the difference in the free energy when the configurations of the macroscopic bodies change (for example, changing their position, distance or sizes). For instance, in the usual Casimir case of forces between two flat parallel plates at separation $L$, the force per unit area is given by $F_C/A = -\partial F/\partial L$.

The second approach also takes as a starting point the Hamiltonian of the system. However, in this approach the Casimir force is derived not from the free energy but from the stress tensor $\pi$, which is integrated over the surface of the macroscopic bodies and then averaged over the thermal Boltzmann distribution of the associated Hamiltonian $\exp(-\beta H)$. The approach based on the stress tensor has been taken by several authors [4][7]. In fact, both approaches are equivalent and valid for equilibrium systems only. The reason is that both are based on properties which are only valid in equilibrium situations. The former uses the thermodynamic relation for the pressure as the derivative of the free energy with respect to the volume, and the latter uses the Boltzmann distribution function, which is only valid for systems in equilibrium.

On the other hand, other authors have developed a dynamical approach [5][8][10]. Here the starting point is an evolution equation for the considered field(s), supplemented with a noise source term, so that the evolution of the field takes the form of a Langevin equation. Once this equation is solved, the field is inserted into the expression for the pressure and the average over the noise is taken. As we will see in the next section, if the noise is of internal origin, say thermal or quantum, this description reduces to the equilibrium one, because of the fluctuation–dissipation theorem. However, the noise does not necessarily have to be internal but can have an external origin [11], for instance, a system in a fluctuating temperature gradient [12], subjected to external energy injection such as vibration [13] or electrically driven convection [14], light incident on a photosensitive medium [15], or spatially and/or temporally correlated noise, as considered in Ref. [5]. Recently, Ref. [16] generalized this method to a nonequilibrium temperature
II. EQUILIBRIUM AND NONEQUILIBRIUM FLUCTUATIONS

The most widely used tool to study the dynamics of fluctuations is the Langevin equations and its related Fokker–Planck equation. There is a wide literature on this subject, in particular using Langevin equations; see, for example, Refs. [17–21].

Let us consider a linear stochastic differential equation for the field $\phi(r, t)$,

$$\partial_t \phi = -\mathcal{M}\phi + \xi(r, t), \quad (II.1)$$

which is a generalization of the Langevin equation to spatially extended systems. In this equation, $\mathcal{M}$ is an operator (usually differential) that can be Hermitian or non-Hermitian. The operator does not depend on the field $\phi$, so the Langevin equation (II.1) is linear. To simplify notation, we have assumed Langevin equations without memory, but the generalization to memory kernels is direct. The term $\xi(r, t)$ is a Gaussian noise that represents the random or stochastic force acting over the field $\phi$, and therefore it is the source of fluctuations for $\phi$. It is customary to assume that the noise is Gaussian, and its averages are

$$\langle \xi(r, t) \rangle = 0,$$

$$\langle \xi(r, t) \xi(r', t') \rangle = Q \delta(r - r') \delta(t - t') = h(r - r') \delta(t - t'),$$

where $Q$ is a Hermitian operator that can contain differential and integral terms. Differential terms characterize noise of conserved quantities, and integral terms noises with spatial correlations. The application of this operator to the Dirac delta function produces the spatial correlation distribution $h$. The noise here is uncorrelated in time, although temporal correlations will also be considered below.

Equation (II.1) admits a solution for an initial condition $\phi^0(r)$ as

$$\phi(r, t) = e^{-\mathcal{M}t} \phi^0(r) + e^{-\mathcal{M}t} \int_0^t \hspace{1em} e^{\mathcal{M}r} \xi(r, \tau) \hspace{1em} d\tau. \quad (II.3)$$

In the limit $t \to \infty$, $\phi(r, t)$ reaches a stationary state if $e^{-\mathcal{M}t} \phi^0 \to 0$. This implies that the eigenvalues of $\mathcal{M}$ must have positive real parts.

From the Langevin equation, one can construct a functional Fokker–Planck equation for the probability distribution $P$ of the field $\phi$. The technique is standard (see, e.g., [17]), and its solution (which is not normalizable) is a Gaussian of the form

$$P[\phi] = \frac{1}{\sqrt{\operatorname{det} \mathcal{K}}} e^{-\int dr \phi^2 / 2}, \quad (II.4)$$

where the Hermitian operator $\mathcal{K}$ is the solution of the equation [18]

$$\mathcal{M} \mathcal{K}^{-1} + \mathcal{K}^{-1} \mathcal{M}^+ = Q, \quad (II.5)$$

where $\mathcal{M}^+$ denotes the adjoint of $\mathcal{M}$. The probability distribution $P$ depends both on the matrix $\mathcal{M}$ and also on the intensity of the fluctuations $Q$ via Eq. (II.5). However, to the best of our knowledge, Eq. (II.5) cannot be solved analytically, so the operator $\mathcal{K}$ cannot be expressed in closed form in terms of $\mathcal{M}$ and $Q$.

What happens now if the system is at equilibrium? For this case there exists an energy functional $F$ (that can be either the entropy [19], a Lyapunov functional [22], the Hamiltonian, or a free energy [23]) which is an integral over space of a local functional $\mathcal{F}$, which depends on the field $\phi$ and its gradients. The evolution equation for $\phi$ can be obtained by generalization to the continuum of the thermodynamics of irreversible process (see, e.g., chapter VII of [19]). This theory relates the time evolution of the fields with its conjugated variables $\Phi$, or the so-called thermodynamic forces, as

$$\partial_t \phi = -\mathcal{L}\Phi + \xi(r, t). \quad (II.6)$$
Here $L$ is the (symmetric) Onsager operator, which is a generalization to continuum of the Onsager matrix of transport coefficients. It is also called the dissipation matrix. The second law of thermodynamics requires that the real parts of the Onsager operator eigenvalues are positive in order to guarantee local increase of entropy. The fields $\Phi$ appearing in (II.6) are the conjugated variables of $\phi$ and can be derived from the functional $F$ as

$$\Phi = \frac{\delta F}{\delta \phi}. \quad (II.7)$$

If the fluctuations are small and the system is far from a phase transition, we can assume that $\delta F/\delta \phi$ is linear in the field $\phi$. This implies that $F[\phi]$ is bilinear in the field $\phi$:

$$F[\phi] = \int d\mathbf{r} \mathcal{F}(\phi, \nabla \phi, \ldots) = \int d\mathbf{r} \phi \mathcal{G} \phi, \quad (II.8)$$

and the equation above defines the operator $\mathcal{G}$. Although the definition of $\mathcal{F}$ may not be unique, $\mathcal{G}$ is unique [24], and $\mathcal{G}$ must be positive definite in order to guarantee the existence of a minimum of the free energy. It can also be chosen to be Hermitian, because the antisymmetric part does not contribute to the free energy. In this way, the corresponding Langevin equation is linear

$$\frac{\delta F}{\delta \phi} = \mathcal{G} \phi. \quad (II.9)$$

Combination of Eqs. (II.6) and (II.9) allows us to write the evolution equation for $\phi$ as

$$\partial_t \phi = -L \mathcal{G} \phi + \xi(\mathbf{r}, t). \quad (II.10)$$

If the system is at equilibrium, the well-known fluctuation–dissipation theorem [25] imposes that the intensity of the noise, given by $Q$, must be related to the Onsager operator $L$ by

$$Q = k_B T (L + L^\dagger). \quad (II.11)$$

Equation (II.10) is formally equal to Eq. (II.1), with the operator $M$ given by $M = L \mathcal{G}$. As both $\mathcal{G}$ and $(L + L^\dagger)$ are Hermitian and definitive positive, it can be shown that the eigenvalues of $M$ have positive real parts, even though $M$ can be non-Hermitian or undefined (as in the case of the linear hydrodynamic equations) (see [19], chapter V) [26]. In both equilibrium and nonequilibrium dynamics we will assume that the real part of the spectrum of $M$ is strictly positive, i.e., there are no neutral modes as happens when there is continuous symmetry breaking [27] or critical phenomena [28][29].

In equilibrium the fluctuation–dissipation relation has drastic consequences for the solution of the Langevin equation associated to Eq. (II.10). The equation (II.5) is now written

$$L \mathcal{G} \mathcal{K}^{-1} + \mathcal{K}^{-1} \mathcal{G} L^\dagger = k_B T (L + L^\dagger), \quad (II.12)$$

which admits the solution $\mathcal{K} = \beta \mathcal{G}$. Once substituted into Eq. (II.4), the probability distribution is given by the exponential of the functional $F$ multiplied by $\beta = (k_B T)^{-1}$. More precisely,

$$P[\phi] = \frac{1}{Z} e^{-\beta F[\phi]}, \quad (II.13)$$

where $Z$ is the partition function or the normalization constant of $P$. Given this probability distribution $P[\phi]$, we can now calculate the average of any dynamical variable $A(\phi)$ as

$$\langle A \rangle = \int d\phi A(\phi) P[\phi]. \quad (II.14)$$

In particular, the average of the functional $F$ can be calculated as

$$\langle F \rangle = -\frac{\partial \ln Z}{\partial \beta}. \quad (II.15)$$

Equations (II.13) and (II.15) are only valid for equilibrium systems, for which an energy functional exists and the fluctuation–dissipation theorem is valid. However, if the system is out of equilibrium, the probability distribution is not the exponential of $F$ and therefore its average is not given in terms of the partition function $Z$.

### III. CASIMIR FORCES FROM THE AVERAGE STRESS TENSOR

How is this discussion related to the calculation of Casimir forces? The Casimir force is normally calculated for equilibrium situations, that is, when the noise is of thermal origin and the fluctuation–dissipation theorem is satisfied. One way to calculate the Casimir force is by evaluation of the stress tensor $T$. From the functional $F$, the stress tensor is calculated as [37]

$$T_{ij} = \frac{2}{\beta} \partial_i F - \partial_j F - 2 \partial_{ij} \phi \frac{\partial F}{\partial \nabla^2 \phi} + \ldots$$

$$T = \mathcal{T}[\phi, \phi, \mathbf{r}], \quad (III.1)$$

which allows the definition of the symmetric bilinear stress tensor operator $\mathcal{T}$. For isotropic systems, the local stress is simply given by the diagonal components of the stress tensor, or by one-third of its trace. Usual forms of $\mathcal{T}$ are $\lambda \phi(r)^2$ times the identity matrix or a tensorial product of gradient as in liquid crystals, but it can be also nonlocal, as in [30].

Because of the intrinsically fluctuating nature of the fields, the stress tensor has to be averaged over the random fields $\xi(\mathbf{r}, t)$ or the probability distribution $P[\phi]$. Once we have the averaged stress tensor, the Casimir force over a body of surface $S$ is obtained as

$$F_C = -\oint_S \left( \mathcal{T}(\mathbf{r}) \cdot \mathbf{n} \right) dS, \quad (III.2)$$

Here $\mathcal{T}$ is the stress tensor operator, $\mathbf{n}$ is the unit normal vector to the surface $S$, and $\oint_S$ denotes a surface integral over the boundary of $S$. The Casimir force is the average of the stress tensor over the random fluctuations of the fields, and it is a direct consequence of the fluctuation–dissipation theorem.
where the integral extends over the surface of the embedded bodies and the vector $\mathbf{n}$ is a unit vector normal to the surface, pointing inward the body.

As in the original Casimir calculation, the geometry that will be considered throughout this paper consists of two parallel, infinite plates, perpendicular to the $x$-axis, separated by distance $L_x$ (Fig. 1). In this geometry, the Casimir force per unit area on the plates is then the difference between the normal stress on the interior and exterior side, where the latter is obtained by taking the limit $L'_x \to \infty$. The force per unit area on the left plate is

$$F_C / A = \left[ \langle T_{xx}(x = 0; L_x) \rangle - \lim_{L'_x \to \infty} \langle T_{xx}(x = 0; L'_x) \rangle \right].$$

(III.3)

The interpretation is that, if $F_C / A$ is negative, the plates repel each other, while if it is positive, an attraction between the plates appears.

![FIG. 1. Parallel-plate geometry used to compute the Casimir force. The system is confined between plates located at $x = 0$ and $x = L_x$. Additional plates are located at distances $L'_x$ from these plates, and finally the limit $L'_x \to \infty$ is taken to mimic an infinite system.](image)

### IV. COMPUTATION OF CASIMIR FORCES

In this section we will develop a formalism, valid for both equilibrium and nonequilibrium systems, that allows us to compute the average stress tensor and therefore the Casimir force. We will assume that the dynamics close to the stationary state is described by the dynamical equation (II.1), where the noise term is assumed to be Gaussian with vanishing mean. We assume that the noise has temporal and spatial correlations, but no cross-correlations,

$$\langle \xi(r, t) \xi(r', t') \rangle = h(r - r') \delta(t - t').$$  

(IV.1)

Note that we have assumed a dynamical model whose deterministic part is local in time (no memory) but that the noise can have some memory. This possibility is not allowed by the fluctuation–dissipation theorem, and therefore the system is automatically put out of equilibrium. A necessary condition to recover equilibrium is a local correlation in time, although this condition is not sufficient, as shown in Sect. II.

To solve (II.1) we construct the left and right eigenvalue problems of $\mathcal{M}$ with the appropriate boundary conditions over the immersed bodies. Although we will consider the case of two parallel plates, the formalism developed in this section is completely general. The left and right eigenvalue problems read

$$\mathcal{M} f_n(r) = \mu_n f_n(r),$$  

(IV.2)

$$\mathcal{M}^+ g_n(r) = \mu_n^* g_n(r),$$  

(IV.3)

with the boundary conditions provided by $\mathcal{M}$ (which are the same as those of $\mathcal{L}$ if the dynamics derives from a free energy functional). The left and right eigenfunctions are orthogonal under the scalar product, i.e., $\langle g|f \rangle = \int d^3q \phi^*(q)|f(q)\rangle$; that is, under appropriate normalization, $\langle g_n|f_m \rangle = \delta_{nm}$. We can project the field and the noise over the left eigenvalues

$$\phi(r, t) = \sum_n \phi_n(t)f_n(r), \quad \xi(r, t) = \sum_n \xi_n(t)f_n(r),$$  

(IV.4)

where $\phi_n(t) = \langle g_n|\phi(t)\rangle$ and $\xi_n(t) = \langle g_n|\xi(t)\rangle$. By inserting these expressions into the evolution equation (II.1) we get the evolution equation of each mode $\phi_n(t)$ as

$$\partial_t \phi_n(t) = -\mu_n \phi_n(t) + \xi_n(t).$$  

(IV.5)

This equation can be solved analytically as

$$\phi_n(t) = e^{-\mu_n t} \left[ \phi_n(0) + \int_0^t e^{\mu_n \tau} \xi_n(\tau) d\tau \right].$$  

(IV.6)

The first term $e^{-\mu_n t}\phi_n(0)$ is a transient term that vanishes for times longer than $t \gg \frac{1}{Re(\mu_n)}$, so that the average of each mode over the noise $\xi$ is zero in this limit.
To compute the average stress tensor at each point, we need to compute \( \langle T[r,t] \rangle \). Expanding on the eigenvalue basis and using that \( \phi = \phi^* \) we get that

\[
\langle T[r,t] \rangle = \sum_{m,n} \langle \phi_n(t) \phi_n^*(t) \rangle T_{nm}(r), \quad (IV.7)
\]

where \( T_{nm}(r) = T[f_n, f_m^*, r] \).

The cross-average of the mode amplitudes is obtained from (IV.6) and in the stationary regime \( [t \gg 1/\text{Re}(\mu_n), 1/\text{Re}(\mu_m)] \) can be written as

\[
\langle \phi_n(t) \phi_m^*(t) \rangle = e^{-(\mu_n + \mu_m)^2 \int_0^t d\tau_1 \int_0^t d\tau_2} e^{\mu_n \tau_1 + \mu_m \tau_2} \langle \xi_n(\tau_1) \xi_m^*(\tau_2) \rangle. \quad (IV.8)
\]

Therefore, we need to calculate the correlation of the \( n \) and \( m \) components of the noise

\[
\langle \xi_n(\tau_1) \xi_m^*(\tau_2) \rangle = \int dr_1 \int dr_2 g_n(r_1) g_m(r_2) \langle \xi(r_1, \tau_1) \xi(r_2, \tau_2) \rangle. \quad (IV.9)
\]

Substituting Eq. (IV.1) into (IV.9) and (IV.8), it is found that

\[
\lim_{t \to \infty} \langle \phi_n(t) \phi_m^*(t) \rangle = h_{nm} \frac{\bar{c}(\mu_n) + \bar{c}(\mu_m)}{\mu_n + \mu_m}, \quad (IV.10)
\]

where

\[
h_{nm} = \int d \mathbf{r}_1 \int d \mathbf{r}_2 g_n^*(\mathbf{r}_1) h(\mathbf{r}_1 - \mathbf{r}_2) g_m(\mathbf{r}_2) = \langle g_n \bar{Q} g_m \rangle. \quad (IV.11)
\]

and \( \bar{c} \) is the Laplace transform of \( c \).

Finally, the local average of the stress tensor in the stationary regime, where transients have been eliminated and the value of the stress tensor is independent of time, is given by

\[
\langle T[r] \rangle = \sum_{nm} \frac{\bar{c}(\mu_n) + \bar{c}(\mu_m)}{\mu_n + \mu_m} h_{nm} T_{nm}(r). \quad (IV.12)
\]

This expression is generally divergent when summed over all eigenfunctions. This divergence comes from the highest eigenvalues (corresponding to small wavelengths) and is due to consider the mesoscopic dynamics given by Eq. (II.1), valid for all wavelengths. However, it is only valid above a certain minimal distance (the atomic or molecular length, for example). There are some techniques to avoid this divergence. For instance, a short-wavelength cutoff could be introduced as in Ref. [32], but here we will use regularization techniques similar to the Riemann zeta function used in the electrodynamic case [2].

Using the previous expression, the conditions under which Casimir forces exist in an equilibrium system can be deduced. As mentioned above, if the dynamics is local in time, the fluctuation–dissipation theorem implies that the noise terms must not have memory either, therefore \( \bar{c}(\mu) = 1/2 \). Also, the equilibrium relation (II.11) implies that \( h_{nm} = k_B T(\mu_n + \mu_m^*) \langle g_n \bar{Q} g_m \rangle \), and therefore the equilibrium average stress tensor simplifies to

\[
\langle T_{eq}(r) \rangle = k_B T \sum_{n,m} \langle g_n \bar{Q} g_m \rangle T_{nm}(r). \quad (IV.13)
\]

If the free energy functional depends only on \( \phi \) but not on its derivatives, the stress tensor operator turns out to be isotropic and is given by \( T_{nm}(r) = f_n G f_m^* \). Then, thanks to the completeness of the basis, the stress tensor can be further simplified to \( \langle T_{eq}(r) \rangle = k_B T \delta(r) \).

This expression, once properly regularized, gives a stress that is independent of system size; that is, the stress is not renormalized by the fluctuations in a size-dependent way and therefore no Casimir force can be developed. On the contrary, if the stress tensor is not isotropic, as in the case of liquid crystals, the result is not trivial and Casimir forces can develop, as shown in [31].

All these equations provide expressions for the average fields and fluctuations, expressed in terms of the eigenvalues and eigenvectors of the problem, which encode the information of the evolution equation together with the boundary conditions.

To summarize, in this section we have proven that the Casimir force over a body is given by

\[
F_C = - \sum_{nm} \frac{\bar{c}(\mu_n) + \bar{c}(\mu_m^*)}{\mu_n + \mu_m^*} h_{nm} \int_S T_{nm}(r) \cdot \mathbf{n} dS, \quad (IV.14)
\]

which is the main result of this paper. It shows how to derive the Casimir force from the dynamical equations for the field \( \phi \) subjected to any kind of noise. It is obtained by diagonalizing the evolution operator of the field, and projecting the noise correlation and the stress tensor over the set of eigenfunctions. This approach provides the Casimir force for both equilibrium and nonequilibrium systems.

Equation (IV.14) shows the well-known nonadditive character of the Casimir force: neither the eigenvalues nor the eigenfunctions for different boundary conditions are easily related. They cannot be written as a sum of the eigenvalues and eigenfunctions of each different problem.

The rest of the paper deals with applications of Eq. (IV.14) to different physical systems, in both equilibrium and nonequilibrium situations.

V. REACTION–DIFFUSION SYSTEMS

To show how this formalism works, we calculate the Casimir pressure between two plane, infinite plates separated by distance \( L_x \) immersed in a medium described by a quadratic free energy

\[
F[\phi] = \int d \mathbf{r} f_0 \phi^2(r)/2. \quad (V.1)
\]

The multiplicative constant \( f_0 \) can be absorbed into \( \phi \), and we will eliminate it in what follows. The dynamics
is described by two transport processes: relaxation and diffusion; that is, the Onsager operator is \( L = \lambda - D \nabla^2 \), where \( \lambda \) and \( D \) are the transport coefficients (and consequently, positive) associated with the two irreversible processes of relaxation and diffusion, respectively. The resulting equation is

\[
\frac{\partial \phi}{\partial t} = -\lambda \phi + D \nabla^2 \phi + \xi(\mathbf{r}, t). \tag{V.2}
\]

Fluctuation–dissipation is satisfied if the noise is delta correlated in time and the space correlation function is

\[
h(\mathbf{r}) = 2k_B T(\lambda - D \nabla^2) \delta(\mathbf{r}). \tag{V.3}
\]

As the energy functional for this system is \( \dot{\phi}^2/2 \), without terms with spatial derivatives, the stress tensor is identical to the local energy functional. Also, the dynamic operator is Hermitian, implying that eigenvalues are real and that there is no need to distinguish between left and right eigenfunctions. In order to obtain Casimir forces the appropriate boundary conditions are of Neumann type, as Dirichlet boundary condition would imply trivial vanishing forces.

We need to solve the eigenfunction problem for the spatial part of the dynamics in order to calculate the average of the fields that will lead to the Casimir pressure over the plates. So, we have to solve the eigenfunction problem given by Eq. \((\text{IV.2})\) with \( M = \lambda - D \nabla^2 \) obeying Neumann boundary conditions (no-flux boundary conditions), \( \partial_x \phi(0, y, z) = \partial_x \phi(L_x, y, z) = 0 \).

The normalized eigenfunctions are characterized by three indices \( n_x, n_y, \) and \( n_z \), denoted as a whole by \( n \), and their form is

\[
f_n(\mathbf{r}) = \sqrt{\frac{2}{L^3}} e^{i k_n \cdot \mathbf{r}} \quad \text{if} \quad n_x = 0
\]

\[
f_n(\mathbf{r}) = \sqrt{\frac{2}{L^3}} \cos(k_n x) e^{i k_{n \parallel} \cdot \mathbf{r}_{\parallel}} \quad \text{if} \quad n_x \geq 1. \tag{V.4}
\]

Here, \( \mathbf{r}_{\parallel} = y \hat{\mathbf{y}} + z \hat{\mathbf{z}} \) and \( k_{n \parallel} = k_y \hat{\mathbf{y}} + k_z \hat{\mathbf{z}} \). The eigenvalues are

\[
\mu_n = D \left( k_x^2 + k_y^2 + k_z^2 + k_{n \parallel}^2 \right), \tag{V.5}
\]

where \( k_x = \frac{2\pi}{L_x} n_x, k_y = \frac{2\pi}{L_y} n_y, \) and \( k_z = \frac{2\pi}{L_z} n_z, \) with \( n_x = 0, 1, 2, \ldots \) and \( (n_y, n_z) \in \mathbb{Z}^2 \). The quantity \( k_0^{-1} = \sqrt{D/\lambda} \) is the characteristic correlation length of the system.

The average stress is then

\[
\langle T_{xx}(r) \rangle = \frac{1}{2D} \sum_{nm} \frac{h_{nm} (\bar{c}(\mu_n) + \bar{c}(\mu_m))}{K_n^2 + K_m^2 + 2k_0^2} f_n(r) f_m^*(r). \tag{V.6}
\]

This expression needs to be regularized, otherwise it is divergent. The divergence, as explained in \([32]\), is due to the application of the mesoscopic model \((\text{V.2})\) up to very large wavevectors. Conceptually, the stress could be regularized by considering generalized hydrodynamic models valid for high wavevectors leading to finite stresses, but as the Casimir forces have their origin in the limitation of the fluctuation at small wavevectors, this is not necessary and other procedures are available. There are various regularization methods that allow the isolation of the divergent term that is independent of the plate separation and therefore cancels out in the computation of the Casimir force. The regularization method used in this manuscript is based on the Elizalde function detailed in the Appendix.

To obtain quantitative predictions, we consider specific cases for the noise correlations.

### A. Uncorrelated noise in time and space

We first consider the case of a noise with vanishing correlation time and length, and intensity \( \Gamma \), i.e.,

\[
\langle \xi(\mathbf{r}, t)\xi(\mathbf{r}', t') \rangle = \Gamma \delta(\mathbf{r} - \mathbf{r}') \delta(t - t'). \tag{V.7}
\]

This noise correlation, without the \(-\nabla^2 \delta(\mathbf{r})\) term, automatically puts the system out of equilibrium, as \( Q \neq L + L^4 \). The addition of such a term would have led to a stress that was independent of plate separation, not producing a Casimir force \([9]\). Therefore, we consider the effect of the nonequilibrium noise \((\text{V.7})\) on Casimir forces. In this case, \( h_{nm}(\bar{c}(\mu_n) + \bar{c}(\mu_m)) = \Gamma \delta_{nm} \) and the double sum in \((\text{V.6})\) is reduced. On the surface of a plate and applying the limit \( L_y, L_z \to \infty \), the stress is given by

\[
\langle T_{xx}(0) \rangle = \frac{\Gamma}{16\pi^2 L_x D} \int_{-\infty}^{\infty} dk_y \int_{-\infty}^{\infty} dk_z \sum_{n_z \in \mathbb{Z}} \frac{1}{\sqrt{k_y^2 + k_z^2 + k_0^2}} \int_{0}^{\infty} dk \sum_{n_x \in \mathbb{Z}} \frac{\pi n_x}{L_x} \frac{1}{\sqrt{\left(\frac{\pi n_z}{L_z}\right)^2 + k_y^2 + k_z^2}}, \tag{V.8}
\]

where polar coordinates in the \( y \)- and \( z \)-components have been used. Note that the original sum over \( n_z \) in \((\text{V.6})\) runs only over \( N \), but the form of the normalizations of the eigenfunctions \((\text{V.4})\) allows extension of the sum over \( Z \) with a prefactor of \( 1/2 \).

This expression is divergent, so it must be regularized. In order to do so, we use the Chowla–Selberg expression shown in Eq. \((\text{A.3})\). The parameters are \( s = 1 \), \( \alpha = \pi/L_x \), and \( \omega^2 = k_x^2 + k_y^2 \). The first term in the sum of \((\text{A.3})\) equals \( L_x/\sqrt{k_y^2 + k_z^2} \), which combined with the prefactor in Eq. \((\text{V.8})\) yields a term which is independent of \( L_z \), and therefore its contribution to the stress tensor cancels in virtue of Eq. \((\text{III.3})\). It must be remarked that the size-independent term is actually divergent if the continuous model is assumed to be valid for any wavevector. Then, we are left with the infinite sum of modified Bessel functions \( K_{1/2} \). This sum can be performed analytically,
with the result
\[ F_C/A = \frac{\Gamma}{4\pi D} \int_0^\infty dk \frac{k}{\sqrt{k^2 + k_0^2}} e^{2\sqrt{k^2 + k_0^2}L_x} - 1 = -\frac{\Gamma k_0}{8\pi D} \ln(1 - e^{-2k_0L_x}). \] (V.9)

Let us note that, because the divergence was eliminated, we could have interchanged the integral with the summation of the modified Bessel functions to obtain the same result. Equation (V.9) shows that the Casimir force diverges if the correlation length tends to infinity, i.e., if \( k_0 \to 0 \). This result was obtained in [32] using a regularizing kernel technique.

### B. Temporally correlated noise

We next consider the case of a noise that is delta correlated in space but has exponential correlation in time
\[ \langle \xi(\mathbf{r}, t) \xi(\mathbf{r}', t') \rangle = \Gamma \delta(\mathbf{r} - \mathbf{r}') \left( 1 + \frac{a}{2} \right) e^{-a|t-t'|}, \] (V.10)

where the factor \( 1 + \frac{a}{2} \) allows both the white noise limit \( (a \to \infty) \) and the quenched noise limit \( (a \to 0) \) to be taken. Again, the delta correlation in space leads to a term \( \delta_{nm} \) that eliminates one summation in the stress at the plate, which is then given by
\[ \langle T_{xx}(0) \rangle = \frac{(1 + \frac{a}{2})}{2V} \sum_n \frac{1}{\mu_n + a} \frac{1}{\mu_n}. \] (V.11)

If \( a > 0 \), we can factorize the quotient as
\[ \langle T_{xx}(0) \rangle = \frac{(1 + \frac{a}{2})}{2aV} \sum_n \left[ \frac{1}{\mu_n} - \frac{1}{\mu_n + a} \right], \] (V.12)

with \( \mu_n = k_0^2 + k_x^2 + k_y^2 + k_z^2 \) as before. We note that this stress is the difference between the Casimir stress of two systems with a white temporal noise \( \langle \xi(\mathbf{r}, t) \xi(\mathbf{r}', t') \rangle = \Gamma \delta(\mathbf{r} - \mathbf{r}') \left( 1 + a \right) e^{-a|t-t'|} \) of intensity \( (1 + a)\Gamma/a \), the first one with \( k_0^2 = \frac{a}{\sqrt{2}} \) and the second one with \( k_0^2 = \frac{a}{\sqrt{2}} + \frac{a}{\sqrt{2}} \). Then, the stress on the plate is
\[ \langle T_{xx}(0) \rangle = -\frac{\Gamma (1 + \frac{a}{2})}{4a\pi DL_x} \ln \left( \frac{1 - e^{-2k_0L_x}}{1 - e^{-2k_1L_x}} \right). \] (V.13)

The Casimir force per unit surface on the plate is given just by this expression, because the stress on the unbounded side vanishes [as shown by taking the limit \( L_x \to \infty \) in Eq. (V.13)]. Finally, we can reobtain the white noise limit if \( a \to \infty \).

The case \( a \to 0 \) corresponds to the quenched limit, where static sources of noise are randomly distributed in space. The average normal stress at the wall is not
\[ \langle T_{xx}(0) \rangle = \frac{\Gamma}{2V} \sum_n \frac{1}{\mu_n^2}. \] (V.14)

Taking the limit \( L_y, L_z \to \infty \) and using polar coordinates,
\[ \langle T_{xx}(0) \rangle = \frac{\Gamma}{4\pi D^2} \int_0^\infty dk \frac{k}{\omega^3} \left( \frac{\pi n_x}{L_x} \right)^2 \left( k^2 + k_0^2 \right)^{-2}. \] (V.15)

Although this expression is finite and does not require a regularization procedure, the size-independent contribution can be eliminated using the same regularization procedure as before, using Eq. (A.3) with \( s = 2 \). The result is
\[ F_C/A = \frac{\Gamma}{4\pi D^2} \int_0^\infty dk \frac{k}{\omega^3} \left( \frac{\pi n_x}{L_x} \right)^2 \left( k + k_0^2 \right)^{-2}. \] (V.16)

where \( \omega = \sqrt{k^2 + k_0^2} \). After carrying out the integral, we obtain
\[ F_C/A = \frac{\Gamma}{4\pi D^2 k_0} e^{2k_0L_x} - 1. \] (V.17)

We remark that this system is not dynamically fluctuating, because the noise is quenched and the transients have been eliminated. Nevertheless, it creates a Casimir force whose origin is the same as previously considered in the sense that the presence of the second plate limits the spectrum of possible fluctuations, and therefore the renormalized stresses on the two sides of the plate are different.

### C. Maximally spatially correlated noise

As a final case, we consider the situation in which the medium is perturbed externally by a spatially homogeneous noise, with vanishing correlation time. This could be the case when a rapidly fluctuating external field is applied to the medium.
\[ \langle \xi(\mathbf{r}, t) \xi(\mathbf{r}', t') \rangle = \Gamma \delta(t - t'). \] (V.18)

Applying the same computation procedure as in the other cases, the average local stress on each side of the plates is
\[ \langle T_{xx}(0) \rangle = -\frac{\Gamma (1 + \frac{a}{2})}{2D^2 k_0^2} = \frac{\Gamma}{4\lambda}, \] (V.19)

which is independent of the plate separation. Therefore, the Casimir force vanishes in this case.

### VI. LIQUID CRYSTALS

The existence of Casimir forces in liquid crystals has been known for some time now [31]. In this section we apply the formalism presented in Sect. [1] to a nematic...
crystal, obtaining the known Casimir force for an equilibrium situation, and expressions for the force for some nonequilibrium conditions. The free energy functional of a nematic liquid crystal can be written in terms of a planar field $\phi$ as

$$F = \int dr \left[ \frac{\kappa_1}{2} \dot{\phi}^2 + \frac{\kappa_2}{2} \left( \nabla \phi \right)^2 \right], \tag{VI.1}$$

where we have assumed that the director vector is written in terms of the field $\phi$ as $\hat{n} = (\sin \phi, 0, \cos \phi)$, together with the one-constant approximation (proportional to $\kappa_2$). The first term in Eq. (VI.1) comes from a magnetic field directed along the $z$-axis, whose intensity is absorbed into $\kappa_1$.

The simplest dynamical model is obtained with a single relaxational transport coefficient, with the Onsager operator $\mathcal{L} = \lambda$, leading to

$$\frac{\partial \phi}{\partial t} = -\lambda \kappa_1 \phi + \lambda \kappa_2 \nabla^2 \phi + \xi, \tag{VI.2}$$

which is identical in form to (V.2), but with three main differences: the form of the fluctuation–dissipation relation to be in the stress tensor, and the possible boundary conditions that produce Casimir forces. Fluctuation–dissipation is realized, according to Sect. II, if the noise satisfies

$$\langle \xi(r, t) \xi(r', t') \rangle = 2k_B T \lambda \delta(r - r') \delta(t - t'), \tag{VI.3}$$

i.e., is purely nonconservative.

Due to the presence of the gradient terms in the free energy functional (VI.1), the stress tensor is not isotropic, and therefore even in equilibrium Casimir forces can appear. Using Eq. (III.1) the $xx$ component of the stress tensor is

$$T_{xx} = \frac{\kappa_1}{2} \phi^2 + \frac{\kappa_2}{2} \left( \frac{\partial \phi}{\partial y} \right)^2 + \frac{\kappa_2}{2} \left( \frac{\partial \phi}{\partial z} \right)^2 - \frac{\kappa_2}{2} \left( \frac{\partial \phi}{\partial x} \right)^2. \tag{VI.4}$$

It is then possible to develop Casimir forces by imposing either Dirichlet or Neumann boundary conditions. Dirichlet boundary conditions are equivalent to the strong anchoring conditions, i.e., $\phi = 0$ over the surfaces, and will be the case studied here. Casimir forces with Neumann boundary conditions can be easily extracted from the Dirichlet ones.

In this case of Dirichlet boundary conditions, the eigenfunctions of the operator $\mathcal{M} = \lambda [\kappa_1 - \kappa_2 \nabla^2]$ are given by $f_n(r) = \sqrt{\frac{1}{\mathcal{V}}} \sin (k_x n_x x + k_y n_y y + k_z n_z z)$, with eigenvalues

$$\mu_n = \lambda \kappa_2 (k_x^2 + k_y^2 + k_z^2 + k_0^2), \tag{VI.5}$$

where $k_x = \frac{2\pi}{L_x} n_x$, $k_y = \frac{2\pi}{L_y} n_y$, $k_z = \frac{2\pi}{L_z} n_z$, and $k_0 = \sqrt{\frac{\mu_n}{\kappa_2}}$, with indices $n_x \in \mathbb{N}$ and $(n_y, n_z) \in \mathbb{Z}^2$.

Because of the boundary conditions, the $xx$ component of the stress tensor at the plates is simply given by

$$T_{xx}(0) = -\frac{\kappa_2}{2} \left( \frac{\partial \phi}{\partial x} \right)^2. \tag{VI.6}$$

As in the case of the reaction–diffusion system, we will consider different types of noise correlations that, as will be shown below, produce Casimir forces of different character.

### A. Uncorrelated noise in time and space

We consider an uncorrelated noise as described by (V.7). This case can be considered as in equilibrium with a temperature given by $\Gamma = 2k_B T \lambda$. Again the double sum in Eq. (VI.14) can be reduced, and the stress tensor on the surface of a plate is given by

$$\langle T_{xx}(0) \rangle = -\frac{\Gamma}{2V\lambda} \sum_n \frac{k_x^2}{k_x^2 + k_y^2 + k_z^2 + k_0^2}. \tag{VI.7}$$

Applying the limit $L_y, L_z \to \infty$, we obtain

$$\langle \mathcal{T}_{xx}(0) \rangle = -\frac{\Gamma}{16\pi^2 L_x^2 \lambda} \left[ \sum_{n_x \in \mathbb{Z}} \left( \frac{\pi n_x}{L_x} \right)^2 + k_y^2 + k_z^2 + k_0^2 \right]. \tag{VI.8}$$

Using polar coordinates and regularizing the resulting expression using Eqs. (A.6) and (A.3) with $s = 1$,

$$F_C / A = \frac{\Gamma}{4\pi \lambda} \int_0^{L_x} dk \frac{\sqrt{k^2 + k_0^2}}{e^{2\sqrt{k^2 + k_0^2} L_x} - 1} \tag{VI.9}$$

$$= \frac{\Gamma}{16\pi^2 \lambda L_x^2} \left[ L_{i_3}(e^{-2k_0 L_x}) + 2k_0 L_x L_{i_2}(e^{-2k_0 L_x}) + 2k_0 L_x^2 L_{i_1}(e^{-2k_0 L_x}) \right], \tag{VI.10}$$

where $L_i(z) = \sum_{n=1}^{\infty} \frac{z^n}{n^n}$ is the polylogarithm function. At distances long compared with the correlation length, that is $L_x \gg k_0^{-1}$, the force decays as

$$F_C / A = \frac{\Gamma k_0^2}{8\pi \lambda L_x} e^{-2k_0 L_x}. \tag{VI.11}$$

In the opposite limit, when the plates are at a distance much smaller than the correlation length, or $L_x \ll k_0^{-1}$, the force is

$$F_C / A = \frac{\Gamma}{16\pi \lambda L_x^3} \zeta(3). \tag{VI.12}$$

This result has already been obtained in the context of liquid crystals in [8] if we use the fluctuation–dissipation theorem. It is also the high-temperature limit of the electromagnetic Casimir force between two perfect metal plates (described by Dirichlet boundary conditions), and by using the classical limit of the fluctuation–dissipation theorem.
B. Temporally correlated noise

We consider the temporally correlated noise described in Eq. (V.10). By using the eigenfunctions of the Dirichlet problem, the stress tensor over a plate takes the value

\[ \langle T_{xx}(0) \rangle = -\frac{\kappa_2 \Gamma}{V} \left( 1 + \frac{2}{\pi} \right) \sum_{n} \frac{k_n^2}{k_n^2 + \alpha^2} \]  

(VI.13)

For any \( \alpha \neq 0 \), the same factorization method as used in Sect. V.B can be used, leading to a Casimir force per unit surface equal to

\[ F_C / A = \left( 1 + \frac{2}{\pi} \right) \frac{\Gamma}{8\pi \alpha L x} \left[ \zeta(3) - \frac{\Gamma}{8\pi \alpha L x} \sum_{n,m} \left( \frac{n \pi}{L x} \right)^2 \right] \]

(VI.14)

where \( k_n^2 = \frac{\omega_n^2}{\kappa_2} \) and \( k_0^2 = \frac{\omega_0^2}{\kappa_2} + \frac{\alpha^2}{\kappa_2} \). In the limit of infinite correlation length we have \( k_0 \to 0 \) and \( k_1 \to \sqrt{\frac{\alpha}{\pi \kappa_2}} \), from which we obtain

\[ F_C / A = \left( 1 + \frac{2}{\pi} \right) \frac{\Gamma}{8\pi \alpha L x} \left[ \zeta(3) - \frac{\Gamma}{8\pi \alpha L x} \sum_{n,m} \left( \frac{n \pi}{L x} \right)^2 \right] \]

(VI.15)

This expression is regularized using Eqs. (A.6) and (A.3) with \( s = 2 \), resulting in

\[ F_C / A = \left( 1 + \frac{2}{\pi} \right) \frac{\Gamma}{8\pi \alpha L x} \left[ \zeta(3) - \frac{\Gamma}{8\pi \alpha L x} \sum_{n,m} \left( \frac{n \pi}{L x} \right)^2 \right] \]

(VI.16)

where \( \omega = \sqrt{k_0^2 + k_1^2} \). This integral can be evaluated to obtain the Casimir force as

\[ F_C / A = \left( 1 + \frac{2}{\pi} \right) \frac{\Gamma}{8\pi \alpha L x} \left[ \zeta(3) - \frac{\Gamma}{8\pi \alpha L x} \sum_{n,m} \left( \frac{n \pi}{L x} \right)^2 \right] \]

(VI.17)

In the limit of infinite correlation length we have

\[ F_C / A = \frac{\Gamma}{8\pi \alpha L x} \frac{k_0 L x}{k_0 L x - 1} \]

(VI.18)

and in the limit of small correlation length \( (k_0 L x) \to 1 \) we obtain

\[ F_C / A = \frac{\Gamma k_0}{4\pi \alpha L x} e^{-2k_0 L x} \]

(VI.19)

C. Maximally spatially correlated noise

As a final case we consider a noise that is rapidly fluctuating in time but that is homogeneous in space, described by the correlation \( \langle V_{xx}(0) \rangle \). In this case, \( h_{nm} \) is not diagonal but is given by

\[ h_{nm} = 2\Gamma (1 - (1 - n \pi^2)(1 - (1 - m \pi^2)) \]

(VI.20)

with \( \delta_{n,m} \). The stress on the plates is then given by

\[ \langle T_{xx}(0) \rangle = -2\Gamma (1 - (1 - n \pi^2)(1 - (1 - m \pi^2)) \]

(VI.21)

where \( n, m \neq 0, n, m \in \mathbb{Z} \). This expression is regularized using Eqs. (A.6) and (A.3) with \( s = 2 \), resulting in

\[ F_C / A = \left( 1 + \frac{2}{\pi} \right) \frac{\Gamma}{8\pi \alpha L x} \left[ \zeta(3) - \frac{\Gamma}{8\pi \alpha L x} \sum_{n,m} \left( \frac{n \pi}{L x} \right)^2 \right] \]

(VI.22)

where \( \omega = \sqrt{k_0^2 + k_1^2} \). This integral can be evaluated to obtain the Casimir force as

\[ F_C / A = \left( 1 + \frac{2}{\pi} \right) \frac{\Gamma}{8\pi \alpha L x} \left[ \zeta(3) - \frac{\Gamma}{8\pi \alpha L x} \sum_{n,m} \left( \frac{n \pi}{L x} \right)^2 \right] \]

(VI.23)

which can be written in terms of four Elizalde zeta functions. Using the asymptotic expansion of the Elizalde zeta functions given in Eq. (A.2), with \( p = 2 \) and \( s = 1 \), the Casimir force can be expressed as an infinite sum of Bessel functions \( K_0(x) \) with different values of \( x \). The divergent terms, given by the first term in Eq. (A.2), are independent of \( L x \), so the final expression is finite and given by

\[ F_C / A = \left[ K_0 \left( 2\sqrt{2k_0 L x} \sqrt{n^2 + m^2} \right) - \frac{\Gamma}{\lambda} \sum_{n,m \neq 0} \left( \frac{n \pi}{L x} \right)^2 \right] + \left[ \frac{\Gamma}{\lambda} \sum_{n,m \neq 0} \left( \frac{n \pi}{L x} \right)^2 \right] \]

(VI.24)

Two limiting cases can be considered to clarify this result. First, in the limit of long distances \( k_0 L x \to 1 \), the Casimir force is given by

\[ F_C / A = \frac{\Gamma}{\lambda} \sqrt{2\pi} e^{-\sqrt{2k_0 L x}} \]

(VI.25)

whereas in the opposite limit of long correlation length \( k_0 L \ll 1 \), the result is

\[ F_C / A = \frac{\Gamma}{\lambda} \log (k_0 L) \]

(VI.26)

In the limit of infinite correlation length this result diverges.
VII. TWO-FIELD SYSTEM

In the two systems we have considered so far (reaction–diffusion and liquid crystals), the dynamics is described by a Hermitian operator and therefore the potential of the method described herein is not fully evident. In this section, we build a more complex system, described by a model with two fields (which could be temperature and concentration, for example) coupled in a nonsymmetric way. For simplicity and to be concrete we will consider that the fields ψ1 and ψ2 are scalar, subject to Neumann boundary conditions, and with eigenfunctions described by the Fourier modes (V.4). In Fourier space, the dynamic equation is

\[
\frac{\partial}{\partial t} \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} = - \begin{pmatrix} \alpha_k & 0 \\ \beta_k & \gamma_k \end{pmatrix} \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} + \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} .
\]  

(VII.1)

The noises are assumed to be white with different correlation intensities (allowing one of them to be set equal to zero later) and no cross-correlation

\[
\langle \xi_1(r,t) \xi_1(r',t') \rangle = \Gamma_1 \delta(r-r') \delta(t-t'),
\]

\[
\langle \xi_2(r,t) \xi_2(r',t') \rangle = \Gamma_2 \delta(r-r') \delta(t-t'),
\]

\[
\langle \xi_1(r,t) \xi_2(r',t') \rangle = 0 .
\]  

(VII.2)

Finally, the stress tensor is assumed to be isotropic, depending only on the fields as

\[ T_{xx} = \kappa_1 \psi_1^2 + \kappa_2 \psi_2^2 . \]

(VII.3)

As the dynamic matrix is non-Hermitian, the left and right eigenmodes are different, being given by

\[
f_{1,k}(r) = \frac{2}{V} \cos(k_x x) e^{ik_y y} \left( \frac{1}{\alpha_k - \gamma_k} \right) ,
\]

\[
f_{2,k}(r) = \frac{2}{V} \cos(k_x x) e^{ik_y y} \left( 0 \right) ,
\]

\[
g_{1,k}(r) = \frac{2}{V} \cos(k_x x) e^{ik_y y} \left( 1 \right) ,
\]

\[
g_{2,k}(r) = \frac{2}{V} \cos(k_x x) e^{ik_y y} \left( - \frac{\beta_k}{\alpha_k - \gamma_k} \right) .
\]  

(VII.4)

with eigenvalues

\[
\mu_{1,k} = \alpha_k,
\]

\[
\mu_{2,k} = \gamma_k .
\]  

(VII.5)

Using these eigenmodes, the different elements needed to compute the Casimir pressure are

\[
h_{ik,jq} = \delta_{kq} \begin{pmatrix} \Gamma_1 & -\Gamma_1 \frac{\beta_k}{\alpha_k - \gamma_k} \\ -\Gamma_1 \frac{\beta_k}{\alpha_k - \gamma_k} & \Gamma_2 - \Gamma_1 \frac{\beta_k}{\alpha_k - \gamma_k} \end{pmatrix} ,
\]

\[
T_{ik,jq} = \delta_{kq} \begin{pmatrix} k_1 + k_2 \frac{\beta_k}{\alpha_k - \gamma_k}^2 & k_1 \frac{\beta_k}{\alpha_k - \gamma_k} \\ k_2 \frac{\beta_k}{\alpha_k - \gamma_k} & k_2 \frac{\beta_k}{\alpha_k - \gamma_k} \end{pmatrix} .
\]  

(VII.6)

After simple algebra, the stress tensor on the plates is obtained as

\[
\langle T_{xx}(0) \rangle = \frac{2}{V} \sum_k \left[ \frac{\Gamma_1 (\alpha_k + \kappa_1^2/\kappa_2)^2}{2 \alpha_k} \right. 
\]

\[
- \frac{2 \Gamma_1 \kappa_2^2/\kappa_1}{\alpha_k + \gamma_k} 
\]

\[
- \frac{(\Gamma_1 \kappa_2^2/\kappa_1^2 + \Gamma_2) \kappa_2}{2 \gamma_k} \right] ,
\]

(VII.7)

which for specific models (that is, specific values of \( \alpha_k, \beta_k, \) and \( \gamma_k \)) could be computed and regularized to obtain the Casimir force on the plates.

To show the kind of results that can be obtained we consider the simple reaction–diffusion two-field model \( \alpha_k = \lambda_1 + Dk^2, \beta_k = \lambda_2, \) and \( \gamma_k = \lambda_3 + Dk^2, \) with noise intensities \( \Gamma_1 = \Gamma \) and \( \Gamma_2 = 0, \) representing the system

\[
\frac{\partial \psi_1}{\partial t} = -\lambda_1 \psi_1 + D \nabla^2 \psi_1 + \xi, 
\]

\[
\frac{\partial \psi_2}{\partial t} = -\lambda_2 \psi_2 + D \nabla^2 \psi_2 - \lambda_2 \psi_1 .
\]  

(VII.8)

Furthermore, we assume that the stress only depends on \( \psi_1, \) i.e., \( T_{xx} = \kappa \psi_1^2. \) Therefore, any eventual Casimir force is produced by the fluctuations of the second field which are produced by the coupling with the first field. The stress on the plates is finally

\[
\langle T_{xx}(0) \rangle = \frac{\kappa \lambda_2^2}{2 V} \sum_k \left[ (\lambda_1 + Dk^2)(\lambda_2 + Dk^2)(\lambda_1 + \lambda_2 + 2 Dk^2) \right]^{-1} .
\]

Assuming that \( \lambda_1 \neq \lambda_2, \) we can apply partial fraction decomposition to obtain

\[
\langle T_{xx}(0) \rangle = \frac{\kappa \lambda_2^2}{2 DV (\lambda_1 - \lambda_2)^2} \sum_k \left[ \frac{1}{k^2 + k_1^2} + \frac{1}{k^2 + k_2^2} - \frac{2}{k^2 + k_3^2} \right] ,
\]

where \( k_1^2 = \lambda_1/D, \) \( k_2^2 = \lambda_2/D, \) and \( k_3^2 = (\lambda_1 + \lambda_2)/2D. \) Then, we can perform each infinite sum as in the case of scalar white noise to obtain the Casimir force as

\[
\langle T_{xx}(0) \rangle = \frac{-\kappa \lambda_2^2}{4 \pi DL_x (\lambda_1 - \lambda_2)^2} \ln \left( \frac{(1 - e^{-2k_1 L_x}) (1 - e^{-2k_2 L_x})}{(1 - e^{-2k_3 L_x})^2} \right) .
\]

It is interesting to note that, if \( \lambda_1 = 0 \) and/or \( \lambda_2 = 0, \) this Casimir force diverges.

CONCLUSIONS

In this article, we have developed a formalism to study Casimir forces in classical systems out of equilibrium based on the stochastic dynamical equations of the system under study. The equilibrium case is recovered as
a particular limit where the fluctuation–dissipation theorem is valid.

In particular, we study the interaction which appears between intrusions in a medium subject to any kind of noise. The study is restricted to additive noise and nonquantum systems; quantum cases and multiplicative noises are left for future work. The method only relies on the stochastic evolution equation of the field in the medium, and information about the interaction between the medium and the intrusions, as given by the boundary conditions of the fields at the surface of the bodies. No assumptions are made regarding any characteristic of the noise, which could be internal of external, thermal or induced, white or colored, and even non-Gaussian.

This formalism reduces to the classical thermal Casimir effect when the medium is subjected to an additive Gaussian white noise with autocorrelation amplitude $Q = k_B T (\mathcal{L} + \mathcal{L}^*)$ and its dynamics is described by a Hermitian operator, as shown in [IV.13].

We have obtained an exact formula for the Casimir force felt by a body [IV.14], which shows how to derive the Casimir force for any geometrical configuration and noise. Equation [IV.14] can be used to obtain non-equilibrium induced self forces over asymmetric bodies, as shown in [33]. It can also provide a numerical tool useful to evaluate Casimir forces for complicated geometries. Along this paper, we have used the formula to obtain the force between parallel plates in different media (in a reaction–diffusion model and in liquid crystals) under the influence of different kinds of Gaussian noises, i.e., white noise to recover the thermal case already studied in the literature, and noises with nonzero spatial or temporal correlation lengths, where different forces appears.

Finally we have shown an example of the evaluation of Casimir forces in a system with non-Hermitian evolution dynamics, which was an intractable problem until the development of the formalism presented herein.

**APPENDIX: ELIZALDE ZETA FUNCTION**

The computation of the Casimir forces makes use of the asymptotic expansion of the Elizalde zeta function, which is defined as [36]

$$Z_p(s, a_i, \omega) = \sum_{n \in \mathbb{Z}^p} \frac{1}{(\sum_{i=1}^{p} \alpha_i^2 n_i^2 + \omega^2)^s} \quad \text{(A.1)}$$

and admits the asymptotic expansion, valid for all complex $s$,

$$Z_p(s, a_i, \omega) = \frac{\Gamma(s)}{\Gamma(s)} \frac{\Gamma(s - \frac{p}{2})}{\prod_{i=1}^{p} a_i} \omega^{s-2p} + \frac{2\pi^s \omega^{s-\frac{p}{2}}}{\prod_{i=1}^{p} a_i} \sum_{n \in \mathbb{Z}^p - \{0\}} \left( \sum_{i=1}^{p} \left( \frac{n_i}{a_i} \right)^2 \right)^{2s-\frac{p}{2}} \left( 2 \pi \omega \right)^{s-\frac{p}{2}} K_{s-\frac{p}{2}} \left( 2 \pi \omega \frac{n}{\alpha \omega} \right) \quad \text{where} \quad K_{\nu}(z) = \frac{\Gamma \left( \frac{1}{2} \right)}{\sqrt{\pi}} \int_0^\infty e^{-t^2} t^{\nu-1} \cos \left( z t \right) \, dt$$

where $K_{\nu}(z)$ is the inhomogeneous Bessel function of the second kind or Macdonald function. When $p = 2$, this is called the Chowla–Selberg formula. We are mainly interested in the case $p = 1$ with $\alpha > 0$, for which

$$Z_1(s, \alpha, \omega) = \sum_{n \in \mathbb{Z}} \frac{1}{(\alpha^2 n^2 + \omega^2)^s} = \frac{\Gamma \left( \frac{1}{2} \right)}{\Gamma(s)} \omega^{1-2s} + \frac{4\pi^s}{\Gamma(s)\alpha} \sum_{n=1}^{\infty} \left( \frac{n}{\alpha \omega} \right)^{s-\frac{p}{2}} K_{s-\frac{p}{2}} \left( 2 \pi \omega \frac{n}{\alpha} \right) \quad \text{(A.3)}$$

When studying Casimir forces between plates with Dirichlet boundary conditions, the following series needs to be computed

$$Y_1(s, \alpha, \omega) = \sum_{n \in \mathbb{Z}} \frac{\alpha^2 n^2}{(\alpha^2 n^2 + \omega^2)^s} \quad \text{(A.4)}$$

It is straightforward to obtain

$$\sum_{n \in \mathbb{Z}} \frac{\alpha^2 n^2}{(\alpha^2 n^2 + \omega^2)^s} = \sum_{n \in \mathbb{Z}} \frac{1}{(\alpha^2 n^2 + \omega^2)^s-t} - \omega^2 \sum_{n \in \mathbb{Z}} \frac{1}{(\alpha^2 n^2 + \omega^2)^s}, \quad \text{(A.5)}$$

and therefore

$$Y_1(s, \alpha, \omega) = Z_1(s - 1, \alpha, \omega) - \omega^2 Z_1(s, \alpha, \omega). \quad \text{(A.6)}$$
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