Models for non-unitary quantum dynamics, such as quantum circuits that include projective measurements, have recently been shown to exhibit rich quantum critical behavior. There are many complementary perspectives on this behavior. For example, there is a known correspondence between $d$-dimensional local non-unitary quantum circuits and tensor networks on a $D = (d + 1)$-dimensional lattice. Here, we show that in the case of systems of non-interacting fermions, there is furthermore a full correspondence between non-unitary circuits in $d$ spatial dimensions and unitary non-interacting fermion problems with static Hermitian Hamiltonians in $D = (d + 1)$ spatial dimensions. This provides a powerful new perspective for understanding entanglement phases and critical behavior exhibited by non-interacting circuits. Classifying the symmetries of the corresponding non-interacting Hamiltonian, we show that a large class of random circuits, including the most generic circuits with randomness in space and time, are in correspondence with Hamiltonians with static spatial disorder in the ten Altland-Zirnbauer symmetry classes. We find the criticality that is known to occur in all of these classes to be the origin of the critical entanglement properties of the corresponding random non-unitary circuit. To exemplify this, we numerically study the quantum states at the boundary of Haar-random Gaussian fermionic tensor networks of dimension $D = 2$ and $D = 3$. We show that the most general such tensor network ensemble corresponds to a unitary problem of non-interacting fermions with static disorder in Altland-Zirnbauer symmetry class DIII, which for both $D = 2$ and $D = 3$ is known to exhibit a stable critical metallic phase. Tensor networks and corresponding random non-unitary circuits in the other nine Altland-Zirnbauer symmetry classes can be obtained from the DIII case by implementing Clifford algebra extensions for classifying spaces.
I. INTRODUCTION

Inspired by the fundamental question of how equilibrium statistical mechanics emerges in closed quantum systems [1] and in which case such an equilibrium may not occur [2–4], the last decade has seen an explosion of research on the dynamics of quantum many-body systems far from equilibrium. In many cases, it has turned out that many-body entanglement is a useful way of characterizing the behavior of the system [5].

Fruitful settings to study the dynamics of quantum entanglement include the evolution following a quantum quench [6–9], the dynamics under random unitary evolution [10–12], and, starting with Refs. 13 and 14, the evolution under non-unitary circuits [15–24]. The latter have been found to exhibit rich phenomenology, including entanglement transitions – quantum phase transitions that are primarily characterized by a change in entanglement structure. In particular, Refs. 13 and 14 have shown that the states that emerge at late times from unitary circuits interspersed with projective measurement can exhibit a phase transition between volume and area law entanglement.

A closely related family of models are tensor networks [25]. Indeed, any quantum circuit can, for a given set of measurement outcomes, be interpreted as the contraction of a tensor network; conversely, using the polar decomposition, the many-body transfer matrix describing the contraction of a tensor network can be reinterpreted as a quantum circuit consisting of unitary and non-unitary evolution. The universal behaviors exhibited in non-unitary circuits and tensor networks are therefore closely related to each other, and entanglement transitions similar to those in random measurement circuits have been observed in tensor networks [26].

As we will show in this paper, this correspondence between tensor networks in $D = (d+1)$ dimensions and non-unitary quantum circuits acting on quantum systems in $d$ dimensions can be extended further when considering the case of non-interacting fermions. In this setting, not only is there a correspondence between tensor networks in $D = (d+1)$ dimensions and non-unitary quantum circuits acting on quantum systems in $d$ dimensions, but there is a further correspondence with static Hermitian Hamiltonian problems (and thus unitary time evolutions) in $D = (d+1)$ spatial dimensions (see Fig. 1). This will allow us to relate critical phenomena that we numerically observe in random tensor networks for non-interacting...
fermions to critical behavior in random non-unitary circuits and random Hamiltonian systems. In the following, we will refer to quantum circuits acting on $d$-dimensional quantum systems as $d$-dimensional quantum circuits.

The class of tensor networks that forms part of this correspondence are Gaussian fermionic tensor networks (GTNs) [27–36]. Such Gaussian fermionic tensor networks are constructed from Gaussian fermionic states, which are the most general class of states that obey Wick’s theorem, i.e. all their equal-time correlation functions are completely characterized by the equal-time two-point correlation function [37]. Slater-determinant states form a subset of Gaussian states. Gaussian fermionic tensor networks share many properties with conventional tensor networks, but the Gaussian structure leads to an exponential improvement in the scaling with entanglement entropy of both memory and computation time. In addition to their numerical usefulness [36], they thus serve as a natural playground to explore the physics of random tensor networks in a more tractable setting. The quantum circuits that correspond to such Gaussian tensor networks are non-unitary quantum circuits of non-interacting fermions. For brevity, we will refer to these as non-unitary Gaussian circuits (NGCs). Given the correspondence between such NGCs and GTNs, we will often use these terms together. When we further consider Gaussian fermionic tensor networks consisting of random tensors, the corresponding quantum circuits will be subject to space-time disorder. We emphasize that the class of GTN/NGCs is a very broad class and encompasses all non-unitary dynamics of non-interacting fermions [37]. As such, it includes models previously discussed in the literature, such as those of Refs. 19, 23, and 38, as well as discrete-time variants of those in Refs. 39 and 40. We emphasize, and explain in detail below (cf end of Sec. V C 1), that the class of models considered in this work are more general than the loop-model-based circuits considered by other authors and can have manifestly different behavior of physical observables (such as, e.g., of disorder-averaged moments of correlation functions).

The correspondence between GTN/NGCs and non-interacting fermions undergoing a unitary time-evolution in the presence of static (quenched) disorder is an important result of this work. This correspondence relies on two important ingredients. The first ingredient is to construct a transfer matrix that captures the single-particle action of the NGC in an enlarged Hilbert space where the density matrix that the NGC acts on is treated as a vector (incorporating both, bra and ket). Such a single-particle transfer matrix, evolving the density matrix by one time step, exists for each disorder realization of the NGC and preserves the locality of the circuit. The second, complementary, ingredient is to express the unitary disordered fermion problem, at fixed energy, in discrete space as a general Chalker-Coddington network model [41]. This Chalker-Coddington network model also admits a transfer matrix description for each disorder realization. The desired correspondence between random GTN/NGCs and disordered unitary fermion problems is then established by identifying the transfer matrix description of the NGC in the enlarged Hilbert space representing the density matrix with that of the Chalker-Coddington network model. The spacetime randomness in the $d$-dimensional NGC corresponds to the spatial quenched disorder in the $D = (d+1)$-dimensional unitary fermion problem. As will be shown later (see in particular Sec. V), enlarging the Hilbert space for the NGC so that its transfer matrix acts on the density matrix is crucial to ensure that the mapping between GTNs/NGCs and non-interacting unitary fermion problems exists in both directions. The enlarged Hilbert space leads to the $D$-dimensional unitary fermion problems in the correspondence having more symmetries than those apparent in the corresponding GTN, and this is crucial for the correct understanding of the underlying physics.

With this correspondence and the appropriate symmetry identification in hand, important results for disordered non-interacting fermions such as the ten-fold Altland-Zirnbauer symmetry classification [42, 43] as well as the well-studied phase diagrams and the well-developed understanding of their critical behavior can be directly reinterpreted in the language of quantum circuits. In particular, our results imply that the critical phases and critical points that emerge at late times in the evolution under non-unitary Gaussian circuits (and correspondingly GTNs) exhibit conformal symmetry and share properties such as multifractality, possible logarithmic corrections etc., with well-known models of disordered fermions. Furthermore, the existence of topologically distinct gapped phases in random non-interacting fermion systems implies the existence of distinct area law phases in GTN/NGCs, with critical points separating these phases. It is also worth noting that we find no robust volume-law phases (in line with Ref. 44), except for rather fine-tuned choices of GTNs/NGCs such as those corresponding to unitary circuits.

**Overview of main results**

The present work begins by elucidating the relation between quantum circuits with measurements, circuits with non-unitarity arising from other mechanisms, and tensor networks. We then proceed to introduce Gaussian fermionic tensor networks. Our random tensor network construction proceeds analogously to Ref. 26. One typical example of the systems we consider is given by Gaussian tensor networks on the square lattice, where each tensor is chosen i.i.d. from an orthogonal Haar-random ensemble. This turns out to be the most generic ensemble possible, and the related quantum circuits preserve no quantum numbers except fermion parity. We numerically observe that the contraction of these tensors gives rise to a state exhibiting many features of quantum criticality, including power-law decay of correlations (with a particular form of logarithmic corrections which we spec-
ify, arising from marginally irrelevant corrections to scaling), a logarithmic growth of all Renyi entanglement entropies with (sub)system size, and scaling of the mutual information between two intervals with the cross-ratio, a hallmark feature of underlying conformal symmetry.

This GTN model in $D = d + 1$ dimensions admits a single-particle transfer matrix formalism where the transfer matrix can also be understood as the 1st-quantized description of the corresponding NGC. In particular, this transfer matrix captures the NGC-generated evolution of density matrices in $d$ spatial dimensions (i.e., it acts on a space that has twice the dimension of the space of “ket”-vectors on which the circuit itself acts). Interestingly, we show that, despite the absence of symmetries other than fermion parity in the GTN/NGC itself, the transfer matrices of the GTN/NGC can be identified with those of the Chalker-Coddington network model in $D$ spatial dimensions in Altland-Zirnbauer symmetry class DIII, which is characterized by a time-reversal symmetry that squares to $-1$, a particle-hole symmetry that squares to $+1$, and chiral symmetry. The origin of these symmetries is related to the fact that the NGC-generated evolution of density matrices in $d$ spatial dimensions maintains the purity and the Hermiticity of the density matrices. This symmetry class DIII is known to exhibit a disordered metallic phase in spatial dimension $D = d + 1 = 2$ which the aforementioned numerically-observed entanglement criticality naturally corresponds to. The stability of the disordered metallic phase implies that the numerically-observed critical entanglement phase should be one of an entire critical entanglement phase. We also show that there is a transition from the critical entanglement phase into an area law phase when sufficiently strong dimerization/staggering is turned on. In the language of Chalker-Coddington network models, this transition is known as a metal-insulator transition into one of two gapped phases (one of them topological). This transition is known to be continuous, and driven by proliferation of topological defects in the theory describing the metal.

Finally, we numerically consider the case of Gaussian fermionic tensor networks in $D = 3$ dimensions, and observe a logarithmic violation of the area law in a critical entanglement phase. This behavior is a reflection of the known stable metallic phase of the corresponding Hamiltonian problem in symmetry class DIII with static disorder in $D = 3$ spatial dimensions. A similar area law violation was found for non-unitary Clifford circuits in the same spatial dimension in Ref. 60. We note that metallic phases are known to occur in all symmetry classes of disordered non-interacting fermions for $D \geq 3$, and thus such entanglement phases with logarithmic area law violations will occur generically in those cases.

The remainder of this paper is structured as follows: In Sec. II, we introduce tensor networks in more detail and discuss the relation between them and non-unitary quantum circuits. We also discuss the relation between non-unitary quantum circuits and quantum systems whose non-unitarity arises from measurements. In Sec. III, we introduce Gaussian fermionic tensor networks. In Sec. IV, we introduce the Haar-random Gaussian fermion network model, the numerical setup, and the various signatures of criticality that we observe. In Sec. V, we introduce the transfer matrix formalism, establish the mapping between GTNs/NGCs and Chalker-Coddington network models, and provide an analytical understanding of the numerically observed entanglement criticality via the theory describing the metallic phase of disordered fermions in Altland-Zirnbauer symmetry class DIII. In Sec. VI, we discuss the construction of models in all ten Altland-Zirnbauer symmetry classes. In Sec. VII, we discuss the case of GTNs in $D = 3$ dimensions. Finally, in Sec. VIII we provide an outlook for future directions.

II. TENSOR NETWORKS AND QUANTUM CIRCUITS

A. General tensor network on the square lattice

A general tensor network on a square lattice is depicted in Fig. 2 (a). Each individual four-leg tensor $T \in \mathbb{C}^{M^4}$, shown in Fig. 2 (b), defines a state in a $M^4$-dimensional Hilbert space:

$$|T\rangle = \sum_{ijkl} T_{ijkl} |ijkl\rangle, \quad (1)$$

where each of the indices $i, j, k, l = 1, 2, 3, ..., M$ labels the states within the $M$-dimensional Hilbert space associated with a given leg of the tensor $T$. Here, $M$ is the bond dimension of each leg of the tensor $T$. The contraction of two tensors $T_{1,2}$, as shown in Fig. 2 (c), yields a new tensor

$$\sum_{i_2,k_2=1}^{M} \delta_{k_1,i_2} T^{(1)}_{i_1j_1k_1l_1} T^{(2)}_{i_2j_2k_2l_2}. \quad (2)$$
FIG. 2. (a) A generic tensor network on the square lattice is depicted. The horizontal and vertical directions of the tensor network are labeled as $u$ and $v$. (b) The graphical representation of the four-leg tensor $T_{ijkl}$ is shown. (c) The contraction between two tensors $T^{(1)}$ and $T^{(2)}$ is graphically represented by connecting the contracted legs.

Equivalently, we can think of this tensor as being defined by $P_{12}(T^{(1)} \otimes T^{(2)})$, where $P_{12}$ is a projection operator that acts on the tensor product of the Hilbert spaces associated with two contracted legs, and projects onto the maximally entangled state $\frac{1}{\sqrt{M}} \sum_{k_1k_2} \delta_{k_1i_2,k_1} |i_1 \otimes |i_2 \rangle$ \cite{61}. Similarly, all the contractions in the tensor network shown in Fig. 2 (a) can be viewed as the projections onto maximally entangled states on the contracted legs.

When we rotate the square lattice tensor network (counter-clockwise) by $45^\circ$, we can view it as a quantum circuit that acts on a qudit chain with each qudit carrying an $M$-dimensional local Hilbert space (see Fig. 3 (a)). Each tensor can be viewed as an operator acting on two neighboring qudits. The matrix elements of the operator associated with the tensor $T$ (as shown in Fig. 3 (b)) are given by $T_{ijkl}$, where the pair of tensor indices $i$ and $j$ are viewed as the column indices of the matrix, and the pair $l$ and $k$ as the row indices. When $T$ is viewed as an operator, it has a polar decomposition $T = UK$ (graphically represented in Fig. 3 (b)) where $U$ is a unitary operator and $K$ is a positive-semidefinite Hermitian operator. Physically, we can view $U$ as the real-time evolution operator under some Hermitian Hamiltonian and $K$ as the imaginary-time evolution operator under some other Hermitian Hamiltonian \cite{62}. With this operator interpretation of each four-leg tensor, the whole tensor network shown in Fig. 3 (a) can be interpreted as a non-unitary quantum circuit that evolves the qudit-chain quantum states with Hermitian Hamiltonians but in a mixture of real and imaginary time (or simply as a non-unitary quantum circuit that evolves the qudit-chain quantum states only in real time but using non-Hermitian Hamiltonians). In the remainder of this paper, unless specified otherwise, Hermiticity is always implicitly assumed when we talk about the Hamiltonian of a system.

It is conceptually straightforward to generalize the construction above to fermionic tensor networks, where each tensor represents a state in a fermionic Hilbert space. For general overviews of how to take into account the fermionic exchange sign in contractions, see Refs. 27, 63–65. In Sec. III, we will specialize to the case of Gaussian fermionic tensor networks and discuss the technical issues arising from their fermionic nature.

B. Relation to quantum systems undergoing unitary evolution and generalized measurements

A particularly interesting physical scenario where non-unitary circuits and non-unitary evolutions arise is given by a quantum system that undergoes both unitary evolution and projective measurements \cite{13, 15}. In the presence of measurements, the evolution of the quantum system is characterized by an ensemble of quantum trajectories with each quantum trajectory labeled by a different set of measurement outcomes. In the following, we first briefly introduce our notion of quantum trajectory before we discuss the connection to tensor networks. A more detailed description of quantum trajectories can be found, for example, in Ref. 66.

For our purposes, a single measurement is described by a set of Kraus operators $C_m$, where $m$ labels the different measurement outcomes. Given some input density matrix $\rho$, Born’s rule gives the probability of the $m$’th measurement outcome as $p_m = \text{Tr}(C_m \rho C_m^\dagger)$; normalization of probability requires $\sum_m C_m^\dagger C_m = 1$, i.e. the operators $C_m^\dagger C_m$ form a positive operator-valued measure \cite{66}. For the $m$’th measurement outcome, the density matrix after the measurement is given by $\rho' = C_m \rho C_m^\dagger / p_m$; if the input density matrix represents a pure state, $\rho = |\psi\rangle \langle \psi|$, so does the density matrix $C_m |\psi\rangle \langle \psi| C_m^\dagger / p_m$ after measurement. In the case of a conventional projective measurement, the $C_m$ are projectors, i.e. $C_m^2 = C_m$. We emphasize that we are free to interpret any set of operators $\{C_m\}$ that satisfies the condition $\sum_m C_m^\dagger C_m = 1$ as a generalized measurement within this formalism, and any such measurement can be physically implemented (See, e.g., Ref. 67.).
It is clear that we can interpret a circuit composed of unitary evolution and projective measurements within this formalism. Given a set of measurement outcomes \( \vec{m} \) (each entry corresponding to the outcome of one projective measurement), we can define an operator \( C_{\vec{m}} \) as the product (over time steps) of the unitary evolution operators followed by the projection operators corresponding to the measurement outcomes in each step (noting that the succession of a measurement with \( N \) and one with \( M \) outcomes can be thought of as a measurement with \( N \cdot M \) outcomes). While the set of measurement outcomes will grow exponentially with the volume of the circuit and the Born-rule probability \( p_{\vec{m}} \) of a given set of outcomes \( \vec{m} \) becomes exponentially small, the entire set of operators \( \{ C_{\vec{m}} \} \) will still satisfy the conditions above, in particular the \( C_{\vec{m}}^\dagger C_{\vec{m}} \) also form a positive operator-valued measure.

As explained in the previous section, a generic tensor network can be viewed as a non-unitary quantum circuit comprised of real-time and imaginary-time evolution. In this work, we will not focus on individual tensor networks but rather the average behavior in certain random ensembles of tensor networks with each realization of the tensor network taking an equal weight in the average. Each such ensemble of tensor networks provides an ensemble of non-unitary circuits \( \{ C_m \} \). If the condition \( \sum_m C_m^\dagger C_m = \mathbb{1} \) is satisfied, the corresponding ensemble of tensor networks can describe a physical quantum system undergoing both unitary evolution and generalized measurement. However, an important yet subtle distinction arises due to the Born-rule probability \( p_m = \text{Tr}(C_m \rho C_m^\dagger) \) of the system choosing a particular trajectory in the case of measurements, which depends on the initial density matrix \( \rho \). To establish a precise correspondence between non-unitary circuits where the non-unitarity arises due to measurements and those where non-unitarity arises from some other mechanism, the ensemble in the latter case may have to be reweighed according to the Born-rule probability [68].

It appears possible that certain universal behavior exhibited in these two situations is closely related. Ref. 69 speculated about potential differences in circuits with Haar random evolution. As we will see below, certain classes of tensor networks are amenable to a rather complete numerical and analytical treatment, and as such provide valuable insights into the non-unitary dynamics of quantum many-body systems. Therefore, for the purpose of this paper, we employ the language of tensor networks; however, as discussed in App. E, our tensor network construction could be adapted as a measurement circuit. Comparison between the universal behavior in the tensor-network ensemble and the Born-rule ensemble will be reserved for future investigations.

### III. FERMIONIC GAUSSIAN TENSOR NETWORK

#### A. Definition

In this work, we focus on random ensembles of Gaussian fermionic tensor networks (GTNs) [27–36], which are a special type of fermionic tensor networks that describe Gaussian states. In a GTN on the square lattice, each four-leg tensor defines a fermionic Gaussian state in a Hilbert space associated to \( 4 \chi \) Majorana fermion modes. The \( 4 \chi \) Majorana fermion modes are divided into \( 4 \) groups of \( \chi \) Majorana fermion modes each, with each group residing on one of the legs of the four-leg tensor. We refer to the number of Majorana modes \( \chi \) on each leg of the tensors as the Majorana bond number of the GTN; it is related to the bond dimension \( M \) introduced previously via \( M = \sqrt{2^\chi} \), i.e. GTNs are an exponentially more compact representation. In particular, for conventional tensor networks, the maximal amount of entanglement that can be captured is \( O(\log M) \) (and the computational effort thus exponential in the amount of entanglement), whereas here it is \( O(\chi) \) (and the computational effort thus polynomial in the amount of entanglement).

In a GTN, each tensor is itself a fermionic Gaussian state. Such a state is completely determined by its two-point fermion correlation functions. To be more precise, let us denote the Majorana modes associated to a four-leg tensor with Majorana bond number \( \chi \) for each leg as \( \tilde{\gamma}_{i=1,2,\ldots,4\chi} \). The fermionic Gaussian state associated to the four-leg tensor is completely determined by the \( 4\chi \times 4\chi \) covariance matrix [37]

\[
\Gamma_{ij} = \left\langle \frac{1}{2} \left[ \tilde{\gamma}_i, \tilde{\gamma}_j^\dagger \right] \right\rangle = \left\langle \hat{\gamma}_i \hat{\gamma}_j \right\rangle - i \delta_{ij},
\]

where the expectation value is taken in the fermionic Gaussian state. Multi-point fermion correlation functions in the fermionic Gaussian state can be constructed from \( \Gamma_{ij} \) via Wick's theorem [70]. Hence, we can use the covariance matrices \( \Gamma_{ij} \) to represent the four-leg tensors in the GTN. However, we emphasize that the meaning of indices of the covariance matrix \( \Gamma_{ij} \) which labels the Majorana fermion operators associated with a given tensor is different from the meaning of the indices of the four-leg tensor \( T_{ijkl} \) which labels the states in a (sub-)Hilbert space. The covariance matrix \( \Gamma_{ij} \) for a pure Gaussian state satisfies

\[
\Gamma^\dagger = -\Gamma, \quad \Gamma^* = \Gamma, \quad \Gamma^2 = -\mathbb{1}.
\]

The first two conditions are simply derived from the properties of Majorana fermion modes while the third condition is the consequence of a pure Gaussian state. The fermion parity of the pure Gaussian state is given by the Pfaffian \( \text{Pf}(\Gamma) = \pm 1 \) of the covariance matrix \( \Gamma \). The space of all \( 4\chi \times 4\chi \) covariance matrices \( \Gamma \) satisfying the conditions in Eq. (4) is given by the symmetric space \( O(4\chi)/U(2\chi) \). The space of \( \Gamma \) further restricted to the sector...
with a fixed fermion parity Pf(Γ) is given by the symmetric space $\text{SO}(4\chi)/\text{U}(2\chi)$. In particular, the four-leg tensor that can be interpreted as a quantum gate that conserves the fermion parity are the ones with a fixed fermion parity $\text{Pf}(\Gamma) = 1$. In principle, one can also consider mixed Gaussian states, which can also be fully specified by their covariance matrix. The covariance matrices of a mixed Gaussian states, which can also be fully specified by their covariance matrix. The covariance matrices of a mixed Gaussian states still satisfy the first two conditions in Eq. (4), but the third condition is relaxed to $\Gamma^2 \succeq -1$, meaning that no eigenvalues of the Hermitian matrix $\Gamma^2$ are smaller than $-1$. This work will mostly focus on the square-lattice GTNs where every four-leg tensor is associated with a pure fermionic Gaussian state. We refer to this type of tensor network as the pure-state GTN. We also impose an extra requirement that each tensor in the pure-state square-lattice GTN has a fixed fermion parity $+1$ so that when the pure-state square-lattice GTN is interpreted as a quantum circuit, each quantum gate in the circuit respects the fermion parity and, hence, can be viewed as a bosonic operator (in the sense that it does not change the fermion parity of the state it acts on).

The pure Gaussian state $|\Gamma\rangle$ that is associated to a four-leg tensor, with each leg having Majorana fermion modes $\hat{\gamma}_i$, and which has a $4\chi \times 4\chi$ covariance matrix $\Gamma_{ij}$, can be determined via the equation

$$\left(\hat{\gamma}_i - i \sum_j \Gamma_{ij} \hat{\gamma}_j\right) |\Gamma\rangle = 0, \quad i = 1, 2, ..., 4\chi. \quad (5)$$

When we view $\hat{\gamma}$ as a $4\chi$-component column vector of Majorana operators, the equation above can be conveniently written as $(\hat{\gamma} - i \Gamma \hat{\gamma}) |\Gamma\rangle = 0$.

**B. Contraction of Gaussian tensors**

Since Gaussian tensor networks are just a special case of general fermionic tensor networks, the contraction of two tensors can similarly be viewed as a projection onto a maximally-entangled-pair state on the legs that are being contracted. Crucially, the result of such a contraction of two Gaussian tensors is again a Gaussian tensor; if the two input states are pure, so is the contracted state.

It is worth noting that the contraction of two Gaussian tensors can also be viewed as applying a quantum operation defined by one Gaussian state to the other Gaussian state. Here, by quantum operation we mean any completely positive trace-non-increasing linear operation on density matrices, i.e., the most general operation that transforms a valid (pure or mixed) quantum state into another valid quantum state. Indeed, as proven in Refs. 37 and 72, any Gaussian map, i.e., completely positive linear map that transforms Gaussian states into Gaussian states, can be described as the contraction of (possibly non-pure) tensors in this formalism. As such, any kind of circuit for non-interacting fermions can be translated into the contraction of a GTN. Therefore, the circuits discussed in Refs. 23 and 38 and the quantum measurement circuits without annihilation in Ref. 19 can be viewed as particular examples of Gaussian tensor networks.

To illustrate in greater detail the procedure of contraction, let us discuss the contraction of two four-leg tensors as shown in Fig. 4 (a). Consider two Gaussian tensors represented by the covariance matrices $\Gamma$ and $\Upsilon$. When a Majorana-bond-number-$\chi$ leg of the tensor $\Gamma$ that carries Majorana fermion modes $\hat{\gamma}_{i=1,2,...,\chi}$ is contracted with a Majorana-bond-number-$\chi$ leg of the tensor $\Upsilon$ that carries Majorana fermion modes $\hat{\eta}_{i=1,2,...,\chi}$, the contraction yields a new Gaussian state

$$|\Psi\rangle = P_{12} (|\Gamma\rangle \otimes |\Upsilon\rangle)^T, \quad (6)$$

where the projection operator $P_{12}$ is given by

$$P_{12} = \prod_{i=1}^{\chi} \frac{1 + \hat{\gamma}_i \hat{\eta}_i}{2}. \quad (7)$$

The contraction is graphically represented in Fig. 4 (a). Notice that the contracted leg in Fig. 4 (a) has a direction which indicates the ordering of Majorana modes $\hat{\gamma}_i$ and $\hat{\eta}_i$ in the projection operator, i.e. the contraction with the reversed direction is implemented by the projection $\prod_{i=1}^{\chi} (1 + \hat{\gamma}_i \hat{\eta}_i)/2$. The choice of direction is necessary for each contracted bond of a fermionic tensor network.

The Gaussian state $|\Psi\rangle$ is again fully characterized by a covariance matrix $\Psi$. Here, we view $|\Psi\rangle$ as Gaussian state residing in the Hilbert space given by only the Majorana modes on $\Gamma$ and $\Upsilon$ as shown in Fig. 4 (b): in particular, the modes on $\Gamma$ are grouped into $\hat{\gamma}_L$, which remain open, and $\hat{\gamma}_R$, which are to be contracted; for $\Upsilon$, the modes $\hat{\eta}_L$ are to be contracted, while $\hat{\eta}_R$ remain open. We can reorganize the two covariance matrices in a block form,

$$\Gamma = \begin{pmatrix} \Gamma_{LL} & \Gamma_{LR} \\ \Gamma_{LR}^T & \Gamma_{RR} \end{pmatrix}, \quad \Upsilon = \begin{pmatrix} \Upsilon_{LL} & \Upsilon_{LR} \\ \Upsilon_{LR}^T & \Upsilon_{RR} \end{pmatrix}. \quad (8)$$

Here, $\Gamma_{LL}$ and $\Upsilon_{RR}$ are $3\chi \times 3\chi$ matrices describing the correlations between the $3\chi$ modes $\hat{\gamma}_L$ and $\hat{\eta}_R$, respectively, and similarly $\Gamma_{RR}$ and $\Upsilon_{LL}$ are $\chi \times \chi$ matrices, and the off-diagonal matrices are $\chi \times 3\chi$ or $3\chi \times \chi$ rectangular matrices. The covariance matrix $\Psi$, which is a $6\chi \times 6\chi$ matrix that describes the correlations of the $6\chi$ Majorana operators $\hat{\gamma}_L$ and $\hat{\eta}_R$, is then given by [37]

$$\Psi = \begin{pmatrix} \Gamma_{LL} & 0 \\ 0 & \Upsilon_{RR} \end{pmatrix} + \begin{pmatrix} \Gamma_{LR} & 0 \\ 0 & \Upsilon_{RL} \end{pmatrix}^{-1} \begin{pmatrix} \Gamma_{LR} & 0 \\ 0 & \Upsilon_{RL} \end{pmatrix}^T. \quad (9)$$

Notice that $\Psi$ depends on $\Gamma$ and $\Upsilon$ in a non-linear way. Furthermore, one can check that, if $(\Gamma)^2 = (\Upsilon)^2 = -1$, then $(\Psi)^2 = -1$, i.e. the contraction between pure-state tensors results in a pure-state tensors. This expression can be evaluated in $O(\chi^3)$ time.
Having introduced the contraction between two tensors, a GTN can be built by contracting the involved tensors one by one using Eq. (9). The order of tensor contractions does not affect the final result as long as the same tensor network geometry is maintained. This independence of ordering can understood as follows. A GTN that consists of tensors \( \{\Gamma^{(n)}\}_n \) produces a Gaussian state \( P(\hat{\Gamma}^{(n)}) \) where \( P \) is the product of projections onto the maximally-entangled-pair state on each pair of contracted legs in the GTN. The projections on different pairs of contracted legs commute with each other, which implies that the final GTN is independent of the order in which the projectors are applied. In practice, the order may make a difference to the computational cost, see App. C.

### IV. NUMERICAL RESULTS

#### A. Setup

We now turn to a numerical investigation of the properties of Gaussian tensor networks with random tensors. We will find that for a generic choice of random ensemble (which we introduce below), the state obtained by contracting the tensor network exhibits signatures of quantum criticality and scale invariance, namely a logarithmic divergence of the bipartite entanglement entropy with the subsystem size and power-law decay of two-point correlation functions.

We consider an ensemble of tensor networks where each tensor is independently drawn from an identical probability distribution of what we call Haar-random Gaussian pure states. To construct such a state on \( 2n \) Majorana fermions, we start from the reference pure state

\[
\Omega_{2n} = \begin{pmatrix}
0 & \mathbb{I}_n \\
-\mathbb{I}_n & 0
\end{pmatrix}
\]  

where \( \mathbb{I}_n \) is the \( n \times n \) identity matrix. Then, we obtain a random special orthogonal matrix \( O \in SO(2n) \) following the approach of Ref. 73. The desired Haar-random Gaussian pure state is then given by as

\[
\Gamma = O \Omega_{2n} O^T.
\]

This will generate pure states with a fixed parity \( \text{Pf}(\Gamma) = +1 \). The ensemble of \( \Gamma \) generated by the Haar-random matrix \( O \in SO(2n) \) is equivalent to the random ensemble of \( \Omega \) in the symmetric space \( SO(2n)/U(n) \) with a uniform probability measure. In principle, one can extend the ensemble to that of states with random fermion parity \( \text{Pf}(\Gamma) = \pm 1 \) by considering Haar-random matrix \( O \in O(2n) \) in Eq. (11) instead; however, we find that the numerical results presented in this section, which are obtained in an ensemble of fixed parity, are, within sampling error, identical to the ones obtained for random fermion parities. For the square-lattice GTN with Majorana bond number \( \chi \), we perform this procedure with \( 2n = 4\chi \) for each four-leg tensor independently.

In the contraction of the tensor network (see Fig. 5), we start from an initial state at \( v = 0 \) given by the covariance matrix

\[
\Gamma_0 = \bigoplus_{k=1}^{L/2} \Omega_2,
\]

which is unentangled for even \( \chi \) and entangled only between adjacent sites for odd \( \chi \) (there is no fully unentangled state for odd \( \chi \); note also that we require \( L \chi \) even to construct pure-state GTNs). The initial state \( \Gamma_0 \) of the GTN for even and odd \( \chi \) are pictorially represented by the hollow circles shown in Fig. 5. We have chosen to fix the parity of the initial state to \( \text{Pf}(\Gamma_0) = +1 \); similar as for the parity of the tensors on each site of the network, we have confirmed that results are indistinguishable for an initial state of the other parity. We contract the initial state \( \Gamma_0 \) with rows of tensors as shown in Fig. 5. We denote by \( \Gamma_{v} \) the state that is the result after the contraction of \( v \) (“depth”) rows of tensors with the initial state \( \Gamma_0 \); i.e., that state is defined by the open legs at the top of the network with depth \( v \). We are interested in the behavior for \( v \to \infty \). We apply periodic boundary conditions in the spatial direction, i.e. the \( u \)-direction, of the network.

Here, we’ve defined a Haar-random ensemble of pure-state square-lattice GTNs. This ensemble of GTNs yields an ensemble of random quantum circuits via the correspondence between GTNs and non-unitary Gaussian circuits in Sec. II. As shown in App. E, this quantum circuit ensemble can, in principle, characterize the dynamics of a physical system undergoing both unitary evolution and generalized measurements. However, one needs to be careful that, for the physical system undergoing both unitary evolution and generalized measurements, the probability for a specific quantum circuit (corresponding to fixed measurement outcomes) in the circuit ensemble to appear needs to follow the Born’s rule, which implies that different quantum circuits in general appear with different probabilities. In contrast, in all the following
discussions of the Haar-random ensemble of GTNs, each GTN/NGC appear with equal probabilities.

**B. Correlation functions**

We first analyze the two-point correlation function $\langle \gamma_k \gamma_l \rangle$ (i.e., the equal-time Green’s function) in the state $\Gamma_v$, which resides on the one-dimensional lattice of open legs on the top the GTNs shown in Fig. 5. Each site of this lattice corresponds to an open leg and therefore contains $\chi$ Majorana modes. The quantity of interest, corresponding to the average of the square of the two-point correlation function for Majorana modes that are $r$ sites away from each other, is given by

$$C(r) = \frac{1}{\chi^2 L} \sum_{m,n=1}^{\chi} \sum_{p=1}^{L} \langle \hat{\gamma}_{p,m} \hat{\gamma}_{p+r,n} \rangle^2,$$

(13)

where by $\hat{\gamma}_{p,m}$ we denote the $m$th Majorana mode ($m = 1, \ldots, \chi$) on the $p$th site of the lattice, we apply periodic boundary conditions, i.e. $\hat{\gamma}_{p+L,n} = \hat{\gamma}_{p,n}$, and the bar indicates ensemble-averaging. The individual expectation values in a fixed realization of disorder (i.e. before disorder averaging) correspond exactly to elements of the covariance matrix $\Gamma_v$: $\langle \hat{\gamma}_{p,m} \hat{\gamma}_{p+r,n} \rangle = (\Gamma_v)_{(p-1)\chi+m,(p+r-1)\chi+n}$ (except for $r = n = 0$).

Our results are shown in Fig. 6, where we take the depth $v = 500$ and average over 20 realizations. In random systems, the mean and typical correlations can differ widely near critical points because a correlation function (as opposed to, e.g., a free energy) is in general not self-averaging [74]. In particular, different disorder moments of a correlation function can scale with independent critical exponents [75], a phenomenon called multifractality which is ubiquitous in disordered non-interacting fermion systems [76, 77] (for a relatively recent discussion see e.g. Refs. 78 and 79). An extreme version of this phenomenon is known to occur in one-dimensional quantum systems with (static) spatial randomness where disorder moments of correlation functions can be dominated entirely by rare event (Griffiths) physics leading to completely different functional forms of mean and typical correlations, such as e.g. in the random singlet phase [80, 81]. We have checked for this numerically and find that in our case, the mean and typical correlations differ only by a prefactor. The reason for the self-averaging of these correlations will be given in App. A 2.

The correlations shown in Fig. 6 clearly decay with a power law, consistent with a critical system. To quantify this more precisely, we perform a fit to

$$C(r) = A \frac{(1 + \lambda_0 \log r)^2}{r^2},$$

(14)

where $A$ and $\lambda_0$ are fit coefficients. The correction to a pure power-law decay in the numerator arises from the presence of a marginally irrelevant operator, whose coupling constant is denoted by $\lambda_0$. For details, see Appendix B. We find excellent agreement with this form with a constant $\lambda_0$ that depends on $\chi$, as shown in Fig 6.
C. Entanglement entropy

As a second quantity of interest, we compute the von Neumann entanglement entropy for a contiguous block of \( L/2 \) sites in the state \( \Gamma_v \) for periodic boundary condition along the \( u \)-direction. We denote this quantity as \( S_{L/2} \).

In the inset in Fig. 7 (b), we show the dependence of \( S_{L/2} \) on the depth \( v \) for a few characteristic values of \( L \) and \( \chi \). We find that it very quickly reaches a plateau. To obtain averaged quantities, we average over \( v \) for \( v \) greater than some cutoff (usually \( v = 250 \)) as well as several completely independent simulations (here 100).

The averaged \( S_{L/2} \) is shown for Majorana bond numbers \( \chi = 1 \) through \( \chi = 10 \) from bottom to top. Crosses indicate the numerical data, while the dashed lines indicate fits to the form \( S_{L/2} = \zeta_1 \log(L/L_0) \).

(b) Dependence of the entropy scaling prefactor \( \zeta_1 \) on the Majorana bond number \( \chi \). Inset of (b): Convergence of the entropy at the center of the system with depth \( v \) for \( L = 128 \) and \( \chi = 1, 2, 10 \).
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Fig. 7. (a) Scaling of bipartite entropy of half of the system with total system size in the Haar-random ensemble. Majorana bond numbers are \( \chi = 1 \) through \( \chi = 10 \) from bottom to top. Crosses indicate the numerical data, while the dashed lines indicate fits to the form \( S_{L/2} = \zeta_1 \log(L/L_0) \). (b) Dependence of the entropy scaling prefactor \( \zeta_1 \) on the Majorana bond number \( \chi \). Inset of (b): Convergence of the entropy at the center of the system with depth \( v \) for \( L = 128 \) and \( \chi = 1, 2, 10 \).

where we take both \( \zeta_1 \) and \( L_0 \) as fit parameters. In Fig. 7 (b), we show the dependence of \( \zeta_1 \) extracted from our fits on Majorana bond number \( \chi \), which we find to be nearly linear.

This scaling form of the entanglement entropy is familiar from a variety of other systems, where it may occur for completely unrelated physical reasons. Therefore, we intentionally introduce the new letter \( \zeta_1 \) for the prefactor of the logarithm to avoid any possible confusion with these better-known cases. These include ground states of non-random critical Hamiltonian systems in one dimension \([82, 83]\), where this form follows from conformal symmetry and the coefficient of the logarithm is related to the central charge \( c \) of the corresponding conformal field theory (CFT) via \( \zeta_1 = c/3 \). It also appears in scenarios not related to conformal symmetry, such as random-singlet phases \([84]\) or, under particular circumstances, in ferromagnets and other symmetry-broken systems \([85]\) (in which case the prefactor is non-universal). Finally, this scaling of the entanglement entropy was found at the critical points that occur in the interacting random circuit and tensor network models \([13-15, 18, 26, 86]\), which also exhibit conformal symmetry and where the coefficient \( \zeta_1 \) of the logarithm is twice the scaling dimension of a boundary operator.

We can repeat the analysis of the entanglement entropy for Renyi entropies, defined by

\[
S_\alpha(\rho) = \frac{1}{1 - \alpha} \mathrm{Tr} \left[ \log(\rho^\alpha) \right], \tag{16}
\]

for our random GTN/NGCs. For \( \alpha = 1 \), the von Neumann entropy is obtained. For a one-dimensional non-random gapless Hamiltonian system, conformal field theory predicts \([87]\) that the ground state entanglement entropy of an interval of length \( L \) (embedded in a much
larger system) scales as $\zeta_\alpha \log(L/L_0)$ for all $\alpha$, where $\zeta_\alpha$ is given by

$$\zeta_\alpha = \frac{c_1}{2} \left( 1 + \frac{1}{\alpha} \right),$$

and where $c_1 = c/3$ of Eq. (15) with $c$ the central charge. For the measurement-induced transition in interacting random circuits, Ref. 88 observed that an additional constant term appears in the $\alpha$-dependence of $\zeta_\alpha$ as compared to Eq. (17). We can numerically test the $\alpha$-dependence of $\zeta_\alpha$ in the random GTN. To this end, we compute the Renyi entropy with index $\alpha$ ranging from 0.5 to 5 for half of the system analogous to the calculation shown in Fig. 7 and perform a fit to extract the prefactor of the logarithmic scaling. Our results are shown in Fig. 8. We observe excellent agreement with the form of the $\alpha$-dependence displayed in Eq. (17) (without additional constant). We reiterate that $\zeta_1$ is not related to the central charge of a non-random CFT.

In addition to the entanglement entropy, we also examine the full entanglement spectrum. We find results consistent with the Gaussian unitary ensemble, see App. D.

### D. Mutual information

Following Ref. 15, we also compute the mutual information of two disjoint segments $[x_1, x_2]$ and $[x_3, x_4]$, which is given by

$$I([x_1, x_2], [x_3, x_4]) = S([x_1, x_2]) + S([x_3, x_4]) - S([x_1, x_2] \cup [x_3, x_4]),$$

where $S([x, y])$ denotes the von Neumann entanglement entropy between sites $x$ through $y$ and the rest of the system, and by $\cup$ we denote the union of two segments. We plot this as a function of the cross-ratio of the segment endpoints. Defining the chord distance between points $x$ and $y$ as

$$r_{xy} = \frac{L}{\pi} \sin \left( \frac{\pi}{L} |x - y| \right),$$

the cross-ratio is given by

$$\eta = \frac{r_{x_1,x_2}r_{x_3,x_4}}{r_{x_1,x_3}r_{x_2,x_4}}.$$

Our results are shown in Fig. 9. We observe that all the mutual information data nicely collapse onto a function that depends only on a single variable $\eta$. This behavior of the mutual information is strongly suggestive of a two-dimensional conformal field theory description of the random GTN/NGC system. Moreover, we observe a power-law behavior of $I([x_1, x_2], [x_3, x_4])$ at small cross-ratio $\eta$.

We can examine the behavior for small $\eta$ in more detail by taking the limit where the intervals $[x_1, x_2]$ and $[x_3, x_4]$ are chosen to be short compared to their separation and to the system size. More precisely, we take $|x_1 - x_2| = |x_3 - x_4| = d$ and $|x_2 - x_3| = r$, and focus on the parameter regime with $d \ll r \ll L$ such that $\eta = d^2/r^2$. In this case, the mutual information $I([x_1, x_1 + d], [x_1 + r, x_3 + r + d])$ with a fixed $d$ will decay with the distance $r$ between the intervals with the same functional form as the correlation function, Eq. (14). In particular, the corrections to the asymptotic power-law decay have the same form.

### V. TRANSFER MATRIX FORMALISM AND ANALYTICAL UNDERSTANDING OF THE ENTANGLEMENT CRITICALITY

To facilitate an analytical approach to understand these numerical results, we now introduce a transfer matrix formalism for the contraction of pure-state GTNs. Using this transfer matrix formalism, we will then map any lattice pure-state GTNs (with no uncontracted legs in the bulk) to a corresponding network model of unitary scattering problems on the same lattice. This type of network model that we obtain from the GTN turns out to be exactly what is commonly known as a Chalker-Coddington network model which was originally introduced to study non-interacting fermion systems with static/quenched disorder. This connection will allow us to understand the criticality observed in the previous section in terms of stable critical phases or critical points in disordered systems of non-interacting fermions. In the following, we will refer to the critical behavior obtained in Sec. IV as the entanglement criticality of the Haar-random GTN (and its corresponding NGC). Interestingly
and surprisingly, even though the entanglement criticality is obtained in a most generic Haar-random pure-state GTN without any symmetry constraint, it shares the same description as the disordered metallic phase in Altland-Zirnbauer symmetry class DIII in two spatial dimensions.

A. Transfer Matrix: Definition and Properties

To introduce the transfer matrix approach, we first consider the contraction of a one-dimensional GTN as shown in Fig. 10, where each tensor has two legs with the same Majorana bond number $\chi_t$. It turns out that the contraction of a GTN on a higher-dimensional lattice can always be reduced to this case (with a possibly system-size-dependent $\chi_t$) while still respecting locality; we will expand on this reduction to a one-dimensional GTN in Sec. VAR3.

1. Transfer matrix in one-dimensional geometry

In the one-dimensional pure-state GTN shown in Fig. 10 (a), every tensor has two legs, each with a Majorana bond number $\chi_t$. As discussed in Sec. II, we can view the one-dimensional pure-state GTN shown in Fig. 10 (a) as a quantum circuit with its time direction going from the left to the right of the GTN. This quantum circuit acts on a Hilbert space associated with $\chi_t$ Majorana fermion operators, which we denote as $\hat{\alpha}_{t=1,2,...,\chi_t}$. The fact that this tensor network is Gaussian implies that its corresponding quantum circuit always evolves a single Majorana fermion operator to another single Majorana fermion operator. Each two-leg tensor $\Gamma$ (for example the one in Fig. 10 (b)) in the one-dimensional pure-state GTN corresponds to a (non-unitary) quantum gate $g_\Gamma$ that induces a linear transformation of the Majorana fermion operators via

$$\hat{\alpha}_t \rightarrow g_{\Gamma} \hat{\alpha}_t g_{\Gamma}^{-1} = \sum_j t_p[\Gamma]_{ij} \hat{\alpha}_j. \quad (21)$$

Here, we have introduced the $\chi_t \times \chi_t$ matrix $t_p[\Gamma]$, which will be referred to as the P-sector transfer matrix of $\Gamma$.

Since $g_{\Gamma}$ is a quantum gate of non-interacting fermions, the P-sector transfer matrix $t_p[\Gamma]$, which can be viewed as the first-quantized (or single-particle) version of $g_{\Gamma}$, contains the full information about $g_{\Gamma}$ and hence of the tensor $\Gamma$. In the following, we will only consider pure-state Gaussian tensors $\Gamma$ with fixed fermion parity Pf($\Gamma$) = 1 such that the corresponding quantum gate $g_{\Gamma}$ is a bosonic operator, i.e. $g_{\Gamma}$ is a quantum gate that preserves fermion parity.

As is shown in Fig. 10 (b), for each two-leg tensor $\Gamma$, we use the labels $L$ and $R$ to distinguish the two legs and their associated Majorana modes. We can write the covariance matrix $\Gamma$ shown in Fig. 10 (b) in a block form,

$$\Gamma = \begin{pmatrix} \Gamma_{LL} & \Gamma_{LR} \\ \Gamma_{RL} & \Gamma_{RR} \end{pmatrix}, \quad (22)$$

where the block $\Gamma_{LR}$ captures the correlations between the $\chi_t$ Majorana modes residing on the left leg and those on the right leg, and likewise for the other blocks. Since the Majorana bond number, i.e. the number of Majorana modes, associated with each leg is $\chi_t$, each block in $\Gamma$ is a $\chi_t \times \chi_t$ square matrix. The P-sector transfer matrix $t_p[\Gamma]$ of the tensor $\Gamma$ then turns out to be given by

$$t_p[\Gamma] = \Gamma_{LR}^{-1} (\mathbf{1} - i \Gamma_{LL}) = (\mathbf{1} + i \Gamma_{RR}) \Gamma_{LR}^{-1}. \quad (23)$$

This tensor contraction is equivalently described by the product of the two quantum gates $g_{\Gamma}$ and $g_{\Gamma'}$ that are associated with the two tensors $\Gamma$ and $\Gamma'$, respectively, i.e. $g_{\Gamma'} \cdot g_{\Gamma} = g_{\Gamma'} g_{\Gamma}$ with $g_{\Gamma''}$ the quantum gate associated with the tensor $\Gamma''$. We therefore conclude that the transfer matrix corresponding to $\Gamma''$ is given by the product of those corresponding to $\Gamma$ and $\Gamma'$:

$$t_p[\Gamma'] \cdot t_p[\Gamma] = t_p[\Gamma'']. \quad (24)$$

This result can also be checked explicitly using Eqs. (9) and (23).

In Eq. (23), we’ve assumed that $\Gamma_{LR}$ is invertible, which is true for a generic pure-state tensor $\Gamma$ in the symmetric space $\text{SO}(2\chi_t)$ of all possible $2\chi_t \times 2\chi_t$ pure-state covariance matrices. The exceptions to the assumption merely form a measure-zero subspace of $\text{SO}(2\chi_t)$. In the following, unless otherwise specified, we will assume the generic situation where $\Gamma_{LR}$ is invertible.

Given the conditions that $\Gamma^2 = -\mathbf{1}$ and $\Gamma = -\Gamma^T$, we notice that the P-sector transfer matrix satisfies the property that

$$t_p[\Gamma]^T \cdot t_p[\Gamma] = \mathbf{1}, \quad (25)$$
which means that the P-sector transfer matrix \( t_p[\Gamma] \) belongs to the complexified special orthogonal group:

\[
t_p[\Gamma] \in \text{SO}(\chi_1)_{\mathbb{C}}.
\]

(26)

In the special case where \( \Gamma_{LL} = \Gamma_{RR} = 0 \), the quantum gate \( g_t \) associated with the two-leg tensor \( \Gamma \) becomes unitary and the P-sector transfer matrix \( t_p[\Gamma] \) becomes real, i.e. \( \Gamma \in \text{SO}(\chi_1) \).

As we have discussed before, the P-sector transfer matrix contains the full information of the tensor \( \Gamma \). Furthermore, for any element \( t_p \in \text{SO}(\chi_1)_{\mathbb{C}} \), there exists a pure-state two-leg Gaussian tensor \( \Gamma \) such that the P-sector transfer matrix of \( \Gamma \) is given by \( t_p \) via Eq. (23) (except for those \( t_p \) with \( \text{Re}(t_p) \) non-invertible, a situation encountered only in a measure-zero subset of \( \text{SO}(\chi_1)_{\mathbb{C}} \)). Therefore, the elements of the symmetric space \( \frac{\text{SO}(2\chi_1)}{\text{U}(\chi_1)} \) of all possible \( 2\chi_1 \times 2\chi_1 \) covariance matrices \( \Gamma \), viewed as two-leg tensors, are in one-to-one correspondence with the elements of the space (and also group) \( \text{SO}(\chi_1)_{\mathbb{C}} \) of the P-sector transfer matrices (except for subsets of zero measure).

2. P- and H-sector transfer matrices

As discussed earlier, from the perspective of quantum circuits, the (non-unitary) quantum gate \( g_t \) associated with the two-leg tensor \( \Gamma \) evolves the Majorana fermion operators in Hilbert space by \( \hat{\alpha}_i \to g_t^{-1} \hat{\alpha}_i g_t^{-\dagger} = \sum_j t_p[\Gamma]_{ij} \hat{\alpha}_j \) leading to the definition of the P-sector transfer matrix \( t_p[\Gamma] \). Similarly, we can define the \( \chi_1 \times \chi_1 \) H-sector transfer matrix \( t_h[\Gamma] \) by the evolution

\[
\hat{\alpha}_i \to g_t^{-\dagger} \hat{\alpha}_i g_t^{-1} = \sum_j t_h[\Gamma]_{ij} \hat{\alpha}_j
\]

(27)

It is easy to show that \( t_h[\Gamma] = t_p[\Gamma]^* \). We can further introduce the full transfer matrix \( t[\Gamma] \) for both sectors:

\[
t[\Gamma] = \begin{pmatrix} t_p[\Gamma] & 0 \\ 0 & t_h[\Gamma] \end{pmatrix}.
\]

(28)

Obviously, under tensor contraction, the H-sector transfer matrix \( t_h \) and the full transfer matrix \( t \) obey the same multiplication rule as the P-sector transfer matrix, i.e. Eq. (24).

For a mixed-state Gaussian tensor \( \Gamma \), i.e. \( \Gamma^2 \neq -\mathbb{I} \), only the full transfer matrix \( t[\Gamma] \) remains well-defined (see App. G for a detailed discussion of the full transfer matrix for mixed-state Gaussian tensors). The decoupling of the full transfer matrix into the block diagonal form Eq. (28) with the P-sector and the H-sector transfer matrices can be viewed as a special property of the pure-state tensor \( \Gamma \) with \( \Gamma^2 = -\mathbb{I} \). As such, it is natural to interpret \( t[\Gamma] \) as the evolution of the density matrix, and the P-sector transfer matrix as a single-particle (or first quantized) description of the evolution of ket vectors in the Hilbert space. Likewise, the H-sector transfer matrix should be viewed as a single-particle (or first quantized) description of the evolution of bra vectors in the Hilbert space. This interpretation of the P-sector, H-sector and full transfer matrix follows naturally from the detailed derivation of them in App. F.

For a pure-state tensor \( \Gamma \), given that its P-sector transfer matrix \( t_p[\Gamma] \) already contains all the information of the two-leg tensor \( \Gamma \), the introduction of the H-sector transfer matrix \( t_h[\Gamma] \) and the full transfer matrix \( t[\Gamma] \) may naively seem redundant. However, as we will see in the later subsections, the full transfer matrix will serve as an important tool for us to establish an exact mapping between the pure-state GTN (together with its corresponding non-unitary quantum circuit) and a network model of unitary scattering centers which can be viewed as arising from a unitary Hamiltonian system of non-interacting fermions. Also, we will see that the structure of the full transfer matrix of the GTN ensures the unitarity of the corresponding network model. More interestingly, the structure of the full transfer matrix guarantees the symmetries of the network model even when no symmetry constraints is imposed on its correspond pure-state GTN.

3. Transfer matrix of the square-lattice pure-state GTN

We now turn to the two-dimensional GTN introduced in Sec. III, and show how to reduce it to a quasi-one-dimensional system that can be tackled with the transfer matrix tools introduced in the previous sections while preserving locality. As shown in Fig. 11, a square-lattice GTN can be viewed as a quasi-one-dimensional GTN in the t-direction. In this mapping, an entire column of tensors in the square-lattice GTN is represented by a single tensor, as illustrated in the right panel of Fig. 11. This tensor is described by a covariance matrix \( \Gamma(t) \) of size \( 4L_x \chi \times 4L_x \chi \), where \( L_x \) is the extent of the tensor network in the \( x \) direction, that is given by the direct
sum of the covariance matrices of all $\Gamma^{(x,t)}$ with the same coordinate $t$:

$$\Gamma^{(t)} = \begin{pmatrix} \Gamma^{(x,t)} & \Gamma^{(x+1,t)} \\ \vdots & \vdots \\ \Gamma^{(x,t)} & \Gamma^{(x+1,t)} \end{pmatrix}. \quad (29)$$

This block structure is a direct consequence of the locality of the tensor network, and is preserved after rewriting the contraction in the transfer matrix language. This can be seen explicitly by applying Eq. (23), which respects the block-form of the covariance matrix and thus yields a $P$-sector transfer matrix $t_p[\Gamma^{(t)}]$ of size $2L_x \chi \times 2L_x \chi$ and of the form

$$t_p[\Gamma^{(t)}] = \begin{pmatrix} \cdot & \cdot & \cdot \\ \cdot & t_p[\Gamma^{(x,t)}] & \cdot \\ \cdot & \cdot & \cdot \\ \cdot & \cdot & \cdot \end{pmatrix}. \quad (30)$$

Here, to apply Eq. (23) to each four-leg tensor $\Gamma^{(x,t)}$ shown in Fig. 11, we’ve grouped the two legs on the left and the two on the right together, respectively. Similarly, the $H$-sector transfer matrix $t_h[\Gamma^{(t)}]$ and the full transfer matrix $t[\Gamma^{(t)}]$ of the quasi-one-dimensional GTN (obtained from the square-lattice GTN) are given by the direct sums of $t_h[\Gamma^{(x,t)}]$ and $t[\Gamma^{(x,t)}]$, respectively.

At this point, we’ve concluded that, at each given time coordinate $t$, the $P$-sector transfer matrix $t_p[\Gamma^{(t)}]$ has a block-diagonal form with each diagonal block having dimension $2\chi \times 2\chi$. However, it is important to note that the transfer matrix for the full tensor network does not have this block structure, since the positions of the diagonal blocks in the transfer matrices $t_p[\Gamma^{(t)}]$ and $t_p[\Gamma^{(t+1)}]$ at consecutive times $t$ and $t+1$ are shifted relative to each other by $\chi$ in their row and column indices. Therefore, the product $\prod_{t=1}^{t_p} t_p[\Gamma^{(t)}]$ that describes the entire square-lattice GTN does not “decouple” into small blocks, and can thus be a generic element of $\text{SO}(\chi L)_C$.

B. Mapping to Unitary Scattering Problems with TR, PH and Chiral Symmetries

In this subsection, we use the transfer matrix formalism to establish an exact mapping the between a single pure-state Gaussian tensor (together with its corresponding quantum gate) and a unitary scattering problem with a static and non-interacting Hamiltonian. Applying this mapping to a lattice of such tensors (free of uncontracted legs in the bulk) yields a network model of unitary scatterers that resides on the same lattice. Such network models are commonly known as Chalker-Coddington network models and were introduced as lattice models for problems of non-interacting fermions subject to static/quenched disorder.

We will show that even in the absence of any constraints on the pure-state Gaussian tensors $\Gamma$, the corresponding scattering problems always have time-reversal (TR) symmetry, particle-hole (PH) symmetry and chiral symmetry, which corresponds to symmetry class DIII in the Altland-Zirnbauer ten-fold symmetry classification. Applying this to the random GTNs numerically studied in Sec. IV allows us to identify the criticality observed there with the known disordered metallic phase in symmetry class DIII in two spatial dimensions. We can thus compute properties of the entanglement criticality from the theory of this metallic phase. Importantly, this implies that the entanglement criticality observed in Sec. IV should be viewed as a critical entanglement phase that is stable against sufficiently weak deformation of the Haar-random ensemble. At the end of this section, we will show that, by deforming the Haar-randomness of the ensemble and by introducing “staggering” in the square-lattice pure state GTN, one can access a transition from critical entanglement phase to a area-law entanglement phase. This transition is the same as the known metal-to-insulator transition in symmetry class DIII in two spatial dimensions.

1. Mapping a single pure-state Gaussian tensor to a unitary scattering problem with a single scattering center

We start by considering a single two-leg pure-state Gaussian tensor $\Gamma$ with the Majorana bond number on each leg given by $\chi_s$. It is straightforward to verify that its full transfer matrix $t[\Gamma]$ satisfies the condition

$$t[\Gamma]^{\dagger} \cdot J_{pb} \cdot t[\Gamma] = J_{pb} \quad (31)$$

where

$$J_{pb} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \quad (32)$$

To understand the physical implication of this relation, it is instructive to interpret the transfer matrix $t[\Gamma]$ as describing a scattering problem with two $\chi_s$-component modes with amplitudes $\phi_{L,p}$ and $\phi_{L,h}$ on the left hand side of the scattering center and two other $\chi_s$-component modes with amplitudes $\phi_{R,p}$ and $\phi_{R,h}$ on the right hand side. The relation between the modes on the left and the right of the scattering center is given by the transfer matrix

$$\begin{pmatrix} \phi_{R,p} \\ \phi_{R,h} \end{pmatrix} = t[\Gamma] \begin{pmatrix} \phi_{L,p} \\ \phi_{L,h} \end{pmatrix}, \quad (33)$$

FIG. 12. A generic pure-state Gaussian tensor $\Gamma$ can be mapped to a unitary scattering problem with its transfer matrix given by $t[\Gamma]$. Every Majorana mode associated with the Gaussian tensor $\Gamma$ corresponds to a pair of counter-propagating modes in the scattering problem. The scattering problem respects unitarity, TR symmetry, PH symmetry and chiral symmetry.
We can interpret the operator $J_{pb}$ as the (single-particle) probability current operator and view Eq. (31) as the conservation of the probability current in the scattering problem. With the probability current conserved, this scattering problem is unitary and, hence, should be viewed as arising from a static (Hermitian) Hamiltonian.

Note that the modes $\phi_{L,R,p,h}$ are not eigenstates of the probability current operator $J_{pb}$. The eigenstates of $J_{pb}$ are instead given by (see Fig. 12)

$$\phi_{L,\pm} = \frac{1}{\sqrt{2}} (\phi_{L,p} \pm \phi_{L,h})$$

$$\phi_{R,\pm} = \frac{1}{\sqrt{2}} (\phi_{R,p} \pm \phi_{R,h})$$

Here, the $\phi_{L,\pm}$ and $\phi_{R,\pm}$ each form $\chi_s$ pairs of counter-propagating modes. Based on the physical meaning of the full transfer matrix $t[\Gamma]$ in the GTN context, we can associate each such pair of counter-propagating modes with a Majorana mode of the tensor $\Gamma$. In this example, the modes labeled $L$ and $R$ correspond to the two legs of the tensor $\Gamma$; a similar assignment of pairs of counter-propagating scattering modes to legs of the tensor can be made in the more general case of tensors with more than two legs.

Another perspective is gained by thinking of the modes $\phi_{L,+}$ and $\phi_{R,-}$ as the in-states, namely the modes traveling towards the scattering center and the modes $\phi_{L,-}$ and $\phi_{R,+}$ as the out-states, i.e. the modes traveling away from the scattering center. This allows us to define the scattering $S$-matrix of this scattering problem by

$$\begin{pmatrix} i\phi_{L,-} \\ i\phi_{R,+} \end{pmatrix} \equiv S \begin{pmatrix} \phi_{L,+} \\ \phi_{R,-} \end{pmatrix},$$

where the $S$-matrix is a $2\chi_s \times 2\chi_s$ matrix that relates the in-states to the out-states. The factors of $i$ in the definition of the $S$-matrix above are merely gauge choices. For a scattering problem arising from a static Hamiltonian, this $S$-matrix is expected to be unitary. The $S$-matrix can be obtained as follows. We plug the expression Eq. (23) of $[\Gamma]$ into Eq. (33) and apply the basis transformations shown in Eq. (34) and Eq. (35) to obtain a linear relation among $\phi_{L,\pm}$ and $\phi_{R,\pm}$. By re-arranging this linear relation into the form shown in Eq. (36), we obtain the $S$-matrix in this scattering problem:

$$S = i\Gamma,$$

which, given that $\Gamma^T = -\Gamma$ and $\Gamma^2 = -1$, is indeed unitary.

We can now discuss the symmetries in this unitary single-particle scattering problem. For any two-leg pure-state tensor $\Gamma$, the associated scattering problem has time-reversal (TR), particle-hole (PH) and chiral symmetries. At the level of the transfer matrix of a single scattering center, these symmetries correspond to the following three conditions:

TR symmetry: $\Theta_{tr}^\dagger \cdot t[\Gamma]^* \cdot \Theta_{tr} = t[\Gamma]$ with $\Theta_{tr} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$ (38)

PH symmetry: $\Xi_{ph}^\dagger \cdot t[\Gamma]^* \cdot \Xi_{ph} = t[\Gamma]$ with $\Xi_{ph} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ (39)

Chiral symmetry: $\Sigma_c \cdot t[\Gamma] \cdot \Sigma_c = t[\Gamma]$ with $\Sigma_c = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$ (40)

These conditions are automatically satisfied by any pure-state Gaussian tensor $\Gamma$. Here, we note that the TR symmetry squares to $-1$ ($\Theta_{tr}^2 = -1$) and the PH symmetry squares to $+1$ ($\Xi_{ph}^2 = +1$). The chiral symmetry can be viewed as a product of the TR and the PH symmetries. Therefore, this scattering problem belongs to symmetry class DIII in the ten-fold Altland-Zirnbauer symmetry classification. As we point out earlier, the transfer matrix corresponding to the scattering problem, $t[\Gamma]$, just like the P-sector transfer matrix $t_0[\Gamma]$, should be identified as an element of the complexified special orthogonal group $SO(2\chi_s)_C$. Based on Eq. (37), the scattering $S$-matrix should be identified as a point in the symmetric space $SO(2\chi_s)/U(\chi_s)$ of the pure-state Gaussian tensors $\Gamma$. The group formed by the full transfer matrices $t[\Gamma]$ (which are also transfer matrix in the scattering problem) and the symmetric space of the scattering $S$-matrix $S$ we obtained here for symmetry class DIII are consistent with the classification given in Refs. 90 and 91.

As we now see, the identification of a conserved probability current and the identification of all the symmetries in the scattering problem fundamentally rely on the existence of both the P sector and the H sector in the full transfer matrix $t[\Gamma]$. In the scattering problem, this is evident from the fact that all three symmetries act only within the pairs of counter-propagating modes, where each such pair corresponds to one Majorana mode of the Gaussian tensor $\Gamma$.

2. Mapping a lattice GTN to a lattice network model of scattering problems

The mapping between a single two-leg pure-state Gaussian tensor $\Gamma$ and a unitary scattering problem introduced above can be straightforwardly extended to a correspondence between a lattice of Gaussian tensors (with no uncontracted legs in the bulk) and a lattice of unitary scattering problems defined at scattering centers located at the sites/vertices of the lattice. For the simplest case, consider the one-dimensional “tensor network” shown in Fig. 10 (c) which consists of two pure-state Gaussian tensors $\Gamma$ and $\Gamma'$. Such a tensor network can be mapped to a one-dimensional network model of scattering problems that consists of two scattering centers.
The transfer matrices at these two scattering centers are given by \( t[\Gamma] \) and \( t[\Gamma'] \) respectively. Global unitarity follows immediately from the fact that \( t[\Gamma'\prime] = t[\Gamma'] \cdot t[\Gamma] \) is a valid transfer matrix that obeys probability conservation, i.e.

\[
(t[\Gamma'] \cdot t[\Gamma])^\dagger \cdot J_{\text{pb}} \cdot (t[\Gamma'] \cdot t[\Gamma]) = t[\Gamma'\prime] \cdot J_{\text{pb}} \cdot t[\Gamma'\prime] = J_{\text{pb}}.
\]  

(41)

By analogous arguments, TR, PH and chiral symmetries of the transfer matrix of an individual tensor are inherited by the transfer matrix describing the entire tensor network.

Clearly, this argument can be iterated for a one-dimensional chain of two-leg tensors. To generalize to more complex geometries, we need to consider the case of tensors with more than two legs. This generalization is again straightforward: as we have discussed in the previous section, the scattering problem for an individual tensor is conveniently constructed in terms of pairs of counter-propagating modes, where each pair corresponds to one Majorana mode of the original tensor. Just like we have grouped the Majorana modes of the original tensor into legs, each carrying \( \chi \) modes, we can group such pairs of counter-propagating modes into legs of the tensor. Thus, for a tensor with \( r \) legs of Majorana bond number \( \chi \), there will be \( r \) sets of \( \chi \) pairs of counter-propagating modes. Noting again that the symmetries act only within these pairs, it is clear that the same symmetry properties that hold for the two-leg tensors also hold for tensors with an arbitrary number of legs. This is illustrated for the case of a four-leg tensor in Fig. 13 (a).

Applying this mapping to every four-leg tensor in the pure-state square-lattice GTN, we obtain a network model of scattering problems on the square-lattice with a local scattering center at each site of the square lattice as show in Fig. 13 (b). To ensure global unitarity of the square-lattice network model, we simply need to verify that the conserved probability currents at each scattering center are globally compatible with each other. One way to see the global compatibility of the probability current is to view the square-lattice network model (and its corresponding square-lattice GTN) as a network (and a GTN) on a quasi-one-dimensional geometry along the \( t \)-direction. We can identify the globally conserved probability current as the probability current along the \( t \)-direction in this quasi-one-dimensional geometry. Therefore, the square-lattice network model of scattering problems obtained from the square-lattice pure-state GTN is a unitary model that can be viewed as arising from a static non-interacting (Hermitian) Hamiltonian. This network model naturally inherits the TR, the PH and the chiral symmetries from the scattering problems at each site of the square lattice and thus belongs to symmetry class DIII in the Altland-Zirnbauer ten-fold symmetry classification. We emphasize that the mapping we describe is applicable to any realization of the square-lattice GTN with no constraints on each constituent pure-state Gaussian tensor.

![FIG. 13. (a) Each four-leg tensor in the square-lattice GTN is mapped to a unitary scattering problem with TR, PH and chiral symmetry on a four-leg geometry. (b) Applying this mapping to each four-leg tensor, we map the square-lattice pure-state GTN to a network model of unitary scatterers on the square lattice. The network model also respects TR, PH and chiral symmetries.](image)

C. Critical Entanglement Phase as Symmetry-Class-DIII Disordered Metallic Phase

1. Identification of critical entanglement phase

In Sec. V.B.2, we have introduced a mapping between any pure-state square-lattice GTN and a unitary network model of scatterers on the square lattice. The latter is an example of what is commonly known as a Chalker-Coddington network model. Such models were originally introduced to study the physics of non-interacting fermions subjected to static/quenched disorder. Such disordered non-interacting fermion problems obviously admit, in any fixed realization of disorder, descriptions by static (and Hermitian) Hamiltonians. In general, for a Hamiltonian problem of non-interacting fermion in \( D \) spatial dimensions, the corresponding Chalker-Coddington network model also resides in \( D \) spatial dimensions. This is because, in the absence of interactions, the fermion modes with different real (or Matsubara) frequency decouple, and the Chalker-Coddington network models are used to describe a slice of fixed real (or Matsubara) frequency. The quenched disorder in the non-interacting fermion problem is captured by randomness at each scattering center [92] in the Chalker-Coddington network. If the disordered non-interacting fermion problem respects certain symmetries, the scatterers in the Chalker-Coddington network should respect the same set of symmetries. A more detailed review of the Chalker-Coddington model can be found in App. A.

We are now in a position to relate the criticality observed in Sec. IV to known results. We have mapped the most generic Haar-random ensemble of square-lattice pure-state GTNs into a random/disordered ensemble of Chalker-Coddington network models on the square lattice, where each realization of disorder of the network model preserves TR symmetry (with \( \Theta_{tr}^2 = -1 \)), PH symmetry (with \( \Sigma_{pb}^2 = 1 \)) and chiral symmetry. There-
fore, by the mapping between Chalker-Coddington network models and static Hamiltonians in the same dimension, the problem of Haar-random pure-state square-lattice GTNs can be viewed as the problem of unitary systems of disordered non-interacting fermions in symmetry class DIII and in two spatial dimensions. It is known that this latter model exhibits a metallic phase \[42, 93\]. The critical entanglement phase observed in Sec. IV should thus naturally be identified with this critical phase.

Therefore, properties of the critical entanglement phase that we observe numerically should be described by the theory of the corresponding metallic phase. The renormalization-group fixed point governing the universal behavior of this phase turns out to be a two-dimensional conformal field theory of free scalar fields. A more detailed description of this fixed point theory is provided in App. A. The numerically obtained logarithmic scaling of the half-system entanglement entropy shown in Eq. (15) (and in Fig. 7) and the scaling collapse of mutual information as a function of the cross-ratio shown in Fig. 9 are both non-trivial numerical verifications of the criticality and of the conformal symmetry of the critical entanglement phase.

Stronger evidence consistent with the specific metallic phase is observed from the numerically obtained second disorder moment of the two-point Majorana fermion correlation function shown in Fig. 6, which fits nicely with the particular scaling form of Eq. (14), which can be derived from the metallic fixed point that describes the symmetry-class-DIII disordered metallic phase in two spatial dimensions. The \(1/\tau^2\) decay of Eq. (14) is given by the equal-time correlations at the absorbing boundary of the disordered metallic phase (see App. A for details on this boundary condition) and the factor of \((1 + \lambda_0 \log L)^2\) in Eq. (14) results from the marginally irrelevant operator known to exist at this fixed point (for details, see App. B).

It is important to note that this two-dimensional fixed point describing the metallic phase in symmetry class DIII has no relevant or marginally relevant perturbations allowed by symmetry. Therefore, since the symmetries are always present within the GTN construction, the entanglement criticality observed in Sec. IV is really a critical entanglement phase that extends beyond the Haar-random pure-state GTN and is stable to any weak perturbation of this GTN ensemble. For further details, see App. A.

The theory of the metallic fixed point also predicts that the \(N^\text{th}\) disorder moment of the square of the two-point Majorana fermion correlation function \(\langle \hat{\gamma}_p \hat{\gamma}_p \rangle_{p+r,n} \rangle_{2N}\) exhibits a \(1/\tau^{2N}\) power-law decay. This is discussed at the end of Appendix B2. The presence of the marginally irrelevant operator will lead, on top of this power law, to logarithmic corrections to scaling (analogous to those displayed in Eq. (14) for \(N = 1\)). In contrast, all the corresponding disorder moments of the two-point Majorana fermion correlation functions in loop-model-based circuit models (for example, models studied in Ref. 19, including the 3-dimensional variant, in Ref. 94, and also in Ref. 23) would be independent of the order of the moment [95] (and are, depending on the particular loop-model, subject to corresponding logarithmic corrections to scaling).

2. Transition from critical entanglement phase to area-law entanglement phase

The study of the two-dimensional Chalker-Coddington network model in symmetry class DIII in Ref. 96 shows that the transitions out of the critical metallic phase discussed in the previous section to a gapped phase can be induced by turning on a “staggering pattern” of sufficient strength on the square lattice. In the language of GTNs or quantum circuits, this transition is a transition from the critical entanglement phase to an area-law entanglement phase. In the following, we will demonstrate that the same phenomenon can be observed by introducing a staggering deformation to the Haar-random pure-state square-lattice GTN with Majorana bond number \(\chi = 1\).

With Majorana bond number \(\chi = 1\), each four-leg tensor of the square-lattice GTN has four Majorana modes associated with it, one for each leg as shown in Fig. 14 (a). Each four-leg tensor is described by a \(4 \times 4\) covariance matrix \(\Gamma_{ij} \equiv \langle \frac{1}{2} (\hat{\gamma}_i \hat{\gamma}_j) \rangle\) with \(i, j = 1, 2, 3, 4\). For fixed fermion parity, this covariance matrix is, as discussed in Sec. IIIA, an element of the coset space \(SO(4)/U(2) \sim S^2 \) (2-sphere), and it can be parameterized by a real unit vector \(\vec{n} = (n_1, n_2, n_3)\) in the following way:

\[
\Gamma(\vec{n}) = n_1 \mathbf{i} \sigma^{xy} + n_2 \mathbf{i} \sigma^{yz} + n_3 \mathbf{i} \sigma^{zx} = \\
\begin{pmatrix}
0 & n_1 & n_2 & n_3 \\
-n_1 & 0 & -n_3 & n_2 \\
-n_2 & n_3 & 0 & -n_1 \\
-n_3 & -n_2 & n_1 & 0
\end{pmatrix}
\]  

(42)

where \(n_1^2 + n_2^2 + n_3^2 = 1\), and \(\sigma^{ab} \equiv \sigma^a \otimes \sigma^b\), where \(a, b = 0, x, y, z\). The Haar-random ensemble of \(\Gamma(\vec{n})\) is given by the uniform distribution of \(\vec{n}\) on a two-dimensional unit sphere [97].

Now, we consider a random ensemble for these tensors, where, in order to introduce a staggered pattern on the square lattice as is shown in Fig. 14 (b), the tensors on the sub-lattice \(A\) (green sites) and those on the sub-lattice \(B\) (orange sites) are chosen from a different random distribution. A four-leg tensor on the sub-lattice \(A\) (B) is generated by \(\Gamma(\vec{n}_{A(B)})\) where

\[
\vec{n}_A = (\cos \theta, \sin \theta \cos \varphi, \sin \theta \sin \varphi) \quad (43)
\]

\[
\vec{n}_B = (\sin \theta \sin \varphi, \cos \theta, \sin \theta \cos \varphi) \quad (44)
\]

Here, \(\theta\) and \(\varphi\) are random variables chosen independently for each four-leg tensor. The probability distribution for \(\varphi\) is taken to be uniform in the interval \([0, 2\pi]\), while \(\theta = \arccos s\) with \(s\) being a uniform random variable in
The parameter \( \sigma \), which controls the disorder strength, can be tuned from 0 to 1. Note that the random ensemble of GTN considered here corresponds to a Chalker-Coddington network model whose disorder realization is microscopically quite different from the disorder considered in Ref. 96. In the limit where \( \sigma = 0 \), the GTN has a staggered pattern and becomes free of randomness. One can readily show analytically and numerically that the correlation function \( C(r) \) defined in Eq. (13) exhibits short-ranged exponential decay as opposed to power-law decay in this limit. This corresponds to a gapped phase of non-interacting fermions in two spatial dimensions. This gapped phase is expected to be stable against a finite amount of (quenched) disorder, i.e. it is expected to be stable for small \( \sigma \). In the language of the random quantum circuit, this gapped phase of disordered fermions should be identified with an area-law entanglement phase (as opposed to the critical entanglement phase), a statement that will be confirmed by the numerical simulations presented later. For \( \sigma = 1 \) the ensemble reproduces the Haar-random ensemble that we’ve introduced in Sec. IV. Therefore, we expect the same critical entanglement phase for large values of \( \sigma \) as the one found in the Haar-random GTN in Sec. IV.

We follow the same protocol and geometry as in Sec. IV and conduct numerical simulations of the random square-lattice pure-state GTN with the randomness (or disorder strength) parameterized by \( \sigma \) as defined above. For the squared two-point correlation function \( C(r) \) defined in Eq. (13), we fit it to the form \( \exp(-r/\xi) \) and extract the correlation length \( \xi \) for every choice of \( \sigma \). The correlation length \( \xi \) is expected to be finite in the area-law entanglement phase which corresponds to the localized (gapped) phase of disordered fermions in two spatial dimensions, and is expected to diverge as one approaches the critical entanglement phase from the area-law side. Indeed, numerical results shown in Fig. 15 (a) confirm our expectations. We also calculate numerically the half-system entanglement entropy \( S_{L/2} \) (as defined in Sec. IV) in the “large circuit depth” limit with \( v \to \infty \). The numerical results presented in Fig. 15 (b) clearly show that when the correlation length \( \xi \) is finite, \( S_{L/2} \) is of order 1, i.e. follows an area law. In contrast, \( S_{L/2} \) follows a \( \log L \) behavior when the correlation length diverges. The transition between the area-law entanglement phase and the critical entanglement phase occurs at \( \sigma \geq 0.45 \). Even though our random GTN model studied here corresponds to a Chalker-Coddington network model that is microscopically different from the model studied in Ref. 96, our phase diagram is consistent with the phase diagram for symmetry class DIII in two spatial dimensions described in Ref. 96.

VI. RANDOM GTNS, NGCS, AND UNITARY DISORDERED FERMIONS IN ALL SYMMETRIES CLASSES

We have shown that any lattice pure-state GTN (including the Haar-random ensemble discussed above) or non-unitary Gaussian circuit (NGC) can be mapped, in a fixed realization of disorder, to a unitary Chalker-Coddington network model in symmetry class DIII residing on the same lattice. In this section, we will discuss how to obtain random ensembles of pure-state lattice GTNs that map to unitary disordered Chalker-
Coddington network models in all the symmetry classes of the Altland-Zirnbauer ten-fold way symmetry classification. The key to obtaining these other symmetry classes is to employ the idea of Clifford Algebra extensions \cite{[50]} and consider additional constraints on the random ensemble of the covariance matrix $\Gamma$ that represents each Gaussian tensor in the GTN. The mapping introduced in Sec. V still maps every realization of the GTN into a Chalker-Coddington network model with TR symmetry, PH symmetry, and chiral symmetry, in every realization of disorder. When the extra constraints on the random ensemble of Gaussian tensors of the GTN are properly chosen, the resulting disordered Chalker-Coddington network model can reside in any desired symmetry classes in the Altland-Zirnbauer ten-fold way classification. In the following, we will first provide the construction of the complex symmetry classes AIII and A. In the discussion of symmetry class AIII, we will also present an embedding of symmetry class BDI into symmetry class AIII. Following the discussion of the complex symmetry classes, we will also provide a systematic construction of each of the eight real symmetry classes, namely symmetry classes DIII, AII, CII, C, CI, AI, BDI and D. Moreover, this construction makes connections between the entanglement criticality in GTNs/NGCs and criticality in unitary systems of disordered non-interacting fermions in all of the ten symmetry classes.

A. Complex Symmetry Classes AIII and A

1. Symmetry Class AIII

To construct models in symmetry class AIII, we impose an additional U(1) symmetry constraint for each of the Gaussian tensors. This requires us to consider tensor networks of even Majorana bond number $\chi = 2n$. We will require that each tensor $\Gamma$ obeys the condition

$$[\Gamma, Q] = 0. \quad (45)$$

for a charge operator $Q$ that is given by:

$$Q \equiv \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \otimes \mathbb{1}. \quad (46)$$

Here, we assume as usual that the Majorana modes on $\Gamma$ are grouped together in legs, such that the $(0_{2 \times 2}, -1_{2 \times 2})$ part of the operator $Q$ only acts within the Majorana modes on the same leg of the tensor and does not mix between the legs of the tensor.

For the whole GTN to respect the U(1) symmetry, we also require that the U(1) symmetry is compatible with the tensor contractions, i.e. that when two U(1) symmetric tensors $\Gamma$ and $\Gamma'$ are contracted, the resulting tensor also satisfies the U(1) symmetry condition Eq. (45). Remembering that the contraction between two tensors can be viewed as the projection onto a maximally entangled state of the Majorana modes residing on the contracted legs, the compatibility between the U(1) symmetry and the tensor contraction can be guaranteed by requiring that these maximally entangled states are also U(1) symmetric. When the whole pure-state GTN respects the U(1) symmetry, we can view the GTN as a charge-conserving Gaussian tensor network based on complex fermions. As will be explained later, when the U(1) charge of each tensor is at half-filling, such a tensor network can be further interpreted as a charge-conserving (non-unitary) quantum circuit acting on non-interacting complex fermions.

We are interested in the behavior of the “maximally random” U(1)-symmetric lattice GTN and its corresponding random circuit. To obtain this ensemble, consider the fact that in a square-lattice GTN, a four-leg pure-state Gaussian tensor $\Gamma$ with Majorana bond number $\chi$ (and fixed fermion parity) can always be viewed as a point in the symmetric space $S^{\chi}_{\chi}$ prior to imposing the condition of the U(1) symmetry. With the extra U(1) symmetry constraint of Eq. (45), the total space of the Gaussian tensor $\Gamma$ should be identified as the symmetric space $U(2\chi)_{\chi \times \chi} \times U(\chi - \chi')$, where $\chi$ is the total U(1) charge of the Gaussian state $|\Gamma\rangle$ measured with respect to half filling. The appearance of the symmetric space $U(2\chi)_{\chi \times \chi} \times U(\chi - \chi')$ can be seen by noting that the U(1) symmetry constraint Eq. (45) ensures that there exists a complex fermion basis where the charge operator $Q$ takes the form $\begin{pmatrix} 1_{2\chi} & 0 \\ 0 & -1_{2\chi} \end{pmatrix}$ and the covariance matrix takes the form $\begin{pmatrix} G & 0 \\ 0 & G^* \end{pmatrix}$ with $G$ a $2\chi \times 2\chi$ Hermitian matrices such that $G^2 = 1_{2\chi}$. Physically, the matrix $\frac{1}{2}(G + 1_{2\chi})$ represents the two-point functions of complex fermions in the U(1) symmetric Gaussian state $|\Gamma\rangle$. The space of $2\chi \times 2\chi$ Hermitian matrix $G$ with $\chi + q$ eigenvalues $+1$ and $\chi - q$ eigenvalues $-1$ is given by the symmetric space $U(2\chi)_{\chi \times \chi} \times U(\chi - \chi')$.

For an isolated Gaussian tensor $\Gamma$, the total charge $q$ can, in principle, take any integer value between $-\chi$ and $\chi$. However, we require $q = 0$ for each tensor in the GTN so that the GTN can be interpreted as a Gaussian quantum circuit that conserves U(1) charge. The charge conservation of the corresponding quantum circuit can be more conveniently understood in the language of the GTN. Remember that the GTN is constructed by first forming a tensor-product of the Gaussian states given by each tensor in the GTN, and then by projecting the result of the tensor product onto the maximally-entangled-pair states on all the contracted legs. In the U(1)-conserving GTN, the U(1) charges of the maximally-entangled-pair states being projected are all at half-filling. Therefore, we need to require the U(1) charge of each Gaussian state given by each tensor to be also at half-filling, i.e. $q = 0$, so that the U(1) charge of the state living on the boundary legs of the GTN, namely the total charge of state produced by the contraction of the GTN, is inde-
pendent of the size of the GTN. Having set \( q = 0 \) for each Gaussian tensor, the maximally random ensemble of pure-state square-lattice GTNs with U(1) symmetry is given by choosing every four-leg Gaussian tensor in the GTN independently and randomly as a point in the symmetric space \( \mathbb{U}(2\chi) / \mathbb{U}(\chi) \times \mathbb{U}(\chi) \) with the uniform probability measure on this symmetric space.

Following the discussion in Sec. V, we map each realization of the U(1) symmetric square-lattice pure-state GTN to a Chalker-Coddington network model on the square lattice. Based on Eq. (37), the Gaussian tensor \( \Gamma \) on each site of the GTN should be identified as the scattering \( S \)-matrix of the scattering process occurring on the corresponding site in the Chalker-Coddington model. The classification given in Ref. 90 tells us that a Chalker-Coddington network model with its scattering \( S \)-matrix on each site residing in the symmetric space \( \mathbb{U}(2\chi) / \mathbb{U}(\chi) \times \mathbb{U}(\chi) \) belongs to symmetry class AIII.

To further confirm this symmetry class identification, we study the transfer matrix of each tensor in the U(1) symmetric square-lattice GTN. Similar to Sec. VA3, we treat each four-leg Gaussian tensor with each leg having Majorana bond number \( \chi \) as a two-leg tensor with each leg having Majorana bond number \( 2\chi \). In the basis associated with the two legs \( (L \text{ and } R) \) of the Gaussian tensor \( \Gamma \) where the covariance matrix \( \Gamma \) is written as \( \begin{pmatrix} \Gamma_{LL} & \Gamma_{LR} \\ \Gamma_{RL} & \Gamma_{RR} \end{pmatrix} \), the U(1) charge operator \( Q \) can be chosen to take the form \( \begin{pmatrix} \sigma^y \otimes 1_L & 0 \\ 0 & \sigma^y \otimes 1_R \end{pmatrix} \). As discussed in Sec. VA3, the full transfer matrix \( t[\Gamma] = \begin{pmatrix} t_{p+}[\Gamma] & 0 \\ 0 & t_{h-}[\Gamma] \end{pmatrix} \) governs the scattering process at the site in the Chalker-Coddington network model given by the GTN. The U(1) symmetry of the Gaussian tensor \( \Gamma \) leads to the condition that

\[
[t[\Gamma], \tilde{Q}] = 0, \tag{47}
\]

where \( \tilde{Q} = \begin{pmatrix} \sigma^y \otimes 1_L & 0 \\ 0 & \sigma^y \otimes 1_R \end{pmatrix} \). This condition should be interpreted as the U(1) charge conservation condition on the scattering problem in the Chalker-Coddington network model. Here, the charge operator \( \tilde{Q} \) for the Chalker-Coddington model derives from the charge operator \( Q \) in Eq. (46) that imposes the constraint on the Gaussian tensor \( \Gamma \). But \( \tilde{Q} \) and \( Q \) should not be identified as they act on different vector spaces. The constraint Eq. (47) enables us to write

\[
t[\Gamma] = W \begin{pmatrix} t_{p+}[\Gamma] & \ast \\ t_{p-}[\Gamma] & t_{h-}[\Gamma] \end{pmatrix} W^\dagger \tag{48}
\]

\[
W = \frac{1}{\sqrt{2}} \begin{pmatrix} \mathbb{I}_\chi & \mathbb{I}_\chi \\ \mathbb{I}_\chi & -\mathbb{I}_\chi \end{pmatrix}, \tag{49}
\]

where \( W \) provides the basis rotation that diagonalizes the charge operator \( \tilde{Q} \). The first two diagonal blocks in this expression correspond to the \( P \) sector of the full transfer matrix while the last two diagonal blocks correspond to the \( H \) sector. The subscripts \( \pm \) indicate the charge-\( \tilde{Q} \) eigenvalues \( \pm 1 \) of the associated blocks. On top of the charge conservation, the condition that the original \( P \)-sector and \( H \)-sector transfer matrices are complex conjugates of each other and belong to the complexified special orthogonal group \( SO(2\chi) / \mathbb{C} \) enforces that

\[
t_{p+}[\Gamma] = (t_{p-}[\Gamma])^{-1} = t_{h-}[\Gamma]^* = (t_{h+}[\Gamma])^{-1}, \tag{50}
\]

where \( t_{p\pm}[\Gamma] \) belongs to the complex general linear group \( GL(\chi, \mathbb{C}) \). Since the relation above implies that the full transfer matrix \( t[\Gamma] \) with U(1) conservation is fully parameterized by \( t_{p+}[\Gamma] \), the full transfer matrix \( t[\Gamma] \) also corresponds to an element of \( GL(\chi, \mathbb{C}) \). Moreover, it is easy to show that any element of \( GL(\chi, \mathbb{C}) \) has a corresponding U(1) symmetric Gaussian tensor \( \Gamma \) (via the form of full transfer matrix in Eq. (48) and the relations in Eq. (50)). The result that the group of U(1)-symmetric full transfer matrices \( t[\Gamma] \) is given by \( GL(\chi, \mathbb{C}) \) is consistent with the group of transfer matrices in symmetry class AIII as classified in Refs. 90 and 91. Therefore, we conclude that the U(1) symmetric pure-state square-lattice GTN can be mapped to a unitary Chalker-Coddington square-lattice network model in symmetry class AIII.

Note that under TR symmetry, the charge operator \( \tilde{Q} \) of our “GTN-induced” Chalker-Coddington network model transforms as

\[
\text{TR symmetry action : } \tilde{Q} \to \Theta_{tr} \tilde{Q} \Theta_{tr} = -\tilde{Q}, \tag{51}
\]

which implies the U(1) symmetry action \( \exp \{ i \alpha \tilde{Q} \} \) generated by \( \tilde{Q} \) commutes with the TR symmetry action. Therefore, the TR symmetry defined for symmetry class DIII in fact plays the role [45, 51–53] of the chiral symmetry in symmetry class AIII.

Having mapped the U(1)-symmetric pure-state GTN, in every realization of disorder, to unitary Chalker-Coddington network models in symmetry class AIII, the entanglement phases of the random U(1)-conserving pure-state GTN/NGC can be identified with phases of disordered non-interacting fermions in two spatial dimensions and in symmetry class AIII. In particular, it is known [54–58] that this symmetry class exhibits in two spatial dimensions a line of critical fixed points parametrized by the dimensionless conductance (a measure of the strength of disorder) varying continuously along the line, where each point on the line is described by a distinct interacting conformal field theory. Being free of symmetry-allowed relevant or marginally-relevant perturbations, each one of the critical fixed points on this line will again correspond to a critical entanglement phase in the U(1)-conserving GTN/NGC, which will exhibit properties such as a logarithmic scaling of the half-system entanglement entropy \( S_{L/2} \) as defined in Sec. IV C based on general reasoning provided in Refs. 18 and 26. In contrast to symmetry class DIII in two dimensions,
the fixed points along this AIII line possess in general no
symmetry-allowed marginally irrelevant operators (the
leading irrelevant operator has finite scaling dimension).
The analogue in symmetry class AIII of second disorder
moment $C(r)$ of the fermion two-point correlation function
defined as in Eq. (13) is free of logarithmic corrections
and is expected to decay as a pure power-law $1/r^2$, owing
to a relationship of this quantity at an absorbing
boundary (see e.g. Appendix A) with the point-contact
cconductance [98].

Generalizing the discussion of the GTN with global
U(1) symmetry on the square lattice to lattices in higher
dimensions, we can identify entanglement phases in $D$
dimensional U(1)-symmetric lattice GTNs as phases of
symmetry-class-AIII unitary disordered fermions in $D$
spatial dimensions. In particular, for all spatial di-
dimensions $D \geq 3$, it is known that a stable disordered
metallic phase occurs in this [99] as in all ten symmetry
classes [47, 100].

Returning to the special case of the square-lattice
GTN with Majorana bond number $\chi$ in $D = 2$
dimensions, the U(1) symmetric condition is enforced by re-
quiring each Gaussian tensor $\Gamma = \left[\Gamma_{RL}, \Gamma_{LR}\right]$ to com-
mute with a U(1) charge operator $Q$ which can be cho-
sen to the take form $\left(\sigma^x \otimes 1_x \ 0 \ 0 \ 0 \ \sigma^x \otimes 1_x \right)$. In the same basis,
if we further require $\Gamma$ to anticommute with the oper-
ator $K = \left(\sigma^x \otimes 1_x \ 0 \ -\sigma^x \otimes 1_x \right)$, the resulting full transfer
matrix $\mathbb{t}[\Gamma]$ resides in the group $GL(\chi, \mathbb{R})$ which is a sub-
group of $GL(\chi, \mathbb{C})$. This statement can be obtained by
directly showing that the matrices $t_{p\pm}[\Gamma]$ and $t_{0\pm}[\Gamma]$ in-
troduced in Eq. (48) are real once the extra condition
$\{\Gamma, K\} = 0$ is imposed (in addition to the U(1) symme-
try condition $\{\Gamma, Q\} = 0$). Notice that $GL(\chi, \mathbb{R})$ matches
exactly the group of transfer matrices of symmetry class
BDI [90, 91]. Hence, the U(1) symmetric GTN with an extra condition $\{\Gamma, K\} = 0$ for each Gaussian ten-
sor corresponds to a Chalker-Coddington network model
in symmetry class BDI. Via the GTN/NGC corre-
spondence, such a GTN also corresponds to a U(1)-conser-
ving NGC such that there exists a complex fermion basis
in which all the gates in the circuit are purely real. Based on
these correspondences, the entanglement phases in such
GTN and its corresponding NGC can be identified with phases of disordered non-interacting fermions in symmetry
class BDI. Focusing on $D = 2$, similar to symmetry
class AIII, disordered non-interacting fermions in sym-
metry class BDI also exhibit a line of critical fixed points
that are free of symmetry-allowed relevant or marginally
irrelevant operators. [56, 58] Therefore, this line of crit-
cal fixed points corresponds to a critical entanglement
phase for the U(1)-conserving GTN/NGC with the ex-
tra constraint $\{\Gamma, K\} = 0$. The conformal field theory
that describes such critical fixed points in symmetry class
BDI predicts that the corresponding critical entangle-
ment phase should exhibit logarithmic scaling of the half-
system entanglement entropy $S_{L/2}$ as defined in Sec. IV C
and a pure $1/r^2$ scaling (free of logarithmic corrections)
of the second disorder moment $C(r)$ of the fermion two-
point correlation function defined as in Eq. (13).

Interestingly, recent work [38] presents a numerical
study of a particular microscopic model of a random non-
unitary quantum circuit with a global U(1) symmetry
acting on non-interacting fermions. A critical phase is ob-
served in which the 2nd moment of the fermion two-point
function decays with a $1/r^2$ power-law behavior. We
notice that the circuits involved in this particular micro-
scopic model are not only U(1)-symmetric but also real
(after a change of basis). While at the microscopic level,
the random ensemble studied in Ref. [38] looks different
from the random ensemble of GTN/NGCs with a U(1)
conservation law and the extra condition $\{\Gamma, K\} = 0$, the
critical properties are expected to be the same since they
are governed by the universality class, which depends
only the symmetry class, which in this case is BDI.

2. Symmetry Class A

The original Chalker-Coddington network model was
first introduced in Ref. 41 to tackle the two-dimensional
integer quantum Hall plateau transition (in the absence
of interactions). In this system, where the magnetic field
breaks time-reversal symmetry, only charge is preserved
and hence, it belongs to symmetry class A. In the follow-
ing, we will provide a construction of lattice GTN/NGCs
whose corresponding Chalker-Coddington network mod-
els reside in symmetry class A.

To construct such a lattice GTN, we need to consider
another constraint on each Gaussian tensor $\Gamma$ in addi-
tion to the U(1) symmetry constraint Eq. (45) discussed
in Sec. VI A 1. We introduce another operator $\Lambda$ with
real matrix elements (in the same basis as that of the
covariance matrix $\Gamma$) such that

$$\Lambda^2 = \mathbb{1}, \quad \Lambda^T = \Lambda, \quad [\Lambda, iQ] = 0. \quad (52)$$

Note that we can view both $\Lambda$ and $iQ$ as operators
in a real matrix algebra, the latter operator satisfying
$(iQ)^2 = -\mathbb{1}$ and $(iQ)^T = -iQ$. For a pure-state GTN
corresponding to the symmetry-class-A unitary Chalker-
Codddington network model, we need to require each pure-
state Gaussian tensor $\Gamma$ in the GTN to satisfy the follow-
ing conditions:

$$[iQ, \Gamma] = 0, \quad \{\Lambda, \Gamma\} = 0, \quad (53)$$

where the first condition is exactly the same as the U(1)
symmetry condition discussed in Sec. VI A 1. We also re-
quire that the operators $iQ$ and $\Lambda$ do not mix or permute
Majorana modes on different legs of the tensor $\Gamma$ so that
the lattice geometry of the GTN will not interfere with the
constraints Eq. (53) on each individual tensor in the
GTN.

Let’s discuss the square-lattice pure-state GTN as an
example illustrating this. Let $\chi$ be the Majorana bond
number of the GTN. The space of all $4\chi \times 4\chi$ pure-state covariance matrices $\Gamma$ which satisfy the conditions in Eq. (53) can be identified with the symmetric space $U(\chi)$: We can choose a basis where $iQ$ takes the form $i\sigma^{by} \otimes 1_x$ and $\Lambda$ takes the form $\sigma^{xt} \otimes 1_{\chi}$. It can then be shown that the covariance matrices $\Gamma$ satisfying the constraint Eq. (53) are in one-one correspondence with the $\chi \times \chi$ unitary matrices. We will consider the random ensemble of GTNs with the constraints Eq. (53). In particular, it is natural to define the maximally random ensemble by having every Gaussian tensor $\Gamma$ in the GTN independently chosen as a random point in the symmetric space $U(\chi)$ with uniform probability measure, the Haar measure.

As we’ve discussed in the context of symmetry class DIII, the symmetric space of the Gaussian tensor at each site of the GTN should be identified with the space of scattering $S$-matrices at the corresponding site of the Chalker-Coddington network model obtained from the GTN. The appearance of the symmetric space $U(\chi)$ as the space of covariance matrices then confirms that the symmetry class of this type of Chalker-Coddington network model should be identified as symmetry class $A$ [90].

In the square-lattice GTN, we can also study the space formed by the full transfer matrix $t[\Gamma]$ of the four-leg Gaussian tensor $\Gamma$ constrained by Eq. (53). As we did before, we can think of each four-leg tensor $\Gamma$ as a two-leg tensor (in a quasi-one-dimensional geometry) with each leg having Majorana bond number $2\chi$. In the basis associated with the two legs ($L$ and $R$) of the Gaussian tensor $\Gamma$ where the covariance matrix $\Gamma$ reads $(\Gamma_{LL} \Gamma_{LR} \Gamma_{RL} \Gamma_{RR})$, the $U(1)$ charge operator $iQ$ can be chosen to take the form

\[
\begin{pmatrix}
\sigma^{by} \otimes 1_{2\chi/2} \\
0 \\
0 \\
-i\sigma^{by} \otimes 1_{2\chi/2}
\end{pmatrix}
\]

and the operator $\Lambda$ can be chosen to take the form

\[
\begin{pmatrix}
\sigma^{xt} \otimes 1_{2\chi/2} \\
0 \\
0 \\
-\sigma^{xt} \otimes 1_{2\chi/2}
\end{pmatrix}.
\]

The relative sign in lower right block of $\Lambda$ as compared to its upper left block is to ensure that the tensor contractions (along the quasi-one-dimensional geometry) are compatible with the constraints Eq. (53), namely that the contraction of two tensors $\Gamma$ and $\Gamma'$ satisfying Eq. (53) yields a third tensor that also satisfies the same conditions. The constraints on the Gaussian tensor $\Gamma$ can be translated into the following conditions on the full transfer matrix $t[\Gamma]$,

\[
t[\Gamma], \hat{Q} = 0, \quad t[\Gamma] ^\dagger \cdot \mathcal{J}_A \cdot t[\Gamma] = \mathcal{J}_A,
\]

where $\hat{Q} = (\sigma^{by} \otimes 1_{2\chi/2} \ 0 \ 0 \ -\sigma^{by} \otimes 1_{2\chi/2})$ and $\mathcal{J}_A = (\sigma^{xt} \otimes 1_{2\chi/2} \ 0 \ 0 \ -\sigma^{xt} \otimes 1_{2\chi/2})$. The conditions above for the full transfer matrix $t[\Gamma]$ imply that the corresponding Chalker-Coddington network model conserves the $U(1)$ charge $\hat{Q}$ and also a current defined by $\mathcal{J}_A$ (in addition to the probability current $\mathcal{J}_{pb}$. Eq. 32). The set of full transfer matrices $t[\Gamma]$ satisfying the conditions Eq. (54) forms the group $U\left(\frac{\chi}{2}, \frac{\chi}{2}\right)$. This result is in agreement with the group of transfer matrices in symmetry class A, which is classified in Refs. 90 and 91. We note that for the case of $\chi = 2$, the group $U(1,1)$ formed by the full transfer matrices is exactly the group of transfer matrices appearing in the symmetry-class-A Chalker-Coddington model introduced in Ref. 41. In fact, using the charge operator $\hat{Q}$ and the two conserved currents $\mathcal{J}_{pb}$ and $\mathcal{J}_A$, we can show that the Chalker-Coddington network model obtained from the GTN under the constraint Eq. (53) consists of four decoupled copies of Chalker-Coddington network models with each copy only conserving the $U(1)$ charge symmetry. The four decoupled copies (or ‘layers’) are related to each other by the action of time-reversal (TR), particle-hole (PH) and chiral symmetries, previously introduced in the context of symmetry class DIII. Therefore, we can conclude the random ensemble of square-lattice pure-state GTNs with each Gaussian tensor constrained by Eq. (53) can be mapped to the disordered unitary symmetry-class-A Chalker-Coddington network model on the square lattice.

Our mapping between GTN/NGCs and the corresponding Chalker-Coddington network models in symmetry class $A$ thus relates the two-dimensional integer quantum Hall plateau transition, which is a conformal critical point, to an entanglement critical point in a GTN/NGC. Interestingly, since the integer quantum Hall plateau transition is a transition between topologically distinct gapped phases, the corresponding transition in the GTN/NGCs is thus also between distinct area-law phases.

Again, the mapping from pure-state lattice GTNs under the constraint Eq. (53) to Chalker-Coddington network models in symmetry class $A$ can be generalized to any dimensions. As mentioned earlier in Sec. VIA 1, for all spatial dimensions $D \geq 3$, it is known [47] that a stable disordered metallic phase occurs in all ten symmetry classes. Therefore, GTN in symmetry class $A$ and in dimensions $D \geq 3$ also naturally admits a critical entanglement phase that corresponds to such a disordered metallic phase.

### B. Real Symmetry Classes

Disordered non-interacting fermion systems in the real symmetry classes are known to exhibit rich behavior in two spatial dimensions ($D = 2$). For example, the symmetry classes BD1 and CI behave similarly to AIII, i.e. they exhibit lines of critical fixed points [101]. Class C is similar to class A, i.e. there is a critical point [45, 102]. Finally, class D is known to exhibit stable critical phases as well as quantum critical points [103].

#### 1. General Constructions

For a given symmetry class, the scattering $S$-matrices in the Chalker-Coddington network model should belong
to the symmetric space given by the symmetry class. For all eight real symmetry classes, the corresponding symmetric space is summarized in Table I. As we discussed in Sec. VIB1, the $S$-matrices in a Chalker-Coddington network model obtained from a GTN are exactly given by the covariance matrices of the Gaussian tensors in the GTN. Therefore, to realize a Chalker-Coddington network model in a specific symmetry class using the GTN, one simply needs to find the correct set of constraints on the individual Gaussian tensor $\Gamma$ in the GTN such that the space of permissible pure-state Gaussian tensors matches the symmetric space of the desired symmetry class.

A systematic way to find a right set of constraints for all the eight real symmetry classes is to follow the so-called “Clifford algebra extension problem” [50]. As shown in Table I, the symmetric space $R_p$ of every real symmetry class is labeled by an integer $p$ modulo 8. For a given symmetry class, a procedure to find an appropriate set of constraints for the Gaussian tensor in the GTN is as follows. We first find a non-negative integer $q$ such that $R_p$ with $p \equiv q + 2 \mod 8$ matches the desired symmetric space, i.e., we build all real symmetry classes upon DIII, which has $p = 2$, i.e., $q = 0$, is this notation. (Compare Table I.) Then, we write down $q$ real skew-symmetric matrices $\Lambda_{1,2,...,q}$ such that

$$
\Lambda_i^2 = -1, \quad \Lambda_i^T = -\Lambda_i \quad \text{for } i = 1, 2, ..., q,
\Lambda_i \Lambda_j = -\Lambda_j \Lambda_i \quad \text{for } i \neq j.
$$

(55)

The matrices $\Lambda_{1,2,...,q}$ generate the real Clifford algebra with $q$ negative generators $\text{Cl}_{0,q}(\mathbb{R})$. For each Gaussian tensor $\Gamma$ in the GTN, we require that

$$
\Lambda_i \Gamma = -\Gamma \Lambda_i
$$

(56)

for $i = 1, 2, ..., q$. Since $\Gamma$ is also a real skew-symmetric matrix such that $\Gamma^2 = -1$, the set of matrices $\Lambda_{1,2,...,q}$ together with $\Gamma$ all together generate the real Clifford algebra with $q + 1$ negative generators $\text{Cl}_{0,q+1}(\mathbb{R})$. Therefore, we can identify the space of permissible matrices $\Gamma$ of every real symmetry class as the space of extensions of the real Clifford algebra $\text{Cl}_{0,q}(\mathbb{R})$ (with all $q$ negative generators $\Lambda_{1,2,...,q}$ fixed) to the real Clifford algebra $\text{Cl}_{0,q+1}(\mathbb{R})$. It is known that the space of such Clifford algebra extensions is given by symmetric space $R_p$ with $p = q + 2 \mod 8$. (See Table I.) For the Clifford algebra extension problems, the corresponding symmetric spaces $R_p$ are also referred to the classifying spaces. Therefore, when a random GTN consists of only Gaussian tensors obeying the constraints given above, its corresponding Chalker-Coddington network models belong to the desired symmetry class. Moreover, each of the symmetric spaces admits a natural uniform measure [104]. Therefore, we can always define the maximally random ensemble of GTNs by having each of its Gaussian tensors drawn from the specified symmetric space according to its uniform probability measure.

In the special case with $q = 0$, no constraint is imposed on the Gaussian tensor $\Gamma$. In this case, we recover the random pure-state GTN studied in Sec. IV and in Sec. V. Indeed, for $q = 0$, the symmetric space $R_0 \equiv \frac{\text{SO}(2N)}{\text{U}(N)}$ is the space of pure-state covariance matrices with no additional constraint. Also, the symmetry class associated with the symmetric space $R_2$ is symmetry class DIII, which is consistent with the discussion in Sec. V.

For a random ensemble of $D$-dimensional GTNs with each of its Gaussian tensors obeying Eq. (56), entanglement phases in this random ensemble can be identified with the phases of unitary systems of disordered non-interacting fermions in $D$ spatial dimensions in the symmetry class whose symmetric space is given by $R_q+2$. However, we would like to comment that the procedure provided above is not the only way to realize GTNs that are mapped to Chalker-Coddington network models in the desired symmetry class. For example, an alternative procedure is provided by the Clifford algebra extension problem with positive generators instead of those with negative generators discussed above (see App. H for more details). Also, a different construction for symmetry class AIII emerged as being equivalent to symmetry class AIII was already discussed in Sec. VIA1.

2. An alternative construction for symmetry class $D$

In Sec. VIB1, we have discussed a systematic construction of pure-state GTNs whose corresponding Chalker-Coddington models belong to any of the eight real symmetry classes. However, in some cases, this construction may require an unnecessarily large number of Majorana modes in each Gaussian tensor of the GTN. For example, when applied to the case of symmetry class D, the construction given in Sec. VIB1 requires a minimum of $q = 7$ negative Clifford algebra generators $\Lambda_{1,2,...,7}$. The minimal matrix dimensions to accommodate the algebra of the operators $\Lambda_{1,2,...,7}$ and the covariance matrix $\Gamma$ is 16 before we take into account the “leg structure” (or geometry) of the Gaussian tensor $\Gamma$ in the GTN. Therefore, the construction given in Sec. VIB1 requires at least 16 Majorana modes in each Gaussian tensor in order to realize the GTN that corresponds to a symmetry-class-D Chalker-Coddington network model. In the following, we provide an alternative and minimal construction for symmetry class D which is applicable to the square-lattice GTN with Majorana bond number $\chi = 1$.

For a generic square-lattice GTN with Majorana bond number $\chi = 1$ (which, as discussed, is in symmetry class DIII), each four-leg Gaussian tensor can be described by a $4 \times 4$ covariance matrix $\Gamma(\vec{n})$ that can be parameterized following Eq. (42). Here, we again adopt the ordering of Majorana modes on a single four-leg tensor as shown in Fig. 14 (a). In order to realize the GTN that corresponds to a symmetry-class-D Chalker-Coddington network model, we further require that

$$
\Gamma(\vec{n}) \cdot \Lambda' = -\Lambda' \cdot \Gamma(\vec{n}),
$$

(57)
where \( \Lambda' = \left( \begin{array}{cc} \sigma^x & 0 \\ 0 & \sigma^y \end{array} \right) \). Note that \( \Lambda'^2 = 1 \) and \( \Lambda'^T = \Lambda' \). Hence, \( \Lambda' \) and \( \Lambda T' \) together generate the real Clifford algebra \( \text{Cl}_{2,0}(\mathbb{R}) \) with two positive generators. The constraint Eq. (57) on \( \Gamma(\vec{n}) \) can be satisfied by choosing \( \vec{n} = (\cos \theta, \sin \theta, 0) \). In the following, we will denote \( \Gamma(\vec{n}) = (\cos \theta, \sin \theta, 0) \) as \( \Gamma(\theta) \) for simplicity. Now, we view the four-leg tensor shown in Fig. 14 (a) as a two-leg tensor (with the Majorana modes \( \hat{\gamma}_{1,2} \) residing on the leg \( L \) and \( \hat{\gamma}_{3,4} \) residing on the leg \( R \)), which enables us to discuss the full transfer matrix \( t[\Gamma(\theta)] \) of the tensor \( \Gamma(\theta) \). In addition to all the common properties shared by all full transfer matrices, the constraint Eq. (57) leads to an extra current conservation relation for the full transfer matrix \( t[\Gamma(\theta)] \):

\[
t[\Gamma(\theta)]^\dagger \cdot \mathcal{J}_N \cdot t[\Gamma(\theta)] = \mathcal{J}_N, \tag{58}
\]

where the extra current operator is given by \( \mathcal{J}_N = \left( \begin{array}{cc} 0 & \sigma^x \\ 0 & \sigma^y \end{array} \right) \). With this extra current conservation condition, the full transfer matrix \( t[\Gamma(\theta)] \) can be identified as an element of the group \( O(1,1) \). In fact, according to the classification given in Refs. 90 and 91, the group \( O(1,1) \) indeed matches the group of transfer matrices of Chalker-Coddington network models in symmetry class D.

In the Chalker-Coddington network model that corresponds to the square-lattice GTN with a Gaussian tensor of the form \( \Gamma(\theta) \) on each site, the scattering process at each site, which is governed by the full transfer matrix \( t[\Gamma(\theta)] \), conserves two types of currents \( \mathcal{J}_\text{ph} \) and \( \mathcal{J}_N \). We can choose a basis where both currents are diagonal matrices. In this basis, the \( 4 \times 4 \) full transfer matrix \( t[\Gamma(\theta)] \) decouples into two \( 2 \times 2 \) blocks. That is to say that the Chalker-Coddington network model studied here in fact consists of two decoupled layers of Chalker-Coddington network models. In fact, each layer can be identified as a symmetry-class-D Chalker-Coddington network model (with one mode per edge) on the square lattice. The two layers of symmetry-class-D Chalker-Coddington network model are interchanged under the chiral symmetry action given \( \Sigma_c \).

In fact, this alternative construction for symmetry class D is a special case of another systematic construction of GTNs that correspond to Chalker-Coddington network models in any of the eight real symmetry classes and in any dimensions. This systematic construction, which is an alternative to the construction given in Sec. VI B 1, is summarized in App. H.

### VII. THREE-DIMENSIONAL TENSOR NETWORKS

As further generalization of our construction, we consider the contraction of a three-dimensional random Gaussian tensor network, as sketched in Fig. 16. In this construction, the square lattice of the two-dimensional tensor network is replaced by a cubic lattice, and the state on the boundary is now defined on a two-dimensional strip rather than a one-dimensional chain. Each tensor in this cubic-lattice GTN is given by an independent Haar-random Gaussian pure state.

In the following, we will focus on the entanglement

| Symmetry Class | Symmetric Space \( R_p \) | \( p \mod 8 \) |
|----------------|-----------------------------|-------------|
| BDI            | \( \text{SO}(N + N')/(\text{SO}(N) \times \text{SO}(N')) \) | 0           |
| D              | \( \text{SO}(N) \)           | 1           |
| DIII           | \( \text{SO}(2N)/U(N) \)     | 2           |
| AII            | \( U(2N)/\text{Sp}(N) \)     | 3           |
| CII            | \( \text{Sp}(N + N')/(\text{Sp}(N) \times \text{Sp}(N')) \) | 4           |
| C              | \( \text{Sp}(N) \)           | 5           |
| CI             | \( \text{Sp}(N)/U(N) \)     | 6           |
| AI             | \( U(N)/O(N) \)            | 7           |

TABLE I. Table [46, 53, 90] of all eight real symmetry classes of \( S \)-matrices in the current context (which are referred to as “time-evolution operators” in those references) in the Cartan/Altland-Zirnbauer classification, and their associated symmetric spaces \( R_p \) (which are also known mathematically as classifying spaces). Each symmetry class and its symmetric space is labeled by an integer \( p \mod 8 \).
properties of this construction. For concreteness of this
discussion, we will consider a tensor network of length $L$
and thickness $W$ and some depth $v \gg W, L$, as shown in
Fig. 16. The boundary state (residing on the top boundary
of the GTN) is thus defined on a square lattice of dimensions $L \times W$ with Majorana modes on each site. We
choose periodic boundary conditions in the $u$-direction, and open boundary conditions in the $z$-direction. We’ve
also chosen a simple product state (graphically represented
by the blue dots in Fig. 16) at depth $v = 0$ as the initial state. With these choices, the three-dimensional
case can be understood as a stack of $W$ connected layers
of two-dimensional random Gaussian tensor networks in the $u$-$v$ plane. The entanglement cut we consider is also
shown in Fig. 16: the $L \times W$ system where the boundary state resides is cut into two halves of size $L/2 \times W$ and
the length of the cut itself is $W$.
In this geometry, an area-law scaling of the entanglement entropy would correspond to
\[ S \sim W. \tag{59} \]
This scaling would be expected for the ground state of a two-dimensional (non-random) fermionic Hamiltonian
with either a gapped spectrum or a single gapless (Dirac) point \cite{5, 105}, as well as certain classes of critical sys-
tems \cite{106, 107}. If, on the other hand, the ground state is described by a finite Fermi surface, one expects a loga-
rithmic violation of the area law, thus leading to a scaling of the form
\[ S \sim W \log(L/L_0). \tag{60} \]
Note that this is the same scaling that would also be expected for the ground state of a stack of $W$ decoupled
one-dimensional systems each with a gapless Hamiltonian.
To gain some intuition into the three-dimensional GTN, we can choose the Majorana bond number in the
$z$-direction, i.e. connecting layers, independently from the other directions; we will use $\chi_z$ for the Majorana bond number along the $z$-direction and $\chi$ for the two directions within the $u$-$v$ plane. Consider first the case $\chi_z = 0$. This corresponds exactly to decoupled layers of the previously described two-dimensional random Gaus-
sian tensor networks, and the entanglement entropy is thus the sum of the contributions from each individual
layer. We know that the entropy scaling of one layer is $S = \zeta_1(\chi) \log(L/L_0)$ with $\zeta_1(\chi)$ as shown in Fig. 7. A stack of $W$ independent layers will thus have entropy
\[ \chi_z = 0: \quad S = W \cdot \zeta_1(\chi) \log(L/L_0) \tag{61} \]
where $\zeta_1(\chi)$ is the scaling prefactor of a single layer with Majorana bond number $\chi$.
Now consider the case of $\chi_z \gg \chi$, i.e. where the legs along the $z$-direction carry much more entangle-
ment than the other ones in the $u$-$v$ plane. Heuristi-
cally, this is similar to replacing one column of $W$ ten-
sors (along the $z$-direction) by a single tensor, which is
equivalent to a single layer with Majorana bond num-
ber $W \chi$. This situation will produce the entanglement scaling $S \sim \zeta_1(W \chi) \log L$, where $\zeta_1(W \chi)$ is the scaling prefactor for a single layer with bond dimension $W \chi$. As
we have shown in Sec. IV C, $\zeta_1$ scales linearly with the bond dimension, and therefore $\zeta_1(W \chi) \sim W \zeta_1(\chi)$. We thus conclude that for the $D = 3$-dimensional network with $\chi_z \gg \chi$,
\[ \chi_z \gg \chi: \quad S = \zeta_1(W \chi) \log(L/L_0) \sim W \cdot \zeta_1(\chi) \log(L/L_0) \tag{62} \]
Since we find similar scaling with $W$ and with $L$ in the limit of both small and large $\chi_z$, it is natural to ex-
pect that it holds also for the isotropic case with $\chi_z = \chi$. This is substantiated by our numerical results. Fig. 17 (a)
shows the scaling of the von Neumann entanglement entro-
py $S_{L/2}$ for the cut shown in Fig. 16 as a function of $L$ (on a logarithmic scale) for different choices of $W$ from $W = 2$ to $W = 6$ and fixed Majorana bond num-
ber $\chi = \chi_z = 8$. This confirms the suspected scaling of the entropy proportional to $\log(L/L_0)$. Fig. 17 (b) shows the extracted prefactor $\zeta_1$ as function of both $W$ and $\chi$. Most importantly, we find that the prefactor of the log-
arithm scales linearly with $W$, i.e. consistent with the logarithmic violation of the area law shown of Eq. (60).

VIII. OUTLOOK

In this work, we have established correspondences, as shown in Fig. 1, among non-unitary Gaussian circuits
(NGCs), pure-state Gaussian tensor networks (GTNs) and unitary non-interacting fermion systems subject to static Hermitian Hamiltonians/undergoing static unitary
time evolution. These correspondences enable the iden-
tification of entanglement phases and criticality in ran-
dom NGCs and in random pure-state GTNs with their counterparts in disordered Hamiltonian systems of non-
interacting fermions. One natural direction to consider is the effect of interactions in such tensor networks and in
non-unitary circuits. More specifically, one can consider deformations of a GTN into a more general fermionic
tensor network where the quantum state associated with each tensor is no longer given by Gaussian states. In the
language of quantum circuits, such deformations turn a NGC into a more generic non-unitary quantum circuit that
can no longer be fully described by its action on single
fermionic operators. One interesting question worthy of future investigation concerns the stability of entan-
glement phases and entanglement criticality obtained in GTNs/NGCs to such deformations. Moreover, none of
the pure-state GTNs and NGCs we’ve investigated ex-
hibit a volume-law entanglement phase (in line with Ref.
44), while, as exemplified by Ref. [13–15, 26, 108, 109],
the volume-law entanglement phase certainly exists in non-Gaussian/interacting random tensor networks and in
generic random non-unitary circuits. One may ask how a volume-law entanglement phase can emerge when
FIG. 17. Entropy scaling in three-dimensional systems. The left panel (a) shows the scaling for fixed bond number $\chi = 8$ (where we use the same bond number in all three directions) with the length $L$ of the system for a variety of $W$. Note that the $y$ axis is entropy divided by thickness $W$ for better readability. In all cases, a logarithmic scaling with $L$ is observed. The right panel (b) shows the prefactor of this logarithmic scaling as a function of thickness $W$ and for various bond numbers $\chi$. Together, these results clearly establish $W \log L$ scaling of the entropy. This is using periodic boundary condition in the $L$ and open boundary condition in the $W$ direction, but results for periodic boundary condition in both directions are qualitatively similar.

the pure-state random GTNs and NGCs are deformed by interactions.

Another possible avenue that could be explored are mixed-state GTNs. Unlike the pure-state GTNs, a mixed-state GTN does not naturally correspond to a NGC. However, as discussed in App. G, a mixed-state GTN still admits a transfer matrix description and can be mapped to a Chalker-Coddington network model residing inside symmetry class D (if no further constraint is imposed). While it may be most natural to expect a volume-law scaling of the entanglement entropy in the mixed-state GTNs, it remains a question whether there can be different entanglement phases in random mixed-state GTNs that are distinguishable under other measures of entanglement and that correspond to different phases of unitary disordered fermions in symmetry class D.

Finally, as pointed out in Sec. II B, there is a subtle yet important distinction between physical systems whose non-unitarity is induced by measurement, and systems evolving under generic random non-unitary circuit dynamics. While both can be described by ensembles of non-unitary circuits, the former further requires two extra conditions. The first condition is that the ensemble of non-unitary circuits generates a positive operator-valued measure. The second condition is that the probability for each circuit to appear needs to follow Born’s rule (as explained in Sec. II B), whereas for circuits where non-unitarity does not arise from measurements, the probability measure can be chosen freely. It remains an open problem to elucidate the exact relation between the two types of systems. In particular, the general question about the relationship between the universality classes describing the entanglement criticality in these two types of systems deserves further investigation. For the specific case of the Haar-random ensemble of pure-state GTNs introduced in Sec. IV, we have shown in App. E that, when viewed as a random ensemble of NGCs, the ensemble generates a positive operator-valued measure. However, in the present study we’ve assumed that each realization of the random GTN/NGC appears with equal probability. While this is clearly different from the Born-rule probability that one needs to use when the same NGC ensemble is used to describe the evolution under generalized (non-projective) measurements, how sensitive different universal behavior shown in different parameter regimes of Fig. 15 (a) is to this difference in the choice of probability requires further study.
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Appendix A: Non-interacting systems of fermions subjected to static disorder - Brief review

1. General considerations and description in terms of Chalker-Coddington models

We begin by considering a system of non-interacting fermions described by a Hermitian Hamiltonian in $D = 2$ spatial dimensions subject to disorder which is static, i.e., time-independent. (We will also briefly comment on the case of $D = 3$ spatial dimensions.) In every realization of disorder, the Hamiltonian generates a unitary time evolution. Upon Fourier transforming from time to energy, only fermions at the same energy couple to each other, owing to the absence of interactions. The $(2+1)$-dimensional fermion system at any fixed energy $E$ is described by a $D = 2$-dimensional statistical mechanics system [110]. Specifically, in terms of the 1st-quantized Hamiltonian $H$ of the $(2+1)$-dimensional fermion system, the retarded (advanced) fermion 2-point function at energy $E$ is expressed as

$$G_{\alpha_1\alpha_2}^{\pm}(\vec{r}_1, \vec{r}_2; E \pm i\epsilon) = \langle \hat{c}_{\alpha_1}(\vec{r}_1)|\hat{c}^\dagger_{\alpha_2}(\vec{r}_2)\rangle_{E \pm i\epsilon}, \quad (\epsilon \to 0^+) \quad (A1)$$

where additional indices $\alpha_1, \alpha_2$ may possibly appear (as indicated) to characterize additional quantum numbers, when needed. (The last equality corresponds to the 2nd quantized formulation, $\hat{c}_{\alpha}(\vec{r})$ and $\hat{c}^\dagger_{\alpha}(\vec{r})$ denoting canonical fermion creation and annihilation operators.)

From now on, we assume that the system exhibits critical behavior at energy $E = 0$ and we will often omit the energy $E$ from our expressions. In all symmetry classes that possess either particle-hole (charge-conjugation) or chiral symmetry, which are the classes we are most interested in here in this work, the single particle Hamiltonian $H$ changes sign under these operations, and therefore $E = 0$ is a special value of energy in those cases. At this energy the system is known to be critical. In the other symmetry classes it is typically possible to choose a generic value of energy. Because the $(2+1)$-dimensional fermion system is non-interacting, all observables can be expressed in terms of the 2-point function. We will now rewrite this 2-point function in the language of the so-called Chalker-Coddington network model [41].

For this purpose, it is convenient to consider $D = 2$-dimensional position space being discretized on a lattice which we choose here to be a square lattice (the details of the lattice are unimportant), and we also choose an evolution of the $D = 2$-dimensional system in discrete time steps. In this way, one arrives at the Chalker-Coddington formulation of the system. Here, these discrete time steps are those of the time $t_H$ associated with the Hamiltonian $H$ of the $D = 2$-dimensional fermion system and should not be confused with the coordinate $t$ of the square-lattice GTN, which is also the circuit time for the NGC, corresponding to the Chalker-Coddington model. Because time steps for the Hamiltonian $H$ are discrete, the fermion 2-point function is now expressed in the form

$$G_{\pm}(I_1, I_2; E \pm i\epsilon) = \langle I_1|\left(1 - e^{\mp iE - \epsilon} U^{\pm}\right)^{-1}|I_2\rangle. \quad (A2)$$

Here $I_j$ denotes a position $\vec{r}_j$ on the square lattice (chosen to be a center of a link) as well as, if needed, an additional quantum number $a_j$ of the fermion at that lattice position [i.e. $I_j = (\vec{r}_j, a_j)$]. As mentioned above, in the cases of interest, the energy is usually set to zero, i.e. $E = 0$. The matrix $U^{\pm} = U^{\pm t_H}$ (where $U = U^{+1}$) in Eq. (A2) is unitary, and can be thought of as arising from a time-evolution by a small time-step $\delta t_H$ with the first quantized Hamiltonian $H$, i.e. writing $U^{\pm} = \exp(\mp i\delta t_H H)$, thereby recovering Eq. (A1) from Eq. (A2) in the limit of small $\delta t_H$. Here, $t_H$ denotes the time associated with the Hamiltonian $H$ as introduced above and we reiterate that $t_H$ is to be distinguished from the $t$-coordinate of the GTN. In fact, the coordinates $(x, t)$ or $(u, v)$ introduced in the main text for the square-lattice GTN should be viewed as the spatial coordinates of the corresponding Chalker-Coddington model.

Just as we can, in continuous time $t_H$, represent the resolvent appearing in Eq. (A1) as the Laplace transformation of the (retarded) time-evolution operator,

$$(\mp iE + \epsilon \mp iH)^{-1} = \int_0^\infty dt_H \exp\{-t_H[\mp iE + \epsilon \mp iH]\}, \quad (A3)$$

the expression Eq. (A2) appearing for discrete time is the discrete Laplace transform of the discrete time-evolution operator,

$$(1 - e^{\pm iE - \epsilon} U^{\pm})^{-1} = \sum_{n=0}^\infty \exp(-n[\mp iE + \epsilon]) \left(U^{\pm}\right)^n. \quad (A4)$$

In the discrete formulation, the quantum state of the system at (discrete) time $t_H$ is described by a wave function $\psi_I(t)$,

$$|\psi(t_H)\rangle = \sum_I \psi_I(t_H) |I\rangle \quad (A5)$$

$$= \sum_j \sum_{a_j} \psi_{I_j, a_j}(t_H) |\vec{r}_j, a_j\rangle. \quad (A6)$$

The matrix $U^\pm$ (having row and column indices $I_i$ and $I_j$) describes the unitary (forward/backward) time-evolution of the quantum state of the network by one
interacting fermions in $D$ dimensions. The correspondence of Hamiltonians of non-different Hamiltonians at different nodes are in the same lattice point of the square lattice, usually referred to as a “node” in this context; all other matrix elements vanish owing to the locality of the evolution or, depending on the case (or symmetry class), “reflects back” to the same link $\vec{r}_j$. Thus, in one time-step there is probability flux moving from one link to an adjacent link through a node (or possibly ‘reflecting back’). For this reason the matrix $U_{I,J}$ simply encodes the information of a “scattering matrix” or “$S$-matrix” for scattering of probability flux at a node.

The information contained at each node in a “scattering matrix” can be recast in the familiar way in the language of a “transfer matrix” at the same node. This process is reviewed explicitly in Sec. V B 2 (where the square lattice is rotated by 45 degrees). Since we are interested in situations where the original non-interacting fermion problem is subject to static (quenched) disorder in $D = 2$-dimensional position space, these $S$-matrices, and consequently also the transfer matrices defined at each node, will in general, in each realization of disorder, differ from node to node.

Finally, we come back to higher spatial dimensions $D$: While the above discussion was cast in the language of the correspondence of Hamiltonians of non-interacting fermions in $D = 2$ spatial dimensions subject to static disorder, with $D = 2$ dimensional Chalker-Coddington models upon discretization of space- and time-coordinates (where the time-coordinate refers to the coordinate $t_H$), the same procedure carries through in higher dimensions. Thus, a non-interacting fermion system in $D = 3$ spatial dimensions whose unitary time-evolution is governed by a Hamiltonian subject to static disorder in $D = 3$ dimensional space, corresponds to a $d = 2$-dimensional quantum circuit subject to disorder in both space and time via a $D = 3$-dimensional Chalker-Coddington model. (A relatively recent detailed discussion of Chalker-Coddington models in $D = 3$ appeared in Refs. 111 and 112 for symmetry classes C and AII.)

In any spatial dimension $D$, the properties of systems of non-interacting fermions subject to static disorder are well studied. In particular, in the absence of extra conservation laws arising from unitarily implemented symmetries, these systems correspond to the so-called “ten-fold way” Altland-Zirnbauer classification, the ten Altland-Zirnbauer symmetry classes which exhaustively classify the behavior of fermionic quantum systems invariant under symmetries which arise from the most general unitary symmetry operations (including amongst others, e.g., time-reversal). There are then 10 classes of such local scattering $S$-matrices, and unitary time-evolution operators $U^{\pm}$. In the presence of additional unitary symmetries, more classes can arise in this manner.

For the discussion of the numerical results, it is also important to take boundaries into account. In GTN/NGC dynamics, one is typically interested in the physical state at late times, i.e. after evolving for a sufficiently long time such that physical quantities have reached a steady-state. In our GTN simulations in Sec. IV, this corresponds to considering the state for sufficiently large network depth $v$. Hence, the corresponding Chalker-Coddington model has a spatial boundary at a certain large value of $v$, denoted as $v_b$ (the subscript “b” standing for boundary). One could also consider terminating the GTN (and its corresponding Chalker-Coddington model) at a certain large $t$-coordinate value $t = t_b$, namely a large circuit time $t$ for the corresponding NGC, instead and study the fermion correlation on the boundary at $t = t_b$. However, the choice of the direction of the spatial boundary of the Chalker-Coddington model does not affect universal results. Here, we reiterate that both the $v$- and $t$-coordinates of the GTN should be understood as spatial coordinates of the Chalker-Coddington model (which are to be distinguished from the discrete time $t_H$ that is introduced earlier in this appendix to relate the Chalker-Coddington model to the static Hamiltonian $H$).

In the language of the corresponding Chalker-Coddington model, the fact that the GTN/NGC is simply stopped at depth $v = v_b$, or at coordinate $t = t_b$, amounts to a particular boundary condition on the Chalker-Coddington model. We now discuss what boundary condition this is. Physically, it is clear that from the point of view of the discrete time-evolution (with discrete time step in $t_H$) of the Chalker-Coddington model that any quantum mechanical probability flux that hits this boundary from “inside” the Chalker-Coddington network simply escapes to what would be depths $v$ or $t$-coordinates larger than $v = v_b$ or $t = t_b$ (i.e. “outside” the Chalker-Coddington model). Moreover, the actual GTN and the Chalker-Coddington model end at $v = v_b$ or $t = t_b$, and are thus not present at depths $v$ or $t$-coordinates larger than $v = v_b$ or $t = t_b$. Therefore, no quantum mechanical probability flux will ever enter the Chalker-Coddington model through this boundary from depths $v$ or $t$-coordinates larger than $v = v_b$ or $t = t_b$, i.e. from “outside” the Chalker-Coddington network. This type of boundary condition is well known in the context of Chalker-Coddington models: It is what is called an absorbing boundary condition [98, 113]. One can also show at the microscopic level of the GTN that the absorbing boundary condition should be applied to the boundary of the corresponding Chalker-Coddington model at depth $v = v_b$ or $t$-coordinate $t = t_b$. We remark that when Chalker-Coddington models are used to describe and/or compute the electrical or thermal conductivity properties of systems of non-interacting fermions in $D$ spatial dimensions subject to static disorder, such
absorbing boundary conditions represent idealized contacts of the conducting system with so-called ideal leads to which the system is connected in order to measure and/or define corresponding conductances [114].

2. Field Theory description of disorder averaged observables

On length scales much longer than the mean free path arising from disorder (serving as a microscopic short-distance ‘cut-off’ scale), the theoretical description of these systems is known to be very systematic and geometrical. Disorder averaged observables for any Hamiltonian with static disorder in any one of the 10 symmetry classes possess a ‘hydrodynamic’ description in terms of a specific non-linear sigma model (NLSM) field theory – one for each symmetry class [42, 47]. (For a more recent discussion of this dictionary, see e.g. Refs. 45, 46, and 53.)

The observable described by these long length-scale theories is the average of the modulus square of the retarded 2-point function, Eqs. (A1), (A2), and higher disorder indices

\[
\langle \hat{\gamma}_a(\vec{r}_1) \hat{\gamma}_a(\vec{r}_2) \rangle = \langle \hat{\gamma}_t(\vec{r}_1) \hat{\gamma}_t(\vec{r}_2) \rangle
\]

for each symmetry class [42, 47]. (For a more recent discussion of this dictionary, see e.g. Refs. 45, 46, and 53.)

In a nutshell, the field theory represents the disorder average of the absolute square of the 2-point function, which is the average of the product of the retarded and the advanced 2-point function,

\[
G_{a,a}(\vec{r}_1, \vec{r}_2) = G_{a,a}^r(\vec{r}_1, \vec{r}_2) G_{a,a}^a(\vec{r}_2, \vec{r}_1) = \langle \hat{\gamma}_a(\vec{r}_1) \hat{\gamma}_a^*(\vec{r}_2) \hat{\gamma}_a^*(\vec{r}_1) \hat{\gamma}_a(\vec{r}_2) \rangle
\]

Here, \(Q_{a,b}^{\pm} \) is a complex hermitian Hubbard-Stratonovich field [thus satisfying \((Q_{a,b}^{\pm})^* = Q_{b,a}^{-\pm}\)], whose averages are evaluated using the action for the NLSM (parametrized by \(Q_{a,b}^{\pm}\)) in the corresponding symmetry class. In this formulation, the indices are expanded to include replica indices \(\alpha, \beta \in \{1, \ldots, n\}\), i.e. \(a \to (a, \alpha)\) and \(b \to (b, \beta)\). The number \(n\) of replicas is taken to zero, i.e. \(n \to 0\), at the end of the calculation.

Let us now specialize to symmetry class DIII which is discussed in the main part of the paper. Since this describes a superconductor, the 2nd quantized Hamiltonian can be written as a bilinear of Majorana fermions \(\hat{\gamma}_\alpha(\vec{r})\), and the corresponding 1st quantized Hamiltonian is anti-symmetric and purely imaginary. We can obtain a formulation in terms of complex fermions, as the one used in Eqs. (A1) and (A9) above, by introducing a second copy \(\bar{\gamma}_a(\vec{r})\) of Majorana fermions and defining \(\hat{c}_a(\vec{r}) \equiv [\gamma_a(\vec{r}) + i\bar{\gamma}_a(\vec{r})]/\sqrt{2}\). Then, Eq. (A1) represents the 2-point function in the form written. Consider now the number in Eq. (A9) where the two points \(\vec{r}_1\) and \(\vec{r}_2\) are located near the ‘final’ \(v = v_b\) or ‘final’ \(t = t_b\) boundary of the circuit for \(E = 0\) (where the system is critical).

Because \(\vec{r}_1\) and \(\vec{r}_2\) are near the boundary it turns out that we can now set \(\epsilon = 0\). We see from Eq. (A1) that at \(E = \epsilon = 0\) this expression is anti-symmetric under exchange of \((\vec{r}_1, a_1)\) and \((\vec{r}_2, a_2)\). Expressing this in terms of Majorana fermions \(\hat{\gamma}\) and \(\bar{\gamma}\) defined above, the first 2-point function in Eq. (A9) equals \(2\langle \bar{\gamma}_a(\vec{r}_1) \gamma_a(\vec{r}_2) \rangle\).

We can now simply replace \(\hat{c}_+, \hat{c}_-\) in the same equation by a second copy \(\hat{c}_{+,b}\) of the fermion \(\hat{c}_{+,a}\) yielding the same 2-point function. Using this in Eq. (A9) we see that the left hand side of this equation is proportional to (i.e. four times) the second moment of the Majorana fermion 2-point function, \(\langle \bar{\gamma}_a(\vec{r}_1) \gamma_a(\vec{r}_2) \rangle \langle \bar{\gamma}_a(\vec{r}_1) \gamma_a(\vec{r}_2) \rangle\), evaluated at two points on the boundary. The indices \(a \neq b\) can be taken to be replica indices. This is the quantity evaluated numerically in Eq. (13) of Sect. IV B of the main part of the paper. Next we discuss the right hand side of the Eq. (A9).

In symmetry class DIII of interest in the main part of this paper, the NLSM field \(Q_{a,b}^{\pm}\) is known to be real and an element of the (special) orthogonal group, \(Q_{a,b}^{\pm} = O_{a,b} \in SO(n)\), where \(a, b = 1, \ldots, n\) are replica indices, and \(Q_{a,b}^{-\pm} = (O^{-1})_{a,b}\) the inverse group element. Moreover, at an absorbing boundary such as the one at depth \(v = v_b\) or t-coordinate \(t = t_b\) for the Chalker-Coddington model that corresponds to a GTN that terminates at \(v = v_b\) or \(t = t_b\), the NLSM field \(O(\vec{r}) \in SO(n)\) tends to the identity element in the group. Parametrizing this field in terms of the Lie algebra, \(O(\vec{r}) = \exp(\sum_{a < b} T_{ab} \phi_{ab}(\vec{r}))\), where \(T_{ab}\) are suitably normalized matrices anti-symmetric in \(a\) and \(b\), the absorbing boundary condition is a Dirichlet boundary condition on the fields \(\phi_{ab}\) (anti-symmetric in indices \(a\) and \(b\)). The correlation function of Majorana bilinears at the boundary will then be given by the normal derivative at the boundary of the NLSM field \(O(\vec{r})\), and will hence be proportional to \(\partial_v \phi_{ab}(\vec{r})\) or \(\partial_t \phi_{ab}(\vec{r})\), where the derivatives are taken at the ‘final’ depth \(v = v_b\) or the ‘final’ t-coordinate \(t = t_b\) of the Chalker-Coddington model, depending on the formulation we chose to consider.

The action of the NLSM in class DIII,

\[
S = \int d^2 r \text{ Tr} \left\{ \frac{1}{2g} (\overleftarrow{\nabla} O^{-1})(\overrightarrow{\nabla} O) - \epsilon (O + O^{-1}) \right\}
\]

simplifies, upon rescaling in the usual manner \(\phi_{ab} \to \phi_{ab}/\sqrt{g}\), to leading order for small coupling constant \(g\), i.e. in the metallic phase, to a Gaussian action in the free scalar fields \(\phi_{ab}\). The 2-point function of the normal derivatives along the boundary thus gives a power-law decaying with distance along the boundary with exponent \(\epsilon = 2\). This power-law acquires a significant correction from the leading irrelevant operator, which is known to be marginally irrelevant, at the metallic Gaussian fixed point of the NLSM. The functional form of the boundary correlation function of the Majorana fermion bilinear in the presence of this marginally irrelevant operator in the bulk is computed in App. B by computing suitable renormalization group (RG) functions, and solving the corresponding Callan-Symanzik (RG) equation for the boundary correlation function. The resulting functional
form for this correlation function has been fit success-
fully in the main part of this paper to the same function,
computed numerically.

Appendix B: Logarithmic corrections to scaling of 2nd moment of the fermion correlation function in the
symmetry-class-DIII metallic phase

1. Setup

We start from the long-wavelength formulation of disordered Majorana fermions in symmetry class DIII and \( D = 2 \) spatial dimensions, the NLSM in Eq. (A10), valid on length scales large compared to the mean free path. This is a special type of NLSM (also known as the “Principal Chiral model”) in which the field \( O(\vec{r}) \in SO(n) \) is an element of a group (in the present case the (special) orthogonal group), which we parametrize as

\[
O(\vec{r}) = \exp \left\{ i \sum_A \phi_A(\vec{r}) T_A \right\},
\]

(B1)

where \( n \), the number of replicas, tends to zero at the end of the calculation, a well-understood limit in the present situation. Here, \( \phi_A(\vec{r}) \) are real fields, and \( T_A \) are \( n(n-1)/2 \) matrices generating infinitesimal \( SO(n) \) rotations which form a basis of the Lie algebra in the defining (\( n \)-dimensional) representation suitably normalized, i.e. \( \text{Tr}(T_A T_B) = \delta_{AB} \), as in App. B4 below. One can choose the subscript \( A \) that labels the \( SO(n) \) generator \( T_A \) to be \( A = (a,b) \) with \( 1 \leq a < b \leq n \), but this will be unimportant in the present section.

Upon inserting the parametrization from Eq. (B1) into the action Eq. (A10) appearing in the Boltzmann weight \( \exp\{-S\} \) for the resulting statistical mechanics model describing disorder averaged observables, this action can be written in a perturbative expansion in the parameter \( g \) [115] about a Gaussian fixed point theory (describing the metallic fixed point in class DIII) as

\[
S = S_0 + S_{\text{int}}
\]

\[
S_0 = \frac{1}{2\pi} \int_{\mathbb{T}^2} \left( \partial_{\mu} \phi_A \right) \left( \partial_{\mu} \phi_A \right)
\]

\[
S_{\text{int}} = \lambda \int_{\mathbb{T}^2} \left[ \left( \partial_\mu \phi_{A_1} \right) \phi_{B_2} \right] C_{A_1 B_2 H} C_{H A_2 B_1} \left[ \phi_{A_2} \left( \partial_\mu \phi_{B_1} \right) \right] + \mathcal{O}(\lambda^2)
\]

where \( \int_{\mathbb{T}^2} = \int d^2 \vec{r} \), \( \phi_A = \sqrt{g/(4\pi)} \) \( \phi_A \), \( \lambda = \kappa_0 \) \( g \) where \( \kappa_0 \) is a fixed positive rational number (whose value is immaterial), \( \mathcal{O}(\lambda^2) \) denotes terms of order \( \lambda^2 \), and the totally antisymmetric and cyclically invariant coefficients \( C_{ABC} \) characterize the structure constants of the Lie algebra of the group \( SO(n) \),

\[
[T_A, T_B] = iC_{ABC} T_C.
\]

(B2)

The action \( S_0 \) describes the metallic fixed point of free scalar fields in \( D = 2 \) dimensions, an elementary two-dimensional CFT in which each scalar field is a sum of holomorphic and anti-holomorphic fields,

\[
\phi_A(\vec{r}) = \phi_A^L(z) + \phi_A^R(z^*)
\]

(B3)

where \( z = x + iy, \ z^* = x - iy \) when \( \vec{r} = (x,y)^T \). Using Eqs. (B2) and (B3) and \( (1/4) \partial_\mu \partial_\mu = (\partial/\partial z)(\partial/\partial z^*) = \partial_z \partial_{z^*} \), we arrive at the following form of the action that we will use in the sequel

\[
S = S_0 + S_{\text{int}}
\]

\[
S_0 = \frac{1}{2\pi} \int_{\mathbb{T}^2} \left( \partial_z \phi_A^L \right) \left( \partial_z \phi_A^R \right)
\]

\[
S_{\text{int}} = \lambda \int_{\mathbb{T}^2} \left[ \left( \partial_z \phi_A^L \right) \phi_A^R \right] C_{A_1 B_2 H} C_{H A_2 B_1} \left[ \phi_A^L \left( \partial_z \phi_A^R \right) \right] + \mathcal{O}(\lambda^2).
\]

(B4)
We will need the correlators of the scalar fields at $\lambda = 0$,
\[
\langle \varphi^A_L(z_1) \varphi^B_L(z_2) \rangle = -\delta_{AB} \ln z_{12}, \\
\langle \varphi^A_R(z_1) \varphi^B_R(z_2) \rangle = -\delta_{AB} \ln z_{12}^*, \\
\langle (\partial_z \varphi^A_L)(z_1) \varphi^B_L(z_2) \rangle = \frac{(-1)\delta_{AB}}{z_{12}}, \\
\langle (\partial_z \varphi^A_R)(z_1^*) \varphi^B_R(z_2) \rangle = \frac{(-1)\delta_{AB}}{z_{12}^*}, \\
\langle \varphi^A_L(z_1) ((\partial_z \varphi^B_L)(z_2)) \rangle = \frac{\delta_{AB}}{z_{12}}, \\
\langle \varphi^A_L(z_1^*) ((\partial_z \varphi^B_L)(z_2^*)) \rangle = \frac{\delta_{AB}}{z_{12}^*}. 
\]  
(B5)

No summation over repeated indices is implied here.

2. Absorbing Boundary

We also need to discuss the absorbing boundary condition which we place at $y = \text{Im}(z) = 0$, the real axis of the complex $z$-plane, at which (as already discussed in App. A2) the NLSM field from Eq. (B1) tends to the identity group element, $O(\vec{r}) \to 1$, implying $\phi_A(\vec{r}) \to 0$. This hence also implies a Dirichlet boundary condition on the scalar field in Eq. (B3),
\[
\varphi_A(\vec{r}) = \varphi^A(z) + \varphi^A_R(z^*) \to 0, \quad \text{as } \text{Im } z = y \to 0 \\
\text{or } \varphi^A_R(z^*) \to (-1)\varphi^A(z), \quad \text{as } \text{Im } z = y \to 0. 
\]  
(B6)

Because the scalar field $\phi_A$ vanishes at the absorbing boundary, the 2-point function of the field $O(\vec{r})$ near the boundary becomes that of the normal derivative $\left(\frac{\delta}{\delta y} \varphi^A_L\right)$ (or equivalently of the normal derivative of $-\varphi^A_R$). That 2-point function reads in the non-interacting fixed-point theory [Eq. (B4) at $\lambda = 0$]
\[
\langle \left(\frac{\partial}{\partial y} \varphi^A_L\right)(x_1) \left(\frac{\partial}{\partial y} \varphi^B_L\right)(x_2) \rangle = \langle \left[\frac{\partial z}{\partial y} (\partial_z \varphi^A_L)\right](x_1) \left[\frac{\partial z}{\partial y} (\partial_z \varphi^B_L)\right](x_2) \rangle = \frac{\delta_{A,B}}{x_{12}^2}. 
\]  
(B7)

In conclusion, the NLSM field $O(\vec{r})$ near the boundary becomes a boundary operator which we denote [116] by $\Phi_s(x) \equiv \lim_{y \to 0} \left(\frac{\partial}{\partial y} \varphi^A_L\right)$; its 2-point function at the fixed point is [117]
\[
\langle \Phi_s(x_1) \Phi_s(x_2) \rangle = \frac{1}{x_{12}^2}. 
\]  
(B8)

In the next subsection, we will discuss the effect of the interaction $\lambda$ on this boundary 2-point function. For this purpose, it will be crucial to understand the behavior of the interaction term $S_{\text{int}}$ from Eq. (B4) near the absorbing boundary. Here, the region of integration over $\vec{r}$ will be the upper complex $z$-plane, and thus the argument of $\varphi^A_L(z)$ will be in the upper complex plane. On the other hand, due to the Dirichlet boundary condition, the second line of (B6) implies that $\left(\left[\varphi^A_R(\partial_z \varphi^A_R) - [\varphi^B_R(\partial_z \varphi^A_R)]\right]_z\right)$ is the analytic continuation of the expression $\left(\left[\varphi^A_L(\partial_z \varphi^A_R) - [\varphi^B_R(\partial_z \varphi^A_R)]\right]_z\right)$ from the upper half complex plane into the lower half complex plane [118], the two expressions becoming equal to each other on the real axis. Thus, the right-moving factor (involving $\varphi_R$) of the interaction operator in $S_{\text{int}}$ is located precisely at the mirror image with respect to the real axis of the left-moving factor, and all scalar fields are left-moving ($\varphi_L$) after this analytic continuation. This fact turns out to be crucial for the ability to perform the integral over half-space, the upper half complex plane, in an efficient manner.

Before proceeding to the effect of the interaction $\lambda$ on the correlation function in Eq. (B8), we turn to the $N$th disorder moments of the square of the Majorana correlation function appearing in Eq. (13), namely $\langle \hat{\gamma}_{p,m} \hat{\gamma}_{p+r,n} \rangle ^{2N}$, discussed at the very end of Sec. V C 1. As follows from the discussion in the two paragraphs preceding Eq. (A10), these moments are described in NLSM language by the 2-point function of the $n$-fold product of fields in $N$ different replicas at the same boundary point $x$, $\lim_{y \to 0} \left[ \left(\frac{\partial}{\partial y} \varphi^A_L(x)\right) \ldots \left(\frac{\partial}{\partial y} \varphi^A_L(x)\right) \right]$. Since at the metallic fixed point, Eq. (B4) with $\lambda = 0$, all replica indices are decoupled, this 2-point function equals the $N$th power of the $N = 1$ result from Eq. (B8), i.e. it decays with the $2N$th power of distance. This was the result mentioned in the main text at the end of Sec. V C 1.
3. Renormalization Group Calculation

The purpose of this subsection is to obtain the renormalization group (RG) anomalous dimension function (denoted by $\gamma_s(\lambda)$ below) of the boundary operator $\Phi_s$, which leads to the functional form of the 2-point function in the presence of the marginally irrelevant bulk perturbation $\Phi$ as determined as the solution of the Callan-Symanzik (RG) equation for this function.

The most efficient way to perform the 1-loop RG calculation is using the Operator Product Expansion (OPE) and tracking the change of the action $S$ upon changing a hard short-distance cutoff [119–122]. We will need to consider the renormalization of the bulk operator $\Phi(\vec{r}) = \Phi(z, z^*)$ appearing in the interaction term in (B4):

$$S_{\text{int}} = \lambda \int \Phi(\vec{r}) + O(\lambda^2)$$

as well as that of the boundary operator $\Phi_s(x) = \frac{\partial}{\partial y} \varphi_s^I(x)$ appearing in Eq.s (B8,B7). In the current subsection, we carry out this RG calculation using the results obtained for the corresponding OPE coefficients in App. B5 below. These OPE coefficients are

$$\Phi(z_1, z_1^*)\Phi(z_2, z_2^*) \sim \frac{-b}{z_1 z_1^{12}} \Phi(z_2, z_2^*) + ..., \ z_1 \to z_2,$$

$$\Phi(z, z^*)\Phi_s(x = 0) \sim \frac{-b_s}{z z^*} \Phi_s(x = 0) + ..., \ z \to 0,$$

where the ellipsis denotes subleading terms in the considered limit. As mentioned, the numbers $b$ and $b_s$ are computed explicitly in App. B5.

These OPE coefficients turn out to imply the following renormalization group (RG) equations for the bulk coupling constant $\lambda$, as well as for a coupling constant [123] [124] $h_s$ conjugate [125] to the boundary operator $\Phi_s(x)$ when added to the action as $S \to S(h_s) = S - h_s \int dx \Phi_s(x)$,

$$\frac{d\lambda}{dl} = \beta(\lambda) = -\pi(-b)\lambda^2 + ...$$

$$\frac{dh_s}{dl} = -2\pi(-b_s/2)\lambda h_s + ...$$

where $dl$ is the infinitesimal increase of the logarithm of the short distance cutoff during a RG step. The second equation provides the anomalous dimension function $\gamma_s(\lambda)$ of the boundary operator $\Phi_s(x)$, defined by

$$\gamma_s(\lambda) = (1 - 1) - \frac{1}{h_s} \frac{dh_s}{dl} = 2\pi(-b_s/2)\lambda + ..., $$

where the $(1 - 1)$ part means that the dimension of the boundary is 1, and the scaling dimension of the boundary operator at $\lambda = 0$ is also 1.

The 2-point function of the boundary operator in the presence of the coupling constant $\lambda$ of the marginally irrelevant bulk operator $\Phi$ is then found by solving the RG equation for this 2-point function (the usual Callan-Symanzik equation), yielding

$$(\Phi_s(x_1)\Phi_s(x_2)) = \frac{1}{(x_{12})^2} \exp\left\{-2 \int_{\lambda(1)}^{\lambda(x_{12}/a)} d\lambda \frac{\gamma_s(\lambda)}{\beta(\lambda)}\right\} F[\lambda(x_{12}/a)],$$

where

$$\lambda(e^l) = \frac{\lambda}{1 + \pi(-b)\lambda l}$$

is the running coupling constant, and $F[...]$ is a function that is finite at zero argument.

In App. B5 below we obtain the results

$$b = C_{adj}^{(2)}, \quad b_s = -C_{adj}^{(2)}, \quad \text{and} \quad C_{adj}^{(2)} = 2(n - 2)$$

where $C_{adj}^{(2)}$ is the value of the quadratic Casimir invariant in the adjoint representation of $SO(n)$. As a first basic check, we then conclude from the first line in Eq. (B11) that the bulk coupling constant $\lambda$ is indeed marginally irrelevant (in the infrared, where $l$ increases) in the replica limit $n \to 0$. 

Finally, inserting the values obtained for $b$ and $b_\gamma$ into the functions $\beta$ and $\gamma_s$ appearing in the integrand of the integral in Eq. (B13) above, we obtain for the boundary 2-point function

$$
\langle \Phi_s(x_1)\Phi_s(x_2) \rangle = \frac{[1 + 4\pi \lambda \ln(x_{12}/a)]^2}{(x_{12})^2},
$$

(B16)

where $\lambda_0 = 4\pi\lambda = 4\pi \kappa_0g$. This is the result reported in Eq. (14) of the main text (up to a multiplicative factor which can always be absorbed by redefining the normalization of the field $\Phi_s$).

4. Summary of relevant Group Theory facts, and derivation of Eq. (B2)

a. Summary of Group Theory facts

In the following we summarize some basic group theory facts (and conventions) that we will use. We normalize the generators $T_A$ of infinitesimal $\text{SO}(n)$ rotations in the defining ($n$-dimensional) representation via

$$
\text{Tr}(T_AT_B) = \delta_{A,B}.
$$

(B17)

The structure constants defined in Eq. (B2) are known to define the generators

$$
\left( \mathcal{T}_A^{\text{adj}} \right)_{BC} = (-1)C_{ABC}
$$

(B18)
of infinitesimal $\text{SO}(n)$ rotations in the $n(n-1)/2$-dimensional adjoint representation. Using those, the quadratic Casimir invariant in the adjoint representation, $C_{(2)\text{adj}}$, is expressed as

$$
C_{ABC}C_{DBC} = C_{(2)\text{adj}}^2 \delta_{AD},
$$

(B19)

where $C_{(2)\text{adj}} = 2(n-2)$. We will also need some basic information about quartic invariants, which arise when considering traces of four generator matrices $T_A$. In particular [126]

$$
\text{Tr} \left( T_AT_BT_C T_D \right) = \alpha \text{Tr} \left( T_AT_BT_C T_D \right) + \beta \left[ (-i)C_{HAB}(-i)C_{HCD} + (-i)C_{HDA}(-i)C_{HBC} \right],
$$

(B20)

where $\alpha$ and $\beta$ are positive numbers (whose specific values are not needed here) and the curly brackets under the trace on the right hand side of the first line denote complete symmetrization of the four indices $A, B, C, D$ - that symmetrized trace (multiplying $\alpha$) defines the quartic invariant of the group $\text{SO}(n)$.

b. Derivation of Eq. (B2)

After taking the derivative of the expansion of the parametrization from Eq. (B1) to second order in $\phi_A$

$$
\partial_\mu O(\vec{r}) = i(\partial_\mu \phi_A)T_A + \frac{i^2}{2!} \left[ (\partial_\mu \phi_{A_1})\phi_{A_2} + \phi_{A_1}(\partial_\mu \phi_{A_2}) \right] T_{A_1}T_{A_2} + ...
$$

(B21)

and similarly for $\partial_\mu O^{-1}(\vec{r})$, we insert the result into the action Eq. (A10) yielding

$$
\text{Tr}[(\partial_\mu O^{-1})(\partial_\mu O)] = \text{Tr} \left( \{-i(\partial_\mu \phi_A)T_A\}\{i(\partial_\mu \phi_B)T_B\} \right) + \frac{1}{4} \left[ (\partial_\mu \phi_{A_1})\phi_{A_2} + \phi_{A_1}(\partial_\mu \phi_{A_2}) \right] \times \left[ (\partial_\mu \phi_{B_1})\phi_{B_2} + \phi_{B_1}(\partial_\mu \phi_{B_2}) \right] \text{Tr} (T_{A_1}T_{A_2}T_{B_1}T_{B_2})
$$

(B22)

where we have used the fact that the trace of three generator matrices is anti-symmetric for groups whose defining representation is real, such as $\text{SO}(n)$ and $\text{USp}(2n)$, in particular

$$
\text{Tr} (T_AT_BT_C) \propto C_{ABC},
$$

(B23)

implying that all traces of three $T$-matrices appearing in the expansion vanish (due to the symmetry of the terms with which these traces are contracted). Finally, we use Eq. (B17) in the first term, and Eq. (B20) in the second term on the right hand side of Eq. (B22). The first term on the right hand side of Eq. (B20), totally symmetric in all four indices, yields when contracted against the other terms a total derivative $(\partial_\mu \phi_{A_1})\phi_{A_2}\phi_{B_1}\phi_{B_2}$ which can be dropped, while the second term on the right hand side of the same equation vanishes upon contraction due to symmetry. The remaining third term on the right hand side of Eq. (B20) then gives the interaction term listed in Eq. (B2), concluding the derivation of this equation.
5. Details of the Calculations of Operator Product Expansion (OPE) coefficients

a. Bulk-Bulk OPE

We begin with the bulk operator \( \Phi(\vec{r}) \) appearing in the interaction \( S_{int} \) in Eq. (B4) which factorizes into a product of a holomorphic ("left-moving") and an anti-holomorphic ("right-moving") part.

(i): We will first discuss the OPE of two holomorphic parts of this operator at two positions \( z_1 \) and \( z_2 \):

\[
[\partial_z \varphi^A_{L}]_{z_1} \varphi^B_{L} \cdot C_{A_1B_2H} \cdot [\partial_z \varphi^A_{L}]_{z_2} \varphi^B_{L} \cdot C_{A_1'B_2'H'} = \delta_{A_1B_2}^{A_1'B_2'} \times C_{A_1B_2H} \cdot C_{A_1'B_2'H'} + \ldots
\]

The last equality follows because, upon making use of Eq. (B18), the curly bracket on its left hand side can be written in the analogous way with the result:

\[
[\partial_z \varphi^A_{L}]_{z_1} \varphi^B_{L} \cdot \{ C_{A_1B_2H} \cdot C_{B_2'B_2'H'} - C_{A_1B_2'H} \cdot C_{B_2'B_2'H'} \} + \ldots
\]

(ii): The OPE of two of the anti-holomorphic parts of the bulk operator \( O(\vec{r}) \) at two positions \( z_1^* \) and \( z_2^* \) is obtained in the analogous way with the result:

\[
[\partial_z \varphi^A_{L}]_{z_1^*} \varphi^B_{L} \cdot C_{H_{A_1B_1}} \cdot [\partial_z \varphi^A_{L}]_{z_2^*} \varphi^B_{L} \cdot C_{H_{A_1'B_1'}} = \delta_{A_1B_2'} \times i^2 \times C_{H_{A_1B_1}} \cdot C_{H_{A_1'B_1'}} + \ldots
\]

At two positions \( z_1^* \) and \( z_2^* \) appearing in the interaction \( \Phi(\vec{r}) \) at two positions \( z_1 \) and \( z_2 \), we used the cyclic property and the total asymmetry of the structure constants, together with Eq. (B19), to obtain \( (-1) \cdot C_{E_{A_1}H_{C_{A_1B_1}} = C_{E_{A_1}H_{C_{B_1A_1}}} = c^{(2)}_{adj} \delta_{EB_1} \). Thus, in Eq. (B27) we have obtained the result quoted in Eq. (B10) above.

b. Bulk-Boundary OPE

In this section we discuss the renormalization of the boundary operator \( \Phi_s(x) = (\partial_z \varphi^A_{L})_x \) whose 2-point function appears in Eq. (B7), by computing its OPE with the bulk operator \( \Phi \) appearing in the perturbation, Eqs. (B9) and (B4). It proves convenient to place the boundary operator \( \Phi_s \) at the origin \( z = 0 \) on the real axis, as in the second of Eq. (B10). Using Wick’s Theorem and Eq. (B5) yields:

\[
\Phi(z, z^*) \Phi_s(z) = \left[ \left[ \partial_z \varphi^A_{L} \right]_{z_1} \right] \cdot \left[ \left[ \partial_z \varphi^B_{L} \right]_{z_2} \right] \cdot \times \langle i \partial_z \varphi^B_{L} \rangle_{z=0}
\]

where in the last line we used the cyclic property and the total asymmetry of the structure constants, together with Eq. (B19), to obtain \( (-1) \cdot C_{E_{A_1}H_{C_{A_1B_1}} = C_{E_{A_1}H_{C_{B_1A_1}}} = c^{(2)}_{adj} \delta_{EB_1} \). Thus, in Eq. (B27) we have obtained the result quoted in Eq. (B10) above.
Appendix C: Numerical details

In this section, we provide some additional detail regarding the numerical methods used to obtain the results in Sec. IV.

1. Efficient contraction

In the $v'$th step of the evolution, one needs to contract the Gaussian state $\Gamma_v$, defined on $Ld$ Majorana modes, with a row of $L$ tensors with $4d$ Majorana modes each, to obtain $\Gamma_{v+1}$. We will label these tensors $\Gamma^{(v,u=1)}$ through $\Gamma^{(v,u=L)}$. In principle, one could perform a sequential contraction, i.e. contract $\Gamma_v$ with $\Gamma^{(v,u=1)}$, then with $\Gamma^{(v,u=2)}$, etc. In each step, one needs to evaluate Eq. (9), which will take $O(L^2d^3)$ operations in each step, and thus an entire row takes $O(L^3d^3)$.

An alternative contraction scheme is to first contract all the tensors $\Gamma^{(v,u)}$ with a fixed $v$ together to form the transfer operator, and then contract it with $\Gamma_v$ to obtain $\Gamma_{v+1}$ in one step. An efficient way to perform this contraction is in a “tree-like” fashion (for a system size $L = 2^m$): first contract $\Gamma^{(v,u=1)}$ and $\Gamma^{(v,u=2)}$ into $\Gamma^{(v,u=1:2)}$, and likewise for $\Gamma^{(v,u=2n-1)}$ and $\Gamma^{(v,u=2n)}$ into $\Gamma^{(v,u=2n-1:2n)}$. In the next step, contract $\Gamma^{(v,u=1:2)}$ and $\Gamma^{(v,u=3:4)}$ into $\Gamma^{(v,u=1:4)}$, and likewise for the rest of the system, and then repeating this procedure until one has the full tensor $\Gamma^{(v,u=1:L)}$ for the $v'$th row. There are $m = \log_2(L)$ such steps, and the $n$'th one, e.g. contracting $\Gamma^{(v,u=1:l)}$ with $\Gamma^{(v,u=l+1:2l)}$, for $l = 2^n$, takes $O(l^2d^3) = O(2^{2n}d^3)$ operations; therefore, all the operations to construct $\Gamma^{(v,u=1:L)}$ take $\sum_{n=0}^{m-1} 2^{m-n}2^{2n}d^3 = O(d^3L^3)$ operations. The final step of contracting $\Gamma_v$ with $\Gamma^{(v,u=1:L)}$ is the most expensive one, taking $O(L^3d^3)$ operations.

Therefore, the scaling of the two approaches is asymptotically the same, $O(L^3d^3)$. However, in practice we find the second approach to be faster by a constant, yet significant factor.

2. Numerical stabilization

Due to numerical roundoff, the pure-state property $\Gamma_v^2 = \mathbb{1}$ can be destroyed after many layers of the contraction, i.e. for large $v$. To remove such numerical stability issues, we periodically reset the state to the closest pure state. To this end, we find the orthogonal transformation such that

$$\Gamma_v = O \left( \bigoplus \lambda_n \left( \begin{smallmatrix} 0 & 1 \\ -1 & 0 \end{smallmatrix} \right) \right) O^T \quad (C1)$$

with $\lambda_n \geq 0$ and $O$ an orthogonal matrix [127]. If $\Gamma_v$ is pure, $\lambda_n = 1$ for all $n$; however, in practice, we find that some $\lambda_n < 1$ by a small amount. In such cases, we replace $\Gamma_v$ by $\Gamma'_v$ defined by

$$\Gamma'_v = O \left( \bigoplus \lambda_n \left( \begin{smallmatrix} 0 & 1 \\ -1 & 0 \end{smallmatrix} \right) \right) O^T,$$  

i.e. we set all $\lambda_n = 1$.

Appendix D: Level statistics of the entanglement spectrum

In addition to the entanglement entropies, we can also examine the full entanglement spectrum of the state $\Gamma_v$ (as defined in Sec. IV A). We expect to find level statistics consistent with the Gaussian unitary ensemble; one way to see this is that the underlying non-unitary circuit that describes our ensemble has no symmetries (except for the particle-hole symmetry implied by the Majorana description), and in particular has no time-reversal symmetry (which would lead to the Gaussian orthogonal ensemble). In related work, the entanglement spectrum across the measurement-driven phase transition in interacting quantum circuits was studied in Ref. 128, where a non-universal distribution interpolating between Poisson and GUE was found.

Here, similar to the entanglement entropy, we partition the system into two halves and consider the covariance matrix of the left $Ld/2$ Majorana modes, which we will denote as $\Gamma_{\text{half}}$. There exists an orthogonal transformation $O$ such that $\Gamma_{\text{half}} = O \left( \bigoplus \lambda_n \left( \begin{smallmatrix} 0 & 1 \\ -1 & 0 \end{smallmatrix} \right) \right) O^T$, where $\lambda_n \in [0,1]$ is the entanglement spectrum. Modes with $\lambda_n = 1$ correspond to entangled states, while modes with $\lambda_n = 0$ are maximally entangled (i.e., contribute log 2 to the entanglement entropy).

A convenient way to characterize the entanglement spectrum is through the ratios of consecutive gaps in the entanglement spectrum. Assuming that $\lambda_n \geq \lambda_{n-1}$, let $\delta_n = \lambda_n - \lambda_{n-1}$. Then, we define [4, 129]

$$\tilde{\delta} = \min(\delta_n, \delta_{n+1}) / \max(\delta_n, \delta_{n+1})$$  

(D1)

This quantity is well-characterized for several random matrix ensembles. In particular, for the Gaussian unitary ensemble, it is known to follow the Wigner surmise, or more precisely

$$P(\tilde{\delta}) = \frac{1}{Z_\beta} (\tilde{\delta} + \tilde{\delta}^2)^{\beta}$$  

(D2)

with $\beta = 2$ and $Z_\beta = \frac{4\pi}{81\beta^3}$ (see Ref. 129, in particular for other ensembles).

To perform a numerical comparison, we (similar to the computation of the entanglement entropy) take $\Gamma_v$ for $v > 20$, and average over 100 independent runs. To remove non-universal contributions to the entanglement spectrum, we exclude all $\lambda_n > 0.75$, and then perform the analysis outlined above. Our results are shown in Fig. 18. We find excellent agreement between our numerical observation and the Gaussian unitary ensemble.
The agreement improves as the system size and bond number are increased.

Appendix E: Relation between Haar-random GTN and quantum dynamics with unitary evolution and generalization measurements

As discussed Sec. II B, for a physical system undergoing unitary evolution and generalized measurements, the ensemble of different quantum trajectories of the physical system is characterized by an ensemble of quantum operators \( \{C_m\} \) (acting on the physical system) that satisfies the normalization condition of the positive operator-valued measure, i.e. \( \sum_m C_m^\dagger C_m = 1 \). This normalization condition is equivalent to the trace-preserving condition, i.e. that the map from any density operator \( \hat{\rho} \) (with \( \text{Tr} \hat{\rho} = 1 \)) to the operator \( \sum_m C_m \hat{\rho} C_m^\dagger \) preserves the operator trace, i.e. \( \text{Tr} (\sum_m C_m \hat{\rho} C_m^\dagger) = \text{Tr} \hat{\rho} = 1 \).

Here, each term \( C_m \hat{\rho} C_m^\dagger \) in the summation should be viewed as the un-normalized density operator obtained from the circuit \( C_m \) acting on the initial density operator \( \hat{\rho} \). The Haar-random ensemble of square-lattice pure-state GTNs introduced in Sec. IV can be viewed as an ensemble of quantum circuits following the correspondence between GTNs and quantum circuits discussed in Sec. II. In this appendix, we show that the ensemble of quantum circuits obtained from the Haar-random square-lattice pure-state GTN satisfies the trace-preserving condition discussed above and hence can be interpreted as the operator ensemble that governs the dynamics of a quantum system undergoing both unitary evolution and generalized measurements.

Following the discussion in Sec. II, a square-lattice pure-state GTN with Majorana bond number \( \chi \) on each leg can be viewed as a quantum circuit that acts on a chain along the \( x \)-direction with \( \chi \) Majorana modes on each site (as shown in Fig. 3 (a)). This quantum circuit evolves a generic initial state \( |\psi_0\rangle \), which is not necessarily a Gaussian state, to the (un-normalized) final state \( P(|\psi_0\rangle \otimes |\Gamma_{\text{tot}}\rangle) \), where \( |\Gamma_{\text{tot}}\rangle \equiv \otimes_n |\Gamma^{(n)}\rangle \) is the tensor product of all the Gaussian states \( |\Gamma^{(n)}\rangle \) associated with each Gaussian tensor \( \Gamma^{(n)} \) in the pure-state GTN and \( P \) is the projection operator that projects the Majorana modes on the contracted legs into maximally-entangled-pair states. The projection given by \( P \) essentially implements all the contractions in the whole tensor network as discussed in Sec. II. Here, we’ve viewed the initial state \( |\psi_0\rangle \) also as a generic (non-Gaussian) tensor which is contracted with the GTN. The contractions within the GTN and the contraction between the GTN and the initial state \( |\psi_0\rangle \) yield the final state \( P(|\psi_0\rangle \otimes |\Gamma_{\text{tot}}\rangle) \).

At the level of quantum state, the quantum circuit given by the GTN transforms an initial state \( |\psi_0\rangle \) into the final state \( P(|\psi_0\rangle \otimes |\Gamma_{\text{tot}}\rangle) \). At the level of density operators, the same quantum circuit transforms the initial density operator \( \hat{\rho}_0 \equiv |\psi_0\rangle \langle \psi_0| \) into an (un-normalized) density operator \( P (\hat{\rho}_0 \otimes |\Gamma_{\text{tot}}\rangle \langle \Gamma_{\text{tot}}|) P \). In fact, for any initial (pure-state or mixed-state) density operator \( \hat{\rho}_0 \) (with \( \text{Tr} \hat{\rho}_0 = 1 \)), the same quantum circuit transforms it into the (un-normalized) density operator \( P (\hat{\rho}_0 \otimes |\Gamma_{\text{tot}}\rangle \langle \Gamma_{\text{tot}}|) P \).

To show that the ensemble of quantum circuit given by the Haar-random ensemble of GTNs satisfies the tracing-preserving condition, we need to show that \( \text{Tr} \left( \frac{1}{N} \sum_{\Gamma^{(n)}} P (\hat{\rho}_0 \otimes |\Gamma_{\text{tot}}\rangle \langle \Gamma_{\text{tot}}|) P \right) = 1 \) for any initial density operator \( \hat{\rho}_0 \). Here \( N \) is an overall normalization constant and the summation \( \sum_{\Gamma^{(n)}} \) is the summation over the fermion-parity-preserving Haar-random ensemble defined in Sec. IV for each individual Gaussian tensor \( \Gamma^{(n)} \) in the GTN. Since every Gaussian tensor in the GTN is independently random, we can perform the summation over the Haar random ensemble independently for each pure-state Gaussian tensor \( \Gamma^{(n)} \) in the GTN. For a single pure-state Gaussian tensor \( \Gamma^{(n)} \), the summation over the fermion-parity-preserving Haar-random ensemble yields

\[
\sum_{\Gamma^{(n)}} |\langle \Gamma^{(n)} | \Gamma^{(n)} \rangle| = 1 + (-1)^{F_0}, \tag{E1}
\]

where \((-1)^{F_0}\) is the many-body fermion parity operator of all the Majorana modes residing on the tensor \( \Gamma^{(n)} \). The right hand side of Eq. (E1) is exactly the many-body fermion-parity projection operator acting on the local fermionic Hilbert space associated with the tensor \( \Gamma^{(n)} \).

Applying Eq. (E1) to every tensor in the GTN, we can
obtain that
\[
\text{Tr}\left( \frac{1}{N} \sum_{\{\Gamma^{(n)}\}} P(\hat{\rho}_0 \otimes |\Gamma_{\text{tot}}\rangle \langle \Gamma_{\text{tot}}|) P \right) = \frac{1}{N} \text{Tr} \left\{ P \left[ \hat{\rho}_0 \otimes \left( \bigotimes_n \frac{1 + (-1)^{\hat{P}_n}}{2} \right) \right] P \right\}. \tag{E2}
\]

By expanding all the operators on the second line of this equation using Majorana modes in the tensor network, we can show that, with a properly chosen constant \(N\) that is independent of \(\hat{\rho}_0\), the expression on the second line of the equation above always evaluates to 1. Therefore, the ensemble of random quantum circuits obtained from the Haar-random ensemble of square-lattice pure-state GTN defined in Sec. IV satisfies the trace-preserving condition and, hence, can be associated with the dynamics of a quantum system whose dynamics are governed by unitary evolution and generalized measurements.

In the discussion of the trace-preserving condition above, each square-lattice GTN is treated as a quantum circuit acting on a one-dimensional fermion chain along the \(x\)-direction (as shown in Fig. 3 (a)). In fact, we can also alternatively treat the same square-lattice pure-state GTN as a different quantum circuit acting on a one-dimensional fermion chain along the \(u\)-direction (as shown in Fig. 5). The “physical time” for this alternative type of quantum circuit is along the \(v\)-direction of the GTN. Under this alternative treatment, the Haar-random ensemble of the square-lattice pure-state GTNs gives rise to a different random ensemble of quantum circuits which also satisfies the trace-preserving condition. The proof of the trace-preserving condition for this different ensemble of quantum circuits is completely parallel to the discussions given in the earlier paragraphs of this appendix. Therefore, when the Haar-random ensemble of square-lattice pure-state GTN is viewed as a random ensemble of quantum circuits acting on a fermion chain along the \(u\)-direction, this ensemble of quantum circuit can also describe the dynamics of this fermion chain induced by both unitary evolution and generalized measurements.

The discussion above shows that the ensemble of quantum circuits obtained from the Haar-random square-lattice GTN can be used to described the dynamics of a fermion chain undergoing both the unitary evolution and generalized measurements. However, one needs to be careful that, within the ensemble of quantum circuits, the probability of each quantum circuit to appear in this fermion chain system whose non-unitarity is solely due to generalized measurements should follow Born’s rule as discussed in Sec. II.B. Hence, generically, the probabilities for different quantum circuits to appear are different from one another. In contrast, in the problem of the random ensemble of GTNs studied in the main text, each GTN and its corresponding quantum circuit appears with the same probability. Therefore, the problem of a quantum system undergoing both unitary evolution and generalized measurements. What effect this difference has on corresponding universal critical behavior requires further investigation.

Appendix F: Transfer Matrix of Pure-State GTN

As stated in the Sec. V.A, a two-leg pure-state Gaussian tensor \(\Gamma\) (as shown in 10 (b) for instance) with Majorana bond number \(\chi_i\) can be viewed as a quantum gate \(g_t\) acting on the Hilbert space of the \(\chi_i\) Majorana fermion \(\hat{\alpha}_{i=1,2,...,\chi_t}\). The P-sector transfer matrix \(t_p[\Gamma]\) is defined via \(\hat{\alpha}_i \rightarrow g_t\hat{\alpha}_i g_t^{-1} = \sum_j t_p[\Gamma]_{ij}\hat{\alpha}_j\), namely the evolution of the Majorana fermion operators \(\hat{\alpha}_i\) under the quantum gate \(g_t\). We will derive the expression of the P-sector transfer matrix \(t_p[\Gamma]\) shown in Eq. (23) in this appendix. We will also introduce the H-sector transfer matrix \(t_h[\Gamma]\) and the full transfer matrix \(t[\Gamma]\). In particular, we will discuss a formalism where the P-sector and the H-sector transfer matrices are treated in equal footing and where the full transfer matrix naturally arises.

Consider a one-dimensional pure-state Gaussian tensor network of the form shown in Fig. 19. This GTN also describes the evolution of a quantum system under the quantum circuit \(\prod_n g_t^{(n)}\) where \(g_t^{(n)}\) is the quantum gate associated with the tensor \(\Gamma^{(n)}\). Furthermore, as indicated in Fig. 19, we can view \(g_t^{(n)}\) as the quantum gate that evolves the system from the (discrete) time step \(t = n\) to the time step \(t = n + 1\).

Let’s denote the Majorana bond number of each leg of this one-dimensional pure-state GTN as \(\chi_t\). Each two-leg pure-state Gaussian tensor \(\Gamma^{(n)}\) here is associated with a Gaussian state \(|\Gamma^{(n)}\rangle\). We organize the \(\chi_i\) Majorana modes residing on the left (right) leg of the tensor \(\Gamma^{(n)}\) into a \(\chi_t\)-component column vector \(\hat{\gamma}^{(n)}_{L,i=1,2,...,\chi_t}\) (\(\hat{\gamma}^{(n)}_{R,i=1,2,...,\chi_t}\)). The whole one-dimensional pure-state GTN shown in Fig. 19 yields the Gaussian state \(P|\Gamma_{\text{tot}}\rangle\) where \(\Gamma_{\text{tot}} \equiv \otimes_n |\Gamma^{(n)}\rangle\) is the tensor product of all the independent Gaussian states \(|\Gamma^{(n)}\rangle\) and \(P \equiv \prod_n P_{n,n+1}\) is the product of projections \(P_{n,n+1} \equiv \prod_{i=1}^{\chi_t} \frac{1 + i\hat{P}^{(n)}_{L,i} \hat{P}^{(n+1)}_{R,i}}{2}\) that implement the contractions between the tensors \(\Gamma^{(n)}\) and \(\Gamma^{(n+1)}\). As mentioned earlier, the Gaussian state \(P|\Gamma_{\text{tot}}\rangle\), which represents the GTN shown in Fig. 19, captures the quantum evolution given by the product of quantum gates \(\prod_n g_t^{(n)}\). As a generalization, for the same quantum evolution but with an extra Majorana
fermion operator inserted at the discrete time \( t = n \), the representing Gaussian state can be given by \( P^{(n)}_L |\Gamma_\text{tot}\rangle \) instead. Here, since \(-iP^{(n)}_L = P^{(n-1)}_R\), there is no need to separately consider the Gaussian state of the form \( P^{(n)}_R |\Gamma_\text{tot}\rangle \). The P-sector transfer matrix \( t_p[\Gamma^{(n)}] \), which is the single-particle version of the gate \( g_{t(n)} \), can therefore be equivalently defined by the linear relation between \( P^{(n)}_L |\Gamma_\text{tot}\rangle \) and \( P^{(n-1)}_L |\Gamma_\text{tot}\rangle \), i.e., \( t_p[\Gamma^{(n)}] |P^{(n)}_L |\Gamma_\text{tot}\rangle \rangle = P^{(n+1)}_L |\Gamma_\text{tot}\rangle \rangle \) (or equivalently \( \sum_j t_p[\Gamma^{(n)}]_{ij} P^{(n)}_{L,j} |\Gamma_\text{tot}\rangle \rangle = P^{(n+1)}_{L,j} |\Gamma_\text{tot}\rangle \rangle \)). Here, \( P^{(n)}_{L,j} |\Gamma_\text{tot}\rangle \rangle \) is viewed as a \( \chi_t \)-component vector of ket states where the components are given by \( P^{(n)}_{L,i} |\Gamma_\text{tot}\rangle \rangle \) with \( i = 1, 2, ..., \chi_t \).

Now, we derive the expression of the P-sector transfer matrix \( t_p[\Gamma^{(n)}] \). Similar to our treatment in Sec. VA, we can write each of the covariance matrices \( \Gamma^{(n)} \) in block matrix form \( \begin{pmatrix} \Gamma^{(n)}_{LL} & \Gamma^{(n)}_{LR} \\ \Gamma^{(n)}_{RL} & \Gamma^{(n)}_{RR} \end{pmatrix} \) with each block a \( d \times d \) matrix. The subscripts of each block indicate the type of correlation it captures. For example, the block \( \Gamma^{(n)}_{LL} \) captures the correlation between Majorana modes \( \gamma_L^{(n)} \) and \( \gamma_R^{(n)} \).

The block-matrix form of Eq. (5) applied to the Gaussian state \( |\Gamma^{(n)}\rangle \) reads

\[
\begin{bmatrix}
\gamma_L^{(n)} \\
\gamma_R^{(n)}
\end{bmatrix} - i
\begin{bmatrix}
\Gamma^{(n)}_{LL} & \Gamma^{(n)}_{LR} \\ \Gamma^{(n)}_{RL} & \Gamma^{(n)}_{RR} 
\end{bmatrix}
\begin{bmatrix}
\gamma_L^{(n)} \\
\gamma_R^{(n)}
\end{bmatrix} = 0.
\]

(F1)

Based on the first row of this block-matrix equation, we obtain that

\[
(\Gamma^{(n)}_{LR})^{-1}(1 - i\Gamma^{(n)}_{LL}) \left( P^{(n)}_L |\Gamma_\text{tot}\rangle \rangle \right) = i \left( P^{(n+1)}_L |\Gamma_\text{tot}\rangle \rangle \right).
\]

(F2)

Hence, we conclude that

\[
t_p[\Gamma^{(n)}] = (\Gamma^{(n)}_{LR})^{-1}(1 - i\Gamma^{(n)}_{LL}),
\]

(F3)

which is exactly the result shown in Eq. (23). Since the contraction of two neighboring pure-state Gaussian tensors captures the multiplication of their corresponding quantum gates, the same tensor contraction gives rise to the multiplication of their corresponding P-sector transfer matrices as shown by Eq. (24).

The quantum circuit \( \prod_t g_{t(n)} \) evolves an initial ket state \( |\psi_0\rangle \) by \( |\psi_0\rangle \rightarrow \prod_t g_{t(n)} |\psi_0\rangle \). In the same time, the initial bra state \( \langle \psi_0| \) evolves by \( \langle \psi_0| \rightarrow \langle \psi_0| \prod_t g_{t(n)} \rangle \). In the tensor network language, the bra-state evolution is given by the (bra) Gaussian state \( \langle \Gamma_\text{tot}|P \rangle \). Similarly, the bra state evolution with a Majorana fermion operator insertion at the time step \( t = n \) is given by the \( \chi_t \)-component vector of the Gaussian bra states \( \langle \Gamma_\text{tot}|\gamma_L^{(n)}P \rangle \). The H-sector transfer matrix \( t_h[\Gamma^{(n)}] \) is defined as the linear relation:

\[
\sum_j t_h[\Gamma^{(n)}]_{ij} \langle \Gamma_\text{tot}|\gamma_L^{(n)}P \rangle = (\Gamma_\text{tot}|\gamma_L^{(n+1)}P \rangle.
\]

(F4)

In fact, even though the P-sector and the H-sector transfer matrices describe the ket-state and bra-state respectively, they can be treated in a unified way. Notice that Eq. (F2) still holds when we replace the \( \chi_t \)-component vector of ket states \( P^{(n)}_{L,R} |\Gamma_\text{tot}\rangle \rangle \) by the \( \chi_t \)-component vector of operators \( P^{(n)}_{L,R} |\Gamma_\text{tot}\rangle \langle\Gamma_\text{tot}|P \rangle \). Similarly, Eq. (F3) still holds when we replace the vector of bra states \( \langle \Gamma_\text{tot}|\gamma_L^{(n)}P \rangle \) by the vector of operators \( P \langle \Gamma_\text{tot}|\langle\Gamma_\text{tot}|\gamma_L^{(n+1)}P \rangle \). Using the operator version of Eq. (F2) and Eq. (F4), we can obtain the operator relation associated with the full transfer matrix \( t[\Gamma^{(n)}] \):

\[
\begin{bmatrix}
P^{(n+1)}_L |\Gamma_\text{tot}\rangle \langle\Gamma_\text{tot}|P \rangle \\
P \langle \Gamma_\text{tot}|\langle\Gamma_\text{tot}|\gamma_L^{(n+1)}P \rangle
\end{bmatrix}
\]

(F5)

From the perspective of this operator relation, the decoupling of the full transfer matrix \( t \) into the P-sector transfer matrix \( t_p \) and the H-sector transfer matrix \( t_h \) is the natural consequence of the fact that ket states and bra states do not mix under the quantum circuit evolution given by the product \( \prod_t g_{t(n)} \) of quantum gates. The decoupling between the P sector and the H sector in the full transfer matrix \( t \) directly results in the chiral symmetry Eq. (40) of \( t \). Interestingly, the P sector and the H sector are not just simply decoupled, they are also related by the TR and the PH symmetries as shown in Eq. (38) and Eq. (39).

In App. G, we will see that Eq. (F6) can be generalized to one-dimensional GTNs that involves mixed-state tensors \( \Gamma \) with \( \Gamma^2 \neq 1 \). Therefore, the full transfer matrix \( t[\Gamma] \) can be defined even for mixed-state Gaussian tensor \( \Gamma \). However, the contraction with a mixed-state Gaussian tensor \( \Gamma \) cannot be described as an evolution induced by a single quantum gate. Therefore, there is no decoupling between the P sector and the H sector in a mixed-state GTN. In other words, in a mixed-state GTN, the P-sector transfer matrix \( t_p \) and the H-sector transfer matrix \( t_h \) become ill-defined while the full transfer matrix \( t \) still remains a valid notion. The absence of such decoupling between the P and the H sector changes the symmetry class of the full transfer matrix \( t \) when \( t \) is interpreted as the transfer matrix in a unitary scattering problem (with a static Hamiltonian).
Appendix G: Mixed-state GTN and its transfer matrix

In this appendix, we discuss the mixed-state GTN and its transfer matrix. A mixed-state tensor $Γ$ is fully characterized by its covariance matrix $Γ$ with the conditions that (1) $Γ^T = −Γ$, (2) $Γ^∗ = Γ$, and (3) $Γ^2 ≥ −I$, namely no eigenvalues of $Γ^2$ are smaller than $−1$. For a mixed-state tensor $Γ$ with Majorana modes $γ_i$, we can represent $Γ$ by a Gaussian density matrix $ρ_T$ such that

$$Γ_{ij} = \text{Tr} \left( \frac{1}{2} [γ_i, γ_j] ρ_T \right). \quad (G1)$$

A Gaussian density matrix $ρ_T$ is completely determined by its two-point correlation functions, namely its covariance matrix $Γ_{ij}$. All multi-point correlation functions can be obtained from the two-point functions via Wick’s theorem. Eq. (5) which is applicable for a pure-state tensor $Γ$, is still the projection onto the maximally-entangled-pair states on all of the contracted legs in the GTN. Similar to the pure-state case, we can study the contraction of mixed-state Gaussian tensors directly at the level of covariance matrices. In Sec. III B, we’ve discussed the contraction of the two Gaussian tensors $Γ$ and $Υ$ that are of the forms shown in Eq. (8) and in the configuration shown in Fig. 4. Their contraction gives rise to a new Gaussian tensor/covariance matrix $Ψ$ shown in Eq. (9). In fact, Eq. (9) holds even if $Γ$ and $Υ$ are mixed-state Gaussian tensors and Eq. (9) is consistent with the formulation of tensor contractions using Gaussian density matrices and the projection onto maximally-entangled-pair states on the contracted legs.

A one-dimensional mixed-state GTN that takes the same geometry as the one shown Fig. 19 can be represented by the Gaussian density matrix $P(⊗_n ρ_{Γ^{(n)}})P$. In this GTN, similar to the discussion in App. F, each tensor $Γ^{(n)}$ has two legs with the Majorana modes residing on them denoted as $γ_L^{(n)}$ and $γ_R^{(n)}$ respectively. This mixed-state GTN can no longer be interpreted as the product a sequence of quantum gates. We can still generalize Eq. (F6) and define the full transfer matrix $t[Γ^{(n)}]$ of the Gaussian tensor $Γ^{(n)}$ by the linear relation

$$t[Γ^{(n)}] = \left( \begin{array}{c} Pγ_L^{(n)} \hat{ρ}_\text{tot} P \\ Pρ_L^{(n)} \hat{γ}_L^{(n)} P \\ \end{array} \right) = \left( \begin{array}{c} P\hat{ρ}_\text{tot} P \\ P\hat{γ}_L^{(n+1)} P \\ \end{array} \right), \quad (G3)$$

where $\hat{ρ}_\text{tot} = ⊗_n ρ_{Γ^{(n)}}$. In the special case when $\hat{ρ}_\text{tot}$ is the tensor product of pure Gaussian state density matrices $ρ_{Γ^{(n)}}$, the whole GTN becomes a pure-state GTN and Eq. (F6) is immediately restored from Eq. (G3). Without assuming the purity of the tensors, we can obtain the general expression of the transfer matrix $t[Γ]$ for a two-leg Gaussian tensor $Γ$ using Eq. (G2) and the property of the projection operator $P:

$$t[Γ] = \left( \begin{array}{cc} \frac{1}{\sqrt{2}} I & \frac{1}{\sqrt{2}} I \\ -\frac{1}{\sqrt{2}} I & \frac{1}{\sqrt{2}} I \end{array} \right) \left( \begin{array}{cc} Γ_{LL}^{-1} & Γ_{LR}^{-1} \\ Γ_{RL} & Γ_{RR} \end{array} \right) \left( \begin{array}{cc} \frac{1}{\sqrt{2}} I & \frac{1}{\sqrt{2}} I \\ \frac{1}{\sqrt{2}} I & \frac{1}{\sqrt{2}} I \end{array} \right), \quad (G4)$$

where we have used the block-matrix form $Γ = (Γ_{LL} Γ_{LR} Γ_{RL} Γ_{RR})$ of the two-leg tensor $Γ$ in the one-dimensional GTN like what we’ve done in App. F.

We can check that for any covariance matrix $Γ$, the following relation always holds

$$t[Γ]^\dagger J_{pb}^\dagger t[Γ] = J_{pb}, \quad (G5)$$

where

$$J_{pb} = \left( \begin{array}{cc} 0 & -I \\ I & 0 \end{array} \right). \quad (G6)$$

When we identify the full transfer matrix $t[Γ]$ of a generic (mixed-state or pure-state) Gaussian tensor $Γ$ as the transfer matrix in a unitary scattering problem (with a static Hamiltonian), Eq. (G5) should be viewed as the conservation probability current. We emphasize that the conservation of the probability current is exactly what guarantees the unitarity of the corresponding scattering problem. Note the probability current $J_{pb}'$ defined in Eq. (G6) is different from the probability current $J_{pb}$ in Eq. (32) which is defined for the pure-state GTN in the main text. In fact, Eq. (G5) holds for any two-leg tensor regardless of its purity, while the current $J_{pb}$ defined in Eq. (32) is conserved only in the case of a pure-state GTN. The reason that we’ve chosen $J_{pb}$ defined in Eq. (32) instead of $J_{pb}'$ defined above for the pure-state GTN...
is that the probability current $J_{ph}$ further enables us to identify at the microscopic level the absorbing boundary condition, which was introduced in App. A to understand the form of the averaged squared two-point function in Eq. (13) of the Chalker-Coddington network model that corresponds to the pure-state GTN. In the current context of mixed-state GTNs, the only conserved probability current is given by $J_{ph}$ in Eq. (G6), which is enough for the justification of the unitarity of the scattering problem defined by the full transfer matrix $[\Gamma]$ (regardless of the purity of the tensor $\Gamma$).

With the conserved probability current defined by $J_{ph}$, one can calculate the corresponding scattering $S$-matrix of the scattering problem that corresponds to the (mixed-state or pure-state) Gaussian tensor $\Gamma$. The $S$-matrix expression given in Eq. (37) will no longer hold as we have used a different definition of the probability current. Nevertheless, the scattering $S$-matrix can be shown to be unitary even for a general mixed-state tensor $\Gamma$.

Also, for any covariance matrix $\Gamma$, the unitary scattering problem with its transfer matrix given by $[\Gamma]$ always has a PH symmetry:

$$\Xi_{ph} \cdot [\Gamma]^* \cdot \Xi_{ph} = [\Gamma]$$

with

$$\Xi_{ph} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.$$  \hspace{1cm} (G8)

Here, we note that the PH symmetry exchanges the P-sector and the H-sector of the transfer matrix. Also, we have $\Xi^2_{ph} = 1$. For a generic Gaussian tensor $\Gamma$, the unitary scattering problem with its transfer matrix given by $[\Gamma]$ does not have any other extra symmetries and therefore should correspond to symmetry class D in the Altland-Zirnbauer ten-fold classification. It is straightforward to see that under matrix multiplication, the group of all full transfer matrices $[\Gamma]$ obtained from all (pure- and mixed-state) covariance matrices $\Gamma$ forms a subgroup of $SO(\chi_1, \chi_1)$ where $\chi_1$ is the Majorana bond number of each of the legs of the two-leg Gaussian tensor $\Gamma$. As is shown in Ref. 90, the space of transfer matrices in a class-D unitary scattering problem is indeed given by $SO(\chi_1, \chi_1)$. As a real manifold, this subgroup formed by $[\Gamma]$ has the same dimension as the group manifold $SO(\chi_1, \chi_1)$. However, not every element of $SO(\chi_1, \chi_1)$ corresponds to a physical covariance matrix. In fact, any group element in $SO(\chi_1, \chi_1)$ corresponds to a skew-symmetry matrix $\Gamma$ via Eq. (G4). However, it is not guaranteed that so-obtained $\Gamma$ satisfies the physical condition (of a covariance matrix) that no eigenvalues of $\Gamma^2$ are smaller than $-1$. The set of group elements in $SO(\chi_1, \chi_1)$ that does not correspond to a physical covariance matrix in fact has a finite measure in the non-compact group manifold $SO(\chi_1, \chi_1)$.

### Appendix H: Random GTN and Clifford algebra extension problem with positive generators

In Sec. VI B 1, we’ve discussed how to utilize the Clifford algebra extension problem with negative generators to restrict the space of permissible pure-state Gaussian tensor $\Gamma$ so that it matches the desired symmetric space $R_p$. In this appendix, we provide an alternative procedure motivated by the Clifford algebra extension problem with positive generators.

To realize $R_p$ as the space of permissible pure-state Gaussian tensor $\Gamma$, we can start with an positive integer $p$. Then, we write down $p$ operators $\Lambda_i = 1, 2, ..., p$, in the real matrix algebra such that

$$\Lambda_i^2 = 1, \quad \Lambda_i^T = \Lambda_i' \quad \text{for } i = 1, 2, ..., p,$$

$$\Lambda_i \Lambda_j' = -\Lambda_j \Lambda_i' \quad \text{for } i \neq j.$$ \hspace{1cm} (H1)

The operators $\Lambda_{1,2,...,p}$ generate the real Clifford algebra $\text{Cl}_{p,0}(\mathbb{R})$ with $p$ positive generators. The conditions we impose on the Gaussian tensor $\Gamma$ are given by

$$\Gamma \Lambda_1 = -\Lambda_1 \Gamma,$$

$$\Gamma \Lambda_i = \Lambda_i \Gamma, \quad \text{for } i = 2, 3, ..., p.$$ \hspace{1cm} (H2)

We notice that the operator $\Gamma \Lambda_i$ is a real and symmetric operator that squares to $1$. Therefore, the operators $\Lambda_i, 2, ..., p$, together with the operator $\Gamma \Lambda_1$ generate the real Clifford algebra $\text{Cl}_{p+1,0}(\mathbb{R})$ with $p+1$ positive generators. Therefore, the space of all pure-state Gaussian tensors $\Gamma$ that satisfy the conditions Eq. (H2) is the same as the classifying space of extensions from the real Clifford algebra $\text{Cl}_{p,0}(\mathbb{R})$ to $\text{Cl}_{p+1,0}(\mathbb{R})$, which is given by $R_p$. The case with $p = 1$ which corresponds to symmetry class D was discussed earlier in greater detail in Sec. VI B 2.
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