Rank Selection of CP-decomposed Convolutional Layers with Variational Bayesian Matrix Factorization

Marcella Astrid¹, Seung-Ik Lee¹,², Beom-Su Seo²
¹ University of Science and Technology, Daejeon, South Korea  
² Electronics and Telecommunications Research Institute, Daejeon, South Korea  
martella.astrid@ust.ac.kr, the_silee@etri.re.kr, bsseo@etri.re.kr

Abstract— Convolutional Neural Networks (CNNs) is one of successful method in many areas such as image classification tasks. However, the amount of memory and computational cost needed for CNNs inference obstructs them to run efficiently in mobile devices because of memory and computational ability limitation. One of the method to compress CNNs is compressing the layers iteratively, i.e. by layer-by-layer compression and fine-tuning, with CP-decomposition in convolutional layers. To compress with CP-decomposition, rank selection is important. In the previous approach rank selection that is based on sensitivity of each layer, the average rank of the network was still arbitrarily selected. Additionally, the rank of all layers were decided before whole process of iterative compression, while the rank of a layer can be changed after fine-tuning. Therefore, this paper proposes selecting rank of each layer using Variational Bayesian Matrix Factorization (VBMF) which is more systematic than arbitrary approach. Furthermore, to consider the change of each layer’s rank after fine-tuning of previous iteration, the method is applied just before compressing the target layer, i.e. after fine-tuning of the previous iteration. The results show better accuracy while also having more compression rate in AlexNet’s convolutional layers compression.
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I. INTRODUCTION

Convolutional Neural Networks (CNNs) for computer vision tasks have shown notable results. CNNs capability in image classification was introduced by AlexNet [1] that won 2012 ImageNet Large-Scale Visual Recognition Challenge (ILSVRC). Since then, various CNN-based image classification appears, such as VGG [2] and GoogleNet [3] that achieve around 90% of top-5 classification accuracy. Besides image classification, CNNs have also shown notable results in other tasks, such as object detection [4]-[6], age estimation [7], and object tracking [8], [9].

With such capability, there is an increasing demand to deploy CNNs on smart devices such as mobile phone. However, CNNs will need high amounts of memory and computational resources, which are hindrance of the deployment because of resource limitation in smart devices.

The solution of the problem is model compression by decreasing its size and computational size. Various approaches have been proposed, such as pruning [10], quantization [11]-[12], matrix factorization [13]-[14], and tensor decomposition [15]-[18]. We select tensor decomposition-based method because it is straight-forward to the convolutional layer structure. Some approaches have been proposed based on tensor decomposition, such as Tucker decomposition [15] and CP-decomposition [16]-[18]. CP-decomposition seems to compress much compare to Tucker decomposition because it does not have core tensor in its decomposed form.

To solve CP-decomposition instability [17] problem in all layers compression, Astrid and Lee [18] iteratively decomposed the layer. Shown better result compare to Tucker decomposition [15] in AlexNet compression, the approach has deficiency in rank selection while it is important as it affects the compression rate as well as the accuracy. Too high rank will not maximize the compression, while too low may make the accuracy recovery difficult or impossible.

Two problems in the previous work’s rank selection method, called sensitivity approach, are the arbitrariness of average rank selection and rank selection is done before the whole process begins. The first problem makes the implementation is based on trial and error. The second problem exists because after each iteration, i.e. fine-tuning whole network after one layer compression, the value of weights are changed. The changing value may affect the rank of the next layers. Therefore, we need to find rank of a layer after fine-tuning of previous iteration.

To solve the problems, this paper proposes Variational Bayesian Matrix Factorization (VBMF) [19] to estimate rank of a tensor. The global analytic VBMF is a propitious method that can estimate noise of a matrix before recover the matrix rank. Kim et al. [15] have applied this method for finding Tucker decomposition rank. However, CP-decomposition is different as each tensor only needs one rank while Tucker not. The method is applied on AlexNet convolutional layer as only convolutional layers are decomposed by CP-decomposition.
II. METHODOLOGY

Our approach using iterative compression to compress all convolutional layer which is modification of previous work [18]. Rank calculation and compression of a convolutional layer, followed by whole layer fine-tuning are done in each iteration. Therefore, this section will be separated into three parts: iterative compression and fine-tuning, compression of convolutional layer, and rank selection.

A. Iterative Compression and Fine-Tuning

Astrid and Lee [18] have shown empirically that the iterative compression and fine-tuning can solve CP instability problem to compress all layers. However, by using sensitivity method to decide the rank, the rank change after fine-tuning is not considered. Therefore, in our work, as seen in Figure 1, rank selection of a layer is done every iteration before compression of the corresponding layer and fine-tuning of whole network. Since the rank selection is done independently for each layer, in contrast with sensitivity approach that based on ratio of each layer sensitivity, VBMF is used to estimate the rank.

B. CP-Decomposition for Convolutional Layer Compression

Tensor is generalization of matrix. As seen in Figure 2 left, a convolutional layer can be seen as 3-way tensor, i.e. 3-D matrix, of size $(D \times D) \times S \times T$ where $D$ is spatial dimension of filter, $S$ is input channel, and $T$ is output channel or the number of filters. The $D \times D$ spatial dimension is combined as one dimension.

After CP-decomposition, as seen in Figure 2 right, a layer of convolutional layer becomes three layers of convolutional layers of size $1 \times 1 \times S \times R$, $D \times D \times 1 \times R$, and $1 \times 1 \times R \times T$ where $R$ is the rank of CP-decomposition that we need to estimate.

For more detailed information about the CP-decomposition for convolutional layer compression, we refer the reader to the previous work [18].

C. Tensor Rank Estimation with VBMF

Nakajima et al. [19] shows global analytic solution of VBMF. It automatically denoises the matrix under a low-rank assumption, therefore, it can find rank of denoised low-rank matrix. Since VBMF can find matrix rank instead of tensor, the weight tensors have to be converted into matrices, which process is called matricization. Matricization of a 3-way tensor can be done in three types, such in Figure 3, as there are three ways to slice the tensor. Each cases looks for rank in $T$ dimension (Figure 3 (a)), $S$ dimension (Figure 3 (b)), and $D^2$ (Figure 3 (c)) dimension respectively.

![Figure 1. Iterative compression and fine-tuning.](image1)

![Figure 2. A convolutional layer is decomposed by CP-decomposition.](image2)

![Figure 3. Three types of 3-way tensor matricization of a 3-way tensor. (a) Type 1 of size $T \times S \times D^2$. (b) Type 2 of size $S \times T \times D^2$. (c) Type 3 of size $D^2 \times S \times T$.](image3)
dimension are compressed too much which can lead to accuracy loss or not-recoverable accuracy.

III. EXPERIMENTS

We test our approach on one of representative CNN, AlexNet [1], and using caffe framework [20]. Before explaining the experiments result, we briefly introduce AlexNet.

A. AlexNet Overview

AlexNet is the winner of ILSVRC 2012 that capable to classify 1,000 classes from ImageNet 2012 dataset [21]. The top-1 and top-5 accuracy from 50,000 validation images are 56.83% and 79.95%, respectively. It has five convolutional layers followed by three fully connected layers. The second, fourth, and fifth convolutional layers are branched into two “streams” (group = 2) to split the training because the training process was computationally too expensive. In this work, the first convolution is considered as 2-way tensor of size $T \times SD^2$ because the $S$ dimension is small ($S=3$) so it is combined with the spatial dimension.

B. Rank Selection

Table 1 shows the calculation of each AlexNet layer with publicly available VBMF [22]. In the layer 2, 4, and 5, as they have group equals to 2, the ranks are calculated for each group tensor.

| Layer | Group | Type $1$ ($T \times SD^2$) | Type $2$ ($S \times TD^2$) | Type $3$ ($D^2 \times TS$) | Max |
|-------|-------|---------------------------|---------------------------|---------------------------|-----|
| Conv1 | -     | 53                        | -                         | -                         | 53  |
| Conv2 | 1     | 83                        | 30                        | 16                        | 83x2 |
|       | 2     | 78                        | 25                        | 17                        | 7   |
| Conv3 | -     | 138                       | 103                       | 6                         | 138 |
| Conv4 | 1     | 37                        | 35                        | 7                         | 119x2 |
|       | 2     | 34                        | 119                       | 7                         | 109x2 |
| Conv5 | 1     | 32                        | 40                        | 6                         | 6   |
|       | 2     | 28                        | 109                       | 6                         | 6   |

C. Convolutional Layer Compression

Table 2 shows the convolutional layers compression result in AlexNet. To make fair comparison, we also compress only convolutional layers, instead of whole layers, using sensitivity approach rank selection from the previous work [18]. As convolutional layers have shared weights, the number of weights is not large, therefore the compression too. The compression focuses more on the computational cost compression.

This work achieves higher accuracy compare to previous sensitivity rank selection approach, even though it has more compression, theoretically and with Caffe CPU time. Even, the accuracy increases around 1% compare to the original network.

IV. CONCLUSION

This work proposes VBMF to select rank of CP-decomposed convolutional layers. Rank selection is done in every compression and fine-tuning iteration to consider the weights change after fine-tuning that may affect the rank change. The result surpasses the previous sensitivity selection by compressing more with better accuracy. Specifically, our method achieves top-1 and top-5 accuracy of 55.71% and 81.03%, respectively, which are higher than the original network and previous approach, while having higher compression rate. For future study, compressing fully-connected layer systematically is interesting to be explored.

ACKNOWLEDGEMENT

This work was supported by Institute for Information & communications Technology Promotion (IITP) grant funded by the Korea government (MSIT) (No.2017-0-00067, Development of ICT Core Technologies for Safe Unmanned Vehicles).

REFERENCES

[1] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classification with deep convolutional neural networks,” in Advances in neural information processing systems, 2012, pp. 1097–1105.
[2] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale image recognition,” arXiv preprint arXiv:1409.1556, 2014.
[3] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. Erhan, V. Vanhoucke, and A. Rabinovich, “Going deeper with convolutions,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2015, pp. 1–9.
[4] J. Redmon, S. Divvala, R. Girshick, and A. Farhadi, “You only look once: Unified, real-time object detection,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2016, pp. 779–788.
[5] J. Redmon and A. Farhadi, “Yolo9000: better, faster, stronger,” arXiv preprint arXiv:1612.08242, 2016.
[6] W. Liu, D. Anguelov, D. Erhan, C. Szegedy, S. Reed, C.-Y. Fu, and A. C. Berg, “Ssd: Single shot multibox detector,” in European conference on computer vision. Springer, 2016, pp. 21–37.
[7] J. Jang, S.-H. Jeon, J. Kim, and H. Yoon, “Robust deep age

| TABLE 1. ESTIMATED RANK OF EACH CONVOLUTIONAL LAYER IN AlexNET FROM 3 MATRICATION TYPES. |
|------|-----|-----|-----|-----|
| Layer | Group | Type $1$ ($T \times SD^2$) | Type $2$ ($S \times TD^2$) | Type $3$ ($D^2 \times TS$) | Max |
|------|-----|-----|-----|-----|-----|
| Conv1 | -     | 53                        | -                         | -                         | 53  |
| Conv2 | 1     | 83                        | 30                        | 16                        | 83x2 |
|       | 2     | 78                        | 25                        | 17                        | 7   |
| Conv3 | -     | 138                       | 103                       | 6                         | 138 |
| Conv4 | 1     | 37                        | 35                        | 7                         | 119x2 |
|       | 2     | 34                        | 119                       | 7                         | 109x2 |
| Conv5 | 1     | 32                        | 40                        | 6                         | 6   |
|       | 2     | 28                        | 109                       | 6                         | 6   |

| TABLE 2. CONVOLUTIONAL LAYERS COMPRESSION RESULTS |
|------|-------|-----|-----|-----|-----|-----|
| Layer | Top-1 Acc | Top-5 Acc | Weights | Theory Cost | CPU Time (ms) |
|------|-----------|-----------|---------|-------------|--------------|
| Original | 56.83 | 79.95 | 61.0M | 724M | 167.71 |
| CP-sensitivity [18] (Ave rank: Conv 150) | 55.71 | 79.30 | 58.9M | 255M | 125.63 |
| | (-1.12) | (-0.65) | (+1.03) | (+2.84) | (+3.14) |
| This work | 58.35 | 81.03 | 58.9M | 238M | 121.41 |
| | (+1.52) | (+1.08) | (+1.03) | (+3.05) | (+1.38) |
estimation method using artificially generated image set,” *ETRI Journal*, vol. 39, no. 5, pp. 643–651, 2017.

[8] H. Nam and B. Han, “Learning multi-domain convolutional neural networks for visual tracking,” *CoRR*, vol. abs/1510.07945, 2015.

[9] H. Nam, M. Baek, and B. Han, “Modeling and propagating cnns in a tree structure for visual tracking,” *arXiv preprint arXiv:1608.07242*, 2016.

[10] S. Han, J. Pool, J. Tran, and W. Dally, “Learning both weights and connections for efficient neural network,” in *Advances in Neural Information Processing Systems*, 2015, pp. 1135–1143.

[11] Y. Gong, L. Liu, M. Yang, and L. Bourdev, “Compressing deep convolutional networks using vector quantization,” *arXiv preprint arXiv:1412.6115*, 2014.

[12] M. Rastegari, V. Ordonez, J. Redmon, and A. Farhadi, “Xnor-net: Imagenet classification using binary convolutional neural networks,” in *European Conference on Computer Vision*. Springer, 2016, pp. 525–542.

[13] M. Jaderberg, A. Vedaldi, and A. Zisserman, “Speeding up convolutional neural networks with low rank expansions,” *arXiv preprint arXiv:1405.3866*, 2014.

[14] X. Zhang, J. Zou, K. He, and J. Sun, “Accelerating very deep convolutional networks for classification and detection,” *IEEE transactions on pattern analysis and machine intelligence*, vol. 38, no. 10, pp. 1943–1955, 2016.

[15] Y.-D. Kim, E. Park, S. Yoo, T. Choi, L. Yang, and D. Shin, “Compression of deep convolutional neural networks for fast and low power mobile applications,” *arXiv preprint arXiv:1511.06530*, 2015.

[16] E. L. Denton, W. Zaremba, J. Bruna, Y. LeCun, and R. Fergus, “Exploiting linear structure within convolutional networks for efficient evaluation,” in *Advances in Neural Information Processing Systems*, 2014, pp. 1269–1277.

[17] V. Lebedev, Y. Ganin, M. Rakluba, I. Oseledets, and V. Lempitsky, “Speeding-up convolutional neural networks using fine-tuned cp-decomposition,” *arXiv preprint arXiv:1412.6553*, 2014.

[18] M. Astrid and S.-I. Lee, “Cp-decomposition with tensor power method for convolutional neural networks compression,” in *Big Data and Smart Computing (BigComp), 2017 IEEE International Conference on*. IEEE, 2017, pp. 115–118.

[19] S. Nakajima, M. Sugiyama, and R. Tomioka, “Global analytic solution for variational bayesian matrix factorization,” in *Advances in Neural Information Processing Systems*, 2010, pp. 1768–1776.

[20] Y. Jia, E. Shelhamer, J. Donahue, S. Karayev, J. Long, R. Girshick, S. Guadarrama, and T. Darrell, “Caffe: Convolutional architecture for fast feature embedding,” in *Proceedings of the 22nd ACM international conference on Multimedia*. ACM, 2014, pp. 675–678.

[21] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma, Z. Huang, A. Karpathy, A. Khosla, M. Bernstein et al., “Imagenet large scale visual recognition challenge,” *International Journal of Computer Vision*, vol. 115, no. 3, pp. 211–252, 2015.

[22] “Variational bayesian matrix factorization (vbmf),” http://www.ms.k.u-tokyo.ac.jp/software.html, accessed: 2017-10-13.

Marcella Astrid received the BS in computer engineering from Multimedia Nusantara University, Tangerang, Indonesia, in 2015, and the MEng in computer software from University of Science and Technology (UST), Daejeon, South Korea, in 2017, and in the same university, is currently working toward PhD degree in computer science. Her recent interests include deep learning and computer vision.

Seung-Ik Lee received his MS and PhD in computer science from Yonsei University, Seoul, South Korea, in 1997 and 2001, respectively. He is currently working for ETRI (Electronics and Telecommunications Research Institute), South Korea. His research interests include machine learning, deep learning, and reinforcement learning.

Beom-Su Seo received his MS in computer science and statistics from University of Seoul, South Korea, in 1998. He is currently working for ETRI (Electronics and Telecommunications Research Institute), South Korea as a project leader on the environment perception for unmanned vehicles and the safety verification and validation for service robots.