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Application of Adaptive Local Iterative Filtering and Permutation Entropy in Gear Fault Recognition
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In this paper, a fault identification method combining adaptive local iterative filtering and permutation entropy is proposed. The adaptive local iterative filtering can decompose the nonstationary signal into a finite number of stationary intrinsic mode functions. And the experiment gear fault data are decomposed into several intrinsic mode functions by this method. Then, using the permutation entropy to calculate each intrinsic mode function, it is found that the permutation entropy of the first several intrinsic mode functions can represent the characteristics of different fault types, and the permutation entropy of the intrinsic mode function corresponding to the rotating frequency signal of the gear system could be the boundary. Finally, the fault type of gear is identified by calculating the gray correlation degree of permutation entropy of essential mode function of vibration signal decomposition under different working conditions. The example analysis results show that the proposed method can be effectively applied to the fault diagnosis of the gear system.

1. Introduction

Gearbox is the main part of mechanical equipment for motion and power transmission. In gear transmission, machine failure caused by gear failure will cause equipment shutdown or even damage. Therefore, how to extract the gear fault feature parameters effectively has been a research hot spot of many scholars [1, 2]. Since Huang et al. [3] proposed empirical mode decomposition, the empirical mode decomposition method has attracted the attention of many scholars. It extends from the traditional orthogonal basis function expansion to the data-driven signal representation with adaptive ability for any complex signal. However, the empirical mode decomposition (EMD) method has some problems, such as mode confusion caused by singular points in the signal and instability under noise interference. Inspired by the idea of empirical mode decomposition, some scholars have proposed a new adaptive mode decomposition method, among which adaptive local iterative filtering [4] is a representative one. Based on the idea of the empirical mode decomposition (EMD) method, the adaptive local iterative filtering method adopts the Fokker–Planck equation to design the filter, which can effectively avoid false components in the decomposition process and is more suitable for the analysis of nonlinear and nonstationary signals. Deyou et al. [5] applied the adaptive local iterative filtering method to feature extraction of nonstationary signals in the power system and achieved good results. Baojia et al. [6] applied this method to fault feature extraction of rolling bearing. However, in the fault feature extraction of the gear system, the research of the adaptive local iterative filtering method is still less. The results show that the gear fault signal has typical nonstationary and nonlinear characteristics. Therefore, how to effectively extract the fault features reflecting different working conditions of gears is extremely important [7].

Entropy is a powerful tool for the analysis of time series as it allows describing the probability distributions of the possible state of a system and therefore the information encoded in it. Entropy is a basic quantity with multiple field-
specific interpretations; for instance, it has been associated with disorder, state-space volume, or lack of information. When dealing with information content, the Shannon entropy is often considered as the foundational and most natural one. Nevertheless, important information may be codified also in the temporal dynamics, an aspect which is not usually taken into account. The idea of calculating entropy based on permutation patterns (that is, permutations defined by the order relations among values of a time series) has received a lot of attention in the last years. Permutation entropy is an information entropy for studying the complexity of nonlinear time series. Compared with the commonly used nonlinear dynamic methods, such as Lyapunov index, fractal dimension, and sample entropy, permutation entropy has good antinoise performance. Moreover, the time series required is short, the calculation is simple, and the operation speed is fast [8–11].

In this paper, adaptive local iterative filter decomposition, combined with permutation entropy and gray correlation degree, is used to classify and identify different fault types of the gear system. Firstly, the normal, mild wear, moderate wear, and broken teeth are simulated on the gearbox simulation experimental platform. Then, adaptive local iterative filtering is used to decompose the sampled signal adaptively. Then, the permutation entropy of each intrinsic mode function component is calculated. Finally, the fault recognition and classification are carried out by calculating the gray correlation degree between the samples to be identified and the standard failure modes. The results of case analysis show that the method can be used to identify different fault types of the gear system effectively.

2. Principle of Adaptive Local Iterative Filtering Technique

In empirical mode decomposition, the instantaneous mean is defined as the mean function of the upper and lower envelopes. Because the cubic spline which is sensitive to singular points is used to connect the local maximum and local minimum to fit the upper and lower envelopes, the instantaneous mean is unstable under disturbance. In order to overcome this defect, Lin et al. [12] proposed an iterative filtering algorithm in 2009. The algorithm follows the same framework as empirical mode decomposition (EMD), but the instantaneous mean is obtained by low-pass filtering. In order to ensure the stability and convergence under disturbance, the uniform double length average filter is used in iterative filtering. However, the filter is not smooth enough and may cause false fluctuations in the intrinsic mode function. In order to overcome this defect, Cicone et al. [4] proposed an adaptive local iterative filtering algorithm in 2016. This method extends the iterative filtering algorithm by using the nonuniform filter. The filter is designed as the Fokker–Planck equation, as shown in equation (1), so that the filter has compact support in the time domain and the length is flexible, which can avoid false fluctuations in the iterative filtering process.

\[
\frac{\partial}{\partial t} g(x,t) = -\alpha \frac{\partial}{\partial x} \left[ p(x,t) g(x,t) \right] + \beta \frac{\partial^2}{\partial x^2} \left[ q^2(x,t) g(x,t) \right].
\]  \hspace{1cm} (1)

In the formula [4], the value range of \( \alpha \) and \( \beta \) is between (0, 1).

The implementation process of the adaptive local iterative filtering algorithm is as follows [13]:

(1) Initialization: let the iteration number \( i = 1 \) and the residual signal is \( r_i^0(t) = x(t) \).

(2) The \( i \)th intrinsic mode function is extracted.

2.1) Let the screening number \( j = 0 \) and the prototype intrinsic mode function is \( h_{ij}(t) = r_{i-1}(t) \).

2.2) The adaptive local Fokker–Planck filter \( g_{ij}(t,\tau) \) is designed to determine the corresponding time-varying filter length \( \tau_{ij}(t) \).

2.3) Calculate the instantaneous mean value.

\[
m_{ij}(t) = \int_{\tau_{ij}(t)}^{\tau_{ij}(t+\tau)} h_{ij}(t + \tau) g_{ij}(t,\tau) \, d\tau.
\]  \hspace{1cm} (2)

2.4) Update the prototype intrinsic mode function.

\[
h_{ij}(t) = h_{ij}(t) - m_{ij}(t).
\]  \hspace{1cm} (3)

2.5) If the prototype intrinsic mode function \( h_{ij}(t) \) satisfies the condition requirements of the intrinsic mode function, then let the \( i \)th IMF intrinsic mode function be

\[
c_i(t) = h_{ij}(t).
\]  \hspace{1cm} (4)

Otherwise, let the screening times be \( j = j + 1 \) and return to step (2.2).

(3) Update residual signal.

\[
r_i(t) = r_{i-1}(t) - c_i(t).
\]  \hspace{1cm} (5)

(4) If the residual signal \( r_i(t) \) satisfies the termination criterion of the algorithm, that is, only one extreme point becomes the trend term, the adaptive local iterative filtering decomposition is terminated. Otherwise, let the iteration number \( i = i + 1 \) and return to step (2).

3. Definition of Permutation Entropy

Let the sampling sequence be \( [x(n)] = x(1), x(2), \ldots, x(N) \). The sequence permutation entropy [8–11] is calculated as follows:

(1) By reconstructing the phase space of the sampling sequence, the following results can be obtained:

\[
X(i) = [x(i), x(i + \tau), \ldots, x(i + (m - 1)\tau)].
\]  \hspace{1cm} (6)

In formula, \( m \) and \( \tau \) are embedding dimension and delay time, respectively.

(2) \( M \) data of \( X(i) \) are arranged in ascending order:
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\[ x(i + (j_1 - 1)r) \leq x(i + (j_2 - 1)r) \leq \ldots \leq x(i + (j_m - 1)r). \tag{7} \]

In the formula, \( j_1, j_2, \ldots, j_m \) is the location index of the elements after \( X(i) \) reordering.

(3) If two elements of equal size exist in \( X(i) \), that is,
\[ x(i + (j_1 - 1)r) = x(i + (j_2 - 1)r), \tag{8} \]
they are sorted by the size of the location index value. If \( j_1 < j_2 \), then
\[ x(i + (j_1 - 1)r) < x(i + (j_2 - 1)r). \tag{9} \]

(4) For any reconstructed signal \( X(i) \), a group of sequences in ascending order can be obtained:
\[ s(g) = (j_1, j_2, \ldots, j_m). \tag{10} \]

In the formula, \( g = 1, 2, \ldots, k \), and \( k \leq m! \). Therefore, \( m \)-dimensional phase space reconstruction of different sequences total is \( m! \). Sequence \( s(g) \) is one of the permutations.

(5) Calculate the probability of occurrence of each sequence, then
\[ P_i = \frac{l}{k}. \tag{11} \]

In the formula, \( l \) is the frequency of \( s(g) \), and \( l \) does not change with \( g \).

(6) In the form of Shannon entropy, the permutation entropy can be defined as
\[ H_p(m, r) = \sum_{j=1}^{k} P_i \ln P_i. \tag{12} \]

(7) After normalization of \( H_p(m, r) \), the following results can be obtained [11]:
\[ H_p = \frac{H_p(m, r)}{\ln(m!)}. \tag{13} \]

According to the definition of permutation entropy, the value range of \( H_p \) is \([0, 1]\). The random degree of signal can be expressed by the size of permutation entropy. The smaller the permutation entropy is, the more regular the signal is; otherwise, the more complex it is. The permutation entropy of the sampled signal can be obtained, and the local subtle change of the signal can be detected by the change of its value.

4. **Theory of Gear Fault Recognition Based on Adaptive Local Iterative Filtering and Permutation Entropy**

The principle of gear fault identification is shown in Figure 1. In the gear test system, the fault states of normal gear, slight wear of tooth surface, moderate wear of tooth surface, and broken tooth are simulated. When the gray correlation degree is used for fault type identification, the standard fault mode with the largest gray correlation degree with the sample to be identified is considered as the fault type of the sample to be identified [14]. The detailed process of gray correlation degree identification can be seen in the author’s previous research results [15].

5. **Case Analysis**

In order to verify the recognition effect of the proposed method for gear fault, we use the experiment platform to acquire the gear fault data. The experimental platform is shown in Figure 2. The gear rotation frequency is \( f_r = 23.6 \) Hz, the meshing frequency is \( f_z = 686 \) Hz, and the vibration signal sampling frequency is 16384 Hz. Due to the limited experiment condition, we only have four common gear working conditions, such as normal gear, slight wear of tooth surface, moderate wear of tooth surface, and broken tooth which are tested on the gear system test platform. Four kinds of gear working conditions are sampled, respectively, 20 samples are taken for each, and the adaptive local iterative filter is used to decompose the sampling signal adaptively. Now, we select one data of each working condition to decompose by adaptive local iterative filtering, and we can see that the decomposition results obtain 8 IMF components and 1 residual component, as shown in Figures 3–6.

It can be seen from the figures that the nonstationary gear fault signal is decomposed into several stationary IMF components by adaptive local iterative filtering. In IMF8 component, the obvious periodic component can be seen. After calculating the frequency of this component, it can be seen that this component corresponds to the gear frequency signal. Limited to space, Figure 7 shows the result of adaptive decomposition of the medium-worn signal by the EEMD method for comparison. In EEMD decomposition, although noise is added in the decomposition process to reduce the degree of modal aliasing, compared with the adaptive local iterative filter decomposition, the mode aliasing phenomenon is more obvious. Moreover, in the decomposition result of EEMD, the rotational frequency component of gear cannot be seen. It also shows that the adaptive iterative filter can effectively suppress the mode aliasing due to the introduction of the Fokker–Planck equation.

In order to further highlight the adaptive decomposition ability of the adaptive local iterative filter, the results of EMD decomposition of the same signal are shown in Figure 8. Compared with Figures 5, 7, and 8, it can be seen that 12 IMF components and 1 residual component are obtained by EMD decomposition. EEMD decomposition results in 11 IMF components and 1 residual component. However, eight IMF components and one residual component are obtained by adaptive local iterative filter decomposition. From the point of view of the degree of mode aliasing of the decomposed signal, the EEMD method reduces the degree of modal aliasing to a certain extent by adding white noise in
the decomposition process on the basis of EMD decomposition. In the signal obtained by adaptive local iterative filtering, the degree of mode aliasing is effectively improved, which is more conducive to the fault feature extraction of the gear system.

Now, 10 samples of each state are randomly selected as training samples. According to the principle steps of fault identification shown in Figure 1, the permutation entropy of 8 intrinsic mode functions obtained by decomposition of each state is calculated, as shown in Figure 9. The value in the figure is the average value of permutation entropy of 10 training samples. It can be seen from the figure that the shape of permutation entropy curve under four conditions is relatively similar. Since the size of permutation entropy reflects the randomness of signals, it can be seen that with the continuous decomposition of signals, the components contained in the components tend to be simple, so the permutation entropy tends to decrease gradually. Since IMF8 corresponds to gear rotation frequency, it can be considered that the first seven IMF contain gear fault information, which shows that the permutation entropy can effectively represent the change of gear fault characteristics. The permutation entropy of the first seven IMF components is taken as the fault feature. Since the permutation entropy curves of the first seven IMF components are similar under the four working conditions, it is very important to select an appropriate identification method to effectively distinguish different fault types in subsequent fault classification and identification.

Finally, the gray correlation degree between the permutation entropy of the sample to be tested and the average value of the permutation entropy of the training sample in each state is calculated by using the gray correlation degree method. According to the value of correlation degree, the fault modes of the gear system are classified and identified. The results are shown in Table 2.

It can be seen from Table 2 that the method of gray correlation degree has achieved ideal results for the fault pattern recognition of the gear system. There is a big difference between the gray correlation degree of corresponding fault types and that of other fault types. In the permutation entropy curve of Figure 6, the shape of permutation entropy curve under four working conditions is similar. Through the method of gray correlation degree, four different fault types can be effectively classified, which shows that the gray correlation degree can accurately classify the problem of small sample fault identification. The correct classification results can also be obtained by identifying the remaining fault samples.
Figure 3: Decomposition results of normal signal by adaptive local iterative filtering: (a) IMF1; (b) IMF2; (c) IMF3; (d) IMF4; (e) IMF5; (f) IMF6; (g) IMF7; (h) IMF8; (i) Ra.

Figure 4: Continued.
Figure 4: Decomposition results of slight-worn signal by adaptive local iterative filtering: (a) IMF1; (b) IMF2; (c) IMF3; (d) IMF4; (e) IMF5; (f) IMF6; (g) IMF7; (h) IMF8; (i) Ra.

Figure 5: Continued.
Figure 5: Decomposition results of medium-worn signal by adaptive local iterative filtering: (a) IMF1; (b) IMF2; (c) IMF3; (d) IMF4; (e) IMF5; (f) IMF6; (g) IMF7; (h) IMF8; (i) Ra.

Figure 6: Continued.
Figure 6: Decomposition results of broken-tooth signal by adaptive local iterative filtering: (a) IMF1; (b) IMF2; (c) IMF3; (d) IMF4; (e) IMF5; (f) IMF6; (g) IMF7; (h) IMF8; (i) Ra.

Figure 7: Continued.
Figure 7: Decomposition results of medium-worn signal by EEMD: (a) IMF1; (b) IMF2; (c) IMF3; (d) IMF4; (e) IMF5; (f) IMF6; (g) IMF7; (h) IMF8; (i) IMF9; (j) IMF10; (k) IMF11; (l) Ra.

Figure 8: Continued.
Figure 8: Decomposition results of medium-worn signal by EMD: (a) IMF1; (b) IMF2; (c) IMF3; (d) IMF4; (e) IMF5; (f) IMF6; (g) IMF7; (h) IMF8; (i) IMF9; (j) IMF10; (k) IMF11; (l) IMF12; (m) Ra.

Figure 9: Permutation entropy curve of the gear system under different working conditions: (a) normal gear; (b) slight wear of tooth surface; (c) moderate wear of tooth surface; (d) broken tooth.
6. Conclusion

In this paper, the adaptive local iterative filtering method is used to decompose the gear fault data. The method can decompose the nonstationary gear signal into a finite number of stationary intrinsic mode functions. The EEMD and EMD methods are used to process the same data. Comparison results show that the adaptive local iterative filtering can get the gear rotation frequency and avoid the false fluctuation in the iterative filtering process. Then, the permutation entropy is used to calculate the first several intrinsic mode functions of decomposition results. And the method of gray correlation degree is used to identify the different gear fault types. Results show that permutation entropy can really represent the characteristics of different fault types.
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