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Abstract

First-principles models of complex dynamic phenomena often have many degrees of freedom, only a small fraction of which may be scientifically relevant or observable. Reduced models distill such phenomena to their essence by modeling only relevant variables, thus decreasing computational cost and clarifying dynamical mechanisms. Here, we consider data-driven model reduction for nonlinear dynamical systems without sharp scale separation. Motivated by a discrete-time version of the Mori-Zwanzig projection operator formalism and the Wiener filter, we propose a simple and flexible mathematical formulation based on Wiener projection, which decomposes a nonlinear dynamical system into a component predictable by past values of relevant variables and its orthogonal complement. Wiener projection is equally applicable to deterministic chaotic dynamics and randomly-forced systems, and provides a natural starting point for systematic approximations. In particular, we use it to derive NARMAX models from an underlying dynamical system, thereby clarifying the scope of these widely-used tools in time series analysis. We illustrate its versatility on the Kuramoto-Sivashinsky model of spatiotemporal chaos and a stochastic Burgers equation.
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1 Introduction

Unsteady fluid flow, fluctuations in power grids, neural activity in the brain: these and many other complex dynamical phenomena arise from the interaction of a large number of degrees of freedom across many orders of magnitude in space and time. But, in these and many other systems, only a relatively small subset of the dynamical variables are of direct interest or even observable. Reduced models, i.e., models that use only relevant dynamical variables to reproduce interesting dynamical features on relevant timescales, are thus of great potential utility, especially in tasks requiring repeated model runs like uncertainty quantification, optimization, and control. Moreover, relevant dynamical mechanisms are often easier to glean and understand in reduced models.

Many analytical and computational approaches to model reduction (also known as the “closure problem”) have been proposed, particularly in situations with sharp scale separation; see, e.g., [PS08, KS09, Rob14, AWEVE12]. However, many scientific and engineering applications do not exhibit sharp scale separation, and reduced models must account for memory and noise effects [CH13a, Zwa01]. Moreover, while reduced models may be analytically derived in some situations, model reduction from first principles is challenging in general. This motivated much recent work on data-driven model reduction, i.e., fitting reduced models to data generated by either simulating the full model or from physical measurements; see, e.g., [KCG15, CL15, HL15, LBL16, XMRI18, CK17].

This paper has two primary aims. First, using ideas from statistical mechanics and signal processing, we propose a simple mathematical formulation of data-driven model reduction based on a construction we call “Wiener projection.” Our formulation offers a unifying perspective on a number of model reduction strategies, and can serve as a starting point for systematic
approximations in model reduction. Second, we show that a version of the NARMAX (Nonlinear Auto-Regressive Moving Average with eXogenous input) representation of stochastic processes, widely used in time series analysis and modeling (see [Ham94, Bil13, CL15] and references therein), can be derived via Wiener projections. We show that Wiener projections are equally applicable to deterministic chaotic dynamics and randomly-forced systems, and illustrate its versatility on the Kuramoto-Sivashinsky model of spatiotemporal chaos and a viscous Burgers equation with stochastic forcing.

2 Data-driven model reduction in discrete time

2.1 Setting and overview

We assume the full system of interest is a discrete-time dynamical system

$$X_{n+1} = F(X_n).$$

(2.1)

The states $X_n$ are points in a space $X$, which can be a vector space or more general manifold. We refer to (2.1) as the full model. The dynamical variables of interest, or relevant variables, are defined by $x = \pi(X)$, $\pi$ being a given function mapping points in $X$ to points in $d$-dimensional Euclidean space $\mathbb{R}^d$, generally with $d \ll \text{dim}(X)$. (2.1) can accommodate continuous time systems by letting $F$ be the time-$\Delta t$ solution map (for some $\Delta t > 0$) or a Poincaré map. We focus on discrete-time reduction because (i) observations are always discrete in time, and (ii) discrete-time reduced models avoid the numerical errors that come from integrating continuous time reduced models, which can be significant in chaotic systems [CL15, LLC16].

We want reduced models that use only the relevant variables and are capable of (i) forecasting $x_n$ given its past history, and (ii) reproducing long-time statistics, e.g., correlations and marginal distributions. In general, parametric model reduction methods begin with a family of models with unknown parameters $a = (a_1, a_2, \cdots, a_\nu)$ and observations $\tilde{x}_n = \pi(\tilde{X}_n)$, where $(\tilde{X}_n)_{n=0}^N$ is a trajectory of the full model. One then chooses $a$ by fitting the model to the data, usually by minimizing a suitable loss function. Methods differ in their choice of models and loss function, which can impact both model fitting and the performance of the reduced model.

2.2 Summary of discrete-time Mori-Zwanzig (MZ) formalism

The MZ formalism originally arose in classical statistical mechanics [Zwa01, CH13b], and has been used in physical applications ranging from fluid dynamics to materials science and molecular dynamics (see, e.g., [CH13a, CHK02, LBL16, MLL19, CVK14, LLDK17, LBLK15, PBG11, VRK17, Sti04, PDI17, WLP19]). As explained here and in the Appendices, it also applies to systems with random forcing and/or (bounded) delays. Here we review a discrete MZ theory; see also Darve et al. [DSK09].

In MZ theory, one views the space of observables on $X$ as forming a Hilbert space $\mathbb{H}$ with inner product $\langle f, g \rangle = \int f g \, d\mu$. The probability distribution $\mu$ describes the long-time statistics of typical solutions of (2.1), and is invariant, i.e., if $X_0$ has distribution $\mu$, then so do $X_n$ for all $n > 0$. Inner products are thus naturally interpreted as steady-state correlations. The choice of $\mu$ depends on the setting: for Hamiltonian systems, one often uses canonical or microcanonical ensembles; for dissipative chaotic systems, singular distributions on strange attractors are often appropriate. For simplicity, we assume $X_0$ has distribution $\mu$, so that $(X_n)$ is stationary.

To reformulate the dynamics on $\mathbb{H}$ and produce a reduced model, let $M$ be the Koopman operator $M \varphi(X) = \varphi(F(X))$ and $P$ a projection operator on $\mathbb{H}$ whose range $V$ are functions
that depend only on the relevant variables $x$. (The Koopman operator advances observables forward in time: $M \varphi(X)$ gives the value of $\varphi$ at the next step if the current state is $X$.) The Mori-Zwanzig equation then asserts that there exists a sequence of functions $\xi_1, \xi_2, \cdots$, such that for $n \geq 0$,

$$x_{n+1} = PF(x_n) + \sum_{k=1}^{n} \Gamma_k(x_{n-k}) + \xi_{n+1}(X_0)$$

(2.2)

with $\Gamma_k = P(\xi_k \circ F)$ and $P \xi_n = 0$. The first, “Markov” term in (2.2) is the best approximation of $F$ by functions in $V$. The second, “memory” term captures all non-Markovian effects representable in $V$. The last, “noise” term represents errors at each step, and are uncorrelated with functions in $V$. (2.2) follows from the Dyson formula

$$M_{n+1} = \sum_{k=0}^{n} M^{n-k} PM(QM)^k + (QM)^{n+1}$$

(2.3)

where $Q = I - P$ is the orthogonal projection. Applying both sides to $\pi$ and defining $\xi_n = (QM)^n \pi$ yields (2.2). See the Appendices for details.

A simple choice of $P$ is to fix a collection of linearly independent functions $\psi_1(x), \cdots, \psi_{\nu}(x)$ of $x$, then take $P$ to be orthogonal projection onto their linear span, i.e.,

$$P \varphi(x) = \Psi(x) \cdot \langle \Psi, \Psi \rangle^{-1} \cdot \langle \Psi, \varphi \rangle$$

(2.4)

where $\langle f, g \rangle = \int f^T g \, d\mu$ for matrix-valued $f$ and $g$, and the columns of $\Psi(x) = [\psi_1(x) \cdots \psi_{\nu}(x)]$ span $V$. See, e.g., [CH13a, Gra82, Zwa01, MLL19] for discussions of other common choices, e.g., the conditional expectation $(P \varphi)(x) = E_\mu(\varphi(X)|\pi(X) = x)$.

With $P$ as in (2.4), we can write $PF = \Psi \cdot h_0$ and $\Gamma_k = \Psi \cdot h_k$ for coefficient vectors $h_k$. (2.2) then becomes

$$x_{n+1} = \sum_{k \geq 0} \Psi(x_{n-k}) \cdot h_k + \xi_{n+1},$$

(2.5a)

with

$$\langle \xi_n, \Psi \rangle = 0.$$  

(2.5b)

To arrive at a closed equation for $x_n$, MZ theory typically replaces $\xi_n$ by, e.g., a stationary Gaussian process, and approximates $h_n$ by, e.g., field-theoretic perturbation theory [For18, Zwa01].

Orthogonality conditions (e.g., (2.5b)) play a key role in MZ theory and in Wiener filtering (Sect. 3): they are equivalent to optimality in the least squares sense. Furthermore, in using reduced models to generate predictions, one often assumes the driving noise $\xi_n$ is independent of $x_m$ for $n > m$. Orthogonality conditions provide partial justification for this (standard) procedure. (2.5b) comes from $P \xi_n = 0$, but does not imply $\Psi(x_m)$ is uncorrelated with $\xi_n$ for $n > m$. More on this in Sect. 3.

2.3 NARMAX modeling

Whereas MZ theory seeks systematic derivations of reduced models, NARMAX (Nonlinear Auto-Regressive Moving Average with eXogenous input) is a generic approach to parametric data-driven modeling of stationary time series [FY03, Ham94, Bil13]. A common version of
the NARMAX model is
\begin{align}
    x_{n+1} &= f(x_n) + z_n \\  
    z_n &= a_p x_{n-p} + \cdots + a_0 x_{n-p} \\
    &= d_q \eta_{n} + \cdots + d_0 \eta_{n-q} + \Psi(x_n) \cdot c_1 + \cdots + \Psi(x_{n-r}) \cdot c_r
\end{align}

where \( f \) and \( \Psi \) are given functions, and the \( \eta \) are independent, identically-distributed (IID) random variables, often Gaussian. One can view \( x_{n+1} = f(x_n) \) as a crude predictor of \( x_{n+1} \), and \( a_p x_{n-p} + \cdots + a_0 x_{n-p} \) a corrector based on a model of the residuals \( z_n \). In applications, the would-be modeler chooses the forms of \( f \) and \( \Psi \) and the orders \( p, q, r \), then determines \( a_i, c_i, \) and \( d_i \) by minimizing a suitable loss function. Note that like the MZ equation, (2.6) is non-Markovian.

### 3 Wiener projections

#### 3.1 Definition and basic properties

As mentioned in Sect. 2.2, the MZ equation (2.5) does not guarantee all desired orthogonality relations. To fix this, we first recall the idea of Wiener filters [Han70, Kai81]: let \( u_n \) and \( v_n \) be two zero-mean wide-sense stationary processes. The Wiener filter \( h_n \) minimizes the mean-squared error (MSE):
\[
    E(\|u_n - (v \ast h)_n\|^2),
\]
where \((v \ast h)_n = \sum_k v_{n-k} \cdot h_k\) denotes convolution, with \( h_n = 0 \) for \( n < 0 \). It satisfies the orthogonality condition
\[
    \text{cov}(u_m, w_n) = 0, \quad n \geq m,
\]
where \( w_n \) is the residual \( u_n - \sum_k v_{n-k} \cdot h_k \), i.e., filter errors are uncorrelated with the data on which filter output is based. (3.2) is equivalent to the minimum-MSE criterion, and ensures the total power in \( (x_n) \) does not exceed that of \( (X_n) \).

We observe that the Wiener filter can be applied to model reduction as well: with \( X_n \) as in (2.1) and \( \Psi \) as before, let \( h_n \) be the causal Wiener filter for \( u_n = x_{n+1} = \pi(X_{n+1}) \) and \( v_n = \Psi(x_n) \). We then obtain \( x_{n+1} = \sum_{k \geq 0} \Psi_{n-k} \cdot h_k + x_{n+1} \) with \( \text{cov}(x_m, \xi_n) = 0 \) for \( n > m \). This is very similar to (2.5a) but with stronger orthogonality guarantees than (2.5b).

We now sketch an argument showing that Wiener-based model reduction is in fact a special case of the MZ equation. (Assumptions and details in Appendices.) To see this, let \( \Psi_c = \Psi(x_n) \), and assume \( F \) is invertible (as when \( F \) is the time-\( T \) or Poincaré map of a differential equation) so that \( M \) is also invertible. Let \( P_W \) be orthogonal projection onto the subspace
\[
    W = \text{span}(\Psi \cup M^{-1} \Psi \cup M^{-2} \Psi \cup \cdots),
\]
where \( M^{-k} \Psi \) is a short-hand for \( \{M^{-k} \psi_1, \cdots, M^{-k} \psi_v\} \). Since \( M^{-1} v \in W \) for all \( v \in W \), we have
\[
    M^{-\ell} P_W = P_W M^{-\ell} P_W, \quad \ell \geq 0.
\]
With this, the Dyson formula (2.3) simplifies to
\[
    M^{n+1} = M^n P_W M + (Q_WM)^n.
\]
Applying both sides of (3.5) to π, we obtain (see Appendices)

\[ x_{n+1} = \sum_{k>0} \Psi(x_{n-k}) \cdot h_k + \xi_{n+1}, \]  

(3.6a)

\[ \langle \xi_n, \Psi_m \rangle = 0 \text{ for } n > m. \]  

(3.6b)

Though (3.6a) and (2.5a) are formally identical, the orthogonality relation (3.6b) is strictly stronger than (2.5b). In addition, one can show that the Wiener projection guarantees the joint wide-sense stationarity of \( x_n, \xi_n, \) and \( \Psi_n; \) see Appendices. We refer to the projection \( P_w \) and the associated decomposition (3.6) as the Wiener projection.

### 3.2 Deriving NARMAX via rational approximations

(3.6) would not reduce computational cost unless the sum in \( k \) can be truncated. Simply keeping a small number of terms, however, may not provide a good approximation. Put another way, to use (3.6) as the basis for model reduction, it is necessary to find an effective way to parametrize the space of filters \( (h_n). \) To handle this, we use an idea from MZ theory [Zwa01]: let \( x_n, \psi_n, h_n, \) and \( \xi_n \) be (possibly matrix-valued) zero-mean wide-sense stationary time series satisfying \( x_{n+1} = \sum_{k>0} \psi_{n-k} \cdot h_k + \xi_{n+1}, \) with \( \text{cov}(x_m, \xi_n) = \text{cov}(\psi_m, \xi_n) = 0 \) for all \( m, n. \) Let \( H(z) = \sum_{n \geq 0} h_n z^{-n} \) denote the \( z \)-transform of \( h_n, \) and \( S_{x \eta}(\theta) = \sum_n C_{x \eta}(n) e^{i \theta n} \) the spectral power density associated with \( C_{x \eta}(n) = \text{cov}(\varphi(X_n), \eta(X_0)). \) Then

\[ S_{xx}(\theta) = |H(e^{i\theta})|^2 S_{\psi \psi}(\theta) + S_{\xi \xi}(\theta). \]  

(3.7)

In MZ theory, rational approximations of transfer functions (e.g., \( H(z) \)) are frequently very effective [Zwa01]. This suggests we take \( H(z) \approx B(z)/A(z), \) with \( B(z) = b_q z^q + \cdots + b_0 \) and \( A(z) = z^p + a_{p-1} z^{p-1} + \cdots + a_0. \) Applying this to (3.6) and rearranging yields

\[ x_{n+1} = y_n + \xi_{n+1}, \]  

(3.8a)

\[ y_n + a_{p-1} y_{n-1} + \cdots + a_0 y_{n-p} = \Psi_{n-p+q} \cdot b_q + \cdots + \Psi_{n-p} \cdot b_0. \]  

(3.8b)

If we set one column of \( \Psi \) to \( f \) in (2.6) and approximate the noise by \( \xi_n \approx d_q \eta_n + \cdots + d_0 \eta_{n-q}, \)

(3.8) is essentially (2.6). Thus, in seeking to derive a practical reduced model based on (3.6), we have arrived at a version of NARMAX.

(3.8) is equivalent to the multistep recursion

\[ x_{n+p+1} + a_{p-1} x_{n+p} + \cdots + a_0 x_{n+1} = \Psi_{n+q} \cdot b_q + \cdots + \Psi_n \cdot b_0 + \xi_{n+1}, \]  

(3.9)

where \( \bar{\xi} = a \cdot \xi. \) This is another way to write the NARMAX model. Unlike (3.8), this formulation does not introduce any auxiliary variables. The noise \( \bar{\xi}_n \) in (3.9) is related to the \( \xi_n \) in (3.8) by \( S_{\bar{\xi} \xi}(\theta) = |A(e^{i\theta})|^2 S_{\xi \xi}(\theta). \) This means there is no simple orthogonality relation between \( \xi_n \) and \( \Psi_n. \) For these reasons, (3.9) is slightly less convenient than (3.8) for model fitting. Both require \( p \) vectors of length \( d \) as initial conditions.
3.3 Parameter estimation and noise model

The preceding considerations suggest a simple, two-step approach parametric model reduction, based on (3.8). The first step is to determine the coefficients \( a_i \) and \( b_i \). We do this by minimizing the one-step prediction error \( \sum_{n=p}^{N-1} ||\tilde{x}_{n+1} - \tilde{x}_{n+1}||^2 \), where \((\tilde{x}_n)\) are observations from the full model and \(\tilde{x}_{n+1}\) are predictions of \(x_{n+1}\) based on \(\tilde{x}_n, \tilde{x}_{n-1}, \cdots\), computed from

\[
\tilde{x}_{n+1} = \sum_{k=0}^{n} \Psi(\tilde{x}_{n-k}) \cdot h_k ; \tag{3.10}
\]

modulo transients, this is (3.6) with \(\Psi_n = \Psi(\tilde{x}_n)\) and \(\xi_n \equiv 0\). In practice, we use a version of Eq. (3.8) for efficient, stable computation of \(b_{x_n+1}\); see Appendices for details.

For (3.6) to be meaningful, we need \(h_n \to 0\). With \(H(z) \approx B(z)/A(z)\), this decaying memory condition is guaranteed if the roots of \(A(z)\) lie strictly inside the unit circle. This highly-nonlinear constraint becomes linear if one rewrites the \(p\)th-order system (3.8) as a cascade of first- and second-order systems, at the cost of trading a quadratic loss function for a nonconvex one; see Appendices. Note the decaying memory condition, known in the engineering literature as “bounded-input bounded-output stability,” is necessary but not sufficient for the overall numerical stability of the reduced model.

After finding optimal values for \(a_i, b_i,\) and the initial \(y_i\), we fit a stationary Gaussian process to the residuals \(\tilde{\xi}_{n+1} = \tilde{x}_{n+1} - \tilde{x}_{n+1}\) by estimating its power spectrum via averaging multiple periodograms, then sampling \(\xi_n\) by a random Fourier series; see, e.g., [PTVF07] and references therein. More efficient and accurate methods are available [Cam03]; moving average representations (see, e.g., [CL15]) can also be used. Whatever the method, the resulting reduced models will only satisfy the orthogonality conditions approximately. We have found our procedure to be effective when \((\xi_n)\) are relatively small, as occurs in many applications.

Finally, we point out that the parameter estimator described above is very much guided by the theory of wide sense stationary processes. An alternative, based on maximum likelihood estimation of NARMAX models, was developed and used in [CL15, LLC17]. In conjunction with [LLC17], the example in Sect. 4 and 4.1 lets us compare the two.

4 Examples

4.1 Kuramoto-Sivashinsky (KS) PDE

The KS equation

\[
U_t + UU_x + U_{xx} + U_{xxxx} = 0 \tag{4.1}
\]

is a prototypical model of spatiotemporal chaos. Here, we consider (4.1) with \(0 \leq x \leq L\) and periodic boundary conditions. In Fourier variables \(u_k(t)\), (4.1) is

\[
\dot{u}_k = -\frac{i\lambda_k}{2} \sum_{l} u_l u_{k-l} + (\lambda_k^2 - \lambda_k^4) u_k , \quad \lambda_k = \frac{2\pi k}{L} . \tag{4.2}
\]

The lowest \(\approx L/2\pi\) modes are linearly unstable. This long-wave instability and its interaction with the quadratic nonlinearity lead to sustained chaotic behavior, with positive Lyapunov exponents and exponential decay of correlations [HN86]. NARMAX modeling of (4.1) was studied in [LLC17], using likelihood-based parameter estimation and a slightly different form of NARMAX. Here, we use the least squares procedure. Following [LLC17], we set \(L \approx 21.55,\)
leading to 3 linearly unstable modes and a maximum Lyapunov exponent of $\approx 0.04$ (Lyapunov time $\approx 25$). In this regime, time correlation functions exhibit complex oscillations instead of the simple exponential decay often seen in strongly chaotic systems (Fig. 2(a)), providing a nontrivial testbed for model reduction.

(4.1) is readily solved by truncating the Fourier series, provided the cutoff is large enough. Here, we take as full model the 96-mode truncation; numerical tests show that KS statistics are insensitive to the cutoff beyond this. Fig. 1(a) shows a sample solution of (4.1) using this 96-mode truncation (“full”). By comparison, the 5-mode truncation with the same initial conditions (“truncated”) diverges rapidly, and fails to reproduce the energy spectrum (Fig. 1(c)).

Reduced model. To construct a reduced model using the lowest $K = 5$ Fourier modes, we follow the procedure outlined in Sect. 3. The first step is to generate data from the full model, which we do by numerically integrating the 96-mode truncation using a 4th-order exponential time-differencing Runge-Kutta (ETDRK4) method [CM02 KT05] with timestep $\Delta t = 10^{-3}$, for $10^8$ steps. We observe the first $K = 5$ Fourier modes at every 100 steps; the observation interval $\delta = 0.1$ is the timestep for the reduced model. We drop the first half of the data to ensure stationarity.
We use the form of the reduced model in (3.8). For the function $\Psi(u)$, we use two groups of basis functions. The first group is defined by $\varphi_k(u), k = 1 \cdots 5$, consists of numerical predictions based on the 5-mode truncation. More precisely, we take the nonlinear part of (4.2), i.e., a 5-mode truncation of the inviscid Burgers equation, and integrate it numerically by one step $\Delta t$ to produce a rough estimate $\varphi_k(u)$ of the $k$th Fourier mode using the lowest 5 modes $u = (u_1, \cdots, u_5)$ from the previous step. Since the 5-mode truncation is much less stiff than the 96-mode model, we use a standard RK4 method for this. The second group consists of additional nonlinearities $\theta_k(u)$ motivated by the theory of approximate inertial manifolds [JKT90] (see Appendices and [LLC17]). The observation function $\Psi(u)$ is the $5 \times 10$ matrix given by $[\varphi_1(u)e_1, \cdots, \varphi_5(u)e_5, \theta_1(u)e_1, \cdots, \theta_5(u)e_5]$, $e_k$ being the $k$th Euclidean basis vector; this form of $\Psi(u)$ essentially fits a separate linear filter to each mode. Terms linear in $x$ are omitted because they can be accounted for by the coefficients $b_i$ (as suggested by exponential integrator formulas [CM02, KT05]), and linear terms can lead to degeneracy in (3.9) (equivalently (3.8)): different parameters can yield the same model.

Finally, the reduced model is fit to data by the procedure outlined in Sect.3. As was found in [LLC17], not all combinations of $p$ and $q$ lead to stable reduced models. Indeed, we have experimented with “replaying” the residuals, i.e., compute the residuals $\tilde{\xi}_n$ as in Sect.4 then running the reduced model with $\tilde{\xi}_{n+1}$ in place of the noise term. In the absence of round-off, one would simply obtain $x_n = \tilde{x}_n$, i.e., reconstruct the original time series. Instead, for some choices of $(p, q)$, round-off errors were rapidly amplified. Here, we use $p = q = 2$. As measured by the product of the mode and step counts, the reduced model represents a near 400-fold reduction in computational cost.

**Results.** Fig.1(a) compares the full model (“full”), the reduced model with $p = q = 2$ (“reduced”), and the 5-mode truncation with $\Delta t = 10^{-3}$ (“truncated”). As one can see, the reduced model reproduces the full solution up to $t \gtrsim 50$, about $1.8 \times$ the Lyapunov time, consistent with [LLC17]. In contrast, the 5-mode truncation is accurate for a fraction of that time. Fig.1(b) takes a closer look at selected Fourier modes. For the reduced model, 100 independent realizations are run, and the resulting ensemble is used to estimate confidence intervals. Shown is the mean (dashed, red), and 90% confidence intervals. Though the noise terms have amplitudes $\lesssim 10^{-4}$, they are rapidly amplified by exponential separation of trajectories due to the long-wave instability in KS. Consistent with Fig.1(a), the mean follows the true trajectory up to $t \approx 40$, at which point they begin to diverge. In contrast, the 5-mode truncation diverges by $t \approx 20$. Moreover, even when the confidence interval starts to widen, it continues to provide useful bounds for some time. Eventually the ensemble approaches statistical steady state, and the ensemble mean converges toward its expected value. Fig.1(c) compares the energy spectra $\langle |u_k|^2 \rangle$: while the reduced model correctly predicts the spectrum, the 5-mode truncation produces fluctuations that are too large.

In Fig.2 we examine long-time statistics. In (a), we compare the autocorrelation functions (ACFs) of selected Fourier modes. Unlike the 5-mode truncation, the reduced model is able to reproduce quite complex features in the ACFs. Fig.2(b) shows cross correlation functions for the energy of the $k$th mode with the energy of the $4$th mode, i.e., $\text{cov}(|u_k|^2, |u_4|^2)$ as a function of the time lag $n \Delta t$; such cross correlation functions (CCF) can be viewed as a measure of energy transfer between modes. The reduced model correctly predicts these 4th moments, showing that the reduced model captures genuinely nonlinear effects in KS dynamics. Panel (c) shows
Figure 2: KS statistics. In all panels, solid blue is the full model, dashed red is the reduced model, and dotted green the 5-mode truncation. Panel (a) shows autocorrelation functions for two Fourier modes $Re(u_k(t))$. In (b), we show cross correlation functions for the energies $|u_k(t)|^2$ and $|u_4(0)|^2$ for $k = 2, 5$. In (c), distributions of $Re(u_k)$ are shown.

The reduced model is able to reproduce marginal distributions, whereas the 5-mode truncation produces marginals that are too wide (compare with Fig. 1(c)). We conclude that both in terms of short-time forecasting and long-time statistics, the reduced model effectively captures KS dynamics. These findings are consistent with [LLC17], suggesting the likelihood-based estimator used in [CL15, LLC17] and the least squares estimator above are comparable, and the NARMAX model in [LLC17] nearly optimal in the least squares sense.

4.2 Stochastically-forced Burgers equation

Now consider a stochastically-forced viscous Burgers equation

$$U_t + UU_x = \nu U_{xx} + \eta,$$  \hspace{1cm} (4.3)

with $\eta(t, x)$ white in $t$ and smooth in $x$, and $U(t, x)$ $2\pi$-periodic in $x$. More precisely, in Fourier variables,

$$\dot{u}_k = -i\lambda_k \sum u_{\ell}u_{k-\ell} - \nu\lambda_k^2 u_k + \sigma_k \dot{w}_k$$  \hspace{1cm} (4.4)

where $\sigma_k = 1$ for $|k| \leq 4$ and $\sigma_k = 0$ for $|k| > 4$, and $\dot{w}_k$ is white noise. In contrast to the KS equation, which is deterministic and exhibits self-sustained chaos, the viscous Burgers equation is dissipative: without forcing, all solutions converge to the steady state $u \equiv 0$ as $t \to \infty$. 
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Stationary statistics of $u(x, t)$ thus reflect a balance between the forcing $\eta$ and dissipation through viscosity. We note that the stochastic Burgers equation has the so-called “one force one solution” (1F1S) property [EKMS00]: for a given realization of $\eta_t$, $t \geq 0$, all initial conditions lead asymptotically to the same (time dependent) solution. Put another way, modulo transients, solutions of (4.4) are determined by the forcing.

In view of the 1F1S property, a natural question is: given a specific realization of the forcing $\eta_t$, can a reduced model correctly predict the response of the system? To test this, we compare a fully-resolved, 128-mode truncation of (4.4) with an under-resolved 9-mode truncation and a 9-mode reduced model inferred from data. Throughout, $\nu = 0.05$. (See [BR17] for an alternate view of this problem.)

Data-driven reduced model. To generate data from the full model, we solve (4.4) using a scheme of the form

$$u_{k}^{n+1} = G_k(u^n, \Delta t) + \sqrt{\Delta t} \sigma_k \eta_k^n$$

where $G_k(u, \Delta t)$ is the result of applying ETDRK4 to the deterministic part of (4.4), $u_k^n = u_k(n\Delta t)$, $u^n = (u^n_1, \cdots, u^n_K)$, and $\eta_k^n$ independent $N(0, 1)$ random variables. Like the standard Euler-Maruyama scheme, (4.5) has weak order 1, but is more stable [KP99]. We solve the full system with timestep $\Delta t = 0.00125$ and observe every 8th step, so the reduced model has timestep $\delta = 0.01$.

To account for the forcing, we modify (3.8) to obtain

$$x_{n+1} = y_n + \xi_{n+1}$$

$$y_n + a_p y_{n-p} + \cdots + a_0 y_{n-p} = \Psi_{n-p+q} b_q + \cdots + \Psi_{n-p} b_0 +$$

$$c_q \bar{\eta}_{n+q} + \cdots + c_0 \bar{\eta}_n. \quad (4.6d)$$

The $\bar{\eta}_n$ in the moving average (4.6d) are related to the forcing $\eta^n$ in (4.5) by $\bar{\eta}^n = (\eta^{8n} + \cdots + \eta^{8n+7})/\sqrt{8}$; this correlates the full model and the reduced model during fitting. The independent noise term $\xi_n$ is inferred from the residuals as before, and permits one to quantify the uncertainty in response prediction via ensemble forecasting. As noted in Sect. 2, random dynamical systems like (4.4) are encompassed within MZ theory, and (4.6) can be seen as a special case of the Wiener projection (see Appendices).

We have also constructed reduced models of the form (3.8), which do not correlate the reduced and full models through shared forcing. All else being equal, we found the performance of (4.6) to be strictly better in our tests than (3.8) because more information is retained. We report results obtained using (4.6) with $p = q = 1$, leading to a $\sim 50$-fold reduction in cost.

Results. Fig. 3(a) shows sample solutions. The 1F1S property suggests that the low modes in the full, reduced, and 9-mode truncation models will all be strongly correlated, as confirmed in the snapshots. However, one also sees that the 9-mode truncation exhibits significant deviations from the full model, unlike the reduced model. Panels (b) and (c) show this behavior in more details: because of the forcing, the low modes of all 3 models stay close over time, but the 9-mode truncation shows relatively large deviations from the full model. As before, Fig. 3(b) shows 90% confidence intervals for the reduced model, computed using an ensemble of 100 trajectories. As expected, the forced modes are tightly entrained to each other, whereas the 9-mode truncation shows significant deviation in higher modes. Because of the 1F1S property,
Figure 3: Stochastic Burgers solutions. Panel (a) shows results computed using the 128-mode truncation with $\Delta t = 0.00125$ (left), and snapshots of the full model, the 9-mode reduced model ($\Delta t = 0.01$), and the 9-mode truncation ($\Delta t = 0.00125$). In (b), we plot two Fourier modes as functions of time, with 90% confidence intervals for the reduced model. Panel (c) shows the energy spectrum.

The reduced model can be expected to correctly forecast the response for as long as information about the forcing is available. As for the KS equation, the reduced model here also reproduces long-time statistics; see Fig. 3(c) for the energy spectrum and Appendices for other statistics.

Finally, we note that while accurate response forecasting will clearly become more difficult for larger observation intervals, the reduced model can nevertheless capture long-time statistics for much larger observation times. Indeed, we have tested the reduced model for much larger observation intervals, up to 0.1 (see Appendices).

5 Concluding discussion

We have shown that by combining ideas from MZ and Wiener filtering, the Wiener projection provides a starting point for systematic data-driven model reduction. Within this framework, we derive the NARMAX model widely used in time series modeling and analysis, providing an interpretation of NARMAX in terms of an underlying dynamical system and evidence that it
may be nearly optimal in the sense of least squares. The Wiener projection view of NARMAX also clarifies the scope of NARMAX-like approaches and their relation to the Mori-Zwanzig formalism. Using the KS and stochastic Burgers equations, we have demonstrated the flexibility and effectiveness of this view of model reduction for chaotic and random dynamics.

Wiener projection may serve as the starting point for approximations beyond NARMAX. For example, while we have focused on parametric reduction here, in principle the observation functions can be inferred from data using nonparametric methods like delay coordinates, manifold learning, dynamic model decomposition, reservoir computing, and other machine learning techniques [FC19, BPK16, JH19, MG15, BCGFS13, MWE18, PH18]. The Wiener projection formulation complements and extends existing strategies for data-driven modeling and model reduction by providing a systematic guide to incorporating memory and noise effects, in situations without sharp scale separation.
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Appendices

A Deriving the Mori-Zwanzig equation from the Dyson formula

Sect. 2 asserts that for any projection operator $P$, the Mori-Zwanzig equation

$$x_{n+1} = PF(x_n) + \sum_{k=1}^{n} \Gamma_k(x_{n-k}) + \xi_{n+1}(X_0)$$  \hspace{1cm} (A.1)

with $\Gamma_k = P(\xi_k \circ F)$ and $\xi_n = (QM)^n \pi$ follows from the Dyson formula

$$M^{n+1} = \sum_{k=0}^{n} M^{n-k} PM(QM)^k + (QM)^{n+1}. \hspace{1cm} (A.2)$$

(In the above, $Q = I - P$ is the orthogonal projection, so that $P \xi_n = 0$ for $n > 0$.) To see this, apply both sides of Eq. (A.2) to the observation function $\pi$ and evaluate at $X_0$, yielding

$$\begin{align*}
(M^{n+1} \pi)(X_0) &= \sum_{k=0}^{n} (M^{n-k} PM(QM)^k \pi)(X_0) + ((QM)^{n+1} \pi)(X_0) \hspace{1cm} (A.3)
\end{align*}$$

For Term (I), the definition of the Koopman operator $M$ gives $\pi(F^{n+1}(X_0)) = \pi(X_{n+1}) = x_{n+1}$. For Term (III), we have (by definition) $\xi_{n+1}(X_0)$. For Term (II), we have

$$M^{n-k} PM(QM)^k \pi)(X_0) = (PM(QM)^k \pi)(X_{n-k})$$

as before. Since $M(QM)^k \pi = M \xi_k = \xi_k \circ F$ and the range of $P$ consists of functions of $x = \pi(X)$, we get

$$M^{n-k} PM(QM)^k \pi)(X_0) = P(\xi_k \circ F)(x_{n-k}).$$

Combining all these and $PQ = 0$ yields Eq. (A.1).
B Statistical consequences of Wiener projection

In Sect. 3, we defined the Wiener projection to be the orthogonal projection operator $P_W$ onto the (closure of the) subspace

\[ W = \text{span}(\Psi \cup M^{-1}\Psi \cup M^{-2}\Psi \cup \cdots), \]  

where $M^{-k}\Psi$ is a short-hand for $\{M^{-k}\psi_1, \cdots, M^{-k}\psi_\nu\}$. Here we explain our claims regarding $P_W$:

(i) We asserted that (see Eq. (3.4) in Sect. 3)

\[ M^{n+1} = M^n P_W M + (Q_W M)^{n+1}, \]  

and as a consequence, there exist $h_0, h_1, \cdots$ such that

\[ x_{n+1} = \sum_{k \geq 0} \Psi(x_{n-k}) \cdot h_k + \xi_{n+1}, \]  

\[ \langle \xi_n, \Psi_m \rangle = 0 \text{ for } n > m \]  

holds. Furthermore, if the vectors $\bigcup_{k \geq 0}^\nu M^{-k}\Psi$ are linearly independent, then the coefficients $(h_k)$ are unique.

(ii) The correlation matrices $\langle \xi_m, \Psi_n \rangle$ and $\langle \xi_m, \xi_n \rangle$ are functions of $m - n$, i.e., $\xi_m$ and $\Psi_n$ are jointly wide sense stationary. (The process $(\Psi_n)$ is stationary by assumption.)

In what follows, we assume the full model $F$ to be invertible, so that the Koopman operator $M$ is also invertible, with $M^{-1} \varphi = \varphi \circ F^{-1}$. One can show that the Koopman operator is unitary (i.e., $MM^* = M^*M = I$) and $P_W$ self-adjoint ($P_W = P_W^*$), where $L^*$ denotes the adjoint of an operator $L$ on the Hilbert space $V$ of observables with the inner product $\langle f, g \rangle = \int f g \, d\mu$; see Sect. 2.2 for definitions and, e.g., [BS02] for relevant background.

To establish Eq. (B.2), apply the Dyson formula Eq. (A.2) to the projection $P_W$:

\[ M^{n+1} = \sum_{k=0}^n M^{n-k} P_W M(Q_W M)^k + (Q_W M)^{n+1}. \]  

We claim the terms with $k \geq 1$ disappear, so that we have Eq. (B.2). First, notice the subspace $W$ is (backward) invariant in the sense that for all vectors $v \in W$, we have $M^{-1}v \in W$. This implies

\[ M^{-\ell} P_W = P_W M^{-\ell} P_W, \quad \ell \geq 0. \]  

Eq. (B.5) implies $P_W M^k Q_W M = P_W M^k P_W Q_W M = 0$. So $M^{n-k} P_W M(Q_W M)^k = 0$ for $k = 1, 2, \cdots, n$, and the Dyson formula simplifies to Eq. (B.2). Applying both sides of Eq. (B.2) to $\pi$, we have Eq. (B.3a). The orthogonality Eq. (B.3b) follows from the fact that $P_W$ is an orthogonal projection and the definition of the space $W$. Uniqueness is straightforward if $\bigcup_{k \geq 0}^\nu \{M^{-k}\Psi\}$ is linearly independent.

Next, we show that $\xi_n = (Q_W M)^n \pi$ is wide sense stationary. First, by taking adjoints in Eq. (B.5), we get $P_W M^\ell = P_W M^\ell P_W$. A short calculation yields

\[ M^\ell Q_W = Q_W M^\ell Q_W, \quad \ell \geq 0. \]
Repeated applications of Eq. (B.6) with $\ell = 1$ leads to

\[
\begin{align*}
(Q_{W}M)^n \pi &= M^{n-1} Q_{W} M \pi \\
&= M^{n-1} \xi_1 \\
&= \xi_1 \circ F^{n-1}, \quad n = 1, 2, \cdots 
\end{align*}
\]

(B.7a) (B.7b) (B.7c)

Thus, $\langle \xi_m, \xi_n \rangle = \langle \xi_1 \circ F^{m-1}, \xi_1 \circ F^{n-1} \rangle$. Since the probability distribution $\mu$ is invariant for $F$, we have

\[
\langle \xi_1 \circ F^{m-1}, \xi_1 \circ F^{n-1} \rangle = \int \xi_1(F^{m-1}(x)) \cdot \xi_1(F^{n-1}(x))^T \, d\mu(x)
\]

\[
= \int \xi_1(F^{m-n}(x)) \cdot \xi_1(x)^T \, d\mu(x)
\]

\[
= \langle \xi_1 \circ F^{m-n}, \xi_1 \rangle,
\]

i.e., $\xi_1, \xi_2, \cdots$ is wide sense stationary.

To see that $\langle \xi_m, \Psi_n \rangle$ is also a function of $m - n$, observe

\[
\langle \xi_m, \Psi_n \rangle = \langle \xi_1 \circ F^{m-1}, \Psi_0 \circ F^n \rangle
\]

\[
= \langle \xi_1 \circ F^{m-n-1}, \Psi_0 \rangle,
\]

using Eq. (B.7) and the invariance of $\mu$.

Remarks.

(i) The lack of memory terms in Eq. (B.2) is not surprising: we have simply incorporated all relevant memory effects in the definition of $P_W$ itself, and also assumed the availability of that entire past history at the initial time $n = 0$, so there is nothing more for a memory term to capture. However, one only has a finite amount of memory in practice. With approximations like NARMAX, this means the corresponding projection $P_W$ would not satisfy Eq. (B.4) exactly, and there will again be memory terms. One expects these terms to become smaller as the the approximation $P_W$ is improved; a detailed analysis is left for future work.

(ii) Though $W$ is defined in terms of $M^{-1}$ and its powers, in practice one does not need to compute $M^{-1}$ or $F^{-1}$ in working with $W$ as one can simply keep track of the (recent) history in stepping forward the reduced model. So our formalism can be safely applied to dissipative dynamical systems, for which $F^{-1}$ may be extremely unstable.

(iii) More “operator-theoretic” arguments can also be given for many of the above results. For example, the joint stationarity of $\xi_n$ and $\Psi_m$ follows from

\[
P_W M^{-m} (Q_{W}M)^n = P_W M^{-m} M^{n-1} Q_{W} M
\]

\[
= P_W M^{n-m-1} Q_{W} M.
\]

(Eq. (B.9a) follows by repeated use of Eq. (B.6) with $\ell = 1$.) When $n > m$, Eq. (B.6) implies the last line is 0, which implies the orthogonality Eq. (B.3b).
C Extending the Mori-Zwanzig formalism to random dynamical systems and systems with delays

In Sect. 4, the Wiener projection was applied to a random dynamical system, namely the stochastic Burgers equation. In addition, our reduced model for the stochastic Burgers equation makes use of nonlinear terms that mix state variables from different time steps (see Sect. F below); such terms cannot be represented by the memory terms in the MZ equation. Nevertheless, the MZ formalism applies to both random dynamical systems and to discrete-time systems with bounded delays, as we now explain. This material is not directly used in the paper; we include it here for completeness and for the convenience of interested readers.

We first explain how the MZ formalism applies to random dynamical systems. To simplify notation, we do this in the context of the discretized stochastic Burgers equation

\[ u^{n+1} = G_k(u^n, \Delta t) + \sqrt{\Delta t} \sigma_k w^n_k, \quad k = 1, \cdots, K. \]  

(C.1)

To simplify notation, let \( u^n = (u^n_1, \cdots, u^n_K) \) and \( w^n = (w^n_1, \cdots, w^n_K) \) denote the state and forcing at time \( n \), respectively. Then the above has the general form

\[ u^{n+1} = F(u^n, w^n) \]  

(C.2)

Let \( w = (\cdots, w^{-1}, w^0, w^1, \cdots) \) denote the entire history of the forcing. A standard way to rewrite Eq. (C.1) as an autonomous dynamical system (Eq. (2.1) above) is to augment the state \( u^n \) with the history of the forcing \( w^n \). In dynamical systems language, such constructions are known as “skew products.” Here we sketch the key ideas, and refer interested readers to, e.g., [LY88, Kif12, Arn13] for mathematical details (see also [Bax86, Kun97] for extensions to stochastic differential equations).

Given a forcing sequence \( w \), we define \( \sigma(w) \) to be the sequence whose \( n \)th entry is \( w^{n+1} \), i.e., \( \sigma(w)^n = w^{n+1} \). In other words, \( \sigma(w) \) is sequence \( w \) shifted by 1 in time. If we shift \( n \) times, then \( w^n \) is moved into position 0, so that \( (\sigma^n w) = w^n \), where \( \sigma(w) \) is the state and forcing. A standard way to rewrite Eq. (C.2) as an autonomous dynamical system is to augment the state \( u^n \) with the history of the forcing \( w^n \). In dynamical systems language, such constructions are known as “skew products.” Here we sketch the key ideas, and refer interested readers to, e.g., [LY88, Kif12, Arn13] for mathematical details (see also [Bax86, Kun97] for extensions to stochastic differential equations).

Using this notation, we can rewrite Eq. (C.2) as \( u^{n+1} = F(u^n, \sigma^n(w)) \), where \( w \) is a given realization of the forcing sequence. Now define \( w^{(n)} = \sigma^n(w) \); the \( w^{(n)} \) are a sequence of forcing sequences, all related to each other by time shifts. Then

\[ u^{n+1} = F(u^n, \sigma_0(w^{(n)})) \]  

(C.3a)

\[ w^{(n+1)} = \sigma(w^{(n)}). \]  

(C.3b)

Let \( X \) be the space of all pairs \((u, w)\), i.e., \( X \) is the state space of the discretized Burgers equation augmented with its forcing history. Then Eq. (C.3) is a dynamical system of the form Eq. (2.1), albeit one with an infinite-dimensional state space \( X \). This does not prevent one from applying the Mori-Zwanzig formalism. In practice, one also does not need to keep track of the entire forcing history \( w \), just a fragment of it. Note that within this framework, observation functions \( \Psi \) can depend on both the state \( u^n \) and the forcing history \( w^{(n)} \).

Finally, we note that an invariant probability distribution \( \mu \), related in a natural way to the stationary distribution of Eq. (C.1), can be constructed on this augmented state space. We do not do this here; interested readers are referred to, e.g., [LY88].

As for general delay terms, for example terms of the form \( \Psi(x_k, x_{k-\ell}) \) for \( \ell \leq L \) (which are used in our model for the Burgers equation, one can use the following standard construction:
As mentioned in Sect. 3, one of the issues in fitting a model of the form Eq. (B.3) to data is enforcing the decaying memory condition $h_k \to 0$ in Eq. (B.3). Here we describe one approach to enforcing this condition and an accompanying algorithm for fitting reduced models to time series data, which we have found to be effective for the examples in this paper.

First, recall the representation (Eq. (3.8) in Sect. 3.2)

$$x_{n+1} = y_n + \xi_{n+1}$$  \hspace{1cm} (D.1a)  

$$y_n + a_{p-1}y_{n-1} + \cdots + a_0y_{n-p} = \Psi_{n-p+q} \cdot b_q + \cdots + \Psi_{n-p} \cdot b_0.$$  \hspace{1cm} (D.1b)

This implements Eq. (B.3a) with a rational transfer function $H(z) = B(z)/A(z)$. Following the MZ and Wiener formalisms, we seek coefficients $a = (a_0, \cdots, a_{p-1})$ and $b = (b_0, \cdots, b_q)$ that minimize

$$\mathcal{E}(a, b) = \frac{1}{N} \sum_{n=0}^{N-1} \left\| \tilde{x}_{n+1} - \tilde{x}_{n+1}(\tilde{\Psi}_1, \cdots, \tilde{\Psi}_n; a, b) \right\|^2$$  \hspace{1cm} (D.2)

where $\tilde{x}_{n+1}(\cdots)$ is the one-step prediction

$$\tilde{x}_{n+1} = \sum_{k=0}^{n} \Psi(\tilde{x}_{n-k}) \cdot h_k,$$  \hspace{1cm} (D.3)

with $H(z) = B(z)/A(z)$, equivalently

$$\tilde{x}_{n+1} = y_n$$  \hspace{1cm} (D.4)  

$$y_n + a_{p-1}y_{n-1} + \cdots + a_0y_{n-p} = \Psi(\tilde{x}_{n-p+q}) \cdot b_q + \cdots + \Psi(\tilde{x}_{n-p}) \cdot b_0$$

modulo transients. It is well known (see, e.g., [Han70]) that in order to have $h_n \to 0$ as $n \to \infty$, a causal linear filter with meromorphic transfer function $H(z)$ must have all its poles strictly inside the unit disc $D^1$. With $H(z) = B(z)/A(z)$, this stability constraint is the same as requiring the roots of $A(z)$ to lie strictly inside $D^1$.

In standard approaches to Wiener filtering, one assumes the power spectra $S_{xx}$, $S_{x\psi}$, and $S_{\psi\psi}$ and their meromorphic continuations to a domain in the complex plane containing $D^1$ are available. The decaying memory constraint can then be imposed by Wiener-Hopf techniques (see, e.g., [Kai81]). In the context of data-driven modeling, direct minimization of $\mathcal{E}(a, b)$ is more attractive because of the various sources of statistical error. However, in terms of the coefficients $a_i$, the decaying memory condition is a highly nonlinear constraint. Our approach is

$$\text{replace the state space } \mathbb{X} \text{ by the } (L+1)\text{-fold cartesian product } \mathbb{X} = \mathbb{X}^{L+1}, \text{ and replace } F \text{ by a map } \overline{F} \text{ on } \mathbb{X} \text{ with }$$

$$\overline{F}(\mathbb{X}) = \overline{F}(X_0, \cdots, X_L) = (F(X_0), X_0, \cdots, X_{L-1})$$  \hspace{1cm} (C.4)

for $\overline{X} = (X_0, \cdots, X_L) \in \mathbb{X}$. This construction can be combined with the skew product construction described earlier to handle stochastic systems with delays.
to reformulate Eq. (D.1) so that the decaying memory constraint becomes easier to implement, though at the cost of making the cost function highly non-convex. We then fit reduced models to data using this representation by numerical optimization.

In Sects. D.1 and D.2 below, we describe the reformulated model, assuming model coefficients have already been determined and a suitable noise model $\xi_n$ constructed. Sect. D.3 explains how we infer model coefficients by numerical optimization.

### D.1 Reformulation in cascade form

Consider a model of the form Eq. (D.1) in which the coefficients are already known, and suppose $A(z)$ has real scalar coefficients. Our reformulation is based on the observation that for a quadratic polynomial $z^2 + \alpha z + \beta$, its roots lie inside the unit disc if and only if $(\alpha, \beta)$ lies inside the triangle in the $\alpha\beta$-plane with vertices $(\pm 2, 1)$ and $(0, -1)$. That is to say, for such an $A(z)$, the decaying memory condition consists of three linear inequalities.

To make use of this observation for non-quadratic $A(z)$, we factor $A(z)$ into a product of quadratic factors when $p = \deg(A)$ is even, and quadratic factors and one linear factor if $p$ is odd, i.e.,

$$A(z) = \prod_{i=1}^{p/2} (z^2 + \alpha_i z + \beta_i) \quad \text{or} \quad A(z) = (z + \alpha_0) \prod_{i=1}^{[p/2]} (z^2 + \alpha_i z + \beta_i). \quad (D.5)$$

In this form, the decaying memory condition is naturally expressed as a system of linear inequalities, which are easily imposed when performing numerical optimization.

In view of the convolution theorem for z-transforms, the quadratic factorization of $A(z)$ is equivalent to representing the linear filter with transfer function $1/A(z)$ as a cascade of second-order filters. Suppose, for simplicity, that $p = 2r$. We introduce an auxiliary variable $z_i^n$ for the $i$th stage in the cascade. (The auxiliary variables $z_i^n$ differ from the $z$ in Eq. (D.5).) Then the system

\begin{align*}
\text{Stage 1} & \quad z_1^n + \alpha_1 z_1^{n-1} + \beta_1 z_1^{n-2} = \Psi_{n-p+q} \cdot b_q + \cdots + \Psi_{n-p} \cdot b_0 \\
\text{Stage 2} & \quad z_2^n + \alpha_2 z_2^{n-1} + \beta_2 z_2^{n-2} = z_1^n \\
& \quad \vdots \\
\text{Stage } r & \quad z_r^n + \alpha_r z_r^{n-1} + \beta_r z_r^{n-2} = z_{(r-1)}^n
\end{align*}

(D.6a)

with output

$$x_{n+1} = z_r^n + \xi_{n+1}. \quad (D.6b)$$

is equivalent to Eq. (D.1). The recursion in Eq. (D.6) is explicit when $p \geq q$. In the notation of Eq. (D.1), the output of the last stage gives $y_n$, i.e., $y_n = z_r^n$.

One can better understand the structure of the system (D.6) by considering some specific cases. For instance, with $p = q = 4$, we have two stages:

\begin{align*}
\text{Stage 1} & \quad z_1^n + \alpha_1 z_1^{n-1} + \beta_1 z_1^{n-2} = \Psi_n \cdot b_4 + \cdots + \Psi_{n-4} \cdot b_0 \\
\text{Stage 2} & \quad z_2^n + \alpha_2 z_2^{n-1} + \beta_2 z_2^{n-2} = z_1^n
\end{align*}

(D.7)

---

1 This is sufficient for the examples considered in this paper, and does not entail any loss of generality if one is willing to increase the degrees and dimensions of $A$ and $B$. 
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In this case, it is easy to show directly that
\[ y_n + a_3 y_{n-1} + \cdots + a_0 y_{n-4} = \Psi_n \cdot b_4 + \cdots + \Psi_{n-4} \cdot b_0 \]  \hspace{1cm} (D.8)
where \( y_n = z^n_2 \) and
\[ z^4 + a_3 z^3 + a_2 z^2 + a_1 z + a_0 = (z^2 + \alpha_1 z + \beta_1) \cdot (z^2 + \alpha_2 z + \beta_2), \quad z \in \mathbb{C}. \]  \hspace{1cm} (D.9)

The corresponding reduced model can be written as a system
\[
\begin{align*}
    x_{n+1} &= y_n + \xi_{n+1} \\
    y_n &= -(a_3 y_{n-1} + \cdots + a_0 y_{n-4}) + (\Psi_n \cdot b_4 + \cdots + \Psi_{n-4} \cdot b_0).
\end{align*}
\]

With \( p = q = 0 \), we have a one-step (Galerkin) recursion \( x_{n+1} = \Psi_n \cdot b_0 + \xi_{n+1} \). Similarly, with \( p = q = 1 \), we have \( x_{n+1} = y_n + \xi_{n+1} \) and \( y_n = -a_0 y_{n-1} + \Psi_n \cdot b_1 + \Psi_{n-1} \cdot b_0 \), and setting \( a_0 = 0 \) yields \( x_{n+1} = \Psi_n \cdot b_1 + \Psi_{n-1} \cdot b_0 + \xi_{n+1} \).

**D.2 Initializing and running cascade-form models**

Running the model to produce predictions entails carrying out the recursions in Eq. (D.6), at each point computing the predictors \( \Psi_n = \Psi(x_n) \) with \( x_n = y_{n-1} + \xi_n = z^{n-1}_r + \xi_n \). Though derived from Eq. (D.1) and Eq. (D.6), is quite different in form. Here we examine Eq. (D.6) more closely, to clarify the flow of information in the algorithm and other details.

It is useful to first visualize Eq. (D.6) as a computation graph, a fragment of which is shown here:

\[
\begin{array}{cccc}
\text{Step } n-2 & \text{Step } n-1 & \text{Step } n & \\
\downarrow & \downarrow & \downarrow & \\
\text{Stage } r-1 & \cdots & \cdots & \cdots \\
\downarrow & \downarrow & \downarrow & \\
\text{Stage } r & \cdots & \cdots & \cdots \\
\end{array}
\]

(For legibility, we have drawn the edges going into \( z^n_r \) as solid lines; all others are dotted.) The variable \( z^n_r \) at time \( n \) and stage \( r \) depends on the corresponding variable \( z^{n-1}_{r-1} \) in the previous stage, as well as the two previous steps \( (z^{n-1}_r \text{ and } z^{n-2}_{r-1}) \) in the same stage.

Once we have initial conditions, Eq. (D.6) can be iterated to generate sample paths. The first thing is then to find the initial values \( z^{p-1}_i \) and \( z^{p-2}_i \) for \( i = 1, \cdots, r \) from the given data \( \tilde{x}_1, \cdots, \tilde{x}_N \). An effective procedure is suggested by the computation graph: we set
\[ \tilde{y}_0 = \tilde{x}_1, \quad \tilde{y}_1 = \tilde{x}_2, \quad \cdots, \quad \tilde{y}_{p-1} = \tilde{x}_p \]  \hspace{1cm} (D.10)
in the notation of Eq. (D.1) and Eq. (D.6). Assuming the coefficients \( \alpha_i \) and \( \beta_i \) have already been determined, the computation graph shows that knowing the values at stage \( r \) for \( n = 1, 2, \cdots, p \) (which is the same as knowing \( y_1, \cdots, y_p \) in Eq. (D.1)) allows one to solve for the values at stage \( r-1 \) for \( n = 3, 4, \cdots, p \). Iterating, this means we can determine \( z^{p-1}_i, z^p_i \) for all stages \( i \).
From this, it is also straightforward to see that if \( y_0 = \cdots = y_{p-1} = 0, \) then \( z_i^{p-1} = z_i^{p-2} = 0 \) for \( i = 1, \cdots, r, \) so that the initial conditions for Eq. (D.6) are uniquely determined by those of Eq. (D.1).

Once the initial data have been determined and noise generated (as described in Sect. 3), the recurrence relations (D.6) can be iterated to generate predictions from the reduced model.

**D.3 Fitting models to data**

To fit models to data, our strategy is the following:

(i) From the time series \( \bar{x}_1, \cdots, \bar{x}_N, \) compute the observations \( \bar{\Psi}_n = \Psi(\bar{x}_n). \)

(ii) For given parameter vectors \( \alpha, \beta, b, \) use the initial values \( \bar{x}_1, \cdots, \bar{x}_p \) to determine the initial values \( z_i^{p-2}, z_i^{p-1}, i = 1, \cdots, r, \) for Eq. (D.6).

(iii) Generate one-step predictions \( \bar{x}_{n+1} \) by Eq. (D.6) for \( n = p, \cdots, N, \) where \( H(z) = B(z)/A(z). \)

In the cascade representation, the MSE has the form

\[
\varepsilon'(\alpha, \beta, b) = \frac{1}{N} \sum_{n=p+1}^{N} \left\| \bar{x}_{n+1} - \bar{x}_{n+1}(\bar{\Psi}_1, \cdots, \bar{\Psi}_n; \alpha, \beta, b) \right\|^2
\]

(D.11)

This can be minimized by direct optimization. One then finds the residuals

\[
\bar{\xi}_n = \bar{x}_{n+1} - \bar{x}_{n+1}(\bar{\Psi}_1, \cdots, \bar{\Psi}_n; \alpha, \beta, b)
\]

(D.12)

and fit a noise model as before. One can actually further reduce the dimensionality of the optimization problem; this is described below. But first, we note that Step 3 above is more efficiently implemented by iterating

\[
\begin{align*}
\text{Stage 1} & \quad z_1^n + \alpha_1 z_1^{n-1} + \beta_1 z_1^{n-2} = \bar{\Psi}_{n-p+q} \cdot b_q + \cdots + \bar{\Psi}_{n-p} \cdot b_0 \\
\text{Stage 2} & \quad z_2^n + \alpha_2 z_2^{n-1} + \beta_2 z_2^{n-2} = z_1^n \\
& \quad \vdots \\
\text{Stage } r & \quad z_r^n + \alpha_r z_r^{n-1} + \beta_r z_r^{n-2} = z_{r-1}^n \\
\text{Output} & \quad \bar{x}_{n+1} = z_r^n
\end{align*}
\]

(D.13)

Modulo transients (see below), this computes the convolutions in Eq. (D.3). Note this iteration can only be carried out if \( \alpha, \beta \) satisfy the decaying memory condition.

To further reduce the dimensionality of the nonlinear optimization problem, first run\(^2\)

\[
\begin{align*}
\text{Stage 1} & \quad Z_1^n + \alpha_1 Z_1^{n-1} + \beta_1 Z_1^{n-2} = \Psi_n \\
\text{Stage } i > 1 & \quad Z_i^n + \alpha_i Z_i^{n-1} + \beta_i Z_i^{n-2} = Z_{i-1}^n
\end{align*}
\]

(D.14)

\(^2\)This algorithm implicitly exploits the commutativity of convolution operators.
for \(i = 2, \cdots, r\) and given values of \((\alpha_1, \beta_1, \cdots, \alpha_r, \beta_r)\), and set \(Y_n = Z^n_r\). That is, we run the model with \(q = 0\) and \(b_0 = I\); note the resulting \(Y_n\) and \(Z^n_i\) are matrix-valued, with the same shape as \(\Psi^n\). Then, find the minimizers \((b_0, \cdots, b_q)\) of \(\sum_n \| \bar{x}_{n+1} - y_n \|^2\), where

\[
y_n = Y_{n-p+q} \cdot b_q + \cdots + Y_{n-p} \cdot b_0 ,
\]

by standard linear regression. Denoting the resulting value of \(b\) by \(\tilde{b}(\alpha, \beta)\), we estimate \((\alpha, \beta)\) by minimizing

\[
\mathcal{E}''(\alpha, \beta) = \frac{1}{N} \sum_n \left\| \bar{x}_{n+1} - \bar{x}_{n+1}(\bar{\Psi}_1, \cdots, \bar{\Psi}_n; \alpha, \beta, \tilde{b}(\alpha, \beta)) \right\|^2.
\]

Remarks.

(i) **Initial conditions.** In Eq. (D.14), we set \(Z^n_i = 0\) for all stages \(i\) and \(n = 0, \cdots, p\). To account for possible transients due to nonzero initial conditions, we look for initial conditions \(y^0_h, \cdots, y^p_h\) so that solutions to the homogeneous recursion \(y^h_n + a_{p-1}y^{n-1}_h + \cdots + a_0y^{n-p}_h = 0\) best fit the transient, i.e., \(Y_{n-p+q} \cdot b_q + \cdots + Y_{n-p} \cdot b_0 + y^{n}_h\) minimizes the mean squared error. This is still a linear regression problem, albeit a larger one.

(If one instead sets \(y^0_h = \cdots = y^p_h = 0\), it will not affect the estimated coefficients, but will lead to larger transients in the residuals \(\bar{x}_n\). This can add a small amount of complexity to inferring a noise model from the residuals.)

(ii) **Numerical optimization.** Because the optimization problem is now nonlinear in \((\alpha, \beta)\), and because the factorized form introduces a permutation symmetry into the cost function, the optimization problem is now highly non-convex: there are many equivalent global minima, which introduce many saddles into the landscape and can potentially slow down optimizers. It may be possible to avoid this problem using other representations than (D.6). We opted for Eq. (D.6) in this paper for its simplicity; other representations will be studied in the future.

Also, we have opted for direct nonlinear minimization of \(\mathcal{E}''(\alpha, \beta)\) in this paper. It may be possible to improve the efficiency of the optimization by exploiting the structure of Eq. (D.6) or the multistep representation (Eq. (3.9) above) by using, e.g., iterative least squares.

**Source code.** We have implemented the algorithms described above as a general package in Julia version 1.1 ([BEKS17]). For numerical optimization, we used the NLopt.jl package ([Joh19]). The source code is being prepared for public release; interested readers should contact the authors.
E Kuramoto-Sivashinsky equation

E.1 Nonlinear terms in the NARMAX model

The Kuramoto-Sivashinsky example in Sect. 4 uses the reduced model from [LLC17]. For the convenience of readers, the full ansatz is reproduced here:

\[ u^{n+1}_k = u^n_k + R^\Delta t(u^n) \Delta t + z^n_k \Delta t \] (E.1a)
\[ x^{n+1}_k = \Phi^n_k + \xi^{n+1}_k \] (E.1b)
\[ \Phi^n_k = \sum_{j=0}^{p} a_{k,j} z^{n-j}_k + \sum_{j=0}^{r} b_{k,j} u^{n-j}_k + c_{k,(K+1)} R^\Delta t(u^n) \]
\[ + \sum_{j=1}^{K} c_{k,j} \bar{u}^{n}_{j+k} \bar{u}^{n}_{j+K-k} + \sum_{j=0}^{q} d_{k,j} \xi^{n-j}_k \] (E.1c)

where
\[ \bar{u}^{n}_j = \begin{cases} u^n_j, & 1 \leq j \leq K \\ i \sum_{\ell=j-K}^{j} u^n_{\ell} u^n_{j-\ell}, & K < j \leq 2K. \end{cases} \] (E.1d)

The nonlinear terms in Eqs. (E.1c) and (E.1d) are suggested by inertial manifold theory. See [LLC17] for details.

We compare the ansatz to a model of the form (D.6) with predictors
\[ \psi_1(u) = u \] (E.2a)
\[ \psi_2(u) = R^\Delta t(u) \] (E.2b)
\[ \psi_j(u) = \bar{u}^{n}_{j+k} \bar{u}^{n}_{j+K-k}, \quad j = 1, \ldots, K. \] (E.2c)

It is straightforward to show that the ansatz in Eq. (E.1) is equivalent to a model of the form
\[ x_{n+p'+1} + a_{p'-1} x_{n+p'} + \cdots + a_0 x_{n+1} = \Psi_{n+q} \cdot b_{q'} + \cdots + \Psi_n \cdot b_0 + \xi'_{n+1}, \] (E.3)
for some choice of orders \( p', q' \), coefficients \( a_i, b_i \), and noise \( \xi'_{n} \). (This is Eq. (3.9).)

In addition to the use of a least-squares estimator, the reduced model in Eq. (E.2) differs from the reduced model in Eq. (E.1) in that

(i) Eq. (E.2) models the noise by a Gaussian process using power spectrum from the residual \( \xi_n \), whereas Eq. (E.1) models the noise by a moving average process.

(ii) as suggested by the Wiener projection formalism, Eq. (E.2) contains time-delayed copies of all nonlinear terms, whereas Eq. (E.1) does not.

E.2 Detailed Numerical results

Figs. 4 and 5 are full versions of the numerical results shown in Sect. E.

To further quantify finite-time forecasts as a function of the “lead time” (i.e., time since initial observation), we introduce two standard measures of forecasting “skill,” the root mean squared
Figure 4: Comparison of finite-time forecasts and marginal distributions. In all panels, solid blue line is the full model (96-mode truncation), dashed red line is the 5-mode reduced model, and dotted green line the 5-mode truncation. Left: trajectories starting from the same initial conditions. For the reduced model, we show the 5th percentile, mean, and 95th percentile, computed with an ensemble of size 100. The truncated model was terminated at $t = 40$ to reduce clutter. Right: marginal densities.
Figure 5: Comparison of autocorrelation functions (ACFs) and energy cross correlation functions (CCFs). In all panels, solid blue line is the full model (96-mode truncation), dashed red line is the 5-mode reduced model, and dotted green line the 5-mode truncation. Left: Autocorrelation functions for $\text{Re}(u_k(t))$ for $k = 1, \cdots, 5$. Right: Cross correlations between $|u_4(t)|^2$ and $|u_k(t)|^2$ for $k = 1, \cdots, 5$. 
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error and the anomaly correlation. Both are based on ensemble forecasts in the following way: let $v(t_n)$ denote the time series data for the full model, and take $N_0$ short pieces, i.e.,

$$\{(v(t_n), n = n_i, n_i + 1, \ldots, n_i + T)\}_{i=1}^{N_0}$$

with $n_{i+1} = n_i + T_{\text{lag}} / \Delta t$, where $T = T_{\text{lag}} / \Delta t$ is the length of each piece and $T_{\text{lag}}$ is the time gap between two adjacent pieces. For each short piece $(v(t_n), n = n_i, \ldots, n_i + T)$, we generate $N_{\text{ens}}$ trajectories of length $T$ from the reduced model, starting all ensemble members from the same initial segment $(v(t_{n_i}), v(t_{n_i+1}), \ldots, v(t_{n_i+m}))$, where $m = 2p + 1$, and denote the sample trajectories by $(u^i_n(i, j), n = 1, \ldots, T)$ for $i = 1, \ldots, N_0$ and $j = 1, \ldots, N_{\text{ens}}$.

Again, we do not introduce artificial perturbations into the initial conditions, because the exact initial conditions are known, and by initializing from data, we preserve the memory of the system so as to generate better ensemble trajectories.

The root mean squared error is

$$\text{RMSE}(\tau_n) := \left( \frac{1}{N_0} \sum_{i=1}^{N_0} |\text{Re} v(t_{n_i+n}) - \text{Re} \overline{u}^i(i)|^2 \right)^{1/2}, \quad (E.4)$$

where $\tau_n = n\Delta t$, $\overline{u}^i(i) = \frac{1}{N_{\text{ens}}} \sum_{j=1}^{N_{\text{ens}}} u^i(i, j)$, and the anomaly correlation (see, e.g., [CVE08]) is

$$\text{ANCR}(\tau_n) := \frac{1}{N_0} \sum_{i=1}^{N_0} \frac{\mathbf{a}^{v,i}(n) \cdot \mathbf{a}^{u,i}(n)}{\sqrt{\mathbf{a}^{v,i}(n)^2 \mathbf{a}^{u,i}(n)^2}}, \quad (E.5)$$

where $\mathbf{a}^{v,i}(n) = \text{Re} v(t_{n_i+n}) - \langle v \rangle$ and $\mathbf{a}^{u,i}(n) = \text{Re} \overline{u}^i(i) - \langle v \rangle$ are the anomalies in data and the ensemble mean. Here $\mathbf{a} \cdot \mathbf{b} = \sum_{k=1}^{K} a_k b_k$, $|\mathbf{a}|^2 = \mathbf{a} \cdot \mathbf{a}$, and $\langle v \rangle$ is the time average of the long trajectory of $v$. Both statistics measure the accuracy of the mean ensemble prediction: the RMSE measures, in an average sense, the difference between the mean ensemble trajectory, and the ANCR shows the average correlation between the mean ensemble trajectory and the true data trajectory. RMSE $= 0$ and ANCR $= 1$ would correspond to a perfect prediction, and small RMSEs and large (close to 1) ANCRs are desired.

Figure 6: Forecasting skill as function of lead time of the reduced model for the KS equation. Left: root mean squared error (RMSE). Right: anomaly correlation (ANCR). See text for details.
For our reduced model, we computed the RMSE and ANCR using ensembles of \(N_{\text{ens}} = 100\) trajectories with independent initial conditions. Fig. 6 (left) shows the RMSE and ANCR for a range of lead times. As expected, the RMSE increases with lead time, and consistent with Fig. 1(a), it is relatively small compared to its apparent asymptotic value (about 0.6) for lead times < 50. The ANCR in Fig. 6 (right) corroborates this. The two figures are comparable to Fig. 5 of \([\text{LLC17}]\) and show very similar trends.

**Role of the noise terms \(\xi_n\).** We experimented with running the reduced model with \(\xi_n \equiv 0\), i.e., without any noise term. This does not appreciably change the ACF or marginal distributions, nor the forecasting skill of the reduced model. However, the kind of ensemble prediction and uncertainty quantification illustrated in Fig. 4 cannot be carried out without noise terms calibrated to the reduced model.

**F Stochastic Burgers equation**

The nonlinear terms \(\{\Psi_{n-j}\}\) in Eq. (4.6c) are defined by

\[
\Psi^a_{n-j} = u^{n-j}, \quad \Psi^b_{n-j} = R^{\Delta t}(u^{n-j}), \quad \text{and} \quad \Psi^c_{n-j,k} = \sum_{\substack{|k-|\leq K, |l|\leq 2K \\
|l|<K, |k-|\leq 2K}} \tilde{u}_{l}^{n-1}u_{k-l}^{n-j} \quad \text{for} \quad k = 1, \ldots, K,
\]

where the terms \(\{\tilde{u}\}\) are defined as

\[
\tilde{u}_{k}^{n-j} = \begin{cases} u_{k}^{n-j}, & 1 \leq k \leq K \\
\frac{i\lambda_k}{2} e^{-\nu\lambda_k^2 j} \sum_{|k-|\leq K} \sum_{|l|\leq K} u_{k-|l|}^{n-j}u_{l}^{n-j}, & K < k \leq 2K. \end{cases}
\]

These terms resemble those in Eq. (E.1d) as they are also introduced to represent the high modes by the low modes. But there is a major difference: they represent the high modes as a functional of the history of the low modes, rather than a function of the current state of the low modes. This is due to the lack of an inertial manifold for the Burgers equation, unlike the KSE. These terms are derived from an Riemann sum approximation of the integral equation for the high modes, with suitable linear parametrization of the quadratic interaction. A detailed derivation of the ansatz is presented in a forthcoming paper.

Figs. 7–10 show numerical results for the stochastic Burgers equation.
Figure 7: Response forecasting for the stochastic Burgers equation. For $k = 1, \cdots, 9$, we plot $Re(u_k(t))$ as functions of $t$. In all panels, solid blue line is the full model (128-mode truncation), dashed red line is the 9-mode reduced model, and dotted green line the 9-mode Galerkin truncation. Initial transients ($t < 8$) are not shown.
Figure 8: Marginal densities for the stochastic Burgers equation. We plot estimated densities for $Re(u_k)$ for $k = 1, \cdots, 9$. In all panels, solid blue line is the full model (128-mode truncation), dashed red line is the 9-mode reduced model, and dotted green line the 9-mode Galerkin truncation.
Figure 9: Autocorrelation functions for the stochastic Burgers equation. We plot autocovariance functions for $Re(u_k)$ for $k = 1, \cdots, 9$. In all panels, solid blue line is the full model (128-mode truncation), dashed red line is the 9-mode reduced model, and dotted green line the 9-mode Galerkin truncation.
Figure 10: Energy cross-correlation functions for the stochastic Burgers equation. We plot cross-correlation functions for $|u_2|^2$ and $|u_k|^2$ for $k = 1, \cdots, 9$. In all panels, solid blue line is the full model (128-mode truncation), dashed red line is the 9-mode reduced model, and dotted green line the 9-mode Galerkin truncation.