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Abstract

For a general time-dependent linear competitive-cooperative tridiagonal system of differential equations, we obtain canonical Floquet invariant bundles which are exponentially separated in the framework of skew-product flows. Such Floquet bundles naturally reduce to the standard Floquet space when the system is assumed to be time-periodic. The obtained Floquet theory is applied to study the dynamics on the hyperbolic omega-limit sets for the nonlinear competitive-cooperative tridiagonal systems in time-recurrent structures including almost periodicity and almost automorphy.

∗Partially supported by NSF of China No.10971208, and the Finnish Center of Excellence in Analysis and Dynamics.
1 Introduction

In this paper we study the dynamical properties of systems of differential equations with a tridiagonal structure. To be precise, this refers to systems of the form

\[
\begin{align*}
\dot{x}_1 &= f_1(t, x_1, x_2), \\
\dot{x}_i &= f_i(t, x_{i-1}, x_i, x_{i+1}), & 2 \leq i \leq n-1, \\
\dot{x}_n &= f_n(t, x_{n-1}, x_n).
\end{align*}
\] (1.1)

We assume the nonlinearity \( f = (f_1, f_2, \ldots, f_n) \) is defined on \( \mathbb{R} \times \mathbb{R}^n \) and \( C^1 \)-admissible, i.e. \( f \) together with its first derivatives with respect to \( x = (x_1, x_2, \ldots, x_n) \), is bounded and uniformly continuous on \( \mathbb{R} \times K \) for any compact set \( K \subset \mathbb{R}^n \). For the interpretation of (1.1), one can think of a hierarchy of species \( x_1, x_2, \ldots, x_n \), where \( x_i \) is the density or biomass of the \( i \)th species. In this hierarchy, \( x_1 \) only interacts with \( x_2 \), \( x_n \) only with \( x_{n-1} \), and for \( i = 2, \ldots, n-1 \), \( x_i \) interacts with \( x_{i-1} \) and \( x_{i+1} \). Such a hierarchy may occur in the water column of an ocean or on a steep mountain side or on island groups, where each species dominates a species z one (depth, altitude or different island) but is obliged to interact with other species in the (narrow) overlap of their zones of dominance.

Our key assumption about the tridiagonal system (1.1) is that the variable \( x_{i+1} \) forces \( \dot{x}_i \), as well as \( x_i \) forces \( \dot{x}_{i+1} \), monotonically in the same fashion. That is, there are \( \varepsilon_0 > 0 \) and \( \delta_i \in \{-1, +1\}, 1 \leq i \leq n-1 \), such that

\[
\delta_i \frac{\partial f_i}{\partial x_{i+1}}(t, x) \geq \varepsilon_0, \quad \delta_i \frac{\partial f_{i+1}}{\partial x_i}(t, x) \geq \varepsilon_0,
\] (F)

for all \( (t, x) \in \mathbb{R} \times \mathbb{R}^n \). If \( \delta_i = -1 \) for all \( i \), then (1.1) is called competitive. If \( \delta_i = 1 \) for all \( i \), then (1.1) is called cooperative. Here we do not allow predator-prey relationship (see, e.g. [3]).

We introduce new variables, following Smith [28]. Let \( \hat{x}_i = \mu_i x_i, \mu_i \in \{+1, -1\}, 1 \leq i \leq n \), with \( \mu_1 = 1, \mu_i = \delta_{i-1}\mu_{i-1} \). Then the system (1.1) transforms into a new system of the same type with new

\[
\hat{\delta}_i = \mu_i \mu_{i+1} \delta_i = \mu_i^2 \delta_i^2 = 1.
\]

Therefore we can always assume, without loss of generality, that the tridiagonal system (1.1) is in fact cooperative, which means that

\[
\frac{\partial f_i}{\partial x_{i+1}}(t, x) \geq \varepsilon_0, \quad \frac{\partial f_{i+1}}{\partial x_i}(t, x) \geq \varepsilon_0, \quad 1 \leq i \leq n-1, \quad (t, x) \in \mathbb{R} \times \mathbb{R}^n. \] (1.2)
In particular, if the system \((1.1) + (1.2)\) is linear, we write the corresponding system as the following form:

\[
\begin{align*}
\dot{x}_1 &= a_{11}(t)x_1 + a_{12}(t)x_2, \\
\dot{x}_i &= a_{i,i-1}(t)x_{i-1} + a_{ii}(t)x_i + a_{i,i+1}(t)x_{i+1}, \quad 2 \leq i \leq n-1, \\
\dot{x}_n &= a_{n,n-1}(t)x_{n-1} + a_{nn}(t)x_n,
\end{align*}
\]

where \(a_{i,i+1}(t), a_{i+1,i}(t) \geq \varepsilon_0\), for all \(t \in \mathbb{R}\) and \(1 \leq i \leq n - 1\).

When the linear system \((1.3)\) is time-periodic in \(t\), Smith \[28\] studied the Floquet theory by using an integer-valued Lyapunov function \(\sigma\), first defined by Smillie \[27\] (see also similar forms by Mallet-Paret and Smith \[16\] and Mallet-Paret and Sell \[11\]), and related the values of \(\sigma\) to the Floquet multipliers for such linear periodic system. This function \(\sigma\) is only continuously defined on an open and dense subset \(\Lambda\) of \(\mathbb{R}^n\) (See section 2). However, \(\sigma\) is well defined for all but an at most finite set of points \(t\) along a nontrivial solution of the linear system \((1.3)\), is locally constant near points where it is defined, and strictly decreasing as \(t\) increases through points where it is not defined. As a consequence, in a certain sense, \(\sigma\) can be seen more or less as the discrete analog (although \(\sigma\) still possesses somewhat difference) of zero-crossing number of Matano \[13\] (discovered originally by Nickel \[17\]) for scalar reaction-diffusion equations. By utilizing the zero-crossing number, Chow, Lu and Mallet-Paret \[4\] have already established the Floquet theory for linear periodic scalar parabolic equations.

In the first part of the present paper, we will develop a Floquet theory for a general linear time-dependent system of \((1.3)\), and we express this theory in the language of invariant vector bundles and the so-called exponential separation (see, e.g. \[15\] \[18\] \[19\] and references therein). Our approach is fully motivated by the work of Chow, Lu and Mallet-Paret \[4\] \[15\] for time-dependent scalar parabolic equations, and extends earlier work on linear autonomous equations in \[27\] and linear time-periodic equations in \[28\].

Concretely, for each \(0 \leq m \leq n - 1\), we associate with a nontrivial solution \(x_m(t)\) of \((1.3)\) (unique up to constant multiple) with \(x_m(t) \in \Lambda\) and \(\sigma(x_m(t)) = m\) for all \(t \in \mathbb{R}\). These solutions are then treated as a base to decouple \((1.3)\) into a system of one-dimensional ordinary differential equations. Moreover, if one writes \(W_m\) as the one-dimensional span of \(x_m(0)\), we can show that \(W_m\) varies continuously with respect to the coefficients of \((1.3)\) in certain appropriate topology, and hence, \(W_m(\cdot)\) forms a one-dimensional
vector bundle (called Floquet bundle of \((1.7)\)) over a proper product space, which will be indicated explicitly later. Moreover, the exponentially separated property is admitted between the various time-dependent Floquet bundles, by which one can obtain a more delicate decomposition of invariant bundles than those induced by Sacker-Sell \([20, 21]\) for linear skew-product flows.

The Floquet bundles obtained here are analogous to ones obtained in \([5]\) for time-dependent scalar parabolic equations. However, as the function \(\sigma\) is only defined (continuously) on \(\Lambda\), not on the whole \(\mathbb{R}^n \setminus \{0\}\) (while the zero-crossing number can be defined on the whole phase space \(X\) except for \(\{0\}\)), it needs more delicate and technical trick to construct the Floquet bundles. Moreover, among other things, one may also run into difficulties when dealing with the phase-points at which the integer-valued Lyapunov function strictly decreases. For zero-crossing number, it entails that such a phase-point, say \(u \in X\), possesses a multiple zero, and hence, one can employ the standard characteristic of \(u(\xi) = u_x(\xi) = 0\), for some \(\xi\), to analyze such critical situation (see the detail in \([5]\) Corollary 4.8 and Theorem 5.1). In our case, the critical point occurs at \(x \not\in \Lambda\). Nevertheless, there is no similar useful characteristic of such a critical point; and for example, this is indeed the situation we encounter (see, e.g. Proposition 2.4 below), in which we are trying to show the linear property of the Floquet space. We overcome such difficulty by constructing a pair of so called relevant-sequences simultaneously and accomplish our approaches by analyzing the convergent property of one of such relevant-sequences.

It is well known that the linear theory of invariant bundles plays a crucial role in the study of qualitative properties of nonlinear differential equations. In the second part of this paper, we will investigate the nonlinear tridiagonal system \((1.1) + (1.2)\) via the Floquet theory developed in the first part of our paper.

To be more specific, we embed \((1.1)\) into the skew-product flow \(\Pi_t : \mathbb{R}^n \times H(f) \to \mathbb{R}^n \times H(f),\)

\[\Pi_t(x_0, g) \mapsto (\pi(t, x_0, g), g \cdot t),\]
where \(\pi(t, x_0, g)\) is the solution of
\[
\begin{align*}
\dot{x}_1 &= g_1(t, x_1, x_2), \\
\dot{x}_i &= g_i(t, x_{i-1}, x_i, x_{i+1}), & 2 \leq i \leq n - 1; \\
\dot{x}_n &= g_n(t, x_{n-1}, x_n),
\end{align*}
\]
with \(\pi(0, x_0, g) = x_0 \in \mathbb{R}^n\), and \(g = (g_1, \cdots, g_n) \in H(f)\), \((g \cdot t)(\cdot, \cdot) = g(t + \cdot, \cdot)\). Here
\[
H(f) \doteq \text{cl}\{f \cdot \tau | \tau \in \mathbb{R}, f \cdot \tau(t, u) = f(t + \tau, u)\}
\]
is called the hull of \(f\), where the closure is taken in the compact open topology (see [23]). Obviously, \(\pi\) satisfies the cocycle property, i.e, \(\pi(t + s, x, g) = \pi(s, \pi(t, x, g), g \cdot t)\), for all \(s, t \in \mathbb{R}\) and \(g \in H(f)\).

Since \(f\) is \(C^1\)-admissible, the time-translation flow \(g \cdot t\) on \(H(f)\) is compact. Here we further assume that the flow on \(H(f)\) is even recurrent or minimal. This is satisfied, for instance, when \(f\) is a uniformly almost periodic, or, more generally, a uniformly almost automorphic function (see Definitions 4.2).

In [29], one of the present authors has shown that any minimal invariant set of \(\Pi_t\) is an almost 1-cover of \(H(f)\) (see definitions in Section 4), and every \(\omega\)-limit set \(\omega(x, g)\) of \(\Pi_t\) contains at most two minimal sets. Moreover, it was also shown in [29] that if the \(\omega\)-limit set is distal or uniformly stable, then it is a 1-cover of \(H(f)\).

Inspired by the series work of Shen and Yi [25, 26], we will utilize the obtained Floquet theory to improve the lifting property of the \(\omega\)-limit sets which are hyperbolic (see Definition 4.4 and Theorem 4.5), i.e. any hyperbolic \(\omega\)-limit set is also a 1-cover of \(H(f)\).

Our results here are natural generalization of the results of Smillie [27] and Smith [28]. Moreover, in a certain sense, our results also extend to higher dimension \((n \geq 3)\) the results in spatially homogeneous cases by Hetzer and Shen [8], who investigated the dynamics of two-dimensional competitive or cooperative almost periodic systems. In particular, for 2-D competitive or cooperative almost periodic systems, we have obtained that any hyperbolic \(\omega\)-limit set is exactly a 1-cover of the base \(H(f)\) (see Corollary 4.6). This generalizes the results of de Mottoni and Schiaffino [16] and Hale and Somolinos [6], who proved that all solutions of two-dimensional \(T\)-periodic competitive or cooperative systems are asymptotic to \(T\)-periodic solutions. See also [9] and [24] for extensions of this work.
The paper is organized as follows. The Floquet solutions and spaces of system (1.3) are constructed in Section 2 by taking certain limits of periodic linear tridiagonal systems. Moreover, we also relate the values of $\sigma$ to the Floquet solutions, and decouple (1.3) into a system of one-dimensional ODEs. In section 3, we define the Floquet bundles and prove the resulting exponential separations between these invariant bundles in the language of the skew-product flow. Finally, we focus on nonautonomous nonlinear cooperative-competitive tridiagonal ODEs in Section 4; and study the lifting properties of hyperbolic omega-limit sets by using the Floquet Theory obtained in the previous sections.

2 Floquet Solutions and Spaces

In this section, we focus on the linear tridiagonal system (1.3), with all the coefficient functions being bounded and uniformly continuous on $\mathbb{R}$. Moreover, we assume that $a_{i,i+1}(t), a_{i+1,i}(t) \geq \varepsilon_0$, for all $t \in \mathbb{R}$ and $1 \leq i \leq n - 1$. Hereafter, we write the corresponding coefficient matrix $A(t) = (a_{ij}(t))_{n \times n}$. It is easy to see that matrix-valued function $A(t)$ is tridiagonal and cooperative.

We will build up Floquet solutions and spaces for the general time-dependent linear system (1.3). Following [27, 28], we define a continuous map $\sigma : \Lambda \rightarrow \{0, 1, 2, \ldots, n - 1\}$ on $\Lambda = \{x \in \mathbb{R}^n : x_1 \neq 0, x_n \neq 0$ and if $x_i = 0$ for some $i$, $2 \leq i \leq n - 1$, then $x_{i-1}x_{i+1} < 0\}$ by

$$\sigma(x) = \# \{ i : x_i = 0 \text{ or } x_ix_{i+1} < 0\}.$$ 

Here $\#$ denotes the cardinality of the set. Note that $\Lambda$ is open and dense in $\mathbb{R}^n$ and $\Lambda$ is the maximal domain on which $\sigma$ is continuous.

**Lemma 2.1.** Let $x(t)$ be a nontrivial solution of system (1.3). Then

(i) $x(t) \in \Lambda$ except possibly for isolated values of $t$;

(ii) $\sigma(x(t))$ is nonincreasing as $t$ increases with $x(t) \in \Lambda$. Moreover, if $x(s) \notin \Lambda$ for some $s \in \mathbb{R}$ then $\sigma(x(s+)) < \sigma(x(s-))$;

(iii) $x(t) \in \Lambda$ and $\sigma(x(t))$ is a constant for $t$ sufficiently positive (resp. negative).
Proof. See [28, Proposition 1.2] for the proof of (i) and (ii). By virtue of (i) and (ii), \( \sigma(x(t)) \) can drop only finite times, which implies (iii).

When \( A(t) \) is periodic in \( t \) with period \( T \), the Floquet multipliers of (1.3) have the following property.

**Lemma 2.2.** (i) The \( T \)-periodic system (1.3) has \( n \) distinct positive Floquet multipliers \( \alpha_0, \alpha_1, \ldots, \alpha_{n-1} \), satisfying

\[
\alpha_0 > \alpha_1 > \ldots > \alpha_{n-1} > 0;
\]

(ii) If \( E_{\alpha_m} \) are the corresponding one-dimensional eigenspaces associated with \( \alpha_m \) then \( E_{\alpha_m} \setminus \{0\} \subset \Lambda \) and

\[
\sigma(E_{\alpha_m} \setminus \{0\}) = m, \quad 0 \leq m \leq n - 1;
\]

(iii) Fix \( 0 \leq m \leq n - 1 \), there exists a solution \( x_m(t) \) such that

\[
\sigma(x_m(t)) = m, \quad \text{for } t \in \mathbb{R}.
\]

Proof. For (i) and (ii), see [28, Theorem 1.3]. We only prove (iii). Fix \( 0 \leq m \leq n - 1 \). Note that \( \alpha_m \) is a positive number. By the standard Floquet theory, there exists a nontrivial solution of (1.3)

\[
x_m(t) = e^{\mu_m t} p_m(t),
\]

where \( \mu_m = \ln \alpha_m \) and \( p_m(t) \) is a \( T \)-periodic function with \( p_m(0) \in E_{\alpha_m} \setminus \{0\} \). Since \( p_m(kT) = p_m(0) \in E_{\alpha_m} \setminus \{0\} \), (ii) implies that \( p_m(kT) \in \Lambda \) and \( \sigma(p_m(kT)) = m \) for all \( k \in \mathbb{Z} \). Combined by Lemma 2.1(iii), we readily get \( x_m(t) \in \Lambda \) and \( \sigma(x_m(t)) = m \) for all \( |t| \) sufficiently large. Then by Lemma 2.1(ii), we have \( x_m(t) \in \Lambda \) and \( \sigma(x_m(t)) = m \) for all \( t \in \mathbb{R} \), which completes the proof.

The following proposition shows that Lemma 2.1(iii) can still hold for the general time-dependent system (1.3).

**Proposition 2.3.** For each \( 0 \leq m \leq n - 1 \), there exists a solution \( x_m(t) \) of (1.3) satisfying

\[
\sigma(x_m(t)) = m, \quad \text{for all } t \in \mathbb{R}.
\]
Proof. We begin by constructing a sequence of continuous matrix-valued functions \( \{A_k(t)\}_{k=1}^{\infty} \), where

\[
A_k(t) = \begin{cases} 
(t + k + 1)A(-k) & \text{if } -k - 1 < t < -k, \\
A(t) & \text{if } -k < t < k, \\
(k + 1 - t)A(k) & \text{if } k < t < k + 1,
\end{cases}
\]
on \([-k - 1, k + 1]\); and moreover through a standard practice one can extend \( A_k(t) \) to a \( 2(k + 1) \)-periodic function on \( \mathbb{R} \). It is easily seen that \( \{A_k(t)\}_{k=1}^{\infty} \) is uniformly bounded and \( A_k(t) \) converges to \( A(t) \) uniformly on any compact set in \( \mathbb{R} \).

For each \( k \geq 1 \), consider the \( 2(k + 1) \)-periodic equation

\[
\dot{x} = A_k(t)x.
\]
Note that \( A_k(t) \) is of cooperative tridiagonal form. Then Lemma 2.2(iii) implies that for each \( 0 \leq m \leq n - 1 \), there exists a solution \( x_m^{(k)}(t) \) defined on \( \mathbb{R} \) such that

\[
\sigma(x_m^{(k)}(t)) = m, \quad \text{for all } t \in \mathbb{R}.
\]
We normalize these solutions so that the initial points satisfy \( |x_m^{(k)}(0)| = 1 \).

Fix \( 0 \leq m \leq n - 1 \) and consider the sequence \( \{x_m^{(k)}(0)\}_{k=1}^{\infty} \). Then there exists a subsequence \( \{k'\} \) such that \( x_m^{(k')} (0) \to y_m \), with \( |y_m| = 1 \), as \( k' \to \infty \). Recall that \( \{A_{k'}(t)\} \) is uniformly bounded and tends to \( A(t) \) uniformly on any compact interval. By virtue of Growwall inequality, the corresponding solution \( x_m(t) \) of equation (1.3) with initial values \( x_m(0) = y_m \) satisfies that \( x_m^{(k')} (t) \to x_m(t) \) uniformly on any compact interval as \( k' \to \infty \).

We claim that \( x_m(t) \in \Lambda \) and \( \sigma(x_m(t)) \equiv m \) for all \( t \in \mathbb{R} \). Indeed, by Lemma 2.1(iii), one can find a \( t_0 > 0 \), such that \( x_m(t) \in \Lambda \) and \( \sigma(x_m(t)) = N_1 \) (resp. \( N_2 \)) for all \( t \geq t_0 \) (resp. \( t \leq -t_0 \)). On the other hand, using the openness of \( \Lambda \) and \( \lim_{k \to \infty} x_m^{(k)}(t_0) = x_m(t_0) \), we obtain that \( \sigma(x_m^{(k)}(t_0)) = N_1 \) and \( \sigma(x_m^{(k)}(-t_0)) = N_2 \) for all \( k \) sufficiently large. It then follows from Lemma 2.2(iii) that

\[
N_1 = N_2 = m \quad \text{for all } t \in \mathbb{R},
\]
which implies that \( x_m(t) \in \Lambda \) for all \( t \in \mathbb{R} \). This completes the proof. \( \square \)

For integers \( 0 \leq m \leq l \leq n - 1 \), we define the set

\[
W_{m,l}(A) = \{ x \in \mathbb{R}^n \setminus \{0\} \mid \text{the solution } x(t) \text{ of } (1.3) \text{ with } x(0) = x \\
satisfies } m \leq \sigma(x(t)) \leq l, \text{ whenever } x(t) \in \Lambda \cup \{0\}.
\]
Clearly, Proposition 2.3 implies that \( W_{m,l}(A) \) is a nonempty set. Moreover, we have

**Proposition 2.4.** The set \( W_{m,l}(A) \) is a linear subspace of \( \mathbb{R}^n \); and

\[
\dim(W_{m,l}(A)) = l - m + 1.
\]

**Proof.** Take \( x_0, y_0 \in W_{m,l}(A) \). Let \( x(t) \) and \( y(t) \) be nontrivial solutions of (1.3) with \( x(0) = x_0, y(0) = y_0 \) such that \( m \leq \sigma(x(t)), \sigma(y(t)) \leq l \), whenever \( x(t), y(t) \in \Lambda \). Since \( \sigma(\alpha x) = \sigma(x) \) for any \( x \in \Lambda \) and \( \alpha \neq 0 \), it suffices to show that

\[
m \leq \sigma(x(t) + y(t)) \leq l, \quad \text{whenever } x(t) + y(t) \in \Lambda.
\]

We only prove the upper bound \( l \), as the proof of the lower bound is similar.

To this end, by (ii)-(iii) of Lemma 2.1, suppose that there exists a \( t_0 \in \mathbb{R} \) such that

\[
x(t) + y(t) \in \Lambda \text{ and } \sigma(x(t) + y(t)) > l, \quad \text{for all } t \leq t_0.
\]

(2.1)

Since \( \Lambda \) is an open set, there exist a \( \delta_0 \in (0, 1) \) such that for any \( \delta \in [0, \delta_0] \),

\[
x(t_0) + (1 - \delta)y(t_0) \in \Lambda \text{ and } \sigma(x(t_0) + (1 - \delta)y(t_0)) = \sigma(x(t_0) + y(t_0)) > l.
\]

For each \( \delta \in [0, \delta_0] \), since \( x(t) + (1 - \delta)y(t) \) is a solution of (1.3), Lemma 2.1 (ii-iii) implies there exists a \( t_{\delta} \leq t_0 \) such that,

\[
\sigma(x(t) + (1 - \delta)y(t)) > l, \quad \text{for all } t \leq t_{\delta}.
\]

(2.2)

Now, let us fix a \( \delta \in (0, \delta_0] \). By virtue of (2.1) and (2.2), one can choose a sequence \( \{t_k\}_{k=1}^\infty \), satisfying \( \min\{t_0, t_{\delta}\} > t_k \to -\infty \), such that

\[
\sigma(x(t_k) + (1 - \delta)y(t_k)) > l \text{ and } \sigma(x(t_k) + y(t_k)) > l,
\]

for all \( k \geq 1 \). Recall that \( x_0, y_0 \in W_{m,l}(A) \), one may further assume that \( \sigma(x(t_k)), \sigma(y(t_k)) \leq l \) for all \( k \geq 1 \). Consequently, for each \( k \geq 1 \), there exist \( \delta_1(t_k) \in (0, 1 - \delta) \) and \( \delta_2(t_k) \in (0, 1) \) such that

\[
x(t_k) + \delta_1(t_k)y(t_k) \notin \Lambda \quad \text{and} \quad \delta_2(t_k)x(t_k) + y(t_k) \notin \Lambda.
\]

Now we define the following pair of relevant-sequences

\[
\tilde{z}_k = \frac{x(t_k) + \delta_1(t_k)y(t_k)}{|x(t_k)| + |y(t_k)|} \quad \text{and} \quad \tilde{w}_k = \frac{\delta_2(t_k)x(t_k) + y(t_k)}{|x(t_k)| + |y(t_k)|}.
\]
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Clearly, $\tilde{z}_k, \tilde{w}_k \notin \Lambda$ for all $k \geq 1$. Take a subsequence of $\{t_k\}$ if necessary, we may also assume that $\frac{x(t_k)}{|x(t_k)|+|y(t_k)|} \rightarrow \tilde{z}_s$, $\frac{y(t_k)}{|x(t_k)|+|y(t_k)|} \rightarrow \tilde{w}_s$, $\delta_1(t_k) \rightarrow \delta_1 \in [0, 1 - \delta]$ and $\delta_2(t_k) \rightarrow \delta_2 \in [0, 1]$, as $n \rightarrow \infty$. Then one obtains that $\tilde{z}_k \rightarrow \tilde{z}_s + \delta_1 \tilde{w}_s \triangleq z_s \notin \Lambda$ and $\tilde{w}_k \rightarrow \delta_2 \tilde{z}_s + \tilde{w}_s \triangleq w_s \notin \Lambda$ as $k \rightarrow \infty$, because $\Lambda$ is an open set. Moreover, the vector $(z_s, w_s) \neq (0, 0)$, since $0 \leq \delta_1 \leq 1 - \delta$ and $0 \leq \delta_2 \leq 1$. (Otherwise, it follows that $(\tilde{z}_s, \tilde{w}_s) = (0, 0)$, which yields that $1 = \frac{|x(t_k)|}{|x(t_k)|+|y(t_k)|} + \frac{|y(t_k)|}{|x(t_k)|+|y(t_k)|} \rightarrow |\tilde{z}_s| + |\tilde{w}_s| = 0$, a contradiction.)

Without loss of generality, we now assume that $z_s \neq 0$. For each $k \geq 1$, let

$$z_{t_k}(t) = \frac{x(t + t_k) + \delta_1 \cdot y(t + t_k)}{|x(t_k)| + |y(t_k)|}, \quad t \in \mathbb{R}.$$  

Clearly, $z_{t_k}(t)$ is a nontrivial solution of the equation

$$\dot{x} = A_{t_k}(t)x \triangleq A(t + t_k)x,$$

with the initial value $z_{t_k}(0) = \tilde{z}_k \rightarrow z_s$ as $k \rightarrow \infty$. Recall that $A(t)$ is bounded and uniformly continuous on $\mathbb{R}$. Then one can find a subsequence, still denoted by $\{t_k\}$, such that $A_{t_k}(t)$ converges to $A_s(t)$ uniformly on any compact interval as $k \rightarrow \infty$. Let $z_s(t)$ be the nontrivial solution of $\dot{x} = A_s(t)x$ with the initial value $z_s(0) = z_s \neq 0$. Then by Lemma 2.5 below, one can deduce that $z_s(s) \in \Lambda$ and $\sigma(z_s(s)) \equiv \text{const}$ for all $s \in \mathbb{R}$. In particular, $z_s = z_s(0) \in \Lambda$, a contradiction. Thus we have proved that $W_{m,l}(A)$ is a linear space.

Next we note that

$$\{0\} \subset W_{0,0}(A) \subset W_{0,1}(A) \subset \cdots \subset W_{0,n-1}(A),$$

due to the definition of $W_{m,l}(A)$ and Proposition 2.3. Since $W_{0,l}(A)$ is a linear space, in order to prove $\dim(W_{m,l}(A)) = l - m + 1$, it suffices to show that $\dim(W_{0,l}(A)) = l + 1$ for each $0 \leq l \leq n - 1$.

Note that $W_{k,k}(A) \subset W_{0,l}(A)$ for all $0 \leq k \leq l$ and the solutions $x_k(t) \in W_{k,k}(A)$, obtained in Proposition 2.3 are linearly independent. So, $\dim(W_{0,l}(A)) \geq l + 1$ (Otherwise, one may find some $0 \leq k \leq l$ with $x_k(t) = a_0x_0(t) + \cdots + a_{k-1}x_{k-1}(t)$, which implies that $x_k(t) \in W_{0,k-1}(A)$, contradicting that $x_k(t) \in W_{k,k}(A)$). On the other hand, suppose that $\dim(W_{0,l}(A)) > l + 1$. Then by induction one can deduce $\dim(W_{0,n-1}(A)) > n$, which contradicts the fact $\dim(W_{0,n-1}(A)) = n$. Thus we have proved that $\dim(W_{0,l}(A)) = l + 1$. 

\[\square\]
Lemma 2.5. Let $A(t)$ be in (1.3) and $A_t$ be the time $\tau$-shift of $A$, that is $A_t(t) = A(t+\tau)$. Let also $x(t)$ be a nontrivial solution of (1.3). If there exists a sequence $t_k \to \infty$ (or $t_k \to -\infty$) such that $x(t_k) \to x_* \neq 0$ and $A_{t_k}$ converges to $A_*(t)$ uniformly on any compact interval of $\mathbb{R}$, then the solution $x_*(t)$ of $\dot{x} = A_*(t)x$, with initial value $x_*(0) = x_*$, satisfies

$$x_*(t) \in \Lambda \quad \text{and} \quad \sigma(x_*(t)) \equiv \text{const},$$

for any $t \in \mathbb{R}$.

Proof. For each $t_k$, we first note that $x(t + t_k), t \in \mathbb{R}$, is a nontrivial solution of $\dot{x} = A_{t_k}(t)x$. It then follows from Grownwall inequality that $x(t + t_k)$ tends to $x_*(t)$ uniformly on any compact interval. So for any $s \in \mathbb{R}$ with $x_*(s) \in \Lambda$, the continuity of $\sigma$ implies that

$$\sigma(x_*(s)) = \lim_{n \to \infty} \sigma(x(s + t_n)) = N_1,$$

where the last equality is due to Lemma 2.1(iii). By the assumption on $A(t)$, it is easy to see that Lemma 2.1 holds for the solution $x_*(t)$ of the equation $\dot{x} = A_*(t)x$. Therefore, (2.3) yields that $x_*(t) \in \Lambda$ for any $t \in \mathbb{R}$, and hence $\sigma(x_*(t)) \equiv \text{const}$ for all $t \in \mathbb{R}$. \qed

Remark 2.6. By Proposition 2.4, for each $0 \leq m \leq n-1$, the solution $x_m(t)$ obtained in Proposition 2.3 is unique up to a constant multiple. As a consequence, we can normalize $x_m(t)$ so that $|x_m(0)| = 1$ and the first coordinate of $x_m(0)$ is positive. Hereafter we always use these normalized solutions in the following context.

We call the spaces $\{W_{m,l}(A)\}_{0 \leq m \leq l \leq n-1}$ and these normalized solutions $\{x_m(t)\}_{0 \leq m \leq n-1}$, Floquet spaces of (1.3) and Floquet solutions of (1.3), respectively.

3 Floquet Bundles and Exponential Separation

Based on the results obtained in previous section, we study in this section the following differential equations with parameter $y \in Y$:

$$\dot{x} = B(y \cdot t)x, \quad x \in \mathbb{R}^n, \quad y \in Y,$$

where $y \cdot t$ defines a flow on a compact metric space $(Y,d)$, and $B$ is a continuous matrix-valued function on $Y$. Moreover, $B(y)$ is assumed to be
cooperative tridiagonal for each \( y \in Y \). Moreover, we denote by \( \Phi(t, y) \) as
the principal fundamental matrix solution of \((3.1)\).

By Proposition 2.4 and Remark 2.6, one can obtain the Floquet spaces
\( W_{l,m}(y) \) and solutions \( x_m(t, y) \) associated with each \( y \in Y \), where \( 0 \leq l \leq m \leq n - 1 \). For brevity, we hereafter use the short
notations \( W_k(y) \) and \( x_m(y) \) instead of \( W_{k,k}(y) \) and \( x_m(0, y) \).

**Proposition 3.1.** For \( 0 \leq l \leq m \leq n - 1 \) and \( y \in Y \), we have

(i) \( W_m(y) = \text{span}\{x_m(y)\} \) and \( W_{l,m}(y) \) has the direct
sum decomposition
\[
W_{l,m}(y) = \oplus_{k=l}^m W_k(y);
\]

(ii) \( \Phi(t, y)W_{l,m}(y) = W_{l,m}(y \cdot t) \), for all \( t \in \mathbb{R} \);

(iii) \( W_{l,m}(y) \) varies continuously with \( y \in Y \) as a subspace of \( \mathbb{R}^n \).

**Proof.** (i) This is a direct corollary of the proof of Proposition 2.4.

(ii) Due to (i), it suffices to show that, for each \( 0 \leq k \leq n - 1 \),
\( \Phi(t, y)W_k(y) = W_k(y \cdot t) \) for all \( t \in \mathbb{R} \). Since \( W_k(y) = \text{span}\{x_k(y)\} \), we
only need to prove that \( x_k(t, y) \in W_k(y \cdot t) \). To see this, fix \( t \in \mathbb{R} \), note that
both \( x_k(t+s, y) \) and \( x_k(s, y \cdot t) \), as functions of \( s \), are nontrivial solutions of
\( \dot{x} = B(y \cdot (t+s))x \). Moreover, noticing \( \sigma(x_k(s, y \cdot t)) = k = \sigma(x_k(t+s, y)) \)
for all \( t \in \mathbb{R} \), it then follows from Remark 2.6 that there exists a real number
\( C \neq 0 \) such that
\[
x_k(t+s, y) = Cx_k(s, y \cdot t) \quad \text{for all } s \in \mathbb{R}.
\]

(iii) We only need to prove \( x_m(y) \) is continuous with \( y \in Y \) as an element
of \( \mathbb{R}^n \), for each \( 0 \leq m \leq n - 1 \). Fix \( 0 \leq m \leq n - 1 \) and let \( y_k \to y \) in \( Y \). Then
\( B(y_k \cdot t) \) converges to \( B(y \cdot t) \) uniformly for \( t \) in any compact interval. Given
any subsequence \( k' \) satisfying \( x_m(y_{k'}) \to x_*(\text{as } k' \to \infty) \), by
Grownwall inequality again, one has \( x_m(t, y_{k'}) \) converges to \( x(t, y) \) uniformly for \( t \) in
any compact interval, where \( x(t, y) \) is the solution of
\[
\dot{x} = B(y \cdot t)x,
\]

satisfying \( x(0, y) = x_* \), with \( |x_*| = 1 \) and \( (x_*)_1 \geq 0 \) (because \( x_m(y_{k'})_1 > 0 \)
from Remark 2.6). Moreover, since \( \sigma(x_m(t, y_{k'})) = m \) for all \( t \in \mathbb{R} \), we
apply Lemma 2.1 to \(x(t, y)\) and obtain that \(\sigma(x(t, y)) = m\) for all \(t \in \mathbb{R}\). It then follows from the statement of uniqueness in Remark 2.6 that \(x_m(t, y) = x_m(t, y)\) for all \(t \in \mathbb{R}\), which implies that \(x_m(y_k') \to x_s = x(0, y) = x_m(y)\) as \(k' \to \infty\). By arbitrariness of \(\{k'\}\), one has \(x_m(y_k) \to x_m(y)\) as \(k \to \infty\). This completes the proof.

Remark 3.2. As a matter of fact, one can further obtain that \(C = |x_k(t, y)|\) in (3.2). Indeed, since \((x_k(0, y \cdot t))_1 > 0, (x_k(t + s, y)_1 > 0\) and \(x_k(s, y \cdot t) \in \Lambda\) for all \(t, s \in \mathbb{R}\), it entails that \((x_k(t + s, y))_1, (x_k(s, y \cdot t))_1 > 0\) for all \(s \in \mathbb{R}\), and hence \(C > 0\). Moreover, \(C = |x_k(t, y)|\), because \(|x_k(0, y \cdot t)| = 1\). As a consequence,

\[
x_k(s, y \cdot t) = \frac{x_k(t + s, y)}{|x_k(t, y)|}, \quad \text{for all } s \in \mathbb{R}. \tag{3.3}
\]

Now let us define the linear skew-product flow \(\pi : \mathbb{R} \times \mathbb{R}^n \times Y \to \mathbb{R}^n \times Y\), associated with system (\(3.1\)) as

\[
\pi(t, x, y) = (\Phi(t, y)x, y \cdot t). \tag{3.4}
\]

For each \(0 \leq m \leq l \leq n - 1\), we write \(W_{m,l}(Y) = \bigcup_{y \in Y} W_{m,l}(y) \times \{y\}\) and call them Floquet bundles. Clearly, by Proposition 3.1 these bundles are \(\pi\)-invariant and \(m \leq \sigma(x) \leq l\), whenever \(x \in W_{m,l}(y) \cap \Lambda, y \in Y\). Moreover, it is easy to see that \(\mathbb{R}^n \times Y = W_{0,k}(Y) \oplus W_{k+1,n-1}(Y)\), where \(0 \leq k \leq n - 2\). In the following, we give the definition of exponential separation between invariant bundles (see [15, 18, 19] and references therein).

Definition 3.1. The ordered pair \((X_1, X_2)\) of complementary invariant subbundles of \(\mathbb{R}^n \times Y\) is said to be exponentially separated for \(\pi\) if there exist positive numbers \(K\) and \(\nu\) such that

\[
\frac{|\Phi(t, y)x_2|}{|\Phi(t, y)x_1|} \leq Ke^{-\nu t}, \quad t \geq 0, \tag{3.5}
\]

for all \(y \in Y\) and \(x_1 \in X_1(y), x_2 \in X_2(y)\) with \(|x_1| = |x_2| = 1\).

We now present the first main theorem in this section.

Theorem 3.3. For each \(0 \leq m \leq n - 2\), the pair of invariant subbundles \((W_{0,m}(Y), W_{m+1,n-1}(Y))\) is exponentially separated for \(\pi\).
Before we start to prove this Theorem, we need some basic conceptions and definitions.

Given a pair of \((X, \tilde{X})\) of complementary invariant subbundles of \(\mathbb{R}^n \times Y\). For any \(y \in Y\), denote by \(\Pi(y)\) (resp. \(\tilde{\Pi}(y)\)) the projection of \(\mathbb{R}^n\) on \(X(y)\) along \(\tilde{X}(y)\) (resp. on \(\tilde{X}(y)\) along \(X(y)\)). In particular, for each \(0 \leq m \leq n-2\) and the bundle pair \((W_{0,m}(Y), W_{m+1,n-1}(Y))\), we write as \(\Pi_m(y)\) (resp. \(\tilde{\Pi}_m(y)\)) the projection mapping \(\Pi(y)\) (resp. \(\tilde{\Pi}(y)\)).

For any \(x_1, x_2 \in \mathbb{R}^n\setminus\{0\}\), define the equivalence relation \(x_1 \sim x_2\) if and only if \(x_1 = \alpha x_2\) for some \(\alpha \in \mathbb{R}\) with \(\alpha \neq 0\). The equivalence class of \(x\) will be denoted by \([x]\). Then the linear skew-product flow \(\pi\) on \(\mathbb{R}^n \times Y\) induces in a natural way a projective flow \(\mathbb{P}_\pi : \mathbb{R} \times RP^{n-1} \times Y \to RP^{n-1} \times Y\) as

\[
(t, [x], y) \mapsto ([\Phi(t, y)x], y \cdot t),
\]

where \(RP^{n-1}\) is the real \((n-1)\)-dimensional projective space (see e.g. [22]).

Let \(M \subset RP^{n-1} \times Y\) be a closed invariant subset of \(\mathbb{P}_\pi\). \(M\) is called a uniformly positive attractor if it has a neighborhood \(U_0\) (called attracting neighborhood) such that, for any neighborhood \(V\) of \(M\), there is a \(T > 0\) such that \(\mathbb{P}_\pi(t, U_0) \subset V\) for all \(t > T\).

If \(W\) is a vector subbundle of \(\mathbb{R}^n \times Y\), then we denote by \(\mathbb{P}W\) the projective subbundle associated with \(W\). Moreover, the cone of angle \(h > 0\) about \(W\) is the set

\[
K(W, h) = \{ (x, y) \in \mathbb{R}^n \times Y \mid |\tilde{\Pi}(y)x| \leq h|\Pi(y)x| \}.
\]

If we put \(\mathbb{P}K(\mathbb{P}W, h) = \{ ([x], y) \in RP^{n-1} \times Y \mid (x, y) \in K(W, h), |x| \neq 0\}\), then \(\{\mathbb{P}K(\mathbb{P}W, h) : h > 0\}\) is a base of the neighborhoods of \(\mathbb{P}W\) in \(RP^{n-1} \times Y\) (See [2]).

**Lemma 3.4.** Let \(\pi : \mathbb{R} \times \mathbb{R}^n \times Y \to \mathbb{R}^n \times Y\) be the skew-product flow defined in (3.1). The ordered pair \((X, \tilde{X})\) of complementary invariant subbundles of \(\mathbb{R}^n \times Y\) is exponentially separated if and only if \(\mathbb{P}X\) is a uniformly positive attractor for the flow \(\mathbb{P}_\pi\) on \(RP^{n-1} \times Y\).

**Proof.** See Lemma 3 in [2].

The following lemma shows the uniqueness of exponential separation.

**Lemma 3.5.** If the ordered pairs \((X_1, \tilde{X}_1)\) and \((X_2, \tilde{X}_2)\) of complementary invariant subbundles of \(\mathbb{R}^n \times Y\) are exponentially separated and \(\dim(\tilde{X}_1) = \dim(\tilde{X}_2)\). Then

\[
X_1 = X_2 \quad \text{and} \quad \tilde{X}_1 = \tilde{X}_2.
\]
Proof. See \[14\] Lemma A.4.

Proof of Theorem 3.3. Take any \((x_0, y_0) \in \mathbb{P}W_{0,m}\). It follows from Lemma 2.1 that there is a \(\tau > 0\) such that \(\Phi(\tau, y_0)x_0 \in \Lambda\) and \(\sigma(\Phi(\tau, y_0)x_0) \leq m\). So, one can find a neighborhood \( V \) of \((x_0, y_0)\), with its closure \( \nabla \subset (\mathbb{R}^n \setminus \{0\}) \times Y \), such that \(\Phi(\tau, y)x \in \Lambda\) and \(\sigma(\Phi(\tau, y)x) \leq m\) for all \((x, y) \in V\). Moreover, one has

\[
\lim_{t \to \infty} \sigma(\Phi(t, y)z) \leq m, \quad \text{for all } z \in [x] \text{ and } ([x], y) \in \mathbb{P}V.
\]

By compactness of \(\mathbb{P}W_{0,m}\), we collect a finite neighborhoods \(\{\mathbb{P}V_i\}_{i=1}^k\) covering \(\mathbb{P}W_{0,m}\) in \(RP^{n-1} \times Y\), and denote their union by \(\mathcal{V} = \bigcup_{i=1}^k \mathbb{P}V_i\). Then

\[
\lim_{t \to \infty} \sigma(\Phi(t, y)z) \leq m, \quad \text{for all } z \in [x] \text{ and } ([x], y) \in \mathcal{V}. \tag{3.6}
\]

Since \(\{\mathbb{P}K(\mathbb{P}W_{0,m}, h) \mid h > 0\}\) is a base of the neighborhoods of \(\mathbb{P}W_{0,m}\), one can choose some small \(h_0 > 0\) such that

\[
\mathbb{P}K(\mathbb{P}W_{0,m}, h_0) \subset \mathcal{V},
\]

and hence (3.6) is satisfied for all \(z \in [x]\) and \(([x], y) \in \mathbb{P}K(\mathbb{P}W_{0,m}, h_0)\).

We claim that \(\mathbb{P}K(\mathbb{P}W_{0,m}, h_0)\) is attracting neighborhood of \(\mathbb{P}W_{0,m}\). In fact, by \[2\] Lemma 1, one only needs to show that given any \(([x], y) \in \mathbb{P}K(\mathbb{P}W_{0,m}, h_0)\) and any \(\varepsilon > 0\), there is a \(T = T([x], y, \varepsilon) > 0\) such that

\[
(\Phi(t, y)x, y \cdot t) \in K(W_{0,m}, \varepsilon), \quad \text{for all } t > T.
\]

To this end, suppose that there are some \(([x_0], y_0) \in \mathbb{P}K(\mathbb{P}W_{0,m}, h_0), \varepsilon_0 > 0\) and \(t_n \to \infty\), satisfying

\[
|\bar{\Pi}_m(y_0 \cdot t_n)\Phi(t_n, y_0)x_0| \geq \varepsilon_0|\Pi_m(y_0 \cdot t_n)\Phi(t_n, y_0)x_0|. \tag{3.7}
\]

Without loss of generality, we may assume that \(y_0 \cdot t_n \to y_\ast\) and \(\frac{\Phi(t_n, y_0)x_0}{|\Phi(t_n, y_0)x_0|} \to x_\ast \neq 0\). Similarly as the argument in the proof of Lemma 2.3, we obtain that \(\sigma(\Phi(t, y_\ast)x_\ast) \equiv m^\ast\) for all \(t \in \mathbb{R}\), which implies that \(\sigma(x_\ast) = m^\ast\). Noting that \(\sigma(x_\ast) = \lim_{n \to \infty} \sigma(\Phi(t_n, y_0)x_0)\), (3.6) implies that \(m^\ast \leq m\), and hence, \(\bar{\Pi}_m(y_\ast)x_\ast = 0\).

On the other hand, by letting \(t_n \to \infty\) in (3.7), it yields that

\[
|\bar{\Pi}_m(y_\ast)x_\ast| \geq \varepsilon_0|\Pi_m(y_\ast)x_\ast|.
\]
It then entails that $\Pi_m(y_s)x_s = \tilde{\Pi}_m(y_s)x_s = 0$, which means that $x_s = 0$, a contradiction. Thus we have completed the proof of the claim. Consequently, $\mathcal{P}W_{0,m}$ is a uniformly positive attractor of the flow $\mathcal{P}\pi$. Lemma 3.4 then implies that the $(W_{0,m}(Y),W_{m+1,n-1}(Y))$ is exponentially separated.

Now we go back to the parameterized linear equation (3.1). Fix $y \in Y$ and consider the vectors $x_0(y), \cdots, x_{n-1}(y)$ in Proposition 3.1. Then it is not difficult to see that their corresponding solutions $x_0(t,y), \cdots, x_{n-1}(t,y)$ are linearly independent. Thus for any solution $x(t,y)$ of equation (3.1), there exist constants $\hat{c}_0, \cdots, \hat{c}_{n-1}$ such that

$$x(t,y) = \hat{c}_0 x_0(t,y) + \cdots + \hat{c}_{n-1} x_{n-1}(t,y), \quad \text{for all } t \in \mathbb{R}.$$ 

On the other hand, by making use of (i) of Proposition 3.1 for $\cdot t$, one can also obtain functions $c_0(t), \cdots, c_{n-1}(t)$ such that

$$x(t,y) = c_0(t)x_0(y\cdot t) + \cdots + c_{n-1}(t)x_{n-1}(y\cdot t).$$

It then follows from (3.3) in Remark 3.2 that

$$c_m(t) = \hat{c}_m |x_m(t,y)|, \quad \text{for } m = 0, \cdots, n-1. \quad (3.8)$$

A direct calculation yields that

$$\frac{d}{dt} |x_m(t,y)| = \frac{x_m^T(t,y)B(y\cdot t)x_m(t,y)}{|x_m(t,y)|},$$

and hence, by (3.8),

$$\dot{c}_m(t) = \lambda_m(y\cdot t)c_m(t), \quad (3.9)$$

where,

$$\lambda_m(y\cdot t) = \frac{x_m^T(t,y)B(y\cdot t)x_m(t,y)}{|x_m(t,y)|^2}.$$ 

Clearly, $\lambda_m(y)$ is continuous on $Y$ for each $0 \leq m \leq n-1$. As a consequence, we have decoupled (3.1) into system of 1-D equations (3.9). Moreover, by Theorem 3.3, we have following estimate of the growth rate of such linear equations.

**Corollary 3.6.** Consider the linear skew product flow $\pi$ defined in (3.4). Then there exist constants $\beta \geq 0$ and $\gamma > 0$ such that

$$\int_s^t \lambda_{m+1}(y\cdot \tau) - \lambda_m(y\cdot \tau) \, d\tau \leq -\gamma (t-s) + \beta$$

for any $s \leq t$ and $m = 0, \cdots, n-2$. 
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We end this section by constructing the relation between the Floquet bundles and the Sacker-Sell spectral bundles of (3.11). Recall that \( \pi \) is the linear skew-product flow in (3.11). Let \( \lambda \in \mathbb{R} \) and define \( \pi_\lambda : \mathbb{R} \times \mathbb{R}^n \times Y \to \mathbb{R}^n \times Y \) by

\[
\pi_\lambda(t, y) = (\Phi_\lambda(t, y)x, y \cdot t),
\]

where \( \Phi_\lambda(t, y) = e^{-\lambda t} \Phi(t, y) \). It is easy to verify that \( \pi_\lambda \) is also a linear skew-product flow on \( \mathbb{R}^n \times Y \). We say \( \pi_\lambda \) admits an exponential dichotomy over \( Y \) if there is an invariant projector \( Q : \mathbb{R}^n \times Y \to \mathbb{R}^n \times Y \), i.e. \( \Phi_\lambda(t, y)Q(y) = Q(y \cdot t)\Phi_\lambda(t, y) \) and positive constants \( K \) and \( \alpha \) such that for all \( y \in Y \),

\[
|\Phi_\lambda(t, y)(1 - Q(y))| \leq Ke^{-\alpha t}, \quad t \geq 0,
\]

\[
|\Phi_\lambda(t, y)Q(y)| \leq Ke^{\alpha t}, \quad t \leq 0.
\]

\( \sum(Y) = \{ \lambda \in \mathbb{R} \mid (3.7, 8) \text{ has no Exponential Dichotomy over } Y \} \) is called the Sacker-Sell spectrum of (3.7) (or (3.3)) on \( Y \). Further, if \( Y \) is connected then its Sacker-Sell spectrum \( \sum(Y) \) is of the form (See [20, 21]): \( \sum(Y) = \bigcup_{i=0}^{l-1} [a_i, b_i] \), where \( [a_i, b_i] \) are intervals and they are ordered from right to left, that is, \( a_{l-1} \leq b_{l-1} < a_{l-2} \leq b_{l-2} < \cdots < a_0 \leq b_0 \). We hereafter denote by \( V_i \) the associated spectral bundle corresponds to the spectrum interval \( [a_i, b_i] \), for \( i = 0, \cdots, l - 1 \), that is,

\[
V_i(Y) = \{(x, y) \in \mathbb{R}^n \times Y \mid |\Phi(t, y)x| = o(e^{a_i^- t}) \text{ as } t \to -\infty,
\]

\[
|\Phi(t, y)x| = o(e^{b_i^+ t}) \text{ as } t \to \infty\},
\]

where \( a_i^-, b_i^+ \) are any numbers such that \( a_i^- < a_i \leq b_i < b_i^+ \). With these notations we present a more delicate decomposition of \( V_i(y) \).

**Corollary 3.7.** Fix \( 0 \leq i \leq l - 1 \). Then

\[
V_i(Y) = W_{N+1}(Y) \oplus \cdots \oplus W_{N+M}(Y),
\]

where \( N = \text{dim}(V_0(Y) \oplus \cdots \oplus V_{i-1}(Y)) \) and \( M = \text{dim} V_i(Y) \).

**Proof.** Fix \( 0 \leq i \leq l - 1 \). Note that the ordered spectral bundle pair \( (V_0(Y) \oplus \cdots \oplus V_{i-1}(Y), V_i(Y) \oplus \cdots \oplus V_{i-1}(Y)) \) is exponentially separated over \( Y \), with \( \text{dim}(V_0(Y) \oplus \cdots \oplus V_{i-1}(Y)) = N + 1 \). On the other hand, by Theorem [38], the ordered pair \( (W_{0,N}(Y), W_{N+1,n-1}(Y)) \) is also exponential separated.
By uniqueness (see Lemma 3.5), we obtain that $V_0(Y) \oplus \cdots \oplus V_{i-1}(Y) = W_{0,N}(Y)$ and $V_i(Y) \oplus \cdots \oplus V_{i-1}(Y) = W_{N-1,n-1}(Y)$. Similarly, we can also show that $V_0(Y) \oplus \cdots \oplus V_i(Y) = W_{0,N+M}(Y)$ and $V_{i+1}(Y) \oplus \cdots \oplus V_{i-1}(Y) = W_{N+M+1,n-1}(Y)$. Consequently, $V_i(Y) = (V_0(Y) \oplus \cdots \oplus V_i(Y)) \cap (V_i(Y) \oplus \cdots \oplus V_{n-1}(Y)) = W_{0,N+M}(Y) \cap W_{N+1,n-1}(Y) = W_{N+1}(Y) \oplus \cdots \oplus W_{N+M}(Y)$.

When there exists $1 \leq k \leq l-1$ such that $b_k < 0 < a_{k-1}$, then $\pi$ itself admits an exponential dichotomy over $Y$. Let $V^u(y) = V_0(y) \oplus \cdots \oplus V_k(y)$, $V^s(y) = V_{k+1}(y) \oplus \cdots \oplus V_{l-1}(y)$. $V^u(y)$ and $V^s(y)$ are called unstable space and stable spaces of (3.1) at $y \in Y$, respectively. By virtue of Corollary 3.7, one has

$$
\sigma(x) \leq \dim V^u(y) - 1, \quad \text{for } x \in V^u(y) \cap \Lambda,
$$

$$
\sigma(x) \geq \dim V^s(y), \quad \text{for } x \in V^s(y) \cap \Lambda,
$$

(3.11)

for each $y \in Y$.

Finally, we give the following Lemma due to the continuity of $V^{s,u}(y)$ with respect to $y$, which will be useful in the next section.

**Lemma 3.8.** Take any $y_1, y_2 \in Y$. If the distance $d(y_1, y_2)$ is sufficiently small, then $V^{s,u}(y_1) \oplus V^{u,s}(y_2) = \mathbb{R}^n$.

**Proof.** Let $Q(y)$ be the projections on $V^u(y)$ along $V^s(y)$. Since $Q$ is continuous about $y$, $V^u(y) = Q(y)\mathbb{R}^n$, $V^s(y) = (1 - Q(y))\mathbb{R}^n$ vary continuously with respect to $y$. Suppose that there are two sequence $\{y_1^n\}, \{y_2^n\} \subset Y$, satisfying $d(y_1^n, y_2^n) \to 0$ as $n \to \infty$, such that $V^s(y_1^n) \cap V^u(y_2^n) \neq \{0\}$ for any $n$. Without loss of generality, one may assume that $y_1^n \to y_*$ as $n \to \infty$ for any $i = 1, 2$. Then we can choose unit vectors $w_n \in V^s(y_1^n) \cap V^u(y_2^n)$. By letting $n \to \infty$, the continuity of $V^{u,s}(y)$ with respect to $y$ implies that there is a unit vector $w \in V^s(y_*) \cap V^u(y_*) = \emptyset$, a contradiction. Thus, we have proved that, for $y_1, y_2 \in Y$ with $d(y_1, y_2)$ sufficiently small, $V^s(y_1) \cap V^u(y_2) = \{0\}$. Note also that $V^s(y_2) \oplus V^u(y_2) = \mathbb{R}^n$ and $\dim V^u(y_2) = \dim V^u(y_1)$, we obtain that $V^s(y_1) \oplus V^u(y_2) = \mathbb{R}^n$. Similarly, one can prove $V^u(y_1) \oplus V^s(y_2) = \mathbb{R}^n$ provided that $d(y_1, y_2)$ sufficiently small. \qed
4 Nonlinear cooperative-competitive tridiagonal systems

In this section, we will apply the Floquet theory obtained in the previous sections to investigate the lifting property of $\omega$-limit sets of the nonautonomous tridiagonal system $(\mathbf{1.1}) + (\mathbf{1.2})$.

As we mentioned in the introduction, system $(\mathbf{1.1}) + (\mathbf{1.2})$ can be embedded into a skew-product flow $\Pi_t : \mathbb{R}^n \times H(f) \to \mathbb{R}^n \times H(f)$,

$$\Pi_t(x_0, g) \mapsto (x(t, x_0, g), g \cdot t),$$

where $x(t, x_0, g)$ is the solution of

$$\dot{x}_1 = g_1(t, x_1, x_2),$$
$$\dot{x}_i = g_i(t, x_{i-1}, x_i, x_{i+1}), \quad 2 \leq i \leq n-1;$$
$$\dot{x}_n = g_n(t, x_{n-1}, x_n),$$

with $x(0; x_0, g) = x_0 \in \mathbb{R}^n$, and $g = (g_1, \ldots, g_n) \in H(f)$. It is also easy to check that the following two properties:

(G1) $g$ is $C^1$-admissible;

(G2) $\frac{\partial g_i}{\partial x_{i+1}} \geq \varepsilon_0, \quad \frac{\partial g_i}{\partial x_i} \geq \varepsilon_0, \quad 1 \leq i \leq n-1, \ (t, x) \in \mathbb{R} \times \mathbb{R}^n,$

hold for each $g \in H(f)$.

Remark 4.1. For any $g \in H(f)$, Let $x(t, x_1, g)$ and $x(t, x_2, g)$ be distinct solutions of $(\mathbf{4.2})$ on $\mathbb{R}$. If we write $x(t) = x(t, x_1, g) - x(t, x_2, g)$, then Lemma 2.1 holds for such $x(t)$, in which the element $a_{ij}(t)$ of the matrix-valued function $A(t)$ can be written as

$$a_{ij}(t) = \int_0^1 \frac{\partial g_i}{\partial x_j}(t, (1-\tau)x(t, x_1, g) + \tau x(t, x_2, g))d\tau.$$

In this section, we will assume that $f$ is time-recurrent (i.e., the time translation flow $(H(f), \mathbb{R}), (g, t) \mapsto g \cdot t$ for $g \in H(f)$ and $t \in \mathbb{R}$ is minimal). This is satisfied, for instance, when $f$ is a uniformly almost periodic or, more generally, a uniformly almost automorphic function, whose definition is given as follows.

Definition 4.2. (1) A function $f \in C(\mathbb{R}, \mathbb{R}^n)$ is almost periodic if, for any $\varepsilon > 0$, the set $T(\varepsilon) := \{\tau : |f(t + \tau) - f(t)| < \varepsilon, \forall t \in \mathbb{R}\}$ is relatively
dense in \( \mathbb{R} \). \( f \) is almost automorphic if for any \( \{t_n\} \subset \mathbb{R} \) there is a subsequence \( \{t_{n_k}\} \) and a function \( g : \mathbb{R} \to \mathbb{R}^n \) such that \( f(t+t_{n_k}) \to g(t) \) and \( g(t-t_{n_k}) \to f(t) \) hold pointwise.

(2) A function \( f \in C(\mathbb{R} \times D, \mathbb{R}^n) \) is uniformly almost periodic or uniformly almost automorphic in \( t \) if \( f(t,u) \) is bounded and uniformly continuous on \( \mathbb{R} \times K \) for any compact subset \( K \subset D \), (i.e., \( f \) is admissible), and is almost periodic or almost automorphic in \( t \in \mathbb{R} \).

A subset \( K \subset \mathbb{R}^n \times H(f) \) is invariant if \( \Pi_t(K) = K \) for every \( t \in \mathbb{R} \). A subset \( K \subset \mathbb{R}^n \times H(f) \) is called minimal if it is compact, invariant and the only non-empty compact invariant subset of it is itself. Denote by \( p : \mathbb{R}^n \times H(f) \to H(f), (x_0,g) \mapsto g \) the natural flow homomorphism. An invariant compact set \( K \subset \mathbb{R}^n \times H(f) \) is called an almost 1-cover (resp. 1-cover) of \( H(f) \), if \( p^{-1}(g) \cap K \) is a singleton for at least one \( g \in H(f) \) (resp. for any \( y \in Y \)).

The following results, adopted from [29], have already showed the structure of general minimal sets and \( \omega \)-limit sets of \((\ref{4.1})\).

**Lemma 4.3.** (i) If \( E \subset \mathbb{R}^n \times H(f) \) is a minimal set of \((\ref{4.1})\), then \( E \) is an almost 1-cover of \( H(f) \);

(ii) Let \( E_1, E_2 \) be two minimal sets of \((\ref{4.1})\). Then for any \((x_i,g) \in E_i, i = 1,2, \) one has \( \sigma(x(t,x_1,g) - x(t,x_2,g)) = \text{const for all} \ t \in \mathbb{R} \).

(iii) Any \( \omega \)-limit set of \((\ref{4.1})\) contains at most two minimal sets.

**Proof.** See [29, Lemma 4.2, Theorems 3.6 and 4.4].

Motivated by the work of Shen and Yi [25, 26], we will utilize the obtained Floquet theory in Section 3 to improve the lifting property of the \( \omega \)-limit sets which are hyperbolic (see Definition 4.4 below).

Let \( Y \subset \mathbb{R}^n \times H(f) \) be a compact invariant set of \((\ref{4.1})\). For each \( y = (x_0,g) \in Y \), consider the linearized equation of \((\ref{4.2})\) along the orbit \( y \cdot t \triangleq \Pi_t(x_0,g) \):

\[
\dot{z} = B(y \cdot t)z, \quad t \in \mathbb{R}, \ z \in \mathbb{R}^n, \tag{4.3}
\]

where \( B(y \cdot t) = Dg(t, x(t, x_0, g)) \) is a matrix-valued function and of cooperative tridiagonal form.

**Definition 4.4.** A compact invariant set \( Y \subset \mathbb{R}^n \times H(f) \) of \((\ref{4.1})\) is called hyperbolic if \((\ref{4.3})\) admits an exponential dichotomy over \( Y \) and the corresponding projection \( Q \) satisfies \( \text{Im}Q(y) \neq \{0\} \) for all \( y \in Y \).
Now we are ready to state our main result as follows.

**Theorem 4.5.** Consider an \( \omega \)-limit set \( \omega(x_0, y_0) \subset \mathbb{R}^n \times H(f) \) of \((x_0, y_0) \in \mathbb{R}^n \times H(f)\). If \( \omega(x_0, y_0) \) is hyperbolic, then it is a 1-cover of \( H(f) \).

Theorem 4.5 immediately follows the lifting-property of hyperbolic omega-limit sets of two-dimensional competitive or cooperative systems:

**Corollary 4.6.** Consider the two-dimensional nonautonomous competitive (resp. cooperative) system

\[
\begin{align*}
\dot{x}_1 &= f_1(t, x_1, x_2), \\
\dot{x}_2 &= f_2(t, x_1, x_2),
\end{align*}
\]

where \( f = (f_1, f_2) \) is a \( C^1 \)-admissible and time-recurrent function satisfying

\[
\frac{\partial f_i}{\partial x_j}(t, x) \leq -\varepsilon_0 < 0 \quad \text{(resp. } \frac{\partial f_i}{\partial x_j}(t, x) \geq \varepsilon_0 > 0) \quad 1 \leq i \neq j \leq 2,
\]

for all \((t, x) \in \mathbb{R} \times \mathbb{R}^2\). Let \((x, y) \in \mathbb{R}^2 \times H(f)\) be such that its orbit \( \Pi_t(x, y)(t \geq 0) \) is bounded. If the omega-limit set \( \omega(x, y) \) is hyperbolic, then \( \omega(x, y) \) is a 1-cover of \( H(f) \).

**Remark 4.7.** Theorem 4.5 is a natural generalization of the results of Smillie [27] and Smith [28]. Moreover, in a certain sense, it also extends to higher dimension (\( n \geq 3 \)) the results in spatially homogeneous cases by Hetzer and Shen [8], who investigated the dynamics of two-dimensional competitive or cooperative almost periodic systems. In particular, Corollary 4.6 generalizes the results of de Mottoni and Schiaffino [16] and Hale and Somolinos [6], who proved that all solutions of two-dimensional \( T \)-periodic competitive or cooperative systems are asymptotic to \( T \)-periodic solutions. See also [9] and [24] for extensions of this work.

In order to prove our main results, we first proceed with the characterization of the integer-valued function \( \sigma \) on the local invariant manifolds of hyperbolic invariant sets. Our approach is motivated by [25, 26]. However, as mentioned in the introduction, we still need more delicate trick to overcome the difficulties that there is no direct characteristic for the critical phase-points which are not in \( \Lambda \) (See below the detail in the proof of Theorem 4.5), while for the zero-crossing number, the standard characteristic of \( u(\xi) = u_+(\xi) = 0 \), for some \( \xi \), can be directly used to analyze such critical situation (see, e.g [25, Theorem 4.8]).
Let $Y \subset \mathbb{R}^n \times H(f)$ be a hyperbolic compact invariant set of (4.1). For any $y = (x_0, g) \in Y$, let $z = x - x(t, x_0, g)$. Then $z$ satisfies the nonlinear equation
\[
\dot{z} = B(y \cdot t)z + G(z, y \cdot t),
\] (4.5)
where $B(y \cdot t)$ is as in (4.3) and $G(z, y \cdot t) = O(|z|^2)$. Noticing that system (4.3) admits an exponential dichotomy over $Y$, it follows from standard invariant manifold theory (see [3, 7, 25, 30]) that system (4.5) possesses for each $y \in Y$ a local stable manifold $W^s(y)$ and a local unstable manifold $W^u(y)$; and one can find a constant $C > 0$ such that for any $y \in Y$ and $x_s \in W^s(y), x_u \in W^u(y)$,
\[
\begin{align*}
|\Psi_t(x_s, y)| & \leq Ce^{-(\alpha/2)t}|x_s| \quad \text{for} \ t \geq 0, \\
|\Psi_t(x_u, y)| & \leq Ce^{(\alpha/2)t}|x_u| \quad \text{for} \ t \leq 0,
\end{align*}
\] (4.6)
where $\Psi_t(\cdot, y)$ is the solution operator of (4.5). Moreover, they are overflowing invariant in the sense that
\[
\begin{align*}
\Psi_t(W^s(y), y) & \subseteq W^s(y \cdot t) \quad \text{for} \ t \gg 1, \\
\Psi_t(W^u(y), y) & \subseteq W^u(y \cdot t) \quad \text{for} \ t \ll -1.
\end{align*}
\] (4.7)
Now for each $y = (x_0, g) \in Y$, we define
\[
\begin{align*}
M^s(y) & \triangleq \{x \in \mathbb{R}^n | x - x_0 \in W^s(y)\}, \\
M^u(y) & \triangleq \{x \in \mathbb{R}^n | x - x_0 \in W^u(y)\}.
\end{align*}
\]
Then $M^s(y)$ and $M^u(y)$ are overflowing invariant to (4.2), that is
\[
\begin{align*}
x(t, M^s(y), g) & \subseteq M^s(y \cdot t) \quad \text{for} \ t \gg 1, \\
x(t, M^u(y), g) & \subseteq M^u(y \cdot t) \quad \text{for} \ t \ll -1.
\end{align*}
\]
We also note that if $Y$ is moreover connected then $\dim M^{u,s}(y) = \dim V^{u,s}(y)$ are positive integers independent of $y \in Y$, here $V^{u,s}(y)$ are the unstable/stable subspace of (4.3), defined in the end of last section.

**Lemma 4.8.** Let $Y \subset \mathbb{R}^n \times H(f)$ be a connected compact hyperbolic invariant set of (4.1). Then, for $(x_1, g), (x_2, g) \in Y$ with $|x_1 - x_2|$ being sufficiently small, one has $M^s(x_1, g) \cap M^u(x_2, g) \neq \emptyset$.

**Proof.** By the standard invariant manifold theory (see [3, 7, 25, 30]), for each $y = (x_0, g) \in Y$, there are $C^1$ functions $h^s(\cdot, y) : V^s(y) \to V^u(y)$
and \( h^u(\cdot, y) : V^u(y) \to V^s(y) \) such that \( h^{s,u}(z, y) = o(|z|), \quad |(\partial h^{s,u}/\partial z)(z, y)| \leq C_0 < 1 \) for \( z \in V^{s,u}(y) \), and

\[
M^s(y) = x_0 + W^s(y) = \{ x_0 + x^s + h^s(x^s, y) | x^s \in V^s(y) \cap B_{\delta_*(x_0)} \},
\]

\[
M^u(y) = x_0 + W^u(y) = \{ x_0 + x^u + h^u(x^u, y) | x^u \in V^u(y) \cap B_{\delta_*(x_0)} \},
\]

where \( B_{\delta_*(x_0)} = \{ x \in \mathbb{R}^n : |x - x_0| < \delta_* \} \) for some \( \delta_* > 0 \).

By Lemma 3.8, one can find a small \( \delta_1 \in (0, \delta_*) \) such that if \( |x_1 - x_2| < \delta_1 \), then \( V^s(x_1, g) \cap V^u(x_2, g) = \mathbb{R}^n \). For such \( x_1 \) and \( x_2 \), define a function

\[
k : (x_1, x_2, V^s(x_1, g) \oplus V^u(x_2, g)) \to \mathbb{R}^n,
\]

by

\[
k(x_1, x_2, x_1^*, x_2^*) = x_1 + x_1^* + h^s(x_1^*, (x_1, g)) - (x_2 + x_2^* + h^u(x_2^*, (x_2, g)))
\]

for any \( x_1^* \in V^s(x_1, g) \) and \( x_2^* \in V^u(x_2, g) \).

Note that \( k(x, x, 0, 0) = 0 \) and \( \partial k/\partial x_1^* = I + \partial h^s/\partial x_1^* \) is invertible. By implicit function theorem, one can find a \( \delta \in (0, \delta_1) \) such that, for each \( x_1, x_2 \in \mathbb{R}^n \) with \( |x_1 - x_2| < \delta \) and \( x_2^* \in V^u(x_2, g) \) with \( |x_2^*| < \delta \), there is a unique \( x_1^* \in V^s(x_1, g) \) with \( |x_1^*| < \delta \) such that \( k(x_1, x_2, x_1^*, x_2^*) = 0 \) holds. Therefore, by (4.8) and the representation of \( M^{s,u}(y) \) in the above, one obtains that \( M^s(x_1, g) \cap M^u(x_2, g) \neq \emptyset \) whenever \( |x_1 - x_2| \) sufficiently small. We have completed the proof.

Theorem 4.9. Let \( Y \subset \mathbb{R}^n \times H(f) \) be a connected compact hyperbolic invariant set of (3.11). Denote \( N = \dim M^u(Y) \). Then for any \( y = (x_0, g) \in Y \) and \( x^* \in M^s(y) \setminus \{ x_0 \} \) (resp. \( x^* \in M^u(y) \setminus \{ x_0 \} \)), one has \( \sigma(x^* - x_0) \geq N \) (resp. \( \sigma(x^* - x_0) \leq N - 1 \)), whenever \( x^* - x_0 \in \Lambda \) (resp. \( x^* - x_0 \in \Lambda \)).

Proof. We prove only for the unstable case and the stable case is similar.

For any \( y = (x_0, g) \) and \( x^* \in M^u(y) \setminus \{ x_0 \} \), let \( x(t) = x(t, x^*, g) - x(t, x_0, g) \). Since \( x(0) = x^* - x_0 \in W^u(y) \), we have \( x(t) \in W^u(y \cdot t) \) for \( t \ll -1 \) by (4.7), and hence

\[
x(t) = x_0^u(x(t), y \cdot t) + h^u(x_0^u(x(t), y \cdot t), y \cdot t)
\]

for \( t \ll -1 \), where \( x_0^u(x(t), y \cdot t) \in V^u(y \cdot t) \) and \( h^u \) is the \( C^1 \)-function defined in the proof of the above Lemma. Choose any sequence \( t_n \to -\infty \) such that \( y \cdot t_n \to y^* = (x^*, g^*) \). By virtue of the contracting property of \( W^u(y \cdot t) \) in the reverse time, it follows that

\[
\lim_{n \to \infty} \frac{x(t_n)}{|x(t_n)|} = \lim_{n \to \infty} \frac{x_0^u(x(t_n), y \cdot t_n)}{|x_0^u(x(t_n), y \cdot t_n)|} = x^* \in V^u(y^*).
\]
Proof. Suppose that there is a pair \((y, y^*)\) (i.e., \((y, y^*)\) with \(y\) replaced by \(y^*)\). Then \(\Phi(t, y^*)x^*\) is a solution of \((\ref{4.3})\). Moreover, for each \(t \in \mathbb{R}\), one has \(x(t + t_n)/|x(t + t_n)| \to \Phi(t, y^*)x^*/|\Phi(t, y^*)x^*|\) as \(n \to \infty\). By Lemma \(2.1\) there exists a \(t_0 < 0\) such that \(\Phi(t_0, y^*)x^* \in \Lambda\). Consequently, \(x(t_0 + t_n) \in \Lambda\) and \(\sigma(x(t_0 + t_n)) = \sigma(\Phi(t_0, y^*)x^*)\) for all \(n\) sufficiently large. Note also that \(\Phi(t_0, y^*)x^* \in V^u(y^* \cdot t_0)\). Then by \((\ref{3.11})\), one obtains that \(\sigma(x(t_0 + t_n)) \leq N - 1\) for all \(n\) sufficiently large.

Now recall that \(x(t) = x(t, x^*, g) - x(t, x_0, g)\). By virtue of Remark \(4.1\) (hence Lemma \(2.1\) holds for such \(x(t)\)), we have \(\sigma(x^* - x_0) = \sigma(x(0)) \leq \sigma(x(t_0 + t_n)) \leq N - 1\), whenever \(x^* - x_0 \in \Lambda\). Thus we have completed the proof.

\(\square\)

\textbf{Definition 4.10.} Assume that \(Y \subset \mathbb{R}^n \times H(f)\) is a compact invariant set of \((\ref{4.11})\). A pair \((x_1, g), (x_2, g)\) \(\in Y\) is said to be one-sided fiber distal if
\[
\inf_{t \in \mathbb{R}^+} |x(t, x_1, g) - x(t, x_2, g)| > 0 \quad \text{or} \quad \inf_{t \in \mathbb{R}^-} |x(t, x_1, g) - x(t, x_2, g)| > 0.
\]

\textbf{Lemma 4.11.} Let \(Y \subset \mathbb{R}^n \times H(f)\) be a connect and compact hyperbolic invariant set of \((\ref{4.11})\). Then all pairs in \(Y\) are one-sided fiber distal.

\textit{Proof.} Suppose that there is a pair \(\{(x_1, g_0), (x_2, g_0)\}\) \(\in Y\) with
\[
\inf_{t \in \mathbb{R}^\pm} |x(t, x_1, g_0) - x(t, x_2, g_0)| = 0.
\]

By virtue of Remark \(4.11\) there exists some \(t_0 \in \mathbb{R}\) such that \(x(t_0, x_1, g_0) - x(t_0, x_2, g_0) \in \Lambda\). Then we can choose an \(\varepsilon > 0\) so small that \(x(t_0, x_1, g_0) - x(t_0, x_2, g_0) + \varepsilon \in \Lambda\); and moreover,
\[
\sigma(x(t_0, x_1, g_0) - x(t_0, x_2, g_0) + \varepsilon) = \sigma(x(t_0, x_1, g_0) - x(t_0, x_2, g_0)) \tag{4.9}
\]
whenver \(x \in \mathbb{R}^n\) with \(|x| < \varepsilon_0\). Choose two sequences \(t_k \to \infty, s_k \to -\infty\) (\(k \to \infty\)) such that
\[
|x(t_k, x_1, g_0) - x(t_k, x_2, g_0)| \to 0
\]
and
\[
|x(s_k, x_1, g_0) - x(s_k, x_2, g_0)| \to 0,
\]
as \(k \to \infty\). Consequently, Lemma \(4.8\) implies that for each \(k\) sufficiently large, one can find
\[
x^+_k \in M^s(x(t_k, x_1, g_0), g_0 \cdot t_k) \cap M^u(x(t_k, x_2, g_0), g_0 \cdot t_k)
\]
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and

\[ x^k_+ \in M^s(x(s_k, x_1, g_0), g_0 \cdot s_k) \cap M^u(x(s_k, x_2, g_0), g_0 \cdot s_k). \]

Using the fact of \( x^k_+ \in M^u(x(t_k, x_2, g_0), g_0 \cdot t_k), \) \( x^k_- \in M^s(x(s_k, x_1, g_0), g_0 \cdot s_k) \) and \( \text{(1.6)} \), we readily get

\[
|x(s, x^k_+, g_0 \cdot t_k) - x(s, x(t_k, x_2, g_0), g_0 \cdot t_k)| \leq C e^{(\alpha/2)s} |x^k_+ - x(t_k, x_2, g_0)|,
|x(t, x^k_-, g_0 \cdot s_k) - x(t, x(s_k, x_1, g_0), g_0 \cdot s_k)| \leq C e^{-(\alpha/2)s} |x^k_- - x(s_k, x_1, g_0)|,
\]

for any \( s \leq 0, t \geq 0 \) and \( k \) sufficiently large. In particular, we choose \( s = t_0 - t_k < 0 \) and \( t = t_0 - s_k > 0 \). Then one can find some \( k_0 \) sufficiently large such that

\[
|x(t_0 - t_{k_0}, x^k_+, g_0 \cdot t_{k_0}) - x(t_0, x_2, g_0)| < \varepsilon_0
\]

and

\[
|x(t_0 - s_{k_0}, x^k_-, g_0 \cdot s_{k_0}) - x(t_0, x_1, g_0)| < \varepsilon_0.
\]

Hence, by \( \text{(1.9)} \), one has

\[
\sigma(x(t_0, x_1, g_0) - x(t_0, x_2, g_0)) \\
= \sigma(x(t_0, x_1, g_0) - x(t_0, x_2, g_0) \\
+ x(t_0, x_2, g_0) - x(t_0 - t_{k_0}, x^k_+, g_0 \cdot t_{k_0})) \\
= \sigma(x(t_0, x_1, g_0) - x(t_0 - t_{k_0}, x^k_+, g_0 \cdot t_{k_0})) \\
\geq \sigma(x(t_{k_0}, x_1, g_0) - x^k_+) \\
\geq N,
\]

where the first inequality comes from Remark \( \text{(4.1)} \) and Lemma \( \text{(2.1)} \), and the last inequality is due to \( x^k_+ \in M^s(x(t_{k_0}, x_1, g_0), g_0 \cdot t_{k_0}) \) and Theorem \( \text{(4.7)} \) Similarly, one can also obtain that

\[
\sigma(x(t_0, x_1, g_0) - x(t_0, x_2, g_0)) \\
= \sigma(x(t_0, x_1, g_0) - x(t_0, x_2, g_0) \\
+ x(t_0 - s_{k_0}, x^k_-, g_0 \cdot s_{k_0}) - x(t_0, x_1, g_0)) \\
= \sigma(x(t_0 - s_{k_0}, x^k_-, g_0 \cdot s_{k_0}) - x(t_0, x_2, g_0)) \\
\leq \sigma(x(s_{k_0}, x_2, g_0) - x^k_-) \\
\leq N - 1,
\]

where the last inequality is due to \( x^k_- \in M^u(x(s_{k_0}, x_2, g_0), g_0 \cdot s_{k_0}) \). Thus we have obtained a contradiction, which implies that any pair in \( Y \) is one-sided fiber distal. \( \square \)
**Proposition 4.12.** Let $E \subset \mathbb{R}^n \times H(f)$ be a hyperbolic minimal set of $(f, 1)$. Then $E$ is a 1-cover of $H(f)$.

**Proof.** Suppose that $E$ is just an almost 1-cover (not a 1-cover) of $H(f)$. Then it follows from minimality of $H(f)$ that there is no one-sided fiber distal pair on $E$, which contradicts Lemma 4.11. □

**Proof of Theorem 4.3.** According to Proposition 4.12, it suffices to show that $\omega(x_0, g_0)$ is minimal. To this end, we suppose that $\omega(x_0, g_0)$ is not minimal. Then Lemma 4.3(iii) implies that $\omega(x_0, g_0)$ can be written as $\omega(x_0, g_0) = E_1 \cup E_2 \cup E_{12}$, where $E_i (i = 1, 2)$ are minimal sets (and hence, they are 1-covers of $H(f)$ by Proposition 4.12). Since $\omega(x, g)$ is connected, $E_{12} \neq \emptyset$. Moreover, for any $(x, g) \in E_{12}$, one has

$$\omega(x, g) \cap (E_1 \cup E_2) \neq \emptyset \quad \text{and} \quad \alpha(x, g) \cap (E_1 \cup E_2) \neq \emptyset. \quad (4.10)$$

If $E_1 = E_2$, then we pick an $(x_{12}, g) \in E_{12}$ and let $(x_1, g) = E_1 \cap p^{-1}(g)$. By virtue of (4.10), $(x_{12}, g)$ and $(x_1, g)$ is not one-sided fiber pair, which contradicts Lemma 4.11. If $E_1 \neq E_2$, then again we pick an $(x_{12}, g) \in E_{12}$ and let $(x_i, g) \in E_i \cap p^{-1}(g)$ for $i = 1, 2$. Due to the same reason in the above paragraph, we may assume without loss of generality that $\omega(x_{12}, g) \cap E_1 \neq \emptyset$ and $\alpha(x_{12}, g) \cap E_2 \neq \emptyset$. Since $E_i (i = 1, 2)$ are 1-covers of $H(f)$, it is easily seen that $|x(t, x_{12}, g) - x(t, x_1, g)| \to 0$ as $t \to \infty$, and $|x(t, x_{12}, g) - x(t, x_2, g)| \to 0$ as $t \to -\infty$. As a consequence, $x(t, x_{12}, g) \in M^s(\Pi_t(x_1, g))$ for all $t$ sufficiently positive, and $x(t, x_{12}, g) \in M^s(\Pi_t(x_2, g))$ for all $t$ sufficiently negative. It then follows from Theorem 4.9 and Remark 4.1 that, for any $t \in \mathbb{R}$,

$$\sigma(x(t, x_{12}, g) - x(t, x_1, g)) \geq N, \quad (4.11)$$

whenever $x(t, x_{12}, g) - x(t, x_1, g) \in \Lambda$, and

$$\sigma(x(t, x_{12}, g) - x(t, x_2, g)) \leq N - 1, \quad (4.12)$$

whenever $x(t, x_{12}, g) - x(t, x_2, g) \in \Lambda$. Here $N = \dim M^u(x_1, g) = M^u(x_2, g)$.

As mentioned in Remark 4.1, $z(t) \equiv x(t, x_2, g) - x(t, x_1, g)$ is a nontrivial solution of the linear equation $\dot{z} = B(t)z$. Here $B(t) = \int_0^1 Dg(t, (1 - \tau)x(t, x_1, g) + \tau x(t, x_2, g))d\tau$, which is a cooperative tridiagonal matrix. Moreover, $B(t)$ is bounded and uniformly continuous on $\mathbb{R}$, because $g$ is $C^1$-admissible and $(x_i, g) \in E_i$ with $E_i$ being a 1-cover for $i = 1, 2$. 26
Now we claim that there exist positive numbers $T, \delta > 0$ such that

$$z(t) \in \Lambda_{\delta} \triangleq \{x \in \Lambda : \text{dist}(x, \Lambda^c) > \delta\}$$

for all $|t| > T$, where $\Lambda^c$ is the complement of $\Lambda$ in $\mathbb{R}^n$. Otherwise, there exists a sequence $t_n \to \infty$ (or $t_n \to -\infty$) such that

$$\text{dist}(z(t_n), \Lambda^c) \to 0 \quad \text{as} \quad n \to \infty.$$ 

Note $x_i \in E_i, i=1,2$. One can choose a subsequence still denoted by $t_n$ such that $x(t_n, x_1, g) \to w_i \in E_i$. Let $z_* = w_1 - w_2 \neq 0$. Then $z(t_n) \to z_*$ as $n \to \infty$. Moreover, $z_* \notin \Lambda$. By the boundedness and uniform continuity of $B(t)$, we may assume without loss of generality that $B(t + t_n)$ converges to $B_*(t)$ uniformly on any compact interval of $\mathbb{R}$. Then it follows from Lemma 2.5 that the solution $z_*(t)$ of $\dot{z} = B_*(t)z$, with initial value $z_*(0) = z_*$ satisfies $z_*(t) \in \Lambda$ for all $t \in \mathbb{R}$, a contradiction to $z_* \notin \Lambda$. Thus we have proved the claim. As a consequence, it entails that

$$z(t) + y \in \Lambda, \quad (4.13)$$

whenever $|y| < \frac{\delta}{2}$ and $|t| > T$.

Recalling that $|x(t, x_{12}, g) - x(t, x_1, g)| \to 0$ as $t \to \infty$, it then follows from (4.11) and (4.13) that

$$\sigma(z(t)) = \sigma(x(t, x_2, g) - x(t, x_1, g) + x(t, x_1, g) - x(t, x_{12}, g))$$

$$= \sigma(x(t, x_2, g) - x(t, x_{12}, g))$$

$$\leq N - 1,$$

for all $t$ sufficiently positive. On the other hand, by (4.12) and (4.13) one can similarly get that

$$\sigma(z(t)) = \sigma(x(t, x_2, g) - x(t, x_1, g) + x(t, x_{12}, g) - x(t, x_2, g))$$

$$= \sigma(x(t, x_{12}, g) - x(t, x_1, g))$$

$$\geq N,$$

for all $t$ sufficiently negative. Hence, we have obtained a contradiction to Lemma 4.3(ii), which completes the proof of the minimality of $\omega(x_0, g_0)$. \qed
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