Linear spin wave theory for single-Q incommensurate magnetic structures
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Abstract

Linear spin wave theory provides the leading term in the calculation of the excitation spectra of long-range ordered magnetic systems as a function of $1/\sqrt{S}$. This term is acquired using the Holstein–Primakoff approximation of the spin operator and valid for small $\delta S$ fluctuations of the ordered moment. We propose an algorithm that allows magnetic ground states with general moment directions and single-Q incommensurate ordering wave vector using a local coordinate transformation for every spin and a rotating coordinate transformation for the incommensurability. Finally we show, how our model can determine the spin wave spectrum of the magnetic C-site langasites with incommensurate order.
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1. Introduction

Linear spin wave theory (LSWT) was first introduced by Bloch [1] and independently by Slater [2]. The description using second quantization of bosonic operators was developed by Holstein and Primakoff [3] with subsequent theoretical development by Dyson [4, 5] to described spin-wave interactions. The concept of spin waves was a milestone in understanding the magnetic correlations in ordered systems. However after decades, the focus was moved onto new areas in magnetism as new theory and materials were developed. One of the main area of recent interest is frustrated magnetism. Frustration leads to exciting novel states of matter such as spin ice [6, 7], spin liquid [8] and multiferroic phases [9]. The competing nature of the interactions often leads to non-collinear magnetic structures with incommensurate order. To identify possible exchange pathways and energies in these materials, modeling the magnetic excitation spectrum is essential. Linear spin wave theory combined with neutron and high-resolution resonant inelastic x-ray scattering [10] provide a powerful toolset to understand the magnetic interactions in these materials in full details.

The spin wave excitations of long range ordered magnetic systems are well understood, however dealing with large magnetic unit cells, several competing spin–spin interactions and incommensurate magnetic order are still challenging due to the lack of a general algorithm. Petit [11] and Haraldsen et al [12] both developed a general spin wave theory, limited to commensurate magnetic structures with canted spins and isotropic exchange interactions. Their formalism can be applied with limitations to incommensurate order, by extending the magnetic unit cell to approximate the incommensurate magnetic ordering wave vector with a rational number. Here we propose an extension to his method, where the magnetic ordering wave vector can be arbitrary. The proposed method gives substantial simplification of the calculation. Also, since the number of spin wave modes are reduced, it facilitates our understanding of the type of correlation belonging to a certain spin wave mode. Also the formalism can provide a good starting point for higher order calculation in incommensurate structures as a function of $1/\sqrt{S}$. Recently it was shown how higher order terms in the spin wave expansion can lead to substantial magnon decay and...
finite lifetime in non-collinear magnets [13, 14]. Additionally we generalize our method to arbitrary anisotropic exchange interactions including the Dzyaloshinskii–Moriya interaction.

The algorithm of the proposed method is implemented in the open source Matlab toolbox called SpinW [15]. The code can solve the linear spin wave problem both numerically and analytically.

The structure of the paper is the following. We introduce first the general magnetic Hamiltonian in section 2, then we proceed step-by-step to produce the normal spin wave modes, dynamical structure factor and the sublattice magnetization. In section 4 the range of solvable magnetic ground state structures will be described. In order to solve incommensurate spin waves, the exchange interactions have to fulfill certain symmetries discussed in section 5. Using the Holstein–Primakoff transformation, the magnetic Hamiltonian is transformed into a quadratic form of bosonic operators in section 6 where also external magnetic field is introduced. The quadratic form is diagonalized using the Bogoliubov transformation in section 7 with the less well known numerical method of Colpa [16]. The diagonalized Hamiltonian contains the dispersion relations of the normal spin wave mode. In section 8 the spin–spin correlation functions are extracted and the magnetization of each sublattice are calculated in section 9. Section 10 describes how the method can be converted into an algorithm. Finally, the general solution of the spin wave spectrum for magnetic C-site langasites is calculated in section 11 followed by a summary in section 12.

2. Magnetic hamiltonian

We would like to solve the most general magnetic Hamiltonian of interacting localized magnetic moments on a periodic lattice using LSWT. To accomplish this, a method is necessary that can deal with Hamiltonians where the quadratic spin exchange interactions are expressed with $3 \times 3$ matrices. In this case the exchange of two spins will be a matrix product $S_j^T J S_i$, where $S_i$ is a $3 \times 1$ column vector of the spin operators $\{ S_i^z, S_i^y, S_i^x \}$ of site $i$ and $J$ is the exchange matrix coupling the two sites. This matrix formalism includes the isotropic exchange (diagonal matrix), Dzyaloshinskii–Moriya exchange (asymmetric matrix) and different anisotropic interactions (for example the Kitaev-exchange [17]). The single ion anisotropy can be described in a similar manner using the $S_j^T A S_i$ expression. As an example easy-axis anisotropy along the $x$-axis is represented by a matrix, whose only non-zero element is the first diagonal with the negative easy axis energy. Similarly any local easy axis direction can be defined by the appropriate coordinate transformation of the anisotropy matrix. Including the external magnetic field and $g$-tensor, we propose to solve the following Hamiltonian:

$$
H = \sum_{m,n} S_{mi}^T J_{mi,n} S_{nj} + \sum_{m} S_{mi}^T A_{mi} S_{mi} + \mu_B H^T \sum_{m} g_{B} S_{mi}.
$$

The indices $m, n$ are indexing the crystallographic unit cell (running from 1 to $N$), $H$ is the external magnetic field column vector, $\mu_B$ is the Bohr magneton. This Hamiltonian can describe the magnetic properties of many Mott insulators.

3. General idea of the solution

Petit [11] calculated the general solution of equation (1) for commensurate magnetic ground state by introducing a local coordinate transformation for every magnetic atom in the unit cell. This effectively transforms the ground state into ferromagnetic order where the spin wave spectrum is readily calculable. To solve models with an incommensurate ground state, we introduce a preceding coordinate transformation, the rotating frame [18, 19]. It uniformly rotates the magnetic moments in every unit cell by an angle that depends on the magnetic ordering wave vector and the position of the cell transforming the magnetic order into a commensurate one. If the incommensurate magnetic structure can be transformed to a ferromagnetic one with these two subsequent rotations, then the spin wave spectrum will contain a finite number of well defined modes and can be solved by our method. Among the simplest examples of incommensurate magnetic structures are the $120^\circ$ order of the isotropic triangular lattice antiferromagnet or the helical structure of the $J_1–J_2$ antiferromagnetic chain model. If the proposed two rotations cannot be constructed, then the spin wave Hamiltonian will contain umklapp terms, that couple magnons with different momentum and the spin wave spectrum might contain a continuum of states. An example of such a magnetic structure is two interacting counter rotating incommensurate spirals which form the ground state of $\beta$-CaCr$_2$O$_4$ [20]. The existence of the above two rotations is intimately connected to the symmetry of the magnetic Hamiltonian that will be discussed in section 5. The present method can be also applied for multi-Q magnetic structures, however in this case a $Q = 0$ magnetic supercell has to be constructed that incorporates the full magnetic structure (approximately for incommensurate structures).

4. Magnetic ground state

In order to calculate the LSWT solution of the proposed Hamiltonian we need to determine its classical magnetic ground state. Acknowledging that this is often a challenging task, we assume that the solution is a priori known. There is an extended literature on the determination of the classical magnetic ground state either using the Luttinger–Tisza method [21, 22] or Monte-Carlo simulations [23]. To parametrize the solvable magnetic structures, we use real vectors defining the classical direction of the spins denoted by $S_{0j}$ in the first magnetic unit cell, while all other vectors $S_{nj}$ are generated with a rotation of the vectors $S_{0j}$ by the angle $\varphi_n$. The classical vector components will be substituted with the corresponding quantum mechanical spin operators in the Hamiltonian. The rotation angle depends on the magnetic ordering wave vector $Q$ and the position of the magnetic cell $r_n$:

$$
\varphi_n = Q \cdot r_n.
$$
The classical spin direction of arbitrary site can be expressed as:

\[ S_{nj} = R_n S_{0j}, \tag{3} \]

where \( R_n \) is a rotation matrix, that depends only on the angle \( \varphi_n \) about a global axis of rotation \( n \). On periodic crystals magnetic structures can be most conveniently expressed by Fourier coefficients:

\[ S_{nj} = \sum_k F_{kj} \exp(-i k \cdot r_n). \tag{4} \]

Since the classical spin vectors are real vectors, the Fourier coefficients must fulfill the equality:

\[ F_{kj} = \overline{F}_{kj}. \tag{5} \]

It can be shown that the Fourier transform of equation (3) can have at most three Fourier components with wave vectors \( 0, Q, -Q \). We will call these magnetic structures a single-Q spin order. The ferromagnetic component \( F_{0j} \) has to be parallel to the global rotation axis \( n \), while the complex vectors \( F_{\pm Qj} \) define the plane of the spin helix.

To diagonalize the Hamiltonian we transform the classical spin vectors into a ferromagnetic order aligned parallel to the \( z \)-axis. The quantum mechanical spin operators will be transformed the same way, where fluctuations will be perpendicular to the local \( z \)-axis. First we change to the rotating frame. This defines a new set of operators \( S_{nj}' \):

\[ S_{nj} = R_n S_{nj}'. \tag{6} \]

The new vectors \( S_{nj}' \) will be independent of the \( n \) index of the unit cell. A second coordinate transformation will rotate every magnetic moment within the unit cell to ferromagnetic order:

\[ S_{nj}' = R_j S_{nj}'. \tag{7} \]

The \( R_j \) matrices describe local rotations which are independent of the position of the unit cell. The third column of \( R_j \) is a unit vector pointing along the spin vector direction in the rotating frame, while the other two columns span an orthogonal coordinate system. The above matrix equation can be rewritten in the form of a sum:

\[ S_{nj}^{\alpha} = \sum_{\mu} R_j^{\alpha\mu} S_{nj}'^{\mu}, \tag{8} \]

where \( \alpha \) and \( \mu \) runs over \( 1, 2, 3 \). Using the elements of the matrix \( R_j' \), two useful vectors can be defined:

\[ u_j^{\alpha} = R_j^{1\alpha} + i R_j^{2\alpha}, \tag{9} \]
\[ v_j^{\alpha} = R_j^{3\alpha}, \]

where \( u_j \) is complex vector and \( v_j \) is a unit vector parallel to the \( j \)th spin vector in the rotating frame, see figure 1.

\[ Figure 1. \text{ Rotating coordinate system of a single atom per unit cell magnetic helix, with ordering wave vector} \ Q = (1/8, 0, 0)'. \text{ The empty arrows denote the classical spin directions, the dashed squares show the crystallographic unit cells.} \]

5. Symmetries of the Hamiltonian

In order to simplify the solution of equation (1) the symmetries of the magnetic Hamiltonian need to be considered. Beside the lattice translation symmetry, the single-Q magnetic order requires that the magnetic Hamiltonian is invariant under the \( R_n \) rotations. These symmetries give constraints on the possible exchange matrices and anisotropies. From now on the \( A_{nu} \) anisotropy matrices will be merged into the \( J_{mi,mj} \) elements of the interaction matrices.

Due to the underlying periodic lattice, the exchange matrix has to be invariant under translations with arbitrary lattice vector:

\[ J_{mi,mj} = J_{ij}(d), \tag{10} \]

The \( d = r_n - r_{m} \) is the lattice translation vector between the unit cells of the two interacting spins.

The second symmetry is the invariance under exchange of the two interacting spins. In this case the \( J \) matrix has to be transposed, in order to reproduce the sign change of the antisymmetric exchange:

\[ J_{ij}(d) = J_{ij}^T(-d). \tag{11} \]

The application of this symmetry ensures that the magnetic Hamiltonian will be Hermitian:

\[ J_{ij}(d) = \frac{1}{2} \left( J_{ij}(d) + J_{ij}^T(-d) \right). \tag{12} \]

As a consequence all anisotropy matrices have to be symmetric.

The third symmetry is the invariance under the rotation \( R_n \):

\[ J_{ij}(d) = R_{ij}^T J_{ij}(d) R_{ij}, \quad n = 1, 2, 3... \tag{13} \]

Here we used the fact that the inverse of the rotation (orthogonal) matrix is its transpose. It will be useful to define the Fourier transform of the interaction matrices:

\[ J_{ij}(k) = \sum_d J_{ij}(d) e^{-i k \cdot d}. \tag{14} \]

It is straightforward to determine the symmetries of \( J_{ij}(k) \):

\[ J_{ij}(k) = J_{ij}^*(-k), \quad J_{ij}(k) = J_{ij}^T(k). \tag{15} \]
6. Quadratic form

In order to solve equation (1) we apply linear spin wave theory. LSWT describes the dynamics of small fluctuations of the spins around their classical direction. As long as the expectation value of the spin operator is only weakly reduced from the classical value, the theory works well. This is typically true at low temperatures and large spins and LSWT is often a good approximation for systems with spin-3/2 and above while higher order corrections are certainly necessary for spin-1/2 systems. The expansion of the Hamiltonian as a function of 1/√S is achieved using the Holstein–Primakoff approximation [3]. The spin operators are expanded in terms of bosonic creation and annihilation operators on every magnetic site in the local coordinate system. By keeping only the lowest order of the boson operator we create a linear approximation of the complex spin dynamics:

\[ S_{nj}'' = 2\sqrt{S}j b_{nj}, \]

\[ S_{nj}''' = 2\sqrt{S}j b_{nj}^+, \]

\[ S_{nj}'''' = S_j - b_{nj}^+ b_{nj}, \]

where \( b_{nj}^+ \) and \( b_{nj} \) decrease and increase the spin quantum number by one and fulfill the following bosonic commutation relations:

\[ [b_{mi}, b_{nj}^+] = \delta_{mn} \delta_{ij}, \]

The real space components of the spins operators are the following:

\[ S_{nj}'''' = \sqrt{2S}j (b_{nj} + b_{nj}^+), \]

\[ S_{nj}''' = \sqrt{2S}j (b_{nj} - b_{nj}^+), \]

\[ S_{nj}'' = S_j - b_{nj}^+ b_{nj}. \]

Using equation (7) the spin operators in the rotating frame can be expressed with the bosonic operators as follows:

\[ S_{nj}' = \sqrt{\frac{S_j}{2}} (\vec{u}_j b_{nj} + \vec{u}_j b_{nj}^+) + \vec{v}_j \left( S_j - b_{nj}^+ b_{nj} \right). \]

After substitution of equations (19) and (6) into the Hamiltonian one gets (without the magnetic field):

\[ H = \sum_{m,nj} \left\{ \sqrt{\frac{S_j}{2}} (\vec{u}_j b_{mj} + \vec{u}_j b_{mj}^+) + \vec{v}_j (S_j - b_{mj}^+ b_{mj}) \right\} R_{mn} J_{mi,nj} \]

\[ \times R_{n} \left\{ \sqrt{\frac{S_j}{2}} (\vec{u}_j b_{nj} + \vec{u}_j b_{nj}^+) + \vec{v}_j (S_j - b_{nj}^+ b_{nj}) \right\}. \]

After expanding the right side in terms of increasing boson operator number, the first term is constant that gives the classical ground state energy. The expectation value of the one operator term vanishes and the two operator term gives the spin wave dispersion. In the linear approximation the higher order terms are neglected. The \( R_{mn} J_{mi,nj} R_{n} \) term describes a rotation of the interaction matrix depending on the unit cell indices of the interacting magnetic moments. Using the symmetry in equation (13), new J’ matrices can be defined:

\[ J'_{mi,nj} = R_{mn} J_{mi,nj} R_{n} = J_{mi,nj} R_{n} R_{m}. \]

It can be shown, that J’ has the same symmetries as J. In order to diagonalize the two operator expression the bosonic operators have to be Fourier transformed. The inverse transformation is:

\[ b_{mi} = \frac{1}{\sqrt{\left| \sum_{k \in \mathbb{B}Z} \right|}} \sum_{k \in \mathbb{B}Z} b_{i}^{(k)} e^{ikx v}, \]

where the summation runs over the first Brillouin zone. The two operator terms can be expressed in matrix form:

\[ H = \sum_{k \in \mathbb{B}Z} x^T(k) h(k) x(k), \]

where x is the column vector of the bosonic operators:

\[ x(k) = [b_{1}^{(k)}, \ldots, b_{N}^{(k)}, b_{1}^{+}(-k), \ldots, b_{N}^{+}(-k)]^T. \]

The Hermitian matrix \( h(k) \) consists of the following submatrices:

\[ h(k) = \begin{bmatrix} A(k) - C & B(k) \\ B^T(k) & \overline{A}(-k) - C \end{bmatrix}, \]

that contain the following \((i,j)\) elements:

\[ A(k)^{i,j} = \sqrt{\frac{S_j}{2}} \vec{u}_j^T J_{ij}^{(-k)} \overline{\vec{u}}_j, \]

\[ B(k)^{i,j} = \sqrt{\frac{S_j}{2}} \vec{u}_j^T J_{ij}^{(-k)} \vec{u}_j, \]

\[ C(k)^{i,j} = \delta_{ij} \sum_l S_l \vec{v}_l^T J_{ij}^{(0)} \vec{v}_l. \]

It can be shown that \( A(k) \) is Hermitian and C is real.

To introduce the effect of external magnetic field, we also express the Zeeman term using the bosonic operators. After following the same steps as above, the external field energy in the rotating frame is the following:

\[ H^z = -\mu_B H^z \sum_{k \in \mathbb{B}Z} g_i \vec{v}_j b_{j}^{(k)} b_{j}^{+}(k). \]

To avoid umklapp terms in the Hamiltonian, the \( H^z_{\text{eff}} = g_i^z H^z \) effective field vector has to be invariant under the \( R_{n} \) rotations. This constrains the effective magnetic field to be parallel to the \( n \) global rotation axis. This Zeeman term has to be added to the \( A(k) \) matrix with the following elements:

\[ A^z(k)^{i,j} = -\frac{1}{2} \mu_B \delta_{ij} H^z g_i \vec{v}_j. \]
7. Diagonalization of the quadratic form

In order to determine the spectrum of the quadratic Hamiltonian we need to diagonalize the $h(k)$ square matrices. Although $h(k)$ is Hermitian, a simple unitary transformation is not sufficient, since the transformed $b'_j$ operators have to fulfill the bosonic commutation relations as well. This can be only achieved, if $h(k)$ is positive definite [16], as follows from the fact that the spectrum of the $H$ Hamiltonian has a lower bound. In this case it can be shown, that the diagonalized Hamiltonian has only positive real numbers in the diagonal, that are doubly degenerate. An elegant solution to the diagonalization of a bosonic Hamiltonian is proposed by Colpa [16], we describe his method briefly in the following.

We express the commutation relations of the bosonic operators that create the normal spin wave modes. These commutation relations have to be fulfilled by the new bosonic operators that create the normal spin wave modes. Using the previously defined value of $\hbar$ as a function of momentum and energy:

$$E_{i} = \sum_{j} T_{ij} x_{j}^{\dagger},$$

where the transformation matrix $T$ can be calculated as:

$$T = K^{-1} U E^{1/2}.$$

In case the spectrum of the Hamiltonian $H$ contains zero energy modes (e.g. Goldstone modes), the $h(k)$ matrix will be positive semidefinite for certain $k$ values. This can be cured by adding a small positive $\epsilon$ value to the diagonal of $h(k)$. It introduces only a negligible gap in the spectrum, but makes the $h(k)$ matrix positive definite and the decomposition problem solvable.

8. Dynamical correlation functions

Beside the spin wave dispersion another measurable quantity is the spin–spin correlation function. This can be directly measured by inelastic neutron scattering as a function of momentum and energy transfer [24]. The dynamical correlation function can be expressed as a $3 \times 3$ matrix as a function of momentum and energy:

$$S(k, \omega) = \frac{1}{2\pi N} \sum_{m_i} e^{i(k_{m_i} - k_{m_j})} \int_{-\infty}^{\infty} d\tau \ e^{-i\omega \tau} (S_{m_i}^{*} S_{m_j}^{\dagger}(\tau)),$$

where $r_{m_i}$ is the position vector of the magnetic atoms that can be expressed in terms of the relative position vector $t_i$, of atom $i$ and the position vector of the $m$th unit cell $r_{m}$:

$$r_{m_i} = r_{m} + t_i.$$

Using equation (6) the real space-time spin–spin correlation function in the laboratory frame can be expressed as:

$$\langle S_{m_i}^{*} S_{m_j}^{\dagger}(\tau) \rangle_{R} = \langle (R_{m_i} S_{m_i}^{*} S_{m_j}^{\dagger}(\tau) R_{m_j}^{\dagger})_{R} \rangle_{R}$$

using the fact that the correlation function is invariant under a shift of the origin by any lattice vector except when $2Q = \tau$. Since the calculated $\langle S_{m_i}^{*} S_{m_j}^{\dagger}(\tau) \rangle_{R}$ expression is not necessarily invariant under the rotation $R_\theta$ due to the arbitrary choice of the reference cell. The symmetrization (denoted by $(\ldots)_{R}$) can be achieved by the following integral:

$$\langle S_{m_i}^{*} S_{m_j}^{\dagger}(\tau) \rangle_{R} = \int_{0}^{2\pi} \langle (R_{m_i} S_{m_i}^{*} S_{m_j}^{\dagger}(\tau) R_{m_j}^{\dagger})_{R} \rangle_{R} d\varphi.$$

To perform the Fourier transform on this expression, the $R_\theta$ matrices have to be split into different periodic components as a function of the lattice translation vector $r_\theta$. This can be achieved using Rodrigues’ formula:

$$R_i(Q \cdot r_\theta) = e^{iQ \cdot r_\theta} R_i + e^{-iQ \cdot r_\theta} R_i^{\dagger} + R_\theta,$$

where $R_i$ is a $3 \times 3$ matrix as

$$R_1 = 1/2 \begin{bmatrix} 1 & 0 & 0 \\ 0 & -n_\theta & n_\phi \\ 0 & n_\phi & -n_\theta \end{bmatrix},$$

$$R_2 = \begin{bmatrix} 0 & -n_x & n_y \\ n_z & 0 & -n_x \\ -n_y & n_x & 0 \end{bmatrix}.$$
\( \omega(\mathbf{k} \pm \mathbf{Q}) \) in addition to that at \( \omega(\mathbf{k}) \). In case the magnetic atoms are on a Bravais lattice, the \( S(\mathbf{k}, \omega) \) correlation describe rigid rotation of the spins in the ordering plane, this mode is called phason, while the \( S(\mathbf{k} \pm \mathbf{Q}, \omega) \) correlations describe the canting of the spins away from the ordering plane \[25\].

The \( S(\mathbf{k}, \omega) \) correlation functions can be calculated, using the definition of equation (19) and keeping only the two operator terms. Four operator terms appearing in the correlation function are responsible for longitudinal fluctuation of the spins. This leads to a continuum of two magnon correlation functions describe. Since all \( \delta g_{i} \) eigenvalues are positive, there will be \( N \) positive and \( N \) negative energies in the correlation function expression. To get an overview, we substitute equation (47) into the neutron scattering cross section formula. Then it is clear, that the first \( N \) \( \langle b_i^\dagger b_i \rangle \) expectation values describe the probability of a neutron absorbing one magnon, while the \( \langle b_i^\dagger b_i \rangle \) terms describe the magnon creation process. Since \( S(\mathbf{k}, \omega) \) has \( N \) spin wave modes, a general incommensurate spin structure will have \( 3N \) measurable spin wave modes.

9. Sublattice magnetization

Linear spin wave theory also gives the leading correction to the size of the sublattice magnetization. This is reduced from the single ion moment value due to zero point quantum fluctuations and thermally excited spin waves at \( T > 0 \). The sublattice magnetization reduction is independent of the moment size. The absolute value of the reduced moment:

\[
|\langle S_j \rangle| = \frac{1}{N} \sum_{n} |\langle S_{j} \rangle| = S_j - \frac{1}{N} \sum_{n} \langle b^\dagger_{ij} b_{ij} \rangle. \quad (48)
\]

The above summation can be accomplished using the Fourier transformation of the \( \mathbf{k} \) sum runs over the first Brillouin zone:

\[
\delta S_j = -\frac{1}{L} \sum_{\mathbf{k} \in \text{B.Z.}} \langle b^\dagger_{ij}(\mathbf{k}) b_{ij}(\mathbf{k}) \rangle - \frac{1}{L} \sum_{\mathbf{k} \in \text{B.Z.}} \langle \mathbf{x}(\mathbf{k}) \mathbf{x}(\mathbf{k})^\dagger \rangle_{j+N,j+N}, \quad (49)
\]

where \( \langle \mathbf{x}(\mathbf{k}) \mathbf{x}(\mathbf{k})^\dagger \rangle_{j+N,j+N} \) denotes the diagonal elements of the dyadic matrix containing the expectation values. Using the \( T \) transformation matrix and the expectation values of the normal bosonic operator pairs (equation (45)) the result is the following matrix equation:

\[
\delta S_j = -\frac{1}{L} \sum_{\mathbf{k} \in \text{B.Z.}} \left[ T(\mathbf{k}) \mathbf{D}(\mathbf{k}) T(\mathbf{k})^\dagger \right]_{j+N,j+N}, \quad (50)
\]

where \( \mathbf{D}(\mathbf{k}) \) is a diagonal matrix that contains the \( \mathbf{x}(\mathbf{k}) \mathbf{x}(\mathbf{k})^\dagger \) expectation value of the normal bosonic operators.

10. Algorithm

In this section, we show how the above described general solution is implemented in SpinW [15]. The input parameters

\[
\omega(\mathbf{k}) = \frac{1}{\sqrt{\hbar^2/2m_0 T - 1}}. \quad (46)
\]
of the calculation are the couplings and the magnetic structure. The couplings are stored in a list together with the anisotropy matrices. Every coupling is defined by several parameters. For the $i$th coupling $d_{ij}$ gives the distance vector between the origin of the unit cells of the interacting atoms, $i$ and $j$, and $j_i$ are the indices of the interacting atoms and $J_{ij}$ is the $3 \times 3$ matrix of the interaction. For single ion anisotropy $d_{ij} = 0$ and $i = j_i$. Thus the input list is the following $[d_{ij}, i, j, J_{ij}]$. To unambiguously define the magnetic structure, we need the classical spin direction of the $N$ magnetic atoms as $S_i$ vectors, the $Q$ ordering wave vector and the $n$ normal vector. The first step of the calculation is to define a local Descartes coordinate system with axes $\{e_1, e_2, e_3\}$, for each $S_i$ classical spin. As the $e_3$ vector is parallel to the spin direction, the $v_i$ and complex $u_i$ vectors are defined as:

$$u_i = e_i^1 + i e_i^2, \quad (51)$$

$$v_i = e_i^3.$$  

For incommensurate structures one has to calculate the $J_{ij}$ matrices by multiplying $J_i$ matrices on the right side with a rotation matrix that rotates around $n$ by the angle $\varphi = 2\pi Q \cdot d_i$. To calculate the spin wave spectrum at $k$ position, we need to calculate the $A, B, C$ matrices. To calculate these, we run a summation over the $l$ index of the list of couplings. Each $l$ value is associated with an $(i, j)$ index representing the indices of the interacting atoms in the unit cell. Thus the $(i, j)$ element of $A, B, C$ get an additional term according to equation (26) where $J'(k)_{ij}$ is simply determined by the following equation:

$$J'(k)_{ij} = J_{ij} \exp(2\pi i k \cdot d_{ij}). \quad (52)$$

Finally the vector of spin wave energies at $k$ can be calculated from the $h(k)$ matrix according to section 7. The algorithm is available as an open source code [15].

### 11. Linear spin wave theory of $\text{Ba}_3\text{NbFe}_3\text{Si}_2\text{O}_{14}$

As an example, we show a general model of the spin wave spectrum for magnetic compounds in the langasite family with incommensurate magnetic order. The langasite family with the prototype compound $\text{La}_3\text{Ga}_5\text{Si}_2\text{O}_{14}$ has non-centrosymmetric space group $P321$ and members of this family are being extensively studied due to their interesting piezoelectric and nonlinear optical properties [26, 27]. Their general chemical formula is $\text{A}_3\text{BC}_3\text{D}_2\text{O}_{14}$ which contains four different cation sites, making it possible to accommodate several different magnetic ions. If the magnetic atoms occupy the $A$ site, they build up stacked kagome layers, such as $\text{R}_3\text{Ga}_5\text{Si}_2\text{O}_{14}$ with $\text{R} = \text{Nd}, \text{Pr}$ [28]. If the $C$ site is occupied, the geometry of the interactions is more complex. The magnetic sites build up triangles which are themselves organized into a triangular lattice in the $ab$ plane and stacked along the $c$-axis, see figure 2(b). The most studied $C$-site magnetic compounds contain $\text{Fe}^{3+}$ ions that have spin only magnetic moment $S = 5/2$ [29, 30]. Marti et al determined the magnetic structure of four different compositions using neutron diffraction combining $A = \text{Ba}, \text{Sr}$ with $B = \text{Nb}, \text{Sb}$ and $D = \text{Si}$. All four compositions have similar magnetic structures with incommensurate magnetic ordering wave vector $Q = (0, 0, \tau)$, see table 1. The moments are oriented in the $ab$-plane and the angle between neighbors on the triangular units are $120^\circ$. The magnetic ground state and excitation spectrum of $\text{Ba}_3\text{NbFe}_3\text{Si}_2\text{O}_{14}$ was studied in detail by polarized and unpolarized inelastic neutron scattering [29, 31, 32]. The modeling of the spectrum were done using a random phase approximation based on interacting trimers [33] and linear spin wave theory. However the published linear spin wave theory calculation assumed an ordering wave vector of $\tau = 1/7$ and modeled the spin wave spectrum on a magnetic supercell with 7 unit cells along the $c$-axis. This cannot be generalized for the different $\tau$ values of the other compounds. Here we will present how our general linear spin wave theory can be used to model the spectrum of the other members of the langasite family.

Due to the missing inversion symmetry, the crystal structure of $\text{Ba}_3\text{NbFe}_3\text{Si}_2\text{O}_{14}$ is chiral. This chirality is denoted by $\epsilon_\tau$ that can have values of $\pm 1$. This feature also appears in the geometry of the exchange pathways where $J_3$ and $J_5$ can have different values, see figure 2(a). If $\epsilon_\tau = 1$
Table 2. Positions and local coordinate system for the Fe$^{3+}$ magnetic ions, $t_i$, gives the idealized atomic positions in lattice units and the $v_i$ and $u_i$ vectors define the magnetic structure using the $\epsilon_\Delta$ chirality of the triangle units.

| $i$ | $t_i$ | $v_i = S_{ii}/|S_{ii}|$ | $u_i$ |
|-----|-------|--------------------------|-------|
| 1   | $(1/4, 0, 1/2)$ | $(1, 0, 0)$ | $(0, 1, i)$ |
| 2   | $(0, 1/4, 1/2)$ | $(1/2, \sqrt{3}/2e_x, 0)$ | $(\sqrt{3}/2, 1/2e_x, -i e_y)$ |
| 3   | $(3/4, 3/4, 1/2)$ | $(1/2, -\sqrt{3}/2e_\Delta, 0)$ | $(\sqrt{3}/2, -1/2e_\Delta, i e_y)$ |

Table 3. List of the exchange pathways for $\epsilon_T = 1$ (for $\epsilon_T = -1$ the $J_1$ and $J_2$ interactions are exchanged), $J$ matrices with the $i$ and $j$ indices of the interacting ions, $d$ distance vector in lattice units and the $R$ rotation matrices that define $J'$. 

Table 3.

| Name | $i$ | $j$ | $d$ | $R (d)$ |
|------|-----|-----|-----|---------|
| $J_1$ | 1 | 2 | $(0, 0, 0)$ | $R_0$ |
|      | 2 | 3 | $(-1, -1, 0)$ | $R_0$ |
|      | 3 | 1 | $(1, 1, 0)$ | $R_0$ |
| $J_2$ | 3 | 2 | $(1, 0, 0)$ | $R_0$ |
|      | 1 | 3 | $(0, 0, 0)$ | $R_0$ |
|      | 2 | 1 | $(-1, 0, 0)$ | $R_0$ |
|      | 3 | 1 | $(1, 1, 0)$ | $R_0$ |
| $J_3$ | 2 | 1 | $(0, 0, 1)$ | $R_0$ |
|      | 3 | 2 | $(1, 1, 1)$ | $R_0$ |
|      | 1 | 3 | $(-1, -1, 1)$ | $R_0$ |
| $J_4$ | 1 | 2 | $(0, 0, 1)$ | $R_0$ |
|      | 2 | 1 | $(0, 0, 1)$ | $R_0$ |
|      | 3 | 2 | $(0, 0, 1)$ | $R_0$ |
| $J_5$ | 1 | 2 | $(0, 0, 1)$ | $R_0$ |
|      | 2 | 3 | $(-1, -1, 1)$ | $R_0$ |
|      | 3 | 1 | $(1, 1, 1)$ | $R_0$ |

the $J_3$ coupled chains have a right handed rotation along the $c$-axis, while the $J_5$ chains are left handed, for $\epsilon_T = -1$ the two are exchanged. The magnetic ground state also has chiral properties, the triangular units can have $\epsilon_\Delta = \pm 1$ chirality and the helical structure along the $c$-axis can have two sense of rotations $\epsilon_{HH} = \pm 1$ for right handed/left handed spiral. Assuming that $J_5 > J_3$, $J_4$, these three chiralities are related [29]:

$$\epsilon_T = \epsilon_\Delta \epsilon_{HH}. \quad (53)$$

Thus for a certain $\epsilon_T$ crystal chirality additional antisymmetric exchange interactions are necessary to determine the sign of $\epsilon_\Delta$ and $\epsilon_{HH}$.

To model the spin wave spectrum we omit the weak but necessary antisymmetric exchange interaction, that can be included in a straightforward manner. The magnetic structure is described by the ordering wave vector $Q' = (0, 0, \epsilon_T \Gamma)$, the normal vector $n = (0, 0, 1)$ and magnetic moment directions shown in table 2. The magnetic moment directions define the $u_i$ and $v_i$ vectors, where the complex $u_i$ depends on the choice of coordinate system. The list of interactions is shown in table 3. Before generating the matrix of the Hamiltonian, one has to ensure that the interaction matrices fulfill all necessary symmetries defined in section 5 by applying equation (12). To generate the $J'$ transformed interaction matrices, we need to construct the $R_{n-m}$ rotations. The $R_{n-m}$ matrices introduce rotations around the $n$ normal vector by the $\psi_{n-m} = 2\pi Q \cdot r_{n-m}$ angle that can have only two different values $[0, \epsilon_{HH} \psi_1]$, where $\psi_0 = 2\pi \tau$. The two rotation matrices are $[1, R_0]$, where $R_0$ rotates around the $c$-axis by $2\pi / 7$ radians and has the following matrix elements:

$$R_0 = \begin{bmatrix} \cos(\psi_0) & -\epsilon_{HH} \sin(\psi_0) & 0 \\ \epsilon_{HH} \sin(\psi_0) & \cos(\psi_0) & 0 \\ 0 & 0 & 1 \end{bmatrix}. \quad (54)$$

After substituting the $J_{ij}$ matrices into the formula of the quadratic form, we get to the following matrix form of the bosonic Hamiltonian:

$$H = S \frac{1}{4} \begin{bmatrix} A & B & E & H & \bar{F} & \bar{D} \\ \bar{B} & A & C & F & H & \bar{G} \\ \bar{E} & \bar{C} & A & D & G & H \\ H & \bar{F} & \bar{D} & A & B & E \\ F & H & \bar{G} & \bar{B} & A & C \\ D & G & H & \bar{E} & \bar{C} & A \end{bmatrix}. \quad (55)$$

The matrix elements as a function of $k$ are the following:

$$A = 4J_1 + 8J_2 + 4J_3 \gamma^- + 4J_4 \left( \cos(l) \left( \cos(\psi_0) + 1 \right) - 2 \cos(\psi_0) \right) + 4J_5 \gamma^+, \quad \gamma^+ = \cos(\psi_0) \pm \sqrt{3} \sin(\psi_0),$$

$$B = -\epsilon_\Delta \left( J_1 + J_2 (e^{il} + e^{-il}) - J_3 e^{-il} (\gamma^- + 2) - J_4 e^{il} (\gamma^+ + 2) \right),$$

$$C = -J_1 e^{-ilk} - J_2 (1 + e^{-il}) + J_3 e^{-il} (\gamma^- - 2) + J_4 e^{il} (\gamma^+ - 2),$$

$$D = -\epsilon_\Delta G(k, h, -l),$$

$$E = -\epsilon_\Delta C(k, h, -l),$$

$$F = -\epsilon_\Delta \left( -3J_1 - 3J_2 (e^{il} + e^{ik}) - J_3 e^{il} (\gamma^- + 2) - J_4 e^{il} (\gamma^+ + 2) \right),$$

$$G = 3J_1 e^{il} + J_2 (1 + e^{-il}) + J_3 e^{il} (\gamma^- - 2) + J_4 e^{il} (\gamma^+ - 2),$$

$$H = 4J_4 \cos(l) \left( \cos(\psi_0) - 1 \right). \quad (56)$$

The components of the momentum vector are denoted by $(h, k, l) = 2\pi l$ where $k$ is in reciprocal lattice units. We used the relation between the magnetic and crystal chirality and accounted for $\epsilon_T = -1$ by exchanging $J_3$ and $J_5$. The $\gamma^\pm$ prefactor of $J_3$ and $J_5$ exchange interactions is related to the angles between the ordered moments on two triangular units on top of each other ($\sqrt{3}/2 \sin(120^\circ)$). Unfortunately there is no short expression for the eigenvalues and eigenvectors of $gH$, but they can be calculated using numerical methods. The eigenvalues of the $gH$ matrix gives three positive spin wave
energies and together with the $S(\mathbf{k} \pm \mathbf{Q}, \omega)$ terms in the spin–spin correlation function this model gives 9 possible spin wave modes. After calculating the spin–spin correlation functions according to section 8, we find that only six magnon modes are polarized in the $ab$ plane and the imaginary part (chiral part) of the correlation function has only $ab$-plane components:

$$S_C(\mathbf{k}, \omega) = \text{Im} \left( S'(\mathbf{k} + \mathbf{Q}, \omega)\mathbf{R}_1 + S'(\mathbf{k} - \mathbf{Q}, \omega)\mathbf{R}_1 \right).$$

Whereas the $c$-axis polarized spin wave modes only have a contribution from $\text{Re} \left( S'(\mathbf{k}, \omega)\mathbf{R}_2 \right)$. The calculated correlation function $\text{Im}(S'^c - S'^c)$ is shown on figure 3(a) and can be compared to the result of the Loire et al on figure 3(b). Here we used the $x'y'z'$ Cartesian coordinate system common for neutron scattering, where $x'$ is parallel to $\mathbf{k}$ and $y'$ is in the scattering plane. Both models give the same physically observable intensity, however our incommensurate model is more efficient since it gives only those magnon modes that have non-zero intensity.

We expect that our spin wave model will be applicable to other incommensurate compounds in the langasite family with magnetic C-site such as the ones given in table 1 and we hope that our results stimulate further investigation of the dynamical magnetic properties of this interesting family.

12. Summary

In this paper we described a general algorithm to calculate dynamical spin–spin correlation function using linear spin wave theory on magnetic lattices with incommensurate order. The method can accommodate models where the interacting atoms have different spin quantum numbers. It also includes a general single ion anisotropy, anisotropic and antisymmetric exchange interactions. The main idea behind the general solution is to define a local coordinate system that transforms the incommensurate magnetic structure into ferromagnetic order by the consecutive application of two rotations. First a global rotation, that transforms the incommensurate structure into a commensurate one. Secondly a local rotation on every moment within the crystallographic unit cells. This method enables the calculation of the spin wave spectrum of incommensurate systems, that was achieved without using a large supercell and an approximate ordering wave vector [32, 34, 35]. We also showed the necessary steps that define an algorithm, that is available under GNU general public license [15]. Finally as an example we showed how the algorithm can be used to calculate the spectrum of magnetic C-site langasites with incommensurate magnetic order [30].
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