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Abstract—Modern applications often consist of different security domains that require isolation from each other. While several solutions exist, most of them rely on specialized hardware, hardware extensions, or require less-efficient software instrumentation of the application.

In this paper, we propose Domain Page-Table Isolation (DPTI), a novel mechanism for hardware-enforced security domains that can be readily used on commodity off-the-shelf CPUs. DPTI uses two novel techniques for dynamic, time-limited changes to the memory isolation at security-critical points, called memory freezing and stashing. We demonstrate the versatility and efficacy of DPTI in two scenarios: First, DPTI freezes or stashes memory to support faster and more fine-grained syscall filtering than state-of-the-art seccomp-bpf. With the provided memory-safety guarantees, DPTI can even securely support deep argument filtering, such as string comparisons. Second, DPTI freezes or stashes memory to efficiently confine potentially untrusted SGX enclaves, outperforming existing solutions by 14.6%–22% while providing the same security guarantees. Our results show that DPTI is a viable mechanism to isolate domains within applications using only existing mechanisms available on modern CPUs, without relying on special hardware instructions or extensions.

I. INTRODUCTION

Memory isolation is a vital primitive to ensure the security of modern systems. However, this isolation is not only necessary between different applications, but it becomes more and more important within applications as well. Often, applications consist of multiple security domains that should be isolated from each other. Such in-process isolation ensures that vulnerabilities in one domain cannot easily affect a different domain. The separation of user and kernel space is a well-established isolation mechanism, trusted execution environments (TEEs) such as Intel SGX or ARM TrustZone are more recent examples. The interface and memory model of TEEs share similarities with the kernel-user-space boundary, where the enclave is considered trusted, but the rest of the application is not. Other new ISA extensions, such as Intel MPK [41], allow setting up multiple security domains within applications to efficiently control access permissions for different memory ranges. In all these cases, the isolation is configured in software and enforced by the hardware.

However, while the isolation must provide strong security guarantees, it is still necessary that the domains can communicate with each other. This interface between low-privilege and higher-privileged domains is often exploited. For instance, the syscall interface between unprivileged applications and the kernel is often used for privilege escalation attacks [86]. Hence, state-of-the-art isolation techniques such as seccomp-bpf [20] provide developers with the ability to block syscalls, reducing the kernel’s attack surface in case of exploited applications. While this works well for blocking syscalls, the performance overhead can increase linearly with the length of the block-list [36], [87]. Still, while securing this interface as well as possible is important, there is currently no option to create sophisticated filters. For example, it is not possible to block the exec syscall for all but a hard-coded set of applications. This lack of support for deep argument filtering is not merely a matter of implementation but stems from the current design of the filtering mechanism [21], [22].

Existing isolation solutions are often limited to very specific scenarios, require specialized hardware, or source- or binary-level instrumentation of the application. For example, the hardware isolation of TEEs can only be applied to enclaves. However, in practice, it is infeasible to run all software in enclaves. Enclaves have limitations, such as the inability to directly interact with the kernel, and are only available on a subset of CPUs. Their asymmetric trust model was exploited in recent work [81], [94], requiring mitigations with high overheads or special hardware features. Proposals for domain isolation require hardware extensions or modifications as well [76], [94], [26]. Moreover, hardware extensions such as Intel MPK are not broadly available, e.g., MPK is only available on Xeon Scalable CPUs and some 10th-generation Intel CPUs. Furthermore, an attacker can disable Intel MPK security domains after gaining code execution within the protected application, as preventing this is not in scope for Intel MPK [88]. Hence, while these proposed isolation mechanisms are effective, they cannot be used on commodity CPUs.

In this paper, we introduce the notion of dynamic, time-limited changes to the memory isolation at security-critical points, a security-domain mechanism we call DPTI (Domain Page-Table Isolation). As DPTI-based solutions rely only on the existing hardware-enforced memory protection of the memory-management unit (MMU), we can implement memory isolation for sandboxing and domain-isolation scenarios on commodity, off-the-shelf CPUs. Still, DPTI has the same page granularity as other approaches that require dedicated hardware or hardware extensions [88], [76], [94], [68]. Similar to KPTI [61], [34], DPTI uses efficient page-table modifications to create security domains that are temporarily inaccessible from another domain. However, in contrast to KPTI, DPTI does not necessarily have to maintain a second set of page tables for every process, and it has to solve additional challenges such as multiple mappings to one physical page. In the remainder of this work, we will use DPTI as shorthand for both the concept and its proof-of-concept implementations.
We evaluate DPTI on Intel CPUs ranging from 2015 (for SGX support) to 2018. However, as DPTI only relies on the MMU, it runs on all CPUs with virtual-memory support, in contrast to previous works [26], [65], [88], [76], [51], [35], [68]. Contrary to software fault isolation (SFI), we do not use any instrumentation of the application. With DPTI, it is even possible to add stricter syscall filters to existing (legacy) applications via a wrapper application.

We demonstrate the versatility of DPTI in two scenarios, enhanced syscall filtering and SGX protection domains, leading to high-performance, feature-rich solutions. In these, DPTI relies on two new techniques: memory freezing and stashing.

In our first application of DPTI, we present syscall filtering that is both faster and more fine-grained than seccomp-bpf. DPTI temporarily freezes or stashes the memory ranges of complex syscall parameters from the untrusted user-space application on a syscall, preventing modification while the kernel performs the syscall. While this intuitively sounds straightforward, it requires solving multiple challenges, including process creation and replacement, multithreading support, alias mappings, and alternative memory-access interfaces. However, by solving these challenges, DPTI-based filtering can evaluate complex parameters, such as strings, without introducing time-of-check-to-time-of-use (TOCTOU) vulnerabilities into the syscall interface [79], [22], [21]. Additionally, simple, non-argument-inspecting DPTI-based allow and reject filters only incur an overhead of 22% compared to seccomp-bpf’s 33.9%. Especially filter-heavy applications benefit from our implementation since the overhead does not depend on the number of filters, as is the case for seccomp [36], [87].

In the second use case, DPTI improves performance and security of SGX enclave confinement [81], [94]. DPTI prevents the rewriting of host memory from SGX, again by stashing or freezing host memory, making it inaccessible to enclaves. However, this is not trivial: switching to and from an enclave requires some host pages. We address this challenge by securing SGX entries and exits with a special code bridge page. Thus, we mitigate host impersonation for arbitrary syscall execution by a malicious or hijacked SGX enclave [81]. While DPTI outperforms existing SGX enclave confinement solutions [94] by 14.6%-22%, the most important advantage is that DPTI works on commodity systems without hardware changes and maintains full compatibility with existing enclaves.

DPTI is an efficient and easily implementable solution for isolating security domains in various scenarios. Due to its software-only implementation without specific ISA-extension dependencies [26], [65], [88], [76], [51], [35], [68], it can be readily used on commodity, off-the-shelf hardware.

To summarize, we make the following contributions:

1) We introduce DPTI, an MMU-based isolation mechanism inspired by page-table isolation, enabling fine-grained security domains and security policies.

2) We use DPTI to implement extended syscall filtering, enabling sophisticated argument-inspecting filter rules not supported by seccomp or AppArmor.

3) We show that DPTI can replace existing SGX enclave confinement solutions, isolating unmodified untrusted enclaves on commodity hardware.

4) We thoroughly evaluate the security and performance of DPTI and show that it provides higher performance and security than previous solutions in both case studies.

Outline. Section II discusses background. Section III describes the high-level idea and threat model. Section IV details the two case studies for DPTI. Section V evaluates security and performance of DPTI. Section VI discusses future and related work. We conclude in Section VII.

II. BACKGROUND

This section introduces topics required for this work.

A. Sandboxing

Sandboxing provides an extra layer of security by strictly controlling the resources an application can access [70], [32]. In many cases, sandboxing is a last line of defense that assumes that the sandboxed application was already exploited. Thus, a sandbox should drastically limit the impact of an exploit. Existing sandboxes typically restrict access to the network and file system and limit the available syscalls. Sandboxes are widespread in browsers [96], [73], [95] and on mobile operating systems [40], [4]. Linux provides sandboxing via the SELinux [97] and AppArmor [5] frameworks.

B. Linux Seccomp

A vital part of sandboxes is the ability to restrict the syscall interface. The syscall interface provides functionality from the operating system to user-space applications. An exploit with unrestricted access to the syscall interface can read, write, and execute files on the system. In the worst case, the syscall interface itself is exploitable, leading to a privilege escalation [45], [44], [46]. Hence, sandboxes try to minimize the number of exposed syscalls to a minimum required for the application to work. Secure Computing (seccomp) [20] is a syscall filter that is integrated into the Linux kernel. An application can specify allowed syscalls, and the kernel will block all others. In addition to the syscall itself, seccomp can define filters for integer parameters. Filters based on the content of strings or structures are not supported, as seccomp cannot dereference parameters [21], [22].

Due to the complexity of limiting the syscall interface, several approaches to automatically generate syscall filters have been published recently [29], [10], [18]. The common approach is to dynamically or statically analyze an application to detect all required syscalls.

C. Runtime Attacks

Many security vulnerabilities are caused by memory safety violations. Typical memory safety violations, such as buffer overflows, enable attackers to modify an application in an unintended way [86]. In many cases, attackers try to overwrite code pointers to hijack the control flow. On modern systems, data is typically not executable, and thus an attacker cannot inject so-called shellcode into an exploited application [86]. As a result, exploits fall back to reusing existing program

1Prototype can be found at https://github.com/domain-isolation/DPTI.
parts and diverting the control flow to so-called gadgets [67]. Shacham [83] generalized such control-flow-hijacking attacks using gadgets as return-oriented programming (ROP). By chaining multiple gadgets, it is generally possible to build arbitrary exploits. In addition to such control-flow-hijacking that overwrite pointers [83], [11], [54], [31], [77], data-only attacks [74], [42] can also violate memory safety.

Race conditions are a type of vulnerability where a data structure is accessed in parallel, and the actual order of accesses affects the correctness of the program. A special type of race condition are time-of-check-to-time-of-use (TOCTOU) vulnerabilities. A TOCTOU bug exists if a memory location is accessed multiple times, and an attacker can manipulate the data between the access. If such a TOCTOU bug is exploitable, it is also called a double-fetch bug [92], [79]. Double-fetch bugs are especially dangerous in the syscall interface as they are hard to detect [92] and often relatively easy to exploit [79].

D. Memory Isolation

Memory isolation has been used to provide security for a long time. Segmentation and paging are two of the most well-known approaches to isolate memory on x86. The operating system configures the memory, and the CPU then enforces this configuration. While segmentation is no longer used to enforce access permissions on x86-64, security researchers continued to propose information hiding techniques based on this legacy feature [6], [53], [60]. Modern systems rely on paging to translate the virtual addresses of a process to physical addresses through the help of page tables. Page tables also contain access permissions which determine whether a page is read-only or user-space accessible.

Other memory isolation techniques use newer hardware features such as Extended Page Tables (EPT) [51], [59], Software Guard Extensions (SGX) [25], and Memory Protection Keys (MPK) [88], [76], [51], [35], [68], EPTs facilitate memory virtualization, while SGX allows protecting code and data even from a compromised operating system. MPK introduces a new register containing a protection key and allows a developer to associate memory with such a key. The key itself is stored in the page tables, and an access is only allowed if the current register key matches the one stored in the page table.

E. SGX

Intel SGX [41] is a trusted execution environment (TEE) introduced with the Intel Skylake microarchitecture in 2015. Using this instruction-set extension, applications can be divided into an untrusted and a trusted part. The trusted part, the so-called enclave, is integrity- and confidentiality-protected by the CPU. Thus, even in the case of a malicious operating system, the content of the enclave is protected. Enclaves are hosted by ordinary, untrusted applications. Both enclave and untrusted application run in the same virtual address space. While the hardware prevents outside access to the address range of the enclave, the enclave can access all memory of the host application. The SGX threat model assumes that the entire software stack is malicious. However, there is no consideration that an enclave might be malicious. This asymmetry enables enclave malware that can impersonate the host application to execute arbitrary syscalls [81], [94]. Enclaves themselves cannot execute syscalls. Instead, enclaves communicate with the host application via ECALLs and OCALLs. After loading the enclave, the host application can call secure enclave functions using ECALLs via a call gate, similar to syscalls. If the enclave wants to use functionality from the operating system, such as a syscall, it has to use an OCALL to call into the host application. The ECALL/OCALL interface is defined by the developer at compile time.

III. High-Level Idea & Threat Model

On a high level, DPTI provides software-defined memory protection for more fine-grained sandboxing policies, such as deep argument filtering. This protection of memory regions can present itself in two different variants: read-only protection or entirely inaccessible. We refer to the former as DPTI-Freeze and to the latter as DPTI-Stash. Either variant guarantees that the memory cannot be modified by an untrusted domain.

Figure 1 shows the idea of DPTI. Two security domains share one virtual address space and use a dedicated memory region for communication, i.e., for passing data across the security boundary. In many cases, while there is a defined memory region for the communication, Domain A has access to the entire Domain B. As both domains can execute code in parallel, Domain A cannot ensure the atomicity of the accessed data in this memory region. Hence, Domain B could modify the data while Domain A accesses it, potentially leading to data corruption or TOCTOU vulnerabilities. DPTI solves this problem by protecting the content of this memory region as long as Domain A accesses it. Any modification from Domain B is simply delayed until Domain A finishes its execution.

Such a scenario is common for operating systems, where the kernel (Domain A) is typically mapped into the upper half of virtual memory of every user application (Domain B). In Section IV-A, we present a case study with these two security domains. Another scenario is the execution of SGX enclaves, which share the address space with the host application. In Section IV-B, we present a case study in which DPTI ensures that a malicious or exploited enclave (Domain B) cannot modify data of the host application (Domain A).

A. Threat Model

For DPTI, we assume two different security domains in one application, such as user and kernel space, or untrusted application and trusted enclave. DPTI provides additional sandboxing to existing isolation mechanisms and hence assumes that the
used isolation mechanisms are reliable. In particular, DPTI presumes that the MMU-based isolation cannot be circumvented architecturally. Transient-execution attacks circumventing security domains do not undermine the security of DPTI. While Meltdown [57] showed that the US bit can be circumvented during transient execution, it only allows reading the page. Similarly, Foreshadow [89] circumvented the present bit for reading enclave memory. However, DPTI does not protect the confidentiality. Hence, Meltdown or Foreshadow do not cause a security problem. Similarly, while Spectre v1.1 [49], Store-to-Leak [78], and LVI [89] showed that values can be transiently written to inaccessible pages, applications can simply issue a serializing instruction before reading from the DPTI-isolated memory region to ensure that the architectural value is read. Fault attacks [48], [66], [47] are out of scope.

IV. Case Studies

In this section, we present two case studies showing that DPTI efficiently isolates different domains. First, we apply our method to facilitate efficient and complex syscall argument filtering that is not vulnerable to TOCTOU vulnerabilities (Section IV-A). Second, we apply DPTI to SGX, preventing attacks from untrusted or exploited enclaves [81] (Section IV-B).

A. Enhanced Syscall Filtering

To restrict syscalls, Linux provides developers with seccomp. While seccomp allows filtering static, primitive syscall arguments, it does not support complex arguments such as strings or structs due to TOCTOU vulnerabilities [21], [22]. Other approaches are based on syscall interposition, where the syscall is delegated to another process which decides whether a syscall is allowed [90], [23], [28], [30], [71]. Unfortunately, additionally to the cost of delegating the syscall, these approaches suffer from the same TOCTOU problem as seccomp [27], [93]. Hence, this is so far an unsolved problem.

We focus on deep argument filtering without introducing TOCTOU vulnerabilities while maintaining the performance of seccomp in typical scenarios. By applying DPTI, we remove an attacker’s ability to modify the syscall argument while the kernel performs operations, such as checks, on it. Specifically, we prevent the attacker from rewriting a pointer or modifying a string while the kernel inspects that syscall argument. On a high level, we identify the page used by the syscall argument and make it read-only or fully inaccessible by modifying specific bits in the page-table entry. The argument is then compared to the allowed values for the respective syscall, and if the argument check succeeds, the syscall is executed. By design, this approach cannot suffer from TOCTOU vulnerabilities. While such an approach sounds straightforward, it requires solving several challenges such as process creation and replacement, multithreading, alias mappings, and other memory-access interfaces.

By providing the means for deep argument filtering, we can improve the security of the system by further limiting the post-exploitation impact of a memory safety vulnerability as we can better restrict syscalls such as exec. All other seccomp functionality, i.e., filtering syscalls without argument checking and checking of static integer arguments, is naturally supported. We refer to this as simple filtering.

Listing 1: Example of a simple allow/reject filter for read and a complex filter requiring deep argument filtering on the first argument of the write syscall using our support library.

```
1) filter_info_t *filters = dpti_create_filters();
2) dpti_add_filter_rule(filters, SYS_read);
3) dpti_add_filter_rule_string(filters, SYS_write, 1, EQ, "teststring");
4) dpti_install_filters(filters);
```

1) Threat Model: Beyond the threat model of DPTI (cf. Section III-A), we assume that the application itself is not malicious but exploitable, e.g., due to a memory-safety violation, allowing an attacker to gain arbitrary code execution within the application. Similarly, the kernel is considered to be trusted but potentially exploitable. We assume that the post-exploitation phase targets the system and requires syscalls, e.g., to gain kernel privileges. Contrary to previous work [29], [10], [18], we can filter syscalls related to file operations as we can inspect complex data types. Our approach is orthogonal to other defenses such as CFI, ASLR, NX, or canary-based protections and improves security if these were circumvented.

2) Implementation: Our enhanced sandboxing consists of two parts: a kernel part that performs the actual task of filtering syscalls and the respective arguments, and a support library that can be linked to the application. The support library provides functionality for generating the individual syscall filters and installing them in our kernel module. As such, our support library is a similar high-level abstraction as libseccomp is for seccomp. However, filter generation in libseccomp is much more complex due to the usage of BPF. As our filters are not expressed in BPF, the setup is significantly easier. For our proof-of-concept implementation, we implement our filtering entirely as a standalone kernel module. The kernel module has the advantage that it can be used with any kernel version without recompiling the kernel. For a production-ready system, the filtering should be implemented directly in the kernel.

A prerequisite for all syscall-filtering approaches is to be able to intercept syscalls. Fortunately, entry points for syscalls are clearly defined, making it easy to intercept all syscalls. This includes both legacy 32-bit syscalls as well as 64-bit syscalls.

Setup. For the setup, the user-space application sends the filters to the kernel module. The filters are defined in a high-level representation similar to libseccomp, as illustrated in Listing 1. The module then performs a deep copy of the filters into kernel memory. Preventing TOCTOU vulnerabilities is not necessary at this point, as the application is still considered benign. Otherwise, if the application was already exploited, an attacker can either manipulate the filters or skip their installation entirely, rendering the filtering useless. This is in-line with other filtering approaches, such as seccomp-bpf. Once the filters have been copied, the application is considered sandboxed, and updates to the filters are no longer possible. A full implementation can consider allowing further restrictions of the filters, similar to seccomp.

Filtering Syscalls. Every requested syscall is delegated to our generic syscall function inside the module. If the syscall originates from a sandboxed application, the generic syscall function uses the syscall number to retrieve the syscall’s filter rules. Contrary to seccomp, checking the filter for a specific
syscall does not require scanning all syscall filters. Instead, it is a simple array access; the lookup time for a filter does not depend on its position within the set of filters [36]. This reduces the asymptotic runtime from linear to constant.

We consider 3 different cases when checking a syscall, as illustrated in Figure 2:

1) **Syscall not allowed:** The syscall fails the initial check whether it is allowed, making it unnecessary to check potential argument filters. If a syscall is executed that was not registered, the application can be terminated. Hence, we can perform an early out and kill the process.

2) **Syscall allowed, no argument filtering requested:** The syscall passes the initial check, i.e., the application explicitly allowed the syscall. This necessitates the check of potential argument filters. However, the syscall was allowed unconditionally as no filters are present. Therefore, DPTI calls the original syscall function with the same arguments. We refer to these first two cases as simple allow and reject filters.

3) **Syscall allowed, argument filtering requested:** The syscall itself is allowed, making it necessary to check the installed argument filters. As the ABI [63] defines that syscalls can have up to 6 arguments, every argument must be checked against possible filters. We iterate over all potential arguments, checking for each whether a filter is defined. Checks then distinguish between primitive and complex data types. Primitive data types fully fit into the 64-bit register used as syscall argument. Such data types include, e.g., integers, booleans, flags, or single characters. Checking these primitive data types does not require any special handling as these arguments are already copied to the kernel. Hence, they are not vulnerable to TOCTOU and are similarly handled as they are in seccomp.

Complex data types cannot be contained fully in the 64-bit register and are typically pointers to either strings or structures. These pointers point to user-space memory and can thus be modified by a concurrently running thread during the syscall. If the modification happens between applying the filter and executing the syscall, the filter is effectively rendered useless. We focus on checking string arguments, as strings are widely used as syscall parameters. As string parameters are especially used with file names [79], they are an excellent target for sandboxing. Our method is not limited to strings but also applies to structures. For these types of arguments, we have to ensure that they cannot be modified between applying the filter and the execution of the syscall. Thus, we first resolve the page table mappings of the argument pointer. At this point, we can differentiate between our two variants of DPTI, providing different behavior and security guarantees.

**DPTI-Stash:** Our first variant relies on modifying the US bit, essentially making the page a kernel page and fully inaccessible to user space. It first attests whether the executable bit is not set in the resolved page-table entry as we do not want to bring user-controlled executable pages into the kernel due to security concerns. If this bit is set, our implementation kills the application. Otherwise, the US bit is cleared, i.e., flushing the corresponding TLB entry from all necessary CPU cores. When an attacker tries to modify the argument in a different thread, the MMU enforces the protection by generating a page fault due to the privilege violation. Our module can now perform a simple string comparison with all developer-provided values without having to consider the possibility of a TOCTOU vulnerability. If the argument fulfills the syscall filter rule, the syscall is allowed, and the original syscall is executed. Before returning from the syscall, arguments are restored to user-space accessible if the physical page is currently not used in another, concurrently executed, syscall where string filters are used. Otherwise, the application is killed due to the violation.

**DPTI-Freeze:** The second variant relies on the RW bit instead of the US bit, making the page write-protected instead of fully inaccessible. By clearing it in the kernel data structures as well as in the page-table entry and flushing the page from the TLB, the page is read-only. A malicious thread can only read from it but no longer modify its content. Thus, TOCTOU vulnerabilities are no longer possible. The syscall filtering is equivalent to DPTI-Stash. After the syscall is done executing, we again set the previously cleared bits if they were set before the syscall. This requires some additional tracking of pages to determine whether this step is necessary. To prevent a concurrent thread from issuing an mprotect syscall to make the page writable again during the execution of another syscall, it is necessary to stall mprotect with write permissions on a page that had its write permissions cleared by DPTI-Freeze. The functionality for stalling is already available in the Linux kernel, as it is also necessary, e.g., for swapping pages. We can leverage the same functionality.

3) **Special Cases:** The approach outlined above works for most syscalls and can be handled by our generic syscall function. Only creating (fork, clone) and destroying (exit) processes need additional treatment as well replacing an existing process with exec. Linux creates a new task for a newly created process or thread, including a new process identifier. Hence, for the fork and clone syscall, we increase the reference counter of the filters and share them with the newly created process or thread. When calling exec after fork, we ensure that the copy-on-write syscall-parameter page is made accessible again for the other process(es) after the exec succeeds. In our proof of concept, we simply trigger a copy-on-write fault on this page before manipulating the page-table entry.

A second special case is the handling of the exit and exit_group syscalls, as they are responsible for cleaning up our filters. When a currently sandboxed application executes one such syscall, we decrease the reference counter of the filters by the number of threads in the group and mark the thread group as no longer sandboxed. If the reference counter reaches 0, i.e., no thread or forked process needs the filters anymore, we free the memory before we terminate the process.

4) **Multithreading:** Multithreading needs special attention. DPTI works on a page-size granularity. Hence, it is likely that the string is not the only content of the associated memory page. While read accesses from a concurrent thread are no problem for DPTI-Freeze, write accesses to the page lead to a
page fault. For DPTI-Stash, both read and write accesses trigger a page fault due to the violation of the privilege boundary. These accesses might indicate a potential exploitation attempt. However, it is more likely that they are part of a legitimate access to data on the page that is unrelated to the syscall.

To handle such situations, we have to change the page-fault handler slightly. In the case of DPTI-Stash, the page-fault handler can easily determine that the access would normally be legal, as kernel pages are not found within the user-space address range. We experimentally verified this by scanning the pages of all running user-space processes on an Ubuntu 18.04 machine. If the page-fault handler determines that the faulting page is not an actual kernel page, it stalls the offending thread until the syscall has finished and the page is again available to user space. The kernel already needs to stall processes for swapping; the same functionality can be used in this case. We discuss the potential stalling times in more detail in Section V-A.

For DPTI-Freeze, we already track all pages that are modified for deep argument filtering, allowing us to easily differentiate a potentially legal write from one to a page that was never writable. If the page fault occurs on an access to such a tracked page, we again stall the offending thread until the original page access rights are restored. As stated before, read accesses cause no problem for this variant.

5) Alias Mappings: Although multiple writable mappings to the same physical address are rare (cf. Section V-A1), DPTI has to consider such scenarios as well. If an attacker has code execution, e.g., due to a memory safety vulnerability, the attacker can create two virtual address mappings to the same physical page, i.e., by using mmap and other shared-memory-related syscalls. In such a case, the virtual address mapping used by the syscall is stashed or frozen, but the content of the physical page can be modified via the second, unaltered mapping. This once again facilitates a TOCTOU vulnerability. Hence, it is necessary that alias memory mappings are tracked, and if one such mapping is used during the argument check, all other mappings to the same page must be modified as well.

To cover all possible methods of creating an alias mapping, we incorporate our tracking via a probe on the page-fault handler. This allows us to track alias mappings that are allocated by pre-faulting the page, i.e., mmap in combination with MAP_POPULATE, or a page fault upon the first access. For each physical page, we store all virtual addresses mapping this page, including meta information such as the permission and the process, independent of whether the mapping is in the same or a different process. This information is then used when checking a string argument during a syscall by iterating over the alias mappings of the currently used page and modifying the mapping as previously outlined. We discuss the impact on the performance as well as how frequently such mappings are used by real-world software in Section V-A1.

6) Modifying Memory through /proc/self/mem: Finally, an attacker can potentially circumvent our TOCTOU-free argument filtering via the /proc/self/mem interface, which allows directly modifying the content of a physical page, ignoring missing write permissions. To protect against this possibility, it is necessary to either restrict the access to this file entirely, i.e., make it read-only, or to the offset that corresponds to

the physical page currently used in a syscall. In our proof-of-concept, we rely on the former by installing a probe on the mem_write function that prevents the write if the application is currently sandboxed. As the read-only approach is already done by REL 5 and 6, it is reasonable to assume that this does not impair the functionality of applications [62]. Moreover, to understand whether this interface is used in open-source software, we looked at all code on GitHub that opens this file for writing. After filtering out all PoCs for exploits, we only found one project (rr) that uses this functionality. Hence, while a production-ready implementation can implement more fine-grained control, it is questionable whether write access to this file is necessary at all.

### Summary

We presented an alternative for seccomp that provides improved performance for simple filters due to less time-consuming checks. We additionally provide two variants for deep argument filtering without being vulnerable to TOCTOU vulnerabilities by efficiently and securely modifying page-table entries. The latter is currently not supported by seccomp; hence we further improved the systems’ security.

#### B. SGX-Protection Domain

The classical SGX threat model is asymmetric, i.e., it enforces strong protection guarantees for enclaves but does not protect the user application from the loaded enclave. Enclaves can lead to various security concerns, as neither the operating system nor the user application can verify the code executed inside the enclave, as intended by the design of SGX. One limitation of SGX is that it does not allow the enclave to execute code outside the enclave boundaries [14]. However, Schwarz et al. [81] showed malware inside enclaves can simply manipulate the user applications’ stack to execute arbitrary code outside the enclave. To balance the protection guarantees for the user application, SGXJail [94] proposed to isolate enclaves by moving them to a separate process with strict syscall filters, or by relying on hardware modifications, i.e., memory protection keys (Intel MPK).

Our DPTI-based SGX protection domain extends the memory isolation guarantees of SGXJail. However, with DPTI there is no increased overhead of process isolation, no need for MPKs, and no need for changing the SGX specification. We apply DPTI by replacing a thread’s page-table mapping and isolate the user application’s memory during the execution of an enclave. As in this case, most available pages, i.e., the entire user-space application, have to be isolated, switching the mapping is faster than iterating over all mapped pages.

The isolated mapping only contains the original mappings for the loaded enclave, a single additional code page mapping, and a few data page mappings from the user application. The single code-page mapping is used to enter the enclave while the additional data-page mappings are used to transfer data from and to the enclave. Upon enclave exit, our protection verifies that the enclave did not tamper with the provided pages or registers and restores the non-isolated mapping for normal execution. All other pages are either protected by DPTI-Freeze or DPTI-Stash, depending on what security guarantees the user application enforces (cf. Section V-B).
In contrast to our proposed syscall filtering, the SGX protection domain implements DPTI-Stash by not mapping a page instead of clearing the US bit. Therefore, the enclave can no longer access any of the non-isolated pages as these pages are no longer mapped inside the thread's virtual address space. When using DPTI-Freeze, all of the non-isolated pages are mapped as read-only pages in the isolated mapping, allowing the enclave to read but not modify them.

To perform fast transitions, we construct the isolated mapping once and then reuse and update it upon entering. We redesign the data flow between the enclave and the user application to remove unnecessary copying of the data passed to an enclave, leading to a high-performance SGX protection domain with only an overhead of 9.9% to 24.0% for the worst case scenario (cf. Section V-B).

1) Threat Model: For the SGX protection domain, we reverse the classical SGX threat model and assume that the loaded enclave is untrusted and potentially malicious, whereas the app loading the enclave is trusted. We assume that the enclave tries to read or modify data of the user application, e.g., to mount a ROP attack [81]. The trusted user application does not use seccomp filtering to restrict syscalls. We assume that the code executed inside the enclave is unknown and imposes no restrictions on limiting the interfaces between the enclave and the user application in the sense of ECALLs and OCALLs.

2) Implementation: The SGX protection domain requires no changes to existing enclaves. All parts are implemented in the driver and the Untrusted RunTime System (URTS).

Isolated Mapping. For the isolated mapping, we extend the SGX driver, which provides the necessary information about pages associated with a given enclave. We create one isolated mapping per enclave. This design decision ensures that multiple threads within enclaves are supported while colluding enclaves cannot circumvent the isolation.

The enclave’s isolated mapping is extended by a Code Bridge Page (CBP) and Data Bridge Pages (DBPs). The CBP contains the EENTER instruction used to enter enclaves inside the URTS. It is shared amongst all enclaves as the URTS library is only loaded once inside the user application. The Data Bridge Pages (DBPs) are used to transfer data between the enclave and the user application. To facilitate fast switches between two mappings, we only exchange the actual hardware mapping inside the CR3 register and retain the VMA structures of the original mapping.

Entering and Exiting Isolation. Figure 3 depicts the control flow for switching protection domains. When a thread executes an IOCTL syscall into the SGX driver ①, the driver switches the calling thread’s virtual address mapping to the isolated address mapping. DPTI ensures that the syscall instruction is the last instruction on the page before the CBP. Hence, the page containing the syscall is not part of the isolated mapping, as returning from the syscall does not require this page.

The enclave is entered and executed in isolation via the EENTER instruction ②. To exit an enclave, the EEXIT instruction is invoked from inside the enclave, with the RAX register set to 4 and the return address specified in RBX ③. While DPTI ensures that the only executable mapping is the CBP, an enclave can potentially still return to an arbitrary location inside the CBP. Hence, the CBP must not contain exploitable code. As x86 relies on variable-length opcode and does not enforce instruction alignment, we opted for not placing any functional code on the CBP. Instead, we use the CBP as a trampoline by filling it with single-byte NOP instructions DPTI then leverages the page fault triggered by the first instruction after the CBP ④. The SGX driver catches the page fault and verifies that the fault originates from the first instruction after the CBP. If this is the case, the driver switches the address space back to the non-isolated mapping.

Interrupts. A special case is an asynchronous enclave exit due to an interrupt or fault. The CPU stores the enclave state, hands control to the interrupt or fault handler and then resumes the enclave using an ENCLU instruction. As this instruction has to be mapped, we place it on the CBP. We verified that a misaligned jump into this instruction cannot be exploited.

Data Bridges and Stack. DPTI must be aware of the pages used for data exchange between the enclave and host application, hence the dedicated DBPs. These DBPs are defined when setting up the isolation. Note that DPTI only works on page granularity. Therefore, the user must ensure that the data marked as DBPs is aligned and padded to the page boundary to ensure no additional data is exposed.

Before entering the isolation, DPTI aligns the stack pointer to a page boundary, allowing isolation of pages above the thread’s stack pointer. The stack pages below the aligned stack pointer are accessible from within the isolation, as the SGX-SDK uses the user application’s stack to pass arguments to OCALLs. However, these pages do not contain any data the application uses after the enclave returns. If already destroyed stack frames were used for sensitive data, they should be manually zeroed before entering the enclave. When returning to the user application, DPTI verifies that the stack and the base pointer match the values stored when entering the enclave during the ECALL, ensuring that the enclave did not alter the stack (cf. Section V-B).

Page Fault Handling. Page faults on EPC pages are allowed, as they can be lazily mapped. Page faults on host-application pages from isolated threads are only allowed on the first instruction of the page after the CBP, and the signal handler.
Otherwise, the enclave attempted to access data not marked as DBP or jumped to an isolated code page with the EEXIT instruction, leading to a termination of the enclave. Note that DPTI can distinguish a fault generated inside an enclave from a malicious attempt to execute the signal handler directly.

3) Optimizations: We propose an optimization that can be used if the application does not require the stat syscall, or if an untrusted application cannot abuse this syscall. Instead of switching from the SGX domain to the non-isolated domain using a relatively slow page fault (cf. Sections V-B1 and VI-A), we can rely on a syscall.

While placing a syscall instruction on the CBP could potentially lead to exploitation of this instruction, we utilize the nature of the EEXIT instruction. This instruction requires the RAX register to be set to 4. Hence, an attacker can only execute the stat syscall. This syscall typically does not allow any control over an application, nor does it allow to leak valuable information. To communicate with the driver, we hardcode the necessary register values before the syscall. Thus, the enclave can only execute the syscall communicating with the driver or the stat syscall by jumping directly to the syscall instruction.

Summary
We presented a solution to confine malicious enclaves, inverting the typical SGX threat model, in a secure way without relying on additional hardware modifications. Our solution can be implemented either via DPTI-Stash or DPTI-Freeze, each providing different security guarantees.

V. Evaluation
In this section, we evaluate our enhanced syscall filtering (Section IV-A) and our SGX-protection domain (Section IV-B) in terms of security and performance.

A. Enhanced Syscall Filtering
We evaluate the performance (Section V-A1) and security (Section V-A2) of both variants of DPTI, clearly showing advantages and disadvantages of DPTI-Stash and DPTI-Freeze.

1) Performance Evaluation: In this section, we evaluate the performance of the two variants. First, we evaluate the performance when executing a single syscall with reject filters for other syscalls. Second, we analyze the overall performance on various real-world applications with simply allow/reject filters. In both cases, we compare the result to an unsandboxed version and one using seccomp. Hence, we only evaluate cases that are supported by seccomp. Third, we analyze the performance impact of our newly proposed method for deep argument filtering. Finally, we perform an in-depth analysis of the various steps discussed in Section IV-A, i.e., resolving page tables, bit manipulation, TLB flush, and the string comparison, further substantiating the previous analysis results.

Setup. Unless stated otherwise, all experiments in this section are performed on an Intel Skylake i7-6600U running Ubuntu 18.04.1 with kernel version 5.4.0-72-generic at a stable frequency of 2.6 GHz. To ensure that unrelated mitigations do not affect our measurements, we disabled all mitigations for transient-execution attacks. For completeness, we verified the functionality of our approach in the presence of them, showing that they do not negatively affect DPTI. For our evaluation of seccomp, we rely on the state-of-the-art seccomp library libseccomp (2.5.1) to generate and install the respective filters. Additionally, to improve the performance of seccomp, we enabled the BPF JIT compiler.

Simple Syscall-filtering Benchmark. We first microbenchmark the execution time when filtering a simple syscall (getppid). We compare the results to an unsandboxed (vanilla) application and one using seccomp. We choose getppid as it is a fast syscall without side effects used by previous work [10], [36] and by the kernel developers for their benchmarks [9]. As this experiment does not involve deep argument filtering, and hence no protection of memory contents, there is no difference between DPTI-Stash and DPTI-Freeze.

In the sandboxed versions, we allow 8 and block 341 syscalls using simple allow/reject filters. We measure the average execution time of the syscall in cycles over 1000000 executions. We show the results of this experiment in Figure 4.

The average execution of a vanilla getppid syscall requires 295 cycles and 395 cycles (+33.9%) with seccomp active. With DPTI, the average execution time is 360 cycles (+22%), which makes it nearly 10% faster than seccomp. This speed up can be explained by the way the filter check is performed. While DPTI is constant in the check due to a direct access to the executed syscalls filter, seccomp either needs to traverse a BPF binary tree or a sequential list of filters. The least permissive filter for the syscall then determines whether it is allowed or not. Other work [18] has investigated a skip-list to improve the performance of seccomp filters, but as this approach is, to the best of our knowledge, not used in real-world applications we did not use it in our comparison.

Real-world Application Benchmark. While microbenchmarks show the specific effects of DPTI on syscalls, they do not allow reasoning about real-world application performance impact. Again, as no deep argument filtering is involved, there is no difference between DPTI-Stash and DPTI-Freeze.

For this evaluation, we need to determine the application’s syscalls. Fortunately, several automated approaches have been demonstrated to get this information [18], [29], [10], which we extend to support DPTI. Our baseline is a vanilla version of the respective application. Both seccomp and DPTI are configured to only log syscall violations to ensure that syscalls not identified by the automated approach do not crash the tested application. We show the result of our evaluation in Table I. The commands used for each application are provided in Table IV in Appendix A.
TABLE I: The results of our performance evaluation of unsandboxed, seccomp- and DPTI-sandboxed applications. Overhead shows the percentage overhead compared to our baseline, i.e., an unsandboxed version of the respective application. Sample sizes differs for various applications due to the difference in required runtime.

| Software | Sample Size | Normal Time / SEM | Seccomp Time (Overhead) / SEM | DPTI Time (Overhead) / SEM |
|----------|-------------|-------------------|-------------------------------|---------------------------|
| diff     | 10 000      | 0.0025s / 7.943 × 10^-7 | 0.011s (340.0 %) / 1.256 × 10^-6 | 0.003s (32.0 %) / 7.986 × 10^-7 |
| true     | 10 000      | 0.0025s / 6.480 × 10^-7  | 0.011s (340.0 %) / 1.324 × 10^-6 | 0.003s (28.0 %) / 7.263 × 10^-7 |
| env      | 10 000      | 0.0025s / 7.044 × 10^-7  | 0.011s (340.0 %) / 1.291 × 10^-6 | 0.003s (28.0 %) / 7.022 × 10^-7 |
| ls       | 10 000      | 0.0026s / 7.202 × 10^-7  | 0.011s (323.08 %) / 1.300 × 10^-6 | 0.003s (26.92 %) / 6.983 × 10^-7 |
| dmesg    | 10 000      | 0.0025s / 8.353 × 10^-7  | 0.012s (380.0 %) / 2.243 × 10^-6 | 0.004s (64.0 %) / 1.340 × 10^-6 |
| cat      | 10 000      | 0.0025s / 8.803 × 10^-7  | 0.011s (340.0 %) / 1.687 × 10^-6 | 0.003s (28.0 %) / 6.839 × 10^-7 |
| head     | 10 000      | 0.0025s / 9.609 × 10^-7  | 0.011s (340.0 %) / 1.410 × 10^-6 | 0.003s (28.0 %) / 8.144 × 10^-7 |
| grep     | 10 000      | 0.0028s / 9.607 × 10^-7  | 0.0113s (303.57 %) / 1.501 × 10^-6 | 0.003s (25.0 %) / 8.813 × 10^-7 |
| pwnd     | 10 000      | 0.0025s / 7.664 × 10^-7  | 0.011s (340.0 %) / 1.333 × 10^-6 | 0.003s (28.0 %) / 8.671 × 10^-7 |

| Software | Sample Size | Normal Time / SEM | Seccomp Time (Overhead) / SEM | DPTI Time (Overhead) / SEM |
|----------|-------------|-------------------|-------------------------------|---------------------------|
| diff     | 10 000      | 0.0092s / 2.498 × 10^-6 | 0.0137s (48.91 %) / 3.129 × 10^-6 | 0.0116s (26.09 %) / 3.306 × 10^-6 |
| status   | 10 000      | 0.0068s / 1.019 × 10^-6 | 0.0112s (64.71 %) / 1.248 × 10^-6 | 0.0094s (38.24 %) / 1.361 × 10^-6 |

| Software | Number of filters | Cycles | (a) openat | (b) write |
|----------|-------------------|--------|------------|-----------|
| US       | 10                | 0.739  | 0.588      | 0.739     |
| RW       | 10                | 0.932  | 0.588      | 0.932     |

| Software | Number of filters | Cycles | (a) openat | (b) write |
|----------|-------------------|--------|------------|-----------|
| US       | 10                | 0.739  | 0.588      | 0.739     |
| RW       | 10                | 0.932  | 0.588      | 0.932     |

Fig. 5: Cycles required for string filtering for openat and write syscalls using DPTI, either using the US or RW bit. The x-axis indicates the position of the allowed string within the filter for the syscall, i.e., the number of strings that need to be checked until a match occurs with the current argument.

We first consider the results of small applications and simple tasks of large ones, i.e., busbox, git, the ffmpeg info command. For these applications, the overhead appears huge, ranging between 25 % and 468 % for DPTI. Still, for all cases, the overhead is lower than for seccomp where we measured an overhead between 48 % and 485 %. For more complex tasks in ffmpeg, the overhead never exceeds 0.9 % with DPTI, while in one case it almost reaches 4 % for seccomp.

Deep Argument Filtering. To evaluate the performance of DPTI for memory isolation, we use both variants for deep argument filtering. We consider two simple syscalls, openat and write. For both syscalls, we measure the average execution time of the syscall, including our deep argument filtering, over 100,000 invocations. As a syscall can allow multiple strings, we consider different number of strings in the filter, placing the correct one at its end, i.e., for n strings in the filter we require n comparisons. As a baseline, we measure the execution time of the respective syscall without any argument checking.

Figure 5 shows the results of this experiment. Deep argument filtering has a non-negligible performance overhead: With DPTI-Stash, a single string check increases the execution time of the openat syscall from 920 to 2038 cycles. This increase is mostly due to the one-time overhead of isolating the memory region. With 10 string checks, the execution time is only slightly higher with 2351 cycles. In all cases, the performance of DPTI-Stash and DPTI-Freeze is about the same.

In-Depth Analysis of Filtering Components. To analyze the overhead further, we perform an in-depth analysis to determine the overhead of each individual step, i.e., resolving page tables, bit manipulation, TLB flush, and the actual string comparison.

We instrument DPTI-Stash and DPTI-Freeze to measure the required cycles for each step. We use the same syscalls as in the previous experiment, but reduce the number of invocations to 100,000. We filter outliers—detected using the modified z-score—by replacing them with the median.
The results of the evaluation are shown in Table II. The largest overhead is introduced by the page-table flush, which is necessary to perform twice. Recent work in Linux 5.13 has improved the performance of TLB flushing [55], which automatically improves the performance of our filtering as well. We discuss a potential way to further reduce this overhead in future work in Section VI-A. The string check differs between the two evaluated syscalls due to different string lengths used in the evaluation. Interestingly, clearing the additional bit in the kernel data structures required for DPTI-Freeze has no impact.

The execution time of all steps roughly sums up to the time difference shown for the case with no and one string filter in Figure 5. More efficient caching of page table translations can further improve the performance but was not implemented in our proof-of-concept implementation.

**Alias Mappings.** To evaluate the overhead of alias mappings, we build on our previous benchmark with the `openat` and `write` syscalls. Each syscall uses a single string filter, and we vary the number of alias mappings to the syscall argument, i.e., 2, 5, and 10 mappings, including the mapping used in the syscall. Each syscall is executed 100,000 and the average execution time is taken. Figure 6 shows the result of this evaluation.

Unsurprisingly, the average execution time of a syscall increases with the number of alias mappings that have to be modified. In combination with the results of the previous in-depth analysis (Table II) and our performance analysis of non-alias mappings in syscalls (Figure 5), it is clear that most of the overhead is due to the additional, necessary TLB flushes. As previously mentioned does recent work on improving the performance of TLB flushes automatically improve the performance of our filtering as well [55]. Note that this overhead only materializes in the case of at least 2 alias mappings to the same page; otherwise the overhead shown in Figure 5 applies.

We also investigate the performance of our tracking itself, which shows that adding a new mapping on average adds 1222 cycles (N=100,000, +47.5%) to the page fault. Most of this overhead, though, is not due to the tracking itself but a limitation of our proof-of-concept implementation as we need to probe (kretprobe) the page-fault handler. A full implementation can perform the tracking by extending it directly, removing on average 638 cycles of overhead from the page fault. Hence, the overhead of the tracking itself is 24.8%. Additionally, a full implementation can modify existing kernel data structures, allowing for a more efficient tracking mechanism.

As we observe a more significant overhead when an alias mapping is used in a syscall, we now investigate whether such mappings are frequently used in syscalls in real-world applications. For this evaluation, we rely on the applications shown in Table I, i.e., git, busybox, and ffmpeg, as well as visudo (Section V-A3). We track the number of alias mappings created over the execution of each one of our commands and whether such a mapping is then used in a string filter. This analysis revealed that not a single alias mapping is created and hence not used in a string filter. Therefore, the additional overhead is non-existent for at least these applications. We leave a broader analysis of alias mappings in real-world applications for future work.

**Eliminating TOCTOU.** While the previous experiment shows that the underlying principle works, we verify that it can prevent the exploitation of TOCTOU vulnerabilities. In this experiment, we try to re-direct an `openat` syscall such that a wrong file is opened. We create a multi-threaded application that uses filters that only allow opening the file `file1`. Thread 1 tries to open the specified file and print its content. Simultaneously, Thread 2 tries to modify the filename while the syscall is executed. In a vanilla or seccomp-based version, the syscall continues and opens the wrong file. With DPTI, the page containing the syscall is unmodifiable for the user. Hence, Thread 2 triggers a segfault due to the illegal access, and the thread is stalled, mitigating the attack.

**User-space Pages in Kernel Space.** When using DPTI-Stash, our enhanced filtering effectively brings a user-controlled page into the kernel space (cf. Section IV-A). To ensure that this cannot be exploited to inject arbitrary code into the kernel,
DPTI-Stash first verifies that the page is not marked as executable. As DPTI-Stash already has to modify the pageable entry for isolating the page, it can additionally clear the executable bit. Hence, as long as the page resides in the kernel space, it is not executable anymore. A thread cannot access the page while it is isolated, hence, removing the executable permission does not require any additional handling. After the syscall is done, DPTI-Stash can simply restore the executable bit. Thus, an attacker cannot exploit DPTI-Stash to inject executable pages into the kernel. Note that the kernel has to deactivate SMAP to access the syscall parameters in any case, enabling the access to the entire user-space memory during this time. Hence, temporarily bringing one data page into the kernel during a syscall does not increase the attack surface.

We consider the possibility of DPTI-Stash potentially weakening or breaking KASLR due to the user-space page being brought into the kernel. As it is only a data page, it can only be used as a stack page in a code-reuse attack where the attacker places the return addresses of the ROP gadgets. This already requires a KASLR break as the ret instruction can only return to absolute addresses. Hence, we can conclude that DPTI-Stash does not weaken or break KASLR.

3) Visudo: To demonstrate how deep argument filtering can improve the security of the system, we harden the visudo application with DPTI. visudo is used to edit the sudoers file with automatic validity checks. It uses an editor from a pre-defined set of editors to edit the file (potentially any editor). It can also be used to open other files than the sudoers file by using a command-line switch. Interestingly, the tool’s manpage already mentions that this behavior can be a security hole:

“if visudo is configured with the --with-env-editor option or the env_editor Default variable is set in sudoers, visudo will use any the editor defines by VISUAL or EDITOR. [...] this can be a security hole since it allows the user to execute any program they wish simply by setting VISUAL or EDITOR.”

To demonstrate that our enhanced filtering prevents exactly this scenario, i.e., an arbitrary editor opening arbitrary files, we manually extend visudo with syscall filters. We restrict visudo to only allow the vi editor to open the sudoers files as well as files necessary for vi to work, i.e., configuration files, libraries, and locales. Hence, in addition to allowing syscalls required for visudo, we also need to allow syscalls that vi requires.

In total, we generate 52 simple syscall filter rules without any argument filters. We allow the execve syscall with a deep argument filter on /usr/bin/vi, hence an invocation with a different editor is prevented. Naturally, the list of pre-defined editors can be extended, and the restriction on vi is simply done to ease our proof-of-concept implementation. We add a deep argument filter on the openat syscall such that it only allows opening the sudoers file and all strictly necessary library and file dependencies of visudo and vi. This results in 47 deep argument filters for openat. In total, we define 100 filters. While all the simple syscall filters are supported by seccomp, the complex filters based on string comparisons are not supported. Hence, seccomp cannot restrict access to files and editors.

To demonstrate that the resulting visudo binary is still able to perform its job, we use it to modify the sudoers file using vi. When doing that, we did not observe a single crash, and the task completes successfully. On the other hand, when we try to override the editor or try to manipulate another file, our module detects that the specified filter rules are being violated and kills the application. Hence, DPTI can be used to close the previously mentioned security hole.

We evaluate the performance of our protected version of visudo over 10000 executions and compare it to a vanilla version. For the evaluation, we measure the performance of the non-interactive verification mode of visudo. Nevertheless, the filtering is the same as in the interactive modification mode, i.e., filters for the openat syscall are still checked. The vanilla version requires, on average, 12.8 ms, DPTI-Stash 13.2 ms, and DPTI-Freeze 13.0 ms.

4) Comparison DPTI-Stash and DPTI-Freeze: While both variants of DPTI solve the problem of deep argument filtering, they differ in what MMU mechanism enforces the protection. As the used bits differ in their semantics, the two variants exhibit different properties, which we discuss in more detail now. The results of our comparison are presented in Table III.

DPTI-Freeze requires manipulation of bits in two different locations, but has the advantage that a user-space thread can still read data from the modified page, which is not possible with DPTI-Stash. For DPTI-Freeze, we need to explicitly track the previous permissions of the modified page such that we can restore the correct state after the syscall completes. This is not necessary for DPTI-Stash. However, the additional bit to modify does not introduce any overhead (Table II).

In both cases, writes are not possible from user space. Additionally, DPTI-Freeze blocks writes from the kernel. While this does not provide security benefits, it can be disadvantageous if the kernel wants to write to the isolated page. However, we have not encountered such a case in our tests.

| Approach    | Modified Bit | Read possible | Write Possible | Tracking |
|-------------|--------------|---------------|----------------|----------|
| DPTI-Stash  | US           | ✗             | ✗              | ✗        |
| DPTI-Freeze | RW VM_WRITE  | ✓             | ✗              | ✓        |

The table above shows the performance comparison between DPTI-Stash and DPTI-Freeze.

---

**Summary**

We presented a detailed performance and security evaluation, showing that DPTI outperforms seccomp in the case of simple syscall filters while providing additional security functionality in the form of deep argument filtering. We highlighted the bottlenecks of the approach and discussed the main differences between DPTI-Stash and DPTI-Freeze. Finally, we showed on the example of visudo how our approach can prevent a real-world security risk.

**B. SGX-Protection Domain**

We evaluate the performance (Section V-B1) and the security guarantees (Section V-B2) of the SGX protection domain, including the more optimized version from Section IV-B3.
1) Performance: As page table mappings are enforced by hardware, no additional performance overhead is observed during the regular execution of an enclave. The protection domain alters the page tables during enclave enter and exit, affecting the latency of enclave transitions only. We evaluate the overhead using sgxbench [72]. For our evaluation, we restrict ourselves to the empty ECALL and empty OCALL benchmark of sgxbench as these model the worst case scenario for our protection. These benchmarks simply perform ECALLs or OCALLs with no additional code inside the function.

Setup. We perform our benchmarks on an Intel Core i5-8265U CPU with a fixed frequency of 2.9 GHz. The operating system is Ubuntu 20.04 with Linux kernel 5.8.0. We compare DPTI-Stash to a reference URTS SGX-PSW library as baseline, and execute each benchmark 2,000,000 times. We also evaluate the performance improvements of the slightly less secure, optimized version (cf. Section IV-B3).

Results. Figure 7 shows the benchmark results. We observe a latency increase of 19.9% for ECALLs and 44.0% for OCALLs. When using the optimized version using the syscall instruction, we observe only an overhead of 9.9% for ECALLs and 24.0% for OCALLs. This improvement is solely caused by the different execution times of the page-fault handler and the syscall handler. We discuss how future work can optimize our implementation in Section VI-A. In similar microbenchmarks, SGXJail [94] had an overhead of 41.4% for ECALLs and 45.2% for OCALLs. Hence, as shown by the microbenchmarks, optimized DPTI outperforms SGXJail by 22% for ECALLs and 14.6% for OCALLs.

2) Security: In this section, we evaluate the security the DPTI-Freeze- and DPTI-Stash-based enclave isolation.

Data-Only Attacks. A non-isolated enclave can read or modify host application memory, hence allowing a malicious enclave to perform data-only attacks. DPTI prohibits data-only attacks by limiting write access to host pages, allowing the enclave to modify pages marked explicitly as DBPs only. As these pages are, by definition, used to pass data from and to a possibly untrusted enclave, we require the host to verify the correctness of the data received from the enclave.

SGX-ROP. To perform ROP-based attacks, the enclave needs to scan the host application for gadgets to build a ROP chain and then overwrite the stored return address on the stack to execute the ROP chain [81]. With both DPTI-Freeze and DPTI-Stash, we prohibit modifications to the return address on the stack by aligning the stack downwards before entering isolation and restricting access to the upper stack pages containing the return address. As the enclave can freely modify stack and base pointer upon leaving isolation, DPTI verifies that the latter was not altered. For data pushed on the stack, we have to consider the two reasons a thread can exit an enclave: First, the thread can exit the enclave to return from an ECALL. In this case, we verify that the stack pointer was restored correctly and restore the saved registers before executing the return instruction. Second, the enclave exited to perform an OCALL. The data is pushed onto the user stack, and the protection only verifies that the stack pointer grew downwards. No return instruction is executed directly after the isolation end as an OCALL adds additional call frames instead of removing them.

EEXIT Destination. The EEXIT instruction allows arbitrary return locations outside the SGX enclave, allowing returns to arbitrary, potentially misaligned, instructions [94]. We consider two cases: First, the enclave returns to a page different than the CBP, raising a page fault. As discussed in Section IV-B, this results in our page-fault handler raising a segmentation fault. Second, the enclave returns to the CBP, potentially misaligned. This poses no problem as the CBP is only filled with NOP instructions following the EENTER.

Data Confidentiality. DPTI-Stash provides data confidentiality as host application pages are not mapped in the isolated address space. DPTI-Freeze does not guarantee data confidentiality as pages are just mapped as read-only, allowing the enclave to read host data, but it still prevents malicious modification.

Multithreading and TOCTOU. As described in Section IV-B, multiple threads inside the same enclave share an isolated mapping. This does not pose a security problem, as threads within an enclave already share the enclave memory. Nevertheless, we ensure that multiple threads running inside the enclave cannot alter each other’s stack during an OCALL by removing that thread’s stack from the isolated mapping.

Summary
We presented a microbenchmark evaluation of our SGX protection domain, showing the performance overhead for ending the isolation via a page fault or syscall. The benchmarks demonstrate that DPTI outperforms previous solutions in this field without requiring additional hardware features. Our security evaluation showed that we improve the security of the system in the presence of a malicious enclave.

VI. DISCUSSION
In this section, we discuss future work and related work.

A. Future Work
Enhanced Syscall Filtering. The largest bottleneck for efficient deep argument filtering is the necessity of TLB flushes. Future work can investigate the possibility of employing protection keys in the kernel, completely removing the necessity of modifying and flushing page tables. Previous work has already explored the possibility of using such keys in the kernel [33]. A more recent patch set has even provided protection-key functionality to the kernel [13]. As the reliance on protection keys contradicts the aim of this work for providing a
method for commodity, off-the-shelf systems, they were not used. Similarly, IMIX [26] could improve the performance of our deep argument filtering. However, currently, no hardware supports IMIX. Future work can investigate whether seccomp can be extended to include our approach directly. To generate tight filters for complex arguments, the automated generation of syscall filter rules [29], [10], [18] can be extended to extract arguments automatically.

**SGX-Protection Domain.** The benchmarks in Section V-B1 show that the overhead between raising a page fault and handling it is quite high. Merging the proof-of-concept directly into the kernel would increase the performance by greatly reducing the amount of code executed.

**B. Related Work**

**Syscall Filtering.** Multiple works have been published on syscall checking [32], [90], [71], [43], [28], [2], [3], [69], [24], [56], [15], [30]. Some rely on kernel tracing [32], [90], [71], [43], [28], [2], [3], but the performance suffers from additional context switches. Hence, Linux relies on seccomp to perform syscall-filtering if it is requested by a developer. As discussed, seccomp requires a developer to manually identify the Syscall Filtering. This is an orthogonal approach as it does not attempt to filter syscalls, but instead focuses on access control on kernel objects directly [19].

**Memory Isolation.** Memory isolation is a well-researched field where proposals can be grouped into OS-, virtualization-, hardware-, language- and runtime-based techniques. While memory isolation can be easily achieved on the OS level by simply placing the necessary parts into separate processes, this does incur a significant overhead. To prevent this significant overhead, recent work provides additional OS abstractions [16], [37], [58] that together with compiler support [12] or runtime analysis tools [8] make it feasible to isolate long-term signing keys in a web server. Other work has proposed to use a hypervisor for isolating memory. Dune [7] allows a user-space process to use the Intel VT-x virtualization extensions to isolate compartments. Other work demonstrated how the VMFUNC instruction can be used to switch extended page tables to achieve in-process isolation [51], [59]. SIM [84] uses VT-x for isolating a security monitor in an untrusted VM.

Memory isolation can also be enforced by the hardware, for instance, by Intel SGX or ARM TrustZone. Previous work used SGX to protect internal data structures of just-in-time compilers to prevent code-injection attacks [25]. While the hardware enforces this isolation, the switching overhead is similar to other approaches [51]. Other works proposed additional x86 ISA extensions to add load and store instructions that must be used to access data in a safe region [26], [65]. These approaches additionally require CFI [1] to protect against control-flow hijack attacks [86]. Several works have relied on Intel Memory Protection Keys (MPK) to facilitate more efficient memory isolation [88], [76], [51], [13], [68]. However, Intel MPK is not used in the kernel and not available for most commodity systems. It is only available in a limited subset of shipped processors since the Intel Xeon Skylake microarchitecture. Creative use of page-table entries for in-process isolation is a technique that has been explored [26], [51], but these solutions require modifications of the ISA or the re-purposing of ignored or reserved bits in page tables. Consequently, they can only be applied to future hardware but not to commodity systems.

Memory isolation can also be ensured through static checks in memory-safe languages. In unsafe languages, this isolation can be provided through software fault isolation, where runtime checks are added by the compiler or through binary rewriting [91], [64]. Naturally, this imposes a performance overhead while not protecting against control-flow hijack attacks, making it necessary to combine it with CFI. Recent work has explored the possibility of so-called *zero-cost transitions* between normal and sandboxed code for well-structured code, but still requires CFI [50]. Contrary to previous solutions for memory isolation [26], [65], [88], [66], [51], [35], [68], DPTI does not require ISA extensions or re-purposing of ignored bits in the page table. Instead, we solely rely on existing functionality and bring our enhanced filtering to widely available commodity systems. DPTI retrofits sandboxing mechanisms with strategies that previous works have explored against microarchitectural attacks [34], [38].

**Intel SGX.** The memory isolation of SGX is asymmetric, *i.e.*, while enclave memory is inaccessible for the operating system and the host application, the enclave has full access to the data and code of the host application. Schwarz et al. [81] showed that untrusted SGX enclaves can rewrite the host application memory to impersonate the host and execute arbitrary syscalls. To mitigate such attacks, Weiser et al. [94] proposed SGXJail, which contains two ways to isolate enclaves, either isolation through another process or through a slightly modified variant of Intel MPK. Other works have proposed to monitor the I/O behavior of enclaves to detect a potential attack [17], [14]. Another proposed approach is to analyze enclave code before running it, but this is not possible for generic loaders [14]. Hence, Costan and Devadas [14] proposed to force generic loader enclaves to embed malware-analysis code into the enclave, but it is unknown how effective this approach is.

Other approaches try to improve the security of the enclave itself [52], [82], [98], but such approaches are orthogonal to our approach as they assume a malicious host or OS. A SFI-based approach has been proposed by Ryoan [39], but this requires recompilation of the enclave using SFI, which might not be possible and is not necessary in our approach.

**VII. Conclusio**

In this paper, we proposed DPTI, a security-domain isolation mechanism for commodity off-the-shelf CPUs. We presented two novel techniques for dynamic, time-limited changes to the memory isolation at security-critical points, called DPTI-Freeze and DPTI-Stash. While DPTI-Freeze makes memory temporarily read-only, DPTI-Stash temporarily removes access
permissions. We evaluated the versatility of DPTI in two scenarios. In the first scenario, DPTI enables faster and more fine-grained syscall filtering than seccomp-bpf while providing stronger memory-safety guarantees that allow supporting deep argument filtering. In the second scenario, DPTI efficiently confines SGX enclaves, outperforming existing solutions by 14.6 % - 22 % and removing hardware requirements. Our results show that DPTI is a viable mechanism that can be used to isolate domains within applications without relying on special hardware instructions or extensions.
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APPENDIX

In Table IV, we show the exact commands that were used for the evaluation of the real-world applications in Section V-A.
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TABLE IV: The specific commands which were used for evaluating the performance of an unsandboxed, seccomp-, and DPTI-sandboxed version of the respective application.

| Software | Command |
|----------|---------|
| diff     | busybox diff cat.sh grep.sh |
| true     | busybox true |
| env      | busybox env |
| ls       | busybox ls |
| dmesg    | busybox dmesg |
| cat      | busybox cat test |
| head     | busybox head -n 100 test |
| grep     | busybox grep -ir python3 . |
| pwd      | busybox pwd |
| ffmpeg   | ffmpeg extract ffmpeg -i video.mp4 -r 1 -i frame2 frame-%2d.png -y -hide_banner |
|          | ffmpeg convert ffmpeg -i video.mp4 video.avi -y -hide_banner |
|          | ffmpeg remove ffmpeg -i video.mp4 -an output.mp4 -y -hide_banner |
|          | ffmpeg crop ffmpeg -i video.mp4 -filter:v "crop=640:480:200:150" output.mp4 -y -hide_banner |
|          | ffmpeg info ffmpeg -i video.mp4 -hide_banner -i video.mp4 |
|          | ffmpeg change ffmpeg -i video.mp4 -filter:v scale=1280:720 -c:a copy output.mp4 -y -hide_banner |