CONVERGENCE OF ONLINE PAIRWISE REGRESSION LEARNING WITH QUADRATIC LOSS

SHUHUA WANG
School of Statistics and Mathematics, Zhejiang Gongshang University
Hangzhou, 310018, China
Department of Applied Statistics, Shaoxing University, Shaoxing, 312000, China

ZHENLONG CHEN
School of Statistics and Mathematics, Zhejiang Gongshang University
Hangzhou, 310018, China

BAOHUAI SHENG*
Department of Applied Statistics, Shaoxing University, Shaoxing, 312000, China

Abstract. Recent investigations on the error analysis of kernel regularized pairwise learning initiate the theoretical research on pairwise reproducing kernel Hilbert spaces (PRKHSs). In the present paper, we provide a method of constructing PRKHSs with classical Jacobi orthogonal polynomials. The performance of the kernel regularized online pairwise regression learning algorithms based on a quadratic loss function is investigated. Applying convex analysis and Rademacher complexity techniques, the bounds for the generalization error are provided explicitly. It is shown that the convergence rate can be greatly improved by adjusting the scale parameters in the loss function.

1. Introduction. In recent years, online learning algorithms have been attracting the attentions of a lot of researchers in statistical learning theory (see e.g., [21, 58, 71, 73, 74] and references therein). In present paper, we shall give an investigation on the convergence analysis of kernel-based regularized online pairwise learning algorithm associating with the quadratic loss.

1.1. Online learning algorithms. Let $X$ be a given compact set in the $d$-dimensional Euclidean space $\mathbb{R}^d$, $Y \subset \mathbb{R}$. Let $\rho$ be a fixed but unknown probability distribution on $Z = X \times Y$ which yields its marginal distribution $\rho_x$ on $X$ and its conditional distribution $\rho(\cdot \mid x)$ at $x \in X$. Then we denote by $\{z_t = (x_t, y_t)\}_{t=1}^T$ the sample drawn i.i.d. (independently and identically distribution) according to distribution $\rho$. The aim of regression learning is to find a predictor $f : X \to \mathbb{R}$ from a hypothesis space such that $f(x)$ is a ”good” approximation of $y$. Let $V(r) : \mathbb{R} \to \mathbb{R}_+$
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be an even loss function. It is well known that $V'(r)$ is an odd function. The quality of the predictor $f$ is measured by the generalization error

$$E(f) := \int Z V(f(x) - y) d\rho(x, y), \quad (1.1)$$

In the theory of kernel regularized learning, RKHSs are often chosen as the hypothesis spaces. The batch algorithms based on a RKHS $\mathcal{H}_K$ is defined as ([20])

$$f_{z, \lambda} = \arg\min_{f \in \mathcal{H}_K} \frac{1}{T} \sum_{t=1}^{T} V(f(x_t) - y_t) + \frac{\lambda}{2} \|f\|_K^2, \quad (1.2)$$

and the data-free analogue

$$f_{\lambda} = \arg\min_{f \in \mathcal{H}_K} E(f) + \frac{\lambda}{2} \|f\|_K^2, \quad (1.3)$$

where $\lambda > 0$ is a regularization parameter.

Contrast to the batch learning which tackles the whole samples in a batch, online learning processes the samples one by one and update the output in time. For any $f_t \in \mathcal{H}_K$, by the results of functional gradient (see [42, 50]), we know that the gradient of $E(f) + \frac{\lambda}{2} \|f\|_K^2$ at the point $f_t$ with respect to $f$ is

$$\nabla f(E(f) + \frac{\lambda}{2} \|f\|_K^2)|_{f=f_t} = \int Z V'(f_t(x) - y) K_x(\cdot) d\rho(x, y) + \lambda f_t.$$

Using the classical gradient descent method [9], we can get the sequence $\{g_t : g_t \in \mathcal{H}_K\}$, which provides an approximation to $f_{\lambda}$, by the following iterative formula

$$\begin{cases}
g_1 = 0, \\
g_{t+1} = g_t - \eta_t \left( \int Z V'(g_t(x) - y) K_x(\cdot) d\rho(x, y) + \lambda g_t \right). \quad (1.4)
\end{cases}$$

However, since the distribution $\rho$ is unknown, the algorithm (1.4) can not be implemented directly. Based on the Stochastic Gradient Descent Method (see e.g. [23, 29, 48]), the integral in (1.4) is replaced by the value $V'(f_t(x_t) - y_t) K_{x_t}(\cdot)$, the kernel-based online learning algorithm is given by (see e.g. [58])

$$\begin{cases}
f_1 = 0, \\
f_{t+1} = f_t - \eta_t \left( V'(f_t(x_t) - y_t) K_{x_t}(\cdot) + \lambda f_t \right), \quad (1.5)
\end{cases}$$

where $\eta_t$ is called the step size and the sequence $\{f_t : t = 1, \ldots, T + 1\}$ is the learning sequence.

The convergence rate of the online learning algorithm (1.5) has been extensively studied in the literature (see e.g. [38, 52, 58, 69, 71, 75]). The research results in [38] show that under mild conditions the regularized online learning algorithm (1.5) can converge comparably fast as batch learning algorithm (1.2).

1.2. The kernel regularized online pairwise learning algorithm. Recently, the kernel-based regularization pairwise learning algorithms have been considered in [16, 17], whose background comes from many problems such as the ranking problem (see e.g. [1, 12, 13, 18, 35, 47, 76]), the similarity learning (see e.g. [11, 38]), et al. An important innovation of pairwise learning from the usual online learning is the use of the pairwise reproducing kernel Hilbert space (PRKHS) $\mathcal{H}_K$, which is often reproduced by an unique symmetric and positive definite continuous function $K : X^2 \times X^2 \to \mathbb{R}$, called pairwise reproducing kernel or pairwise Mercer kernel (see e.g. [10, 13, 17, 27, 45]).
The PRKHS $\mathcal{H}_K$ is defined as the completion of the linear span of the set of functions \( \{K(x,x')(\cdot,\cdot) = K((x,x')(\cdot,\cdot)) : (x,x') \in X^2\} \) with the inner product \( \langle \cdot, \cdot \rangle_K \) satisfying the following reproducing property
\[
f(x,x') = \langle K(x,x')(\cdot,\cdot), f \rangle_K, \quad \forall (x,x') \in X^2, f \in \mathcal{H}_K
\]
and the embedding inequality
\[
|f(x,x')| \leq \kappa \|f\|_K, \quad \forall (x,x') \in X^2, f \in \mathcal{H}_K, \quad (1.6)
\]
where \( \kappa := \sup_{x,x' \in X} \sqrt{K((x,x'),(x,x'))} \).

Let \( V(r) : \mathbb{R} \to [0, +\infty) \) be an even regression loss function, the batch regression algorithms based on the Tikhonov regularization scheme for pairwise learning is defined as (see e.g. [8, 15, 64, 72])
\[
f_{z,\lambda} = \arg \min_{f \in \mathcal{H}_K} \frac{1}{T(T-1)} \sum_{i,t=1,i \neq j} V(f(x_i,x_j) - \delta(y_i,y_j)) + \frac{\lambda}{2} \|f\|_K^2,
\]
The reducing function \( \delta : Y \times Y \to \mathbb{R} \) chosen according to the learning task, is a new terminology making pairwise learning essentially different from that of pointwise learning. For any hypothesis \( f \in \mathcal{H}_K \), if the inducing function \( \delta(y,y') \) is a symmetric function, we naturally hope that \( f \) is a symmetric function, i.e. \( f(x,x') = f(x',x), \forall x,x' \in X \), and if the inducing function \( \delta(y,y') \) is an anti-symmetric function, for example \( \delta(y,y') = y - y' \), we hope that \( f \) is an anti-symmetric function as well, i.e. \( f(x,x') = -f(x',x), \forall x,x' \in X \) (see e.g. [10, 13, 18]). So it is valuable if we can provide a way of constructing PRKHS whose functions have the symmetric or anti-symmetric property. This is the first motivation for us to write this paper.

Online pairwise learning depends upon a sequence of samples \( z = \{z_t\}_{t=1}^T = \{(x_t,y_t)\}_{t=1}^T \). At each time step \( t = 2 \ldots T \), the algorithm posits a hypothesis \( f_t \in \mathcal{H}_K \) upon which the next sample \( z_t \) is revealed. And the algorithm incurs the following local regularized empirical error, on which the quality of the hypothesis \( f_t \) is assessed (see e.g. [15, 72]),
\[
\hat{E}_t^\lambda(f) = \frac{1}{t-1} \sum_{j=1}^{t-1} V(f(x_t,x_j) - \delta(y_t,y_j)) + \frac{\lambda}{2} \|f\|_K^2.
\]
where \( \lambda > 0 \) is a regularization parameter.

To update the current predictor \( f_t \), an iterative step is made based on the negative gradient of the above local regularized empirical error \( \hat{E}_t^\lambda(f) \) at \( f = f_t \), which is exactly defined by (see [42, 46])
\[
- \nabla \hat{E}_t^\lambda(f) |_{f=f_t} = -\left( \frac{1}{t-1} \sum_{j=1}^{t-1} V'(f(x_t,x_j) - \delta(y_t,y_j)\big)K(x_t,x_j)(\cdot,\cdot) + \lambda f_t \right).
\]

Using the above gradient descent method, the general form of online kernel-based regularization pairwise learning algorithm is defined as follows.
\[
\begin{aligned}
f_1 &= f_2 = 0, \\
f_{t+1} &= f_t - \eta_t \left( \frac{1}{t-1} \sum_{j=1}^{t-1} V'(f_t(x_t,x_j) - \delta(y_t,y_j))K(x_t,x_j)(\cdot,\cdot) + \lambda f_t \right),
\end{aligned}
\]
where \( \{\eta_t > 0\} \) is a stepsize sequence.
For a hypothesis \( f \), we define the generalization error or risk associated with the loss function \( V \) as

\[
\mathcal{E}(f) := \int_Z \int_Z V(f(x, x') - \delta(y, y')) d\rho(x, y) d\rho(x', y'),
\]

and the regularization generalization error or risk is defined as

\[
f_\lambda = \arg \min_{f \in \mathcal{H}} \left( \mathcal{E}_\lambda(f) = \mathcal{E}(f) + \frac{\lambda}{2} \|f\|_K^2 \right).
\]

To study the learning performance of online pairwise learning algorithms we need to bound the convergence rate of the iterative sequence \( \{f_t : t = 1, \ldots, T + 1\} \). Online pairwise learning in a linear space was investigated in [64], and the generalization bounds for the average of the iterates were established requiring the uniform boundedness of the loss function. Instead of the average of its iterates, recent literatures considered the last iterate of online pairwise learning algorithms, and the research results show that the performance of the last iterate is competitive to that of the average of iterates (\cite{15, 26, 39, 72}). [72] studied the convergence rates of online pairwise learning with the least squares loss

\[
V(f(x, x') - \delta(y, y')) = (y - y' - f(x, x'))^2,
\]
a novel error decomposition was given and the explicit error bounds of \( O(T^{-\beta/2}) \) were presented with the pairwise regression function \( f_\rho \in L^2_K(L^2_\rho) \). The convergence rate of online pairwise learning algorithm for binary classification was established in [26] by using strong convexity and re-weighting techniques. [39] investigated the unregularized online pairwise learning algorithms with a general convex loss satisfying an increment condition, the convergence rate \( O(T^{-\beta/2} \log T) \) was established with the step size \( \eta_t = \eta_1 t^{-\theta}, \theta = \frac{2\beta+1}{2\beta+2} \).

It is known that the learning rates of a kernel-based regularization algorithm are influenced by the geometry properties, e.g., the capacity, the covering number, the uniformly convexity (\cite{4, 5, 20, 40}). Some other parameters with respect to the RKHS also influence the learning rates. For example, it is shown by [37, 65, 68, 70] that the flexible variance \( \sigma \) in the Gaussian kernels greatly influence the learning rates. The recent researches on the semi-supervised learning show that the parameters in the loss function also influence the learning rates (see\cite{54}). [63] studied the convergence of the online pairwise algorithm with varying regularization parameters.

On the other hand, we find that the quadratic function \( \sqrt{1 + t^2}, t \in \mathbb{R} \) plays an important role in constructing shape preserving quasi-interpolation and solving partial differential equations with meshfree method since its strong nonlinear property and its convexity (see \cite{14, 25, 66, 67}), and it has been used by \cite{56} as the loss function which shows some advantages in forming semi-supervised learning algorithms. Encouraged by these researches, we want to make an investigation on how these parameters influence the learning rates of the online pairwise learning. This is the second reason for writing this paper.

The rest of this paper is organized as follows. In Section 2 we state the theory of bivariate orthogonal polynomials and give some examples of bivariate pairwise Mercer kernels. In Section 3, we consider the online pairwise learning algorithm associated with the quadratic loss function \( V_\sigma(r) := \sigma^2(\sqrt{1 + (\frac{r}{\sigma})^2} - 1) \) with parameters \( \sigma \in (0, 1] \). Unlike pointwise learning, pairwise learning usually involves pairs of training samples that are not independently and identically distributed.
(i.i.d.). By using tools from convex analysis and Rademacher complexity, we give some investigations on the performance of the learning algorithm and give an explicit convergence rate bound. The analysis results show that the learning rate can be improved by choosing the scale parameter $\sigma$ properly. We give in Section 5 the proofs.

Here and later we write $A = O(B)$ if there is a constant $C \geq 0$ such that $A \leq CB$.

2. **Pairwise Mercer kernels and PRKHSs.** Cucker and Smale gave a description of a usual RKHS with orthonormal systems (see Proposition 4 of [19], see also [51, 60, 61]), which itself is a way of constructing RKHSs. Along this line, we give here a method of constructing PRKHS with bivariate orthogonal polynomials.

Let $\Omega \subset \mathbb{R}^2$ be a simply connected bounded domain (having a nonempty interior) and $w(x, y)$ be a non-negative and nonzero integrable function defined on $\Omega$ and

$$L^2(w) := \left\{ f(x, y) : \|f\|_{L^2(w)} = \left( \int_\Omega |f(x, y)|^2 w(x, y) dxdy \right)^{\frac{1}{2}} < +\infty \right\}.$$ 

For any $f, g \in L^2(w)$ we define an inner product

$$\langle f, g \rangle_w := \int_\Omega f(x, y)g(x, y)w(x, y) dxdy$$

Denoted by $\Pi^2_n$ the linear space of real bivariate polynomials of total degree at most $n$, i.e.,

$$\Pi^2_n = \{ p_{m,l}(x, y) = x^m y^l + \text{lower power terms} : m + l \leq n \},$$

and denoted by $\Pi^2$ the collection of all bivariate polynomials.

A polynomial $p \in \Pi^2_n$ is called an orthogonal polynomial with respect to $w(x, y)$ if

$$\langle p, q \rangle_w = \int_\Omega p(x, y)q(x, y)w(x, y) dxdy = 0,$$

for all $q \in \Pi^2_{n-1}$.

Let $\mathcal{V}^2_n$ denote the set of polynomials of exact degree $n$ orthogonal with respect to the weight function $w(x, y)$. Then by [34] we know $\mathcal{V}^2_n$ is a linear space of polynomials of dimension $n + 1$. Also, let $\{P_{n-k,k} \}_{k=0}^n$ denote a basis of $\mathcal{V}^2_n$. Then

$$\{P_{n-k,k}(x, y) : (x, y) \in \Omega, 0 \leq k \leq n, n = 0, 1, 2, \ldots \}$$

forms an orthogonal polynomial system (see [34]).

Take $\mathbb{P}_n = (P_{n-k,k})_{k=0}^n = (P_{n,0}, P_{n-1,1}, \ldots, P_{0,n})^T$. Then $\mathbb{P}_n^T$ is a row vector. Using these notions, the orthogonality of $\mathbb{P}_n$ can be expressed as (see [24])

$$\langle \mathbb{P}_n, \mathbb{P}_m^T \rangle_w = \int_\Omega \mathbb{P}_n \mathbb{P}_m^T w(x, y) dxdy = \mathcal{O}_{(m+1) \times (n+1)}, \ n \neq m, m, n \geq 0,$$

$$\langle \mathbb{P}_n, \mathbb{P}_n^T \rangle_w = \int_\Omega \mathbb{P}_n \mathbb{P}_n^T w(x, y) dxdy = \mathbb{H}_n,$$

where $\mathbb{H}_n$ is a symmetric and positive-definite matrix of size $(n + 1) \times (n + 1)$ is a $(m + 1) \times (n + 1)$ matrix in which all elements are zero. If $\mathbb{H}_n$ is the identity matrix, then $\{P_{n-k,k} : 0 \leq k \leq n, n = 0, 1, 2, \ldots \}$ is an orthonormal polynomial system (see [24]).

We provide here a method for constructing Mercer kernel $K_{(x,y)}(x', y')$ on $\Omega^2$ with orthogonal polynomials on $\Omega$. 

\hspace{1cm}
Let \( \{ P_{n-k,k}(x, y) : (x, y) \in \Omega, 0 \leq k \leq n; n = 0, 1, 2, \cdots \} \) be an orthogonal polynomial system in \( Y^2_n \). Define
\[
\Phi^{(n)}_{(x,y)}(x', y') = \sum_{k=0}^{n} h_{n,k}^{-2} P_{n-k,k}(x, y) P_{n-k,k}(x', y')
\]
and
\[
1 = h_{n,k}^{-2} \int_{\Omega} |P_{n-k,k}(x, y)|^2 w(x, y) dxdy. 
\tag{2.1}
\]
Then
\[
K_{(x,y)}(x', y') = \sum_{n=0}^{\infty} \lambda_n \Phi^{(n)}_{(x,y)}(x', y'), \quad \lambda_n > 0
\]
is a pairwise Mercer kernel on \( \Omega^2 \) under the assumption that \( \lambda_n \) has a decay such that the convergence of the right side of (2.2) is absolute and uniform.

Assume the series
\[
\sum_{n=0}^{\infty} \lambda_n \sum_{k=0}^{n} h_{n,k}^{-2} |P_{n-k,k}(x', y')|^2 
\tag{2.3}
\]
uniformly converges on \( \Omega \), we now show that \( K_{(x,y)}(x', y') \) is a Mercer kernel on \( \Omega^2 \).

In fact, by Hölder inequality we have
\[
|K_{(x,y)}(x', y')| \leq \sum_{n=0}^{\infty} \lambda_n \sum_{k=0}^{n} h_{n,k}^{-2} |P_{n-k,k}(x, y)||P_{n-k,k}(x', y')| \leq \left( \sum_{n=0}^{\infty} \lambda_n \sum_{k=0}^{n} h_{n,k}^{-2} \right)^{\frac{1}{2}} \left( \sum_{n=0}^{\infty} \lambda_n \sum_{k=0}^{n} h_{n,k}^{-2} |P_{n-k,k}(x, y)|^2 \right)^{\frac{1}{2}}.
\]

To show the convergence of (2.3), one needs to bound \( \sum_{k=0}^{n} h_{n,k}^{-2} |P_{n-k,k}(x', y')|^2 \) which itself is a problem touching upon the estimation of the Christoffel-Darboux formula (see e.g.\([22, 28, 32, 49]\)).

**Remark 1.** The following two cases show that the assumption (2.3) is reasonable.

- When \( \Omega \) is a compact set and \( w(x, y) \) is a bounded function on \( \Omega \), e.g. \( 0 \leq w(x, y) \leq 1 \). Since \( \sum_{k=0}^{n} h_{n,k}^{-2} |P_{n-k,k}(x', y')|^2 \) is a continuous function on \( \Omega \) for a given \( n \), it can attain its maximum value \( M_n \) on \( \Omega \). We can choose \( \lambda_n > 0 \) such that \( \sum_{n=0}^{\infty} \lambda_n M_n < +\infty \).
- When \( \Omega \) is a compact set and \( w(x, y)^{-1} \) is a bounded function on \( \Omega \), e.g. \( 0 \leq w(x, y)^{-1} \leq 1 \). For given \( n \) and \( k \), we have by (2.1) that \( h_{n,k}^{-2} |P_{n-k,k}(x', y')|^2 \) is bounded. There exists \( M_n \in \mathbb{R} \) such that \( \sum_{k=0}^{n} h_{n,k}^{-2} |P_{n-k,k}(x', y')|^2 \) \( w(x, y) \leq M_n \). It follows that
\[
\sum_{k=0}^{n} h_{n,k}^{-2} |P_{n-k,k}(x', y')|^2 \leq M_n w(x, y)^{-1} \leq M_n.
\]

Also, we can choose \( \lambda_n > 0 \) such that \( \sum_{n=0}^{\infty} \lambda_n M_n < +\infty \).

Take \( r_{n,k}(f) = \langle f, h_{n,k}^{-1} P_{n-k,k} \rangle_w, k = 0, 1, 2, \ldots, n, \ n = 0, 1, 2, \cdots \) to be the Fourier coefficients of \( f \) with respect to the orthonormal basis
\[
\left\{ h_{n,k}^{-1} P_{n-k,k}(x, y) : (x, y) \in \Omega, 0 \leq k \leq n, n = 1, 2, \cdots \right\}.
\]
Then

\[ f \sim \sum_{n=0}^{\infty} \sum_{k=0}^{n} r_{n,k}(f)h_{n,k}^{-1}P_{n-k,k}. \]

Define

\[ \mathcal{H}_K = \{ f \in L^2(w) : \sum_{n=0}^{\infty} \frac{1}{\lambda_n} \sum_{k=0}^{n} r_{n,k}^2(f) < +\infty, f = \sum_{n=0}^{\infty} \sum_{k=0}^{n} r_{n,k}(f)h_{n,k}^{-1}P_{n-k,k} \}. \]

Then we have the following proposition.

**Proposition 1.** \( \mathcal{H}_K \) is a PRKHS with reproducing kernel (2.2) and the inner product defined by

\[ (f, g)_K = \sum_{n=0}^{\infty} \frac{1}{\lambda_n} \sum_{k=0}^{n} r_{n,k}(f)r_{n,k}(g) \] (2.4)

for

\[ f = \sum_{n=0}^{\infty} \sum_{k=0}^{n} r_{n,k}(f)h_{n,k}^{-1}P_{n-k,k} \in \mathcal{H}_K, \quad g = \sum_{n=0}^{\infty} \sum_{k=0}^{n} r_{n,k}(g)h_{n,k}^{-1}P_{n-k,k} \in \mathcal{H}_K. \]

**Proof.** Rewrite \( K_{(x,y)}(x', y') \) as

\[ K_{(x,y)}(x', y') = \sum_{n=0}^{\infty} \sum_{k=0}^{n} \left( \lambda_n h_{n,k}^{-1}P_{n-k,k}(x, y) \right) h_{n,k}^{-1}P_{n-k,k}(x', y'). \]

Then

\[ r_{n,k}(K_{(x,y)}(\cdot, \cdot)) = \left( K_{(x,y)}(\cdot, \cdot), h_{n,k}^{-1}P_{n-k,k} \right) = \lambda_n h_{n,k}^{-1}P_{n-k,k}(x, y). \]

By (2.3) we have

\[ \sum_{n=0}^{\infty} \frac{1}{\lambda_n} \sum_{k=0}^{n} r_{n,k}^2(K_{(x,y)}(\cdot, \cdot)) = \sum_{n=0}^{\infty} \lambda_n \sum_{k=0}^{n} h_{n,k}^{-2}(P_{n-k,k}(x', y'))^2 < +\infty. \]

Therefore, for any given \((x, y) \in \Omega\) we have \( K_{(x,y)}(x', y') \in \mathcal{H}_K\). By (2.4) we know for

\[ f = \sum_{n=0}^{\infty} \sum_{k=0}^{n} r_{n,k}(f)h_{n,k}^{-1}P_{n-k,k} \in \mathcal{H}_K \]

there holds

\[ (f, K_{(x,y)})_K = \sum_{n=0}^{\infty} \frac{1}{\lambda_n} \sum_{k=0}^{n} r_{n,k}(f) \left( \lambda_n h_{n,k}^{-1}P_{n-k,k}(x, y) \right) = f(x, y). \]

So \( \mathcal{H}_K \) is a PRKHS with reproducing kernel \( K_{(x,y)}(x', y') \).

**2.1. Some pairwise Mercer kernels.** By Proposition 1 we know that to construct a PRKHS, one only needs to construct the pairwise Mercer kernels \( K_{(x,y)}(x', y') \) satisfying (2.3). We give some examples.

Take the classical Jacobi polynomials as

\[ p_{n}(x, y) = \frac{(\alpha + 1)_n}{n!} \binom{n}{n} F_1(-n, \alpha + \beta + n + 1; \alpha + 1; \frac{1-x}{2}) \]

\[ = \frac{(-1)^n(1-x)^{-\alpha}(1+x)^{-\beta}}{2^n n!} D_x^n \left\{ (1-x)^{n+\alpha}(1+x)^{n+\beta} \right\} (D_x := \frac{d}{dx}, \alpha > -1, \beta > -1, \]

Then

\[ f \sim \sum_{n=0}^{\infty} \sum_{k=0}^{n} r_{n,k}(f)h_{n,k}^{-1}P_{n-k,k}. \]
where
\[
\mu F_q(\alpha_1, \ldots, \alpha_p; \beta_1, \ldots, \beta_q; x) = \sum_{n=0}^{\infty} \frac{(\alpha_1)_n \cdots (\alpha_p)_n}{(\beta_1)_n \cdots (\beta_q)_n} \frac{x^n}{n!}, \quad |x| < 1,
\]
\[
(\lambda)_0 = 1, (\lambda)_k = \lambda(\lambda + 1) \cdots (\lambda + k - 1) = \frac{\Gamma(\lambda + k)}{\Gamma(\lambda)}, k \in \mathbb{N}_0 = \{0\} \cup \mathbb{N},
\]
and \(\Gamma(\lambda)\) is the Euler’s Gamma function defined by
\[
\Gamma(\lambda) = \int_0^{+\infty} t^{\lambda-1} e^{-t} dt, \quad \text{for Re}(\lambda) > 0.
\]
Now, we give some examples.

(1) A bivariate pairwise Mercer kernel on the unit disk.
For \(\Omega = \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 \leq 1\}\) and \(w(x, y) = (1 - x^2 - y^2)^{\alpha}, \alpha > -1\), there are following bivariate orthogonal polynomials (see [24, 32, 44])
\[
P^{(\alpha)}_{n-k,k}(x, y) = \sum_{\lambda=0}^{\infty} \int_{\Omega} w(x, y) P^{(\alpha)}_{n-k}(x, y) P^{(\alpha)}_{n-k}(x', y') dx dy,
\]
where
\[
\left( h^{(\alpha)}_{n,k} \right)^2 = \int_{\Omega} \left| P^{(\alpha)}_{n-k}(x, y) \right|^2 w(x, y) dx dy, \quad \lambda_n > 0.
\]
The \(\lambda_n\) \(\in\) \(\mathbb{R}\) are chosen such that the series
\[
\sum_{n=0}^{\infty} \lambda_n \sum_{k=0}^{n} \left( h^{(\alpha)}_{n,k} \right)^{-2} \left| P^{(\alpha)}_{n-k}(x, y) \right|^2
\]
converges uniformly on \(\Omega\). Since \(\Omega\) is a compact set, for \(\alpha \geq 0\), \(w(x, y)\) satisfies \(0 \leq w(x, y) \leq 1\) and for \(-1 < \alpha < 0\), \(w(x, y)^{-1} \leq 1\), by the remarks we know the assumption (2.5) is reasonable.

(2) A bivariate pairwise Mercer kernel over the triangle.
Let \(\Omega = \{(x, y) \in \mathbb{R}^2 : 0 < y < x < 1\}\) and \(w(x, y) = (1-x)^\alpha (x-y)^\beta y^\gamma, \alpha, \beta, \gamma > -1\). Koornwinder defines an orthogonal polynomial system on \(\Omega\) (see [24, 44])
\[
P^{(\alpha, \beta, \gamma)}_{n, k}(x, y) = \sum_{\lambda=0}^{\infty} \int_{\Omega} w(x, y) P^{(\alpha, \beta, \gamma)}_{n-k}(x, y) P^{(\alpha, \beta, \gamma)}_{n-k}(x', y') dx dy,
\]
where
\[
\left( h^{(\alpha, \beta, \gamma)}_{n,k} \right)^2 = \int_{\Omega} \left| P^{(\alpha, \beta, \gamma)}_{n-k}(x, y) \right|^2 w(x, y) dx dy, \quad \lambda_n > 0.
\]
The \(\lambda_n\) are chosen such that the series
\[
\sum_{n=0}^{\infty} \lambda_n \sum_{k=0}^{n} \left( h^{(\alpha, \beta, \gamma)}_{n,k} \right)^{-2} \left| P^{(\alpha, \beta, \gamma)}_{n-k}(x, y) \right|^2
\]
converges uniformly on $\Omega$. If $-1 < \alpha, \beta, \gamma < 0$, then $0 \leq w(x, y)^{-1} \leq 1$, by the remarks we can see that this assumption is reasonable.

(3) A bivariate pairwise Mercer kernel over the biangle.

For $\Omega = \{(x, y) \in \mathbb{R}^2 : y^2 \leq x \leq 1\}$ and $w(x, y) = (1 - x)^\alpha (x - y^2)^\beta$, $\alpha, \beta > -1$, there are the following Koornwinder orthogonal polynomials over the parabolic biangle (see [44])

$$P_{n,k}^{(\alpha, \beta)}(x, y) = p_{n-k}^{(\alpha, \beta + k + \frac{1}{2})} (2x - 1)x^k p_k^{(\beta)} \left( \frac{y}{\sqrt{x}} \right), \quad 0 \leq k \leq n.$$

We may define a bivariate pairwise Mercer kernel as

$$K_{(x,y)}^{(\alpha, \beta)}(x', y') = \sum_{n=0}^{\infty} \lambda_n \sum_{k=0}^{n} \left( h_{n,k}^{(\alpha, \beta)} \right)^{-2} P_{n,k}^{(\alpha, \beta)}(x, y) P_{n,k}^{(\alpha, \beta)}(x', y'), \quad (x, y), (x', y') \in \Omega,$$

where

$$\left( h_{n,k}^{(\alpha, \beta)} \right)^2 = \int_{\Omega} |P_{n,k}^{(\alpha, \beta)}(x, y)|^2 w(x, y)dx dy, \quad \lambda_n > 0.$$

The $\lambda_n$ are chosen such that the series

$$\sum_{n=0}^{\infty} \lambda_n \sum_{k=0}^{n} \left( h_{n,k}^{(\alpha, \beta)} \right)^{-2} \left| P_{n,k}^{(\alpha, \beta)}(x, y) \right|^2$$

converges uniformly on $\Omega$. Since $\Omega$ is a compact set, for $\alpha, \beta \geq 0$, $w(x, y)$ satisfies $0 \leq w(x, y) \leq 1$ and for $-1 < \alpha, \beta < 0$, $w(x, y)^{-1} \leq 1$, by the remarks we know this assumption is reasonable.

(4) A bivariate pairwise Mercer kernel over the square.

According to the results of [36] we know if $\{p_n(x)\}_{n=0}^{\infty}$ and $\{q_n(x)\}_{n=0}^{\infty}$ are orthogonal polynomial systems in one variable relative to $d\mu(x)$ and $d\nu(x)$ respectively, then the product polynomials

$$\{p_{n-k}(x)p_k(y) : 0 \leq k \leq n, n = 0, 1, 2, \ldots\}$$

forms an orthogonal polynomial system relative to the product measure $d\mu(x)d\nu(y)$.

For $\Omega = \{(x, y) \in \mathbb{R}^2 : -1 \leq x \leq 1, -1 \leq y \leq 1\}$ and $w(x, y) = (1 - x)^\alpha (1 + x)^\beta (1 - y)^\gamma (1 + y)^\delta$, $\alpha, \beta, \gamma, \delta > -1$, there are the following Koornwinder orthogonal polynomials (see [24, 44])

$$P_{n,k}^{(\alpha, \beta, \gamma, \delta)}(x, y) = P_{n-k}^{(\alpha, \beta)}(x)p_k^{(\gamma, \delta)}(y), \quad 0 \leq k \leq n.$$

For $(x, y), (x', y') \in \Omega$, we may define a bivariate pairwise Mercer kernel as

$$K_{(x,y)}^{(\alpha, \beta, \gamma, \delta)}(x', y') = \sum_{n=0}^{\infty} \lambda_n \sum_{k=0}^{n} \left( h_{n,k}^{(\alpha, \beta, \gamma, \delta)} \right)^{-2} P_{n,k}^{(\alpha, \beta, \gamma, \delta)}(x, y) P_{n,k}^{(\alpha, \beta, \gamma, \delta)}(x', y'),$$

where

$$\left( h_{n,k}^{(\alpha, \beta, \gamma, \delta)} \right)^2 = \int_{\Omega} |P_{n,k}^{(\alpha, \beta, \gamma, \delta)}(x, y)|^2 w(x, y)dx dy, \lambda_n > 0.$$

The $\lambda_n$ are chosen such that the series

$$\sum_{n=0}^{\infty} \lambda_n \sum_{k=0}^{n} \left( h_{n,k}^{(\alpha, \beta, \gamma, \delta)} \right)^{-2} \left| P_{n,k}^{(\alpha, \beta, \gamma, \delta)}(x, y) \right|^2$$

converges uniformly on $\Omega$. Since $\Omega$ is a compact set, for $\alpha, \beta, \gamma, \delta \geq 0$, $w(x, y)$ satisfies $0 \leq w(x, y) \leq 1$ and for $-1 < \alpha, \beta, \gamma, \delta < 0$, $w(x, y)^{-1} \leq 1$, by the remarks we know this assumption is reasonable.

(5) A bivariate pairwise Mercer kernel over elliptic region.
For $\Omega = \{(x, y) \in \mathbb{R}^2 : \frac{x^2}{a^2} + \frac{y^2}{b^2} \leq 1\}$ and $w(x, y) = (1 - \frac{x^2}{a^2} - \frac{y^2}{b^2})^\gamma$, $a, b > 0$, $\gamma > -1$, Malave defined the following the orthogonal polynomials (see [2, 41])

$$S_{p,m}^{(\gamma)}(x, y) = \frac{p_{p-m}^{(\gamma+m+\frac{1}{2}, \gamma+m+\frac{1}{2})}(x)}{a^{p-\gamma}} \left(1 - \frac{x^2}{a^2}\right)^{\frac{\gamma}{2}} \frac{w}{b\sqrt{1 - \frac{x^2}{a^2}}}, \quad p \geq m \geq 0.$$

We may define a bivariate pairwise Mercer kernel by

$$K_{(x,y)}^{(\gamma)}(x', y') = \sum_{p=0}^{\infty} \lambda_p \sum_{k=0}^{p} (h_{p,m}^{(\gamma)})^{-2} S_{p,m}^{(\gamma)}(x, y) S_{p,m}^{(\gamma)}(x', y'), \quad (x, y), (x', y') \in \Omega,$$

where

$$(h_{p,m}^{(\gamma)})^2 = \int_{\Omega} |S_{p,m}^{(\gamma)}(x, y)|^2 w(x, y) dx dy, \quad \lambda_p > 0.$$

The $\lambda_p$ are chosen such that the series

$$\sum_{p=0}^{\infty} \lambda_p \sum_{k=0}^{p} (h_{p,m}^{(\gamma)})^{-2} |S_{p,m}^{(\gamma)}(x, y)|^2$$

converges uniformly on $\Omega$.

Other bivariate polynomials can be seen from [2, 31, 59] and Chapter 20 of [22]. The multivariables extension of above bivariate polynomials can be found from [3, 32].

### 2.2. Symmetric and antisymmetric pairwise Mercer kernels.

In this subsection, we give two methods for constructing symmetric and antisymmetric pairwise Mercer kernels with orthogonal polynomial systems.

(1) To construct symmetric and antisymmetric pairwise Mercer kernels with Jacoby orthogonal algebraic polynomials.

Let

$$p_{n}^{(\alpha, \beta)}(x) = \frac{2^n n!}{(n + \alpha + \beta + 1)_n} p_{n}^{(\alpha, \beta)}(x).$$

Define

$$f_{n,k}^{(\alpha, \beta)}(x, y) = p_{n+1}^{(\alpha, \beta)}(x) p_{k}^{(\alpha, \beta)}(y) - p_{n}^{(\alpha, \beta)}(x) p_{n+1}^{(\alpha, \beta)}(y), \quad 0 \leq k \leq n$$

and

$$g_{n,k}^{(\alpha, \beta)}(x, y) = \begin{cases} p_{n}^{(\alpha, \beta)}(x) p_{k}^{(\alpha, \beta)}(y) \quad &n > k, \\ p_{n+1}^{(\alpha, \beta)}(x) p_{k}^{(\alpha, \beta)}(y) \quad &n = k. \end{cases}$$

Then we know by page 504 of [59] or page 55 of [33] that both $\{f_{n,k}^{(\alpha, \beta)}(x, y) : k = 0, 1, \cdots, n; n = 0, 1, \cdots\}$ and $\{g_{n,k}^{(\alpha, \beta)}(x, y) : k = 0, 1, \cdots, n; n = 0, 1, \cdots\}$ are bivariate orthogonal polynomial systems on simplex $\Delta_1 = \{(x, y) : -1 < y < x < 1\}$ with respect to the weight function $w^{(\alpha, \beta)}(x, y) = (1 - x)^{\alpha}(1 + x)^{\beta}(1 - y)^{\alpha}(1 + y)^{\beta}, \alpha > -1, \beta > -1$. Denote $\Delta_2 = \{(x, y) : -1 < x < y < 1\}$ and $\Omega = [-1,1] \times [-1,1]$. Define bivariate polynomial function systems respectively as

$$f_{n,k}^{(\alpha, \beta)}(x, y) = \begin{cases} f_{n,k}^{(\alpha, \beta)}(x, y), \quad & (x, y) \in \Delta_1, \\ -f_{n,k}^{(\alpha, \beta)}(y, x), \quad & (x, y) \in \Delta_2 \end{cases}$$

and

$$g_{n,k}^{(\alpha, \beta)}(x, y) = \begin{cases} g_{n,k}^{(\alpha, \beta)}(x, y), \quad & (x, y) \in \Delta_1, \\ g_{n,k}^{(\alpha, \beta)}(y, x), \quad & (x, y) \in \Delta_2. \end{cases}$$
Also they are bivariate orthogonal polynomial systems on $\Omega$. With these notions in
hand we define a bivariate symmetric pairwise Mercer kernel as

$$\sum_{n=0}^{\infty} \lambda_n \sum_{k=0}^{n} \left( w_{n,k}^{(\alpha,\beta)} \right)^2 g_{n,k}^{(\alpha,\beta)}(x,y) g_{n,k}^{(\alpha,\beta)}(x',y), \ (x,y), (x',y') \in \Omega,$$

where

$$\left( w_{n,k}^{(\alpha,\beta)} \right)^2 = \int_{\Omega} \left| g_{n,k}^{(\alpha,\beta)}(x,y) \right|^2 w^{(\alpha,\beta)}(x,y) dx dy.$$  

The $\lambda_n$ are chosen such that the series

$$\sum_{n=0}^{\infty} \lambda_n \sum_{k=0}^{n} \left( w_{n,k}^{(\alpha,\beta)} \right)^2 \left| g_{n,k}^{(\alpha,\beta)}(x,y) \right|^2$$

converges uniformly on $\Omega$.

And a bivariate antisymmetric pairwise Mercer kernel

$$\sum_{n=0}^{\infty} \lambda_n \sum_{k=0}^{n} \left( d_{n,k}^{(\alpha,\beta)} \right)^2 f_{n,k}^{(\alpha,\beta)}(x,y) f_{n,k}^{(\alpha,\beta)}(x',y'), \ (x,y), (x',y') \in \Omega,$$

where

$$\left( d_{n,k}^{(\alpha,\beta)} \right)^2 = \int_{\Omega} \left| f_{n,k}^{(\alpha,\beta)}(x,y) \right|^2 w^{(\alpha,\beta)}(x,y) dx dy.$$  

The $\lambda_n$ are chosen such that the series

$$\sum_{n=0}^{\infty} \lambda_n \sum_{k=0}^{n} \left( d_{n,k}^{(\alpha,\beta)} \right)^2 \left| f_{n,k}^{(\alpha,\beta)}(x,y) \right|^2$$

converges uniformly on $\Omega$.

(2) Symmetric and anti-symmetric bivariate kernels associating with exponential functions

Define $\mathbb{F}(S_2^{aff})_1 = \{(x,y) \in (0,1) \times (0,1), x > y\}$, and $\mathbb{F}(S_2^{aff})_2 = (0,1) \times (0,1) - \mathbb{F}(S_2^{aff})_1$. Then [7] defined a symmetric kernel

$$E^+_{(k,l)}(x,y) = e^{2\pi i (kx+ly)} + e^{2\pi i (ky+lx)}, (x,y) \in \mathbb{F}(S_2^{aff})_1,$$

and an anti-symmetric kernel

$$E^-_{(k,l)}(x,y) = e^{2\pi i (kx+ly)} - e^{2\pi i (ky+lx)}, (x,y) \in \mathbb{F}(S_2^{aff})_1.$$  

where $k, l \in \mathbb{Z}$ and $k \geq l$.

Take

$$E^s_{(k,l)}(x,y) = \begin{cases} E^+_{(k,l)}(x,y), & (x,y) \in \mathbb{F}(S_2^{aff})_1, \\ E^+_{(k,l)}(y,x), & (x,y) \in \mathbb{F}(S_2^{aff})_2. \end{cases}$$

and

$$E^{anti}_{(k,l)}(x,y) = \begin{cases} E^-_{(k,l)}(x,y), & (x,y) \in \mathbb{F}(S_2^{aff})_1, \\ -E^-_{(k,l)}(y,x), & (x,y) \in \mathbb{F}(S_2^{aff})_2. \end{cases}$$

Then $E^s_{(k,l)}(x,y)$ is a symmetric kernel on $(0,1) \times (0,1)$ and $E^{anti}_{(k,l)}(x,y)$ is an anti-symmetric bivariate kernel on $(0,1) \times (0,1)$.
With above notions, for \((x, y), (x', y') \in (0, 1) \times (0, 1)\), we now define a bivariate exponential symmetric Mercer kernel as

\[
K^s_{(x,y)}(x', y') = \sum_{n=0}^{+\infty} \lambda_n \sum_{k+l=n} \left(h^{(s)}_{(n,k,l)}\right)^{-2} E^{s}_{(k,l)}(x,y) E^{s}_{(k,l)}(x', y'),
\]

where \(E^{s}_{(k,l)}\) denote the conjugate function of \(E^{s}_{(k,l)}\), \(\lambda_n > 0\), \(\sum_{n=0}^{+\infty} n \lambda_n < +\infty\) and \(h^{(s)}_{(n,k,l)}\) is a constant, the quadratic pairwise loss function is defined as

\[
V_{\sigma}(f(x, x') - \delta(y, y')) = \sigma^2 \left(1 + \left(\frac{f(x, x') - \delta(y, y')}{\sigma}\right)^2 - 1\right),
\]

where \(\sigma \in (0, 1]\) is a scale parameter, and \(\sup_{y,y' \in Y} |\delta(y, y')| \leq M\) with some constant \(M > 0\). Some properties of the quadratic pairwise loss function are given below.

**Proposition 2.** For any \(f, g \in \mathcal{H}_K\), there holds

\[
| V_{\sigma}(f(x, x') - \delta(y, y')) - V_{\sigma}(g(x, x') - \delta(y, y')) | \leq \sigma | f(x, x') - g(x, x') |.
\]

**Proof.** According to the median value theorem, for any \(f, g \in \mathcal{H}_K\), there exists \(\xi \) between \(f(x, x')\) and \(g(x, x')\), such that

\[
| V_{\sigma}(f(x, x') - \delta(y, y')) - V_{\sigma}(g(x, x') - \delta(y, y')) | = | V_{\sigma}(\xi) | | (f(x, x') - g(x, x')) | = \frac{| \xi |}{\sqrt{1 + | \frac{\xi}{\sigma} |^2}} | (f(x, x') - g(x, x')) |.
\]

And since for any \(\xi \in \mathbb{R}\), we have \(\sqrt{1 + | \frac{\xi}{\sigma} |^2} \geq | \frac{\xi}{\sigma} |\), so that,

\[
| V_{\sigma}(f(x, x') - \delta(y, y')) - V_{\sigma}(g(x, x') - \delta(y, y')) | \leq \sigma | f(x, x') - g(x, x') |. \quad \Box
\]

Take \( | V_{\sigma} |_0 := \sup_{y,y' \in Y} V_{\sigma}(\delta(y, y'))\). It is easy to see that

\[
| V_{\sigma} |_0 = \sigma^2 \left(\sqrt{1 + \left(\frac{M}{\sigma}\right)^2} - 1\right) \leq M \sigma.
\]

For a hypothesis \(f \in \mathcal{H}_K\), the local regularized empirical error with the quadratic loss function is

\[
\tilde{E}_{\lambda, \sigma}^l(f) = \frac{1}{l-1} \sum_{j=1}^{l-1} V_{\sigma}(f(x_t, x_j) - \delta(y_t, y_j)) + \frac{\lambda}{2} \|f\|^2_K.
\]
and the gradient of the local regularized empirical error $\hat{E}_{\lambda,\sigma}^t(f)$ at $f = f_t$ is explicitly given by

$$
\nabla \hat{E}_{\lambda,\sigma}^t(f) |_{f=f_t} = \frac{1}{t-1} \sum_{j=1}^{t-1} V_\sigma' \left( f_t(x_t, x_j) - \delta(y_t, y_j) \right) K_{(x_t,x_j)}(\cdot,\cdot) + \lambda f_t \\
= \frac{1}{t-1} \sum_{j=1}^{t-1} \left( \frac{f_t(x_t, x_j) - \delta(y_t, y_j)}{\sqrt{1 + \left( \frac{K_{(x_t,x_j)} - \delta(y_t, y_j)}{\sigma} \right)^2}} \right) K_{(x_t,x_j)}(\cdot,\cdot) + \lambda f_t.
$$

At the current iteration point $f_t$, updating the predictor by using the negative gradient direction $-\nabla \hat{E}_{\lambda,\sigma}^t(f) |_{f=f_t}$ as the search direction, the online pairwise learning algorithm with quadratic loss function $V_\sigma(r)$ is given as

$$
\begin{align*}
\begin{cases}
  f_1 = f_2 = 0, \\
  f_{t+1} = f_t - \eta_t \left( \frac{1}{t-1} \sum_{j=1}^{t-1} \left( \frac{f_t(x_t, x_j) - \delta(y_t, y_j)}{\sqrt{1 + \left( \frac{K_{(x_t,x_j)} - \delta(y_t, y_j)}{\sigma} \right)^2}} \right) K_{(x_t,x_j)}(\cdot,\cdot) + \lambda f_t \right),
\end{cases}
\end{align*}
$$

(3.1)

For any predictor $f$, $z = (x, y) \in Z, z' = (x', y') \in Z$, define the corresponding general error by

$$
E_\sigma(f) := \int_Z \int_Z V_\sigma(f(x,x') - \delta(y,y')) \, d\rho(x,y) \, d\rho(x',y').
$$

(3.2)

Denote

$$
f_\sigma = \arg \min_{f \in H_K} E_\sigma(f),
$$

(3.3)

and

$$
f_{\lambda,\sigma} = \arg \min_{f \in H_K} E_{\lambda,\sigma}(f),
$$

(3.4)

where $E_{\lambda,\sigma}(f) = E_\sigma(f) + \frac{\lambda}{2} \| f \|_K^2$.

Furthermore, we define

$$
\hat{E}_\sigma^t(f) = \frac{1}{t-1} \sum_{j=1}^{t-1} \int_Z V_\sigma(f(x, x_j) - \delta(y, y_j)) \, d\rho(x,y),
$$

and $\hat{E}_{\lambda,\sigma}^t(f) = \hat{E}_\sigma^t(f) + \frac{\lambda}{2} \| f \|_K^2$. With these notions in hand, we can give the performance analysis for the algorithm (3.1).

4. **The Performance.** In this section, we present our main results about the performance of algorithm (3.1) developed in Section 3. Proofs are given in Section 5.2.

4.1. **Convergence analysis.** Now we provide a theorem which shows that under some conditions on the step sizes, the last iterate $\{f_T\}$ generated by algorithm (3.1) converges to the optimal function $f_{\lambda,\sigma}$ stated in (3.4). In this paper, we assume $T \geq 4$.

**Theorem 4.1.** For every fixed $\lambda > 0$ if the step sizes $\{\eta_t : t \in \mathbb{N}\}$ in algorithm (3.1) satisfy $\eta_t \lambda \leq 1$ for $t \geq 2$ and

$$
\lim_{t \to \infty} \eta_t = 0, \quad \sum_{t=2}^{\infty} \eta_t = \infty,
$$

then $\{f_T\}$ converges to the optimal function $f_{\lambda,\sigma}$.
then we have
\[ \lim_{T \to \infty} \mathbb{E}\left(\|f_T - f_{\lambda,\sigma}\|_K\right) = 0.\]

### 4.2. Learning rates.

Specifying the stepsize \( \eta \) in algorithm (3.1), the learning rate of the last iterate may be stated as follows.

**Theorem 4.2.** Let \( \lambda \in (0, 1) \) and \( \{f_t\}_{t=1}^{T+1} \) be the function sequence generated by algorithm (3.1). If the stepsize are chosen as \( \eta = \frac{1}{\lambda t^{-\theta}} \) and \( \theta \in (0, 1) \), then
\[
\mathbb{E}\left(\|f_{T+1} - f_{\lambda,\sigma}\|_K^2\right) \leq \frac{C_\theta \sigma}{\lambda^2 T^{\theta'}}\]
where \( \theta' = \min\{\theta, \frac{1}{2}\} \), \( C_\theta = 2M \left(\frac{\theta}{(1-\frac{\theta}{2})^2 - \frac{\theta}{2}}\right)^{\frac{\theta}{2}} + 8\kappa^2 \left(19 + \frac{3^2}{4\kappa^2}\varepsilon\right)\left(\frac{1}{(1/2-\frac{\theta}{2})^2}\right)^{\frac{1}{2}} \).

Furthermore if the stepsize are chosen as \( \eta = \frac{1}{\lambda T} \), then we have the following result.

**Theorem 4.3.** Let \( \lambda \in (0, 1) \) and \( \{f_t\}_{t=1}^{T+1} \) be the function sequence generated by algorithm (3.1). If the stepsize are chosen as \( \eta = \frac{1}{\lambda T} \), then
\[
\mathbb{E}\left(\|f_{T+1} - f_{\lambda,\sigma}\|_K^2\right) \leq c \frac{\sigma}{\lambda^2 \sqrt{T}},
\]
where \( c = 2M + (4 + 8\sqrt{2})\kappa^2 \).

The theorems provided above mainly describe the convergence rate of \( \|f_{T+1} - f_{\lambda,\sigma}\|_K \) which is usually referred as the sample error. However, in the studying on the learning performance of learning algorithms, we are often interested in the excess generalization error \( \mathcal{E}_\sigma(f_{T+1}) - \mathcal{E}_\sigma(f_\sigma) \) (see [20, 26]). Define
\[
\mathcal{K}(f, \lambda) = \inf_{g \in \mathcal{H}_K} \left(\mathcal{E}_\sigma(g) - \mathcal{E}_\sigma(f) + \frac{\lambda}{2}\|g\|_K^2\right),
\]
which is often used to denote the approximation error, whose convergence is determined by the capacity of \( \mathcal{H}_K \). By combining the sample error and approximation error, we obtain the overall learning rate stated as follows.

**Corollary 1.** Let \( \lambda \in (0, 1] \), \( \mathcal{E}_\sigma(f) \) be the generalization error defined as (3.2). Denoted by \( \{f_t\}_{t=1}^{T+1} \) the function sequence generated by algorithm (3.1). If the stepsize are chosen as \( \eta = \frac{1}{\lambda t^{-\theta}} \) with \( \theta \in (0, 1) \), then
\[
\mathbb{E}[\mathcal{E}_\sigma(f_{T+1}) - \mathcal{E}_\sigma(f_\sigma)] \leq \frac{\kappa\sqrt{C_\theta \sigma^2}}{\lambda T^{\theta'}} + \mathcal{K}(f_\sigma, \lambda),
\]
where \( \theta' = \min\{\theta, \frac{1}{2}\} \), \( C_\theta = 2M \left(\frac{\theta}{(1-\frac{\theta}{2})^2 - \frac{\theta}{2}}\right)^{\frac{\theta}{2}} + 8\kappa^2 \left(19 + \frac{3^2}{4\kappa^2}\varepsilon\right)\left(\frac{1}{(1/2-\frac{\theta}{2})^2}\right)^{\frac{1}{2}} \).

In learning theory, we often assume the \( \mathcal{K} \)-functionals satisfy certain decay, for example, we assume (see e.g. [53, 55, 56, 62]).
\[
\mathcal{K}(f_\sigma, \lambda) = O(\lambda^\beta), \quad \lambda \to 0^+,
\]
where \( 0 < \beta \leq 1 \). In fact, under the assumption (4.2), we now have the following Corollary, which follows directly from Theorem 4.3.

**Corollary 2.** Let \( \beta \in (0, 1] \). If \( \mathcal{K}(f_\sigma, \lambda) = O(\lambda^\beta) \) and \( \eta = \frac{1}{\lambda T} \), then
\[
\mathbb{E}[\mathcal{E}_\sigma(f_{T+1}) - \mathcal{E}_\sigma(f_\sigma)] = O\left(\frac{\sigma^2}{\lambda^{\beta} \sqrt{T}} + \lambda^\beta\right), \lambda \to 0^+.
\]
4.3. **Further discussions.** We now give some discussions on the main results of the paper.

- In this paper, we analyze the convergence rate of the kernel-based regularization online pairwise learning algorithm with a quadratic loss function. The results show that the scale parameter $\sigma$ can effectively control the convergence rate of learning algorithm. Depending on the circumstances, the learning rates can be greatly improved by choosing the parameter $\sigma$ properly, which are better than existing error bounds.

  In fact take $\sigma = \lambda^2$. Then by (4.1) we have
  $$
  E[E_\sigma(f_T) - E_\sigma(f_\sigma)] \leq \frac{\kappa \sqrt{C}}{T} \cdot \frac{\theta}{2} + \mathcal{K}(f_\sigma, \lambda),
  $$
  which shows that the parameter $\lambda$ may be removed.

- By the Lipschitzian of $V_\sigma$, we know there exits a constant $C > 0$ such that the $K-$functional $\mathcal{K}(f_\sigma, \lambda)$ satisfies
  $$
  \mathcal{K}(f_\sigma, \lambda) \leq C \inf_{g \in \mathcal{H}_K} ||g - f_\sigma||_{L^2(\rho_X)} + \lambda ||g||^2_{K}, \quad \lambda > 0.
  $$
  So the assumption (4.2) is reasonable if $\mathcal{H}_K$ is density in $L^2(\rho_X)$ (see e.g. [57]).

- We establish the error bounds for the learning sequence using convex analysis and Rademacher complexity, while previous analysis rely on integral operator theory [72] or covering numbers approach [64]. And the results in [72] are in probability while our results are obtained in expectation. The quadratic loss function is not a strongly convex function, we have relaxed the strong convexity assumption in the literature [26]. And our method may be extended to some online pairwise learning algorithms with non-convex loss functions, e.g., the robust loss function in [62].

- For the special case $V(f(x, x') - \delta(y, y')) = (y - y' - f(x, x'))^2$, [72] studied the relations between the pairwise Mercer kernel and pointwise Mercer kernel. We consider the more general situation in this paper. [45] provided a way to construct pairwise kernels by considering a projection from the set of all kernels to the set of permutation invariant kernels. Unlike [45], we provide a method of constructing pairwise Mercer kernels with classical bivariate Jacobi orthogonal polynomials.

5. **Proofs.** In this section, we first show some important lemmas, and then give the proofs of the main results. We use $E_z(\cdot)$ to denote the expectation with respect to $z$. When underlying random variable in expectation is clear from the context, we will simply write $E(\cdot)$.

5.1. **Some lemmas.** To prove the results in section 4, we need some lemmas as follows.

**Lemma 5.1 ([6]).** Let $(\mathcal{H}, \| \cdot \|_{\mathcal{H}})$ be a Hilbert space, and $F(f) : \mathcal{H} \to \mathbb{R} \cup \{\mp \infty\}$ a function defined on $\mathcal{H}$. Then

(i) If $F(f)$ is a Gâteaux differentiable function, then $F(f)$ is a convex function on $\mathcal{H}$ if and only if for any $f, g \in \mathcal{H}$ there holds

$$
F(g) - F(f) \geq \langle g - f, \nabla F(f) \rangle_{\mathcal{H}}.
$$

(ii) If $F(f)$ is a differentiable and convex function, then $F(f)$ attains minimal value at $f^*$ if and only if $\nabla F(f^*) = 0$.

(iii) For any $f, g \in \mathcal{H}$ there holds

$$
\|f\|^2_{\mathcal{H}} - \|g\|^2_{\mathcal{H}} = \langle f - g, 2g \rangle_{\mathcal{H}} + \|f - g\|^2_{\mathcal{H}}.
$$
Following Lemma 5.2 gives some properties of the generalization error $\mathcal{E}_\sigma(f)$.

**Lemma 5.2.** (i) $\mathcal{E}_\sigma(f)$ satisfies the following equality

$$\nabla f \mathcal{E}_\sigma(f)(\cdot) = - \int_Z \int_Z \frac{\delta(y,y') - f(x,x')}{\sqrt{1 + (\frac{\delta(y,y') - f(x,x')}{\sigma})^2}} K(x,x')(\cdot,\cdot) d\rho(x,y) d\rho(x',y'), f \in \mathcal{H}_K. \tag{5.1}$$

(ii) $\mathcal{E}_\sigma(f)$ is a convex function on $\mathcal{H}_K$.

**Proof.** We prove (i) firstly. For any $f, g \in \mathcal{H}_K$ simple computations show that

$$\lim_{t \to 0} \frac{\mathcal{E}_\sigma(f + tg) - \mathcal{E}_\sigma(f)}{t} = \sigma^2 \lim_{t \to 0} \int_Z \int_Z \left\{ \frac{1}{\sqrt{1 + (\frac{\delta(y,y') - f(x,x')}{\sigma})^2}} - \frac{1}{\sqrt{1 + (\frac{\delta(y,y') - f(x,x')}{\sigma})^2}} \right\} d\rho(x,y) d\rho(x',y'). \tag{5.2}$$

By the Taylor formula we have

$$\sqrt{1 + \left( \frac{\delta(y,y') - f(x,x')}{\sigma} \right)^2} = \sqrt{1 + \left( \frac{\delta(y,y') - f(x,x')}{\sigma} \right)^2} + \frac{t}{\sigma} g(x,x') + \frac{1}{2} \frac{1}{\sqrt{1 + (\frac{\delta(y,y') - f(x,x')}{\sigma})^2}} \left( \frac{t}{\sigma} g(x,x') \right)^2 + \cdots \tag{5.3}$$

Substituting (5.3) into (5.2), we have

$$\lim_{t \to 0} \frac{\mathcal{E}_\sigma(f + tg) - \mathcal{E}_\sigma(f)}{t} = \int_Z \int_Z \left( \frac{g(x,x')}{(\frac{\delta(y,y') - f(x,x')}{\sigma})^2} \right) d\rho(x,y) d\rho(x',y').$$

Using the reproducing property $g(x,x') = \langle K(x,x')(\cdot,\cdot), g \rangle_K$, we get

$$\lim_{t \to 0} \frac{\mathcal{E}_\sigma(f + tg) - \mathcal{E}_\sigma(f)}{t} = \langle \int_Z \int_Z \frac{\delta(y,y') - f(x,x')}{\sqrt{1 + (\frac{\delta(y,y') - f(x,x')}{\sigma})^2}} K(x,x')(\cdot,\cdot) d\rho(x,y) d\rho(x',y'), g \rangle_K.$$

Thus

$$\nabla f \mathcal{E}_\sigma(f)(\cdot) = - \int_Z \int_Z \frac{\delta(y,y') - f(x,x')}{\sqrt{1 + (\frac{\delta(y,y') - f(x,x')}{\sigma})^2}} K(x,x')(\cdot,\cdot) d\rho(x,y) d\rho(x',y').$$

(i) is proved.

Now we prove (ii).

For arbitrary $u, v \in \mathbb{R}$, by the second-order Taylor expansion of $V_\sigma(r)$ at $r = v$, there exists $\xi$ between $u$ and $v$, such that

$$V_\sigma(u) - V_\sigma(v) = \frac{v}{\sqrt{1 + (\frac{v}{\sigma})^2}} (u - v) + \frac{1}{2 \sqrt{(1 + (\frac{v}{\sigma})^2)^3}} (u - v)^2.$$
Since \( \frac{1}{\sqrt{1+(\frac{t}{j})^2}}>0 \), we know, for any \( f,g \in \mathcal{H}_K \),
\[
\mathcal{E}_\sigma(f) - \mathcal{E}_\sigma(g)
= \int_z \int_z \left( V_\sigma(f(x,x')) - g(y,y') \right) d\rho(x) d\rho(y)
\geq \int_z \int_z \left( f(x,x') - g(x,x') \right) d\rho(x) d\rho(y)
= \left\langle f - g, \int_z \int_z \frac{\delta(y,y') - g(x,x')}{1 + (\frac{\delta(y,y') - g(x,x')}{\sigma})^2} K_{x,x'}(\cdot,\cdot) d\rho(x) d\rho(y) \right\rangle
= \left\langle f - g, \nabla_x \mathcal{E}_\sigma(g) \right\rangle_K.
\]
(5.4) Using Lemma 5.1 (i), \( \mathcal{E}_\sigma(f) \) is a convex function on \( \mathcal{H}_K \). We get our desired result.

The following Lemma shows that the function sequence \( \{f_t\} \) is bounded.

**Lemma 5.3.** Let \( \lambda > 0 \), \( \{f_t\} \) be the function sequence generated by the algorithm 3.1. If the stepsize \( \{\eta_t\} \) satisfies \( \eta_t \lambda \leq 1, \forall t \geq 2 \), then for every \( t \in \mathbb{N} \) there holds
\[
\|f_t\|_K \leq \frac{\kappa \sigma}{\lambda}.
\]
(5.5)

**Proof.** We prove this conclusion by induction. The initial functions \( f_1 = f_2 = 0 \) certainly satisfy (5.5). Assuming \( f_t \) satisfies the inequality (5.5), we now prove \( f_{t+1} \) also satisfies the inequality (5.5). Since
\[
|V_{\eta_t}'(f_t(x_t, x_j) - \delta(y_t, y_j))| = \left| \frac{\delta(y_t, y_j) - f(x_t, x_j)}{1 + (\frac{\delta(y_t, y_j) - f(x_t, x_j)}{\sigma})^2} \right| \leq \sigma,
\]
(5.6)
we have
\[
\|f_{t+1}\|_K = (1 - \lambda \eta_t) \|f_t\|_K - \frac{\eta_t}{t-1} \sum_{j=1}^{t-1} |V_{\eta_t}'(f_t(x_t, x_j) - \delta(y_t, y_j))| K(x_t, x_j)(\cdot, \cdot)|_K
\leq (1 - \lambda \eta_t) \|f_t\|_K + \frac{\eta_t}{t-1} \sum_{j=1}^{t-1} |V_{\eta_t}'(f_t(x_t, x_j) - \delta(y_t, y_j))| \cdot \|K(x_t, x_j)(\cdot, \cdot)\|_K
\leq (1 - \lambda \eta_t) \|f_t\|_K + \eta_t \kappa \sigma.
\]
By the assumption \( \|f_t\|_K \leq \frac{\kappa \sigma}{\lambda} \) and \( \eta_t \lambda \leq 1 \) we get
\[
\|f_{t+1}\|_K \leq (1 - \lambda \eta_t) \frac{\kappa \sigma}{\lambda} + \eta_t \kappa \sigma = \frac{\kappa \sigma}{\lambda}.
\]
This completes the proof of the lemma.

**Lemma 5.4.** Let \( \lambda > 0 \), \( \{f_t\} \) be the function sequence generated by the algorithm 3.1. If the stepsize \( \{\eta_t\} \) satisfies \( \eta_t \lambda \leq 1, \forall t \geq 2 \), then there holds inequality
\[
\mathbb{E}\left( \|f_{t+1} - f_{\lambda,\sigma}\|_K^2 \right) \leq \mathbb{E}\left( \|f_t - f_{\lambda,\sigma}\|_K^2 \right) + 4\eta_t^2 \kappa^2 \sigma^2 + 2\eta_t \mathbb{E}\left( \mathcal{E}_{\lambda,\sigma}(f_{\lambda,\sigma}) - \mathcal{E}_{\lambda,\sigma}(f_t) \right).
\]
Proof. Denote \( \hat{A}_{\lambda,\sigma} = \frac{1}{t} \sum_{j=1}^{t-1} V'_\sigma(f_t(x_t, x_j) - \delta(y_t, y_j)) K(x_j, x_j)(\cdot, \cdot) + \lambda f_t \). Then \( f_{t+1} = f_t - \eta_t \hat{A}_{\lambda,\sigma} \). Therefore
\[
\mathbb{E}\left( \left\| f_{t+1} - f_{\lambda,\sigma} \right\|_K^2 \right) = \mathbb{E}\left( \left\| f_t - f_{\lambda,\sigma} \right\|_K^2 \right) + \eta_t^2 \mathbb{E}\left( \left\| \hat{A}_{\lambda,\sigma} \right\|_K^2 \right) + 2\eta_t \mathbb{E}\left( (f_{\lambda,\sigma} - f_t, \hat{A}_{\lambda,\sigma})_K \right)
= \mathbb{E}\left( \left\| f_t - f_{\lambda,\sigma} \right\|_K^2 \right) + \eta_t^2 \mathbb{E}(A) + 2\eta_t \mathbb{E}(B),
\]
where \( A = \left\| \hat{A}_{\lambda,\sigma} \right\|_K^2, \ B = (f_{\lambda,\sigma} - f_t, \hat{A}_{\lambda,\sigma})_K \).

(i) At first, we estimate \( A \). From (5.6) and Lemma 5.3, one can see that
\[
A = \left\| \hat{A}_{\lambda,\sigma} \right\|_K^2 = \left\| \frac{1}{t-1} \sum_{j=1}^{t-1} V'_\sigma(f_t(x_t, x_j) - \delta(y_t, y_j)) K(x_j, x_j)(\cdot, \cdot) + \lambda f_t \right\|_K^2
\leq \left( \frac{1}{t-1} \sum_{j=1}^{t-1} \left| V'_\sigma(f_t(x_t, x_j) - \delta(y_t, y_j)) \right| \cdot \left\| K(x_j, x_j) \right\|_K + \lambda \left\| f_t \right\|_K \right)^2
\leq (\kappa \sigma + \lambda \left\| f_t \right\|_K)^2 \leq (\kappa \sigma + \lambda \frac{\kappa \sigma}{\lambda})^2 = 4 \kappa^2 \sigma^2.
\]
(ii) We now estimate \( B \).

By the definition of \( \hat{A}_{\lambda,\sigma} \) and the reproducing property, we know that
\[
B = (f_{\lambda,\sigma} - f_t, \hat{A}_{\lambda,\sigma})_K
= (f_{\lambda,\sigma} - f_t, \frac{1}{t-1} \sum_{j=1}^{t-1} V'_\sigma(f_t(x_t, x_j) - \delta(y_t, y_j)) K(x_j, x_j)(\cdot, \cdot) + \lambda f_t)_K
= \frac{1}{t-1} \sum_{j=1}^{t-1} V'_\sigma(f_t(x_t, x_j) - \delta(y_t, y_j)) (f_{\lambda,\sigma} - f_t, K(x_j, x_j))_K + \lambda (f_{\lambda,\sigma} - f_t, f_t)_K
= \frac{1}{t-1} \sum_{j=1}^{t-1} V'_\sigma(f_t(x_t, x_j) - \delta(y_t, y_j)) (f_{\lambda,\sigma}(x_t, x_j) - f_t(x_t, x_j))
+ \lambda (f_{\lambda,\sigma}, f_t)_K - \lambda \left\| f_t \right\|_K^2.
\]
By the inequality \( (f_{\lambda,\sigma}, f_t)_K \leq \frac{1}{2}(\left\| f_{\lambda,\sigma} \right\|_K^2 + \left\| f_t \right\|_K^2) \) we have
\[
B \leq \frac{1}{t-1} \sum_{j=1}^{t-1} V'_\sigma(f_t(x_t, x_j) - \delta(y_t, y_j)) (f_{\lambda,\sigma}(x_t, x_j) - f_t(x_t, x_j))
+ \lambda \left( \frac{1}{2}(\left\| f_{\lambda,\sigma} \right\|_K^2 + \left\| f_t \right\|_K^2) - \left\| f_t \right\|_K^2 \right)
= \frac{1}{t-1} \sum_{j=1}^{t-1} V'_\sigma(f_t(x_t, x_j) - \delta(y_t, y_j)) (f_{\lambda,\sigma}(x_t, x_j) - f_t(x_t, x_j))
+ \lambda \left( \frac{1}{2} \left\| f_{\lambda,\sigma} \right\|_K^2 - \frac{1}{2} \left\| f_t \right\|_K^2 \right).
\]
The convexity of \( V_\sigma(r), r \in \mathbb{R} \) implies that
\[
V'_\sigma(f_t(x_t, x_j) - \delta(y_t, y_j)) (f_{\lambda,\sigma}(x_t, x_j) - f_t(x_t, x_j))
\leq V_\sigma(f_{\lambda,\sigma}(x_t, x_j) - \delta(y_t, y_j)) - V_\sigma(f_t(x_t, x_j) - \delta(y_t, y_j)).
\]
Thus
\[ B \leq \frac{1}{t-1} \sum_{j=1}^{t-1} V_\sigma(f_{\lambda,\sigma}(x_t, x_j) - \delta(y_t, y_j)) - \frac{1}{t-1} \sum_{j=1}^{t-1} V_\sigma(f_t(x_t, x_j) - \delta(y_t, y_j)) \]
\[ + \frac{\lambda}{2} \|f_{\lambda,\sigma}\|_K^2 - \frac{\lambda}{2} \|f_t\|_K^2 = \tilde{E}_{\lambda,\sigma}^t(f_{\lambda,\sigma}) - \tilde{E}_{\lambda,\sigma}^t(f_t). \tag{5.9} \]

Combining (5.7), (5.8) and (5.9), we have
\[ E(\|f_{t+1} - f_{\lambda,\sigma}\|_K^2) \leq E(\|f_t - f_{\lambda,\sigma}\|_K^2) + 4\eta_t \kappa^2 \sigma^2 + 2\eta_t E(\tilde{E}_{\lambda,\sigma}^t(f_{\lambda,\sigma}) - \tilde{E}_{\lambda,\sigma}^t(f_t)). \]

This completes the proof of Lemma 5.4.

To prove the main results, we need the concept of Rademacher complexity and its important property.

**Definition 5.5** ([5]). Let \( F \) be a class of uniformly bounded functions. For any integer \( n \), we call
\[ E_{\mathbf{z}}E_{\tau}\left( \sup_{f \in F} \frac{1}{n} \sum_{i=1}^{n} \tau_if(z_i) \right) \]
the Rademacher average over \( F \), where \( \mathbf{z} = \{z_i\}_{i=1}^{n} \) are independent random variables distributed according to some probability measure and \( \tau = \{\tau_i\}_{i=1}^{n} \) are independent Rademacher random variables, i.e. \( P(\tau_i = 1) = P(\tau_i = -1) = \frac{1}{2} \).

We restate the following important property of Rademacher complexity (see [43] for details).

**Lemma 5.6** ([43]). Let \( \Theta \) be a domain, \( \{g_j(\theta)\} \) and \( \{h_j(\theta)\} \) be sets of functions defined for all \( \theta \in \Theta \). If for each \( j, \theta, \theta' \) that
\[ |g_j(\theta) - g_j(\theta')| \leq |h_j(\theta) - h_j(\theta')|, \]
then
\[ E_{\tau}\left( \sup_{\theta \in \Theta} \sum_{j=1}^{m} \tau_jg_j(\theta) \right) \leq E_{\tau}\left( \sup_{\theta \in \Theta} \sum_{j=1}^{m} \tau_jh_j(\theta) \right). \]

**Lemma 5.7.** If the stepsize \( \{\eta_t : t \in \mathbb{N}\} \) in algorithm (3.1) satisfies \( \eta_t \lambda \leq 1, \forall t \geq 2 \), then
\[ E(\tilde{E}_{\lambda,\sigma}^t(f_{\lambda,\sigma}) - \tilde{E}_{\lambda,\sigma}^t(f_t)) \leq E(\mathcal{E}_{\lambda,\sigma}(f_{\lambda,\sigma}) - \mathcal{E}_{\lambda,\sigma}(f_t)) + \frac{2\kappa^2 \sigma^2}{\lambda \sqrt{t-1}}. \]

**Proof.** One has
\begin{align*}
E(\tilde{E}_{\lambda,\sigma}^t(f_{\lambda,\sigma}) - \tilde{E}_{\lambda,\sigma}^t(f_t)) &= E(\mathcal{E}_{\lambda,\sigma}(f_{\lambda,\sigma}) - \mathcal{E}_{\lambda,\sigma}(f_t)) + \frac{\lambda}{2} \|f_{\lambda,\sigma}\|_K^2 - \mathcal{E}_{\sigma}(f_t) + \frac{\lambda}{2} \|f_t\|_K^2) \\
&= E(\mathcal{E}_{\lambda,\sigma}(f_{\lambda,\sigma}) - \mathcal{E}_{\lambda,\sigma}(f_t)) + \frac{\lambda}{2} \|f_{\lambda,\sigma}\|_K^2 - \mathcal{E}_{\sigma}(f_t) + \frac{\lambda}{2} \|f_t\|_K^2) \\
&= E(\mathcal{E}_{\lambda,\sigma}(f_{\lambda,\sigma}) - \mathcal{E}_{\lambda,\sigma}(f_t)) - E(\mathcal{E}_{\sigma}(f_{\lambda,\sigma}) - \mathcal{E}_{\sigma}(f_t)) \\
&= E(\mathcal{E}_{\lambda,\sigma}(f_{\lambda,\sigma}) - \mathcal{E}_{\lambda,\sigma}(f_t)) - E(\mathcal{E}_{\sigma}(f_{\lambda,\sigma}) - \mathcal{E}_{\sigma}(f_t)) \tag{5.10}.
\end{align*}

It remains to estimate \( E(\mathcal{E}_{\sigma}(f_t) - \tilde{E}_{\sigma}^t(f_t)) \). Let
\[ B_{\lambda,\sigma} := \{ f \in \mathcal{H}_K : \|f\|_K \leq \frac{\kappa \sigma}{\lambda} \}. \]
and for arbitrary $f \in B_{\lambda,\sigma}$, $z' = (x', y')$, we take

$$L_\sigma(f, z') = \int_Z V_\sigma(f(x, x') - \delta(x, y')) \, d\rho(x, y).$$

Then we can write $\tilde{E}_\sigma^t(f) = \frac{1}{t-1} \sum_{j=1}^{t-1} L_\sigma(f, z_j)$, and $E_\sigma(f) = \int Z L_\sigma(f, z') \, d\rho(x', y')$.

Let $\{z_j^T\}_{j=1}^t$ be another independent sample set, and $\tau_j (j = 1, \ldots, T)$ be independent variables drawn from the Rademacher distribution. Then

$$E_{z_1, \ldots, z_{t-1}} \left( \sup_{f \in B_{\lambda,\sigma}} \left( E_\sigma(f) - \tilde{E}_\sigma^t(f) \right) \right) \leq E_{z_1, \ldots, z_{t-1}} E_{z_1', \ldots, z_{t-1}'} \left( \sup_{f \in B_{\lambda,\sigma}} \left( \frac{1}{t-1} \sum_{j=1}^{t-1} \tau_j (L_\sigma(f, z_j') - L_\sigma(f, z_j)) \right) \right)$$

$$\leq 2 E_{z_1, \ldots, z_{t-1}} E_{z_1', \ldots, z_{t-1}'} \left( \sup_{f \in B_{\lambda,\sigma}} \left( \frac{1}{t-1} \sum_{j=1}^{t-1} \tau_j L_\sigma(f, z_j) \right) \right) .$$

(5.11)

And by using a standard symmetry technique (see for example [4]), we know that

$$E_{z_1, \ldots, z_{t-1}} E_{z_1', \ldots, z_{t-1}'} \left( \sup_{f \in B_{\lambda,\sigma}} \left( \frac{1}{t-1} \sum_{j=1}^{t-1} \tau_j (L_\sigma(f, z_j') - L_\sigma(f, z_j)) \right) \right)$$

$$\leq 2 E_{z_1, \ldots, z_{t-1}} E_{z_1', \ldots, z_{t-1}'} \left( \sup_{f \in B_{\lambda,\sigma}} \left( \frac{1}{t-1} \sum_{j=1}^{t-1} \tau_j L_\sigma(f, z_j) \right) \right) .$$

(5.12)

Substituting (5.12) into (5.11) and using the definition of $L_\sigma(f, z_j)$, we get

$$E_{z_1, \ldots, z_{t-1}} \left( \sup_{f \in B_{\lambda,\sigma}} \left( E_\sigma(f) - \tilde{E}_\sigma^t(f) \right) \right)$$

$$\leq 2 E_{z_1, \ldots, z_{t-1}} E_{z_1', \ldots, z_{t-1}'} \left( \sup_{f \in B_{\lambda,\sigma}} \left( \frac{1}{t-1} \sum_{j=1}^{t-1} \tau_j \int_Z V_\sigma(f(x, x_j') - \delta(y, y_j)) \, d\rho(x, y) \right) \right)$$

$$\leq 2 E_{z_1, \ldots, z_{t-1}} E_{z_1', \ldots, z_{t-1}'} \left( \sup_{f \in B_{\lambda,\sigma}} \left( \frac{1}{t-1} \sum_{j=1}^{t-1} \tau_j V_\sigma(f(x, x_j') - \delta(y, y_j)) \right) \right) .$$

(5.13)

On the other hand, for any $f, g \in B_{\lambda,\sigma}$, we know by Proposition 2 that

$$| V_\sigma(\delta(y, y') - f(x, x')) - V_\sigma(\delta(y, y') - g(x, x')) | \leq \sigma \, | f(x, x') - g(x, x') | ,$$

which together with Lemma 5.6 implies

$$E_{z_1, \ldots, z_{t-1}} E_{z_1', \ldots, z_{t-1}'} \left( \sup_{f \in B_{\lambda,\sigma}} \left( \frac{1}{t-1} \sum_{j=1}^{t-1} \tau_j V_\sigma(\delta(y, y_j) - f(x, x_j)) \right) \right)$$

$$\leq \sigma \, E_{z_1, \ldots, z_{t-1}} E_{z_1', \ldots, z_{t-1}'} \left( \sup_{f \in B_{\lambda,\sigma}} \left( \frac{1}{t-1} \sum_{j=1}^{t-1} \tau_j f(x, x_j) \right) \right) .$$

(5.14)
Substituting (5.14) into (5.13), we have

\[
E_{z_1,\ldots,z_{t-1}} \left( \sup_{f \in B_{\lambda,\sigma}} (\mathcal{E}_\sigma(f) - \tilde{\mathcal{E}}_\sigma^t(f)) \right)
\leq 2\sigma E_{z} E_{z_1,\ldots,z_{t-1}} \mathbb{E}_T \left( \sup_{f \in B_{\lambda,\sigma}} \frac{1}{t-1} \sum_{j=1}^{t-1} \tau_j f(x, x_j) \right).
\]

The reproducing property and the Schwarz inequality admit

\[
E_{z_1,\ldots,z_{t-1}} \left( \sup_{f \in B_{\lambda,\sigma}} (\mathcal{E}_\sigma(f) - \tilde{\mathcal{E}}_\sigma^t(f)) \right)
= 2\sigma E_{z} E_{z_1,\ldots,z_{t-1}} \mathbb{E}_T \left( \sup_{f \in B_{\lambda,\sigma}} \|f\|_K \cdot \frac{1}{t-1} \sum_{j=1}^{t-1} \tau_j K(x, x_j) \right)
\leq 2\sigma E_{z} E_{z_1,\ldots,z_{t-1}} \mathbb{E}_T \left( \sup_{f \in B_{\lambda,\sigma}} \|f\|_K \cdot \frac{1}{t-1} \sum_{j=1}^{t-1} \tau_j K(x, x_j) \right).
\]

By inequality \(E[\|f\|_K] \leq (E[\|f\|_K^2])^{\frac{1}{2}}\) and the definition of \(B_{\lambda,\sigma}\), one can see that

\[
E_{z_1,\ldots,z_{t-1}} \left( \sup_{f \in B_{\lambda,\sigma}} (\mathcal{E}_\sigma(f) - \tilde{\mathcal{E}}_\sigma^t(f)) \right) \leq \frac{2\sigma^2}{\lambda(t-1)} \left( E_{z} E_{z_1,\ldots,z_{t-1}} \mathbb{E}_T \left\| \sum_{j=1}^{t-1} \tau_j K(x, x_j) \right\|_K^2 \right)^{\frac{1}{2}}
\]

(5.15)

And since \(\tau_j (j = 1, \ldots, T)\) are independent variables with \(E(\tau_j) = 0, E(\tau_j^2) = 1\). This implies that

\[
E(\tau_i \tau_j) = \begin{cases} 0, & i \neq j, \\ 1, & i = j. \end{cases}
\]

So

\[
E_{z} E_{z_1,\ldots,z_{t-1}} \mathbb{E}_T \left[ \left\| \sum_{j=1}^{t-1} \tau_j K(x, x_j) \right\|_K^2 \right]
= E_{z} E_{z_1,\ldots,z_{t-1}} \mathbb{E}_T \left[ \sum_{i=1}^{t-1} \sum_{j=1}^{t-1} \tau_i \tau_j \langle K(x, x_i), K(x, x_j) \rangle_K \right]
= E_{z} E_{z_1,\ldots,z_{t-1}} \mathbb{E}_T \left[ \sum_{j=1}^{t-1} \tau_j^2 \left\| K(x, x_j) \right\|_K^2 \right] = \sum_{j=1}^{t-1} E_{x, x_j} \left\| K(x, x_j) \right\|_K^2.
\]

(5.16)

Combined (5.15) with (5.16), it can be seen that

\[
E_{z_1,\ldots,z_{t-1}} \left( \sup_{f \in B_{\lambda,\sigma}} (\mathcal{E}_\sigma(f) - \tilde{\mathcal{E}}_\sigma^t(f)) \right) \leq \frac{2\kappa^2\sigma^2}{\lambda(t-1)} \left( \sum_{j=1}^{t-1} E_{x, x_j} \left\| K(x, x_j) \right\|_K^2 \right)^{\frac{1}{2}}
\leq \frac{2\kappa^2\sigma^2}{\lambda(t-1)} \left( (t-1)\kappa^2 \right)^{\frac{1}{2}} = \frac{2\kappa^2\sigma^2}{\lambda\sqrt{t-1}}.
\]

(5.17)

Substituting (5.17) into (5.10) together with Lemma 5.3, we have

\[
E(\tilde{\mathcal{E}}_{\lambda,\sigma}^t(f_{\lambda,\sigma}) - \tilde{\mathcal{E}}_{\lambda,\sigma}^t(f_t)) - E(\mathcal{E}_{\lambda,\sigma}(f_{\lambda,\sigma}) - \mathcal{E}_{\lambda,\sigma}(f_t))
= E(\mathcal{E}_\sigma(f_t) - \tilde{\mathcal{E}}_\sigma^t(f_t)) \leq E \left( \sup_{f \in B_{\lambda,\sigma}} (\mathcal{E}_\sigma(f) - \tilde{\mathcal{E}}_\sigma^t(f)) \right) \leq \frac{2\kappa^2\sigma^2}{\lambda\sqrt{t-1}}.
\]
This implies that
\[
\mathbb{E}(\tilde{E}_{\lambda,\sigma}(f_{\lambda,\sigma}) - \tilde{E}_{\lambda,\sigma}(f_t)) \leq \mathbb{E}(E_{\lambda,\sigma}(f_{\lambda,\sigma}) - E_{\lambda,\sigma}(f_t)) + \frac{2\kappa^2\sigma^2}{\lambda \sqrt{t-1}}. \quad \square
\]

**Lemma 5.8.** For any \( f \in \mathcal{H}_K \) there holds
\[
\frac{\lambda}{2} \|f - f_{\lambda,\sigma}\|^2_K \leq E_{\lambda,\sigma}(f) - E_{\lambda,\sigma}(f_{\lambda,\sigma}).
\]

**Proof.** From Lemma 5.2, \( E_{\sigma} \) is convex and differentiable on \( \mathcal{H}_K \). So by the definition of \( f_{\lambda,\sigma} \) we have
\[
\nabla E_{\sigma}(f_{\lambda,\sigma}) + \lambda f_{\lambda,\sigma} = 0.
\]

For any \( f \in \mathcal{H}_K \), (i) of Lemma 5.1 implies that
\[
E_{\lambda,\sigma}(f) - E_{\lambda,\sigma}(f_{\lambda,\sigma}) = E_{\sigma}(f) - E_{\sigma}(f_{\lambda,\sigma}) + \frac{\lambda}{2} \|f\|^2_K - \frac{\lambda}{2} \|f_{\lambda,\sigma}\|^2_K
\]
\[
\geq \langle f - f_{\lambda,\sigma}, \nabla E_{\sigma}(f_{\lambda,\sigma}) \rangle_K + \frac{\lambda}{2} (\|f\|^2_K - \|f_{\lambda,\sigma}\|^2_K)
\]
\[
= \langle f - f_{\lambda,\sigma}, \lambda f_{\lambda,\sigma} \rangle_K + \frac{\lambda}{2} (\|f\|^2_K - \|f_{\lambda,\sigma}\|^2_K) = \frac{\lambda}{2} \|f - f_{\lambda,\sigma}\|^2_K. \quad \square
\]

**Lemma 5.9.** (see [71]) Let \( 0 < \theta \leq 1 \). Then for any \( t < T \) there holds
\[
\sum_{j=t+1}^{T} j^{-\theta} \geq \begin{cases} 
\frac{1}{1 - \theta} [(T + 1)^{1-\theta} - (t + 1)^{1-\theta}], & \theta < 1, \\
\log(T + 1) - \log(t + 1), & \theta = 1.
\end{cases}
\]

**Lemma 5.10.** Let \( 0 < \theta \leq 1, 0 < \nu \leq 1, b > 0, s > 0 \). Then for any \( t < T \) there holds
\[
e^{-\nu x} \leq \left( \frac{b}{\nu e} \right)^b x^{-b}, \quad x \in (0, +\infty). \quad (5.18)
\]

\[
\sum_{j=t+1}^{T} \frac{1}{t(t+s+\theta)} \exp \left( -\nu \sum_{j=t+1}^{T} j^{-\theta} \right)
\]
\[
\leq \begin{cases} 
\frac{3}{\nu} \left( \frac{6}{T} \right)^s + \frac{3^{\nu+1} T^{1-\theta}}{(1 - \theta)^{2^{-\theta}}} \exp \left( -\nu(1 - 2^{\theta-1})^{1-\theta} (T + 1)^{1-\theta} \right), & 0 < \theta < 1, \\
\frac{(T + 1)^{\nu - s - 1}}{(T + 1)^{\nu}}, & \theta = 1.
\end{cases} \quad (5.19)
\]

**Proof.** (5.18) can be found from [58]. We only prove (5.19). When \( \theta \in (0, 1) \), it can be seen from Lemma 5.9 that
\[
\sum_{j=t+1}^{T} \frac{1}{t(t+s+\theta)} \exp \left( -\nu \sum_{j=t+1}^{T} j^{-\theta} \right)
\]
\[
\leq \exp \left( -\nu \frac{1}{1 - \theta} (T + 1)^{1-\theta} \right) \sum_{j=1}^{T} t^{-(\theta+s)} \exp \left( \frac{\nu}{1 - \theta} (t + 1)^{1-\theta} \right).
\]

For \( \forall x \in [t + 1, t + 2] \), we know that \( t^{-(\theta+s)} \leq 3^{s+1} x^{-(\theta+s)} \) and
\[
\exp \left( \frac{\nu}{1 - \theta} (t + 1)^{1-\theta} \right) \leq \exp \left( \frac{\nu}{1 - \theta} x^{1-\theta} \right).
\]
This together with (5.20), (5.21) and (5.22) implies that
\[
\sum_{t=1}^{T} \frac{1}{t^{(s+\theta)}} \exp \left( -\nu \sum_{j=t+1}^{T} j^{-\theta} \right) 
\leq 3^{s+1} \exp \left( -\frac{\nu}{1-\theta} (T+1)^{1-\theta} \right) \int_{2}^{T+1} x^{-(\theta+s)} \exp \left( \frac{\nu}{1-\theta} x^{1-\theta} \right) dx.
\] (5.20)

Decomposing the above integral into two parts, we have
\[
\int_{2}^{T} x^{-(\theta+s)} \exp \left( \frac{\nu}{1-\theta} x^{1-\theta} \right) dx
= \int_{2}^{T} x^{-(\theta+s)} \exp \left( \frac{\nu}{1-\theta} x^{1-\theta} \right) dx + \int_{T}^{T+1} x^{-(\theta+s)} \exp \left( \frac{\nu}{1-\theta} x^{1-\theta} \right) dx.
\] (5.21)

We estimate the two integrals in (5.21) respectively.

When \( x \in [2, \frac{T}{2}] \), we have \( x^{-s} \leq 1 \) and
\[
\exp \left( \frac{\nu}{1-\theta} x^{1-\theta} \right) \leq \exp \left( \frac{\nu}{1-\theta} \left( \frac{T}{2} \right)^{1-\theta} \right).
\]

Also
\[
\int_{2}^{T} x^{-\theta} dx \leq \int_{1}^{T} x^{-\theta} dx \leq \frac{T^{1-\theta}}{(1-\theta)}.
\]

Thus
\[
\int_{2}^{T} x^{-(\theta+s)} \exp \left( \frac{\nu}{1-\theta} x^{1-\theta} \right) dx \leq \frac{T^{1-\theta}}{(1-\theta)^{2^{1-\theta}}} \exp \left( \frac{\nu}{1-\theta} \left( \frac{T}{2} \right)^{1-\theta} \right).
\] (5.22)

When \( x \in [\frac{T}{2}, T+1] \), we have \( x^{-s} \leq \left( \frac{T}{2} \right)^{-s} \). Hence
\[
\int_{\frac{T}{2}}^{T+1} x^{-(\theta+s)} \exp \left( \frac{\nu}{1-\theta} x^{1-\theta} \right) dx
\leq \left( \frac{T}{2} \right)^{-s} \int_{\frac{T}{2}}^{T+1} x^{-\theta} \exp \left( \frac{\nu}{1-\theta} x^{1-\theta} \right) dx = \left( \frac{T}{2} \right)^{-s} \int_{\frac{T}{2}}^{T+1} \frac{d}{\nu} \exp \left( \frac{\nu}{1-\theta} x^{1-\theta} \right)
= \frac{1}{\nu} \left( \frac{T}{2} \right)^{-s} \left( \exp \left( \frac{\nu}{1-\theta} (T+1)^{1-\theta} \right) - \exp \left( \frac{\nu}{1-\theta} \left( \frac{T}{2} \right)^{1-\theta} \right) \right)
\leq \frac{2^{s}}{\nu T^{s}} \exp \left( \frac{\nu}{1-\theta} (T+1)^{1-\theta} \right).
\] (5.23)

This together with (5.20), (5.21) and (5.22) implies that
\[
\sum_{t=1}^{T} \frac{1}{t^{(s+\theta)}} \exp \left( -\nu \sum_{j=t+1}^{T} j^{-\theta} \right) 
\leq 3^{s+1} \exp \left( -\frac{\nu}{1-\theta} (T+1)^{1-\theta} \right) \left( \frac{T^{1-\theta}}{(1-\theta)^{2^{1-\theta}}} \exp \left( \frac{\nu}{1-\theta} \left( \frac{T}{2} \right)^{1-\theta} \right) + \frac{2^{s}}{\nu T^{s}} \exp \left( \frac{\nu}{1-\theta} (T+1)^{1-\theta} \right) \right)
\leq \frac{2^{s+1}}{v T^{s}} + \frac{3^{s+1} T^{1-\theta}}{(1-\theta)^{2^{1-\theta}}} \exp \left( -\frac{\nu}{1-\theta} (1-2^{\theta-1}) (T+1)^{1-\theta} \right)
\]
Our conclusion is proved.

For all \( \eta \) satisfies Proposition 3.

Assume that the stepsize following proposition is important for the proofs in this section.
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Applying this relation iteratively for \( j \in [t, t + 1] \) there holds

\[
\sum_{t=1}^{T-1} \frac{1}{(t+1)^\nu \prod_{j=t+1}^{T} x^\nu} = \left( \frac{t+1}{x} \right)^\nu (x)^{s+1} \leq \left( \frac{t+1}{t} \right)^\nu x^{s+1} \leq 2^{\nu s+1}.
\]

Hence

\[
t^{-(s+1)}(t+1)^\nu \leq 2^{\nu s+1} x^{-(s+1)} x^\nu = 2^{\nu s+1} x^{\nu - s - 1}.
\]

This together with (5.24) yields

\[
\sum_{t=1}^{T-1} \frac{1}{(t+1)^\nu \prod_{j=t+1}^{T} x^\nu} \leq \frac{2^{\nu s+1} x^{\nu - s - 1}}{(T + 1)^\nu} \left( \frac{T^{\nu - s}}{\nu - s} - \frac{1}{\nu - s} \right).
\]

Our conclusion is proved.

5.2. Proofs of main results. Take \( \prod_{i=m+1}^{n} a_i = 1 \) and \( \sum_{i=m+1}^{n} a_i = 0 \). Then the following proposition is important for the proofs in this section.

**Proposition 3.** Assume that the stepsize \( \{\eta_t : t \in \mathbb{N}\} \) in the algorithm (3.1) satisfies \( \eta_t \leq 1 \), then for any \( t_0, T > t_0 \), there holds

\[
\mathbb{E} \left[ \| f_{T+1} - f\|_K^2 \right] \leq \left( 1 - \lambda \eta_t \right) \mathbb{E} \left[ \| f_{t_0} - f\|_K^2 \right] + 4\kappa^2 \sigma^2 \sum_{t=t_0}^{T} \eta_t^2 \prod_{j=t+1}^{T} (1 - \lambda \eta_j) + 4\kappa^2 \sigma^2 \sum_{t=t_0}^{T} \frac{\eta_t}{\lambda \sqrt{T-t}} \prod_{j=t+1}^{T} (1 - \lambda \eta_j).
\]

**Proof.** Combining Lemma 5.4, Lemma 5.7 and Lemma 5.8, one can see that

\[
\mathbb{E} \left[ \| f_{t+1} - f\|_K^2 \right] \\
\leq \mathbb{E} \left[ \| f_t - f\|_K^2 \right] + 4\eta_t^2 \kappa^2 \sigma^2 + 4\eta_t \mathbb{E} \left[ \tilde{E}_k(f_t) - \tilde{E}_k(f) \right] \\
\leq \mathbb{E} \left[ \| f_t - f\|_K^2 \right] + 4\eta_t^2 \kappa^2 \sigma^2 + 2\eta_t \left( \mathbb{E} \left[ E_k(f_t) - E_k(f) \right] + \frac{2\kappa^2 \sigma^2}{\lambda \sqrt{t-1}} \right) \\
\leq (1 - \lambda \eta_t) \mathbb{E} \left[ \| f_t - f\|_K^2 \right] + 4\kappa^2 \sigma^2 (\eta_t^2 + \frac{\eta_t}{\lambda \sqrt{T-t-1}}).
\]

Applying this relation iteratively for \( t = T, T-1, \ldots, t_0 \) we obtain

\[
\mathbb{E} \left[ \| f_{T+1} - f\|_K^2 \right] \leq (1 - \lambda \eta_{T}) \mathbb{E} \left[ \| f_{t_0} - f\|_K^2 \right] + 4\kappa^2 \sigma^2 \eta_{T} + \frac{4\kappa^2 \sigma^2 \eta_{T}}{\lambda \sqrt{T-1}}.
\]
\[
\leq (1 - \lambda \eta_T) \left( (1 - \lambda \eta_{T-1}) \mathbb{E}[\|f_{T-1} - f_{\lambda, \sigma}\|_K^2] + 4\kappa^2 \sigma^2 \eta^2_{T-1} + \frac{4\kappa^2 \sigma^2 \eta_T}{\lambda \sqrt{T-1}} \right) + 4\kappa^2 \sigma^2 \eta_T^2 + \frac{4\kappa^2 \sigma^2 \eta_T}{\lambda \sqrt{T-1}} \\
\leq \cdots \leq \prod_{t=t_0}^T (1 - \lambda \eta_t) \mathbb{E}[\|f_{t_0} - f_{\lambda, \sigma}\|_K^2] + 4\kappa^2 \sigma^2 \sum_{t=t_0}^T \eta_t^2 \prod_{j=t+1}^T (1 - \lambda \eta_j) + 4\kappa^2 \sigma^2 \sum_{t=t_0}^T \frac{\eta_t}{\lambda \sqrt{T-1}} \prod_{j=t+1}^T (1 - \lambda \eta_j).
\]

The proposition is proved. \(\square\)

**Proof of Theorem 4.1.** Since \(\eta_t \to 0(t \to +\infty)\), there exists \(t_0 \in \mathbb{N}\), such that for any \(t \geq t_0\), we have \(\eta_t \leq \frac{1}{2\sqrt{6\lambda \sigma}}\). For the fixed \(t_0\), Proposition 3 implies that it is sufficient to estimate the three terms on the right side of (5.25) respectively.

(i) **Bound the first term.**

Recall the assumptions \(\sum_{t=t_0}^\infty \eta_t = \infty\) and \(\lambda \eta_t \leq 1\). By \(1 - u \leq e^{-u}(u \geq 0)\), we have

\[
\prod_{t=t_0}^T (1 - \lambda \eta_t) \leq \exp \left\{ -\lambda \sum_{t=t_0}^T \eta_t \right\} \to 0, \quad T \to +\infty.
\]

This means that, for any \(\varepsilon > 0\), there exists \(T_1 \in \mathbb{N}\), such that for all \(T > T_1\), there holds

\[
\prod_{t=t_0}^T (1 - \lambda \eta_t) \mathbb{E}[\|f_{t_0} - f_{\lambda, \sigma}\|_K^2] \leq \frac{\varepsilon}{3}. \tag{5.26}
\]

(ii) **Bound the middle term.**

From the assumption \(\lim_{t \to +\infty} \eta_t = 0\), for any \(\varepsilon > 0\), there exists \(t(\varepsilon) > t_0\), such that for all \(t > t(\varepsilon)\) there holds \(\eta_t \leq \frac{\lambda^2}{24\kappa^2 \sigma^2}\).

Since

\[
\sum_{t=t_0}^T \eta_t^2 \prod_{j=t+1}^T (1 - \lambda \eta_j) = \sum_{t=t_0}^{t(\varepsilon)} \eta_t^2 \prod_{j=t+1}^T (1 - \lambda \eta_j) + \sum_{t=t(\varepsilon)+1}^T \eta_t^2 \prod_{j=t+1}^T (1 - \lambda \eta_j). \tag{5.27}
\]

For fixed \(t(\varepsilon)\) there exists \(T_2 \in \mathbb{N}\) such that for all \(T > T_2\) there holds

\[
\sum_{t=t(\varepsilon)+1}^T \eta_j \geq \sum_{t=t(\varepsilon)+1}^{T_2} \eta_j \geq \frac{1}{\lambda} \log \frac{t(\varepsilon)}{\lambda^2 \varepsilon}.
\]

Thus for every \(t_0 \leq t \leq t(\varepsilon)\), there holds

\[
\prod_{j=t+1}^T (1 - \lambda \eta_j) \leq \exp \left\{ -\lambda \sum_{j=t+1}^T \eta_j \right\} \leq \exp \left\{ -\lambda \sum_{j=t(\varepsilon)+1}^T \eta_j \right\} \leq \frac{\lambda^2 \varepsilon}{t(\varepsilon)}.
\]

And for any \(t \geq t_0\) we know that \(\lambda \eta_t \leq \frac{1}{2\sqrt{6\lambda \sigma}}\). Hence,

\[
\sum_{t=t_0}^{t(\varepsilon)} \eta_t^2 \prod_{j=t+1}^T (1 - \lambda \eta_j) \leq \frac{t(\varepsilon)}{24\lambda^2 \kappa^2 \sigma^2} \times \frac{\lambda^2 \varepsilon}{t(\varepsilon)} = \frac{\varepsilon}{24\kappa^2 \sigma^2}. \tag{5.28}
\]
On the other hand
\[
\sum_{t=t(e)+1}^{T} \eta_t^2 \prod_{j=t+1}^{T} (1 - \lambda \eta_j) \leq \sum_{t=t(e)+1}^{T} \eta_t \times \frac{\lambda \varepsilon}{24\kappa^2\sigma^2} \prod_{j=t+1}^{T} (1 - \lambda \eta_j)
\]
\[
= \frac{\varepsilon}{24\kappa^2\sigma^2} \left( 1 - \prod_{j=t(e)+1}^{T} (1 - \lambda \eta_j) \right) \leq \frac{\varepsilon}{24\kappa^2\sigma^2}. \quad (5.29)
\]

Putting (5.28) and (5.29) into (5.27), one can see that for all \( T > T_2 \) there holds
\[
4\kappa^2\sigma^2 \sum_{t=t_0}^{T} \frac{\eta_t^2}{\lambda \sqrt{T-1}} \prod_{j=t+1}^{T} (1 - \lambda \eta_j)
\]
\[
= 4\kappa^2\sigma^2 \left( \sum_{t=t_0}^{T} \frac{\eta_t}{\lambda \sqrt{T-1}} \prod_{j=t+1}^{T} (1 - \lambda \eta_j) + \sum_{t=t'(e)+1}^{T} \frac{\eta_t}{\lambda \sqrt{T-1}} \prod_{j=t+1}^{T} (1 - \lambda \eta_j) \right). \quad (5.31)
\]

And there exists \( T_3 \in \mathbb{N} \), such that for all \( T > T_3 \) there holds
\[
\sum_{t=t'(e)+1}^{T} \frac{\eta_t}{\lambda \sqrt{T-1}} \prod_{j=t+1}^{T} (1 - \lambda \eta_j) \geq \sum_{t=t'(e)+1}^{T_2} \eta_j \geq \frac{1}{\lambda} \log \frac{2\sqrt{6}\kappa \sigma t'(e)}{\lambda^2 \sqrt{T_0 - 1}}.
\]

Therefore for every \( t_0 \leq t \leq t'(e) \) we have
\[
\prod_{j=t+1}^{T} (1 - \lambda \eta_j) \leq \exp \left\{ -\lambda \sum_{j=t+1}^{T} \eta_j \right\} \leq \exp \left\{ -\lambda \sum_{j=t'(e)+1}^{T} \eta_j \right\} \leq \frac{\lambda^2 \varepsilon \sqrt{T_0 - 1}}{2 \sqrt{6} \kappa \sigma t'(e)}.
\]

Thus
\[
\sum_{t=t_0}^{T} \frac{\eta_t}{\lambda \sqrt{T-1}} \prod_{j=t+1}^{T} (1 - \lambda \eta_j) \leq \frac{\lambda^2 \varepsilon \sqrt{T_0 - 1}}{2 \sqrt{6} \kappa \sigma T'(e)} \sum_{t=t_0}^{t'(e)} \frac{\eta_t}{\lambda \sqrt{T-1}}
\]
\[
\leq \frac{\lambda^2 \varepsilon \sqrt{T_0 - 1}}{2 \sqrt{6} \kappa \sigma t'(e)} t'(e) \frac{1}{2 \sqrt{6} \kappa \sigma \lambda^2 \sqrt{T_0 - 1}} = \frac{\varepsilon}{24\kappa^2\sigma^2}. \quad (5.32)
\]

On the other hand
\[
\sum_{t=t'(e)+1}^{T} \frac{\eta_t}{\lambda \sqrt{T-1}} \prod_{j=t+1}^{T} (1 - \lambda \eta_j) \leq \frac{\varepsilon}{24\kappa^2\sigma^2} \sum_{t=t'(e)+1}^{T} \lambda \eta_t \prod_{j=t+1}^{T} (1 - \lambda \eta_j)
\]
\[
= \frac{\varepsilon}{24\kappa^2\sigma^2} \left( 1 - \prod_{j=t'(e)+1}^{T} (1 - \lambda \eta_j) \right) \leq \frac{\varepsilon}{24\kappa^2\sigma^2}. \quad (5.33)
\]

Substituting (5.32) and (5.33) into (5.31), we see that for all \( T > T_3 \) there holds
\[
4\kappa^2\sigma^2 \sum_{t=t_0}^{T} \frac{\eta_t}{\lambda \sqrt{T-1}} \prod_{j=t+1}^{T} (1 - \lambda \eta_j) \leq 4\kappa^2\sigma^2 \left( \frac{\varepsilon}{24\kappa^2\sigma^2} + \frac{\varepsilon}{24\kappa^2\sigma^2} \right) = \frac{\varepsilon}{3}. \quad (5.34)
\]
Combined the analysis in (i),(ii) and (iii), it can be seen that for fixed $\varepsilon$, as long as $T \geq \max\{T_1, T_2, T_3\}$, then
\[
\mathbb{E}[\|f_{T+1} - f_{\lambda,\sigma}\|_K^2] \leq \varepsilon.
\]
holds. This means that $\mathbb{E}[\|f_{T+1} - f_{\lambda,\sigma}\|_K^2] \to 0, T \to +\infty$. The desired result is given. 

Proof of Theorem 4.2. It can be seen from Proposition 3 that
\[
\mathbb{E}[\|f_{T+1} - f_{\lambda,\sigma}\|_K^2] \leq \prod_{t=2}^{T} (1 - \lambda \eta_t) \mathbb{E}[\|f_{\lambda,\sigma}\|_K^2] + 4\kappa^2 \sigma^2 \sum_{t=2}^{T} \eta_t^2 \prod_{j=t+1}^{T} (1 - \lambda \eta_j)
\]
\[
+ 4\kappa^2 \sigma^2 \sum_{t=2}^{T} \eta_t \prod_{j=t+1}^{T} (1 - \lambda \eta_j)
\]
\[
= A + B + C.
\]
where
\[
A = \prod_{t=2}^{T} (1 - \lambda \eta_t) \mathbb{E}[\|f_{\lambda,\sigma}\|_K^2], \quad B = 4\kappa^2 \sigma^2 \sum_{t=2}^{T} \eta_t^2 \prod_{j=t+1}^{T} (1 - \lambda \eta_j),
\]
\[
C = 4\kappa^2 \sigma^2 \sum_{t=2}^{T} \eta_t \prod_{j=t+1}^{T} (1 - \lambda \eta_j).
\]
So we can finish the proof by bounding $A, B, C$ respectively.

From the definition of $f_{\lambda,\sigma}$, we have
\[
\mathcal{E}_{\lambda,\sigma}(f_{\lambda,\sigma}) = \mathcal{E}_{\sigma}(f_{\lambda,\sigma}) + \frac{\lambda}{2} \|f_{\lambda,\sigma}\|_K^2 \leq \mathcal{E}_{\sigma}(0) \leq |V_{\sigma}|_0.
\]
Thus $\frac{\lambda}{2} \|f_{\lambda,\sigma}\|_K^2 \leq |V_{\sigma}|_0$. This means
\[
\|f_{\lambda,\sigma}\|_K \leq \sqrt{\frac{2|V_{\sigma}|_0}{\lambda}} \leq \sqrt{\frac{2M\sigma}{\lambda}}.
\]
Using Lemma 5.9 together with inequality $1 - u \leq e^{-u}(u \geq 0)$, we get
\[
A \leq \exp\left\{- \sum_{t=2}^{T} \lambda \eta_t \right\} \|f_{\lambda,\sigma}\|_K^2 = \exp\left\{- \sum_{t=2}^{T} t^{-\theta} \right\} \|f_{\lambda,\sigma}\|_K^2 \leq \frac{2M\sigma}{\lambda} \exp\left\{- \sum_{t=2}^{T} t^{-\theta} \right\} \leq \frac{2M\sigma}{\lambda} \left( \frac{\theta}{(1 - (\frac{\theta}{2})^{1-\theta})e} \right)^{-\nu} T^{-\theta}.
\]
The last inequality holds since Lemma 5.10 (i) with $b = \frac{a}{1-\theta}, \nu = \frac{1 - (\frac{\theta}{2})^{1-\theta}}{1-\theta}$. From the assumption of $\eta_t$ together with the inequality $1 - u \leq e^{-u}(u \geq 0)$ we know
\[
B = \frac{4\kappa^2 \sigma^2}{\lambda^2} \sum_{t=2}^{T} t^{-2\theta} \prod_{j=t+1}^{T} (1 - j^{-\theta}) \leq \frac{4\kappa^2 \sigma^2}{\lambda^2} \sum_{t=1}^{T} t^{-2\theta} \exp\left\{- \sum_{j=t+1}^{T} j^{-\theta} \right\}
\]
\[
\leq \frac{4\kappa^2 \sigma^2}{\lambda^2} \left( \sum_{t=1}^{T-1} t^{-2\theta} \exp\left\{- \sum_{j=t+1}^{T} j^{-\theta} \right\} + T^{-2\theta} \right).
\]
By Lemma 5.10 (ii) with \( \nu = 1, s = \theta \), there holds
\[
\sum_{t=1}^{T-1} t^{-2\theta} \exp \left\{ - \sum_{j=t+1}^{T} j^{-\theta} \right\} + T^{-2\theta} \\
\leq \frac{19}{T^\theta} + \frac{9T^{1-\theta}}{(1-\theta)2^{1-\theta}} \exp \left( - \frac{1 - 2^{\theta-1}}{1-\theta} (T + 1)^{1-\theta} \right). \tag{5.38}
\]

And by Lemma 5.10 (i) with \( \nu = 1 - 2^{\theta-1} - 1, b = \frac{1}{1-\theta} \), we get
\[
\exp \left\{ - \frac{1 - 2^{\theta-1}}{1-\theta} (T + 1)^{1-\theta} \right\} \leq \left( \frac{1}{(1 - 2^{\theta-1})e} \right)^{\frac{1}{1-\theta}} (T + 1)^{-1}. \tag{5.39}
\]

Substituting (5.39) into (5.38) and then (5.38) into (5.37), we have
\[
B \leq \frac{4\kappa^2 \sigma^2}{\lambda^2} \left( \frac{19}{T^\theta} + \frac{9}{(1-\theta)2^{1-\theta}} \left( \frac{1}{(1 - 2^{\theta-1})e} \right)^{\frac{1}{1-\theta}} (T + 1)^{-\theta} \right)
\leq \frac{4\kappa^2 \sigma^2}{\lambda^2} \left( 19 + \frac{9}{(1-\theta)2^{1-\theta}} \left( \frac{1}{(1 - 2^{\theta-1})e} \right)^{\frac{1}{1-\theta}} \right) T^{-\theta}. \tag{5.40}
\]

We now bound the third term on the righthand of (5.35). Similarly, by the assumption of \( \eta_t \) together with the inequality \( 1 - u \leq e^{-u} (u \geq 0) \), we know that
\[
C \leq \frac{4\sqrt{2} \kappa^2 \sigma^2}{\lambda^2} \sum_{t=1}^{T} t^{-(\theta+\frac{1}{2})} \exp \left\{ - \sum_{j=t+1}^{T} j^{-\theta} \right\}
= \frac{4\sqrt{2} \kappa^2 \sigma^2}{\lambda^2} \left( \sum_{t=1}^{T-1} t^{-(\theta+\frac{1}{2})} \exp \left\{ - \sum_{j=t+1}^{T} j^{-\theta} \right\} + T^{-(\theta+\frac{1}{2})} \right). \tag{5.41}
\]

By Lemma 5.10 (ii) with \( \nu = 1, s = \frac{1}{2} \), it follows that
\[
\sum_{t=1}^{T-1} t^{-(\theta+\frac{1}{2})} \exp \left\{ - \sum_{j=t+1}^{T} j^{-\theta} \right\} + T^{-(\theta+\frac{1}{2})}
\leq \frac{3\sqrt{6} + 1}{\sqrt{T}} + \frac{3^2 T^{1-\theta}}{(1-\theta)2^{1-\theta}} \exp \left\{ - \frac{1 - 2^{\theta-1}}{1-\theta} (T + 1)^{1-\theta} \right\}
\leq \frac{3\sqrt{6} + 1}{\sqrt{T}} + \frac{3^2}{(1-\theta)2^{1-\theta}} \left( \frac{1}{(1 - 2^{\theta-1})e} \right)^{\frac{1}{1-\theta}} T^{-\theta}. \tag{5.42}
\]

Putting (5.42) back into (5.41), we have
\[
C \leq \frac{8\kappa^2 \sigma^2}{\lambda^2} \left( \frac{3\sqrt{6} + 1}{\sqrt{T}} + \frac{3^2}{(1-\theta)2^{1-\theta}} \left( \frac{1}{(1 - 2^{\theta-1})e} \right)^{\frac{1}{1-\theta}} T^{-\theta} \right). \tag{5.43}
\]

Combining (5.36), (5.40), (5.43) with (5.35) and taking \( \theta' = \min\{\theta, \frac{1}{2}\} \), we have
\[
E(\|f_{T+1} - f_{\lambda, \sigma}\|_K^2)
\leq \frac{2M\sigma}{\lambda} \left( \frac{\theta}{(1 - \frac{\theta}{2})^{1-\theta} e} \right)^{\frac{\theta}{1-\theta}} T^{-\theta} + \frac{4\kappa^2 \sigma^2}{\lambda^2} \left( 19 + \frac{9}{(1-\theta)2^{1-\theta}} \left( \frac{1}{(1 - 2^{\theta-1})e} \right)^{\frac{1}{1-\theta}} \right) T^{-\theta}
+ \frac{8\kappa^2 \sigma^2}{\lambda^2} \left( \frac{3\sqrt{6} + 1}{\sqrt{T}} + \frac{3^2}{(1-\theta)2^{1-\theta}} \left( \frac{1}{(1 - 2^{\theta-1})e} \right)^{\frac{1}{1-\theta}} T^{-\theta} \right).
\]
Since we have

\[ \xi \leq \left( E Z M E \left( E \left( \int \sigma \left| \left| \left| f \right| \right| \left| \left| \left| x,x \right| \right| \right| \right| - E \left( \int \sigma \left| \left| \left| f \right| \right| \left| \left| \left| x,x \right| \right| \right| \right| \right) \right) \right) \sigma \lambda^2 T^{\theta^*}. \]

This completes the proof of Theorem 4.2. □

**Proof of Theorem 4.3.** By Proposition 3, we can see that

\[ \mathbb{E}[\|f_{T+1} - f_{\lambda,\sigma}\|_K^2] \leq \frac{1}{T} \mathbb{E}\|f_{\lambda,\sigma}\|_K^2 + \frac{4 \kappa^2 \sigma^2}{\lambda^2 T} \sum_{t=2}^{T} \frac{1}{t} + \frac{4 \kappa^2 \sigma^2}{\lambda^2 T} \sum_{t=1}^{T-1} \frac{1}{\sqrt{t}}. \]  

(5.44)

Since we have \( \frac{1}{\sqrt{t}} \leq \sqrt{2} \cdot \frac{1}{\sqrt{x}} \) for \( \forall x \in [t, t+1] \). Thus

\[ \sum_{t=1}^{T-1} \frac{1}{\sqrt{t}} \leq \int_{1}^{T} \sqrt{2} \cdot \frac{1}{\sqrt{x}} dx \leq 2^\frac{3}{2} \sqrt{T}. \]  

(5.45)

and

\[ \sum_{t=2}^{T} \frac{1}{t} \leq \int_{1}^{T} \frac{1}{x} dx = \log T. \]  

(5.46)

Putting (5.45) and (5.46) back into (5.44), we have

\[ \mathbb{E}[\|f_{T+1} - f_{\lambda,\sigma}\|_K^2] \leq \frac{1}{T} \mathbb{E}\|f_{\lambda,\sigma}\|_K^2 + \frac{4 \kappa^2 \sigma^2}{\lambda^2 T} \log T + \frac{24 \kappa^2 \sigma^2}{\lambda^2 T} \sqrt{T} \]

\[ \leq \frac{2}{\lambda^2 T} \mathbb{E}|V_\sigma|_0 + \frac{4 \kappa^2 \sigma^2}{\lambda^2 T} \log T + \frac{24 \kappa^2 \sigma^2}{\lambda^2 T} \sqrt{T} \]

\[ \leq \frac{2}{\lambda^2 T} \log T + \frac{4 \kappa^2 \sigma^2}{\lambda^2 T} \sqrt{T} \]

\[ \leq (2M + (4 + 8 \sqrt{2}) \kappa^2) \frac{\sigma}{\lambda^2 \sqrt{T}}. \]

Theorem 4.3 is proved. □

**Proof of Corollary 1.** We have the following error decomposition

\[ \mathcal{E}_\sigma(f_{T+1}) - \mathcal{E}_\sigma(f_0) \leq (\mathcal{E}_\sigma(f_{T+1}) - \mathcal{E}_\sigma(f_{\lambda,\sigma}))) + \mathcal{E}_\sigma(f_{\lambda,\sigma}) - \mathcal{E}_\sigma(f_0) \]  

(5.47)

There exists \( \xi \) between \( \delta(y,y') - f_{T+1}(x,x') \) and \( \delta(y,y') - f_{\lambda,\sigma}(x,x') \) such that

\[ V_\sigma(\delta(y,y') - f_{T+1}(x,x')) - V_\sigma(\delta(y,y') - f_{\lambda,\sigma}(x,x')) \]

\[ = V_\sigma'(\xi)|f_{T+1}(x,x') - f_{\lambda,\sigma}(x,x')| \]

\[ = \frac{|\xi|}{1 + (\frac{\xi}{\sigma})^2} |f_{T+1}(x,x') - f_{\lambda,\sigma}(x,x')| \]

\[ \leq \sigma |f_{T+1}(x,x') - f_{\lambda,\sigma}(x,x')|. \]

Then

\[ |\mathcal{E}_\sigma(f_{T+1}) - \mathcal{E}_\sigma(f_{\lambda,\sigma})| \]

\[ \leq \int_Z \int_Z V_\sigma(\delta(y,y') - f_{T+1}(x,x')) - V_\sigma(\delta(y,y') - f_{\lambda,\sigma}(x,x'))|d\rho(x,y)d\rho(x',y') \]

\[ \leq \sigma \int_Z \int_Z |f_{T+1}(x,x') - f_{\lambda,\sigma}(x,x')|d\rho(x,y)d\rho(x',y') \leq \kappa \sigma \|f_{T+1} - f_{\lambda,\sigma}\|_K. \]  

(5.48)

Substituting (5.48) into (5.47), we get

\[ \mathcal{E}_\sigma(f_{T+1}) - \mathcal{E}_\sigma(f_0) \leq \kappa \sigma \|f_{T+1} - f_{\lambda,\sigma}\|_K + \mathcal{E}_\sigma(f_{\lambda,\sigma}) - \mathcal{E}_\sigma(f_0) \]

\[ \leq \kappa \sigma \|f_{T+1} - f_{\lambda,\sigma}\|_K + \mathcal{E}_\sigma(f_{\lambda,\sigma}) - \mathcal{E}_\sigma(f_0) + \frac{\lambda}{2} \|f_{\lambda,\sigma}\|_K^2. \]
\[ = \kappa \sigma \| f_{T+1} - f_{\lambda, \sigma} \|_K + \inf_{f \in \mathcal{H}_K} \left( \mathcal{E}_\sigma(f) - \mathcal{E}_\sigma(f_\sigma) + \frac{\lambda}{2} \| f_{\lambda, \sigma} \|_K^2 \right) \]

Combined which with Theorem 4.2, the desired result follows.
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