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Abstract—As a fundamental yet challenging problem in intelligent transportation systems, point cloud registration attracts vast attention and has been attained with various deep learning-based algorithms. The unsupervised registration algorithms take advantage of deep neural network-enabled novel representation learning while requiring no human annotations, making them applicable to industrial applications. However, unsupervised methods mainly depend on global descriptors, which ignore the high-level representations of local geometries. In this paper, we propose to jointly use both global and local descriptors to register point clouds in a self-supervised manner, which is motivated by a critical observation that all local geometries of point clouds are transformed consistently under the rigid transformation. Therefore, local geometries can be employed to enhance the representation ability of the feature extraction module. Moreover, the proposed local descriptor is flexible and can be integrated into most existing registration methods and improve their performance. Besides, we also utilize point cloud reconstruction and normal estimation to enhance the transformation awareness of global and local descriptors. Lastly, extensive experimental results on one synthetic and three real-world datasets demonstrate that our method outperforms existing state-of-art unsupervised registration methods and even surpasses supervised ones in some cases. Robustness and computational efficiency evaluations also indicate that the proposed method applies to intelligent vehicles.

Index Terms—Unsupervised point cloud registration, self-supervised learning, joint global and local descriptors, intelligent driving.

I. INTRODUCTION

Point clouds are one of the vital industrial measurements in intelligent transportation systems. The corresponding registration is a critical yet demanding task with various applications in many fields, including large-scale reconstruction [1], mapping [2], [3], and object detection and localization [4], [5], [6]. For autonomous driving, point cloud registration utilizes local scans of the same object from different recording angles to provide complete and high-quality 3D representations. Besides, point cloud registration can match a real-time 3D view to an existing 3D map to provide localization results [7]. In this way, autonomous vehicles can estimate their positions on the map and adjust real-time route planning.

The last two decades have witnessed the rapid development of point cloud registration, aiming to align one point cloud (source) to another (target) by finding the optimal rigid transformation. Iterative Closest Point (ICP) [8] is a widely used method with two iterative optimization processes: correspondences searching and rigid transformation estimation. Nevertheless, ICP is sensitive to initialization and easily deceived by local optima. Many methods [9], [10], [11], [12], [13] have been proposed to tackle these issues with increased computational complexity. On the other hand, with the rapid development of deep learning techniques, the rigid point cloud registration problem has been revisited with many novel designs. With ground-truth correspondences or category labels, recent studies [14], [15], [16], [17], [18], [19] tried to solve the problem in a supervised manner. These methods effectively obtain the informative feature of point cloud and achieve superior performances, requiring high quality and quantity of ground-truth correspondences. However, there may not exist point-point correspondences in real-world intelligent transportation systems in the presence of noises and outliers.

Realizing registration from unlabeled point cloud data without ground-truth correspondences is a significant yet rarely explored challenge in the literature. To our best knowledge, there exist only two works [20], [21] so far. PCRNet [20] alleviates the pose misalignment shown in the...
PointNetLK [14] by replacing the Lucas-Kanade module with multi-layered perceptrons. PCRNet directly recovers transformation parameters from concatenated global descriptors of source and target point clouds. The other significant work, FMR-Net [21], employs an autoencoder framework with the PointNetLK being its backbone and then achieves the registration by minimizing the feature-metric projection error. Although these two approaches showcase the feasibility of applying unsupervised learning, they mainly depend on global descriptors. Global descriptors are insufficient to represent the whole geometry of a point cloud and are challenging to encode local geometries, especially when handling partial point clouds. Thus, it is necessary to figure out a more robust way to encode global and local geometries.

In this paper, we jointly utilize global and local descriptors in a self-supervised manner to enhance deep unsupervised point cloud registration. We have been motivated by wide applications of self-supervised learning on visual tasks [22], [23], [24] in recent years. As a branch of unsupervised learning, self-supervised learning frameworks usually design some pretext tasks, and train convolutional neural networks (CNNs) for solving these pretext tasks, e.g., predicting image rotation [22] or classifying positive and negative pairs [23]. These pretext tasks enable CNNs to extract high-level semantic descriptors. Therefore, we aim to extract local and high-level global descriptors, which is beneficial for solving registration through a pretext task. Specifically, Fig. 1 shows a critical observation that the rigid transformation consistently transforms different local regions and preserves global and regional structural information. Based on such an observation, we design a pretext task to encode global and local descriptors and propose a local consistency loss to ensure the intrinsic geometric consistency among local distinctive subset points, enhancing the representation ability of the feature extraction module.

Furthermore, unsupervised point cloud registration techniques align two point clouds, mainly relying on differences between two global descriptors. However, they ignore a crucial issue of obtaining global descriptors with high transformation awareness, i.e., differences between global descriptors of two-point clouds should be significant when they are not well aligned. To tackle this problem, we present two additional tasks: self-reconstruction and normal estimation. In summary, our main contributions can be summarized as follows:

- To the best of our knowledge, this paper is the first to formulate the registration problem by both global and local descriptors in a self-supervised manner, requiring no labeled data or arduously searching correspondences.
- The proposed local descriptor is a simple yet effective module that applies to most existing methods and improves the performances of both correspondence-based and correspondence-free registration methods.
- Comprehensive experiments have been conducted on both synthetic and real-world datasets, demonstrating that the proposed method outperforms the existing unsupervised ones and surpasses supervised ones in some cases.

The remainder of this paper is organized as follows. Section II introduces related work. Problem formulation is shown in Section III. Section IV elaborates on the proposed method and related discussions. Experiments are given in Section V. Section VI concludes this work.

II. RELATED WORK

Point cloud registration is a vital research field due to various 3D perception applications. Here we broadly categorize the related work into traditional, supervised, and unsupervised registration methods.

A. Traditional Registration

ICP [8] is the well-known method for the rigid point cloud registration, which iteratively computes the closet point as correspondences and estimates the optimal transformation by the correspondences. Subsequent works have been proposed to improve the robustness of ICP [9], [11], [12]. On the other branch, Gaussian Mixture Model (GMM) [25] and Hierarchical Gaussian Mixture Registration (HGMR) [26] reformulate the registration problem as probability distribution matching. These probabilistic methods still require good initializations to avoid being trapped into the local optimum because their objective functions are non-convex. Unlike local registration methods, global registration methods do not require good initializations. In this way, Go-ICP [13], GOGMA [27], GOSMA [28], and GoTS [29] have been proposed to find globally optimal registration by branch-and-bound (BnB) method at the expense of increased computational complexity. In another line, PFH [30] and FPFH [31] constructed handcrafted feature descriptors and estimated potential correspondences. The robust optimization approaches such as semidefinite programming [32] and Random Sampling Consensus (RANSAC) [33] can be utilized to estimate exact correspondences. Fast Global Registration (FGR) [34] accelerated the optimization process with a graduated non-convex strategy. However, requiring good initializations, noisy correspondences, and time constraints are challenging for traditional registration techniques.

B. Deep Supervised Registration

The rapid development of deep learning methods paves the way for developing a new perspective for point cloud registration [35], [36], [37]. Recently, PointNetLK [14] utilizes the PointNet module to obtain the global descriptors and aligns two point clouds iteratively by minimizing the distances between two learned descriptors with a modified Lucas-Kanade (LK) algorithm [38]. Deep Closest Point [15] introduces a solution from another perspective that extracts per-point features and uses a transformer followed by a differentiable Singular Value Decomposition (SVD) module to recover the transformation. PRNet [39] uses a keypoint detector to establish keypoint correspondences to solve the partial to partial point cloud registration in a self-supervised way. RPMNet [16] proposes Sinkhorn normalization to estimate soft correspondences. IDAM [17] computes pairwise correspondences by an iterative distance-aware similarity convolution module. DeepGMR [18] learns point-to-GMM
correspondences by integrating GMM. PNet [40] proposes a two-stage registration process, including a deep learning stage and a traditional optimal search stage. In addition, many representative techniques [41], [42], [43], [44], [45] have been presented to deal with large-scale point cloud registration. For instance, GeoTransformer [46] uses the well-established transformer structure for point cloud registration and achieves promising results. While deep supervised registration methods achieve state-of-the-art performances, it is worth exploring unsupervised ones that require no human annotations, offering the demanding flexibility and applicability of registration algorithm design in realistic scenes, i.e., intelligent driving.

C. Unsupervised Registration

In contrast to the supervised and correspondence-based point cloud registration methods, there are two prior attempts at unsupervised point cloud registration. PCRNet [20] improves PointNetLK by replacing the LK module with multi-layered perceptrons. FMR-Net [21] adapts PointNetLK to a semi-supervised manner by jointly optimizing the feature extraction and transformation estimation processes. However, they achieve registration only depending on global representations, paying no attention to the valuable representations obtained by local geometries. In this way, the representation ability of neural networks is restrained, and it is challenging to characterize the geometries of point clouds.

Meanwhile, as a subclass of unsupervised learning, self-supervised learning has achieved remarkable performance on visual tasks without expensive labels [24], [47], [48] by training CNNs for solving some pretext tasks. These pretext tasks enable CNNs to extract high-level semantic descriptors. As a result, beyond the global descriptors, we will delve into the local ones in a self-supervised manner for enhanced deep unsupervised registration.

III. PROBLEM FORMULATION

In this section, we present the formulation of the rigid registration problem. We denote \( X = \{x_1, x_2, \ldots, x_N\} \subset \mathbb{R}^3 \) and \( Y = \{y_1, y_2, \ldots, y_M\} \subset \mathbb{R}^3 \) as the source and the target point cloud, respectively, where \( N \) and \( M \) represent the point number in source and target point cloud, respectively. The objective of registration is to estimate the rigid transformation \( \{R, t\} \) as [13]:

\[
R, t = \arg \min_{R \in SO(3), t \in \mathbb{R}^3} \sum_{i=1}^{N} \|Rx_i + t - y_{j^*}\|_2. \tag{1}
\]

where \( R \in SO(3) \) represents a rotation matrix and \( t \in \mathbb{R}^3 \) denotes a translation vector. Given \( R \) and \( t \), the optimal correspondence of \( x_i \) can be searched as follows.

\[
 j^* = \arg \min_{j \in \{1, \ldots, M\}} \|Rx_i + t - y_j\|_2. \tag{2}
\]

Let the point \( y_{j^*} \in Y \) denote the optimal correspondence of \( x_i \), i.e., \( y_{j^*} \) is the closest point to the point \( Rx_i + t \) in \( Y \). Eq. (1) is a non-convex problem and cannot be trivially solved. If true correspondences between \( X \) and \( Y \) are known, transformation parameters can be optimally estimated in closed-form [49], [50]. If optimal transformation parameters are given, correspondences can be easily searched. ICP solves the problem by alternatively searching correspondences and estimating transformation parameters. However, such an iterative optimization process guarantees convergence to a local minimum [8].

To address the issue, PointNetLK [14] aims to estimate the optimal transformation in the feature space instead of Euclidean space. It utilizes a neural network, namely PointNet [35], to obtain a \( K \)-dimensional vector as global representations of point clouds. In this way, the registration problem can be described as follows:

\[
R, t = \arg \min_{R \in SO(3), t \in \mathbb{R}^3} \|\psi(Rx + t) - \psi(Y)\|_2, \tag{3}
\]

where \( \psi : \mathbb{R}^{3 \times N} \rightarrow \mathbb{R}^K \) denotes the feature extraction functional. According to Eq. (3), transformation parameters can be estimated without searching correspondences. Previous studies [14], [21] primarily solved the Eq. (3) by adapting PointNet as the feature extraction function, resulting in a global descriptor. However, they fail to utilize the informative features from local geometries.

To address the issue, we reformulate point cloud registration by jointly considering global and local descriptors. Inspired by the success of self-supervised learning [51], [52], we design a pretext task to extract informative global and local descriptors. We discover a key observation that source point cloud is transformed into target point cloud by a rigid transformation operator \( W \). In other words, all local geometries of point clouds are transformed consistently with the same mapping function \( W \). This property inspires us to exploit the high-level relations among different local geometries.

Given two subsets \( \{X_k\}_{k=1,2} \subset X \) and the corresponding transformed version \( \{W(X_k)\}_{k=1,2} \), the related high-level representations can be denoted by \( \{\psi(X_k)\}_{k=1,2} \) and \( \{\psi(W(X_k))\}_{k=1,2} \), respectively. \( \psi \) represents a feature extraction function. Accordingly, we have local descriptors \( \psi(X_k) \) and \( \psi(W(X_k)) \). In this way, the feature change of the original and transformed \( X_k \) is described as

\[
\tau(X_k) \overset{\text{def}}{=} M[\psi(X_k), \psi(W(X_k))], \tag{4}
\]

where \( M \) is a metric function for modeling differences of features. We employ a Fully Connected (FC) layer \( FC : \mathbb{R}^{2K} \rightarrow \mathbb{R}^K \) as the metric function \( M \), such that

\[
M[\psi(X_k), \psi(W(X_k))] = FC[\psi(X_k) \oplus \psi(W(X_k))], \tag{5}
\]

where \( \oplus \) is the concatenation operation and \( FC : \mathbb{R}^{2K} \rightarrow \mathbb{R}^K \). In Eq. (5), high-dimensional local descriptors \( \psi(X_k) \) and \( \psi(W(X_k)) \) are combined with \( M \), whose goal is to perform feature extraction while maintaining the change of each feature.\(^1\) The goal of \( \tau \) is to abstract high-level relations between the local region and its transformed version.

Since all local geometries of point clouds are transformed consistently with the same mapping function \( W \), the feature change between different regions should be consistent, i.e.,

\(^1\)The employment of the FC layer is motivated by the network design in PointNet [35], and FC network-based intra prediction for image coding [53].
the distributions of $\tau(X_1)$ and $\tau(X_2)$ are same, as shown in Fig. 2. In this way, we have $\tau(X_1) \sim Q$ and $\tau(X_2) \sim Q$, where $Q$ denotes a distribution. Based on the above analysis, the registration problem in Eq. (3) can be reformulated in a self-supervised manner as

$$\arg\min_{\psi} \|\psi(W(X)) - \psi(Y)\|_2,$$

subject to $\tau(X_1) \sim Q$, $\tau(X_2) \sim Q$. (6)

Here, we are trying to deal with the point cloud registration problem with a joint design on global and local descriptors, which are respectively shown in the objective and the constraint of Eq. (6).

However, the constraint $\tau(X_1) \sim Q$, $\tau(X_2) \sim Q$ in Eq. 6 is non-convex. This constraint means $\tau(X_1)$ and $\tau(X_2)$ should be sampled from the same distribution, which is extremely hard to achieve for a network functional. Alternatively, we try to tackle the problem by minimizing the distance metric $D$ of their distributions as

$$\arg\min_{\psi} \|\psi(W(X)) - \psi(Y)\|_2 + D(\tau(X_1)||\tau(X_2)).$$ (7)

In this way, we need to train a feature extraction function $\psi$ and estimate a transformation operator $W$. Given that the optimization of the function $\psi$ and the transformation operator $W$ in Eq. (7) are difficult and time-consuming, we employ a simplified training strategy to optimize $\psi$ and $W$ in an alternative manner. i.e., when the transformation operator $W$ is optimized and the function $\psi$ is frozen in each iteration and vice versa. Specifically, we will introduce how to train the function $\psi$ and estimate the optimal $W$ in the next section.

IV. ROBUST POINT REGISTRATION

The core of rigid-body registration without correspondences is to extract discriminative and transformation awareness features from two-point clouds and recover the related transformation parameters. We solve the problem by leveraging the proposed versatile descriptors with two auxiliary tasks. The overall framework is illustrated in Fig. 3. In short, we first embed the point clouds in high-dimensional space, performing optimization with one primary task $L_p$ and two auxiliary tasks ($L_{CD}$ and $L_n$). The primary task estimates the optimal transformation parameters while considering both global and local descriptors in a self-supervised way. Auxiliary tasks aim to improve the transformation awareness of the feature extraction function.

The overall objective $L$ to be minimized in the proposed method can be formalized as

$$L = L_p + \lambda_1 L_{CD} + \lambda_2 L_n.$$ (8)

where trade-off parameters $\lambda_1$ and $\lambda_2$ are positive constants to balance the effect of different tasks. The optimization of Eq. (8) takes the source and the target point cloud as inputs without requiring ground truth transformation, allowing us to learn unsupervised representations for robust point cloud registration.

A. Primary Task: Learning With Local Consistency

This subsection elaborates on the proposed scheme. Based on the problem formulation in Section III and Eq. (7), we try to tackle the unsupervised registration problem as

$$L_p = \|\psi(W(X)) - \psi(Y)\|_2 + \frac{1}{2}(D_{KL}(\tau(X_1)||\tau(X_2)) + D_{KL}(\tau(X_2)||\tau(X_1))).$$ (9)

In Eq. (9), many distance metrics can be employed to perform the distribution alignments, such as Maximum Mean Discrepancy and Euclidean distance. We empirically employ the symmetric Kullback-Leibler divergence, which has stable and superior performance against other distance metrics. The first term in Eq. (9) uses global descriptors to measure differences between the point cloud $X$ and the point cloud $Y$. The estimation of transformation parameters is based on the first term. However, estimating transformation $W$ is time-consuming. Therefore, we choose to use the computationally efficient Inverse Compositional (IC) method [38] to iteratively calculate transformation increment $\Delta w$ as

$$\Delta w = (J^T J)^{-1} J^T (\psi(W(X)) - \psi(Y)),$$ (10)

where $J$ is the Jacobian matrix of differences between global descriptors of source and target point clouds with respect to transformation parameters. Unlike regular grid images, Computing the Jacobian matrix of irregular point clouds needs to take gradients in the directions of $x$, $y$, and $z$. Refer to [14], and [19], the warp Jacobian in the IC-LK algorithm can be approximated as

$$J = \frac{\partial \psi(W^{-1}(Y))}{\partial w},$$ (11)

where twist parameters $w = (w_1, w_2, \ldots, w_6) \in \mathbb{R}^6$ denotes three Euler angles and three translation parameters, and $W^{-1}$ is the inverted warp. In this way, transformation parameters are updated as $w_{i+1} = w_i \Delta w_i$ after the $i$-th iteration and $W_{i+1} = Exp(w_{i+1})$. 
1) On the Self-Supervised Learning: We adopt the idea of self-supervised learning to enhance the representation ability of the feature extraction module. We mainly extract proper local descriptors by using the high-level relation among different local geometries, as in the second term in Eq. 9. The second term can be considered as a pretext learning task [54]. The design of such a pretext task is based on the critical observation that local distinctive geometric structures of point clouds are transformed consistently under the same rigid transformation (see Fig. 2).

In the following, to avoid the abuse of all local geometries, we will elaborate on the intuition of selecting local distinctive subset points.

2) On the Selection of Representative Subset Points: We employ two representative points related to the barycenter of the source point cloud \( X \) [55], denoted by \( x_b = \frac{1}{N} \sum_{i=1}^{N} (x_i) \), the farthest point from barycenter,

\[
 x_f = \arg \max_{x_i \in X} \min (\|x_i - x_b\|_2 \), c, \tag{12}
\]

and the closest point from barycenter,

\[
 x_c = \arg \min_{x_i \in X} \|x_i - x_b\|_2. \tag{13}
\]

We also adopt an outliers rejection scheme to remove isolated points far from the barycenter [32]. For example, one should reject outliers if they exceed the threshold \( c \). Then we choose point \( x_f \) and search its \( N_f \) nearest neighbors based on Euclidean distance, forming a local set \( X_1 \). Similarly, subset \( X_2 \) is selected among the point \( x_c \). The effect of local size \( N_l \) on registration performance will be discussed in ablation studies.

The intuition of the selection strategy is that (1) We want to capture distinctive geometric structures of the point cloud by two subsets points to enhance the representation ability of the feature extraction module. From the perspective of geometry, the farthest and the closest points are located in distinctive regions [56], [57]. (2) We need these two subsets to be independent and without overlap. Therefore, they are more likely to be independent if they are far from each other.

B. Auxiliary Task I: Self-Reconstruction

The feature extraction module aims to learn a transformation awareness descriptor, which needs to reflect the effects of rigid-body transformation, enabling the modified inverse compositional algorithm to recover the transformation parameters \( W \). We choose the vanilla PointNet [35] as the feature extraction module \( ψ \), which is composed of Multi-Layer Perceptron (MLP) and a max-pooling operation.

In the self-reconstruction task, we employ a folding-based [58] decoder as the reconstruction module \( ξ \). Besides, Chamfer Distance [59] is adopted to define the reconstruction error, measuring differences between the original point cloud \( P \) and the reconstructed version \( P' \):

\[
 L_{CD} (P) = \frac{1}{|P|} \sum_{u \in P} \min_{v \in P'} \|u - v\|_2 + \frac{1}{|P'|} \sum_{v' \in P'} \min_{u \in P} \|u - v\|_2, \tag{14}
\]

Fig. 4. The weak rotation awareness of Chamfer Distance. The figure demonstrates Chamfer Distances between two point sets under rotation transformations. The unit of angular measurement is in degree.

Since discovering features sensitive to rotations and translation from unlabeled source and target point clouds is quite challenging, a single feature extraction module may not lead to sufficient representations. If global and local descriptors own rich transformation awareness, proper supervision of local consistency will be offered, thus creating a virtuous circle for optimization. On the contrary, the learning process may be trapped into local minima of the lack of transformation awareness of extracted representations. To avoid this issue, we introduce two auxiliary tasks to enhance the rotation awareness of global and local descriptors.

The overall architecture of the proposed unsupervised point cloud registration method. The encoder learns global and local descriptors of source and target point clouds (X and Y). The primary task is to solve point cloud registration jointly based on global and local descriptors, \( ψ(X) \) and \( ψ(X_k) \), \( k \in \{1, 2\} \), in a self-supervised manner. We further introduce two auxiliary tasks to enhance the transformation awareness of global and local descriptors.
Algorithm 1 DVDs ALGORITHM

**Input:** Source Point Cloud \(X\) and Target Point Cloud \(Y\);
The number of epochs \(N_{\text{epoch}}\) and the number of iterations \(T\);

**Output:** Rigid transformation \(W\)

1. Initialize the rigid transformation \(W_0\).
2. Initialize parameters of \(\psi\), \(\xi\), and \(\ell\)
3. **while not convergent** do
4. Feature Extraction \(\psi(X)\) and \(\psi(Y)\)
5. Compute self-reconstruction \(L_{\text{CD}}\) and the normal estimation \(L_n\) based on Eq. (14) and Eq. (15), respectively
6. Freeze parameters of \(\psi\)
7. Calculate \(J \leftarrow \frac{\partial \psi(W_i^{-1}(Y))}{\partial W}\)
8. Initialize \(w_0\), \(i \leftarrow 0\), \(T \leftarrow 10\), threshold \(\leftarrow 10^{-7}\)
9. **while** \(i \leq T\) and \(||\Delta w_i||_2 > \text{threshold}||\) **do**
10. Compute \(\Delta w_i \leftarrow (J^T J)^{-1}J^T(\psi(W_i(X)) - \psi(Y))\)
11. Update \(w_{i+1} = w_i + \Delta w_i\)
12. \(w_{i+1} = \text{Exp}(w_{i+1})\)
13. \(i \leftarrow i + 1\)
14. **end**
15. Compute the primary loss \(L_p\) based on Eq. (9).
16. Update parameters of \(\psi\), \(\xi\), and \(\ell\) using the primary loss \(L_p\) and auxiliary losses \(L_{\text{CD}}\) and \(L_n\) based on Eq. (8).
17. **end**

This work will take both the source and the target points for reconstruction, i.e., \(P \subset \{X, Y\}\). As a result, we have

\[
L_{\text{CD}} = \sum_{P \subset \{X, Y\}} L_{\text{CD}}(P).
\]  

However, Chamfer Distance pays more attention to the translation than the rotation and is blind to certain visual inferiority [60]. Fig. 4 demonstrates such an example. Two-point clouds with large rotation angles may lead to a small Chamfer Distance loss, resulting in weak rotation awareness. Therefore, we further consider another auxiliary task for improving the rotation awareness of global and local descriptors.

C. Auxiliary Task II: Normal Estimation

Normal estimation is essential in many research areas of point cloud [61], e.g., rendering, and surface reconstruction. Unlike pursuing estimation precision, we aim to improve the rotation awareness of global and local descriptors by the normal estimation task. We use a lightweight MLP \(\ell\) to generate the estimated normals with the concatenated coordinates \(p_i\) and global features \(\psi(P)\). The estimation error is measured by the cosine loss function as

\[
L_n = \sum_{P \subset \{X, Y\}} \left(1 - \frac{1}{N} \sum_{i=1}^{N} \cos \left(\ell \left(\left[p_i, \psi(P)\right]\right), p_i^{\text{normal}}\right)\right).
\]  

where \(p_i^{\text{normal}}\) denotes the ground truth normal of the point \(p_i\).

Combining results in Eq. (9), Eq. (15), and Eq. (16), we finally obtain the overall objective as shown in Eq. (8). Besides, we have \(\lambda_1 = 0.5\) and \(\lambda_2 = 0.1\), which will be further discussed in Section V. Since we use the above Deep Versatile Descriptors to solve the point cloud registration, the proposed method is named DVDs. For readers’ convenience, the flow of the proposed method is given in Algorithm 1, in which the convergence condition denotes that the maximum epoch number is reached or the validation loss does not decrease anymore in ten consecutive training epochs.

V. EXPERIMENTS

Intelligent transportation systems inevitably contain many challenging conditions, such as noisy data, outliers, partial visibility, etc. As a result, this section conducts extensive experiments to verify the effectiveness of the proposed method.

Experiments Organization: Firstly, we conduct effectiveness and robustness evaluations, including evaluations on synthetic-object-centric point cloud datasets (Subsections V-A.1 and V-A.2), cross dataset evaluation (Subsection V-A.3), real-world 3D indoor scenes (Subsection V-A.4), and large-scale real-world outdoor scenes (Subsection V-A.5). Moreover, we show the generality of the proposed local descriptor (Section V). Finally, the complexity analysis (Section V-A) and ablation studies (Section V-C) are given to show the efficiency of DVDs and the effectiveness of the individual module in the novel DVDs, respectively.

Experimental Protocol: We conducted comprehensive experiments on four datasets, including ModelNet40 [62], ScanObjectNN [63], 7scenesc [64], and KITTI odometry [65] benchmarks. ModelNet40 is a synthetic dataset consisting of 12,311 CAD models. We randomly sample 1024 points from each CAD model 2 times with different random seeds and name sampled point clouds as the source point cloud \(X\) and the target point cloud \(Y\), respectively [66]. We rescale point clouds into a unit sphere. Following experimental protocol in [19], all deep learning-based models are trained with the first 20 categories of the training set in ModelNet40. All models are trained on a single NVIDIA Titan Xp. Note that the reconstruction and the normal estimation tasks are not used during the evaluation process.

A. Effectiveness and Robustness Evaluations

1) Evaluation on Unseen Objects: In the first experiment, we compare our method with the following algorithms: ICP [8], PointNetLK [14], PCRNet [20], FMR-Net [21], DCP [15], FGR [34], PBNet [40], GeoTransformer [46], and...
Fig. 5. Qualitative results of the proposed method on the ModelNet40 dataset and the ScanObjectNN dataset. **Input** and **Output** represent the proposed method’s input and output, respectively. The top row demonstrates the results from ModelNet40, and the last row shows the results from ScanObjectNN.

Fig. 6. Evaluation on the ModelNet40 dataset. All employed deep learning methods are trained on the training set of the first 20 categories in ModelNet40. (a) Evaluation over unseen objects. All these models are evaluated on the test set of the first 20 categories in ModelNet40. (b) Evaluation over unseen categories. All these models are evaluated on the test set of the last 20 categories in ModelNet40.

Fig. 7. Evaluation on real-world datasets. All employed deep learning models are trained on the training set of the first 20 categories in the ModelNet40 dataset.

(a) Cross dataset evaluation on the test set of the real-world ScanObjectNN dataset. (b) Evaluation of the test set in the indoor 7-Scenes dataset.

RANSAC [33]. PBNet consists of a deep learning stage and a traditional optimal search stage. For a fair comparison, PBNet is evaluated with the deep learning stage. All models are evaluated on the test set of the first 20 categories in the ModelNet40 dataset.

We first show the qualitative results in Fig. 5. Differences between predicted values and ground truth are measured by the root mean squared error (RMSE). A successful registration is confirmed if rotation and translation errors are smaller than predefined thresholds [43]. Performances are evaluated by the recall, i.e., the percentage of successful registration point cloud pairs. Fig. 6(a) shows the comparison results of all employed methods. All deep learning-based registration methods outperform the classical ICP, proving the effectiveness of introducing deep learning technologies for the registration problem. The superior performance can be explained by the fact that deep learning-based registration algorithms utilize massive data and learn powerful representations. Moreover, the proposed method attains the best recall rate among all unsupervised registration ones and has comparable performance with the supervised algorithm GeoTransformer, proving the effectiveness of novel designs in the proposed method.

2) Evaluation on Unseen Categories: In this subsection, we evaluate the generalization of the deep learning methods on unseen categories. To this end, all methods are trained on the training set of the first 20 categories and then tested on the test set of the remaining 20 categories in the ModelNet40 dataset.
dataset. Similar to the above Section, recall is used for the performance metric. Fig. 6(b) shows that PBNet and PCRNet are more susceptible to unseen categories than other deep learning methods. Furthermore, PointNetLK has a decreased performance as its encoder is difficult to extract useful representations from unseen categories. Lastly, the supervised method GeoTransformer, classical FGR, and the proposed method generalize well to unseen categories and are more robust than other deep learning-based approaches.

3) Generalization From ModelNet40 to the Real-World ScanobjectNN: This group of experiments evaluates the generalization ability of optimized deep learning models under the cross-dataset evaluation scheme, which is essential for practical applications in intelligent transportation systems. Following [19], [48], and [68], we train all deep learning models on the training set of the first 20 categories in ModelNet40 and then test them on the test set of ScanObjectNN [63], which is a newly published real-world dataset containing 2902 objects with 15 classes. The results are reported in Fig. 7(a). Compared to case studies on the synthetic dataset, some deep learning methods, such as FMR-Net, PBNet, and PCRNet, show sharp performance degradation on the realistic dataset. On the other hand, the proposed method with transformation awareness designs is more robust than other methods, demonstrating the effectiveness of improving the transformation awareness of the feature extraction module.

4) Generalization From ModelNet40 to Real-World Indoor 3D Scenes: 7Scene [64] is a real-world indoor 3D Scenes registration benchmark. Following [43], we generate 3D scan pairs with more than 70% overlap and down-sample 2048 points for testing DCP, FMR-Net, PCRNet, PBNet, and PointNetLk. During the testing process, Euler angles are uniformly sampled in the range \([0, 45^\circ]\) and translations in the range \([-0.5, 0.5]\). In addition to the compared methods in the above subsection, we also compare with DGR [43] and FCGF [42], which are the state-of-the-art methods on this challenging dataset. As DGR and FCGF could not be trained on the ModelNet40, and DGR requires a pre-trained FCGF model, we use all points for training DGR and FCGF on the 7scene. The voxelization strategy [19], [46], [69] is adopted for processing large-scale point clouds.\(^2\) Fig. 7(b) shows that DGR and the proposed method outperform other deep learning ones. DGR achieves superior performance by using correspondence confidence prediction and weighted pose estimation, showing the effectiveness of high-level representations. On the other hand, the proposed method utilizes the global descriptor, local descriptors, and corresponding signal processing techniques to attain comparable performance with DGR, proving the validity of adopting the local descriptor. Lastly, Fig. 8 shows the qualitative results of the proposed method.

5) Generalization From ModelNet40 to Real-World Outdoor 3D Scenes: KITTI odometry [65] is a real-world outdoor 3D Scenes benchmark containing 11 sequences of LiDAR-scanned driving scenarios. We follow [42], [46] and use sequences 8-10 for testing. Only point cloud pairs more than 10 meters from each other are used for evaluation. Besides, we also refine the ground truth poses in the KITTI odometry with ICP [42], [46]. Note that all the deep learning-based models are trained on the ModelNet20 except FCGF and DGR, which are trained on the 7scenes dataset. Qualitative results of the proposed method on the KITTI odometry dataset are shown in Fig. 9. Fig. 10 shows that although the proposed method is only trained on the small-scale synthetic

\(^2\)We use PointNet to obtain a high-dimensional vector as global descriptors of point clouds. Extensive experimental results on small-scale datasets (e.g., ModelNet40 and ScanObjectNN have shown their effectiveness. However, such global descriptors are challenged to represent complex and large-scale scenes. Therefore, we uniformly partition the large-scale point cloud into \(K\) local voxels following the protocol shown in [19]. During experiments, we set the number of voxels \(K = 27\) and points in each voxel keep their original accurate locations. Then, we use PointNet to extract a descriptor from each voxel. In this way, we capture the geometric structure of each voxel. Finally, we convert local voxel Jacobians to the global Jacobian and solve the point cloud registration. Note that such a voxelization strategy is only used during the testing process. In this work, we constantly use the voxelization strategy for large-scale point cloud processing.
dataset, it still achieves the best performance among all the compared methods on the rotation estimation. On the other hand, some deep learning models, including DCP, PCRNet, and PBNet, fail to handle large-scale outdoor point clouds because of the considerable difference between the distribution of the training set and the test set. In practice, processing data mismatching in industrial applications is challenging yet essential. As shown in Fig. 10, the proposed method obtains predominant performance. Thus, it could be promising for autonomous driving tasks with numerous differently distributed point clouds from many scenarios.

6) Robustness Evaluation: In this section, we evaluate models in the presence of outliers and partial visibility. The success registration criteria are defined by a rotation error under $2^\circ$ and a translation error under 0.01. For the outliers scenario, noises are sampled from Gaussian distribution and are added to each point of source and target point cloud. Specifically, all the models are trained on clean data without adding noise augmentation. Though FGR and RANSAC methods are comparative with our method with noise-free data, they are sensitive to noisy data, as shown in Fig. 11 (a). Adding noise to the source and target point cloud breaks the exact point-point correspondences. Therefore, the correspondence-based DCP shows limited performance. In contrast, the learning-based registration approaches without correspondences, such as FMR-Net, PointNetLK, and the proposed method, are more robust to noise.

We also conduct experiments on partially visible data, as the acquired point clouds from intelligent vehicles are often partially due to occlusions. We generate partial source and target point clouds to simulate this condition independently from random camera poses following settings in [14]. Note that all methods are trained on noise-free and fully-visible data from the first 20 categories in ModelNet40. Fig. 11(b) demonstrates that the proposed unsupervised model outperforms all the others against partial visibility because of utilizing both global and local descriptors. Therefore, it is promising to extend the proposed method to real-world intelligent transportation systems.

B. Generality of Local Consistency Loss

We use the proposed local consistency loss to improve the performance of several classical point cloud registration models, including DCP [15], PRNet [39], IDAM [17], and DeepGMR [18]. All models are trained on the first 20 categories and tested on the rest 20 categories in ModelNet40. Tab. I indicates that being equipped with local consistency loss enables both the correspondence-based and correspondence-free registration methods to estimate more accurate transformation parameters. Specifically, using local consistency loss enables the rotation errors of DCP, PRNet, IDAM, and DeepGMR to decrease by about 10% in terms of RMSE and MAE. Therefore, the proposed local consistency loss is a generic method complementary to the existing point cloud registration techniques.
Fig. 12. We demonstrate the optimization process (different iterations) of the registration method with a high rotation-awareness feature extraction function (the top row) and a low rotation-awareness feature extraction function (the bottom row). Red and blue represent the transformed source point cloud \( \hat{X} \) and the target point cloud \( Y \), respectively.

**TABLE I**

| Method          | \( \text{RMSE}(R) \) | \( \text{MAE}(R) \) | \( \text{RMSE}(t) \) | \( \text{MAE}(t) \) |
|-----------------|----------------------|----------------------|----------------------|----------------------|
| DCP [15]        | 4.834                | 2.795                | 0.020                | 0.010                |
| PRNet [39]      | 1.506                | 0.874                | 0.015                | 0.010                |
| IDAM [17]       | 2.084                | 1.122                | 0.022                | 0.014                |
| DeepGMR [18]    | 3.472                | 1.526                | 0.004                | 0.001                |
| LC + DCP        | 3.950                | 2.298                | 0.020                | 0.010                |
| LC + PRNet      | 1.293                | 0.783                | 0.014                | 0.010                |
| LC + IDAM       | 1.527                | 0.933                | 0.016                | 0.010                |
| LC + DeepGMR    | 3.192                | 1.247                | 0.004                | 0.001                |

**TABLE II**

| Points | 500 | 1000 | 2000 |
|--------|-----|------|------|
| ICP    | 7   | 16   | 35   |
| PointNetLK | 70 | 73   | 75   |
| DCP    | 6   | 9    | 20   |
| FGR    | 143 | 172  | 232  |
| RANSAC | 18  | 48   | 110  |
| FMR-Net| 68  | 70   | 72   |
| PCRNNet| 14  | 16   | 18   |
| Ours   | 66  | 68   | 69   |

**C. Computational Complexity Analysis**

In this subsection, we evaluate the efficiency of the proposed method. The experiment has been conducted on the testing dataset of the last 20 categories from ModelNet40. Rigid transformations are randomly sampled with Euler angles in the range \([0, 45^\circ]\) and translations in the range \([-0.5, 0.5]\). Noises were sampled from Gaussian distribution and were added to each point of source and target point cloud. We performed this experiment on a 2.10GHz Intel E5-2620 and an NVIDIA Titan XP. Besides, the ICP, FGR, and RANSAC were executed on the CPU. The average computational complexity of all the compared methods was shown in Tab. II. Representative methods such as ICP, DCP, and PCRNNet have high efficiency in the case of small-scale point-cloud data. On the other hand, the proposed method is faster when processing large-scale point clouds (e.g., 2000) than RANSAC, FGR, FMR-Net, and PointNetLK.

**D. Rotation Awareness Discussions**

Here, we provide an intuitive explanation of why the rotation awareness of the feature extraction function is essential for registering two-point clouds. Firstly, let us define the rotation awareness of the feature extraction function.
Rotation awareness denotes the representation ability of the feature extraction function w.r.t. rotation transformations. For example, the extracted feature of a point cloud is supposed to be changed when the point cloud is rotated. Specifically, given two point clouds with a large rotation angle, the high rotation-awareness feature extraction function should learn two different features from these two point clouds, i.e., the difference between two point clouds’ features is vast. Inversely, the low rotation-awareness feature extraction function may learn almost the same features from these two point clouds, i.e., the difference between two point clouds’ features is negligible. Fig. 12 visualizes feature differences of the transformed source point cloud \( \hat{X} \) and the target point cloud \( Y \) during the iterative optimization process. Moreover, we compare the registration process with a high rotation-awareness feature extraction function (in the top row) and a low rotation-awareness feature extraction function (in the bottom row). Finally, we reshape feature differences of the transformed source point cloud \( \hat{X} \) and the target point cloud \( Y \) into a square matrix for better visualization.

Fig. 12 shows that the feature difference decreases, and the registration becomes more accurate during optimization with the high rotation-awareness feature extraction function, i.e., the rotation angle is reduced from 340.33 to 6.30. However, the feature difference decreases for the low rotation-awareness feature extraction, but the registration is trapped in a local minimum, i.e., the rotation angle is still 40.68. Specifically, the rightmost column of Fig. 12 demonstrates that the extracted global features of two-point clouds are almost the same when the two-point cloud are not aligned. Therefore, the rotation awareness of the feature extraction function helps identify whether two-point clouds are aligned.

### E. Ablation Studies

To examine the effectiveness of each component in Eq. (8), we conducted detailed ablation studies on the ModelNet40 dataset. Experimental results are shown in Tab. III. Model A denotes the baseline method, which is trained by the first term in Eq. (9), i.e., only using global descriptors. Another baseline, denoted by model B, advances model A by integrating it with the local consistency loss (the second term in Eq. (9)). Furthermore, we can get model C by combining the primary and self-reconstruction tasks (Eq. (15)). Model C promotes model B, which convincingly verifies the effectiveness of the self-reconstruction task. Our full model D is then obtained by incorporating all tasks, and it outperforms the others, demonstrating that all individual tasks contribute to superior performance.

What’s more, we study the effect of the size of local geometries in model D, i.e., the cardinalities of \(|X_1|\) and \(|X_2|\). Tab. III shows that the model achieves the best performance with 64 points over that with large (96 points) or small (32 points) local size. Besides, we also investigate the effect of different hyper-parameters \(\lambda_1\) and \(\lambda_2\) in model D. Tab. III shows that the proposed method achieves the best performance with \(\lambda_1 = 0.5\) and \(\lambda_2 = 0.1\). If we set a larger \(\lambda_2\), e.g., 0.5, the normal estimation may be too difficult for the feature extraction module, and the performance decreases slightly. On the other hand, if \(\lambda_1\) is too large, e.g., 1, the feature extraction module may only focus on the reconstruction task. Hence, we adopt \(\lambda_1 = 0.5\) and \(\lambda_2 = 0.1\) to balance these two auxiliary tasks.

Comparisons against all compared methods are summarized in Tab. IV. It is noted that PCRNet, FRM-Net, and the proposed method are unsupervised, while DCP and PointNetLK are supervised methods. Furthermore, all the compared methods do not consider local descriptors or the transformation awareness of the feature extraction network. As demonstrated by the experimental results on synthetic and real-world datasets, DVDs obtain the best registration performance against all compared methods with moderate computational complexity, showing the novelty of all designs in the proposed DVDs, especially the local descriptor.

### VI. Conclusion

This paper proposed a novel unsupervised representation for robust point cloud registration based on global and local descriptors. Besides, the transformation awareness of the proposed DVDs has been further enhanced by two auxiliary tasks (reconstruction and normal estimation). Numerical experiments revealed the superiority of the proposed registration algorithm: 1) It outperforms several unsupervised methods with lower computational complexity based on high transformation awareness descriptors. 2) Owing to novel designs in the proposed DVDs, we obtain superior performance in one synthetic dataset and three real datasets over several challenging conditions, such as unseen objects/categories, cross/real-world datasets, and noise/outliers presence. 3) The proposed local consistency loss is flexible and can be used to improve most existing methods. 4) Efficiency and robustness verification also prove the feasibility of...
the proposed method in real-world intelligent transportation systems.

Although the proposed method obtains promising results in indoor and outdoor point cloud registration tasks, there is room for improvement in large-scale point cloud processing. For example, the performance of the proposed descriptors will decrease if the large-scale point clouds contain extreme outliers and noises. As a result, future work will focus on improving the robustness.
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