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Abstract

Unmanned aerial vehicle (UAV)-enabled wireless power transfer (WPT) has recently emerged as a promising technique to provide sustainable energy supply for widely distributed low-power ground devices (GDs) in large-scale wireless networks. Compared with the energy transmitters (ETs) in conventional WPT systems which are deployed at fixed locations, UAV-mounted aerial ETs can fly flexibly in the three-dimensional (3D) space to charge nearby GDs more efficiently. This paper provides a tutorial overview on UAV-enabled WPT and its appealing applications, in particular focusing on how to exploit UAVs’ controllable mobility via their 3D trajectory design to maximize the amounts of energy transferred to all GDs in a wireless network with fairness. First, we consider the single-UAV-enabled WPT scenario with one UAV wirelessly charging multiple GDs at known locations. To solve the energy maximization problem in this case, we present a general trajectory design framework consisting of three innovative approaches to optimize the UAV trajectory, which are multi-location hovering, successive-hover-and-fly, and time-quantization-based optimization, respectively. Next, we consider the multi-UAV-enabled WPT scenario where multiple UAVs cooperatively charge many GDs in a large area. Building upon the single-UAV trajectory design, we propose two efficient schemes to jointly optimize multiple UAVs’ trajectories, based on the principles of UAV swarming and GD clustering, respectively. Furthermore, we consider two important extensions of UAV-enabled WPT, namely UAV-enabled wireless powered
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communication networks (WPCN) and UAV-enabled wireless powered mobile edge computing (MEC), by integrating the emerging WPCN and MEC techniques, respectively. For both cases, we investigate the UAV trajectory design jointly with communication/computation resource allocations to optimize the system performance, subject to the energy availability constraints at GDs. Finally, open problems in UAV-enabled WPT and promising directions for its future research are discussed.
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I. INTRODUCTION

The advancements in Internet of Things (IoT) are expected to enable numerous new applications in a variety of vertical domains such as smart city, smart factory, intelligent transportation systems, and so on. Towards this end, future wireless networks need to incorporate a massive number of low-power IoT devices with real-time sensing, communication, computation, and control functionalities. In this regard, how to maintain the sustainable operation of these low-power devices is becoming a more practically important as well as challenging problem to tackle. Different from conventional energy sources such as battery and/or environment energy harvesting [1], [2], the radio-frequency (RF) transmission enabled wireless power transfer (WPT) has recently emerged as a viable new solution to provide sustainable energy supply for low-power IoT devices, where dedicated energy transmitters (ETs) are deployed for broadcasting RF signals to wirelessly charge them simultaneously [3]–[8]. Recently, there have been various start-up companies (such as Powercast, TransferFi, and Energous) that have developed commercialized RF-based WPT products for moderate-to-long-range wireless charging applications. Furthermore, WPT has been integrated in wireless communication and computation [9]–[11] networks for various new applications, such as simultaneous wireless information and power transfer (SWIPT) [12]–[16], wireless powered communication networks (WPCN) [17]–[19], and wireless powered mobile edge computing (MEC) [20]–[23].

How to enhance the energy transfer efficiency from ETs to distributed wireless devices is the essential challenge faced in RF-based WPT systems. First, due to the severe RF signal propagation loss over distance, the energy transfer efficiency degrades drastically when devices are located far away from the ETs. Second, when there are multiple devices distributed at
different locations, the nearby devices from an ET will harvest significantly more energy than those far apart from all ETs, thus resulting in a critical near-far fairness issue. Under WPCN and wireless powered MEC applications, the near-far issue may become even more severe, in which the far-apart devices with less harvested energy need to consume more energy for information transmission to meet the same quality of service (QoS) as nearby devices. To tackle these challenges, there have been prior works that proposed various techniques to enhance the energy transfer efficiency via, e.g., transmit energy beamforming [5], [8], [24]–[27], energy waveform optimization [28], [29], adaptive power control [30], and deployment optimization [31] for the ETs. Despite these research progresses, the ultra-dense deployment of ETs at fixed locations is in general necessary to achieve ubiquitous coverage for WPT. This thus incurs unduly high deployment and maintenance costs that hinder its broad applications in practice.

Recently, unmanned aerial vehicle (UAV)-enabled wireless communications have attracted growing interests (see, e.g., [32]–[34]), in which UAVs are dispatched as aerial base stations (BSs), access points (APs), relays, etc., to support the mobile subscribers on the ground for point-to-point communications [35]–[38], multiuser communications [39]–[42], data collection [43]–[47], secrecy communications [48]–[50], device-to-device (D2D) communications [51]–[53], and so on. Motivated by the advancements of UAV-enabled wireless communications, UAV-enabled WPT has also emerged as a viable solution to resolve the aforementioned technical issues in WPT from a fundamentally new perspective. Different from conventional ETs at fixed locations, low-altitude UAVs can serve as a new type of aerial ETs that can fly flexibly to charge nearby low-power devices efficiently. Specifically, UAVs can not only enjoy the favorable line-of-sight (LoS) channels with ground devices (GDs) [54], [55] but also exploit their fully-controllable mobility to adaptively adjust flight trajectories over time to reduce the transmission distances to GDs based on their real-time locations, thus enhancing the energy transfer efficiency to all GDs significantly and also ensuring their performance fairness effectively. As such, UAV-enabled WPT is particularly appealing for large-scale wireless networks with massive widely distributed GDs, for which the conventional approach of densely deploying fixed-location ETs is very costly if not infeasible. Some promising application scenarios of UAV-enabled WPT such as smart city, maritime communications, wireless sensor networks, and smart factory, are shown in Fig. 1. Furthermore, UAV-enabled WPT can be extended to UAV-enabled WPCN [56]–[58] and UAV-enabled wireless powered MEC [59]–[63], in which UAVs play multifarious roles such as aerial APs and aerial MEC servers (in addition to ETs) to provide sustainable data access and remote
To fully reap the benefits of UAV-enabled WPT, how to properly design the UAV trajectories to maximize the energy transfer performance is a new and challenging problem to tackle innovatively. In the most basic case when there is one single UAV wirelessly charging one single GD, it is straightforward that the UAV should fly close to the GD as much as possible to minimize their transmission distance for maximizing the energy transfer efficiency. However, if there are...
multiple GDs distributed at different locations that are \textit{a-priori} known, how to design the UAV’s trajectory to balance the transferred energy amounts to different GDs given a finite charging time becomes non-trivial. This is due to the fact that when the UAV flies close to one GD for charging more efficiently, it may have to leave far apart from some other GDs and charge less energy to them, thus leading to a fundamental tradeoff in balancing the transferred energy amounts among different GDs. Moreover, if there are more than one UAV cooperatively charging many GDs in a large-scale network, the joint multi-UAV trajectory design becomes even more challenging.

To tackle the above challenges, there have been a handful of prior works in the literature that investigated the trajectory design for enhancing the energy transfer performance for UAV-enabled WPT when there is only one single UAV \cite{64}–\cite{69}. More specifically, the authors in \cite{64} first considered the single-UAV-enabled WPT by assuming that the UAV flies at a fixed altitude, in which efficient two-dimensional (2D) UAV trajectory designs are proposed to maximize the sum energy harvested by all GDs or the minimum energy harvested among GDs, subject to the UAV’s flight time and speed constraints. Building upon the trajectory design framework in \cite{64}, the authors in \cite{65} proposed the globally optimal one-dimensional (1D) UAV trajectory to maximize the minimum energy harvested among GDs, when all GDs are located on a line, while other works \cite{66}, \cite{67} extended the UAV trajectory design to different setups \cite{68}, \cite{69}. These trajectory designs have been further extended to the UAV-enabled WPCN in \cite{58}, \cite{70}–\cite{72} and wireless powered MEC in \cite{59}–\cite{63}, where the joint design of UAV trajectory and communication/computation resource allocations was investigated.

In view of the above existing works, this paper aims to provide a comprehensive and up-to-date tutorial overview on UAV-enabled WPT, with the particular emphasis on how to exploit the UAV trajectory design for optimizing the system performance. This paper is organized as follows.

- First, Section II considers the single-UAV-enabled WPT scenario with one single UAV wirelessly charging multiple GDs. In this case, we first use a toy example with one single GD to show the benefit of trajectory design, and then present a generic utility maximization problem to maximize the energy amounts transferred to multiple GDs in a fair manner subject to practical UAV flight constraints. To solve the formulated energy maximization problem in this case, we present a general trajectory design framework consisting of three innovative approaches to optimize the trajectory, which are multi-location hovering, successive-hover-and-fly, and time-quantization-based optimization, respectively.
• Next, Section III considers the multi-UAV-enabled WPT scenario with multiple UAVs cooperatively charging many GDs in a large area, for which a generic utility maximization problem to jointly optimize multiple UAVs’ trajectories and their energy transmissions is presented for the first time. While the optimal solution to this problem is still open, we propose two heuristic but efficient schemes based on the principles of UAV swarming and GD clustering, respectively, and design their corresponding multi-UAV trajectories by extending the single-UAV trajectory design solutions.

• Moreover, Sections IV and V consider two emerging applications of UAV-enabled WPT, namely UAV-enabled WPCN and UAV-enabled wireless powered MEC, respectively. Under properly designed operation protocols for these two applications, we formulate their utility maximization problems to jointly optimize the UAV trajectory and the communication/computation resource allocations, subject to UAV’s flight constraints and GD’s energy harvesting constraints. By extending the UAV trajectory design framework for WPT, efficient joint UAV trajectory and resource allocation designs are developed.

• Finally, Section VI provides discussions on the challenging open problems and important future research directions in UAV-enabled WPT, including the issues of non-linear energy harvesting models, channel state information (CSI) availability, over-the-air computation (AirComp), online trajectory design, and ground vehicles for WPT.

It is worth noting that there have been various overview papers on UAV-enabled wireless communications and the corresponding trajectory design/optimization approaches [32], [34], [73], [74]. However, the trajectory design for UAV-enabled WPT in this paper differs significantly from that for UAV-enabled wireless communications due to the following reasons. First, in UAV-enabled wireless communications, different GDs generally need to communicate with the UAV over orthogonal time-frequency blocks, and accordingly, the UAV should decide its trajectory over time based on the multiple-access scheme and the communicating GDs at each time instant. By contrast, in UAV-enabled WPT, different GDs can simultaneously harvest energy from the same RF signals sent by the UAV. Second, the utility/objective functions for communication versus WPT performance optimization are also different in general. To our best knowledge, a comprehensive tutorial overview on the UAV trajectory design for UAV-enabled WPT is still lacking in the current literature.

Notation: Scalars are denoted by lower-case letters, vectors by bold-face lower-case letters, and matrices by bold-face upper-case letters. For a vector $\mathbf{m}$, $\mathbf{m}^T$ denotes its transpose, and
∥m∥ denotes its Euclidean norm. For a matrix M, $M^H$ denotes its hermitian. $\mathbb{E}[\cdot]$ denotes the statistical expectation. $\text{Tr}(\cdot)$ denotes the trace of a square matrix. $\text{diag}(\cdot)$ denotes a diagonal matrix with the argument denoting its main diagonal.

II. SINGLE-UAV-ENABLED WPT

This section considers the single-UAV-enabled WPT system, in which one single UAV is dispatched as an aerial ET to wirelessly charge multiple GDs at known locations. In the following, we first provide a toy example with one single GD to show the benefit of UAV trajectory design in enhancing the energy transfer efficiency, then formulate the utility maximization problem to fairly maximize the harvested energy amounts at different GDs, and next present a general trajectory optimization framework, followed by numerical results.

A. Toy Example with One GD

This subsection considers a toy example with one single GD, as shown in Fig. 2, to show the benefit of UAV-enabled WPT over the conventional WPT with a fixed ET. First, as the benchmark for comparison, we consider the conventional WPT in the 2D Cartesian coordinate system as shown in Fig. 2(a), where the ET and GD are deployed at fixed locations $(0, \tilde{H})$ and $(D, 0)$, respectively, with distance $\tilde{d} = \sqrt{D^2 + \tilde{H}^2}$. In this case, the channel power gain from the ET to the GD is expressed as $\tilde{h} = \tilde{\beta}_0 / \tilde{d}^\tilde{\alpha}$, where $\tilde{\beta}_0$ denotes the channel power gain at reference distance $d_0 = 1$ meter (m) and $\tilde{\alpha}$ denotes the path loss exponent with $\tilde{\alpha} \geq 2$ in general. Considering constant transmit power $P$ at the ET and the linear energy harvesting model at the GD for converting the received RF signal into usable energy, the harvested power at the GD is

$$E_{\text{fix}} = \eta P \tilde{\beta}_0 / \tilde{d}^{\tilde{\alpha}} = \frac{\eta P \tilde{\beta}_0}{(D^2 + \tilde{H}^2)^{\alpha/2}}, \quad (1)$$

where $0 < \eta \leq 1$ denotes the linear RF-to-direct current (DC) energy conversion efficiency at the GD. It is observed from (1) that due to the signal path loss, the harvested power $E_{\text{fix}}$ sharply...
decreases as the distance $D$ becomes large, especially when the path loss exponent $\tilde{\alpha}$ is high (e.g., when the signal propagation is blocked by obstacles).

Next, we consider the UAV-enabled WPT in a 2D Cartesian coordinate system as shown in Fig. 2(b). As the UAV is mobile, we focus on a finite charging period $\mathcal{T} \triangleq (0, T]$ with duration $T$, and denote the UAV’s time-varying location as $(x(t), H)$ at time $t \in \mathcal{T}$. Here, $H$ denotes the fixed altitude of the UAV and $H \geq \tilde{H}$ generally holds due to the UAV’s relatively higher altitude than the conventional ET on the ground. Accordingly, the line-of-sight (LoS) link normally exists between the UAV and the GD, and thus we consider the free-space path loss model with path loss exponent $\alpha = 2$, as commonly adopted in the UAV literature \[35], \[75]. In order for fair comparison with the conventional WPT in Fig. 2(a), we assume that the UAV starts and finishes its charging mission at $x(0) = x(T) = 0$. In this case, the channel power gain between the UAV and the GD at any time instant $t \in \mathcal{T}$ is

$$h(x(t)) = \frac{\beta_0}{d(x(t))^2} = \frac{\beta_0}{(x(t) - D)^2 + H^2}, \quad (2)$$

where $d(x(t)) = \sqrt{(x(t) - D)^2 + H^2}$ denotes their distance. Accordingly, the harvested power by the GD at time instant $t \in \mathcal{T}$ is \[64]

$$\bar{E}(x(t)) = \frac{\eta P \beta_0}{(x(t) - D)^2 + H^2}. \quad (3)$$

The total harvested energy by the GD over the entire period $\mathcal{T}$ is

$$E(\{x(t)\}) = \int_{0}^{T} \frac{\eta P \beta_0}{(x(t) - D)^2 + H^2} dt. \quad (4)$$

By comparing $E(\{x(t)\})/T$ in (4) and $E_{\text{fix}}$ in (1), it is observed that as compared to the conventional WPT, the UAV-enabled WPT can enhance the average harvested power at the GD due to the following two main reasons. First, with the relatively higher altitude of the UAV, UAV-enabled WPT enjoys the LoS energy transmission link with lower path loss exponent. Second, the UAV can exploit its mobility via optimizing the trajectory $\{x(t)\}$ to shorten the distance $d(x(t))$ with the GD (e.g., when the UAV hovers exactly above the GD with $x(t) = D$, the distance between the UAV and the GD is minimized as $H$).

To fully exploit such benefits, how to optimize the UAV trajectory $\{x(t)\}$ is crucial, which needs to take into account the UAV’s flight constraints in practice. Intuitively, to maximize the harvested energy $E(\{x(t)\})$ at the GD in (4), the UAV should try its best to fly as close to the GD as possible. In particular, suppose that the UAV is constrained by the maximum flight speed.
Then the UAV’s optimal trajectory design can be obtained as follows by considering two cases.

- When $TV_{\text{max}} \geq D$, the UAV should first fly straightly towards the GD at the maximum flight speed $V_{\text{max}}$ with duration $D/V_{\text{max}}$, then hover above the GD with duration $T - 2D/V_{\text{max}}$, and finally fly straightly back to the initial location at speed $V_{\text{max}}$ with duration $D/V_{\text{max}}$.

- When $TV_{\text{max}} < D$, the time duration is not sufficient for the UAV to hover above the GD. In this case, the UAV should first fly towards the GD at speed $V_{\text{max}}$ in the first half period, and then fly back in the second half.

Fig. 3 shows the average harvested power by the GD versus its horizontal location $D$, in which $\tilde{\alpha} = 3$, $\eta = 60\%$, $\tilde{H} = 2$ m, $H = 5$ m, $P = 40$ dBm, and $\beta_0 = -30$ dB. It is observed that as the (initial) horizontal distance $D$ between the ET/UA V and the GD increases, for conventional WPT the average harvested power degrades severely, while for UAV-enabled WPT the average harvested power almost remains unchanged (especially when $T$ becomes large). More specifically, when $T = 100$ in second (s), UAV-enabled WPT is observed to achieve 30 dB harvested power gain over the conventional WPT. This shows the enormous benefit of exploiting the UAV mobility to combat against the severe signal path loss for enhancing the energy transfer efficiency.

### B. Utility Maximization with Multiple GDs

Building upon the insights gained from the simplified case with one single GD in Section II-A this subsection considers the general single-UAV-enabled WPT in the three-dimensional
(3D) Cartesian coordinate system with $K > 1$ GDs, as shown in Fig. 4, in which the UAV is dispatched to serve $K$ GDs over a finite charging period $T \triangleq (0,T]$. Let $(x_k, y_k, 0)$ denote the location of each GD $k \in \mathcal{K} \triangleq \{1, ..., K\}$, where $c_k = (x_k, y_k)$ denotes its horizontal coordinate. Let $(x(t), y(t), H)$ denote the UAV’s location at time instant $t \in T$, in which $u(t) = (x(t), y(t))$ denotes the time-varying horizontal location to be optimized. Accordingly, the distance between the UAV and GD $k \in \mathcal{K}$ at time $t \in T$ is
\[
d_k(u(t)) = \sqrt{\|u(t) - c_k\|^2 + H^2}.
\]
Similarly as $\bar{E}(x(t))$ in (3), the harvested power by GD $k \in \mathcal{K}$ at time $t \in T$ is given by
\[
\hat{E}_k(u(t)) = \frac{\eta P \beta_0}{\|u(t) - c_k\|^2 + H^2}.
\]
As a result, the total harvested energy by GD $k$ over the entire period $T$ is given by
\[
E_k(\{u(t)\}) = \int_0^T \hat{E}_k(u(t)) \, dt.
\]
How to design the UAV trajectory $\{u(t)\}$ to maximize the harvested energy amounts at multiple GDs is a non-trivial problem, as there generally exists a tradeoff in balancing the harvested energy amounts $\{E_k(\{u(t)\})\}$ at these distributed GDs. For instance, setting $u(t) = c_k$ can maximize the harvested energy at GD $k$, but may decrease the harvested energy at other GDs that are far apart. To deal with this issue, we introduce a utility function $U(\{u(t)\})$ to maximize, which fairly balances the harvested energy amounts at all these GDs, defined as the minimum weighted harvested energy among the $K$ GDs, i.e.,
\[
U(\{u(t)\}) = \min \left\{ \frac{E_1(\{u(t)\})}{a_1}, \frac{E_2(\{u(t)\})}{a_2}, ..., \frac{E_K(\{u(t)\})}{a_K} \right\}.
\]
Here, $a_k > 0$ denotes the constant energy weight of GD $k \in K$, a larger value of which means that GD $k$ has a higher priority in maximizing its harvested energy.

Based on the utility function $U(\{u(t)\})$, we formulate a generic trajectory optimization problem for the single-UAV-enabled WPT system as follows by taking into account practical UAV flight constraints.

$$
(P1): \max_{\{u(t)\}} \ U(\{u(t)\})
$$
$$\text{s.t. } f_i(\{u(t)\}) \geq 0, \forall i \in \{1, \ldots, I\},
$$

where $f_i(\cdot)$’s represent constraint functions on the UAV’s trajectory and $I$ denotes the number of such constraints. Some widely adopted UAV trajectory constraints are introduced as follows.

- **Flight speed constraints**: Suppose that the flight speed of UAV is constrained by a maximum value $V_{\text{max}}$, and thus we have

$$
\| \dot{u}(t) \| \leq V_{\text{max}}, \forall t \in T,
$$

where $\dot{u}(t)$ denotes the first-order derivation of $u(t)$ with respect to $t$.

- **Acceleration constraints**: The acceleration of UAVs is also subject to a maximum value $V_{\text{max}}^\text{AC}$ in practice. This corresponds to second-order constraints on $u(t)$, given by

$$
\| \ddot{u}(t) \| \leq V_{\text{max}}^\text{AC}, \forall t \in T,
$$

where $\ddot{u}(t)$ denotes the second-order derivation of $u(t)$ with respect to $t$.

- **Initial/final location constraints**: The UAV normally needs to start/finish its flight mission at certain locations (e.g., at UAV stations for charging). Suppose that the initial and final locations of UAV are $u_I$ and $u_F$, respectively. We thus have

$$
u(0) = u_I, u(T) = u_F.
$$

- **Obstacle avoidance constraints**: During flight, the UAV should stay away from obstacles in the space. Let $o$ and $d_{\text{min}}$ denote the location of a certain obstacle and the minimum distance requirement from the obstacle, respectively. We thus have

$$
\| u(t) - o \| \geq d_{\text{min}}, \forall t \in T.
$$

Fixed-wing UAVs are also subject to minimum flight speed constraints in order to keep aloft.
Notice that problem (P1) involves an infinite number of optimization variables over continuous time and the objective function is non-concave with respect to \( \{u(t)\} \) in general. Therefore, problem (P1) is a challenging problem to be optimally solved. To tackle this problem, prior works have proposed various efficient algorithms to solve (P1) under different setups and flight constraints (see, e.g., \([65]-[67]\)). In particular, the authors in \([64]\) present a framework to optimize the trajectory by considering the flight speed constraints in \((10)\), which will be detailed next.

**Remark 2.1:** It is worth noticing that the trajectory optimization problem (P1) for the single-UAV-enabled WPT is different from that for the UAV-enabled multiuser wireless communications (see, e.g., \([76]\)). For the UAV-enabled multiuser communications, different GDs will suffer from the inter-user interference in general, and thus the UAV should design its trajectory to not only maximize the received signal power at desired GDs but also minimize the interference power towards non-desired GDs, under properly designed multiple access schemes. By contrast, for the single-UAV-enabled WPT of our interest, different GDs can harvest the wireless energy transferred from the UAV at the same time. Therefore, the conventional trajectory designs for UAV-enabled multiuser communications (see, e.g., \([40]\)) are not applicable for the UAV-enabled WPT of our interest.

**Remark 2.2:** It is also worth noting that, the weighted sum harvested energy can also be adopted as a utility function to balance the harvested energy tradeoff among multiple GDs. However, it has been shown in \([64]\) that due to the linear relationship between the harvested energy and the channel power gain, the UAV only needs to hover at one single fixed location during the whole charging period to maximize the weighted sum harvested energy of all GDs with their given weights. This solution may cause a severe fairness issue if the weights for GDs are not properly set, as the nearby GDs with the UAV can harvest significantly more energy than far-apart GDs. This issue resembles that with the weighted sum rate maximization adopted in UAV-enabled multiuser communications \([77]\).

### C. Trajectory Design Framework

This subsection introduces the trajectory design framework in \([64]\) to solve problem (P1). For exploitation, we only consider the speed constraints in \((10)\) in problem (P1), and the presented trajectory design framework is extendable to the case with other flight constraints. By introducing an auxiliary variable \(E\), problem (P1) with the speed constraints in \((10)\) is re-formulated as

\[
(P1.1): \max_{\{u(t)\}, E} E
\]
\[ s.t. \ E_k(\{u(t)\})/a_k \geq E, \forall k \in K \]
\[ ||\dot{u}(t)|| \leq V_{\text{max}}, \forall t \in T. \]

In the trajectory design framework [64], problem (P1.1) is first relaxed by ignoring the UAV flight speed constraints in (15), for which the optimal multi-location hovering solution is obtained via the Lagrange duality method [78]. Next, building upon the multi-location hovering solution, a heuristic successive hover-and-fly (SHF) trajectory is presented by leveraging the traveling salesman problem (TSP), such that the UAV can sequentially visit these hovering locations with a shortest path. Finally, the time quantization is implemented to transform the continuous-time trajectory design problem (P1.1) into an equivalent discrete-time trajectory design problem that is solvable via successive convex approximation (SCA) [79], in which the SHF trajectory is adopted as the initial point for iteration. The detailed procedure for solving (P1.1) is given as follows.

1) Multi-Location-Hovering Design: First, we consider the relaxed problem by ignoring the UAV flight speed constraints in (15), which may correspond to the practical case when the time duration $T$ is sufficiently long. The relaxed problem is expressed as

\[
\text{(P1.2): } \max_{\{u(t)\}, E} \ E \\
\text{s.t. (14).}
\]

Although problem (P1.2) is still non-convex, it can be shown that it satisfies the so-called time-sharing condition in [80]. Consequently, the strong duality holds between problem (P1.2) and its Lagrange dual problem. Therefore, the optimal solution to (P1.2) can be obtained by using the Lagrange duality method. Let $\lambda_k \geq 0, k \in K$, denote the dual variable associated with the $k$-th constraint in (14). The Lagrangian of (P1.2) is

\[
L_1(\{u(t)\}, \{\lambda_k\}, E) = (1 - \sum_{k \in K} \lambda_k)E + \sum_{k \in K} \lambda_k E_k(\{u(t)\})/a_k.
\]

The dual function becomes

\[
g_1(\{\lambda_k\}) = \max_{\{u(t)\}, E} \ L_1(\{u(t)\}, \{\lambda_k\}, E).
\]

As a result, the dual problem of (P1.2) is

\[
\text{(D1.2): } \min_{\{\lambda_k \geq 0\}} \ g_1(\{\lambda_k\})
\]
\[
\sum_{k \in K} \lambda_k = 1, \tag{18}
\]
where the equality in (18) must hold in order to ensure \( g_1(\{\lambda_k\}) \) to be bounded \[64\]. Due to the strong duality between (P1.2) and (D1.2), the optimal solution to problem (P1.2) can be obtained by equivalently solving the dual problem (D1.2) as follows.

- First, for any given feasible dual variables \( \{\lambda_k\} \), solving problem (17) to obtain the dual function \( g_1(\{\lambda_k\}) \) is equivalent to solving the following problem.

\[
\max_{\{u(t)\}} \int_0^T \sum_{k \in K} \lambda_k \frac{\eta P \beta_0}{a_k \|u(t) - c_k\|^2 + H^2} \, dt. \tag{19}
\]

Notice that in problem (19), the optimization of UAV trajectory \( \{u(t)\} \) is independent over time \( t \). Therefore, solving problem (19) is equivalent to finding the (hovering) location that maximizes the weighted sum harvested energy of all GDs:

\[
\max_u \sum_{k \in K} \lambda_k \frac{\eta P \beta_0}{a_k \|u - c_k\|^2 + H^2}. \tag{20}
\]

The optimal solution to problem (20) can be obtained by using a 2D exhaustive search over a region \([x, y] \times [\bar{x}, \bar{y}]\), where \( x \triangleq \min\{x_k\}, \ y \triangleq \min\{y_k\}, \ \bar{x} \triangleq \max\{x_k\}, \ \text{and} \ \bar{y} \triangleq \max\{y_k\} \). Let \( u(\lambda_k) \) denote the optimal solution to problem (20), which may not be unique in general. As a result, the dual function \( g_1(\{\lambda_k\}) \) is obtained.

- Next, we find the optimal dual variables to solve the dual problem (D1.2). In general, the dual function \( g_1(\{\lambda_k\}) \) is always convex but generally non-differentiable. With \( g_1(\{\lambda_k\}) \) obtained, we solve the dual problem by subgradient-based methods such as the ellipsoid method \[78\]. Let \( \{\lambda_{k}^{\text{opt}}\} \) denote the optimal dual solution, and \( u_{\omega}^{(\lambda_{k}^{\text{opt}})}, \omega \in \{1, ..., \Omega\} \), denote the optimal hovering location solution to problem (20) under \( \{\lambda_{k}^{\text{opt}}\} \), where \( \Omega \geq 1 \) is the number of the (non-unique) hovering location solutions.

- Finally, we construct the optimal primal solution to problem (P1.2) based on the obtained \( u_{\omega}^{(\lambda_{k}^{\text{opt}})} \) from the optimal dual solution. As the solution \( u_{\omega}^{(\lambda_{k}^{\text{opt}})} \) is generally non-unique (i.e., \( \Omega > 1 \) generally holds), proper time sharing among these hovering locations is essential, such that the UAV should hover above the \( \Omega \) locations over time to maximize the minimum weighted harvested energy. Let \( \tau_{\omega} \geq 0 \) denote the time-sharing factor or equivalently the hovering duration at the \( \omega \)-th location, \( \omega \in \{1, ..., \Omega\} \), which can be obtained via solving the following linear programming (LP).

\[
\max_{\{\tau_{\omega}\geq 0\}} E
\]
\[
\begin{align*}
\text{s.t. } \sum_{\omega=1}^{\Omega} \tau_\omega E_k(\{u_{\omega}^{(\lambda_{opt}^k)}\})/a_k & \geq E, \forall k \in K \\
\sum_{\omega=1}^{\Omega} \tau_\omega & = T.
\end{align*}
\] (21)

Suppose that the optimal solution to the LP is \( \{\tau_\omega^*\} \). Then the optimal solution to problem (P1.2) is obtained, which corresponds to that the UAV successively hovers among the \( \Omega \) locations \( \{u_{\omega}^{(\lambda_{opt}^k)}\} \), each with duration \( \tau_\omega^* \). This is thus called the multi-location-hovering solution. Note that the performance achieved by this solution is the upper bound of the optimal value of problem (P1.1) with the speed constraints in (15).

2) \textit{SHF Trajectory Design:} Next, building upon the multi-location-hovering solution to the relaxed problem (P1.2), a heuristic SHF trajectory design is presented by taking into account the UAV’s flight speed constraints in (15). With the SHF trajectory, the UAV sequentially visits and hovers above each of the obtained hovering locations \( u_{\omega}^{(\lambda_{opt}^k)} \) and then flies among them straightly at the maximum flight speed \( V_{\text{max}} \). How to properly order the visited hovering locations and optimize the hovering duration at each location is crucial.

Towards this end, we first determine the UAV’s traveling path to visit all the optimal hovering locations with minimum flying distance. It is shown in [64] that the traveling path minimization problem can be transformed into a modified TSP without initial and final locations and thus can be solved efficiently by using some well-established methods such as integer programming [82]. Next, the hovering duration optimization can be formulated as an LP similar to problem (21) by further taking into account the harvested energy during the straight flight (see [64, (25)]). By combining the flight path and the hovering durations, the SHF trajectory design for solving (P1) is completed.

3) \textit{Time Quantization Based Optimization:} Besides the SHF trajectory, time quantization is another widely adopted approach to obtain the trajectory based on convex optimization techniques. In particular, the whole mission duration is discretized into a finite number of \( N \) time slots, each with equal duration \( \delta = T/N \), where the duration \( \delta \) is sufficiently small such that the UAV location is assumed to be approximately unchanged during each slot, denoted as \( u[n] = u(n\delta) \). Accordingly, the minimum harvested energy maximization problem in (P1.1) with

\footnote{In standard TSP, the salesman needs to find the optimal traveling path with minimum traveling distance to visit a number of cities and return to the origin city [31].}
continuous-time trajectory can be reformulated as the following problem (P1.3) with discrete-time waypoints.

\[
(P1.3): \max_{\{u[n]\}, E} E \\
\text{s.t.} \quad \frac{1}{T a_k} \sum_{n=1}^{N} \eta \delta P \beta_0 \|u[n] - c_k\|^2 + H^2 \geq E, \forall k \in \mathcal{K} \quad (22) \\
\|u[n] - u[n+1]\| \leq \delta V_{\text{max}}, \forall n \in \{1, ..., N - 1\}, \quad (23)
\]

where (23) is the time-quantized UAV flight speed constraints. Although problem (P1.3) is still non-convex, we can obtain a high-quality solution by utilizing the SCA technique, which approximates the non-convex problem into a sequence of convex problems (see [64, (35)]) that can be efficiently solved by convex optimization techniques such as CVX [83]. It is shown that by properly choosing the approximate functions, the convergence of the iterative SCA algorithm can be ensured [64]. Note that the performance of SCA-based algorithm critically depends on the initial point of iteration, and the proposed SHF trajectory design can serve as a high-quality initial point.

\textbf{D. Numerical Results}

This subsection presents numerical results to evaluate the performance of the above three trajectory design approaches, as compared to the benchmarking static hovering scheme without exploiting the UAV’s mobility over time. In the static hovering scheme, the UAV hovers at one single location over the whole mission period to maximize the minimum weighted harvested
energy, i.e., \( \max_u \min_{k \in K} \{ \dot{E}_k(\{u\})/a_k \} \), for which the optimal static hovering solution can be obtained via a 2D exhaustive search.

In this simulation, we consider a single-UAV-enabled WPT system with \( K = 10 \) GDs that are randomly distributed within a 2D area of \( 20 \times 20 \text{ m}^2 \), as shown in Fig. 5, where the parameters are set same as those for Fig. 3, and the maximum speed of the UAV is \( V_{\text{max}} = 5 \text{ m/s} \). In order to balance the harvested energy among all the GDs, we consider that \( a_k = 1, \forall k \in K \).

Fig. 5 shows the obtained trajectories based on the proposed approaches and the static hovering, where \( T = 50 \text{ s} \). It is observed that there are 4 optimal hovering locations in the multi-location-hovering design, which are close to GDs 8-10, GDs 5-7, GD 4, and GDs 1-3, respectively, in order to charge them efficiently. It is also observed that the time-quantization-based trajectory deviates from the straight line of the SHF trajectory to maximize the energy transfer efficiency during the flight.

Fig. 6 shows the minimum average harvested power among all the GDs versus the UAV mission duration \( T \). It is observed that the SHF and time-quantization-based trajectory designs significantly outperform the static hovering scheme and the performance gain becomes more significant when \( T \) increases. The time-quantization-based trajectory is observed to outperform the SHF trajectory. Furthermore, when \( T \) is sufficiently large, the SHF and time-quantization-based trajectory designs are observed to perform close to the performance upper bound achieved by the multi-location-hovering solution with the UAV’s flight speed constraints ignored.
III. MULTI-UAV-ENABLED WPT

The preceding section studied the trajectory design for single-UAV-enabled WPT, which, however, may not work well when there are many GDs in a large area. Therefore, this section considers the general multi-UAV-enabled WPT system as shown in Fig. 7 in which multiple UAVs are dispatched to cooperatively charge the GDs. Different from the trajectory design for single-UAV-enabled WPT, multiple UAVs need to cooperatively design their trajectories jointly with their energy transmission to maximize the energy transfer performance.

Suppose that there are a set, $\mathcal{M} = \{1, ..., M\}$, of single-antenna UAVs cooperatively charging a set, $\mathcal{K} = \{1, ..., K\}$, of GDs over the charging period $\mathcal{T} = (0, T]$. At time instant $t \in \mathcal{T}$, let $u_m(t), m \in \mathcal{M}$, denote the horizontal location of UAV $m$. Supposing that all UAVs stay at the same altitude $H$, the distance between UAV $m$ and GD $k$ is $d_{k,m}(u_m(t)) = \sqrt{\|u_m(t) - c_k\|^2 + H^2}$. Under the LoS channel assumption, we express the channel coefficient between UAV $m$ and GD $k$ as follows, by considering the free-space path loss together with a random phase.

$$\bar{h}_{k,m}(u_m(t))) = \sqrt{\frac{\beta_0}{\|u_m(t) - c_k\|^2 + H^2}} e^{j\theta_{k,m}(t)},$$

where $j = \sqrt{-1}$, and $\theta_{k,m}(t)$ denotes the random phase that is assumed to be a uniformly distributed random variable in $[0, 2\pi)$. Notice that similar channel models in (24) have been widely adopted in the UAV-enabled wireless communication literature (see, e.g., [42]), in order to capture the fact that the channel phase changes much more rapidly in practice than the free-space path loss.\(^3\) By collecting the wireless channels from different UAVs, we denote $\bar{h}_k(t) = [\bar{h}_{k,1}(t), \bar{h}_{k,2}(t), ..., \bar{h}_{k,M}(t)]^T$ as the channel vector from the $M$ UAVs to each GD $k \in \mathcal{K}$.

\(^3\)Note that in the single-UAV-enabled WPT case, the fluctuation of channel phases does not affect the harvested energy amount at each GD, which is thus omitted in Section II.
Next, we consider the cooperative energy transmission at the $M$ UAVs. Let $s_m(t)$ denote the transmit energy signal at each UAV $m \in \mathcal{M}$, and $s(t) = [s_1(t), \cdots, s_m(t)]^T$ denote the collective transmit signals by the $M$ UAVs. Accordingly, we denote $S(t) = \mathbb{E}[s(t)s^H(t)]$ as the transmit energy covariance matrix. Notice that if $S(t)$ is a diagonal matrix, then the $M$ UAVs design their respective transmit energy signals independently, while if $S(t)$ is of rank-one, then the $M$ UAVs use cooperative beamforming to send one energy beam with common energy signals. In this case, the total harvested energy of GD $k \in \mathcal{K}$ over the entire period $T$ is

$$\tilde{E}_k(\{u_m(t), S(t)\}) = \int_0^T \mathbb{E} \left[ \eta \hat{h}_k^H(t)S(t)\hat{h}_k(t) \right] dt,$$

(25)

where the expectation is taken with respect to the randomness in the channel phases.

It is observed in (25) that the harvested energy amounts at the $K$ GDs are related to both the $M$ UAVs’ trajectories $\{u_m(t)\}$ and their transmit covariance matrices $\{S(t)\}$. Therefore, in order to maximize the harvested energy at the $K$ GDs, we should jointly optimize both $\{u_m(t)\}$ and $\{S(t)\}$. Similarly as in (8) for single-UAV-enabled WPT, we define the utility function for multi-UAV-enabled WPT as

$$U(\{u_m(t), S(t)\}) = \min \left\{ \frac{E_1(\{u_m(t), S(t)\})}{a_1}, \frac{E_2(\{u_m(t), S(t)\})}{a_2}, \ldots, \frac{E_K(\{u_m(t), S(t)\})}{a_K} \right\}.$$

(26)

As a result, we have the generic utility maximization problem for multi-UAV-enabled WPT as

(P2): \[ \max_{\{u_m(t), S(t)\}} U(\{u_m(t), S(t)\}) \]

s.t. \[ f_{i,m}(\{u_m(t)\}) \geq 0, \forall i \in \{1, \ldots, I\}, m \in \mathcal{M} \]

(27)

\[ \tilde{f}_i(\{u_m(t)\}) \geq 0, \forall l \in \{1, \ldots, L\} \]

(28)

\[ p_j(S(t)) \geq 0, \forall j \in \{1, \ldots, J\}, \]

(29)

where $f_{i,m}(\cdot)$’s denote the flight constraints for each individual UAV $m$ similarly as in (9), and $\tilde{f}_i(\cdot)$’s denote the joint flight constraints for multiple UAVs with $L$ representing the number of such constraints. For instance, the collision avoidance constraints to ensure safe flight for multiple UAVs can be given by

$$\|u_i(t) - u_j(t)\| \leq d_{\text{min}}, \forall i, j \in \mathcal{M}, i \neq j, t \in \mathcal{T},$$

(30)

where $d_{\text{min}}$ denotes the safety distance between any two different UAVs. Moreover, $p_j(\cdot)$’s represent the constraints on the transmit signals at UAVs with $J$ representing the number of
such constraints. For example, supposing that each UAV \(m\) is subject to a maximum transmit power \(P_m\), we have the individual power constraints as \(\text{Tr}(C_m S(t)) \leq P_m, \forall t \in \mathcal{T}, m \in \mathcal{M}\), where \(C_m\) denotes a matrix with only the element in the \(m\)-th column and \(m\)-th row being 1 and all the other elements being 0. Assuming that the sum power of all the \(M\) UAVs are constrained by a maximum value \(P_{\text{sum}}\), we have the sum-power constraints as \(\text{Tr}(S(t)) \leq P_{\text{sum}}, \forall t \in \mathcal{T}\). In the following, we consider the individual power constraints for UAVs with \(P_m = P, \forall m \in \mathcal{M}\).

It is worth noting that problem (P2) is much more challenging to be optimally solved than problem (P1) due to the involvement of multiple UAVs’ trajectories and their transmit covariance matrices, and such joint optimization may require information sharing among different UAVs. While finding the optimal solution to problem (P2) is still open and has not been investigated in the literature yet, in the next two subsections, we propose two heuristic designs based on the principles of UAV swarming and GD clustering, respectively, by extending the trajectory design framework for single-UAV-enabled WPT in Section II.

A. UAV Swarming with TDMA based Beamforming

First, we consider the UAV swarming based design, in which all UAVs are formed into a swarm to fly following the same speed and orientation. Suppose that UAV 1 acts as the swarm head with the time-varying location being \(u_1(t) = (x_1(t), y_1(t))\) at time \(t \in \mathcal{T}\). Furthermore, assuming that the UAVs’ formation is fixed over time, the location of UAV \(i \in \{2, ..., M\}\) is given as \(u_i(t) = u_1(t) + b_i\), where \(b_i\) denotes its relative coordinate with respect to \(u_1\). For example, supposing that there are four UAVs that are formed into a square with edge length \(d_{\text{min}}\), then the coordinates of UAVs 2, 3, and 4 at time \(t\) can be expressed as \(u_2(t) = (x_1(t), y_1(t) - d_{\text{min}})\), \(u_3(t) = (x_1(t) - d_{\text{min}}, y_1(t) - d_{\text{min}})\), and \(u_4(t) = (x_1(t) - d_{\text{min}}, y_1(t))\), respectively. In this case, the design of multiple UAVs’ trajectories in problem (P2) is reduced into the design of trajectory \(\{u_1(t)\}\) for the swarm head UAV 1 only.

Next, we consider the design of transmit covariance matrices \(\{S(t)\}\). While finding the optimal \(\{S(t)\}\) is non-trivial, we consider the TDMA-based beamforming design, in which all UAVs cooperatively send one energy beam towards one GD at each time. At time instant \(t \in \mathcal{T}\), let \(\tau_{E,k}(t) \in \{0, 1\}\) denote an energy beamforming indicator, where \(\tau_{E,k}(t) = 1\) denotes that the \(M\)
UAVs design the energy beam towards GD $k$ at time $t$, and $\tau_{E,k}(t) = 0$ otherwise. Therefore, we have $\sum_{k \in K} \tau_{E,k}(t) = 1, \forall t \in T$. Accordingly, under $\tau_{E,k}(t) = 1$, each UAV $m \in M$ sets the transmitted signal as $\sqrt{P}e^{j\phi_{m,k}(t)}s^E$, where $s^E$ denotes the common energy signal with unit power, and $\phi_{m,k}(t) = -\theta_{k,m}(t)$, such that the energy signals will be coherently combined at GD $k$. In this case, the harvested power by GD $k$ is given by

$$\tilde{E}_k(\{u_m(t)\}) = \eta_E \left[ \sum_{m=1}^{M} \sqrt{P} |\tilde{h}_{k,m}(t)| s^E \right]^2 = \eta_P \left( \sum_{m=1}^{M} \frac{\beta_0}{||u_m(t) - c_k||^2 + H^2} \right)^2,$$

and that by any other GD $\bar{k} \in K \setminus \{k\}$ with $\tau_{E,\bar{k}} = 0$ (without coherent combining) is

$$E'_k(\{u_m(t)\}) = \eta_E \left[ \left( \sum_{m=1}^{M} \sqrt{P} \tilde{h}_{k,m}(t)e^{j(\theta_{k,m}(t) - \theta_{k,m}(t))} \right) s^E \right]^2 = \eta_P \sum_{m=1}^{M} \frac{\beta_0}{||u_m(t) - c_k||^2 + H^2}.$$

Therefore, the harvested power by GD $k$ at time $t \in T$ is given by

$$\tilde{E}_k^{\text{har}}(\{u_m(t)\}, \tau_{E,k}(t)) = \left( \tau_{E,k}(t) \tilde{E}_k(\{u_m(t)\}) + (1 - \tau_{E,k}(t)) E'_k(\{u_m(t)\}) \right).$$

The total harvested energy by GD $k$ over the entire period $T$ is given by

$$\tilde{E}_k^{\text{tot}}(\{u_m(t), \tau_{E,k}(t)\}) = \int_0^T \tilde{E}_k^{\text{har}}(u_m(t), \tau_{E,k}(t)) dt. \quad (34)$$

Under the UAV swarming and TDMA-based beamforming designs and by considering the UAV flight speed constraints only (similarly as in Section II), the utility maximization problem (P2) is simplified as

$$(P2.1): \max_{\{u_1(t), \tau_{E,k}(t)\}} \min_{k \in K} \tilde{E}_k^{\text{tot}}(\{u_m(t), \tau_{E,k}(t)\}) / a_k$$

subject to

$$||\dot{u}_1(t)|| \leq V_{\text{max}}, \forall t \in T \quad (35)$$

$$\tau_{E,k}(t) \in \{0, 1\}, \forall k \in K, t \in T \quad (36)$$

$$\sum_{k \in K} \tau_{E,k}(t) = 1, \forall t \in T, \quad (37)$$

which can be equivalently re-written as follows by introducing an auxiliary variable $\tilde{E}$.

$$(P2.2): \max_{\{u_1(t), \tau_{E,k}(t)\}} \tilde{E}$$

Notice that the cooperative beamforming design requires the UAVs to have symbol-level time synchronization, such that the received signals can be coherently combined at the desired GD.
s.t. \( \hat{E}_{k}^{\text{tot}}(\{u_m(t), \tau_{E,k}(t)\})/a_k \geq \hat{E}, \forall k \in K \quad (38) \)

(35), (36), and (37),

in which only the trajectory design of the swarm head (UAV 1) needs to be optimized, jointly with the beamforming indicators \( \{\tau_{E,k}(t)\} \). It is observed that problem (P2.1)/(P2.2) has similar structures as (P1.1)/(P1.2), except the newly involved beamforming indicators \( \{\tau_{E,k}(t)\} \). Motivated by this, in the following we extend the trajectory design framework in Section II-C to solve problem (P2.1)/(P2.2).

1) Multi-Location-Hovering Design: Firstly, we consider the following relaxed problem by ignoring the UAV flight speed constraints in (35).

\[(P2.3): \max_{\{u_1(t), \tau_{E,k}(t)\}, \hat{E}} \hat{E} \quad (39)\]

\[\text{s.t. } (36), (37), \text{ and } (38).\]

Similarly as for problem (P1.2), although problem (P2.3) is still non-convex, the strong duality holds between (P2.3) and its dual problem. Therefore, the optimal solution to (P2.3) can be obtained by using the Lagrange duality method. Let \( \lambda_k \geq 0, k \in K \) denote the dual variable associated with the \( k \)-th constraints in (38). The partial Lagrangian of (P2.3) is

\[\mathcal{L}_2(\{u_m(t), \tau_{E,k}(t), \lambda_k\}, \hat{E}) = (1 - \sum_{k \in K} \lambda_k) \hat{E} + \int_0^T \sum_{k \in K} \lambda_k \hat{E}_{k}^{\text{har}}(u_m(t), \tau_{E,k}(t)) dt. \quad (39)\]

The dual function becomes

\[g_2(\{\lambda_k\}) = \max_{\{u_m(t), \tau_{E,k}(t)\}, \hat{E}} \mathcal{L}_2(\{u_m(t), \tau_{E,k}(t), \lambda_k\}, \hat{E}) \quad (40)\]

s.t. (36), (37).

As a result, the dual problem of (P2.3) is

\[(D2.3): \min_{\{\lambda_k \geq 0\}} g_2(\{\lambda_k\}) \quad (41)\]

\[\text{s.t. } \sum_{k \in K} \lambda_k = 1.\]

The optimal solution to (P2.3) can be obtained by equivalently solving (D2.3). First, for any given feasible dual variables, the dual function \( g_2(\{\lambda_k\}) \) in (40) can be obtained by solving the following problem.

\[\max_{\{u_1(t), \tau_{E,k}(t)\}} \int_0^T \sum_{k \in K} \lambda_k \left( \tau_{E,k}(t) \hat{E}_{k}(\{u_m(t)\}) + (1 - \tau_{E,k}(t)) E_k'(\{u_m(t)\}) \right) dt\]
As problem (42) consists of infinite number of identical sub-problems for different time \( t \), solving problem (42) is equivalent to

\[
\max_{u_1, \{\tau_{E,k}\}} \sum_{k \in \mathcal{K}} \lambda_k \eta \sum_{m=1}^{M} \sqrt{\beta_0 \left| \sum_{m=1}^{M} \frac{1}{\|u_m - c_k\|^2 + H^2} \right|^2} + \sum_{m=1}^{M} \left(1 - \tau_{E,k}\right) \beta_0 \left| \sum_{m=1}^{M} \frac{1}{\|u_m(t) - c_k\|^2 + H^2} \right|^{2} \tag{43}
\]

s.t. \( \tau_{E,k} \in \{0, 1\}, \forall k \in \mathcal{K} \) \( \sum_{k \in \mathcal{K}} \tau_{E,k} = 1 \), \( \forall k \in \mathcal{K} \)

for each time \( t \in \mathcal{T} \). Note that for the optimization of the beamforming indicators \( \{\tau_{E,k}\} \) in (43), there are \( \mathcal{K} \) feasible choices satisfying constraints (44) and (45), each with \( \tau_{E,k} = 1, k \in \mathcal{K} \), and accordingly \( \tau_{E,k} = 0, \forall \bar{k} \in \mathcal{K}, \bar{k} \neq k \). Under \( \tau_{E,k} = 1 \), problem (43) is equivalent to finding the optimal hovering location via solving the following problem:

\[
\max_{u_1} \lambda_k \eta \sum_{m=1}^{M} \sqrt{\beta_0 \left| u_m - c_k \right|^2 + H^2} \left( \tau_{E,k} \sum_{m=1}^{M} \sqrt{\beta_0 \left| u_m - c_k \right|^2 + H^2} \right)^2 + \sum_{k \in \mathcal{K}} \lambda_k \eta \sum_{m=1}^{M} \frac{1}{\|u_m - c_k\|^2 + H^2}, \tag{46}
\]

which can be solved by using a 2D exhaustive search. Hence, by comparing the obtained optimal values under the \( \mathcal{K} \) choices for problem (46), the optimal solution to problem (43) can be obtained as \( u_1^{\{\lambda_k\}} \) and \( \tau_{E,k}^{\{\lambda_k\}} \), and accordingly the dual function \( g_2(\{\lambda_k\}) \) is also obtained. Note that if any two of the \( \mathcal{K} \) optimal values are equal, then the optimal solution to problem (43) can be non-unique, which leads to multiple hovering locations corresponding to energy beamforming design towards different GDs.

Next, we use subgradient-based methods to solve the dual problem (D2.3), where \( \{\lambda_k^{\text{opt}}\} \) denote the accordingly obtained optimal dual solution. Under \( \{\lambda_k^{\text{opt}}\} \), let \( \mathcal{K}^{\text{opt}} \) denote the set of GD \( k \)'s such that \( \tau_{E,k}^{\{\lambda_k^{\text{opt}}\}} = 1 \) is one (non-unique) solution to (43) for any \( k \in \mathcal{K}^{\text{opt}} \), and \( u_1^{\{\lambda_k^{\text{opt}}\}}, \omega \in \{1, ..., \Omega_k\} \), denote the optimal hovering location solution to problem (46) under any \( k \in \mathcal{K}^{\text{opt}} \), with \( \Omega_k \) denoting the corresponding number of optimal hovering locations. In this case, there are a total number of \( \sum_{k \in \mathcal{K}^{\text{opt}}} \Omega_k \) optimal hovering locations.

Finally, based on these optimal hovering locations, we need to time share among them via solving an LP similarly to problem (21). By implementing this, the optimal multi-location-hovering solution to primal problem (P2.3) is found, in which the UAVs need to hover among the \( \sum_{k \in \mathcal{K}^{\text{opt}}} \Omega_k \) locations over time, over each of which the UAVs need to accordingly design the beamforming towards the corresponding GD.
2) **SHF Trajectory Design:** Next, by taking into account the UAV flight speed constraints, the SHF trajectory design can be constructed via using the TSP algorithm, in which the UAV swarm visits and hovers above each of the above obtained optimal hovering locations and flies among them straightly at the maximum flight speed $V_{\text{max}}$. Under the flight path obtained by TSP, we still need to optimize the hovering duration at each location and the beamforming indicators over time. However, the optimization of beamforming indicators involves an infinite number of variables. To tackle this issue, we can quantize the entire UAV charging period into a finite number of equal-duration time slots, in each of which the UAV swarm is assumed to stay at fixed locations. Furthermore, we can divide each time slot into $K$ sub-slots with variable durations, and in each sub-slot $k$, all UAVs design their energy beamforming towards GD $k$. In this case, the optimization of hovering durations and beamforming indicators corresponds to optimizing the durations of sub-slots over time, which can be found via solving an LP.

3) **Time Quantization Based Optimization:** Finally, we can directly adopt time quantization to transform problem (P2.2) with continuous-time variables into an equivalent optimization problem with discrete-time variables. We discretize the whole charging period $T$ into a set $\mathcal{N} = \{1,\ldots,N\}$ of time slots each with equal duration $\delta = T/N$, and further divide each slot to $K$ sub-slots, during each of which the UAVs perform cooperative energy beamforming towards GD $k$. At time slot $n \in \mathcal{N}$, let $u_m[n] = u(n\delta)$, $m \in \mathcal{M}$, denote the UAV’s location and $\tau_{E,k}[n]$, $k \in \mathcal{K}$ denote the duration of sub-slot $k$, where we have $\sum_{k \in \mathcal{K}} \tau_{E,k}[n] = \delta$. Accordingly, by introducing two sets of auxiliary variables of $\{\alpha_{k,m}[n]\}$ and $\{A_k[n]\}$, problem (P2.2) is reduced to

\[
\text{(P2.3):} \quad \max_{\{u_1[n], \tau_{E,k}[n] \geq 0, \tilde{E}, \{\alpha_k[n] \geq 0\}, \{A[n] \geq 0\}} \quad \tilde{E}
\]

\[\text{s.t.} \quad \frac{\eta \mathcal{P}}{\tau_{\text{a,k}}} \sum_{n=1}^{N} \left( \tau_{E,k}[n] A_k[n] + (\delta - \tau_{E,k}[n]) \sum_{m=1}^{M} \Phi_{k,m}(u_m[n]) \right) \geq \tilde{E}, \forall k \in \mathcal{K} \]

\[A_k[n] \leq \Psi(\alpha_{k,m}[n]), \forall k \in \mathcal{K}, n \in \mathcal{N} \quad (47)\]

\[\alpha_{k,m}^2[n] \leq \Phi_k(u_m[n]), \forall k \in \mathcal{K}, m \in \mathcal{M}, n \in \mathcal{N} \quad (48)\]

\[\sum_{k \in \mathcal{K}} \tau_{E,k}[n] = \delta, \forall n \in \mathcal{N} \quad (49)\]
where $\Phi_{k,m}(u_m[n]) = \frac{\beta_0}{\|u_m[n]-\alpha_k\|^2+H^2}$ and $\Psi_k(\alpha_{k,m}[n]) = \left(\sum_{m=1}^{M} \alpha_{k,m}[n]\right)^2$. However, the constraints in (47)-(49) are still non-convex due to the coupling of the time allocation and UAV trajectory. Therefore, we apply an alternating-optimization-based method to solve this problem iteratively, in which we alternately optimize the time allocation and the UAV trajectory by assuming the other to be given.

Under given trajectory $\{u_1[n]\}$ (and equivalently $\{u_m[n]\}$), the optimization of the time allocation $\{\tau_{E,k}[n]\}$ corresponds to an LP, which can be efficiently solved by CVX. Therefore, we only need to focus on optimizing the UAV trajectory.

Under any given time allocation $\{\tau_{E,k}[n]\}$, the UAV trajectory optimization is still non-convex, due to the non-convex constraints (47)-(49). To deal with these non-convex constraints, we update the UAV swarm head’s trajectory $\{u_1[n]\}$ (equivalently $\{u_m[n]\}$) and $\{\alpha_{k,m}[n]\}$ in an iterative manner by applying the SCA method. Let $\{u_i^{(i)}[n]\}$ and $\{\alpha_{i,m}^{(i)}[n]\}$ denote the local points at the $i$-th iteration. By taking the Taylor expansion at any point, the lower bounds of $\Psi_k(\alpha_{k,m}[n])$ and $\Phi_{k,m}(u_m[n])$ are given by

$$
\Psi_k(\alpha_{k,m}[n]) \geq \Psi_k(\alpha_{k,m}^{(i)}[n]) + \Psi_k'(\alpha_{k,m}^{(i)}[n])(\alpha_{k,m}[n] - \alpha_{k,m}^{(i)}[n])
\triangleq \Psi_k^{\text{low}}(\alpha_{k,m}[n]),
$$

$$
\Phi_{k,m}(u_m[n]) \geq \Phi_{k,m}(u_m^{(i)}[n]) + \Phi_{k,m}'(u_m^{(i)}[n])(u_m[n] - u_m^{(i)}[n])
\triangleq \Phi_{k,m}^{\text{low}}(u_m[n]).
$$

By replacing $\Psi_k(\alpha_{k,m}[n])$ and $\Phi_{k,m}(u_m[n])$ as $\Psi_k^{\text{low}}(\alpha_{k,m}[n])$ and $\Phi_k^{\text{low}}(u_m[n])$, we have

$$
\begin{align*}
\max_{\{u_1[n]\}, E \geq 0, (\alpha_{k,m}[n]) \geq 0, (A_k[n]) \geq 0} & \quad \tilde{E} \\
\text{s.t.} & \quad \frac{\eta P}{a_k T} \sum_{n=1}^{N} \left(\tau_{E,k}[n]A_k[n] + (\delta - \tau_{E,k}[n]) \sum_{m=1}^{M} \Phi_k^{\text{low}}(u_m[n])\right) \geq \tilde{E}, \forall k \in \mathcal{K} \\
& \quad A_k[n] \leq \Psi_k^{\text{low}}(\alpha_{k,m}[n]), \forall k \in \mathcal{K}, n \in \mathcal{N} \\
& \quad \alpha_{k,m}^2[n] \leq \Phi_k^{\text{low}}(u_m[n]), \forall m \in \mathcal{M} \\
& \quad [35], [50].
\end{align*}
$$

The above problem is convex and thus can be solved by the CVX tool. Accordingly, an optimized solution to problem (P2.3) is obtained.
B. GD clustering

Next, we consider another intuitive design based on GD clustering, which groups different GDs into a number of clusters, and allows different UAVs to design their trajectories in a distributed manner, each covering one cluster. In particular, we separate \( K \) GDs into \( M \) clusters each served by one UAV. Suppose that the set of GDs in cluster \( m \in M \) is denoted by \( \mathcal{K}_m \) and the number of GDs in each cluster \( m \) is denoted by \( K_m = |\mathcal{K}_m| \), where \( \bigcup_{m \in M} \mathcal{K}_m = \mathcal{K} \) and \( \sum_{m \in M} K_m = K \). Accordingly, the whole area is divided into \( M \) non-overlapping sub-areas, and each UAV is dispatched to serve the GDs within one corresponding sub-area. Furthermore, different from the UAV swarming design with cooperative transmit energy beamforming used, we consider that different UAVs send independent signals with the transmit covariance matrices being \( S(t) = \text{diag}(P, \ldots, P) \). For notational convenience, let \( c_{k,m} = (x_{k,m}, y_{k,m}), k \in \mathcal{K}_m, m \in M \) denote the horizontal location of GD \( k \) in cluster \( m \), and denote the distance between UAV \( m \) and GD \( k \) in cluster \( m \) as \( d_{k,m}(u_m(t)) = \sqrt{||u_m(t) - c_{k,m}||^2 + H^2} \). In this case, the total harvested energy by GD \( k \in \mathcal{K}_m \) in cluster \( m \in M \) is given by

\[
E_{\text{clu}}^{k,m}\{u_m(t)\} = \int_0^T \sum_{i \in M} \frac{\eta P \beta_0}{||u_i(t) - c_{k,m}||^2 + H^2} dt. \tag{54}
\]

Hence, the utility maximization problem (P2) is reduced as

\[
(P2.4): \max_{\{u_m(t)\}} \min_{k \in \mathcal{K}_m, m \in M} \{E_{\text{clu}}^{k,m}\{u_m(t)\}\} \quad \text{s.t. } \|\dot{u}_m(t)\| \leq V_{\text{max}}, \forall m \in M, t \in T
\tag{55}
\]

Notice that as each UAV covers one sub-area, the collision avoidance constraints between different UAVs can be automatically satisfied. Furthermore, we suppose that the distance between UAV \( m \) and any non-associated GD \( k, k \notin \mathcal{K}_m \), is generally long, and as a result, we can safely omit the harvested energy from nearby UAVs in (54) and approximate \( E_{\text{clu}}^{k,m}\{u_m(t)\} \) as

\[
E_{\text{clu}}^{k,m}\{u_m(t)\} \approx \int_0^T \frac{\eta P \beta_0}{||u_m(t) - c_{k,m}||^2 + H^2} dt. \tag{56}
\]

As a result, the multi-UAV trajectory design problem (P2.4) can be decomposed into \( M \) single-UAV trajectory design problems as follows, which can thus be solved by the trajectory design framework in Section II-C

\[
\max_{\{u_m(t)\}} \min_{k \in \mathcal{K}_m} \int_0^T \frac{\eta P \beta_0}{||u_m(t) - c_{k,m}||^2 + H^2} dt
\]
\[ s.t. \| \mathbf{u}_m(t) \| \leq V_{\text{max}}, \forall t \in T, \] (57)

\( m \in \mathcal{M} \). It is worth noting that how to optimally group these GDs is still an open problem that is difficult to solve. Intuitively, we can assign nearby GDs into one cluster via clustering methods such as K-Means clustering. In this paper, we simply divide the whole area are into \( M \) sub-areas in a uniform manner, as will be illustrated next.

### C. Numerical Results

In this subsection, we present numerical results to evaluate the performance of the proposed UAV-swarming and GD-clustering schemes as compared to the single-UAV-enabled WPT system with single antenna. In the simulation, we consider that \( M = 4 \) UAVs are dispatched to serve \( K = 20 \) GDs that are randomly distributed within a 2D area of \( 20 \times 20 \text{ m}^2 \) as shown in Figs. 8 and 9. The system parameters are same as those for Fig. 3. In particular, for GD clustering, we simply separate the 2D area into four equal-size square sub-areas as shown in Fig. 9.

Figs. 8 and 9 show the optimized UAVs’ trajectories via time quantization under UAV-swarming and GD-clustering designs, respectively. For UAV swarming, it is observed in Fig. 8 that the UAV swarm flies close to each GD sequentially to maximize the energy beamforming gain for that GD (under TDMA beamforming). For GD clustering, it is observed in Fig. 9 that the UAV in each sub-area flies following a similar trajectory as that in Fig. 5.

Fig. 10 shows the minimum average harvested power among all GDs versus the UAV charging duration \( T \). It is observed that the multi-UAV-enabled WPT (via both UAV swarming and GD clustering) considerably outperforms the single-UAV counterpart. Specifically, when \( T \) is small
(e.g., \( t < 10 \) s), the GD clustering design outperforms the UAV swarming, as the UAV swarm design generally needs longer durations to properly visit all GDs to charge them efficiently. By contrast, when \( T \) becomes large (e.g., \( T > 11 \) s), the UAV swarming surpasses the GD clustering design, due to the exploitation of cooperative transmit energy beamforming.

\textbf{D. Extensions}

As an initial attempt, this section presented two efficient trajectory designs for multi-UAV-enabled WPT based on UAV swarming and GD clustering, respectively. There are still various potential extensions and open problems that are worth pursuing in future work, which are briefly discussed in the following.
Fig. 11. Illustration of the UAV-enabled WPCN.

- For UAV swarming, we considered simplified TDMA beamforming design and assumed fixed UAV formations over time. Generally speaking, using more advanced cooperative transmit energy beamforming and enabling more adaptive UAV formation are expected to achieve better energy transfer performance. For instance, when the GDs are randomly distributed over space, sending multiple energy beams at each time instant may further enhance the energy transmission efficiency.

- For GD clustering, we optimized the trajectory of each UAV independently by omitting the transferred energy from nearby UAVs. In practice, we can jointly optimize the multiple UAVs’ trajectories by directly solving problem (P2.4). Besides, how to properly cluster these GDs will be crucial for performance optimization, which is still an open problem.

- Furthermore, motivated by the performance comparison in Fig. 10, the ideas of UAV swarming and GD clustering can be combined to further enhance the efficiency of multi-UAV-enabled WPT. For instance, we can group GDs into several clusters each served by a sub-group of UAVs, where for each cluster UAV-swarming-based cooperative energy beamforming design can be adopted. In this case, we need to decide the number of clusters and the number of UAVs in each cluster, based on which we also need to cluster GDs and jointly design the UAVs’ trajectories and energy transmission strategies. These problems are all challenging to solve, for which the performance-complexity tradeoff should be considered properly.

IV. UAV-ENABLED WPCN

Building upon the UAV-enabled WPT in the preceding two sections, this section considers the UAV-enabled WPCN, in which UAVs are dispatched as aerial hybrid APs to not only wirelessly charge GDs but also collect information from them. By exploiting the UAVs’ mobility via
trajectory design, the UAV-enabled WPCN is able to resolve the doubly near-far issue faced in the conventional WPCN with APs fixed on the ground. Nevertheless, due to the involvement of both downlink WPT and uplink wireless information transmission (WIT) as well as the newly introduced energy harvesting constraints at GDs, it is a critical task in UAV-enabled WPCN to optimize the UAV trajectory design jointly with the communication resource allocations. To gain essential insights on such joint optimization, in the following, we focus on the single-UAV-enabled WPCN system over a finite mission period \( T = (0, T] \), in which a single UAV flies in the sky to wirelessly charge a set of distributed GDs, and each GD uses the harvested energy to send information back to the UAV.

A. Transmission Protocol

For the UAV-enabled WPCN, we need to properly design the transmission protocol to share the limited time-frequency resources for both multiuser WIT in the uplink and WPT in the downlink. In such transmission protocol, frequency division duplex (FDD) and time division duplex (TDD) are two duplexing schemes that are widely adopted, in which the downlink WPT and uplink WIT are implemented over orthogonal frequency and time resources, respectively.\(^6\) Furthermore, to support multiuser WIT in the uplink, TDMA, FDMA, OFDMA, and even NOMA\(^{85}\) can be implemented as the uplink multiple access schemes. Generally speaking, under different duplexing and uplink multiple access schemes, the UAV trajectory design and resource allocations can be different.

In particular, this section considers the transmission protocol with TDD and TDMA as in\(^{71}\), in which the downlink WPT and uplink multiuser WIT are implemented over different time instants but in the same frequency bands. Notice that the consideration with TDD and TDMA is particularly appealing for UAV-enabled WPCN, as the UAV can properly adjust its locations over time for efficient WIT and WPT, respectively. Also notice that the presented designs in this section are extendible to other cases when different multiple access and/or duplexing schemes are employed.

Under TDD and TDMA, we define

\[
\tau_E(t) \in \{0, 1\}, \tau_k(t) \in \{0, 1\}, \forall k \in \mathcal{K},
\]

\(^6\)In-band full duplex (see, e.g.,\(^{58}\),\(^^{84}\)) can also be implemented, in which the UAV’s uplink information reception may suffer from strong self-interference from its downlink energy transmission. In this case, effective self-interference cancellation becomes essential.
as indicators to denote the transmission mode of the UAV-enabled WPCN at time instant \( t \in T \). Here, \( \tau_E(t) = 1 \) means the downlink WPT mode, in which the UAV broadcasts wireless energy to the GDs at time \( t \). Similarly, \( \tau_k(t) = 1 \) corresponds to the uplink WIT mode with GD \( k \), in which GD \( k \) sends information to the UAV at time \( t \). As the downlink WPT and uplink WIT with different GDs cannot be implemented at the same time, we have

\[
\tau_E(t) + \sum_{k \in K} \tau_k(t) \leq 1, \forall t \in T. \tag{59}
\]

First, we consider the downlink WPT mode with \( \tau_E(t) = 1 \) and \( \tau_k(t) = 0, \forall k \in K \). The UAV adopts constant transmit power \( P \). Similarly as in (6) for single-UAV-enabled WPT, the harvested power by each GD \( k \in K \) at time \( t \in T \) is

\[
\bar{E}_k(u(t), \tau_E(t)) = \tau_E(t) \eta P h_k(u(t)). \tag{60}
\]

Accordingly, the total harvested energy by GD \( k \) over the entire period \( T \) is given by

\[
\bar{E}_k^{\text{tot}}(\{u(t), \tau_E(t)\}) = \int_0^T \tau_E(t) \eta P h_k(u(t)) dt. \tag{61}
\]

Next, we consider the WIT mode with GD \( k \), where \( \tau_k(t) = 1 \), and \( \tau_E(t) = 0, \tau_j(t) = 0, \forall j \in K, j \neq k \). Supposing that the transmit power at GD \( k \) is \( Q_k(t) \) that can be adaptively adjusted over time, then the achievable data rate of GD \( k \in K \) at time \( t \in T \) is

\[
r_k(u(t), Q_k(t), \tau_k(t)) = \tau_k(t) \log_2 \left( 1 + \frac{Q_k(t) h_k(u(t))}{\sigma^2} \right), \tag{62}
\]

where \( \sigma^2 \) is the noise power at the information receiver of the UAV. Accordingly, the average data-rate throughput of GD \( k \) over the entire period \( T \) is given by

\[
R_k(\{u(t), Q_k(t), \tau_k(t)\}) = \frac{1}{T} \int_0^T \tau_k(t) \log_2 \left( 1 + \frac{Q_k(t) h_k(u(t))}{\sigma^2} \right) dt. \tag{63}
\]

### B. Generic Rate Maximization Problem Formulation

In UAV-enabled WPCN, our objective is to maximize the communication performance of uplink WIT while ensuring the sustainable operation of GDs. In this case, new energy harvesting constraints are imposed at GDs. Suppose that \( E_k^{\text{initial}} \geq 0 \) denotes the initial energy stored at GD \( k \). Then we have the following energy harvesting constraints for GDs to avoid the energy outage [2]:

\[
\int_0^t \tau_k(\tilde{t}) Q_k(\tilde{t}) d\tilde{t} \leq \int_0^t \tau_E(\tilde{t}) \eta P h_k(u(\tilde{t})) d\tilde{t} + E_k^{\text{initial}}, \forall k \in K, t \in T, \tag{64}
\]
such that the accumulative energy consumed by each GD until any time \( t \in T \) does not exceed the initial energy plus the energy accumulatively harvested from the UAV by that time. Notice that if \( E_k^{\text{initial}} \) is sufficiently large (or equivalently, each GD has a sufficiently large energy storage), the energy harvesting constraints in (64) can also be replaced by

\[
\int_0^T \tau_k(t) Q_k(t) \, dt \leq \int_0^T \tau(t) \eta Ph_k(u(t)) \, dt, \forall k \in K,
\]

such that we only need to ensure that the total energy consumption over the entire period \( T \) at each GD does not exceed the totally harvested energy at that GD, for its sustainable operation.

In order to balance the communication rates at different GDs in a fair manner, we define the utility function for UAV-enabled WPCN as the minimum weighted uplink date-rate throughput, i.e.,

\[
\bar{U}([u(t), Q_k(t), \tau_E(t), \tau_k(t)])
= \min \left\{ \frac{R_1([u(t), Q_k(t), \tau_1(t)])}{\bar{a}_1}, \frac{R_2([u(t), Q_k(t), \tau_2(t)])}{\bar{a}_2}, ..., \frac{R_K([u(t), Q_k(t), \tau_K(t)])}{\bar{a}_K} \right\},
\]

where \( \bar{a}_k \) denotes the rate weight for each GD \( k \). Accordingly, we formulate the generic uplink average data-rate throughput maximization problem as problem (P3) in the following, in which both the UAV trajectory \( \{u(t)\} \) and the resource allocation \( \{Q_k(t), \tau_E(t), \tau_k(t)\} \) need to be jointly optimized.

\[
\text{(P3):} \quad \max_{\{u(t), Q_k(t), \tau_E(t), \tau_k(t)\}} \bar{U}([u(t), \tau_E(t), \tau_k(t), Q_k(t)])
\]

\[
\text{s.t. } f_i([u(t)]) \geq 0, \forall i \in \{1, ..., I\}
\]

\[
\int_0^T \tau_k(t) Q_k(t) \, dt \leq \int_0^T \tau(t) \eta Ph_k(u(t)) \, dt, \forall k \in K
\]

Note that compared with problem (P1) with trajectory design only, problem (P3) involves new variables \( \{Q_k(t), \tau_E(t), \tau_k(t)\} \) for resource allocation and new energy harvesting constraints in (68). Furthermore, the UAV trajectory \( \{u(t)\} \) and the resource allocation \( \{Q_k(t), \tau_E(t), \tau_k(t)\} \) are coupled at both the rate and energy functions in the objective as well as constraints. Therefore, problem (P3) is more challenging to be optimally solved than problem (P1).
C. Joint UAV Trajectory and Resource Allocation Design Framework

In this subsection, we extend the trajectory design framework in Section II-C to obtain efficient solutions to problem (P3) \[71\]. For illustration, we only consider the UAV’s flight speed constraints in \(10\), i.e., we consider (P3) by replacing constraint \(67\) by \(10\) \[71\].

1) Multi-Location-Hovering Design: By considering the case with sufficiently long time duration, we relax problem (P3) as follows by omitting the UAV’s flight constraints.

\[
\begin{aligned}
\text{(P3.1):} & \quad \max_{\{u(t), Q_k(t), \tau_E(t), \tau_k(t)\}, R} R \\
& \text{s.t. } R_k(\{u(t), Q_k(t), \tau_k(t)\})/\bar{a}_k \geq R, \forall k \in K \tag{69}
\end{aligned}
\]

where \(R\) is an auxiliary variable. Similarly as for problem (P1.2), strong duality holds between the non-convex problem (P3.1) and its dual problem. Therefore, (P3.1) can be optimally solved by using the Lagrange duality method. Let \(\lambda_k \geq 0\) and \(\mu_k \geq 0\), \(k \in K\), denote the dual variables associated to the \(k\)-th constraints in \(69\) and \(68\), respectively. The partial Lagrangian is given as

\[
\mathcal{L}_3(\{u(t), Q_k(t), \tau_E(t), \tau_k(t), \lambda_k, \mu_k\}, R) = (1 - \sum_{k \in K} \lambda_k)R + \sum_{k \in K} \lambda_k R_k(\{u(t), Q_k(t), \tau_k(t)\})/\bar{a}_k + \sum_{k \in K} \mu_k \left( E^\text{tot}_k(\{u(t), \tau_E(t)\}) - \int_0^T \tau_k(t)Q_k(t)dt \right).
\]

The dual function is

\[
g_3(\{\lambda_k, \mu_k\}) = \max_{\{u(t), Q_k(t), \tau_E(t), \tau_k(t)\}, R} \mathcal{L}_3(\{u(t), Q_k(t), \tau_E(t), \tau_k(t), \lambda_k, \mu_k\}, R)
\]

s.t. \(68\), \(59\). \(\tag{71}\)

Accordingly, the optimal solution to (P3.1) can be obtained by solving the following dual problem.

\[
\text{(D3.1):} \quad \min_{\{\lambda_k \geq 0\}, \{\mu_k \geq 0\}} g_3(\{\lambda_k, \mu_k\}) \quad \text{s.t. } \sum_{k \in K} \lambda_k = 1. \tag{72}
\]

For given feasible \(\{\lambda_k, \mu_k\}\), the dual function \(g_3(\{\lambda_k, \mu_k\})\) can be obtained by solving problem \(\tag{71}\). It can be shown that problem \(\tag{71}\) can be decomposed into infinite number of sub-problems...
for different time $t$. By dropping the time index $t$, solving problem (71) is equivalent to solving the following sub-problems for any time $t$.

$$\max_{\{Q_k, \tau_k, u, \tau_E\}} \sum_{k \in \mathcal{K}} \left( \tau_k \left( \frac{\lambda_k}{d_k} \log_2 \left( 1 + \frac{Q_k \beta_0 / \sigma^2}{\|u - c_k\|^2 + H^2} \right) - \sum_{k \in \mathcal{K}} \mu_k Q_k \right) + \tau_E \mu_k \eta P \beta_0 / \sigma^2 \right)$$

s.t. $\tau_E \in \{0, 1\}, \tau_k \in \{0, 1\}, \forall k \in \mathcal{K}$

$$\sum_{k \in \mathcal{K}} \tau_k + \tau_E = 1.$$  \hfill (73)

There are $K + 1$ feasible choices for $\tau_E$ and $\{\tau_k\}$, due to the constraints in (73). Thus, we exhaustively search over the $K + 1$ choices to find the optimal solution to (73). First, when GD $k$ transmits information to the UAV with $\tau_k = 1, \tau_E = 0, \tau_j = 0, \forall j \in \mathcal{K}, j \neq k$, we have $u_k^* = c_k$ (i.e., the UAV hovers exactly above GD $k$), $Q_k^* = 0, \forall \bar{k} \in \mathcal{K}, \bar{k} \neq k$, and $Q_k^*$ can be obtained by checking the first-order derivative of the resultant objective function. Second, when the system operates in downlink WPT mode with $\tau_E = 1, \tau_k = 0, \forall k \in \mathcal{K}$, we have $Q_k^* = 0, \forall k \in \mathcal{K}$, and the UAV’s optimal hovering locations can be obtained by using a 2D exhaustive search similarly to that for single-UAV-enabled WPT, which is generally non-unique. By comparing these $K + 1$ optimal values, problem (71) is solved.

Next, after optimally solving the dual problem (D3.1) via subgradient-based methods, we can accordingly obtain a set of optimal hovering locations and the corresponding communication resource allocation. By properly time-sharing these hovering locations, we can construct the optimal multi-location-hovering solution to (P3.1). It is shown in [71] that the UAV should hover above two different sets of locations, one set among different GDs for downlink WPT (with $Q_k^* = 0, \forall k \in \mathcal{K}$) and the other set exactly above each GD $k$ for uplink WIT (with $Q_k^* > 0$ and $Q_k^* = 0, \forall \bar{k} \in \mathcal{K}, \bar{k} \neq k$). Note that the performance achieved by such multi-location-hovering solution serves as a performance upper bound for the optimal value of problem (P3) with the UAV’s flight speed constraints in (10).

2) SHF Trajectory Design: With UAV’s flight constraints considered, we can construct the SHF trajectory based on TSP, in which the UAV sequentially visits the two sets of hovering locations at the maximum flight speed $V_{\text{max}}$ with a shortest traveling path. Under this flight path, we still need to optimize the hovering duration at each location and resource allocations over time. Towards this end, we quantize the charging period into a finite number of equal-duration slots, and further divide each slot into $K + 1$ sub-slots with variable durations for each GD’s uplink WIT and the downlink WPT, respectively. In this case, the optimization of hovering
durations and resource allocation can be formulated as a convex optimization problem, which can be solved via CVX [71].

3) Time Quantization Based Optimization: Furthermore, problem (P3) with continuous-time variables can be transformed into an equivalent problem with discrete-time variables via time quantization. Specifically, the whole mission period \( T \) is quantized into a set, \( \mathcal{N} \triangleq \{1, ..., N\} \), of time slots, each with equal duration \( \delta = T/N \). Particularly, suppose that the \( K + 1 \) transmission modes time share within each slots, such that we define \( \tau_E[n] \) and \( \tau_k[n], k \in \mathcal{K} \) as the time-sharing duration of downlink WPT and that of uplink WIT of GD \( k \) at time slot \( n \in \mathcal{N} \), respectively. We thus have

\[
\sum_{k \in \mathcal{K}} \tau_k[n] + \tau_E[n] = \delta, \forall n \in \mathcal{N}.
\]

Let \( Q_k[n] \) denote GD \( k \)'s transmit power and \( u[n] \) denote the UAV’s location at time slot \( n \in \mathcal{N} \). As a result, problem (P3) with continuous-time variables can be reformulated as the following problem.

\[
\text{(P3.2): } \max_{\{u[n], Q[n], \tau_E[n], \tau_k[n]\}} \min_{k \in \mathcal{K}} \left\{ \frac{1}{T \bar{a}_k} \sum_{n \in \mathcal{N}} \tau_k[n] \log_2 \left( 1 + \frac{Q_k[n]/\sigma^2}{\|u[n]-c_k\|^2 + H^2} \right) \right\}
\]

\[
\text{s.t. } \sum_{n \in \mathcal{N}} \tau_k[n]Q_k[n] \leq \sum_{n \in \mathcal{N}} \tau_E[n] \eta P \|u[n]-c_k\|^2 + H^2, \forall k \in \mathcal{K}
\]

Although (P3.2) is still challenging to be solved, we can optimize the UAV’s trajectory and resource allocations in an alternating manner together with SCA techniques towards a locally optimal solution [71], in which the SHF trajectory design can be utilized as the initial point for iteration.

D. Numerical Results

In this subsection, we present numerical results to validate the efficiency of the above approaches as compared to the benchmarking static hovering scheme, in which the UAV hovers at one (optimized) location over the whole mission period.

We consider a UAV-enabled WPCN with \( K = 10 \) GDs, in which the simulation parameters are the same as those in UAV-enabled WPT in Section IID. Fig. [12] shows the optimal hovering locations, the trajectory obtained by time-quantization-based approach, and the static hovering
location. It is observed that there are 3 optimal hovering locations for WPT, and 10 hovering locations each exactly above one GD for WIT.

Fig. 13 shows the uplink minimum data-rate throughput among all GDs versus the UAV mission duration $T$. It is observed that the time-quantization-based design significantly outperforms the static hovering scheme and the performance gain becomes more evident when $T$ increases. Furthermore, when $T$ is sufficiently large, the time-quantization-based design approaches the performance upper bound achieved by the multi-location hovering without UAV’s flight speed constraints.

E. Extensions

So far, this section presented joint UAV trajectory design and communication resource allocation for the single-UAV-enabled WPCN with one single UAV serving in the dual role of ET and
AP. In the literature, there have also been works that extended the design framework to other setups [56]–[58], [86]–[94], as briefly discussed in the following.

1) **Dual-UAV-Enabled WPCN with Separated ET and AP:** Instead of using one single UAV as co-located ET and AP, we can alternatively dispatch two different UAVs as separated ET and AP for WPT and WIT, respectively [94]. The dual-UAV-enabled WPCN is expected to provide more degrees of freedom in optimizing the UAVs’ trajectories to enhance the system performance. For instance, under the TDD/TDMA protocol, the UAV-ET can follow the flight trajectory in Section II to fairly charge the distributed GDs, and the UAV-AP can follow a different trajectory to sequentially hover above different GDs to maximally collect the information, provided that the collision avoidance issue is properly addressed. Besides, the dual-UAV-enabled WPCN also provides opportunities to enabled in-band full duplex operation between WIT and WPT, as the two UAVs can stay further away from each other during the flight to reduce the interference from the WPT of UAV-ET to the information reception at UAV-AP.

2) **UAV-Enabled Wireless Powered Backscatter Communications:** Wireless powered backscatter communications have recently attracted a lot of attention as a new type of WPCN [95]. Instead of using active RF chains to send information, the backscatter devices can reflect the carrier signals from the ET with properly adjusted phase and/or amplitude to convey information. In UAV-enabled wireless powered backscatter communications, the UAV can be dispatched as both ET and RF readers to not only wirelessly charge these GDs but also collect the reflected signals for information decoding at the same time. Due to the interference caused by WPT, the UAV’s trajectory should be designed by considering the performance tradeoff between harvested energy and backscatter communication rate [96]–[103].

3) **Multi-UAV-Enabled WPCN:** Similarly as in multi-UAV-enabled WPT, when the network size becomes large, it becomes necessary to use multiple UAVs to implement the WPCN, in which multiple UAVs need to cooperate in the joint trajectories design, as well as the energy transmission and information reception. For instance, if the UAV swarming (cf. Section III-A) is adopted, UAVs can cooperatively design their transmit energy covariance matrices for downlink WPT, and also use joint signal detection (via CoMP reception) for uplink WIT. On the other hand, with GD clustering, UAVs can each cover a dedicated non-overlapping sub-area for serving the GDs therein, while interference coordination needs to be considered to mitigate the co-channel interference among different clusters in WIT. Under these different designs, the UAVs’ trajectories need to be properly designed jointly with the corresponding resource allocation
methods. In the literature, there is one prior work \cite{70} that investigated the joint UAV trajectory design and communication resource allocation in a simplified case with two UAVs serving two GDs, where the two UAVs can cooperate in two different modes with CoMP and interference coordination, respectively. It is found in \cite{70} that in the CoMP mode, the two UAVs prefer to stay between the two GDs to enhance the cooperative beamforming gain, while in the interference coordination mode, the two UAVs would keep far away from each other to alleviate the co-channel interference in uplink WIT. How to extend the UAV-enabled WPCN to scenarios with more UAVs and more GDs under different cooperation strategies is an open problem that has not been addressed yet.

V. UAV-ENABLED WIRELESS POWERED MEC

Besides UAV-enabled WPCN, UAV-enabled wireless powered MEC is another recent application of UAV-enabled WPT, in which UAVs are dispatched as aerial MEC servers that can provide both wireless energy supply and cloud-like computing for low-power GDs. In the single-UAV-enabled wireless powered MEC as shown in Fig. 14, the UAV broadcasts wireless signals to charge GDs, and the GDs use the harvested energy to accomplish their respective computation tasks via local and/or remote execution. Generally speaking, the UAV-enabled wireless powered MEC is more complicated than the UAV-enabled WPT/WPCN, as it involves WPT, WIT (for computation task offloading/downloading), and computation in a unified design. In this case, how to design the UAV trajectory jointly with resource allocations for energy transmission, communication, and computation is a critical but challenging task. In the literature, although there have been several initial works \cite{59}–\cite{63} that investigated the UAV-enabled wireless powered MEC, the research on this topic is still in its infancy stage.

In this section, we consider the single-UAV-enabled wireless powered MEC over a particular mission period $\mathcal{T} = (0, T]$, and present a generic utility maximization problem under new computation causality constraints and energy harvesting constraints. Next, we discuss their solutions. In order to gain insights to motivate future research, we focus on the case when the computation tasks are completely partitionable, such that the computation tasks can be partitioned into independent parts that can be executed locally (at the GD) or remotely (at the UAV) at the same time.
A. Operation Protocol

The UAV-enabled wireless powered MEC generally consists of three wireless links, including the downlink WPT from the UAV to the GDs, the uplink task offloading from the GDs to the UAV, and the downlink result downloading from the UAV to the GDs. Besides, the GDs and the UAV should implement the local and remote execution, respectively, which are causally constrained by the task offloading and result downloading. In this case, how to design an efficient operation protocol for wireless powering, communication, and computation is a complicated task.

For illustration, we consider the TDD/TDMA protocol similarly as for the UAV-enabled WPCN, in which the wireless links for downlink WPT, uplink task offloading, and downlink result downloading are implemented over the same frequency band but orthogonal time instants. At time instant $t \in T$, let $\tau_E(t) \in \{0, 1\}$, $\tau_o^k(t) \in \{0, 1\}$, and $\tau_d^k(t) \in \{0, 1\}$ denote the operation mode indicators. Here, $\tau_E(t) = 1$ indicates the downlink WPT mode, $\tau_o^k(t) = 1$ means that GD $k$ offloads the computation tasks to the UAV, and $\tau_d^k(t) = 1$ represents that GD $k$ downloads the computation results from the UAV. Due to the TDD/TDMA consideration, we have $\tau_E(t) + \sum_{k \in K} \tau_o^k(t) + \sum_{k \in K} \tau_d^k(t) \leq 1, \forall t \in T$.

First, we consider the downlink WPT. As the WPT is only implemented when $\tau_E(t) = 1$, the total harvested energy at GD $k$ is given as $\hat{E}^k_{\text{tot}}(\{u(t), \tau_E(t)\})$ in (61), similarly as the UAV-enabled WPCN in Section IV.

Then, we consider the task offloading form GDs to the UAV. Supposing that $Q_k(t)$ denotes the transmit power at GD $k$, the number of task-input bits offloaded from GD $k$ to the UAV at time $t$ (in bits-per-second) is $\ell^{\text{off}}_k(\tau_o^k(t), Q_k(t), u(t)) = \tau_o^k(t) \log_2 \left( 1 + \frac{Q_k(t)h_k(u(t))}{\sigma^2} \right)$.

Next, after receiving the offloaded tasks from GDs, the UAV needs to execute the tasks using
its computation resource and then sends the computation results back to GD \( k \). In order to accomplish the offloaded tasks, the UAV must have enough computation capabilities to finish these tasks and send the computation results back to GD \( k \), thus leading to the following two types of computation causality constraints. Let \( f_0(t) \) denote the CPU frequency at the UAV at time \( t \in \mathcal{T} \), \( c_0 \) denote the number of CPU cycles for computing one bit at the UAV. Accordingly, the computation capacity (in bits-per-second) at the UAV at each time instant \( t \) is \( f_0(t)/c_0 \). Furthermore, let \( \varphi_k(t) \) denote the computation rate (in bits-per-second) for GD \( k \) at the UAV. We thus have

\[
\sum_{k \in \mathcal{K}} \varphi_k(t) \leq \frac{f_0(t)}{c_0}, \forall t \in \mathcal{T}.
\]  

(76)

For the remote execution at the UAV, the accumulatively computed bits from for each GD \( k \in \mathcal{K} \) by the UAV till any time instant \( t \) should not exceed that accumulatively offloaded from that GD by that time. We thus obtain the first type of computation causality constraints as

\[
\int_{t_0}^{t} \ell_{k}^{\text{off}}(\tau_k^o(i), Q_k(i), u(i)) d\bar{t} \geq \int_{t_0}^{t} \varphi_k(i) d\bar{t}, \forall k \in \mathcal{K}, \forall t \in \mathcal{T}.
\]  

(77)

Furthermore, we have the following constraint in order for the offloaded bits to be successfully computed before the deadline of \( T \).

\[
\int_{t_0}^{T} \ell_{k}^{\text{off}}(\tau_k^o(i), Q_k(i), u(i)) d\bar{t} = \int_{t_0}^{T} \varphi_k(i) d\bar{t}, \forall k \in \mathcal{K}.
\]  

(78)

Besides, after completing the remote task execution, the UAV needs to download the computation results back to GDs. Under transmit power \( P \) at the UAV, the number of downloaded bits at time instant \( t \) is \( \ell_{k}^{\text{down}}(\tau_k^d(t), u(t)) = \tau_k^d(t) \log \left( 1 + \frac{P h_k(u(t))}{\sigma_k^2} \right) \), where \( \sigma_k^2 \) denotes the noise power at the receiver of GD \( k \). Notice that the accumulatively downloaded bits should not exceed that accumulatively computed at each time \( t \in \mathcal{T} \) and the downloading must be accomplished before the deadline of \( T \). Therefore, by supposing that the size of computation results (task output bits) is a \( \beta \) portion of task input bits, we further have the second type of computation causality constraints as

\[
\int_{t_0}^{t} \ell_{k}^{\text{down}}(\tau_k^d(i), Q_k(i), u(i)) d\bar{t} \leq \beta \int_{t_0}^{t} \varphi_k(i) d\bar{t}, \forall k \in \mathcal{K}, \forall t \in \mathcal{T},
\]  

(79)

\[
\int_{t_0}^{T} \ell_{k}^{\text{down}}(\tau_k^d(i), Q_k(i), u(i)) d\bar{t} = \beta \int_{t_0}^{T} \varphi_k(i) d\bar{t}, \forall k \in \mathcal{K}.
\]  

(80)

Finally, we consider the local computing at GDs. Let \( f_k(t) \) denote the CPU frequency (in cycles per second) at time \( t \in \mathcal{T} \), and \( c_k \) the number of CPU cycles for computing one bit
at GD $k$. Accordingly, the computation rate at GD $k$ (in bits per second) is $f_k(t)/c_k$, and the corresponding power consumption is $\kappa_k f_k^3(t)$ \[104\], where $\kappa_k$ denotes the effective capacitance coefficient depending on the chip architecture. Hence, the total number of computation bits executed at GD $k$ locally is $L_k^{loc}(\{f_k(t)\}) = \int_0^T f_k(t)/c_k dt$.

**B. Joint Trajectory and Resource Allocation Design for Computation Utility Maximization**

Under the TDD/TDMA protocol, we are interested in maximizing the computation rate or the total number of computed bits at each GD, given by $L_k^{off}(\{\tau_k^o(t), Q_k(t), u(t)\}) + L_k^{loc}(\{f_k(t)\})$, where $L_k^{off}(\{\tau_k^o(t), Q_k(t), u(t)\}) = \int_0^T \kappa_f^t(\{\tau_k^o(t), Q_k(t), u(t)\}) dt$. Accordingly, we define the utility function as

$$
\bar{U}(\{\tau_k^o(t), Q_k(t), u(t), f_k(t)\}) = \min_{k \in K} \left\{ \frac{L_k^{off}(\{\tau_k^o(t), Q_k(t), u(t)\}) + L_k^{loc}(\{f_k(t)\})}{\bar{\alpha}_k} \right\},
$$

where $\bar{\alpha}_k$ denotes the computing weight for each GD $k$.

Notice that similarly as in \[64\] for UAV-enabled WPCN, each GD $k$ is subject to the energy harvesting constraints. By combining the communication energy consumption $Q_k(t)$ for offloading and computation energy consumption $\kappa_k f_k^3(t)$ for local task execution, the energy harvesting constraints can be expressed as

$$
\int_0^t \kappa_k f_k^3(\tilde{t}) d\tilde{t} + \int_0^t \tau_k(\tilde{t}) Q_k(\tilde{t}) d\tilde{t} \leq \int_0^t \tau_E(\tilde{t}) \eta P h_k(u(\tilde{t})) d\tilde{t} + E_k^{initial}, \forall k \in K, t \in T,
$$

or the following one if the initial energy storage $E_k^{initial}$ becomes sufficiently large.

$$
\int_0^T \kappa_k f_k^3(t) dt + \int_0^T \tau_k(t) Q_k(t) dt \leq \int_0^T \tau_E(t) \eta P h_k(u(t)) dt, \forall k \in K, t \in T.
$$

In this case, we have the utility maximization problem as

(P4): \[
\max_{\{u(t), Q_k(t) \geq 0, f_k(t) \geq 0, \forall k \in K, t \geq 0\}} \bar{U}(\{\tau_k^o(t), Q_k(t), u(t), f_k(t)\})
\]

s.t. \[9\], \[76\], \[77\], \[78\], \[79\], \[80\], and \[82\].

Notice that problem (P4) for joint UAV trajectory and resource allocation design in the UAV-enabled wireless powered MEC is more difficult to solve than problem (P3) in the UAV-enabled WPCN, due to the computation causality constraints. How to solve problem (P4) is a challenging problem that has not been addressed yet.

In the literature, there have been some initial works \[59\], \[61\]–\[63\] that investigated simplified versions of problem (P4) by ignoring the computation causality constraints in \[77\]–\[80\]. Indeed,
in this case, problem (P4) has a similar structure as problem (P3), with the newly considered computation resource allocation variables. As a result, we can use similar approaches (i.e., multi-location-hovering, SHF trajectory, and time-quantization-based optimization) as those for problem (P3) in Section IV-C to solve the simplified version of (P4). For the general problem (P4) with constraints (77)–(80) considered, however, the above approaches may not work well due to the computation causality constraints. To tackle this issue, we may directly use time-quantization to transform problem (P4) with continuous-time variables as equivalent problems in discrete time, and then use the SCA techniques to solve it. It is expected that the UAV may fly back and forth to visit different GDs for offloading and downloading over time due to the computation causality constraints (see, e.g., [105]).

C. Extensions

The single-UAV-enabled wireless powered MEC design can also be extended to the case with multiple UAVs and cloud integration, as discussed in the following to motivate future research.

- **Multi-UAV Coordination:** To provide sustainable computation services in a large area, multiple UAVs can be dispatched to cooperatively serve a large number of low-power GDs. In this case, how to associate GDs with these UAVs and properly schedule their energy transmission, computation, and communication resources is a new problem to tackle.

- **Edge-Cloud Integration:** As the UAV-MEC-servers generally have limited computation capabilities, it is desirable to further integrate the centralized clouds to help the task execution, especially when the computation tasks are heavy. In practice, the centralized cloud can either be a large data center on the ground or deployed in high-altitude platforms or even satellites [106]. In this case, it is necessary to partition the computation tasks into different parts to be executed locally at GDs and remotely at the UAV-MEC-server and/or cloud.

VI. OTHER EXTENSIONS

In the preceding sections, we provided an overview on the UAV-enabled WPT and its applications in UAV-enabled WPCN and UAV-enabled wireless powered MEC. Due to the space limitation, there are several important issues that are unaddressed. In the following, we briefly discuss these issues to motivate future research.
A. Non-linear Energy Harvesting Model

So far, we focused on the approximate linear energy harvesting model at GDs as widely adopted in the literature. In practice, however, the harvested DC power may not be a linear function with respect to the received RF power, especially when the received RF power level is sufficiently high or low. In general, the effect of non-linear energy harvesting models on the UAV-enabled WPT is still an uncharted area in the literature. For instance, due to the energy saturation at high RF power, the UAV may not need to fly exactly above the GDs for most efficient charging. Therefore, how to jointly optimize the transmit waveform and UAV trajectory is a crucial issue to be tackled for UAV-enabled WPT by considering the non-linear energy harvesting model [69].

B. CSI Availability

CSI is important for UAVs to implement the (cooperative) transmit energy beamforming for WPT in multi-antenna and multi-UAV scenarios. There are generally three approaches for obtaining CSI in WPT, namely energy feedback, reverse-link channel estimation based on pilots, and channel estimation with limited feedback [8]. To obtain the CSI, the GDs normally need to consume additional time and energy to send training signals or implement channel estimation/feedback. Therefore, there generally exists a fundamental tradeoff in obtaining accurate CSI for efficient energy beamforming versus minimizing time/energy consumption [107], [108].

C. AirComp

AirComp is an emerging approach to enable fast wireless data aggregation for achieving functional computation over the air by exploiting the superposition property of multiple access channels [109]–[111]. By exploiting AirComp, UAV and WPT, the UAV-enabled wireless powered AirComp can be an efficient way for aggregating the data from low-power GDs, which is expected to have abundant applications in future massive machine type communications, and for distributed learning [112], sensing [113], and consensus [114]. The key challenge lies in how to fully exploit the mobility of UAVs to achieve the required signal alignment for AirComp in a sustainable operation manner.
D. **Online Trajectory Design**

So far, the UAV trajectory design is formulated as deterministic optimization problems, which can be generally solved in an offline manner via multi-location hovering, SHF trajectory design, time quantization and their variants. These designs, however, cannot work well when the channel propagation environments are spatial- and time-varying due to the obstacles between UAVs and moving GDs. To tackle this challenge, radio map [67], [115], [116] and reinforcement learning (RL) [117] are two useful tools to help autonomously update the UAV trajectories in an online manner.

E. **Ground Vehicles for WPT**

Besides UAVs, ground vehicles can also be dispatched to serve as another type of mobile ETs on the ground to facilitate WPT, and the trajectory design framework can be generally extended to design the moving trajectory of ground vehicles for efficient WPT. Nevertheless, unlike UAVs that can freely fly in the 3D airspace, ground vehicles need to travel in the prescribed lane according to road conditions. Therefore, the trajectory optimization of ground vehicles is less flexible and may be even more challenging than that of UAVs.

**VII. Conclusion**

In this paper, we provided a tutorial overview on UAV-enabled WPT as well as its various applications and extensions, by focusing on how to exploit the UAV mobility to enhance the system performance. First, in the single-UAV-enabled WPT case, we presented a trajectory design framework to fairly maximize the harvested energy at multiple GDs, which consists of three main approaches, namely multi-location hovering, successive-hover-and-fly, and time-quantization-based optimization. Next, we extended the trajectory design framework to the multi-UAV-enabled WPT case based on the schemes of UAV swarming and GD clustering, respectively. Then, we considered the UAV-enabled WPCN and wireless powered MEC, in which the trajectory design framework is investigated jointly with the resource allocations to improve communication/computation performance. Furthermore, open problems and promising research directions in UAV-enabled WPT were presented to inspire future exploration.
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