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Abstract

Urbanization can increase the recorded temperature representing the surrounding area. This phenomenon – a so-called urban heat island (UHI) – occurs at a local level at a point in time and has significant impacts on historical data analyses. This change is generally gradual, but can be abrupt, and occurs as construction or other urbanization changes the environment near a recording station. We propose a methodology to examine if changes in temperature trends at a point in time exist at a given local level at various locations. Specifically, we propose a Bayesian change point model for spatio-temporally dependent data where we select the number of change points at each location using a “forwards” selection process using deviance information criteria (DIC). We then fit the selected model and examine the linear slopes across time to quantify changes in long-term temperature behavior. We show the utility of this model and method using a synthetic data set and observed temperature measurements from eight stations in Utah consisting of daily temperature data for 60 years.
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1 Introduction

When examining environmental data, researchers, governments, and other stakeholders are often interested in understanding changes in behavior over time and identifying relationships...
or causes. However, this can be a difficult task in practice. The inherent spatial and temporal dependence found in environmental data can make it hard to discriminate between whether an observed “change” is indeed a change or just part of the natural environmental behavior. For example, urban heat islands (UHI’s) are areas that see an increase in temperature compared to surrounding areas due to an increase in human activity or urbanization (Oke, 1973). While generally thought of as large metropolitan areas, UHI’s can also be much smaller areas when, for example, farming land is replaced by an asphalt parking lot. Because temperatures are often changing in natural (e.g., seasonal) and/or broad (e.g., regional or global) ways, identifying whether an observed change is natural, broad, or noise, or if it is a local change such as an UHI is precarious. Motivated by UHI’s, we seek to propose a model that captures the natural and broad changes in temperature measurements across the state of Utah while simultaneously identifying and quantifying additional local changes.

UHI’s are the result of local urbanization and therefore, future temperature measurements will not continue in the same manner (Hoffman et al., 2012). An illustration of how an increasing temperature trend could change as urbanization occurs is shown in Figure 1. At the first change point (e.g., as urbanization occurs near a recording station) denoted by the vertical dashed line between 1970 and 1980, the temperature starts increasing more rapidly for a period; at the second change point (e.g., as urbanization matures) denoted by the second vertical dashed line, the increasing temperature trend is lower. Importantly, this change is occurring at the local level and not regionally. Making use of regional data can help to identify temperature changes unique to a location.

Increasing global and regional temperatures have been monitored closely from a variety of scientific perspectives for the last 150 years (IPCC, 2019). However, many physical phenomena, such as UHI’s, have effects that are eventually felt more widely but are generally
experienced on a more local level (see Balling Jr and Brazel, 1988; Stabler et al., 2005; Hartz et al., 2006, for more information). Changing temperatures are concerning to the general climate crisis, but local changes can impact health, energy, and other concerns at the local level (see, e.g., Grimmond, 2007; Mortensen et al., 2018). UHI’s specifically were seen as a contributing factor to a heat wave that hit Chicago in July 1995, causing the death of approximately 525 people (Changnon et al., 1996). In addition, UHI’s contribute to an increase in demand for cooling systems and as such, power plants are under higher demand and release more carbon emissions (Akbari and Konopacki, 2005). Furthermore, when urbanization occurs near a recording station, it can cause the data to exhibit trends that are not indicative of a larger area.

Research has been done regarding factors contributing to this local effect. For example, Weng et al. (2004) found that variations in land surface temperature due to vegetation in Indianapolis were responsible for existence and size of UHI’s. Saaroni et al. (2000) examined the spatial spread of UHI’s through local temperatures at both street and roof levels in Tel Aviv. Understanding the history of urbanization immediately surrounding a location is required to identify a UHI; thus, we seek to identify and quantify more general local behavior changes, if any, at locations across the state of Utah and if local records have been affected.

We provide a framework for identifying general changes in the linear increase or decrease of temperature measurements. We propose a Bayesian change point model as a tool to identify these changes. Urbanization usually happens over a period of time, making resulting changes in temperature gradual and not abrupt. As shown in Figure 1, this is exhibited as a chance in the temperature trend over a longer period. Thus, rather than observing a change in mean temperature across different time periods, as is done in many change point models (e.g., Fernhead, 2006; Benson and Friel, 2018), we expect to observe a change in the slope of the temperature across time. These types of change points are not explored in the literature as much as changes in the mean. Kim and Siegmund (1989) explore maximum likelihood estimation of change points in slope, but the change occurs at a fixed time point and only accounts for one change point. We assume changes occur instead at unknown periods of time, rather than fixed time points, and allow for multiple changes in the slope.

The Bayesian framework is ideal for capturing this more gradual change in slope. Rather than temperature changes occurring at a single point in time as in the illustration of Figure 1, a Bayesian model returns a posterior distribution – or a range – of times for the change. The Bayesian change point model, however, is not without its challenges. Specifically, short-term changes in temperature are common, making identifying the long-term changes of interest more difficult. These short-term changes may be temporally or spatially correlated and represent the regional environment or climate trends. Additionally, our data are over a long enough period of time that it’s possible there may be more than one change in the temperature slope – or none at all – and Bayesian models allowing for these possibilities can be quite complicated, often requiring difficult-to-implement model fitting algorithms such as reversible jump Markov change Monte Carlo (MCMC Green, 1995). Finally, the time of
the change point and corresponding slopes will be highly correlated, making Markov change Monte Carlo (MCMC) convergence difficult (Gregory, 2010).

We tackle these challenges making use of multiple tools. First, to aid in distinguishing between global/regional temperature patterns and more local temperature changes, we make use of spatio-temporal dependence by modeling measurements from multiple locations. Second, we make use of variable selection techniques used in more typical regression analyses to select the number of change points at each location. Third, we implement adaptive MCMC (Haario et al., 2005) to accommodate the challenge of convergence.

Bayesian spatio-temporal modeling has been used previously to determine change points. Majumdar et al. (2005) sought to identify changes in temporal and spatial associations; however, the change points they investigated represented changes in the spatio-temporal dependence processes, not changes in mean or slope. Further work has been contributed by Yu et al. (2008) who included temporal and spatial coefficients in their model to investigate the changes in assault rate decline over time. They fit several models with different numbers of change points and different fixed times of each change point in parallel and compared models using the deviance information criteria (DIC; Spiegelhalter et al., 2002). We also use DIC, a measure of the likelihood of competing models, for model selection. However, we make use of an automatic selection process for the number of change points, rather than a comparison of predetermined models.

In our model, we allow the number of changes in slope to be different – 0, 1, or 2 – at each measurement location. Thus, the total number of models to consider is $3^M$, where $M$ is the number of locations included in the model. Even if $M$ is relatively small, the number of models to compare is large. For eight locations there are 6,651 different models to consider. Thus, to select the number of change points at each location, we propose a “forward” selection, motivated by the forward selection used to select explanatory variables in multiple regression (see, for example Seber and Lee, 2003). This will allow us to find a good fitting model without exploring all possible models and will significantly ease computation of model exploration. Notably, two change points at a single location for a period of 60 years (the length of the data we analyze) will enable us to capture long-term changes in slope. If we were to allow more change points, we may risk overfitting the data by capturing shorter-term changes in slope that are more likely due to factors such as seasonal changes or temporary heat waves. Additionally, using DIC as a criteria in our model selection process will help avoid overfitting concerns, as it includes a penalization for more complex models.

To address issues of convergence, we take an adaptive MCMC approach. Adaptive MCMC methods have been studied and shown to improve efficiency of the algorithm (Haario et al., 2001; Roberts and Rosenthal, 2009). The methodology can also improve convergence diagnostics, as demonstrated by Chauveau and Vandekerkhove (2002). In our analysis, we use the single component adaptive Metropolis (SCAM; Haario et al., 2005).

The rest of the article is outlined as follows. In Section 2 we provide information about the
data used to illustrate the method. Section 3 describes the general change-point model and model-fitting considerations. The results of the proposed methodology and summary of the final fitted model are provided in Section 4. We finish with a discussion of considerations and future work in Section 5.

2 Data

The data set we use to illustrate our methodology comes from the Utah State University Climate Center (USUCC) weather database (USUCC 2017), which consists of temperature measurements from across locations in Utah for 123 years. We use daily minimum temperature as minimum temperatures are more sensitive to urbanization than daily maximum temperatures.

We selected eight locations of daily minimum temperature (degrees Celsius) measurements from stations that covered the state of Utah and had less than five percent of data missing: Blanding, Bluff, Cedar City Municipal Airport, Escalante, Fillmore, Salt Lake City International Airport, Woodruff, and Zion National Park. These locations and their official station names are mapped in Figure 2 using the R package ‘ggmap’ (Kahle and Wickham 2013).

We collected over 60 years of daily temperature readings (October 8, 1956 – December 31, 2016) and zero-centered the data at each location. Figure 3 shows these adjusted daily temperature measurements for each location. The seasonality of minimum temperature is readily visible. The linear increase or decrease in temperature, however, is not easily seen and any changes to this slope over time are even harder to see.

3 Methods

We first outline the model for a given number of change points at each location in Section 3.1. Then in Section 3.2 we outline our forward selection method for choosing the number of change points at each location. In Section 3.3 we provide some considerations for a few details of the model specification.

3.1 Model

Let \( y_{it} \) be the (zero-centered) temperature measurement at location \( i \) and time \( t \). We model

\[
y_{it} = \mu_{it} + \phi_{it} + \epsilon_{it},
\]

where \( \mu_{it} \) represents the mean process, \( \phi_{it} \) the spatio-temporal process, and \( \epsilon_{it} \) residual noise. We assume \( \epsilon_{it} \overset{iid}{\sim} \mathcal{N}(0, \sigma^2_\epsilon) \), where \( \sigma^2_\epsilon \) is the variance.

Using vector notation, we can write (1) for all locations and times under consideration. Let \( \mathbf{y}_i = (y_{i1}, \ldots, y_{iN})' \) be an \( N \times 1 \) vector of temperature measurements at location \( i \), where \( N \) represents the total number of days being considered and \( \mathbf{Y} = (\mathbf{y}_1', \ldots, \mathbf{y}_M')' \) be the \( NM \times 1 \)
Figure 2: Map of Utah containing the eight locations (orange dots) of daily temperature readings used in this analysis.
Figure 3: Zero-centered daily minimum temperature readings (Celsius) from each station. Percent of days without a measurement for each location are indicated in the title.
vector of observations for all \( M \) locations. Then,
\[
Y = \mu + \Phi + \epsilon, \tag{2}
\]
where \( \mu, \Phi, \) and \( \epsilon \) represent the corresponding \( NM \times 1 \) vectors of the mean process, spatio-temporal process, and noise, respectively.

The mean process, \( \mu, \) accounts for a changing linear trend in time – including any relevant change points – at each location. Using standard linear model notation, \( \mu \) can be written in the form \( \mathbf{X} \beta \). Consider the mean process for location \( i \) at time \( t \). We represent the mean process for a fixed number of change points \( q_i \), as
\[
\mu_{it} = \beta_{0i} + \beta_{1i} t^* I(t \leq \tau_{1i}) + (\beta_{2i} - \beta_{1i}) \tau_{1i}^* I(t > \tau_{1i}) + \beta_{2i} t^* I(\tau_{1i} < t \leq \tau_{2i}) + \ldots + \beta_{q_{i-1,i}} t^* I(\tau_{q_{i-1,i}} < t \leq \tau_{q_{i,i}}) + (\beta_{q_{i,i}} - \beta_{q_{i-1,i+1,i}}) \tau_{q_{i,i}}^* I(t > \tau_{q_{i,i}}) + \beta_{q_{i,i+1,i}} t^* I(t > \tau_{q_{i,i}}), \tag{3}
\]
where \( t^* \) represents the centered and scaled day, \( \beta_{qi} \) represents the coefficient corresponding to the \( q_{th} \) change point, and \( \tau_{qi} \) is the day of the \( q_{th} \) changepoint. To help facilitate the adaptive MCMC algorithm, we assume that \( \tau_{qi} \) is continuous; for use in (3), \( \tau_{qi}^* \) is \( \tau_{qi} \) rounded up to the nearest day and then scaled to match the scaling of \( t^* \). In our model, we scale \( t^* \) so that it is between \(-1 \) and \( 1 \).

It can be helpful to re-arrange the coefficients in Equation (3) so that, for \( q_{i} = 2 \), \( \mu_{it} \) can be written in the following form,
\[
\mu_{it} = \beta_{0i} + \beta_{1i} \left[ (t^* I(t \leq \tau_{1i}) + \tau_{1i}^* I(t > \tau_{1i})) \right] \\
+ \beta_{2i} \left[ \max\{0, t^* - \tau_{1i}^*\} I(t \leq \tau_{2i}) + (\tau_{2i}^* - \tau_{1i}^*) I(t > \tau_{2i}) \right] \\
+ \beta_{3i} \left[ \max\{0, t^* - \tau_{2i}^*\} I(t \leq \tau_{2i}) + (t^* - \tau_{2i}^*) I(t > \tau_{2i}) \right]. \tag{4}
\]

Figure [1] shows how the different coefficients contribute to the mean function. In this figure, we fix \( \beta_{0i} = 0, \beta_{1i} = 1.9, \beta_{2i} = 2.4, \beta_{3i} = 1.3, \tau_{1i} = 7000 \) (day that corresponds to December 7, 1975), and \( \tau_{2i} = 14600 \) (day that corresponds to September 27, 1996). By parameterizing the mean process this way, the coefficients represent the slope between corresponding time periods.

Extending Equation (4) to matrix notation, let \( \beta_i = (\beta_{0i}, \beta_{1i}, \ldots, \beta_{q_{i+1,i}})' \) be the \( (q_{i} + 2) \times 1 \) vector of coefficients and \( \mathbf{X}_i \) be the corresponding \( N \times (q_{i} + 2) \) matrix. Then, \( \mu_i = \mathbf{X}_i \beta_i \) for each location. The mean process for all locations can then be represented using an \( NM \times (2M + Q) \) block diagonal matrix \( \mathbf{X} \), where \( Q = \sum_{i=1}^{M} q_i \) is the total number of change points in the model and the \( i \)th block diagonal of the matrix \( \mathbf{X} \) contains the matrix \( \mathbf{X}_i \). The corresponding \( (2M + Q) \times 1 \) vector of coefficients is \( \beta = (\beta_1', \ldots, \beta_N')' \). Thus,
\[
\mu = \mathbf{X} \beta. \tag{5}
\]

To account for spatio-temporal dependencies between temperature readings, we choose to use basis functions. Using basis functions to model spatio-temporal dependence reduces the
dimensions and increases the ease of computation (see, e.g., Cressie and Johanneson, 2008). Let $\phi_t = (\phi_{1t}, \ldots, \phi_{Mt})'$ be the $M \times 1$ vector representing the spatial process at time $t$. We model this process such that,

$$\phi_t = B\gamma_t,$$

(6)

where $B$ is an $M \times K$ matrix of spatial basis functions, $\gamma_t = (\gamma_{1t}, \ldots, \gamma_{Kt})'$ is a $K \times 1$ vector of coefficients, and $K$ is the choice for number of spatial bases.

To account for temporal dependence, we model $\gamma_t$ using temporal bases. Since the number of time points – and therefore the number of $\gamma_t$'s – is very large, a basis function expansion to reduce the dimensions is computationally necessary. Let $\gamma_k = (\gamma_{k1}, \ldots, \gamma_{kN})'$ be the $N \times 1$ vector representing the coefficients for the $k$th spatial basis. Then,

$$\gamma_k = H\alpha_k,$$

(7)

where $H$ is the $N \times L$ matrix of temporal bases, and $\alpha_k$ is an $L \times 1$ vector of coefficients.

There are many possible spatial and temporal basis functions to use for $B$ (e.g., Calder et al., 2002; Katzfuss and Cressie, 2012) and $H$ (e.g., Zumer et al., 2008; Furgale et al., 2012; Novosad and Reader, 2016); our choice for spatial and temporal basis functions will be described in Section 3.3.

The spatial process, $\Phi$, can then be written using $B$ and $H$. Let $B^* = (B \otimes I_N)$ and $H^* = (I_K \otimes H)$, where $I_N$ is the $N \times N$ identity matrix. Additionally, let $\alpha = (\alpha_1', \ldots, \alpha_K')'$ be the vector of all spatio-temporal coefficients. Then,

$$\Phi = B^*H^*\alpha.$$  

(8)

Note that $B^*H^* \equiv (B \otimes H)$.

Making use of Equations (5) and (8), Equation (2) can be written as

$$Y = X\beta + B^*H^*\alpha + \epsilon.$$  

(9)

Thus, the likelihood of $Y$ is

$$Y|X, \beta, \alpha, \sigma_\epsilon^2 \sim N(X\beta + B^*H^*\alpha, \sigma^2 I_{NM}).$$  

(10)

For all parameters other than the change points, we use conjugate prior distributions, specifically,

$$\beta \sim N(0_\beta, \Sigma_\beta),$$

$$\alpha \sim N(0_\alpha, \Sigma_\alpha),$$

$$\sigma_\epsilon^2 \sim InvGamma(a_{\sigma_\epsilon^2}, b_{\sigma_\epsilon^2}).$$
where $\mathbf{0}_\beta$ and $\mathbf{0}_\alpha$ represent the vectors of zeros with the same length as $\beta$ and $\alpha$, respectively, $\Sigma_\beta$ and $\Sigma_\alpha$ represent the prior covariance matrices for $\beta$ and $\alpha$, and $a_{\sigma^2}$ and $b_{\sigma^2}$ represent the shape and scale parameters so that the prior expected value of $\sigma^2$ is $b_{\sigma^2}/(a_{\sigma^2} - 1)$.

The prior distributions for each change point, $\tau_{qi}$, is dependent on the number of change points at location $i$. If location $i$ has one change point, then,

$$\tau_{1i} \sim \text{Unif}(b_i, N - b_i),$$

where $b_i$ is a bound we choose to avoid change points too close to the beginning or end of the time period. If location $i$ has two change points, then,

$$\tau_{1i} \sim \text{Unif}(b_i, N - b_i),$$
$$\tau_{2i}|\tau_{1i} \sim \text{Unif}(\tau_{1i} + \delta_i, N - b_i),$$

where $\delta_i$ is a bound that separates the two change points. Without the bound, posterior distributions for both change points may be too near each other and not provide distinct change points. Thus, the bound allows for some separation. These priors can be further expanded to include locations with more than two change points, adding in a new $\delta$ parameter to separate subsequent change points.

Since the prior distributions for $\beta$, $\alpha$, and $\sigma^2$ are conjugate with the likelihood, the full conditional distributions can be easily derived. These are,

$$\beta|\alpha, \sigma^2, \tau, Y \sim \mathcal{N}\left(\frac{1}{\sigma^2} \Sigma^*_\beta X'(Y - B^*H^*\alpha), \Sigma^*_\beta\right),$$
$$\alpha|\beta, \sigma^2, \tau, Y \sim \mathcal{N}\left(\frac{1}{\sigma^2} \Sigma^*_\alpha (B^*H^)'(Y - X\beta), \Sigma^*_\alpha\right),$$
$$\sigma^2|\beta, \alpha, \tau, Y \sim \text{InvGamma}\left(a_{\sigma^2} + 0.5 NM, b_{\sigma^2} + 0.5 E'E\right),$$

where $\tau$ represents a vector with all change points across all locations and

$$\Sigma^*_\beta = \left(\frac{1}{\sigma^2} X'X + \Sigma_\beta\right)^{-1},$$
$$\Sigma^*_\alpha = \left(\frac{1}{\sigma^2} (B^*H^)'(B^*H^) + \Sigma_\alpha\right)^{-1},$$
$$E = (Y - X\beta - B^*H^\alpha).$$

There is not a conjugate prior for the $\tau_{qi}$’s. Thus, we use an adaptive Metropolis random walk algorithm, making use of the SCAM algorithm (Haario et al., 2005).

### 3.2 Model Selection

The columns of the $X$ matrix depend on the change points in the model – both how many change points and the time of each change point. The model requires the number of change
points to be fixed and then estimates the times of the change points. Fixing the number of change points in the model is practical since the time of the change point can only be determined if a change point exists. Thus, we propose a method for choosing the number of change points at each location.

This analysis is motivated by identifying long-term changes in temperature behavior, therefore, we limit the number of possible change points at any given location to be 0, 1, or 2. Of course this method could be expanded to have more change points for other applications. As mentioned before, with three different possible number of change points at each location, the total number of possible models to compare would be $3^M$, which increases exponentially as the number of locations increases. Instead of comparing all models, to reduce computational burden, we propose a “forward” change point selection process based on DIC. We use DIC because of its ability to account for model complexity and its efficacy in parallel model selection, as demonstrated by Congdon (2005).

Spiegelhalter et al. (2002) defines DIC to be

$$DIC = p_D + \bar{D},$$

(14)

where $p_D$ represents the number of effective parameters in the model and $\bar{D}$ represents the mean deviance. $\bar{D} = (1/N_D) \sum_{n=1}^{N_D} D_n$, where $N_D$ represents the number of deviations calculated from the samples of the posterior distribution and $D_n$ represents the deviation calculated at the $n$th posterior sample. Specifically,

$$D_n \equiv D(\theta_n) = -2 \log f(y|\theta_n),$$

(15)

where $\theta_n$ is the $n$th draw of the vector of posterior samples of $\theta$ and $f(\cdot)$ is the likelihood defined in Equation (2). Furthermore, $p_D = \bar{D} - D(\bar{\theta})$, where $D(\bar{\theta})$ is the deviance in Equation (15) evaluated at the posterior mean of $\theta$. For computing the DIC using Equation (2), $\theta = (\mu', \Phi', \sigma^2\epsilon)'$, using equations (5) and (8) to compute the posterior sampled values of $\mu$ and $\Phi$.

We use this definition of DIC as the criteria for selecting models in our forward selection process. As with forward selection in regression, the idea is to slowly add change points at each location, fit the model for that combination of change points, and compare the resulting DIC. The process will ideally find a model that minimizes, or nearly minimizes, DIC and is thus a good fit for our data.

We additionally choose models based on convergence, as some models may not converge. For example, if a model has too many change points, the posterior distribution for the time of the change point may cover the entire time period of the analysis, making convergence difficult. We assume that a model that converges is more likely to contain the correct number of change points than a model that does not converge. We explore this in our simulation study described in Section 4.1.
To assess convergence automatically within the proposed forward selection process, we examine the effective sample size (ESS) of all parameters and the posterior standard deviation of the change points. We use the effective sample size as defined by Gong and Flegal (2016) and compute using the “mcmcse” R package (Flegal et al., 2020). ESS is smaller for samples with strong autocorrelation. As with many Bayesian models, we expect autocorrelation to be high. Our simulation study indicated that the “true” model never had a parameter with ESS less than 1.5% of the number of saved posterior draws. Thus, we select from models where the ESS for all parameters are above 1% of the saved posterior draws. We also select from models where the posterior standard deviation of all the change points are less than 2500 days.

The forward selection process has the following main steps:

1. Begin with the model where no change points are present in any location.

2. Add one change point to each location, creating $M$ more models to consider. An example of this where $M = 8$ is shown in Table 1.

3. Obtain samples from the posterior distributions of the model parameters by fitting each model via MCMC.

4. Compute and compare DIC values for each model. From the models that meet the ESS and posterior standard deviation criteria, select the model with the smallest DIC. (If none of the models converge, either stop the selection process, or choose the model with the smallest DIC.)

5. Using the chosen model, add one change point to each of the locations, creating $M$ new models, similar to Step 2. If there are more than two change points at any location for any model, do not fit that model.

6. Repeat steps 3–5 until either no models converge or no more change points can be added (i.e., all locations have two change points).

7. Compile all models generated by the process and locate, from the converged models, the model with the smallest DIC. This will be the model chosen for inference.

A backwards or step-wise selection process could also be considered.

### 3.3 Model Considerations

Three additional considerations are necessary for defining the model: choosing the spatial and temporal bases, the number of bases to use ($K$ and $L$), and the boundary values for the change point prior distributions.

The number of bases used for the spatio-temporal dependence has some trade-offs. In general, fewer bases make a smoother spatio-temporal process and is easier to fit computationally.
Table 1: The number of change points at each location for the first set of models fit in the forward selection process.

| Location       | Model | A | B | C | D | E | F | G | H |
|----------------|-------|---|---|---|---|---|---|---|---|
| 1              |       | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2              |       | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3              |       | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4              |       | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 5              |       | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| 6              |       | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| 7              |       | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| 8              |       | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 9              |       | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |

In contrast, more bases are not as smooth and will be more sensitive to short-term changes in temperature, thus possibly overfitting the data. Examples of such basis function expansions are explored by, for example, Higdon (2002); Lee and M. (2011); Sloan et al. (2017). Additionally, because the change points are being modeled in the mean process, care must be taken to ensure that the bases and $X$ are not collinear.

We represent the temporal dependence using the Fourier basis function expansion. These basis functions are built from the Fourier series and Fourier transform (see, e.g., Stein and Weiss, 1971). This representation of the basis function has been found to compare favorably to other common basis function expansions (Konidaris and Osentoski, 2008) and is thus applicable to represent the periodic temporal dependence. The $\ell$th Fourier basis function at time $t$, $\xi_\ell(t)$, is defined as

$$
\xi_\ell(t) = \begin{cases} 
0, & \text{if } \ell = 0 \\
\cos \left( \frac{\ell+1}{A} \pi t \right), & \text{if } \ell > 0 \text{ and } \ell \text{ is odd} \\
\sin \left( \frac{\ell}{A} \pi t \right), & \text{if } \ell > 0 \text{ and } \ell \text{ is even}
\end{cases}
$$

(16)

where $A$ represents the estimated period for the time series, in our case $A = 365.25$ (Konidaris and Osentoski 2008). Thus, in our analysis, the $\ell$th column and $t$th row is equal to $\xi_\ell(t)$.

We model spatial dependence using empirical orthogonal functions (EOF's; Navarra and Simoncini, 2010). Because the data follow very similar seasonal behavior, we compute the EOF’s based on the correlation between locations after subtracting the fitted linear and seasonal trend from each location’s measurements. Let $\eta_i$ be the $N \times 1$ vector of residuals for the $i$th location, such that,

$$
\eta_i = y_i - X_{i0} \hat{\beta}_i - H \hat{\alpha}_i,
$$

(17)

where $X_{i0}$ is the $X_i$ matrix with zero change points, $\hat{\beta}_i$ and $\hat{\alpha}_i$ are the maximum likelihood estimates of the linear model fit to the $i$th location of temperature measurements. Let $\Sigma_\eta$
be the $M \times M$ correlation matrix with the $ij$th element equal to the correlation between $\eta_i$ and $\eta_j$. The eigendecomposition of the matrix $\Sigma_\eta$ is

$$\Sigma_\eta = W \Lambda W^{-1},$$

where $W$ is an $M \times M$ matrix consisting of the eigen vectors associated with each eigen value found along the diagonal of the $M \times M$ matrix $\Lambda$. The EOF’s are the columns of $W$ and the matrix $B$ contains the first $K$ of these vectors.

We use the mean-squared error (MSE) to select the number of temporal bases. For different values of $L$ (2, 4, 6, 8, and 10), we compute the MSE $\sum_{i=1}^{M} \eta_i' \eta_i$. At a certain point, adding more bases only minimally changes the MSE. We choose the number of bases that reduces the MSE from the prior number of bases by less than 1%. In our data analysis, $L = 8$.

The number of spatial bases is chosen based on the eigenvalues of $\Sigma_\eta$, using the eigenvectors corresponding to the largest eigenvalues. In our data analysis, $K = 3$. Images of the values of the bases for each location of the data analysis are provided in the Supplementary Document.

A final consideration for this model is the boundary points for the change points. We consider boundary points where change points are too close to each other or at the edges of the time period. Since temperature changes are gradual over time, we assume there will not be meaningful change points within a small time period of each other. Any change points that exist too closely together should essentially be swept up into the posterior distribution of one change point, since they account for the same gradual change in temperature.

In some sense, the boundaries can help with convergence since they help to avoid the issue of overlapping posterior distributions for more than one change point. However, these bounds can also add convergences issues. For example, say the upper boundary for possible change points at a location is $t = 20000$. If a true change point were to exist at $t = 19999$, getting draws at this value would be difficult, since all draws above $t = 20000$ would be rejected. Thus, the few accepted values will have a small ESS and not converge. However, this issue could also arise when forcing more change points than are necessary. If the model attempts to fit two change points to a location where only one (or zero) exists, the second will not converge. The algorithm will continue to search for such a change point until it reaches the upper boundary, at which point it may accept some values. Thus, convergence issues in models with both change points near the boundaries may or may not be due to the wrong choice of number of change points. Thus, the boundary points may be chosen to exclude identifying change points at or near the boundary that are not of interest to the researcher.

4 Data Analysis

We first use a synthetic (simulated) data set to examine the efficacy of the proposed methodology. Specifically, we perform a simulation study to: examine if the proposed forward selection process identifies the data-generating model, determine the number of posterior samples needed for the DIC to differentiate between the models, and select cut-offs for the ESS and
We then apply the proposed methodology to temperature measurements from eight locations across Utah, as described in Section 2. We examine the model selected and take a close look at the inference from the selected models and its implications for changing temperatures at each location.

4.1 Synthetic Data

To determine the efficacy of our model and method, we create a synthetic data set of the same size as the temperature data, specifically 22,000 observations for eight locations. The “true” number of change points are shown in the highlighted row of Table 2. The temporal and spatial bases were defined using the observed data as described in Section 3.3 with a choice of four temporal bases and one spatial basis, as was selected by Arthur (2018). The parameter values used to create the synthetic data are provided in the Supplementary Document.

We ran the MCMC algorithm for 122,000 iterations, discarded 2,000 as burn-in, and thinned by five for memory purposes. This left 24,000 saved draws from the posterior distributions of each parameter. Prior parameters are \( \Sigma_\beta = 10,000 I \), \( \Sigma_\alpha = 10,000 I \), \( a_{\sigma^2} = 10 \), \( b_{\sigma^2} = 1 \), and \( b_i = \delta_i = 2000 \) for all locations. We make use of the “parallel” package in R (R Core Team, 2021) to fit the models in parallel.

Table 2 shows the change points for each model chosen at each step of the forward selection process. Each model was chosen because it had the smallest DIC value compared to the other models fit in that step. Thus, the model with the smallest DIC in the table is also the model with the smallest DIC of all 82 models fit. Happily, the model with the smallest DIC had the same number of change points as the true number used to create the data. Thus, the forward selection process was effective at choosing the correct model for the synthetic data set. We repeat the selection process with different random seeds and the results are the same – the method repeatedly selects the model with the true number of change points.

Some of the DIC values in Table 2 are very close to one another. Because we use MCMC to approximate the posterior distributions, the computed values of DIC are also approximate. Thus, there will be some possibility that the DIC value from a wrong model will be smaller than the DIC from the true model simply due to Monte Carlo error. We therefore use the synthetic data set to examine possible DIC values for the true model. We compare this distribution of computed DIC values to the computed values from two wrong models: one similar to the truth and one completely different from the truth. For the method to correctly distinguish between the true and wrong models, the range of computed DIC values from the true model should be distinct from and lower than the DIC values from the wrong models.

Table 3 shows the number of change points fit at each location for the three different models. We designed the similar model to have only one location with a different number of change points from the truth. We designed the wrong model to have a completely different number of change points at every location.
Table 2: The change points for each model chosen at each step of the forward selection process, with the model with the smallest DIC (and the true generating model) highlighted in gray.

| Step | Location | DIC       | Min ESS   |
|------|----------|-----------|-----------|
| 1    | 0 1 0 0 0 0 0 0 | 1068613.7 | 2114.72   |
| 2    | 0 1 0 1 0 0 0 0 | 1068525.5 | 528.61    |
| 3    | 0 1 0 1 1 0 0 0 | 1068459.4 | 516.37    |
| 4    | 0 1 0 1 2 0 0 0 | 1068360.3 | 656.21    |
| 5    | 0 1 1 1 2 0 0 0 | 1068334.7 | 458.84    |
| 6    | 0 1 2 1 2 0 0 0 | 1068356.6 | 356.64    |
| 7    | 0 1 2 1 2 0 1 0 | 1068338.3 | 346.46    |
| 8    | 1 1 2 1 2 0 1 0 | 1068338.5 | 328.7     |
| 9    | 1 1 2 1 2 0 2 0 | 1068339.8 | 309.97    |
| 10   | 2 1 2 1 2 0 2 0 | 1068341.6 | 355.19    |
| 11   | 2 1 2 1 2 0 2 1 | 1068343.2 | 412.72    |
| 12   | 2 1 2 1 2 1 2 1 | 1068345.1 | 425.44    |
| 13   | 2 1 2 1 2 2 2 1 | 1068347.2 | 467.14    |
| 14   | 2 1 2 1 2 2 2 2 | 1068349.1 | 321.73    |
| 15   | 2 2 2 1 2 2 2 2 | 1068350.5 | 36.99     |
| 16   | 2 2 2 2 2 2 2 2 | 1068352.0 | 9.36      |

Table 3: Number of change points at each constructed location for three models fit to the synthetic data to compare the DIC.

| Model         | Location |
|---------------|----------|
| True Model    | 0 1 1 1 2 0 0 0 |
| Similar Model | 0 2 1 1 2 0 0 0 |
| Wrong Model   | 2 2 0 2 0 1 2 1 |
Table 4: Overlap index comparing distribution of the computed DIC values from the true model to similar model (2nd column) and the wrong model (3rd column) for different posterior sample sizes.

| Sample Size | True-Similar | True-Wrong |
|-------------|--------------|------------|
| 2,000       | 0.5341       | 0          |
| 8,000       | 0.0405       | 0          |
| 16,000      | 0.0861       | 0          |
| 20,000      | 0.0022       | 0          |

Each model listed in Table 3 is fit 20 separate times using different random seeds. We compare the DIC values from the 20 fitted models for different number of saved posterior draws. After 2,000 burn-in and thinning by every fifth draw, we examine the DIC values for 2,000, 8,000, 16,000, and 20,000 saved posterior draws.

We use an overlapping index to measure the distinctness of the fitted DIC values for each model. Pastore and Calcagni (2019) propose an overlapping index that can be thought of as a measure of misclassification, where 0 indicates no overlap (the distributions are distinct), and 1 indicates full overlap (the distributions are the same). The index is estimated using samples from the two distributions using the “overlapping” package in R (Pastore and Calcagni, 2019). We compute the overlapping index for the DIC values from the true model and compare these values to the DIC values from the similar and wrong model. Ideally, the overlapping index would be 0 for both of these comparison models.

Table 4 shows the overlapping index for the posterior sample sizes considered. For even 2,000 saved posterior draws, the DIC values between the true model and the wrong model are easy to distinguish, with the overlapping index between the two equal to 0. However, the DIC values overlap quite a bit between the true and similar models, with an overlapping index of 0.5341. At 20,000 saved posterior saved values, the overlapping index reduces to 0.0022.

We also examined the ESS values and the posterior standard deviations of these three models to examine the Monte Carlo variability for these values. The smallest ESS for the parameters of the 20 times we fit the true model with 20,000 saved posterior draws was 309, or more than 1.5% of the sample size. The largest posterior standard deviation of the change points was 1154. We use these as guidelines for the convergence cut-offs for the temperature data analysis.

### 4.2 Utah Temperature Data

We now explore the forward selection process on the Utah minimum daily temperature measurements. In contrast to the simulation study, we do not expect our change point model to exactly match the true data generating process. Therefore, our goal is not to identify the true model, but rather a good model that we can explore to better understand
Table 5: Number of change points for each location, DIC, MSE, and smallest ESS for the five fitted models chosen from the forward selection process for the Utah temperature data.

| Model | Location | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | DIC  | MSE  | Min ESS |
|-------|----------|---|---|---|---|---|---|---|---|------|------|--------|
| 1     | Blanding | 1 | 2 | 2 | 0 | 1 | 1 | 1 | 0 | 1036232 | 18.524 | 630.15 |
| 2     | Bluff   | 2 | 2 | 2 | 0 | 1 | 1 | 1 | 0 | 1036102 | 18.510 | 331.42 |
| 3     | Cedar   | 2 | 2 | 2 | 0 | 1 | 2 | 1 | 0 | 1036122 | 18.512 | 309.43 |
| 4     | Escalante | 2 | 1 | 2 | 0 | 1 | 2 | 1 | 0 | 1036306 | 18.531 | 815.90 |
| 5     | Fillmore| 2 | 2 | 1 | 0 | 1 | 2 | 1 | 0 | 1036238 | 18.524 | 509.78 |

temperature behavior changes at different locations.

For the forward selection process, we use the same prior distributions that we used for the synthetic data. We fit the MCMC using a burn-in of 20,000 iterations and thin every 5th. At each step of the forward selection process, a model is considered if the ESS of all parameters are at least 1% of the saved iterations and the standard deviation of the change points are smaller than 2500.

We fit the forward selection process three different times and all three arrived at different, but similar, final models. When the selection processes diverged, it was either because a similar model had a smaller DIC or because one of the models met the ESS criteria in only one run of the selection processes. Based on these results, we chose five models to compare: the three chosen based on the selection processes and two additional models that had smaller DIC values but did not meet the initial ESS criteria. We fit these five models for 40,000 total saved iterations (burning 22,000 and thinning by 5). We examined the Geweke convergence diagnostic (Geweke, 1992) for all parameters for each model using the “coda” package (Plummer et al., 2006). All diagnostic values fell between -3 and 3. Table 5 shows the number of change points at each location, DIC, MSE, and smallest ESS for each parameter of each model.

All five models are consistent in identifying which locations do not have change points: Escalante and Zion National Park. Both of these locations are part of national preserves (monument and park, respectively), thus, urbanization is unlikely. All five models likewise find that both Fillmore and Woodruff have one change point. Considering Fillmore, all five models identify a change point that ranges between 1970 and 1980. Figure 4a shows the posterior distribution of the change point and the estimated mean process of Fillmore for Model 1. Figure 4b shows 100 realizations from the posterior of the mean process for Fillmore, $\mu_5$, where a change point in the mid-to-late 70’s is visible. Although Fillmore is a relatively small city (current population around 2000), during this time period, the population of Fillmore increased by 50% (United States Census Bureau, 2020). The station itself is in the middle of the city (see Figures 4c and 4d, mapped using R package ‘ggmap’;
Kahle and Wickham (2013), thus, temperatures at that location are likely sensitive to city-wide growth. Woodruff is a much smaller city and, to save on space, a discussion of the change point identified by the five models for this location is provided in the Supplementary Document.

The five models disagree on which locations should have two change points. This is not surprising since, for example, having more change points in the model creates more dependence between model parameters and makes it more difficult for the MCMC to converge. Consider the Salt Lake City Airport station, where two models fit one change point and the other three models fit two change points. In this case, the mean processes are quite diverse. Figure 5 shows 50 realizations from the posterior distribution of the mean process for each of the five fitted models. Models 1, 2, and 5 estimated increasing mean temperatures at the end of the time period around 2010, while Models 3 and 4 estimated changes in the mean process around the 1970’s and 1980’s. The Salt Lake International Airport has undergone several large improvements over the last sixty years. According to the airport’s website (Salt Lake City International Aiport, 2020), “from 1975 to 1980, the airport grew to 7500 acres,” and two terminals were expanded and remodeled in the early 1980’s. Additionally, construction began on a complete overhaul of the airport terminals and parking structures in 2014. It may be that only two change points is not sufficient to model the construction changing land surface happening around this station.

Similar figures and discussions are provided for all eight locations in the Supplementary Document.

## 5 Discussion

In this work we proposed a change point selection process as a practical approach to determining an appropriate change point model for spatio-temporal data. This is useful in the current application examining changes in temperature increases and decreases over time. Other uses for this modeling approach include other environmental or economic applications. The data analysis identified change points that made sense with known urbanization patterns of some locations.

The forward selection process does not necessarily evaluate the same models when fit multiple times. This is because the selection processes explored different combinations of change points and thus there arose inconsistencies in the chosen models from each repetition. This highlights the need for the change point selection methodology to fully explore the space of change point combinations. Other methods that potentially do this, such as reversible jump MCMC (Green, 1995), often have difficult implementation and similar difficulties exploring the parameter space. As demonstrated using the synthetic data set, the methodology we propose allows the selection process to explore as many change point combinations as possible through a simpler implementation.

Future work will examine these same models but for maximum daily temperature measure-
Figure 4: (a) Posterior distribution for the date of Fillmore’s change point, $\tau_{1.5}$. (b) 100 realizations from the posterior of the mean process of Fillmore, $\mu_5$. (c) Satellite view of the city of Fillmore. The station is marked with the orange dot. (d) Satellite view of the location of the station, marked in orange.
Figure 5: 50 realizations from the posterior distribution on the mean process of the Salt Lake City Airport station, $\mu_6$, for each of the fitted models listed in Table 5.
ments and the difference between the maximum and minimum daily temperature measurements and compare change points identified from these alternative temperature measures.
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