Sensitivity of Tropical Cyclone Idai Simulations to Cumulus Parametrization Schemes
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Abstract: Weather simulations are sensitive to subgrid processes that are parameterized in numerical weather prediction (NWP) models. In this study, we investigated the response of tropical cyclone Idai simulations to different cumulus parameterization schemes using the Weather Research and Forecasting (WRF) model with a 6 km grid length. Seventy-two-hour (00 UTC 13 March to 00 UTC 16 March) simulations were conducted with the New Tiedtke (Tiedtke), New Simplified Arakawa–Schubert (NewSAS), Multi-Scale Kain–Fritsch (MSKF), Grell–Freitas, and the Betts–Miller–Janjic (BMJ) schemes. A simulation for the same event was also conducted with the convection scheme switched off. The twenty-four-hour accumulated rainfall during all three simulated days was generally similar across all six experiments. Larger differences in simulations were found for rainfall events away from the tropical cyclone. When the resolved and convective rainfall are partitioned, it is found that the scale-aware schemes (i.e., Grell–Freitas and MSKF) allow the model to resolve most of the rainfall, while they are less active. Regarding the maximum wind speed, and minimum sea level pressure (MSLP), the scale aware schemes simulate a higher intensity that is similar to the Joint Typhoon Warning Center (JTWC) dataset, however, the timing is more aligned with the Global Forecast System (GFS), which is the model providing initial conditions and time-dependent lateral boundary conditions. Simulations with the convection scheme off were found to be similar to those with the scale-aware schemes. It was found that Tiedtke simulates the location to be farther southwest compared to other schemes, while BMJ simulates the path to be more to the north after landfall. All of the schemes as well as GFS failed to simulate the movement of Idai into Zimbabwe, showing the potential impact of shortcomings on the forcing model. Our study shows that the use of scale aware schemes allows the model to resolve most of the dynamics, resulting in higher weather system intensity in the grey zone. The wrong timing of the peak shows a need to use better performing global models to provide lateral boundary conditions for downscalers.
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1. Introduction

Tropical cyclones are low-pressure systems that develop over warm tropical and subtropical waters [1]. When they make landfall, these systems can result in very heavy rainfall, storm surges and flooding. In the United States, they were found to account for one third of the trend in extreme precipitation [2]. These systems occur in both the Northern and Southern Hemispheres with similar intensity. They are associated with high sea surface temperatures, and thus exhibit seasonality centred around the warmer months [3]. Southeast Africa is also impacted by these systems, with Madagascar and Mozambique being the two countries that experience the most damage caused by tropical cyclones which develop in the South West Indian Ocean (SWIO) basin [4,5]. Mozambique is considered the most vulnerable to these systems because 39% of its population lives below 100 m elevation [6].

According to Mavume et al. [7], 16 tropical cyclones made landfall over Mozambique during the period 1980–2007. A notable tropical cyclone that developed during the period is Eline which initiated in the eastern Indian ocean where it was named Leon. The system was renamed Eline when it entered the SWIO basin. Eline made landfall on Madagascar, with a second landfall over Mozambique, and its remnants tracked farther west into Southern Africa resulting in rainfall over a number of countries including Namibia [8]. Chikoore et al. [5] reported on the January–March 2012 tropical cyclone season in which five systems either developed or were drawn into the Mozambique Channel. Another notable event was tropical cyclone Dineo whose remnants filled the Gaborone Dam in Botswana in February 2017 [9], and also severely impacted vulnerable communities in southern Zimbabwe[10]. More cyclones have made landfall in the recent past with category 4 tropical cyclones Idai and Kenneth making landfall in Mozambique during the 2018/2019 summer season [11]. Tropical storm Chalane and category 2 cyclones Eloise and Guambe made landfall in Mozambique during the 2020/2021 austral summer season. Tropical cyclone Jobo made a rare landfall over Tanzania in April 2021. According to Malherbe et al. [12], the frequency of tropical cyclones in the SWIO is projected to decrease towards the end of the 21st century, with a northward migration due to the strengthening of the subtropical ridge of high pressure.

The current study focuses on tropical cyclone Idai, an intense category 4 storm associated with very strong winds [13] which caused devastation in Mozambique, Zimbabwe and Malawi. The event was so devastating that the World Meteorological Organization (WMO) sent a mission to Mozambique to investigate the state of affairs in relation to weather forecasting, response, and impacts associated with the event [14]. According to the ensuing WMO report, over 600 lives were lost whilst over 1600 people were injured and over 1.8 million people were affected in Mozambique. The event resulted in a cholera outbreak with over 6500 confirmed cases, which was subsequently contained by a vaccination programme of over 800,000 people [15]. The event also impacted the power grid in Southern Africa due to damaged infrastructure in Mozambique as the country exports electricity to the neighbouring countries [16]. Land degradation was indicated by a notable decrease in the Normalized Difference Vegetation Index (NDVI) following the event [17]. In Zimbabwe, 270,000 people were affected and 340 lives were lost, while many lost their homes and livelihoods. School and agriculture infrastructure was also damaged [18].

Responses to extreme weather events ahead of an event or humanitarian relief efforts after the event can be impacted by social, economic and political factors, as was found in Zimbabwe following Idai [19]. One of the ways to reduce vulnerability to weather extremes is through the use of weather forecasts [20] to support responses before the event occurs. Forecasting weather with a lead time that goes beyond nowcasting relies on the use of Numerical Weather Prediction (NWP) models [21]. A number of studies have considered the performance of global and regional models for forecasting tropical cyclones that develop in the SWIO basin. Reason and Keibel [8] for example, compared forecasts of tropical cyclone Eline issued by tropical cyclone Regional Specialised Meteorological Centre (RSMC) La Réunion (Météo France) and by the Mauritius Meteorological Services
who rely on UK Met Office (UKMO) and Méteo France NWP models, as well as rainfall forecasts from the then South African Weather Bureau (SAWB). They found that the issued forecasts did provide useful information, especially for the track and landfall position of Eline, although there were some errors in the forecast speed and intensity of the storm. Dyson and Van Heerden [22] showed that the SAWB Eta model captured the geographical distribution of rainfall in the northeastern parts of South Africa during two heavy rainfall events in February 2000 including Eline, but that rainfall totals were underestimated by some 50%.

Chikoore et al. [5] studied the performance of models made available through the WMO Severe Weather Forecasting Demonstration Project (SWFDP) when simulating two tropical cyclones in 2012—Dando and Irina. The models underestimated Dando’s precipitation, but overestimated that of Irina, and this was associated with the missed forecasts of tropical cyclone tracks by the models. Moses and Ramotonto [9] compared two global models, those of the European Centre for Medium-Range Weather Forecasts (ECMWF) Integrated Forecasting System (IFS) and of the National Center for Environmental Prediction (NCEP) Global Forecast System (GFS), when forecasting tropical cyclone Dineo. The study found that IFS outperformed the GFS in capturing the maximum rainfall values, location and intensity of the storm, while GFS performed better with the location of maximum rainfall, the location of a cloud band associated with the storm and overall rainfall amount. Some of the challenges mentioned above in forecasting tropical cyclones may be associated with limited observations for data assimilation purposes, or to shortcomings in models themselves, including the treatments of subgrid processes that must be parameterized.

Cumulus parameterization schemes are thought to be associated with much of the uncertainty in weather and climate simulations [23]. There are many cumulus schemes available in the research community, and a number of studies have investigated the sensitivity of different types of events to these schemes, including simulations of tropical cyclones, e.g., [24–26]. These climatological studies based on 2, 10, or 30 years of data found that the simulated frequency, intensity, cyclone track, and associated rainfall differ amongst the different convection schemes. Radhakrishnan and Balaji [27] studied the impact of different physics settings in the Weather Research and Forecasting (WRF) model when simulating tropical cyclone Jal and found the best suite for tracks is not best for intensity. The study also found that tracks were sensitive to the cumulus, planetary boundary layer, microphysics and long-wave radiation parameterizations, while intensity was found to be primarily sensitive to the cumulus scheme chosen. Davis [28] showed that resolution also has an impact on the simulated intensity of storms, with models using a grid spacing of 0.25° or less, expected to underestimate the number of category 4 and 5 storms.

As computational resources improve, the model resolution that organisations can afford increases. Although this can often prove beneficial, increases in resolution can also present scientific challenges to the meteorological community. In particular, some parameterization schemes may become obsolete if they rely upon assumptions that no longer hold at the higher resolution. The term “grey zone” is becoming increasingly used to describe scales at which the length scale of the event being simulated is similar to the grid length of the model [29,30]. Some of the newer parameterization schemes were developed in a way that allows their behaviour to adapt with changing resolution, and these are called scale aware schemes, e.g., [31,32]. Somses et al. [33] and Champion and Hodges [34] showed that switching off the convection scheme when a grid length of less than 5 km is used results in higher rainfall intensity being simulated. Furthermore, Steeneveld and Peerlings [29] indicated that the use of scale-aware schemes is beneficial for the representation of deep convection in the grey zones. Our study aimed to investigate the performance of different convection schemes in the grey zone when simulating a tropical cyclone. The next section describes the methodology, model and data used in the study, and the event itself is described in Section 3, while results of simulations are presented in Section 4, and summary and conclusions are discussed at the end.
2. Model, Data and Simulations

The experiments in this study were conducted using the Weather Research and Forecasting (WRF) version 4.1.2 model [35]. WRF is a non-hydrostatic model that can be used to produce operational forecasts as well as for research purposes for a range of space and timescales from inertial subranges to synoptic scales. Model prognostic variables include the vertical and horizontal wind components, cloud microphysical quantities, potential temperature, geopotential and surface pressure of dry air. WRF is a user-friendly open source model which is used in a number of countries worldwide [36] as well as in SADC countries to produce operational forecasts [37]. The model is officially supported by the National Center for Atmospheric Research (NCAR) [36]. It includes a wide range of physics options [35], which facilitates studies such as the current one, investigating sensitivities of simulations to different schemes. That said, the availability of many schemes can also come with the disadvantage that scientists would have difficulty selecting the best scheme for their area and event type of interest. The simulations considered here are described in Section 2.1, followed by the convection schemes used in the study (Section 2.2), the observation data used (Section 2.3), and finally, the verification measures chosen (Section 2.4).

2.1. Simulations

The model domain is defined in the Mercator projection with a 6 km grid length and centred around 20° S and 36.50° E. There is no agreed resolution for which clouds are considered fully resolved [38], where the convection scheme needs to be switched off. For example, Weisman et al. [39] concluded that a grid length of 4 km is cloud resolving because bulk dynamics of squall lines are captured, Roberts [40] recommended only switching off the convection schemes with grid length of around 1 km, while according to Bryan et al. [41] clouds are only resolved when the grid length used is of order 100 m. The resolution in this study was selected to be within the regime where there is consensus amongst scientists regarding the need to use convection schemes. At the same time, the resolution is high enough to be in the range suitable for regional operational NWP models, based on available computational resources and the resolution of global NWP models. The full domain is shown in Figure 1. The simulations are performed for 72 h, from 00 UTC 13 March to 00UTC 16 March 2019. The initial and boundary conditions were taken from the NCEP GFS [42], with lateral boundary condition updates every 3 h of simulation time. The GFS data have a horizontal grid spacing of 0.25°. The GFS simulated track, maximum wind speed and minimum sea level pressure generated using the Geophysical Fluid Dynamics Lab (GFDL) Vortex tracker (https://dtcenter.org/community-code/gfdl-vortex-tracker (accessed on 11 June 2021)) are also presented in the study. The WRF model output is written for every hour.

All the simulations were conducted using the tropical suite physics option due to the location of our domain in the lower latitudes [43,44]. The suite uses the rapid radiative transfer model (RRTM) for the parametrization of short- and long-wave radiation [45], the WRF Single Moment Single Moment 6-class microphysical scheme (WSM6) [46] and the Yonsei University (YSU) planetary boundary layer (PBL) scheme [47]. The standard cumulus scheme used in the tropical suite is the new Tiedtke scheme [48–50]. Since the aim of this study was to test different cumulus schemes, we summarised the main features of the four other selected schemes below, alongside those of the new Tiedtke scheme. We also performed a simulation with no cumulus scheme activated, so that all convection occurs through the model’s dynamics. Other physics choices were kept the same in all WRF simulations. The selected time control, domain and physics setting are shown in Appendix A.
2.2. Cumulus Schemes

Cumulus schemes represent deep convection, and two main categories are adjustment and mass-flux schemes. Adjustment schemes are designed to relax the atmospheric state towards a moist adiabatic profile when convection is diagnosed, while mass flux schemes incorporate simple models for key processes such as updrafts, downdrafts, entrainment, detrainment and compensating subsidence [23]. The version of WRF used in this study has 15 different cumulus schemes. For this study, we selected five that include the default choice for the tropical suite, and we included both mass-flux and adjustment type schemes. Furthermore, two scale-aware schemes are considered, as these are intended to be more suitable for use in the grey zone [29]. The five schemes are immediately summarised below. The experiments conducted in this study are summarised in Table 1.

- **New Tiedtke Scheme [48,50]**: The Tiedtke scheme takes a mass flux approach and represents an ensemble of clouds with a bulk plume model. It uses a CAPE closure to determine the strength of the deep and mid-level convection, and has a closure based on surface evaporation for shallow convection.

- **New Simplified Arakawa–Schubert (NewSAS) scheme [51]**: The NewSAS is a mass flux scheme based on Pan and Wu [52] with revisions made to the entrainment and detrainment formulation following from large-eddy simulation studies. The deep convection was made stronger by increasing the maximum allowable mass flux at the cloud base.
Multi-Scale Kain–Fritsch (MSKF) scheme [31]: The MSKF is a mass flux scheme that was designed to update the Kain–Fritsch (KF) scheme [53,54], which has no scale dependency and was designed for ∼25 km grids. Scale-dependent parameters that were introduced to KF include the adjustment timescale and the minimum entrainment rate. Updates were also made to the fallout rate and stabilising capacity.

Grell–Freitas scheme [32]: Grell–Freitas is a mass flux scheme, modified to work across grid sizes from the mesoscale to convective scales. Following a proposal from Arakawa et al. [55], the strength of the parameterized tendency was scaled by a factor \((1 - \sigma)^2\) based on the fractional updraft area \(\sigma\). As the grid size decreases, the fractional updraft area increases. The scheme places an upper limit on the updraft area by reducing the parameterized cloud radius (or equivalently increasing the initial entrainment rate).

Betts–Miller–Janjic (BMJ) scheme [56,57]: The BMJ scheme is an update of the Betts–Miller (BM) convective adjustment scheme [58,59]. The deep convection profiles and the relaxation time in BMJ are variable and depend on the cloud efficiency, a nondimensional parameter that characterizes the convective regime.

**Table 1. Summary of experimental design.**

| Model          | WRF 4.1.2 |
|----------------|-----------|
| Grid length    | 6 km      |
| Simulation period | 00 UTC 13 March to 00UTC 16 March 2019 |
| Forcing global model | Global Forecast System (GFS) |
| Physics settings | WRF Single Moment 6 class (WSM6) |
| Planetary boundary layer | Yonsei University (YSU) |
| Short- and long-wave radiation | Rapid Radiation Transfer Model (RRTM) |
| Cumulus schemes (experiments) | New Tiedtke (Tiedtke) |
| | New Simplified Arakawa–Schubert (NewSAS) |
| | Multi-Scale Kain–Fritsch (MSKF) |
| | Grell–Freitas |
| | Betts–Miller–Janjic (BMJ) |
| | No-convection scheme (NOCP) |

2.3. Observations Used

Observed rainfall data from three stations from Mozambique’s Instituto Nacional de Meteorologia (INAM) were analysed to indicate the recorded rainfall on the ground during the heavy rainfall event that took place following landfall. The three stations were Beira, Chimoio and Espungaber, whose locations are shown in Figure 1 with the first letter of the station written as a red letter. To study the spatial distribution of rainfall, we use the 30 min interval Integrated Multi-Satellite Retrievals for Global Precipitation Measurement (GPM) (IMERG) rainfall product, calibrated with ground observations [60]. The IMERG product is based on the GPM constellation and is available at a resolution of 0.1°. The data are available through the STORM Precipitation Processing System (PPS) via this URL: https://storm.pps.eosdis.nasa.gov/storm/ (accessed on 23 October 2020). ERA5 reanalyses are the latest climate reanalysis product from ECMWF [61] and these are employed here to study other variables including temperature and winds. ERA5 combines vast amounts of historical observations into global estimates using the Integrated Forecasting System (IFS) and data assimilation systems. The high temporal resolution provided by both IMERG and ERA5 makes it possible for us to study the timing of rainfall. The Joint Typhoon Warning Center (JTWC) best track data were used for the observations of location, minimum sea level pressure and the maximum wind speed of the system.
2.4. Objective Verification

The Mean Error (ME) and Root Mean Square Error (RMSE) were calculated for twenty-four-hour simulated rainfall, with the assessments being made against the IMERG as the observational data. Results of the simulations were interpolated to the IMERG grid using the lterp function in the Grid Analysis and Display System (GrADS) software, by applying bilinear interpolation. In future studies, the conservative method will be applied when interpolating precipitation because of its advantage of using more points to interpolate data [62]. Studies such as [63] have shown that at convective scales, models generally struggle with capturing the precise location of rainfall events, and that simple statistical measures can result in so-called “double penalty” issues. However, simple methods are appropriate here for studying accumulations from a tropical cyclone, for which it is important that a model captures the track of the storm, as well as areas where heavy rainfall is expected. The ME and RMSE [64] are defined as follows:

\[
\text{ME} = \bar{F} - \bar{O}
\]

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (F_i - O_i)^2}
\]

where \(F\) represents data from one of the simulations, \(O\) the observations, \(i\) labels grid points and \(N\) is the total number of points on the IMERG grid. The statistics are calculated over a rectangle from 24° to 14° S and from 30° to 43° E shown with a red rectangle in Figure 1.

3. Event Description

Tropical cyclone Idai started as a tropical depression from 4 to 8 March 2019 in the Mozambique Channel. The system was associated with wind speeds of about 55 kmh\(^{-1}\) with gusts of up to 75 km/h\(^{-1}\) and heavy rainfall [14]. The system initially made landfall on the day that it developed, resulting in heavy rainfall in northern parts of Mozambique and southern Malawi. It then moved eastwards back over the warm waters of the Mozambique Channel where it intensified into a tropical cyclone by 11 March. The JTWC best track dataset showed Idai as a tropical storm from 10 March 2019, at 06 UTC, and the system was classified as a tropical cyclone later the same day at 18 UTC. Idai maintained this classification until 15 March 2019, 18 UTC, when the storm became classified as a tropical storm, further downgrading to a tropical depression on 16 March 2019 at 06 UTC. The track of the event using the JTWC data is shown by the red and green squares in Figure 1. On 10 March, the system was over the Mozambique Channel just west of Madagascar, and started moving west on 11 March. Idai made landfall in the Beira area on the evening of 14 March around 22 UTC. The system finally dissipated with the centre of the storm located in eastern Zimbabwe. Idai was therefore long lived, persisting for longer than the mean cyclone lifetime in the SWIO of 7–8 days, as identified by Mavume et al. [7]. NWP models were able to capture the storm track and provide indications that the system would make landfall in the Beira area, with uncertainty in the forecasts being reduced by 12 March [14].

The JTWC best track data timeseries of the maximum wind speed and minimum sea level pressure (SLP) are shown in Figure 2 at six hourly intervals for the 72 h simulation period considered in this study. The highest wind speed observed throughout the period is 115 knots (59 ms\(^{-1}\)), while the lowest SLP is 947 hPa. Both the highest wind and lowest SLP were observed on 11 March 2019 at 03 UTC. Another wind peak of 115 knots was observed again on 13 March 2019 18 UTC, with an associated minimum SLP of 948 hPa. The position of the centre of the storm associated with the first peak of the system is 17.3° S and 43° E, just west of Madagascar, and for the second peak, the position is 19.5° S and 38.5° E, also still in the Mozambique Channel before landfall.

Although the system lasted for over 10 days, our study only focused on a three-day period from 00 UTC 13 March to 00 UTC 16 March 2019. This period is indicated by the green squares in Figure 1. This means that our study starts when Idai is already classified as a tropical cyclone and the simulation period includes the time of the second wind
maximum. Our study period also includes landfall which occurred on the evening of 14 March in the Beira area of Mozambique, and it ends after Idai had weakened to a tropical storm in Zimbabwe. Twenty-four-hour rainfall values reported by three INAM weather stations are shown in the second column of Table 2. The Beira station reported 216.9 mm on 15 March 2019, while Chimoio and Espungaber reported 77.7 and 144.3 mm, respectively.

Figure 2. The (a) maximum wind speed (m/s) and (b) minimum sea level pressure (hPa) during the Idai tropical cyclone based on the Joint Typhoon Warning Center best track data (black line) as well as for GFS data (red line) for the 72 h period considered in this study.

Table 2. The twenty-four-hour rainfall observed in three INAM stations as well as simulated rainfall from the nearest grid point to the station using the six simulations on 15 March 2019.

| City     | Obs | BMJ  | Grell–Freitas | MSKF  | NewSAS | Tiedtke | NOCP |
|----------|-----|------|---------------|-------|--------|---------|------|
| Beira    | 216.9| 159.23| 133.47        | 170.31| 168.62 | 153.36  | 198.37|
| Chimoio  | 77.7 | 31.67 | 14.657        | 13.90 | 2.72   | 10.31   | 20.48|
| Espungaber| 144.3| 25.19 | 34.1324       | 28.25 | 21.69  | 26.64   | 30.05|

4. Results

This section discusses the 3-day simulation results, first separated into the individual days and compared with the ERA5 reanalysis and IMERG. The focus of the discussions is on rainfall and winds as these are the two variables for which extreme values can lead to property damage, injuries and loss of life. The track of the tropical cyclone as well as its minimum SLP were also discussed to assess the intensity of the system.
4.1. Twenty-Four-Hour Total Rainfall

On 13 March 2019, tropical cyclone Idai was over the Mozambique Channel, and the heavy rainfall associated with the storm is shown by ERA5 reanalysis (Figure 3a) and IMERG (Figure 3b). The IMERG rainfall is higher than the ERA5, though the positioning of the heavy rainfall was mostly similar. Both IMERG and ERA5 show some rainfall areas over the south of the Democratic Republic of Congo (DRC), north of Zambia, Malawi, south of Tanzania and north of Mozambique, which are not part of the tropical cyclone. While our primary focus in this study is on Idai, we also compared rainfall amounts and patterns associated with the band of rainfall to its north in order to build more understanding of the behaviour of different cumulus schemes. This rainfall area is more extensive in IMERG than in the ERA5 reanalysis. The performance of IMERG and ERA5 rainfall products was compared over different parts of the globe. Over Austria, both products were found to underestimate rainfall, with an overall result that IMERG outperforms ERA5 in mountainous areas [65]. In the US, Beck et al. [66] found that IMERG outperformed ERA5 in regions dominated by convective storms, while the opposite was found for complex terrain. Dezfuli et al. [67] found the diurnal cycle and rainfall intensity over Africa to be best captured by IMERG compared to other rainfall products. For our study, we used IMERG as the rainfall observation data because of its higher spatial resolution compared to ERA5.

![Figure 3. Accumulated rainfall (mm) for 13 March from (a) ERA5, (b) IMERG, and WRF simulations with (c) no-convection scheme, (d) the BMJ scheme, (e) the Grell–Freitas scheme, (f) the MSKF scheme, (g) the NewSAS scheme and (h) the new Tiedtke scheme.](image-url)
Figure 3c–h show rainfall simulated with WRF, with the convection scheme switched off (c), and with five different convection schemes (d) to (h). The simulations are plotted on their native grid. The 13 March is day 1 of the simulation and therefore also includes the spin up period. Champion and Hodges [34] found the model spin up period to be between 6 and 12 h, and also that rainfall simulations became unrealistic 48 h after initialisation. On the other hand, Chu et al. [68] concluded that a 60 h spin up produced better results for a flooding event in China, than when shorter spin up time was used. The position of the heavy rainfall associated with Idai is similar across all the simulations, with different patterns in the outer parts of the storm. The area of the cyclone with the heaviest rainfall is smaller in all the simulations when compared to both IMERG and ERA5. The highest rainfall intensities simulated by WRF are comparable with ERA5, but smaller than IMERG. An area of somewhat lighter rainfall on the southern or southeastern flank of the cyclone is most prominent using NewSAS or BMJ but barely perceptible with the new Tiedtke scheme.

There are larger differences in the simulated rainfall patterns over a number of countries including Zambia, Tanzania, Malawi and the DRC. The rainfall pattern is more similar to the ERA5 reanalysis, with less rainfall over the DRC, compared to that in IMERG where the rainfall extends to the northwestern border of the domain in DRC. The simulated rainfall area is smaller and more patchy in the Grell–Freitas and MSKF simulations, while BMJ and NewSAS simulate larger rainfall areas. The ERA5 and IMERG both indicated rainfall amounts of greater than 50 mm over the eastern parts of Madagascar. These larger amounts were captured by Grell–Freitas and MSKF, albeit with smaller areas of rainfall than the other three schemes.

Idai made landfall in the Beira area of Mozambique during the evening of 14 March 2019. Some of the heavy rainfall which was restricted to the ocean on 13 March began to fall over parts of Mozambique, as shown by ERA5 (Figure 4a) and IMERG (Figure 4b). The rainfall band in the northern part of the domain was much reduced, while the rainfall over Madagascar was restricted to the northern half of the country. The simulated rainfall in the centre of the storm was somewhat similar across the different schemes (Figure 4d–h), as well as in the simulation where the convection scheme is switched off (c). However, the storm area does vary in the WRF simulations, and is notably smaller than in the observations without a convection scheme or with the scale-aware schemes MSKF and Grell–Freitas. Over the northern half of Madagascar, NewSAS and Tiedtke simulate rainfall amounts lower than 50 mm. These amounts are similar to ERA5, while IMERG shows higher amounts. The simulation without a convection scheme or those using Grell–Freitas or MSKF produce smaller rainfall elements with some amounts greater than 50 mm.

On 15 March, Idai moved further inland, impacting the eastern parts of Zimbabwe as well as parts of Malawi. The storm was slightly deformed compared to the first two days of simulation, with similar rainfall being indicated by ERA5 (Figure 5a) and IMERG (Figure 5b). The simulated rainfall in the centre of the storm is fairly similar across all of the WRF simulations (Figure 5c–h). The rainfall over Madagascar has now moved to the northwestern parts of the country. Similarly to 14 March, the simulations with no-convection scheme or with Grell–Freitas or MSKF produce many small-scale rainfall elements in this area. BMJ simulates the least rainfall and is similarly patchy, while NewSAS and new Tiedtke produce larger areas of rainfall that extend to the top right border of the domain.
Figure 4. Same as in Figure 3 but for 14 March.

Figure 5. Same as in Figure 3 but for 15 March.
The bias and RMSE for all six simulations are shown in Table 3, calculated against IMERG data for twenty-four-hour rainfall accumulations. All of the simulations have a negative bias, with a larger magnitude on the first day of simulation, and the least on the third day. This result agrees with the Figure 3 discussion, where it was shown that IMERG indicates a larger rainfall amount associated with the Idai than what is indicated by WRF simulations and ERA5 reanalysis. The rainfall amounts increased in the WRF simulations on the second day with blue colours visible on Figure 4, while for IMERG, the rainfall amount is smaller than for day 1. The IMERG estimated rainfall is more similar in amount to WRF simulations during day 3 (Figure 5) resulting in a smaller bias. The general performance is similar across all the simulations, and there is no particular behaviour associated with different types of convection schemes. The performance of the simulation where the convection scheme is switched off is also similar to simulations with the different convection schemes.

**Table 3.** The Mean Error and Root Mean Square Error (mm) for the three days of the case study, for WRF simulations with no-convection scheme and with five convection schemes calculated for the red rectangle in Figure 1.

|                | BMJ  | Grell–Freitas | MSKF | NewSAS | Tiedtke | NOCP |
|----------------|------|---------------|------|--------|---------|------|
| **13 March 2019** |      |               |      |        |         |      |
| Bias           | −20.74 | −20.22       | −20.42 | −21.27 | −21.79 | −21.03 |
| RMSE           | 77.36  | 73.42        | 72.14 | 80.45  | 76.98  | 74.27 |
| **14 March 2019** |      |               |      |        |         |      |
| Bias           | −18.65 | −17.67       | −18.36 | −19.27 | −19.65 | −18.93 |
| RMSE           | 62.93  | 58.16        | 62.74 | 66.76  | 66.64  | 61.76 |
| **15 March 2019** |      |               |      |        |         |      |
| Bias           | −4.58  | −2.47        | −3.77 | −3.87  | −4.4   | −3.9  |
| RMSE           | 39.06  | 53.67        | 59.4  | 52.58  | 43.37  | 47.48 |

4.2. Resolved Versus Convective and Hourly Rainfall

To further study the differences in simulations made with different schemes, in this subsection, we separate the total rainfall into the convective (subgrid) and resolved parts, as shown in Figure 6. The left and right columns show convective and resolved rainfall for all five schemes summed over all simulated days. With the assumption that the spin up period is up to 12 h [34] the first 12 h of the simulation are discarded from this plot. We do not show the NOCP simulation in this figure because all of the rainfall shown in Figures 3–5 is resolved by definition when the convection scheme is switched off.

Figure 6 shows behaviour related to convection scheme type. The two scale aware schemes (i.e., Grell–Freitas in Figure 6c and MSKF in Figure 6e) are intended to limit the strength of parameterized convection at resolutions where the convective motions can be partially captured by the model dynamics. A grid length of 6 km lies within the deep convection grey zone [29], and approaches convective scales [38] where some of the strongest deep convection might be captured by explicit motions. These methods do indeed result in less convective rainfall in the vicinity of Idai, over Madagascar, and over those countries affected by the band to the north on 13 March. The model dynamics are able to compensate, in the sense that the two schemes produce the most resolved rainfall, this being particularly apparent over Madagascar and the northern parts of the domain. The behaviour of the adjustment scheme BMJ is broadly similar to that of the other mass flux schemes, NewSAS and new Tiedtke. Using these schemes, the rainfall at the heart of the tropical cyclone is mainly associated with the resolved motions, but there is also a
substantial contribution from convection schemes, reaching over 50 mm. The convective rainfall also covers a broader area than the resolved part. The rainfall over Madagascar and within the northern band is dominated by the convection scheme in these cases.

Figure 6. Accumulated rainfall (mm) for 13–15 March from simulations using (a,b) the BMJ scheme, (c,d) the Grell–Freitas scheme, (e,f) the MSKF scheme, (g,h) the NewSAS scheme and (i,j) the new Tiedtke scheme. The convective and resolved components of the model rainfall are presented in the left (panels (a,c,e,g,i)) and right (panels (b,d,f,h,j)) columns, respectively.

In Figure 7, we consider the rainfall on an hourly timescale, in terms of the maximum rainfall, the area average total and convective rainfall and the contribution from the convection scheme. The area considered is 24° to 14° S and from 30° to 43° E shown in Figure 1. The ERA5 maximum rainfall is lower than for all of the WRF simulations and IMERG throughout the 72 h period (Figure 7a). IMERG maximum rainfall is higher than WRF simulations in the first day and a half but mostly lower in the last 24 h. When comparing the maximum rainfall, it should be noted that the ERA5, IMERG and WRF simulations have different resolutions. The timing of the WRF simulated maximum rainfall is similar across all simulations, with the highest rainfall in the last 24 h. Tiedtke simulated a higher peak than in the other simulations during the early hours of 15 March, which is close to one of the IMERG peaks. The Grell–Freitas scheme also simulated a peak a little later that morning, somewhat higher than in IMERG. The evolution of area average rainfall is very similar across all of the simulations and the ERA5 reanalysis, but IMERG does indicate higher amounts (Figure 7b). The area average hourly convective rainfall confirms that the activity from the convection scheme is suppressed by the scale-aware MSKF and Grell–Freitas schemes (Figure 7c). The NewSAS and Tiedtke simulate the highest convective rainfall amounts during most of the 72 h period, and given the very similar total area averages in Figure 7b, therefore also the lowest resolved rainfall amounts. The BMJ scheme simulates two peaks in convective rainfall (dips in the resolved rainfall), towards the end of day on 13 March and another in the early hours of 14 March. It varies from producing the lowest to the highest convective rainfall out of the five schemes.
4.3. Wind and Minimum Sea Level Pressure

Another key variable in tropical cyclones is the wind, with strong winds being responsible for a major part of the damage caused by these systems. We examined hourly 10 m winds in the GFS, JTWC best track data and all of the WRF simulations in Figure 8. The second peak of the storm is within the simulation period considered in this study. The peak is shown at 12h00 UTC, associated with higher maximum wind speed and lower minimum SLP according to the JTWC best track. The GFS did not capture this peak. A smaller peak was observed at 18h00 UTC in the JTWC data. The GFS simulated a peak steeper than in JTWC at 12h00 UTC on 14 March according to minimum SLP. However, the maximum winds did not exceed the peak of JTWC.

WRF simulations are generally similar for the first 6 h of simulation. The highest maximum winds are found to be simulated by the two scale aware schemes, MSKF and Grell–Freitas, and by the no-convection scheme simulation. The maximum wind speeds decreased significantly in the first twelve hours of the third day, but the NewSAS simulation lagged behind the others. Figure 8b shows the minimum SLP, and the scale aware schemes simulate the lowest cyclone pressure, alongside the simulation without a cumulus scheme. A lag in the decay of the system is again apparent using the newSAS scheme. The timing of the WRF simulated peak of the storm in the simulation period was modulated by the GFS. Similar to the GFS, WRF does not capture the peak observed at 12h00 UTC on 13 March 2019. The conventional schemes reduce the GFS deep which occurs at a wrong time more
than scale aware ones. The intensity of the storm as simulated by the conventional schemes is found to be generally lower compared to Grell–Freitas and MSKF. Ma and Tan [69] compared the Kain–Fritsch, Betts–Miller and Grell scheme using a grid length of 15 km, and also found the intensity of three tropical cyclones to be underestimated by all three schemes compared to JTWC data.

![Figure 8. Six hourly (a) maximum wind speed and (b) minimum SLP as simulated by WRF and GFS and from the JTWC best track data.](image)

4.4. Storm Location

We complete our analysis by considering the location and track of the cyclone. The assessment is based on a comparison of the location data reported by JTWC and the minimum negative vorticity location in each of the simulations. The lowest values of negative vorticity (representing cyclonic flow in Southern Hemisphere) are found in the scale aware schemes, consistent with the intensity of the cyclone as measured from the minimum SLP. Figure 9 shows the simulated position of the minimum vorticity centre at six-hourly intervals. The plot also shows the location based on JTWC data and GFS using the GFDL vortex tracker.

According to the WMO report [14] on tropical cyclone Idai, different models indicated that Idai would make landfall in the Beira area on 14 March with a two-day lead time. All of the simulated storm tracks captured this well and are generally aligned with the observed track. There are some differences in the position of the storm especially after landfall, and BMJ and Tiedtke simulations moved the storm too far to the north and south, respectively. The MSKF and Grell–Freitas scheme also positioned the storm slightly north of the observations at this time. The observed track propagates more quickly than in the simulations, especially in comparison with the NewSAS simulation. Idai crosses into Zimbabwe at the end of the period, but only the NOCP simulation captures this effect. The GFS also missed the crossing by moving the storm towards the north of Mozambique.
5. Summary and Conclusions

In this study, we investigated the sensitivity of simulations of the tropical cyclone Idai to different choices of cumulus schemes. Simulations are made with the WRF model for a 72 h period starting on 00UTC 13 March. The actual cyclone, together with the depressions associated with it, lasted for over 10 days; however, our study focuses on a period of 72 h when some of its strongest impacts were felt due to the landfall in the Beira area of Mozambique on the evening of 14 March. The selected schemes for this study are Tiedtke (which is the WRF default choice for its tropical suite), Betts–Miller–Janjic, NewSAS, Grell–Freitas and Multi-Scale Kain–Fritsch. We also considered a simulation in which no cumulus scheme is activated. Shepherd and Walsh [70] found that the cumulus scheme has a larger impact on the tracks than shallow convection, initialisation time and model domain size.

The total simulated rainfall and the broad scale rainfall patterns in all of these cases are similar (Sections 4.1 and 4.3) but the rainfall is lower than that in IMERG. This is perhaps partly a consequence of spin up effects: the bias calculations show a larger negative rainfall bias on the first day of simulation, which reduces over the three-day period (Section 4.1). The spin up period was found to be 24 h by Bonekamp et al. [71], while Champion and Hodges [34] found the spin period to be between 6 and 12 h, and that this was associated with some unrealistic precipitation intensities. In our study, we found a spike in wind speed for all of the experiments two hours into the simulation, which stabilised soon after.

We partitioned the simulated rainfall into the component associated with resolved motions and that produced by the convection scheme. While the total rainfall in the domain
is similar in all simulations, its partition considerably varies according to the cumulus treatment chosen (Section 4.2). The mass flux schemes without explicit scale awareness (Tiedtke and NewSAS) have roughly similar contributions from the two components when averaged over the model domain. The mass flux schemes with scale awareness (MSKF and Grell–Freitas) reduce the rainfall produced by the cumulus scheme by around a quarter and thus allow the model dynamics to resolve most of the rainfall. The partitioning varied over time using the adjustment scheme BMJ between the levels associated with the different mass flux schemes. By definition, a simulation without a cumulus scheme has zero convective rainfall.

Several aspects of the differences in the simulation results can be well understood in terms of how the total rainfall is partitioned. Away from the tropical cyclone, in the northern part of the domain, as well as over the eastern parts of Madagascar, there are areas of rainfall that are more different amongst the different schemes. The simulations with more rainfall from the cumulus scheme produce smoother patterns of daily rainfall, while those with little or no convective rainfall produce more patchy, smaller-scale, broken areas of rain which include some larger peak values (Section 4.1). Over Madagascar, IMERG indicates daily rainfall amounts greater than 50 mm, and the only schemes to capture this amount are MSKF and Grell–Freitas. Simulations with little to no convective rainfall also produced a more intense tropical cyclone (Section 4.3), as indicated by the higher maximum wind speed and lower minimum SLP. The timing of the peak is found to be informed by the global model providing lateral boundary conditions, indicating a need to use global models with good skill when running dynamical downscalers. Previous other studies have shown that switching off the convection schemes results in higher rainfall intensity (e.g., [33,34]).

A number of previous studies have also compared the performance of different convection schemes with different conclusions. For example, using resolutions of approximately 110, 35 and 25 km, Kanase et al. [72] found that BMJ outperformed two versions of the Simplified Arakawa–Schubert (SAS) schemes with both convective rainfall and intensity of storms in the north Indian Ocean when simulating three tropical cyclones. On the other hand, Reddy et al. [73] found that BMJ produced lower intensity compared to the Kain–Fritsch and Grell–Devenyi ensemble schemes when simulating tropical cyclone Jal, also in north Indian Ocean. Fahad and Tanvir [74] found that not using the convection scheme resulted in less accurate simulations regarding sea level pressure, total precipitation as well as the track of the system. They found the mass flux type schemes (Kain–Fristch and Grell) produced better results than BMJ, with Kain–Frisch performing the best overall. Biswas et al. [75] compared the SAS, NewSAS, Kain–Fritsch and Tiedtke schemes when simulating a number of tropical cyclones and found the tracks and storm structure to be superior with SAS compared to the other schemes. For our study, overall, we can conclude that scale-aware schemes allow the model dynamics to do most of the work and simulate higher intensity than conventional ones in the grey zone. None of the schemes can solve challenges with the driving data indicating a need to force limited area models in operational forecasting with better performing global models.
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Appendix A

The WRF namelist is below showing options used. cu_physics was changed to match different convection schemes, while 11 other parameters remained the same.

Table A1. This is a table caption. Tables should be placed in the main text near to the first time they are cited.

| Parameter Name                  | Parameter Selection |
|---------------------------------|---------------------|
| run_days                        | =0,                 |
| run_hours                       | =72,                |
| run_minutes                     | =0,                 |
| run_seconds                     | =0,                 |
| start_year                      | =2019,              |
| start_month                     | =03,                |
| start_day                       | =13,                |
| start_hour                      | =00,                |
| end_year                        | =2019,              |
| end_month                       | =03,                |
| end_day                         | =16,                |
| end_hour                        | =00,                |
| y_interval_seconds              | =10,800             |
| input_from_file                 | =true,              |
| history_interval                | =60,                |
| frames_per_outfile              | =1,                 |
| restart                         | =false,             |
| restart_interval                | =1440,              |
| time_step                       | =36,                |
| time_step_fract_num             | =0,                 |
| time_step_fract_den             | =1,                 |
| max_dom                         | =1,                 |
| e_we                            | =484,               |
| e_sn                            | =460,               |
| e_vert                          | =33,                |
| p_top_requested                 | =5000,              |
| num_metgrid_levels              | =32,                |
| num_metgrid_soil_levels         | =4,                 |
Table A1. Cont.

| Parameter Name          | Parameter Selection |
|-------------------------|---------------------|
| dx                      | =6000,              |
| dy                      | =6000,              |
| grid_id                 | =1,                 |
| parent_id               | =0,                 |
| i_parent_start          | =1,                 |
| j_parent_start          | =1,                 |
| parent_grid_ratio       | =1,                 |
| parent_time_step_ratio  | =1,                 |
| feedback                | =1,                 |
| smooth_option           | =0                  |
| physics_suite           | =’TROPICAL’         |
| mp_physics              | =−1,                |
| cu_physics              | =2,                 |
| ra_lw_physics           | =−1,                |
| ra_sw_physics           | =−1,                |
| bl_pbl_physics          | =−1,                |
| sf_sclay_physics        | =−1,                |
| sf_surface_physics      | =−1,                |
| radt                    | =30,                |
| bldt                    | =0,                 |
| cudt                    | =5,                 |
| icloud                  | =1,                 |
| num_land_cat            | =21,                |
| sf_urban_physics        | =0,                 |
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