Abstract: The effect of unreliable players on the supply chain management with a single-setup-multi-unequal-increasing-delivery-policy (SSMUID) along with a service-dependent demand and investment is discussed in this model. The manufacturer is unreliable which causes an increase of lead time and shortage. For solving the shortage problem and reducing lead time crashing cost (LTCC), an investment is utilized with the variable backorder price discounts. The number of transportation increases due to the new transportation policy and it causes pollution. Besides the fixed transportation and carbon emission cost (FTCEC), a container dependent carbon emission cost is applied. Some investments for setup cost reduction (SCR), ordering cost reduction (OCR), and quality improvement (QI) are considered. The lead time demand follows a normal distribution. The total cost of the supply chain is optimized and the model is tested numerically. The main intent of this study is to solve the shortage problem which occurs due to unreliability of the manufacturer. The study helps to reduce the unreliability issue of the manufacturer. The objective function is solved by using the classical optimization technique. Numerical results show that the discount for partial backorder enhances the profitability of the manufacturer. The sensitiveness of the parameters are discussed through the sensitivity of analysis and some special cases. Managerial insights provide the applicability of this study among different sectors.
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1. Introduction

Unreliability of players within a supply chain is a big issue to run a supply chain smoothly. In the traditional supply chain, the players of the supply chain are honest, but now there are some players who are opportunistic and they hide information about products, prices, delivery times, qualities, and services. In the present marketing trends, the customer wants quick and on-time delivery, but due to unreliability issue of the manufacturer, the retailer faces a shortage problem. Hence customers may not get their products at the required time and they move to the different retailers to buy similar products. As a result, the retailer loses faith. For this reason, the company losses the reputation and as a result, the demand of the product decreases which creates trouble for the production house. Thus, it is a big headache for the industry to control the unreliable player problem and run the supply chain smoothly. In this proposed study, the shortage problem which arises due to the unreliability of the
manufacturer is discussed. Simultaneously, a way of solution for the shortage problem due to consider the variable backorder price discount is discussed.

Nowadays, the coordination between the supply chain management (SCM) cannot be assured of the minimization of cost with the coordination policy only. Due to the concept of internet of things (IoT) and the smart production, it is found that several non-coordinated supply chain can give profitable than the coordination of the SCM. The introduction of block-chain influences a lot in this direction (Sarkar and Lee [1]). In this way, the impact of industrial revolution and European Union 2014 create a new dimension for the SCM to reduce the global warming along with the minimization of cost by maintaining the quality of products in all aspects. The major benefit by using cloud computing can be easily applied in the advanced SCM to reduce the global warming issues. The main reason behind global warming is the carbon emission from the production house and discharging carbon dioxide and carbon monoxide during transportation through different capacitated vehicles. Among these two carbon emissions, it is found from the literature that for most of the green products, the transportation gives more carbon emission than the production house (Ahmad and Sarkar [2]). Thus, for any green SCM, it is necessary to take care of the transportation issues. However, single-setup-single-delivery (SSSD) policy always diverges for more setup cost (SC) and more holding cost (HC) whereas single-setup-multi-delivery (SSMD) can solve the issues of reduction of SC and HC. Even though SSMD solves those issues but it cannot be assured of the necessity of exact amount of products for the retailer at that moment. It is quite natural that the demand is increasing for any product day by day but the SSMD policy gives an equal amount of product by every shipment. Therefore, the policy of this transportation mode has to be changed by the necessity of the demand for customers. Sarkar et al. [3] introduced a single-setup-multi-unequal-delivery (SSMUD) policy to solve the above mention issues, but they could not think about the reliability of players within an SCM. If the retailer or manufacturer, any of the player or both players are not reliable enough to continue the supply chain, though they are in contract, what will happen for the supply chain profit or total cost minimization? The existing research gap fulfilled by this proposed study to obtain the minimum cost (global), when global warming through the carbon emission control is utilized. However, if the supply chain is unreliable and they are taking care of global warming, then how much service they can provide to the customers, this is a big challenge. The proposed study optimizes the maximum performance of service to customers by its service dependent demand pattern; i.e., if the service is more, demand for those green products are obviously more and vice-versa. Therefore, this research completes the research gap for reducing global warming, optimizing unreliability of supply chain, maximizing the service for customers, and minimizing the global cost globally.

2. Literature Review

SCM is a collaboration between the manufacturers, suppliers, retailers, transporters, and the other players. It is an umbrella which covers the manufacture-retailer relationship. Goyel [4] first investigated about the vendor-buyer supply chain model. Since then, several authors like Banerjee [5], Hill [6], Goyal and Nebebe [7], Sarkar et al. [8] extended that study in several dimension which explain different situations by their mathematical modelling and found solutions. Recently, Tiwari et al. [9], Dey et al. [10], Tayyab et al. [11], Saxena et al. [12], Mishra et al. [13], Ullah et al. [14] extended SCM models by introducing various social and environmental concepts. However, they did not consider the case of unreliability in their studies.

The unreliability of players is a big challenge for running a supply chain smoothly. In the traditional supply chain models, players are honest and reliable. They do not hide sales information. Nowadays, players are unreliable and they hide information about many things like delivery time, quality, quantity from other players and as a result others players facing problems. In this study, the manufacturer is unreliable who hide information of delivered quantity from retailer. The manufacturer used to deliver a fraction of the order quantity ordered by the retailer and as a result, the retailer faced problem not only for the uncertainty of the ordered quantity also from
inaccurate estimation. Instead of such problems, the retailer has no option to reject the manufacturer because there are very few manufacturers manufacturing such types of products and the quality of the raw materials used by the manufacturer are very good. Mukhopadhyay and Ma [15] discussed about the lot unreliable supplier in his model. Then, Fera et al. [16] discussed the effect of uncertainty for manufacturer in supply chains which described a method to analyze the competitiveness occurs from the situations of the order in distinct areas. Martino et al. [17] illustrated the risk assessment of supply chain in the fashion retailed industry which focused on a specified field of this industry and proved the efficiency of the supply chain in terms of correction management.

Inderfurth and Kiesmüller [18] first considered unreliable supplier in their model. Bernaus et al. [19] discussed uncertainty in e-commerce. They invented an approach, namely “simheuristic”, for dealing with large-scale events in small-computing time. Sawik [20] developed a risk-averse approach in the two-stage stochastic integrated model. Xu et al. [21] represented a comprehensive overview and visualisation in the field of supply chain disruption based on several research papers. Kaczmarczyk [22] considered mixed-integer linear programming models of lot-sizing and scheduling problem. However, none of the authors considered shortage problem due to unreliability and solved it using variable backorder price discount in his research models. Thus, there is a research gap and this proposed model fulfils the gap. In this proposed study, the manufacturer is unreliable who delivers a fraction of the ordered quantity by the retailer through single-setup-multi-unequal-increasing-delivery-policy (SSMUID) policy (see Figure 1) which causes shortage and the problem of shortage is trying to solve by variable backorder price discount.

An important issue in any supply chain is service. Good service satisfies customers, but on the other hand bad service may decrease the reputation of the manufacturer. At the time of service, the manufacturer may delay allowing service. Even customers can not contact with them at the time of service. As a result, under compulsion customers go for paid servicing. An inventory model was investigated by Chen and Krass [23], to minimize the service level (SL) in a place of stockout cost. Hwang [24] designed a logistic system for supply chain under the consideration of SL. Chiu et al. [25] developed a remanufacturing model with optimized production lot size and rework. In that model, they used an SL constraint and optimized the scrap rate. The service-level was considered as a decision variable by Jodlbauer and Reitner [26]. The optimization of the total cost of a stochastic multi-item make-to-order (MTO) system of production was developed by Jodlbauer and Reitner [26]. In this direction, a distribution-free model with continuous reviewed was provided by Moon et al. [27]. In the model, they considered an SL and variable lead time as a constraint. Shin et al. [28] explained a stochastic modelling with SL as constraint along with a controllable lead time. Recently several researchers developed different types of optimization model. Albrecht [29], Gruson et al. [30], Jain and Bala [31] developed mathematical for a production system and proved that SL constraint has a great impact on any smart production system. In traditional supply chain models, demand is assumed to be constant but practically demand depends on many factors like price, availability, advertisement, the popularity of the product, discount, and most importantly, on the service of the product. If the service of a product is not good then the demand for the product must be reduced. An investment for improvement of the service is applied which was first introduced by Lin [32]. None of the authors considered service dependent demand in a model with unreliable manufacturer where shortage arises due to unreliability, variable backorder price discount, and SSMUID policy. This model fulfils this gap by considering unreliability in an SCM with service dependent demand, SSMUID policy, variable backorder price discount, and fixed and variable transportation and carbon emission cost (VTCEC).
Figure 1. Single-setup-multi-unequal-increasing-delivery (SSMUID) policy.

Due to the long-run, the production system may go to out-of-order state and as a result imperfect (defective), as well as perfect quality items, are produced continuously. With some fixed cost, the imperfect items can be made as perfect. Recently, Sarkar et al. [33] invested some cost for improve the defective production problem. According to Moon et al. [27], to minimized the imperfect production, an continuous investment function as a logarithmic function is applied in this study which was firstly introduced by Porteus [34]. All investments are necessary for an unreliable manufacturer which is discussed in this proposed study.

Increasing number of transportation must effects on the transportation and carbon emission cost (TCEC). It was considered by Sarkar [35]. The VTCEC may depend on several matters like distance, time, lot size etc. In this study, besides a fixed transportation and carbon emission cost (FTCEC), a capacity dependent TCEC is applied. Sawik [36] minimized the pollution, carbon emission, noise, and fuel consumption and maximize the capacity of the truck in the study related to multi-criterion vehicle routing problem. However, none of them considered yet unreliability of the manufacturer in their models.

In this proposed model, the manufacturer is unreliable who delivers a fraction of order quantity to the retailer. For this reason shortages arise and there are lost sales. The manufacturer delivers the quantity in multi-shipments and creates an increasing demand situation of the product. The quantity of the lot sizes per shipments increases in such a way that every lot size is a fixed multiple of the previous lot size. Investments for reducing the SC, OC, QI, and SL improvement are applied in the study. An increasing number of transportation effects on pollution and hence beside of a FTCEC, a VTCEC are considered in this model. To reduce the lead time, a LTCC is applied in this study. HC for both the manufacturer and the retailer are considered in this study and finally, the shortage problem is trying to solve by considering the variable backorder price discount. In this way, this model fulfils the research gap between the unreliability, SSMUID policy, variable backorder, SL, and VTCEC. The SC and ordering cost is reduced by some discrete investments and the quality and service of the product are improved by some investment. Table 1 gives the contributions of various authors in this field.

The structure of the manuscript is as follows. Section 3 gives assumptions, notations, as well as the problem discussion of this study. The mathematical derivation is discussed in Section 4. A normal distribution case is discussed in Section 5. A numerical example with sensitivity analysis and special cases are discussed in Section 6. Section 7 gives conclusions and its future extension.
| Author(s)                  | Manu-Facturer Type | Demand Type | Transportation and Carbon Emission Cost | Shipment Strategy | Backorder Price Discount | Investment |
|---------------------------|--------------------|-------------|----------------------------------------|-------------------|--------------------------|------------|
| Glock [37]                | Rel.               | Cons.       | NA                                     | SSSD              | NA                       | NA         |
| Moon et al. [27]          | Rel.               | Cons.       | NA                                     | SSSD              | NA                       | SCR, QI    |
| Sarkar et al. [38]        | Rel.               | Cons.       | NA                                     | SSSD              | Variable QI              | QI         |
| Ouyang et al. [39]        | Rel.               | Cons.       | NA                                     | SSSD              | NA                       | SCR, QI    |
| Lee [40]                  | Unreliable         | Cons.       | NA                                     | NA                | NA                       | NA         |
| Wu et al. [41]            | Rel.               | Cons.       | NA                                     | NA                | NA                       | NA         |
| Sarkar and Majumdar [42]  | Rel.               | Cons.       | NA                                     | SSMD              | NA                       | SCR        |
| Sarkar et al. [43]        | Rel.               | Cons.       | Demand and quantity dependent          | SSMD              | NA                       | NA         |
| Mukhopadhyay and Ma [15]  | Rel.               | Cons.       | NA                                     | NA                | NA                       | NA         |
| Majumdar et al. [44]      | Rel.               | NA           | NA                                     | SSMD              | NA                       | Lead time  |
| Dey et al. [45]           | NA                 | Price       | Quantity dependent                      | SSMD              | NA                       | SCR        |
| Guchhait et al. [46]      | Rel.               | Cons.       | NA                                     | SSSD              | NA                       | NA         |
| Dey et al. [47]           | NA                 | Cons.       | Quantity                               | SSMD              | NA                       | SC, ST     |
| This model                | Unreliable         | Service dependent | Container dependent                  | SSMUID             | Variable QI              | SCR, OCR    |

Rel.—Reliable, Cons.—Cons. SCR—SC reduction, OCR—ordering cost reduction, QI—quality improvement cost, ST—setup and transportation time, NA—Not applied.
3. Problem Discussion, Notation, and Assumptions

3.1. Problem Discussion

A continuous inventory model is considered. The retailer placed an order to the manufacturer just after reaching the inventory to the reorder point. Since SCR for the manufacturer is necessary for a supply chain, thus, an investment for reducing SC is applied. The manufacturer in this study are unreliable who send a faction of the quantity ordered by the retailer in several lots to reduce the HC of the retailer. Keeping the increasing demand of the product in mind the lot sizes are taken unequal and they increased in a multiple of geometric progression series of the first lot. When a system runs long then the system may be going to an out-of-control stage and defective items may produce from the system. Thus, besides a defective cost for manufacture, to upgrade the quality of the product several investments for quality are considered. Since every people wants quick and on-time delivery thus, short lead time can make a product attractive. However, due to the unreliability of the manufacturer the lead time may be long and as an effect shortages may be arises. Thus, the LTCC is applied. Again because of unreliability of manufacture, less quantity and long delivery time make some customers disappointed. As a result, a number of customers go to other retailer to buy the product and some of them wait for the product especially if the delivery time is small and for the good reputation of the retailer. For that an annual stock out is considered in this model.

3.2. Assumptions

1. The inventory model is found as continuous. The demand depends on the service of the manufacturer. The demand pattern follows as \( D = \kappa_1 \rho^2 \).
2. Discrete investments be utilized for the manufacturer and the retailer of the supply chain model, for reference, see Sarkar et al. [3].
3. According to Ouyang et al. [39], \( I_q(\theta) = b \log \left( \frac{\theta}{\theta_0} \right) \) for \( 0 < \theta \leq \theta_0 \) is the continuous capital investment function, which is invested to improve the quality of the product during the system may goes to out-of-control stage and imperfect items may produce.
4. Due to unreliability of the manufacturer, the lead time may be long and as a result, the reputation of the company and the retailer goes down. The LTCC, which are applied for reducing the lead time and as a result improving the satisfaction of the customer is considered in this model. Taking the minimal duration \( u_i \) with a crashing cost \( m_i \) per unit of time and a normal duration \( v_i \), the lead time L is divided into \( n \) components \( L_1, L_2, \ldots, L_n \), which are mutually independent and each of the component \( L_i \) may be reduced from \( v_i \) to any volume between \( v_i \) and \( u_i \), i.e., \( L_i \in [u_i, v_i] \) for all \( i \). Rearrangement of the components are done in such a way that \( m_1 \leq m_2 \leq m_3 \leq \cdots \leq m_n \) that is the least crashing cost occurred in the first component and the highest crashing cost occurred in the last component etc. The time beginning with the lowest crashing cost \( m_i \), the component \( L_i \) is crashed (Liao and Shyu [48]). Let \( l_i = u_i \), i.e., the components are crashed to their minimum duration. Then, for all \( i = 1, 2, \ldots, n \), \( \min L_{min} \leq \sum_{i=1}^n u_i \leq L \leq \sum_{i=1}^n v_i \leq \max L_{max} \). It follows that the lead time length crashed at their minimum duration \( L_i = \sum_{j=1}^n v_j - \sum_{j=1}^i (v_j - u_j) = \sum_{j=1}^n v_j - \sum_{j=1}^i u_j \) for \( i = 1, 2, \ldots, n \) and the LTCC for a given \( L_i \leq L \leq L_j - 1 \) is given by \( C(L) = m_i (L_{i-1} - L) + \sum_{j=1}^i m_j (v_j - u_j) \) for \( i = 1, 2, \ldots, n \).
5. An amount \( Q \) of order is placed to the manufacturer by the retailer just after reaching the inventory to the reorder point \( r \).
6. After getting order the manufacturer manufacture a fraction \( \alpha Q \) of the ordered quantity \( Q \) is delivered to the retailer where \( 0 < \alpha < 1 \).
7. For reducing HC, the \( \alpha Q \) quantity can be shipped by \( n \) shipments. The lot size in each shipment are unequal.
8. The manufacturer transports first lot of size \( q \) units, second lot of size \( \varsigma q \), third lot of size \( \varsigma^2 q \), \ldots, \( nth \) lot of size \( \varsigma^{n-1} q \) where \( \varsigma > 1 \) is a constant.
9. Due to unreliability of the manufacturer shortages arise and shortages are partially backlogged.

10. The expression of the backorder ratio $\varrho$ is \( \frac{\varrho_0 \pi}{\pi_0} \), where the price discount in the time period of maximum backorder $0 \leq \varrho_0 < 1$ is $0 \leq \pi_x \leq \pi_0$, $\pi_0$ is the marginal profit per unit (Pan et al. [49], Lin [32]).

4. Formulation of the Model

In this retailer-manufacturer continuous inventory model, where the manufacturer is unreliable, after reaching the inventory to the reorder point $r$ (decision variable) the retailer placed an order of $Q$ quantity to the manufacturer. Discrete investments $A_0 e^{-\kappa A}$, and $V_0 e^{-\mu I}$ are applied for reducing the ordering cost and the SC. However, due to unreliability issue, the manufacturer produces and sends a fraction $\alpha Q$, $0 < \alpha < 1$ of the order quantity $Q$ to the retailer without informing him with the fixed and variable TCEC $C_{TF}^0$, $C_{TV}^0$, $C_{FC}^0$ and $C_{VC}^0$, respectively. In that situation, the retailer has no option in hand and he is bound for accepting the delivered products. Again the unreliable manufacturer transports the produced amount in ($n > 1$, integer variable) lots to the retailer for reducing the HC of the retailer. Keeping the demand of the product in mind, the lot sizes, sent by the manufacturer, are increased in a multiple of the previous lot. The first lot is sent by the manufacturer as $q$, the second lot is sent by the manufacturer as $\varsigma q$ and in the same way, the last lot is sent by the manufacturer is $\varsigma^{n-1}q$. Therefore, the production batch, which transported from manufacturer to retailer, is

\[ q + \varsigma q + \varsigma^2 q + \cdots + \varsigma^{n-1} q = q \left( \frac{\varsigma^n - 1}{\varsigma - 1} \right). \] (1)

Since the total delivered quantity is $aQ$ (Assumption 6), therefore, one can write

\[ q \left( \frac{\varsigma^n - 1}{\varsigma - 1} \right) = aQ. \] (2)

Thus, the number of production cycle is $D = \frac{aQ}{\alpha Q}$ that is $D = \frac{\alpha (\varsigma - 1)}{\varsigma^0 (\varsigma - 1)}$. For the unreliability of the manufacturer shortage must arise and thus, there must be some backorder with the rate $\varrho$. $E(X - r)^+$ is the expected shortage, where $X$ is the demand during the lead time. Thus, the number of backorder and lost sales per cycle are $\varrho E(X - r)^+$ and $(1 - \varrho) E(X - r)^+$. Due to long-run, the system may go to out-of-order stage and as a result, along with the good items, some defective items are also produced continuously. For fixing the defective items by improving its quality, a continuous investment $I_0(\theta)$ for quality improvement is applied and an investment $\eta \rho^2$ is applied to improve the service. Figures 2 and 3 respectively represent manufacturer and retailer’s inventory.

4.1. Manufacturer’s Mathematical Model

To calculate the manufacturer’s total cost, the following cost are calculated as follows:

4.1.1. Total SC of Manufacturer with Investment

The total SC of manufacturer is

\[ \left[ V_0 e^{-\mu I} + I \right] \frac{D}{aQ}. \] (3)

where $\mu$ is a known parameter and $I$ is a decision variable.
4.1.2. HC of the Manufacturer

After calculating the total inventory of the manufacturer from Figure 2, the total HC of the manufacturer is obtained as follows (Sarkar et al. [3]).

\[ q \left[ \frac{D}{P} + \left(1 - \frac{D}{2P}\right) \left( \frac{\xi^n - 1}{\xi - 1} \right) - \frac{1}{2} \left( \frac{\xi^n + 1}{\xi + 1} \right) \right] C^M. \]  

(4)

4.1.3. Defective Cost of the Manufacturer

During flow time for long-run, the system may go to an out-of-control stage with probability \( \theta \), which is in general very small and close to zero. Porteus [34] introduced the expression of the defective cost. Then, Moon et al. [27] applied this expression in his model. Recently Sarkar et al. [33] applied this. Thus, the expected annual defective cost is as follows (see Porteus [34]).

\[ sD\theta \alpha Q \frac{1}{2}. \]  

(5)
4.1.4. Capital Investment Cost of the Manufacture

As the system continuously produces defective items during its out-of-control stage, to fix those defective items, an investment is applied. Ouyang et al. [39] first introduced this cost. Then, Moon et al. [27] and Sarkar et al. [33] applied this expression in their models. According to the investment for make the defective items perfect is $bI_θ(θ)$. Therefore, the expected annual investment cost is

$$aI_θ(θ) = ab \log \left( \frac{θ_0}{θ} \right).$$

(6)

4.1.5. TCEC of the Manufacturer

For the SSMUID policy, the number of transportation increases. Thus, beside of FTCEC of the manufacturer, a variable transportation and a carbon emission cost are need to be considered. Sarkar et al. [50] first introduced container capacity-dependent variable transportation and carbon emission cost (VTCEC).

Thus, the manufacturer’s total FTCEC is

$$T_{FTCEC} = nD \alpha Q \left[ C_S^{FT} + C_S^{FC} \right].$$

Considering the capacity of each container $γ$ as fixed, the manufacturer’s total VTCEC is

$$T_{VTCEC} = \frac{αQ}{γ} \left[ C_S^{VT} + C_S^{VC} \right].$$

Therefore, total TCEC of the manufacturer is

$$T_{TCEC} = nD \alpha Q \left[ C_S^{FT} + C_S^{FC} \right] + \frac{αQ}{γ} \left[ C_S^{VT} + C_S^{VC} \right].$$

(7)

4.1.6. Investment Cost for Improvement of Quality

In this model, an investment $ηρ^2$ is considered, where $η$ is the constant of coefficient is introduced for improvement of the service of the manufacturer to attract customers and increase the reputation of the company.

4.1.7. Total Cost of the Manufacturer

From the above-mentioned cost, the total cost of the manufacturer is as follows

$$ATC_M (q, ε, ρ, I, θ, n) =$$

$$\left[ V_0 e^{-\mu} + 1 \right] \frac{D}{αQ} + q \left[ \frac{D}{P} + \left( 1 - \frac{D}{2P} \right) \left( \frac{C_S^n - 1}{C_S - 1} \right) - \frac{1}{2} \left( \frac{C_S^n + 1}{C_S + 1} \right) \right] C_M^{Ht} +$$

$$+ sDθαQ \frac{2}{D} + ab \log \left( \frac{θ_0}{θ} \right) + n \frac{D}{αQ} \left[ C_S^{FT} + C_S^{IC} \right] + \frac{αQ}{γ} \left[ C_S^{VT} + C_S^{VC} \right]$$

$$+ ηρ^2,$$

(8)

where $0 < θ ≤ θ_0$.

4.2. Retailer’s Mathematical Model

To calculate the total cost of the retailer, the following costs are needed to calculate.
4.2.1. Discrete Investment for OCR

To reduce the ordering cost for the retailer, some extra investments are introduced. Thus, the total ordering cost of the retailer is

$$\frac{D}{\alpha Q} \left[ A_0 e^{-\kappa A} + A \right].$$

(9)

4.2.2. LTCC of the Retailer

The LTCC is given by

$$C(L) = m_i (L_i - 1 - L) + \sum_{j=1}^{i-1} m_j (v_j - u_j).$$

Therefore, the expected annual crashing cost per cycle is

$$\frac{D}{\alpha Q} \left[ m_i (L_{i-1} - L) + \sum_{j=1}^{i-1} m_j (v_j - u_j) \right].$$

(10)

4.2.3. Annual Stockout Cost of the Retailer

An amount $Q$ of the order quantity is placed to manufacturer by the retailer just after reaching the inventory to the reorder point $r$. However, due to unreliable manufacturer the retailer receives only a fraction $\alpha Q$ of the order quantity. The demand during lead time is a random variable ($X$) with mean $DL$ and standard deviation $\sigma \sqrt{L}$. Then, $\varrho E(X - r)^+$ is the expected backorders number per cycle and hence the annual (expected) stockout cost is as follows (see Sarkar et al. [38]).

$$\frac{D}{\alpha Q} \left[ \pi x \varrho + \pi_0 (1 - \varrho) \right] E(X - r)^+.\] (11)

4.2.4. HC of the Retailer

From Figure 3, one can obtained the total number of holding items

$$q \left( \varsigma n + 1 \right) \frac{2}{(\varsigma + 1)^2} + r - DL + (1 - \varrho) E (X - r)^+.$$

Thus, the total HC for retailer is

$$\left[ q \left( \frac{\varsigma n + 1}{2} + \frac{r - DL + (1 - \varrho) E (X - r)^+}{\varsigma + 1} \right) \right] C_R^H.$$

(12)

4.2.5. Total Cost of the Retailer

From the above costs, the total cost of the retailer is

$$ATC_R (q, \varsigma, \rho, A, L, \pi_x, k) = \frac{D}{\alpha Q} \left[ A_0 e^{-\kappa A} + A \right] + \frac{D}{\alpha Q} \left[ m_i (L_{i-1} - L) + \sum_{j=1}^{i-1} m_j (v_j - u_j) \right]$$

$$+ \frac{D}{\alpha Q} \left[ \pi x \varrho + \pi_0 (1 - \varrho) \right] E(X - r)^+$$

$$+ \left[ q \left( \frac{\varsigma n + 1}{2} + \frac{r - DL + (1 - \varrho) E (X - r)^+}{\varsigma + 1} \right) \right] C_R^H,$$

(13)

where $0 \leq \rho_0 < 1$, $0 \leq \pi_x \leq \pi_0$. 

4.3. Total Cost of the SCM

From (8) and (13), the joint expected total cost (per cycle) of the retailer and the manufacturer is as follows:

\[ J_{ATC}(q, c, \rho, I, \theta, n, A, L, \pi_x, k) \]
\[ = ATC_M(q, c, \rho, I, \theta, n) + ATC_R(q, c, \rho, A, L, \pi_x, k) \]
\[ = \left[ V_0 e^{-\mu I} + I \right] \frac{D}{\alpha Q} + q \left[ \frac{D}{P} + \left( 1 - \frac{D}{2P} \right) \left( \frac{c''}{e} - 1 \right) - \frac{1}{2} \left( \frac{c''}{\sigma} + 1 \right) \right] C^M_H \]
\[ + \frac{sD\theta aQ}{2} + ab \log \left( \frac{\theta_0}{\theta} \right) + n \frac{D}{\alpha Q} \left[ C^S_{VT} + C^S_{FC} \right] + \frac{aQ}{\gamma} \left[ C^S_{VT} + C^S_{VC} \right] \]
\[ + \frac{\eta^2}{\alpha Q} \left[ A_0 e^{-\kappa A} + A \right] + \frac{D}{\alpha Q} \left[ \pi_x q + \pi_0(1 - q) \right] E(X - r)^+ \]
\[ + \left[ q \left( \frac{c''}{e} + 1 \right) + r - DL + (1 - q) E(X - r)^+ \right] C^R_H, \]

(14)

where \( 0 < \theta \leq \theta_0, 0 \leq \varphi_0 < 1, 0 \leq \pi_x \leq \pi_0 \). Thus, the problem is

\[ \underset{\theta \in (0, \theta_0), \pi_x \in [0, \pi_0]}{\text{minimize}} \ J_{ATC}(q, c, \rho, I, \theta, n, A, L, \pi_x, k) \]

5. Normal Distribution Model

If the variable of the lead time demand \( X \) follows a normal distribution with mean \( DL \) and standard deviation \( \sigma \sqrt{L} \), respectively, the reorder point \( r \) is given by \( r = k_1 \rho \sigma + \sqrt{L} \). The value of \( \psi(k) \) is the standard normal distribution function \( \Phi(k) \), where the density function of the standard normal distribution is \( \phi(k) \) and the distribution function is the standard normal distribution \( \Phi(k) \) (see Moon and Choi [51]). Now putting the values, the problem becomes

\[ \underset{\theta \in (0, \theta_0), \pi_x \in [0, \pi_0]}{\text{minimize}} \ J_{ATC}(q, c, \rho, I, \theta, n, A, L, \pi_x, k) \]
\[ = \frac{k_1 \rho \sigma^2 (\xi - 1)}{q(c'' - 1)} \left[ V_0 e^{-\mu I} + I \right] \]
\[ + q \left[ \frac{k_1 \rho \sigma^2}{P} + \left( 1 - \frac{k_1 \rho \sigma^2}{2P} \right) \left( \frac{c''}{e} - 1 \right) - \frac{1}{2} \left( \frac{c''}{\sigma} + 1 \right) \right] C^M_H \]
\[ + \frac{s k_1 \rho \sigma^2 \theta aQ}{2(e - 1)} + ab \log \left( \frac{\theta_0}{\theta} \right) + n \frac{k_1 \rho \sigma^2 (\xi - 1)}{q(c'' - 1)} C^S_{VT} \]
\[ + \frac{q}{\gamma} \left( \frac{c'' - 1}{e - 1} \right) C^S_{VT} + n \frac{k_1 \rho \sigma^2 (\xi - 1)}{q(c'' - 1)} C^S_{FC} + \frac{q}{\gamma} \left( \frac{c'' - 1}{e - 1} \right) C^S_{VC} \]
\[ + \frac{k_1 \rho \sigma^2 (\xi - 1)}{q(c'' - 1)} + \eta^2 + \frac{k_1 \rho \sigma^2 (\xi - 1)}{q(c'' - 1)} \left[ A_0 e^{-\kappa A} + A \right] \]
\[ + \frac{k_1 \rho \sigma^2 (\xi - 1)}{q(c'' - 1)} \left[ m_1 (L_{i-1} - L) + \sum_{j=1}^{i-1} m_j (v_j - u_j) \right] \]
\[ + \frac{k_1 \rho \sigma^2 (\xi - 1)}{q(c'' - 1)} \left[ \pi_0 - \varphi_0 \pi_x + \frac{\varphi_0 (\pi_x)^2}{\pi_0} \right] \sqrt{L} \psi(k) \]
\[ + \left[ q \left( \frac{c''}{e} + 1 \right) + k_1 \rho \sigma + \frac{q}{\gamma} \left( \frac{c'' - 1}{e - 1} \right) \sqrt{L} \psi(k) \right] C^R_H, \]

(15)
Solution Methodology

The joint expected total cost can be expressed as

\[
J_{ATC}(q, \varsigma, \rho, I, \theta, n, A, L, \pi_x, k) = Dq f(\varsigma) R_1 + q \left[ \frac{R_2}{f(\varsigma)} + g(\varsigma) R_3 + \frac{D}{P} \right] + ab \log \left( \frac{\theta_0}{\theta} \right) + k \left( 1 - \frac{\rho_0 \pi_x}{\pi_0} \right) \psi(k) \sigma \sqrt{L C_H} + \eta \rho^2, \tag{16}
\]

where the values of \( f(\varsigma), g(\varsigma), R_1, R_2, R_3 \) are given in Appendix A.

Ignoring the constraints \( 0 < \theta \leq \theta_0 \) to solve the non-linear program and denote \( J_{ATC}(I, \theta, \varsigma, \rho, q, A, L, \pi_x, k) \) by simply \( J \), differentiating partially \( J \) twice with respect to \( L \) one has

\[
\frac{\partial^2 J}{\partial L^2} = -\frac{\sigma}{4L^2} \left[ Dq f(\varsigma) \pi \psi(k) + \left\{ k + \left( 1 - \frac{\rho_0 \pi_x}{\pi_0} \right) \psi(k) \right\} C_{ij}^R \right]. \tag{17}
\]

Since, \( 0 \leq \rho_0 < 1, 0 \leq \pi_x \leq \pi_0 \) it is clear from Equation (17) that,

\[
\frac{\partial^2 J}{\partial \pi^2} < 0.
\]

Thus, for fixed \( I, \theta, \varsigma, n, q, A, \pi_x, k, \rho \) the function \( J \) is a concave function in \( L \). Hence, the expected minimum cost (annual) will occur at \( L_{i-1} \) which is the end point of \([L_i, L_{i-1}]\). Again, for \( L \in [L_i, L_{i-1}] \), differentiating \( J \) with respect to \( I, \theta, \varsigma, q, A, \pi_x, k, \rho \), it is found as

\[
\frac{\partial J}{\partial I} = \frac{D}{q} f(\varsigma) \left( 1 - V_0 \mu e^{-\mu I} \right) \tag{18}
\]
\[
\frac{\partial J}{\partial \theta} = \frac{q}{f(\varsigma)} \frac{s D}{2} - \frac{ab}{\theta} \tag{19}
\]
\[
\frac{\partial J}{\partial \varsigma} = f'(\varsigma) \left[ \frac{DR_1}{q} - \frac{q R_2}{f(\varsigma)} \right] + g(\varsigma) R_3 \tag{20}
\]
\[
\frac{\partial J}{\partial q} = -\frac{D q}{q^2} f(\varsigma) R_1 + \frac{R_2}{f(\varsigma)} + g(\varsigma) R_3 + \frac{D}{P} \tag{21}
\]
\[
\frac{\partial J}{\partial A} = \frac{D}{q} f(\varsigma) \left( 1 - A_0 \chi e^{-\chi A} \right) \tag{22}
\]
\[
\frac{\partial J}{\partial \pi_x} = \left[ \frac{D}{q} f(\varsigma) \left( \frac{2 \rho_0 \pi_x}{\pi_0} - \phi_0 \right) - \frac{C_{ij}^R}{\pi_0} \right] \phi_0 \sigma \sqrt{L \psi(K)} \tag{23}
\]
\[
\frac{\partial J}{\partial \rho} = \frac{1}{2} \frac{q}{f(\varsigma)} \left( s \theta - \frac{1}{P} \right) \kappa_1 \kappa_2 \rho^{\kappa_2 - 1} + 2 \eta \rho. \tag{24}
\]
Now equating the Equations (18)–(24) with zero, the stationary points $I^*, \theta^*, \varsigma^*, q^*, A^*, \pi^*_x, \rho^*$ are as follows:

\[
I^* = \frac{1}{\mu} \log (\mu V_0) \tag{25}
\]

\[
\theta^* = \frac{2ab}{q^* D f(\varsigma)} \tag{26}
\]

\[
\varsigma^* = 1 + (\varsigma^n - 1) \sqrt{\frac{qR_2}{q} + \frac{q'^*}{f'(\varsigma)} R_3} \tag{27}
\]

\[
q^* = \sqrt{\frac{R_2}{f'(\varsigma)} g(\varsigma) R_3 + \frac{D f(\varsigma)}{q}} \tag{28}
\]

\[
A^* = \frac{1}{\kappa} \log (\kappa A_0) \tag{29}
\]

\[
\pi^*_x = \frac{1}{2} \left( \pi_0 + \frac{qC^2_H}{DF(\varsigma)} \right) \tag{30}
\]

\[
\rho^* = \frac{-2nf(\varsigma)}{\kappa_1 \kappa_2 \left( \frac{f'(\varsigma)}{q} R_1 + \frac{1}{2} q^* \frac{q'^*}{f'(\varsigma)} (s\theta^* - \frac{1}{p}) + \frac{q_*}{p} \right)} \tag{31}
\]

**Proposition 1.** For some fixed $L \in [L_i, L_{i-1}]$ the Hessian matrix for $JATC (I, \theta, \varsigma, q, A, \pi_x, k, \rho)$ is positive definite at the point $(I^*, \theta^*, q^*, A^*, \pi^*_x, \rho^*)$.

**Proof.** For proof follow Appendix B.

6. Numerical Examples

The numerical example is illustrated to validate for this model. Table 2 gives the lead time data while values of the parameters are given in Table 3.

Therefore, the globally minimized cost of the model is $1285.52, with respect to the decision variable production investment per batch for reducing SC $I^* = 540.62/unit, out-of-control movement probability $\theta^* = 0.000017$, increasing rate of the shipment lot size $\varsigma^* = 1.46$, number of shipments $n^* = 4$, initial lot size $q^* = 14.69$ unit, retailer’s investment for reducing ordering cost per ordered batch $A^* = 10.10/unit, replenishment lead time $L^* = 3$ weeks, price discount for backorder per unit offered by the retailer $\pi^*_x = 75.56/unit, and safety factor $k^* = 2.3$.

| Lead Time Component | Normal Duration | Minimum Duration | Unit Crashing Cost |
|---------------------|----------------|-----------------|--------------------|
| $i$                 | $v_i$ Days     | $u_i$ Days      | $m_i$ ($/Day$)     |
| 1                   | 20             | 6               | 0.4                |
| 2                   | 20             | 6               | 1.2                |
| 3                   | 16             | 9               | 5.0                |
Table 3. Values of the parameters.

| Parameter | Values          | Parameter | Values          |
|-----------|-----------------|-----------|-----------------|
| $A_0$     | $50$/order      | $\kappa$ | 0.25            |
| $\kappa_1$ | 30               | $\kappa_2$ | 1.5             |
| $D$       | 26.67 unit      | $Q$       | 150 unit        |
| $\alpha$  | 75.85%          | $\alpha Q$ | 113.78 unit    |
| $P$       | 60 unit/time    | $V_0$     | $1500$/setup    |
| $\mu$     | 0.0015          | $C_M^H$   | $0.05$/unit/unit time |
| $\theta_0$ | 0.00002         | $C_M^T$   | $0.7$/unit shipment |
| $C_M^{VC}$ | $0.1$/container capacity | $C_F^M$ | $0.2$/unit shipment |
| $C_H$     | $0.35$/unit     | $\pi_0$  | $150$/unit      |
| $\phi_0$  | 0.52            | $\sigma$ | 9               |
| $s$       | $70$/unit       | $a$       | 0.3             |
| $b$       | 0.2             | $\eta$   | 2250            |

6.1. Special Cases

Case 1 (Constant reorder point). Taking the constant reorder point $k = 10$, the expected total cost increases to $4012.62$, which is more than 212.14% of the proposed study.

Case 2 (No investment for OCR). Taking investment for ordering cost $A = 0$, the total cost becomes $1286.3$ which is more than 0.06% of the proposed study.

Case 3 (No investment for quality improvement). If there is no investment for quality improvement of the product that is $\theta_0 = \theta = 0.00002$, then the expected total cost is $63,366,846.54$, which is more than 4,929,177.38% of the proposed study. Clearly, the cost is very high. Thus, investment for quality improvement is very much important.

Case 4 (No investment for SCR). No investment for SCR increases the total cost of the supply chain and it becomes $1352.24$ which is more than 5.19% of the proposed study.

Case 5 (With SSSD policy). For SSSD policy, the total production quantity will be sent in one lot and for that case the first lot size $q$ is equal to the total production lot, that is $q = 113.79$ and $n = 1$. Then, the total cost becomes $1475.16$, which is more than 14.75% of the proposed study. This proves that SSMUD policy is more cost-saver than SSSD policy.

Case 6 (With SSMD policy). If the lot sizes are equal that is $\varsigma = 1$, then the number of shipment must be increased and the total cost is increased. The expected total cost becomes $2218.04$, which is more than 72.54% of the proposed study. Thus, it is clear that the SSMUD policy is more practical than the SSMD policy.

Case 7 (With constant demand). Taking the demand $D = 30$ as constant that is $\rho = 1$, the expected total cost increases up to $2549.2$, which is more than 98.30% of the proposed study.

6.2. Sensitivity Analysis

The sensitivity analysis is given in Table 4. From Table 4 it is observed that

1. with the increasing value of ordering cost, HC of the retailer, SC, defective cost, FTCEC of the manufacturer, the expected total cost of the supply chain decreases and with the increasing value of the HC, VTCEC of the manufacturer, the total cost increases.
2. The SC is most effective on the total cost of the supply chain. Thus, the management has to take care regarding the SC and the investment for SCR is under control.

3. The HC, fixed and variable transportation cost, and carbon emission cost of the manufacturer has less impact on the total cost.

4. The reduction of the HC of the retailer increases the total cost of the supply chain but the reduction of the HC of the manufacturer increases the total cost of the supply chain.

| Table 4. Sensitivity analysis. |
|--------------------------------|
| Parameters | Changes | Changes in JATC (%) | Parameters | Changes | Changes in JATC (%) |
| $V_0$ | $-50\%$ | $+208.68$ | $A_0$ | $-50\%$ | $+2.43$ |
| | $-25\%$ | $+57.73$ | | $-25\%$ | $+1.21$ |
| | $+25\%$ | $-27.84$ | | $+25\%$ | $-1.18$ |
| | $+50\%$ | $-43.05$ | | $+50\%$ | $-2.35$ |
| $C^M_{MH}$ | $-50\%$ | $-0.08$ | $C^M_{HT}$ | $-50\%$ | $+0.19$ |
| | $-25\%$ | $-0.04$ | | $-25\%$ | $+0.06$ |
| | $+25\%$ | $+0.04$ | | $+25\%$ | $-0.06$ |
| | $+50\%$ | $+0.08$ | | $+50\%$ | $-0.13$ |
| $C^M_{VT}$ | $-50\%$ | $-0.60$ | $C^M_{FC}$ | $-50\%$ | $+0.04$ |
| | $-25\%$ | $-0.30$ | | $-25\%$ | $+0.02$ |
| | $+25\%$ | $+0.30$ | | $+25\%$ | $-0.02$ |
| | $+50\%$ | $+0.60$ | | $+50\%$ | $-0.04$ |
| $C^M_{VC}$ | $-50\%$ | $-0.60$ | $C^R_{HH}$ | $-50\%$ | $+0.41$ |
| | $-25\%$ | $-0.30$ | | $-25\%$ | $+0.21$ |
| | $+25\%$ | $+0.30$ | | $+25\%$ | $-0.21$ |
| | $+50\%$ | $+0.60$ | | $+50\%$ | $-0.41$ |
| $s$ | $-50\%$ | $+388.45$ |
| | $-25\%$ | $+96.73$ |
| | $+25\%$ | $-42.39$ |
| | $+50\%$ | $-63.96$ |

6.3. Managerial Insights

This study gives an example of how the unreliability of the manufactures occurs shortages and how to solve that problem by considering a backorder price discount. Increasing the value of service for products increases the demand for the product as the constant demand is not a practical scenario for all cases.

In this study, the demand is dependent on the service which is also very practical in the real scenario. If a manufacturer does not provide good service, then the demand for the product produced by the manufacturer may decrease. Even, the demand of a product may not be the same for all times. There are some products like drugs of diabetic and cancer whose demand is increasing day by day and for those products, SSSD or SSMD policy are not appropriate. For these types of products, SSMUID policy is very much appropriate and realistic. The delivered items in multi-time with lot-increasing lot sizes are very practical that is explained by the special case.

Investments are needed for any concerned player of a supply chain for reducing the SC and OC, maintaining the quality of the product, and the service of the manufacturer.

Lead time is an important part of an SCM. Therefore, investing money for lead time crashing within the SCM works smoothly.
6.4. Real Life Example

There are so many practical examples of this field in real life. Some of the practical examples of this study are given below.

- A person goes to a shop of a specified company for spare parts of the car. However, that spare part of that company is unavailable at that time. So, the customer orders that part and return back. Now due to unreliability of the manufacturer, the retailer cannot deliver the spare part to the customer within the due date. The customer now decides to buy the same spare part from a different company. However, the quality of the same spare part of the substitute company is not as good as the original one. As a result, the car is not giving the optimum performance. In this way, due to the unreliability of the manufacturer the original company losses a customer along with the reputation.

- A person goes to a medical shop for buying a medicine prescribed by the doctor and finds that it is unavailable at all shops. The customer places an order of that medicine in a shop. However, due to the unreliability of manufacturer, the person is unable to get that at the due date. Then under compulsion and by the influence of the medical shopkeeper, the customer buys another medicine of the same generic but that is not working properly. Thus, the customer loses the faith from that medicine company and the demand for the medicine decreases.

7. Conclusions

The unequal lot size really helped the transportation system to transfer products from the manufacturer to the retailer, which is quite logical than the existing equal lot size scenario. The model proved the best way to reduce the VTCEC. It was found that the expected total cost was globally minimized with respect to the safety stock, lead time, investment to reduced ordering cost and SC, and a continuous investment to reduced the probability of converting the production system from “in-control” to “out-of-control” stage. It was clear that the variable reorder point reduced the total cost of the supply chain than the fixed reorder point. Investment for SCR, OCR, and quality appeared very much important for the reduction of the total cost of the supply chain. SSMUID policy is more profitable than SSSD and SSMD policy within the SCM.

Usually, the demand depends on various factors like availability, selling price, quality, service of the manufacturer. In this study, demand was dependent upon only on the service. To reduce the lead time, the processing time can be reduced. For solving the shortage problem, the two-stage safety stock can be applied as the unreliability within the manufacturer, which generates a bad reputation among the customers. These issues can be discussed and solved in the extended study of this model. If the expected shortage quantity cannot be measured by the known probability, then solving the issue of the unreliability will be more complicated. The distribution-free approach can help to solve this issue. This model can be extended by considering the smart manufacturing system along with radio-frequency identifier device (RFID) concept for identifying unreliable manufacturer.
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Abbreviations

The following abbreviations are used in this manuscript.

- SCR: Setup cost reduction
- OCR: Ordering cost reduction
- QI: Quality improvement
- SL: Service level improvement
- SC: Setup cost
- SCM: Supply chain management
- USCM: Unreliable supply chain management
- LTCC: Lead time crashing cost
- SSSD: Single-setup-single-delivery
- SSMD: Single-setup-multi-delivery
- SSMUD: Single-setup-multi-unequal-delivery
- SSMUID: Single-setup-multi-unequal-increasing-delivery
- TCEC: Transportation and carbon emission cost
- FTCEC: Fixed transportation and carbon emission cost
- VTCEC: Variable transportation and carbon emission cost

Notation

Index

- \( i \) (\( i = 1, 2, \ldots, n \)): lead time (minimum duration) components
- \( j \) (\( j = 1, 2, \ldots, n \)): lead time (normal duration) components

Decision variables

- \( I \): production investment per batch ($/batch)
- \( q \): initial lot size (unit)
- \( \varsigma \): increasing rate of shipment lot size (unit)
- \( \rho \): service of the manufacturer (in percentage)
- \( n \): number of shipments (integer variable)
- \( \theta \): final out-of-control movement probability
- \( k \): safety factor of the retailer
- \( A \): retailer’s investment for reducing ordering cost per ordered batch ($/unit)
- \( L \): replenishment lead time (week)
- \( \pi \): price discount for backorder per unit offered by the retailer ($/unit)

Parameters

- \( Q \): ordered quantity (units)
- \( \alpha \): yield of the manufacturer (in percentage)
- \( \kappa_1, \kappa_2 \): parameters related to SL
- \( D \): demand rate (unit)
- \( P \): production rate (unit)
- \( V_0 \): fixed initial SC of manufacturer before any investment is made ($/setup)
- \( \mu \): shape parameter for the SC investment
- \( C_H \): HC for the manufacturer ($/unit/unit time)
- \( \theta_0 \): out-of-control movement probability (initial)
- \( I_0(\theta) \): investment for reduction of out-of-control probability ($/cycle)
- \( C_{FT}^M \): manufacturer’s transportation cost (fixed) ($/unit)
- \( C_{VT}^M \): manufacturer’s transportation cost (variable) ($/container)
- \( C_{FC}^M \): manufacturer’s carbon emission cost (fixed) ($/unit)
- \( C_{VC}^M \): manufacturer’s carbon emission cost (variable) ($/container)
- \( \gamma \): capacity of the container
- \( \eta \): scale parameter of the investment for service
- \( A_0 \): retailer’s initial ordering cost ($/order)
- \( \kappa \): shape parameter for the SC investment
- \( r \): reorder point of the retailer
\( u_i \) lead time component \( i \) (minimum duration)
\( v_i \) lead time component \( i \) (normal duration)
\( m_i \) crashing cost of the lead time component \( i \)
\( X \) random variable for lead time demand
\( E(X) \) expectation of \( X \)
\( X^+ \max \{ X, 0 \} \)
\( \pi_0 \) marginal profit per unit
\( \varrho \) ration of backorder, \( 0 < \varrho < 1 \)
\( \varrho_0 \) upper bound of the ration of the backorder

**Appendix A**

\[
f(\xi) = \frac{c_{i-1}}{c_i}, \quad g(\xi) = \frac{c_{i+1}}{c_i},
\]
\[
C(L) = m_i(L_{i-1} - L) + \sum_{j=1}^{L} m_i(v_j - u_j)
\]

\[
R_1(I, A, L, \pi_x, k) =
V_0e^{-\mu I} + I + n \left( C_{FT}^I + C_{FC}^I \right) + A_0e^{-KA} + A + C(L) + \pi_0\sqrt{L}\psi(k)
\]

\[
\pi(\pi_x) = \pi_0 - \varrho_0\pi_x + \frac{\varrho_0(\pi_x)^2}{\pi_0}
\]

\[
R_2(\theta) = \left( 1 - \frac{K_1\rho^2}{2p} \right) + \frac{\sigma_1\rho^2\theta}{2} + \frac{1}{\gamma} \left( C_{FT}^\theta + C_{FC}^\theta \right)
\]

\[
R_3 = \frac{1}{2} \left( C_{F1}^\varrho - C_{F2}^\varrho \right)
\]

**Appendix B**

For given value of \( n \) and \( L \) the hessian matrix \( H \) is given below.

\[
H = \begin{bmatrix}
J_{11} & J_{1b} & J_{1c} & J_{1q} & J_{1A} & J_{1\pi_x} & J_{1k} & J_{1p} \\
J_{b1} & J_{b0} & J_{bG} & J_{bq} & J_{bA} & J_{b\pi_x} & J_{bK} & J_{bP} \\
J_{c1} & J_{c0} & J_{cG} & J_{cq} & J_{cA} & J_{c\pi_x} & J_{ck} & J_{cp} \\
J_{q1} & J_{q0} & J_{qG} & J_{qq} & J_{qA} & J_{q\pi_x} & J_{qk} & J_{qp} \\
J_{Al} & J_{A0} & J_{AG} & J_{AQ} & J_{AA} & J_{A\pi_x} & J_{Ak} & J_{Ap} \\
J_{Ax} & J_{Ax} & J_{A\varrho} & J_{A\varrho} & J_{A\pi_x} & J_{Ax} & J_{Ax} & J_{Ax} \\
J_{k1} & J_{k0} & J_{kG} & J_{kq} & J_{kA} & J_{k\pi_x} & J_{kk} & J_{kp} \\
J_{k1} & J_{k0} & J_{kG} & J_{kq} & J_{kA} & J_{k\pi_x} & J_{kk} & J_{kp}
\end{bmatrix}
\]

where \( J = JATC \) \((I, \theta, \xi, n, q, A, L, \pi_x, k) \) and \( J_{xy} = \frac{\partial^2 I}{\partial x \partial y} \).

The second order partial derivatives at the optimal point \((I^*, \theta^*, \xi^*, q^*, A^*, L^*, \pi_x^*, k^*)\) are given below.

First column of Hessian matrix:

\[
J_{II} = \frac{D^*}{\sigma^2}f(\xi^*)\mu, \quad J_{b1} = J_{c1} = J_{q1} = J_{Al} = J_{Ax} = J_{k1} = J_{p1} = 0
\]

where \( D^* = \kappa_1(\rho^*)^2 \).

Second column of Hessian matrix:

\[
J_{b0} = 0, \quad J_{b\theta} = \frac{\partial b}{\partial \theta^2}, \quad J_{c0} = -\frac{1}{2}g^sD^*f(\xi^*)^2, \quad J_{q0} = \frac{sD^*}{2f(\xi^*)}, \quad J_{A0} = 0, \quad J_{Ax} = 0,
\]
\[ J_{\theta} = 0, \quad I_{\rho} = \frac{1}{2} \frac{\partial^2 f(\zeta)}{\partial \theta^2} k_1 k_2(\rho^*) \kappa_2 \]

Third column of Hessian matrix:

\[ J_{\zeta} = 0, \quad I_{\zeta} = -\frac{1}{2} q^* s D^* \left( \frac{f'(\zeta)}{\| f'(\zeta) \|^2} \right) \], \quad J_{\zeta} = \left[ g''(\zeta) - \frac{f''(\zeta)}{f'(\zeta)} \right] R_3^2 - 2 \frac{f''(\zeta)}{f'(\zeta)} R_2^2, \]

Fourth column of Hessian matrix:

\[ J_{\zeta} = 0, \quad I_{\zeta} = -\frac{1}{2} q^* s D^* \left( \frac{f'(\zeta)}{\| f'(\zeta) \|^2} \right) R_3^2, \]

\[ I_{\zeta} = \frac{\partial^2 f(\zeta)}{\partial \zeta^2} \pi \sigma \sqrt{\mathcal{L}} \{ \Phi(\kappa^*) - 1 \}, \quad J_{\zeta} = \left[ \frac{f'(\zeta)}{q^*} R_1^2 - \frac{1}{2} \left( \frac{q^*}{f'(\zeta)} \right) \right] k_1 k_2(\rho^*) \kappa_2 \]

Fifth column of Hessian matrix:

\[ J_{\zeta} = 0, \quad I_{\zeta} = 0, \quad J_{\zeta} = 0, \quad I_{\zeta} = 0, \quad J_{\zeta} = 0, \quad I_{\zeta} = 0, \quad J_{\zeta} = 0, \quad I_{\rho} = 0 \]

Sixth column of Hessian matrix:

\[ J_{\zeta} = 0, \quad I_{\zeta} = 0, \quad J_{\zeta} = 0, \quad I_{\zeta} = 0, \quad J_{\zeta} = \frac{\partial^2 f(\zeta)}{\partial \zeta^2} \pi \sigma \sqrt{\mathcal{L}} \{ \Phi(\kappa^*) - 1 \}, \quad J_{\zeta} = -\frac{\partial^2 f(\zeta)}{\partial \zeta^2} \pi \sigma \sqrt{\mathcal{L}} \{ \Phi(\kappa^*) - 1 \}, \]

\[ I_{\zeta} = \frac{\partial^2 f(\zeta)}{\partial \zeta^2} \pi \sigma \sqrt{\mathcal{L}} \{ \Phi(\kappa^*) - 1 \}, \quad J_{\zeta} = \frac{\partial^2 f(\zeta)}{\partial \zeta^2} \pi \sigma \sqrt{\mathcal{L}} \{ \Phi(\kappa^*) - 1 \}, \quad I_{\zeta} = 0, \quad J_{\zeta} = 0 \]

Seventh column of Hessian matrix:

\[ J_{\zeta} = 0, \quad I_{\zeta} = 0, \quad J_{\zeta} = 0, \quad I_{\zeta} = 0, \quad J_{\zeta} = 0, \quad I_{\zeta} = 0, \quad J_{\zeta} = 0, \quad I_{\zeta} = 0 \]

\[ J_{\zeta} = 0, \quad I_{\zeta} = 0, \quad J_{\zeta} = 0, \quad I_{\zeta} = 0, \quad J_{\zeta} = 0, \quad I_{\zeta} = 0, \quad J_{\zeta} = 0, \quad I_{\zeta} = 0 \]

Eighth column of Hessian matrix:

\[ J_{\zeta} = 0, \quad I_{\zeta} = 0, \quad J_{\zeta} = 0, \quad I_{\zeta} = 0, \quad J_{\zeta} = 0, \quad I_{\zeta} = 0, \quad J_{\zeta} = 0, \quad I_{\zeta} = 0 \]

First order minor: the value of the first order minor at the stationary point is

\[ | H_{11} | = \frac{D^*}{q^*} f(\zeta) \mu > 0 \]

Second order minor: the value of the second order minor at the stationary point is

\[ | H_{22} | = \frac{D^*}{q^*} f(\zeta) \mu \left( \frac{ab}{(\theta^*)^2} \right) > 0 \]
Third order minor: the value of the third order minor at the stationary point is

\[ |H_{33}| = \frac{D^*}{q^*} f(\xi^*) \mu \left[ \frac{ab}{(q^*)^2} \left\{ \left( g''(\xi^*) - \frac{f''(\xi^*)g'(\xi^*)}{f'(\xi^*)} \right) R_3 - 2 \frac{f'(\xi^*)f''(\xi^*)}{(f(\xi^*))^3} R_2^* \right\} \right. \\
\left. + \frac{1}{4} \left\{ q^* s D^* \frac{f'(\xi^*)}{(f(\xi^*))^2} \right\}^2 \right] \]

Clearly if \( \frac{ab}{(q^*)^2} \left\{ \left( g''(\xi^*) - \frac{f''(\xi^*)g'(\xi^*)}{f'(\xi^*)} \right) R_3 - 2 \frac{f'(\xi^*)f''(\xi^*)}{(f(\xi^*))^3} R_2^* \right\} > \frac{1}{4} \left\{ q^* s D^* \frac{f'(\xi^*)}{(f(\xi^*))^2} \right\}^2 \) then

\[ |H_{33}| > 0 \]

Fourth order minor: the value of the forth order minor at the stationary point is

\[ |H_{44}| = \begin{vmatrix} I_{11} & I_{1\theta} & I_{1\xi} & I_{1\phi} \\ I_{1\theta} & I_{\theta\theta} & I_{\theta\xi} & I_{\theta\phi} \\ I_{1\xi} & I_{\xi\theta} & I_{\xi\xi} & I_{\xi\phi} \\ I_{1\phi} & I_{\phi\theta} & I_{\phi\xi} & I_{\phi\phi} \end{vmatrix} = \begin{vmatrix} I_{11} & 0 & 0 & 0 \\ 0 & I_{\theta\theta} & I_{\theta\xi} & I_{\theta\phi} \\ 0 & I_{\xi\theta} & I_{\xi\xi} & I_{\xi\phi} \\ 0 & I_{\phi\theta} & I_{\phi\xi} & I_{\phi\phi} \end{vmatrix} + J_{qq} |H_{33}| \]

Since \( J_{qq} |H_{33}| > 0 \) for

\[ \frac{ab}{(q^*)^2} \left\{ \left( g''(\xi^*) - \frac{f''(\xi^*)g'(\xi^*)}{f'(\xi^*)} \right) R_3 - 2 \frac{f'(\xi^*)f''(\xi^*)}{(f(\xi^*))^3} R_2^* \right\} > \frac{1}{4} \left\{ q^* s D^* \frac{f'(\xi^*)}{(f(\xi^*))^2} \right\}^2 \]

then \( |H_{33}| > 0 \) therefore, \( |H_{44}| > 0 \) if \( J_{qq} \left| \begin{array}{cccc} I_{11} & 0 & 0 & 0 \\ 0 & I_{\theta\theta} & I_{\theta\xi} & I_{\theta\phi} \\ 0 & I_{\xi\theta} & I_{\xi\xi} & I_{\xi\phi} \\ 0 & I_{\phi\theta} & I_{\phi\xi} & I_{\phi\phi} \end{array} \right| \] is,

i.e., if \( |H_{44}| > 0 \) if \( J_{\theta\theta} |J_{\xi\phi}| - J_{\theta\phi} |J_{\xi\phi}| > 0, \) since \( I_{11} > 0 \)

i.e., if \( |J_{\xi\xi} (J_{\phi\phi})^2 - 2 |J_{\xi\phi}| J_{\phi\phi} + (J_{\phi\phi})^2 |J_{\theta\theta}| < 0 \)

i.e., if \( \left( (J_{\theta\theta})^2 + (J_{\phi\phi})^2 \right) (J_{\xi\xi} - J_{\theta\phi} + J_{\theta\phi}) < 0, \) since \( (J_{\theta\θ})^2 \leq (J_{\phi\phi})^2, (J_{\xi\xi})^2 \leq (J_{\phi\phi})^2 + (J_{\phi\phi})^2 \)

i.e., if \( |J_{\xi\xi} - J_{\theta\phi} + J_{\theta\phi}| < 0 \)

i.e., if \( |J_{\theta\theta} < J_{\phi\phi} - J_{\xi\xi} \) and \( J_{\phi\phi} > J_{\xi\xi} \)

i.e., if \( \frac{ab}{(q^*)^2} < \frac{1}{2} D^* - \left( g''(\xi^*) - \frac{f''(\xi^*)g'(\xi^*)}{f'(\xi^*)} \right) R_3^* - 2 \frac{f'(\xi^*)f''(\xi^*)}{(f(\xi^*))^3} R_2^* \) and \( \frac{1}{2} D^* > \left( g''(\xi^*) - \frac{f''(\xi^*)g'(\xi^*)}{f'(\xi^*)} \right) R_3^* - 2 \frac{f'(\xi^*)f''(\xi^*)}{(f(\xi^*))^3} R_2^* \)

Thus, \( |H_{44}| > 0 \) if \( \frac{ab}{(q^*)^2} \left\{ \left( g''(\xi^*) - \frac{f''(\xi^*)g'(\xi^*)}{f'(\xi^*)} \right) R_3^* - 2 \frac{f'(\xi^*)f''(\xi^*)}{(f(\xi^*))^3} R_2^* \right\} > \frac{1}{4} \left\{ q^* s D^* \frac{f'(\xi^*)}{(f(\xi^*))^2} \right\}^2 \)

\[ \frac{ab}{(q^*)^2} < \frac{1}{2} D^* - \left( g''(\xi^*) - \frac{f''(\xi^*)g'(\xi^*)}{f'(\xi^*)} \right) R_3^* - 2 \frac{f'(\xi^*)f''(\xi^*)}{(f(\xi^*))^3} R_2^* \] and \( \frac{1}{2} D^* > \left( g''(\xi^*) - \frac{f''(\xi^*)g'(\xi^*)}{f'(\xi^*)} \right) R_3^* - 2 \frac{f'(\xi^*)f''(\xi^*)}{(f(\xi^*))^3} R_2^* \)
Fifth order minor: the value of the fifth order minor at the stationary point is:

$$
|H_{55}| = \begin{vmatrix}
J_{11} & J_{1\theta} & J_{1\zeta} & J_{1q} & J_{1A} & J_{1\pi_4} \\
J_{1\theta} & J_{1\theta} & J_{1\zeta} & J_{1q} & J_{1A} & J_{1\pi_4} \\
J_{1\zeta} & J_{1\zeta} & J_{1\zeta} & J_{1q} & J_{1A} & J_{1\pi_4} \\
J_{1q} & J_{1q} & J_{1q} & J_{1q} & J_{1A} & J_{1\pi_4} \\
J_{1A} & J_{1A} & J_{1A} & J_{1A} & J_{1A} & J_{1\pi_4} \\
J_{1\pi_4} & J_{1\pi_4} & J_{1\pi_4} & J_{1\pi_4} & J_{1\pi_4} & J_{1\pi_4}
\end{vmatrix}
= |J_{AA}| |H_{44}|
$$

Since $J_{AA} > 0$, $|H_{55}| > 0$ if

$$
\frac{ab}{(\theta^*)^2} \left\{ \left( g''(\zeta^*) - \frac{f''(\zeta^*)g'(\zeta^*)}{f'(\zeta^*)} \right) R_3^* - 2 \frac{f''(\zeta^*)f'''(\zeta^*)}{f'(\zeta^*)^3} R_2^* \right\} > \frac{1}{4} \left\{ g^s D^* \frac{f'(\zeta^*)}{f'(\zeta^*)} \right\}^2,
$$

and

$$
\frac{ab}{2} \frac{s D^*}{f'(\zeta^*)} > \left( g''(\zeta^*) - \frac{f''(\zeta^*)g'(\zeta^*)}{f'(\zeta^*)} \right) R_3^* - 2 \frac{f''(\zeta^*)f'''(\zeta^*)}{f'(\zeta^*)^3} R_2^*.
$$

Sixth order minor:

$$
|H_{66}| = \begin{vmatrix}
J_{11} & J_{1\theta} & J_{1\zeta} & J_{1q} & J_{1A} & J_{1\pi_4} \\
J_{1\theta} & J_{1\theta} & J_{1\zeta} & J_{1q} & J_{1A} & J_{1\pi_4} \\
J_{1\zeta} & J_{1\zeta} & J_{1\zeta} & J_{1q} & J_{1A} & J_{1\pi_4} \\
J_{1q} & J_{1q} & J_{1q} & J_{1q} & J_{1A} & J_{1\pi_4} \\
J_{1A} & J_{1A} & J_{1A} & J_{1A} & J_{1A} & J_{1\pi_4} \\
J_{1\pi_4} & J_{1\pi_4} & J_{1\pi_4} & J_{1\pi_4} & J_{1\pi_4} & J_{1\pi_4}
\end{vmatrix}
= |J_{AA}| |H_{44}|
$$

$$
= J_{AA} J_{1\pi_4} \begin{vmatrix}
J_{11} & J_{1\theta} & J_{1\zeta} & J_{1q} & J_{1A} & J_{1\pi_4} \\
J_{1\theta} & J_{1\theta} & J_{1\zeta} & J_{1q} & J_{1A} & J_{1\pi_4} \\
J_{1\zeta} & J_{1\zeta} & J_{1\zeta} & J_{1q} & J_{1A} & J_{1\pi_4} \\
J_{1q} & J_{1q} & J_{1q} & J_{1q} & J_{1A} & J_{1\pi_4} \\
J_{1A} & J_{1A} & J_{1A} & J_{1A} & J_{1A} & J_{1\pi_4} \\
J_{1\pi_4} & J_{1\pi_4} & J_{1\pi_4} & J_{1\pi_4} & J_{1\pi_4} & J_{1\pi_4}
\end{vmatrix}
- J_{AA} J_{1\pi_4} J_{11} \begin{vmatrix}
J_{1\theta} & J_{1\theta} & J_{1\zeta} & J_{1q} & J_{1A} & J_{1\pi_4} \\
J_{1\theta} & J_{1\theta} & J_{1\zeta} & J_{1q} & J_{1A} & J_{1\pi_4} \\
J_{1\zeta} & J_{1\zeta} & J_{1\zeta} & J_{1q} & J_{1A} & J_{1\pi_4} \\
J_{1q} & J_{1q} & J_{1q} & J_{1q} & J_{1A} & J_{1\pi_4} \\
J_{1A} & J_{1A} & J_{1A} & J_{1A} & J_{1A} & J_{1\pi_4} \\
J_{1\pi_4} & J_{1\pi_4} & J_{1\pi_4} & J_{1\pi_4} & J_{1\pi_4} & J_{1\pi_4}
\end{vmatrix}
+ J_{AA} J_{1\pi_4} |H_{44}|
$$

$$
= J_{AA} J_{1\pi_4} \left\{ J_{1\theta} \left( J_{1\zeta} J_{1q} - J_{1\zeta} J_{1q} \right) - J_{1\theta} \left( J_{1\zeta} J_{1q} - J_{1\zeta} J_{1q} \right) \right\}
- J_{AA} J_{1\pi_4} \left\{ J_{1\theta} \left( J_{1\zeta} J_{1q} - J_{1\zeta} J_{1q} \right) - J_{1\theta} \left( J_{1\zeta} J_{1q} - J_{1\zeta} J_{1q} \right) \right\} + J_{AA} J_{1\pi_4} |H_{44}|
$$

$$
= J_{AA} J_{1\pi_4} \left\{ 2 J_{1\zeta} J_{1\theta} J_{1q} - (J_{1\pi_4})^2 J_{1\theta} J_{1q} - 2 J_{1\pi_4} J_{1\theta} J_{1q} J_{1\pi_4} + (J_{1\pi_4})^2 J_{1\theta} J_{1q} \right\}
- (J_{1\pi_4})^2 J_{1\theta} J_{1\zeta} + (J_{1\pi_4})^2 J_{1\theta}^2 J_{1q} J_{1\pi_4} + J_{AA} J_{1\pi_4} |H_{44}|
$$

Since $J_{11} > 0$, $J_{AA} > 0$, $J_{1\pi_4} > 0$, $(J_{1\pi_4})^2 (J_{1\theta})^2 + (J_{1\pi_4})^2 (J_{1\zeta})^2 > 0$ and $|H_{44}| > 0$ for

$$
\frac{ab}{(\theta^*)^2} \left\{ \left( g''(\zeta^*) - \frac{f''(\zeta^*)g'(\zeta^*)}{f'(\zeta^*)} \right) R_3^* - 2 \frac{f''(\zeta^*)f'''(\zeta^*)}{f'(\zeta^*)^3} R_2^* \right\} > \frac{1}{4} \left\{ g^s D^* \frac{f'(\zeta^*)}{f'(\zeta^*)} \right\}^2,
$$

and

$$
\frac{ab}{2} \frac{s D^*}{f'(\zeta^*)} > \left( g''(\zeta^*) - \frac{f''(\zeta^*)g'(\zeta^*)}{f'(\zeta^*)} \right) R_3^* - 2 \frac{f''(\zeta^*)f'''(\zeta^*)}{f'(\zeta^*)^3} R_2^*.
$$
\[
\frac{f''(\xi)g'(\xi)}{f'(\xi)} R_3^3 - 2 \frac{f''(\xi)g'(\xi)}{f'(\xi)} R_2^2 + \frac{1}{2} sD^2 f(\xi) > \left( g''(\xi) - \frac{f''(\xi)g'(\xi)}{f'(\xi)} \right) R_3^3 - 2 \frac{f''(\xi)g'(\xi)}{f'(\xi)} R_2^2\text{ therefore,}
\]

\[|H_{66}| > 0 \text{ for } 2 I_{\pi, \xi} I_{I\theta} I_{I\theta \pi} J_{I\theta} L_{I\theta \pi} - \left( I_{J\pi, \xi} I_{J\theta} L_{I\theta \pi} - I_{J\pi, \xi} I_{I\theta} I_{I\theta \pi} \right) J_{I\theta} L_{I\theta \pi} > 0 \text{ i.e., if}
\]

\[
\left\{ \frac{D}{q} \left( \frac{2\pi x}{\alpha} - 1 \right) \varphi_0 \varphi' \varphi(k) \right\}^2 - 2 \frac{1}{2} \frac{ab}{q^2} \varphi(\xi) f'(\xi) \left\{ g'(\xi) R_3 - \left( \frac{D}{q^2} R_1 + \frac{R_2}{f'(\xi)} \right) f'(\xi) \right\} - 2 \frac{D}{q^2} \frac{ab}{\varphi(\xi)} f'(\xi) \{ f'(\xi) \}^2 R_1 + \frac{1}{2} \left\{ sD^2 f'(\xi) \right\}^2 - \frac{1}{2} \frac{ab}{q^2} \varphi(\xi) \{ f(\xi) \}^2 \left\{ \left( g''(\xi) - \frac{f''(\xi)g'(\xi)}{f'(\xi)} \right) R_3 - 2 \frac{f'(\xi)}{f'(\xi)} \frac{f''(\xi)}{f'(\xi)} R_2 \right\} > 0
\]
i.e., if

\[
2 q f(\xi) f'(\xi) g'(\xi) R_3 + \frac{q}{2} \varphi \left\{ sD^2 f(\xi) \right\}^2 + \{ f(\xi) \}^2 g''(\xi) R_3 < 2 q \frac{\{ f'(\xi) \}^2}{f(\xi)} R_2 + \frac{\{ f(\xi) \}^2 f'(\xi) g'(\xi)}{f(\xi)} R_3 + 2 \frac{f'(\xi)}{f(\xi)} \frac{f''(\xi)}{f(\xi)} R_2
\]

Thus, \(|H_{66}| > 0 \text{ if}
\]

\[
\frac{ab}{(\theta^*)^2} \left\{ \left( g''(\xi) - \frac{f''(\xi)g'(\xi)}{f'(\xi)} \right) R_3^3 - 2 \frac{f''(\xi)g'(\xi)}{f'(\xi)} R_2^2 \right\}^2 > \left\{ \{ q^* sD^2 f(\xi) \}^2 \right\}^2 \cdot
\]

\[
\frac{ab}{(\theta^*)^2} \left\{ \left( g''(\xi) - \frac{f''(\xi)g'(\xi)}{f'(\xi)} \right) R_3^3 - 2 \frac{f''(\xi)g'(\xi)}{f'(\xi)} R_2^2 \right\}^2 + \frac{1}{2} sD^2 f(\xi) > \left( g''(\xi) - \frac{f''(\xi)g'(\xi)}{f'(\xi)} \right) R_3^3 - 2 \frac{f''(\xi)g'(\xi)}{f'(\xi)} R_2^2
\]

and \(2 q f(\xi) f'(\xi) g'(\xi) R_3 + \frac{q}{2} \varphi \left\{ sD^2 f(\xi) \right\}^2 + \{ f(\xi) \}^2 g''(\xi) R_3 < 2 q \frac{\{ f'(\xi) \}^2}{f(\xi)} R_2 + \frac{\{ f(\xi) \}^2 f'(\xi) g'(\xi)}{f(\xi)} R_3 + 2 \frac{f'(\xi)}{f(\xi)} \frac{f''(\xi)}{f(\xi)} R_2.
\]

Seventh and eighth order minor: by the similar manner we can prove that the 7th and 8th order minors \(|H_{77}| \text{ and } |H_{88}| \) are positive under some certain conditions.
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