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ABSTRACT Cluster analysis, which focuses on the grouping and categorization of similar elements, is widely used in various fields of research. Inspired by the phenomenon of atomic fission, this paper proposes a novel density-based clustering algorithm, called fission clustering (FC). It focuses on mining the dense families of clusters in the dataset and utilizes the information of the distance matrix to fissure the dataset into subsets. A K-nearest neighbor (KNN) local density indicator is applied to identify and remove the points of sparse areas so as to obtain a dense subset that consists of the dense families of clusters. The algorithm, denoted as FC-KNN, is achieved by merging FC and KNN local density indicator. Several frequently-used datasets were applied to test the performance of the proposed clustering approach and to compare the results with those of other algorithms. The comprehensive comparisons indicate that the proposed method has advantages over other common methods.

INDEX TERMS Clustering, density-based, K-nearest neighbor, fission clustering algorithm.

I. INTRODUCTION

The data clustering processes used in numerous current clustering methods are similar to those of atomic fusion. In contrast, we propose a method to cluster data by the pattern of atomic fission. The proposed method can cluster data category by category without assuming that the number of categories is known before clustering occurs.

In data clustering, the basic task is to divide data into distinct groups on the basis of their similarity. Initial methods of clustering tended to focus on finding the center point of every category and then assigning the other points to the nearest center. To make computer cluster data faster, some researchers, such as Schikuta [1], Ma and Chow [2] et al., have applied the grid-based clustering method to divide objects part by part. The grid-based clustering method does not need to cluster data point by point; however, this method is influenced by the size of grid cells and cannot easily determine the number of categories.

A fundamental and challenging task of clustering analysis is to determine the number of clusters. This number is however assumed known in the earlier research on clustering. A clustering approach with few known conditions is expected when we face increasing numbers of poor information datasets (scant or incomplete data). The similarity matrix of objects is the unique known condition in our method.
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Inspired by the phenomenon and rapid process of atomic fission, a fast and effective clustering method is proposed, which we call fission clustering (FC). If the distances between every pair of clusters are large enough, two maximal values are applied to determine the number of categories, i.e., “the maximal crack of the distance matrix and the maximal value of all the distances between objects and their nearest neighbors”. Otherwise, the K-nearest neighbor method can be applied to obtain a local density indicator for every object in the clustering dataset. Then, the objects that have a small indicator value will be removed, while a dense subset with large distances between every two clusters is obtained.

Border points are distributed in two cases: (i) the border points of the $i$th cluster are far away from the border points of the $j$th cluster ($i \neq j$), and (ii) the border points of different clusters are close together. The main works in this article can be described as follows: (a) propose the FC algorithm for case (i); (b) combine the FC algorithm and the K-nearest neighbor local density indicator to propose the FC-KNN algorithm for case (ii); and (c) demonstrate our algorithms by some numerical experiments of both simulated and real datasets.

II. RELATED WORK

Clustering, a classical issue in data mining, is widely used in a number of different areas, such as climate research [3], computational biology, biophysics and...
In general, different clustering methods can be basically categorized as follows: density-based (DBSCAN [10], NQ-DBSCAN [11], OPTICS [12], DP [13], DP-HD [14] and CSSub [15]); grid-based (DGB [16], STING [17], CLIQUE [18] and WaveCluster [19]); model-based (Gaussian mixture models [20], COBWEB [21] and Latent tree models [22]); partitioning (K-means [23], CLARANS [24], and TLBO [25]); graph-based (GRAPHCCLUS [26], ProClust [27] and MCSSGC [28]); and hierarchical (DIANA [29], BIRCH [30] and CHAMELEON [31]) approaches.

Of the earlier methods in the literature, a most representative clustering method may be K-means [23], which focuses on determining K centers and dividing data points into K clusters. However, K-means and its variants (see [32], [33]) need to know the number of categories before clustering occurs. More recently, a fast algorithm by finding density peaks (DP) was proposed [13] and widely used. DP can scan its decision graph to determine the number of clusters automatically, and the experimenter can also select some core points of the decision graph as centers when the number of clusters is known. DP combines the advantages of both density-based and centroid-based clustering methods. Many variants have been developed by using DP, such as ADPC [34], GDPC [35], FastDPeak [36], REDPC [37], FREDPC [38], DPC-KNN-PCA [39] and SNN-DPC [40], to list a few. As a local density-based method, DP can obtain good results in most instances. However, as a centroid-based method, DP and its variants cannot cluster points correctly when a category has more than one center.

Schikuta [1] designed a grid structure in the data distribution area to partition data into blocks, and then applied the block information via the index structure of the grid cell and clustered the objects according to their surrounding blocks. Typical examples of this type of algorithm include STING [17], CLIQUE [18] and WaveCluster [19]. The grid-based clustering approach does not need to input the number of clusters, and it considers cells rather than data points, so it can be impacted by the data dimensionality like grid-based methods. Our method focuses on mining the dense families, rather than the center points, of the dataset, so it can also overcome the inadequacy of centroid-based methods, that is, it can cluster data points correctly when a category has more than one center. For this reason, our method is more robust than the related methods as a comparison, with its parameters easier to be set than those in DGB and NQ-DBSCAN.

### III. PROPOSED METHODS

In general, a cluster center is surrounded by neighbors with density greater than or equal to the density of the center, so the density difference can be used as an indicator for every point in the dataset. In this section, we address case (i) first. To develop the algorithm, we first give a definition needed below.

### A. FISSION CLUSTERING ALGORITHM (FC)

In this article, we are proposing a method which will not need to set the number of clusters as an input. Neither will it be impacted by the data dimensionality like grid-based methods. Our method focuses on mining the dense families, rather than the center points, of the dataset, so it can also overcome the inadequacy of centroid-based methods, that is, it can cluster data points correctly when a category has more than one center.

In this article, we are proposing a method which will not need to set the number of clusters as an input. Neither will it be impacted by the data dimensionality like grid-based methods. Our method focuses on mining the dense families, rather than the center points, of the dataset, so it can also overcome the inadequacy of centroid-based methods, that is, it can cluster data points correctly when a category has more than one center for this reason, our method is more robust than the related methods as a comparison, with its parameters easier to be set than those in DGB and NQ-DBSCAN.

### III. PROPOSED METHODS

In general, a cluster center is surrounded by neighbors with lower local densities, and is at a relatively large distance from other cluster centers [13]. Based on this feature, we can make an algorithm assumption that there are \( k - 1 \) neighbourhoods \( U(x_i, r_i) \) composed of higher local density points in the dataset of \( k \) categories. This assumption is satisfied in many existing simulated and real datasets.

Section A and B below are dealing with the datasets of the case (i) and (ii), respectively. Section A proposes the FC algorithm and describes two key steps of that algorithm: (a) splitting the dataset into subsets and (b) stopping splitting sets. Section B includes two parts: (a) using equation (1) to obtain an indicator for every object in the dataset \( X \), presenting Algorithm 2 and then applying Algorithm 2 to obtain a subset \( C \subset X \), which has the feature of case (i); and (b) proposing the FC-KNN algorithm.

### A. FISSION CLUSTERING ALGORITHM (FC)

In this section, we address case (i) first. To develop the algorithm, we first give a definition needed below.
Definition: \( f : X \times X \rightarrow R \) is a distance (similarity) function, where \( X \) is a sample set, and \( R \) is the real number set. For all \( x_k \in X \), if \( f(x_0, x_k) \neq f(x_0, x_i), f(x_0, x_j) \) (or \( f(x_0, x_k) \neq f(x_0, x_j), f(x_0, x_i) \)), we call \( f(x_0, x_i) = f(x_0, x_j) \) a crack of \((X, f)\), where \( x_0, x_i, x_j \in X \).

Obviously, the maximal crack (MC) of \((X, f)\) exists for a finite dataset.

The key steps of the FC algorithm are to fissure a dataset into two subsets and to stop fissuring subsets when all the clusters are obtained. These two key steps are detailed as follows.

1) DIVIDE DATASETS

For a distance (similarity) function \( f(x_i, x_j) \) between \( x_i \) and \( x_j \), we define \( f(x_i, x_j) < f(x_i, x_k) \) if the relationship between \( x_i \) and \( x_j \) is closer than that between \( x_i \) and \( x_k \). Then the distance (similarity) matrix of \((X, f)\) can be easily obtained, denoted by \( S(X) \). The matrix \( S_1(X) \) is obtained by sorting every row of the distance matrix \( S(X) \). The \( i \)-th column of \( S_1(X) \) is subtracted from the \( (i+1) \)-th column of \( S_1(X) \) to obtain the \( i \)-th column of the matrix \( S_2(X) \). \( MC = \max \{ s_{ij} : s_{ij} \in S_2(X) \} \). If \( MC = f(x_i, x_j) \) and \( f(x_i, x_j) \leq \min \{ f(x_i, x_k), f(x_i, x_l) \} \), then \( x_i \in X_1 \); otherwise, \( x_i \in X_2 \), and the set \( X \) is fissured into two subsets.

If there are \( k \) categories of objects in \( X \), then the \( k \) categories can be obtained step by step by application of the above fissuring method.

A toy example to show how to compute the MC is presented as follows. Let \( X = \{ x_1(0, 0), x_2(0, 1, 0), x_3(0, 0.2), x_4(5, 0), x_5(5.2, 0.1), x_6(5.1, 0.3) \} \) and Euclidean distance function be the similarity function.

\[
S_1(X) = \begin{bmatrix}
0 & 0.10 & 0.20 & 5.00 & 5.11 & 5.20 \\
0 & 0.10 & 0.22 & 4.90 & 5.01 & 5.10 \\
0 & 0.22 & 0.20 & 5.00 & 5.10 & 5.20 \\
0 & 0.22 & 0.32 & 4.90 & 5.00 & 5.00 \\
0 & 0.22 & 0.22 & 5.10 & 5.20 & 5.20 \\
0 & 0.22 & 0.32 & 5.01 & 5.10 & 5.11
\end{bmatrix}
\]

\[
S_2(X) = \begin{bmatrix}
0.10 & 0.10 & 4.80 & 0.11 & 0.09 \\
0.10 & 0.12 & 4.68 & 0.11 & 0.09 \\
0.20 & 0.02 & 4.78 & 0.10 & 0.10 \\
0.22 & 0.10 & 4.58 & 0.10 & 0 \\
0.22 & 0 & 4.88 & 0.10 & 0 \\
0.22 & 0.10 & 4.69 & 0.09 & 0.01
\end{bmatrix}
\]

\[
MC(X) = S_2(X)(5, 3) = 4.88 = \mid f(x_5, x_3) - f(x_5, x_4) \mid , \quad \text{if } f(x_5, x_3) \leq \min \{ f(x_5, x_1), f(x_5, x_2) \}, \quad \text{then } x_i \in X_1; \quad \text{otherwise, } x_i \in X_2 \text{.}
\]

2) STOP DIVIDING DATASETS

In this section, we turn to investigate the characteristics of the distance matrix, and then apply the useful information in the matrix to determine the number of categories.

We use the following formulae as an illustration: let \( d_0(C) = \max \{ f(x_i, x_j) : x_i \in C \subset X \} \) and \( d_0 = \max \{ f(x_i, x_j) : x_i \in X \} \), where \( x_i \) is the nearest neighbor of \( x_i \). The object \( x_i \in X \) can be considered as a village and \( f(x_i, x_j) \) can be considered as the distance between two villages \( x_i \) and \( x_j \). Suppose there is a road such that \( x_i \) and \( x_j \) are connected for all \( x_i, x_j \in C \), and the distance of every pair of adjacent connection villages on the road is less than or equal to \( d_0(C) \). This road is denoted as \( d_0(C) \)-road. The theorem below is an effective indicator to determine the number of categories.

**Theorem:** If the distance function \( f \) satisfies triangle inequality and \( C \subset X \) has a \( d_0(C) \)-road, then \( MC(C) \leq d_0(C) \), where \( MC(C) \) is the MC of \((C, f)\).

**Proof:** Shown as APPENDIX A.

If the distance of every pair of clusters is much greater than \( d_0 \), and every cluster has a \( d_0 \)-road, the inequation \( MC(C) \leq d_0 \) can be considered as the condition under which stop fissuring a subset \( C \). If all the subsets that fissured from \( X \) are satisfied by the inequation \( MC(C) \leq d_0 \), then the process of fissuring subsets will stop. The number of clusters will be determined at the same time.

Numerous common distance functions satisfy the triangle inequality, such as the Manhattan distance, Euclidean distance, and Minkowski distance. If the densities of clusters are not extremely different in the same dataset, the inequation is effective.

The details of the FC algorithm are as shown in follows, where \( S_k(C)(\cdot, i) \) is the \( i \)-th column of \( S_k(C) \).

**B. THE FISSION CLUSTERING ALGORITHM WITH K-NEAREST NEIGHBOR LOCAL DENSITY INDICATOR (FC-KNN)**

In this section the main purpose is to obtain a dense subset \( C \subset X \) in Case (ii) such that the distances between every pair of clusters in \( C \) are large enough but the distances between every pair of nearest neighbors are sufficiently small, and then apply the Algorithm 1 to split the subset \( C \).

1) OBTAIN THE LOCAL DENSITY INDICATOR FOR DENOISING

This subsection aims to obtain a local density indicator \( \rho_i \) for every object \( x_i \) and then distinguish the dense area objects from the sparse area objects.

KNN-density is a frequently-used indicator to describe the local density indicator \( \rho_i \) [36], [39]. Our method focuses on mining the dense families of the dataset. It is more robust than other methods which focus on mining the center points. Then, we select a relatively straightforward and useful
Algorithm 1 FC algorithm.

**Input:** Distance matrix $S(X)$.

**Output:** Clusters of $X$.

1. $d_0 \leftarrow \max \{f(x_i, \hat{x}_i) : x_i \in X\}$.
2. $C_1 \leftarrow X$ (initial value).
3. While There is a subset $C_i$ such that $MC(C_i) > d_0$ do
4. repeat
5. Pick the subset $C_i$ if $MC(C_i) > d_0$.
6. Sort every row of $S(C_i)$ to obtain $S_1(C_i)$.
7. $S_2(C_i)(; k) \leftarrow S_1(C_i)(; k + 1) - S_1(C_i)(; k), k = 1, 2, \cdots, n - 1$.
8. $MC \leftarrow \max\{S_2(C_i)(k, j) : k = 1, 2, \cdots, n, j = 1, 2, \cdots, n - 1\}$.
9. Find out $x_i, x_j$ and $x_k$ which generate the $MC$ ($f(x_i, x_j) - f(x_i, x_k) = MC$).
10. If $f(x_i, x_j) \leq \min\{f(x_i, x_j), f(x_i, x_k)\}$ then $x_i \in C_{\text{count}}$; otherwise, $x_i \in C_{\text{count}+1}$.
11. Until $\max\{MC(C_i)\} \leq d_0$.
12. end while.

KNN-density indicator, as shown in follows:

$$\rho_i = 1 / \sum_{x_j \in \text{KNN}(x_i)} f(x_i, x_j),$$

where $\text{KNN}(x_i)$ is the K-nearest neighbor set of $x_i$.

Differently from the objects of the sparse area, the objects in a dense area have a spherical neighborhood with a smaller radius which contains the same number of neighbors. The object in the dense areas has a larger local density indicator $\rho_i$ by using equation (1). The sample is considered to belong to the dense subset $C$ if it has a larger $\rho_i$.

A denoising method is designed as Algorithm 2 after obtaining $\rho_i$ for every object.

Algorithm 2 Denoising.

**Input:** Distance matrix $S(X)$, $t$ and $N_0 = \lvert \text{KNN}(x_i) \rvert$.

**Output:** The dense subset $C$.

**Initialize:** $r = 0.4$.

1. Apply equation (1) to obtain $\rho_i$ for every object.
2. Remove $[0.4 \times n]$ objects of $X$ that have smaller $\rho_i$, retain the other objects in $C$.
3. $d_0 \leftarrow \max\{f(x_i, \hat{x}_i) : x_i, \hat{x}_i \in C\}$.
4. While $MC(C) \leq t \times d_0$ do
5. repeat
6. $r \leftarrow r + 0.1$.
7. Remove $[r \times n]$ objects of the entire dataset $X$ that have smaller $\rho_i$, retain the other points in $C$.
8. Update $d_0$ and $MC(C)$ of the new subset $C$.
9. Until $MC(C) > t \times d_0$ or $r = 0.9$.
10. end while.

In general, $|C| > [50\%n]$ ($n = |X|$), $r = 0.4$ is considered as an initial value, i.e. $[60\%n]$ points are considered as the initial members of the dense subset. A smaller initial value of $r$ may let Algorithm 2 add the times of iteration. $r = 0.9$ (line 9 of Algorithm 2) means that $|C| \geq 10\%|X|$. The flowcharts of Algorithm 1 and 2 are as shown in FIGURE 1.

![FIGURE 1. The flowcharts of Algorithm 1 and 2.](image-url)

2) FC-KNN ALGORITHM
The main steps of the FC-KNN are as shown in follows.

When the fission of dense subset $C$ is complete after Step 2 of the FC-KNN processes, the remaining objects in the set $X - C$ need to be assigned to their correct category. A simple method is applied to assign the objects of $X - C$: let $A \subset X$ be the subset that contains the already classified points and $U \subset X$ be the subset of unclassified points. If $f(x_i', x_j') = min\{f(x_i, x_j) : x_i \in A, x_j \in U\}$, then $x_j'$ is assigned to the category that contains $x_i'$.
**Algorithm 3** FC-KNN algorithm.

**Input:** Distance matrix $S(X)$, $t$ and $N_0 = |\text{KNN}(x_i)|$.

**Output:** The clustering result.

**Initialize:** $r=0.4$.

1. Use Algorithm 2 to obtain a dense subset $C$.
2. Cluster the subset $C$ by using Algorithm 1.
3. Assign the objects of $X - C$ to their nearest cluster.

The parameter $N_0$ is set according to the number of objects in $X$ (such as $N_0 = [1\% |X|]$). We suggest $N_0 < \min(|C_i| : i = 1, 2, \ldots, t)$, where $C_i$ is the dense family of $i$th cluster in $X$ and $C = C_1 \cup C_2 \cup \cdots \cup C_t$. Note that $t > 1$ can be considered as a tuning parameter. As shown in FIGURE 2 (b), the densities of different areas can be approximatively ranked as: $\text{density}(A) \approx \text{density}(D) > \text{density}(B) \approx \text{density}(F) > \text{density}(E)$. Algorithm 2 increases the value of $t$ to remove more border points (sparse area points). For $N_0 = [2\% n]$, when $t \in (1, 3.2]$ the dense subset $C = A \cup D \cup B \cup E \cup F$, the families $B$ and $F$ are connected by some points of $E$, so the dense families of categories are $A, D$ and $B \cup E \cup F$. When $t \in [3.3, 7.3]$ the dense subset $C = A \cup D \cup B \cup F$, the points of $E$ are considered as the sparse area points and removed, so the dense families of categories are $A, D, B$ and $F$. When $t \in [7.4, 55]$ the dense subset $C = A \cup D$, the points of $B \cup E \cup F$ are considered as the sparse area points and removed, the dense families of categories are $A$ and $D$.

FIGURE 3 shows the processes of Algorithm 3. Algorithm 2 is used to obtain a dense subset $C$, as shown in FIGURE 3 (a) and (b). Algorithm 1 is applied to split the dense subset $C$ into several subsets, as shown in FIGURE 3 (c), (d) and (e). When Algorithm 1 stops splitting subsets, the border point is assigned to its nearest cluster, as shown in FIGURE 3 (f).

**IV. EXPERIMENTS**

In this section, we evaluate the performance of the proposed method on both simulation data and real data, and then compare it with some state-of-the-art methods that do not need the number of clusters to be input. All the experiments
are implemented based on the same software and hardware: MATLAB R2014a in the Win7 operating system with Intel Core i5-3230 M 2.6 GHz and 32 G Memory.

The Euclidean function was applied to obtain the distance matrix in all experiments. We selected the following methods for our comparisons with the proposed method: the affinity propagation algorithm (AP) [44], automatic find of density peaks (ADPC) [34], Neighbor Query DBSCAB (NQ-DBSCAN) [11], NK hybrid genetic algorithm (NKGA) [45] and a density and grid based (DGB) clustering method [16].

### A. DESCRIPTIONS OF EXPERIMENT DATA

#### 1) SIMULATION DATA

First, some frequently-used datasets obtained from different references are applied to test the algorithms, such as R15 [46], D31 [46], Aggregation [47], A1 [48], S1 [49], Dim2 [50] and Dimond [51] etc. And then three datasets, Imbalance (FIGURE 4), SynthesisO (FIGURE 5) and SynthesisT (FIGURE 5), are constructed for the supplementary tests. All the simulation data are points of two-dimensional Euclidean space.

#### 2) REAL DATA

Several real-world datasets are applied to test the performance of the proposed method, including three plant datasets: Iris1 [52], [53], Seeds1 [54] and Soybean1 [55], a wireless signal dataset: Wifi1 [56]; a human vertebral column dataset: Vertebral1 [57]; a web page dataset: WebKB2 [58]; and four high-dimensional gene datasets: Adenoma3 [59], Dim2 [50] and Dimond [51] etc. and then three datasets, Imbalance (FIGURE 4), SynthesisO (FIGURE 5) and SynthesisT (FIGURE 5), are constructed for the supplementary tests. All the simulation data are points of two-dimensional Euclidean space.

### TABLE 2. The simple description of datasets.

| Dataset | Instances | Features | Clusters | Dataset | Instances | Features | Clusters | Detail |
|---------|-----------|----------|----------|---------|-----------|----------|----------|--------|
| D31     | 3100      | 2        | 31       | Iris    | 150       | 4        | 3        | three kinds of iris: Setosa, Versicolour and Virginica. Each kind has 50 samples. |
| S1      | 5000      | 2        | 15       | Seeds   | 210       | 7        | 3        | seeds from Kama, Rosa and Canadian, 70 seeds from each place. |
| A1      | 3000      | 2        | 20       | Soybean | 47        | 35       | 4        | 47 soybean samples with different diseases, sample distribution: 10 D1, 10 D2, 10 D3 and 17 D4. |
| R15     | 600       | 2        | 15       | Vertebral | 310   | 6       | 2        | 310 orthopaedic samples, 210 abnormal samples and 100 normal samples. |
| Dimond  | 2999      | 2        | 9        | Wifi    | 2000      | 7       | 4        | 2000 times of signal records in 4 rooms, 500 records in each room. |
| Dim2    | 1350      | 2        | 9        | WebKB   | 1051      | 4840     | 2        | 2 kinds of Web pages, 230 pages and 821 pages, respectively. |
| Imbalance | 101    | 2       | 2        | Adenoma | 6         | 12488    | 2        | 6 genes: 3 ADR samples and 3 N1 samples. |
| Aggregation | 788  | 2       | 7        | Leukemia | 38        | 999      | 3        | 11 AML samples, 8 T-lineage ALL samples and 19 B-lineage ALL samples. |
| SynthesisO | 10000 | 2      | 4        | AML     | 15        | 22283    | 3        | 9 AML samples, 3 poly samples and 3 mono samples. |
| SynthesisT | 20000 | 2      | 3        | HL60    | 12        | 22283    | 2        | 6 HL60-DMSO samples and 6 HL60-iresa samples. |

### TABLE 3. Number of clusters estimated by various methods.

| Dataset | The estimated number of clusters | Dataset | The estimated number of clusters |
|---------|---------------------------------|---------|---------------------------------|
|         | AP | ADPC | NKGA | DGB | NQ-DBSCAN | FC-KNN | AP | ADPC | NKGA | DGB | NQ-DBSCAN | FC-KNN |
| D31     | 8  | 31  | 19   | 16  | 31        | 31     | 2  | 2    | 11  | 4    | 3        | 3      |
| S1      | 15 | 15  | 14   | 15  | 15        | 15     | 2  | 3    | 7   | 4    | 3        | 3      |
| A1      | 4  | 20  | 16   | 20  | 20        | 20     | 2  | 4    | 2   | 4    | 4        | 4      |
| R15     | 5  | 15  | 15   | 15  | 15        | 15     | 1  | 1    | 2   | 2    | 2        | 2      |
| Dimond  | 15 | 9   | 9    | 9   | 9         | 9      | 5  | 4    | 1   | 3    | 4        | 4      |
| Dim2    | 4  | 9   | 9    | 9   | 9         | 9      | 6  | 1    | 1   | 3    | 3        | 3      |
| Imbalance | 1  | 6   | 6    | 2   | 2         | 2      | 1  | 2    | 2   | 3    | 2        | 2      |
| Aggregation | 5  | 7   | 6    | 7   | 7         | 7      | 3  | 3    | 3   | 3    | 3        | 3      |
| SynthesisO | 31  | 20  | 12   | 2   | 4         | 4      | 1  | 2    | 2   | 3    | 4        | 3      |
| SynthesisT | 37  | 8   | 9    | 3   | 3         | 3      | 2  | 2    | 3   | 3    | 2        | 2      |

1http://archive.ics.uci.edu/ml/datasets.php
2http://www.cs.umd.edu/sen/lbc-proj/LBC.html
3http://portals.broadinstitute.org/cgi-bin/cancer/datasets.cgi
TABLE 4. The results’ comparison for different methods.

| Dataset | Measures | AP  | ADPC | NKGA | DGB | NQ-DBSCAN | FC-KNN |
|---------|----------|-----|------|------|-----|-----------|--------|
| D31     | Accuracy | 0.2210 | 0.9677 | 0.3539 | 0.4010 | 0.5416 | 0.9677 |
|         | F-Score  | 0.3466 | 0.9679 | 0.4537 | 0.5394 | 0.6937 | 0.9679 |
|         | ARI      | 0.1704 | 0.9652 | 0.3290 | 0.2267 | 0.1240 | 0.9352 |
|         | NMI      | 0.4929 | 0.9573 | 0.6498 | 0.2442 | 0.2994 | 0.9573 |
| S1      | Accuracy | 0.7642 | 0.9262 | 0.6992 | 0.9250 | 0.9614 | 0.9932 |
|         | F-Score  | 0.7907 | 0.9332 | 0.7315 | 0.9333 | 0.9647 | 0.9934 |
|         | ARI      | 0.6518 | 0.8915 | 0.5865 | 0.8851 | 0.9378 | 0.9858 |
|         | NMI      | 0.8382 | 0.9450 | 0.7878 | 0.9470 | 0.9695 | 0.9895 |
| A1      | Accuracy | 0.1550 | 0.9433 | 0.4597 | 0.9023 | 0.9450 | 0.9717 |
|         | F-Score  | 0.2781 | 0.9520 | 0.5691 | 0.9077 | 0.9462 | 0.9721 |
|         | ARI      | 0.1159 | 0.9205 | 0.1954 | 0.8358 | 0.8937 | 0.9435 |
|         | NMI      | 0.4174 | 0.9311 | 0.6193 | 0.9135 | 0.9352 | 0.9621 |
| R15     | Accuracy | 0.2217 | 0.9917 | 0.8893 | 0.7267 | 0.8200 | 0.9933 |
|         | F-Score  | 0.3416 | 0.9918 | 0.9035 | 0.8363 | 0.9011 | 0.9935 |
|         | ARI      | 0.2574 | 0.9817 | 0.7968 | 0.4306 | 0.7667 | 0.9857 |
|         | NMI      | 0.5460 | 0.9864 | 0.8705 | 0.7435 | 0.3609 | 0.9893 |
| Dimond  | Accuracy | 0.3211 | 1.0000 | 0.5583 | 0.8303 | 0.9967 | 1.0000 |
|         | F-Score  | 0.5799 | 0.9900 | 0.6832 | 0.9055 | 0.9969 | 1.0000 |
|         | ARI      | 0.2182 | 1.0000 | 0.5775 | 0.7158 | 0.9929 | 1.0000 |
|         | NMI      | 0.4066 | 1.0000 | 0.8153 | 0.8036 | 0.9922 | 1.0000 |
| Dim2    | Accuracy | 0.8259 | 1.0000 | 0.9289 | 1.0000 | 1.0000 | 1.0000 |
|         | F-Score  | 0.8482 | 1.0000 | 0.9384 | 1.0000 | 1.0000 | 1.0000 |
|         | ARI      | 0.7549 | 1.0000 | 0.8714 | 1.0000 | 1.0000 | 1.0000 |
|         | NMI      | 0.5792 | 1.0000 | 0.6000 | 0.9000 | 0.9999 | 1.0000 |
| Imbalance | Accuracy | 0.6931 | 0.5743 | 0.3941 | 0.8218 | 1.0000 | 1.0000 |
|         | F-Score  | 0.7806 | 0.6265 | 0.6608 | 0.8889 | 1.0000 | 1.0000 |
|         | ARI      | 0.6778 | 0.0105 | 0.1464 | 0.7692 | 1.0000 | 1.0000 |
|         | NMI      | 0.4812 | 0.0415 | 0.1135 | 0.2768 | 1.0000 | 1.0000 |
| Aggregation | Accuracy | 0.7183 | 0.9987 | 0.7919 | 1.0000 | 1.0000 | 1.0000 |
|         | F-Score  | 0.8048 | 0.9980 | 0.8749 | 1.0000 | 1.0000 | 1.0000 |
|         | ARI      | 0.7497 | 0.9974 | 0.9231 | 1.0000 | 1.0000 | 1.0000 |
|         | NMI      | 0.8672 | 0.9995 | 0.9479 | 1.0000 | 1.0000 | 1.0000 |
| SynthesisO | Accuracy | 0.2352 | 0.4871 | 0.6733 | 0.7567 | 0.9533 | 1.0000 |
|         | F-Score  | 0.2756 | 0.4913 | 0.7051 | 0.7132 | 0.9311 | 1.0000 |
|         | ARI      | 0.1867 | 0.4113 | 0.6314 | 0.7087 | 0.9636 | 1.0000 |
|         | NMI      | 0.2213 | 0.4218 | 0.6533 | 0.7162 | 0.9212 | 1.0000 |
| SynthesisT | Accuracy | 0.1883 | 0.6255 | 0.5819 | 1.0000 | 1.0000 | 1.0000 |
|         | F-Score  | 0.2539 | 0.6517 | 0.6103 | 1.0000 | 1.0000 | 1.0000 |
|         | ARI      | 0.2013 | 0.5631 | 0.5528 | 1.0000 | 1.0000 | 1.0000 |
|         | NMI      | 0.0136 | 0.5828 | 0.5736 | 1.0000 | 1.0000 | 1.0000 |

To evaluate and compare the performance of the clustering methods, we apply the evaluation metrics: Accuracy, F-Score, Adjusted Rand Index (ARI) [62] and Normalized Mutual Information (NMI) [63] in our experiments to do a comprehensive evaluation. The higher the value, the better the clustering performance for all these measures. Compared with the best results of other algorithms, our method has relative advantages of 0.1333, 0.149, 0.3731 and 0.2827 (TABLE 4) with respect to Accuracy, F-Score, ARI and NMI for the AML dataset, respectively.

In summary, our method achieves better results with respect to the estimation of cluster number, Accuracy, ARI and NMI for the AML dataset.
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### TABLE 5. The parameter settings of FC-KNN, NQ-DBSCAN, DGB and ADPC for experimental datasets.

| Dataset | FC-KNN | NQ-DBSCAN | DGB | ADPC | Dataset | FC-KNN | NQ-DBSCAN | DGB | ADPC |
|---------|--------|------------|-----|------|---------|--------|------------|-----|------|
| D31     | $N_0 = \text{ceil}(2\%n)$ | $t=4$ | $N_0 = \text{ceil}(3\%n)$ | $t=5$ | $d_c=0.01$ | Iris | $N_0 = \text{ceil}(3\%n)$ | $t=5$ | $d_c=0.02$ |
| S1      | $N_0 = \text{ceil}(3\%n)$ | $t=4$ | $N_0 = \text{ceil}(3\%n)$ | $t=5$ | $d_c=0.02$ | Seeds | $N_0 = \text{ceil}(3\%n)$ | $t=5$ | $d_c=0.02$ |
| A1      | $N_0 = \text{ceil}(2\%n)$ | $t=4$ | $N_0 = \text{ceil}(2\%n)$ | $t=2$ | $d_c=0.02$ | Soybean | $N_0 = \text{ceil}(2\%n)$ | $t=2$ | $d_c=0.02$ |
| R15     | $N_0 = \text{ceil}(3\%n)$ | $t=4$ | $N_0 = \text{ceil}(3\%n)$ | $t=2$ | $d_c=0.03$ | Vertebral | $N_0 = \text{ceil}(3\%n)$ | $t=2$ | $d_c=0.02$ |
| Dimond  | $N_0 = \text{ceil}(3\%n)$ | $t=4$ | $N_0 = \text{ceil}(3\%n)$ | $t=2$ | $d_c=0.02$ | Wif | $N_0 = \text{ceil}(3\%n)$ | $t=2$ | $d_c=0.02$ |
| Dim2    | $N_0 = \text{ceil}(2\%n)$ | $t=4$ | $N_0 = \text{ceil}(2\%n)$ | $t=2$ | $d_c=0.02$ | WebKB | $N_0 = \text{ceil}(2\%n)$ | $t=2$ | $d_c=0.02$ |
| Imbalance | $N_0 = \text{ceil}(3\%n)$ | $t=4$ | $N_0 = \text{ceil}(3\%n)$ | $t=2$ | $d_c=0.02$ | Adenoma | $N_0 = \text{ceil}(3\%n)$ | $t=2$ | $d_c=0.02$ |
| Aggregation | $N_0 = \text{ceil}(3\%n)$ | $t=4$ | $N_0 = \text{ceil}(3\%n)$ | $t=2$ | $d_c=0.02$ | Leukemia | $N_0 = \text{ceil}(3\%n)$ | $t=2$ | $d_c=0.05$ |
| SynthesisO | $N_0 = \text{ceil}(1\%n)$ | $t=4$ | $N_0 = \text{ceil}(2\%n)$ | $t=4$ | $d_c=0.01$ | AML | $N_0 = \text{ceil}(2\%n)$ | $t=4$ | $d_c=0.03$ |
| SynthesisT | $N_0 = \text{ceil}(1\%n)$ | $t=4$ | $N_0 = \text{ceil}(2\%n)$ | $t=4$ | $d_c=0.005$ | IL60 | $N_0 = \text{ceil}(2\%n)$ | $t=2$ | $d_c=0.03$ |

F-Score, ARI and NMI, compared comprehensively with other methods.

2) PARAMETER ANALYSIS

As shown in TABLE 5, the parameter settings of NQ-DBSCAN and DGB are random and ruleless for the datasets. It is thus difficult to guess the right parameters for NQ-DBSCAN and DGB if the results are unknown before clustering occurs. Because the parameters of the FC-KNN have their own regulation, $N_0$ can be set by the indicator of the objects’ number, such as $N_0 = \text{ceil}(2\%n)$, where $\text{ceil}()$ is a rounding function. The selection of parameter $t$ has a direction: the larger the value of $t$, the fewer the points are retained in the dense families. The parameters of the FC-KNN are therefore easy to set.

The proposed method is robust. It can obtain the same clustering results even when we choose values for parameters $t$ and $N_0$ in wide intervals $[t^-, t^+]$ and $[N^-, N^+]$, respectively. For the Iris dataset, the FC-KNN can obtain the same results with $N_0 \in [\text{ceil}(3\%n), \text{ceil}(5\%n)]$ and $t \in [1.1, 6]$. However, NQ-DBSCAN cannot obtain the same results for three slightly different cases of $t=0.41, t=0.42$ and $t=0.43$, when $\text{MinPts}=5$. In fact, three of the most influential parameters for DGB are cutoff factor (CF), grid number (GN) and noise threshold (NT). The DGB cannot get the same results for three cases of CF=0.19, CF=0.20 and CF=0.21, when GN=25 and NT=0. Clearly, the NQ-DBSCAN and the DGB are not robust in their parameters.

In the description of the above algorithms, the distance matrix is a significant input. This matrix depends on the correct selection of the attributes, the correct value of the selected attributes and a good distance (recognition) function. We say the recognition function $f_1$ is better (stronger) than $f_2$ if $|f_1(x_i, x'_i) - f_1(x_j, x_j)| \geq |f_2(x_i, x'_i) - f_2(x_j, x_j)|$ for all $x_i, x'_i \in C_i$ and $x_j \in C_j$, where $C_i$ and $C_j$ are two clusters of $X$.

3) RUNTIME

Equation (1) takes $O(n \times N_0)$ operations. Algorithm 1 splits the set $X$ (or dense subset $C$) into subsets $C_1, C_2, \ldots, C_k$. Since $|C_i| \ll |X|$, data processing will become faster and faster, accompanied by the dividing courses of subsets. $k$ clusters are obtained after $k - 1$ times of dividing subsets, then, its time complexity is $O(1)$. Moreover, if $|C| = m$, then $|X - C| = n - m$, and the time complexity of assigning border points is...
TABLE 6. The runtime (second) of various methods.

| Dataset   | AP  | ADPC | NKGA | DGB | NQ-DBSCAN | FC-KNN |
|-----------|-----|------|------|-----|-----------|--------|
| SynthesisT| 1192.818 | 803.211 | 6158.251 | 36.127 | 509.833 | 283.787 |
| D31       | 76.940 | 26.712 | 613.943 | 4.922 | 8.144 | 5.589 |
| AML       | 1.553 | 1.826 | 23.082 | 3.762 | 0.826 | 0.577 |
| HL60      | 1.048 | 1.138 | 19.513 | 1.908 | 0.752 | 0.424 |

hence $O(n - m)$. The time complexity of the whole FC-KNN algorithm is $O(n^2)$ in the worst case.

The runtime of various methods for four datasets are presented in TABLE 6. Here the SynthesisT dataset has the most objects, the D31 dataset has the most clusters, and the HL60 and AML datasets have the most dimensionality. The runtime of our method is not influenced by the data dimensionality.

4) COMPARISONS AND DISCUSSIONS

In FIGURE 4, we plotted the densities of the two clusters in the Imbalance dataset, which have a significant difference. It is difficult to determine the number of categories with the AP, ADPC, NKGA, and DGB algorithms. The ADPC cannot find the second center point of the Imbalance dataset, and the number of clusters for the Imbalance, SynthesisO datasets. The parameter of ADPC [34] is shown in TABLE 5, and the parameter value may not be adaptive to various kinds of datasets. The parameters of NKGA [45] are recommended by the publication [45]. The algorithms of parameter-free or fixed parameter value may not be adaptive to various kinds of datasets. The parameter of ADPC [34] is shown in TABLE 5, $d_c = 0.02$ means that the parameter of ADPC takes the value at the position of first 2% of all distances [34].

Unlike the methods that need the number of clusters to be input, such as K-means, our method need no prior conditions. In contrast to the centroid-based methods, such as ADPC, our method focuses on seeking dense families for every category, not just the center point, so it can deal with more kinds of datasets. To compare it with the grid-based method DGB, our method is not influenced by the size or number of grid cells and the dimensionality of data. Moreover, unlike the NQ-DBSCAN, our method is easier to set parameters. Our FC-KNN obtains satisfying results more easily than the DGB and the NQ-DBSCAN do, when faced with a new high-dimensional dataset that has no references to known clustering results.

V. CONCLUSION

In this article, the FC algorithm is proposed, and then it is combined with the K-nearest neighbor local density indicator to propose the FC-KNN algorithm. The fundamental task that is challenging for clustering is how to determine the number of clusters for a dataset. Our proposed method aims at dealing with this task. Interestingly, our method does not need to assume that the number of categories is known before clustering occurs. Both the simulation and real datasets are applied to test the performance and effectiveness of the proposed method. Our proposed algorithm is also compared with several frequently-used clustering algorithms, including the centroid-based algorithm ADPC, the intelligent algorithm NKGA, the grid-based algorithm DGB, the density-based algorithm NQ-DBSCAN and the parameter-free algorithm AP. The experiments indicate that our method achieves better results, in terms of the evaluation metrics (TABLE 4) and the estimated number of clusters (TABLE 3), than the other methods under comparison. Based on this work, it will be interesting to extend our FC-KNN into a fully adaptive method in the future.

APPENDIX A: THE PROOF OF THEOREM

Reduction to absurdity is applied to prove the theorem. If there is a crack $|f(x_0, x_j) - f(x_0, x_i)| > d_0(C)$, then there is an $x_t$ such that $f(x_t, x_j) \in \{f(x_0, x_j), f(x_0, x_i)\}$ holds. On the other hand, $|f(x_0, x_t) - f(x_0, x_i)|$ is a crack, $f(x_0, x_t) \notin \{f(x_0, x_j), f(x_0, x_i)\}$ for all $x_t \in X$. Detailed descriptions are as follows.

**Proof:** If there is a crack $|f(x_0, x_t) - f(x_0, x_i)| > d_0(C)$, then $f(x_0, x_i) ≥ f(x_0, x_t) - f(x_0, x_i)$ (suppose $f(x_0, x_i) > f(x_0, x_t)$). Thus, if $x_i$ and $x_t$ are not adjacent points on the $d_0(C)$-road, there must be a point $x_0$ on the road from $x_i$ to $x_t$ ($x_i \sim x_t$).

If $f(x_0, x_t) \notin \{f(x_0, x_j), f(x_0, x_i)\}$, then one of $f(x_0, x_t) - f(x_0, x_i) > |f(x_0, x_t) - f(x_0, x_i)| > d_0(C)$ and $|f(x_0, x_t) - f(x_0, x_i)| > |f(x_0, x_t) - f(x_0, x_i)| > d_0(C)$ holds. Assuming that $|f(x_0, x_t) - f(x_0, x_i)| > d_0(C)$, then there is a point $x$ on the road $x_0 \sim x_i \sim x_t \sim x_j$. Because the road of $x_i$ to $x_t$ is a part of the $d_0(C)$-road, $x_i$ and $x_t$ can be connected by some points, and the distance between two connection points is less than or equal to $d_0(C)$. If $f(x_0, x_t) \notin \{f(x_0, x_j), f(x_0, x_i)\}$, then there must be a point $x_0$ on the road from $x_i$ to $x_t$ such that $f(x_0, x_t) \in \{f(x_0, x_j), f(x_0, x_i)\}$ holds in the finite set $C$.

However, $|f(x_0, x_t) - f(x_0, x_i)|$ is a crack, $f(x_0, x_t) \notin \{f(x_0, x_j), f(x_0, x_i)\}$ for all $x \in C$. It is a contradiction. Hence, all the cracks must be less than or equal to $d_0(C)$.
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