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Abstract—With the rapid development of cloud manufacturing, industrial production with edge computing as the core architecture has been greatly developed. However, edge devices often suffer from abnormalities and failures in industrial production. Therefore, detecting these abnormal situations timely and accurately is crucial for cloud manufacturing. As such, a straightforward solution is that the edge device uploads the data to the cloud for anomaly detection. However, Industry 4.0 puts forward higher requirements for data privacy and security so that it is unrealistic to upload data from edge devices directly to the cloud. Considering the above-mentioned severe challenges, this paper customizes a weakly-supervised edge computing anomaly detection framework, i.e., Federated Learning-based Transformer framework (FedAnomaly), to deal with the anomaly detection problem in cloud manufacturing. Specifically, we introduce federated learning (FL) framework that allows edge devices to train an anomaly detection model in collaboration with the cloud without compromising privacy. To boost the privacy performance of the framework, we use the Transformer to extract the feature representation of differential privacy noise to the uploaded features. To further improve the ability of edge devices to extract abnormal features, we use the Transformer to extract the feature representation of abnormal data. In this context, we design a novel collaborative learning protocol to promote efficient collaboration between FL and Transformer. Furthermore, extensive case studies on four benchmark data sets verify the effectiveness of the proposed framework.

I. INTRODUCTION

In recent years, the rapid development of information technologies and artificial intelligence technologies have brought about a huge revolution in Industry 4.0 [1], especially the organic integration of cloud manufacturing and big data technology [2]. To provide more "fresh blood" for industrial manufacturing, many advanced manufacturing systems have been proposed, such as intelligent factory systems and digital twin systems [3]. Edge computing [4], as the core architecture of these advanced systems, has attracted the attention of academia and industry. The reason is that edge computing has the inherent advantages of flexible architecture, common standards and specifications, effective operating mechanisms, and collaboration capabilities. Therefore, the edge computing architecture has become the most widely used system in cloud manufacturing and the Industrial Internet of Things (IIoT) and has played an essential role in many industrial plants and factories [5].

Edge computing, as a practical distributed computing paradigm, improves the efficiency of industrial manufacturing by offloading heavy computing tasks from clouds to edge nodes. Specifically, edge computing allows the computing of downstream data representing cloud services and upstream data representing IoT services at the edge of the network [4], [6]. Furthermore, the organic integration of edge computing and mobile computing has spawned a mobile edge computing (MEC) paradigm, which has further promoted the development of cloud manufacturing in Industry 4.0. Therefore, MEC is becoming the main driving force of the manufacturing industry, promoting the development of Industry 4.0 [7], and has been used in a wide range of fields, such as smart cities and industrial production [7]–[10].

Even though MEC has achieved great success in cloud manufacturing, it still suffers from abnormalities (or failures) [1]. Abnormalities, i.e., outliers, and out-of-distribution values, generally refer to things that deviate from the standard, normal, or expected. In the context of MEC, exceptions refer typically to equipment or edge devices in cloud manufacturing that fail or generate abnormal values and trigger system alarms [11]. If abnormalities or malfunctions are not accurately detected, these error cases generally damage the machine and cause economic losses to the factory [12]. Therefore, we need efficient detection techniques to detect anomalies in the MEC architecture to protect or maintain edge devices’ safety or normal operation (or edge machines). However, an unresolved issue is how to deal with abnormal or unexpected abnormal situations in production in a real-time manner. This indicates that we need to build a bridge to connect MEC and anomaly detection techniques to achieve anomaly detection with timely feedback.

To detect anomalies or failures in MEC in time, many
anomaly detection methods have been developed [13]–[15], among which these methods include three categories: supervised, unsupervised, and weakly-supervised anomaly detection categories. For example, in [16], the authors proposed a supervised neural network, which detects abnormal devices through the hardware information of the devices. However, the supervised method relies heavily on the labeled data and thus is limited by the precious labeled data and cannot be widely used [17]. To address this issue, in [18], the authors proposed a unsupervised GRU-based VAE model to detect the anomalies in IIoT systems. However, its performance is still very different from supervised anomaly detection methods. Therefore, researchers focus on weakly-supervised anomaly detection methods, which can utilize only a small amount of anomaly data to achieve efficient anomaly detection so that the model’s performance is close to supervised anomaly detection. For example, in [1], the authors proposed a weakly-supervised deep learning-based optimization method for anomalies detection in IIoT.

Although the existing anomaly detection methods that are weakly-supervised methods have achieved good results in the MEC architecture, there are still the following issues: 1) **Privacy Leakage**: The previous techniques are directly uploading data to the cloud for anomaly detection, which not only leads to users’ privacy leaked, but also increases the communication overhead. 2) **Poor Scalability**: The previous methods cannot be updated efficiently or require expensive costs to update the on-device anomaly detection model. Indeed, with the improvement of data privacy protection laws and regulations such as GDPR [19], central and remote processing of raw data of edge devices in the cloud is not possible, and the data cannot be shared between edge nodes. Therefore, we need to design a privacy-protected and extensible MEC-based anomaly detection framework to detect anomalies.

In this paper, we propose a federated learning-based Transformer framework for anomaly detection in cloud manufacturing, called the FedAnomaly framework, which can efficiently detect anomalies in cloud manufacturing while protecting privacy. In this framework, FL allows distributed edge devices to collaboratively train a shared global model without exchanging data, so that specific tasks can be completed while protecting data privacy. Furthermore, to boost the privacy performance of the proposed framework, we add differential privacy [19] noise to the features that are produced by Transformer. Nevertheless, the training method of the Transformer conflicts with the training protocol of FL, it leads that is difficult for us to apply the Transformer to FL directly. To solve this issue, we propose a novel FL training protocol to adapt Transformer training. Specifically, in our training protocol, each edge device holds a local encoder, i.e., Transformer, which can extract important abnormal data feature representations and upload these encoded features with differential privacy noise to the cloud, and the cloud holds a decoder model, i.e., MLP, can distinguish whether the features uploaded by the edge devices are normal or abnormal. We evaluate our model on four data sets, and the experimental results show that our model exceeds the current advanced anomaly detection model [21]. The main contributions of the paper are as follows:

- We propose a new federated learning-based Transformer framework, called FedAnomaly, to achieve privacy-preserving anomaly detection in cloud manufacturing in a timely manner. Specifically, on the edge-side, we design a weakly-supervised anomaly feature extraction model based on Transformer, and we add differential privacy noise into the features before the edge devices upload the features. On the cloud-side, we use MLP as our anomaly detection model.
- We tailor a novel FL training protocol for FedAnomaly, which is no longer exchanging model updates but exchanging encoded features and losses. To this end, the designed training protocol is adapted to Transformer training and is superior to the traditional FL training protocol in terms of communication overhead.
- We evaluate the effectiveness of FedAnomaly on four benchmark data sets. The experimental results show that the proposed model is better than the advanced anomaly detection models. In addition, we explore the sensitivity of the model to different hyperparameters.

## II. PRELIMINARIES

### A. Federated Learning

Federated Learning [22], [23] is a privacy-protected distributed learning paradigm, which can conduct collaborative training under the premise of protecting participant data privacy. FL involves two entities: cloud and edge devices, where the edge device is responsible for training the local model on its local data set, and the cloud as the coordinator is responsible for aggregating and updating the model. Specifically, in each round of training, the edge device first conducts a local model that is trained by the local data set and then uploads the obtained model to the cloud. The cloud uses an aggregation algorithm (such as FedAvg [22]) to aggregate the collected local model and sends the model aggregated to the edge devices. FL repeatedly executes the above training protocol to obtain a convergent global model. Therefore, the goal of the cloud is to minimize the objective function as follows:

\[
\min_w F(w), \text{ where } F(w) = \sum_{i=1}^{N} p_i F_i(w),
\]

where \( N \) is the number of the edge devices, \( p_i \geq 0 \) is the weight of the \( i \)-th edge device during aggregation (where \( \sum_{i=1}^{N} p_i = 1 \)), and \( F_i(w) \) is the \( i \)-th local objective function.

### B. Anomaly Detection

Anomaly detection is a technique used to detect samples, events, and observations that are very different from certain concepts of normality. The focus of anomaly detection is to detect abnormal samples hidden in normal samples through modeling. Anomalies are defined as follows:

**Definition 1. (Anomalies).** Given a data set \( X \subseteq \mathbb{R}^d \) contains normal data and abnormal data. The distribution of normal data in \( X \) is \( \mathbb{P} \), which represents the true rules of normal
behavior in the task. We assume that \( \mathbb{P} \) has a probability density function \( p \), we have:

\[
\text{Anomalies} = \{ x \in \mathcal{X} \mid p(x) \leq \tau \}, \tau \geq 0, \tag{2}
\]

where \( \tau \) is the threshold that can clearly distinguish abnormal from normal and \( \tau \) is relatively small, because abnormalities are very rare in the real world.

Anomaly detection aims to find the distribution of anomalies \( \mathbb{P} \) through some methods such as probability-based methods and neural network (NN)-based methods. In this paper, we use anomaly scores based on neural networks to distinguish anomalies, which is formalized as:

\[
\text{Anomalies} = \{ x \in \mathcal{X} \mid f(x) \text{ is closed to } \mathcal{S} \}, \tag{3}
\]

where \( f \) is the anomaly detection model and \( \mathcal{S} \) is the score of labeled anomaly.

C. Differential Privacy

Differential privacy (DP) techniques have emerged as the substantial standard for data privacy in recent years. DP assures individuals that no matter what the prior knowledge, \( \text{i.e.} \), it not leakage their data privacy, and its possibility of participating in data collection can be ignored. Therefore, DP is often used in a distributed environment to protect privacy. The definition of original DP is as follows:

**Definition 2.** (\( \epsilon \)-Differential Privacy). Given a randomized algorithm \( Z \) meets the condition that is \( \epsilon \)-DP and any data sets \( D_1 \) and \( D_2 \), if there is only a different record between \( D_1 \) and \( D_2 \), given any set of outputs \( \mathcal{O} \), we have:

\[
\Pr[Z(D_1) \in \mathcal{O}] \leq e^\epsilon \cdot \Pr[Z(D_2) \in \mathcal{O}], \tag{4}
\]

where \( \Pr[\cdot] \) is probability distribution function.

Later, for convenience, the definition of easy-to-use DP as follows:

**Definition 3.** \( ((\epsilon, \delta))-\text{Differential Privacy} \). Given a randomized algorithm \( Z \) meets the condition that is \( (\epsilon, \delta)\)-DP and any data sets \( D_1 \) and \( D_2 \), for any set of outputs \( \mathcal{O} \), we have:

\[
\Pr[Z(D_1) \in \mathcal{O}] \leq e^\epsilon \cdot \Pr[Z(D_2) \in \mathcal{O}] + \delta, \tag{5}
\]

where \( \delta \) is the failure probability, in order to obtain a stable privacy protection effect, we usually set \( \delta \in [0, 1) \).

In practice, differential privacy noise (DP noise) is added to the original data to protect data privacy. Furthermore, we usually utilize the Gaussian noise as the added DP noise. The definition of Gaussian noise is as follows:

**Definition 4.** (Gaussian noise). Given the \( f \) is the function that returns the real-value, \( N(0, \Delta f^2 \cdot \sigma^2) \) is the Gaussian (Normal) distribution and \( \Delta f^2 \) is the sensitivity of \( f \) that can be calculated by \( \Delta f = \max_{D_1, D_2} \| f(D_1) - f(D_2) \|_2 \), we have:

\[
Z(D_1) \triangleq f(D_1) + N(0, \Delta f^2 \cdot \sigma^2). \tag{6}
\]

Finally, we obtain the new data set that adds Gaussian noise and uploads the new data set to the server without leaking the user privacy.

D. Transformer

Transformer is currently the most popular neural network that is based on the self-attention mechanism, which is widely used in AI applications and has achieved a good result. Transformer has two parts: encoder and decoder, in which encoder is responsible for capturing the intrinsic features, and decoder is responsible for decoding the information that we need. Both the encoder and decoder consist of the multi-head attention block, the attention mechanism is the critical component that exists in the multi-head attention block, \( \text{i.e.} \), as shown in middle of \( \text{Fig. 1} \) the multi-head attention block and feed-forward layer make up the transformer block that can be stacked on the top of each other multiples times in encoder and decoder. Significantly, Transformer adopts a residual connection of the two sub-layers and then implements layer normalization. Next, we introduce the training process of Transformer. Firstly, the Transformer structure is different from the recurrent network structure, and Transformer can not remember how the sequence was fed into the model. Therefore, the input and output should be added information that contains the positional information of the elements in the input and output by positional encoding part, which can be expressed as:

\[
\text{Positional Encoding}(p, 2i) = \sin(p \cdot \omega_{2i}) \tag{7}
\]

\[
\text{Positional Encoding}(p, 2i + 1) = \cos(p \cdot \omega_{2i}),
\]

where \( p \) is the position, \( i \) is the current dimension, \( \omega_{2i} = \frac{1}{10000^{i/d}} \) and \( d \) is the data dimension. That is, each dimension has the position information. After obtaining the position information, we can utilize multi-head attention block to train the data, it can be expressed as:

\[
\text{Attention}(Q^{(i)}, K^{(i)}, V^{(i)}) = \text{softmax} \left( \frac{Q^{(i)} K^{(i)^T}}{\sqrt{d_k}} \right) V^{(i)}, \tag{8}
\]

where \( i \) represents the \( i \)-th head of multi-head attention block, \( d_k \) represents the dimension of input data, and \( Q^{(i)} \), \( K^{(i)} \) and \( V^{(i)} \) are the queries, keys, and values of the \( i \)-th head, respectively. Furthermore, \( Q \) is the query matrix that means the input subset, \( K \) is the key matrix that means the abstract attribute of the all input data and \( V \) is the value matrix that means the complete set of data. In Eq. 8, we firstly dot-product \( Q \) and \( K^T \) to obtain the similarity between the input sequence and abstract attribute of the all input data, then
Therefore, we need to design a new framework that is able to deal with the above problems. To this end, we design an FL-based anomaly detection framework for cloud manufacturing. Specifically, the framework includes two modules, namely anomaly detection, and model training. The main function of the anomaly detection module is to detect abnormal edge devices or abnormal data generated by edge devices. The main function of the model training module is to train the feature representation learner on the edge device side and the anomaly detector on the cloud side. Notably, we propose a new FL training protocol tailored for anomaly detection tasks in cloud manufacturing. Next, we introduce in detail the specific functions of the two modules designed as follows.

**Anomaly Detection Module.** First, in order to solve the difficulty of timely and efficient anomaly detection in MEC environment, we customize an anomaly detection module in the proposed framework. In this module, the edge device firstly learns normal and abnormal feature representations through the local encoder; secondly, the edge device adds the Gaussian noise into the above features to protect data privacy and the edge device finally uploads the learned features to the cloud server instead of model updates. This means that our framework’s training protocol is different from traditional FL training protocols. Then the cloud server uses the cloud-side decoder to decode the feature uploaded by the edge device and give anomaly scores. In this case, if the anomaly score exceeds the threshold $\tau$, the cloud server can promptly notify the customer or inform the maintenance staff to repair the machine. Indeed, our framework uses an encoder-decoder structure responsible for extracting and representing abnormal features. Encoder-decoder is very useful, simple, and effective feature extraction and learning structure. There are many variants of such a structure, such as auto-encoder and Transformer. Currently, many researchers utilize this structure for anomaly detection \cite{25, 26}. Motivated by the above facts, the proposed anomaly detection framework applies this structure to anomaly detection. In addition, such an encoder-decoder structure has the advantage of controlling the output feature dimension, that is, it can reduce communication overhead on the premise of ensuring the performance of the model.

**Model Training Module.** In this module, we mainly introduce how to update the encoder-decoder structure of the framework. To fill the gap between the encoder-decoder structure training method and the FL training protocol, we improve a new FL training protocol to realize the efficient cooperation between the encoder-decoder structure (anomaly detection function) and FL. Specifically, when the cloud server uses the decoder to score the abnormality of the uploaded feature, the cloud server sends the corresponding anomaly score to the corresponding edge device. Then the edge devices use the label and anomaly score of the local data to calculate the losses and upload the losses to the cloud server. The cloud server uses an aggregation algorithm, i.e., FedAvg, to obtain the global loss and sends the loss to the edge devices. Finally, the edge devices and the cloud server update the encoder-decoder structure according to the loss and do not end the update until the loss converges.

**III. SYSTEM MODEL**

**A. System Architecture**

In this paper, we consider an MEC architecture involving a cloud server $S$ and $K$ edge devices. As shown in Fig. 2, the edge device is responsible for extracting abnormal feature representations using a local encoder on the local data set and uploading these features with the Gaussian noise to the cloud server, and the cloud server is responsible for using the decoder to calculate anomaly scores of the features uploaded by the edge devices for anomaly detection. Because the cloud-side model is different from the edge device-side model, the traditional FL training protocol is no longer suitable for such an anomaly detection framework. Furthermore, limited by privacy, communication overhead requirements, and timely detection of abnormal conditions, the previous MEC-based anomaly detection framework is not suitable for this task.

![Diagram](https://example.com/diagram.png)

**Fig. 2. Overview of the proposed system model.** The designed system model includes anomaly detection module and model training module. This system requires the following six operating steps (i.e., ①–⑤): ① The edge device uses the local feature learner to extract the features of the locally generated data; ② The edge device uploads the extracted features to the cloud server; ③ The cloud server uses the cloud-side anomaly detector to evaluate the anomaly scores of these uploaded features; ④ The cloud server sends the anomaly scores to the edge devices; ⑤–⑥ The interactive gradient update between the cloud server and the edge devices.

We utilize $\text{softmax}\left(\frac{Q(i)K(i)^T}{\sqrt{d_k}}\right)$ to obtain the similarity weight, we finally dot-product $\text{softmax}\left(\frac{Q(i)K(i)^T}{\sqrt{d_k}}\right)$ and $V$ to get the attention score. Furthermore, $Q(i)^*$, $K(i)^*$ and $V(i)^*$ are obtained by the following equation:

$$
\begin{align*}
Q(i)^* &= XW_Q^i, \\
K(i)^* &= XW_K^i, \\
V(i)^* &= XW_V^i,
\end{align*}
$$

where $W_Q^i$, $W_K^i$ and $W_V^i$ are the weight matrix and $X$ is the input samples. The multi-head attention value is calculated by the following equation:

$$\text{Multi-Head-Attention}(Q, K, V) = \text{Concat}(h_1, ..., h_n)W^0$$

where $h_i$ is the value computed by Eq. (8) and $W^0$ is the learnable weight matrix to produce the output of the block. Finally, the multi-head attention value is passed through the feed forward layer to get the output.
B. Discussion

Here, we emphasize the difference between the proposed anomaly detection framework and the traditional MEC-based anomaly detection framework. Firstly, the proposed framework detects anomalies by scoring the uploaded features with the Gaussian noise instead of the original data, strengthening the framework’s privacy protection capabilities and reducing communication overhead in the training process. Secondly, we use decoder structure on the cloud and the encoder structure on the edge device-side for anomaly detection instead of using a model with the same structure. Specifically, we use an encoder-decoder structure with heterogeneous model characteristics (that is, the cloud-side model and the edge device-side model have different network structures) to detect anomalies. This means that the edge device and cloud server cannot update and train the global model through the aggregation of local model updates like the previous MEC framework (or FL framework). Training and updating heterogeneous models in FL is a challenging task. To this end, we design a new FL training protocol to overcome this model heterogeneity.

IV. PRIVACY-PRESERVING ANOMALY DETECTION IN CLOUD MANUFACTURING VIA FEDERATED TRANSFORMER

This section presents our Federated Transformer (i.e., FedAnomaly) framework design in detail. First, we give the problem definition of anomaly detection in cloud manufacturing. Second, we introduce the components of our proposed FedAnomaly framework. Finally, we provide the entire training process of the proposed framework.

A. Problem Definition

In the cloud manufacturing scenario, we consider a cloud server $S$ to monitor the running status of $K$ edge devices (i.e., edge machines). In this context, once cloud server $S$ detects that a specific edge device is faulty or generates abnormal data, it triggers a system alarm to notify the maintenance personnel to perform machine maintenance. We assume that the cloud server has a decoder $\phi^d$ model and each edge device has its own local data set $D_k$ which has $n_k$ samples $\{(x_1, y_1), (x_2, y_2), \ldots, (x_{n_k}, y_{n_k})\} \in \mathbb{R}^d$ and the local encoder $\phi^e_k$. The $k$-th edge device employs the $\phi^e_k$ to extract the anomaly feature representations can be expressed as follows:

$$\mathcal{H}^e_k = \phi^e_k(x_i), x_i \in D_k,$$

where $D_k$ is local data of the $k$-th edge device, $\phi^e_k$ is local encoder of the $k$-th edge device, and $\mathcal{H}^e_k$ has $n_k$ features $\{h_1, h_2, \ldots, h_{n_k}\} \in \mathbb{R}^m$ ($m < n$). Then, the $k$-th edge device apply DP technique to add Gaussian noise, i.e., as shown in Eq. (6), and the $k$-th edge device uploads the features $\mathcal{H}^e_k$ with Gaussian noise to the server. Given the features uploaded by edge devices $\{\mathcal{H}_1, \mathcal{H}_2, \ldots, \mathcal{H}_K\}$ which the cloud server receives and employs $\phi^s$ to generate anomaly scores $\{S_1, S_2, \ldots, S_K\}$ for these features, it can be expressed as:

$$S^s_k = \phi^s(\mathcal{H}^s_k),$$

where $\phi^s$ is the cloud decoder model, $S^s_k$ is a set of anomaly scores $\{s_1, s_2, \ldots, s_{n_k}\}$ for $\mathcal{H}^s_k$, which a higher score shows that is more likely an anomaly and a lower score shows that is more likely a normal data. Then, we pseudo-label the data through the threshold $\tau$, it can be expressed as:

$$\begin{cases} \hat{Y}^s_k = 0, & \text{if } S^s_k < \tau \\ \hat{Y}^s_k = 1, & \text{if } S^s_k > \tau, \end{cases}$$

where $\hat{Y}^s_k$ has $n_k$ pseudo-labels $\{\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_{n_k}\}$. Then, the cloud server sends $\{\hat{Y}^s_1, \hat{Y}^s_2, \ldots, \hat{Y}^s_K\}$ to the edge device.

In this context, the objective function that we need to optimize is defined as follows:

$$\min L = \sum_{k=1}^{K} \sum_{i=1}^{n_k} l_k(\hat{Y}^s_k, \hat{Y}^s_k),$$

where $l_k$ is the local objective function of $k$-th edge device, $K$ is the number of edge devices, $n_k$ is the number of samples in $D_k$ of the $k$-th edge device.

The goal of this paper is accurately and timely detect anomalies in edge devices under the premise of protecting data privacy. To achieve the goal in our problem definition is to minimize Eq. (14) in an efficient and timely manner. To this end, we need a method that can efficiently extract
the coding features of anomalous data and perform accurate anomaly detection in a distributed fashion. In other words, we need to design an efficient feature extractor and propose an efficient collaborative training protocol to obtain “better” loss, thereby minimizing Eq. (14) timely. Therefore, the insight of this paper is to combine the FL framework and Transformer to propose a novel collaborative training protocol to achieve the above goals.

### B. Model Design

In this section, we introduce our model design in the proposed FedAnomaly framework. Specifically, the proposed model architecture includes two parts: the feature representation learner on the edge device side, i.e., Transformer, and the anomaly scorer on the cloud server-side, i.e., MLP. The feature representation learner embeds the original data into the new feature space to obtain features that are conducive to distinguishing normal and abnormal data. The anomaly scorer learns to discriminate whether a given feature is normal or not. Next, we detail the functions of the above two parts.

1) **Feature Representation Learner:** The purpose of the feature representation learner is to generate the discriminative information that helps to separate anomalies from normal instances. In this paper, we use the Transformer as our feature representation learner because it utilizes an attention mechanism to embed the features of the data while better considering multiple attributes. In addition, to reduce communication overhead when uploading the features to the server, we compress the dimension of features by a fully connected layer. Therefore, the feature representation learner includes two parts: Transformer block (like the right of Fig. 1) and compression block (the fully connected layer). The process of feature representation learner is as follows: firstly, the Transformer block embeds the original data into features through a self-attention mechanism, then the compression block reduces the dimension of features. It can be expressed as follows:

$$\mathcal{H}_k = f_{FC}(\text{Transformer}_{\text{Block}}(D_k)), \quad (15)$$

where $f_{FC}$ is the fully connected layer, Transformer Block is the attention information generated by the Transformer block, and $\mathcal{H}_k$ is a set of features derived from local data set of the $k$-th edge device.

2) **Differential Privacy Noise:** Although the feature representation learner embeds the original data from the original data space into a new feature space to change the original data distribution, it still has the security risk of leaking privacy. Therefore, we should adopt a more effective security mechanism to protect data privacy, that is, DP. The client should add a differential privacy noise into the features before uploading the features to the server. In this paper, we add the Gaussian noise into the features to ensure data privacy. According to Eq. (5) and Eq. (6), the security features are generated by:

$$\mathcal{H}_k \leftarrow f(\mathcal{H}_k) + N(0, \sigma^2 \Delta f^2). \quad (16)$$

In addition, as a random variable, the feature approximately obeys Gaussian distribution, it means that $f(x)$ in Eq. (6) is:

$$f(x) = \frac{1}{\sqrt{2\pi}\sigma} \exp(-\frac{(x-\mu)^2}{2\sigma^2}) \cdot \epsilon. \quad (17)$$

Furthermore, in order to satisfy the define of DP, $\sigma$ is subject to the following condition:

$$\sigma = \frac{\Delta f \cdot \sqrt{2 \ln(1.25/\delta)}}{\epsilon}, \quad (18)$$

where $\Delta f$ is the sensitivity of $f$ in Eq. (6). The features have stronger security after adding Gaussian noise and the edge device can upload the features to the server.

3) **Anomaly Scorer:** The purpose of the detector is to discriminate the features generated by the feature representation learner is normal or not. In this paper, we adopt MLP to score anomalies. The anomaly score is computed by:

$$S_i = \text{Sigmoid}(f_{MLP}(\mathcal{H}_i)), \quad (19)$$

where $f_{MLP}$ is multi-layer perceptron at the cloud server, $\mathcal{H}_i$ is the features generated by the feature representation of the $i$-th edge device, and $S_i$ is anomaly score and the cloud server sends it to the edge device. In particular, the higher anomaly scores represent a higher likelihood that data are anomaly data and the lower anomaly scores represent a lower likelihood that data are normal.

4) **Loss Function:** There have two parts in FedAnomaly, the feature representation learner and the anomaly scorer. They are optimized through the same objective function during the training process. In this paper, we employ a binary cross-entropy loss function to train both. We set the label of anomalies to 1, i.e., $y_a = 1$, and set the label of normal data to 0, i.e., $y_n = 0$. The purpose of this is to allow the anomaly scorer to discriminative score that the score of abnormal data is close to 1 and the score of normal data close to 0. The loss function can be represented as follows:

$$L = - \sum_{i=1}^{n} y_i \log(x_i) + (1 - y_i) \log(1 - x_i), \quad (20)$$

where $y_i$ is the label of the $i$-th sample and $x_i$ is the anomaly score of the $i$-th sample. The edge devices and cloud server calculate the loss based on the anomaly scores and use this loss to update the model. We present our new training protocol in Algorithm 1 as follows:

- **Step 0, Initialization:** The cloud server and edge device initialize their models separately.
- **Step 1, Anomaly Detection:** The edge devices firstly use the local encoder model to embed new feature representations $\mathcal{H}_k$ on the local data set $D_k$, then the edge devices add Gaussian noise into the features and finally upload $\mathcal{H}_k$ to the cloud server. Then it uses the cloud decoder to generate anomaly score $S_k$ for the uploaded features to complete the anomaly detection task and send $S_k$ to the edge device.
- **Step 2, Model Training:** The edge device computes the local loss $L_k^c$ through the anomaly scores $S_k$ and labels of local data set $D_k$, and uploads $L_k^e$ to cloud server. The cloud server collects these losses and uses...
Algorithm 1 FedAnomaly Training Protocol

Require: K is the total number of edge devices, Dk is the local data set of the k-th edge device, and η is the learning rate.

Ensure: The optimal local encoder φc and the cloud decoder φd.

1: Initialize φc and φd
2: for each round t = 0, 1, . . . , n do
3: H = Edge Feature Learning
4: if Add Gaussian Noise then
5: H = f (H) + N (0, σ 2 Δ 2)
6: end if
7: S = Cloud Anomaly Scoring(H)
8: Model Training(S)
9: end for
10: Edge Feature Learning:
11: for each edge device k = 0, 1, . . . , K do
12: Hk = φc,k(Dk)
13: end for
14: return H to cloud server. // H = {H1, H2, . . . , HK}
15: Cloud Anomaly Scoring(H):
16: for each batch k = 0, 1, . . . , K do
17: Sk = φc,k(Hk)
18: end for
19: return S to the edge device. // S = {S1, S2, . . . , SK}
20: Model Training(S):
21: for each client k = 0, 1, 2, . . . , K do
22: Lt = BCE(Yk,Sk) // Yk is the label of Dk, client sends Lt to the server
23: end for
24: L = ∑K k=1 1 nk Lt // Run on the server
25: φd t+1 = φd t − η ∇ Lk(φd t) // Update the cloud decoder
26: for each edge device k = 0, 1, . . . , K do
27: φc,k,t+1 = φc,k,t − η ∇ Lk(φc,k,t) // Update the local encoder
28: end for

the FedAvg [22] to obtain the global loss Lt+1, i.e.,

\[ L_{t+1} = \sum_{k=1}^{K} \frac{D_k}{|D_k|} L_k^k. \]

Then the cloud server sends Lt+1 to the selected edge devices. So the edge devices and cloud server update their model through Lt+1.

V. EXPERIMENT

A. Experiment Setup

To evaluate the performance of the proposed model, we conduct extensive experiments on four representative public data sets.

Data set. In this paper, we adopt four real-world data sets for evaluations, i.e., NSL-KDD [27], Spambase [28], Arrhythmia [29] and Shuttle [30] data set. The data sets cover normal data, number of abnormal data, and dimensions, as shown in Table I, allowing us to effectively explore the anomaly detecting utility of the proposed model.

Data Partition. In this experiment, we consider the distribution of anomalies in the real world. We randomly select the 80% normal samples and 30 abnormal samples (because the number of samples in Arrhythmia is too small, we randomly select 15 samples in Arrhythmia) into the training data set (containing a small number of samples marked as anomalies), and divide the 20% normal and abnormal samples into the test data set. Furthermore, due to the anomaly detection task is usually weakly-supervised learning, so we partition the data according to the setting of weakly-supervised learning. Firstly, we consider that there are unlabeled anomalies in the real world, we fix 2% of the unlabeled anomalies in the training data set as noises. Secondly, referring to the settings of baseline experimental data set, the training batch has half of the unlabeled samples and half of labeled anomalies samples. Thirdly, due to the unlabeled abnormal samples being uncommon in the real world, we set all unlabeled data as the normal data.

Baselines. We choose the SOTA weakly-supervised anomaly detection method [21], i.e., Feature Encoding with AutoEncoders (FEAE), and the centralized implementation of our method, i.e., Transformer for Anomaly Detection (TAD), as our baselines. Firstly, in [21], the authors designed a weakly-supervised anomaly detection framework (FEAE) which contains two modules: feature encoder module and anomaly score generator module. Specifically, [21] uses the pre-trained autoencoder as the feature encoder, and [21] utilizes the feature encoder to obtain features that are hidden representation, reconstruction error, and the residual reconstruction vector. Especially, the hidden representation is obtained by the encoder of autoencoder encodes the original data from initial space to the new feature space, reconstruction error is the Euclidean norm obtained by the original data minus the output by the decoder and the reconstruction residual vector is obtained by the original data minus the output by decoder divided by the reconstruction error. Then the anomalies are distinguished through anomaly scores obtained by the anomaly score generator through the above features. Secondly, TAD is the centralized implementation of our method. Because we want to explore the difference between the performance of our model in centralized and distributed, so we set TAD as our baseline.

Parameters. Both the proposed model and baselines use Adam to optimize the network with a fixed learning rate \( η = 10^{-4} \), and we set the batch size of the training data set, and testing data set \( b = 32 \). In FedAnomaly, we consider the consistency of the data sample when comparing with the baseline, i.e., unlabeled samples and labeled samples have the

---

https://archive.ics.uci.edu/ml/datasets/spambase
https://archive.ics.uci.edu/ml/datasets/arrhythmia
https://archive.ics.uci.edu/ml/datasets/Statlog+(Shuttle)
TABLE II

| Data set       | FedAnomaly | TAD | FEAE |
|----------------|------------|-----|------|
| AUC-ROC        | 0.976±0.012| 0.999±0.011| 0.959±0.014|
| AUC-PR         | 0.975±0.016| 0.947±0.003| 0.921±0.015|
| Arrhythmia     | 0.994±0.005| 0.993±0.004| 0.983±0.011|
| Shuttle        | 0.907±0.135| 0.946±0.015| 0.868±0.195|
| Average        | 0.955±0.042| 0.966±0.0085| 0.954±0.0587|

same amount of data, so we set the number of total edge devices \( k = 3 \), and the participation rate is 1. That is to say, and the data is divided into 3 equal parts.

**Evaluation Metrics.** In the real world, abnormal samples are very uncommon, it leads that is unreasonable to evaluate the performance of the model by accuracy, so we evaluate our model performance with two metrics, i.e., AUC-ROC, among them, the y-axis as \( TPR = \frac{TP}{TP + FN} \) and x-axis as \( FPR = \frac{FP}{FP + TN} \) and AUC-PR, among them, the y-axis as \( P = \frac{TP}{TP + FN} \) and x-axis as \( R = \frac{FP}{FP + TP} \). For these two metrics, the larger value means the better performance of the model.

B. Evaluation

In this section, we evaluate FedAnomaly by conducting an experimental comparative analysis, and then we perform ablative analysis, it allows us to understand the model performance in different settings.

1) Performance Analysis: We evaluate the proposed model on four benchmark data sets. Table II reports the performance of the model after convergence, and the best results in each data set are highlighted in bold. Next, we compare FedAnomaly with the baselines. From the experimental results show that FedAnomaly is better than FEAE on the four data sets. Specifically, for AUC-ROC and AUC-PR metrics, the proposed method is better than FEAE by about 1%. In addition, the performance of FedAnomaly on the NSL-KDD, Spambase, and Shuttle data sets is slightly lower than that of TAD. This is because the data of FedAnomaly may be non-IID, which leads to slight performance degradation. Fig. 4 shows the performance curve of FedAnomaly on four benchmark data sets. As shown in Fig. 4, the convergence speed of FedAnomaly on the NSL-KDD, Shuttle, and Arrhythmia data sets is similar, i.e., the model performance tends to be stable after 400 communication rounds. These experimental results show that the FedAnomaly can reach convergence in about 300 communication rounds. Furthermore, we observe that the performance of FedAnomaly fluctuates slightly on the NSL-KDD, Spambase, and Shuttle data sets. However, due to the small number of abnormal samples in Arrhythmia, the model is prone to overfitting and large fluctuations. Overall, the above numerical analysis shows that FedAnomaly is stable in most cases.

2) Effect of the Number of Edge Devices: In this experiment, we explore the effect of the number of edge devices, i.e., \( C \), on the performance of FedAnomaly. To this end, we fix \( C = \{3, 6, 10\} \) in our framework to conduct experiment. We combine two metrics, i.e., the performance of the model and communication rounds that model achieves convergence, to evaluate our framework’s performance. As shown in the Table III as the number of edge devices increases, the performance of FedAnomaly decreases slightly, but the performance loss is only within 1%. In addition, we find that as the number of edge devices increases, the number of communication rounds required for the model to reach convergence also increases. The reason is that the data distribution of each edge device is different, so the more edge devices, the more serious the non-IID level of the data, and the slower the model convergence speed. The above experimental results show that FedAnomaly can be applied to cloud manufacturing for anomaly detection due to its stable scalability.

3) Effect of the Features Dimension: Recall that, in FedAnomaly, edge devices need to upload features to the cloud server for anomaly detection. Therefore, the dimensions of the features that need to be uploaded determine the system’s communication overhead and performance. To this end, we need to study the impact of feature dimensions on model performance and communication overhead to explore the balance between model performance and communication overhead. Specifically, we set the dimension of the feature to be uploaded \( d_f = \{0.25d, 0.5d, 0.75d, d\} \), where \( d \) is the dimension of the

TABLE III

| C   | data set       | NSL-KDD | Spambase | Shuttle |
|-----|----------------|---------|----------|---------|
| 3   | AUC-ROC        | 0.9765  | 0.9469   | 0.9937  |
|     | Rounds         | 388     | 4381     | 2610    |
| 6   | AUC-ROC        | 0.9753  | 0.9167   | 0.9798  |
|     | Rounds         | 388     | 4901     | 2626    |
| 10  | AUC-ROC        | 0.9766  | 0.9465   | 0.9939  |
|     | Rounds         | 1117    | 4792     | 2961    |
|     | AUC-PR         | 0.9752  | 0.9162   | 0.9781  |
|     | Rounds         | 1083    | 4799     | 2581    |
|     | AUC-ROC        | 0.9762  | 0.9377   | 0.9912  |
|     | Rounds         | 2380    | 5126     | 4169    |
|     | AUC-PR         | 0.9750  | 0.9397   | 0.9781  |
|     | Rounds         | 2380    | 5126     | 3992    |
original data. We evaluate the impact of feature dimension \( d \) by observing the system’s performance on four data sets and the number of communication rounds. As shown in Fig. 5, we find that the communication rounds required for model convergence under different feature dimensions \( d \) on the NSL-KDD data set are roughly the same. When \( d_f = 0.25d \) and \( d \), in terms of AUC-PR, the performance of the model under different feature dimensions is close, but they are both better than the performance when \( d_f = 0.25d \) and \( 0.75d \). However, as far as AUC-ROC is concerned, when \( d_f = 0.75d \) and \( d \), the performance of the model is similar, but their performance is better than that when \( d_f = 0.25d \) and \( 0.5d \). For the Spambase data set, when \( d_f = 0.5d \), the convergence speed of the model is slower than in other cases. In addition, when \( d_f = 0.5d \) and \( 0.75d \), in terms of AUC-PR and AUC-ROC, the model performance is similar and better than the model performance under other feature dimensions cases. For the Arrhythmia data set, the convergence speed is similar in all cases due to the small number of data sets. However, when \( d_f = 0.5d \) and \( 0.75d \), the model’s performance is better than that in other cases.

From the above experimental results, we believe that the best setting of the feature dimension in FedAnomaly is \( d_f = 0.5d \).

In this setting, we compare the communication overhead in different dimension of features, as shown in Fig. 6. The y-axis of the Fig means the communication overhead, we set the communication overhead of each round is 1 when the dimension of features is \( d \). We can observe that the framework has the least communication overhead between \( d_f = 0.25d \) and \( d_f = 0.5d \).

4) Effect of Adding Gaussian Noise: We add Gaussian noise into the features uploaded to protect data privacy. We evaluate the model performance after adding Gaussian noise, and we compare the performance of the original framework without Gaussian noise and the framework with Gaussian noise in four data sets. Furthermore, we set the parameters of DP as follows: the sampling rate is 0.01, and the \( \delta \) is 1e-3. The result is shown in Table IV. We can observe that although the performance of the model is reduced after adding Gaussian noise, it is not much different from the original model. It proves that we can utilize the DP mechanism to protect data privacy further, and there is little change in the model’s performance.

5) Effect of the Number of Multi-Head Blocks: In Transformer, the number of multi-head blocks affects the performance of the model. Thus, we experiment with this to find out the suitable number of multi-head blocks. Specifically, the setting of multi-head blocks is related to the original feature dimensions \( d \) of the input data and requires that the number of multi-head blocks can be evenly divided by the total number of original feature dimensions \( d \). However, we find that when there are more multi-head attention blocks, the model is more prone to overfitting in this experiment. Therefore, we set the number of long blocks on NSL-KDD, Spambase, Shuttle, and Arrhythmia data sets to 2, 3, 3, and 3, respectively.

C. Discussion

Here, we analyze in detail the reasons for the above experimental results. First, it can be seen from the above experimental results that our model is better than the baseline in terms of performance and convergence. Specifically, we evaluate the model’s performance under different edge device number settings to show that it can be widely used in cloud manufacturing. The experimental results show that FedAnomaly can achieve good scalability. Our framework is an extension of the FL framework, which inherits the
good extensibility of the FL framework. In addition, we prove that the proposed framework can reduce communication overhead and we utilize Gaussian noise to ensure the security of the proposed framework. However, one disadvantage of FedAnomaly is its slow convergence. We analyze the reasons for this phenomenon in the following aspects: (1) Our model employs a Transformer that acts as an encoder to extract the data features. However, the effectiveness of the Transformer mainly relies on the self-attention mechanism and multi-head attention block to extract important features. These techniques are too concerned about extracting more important things, which leads to a decrease in convergence speed. (2) Since the distributed training protocol limits the speed of model convergence, the model convergence speed in FedAnomaly is slower than others.

VI. CONCLUSION

In this paper, we proposed a new federated learning-based Transformer framework called FedAnomaly to cope with the problems that timely find out the anomalies and protect data privacy in cloud manufacturing. Second, to avoid the conflict between the training of the feature learner and FL training in the proposed framework, we designed a novel cooperative encoder-decoder training protocol to solve the above problems. Compared with data sharing methods and traditional FL solutions, our framework reduces expensive communication overhead while protecting data privacy than data sharing methods and traditional FL solutions. In addition, we verified the effectiveness of our approach by comparing it with centralized methods and advanced anomaly detection methods on four benchmark data sets. In future work, we will explore a framework for real-time detection of data anomalies at each edge device under the premise of protecting data privacy and finding new abnormal situations.
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