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Explicit solution and fine asymptotics for a critical growth-fragmentation equation

Marie Doumic∗† Bruce van Brunt‡

November 19, 2018

Abstract

We give here an explicit formula for the following critical case of the growth-fragmentation equation

\[
\frac{\partial}{\partial t} u(t, x) + \frac{\partial}{\partial x} (g x u(t, x)) + b u(t, x) = b a^2 u(t, ax), \quad u(0, x) = u^0(x),
\]

for some constants \(g \geq 0, b > 0\) and \(\alpha > 1\) - the case \(\alpha = 2\) being the emblematic binary fission case. We discuss the links between this formula and the asymptotic ones previously obtained in [8], and use them to clarify how periodicity may appear asymptotically.

Introduction

Growth-fragmentation equations appear in many applications, ranging from protein polymerisation to internet protocols or cell division equation. Under a fairly general form it may be written as follows

\[
\frac{\partial}{\partial t} u(t, x) + \frac{\partial}{\partial x} (g(x) u(t, x)) + B(x) u(t, x) = \int_{x}^{\infty} k(y, x) B(y) u(t, y) dy,
\]

where \(u(t, x)\) represents the concentration of individuals of size \(x\) at time \(t\), \(g\) their growth speed, \(B\) the total instantaneous fragmentation probability rate and \(k(y, x)\) the fragmentation probability of fragmenting individuals of size \(y\) to give rise to individuals of size \(x\). Under assumptions linking fragmentation and growth parameters \(B, k\) and \(g\), a steady asymptotic behaviour appears, i.e. there exists a unique couple \((\lambda, U)\) with \(\lambda > 0\) such that \(u(t, x)e^{-\lambda t} \to U(x)\) - see for instance the pioneering papers [6, 15], [16] for an introduction and many other
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references like [21, 5, 20] for some most recent ones. This asymptotic behaviour is a key property of many models in the field of structured population dynamics, and in many cases such as bacterial growth it is experimentally observed [10] (the biologists speak of ”desynchronizaton effect”). However, such a steady behaviour may also fail for two types of reasons:

1. the balance assumptions between $B$, $g$ and $k$ are not satisfied,

2. Growth and fragmentation are such that there is a lack of dissipativity in the equation. This is typically the case when the growth is exponential, i.e. $g(x) = gx$, and the fragmentation is a dirac, $k(y, x) = \alpha\delta_{\frac{y}{x}}\delta_{\frac{x}{y}}$ with $\alpha > 1$. In such a case, if the division rate $B$ is such that there exists a positive couple $(\lambda, U)$, there also exists a countable set of complex couples of the form $(\lambda + i\theta_k, U_k)$, which leads to a periodic limit cycle, see [13, 1].

We focus here on a critical case where both these reasons appear, namely $B(x) = b > 0$ - also called ”homogeneous fragmentation” - $g(x) = xg$ and $k(y, x) = \alpha\delta_{\frac{y}{x}}\delta_{\frac{x}{y}}$, which generalises the binary fission case $\alpha = 2$. The equation under study is thus

$$\frac{\partial}{\partial t} u(t, x) + \frac{\partial}{\partial x} (g x u(t, x)) + bu(t, x) = b^2 \alpha^2 u(t, \alpha x), \quad u(0, x) = u^0(x). \quad (1)$$

This is a specific case of the homogeneous fragmentation equation studied in [3, 2, 8]. It may also be seen as an emblematic case when modelling bacterial growth, since the exponential growth in size of bacteria has been observed, together with equal mitosis ($\alpha = 2$). A constant division rate would then correspond to a growth independent of the size. However, the behaviour that we study in this paper is barely observed in nature, since a tiny variability in the coefficient rates or in the fragmentation kernel is sufficient to drive the system towards a steady asymptotic growth. It is thus important for modellers to include such a slight variability rather than using directly the idealised model under study. The main results obtained in [8] were the following:

- a formulation in terms of Mellin and inverse Mellin transform was obtained, as soon as the initial condition $u_0$ decays sufficiently fast in 0 and $\infty$,

- no steady or self-similar behaviour was possible for $L^1$ functions,

- the asymptotic behaviour was described along lines of the type $x = e^{-ct}$, with an exponential speed of convergence at places where the mass was decaying, but with at most polynomial growth for the lines where the mass concentrates,

- in the case of a fragmentation kernel defined as a dirac mass (or a sum of dirac masses linked by a specific algebraic relation), the asymptotic behaviour was also defined thanks to the Mellin transform, but was more involved, with an infinite sum of contributions and a still slower polynomial rate of convergence.
Despite these results, a question remains unclear: can we observe a kind of "oscillatory" behaviour, as in the case of a limit cycle \cite{13, 11}?

In Proposition 1, we first provide an explicit solution of Equation (1) and discuss its interpretation, in particular in terms of possible periodicity. In Section 2, we investigate in more detail the asymptotic behaviour, based on the estimates obtained in \cite{8} and with the help of a rescaling inspired by \cite{3}.

1 An explicit formulation

Explicit formulations may be obtained, as said above, via the Mellin transform of the equation - the Mellin transform has also been used in other studies for the qualitative behaviour of solutions of equations of the same type, see for instance \cite{4, 19, 9, 11, 12}. Analytical solutions for specific cases of the eigenvalue problem have also been given in some studies, see e.g. \cite{14, 17, 7} for some examples.

Else, obtaining analytical solutions for the time-dependent equation is not frequent - let us mention \cite{18, 22} for the fragmentation equation, and \cite{20} for the full analytical solution to the cell division equation with constant coefficients. Up to our knowledge, the following explicit solution for our case was not known.

**Proposition 1.** Let $S'((\mathbb{R}^+)^d)$ the space of distribution functions (dual space of $S(\mathbb{R}^+)$ the Schwartz space on $\mathbb{R}^+$) and $u_0 \in S'((\mathbb{R}^+)^d)$. The distribution defined in a weak sense by

$$u(t, x) = e^{-(b+g)t} \sum_{k=0}^{\infty} u_0(\alpha^k xe^{-gt}) \frac{(b\alpha^2 t)^k}{k!}, \quad t > 0, \quad x > 0,$$

is solution to Equation (1). Moreover, if $u_0 \in L^p(x^q dx)$ then $u \in L^\infty(0, T; L^p(x^q dx))$ for any $T > 0$, $p \in [1, \infty]$ and $q \in \mathbb{R}$. Similarly, if $u_0 \in M_b^\circ(x^q dx)$ the space of nonnegative bounded measures absolutely continuous with respect to the measure $x^q dx$, $u \in L^p(0, T; M_b^\circ(x^q dx))$.

**Proof.** The spaces to which $u(t, x)$ belongs to are immediate by using the definition \cite{2}, multiplying it by the convenient weight or test function, and make a term-by-term change of variables $y = \alpha^k xe^{-gt}$; it is linked to the fast convergence of the terms $\alpha^k$ defining the series of the exponential. The proof that $u(t, x)$ satisfies Equation (1) in a weak sense can be done similarly, by multiplying the equation applied to $u(t, x)$ by a test function, integrating by parts and making a change of variables.

This formula makes directly appear several interesting features, linked to the very specific shape of the fragmentation kernel $k_0(z) = \alpha \delta_{z = \frac{1}{\alpha}}$.

- At time $t = 0^+$, there is an immediate appearance of contributions to the distribution in $x$ of all the points $\alpha^k x$ with $k \geq 0$. This can be interpreted in terms of division: without growth, cells of size $x$ contained in an interval...
may come back from \(k\) times the division of cells of size \(\alpha^k x\), contained in the interval \([\alpha^k x, \alpha^k(x + dx)]\), this division producing \(\alpha^k\) cells of size \(x\) so that there is a factor \(\alpha^{2k}\) in the contribution coming from the division of size \([\alpha^k x, \alpha^k x + \alpha^k dx]\) particles. Now, the probability of \(k\) successive division of given cells of size \(\alpha^k x\) in a time interval \(\delta t\) is proportional to \(b^k(\delta t)^k\), the product of \(k\) times the probability for a cell to divide taken among an infinite possibility of divisions, and then renormalised by \(e^{-b\delta t}\) to obtain a total probability equal to 1 on all the possibilities to divide 0, 1, \ldots \(k\) times. When time passes, this remains true, and the formula follows the characteristic lines \(xe^{gt}\) : without the birth term on the right-hand side, the solution of the equation

\[
\frac{\partial}{\partial t} u + \frac{\partial}{\partial x} (g x u(t, x)) + bu(t, x) = 0
\]

would be \(u(t, x) = e^{-(b+g)t} u_0(x e^{-gt})\), the first term of the series; on the contrary, without the growth and the left-hand side division term, the equation

\[
\frac{\partial}{\partial t} u = b \alpha^2 u(t, \alpha x), \quad u(0, x) = u^0(x)
\]

would admit for solution

\[
\sum_{k=0}^{\infty} u_0(\alpha^k x) \frac{(b \alpha^2 t)^k}{k!}
\]

for \(t > 0\) and \(x > 0\).

- Contrarily to other cases (with a smoother fragmentation kernel or a non-linear growth rate), we see that the equation has no smoothing effect. Taking for instance the case of a dirac initial data \(u_0(x) = \delta_{x_0}\), we see that as expected intuitively the mass is permanently supported by a countable set of dirac masses, taking values along characteristic lines \(x = \alpha^{-k} x_0 e^{gt}\) representing, for \(k = 0\), the ancestor characteristic curve, and for \(k \geq 1\), the characteristic line of the \(k\)th generation of offspring (individuals having divided \(k\) times at time \(t\)).

Despite its simple formulation, the analytical formula (2) does not lead directly to an easy asymptotic behaviour. This was also the case with the formulation obtained in [8] using Mellin and inverse Mellin transform: a complete asymptotic analysis of the complex integral was necessary to obtain an asymptotic behaviour.

However, an important clue is given to the question of possible oscillations when looking at the solution obtained for \(u_0 = \delta_{x_0}\) : the mass is permanently supported in the countable set of dirac at points \(x = \alpha^{-k} e^{gt} x_0\) for \(k \in \mathbb{N}\), so that at each period of time \(t = nT\) such that \(e^{gT} = \alpha\), and only at them, the dirac masses come back to the points \(x = \alpha^{-k+n} x_0\). This set tends to the countable set \(x = \alpha^k x_0\) with \(k \in \mathbb{Z}\). But can we say more concerning the mass of each of these points?

In a more general manner, if \(\text{supp}(u_0) \subset [x_0, x_1]\), at any time one has \(\text{supp}(u(t, \cdot)) \subset \cup_{k \in \mathbb{N}} [2^{-k} x_0 e^{gt}, 2^{-k} x_1 e^{gt}]\) for \(k \in \mathbb{N}\) : if for instance \(\frac{1}{2} < x_0 < x_1 \leq 1\), we have \(\text{supp}(u(t, \cdot)) \cap \cup_{k \in \mathbb{N}} (2^{-k-1} e^{gt}, 2^{-k} x_0 e^{gt}) = \emptyset\). It is thus clear that no pointwise limit toward a steady behaviour is possible.
2 Asymptotic behaviour

2.1 Asymptotics via the Mellin transform \[8\]

Let us here assume $g = 0$ and $b = 1$, denote $v(t, x)$ the corresponding solution of the pure fragmentation equation, we know that $u(t, x) = e^{-gt}v(bt, xe^{-gt})$, and Formula (2) becomes

$$v(t, x) = e^{-t} \sum_{k=0}^\infty u_0(x^k) \frac{(\alpha^2 t)^k}{k!}. \quad (3)$$

In \[8\], another explicit formula was obtained using Mellin and inverse Mellin transform. For the sake of simplicity, we restrict ourselves to $u_0 \in C^2_0(\mathbb{R}_+)$, the space of two-times differentiable functions on $\mathbb{R}_+$ decaying faster than any power law in $0$ and $+\infty$ (see Theorem 3.1. in \[8\] for more general assumptions).

Define

$$K(s) = \int_0^1 x^{s-1} \alpha \delta_{x=\frac{t}{\alpha}} \, dx = \alpha^{2-s}, \quad U_0(s) = \int_0^\infty u_0(x)x^{s-1} \, dx, \quad (4)$$

we have (Theorem 3.1. in \[8\]), for $g = 0$ and $b = 1$, and any $\nu \in \mathbb{R}$:

$$v(t, x) = \frac{1}{2\pi i} \int_{\nu-i\infty}^{\nu+i\infty} U_0(s) e^{(K(s)-1)t} x^{-s} \, ds. \quad (5)$$

Following the notations of \[8\], the fragmentation kernel is in our case equal to $k(y, x) = \frac{1}{\alpha} k_0\left(\frac{x}{\alpha}\right)$ with $k_0(z) = \alpha \delta_{z=\frac{1}{\alpha}}$. We see that $k_0$ satisfies the assumptions of Theorem 2.3. (b) of \[8\], namely that it is a singular discrete measure who support satisfies the Assumption H of \[8\] - since it is a unique point $\theta = \frac{1}{\alpha}$.

The following asymptotic formula was then obtained in Theorem 2.3. (b) of \[8\] for $x < 1$:

$$v(t, x) = x^{-s_+ (t, x)} e^{(\alpha^{2-s_+ (t, x)}-1)t} \sum_{k \in \mathbb{Z}} U_0(s_k) e^{\frac{2ik\pi}{\log \alpha} \log x} \frac{\log\left(\frac{-\log(x)}{t \log \alpha}\right)}{\sqrt{2\pi t}(\log \alpha)\alpha^{1-s_+(t, x)}} \left(1 + o(t^{-\beta})\right), \quad (6)$$

for some $\beta > 0$ and $s_+ (t, x)$ defined by

$$s_+ (t, x) = K^{-1} \left( \log \frac{x \alpha^{-1}}{t} \right) = 2\frac{\log\left(\frac{-\log(x)}{t \log \alpha}\right)}{\log \alpha}, \quad x = e^{-t(\log \alpha)\alpha^{2-s_+}}, \quad s_k = s_+ \frac{2ik\pi}{\log \alpha}. \quad (7)$$

Using the Poisson formula, it was also noticed in Remark 3 of \[8\] that it gives

$$v(t, x) = e^{(\alpha^{2-s_+(t, x)}-1)t} \sum_{n \in \mathbb{Z}} u_0(x^n) \alpha^{s+n} \frac{\log\left(\frac{-\log(x)}{t \log \alpha}\right)}{\sqrt{2\pi t}(\log \alpha)\alpha^{1-s_+(t, x)}} \left(1 + o(t^{-\beta})\right). \quad (7)$$
By a straightforward calculation, we can use this formula to obtain the asymptotic formulae for the general case $b, g > 0$, by the transformation $u(t, x) = e^{-gt}v(\frac{b}{g}t, xe^{-gt})$. We take however here $b = 1$ for the sake of simplicity, and still denote in short $s_+$ the function now defined in $s_+(t, xe^{-gt})$. We have

$$u(t, x) \sim x^{-s_+(t, xe^{-g(t)})} e^{(\alpha^2 - s_+(t, xe^{-g(t)}) - 1 + g(s_+ - 1))t} \sum_{s \in \mathbb{Z}} \frac{U_\alpha(s_k)e^{\frac{2\pi i s_k \log x}{\sqrt{2\pi t(\log \alpha)}}}}{\sqrt{2\pi t(\log \alpha)}} (1 + o(t^{\beta})),$$

$$u(t, x) \sim e^{(\alpha^2 - s_+(t, xe^{-g(t)}) - 1 + g)\sqrt{2\pi}\alpha^{-1 - s_+(t, xe^{-g(t)})}}.$$

Despite its resemblance with (3), no immediate link appears.

2.2 Weak convergence result

Can we use the formula (6) or (7) to make appear an oscillatory asymptotic behaviour? Following [3], let us first focus on the following rescalings of $v$:

$$r(t, y) := te^{2ty}u(t, e^{ty}) = te^{2ty+gt}u(\frac{t}{b}, e^{(y+g)t}), \quad \gamma_0 := -\log \alpha,$$

$$\tilde{r}(t, z) = r(t, y_0 + \frac{t}{\sqrt{t}}\frac{\sigma z}{\sqrt{t}}) \quad \sigma^2 = K''(y_0) = (\log \alpha)^2.$$

Such a rescaling is motivated by the fact that the lines $x = e^{ty}$, with $y < 0$ constant, correspond to the lines $s_+(t, x)$ constant in time, leading to a given asymptotic profile in (6) or (7). Moreover it is such that the integral of $r$ and $\tilde{r}$ is preserved, i.e.

$$\int_{-\infty}^{\infty} r(t, y)dy = \int_{-\infty}^{\infty} \tilde{r}(t, y)dy = \int_{-\infty}^{\infty} xv(t, x)dx = \int_{0}^{\infty} xu_0(x)dx, \quad \forall t \geq 0.$$

Theorem 1 in [3] apparently contradicts any oscillatory behaviour by stating the following weak convergence result, for which we sketch below an alternative proof using Formula (6).

**Proposition 2 (Specific case of Theorem 1 in [3]).** Let $u_0 \in C^2_0(\mathbb{R}_+)$.

$$r(t, \cdot) \rightharpoonup \delta_{-\log \alpha}U_\alpha(2), \quad \tilde{r}(t, \cdot) \rightharpoonup U_\alpha(2)G,$$

with $G(z) = \frac{e^{-z^2}}{\sqrt{2\pi}}$ in a weak sense: for any bounded $C^1$ function $\phi$ on $\mathbb{R}$, we have

$$\int_{-\infty}^{\infty} \phi(y)r(t, y)dy \rightarrow U_\alpha(2)\phi(-\log \alpha) \quad \text{and} \quad \int_{-\infty}^{\infty} \phi(z)\tilde{r}(t, z)dz \rightarrow U_\alpha(2)\int_{-\infty}^{\infty} \phi(z)\frac{e^{-z^2}}{\sqrt{2\pi}}dz,$$

with $U_\alpha(2) = \int_{0}^{\infty} xu_0(x)dx$ the initial mass and $K'(2) = \log \alpha$. 
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Proof. First, for \( y < 0 \), let us denote \( s_+(y) := s_+(t, e^{ty}) = 2 - \frac{\log(-\frac{y}{\log \alpha})}{\log \alpha} \), which is independent of the time \( t \). We also notice that \( \alpha^{2-s_+(y)} = -\frac{y}{\log \alpha} \).

In Corollary 1 of [8], this result has been obtained in the case where the kernel is not singular, so that instead of the infinite sum \( \sum_{k \in \mathbb{Z}} U_0(s_k)e^{2\pi ik/y} \) there was only the term \( U_0(s_+(y)) \). Hence to prove the result, it only remains to show that the terms with \( U_0(s_+(y)) \) vanish for \( k \neq 0 \). Under our simpler assumption of \( u_0 \in C^2_{\alpha}(\mathbb{R}_+) \), we have for any continuous and bounded test function \( \phi(y) \) with \( y \in \mathbb{R} \):

\[
\int_{-\infty}^{+\infty} \phi(y)r(t, y)dy = \int_{-\infty}^{-A} - \int_{-\varepsilon}^{+\infty} \phi(y)r(t, y)dy.
\]

For \( \varepsilon > 0 \) small enough and \( A > 0 \), large enough fixed, the first and the third integrals are estimated as in the proof of Corollary 1 in [8] (in the notations of [8] we have \( p_0 = -\infty \) and \( q_0 = +\infty \) due to the fast decay of \( u_0 \) in 0 and \( \infty \): \( v(t, x) \) being exponentially decreasing in time on these interval, and using the regularity assumptions on the test function, these integrals go to zero. Let us call \( I \) the second integral, where the mass concentrates, and use the asymptotic behaviour recalled above:

\[
I := \int_{-A}^{-\varepsilon} \phi(y)r(t, y)dy
\]

\[
= (1 + o(t^{-\beta})) \int_{-A}^{-\varepsilon} \phi(y)te^{2\pi y}e^{-s_+(y)t}e^{(\alpha^{2-s_+(y)} - 1)t} \frac{\sum_{k \in \mathbb{Z}} U_0(s_+(y) + 2\pi ik/y)}{\sqrt{-2\pi t(\log \alpha)y}} dy
\]

\[
= (1 + o(t^{-\beta})) \int_{-A}^{-\varepsilon} \phi(y)te^{\frac{\log(-\frac{y}{\log \alpha})}{\log \alpha} - s_+(y) - 1) - 1) \frac{\sum_{k \in \mathbb{Z}} U_0(s_+(y) + 2\pi ik/y)}{\sqrt{-2\pi t(\log \alpha)y}} dy.
\]

\[
= (1 + o(t^{-\beta})) \sum_{k \in \mathbb{Z}} I_k.
\]

The term for \( k = 0 \) is the same as in Corollary 1 in [8]:

\[
I_0 = (1 + o(t^{-\beta})) \int_{-A}^{-\varepsilon} \phi(y) \sqrt{2\pi} \Psi(y)t e^{\Psi(y)t} \frac{U_0(s_+(y))}{\sqrt{-2\pi t(\log \alpha)y}} dy \rightarrow_{t \rightarrow \infty} \phi(-\log \alpha)U_0(2),
\]

using Laplace’s method and the fact that

\[
\Psi(y) := \frac{\log(-\frac{y}{\log \alpha})}{\log \alpha} - \frac{y}{\log \alpha} - 1, \quad \Psi'(y) = \frac{\log(-\frac{y}{\log \alpha})}{\log \alpha}, \quad \Psi''(y) = \frac{1}{y \log \alpha}
\]

has a unique maximum at \( y_0 = K'(2) = -\log \alpha \), with \( \Psi(-\log \alpha) = 0 \) and
| Ψ''(−log α) = −\frac{1}{(log α)π}. For the terms I_k with k ≠ 0 we have |
| I_k = (1 + o(t^{-β})) \int_{-A}^{A} \phi(y)e^{2tye^{-s_y(t,e^y)}}e^{(\alpha^2 - s_y(t,e^y))y}U_0(s_y(t,e^y) + \frac{2ikπ}{log α})dy |
| = (1 + o(t^{-β})) \int_{-A}^{A} \phi(y)\sqrt{t}e^{(\Psi(y)+\frac{2ikπ}{log α})y}U_0(s_y(y) + \frac{2ikπ}{log α})dy → t→∞ 0, |
| by the stationary phase approximation. The proof for convergence of \hat{r} is similar. |

2.3 Pointwise oscillatory asymptotic behaviour

Despite its seemingly contradiction, we see by the above proof that the steady convergence obtained does not necessarily contradict pointwise oscillations: a weak convergence may happen even for pointwise oscillatory solutions, oscillatory terms compensating each other when averaged by integration.

The weak convergence results above have shed light on the line where the mass concentrates: the line x = e^{tα} = α^{-t}. Let us first keep the above seen change of variables r(t,y) = te^{2ty}v(t,e^y), Formulae (6) and (7) become, for y = y_0 − log α:

r(t,y_0) = tα^{-2t}v(t,α^{-t}) = \sqrt{\frac{t}{2π}} \sum_{k ∈ Z} U_0(2 + \frac{2ikπ}{log α})e^{-2iπkt} (1 + o(t^{-β})) |

or, using the Poisson formula

tα^{-2t}v(t,α^{-t}) = tα^{-2t} \sum_{n ∈ Z} u_0(α^{n−t})α^{2n} \sqrt{\frac{t}{2π}} (1 + o(t^{-β})) = \sqrt{\frac{t}{2π}} \sum_{n ∈ Z} u_0(α^{n−t})α^{2(n−t)} (1 + o(t^{-β})). |

These two formulae make obvious the periodic behaviour, of period T = 1, of the quantity \frac{r(t,y)}{√t}. More generally, for a given y < 0 fixed, these two formulae also show that the function

f_y(t) = √t e^{2ty − Ψ(y)t}v(t,e^{yt}) |

is periodic in time of period T_y = -\frac{log α}{y}. Since the exponential term e^{Ψ(y)t} is maximal for y = −log α, the line (t,α^{-t}) dominates all the others - what explains the weak convergence result - but each of these lines follow a specific type of periodicity. The period is larger when |y| is smaller, which corresponds to the lines x = e^{yt} going more slowly to zero - other said, to the righ-hand side of the gaussian in y (see also Figure 2). This is explained by the fact that the gaussian becoming wider and wider since its standard deviation is proportional to √t, the periodicity needs to be faster in the forefront (left-hand side of the gaussian in Figure 2) and slower after.
2.4 Numerical illustration

To simulate more easily the asymptotic behaviour, we define

\[ n(t, y) = e^{2y} u(t, e^y), \]

which satisfies the following equation

\[ \frac{\partial}{\partial t} n(t, y) + n(t, y) = n(t, y + \log \alpha), \quad n(0, y) = e^{2y} u_0(e^y). \]  \hspace{1cm} (9)

We choose as an initial condition for \( n(0, y) \) a gaussian of mean zero and variance \( \sigma^2 \). For \( \sigma \) large, we do not observe any oscillations - exactly as in the previous numerical illustration of [8] where we did not pay attention to the oscillatory phenomena. But for \( \sigma \) small enough, clear oscillations appear and illustrate exactly the results. In Figure 1 we take \( \sigma = 0.1, \alpha = 2 \) and draw the numerical value of \( \sqrt{\ln(t, -t \log(2))}, \sqrt{\ln(t, -2t \log(2))} e^{(2 \log(2) - 1)t} \) and \( \sqrt{\ln(t, -\frac{1}{2} \log(2))} e^{(1 - \log 2)t} \) which as expected exhibit oscillations of period 1, \( \frac{1}{2} \) and 2 respectively. In Figure 2 we show the time evolution of the rescaled profile \( \sqrt{\ln(t, y)} \) : we clearly see the envelope shape of a gaussian appear and become wider and wider, whereas equally-wide peaks are inside the gaussian. To illustrate the importance of the initial condition, we take in Figure 3 and 4 the same quantities with the same parameter values, except the standard deviation, there equal to 0.2. In Figure 5 we took \( \sigma = 0.5 \) : no oscillation is visible anymore. The shape of the initial condition has also an influence, as illustrated in Figures 6 and 7 where we took a Heaviside function in \([0, 1, s]\) : the shape is conserved when the profile oscillates. Due to the nonlinearity of the initial condition, contrarily to the gaussian initial data, the oscillations never totally disappear for a larger initial support, as shown in Figures 8 and 9 where the support is \([-1, s]\), then Figure 10 where it is \([-5, 0]\).

![Figure 1: Numerical simulation for \( \alpha = 2, n(0, y) \) a gaussian of mean 0 and standard deviation 0.1. Plot of the time variation of the quantity \( \sqrt{e^{2y-\Psi(y)t}} v(t, e^y) = \sqrt{e^{-\Psi(y)t}} n(t, yt) \) for \( y = -\log(2), y = -2\log(2) \) and \( y = -0.5\log(2) \).](image-url)
Figure 2: Numerical simulation for $\alpha = 2$, $n(0, y)$ a gaussian of mean 0 and standard deviation 0.1. Plot of the size-distribution of $\sqrt{t} n(t, y) = \sqrt{t} e^{-y} \Phi(t, e^y)$. We see the shape of the gaussian becoming wider and wider, whereas oscillations are maintained.

Figure 3: Numerical simulation for $\alpha = 2$, $n(0, y)$ a gaussian of mean 0 and standard deviation 0.2. Plot of the time variation of the quantity $\sqrt{t} e^{xy-\Psi(y)t} \sqrt{y} n(t, e^y) = \sqrt{t} e^{-\Psi(y)t} n(t, yt)$ for $y = -\log(2)$, $y = -2\log(2)$ and $y = -0.5\log(2)$.

Acknowledgments. M.D. has been supported by the ERC Starting Grant SKIPPER$^{AD}$ (number 306321). The authors thank J. Bertoin, M. Escobedo and P. Gabriel for illuminating discussions, and M. Dauhoo, L. Dumas and P. Gabriel for the opportunity to work together at the CIMPA school in Mauritius.
Figure 4: Numerical simulation for $\alpha = 2$, $n(0,y)$ a gaussian of mean 0 and standard deviation 0.2. Plot of the size-distribution of $\sqrt{t}n(t,y) = \sqrt{t}e^{2\mu(t,e^y)}$. We see the shape of the gaussian becoming wider and wider, whereas oscillations are maintained but smaller than for $\sigma = 0.1$.

References

[1] Etienne Bernard, Marie Doumic, and Pierre Gabriel. Cyclic asymptotic behaviour of a population reproducing by fission into two equal parts. working paper or preprint, September 2016.

[2] J. Bertoin and A. R. Watson. Probabilistic aspects of critical growth-fragmentation equations. *Advances in Applied Probability*, 9 2015.

[3] Jean Bertoin. The asymptotic behavior of fragmentation processes. *J. Eur. Math. Soc. (JEMS)*, 5(4):395–416, 2003.

[4] Thibault Bourgeron, Marie Doumic, and Miguel Escobedo. Estimating the division rate of the growth-fragmentation equation with a self-similar kernel. *Inverse Problems*, 30(2):025007, 2014.

[5] G. Derfel, B. van Brunt, and G. Wake. A cell growth model revisited. *Functional Differential Equations*, 19(1-2):75–85, 2012.

[6] O. Diekmann, H.J.A.M. Heijmans, and H.R. Thieme. On the stability of the cell size distribution. *Journal of Mathematical Biology*, 19:227–248, 1984.

[7] M. Doumic and P. Gabriel. Eigenelements of a general aggregation-fragmentation model. *Mathematical Models and Methods in Applied Sciences*, 20(05):757, 2009.

[8] Marie Doumic and Miguel Escobedo. Time asymptotics for a critical case in fragmentation and growth-fragmentation equations. *Kinetic and Related Models*, 9(2):251–297, June 2016.
Figure 5: Numerical simulation for $\alpha = 2$, $n(0,y)$ a gaussian of mean 0 and standard deviation 0.5. Plot of the size-distribution of $\sqrt{\lambda}n(t,y) = \sqrt{\lambda}e^{2y}v(t,e^y)$. We see the shape of the gaussian becoming wider and wider, and no oscillation is anymore visible.

[9] Marie Doumic, Miguel Escobedo, and Magali Tournus. Estimating the division rate and kernel in the fragmentation equation. Working paper or preprint, April 2017.

[10] L. Robert and M. Hoffmann and N. Krell and S. Aymerich and J. Robert and M. Doumic. Division in Escherichia coli is triggered by a size-sensing rather than a timing mechanism. BMC Biology, 12 (1), 2014.

[11] M. Escobedo. A short remark on a Growth Fragmentation equation. ArXiv e-prints, November 2016.

[12] M. Escobedo. On the non existence of non negative solutions to a critical Growth-Fragmentation Equation. ArXiv e-prints, March 2017.

[13] Günther Greiner and Rainer Nagel. Growth of cell populations via one-parameter semigroups of positive operators. In Jerome Goldstein, Steven Rosencrans, and Gary Sod, editors, Mathematics Applied to Science, pages 79 – 105. Academic Press, 1988.

[14] A. J. Hall and G. C. Wake. Functional-differential equations determining steady size distributions for populations of cells growing exponentially. J. Austral. Math. Soc. Ser. B, 31(4):434–453, 1990.

[15] A.J. Hall and G.C. Wake. A functional differential equation arising in modelling of cell growth. J. Austral. Math. Soc. Ser. B, 30:424–435, 1989.

[16] B. Perthame. Transport equations in biology. Frontiers in Mathematics. Birkhäuser Verlag, Basel, 2007.

[17] B. Perthame and L. Ryzhik. Exponential decay for the fragmentation or cell-division equation. J. Differential Equations, 210(1):155–177, 2005.
Figure 6: Numerical simulation for $\alpha = 2$, $n(0, y)$ a Heaviside on $[-0.2, 0]$. Plot of the time variation of the quantity $\sqrt{t \varepsilon^{2y-\Psi(y)\varepsilon t}} = \sqrt{t \varepsilon^{\Psi(y)\varepsilon t}}$ for $y = -\log(2)$, $y = -2\log(2)$ and $y = -0.5 \log(2)$.

[18] I.W. Stewart. On the coagulation-fragmentation equation. Zeitschrift für angewandte Mathematik und Physik ZAMP, 41(6):917–924, 1990.

[19] B. van Brunt and G. C. Wake. A mellin transform solution to a second-order pantograph equation with linear dispersion arising in a cell growth model. European Journal of Applied Mathematics, 22(2):151–168, 2011.

[20] Ali A. Zaidi, B. Van Brunt, and G. C. Wake. Solutions to an advanced functional partial differential equation of the pantograph type. Proceedings of the Royal Society of London A: Mathematical, Physical and Engineering Sciences, 471(2179), 2015.

[21] Ali Ashher Zaidi, Bruce van Brunt, and Graeme Charles Wake. A model for asymmetrical cell division. Mathematical Biosciences and Engineering, 12(3):491–501, 2015.

[22] R. M. Ziff and E. D. McGrady. The kinetics of cluster fragmentation and depolymerisation. Journal of Physics A Mathematical General, 18:3027–3037, October 1985.
Figure 7: Numerical simulation for $\alpha = 2$, $n(0, y)$ a Heaviside on $[-0.2, 0]$. Plot of the size-distribution of $\sqrt{n}(t, y) = \sqrt{t}e^{2y}v(t, e^y)$. We see the shape of the gaussian becoming wider and wider, whereas oscillations are maintained and keep the shape of the Heaviside.

Figure 8: Numerical simulation for $\alpha = 2$, $n(0, y)$ a Heaviside on $[-1, 0]$. Plot of the time variation of the quantity $\sqrt{t}e^{2y-\Psi(y)t}v(t, e^y) = \sqrt{t}e^{-\Psi(y)t}n(t, yt)$ for $y = -\log(2)$, $y = -2\log(2)$ and $y = -0.5\log(2)$.
Figure 9: Numerical simulation for $\alpha = 2$, $n(0, y)$ a Heaviside on $[-1, 0]$. Plot of the size-distribution of $\sqrt{t}n(t, y) = \sqrt{t}e^{2y}v(t, e^y)$. We see the shape of the gaussian becoming wider and wider, whereas oscillations are maintained (though smaller than for more peaked initial data) and keep the shape of the Heaviside.

Figure 10: Numerical simulation for $\alpha = 2$, $n(0, y)$ a Heaviside on $[-5, 0]$. Plot of the size-distribution of $\sqrt{t}n(t, y) = \sqrt{t}e^{2y}v(t, e^y)$. We see that the oscillations are maintained (though smaller than for more peaked initial data) and keep the shape of the Heaviside.