Dynamics of supertubes

Stefano Giusto\textsuperscript{1}, Samir D. Mathur\textsuperscript{2} and Yogesh K. Srivastava\textsuperscript{3}

Department of Physics,  
The Ohio State University,  
Columbus, OH 43210, USA

Abstract

We find the evolution of arbitrary excitations on 2-charge supertubes, by mapping the supertube to a string carrying traveling waves. We argue that when the coupling is increased from zero the energy of excitation leaks off to infinity, and when the coupling is increased still further a new set of long lived excitations emerge. We relate the excitations at small and large couplings to excitations in two different phases in the dual CFT. We conjecture a way to distinguish bound states from unbound states among 3-charge BPS geometries; this would identify black hole microstates among the complete set of BPS geometries.
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1 Introduction

A supersymmetric brane in Type II string theory is a $1/2$ BPS object. The bound state of $N$ identical branes (wrapped on a torus) can be mapped by duality to a massless quantum with momentum $P = N/R$ on a circle of radius $R$. Thus the bound state has degeneracy $2^56$, regardless of $N$.

The situation is very different for $1/4$ BPS states. Such states can be made in many duality related ways: NS1-P, NS1-D0, D0-D4, D1-D5 etc. If the two charges are $n_1, n_2$ then the degeneracy of the bound state is $Exp[2\pi \sqrt{2} \sqrt{n_1 n_2}]$ [1, 2]. In the classical limit $n_1, n_2 \to \infty$ this degeneracy manifests itself as a continuous family of solutions. Examples are the 2-charge D1-D5 solutions found in [3] and the supertubes constructed in [4, 5, 6]. These 2-charge states are important because they give the simplest example of a black hole type entropy [2].

In this paper we address the question: What is the low energy dynamics of such $1/4$ BPS states? We will perform some calculations to arrive at a conjecture for the answer. The behavior of the system can depend on whether the coupling is small or large, and whether we have bound states or unbound states. For this reason we first give an overview of possible dynamical behaviors, and then summarize our computations and conclusions.

1.1 Possibilities for low energy dynamics

In the following it will be assumed that all compactifications are toroidal, and all branes are wrapped on these directions in a way that preserves $1/4$ supersymmetry.

(a) ‘Drift’ on moduli space: A D0 brane can be placed at rest near a D4 brane; there is no force between the branes. Thus we have a moduli space of possibilities for the relative separation. If we give the branes a small relative velocity $v$ then we get a $\sim v^2$ force, and the resulting motion can be described by ‘motion on moduli space’ [7]. More generally, we can make 3-charge black holes that are $1/8$ BPS and their slow motion will be described by motion on a moduli space [8, 9]. For later use we make the required limits explicit: The velocity $v$ is $O(\epsilon)$, the time over which we follow the motion is $O(1/\epsilon)$, and the distance in moduli space over which the configuration ‘drifts’ is $O(1)$

$$v \sim \epsilon, \quad \Delta t \sim \frac{1}{\epsilon}, \quad \Delta x \sim 1, \quad (\epsilon \to 0) \quad (1.1)$$

Note that the different branes or black holes involved here are not bound to each other.

(b) Oscillations: Consider branes carrying just one charge, and let these be NS1 for concreteness. Then the force between branes is $\sim v^4$. So for the relative motion between such branes we again get ‘drift’ on moduli space except that the moduli space is flat [10]. But we can also focus on just one brane and study its low energy excitations. These will be vibration modes along the brane, with the amplitude for each harmonic behaving like a harmonic oscillator. Calling the amplitude for a given harmonic $A_n \equiv x$ we note that $x$ will have the time evolution $x = \ddot{x} \cos(\omega t + \phi)$. Setting $\ddot{x} = \epsilon$ for a small deformation, the analogue of (1.1) is

$$v \sim \epsilon, \quad \Delta t \sim 1, \quad \Delta x \sim \epsilon, \quad (\epsilon \to 0) \quad (1.2)$$

where we have assumed that we are not looking at a zero mode $\omega = 0$. For the zero mode we will have the behavior

$$x = x_0 + vt \quad (1.3)$$
and we get ‘drift’ over configuration space with characteristics given by (1.1).

(c) ‘Quasi-oscillations’: Consider a charged particle free to move in the $x - y$ plane in a uniform magnetic field $F_{xy} = B$. The particle can be placed at rest at any position on the plane, and it has the same energy at all these points. Thus far its behavior looks like that of a system with a zero mode. But if we give the particle a small velocity then it describes a small circle near its original position, instead of ‘drifting’ along the plane. The motion is described by

$$v \sim \epsilon, \quad \Delta t \sim 1, \quad \Delta x \sim \epsilon \quad (\epsilon \to 0)$$

Thus even though we may have a continuous family of energetically degenerate configurations, this does not mean that the dynamics will be a ‘drift’ along this space.

(d) Gravitational radiation: We are going to give our system a small energy above extremality. But the system is coupled to Type II supergravity, and there are massless quanta in this theory. Thus any energy we place on our branes can leave the branes and become radiation flowing off to infinity. There will of course always be some radiation from any motion in the system, but the relevant issue here is the time scale over which energy is lost to radiation. If the time scale relevant to the dynamics is $\Delta t$ then as $\epsilon \to 0$ we have to ask what fraction of the energy is lost to radiation in time $\Delta t$. If the fraction is $O(1)$, then the system is strongly coupled to the radiation field and cannot be studied by itself while ignoring the radiation. If on the other hand the fraction of energy lost to radiation goes to zero as $\epsilon \to 0$ then the radiation field decouples and radiation can be ignored in the dynamics.

(e) Excitations trapped near the brane: In the D1-D5 system we can take a limit of parameters such that the geometry has a deep ‘throat’ region. In [11, 3] it was found that excitations of the supergravity field can be trapped for long times in this throat; equivalently, we can make standing waves that leak energy only slowly to the radiation modes outside the throat [12]. These are oscillation modes of the supergravity fields and thus could have been listed under (b) above. We list them separately to emphasize that the fields excited need not be the ones making the original brane state; thus the excitation is not in general a collective mode of the initial fields.

1.2 Results and conjectures

Consider first the D1-D5 bound state geometries found in [3]. These geometries are flat space at infinity, they have a locally $AdS_3 \times S^3 \times T^4$ ‘throat’, and this throat ends smoothly in a ‘cap’. The geometry of the cap changes from configuration to configuration, and is parametrized by a function $\vec{F}(v)$. All the geometries have the same mass and charges, are $1/4$ BPS, and yield (upon quantization) different bound states of the D1-D5 system.

What happens if we take one of these geometries and add a small energy? The bound state of D1-D5 branes has a nontrivial transverse size, so one may say that the brane charges have separated away from each other in forming the bound state. If the charges indeed behave like separate charges then we would expect ‘drift on moduli space’ dynamics, (type (a) in our list). Or does the bound state fragment into a few unbound states, which then drift away from each other? This is in principle possible, since the D1-D5 system is threshold bound. Do we stay within the class of bound geometries of [3] but have ‘drift on moduli space’ (1.1) between
different bound state configurations (i.e. drift on the space $\vec{F}(v)$)? Or do we have one of the other possibilities (b)-(e)?

Now consider the opposite limit of coupling: Take a supertube in flat space. The supertube carries NS1-D0 charges, and develops a D2 ‘dipole’ charge. This D2 brane can take on a family of possible profiles in space, giving a continuous family of 1/4 BPS configurations. What happens if we take a supertube in any given configuration and add a small amount of energy? Is there a ‘drift’ among the family of allowed configurations, or some other kind of behavior?

In [13] the ‘round supertube’ was considered, and the low energy behavior yielded excitations with time dependence $\sim e^{-i\omega t}$. Can we conclude that there is no ‘drift’ among supertube configurations? Any drift can occur only between states that have the same values of conserved quantities. The round supertube has the maximal possible angular momentum $J$ for its charges, and is the only configuration with this $J$. So ‘drifting’ is not an allowed behavior if we give a small excitation to this particular supertube, and we must look at the generic supertube to know if periodic behavior is the norm.

We now list our computations and results:

(i) First we consider the 2-charge systems in flat space (i.e., we set $g = 0$). It turns out that the simplest system to analyze is NS1-P, which is given by a NS1 string wrapped $n_1$ times around a circle $S^1$, carrying $n_p$ units of momentum along the $S^1$. The added excitation creates further vibrations on the NS1. But this is just a state of the free string, and can be exactly solved (the classical solution is all we need for our purpose). Taking the limit $n_1, n_p \to \infty$ we extract the dynamical behavior of the supertube formed by NS1-P charges. In this way we get not only the small perturbations but arbitrary excitations of the supertube.

We then dualize from NS1-P to D0-NS1 which gives us the traditional supertube. This supertube can be described by a DBI action of a D2 brane carrying fluxes. We verify that the solution found through the NS1-P system solves the dynamical equations for the D2, both at the linear perturbation level and at the nonlinear level.

Even before doing the calculation it is easy to see that there is no ‘drift’ over configurations in the NS1-P dynamics. The BPS string carries a right moving wave, and the excitation just adds a left moving perturbation. Since right and left movers can be separated, the perturbation travels around the string and the string returns to its initial configuration after a time $\Delta t \sim 1$. But this behavior of the ‘supertube’ is not an oscillation of type (b); rather it turns out to be a ‘quasi-oscillation’ of type (c). This can be seen from the fact that even though we move the initial tube configuration towards another configuration of the same energy, the resulting motion is periodic rather than a ‘drift’ which would result from a zero mode [1,3].

(ii) Our goal is to move towards larger values of the coupling $g$. At $g = 0$ the gravitational effect of the supertube does not manifest itself at any distance from the supertube. Now imagine increasing $g$, till the gravitational field is significant over distances $\sim Q$ from the supertube. Let the radius of the curve describing the supertube profile be $\sim a$. We focus on the domain

$$Q \ll a$$

Then we can look at a small segment of the supertube which looks like a straight line. But this segment is described by a geometry, and we look for small perturbations of the geometry. We solve the linearized supergravity equations around this ‘straight line supertube’ and note that the resulting periods of the solutions agree with (i) above.
We note however that far from the supertube the gravity solution will be a perturbation on
free space with some frequency satisfying \( \omega^2 > 0 \). The only such solutions are traveling waves.
For small \( Q/a \) we find that the amplitude of the solution when it reaches the approximately
flat part of spacetime is small. Thus we expect that the radiation into modes of type (d) will
be suppressed by a power of \( Q/a \).

(iii) Now imagine increasing \( g \) to the point where

\[
Q \sim a
\]

(1.6)

In this situation we see no reason why the part of the wavefunction leaking into the radiation
zone should be suppressed. Thus we expect that the excitation will not be confined to the
vicinity of the branes, but will be a gravitational wave that will flow off to infinity over a time
of order the crossing time across the diameter of the supertube.

(iv) We increase the coupling further so that

\[
Q \gg a
\]

(1.7)

Now the geometry has a deep ‘throat’ and as mentioned above we find excitations which stay
trapped in this throat for long times, with only a slow leakage to radiation at infinity. What is
the relation between these excitations and those found in (ii)? We argue that these two kinds
of excitations are different, and represent the excitations in two different phases of the 2-charge
system. These two phases were identified by looking at microscopic degrees of freedom as a
function of \( g \) in [14, 15], and what we see here appears to be a gravity manifestation of the
transition.

(v) All the above computations were for bound states of the 2-charge system. But we have
seen above that if have unbound states – two different 2-charge black holes for example – then
we get ‘drift’ modes of type (a). It looks reasonable to assume that in any coupling domain
if we have two or more different bound states then the relative motion of these components
will be a ‘drift’. For example at \( g = 0 \) we can have two supertubes that will move at constant
velocity past each other.

It is intriguing to conjecture that this represents a basic difference between bound and
unbound states: Bound states have no ‘drift’ modes and unbound states do have one or more
such modes. The importance of this conjecture is that 3-charge systems are very similar to
2-charge ones, so we would extend the conjecture to the 3-charge case as well. While all bound
states can be explicitly constructed for the 2-charge case, we only know a few 3-charge bound
states [16]. There is a way to construct all 3-charge supersymmetric solutions [17] but the
construction does not tell us which of these solutions are bound states. Since these bound
states are the microstates of the 3-charge extremal black hole, it is very important to be able to
select the bound states out of all the possible supersymmetric solutions. The above conjecture
says that those states are bound which do not have any ‘drift’ type modes of excitations, and
the others are unbound. If this conjecture is true, then we have in principle a way to identify
all 3-charge black hole states.

Note: We will use the term ‘supertube’ or just ‘tube’ for 2-charge bound states in all
duality frames, and at all values of the coupling. The supertube made from D0,NS1 charges
carries a D2 dipole charge, and we will call this the D0-NS1 supertube or the D2 supertube.
When we use charges NS1,P we will call the object the NS1-P supertube.
2 The NS1-P bound state in flat space

We will find that the most useful representation of the 2-charge system will be NS1-P. We compactify a circle $S^1$ with radius $R_y$; let $X^1 ≡ y$ be the coordinate along this $S^1$. The elementary string (NS1) is wrapped on this $S^1$ with winding number $n_1$, and $n_p$ units of momentum run along the $S^1$. We are interested in the bound state of these charges. This corresponds to the NS1 being a single ‘multiwound’ string with wrapping number $n_1$, and the momentum is carried on this NS1 by its transverse oscillations.\(^4\)

Consider first the BPS states of this system. Then all the excitations carry momentum in one direction; we set this to be the positive $y$ direction and call these excitations ‘right moving’. In Fig.1(a) we open up the multiwound string to its covering space where we can see the transverse oscillation profile. As explained in [19] these oscillations cause the $n_1$ strands to separate from each other and the bound state acquires a transverse ‘size’. For the generic state of this 2-charge system the radius of the state is $\sim \sqrt{\alpha'}$ and the surface area of this region gives the entropy of the state by a Bekenstein type relation [20]

$$\frac{A}{4G} \sim S_{\text{micro}} = 2\pi \sqrt{2} \sqrt{n_1 n_5}$$  \hspace{1cm} (2.1)

To understand the generic state better it is useful to look at configurations that have a much larger transverse size, and later take the limit where we approach the generic state. The relevant limit is explained in [21]. In this limit the wavelength of the vibration on the multiwound string is much larger than the radius of the $S^1$, so locally the strands of the NS1 look like Fig.1(b). In the classical limit $n_1 n_p \to \infty$ these strands will form a continuous ‘strip’, which will be described by (i) the profile of the strip in the space transverse to the $S^1$ and (ii) the ‘slope’ of the strands at any point along the profile.\(^5\)

An S-duality gives NS1-P $\to$ D1-P, and a further T-duality along $y$ gives D1-P $\to$ D0-NS1. But note that locally the string is slanted, and the T-duality also generates a local $D2$ charge. Thus we get a ‘supertube’\(^6\) where the D0-NS1 have formed a D2 [4]. There is of course no net D2 charge; rather the D2 is a ‘dipole’ charge. Note also that the slope of the NS1 in the starting NS1-P configuration implies that the momentum is partly along the direction of the ‘strip’. Since we do no dualities in the strip direction we will end up with momentum being carried along the D2 supertube.

In this BPS configuration the D2 supertube is stationary. If we add some extra energy to the tube (while keeping its true (i.e. non-dipole) charges fixed) then we will get the dynamics of the supertube. But we can study the dynamics in the NS1-P picture and dualize to the D2 supertube at the end if we wish. In the NS1-P picture we just have to study a free, classical string. Here the left and right movers decouple and the problem can be solved exactly. Let us review this solution and extract the dynamics of the ‘supertube’ in the limit of large charges.

\(^4\)The momentum can also be carried by the fermionic superpartners of these oscillation degrees of freedom, but we will not focus on the fermions in what follows. For a discussion of fermion modes in the 2-charge system see for example [13].

\(^5\)Note that the separation between successive strands is determined by the slope, since the radius of the $S^1$ is fixed at $R_y$.

\(^6\)In [22] the same dualities were performed in the reverse order.
2.1 The classical string solution

The string dynamics in flat space is described by the Nambu-Goto action

\[ S_{NG} = -T \sqrt{-\det[\frac{\partial X^\mu}{\partial \chi^a} \frac{\partial X^\mu}{\partial \chi^b}]} \]  

(2.2)

where

\[ T = \frac{1}{2\pi\alpha'} \]  

(2.3)

We can get an equivalent dynamics by introducing an auxiliary metric on the world sheet (this gives the Polyakov action)

\[ S_P = -\frac{T}{2} \int d^2\chi \sqrt{-g} \frac{\partial X^\mu}{\partial \chi^a} \frac{\partial X^\mu}{\partial \chi^b} g^{ab} \]  

(2.4)

The variation of \( g_{ab} \) gives

\[ \frac{\partial X^\mu}{\partial \chi^a} \frac{\partial X^\mu}{\partial \chi^b} - \frac{1}{2} g_{ab} \frac{\partial X^\mu}{\partial \chi^c} \frac{\partial X^\mu}{\partial \chi^d} g^{cd} = 0 \]  

(2.5)

so \( g_{ab} \) must be proportional to the induced metric. Substituting this \( g_{ab} \) in (2.4) we get back (2.2), thus showing that the two actions are classically equivalent.

The \( X^\mu \) equations give

\[ \partial_a[\sqrt{-g} \frac{\partial X^\mu}{\partial \chi^b} g^{ab}] = 0 \]  

(2.6)

Note that the solution for the \( X^\mu \) does not depend on the conformal factor of \( g_{ab} \).

We choose coordinates \( \chi^0 \equiv \hat{\tau}, \chi^1 \equiv \hat{\sigma} \) on the world sheet so that \( g_{ab} = e^{2\rho} \eta_{ab} \) for some \( \rho \). Writing

\[ \chi^+ = \chi^0 + \chi^1, \quad \chi^- = \chi^0 - \chi^1 \]  

(2.7)
we have
\[ g_{++} = 0, \quad g_{--} = 0 \] (2.8)

Since the induced metric must be proportional to \( g_{ab} \) we get
\[ \frac{\partial X^\mu}{\partial \chi^+} \frac{\partial X^\mu}{\partial \chi^+} = 0, \quad \frac{\partial X^\mu}{\partial \chi^-} \frac{\partial X^\mu}{\partial \chi^-} = 0 \] (2.9)

Thus in these coordinates we get a solution if the \( X_\mu \) are harmonic functions
\[ X_\mu^a = 0 \] (2.10)

and they satisfy (2.9). The equations (2.10) imply that the coordinates \( X^\mu \) can be expanded as
\[ X^\mu = X^\mu_+ (\chi^+) + X^\mu_- (\chi^-) \] (2.11)

We can use the residual diffeomorphism symmetry to set the harmonic function \( X^0 \) to\(^7\)
\[ X^0 = \dot{a} + \hat{b} \tau = \dot{a} + \hat{b} \frac{1}{2} (\chi^+ + \chi^-) \] (2.12)

Let the coordinate along the \( S^1 \) be called \( y \). We can solve the constraints to express the terms involving \( y \) in terms of the other variables. We find
\[ \partial_+ y_+ = \pm \sqrt{\frac{\hat{b}^2}{4} - \partial_+ X_i^+ \partial_+ X_i^+}, \quad \partial_- y_- = \pm \sqrt{\frac{\hat{b}^2}{4} - \partial_- X_i^- \partial_- X_i^-} \] (2.13)

where \( X^i, i = 1 \ldots 8 \) are the spatial directions transverse to the \( S^1 \). The parameter \( \hat{b} \) should be chosen in such a way that the coordinate \( y \) winds \( n_w \) times around a circle of length \( R_y \) when \( \hat{\sigma} \to \hat{\sigma} + 2\pi \). There is no winding around any other direction. We also use a reference frame in which the string has no momentum in any direction transverse to the \( S^1 \). We let \( 0 \leq \hat{\sigma} < 2\pi \).

Then the target space coordinates can be expanded as
\[ y = \frac{\alpha' n_p}{R_y} + n_w R_y \hat{\sigma} + \sum_{n \neq 0} (c_n e^{in \chi^-} + d_n e^{in \chi^+}) \]
\[ X^i = \sum_{n \neq 0} (c_n^i e^{in \chi^-} + d_n^i e^{in \chi^+}) \] (2.14)

Define
\[ S_+ = \sqrt{\frac{\hat{b}^2}{4} - \partial_+ X_i^+ \partial_+ X_i^+}, \quad S_- = \sqrt{\frac{\hat{b}^2}{4} - \partial_- X_i^- \partial_- X_i^-} \] (2.15)

From the energy and winding required of the configuration we find that the choice of signs in (2.13) should be
\[ \partial_+ y_+ = S_+, \quad \partial_- y_- = -S_- \] (2.16)

\(^7\)Note that it is more conventional to set a light cone coordinate \( X^+ \) to be linear in \( \hat{\tau} \). Using a light cone coordinate allows the constraints (2.9) to be solved without square roots, but for us this is not important since we will not need to quantize the string.
After an interval

\[ \Delta \hat{\tau} = \pi \]  

(2.17)

all the \( X^i \) return to their original values. This can be seen by noting that \( \hat{\sigma} \) is only a parameter that labels world sheet points, so the actual configuration of the system does not depend on the origin we choose for \( \hat{\sigma} \). Thus consider the change

\[ (\hat{\tau} = \hat{\tau}_1, \hat{\sigma}) \rightarrow (\hat{\tau} = \hat{\tau}_1 + \pi, \hat{\sigma} + \pi) \]  

(2.18)

From (2.14) we see that the \( X^i \) are periodic with period \( \hat{\tau} = \pi \). The coordinate \( y \) does not return to its original value, but in the classical limit that we have taken to get the ‘supertube’ we have smeared over this direction and so the value of \( y \) is not involved in describing the configuration of the supertube. But the slope of the NS1 at a point in the supertube is relevant, and is given by

\[ s = \left| \frac{\partial X^i}{\partial \hat{\sigma}} \right| / \left( \frac{\partial y}{\partial \hat{\sigma}} \right) \]  

(2.19)

But

\[ \frac{\partial y}{\partial \hat{\sigma}} = n_w R_y + \sum_{n \neq 0} \left[ (-in)c_n e^{in(\hat{\tau} - \hat{\sigma})} + (in)d_n e^{in(\hat{\tau} + \hat{\sigma})} \right] \]  

(2.20)

We see that \( \partial y/\partial \hat{\sigma} \) is periodic under (2.18) and thus so is (2.19).

From (2.12) we see that when \( \hat{\tau} \) changes by the above period then

\[ \Delta X^0 = \hat{b} \Delta \hat{\tau} = \hat{b} \pi \]  

(2.21)

and the supertube configuration returns to itself. But

\[ \hat{b} = \alpha' P^0 \equiv \alpha' E \]  

(2.22)

where \( E \) is the energy of the configuration. We therefore find that the motion of the supertube is periodic in the target space time coordinate with period

\[ \Delta t = \Delta X^0 = \alpha' \pi E \]  

(2.23)

For the NS1-P system the dipole charge is NS1 – this arises from the fact that the NS1 slants as shown in Fig.(b) and so there is a local NS1 charge along the direction of the supertube. The tension of the NS1 is \( T = 1/(2\pi \alpha') \). This is thus the mass of the dipole charge per unit length

\[ m_d = \frac{1}{2\pi \alpha'} \]  

(2.24)

We then see that (2.23) can be recast as

\[ \Delta t = \frac{1}{2} \frac{E}{m_d} \]  

(2.25)

This form for the period will be of use to us later, because we will find that it holds in other duality frames as well.
2.2 The linearized perturbation

We can solve the NS1-P system exactly and we have thus obtained the exact dynamics of the supertube in flat space. For some purposes it will be useful to look at the small perturbations to the stationary tube configurations. We now study these small perturbations, starting in a slightly different way from the above analysis.

Consider first the string in a BPS configuration: The wave on the string is purely right moving. We know that in this case the waveform travels with the speed of light in the positive $y$ direction. Let us check that this is a solution of our string equations. This time we know the solution in the static gauge on the worldsheet:

$$t = b\tilde{\tau}, \quad y = b\tilde{\sigma}$$  \hfill (2.26)

Writing $\xi^\pm = \tilde{\tau} \pm \tilde{\sigma}$ and noting that a right moving wave is a function of $\xi^-$ we expect the following to be a solution

$$t = b\frac{\xi^+ + \xi^-}{2}, \quad y = b\frac{\xi^+ - \xi^-}{2}, \quad X^i = X^i(\xi^-)$$  \hfill (2.27)

In these worldsheet coordinates the induced metric is

$$ds^2 = -b^2 d\xi^+ d\xi^- + (X^{i'}X^{i'}) (d\xi^-)^2$$  \hfill (2.28)

so it does not satisfy (2.8). (Here prime denotes differentiation with respect to $\xi^-$. However we can change to new coordinates on the worldsheet

$$(\tilde{\xi}^+, \xi^-) = (\xi^+ - f(\xi^-), \xi^-)$$  \hfill (2.29)

with

$$f'(\xi^-) = \frac{(X^{i'}X^{i'})(\xi^-)}{b^2}$$  \hfill (2.30)

This brings the metric to the conformally flat form

$$ds^2 = -b^2 d\xi^- d\tilde{\xi}^+$$  \hfill (2.31)

Moreover, rewriting (2.27) in terms of ($\tilde{\xi}^+, \xi^-$)

$$t = b\frac{\tilde{\xi}^+ + \xi^- + f(\xi^-)}{2}, \quad y = b\frac{\tilde{\xi}^+ - \xi^- + f(\xi^-)}{2}, \quad X^i = X^i(\xi^-)$$  \hfill (2.32)

one sees that the configuration is of the form

$$X^\mu = x^\mu_+ (\tilde{\xi}^+) + x^\mu_- (\xi^-)$$  \hfill (2.33)

so that the $X^\mu$ are harmonic in the coordinates ($\tilde{\xi}^+, \xi^-$). Thus the coordinates ($\tilde{\xi}^+, \xi^-$) are conformal coordinates for the problem and we have verified that (2.27) is a solution of the equations of motion.
We now proceed to adding a small right moving perturbation, which was our goal. Consider the perturbed configuration

\[
\begin{align*}
    t &= b \tilde{\tau} = b \frac{\tilde{\xi}^+ + \xi^- + f(\xi^-)}{2}, \\
    y &= b \tilde{\sigma} = b \frac{\tilde{\xi}^- - \xi^- + f(\xi^-)}{2}, \\
    X^i &= X^i(\xi^-) + x^i(\tilde{\xi}^+) \tag{2.34}
\end{align*}
\]

where \(x^i\) is assumed small. Then the induced metric on the worldsheet is

\[
ds^2 = -(b^2 - 2X^ix'^i) d\xi^- d\tilde{\xi}^+ + O(x')^2 (d\tilde{\xi}^+)^2 \tag{2.35}
\]

so that it is conformally flat to first order in the perturbation. The target space coordinates \(X^\mu\) in (2.34) are clearly of the form (2.33) so they are harmonic, and we have found a solution of the string equations of motion.

### 2.3 Summary

We can get a general solution of the NS1-P system by taking arbitrary harmonic functions \(X^i\) in (2.14) and determining \(X^0, y\) by (2.12), (2.13). Taking the classical limit where the strands of the string forms a continuum gives the arbitrary motion of the supertube, and the period of this motion is given by (2.25). The conformal gauge coordinate \(\tilde{\sigma}\) that is used on the string is not very intuitive, since it is determined by the state of the string. We next looked at the linearized perturbation to a BPS state, and this time we started with an intuitively simple coordinate on the string – the static gauge coordinate \(\tilde{\sigma}\) proportional to the spacetime coordinate \(y\). We found the explicit map (2.29) to the conformal gauge coordinates. The solution to the linearized problem was then given by an arbitrary choice of the \(x^i\) in (2.34).

We will now see that these solutions reproduce the behavior of the D2 brane supertube at the exact and linearized levels respectively. The NS1-P system is the easiest way to solve the problem, since it exhibits the separation of the dynamics into a left and a right mover; this separation is not obvious in the other duality frames.

### 3 Perturbations of the D0-NS1 supertube

In this section we will consider the more conventional definition of the supertube: The true charges are D0-NS1 and the dipole charge is a D2. The dynamics is given by the DBI action of the D2 with worldvolume fields corresponding to the true charges. In (13) perturbations were considered around the ‘round supertube’ which has as its profile a circle in the \((X_1, X_2)\) plane. This supertube has the maximum possible angular momentum \(J\) for its charges. So if we add a small perturbation to it we know that we will not get a ‘drift’ through a set of supertube configurations – \(J\) is conserved and there are no other configurations with this value of \(J\). So even though periodic excitations were found for this supertube we cannot conclude from this that small perturbations to the generic supertube will also be periodic. Thus we wish to extend the computation of (13) to the generic supertube. We will write the equations of motion for the generic case, but instead of solving them directly we will note that we have already solved the
problem in NS1-P language and we will just dualize the solution there and check that it solves the equations for the D0-NS1 supertube.\(^8\)

We work in flat space with a compact \(S^1\) of length \(\tilde{L}_y = 2\pi \tilde{R}_y\), parametrized by the coordinate \(y\). We have already obtained the general motion of the supertube in the NS1-P description, and below will verify that this solves the general D2 supertube equations as well. But first we check the behavior of small perturbations, and for this purpose we model our presentation as close to that of [13] as possible. Thus we let the supertube lie along a closed curve \(\gamma\) in the \((X_1, X_2)\) plane, but \(\gamma\) need not be a circle as in [13]. The worldvolume of the D2 will be \(\gamma \times S^1\).

Let \(R\) and \(\sigma\) be the radial and angular coordinates in the \((X_1, X_2)\) plane. We will denote by \(Z_a\) all the coordinates other than \(t, X_1, X_2, y\). We will also sometimes use the notation \(X^I = \{X_1, X_2, Z_a\}\). We fix a gauge in which the world volume coordinates on the D2 brane are \(t, \sigma, y\). Thus the angular coordinate in the supertube plane serves as the parameter along the supertube curve \(\gamma\). On the D2 world volume we have a gauge field, for which we adopt the gauge

\[
A_t = 0
\]

(3.1)

Thus the gauge field has the form

\[
A = A_\sigma \, d\sigma + A_y \, dy
\]

(3.2)

The D2-brane Lagrangian density is given by usual Born-Infeld term:

\[
\mathcal{L} = -T_2 \sqrt{-\det(g + F)}
\]

(3.3)

where \(T_2\) is the D2 brane tension, \(g\) is the metric induced on the D2 world volume and \(F\) is the field strength of \(A\). There are no background fields, so there is no Chern-Simons term in the action.

We want to consider fluctuations around a static configuration described by the curve

\[
R = \tilde{R}(\sigma), \quad Z_a = 0
\]

(3.4)

and field strength

\[
F = \tilde{E} \, dt \wedge dy + \tilde{B}(\sigma) \, dy \wedge d\sigma
\]

(3.5)

It is known [14] that this configuration\(^9\) satisfies the equations of motion and is supersymmetric for arbitrary \(\tilde{R}(\sigma), \tilde{B}(\sigma)\) if \(\tilde{E}^2 = 1\) and sign \(\tilde{B}(\sigma) = \pm 1\). Without any loss of generality, we will take \(\tilde{E} = 1\) and sign \(\tilde{B}(\sigma) = 1\) in what follows. The electric field \(\tilde{E}\) induces a NS1 integer charge given by

\[
n_1 = \frac{1}{T} \int d\sigma \, \Pi_y = \frac{1}{T} \int d\sigma \, \frac{\partial \mathcal{L}}{\partial (\partial_t A_y)}
\]

(3.6)

where \(T\) is the NS1 tension. The magnetic field \(\tilde{B}\) induces a D0 integer charge equal to

\[
n_0 = \frac{T_2}{T_0} \int dy d\sigma \, \tilde{B}(\sigma)
\]

(3.7)

\(^8\)The fact that for given charges there is a range of possible configurations around a generic supertube was also noted in [23].

\(^9\)Since the configuration is independent of \(t, y\), the Bianchi identity requires that \(\tilde{E}\) be a constant. There is no restriction on \(\tilde{B}\) and it is an arbitrary function of \(\sigma\).
We parametrize the D2-brane world volume as
\[ R = \tilde{R}(\sigma) + r(\sigma, t), \quad Z_a = z_a(\sigma, t) \] (3.8)
and the field strength as
\[ F = E dt \wedge dy + B dy \wedge d\sigma + \partial_t a_\sigma dt \wedge d\sigma \]
where lower case quantities denote the fluctuations. The metric induced on the D2-brane world volume is
\[ ds^2 = -dt^2 + (\partial_\sigma \tilde{R} d\sigma + \partial_\sigma r d\sigma + \partial_t r dt)^2 + (\tilde{R}(\sigma) + r)^2 d\sigma^2 + dy^2 + (\partial_\sigma z_a d\sigma + \partial_t z_a dt)^2 \] (3.10)
The Lagrangian density \( \mathcal{L} \) for the system is given by
\[-\frac{\mathcal{L}}{T_2} = \sqrt{-\det(g + F)} = \{ -|\partial_\sigma \mathbf{X}|^2 + |\partial_\sigma \mathbf{X}^2| + (1 - E^2)|\partial_\sigma \mathbf{X}|^2 + B^2(1 - |\partial_\sigma \mathbf{X}|^2) \\
-2EB(\partial_\sigma \mathbf{X} \cdot \partial_\sigma \mathbf{X}) - (\partial_\sigma a_\sigma)^2 \}^{1/2} = \{ -R^2(\partial_\sigma R)^2 + |\partial_\sigma z_a|^2 - (\partial_\sigma R)^2|\partial_\sigma z_a|^2 - 2\tilde{R} \partial_\sigma R \partial_t z_a \partial_\sigma z_a \\
+(1 - E^2)[R^2 + (\partial_\sigma R)^2 + |\partial_\sigma z_a|^2] + B^2(1 - |\partial_\sigma R|^2 - |\partial_t z_a|^2) \\
-2EB[\partial_\sigma \tilde{R} \partial_\sigma R + \partial_t z_a \partial_\sigma z_a] + (\partial_t z_a \partial_\sigma z_a)^2 - |\partial_\sigma z_a|^2|\partial_t z_a|^2 \\
-(\partial_\sigma a_\sigma)^2 \}^{1/2} \] (3.11)
We wish to find the equations of motion up to linear order in the perturbation. To do this we expand \( \mathcal{L} \) up to second order in \( r, a_y, a_\sigma \):
\[ \frac{\mathcal{L}}{T_2} = L^{(0)} + L^{(1)} + L^{(2)} \] (3.12)
We find
\[ L^{(0)} = -\tilde{B} \] (3.13)
\[ L^{(1)} = \left[ \partial_\sigma a_y + \frac{\tilde{R}^2 + (\partial_\sigma \tilde{R})^2}{B} \partial_t a_y + \partial_\sigma \tilde{R} \partial_t r \right] \] (3.14)
We see that at first order in the perturbation the Lagrangian reduces to a total derivative in \( \sigma \) and \( t \); this verifies the fact that our starting configuration satisfies the equations of motion. The term quadratic in the perturbation is
\[ L^{(2)} = -\frac{1}{2} \left[ -\frac{\tilde{R}^2 + (\partial_\sigma \tilde{R})^2 + B^2}{B} (\partial_t r)^2 - 2\partial_t r \partial_\sigma r \right.
- 2 \left( \frac{\tilde{R}^2 + (\partial_\sigma \tilde{R})^2 + B^2}{B^2} \right) \partial_\sigma \tilde{R} \partial_t r \partial_t a_y - 4 \left( \frac{\tilde{R} \partial_\sigma \tilde{R}}{B} \right) \partial_\sigma r \partial_t a_y - 4 \left( \frac{\tilde{R}}{B} \right) \partial_t a_y \\
- \left( \frac{\tilde{R}^2 + (\partial_\sigma \tilde{R})^2 + B^2}{B^3} \right) \partial_t a_y \partial_\sigma a_y \\
- \frac{\tilde{R}^2 + (\partial_\sigma \tilde{R})^2 + B^2}{B} (\partial_t z_a)^2 - 2\partial_t z_a \partial_\sigma z_a - \left( \frac{\partial_\sigma a_\sigma}{B} \right)^2 \right] \] (3.15)
From this Lagrangian we find the following equations of motion for the linearized perturbation:

\[
\begin{align*}
\dddot{R}^2 + \left( \frac{\partial \sigma \dot{R}}{B} \right)^2 + \dddot{B}^2 \\
\frac{\partial_t^2 r}{2 \partial_t \partial \sigma + r} + \left( \frac{\dddot{R}^2 + (\partial \sigma \dot{R})^2 + \dddot{B}^2}{B} \right) \frac{\partial_t^2 a_y + 2 \partial_t \partial \sigma a_y}{B} = -\frac{2}{B} \frac{\partial_t a_y + 2 \partial_t (\sigma \dot{R})}{B} \partial_t a_y = 0 \\
\dddot{R}^2 + (\partial \sigma \dot{R})^2 + \dddot{B}^2 \\
\left( \frac{\dddot{R}^2 + (\partial \sigma \dot{R})^2 + \dddot{B}^2}{B} \right) \frac{\partial_t^2 r}{2 \partial_t \partial \sigma + r} + \left( \frac{\dddot{R}^2 + (\partial \sigma \dot{R})^2 + \dddot{B}^2}{B} \right) \frac{\partial_t r + \partial \sigma (\dddot{R}^2 + (\partial \sigma \dot{R})^2)}{B^2} \partial_t a_y = 0 \\
\frac{\dddot{R}^2 + (\partial \sigma \dot{R})^2 + \dddot{B}^2}{B} \frac{\partial_t^2 z_a + 2 \partial_t \partial \sigma z_a}{B} = 0 \\
\partial_t^2 a_o = 0
\end{align*}
\]

We have an additional equation coming from the variation of \( A_t \); this is the Gauss law which says

\[
\partial_t E_\sigma = \partial \sigma \dot{a}_\sigma = 0 \quad (3.17)
\]

The last equation in \(3.16\) and \(3.17\) together say that we can add an electric field along the \( \sigma \) direction but this field will be constant in both \( \sigma \) and \( t \). We will henceforth set this additional \( E_t \) to zero, and thus \( a_\sigma = 0 \) for the rest of the calculation.

Note that only time derivatives of fields occur in the equations; there are no terms where the fields appear without such time derivatives. Thus any time independent perturbation is a solution to the equations. This tells us that we can make arbitrary time independent deformations of the supertube, reproducing the known fact that the supertube has a family of time independent solutions.

The D0 and NS1 integer charges of the perturbed configuration are

\[
\begin{align*}
n_0 &= \frac{T_2}{T_0} \int dyd \sigma (\ddot{B}(\sigma) - \partial \sigma a_y) = \frac{T_2}{T_0} \int dyd \sigma \ddot{B}(\sigma) \\
n_1 &= \frac{T_2}{T} \int d \sigma \left[ \frac{\dddot{R}^2 + (\partial \sigma \dot{R})^2}{B} + 2 \frac{\dddot{R}^2}{B^2} \right] \\
&\quad + \left( \frac{\dddot{R}^2 + (\partial \sigma \dot{R})^2}{B} \frac{\dddot{B}^2 + (\partial \sigma \dot{R})^2 + \dddot{B}^2}{B^2} \partial_t a_y + \frac{\dddot{R}^2 + (\partial \sigma \dot{R})^2}{B^2} \partial_t a_y \right)
\end{align*}
\]

We see that the D0 charge is unchanged by the perturbation. This charge in fact is a topological invariant of the gauge field configuration. For the NS1 charge we can check conservation by explicitly computing the time derivative and verifying that it vanishes.

The angular momentum in the \((X_1, X_2)\) plane is

\[
J = \int d \sigma dy (\Pi_2 X_1 - \Pi_1 X_2) \quad (3.19)
\]

where

\[
\Pi_i = \frac{\partial L}{\partial (\partial_t X_i)} , \quad i = 1, 2 \quad (3.20)
\]
From the Lagrangian (3.11) we find
\[ \Pi_i = -T_2^2 \left( \frac{\partial_t X_i \left( (\partial_\sigma X)^2 + B^2 \right) - \partial_\sigma X_i \left( (\partial_t X \partial_\sigma X) - EB \right)}{L} \right) \] (3.21)

Expanding \( J \) up to first order in the perturbation we get
\[ J = T_2 \left( 2\pi \tilde{R}_y \right) \int d\sigma \left[ \tilde{R}^2 + 2\tilde{R} r + \frac{\tilde{R}^2 \left( \tilde{R}^2 + (\partial_\sigma \tilde{R})^2 + B^2 \right)}{B^2} \partial_0 a_y \right] \] (3.22)

### 3.1 Using the NS1-P solution: Linear perturbation

The equations (3.16) for the perturbations to the D2 brane look complicated, but we will obtain the solution by dualizing the NS1-P solution found above. Recall that we have split the spatial coordinates transverse to the \( S^1 \) (i.e. the \( X \)) as \( X = \{X_1, X_2, Z_a\} \). To arrive at the D2 supertube in the \( (X_1, X_2) \) plane we assume that the right moving wave on the NS1 has its transverse oscillations only in the \( (X_1, X_2) \) plane. This solution is then perturbed by a small left-moving wave. Recall that we had defined static gauge coordinates \( \tilde{\tau}, \tilde{\sigma} \) (2.26) on the world sheet and then obtained the conformal coordinates \( \xi^+, \xi^- \). We will find it convenient to use as independent variables \( \tilde{\tau} \) and \( \xi^- \). This is because from (2.26) we see that \( \tilde{\tau} \) directly gives the target space time \( t \), and \( \xi^- \) is the variable in terms of which we have the basic right moving wave \( X(\xi^-) \) that gives the unperturbed solution. Thus we have
\[ \xi^+ = \xi^+ - f(\xi^-) = 2\tilde{\tau} - \xi^- - f(\xi^-), \quad f' = \frac{(X_1')^2 + (X_2')^2}{b^2} \] (3.23)

For the NS1-P solution the target space coordinates are given by
\[
\begin{align*}
t &= b \tilde{\tau} \\
y &= b \tilde{\sigma} = b (\tilde{\tau} - \xi^-) \\
X_i(\xi^-, \tilde{\tau}) &= X_i(\xi^-) + x_i(\xi^+), \quad i = 1, 2 \\
Z_a(\xi^-, \tilde{\tau}) &= z_a(\xi^+) 
\end{align*}
\] (3.24)

where \( x_i, z_a \) are small perturbations.

We perform an S-duality to go from NS1-P to D1-P, and then a T-duality along \( S^1 \) to get the D0-NS1 supertube. The \( S^1 \) coordinate \( y \) goes, under these changes, to the component \( A_y \) of the gauge field on the D2. In the normalization of the gauge field \( A \) used in the action (3.3) we just get
\[ y \rightarrow A_y \] (3.25)
so from (3.24) we have
\[ A_y = t - b \xi^- \] (3.26)

In this solution derived by duality from NS1-P the natural coordinates on the D2 are \( (\tilde{\tau}, \xi^-, y) \).\(^{10}\) But when we wrote the DBI action for the D2 the natural coordinates were \( (t, \sigma, y) \), where \( \sigma \) was the angle in the \( (X_1, X_2) \) plane
\[ \tan \sigma = \frac{X_2(\xi^-, \tilde{\tau})}{X_1(\xi^-, \tilde{\tau})} \] (3.27)

\(^{10}\)In these coordinates we can see that the electric field is \( E = \partial_t A_y = 1 \), as expected for the stationary supertube configurations.
The coordinates $t$ and $\tilde{\tau}$ are related by a constant, so there is no difficulty in replacing the $t$ by $\tilde{\tau}$ in converting the NS1-P solution to a D0-NS1 supertube solution. But the change $\xi^- \rightarrow \sigma$ is more complicated, and will necessitate the algebra steps below. Inverting (3.27) gives

$$\xi^- = \xi^-(\sigma, \tilde{\tau})$$

so we see that the change $\xi^- \rightarrow \sigma$ depends on time as well, if the supertube is oscillating. The variables describing the supertube configuration will be

$$R(\sigma, \tilde{\tau}) = \sqrt{X_1^2(\xi^-)(\sigma, \tilde{\tau}) + X_2^2(\xi^-)(\sigma, \tilde{\tau})}$$
$$A_y(\sigma, \tilde{\tau}) = t - b\xi^-(\sigma, \tilde{\tau})$$
$$Z_a(\sigma, \tilde{\tau}) = Z_a(\xi^-)(\sigma, \tilde{\tau})$$

(3.29)

which should satisfy the equations for the D0-NS1 supertube.

First consider the unperturbed configuration. Here the transformation (3.28) does not depend on $\tilde{\tau}$. For the variables of the unperturbed configuration we write

$$\bar{X}_i = X_i(\bar{\xi}^-(\sigma)),$$  
$$\bar{X}'_i = X'_i(\bar{\xi}^-(\sigma))$$,  

$i = 1, 2$ (3.30)

where the prime denotes a derivative with respect to the argument $\bar{\xi}^-$. The function $\bar{\xi}^- (\sigma)$ will be the solution of the equation

$$\tan \sigma = \frac{\bar{X}_2(\bar{\xi}^-)}{\bar{X}_1(\bar{\xi}^-)}$$

(3.31)

and the stationary configuration will be given by

$$\bar{R}(\sigma) = \sqrt{\bar{X}_1^2 + \bar{X}_2^2}$$
$$\bar{B}(\sigma) = -\partial_\sigma A_y = b \partial_\sigma \bar{\xi}^-(\sigma)$$

(3.32)

From the above definitions we can derive the identities

$$\frac{\bar{B}}{\bar{R}^2} = \frac{b}{X_1X'_2 - X_2X'_1}$$
$$\partial_\sigma \bar{R} = \frac{\bar{B}}{b \bar{R}} (\bar{X}_1\bar{X}'_1 + \bar{X}_2\bar{X}'_2)$$

(3.33)

Using these identities one can prove a relation that will be important in the following

$$\bar{R}^2 + (\partial_\sigma \bar{R})^2 = \bar{B}^2 \bar{f}'$$

(3.34)

where $\bar{f}' = f'(\bar{\xi}^-(\sigma))$. Now consider the small perturbation on the supertube. We will keep all quantities to linear order in the $x_i, z_a$. Inverting the relation (3.27) gives us

$$\xi^- = \hat{\xi}^- + \dot{\xi}^-,$$  
$$\dot{\xi}^- (\sigma, \tilde{\tau}) = -\frac{\bar{X}_1\tilde{x}_2 - \bar{X}_2\tilde{x}_1}{X_1X'_2 - X_2X'_1}$$

(3.35)

where

$$\tilde{x}_i = x_i(2\tilde{\tau} - \bar{\xi}^- - f(\bar{\xi}^-))$$,  

$i = 1, 2$ (3.36)
Using (3.35), the first identity in (3.33), and performing an expansion to first order in \( x_i \), we find the perturbation around the static configuration

\[
\begin{align*}
\dot{r}(\sigma, \tilde{t}) &= R(\sigma, \tilde{t}) - \ddot{R}(\sigma) = \frac{B}{bR} (\ddot{x}_1 \ddot{X}_2' - \ddot{x}_2 \ddot{X}_1') \\
&= \ddot{x}_1 \cos \sigma + \ddot{x}_2 \sin \sigma + \frac{\partial a \dot{R}}{R} (\ddot{x}_1 \sin \sigma - \ddot{x}_2 \cos \sigma) \\
a_y(\sigma, \tilde{t}) &= -b \ddot{x}^- = -\frac{B}{R^2} (\ddot{x}_1 \ddot{X}_2 - \ddot{x}_2 \ddot{X}_1) \\
&= -\frac{\dot{B}}{R} (\ddot{x}_1 \sin \sigma - \ddot{x}_2 \cos \sigma) \\
z_a(\sigma, \tilde{t}) &= z_a(2\ddot{\tau} - \dddot{x}^- - f(\dddot{x}^-)) \equiv \ddot{z}_a
\end{align*}
\]

We would like to check that the functions \( r \), \( a_y \) and \( z_a \) defined above satisfy the equations of motion (3.16). For this purpose, some useful identities are

\[
\partial_\sigma \ddot{x}_i = -\frac{\dot{B}}{b} (1 + \tilde{f}') \dddot{x}_i, \quad \partial_\sigma \dddot{z}_a = -\frac{\dot{B}}{b} (1 + \tilde{f}') \dddot{z}_a
\]

We can simplify some expressions appearing in the equations of motion (3.16)

\[
\begin{align*}
\frac{\ddot{R}^2 + (\partial_\sigma \ddot{R})^2 + \ddot{B}^2}{B} \dddot{r} + 2\partial_\sigma \partial_\sigma r &= \frac{4}{b} \left[ \dddot{x}_1 \sin \sigma + \dddot{x}_2 \cos \sigma + \frac{\partial_\sigma \dot{B}}{R} (\dddot{x}_1 \cos \sigma + \dddot{x}_2 \sin \sigma) \right] \\
&\quad + \frac{4}{b} \partial_\sigma \left( \frac{\partial_\sigma \dot{R}}{R} \right) (\dddot{x}_1 \sin \sigma - \dddot{x}_2 \cos \sigma) \\
\frac{\ddot{R}^2 + (\partial_\sigma \dot{R})^2 + \dot{B}^2}{B} \dddot{a}_y + 2\partial_\sigma \partial_\sigma a_y &= -\frac{4}{b} \frac{\dot{B}}{R} (\dddot{x}_1 \cos \sigma + \dddot{x}_2 \sin \sigma) \\
&\quad - \frac{4}{b} \partial_\sigma \left( \frac{\dot{B}}{R} \right) (\dddot{x}_1 \sin \sigma - \dddot{x}_2 \cos \sigma) \\
\frac{\ddot{R}^2 + (\partial_\sigma \dot{R})^2 + \dot{B}^2}{B} \dddot{z}_a + 2\partial_\sigma \partial_\sigma z_a &= 0
\end{align*}
\]

The last identity proves that the equations for \( z_a \) are satisfied. For the equations involving \( r \) and \( a_y \) some more work is needed. The l.h.s. of the first equation in (3.16) is equal to

\[
\frac{4}{b} (\dddot{x}_1 \sin \sigma - \dddot{x}_2 \cos \sigma) \left[ -1 + \partial_\sigma \left( \frac{\partial_\sigma \dot{R}}{R} \right) - \partial_\sigma \left( \frac{\dot{B}}{R} \right) \right] \\
+ \frac{4}{b} (\dddot{x}_1 \cos \sigma + \dddot{x}_2 \sin \sigma) \left[ \frac{\partial_\sigma \dot{R}}{R} - \frac{\dot{B}}{R} \frac{\partial_\sigma \dot{R}}{R} \right]
\]

which, after some algebra, is seen to vanish. The l.h.s. of the second equation in (3.16) is

\[
\begin{align*}
\frac{4}{b} (\dddot{x}_1 \sin \sigma - \dddot{x}_2 \cos \sigma) &\left[ \frac{\ddot{R}^2 + (\partial_\sigma \dot{R})^2}{B^2} \partial_\sigma \left( \frac{\dot{B}}{R} \right) - \partial_\sigma \left( \frac{\partial_\sigma \dot{R}}{R} \right) \right] \\
&\quad + \frac{\dot{R}}{B} \frac{\partial_\sigma \dot{R}}{R} - \frac{1}{2} \partial_\sigma \left( \frac{\dot{R}^2 + (\partial_\sigma \dot{R})^2}{B^2} \right) \\
&\quad + \frac{4}{b} (\dddot{x}_1 \cos \sigma + \dddot{x}_2 \sin \sigma) \left[ -\frac{\dot{B}}{R} \frac{\ddot{R}^2 + (\partial_\sigma \dot{R})^2}{B^2} + \frac{(\partial_\sigma \dot{R})^2}{BR} + \frac{\ddot{R}}{B} \right]
\end{align*}
\]

(3.40)
which also vanishes.

We thus find that the expressions (3.37), with \( x_i, z_a \) arbitrary functions of their arguments, satisfy the equations (3.16).

### 3.2 Period of oscillation

We would like to determine the period of the oscillations of the solution (3.37). The world sheet coordinate \( \tilde{\sigma} \) has a period \( 2\pi \). The time dependence of the solution (3.37) is contained in functions \( x_i(2\tilde{\tau} - \tilde{\xi} - f(\tilde{\xi}^-)) \) and \( z_a(2\tilde{\tau} - \tilde{\xi} - f(\tilde{\xi}^-)) \). The quantity \((X')^2(\tilde{\xi}^-)\) which appears in the definition of \( f(\tilde{\xi}^-) \) will be the sum of a constant term, \( \tilde{R}^2 \), plus terms periodic in \( \tilde{\xi}^- \):

\[
(X')^2(\tilde{\xi}^-) = \tilde{R}^2 + \sum_{n \neq 0} (a_n e^{in\tilde{\xi}^-} + \text{c.c.})
\]  

(3.42)

which implies that \( f \) has the form

\[
f(\tilde{\xi}^-) = \frac{\tilde{R}^2}{b^2} \tilde{\xi}^- + \sum_{n \neq 0} (b_n e^{in\tilde{\xi}^-} + \text{c.c.})
\]  

(3.43)

The functions \( x_i, z_a \) are functions of the coordinate \( \tilde{\xi}^- \) along the supertube. This supertube is a closed loop, so all functions on it are periodic under the shift \((\tilde{\tau}, \tilde{\xi}^-) \rightarrow (\tilde{\tau}, \tilde{\xi}^- + 2\pi)\). This implies

\[
x_i \left(2\tilde{\tau} - \tilde{\xi} - f(\tilde{\xi}^-)\right) = x_i \left(2\tilde{\tau} - \tilde{\xi} - f(\tilde{\xi}^-) - 2\pi \left(1 + \frac{\tilde{R}^2}{b^2}\right)\right)
\]  

(3.44)

where we have used (3.33) to get the change in \( f(\tilde{\xi}^-) \).

We have a similar relation for \( z_a(2\tilde{\tau} - \tilde{\xi} - f(\tilde{\xi}^-)) \). Thus the period of the oscillations is given by

\[
\Delta t = b\Delta \tilde{\tau} = \pi \frac{b^2 + \tilde{R}^2}{b}
\]  

(3.45)

This form of the period is similar to that found in [13]; it reduces to the period found there when the radius \( \tilde{R} \) is a constant.

To arrive at our more general form (2.25) we write

\[
\tilde{\xi}^- + f(\tilde{\xi}^-) = \int_0^{\tilde{\xi}^-} d\chi (1 + f'(\chi))
\]  

(3.46)

So the change in \( \tilde{\xi}^- + f(\tilde{\xi}^-) \) when \( \tilde{\xi}^- \) increases by \( 2\pi \) can be written as \( \int_0^{2\pi} d\chi (1 + f'(\chi)) \). We then find that the argument of \( x_i, z_a \) are unchanged when \((\tilde{\tau}, \tilde{\xi}^-) \rightarrow (\tilde{\tau} + \Delta \tilde{\tau}, \tilde{\xi}^- + 2\pi)\) with

\[
2\Delta \tilde{\tau} - \int_0^{2\pi} (1 + f'(\tilde{\xi}^-)) \, d\tilde{\xi}^- = 0
\]  

(3.47)

Using the identity (3.34) we write the above as

\[
\Delta \tilde{\tau} = \frac{1}{2} \int_0^{2\pi} \left(1 + \frac{\tilde{R}^2 + (\partial_\sigma \tilde{R})^2}{B^2}\right) d\tilde{\xi}^- \]  

(3.48)
Now using the fact that $\bar{B} = b \partial_\sigma \bar{\xi}^-, \Delta t = b \Delta \bar{\tau}$ and changing variables from $\bar{\xi}^-$ to $\sigma$ we get

$$\Delta t = \frac{1}{2} \int d\sigma \left( \bar{B} + \frac{\bar{R}^2 + (\partial_\sigma \bar{R})^2}{B} \right)$$ \hspace{1cm} (3.49)

Now we express (3.49) in terms of the NS1 and D0 charges (we can use the unperturbed values of these quantities), using

$$n_1 = \frac{T_2}{T} \int d\sigma \frac{\bar{R}^2 + (\partial_\sigma \bar{R})^2}{B} \hspace{0.5cm}, \hspace{0.5cm} n_0 = \frac{T_2}{T_0} \int dy d\sigma \bar{B}$$ \hspace{1cm} (3.50)

We get

$$\Delta t = \frac{1}{2} \left( \frac{n_0 T_0 + n_1 T \bar{L}_y}{T_2 \bar{L}_y} \right)$$ \hspace{1cm} (3.51)

where $\bar{L}_y = 2\pi \bar{R}_y$ is the length of $y$ circle in the D0-NS1 duality frame.

Note that $n_0 T_0 + n_1 T \bar{L}_y$ is the mass of the BPS state and since we have added only an infinitesimal perturbation it is to leading order the energy $E$ of the configuration. Further $T_2 \bar{L}_y$ is the mass of the D2 dipole charge per unit length of the supertube curve $\gamma$. Thus we see that the period again has the form \hspace{0.5cm} (3.52)

$$\Delta t = \frac{1}{2} \frac{E}{m_d}$$ \hspace{1cm} (3.52)

3.3 Using the NS1-P solution: Exact dynamics

Now consider the exact NS1-P solution (i.e. not perturbative around a BPS configuration). We again perform the required dualities to transform this solution into a solution of the D2 supertube. We will use as world-volume coordinates for the D2 brane ($\hat{\tau}, \hat{\sigma}, y$). Then the D2 solution is given by

$$X^i = X^i_+(\chi^+) + X^i_-(\chi^-), \hspace{0.5cm} A_y = y_+(\chi^+) + y_-(\chi^-)$$

$$E = \partial_{\hat{\tau}} A_y = \partial_+ y_+ + \partial_- y_- = S_+ - S_-$$

$$B = -\partial_\sigma A_y = -\partial_+ y_+ + \partial_- y_- = -(S_+ + S_-)$$ \hspace{1cm} (3.53)

In this subsection $X^i$ denotes all coordinates other than $t$ and $y$. We wish to prove that $X^i$ satisfies the dynamical equations of the D2 brane. The DBI lagrangian density is given by

$$\frac{\mathcal{L}}{T_2} = -\sqrt{-\det(g + F)}$$

$$= -\left[ (\partial_{\hat{\tau}} X)^2 (\partial_\sigma X)^2 + (\partial_{\hat{\tau}} X \partial_\sigma X)^2 + (b^2 - E^2)(\partial_\sigma X)^2 + B^2(b^2 - (\partial_{\hat{\tau}} X)^2) - 2EB(\partial_{\hat{\tau}} X \partial_\sigma X) \right]^{1/2}$$ \hspace{1cm} (3.54)

The equations of motion are

$$\partial_{\hat{\tau}} \left[ \partial_{\hat{\tau}} X_i + (\partial_\sigma X)^2 + B^2 - \partial_\sigma X_i \left[ (\partial_{\hat{\tau}} X \partial_\sigma X) - EB \right] \right] + \partial_\sigma \left[ \frac{\partial_\sigma X_i \left[ (\partial_{\hat{\tau}} X)^2 + E^2 - b^2 \right] - \partial_{\hat{\tau}} X_i \left[ (\partial_{\hat{\tau}} X \partial_\sigma X) - EB \right]}{\mathcal{L}} \right] = 0 \hspace{1cm} (3.55)$$
\[
\partial_t \left[ \frac{E(\partial_b X)^2 + B(\partial_b X)}{\mathcal{L}} \right] - \partial_b \left[ \frac{B[(\partial_T X)^2 - b^2] + E(\partial_T X)}{\mathcal{L}} \right] = 0 \quad (3.56)
\]

To verify that these equations are satisfied by the configuration \( (3.53) \) we need following identities:

\[
-\frac{\mathcal{L}}{T_2} = \left[ \frac{b^4}{2} + 4(\partial_T X_+)^2(\partial_T X_-)^2 + 4(\partial_T X_+ \partial_T X_-)^2 \right]
\]

\[
+ b^2 \left[ 2S_+ S_- - 2(\partial_T X_+ \partial_T X_-) - (\partial_T X_+)^2 - (\partial_T X_-)^2 \right] - 8S_+ S_- (\partial_T X_+ \partial_T X_-) \right]^{1/2}
\]

\[
= \frac{b^2}{2} + 2S_+ S_- - 2(\partial_T X_+ \partial_T X_-) \quad (3.57)
\]

\[
(\partial_b X)^2 + B^2 = -[(\partial_T X)^2 + E^2 - b^2] = \frac{b^2}{2} + 2S_+ S_- - 2(\partial_T X_+ \partial_T X_-)
\]

\[
(\partial_T X \partial_b X) - EB = 0
\]

\[
E(\partial_b X)^2 + B(\partial_T X \partial_b X) = 2S_+ [(\partial_T X_-)^2 - (\partial_T X_+ \partial_T X_-)]
\]

\[- 2S_- [(\partial_T X_+)^2 - (\partial_T X_+ \partial_T X_-)]
\]

\[
= (S_+ - S_-) \left[ \frac{b^2}{2} + 2S_+ S_- - 2(\partial_T X_+ \partial_T X_-) \right]
\]

\[
B[(\partial_T X)^2 - b^2] + E(\partial_T X \partial_b X) = 2S_+ \left[ \frac{b^2}{2} - (\partial_T X_-)^2 - (\partial_T X_+ \partial_T X_-) \right]
\]

\[- 2S_- \left[ \frac{b^2}{2} - (\partial_T X_+)^2 + (\partial_T X_+ \partial_T X_-) \right]
\]

\[
= (S_+ + S_-) \left[ \frac{b^2}{2} + 2S_+ S_- - 2(\partial_T X_+ \partial_T X_-) \right] \quad (3.58)
\]

Then the equations \( (3.55), (3.56) \) become

\[
\partial_T^2 X^i - \partial^2_\tau X^i = 4\partial_T \partial_\tau X^i = 0
\]

\[
\partial_t (S_+ - S_-) - \partial_b (S_+ + S_-) = 2\partial_- S_+ - 2\partial_+ S_- = 0 \quad (3.59)
\]

which are seen to be satisfied due the harmonic nature of the fields \( X^i, y \).

### 3.4 ‘Quasi-oscillations’

In the introduction we termed the periodic behavior of the supertube a ‘quasi-oscillation’. In a regular ‘oscillation’ there is an equilibrium point; if we displace the system from this point then there is a force tending to restore the system to the equilibrium point. But in the supertube we can displace a stationary configuration to a nearby stationary configuration, and the system does not try to return to the first configuration. The only time we have such a behavior for a usual oscillatory system is when we have a ‘zero mode’ \( (1.3) \). Such zero modes allow a ‘drift’ in which we give the system a small initial velocity and then we have an evolution like \( (1.1) \). But the supertube does not have this behavior either; there is no ‘drift’\(^\text{11}\).

\(^{11}\)By contrast, ‘giant gravitons’ have usual vibration modes \( (24) \). The giant graviton in \( AdS_3 \times S^3 \) has a zero mode corresponding to changing the radius of the giant graviton, and we find a ‘drift’ over the values of this radius. In \( (12) \) giant gravitons were studied for \( AdS_3 \) and it was argued that they give unbound states where one brane is separated from the rest \( (12) \).
Now consider a different system, a particle with charge $e$ and mass $m$ placed in a uniform magnetic field $F_{xy} = B$. With the gauge potential $A_y = x$ we have the lagrangian

$$L = \frac{m}{2}[(\dot{x})^2 + (\dot{y})^2] + eA \cdot \vec{v} = \frac{m}{2}[(\dot{x})^2 + (\dot{y})^2] + e\dot{x}\dot{y}$$  \hspace{1cm} (3.60)$$

The equations of motion are

$$\ddot{x} = \frac{e}{m}\dot{y}, \quad \ddot{y} = -\frac{e}{m}\dot{x}$$  \hspace{1cm} (3.61)$$

Since each term in the equation has at least one time derivative, any constant position $x = x_0, y = y_0$ is a solution. But if we perturb the particle slightly then the particle does not drift over this space of configurations in the manner (1.1); instead it describes a circle with characteristics (1.4). So while this motion is periodic the physics is not that of usual oscillations, and we call it a ‘quasi-oscillation’.

Now we wish to show that the motion of the supertube is also a ‘quasi-oscillation’. We will take a simple configuration of the D2 brane to illustrate the point. Let the D2 brane extend along the $z - y$ plane and oscillate in one transverse direction $x$. We will restrict to motions which are invariant in $y$ and thus described by a field $x = x(t, z)$. We will also turn on a $(y$-independent) world volume gauge field, for which we choose the $A_t = 0$ gauge:

$$A = A_z(t, z) \, dz + A_y(t, z) \, dy$$  \hspace{1cm} (3.62)$$

$$F = \dot{A}_z \, dt \wedge dz + \dot{A}_y \, dt \wedge dy + A'_y \, dz \wedge dy$$

$$\equiv \dot{A}_z \, dt \wedge dz + E \, dt \wedge dy - B \, dz \wedge dy$$

Using $t, z$ and $y$ as world volume coordinates, the DBI lagrangian density is

$$\frac{\mathcal{L}}{T_2} = -\sqrt{-\det(g + F)} = -[1 - \dot{\phi}^2 + x'^2 + B^2(1 - \dot{x}^2) - E^2(1 + x'^2) - 2EB \dot{x} x' - \dot{A}_z^2]^{1/2}$$  \hspace{1cm} (3.63)$$

In order to have a qualitative understanding of the dynamics induced by this lagrangian, let us expand it around a classical stationary solution with $x = 0, E = 1, B = \bar{B}$ and $A_z = 0$. We denote by $a_y(t, z)$ the fluctuation of the gauge field $A_y$, so that

$$E = 1 + \dot{a}_y, \quad B = \bar{B} - a'_y$$  \hspace{1cm} (3.64)$$

As the gauge field $A_z$ decouples from all other fields we will set it to zero. Keeping terms up to second order in $x$ and $a_y$, we find the quadratic lagrangian density to be

$$L^{(2)} = -\bar{B} + \frac{\dot{a}_y}{\bar{B}} + a'_y + \frac{1}{2\bar{B}} \dot{x}^2 + \dot{x} x' + \frac{1}{\bar{B}^2} \left( \frac{1 + \bar{B}^2}{2\bar{B}} \dot{a}_y^2 + a_y a'_y \right)$$  \hspace{1cm} (3.65)$$

The terms of first order in $a_y$ are total derivatives (with respect to $t$ and $z$) and do not contribute to the action. The fields $x$ and $a_y$ are decoupled, at this order, and both have a lagrangian of the form

$$L^{(2)}_{\phi} = \frac{1 + \bar{B}^2}{2\bar{B}} \dot{\phi}^2 + \dot{\phi} \phi'$$  \hspace{1cm} (3.66)$$

(with $\phi = x$ or $a_y$). As we can see the lagrangian (3.66) has no potential terms (terms independent of $\dot{\phi}$) and we find that any time independent configuration solves the equations of motion.
There is however a magnetic-type interaction \( (\dot{\phi} \phi') \), which is responsible for the fact that all time dependent solutions are oscillatory. Indeed, the equations of motion for \( \phi \) are

\[
\frac{1 + \bar{B}^2}{2B} \phi + \phi' = 0 \tag{3.67}
\]

whose solution is

\[
\phi = e^{ikz - i\omega t}, \quad \omega = \frac{2}{1 + \bar{B}^2} \frac{\bar{B}}{k} \tag{3.68}
\]

One can make the analogy between the interaction \( \dot{\phi} \phi' \) and the toy problem of a particle in a magnetic field more precise by discretizing the \( z \) direction on a lattice of spacing \( a \). Then we have

\[
\int dz L^{(2)}_{\phi} \approx a \sum_n \left( \frac{m}{2} \dot{\phi}_n^2 + \dot{\phi}_n \phi_{n+1} - \phi_n \right) \frac{\phi_{n+1} - \phi_n}{a}
\]

\[
\approx a \sum_n \left( \frac{m}{2} \dot{\phi}_n^2 + \dot{\phi}_n \phi_{n+1} \right) \frac{\phi_{n+1} - \phi_n}{a} \tag{3.69}
\]

where in the second line we have discarded a total time-derivative and \( m = (1 + \bar{B}^2)/\bar{B} \). The term \( \dot{\phi}_n \phi_{n+1} \) is just like the term \( x\dot{y} \) in (3.60) induced by a constant magnetic field where the variables \( \phi_n, \phi_{n+1} \) play the role of \( x, y \).

### 3.5 Summary

We have obtained the full dynamics of the D2 supertube, by mapping the problem to a free string which can be exactly solved. In the D2 language it is not obvious that the problem separates into a ‘right mover’ and a ‘left mover’, but (3.53) exhibits such a break up. This breakup needs a world sheet coordinate \( \hat{\sigma} \) that is a conformal coordinate on the string world sheet, and is thus not an obvious coordinate in the D2 language. The D2 has a natural parametrization in terms of the angular coordinate on the spacetime plane \((X_1, X_2)\), and the difficulties we encountered in mapping the NS1-P solution to the D2 supertube all arose from the change of parametrization.

### 4 The thin tube limit of the gravity solution

So far we have ignored gravity in our discussion of the supertube, so we were at vanishing coupling \( g = 0 \). If we slightly increase \( g \) then the gravitational field of the supertube will extend to some distance off the tube, but for small enough \( g \) this distance will be much less than the radius of the supertube. We will call this the ‘thin tube limit’, and we picture it in Fig.2(b).

We expect that in this thin tube the dynamics should not be too different from that found at \( g \to 0 \), and we will find that such is the case; we will find periodic excitations with frequency agreeing with that found from the free string computation and the D2 brane DBI action. But by doing the problem in a gravity description we move from the worldsheet theory to a spacetime one, which will help us to understand what happens when we increase the coupling still further.
Let us recall the 2-charge BPS geometries made in the NS1-P duality frame \[3\]. Start with type IIB string theory and take the compactification \(M_{9,1} \to M_{4,1} \times S^1 \times T^4\). As before the coordinate along \(S^1\) is \(y\) and the coordinates \(z_a, a = 1 \ldots 4\) are the coordinates on \(T^4\). The \(S^1\) has length \(L_y = 2\pi R_y\) and the \(T^4\) has volume \((2\pi)^4 V\). The four noncompact spatial directions are called \(\bar{x}_i, i = 1 \ldots 4\). We also write \(u = t + y, v = t - y\).

The NS1 is wrapped \(n_1\) times around the \(S^1\), and carries \(n_p\) units of momentum along the \(S^1\). This momentum is carried by transverse traveling waves; we assume that the polarization of the wave is in the four noncompact directions and is described by a function \(\vec{F}(v)\). Then the string frame metric, B-field and dilaton are

\[
\begin{align*}
    ds^2_{\text{string}} &= H^{-1}[-dudv + K dv^2 + 2A_i dv d\bar{x}_i] + d\bar{x}_i d\bar{x}_i + dz_a dz_a \\
    B &= \frac{H^{-1} - 1}{2} du \wedge dv + H^{-1} A_i dv \wedge d\bar{x}_i \\
    e^{2\Phi} &= H^{-1}
\end{align*}
\]

with

\[
\begin{align*}
    H &= 1 + \frac{\tilde{Q}_1}{L_T} \int_0^{L_T} dv \frac{\sum_i (\bar{x}_i - F_i(v))^2}{\sum_i (\bar{x}_i - F_i(v))^2} \\
    K &= \frac{\tilde{Q}_1}{L_T} \int_0^{L_T} dv \frac{\sum_i (\dot{F}_i(v))^2}{\sum_i (\bar{x}_i - F_i(v))^2} \\
    A_i &= -\frac{\tilde{Q}_1}{L_T} \int_0^{L_T} dv \frac{\dot{F}_i(v)}{\sum_i (\bar{x}_i - F_i(v))^2}
\end{align*}
\]
Here $L_T = 2\pi n_1 R_y$ is the total length of the multiply wound string.

The points on the NS1 spread out over a region in the noncompact directions with size of order $\sim |\vec{F}(v)|$. On the other hand the gravitational field of the NS1-P system is characterized by the length scales $(\bar{Q}_1)^{1/2}, (\bar{Q}_p)^{1/2}$ where

$$Q_p = \frac{\bar{Q}_1}{L_T} \int_0^{L_T} dv \sum_i (\dot{F}_i(v))^2$$

(4.3)

In terms of microscopic quantities we have

$$\bar{Q}_1 = \frac{g^2 \alpha'^3}{V n_1}, \quad \bar{Q}_p = \frac{g^2 \alpha'^4}{VR_y^2 n_p}$$

(4.4)

Thus when we keep other parameters fixed and take $g$ very small then the gravitational field of the supertube gets confined to a small neighborhood of the supertube and we get a ‘thin tube’ like that pictured in Fig.2(b). If we increase $g$ large then we pass to a ‘thick tube’ like Fig.2(c) and then to the ‘deep throat’ geometry of Fig.2(d). We can thus say that Fig.2(a) is ‘weak coupling’ and Fig.2(d) is ‘strong coupling’ but note that for ‘strong coupling’ $g$ itself does not need to be large since the charges $n_1, n_p$ are large in (4.4). Thus to be more correct we should say that Fig.2(d) is obtained for large ‘effective’ coupling.

In this section we will consider the ‘weak coupling’ case so that we have a ‘thin tube’. Then to study the nontrivial part of the metric we have to go close to a point on the tube, so the tube looks essentially like an infinite straight line. Let $z$ be a coordinate along this line (not to be confused with $z_a$, which are coordinates on $T^4$) and $r$ the radial coordinate for the three-space perpendicular to the ring. The NS1-P profile was described by a function $\vec{F}(v)$; let $v = v_0$ correspond to the point $z = 0$ along the ring and choose the orientation of the $z$ line such that $z$ increases when $y$ increases. Then we have

$$z \approx -|\dot{\vec{F}}(v_0)|(v - v_0), \quad \sum_i (\dot{x}_i - F_i(v))^2 \approx z^2 + r^2$$

(4.5)

Since we are looking at distances $r$ from the ring which are much smaller than the size of the ring we have

$$r \ll |\vec{F}(v_0)|$$

(4.6)

We can thus make the following approximations

$$H \approx 1 + \frac{\bar{Q}_1}{L_T |\vec{F}(v_0)|} \int_{-\infty}^{\infty} \frac{dz}{z^2 + r^2} = 1 + \frac{\bar{Q}_1 \pi}{L_T |\vec{F}(v_0)|} \frac{1}{r}$$

$$K \approx \frac{\bar{Q}_1 |\dot{\vec{F}}(v_0)|}{L_T} \frac{\pi}{r}, \quad A_z \approx \frac{\bar{Q}_1 \pi}{L_T} \frac{1}{r}$$

(4.7)

Define the charge densities

$$Q_1 \equiv \frac{\bar{Q}_1 \pi}{L_T |\vec{F}(v_0)|}, \quad Q_p \equiv \frac{\bar{Q}_1 |\dot{\vec{F}}(v_0)|}{L_T}$$

(4.8)
Then we get the geometry (in the string frame)

\[
d s_{\text{string}}^2 = H^{-1} [-2 dt dv + \tilde{K} dv^2 + 2 A dv dz] + dz^2 + dx_i dx_i + d\sigma d\sigma \\
B = (H^{-1} - 1) dt \wedge dv + H^{-1} A dv \wedge dz \\
e^{2\Phi} = H^{-1}
\]

(4.9)

Here we use \( x_i, i = 1, 2, 3 \), to denote the three spatial noncompact directions transverse to the tube.

We are looking for a perturbation of (4.9) corresponding to a deformation of the string profile. The profile could be deformed either in the non-compact \( x_i \) directions or in the \( T^4 \) directions. We consider deformations in one of the directions of the \( T^4 \); this maintains symmetry around the tube in the noncompact directions and is thus easier to work with. We thus consider deforming the string profile in one of the \( T^4 \) directions, denoted \( \bar{a} \). We will also smear the perturbed metric on \( T^4 \), so that our fields will be independent on \( z_a \).

The BPS geometry (4.9) carries a wave of a definite chirality: let us call it right moving. If the deformation we add also corresponds to a right moving wave, the resulting geometry can be generated by Garfinkle-Vachaspati transform \[26, 27\]. This will alter the metric and B-field as follows:

\[
d s_{\text{string}}^2 \rightarrow ds_{\text{string}}^2 + 2 A^{(1)} dz_a, \quad B \rightarrow B + A^{(2)} \wedge dz_a
\]

(4.11)

where

\[
A^{(1)} = A^{(2)} = H^{-1} a_v dv
\]

(4.12)

and \( a_v \) is a harmonic function on \( \mathbb{R}^3 \times S^1_z \), whose form will be given in section (4.2). If we also add a left moving deformation, thus breaking the BPS nature of the system, we do not have a way to generate the solution. Note, however, that the unperturbed system has a symmetry under

\[
\bar{z}_a \rightarrow -\bar{z}_a
\]

(4.13)

and the perturbation will be odd under such transformation. We thus expect that only the components of the metric and B-field which are odd under (4.13) will be modified at first order in the perturbation. We can thus still write the perturbation in the form (4.11), with \( A^{(1)} \) and \( A^{(2)} \) some gauge fields on \( \mathbb{R}^{(3,1)} \times S^1_z \times S^1_y \), not necessarily given by (4.12).

To find the equations of motion for \( A^{(1)} \) and \( A^{(2)} \) we look at the theory dimensionally reduced on \( T^4 \), using the results of [28]. At first order in the perturbation the dimensionally reduced metric \( g_6 \) is simply given by the six-dimensional part of the unperturbed metric (4.9).

The part of the action involving the gauge fields is

\[
S_A = \int \sqrt{-g_6} e^{-2\Phi} \left[ -\frac{1}{4} (F^{(1)})^2 - \frac{1}{4} (F^{(2)})^2 - \frac{1}{12} \tilde{H}^2 \right]
\]

(4.14)

where all the index contractions are done with \( g_6 \). \( F^{(1)} \) and \( F^{(2)} \) are the usual field strengths of \( A^{(1)} \) and \( A^{(2)} \) while the field strength \( \tilde{H} \) of the dimensionally reduced B-field \( \tilde{B} \) includes the
following Chern-Simons couplings:

\[ \tilde{H}_{\mu\nu\lambda} = \partial_{\mu} \tilde{B}_{\nu\lambda} - \frac{1}{2} (A_{\mu}^{(1)} F_{\nu\lambda}^{(2)} + A_{\mu}^{(2)} F_{\nu\lambda}^{(1)}) + \text{cyc. perm.} \]

\[ \tilde{B}_{\mu\nu} = B_{\mu\nu} + \frac{1}{2} (A_{\mu}^{(1)} A_{\nu}^{(2)} - A_{\mu}^{(2)} A_{\nu}^{(1)}) \]  

(4.15)

Using \( \tilde{B} \), \( A^{(1)} \) and \( A^{(2)} \) as independent fields, we find that the linearized equations of motion for the gauge fields are

\[ \nabla^\mu (e^{-2\Phi} F_{\mu\lambda}^{(1)}) + \frac{1}{2} e^{-2\Phi} H^{\mu\nu\lambda} F_{\mu\nu}^{(2)} = 0, \quad \nabla^\mu (e^{-2\Phi} F_{\mu\lambda}^{(2)}) + \frac{1}{2} e^{-2\Phi} H^{\mu\nu\lambda} F_{\mu\nu}^{(1)} = 0 \]  

(4.16)

These can be rewritten as decoupled equations as

\[ A^\pm = A^{(1)} \pm A^{(2)} \]  

(4.17)

\[ \nabla^\mu (e^{-2\Phi} F_{\mu\lambda}^\pm) \pm \frac{1}{2} e^{-2\Phi} H^{\mu\nu\lambda} F_{\mu\nu}^\pm = 0 \]  

(4.18)

Our task is to find the solutions of these equations representing non-BPS oscillations of the two charge system.

4.1 Solution in the ‘infinite wavelength limit’

The geometry has a singularity at the curve \( \vec{x} = \vec{F}(v) \), which is the location of the strands of the oscillating NS1. Since we wish to add perturbations to this geometry, we must understand what boundary conditions to impose at this curve. The wavelength of the oscillations will be of order the length of the tube. Since the tube is ‘thin’ and we look close to the tube, locally the tube will look like a straight line even after the perturbing wave is added. The wave can ‘tilt’ the tube, and give it a velocity. So in this subsection we write the metric for a straight tube which has been rotated and boosted by infinitesimal parameters \( \alpha, \beta \). In the next subsection we will require that close to the axis of the tube (where the singularity lies) all fields match onto such a rotated and boosted straight tube solution.

We will consider oscillations of the supertube in one of the \( T^4 \) directions. Since we smear on the \( T^4 \) directions, the solution will remain independent of the torus coordinates \( z_a \) but we will get components in the metric and \( B \) field which reflect the ‘tilt’ of the supertube. We are using the NS1-P description. The unperturbed configuration looks, locally, like a NS1 that is a slanted line in the \( y-z \) plane, where \( z \) is the coordinate along the tube. The perturbation tilts the tube towards a \( T^4 \) direction \( z_a \). We will find it convenient to start with the NS1 along \( y \), first add the tilt and boost corresponding to the perturbation, and then add the non-infinitesimal tilt in the \( y-z \) plane (and the corresponding boost).

We start from the one charge system

\[ ds_{\text{string}}^2 = H^{-1} [-(d\bar{l}'')^2 + (d\bar{y}'')^2] + (dz'')^2 + dx_i dx_i + dz \sum_{a \neq \bar{a}} dz_a dz_a \]

\[ B = -(H^{-1} - 1) d\bar{l}''' \wedge d\bar{y}''' \]

\[ e^{2\Phi} = H^{-1} \]  

(4.19)
and perform the following operations: An infinitesimal boost in the direction \( \bar{z}_a'' \), with parameter \( \beta \)

\[
\bar{t}'' = \bar{t} - z_a' \beta, \quad \bar{z}_a'' = \bar{z}_a' - \bar{t} \beta, \quad \bar{y}'' = \bar{y}', \quad \bar{z}'' = \bar{z}'
\]  

(4.20)

and an infinitesimal rotation in the \( (\bar{y}', \bar{z}_a') \) plane, with parameter \( \alpha \):

\[
\bar{y}' = \bar{y} + \bar{z}_a \alpha, \quad \bar{z}_a' = \bar{z}_a - \bar{y} \alpha, \quad \bar{t}' = \bar{t}, \quad \bar{z}' = \bar{z}
\]

(4.21)

These operations give

\[
ds_{\text{string}}^2 = H^{-1} \left[ -d\bar{t}'^2 + d\bar{y}'^2 - 2\alpha (H - 1) d\bar{y} d\bar{z}_a - 2\beta (H - 1) d\bar{t} d\bar{z}_a \right]
\]

\[
+ d\bar{z}'^2 + dx_i dx_i + d\bar{z}_a d\bar{z}_a + \sum_{a \neq \bar{a}} d\bar{z}_a d\bar{z}_a
\]

\[
B = -(H^{-1} - 1) d\bar{t} \land d\bar{y} + \beta H^{-1} (H - 1) d\bar{y} \land d\bar{z}_a + \alpha H^{-1} (H - 1) d\bar{t} \land d\bar{z}_a
\]

\[
e^{2\Phi} = H^{-1}
\]

(4.22)

We can read off from (4.22) the gauge fields \( A^\pm \):

\[
A^+ = (\alpha - \beta) H^{-1} (H - 1) d\bar{v}, \quad A^- = -(\alpha + \beta) H^{-1} (H - 1) d\bar{u}
\]

(4.23)

\((\bar{u} = \bar{t} + \bar{y} \text{ and } \bar{v} = \bar{t} - \bar{y})\). The part of the perturbation proportional to \( \alpha - \beta \) represents a right moving wave, in which case only the \( A^+ \) gauge field is excited. The reverse happens for the left moving perturbation, proportional to \( \alpha + \beta \).

We would now like to add a finite amount of momentum \( Q_p \) to the system (4.22). This momentum is carried by a right moving wave moving with the speed of light in the positive \( y \) direction, with polarization in the direction \( z \). The result will give us a geometry representing a small perturbation of the system (4.9). We can reach the desired configuration from (4.22) by performing a boost in the direction \( \bar{z} \) with parameter \( \beta \)

\[
\bar{t}' = t' \cosh \beta - z' \sinh \beta, \quad \bar{z} = z' \cosh \beta + t' \sinh \beta, \quad \bar{y}' = \bar{y}', \quad \bar{z}_a = z_a'
\]

(4.24)

followed by a rotation in the \( (y', z') \) plane, with parameter \( \bar{\alpha} \):

\[
y' = y \cos \bar{\alpha} + z \sin \bar{\alpha}, \quad z' = z \cos \bar{\alpha} - y \sin \bar{\alpha}, \quad t' = t, \quad z_a' = z_a
\]

(4.25)

The parameters \( \bar{\alpha}, \bar{\beta} \) are related. This is because the segment of string under consideration is supposed to be a short piece of the string in a state like that in Fig(4.1a), where the traveling wave is moving in the positive \( y \) direction with the speed of light. We depict this segment in Fig(4). We can ask how fast the string segment must be moving in a direction perpendicular to itself to yield \( dy/dt = 1 \), and we find

\[
v_{\perp} \equiv - \tanh \bar{\beta} = \sin \bar{\alpha}
\]

(4.26)

This implies

\[
\sinh \bar{\beta} = - \tan \bar{\alpha}, \quad \cosh \bar{\beta} = \frac{1}{\cos \bar{\alpha}}
\]

(4.27)
Figure 3: A short segment of the NS1 moving at the speed of light in the $y$ direction. This yields a velocity $v$ for the segment in the direction perpendicular to itself.

The final configuration is given by

$$
ds^2_{\text{string}} = H^{-1} \left[ -2dt \, dv + \left( 1 + \sinh^2 \beta (H-1) \right) dv^2 - 2 \sinh \beta (H-1) \, dv \, dz \right.$$

$$
+ \quad 2(H-1) \left( \frac{\alpha \cos^2 \bar{\alpha} - \beta \sin^2 \bar{\alpha}}{\cos \bar{\alpha}} \right) dv \, dz_{\bar{a}} - (\alpha + \beta) \cos \bar{\alpha} \, dt \, dz_{\bar{a}} - (\alpha + \beta) \sin \bar{\alpha} \, dz \right. + dx_i dx_i + dz_{\bar{a}} dz_{\bar{a}} + \sum_{a \neq \bar{a}} dz_{a} dz_{a} \\

$$

$$
\left. + \quad (\alpha + \beta) \cos \alpha \cos \bar{\alpha} \, dv \wedge dz_{\bar{a}} + (\alpha + \beta) \sin \alpha \sin \bar{\alpha} \, dz \wedge dz_{\bar{a}} \right]
\] + dz^2 + dx_i dx_i + dz_{\bar{a}} dz_{\bar{a}} + \sum_{a \neq \bar{a}} dz_{a} dz_{a}

$$

$$
B = (H^{-1} - 1) \, dt \, dv - H^{-1} (H-1) \sinh \beta dv \wedge dz
\] + H^{-1} (H-1) \left( \frac{\alpha \sin^2 \bar{\alpha} - \beta \cos^2 \bar{\alpha}}{\cos \bar{\alpha}} \right) dv \wedge dz_{\bar{a}} + (\alpha + \beta) \cos \bar{\alpha} \, dt \wedge dz_{\bar{a}}
\] + (\alpha + \beta) \sin \bar{\alpha} dz \wedge dz_{\bar{a}}
\]$$

$$
e^{2\Phi} = H^{-1}
\]

(4.28)

We note that, for $\alpha = \beta = 0$, we obtain the system (4.9) with

$$
Q_p = Q_1 \sinh^2 \beta
\]

(4.29)

The perturbation is proportional to $\alpha$ and $\beta$ and is encoded in the gauge fields

$$
A_i^+ = (\bar{\alpha} - \bar{\beta}) H^{-1} \frac{Q_1}{r} , \quad A_i^- = 0 , \quad A_+^+ = 0
$$

$$
A_\bar{a}^- = (\bar{\alpha} + \bar{\beta}) H^{-1} \frac{Q_1 - Q_p}{r} , \quad A_\bar{a}^+ = -2(\bar{\alpha} + \bar{\beta}) H^{-1} \frac{Q_1}{r}
$$

$$
A_\bar{a}^- = -2(\bar{\alpha} + \bar{\beta}) H^{-1} \frac{\sqrt{Q_1 Q_p}}{r}
\]

(4.30)

\[12\]With our conventions $\bar{\alpha} > 0$ and $\bar{\beta} < 0$. Thus $\sqrt{Q_p} = -\sqrt{Q_1} \sinh \beta$. 
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where we have redefined
\[
\tilde{\alpha} - \tilde{\beta} = \frac{\alpha - \beta}{\cos \tilde{\alpha}}, \quad \tilde{\alpha} + \tilde{\beta} = (\alpha + \beta) \cos \tilde{\alpha}
\] (4.31)
and we have used (4.29) and (4.27). We see that, as before, \( A^+ \) comes from right moving perturbations, proportional to \( \tilde{\alpha} - \tilde{\beta} \), and \( A^- \) comes from left moving perturbations, proportional to \( \tilde{\alpha} + \tilde{\beta} \).

4.2 Solution for \( A^+ \)

Let us look for a solution of (4.18), in the \( A^+ \) sector, which matches the configuration (4.30) when \( k \to 0 \). We learned from (4.30) that \( A^+ \) receives contributions only from the BPS (right moving) part of the wave and that, at least in the long wavelength limit, only the component \( A^+_v \) is non-vanishing. One can thus look for a solution of the form
\[
A^+_v = H^{-1} a^+_v, \quad A^+_t = 0, \quad A^+_z = 0, \quad A^+_i = 0
\] (4.32)
Equation (4.18) implies the following conditions for \( a^+_v \) (here \( \nabla = \partial_i \partial_i \) is the ordinary Laplacian in the 3-dimensional space of the \( x_i \))
\[
\lambda = t : \quad \partial^2_t a^+_v = 0 \quad (4.33)
\]
\[
\lambda = v : \quad \Delta a^+_v + \partial^2_z a^+_v - 2 A \partial_z a^+_v = 0 \quad (4.34)
\]
\[
\lambda = z : \quad \partial_t \partial_z a^+_v = 0 \quad (4.35)
\]
\[
\lambda = i : \quad \partial_t \partial_i a^+_v = 0 \quad (4.36)
\]
It is thus clear that a \( t \)-independent \( a^+_v \) satisfying
\[
\Delta a^+_v + \partial^2_z a^+_v = 0 \quad (4.37)
\]
solves the linearized equations of motion. The general solution of (4.37), with momentum
\[
k = \frac{n}{R_z} \quad (4.38)
\]
along \( z \), is
\[
a^+_v = e^{ikz} \frac{c_+ e^{kr} + c_- e^{-kr}}{r} + c.c. \quad (4.39)
\]
Without loss of generality let us set \( n \) to be positive. To have a converging field at large \( r \) one should take \( c_+ = 0 \). Matching with (4.30) fixes \( c_- \):
\[
c_- = (\tilde{\alpha} - \tilde{\beta}) Q_1 \quad (4.40)
\]
so that
\[
A^+_v = (\tilde{\alpha} - \tilde{\beta}) H^{-1} \frac{Q_1}{r} e^{ikz - kr} + c.c. \quad (4.41)
\]
The above result is consistent with the form of \( A^+ \) derived by Garfinkle-Vachaspati transform: Consider a string carrying a right moving wave described by the profile \( F_i(v) \) in the
non-compact directions \( \tilde{x}_i \) and \( f_\hat{a}(v) \) in the \( T^4 \) direction \( z_\hat{a} \). After smearing over \( z_\hat{a} \), Garfinkle-Vachaspati transform predicts a gauge field

\[
\mathcal{A}_\nu^+ = \mathcal{A}_\nu^{(1)} + \mathcal{A}_\nu^{(2)} 
\]

\[
\mathcal{A}_\nu^{(1)} = \mathcal{A}_\nu^{(2)} = -H^{-1} \frac{\hat{Q}_1}{L_T} \int_0^{L_T} dv \frac{\hat{f}_\hat{a}(v)}{\sum_i (\tilde{x}_i - \hat{F}_i(v))^2} 
\]

Eq. (4.48) is analogous to the relation (4.42) for \( A_i \), applied to the case in which the profile extends in the \( T^4 \) directions. Let us take the near ring limit of (4.43) for a profile \( f_\hat{a} \) of the form

\[
f_\hat{a}(v) = \xi_\hat{a} e^{-ikv} + c.c. 
\]

Around some point \( v_0 \) on the ring we write

\[
z = -|\hat{F}(v_0)| (v - v_0), \quad z_0 = -|\hat{F}(v_0)| v_0 
\]

so that we can write

\[
f_\hat{a}(v) = \xi_\hat{a} e^{ik(z + z_0)} + c.c. \equiv \xi_\hat{a} e^{ikz + z_0} + c.c. 
\]

and

\[
\hat{f}_\hat{a}(v) = -i\xi_\hat{a} |\hat{F}(v_0)| k e^{ik(z + z_0)} + c.c. 
\]

In the near ring limit one can approximate

\[
\mathcal{A}_\nu^+ \approx 2H^{-1} i \frac{\hat{Q}_1 \xi_\hat{a} k}{L_T} e^{ikz_0} \int_{-\infty}^{+\infty} dz \frac{e^{ikz}}{r^2 + z^2} + c.c. 
\]

\[
= 2H^{-1} i \frac{\hat{Q}_1 \pi \xi_\hat{a} k}{L_T} e^{ikz_0 - kr} + c.c. 
\]

Using (4.48) to relate \( \hat{Q}_1 \) and \( Q_1 \) we see that (4.48) coincides with (4.41), with

\[
(\hat{\alpha} - \hat{\beta}) = 2i \xi_\hat{a} |\hat{F}(v_0)| k 
\]

The time-independent solution (4.41) represents the response of the system to a BPS right moving wave. Since the \( \mathcal{A}^+ \) part of the gauge field should only be sensitive to BPS deformations, we expect that equation (4.48) for \( \mathcal{A}^+ \) should not admit time-dependent solutions consistent with the boundary condition (4.30). In an appendix we prove this fact for the more general \( \mathcal{A}^+ \) ansatz.

4.3 Solution for \( \mathcal{A}^- \)

We now look at the \( \mathcal{A}^- \) sector, where we expect to find the time-dependent configurations corresponding to left moving non-BPS perturbations.

Consider an ansatz of the form

\[
\mathcal{A}_\nu^- = H^{-1} a_\nu^- , \quad \mathcal{A}_t^- = H^{-1} a_t^- , \quad \mathcal{A}_z^- = H^{-1} a_z^- , \quad \mathcal{A}_\bar{t}^- = 0 
\]
By spherical symmetry $\mathcal{A}_t^-$ only has a radial component $\mathcal{A}_r^-$ and we chose our gauge to set $\mathcal{A}_r^- = 0$. (Such a gauge can have difficulties at $r = 0$ but we can consider it as an ansatz and see later that we obtain a good solution.) The equations for $a_v^-, a_t^-$ and $a_z^-$, obtained by using the ansatz (4.30) in (4.48) and using the background (4.9), are (we list the equations in the order $\lambda = t, v, z, i$)

\[
\triangle a_t^- + H \partial_t^2 a_v^- + \partial_z (\partial_z a_t^- - \partial_t a_z^-) + A \partial_t (\partial_z a_t^- - \partial_t a_z^-) = 0 \tag{4.51}
\]

\[
\triangle a_v^- + \partial_z^2 a_v^- - [(H\tilde{K} - A^2) \partial_t^2 a_v^- - 2A \partial_t \partial_z a_v^-]
+ H^{-2} \partial_t H \partial_t H (2a_v^- + \tilde{K} a_t^-) - H^{-1} \partial_t H \partial_t (2a_v^- + \tilde{K} a_t^-) + \partial_t a_t^- \partial_t \tilde{K} = 0 \tag{4.52}
\]

\[
\triangle a_z^- + H \partial_t \partial_z a_v^- + (H\tilde{K} - A^2) \partial_t (\partial_z a_t^- - \partial_t a_z^-) - A \partial_z (\partial_z a_t^- - \partial_t a_z^-)
+ 2H^{-2} \partial_t H \partial_t H (a_z^- + A a_t^-) - 2H^{-1} \partial_t H \partial_t (a_z^- + A a_t^-) + 2\partial_t a_t^- \partial_t A = 0 \tag{4.53}
\]

\[
H \partial_t \partial_t a_v^- - \partial_z \partial_z a_z^- + [(H\tilde{K} - A^2) \partial_t \partial_t a_z^- - A \partial_z \partial_t a_t^- - A \partial_t \partial_z a_z^-]
+ H^{-1} \partial_t H [\partial_z a_z^- + A (\partial_z a_z^- + \partial_z a_t^-) - (H\tilde{K} - A^2) \partial_t a_t^-]
- \partial_t A (\partial_z a_t^- - \partial_t a_z^-) - 2\partial_t H \partial_t a_v^- = 0 \tag{4.54}
\]

Inspired by the limiting solution (4.30), we make the following ansatz for $a_v^-, a_t^-$ and $a_z^-:

\[
a_v^- = (Q_1 - Q_p) e^{ikz - i\omega t} f(r) \\
a_t^- = -2Q_1 e^{ikz - i\omega t} f(r), \quad a_z^- = -2\sqrt{Q_1 Q_p} e^{ikz - i\omega t} f(r) \tag{4.55}
\]

Substituting this ansatz in eq. (4.51) we find an equation for $f(r)$:

\[
-2Q_1 \triangle f - \omega^2 (Q_1 - Q_p) f + 2k (kQ_1 + \omega \sqrt{Q_1 Q_p}) f - \frac{\omega Q_1 f}{r} [2\sqrt{Q_1 Q_p} k + (Q_1 + Q_p) \omega] = 0 \tag{4.56}
\]

This equation can be simplified by taking

\[
f = \frac{\tilde{f}}{r} \tag{4.57}
\]

after which we get

\[
-2Q_1 \tilde{f}'' - \omega^2 (Q_1 - Q_p) \tilde{f} + 2k (kQ_1 + \omega \sqrt{Q_1 Q_p}) \tilde{f} - \frac{\omega Q_1 \tilde{f}}{r} [2\sqrt{Q_1 Q_p} k + (Q_1 + Q_p) \omega] = 0 \tag{4.58}
\]

According to the boundary condition (4.30), we want $\tilde{f}$ to go to a constant when $r \to 0$; this is only possible if the $1/r$ term in (4.58) vanishes and this determines the frequency of oscillation to be

\[
\omega = -k \frac{2\sqrt{Q_1 Q_p}}{Q_1 + Q_p} \tag{4.59}
\]
Using this value of $\omega$ back in (4.58) we find that $\tilde{f}$ satisfies
\[ \tilde{f}'' - \tilde{k}^2 \tilde{f} = 0 \] (4.60)
with
\[ \tilde{k}^2 = k^2 - \omega^2 = k^2 \left( \frac{Q_1 - Q_p}{Q_1 + Q_p} \right)^2 \] (4.61)
and thus
\[ \tilde{f} = c_+ e^{+|\tilde{k}|r} + c_- e^{-|\tilde{k}|r} \] (4.62)
In order to have a converging solution for large $r$ one needs $c_+ = 0$ and to match with (4.30) one needs $c_- = \tilde{\alpha} + \tilde{\beta}$. To summarize we find
\[ A^-_v = (\tilde{\alpha} + \tilde{\beta}) H^{-1} (Q_1 - Q_p) e^{ik z - i\omega t} e^{-|\tilde{k}|r} \] (4.63)
\[ A^i_\ell = -2(\tilde{\alpha} + \tilde{\beta}) H^{-1} Q_1 e^{ik z - i\omega t} e^{-|\tilde{k}|r}, \quad A^z_\ell = -2(\tilde{\alpha} + \tilde{\beta}) H^{-1} \sqrt{Q_1 Q_p} e^{ik z - i\omega t} e^{-|\tilde{k}|r} \]
It is a lengthy but straightforward exercise to verify that (4.63) solves the remaining equations (4.52-4.54).

### 4.4 Period of the oscillations

The speed of the left-moving wave on the supertube is
\[ v = \frac{\omega}{|k|} = 2 \sqrt{\frac{Q_1 Q_p}{Q_1 + Q_p}} \] (4.64)
The direction $z$ used above is the coordinate along the supertube. So even though $z$ looked like an infinite direction in the ‘near tube’ limit, this direction is actually a closed curve with a length $L_z$. The time for the wave to travel around this closed curve is
\[ \Delta t = \int_0^{L_z} \frac{dz}{v} = \int_0^{L_z} \frac{dz}{2 \sqrt{Q_1 Q_p}} = \frac{1}{2} \int_0^{L_z} dz \left[ \sqrt{\frac{Q_1}{Q_p}} + \sqrt{\frac{Q_p}{Q_1}} \right] \] (4.65)
We have
\[ Q_1 = \frac{Q_1 \pi}{L_T} \frac{1}{\eta}, \quad Q_p = \frac{Q_1 \pi}{L_T} \eta \] (4.66)
with
\[ \eta^{-1} = \frac{1}{|\tilde{F}|} = \frac{dy}{dz} \] (4.67)
This gives
\[ \Delta t = \frac{1}{2} \int_0^{L_z} dz \left( \eta^{-1} + \eta \right) = \frac{1}{2} \int_0^{L_z} dz \left[ \frac{dy}{dz} + \frac{dy}{dz} \left( \frac{dz}{dy} \right)^2 \right] = \frac{1}{2T} (T \int \left| \tilde{F} \right|^2 dy) = \frac{1}{2T} (M_{NS1} + M_P) \] (4.68)
where \( M_{NS1} \) is the mass contributed by the NS1 charge and \( M_P \) is the mass of the momentum charge. We see that this period \( \Delta t \) agrees with the period \( \Delta t^{(2.25)} \) found from the NS1-P system at \( g = 0 \).

We offer an intuitive explanation for the time period \( \Delta t^{(2.25)} \). We have

\[
\frac{Q_1}{Q_p} = \eta^{-2} = \left( \frac{dy}{dz} \right)^2 \tag{4.69}
\]

Thus we can write \( (4.64) \) as

\[
v = 2 \frac{dy}{dz} \sqrt{1 + \left( \frac{dy}{dz} \right)^2} \tag{4.70}
\]

Consider a segment of the NS1 before the perturbation is added. In section \( (4.1) \) we had seen, (with the help of Fig.3) that because this segment represents a wave traveling in the \( y \) direction with \( \frac{dy}{dt} = 1 \), the velocity of this segment perpendicular to itself was

\[
v_{\perp} = \sin \bar{\alpha} = \frac{1}{\sqrt{1 + \left( \frac{dy}{dz} \right)^2}} \tag{4.71}
\]

So we have a segment of a NS1, moving at a certain velocity transverse to itself. Go to the rest frame of this segment. Then any small perturbation on the segment will move to the right or to the left with speed unity. Consider the perturbation going left.

Now return to the original reference frame, and look at this perturbation on the segment. The distances along the segment are not affected by the change of frame (since the boost is perpendicular to the segment) but there is a time dilation by a factor \( \gamma = \frac{1}{\sqrt{1 - v_{\perp}^2}} \). This means that the perturbation will be seen to be moving along the strand at a speed

\[
v_L = \gamma^{-1} = \frac{dy}{dz} \sqrt{1 + \left( \frac{dy}{dz} \right)^2} \tag{4.72}
\]

We are interested in the motion of the perturbation in the \( z \) direction, so we look at the \( z \) component of this velocity

\[
v_{L,z} = v_L \sin \bar{\alpha} = \frac{dy}{dz} \frac{1}{1 + \left( \frac{dy}{dz} \right)^2} \tag{4.73}
\]

What we actually observe as the wave on the supertube is a deformation moving along the tube, so we wish to measure the progress of the waveform as a function of the coordinate \( z \). A given point on our NS1 segment moves in the direction of the velocity \( v \), so it moves towards smaller \( z \) values at a speed

\[
v_z = v_{\perp} \cos \bar{\alpha} = \frac{dy}{dz} \sqrt{1 + \left( \frac{dy}{dz} \right)^2} \tag{4.74}
\]

Thus if we measure the speed of the left moving perturbation with respect to a a frame where \( z \) is fixed then we find the velocity

\[
v_{L, \text{pert}} = v_{L,z} + v_z = \frac{2 dy}{dz} \sqrt{1 + \left( \frac{dy}{dz} \right)^2} \tag{4.75}
\]
which agrees with (4.70).

Similarly if we look at the right moving perturbation then we find

\[ v_{R}^{pert} = -v_{L,z} + v_{z} = 0 \] (4.76)

This agrees with the fact that if we add a further right moving wave to the NS1 then we just get another BPS tube configuration, which is stationary and so does not change with time.

5 Coupling to radiation modes

The perturbations of the ‘thin’ tube in the ‘infinite line limit’ is seen to fall off exponentially with the distance from the tube axis. Note however that if we take the longest wavelengths on the supertube, then the term \( e^{-|\tilde{k}|} \) is not really significant. For such modes \( |\tilde{k}| \sim 1/a \) where \( a \) is the radius of the tube. So \( e^{-|\tilde{k}|} \sim 1 \) for \( r \ll a \), and for \( r \gg a \) we cannot use the infinite line limit of the thin tube anyway. If however we look at higher wavenumbers on the tube then \( |\tilde{k}| \sim n/a \) and then the factor \( e^{-|\tilde{k}|} \) is indeed significant in describing the fall off of the perturbation away from the tube axis.

We now wish to look at the behavior of the perturbation far from the entire supertube, i.e. for distances \( \bar{r} \gg a \). Here we use the symbol \( \bar{r} \) for the radial coordinate in the 4 dimensional noncompact space, to distinguish it from the radial distance \( r \) from the tube axis that we used in the last section when looking at the ‘infinite line limit’. For \( \bar{r} \gg a \) we get flat space. Suppose we were studying a scalar field \( \Box \Psi = 0 \) in the supertube geometry. We can write

\[ \Psi = e^{-i\omega t} R(\bar{r}) Y(l)(\theta, \phi, \psi) \] (5.77)

If \( \omega^2 < 0 \) then we get solutions \( \sim e^{\pm|\omega|t} \); these are not allowed because they will not conserve energy. For \( \omega^2 > 0 \), we get the behavior (see Appendix [12])

\[ R = \frac{r e^{i\omega \bar{r}} + re^{-i\omega \bar{r}}}{\bar{r}^{3/2}} (1 + O(\bar{r}^{-1})) \] (5.78)

This solution describes traveling waves that carry flux to and from spatial infinity. Thus if we start with an excitation localized near the supertube then the part of its wavefunction that extends to large \( \bar{r} \) will lead to the energy of excitation flowing off to infinity as radiation.

Let us see how significant this effect is for the ‘thin tube’. Let us set \( Q_1, Q_p \) to be of the same order. From (4.63) we see that the magnitude of the perturbation behaves as

\[ A \sim H^{-1} \frac{Q_1}{r} \sim \frac{Q_1}{r + Q_1} \] (5.79)

Thus if the perturbation is order unity at the ring axis then at distances \( r \gg a \) we will have

\[ A \lesssim \frac{Q_1}{a} \] (5.80)

But the thin tube limit is precisely the one where the ratio \( Q_1/a \) is small, so the part of the wavefunction reaching large \( r \) is small. Thus the rate of leakage of energy to the radiation field is small, and the excitations on the ‘thin tube’ will be long lived. This is of course consistent
with the fact that in the limit \( g \to 0 \) we can describe the system by just the free string action or the D2 brane DBI action, and here there is no leakage of energy off the supertube to infinity.

As we keep increasing \( g \) we go from the ‘thin’ tube of Fig. 2(b) to the ‘thick tube’ of Fig. 2(c). Now \( Q_1/a \sim 1 \) and the strength of the perturbation reaching the radiation zone is not small. We thus expect that the energy of excitation will flow off to infinity in a time of order the oscillation time of the mode. Thus we expect that the oscillations of the supertube become ‘broad resonances’ and cease to be well defined oscillations as we go from Fig. 2(a) to Fig. 2(c).

In the above discussion we referred to the excitation as a scalar field, but this is just a toy model; what we have is a 1-form field in 5+1 spacetime. In Appendix we solve the field equations for this 1-form field at infinity, and find again a fall off at infinity that gives a non-zero flux of energy. We also find the next correction in \( 1/\bar{r} \), and show how a series expansion in \( 1/\bar{r} \) may be obtained in general. These corrections do not change the fact that the leading order term carries flux out to infinity. It is important that the first correction to flat space is a potential \( \sim 1/\bar{r}^2 \) and not \( \sim 1/\bar{r} \); this avoids the appearance of a logarithmic correction at infinity.

It is to be noted that such series solutions in \( 1/\bar{r} \) are asymptotic expansions rather than series with a nonzero radius of convergence, so these arguments are not a rigorous proof for the absence of infinitely long lived oscillations. The wave equations for a given \( \omega \) are similar in structure to the Schrodinger equation (in 4+1 dimensions) with a potential \( V \) falling to zero at infinity

\[- R'' + V(\bar{r}, \omega) R = \omega^2 R \]  

(5.81)

Note that because \( \omega^2 > 0 \) our wavefunction would be like a positive energy eigenstate of the Schrodinger equation; i.e. we need an energy eigenvalue embedded in the continuum spectrum. For the Schrodinger equation there are several results that exclude such eigenvalues on general grounds. The required results come from two kinds of theorems. First we need to know that there is no ‘potential well with infinitely high walls’ near the origin; if there was such a well then we can have a positive energy eigenstate which has no ‘tail’ outside the well. Next, given that there is a tail outside the well we need to know that the potential falls off to zero fast enough and does not ‘oscillate’ too much; such oscillations of the potential can cause the wavefunction to be back-scattered towards the origin repeatedly and die off too fast to carry a nonzero flux at infinity. We cannot directly apply these results to our problem because our equations are not exactly the Schrodinger equation, but the potential like terms in our equations do not appear to be of the kind that will prevent flux leakage to infinity.

To summarize, we conjecture that as we increase \( g \) to go from Fig. 2(a) to Fig. 2(c) the periodic oscillations present at \( g \to 0 \) merge into the continuum spectrum of bulk supergravity. Thus for \( g > 0 \) the energy of excitation placed on the supertube eventually leaks off to infinity, with the rate of leakage increasing as we go from the ‘thin tube’ to the ‘thick tube’.

6 Long lived excitations at large coupling

Let us increase the coupling still further. Then the supertube geometry becomes like that pictured in Fig. 2(d). The metric is flat space at infinity, then we have a ‘neck’ region, this leads to a deep ‘throat’ which ends in a ‘cap’ near \( r = 0 \). Supergravity quanta can be trapped in the ‘throat’ bouncing between the cap and the neck for long times before
escaping to infinity. We first consider the gravity description, then a microscopic computation, and finally suggest a relation between the two.

6.1 The geometry at large effective coupling

Consider an NS1 wrapped \( n_1 \) times on the \( S^1 \) with radius \( R_y \), and give it the transverse vibration profile

\[
X_1 = a \cos \left( \frac{(t - y)}{n_1 R_y} \right), \quad X_2 = a \sin \left( \frac{(t - y)}{n_1 R_y} \right)
\] (6.1)

Thus the string describes a ‘uniform helix with one turn’ in the covering space of the \( S^1 \). At weak coupling \( g \to 0 \) we get a ring with radius \( a \) in flat space, while at strong coupling we get a geometry like Fig.2(d) with the circle (6.1) sinking deep into the throat (the dotted line in the figure).

In [3] the computations were done in the D1-D5 duality frame, so let us start with that frame and dualize back to NS1-P later. We will denote quantities in the D1-D5 frame by primes. The time for a supergravity quantum to make one trip down the throat and back up is

\[
\Delta t_{osc} = \pi R'_y
\] (6.2)

where \( R'_y \) is the radius of \( S^1 \) in the D1-D5 frame. When the quantum reaches the neck there is a probability \( P \) that it would escape to infinity, and a probability \( 1 - P \) that it would reflect back down the throat for another cycle. For low energy quanta in the \( l \)-th spherical harmonic this probability \( P \) is given by [33, 11]

\[
P_l = 4\pi^2 \left( \frac{\bar{Q}_1' \bar{Q}_5' \omega^4}{16} \right)^{l+1} \left[ \frac{1}{(l+1)!} \right]^2
\] (6.3)

where \( \omega' \) is the energy of the quantum. We see that the escape probability is highest for the s-wave, so we set \( l = 0 \). Then the expected time after which the trapped quantum will escape is

\[
\Delta t_{escape} = P_0^{-1} \Delta t_{osc}
\] (6.4)

The low energy quanta in the throat have \( \omega' \sim 2\pi/\Delta t_{osc} \) [3, 12] so for our estimate we set

\[
\omega' = \frac{2}{R'_y}
\] (6.5)

We then find

\[
\alpha \equiv \frac{\Delta t_{escape}}{\Delta t_{osc}} = \frac{1}{(2\pi)^2} \frac{R'_y}{Q'_1 Q'_5} = \frac{1}{(2\pi)^2} \left[ \frac{(Q'_1 Q'_5)^{\frac{3}{4}}}{a'} \right]^4
\] (6.6)

where \( a' = (Q'_1 Q'_5)^{1/2}/R'_y \) is the radius obtained from \( a \) after the dualities to the D1-D5 frame [3]. In this frame the cap+throat region has the geometry of global \( AdS_3 \times S^3 \times T^4 \). The curvature radius of the \( AdS_3 \) and \( S^3 \) is \((Q'_1 Q'_5)^{1/4}\). The ratio

\[
\beta \equiv \frac{(Q'_1 Q'_5)^{\frac{3}{4}}}{a'}
\] (6.7)
gives the number of $AdS$ radii that we can go outwards from $r = 0$ before reaching the 'neck' region. Thus $\beta$ is a measure of the depth of the throat compared to its diameter.

While all lengths in the noncompact directions are scaled under the dualities, the ratio of such lengths is unchanged. Thus in the NS1-P duality frame

$$\beta = \frac{(\bar{Q}_1 \bar{Q}_p)^{\frac{1}{4}}}{a} \quad (6.8)$$

We note that

$$\alpha \sim \beta^4 \quad (6.9)$$

Thus when the throat becomes deep the quanta trapped in the throat become long lived excitations of the system.

For completeness let us also start from the other limit, where the coupling is weak and we have a thin long tube as in Fig 2(b). The radius of the ring described by (6.1) is $a$. The gravitational effect of NS1, $P$ charges extends to distances $Q_1, Q_p$ from the ring. In the definitions (4.8) we put in the profile (6.1), and find

$$Q_1 = \frac{\bar{Q}_1}{2a}, \quad Q_p = \frac{\bar{Q}_p}{2a} \quad (6.10)$$

If we take for the ‘thickness’ of the ring the length scale $\sqrt{Q_1 Q_p}$ then from (6.10) we find

$$\frac{(Q_1 Q_p)^{1/2}}{a} = \frac{(\bar{Q}_1 \bar{Q}_p)^{1/2}}{2a} = \frac{\beta^2}{2} \quad (6.11)$$

so we see again that the ring ‘thickness’ becomes comparable to the ring radius when $\beta \sim 1$. For $\beta \ll 1$ we have a ‘thin ring’ and for $\beta \gg 1$ we have a ‘deep throat’.

Instead of using $\sqrt{Q_1 Q_p}$ as a measure of the ring thickness we can say that the ring is thin when

$$a \gtrsim Q_1, \quad a \gtrsim Q_p \quad (6.12)$$

This can be encoded in the requirement

$$a \gtrsim \frac{Q_1 Q_p}{Q_1 + Q_p} \quad (6.13)$$

From the first equality in (4.65) we get an expression for $\Delta t$, which we equate to the expression found in (2.25), to get

$$\frac{1}{2} L_z \frac{Q_1 + Q_p}{\sqrt{Q_1 Q_p}} = \Delta t = \pi \alpha' M_T \quad (6.14)$$

where $L_z = 2\pi a$ is the length of the ring and $M_T$ is its total mass. Using this and (6.10) we can rewrite (6.13) as

$$\alpha' M_T \gtrsim (Q_1 Q_p)^{1/2} = \frac{\bar{Q}_1 \bar{Q}_p)^{1/2}}{2a} \quad (6.15)$$

This can be seen from the metric for the profile (6.1) [31, 32, 21].
Expressing the macroscopic parameters in terms of the microscopic charges and moduli\(^\text{14}\)

\[
\bar{Q}_1 = \frac{g^2 \alpha'^3 n_1}{\sqrt{V}}, \quad \bar{Q}_p = \frac{g^2 \alpha'^4 n_p}{V R_y^2}, \quad a = \sqrt{\frac{n_1 n_p \alpha'}{V}} \quad (6.16)
\]

we find that the ring is ‘thin’ when

\[
\alpha' M_T \gtrsim \frac{g^2 \alpha'^3}{V R_y} \quad (6.17)
\]

This version of the criterion for ring thickness will be of use below.

### 6.2 The phase transition in the microscopic picture

We now turn to the microscopic description of the system. Consider first the BPS bound state in the D1-D5 duality frame. Suppose we add a little bit of energy to take the system slightly above extremality. From the work on near-extremal states \([34, 33, 3, 15]\) we know that the energy will go to exciting vibrations that run up and down the components of the effective string

\[
D1 - D5 + \Delta E \rightarrow D1 - D5 + PP \quad (6.18)
\]

where we call the excitations \(PP\) since they carry momentum charge in the positive and negative \(S^1\) directions. For the geometry made by starting with the NS1-P profile \((6.1)\) we have no ‘fractionation’; i.e. the effective string formed in the D1-D5 bound state has \(n_1 n_5\) ‘singly wound’ circles \([3]\). Thus the minimum energy needed to excite the system is the energy of one left and one right mover on the effective string

\[
\Delta E_{D1D5}^{PP} = \frac{1}{R_y} + \frac{1}{R_y'} = \frac{2}{R_y'} \quad (6.19)
\]

The charges D1-D5-P can be permuted into each other, so we can map D1-D5 to P-D1, and then the dual of \((6.18)\) is

\[
P - D1 + \Delta E \rightarrow P - D1 + D5D5 \quad (6.20)
\]

A further S duality brings the system to the NS1-P system that we are studying, and then we get

\[
P - NS1 + \Delta E \rightarrow P - NS1 + NS5NS5 \quad (6.21)
\]

This may look strange, since it says that if we excite an oscillating string the energy of excitations goes to creating pairs of NS5 branes; we are more used to the fact that energy added to a string just creates more oscillations of the string. Dualizing \((6.19)\) gives for the excitation \((6.21)\) the minimum energy threshold

\[
\Delta E_{NS1P}^{NS5NS5} = 2m_{NS5} = 2 \frac{VR_y}{g^2 \alpha'^3} \quad (6.22)
\]

Thus at small \(g\) these excitations are indeed heavy and should not occur. For comparison, we find the minimum energy required to excite \textit{oscillations} on the NS1-P system. For small \(g\) we use the spectrum of the free string which gives

\[
M^2 = \left(\frac{R_y n_1}{\alpha'} + \frac{n_p}{R_y'} \right)^2 + \frac{4}{\alpha'} N_L = \left(\frac{R_y n_1}{\alpha'} - \frac{n_p}{R_y} \right)^2 + \frac{4}{\alpha'} N_R \quad (6.23)
\]

\(^{14}\)The expression for \(a\) is obtained by using the profile \((6.1)\) in \((6.3)\) and use the expressions \((6.4)\).
The lowest excitation is given by $\delta N_L = \delta N_R = 1$. This gives

$$\Delta E_{\text{oscillations}}^{NS1P} = \Delta M = \frac{2}{\alpha'} \frac{1}{M_T}$$

(6.24)

where $M_T$ is the total mass of the BPS NS1-P state.

We now observe that oscillations on the NS1-P system are lighter than NS5 excitations only when

$$\frac{1}{\alpha' M_T} \lesssim \frac{V R_g}{g^2 \alpha'^3}$$

(6.25)

Thus for very small $g$ the lightest excitation on the NS1-P system is an oscillation of the string. But above a certain $g$ the $NS5\overline{NS5}$ pairs are lighter and so will be the preferred excitation when we add energy to the system.

6.3 Comparing the gravity and microscopic pictures

We now observe that the conditions (6.17) and (6.25) are the same. Thus we see that when the ring is thin then in the corresponding microscopic picture we have ‘2-charge excitations’; i.e. the third charge NS5 is not excited and the string giving the NS1-P state just gets additional excitations which may be interpreted as pairs of NS1 and P charges. But when we increase the coupling beyond the point where the ring becomes ‘thick’ and the geometry is better described as a throat, then the dual CFT has ‘3-charge excitations’ which are pairs of NS5 branes. When $g$ is small and the ring is thin then the oscillations of the supertube are long lived because they couple only weakly to the radiation modes of the gravity field. When the tube becomes very thick then the oscillation modes are again long lived – we get $\beta \gg 1$ and by (6.9) this implies a very slow leakage of energy to infinity.

Thus we see that the modes at small and large coupling should not be seen as the ‘same’ modes; rather the ‘2-charge modes’ at weak coupling disappear at larger $g$ because of coupling to the radiation field, and at still larger $g$ the ‘3-charge modes’ appear. For these latter modes one might say that the gravitational field of the system has ‘trapped’ the excitations of the metric from the region $\bar{r} \lesssim (\bar{Q}_1)^{1/2}, (\bar{Q}_p)^{1/2}$, so that these modes have in some sense been extracted from the radiation field.

7 A conjecture on identifying bound states for the 3-charge extremal system

Consider a D0 brane placed near a D4 brane. The force between the branes vanishes. But now give the D0 a small velocity in the space transverse to the D4. The force between the branes goes as $\sim v^2$, and the motion of the D0 can be described as a geodesic on the moduli space of its static configurations [7]. This moduli space would be flat if we took a D0-D0 system (which is 1/2 BPS) but for the D0-D4 case (which is 1/4 BPS) the metric is a nonflat hyperkahler metric.

We can look at more complicated systems, for example 3-charge black holes in 4+1 space-time. Now the system is 1/8 BPS. The positions of the black holes give coordinates on moduli space, and the metric on moduli space was computed in [8]. If we set to zero one of the three charges then we get a 1/4 BPS system.
It is easy to distinguish ‘motion on moduli space’ from the kinds of oscillatory behavior that we have encountered in the dynamics of supertubes. As mentioned in the introduction, when we have motion on moduli space we take the limit of the velocity going to zero, and over a long time $\Delta t$ the system configuration changes by order unity. Using $\Delta x$ as a general symbol for the change in the configuration\footnote{For example $x$ could be the separation of two black hole centers.} we have for ‘drift on moduli space’

$$v \sim \epsilon, \quad \Delta t \sim \frac{1}{\epsilon}, \quad \Delta x \sim 1, \quad (\epsilon \to 0) \quad (7.1)$$

On the other hand for the periodic behavior that we have found for both the weak coupling and strong coupling dynamics of bound states, we have

$$v \sim \epsilon, \quad \Delta t \sim 1, \quad \Delta x \sim \epsilon \quad (\epsilon \to 0) \quad (7.2)$$

Note that for the motion (7.1) the energy lost to radiation during the motion vanishes as $\epsilon \to 0$, so the dynamics (7.1) is unlike any of the cases that we have discussed for the bound state.

While the moduli space metric in \cite{8} was found for spherically symmetric black holes (‘naive geometries’ in the language of \cite{3}) we expect that a similar ‘drifting’ motion would occur even if we took two ‘actual’ geometries of the 2-charge system and gave them a small relative velocity with respect to each other.\footnote{The motion of the centers of the two states could be accompanied by a slow change in the internal configurations of the states.} Thus such unbound systems would have a dynamical mode not present for the bound states.

For the bound state 3-charge geometries that have been constructed \cite{16} the structure is very similar to the structure of 2-charge geometries. It is therefore reasonable to conjecture that 3-charge geometries will have a similar behavior: Unbound systems will have ‘drift’ modes like (7.1) while bound systems will have no such modes. If true, this conjecture could be very useful for the following reason. It is known how to write down the class of all 3-charge supersymmetric geometries \cite{17, 35, 36}. But we do not know which of these are bound states. On the other hand the microstates of the 3-charge black hole \cite{37} are bound states of three charges. If we can select the bound state geometries from the unbound ones by some criterion then we would have a path to understanding all the microstates of the 3-charge black hole. This is important because the 3-charge hole has a classical horizon and our results on this hole should extend to all holes.

To summarize, it seems a reasonable conjecture that out of the class of all supersymmetric 3-charge geometries the bound states are those that have no ‘drift’ modes (7.1). It would be interesting to look for ‘drift’ modes for the 3-charge geometries constructed recently in \cite{38, 39}; here the CFT dual is not known so we do not know a priori if the configuration is a bound state. The same applies for geometries made by adding KK-monopole charge to BPS systems carrying a smaller number of charges \cite{40}. It would also be useful to extend these considerations to the suggested construction of 3-charge supertubes and their geometries \cite{41, 42}.

In the introduction we have also asked the question: Can the bound state break up into two or more unbound states under a small perturbation? Since the bound state is only threshold bound, such a breakup is allowed on energetic grounds. But for the 2-charge system we see that bound states are not ‘close’ to unbound states. The bound states are described by a simple closed curve traced out by the locations $\vec{x} = \vec{F}(v)$ for $0 \leq v < L_T$. A superposition of two such
bound states has two such simple closed curves. The curve can break up into two curves if it self-intersects, but in a generic state the curve is not self-intersecting. If we add a little energy to a 2-charge bound state then we have seen that the configuration does not ‘drift’ through the space of bound states, so the curve will not drift to a curve with a self-intersection and then split. Thus we expect that generic bound states are stable to small perturbations; energy added to them causes small oscillations for a while and the energy is eventually lost to infinity as radiation.

8 Discussion

Let us summarize our arguments and conjectures. If we have two BPS objects with 1/4 susy then they feel no force at rest, but their low energy dynamics is a slow relative motion described by geodesics on a moduli space. If we look at just one 1/4 BPS bound state then it has a large degeneracy, which in the classical limit manifests itself as a continuous family of time-independent solutions. If we add a small energy to the BPS bound state, then what is the evolution of the system?

Based on the behavior of unbound objects one might think that there will again be a ‘drift’ over the family of configurations, described by some metric on the moduli space of configurations. But we have argued that this is not what we should expect. We first looked at the 1/4 BPS configurations at zero coupling, where we get ‘supertubes’ described by a DBI action. We saw that the best way to get the dynamics of such 1/4 BPS objects is to use the NS1-P picture, which is a ‘multiwound string carrying a traveling wave’. For this zero coupling limit we found that instead of a ‘drift’ over configurations’ we get oscillatory behavior. These oscillations are not described by a collection of simple harmonic oscillators. Rather they are like the motion of a charged particle in a magnetic field where each term in the equation of motion has at least one time derivative, and there is a continuous family of equilibrium configurations. We found a simple expression (2.25) for the period of oscillations with arbitrary amplitude, which reduced to the period found in [13] for the case of small oscillations of the round supertube.

If we increase the coupling a little then we get a gravity description of the supertube, but with gravitational field of the tube extending only to distances small compared to the circumference of the tube. Thus we get a ‘thin’ long tube. Zooming in to a point of the tube we see an essentially straight segment, and we studied the perturbations to this geometry. We found excitations that agree in frequency with those found from the zero coupling analysis.

We noted that the part of the excitation that leaks out to spatial infinity will have the form of a traveling wave. As we increase the coupling the amplitude of the wave reaching this region becomes larger. Thus there will be an energy flux leaking out to infinity, and the excitation will not remain concentrated near the supertube. But as we increase the coupling still further we find that the geometry develops a deep ‘throat’ and we get a new kind of long lived excitation: Supergravity modes can be trapped in this throat for long times, only slowly leaking their energy to infinity.

We argued that the different kinds of excitations found at weak and strong coupling reflect the phase transition that had been noted earlier from the study of black holes [14, 15]. At weak coupling the excitations on such a system creates pairs of the charges already present in the BPS state. But at larger coupling the excitation energy goes to creating pairs of a third kind
of charge. The value of $g$ where this transition occurs was found to have the same dependence on $V, R, n_i$ as the value of $g$ where the supertube stops being ‘thin’; i.e. where the gravitational effect of the tube starts extending to distances comparable to the radius of the tube.

We have noted that bound states do not exhibit a ‘drift’ over a moduli space of configurations, while unbound states do. If 3-charge systems behave qualitatively in the same way as 2-charge ones then this fact can be used to distinguish bound states from unbound ones for the class of 1/8 BPS states; such bound states would give microstates of the 3-charge extremal hole.
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**A Analysis of the $A^+$ equations**

In this appendix we look at the field equations \[1.18\] for the field $A^+)$. We have found the expected time-independent solutions in section \[1.2\]. We will now consider a general ansatz for the solution and argue that there are no time dependent solutions for this field, if we demand consistency with the long wavelength limit \[1.3.0\].

Let us write

$$A^+_t = H^{-1} a^+_v, \quad A^+_i = a^+_t, \quad A^+ = a^+_z, \quad A^+_i = a^+_i$$

(A.1)

Since we have spherical symmetry in the space spanned by the coordinates $i$ all fields will be functions only of the radial coordinate $r$ in this space; further, the $A^+_i$ can have only the component $A^+_t$. Putting this ansatz into \[1.18\] we obtain the coupled system of equations (we list the equations in the order $\lambda = t, v, z, i$)

$$\triangle a^+_t + \partial^2 a^+_v - \partial_t \partial_t a^+_t + \partial_z (\partial_z a^+_t - \partial_z a^+_z) + A \partial_t (\partial_z a^+_t - \partial_z a^+_z) = 0$$

(A.2)

$$\triangle a^+_v + \partial^2 a^+_v - [(H \tilde{K} - A^2) \partial^2 a^+_v - 2A \partial_t \partial_z a^+_v]$$

$$+ [\partial_t (H \tilde{K} - A^2) \partial_z a^+_v - 2 \partial_t A \partial_z a^+_v] - [\partial_t (H \tilde{K} - A^2) \partial_z a^+_t - 2 \partial_t A \partial_z a^+_t] = 0$$

(A.3)

$$\triangle a^+_z + \partial_z \partial_z a^+_z - \partial_z \partial_a^+_z + (H \tilde{K} - A^2) \partial_t (\partial_z a^+_t - \partial_a^+_z)$$

$$- A \partial_z (\partial_z a^+_t - \partial_a^+_z) = 0$$

(A.4)

$$\partial_t \partial_t a^+_v - \partial_t \partial_t a^+_t + \partial^2 a^+_v - \partial_t (\partial_t a^+_v - \partial_t a^+_z) + \partial_t A (\partial_z a^+_t - \partial_z a^+_z)$$

$$+ [(H \tilde{K} - A^2) \partial_t \partial_r a^+_v - A \partial_t \partial_r a^+_v - A \partial_t \partial_r a^+_z]$$

$$- [(H \tilde{K} - A^2) \partial_t \partial_z a^+_v - 2A \partial_t \partial_z a^+_v] = 0$$

(A.5)
We look for a gauge field $A^\pm$ having the same $z$ and $t$ dependence as $A^\pm$. We write

$$a_t^+ = e^{ikz-\omega t} f_t(r), \quad a_z^+ = e^{ikz-\omega t} f_z(r)$$

$$a_z^- = e^{ikz-\omega t} f_z(r), \quad a_r^+ = ie^{ikz-\omega t} \partial_r A$$

where the notation we have used for $a_r^+$ will be helpful in what follows.

Consider first equations (A.2) and (A.4):

$$\Delta f_t - \omega^2 f_v - \omega \Delta \Lambda - (k f_t + \omega f_z) (k - \omega A) = 0$$

$$\Delta f_z + \omega k f_v + k \Delta \Lambda + (k f_t + \omega f_z) [k A + \omega (H\bar{K} - A^2)] = 0$$

Taking $k$ times the first equation plus $\omega$ times the second we get

$$\Delta (k f_t + \omega f_z) - [k^2 - 2\omega k A - \omega^2 (H\bar{K} - A^2)] (k f_t + \omega f_z) = 0$$

We note that the coefficient $k^2 - 2\omega k A - \omega^2 (H\bar{K} - A^2)$ has the form $c + d/r$. If $d \neq 0$ then by an argument similar to that leading to (4.59) we find that there is no solution with the required behavior at $r = 0$. Setting $d = 0$ tells us that we need to have the same relation between $\omega$ and $k$ that we have seen before (4.59)

$$\omega = -k \frac{2\sqrt{Q_1Q_p}}{Q_1 + Q_p}$$

(A.9)

Using (A.9) one finds

$$k^2 - 2\omega k A - \omega^2 (H\bar{K} - A^2) = k^2 \left(\frac{Q_1 - Q_p}{Q_1 + Q_p}\right)^2 \equiv \tilde{k}^2$$

(A.10)

and thus

$$\Delta (k f_t + \omega f_z) - \tilde{k}^2 (k f_t + \omega f_z) = 0$$

(A.11)

The solution of the above equation that converges at infinity is

$$k f_t + \omega f_z = \tilde{c} \frac{e^{-|\tilde{k}|r}}{r}$$

(A.12)

Let us now look at equation (A.3). Using (A.9) and (A.12) we find

$$[(H\bar{K} - A^2) \partial^2 a_v^+ - 2A \partial_t \partial_z a_v^+] = -\omega^2 f_v$$

$$[\partial_1 (H\bar{K} - A^2) \partial_t a_t^+ - 2\partial_t A \partial_t a_t^+] = -\frac{Q_1 + Q_p}{r^2} \frac{\tilde{c}}{\tilde{k}} \partial_r \left(\frac{e^{-|\tilde{k}|r}}{r}\right)$$

$$[\partial_1 (H\bar{K} - A^2) \partial_z a_t^+ - 2\partial_t A \partial_z a_t^+] = 0$$

(A.13)

Then equation (A.3) becomes

$$\Delta f_v - \tilde{k}^2 f_v - \frac{Q_1 + Q_p}{r^2} \frac{\tilde{c}}{\tilde{k}} \partial_r \left(\frac{e^{-|\tilde{k}|r}}{r}\right) = 0$$

(A.14)

We find that unless

$$\tilde{c} = 0$$

(A.15)
$f_v$ will be too singular to agree with (4.30) at small $r$. The vanishing of $\tilde{c}$ also makes (A.12) agree with (4.30) at small $r$.

From (A.14) and using the short distance limit implied by (4.30) we get

$$f_v = (\hat{\alpha} - \hat{\beta}) Q_1 \frac{e^{-|k| r}}{r} \quad (A.16)$$

Consider now the last equation (A.5) (for $i = r$, the only non-trivial component). The fact that $\tilde{c} = 0$ implies

$$\partial_r a_t^+ - \partial_t a_r^+ = 0 \quad (A.17)$$

Moreover one has

$$[(H K - A^2) \partial_t a_t^+ - A \partial_r \partial_r a_t^+ - A \partial_t \partial_r a_r^+] = -i \omega \partial_r f_t$$

$$[(H K - A^2) \partial_t^2 a_t^+ - 2A \partial_r \partial_r a_r^+] = -i \omega^2 \partial_r \Lambda \quad (A.18)$$

Equation (A.5) then gives

$$\partial_r f_v + \left(1 - \frac{k^2}{\omega^2}\right) \partial_t (f_t - \omega \Lambda) = 0 \quad (A.19)$$

Equation (A.2) also simplifies to

$$\Box (f_t - \omega \Lambda) - \omega^2 f_v = 0 \quad (A.20)$$

We see that (A.19) implies (A.20). But at this stage we would like to compare the solution we have found with the limits required by (4.30). First consider the case $Q_1 = Q_p$. Then $\omega = k$ and (A.19) is not compatible with (A.16). Now consider $Q_1 \neq Q_p$. Eq. (A.19) implies

$$f_t - \omega \Lambda = \frac{\omega^2}{k^2 - \omega^2} f_v + \text{const.} \quad (A.21)$$

This is again incompatible with the limit (4.30), according to which $f_t - \omega \Lambda$ should vanish for small $r$. We conclude that there are no time-dependent solutions for $A^+$ consistent with the limit (4.30).

**B Asymptotic behavior of the perturbation**

In this appendix we will study the behavior of perturbations on the 2-charge geometries near spatial infinity. We wish to see how fields fall off with $\bar{r}$, and in particular to check that they carry energy flux off to infinity. We will first look at a scalar field to get an idea of the behaviors involved, and then address the 1-form gauge field that is actually excited in our problem.

**B.1 The scalar perturbation**

Consider first the case in which the perturbation is represented by a minimally coupled scalar $\Psi$. We take the metric (4.1) and look at its large $\bar{r}$ limit. We denote by $\bar{r}$, $\theta$, $\phi$, $\psi$ the spherical coordinates in the 4 noncompact dimensions $\bar{x}_i$ ($i = 1, \ldots, 4$). The 5D Einstein metric is

$$ds^2 = -h^{-4/3} dt^2 + h^{2/3} (d\bar{r}^2 + \bar{r}^2 d\theta^2 + \bar{r}^2 \sin^2 \theta d\phi^2 + \bar{r}^2 \cos^2 \theta d\psi^2) \quad (B.1)$$
with
\[ h = \sqrt{\left(1 + \frac{Q_1}{r^2}\right) \left(1 + \frac{Q_p}{r^2}\right)} \quad (B.2) \]

We set momentum along the \( S^1 \) to zero and expand in angular harmonics
\[ \Psi = e^{-i\omega t} \mathcal{R}(\vec{r}) Y^{(l)}(\theta, \phi, \psi) \quad (B.3) \]

where \( Y^{(l)} \) the \( l \)-th scalar spherical harmonic. The wave equation for \( \Psi \)
\[ \Box \Psi = 0 \quad (B.4) \]
implies
\[ \frac{1}{r^3} \partial_r (r^3 \partial_r \mathcal{R}) + \omega^2 \left(1 + \frac{Q_1 + Q_p}{r^2} + \frac{Q_1 Q_p}{r^4}\right) \mathcal{R} - \frac{l(l+2)}{r^2} \mathcal{R} = 0 \quad (B.5) \]

We can understand the behavior of \( \mathcal{R} \) at large \( \vec{r} \) as follows. If we define
\[ \tilde{R} = \frac{R}{\vec{r}^{3/2}} \quad (B.6) \]
the equation for \( \tilde{R} \) is
\[ \partial^2_{\vec{r}} \tilde{R} + \omega^2 \tilde{R} + \left(\frac{Q_1 + Q_p}{\vec{r}^2} + \frac{Q_1 Q_p}{\vec{r}^4}\right) \tilde{R} - \frac{l(l+2)}{\vec{r}^2} \tilde{R} = 0 \quad (B.7) \]

At leading order in \( 1/\vec{r} \) the terms proportional to \( 1/\vec{r}^2 \) and \( 1/\vec{r}^4 \) can be neglected and we have the solution
\[ \tilde{R} = r_+ e^{i\omega \vec{r}} + r_- e^{-i\omega \vec{r}} \quad \Rightarrow \quad \mathcal{R} = \frac{r_+ e^{i\omega \vec{r}} + r_- e^{-i\omega \vec{r}}}{\vec{r}^{3/2}} \quad (B.8) \]
which corresponds to traveling waves carrying a nonzero flux. When the terms of higher order in \( 1/\vec{r} \) are included, \( (B.7) \) can be recursively solved as a formal power series in \( 1/\vec{r} \):
\[ \mathcal{R} \approx r_+ \frac{e^{i\omega \vec{r}}}{\vec{r}^{3/2}} \left(1 + \sum_{n=1}^{\infty} \frac{r_+^{(n)}}{\vec{r}^n}\right) + r_- \frac{e^{-i\omega \vec{r}}}{\vec{r}^{3/2}} \left(1 + \sum_{n=1}^{\infty} \frac{r_-^{(n)}}{\vec{r}^n}\right) \quad (B.9) \]
The coefficients \( r_+^{(n)} \) and \( r_-^{(n)} \) in this expansion are determined by the recursion relation
\[ r_\pm^{(n)} = \mp \frac{i}{2\omega} \left[ r_\pm^{(n-1)} \left(n - 1 + \frac{(Q_1 + Q_p)\omega^2 - l(l+2) - 3/4}{n}\right) + r_\mp^{(n-3)} \frac{Q_1 Q_p \omega^2}{n}\right] \quad (B.10) \]
The \( r_\pm^{(n)} \) are finite for any value of \( \omega \) and any \( n \). However, since at large \( n \) one has
\[ \frac{r_\pm^{(n)}}{r_\pm^{(n-1)}} \approx \mp \frac{i(n-1)}{2\omega} \quad (B.11) \]
the series \( (B.9) \) has zero radius of convergence. Equations like \( (B.5) \) lead instead to asymptotic series in \( 1/r \) [29], and we expect that the above expansion is to be interpreted as an asymptotic series, which accurately describes the behavior of \( \mathcal{R} \) at sufficiently large \( \vec{r} \). From \( (B.9) \) we can still conclude that the perturbation \( \mathcal{R} \) radiates a finite amount of flux at infinity. Note that, in order to avoid logarithms in the expansion \( (B.9) \), it is crucial that the next to leading corrections to the equation \( (B.7) \) are of order \( 1/\vec{r}^2 \).
B.2 The vector perturbation

We find a similar situation for the case in which the perturbation is represented by a vector on the six dimensional space $\mathbb{R}^{(5,1)} \times S^1$. As we showed in section 4, the perturbation on the 2-charge system is a vector field with wave equation

$$\nabla_\mu (e^{-2\Phi} F^\pm_{\mu \lambda}) \pm \frac{1}{2} e^{-2\Phi} H^{\mu \nu \lambda} F^{\pm}_{\mu \nu} = 0$$  \hspace{1cm} (B.12)

The gauge fields $A_\mu^+$ and $A_\mu^-$ represent respectively BPS and non-BPS perturbations. Since we are interested in time-dependent, non-BPS, perturbations, we will only look at the equation for $A_\mu^-$ in this section. For the metric, dilaton and B-field appearing in (B.12), we will take the large $\tilde{r}$ limits

$$ds^2 = \tilde{H}^{-1} [-dt^2 + dy^2 + \tilde{K} (dt - dy)^2] + d\tilde{r}^2 + \tilde{r}^2 d\theta^2 + \tilde{r}^2 \sin^2 \theta d\phi^2 + \tilde{r}^2 \cos^2 \theta dy^2$$

$$B = -(\tilde{H}^{-1} - 1) dt \wedge dy, \quad e^{2\Phi} = \tilde{H}^{-1}$$  \hspace{1cm} (B.13)

with

$$\tilde{H} = 1 + \frac{\tilde{Q}_1}{\tilde{r}^2}, \quad \tilde{K} = \frac{\tilde{Q}_2}{\tilde{r}^2}$$  \hspace{1cm} (B.14)

The spherical symmetry of the background (B.13) allows us to expand the vector field components into spherical harmonics: Denoting by $Y^{(l)}$ and $Y^{(l)}_\alpha$ the scalar and vector spherical harmonics on $S^3$, we can write

$$A^\pm_I = e^{-i\omega t} R_I(\tilde{r}) Y^{(l)}(\theta, \phi, \psi), \quad A^-_\alpha = e^{-i\omega t} [R_s(\tilde{r}) \partial_\alpha Y^{(l)}(\theta, \phi, \psi) + R_v(\tilde{r}) Y^{(l)}_\alpha(\theta, \phi, \psi)]$$  \hspace{1cm} (B.15)

with $I = t, y, \tilde{r}$ and $\alpha = \theta, \phi, \psi$. We will need the following spherical harmonic identities

$$\Box Y^{(l)} = -(l+2) Y^{(l)}, \quad \Box Y^{(l)}_\alpha = (2-(l+1)^2) Y^{(l)}_\alpha \equiv -c(l) Y^{(l)}_\alpha, \quad \nabla^a Y^{(l)}_\alpha = 0$$  \hspace{1cm} (B.16)

where “primed” quantities refer to the metric on an $S^3$ of unit radius. (We use a notation in which $l = 0, 1, \ldots$ for the scalar harmonics and $l = 1, 2, \ldots$ for the vector harmonics). The components with $\lambda = \alpha$ in (B.12) give

$$\frac{1}{\tilde{r}} \partial_l \left[ \tilde{r} g^{IJ} \partial_J (e^{-i\omega t} R_v) \right] - \frac{c(l) + 2}{\tilde{r}^2} e^{-i\omega t} R_v = 0$$

$$\frac{1}{\tilde{r}} \partial_l \left[ \tilde{r} g^{IJ} \left( e^{-i\omega t} R_J - \partial_J (e^{-i\omega t} R_s) \right) \right] = 0$$  \hspace{1cm} (B.17)

and the components with $\lambda = I$ give

$$\frac{1}{\tilde{r}^3} \partial_K \left[ \tilde{r}^3 g^{KL} g^{IJ} \left( \partial_L (e^{-i\omega t} R_J) - \partial_J (e^{-i\omega t} R_L) \right) \right]$$

$$- \frac{g^{IJ} l(l+2)}{\tilde{r}^2} \left( e^{-i\omega t} R_J - \partial_J (e^{-i\omega t} R_s) \right) - \frac{e^{IJK} Q_p}{\tilde{r}^3} \left( \partial_J (e^{-i\omega t} R_K) - \partial_K (e^{-i\omega t} R_J) \right) = 0$$  \hspace{1cm} (B.18)

with $e^{IJK} = 1$. As expected from group theory considerations, the component $R_v$ decouples from all others, while $R_s$ and $R_I$ satisfy a coupled system of differential equations. We want
to show that, in spite of these mixings, \( R_v, R_s \) and \( R_I \) admit an \( 1/\bar{r} \) expansion analogous to (B.9). Putting in the explicit value of \( g_{IJ} \) in (B.17) and (B.18) and using the gauge

\[ A^-_t = 0 \]  
(B.19)

we obtain the following system of equations

\[ \frac{1}{\bar{r}} \partial_t (\bar{r} \partial_t R_v) + \omega^2 \left( 1 + \frac{\bar{Q}_1 + \bar{Q}_p}{\bar{r}^2} + \frac{\bar{Q}_1 Q_p}{\bar{r}^4} \right) R_v - \frac{c(l) + 2}{\bar{r}^2} R_v = 0 \]  
(B.20)

\[ \frac{1}{\bar{r}} \partial_t (\bar{r} \partial_t R_s) + \omega^2 \left( 1 + \frac{\bar{Q}_1 + Q_p}{\bar{r}^2} + \frac{\bar{Q}_1 Q_p}{\bar{r}^4} \right) R_s - \frac{1}{\bar{r}} \partial_t (\bar{r} R_v) - i \omega \frac{\bar{Q}_p}{\bar{r}^2} \left( 1 + \frac{\bar{Q}_1}{\bar{r}^2} \right) R_y = 0 \]  
(B.21)

\[ \frac{l(l + 2)}{\bar{r}^2} \left( \partial_t R_s - R_y \right) + \omega^2 \left( 1 + \frac{\bar{Q}_1 + Q_p}{\bar{r}^2} + \frac{\bar{Q}_1 Q_p}{\bar{r}^4} \right) R_y - i \omega \frac{\bar{Q}_p}{\bar{r}^2} \left( 1 + \frac{\bar{Q}_1}{\bar{r}^2} \right) \partial_t R_y = 0 \]  
(B.22)

\[ \frac{1}{\bar{r}^3} \partial_t (\bar{r}^3 R_v) - \frac{l(l + 2)}{\bar{r}^2} R_s + i \omega \frac{\bar{Q}_p}{\bar{r}^2} \left( 1 + \frac{\bar{Q}_1}{\bar{r}^2} \right) R_y - \frac{2}{\bar{r}^3} \left( 1 + \frac{\bar{Q}_1}{\bar{r}^2} \right)^{-1} \left( \bar{Q}_1 + Q_p \right) \left( R_y - \frac{i}{\omega} \partial_t R_y \right) = 0 \]  
(B.23)

\[ \frac{1}{\bar{r}^3} \partial_t (\bar{r}^3 \partial_y R_y) - \frac{l(l + 2)}{\bar{r}^2} R_y + \omega^2 \left( 1 + \frac{\bar{Q}_1 + Q_p}{\bar{r}^2} + \frac{\bar{Q}_1 Q_p}{\bar{r}^4} \right) R_y - \frac{2}{\bar{r}^3} \left( 1 + \frac{\bar{Q}_1}{\bar{r}^2} \right)^{-1} \left( \bar{Q}_1 - Q_p \right) \left( i \omega R_y + \partial_y R_y \right) = 0 \]  
(B.24)

\( \text{(Eq. B.22) is the } I = \bar{t} \text{ component of B.18; eqs. B.23 and B.24 are linear combinations of the } I = t, y \text{ components of B.18.)} \)

\( \text{Eq. B.20 for } R_v \text{ is analogous to eq. B.17; it thus admits an analogous asymptotic expansion, of the form} \)

\[ R_v \approx r_v, e^{i \omega \bar{r}} \left( 1 + \sum_{n=1}^{\infty} \frac{r_v^{(n)}}{\bar{r}^{n/2}} \right) + r_v, e^{-i \omega \bar{r}} \left( 1 + \sum_{n=1}^{\infty} \frac{r_v^{(n)}}{\bar{r}^{n/2}} \right) \]  
(B.25)

When expressed in local orthonormal coordinates, the contribution of \( R_v \) to \( A^- \) is of the type

\[ A^-_t \sim \frac{e^{\pm i \omega \bar{r}}}{\bar{r}^{3/2}} \left( 1 + O(\bar{r}^{-1}) \right) \]  
(B.26)

and thus it again gives rise to a wave carrying finite flux at infinity.

The remaining eqs. (B.21, B.24) are four relations for the three unknowns \( R_s, R_t \) and \( R_y \); this is so because we have used gauge invariance to eliminate one unknown, \( R_t \). It then must be that only three of the four eqs. (B.21, B.24) are linearly independent, and indeed one can
also write

\[ R \]

References

In (B.28) and (B.29) we have organized the powers of \( 1/\ell \) vanish, it is not possible to have a solution in which only \( R \) strategy: solve eq. (B.22) for \( \ell \) and substitute into (B.21), (B.22) and (B.24), which can then be solved for \( \mathcal{R}_s \) and \( \mathcal{R}_y \), iteratively in \( 1/\ell \). To make the behavior at large \( \ell \) more transparent we also write \( \mathcal{R}_s \) and \( \mathcal{R}_y \) as

\[
\mathcal{R}_s = \frac{\tilde{R}_s}{\ell^{1/2}}, \quad \mathcal{R}_y = \frac{\tilde{R}_y}{\ell^{3/2}}
\]

We find

\[
\mathcal{R}_\ell = -\frac{l(l+2)}{\omega^2} \frac{\partial_\ell \tilde{R}_s}{\ell^{5/2}} + \frac{1}{\ell^{7/2}} \left( \frac{l(l+2)}{2\omega^2} \tilde{R}_s + i \frac{\bar{Q}}{\omega} \partial_\ell \tilde{R}_y \right) + O(\ell^{-9/2})
\]

and

\[
\partial_\ell^2 \tilde{R}_s + \omega^2 \tilde{R}_s + \frac{\omega^2 (\bar{Q}_1 + \bar{Q}_p) + 1/4}{\ell^2} \tilde{R}_s + \frac{l(l+2)}{\omega^2 \ell^2} \partial_\ell^2 \tilde{R}_s + O(\ell^{-3}) = 0
\]

\[
\partial_\ell^2 \tilde{R}_y + \omega^2 \tilde{R}_y + \frac{\omega^2 (\bar{Q}_1 + \bar{Q}_p) - l(l+2) - 3/4}{\ell^2} \tilde{R}_y + O(\ell^{-3}) = 0
\]

In (B.28) and (B.29) we have organized the powers of \( 1/\ell \) by assuming that \( \tilde{R}_s \), \( \tilde{R}_y \) and their \( \ell \)-derivatives are of order \( 1/\ell \): By looking at (B.29), we see that this assumption is actually implied by the equations themselves. Note also that the next to leading corrections in (B.29) are of order \( 1/\ell^2 \). We can thus conclude that \( \mathcal{R}_s \) and \( \mathcal{R}_y \) have the form

\[
\mathcal{R}_s \approx \frac{e^{i\omega \ell}}{\ell^{1/2}} \sum_{n=0}^{\infty} \frac{r_{s,n}^{(n)}}{\ell^n} + \frac{e^{-i\omega \ell}}{\ell^{1/2}} \sum_{n=0}^{\infty} \frac{r_{s,-n}^{(n)}}{\ell^n}
\]

\[
\mathcal{R}_y \approx \frac{e^{i\omega \ell}}{\ell^{3/2}} \sum_{n=0}^{\infty} \frac{r_{y,n}^{(n)}}{\ell^n} + \frac{e^{-i\omega \ell}}{\ell^{3/2}} \sum_{n=0}^{\infty} \frac{r_{y,-n}^{(n)}}{\ell^n}
\]

Analogously to the case of the scalar perturbation, the coefficients \( r_{s,\pm}^{(n)} \) and \( r_{y,\pm}^{(n)} \) for \( n > 0 \) are recursively determined from \( r_{s,\pm}^{(0)} \) and \( r_{y,\pm}^{(0)} \), and are finite for any value of \( \omega \) and any finite \( n \). Substituting in (B.28) we have the solution for \( \mathcal{R}_\ell \)

\[
\mathcal{R}_\ell \approx \frac{e^{i\omega \ell}}{\ell^{5/2}} \sum_{n=0}^{\infty} \frac{r_{s,\pm}^{(n)}}{\ell^n} + \frac{e^{-i\omega \ell}}{\ell^{5/2}} \sum_{n=0}^{\infty} \frac{r_{y,\pm}^{(n)}}{\ell^n}
\]

where \( r_{s,\pm}^{(n)} \) are determined in terms of \( r_{s,\pm}^{(n)} \) and \( r_{y,\pm}^{(n)} \) (the leading coefficients \( r_{s,\pm}^{(0)} \) vanish for \( l = 0 \)).

The components \( \mathcal{R}_s \) and \( \mathcal{R}_y \) give rise to nonvanishing energy flux at infinity while \( \mathcal{R}_\ell \) does not contribute to the flux at leading order. Note that because \( \mathcal{R}_\ell \) is zero if both \( \mathcal{R}_s \) and \( \mathcal{R}_y \) vanish, it is not possible to have a solution in which only \( \mathcal{R}_\ell \) is excited, and thus all solutions carry some flux at infinity.
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