Automated Machine Learning can Classify Bound Entangled States with Tomograms
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Abstract For quantum systems with total dimension greater than six, the positive partial transposition (PPT) criterion is necessary but not sufficient to decide the non-separability of quantum states. Here, we present an Automated Machine Learning approach to classify random states of two qutrits as separable or entangled even when the PPT criterion fails. We successfully applied our framework using enough data to perform a quantum state tomography and without any direct measurement of its entanglement. In addition, we could also estimate the Generalized Robustness of Entanglement with regression techniques and use it to validate our classifiers.

1 Introduction

Entanglement is critical for real-world Quantum Information protocols like Quantum Computation [1,2] and Unconditionally Secure Quantum Cryptography [3,4,5]. In this context, non-separable systems with local dimensions with more than two degrees of freedom are especially important due to its tolerance to noise [5].

For quantum systems with total dimension up to six (e.g., two qubits or one qubit and one qutrit), the so-called Peres-Horodecki’s Positive Partial Transposition (PPT) criterion [6,7] is necessary and sufficient. For larger systems, the criterion is sufficient but not necessary and we have entangled states with positive partial transposition [8]. We can find several examples of PPT entangled states (PPTES), also known as bound entangled states, in the literature [8,9,10,11,12,13].

Although we can decide whether a quantum state has Negative Partial Transposition (NPT) or PPT within a polynomial number of operations, there is no operational necessary and sufficient criterion for the separability problem in general, moreover, Gurvits proved this decision problem to be NP-HARD [14,15].
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In case we are willing to pay the computational effort, we can choose an Entanglement Witness (EW) for entanglement detection. In terms of experimental setups, we can implement EWs when we have partial information about the state (cf. the references in [16]), but they are not attractive, since each state has its own optimal witness.

It is not difficult to imagine real-world scenarios in which we will need to decide whether our quantum states are entangled or not in a very short time window. In spite of having numerous schemes to infer entanglement with partial information [17, 18, 19, 20], they usually rely on EWs, especially when we have PPTES. In such time-sensitive scenarios, spending hours to compute optimal entanglement witnesses (OEW) is a luxury, so here we advocate the use of Machine Learning (ML) techniques to characterize entanglement in an efficient post-processing manner, keeping the data gathering as simple as possible.

ML techniques have recently become attractive tools to explore quantum mechanics in different problems [21], for instance, there are successful applications in problems like quantum tomography [22, 23], quantum error correction [24, 25], quantum control [26], assessment of NPT entanglement through Bell inequalities [27, 28, 29], assessment of separability aided by convex hull approximation [30], and quantum phase transitions [31]. In a nutshell, ML is used to build complex models capable of making predictions about difficult problems [32], such as the separability problem described above.

Differently from [27, 28], here we investigate how ML tools deal with harder instances of the classification of entanglement between two qutrits. More specifically, we do not consider a particular family of states with a small number of coefficients, we have a list of randomly drawn states classified as separable (SEP), entangled with positive partial transposition (PPTES), and entangled with negative partial transposition (NPT).

With this list, we chose a scenario in which we possess enough data to perform a quantum tomography of a state \( \rho \) via linear system inversion [33], but no direct measurements of its entanglement. In [30], Lu et al. used tomograms and a "distance" to the separable set using linear programming and convex hull approximation, which can be understood as an entanglement measure like the Robustness of Entanglement [34]. Using such direct measure of entanglement as a feature to train the machine might mask the real hardness of the problem: in principle, one could spend an enormous amount of resources to compute this measure, say \( \alpha \), and \( \alpha \) alone could give us the answer whether \( \rho \) is entangled or not, so the final objective of the trained machine would be dispensable. With that said, we chose to test a harder venue using just tomograms, since they are not closely related to the object in question.

The idea here was first assess the possibility of using a fewer number of features, but it was not possible for random states. Using all coefficients, we applied supervised ML techniques to infer a function that best maps the tomograms to our labels (SEP/PPTES/NPT). In spite of including NPT states in the list, we are particularly interested in the hardest instance of the problem: where Peres-Horodecki criterion cannot decide between SEP/PPTES. For this task, we chose Automated Machine Learning (autoML) schemes [35, 36, 37, 38] and evaluated their performances in this decision problem.

The computational effort to construct this training dataset is herculean, but it pays off when, after the completion of a successfully model, we can decide if a state \( \rho \) is SEP/PPTES and SEP/PPTES/NPT with high probability. In addition, we could also estimate the amount of entanglement in the state using autoML for the regression task of an entanglement quantifier, namely, the Generalized Robustness of Entanglement [39].

This paper is organized as follows: in Sec. 2 we thoroughly explain our methodology for constructing our dataset; in Sec. 3 we explain the automated machine learning and its advantages; in Sec. 4 we discuss our results and, finally in Sec. 5 we conclude and give some future perspectives.
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Fig. 1: Schematic representation of state space with separable states (SEP) $\sigma_{\text{SEP}}$, entangled states with Positive Partial Transposition (PPTES) $\delta_{\text{PPTES}}$, and states with Negative Partial Transposition (NPT) $\rho_{\text{NPT}}$. We also have edge states $\xi^{\text{SEP}}$ and $\xi^{\text{PPT}}$ lying in the frontier between SEP/PPTES and PPTES/NPT, respectively.

2 Dataset

Choosing the right methodology to construct a training dataset is crucial to the quality of the results [40] in any ML task. Sampling random mixed states of a given dimension can be non-trivial for different reasons: (i) we need to specify a probability measure on the set of all density operators of this dimension [41]; (ii) the volume of separable (SEP), entangled states with positive partial transposition (PPTES) and entangled states with negative partial transposition (NPT) are not the same [42, 43, 44]; (iii) there is no operational necessary and sufficient criterion for the separability problem in general.

Our methodological choices for these issues were the following: (i) we chose to sample our mixed states using the Hilbert-Schmidt measure [45, 46]; (ii) since SEP, PPTES and NPT sets have different volumes, we chose to use the same number of examples in each class; (iii) we first split between NPT/PPT using the Peres-Horodecki criterion [47] and, within the PPT, we decided between PPTES/SEP using $\epsilon$-Optimal Entanglement Witnesses ($\epsilon$-OEW) [48, 49] to compute the Generalized Robustness of Entanglement (GR) [39].

We opt for (ii) to balance our dataset, otherwise we would have a small number of SEP and PPTES in the sample [42]. Since the probability of randomly draw a PPTES is low, we used two strategies to sample in this set, explained in the next sections.

It is worth to note that this work differs from [27, 28] in several aspects. Beside the choice of using random states, we also used a different choice of non-separability tests when Peres-Horodecki criterion fails. We chose EWs instead of Doherty et al. [50] $\kappa$-separability hierarchy so we could estimate the amount of entanglement in the state $\rho$ for further use in
the regression test. We also had numerical evidence that using just the lower level ($k = 2$) of the hierarchy lead to even lower probability of asserting PPTES of randomly drawn states, with no addition to the performance in Section 4.

2.1 Dataset with random states of two qutrits

Suppose we draw a random state $\rho \in \mathcal{D} \subset \mathcal{L}(\mathbb{C}^3 \otimes \mathbb{C}^3)$, where $\mathcal{D}$ is the state space, and $\mathcal{L}$ is the set of linear operators in the Hilbert space $\mathcal{H} \simeq \mathbb{C}^3 \otimes \mathbb{C}^3$.

We can write $\rho$ as

$$
\rho = \sum_{i=1}^{d^2-1} \theta_i E_i,
$$

where $E_i$ form a basis in Hilbert-Schmidt space and $\theta_i$ is the solution to the following linear system [33]:

$$
G^{-1} \bar{c} = \bar{\theta}, \quad G_{ij} = \text{tr}(E_i E_j), \quad c_i = \text{tr}(E_i \rho).
$$

We can choose any basis as long as it spans the Hilbert-Schmidt space. Here, we want to avoid measurements on entangled projectors, so we chose the $SU(3) \otimes SU(3)$ generators to simplify the measurement requirements in contrast, for example, to the $SU(9)$ generators in [30].

The Generalized Robustness (GR) [34, 39] is an entanglement quantifier obtainable via entanglement witnesses [48, 49]. GR is the minimal amount of mixing with any state needed to destroy the entanglement in $\rho$, i.e.,

$$
GR(\rho) = \min_{\sigma, \epsilon \in \mathcal{D}} \left( \min_{s \geq 0 \in \mathbb{R}} s : \xi^{SEP} = \frac{\rho + s\sigma}{1 + s} \in \mathcal{SEP} \right),
$$

where $\xi^{SEP}$ belongs to the edge between separable and entangled states (cf. Fig 1). Our $\epsilon$-OEW for GR guarantees that $\rho$ is entangled if $GR(\rho) > \epsilon$, here we chose $\epsilon = 10^{-5}$.

For our learning process, we encoded $\rho$ in the real vector $\bar{c} \in \mathbb{R}^{d^2-1}$ (cf. Eq. (2)). For better adherence to real world applications, we chose tomographic measurements, guaranteeing we have all needed information of $\rho$ but not direct measurements of its entanglement.

We can summarize the algorithm to generate our dataset as follows:

1. Draw a random density matrix $\rho$ according to the Hilbert-Schmidt measure;
2. Compute $GR(\rho)$ using an $\epsilon$-OEW and obtain its edge state $\xi^{SEP}$;
3. Check whether $\rho$ is a PPT state;
4. If $\rho$ is PPT and $GR(\rho) > \epsilon$, we save $\rho$ in our dataset as PPTES;
5. If $\rho$ is PPT and $GR(\rho) \leq \epsilon$, we save $\rho$ in our dataset as SEP;
6. If $\rho$ is NPT and $GR(\rho) > \epsilon$, we save $\rho$ in our dataset as NPT;
7. Encode $\rho$ in $\bar{c}$ using Eqs. (1) and (2) choosing $SU(3) \otimes SU(3)$ generators.

2.2 Dataset with artificial PPTES

As we know that the probability of drawing a PPTES is low, another possible strategy is to increase the odds using what we call artificial PPTES via edge states [51].

In this methodology, we compute Optimal Decomposable Witnesses (d-OEW) [52, 49] for the GR, obtaining the edge state $\xi^{PPT}$, lying in the frontier between PPT and NPT sets.
Table 1: Average fidelity $\langle F \rangle$ between states in the sample.

| Class  | $\langle F \rangle$ |
|--------|------------------|
| Sample | 0.7879           |
| SEP    | 0.7955           |
| PPTES  | 0.7965           |
| NPT    | 0.7712           |

(cf. Fig [1]). We say this is the minimal amount of mixing with any state required to become a PPT state.

Cases where $\xi_{\text{SEP}} \neq \xi_{\text{PPT}}$ are particularly useful, since we can obtain a PPTES with any convex combination between them [51] (cf. Fig [1]). We say they are different in trace-norm given a tolerance of $10^{-3}$.

Thus, we can summarize the algorithm to generate our dataset as follows:

1. Draw a random density matrix $\rho$ according to the Hilbert-Schmidt measure;
2. Compute $GR(\rho)$ using an $\epsilon$-OEW and obtain its edge state $\xi_{\text{SEP}}$;
3. Check whether $\rho$ is a PPT state;
4. If $\rho$ is PPT and $GR(\rho) > \epsilon$, we save $\rho$ in our dataset as PPTES;
5. If $\rho$ is PPT and $GR(\rho) \leq \epsilon$, we save $\rho$ in our dataset as SEP;
6. If $\rho$ is NPT and, consequently, $GR(\rho) > \epsilon$, we save $\rho$ in our dataset as NPT.
7. If $\rho$ is NPT, we also quantify $GR(\rho)$ computing an (d-OEW) and its edge state $\xi_{\text{PPT}}$;
8. Check whether $\xi_{\text{SEP}}$ and $\xi_{\text{PPT}}$ are different in trace norm, e.g., $\frac{1}{2}\|\xi_{\text{SEP}} - \xi_{\text{PPT}}\|_1 > 10^{-3}$;
9. If they are different, we have $\delta = \frac{1}{2}\xi_{\text{PPT}} + \frac{1}{2}\xi_{\text{SEP}}$ and save it as PPTES.
10. Compute GR($\delta$) using an $\epsilon$-OEW;
11. If $GR(\rho) > \epsilon$ we save $\delta$ in our dataset as PPTES;

Since we are including artificially created PPTES in addition to randomly drawn ones, we need to assess whether we have a fair sample in this subset. In Tab. [1] we have the average fidelities,

$$F(\rho, \sigma) = \left| \text{tr} \left( \sqrt{\sqrt{\rho} \sigma \sqrt{\rho}} \right) \right|^2,$$

over states in our dataset. Note a similar average fidelity of PPTES comparing with separable states and, as expected, NPT states are more distant since they have a larger volume in Hilbert space [42].

The final dataset consists of 3254 states of each class in the triple (SEP/PPTES/NPT), with half random and half artificial PPTES, totaling 9762 states. Although we could benefit from a larger dataset, it took about a month using a cluster of 18 cores and 90GB of RAM to sample ten thousand random states and calculate their $\epsilon$-OEW within the desired numerical precision.

3 Automated Machine Learning

Automated Machine Learning (autoML) stands for the automation of some or even all of the following tasks in the ML workflow: feature engineering; model tuning; ensembling; and model deployment. Open source projects such as TPO [53], auto-sklearn [56], AutoKeras
and Auto-PyTorch are common tools used in this endeavor. It is not an exaggeration saying that autoML is a form of learning about learning.

We have a threefold motivation to use autoML: (i) we are dealing with a proved NP-HARD problem without a huge dataset; (ii) autoML can provide useful insights about specific tasks, such as different pre-processing schemes; (iii) autoML has a good cost-benefit in terms of implementation time and performance.

(i) is the crux of the matter, so automatically trying different learning algorithms and architectures is paramount to achieve optimum performance. (ii) although autoML was designed for non-experts, an experienced modeller can extract important insights when analyzing partial results, such as the need for Principal Component Analysis (PCA), feature importance, and so on. Finally, (iii) was achieved with good accuracy and precision within a few hours of training and a couple of minutes to implement it.

Here, we used supervised learning methods, in which we know the output for each input in the sample, with the goal of inferring a function that best maps inputs to outputs. Common supervised learning tasks are: (i) classification, when one needs to map input to discrete output (labels), or (ii) regression, when one seeks to map input to a continuous output set. Typical supervised learning algorithms include: Logistic Regression (LR), Naive Bayes (NB), Support Vector Machines (SVM), K-Nearest Neighbour (KNN), Decision Tree (DT), Extreme Gradient Boosting (XGB), Random Forest (RF), and Artificial Neural Networks (ANN), to cite a few. Our autoML schemes received data points from features $X$ with corresponding target vector $y$, and modeled the conditional probability $p(y|X)$, resulting in a general rule mapping $X \rightarrow y$.

In the next section, we have results for three different tasks: (i) binary classification of PPT states of two qutrits as SEP or entangled with positive PPTES; (ii) multi-classification of SEP vs PPTES vs NPT; and (iii) a regression learning of the Generalized Robustness (GR), an entanglement quantifier defined in Eq. (3). Although (iii) seems a completely different problem, we can see a regression task as a classification using a discretized continuous target. So, we can use this regression to estimate the amount of entanglement in the quantum state and validate our classifiers.

4 Results and Discussion

4.1 Feature Importance

In the previous section, we mentioned the possibility of extracting valuable insights when analyzing partial results using autoML. For example, we can use TPOT for feature importance analysis. TPOT runs a genetic program to explore different pipelines given the raw input and output. It automatically runs standard tests, e.g., analysis of data type, $z$-score, check the relevance of higher powers of the inputs, dimensionality reduction via PCA, hyper-parameters optimization, and so on. It is a good entry point for any autoML project, since we can investigate if one feature is more relevant than the others, which is crucial to diminish the number of used features in a learning process, reducing the computational effort and increasing the robustness against over-fitting.

We tested the feature importance of our dataset using TPOT with 10 generations and a population size of 30. The optimization took about 6 hours to conclude using a standard PC and we confirmed that all 80 features contribute equally to solve the problem. Therefore, we cannot reduce the dimensionality of the data without losing considerable information. Since
Table 2: Testing performance for different ML techniques using the same dataset for the binary classification SEP vs. PPTES. We show the best performing one in boldface. The autoML techniques are TPOT, auto-sklearn, AutoKeras and Auto-PyTorch. The conventional methods are ensemble method AdaBoost, artificial neural network (ANN), support vector machine (SVM), K-nearest neighbors (KNN), decision tree (DT), and random forest (RF).

| ML technique   | Test (%) | PPTES (%) | SEP (%) |
|----------------|----------|-----------|---------|
| TPOT           | 75.3     | 75.0      | 74.1    |
| auto-sklearn   | 73.4     | 75.0      | 71.9    |
| AutoKeras      | 41.6     | 36.0      | 40.0    |
| Auto-PyTorch   | 62.2     | 60.8      | 63.7    |
| AdaBoost       | 66.9     | 68.1      | 65.7    |
| ANN            | 58.4     | 59.9      | 57.0    |
| SVM            | 70.5     | 73.7      | 67.1    |
| KNN            | 48.4     | 99.8      | 0.2     |
| DT             | 53.0     | 56.5      | 49.6    |
| RF             | 70.3     | 67.4      | 73.2    |

our features $c_i$ (from Eq. (2) represents the inner product of $\rho$ against linearly independent observables ($SU(3) \otimes SU(3)$ generators), this result is expected.

This stress the difference when using random states to train machines capable of discerning between unknown coefficients. In case we want to analyze a family of states composed of fewer parameters, the problem simplifies enormously and it is possible to achieve excellent results \cite{27,28}.

For the classification tests, in addition to the features of the vector $\vec{c} \in \mathbb{R}^{80}$, we also included its exponentials, $\exp(c_i) \forall i = 1, \ldots, 80$ and the second-order terms, $c_i \cdot c_j \forall i = 1, \ldots, 80$ and $j = i, \ldots, 80$, totalling 3400 features. All features were standardized to z-scores, i.e., centered to have zero mean and scaled to have standard deviation of one.

4.2 Binary Classification (SEP vs. PPTES)

After deciding the features, the first task is training binary classifiers to discern between separable and entangled states with positive partial transposition. This is especially important when the Peres-Horodecki criterion fails and we need to decide whether $\rho$ is entangled.

To assess the overall performance of each classifier, we split the dataset in two parts: ~ 80% for training and ~ 20% for testing. The idea is to test a trained model with “new information”, so we can ensure the model’s robustness against over-fitting. Thus, we say we have a good model when it achieves a high performance in the testing phase.

We trained different models using different ML techniques within a time window of 6 hours in a standard PC. Their testing performances are in Tab. 2 with the best model in boldface. Notice that all autoML strategies (TPOT, auto-sklearn, AutoKeras, Auto-PyTorch, and AdaBoost) outperformed standard algorithms (ANN, SVM, KNN, DT, and RF). In the testing step, TPOT classified SEP with 74.1% accuracy and PPTES with 76.6%, with a overall performance of 75.3%. The Confusion Matrix (CM) \cite{32} for this test is in Fig. 2.

We faced over-fitting in all models due to the curse of dimensionality and the limited amount of data \cite{54}. In some cases, we could get close to 100% accuracy in the training step, but with terrible performance in the testing phase. Nonetheless, the accuracy of about 75.3% for out-of-sample data using TPOT indicates that ML can be a potential new tool to investigate bound entanglement in high-dimensional systems.
Fig. 2: The testing Confusion Matrix of TPOT classifier. The rows correspond to the output classes (SEP/PPTES) and the columns to the true classes (also SEP/PPTES), having the correctly classified inputs in the diagonal entries and the incorrectly classified in the off-diagonal, with both number of states and percentage of the total number of observations. The last row and column show the percentages of all states predicted to belong to each class that are (in)correctly classified. TPOT achieved an overall performance of 75.3%.

4.3 Multi-classification (SEP vs. PPTES vs. NPT)

Although we can check whether a quantum state is PPT/NPT efficiently, after the successful classification in the previous section, we want to investigate one more class in our autoML framework for a complete entanglement description of two qutrits. The task at hand is a trinary classification of separable, entangled states with positive partial transposition and entangled states with negative partial transposition.

For this task, we split the dataset in ~ 80% for training and ~ 20% for testing, and run the same algorithms from the previous section within a time window of 6 hours in a standard PC. We present the results in Tab. 3 with the best model in boldface. Notice that TPOT still
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outperforms other strategies, accurately classifying SEP with 71.4%, PPTES 62.4%, and NPT with 88.6%, with a overall performance of 73.8%. Its confusion matrix for the testing phase is in Fig. 3.

![Confusion Matrix](image)

| Output Class | SEP | NPT | PPTES |
|--------------|-----|-----|-------|
| SEP          | 9  | 162 | 471   |
| 0.5%         | 8.3%| 24.1%|
| 28.6%        | 73.8%|

| NPT          | 552 | 90  | 3     |
|--------------|-----|-----|------|
| 28.3%        | 4.6%| 0.2%|
| 14.4%        | 85.6%|

| PPTES        | 62  | 418 | 186   |
|--------------|-----|-----|-------|
| 3.2%         | 21.4%| 9.5% |
| 37.2%        | 62.8%|

| Target Class | NPT | PPTES | SEP |
|--------------|-----|-------|-----|
| SEP          | 88.6%| 62.4%| 71.4%|
| 11.4%        | 37.6%| 28.6%| 26.6%|
| 26.2%        | 73.8%|

Fig. 3: The testing Confusion Matrix of TPOT classifier. The rows correspond to the output classes (SEP/PPTES/NPT) and the columns to the true classes (also SEP/PPTES/NPT), having the correctly classified inputs in the diagonal entries and the incorrectly classified in the off-diagonal, with both number of states and percentage of the total number of observations. The last row and column show the percentages of all states predicted to belong to each class that are (in)correctly classified. TPOT achieved an overall performance of 73.8%.

It is impressive how TPOT and auto-sklearncould deal with the curse of dimensionality, achieving an outstanding accuracy for this challenging scenario. The classification set has now several boundaries (cf. Fig. 1): between SEP and PPTES; PPTES and NPT; and between
Table 3: Different machine learning techniques applied to the dataset and the corresponding accuracy for the multi-classification. We show the best performing one in boldface. The autoML techniques are TPOT, auto-sklearn, AutoKeras, and Auto-PyTorch. The ensemble method AdaBoost. The conventional methods are artificial neural network (ANN) support vector machine (SVM), K-nearest neighbors (KNN), decision tree (DT), random forest (RF).

| ML technique | Test (%) | NPT (%) | PPTES (%) | SEP (%) |
|--------------|----------|---------|-----------|---------|
| TPOT         | 73.8     | 88.6    | 62.4      | 71.4    |
| auto-sklearn | 71.9     | 86.1    | 53.2      | 77.2    |
| AutoKeras    | 52.5     | 53.0    | 44.5      | 54.9    |
| Auto-PyTorch | 42.7     | 68.7    | 14.0      | 45.1    |
| AdaBoost     | 64.2     | 95.6    | 48.1      | 73.5    |
| ANN          | 56.0     | 70.3    | 42.4      | 55.6    |
| SVM          | 72.9     | 86.5    | 53.7      | 69.6    |
| KNN          | 34.1     | 0.4     | 0.6       | 99.6    |
| DT           | 43.1     | 48.0    | 35.1      | 45.9    |
| RF           | 69.2     | 85.0    | 45.6      | 76.4    |

SEP and NPT \(^1\) A reduction of the overall performance was expected, especially with a high-dimensional dataset, possessing 3400 features, and 9762 samples. We noticed a poor performance only in the deep learning (DL) autoML methods, known to need a large amount of instances to achieve a convergence \[^{32}\]. Notwithstanding, with overall accuracy of 73.8% for out-of-sample data using TPOT indicates that ML can be a potential new tool to investigate bound entanglement in high-dimensional systems.

4.4 Regression Task

As we mentioned in Sec. \[^2\] regression is a harder problem, we can see it as a multi-classification with an infinite number of classes. Here, the target is the Generalized Robustness, an entanglement quantifier defined in Eq. (3) and calculated for each sample in our dataset with an $\epsilon$-OEW, and $\epsilon = 10^{-5}$ (cf. Sec. \[^2\]).

In spite of starting with low-precision target values, and not possessing a huge dataset to fill the infinite classes, autoML still manages to recover a tendency line of the quantifier. The idea here is to use the regression to validate the previous classifiers and estimate the amount of entanglement in the state to some degree. Thus, higher values for the predicted GR can give us confidence about the entanglement of an unknown state.

In Tab. \[^4\] we have a comparison of different ML techniques for the regression task, with the best model in boldface. Since Auto-sklearn still very incipient for this task, we chose to remove it from this comparison. The autoML also proved to be efficient in this task, outperforming standard algorithms. To achieve the best performance, AutoKeras had an extra fine-tuning, called final fit, which took an extra hour in addition to the 6 hours in our time window. This extra fine-tune was responsible for a reduction of almost 5% in the Mean Absolute Error (MAE).

We show the target values (sorted from minimum to maximum) and its corresponding regression using AutoKeras in Fig. \[^4\] with a MAE of $L1 = 0.0335$. For a better plotting experience, we reduced the density of points by a factor of a hundred.

\[^1\] Werner states \[^{66}\] is a one-parameter family from SEP to NPT without passing through PPTES.
Table 4: Different machine learning techniques applied to the dataset and their verified mean absolute error (MAE) on the test set. The autoML techniques are TPOT, AutoKeras, and Auto-PyTorch. The conventional methods are artificial neural network (ANN), support vector machine (SVM), K-nearest neighbors (KNN), decision tree (DT), random forest (RF).

| ML technique   | MAE  |
|----------------|------|
| TPOT           | 0.0373 |
| AutoKeras      | 0.0335 |
| Auto-PyTorch   | 0.0347 |
| ANN            | 0.0350 |
| SVM            | 0.0383 |
| KNN            | 0.0500 |
| DT             | 0.0649 |
| RF             | 0.0463 |

Fig. 4: In blue (circle) the Generalized Robustness (cf. Eq. 3) and in red (star) the ML prediction considering around 9000 test set points after an autoML model has been trained and deployed with AutoKeras package, with a mean absolute error (MAE) of 0.0335.

In case we want a model with a more accurate description of the quantifier, one should increase the number of samples in the dataset, so the density of points in each of these infinite classes represents the set accordingly.

Finally, we can establish a threshold in which we can trust the predictions as a function of our achieved MAE. For example, we can define a conservative threshold, $\delta \equiv 3 \times L_1 \approx 0.1$, so, when the machine outputs GR greater than $\delta$ we say the state is entangled. Note that, for smaller values (GR < 0.1), the output is almost an upper-bound, meaning that the true value is smaller than the prediction. On the other hand, for large values (GR > 0.25) the predictions establish a lower-bound and the true value is larger than the prediction. For the
intermediate region \((0.1 < GR < 0.25)\), although we cannot assess upper/lower bounds, it satisfies the criterion to be larger than \(\delta = 0.1\), and the state can be said to be entangled.

5 Conclusion

In this work, we used Automated Machine Learning (autoML) to successfully classify random quantum states of two qutrits as separable (SEP), PPT entangled state (PPTES), or NPT. We chose a scenario in which we possess enough data to reconstruct \(\rho\) via linear system inversion, but no direct measurements of its entanglement. In addition to classification in terms of SEP/PPTES/NPT, we could also estimate the amount of entanglement in the state using autoML for a regression of the Generalized Robustness of Entanglement. In conclusion, if we use both classifiers and the regression, we can decide whether an unknown state is entangled and validate one test using others.

We could successfully apply our framework even in the hardest instance of the problem, when the Peres-Horodecki criterion cannot decide whether a quantum state is separable or entangled with positive partial transposition. With autoML, for the binary (SEP vs. PPTES) task, TPOT accurately classified SEP with 74.1% and PPTES with 76.6%, with an overall performance of 75.3%. For the multi-classification (SEP vs. PPTES vs. NPT), TPOT accurately classified 71.4% of SEP, 62.4% of PPTES and 88.6%, of NPT states, with an overall performance of 73.8%. Finally, we achieved the mean absolute error of 0.0335 for the regression problem with a conservative confidence threshold of \(GR_{ML} > 0.1\) for entanglement assessment and validation of our classifiers.

Our result is less accurate than the one in [30], however we must emphasize we used no features intimately related with entanglement, that is, our machine is able to infer whether a two-qutrit system is entangled solely with tomograms. This opens the possibility of using the machine in real applications, since it eliminates the high computational cost involving any type of entanglement estimate.

To achieve models with higher performance in any of the presented tests, one should increase the number of samples. We trained our models with a dataset containing both random and artificial PPTES states \((cf.\ Sec.2)\) and we have a strong numerical evidence that artificially created PPTES using the method in Sec.2 is a good strategy to overcome the low probability to draw a random PPTES state using the Hilbert-Schmidt measure.

This computational effort can pay off when we can decide the entanglement of a random state efficiently and with high probability. So, a global repository of correctly labeled states could help the community to train better machines and also validate the results, since we would have a larger number of groups working with the same dataset. This could be paramount in real-time applications, like quantum communication protocols.

We can also conclude that, given the hardness of the problem, we have a strong evidence that autoML can be beneficial to supervised ML tasks of all sizes and scales, including problems with smaller datasets, paving the way for future investigations using this framework.
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