Evaluating the Usefulness of Unsupervised monitoring in Cultural Heritage Monuments
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Abstract. In this paper, we scrutinize the effectiveness of various clustering techniques, investigating their applicability in Cultural Heritage monitoring applications. In the context of this paper, we detect the level of decomposition and corrosion on the walls of Saint Nicholas fort in Rhodes utilizing hyperspectral images. A total of 6 different clustering approaches have been evaluated over a set of 14 different orthorectified hyperspectral images. Experimental setup in this study involves K-means, Spectral, Meanshift, DBSCAN, Birch and Optics algorithms. For each of these techniques we evaluate its performance by the use of performance metrics such as Calinski-Harabasz, Davies-Bouldin indexes and Silhouette value. In this approach, we evaluate the outcomes of the clustering methods by comparing them with a set of annotated images which denotes the ground truth regarding the decomposition and/or corrosion area of the original images. The results depict that a few clustering techniques applied on the given dataset succeeded decent accuracy, precision, recall and f1 scores. Eventually, it was observed that the deterioration was detected quite accurately.
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1. Introduction

Cultural Heritage assets (monuments, artefacts and sites) suffer from on-going deterioration through natural disasters, climate change and human negligence or interventions. Monuments are defined as structures created by a person or event and they symbolize a historic period of the corresponding place due to its artistic [1], historical, political, technical or architectural importance [2]. UNESCO considers as a first priority the preservation and valorisation of the tangible/intangible Cultural Heritage and applies innovative techniques for the capturing, digitizing, documenting and preserving prestigious monuments [3], [4].

Early detection of decay and deterioration is essential to preserve monuments. Material degradation leads to the failure of the the buildings components. Non-destructive techniques utilized for detection of monument decay. Most of these techniques come from the scientific fields of computer vision, whose great goal is the extraction of information regarding regions of interest (ROIs) from images or sequences of images [5].
The state-of-the-art for 3D/4D documentation and modelling of complex sites utilizes multiple sensors and technologies (e.g., LIDAR, photogrammetry, in-situ surveying, hyperspectral sensors) in order to define the preservation status of the monument. The efficient use of these tools can give significantly better material detection and object recognition, and thus to identify even the smallest differences in spectral signatures of various objects. This continuous development of new sensors, data capturing methodologies, computer vision algorithms, multi-resolution 3D/4D representations and the improvements of existing ones are contributing significantly to the growth of the interdisciplinary cultural heritage domain.

Hyperspectral images are more suitable than RGB ones since they provide a large amount of information (high-spatial and high spectral resolution), allowing identifying the screened materials based on their chemical composition rather than only their size, shape, and visible colour. Moreover, the recent advancement of sensors technologies has led to the development of hyperspectral imaging sensors with higher spectral and spatial resolution on-board various satellite, aerial, UAV and ground acquisition platforms.

In our study, we exploit image clustering techniques on hyperspectral images to detect and evaluate the corrosion of the stones on cultural heritage assets. In more details, an automated mechanism is proposed for the detection of the ROIs in an unsupervised way. In other words, the evaluation of specific ROIs identifiability, using unsupervised clustering techniques, is being attempted.

2. Related work

A plethora of methods for assessing and detecting the deterioration of stone monuments are available to researchers. Those methods are distinguished into (a) destructive and (b) non-destructive techniques. The main drawback of the destructive approach is that a valuable piece of monument structure is taken. On the other hand, the non-destructive approaches utilize methods that extract features of the examined surface in order to detect cracks, defects in the architectural surface and material degradation.

In [2], the authors proposed a method to identifying the exterior and interior surface flaws. This approach provides elastic features of the architectural structure materials in order to detect the crack and inclusion in the building taking into consideration the affected layer inside the material. In [10], the authors introduced a fuzzy clustering approach for extracting the local variance feature from an image. This method applied to define the transitional features implementing hybrid segmentation. In [11], the authors exploited infrared thermography to diagnose materials decay taking into account different historical periods. This approach is used as a tool in the diagnostic level, for the detection of invisible superficial cracks or disparities, as well as the revelation of moisture presence within structures.

In the case of cultural heritage, techniques such as clustering can be applied from archaeological artifacts to the entire archaeological site. In [12] the authors used multispectral images from different geomatic sensors, trying to define different construction materials and the main pathologies of Cultural Heritage elements by combining active and passive sensors recording data in different range. During this study, the unsupervised clustering method K-means is proposed. The results shows that an ideal sensors calibra-
Figure 1. The proposed methodology workflow. Firstly, the original images are being converted to flat image arrays. At a second step, these flat images are used as input to clustering methods. Then, the clustering labels are produced. Finally, the clustered images are being constructed by the clustering labels and the performance metrics are being calculated for each clustering method.

tion can provide more accurate clustering. In [13] the authors used 3D models and data mapping on 3D surfaces in the context of the restoration documentation of Neptune’s Fountain in Bologna. In [14] the authors used machine learning classifiers, support vector machines and classification trees for the masonry classification. In [15] the authors developed a correlation pipeline for the integration of semantic, spatial and morphological dimension of a built heritage.

3. Methodology Overview

Cluster based machine learning approaches have been used for the detection of the wall corrosion, regarding the aforementioned historic monument. As described in [16], clustering is an unsupervised learning technique that is being applied to data in order to group them into clusters according to some common characteristics. Several well known clustering algorithms were applied to the images of this study like K-means, Meanshift, Spectral, Birch, DBSCAN and Optics [17].

The data set, used for the purposes of this study, contains hyperspectral images with 42 channels, which represent the several frequencies of the electromagnetic spectrum. The first step of the proposed approach is the conversion of the initial images to flat image arrays, as shown in Figure 1. At this stage, the image content is in the appropriate form defined by the clustering methods. The application of the clustering algorithms bring as result an array with labels that correspond to the produced clusters. Finally, these arrays of labels are used to build the so-called clustered images and to calculate the performance metrics of each clustering method.

3.1. Our contribution

The major outcome of this study is the development of an automated mechanism for the detection of several deterioration types on historical walls. To achieve this, a pipelined
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approach was followed for the decomposition of the initial images, the clustering fitting procedure, the construction of the clustered images and their comparison with the annotated ones. A pixel based processing was applied to the images, offering a more detailed analysis. Another aspect of this study is the hyperspectral images selection as part of the dataset, since a correlation between the wall deterioration and the additional information from across the electromagnetic spectrum of the image was attempted.

4. The experimental Setup

Our proposed dataset consists of 14 final hyperspectral images of the Fort of Saint Nicholas, with 42 channels for each image. These measurements carried out using the HyperView \[18\] multi sensor hyperspectral sensing platform by 3D-one. This HyperView system is a dual head system combining one Visual (VIS) snap-shot camera and one Near Infrared (NIR) snap-shot camera, which are connected on a EP-12 board. These cameras acquire only one band per pixel (instead of acquiring all spectral bands for every pixel) while they acquire all the bands in small windows, 4x4 for the VIS head and 5x5 for the NIR head.

Then, the raw images turn into a low resolution hyperspectral image (1/4th or 1/5th of the initial resolution for VIS and the NIR camera respectively), an intermediate hyperspectral image and the final pansharepened hyperspectral image.

![Image 1](image1.png)  ![Image 2](image2.png)

(a) The original image  (b) The annotated image

Figure 2. Less than 30% of the wall is affected by the erosion. In the left image a small part of the wall looks brighter from the sunrays so is not considered as damaged.

4.1. The annotation process

First step of the annotation process was the selection of the hyperspectral image channels that correspond to the natural colours. The appropriate channel combination is the following triplet: 15th channel for Red, 6th channel for Green, and 3rd channel for Blue. Next step was the highlighting of the ROIs, using white colour. The rest of the image was coloured black in order for the damaged areas to be more clearly distinctive. In Figure 2a the annotation process that implemented to one of the hyperspectral images, is presented. In the left photo (Figure 2a) the image with the natural colours is shown, while in the right one (Figure 2b) the corresponding annotated image is depicted.
4.2. Clustering areas depiction

The corrosion of the stones could be characterised by the different colour and the roughness of the relevant area surface on the corresponding images of the dataset. Thus, different clustering techniques could offer alternative views of the same data. In Figure 3a, the original image of the monument wall is depicted. Figure 3b presents the outcome of the K-means clustering algorithm, applied to that specific image, while Figures 3c, 3d depict the Birch and the Spectral partitioning accordingly.

![Figure 3a: The original image](image1)
![Figure 3b: The K-means clustering method](image2)
![Figure 3c: The Birch clustering method](image3)
![Figure 3d: The Spectral clustering method](image4)

Figure 3. In Figure (a), the original hyperspectral image is presented, while in Figures (b), (c), (d) the images produced by methods K-means, Birch and Spectral are presented accordingly.

5. Evaluation of Clustering methods

5.1. Clustering algorithms characterization

Essential part of this study is the characterization of the several clustering techniques regarding their performance. Metrics such as Calinski–Harabasz [19], Davies–Bouldin [20] indexes and Silhouette value [21] were calculated for the initial evaluation of the clustering methods.

For the calculation of these metrics, some definitions and assumptions should be provided. Let K denotes the number of clusters \( \{C_k\}, k = 0, 1, 2, \ldots, K \). Let \( X = \{x_1, x_2, \ldots, x_N\} \) be a vector containing N objects, where \( x_{ij} \) denotes the jth element of \( x_i \). The grouping of all objects \( x_i, i = 1, 2, \ldots, N \) in K clusters can be defined as follows:

\[
w_{ki} = \begin{cases} 1, & \text{if } x_i \in C_k \\ 0, & \text{otherwise.} \end{cases}
\] (1)
Eq. 1 ensures the uniqueness of the object to cluster association, which is a valid case for both hierarchical and partitioning cluster analysis. The Calinski–Harabasz index (CHI) is described by the Eq. 2:

$$CHI(k) = \frac{T_B/(K-1)}{T_W/(K-1)}$$

Where $T_B = \sum_{k=1}^{K} |C_k||C_k - \bar{x}|$, $T_W = \sum_{k=1}^{K} \sum_{i=1}^{N} w_{ki} \|x_i - C_k\|^2$

According to [21], the maximum CHI value is associated with the optimal partitioning of the given data. By using constant number of clusters for all clustering methods, the most fitting one gives the maximum CHI value. The Davies–Bouldin index (DBI) is an internal evaluation scheme, where the quality of the clustering is being examined according to information extracted directly from the given dataset. The DBI is defined by the Eq. 3:

$$DB(k) = \frac{1}{K} \sum_{k=1}^{K} R_K$$

where $R_K = \max\left(\frac{S_k + S_j}{d_{kj}}, j = 1, 2, ..., K, j \neq K\right)$, $d_{kj} = \|\bar{x}_k - \bar{x}_j\|$, $S_K = \frac{1}{\sum_{i=1}^{N} w_{ki}} \sum_{i=1}^{N} w_{ki} \|x_i - \bar{x}_k\|$.

The minimum DBI value is related to the best partitioning solution. Thus, by using constant number of clusters for all clustering methods, the most fitting one gives the minimum DBI value. The silhouette value shows the similarity of an object regarding the cluster it belongs, compared to other clusters. The silhouette value is described by the Eq. 4

$$s(x_i) = \frac{b(x_i) - a(x_i)}{\max(b(x_i), a(x_i))}$$

where $a(x_i)$ represents the average dissimilarity of the object with all the other data in the same cluster and $b(x_i)$ represents the lowest average dissimilarity of the object to any other cluster. Since, Silhouette value ranges from -1 to 1, a value close to 1 ensures that the object is well matched to its own cluster.

5.2. Ground truth verification

To evaluate the outcome of the clustering methods, a set of annotated images was used that denote the ground truth regarding the corrosion area of the initial images. So, a com-
parison between the annotated and the clustered image was performed, using accuracy, precision, recall and f1 scores [22]. The detailed procedure is depicted in Figure 4 and is distinguished into (a) conversion of annotated and clustered images to flat image arrays, (b) assignation of colour triplets (RGB) to specific identifiers that represent the clustering labels and the corresponding clustering colour, (c) accuracy, precision, recall and f1-scores calculation and (d) design of the corresponding graphs.

In Figure 5 a simple example case is shown which offers a more descriptive view of the evaluation process. The initial images are being converted to RGB arrays. Each distinct RGB triplet is being assigned to a unique identifier that represents a specific cluster label (1-6) or one of the two distinct areas of the annotated images (0, 10). The two single-dimensional arrays are being adapted to the current clustering label which is under examination. Each identifier with number 10 of the annotated image single-dimensional array is being replaced by the identifier of the current clustering label. Each position of the clustered image single-dimensional array is being set to zero except from those which contain the same identifier of the current clustering label. The final single-dimensional arrays are used for the calculation of accuracy, precision, recall and f1 scores. This procedure is being repeated for each of the clustering labels (1-6). The most matching clustering label was extracted.

Figure 4. The clustered images evaluation. The annotated and the clustered images are being converted to flat RGB arrays. Each distinct RGB triplet gets associated to a unique identifier, representing the cluster label. The single dimensional arrays with the unique identifiers are combined for the calculation of accuracy, precision, recall and f1 scores

6. Experimental results

As it was mentioned above, the initial evaluation of the clustering techniques was performed using the cluster indexes (Calinski–Harabasz, Davies-Bouldin, Silhouette), which are characterized as internal metrics. According to Davies-Bouldin metric, Meanshift clustering technique presents the best partitioning quality, since its value is the closest to 0. At the same time, Meanshift seems to achieve better similarity among the objects of a common cluster because the Silhouette value is closer to 1 than in any other case (Figure 6).

A secondary, more practical approach was used for the evaluation of the clustering methods by comparing the clustered images with the annotated ones and calculating the
performance scores accuracy, precision, recall and f1 (Figures 7, 8). From this evaluation, it arises that DBSCAN was the most fitting technique, since it achieved the best scores. Consequently, despite the better internal performance metrics of Meanshift, DBSCAN proved to be the technique that identified more sufficiently the ROIs of the given images.

Figure 6. In this graph, the average cluster indexes (Calinski–Harabasz, Davies-Bouldin, Silhouette) for each clustering technique is presented. As shown, Meanshift method achieved the best performance, since its DBI is closest to 0 and Silhouette value is the closest to 1.

7. Conclusion

In our approach, we investigated whether the spectral signatures suffice to distinct various ROIs using trivial unsupervised machine learning techniques. Therefore, we investigate various clustering approaches to identify the feasibility of such methods. According to the results, unsupervised techniques can provide an early, still appropriate mechanism regarding the identification of certain regions of an image (monitoring, defect recognition).
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**Figure 7.** In this graph, the average accuracy and F1 performance scores are presented. As shown, DBSCAN achieved the best results.

**Figure 8.** In this graph, the average precision and recall performance scores are presented. As shown, DBSCAN achieved the best results.
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