Abstract

Reconstructing 3D models from large, dense point clouds is critical to enable Virtual Reality (VR) as a platform for entertainment, education, and heritage preservation. Existing 3D reconstruction systems inevitably make trade-offs between three conflicting goals: the efficiency of reconstruction (e.g., time and memory requirements), the visual quality of the constructed scene, and the rendering speed on the VR device. This paper proposes a reconstruction system that simultaneously meets all three goals. The key idea is to avoid the resource-demanding process of reconstructing a high-polygon mesh altogether. Instead, we propose to directly transfer details from the original point cloud to a low-polygon mesh, which significantly reduces the reconstruction time and cost, preserves the scene details, and enables real-time rendering on mobile VR devices.

While our technique is general, we demonstrate it in reconstructing cultural heritage sites. We for the first time digitally reconstruct the Elmina Castle, a UNESCO World Heritage site at Ghana, from billions of laser-scanned points. The reconstruction process executes on low-end desktop systems without requiring high processing power, making it accessible to the broad community. The reconstructed scenes render on Oculus Go in 60 FPS, providing a real-time VR experience with high visual quality.

Introduction

Historic sites of cultural significance are being destroyed on a daily basis. While it is impossible to fully prevent this, we can digitally preserve important historic sites by reconstructing these sites in 3D before destruction for later research. Apart from academic research, reconstructing cultural heritage sites is also instrumental to educating and entertaining the general public; websites such as CyArk [2], Open Heritage 3D [5], and Bermuda 100 [1] promise to let people virtually visit “the world’s most famous monuments in immersive and accurate 3D.” Humanities and education researchers have long advocated using digital interactive games/simulations to transport students across time and space to better understand the past and other cultures [16, 11, 18, 35].

This paper describes our effort to reconstruct Elmina Castle, a historical slave trade castle and a UNESCO World Heritage Site in Ghana, from large-scale laser-scanned point clouds, which we collected during field trips to Ghana over the past three years. We target mobile Virtual Reality (VR) headsets, e.g., Oculus Go, which provide an ideal platform for immersive experience but also present the challenge of limited processing power.

Besides the historical and humanitarian significance of the reconstructed site itself, we present a reconstruction workflow that addresses two technical challenges: 1) the reconstruction algorithm must generate 3D models that can be rendered in real-time on resource-limited mobile VR devices with high quality, and 2) the reconstruction algorithm itself must be lightweight so as to be accessible to the broad archaeology community. Let us elaborate.

First, rendering large-scale 3D models on mobile VR headsets is challenging due to the limited amount of compute resources. A 3D model of even a single room in Elmina Castle has millions of polygons, which render at merely 10 FPS on Oculus Go. Existing workflows either simply use a low-polygon mesh or decimate a high-polygon mesh [13, 15] (i.e., remeshing). Both yield smaller meshes and improve the rendering speed but usually come at a cost of losing critical scene details, which is disruptive when closely examining an artifact.

Second, we also aim to develop a lightweight reconstruction workflow that makes reconstructing heritage sites from huge point clouds more accessible to historians and archaeologists, who may not have access to powerful computers and could not afford long reconstruction time. For instance, the entire scan of Elmina Castle contains 33 billions of points; reconstruct the castle on a high-end Intel Xeon server with 256 GB RAM and 2 Nvidia GTX 1080Ti GPUs takes three weeks, which in reality is even longer because the constructed mesh could be iteratively edited.

Our reconstruction workflow simultaneously addresses the two challenges above. We completely skip high-polygon meshes altogether. Instead, we use a low-polygon mesh as the base representation of the scene, and then transfers the details, e.g., color and normal, directly from the original point cloud to the low-polygon mesh. Our reconstruction workflow is lightweight and fast since we never reconstruct a high-polygon mesh throughout the whole process. The reconstructed model can be rendered in real-time since the underlying representation is a low-polygon mesh, which, critically, is associated with high-quality texture information transferred from the original point clouds.

Overall, our reconstruction system achieves a wall-clock speedup of up to 3.1 times compared with an existing commercial reconstruction workflow. On average, our reconstruction system converts scans with over 30 million points to meshes with 200 thousand polygons, which render in 60 FPS on Oculus Go, a representative mobile VR headset, while presenting a desirable visual quality, evaluated both objectively and subjectively.

To encourage further digitization of the castle and provide immersive learning, research, and education experience to people who could not visit the castle in person, our system is available at https://github.com/horizon-research/3D-Reconstruction-From-Point-Cloud.
Why Digitally Reconstructing Elmina Castle?

Historical Significance

Elmina Castle (Figure 1) is the first European trading base constructed in Sub-Saharan Africa. Built in 1482 by the Portuguese, Elmina Castle is a major center for directing the African slave trade and the oldest site of sustained Euro-African contact and commerce in Sub-Saharan Africa. The castle, whose importance is only heightened by COVID-19, is a well-studied problem in the literature [19, 20], and there are mature open-source and commercial software and libraries such as PCL [33], CGAL [37], MeshLab [12], and Metashape [7].

Humanity

Elmina holds personal relevance for tens of millions of people globally. Elmina Castle is a major center for directing the African slave trade and the oldest site of sustained Euro-African contact and commerce in Sub-Saharan Africa. Under the Ghana Museums and Monuments Board, the castle is scanned with 77 million points, which when simplified to under 100 thousand polygon mesh greatly loses visual details. Our experiments show that this is a conservative estimate. In general, a mesh with about 400 thousand faces renders in 60 FPS, but even a 400 thousand polygon mesh greatly loses visual details.

Research and Education

Virtually reconstructing Elmina has significant research value for archaeologists, historians, and mechanical engineers. For instance, archaeologists use the reconstructed fabric of the castle’s floors, walls, and ceilings to date the castle’s various rooms and determine the structure’s evolution. Early Portuguese parts of the castle would be indicated by the use of mud mortar, thin red bricks, and roof tiles imported from Portugal. Later Dutch repairs and expansions of the castle incorporated lime mortar, imported yellow Dutch bricks, and angled ramparts designed to sustain cannon fire. Mechanical engineers could view the reconstructed model to dynamically model the monument’s structural integrity and recommend repairs.

Scanning System

Over a three-year span, we use a FARO Focus3D X 130 laser scanner [3] to generate colored point clouds for each of the castle’s 120 rooms and exterior areas (Figure 2). For each scan, the time-of-flight ranging unit first generates a raw (colorless) point cloud of the scene; on a separate pass, a color camera built-in with the scanner captures the color images, which are then later registered with the raw point cloud to generate a colored point cloud.

Overlapped individual scans within rooms were first registered using FARO’s Scene software; the outliers were then removed to create the final dense point cloud, which covers every room. By combining a total of 427 individual scans, the point cloud for the entire castle exceeds 33 billion points with an average resolution (distance between neighboring points) of 1.9 mm. In tests conducted offline, our scans have a point accuracy of 4.7 mm overall; most rooms have point accuracies under 2.0 mm.

Point Cloud Reconstruction for Mobile VR

While it is possible to directly render the point clouds [34, 9], doing so has two key disadvantages. First, pure point clouds are just not visually appealing. Users can see “holes” in the scenes, which is particularly disruptive when users want to closely examine a historical artifact. Second, many VR use-cases such as virtual tours allow users to interact with the scene, e.g., walking around the castle, or observing avatars of historical figures living/working in the castle, which in turn requires a continuous surface to simulate collision for realistic interactions. Thus, we reconstruct polygon meshes from the colored point clouds.

Design Objectives

Real-Time Rendering Speed and Desirable Visual Quality

To faithfully represent the details of a scene a high-polygon dense mesh is preferred. Constructing meshes from point clouds is a well-studied problem in the literature [19, 20], and there are mature open-source and commercial software and libraries such as PCL [33], CGAL [37], MeshLab [12], and Metashape [7].

However, dense meshes are hard to render in real-time, especially on mobile VR devices. Oculus Go suggests to keep the number of polygons under 100 thousand in order to achieve real-time rendering (60 FPS) [4]. On average, each room in the castle is scanned with 77 million points, which when simplified to under 100 thousand polygon loses much of the surface details that are critical for education, virtual tourism, and historical studies.

Reducing Reconstruction Overhead

To mitigate the loss of details while retaining high rendering speed, a common solution would be to decimate a high-polygon mesh to generate a
This paper proposes a reconstruction system that achieves high reconstruction efficiency (speed and RAM requirement) as well as high rendering speed and visual quality simultaneously. Specifically, our goal is to combine the best of both worlds: delivering a reconstruction workflow that has a similar efficiency as using low-polygon meshes only while meeting (and even outperforming) the rendering quality of transferring details from a high-polygon mesh to a low-polygon mesh.

Point-based Detail Transfer

We propose a new reconstruction pipeline that directly transfers information from point cloud obtained from the laser scanner to low-polygon meshes without reconstructing high-polygon meshes altogether. This achieves both high reconstruction and rendering efficiency while preserving the visual details in the laser scan. We first provide an overview of the pipeline followed by describing our point-based detail transfer algorithm.

Pipeline Overview

Figure 3 shows the end-to-end reconstruction pipeline, which takes a laser-scanned colored point cloud as the input, and generates the mesh along with the texture and normal maps, which are then used for rendering on mobile VR platforms.

The input point cloud is first triangulated to generate a low-polygon mesh. We control the mesh to have a small amount of polygons to enable real-time rendering. For instance, when targeting Oculus Go, the mesh has at most 100 thousand polygons, which are about the threshold to deliver a 60 FPS rendering as suggested by Oculus [4]. We unwrap the mesh to generate the UV map, from which we bake the texture map and the normal map. Note that directly using these texture/normal maps for rendering would lead to low visual quality, because the texture and normal maps are generated from a low-polygon mesh. To increase the details in the texture/normal maps, one could increase the polygon count in a mesh at the cost of higher mesh reconstruction time and lower rendering speed. The left and middle panels in Figure 5 below illustrate these two approaches.

Instead, our pipeline retains the same low-polygon UV map, but generates the textures and normals using information directly from the point cloud — hence point-based detail transfer. The right panel in Figure 5 illustrates this idea. We first map points from the point cloud to the low-polygon mesh (single triangle in this illustration); each pixel in the texture map is then interpolated using both the triangle vertices and the mapped points.

Compared to the low-polygon approach (left panel in Figure 5), our method provides more visual details because the textures/normal maps are generated using more information (triangle vertices + points vs. just triangle vertices). Compared to the high-polygon approach (middle panel in Figure 5), our method uses only a low-polygon mesh, and thus is faster.
Algorithm 1: Details transfer from a colored point cloud to a UV map, which is unwrapped from a mesh that is constructed.

\begin{algorithm}
\caption{Details transfer from a colored point cloud to a UV map, which is unwrapped from a mesh that is constructed.

\textbf{Input}: Point cloud $P$ represented as an octree;
\textbf{Mesh} $M$ constructed from $P$;
\textbf{UV map} $U$ unwrapped from $M$.
\textbf{Result}: Texture map $T$, Normal map $N$.
\begin{algorithmic}[1]
\Function{Transfer}{$P$, $M$, $U$}
    \For{Triangle $m$ in $M$}
        \State Find points in $P$ that are likely on $m$
        \State $P \leftarrow \text{FindPointsInPointCloud}(P, m)$;
        \State Map $P$ to the UV map $U$
        \For{Point $p$ in $P$}
            \State $c \leftarrow$ project $p$ to $m$ and return the barycentric coordinates of $p$ w.r.t. $m$;
            \State $q \leftarrow$ the point in $t$ whose barycentric coordinates are the same as $c$;
            \State $Q \leftarrow q$;
        \EndFor
        \State $t \leftarrow$ triangle in $U$ corresponding to $m$;
        \State $S \leftarrow \text{Triangulate}(Q, t, \text{vertices})$;
        \State $\text{Rasterize } t$ by triangular interpolation
        \For{Pixel $x$ in Triangle $t$}
            \State $s \leftarrow$ the triangle in $S$ that bounds $x$;
            \State $N[x] \leftarrow$ interpolating $s$’s normal from $s$;
            \State $T[x] \leftarrow$ interpolating $s$’s color from $s$;
        \EndFor
        \State return $T$, $N$;
    \EndFor
\EndFunction
\end{algorithmic}
\end{algorithm}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{Three ways to generate texture (and normal). Left: interpolate from a low-polygon UV map (single triangle here); Middle: interpolate from a high-polygon UV map; Right (our method): map points from the point cloud to a low-polygon UV map, and then interpolate using the vertices and points.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{Pseudocode of our details transfer algorithm, which transfers details from a colored point cloud to a UV map, which is unwrapped from a mesh that is constructed from the point cloud.}
\end{figure}

\section*{Detail Transfer Algorithm}

Figure 6 shows the pseudo-code of the point-based detail transfer algorithm. The goal is to map points from the point cloud to the (low-polygon) UV map so that we can generate the texture and normal maps with rich information to retain visual details. For each triangle in the mesh, we identify all the points in the point cloud that are likely on the triangle (Line 5). This is done by filtering points using their normals and distances to the triangle (Line 20 – 28): points that are close to the triangle and whose normals are similar to the triangle normal are likely on the triangle and thus will be mapped to the UV map. The thresholds use for the distance and the angle between point and triangle are 4.0 and 120°, respectively. These parameters can be easily adjusted, and we empirically find that this setting works the best.

We map a point $p$ from the point cloud to the triangle in the UV map in a way that keeps the barycentric coordinates of $p$ constant with respect to the triangle (Line 6 – 10); i.e., without changing the relative position of $p$ in the triangle. After point mapping, each triangle in the UV map could contain several points mapped from the point cloud. Each point is associated with its color and normal as in the point cloud. The right panel in Figure 5 shows an example of a triangle with 7 points mapped from the point cloud.

With the transferred points, we can now generate the texture and normal maps (Line 11 – 17). This is done by iterating over each triangle in the UV map and calculating the color and normal values of each pixel in the triangle. To leverage the transferred points in each triangle $T$, we first triangulate $\{T.V, T.P\}$, where $T.V$ and $T.P$ denote the vertices of $T$ and the transferred points in $T$, respectively. For each pixel $p$ in $T$, we find its bounding triangle from the triangulation results and use triangular interpolation to calculate the pixel’s texture and normal. The same transfer process is applied to both the texture map and normal map, which along with the low-polygon mesh are fed into a VR rendering engine, e.g., Unity in our case, finishing our end-to-end pipeline.

\section*{Evaluation}

We first describe our experimental methodology. We then show that the rendering quality of our system is competitive or better than today’s typical reconstruction workflow, both objectively and subjectively, followed up by showing that our system is much faster and more resource efficient than today’s workflow.

\section*{Experimental Setup}

\textbf{Implementation Details} We use an average capture 8 scans of each room in the castle. We use FARO’s Scene software to register point clouds of individual scans. The register point cloud becomes the input to our pipeline. We construct meshes using Meshlab [12], a popular open-source mesh manipulation system, which implements the Screened Poisson Surface Reconstruction algorithm to build a triangulated mesh out of a point cloud [21]. We experimented with other mesh reconstruction tools, such as the commercial Agisoft Metashape software [7]. The choice of reconstruction algorithm does not qualitatively change our conclusion. We use Meshlab in this paper because it allows us to build a completely open-source workflow that we will make available.

We use Blender [14] for UV unwrapping to generate a UV map, from which Blender is also used to generate the texture and normal map. We implement our point-based detail transfer in C++ based on the widely-used CGAL [37]. The code is accelerated using OpenMP [6].

\section*{Hardware}

The reconstruction is done on a Dell Precision Workstation, which is equipped with a 4-core Intel Xeon W-2123 processor operating at 3.6 GHz, an Nvidia Quadro RTX4000 GPU, and 48 GB of RAM. This machine costs about $2,100 to build, which we believe is a reasonable and representative machine specification for historical and archaeological researchers. We use Unity on Oculus Go for VR rendering. Oculus Go is a
Table 1: Point cloud size (number of points) and mesh size (number of polygons) of the three evaluated scenes.

| Dataset   | Point cloud  | High-polygon mesh | Low-polygon mesh |
|-----------|--------------|-------------------|-----------------|
| D11v3     | 28,368,767   | 4,352,296         | 240,000         |
| NETower   | 8,652,472    | 6,857,430         | 442,900         |
| D31       | 31,431,682   | 3,690,788         | 224,476         |

Table 2: Rendering quality comparison in HDR-VDP-2.

| Dataset   | D11v3      | NETower    | D31        |
|-----------|------------|------------|------------|
| LPM       | 54.01      | 51.34      | 50.50      |
| REMESHING | 52.90      | 52.31      | 53.60      |
| Ours      | 55.58      | 52.24      | 54.00      |

standalone VR headset that does not require tethering to a PC.

Dataset We focus on three scenes in the Elmina castle: D11v3, NETower, and D31. They represent different indoor and outdoor scenes in Elmina Castle and are deemed representative by the archaeologists and historians in our team. For each scene, the camera viewpoint is chosen so that different geometric textures are visible, e.g., including corners, windows, doors, uneven grounds, and walls with non-monotone colors.

For each scene, we generate a high-resolution mesh and a low-resolution mesh. Table 1 shows the number of faces in each mesh along with the corresponding point cloud size (measured in the number of points). We validate that the low-polygon meshes are able to be rendered on Oculus Go in 60 FPS.

Baseline We compare with three baselines (Figure 4):

- HPM: constructing and rendering a high-polygon mesh.
- LPM: constructing and rendering a low-polygon mesh.
- REMESHING: constructing a high-polygon mesh, simplifying/decimating it to a low-polygon mesh, and transferring color/normal details from the high-polygon mesh to the low-polygon mesh. The transfer is done in Blender, a professional 3D modeling software.

Meshlab uses the Octree to control the resolution of the point cloud. We use two different octree depths in the surface reconstruction algorithm to obtain the HPM and LPM. Our pipeline uses a low-polygon mesh throughout the workflow and never requires a high-polygon mesh.

It is worth noting again that our goal is not to directly render points in the point cloud. As discussed in Section 2, doing so would result in “holes” in the structure upon close examinations, which researchers in archaeology are strongly against. Therefore, we use HPM as the “ground-truth” for quality comparison, as it constructs a high-quality, watertight model.

We also have experimented with level-of-detail (LOD) rendering [38] in Unity by manually providing meshes with different polygons and specifying when to use which mesh depending on the camera pose. While LOD is efficient when objects are viewed at distance, it still requires a high-polygon mesh, and thus does not provide real-time rendering, when viewing objects up close. In contrast, we address the speed issue by always rendering only a low-polygon mesh.

Metrics We evaluate our system using three metrics:

- Reconstruction time: the time it takes to generate the mesh and texture/normal maps required for VR rendering.
- Rendering speed: the FPS of rendering on Oculus Go.
- Visual quality: the mean-opinion-score in the HDR-VDP-2 metric [27], which is calibrated with user experience.

Rendering Quality Comparison We show that our reconstruction system generates 3D models that, when rendered in mobile VR headsets, achieve higher visual quality than simply downsampling the mesh (i.e., LPM) and match, sometimes outperform, the visual quality of transferring details from high-polygon mesh (i.e., REMESHING).

Objective Comparison To quantitatively measure user experience, we export the rendering frames from the user perspective from Unity Player, and then compare our system with the baselines using the HDR-VDP-2 metric on the rendered frames. We use the frames from HPM as the reference frames to calculate the HDR-VDP-2 metric for the other three systems. Table 2 shows the results on the three scenes.

Our reconstructed 3D models consistently outperform LPM, indicating the benefit of transferring details. Compared to REMESHING, our reconstructed models have better visual quality in 2 out of the 3 scenes and come very close on the other (< 0.1 in HDR-VDP-2 score). Considering that our reconstruction system delivers much faster speed (2.3 x speedup as we will show next), we believe our workflow provides a desirable design point.

Subjective Comparison Our rendering quality is subjectively competitive or better than that of REMESHING. Figure 7 shows the rendered frames of the three scenes under LPM and ours; each frame has two zoom-in regions, for which we show the results of LPM, ours, REMESHING, and HPM.

Not surprisingly, HPM consistently delivers the highest visual quality, due to the much larger meshes it constructs. Ours and REMESHING generate much better visual quality than LPM. Comparing ours and REMESHING, our result is visually slightly worse in the NETower scene, but competitive or better in D11v3 and D31 scenes, which is also confirmed by the HDR-VDP-2 metric. In particular for D31 (the last scene), REMESHING generates significant blocking artifacts, which are invisible in our system.

Efficiency Results

Reconstruction Speed We find that our workflow significantly reduces the end-to-end time to reconstruct a 3D model. Figure 8 compares the reconstruction time of our workflow with the three baselines across the three evaluated scenes. The stacked bar charts dissect the reconstruction time into five components: high-polygon mesh construction time, low-polygon mesh construction time, UV unwrapping time, I/O time (reading and writing meshes, texture/normal maps, and point clouds), and the texture/normal map generation (baking) time, which in our pipeline is dominated by the point-based transfer algorithm.

HPM has the highest reconstruction time, which is dominated by UV unwrapping. LPM has the lower reconstruction time by significantly reducing the UV unwrapping time, as it unwraps much smaller meshes. LPM, however, has the lowest visual quality as we will show later. REMESHING requires constructing a high-polygon mesh and introduces significant I/O overhead as it must manipulate high-polygon meshes throughout the workflow. Our point-based transfer is significantly faster than REMESHING by avoiding constructing and manipulating a high-polygon mesh. Across the three scenes, we achieve a 2.3 x and 33.8 x speedup.
over REMESHING and HPM, respectively.

**RAM Consumption** Figure 9 shows that our reconstruction workflow requires much less CPU RAM compared to HPM and REMESHING since we avoid reconstructing and processing high-polygon meshes. On average, we reduce the peak RAM consumption by 51.8% and 22.7% compared to HPM and REMESHING. Note that the peak memory consumption of our workflow is slightly higher on D31 compared to REMESHING. This is because D31 has the largest point cloud (Table. 1), on which our point transfer algorithm consumes high RAM.

**Rendering Speed** Using low-polygon meshes for VR rendering achieves 60 FPS, whereas using high-polygon meshes generally leads to an FPS below of 20. Table. 3 compares the FPS across the four workflows. Note that all except HPM use low-polygon meshes and thus have the same 60 FPS.

**Evaluation on Low-end Systems** To further demonstrate that our workflow is resource-efficient and can be easily deployed even on a laptop, we also evaluate our end-to-end system on a 2015 MacBook Pro, which has 16 GB of CPU RAM and a four-core Intel i7-4870HQ processor running at 2.8 GHz.

Figure 10 shows the reconstruction time on the laptop for the three scenes. While in generally it is slower on the laptop than on the workstation, the reconstruction time is consistently below 200 seconds for the three scenes, indicating that it is feasible to deploy our workflow on a mobile, low-end system. On average, running our reconstruction system on the mobile laptop is 10.6% slower than on the Xeon workstation. Our system is also $33.1 \times$ and $1.7 \times$ faster than HPM and REMESHING on the laptop.

**Related Work**

**Digitizing Cultural Heritage** Digital modeling and reconstruction has helped preserve and archive many cultural artifacts and heritage sites before. Perhaps the most well-known example is the efforts to digitally model the sculptures of Michelangelo by Levoy et. al. [24] and Rushmeier et. al. [8, 30, 31] two decades ago. The latter uses a structured-light scanner to capture range, color cameras to capture color, and a photometric stereo system to capture surface reflectance and normals. The former uses a laser-stripe scanner and a color camera to model the statues of Michelangelo and a time-of-flight rangefinder to scan building interiors. Our project relies on a time-of-flight ranging unit and a color camera (built in the FARO Focus3D X 130 scanner). As mentioned in Section , some rooms in the castle have to remain pitch-black, which excludes any device using visible light.

Compared to art objects, scanning and modeling large heritage sites tends to produce larger datasets with lower resolution, because heritage sites are much bigger. For instance, Michelangelo’s statues are typically several meters tall; both of the prior
algorithm draws inspiration from classic point-based graphics/rendering literature [17, 25, 32, 29], which skips meshes altogether and renders images from points. While our algorithm does not completely avoid reconstructing a mesh, it avoids reconstructing high-polygon meshes by directly transferring details from points to low-polygon meshes in order to reduce the mesh reconstruction overhead.

In the future, it would be interesting to study if we could directly apply classic point-based rendering techniques by skipping mesh altogether. This is especially relevant as 1) point cloud acquisition devices (e.g., time-of-flight laser scanners such as the one we used for our project) become more accessible, and 2) modeling high-resolution heritage sites requires huge point clouds, for which mesh reconstruction is prohibitively expensive.

**Conclusion**

We propose a system that efficiently reconstructs large heritage sites from laser-scan point clouds while enabling real-time mobile VR rendering. We demonstrate the system on Elmina Castle in Ghana. We show that it is possible to deliver real-time rendering on mobile VR devices with high visual quality of a complicated architecture without requiring a high-polygon mesh. The key is to directly transfer details from the point cloud, which also significantly speeds up the reconstruction time and makes it more accessible for archaeologists and historians to reconstruct large heritage sites from huge point clouds using everyday computers.
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