Analytical approximations and Monge-Ampère masses of plurisubharmonic singularities

Chi Li

Abstract
We construct examples of plurisubharmonic functions with isolated singularities at $0 \in \mathbb{C}^n$, whose residual Monge-Ampère masses at the origin cannot be approximated by masses of analytic approximations obtained via multiplier ideals. This answers negatively a conjecture of Demailly.
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1 Introduction and main results
Let $\varphi$ be a plurisubharmonic function in a bounded pseudoconvex open neighborhood $\Omega$ of $0 \in \mathbb{C}^n$. Assume that $\varphi$ is locally bounded on $\Omega^* = \Omega \setminus \{0\}$. Let $\mathcal{H}_{m\varphi}(\Omega)$ be the Hilbert space of holomorphic functions $f$ such that
$$\int_{\Omega} |f|^2 e^{-m\varphi} dV_n < +\infty$$
where $dV_n$ is the standard volume form on $\mathbb{C}^n$. Let $\{f_k^{(m)}\}_{k \geq 1}$ be an orthonormal basis of $\mathcal{H}_{m\varphi}(m\Omega)$ and set:
$$\varphi_m = \frac{1}{m} \log \sum_k |f_k^{(m)}|^2. \quad (1)$$
Demailly used Ohsawa-Takegoshi extension theorem to prove that the singularity of $\varphi$ can be approximated by analytic singularities in an accurate manner:

Theorem 1.1 (Demailly, see [11, Theorem 7]). With the above notations, there exist constants $C_1, C_2 > 0$ such that
\( \varphi(z) - \frac{C_m}{m} \leq \varphi_m(z) \leq \sup_{|z| < r} \varphi(z) + \frac{1}{m} \log \frac{C_m}{m} \) for every \( z \in \Omega \) and \( r < d(z, \partial \Omega) \). In particular, \( \varphi_m \) converges to \( \varphi \) pointwise and in \( L^1_{\text{loc}} \) topology on \( \Omega \) as \( m \to +\infty \), and

\[(b) \ e_1(\varphi, z) - \frac{m}{n} \leq e_1(\varphi_m, z) \leq e_1(\varphi, z), \text{ where } e_1(\varphi, z) = \liminf_{w \to z} \frac{\varphi(w)}{\log |u-w|} \text{ is the standard Lelong number of } \varphi \text{ at } z.
\]

When the unbounded locus of \( \varphi \) is a compact subset of a Stein manifold, Demailly showed that the Monge-Ampère operator \( \varphi \mapsto (dd^c\varphi)^n \) is well-defined and is continuous with respect to decreasing sequences of psh functions (see [7, III.(4.3)]). Define the residual Monge-Ampère mass of \( \varphi \) at \( 0 \in \mathbb{C}^n \) as:

\[ e_n(\varphi) = e_n(\varphi, 0) = \int_{\{0\}} (dd^c\varphi)^n. \] (2)

This is the generalized Lelong number of the current \( (dd^c\varphi)^n \) at \( 0 \in \mathbb{C}^n \) (see [7, III.§5]). Motivated by the above result, Demailly conjectured the following:

**Conjecture 1.2** (Demailly, [10], [12, Problem 8]). As \( m \to +\infty \), \( e_n(\varphi_m) \) converges to \( e_n(\varphi) \).

There have been several attempts to prove this (see [14, 17] and references therein for positive results in this direction for special classes of psh singularities).

However, we will show in this note that the above conjecture is in general not true.

To construct a counterexample, we consider the projection \( \pi : X^* := \mathbb{C}^2 \setminus \{0\} \to \mathbb{P}^1 = (\mathbb{C}^2 - \{0\})/\mathbb{C}^* \). Then \( X^* \) can be identified with the complement of the zero section in the total space of the tautological line bundle \( \mathcal{O}(-1) \to \mathbb{P}^1 \). The function \( h_0(z) = |z|^2 \) on \( \mathbb{C}^2 \) can be identified with the standard Hermitian metric on \( \mathcal{O}(-1) \) whose Chern curvature is given by \(-\partial \bar{\partial} \log h_0 = -\frac{2\pi}{\sqrt{-1}} \omega_0\)

where \( \omega_0 = \frac{\sqrt{-1}}{2\pi} dw \wedge d\bar{w} / (1 + |w|^2)^2 \) with respect to the standard coordinate on \( \mathbb{C} = \mathbb{P}^1 \setminus \{\infty\} \). Moreover any psh Hermitian metric on \( \mathcal{O}(-1) \), which may be singular, is of the form \( h = h_0e^u \) where \( u \) is a \( \omega_0 \)-psh function on \( \mathbb{P}^1 \), i.e. \( \omega_0 + dd^c u \geq 0 \) where we set \( dd^c = \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \). \( h \) can be considered as a function on \( \mathbb{C}^2 \) by the identity \( h = |z|^2 e^{\pi^* u} \).

Moreover the function \( \log h = \log |z|^2 + \pi^* u \) is a psh function on \( \mathbb{C}^2 \). Note that although \( \pi^* u \) is not defined at \( 0 \in \mathbb{C}^2 \), \( h(0) = 0 \) and \( \log h(0) = -\infty \) are both well-defined.

With the above data, we get a \( \omega_0 \)-psh function on \( \mathbb{C}^2 \) (and hence on any pseudoconvex domain containing \( 0 \in \mathbb{C}^2 \)) by setting:

\[ \varphi = \max\{\log h, 2 \log |z|^2 \} = \max\{\log |z|^2 + \pi^* u, 2 \log |z|^2 \}. \] (3)

Because \( \varphi \geq 2 \log |z|^2 \), \( \varphi \) has isolated singularity at \( 0 \), i.e. locally bounded on \( \Omega \setminus \{0\} \). In classical potential theory, there is an example of subharmonic function on \( \mathbb{C} \) whose associated Riesz measure does not have atoms and is supported on a generalized Cantor set which is polar. Similarly one can construct such a \( \omega_0 \)-psh function \( u \) on \( \mathbb{P}^1 \) (see section 3). We will use such an \( \omega_0 \)-psh function to prove:

**Theorem 1.3.** There exists an \( \omega_0 \)-psh function \( u \) on \( \mathbb{P}^1 \) such that the corresponding \( \varphi \) defined in (3) satisfies \( e_2(\varphi) = 2 \) and \( e_2(\varphi_m) = (\frac{m-1}{m})^2 \) for all \( m \).

This example also induces higher dimensional counterexamples on \( \mathbb{C}^n \) to Conjecture 1.2. Moreover, we can construct examples which are maximal in punctured neighborhoods of \( 0 \in \mathbb{C}^n \). See section 5 for details.

Our example is motivated by an analogous global example in the study of geodesic rays in the space of finite energy metrics in [3, Example 6.10] (based on a construction from
2 Multiplier ideal approximation

We first study the analytic approximation \( \varphi_m \). We fix a pseudoconvex domain \( \Omega \subset \mathbb{C}^2 \) that is \( S^1 \)-invariant, i.e. \( (e^{i\theta}z_1, e^{i\theta}z_2) \in \Omega \) for any \( e^{i\theta} \in S^1 \) and \( (z_1, z_2) \in \Omega \). For example, we can just let \( \Omega \) to be the unit ball \( B_1 \) in \( \mathbb{C}^2 \). First note that \( \varphi \) is \( S^1 \)-invariant. So \( \mathcal{H}_m := \mathcal{H}_{m\varphi}(\Omega) \) is \( S^1 \)-invariant. By using the Taylor expansion of holomorphic functions, we see that which implies that \( \mathcal{H}_m \) is homogeneous, i.e. \( \mathcal{H}_m = \bigoplus_k \mathcal{H}_{m,k} \) where \( \mathcal{H}_{m,k} \) consists of homogeneous holomorphic functions in \( \mathcal{H}_m \) of degree \( k \). In other words, any \( f \in \mathcal{H}_{m,k} \) satisfies \( f(tz) = t^k f(z) \). It is easy to see that \( f \) must be a homogeneous polynomial of degree \( k \). Each such homogeneous polynomial corresponds to a holomorphic section \( s_f \in H^0(\mathbb{P}^1, \mathcal{O}(k)) \).

Proposition 2.1. Let \( u \) be a \( \omega_0 \)-psh function and \( \varphi \) be defined as in (3). The following statements are true:

1. If \( m \) denotes the maximal ideal of \( 0 \in \mathbb{C}^2 \), then \( \mathcal{H}_{m\varphi}(\Omega) \subseteq m^{m-1} \).
2. If \( k \geq m-1 \) and \( s_f \in H^0(\mathbb{P}^1, \mathcal{O}(k)) \otimes \mathcal{F}(h^{-m}) \) where \( \mathcal{F}(h^{-m}) \) is the multiplier ideal sheaf of the Hermitian metric \( h^{-m} \) on \( \mathcal{O}(m) \), then \( f \in \mathcal{H}_{m\varphi}(\Omega) \).

Proof. Note that \( \varphi = \log |z|^2 + \max \{ \pi^*u, \log |z|^2 \} \leq \log |z|^2 + C \) for some constant \( C > 0 \). So \( \mathcal{H}_m \log |z|^2 \supseteq \mathcal{H}_{m\varphi} \). It is easy to see that \( \mathcal{H}_m \log |z|^2 (\Omega) \) consists of all homogeneous polynomial of degree at least \( m-1 \).

Next we verify the second statement. Let \( \rho : X \to \mathbb{C}^2 \) be the standard blowup at \( 0 \in \mathbb{C}^2 \). Denote the exceptional divisor by \( D \). Then \( X \) is also the total space of the tautological line bundle \( \pi : \mathcal{O}_{\mathbb{P}^1}(-1) \to \mathbb{P}^1 \) and can be covered by two affine coordinate charts. Consider one such coordinate chart, for example \( \{ U_2 = \pi^{-1}(U_2); \bar{w} = \frac{1}{z_2}, z_2 \} \) where \( U_2 = \{ z_2 \neq 0 \} \subset \mathbb{P}^1 \). Then \( \rho^* f = f(wz_2, z_2) = z_2^k f(w, 1) \) and

\[
\rho^* \varphi = \max \{ \log |z_2|^2 + \log(1 + |w|^2) + u(w), 2 \log |z_2|^2 + 2 \log(1 + |w|^2) \} = \log |z_2|^2 + \varphi'(w, z_2)
\]

where \( \varphi'(w, z_2) = \max \{ \psi(w), \log |z_2|^2 + 2 \log(1 + |w|^2) \} \) and \( \psi(w) = \log(1 + |w|^2) + u(w) \) is the local potential of \( h = h_0 e^u \) over \( U_2 \). Note that \( \rho^* dV_2 = |z_2|^{2(n-1)} dV_2 \) with \( n = 2 \). Because \( \varphi'(w, z_2) \geq \psi(w) \), we get:

\[
\int_{U_2} |f|^2 e^{-\varphi} d\lambda = \int_{U_2} |f(w, 1)|^2 |z_2|^{2k} e^{-2m \varphi'(w, z_2)} |z_2|^{2(n-1)} dV \\
\leq \int_{U_2} |f(w, 1)|^2 e^{-m\psi(w)} |z_2|^{2(k-m+n-1)} \sqrt{-1} dw \wedge d\bar{w} \wedge dz \wedge d\bar{z}.
\]
The last integral is finite if and only if $f(w, 1) \in \mathcal{J}(m\psi)(U_2)$ and $2(k - m + n - 1) + 1 > -1$. The same argument works for the other coordinate chart. So the statement follows. \[ \square \]

**Corollary 2.2.** If $\mathcal{J}(h^{-m}) = O_{\mathbb{P}^1}$, then $\mathcal{H}_{m\psi}(\Omega) = \{ f \in \mathcal{O}(\Omega); \text{ord}_0(f) \geq m - 1 \}$. In this case $e_2(\varphi_m) = \left(\frac{m-1}{m}\right)^2$. In particular, this holds true if the local potential of $h^{-1}$ has zero Lelong number.

**Proof.** By Skoda’s estimate, if the local potential of the psh metric $h^{-1}$ has zero Lelong number, then $\mathcal{J}(h^{-m}) = O_{\mathbb{P}^1}$ for any $m$. So the statement follows easily from the above proposition. \[ \square \]

### 3 A recap on potential theory

We recall some standard potential theory on $\mathbb{P}^1$. Let $\omega_0 = \frac{\sqrt{-1}}{2\pi} \frac{dw \wedge d\bar{w}}{(1 + |w|^2)^2}$ be the round metric with volume 1 on $S^2$. Let $u$ be any $\omega_0$-psh function. With $\Delta u = \Delta_{\omega_0} u = \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} u$ we can write:

$$\omega_0 + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} u = \omega_0 (1 + \frac{1}{2\pi} \Delta u)$$

is a positive closed $(1,1)$-current and we call the quantity in (4) the (Riesz) probability measure associated to $u$. Note that if $u \in C^2(\mathbb{P}^1)$, then $\Delta u = (2\pi)(1 + |w|^2)^2 u_{w\bar{w}}$ with respect to the standard coordinate chart $(\mathbb{C}, w)$.

Conversely, we get a $\omega_0$-psh function for any probability measure on $\mathbb{P}^1$. This is obtained by using the Green function $G(z, w)$ of the Laplace operator of $\omega_0$. $G(z, w)$ satisfies the following equation:

$$(-\Delta)G(z, w) = \delta_0(z) - 1, \quad G(z, w) \text{ is locally bounded on } \mathbb{C}^2 \setminus \{z = w\}. \quad (5)$$

The following lemma is well known. We give the short proof for the reader’s convenience.

**Lemma 3.1.** The solution to the equation (5) is given by:

$$G(z, w) = -\frac{1}{\pi} \log \frac{|z - w|}{\sqrt{1 + |z|^2} \sqrt{1 + |w|^2}}. \quad (6)$$

**Remark 3.2.** The expression $\frac{|z - w|}{\sqrt{1 + |z|^2} \sqrt{1 + |w|^2}}$ is nothing but the chordal distance between $z$ and $w$ on the Riemann sphere under stereographic projection.

**Proof.** First assume that $z = 0$. Then by rotational symmetry, $G(0, w) = G(|w|)$. Let $r = |w|$. Then for $r > 0$, $G(r)$ satisfies the equation:

$$(2\pi)(1 + r^2)^2 \frac{1}{4}(G'' + r^{-1}G') = 1.$$  

The general solution is given by $G(r) = \frac{1}{2\pi} \left( \log(r^2 + 1) - C \log r^2 \right)$. Since $G(r)$ is bounded as $r \to +\infty$, we get $C = 1$, i.e. $G(r) = \frac{1}{2\pi} \log \frac{1 + r^2}{r^2}$.

For general $z$, we consider the unitary Möbius transformation: $w \mapsto \frac{w - z}{1 + \bar{z}w}$ which preserves the metric. So we get:

$$G(z, w) = G\left(0, \frac{w - z}{1 + \bar{z}w}\right) = \frac{1}{2\pi} \log \frac{(1 + |w|^2)(1 + |z|^2)}{|w - z|^2}.$$
For any probability measure $d\mu$ on $\mathbb{P}^1$, we define the potential of $\mu$ to be:

$$p_\mu(z) = 2\pi \int_{\mathbb{P}^1} (-G(z,w))d\mu(w).$$

Then $p_\mu(z)$ is a $\omega_0$-psh function satisfying $\omega_0 + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} p_\mu = \mu$.

Recall that a subset $E \subset \mathbb{C}$ is polar if there exists an $\omega_0$-psh function $u$ such that $E \subseteq \{u = -\infty\}$. It is well-known that there exist subharmonic functions on $\mathbb{C}$ whose Riesz measures do not charge isolated points but charge polar sets.  

The corresponding polar sets in these examples are generalized Cantor sets, whose construction we now recall following [18, 5.3] (see also the earlier reference [5, Theorem 3]). Let $s = \{s_k\}_{k \geq 1}$ be a sequence of numbers such that $0 < s_k < 1$ for all $k$. Define $C(s_1)$ to be the set obtained from $[0, 1]$ by removing an open interval of length $s_1$ from the center. At the $k$-th stage, let $C(s_1, \ldots, s_k)$ be the set obtained by removing from the middle of each interval in $C(s_1, \ldots, s_{k-1})$ an open subinterval whose length is a proportion $s_k$ of the whole interval. In this way we get a decreasing sequence of compact sets $(C(s_1, \ldots, s_k))_{k \geq 1}$, and the associated generalized Cantor set is defined to be:

$$C := C(s) = \bigcap_{m \geq 1} C(s_1, \ldots, s_k).$$

It can be checked that $C$ is a compact, totally disconnected set of Lebesgue measure $\prod_{k=1}^{\infty} (1-s_k)$. By estimating the capacity of the generalized Cantor set, it is shown in [18, Theorem 5.3.7], if $1-s_k$ decays very fast, then $C$ is polar.

On the other hand, by (advanced) real analysis, we can associate to any such generalized Cantor set a generalized Cantor function $f(x)$ defined on $[0, 1]$. For any $k \geq 1$, $C(s_1, \ldots, s_k)$ consists of $2^k$ pieces and each piece has length $l_k := \prod_{j=1}^{k} \frac{1-s_j}{2}$. For convenience, we also set $l_0 = 1$. The generalized Cantor function $c(x)$ can be defined in the following way:

$$c(x) = \begin{cases} \sum_{k=1}^{+\infty} \frac{b_k}{2} & x = \sum_{k=1}^{+\infty} \frac{b_k(1+s_k)}{2} l_{k-1} \text{ for } b_k \in \{0, 1\} \\ \sup_{y \leq x, y \in C} c(y) & x \in [0, 1] \setminus C. \end{cases}$$

The generalized Cantor function $c(x)$ is non-decreasing and takes every value between $[0, 1]$. Hence it is continuous. It is the distribution function associated to a probability measure $\mu$ with support $\text{supp}(\mu) = C$. The continuity of $c(x)$ means that $\mu$ has no atoms. We assume that $s_k > 1/3$. Fix any $x \in C$. Then for any $k \geq 1$, the mass of the subset $[x-l_k, x+l_k] \cap C$ is equal to $2^{-k}$.

Let $p_\mu$ be the potential of $\mu$, as given by formula (7). Then we know that $p_\mu$ is $\omega_0$-harmonic outside $C$. In other words, $p_\mu$ is smooth on $\mathbb{P}^1 \setminus C$ and satisfies $\omega_0 + dd^c p_\mu = 0$.

From now on set $l_k = e^{-a k}$ for $k \geq 1$ and define $s_k$ inductively by the formula:

$$s_k = 1 - \frac{2l_k}{l_{k-1}} = 1 - 2e^{a k-1} - a^k.$$  

It is easy to see that if $a > 2$, then $s_k \in (0, 1)$. We will need the following refined information for $p_\mu$ which also directly proves that $C$ is polar in this case.

**Proposition 3.3.** With the above choices of $s_k$ in (10) with $a > 2$, the following statements are true:

\footnote{The author learned the existence of such an example from [3, Example 6.10] which was also pointed out in [13, paragraph after Corollary 1.8].}
(i) \( \mathcal{C} = \{ w \in \mathbb{P}^1; p_\mu(w) = -\infty \} \). In particular, \( \mathcal{C} \) is polar.

(ii) \( e^{p_\mu} \) is a continuous function on \( \mathbb{P}^1 \).

(iii) There exists \( C > 0 \) such that \( p_\mu(w) \geq 2 \log \text{dist}_{\text{sph}}(w, \mathcal{C}) - C \), where \( \text{dist}_{\text{sph}}(\cdot, \mathcal{C}) \) is the spherical distance to the closed set \( \mathcal{C} \).

**Proof.** Note that we always have \(-G(z, w) \leq \frac{1}{2\pi} \log |z - w|^2\). Let \( d = d(z) = \text{dist}_{\text{Euc}}(z, \mathcal{C}) \) denote the Euclidean distance from \( z \) to \( \mathcal{C} \). For any \( n \geq 1 \), we have the estimate:

\[
p_\mu(z) \leq 2^{-k} \log(d^2 + l_k^2) + (1 - 2^{-k}) \log(d^2 + 1) \tag{11}
\]

In particular, when \( 0 \leq d < l_k \leq 1 \), then there there exists a constant \( C > 0 \) independent of \( k \) such that

\[
p_\mu(z) \leq 2^{-k} \cdot 2 \log l_k + C = -2(\frac{d}{2})^k + C.
\]

Since \( a > 2 \), we let \( k \to +\infty \) to conclude that \( p_\mu(z) = -\infty \) if \( z \in \mathcal{C} \) and \( p_\mu(z) \to -\infty \) uniformly as \( d(z) \to 0 \). As mentioned above, \( p_\mu \) is smooth outside \( \mathcal{C} \). So we get (i) and (ii).

Moreover, fixing any \( b > 2 \), for any \( w \in \mathcal{C} \), we have

\[
-(2\pi)G(z, w) \geq \log |z - w|^2 - \log 2 - \log(1 + (b + 1)^2) \quad \text{if} \quad d(z) \leq b,
\]

\[
-(2\pi)G(z, w) \geq \log \frac{|z| - 1}{|z|^2 + 1} - \log 2 \geq -C_1 \quad \text{if} \quad d(z) > b
\]

where \( C_1 = \log \frac{(b-2)^2}{(b-1)^2+1} - \log 2 \) is a constant independent of \( z, w \). So we can use the formula (7) to get that there exists a constant \( C = C(b) \) such that

\[
p_\mu(z) \geq 2 \log d - C \quad \text{if} \quad d(z) \leq b
\]

\[
p_\mu(z) \geq -C \quad \text{if} \quad d(z) > b.
\]

Since \( d(z) \) is comparable to \( \text{dist}_{\text{sph}} \) when \( d(z) \) is small, we easily get the statement (iii). \( \square \)

**Remark 3.4.** Proposition 3.3.(iii) implies that \( p_\mu \) is a semi-exhaustive function in the sense of \([7, \text{III.(5.3)}]\).
Lemma 4.1. We have the following formula:

\[(dd^c \varphi)^2 = \rho_*(|D| \wedge dd^c \varphi' + (dd^c \varphi')^2).\]  

(13)

As a consequence, we have the identity:

\[
(dd^c \varphi)^2(\{0\}) = 1 + (dd^c \varphi')^2(D).
\]

(14)

Proof. Let \(u_k\) be a sequence of smooth \(\omega_0\)-psh functions decreasing to \(u\). Define \(\tilde{\varphi}_k = \max\{\log |z|^2 + \pi^* u_k, 2 \log |z|^2\}\). Then \(\tilde{\varphi}_k\) decreases to \(\varphi = \max\{\log |z|^2 + \pi^* u, 2 \log |z|^2\}\).

Since both sides of (13) are continuous with respect to decreasing sequences of psh functions, we just need to verify the identity for \(\tilde{\varphi}_k\) for which the formula (13) has been proved in [2, Proposition 4.1]. For the reader’s convenience, we sketch the proof which is by induction. We change the notation and assume that \(\varphi\) is one of \(\tilde{\varphi}_k\) such that \(\varphi' = \log(1 + |w|^2) + u(w)\) is a locally bounded psh function. Then first have the identity:

\[dd^c \varphi = \rho_*(dd^c \rho^* \varphi) = \rho_*(|D| + dd^c \varphi').\]

Next, we can verify the equality (13) following [2, Proof of Proposition 4.1]:

\[
(dd^c \varphi)^2 = dd^c(\varphi 1_{\mathbb{C}^2 \setminus \{0\}}(dd^c \varphi)) = dd^c(dd^c \rho_*(dd^c \varphi')) = \rho_* dd^c((dd^c \varphi')^2).
\]

(15)

Finally the identity (14) holds true because \(\int_D dd^c \varphi' = \int_D (\omega_0 + dd^c u) = 1\).

Lemma 4.2. There is an identity:

\[(dd^c \varphi')^2(D) = (dd^c \varphi')^2(C) = dd^c \psi(C) = 1.\]

(16)

This lemma completes the proof of Theorem 1.3. Indeed, because \(\mu = \omega_0 + dd^c u\) does not have atoms, Corollary 2.2 tells us that \(\varepsilon_2(\varphi_m) = (\frac{m-1}{m})^2\). On the other hand, (14) and (15) tells us that \(\varepsilon_2(\varphi) = (dd^c \varphi)^2(\{0\}) = 2\).

Proof of Lemma 4.2. Recall that \(\varphi'(w, z_2) = \max\{\psi(w), \log |z_2|^2 + \log(1 + |w|^2)\}\) where \(\psi(w) = \log(1 + |w|^2) + u(w)\). Because \(\varphi'\) is locally bounded outside \(C = \{\varphi' = -\infty\}\), by [2, Corollary 3.3] \((dd^c \varphi)^2\) does not charge any set contained in \(D \setminus C \subset \mathbb{C}^2\). This proves the first identity in (15).

Next we set \(\tilde{\varphi}(w, z_2) = \max\{\psi(w), \log |z_2|^2\}\). Then because \(\log(1 + |w|^2)\) is bounded in a neighborhood of \(C\), there exists a constant \(C > 0\) such that \(\varphi' - C \leq \tilde{\varphi} \leq \varphi'\). By Remark 3.4 and the comparison theorem for generalized Lerlong numbers in [7, III.7.1], we know that \((dd^c \varphi')^2(C) = (dd^c \tilde{\varphi})^2(C)\). So to prove the second identity of (15), it suffices to prove the following identity:

\[(dd^c \varphi)^2 = [D] \wedge dd^c \psi.\]

Next by a formula of Blocki, we get:

\[
(dd^c \tilde{\varphi})^2 = dd^c \tilde{\varphi} \wedge dd^c \psi + dd^c \tilde{\varphi} \wedge dd^c \log |z_2|^2 - dd^c \psi \wedge dd^c \log |z_2|^2.
\]

This formula was proved in [4, Theorem 4] when \(\tilde{\varphi}\) is given by a maximum of two locally bounded psh functions. It is still valid in our case because both sides are well-defined (the unbounded locs of \(\tilde{\varphi}\), i.e. \(C\), is a compact set in \(\mathbb{C}^2\)) and are continuous with respect decreasing sequences.

Now we claim that each term on the right-hand-side is equal to \([D] \wedge dd^c \psi\), which will give us the identity (16) thus finishing the proof.

The last term \(dd^c \psi \wedge dd^c \log |z_2|^2 = dd^c(\psi \log |z_2|^2) = dd^c \psi \wedge [D]\). We will deal with the first two terms using a same method, partly motivated by [4, Proof of Theorem 7].
1. For any $\epsilon > 0$ set $v_\epsilon = \log(|z|^2 + \epsilon)$ and $\hat{\varphi}_\epsilon = \max\{\psi(w), v_\epsilon(z_2)\}$. Then $\hat{\varphi}_\epsilon \geq \log \epsilon$ and $\hat{\varphi}_\epsilon$ decreases to $\hat{\varphi}$ as $\epsilon \to 0^+$. Pick any test function $\chi$. Using the fact that $dd^c \psi \equiv 0$ on $\{\psi > \log \epsilon\}$, we get:

$$\int \chi dd^c \hat{\varphi}_\epsilon \wedge dd^c \psi = \int \hat{\varphi}_\epsilon dd^c \chi \wedge dd^c \psi = \int_{\{\psi > \log \epsilon\}} \hat{\varphi}_\epsilon dd^c \chi \wedge dd^c \psi + \int_{\{\psi \leq \log \epsilon\}} \hat{\varphi}_\epsilon dd^c \chi \wedge dd^c \psi$$

$$= \int_{\{\psi \leq \log \epsilon\}} v_\epsilon dd^c \chi \wedge dd^c \psi = \int v_\epsilon dd^c \chi \wedge dd^c \psi$$

$$= \int \chi dd^c v_\epsilon \wedge dd^c \psi.$$

So we get $dd^c \hat{\varphi}_\epsilon \wedge dd^c \psi = dd^c v_\epsilon \wedge dd^c \psi$. Letting $\epsilon \to 0^+$, we get $dd^c \hat{\varphi} \wedge dd^c \psi = dd^c \log |z|^2 \wedge dd^c \psi = [D] \wedge dd^c \psi$ as wanted.

2. To deal with the last term, we set $\psi_j = \max\{\psi, -j\} \geq -j$ and $\hat{\varphi}_j = \max\{\psi_j, \log |z|^2\}$ and use the same argument to get $dd^c \hat{\varphi}_j \wedge dd^c \log |z|^2 = dd^c \psi_j \wedge [D]$ which converges to $dd^c \psi \wedge [D]$ as $j \to +\infty$.

\[ \square \]

5 Examples in higher dimensions and a question

Based on the above example, we can construct counter example to Conjecture 1.2 in higher dimensions. Choose the standard affine coordinate chart on $(\mathbb{C}^{n-1},\{z_1,\ldots, z_{n-1}\})$ of $\mathbb{P}^{n-1}$. Let $\mu$ be the Cantor probability measure on the generalized Cantor set $\mathcal{C}$ which sits inside the $z_1$-line $\ell := \{z_2 = \cdots = z_{n-1} = 0\}$ and let $p_\mu(z_1)$ be the potential given by (7). Set

$$\phi(z) = \max\{\log(1 + |z_1|^2 + p_\mu(z_1)), \log(|z_2|^2 + \cdots + |z_{n-1}|^2)\}. \quad (17)$$

Then $\phi(z)$ is a psh function on $\mathbb{C}^n$ such that $\mathcal{C} = \{\phi = -\infty\}$ and $\phi$ is continuous outside $\mathcal{C}$. We can extend $\phi$ to be a psh metric on $\mathcal{O}_{\mathbb{P}^{n-1}}(\gamma)$ for $1 \ll \gamma \in \mathbb{N}$ as follows. Denote by $A(r_1, r_2) = \{z \in \mathbb{C}^{n-1}; r_1 \leq |z| \leq r_2\}$ the standard closed spherical annulus centered at $0 \in \mathbb{C}^{n-1}$ such that $A(0,r) = B(r) = \{z \in \mathbb{C}^{n-1}; |z| \leq r\}$. Set $C_1 = \min_{A(2,3)} \phi$ and $C_2 = \max_{A(4,5)} \phi$. Choose $\gamma \gg 1$ and then $T \in \mathbb{R}$ such that

$$C_2 - \gamma \log(1 + 4^2) < T < C_1 - \gamma \log(1 + 3^2). \quad (18)$$

Set

$$u(z) = \frac{1}{\gamma} \cdot \begin{cases} \phi - \gamma \log(1 + |z|^2) & z \in B(2) \\ \max\{\phi - \gamma \log(1 + |z|^2), T\} & z \in A(2,5) \\ T & z \in \mathbb{P}^{n-1} \setminus B(5) \end{cases} \quad (19)$$

Then $u$ is $\omega_0$-psh function with zero Lelong number and satisfies $u(z) = \gamma^{-1} \cdot (\hat{\varphi}(z) - \gamma \log(1 + |z|^2))$ in a neighborhood of $\mathcal{C} \subset \mathbb{C}^{n-1}$. Then as before we associate to $u$ a psh function

$$\varphi = \max\{\log |z|^2 + \pi^* u, 2 \log |z|^2\} \quad (20)$$

which has an isolated singularity at $0 \in \mathbb{C}^n$. We leave it to the reader to use similar arguments as before to verify that $e_n(\varphi_m) = (\frac{m-n+1}{m})^n$ and $e_n(\varphi) = 1 + \gamma^{-(n-1)}$. 
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We can also construct counterexamples in neighborhoods of $0 \in \mathbb{C}^n$ that are maximal outside $\{0\}$, by using an argument in [1, Lemma 2.1] as follows. Fix a bounded pseudoconvex domain $\Omega$ in $\mathbb{C}^n$. Set
\[
\varphi^j = \sup \left\{ v \in \text{PSH}(\Omega); v \leq \varphi - \sup_{\Omega} \varphi \text{ on } B(0, j^{-1})^o, \text{ and } v \leq 0 \text{ on } \partial \Omega \right\}.
\]
Then $\{\varphi^j\}$ is an increasing sequence with limit denoted by $\bar{\varphi} := \lim_{j \to +\infty} \varphi^j$. Note that $\varphi^j \geq \varphi - \sup_{\Omega} \varphi$. So the limit psh function $\bar{\varphi}$ is less singular than $\varphi$, which implies $J_{m\varphi} \supseteq J_{m\bar{\varphi}}$. So $\bar{\varphi}_m$ is also less singular than $\varphi_m$, which implies $e_n(\bar{\varphi}_m) \leq e_n(\varphi_m)$. By [1, Lemma 2.1], $\bar{\varphi}$ satisfies $(dd^c\bar{\varphi})^n = (dd^c\varphi)^n(\{0\})d\theta_0$, whose proof we duplicate here for the reader’s convenience. On the one hand, we have $(dd^c\varphi^j)^n = 0$ on $\Omega \setminus B(0, j^{-1})$ and $(dd^c\bar{\varphi})^n = (dd^c\varphi)^n$ on $B(0, j^{-1})^o$. Letting $j \to +\infty$, we get $(dd^c\bar{\varphi})^n = c_0\delta_{\{0\}}$ with $c \geq \int_{\{0\}} (dd^c\varphi)^n$. On the other hand, since $\bar{\varphi}$ is less singular than $\varphi$, by the comparison theorem of Lelong numbers ([7, III. §7]), we get $c \geq \int_{\{0\}} (dd^c\varphi)^n$. So indeed $c = \int_{\{0\}} (dd^c\varphi)^n$. In particular $e_n(\bar{\varphi}) = e_n(\varphi) > 1$ when $\varphi$ comes from the previous examples.

We make the following conjecture, which could be thought as a local version of a result of Darvas from [6].

**Conjecture 5.1.** Assume $u \in \text{PSH}(\mathbb{P}^{n-1}, \omega_0)$. Let $\varphi$ be defined as in (20). Then $e_n(\varphi) = 1$ if and only if $u \in \mathcal{E}(\omega_0)$, where $\mathcal{E}(\omega_0)$ denotes the set of $\omega_0$-psh functions of full mass as studied in [13].

By using similar argument like before, one can prove this for the special case when $e^n$ is continuous and $u = \{-\infty\}$ is contained in a compact subset of an affine chart. To establish this in general, it seems to require an appropriate definition of the Monge-Ampère operator for general $u \in \text{PSH}(\omega_0)$.

We can also verify the above conjecture when $u$ has analytic singularities. In fact we will derive a formula for $e_n(\varphi)$ in this case, which seems to be interesting in its own right. Recall that an $\omega_0$-psh function $u$ has analytic singularities if there is an ideal sheaf $\mathcal{I}$ and $c \in \mathbb{R}_{>0}$ such that for any point $x \in \mathbb{P}^{n-1}$ there exists an open set $U$ such that $u - c \log \sum f_i |f_i|^2$ is bounded on $U$ where $\{f_1, \ldots, f_r\}$ are generators of $\mathcal{I}(U)$. In this case, we say that the singularities of $\varphi$ are modeled on $\mathcal{I}$. By the metric characterization of normalization (see [15, Remark 9.6.10]), we can assume that the ideal sheaf is normal. Let $\rho_0 : \hat{D} \to \mathbb{P}^{n-1}$ be the (normalized) blowup of $\mathcal{I}$ with exceptional divisor denoted by $E$. Denote by $H$ the hyperplane line bundle of $\mathbb{P}^{n-1}$. Then the $\mathbb{R}$-line bundle $\rho_0^*H - cE$ admits a bounded psh metric. For simplicity of notations, we will sometimes just use $H$ to denote the pull back of hyperplane line bundle under birational morphisms.

**Proposition 5.2.** Assume that $u \in \text{PSH}(\omega_0)$ has analytic singularities and $\varphi$ is defined by the formula (20). With the above notations, we have the identity:
\[
e_n(\varphi) = 1 + \sum_{p=0}^{n-2} (2^{n-1-p} - 1)(H - cE)^p \cdot H^{n-2-p} \cdot cE. \tag{21}
\]

**Proof.** We first deal with the case when $A := \rho_0^*H - cE$ is a semiample $\mathbb{Q}$-divisor. The proof in this case is reduced to a purely algbro-geometric calculation by the following construction. Choose $d \gg 1$ such that $cd \in \mathbb{N}$ and $\mathcal{O}_D(dA)$ is globally generated. Let $\{s_1, \ldots, s_N\}$ be a basis of $H^0(\hat{D}, \mathcal{O}_D(dA))$ and $f_i = s_i \cdot (dc)sE$ be the corresponding homogeneous polynomial.
of degree $d$. Consider the psh function:

$$
\phi_d(z) = \max \left\{ \log \sum_i |f_i|^2, 2d \log |z|^2 \right\}
$$

(22)

Set $m = (z_1, \ldots, z_n)$ and $a = \langle f_i; i = 1, \ldots, N \rangle + m^{2d}$. Then by the comparison theorem for generalized Lelong numbers ([7, III.7.1]) and [8, Lemma 2.1], we get the identity:

$$
e_n(\varphi) = e_n(d^{-1} \phi_d) = d^{-n} \text{mult}(a)
$$

(23)

where $\text{mult}(a)$ is the Hilbert-Samuel multiplicity of the primary ideal $a$ which we now calculate using intersection theory.

Let $\rho_1 : X \to \mathbb{C}^n$ be the standard blowup of the origin with exceptional divisor denoted by $D$ which is isomorphic to $\mathbb{P}^{n-1}$. We get the identity $\rho_1^*a = \mathcal{O}(-dD) \cdot (\mathcal{I} + \mathcal{I}_D^d)$ where $\mathcal{I} = \mathcal{I}^d$. As mentioned above, we assume that $\mathcal{I}$ is normal. Let $\rho_2 : \hat{X} \to X$ be the (normalized) blowup of $\mathcal{I} + \mathcal{I}_D^d$. Then $\hat{X}$ is given by:

$$
\hat{X} = \text{Proj} \left( \bigoplus_{m=0}^{+\infty} (\mathcal{I} + \mathcal{I}_D^d)^m \right).
$$

Note that $(\mathcal{I} + \mathcal{I}_D^d)^m = \sum_{k=0}^m \mathcal{I}^k \cdot \mathcal{I}_D^{d(m-k)}$. The exceptional divisor is given by:

$$
\mathcal{E}' = \text{Proj} \left( \bigoplus_{m=0}^{+\infty} \mathcal{I}^m / \mathcal{I}^{m+1} \cdot \mathcal{I}_D^{d(m-k)} \right).
$$

Let $\tilde{\xi}$ be the line bundle $\mathcal{O}(-\mathcal{E}')$. Then $\tilde{\xi}|_{\mathcal{E}'} = \mathcal{O}_{\mathcal{E}'}(1)$.

On the other hand, let $\rho_0 : \hat{D} \to D$ be the normalized blowup of $D \cong \mathbb{P}^{n-1}$ along $Z$, which is also strict transform of $D$ under $\rho_2$. Then $\hat{D}$ is given by:

$$
\hat{D} = \text{Proj} \left( \bigoplus_{m=0}^{+\infty} \mathcal{I}_D^m \right)
$$

with exceptional divisor given by:

$$
\mathcal{E}' = \text{Proj} \left( \bigoplus_{m=0}^{+\infty} \mathcal{I}_D^m / \mathcal{I}_D^{m+1} \right).
$$

Let $\xi$ be the line bundle $\mathcal{O}(-\mathcal{E}')$. Then $\xi|_{\mathcal{E}'} = \mathcal{O}_{\mathcal{E}'}(1)$.

Let $\tilde{\xi}' = \tilde{\xi} \otimes \rho_2^* H^{-d}$. Then $\tilde{\xi}'|_{\mathcal{E}'} \sim \mathcal{O}_{\mathcal{E}'}(\mathcal{E}')$. So we get $\tilde{\xi}'|_{\mathcal{E}'} = \tilde{\xi}' \otimes \rho_2^* H^d|_{\mathcal{E}'} = \mathcal{O}_{\mathcal{E}'}(\mathcal{E}') \otimes \pi^* H^d$.

Set $\rho = \rho_2 \circ \rho_1$. Then $\rho^* a = \rho_2^* \mathcal{O}_X(-dD) \cdot \mathcal{O}_X(-\mathcal{E}')$ and the multiplicity of $a$ is given by:

$$
(-\rho_2^*(dD) - \mathcal{E}')^{n-1} \cdot (\rho_2^*(dD) + \mathcal{E}') = (\rho_2^*(dH) + \tilde{\xi})^{n-1} \cdot (\rho_2^*(dD) + \mathcal{E}')
$$

(24)

Set $\rho_2^*(dH) = x$ and $a_k = (x + \tilde{\xi})^k \cdot x^{n-1-k} \cdot \rho_2^*(dD)$. Then

$$
a_k = (x + \tilde{\xi})^{k-1} \cdot x^{n-k} \cdot \rho_2^*(dD) + (x + \tilde{\xi})^{k-1} \cdot \tilde{\xi} \cdot x^{n-1-k} \cdot \rho_2^*(dD)
$$

$$
= a_{k-1} + (x + \tilde{\xi})^{k-1} \cdot x^{n-1-k} \cdot \rho_2^*(dD) \cdot (-\mathcal{E}') = a_{k-1} + b_{k-1}
$$

where $b_k = (x + \tilde{\xi})^{k} \cdot x^{n-1-k} \cdot \mathcal{E}'$. Note that $a_0 = x^{n-1} \cdot \rho_2^*(dD) = d^n H^{n-1} \cdot \mathbb{P}^{n-1} = d^n$.
On the other hand, we have:
\[
b_k = \frac{(x + \xi)^{k-1} \cdot x^{n-k} \cdot \mathcal{E} + (x + \xi)^{k-1} \cdot x^{n-1-k} \cdot (\xi + x) \cdot \mathcal{E}'}{2(x + \xi)^{k-1} \cdot x^{n-k} \cdot \mathcal{E} + (dH - E')^{k-1} \cdot (dH)^{n-1-k} \cdot \mathcal{E}'}
\]
\[
= 2b_{k-1} + (dH - E')^{k-1} \cdot H^{n-1-k} \cdot \mathcal{E}'.
\]

Since \( b_0 = 0 \), by induction we get:
\[
b_k = \sum_{j=1}^{k} 2^{j-1}(dH - E')^{k-j} \cdot (dH)^{n-2-k+j} \cdot \mathcal{E}'
\]
\[
= d^n \sum_{j=1}^{k} 2^{j-1}(H - cE)^{k-j} \cdot H^{n-2-k+j} \cdot (cE).
\]

So we get the formula for \( \text{mult}(a) \):
\[
\text{mult}(a) = a_{n-1} + b_{n-1} = H^n + \sum_{k=1}^{n-2} b_k + b_{n-1} = d^n + \delta
\]
where we have:
\[
d^{-n} \delta = n \sum_{k=1}^{n-1} d^{-n} b_k = \sum_{k=1}^{n-1} \sum_{j=1}^{k} 2^{j-1}(H - cE)^{k-j} \cdot H^{n-2-k+j} \cdot (cE)
\]
\[
= \sum_{p=0}^{n-2} \sum_{j=1}^{n-p} 2^{j-1}(H - cE)^{p} \cdot H^{n-2-p} \cdot (cE)
\]
\[
= \sum_{p=0}^{n-2} (2^{n-1-p} - 1)(H - cE)^{p} \cdot H^{n-2-p} \cdot cE.
\]

Combining the above identities, we get the formula (21) when \( c \in \mathbb{Q}_{>0} \).

Now we consider the general case. The claim is that the above algebraic calculation applies equally well to the general case, i.e. to general \( c \in \mathbb{R}_{>0} \). As in the proof of (13), this claim follows from the work [2]. Indeed, if we use the same blowup process \( \rho = \rho_2 \circ \rho_1 : \tilde{X} \to \mathbb{C}^n \) as above with \( \rho_2^* \mathcal{L} = \mathcal{O}_{\tilde{X}}(-\mathcal{E}) \), then we have the identity:
\[
\rho^* \varphi = \log |F|^2 + \varphi' = \log |F_1|^2 + \log |F_2|^{2c} + \varphi'
\]
where \( |F|^2 = |F_1|^2 |F_2|^{2c} \) with \( F_1 \) (resp. \( F_2 \)) being a locally defined holomorphic functions on \( \tilde{X} \) defining the Cartier divisor \( \rho_2^* D \) (resp. \( \mathcal{E} \)), and \( \varphi' \) is a bounded psh function locally defined up to a pluriharmonic function. \( \rho^* \varphi' \) is globally defined and represents the curvature of the \( \mathbb{R} \)-line bundle associated to the \( \mathbb{R} \)-Cartier divisor \( -\rho_2^* D - c \mathcal{E} \). By the same argument as in [2, Proof of (4.5)], we can calculate as follows:
\[
(dd^c \varphi)^n = \rho_* dd^c ((\rho^* \varphi)(1_{\tilde{X} \setminus \text{Supp}(\rho_2^* D \cup \mathcal{E}))}) (dd^c \varphi)^{n-1})
\]
\[
= \rho_* dd^c ((\log |F|^2 + \varphi')(dd^c \varphi')^{n-1})
\]
\[
= \rho_* (([\rho_2^* D] + c[\mathcal{E}]) \wedge (dd^c \varphi')^{n-1} + (dd^c \varphi')^n)
\]
So we get:

\[(dd^c \varphi)^n(\{0\}) = \int_{\rho_2^D + cE} (dd^c \varphi')^{n-1} = (-\rho_2^* D - cE)^{n-1} \cdot (\rho_2^* D + E).\]

Now the same method for calculating (24) applies without change to any \(c \in \mathbb{R}_{>0}\), and hence we have proved our formula (21).

**Example 5.3.** Assume that \(\mathcal{I} = \mathcal{I}_Z\) where \(Z = \{z_1 = 0\} \subset \mathbb{P}^{n-1}\). For any \(c \in [0, 1]\), we get an \(\omega_0\)-psh function \(u\) with analytic singularities modeled on \(\mathcal{I}^c\). We then have the identity:

\[
e_n(\varphi) = 1 + \sum_{k=0}^{n-2} (2^{n-1-k} - 1)(H - cH)^k \cdot H^{n-2-k} \cdot cH
\]

\[
= 1 + c \cdot \sum_{k=0}^{n-2} (2^{n-1-k} - 1)(1 - c)^k
\]

When \(c = \frac{p}{q}\) with \(p \leq q\) and \(p, q\) relatively prime, we can choose \(d = q\) to get a monomial ideal \(a = (z_1^p) \cdot m^{q-p} + m^{2q}\). Using Newton polytope associated to \(a\), it is easy to calculate

\[
\text{mult}(a) = (q - p)^n + p \sum_{k=0}^{n-1} (q - p)^k \cdot (2q)^{n-1-k}.
\]

Moreover it is easy to verify the identity:

\[
e_n(\varphi) = q^{-n} \left( q^n - p \sum_{k=0}^{n-1} (q - p)^k \cdot q^{n-1-k} + p \sum_{k=0}^{n-1} (q - p)^k \cdot (2q)^{n-1-k} \right)
\]

\[
= q^{-n} \text{mult}(a).
\]

**Example 5.4.** Assume \(\mathcal{I} = \mathcal{I}_p\) where \(p = [0, \cdots, 0, 1]\). For any \(c \in [0, 1]\), we get an \(\omega_0\)-psh function \(u\) with analytic singularities modeled on \(\mathcal{I}^c\). We then have the identity:

\[
e_n(\varphi) = 1 + \sum_{k=0}^{n-2} (2^{n-1-k} - 1)(H - cE)^k \cdot H^{n-2-k} \cdot cE
\]

\[
= 1 + c^{n-1}.
\]

When \(c = p/q\) with \(p \leq q\) and \(p, q\) relatively prime, we can choose \(d = q\) to get a monomial ideal \(a = (z_1, \ldots, z_{n-1})^p \cdot m^{q-p} + m^{2q}\). Using the Newton polytope associated to \(a\), it is easy to calculate

\[
\text{mult}(a) = p^{n-1}q + (q - p) \sum_{k=0}^{n-1} p^k \cdot q^{n-1-k} = p^{n-1}q + q^n.
\]

Again it is immediate to verify the identity:

\[
e_n(\varphi) = 1 + \frac{p^{n-1}}{q^{n-1}} = q^{-n} \text{mult}(a).
\]

**Corollary 5.5.** Assume that \(u \in \text{PSH}(\omega_0)\) has analytic singularities. Then \(e_n(\varphi) = 1\) if and only if \(\mathcal{I} = O_{\mathbb{P}^{n-1}}\), if and only if \(u \in \mathcal{E}(\omega_0)\).
Proof. If $I = \mathcal{O}_{\mathbb{P}^{n-1}}$ then $\varphi$ has the same type of singularity as $\log |z|^2$ and hence $e_n(\varphi) = 1$. Formula (21) implies that $e_n(\varphi) = 1$ only if 

$$
(H - cE)^p \cdot H^{n-2-p} \cdot cE = 0, \text{ for all } p = 0, \ldots, n-2.
$$

(25)

Note that

$$
\delta := H^{n-1} - (\rho_t^*H - cE)^{n-1} = \sum_{p=0}^{n-2} (H - cE)^p \cdot H^{n-2-p} \cdot (cE).
$$

On the other hand, the non-pluripolar volume of $\omega_0 + dd^c u$ is equal to $(\rho_t^*H - cE)^{n-1}$. So $u \in \mathcal{E}(\omega_0)$ if and only if $\delta = 0$, if and only if the condition (25) holds true.

Note that

$$
\delta = H^{n-1} - (H - cE)^{n-1} = (n-1) \int_0^c (H - tE)^{n-2} \cdot dt.
$$

Because $H - cE$ is ample for $0 < \epsilon \ll 1$, $\delta = 0$ if and only if $E = \emptyset$, i.e. $I = \mathcal{O}_{\mathbb{P}^{n-1}}$. □
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