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Abstract: The development and application of new forms of automation and monitoring, data mining, and the use of AI data sources and knowledge management tools in the water sector has been compared to a ‘digital revolution’. The state-of-the-art literature has analysed this transformation from predominantly technical and positive perspectives, emphasizing the benefits of digitalisation in the water sector. Meanwhile, there is a conspicuous lack of critical literature on this topic. To bridge this gap, the paper advances a critical overview of the state-of-the-art scholarship on water digitalisation, looking at the sociopolitical and ethical concerns these technologies generate. We did this by analysing relevant AI applications at each of the three levels of the UWC: technical, operational, and sociopolitical. By drawing on the precepts of urban political ecology, we propose a hydrosocial approach to the so-called ‘digital water’, which aims to overcome the one-sidedness of the technocratic and/or positive approaches to this issue. Thus, the contribution of this article is a new theoretical framework which can be operationalised in order to analyse the ethical–political implications of the deployment of AI in urban water management. From the overview of opportunities and concerns presented in this paper, it emerges that a hydrosocial approach to digital water management is timely and necessary. The proposed framework envisions AI as a force in the service of the human right to water, the implementation of which needs to be (1) critical, in that it takes into consideration gender, race, class, and other sources of discrimination and orients algorithms according to key principles and values; (2) democratic and participatory, i.e., it combines a concern for efficiency with sensitivity to issues of fairness or justice; and (3) interdisciplinary, meaning that it integrates social sciences and natural sciences from the outset in all applications.
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1. Introduction

Digital technologies, particularly those related to Artificial Intelligence, are dramatically transforming our lives and the environment. Urban Water Cycle (UWC) management is a key part of this transformation. The UWC covers all the services related to the extraction, supply and sanitation of waters in a city (see Figure 1). The management of the UWC includes all the water that is present in urban environments: natural surface water, groundwater, drinking water, sewage, stormwater, flood overflow water, and recycled water (stormwater harvesting, managed aquifer recharge, etc.) [1]. In recent years, UWC management has been dramatically transformed by the development and application of
new forms of automation and monitoring, as well as the use of AI data sources and knowledge management tools. This so-called “digital revolution” [2,3] has received considerable attention in both research and practitioner circles. The studies focused on this transformation can be grouped into three main categories: first, the tech companies developing digital applications in the water sector present an overwhelmingly positive angle, emphasising the benefits of digitalisation (for an overview, see [3]). Second, scholars coming from water, environmental engineering, and data science fields, who mainly focus on developing and refining existing tools [4–6], also frame digitalisation as a fundamentally positive trend. While some legal and ethical issues are marginally mentioned, this type of analysis presents the intertwining of AI with Big Data science and water management as a ‘revolution’ in the sector, which opens new ways to analyse, organise, and extract information from large volumes of varying types of data [2,7]. Finally, an emerging literature unpacks the more problematic aspects of water digitalisation [8], but the discussion of the broader sociopolitical implications of this process remains overly sketchy.

![Figure 1. Impact of digitalisation on the UWC.](image)

The lack of critical work on this topic is surprising, given the interest in digitalisation and the proliferation of scientific works devoted to concerns related to AI in general. Scholars of ethics, politics, and technology have unveiled the outright dangers of the unchecked deployment of AI applications, with notorious examples of thinkers such as Shoshana Zuboff [9,10], Noah Yuval Harari [11], and Byung-Chul Han [12] devoting entire volumes to—often dystopian—AI futures. The increase in the references focused on ethics in AI is another indicator; in this sense, see [13–17]. The lack of specific critical attention to the applications of AI in water management is even more puzzling if we consider the importance and ubiquity of water not only as a source of life, but also as a carrier of data and, as an increasingly scarce resource, an object of political conflict. In the context of the overwhelmingly positive accounts of AI application in water management, this paper aims to offer a more nuanced view of the impact of digitalisation in the sector and to look at ‘both sides of the coin’, which any transformation of this magnitude necessarily possesses. Drawing on the precepts of urban political ecology (Section 2), we propose a hydrosocial approach to digital water management which aims to integrate and overcome the one-sidedness of the state-of-the-art approaches to this issue. Thus, the contribution of the article is a new theoretical framework which can be operationalised to analyse the ethical–political implications of the deployment of AI in urban water management.

The paper performs a critical overview of the state-of-the-art scholarship on AI applications in water management, looking at both the opportunities and the concerns they
generate. However, selecting relevant examples can be problematic, given that the influence of AI and related technologies in the water sector is extremely wide: data science, augmented intelligence techniques, and automation have enabled innumerable applications, from virtual representation of the water system and near-real time flow and quality monitoring to asset management. Therefore, following our methodology (Section 2), we decided to focus on examples that had more potential to result in ethical or political problems. Moreover, we covered each of the three levels of complexity vs. impact in the water sector proposed by Poch et al. [18] and inspired by Funtowicz and Ravetz [19]: the technical, the operational, and the sociopolitical (Figure 1).

The structure of the paper is organised according to these three levels. Thus, in Section 3, we take two examples of technological developments enabled by digitalisation: smart metering and sewer epidemiology. The former refers to the instant measurement of households’ water consumption. The latter is the extraction of biological data from wastewater to identify geographical patterns of disease spread, substance consumption, etc., a technique that has become especially popular during the COVID-19 pandemic. The second level corresponds to the design and operation of urban water cycle infrastructures. In Section 4, we refer to Decision Support Systems (DSS), a technology widely used to help in the choice of treatment plants to be included in the urban water cycle. We also look at how AI enables increased optimisation in the water cycle and operation of the infrastructures, but also transforms the workforce in the water sector. The third level is related to wider sociopolitical aspects of the urban water cycle. At this level, we consider two examples (Section 5): the gender issue and water governance more generally. In the discussion section, we explore pathways for the responsible use of AI and other digital technologies in the UWC, making the case for a ‘hydrosocial’ approach to A. We argue that this approach overcomes the artificial separations between nature, society, and technology, while integrating ethical and sociopolitical considerations from the outset.

2. Theoretical and Methodological Underpinnings

This investigation relied on a three-step method which involved the following: (1) desk research to review the theoretical literature (political ecology and hydrosocial science); (2) the development of criteria for the initial selection of applications and areas of impact; (3) interdisciplinary expert consultations—apart from the authors, consultations included renowned scholars from political science, environmental justice, philosophy, AI ethics, and environmental engineering—to validate the list and discuss the possible implications of digital water management.

The approach proposed in this paper takes its cue from urban political ecology (UPE) [20–23], a theoretical perspective that can be used to help unpack some of the main assumptions of the ‘positive’ or ‘technocratic’ approach to water digitalisation. UPE has traditionally explored the entanglements of power with the infrastructural provision in cities: instead of looking at infrastructure as a mere technological and apparently unproblematic issue, UPE scholars explore the political and conflictive dimension of technological and infrastructural projects [24]. Thus, the urban environment can be conceptualised as a socionatural hybrid. It embodies the relations, technological artefacts, networks, and flows that make urban life possible [25]. Building on the same metaphor of the hybrid, the concept of ‘hydrosocial’ aims to transcend nature–society binaries and envisions the circulation of water as a combined physical and social process [20,23]. Thus, water infrastructures and technologies of any kind—i.e., including the digital—need to be understood as an inseparable intertwining of cultural, political, and economic relations [25]. It follows that an evaluation of the impact of AI on the water sector needs to consider this hybrid nature and, importantly, place these applications in a wider sociopolitical context.

In this sense, urban political ecologists have begun to study the relationships between the deployment of water infrastructures, technologies, and governance within the shifting forms of capitalism and neoliberalism [21,26]. The growing importance of digital technologies in our society has brought about new forms of capital accumulation. Under so-called
“cognitive capitalism”, the industrial mode of production becomes obsolete and, at the same time, “the object of accumulation consists mainly of knowledge”, which is now the primary source of value [27] (p. 57). A dysfunctional form of cognitive capitalism could be considered “surveillance capitalism”, a term coined by Shoshana Zuboff, who refers to it as a “fully institutionalised new logic of accumulation” based on the prediction and modification of human behaviour [9]. A fundamental shift in this new regime is that day-to-day practices—therefore water-related ones are included—become a primary target of commercialisation strategies [10]. Importantly, and given the rapid pace at which this trend is advancing, our society is yet to find a way to govern Big Data: how will it be used, to what purpose, who decides, and who decides who decides are fundamental political questions that remain largely unanswered [9].

These questions are also profoundly relevant for how the ‘digital revolution’ in water will be understood and managed. Digital technologies such as AI, data-mining, and advanced monitoring have the potential to fundamentally transform the way we understand and collect data from water, as the sector becomes riddled with new ethical and political concerns. Bringing together UPE and hydrosocial approaches, the paper focuses on the choreographies of power, nature, and capitalism encapsulated in ‘digital water’ applications. The article asks: notwithstanding the benefits of these applications, to what extent are they obscuring instances of power and discrimination and what can be done to overcome these concerns?

3. The Impact of AI on UWC: The Technical Level

This section focuses on the technical level of ‘digital water’ issues and the associated concerns, as exemplified in two applications: sewer epidemiology and smart metering.

3.1. Sewer Epidemiology

Water has the potential to become one of society’s key sources of information; according to Garrido-Baserba et al. [2], cities will soon be able to ‘mine’ their sewer systems for information in order to understand lifestyle habits and the overall health status of the population by measuring human biomarkers. Importantly, by collecting the data available in wastewater, public health decision making will be improved through rapid access to potential sources of epidemiological threat. According to ‘optimist’ accounts, in exchange for this information, users will be “continuously informed and guided about health (e.g., disease predisposition, recovering follow-ups, tailored health programs, etc.) and lifestyle (e.g., dietary recommendations, personal-suggested activities, sport-recommendation with its corresponding associated products, etc.” [2].

However, if we look at this technology and its potentiality from a UPE perspective, several problems arise. As our current experiences with Big Data show us, the relationship between users and the firms which process and commercialise data is more like an extractive process than a fair exchange [9]. It is precisely this one-way process that makes Big Data possible, and it typically occurs in the absence of dialogue or consent. Similarly, in the case of data obtained via sewer mining, optimistic accounts of the benefits of advanced capacity for early detection of diseases do not consider the potential risks of this commodification for early detection of diseases do not consider the potential risks of this commodification of data.

Moreover, as the management of COVID-19 has shown, access to intimate data can be used as a tool of advanced surveillance. For instance, the ability to profile different neighbourhoods according to their lifestyle choices raises important threats to privacy, but furthermore, the access to this data can legitimate, even without the threat of health hazards, policies which reproduce inequalities and discrimination against the more vulnerable. For instance, it is known already that the pandemic disproportionately affected poor, black communities, not because of their ‘irresponsible’ habits, but because of their structural life conditions: dwelling in crowded houses increased the incidence of contagion. The selective lockdown of poor neighbourhoods is just an example of how biopolitics can be spun against these communities [28].
Allowing access to personal lifestyle data can have significant impacts on the lives of the citizens, since in some health systems—notoriously in the USA—lifestyle habits determine the degree of access to health services. A smoker pays up to 50% more for health insurance, depending on the state [29]. Still, so far, the system relies on the ‘honour’ of the respondents and does not actually perform any checking; in other words, people can hide their habits, even if lying about them constitutes light fraud. A ‘smart’ system such as sewer epidemiology, which is able to detect eating habits, substance ingest, or other conducts which pose a threat to our health, could not only ‘recommend’ changes in diets, but also stigmatise and hinder medical autonomy.

Another important concern raised by sewer epidemiology is the potential publication of the databases and the eventual uses of this information. Even if the individual data are not made available—and therefore the European regulations on privacy are safeguarded—the publication of data even at a large geographical aggregation level can have an impact on certain communities. Wastewater can provide information about the level of intake of certain medical drugs in certain areas, which is in fact a valuable commercial information and can help target marketing campaigns for certain ‘health’ products. These instances require additional cautions that might be beyond the General Data Protection Regulation (GDPR) regulations, since they may be contrary to the principles declared in the recent AI Act of the European Commission from April 2021 (Article 5 of Title II) about the prohibition of any practice oriented to manipulate human behaviour [30].

3.2. Smart Metering

Smart meters installed in every household allow for continuous measuring of water consumption. Through this technique, more accessible data are available to both consumers and companies, and this can impact the way people relate to the service while opening countless possibilities for influencing consumption behaviour. From the utility point of view, it can allow for reductions in peak demands, improved demand forecasting, promotion of efficient appliances, and performance indicators. On the consumer side, smart meters are considered useful as they provide information on how and where water is used to allow the reduction of consumption or quick leak detection.

However, smart meters also present several concerns. The technology can be used to collect and commodify data on consumer behaviour, while the promised reduction in consumption is in part a result of disciplining consumers. Thus, Zetland [31] (p. 126) argues that “[w]ater meters transform water users from passive consumers [. . . ] into active customers entitled to value for money”. A more responsible consumer is ‘nudged’ to consume less water by emphasising the opportunity to save money. The financial value of water is used to urge households to ‘take control’ over their bill while altering the ways in which they use water. Penetrating the intimacy of the home, smart meters assist in the transformation of the household into a revenue stream and, at the same time, serve to control behaviours and shape practices “associated with the political rule of finance” [32].

Critical literature has also shown that this continuous information about water consumption (combined with pricing mechanisms) may make citizens obsessed with reducing already low and essential water uses instead of focusing on other household expenses [33] (see also Section 5.1 on the gender dimension of this practice). Therefore, it could be argued that smart metering risks consolidating processes of commodification of the urban water supply, even for the most basic uses. At the same time, studies have shown that consumers from vulnerable groups are likely to need more help if they are to obtain the full benefits of smart metering [33].

Moreover, like the sewer epidemiology case, the publication of data can become a problem; even if individual data are strictly preserved and only aggregated data of water consumption at certain territorial levels are made available (at building level, at street level, at district level, etc.), these data can be crossed with other databases such as, for example, TV channel scheduling. This data crossing can yield information about which channel a certain territorial area is predominantly watching, with associated consequences.
for the advertising policies among others (for instance because there is a direct association between increasing use of water when advertisements happen on TV in the evenings). In Europe, the GRPD is trying to prevent these situations via the informed consent of users, but additional care is required when we are talking about aggregated data which can be analysed in forms that can also have an impact at the individual level [30].

4. The Impact of AI on UWC: The Operational Level

4.1. Decision-Support Systems for Design and Operation of Water Treatment Plants

Selecting the technology mix that can achieve the objectives assigned to urban water infrastructures is a complex task due to the proliferation of new technologies coupled with ever stricter water quality standards [34]. Environmental Decision Support Systems (EDSSs) are AI tools that have been helping operators and policymakers to tackle this problem. Created in the 1980s, the aim of these technologies was to provide decision-making support by combining mathematical models with qualitative knowledge. The use of ontologies and AI techniques specialising in the emulation of human behaviour have allowed EDSSs to be used as systems capable of integrating a wide diversity of knowledge and providing elements of discussion to reach consensual solutions.

While EDSSs have helped to improve decision making across the water cycle [34,35], several pitfalls of this technology are worth reviewing. From an ethical perspective, the fact that they rely on the autonomous nature of AI systems raises issues of the potential loss of human control over decision making, which can yield ethically questionable outcomes. In the same line, the liability for harms resulting from the use of EDSSs remains ambiguous under many legal frameworks.

Application of a political ecology lens to this technique would highlight issues of power inequalities, especially due to how restrictive EDSSs are in terms of use. Thus, while the EDSS as a concept was very promising and there are numerous such systems already in place in the water management sector, the complexity of today’s operations poses challenges to their implementation. The integration of expertise, models, statistical analysis, case-based systems, real-time, etc. is key to gaining useful decision-making knowledge. However, because of this diversity of inputs, EDSSs end up difficult to understand and employ for users other than large companies who can afford: (1) to employ data experts, process engineers, and software engineers who can connect different types of data sources, databases, etc.; or (2) software that can create easy-to-use, dynamic interfaces.

4.2. Workforce

The gradual uptake of AI technologies in the water sector will likely affect its workforce, like other economic sectors. From an optimistic perspective, AI has the potential to “free workers from repetitive tasks enabling them to focus on more highly skilled aspects” [2]. At the same time, digital water management will require a requalification of the workforce, including water researchers. According to the same authors, the implementation of effective Big Data exploitation will give birth to a “new generation of researchers/practitioners trained in engineering, statistics, and computer science through the creation of multidisciplinary training programs” [2]. Indeed, one of the objectives of the European strategy on AI is to prepare the society for the socioeconomic changes brought by AI, and in particular to provide support to businesses to strengthen the advanced digital skills of their workforce. Moreover, the Ethics Guidelines for Trustworthy AI of the High-Level Expert Group on AI introduce the education and training of AI stakeholders (including raising awareness of the potential impact of AI and their participatory role in shaping societal development) as a key method through which to ensure the responsible implementation of AI systems [36]. In this sense, the authors [2] are right to stress that the potential of AI comes from training more interdisciplinary researchers and professionals.

While the positive aspects of qualifying staff in managing these new technologies cannot be denied, there are more aspects to consider in this requalification than the purely technical ones. Firstly, the path of deskilling and reskilling involves a set of complexities
which are rarely explored in the ‘optimist’ literature. Not all workers will be able to cope with the reskilling process—or will be willing to—and therefore they will inevitably be affected by redundancy. For most people, jobs are much more than just means to gain a living; they are intimately linked to personal identity, self-esteem, and social status, which will make this process particularly painful for a portion of existing water professionals. Depending on the pace at which AI replaces workers or makes them partially unfit for their positions, compensatory policies such as universal income should be explored [37], representing some form of “intergenerational solidarity between those disadvantaged today and those advantaged tomorrow, to ensure that the disruptive transition between the present and the future will be as fair as possible, for everyone” [13].

Secondly, there is also the danger of perpetuating the technocratic paradigm which already privileges technical skills. The water and AI specialists of tomorrow, with their versatile profiles, may represent an important step forward in understanding the inherent interdisciplinary character of the water sector itself. However, this is not achievable unless interdisciplinarity is understood in its entirety; issues such as values, ethics, and the social and political aspects of AI and of water management need to be part of the basic training of the new water professionals who will govern and manage the “digital water revolution”.

5. The Impact of AI on UWC: Sociopolitical Level

In this section, we address the sociopolitical dimension of water digitalisation. We deal with the water governance aspects of water digitalisation and the gender implications.

5.1. Water Governance

The term ‘governance’ has gained increasing prominence in the scientific literature on water. As an analytical category, the governance perspective asks whether and how institutions can deal with the tasks assigned to them [38]. The governance approach has offered a more flexible (but also more elusive) way to conceptualise the political space, which includes the classic governmental processes—mainly laws, regulation, and policies—but moves beyond it to include more scales, types of public and private actors, and the relationships between them [39].

In the water sector, AI can improve water governance especially by reducing uncertainty; AI capabilities can have a positive impact on policymaking and businesses by offering reliable predictions of climate conditions, water flows, and even envisaged behaviours of communities and actors, thus reducing risks [40]. However, the promise to offer certainty and reduce the complexities of decision making also has several downsides. A political ecology perspective would advise against the danger of excessively relying on AI algorithms for decision making in water governance, since it may consolidate the already reductionist and depoliticised water governance perspective that is dominant nowadays, according to which water is devoid of any cultural, symbolic, and political character. Consequently, its management is conscribed to the realm of technoscience and managerial means. Nevertheless, water is a paradigmatic “wicked problem” [40] imbued with social controversy and needs constant political renegotiations of potential solution paths [39]. Moreover, as Eric Swyngedouw reminds us, water is inherently political, and therefore subject to all manner of tensions, conflicts, and social struggles [22].

The depoliticisation of water is potentially negative because it privileges a dominant way to manage water over alternative ones. As shown in the political ecology literature, depoliticisation goes hand in hand with the commodification of water [41,42] which subordinates the use value of water (i.e., its qualitatively defined characteristics) to the exchange value (monetary price decided by the market). This commodification process implies that the only way to truly ‘appreciate’ a service is to pay for it (ideally at full market cost). Thus, in the AI-powered expert paradigm, if a value cannot be expressed in monetary terms, it risks not being included in decision making at all [43]. Consequently, service users are increasingly seen (and come to see themselves) as ‘customers’ instead of ‘citizens’, with
public amenities perceived more like private commodities than public goods, concealing the complex social and labour arrangements behind their exchange price [43,44].

5.2. Water, AI, and Gender

Power imbalances and exploitation are key preoccupations of political ecologists; it is therefore no surprise that gender has been intensively studied, particularly in relation to water supply in developing countries [45–47]. Women are predominantly in charge of providing water for their families, often over very long distances, a fundamental task which does not enjoy social recognition. The responsibility of providing water intensifies the daily work of women and compromises their education and access to leisure, negatively impacting their health and quality of life [48]. These conditions may worsen in a climate change context, which access to water even more difficult [49].

Gender inequality in the water sector is not restricted to developing countries; globally, the water sector continues to employ far less women than men, especially in technical and managerial jobs. A World Bank study shows that women occupy less than a quarter of the total water professionals. Moreover, even if on average, 23 percent of engineers and managers in a utility are female, 32 percent of the sampled utilities had no female engineers and 12 percent had no female managers [50]. As AI penetrates more and more aspects of the water management sector, this will have an impact on how women will cope with digitalisation and will make them more likely to be affected by redundancy. Thus, as AI applications become an essential interface in the work environment, the pressure to reskill will be harder on women; this learning process usually takes place during ‘leisure’ time, when women carry heavier care burdens than. This is correlated with the gender dimension of the ‘digital gap’, meaning that girls and young women do not have equal access to technology and digital training, which negatively affects literacy and professional prospects [51].

Another area where the interplay between AI, water, and gender is worth considering is in the decision making in urban water planning interventions. As noted in Section 4.2, AI-based systems using aggregated user data (or instance, about water use in the household through smart meters) are increasingly employed to envisage scenarios and legitimise policies in urban water projects [40,52]. If datasets are not disaggregated by sex and gender (as well as other identities), this means that policies regarding tariffs, water-saving schemes, or infrastructure programs will not factor in women’s needs and opinions. This is especially important if we consider that care-related activities, which involve water use, are predominantly the responsibility of women. Using a gendered analysis, planners could gain a more accurate picture of communities, natural resource uses, households, and water users. Understanding the differences among and between women and men (who does what work, who makes which decisions, who uses water for what purpose, who controls which resources, who is responsible for different family obligations, etc.) can yield more effective results [53,54]. Moreover, the fact that only 22 percent of AI professionals are women certainly does not improve the chances that the interpretation of these data includes a gendered perspective [55].

It follows that women should play a fundamental role in resource management and in the implementation of water technology and infrastructure projects. However, change is not at hand, with studies concluding that the interest of women in advancing within water governance is not well-supported by society, particularly in rural and peri-urban areas [46]. Governments and companies should strengthen women’s participation and leadership, promote communication and education with a gender perspective, and ensure the collection of gender-disaggregated data.

6. Discussion: A Hydrosocial Approach to Digital Water

This paper aimed to move beyond the overly optimistic approaches to ‘digital water’ management and paint a more nuanced picture of this crucial transformation of the sector. Using a hydrosocial and Urban Political Ecology theoretical lens (see also [56]), the analysis
highlighted that the gradual penetration of Big Data and AI-related technologies in the water sector can yield opportunities but also have negative effects such as increased surveillance, lack of accountability, workforce exclusion, discrimination, injustice, and loss of democratic quality. These are also areas where more data and research is needed.

How to tackle these concerns? The available ethical frameworks provide some valuable guidance. Thus, the High-Level Expert Group on AI have defined a set of requirements that AI practitioners need to put in place to guarantee a Trustworthy AI: human agency and oversight; technical robustness and safety; privacy and data governance; transparency; diversity, non-discrimination, and fairness; societal and environmental wellbeing; and accountability [36]. However, these principles require further operationalisation for specific AI-based systems in the water domain.

From the overview of opportunities and concerns presented in this paper emerges that a hydrosocial approach to digital water is timely and necessary. It envisions AI as a force in the service of the human right to water, the implementation of which needs to be (1) critical, in that it takes into consideration gender, race, class, and other sources of discrimination and orients algorithms according to key principles and values; (2) democratic and participatory, i.e., it combines a concern for efficiency with sensitiveness to issues of fairness or justice and a shift towards mechanisms that ensure democratic control over the applications, while overcoming the split between experts and society; and (3) interdisciplinary, meaning that it integrates social sciences and ‘technical’/ natural sciences from the outset, in all applications.

Applying these principles to the risks identified here, the following recommendations emerge:

(1) Risk of surveillance: applications such as sewer epidemiology and smart metering have the capacity to obtain intimate private information which, if not properly protected, can become a tool of increased surveillance and oppression [57]. To this purpose, the direct and indirect uses of data coming from water must be limited, particularly when talking about aggregated data combined with nonwater information. In the EU, the TrustworthyAI ethical guidelines’ [36] recommendations and AI Act provide a proper context to guarantee privacy, autonomy, and nondiscrimination; however, they only apply in the EU and they need further operationalisation for the water domain.

(2) Risk of biased decision making: the advance of environmental decision-support systems, agent-based modelling, and Big-Data-powered scenarios for policymaking can be nonrepresentative, biased, and lack accountability. Therefore, there needs to be an increased preoccupation with standards of transparency and access to knowledge. Standards should be complemented by training programmes and integration of a wider variety of disciplines, knowledges, and perspectives in the design of the models, lowering the expertise and gender barrier.

(3) Risk of workforce exclusion: digitalisation will inevitably impact the water workforce, provoking redundancy and the need for reskilling. To avoid the worst consequences for economic means, wellbeing, or dignity of this workforce, there needs to be increased awareness on the part of the policymakers and corporations; the advance of AI should be approached systemically, in an integrated way, and complemented with investments in training, while exploring substantial solidarity programmes such as a universal income. Specific attention needs to be paid to training for women in future professional roles, starting from acknowledgment of the gender dimension of the digital divide.

(4) Risk of democratic quality loss: water digitalisation is largely driven by the private sector, which welcomes the opportunity of reducing risks and complexity of decision-making. However, this transformation should not lead to further commodification of water and the exclusion of communities from decisions in favour of gaining efficiency. Therefore, the digitalisation of the water sector should go hand in hand not only with public control, but also with enhancing mechanisms of direct, democratic participation.
in the water governance. Moreover, when we talk about the deployment of new technologies in developing countries, it is especially important to consider the cultural dimension and indigenous knowledges, and to understand how it will affect social relations and what socioeconomic changes need to be foreseen to adopt, adapt to, or reject the water digitalisation processes. It is also necessary to consider possible trade-offs raised from the compliance of all these ethical requirements, where technical concepts such as efficiency or performance might be confronted with sociopolitical requirements. Consequently, responsible AI is as much a question of trustworthy AI techniques as one of accountable governance.

(5) Risk of injustice and gender discrimination: water, gender, and AI are inextricably linked, as the digitalisation of water will likely enhance existing power imbalances in the sector and the lack of representation of women and other gendered identities in water-related interventions. To counteract the bias incorporated in AI applications see also [58], gender should be mainstreamed in planning, implementation, and evaluation of programs. Methodologies such as gender analysis, social mapping, and sex- and gender-disaggregated data should be further encouraged. Promoting an active participation of different gendered people throughout the design, implementation, and evaluation stages can help to ensure that their needs are represented. Additionally, more research correlating data on gender, AI, and water technologies is needed to improve knowledge and awareness on this topic.

7. Conclusions

This paper provides an informed reflection about the ethical and political concerns associated with the deployment of digital technologies in the water sector, with a focus on the Urban Water Cycle. Using the theoretical lens of urban political ecology, and the literature on hydrosocial cycles, we analysed relevant examples of how digitalisation impacts the technical, operational, and sociopolitical levels of the urban water cycle, respectively. The applications were selected using expert consultations. The article did not aim to offer an exhaustive review of the ‘digital water’ issue, but rather to illustrate how we can—and should—be thinking about this issue. Our results show that while digitalisation can have a positive impact on the urban water cycle, it can also generate concerns in terms of personal and collective rights. In the discussion, we provide paths for further research that approach water digitalisation in a critical, theory-guided and interdisciplinary way. Indeed, interdisciplinarity is key to a safe and fair digital transition, and this article takes this conviction onboard by relying on complementary views of scholars from political science, water engineering, and AI. This first attempt to bring together a diversity of voices can serve as a basis for a timely debate in the water sector that would help to prevent the establishment of dysfunctional ways of functioning, which may be extremely challenging to reverse.
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