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ABSTRACT

The ab initio calculation of exact quantum reaction rate constants come at a high cost due to the required dynamics of reactants on multidimensional potential energy surfaces. In turn, this impedes the rapid design of the kinetics for large sets of coupled reactions. In an effort to overcome this overbearing set-back, a deep neural network (DNN) was trained to predict the logarithm of quantum reaction rate constants multiplied by their reactant partition function – rate products. The training dataset was generated in-house and contains ~1.3 million quantum reaction rate constants for single, double, symmetric and asymmetric one-dimensional potentials computed over a broad range of reactant masses and temperatures. The DNN was able to predict the logarithm of the rate product with a relative error of 1.1%. Further, when comparing the difference between the DNN prediction and classical transition state theory at temperatures below 300K a relative percent error of 38% was found with respect to the exact difference. Systems beyond the test set were also studied, these included the H + H₂ reaction and the diffusion of hydrogen on Ni(100). For these reactions the DNN predictions were accurate at high temperatures and in qualitative agreement with the exact rates at lower temperatures. This work shows that one can take advantage of a DNN to gain insight on reactivity in the quantum regime.

INTRODUCTION

Understanding, evaluating and predicting chemical reactivity computationally is of great interest as it is critical for the design of new materials,¹² to tune the production of compounds in industry,³ for drug design⁴ and so forth. For the last century, theories and their application to the calculation of reaction rate constants have been developed and explored extensively.⁵–⁷ Classical, semi-classical and quantum mechanical approaches all require some knowledge of the potential energy surface, ranging from an activation energy, to a minimum energy path, to a full potential energy surface. Classical static theories such as transition state theory (TST) or variational transition state theory⁸ are frequently employed due to their low computational cost. However, they come with the need to find a minimum energy path ab-initio and are limited by being valid mostly at high temperatures where quantum effects such as tunneling are less significant. At lower temperatures⁹ quantum corrections¹⁰ or approaches such as the Quantum Instanton,¹¹,¹² the flux-flux or flux-side correlation functions take tunneling into account.¹³ Unfortunately, fully quantum approaches cannot be applied to systems with many degrees of freedom due to the exponential growth in computational cost with system size.

To overcome these bottlenecks, in the last decade, there has been much interest in using AI machine learning types of approaches to predict chemical properties¹⁴–²¹ and more recently reactivity.²²–²⁸ The prediction of reaction rate constants using supervised machine learning comes with the requirement of large datasets of reaction rate constants. While some datasets exist for gas phase reactions, e.g. Reaxys²⁹ or Scifinder³⁰, the data is largely inhomogeneous and often does not include reaction rate
constants. Nonetheless, these datasets have been used to train supervised machine learning algorithms to predict e.g. suitable temperatures for reactions. Recent work has also shown promise for the AI prediction of activation energies.

Bowman et al. applied gaussian process regression to a small data set of single barrier reactions and were able to obtain good estimates of the reaction rate constants computed using multidimensional time-dependent hartree (MCTDH), the Quantum Instanton or ring polymer molecular dynamics (RPMD).

In this work we trained and validated a supervised multi-layer perceptron (MLP) deep neural network (DNN) to predict the product of the exact quantum reaction rate constant with the reactant partition function for one-dimensional barriers. The motivation for choosing one-dimensional paths was twofold; on one hand many theoretical methods approximate the overall kinetics with a single most traveled one-dimensional reactive pathway, on the other, given our need for a large dataset, the calculation of rate constants on multidimensional surfaces was unfeasible. Single, double, symmetric and asymmetric barriers were considered. The presence of resonant tunneling for double barrier potentials increases the difficulty of computing the quantum reaction rate constant accurately due to the need to resolve resonant peaks. In this context, a machine learning alternative is more appealing. As shown in Figure 1, we first generated a database of over six million reaction rates by numerical integration of the transmission probability for a broad range of reactant masses, barrier heights, barrier widths, barrier distances, barrier shapes and temperatures. This dataset was then employed to find the optimal hyperparameters for a DNN via grid search, to train the DNN, and ultimately, to predict quantum reaction rate constants.

**COMPUTATIONAL METHODS**

**Database Generation**

A database of ~6.9 million quantum reaction rate constant products, \( k(T)Q_{\text{react}}(T) \), was generated for one-dimensional potentials. The quantum reaction rate constant products were computed in the energy domain from the general equation (1)

\[
k_Q(T) \equiv k(T)Q_{\text{react}}(T) = \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} e^{-\beta E} T(E) dE
\]
where \( T(E) \) is the transmission coefficient and \( \beta = 1/k_B T \).

The transmission coefficients were evaluated following the approach developed in Ref. \(^9\) where it was shown that given a coordinate position, \( x^{(1)} \), located far from the reaction barrier, one can write

\[
T(E) = 4 \left| \psi_E(x^{(1)}) + \frac{\hbar}{ip} \partial_x \psi_E(x^{(1)}) \right|^2.
\]  

(2)

In equation (2) the coordinate position, \( x^{(1)} \), must satisfy the condition \( x^{(1)} \gg L \), where \( L \) defines the range \( x \in [-L, +L] \) within which the potential is non-zero. \( \psi_E(x) \) is the eigenfunction of the Hamiltonian for the energy eigenvalue \( E = p^2/2m \) where \( p \) is the linear momentum and \( m \) the reactant mass. This approach was successful in reproducing the full quantum reaction rate constant as could be obtained in the time domain using the flux-flux correlation function approach,\(^{31}\) with the advantage of avoiding the demanding time propagation of the wavefunction. The reactant partition functions where considered as part of the output to be predicted using machine learning. For simplicity, in this paper we will refer to the output product \( k_Q(T) \equiv k(T) Q_{\text{react}}(T) \) as the reaction rate constant product. Equation (1) above was solved for single and double symmetric and asymmetric rectangular, Eckart,\(^{32}\) gaussian and Peskin\(^{33}\) potentials as shown in panel 1) of Figure 1 and defined below in Table 1.

Table 1: Range of potential energy parameters for the symmetric and asymmetric single and double barriers used to compute reaction rate constants for the dataset. For a symmetric barrier, \( \alpha = 1 \).

| Feature             | Values                        |
|---------------------|-------------------------------|
| Reactant mass \(- m\) | 1060 – 1060000 [au]           |
| Barrier heights \(- V_1, V_2\) | 5.0 – 80.7 [kcal / mol]     |
| Barrier widths \(- w_1, w_2\)  | 0.1 – 6 [au]                  |
| Distance \(- d\)          | 0.0 – 5 [au]                  |
| Asymmetry \(- \alpha\)     | 0.0 – 1.0                     |
| Temperature \(- T\)         | 80 – 2500 [K]                 |

For single rectangular and Eckart potentials exact analytical expressions were used for the transmission coefficient.\(^{7,32,34}\) More details on the numerical evaluation of the transmission coefficient can be found in the supporting information.

**Input features and datasets**

A dataset of \(~1.3\) million points was extracted from the original database to train a deep neural network to predict the reaction rate constant products (eq. 1). To obtain the new dataset, some small mass values were randomly dropped so as to avoid having an unbalanced dataset. Plots of the dataset distributions with respect to input features are shown in the supporting information. Of the new dataset, 80% was used to train and 20% to test the DNN.

The input features (Table 1) included reactant mass, reaction temperature, first and second barrier height, first and second barrier widths, distance between barriers, barrier slope and asymmetry. A second set of features was also evaluated, it added the sum of barrier heights, the sum of barrier widths and the number of barriers to the first set. These additional features were not found to provide any advantage to the model’s loss during training and are not considered in the results.

The input features of both the training and testing datasets were normalized respect to the mean and standard deviation of the training dataset. The output label was chosen to be the logarithm of the rate constant product, \( \log k_Q(T) \), to avoid the
problem of values ranging over hundreds of orders of magnitude. The output label was then scaled to the range $[-1, 1]$ by using the training dataset label minimum and maximum values.

Hyperparameters optimization

The network’s optimal architecture and modeling hyperparameters were identified by carrying out grid searches with five-fold cross validation using Scikit-learn’s GridSearchCV\textsuperscript{35} and Keras with TensorFlow backend.\textsuperscript{36} The first search was conducted over one to three hidden layers of $n \in [1, 6, 12, 24, 32, 64, 128]$ neurons per layer with batch size 32, 64 or 128 and epochs in the set $[50, 100, 200, 300]$. For this grid search, we chose the Adam optimizer\textsuperscript{37} with learning rate set to $0.001, \beta_1 = 0.9$ and $\beta_2 = 0.999$, and the sigmoid and tanh activation functions for the hidden and output layer (See Table S2 for details on the first grid search). Subsequently a second and third grid search were carried out on the best model of the first search for each feature set, to identify the optimal activation functions and learning rate (Table S3-5). Finally, a fourth grid search was carried out on the optimal model obtained from the third grid search to choose the final batch size. In all searches, the ranking metric was the mean squared error (MSE). The optimal hyperparameters values are discussed in the next section and shown in Table S6 of the supporting information.

RESULTS AND DISCUSSION

Optimal DNN models

From our grid searches, as shown in Table 2, we found that the optimal network architecture consisted of three hidden layers with 128 neurons in the first layer, 24 in the second and 12 in the third layer.

| Hyperparameter                  | Value            |
|---------------------------------|------------------|
| neuron configuration            | $(128, 24, 12)$  |
| epochs                          | 300              |
| batch size                      | 256              |
| hidden layer activation function| sigmoid          |
| output activation function      | linear           |
| learning rate                   | 0.001            |

The grid search on the activation function indicated the sigmoid function as best for the hidden layers. For the output layer, the top three functions were the softsign, linear and hyperbolic tangent functions. These three combinations had comparable metrics of loss and we chose the linear function as the output function. Finally, the optimal learning rate was found to be 0.001. The best batch size was determined in the fourth grid search by comparing the moving average validation loss of the optimal model and found to be 256. Plots and details of the grid search results are included in the supporting information (Figures S3-5). We would like to note that a grid search for regularization was also carried out but it did not lead to an improvement on our model as overfitting was not observed.
In Figure 2 we show the testing dataset loss (blue solid line) and the training dataset loss (black dashed line) as a function of epochs. The testing loss closely follows the training loss and decreases as training progresses. We do not observe signs of overfitting from the trend of the average testing loss. The fluctuations in the test loss are associated with the batch size in mini batch training. The final value of the training loss expressed in terms of the scaled log ($k_Q$) is equal to $1.55 \cdot 10^{-5}$.

In Figure 3 we show the unscaled predicted DNN values of the log ($k_Q$) respect to the exact test set values (blue circles). The red dashed line indicates the identity, i.e. the case where a model would predict perfectly. The linear fit (black line) to the predicted data is very close to the identity with a mean absolute error (MAE) of 0.27 log (1/ps) and standard deviation of 0.86 log(1/ps). This corresponds to a relative error of 1.1% respect to the mean log ($k_Q$) value. The null hypothesis of always predicting the mean of log ($k_Q$) produces a MAE of 24.5 log(1/ps) with standard deviation 34.7 log(1/ps). The small value of the MAE compared to the null indicates that the model is able to predict accurately within the range of values it was trained on.

Figure 2: Final optimized DNN model training loss (MSE) (black dashed line) and testing loss (blue solid line) for the scaled logarithm of the reaction rate product log ($k_Q$) as a function of epochs.

Figure 3: Predictions of the optimal DNN model on the test set. Blue circles represent the predicted value of log ($k_Q$) compared to the true value in the test set. A linear fit to the data (black line) is very similar to the identity function (red line). The percent MAE rescaled respect to the mean is 1.1%. The standard deviation from the mean is 0.86 log(1/ps).
Quantum rate constant predictions

We investigated the trained DNN’s ability to predict quantum effects by comparing predicted \( \log(k_Q) \) values to transition state theory rate constant results for the entire test set.

In Figure 4 panel a) the average difference between the DNN predicted values and the corresponding transition state rate constant, binned by temperature interval, is shown in grey bars with diagonal lines. Specifically, the \( j \)-th bin’s height \( h_j \) is computed as

\[
h_j = \frac{1}{N_{\text{test}}} \sum_{i=1}^{N_{\text{test}}} \left( \log(k_{Q_i}) - \log(k_{Q_i}^{\text{TST}}) \right) / |\log(k_{Q_i})| \quad (3)
\]

The normalization by the absolute value of the quantum \( \log(k_Q) \) is carried out so as to even out changes in rate value due to reactant mass and barrier shape and emphasize the difference respect to the classical rate constant. The same average difference is shown in blue for the test dataset. The DNN values closely follow the test set and for temperatures below 300K, the percent MAE rescaled respect to the exact mean difference is 38%.

\[\text{Figure 4: Panel a) average prediction of quantum effects (equation (3)) as a function of temperature for the test set (light blue) and for the neural network predictions (grey with diagonal lines). As temperature increases the NN correctly predicts a decrease in quantum effects. Panel b) Top plots show, on the left hand side, a double barrier potential taken from the test set with } V_1 = V_2 = 42.89 \text{ kcal/mol, } w_1 = w_2 = 0.5 \text{ au and } d = 0.5 \text{ au and, on the right hand side, the transmission coefficient for reactants of mass } 11.63 \text{ g/mol. The lower plot reports the corresponding predicted } \log(k_Q) \text{ as a function of the inverse temperature (red dashed line), the exact values (blue line) and a transition state theory estimate based on the first barrier height (black line).}
\]

In panel b) of Figure 4 we show an example of the predicted \( \log(k_Q) \) for a symmetric double gaussian barrier taken from the test set. The barrier heights were \( V_1 = V_2 = 42.89 \) kcal/mol, the widths \( w_1 = w_2 = 0.5 \) au and the distance between barriers was \( d = 0.5 \) au. The reactants mass was 11.63 g/mol which is close to the mass of a carbon atom. As can be seen from the transmission coefficient, panel b) top right-hand side plot, the peaks indicate the presence of quasi bound states which lead to resonant tunneling and to a larger rate constant.\textsuperscript{33,38} The presence of quasi bound states increases the duration of the tunneling process and contemporarily the length of time-dependent calculations required to compute the rate constant ab initio. In this context, it is promising to see that the predicted DNN \( \log(k_Q) \) values (red) closely follow the exact quantum values (blue) and only start underestimating at temperatures below \( \sim 160 \text{ K.} \)
Predicting the H+H₂ reaction and hydrogen diffusion on Ni(100) rate constants

To evaluate the ability of the DNN model to predict kinetics beyond the test dataset, two additional reactions were considered. The first is the extensively studied H + H₂ reaction.³⁹ We employed the one-dimensional Eckart barrier approximation to the potential energy surface¹¹ with \( V_1 = 9.8 \text{ kcal/mol} \), \( w_1 = 2.31 \text{ au} \) and \( m = 1060 \text{ au} \) to solve for the exact kinetics. The potential is shown in Figure 5 panel a) upper plot. In the lower plot, we show the exact quantum results (blue with circles), the DNN predictions (red with triangles) and transition state theory (black line). The DNN predictions follow the trend of the exact results and recovers most of the quantum effects.

The second process we studied was hydrogen diffusion on Ni(100). For this system, we extracted a one-dimensional pathway from the EDIM potential energy surface⁴⁰ with EAM-5 parametrization developed by Truong and Truhlar.⁴¹ The potential energy path was determined by first minimizing the potential energy along the \( z \) coordinate and then by taking a path symmetrically crossing three hollow sites. The one-dimensional path was then fitted to a double gaussian potential to extract features for the DNN. A plot of the two-dimensional surface and of the one-dimensional double gaussian path is shown in Figure 5, panel b) upper section. With this potential we computed the exact logarithm of the reaction rate constant product (Figure 5, panel b) lower plot – blue), the transition state theory estimate for the rate constant (black) and the DNN predicted rate constant (red).

The DNN predictions underestimate the rate constant at low temperatures although they are on the same order of magnitude. This shows that with our simple input feature representation, one can obtain qualitative information on reactivity for systems beyond the test set. To predict quantum rates more accurately and obtain quantitative accuracy for a broader set of reactions, we believe that providing information such as the reactant partition function and input features which include more information on the chemical properties of the reactants could improve the trained DNN’s predictive ability.
CONCLUSIONS

In this work we have shown that a DNN can be trained to successfully predict quantum reaction rate constant for one-dimensional reactive pathways. We generated a database of over 6.9 million quantum reaction rate constant products for smooth and rectangular, single and double, symmetric and asymmetric barriers over a broad range of temperatures and reactant masses. The database was employed to identify the optimal DNN architecture via grid search and finally to train a predictive model. The results showed a low error on predicting the test set rate constants with a relative MAE on the logarithm of $k_D$ of 1.1%. Furthermore, at temperatures lower than 300K the trained DNN was able to predict quantum effects such as tunneling with a relative error of 38%. Beyond the testing dataset we also looked at new cases such as the H+H$_2$ reaction and the diffusion of H on Ni. We found that the predicted values were on the same order of magnitude as the exact results. We believe that these predictions could improve when including input features related to specific molecular reactants and their chemical properties, as well as the reactant partition function. While approximating the kinetics with a single one-dimensional path simplifies the multidimensional dynamics, its quantum mechanical solution remains challenging. In this context our work’s trained DNN model provides a quicker alternative for the prediction of quantum rate constants and helps open the road for the long-term prospect of modeling networks of coupled reactions.

SUPPORTING INFORMATION

The supporting information includes information on the dataset generation, the dataset features, its distribution and cross correlations. It also contains details on the grid search spaces, visualizations of the grid search optimization, and final model hyperparameters.
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I. DATABASE GENERATION

The equations for the potentials employed to generate the database are defined below in Table S 1. For the single barriers the exact expressions for the transmission coefficient \( T(E) \) were used.\(^1\)\(^2\)

For the double barriers, the transmission coefficient was evaluated as in equation (2) of the main text\(^3\), with \( x \in [-L, L] \) and \( L = 20[\text{au}] \). The evaluation of the transmission coefficient was carried out using scipy’s \texttt{integrate.solve_ivp} function to solve the initial value problem with the implicit Runge-Kutta method of order 5 as defined by the ‘Radau’ option. The range of energy values over which the transmission coefficient was evaluated was a set of 300 points in the interval \( E_{\text{values}} = \frac{E_{\text{max}}}{1000}; 2E_{\text{max}} \), with \( E_{\text{max}} = 2 \cdot \max[V(x)] \). The maximum value of the potential energy was evaluated over 1000 points in the range \(-L < x < L\).

Table S 1: Equations for the one-dimensional potential energy barriers used to build the database. The value of \( \Delta x \) was 0.1 au for symmetric barriers and 0.2 au for asymmetric barriers.

| Barrier               | Potential energy                                                                 | Parameters                      |
|-----------------------|----------------------------------------------------------------------------------|---------------------------------|
| Single rectangular    | \( V_R(x) = \begin{cases} V_1 & 0.0 < x < w_1 \\ 0.0 & x < 0 \lor x > w_1 \end{cases} \) | \( V_1 \) – barrier height      |
|                       |                                                                                  | \( w_1 \) – barrier width       |
|                       |                                                                                  | \( \alpha = 1.0 \)              |
|                       |                                                                                  | \( \delta = 0.0 \)              |
| Single symmetric Eckart | \( V_{SE}(x) = \frac{V_1}{\cosh^2(\pi x / w_1)} \)                          | \( V_1 \) – barrier height      |
|                       |                                                                                  | \( w_1 \) – barrier width       |
|                       |                                                                                  | \( \alpha = 1.0 \)              |
|                       |                                                                                  | \( \delta = \frac{V(x^*) - V(x^* + \Delta x)}{\Delta x} \) |
|                       |                                                                                  | \( x^* \mid V(x^*) = \max(V(x)) \) |
| Single asymmetric Eckart | \( V_{AE}(x) = \frac{V_1(1 - \alpha)}{1 + e^{-2w_1x}} + \frac{V_1(1 + \sqrt{\alpha})^2}{4 \cosh^2 w_1 x} \) | \( V_1 \) – barrier height      |
|                       |                                                                                  | \( w_1 \) – barrier width       |
|                       |                                                                                  | \( \alpha \) – asymmetry        |
|                       |                                                                                  | \( \delta = \frac{|V(x^* + \Delta x) - V(x^*)| + |V(x^*) - V(x^* - \Delta x)|}{2\Delta x} \) |
|                       |                                                                                  | \( x^* \mid V(x^*) = \max(V(x)) \) |
| Double rectangular    | \( V_{DR}(x) = \begin{cases} V_1 & 0.0 < x < w_1 \\ V_2 & w_1 + d < x < w_1 + d + w_2 \\ 0.0 \end{cases} \) | \( V_i \) – barrier / height    |
|                       |                                                                                  | \( w_i \) – barrier / width     |
|                       |                                                                                  | \( \delta \) – distance between barriers |
|                       |                                                                                  | \( \alpha = \frac{1}{2} \left( \frac{|V_1 - V_2|}{|V_1 + V_2|} + \frac{|w_1 - w_2|}{|w_1 + w_2|} \right) \) |
|                       |                                                                                  | \( \delta = 0.0 \)              |
Double gaussian

\[ V_{DG}(x) = V_1 e^{-\frac{(x-x_1)^2}{2\sigma_1^2}} + V_2 e^{-\frac{(x-x_2)^2}{2\sigma_2^2}} \]

\[ \sigma_1 = w_1/3; \quad \sigma_2 = w_2/3 \]

\[ x_1 = 0.0; \quad x_2 = 3 \cdot (\sigma_1 + \sigma_2) + d \]

\[ V_i \rightarrow \text{ barrier } i \text{ height} \]

\[ w_i \rightarrow \text{ barrier } i \text{ width} \]

\[ d \rightarrow \text{ distance between barriers} \]

\[ \alpha = \frac{1}{2} \left( \frac{|V_1 - V_2|}{|V_1 + V_2|} \right) \left( \frac{|w_1 - w_2|}{|w_1 + w_2|} \right) \]

\[ s = \frac{V(x^*) - V(x^* + \Delta x)}{\Delta x} \]

\[ x^*|V(x^*) = \max(V(x)) \]

Peskin barrier

\[ V_{Pesk}(x) = V_1 \left( \frac{1}{\cosh^2(x)} - \frac{1}{\cosh^2(w_1,x)} \right) \]

\[ V_1 \rightarrow \text{ barrier height} \]

\[ w_1 \rightarrow \text{ barrier width} \]

\[ \alpha = 1.0 \]

\[ s = \frac{V(x^*) - V(x^* + \Delta x)}{\Delta x} \]

\[ x^*|V(x^*) = \max(V(x)) \]
II. DATASET

A visualization of the distribution of the training and testing dataset respect to its input features and output label is shown in Figures S1a-c. The first plot (a) displays scattering of pairwise feature distributions with kernel density estimate (KDE) diagonals for the entire dataset. The following plots (b-c) show the pairwise distribution of subsets of features and labels for the test and train sets through KDE. Figure S2 maps the correlation between variables through the Pearson correlation coefficient.

Figure S1a: Database pair-wise distribution for all input features and for the output label. Points are datum. Diagonals are gaussian KDE of single features.
Figure S1b: Pair-wise distribution of a subset of the database features related to the barrier for the train and test sets. Blue surfaces are train set KDE, while red lines are test set KDE. KDE is normalized to 1.0. A KDE of 1.0 then indicates the region of two-feature space with the highest density of data.

When looking at the diagonal distribution of weights and heights in Figure S1b, we see a large number of points in the first bin. This comes from the fact that for single barriers the distance between barriers, the second barrier width and height are all equal to zero. Features which included the sum of the heights and the sum of the widths were considered to reduce this bias, however no significant improvement was observed in the trained neural network.
Figure S1c: Pair-wise distribution of a subset of the database features for the train and test sets. Blue surfaces are train set KDE, while red lines are test set KDE. KDE is normalized to 1.0. A KDE of 1.0 then indicates the region of two-feature space with the highest density of data.

Figure S2: Correlation matrix of the Pearson correlation coefficient for input features of the database. Values close to 1.0 indicate a strong positive correlation between variables, while -1.0 indicates a strong negative correlation. Features are perfectly correlated to themselves, as can be seen by the dark red diagonal. Most features have a small correlation, close to zero which indicates little bias.
III. GRID SEARCH & HYPERPARAMETER TUNING

As described in the main text, four subsequent grid searches were carried out. The hyperparameter search spaces for each are shown in Table S 2-5, and optimal hyperparameters are shown in Table S 6. Figure S 3 indicates how the logarithm of the mean absolute error, MSE, averaged over all runs, changes with the number of neurons for each single hidden layer. Figure S 4 shows how the loss changes with the learning rate. Figure S 5 shows validation loss and moving average validation loss during training for a range of batch sizes, highlighting the optima.

A. First grid search: neurons, hidden layers, batch size and epochs

For the first grid search we searched over number of hidden layers, number of neurons per layer, batch size, and number of epochs. The range of parameters is shown in Table S 2 below and the results in the following Figure S 3. We found that the optimal model was of neuron configuration (128, 24, 12).

Table S 2: First grid search space values for number of hidden layers, number of neurons per layer, batch size and epochs.

| Hyperparameter                 | Search space       |
|--------------------------------|--------------------|
| number of hidden layers        | 1, 2, 3            |
| number of neurons in hidden layer | 1, 6, 12, 24, 32, 64, 128 |
| epochs                         | 50, 100, 200, 300  |
| batch size                     | 32, 64, 128        |

| Fixed hyperparameters          | Default values     |
|--------------------------------|--------------------|
| hidden layer activation function| sigmoid            |
| output activation function     | tanh               |
| optimizer                      | Adam               |
| - learning rate                | 0.001              |
| - beta 1                       | 0.9                |
| - beta 2                       | 0.9999             |
| weight initialization          | random uniform     |
| - range                        | [0, 1]             |
| loss function                  | mean squared error (MSE) |

| Optimal hyperparameters        | Values              |
|--------------------------------|---------------------|
| neuron configuration           | (128, 24, 12)       |
| epochs                         | 300                 |
| batch size                     | 32                  |
B. Second grid search: activation function

For the second grid search, the choice of activation functions applied to each neuron in the hidden and output layers was explored. The activation functions tested are seen below in Table S 3. The optimum configuration was found to be sigmoid, linear for hidden layers and output layer, respectively. Other activations such as tanh also performed well in the output layer but only the linear function allows for predictions outside the testing the range.

Table S 3: Second grid search space values for activation function in both hidden and output layers.

| Hyperparameter          | Search space                                      |
|-------------------------|---------------------------------------------------|
| activation function     | softmax, softplus, softsign, relu, tanh, sigmoid, hard sigmoid linear |
| Fixed hyperparameters   | Default values                                    |
| neuron configurations   | (128, 24, 12)                                     |
| epochs                  | 300                                               |
| batch size              | 32                                                |
| optimizer               | Adam                                              |
| - learning rate         | 0.001                                             |
| - beta 1                | 0.9                                               |
| - beta 2                | 0.9999                                            |
| weight initialization   | random uniform                                    |
| - range                 | [0, 1]                                            |
| loss function           | mean squared error (MSE)                          |
| Optimal hyperparameters | Values                                            |
| hidden layer activation | sigmoid                                           |
| output layer activation | linear                                            |
The third grid search optimized the value of learning rate for the Adam optimizer. The range of values explored were on the logarithmic scale to best search hyperparameter space and are shown below in Table S 4. This was conducted on a randomly selected portion of 30% of the training set as well as on 100% of the training set. In both cases, the Adam optimizer’s default value of 0.001 was the top performer. The results are also shown in Figure S 4.

| Hyperparameter       | Search space                  |
|----------------------|-------------------------------|
| learning rate        | 1E-5, 1E-4, 1E-3, 1E-2, 1E-1, 2E-1 |

| Fixed Hyperparameters | Default values |
|-----------------------|----------------|
| neuron configuration  | (128, 24, 12)  |
| epochs                | 300            |
| batch size            | 32             |
| hidden layer activation function | sigmoid     |
| output activation function | linear        |
| optimizer             | Adam           |
| - beta 1              | 0.9            |
| - beta 2              | 0.9999         |
| weight initialization | random uniform |
| - range               | [0, 1]         |
| loss function         | mean squared error (MSE) |

**Optimal hyperparameters**

| Values |
|--------|
| learning rate | 0.001 |

Figure S 4: Validation loss as a function of learning rate in the third grid search. The black and blue lines correspond to grid search on 100% and 30% of the training dataset. Both searches indicate that 0.001 is the optimal learning rate value.
D. **Fourth grid search: batch size for optimal model**

A final grid search on the batch size was conducted to evaluate how fluctuations on the validation loss related to mini batch training batch sizes. Details of the search are described in Table S 5. A moving average of the validation loss was used as a metric, to average the impact of the fluctuations. It was found that 128, and 256 performed best in terms of reduction in fluctuation and final validation loss magnitude and given that 256 had a lower final rolling average loss it was chosen as the best batch size. This result is shown in Figure S 5.

Table S 5: Fourth grid search space for batch size.

| Hyperparameter               | Search space          |
|------------------------------|-----------------------|
| batch size                   | 32, 64, 128, 256, 512, 1024, 2048, 4096, 8192 |

| Fixed Hyperparameters        | Default values        |
|------------------------------|-----------------------|
| neuron configuration         | (128, 24, 12)        |
| epochs                       | 300                   |
| hidden layer activation function | sigmoid              |
| output activation function   | linear                |
| optimizer                    | Adam                  |
| - learning rate              | 0.001                 |
| - beta 1                     | 0.9                   |
| - beta 2                     | 0.9999                |
| weight initialization        | random uniform        |
| - range                      | [0, 1]                |
| loss function                | mean squared error (MSE) |

| Optimal hyperparameters      | Values                |
|------------------------------|-----------------------|
| batch size                   | 256                   |

Figure S 5: Left panel) Validation loss and moving average of validation loss over 20 points for models trained with a range of batch sizes as a function of epochs. Batch size is seen to impact both the fluctuations in the validation loss, as well as the final training and validation loss value. Right panel) Moving average validation loss for the last 100 epochs of training. Batch sizes 128, and 256 perform best with final average losses of 2.0E-5 and 1.9E-5 respectively.
E. Optimal hyperparameters

Table S6: Optimal hyperparameters identified from grid searches for the final training.

| Hyperparameter                        | Value                      |
|---------------------------------------|----------------------------|
| neuron configuration                  | (128, 24, 12)              |
| epochs                                | 300                        |
| batch size                            | 256                        |
| hidden layer activation function      | sigmoid                    |
| output activation function            | linear                     |
| optimizer                             | Adam                       |
| - learning rate                       | 0.001                      |
| - beta 1                              | 0.9                        |
| - beta 2                              | 0.9999                     |
| weight initialization                 | random uniform             |
| - range                               | [0, 1]                     |
| loss function                         | mean squared error (MSE)   |

Performance

|                        |                              |
|------------------------|------------------------------|
| training loss          | 1.55E-5                      |
| test loss              | 1.57E-5                      |
| test MAE [log(1/ps)]   | 0.27                         |
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