Constraint Lie algebra and local physical Hamiltonian for a generic 2D dilatonic model
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Abstract
We consider a class of two-dimensional dilatonic models, and revisit them from the perspective of a new set of ‘polar type’ variables. These are motivated by recently defined variables within the spherically symmetric sector of 4D general relativity. We show that for a large class of dilatonic models, including the case with matter, one can perform a series of canonical transformations in such a way that the Poisson algebra of the constraints becomes a Lie algebra. Furthermore, we construct Dirac observables and a reduced Hamiltonian that accounts for the time evolution of the system.
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1. Introduction

The study of lower dimensional gravitational theories allows us to get a deeper insight into various technically more involved problems of the four-dimensional theory, such as black holes.
holes, some aspects of quantum gravity and the Hawking radiation. In two-dimensions (2D) the Einstein–Hilbert action is a topological invariant and there are no local degrees of freedom, so additional fields are introduced in order to have a dynamical theory. The interest in general dilaton theories (GDTs) in 2D was motivated principally by the string inspired CGHS theory [1] and the spherically symmetric reduction of 4D gravity [2]. An extensive review of general 2D dilaton gravity theories, in the first order formalism, can be found in [3]. It has been shown that the classical GDT, without matter fields, is exactly solvable, and all the classical solutions are found in this case [4]. It turns out that the theory is topological and there is a one parameter family of solutions labeled by a constant of motion. In the presence of matter there are only few analytic solutions known [3]. The careful analysis of asymptotic conditions allows the definition of the quasilocal energy for GDT as in [5], for spherically symmetric gravity in [2] and for the CGHS model in [6]. The canonical analysis and quantization of GDT was performed in [7, 8] (see also [9] for the CGHS model coupled to a scalar field). The Hawking radiation in CGHS theory has been investigated in details, see, for example, [1, 10]. A recent result for the Hawking radiation of a spherical loop quantum gravity black hole has been presented in [11].

Generic dilaton theories in 2D are usually formulated in terms of a metric, a dilaton field and some additional matter or gauge fields. They can be recast into the first order formalism, namely one can consider diads and $SO(1, 1)$ connection as basic gravitational variables, and include theories with non-vanishing torsion [3]. Following ideas motivated by loop quantum gravity one can further introduce Ashtekar type variables, as a generalization of the variables obtained in spherically symmetric reduction of 4D gravity [12, 13]. It turns out to be useful and convenient to re-write GDT in these new variables in order to explore the possible loop quantization techniques. Recently, there have been some new results based on this approach, such as the loop quantization of the Schwarzschild black hole [14], where the corresponding quantum spacetime has been constructed and then used to analyze the Hawking radiation [11]. One of the technical results that allowed the completion of the Dirac quantization procedure within the LQG approach was the Abelianization of the algebra of the Hamiltonian constraints. This was achieved in the spherically symmetric model [14], as well as in CGHS case [15], but it has not been explicitly performed in the generic case. One of the purposes of this work is to show that this can indeed achieved for GDTs, by performing a globally well defined scaling of the Lagrange multipliers. We also construct a true Hamiltonian that governs the dynamics in a reduced phase space, in a generic case. Following the ideas put forward in [16–18] we construct Dirac observables and the physical Hamiltonian that governs their evolution, by interpreting a scalar matter field as a physical clock.

The first step in this analysis is the selection of the basic variables in the Hamiltonian formulation of GDT. In order to motivate the choice for canonical variables for a generic 2D dilaton gravity model that we use in this work (as introduced in [13], let us recall the form of the Ashtekar type variables, for spherically symmetric spacetimes. As we mentioned above, the Hamiltonian formulation of 4D gravity can be performed in terms of metric or tetrad variables. In the former case, the fundamental degrees of freedom of the gravitation field, in the canonical approach, are the induced 3-metric and its conjugate, $(q_{ab}, p^{ab})$.

The first order formalism can be reformulated in terms of several different pairs of canonical variables. One of them are the Ashtekar variables, that were introduced in an attempt to obtain constraints that are polynomial and first class, and the theory can be formulated as a gauge theory so that one can apply Yang–Mills methods to it. The basic real Ashtekar variables are the $su(2)$ valued Ashtekar–Barbero connection $A_{ij} = -\epsilon^{i} \omega_{ij} + \gamma a_{ij} e_{a}$ and its conjugate momentum, the densitized triad $E_{a} = e e_{a} = e^{i} \epsilon_{ijk} e_{a} e_{b} e_{c}$. Here $e_{b}$...
are the components of the triad field, \( \omega^{\mu}_{\rho} \) are the components of the spin connection compatible with the triad, \( K^\rho_\sigma \) are the components the extrinsic curvature of a space-like leaf of a foliation, \( e \) is the triad determinant and \( \gamma \) is the real-valued Barbero–Immirzi parameter. Indices \( \{i, j, k\} \) are the \( SU(2) \) indices while \( \{a, b, c\} \) are the spatial ones.

In the case where the system has spherical symmetry, the connection can be expanded in the one-form basis \( \{dx, d\theta, d\phi\} \) and the triad in the vector basis \( \{\partial_\theta, \partial_\phi, \partial_r\} \). The components of \( A \) or \( E \) in the \( x \) direction, \( A^x \) and \( E^x \), are a scalar density and a scalar, respectively. The angular components of \( A \) are written as a combination of two scalars \( A_1 \) and \( A_2 \), while the angular components of \( E \) are the combination of the scalar densities \( E_1 \) and \( E_2 \). Since the components 1 and 2 of the Gauss constraint are now identically vanishing, the gauge group of the theory is now reduced from \( SU(2) \) to \( U(1) \). One can introduce a new set of variables that are invariant under \( U(1) \) gauge symmetry, \( A^2_x = A^1_x + A^2_x \) and \( (E^\varphi)^2 = E^1_\varphi + E^2_\varphi \). It turns out that \( E^\varphi \) is not canonically conjugate to \( A^\varphi \), but that \( (K_\varphi, E^\varphi) \) do form a canonical pair, where \( K_\varphi \) is the \( \varphi \) component of the extrinsic curvature one-form. The new set of variables \( \{K_i, E^i, \gamma, E^\varphi\} \) were introduced by Bojowald–Swiderski, and shall be called in what follows polar-type variables [12].

We shall show that one can generalize the polar-type variables to the case of generic 2D dilaton model. It is worth noting that as we will see later, the physical interpretation of these variables might be different in each submodel (for example CGHS vs spherically symmetric) and this is something that one should be careful about especially in quantization, but the computational methods can nevertheless be extended to the whole system.

The Hamiltonian analysis of the general 2D dilaton model with matter, in the first order formalism, has been performed in [19]. There the author showed that the original first class constraint algebra can be redefined and abelianized, in the case without matter fields. One of the new constraints turned out to be proportional to a spatial derivative of the ADM mass. The Hamiltonian analysis of the generic 2D dilatonic gravity model in metric variables, in the case without matter and without the kinetic term for the dilaton field, has been presented in [7]. It has been shown that for an appropriate parametrization of the metric and dilaton variables, the Hamiltonian constraint that generates the evolution along the Killing vector field can be written as a spatial derivative of the phase-space function that represents the energy of the system. This property has also been noticed in some particular models. For example, in a different approach, new canonical variables for spherically symmetric vacuum gravity were introduced, one of them being the mass as a function of the radius [2]. The gravitational part of the Hamiltonian constraint in that case is given by the total derivative of the mass with respect to the radial variable. It has been shown that the set of original first class constraints, that satisfy the hypersurface deformation algebra is equivalent to a pair of simpler constraints and one of them is given by the derivative of the mass with respect to the radial variable. The corresponding result has been obtained in [6] for the CGHS model. We shall show here that an analogue result can be obtained in generalized polar-type variables, for the general theory with matter, that leads to the Abelianization of the algebra of the smeared Hamiltonian constraints. As far as we know, this is the first time that this result has been generalized to dilaton models with matter.

The structure of this paper is the following. In section 2 we introduce the general 2D dilatonic model coupled to a scalar field, and perform the Hamiltonian analysis in terms of diads and a \( SO(1, 1) \) connection, the so called Cartan variables. We explicitly treat two possible cases regarding the presence of kinetic term for a dilaton field, since it enables us to be more flexible and to include more models. In section 3 we introduce a procedure to derive the generalized polar-type variables for a whole generic class of 2D dilatonic systems and rewrite the constraints in terms of these new variables. In section 4 we provide a prescription
to Abelianize the Hamiltonian constraint. In section 5 we construct a set of Dirac observables and show that a scalar field can be used as a physical time variable suitable for describing the evolution of this constrained system. We also construct a physical Hamiltonian that governs this evolution. In section 6 we present conclusions and some indications for future work.

2. Preliminaries

2.1. General 2D dilaton theories

Quantizing full general relativity has proven to be a quite difficult challenge and there are still some unsolved issues in various approaches to this problem. On the other hand there is the general expectation that, until finding a full theory of quantum gravity, we should still be able to learn some important aspects of such a theory by studying simpler models, such as symmetry reduced ones or lower dimensional toy models. It turns out that there is a generic class of 2D dilatonic theories that contains some of these important symmetry reduced and toy models. Moreover, formulating this generic system classically in such a way that it will be suitable for quantization is an important task, and this is the main purpose of this work.

To start, we shall remind the reader that the most general diffeomorphism invariant action yielding second order differential equations for the metric $g_{ab}$ and a scalar (dilaton) field $\Phi$ in 2D coupled to a scalar matter field $f$, is

$$S = \int \! d^2 x \sqrt{-g} \left( Y(\Phi) R(g) + V((\nabla \Phi)^2, \Phi) \right) - \int \! d^2 x \sqrt{-g} \ W(\Phi) g^{ab} \partial_a f \partial_b f,$$

where $g = \det(g_{ab})$ and $Y(\Phi)$, $V((\nabla \Phi)^2, \Phi)$ and $W(\Phi)$ are model dependent functions of the dilaton field [15]. There have been extensive studies of such systems and there is a long list of references that can be found, for instance, in [3].

In this class we choose a subclass [4, 20, 21] that is general enough for our purposes

$$S = \int \! d^2 x \sqrt{-g} \left( Y(\Phi) R(g) + \frac{1}{2} g^{ab} \partial_a \Phi \partial_b \Phi + V(\Phi) \right) - \int \! d^2 x \sqrt{-g} \ W(\Phi) g^{ab} \partial_a f \partial_b f.$$

In the above action, the kinetic term $\frac{1}{2} g^{ab} \partial_a \Phi \partial_b \Phi$ can be removed by performing a conformal transformation

$$\hat{g}_{ab} = \Omega^2(\Phi) g_{ab},$$

with

$$\Omega(\Phi) = C \exp \left( \frac{1}{4} \int \! d\Phi \frac{1}{\phi} \frac{d\phi}{d\Phi} \right),$$

and $C$ being a suitable constant of integration [13]. We have introduced the possibility of this elimination because some of the specific models that we are interested in can only be derived from the above action if we remove this term. An example of this is the $3 + 1$ spherically symmetric model in polar-type variables [12], although one should note that in this case, $\Phi$ is not a dilaton field but it is the $g_{00}$ component of the metric in the spherically symmetric ansatz. Some other models such as the well-known CGHS model can be derived from (2.2) with the kinetic term present [13, 15]. For a brief list of some important theories that can be written using (2.1) see appendix B.
2.2. The generic 2D Hamiltonian in Cartan variables

To find the Hamiltonian in the generalized polar-type variables [12], we first need to follow the usual process in LQG, namely first write the theory in the Cartan variables (diads and spin connection), ADM decompose it and then make a Legendre transformation to find the Hamiltonian. From there we shall make a canonical transformation to generalized polar-type variables, guided by what has been done for the 3 + 1 spherically symmetric and the CGHS model in [13, 15].

We shall start by writing the metric in diads

\[ g_{ab} = \eta_{IJ} e^I_a e^J_b, \]  

(2.5)

where \( \eta_{IJ} \) is the Minkowski metric, \( e^I_a \) are the diads and \( I, J = \{0, 1\} \) are the internal Lorentz indices while \( a, b \) are the abstract (spacetime) ones. In 2D the spin connection only has two components \( \omega^I_a = \omega^I_a e^I_a \), and the curvature tensor only has one independent component, and we will take it to be the scalar curvature \( R = 2\partial_{[a\omega]} e^I_a e^I_b e^J_e e^b_J \). General 2D first order gravity theories can have a non-vanishing torsion [3], but we are interested in the torsionless case, so we should impose it as an additional condition

\[ T^I_{ab} := \left( \partial^I e^I_a \wedge e^I_b - 2\partial_{[a\omega]} e^I_a + 2\epsilon^{I}_{[a\omega]} e^I_b \right) = 0. \]  

(2.6)

Now, the gravitational-dilaton part of the Lagrangian density (2.2) in Cartan variables takes the following form

\[
L_g = -X_I e^{ab}T^I_{ab} + e^I\left( Y(\Phi) R + \frac{1}{2} \eta_{IJ} e^I_a e^J_b \partial_a \Phi \partial_b \Phi + V(\Phi) \right)
= -2X_I e^{ab} \left( \partial_{[a\omega]} e^I_a + 2\epsilon^{I}_{[a\omega]} e^I_b \right) + 2Y \partial_{[a\omega]} e^I_a e^I_b + \frac{1}{2} \eta^{I}_{ab} \epsilon^{I}_{[a\omega]} e^I_a e^I_b + e V.
\]  

(2.7)

Where, \( e = \det(e^I_a) \), \( e^{ab} = -e^{aI} e^{bI} \) and \( \epsilon^{I}_{[a\omega]} \) refers to the terms that are only present if the kinetic term in (2.2) is present. We have introduced new fields \( X_I \) in order to impose the vanishing of the torsion condition. It is easy to see that the variation of the action with respect to \( X_I \) leads to (2.6). Integrating by parts (and assuming that the boundary term vanishes\(^5\)) in the first term in Lagrangian density (2.7) will give us the pure gravitational Lagrangian density as

\[
L_g = e \left( -2\partial_{[a\omega]} e^{aI} e^I_b - 2X_I e^{ab} \omega^I_a + 2Y \partial_{[a\omega]} e^I_a e^I_b + \frac{1}{2} \eta^{I}_{ab} \epsilon^{I}_{[a\omega]} e^I_a e^I_b + V \right).
\]  

(2.8)

\(^5\) In this work we shall not specify boundary conditions, but we should bear in mind that a careful treatment of boundary conditions is necessary in order to have a well posed action (differentiable and finite), and to define an energy and conserved charges of the theory. See, for example [2, 6], for definition of energy in spherically symmetric and CGHS models, respectively.
The matter part of the Lagrangian density in (2.2), can also simply be written as

\[ L_m = -W e^l e^l e_j^{\alpha_l} \partial_\alpha f \partial_\beta f. \] (2.9)

Next, we decompose the Lagrangian density by ADM method and perform a Legendre transformation to get to the Hamiltonian density. Most of the details needed for these steps have been already discussed in [13], so we just recall the results here. We assume that the spacetime is foliated by surfaces \( \Sigma_t \), parametrized by \( t \). The configuration variables are \( (X^i, \omega), (\Phi, f) \), where \( X^i = e^i \chi^i \) is the Hodge dual of \( X^i \) and their corresponding canonical momenta are \( (P_i, P_\omega, P_\Phi, P_f) \), with

\[ P_i = \frac{\partial L}{\partial \dot{X}^i} = 2 \sqrt{q} n_t, \] (2.10)

\[ P_\omega = \frac{\partial L}{\partial \dot{\omega}} = 2 Y(\Phi), \] (2.11)

\[ P_\Phi = \frac{\partial L}{\partial \dot{\Phi}} = -\frac{2W(\Phi)}{N} \sqrt{q} (N^i f^i - \dot{f}), \] (2.12)

and

\[ P_f = \frac{\partial L}{\partial \dot{f}} = 0, \quad \text{if the kinetic term is absent} \] (2.13)

\[ P_f = \frac{\partial L}{\partial \dot{f}} = \frac{\sqrt{q}}{N} (N^i \Phi^i - \Phi), \quad \text{if there is the kinetic term} \] (2.14)

Here \( N \) is lapse, \( N^i \) is the (one-dimensional) shift vector, \( n_I = \eta_{ij} e^l \alpha n^a \), where \( n^a \) is the unit timelike normal to the spatial hypersurface \( \Sigma_t \), \( q_{ab} \) is the induced spatial metric on \( \Sigma_t \), \( q \) is its determinant, and the prime represents partial derivative with respect to the spatial coordinate \( x^i = x \).

In the case when the kinetic term is absent there is a pair of second class primary constraint \( \mu_1 = P_\omega - 2 Y(\Phi) \) and \( \mu_2 = P_f \), so we should pass to the corresponding Dirac brackets and afterwards treat these constraints as identities on the phase space. As a result, \( \Phi = Y^{-1} \left( \frac{\dot{X}^i}{N} \right) \) and \( P_\Phi = 0 \) and the Dirac brackets of the remaining phase space variables reduce to the Poisson brackets. In the case where the kinetic term is present, we can express \( \dot{\Phi} \) from the equation (2.14), as a function of canonical variables, and the pair \( (\Phi, P_\Phi) \) is not eliminated from the phase space of the system. We still have the primary constraint \( \mu_1 \).

We note that (2.10) is also a primary constraint but since the momentum conjugate to \( n_I \) is zero, i.e. \( P_{n_I} = \partial L / \partial \dot{n_I} = 0 \), and this is also a constraint that makes a second class pair with (2.10), they can be solved together to yield \( n_I = P_I / 2 \sqrt{q} \) and, as a consequence

\[ \| P \|^2 = -\eta^{ij} P_j P_j = -4q n_I^2 n_I n_I = 2 \sqrt{q}, \] (2.15)

where \( \| P \| \) is the norm of \( P_I \).
The corresponding Hamiltonian density then becomes \(^6\)

\[
H = N \left[ 2 \frac{P_1}{\|P\|} (\dot{X}^0)' + 2 \frac{P_0}{\|P\|} \dot{X}^1 - 2 \frac{P_0}{\|P\|} \omega^0 \dot{X}^1 - 2 \frac{P_1}{\|P\|} \omega^1 \dot{X}^1 \\
- \frac{1}{\|P\|} \dot{\Phi}^2 - \frac{P_0^2}{\|P\|} + \frac{2W(\Phi)\dot{\Phi}^2}{\|P\|} + \frac{P_0^2}{2W\|P\|} - \frac{\|P\|}{2V(\Phi)} \\
+ N^0 \left[ P_0 \dot{\Phi}' + P_0 (\dot{X}^0)' + P_1 (\dot{X}^1)' - P_0 \dot{X}^1 \omega^1 - P_1 \dot{X}^1 \omega^1 \right] \\
+ \omega_0 \left[ P_0 \dot{X}^1 + P_1 \dot{X}^0 - (2Y(\Phi))' \right] + B \left( \frac{\|P\|}{2} - 2Y(\Phi) \right). \tag{2.16}
\]

Note that \(N, N^0, B\) and \(\omega_0\) are Lagrange multipliers but \(X^i\), which in the beginning entered the theory as a Lagrange multiplier, is now promoted to a canonical variables due to the integration by parts that we performed in (2.8).

The Hamiltonian density (2.16) is a linear combination of constraints. These are the scalar or Hamiltonian constraint multiplied by \(N\), the vector or diffeomorphism constraint multiplied by \(N^0\) and the Gauss constraint multiplied by \(\omega_0\). As we mentioned, if the kinetic term is present, we will have another constraint, \(\mu_1 \equiv P'_0 - 2Y(\Phi)\). This case will be considered in section 3.2.

### 3. The Hamiltonian in generalized polar-type variables

In this section we show how the generalized polar-type variables can be derived for the theories given by (2.16). We shall treat separately the cases with and without a kinetic term, since the number and nature of the canonical variables and the constraints are different in these two cases. We shall perform a series of canonical transformations in order to obtain a simplified form for the constraints in the new variables.

#### 3.1. The case without the kinetic term

In this case the Hamiltonian density is (2.16) without the terms corresponding to the presence of the kinetic term. This means that we have a conformal transformation (2.3) and thus a conformal factor \(\Omega(\Phi)\) in our formulation such that

\[
\tilde{\Phi} = \tilde{q}_{11} = \tilde{g}_{11} = \Omega^2(\Phi) \tilde{g}_{11}, \tag{3.1}
\]

since our spatial metric is one-dimensional. Also note that in this case \(\Phi\) is not a dynamical variable since its time derivative does not appear in the Lagrangian.

From (2.15) and (3.1) we get

\[
\|P\| = 2\sqrt{\tilde{q}} = 2\Omega(\Phi) \sqrt{\tilde{g}_{11}}. \tag{3.2}
\]

\(^6\) In this work the Hamiltonian and diffeomorphism constraints are denoted by \(\mathcal{H}_0\) and \(\mathcal{H}_1\) respectively, while \(\mathcal{H}_0(N) = N\mathcal{H}_0\) and \(\mathcal{H}_1(N') = N'\mathcal{H}_1\) will be used for their corresponding densities. The smeared version of each density will be written as \(\mathcal{H}_0(N) = \int dx \mathcal{H}_0\) and \(\mathcal{H}_1(N') = \int dx N'\mathcal{H}_1\) and finally the total Hamiltonian density is denoted by \(H = \mathcal{H}_0(N) + \mathcal{H}_1(N') + c^1\Gamma\), where \(\Gamma\) are other constraints if there are any, and \(c^1\) are Lagrange multipliers.
Now since our model has only one spatial dimension, it has only one independent spatial metric component. Let us call that 

\[ E_1 = \sqrt{\delta_{11}}. \]  

(3.3)

Let us also introduce a new variable \( E_2 \) as 

\[ E_2 = 2P_\omega = 4Y(\Phi), \]  

(3.4)

where in the last line we used the primary second class constraint (2.11). From this relation we can express \( \Phi = Y^{-1}\left(\frac{E_2}{4}\right) \), only when \( Y(\Phi) \) has an inverse function. In various models \( Y(\Phi) = k\Phi^2 \) (where \( k \) is a constant), as can be seen in appendix B. So in this case, in order to have an inverse function we should restrict to the region \( \Phi \geq 0 \) or \( \Phi \leq 0 \). Now from (3.2)–(3.4) we can write 

\[ \|P\| = 2E_1\Omega(E_2), \]  

(3.5)

and using this, we can define a canonical transformation to new momenta \( E_1, E_2 \) and \( \eta \) as 

\[ P_0 = 2E_1\Omega(E_2)\cosh \eta, \]  

(3.6)

\[ P_1 = 2E_1\Omega(E_2)\sinh \eta, \]  

(3.7)

\[ P_\omega = \frac{E_2}{2}, \]  

(3.8)

where \( \eta \) is a gauge angle.

We have a canonical transformation from the original set of canonical variables in the gravitational sector \( (q, p) = \{(*X^i, \omega_1), (P_i, P_\omega)\} \) to a new set of the canonical variables \( (Q, P) = \{(K_i, A_2, Q_\omega), (E_i, E_2, \eta)\} \) and it can be seen from (3.5)–(3.8) that the corresponding generating function is 

\[ G(q, P) = 2*X^0E_1\Omega(E_2)\cosh \eta + 2*X^iE_1\Omega(E_2)\sinh \eta + \omega_1E_2^2. \]  

(3.9)

Then from this, the new canonical variables \( (K_i, A_2, Q_\omega) \) conjugate to the momenta \( (E_i, E_2, \eta) \) are 

\[ Q_\eta = \frac{\partial G}{\partial \eta} = 2E_1\Omega(E_2)(*X^0 \sinh \eta + *X^i \cosh \eta) = *X^0P_0 + *X^iP_\omega, \]  

(3.10)

\[ K_i = \frac{\partial G}{\partial E_1} = 2\Omega(E_2)(*X^0 \cosh \eta + 2*X^i \sinh \eta) = \frac{*X^0P_0 + *X^iP_\omega}{E_1}, \]  

(3.11)

\[ A_2 = \frac{\partial G}{\partial E_2} = \frac{2E_1\Omega'(E_2)}{E_1^2}(*X^0 \cosh \eta + *X^i \sinh \eta) + \frac{\omega_1}{2} \] 

\[ = \frac{\Omega'(E_2)}{E_1\Omega(E_2)}(*X^0P_0 + *X^iP_\omega) + \frac{\omega_1}{2}. \]  

(3.12)

Using these and the definition of the new momenta (3.5)–(3.8), the original variables \( *X^0, *X^i, \omega_1 \) in terms of the new canonical variables are 

\[ \omega_1 = 2\left(A_2 - \frac{E_1K_i\Omega'(E_2)}{E_1^2\Omega(E_2)}\right). \]  

(3.13)
\[ X^0 \] = \frac{K_i \cosh \eta}{2\Omega(E_2)} - \frac{Q_\eta \sinh \eta}{2E_1\Omega(E_2)}, \tag{3.14} \\
\[ X^1 \] = \frac{Q_\eta \cosh \eta}{2E_1\Omega(E_2)} - \frac{K_i \sinh \eta}{2\Omega(E_2)}. \tag{3.15} 

Substituting these into the Hamiltonian density (2.16) yields

\[ H = N \left[ \frac{Q_\eta}{E_1\Omega(E_2)} - \frac{E_1'E_\eta}{E_1^2\Omega(E_2)} - \frac{\Omega'(E_2)Q_\eta}{E_1\Omega^2(E_2)} \right. \\
\left. - \frac{2K_i}{\Omega(E_2)} \left( A_2 + \frac{1}{2} \eta' \right) + \frac{2E_1K_i^2\Omega'(E_2)}{E_2^2\Omega^2(E_2)} + \frac{W(E_2)(f')^2}{E_1\Omega(E_2)} \right. \\
\left. + \frac{P_j^2}{4W(E_1)E_1\Omega(E_2)} - \frac{E_1\Omega(E_2)V(E_2)}{4W(E_2)} \right] \\
+ N \left[ -2Q_\eta \left( A_2 + \frac{1}{2} \eta' \right) + K_i'E_1 + P_jf' \right. \\
\left. + \frac{K_i'E_1\Omega'(E_2)}{E_2\Omega(E_2)} + 2K_iE_1\Omega'(E_2)Q_\eta \right. \\
\left. + \omega_0 \left( Q_\eta - \frac{1}{2}E_2 \right) \right]. \tag{3.16} 

We can define a new variable

\[ K_2 = A_2 + \frac{1}{2} \eta', \tag{3.17} \]

and substitute it in the above Hamiltonian density. In the following we shall fix the gauge symmetry by introducing the gauge fixing condition

\[ \eta = 1. \tag{3.18} \]

It turns out that this condition is second class together with the Gauss constraint. Therefore, we can solve the Gauss constraint to get

\[ Q_\eta = \frac{1}{2}E_2'. \tag{3.19} \]

Then, from (3.18) it follows that \( K_2 = A_2 \). Substituting (3.18) and (3.19) back into the Hamiltonian density yields

\[ H = N \left[ \frac{E_2'}{2E_1\Omega(E_2)} - \frac{E_1'E_\eta}{2E_1^2\Omega(E_2)} - \frac{\Omega'(E_2)E_2'}{2E_1\Omega^2(E_2)} + \frac{2E_1K_i^2\Omega'(E_2)}{E_2^2\Omega^2(E_2)} \right. \\
\left. - \frac{2K_iK_2}{\Omega(E_2)} + \frac{W(E_2)(f')^2}{E_1\Omega(E_2)} + \frac{P_j^2}{4W(E_2)E_1\Omega(E_2)} - \frac{E_1\Omega(E_2)V(E_2)}{4W(E_2)} \right] \\
+ N \left[ -E_2'K_2 + K_i'E_1 + f'P_j \right] = NH_0 + N^3H_4. \tag{3.20} \]
The canonical pairs
\[ \{(K_1, E_1), (K_2, E_2)\} \] (3.21)
are analogues of the polar-type variables \{\(K_x, E^x\), \(K_\theta, E^\theta\)\} for this generic system, and therefore we will refer to them as the *generalized polar-type variables*. For example, comparing the above Hamiltonian density with the one for the \(3 + 1\) spherically symmetric case in [13], we see that the polar-type variables for the \(3 + 1\) spherically symmetric case correspond to the following change of variables (canonical transformation)
\[
K_1 = \sqrt{E^x} K_x, \quad E_1 = \frac{E^\phi}{\sqrt{E^x}}, \\
K_2 = K_\theta, \quad E_2 = E^\theta,
\] (3.22)
with \(\Omega(E_2) = (E^\phi)^{1/4}\). The densitized triads \(E^x\) and \(E^\phi\) are the radial and angular components of the momentum conjugate to the connection [12]. Thus, the Hamiltonian density (3.20) is the Hamiltonian density of a generic 2D dilatonic system without the kinetic term written in generalized polar-type variables. Let us now consider the case when there is a kinetic term.

### 3.2. The case with the kinetic term

Since there is no conformal transformation in this case, we do not have a conformal factor \(\Omega\) to consider. Furthermore, there is a new primary constraint that, from (2.11), reads
\[
\mu_1 = P \phi - 2Y(\Phi) \approx 0.
\] (3.23)
Thus for this case we have the following Hamiltonian density which is the sum of (2.16) with terms associated to the presence of kinetic term, and the above new primary constraint
\[
H = N \left[ \frac{P_1}{||P||} \left( P^0 f' + 2 \frac{P_0}{||P||} \omega^\star X^0 - 2 \frac{P_1}{||P||} \omega_1 \omega^\star X^1 \right) \right. \\
- \frac{1}{||P||} \frac{P_\phi^2}{||P||} + \frac{2W(f)^{1/2}}{||P||} + \frac{P_\phi^2}{2W(||P||)} - \frac{||P||}{2} \frac{V(\Phi)}{||P||} \right] \\
+ \psi^2 [P_0 \Phi' + P_1 f' + P_0 \omega^\star X^0 + P_1 \omega^\star X^1 - P_0 \omega_1 \omega^\star X^1] \\
+ \omega_0 [P_0 \omega^\star X^0 + P_1 \omega^\star X^1 - (2Y(\Phi)) + B[P_0 - 2Y(\Phi)],
\] (3.24)
where \(B\) is a new Lagrange multiplier. Following the ideas of the last subsection, let us name \(E_1\) the variable corresponding to the only independent spatial metric component
\[
E_1 := \sqrt{g_{11}} = \sqrt{\tilde{q}_1} = \sqrt{\tilde{q}}.
\] (3.25)
Furthermore, we define \(E_2\) as
\[
E_2 := P_\phi.
\] (3.26)
Thus, from (2.15) and (3.25) we obtain
\[
||P|| = 2\sqrt{\tilde{q}} = 2E_1,
\] (3.27)
so we can make the following change of variables to the new momenta \((E_1, E_2, \eta)\)
\[
P_0 = 2E_1 \cosh \eta, \\
P_1 = 2E_1 \sinh \eta, \\
P_\phi = E_2.
\] (3.28) (3.29) (3.30)
Like in the previous case we can find a generating function for this canonical transformation

\[ G(q, P) = 2^*X^0E_1 \cosh \eta + 2^*X^1E_1 \sinh \eta + \omega_1 E_2, \]  

(3.31)
yielding the following results for the canonical variables \((K_i, A_2, Q_\eta)\) conjugate to the momenta \((E_i, E_2, \eta)\) as

\[
Q_\eta = \frac{\partial G}{\partial \eta} = 2E_1(\xi X^0 \cosh \eta + \xi X^1 \cosh \eta) = \xi X^0 P_1 + \xi X^1 P_0, \]

(3.32)

\[
K_i = \frac{\partial G}{\partial E_i} = 2(\xi X^0 \cosh \eta + \xi X^1 \sinh \eta) = \frac{\xi X^0 P_0 + \xi X^1 P_1}{E_1}, \]

(3.33)

\[
A_2 = \frac{\partial G}{\partial E_2} = \omega_1. \]

(3.34)

Using the above relations, one can write the old canonical variables in terms of the new ones as

\[
\omega_1 = A_2, \]

(3.35)

\[
\xi X^0 = \frac{K_i \cosh \eta}{2} - \frac{Q_\eta \sinh \eta}{2E_1}, \]

(3.36)

\[
\xi X^1 = \frac{Q_\eta \cosh \eta}{2E_1} - \frac{K_i \sinh \eta}{2}. \]

(3.37)

Now if we substitute the new variables in the Hamiltonian density (3.24) and define the new variable \(K_2\) as in (3.17), we get

\[
H = \mathcal{N} \left\{ \frac{Q'_\eta}{E_1} - \frac{Q_\eta E'_1}{E_1^2} - K_1 K_2 - \frac{\Phi'^2}{2E_1} - \frac{P_\phi^2}{2E_1} \right. \\
+ \frac{W(\Phi)(f')^2}{E_1} + \left. \frac{P^2}{4W(\Phi)E_1} - E_1 V(\Phi) \right\} \\
+ \mathcal{N}[E_1K'_1 - Q_\eta K_2 + \Phi' P_\phi + f' P_j] \\
+ \omega_1 [Q_\eta - (2Y(\Phi))^'] + B[E_2 - 2Y(\Phi)]. \]

(3.38)

We can again find a gauge fixing condition that fixes the gauge angle \(\eta = 1\) as in (3.18) and, considering that this is second class together with the Gauss constraint, solve the Gauss constraint as

\[
Q_\eta = 2Y'(\Phi). \]

(3.39)

Substituting these in the Hamiltonian density yields

\[
H = \mathcal{N} \left[ \frac{2Y'(\Phi)}{E_1} - \frac{2Y'(\Phi)E'_1}{E_1^2} - K_1 K_2 - \frac{\Phi'^2}{2E_1} - \frac{P_\phi^2}{2E_1} \right. \\
+ \frac{W(\Phi)(f')^2}{E_1} + \left. \frac{P^2}{4W(\Phi)E_1} - E_1 V(\Phi) \right\} \\
+ \mathcal{N}[E_1K'_1 - 2Y'(\Phi)K_2 + \Phi' P_\phi + f' P_j] + B[E_2 - 2Y(\Phi)]. \]

(3.40)
Again, we have arrived at the canonical pairs
\[
\{ (K_i, E_1), (K_2, E_2) \}
\] (3.41)
which are the generalized polar-type variables for the generic case with a kinetic term present.

### 3.2.1. Second class procedure

In this case, since we have an additional primary constraint which in the new variables is expressed as
\[
\mu_1 = E_2 - 2Y(\Phi) \approx 0,
\] (3.42)
one should check its consistency, i.e. that it is preserved under evolution
\[
\dot{\mu}_1 = \left\{ \mu_1, \int dxH \right\} \approx 0.
\] (3.43)
Doing so reveals that we have another new (secondary) constraint
\[
\mu_1 \approx 0 \Rightarrow \mu_2 = K_1 + \frac{2P_\Phi dY(\Phi)}{E_1} \approx 0.
\] (3.44)
The preservation of \(\mu_2\) does not lead to any new constraints. It turns out that these two constraints are second class together and thus, for this case, we should follow the Dirac procedure for the second class systems. This means that we first should solve these two constraints, and then consider the Dirac brackets instead of the Poisson brackets.

Solving these two constraints yields
\[
\mu_1 = 0 \Rightarrow E_2 = 2Y(\Phi),
\] (3.45)
For the second one, first note that from above and using the formula for the derivative of the inverse functions we have
\[
2\frac{d}{dE_2}Y^{-1}\left(\frac{E_2}{2}\right) = \frac{1}{d\Phi}Y(\Phi),
\] (3.46)
so solving \(\mu_2 = 0\) yields
\[
\mu_2 = 0 \Rightarrow P_\Phi = -K_1E_1Z(E_2),
\] (3.47)
where we have used the notation
\[
Z(E_2) = \frac{d}{dE_2}Y^{-1}\left(\frac{E_2}{2}\right).
\] (3.48)
Substituting \(Y(\Phi)\) and \(P_\Phi\) from (3.45) and (3.47) into (3.40) yields
\[
H = N\left[ E_2^2 - 2E_1E_2 + K_1K_2 - \frac{Z^2(E_2)}{2E_1} - \frac{K_1^2E_1Z^2(E_2)}{2} \right.
\]
\[
+ \frac{W(E_2)(f')^2}{E_1} + \left. \frac{P_\ell^2}{4W(E_2)E_1} - E_1V(E_2) \right]
\]
\[
+ N\left\{ E_1K_1' - E_1'K_1 - K_1E_1Z^2(E_2) + f'P_\ell \right\}.
\] (3.49)
The next step in the second class procedure is to introduce the Dirac brackets and use them instead of the Poisson ones. In this case, the general form of the Dirac brackets for any two phase space function \(A\) and \(B\) is
\{A(x), B(y)\}_D = \{A(x), B(y)\} - \int dw \int dz \{A(x), \mu_j(w)\} \times C^i_j(w, z) \{\mu_j(z), B(y)\}, \quad (3.50)

where \(C^i_j\)'s are the elements of the inverse matrix of \(C_{ij} = \{\mu_i(x), \mu_j(y)\}\) where in this case are

\[C^{-1}_{ij}(x, y) = C^i_j(x, y) = \begin{pmatrix} 0 & E_i Z^2(E_2) \\ -E_i Z^2(E_2) & 0 \end{pmatrix} \delta(x - y). \quad (3.51)\]

Using this, the Dirac brackets among canonical variables and momenta take the following form

\[
\{K_i(x), E_i(y)\}_D = \{f(x), P_j(y)\}_D = \delta(x - y), \quad (3.52)
\]

\[
\{K_2(x), K_1(y)\}_D = K_2 Z^2(E_2) \delta(x - y), \quad (3.53)
\]

\[
\{K_2(x), E_2(y)\}_D = -E_2 Z^2(E_2) \delta(x - y), \quad (3.54)
\]

\[
\{E_2, K_i\}_D = \{E_1, E_2\}_D = \{f, \text{ any except } P_j\}_D = \{P_j, \text{ any except } f\}_D = 0. \quad (3.55)
\]

It can thus be seen that the Dirac brackets are not in the ‘standard canonical form’. In the next section we shall use a simple prescription to bring the Dirac brackets to the standard form.

4. Constraint Lie algebra

As is well known, the Hamiltonian and diffeomorphism constraints satisfy the 1 + 1 dimensional surface deformation algebra, which is not a Lie algebra. This feature might in turn lead to difficulties when attempting the Dirac quantization procedure. However, it turns out that by an appropriate redefinition of the constraints, the algebra of Hamiltonian constraints can be made Abelian in the generic case, and as a result the whole algebra becomes a Lie algebra. This result has already been proven in special cases, such as spherically symmetric vacuum gravity [14], in polar-type coordinates, and it was an important step in the loop quantization of this model. Here, we shall show how to achieve the Abelianization of the Hamiltonian constraint in the general 2D dilaton theory, by explicitly performing the rescaling of the lapse and shift functions in this general case.

4.1. The case without the kinetic term

Here, as a first step, we rescale the shift

\[
\tilde{N}^1 = N^1 + N \frac{2K_1}{E_2 \Omega(E_2)}. \quad (4.1)
\]

After this rescaling \(K_2\) disappears from the Hamiltonian constraint in (3.20). It turns out that if we also rescale the lapse as

\[
N = E_1 \frac{\Omega(E_2)}{E_2}, \quad (4.2)
\]

the total Hamiltonian density (3.20) will become

\[
H = \tilde{N} \tilde{H}_0 + \tilde{N}^1 \tilde{H}_1, \quad (4.3)
\]

where \(\tilde{N}\) and \(\tilde{N}^1\) are new arbitrary (phase-space independent) lapse and shift functions. The new Hamiltonian constraint is given by
\[ \hat{H}_0 = \partial_t \mathcal{C}[E_1, K_1, E_2] + \frac{1}{E_1^2 \Omega^2(E_2)} \left( W(E_2)E_1^2 f'^2 + \frac{E_1^4 P_j^2}{4W(E_2)} - 2f' P_j K_j E_1 \right), \]

where \( \mathcal{C} \) is a phase space function in the gravitational-dilaton sector, defined as

\[ \mathcal{C}[E_1, K_1, E_2] := \left( \frac{E_2^{12}}{4E_1^2 \Omega^2(E_2)} - \frac{K_2^2}{\Omega^2(E_2)} - \int V(E_2) dE_2 \right). \]

In the case without matter, \( \mathcal{C} \) is a constant on constraint surface and commutes with all the first class constraints, hence being a global observable. In CGHS for example, it is the ADM energy of the system (see appendix C and [22]). The diffeomorphism constraint preserves its form

\[ \mathcal{H}_1 = -E_1^2 K_2 + K_1^2 E_1 + f' P_j. \]

Thus, the pure gravitational-dilaton part of the total Hamiltonian constraint becomes a total derivative, \( \hat{H}_0^\beta = \partial_\beta \mathcal{C} \), an analogue of the result obtained in [7] for metric variables. As a consequence, the algebra of two smeared gravitational Hamiltonian constraints, \( \hat{H}_0^\beta(N) = \int dx N(x) \hat{H}_0^\beta(x) \), becomes Abelian

\[ \{ \hat{H}_0^\beta(N), \hat{H}_0^\beta(M) \} = 0, \]

as shown in the appendix A. Note that, as usual, we use the same notation for the smearing functions \( N \) and \( N^\dagger \), as for the lapse and shift functions, though generally they belong to different functional spaces.

It can be explicitly shown that the algebra of smeared Hamiltonian constraints becomes Abelian also in the presence of matter (the details are presented in the appendix A)

\[ \{ \hat{H}_0(N), \hat{H}_0(M) \} = 0. \]

With this, the algebra of the smeared Hamiltonian constraint \( \hat{H}_0(N) \) and the smeared diffeomorphism constraint \( H_1(N^\dagger) = \int dx N^\dagger(x) H_1(x) \), becomes a Lie algebra

\[ \{ H_1(N^\dagger), H_1(M^\dagger) \} = H_1(N^\dagger(x)) \partial_x M^\dagger(x) - M^\dagger(x) \partial_x N^\dagger(x), \]

\[ \{ H_1(N^\dagger), \hat{H}_0(N) \} = \hat{H}_0(N^\dagger(x)) \partial_x N(x), \]

\[ \{ \hat{H}_0(N), \hat{H}_0(M) \} = 0. \]

Before we pass to the case with the kinetic term, let us make some comments about \( \mathcal{C} \). It is known that the solutions of a generic 2D dilatonic model (2.2), without the kinetic term and without matter have at least one Killing vector of the form \( [22, 23] \)

\[ k^a = e^{ab} \partial_b \Phi = \frac{1}{4} e^{ab} \partial_b E_2, \]

where we have used the definition (3.4), \( E_2 = 4Y(\Phi) \). Then, from (3.20) it follows that \( E_2 = N^2 \frac{2K_1}{\Omega(E_2)} + N^4 E_1^2 \), so the norm of the Killing vector is easily calculated

\[ |k|^2 = \frac{1}{16 \Omega^2(E_2)E_1^2} (E_2^2 - 4E_1^2 K_j^2). \]

Now we can re-write the phase space function \( \mathcal{C} \) as

\[ \mathcal{C}[E_1, K_1, E_2] := 4 |k|^2 - \int V(E_2) dE_2. \]
This is the analogue of the result obtained in [22] in different set of canonical variables. Note that the hypersurfaces $E_\pm^2 = \pm 2E_1K_0$ in the phase space along which the norm of the Killing vector vanishes correspond to the Killing horizon.

One might ask whether the rescalings of the lapse and shift that we performed are defined globally in phase space, or if there are restrictions on them that make them defined only locally. We see from (4.1) and (4.2), that the rescaling is well defined in the region of the phase space where $E_1^2 \neq 0$, so we restrict the initial data for $E_2$ to a space of monotonous functions of $x$. It follows that in the case without matter, when there is a Killing vector field, the rescaling is well defined even on the Killing horizon, except for the bifurcation point on the horizon, corresponding to $E_2^2 = 0$ and $K_1 = 0$, where the Killing vector field itself vanishes. In other words, the rescaling is valid on a whole ‘Eddington–Finkelstein patch’.

4.2. The case with the kinetic term

In this case, the first step is to bring the Dirac brackets to the standard form. By a simple inspection of (3.53) and (3.54), one can see that by introducing a new variables $U_2$ instead of $K_2$ as

$$U_2 = K_2 + E_1K_0Z^2(E_2),$$

one can immediately obtain the Dirac brackets in canonical form as

$$\{K_1(x), E_1(y)\}_D = \delta(x - y),$$
$$\{U_2(x), E_2(y)\}_D = \delta(x - y),$$
$$\{f(x), P_f(y)\}_D = \delta(x - y),$$

while the remaining Dirac brackets vanish. This way the total Hamiltonian density (3.49) becomes

$$H = N \left( \frac{E_2'}{E_1} - \frac{E_1'E_2'}{E_1} - K_1U_2 - \frac{Z^2(E_2)E_2^2}{2E_1} + \frac{K_1^2E_1Z^2(E_2)}{2} \right)$$
$$+ \frac{W(E_2)(f')^2}{E_1} + \frac{P_f^2}{4W(E_2)E_1} - E_1V(E_2)$$
$$+ N^1(E_1K_1' - E_1'^2U_2 + f'P_f).$$

Now, again, we can eliminate $U_2$ (like $K_2$ in the previous case) from the Hamiltonian constraint by a rescaling of the shift as

$$\hat{N}^1 = N^1 + N\frac{K_1}{E_2}.$$  

(4.16)

The next step regarding the rescaling of the lapse function is a slightly more involved trickier than the previous case. By looking at the form of the Hamiltonian constraint after the above rescaling, and using a bit of ‘educated guessing’ regarding what should be the suitable form of the terms in order to get total derivatives, we rescale the lapse as

$$\hat{N} = N\frac{E_1}{A(E_2)E_2^2},$$

(4.17)

We thank Daniel Grumiller for pointing out this subtlety about the rescalings on the bifurcation point on the Killing horizon, here and in the next subsection.
where \( A(E_2) \) is an integration factor that allows us to express the pure gravitational part of the Hamiltonian constraint as a spatial derivative. In order to find \( A(E_2) \) one separates the constraint into the terms with \( K_1 \) and the ones without it, and demands that both sets of terms be spatial derivatives, then both conditions lead to differential equations yielding the same solution for \( A \), given by

\[
A(E_2) = C_0 \exp \left\{ - \int dE_2 \, Z^2(E_2) \right\},
\]

with \( C_0 \) being a constant of integration. In this way we get for the total Hamiltonian density

\[
H = \mathcal{N} \left( \partial_i \left[ \frac{E_2^2 A(E_2)}{2E_1^2} - \frac{K_1^2 A(E_2)}{2} - \int A(E_2) V(E_2) dE_2 \right] + A(E_2) \left[ W(E_2) E_2^4 f^1 + \frac{P_j^2 E_2^4}{4W(E_2)} - \frac{f P_j}{E_1} \right] \right)
\]

\[
+ \mathcal{N} \left( E_1 K_1' - U_2 E_2' + f P_f \right),
\]

which is now written in the desired form. Once again, since the vacuum Hamiltonian constraint is now written as a spatial derivative, it strongly Poisson commutes with itself both in the vacuum and in the cases with matter, as in (4.7) and (4.8). Therefore, the algebra of constraints is a Lie algebra like in (4.9).

Also in this case, when there is no matter, there is a Killing vector that now is of the form

\[
k^a = e^{-\frac{1}{2}E_2} \epsilon^{ab} \partial_b E_2.
\]

Its norm is given by

\[
|k|^2 = \frac{1}{4E_1^2} e^{-\frac{1}{2}E_2} (E_2^2 - E_1^2 K_1^2).
\]

From (4.16) and (4.17) we see that the rescaling is well defined when \( E_2' = 0 \), as well as \( A(E_2) \neq 0 \). Here again, in the case without matter, the first condition means that there is no obstruction to rescalings of the Lagrange multipliers on the Killing horizon except for the bifurcation point on the horizon, corresponding to \( E_2' = 0 \) and \( K_0 = 0 \), which means that the rescaling is valid on a whole ‘Eddington–Finkelstein patch’. The second condition is fulfilled, as can be seen from (4.18), whenever \( Z(E_2) \) is well defined (that is, whenever the inverse \( Y^{-1} \) exists.)

5. Local physical Hamiltonian

In this section we shall construct the physical Hamiltonian that governs the evolution in the reduced phase space, in both cases, with or without the kinetic term. First step is the identification of the reduced phase space. We shall consider two approaches, the first one is gauge fixing and construction of the reduced Hamiltonian, and the second one, as in [17], is the construction of Dirac observables and the physical Hamiltonian. The choice of the physical degrees of freedom or the corresponding Dirac observables is not unique, and we will make it based on the form of the constraints. We shall show that in the first approach we can obtain the reduced Hamiltonian that describes the dynamics of remaining degrees of freedom (that
are not gauge invariant) and in the second approach the physical Hamiltonian that describes the evolution of observables. As pointed out in [17] the two Hamiltonians coincide.

As we have seen in the previous section, the constraints are of the form

\[ \mathcal{H}_I = \hat{\mathcal{H}}_I^G + \hat{\mathcal{H}}_I^M, \]

where \( I \in \{0, 1\} \), \( \hat{\mathcal{H}}_I^G \) is purely gravitational part and \( \hat{\mathcal{H}}_I^M \) is the matter contribution.

Let us start with the case when the kinetic term is absent. From the form of constraints (4.4) and (4.6) we see that in order to obtain the reduced Hamiltonian that describes the dynamics in the reduced phase space, we can choose the following two gauge conditions (that imply two algebraic equations for \( \bar{N} \) and \( \bar{N}^1 \))

\[ G_0 = f - \tau(x, t) \approx 0, \]
\[ G_1 = E_2 - \sigma(x) \approx 0, \]

where \( \tau \) and \( \sigma \) are arbitrary functions, such that \( \sigma'(x) \neq 0 \), since, as we have requested earlier \( E_2 \neq 0 \). This is a good choice for gauge conditions since the matrix \( M_I(x, y) = \{ \hat{\mathcal{H}}_0(x), G_I(y) \} \) has a non-vanishing determinant in phase space. Gauge fixing conditions should be invariant under time evolution

\[ \frac{d}{dt}G_I \approx \frac{\partial}{\partial t}G_I + \sum_j \int dy \, \bar{N}^j(y) \{ G_I, \hat{\mathcal{H}}_I(y) \} = 0, \]

so that we obtain

\[ \bar{N} = -\frac{\tau}{M_{00}}, \quad \bar{N}^1 = 0, \]

where \( M_{IJ}(x) = \delta(x - y) = M_{IJ}(x, y) \).

Following the ideas of [17], we see that instead of \( \{ \hat{\mathcal{H}}_0, \hat{\mathcal{H}}_I \} \) we can introduce the set of two locally equivalent constraints \( \{ \tilde{C}_0, \tilde{C}_I \} \), lineal in \( P_f \) and \( K \) (since the original constraints contain \( K^I \), there is no local expression for \( K_I \)),

\[ \tilde{C}_0 = P_f + h_0(E_1, K_1, E_2), \approx 0, \]
\[ \tilde{C}_I = K_I + h_1(E_1, K_1, E_2), \approx 0. \]

As shown in [18] these new constraints are mutually Poisson commuting, \( \{ \tilde{C}_I, \tilde{C}_j \} = 0 \).

The Hamiltonian constraint \( \hat{\mathcal{H}}_0 \approx 0 \) is a quadratic equation for \( P_f \), from (4.4) it follows that \( \hat{\mathcal{H}}_0 = aP_f^2 + bP_f + c \), where \( a, b \) and \( c \) are phase space dependent functions on \( (E_1, K_1, E_2, f) \). Then, \( h_0 \) is one of the solutions of the equation \( ah_0^2 - bh_0 + c = 0 \). When we substitute this solution in the diffeomorphism constraint \( \hat{\mathcal{H}}_I \approx 0 \) we can find \( h_1 \). The explicit expressions are given by

\[ h_0 = -\frac{1}{E_2}(\Sigma_1 + \sqrt{(\Sigma_1)^2 - \Sigma_2}), \]
\[ h_1 = \frac{1}{E_2}(f''h_0 - K'_iE_i), \]

where we have chosen the positive sign in front of the square root, in the solution for \( h_0 \), and introduced the following notation

\[ \Sigma_1 = 4Wf'K_1E_1, \quad \Sigma_2 = 4WE_2 [WE_2f'' + (E_1)^2\bar{\Omega}^2\bar{\mathcal{H}}]], \]

Note that \( \{ \tilde{C}_0, \tilde{C}_I \} \) define the subset of the full constraint surface, there are two components of the constraint surface corresponding to two possible signs in the solution for \( P_f \), each one of
them invariant under the gauge transformation. We restrict to the one given by (5.7), that is well defined for $E^2 \equiv 0$ and $(\Sigma_1)^2 - \Sigma_2 \geq 0$.

Now, locally and weakly, the relation between the two sets of constraints is given by

$$\mathcal{H}_{\mu} \approx - M_{00} \mathcal{C}_0, \quad \mathcal{H}_1 \approx - \sum_I M_{II} \mathcal{C}_I,$$

(5.10)

since $M_{00} = -2aP_I - b$, $M_{10} = -f'$ and $M_{11} = E^I_2$. From (5.2), (5.5) and (5.6) we see that $(f, P_I; E_2, K_2)$ can be chosen as gauge degrees of freedom, and then the reduced phase space is parameterized by gravitational degrees of freedom $(E_0, K_0)$. The evolution of an arbitrary function $F(E_0, K_0)$ is defined by a reduced Hamiltonian, $H_{\text{red}}$, that produces the same equations of motion as the original total Hamiltonian, after fixing the gauge conditions. Then, we obtain

$$\{H_{\text{red}}, F\} = - \int dx \bar{N} M_{00} \{h_0, F\} \mid_{\bar{N}=0, G_I=0, \bar{N}=-\frac{\mathcal{H}_{\mu}}{M_{00}}} = \int dx \hat{\tau} \{h_0, F\} \mid_{\bar{N}=0}$$

(5.11)

so that

$$H_{\text{red}}(E_0, K_0; t) = \int dx \hat{\tau}(t)h_0(E_0, K_0; \tau'),$$

(5.12)

where $\tau' = (\tau, \sigma)$. The reduced Hamiltonian is explicitly time dependent.

We can follow the same procedure in the case with the kinetic term, given by (4.19), where as gauge degrees of freedom we could choose $(E_2, K_1)$ and $(f, P_I)$ and obtain qualitatively the same results as in the previous case.

We have seen that we can parameterize the phase space with canonical coordinates $(E_0, K_0)$, but they are not gauge invariant, since their Poisson brackets with the constraints $\mathcal{H}_I$ do not vanish. In the gauge invariant approach one constructs the corresponding Dirac observables and analyze their evolution. As shown in [17], in the case of coordinate gauge fixing conditions (as in (5.2)) the reduced Hamiltonian obtained in the first approach is the same as the physical Hamiltonian that describes the evolution of observables, associated with arbitrary functions $F(E_0, K_0)$. These observables are given by

$$O_F(\tau) = \{\exp(X_\beta \cdot F)\}_{\beta=\mathcal{T} - \mathcal{T}},$$

(5.13)

where $T' = (f, E_2)$, and $X_\beta$ is the Hamiltonian vector field of the function

$$\mathcal{C}_\beta := \int dx \beta \mathcal{C}_I,$$

(5.14)

where $\beta$ do not depend of phase space variables and $X_\beta \cdot F := \int dx \beta \{\mathcal{C}_I, F\}$. In (5.13) one first calculates $\exp(X_\beta) \cdot F$ for $\beta$ phase space independent function and only afterwards impose the relation $\beta' = T' - \mathcal{T}$, $O_F(\tau)$ is a relational observable, it represents the value of $F$ for $\beta' = T' - \mathcal{T}$.

As shown in [18] (see also references therein) $O_F(\tau)$ are weak Dirac observables with respect to the $\mathcal{H}_I$

$$\{O_F(\tau), \mathcal{H}_I\} \approx 0.$$

(5.15)

There is a Poisson homomorphism, from the commutative algebra of phase space functions to the commutative algebra of relational observables, $F \mapsto O_F(\tau)$, with respect to the Dirac bracket $\{\cdot, \cdot\}_D$ defined by the second class constraints $(\mathcal{H}_I, G_I)$ [18]. Specifically

$$O_F(\tau) + O_{F'}(\tau) = O_{F+F'}(\tau), \quad O_F(\tau)O_F'(\tau) = O_{FF'}(\tau),$$

(5.16)
If we consider a one parameter family of flows \( t \mapsto \tau^t(t) \) and define \( O_F(t) := O_F(\tau(t)) \), then, from (5.13), we obtain
\[
\frac{d}{dt} O_F(t) = - \int dy \sum_{n=0}^{\infty} \frac{1}{n!} \int dx_1 \cdots \int dx_n \beta^{\lambda_1} \cdots \beta^{\lambda_n} X_{\lambda_1} \cdots X_{\lambda_n} \cdot F,
\]
where \( X_{\lambda} \cdot F := \{ \tilde{C}_t, F \} \), and the Hamiltonian vector fields \( X_{\lambda} \) commute, as a consequence of \( \{ \tilde{C}_t, \tilde{C}_t \} = 0 \).

On the other hand we have
\[
\{ O_{h_b}(t), O_F(t) \} = O_{\{h_b,F\}_0}(t) = O_{h_b,F}(t) = O_{X_t \cdot F}(t) = \sum_{n=0}^{\infty} \frac{1}{n!} \int dx_1 \cdots \int dx_n \beta^{\lambda_1} \cdots \beta^{\lambda_n} X_{\lambda_1} \cdots X_{\lambda_n} \cdot F,
\]
where \( O_{h_b} \) are relational observables associated to \( h_b \), given in (5.6), and we used the Poisson homomorphism property (5.17) and since \( F = F(E_t, K_t) \) we have \( \{ h_t, F \}_0 = \{ h_t, F \} \).

From the previous two results follows that we can define the physical Hamiltonian, \( H_{\text{phys}} \), that generates the evolution of observables, by
\[
\frac{d}{dt} O_F(t) = \{ O_F(t), H_{\text{phys}}(t) \},
\]
where
\[
H_{\text{phys}}(t) := \int dx \tau(t) O_{h_0}(t) = \int dx \tau(t) h_0(O_{E_t}(t), O_{K_t}(t); \tau^t(t)),
\]
since \( \tau^t = \sigma(x) \). The physical Hamiltonian is of the same form as the reduced Hamiltonian (5.12), when we identify \( F \leftrightarrow O_F(0) \).

6. Conclusion

Let us first summarize our results. For a wide class of two-dimensional dilatonic models, we considered a new set of variables. These are motivated by a reformulation of spherical symmetric models in 4D that make it suitable for being treated by loop quantization methods. We have extended these ‘polar type variables’ to our generic case and defined a set of canonical transformation that render the constraint algebra a true Lie algebra. In particular, the Hamiltonian constraints, as defined by different choices of lapse functions, commute amongst themselves. We have shown that the resulting Hamiltonian constraint coincides with the one that had already been obtained for the metric variables. Thus, we recover the clean geometric interpretation that such an object has, and that was not obvious to recognize from the polar type variables we started with. The new element in this manuscript is that we have extended this result to dilatonic systems with matter, while previous results had only included the matter-less case. Finally, we constructed a true Hamiltonian function that plays the role of time evolution generator in the reduced phase space picture. Again, this object might be helpful when considering a reduced phase space quantization of the models.

Two-dimensional models are not only helpful to explore conceptual and technical issues of higher dimensional models. Instead, they represent an object of study by themselves. Conformal field theories and their relation with holography and string theory have proven to have a very rich structure that justifies being studied in full detail. It is our belief that having a reformulation of a generic class of such two-dimensional models is useful. As in any such
reformulations, the new description might provide new vistas into the issues at hand that might not have been apparent before. Such might be the case of the new variables we have here put forward. An obvious first application of this formalism it to attempt to apply loop quantization methods to these models, as has already been done for spherically symmetric gravity and the CGHS model. Whether the formulation we have here presented might be helpful for unraveling some new structure of these models is an open question that, we believe, deserves further attention.
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Appendix A. The Algebra of Hamiltonian constraint in the vacuum case vs. in the presence of a massless Klein–Gordon field

Consider a smeared Hamiltonian constraint of the form $H_0(N) = \int dx N(\mathcal{H}_0^g + \mathcal{H}_0^m)$, where $\mathcal{H}_0^g$ is the pure gravitational-dilaton Hamiltonian constraint and $\mathcal{H}_0^m$ is the scalar field contribution. Computing the Poisson bracket $\{H_0(N), H_0(M)\}$ yields

\[
\{H_0(N), H_0(M)\} = \left\{ \int dx N(x)(\mathcal{H}_0^g(x) + \mathcal{H}_0^m(x)), \int dy M(y)(\mathcal{H}_0^g(y) + \mathcal{H}_0^m(y)) \right\}
\]

\[
= \int dx \int dy N(x)M(y)\{\mathcal{H}_0^g(x), \mathcal{H}_0^g(y)\}
\]

\[
+ \int dx \int dy N(x)M(y)\{\mathcal{H}_0^m(x), \mathcal{H}_0^m(y)\}
\]

\[
+ \int dx \int dy [N(x)M(y) - N(y)M(x)]\{\mathcal{H}_0^g(x), \mathcal{H}_0^m(y)\}.
\]

(A1)

The original smeared Hamiltonian constraint (3.20) satisfies the hyper-surface deformation algebra

\[
\{H_0(N), H_0(M)\} = H_t \left( \frac{1}{E_1^2\Omega^2(E_2)} (NM' - MN') \right),
\]

(A2)

where $H_t(N)$ is the smeared diffeomorphism constraint. It turns out the gravitational part $H_t^g(N)$ and the matter part $H_t^m(N)$ by themselves satisfy the same Poisson bracket relation (A2) and the last term in (A1) vanishes.

The rescaling of the lapse and shift functions performed in section 4.1, corresponds to the redefining of the Hamiltonian constraint. The new one is given by
We have shown that the gravitational part of this constraint is a spatial derivative of a phase-space function $\mathcal{C}$, see equation (4.4), $\mathcal{H}^g_0(x) = \partial_t \mathcal{C}(x)$. From (4.12) it follows that $\{\mathcal{C}(x), \mathcal{C}(y)\} = Q(x, y) \delta(x - y)$, where $Q(x, y) = -Q(y, x)$ (there are no derivatives of the Dirac $\delta$ function). Then, the smeared constraint $\mathcal{H}^s_0(N) = \int dx N(x) \mathcal{H}^g_0(x)$ satisfies

$$\{\mathcal{H}^s_0(N), \mathcal{H}^s_0(M)\} = \int dx \int dy N(x) M(y) \{\partial_t \mathcal{C}(x), \partial_t \mathcal{C}(y)\}$$

$$= \int dx \int dy N(x) M(y) \partial_t \partial_t [Q(x, y) \delta(x - y)] = 0,$$

for arbitrary smearing functions $N(x)$ and $M(y)$, since effectively, as a distribution, $Q(x, y) \delta(x - y) = 0$ for every $x$ and $y$, due to the antisymmetry of $Q(x, y)$. Thus, the Poisson bracket of a smeared total derivative constraint with itself vanishes.

On the other hand, it is easy to see that the matter part of the new constraint does not become Abelian. Nevertheless, the whole smeared Hamiltonian constraint is Abelian

$$\{\mathcal{H}_0(N), \mathcal{H}_0(M)\} = 0.$$  

This can be checked directly by a straightforward calculation, which yields

$$\int dx \int dy \{N(x) M(y) \{\mathcal{H}^s_0(N), \mathcal{H}^s_0(M)\}$$

$$+ [N(x) M(y) - N(y) M(x)] \{\mathcal{H}^s_0(N), \mathcal{H}^s_0(M)\}\}. $$

It turns out that in our model, none of these two terms vanishes on its own but they cancel each other and the algebra remains the same as in the vacuum case.

We can trace back the origin of this behavior by starting from the form of the new Hamiltonian constraint (A3), that is a phase-space dependent linear combination of the original constraints, and analyzing the terms in the Poisson bracket $\{\mathcal{H}_0(N), \mathcal{H}_0(M)\}$, taking into account that the vacuum part of this expression vanishes. Then, a long but straightforward analysis shows that all terms cancel each other, and the algebra of the smeared new Hamiltonian constraint is Abelian.

**Appendix B. List of some well-known models that can be written using the generic 2D action**

Here we list some submodels of the generic action (2.1). Note that in symmetry reduced cases, $\Phi$ is not really the dilaton field but is the factor appearing in front of the $(D - 2)$-sphere metric element in the spherically symmetric ansatz, where $D$ is the dimension of the spacetime.

In what follows, (non-)conf. mean the case for which a conformal transformation has (not) been performed, SS stands for spherically symmetric and $\lambda$ is the cosmological constant.

| Model             | $Y(\Phi)$ | $V((\nabla \Phi)^2, \Phi)$ |
|-------------------|-----------|-----------------------------|
| CGHS (conf.) [1, 13, 15] | $\frac{1}{8} \Phi^2$ | $4\lambda^2$ |
| CGHS (non-conf.) [1, 13, 15] | $\frac{1}{8} \Phi^2$ | $\frac{1}{2} (\nabla \Phi)^2 + \frac{1}{2} \lambda \Phi^2$ |

---

8 For a more comprehensive list see [24].
Appendix C. Form of $\mathcal{H}_0^\phi$: comparison with metric formalism

As we have seen in (4.4) the matter-less part of the Hamiltonian constraint, $\mathcal{H}_0^\phi$, in the case when the kinetic term is absent, can be written as a spatial derivative

$$\mathcal{H}_0^\phi = \partial_\tau \left( \frac{E_2^2}{4E_1^2} \frac{K_1^2}{\Omega^2(E_2)} - \int V(E_2) dE_2 \right).$$

This is the analogue of the result of [7], obtained in metric variables, and we shall show that the two expressions are equivalent. In [7], configuration variables are $\rho$ and $\phi$, where $\rho$ is defined by the following parameterization of the metric

$$d\xi^2 = e^{2\rho}[-N^2dr^2 + (dx + N^dr)^2],$$

and $\phi = Y(\Phi)$.

The relations between these variables and $(E_1, E_2)$ are given by

$$E_1 = \frac{e^\rho}{\Omega(\phi)},$$

$$E_2 = 4\phi,$$

where $\Omega(\phi) = \Omega(E_2(\phi))$.

Therefore, we have the following generating function

$$G(Q, p) = \frac{e^\rho}{\Omega(\phi)} K_1 + 4\phi K_2,$$

so the momenta related to $\rho$ and $\phi$ are

$$\Pi_\rho = \frac{e^\rho}{\Omega(\phi)} K_1 = E_1 K_1,$$

$$\Pi_\phi = -\frac{1}{\Omega(\phi)} \frac{d\Omega(\phi)}{d\phi} E_1 K_1 + 4K_2.$$
Then, $K_1$ in terms of these new variables is

$$K_1 = e^{-\phi} \Pi_\rho \Omega(\phi). \quad (C8)$$

By substituting these new variables in (C1) we get

$$\mathcal{C} = 4 \left[ e^{-2\phi} \left( \phi^2 - \frac{1}{4} \Pi_\rho^2 \right) - \int \bar{V}(\phi) d\phi \right], \quad (C9)$$

where $\bar{V}(\phi) = V(E_2(\phi))$.

In [7], the Hamiltonian constraint is rewritten as a spatial derivative of

$$\mathcal{C}_1 = e^{-2\phi} \left( \frac{1}{4} \Pi_\rho^2 - \phi^2 \right) - j(\phi), \quad (C10)$$

where $dj(\phi)/d\phi = -\bar{V}(\phi)$. Therefore, we see that $\mathcal{C} = -4\mathcal{C}_1$, so ours is essentially the same expression, written in a different set of canonical variables.
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