Topological insulators (TIs) are semiconductors with protected electronic surface states that allow dissipation-free transport. TIs are envisioned as ideal materials for spintronics and quantum computing. In Bi$_4$Rh$_3$I$_9$, the first weak 3D TI, topology presumably arises from stacking of the intermetallic [(Bi$_4$Rh)$_3$I]$^{2+}$ layers, which are predicted to be 2D TIs and to possess protected edge-states, separated by topologically trivial [Bi$_2$I$_8$]$_{2/0}$ octahedra chains. In the new layered salt Bi$_{12}$Rh$_3$Cu$_2$I$_5$, the same intermetallic layers are separated by planar, i.e., only one atom thick, [Cu$_2$I$_4$]$^{2-}$ anions. Density functional theory (DFT)-based calculations show that the compound is a weak 3D TI, characterized by $Z_2 = (0; 0001)$, and that the topological gap is generated by strong spin–orbit coupling ($E_g^{\text{calc.}} \sim 10 \text{ meV}$). According to a bonding analysis, the copper cations prevent strong coupling between the TI layers. The calculated surface spectral function for a finite-slab geometry shows distinct characteristics for the two terminations of the main crystal faces $<001>$, viz., [(Bi$_4$Rh)$_3$I]$^{2+}$ and [Cu$_2$I$_4$]$^{2-}$. Photoelectron spectroscopy data confirm the calculated band structure. In situ four-point probe measurements indicate a highly anisotropic bulk semiconductor ($E_g^{\text{exp.}} = 28 \text{ meV}$) with path-independent metallic conductivity restricted to the surface as well as temperature-independent conductivity below 60 K.
One type of topological protection in TIs, the earliest proposed theoretically\(^{6}\) and verified experimentally,\(^{7,8}\) is based on strong spin–orbit coupling (SOC). The reason is that SOC causes an inversion between states with opposite parities around the bandgap. When such an inverted semiconductor comes into contact with a material with trivial parity sequence (normal semiconductor, air, vacuum), the states with the same parity combine at the interface to form metallic and spin-polarized surface states on all facets.\(^{9}\) As SOC increases with the atomic number and is particularly strong in \(p\)-orbitals, bismuth, as the heaviest nonradioactive element, is an excellent choice for the synthesis of TI materials. Intensively studied bismuth-based cations, is \(0.8\,\text{nm}\) in stacking direction, a quantity that could be of interest for applications.\(^{10}\) Moreover, the mentioned Bi compounds are layered materials consisting of stacked 2D TIs.\(^{6}\) In addition, there is the comparatively exclusive compound \(\text{Bi}_{13}\text{Rh}_{3}\text{I}_{9}\) (1), which is the first material with strong experimental and theoretical indications of a weak 3D TI state, implying a crystalline material with protected surface states on certain, but not all, facets.\(^{11}\) This bismuth-rich subiodide has a layered structure, in which intermetallic \(\text{Bi}_{4}\text{Rh}_{3}\text{I}_{12}\) TI layers alternate with topologically trivial \(\text{Bi}_{2}\text{I}_{3}\) spacer layers (Figure 1). The spacer layer effectively separates the electronic systems of adjacent intermetallic layers that are presumed\(^{12}\) to be 2D TIs. The weak 3D TI is thus a stack of weakly coupled 2D TIs. The spatial density of TI channels in stacking direction, a quantity that could be of interest for applications, is \(0.8\,\text{nm}^{-1}\). The topological bandgap of compound 1 is large (about \(240\,\text{meV}\)), implying that the TI quantum state exists at room temperature (RT) and above.

Explicit understanding of the relationships between chemical composition and crystal structure on the one hand and topological properties of the electronic band structure on the other hand is important for synthesis of potentially viable TIs. In this regard, compounds similar to 1 have recently been studied. The chemically and structurally closely related layered bismuth platinum subiodides (Figure 1), \(\text{Bi}_{13}\text{Pt}_{3}\text{I}_{7}\) (3),\(^{17,18}\) \(\text{Bi}_{12}\text{Pt}_{3}\text{I}_{5}\) (4),\(^{18}\) \(\text{Bi}_{18}\text{Pt}_{9}\text{I}_{14}\),\(^{19}\) \(\text{Bi}_{8}\text{Pt}_{5}\text{I}_{3}\),\(^{20}\) or \(\text{Bi}_{16}\text{Pt}_{11}\text{I}_{6}\)\(^{20}\) unfortunately, are not TIs suitable for electronic applications because of bulk conductivity caused by nonmatching electron count and/or electronic coupling of the predicted 2D TI layers. In particular, a monolayer of iodide ions, as present in 3 or 4, was found to be an insufficient spacer as covalent Bi—I—Bi bonds strongly couple adjacent intermetallic layers.\(^{18,21}\) This is different in the weak 3D TI \(\text{Bi}_{12}\text{Rh}_{3}\text{Cu}_{2}\text{I}_{5}\) (2) presented here. The goal of this research was to replace the spacer layer in 1 while preserving the predicted 2D TI character of the intermetallic layer, thus obtaining further insights into tuning and designing principles of new layered weak 3D TIs based in both structural (physical) and chemical criteria.

### 2. Results and Discussion

#### 2.1. Synthesis and Thermal Stability

To explore possible phase formation in the Bi–Rh–Cu–I quaternary system and derive optimal reaction conditions, we performed differential scanning calorimetry (DSC) measurements starting from mixtures of Bi, Rh, Cu, and BiI₃ in 0.1 mL silica ampoules and characterized the products associated with the detected DSC signals. In the course of these studies, we detected the new compound 2. The DSC experiment of a mixture with the composition of the target compound is shown in Figure 2.

The reactions were assigned to their respective signals (Table 1) based on phase diagrams\(^{22,23}\) and analysis of the products of ex situ annealing experiments (Figure S4–S8, Supporting Information). The first endothermic effect at 265 °C (H1) was assigned to the melting of Bi. The liquid phase induces the formation of binary and ternary phases, initially \(\text{Bi}_{18}\text{I}_{mol}\)\(^{22}\) and \(\gamma\)-CuI are predominant. The signal H2 was attributed to the decomposition of \(\text{Bi}_{18}\text{I}_{4}\), being the only phase not observed anymore in a reaction mixture annealed at 297 °C. The latter also contained the cluster salt \((\text{Bi}_{12}\text{I}_{2})_{3}(\text{Bi}_{9}\text{I}_{4})\text{Bi}_{6}\text{I}_{12})\)\(^{24}\) along with reflections associated with at least one unreported Bi–Cu–I compound, which is currently under investigation. The endothermic effect H3 is
2.2. Crystal Structure

A single crystal of 2 was investigated by X-ray diffraction at RT (Table S2, Supporting Information). The cell metrics suggested an F-centered orthorhombic lattice; accordingly, the crystal structure of 2 was initially solved and refined in the orthorhombic space group Fmmm. The figures of merit of the refinement as well as the resulting structure model were quite reasonable, with the exception of a 50% occupancy of the single crystallographic copper position. Therefore, refinements were performed in space groups of lower symmetry that allow the position to be split. Among the four possible ordering models tested, the monoclinic model presented here was the only one that was refined to a fully ordered distribution of the copper atoms (Table S3, Supporting Information). We used the monoclinic space group C1 2/m 1, a nonstandard setting of C 1 2/m 1, with pseudooctahedral metrics (a = 9.1697(4) Å, b = 15.8050(6) Å, c = 18.2437(5) Å, β = 90.103(2)°). The proximity to the symmetry of the crystal class mmm causes pseudomorphed twinning along [100]. Moreover, the unit cell has a pseudooctahedral basis (b/a−√3 = 0.008).

In the crystal structure of 2 (Figure 1, 3), positively charged intermetallic layers [(Bi4Rh)3I]2+ and layers of anionic spacers [Cu2I4]2− alternate along the [001] direction. The intermetallic layer is a kagome net of edge-sharing rhodium-centered bismuth cubes that hosts an iodide ion in each of its hexagonal-prismatic voids (Figure 3). It has the symmetry of the 2D subperiodic layer group p 6/m m m (no. 80). The spacer layer is a packing of discrete centrosymmetric tetraiodido-dicuprate(I) anions (Figure 3). The copper cations are in trigonal-planar coordination, with one terminal and two μ-bridging iodide ions each. The layer group symmetry is c 1 2/m 1 (no. 18). The projection of the stacking vector on the (001) plane, i.e., the lateral offset of neighboring layers of the same kind, is exactly a/2 (in 1, this is a/6). The hexagonal pseudosymmetry of the intermetallic layer allows stacking vectors rotated by 120° and 240°. In the investigated crystal of 2, associated with the formation of 2. Trace amounts of this compound were already observed at lower temperatures, suggesting that its formation is kinetically hindered. Upon reaching 500°C (H4), 2 decomposes following the reaction Bi2Rh3Cu4I5 → 3Bi2Rh + 2CuI + 5 Bi + BiI3, which was confirmed by further DSC experiments starting from manually selected crystals of 2 (Figure S1 and Table S1, Supporting Information).

Combining this information with the optimized synthesis protocol for compound 1,[16b] we developed temperature programs for the targeted synthesis of single-phase microcrystalline powders as well as for growing larger crystals of 2. The new subiodide 2 forms black plate-shaped crystals with (001) as the largest faces. 2 is not perceptibly sensitive to air, but should be stored under inert gas. Oxygen impurities in the reaction mixture should be avoided because they become trapped in by-products. The composition of 2 was determined by X-ray diffraction on single crystals and confirmed by energy-dispersive X-ray spectroscopy (EDX) analysis (Figure S2, Supporting Information).

Figure 2: Thermal analysis (DSC) of a mixture of Bi, BiI3, Rh, and Cu with the molar ratio of 31:5:9:6, which corresponds to the composition of 2. The heating curve is shown in red and the subsequent cooling curve in blue.

Table 1. Assignment of DSC signals in Figure 2 (H = heating, C = cooling). The listed temperatures for the signals are the onset temperatures, except for the signal H3, which covers a broad range.

| Signal | Temperature [°C] | Assigned Process |
|--------|------------------|------------------|
| H1     | 265              | Melting of Bi; beginning of formation of binary and ternary phases |
| H2     | 281              | Decomposition of BiI4 |
| H3     | 320–430          | Formation of Bi2RhCu2I3 (peak maximum at about 380°C) |
| H4     | 500              | Decomposition of Bi2RhCu2I3 |
| C1     | 545              | Crystallization of β-Bi2Rh |
| C2     | 448              | Crystallization of Bi2RhCu2I3 |
| C3     | 264              | Crystallization of Bi |

Figure 3: Intermetallic layer [(Bi4Rh)I]2+ (centered at z = 0) and spacer layer [Cu2I4]2− (centered at z = ½) in 2. The symmetry diagrams of the respective layer groups are superimposed.
such stacking faults occur with about 1% probability and are responsible for the highest maxima of the residual electron density. In view of this massive pseudosymmetry, the fairly well-ordered crystal requires a mechanism to pass information about order through the structure. This is apparently achieved by the \( [\text{Cu}_2\text{I}_4]^{2-} \) groups, which do not only imprint a preferred orientation in the (001) plane and thus cancel the hexagonal symmetry, but are inclined to reach into the hexagonal voids of both neighboring intermetallic layers, thereby interlocking them.

The bond lengths Rh–Bi (2.80–2.85 Å) and Bi–Bi (3.17–3.46 Å) in 2 (Table S4, Supporting Information) deviate by less than 0.02 Å from those in 1. Planar \( [\text{Cu}_2\text{I}_4]^{2-} \) anions have been reported previously, e.g., in two modifications of [\( \text{PPh}_4 \text{]_2[Cu}_2\text{I}_4 \)]. In 2, the Cu–I distances are 2.55 Å (terminal) and 2.61 Å (bridging), which differs by no more than 0.06 Å from that of the reference. The Cu–Cu distances differ much more: 2.71 Å for 2, while 2.85 and 2.96 Å for the phosphonium salts. However, this parameter is highly dependent on its chemical environment, e.g., for [\( \text{Ba(tetraglyme)}_2 \text{]_2[Cu}_2\text{I}_4 \)] it is 2.64 Å. It should also be noted that the Cu cation in 2 has two direct Bi neighbors in the distance of 3.12 Å. For comparison, 2.67 Å was reported as the average Cu–Bi distance in the \( (\text{CuBi}_8)_3 \) cluster, and 2.74 Å as the bond length in the \( \text{[Me}_3\text{Si]}_2 \text{Bi–Cu[PMe}_3\text{]}_2 \) molecule.

The essential difference between the structures of 1 and 2 lies in the nature and thickness of their spacer layers. The \( [\text{Cu}_2\text{I}_4]^{2-} \) groups of 2 replace the \( [\text{Bi}_4\text{I}_8]^{2-} \) chains of 1 without changing the layer charge. The substitution only slightly affects the lateral layer dimensions: \( \Delta a(2)−a(1)/a = 4 \times 10^{-4} \), \( \Delta b(2)−b(1)/b = −2 \times 10^{-3} \). The spatial density of the TI channels in the stacking direction was increased to 1.1 nm\(^{-1} \) and seems to represent the maximum feasible. However, the question arises whether the spacer in 2, which is only one atom thin, is as efficient an electronic separator as the spacer in 1, which is three atoms thick. The subiodides \( \text{Bi}_{13}\text{Pt}_3\text{I}_7 \) (3) and \( \text{Bi}_{12}\text{Pt}_3\text{I}_5 \) (4) have basically the same intermetallic layers and contain monolayers of isolated iodide ions as spacers. 4 is even isoostructural to 2, except that it does not have copper cations within the iodide spacer layer. The distance between intermetallic TI layers is about 0.6 Å wider in the copper-containing compound 2 than in 4, suggesting a significant difference in chemical bonding between TI and spacer layers.

### 2.3. Chemical Bonding

A density functional theory (DFT)-based real-space bonding analysis of 2 confirms strong covalent bonding within the two types of layers and mainly electrostatic interactions between them, similar to the parent compound 1. In Figure 4a, the green isosurface of the electron density (at 0.035 a.u.) shows that the \( [\text{Cu}_2\text{I}_4]^{2-} \) group (in the center) is clearly separated from the neighboring intermetallic layers. In the yellow isosurface, at the much lower value of 0.022 a.u., the electron density of both layers merges at the bond critical point, linking Bi and Cu atoms. However, there is no indication for a constructive interaction between Bi and Cu, as will be shown below.

Figure 4b depicts the electron density contribution for all states lying between the Fermi level and 0.5 eV below. The high energy electron density contribution is formed from the orbitals of all atomic species. In case of Cu, a clearly structured 3d orbital contribution is evident. Despite this fact, no direct Cu–Cu bond is found. The valence electron density around the Bi atom is mainly governed by its lone pair.

The absence of Cu–Cu and Cu–Bi two-center bonding is evident in the analysis of atom-specific density contributions (Table S5, Supporting Information). Here, the electron density resulting from the square of given atomic states and their respective mixtures is integrated within the unit cell. For example, choosing the 3d and 4s states for one of the Cu atoms, the resulting electron density integrates to 10.1 electrons within the unit cell, indicating a filled 3 d shell on Cu. In the case where the 3d and 4s states are chosen for both Cu atoms, the charge distribution integrates to 20.2 electrons. As this number is equal to the simple sum of both Cu populations, there is no additional attractive interaction between the two Cu atoms. Otherwise, the integrated populations would be higher than the sum of the Cu1 and Cu2 populations because additional terms would arise from Cu1 to Cu2 mixtures. The absence of a direct Cu–Cu bond is also shown by the chemical bonding analysis based on the ELI-D. Figure 4c depicts an orthoslice of ELI-D through the \( [\text{Cu}_2\text{I}_4]^{2-} \) group. The penultimate shell for Cu is clearly visible and shows an almost spherical distribution. No distortion or bonding region is found between the two Cu atoms. Moreover, the localization domain between the two Cu atoms emerges from the valence

**Figure 4. a) Total electron density for 2. Isosurface at 0.035 a.u. (dark green) and at 0.023 a.u. (yellow); orthoslices depict electron density between 0 a.u. (violet) and 0.8 a.u. (white). b) Electron density contribution of states that lie between the Fermi level and 0.5 eV below. Yellow isosurface at 0.002 a.u.; orthoslices depict density contributions between 0 a.u. (violet) and 0.002 a.u. (white). The corresponding representation restricted to the highest occupied state can be found in Figure S9, Supporting Information. c) Electron-localizability indicator (ELI-D) for the \( [\text{Cu}_2\text{I}_4]^{2-} \) anion in 2. The orthoslice depicts values from 0.8 a.u. (violet) to 1.2 a.u. (white).**
region of the bridging I atoms. Despite the prominent bond critical point between Bi and Cu in the electron density, there is no direct bond because the integrated electron density contribution for 3d/4s states of both Cu atoms and 6s/6p states of all Bi atoms yields 72.4 electrons, which is the sum of the individual Bi and Cu contributions.

In compounds 3 and 4, which contain monolayers of iodide ions, the Bi—I—Bi bonds connecting adjacent intermetallic layers are covalent to a significant extent. In 3, they cause pairwise coupling of the intermetallic layers, resulting in a semimetal with a pseudogap or, below 3 K, a superconductor (Table 2 and Figure S9, Supporting Information). In the band structure of 4 (SOC included), a band crosses the Fermi level along the stacking direction. In 2, the Cu cations have a special role, as they redirect the covalent bonding predominantly to Cu—I and render the Bi—I interactions more electrostatic. Moreover, as both Bi and Cu atoms are positively charged and close to each other in stacking direction, the related repulsion together with the reduced covalent interlayer bonding leads to a large distance between TI layers which is 0.6 Å wider in the copper compound 2 than in the almost isostructural copper-free compound 4 (see Table 2). Reduced covalency and large spacing result in low electronic interaction between adjacent TI layers.

The synopsis in Table 2 suggests a fairly simple distance criterion for the occurrence of TI properties in this class of compounds. The intermetallic kagome nets should be at least 5.9 Å apart, as is the case in 2. A thicker spacer layer also generates a wider topological gap. This effect seems to saturate at distances above 9 Å. There the topological gap is mainly determined by the band splitting due to SOC, while band dispersion by chemical bonding along the stacking direction plays only a minor role. Of course, a matching electron count is also required to prevent bulk metallic conductivity.

### Table 2. Electron counts and layer distances for bismuth-rich iodides with kagome-type intermetallic nets and their observed or calculated electronic properties.

| Compound | Kagome net | Spacer | Valence electrons per [Bi$_8$I$_2$] cube | Distance between nets [Å] | Electronic properties |
|----------|------------|--------|--------------------------------------|---------------------------|----------------------|
| Bi$_{12}$Rh$_3$I$_5$ (1) | [(Bi$_4$Rh)$_3$]$_{12}^{2+}$ | [Bi$_2$I$_2$]$_2^{2-}$ | 12 + 9 – 1 = 20 | 9.3 | Weak 3D TI gap 240 meV |
| Bi$_{12}$Rh$_5$I$_7$ (4) | [(Bi$_4$Rh)$_3$]$_{12}^{2+}$ | [Sn$_4$I$_4$]$_2^{2-}$ | 12 + 9 – 1 = 20 | 9.2 | Weak 3D TI gap 210 meV |
| Bi$_{12}$Rh$_3$Cu$_2$I$_5$ (2) | [(Bi$_4$Rh)$_3$]$_{12}^{2+}$ | [Cu$_2$I$_2$]$_2^{2-}$ | 12 + 9 – 1 = 20 | 5.9 | Weak 3D TI gap 10 meV |
| Bi$_{12}$Pt$_3$I$_7$ (3) | 2 × [(Bi$_4$Pt)$_3$]$_{12}^{2+}$ | [Bi$_2$I$_2$]$_2^{2-}$ | 12 + 10 – 4/3 = 20$^2$/3 | 9.3 | 2D semimetal pseudogap |
| Bi$_{12}$Pt$_3$I$_5$ (4) | 2 × [(Bi$_4$Pt)$_3$]$_{12}^{2+}$ | [Cu$_2$I$_2$]$_2^{2-}$ | 12 + 10 – 5/3 = 20$^2$/3 | 5.3 | Weak 3D TI gap 10 meV |
| Bi$_{12}$Pt$_3$I$_4$ (18) | 3 × [(Bi$_4$Pt)$_3$]$_{12}^{2+}$ | 9 × 1$^{-1}$ | 12 + 10 – 4/3 = 20$^2$/3 | 5.6 | Semiconductor vanishing gap |

*Each Bi atom contributes its three 6p electrons (the 6s electrons form lone pairs), Rh nine electrons, and Pt ten electrons; the positive charge has to be subtracted.*

### 2.4. Electronic Band Structure and Topology

Figure 5 shows the total and layer-resolved densities of states (DOS) as well as the electronic band structure of 2. These data were obtained within the generalized gradient approximation (GGA) with spin–orbit effects included in a nonperturbative manner using a four-component Kohn–Sham–Dirac approach implemented in the FPLO code. The ground state corresponds to a nonmagnetic semiconductor with an indirect gap of approximately 10 meV. In view of the fact that the bandgap of 2 is much smaller than the gap of 1 (240 meV), it is possible that structure optimization may lead to an enhancement of the bandgap. To this end, we computed the residual forces on each atom using the symmetry constraints for the space group. We found that the maximum force on any atom is only about 7 meV Å$^{-1}$. Even after relaxing the symmetry constraints (space group P 1 with 22 inequivalent atoms in the unit cell), the maximum force on any atom was smaller than 10 meV Å$^{-1}$. This test confirms the experimental structure and leaves no room for gap enhancement by structure optimization.

Calculations without SOC result in a metallic state, suggesting that the gap is SOC-induced and may have an inverted parity sequence. To ascertain the nontrivial topological properties, we computed the $Z_2$ invariants. We find $Z_2 = (0; 001)$, implying that 2 is a weak 3D TI predicted to possess no protected surface states in the (001) surface, but on other crystal faces, space group symmetry contains mirror symmetry $m(p)$ and, therefore, allows a topological crystalline insulator phase. However, such a phase in 2 is ruled out by explicit computation of the mirror Chern number.

In analogy to 1, the states around the gap in the electronic band structure are dominated by the atoms of the intermetallic TI layer, especially the 6p states of Bi (see Figure S5, S10, Supporting Information). This is, on one hand, the basis for the SOC
generated parity inversion and, on the other hand, the reason why an exchange of the spacer layer does not necessarily affect the 3D TI properties within this family of compounds. Specifically, DFT calculations for a charge-compensated [(Bi₄Rh)₃I] layer suggests that the intermetallic layer is a 2D TI. A 2D TI is characterized by an odd number of odd parities of the filled electronic states at the four time-reversal invariant momenta (TRIM) $\Gamma_i$ ($i = 1, \ldots, 4$). This holds for a system with inversion symmetry, where $\Gamma_i^{2D} = (n_j b_i + n_i b_j)/2$ with $n_j = (0, 1)$ and $b_j$ denotes the reciprocal lattice vectors. If a periodic stack of 2D TI layers with appropriate spacer layers is formed, each 2D TRIM point is split into a pair of TRIM points in the 3D reciprocal space, $\Gamma_i^{3D} = \Gamma_i^{2D} + n_3 b_3/2$ with $n_3 = (0, 1)$. A sufficient condition for the formation of a weak 3D TI with $Z_2 = (0; 001)$ is that, the spacer layer preserves, up to a gauge transformation, the parity at the 2D TRIM points $\Gamma_i^{2D}$ in the related 3D pair ($\Gamma_i^{2D}$, $\Gamma_i^{3D}$). We suggest that this preservation of parity is guaranteed if the electronic states have essentially the same orbital character all along the line between the two points $\Gamma_i^{3D}$. In other words, bonding among 2D TI and spacer layers should have only minor covalent contributions. Indeed, this situation is confirmed for 2, as shown in Figure 5c. The orbital character of all bands is almost invariant in the vicinity of the Fermi level and no additional band inversions are present along the stacking direction [001].

This correlation between topological properties and chemical bonding is illustrated in the considered class of layered compounds by comparing Bi₁₂Rh₃Cu₂I₅ (2) with Bi₁₁Pt₃I₇ (3) or Bi₁₂PtI₅ (4). Earlier DFT calculations had shown that a spacer that consists of a monolayer of iodide ions leads to covalent Bi—I—Bi bonds between neighboring intermetallic layers. In 3, covalent pairing of intermetallic layers creates a trivial topology, while in 4, the strong interlayer bonding leads to a metallic state even in a hypothetical strongly doped situation with even electron number.

2.5. Photoelectron Spectra

To gain experimental insights into the electronic properties of 2, we carried out high-resolution angle-resolved photoelectron spectroscopy (ARPES) on two samples. Both were cleaved under UHV conditions. The photoemission experiments were carried out at a pressure of $p < 5 \times 10^{-11}$ mbar and at low temperature ($T = 20$ K). Figure 6a shows the normal emission spectrum of sample #1. Additional data for sample #1 and #2 are shown and discussed in the Supporting Information. While the overall agreement between the two data sets at large binding energies is very good, some differences are notable, especially near the Fermi energy. We ascribe these differences to unlike surface compositions probed in the two measurements (see Supporting Information). Most importantly, a faint dispersion-less band is observed at the Fermi energy for sample #1. As the resolution of the measured bands was relatively low for all samples, we calculated the inverse second derivative from energy distribution curves (EDCs) as shown in Figure 6a, right panel, which enhances the visibility of small features in a noisy measurement. The broadening could be due to superposition of
signals from domains of the two possible surface terminations, as observed for 1.\cite{16c}

In order to model the surface electronic properties and to understand related subtleties, we carried out tight-binding (TB) calculations for both [(Bi₄Rh)₃I]²⁺ and [Cu₂I₄]²⁻ surface terminations in a finite-slab geometry. To this end, an accurate (bulk) TB model was obtained by considering the maximally projected Wannier functions in the energy window between −14 and +7 eV (see Figure 5b and Experimental Section). This TB model was then used to investigate the surface electronic properties for slabs consisting of five unit cells along [001] (periodic boundary conditions along a and b). To model the ARPES spectra, layer- and k-resolved DOS were convoluted with an exponential function by considering an escape depth of 10 Å. Further, a Gaussian broadening of 20 meV was introduced to model the experimental resolution.

In the simulated spectra, it was possible to distinguish the two different terminations of the (001) surface. The ARPES data set #1 was identified to compose dominantly of [(Bi₄Rh)₃I]²⁺ surface terminations. Figure 6b shows the simulated EDC for this termination. To match with ARPES data set #1, it was assumed that the Fermi energy is located about 0.10 eV above the bottom of the conduction band. This particular choice of the Fermi energy is consistent with the observed faint band at the Fermi energy. The applied shift of the Fermi level is necessary in order to model the polar surface that results in an intrinsic doping (also called band bending) already observed in the parent compound 1.\cite{16}

While the overall qualitative agreement between the simulated and the measured ARPES spectra is evident, the quantitative agreement is also remarkably good (see Supporting Information for a detailed quantitative comparison). In particular, the high intensities at about 0.5, 1.0, and 1.5 eV at Γ found in both spectra and the band dispersion (dome-shaped profile) along the Γ – K path below 0.5 eV are noteworthy. The dome-shaped profile arises from the fact that the maxima of these bands do not lie at the K point (see Figure S15, Supporting Information). This good agreement indicates that the DFT calculations of the (bulk) electronic properties correctly describe the topological properties of the real system.

Surfaces of cleaved samples have been investigated at NanoESCA beamline (Elettra, Trieste) using photoemission electron microscopy (PEEM) and micro-X-ray photoelectron spectroscopy (µ-XPS), which provide lateral resolved information about the surface. Secondary electron micrographs measured using mercury lamp, with an example shown in Figure 7a, reveal macroscopic regions that exhibit different work functions as shown in Figure 7b, where “bright” and “dark” regions are indicated. To establish the chemical composition of these regions, µ-XPS was performed revealing that the photoelectron spectra associated with the two areas differ significantly (Figure 7b,c) implying different chemical terminations. In particular, the Bi ⁵d µ-XPS spectrum acquired from the bright region shows one doublet, while from the dark region two doublets with the same width are observed. It is tempting to assign these regions to different terminations of a clean surface (bright = [Cu₂I₄]²⁻; dark = [(Bi₄Rh)₃I]²⁺). However, the chemical shift of 2 eV in the Bi ⁵d from the dark region is much larger than expected for the [(Bi₄Rh)₃I]²⁺ surface based on DFT calculation for few-layer slabs models (about 0.2 eV). Moreover, the
Figure 7. a) Secondary electron image acquired at a kinetic energy of 4.55 eV; red and blue circles indicate the two regions, termed “bright” (red) and “dark” (blue), from which the data were collected, with corresponding b) work function onset and c) Bi 5d µ-XPS.

Figure 8. Resistivity of a crystal of 2 measured by in situ four-point probe technique. a) Averaged resistivity as a function of probe distance \( p \) measured at 300 K. The solid lines are simulations for various effective thicknesses \( t_{\text{eff}} \) and fixed bulk resistivity. For better visibility, the curves for 50 and 100 \( \mu \)m are scaled by a factor of 2 and 4, respectively. b) Scanning electron microscopy (SEM) image of the collinear four-point probe geometry. The current-probes \( I_+ \) and \( I_- \) remained fixed. c) \( I(U) \) curves for fixed probe spacing \( p = 25 \) \( \mu \)m. d) Temperature-dependent resistivity (squared tip configuration, \( p = 30 \) \( \mu \)m). Inset: Arrhenius plot of regime II revealing an activation energy of about 14 meV.
appearance of the 21 eV peak, which is routinely assigned to O 2s, points to (at least partial) surface contamination in the “dark” regions, probably by glue residues. Therefore, μ-XPS shows that a UHV cleaving procedure yields a clean surface for significant parts of the surface consistent with high-resolution ARPES investigations.

2.6. Electronic Transport

In order to investigate the electronic properties of this new TI compound further, we performed in situ four-point probe transport measurements using W tips. The resistivity of the sample with a thickness of \( t \approx 250 \mu m \) measured at 300 K is about \( 7 \Omega \square^{-1} \) and does not depend on the spacing \( p \) between the tips (Figure 8a,b), which indicates 2D transport parallel to (001). A detailed analysis gave an effective thickness of the surface-near 2D channel of \( t_{\text{eff}} \leq 25 \mu m \). The resistivity across the layer structure is higher by a factor of about 100 (\( t/t_{\text{eff}} = (\rho_2/\rho_{(0)})^{1/33} \)) quantifying the anisotropy of the structure of compound 2. The sheet resistance for the effective 2D channel refers to a bulk resistivity of around \( 2 \times 10^{-2} \Omega \text{ cm} \) at 300 K and is comparable to carbon.

Based on the ARPES and DFT results, we propose here a simple model for the surface-near transport channel, which is the incoherent sum of conductances stemming from the \( n \)-doped intermetallic termination of the (001) surface, the highly anisotropic semiconducting bulk, and from states with topologically nontrivial character at the edges of all predicted TI layers. Temperature-dependent measurements between 30 and 300 K reveal three different regimes (Figure 8c,d). Between 300 and about 160 K (regime III), the resistivity gradually decreased with decreasing temperature, most likely because of a reduced electron–phonon scattering. The Arrhenius analysis in the “semiconducting” regime II (160 to 60 K) shows an activation energy, which nicely correlates with the bandgap of the crystal (\( E_A = E_2/2 = 14 \text{ meV} \)). Apparently, the dominant transport channel in regime II and III is mediated most likely by the bulk states. Thereby, the metallic channel of the intermetallic layer at the (001) surface is based on strongly localized states, represents only about 1% of \( t_{\text{eff}} \) and is therefore not dominating the transport (Figure 8b,c). Most interestingly, the resistivity remains constant below 60 K (regime I). This suggests that a third transport channel is present and dominating the conductivity in this regime.
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and Table 1) or manually picked crystals of 2 (Figure S1 and Table S1, Supporting Information). Samples containing 40–90 mg of the starting mixture were sealed in tiny silica ampoules (also used for DSC experiments) and heated at 2 K min⁻¹ from RT to 265, 297, 358, 520 or 600 °C (Figure S4–S8, Supporting Information). Then the samples were annealed at the respective temperature for about 1 h and subsequently quenched in water at RT.

**X-Ray Diffraction:** Powder X-ray diffraction experiments were performed on an X’Pert Pro Powder diffractometer (PANalytical) with Bragg–Brentano geometry, equipped with a Ge(220) hybrid monochromator and PIXcel detector, using Cu Kα1 radiation (λ = 1.54056 nm).

Reference crystallographic information files were taken from the Inorganic Crystal Structure Database (ICSD) or Springer/Materials (SM) and the diffraction patterns were calculated using Jana 2006. A single-crystal X-ray diffraction data were obtained using an Apex-II kappa CCD diffractometer (Bruker) with graphite-monochromated Mo Kα radiation (λ = 71.03 pm) at 296 K. Numerical absorption correction was applied based on an optimized crystal shape description. The structure was solved with direct methods and subsequent refinements against F². For experimental details and structure data, see Table S2 and S3, Supporting Information. The transformation from 0 to the standard mC setting is given in the Supporting Information. Graphics of the crystal structures were developed with Diamond. Further details of the crystal structure determination are available from the Fachinformationszentrum Karlsruhe, D-76344 Eggenstein-Leopoldshafen (Germany), E-mail: crysdata@fzk-karlsruhe.de, on quoting the depository number CSD-2079929.

**Band Structure Calculations:** The density functional calculations for the C2/m representation of the experimental structure given in Table S3, Supporting Information, were carried out using the full-potential local-orbital (FPLO) code, version 18.57. For the local density approximation (LDA), the Perdew Wang parameterization was used, while for the GGA the Perdew–Burke–Ernzerhof implementation was used. Due to the large atomic mass of the involved elements, fully relativistic (four-component Dirac) self-consistent calculations were carried out for the experimental structure. Reciprocal space integrations were performed using a linear tetrahedron method on a k-mesh with 12 × 12 × 12 intervals in the Brillouin zone. Analysis of the electronic topological properties was carried out by calculating the Z₂ invariants following the Fu–Kane prescription, based on parity eigenvalues at the TRIM, as implemented in the FPLO code.

We also computed the residual forces on each atom using the default scalar relativistic approximation implemented in FPLO and a one-step calculation for both constrained C2/m space group symmetries and without it (space group P1). For the symmetric case, we find that the maximum force on any atom is only about 7 meV Å⁻¹. Even after relaxing the symmetry constraint, the maximum force on any atom was < 10 meV Å⁻¹. All further calculations and related analyses were carried out for the experimental structure.

**TB Model and Simulated ARPES Spectra:** A TB model was constructed from the DFT band structure using the PYFPLO module which generates maximally projected Wannier functions. A full-relativistic basis set with d space group symmetries and without it (space group P1). For the symmetric case, we find that the maximum force on any atom is only about 7 meV Å⁻¹. Even after relaxing the symmetry constraint, the maximum force on any atom was < 10 meV Å⁻¹. All further calculations and related analyses were carried out for the experimental structure.

The weak TI properties of the TB model were also confirmed by explicitly computing the Z₂ indices which were found to be identical to the DFT results. This TB model is used to obtain the surface electronic properties (simulated ARPES spectra) based on finite-slab calculations.

In order to compare with the ARPES data, it is important to consider surface effects. As the crystal structure comprises van der Waals separated layers, we consider both surface terminations, namely, the [(Bi₄Rh)₃I]⁺⁺ and the [(Cu₄I)₂]⁻⁺ surface. For this sake, we use slabs with both surface terminations present on either end. The band structures along the high-symmetry paths in the SBZ were then obtained for slabs of different thicknesses, where each slab configuration consists of n = 1 “bulk” unit cells of the n-cell slab and the remaining cell is split into the two different surface half cells, i.e., into the [(Bi₄Rh)₃I]⁺⁺ and [(Cu₄I)₂]⁻⁺ layers. In particular, we consider the five-cell slab which captures the surface electronic properties well. The sensitivity of the surface (simulated ARPES) spectra was further checked by comparing finite slabs consisting of 5, 10, and 20 cells, which result in a quantitatively similar spectrum.

For a quantitative comparison with ARPES spectra, however, considering the contributions of surface and bulk states (as described above) with equal weights may not be appropriate. Alternatively, one should convolute the layer- and k-resolved DOS with an exponentially decaying function such that intensity for layers away from the surface is successively smaller. To this end, we split each unit cell into two layer types, [(Bi₄Rh)₃I]⁺⁺ and [(Cu₄I)₂]⁻⁺. Starting from the [(Bi₄Rh)₃I]⁺⁺/[(Cu₄I)₂]⁻⁺ surface, which has the intensity Iν, contributions from other layers (away from the surface) is scaled by a factor of d−4/3, where d is the average distance of the block from the surface and λ is chosen to be 10 Å. In our calculations, we consider the separation between the [(Cu₄I)₂]⁻⁺ and [(Bi₄Rh)₃I]⁺⁺ layers to be 5 Å. The escape depth of 10 Å suggests that a five-cell slab (thickness of about 50 Å) is sufficient.

It is important to note that this method does not consider any electronic structure shift of the surface electronic structure, which can only be evaluated by charge self-consistent slab calculations. From experiments on the parent compound, it is known that, upon cleaving, iodine ions are transferred from the spacer surface to the intermetallic [(Bi₄Rh)₃I]⁺⁺ surface. This transfer is expected to compensate a large part of the surface polarity. However, intrinsic n-doping has been observed in ARPES, which is a sign of incomplete compensation that has to be taken into account in our comparison between ARPES and TB. We would like to emphasize that it is unknown to what extent the surface polarity is compensated for the present compound and under the applied cleavage conditions. Thus, it makes more sense to rely on the applied TB model that assumes complete compensation and to consider the remaining real polarity by shifting the Fermi level in the comparison with ARPES, than to perform charge self-consistent DFT slab calculations with ad hoc assumptions for the real surface structure.

**Bonding Analysis:** Bonding analysis for 2 was performed with the program package DGrid[40] based on the solid-state calculation obtained with the help of the HFI-aims package.[41] Scalar relativistic density functional calculations were performed using the PBE functional[39] and tight basis sets for all atomic species with 5 × 5 × 4 k-points in the Brillouin zone. The electronic structure calculation and Gaussian broadening of 0.1 eV. Evaluation of real space properties based on the ELI-DOS[42] have been evaluated on a 0.05 Bohr grid mesh.

**Photoelectron Spectroscopy:** The samples were cleaved under UVH conditions at a residual gas pressure of p < 10⁻⁹ mbar. High-resolution ARPES measurements were carried out at low temperature (T = 20 K) using a nonmonochromated helium discharge lamp, which provided photons of hv = 21.22 eV, and an MBS A1 hemispherical energy analyzer, which was set to an energy resolution of 20 meV. In order to obtain constant energy contours, we scanned the emission angles perpendicular to the analyzer entrance slit via the deflector lens.

Microarea XPS (μ-XPS) and work function measurements were performed at the NanoESCA beamline at Elettra (Trieste, Italy).[42] The secondary electron images were acquired in a PEEM setup, using a high-pressure mercury lamp as excitation source. The work function and μ-XPS (spot size about 20 μm) data were taken at a photon energy of 50 and 160 eV using s-linearly polarized light. All measurements were performed while keeping the sample at 90 K with an overall energy resolution of 30 meV and spatial resolution of 100 nm.

**Electronic Transport Measurements:** Four-point probe transport experiments were performed under ultrahigh vacuum conditions in the temperature range between 300 and 30 K by means of a four-tip scanning tunneling microscope (STM) system (Omicon nanoprobe system) using NaOH-etched W tips with typical radii of 100 nm. Crystals (about 250 μm thickness) were mounted on a transferable sample plate. The W tips were navigated and positioned individually in the field of view of a SEM across
the sample. This allows various probe geometries and defined probe spacing. Thereafter, each of the W tips were approached into a tunneling contact and subsequently lowered by piezo actuators in the feedback-off mode in order to ensure stable ohmic contacts. The resistance values were corrected to calculate the resistivity of the sample. The resistivity was measured at various positions and probe currents (1–100 μA) in order to average out the effect of chemical inhomogeneity. More details about surface sensitive four-point probe measurements using collinear and squared contact assemblies can be found elsewhere.13
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