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Abstract

When seeing a new object, humans can immediately recognize it across different retinal locations: the internal object representation is invariant to translation. It is commonly believed that Convolutional Neural Networks (CNNs) are architecturally invariant to translation thanks to the convolution and/or pooling operations they are endowed with. In fact, several studies have found that these networks systematically fail to recognize new objects on untrained locations. In this work, we test a wide variety of CNNs architectures showing how, apart from DenseNet-121, none of the models tested was architecturally invariant to translation. Nevertheless, all of them could learn to be invariant to translation. We show how this can be achieved by pretraining on ImageNet, and it is sometimes possible with much simpler data sets when all the items are fully translated across the input canvas. At the same time, this invariance can be disrupted by further training due to catastrophic forgetting/interference. These experiments show how pretraining a network on an environment with the right ‘latent’ characteristics (a more naturalistic environment) can result in the network learning deep perceptual rules which would dramatically improve subsequent generalization.
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1. Introduction

Human have no difficulty in recognizing objects across a wide range of retinal locations. Taking inspiration from biological models, artificial neural networks have been endowed with convolution and pooling operations (LeCun et al., 1998, 1990) in order to support this translation invariance. It is often claimed that Convolutional Neural Networks (CNNs) are robust to translation thanks to their architecture. For example:

“[CNNs] have an architecture hard-wired for some translation-invariance while they rely heavily on learning through extensive data or data augmentation for invariance to other transformations” (Han et al. 2020)
Most deep learning networks make heavy use of a technique called convolution (LeCun, 1989), which constrains the neural connections in the network such that they innately capture a property known as translational invariance. This is essentially the idea that an object can slide around an image while maintaining its identity; a circle in the top left can be presumed, even absent direct experience) to be the same as a circle in the bottom right.” (Marcus, 2018)

See also LeCun and Bengio (1995); Gens and Domingos (2014); Marcos et al. (2016); Fukushima (1980) for similar claims.

While it is difficult to overstate the importance of convolution and pooling operations in deep learning, their ability to support translation invariance has been overestimated. In fact, multiple studies have reported highly limited translation invariance in CNNs (Kauderer-Abrams, 2017; Gong et al., 2014; Azulay and Weiss, 2019; Chen et al., 2017; Blything et al., 2021). For example, Blything et al. (2021) observed that the CNN VGG16 performed at chance levels at identifying objects when they were translated more than their own width.

Two common misunderstandings have contributed to the view that CNNs are architecturally invariant to translation. The first reflects a confusion between invariance and equivariance. The convolution operation is translationally equivariant, meaning that a transformation applied to the input is transferred to the output (Lenc and Vedaldi, 2019). This transformation is inconsistent with invariance (where different inputs map onto the same output), and accordingly, the convolutions in CNNs do not insure invariance. Moreover, perfect equivariance can be lost in the convolutional layers (Azulay and Weiss, 2019; Zhang, 2019) through subsequent sub-sampling (implemented with pooling and striding operations, commonly used in almost any CNN). Therefore, overall, most modern CNNs are neither architecturally invariant nor perfectly equivariant to translation.

The other reason for overestimating the extent that CNNs are invariant to translation resides in the failure to distinguish between trained and ‘online’ translation invariance (see Bowers et al. 2016). Trained invariance refers to the ability to correctly classify unseen instances of a class at a trained location. For instance, a network trained to identify instances of dogs across the whole visual field will be able to identify a new image of a dog across multiple locations. This training is in fact common due to data-augmentation: jittering the training samples so that the network is trained on items across different locations (Kauderer-Abrams, 2017; Furukawa, 2017). More relevant is the concept of online translation invariance: learning to identify an object at one location immediately affords the capacity to identify that object at multiple other locations, consistent with human performance (Biederman and Cooper, 1991; Cooper et al., 1992; Ellis et al., 1989; Fiser and Biederman, 2001; Blything et al., 2021). In this work we show that it is possible to train a model to support online translation invariance. ‘Training’ online translation invariance, in which a network is trained to exhibit online translation invariance, should not be confused with ‘trained translation invariance’ in which images can be identified across the canvas after training exemplar images across many locations. It should also not be confused with ‘architectural’ online invariance in which additional mechanisms are built into CNNs in order to support the invariance.

Online translation invariance is generally measured by training a network on images placed on a certain location (generally the center of a canvas), and then testing with the
same images placed on untrained location. In many reports CNNs performed at chance level on untrained locations (Kauderer-Abrams, 2017; Gong et al., 2014; Azulay and Weiss, 2019; Chen et al., 2017; Blything et al., 2021). A few recent studies have attempted to address the lack of translation invariance by modifying the architectures of CNNs: Blything et al. (2021) shows that using Global Average Pooling on a VGG16 provides perfect invariance; Kayhan and van Gemert (2020) and Zhang (2019) introduced two additional minor modifications to CNNs architectures that also improved online translation invariance (discussed in more details in Section 2.2), but they both only tested on very limited displacement. In this work we test their techniques with our experimental setup consisting or large displacements.

Two recent findings are in striking contrast with the previous literature: Han et al. (2020) and Blything et al. (2021) both found that standard CNNs pretrained on one data set, without any architectural modifications, support online translation invariance for objects taken from another data set. By directly comparing networks pretrained on ImageNet with corresponding untrained networks, Blything et al. (2021) confirmed that it was the pretraining that led to robust online invariance, consistent with the online invariance observed with humans who are also "pretrained" on the natural world prior to testing them in the laboratory (Biederman and Cooper, 1991; Cooper et al., 1992; Ellis et al., 1989; Fiser and Biederman, 2001; Blything et al., 2021). See also Blything et al. (2020).

2. Current Work

In this work we focus on online translation invariance in a variety of classic CNNs, and some recent CNNs with architectural modifications designed to support online invariance. We show that, even though in most cases CNNs are not ‘architecturally’ invariant, they can ‘learn’ to be invariant to translation by extracting latent features of their visual environments (the data set).

Why is this important? First, it is important to know how CNNs work, and there is currently confusion about how and when CNNs support translation invariance. Second, a network that learns deep characteristic of its visual environment such as being invariant to translation should accelerate subsequent training, and accordingly, it is important to understand the conditions that foster invariance. In addition, because CNNs have been recently suggested as a model for the human brain (Richards et al., 2019; Ma and Peters, 2020; Kriegeskorte, 2015; Zhuang et al., 2020), it is important to understand if and how they can learn fundamental perceptual properties of human vision, of which invariance to translation is one (Blything et al., 2021; Bowers et al., 2016; Koffka, 2013).

The experiments are organized as follows. In Experiment 1 we tested several networks for architectural invariance, and whether pretraining on ImageNet actually improves performance when objects are trained at one location and test at novel locations. In Experiment 2 we tested whether fully-translated images taken from simpler data sets are sufficient to acquire translation invariance. In Experiment 3 and 4 we carried out additional investigations into the conditions in which online translation invariance is acquired. For example, we tested whether translation invariance could be acquired by training on the whole canvas without translating the items in the canvas, whether translating objects over the majority of the canvas affords invariance on the untrained area, and whether fully translating a subset of classes in a data set results in online translation invariance for all classes.
2.1 Data sets

We used a variety of data sets spanning a high range of complexity. For the experiments in Section 3 and 3.1 we used 5 data sets all consisting of 10 classes: ShapeNet (a data set of 3D object which we rendered on a black background, more details in Section A), from Chang et al. (2015); FashionMNIST (FMNIST), a MNIST-like data set of clothings (Xiao et al., 2017), Kuzushiji MNIST (KMNIST), a MNIST-like data set of Japanese characters (Clanuwat et al., 2018); MNIST, from LeCun et al. (1998); and a subset of 10 images from the Leek data set used in Leek et al. (2016) and Blything et al. (2021), in which each class consist of a single image of a 3D object (we call this data set LEEK10). Representative examples (and, for Leek10 the entire data set) are shown in Figure 1, top-left. For the experiments in Sections 4.1 and 4.2 we used the letter subset of the EMNIST data set (Cohen et al., 2017), containing 26 classes (one for each letter), consisting of hand-written characters. We chose EMNIST as the design of these experiments required a greater number of classes.

For each of these data sets, we generated two versions: a one-location data set and a fully-translated data set. The one-location data set was generated by resizing each sample from each data set to $50 \times 50$ pixels and placing it on the leftmost-centered location on a black canvas of $224 \times 224$ pixels. Therefore no translation was used for this data set. In the fully-translated data set, each sample was similarly resized to $50 \times 50$ and was randomly placed in the canvas. The original sample was always completely visible. We did not apply any further data-augmentation.

2.2 Networks

We used 5 commonly used networks: ResNet-50 (He et al. 2016), VGG16, with and without Batch Normalization (VGG16 and VGG16bn) (Simonyan and Zisserman, 2014), AlexNet (Krizhevsky et al., 2012), and DenseNet-121 (Huang et al., 2017), covering a wide variety of Convolutional feed-forward architectures. For experiments in Section 3 we also used two networks that have been proposed as a way to increase robustness to translation in CNNs. Zhang (2019) interposed an Anti-Aliasing filter between the max-pooling operation and related subsampling (the stride operation usually performed together with max-pooling) in order to better preserve shift-equivariance. This has been shown to provide a good degree of translation invariance on small diagonal shifts (16 pixels in a 32x32 canvas), but it is not clear whether it would provide any improvement for greater displacements. We applied the suggested Anti-Aliased Max Pooling to VGG16bn (we refer to this network as VGG16bn Anti-Aliased). Kayhan and van Gemert (2020) suggested changing the zero padding size from 1 to 2, which results in applying each value in the filter on all values of the input map (Fully-Convolutional operation). The authors showed that this approach prevented the network from learning shortcuts related to the absolute spatial location of the stimulus in a canvas. This improved the amount of invariance to translation on a small canvas (32x32) but it is again unclear whether the same benefits could be obtained on a bigger canvas. We tested a VGG16bn network with Fully-Convolutional operation (VGG16bn F-Conv).
3. Experiment 1: Untrained vs Pretrained on ImageNet

In this experiment we assessed architectural online invariance of several networks when trained on a one-location data set and tested on the same, fully-translated data set. We also tested whether pretraining on ImageNet is enough to acquire translation invariance.

The 7 CNN models, either untrained and pretrained on ImageNet (described in Section 2.2), were (re)trained on a one-location data set and tested on the same data set, fully-translated. The items used in the testing data set were the same as those used for training in the one-location training data set. That is, we did not use held-out samples, as we wanted to test on invariance to translation, and not the generalization ability that different networks may possess in differing degrees. The networks that were pretrained on ImageNet would therefore use the learned parameters as initialization for the new training with the one-location data set. This is commonly referred as fine-tuning, (Girshick et al., 2014). We did not freeze any layer when fine-tuning. The untrained network was initialized with Kaiming Initialization (He et al., 2016).

We used Adam optimizer with a fixed learning rate of 0.001, and trained until convergence. All networks, both pretrained on ImageNet and untrained, reached at least 95% of accuracy on the one-location data set. We repeated each training across 3 seeds. The experimental design is shown in Figure 1, top-right.

Since all networks were performing at high accuracy on the one-location data set, a network possessing a high degree of online translation invariance would also achieve a high accuracy on the same fully-translated data set (recognising trained objects at unseen locations). The average accuracy results are shown in Figure 1, bottom-left.

We can have a more fine-grained understanding of each network mechanism by computing an “accuracy density plot”: we tested the network on items centered across a grid of 19 × 19 points equally distributed upon the canvas. By interpolating the results across the tested area we obtained a heatmap like those shown in Figure 1, bottom-right. Here we only present some interesting patterns found in the data set, with the full set of Density Plots shown in Section B.

In all cases, networks pretrained on ImageNet showed higher accuracy on unseen locations than untrained networks, confirming and extending the findings from (Blything et al., 2021). This is all the more notable when considering the major differences between the features in ImageNet and the data sets used here. There were however some significant differences amongst networks and data sets.

It was surprising to find that an untrained ResNet-50 did not support online translation invariance even though it possesses a Global Average Pooling (GAP) layer. As noted above a GAP layer is common architectural modification to CNNs that has been used to obtain online translation invariance in other untrained networks such as VGG11bn (Blything et al., 2021). As a sanity check, we confirmed that an untrained VGG16bn and VGG16 (two of the networks used in this experiment), endowed with a GAP layer after the convolutional blocks, possessed indeed a high degree of translation invariance (98%). It is unclear why the GAP layer provides translation invariance for VGG11bn, VGG16bn, and VGG16, but not for ResNet-50. One hint could be provided by the density plot, which presents a checkerboard pattern generally attributed to the striding operation (Zhang, 2019).
Figure 1: **Top-left.** Samples of the 5 data sets used in this experiment. LEEK10 is shown in its entirety. **Top-right.** Representation of the general experimental design used here and in following experiments. **Bottom-left.** Accuracy results of networks trained on one-location data sets when tested on the same, fully-translate data sets. Circles refer to network pretrained on ImageNet, whereas triangles refers to untrained networks. Each point is averaged across the 3 runs. Dashed lines indicates chance level. All the networks reached at least 95% accuracy on the one-location data set, so any performance lower than that indicates an imperfect invariance to translation. Networks pretrained on ImageNet were always resulting in a higher accuracy on the fully-translated data sets. **Bottom-right.** The heatmaps show the accuracy for some networks and data set across the whole canvas. These are only few representative examples. All the Density Plots are shown in Section B.

From the experiments it is also possible to infer the role of Batch Normalization. AlexNet and VGG16 were the only two networks without Batch Normalization, and they consistently performed at chance across all data sets in their untrained version. Comparing VGG16 and VGG16bn (green and orange triangles in Figure 1) shows that BatchNorm provides a small but consistent advantage in recognizing objects in novel locations with untrained networks. Surprisingly, in the ImageNet-pretrained condition, VGG16bn performed worse than VGG16 when tested on novel locations, for all data sets but LEEK10. DenseNet-121 was the only network that consistently reached a high accuracy for most data sets even in its untrained version (although still lower than when pretrained on ImageNet), meaning
that it does possess a certain degree of architectural translation invariance. It is unclear why this is the case but it may be due to the fact that each layer of this network can access information from the earlier layer and the input image.

Finally, the two networks with architectural modifications designed to improve translation invariance (VGG16bn F-Conv and VGG16bn Anti-Aliased) do seem to achieve slightly better results than their not-modified counterpart (VGG16bn), especially in the KMNIST and MNIST data set. However, when pretrained on ImageNet, their accuracy is still greatly increased, indicating a much higher degree of online translation invariance obtained by pretraining on ImageNet.

Regarding the differences amongst one-location data sets, as data set complexity increased, networks pretrained on ImageNet showed a decreasing performance on the fully-translated data set, (e.g. networks fine-tuned on ShapeNet exhibited a much worse translation invariance than networks fine-tuned on the simpler MNIST variants or LEEK10). This point will be investigated in more details in the next Section.

As for the density plots, for most untrained networks high accuracy was achieved only at trained location (the leftmost-centered one), and performance degraded quickly after short displacement. Most networks pretrained on ImageNet had a significantly more uniform distribution of error. However different networks presented slightly different patterns, which also seemed to depend on the data set used (see Section B).

3.1 Experiment 2: Acquiring Translation Invariance with Translated data sets

We hypothesised that the network pretrained on ImageNet learned translation invariance because of the data augmentation performed during pretraining (“Random Crop”) which resulted in the network being trained on translated versions of the same objects across the visual field. That is, as a side effect of the data-augmentation, the network was trained on a fully-translated data set. If this is correct, we could hypothetically make a network learn to be online-invariant to translation with any simple data sets in which the items occur all across the canvas. We stress that this means that the network would learn to be invariant to novel objects from novel classes. There are obviously other features that a network can extract from ImageNet that are not related to image translation, but here we will focus on translation only.

In order to test this hypothesis, instead of using networks pretrained on ImageNet, we pretrained 4 networks (ResNet-50, VGG16, VGG16bn, and AlexNet) on the fully-translated data set in Section 2.1. Similarly to the previous experiment, we then fine-tuned the networks on each one-location data set, and tested it on the same items, fully-translated (see Figure 2A for an illustration of the experimental setup). Each network is trained until convergence, which in almost all cases corresponded to an accuracy of at least 95% for both the pretraining phase and the one-location fine-tuning. Again, if the networks have learned to be invariant to translation, they would be able to recognise objects trained at one location everywhere on the canvas, without the need to be trained on every location. The resulting accuracy, averaged across the whole canvas, networks, and 3 repetitions, are shown in Figure 2B. In most cases, the networks were far above chance when items that were trained one location were now displayed across the whole canvas (compare this results
with the bottom-left of Figure 1 where we show the performance of a untrained network trained on one-location and tested on the whole canvas).

Two results were striking. Firstly, some combinations of pretrained and fine-tuned data sets resulted in low accuracy. We observed a pattern in which networks pretrained with a “complex” fully-translated data set obtained high performances when fine-tuned on a one-location “simple” data sets, but the opposite was not true (for example, pretraining on LEEK10 resulted in poor performance when fine-tuned on any other data set)\(^1\). Also, pretraining on MNIST supported translation invariance for the simpler LEEK10, and in a lesser degree for KMNIST, but not for the more difficult ShapeNet and FMNIST.

The second important result is that when pretrained and fine-tuned on the same data set the accuracy would actually sometime go down when tested on the fully-translated data set again (this happened for ShapeNet and FMNIST). To clarify this point: a network pretrained on fully-translated ShapeNet (reaching therefore an accuracy of at least 95%), and then fine-tuned on a one-location ShapeNet data set (still obtaining an high accuracy on training data), would now suffer a drop in accuracy to 79.56% when retested on the fully-translated ShapeNet. This surprising result seem to be due to an acquisition of a bias by the fine-tuned network, in which the network learnt to ignore areas of the canvas where items were not present during the fine-tuned training session.

Both of these findings could be explained by the phenomenon of catastrophic interference (Furlanello et al., 2016 McCloskey and Cohen, 1989) in which training on new tasks degrades previously acquired capabilities. If this is correct, it might mean that all networks tested above had indeed acquired online-invariance to translation, but in some cases this was subsequently lost due to fine-tuning, which would ‘overwrite’ the weights responsible for translation-invariance. Fine-tuning on more difficult data sets would result in a larger number of weights needed to be adjusted, which would in turn result in lower performance when tested on fully-translated objects. Conversely, networks pretrained on complex features may have required little weight adjustments and would more likely preserve the weights coding the invariance to translation. Measuring translation invariance through performance on novel locations after fine-tuning on a one-location data set could underestimate the degree of translation invariance acquired when the network is pretrained on a fully-translated data set. Network could acquire online-invariance to translation with any translated data set, regardless of its complexity, and this ability could be retained with techniques that prevent catastrophic forgetting (Beaulieu et al. 2020; Javed and White 2019; Li and Hoiem 2016). To test this, we adopted an alternative measure of translation invariance.

3.2 Measuring Translation Invariance Through Similarity of Translated Representations

In order to test the hypothesis that catastrophic interference played a role, we computed an Invariance Metric, a measure of activation similarity between translated versions of the same sample, normalized by the similarity across different samples (details in Section D). The Invariance Metric was computed between the input image at the leftmost-centered

\(^1\) For FashionMNIST, KMNIST and MNIST we based our judgment of complexity on the benchmark in https://paperswithcode.com/task/image-classification We deemed Leek10 as the easiest to classify due to the lack of intra-class variability, as each class is composed of just one image, and ShapeNet as the most difficult due to its high intra-class variability, and the complexity of the 3D objects.
Figure 2: A. Experimental design for Experiment 2. Each network is trained on a fully-translated data set, then fine-tuned on each one-location data sets, and finally tested on the fully-translated version of the fine-tuned data set to assess the degree of translation invariance. Multiple samples are shown in the same canvas just for illustrative purpose - in practice, only one sample was present in the canvas at any given time. B. Results from Experiment 2, averaged across networks and 3 repetitions. Most networks performed far better than chance when pretrained on a fully translated data set, but there is a clear effect of the pretraining data set. Each network presented difference in absolute accuracy, but all of them presented the same pattern in which a better performance was obtained when the pretraining data set was more complex than the fine-tuning one. Detailed results for each network and data set are shown in Section C

The degree of catastrophic forgetting can be determined by computing the average Invariance Metric across several horizontal displacements, at different experimental stages (see Figure 3). With an untrained network, the Invariance Metric was in almost all cases < 0.2, indicating low similarity across translated versions of the same object. After trained on fully-translated version of a data set, we computed the Invariance Metric across that same data set, which was near 1 (this would be a measure of ‘training’ invariance). The same networks was then tested on novel data sets, that is data sets that are different from the one the each network has been trained on. This resulted in a high Invariance Metric (0.83±0.1) which corresponds to a high degree of online translation invariance. Therefore, the network was able to acquire translation invariance on novel data sets by being trained on a fully-translated data set. However, following fine-tuning a network on a one-location data set, we observed lower translation invariance on average with our Invariance Metric, which can be only explained by catastrophic interference happening during the fine-tuning stages (more detailed results in Section E and F).
4. Further Experiments on Translation Invariance

In the following Sections we describe a series of experiments aimed to understand the limits of translation invariance across several experimental conditions. We focused our exploration on the VGG16 network, and we used the EMNIST data set. VGG16 was the network showing the most extreme improvement in accuracy when pretrained on a fully-translated network (either ImageNet or any of the other translated data sets), and thus was an ideal candidate for further tests. The EMNIST data set is particularly useful as the high number of classes (26) makes it ideal for conducting experiments with split classes (as detailed below).

We firstly confirmed that the results obtained in Section 3 and 3.1 replicate with EMNIST: VGG16 pretrained on ImageNet and fine-tuned on EMNIST at one location obtained a high level of translation invariance (84\pm3.12\% accuracy) compared to an untrained network (around 5\pm0.76\%, close to chance level which is 3.8\%). We also verified that VGG16 pretrained on EMNIST and fully-translated and fine-tuned on MNIST at one

![Invariance Metric at different stages of the experimental setup for experiments in Section 3.1. The bottom part of the figure indicates the different stages at which the analysis is performed. The Invariance Metric indicates the degree of translation invariance possessed by the networks. Each point represents the result for a network and a data set. After training on a fully-translated data set, the networks show translation invariance (green circles), but this gets disrupted after fine-tuning (red circles). Detailed results for each horizontal displacement are shown in Section E and F.](image-url)
location would show a high degree of online translation invariance when tested on translated MNIST data set (96.8±2.81%), which indicated a low degree of catastrophic interference. All these tests were performed across 3 seeds.

4.1 Experiment 3: Training on the Whole Canvas Is Not Enough

It is conceivable that in the previous experiments, and in similarly designed experiments in the literature (Kauderer-Abrams, 2017; Gong et al., 2014; Chen et al., 2017; Blything et al., 2021), untrained networks failed to show invariance to translation because they were tested on locations where they had not seen any items. In which case, pretrained networks succeeded not because they had acquired the deep property of translation invariance from the visual environment, but simply because they had been trained on the whole canvas. To test this hypothesis we separated the canvas in 9 equilateral areas (58 × 58 pixels), and within each area, only 2 of the classes were presented. The items were randomly centered anywhere within their area (in such a way that part of the object could sometime slightly overlap another area, but the objects were never cropped). Therefore the objects were subjected to highly limited translation. Once trained with this setup, we determined the degree of translation invariance in two ways: fine-tuned the network on a one-location MNIST data set and tested the same data set fully-translated (like in Section 3 and 3.1). We used the EMNIST data set with the first 18 categories (EMNIST18) for pretraining. Results are shown in Figure 4A. We also tested the pretrained network on a fully-translated version of EMNIST18, that is, without class segregation, and without fine-tuning (Figure 4B). Even though the network was trained on items everywhere on the canvas, it did not acquire the ability to generalize on unseen locations with neither EMNIST18 nor newly trained objects (MNIST). This is a strong demonstration that the network needs to be trained on an environment where objects are translated across the whole canvas in order to learn to be invariant to translation, and that simply training on the whole canvas is not enough.

Figure 4: Experimental design for Experiment 3 and results. We pretrained on a data set in which different letters categories were shown in different area of the canvas. In this way the network is trained on the full-canvas, but not on a fully-translated data set. **A.** After fine-tuning on MNIST, the network did not generalize on untrained locations. **B.** When tested on the same data set (EMNIST18), but without using classes segregation (each letter presented at all locations), letters were only recognised when presented on the area they were trained on, so mean accuracy was low. In both cases, the heatmaps are averaged across all classes.
4.2 Experiment 4: Training on Limited Translations Is Not Enough

In the previous experiments we assessed online translation invariance after training networks with objects at one location. We showed that a network would display invariance only if it had been pretrained on a fully-translated data set. Here we explore alternative visual environments that are somehow ‘limited’ in the way translation invariance was present across the training data set. We then tested whether translation invariance was nevertheless acquired by measuring the performance on the fully-translated data set. We divided the canvas in 4 quadrants and treated the upper-right quadrant in a special way in the following three conditions. In each case, we used letters from the EMNIST data set.

In **Condition 1** the upper-right quadrant was left empty, and all the other classes were trained on the rest of the canvas. When tested, the network was only partially able to generalize on the untrained area (Figure 5, left).

In Conditions 2 and 3 we explored the possibility that training different classes on different areas would allow the network to recognize the classes outside their training area. Unlike the experiments in Section 3.1, in which new classes were trained at one location after the fully-translated pretraining had occurred, here we trained the fully-translated classes and partially-translated classes at the same time.

In **Condition 2** we trained the letter T to Z of the EMNIST data sets on the upper-right quadrant, and A to S on the rest of the canvas (excluding the upper-right). When tested on a fully-translated version on the full A to S data set the network failed: the letters would be recognized only in regions they were trained (Figure 5, right).

In **Condition 3** we slightly modified the previous experiment by training a subset of classes across the whole canvas, while limiting another subset to the upper-right quadrant. We split the experiment in 4 sub-conditions, varying the number of fully-translated and partially-translated classes. In all sub-conditions the network did not achieve full translation invariance on classes that were presented only on the upper-right quadrant (more details in Section G.3 and Figure 12).

Figure 5: Experimental design and results of condition 1 and 2 in Experiment 4. In both cases, we trained and tested on the same EMNIST data set. In Condition 1, the translation was limited to three quarter of the canvas. The heatmap shows a certain degree of generalization on untrained area, but not complete. On Condition 2, we limit translation but still train on the upper-right area, with limited classes. The network only accurately predicted classes on the area in which they were present during training.
The overall conclusion from these experiments is that, in order to acquire the property of being invariant to translation, a network needs to be pretrained on fully-translated objects, for all classes. Further details on these experiments, including the results when fine-tuned on a new data set, are provided in Section G.

5. Discussion

The aim of this work was twofold: first, we assessed whether commonly used CNN model possess architectural translation invariance, that is the ability to recognize objects on novel location after being trained on one location, as commonly claimed. Secondly, we assessed the degree to which CNN can learn online translation invariance through pretraining. We found that all networks but one, DenseNet-121, suffered from a significant and consistent drop in performance when trained on one location and tested on the full canvas. That is, most CNNs do not possess architectural invariance. Furthermore, various architectural modifications of CNNs designed to increase online invariance only had limited success. Perhaps most surprisingly, Global Average Pooling that supports full translation invariance in some networks (Blything et al., 2021) does not work in all cases: ResNet-50 presented a checkerboard pattern which overall resulted in poor performance. Similarly, Anti-Aliasing from Zhang (2019) and Fully Convolutional operation with zero padding Kayhan and van Gemert (2020) showed limited improvement in performance upon their unmodified counterparts, and only with some of the tested data sets.

By contrast, we found that pretraining on a fully translated data set improved online translation invariance consistently. This was demonstrated most clearly through an Invariance Metric that measured the similarity of hidden unit activations in the penultimate layer of the various networks following translations of novel objects. Critically, this invariance was achieved not only after training on large and complex data sets (e.g., ImageNet) but also on translated images taken from simple data sets (e.g., MNIST). However, this online invariance was not always manifest in performance when we included additional training of images at one location (fine tuning) and then assessed performance at novel locations. Our analysis showed that online translation performance was sometimes impaired by a catastrophic intereference, and that a critical challenge for future work is to prevent new learning from impairing the trained invariances that are acquired in the hidden layers of the networks.

Our experiments show that translation invariance can be learned in CNNs that lack built-in architectural invariance, and raise the possibility that a whole range of perceptual capabilities can be learned rather than built in the architecture. This work also suggest that, in certain cases, the architecture may be less important than the visual world the network is trained on.

Neural networks performance is often compared to human performance (Baker et al., 2018; Han et al., 2019; Srivastava et al., 2019; Ma and Peters, 2020). A fundamental feature of human perception is that it supports widespread generalization, including combinatorial generalization (e.g., identifying and understanding images composed of novel combination of known features). Current CNNs are poor at generalizing to novel environments (Geirhos et al., 2018), especially when combinatorial generalization is required (Vankov and Bowers, 2020; Hummel, 2013; Montero et al., 2021). Here we have shown that CNNs are able to
extract latent principles of translation invariance from their visual world and to re-use them to identify novel stimuli with very different visual forms in untrained locations, which constitutes a weak form of combinatorial generalization. An interesting question is the extent to which stronger instances of generalization and other fundamental principles of perception (e.g., Gestalt principles of organization, Koffka 2013) can be learned in standard CNNs trained on the appropriate data sets, and what sorts of generalization requires architectural innovations. Without the right training environment, it is not surprising that CNNs fail to capture the cognitive capacity of the human visual system (Funke et al., 2020), and the only way to address this fundamental question is to train models under more realistic conditions.

Although training on more naturalistic data sets may lead to better and more human-like forms of generalization, it is also worth highlighting the contribution of our experiments to the wider field of Machine Learning. We showed that artificial hand-crafted environments, such as our fully-translated data sets, could be used to train networks to acquire a particular perceptual regularity in spite of the architecture not directly supporting that invariance. If the challenge of catastrophic interference can be overcome, this may prove to be a useful technique for learning in more complex environments: Instead of having a network learning all possible visual configurations (through data augmentation) of a given data set, the network can be pretrained on extremely simple data sets that embed the fundamental perceptual principles of the environment. Subsequently, when facing a more complex data set, the network would only need to learn the basic configuration of the new objects, and generalize to others through the learned perceptual invariances.

6. Conclusion

We have shown that, even though most CNNs are not architecturally invariant to translation, they can learn to be by training on a data set that contains this regularity. We have also shown how this property is retained when fine-tuning on simpler data set, but lost for more complex ones, and this appears to reflect the role of catastrophic interference in constraining translation invariance rather than a failure to learn invariance from these simple data sets. More generally, we suggest that by training artificial networks with non-naturalistic data sets (e.g. data sets that do not contain regularities normally found in human visual environments), we are constraining their ability to learn deep fundamental rules of perception.
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Appendix A. ShapeNet data set Generation

We selected 10 classes out of the 55 included in ShapeNet. They were: faucet, bench, laptop, rifle, table, jar, knife, bottle, clock, bus. For each class, we randomly selected 250 3D objects. Each 3D object was rendered textureless on a uniform black background as a 224×224×3 image. To obtain variation in viewpoint, we placed a camera on a sphere at an inclination ranging from 30° to 110° (10° intervals) and an azimuth covering the whole sphere (36° intervals generating 90 different viewpoints per object). Amongst these, we selected 30 viewpoints for each object, totalling 6000 images per class.

Appendix B. Untrained vs Pretrained on ImageNet: Density Plots

In Section 3 we only showed few examples of the Density Plots resulting from testing the performance of each network across the whole canvas. In Figure 6 we show the results for each networks and data sets, for untrained conditions and pretrained on ImageNet conditions. Each Density Plot is averaged across 3 repetitions.

Appendix C. Acquiring Translation Invariance with Translated Data Sets: Individual Networks Results

In Section 3.1 we pretrained on the fully-translated version of each one of the the 5 data sets and for 4 networks: ResNet-50, VGG16, VGG16bn, and AlexNet, averaging across all networks for compactness. We present in Figure 7 the full results for each individual network. Each network was pretrained on the data set indicated by the position in the horizontal axis’ plot, fine-tuned on the data set indicated by the bar color, and tested on the fully-translated version of that same data set. We repeated each train/fine-tune/test procedure 3 times. Error bars indicate standard deviation across repetitions.

Appendix D. Invariance Metric

In Section 3.2 we used the Invariance Metric, a measure based on cosine similarity to measure the similarity across translated version of the same objects, by normalizing across representation of different objects.

For each network’s layer, we computed the cosine similarity across activations between input samples $s_i$ and $s_j$ as follows:

$$C^l(s_i, s_j) = \frac{d^l(s_i) \cdot d^l(s_j)}{\|d^l(s_i)\| \cdot \|d^l(s_j)\|},$$

where $d^l(\cdot)$ is the activation at layer $l$ given input $a$.

Let’s consider a single item $o_r$ such as a specific image representing a letter from MNIST. We define $t(o_r, \theta)$ as a resize and translation operation which resizes $o_r$ to 50×50 pixels, and place it within a 224×224 black canvas, to a location determined by parameter $\theta$.

Now consider a specific location parameter $\hat{\theta} = (x = 25, y = 112)$ that we use as a base-translation for performing the similarity comparison. We defined $T(\theta)$ as the average similarity of representations between the objects base-view and a translation defined by
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Figure 6: Density Plot for each network and data set. Networks, untrained or pretrained on ImageNet, are trained/fine-tuned on one-location data sets specified in each column. They are then tested on the same data set, now fully-translated.

parameter $\theta$ (T for Translation Similarity) across $R$ items $o = \{o_1, ..., o_R\}$:

$$T(\theta) = \frac{1}{R} \sum_{r}^{R} C^4(t_{\hat{\theta}}(o_r), t_{\theta}(o_r)).$$

We further define $U(\theta)$ (for Uniformity) as the between-objects invariance, that is the total average similarity between $N$ different randomly sampled items $u = \{u_1, ..., u_N\}$ and
Figure 7: Average results across each repetition for Experiment 1. Error lines indicate one standard deviation. Hatches indicate the condition in which fine-tuning had the same items as pretraining (corresponding to the diagonal in Figure 3.1)

\[ v = \{v_1, ..., v_N\}: \]

\[ U(\theta) = \frac{1}{N} \sum_{n} C(t_{\theta}(u_n), t_{\theta}(v_n)). \]
We used $U(\theta)$ as a baseline across object translations: if a model has learnt translation invariance, $T(\theta)$ should be higher than $U(\theta)$. Therefore we defined the Invariance Metric as

$$I(\theta) = \frac{T(\theta) - U(\theta)}{1 - U(\theta)},$$

which corresponds to the invariance across translation $\theta$ that are only due to translation invariance (and not to being insensitive to different objects). A value of 1 corresponds to identical representation across translated versions of the same item; a value of 0 indicates that two translations of the same items are as different as two different items. The normalization approach employed in computing the Invariance Metric $I(\theta)$ is important because in some cases untrained networks collapse all representation together, regardless of translation, object identity, or category. They always output the same class, and their performance is obviously low. But an unnormalized similarity analysis (e.g. using only $T(\theta)$) would return a very high value, giving the impression that the network was indeed performing translation invariance. Such networks would achieve translation invariance through the mechanism of being invariant to anything.

**Appendix E. Invariance Representation Across Horizontal Displacement**

In this Section we show in more detail the results of the analysis of invariance representation performed in Section 3.2. The analysis was performed in 5 different stages. We average the results across different data sets. Translation invariance was measured by computing the Invariance Metric (Section D) between a left-most object ($x = 25, y = 112$) and several horizontal displacement of the same object ($y = [25, 35, ..., 195]$). Results are shown in Figure 8. The different stages were the following:

A. As a sanity check, we measured translation invariance for each untrained network. As expected, this quickly dropped at the smallest displacement.

B. We trained each one-location data set, and then computed the Invariance Metric on displacement of the same data set. This was low for all networks but DenseNet-121, and reflects the checkerboard pattern observed in the Density Plots for ResNet-50.

C. Each network was pretrained on ImageNet. The Invariance Metric was computed on each data set. Performance increase highly. These two latter results reflect accuracy performance in Section 3.

D. We pretrained each network on a fully-translated data set. We then computed the invariance metric on displacement of all other data sets. This shows that networks pretrained on fully-translated data sets acquired online translation invariance. The effect was even stronger than with ImageNet, probably due to the fact that the translation in the ImageNet data set was a side-effect of a different augmentation process (Random Crop).

E. We pretrained each network on a fully-translated data set, then fine-tuned it on a different one-location data set, and measured its invariance to the fine-tuned data set across several displacement. The difference between the D and E results account for
the drop in accuracy shown in Figure 2 (catastrophic interference). This shows that even though networks acquire a strong online translation invariance (D), they may at least partially lose it when fine-tuned (E).

Figure 8: Invariance Metric across several horizontal displacement, for different experimental stages. See text for details.

Appendix F. Invariance Representation for each data set

Figure 9 shows in more details the result for each data set and each network. We averaged the Invariance Metric across the whole horizontal displacement. Each network is first tested on its untrained version, is then pretrained on the data set indicated by the column position, and then is fine-tuned on the data set indicated by the line color. Each plot shows the invariance metric for the fine-tuned data set when untrained, pretrained, and fine-tuned. With this plot is easy to see the effect of fine-tuning on the same data set. Pretraining on
a simple data set reduces the Invariance Metric on more complex data sets. For example, see the drop shared by most networks when pretrained on LEEK10.

These results are very consistent with the accuracy results shown in Section 3.1 and C: networks pretrained on complex data set would mostly retain a high degree of cosine similarity after fine-tuning with most of the data sets, meaning that the translation invariance property was preserved.

Figure 9: Invariance Metric for each network and data set, at three experimental stages. Each network is pretrained on the data set indicated by the column label, and then fine-tuned on the data set indicated by the line color.
Appendix G. Training on Limited Translations: Further Tests

G.1 Condition 1: Inter-Class Analysis

We showed that a CNN was only partially able to generalize on untrained locations (Section 4.2). However, we noticed a certain degree of inter-class variability: even though in most cases the results were similar to the average shown in Figure 4, for a few EMNIST letters the accuracy was high all across the canvas. We show in Figure 10 the accuracy across the canvas for each class, noticing that perfect translation invariance was achieved for letter E and Z, and several other classes reached an almost perfect invariance. It is not clear why there was this difference across classes. Notice that we could find a much lower degree of inter-class variability for Condition 2, and that analysis is therefore not shown here.

![Figure 10](image.png)

Figure 10: Heatmaps for each EMNIST class for the Condition 1 of Experiment 3. The network seem to be perfectly invariant to translation for some classes.

G.2 Condition 1 and 2: Fine-Tuning

In Conditions 1 and 2 in Section 4.2 we trained a network with EMNIST items by translating them everywhere across the canvas apart from the upper-right quadrant. We then tested the network on the same data set it was trained on (EMNIST), but fully translated. In this section, we show what happens with a experimental design similar to that used in Section 3.1, that is, by training on a new one-location data set and testing on this fully-translated data set. In Condition 1, after having pretrained on the EMNIST data set leaving empty the upper-right quadrant, we fine-tuned the network on one-location MNIST and tested it on a fully-translated MNIST. As shown in Figure 11, left, we obtained very similar results to those in Figure 11, that is: the network showed translation invariance on locations all
across the pretrained area, but only partial invariance on locations in which it had never been trained. We also analysed the inter-class variability finding that, like in Figure 10, the network showed perfect translation invariance for some of the classes in the MNIST data set.

In Condition 2 in Section 4.2 we filled the upper-right quadrant with a subset of EMNIST classes, showing that the network learned to selectively recognise classes only on the trained location. In this section, we show what happened when fine-tuning the network on a new one-location data set. This is shown in Figure 11, right. We can see that the network had retained some kind of bias in that it would incorrectly classify items presented on the upper-right quadrant, but the separation was not as clear as before. As usual, we observed some inter-class variability regarding the network accuracy on the left-out quadrant, but in this case none of the classes reached perfect translation invariance.

Figure 11: Condition 1 and 2 from Experiment 3. Here, instead of testing on the pretrain data set, we fine-tuned on a new data set (MNIST) and tested on the fully-translated version of it. We also show the heatmap for each class, showing a discrete degree of inter-class variability and perfect translation for some classes.

G.3 Condition 3: More Details

In this section we provided more details about the Condition 3 briefly described in Section 4.2. We used a data set structured in this way: a subset of classes from EMNIST was placed anywhere on the canvas (fully-translated); the remaining classes were only placed on the right-upper quadrant. We varied the number of classes trained on the whole canvas in the following way: for Condition 3.1, only the class corresponding to the letter A was trained on the whole canvas; for Condition 3.2, the classes from A to J; for Condition 3.3, the classes from A to T; from Condition 3.4, the classes from A-Y. Therefore the amount of classes trained on the whole canvas, for each sub-condition, 1, 10, 20, and 25. We then tested the network on the same EMNIST data set, but this time all classes were fully translated. The relevant measure here is the accuracy for the classes presented only on the right-upper quadrant, when then tested on the whole canvas, and in particular
whether the network would be able to accurately classify those classes when presented on the area of the canvas in which they were not trained on. The results are shown in Figure 12. We analysed separately the results from the two classes. The interplay between these two groups (fully-translated and partially-translated) is non-trivial, with the Condition 3.1 showing almost perfect translation invariance for the letter A and the condition 3.2 showing a slightly degraded performance for the fully-translated letters A-J on the right-upper quadrant. However, across all sub-conditions, it is clear that the letters trained on the right-upper quadrant were never recognized when presented elsewhere.

Figure 12: Condition 3 for Experiment 3. This condition was split in 4 sub-conditions, with increasing number of letters trained on the whole canvas. Heatmaps are shown for each group.
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