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Abstract

The state-of-the-art object detection and image classification methods can perform impressively on more than 9k and 10k classes, respectively. In contrast, the number of classes in semantic segmentation datasets is relatively limited. This is not surprising when the restrictions caused by the lack of labeled data and high computation demand for segmentation are considered. In this paper, we propose a novel training methodology to train and scale the existing semantic segmentation models for a large number of semantic classes without increasing the memory overhead. In our embedding-based scalable segmentation approach, we reduce the space complexity of the segmentation model’s output from O(C) to O(1), propose an approximation method for ground-truth class probability, and use it to compute cross-entropy loss. The proposed approach is general and can be adopted by any state-of-the-art segmentation model to gracefully scale it for any number of semantic classes with only one GPU. Our approach achieves similar, and in some cases, even better mIoU for Cityscapes, Pascal VOC, ADE20k, COCO-Stuff10k datasets when adopted to DeeplabV3+ model with different backbones. We demonstrate a clear benefit of our approach on a dataset with 1284 classes, bootstrapped from LVIS and COCO annotations, with three times better mIoU than the DeeplabV3+ model. Code is available at https://github.com/shipra25jain/ESSNet.

1. Introduction

With the advent of deep learning, significant progress has been made in various image understanding tasks, including image classification, object detection, and image segmentation. The state-of-the-art methods can impressively classify images into 10k classes [14] and detect 9k different objects [44]. In contrast, segmentation models have been trained for a fairly limited number of common classes. The ability to segment a greater variety of objects, including small and rare object classes, is critical to many real-life applications like autonomous driving [2] and the scene exploration [6]. The scaling of existing segmentation models has several unresolved challenges. One of the challenges is the unbalanced distribution of classes. As mentioned in [20], due to the Zipfian distribution of classes in natural settings, there is a long tail of rare and small object classes that do not have a sufficient number of examples to train the model. The lack of segmentation datasets with a multitude of classes for learning and evaluation also limits us to develop scalable segmentation models. In fact, one can also argue from the other side. The reason for limited classes in existing segmentation datasets is the discouraging computational demand, alongside the labor-intensive annotations. The task of semantic segmentation is essentially a pixel-level classification of an image. Typically, it is performed by predicting an output tensor of $H \times W \times C$ for image size $H \times W$ and $C$ number of semantic classes [32]. This is desirable during the pixel-wise classification by employing cross-entropy loss on the $C$-dimensional predictions. Un-
Fortunately, the memory demand for such predictions happens to be a major bottleneck for a large number of classes, which is illustrated in Figure 1.

Most existing works [47, 55, 19, 7] primarily focus on the accuracy for datasets with a few hundred semantic classes using multiple GPUs. With the release of LVIS dataset [20], efforts are being made in scaling the instance segmentation models with a large number of classes. In contrast to semantic segmentation, the task of instance segmentation is performed by classification at the region level. However, for a rich and complete understanding of the scene, semantic segmentation followed by panoptic segmentation [26] is the way to go forward. Therefore, it stands to reason that the semantic segmentation networks in the real-world will eventually have to get exposed to the classes at least high as that of classification, i.e. 10K. Unfortunately, the benchmark results on ADE20k segmentation dataset with 150 classes require 4-8 GPUs during training [57]. This shows that a large number of GPUs has fueled the models for semantic segmentation. Such demand for computational resources hinders researchers in emerging economies and small-scale industries from leveraging these models for research and developing further applications.

Naive approaches for training segmentation models on large number of classes and limited GPU memory may be designed by reducing the image resolution or batch size. Such solutions regrettably compromise the performance. As shown in [49], lower resolutions (or higher strides) result in blurry boundaries and coarse predictions and missing small but essential regions, such as poles and traffic signs. On the other hand, [58] has already demonstrated the need of larger batch size to achieve state-of-the-art performance results. When more than one GPU is available, the authors in [55] offers a promising synchronized multi-GPU batch normalization technique to increase the effective batch size. Such solutions allow a meaningful scaling of classes at the cost of scaling the GPUs. However, it is interesting to look into the possibility of scaling the training for multiple classes with a single GPU, which remains unresolved. Figure 1 also illustrates an example case: the maximum adjustable batch size of $512 \times 512$ versus the number of classes, in one standard GPU (Titan XP) while training the DeepLabV3+ model with ResNet50 backbone. As expected, the batch size sharply decreases, leading to only one image per batch for 1320 classes.

In this work, we propose a novel training methodology for which the memory requirement does not increase with the number of semantic classes. To the best of our knowledge, this is the first work to study efficient training methods for semantic segmentation models beyond 1K classes. Such scaling is achieved by reducing the output channels of existing networks and learning a low dimensional embedding of semantic classes. We also propose an efficient strategy to learn and exploit such embedding for the task of semantic image segmentation. Our main motive is to improve the scalability of the existing segmentation networks, instead of competing against, by endowing them the possibility of using only one GPU during training for a very high number of semantic classes. The major contributions of this paper are summarized as follows:

- We propose a novel scalable approach for training semantic segmentation networks for a large number of classes using only one GPU’s memory.
- We experimentally demonstrate that the proposed method achieves 3x better mIoU scores on a dataset with 1284 classes, when compared against its counterpart, while retaining a competitive performance in the regime of a lower number of classes.
- For efficiency and generalization, we introduce an approximate method to cross-entropy measure and a semantic embedding space regularization term.
- Our method is theoretically grounded in terms of probabilistic interpretation and underlying assumptions.

2. Related Works

Efficient training for segmentation. Existing methods are often concerned to perform segmentation in constrained devices by using limited floating point [41] to binary operations [59] for neural networks. Other kinds are either compact by design [34, 30] or compressed after training [42, 35, 23]. Strategies like pruning [33, 10] and distilling the knowledge [45, 39] from the large trained model have also been explored. Almost all these approaches are either compromised in accuracy, or discount the need for high training resources [4]. Many works focus on inference time on single GPU [50, 56, 53]. Recently, [9, 54] proposed memory-efficient approaches to preserve local-global information for high-resolution images. However, scalability issues regarding the number classes in semantic segmentation have attained little to no attention. Our method is complimentary in this regard.

Embeddings for segmentation related tasks. Our work is related to works that use embeddings for segmentation related tasks. Contrary to many detect and segment approaches for instance segmentation, bottom-up approaches use embeddings for one-stage training and improve performance for occluded and thin objects. A branch of work in the instance segmentation [38, 13, 3, 28, 18, 36, 37] trains networks for dense prediction of pixel embeddings, which are later clustered into individual instances. These methods are based on metric learning, which learns embeddings such that pixels belonging to the same instance are close to
each other, and vice versa. To predict the class of instances, [38, 37, 28, 18, 36] suggest to predict objectness for each object category and use cross entropy loss. [13, 3] compute the cluster centroids of each class over the entire training set. The classes are then inferred by comparing embeddings to the class-wise centroids. To efficiently find clustering seeds, [18, 37] predict the heatmap for every class. Extensions of these methods can be found in various applications [1, 27]. Differently, we exploit embeddings to capture the semantic information at the class level, unlike in the instance level of the mentioned methods. In context of semantic segmentation, [5] used embeddings for semi-supervised segmentation, [21] refines segmentation masks using similarities between pixel embeddings and [21] learns embeddings for superpixels.

**Contrastive loss for embedding learning.** In recent years, a wide range of work [15, 11, 48, 52] have used metric learning and contrastive losses for representation learning. Our work builds upon the same idea, which can be seen in parallel to recently proposed contrastive cross-entropy loss in [25]. In essence, [25] is a generalization of popular triplet [51] and N-pair [46] losses. Contrastive losses are also very popular in self-supervised and semi-supervised settings [17, 43, 31, 8, 22]. Our loss fundamentally differs from the existing works, since our loss only operates on single-pixel and contrasts them against class embeddings.

3. Embedding-based Scalable Segmentation

For state-of-the-art segmentation models, the output size is directly proportional to the number of semantic classes $C$. This poses a significant computational challenge while scaling them for datasets with a higher number of classes. In this work, we propose an embedding-based scalable segmentation (ESS) method, which outputs a fixed number of channels and thus reduces the space complexity of output from $O(C)$ to $O(1)$. Along with the weights of the segmentation network, the model also learns $d$-dimensional class embeddings for $C$ classes. We also propose the loss functions to learn and regularize the class embeddings such that the outputs (pixel embeddings) from segmentation network for same class pixels are clustered together and are closer to their respective class embedding. An overview of the proposed method is illustrated in Figure 2. In the following section, we first describe the method to integrate embeddings in existing networks, then provide their probabilistic formulation followed by loss function and algorithm for loss computation.

**3.1. Low Dimensional Embeddings**

The key idea of our work is to reduce memory usage by representing the classes for each pixel by their corresponding embeddings. For every input image, we predict output ($O$ in Figure 2) of size $H \times W \times d$ instead of the commonly used $H \times W \times C$, where $d << C$. To do this, we reduce the number of filters in the last convolution layer from $C$ to $d$. In order to learn the dense target representation for each class, we add a small embedding network $E_{Cd}$ consisting of $C$ class embeddings with $d$ dimensionality. Unlike the existing models, where $C$ dimensional output at every pixel represents the pixel’s classwise likelihoods, the $d$-dimensional output in our approach represents the pixel in the semantic space of class embeddings. The embedding dimension can influence the performance of the model as with
too few dimensions; the model may underfit; with too many dimensions, the model may overfit. An appropriate embedding dimension is the one to which adding further degrees of freedom would not give gains in mIoU. The reduction of dimension is followed by normalization along with the depth of the output. The embedding layer is also followed by a normalization layer to ensure that embeddings lie on a unit radius hypersphere. Without normalization, a clear correlation between the length of class embeddings with the frequency of classes can be observed. Consistent with findings in [25], normalization of class and pixel embeddings helps the model suppress the bias introduced by class imbalance.

3.2. Probabilistic Formulation

In our approach, the distribution of pixel embeddings $O$ from the segmentation network is modeled using a Gaussian mixture model. It comprises of $C$ Gaussians with $\mu_1, \mu_2, \mu_3, \ldots, \mu_C$ centroids, identical covariance matrix $\tau I$ and equal mixing probability $\rho$, such that $C \rho = 1$. The probability of the output embedding $x_i$ for pixel $i$ can be given by Equation (1).

$$p(x_i) = \sum_{n=1}^{C} p(c_n)p(x_i|c_n) = \sum_{n=1}^{C} \rho \mathcal{N}(x_i|\mu_n, \tau I). \quad (1)$$

The prior probability of class $c_n$ is $p(c_n)$. The posterior probability $p(c_n|x_i)$ gives the probability of data point $x_i$ being sampled from the gaussian of class $c_n$. As a discriminative model, segmentation network maximizes the ground truth class posterior $p(c_{yi}|x_i)$. To compute the class posteriors, bayes rule is used to derive Equation (2).

$$p(c_{yi}|x_i) = \frac{p(x_i|c_{yi}) \cdot p(c_{yi})}{p(x_i)} = \frac{\mathcal{N}(x_i|\mu_{yi}, \tau I)}{\sum_{n=1}^{C} \mathcal{N}(x_i|\mu_n, \tau I)} \cdot (2)$$

$$\mathcal{N}(x|\mu, \tau I) = \frac{1}{\sqrt{2\pi \tau}} e^{-\frac{(x-\mu)^2}{2\tau}}. \quad (3)$$

However, Equation (2) requires computation of class conditional probability for all classes. This makes it equally expensive in terms of computation as the $C$-channel output prediction. To overcome this problem, we propose to approximate $p(c_{yi}|x_i)$ using Equation (4). For $x_i$, we search $k$ nearest class centroids from $\mu_1, \mu_2, \mu_3, \ldots, \mu_C$ denoted by $\eta(x, k) = \{n_1, n_2, n_3, \ldots, n_k\}$, where $k \leq C$. Our approach is based on the assumption that $p(c_t|x_i) \approx 0$, if $t \notin \eta(x, k)$. The approximation error in the worst case is $\frac{1}{k} - \frac{1}{C}$, when all centroids are equidistant to $x_i$. If $k = C$ or the assumption is satisfied, then the approximation error is zero.

$$p(c_{yi}|x_i) = \frac{\mathcal{N}(x_i|\mu_{yi}, \tau I)}{\sum_{n \in \eta(x, k) \cup y_i} \mathcal{N}(x_i|\mu_n, \tau I)}. \quad (4)$$

This probabilistic formulation motivates our loss functions described in the next section.

3.3. Loss Functions

3.3.1 Classification Loss

The cross-entropy loss function is almost the sole choice for classification tasks in practice. It is defined as negative log-likelihood of the target class, where the class likelihood is computed from the network outputs using the softmax function. On reducing the number of channels in output, the network does not give the classwise logits directly. As shown in Equation (5), we use L2 distance between network outputs and class embeddings scaled by temperature $\tau$ to compute classwise logits and probability $p_m$ for target class $c_{yi}$.

$$p_m = e^{-\frac{||x_i - \mu_m||^2}{\tau}} / \sum_{m=1}^{C} e^{-\frac{||x_i - \mu_m||^2}{\tau}}. \quad (5)$$

The idea is to use a value of $k$ such that $O(k \times d)$ is significantly lower than $O(C \times d)$ and can fit in the available memory. The computation of the nearest neighbours search is done in offline mode on GPU i.e. not included in the computational graph. The memory and speed efficient search algorithms from [24] can be used for this purpose.

As cross-entropy loss maximizes target class probability, it will pull the pixel embedding closer to its target class embedding, and pixel embeddings from the same class will cluster together. Similar to previous works in [8, 25], the appropriate value of temperature $\tau$ is critical for the performance of model. It represents the allowed variance across the pixel embeddings belonging to the same class and thus the compactness of clusters.

3.3.2 Regularization Loss

The classification loss models the interaction between pixel embeddings and class embeddings. To model the interaction among class embeddings and regularize them, we propose to use a max-margin loss. If class embeddings of two
classes are very close, then the pixels belonging to those classes are prone to misclassification and can lead to poor generalization. The proposed loss applies repulsive force on the nearest class embedding for every class if it is closer than the margin distance \( m \). Equation (7) gives the regularization loss where \( d_{ij} \) is the L2 distance between embeddings of class \( i \) and \( j \).

\[
L_r = \frac{1}{C} \sum_{i=1}^{C} \max(0, m - d_i), \quad d_i = \min_{j \neq i \in C} d_{ij}. \quad (7)
\]

**Learning rate scheduler.** During training, the weights for the segmentation network and the embedding network are computed and updated simultaneously. The segmentation network adjusts its weight to get pixelwise embeddings closer to corresponding class embeddings while class embeddings move closer to respective pixel embeddings. We use higher momentum and decay the learning rate of embedding network more aggressively to stabilize the training.

### 3.4. The Algorithm

We summarize the loss computation part of the proposed method in Algorithm 1. The loss computation for segmentation network \( M_d \) uses images \( I \) with semantic masks \( S \). Note that our algorithm requires an efficient GPU-compatible nearest neighbour search function represented by \( kNN() \), which takes a database and query vectors as inputs. Please refer to Figure 3 for visual illustration of the algorithmic steps. The computed loss is then used to train our network illustrated in Figure 2.

### 4. Experiments

In this section, we first provide implementation details for our and baseline model. Further, we conduct ablation experiments for our approach on Cityscapes dataset. Finally, we give results for segmentation datasets with different number of semantic classes. We also compare GPU memory usage for both the models.

### 4.1. Implementation Details

Our approach has been implemented in the open-source framework Pytorch. We use DeepLabV3+ as a baseline model and reproduce all results on a single GPU. We investigate our approach of \( d \)-channel output by integrating it into DeepLabV3+ model. In all models, we use output stride as 16 and dilation rate for ASPP = \([12, 24, 36] \). We follow prior work to use the polynomial learning rate scheduler: \( lr = base lr * (1 - \frac{iter}{total \ iter})^{\text{power}} \). The base learning rate is set to 1e-2 for ADE20k, COCO-Stuff10k, and COCO+LVIS dataset and 1e-3 for Cityscapes and Pascal VOC dataset, and the learning rate for the backbone is 0.1 times of the main network. Batchnorm layers in the backbone are also trained with momentum of 1e-2. SGD with momentum has been used for optimization. For baseline parameterization loss where \( P_{gt} \) is the groundtruth class embedding for class \( i \).

\[
L_r = \frac{1}{C} \sum_{i=1}^{C} \max(0, m - d_i), \quad d_i = \min_{j \neq i \in C} d_{ij}. \quad (7)
\]

**Algorithm 1**

\[
\begin{align*}
L = & \text{LossCompute}(I, S, M_d, kNN()) \\
& 1: O \leftarrow M_d(I), \quad \text{O shape: } B \times H \times W \times d \\
& 2: \text{Turn off gradient computation} \\
& 3: C_k \leftarrow kNN(E_{Cd}, O), \quad C_o \leftarrow \text{Reshape}(C_k) \\
& 4: \text{Turn on gradient computation} \\
& 5: Z_o \leftarrow \text{Concat}(E_{Cd}(S), E_{Cd}(C_o)) \\
& 6: Z \leftarrow -\|O - Z_o\|^2 / \tau \\
& 7: P \leftarrow \text{Softmax}(Z), \quad P_{gt} \leftarrow P[0] \\
& 8: \mathcal{L} \leftarrow \text{mean(-log } P_{gt}) + L_r \\
& 9: \text{Return } \mathcal{L} 
\end{align*}
\]

\( L_r \) is computed using Equation (7). Note that the output \( O \) and class embeddings \( E_{Cd} \) are normalized.
and segmentation network in our approach, weight decay is set to 1e-4; the power is 0.9 with 0.9 momentum. The embedding network in our approach has 0.95 momentum and 0.95 power in the learning rate scheduler. We use margin $m$ of 0.5 in max-margin regularization loss and $\tau = 0.05$. We use the FAISS library’s exact search functionality for Pytorch tensors in GPU mode for the nearest neighbour search. The authors of FAISS have recently improved its interoperability with Pytorch and released index functionality with Pytorch tensors on GPU. We recommend using that index functionality as it supports many non-exhaustive search algorithms that would increase the nearest neighbour search speed. All experiments are performed using a single Titan X GPU, and the maximum possible batch size that can fit in one GPU is used. For transforms, we have used crop, scale, and horizontal flip in a random manner. Images are trained and evaluated at a single scale without any other data augmentation or additional data.

4.2. Ablation Experiments

All ablation experiments are conducted for the Cityscapes dataset with MobileNet backbone and evaluated on validation split.

Number of nearest neighbours. We run experiments with $B = 12$ and $d = 6$ to understand the effect of number of nearest neighbours, $k$. Table 1 shows that irrespective of $k$, all models converge at mIoU 71.2 ± 0.2. However, the models with a higher number of nearest neighbours converge in a lower number of iterations than those with smaller $k$ values. Hence, $k$ can be set based on the trade-off between training time and available GPU memory. Note that we use a polynomial learning scheduler with the same decay rate for both the networks and no regularization loss in the ablation experiments.

Number of output channels. We conduct experiments with fixed $B = 12$ and $k = 7$ to find the appropriate number of channels $d$ in the output. The plot in Figure 4 shows that performance improves as we increase dimension from 4 to 6, and after that is drops slightly. This plot would look different for datasets with a higher number of classes, as it would require more dimension to capture the variability among semantic classes.

Nearest neighbour sampling vs random sampling. We train our model with random sampling of $k = 7$ classes and $k$-nearest neighbour sampling. Figure 4, shows that nearest neighbour sampling gives better mIoU and converges faster. First row in Table 2 gives the final score for random sampling model.

**Normalization.** The normalization of class embeddings and network outputs is an important trick to learn embeddings while suppressing the prior injected due to class imbalance. The experiments in Table 2 shows that normalization contributes significantly towards better mIoU.

Max-margin loss. In Table 2, max-margin loss provides marginal improvement in mIoU. It helps in learning discriminative embeddings by ensuring minimum $m$ distance between every pair of class embeddings.

![Figure 4. Number of output channels $d$ vs mean IoU (in left). It shows that appropriate value for $d$ is 7. Random sampling of $k = 7$ classes vs 7-nearest neighbours sampling (in right). Nearest neighbour sampling clearly performs better.](image)

### Table 1. Mean IoU, pixel accuracy and iterations to converge for different number of nearest neighbours (#NN). Similar performance is achieved for different #NN. Increasing the #NN reduces the number of iterations required to converge.

| #NN | mIoU  | Pixel Accuracy | Iter |
|-----|-------|----------------|------|
| 4   | 71.35 | 95.03         | 36.3k|
| 6   | 71.05 | 95.07         | 32.1k|
| 8   | 71.08 | 95.13         | 29.1k|

**Table 2. Ablation study shows that our approach benefits from nearest neighbour (nn) sampling, normalization and max-margin loss. Experiment in first row uses random sampling.**

4.3. Datasets

**Cityscapes** [12]. It is a large-scale dataset containing high quality pixel-level annotations for 5000 images. The dataset is split into 2975 images for train, 500 for validation and 1525 for testing. We only use finely annotated masks for our experiments. For training, we apply random crop to get $400 \times 800$ resolution and evaluate the images with original resolution of $1024 \times 2048$. We have used $d = 6$, $k = 7$ and $B = 12$ for MobileNet backbone. For ResNet50 backbone, we reduce the batch size $B$ to 10.

**Pascal VOC** [16]. It consists of 10,500, 1,400, and 1,400 images in training, validation, and test set. It has 21 semantic classes. We have used MobileNet backbone with $d = 6$, $k = 7$ and $B = 12$. We apply a random crop of $512 \times 512$ on training images.

**ADE20k** [57]. It is a scene parsing dataset with dense an-
notations for object and stuff classes. It contains labeling of 150 semantic classes. There are 20,210 images in the training set, 2,000 images in the validation set, and 3,000 images in the testing set. As images do not have fixed resolution, we crop them to $512 \times 512$ dimensions during training and evaluation. We have used $B = 8$ for the baseline model. Our model can accommodate $B = 10$ with $k = 8$ and $d = 12$ for MobileNet model. For ResNet50, we reduce $k$ to 6.

**COCO-Stuff10k** [29]. It contains 10k complex images from COCO dataset and is split into 9k training and 1k test images. It uses 91 stuff and 91 object classes from COCO. We have used ResNet50 backbone with $B = 8$ for baseline and $B = 10$, $k = 7$ and $d = 12$ for our model.

**COCO+LVIS.** We build a large-scale segmentation dataset bootstrapped from stuff annotations of COCO dataset and instance annotation of LVIS dataset for COCO 2017 images. We use official split of LVIS dataset, which has around 100k images in training and 20k in validation. We ignore the instance ids in LVIS annotation and only use semantic labels. LVIS has 1203 labeled thing categories, and COCO stuff has 91 labeled categories, of which 81 are different from LVIS categories. The merged version of LVIS and COCO annotations has 1284 unique semantic classes. This allows us to investigate our approach and the baseline at the scale which has not been explored in previous works.

### 4.4. Results

**Quantitative results.** For datasets with a lower number of classes, Table 3 shows that the performance of our model with both ResNet50 and MobileNet backbones is comparable to that of the baseline. In ADE20k dataset, the distribution of classes is highly unbalanced as the stuff classes like ‘wall’, ‘building’, ‘floor’, and ‘sky’ occupy more than 40 percent of all the annotated pixels. In contrast, the discrete objects, such as ‘vase’ and ‘microwave’ at the tail of the distribution, occupy only 0.03 percent of the annotated pixels. Figure 5 shows a comparison between classwise IoUs of ADE20k dataset for both the models. Classes in the plot are sorted based on IoU for the baseline model. We observe that our model performs better for some rare classes like shower, apparel, and stool than the baseline. As the frequency of classes increases, both models perform similarly. For the COCO+LVIS dataset, our model clearly outperforms the baseline in terms of both mIoU and pixel accuracy. The low mIoU for both models, when compared to other datasets, can be explained by the long tail of thing classes in LVIS annotations. Among 1284 classes, 220 classes occur less than ten times in the training dataset. The challenge of class imbalance is out of the scope of our work, so we also evaluate the COCO+LVIS dataset with frequency weighted IoU to get a better picture. The superior performance of our ESS method for the COCO+LVIS dataset can be explained by the five times better batch size that it can fit in a single GPU.

**Analysis of memory consumption.** In Table 4, we investigate the peak memory usage in GPU during training. We observe that for smaller datasets like Cityscapes, baseline memory consumption is better than our model. For ADE20k and COCO+LVIS datasets, our model is memory efficient and reduces the batch size by five times compared to the baseline. The COCO+LVIS dataset has a large number of classes, and our model clearly outperforms the baseline with five times better batch size that it can fit in a single GPU.

### Table 3.

| dataset     | Cityscapes | Pascal VOC | ADE20k | COCO-Stuff10k | COCO+LVIS |
|-------------|------------|------------|--------|---------------|-----------|
| backbone    | MobileNet  | ResNet50   | MobileNet | MobileNet     | MobileNet |
| metric      | mIoU PAcc  | mIoU PAcc  | mIoU PAcc | mIoU PAcc     | mIoU PAcc |
| baseline    | 72.11 95.22| 75.25 95.80| 71.07 92.25| 38.93 77.01   | 32.56 65.22|
| ours        | 73.03 95.40| 75.64 96.2 | 71.15 92.28| 34.11 75.19   | 32.60 63.18|

Table 3. Our model performs comparable to the baseline model for Cityscapes, PASCAL VOC, ADE20k and COCO-Stuff10k datasets. For COCO+LVIS dataset, it outperforms the baseline with large margin. The higher values of mean IoU (mIoU), pixel accuracy (PAcc) and Frequency IoU (fIoU) is better.

### Table 4.

| dataset     | model     | train BS | memory (in GB) |
|-------------|-----------|----------|----------------|
| Cityscapes  | baseline  | 14       | 12.1           |
|             | ours      | 10       | 10.4           |
| ADE20k      | baseline  | 8        | 10.3           |
|             | ours      | 10       | 10.0           |
| COCO+LVIS   | baseline  | 2        | 9.94           |
|             | ours      | 10       | 10.4           |

Table 4. Analysis of peak GPU memory usage and maximum batchsize for 1 GPU. For Cityscapes dataset, baseline has better memory consumption while our model is memory efficient for ADE20k and COCO+LVIS datasets.
Figure 6. Comparison of qualitative results for EES method and baseline. Black color denotes the unlabelled class. For COCO+LVIS dataset, both the models miss the classes like bucket and pipe. Our model does better than baseline for dominant classes like wall. For Cityscapes, both model gives qualitatively similar segmentation masks.

uses less memory to accommodate the bigger batch size. However, our approach is better suited for datasets with a higher number of classes like ADE20k where with smaller memory, we can accommodate a bigger batch size. As we scale to 1k+ classes, our model’s memory requirements remain almost the same, allowing us to use batch size 10. On the other hand, the baseline model can only fit a batch size of 2 in a single GPU. For details on inference time, please refer to supplementary material.

**Qualitative results.** In Figure 6 and 7, we show qualitative results. In COCO+LVIS dataset, rare and small area classes are clearly missed by both the models. This also reflects in lower mIoU scores. Our model segments the dominant classes like wall and grass much better than the baseline. For CityScapes, Pascal VOC, ADE20k, and COCO-Stuff10k, segmentation masks from both the models look very similar. We also notice that the same set of pixels are misclassified by both the models in some examples.

Figure 7. Comparison of qualitative results for EES method and baseline. For ADE20k, COCO-Stuff10k and Pascal VOC both the models gives similar qualitative results.

**Semantic class embeddings for image synthesis.** Our ESS method’s performance is comparable to baseline on multiple datasets, which suggests that our class embeddings capture the semantics of the classes and represent them efficiently in lower-dimensional space. For visualization of our class embeddings, please refer to the supplementary text. In order to demonstrate the utility, beyond segmentation, of our learned embeddings, we conducted experiments with SPADE network [40] to synthesize photo-realistic images. SPADE takes class semantics in the form of a one-hot vector corresponding to the class label for every pixel as input. We conduct three experiments: 1. one-hot vector semantics (19 classes) as input with $B = 3$, 2. randomly initialized 7-dim embeddings as input with $B = 4$, and 3. 7-dim class embeddings from our trained segmentation network with $B = 4$. Figure 8 shows an example of images generated for the Cityscapes test dataset using a single GPU. Our embeddings achieve a lower FID score than random embeddings, which suggests that our model’s class embeddings can also be used for synthesis. Embedding-based semantic inputs for the memory-efficient generation of images, with a higher number of classes, remains a promising direction for future work.

Figure 8. Synthesized images for Cityscapes: a. real image; and generated using b. one-hot encoding (FID = 60.47), c. random embeddings (FID = 64.14), d. our class embeddings (FID = 58.34).

**5. Conclusions**

In this work, we address the problem of increasing the memory complexity of existing segmentation approaches with an increase in the number of semantic classes. By leveraging our understanding of metric learning and probabilistic mixture models and setting a reasonable assumption, we proposed an approach to train the segmentation model for any number of classes in a single GPU’s memory constraint. Experiments show that the proposed ESS approach can retain complete performance while improving the scalability of segmentation models and has clear benefits for datasets with a large number of classes. With $C$-channel outputs as a standard way to do semantic segmentation, our
work draws attention towards its shortcomings and proposes a new research direction to perform segmentation.
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In the supplementary material, we first report and discuss the training and inference time of our approach, followed by visualization of semantic class embeddings and more qualitative results. The code is available on: https://github.com/shipra25jain/ESSNet

A . Training and Inference time

Table 5 shows inference and training times for datasets with a different number of semantic classes. In comparison to the baseline model, our model takes slightly higher inference time for datasets with a lower number of semantic categories and lower inference time for datasets with higher number of classes. During inference, we use index functionality of FAISS library, which first builds an index using class embeddings and then another function call is used to perform the nearest neighbour search. The inference time in our computation includes the duration of the forward pass and segmentation prediction and does not include time for model initialization. We compute inference time for models with ResNet50 backbone and use maximum validation batch size that can fit in GPU. Images with $1024 \times 2048$ resolution for Cityscapes dataset and $512 \times 512$ for ADE20k and COCO+LVIS dataset are used. Please note that COCO+LVIS is used interchangeably with LVIS+COCO in the main text and both refer to the same dataset.

We train models for 200, 40 and 20 epochs for Cityscapes, ADE20k and COCO+LVIS datasets respectively. In terms of training time, our model takes higher time per iteration for all datasets. It is one of the significant weakness of our approach. $k$-nearest search computation performed for every pixel is the major bottleneck in our computation time. This computation can be optimized using non-exhaustive search methods like clustering the class embeddings and searching the neighbours for the query only in the cluster in which it lies. We notice that output pixel embeddings for adjacent pixels are very close in embedding space, and this property can be used to compute nearest neighbour search for only 0.25 or 0.125 fractions of total pixels and use same negative samples for 4 or 8 neighbouring pixels. While training both the models for the same number of epochs, we also notice that the baseline converges in 2-6 fewer epochs than our model. This depends upon the number of nearest neighbours $k$ used during the training.

B . Semantic Embeddings and Visualizations

In this section, we investigate the relation between embeddings of different pixels in an image and the class embeddings learned by our model. Figure 9 shows the correlation between the frequency of classes and length of class embedding when normalization layers are not used. Therefore, normalization is essential to suppress the bias caused due to the class imbalance. Figure 10 shows an example of ground truth segmentation mask from ADE20k dataset and corresponding pixel embeddings from our model projected in 2D space. As desired, the pixels belonging to the same class (with the same color) are clustered together. We also notice that the transition of embedding from one class pixel to an adjacent pixel of another class is smooth. This nature of our pixel embeddings might lead to misclassification of pixels at the boundary of the object. Figure 11 shows examples of predicted masks and projection of their pixel embeddings to RGB space. The same colour of pixels in the projection image suggests that their pixel embeddings are closer in feature space, but their nearest class embedding can be different (can be seen from predicted masks).

We perform agglomerative clustering of classes based on the class embeddings learned by our model in Figure 12 and 13. We notice in Figure 12 that classes which occur in a similar context or are semantically similar are closer in feature space. There are several small sub-trees for different contexts like kitchen, scenery, bedroom, interior and many more. For example, pillow, cushion, bed, couch, stool, chair and hassock are clustered together. Also, kitchen equipment like microwave, refrigerator, cabinet, dishwashing machine, cooking stove, sink, kitchen island and countertop fall in same sub-tree. Semantically similar classes like monitoring device and CRT screen are adjacent. The light source and lamp is another pair of adjacent classes with the same semantics. In Figure 13, we perform agglomerative clustering for the hundred most frequent classes from COCO+LVIS dataset and observe clusters similar to ADE20k dataset.

C . Detailed Qualitative Results

We report more qualitative results for two most challenging datasets i.e. COCO-Stuff10k and COCO+LVIS in Figure 14 and 15 respectively.

| dataset         | model    | inference time | training time |
|-----------------|----------|----------------|---------------|
| Cityscapes      | baseline | 0.195          | 4.94          |
|                 | ours     | 0.233          | 5.34          |
| ADE20k          | baseline | 0.023          | 3.01          |
|                 | ours     | 0.026          | 4.80          |
| COCO+LVIS       | baseline | 0.049          | 4.20          |
|                 | ours     | 0.036          | 5.06          |

Table 5. Analysis of inference and training time. Inference time is given in seconds per image and training time is given in seconds per iteration. Lower training and inference time is better.
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Figure 9. **Class Frequency and Embedding length** Left: Frequency of classes in training dataset for ADE20k dataset. Right: Length of class embeddings when trained the model without normalization layers. There is a correlation between frequency of class and distance of its class embedding from origin.

Figure 10. **Pixel Embeddings in 2D space** Left: Example of groundtruth segmentation mask from ADE20k dataset. Right: Circle-shaped markers - pixel embeddings, output from our model is projected into 2D. Star-shaped markers- class embeddings. The color of circular marker denotes the target class of pixel.

Figure 11. **Pixel Embeddings in RGB Space** Examples of predicted segmentation mask for ADE20k dataset (left). Pixel embeddings are projected into 3D space and transformed to RGB space (right).
Figure 12. Similarities in Class Embeddings: Agglomerative clustering for ADE20k classes based on class embeddings learned by our ESS approach. We observe some of the semantically similar classes clustered together. For example, green sub-tree has couch, seat, bed, pillow, hassock, cushion, chair, stool and cradle classes clustered together. These classes often occur together in a bedroom or drawing room scene and are used for sitting or sleeping. In the yellow sub-tree towards bottom, we notice kitchen appliances clustered together.
Figure 13. Similarities in Class Embeddings: Agglomerative clustering for COCO+LVIS classes based on class embeddings learned by our ESS approach.
Figure 14. Qualitative results for COCO-Stuff10k dataset.
Figure 15. Qualitative results for COCO+LVIS dataset. Black color denotes the unlabelled pixels.