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In this work, we derive a multi-fragment real-time extension of projected density matrix embedding theory (pDMET) designed to treat non-equilibrium electron dynamics in strongly correlated systems. As in the previously developed static pDMET, real time pDMET partitions the total system into many fragments; the coupling between each fragment and the rest of the system is treated through a compact representation of the environment in terms of a quantum bath. Real-time pDMET involves simultaneously propagating the wavefunctions for each separate fragment-bath embedding system along with an auxiliary mean-field wavefunction of the total system. The equations of motion are derived by (i) projecting the time-dependent Schrödinger equation in the fragment and bath space associated with each separate fragment and by (ii) enforcing the pDMET matching conditions between the global 1-particle reduced density matrix (1-RDM) obtained from the fragment calculations and the mean-field 1-RDM at all points in time. The accuracy of the method is benchmarked through comparisons to time-dependent density-matrix renormalization group (TD-DMRG) and time-dependent Hartree-Fock (TDHF) theory; the methods were applied to a one- and two-dimensional single-impurity Anderson model and multi-impurity Anderson models with ordered and disordered distributions of the impurities. The results demonstrate a large improvement over TDHF and rapid convergence to the exact dynamics with an increase in fragment size. Our results demonstrate that real-time pDMET is a promising and flexible method that balances accuracy and efficiency to simulate non-equilibrium electron dynamics in heterogeneous systems of large size.

I. INTRODUCTION

Recent developments in time-resolved spectroscopy have dramatically expanded the opportunity for real-time observation of correlated electron dynamics in complex molecular environments at the attosecond scale\textsuperscript{1,2,3}. Phenomena of interest include charge transfer following photoexcitation in biology,\textsuperscript{4,5} and photovoltaic systems,\textsuperscript{6,7} electron and spin transport in molecular junctions,\textsuperscript{8,9} or quantum dots.\textsuperscript{10,11} Auger processes in small molecules and surfaces,\textsuperscript{12,13,14} among others. New experimental techniques and a wide range of applications make development of real-time non-equilibrium electronic structure methods relevant, while bringing the challenge of accurate treatment of electron correlation and large system size to the forefront.

Some of the methods that are currently used to address this question include techniques based on non-equilibrium Green’s functions\textsuperscript{15,16} semi-classical approximations\textsuperscript{17,18} real-time Monte Carlo methods,\textsuperscript{19,20} numerical path-integral techniques,\textsuperscript{21,22} and wave function propagation-based methods.\textsuperscript{23,24} While methods based on frequency domain response theory showed great success in the calculation of response properties of complex systems,\textsuperscript{25,26} real-time approaches show a great advantage in the description of nonlinear phenomena and provide versatility in the calculated observables.\textsuperscript{27}

Methods like time dependent density matrix renormalization group (TD-DMRG)\textsuperscript{28,29} configuration interaction (TD-CI)\textsuperscript{30} and other complete active space based time-dependent methods\textsuperscript{31,32} achieve high accuracy and have been highly applicable in the spectroscopic studies of small molecular systems. However, their practical application is limited by high computational cost. Real-time time-dependent density functional theory can be a powerful tool that decreases computational cost associated with the large-scale systems, but the inherent difficulty of reproducing some of the fundamental effects associated with approximations of the exchange-correlation potential leaves room for further improvements in real-time methods.\textsuperscript{33,34}

In this work we address the challenge associated with treatment of a large system at a high level of accuracy through the use of quantum embedding. Embedding techniques are based on the highly accurate treatment of a small region of interest (subsystem) and an approximate, inexpensive calculation of the surrounding environment. In particular, we extend a specific form of density matrix embedding theory (DMET)\textsuperscript{35,36} projected DMET (pDMET)\textsuperscript{37} for the treatment of non-equilibrium electron dynamics.

Both forms of DMET are based on forming a compact, but approximate description of the environment in terms of a set of embedding orbitals derived from the Schmidt decomposition of a mean-field wavefunction for the total system. This can be performed either for a single subsystem or in a multi-fragment formulation that involves multiple subsystems each coupled to their own set of embedding orbitals.\textsuperscript{38,39} The difference between conventional DMET and pDMET is the treatment of self-consistency.
between the mean-field calculation and the correlated calculations of the subsystem and embedding orbitals. In the original formulation of DMET, this self-consistency is achieved by adding the correlation potential, a single-particle operator, to the Fock operator of the total system: the terms of the correlation potential are varied to minimize the difference between the one-particle reduced density matrices (1-RDM) of the mean-field and correlated calculations. DMET has been successfully applied to a variety of strongly correlated model systems. In comparison, the self-consistency condition is achieved in pDMET by projecting a global 1-RDM onto the set of idempotent matrices. While the original DMET matching condition provided a numerical relationship between the mean-field and correlated calculations, pDMET introduces an analytical correspondence between the global and mean-field 1-RDMs. DMET has been successfully applied to a variety of strongly correlated model systems and spin systems. It has also been extended to excited state calculations, bond breaking events, and electron-phonon interactions.

In the context of dynamics, a real-time expression of DMET has been previously formulated and was shown to have excellent results in the context of the single impurity Anderson model. The equations of motion for the embedding wave-function were derived using the time-dependent variational principle (TDVP). However, the variational nature of the equations of motion does not include a time-dependent condition that ensures consistency between fragments, which limits the method to a single-fragment formulation.

In principle, a correlation potential can be introduced in a time-dependent fashion to enforce self-consistency between the mean-field and correlated 1-RDMs throughout time. However, it was found that \( \nu \)-representability issues almost always occurred after sufficiently long time-propagation, such that the dynamics became completely independent of the correlation potential.

Therefore, in this work, we take advantage of the analytic matching condition in pDMET to derive a real-time formulation of pDMET which eliminates the need for the TDVP and allows for a multi-fragment implementation. This is achieved by simultaneously propagating the correlated wavefunctions associated with each fragment and an auxiliary dynamics corresponding to a mean-field dynamics for the total system, while simultaneously enforcing the pDMET matching conditions at each point in time. The derived equations of motion provide a unique real-time method for the simulation of non-equilibrium electron dynamics that balances accuracy and computational efficiency in extended systems. Each fragment is small in size, such that the the accurate dynamics are only solved in a compact space. Furthermore, the dynamics within each fragment can be treated simultaneously such that the method is parallelizable to allow for efficient scaling with total system size.

To benchmark the real-time pDMET method, we apply it to the single- and multi-impurity Anderson model in one and two-dimensions, where the impurities are distributed both in ordered and disordered fashions. We observe a marked improvement over time-dependent Hartree-Fock (TDHF) theory and excellent agreement with the numerically exact TD-DMRG, while only explicitly correlating a small fraction of the total number of orbitals. This agreement occurs even in the strongly correlated regime for disordered systems, for which a single-impurity formulation of the method is poorly suited.

II. METHOD

In this section, we begin by first summarizing the static pDMET equations necessary to provide a foundation for the subsequent presentation of the real-time formulation: we direct readers to previous work for the full details of the static pDMET method. The following notation will be utilized throughout all sections: the site basis, which is comprised of the orthonormal real-space localized single-particle basis, will be indexed by \( p, q, r, s \); the embedding basis, which is comprised of the correlated set of subsystem and associated embedding orbitals, are indexed by \( a, b, c \) and \( d \); and the natural orbital basis, which is comprised of the eigenvectors of the correlated global 1-RDM formed from the 1-RDMs of each fragment, are indexed by \( \mu \) and \( \nu \).

A. Static pDMET

Let us consider a system spanned by an orthonormal single-particle basis, where \( N \) is the number of basis functions and \( N_e \) is the total number of electrons in the system. These basis function will be further referred to as sites. The general Hamiltonian of the system is:

\[
\hat{H} = \sum_{pq} \sum_{\sigma} h_{pq} \hat{a}_{p\sigma}^\dagger \hat{a}_{q\sigma} + \frac{1}{2} \sum_{pqrs} V_{pqrs} \sum_{\sigma\tau} \hat{a}_{p\sigma}^\dagger \hat{a}_{r\tau}^\dagger \hat{a}_{s\tau} \hat{a}_{q\sigma},
\]

where \( h_{pq} \) and \( V_{pqrs} \) are one- and two-electron integrals and \( \hat{a}_{p\sigma}^\dagger \) and \( \hat{a}_{p\sigma} \) are creation and annihilation operators associated with site \( p \) and spin \( \sigma \), respectively.

In the multi-fragment formulations of DMET or pDMET, the total system is partitioned into \( N_{\text{frag}} \) fragments that each consist of \( N_{\text{sub}} \) subsystem orbitals. Each fragment is treated as an independent embedding problem where the orbitals that span the fragment are defined as a subsystem and the rest of the system is its environment, pictorially illustrated in Figure 1. For each fragment, the global wavefunction can be compactly written through its Schmidt decomposition, such that :

\[
|\Psi\rangle = \sum_{\alpha=1}^{N_A} \lambda_{\alpha} |A_{\alpha}\rangle |B_{\alpha}\rangle
\]
where $|A_n\rangle$ are multi-electron states describing the subsystems $A$ and $|B_n\rangle$ are a special set of multi-electron states describing the environment. Note that the number of states used to describe the environment is given by $N_A$; the same number of multi-electron states used to describe the subsystem. If the states $|B_n\rangle$ are obtained from the Schmidt decomposition of the exact global wavefunction, they exactly capture the entanglement with the environment.

In practical DMET calculations, the states $|B_n\rangle$ are obtained from the Schmidt decomposition of a mean-field wavefunction for the total system, $|\Psi^{mf}\rangle$. The global wavefunction is thus given by a single Slater determinant and can be described in terms of its single-particle density matrix,

$$
\rho_{pq}^{mf} = (\Psi^{mf})\sum_{\alpha} \hat{a}_{qa}^{\dagger} \hat{a}_{pa} |\Psi^{mf}\rangle.
$$

(3)

In this case, the states $|B_n\rangle$ are comprised of determinants formed from a set of single-particle embedding orbitals. These embedding orbitals can be obtained in many mathematically equivalent ways. Here, we obtain the embedding orbitals associated with fragment $A$ by diagonalizing the portion of $\rho^{mf}$ that corresponds solely to the environment of fragment $A$, such that

$$
\sum_{q \in emb} \rho_{pq}^{mf} (R_{pq}^{emb})^A = \lambda^A (R_{pq}^{emb})^A,
$$

(4)

where both $p$ and $q$ are restricted to the environment of fragment $A$; $p$ and $q$ run over all indices except those that correspond to the subsystem orbitals of fragment $A$. The $N - N_{sub} \times N - N_{sub}$ matrix $(R_{pq}^{emb})^A$ corresponds to the matrix of expansion coefficients that define the embedding orbitals in terms of a linear combination of the site orbitals associated with the environment of fragment $A$.

The embedding orbitals, $(R_{pq}^{emb})^A$, can be classified into three types based on their corresponding eigenvalues in Eq. (4). Bath orbitals have eigenvalues between zero and two and are fully correlated with the subsystem orbitals. Core orbitals have an eigenvalue equal to two and are fully occupied in the states $|B_n\rangle$. And virtual orbitals have an eigenvalue equal to zero and are fully unoccupied in the states $|B_n\rangle$. This implies that the full embedding wavefunction associated with each fragment is a complete active space (CAS)-like wavefunction composed of the subsystem and corresponding embedding orbitals.

In this work we use the following notation for the CAS-like embedding wavefunction associated with fragment $A$:

$$
|\Psi^A\rangle = \sum_M C_M^A |M^A\rangle,
$$

(5)

where $|M\rangle$ denotes a determinant in the embedding space and $C_M^A$ the corresponding expansion coefficient.

In the static algorithms, the CAS-like embedding wavefunction for each fragment can be calculated by finding the ground-state of an embedding Hamiltonian, $H^A_{emb}$. The embedding Hamiltonian is obtained by projecting the original fully interacting Hamiltonian, Eq. (1), into the CAS space. This projection can be performed by performing a change of single-particle basis using the following rotation matrix, while including a contribution from the core orbitals.

$$
R^A = \begin{bmatrix}
I_{N_{sub} \times N_{sub}} & 0 \\
0 & (R_{pq}^{emb})^A
\end{bmatrix}
$$

(6)

Here, the identity matrix denotes that the sub-system orbitals are the same in the original site basis and the embedding basis; $(R_{pq}^{emb})^A$ is the matrix of embedding orbitals and is defined in Eq. (4).

The final step in the DMET algorithm is introducing a self-consistency between the correlated fragment calculations and the original mean-field calculation used to generate the embedding orbitals. For the specific case of pDMET this is accomplished by first constructing a correlated 1-RDM in the global domain, $\rho^{glob}$, using the 1-RDMs from all separate fragment calculations.

$$
\rho_{pq}^{glob} = \sum_{ab} \frac{1}{2} \left[ R_{pa}^{f(p)}(\rho_{ab}^{emb})^f(p) R_{qb}^{f(p)} + R_{pa}^{f(q)}(\rho_{ab}^{emb})^f(q) R_{qb}^{f(q)} \right]
$$

(7)

The index $f(p)$ corresponds to the fragment that includes site $p$ and $(\rho_{ab}^{emb})^f(p)$ corresponds to the 1-RDM obtained...
from the embedding wavefunction for fragment \( f(p) \),

\[
(\rho_{ab}^{\text{emb}})_{f(p)} = \langle \Psi^{f(p)} \rangle \sum_{\sigma} \hat{a}_b^\dagger \hat{a}_a \Psi^{f(p)}. \tag{8}
\]

The global 1-RDM, Eq. (7), is projected onto the space of idempotent matrices with \( N_e \) electrons to form a new guess for the mean-field wavefunction of the total system.\(^{29}\) In the spin restricted formulation, which is utilized in this work, the corresponding idempotent matrix is formed from the \( N_{\text{occ}} = N_e/2 \) eigenvectors of \( \rho^{\text{glob}} \) with the highest occupation. These eigenvectors of \( \rho^{\text{glob}} \) are referred to as natural orbitals, represented by the matrix \( U \), and indexed by \( \mu \) and \( \nu \), such that

\[
\sum_{q} \rho_{pq}^{\text{glob}} U_{\mu q} = \lambda_{\mu} U_{\mu \nu} \tag{9}
\]

and

\[
\rho_{pq}^{\text{mf}} = 2 \sum_{\mu \nu} U_{\mu p} U_{\nu q}^* \tag{10}
\]

Given the newly formed \( \rho^{\text{mf}} \), the pDMET algorithm is iterated until \( \rho^{\text{mf}} \) does not change between iterations.

The alternative self-consistency procedure used in pDMET compared to conventional DMET results in a significant reduction of the computational cost for a large non-periodic lattice and provides a more robust analytical relationship between the embedding and mean field representations of the problem. The latter point is crucial for the derivation of a real-time multi-fragmented DMET algorithm.

### B. Real-time pDMET

We now describe the central methodological contribution of the work, a multi-fragment real-time extension of pDMET. This is achieved through the simultaneous propagation of (i) all the CAS-like wavefunctions for each fragment along with (ii) an additional mean-field dynamics for the total system. The equations of motions are derived to maintain the inherent relationship between the mean-field and global description of the system. This is achieved by preserving the pDMET self-consistencies that connect the mean-field and embedding representations of the system at each point in time. The full derivations of the working dynamical equations defined in this section can be found in the Supplemental Information (SI).

We begin by first deriving the formal time-dependence of the embedding wavefunction of fragment \( A \) by projecting the time-dependent Schrödinger equation into the embedding space,

\[
i |\dot{\Psi}^A\rangle = \hat{H} |\Psi^A\rangle \tag{11}
\]

\[
i P^A |\dot{\Psi}^A\rangle = P^A \hat{H} P^A |\Psi^A\rangle \tag{12}
\]

\[
i \frac{\partial}{\partial t} (P^A |\Psi^A\rangle) - i \hat{P}^A |\Psi\rangle = \hat{H}^{\text{emb}} |\Psi^A\rangle \tag{13}
\]

\[
i |\dot{\Psi}^A\rangle = \hat{H}^{\text{emb}} |\Psi^A\rangle + i \hat{P}^A |\Psi^A\rangle \tag{14}
\]

where \( P^A \) is the formal projector into the embedding space of fragment \( A \), \( H^{\text{emb}} = P^A \hat{H} P^A \) is the Hamiltonian projected into the embedding space, and we have used that \( P^A |\Psi^A\rangle = |\Psi^A\rangle \). Eq. (14) indicates that the time-dependence of the embedding wavefunction has two components, the first associated with the embedding Hamiltonian and the second associated with the time-dependence of the quantum bath given by \( \hat{P}^A \).

For the case of a mean-field global wavefunction, \( |\Psi^A\rangle \) is given by Eq. (5), and the projector is \( P = \sum_M |M^A\rangle \langle M^A| \). Therefore, the time-dependence of \( |\Psi^A\rangle \) is described in terms of the time-dependence of the expansion coefficients, \( C^A \), and determinants, \( |M^A\rangle \),

\[
i |\dot{\Psi}^A\rangle = \sum_M i C_M^A |M^A\rangle + C_M^A |\dot{M}^A\rangle \tag{15}
\]

\[
= \sum_M i C_M^A |M^A\rangle + C_M^A \hat{X}^A |M^A\rangle \tag{16}
\]

and the time-dependence of the projector is given by

\[
i \hat{P}^A = \hat{X}^A P^A - P^A \hat{X}^A. \tag{17}
\]

Here, we have introduced the single-particle operator \( \hat{X} \) that governs the time-dependence of the embedding orbitals that comprise the determinants, such that

\[
i \hat{R}_{pq}^A = \sum_q X_{pq}^A R_{qq}^A. \tag{18}
\]

This operator is analogous to the operator employed in time-dependent CASSCF (TD-CASSCF) that propagates the orbitals of the CASSCF-wavefunction.\(^{22}\)

Equation (10) indicates that the dynamics of the embedding wavefunctions are given by the equations of motion for the expansion coefficients \( C^A \) and the matrix elements of the operator \( \hat{X}^A \). The equations of motion of the coefficients \( C^A \) are derived by combining Eqs. (14), (16), (17) and multiplying by \( \langle N^A| \) yielding

\[
i \hat{C}_N^A = \sum_M (H_{NM}^{\text{emb}} - X_{NM}^A) C_M^A. \tag{19}
\]

This equation effectively corresponds to the time-dependent full CI equations of motion in the compact embedding space. In principle, further computational efficiency could be obtained by restricting the number of allowed excitations in \( H^{\text{emb}} \) and \( \hat{X}^A \), albeit at decreased accuracy.

We now turn our attention to the derivation of the matrix elements of the operator \( \hat{X}^A \). First, in order to maintain the original definition of the fragments \( A \), the subsystem orbitals are defined as time-independent. Therefore, \( X_{pq}^A = 0 \) if orbitals \( p \) or \( q \in A \). Non-subsystem
matrix elements of the operator $\hat{X}^A$ are derived by taking the time-derivative of the pDMET condition in Eq. 14, which yields

$$X^A_{ab} = \sum_{pq} R^A_{pq} \rho^{mb}_{pq} R^A_{qa} \frac{\lambda_a - \lambda_b}{\lambda_a - \lambda_q}$$  \hspace{1cm} (20)$$

This matrix can be interpreted as a rotation of all embedding pDMET orbitals in time, which allows for a few simplifications. Analogous to TD-CASSCF, any intraspace rotations among embedding orbitals of the same type are redundant. We can therefore choose the elements of $\hat{X}^A$ for these rotations. We make the common choice to set $X^A_{ab} = 0$ if $a$ and $b$ both correspond to either core orbitals or virtual orbitals. However, unlike TD-CASSCF, the bath-bath rotations are not arbitrary, and are given by Eq. 20, because we have the additional constraint that the embedding orbitals must be eigenvectors of the mean-field 1-RDM as given in Eq. 4; this is not an issue for the core and virtual space as those orbitals are degenerate. Additionally, though, we are able to set $X^A_{ab} = 0$ for $a = b$ even for the bath-orbitals as the diagonal elements of $\hat{X}^A$ only affect the norm of the orbitals.

The time dependence of $\rho^{mf}$ referenced in equation 20 is derived by enforcing the pDMET matching condition between the natural orbitals of the $\rho^{glob}$ and $\rho^{mf}$, Eq. 10. To derive the time-dependence of $\rho^{mf}$ we first introduce a single-particle operator, $\hat{G}$ that governs the time-dependence of the natural orbitals:

$$i\dot{U}_{pq} = \sum_\mu G_{pq} U_{\mu q}. \hspace{1cm} (21)$$

The time-dependence of $\rho^{mf}$ can be obtained by taking the time-derivative of Eq. 10 and using Eq. 21, yielding

$$i\dot{\rho}^{mf}_{pq} = \sum_r [G_{pr} \rho^{mf}_{rq} - \rho^{mf}_{pr} G_{rp}]. \hspace{1cm} (22)$$

The matrix-elements of $\hat{G}$ are derived from the relationship between the global 1-RDM and the natural orbitals, Eq. 9. Differentiating Eq. 9 with respect to time and solving for the matrix-elements of $\hat{G}$ yields

$$G_{\mu \nu} = \sum_{pq} U^*_pq i\rho^{glob}_{pq} U_{q\nu} \frac{\lambda_\nu - \lambda_\mu}{\lambda_\mu - \lambda_\nu} \hspace{1cm} (23)$$

where $G_{\mu \nu}$ is defined in the natural orbital basis. The matrix elements in the site-basis utilized in Eq. 22 can be obtained by a single-particle rotation using the natural orbitals, $U$, as the rotation matrix. The matrix elements of $\hat{G}$ take on a similar form as $\hat{X}$ due to the analogous structure of Eqs. 4 and 9.

Analogous to the definition of $X^A_{ba}$, $G_{\mu \nu} = 0$ for $\lambda_\mu = \lambda_\nu$. Additionally, a regularization parameter $\epsilon_G$ is introduced such that $G_{\mu \nu} = 0$ if $|\lambda_\mu - \lambda_\nu| < \epsilon_G$ to avoid numerical instabilities in the dynamics. Similar parameters have been utilized in the context of TD-CASSCF and MCTDH.

The mean-field dynamics retain an implicit dependence on the time-evolution of $\rho^{glob}$ through the form of $\hat{G}$, Eq. 23. The dynamics of $\rho^{glob}$ are governed by the correlated dynamics of each fragment through differentiation of Eq. 7,

$$i\dot{\rho}^{glob}_{pq} = \frac{1}{2} \sum_{abc} [R^{f(p)}_{abc} X^{f(p)}_{ca} (\rho^{emb}) f(q) R^{f(p)}_{qc} - R^{f(q)}_{pq} (\rho^{emb}) f(q) X^{f(p)}_{pc} R^{f(p)}_{qc}]
+ R^{f(q)}_{pq} X^{f(q)}_{ca} (\rho^{emb}) f(p) R^{f(q)}_{qc} - R^{f(p)}_{pq} (\rho^{emb}) f(p) X^{f(q)}_{pc} R^{f(q)}_{qc}
+ \frac{1}{2} \sum_{ab} [R^{f(p)}_{pa} i(\rho^{emb}) f(q) R^{f(q)}_{qb} + R^{f(q)}_{pq} i(\rho^{emb}) f(p) R^{f(q)}_{qb}]. \hspace{1cm} (24)$$

Here we have used Eq. 18.

The time-dependence of $(\rho^{emb})^A$ is obtained by (i) differentiating Eq. 8 and (ii) simplifying the expression based on the form of the 1-RDM and 2-RDM for the CAS-like fragment wavefunction, analogously to the derivation of the TD-CASSCF and static CASSCF theories. The final expression for the time-dependence of $(\rho^{emb})^A$ is given by

$$i(\dot{\rho}^{emb})^A = (F_{ba} - F^*_{ab})^A + \sum_c ((\rho^{emb})^A X^A_{cb} - X^A_{ac}(\rho^{emb})^A) \hspace{1cm} (25)$$

where the matrix $F$ is the generalized Fock matrix. Plugging Eq. 25 into Eq. 24 and simplifying yields
the final expression for $\dot{\rho}_{\text{glob}}^{\text{lob}}$:

$$i\dot{\rho}_{pq}^{\text{lob}} = \sum_{ab} \frac{1}{2} \left[ R_{pa}^{f(p)} (F_{ba} - F_{ab}^{*}) f^{(p)} R_{qb}^{f(p)} + R_{pa}^{f(a)} (F_{ba} - F_{ab}^{*}) f^{(a)} R_{qb}^{f(a)} \right].$$

(26)

Interestingly, the dependence on $R$ in Eqs. (21) and (22) cancel out such that $\dot{\rho}_{\text{glob}}^{\text{lob}}$ is independent of $X$. This is an important result because it means that the real-time pDMET equations of motion do not involve an inversion process, which can be numerically unstable and expensive.

This methodology presents a robust set of equations of motion that describe the coupled time evolution of the system at the mean-field and correlated levels. In principle, it is only necessary to directly propagate the CAS coefficients, $C_{M}^{A}$, for all fragments and the mean-field density matrix, $\rho_{mf}$, using Eqs. (19) and (22); all other time-dependent quantities can be calculated once these are known. However, to increase the numerical stability of the method, we additionally directly propagate the embedding orbitals, $R^{A}$, for all fragments, the natural orbitals, $U$, and the global density matrix $\rho_{\text{glob}}^{\text{lob}}$ using Eqs. (18), (21), and (26), respectively. Full algorithmic details are provided in the SI. The working equations of motion have been implemented using in-house code that has been interfaced with the PySCF package. Publicly available version of the code has been made available.

III. RESULTS

The performance of real time pDMET is examined by simulating electron dynamics in a set of 1-dimensional (1D) multi-impurity Anderson models (MIAMs) and single-impurity Anderson models (SIAMs). The first set of calculations involve suddenly changing the strength of the electron-electron interaction terms, while a second set of calculations additionally include a laser pulse. We conclude with a calculation on a 2-dimensional (2D) SIAM.

The SIAM models a system that consists of a single impurity with a local Coulomb interaction ($U$) and a nearest-neighbor hopping between all sites ($t$).

The MIAM extends this model to include multiple impurity sites, $N_{\text{imp}}$, that each has a local Coulomb interaction. The Hamiltonian that encompasses both the SIAM and MIAM is given by

$$H = -t \sum_{<ij>\sigma} (a_{i\sigma}^{\dagger} a_{j\sigma} + h.c.) + U \sum_{i \in \text{imp}} n_{i\uparrow} n_{i\downarrow}$$

(27)

The Coulomb interaction is described in terms of the occupation number operator $n_{i\sigma} = a_{i\sigma}^{\dagger} a_{i\sigma}$ on impurity site $i$. The sum $\sum_{<ij>}$ implies a sum over only nearest-neighbors. These models provide a useful and challenging benchmark platform for evaluating the feasibility and effectiveness of the real-time pDMET method.

To generate non-equilibrium dynamics, we initialize the system in the non-interacting ground state of the SIAM/MIAM ($U = 0$, $t = 1$) by performing a static pDMET calculation using exact diagonalization to solve the embedding problem and subsequently propagate the dynamics using a Hamiltonian with a non-zero value of the interaction parameter ($U' \neq U$). Initializing the system at $U = 0$ provides a useful benchmark for real-time pDMET because pDMET is exact in the non-interacting limit. To examine the accuracy of the dynamics, we benchmark the performance of real-time pDMET against TD-DMRG and TDHF theory. A discussion of the numerical implementation and full computational details are provided in the SI.

Figure 2 presents results for a SIAM consisting of $N = 60$ sites in which the initial Coulomb interaction is changed from $U = 0$ to $U' = (a) 2$, (b) 3, and (c) 4. Firstly, Figure 2 shows that TDHF is able to reasonably capture the dynamics when correlation effects are weak ($U' = 2$), but rapidly declines in accuracy as the impor-
FIG. 3. The time dependent occupancy on one of the 6 impurities, \( n_d(t) \), for the MIAM with (a) evenly distributed impurities and \( d = 65 \), (b) unevenly distributed impurities and \( d = 67 \), and (c) unevenly distributed impurities and \( d = 45 \). Real-time pDMET results for \( N_{\text{sub}} = 5 \) (pink) are compared to TD-DMRG (black) and TDHF (green). In all panels the strength of the Coulomb interaction is switched from \( U = 0 \) to \( U' = 3 \) and the size of the system is \( N = 120 \).

Figure 3 presents results for the more challenging case of the MIAM in which the Coulomb interaction is changed from \( U = 0 \) to \( U' = 3 \). Figure 3(a) corresponds to a system in which the impurities are evenly distributed throughout the MIAM, while (b) and (c) present results for the time-dependent occupancy on different impurity sites in a MIAM with unevenly distributed impurities (Figure 4).

Analogous to the SIAM, TDHF fails to reproduce the dynamics in these strongly correlated systems, while real-time pDMET shows excellent agreement with the TD-DMRG results. The similar accuracy in parts (b) and (c) indicate that the multi-fragment formulation allows for an even treatment of the entire system. The results for the unevenly distributed MIAM are especially encouraging as they indicate the ability for real-time pDMET to treat complex dynamics even in disordered systems.

We now turn our attention to results that additionally include an ultra-fast laser pulse to examine the behavior of rt-pDMET under a more complex non-equilibrium setting. Figure 5 presents the time-dependent occupancy for the analogous \( N = 60 \) SIAM system presented in Figure 2(b), but now including a laser pulse that is restricted to interact with only the central 20 sites of the system. The laser induces a time-dependence to the hopping terms of the Hamiltonian associated with these sites as described in detail in the SI. In addition to the laser pulse, we still include a sudden change from \( U = 0 \) to \( U' = 3 \) at \( t = 0 \), such that the dynamics are initialized from an exact solution.

Figure 5(a) shows the occupancy on the impurity site and is comparable to Figure 2(b); the dynamics on this site are dominated by the sudden change in \( U \) versus the interaction with the laser pulse. In comparison, Figure 5(b) shows the occupancy on a site removed from the central impurity but within the region interacting with the laser pulse. Here, real-time pDMET (pink) accurately captures the distinct change in occupancy of the laser-exposed site at the pumping time at \( t = 5 \), which can not be described by TDHF (green) even on a qualitative level. Lastly, Figure 5(c) presents the occupancy on a site outside of the interaction region with the laser pulse. Real-time pDMET shows excellent agreement with TD-DMRG in capturing the delayed dynamics that don’t appear until \( t \sim 7.5 \) associated with electron flow from the central impurity site and the region interacting with the laser.

We conclude by illustrating the flexibility of real-time pDMET towards more realistic systems beyond what can be easily treated by TD-DMRG. Specifically, we examine the dynamics in a 2D SIAM initialized by a sudden switch in the value of \( U \) from 0 to 3 on one of the central sites. TD-DMRG is poorly suited to treat multi-dimensional systems due to the structure of the matrix-
FIG. 5. The time-dependent occupancy on various sites for a SIAM exposed to a laser pulse and a sudden change in the Coulomb interaction. (a) Site $d = 30$, which corresponds to the impurity site containing the on-site Coulomb interaction. (b) Site $d = 21$ located within the region exposed to the laser. (c) Site $d = 15$ positioned away from both the laser region and the impurity site. Real-time pDMET results for $N_{sub} = 5$ (pink) are compared to TD-DMRG (black) and TDHF (green).

Figure 6(b) shows the electron density in the full system at four different points of time during the simulation.

FIG. 6. The time dependent occupancy on sites within 2D SIAM of total size $N = 64$, where electron dynamics are driven by Coulomb interaction change from $U = 0$ to $U' = 3$. (a) Site $d = (3, 4)$, which corresponds to the impurity site containing the on-site Coulomb interaction. TDHF (green) results are compared to the real-time pDMET results for three fragment sizes: $N_{sub} = 1 \times 1$ (yellow), $N_{sub} = 1 \times 2$ (orange), $N_{sub} = 1 \times 4$ (blue). (b) Two-dimensional electron density distribution across the full system at four different points of time.

around $t = 8$ in Figure 6(a).

IV. CONCLUSION

In this work, we present the development of a real-time extension of projected density matrix embedding theory (real-time pDMET). The analytic matching condition used to obtain self-consistency in static pDMET compared to the correlation potential utilized in conventional DMET removes previous theoretical limitations associated with real-time extensions of DMET. This allows for a multi-fragmented formulation of the dynamics, analogous to static pDMET and DMET.

The real-time pDMET method was benchmarked for non-equilibrium electron dynamics in both single-
impurity and multiple-impurity 1- and 2-dimensional Anderson models (SIAM and MIAM). Dynamics were initialized through a sudden change in the electron interaction term and through an external laser pulse. In all cases, real-time pDMET converged rapidly to numerically exact TD-DMRG results with increasing fragment size. Most notably real-time pDMET was able to accurately capture the dynamics across all regions of space in a disordered MIAM and exhibited rapid convergence of the dynamics in a 2D SIAM, for which TD-DMRG is poorly suited.

Overall, the multi-fragmented formulation of real-time pDMET provides an efficient and flexible framework to investigate time-dependent properties of strongly correlated systems. The embedding framework is not limited by the dimensionality of the system and allows for the future incorporation of other wavefunction Ansätze, such as coupled-cluster or matrix-product state wavefunctions, as has been done in the context of static calculations. Future development will involve an unrestricted formulation of the method, which will allow for higher accuracy and explicit treatment of spin dynamics.

V. SUPPLEMENTARY MATERIAL

The supplementary material contains a full derivation of the working dynamical equations for the real-time pDMET method along with a discussion of the numerical implementation and full computational details. Publicly available version of the real-time pDMET code used to generate the results in this manuscript has been made available.
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DETAILED DERIVATIONS OF THE EQUATIONS OF MOTION

Here we provide complete derivations for the real-time pDMET equations of motion defined in the main text. The notation used throughout the following derivations is consistent with the notation used in the methods section of main text. The site basis is indexed by \( p, q, r, s \); the embedding basis is indexed by \( a, b, c \) and \( d \); and the natural orbital basis is indexed by \( \mu \) and \( \nu \).

Two-electron integrals are defined using chemist notation,

\[
V_{pqrs} = \int \int \phi_p^*(r_1)\phi_q^*(r_2) \frac{1}{r_{12}} \phi_r(r_1)\phi_s(r_2)dr_1dr_2. \tag{28}
\]

The 1- and 2-particle reduced density matrices are defined as:

\[
\rho_{pq} = \langle \Psi | a_{q\sigma}^\dagger a_{p\sigma} | \Psi \rangle \tag{29}
\]

\[
\Gamma_{pqrs} = \sum_{\sigma\tau} \langle \Psi | a_{q\sigma}^\dagger a_{r\tau}^\dagger a_{s\tau} a_{q\sigma} | \Psi \rangle, \tag{30}
\]

respectively. Both the embedding and natural orbitals define a rotation between the site and the corresponding basis,

\[
|a\rangle = \sum_p R_{pa}|p\rangle, \quad R_{pa} = \langle p|a\rangle \tag{31}
\]

\[
|\mu\rangle = \sum_p U_{p\mu}|p\rangle, \quad U_{p\mu} = \langle p|\mu\rangle \tag{32}
\]

A. Derivation of \( X \) and \( G \) matrices

The operators \( \hat{X} \) and \( \hat{G} \) describe time evolution of the embedding and natural orbitals respectively. The following discussion focuses on the derivation of the matrix elements of \( X \), Eq. (20) in the main text; the derivation of the matrix elements of \( G \), Eq. (23) in the main text, follows completely analogous steps.

The derivation of \( X \) is based on two previously described conditions: the pDMET condition that defines the relationship between \( \rho^{mf} \) and \( R \) and the initial definition of \( X \) as a propagator of the embedding orbitals.

\[
\sum_{q \in \text{env}} \rho_{pq}^{mf} R_{qa} = \lambda_a^R R_{pa} \tag{33}
\]

\[
i \dot{R}_{pa} = \sum_q X_{pq} R_{qa} \tag{34}
\]

Each fragment, \( A \), has a corresponding set of embedding orbitals, which implies that there is a unique \( X_A \) for each fragment. However, the explicit reference to fragment \( A \) will be suppressed in the following derivation for convenience.

The derivation of the non-subsystem elements of \( X \) begins by taking the time-derivative of Eq. (33):

\[
\sum_{q \in \text{env}} \left( \dot{\rho}_{pq}^{mf} R_{qa} + \rho_{pq}^{mf} \dot{R}_{qa} \right) = \dot{\lambda}_a R_{pa} + \lambda_a \dot{R}_{pa} \tag{35}
\]

The right side of the equation can be rewritten by explicitly defining \( \lambda_a \) using Eq. (33):

\[
\lambda_a = \sum_{qr \in \text{env}} R_{qa}^* \rho_{qr}^{mf} R_{ra} \tag{36}
\]

\[
\dot{\lambda}_a = \sum_{qr \in \text{env}} \left[ R_{qa}^* \rho_{qr}^{mf} R_{ra} + R_{qa}^* \rho_{qr}^{mf} \dot{R}_{ra} + \dot{R}_{qa} \rho_{qr}^{mf} R_{ra} \right] \tag{37}
\]

Using the definition of the matrix \( X \) stated in Eq. (34), Eq. (37), and the pDMET condition Eq. (33) yields

\[
i \dot{\lambda}_a = \sum_{q \in \text{env}} \sum_s (-R_{sa}^* X_{sq} \lambda_a R_{qa}) + \sum_{r \in \text{env}} \sum_s (\lambda_a R_{ra}^* X_{rs} R_{sa}) + \sum_{qr \in \text{env}} (R_{qa}^* i \rho_{qr}^{mf} R_{ra}) \tag{38}
\]

This expression can be further simplified by realizing that the subsystem orbitals are time-independent; this condi-
tion implies that $X_{eq} = 0$ if either $s$ or $r$ is a subsystem orbital of the fragment. Therefore, both sums can be restricted to only the environment orbitals. This simplification allows for the rearrangement of indices such that the first two terms cancel, reducing the definition of $i\lambda_a$

in Eq. [38] to only the last term.

The matrix $X$ is similarly introduced into the left side of Eq. [35] by using Eqs. [33] and [37], such that Eq. [35] becomes

$$
\sum_{q'\in env} (R^x_{q'a} \tilde{\rho}^{mf}_{q'r} R_{ra}) R_{pa} + \lambda_a \sum_r X_{pr} R_{ra}
$$

The final expression of the matrix elements of the operator $G$ is:

$$
G_{\mu\nu} = \sum_{pq} \frac{U^*_{pq} i\tilde{\rho}^{lob}_{pq} U_{q\nu}}{\lambda_{\nu} - \lambda_{\mu}}
$$

which corresponds to Eq. (23) in the main text.

**B. Derivation of $\tilde{\rho}^{mf}$**

The time-dependence of $\rho^{mf}$ is directly obtained from the dynamics of the natural orbitals $U$. This is observed after taking the derivative of the pDMET condition [47] which ensures the consistency between the mean-field representation and global domain of the system.

$$
\rho_{pq}^{mf} = 2 \sum_{\mu} U_{pq} U_{q\mu}^* \tag{47}
$$

$$
i\tilde{\rho}_{pq}^{mf} = 2 \sum_{\mu} \left( iU_{pq} U_{q\mu}^* + U_{pq} U_{q\mu}^* \right) \tag{48}
$$

The time dependence of $U$ is defined in terms of the operator $\hat{G}$, Eq. [45]. Therefore, Eq. [48] can be rewritten as a commutator of $G$ and $\rho^{mf}$ in the site basis,

$$
i\tilde{\rho}_{pq}^{mf} = 2 \sum_{\mu} \sum_{r} \left( G_{pr} U_{r\mu}^* U_{q\mu} - U_{pq} U_{q\mu}^* G_{r\mu} \right) \tag{49}
$$

which corresponds to Eq. (22) in the main text.

**C. Derivation of $\tilde{\rho}^{emb}$**

The time-dependence of the correlated 1-RDM associated with each fragment, $\langle \rho_{ab}^{emb} \rangle^A$, is necessary for the derivation of $\tilde{\rho}^{lob}$ seen below. This 1-RDM is obtained from the fragment wavefunction as

$$
\langle \rho_{ab}^{emb} \rangle^A = \langle \Psi^A \rangle \sum_{\sigma} \langle a_\sigma^+ d_\sigma^A | \Psi^A \rangle \tag{50}
$$
The time derivative of this expression results in 4 terms, where the explicit dependence on the fragment $A$ is suppressed for convenience

$$i\dot{\rho}_{ab} = i\langle \Psi | \sum_{\sigma} a_{b\sigma}^\dagger a_{a\sigma} | \Psi \rangle + i\langle \Psi | \sum_{\sigma} a_{b\sigma}^\dagger a_{a\sigma} | \dot{\Psi} \rangle$$

$$+ \langle \dot{\Psi}| \sum_{\sigma} i a_{b\sigma}^\dagger a_{a\sigma} | \Psi \rangle + \langle \Psi | \sum_{\sigma} ia_{b\sigma}^\dagger a_{a\sigma} | \dot{\Psi} \rangle$$

(51)

The first two terms are redefined as a commutator using the time-dependent Schrödinger equation (TDSE); the second two terms can be written in terms of the time-dependent Schrödinger equation (TDSE); the second two terms can be written in terms of the time-dependence of the embedding orbitals by introducing the transformation of the creation and annihilation operators from the site to the embedding basis,

$$i\dot{\rho}_{ab} = \langle \Psi | \sum_{\sigma} a_{b\sigma}^\dagger a_{a\sigma}, H \rangle | \Psi \rangle + \sum_{c} \left( \rho_{ac} X_{cb} - X_{ac\rho_{cb}} \right)$$

$$= \sum_{c} \left( h_{ac\rho_{cb}} - \rho_{ac} h_{cb} \right) + \sum_{cde} \left( V_{aceb} \Gamma_{bcde} - V_{cbde} \Gamma_{caec} \right) + \sum_{c} \left( \rho_{ac} X_{cb} - X_{ac\rho_{cb}} \right)$$

(54)

The first line of Eq. (55) can be written in terms of a generalized Fock matrix in a completely analogous form to what is done both in TD-CASSCF[23] and static CASSCF theory[22], with the one caveat that the orbitals are complex-valued.

$$i\dot{\rho}_{ab} = F_{ba} - F_{ab}^\dagger + \sum_{c} \left( \rho_{ac} X_{cb} - X_{ac\rho_{cb}} \right)$$

$$\equiv i\dot{\rho}_{ab} + \sum_{c} \left( \rho_{ac} X_{cb} - X_{ac\rho_{cb}} \right)$$

(56)

(57)

This corresponds to Eq. (25) in the main text.

The expression for the generalized Fock matrix can be further simplified using the specific form of the 1- and 2-RDMs for the CAS-like wavefunction for each fragment. Specifically, $\rho_{cb} = 0$ and $\Gamma_{bcde} = 0$ if any index corresponds to a virtual embedding orbital. Furthermore, $\rho_{cb} = 2\delta_{cb}$ if either $c$ or $b$ corresponds to a core embedding orbital, $\Gamma_{bcde} = 4\delta_{bce}\delta_{de} - \delta_{bc}\delta_{cd}$ if all indices correspond to a core orbital, $\Gamma_{bcde} = 2\rho_{cde}\delta_{bc}$ if only $b$ and $c$ correspond to a core orbital, and $\Gamma_{bcde} = -\rho_{cde}\delta_{be}$ if only $b$ and $e$ correspond to a core orbital. Using these simplifications and the symmetries of the 1- and 2-RDMs, the generalized Fock matrix can be written as

$$F_{ba} = \sum_{c} h_{ac\rho_{cb}} + \sum_{cde} V_{aceb} \Gamma_{bcde}.$$  

(58)

By[22]

$$I F_{ab} = h_{ab} + \sum_{c\in core} \left( 2V_{abcc} - V_{acbc} \right)$$

(60)

$$A F_{ab} = \sum_{cd\in sub/bath} \rho_{cd} \left( V_{abdc} - \frac{1}{2} V_{acdb} \right)$$

(61)

where the summations in the second line of Eq. (59) are over the subsystem and bath orbitals. Finally, the inactive and active Fock matrices in Eq. (59) are given
D. Derivation of $\hat{\rho}^{glob}$

The explicit time dependence of $\rho^{glob}$ is necessary to define the operator $\hat{G}$ that governs the mean-field dynamics, Eq. (26). The global 1-RDM is defined through the democratic partitioning of the correlated 1-RDMs from the separate fragment calculations, such that

$$\rho^{glob}_{pq} = \frac{1}{2} \sum_{ab} \left[ R^{f(p)}_{pa}(\rho^{emb}_{ab}) f(p) R^{*f(p)}_{qb} + R^{f(q)}_{pa}(\rho^{emb}_{ab}) f(q) R^{*f(q)}_{qb} \right]$$

(62)

To simplify the notation in the following steps, $\rho^{emb}$ will simply be referred to as $\rho$ and the objects that belong

to a fragment $f(q)$ will be referred with a singular superscript $q$. Using this notation, the time dependence of $\rho^{glob}$ involves the following six terms,

$$i\dot{\rho}^{glob}_{pq} = \frac{1}{2} \sum_{ab} \left[ i\dot{R}^{p}_{pa} R^{*p}_{qb} + i\dot{R}^{q}_{pa} R^{*q}_{qb} \right]$$

(63)

Inserting the definition of $\dot{R}$, Eq. (34), and $\dot{\rho}^{emb}$, Eq. (57), yields

$$i\dot{\rho}^{glob}_{pq} = \frac{1}{2} \sum_{abc} \left[ R^{p}_{pa} X^{p}_{ca} \rho^{p}_{ab} R^{*p}_{qb} - R^{p}_{pa} \rho^{p}_{ab} X^{p}_{ca} R^{*p}_{qb} + R^{q}_{pa} X^{q}_{ca} \rho^{q}_{ab} R^{*q}_{qb} - R^{q}_{pa} \rho^{q}_{ab} X^{q}_{ca} R^{*q}_{qb} \right]$$

$$+ \frac{1}{2} \sum_{ab} \left[ R^{p}_{pa} i\dot{\rho}^{p}_{ab} R^{*p}_{qb} + R^{q}_{pa} i\dot{\rho}^{q}_{ab} R^{*q}_{qb} \right] + \frac{1}{2} \sum_{abc} \left[ R^{p}_{pa} \rho^{p}_{ac} X^{p}_{cb} R^{*p}_{qb} - R^{p}_{pa} \rho^{p}_{ac} X^{p}_{cb} R^{*p}_{qb} \right]$$

(64)

which corresponds to Eq. (27) in the main text.

All terms that contain a dependence on the matrix $X$ cancel out above, such that the time-dependence of the global density matrix only depends on the generalized Fock matrices,

$$i\dot{\rho}^{glob}_{pq} = \frac{1}{2} \sum_{ab} \left[ R^{p}_{pa} i\dot{\rho}^{p}_{ab} R^{*p}_{qb} + R^{q}_{pa} i\dot{\rho}^{q}_{ab} R^{*q}_{qb} \right]$$

$$= \frac{1}{2} \sum_{ab} \left[ R^{p}_{pa} i(F_{ba} - F^{*}_{ab}) R^{*p}_{qb} \right] + \frac{1}{2} \sum_{ab} \left[ R^{q}_{pa} i(F_{ba} - F^{*}_{ab}) R^{*q}_{qb} \right]$$

(65)

This corresponds to Eq. (26) in the main text.

COMPUTATIONAL DETAILS

E. System parameters

In this work we simulate a 1-dimensional (1D) single-impurity Anderson model (SIAM) with and without a laser pulse, a set of 1D multi-impurity Anderson models (MIAM), and a 2-dimensional SIAM. The Hamiltonian that encompasses both the SIAM and MIAM in 1D and 2D, but without the laser pulse is given by

$$H = -t \sum_{<ij>\sigma} (a_{i\sigma}^{\dagger} a_{j\sigma} + h.c.) + U \sum_{i \in \text{imp}} n_{i\uparrow} n_{i\downarrow}$$

(66)
\[ A(t) = A_0 e^{-\left(\frac{t-t_0}{\tau}\right)^2} \cos[\omega_0(t - t_0)], \quad (68) \]
which involves an oscillating field of amplitude \( A_0 \) and central frequency \( \omega_0 \) with a Gaussian envelope centered in time at \( t_0 \) of width \( \tau \). The parameters for the vector potential were chosen in agreement with previous work\(^\text{[23]}\) such that \( A_0 = 0.3, \omega = 4.0, t_0 = 5, \) and \( \tau = 0.5 \).
In addition to the laser pulse, we still include a sudden change from \( U = 0 \) to \( U' \neq U \) at \( t = 0 \), such that the dynamics are initialized from an exact solution. This corresponds to Figure 5 in the main text.
Lastly, we also simulate a 2D SIAM without a laser pulse consisting of 8 sites in both the \( x \) and \( y \) directions (total \( N=64 \) sites). The impurity is located at \((x = 3, y = 4)\). This corresponds to Figure 6 in the main text.

F. Numerical implementation of real-time pDMET

The initial state for every real-time pDMET calculation in the manuscript is obtained from the ground-state solution of a static pDMET calculation of the corresponding non-interacting system; the interaction term \( U = 0 \) for all sites. The static pDMET calculation is initialized using the 1-RDM obtained from a restricted Hartree-Fock calculation. Exact diagonalization is used as the solver for each fragment embedding problem. The static pDMET calculation converges in a single-step as the restricted Hartree-Fock calculation. Exact diagonalization is exact for the non-interacting system and therefore provides the exact set of bath states. The static pDMET calculation outputs a mean-field 1-RDM, \( \rho^{mf} \), (Eq. (3) in the main text), a set of embedding orbitals for each fragment, \( R^{\text{emb}} \), (Eq. (4) in the main text), a set of CI coefficients for each fragment, \( C \), (Eq. (5) in the main text), a global 1-RDM, \( \rho^{\text{global}} \), (Eq. (7) in the main text), and a set of natural orbitals, \( U \), (Eq. (9) in the main text). These are used as the inputs for the subsequent real-time pDMET calculation.

The real-time pDMET calculation involves the simultaneous propagation of the CAS-like wavefunction for each fragment and the mean-field 1-RDM. Practically this implies that we directly propagate the expansion coefficients, the embedding orbitals, and the mean-field 1-RDM as a function of time; the equations of motion for these three quantities are given by Eqs. (19), (18), and (22) in the main text, respectively. In addition, we also directly propagate the global 1-RDM and natural orbitals as a function of time; the equations of motion for these two quantities are given by Eqs. (26) and (21) in the main text, respectively. To solve for these 5 coupled equations, it is also necessary to solve, at each point in time, for the embedding Hamiltonian along with the operators \( \dot{X}, \dot{G} \), and the generalized Fock matrix, \( F \), given by Eqs. (20) and (23) in the main text and Eqs. (32)-(34) in the SI, respectively. This procedure can be summarized as follows:

All equations referenced in the following algorithm are contained within the SI unless specified otherwise.

1. Given \( C(t), R(t), \rho^{mf}(t), \rho^{\text{global}}(t), \) and \( U(t) \)
2. Use \( R(t) \) to generate the embedding Hamiltonian\(^\text{[23]}\)
3. Use \( C(t) \) and the embedding Hamiltonian to calculate \( F(t) \) using Eqs. (59)-(61)
4. Use \( F(t) \) and \( R(t) \) to calculate \( \dot{\rho}^{\text{global}}(t) \) using Eq. (65)
5. Use \( U(t) \) and \( \dot{\rho}^{\text{global}}(t) \) to obtain the eigenvalues of \( \rho^{\text{global}}(t) \) using Eq. (44)
6. Use \( U(t), \dot{\rho}^{\text{global}}(t) \), and the eigenvalues from step 5 to obtain \( G(t) \) using Eq. (46)
7. Use \( G(t) \) to obtain \( \dot{U}(t) \) using Eq. (45)
8. Use \( \rho^{mf}(t) \) and \( G(t) \) to obtain \( \dot{\rho}^{mf}(t) \) using Eq. (49)
9. Use \( R(t) \) and \( \dot{\rho}^{mf}(t) \) to obtain the eigenvalues of \( \rho^{mf}(t) \) using Eq. (43)
10. Use \( R(t), \dot{\rho}^{mf}(t) \), and the eigenvalues from step 9 to obtain \( X(t) \) using Eq. (43)
11. Use \( X(t) \) to obtain \( \dot{R}(t) \) using Eq. (34)
12. Use \( X(t) \) and the embedding Hamiltonian to obtain \( \dot{C}(t) \) using Eq. (19) from the main text

In principle, any possible numerical integrator could be used to solve for the equations of motion once the desired time-derivatives are calculated following the procedure above. In the context of this work, the 5 coupled equations of motions are numerically solved using the fourth order Runge-Kutta method. This implies that the above procedure is performed at each step within the Runge-Kutta routine.

While theoretically it is only necessary to propagate \( \rho^{mf} \) and \( C \), propagation of the embedding and natural orbitals is implemented to enhance the numerical stability of the method in a highly degenerate space. All calculations are initialized from the ground state where Coulomb interactions are absent (\( U=0 \)). The solution of the static pDMET is exact for this state which eliminates any potential discrepancy between methods due to the error in initial state calculation; this choice allows for a direct comparison of the accuracy of solely the dynamics. However, this initialization procedure means that many of the eigenvectors of \( \rho^{mf} \) and \( \rho^{\text{global}} \) are degenerate. While both embedding and natural orbitals can be generated directly by diagonalizing previously mentioned matrices, it becomes numerically challenging to obtain smoothly transitioning eigenvectors at each time step when eigenvectors are nearly degenerate. It was observed that direct propagation of \( \rho^{\text{global}} \) helps to ensure
that the condition stated in Eq. (9) in the main text is maintained throughout the calculation.

The time-dependence of nearly-degenerate embedding and natural orbitals introduces additional numerically challenges associated with the definition of corresponding operators $X$ and $G$ (Eq. (13), (16) in SI). Both matrices become undefined when orbitals are strictly degenerate. This gauge invariance is fixed by setting the corresponding elements of the $X$ or $G$ matrices to 0. However, direct treatment of near-degenerate eigenvectors results in numerically unstable terms and hence rapid divergence between previously maintained matching conditions. To address this, regularization parameters $\varepsilon_X$ and $\varepsilon_G$ are introduced for each matrix, such that $X_{ab}^A = 0$ and $G_{\mu\nu} = 0$ if $|\lambda_a - \lambda_b| < \varepsilon_X$ and $|\lambda_{\mu} - \lambda_{\nu}| < \varepsilon_G$, respectively. Both parameters define a near-degenerate region around strictly equivalent eigenvalues where the elements are still set to 0. Similar parameters have been utilized in the context of TD-CASSCF and MCTDH.\[23\,24\,25\] It was observed that only a small value of $\varepsilon_X$ was necessary to obtain numerically stable dynamics. By contrast, the numerical stability was more sensitive to the choice of $\varepsilon_G$ and a larger value was necessary. This, however, may be an artifact due to the high-degeneracy of the mean-field description of the system at $t = 0$ observed in the systems studied in this work; all calculations are initialized from non-interacting ground-states, such that the natural orbitals all start off to be either completely occupied or unoccupied.

G. Simulation parameters

The static pDMET calculations were initialized with a mean-field 1-RDM obtained from a Restricted Hartree Fock calculation. Real-time pDMET was performed using a time step of $dt=0.0001$ for the majority of calculations. However, the calculations with strong correlation effects ($U' = 3,4$) and a large fragment size ($N_{frag} = 5$) required an adaptive time step, where $dt$ was reduced to $dt=0.00001$ when any two eigenvalues of the natural orbitals are within $2 \times 10^{-5}$. The stabilizing parameter for $G$ matrix was set to $\varepsilon_G = 10^{-5}$ and the analogous parameter for $X$ matrix was $\varepsilon_X = 10^{-9}$.

TD-DMRG calculations were initialized and propagated in time using the ITensor package.\[20\] Initial static DMRG calculations for the SIAM of $N=60$ sites and the MIAM of $N=120$ sites were done using 6 sweeps and a truncation error of $10^{-10}$. The bond dimension was progressively increased during the 6 sweeps using the following progression: 10, 20, 100, 100, 200, 500. The TD-DMRG calculation was performed using direct time-evolution of the matrix product state using an exponentiated matrix product operator.

All calculations were treated with the “Fit” method within ITensor, where the exponential propagator is approximated to be equal $e^{-itH}$ up to terms on the order of $t^2$. The corresponding parameters are “Cutoff” = $10^{-7}$, “MaxDim” = 500, and $dt=0.001$. Convergence with respect to the cutoff, time step, and bond dimension was observed.

Time-dependent Hartree Fock calculations are initialized from a Restricted Hartree Fock calculation to form the initial 1-RDM. The 1-RDM is propagated using a time-dependent Fock operator using the fourth-order Runge-Kutta method. All calculations were performed with a time step of $dt=0.001$.
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