Dynamic Trends of Fine Particulate Matter Exposure Across 190 Countries: Analysis and Key Insights
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Abstract: Despite the fact that fine particulate matter (PM2.5) causes serious health issues, few studies have investigated the level and annual rate of PM2.5 change across a large number of countries. For a better understanding of the global trend of PM2.5, this study classified 190 countries into groups showing different trends of PM2.5 change during the 2000–2014 period by estimating the progress ratio (PR) from the experience curve (EC), with PM2.5 exposure (PME)—the population-weighted average annual concentration of PM2.5 to which a person is exposed—as the dependent variable and the cumulative energy consumption as the independent variable. The results showed a wide variation of PRs across countries: While the average PR for 190 countries was 96.5%, indicating only a moderate decreasing PME trend of 3.5% for each doubling of the cumulative energy consumption, a majority of 118 countries experienced a decreasing trend of PME with an average PR of 88.1%, and the remaining 72 countries displayed an increasing trend with an average PR of 110.4%. When two different types of EC, classical and kinked, were applied, the chances of possible improvement in the future PME could be suggested in the descending order as follows: (1) the 60 countries with an increasing classical slope; (2) the 12 countries with an increasing kinked slope; (3) the 75 countries with a decreasing classical slope; and (4) the 43 countries with a decreasing kinked slope. The reason is that both increasing classical and kinked slopes are more likely to be replaced by decreasing kinked slopes, while decreasing classical and kinked slopes are less likely to change in the future. Population size seems to play a role: A majority of 52%, or 38 out of the 72 countries with an increasing slope, had a population size of bigger than 10 million inhabitants. Many of these countries came from SSA, EAP, and LAC regions. By identifying different patterns of past trends based on the analysis of PME for individual countries, this study suggests a possible change of the future slope for different groups of countries.
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recommended guideline for long-term exposure to PM$_{2.5}$ [5]. Recognizing that it will take some time for many countries to comply with this guideline, the WHO has provided three interim targets of 15 μg/m$^3$, 25 μg/m$^3$, and 35 μg/m$^3$ for PM$_{2.5}$. Legally-enforced standards for the annual mean level of PM$_{2.5}$ vary across countries ranging from Australia’s 8 μg/m$^3$ [6], the United States’ 12 μg/m$^3$ [7], to the European Union’s 25 μg/m$^3$ [8].

Due to serious health implications, there have been numerous studies dealing with PM$_{2.5}$ emission and its impact on mortality and life expectancy in multiple countries [9–13]. Further, because of the very high PM$_{2.5}$ concentration in China, an equally large number of studies focusing on spatio-temporal variations and socioeconomic drivers of PM$_{2.5}$ emissions in China have appeared in recent years [14–17]. However, there are only a few studies dealing with the analysis of changing historical trends of PM$_{2.5}$ for multiple countries.

According to a recent convergence study for 212 countries, the average PM$_{2.5}$ exposure (PME), measuring the average annual concentration of PM$_{2.5}$ to which a person is exposed on a typical day, demonstrated a wide variation over time [18]. While the compounded annual growth rate (CAGR) for PME for a total of 212 countries was estimated to be −0.21% during the 2000–2014 period, the average PME was 7.60 μg/m$^3$ in 2000, peaked at 8.60 μg/m$^3$ in 2007, and then decreased to 7.38 μg/m$^3$ in 2014. Regional differences were significant as well. For example, the average PME of eight countries in the South Asia region was 12.91 μg/m$^3$ in 2000 and increased to 19.55 μg/m$^3$ in 2014, recording a CAGR of 3.01%. In contrast, the average PME of 59 countries in the Europe and Central Asia and North America region was 11.31 μg/m$^3$ in 2000 and declined to 8.82 μg/m$^3$ in 2014, registering a CAGR of −1.76%.

Another recent paper [19] shows that countries individually also displayed widely varying annual rates of change in their PME during the 2000–2014 period. For example, as illustrated in Table 1, ten countries with the highest PME in 2014 displayed widely varying CAGRs, ranging from 4.48% in Bangladesh to −2.50% in Hungary during the 2000–2014 period. In contrast, all ten countries with the lowest PME experienced negative CAGRs, ranging from −10.19% in the Marshall Islands to −1.58% in Kiribati. These examples show that the rate of change in PME over time varies greatly across individual countries: Some countries exhibited continuously increasing/decreasing rates, while other countries experienced variable increasing/decreasing rates.

Table 1. Annual growth or reduction rates of the top ten and bottom ten countries in particulate matter exposure (PME).

| Top Ten (PME in 2014) | CAGR (2000–2014) | Bottom Ten (PME in 2014) | CAGR (2000–2014) |
|----------------------|------------------|--------------------------|------------------|
| China (45.13)        | 2.75%            | French Polynesia (1.20)  | −4.24%           |
| India (28.34)        | 3.62%            | Samoa (1.19)             | −6.06%           |
| Pakistan (27.90)     | 1.83%            | Palau (1.13)             | −5.48%           |
| Nepal (27.27)        | 2.57%            | Faeroe Islands (0.88)    | −2.85%           |
| Bangladesh (24.81)   | 4.48%            | Marshall Islands (0.77)  | −10.19%          |
| South Korea (21.48)  | −0.22%           | Seychelles (0.70)        | −6.77%           |
| North Korea (19.76)  | 1.39%            | Maldives (0.70)          | −3.92%           |
| Macao (17.40)        | −2.19%           | Fiji (0.68)              | −3.92%           |
| Hungary (17.34)      | −2.50%           | Kiribati (0.62)          | −1.58%           |
| Poland (17.10)       | −1.98%           | Micronesia (0.25)        | −4.83%           |

Source: Chang, Pak, Lee, Shin (2018).

The main objective of this research is to estimate the historical trend of PME with the slope from an experience curve (EC) for each of 190 countries during the 2000–2014 period and classify them into groups showing different trends of PME change over time. Unlike the two convergence analysis studies mentioned above [18,19] that only documented the changes of PME over time and comparing them across multiple groups of countries, this study employs EC which allows us to show the historical trend of PME in connection with the cumulative energy consumption.
Among such key socioeconomic factors influencing the level of PME as population, income, urbanization, industrialization, and energy consumption [20–23], the cumulative primary energy consumption was selected as an independent variable to drive EC. According to the 2018 Special Report on Energy and Air Pollution by the International Energy Agency [24], some 85% of global emissions of particulate matter generated by human activity is derived from energy production and use, mainly the combustion of fossil fuels and biomass in the building, industry, and transport sectors. The impact of industrial and non-industrial combustion and vehicle traffic on the level of particulate matter is documented at the city level as well [25]. Fossil fuels continue to dominate the global energy mix in that the overall share of oil, coal, and natural gas accounted for the same 81% of the total energy used during the last 25 years. In another recent study of 141 countries on PM$_{2.5}$ concentrations determined that the most important impact factor in relation to PM$_{2.5}$ concentrations was energy consumption structure for the lower-middle and low-income groups of countries [26]. Much of the scholarship agrees that fossil fuel affected PM$_{2.5}$ concentrations [27–33].

In addition, many other studies have indicated a close relationship between fossil fuels consumption to other influencing socioeconomic factors, such as urbanization, economic development, and industrialization for high PM$_{2.5}$ [30,34–41]. On the other hand, energy consumption efficiency, energy intensity, and per capita energy consumption differ among countries [42]. Therefore, the impact of energy consumption on the level of PM$_{2.5}$ should vary across countries. In summary, the use of energy consumption as the key influencing factor will enable this research to focus on the impact of human activity on PME. Thus, the analysis of natural influencing factors of climate and ecosystem elements such as wind, temperature precipitation, topography, land use, and others is beyond the scope of this research.

The slope of EC, known as the progress ratio (PR) expressed in percentage, is informative. For example: A declining slope of 80% PR means that each doubling of the independent variable, the cumulative energy consumption in this study, has generated a 20% reduction of PME, whereas an increasing slope of 120% PR means that each doubling of the cumulative energy consumption has produced a 20% increase of PME. In addition, two types of EC—classical and kinked—provide us with an opportunity to identify varying rates of change that can take place during the period of analysis. While this type of analysis alone is not capable of forecasting the actual level of future PME, it does allow us to predict the direction of PME change in the future as the cumulative energy consumption increases. To the best of our knowledge, using the traditional EC to estimate the changing rate of PME for as many as 190 countries has not been reported in the literature, thus rendering this research as a new contribution to the air pollution literature.

The rest of this paper is structured into the following four sections. Section 2 presents a brief review of EC applications in energy and air pollution, including carbon dioxide (CO$_2$) and PM emissions. Section 3 explains the data and methods used. Analysis of results follows in Section 4. Finally, the conclusions, implications, and limitations of findings are discussed in Section 5.

2. Experience Curve Applications in Energy and Air Pollution

Even though the first industrial application of EC occurred early in the 1930s [43], an active application of EC for CO$_2$ emissions and energy technologies did not begin until the 1990s. The first application of ECs to analyze carbon intensity (CI) of economic output was made in the late 1990s by Nakicenovic [44]. Using data available for the US during the 1850–1900 period, the declining trend of CIs was analyzed as a function of cumulative CO$_2$ emissions by EC. The resulting negative experience slope yielded a PR of 76%, indicating that each doubling of cumulative CO$_2$ emissions generated a 24% reduction in CI. This finding showed that a significant decarbonization of the US economy has happened during this period. A similar study using EC showed a PR of 79% for the world economy as a whole [45]. More recently, EC has been used to project CO$_2$ emissions until 2040 for seven major emitting countries and three regions of the world [46]. Further, EC has been used to estimate the dynamic trends of CIs for 127 countries [47]. As for the application of EC in energy technologies, a review article by Weiss et al. [48] presented the PR for 75 energy demand technologies with an
average PR of 82%. In addition, other studies on 132 energy supply technologies [49,50] yielded an average PR of 84%.

Performance metrics such as CI and PME often follow a decreasing trend, displaying an improvement pattern as a function of cumulative experience. According to recent learning and EC theories [51–53], the observed improvements are the cumulative results of a multitude of learning processes. In addition to learning by workers from scaling and researching, learning by interactions and knowledge spill-over effects [54], learning by usage and consumption [55], and learning by learning [56] are also important learning processes. In short, the use of cumulative experience as an independent variable provides a rich conceptual explanation for the improvement of outcomes of performance metrics compared to the use of simply time as an independent variable in trend analysis. Furthermore, the rate of change in the performance outcomes in EC is related to the rate of change in cumulative experience. Since the rate of change in cumulative experience over a time period can vary for multiple reasons, the rate of change in performance outcomes can also vary over a time period, thus providing a more flexible mechanism of estimating fluctuating PR.

Even when the trend of a performance metric is increasing, ECs are capable of analyzing such cases. For example, Grubler [57] used ECs to estimate the positive experience slope for increasing reactor construction costs per kilowatt for nuclear power as a function of cumulative installed capacity in both France and the US. A positive experience slope translates into the value of a PR which exceeds 100%. Similarly, positive experience slopes have been reported for natural gas-fired power plants [58] as well as on-shore wind power [59].

Experience slopes are typically not the same throughout the life cycle of a technology [60]. Sometimes such changes in the slope are caused by technological breakthroughs [61]. In other cases, experience slopes become steeper in the later development stages of several renewable energy technologies [62]. Under these circumstances, traditional ECs can be modified to accommodate multiple experience slopes over a life cycle. Such modified ECs, known as kinked ECs, with a kink (piecewise linear) in the slope have been used in several studies [48,63–65]. Further explanation and application of the kinked model can be found in a review article by Chang and Lee [66].

Another extension of EC in recent years is the application of Multifactor Environmental Learning Curve (MELC) to estimate the carbon abatement potential of provinces and economic sectors [67–69]. Using independent variables such as per capita gross domestic product, energy intensity, and the proportion of tertiary industry in gross domestic product, and CI as a dependent variable, MELC is used to estimate the CI abatement potential for provinces and economic sectors in China. Since the MELC model is based on the Cobb-Douglas multiplicative exponential model, these independent variables used in the MELC model do not directly reflect the learning curve effects of EC [70]. In a combined MELC model with the traditional multi-factor learning curve model [52,71,72], Wang et al. [73] have estimated the negative coefficient of learning by doing at −0.578, or the PR of 67% for China. In addition, the coefficient from learning by doing ranged from −0.308, or the PR of 81%, from a single-factor learning curve to −0.55%, or the PR of 68%, from a four-factor learning curve. In other words, the effect of learning was an important factor in the reduction of CO2 intensity in China.

Even though there have been few articles using the traditional EC to estimate historical trends of CO2 pollution, studies using EC to estimate PME trends have not appeared in the literature yet. However, there are several articles examining the synergistic effect of CO2 emissions on PM2.5 emissions. For example, Shrestha and Pradhan concluded that under the 30% carbon emissions reduction target, sulphur dioxide will be reduced by 43% due to the synergistic effect [74]. Wagner and Amann estimated that the CO2 emissions reduction target can be achieved with an additional 5% reduction in sulphur dioxide, nitrogen oxide, and PM emissions [75]. More recently, using the PM2.5 emissions per unit of CO2 emissions as the quantitative measurement of synergistic PM2.5 emissions reduction, Dong et al. [76] concluded that the synergistic effect of carbon emissions and energy intensity effect is the main factors resulting in the reduction of PM2.5 emissions in China. Wang et al. [23] regressed annual PM2.5 concentration in a country as the dependent variable on three independent variables—the urbanization ratio, CO2 emissions from the manufacturing industry, and CO2 emissions from the transport sector—for 135 countries. The result showed a close association
between CO\textsubscript{2} emissions from the manufacturing industry and PM\textsubscript{2.5} concentration. More specifically, a 1\% rise in CO\textsubscript{2} emissions from the manufacturing industry increased PM\textsubscript{2.5} concentration by 0.065\% and 0.018\% in the developed and developing countries, respectively. For the transport sector, a 1\% rise in CO\textsubscript{2} emissions increased PM\textsubscript{2.5} concentration by 0.213\% for the developing countries.

In summary, close associations shown between CO\textsubscript{2} emissions and PM\textsubscript{2.5} emissions from these studies suggest that the use of EC to estimate the dynamic slope of PME is a reasonable method to use. Furthermore, ECs can deal with both increasing and decreasing trends of performance outcomes, such as CI and PME. They are also capable of estimating multiple rates of change over a life cycle period. Compared to the use of time as an independent variable, EC is a more flexible alternative method of estimating the rate of change of performance outcomes.

3. Method and Data

3.1. Method

This research uses EC to estimate PR for PME for each country in the sample of 190 countries. Classical EC is used when a shift in slope in the past has not occurred. Another type of EC—known as kinked EC—can detect whether a statistically-significant shift in a slope may have occurred during the sample period. For example, in a recent study on the dynamic slopes of carbon intensities \cite{47}, a majority of 73 out of 127 countries displayed kinked slopes during the 1980–2012 period. In these two EC models, the dependent variable is PME measured in $\mu$g/m\textsuperscript{3} per person for a given country that can be viewed as the unit penalty or unit cost derived from PM\textsubscript{2.5} concentration experienced per person. Cumulative effects from various types of learning to control PME over time will then result in a declining trend of unit cost.

Cumulative primary energy consumption is selected as an independent variable because, as explained earlier in the introduction, energy consumption has been suggested as one of the most important influencing factors responsible for the level of PM\textsubscript{2.5} emissions in the literature \cite{29–33,77–79}. While other factors such as urbanization, population, economic development, and industrialization are known to have an impact on the level of PM\textsubscript{2.5} emissions \cite{80–83}, it has been shown that energy consumption is closely related to them. A recent study \cite{67} shows that the rapid urbanization in China has not only promoted economic development but also increased energy consumption and the problem of air pollution. Li et al. \cite{30} also show that PM\textsubscript{2.5} concentration and three influencing factors—economic development, industrialization, and urbanization—are cointegrated with bidirectional long-term causality. These findings suggest that energy consumption, when used as the independent variable in EC, would represent many aspects of influencing roles exercised by other key factors such as industrialization, urbanization, and economic development.

The classical EC equation of PME for individual country is:

$$y(x_t) = ax^b$$  \hspace{1cm} (1)

where $t = 2000, 2001, ..., 2014$, $y(x_t)$ represents PME in year $t$, $x_t$ represents the cumulative volume of energy consumption from year 2000 to year $t$, and $a, b =$ parameters for Equation (1).

The kinked experience equations of PME for individual countries are defined if a break point occurs at the year $k$ as:

$$y(x_t) = a_1x^{b_1}$$  \hspace{1cm} (2)

where $a_1$ and $b_1$ are parameters for Equation (2), $t = 2000, 2001, ..., k - 1$, and

$$y(x_t) = a_2x^{b_2}$$  \hspace{1cm} (3)

where $a_2$ and $b_2$ are parameters for Equation (3), $t = k, k + 1, ..., 2014$.

The PR for cumulative doubling of energy consumption is derived through the equation $PR = 2^b$. The learning rate (LR) is defined as $LR = 1 - PR$. In logarithmic form, the classical experience equation is expressed as:
\[ \ln y(x) = \ln a + b \ln x \]  
(4)

The kinked experience equation for the first period can be expressed as:

\[ \ln y(x) = \ln a_1 + b_1 \ln x_1 \]  
(5)

The kinked experience equation for the second period can be expressed as:

\[ \ln y(x) = \ln a_2 + b_2 \ln x_2 \]  
(6)

The two kinked experience equations, Equations (5) and (6), are combined by using a dummy variable which has a value of 1 if the year falls in the second period, and zero otherwise:

\[ \ln y(x) = \ln a_1 + (\ln a_2 - \ln a_1) \times p_1 + b_1 \ln x_1 + (b_2 - b_1) \ln x_1 \times p \]  
(7)

where \( p = 0 \) if \( t = 2000, 2001, \ldots, k - 1, p = 1 \) if \( t = k, k + 1, \ldots, 2014 \).

The breakpoint, \( k \), is the year when a kink in the pattern of PME occurs. Assuming all years are possibilities for the kinked year, the coefficient of determination \( R^2 \) of the kinked experience using Equation (7) for each candidate year is computed. The year with the largest \( R^2 \) as the kinked year is taken. Thus, the kinked year is likely to vary by country.

Then, it is tested whether the difference between \( b_1 \) and \( b_2 \) is statistically significant. If the difference is not statistically significant, the classical EC should be used, or else the kinked EC should be used. The PR from the cumulative doubling of energy consumption is derived from the equation, \( PR = 2^k \). In other words, PR represents the rate of change of PME as a function of the doubled cumulative energy consumption.

### 3.2. Data

As for the data used for this research, yearly PME was downloaded from the Environmental Performance Index (EPI) website for 233 countries during the period of 2000–2014 [84]. According to the EPI, PM\(_{2.5}\) levels for individual countries were estimated by using satellite-derived measurements, observations from ground-based monitors, and statistical methods [85]. Combining three different types of information had the advantage of generating a comprehensive, albeit not perfect, map of PM\(_{2.5}\) on a global scale that included the areas where ground-based monitors were scarce. Then, the gridded population of the world from the Center for International Earth Science Informative Network [86] was resampled at the same 10 x 10 km spatial resolution as the Annual Global Surface PM\(_{2.5}\) Concentration, and the fraction of the country population in each grid cell was calculated. The fraction of the country population was multiplied by the PM\(_{2.5}\) concentrations in each grid cell. The result was summed over the entire country to create a population-weighted ambient concentration of PM\(_{2.5}\). Eliminating 21 countries due to missing data resulted in a sample size of 212 countries.

Figure 1 compares the annual average PME level of the countries in 2000 and 2014. In 2000, high-PME countries were concentrated in East Asia, South Asia, and Central and Eastern Europe. The top five countries with the highest level of PME were China, Pakistan, Nepal, South Korea, and India. The 2014 map depicted a similar but slightly different picture. While high-PME countries were still clustered in the three regions, most of the countries in Central and Eastern Europe had lower PMEs than in 2000, whereas the situation in East Asia and South Asia became worse than in 2000. The top five countries with the highest level of PME in 2014 were China, India, Pakistan, Nepal, and Bangladesh.

Yearly primary energy consumption data from 1980 to 2016 for 230 countries measured in quadrillion British thermal unit (BTU) was downloaded from the website of the Energy Information Administration of the US government [87]. Eliminating ten countries for missing data produced a total of 220 countries, which were matched against 212 countries collected from the Environmental Performance Index website. Finally, 190 countries had matching data between PM\(_{2.5}\) and primary energy consumption during the 2000–2014 period. Thus, the final data set contained 190 countries.
4. Results and Discussion

The results of PRs estimated for the 190 countries from both classical and kinked ECs are ranked from the lowest to the highest PR in Appendix 1. Nicaragua is ranked first with the lowest PR of 48.1%, while Ecuador is ranked last with the highest PR of 155.3%. The distribution of PRs for all the 190 countries is displayed in a histogram in Figure 2. The average PR is 96.5% with a standard deviation (SD) of 15.3 and a CV of 15.8. Among the 190 countries, 115 countries (60.5%) exhibited a moderate slope of PR between 90.1% and 110.0%.

Some examples of countries with lower PRs include the 9th-ranked US with a 68.3% slope, the 17th-ranked Japan with a 73.6% slope, and the 19th-ranked United Kingdom with a 76.5% slope. In contrast, the 154th-ranked India with a 106.6% slope and the 180th-ranked Bangladesh with a 119.8% slope are examples of countries with much higher PRs. Accordingly, for each doubling of cumulative energy consumption, the US has generated 31.7% less PME, whereas Bangladesh has generated 19.8% more average PME during the 2000–2014 period.

When the total group of 190 countries was divided into two groups of increasing and decreasing experience slopes, the decreasing group contained 118 countries, ranging from first-ranked Nicaragua with a slope of 48.1% to the 118th-ranked Central African Republic with a slope of 99.7%.

The average PR of the decreasing group was 88.1% with an SD of 10.7 and a CV of 12.1. The increasing group contained 72 countries ranging from the 119th-ranked Aruba with a slope of 100.2%
to the 190th-ranked Ecuador with a slope of 155.3%. The average PR for the increasing group was 110.4% with an SD of 10.9 and a CV of 9.8.

Comparing the average PR of the two groups grants an opportunity to propose which of the two groups is more likely to experience further reduction in its experience slope in the future, even though predicting precise levels of PME for individual countries is not attempted here because it requires forecasting future energy consumption of the individual countries. The 118 countries in the group with a decreasing slope in the past would be less likely to experience further reduction in their future slopes simply because they have already made good progress in the past, as evidenced by their average PR of 88.1%. That leaves the group of 72 countries with an increasing slope in the past. Since their average PR is 110.4%, which lagged behind the total average PR of 99.7%, this group is more likely to experience a reduction in the future.

4.1. Classical vs. Kinked

The slope of PR can either remain the same or significantly change. To explore this possibility, both increasing and decreasing groups were tested for whether a shift in the slope has occurred during the 2000–2014 period. This produced four subgroups: Decreasing classical, decreasing kinked, increasing classical, and increasing kinked. To better understand the differences between these four subgroups of countries, EC diagrams are presented in Figures 3. Figure 3a shows the EC for the 50th-ranked Spain representing a decreasing classical slope, while Figure 3b shows the EC for Kuwait representing an increasing classical slope. The value of decreasing classical slope for Spain is $-0.15$ with $R^2$ of 0.81, while the value of increasing classical slope for the 185th ranked Kuwait is 0.33 with $R^2$ of 0.85. The former represents the PR of 90.2%, while the latter represents the PR of 125.3%.

While a classical EC displays one single slope for the entire period, a kinked EC displays two slopes during the same period. Figure 3c shows the EC for the 9th-ranked US, representing a decreasing kinked slope, while Figure 3d shows the EC for the 180th ranked Bangladesh with an increasing kinked slope. The US displays two slopes—the first slope covering the period of 2000–2005, and the second slope covering the period of 2006–2014. The first kinked slope has a moderate
value of −0.01, and the second kinked slope has a steeper value of −0.55. The PR for the second slope is 68.3% with R² of 0.99, while the first slope is 99.6% with R² of 0.41. For Bangladesh, the PR from the second kinked slope is 119.8% with an R² of 0.99, while the PR from the first slope is 107.5% with an R² of 0.96. In general, the second kinked slope is steeper than the first kinked slope. A kinked year, which begins the second kinked period, also varies by countries. Only the second kinked slope is used to estimate the PR for a given country.

In Figure 4, presenting the distribution of countries in four subgroups, those countries with classical slopes are clustered in the middle with relatively little variation, whereas those with kinked slopes tend to have extreme values on both sides. Among the 118 countries in the decreasing slope group, the 75 countries with classical slopes have the average PR of 93.7% with a very narrow SD of 4.0 and a CV of 4.2, and the 43 countries with kinked slopes have the lowest PR of 78.2% with an SD of 11.5 and a CV of 14.7. Among the 72 countries in the increasing slope group, the 60 countries with classical slopes have the average PR of 107.2% with a narrow SD of 6.1 and a CV of 5.7 and the twelve countries with kinked slopes have the highest PR of 126.4% with an SD of 14.7 and a CV of 11.6. In short, the highest average PR belongs to the twelve countries with increasing kinked slopes, followed by the 60 countries with increasing classical slopes, by the 75 countries with decreasing classical slopes, and finally by the 43 countries with decreasing kinked slopes.

Based on these results, the future prospect of the PME trend of the four subgroups can be proposed. Among them, the subgroup of 60 countries with an average increasing classical slope of 107.2% may have the best chances of experiencing improvement in their PM2.5 trend in the future. In particular, countries with very high PRs such as Kuwait (PR = 125.3%) and Malaysia (PR = 124.3%) are noteworthy. They are selected because their chances of experiencing a kinked slope with lower PR are more likely given that their PRs are higher than the subgroup’s average of 107.2% and they have not experienced a second slope during the period under analysis.

Next, the subgroup of 12 countries with an increasing kinked slope averaging 126.4% may have the second-best chances for improvement in the future. This group includes countries such as Ecuador (PR = 155.3%), Guatemala (PR = 145.8%), Singapore (PR = 141.5%), Burundi (PR = 136.2%), and Thailand (PR = 127.0%). Even though they have experienced a second experience slope, their chances of encountering a third kinked slope appear good because of very high PRs from their second kinked slopes, which exceed the overall average slope of 190 countries at 96.5% by a wide margin.

The subgroup of 75 countries with a decreasing classical slope may have less chances of improvement than the previous two subgroups in the future because this group has already shown a moderate level of reduction. Finally, the subgroup of 43 countries with a decreasing kinked slope.
averaging 78.2% may have substantially less chances of experiencing a third kinked slope in the future. The reason is twofold. First, the average kinked slope for this group is the lowest among the four subgroups. This indicates that their past record of improvement stands out to be the best among the four subgroups. Second, they have already experienced two kinked slopes during the period. For these two reasons, they are less likely to experience a steeper third kinked slope in the future.

4.2. Regional Analysis

It is worthwhile to look into the potential differences between the average PR across regions. The World Bank categorizes seven regions of the world from East Asia and Pacific (EAP), Europe and Central Asia (ECA), Latin America and Caribbean (LAC), Middle East and North Africa (MENA), North America (NA), South Asia (SA), and Sub-Saharan Africa (SSA) [88]. Due to the fact that NA contains only 3 countries, NA is combined with ECA to form ECANA. Therefore, six regional subgroups are used in this study: EAP with 28 countries, ECANA with 52 countries, LAC with 36 countries, MENA with 20 countries, SA with eight countries, and finally SSA with 46 countries.

The average PR and the proportion of increasing and decreasing countries vary across six regions (Figure 5). With the exception of ECANA, five of the six regions have a regional average PR higher than the global average of 96.5%. The regional average PR of SA is the highest at 108.5% and that of ECANA is the lowest at 88.7%. The proportion of increasing PR countries also exhibits a wide variation: SA is the highest at 75%, and ECANA is the lowest at 8%. In general, the higher the percentage of increasing PR countries in the region, the higher the region’s average PR. One exception is observed in the case of EAP: Even though SSA’s proportion of increasing PR countries is higher than EAP’s, the regional average PR of the former is lower than that of the latter.

![Figure 5. Regional average PRs and their composition.](image-url)

4.2. Robustness Test on the Impact of Population

For the investigation of common characteristics among regions that display either an increasing or a decreasing slope, the possible impact of population dynamics among socioeconomic factors has been selected. Figure 6 displays annual measures of population, energy consumption, and the regional average PME during the 2000–2014 period in six regions. While population and energy consumption exhibit, in general, a clear increasing trend, the pace of change shows variation across regions. In some regions, energy consumption increased much faster than population. In SA, for example, population increased 24% from 1.39 billion in 2000 to 1.73 billion in 2014, and energy
consumption increased at an even faster pace of 113% from 15 quadrillion BTU in 2000 to 32 quadrillion BTU in 2014. EAP shows a similar pattern: Population increased 11% from 2.06 billion in 2000 to 2.28 billion in 2014 and energy consumption increased 109% from 99 quadrillion BTU in 2000 to 207 quadrillion BTU in 2014. In contrast, the increase in energy consumption during the 2000–2014 period was at a moderate pace of 8% in LAC and ECANA when population increased by 20% in LAC and 7% in ECANA.

Figure 6. Change of population, energy consumption, and PME.

The trend of PME displays a pattern different from that of population and energy consumption. While the regional average PME was on the rise to a peak around 2007 to 2010, it generally tends to decrease afterward, even though the amount of decrease varied across regions. First, there is a stark difference in terms of the pace of increase to the peak between the regions with an increasing trend (SA, MENA, and EAP) and those with a decreasing trend (ECANA, LAC, and SSA). In the former case, the regional average PME increased fast since 2000: SA with a 53% increase to 2010, MENA with a 31% increase to 2012, and EAP with a 37% increase to 2007. The latter group had a moderate increase: SSA with a 16% increase to 2006, LAC with a 17% increase to 2007, and ECANA with a 4% increase to 2006. Second, the pace of decrease after the regional peak shows variation as well. While SA had a slight decrease from 2010 to 2014, EAP and SSA showed a substantial decrease of 10% from
2007 to 2014 and 8% from 2006 to 2014, respectively. The case of ECANA is noteworthy: After a stationary level of the regional average of PME from 2000 to 2007, the region exhibited a significant drop of 23% from its peak of 11.7 μg/m³ in 2007 to 9.0 μg/m³ in 2014. In short, the longitudinal impact of population on energy consumption and PME could not be clearly identified.

Additional tests were conducted on the relationship between PR we have estimated and three measures of population dynamics: Population size, percentage change of population size during the 2000–2014 period, and population density. We downloaded population size as well as 2014 population density measures from the U.S. Census Bureau [89]. There were four countries with missing population data so that the total number of countries was reduced from 190 to 186 countries for this robustness test.

4.2.1. Population Size

As shown in Figure 7, the proportion of countries with an increasing slope expands from 0%, or 0 out of eleven countries at 2014 population size of less than 100,000, to 30%, or eight out of 27 countries in the group of countries between 100,000 to one million populations. The proportion expands further to 38%, or 24 out of 64 countries, in the next group of countries between one million to ten million populations. Finally, the proportion increases even further to the high of 47.6% or 40 out of 84 countries in the group of countries with more than ten million populations. In short, the countries with smaller population sizes of less than one million inhabitants are much more likely to display a decreasing slope of PME, whereas the countries with more than 10 million inhabitants face about an even chance of displaying an increasing or a decreasing slope of PME. Furthermore, countries with more than ten million populations account for a majority of 44 countries, or 61% of the 72 countries with an increasing slope. Some of these large population size countries with an increasing slope are led by India, Indonesia, Bangladesh, and Pakistan as shown in Figure 7.

![Figure 7. The relationship between PR and population size (2014) for 186 countries. The numbers at the top and bottom of the figure indicate the number of countries and the percentage in parentheses with increasing and decreasing PRs, respectively, in each population category. In the category of less than 100,000 population, for example, there are eleven countries, all of which had a decreasing PR.](image-url)
4.2.2. Change of Population Size

When the population size declines during the period of 2000 to 2014, the proportion of the countries with an increasing slope remains low at 13%, or 3 out of 20 countries, as shown in Figure 8. On the other hands, when a rapid expansion of population size takes place with more than 40%, during the period, the proportion of the countries with an increasing slope increases rapidly to 67%, or 6 out of 9 countries. The two other groups of countries with increasing population size between 0% to 20% and 20% to 40% also display higher proportions of countries with an increasing slope at 31% or 28 out of 90 countries and 55% or 35 out of 64 countries, respectively. In summary, a majority of 41, or 57% of the 72 countries with increasing slope, realized more than a 20% increase in their population size during the period of 2000 to 2014. Some of these countries with a rapid population growth with an increasing slope are smaller population countries such as Qatar, UAE, Bahrain, Jordan, and Bermuda.

Figure 8. The relationship between PR and percentage change of population size (2000–2014) for 186 countries. The numbers at the top and the bottom of the figure indicate the number of countries and the percentage in parentheses with an increasing and a decreasing PR, respectively, in the shaded area. For instance, the far left-hand side area with negative population growth included 23 countries, three (or 13%) of which had an increasing PR.

4.2.3. Population Density

Figure 9 shows that the proportion of countries with increasing slope again expands from 31% or five out of 16 countries in the group with the lowest population density of fewer than ten persons per km² to 43% or six out of 14 countries under the highest population density of more than 500 persons per km². However, for a majority of the remaining 156 countries between the population density of ten persons to 500 persons per km², the proportion of countries with an increasing slope remains between 37% to 40%. In other words, the proportion of countries with an increasing slope appears to not be affected significantly by varying population density for a majority of the countries.

In summary, a majority of 44 out of 72 countries (61%) with an increasing slope come from the population size which exceeds ten million inhabitants. Similarly, a majority of 41 out of 72 countries, or 57% of those with an increasing slope, experienced more than a 20% increase in their population sizes during the period of 2000 to 2014. In other words, large population size countries, as well as
those countries experiencing a rapid population expansion, are more likely to display an increasing slope. In conclusion, the result of the robustness test indicates that the size of population, as well as the rate of population, change appear to exercise some influence on the slope of PME. On the other hand, population density appears to show almost no influence on the slope of PME.

![Image: Figure 9. The relationship between PR and population density (2014) for 186 countries. The numbers at the top and bottom of the figure indicate the number of countries and the percentage in parentheses with an increasing and a decreasing PR, respectively, in each population category. For example, in the category of fewer than ten persons per km², there are 16 countries, five (or 31%) of which had an increasing PR and eleven (or 69%) a decreasing PR.]

4.3. Key Findings

The key findings from this research may be summarized as follows. First, the average PR for the total 190 countries is 96.5%, which is close to 100%, where no reduction of PME as a function of doubling the cumulative energy consumption has been achieved. Therefore, the task of reducing PME will be a challenge for the world. However, as PRs for individual countries show a wide variation ranging from 48.1% to 155.3%, the degree of challenge is suggested to vary widely across countries.

Second, a majority of 118 countries displayed a decreasing trend of PME with an average PR of 88.1%. The contribution by the US with a PR of 68.3% and Japan with a PR of 73.6% are some examples of leading countries contributing more toward global reduction of PME. However, the most important finding from this study is that 72 countries, representing 37.9% of the total countries, displayed an increasing trend of PME with a PR of 110.4%, where doubling the cumulative energy consumption has generated a 10.4% increase of PME. This large set of countries experiencing an increasing trend of PME has not been reported earlier, possibly because a majority of previous studies engaged in an intensive investigation of a smaller number of populous and high emission countries.

Third, based on the type of EC, a majority of 135 countries recorded a classical slope with an average PR of 88.94%. This finding demonstrates the validity of using both classical and kinked ECs. Among the 72 countries displaying an increasing trend of PME, a majority of 60 countries experienced a classical slope, while 12 countries displayed a kinked slope. Our analysis indicates that those 60 countries with an increasing classical slope seem to have the best chances of substantial improvement in their future
The remaining 12 countries with an increasing kinked slope may also have some chances of improvement in their future trend. Among the 118 countries experiencing a decreasing trend, 75 countries displayed a classical slope, while 43 countries displayed a kinked slope. The subgroup of 75 countries with a decreasing classical slope may have substantially less chances of improvement in their future trend, as they have already learned to manage their future PME more effectively.

Fourth, big differences were observed across six regions of the world, ranging from Europe, Central Asia and North America’s 88.7% to East Asia and Pacific’s 110.1%. Three regions in particular should be noticed due to their PRs higher than the overall average: East Asia and Pacific, South Asia, and Middle East and North Africa. From the three regions, ten countries, each with a PR higher than its subgroup average, may have better chances of improvement in the future: Two countries in East Asia and Pacific, two countries in South Asia, and six countries in Middle East and North Africa.

Fifth, countries with larger population sizes of more than ten million inhabitants are more likely to display an increasing slope. For example, as many as 38 out of the 82 countries with more than ten million people have displayed an increasing slope, as summarized in Table 2. The SSA region has provided the highest number of 17 large population countries displaying an increasing slope out of the total of 27 countries in this population category. The SA region has provided three countries displaying an increasing slope out of the total of three countries. EAP, LAC, and MENA regions produced six, six, and four countries each with an increasing slope, while the remaining two countries with increasing slopes came from the ECANA region. In other words, 38 out of 82 countries, or 46% of the total, displayed an increasing slope, whereas 44 out of 84 countries or 54% displayed a decreasing slope in this large population category.

In the next group of countries with the population size between one to ten million, 26 out of 67 countries, or 39%, have displayed an increasing slope. The MENA region produced eight out of nine countries with an increasing slope, while the LAC region produced five countries out of the total of eleven countries with an increasing slope as well. SSA and EAP also contributed five and four countries each with an increasing slope, making the total number of countries with an increasing slope at 24 countries. Two additional countries from ECANA brought the total number at 26 countries with an increasing slope, or 39%, out of the total 67 countries in the medium-size population category.

Finally, there are 37 countries with population sizes of less than one million inhabitants. This group contributed only eight countries, or 22% of the total, with an increasing slope. EAP and SSA contributed two countries each, while MENA and SA generated one country each. Unlike the other five regions, the ECANA region contributed only four countries with an increasing slope out of the total of 51 countries across varying population sizes. In other words, the ECANA region has generated 47 countries or 92% of the total 51 countries displaying a decreasing slope.

In summary, the group of large population size countries contributed 38 countries, or 53% of the total of 72 countries with an increasing slope, was helped especially by the SSA and SA regions. The group of medium-population countries contributed 26 countries, or 36% to the total 72 countries with an increasing slope, helped especially by the MENA and LAC regions. Finally, the group of small-population countries contributed only eight countries, or 11% of the total with an increasing slope. On the other hand, ENCANA region contributed as many as 47 countries with a decreasing slope across varying population sizes, particularly from a majority of countries coming from the population size with more than one million inhabitants.
Table 2. Region, population size, and PR.

| Population Region      | −1,000,000 | 1,000,000−10,000,000 | 10,000,000− | Total |
|------------------------|------------|---------------------|------------|-------|
| East Asia and Pacific  | Increasing | 2 (18.2%)           | 4 (80.0%)  | 6 (50.0%) | 12 (42.9%) |
|                        | Decreasing | 9 (81.8%)           | 1 (20.0%)  | 6 (50.0%) | 16 (57.1%) |
|                        | Total      | 11                   | 5          | 12      | 28 |
| Europe, Central Asia, and North America | Increasing | 0 (0.0%)           | 2 (7.7%)   | 2 (10.5%) | 4 (7.8%) |
|                        | Decreasing | 6 (100.0%)          | 24 (92.3%) | 17 (89.5%) | 47 (92.2%) |
|                        | Total      | 6                    | 26         | 19      | 51 |
| Latin America and the Caribbean | Increasing | 2 (15.4%)           | 5 (45.5%)  | 6 (50.0%) | 13 (36.1%) |
|                        | Decreasing | 11 (84.6%)          | 6 (54.5%)  | 6 (50.0%) | 23 (63.9%) |
|                        | Total      | 13                   | 11         | 12      | 36 |
| Middle East and North Africa | Increasing | 1 (50.0%)           | 8 (88.9%)  | 4 (44.4%) | 13 (65.0%) |
|                        | Decreasing | 1 (50.0%)           | 1 (11.1%)  | 5 (55.6%) | 7 (35.0%) |
|                        | Total      | 2                    | 9          | 9       | 20 |
| South Asia             | Increasing | 1 (50.0%)           | 2 (66.7%)  | 3 (100.0%) | 6 (75.0%) |
|                        | Decreasing | 1 (50.0%)           | 1 (33.3%)  | 0 (0.0%)  | 2 (25.0%) |
|                        | Total      | 2                    | 3          | 3       | 8 |
| Sub-Saharan Africa     | Increasing | 2 (66.7%)           | 5 (38.5%)  | 17 (63.0%) | 24 (55.8%) |
|                        | Decreasing | 1 (33.3%)           | 8 (61.5%)  | 10 (37.0%) | 19 (44.2%) |
|                        | Total      | 3                    | 13         | 27      | 43 |
| Total                  | Increasing | 8 (21.6%)           | 26 (38.8%) | 38 (46.3%) | 72 |
|                        | Decreasing | 29 (78.4%)          | 41 (61.2%) | 44 (53.7%) | 114 |
|                        | Total      | 37                   | 67         | 82      | 186 |

5. Conclusions

Ambient air pollution generates economic, social, and health issues all over the world. Understanding the phenomenon on a global scale is required to properly deal with this. This study is an attempt to fill a gap in the literature by comparing the trend of PME change during the 2000–2014 period across 190 countries. More specifically, the PR of an EC is employed to identify those countries whose PME increases/decreases as their cumulative energy consumption doubles. While the average PR for 190 countries was 96.5%, a moderate decreasing trend for each doubling of the cumulative energy consumption, two groups were identified: 118 countries showing a decreasing trend with an average PR of 88.1%, and 72 countries showing an increasing trend with an average PR of 110.4%. Using two types of EC, classical and kinked, demonstrated that some countries experienced a significant shift in slope: 36.4% of the countries with a decreasing trend and 16.7% of the countries with an increasing trend. Regional differences in terms of an average PR were found as well: All regions except ECANA had an average PR higher than the overall global average of 96.5%.

The contribution of this research to the literature is across two dimensions. First, this may be the first application of EC to estimate PRs of PME in 190 countries by using the cumulative primary energy consumption as an independent variable. As in the CO₂ emissions research, EC has the potential to be a useful tool to understand the trend of PME across multiple groups of countries. For example, by using both classical and kinked EC, it was discovered that as many as 55 countries displayed a kinked slope, which demonstrates that the rates of change expressed in PRs are not constant and are subject to change during the period.

Second, the variation of PRs identified through the subgroup analysis suggests that different approaches to reducing PMEs are needed depending on the subgroup a country belongs to. As some countries from the three subgroups of 147 countries—increasing classical, increasing kinked, and decreasing classical slope—may migrate to join the decreasing kinked subgroup in the future, the average PRs for the 190 countries may gradually decrease. One critical success factor in this context will include a more rapid reduction of PRs, possibly by populous and high-emission countries such as China, India, Pakistan, Bangladesh, Indonesia, and many others. In addition, international
cooperation and assistance extended to emerging countries can help them catch up more rapidly with leading countries of decreasing kinked slope in the management of PME.

The two subgroups—the 60 countries with an increasing classical slope and the twelve countries with an increasing kinked slope—deserve particular attention. More specifically, a majority of 52%, or 38 out of the 72 countries with an increasing slope, had larger population sizes of more than ten million inhabitants, and many of these countries came from the SSA, EAP, and LAC regions. These 72 countries should realize that some of their PRs may be more likely to remain constant and that they are more likely to experience reduced slopes for their PME in the future. Therefore, they should be prepared to take advantage of the forthcoming opportunity by doubling their efforts to control PME across all fronts. Benchmarking the leading countries with lower PRs in the comparable subgroup could help identify key critical success factors to reduce PRs. While the question of how much reduction in PR can be realized by these countries cannot be predicted accurately, the average PR of 78.2% from the decreasing kinked subgroup of 43 countries may serve as an ultimate target to be achieved in the future, particularly for the 60 countries with an increasing classical slope. As for the 75 countries with a decreasing classical slope, some of these countries may experience somewhat reduced PRs in their future. Once again, their current classical slopes can be replaced by steeper kinked slopes. They can also use the average PR of 78.2% of the decreasing kinked subgroup as their possible benchmark target.

There are several limitations to this research involving both conceptual and technical issues. Conceptually, the PME is a function of many interacting socioeconomic variables, such as population, income, economic growth rate, energy consumption structure, industrial structure, urbanization density, private vehicle, coal consumption, international trade, weather, and many others [13,17,18,25,82–86]. However, in this study, the PME of different countries are evaluated only in terms of macro factors such as slope and region. Therefore, future studies of extending customized policy implications for individual as well as regional groups of countries by incorporating such local issues as energy, coal, traffic, transportation, manufacturing, services and many others are suggested. Technically, as the model used in this study is a simple aggregate EC driven by a single independent variable of cumulative primary energy consumption, this study leaves room for further refinement.

To conclude, this research should be viewed as the first step toward a comprehensive understanding of the wide variation of PME among multiple countries. It is also important to note that future studies should definitely focus on countries experiencing an increasing slope of PME, as these countries are likely to drive future improvement of PME in the world.
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### Appendix 1. Classical and kinked EC for PM2.5 of 190 countries, 2000–2014.

| Country                  | Classical Experience Eq | Kinked Experience Eq | Model Selection | R | PR |
|--------------------------|-------------------------|----------------------|------------------|---|----|
| 1. Nicaragua             | 1.566***                | 0.105**              | Kinked           | 1.751** | 1.115** |
| 1. Turkey                | 2.352***                | 0.024***             | Kinked           | 2.787*** | 0.887*** |
| 3. Swaziland             | 1.665***                | 0.026***             | Kinked           | 1.777**  | 0.854**  |
| 4. Serbia                | 2.863***                | 0.135***             | Kinked           | 2.787*** | 0.887*** |
| 5. Sao Tome and Principe | 3.232***                | 0.079***             | Kinked           | 3.421**  | 0.717**  |
| 6. Cote d'Ivoire         | 1.912***                | 0.033***             | Kinked           | 1.989*** | 0.978*** |
| 7. South Africa          | 0.980***                | 0.026***             | Kinked           | 1.027**  | 0.749**  |
| 8. Portugal              | 2.572***                | 0.098***             | Kinked           | 2.989*** | 0.823*** |
| 9. United States         | 3.362***                | 0.086***             | Kinked           | 3.598*** | 0.944*** |
| 10. Estonia              | 2.572***                | 0.098***             | Kinked           | 2.989*** | 0.823*** |
| 11. Lithuania            | 3.449***                | 0.097***             | Kinked           | 3.686*** | 0.944*** |
| 12. Argentina            | 5.590***                | 0.091***             | Kinked           | 5.832*** | 0.944*** |
| 13. Cuba                 | 1.454***                | 0.084***             | Kinked           | 1.724*** | 0.817*** |
| 14. Canada               | 2.648***                | 0.063***             | Kinked           | 2.868*** | 0.944*** |
| 15. Uruguay              | 2.958***                | 0.070***             | Kinked           | 3.135*** | 0.944*** |
| 16. Guyana               | 0.685**                 | 0.033***             | Kinked           | 0.861**  | 0.944*** |
| 17. Japan                | 1.959**                 | 0.063***             | Kinked           | 2.201**  | 0.817*** |
| 18. Senegal              | 1.524**                 | 0.063***             | Kinked           | 1.724*** | 0.817*** |
| 19. United Kingdom       | 3.085**                 | 0.073***             | Kinked           | 3.287*** | 0.944*** |
| 20. Finland              | 1.723**                 | 0.064***             | Kinked           | 1.924**  | 0.817*** |
| 21. Cameroon             | 1.939**                 | 0.052***             | Kinked           | 2.135**  | 0.817*** |
| 22. Panama               | 1.022**                 | 0.113**              | Kinked           | 1.216**  | 0.817*** |
| 23. Paraguay             | 1.720**                 | 0.066**              | Kinked           | 1.959**  | 0.817*** |
| 24. Sweden               | 2.130**                 | 0.066**              | Kinked           | 2.391**  | 0.817*** |
| 25. France               | 2.713**                 | 0.066**              | Kinked           | 2.989**  | 0.944*** |
| 26. Nigeria              | 1.910**                 | 0.105**              | Kinked           | 2.100**  | 0.817*** |
| 27. Malta                | 1.892**                 | 0.064**              | Kinked           | 2.091**  | 0.817*** |
| 28. Belize               | 0.671**                 | 0.073**              | Kinked           | 0.861**  | 0.944*** |
| 29. Denmark              | 2.547**                 | 0.105**              | Kinked           | 2.787**  | 0.944*** |
| 30. Bahamas, The         | 1.304**                 | 0.064**              | Kinked           | 1.500**  | 0.817*** |
| 31. Philippines          | 1.614**                 | 0.105**              | Kinked           | 1.808**  | 0.817*** |
| 32. Korea, South         | 3.090**                 | 0.052**              | Kinked           | 3.287**  | 0.944*** |
| 33. Guan                 | 0.640**                 | 0.073**              | Kinked           | 0.830**  | 0.944*** |
| 34. Algeria              | 2.251**                 | 0.066**              | Kinked           | 2.435**  | 0.944*** |
| 35. Sierra Leone         | 1.014**                 | 0.064**              | Kinked           | 1.200**  | 0.817*** |
| 36. Ireland              | 1.900**                 | 0.052**              | Kinked           | 2.100**  | 0.817*** |
| 37. Cape Verde           | 1.270**                 | 0.080**              | Kinked           | 1.461**  | 0.817*** |

* p < 0.05; ** p < 0.01; *** p < 0.001; numbers in parentheses are standard errors of coefficient. 
| Country             | Classical Experience Eq | Kinked Experience Eq | Kinked Experience Year | Model Selection |
|---------------------|--------------------------|----------------------|------------------------|-----------------|
| 38. American Samoa  | 0.503                     | 0.151                | 0.161                  | 0.143           | 0.876           |
| 39. Taiwan          | 2.566***                  | 0.036                | 0.170                  | 0.141           | 1.025           |
| 40. Morocco         | 2.995***                  | 0.064**              | 0.117                  | 0.510           | 0.957           |
| 41. Belgium         | 2.580***                  | 0.026**              | 0.040                  | 0.226           | 0.975           |
| 42. Guinea-Bissau   | 1.090*                    | -0.187**             | 0.190                  | 0.687           | 0.883           |
| 43. Kazakhstan      | 1.960***                  | 0.029                | 0.070                  | 0.099           | 1.020           |
| 44. Luxembourg      | 2.568***                  | 0.169**              | 0.023                  | 0.759           | 0.890           |
| 45. Namibia         | 1.869***                  | 0.011**              | 0.089                  | 0.964           | 0.892           |
| 46. Bermuda         | 0.173                    | -0.162**             | 0.211                  | 0.480           | 0.894           |
| 47. Nauru           | 0.474                    | 0.161                | 0.141                  | 0.199           | 0.895           |
| 48. Grenada         | 0.159                    | 0.112**              | 0.494                  | 0.170           | 0.900           |
| 49. Guinea          | 1.567**                  | 0.150***             | 0.012                  | 0.412           | 0.901           |
| 50. Spain           | 2.669***                  | 0.148***             | 0.143                  | 0.806           | 0.902           |
| 51. Tonga           | -0.445                   | -0.150***            | 0.654                  | 0.148           | 0.902           |
| 52. Slovenia        | 2.792***                  | -0.143***            | 0.052                  | 0.473           | 0.907           |
| 53. Barbados        | 0.812**                  | -0.140**             | 0.207                  | 0.122           | 0.908           |
| 54. French Polynesia| 0.300                    | -0.137*              | 0.387                  | 0.121           | 0.909           |
| 55. Taiti-Kiitan     | 2.299*                   | 0.104***             | 0.018                  | 0.743           | 1.074           |
| 56. Italy           | 3.201**                  | -0.131***            | 0.162                  | 0.666           | 0.913           |
| 57. Samoa           | -0.366                   | -0.128**             | 0.089                  | 0.093           | 0.915           |
| 58. Yemen           | 2.278*                   | 0.043*               | 0.019                  | 0.498           | 0.913           |
| 59. Belarus         | 2.868*                   | 0.122***             | 0.081                  | 0.571           | 0.919           |
| 60. Croatia         | 2.798**                  | 0.120**              | 0.062                  | 0.481           | 0.920           |
| 61. Gibraltar       | 1.962***                  | -0.129***            | 0.062                  | 0.664           | 0.920           |
| 62. Montenegro       | 2.311*                   | 0.121*               | 0.101                  | 0.607           | 0.920           |
| 63. Vanuatu         | 0.047                    | -0.119*              | 0.248                  | 0.624           | 0.921           |
| 64. Colombia        | 1.132                   | 0.147                | 0.020                  | 0.241           | 1.102           |
| 65. Mauritania      | 1.030**                  | -0.108***            | 0.029                  | 0.565           | 0.928           |
| 66. Gabon           | 1.844**                  | -0.049               | 0.079                  | 0.148           | 0.967           |
| 67. Maldives        | -0.622**                 | -0.106               | 0.277                  | 0.175           | 0.929           |
| 68. Ethiopia        | 1.630*                   | 0.011**              | 0.018                  | 0.293           | 1.022           |
| 69. Hungary         | 3.040*                   | 0.102**              | 0.091                  | 0.419           | 0.932           |
| 70. Tunisia         | 2.151**                  | -0.101               | 0.031                  | 0.464           | 0.932           |
| 71. Norway          | 1.793                   | -0.099               | 0.192                  | 0.319           | 0.934           |
| 72. Netherlands     | 2.955**                  | 0.098***             | 0.019                  | 0.601           | 0.935           |
| 73. Poland          | 3.133**                  | 0.093**              | 0.213                  | 0.338           | 0.935           |
| 74. Macedonia       | 2.665*                   | 0.095**              | 0.034                  | 0.463           | 0.936           |
| Country                  | Classical Experience Eq | Kinked Experience Eq | Selected PR |
|-------------------------|--------------------------|----------------------|-------------|
| Seychelles              | 0.617*                   | 0.030                | PR          |
| Antigua and Barbuda      | 2.918**                  | -0.019               | Classical   |
| Bosnia and Herzegovina   | 4.95**                   | 0.818*               | Classical   |
| Seychelles              | 0.846**                  | 0.936                | Classical   |
| Slovakia                | 2.842**                  | 0.007                | Classical   |
| Moldova                 | 2.722**                  | -0.026               | Classical   |
| Romania                 | 2.78**                   | 0.025                | Classical   |
| Armenia                 | 3.800**                  | -0.036               | Classical   |
| Bulgaria                | 2.73**                   | -0.014               | Classical   |
| Turkic Republic         | 1.65**                   | -0.012               | Classical   |
| New Caledonia           | 0.417**                  | -0.223               | Classical   |
| China                   | 2.781**                  | 0.000                | Classical   |
| Mauritius               | 0.305                    | 0.050                | Classical   |
| Saint Kitts and Nevis   | 0.323                    | 0.050                | Classical   |
| Austria                 | 2.739**                  | 0.017                | Classical   |
| Latvia                  | 0.417                    | -0.223               | Classical   |
| Bosnia and Herzegovina   | 2.669**                  | 0.007                | Classical   |
| Albania                 | 2.597**                  | 0.002                | Classical   |
| Mexico                  | 2.727                    | 0.008                | Classical   |
| Greenland               | 0.476                    | 0.006                | Classical   |
| Jamaica                 | 0.462                    | 0.007                | Classical   |
| Antigua and Barbuda      | 2.614**                  | 0.096                | Classical   |
| Chile                   | 0.752                    | -0.003               | Classical   |
| Egypt                   | 2.837                    | -0.005               | Classical   |
| Turkmenistan            | 2.889                    | 0.028                | Classical   |
| Dominican Republic       | 1.612                    | 0.021                | Classical   |
| Brazil                  | 1.641                    | -0.012               | Classical   |
| Libya                   | 2.255                    | 0.004                | Classical   |
| Australia               | 0.891                    | 0.039                | Classical   |
| Azerbaijan              | 2.429                    | 0.012                | Classical   |
| Cyprus                  | 2.412                    | 0.012                | Classical   |
| Dominica                | 1.422                    | 0.011                | Classical   |
| South Sudan             | 1.751                    | 0.014                | Classical   |

* p < 0.05; ** p < 0.01; *** p < 0.001; numbers in parentheses are standard errors of coefficient.
| Country     | In a | b     | R, sq | PR  | In a | b     | R, sq | PR  |
|-------------|------|-------|-------|-----|------|-------|-------|-----|
| Afghanistan | 0.025 | 0.024 | 0.146 | 1.104 | 2003 | 0.023 | 0.024 | 0.146 | 1.104 |
| Honduras    | 1.765** | 0.011 | 0.010 | 0.993 | 2003 | 1.391** | 0.180 | 0.107 | 1.301** |
| New Zealand | 0.146 | 0.091 | 0.022 | 0.994 | 2003 | 0.475** | 0.089 | 0.013 | 0.432** |
| Angola      | 2.041** | 0.007 | 0.079 | 0.995 | 2006 | 2.024** | 0.005 | 0.022 | 1.973** |
| Iceland     | 0.016 | 0.014 | 0.021 | 0.986 | 2005 | 0.341** | 0.009 | 0.005 | 0.334** |
| Central     | 2.048** | 0.005 | 0.004 | 0.997 | 2005 | 1.926** | 0.006 | 0.019 | 1.972** |
| Mali        | 1.362* | 0.005 | 0.007 | 0.997 | 2007 | 1.659** | 0.005 | 0.019 | 1.384** |
| Arabia      | 1.486** | 0.005 | 0.001 | 1.002 | 2013 | 1.897** | 0.005 | 0.001 | 1.937** |
| Liberia     | 1.635** | 0.007 | 0.003 | 1.005 | 2007 | 2.152** | 0.139** | 0.051 | 1.082** |
| Fiji        | 0.028 | 0.140 | 0.001 | 1.006 | 2013 | 0.406** | 0.143** | 0.064 | 0.416** |
| Suriname    | 0.101 | 0.027 | 0.001 | 0.007 | 2012 | 1.354** | 0.222** | 0.069 | 1.288** |
| Lesotho     | 0.113 | 0.016 | 0.094 | 1.008 | 2013 | 1.958** | 0.023 | 0.016 | 1.919** |
| Eritrea     | 0.018 | 0.011 | 0.018 | 1.013 | 2011 | 2.280** | 0.060** | 0.029 | 1.636** |
| Israel      | 0.021 | 0.015 | 0.011 | 0.007 | 2008 | 2.417** | 0.163** | 0.019 | 2.287** |
| Togo        | 0.019 | 0.014 | 0.006 | 0.014 | 2008 | 2.151** | 0.044** | 0.041 | 1.832** |
| Georgia     | 0.022 | 0.021 | 0.022 | 0.014 | 2016 | 1.166** | 0.033 | 0.025 | 1.221** |
| Switzerland | 0.020 | 0.063 | 0.020 | 0.105 | 2008 | 2.879** | 0.056 | 0.027 | 2.610** |
| Russia      | 0.023 | 0.025 | 0.043 | 0.106 | 2008 | 1.681** | 0.136 | 0.048 | 2.699** |
| Semalia     | 0.015 | 0.007 | 0.065 | 0.018 | 2013 | 1.915** | 0.060** | 0.016 | 1.548** |
| Botswana    | 0.021 | 0.032 | 0.128 | 1.022 | 2019 | 1.480** | 0.026 | 0.025 | 1.574** |
| Mongolia    | 0.014 | 0.019 | 0.042 | 0.102 | 2003 | 1.329** | 0.011 | 0.026 | 1.547** |
| Iran        | 0.018 | 0.008 | 0.555 | 0.023 | 2012 | 2.204** | 0.028** | 0.010 | 4.226** |
| Sudan       | 0.008 | 0.012 | 0.422 | 0.023 | 2013 | 1.625** | 0.066** | 0.012 | 2.554** |
| Syria       | 0.014 | 0.014 | 0.289 | 0.103 | 2008 | 2.634** | 0.009 | 0.014 | 3.196** |
| Uzbekistan  | 0.024 | 0.024 | 0.243 | 0.104 | 2007 | 2.378** | 0.014** | 0.018 | 2.180** |
| Burkina Faso| 0.010 | 0.013 | 0.017 | 0.009 | 2007 | 2.555** | 0.166** | 0.015 | 2.125** |
| Benin       | 0.046 | 0.037 | 0.240 | 0.102 | 2007 | 2.669** | 0.104** | 0.027 | 2.261** |
| Hong Kong   | 0.045** | 0.014 | 0.219 | 0.102 | 2010 | 2.699** | 0.104** | 0.027 | 2.245** |
| Uganda      | 0.047 | 0.049 | 2.253 | 0.103 | 2003 | 1.34** | 0.196 | 0.030 | 2.043** |
| Jordan      | 0.017 | 0.019 | 0.389 | 0.016 | 2012 | 2.354** | 0.031 | 0.018 | 3.607** |
| Haiti       | 0.001 | 0.036 | 0.185 | 0.107 | 2013 | 1.996** | 0.009** | 0.010 | 1.649** |
| Puerto Rico | 0.018 | 0.009 | 0.066 | 0.042 | 2013 | 1.118** | 0.151** | 0.037 | 0.876** |
| Lebanon     | 0.029 | 0.021 | 0.506 | 0.103 | 2012 | 2.507** | 0.025** | 0.011 | 2.977** |
| Indonesia   | 0.074 | 0.042 | 0.462 | 0.103 | 2007 | 1.715** | 0.143** | 0.043 | 1.482** |
| Venezuela   | 0.055 | 0.041 | 0.242 | 0.104 | 2006 | 1.094** | 0.250** | 0.081 | 1.980** |
| Ghana       | 0.079** | 0.023 | 0.391 | 0.106 | 2002 | 1.491** | 0.026** | 0.018 | 2.092** |
| Mozambique  | 0.079** | 0.022 | 0.664 | 0.106 | 2006 | 1.145** | 0.025 | 0.029 | 1.271** |

* p < 0.05; ** p < 0.01; *** p < 0.001; numbers in parentheses are standard errors of coefficient.
| Country             | Classical Experience Eq | Kinked Year | In a | b | R. sq | PR |
|---------------------|--------------------------|-------------|------|---|------|----|
| Trinidad and Tobago | 0.695** (0.088)          | 0.079** (0.085) | 0.087 | 1.056 | 2013 |
| Korea, North        | 2.944*** (0.036)         | 0.079*** (0.016) | 0.635 | 1.057 | 2010 |
| Oman                | 1.950*** (0.023)         | 0.081** (0.017) | 0.586 | 1.058 | 2011 |
| Pakistan            | 2.424*** (0.014)         | 0.085*** (0.006) | 0.717 | 1.060 | 2006 |
| Uruguay             | 1.384*** (0.013)         | 0.084 (0.006) | 0.279 | 1.063 | 2013 |
| India               | 2.560*** (0.009)         | 0.169*** (0.006) | 0.989 | 1.125 | 2008 |
| Iraq                | 2.488*** (0.006)         | 0.094** (0.037) | 0.444 | 1.068 | 2006 |
| Peru                | 1.699*** (0.016)         | 0.105 (0.097) | 0.355 | 1.075 | 2008 |
| Madagascar          | 0.752*** (0.044)         | 0.117** (0.022) | 0.757 | 1.084 | 2001 |
| Arab Emirates       | 1.376*** (0.001)         | 0.125** (0.007) | 0.939 | 1.091 | 2008 |
| Nepal               | 3.424*** (0.008)         | 0.127** (0.008) | 0.955 | 1.092 | 2008 |
| Vietnam             | 2.581*** (0.014)         | 0.092*** (0.004) | 0.609 | 1.064 | 2006 |
| Malawi              | 1.731*** (0.041)         | 0.126*** (0.026) | 0.869 | 1.093 | 2005 |
| Equatorial Guinea   | 1.754*** (0.095)         | 0.132 (0.039) | 0.556 | 1.096 | 2002 |
| Zimbabwe            | 1.611*** (0.021)         | 0.138** (0.036) | 0.752 | 1.099 | 2008 |
| United Arab Emirates| 1.890*** (0.027)         | 0.145*** (0.028) | 0.931 | 1.106 | 2008 |
| Tanzania            | 1.605*** (0.009)         | 0.133** (0.009) | 0.851 | 1.095 | 2003 |
| Chad                | 2.053*** (0.027)         | 0.156*** (0.018) | 0.982 | 1.120 | 2013 |
| Niger               | 1.904*** (0.045)         | 0.152*** (0.018) | 0.895 | 1.111 | 2002 |
| Cambodia            | 2.339*** (0.041)         | 0.150*** (0.018) | 0.885 | 1.112 | 2004 |
| Solomon Islands     | 1.170*** (0.034)         | 0.153*** (0.069) | 0.371 | 1.112 | 2012 |
| Bhutan              | 2.783*** (0.115)         | 0.189*** (0.044) | 0.455 | 1.116 | 2008 |
| Bahrain             | 2.039*** (0.018)         | 0.165*** (0.018) | 0.856 | 1.121 | 2007 |
| Kenya               | 1.361*** (0.026)         | 0.169*** (0.035) | 0.758 | 1.124 | 2003 |
| El Salvador         | 1.929*** (0.013)         | 0.171*** (0.039) | 0.659 | 1.125 | 2004 |
| Djibouti            | 2.604*** (0.016)         | 0.177*** (0.019) | 0.877 | 1.130 | 2007 |
| Bolivia             | 1.721*** (0.052)         | 0.182** (0.082) | 0.594 | 1.135 | 2004 |
| Qatar               | 2.139*** (0.029)         | 0.183** (0.014) | 0.907 | 1.135 | 2006 |
| Costa Rica          | 1.468*** (0.091)         | 0.186*** (0.091) | 0.733 | 1.188 | 2008 |
| Papua New Guinea    | 1.115*** (0.012)         | 0.250 (0.176) | 0.573 | 1.189 | 2003 |
| Zambia              | 1.945*** (0.021)         | 0.115 (0.071) | 0.538 | 1.083 | 2003 |
| Bangladesh          | 2.869*** (0.052)         | 0.213*** (0.029) | 0.964 | 1.159 | 2003 |
| Rwanda              | 2.148*** (0.075)         | 0.034 (0.025) | 0.151 | 0.977 | 2007 |
| Sri Lanka           | 1.578*** (0.028)         | 0.042 (0.042) | 0.921 | 1.194 | 2006 |
| Comoros             | 1.735*** (0.233)         | 0.309*** (0.051) | 0.827 | 1.239 | 2013 |
| Malaysia            | 1.384*** (0.070)         | 0.314 (0.028) | 0.534 | 1.243 | 2002 |

* p < 0.05; ** p < 0.01; *** p < 0.001; numbers in parentheses are standard errors of coefficient.
Appendix 1. Classical and kinked EC for PM$_{2.5}$ of 190 countries, 2000–2014 (continued).

| Country     | Classical Experience Eq | Kinked Experience Eq | Kinked Year | Country     | Classical Experience Eq | Kinked Experience Eq |
|-------------|-------------------------|----------------------|-------------|-------------|-------------------------|----------------------|
| 185.Kuwait  | $1.932^{**}$ (0.222)     | $0.326^{**}$ (0.097) | 0.848       | 2002        | $1.801$ (2.199)          | $1.097$ (4.546)       |
| 186.Thailand| $2.427^{**}$ (0.068)     | $0.607^{**}$ (0.021) | 0.729       | 2010        | $2.439^{**}$ (0.090)     | $0.058^{*}$ (0.030)   |
| 187.Burundi | $2.621^{**}$ (0.041)     | $0.118^{**}$ (0.022) | 0.739       | 2008        | $2.561^{**}$ (0.117)     | $0.102^{*}$ (0.028)   |
| 188.Singapore| $1.267^{**}$ (0.077)     | $0.324^{**}$ (0.028) | 0.474       | 2009        | $1.116^{**}$ (0.096)     | $0.226^{*}$ (0.048)   |
| 189.Guatemala| $1.819^{**}$ (0.020)     | $0.079^{**}$ (0.033) | 0.319       | 2010        | $1.869^{**}$ (0.026)     | $0.145^{*}$ (0.046)   |
| 190.Ecuador | $1.450^{**}$ (0.070)     | $0.101^{**}$ (0.050) | 0.703       | 2009        | $1.455^{**}$ (0.076)     | $0.103^{*}$ (0.083)   |

* $p < 0.05$; ** $p < 0.01$; *** $p < 0.001$; numbers in parentheses are standard errors of coefficient.
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