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ABSTRACT This paper investigates the reconfigurable intelligent surface (RIS)-empowered dynamic power splitting designs for simultaneous wireless information and power transfer (SWIPT) systems while adopting various practical hardware issues. Specifically, we adopt the physical size of the RIS and the placement of the RIS plane to phase-align the reflected signals towards the desired direction. The analytical phase shift model for the reflecting elements is presented to characterize an intertwined relationship between amplitude and phase responses, which captures the amplitude variations depending on phase in RIS elements. Furthermore, an additive distortion noise incorporates the residual transceiver hardware impairments (RTHIs). The stringent signal-to-interference-plus-noise ratio requirement is facilitated using both the direct and indirect, i.e., RIS cascaded, links. To made complicated analysis become tractable, we exploit the statistical properties of the effective channel power which follows a Gamma distribution. The tight bounds for the achievable rates and residual energy are derived and the tradeoffs between the achievable rate and residual energy for the time switching and static power splitting designs are characterized. Finally, the numerical results confirm the accuracy of the developed framework and demonstrate the selection of the system parameters.

INDEX TERMS RIS, SWIPT, RTHIs, phase-dependent amplitude response, rate-residual energy tradeoffs.

I. INTRODUCTION

The deployment and standardization activities of fifth generation (5G) wireless networks are rapidly increasing. 5G networks enable various functional requirements, such as ultra reliability, sub-millisecond end-to-end latency, multi-Gbps peak data speeds, high connectivity/optimization for Internet-of-Things (IoTs), ultra capacity and order-of-magnitude improvements in the link robustness, energy efficiency and spectrum allocation flexibility/utilization efficiency [1], [2]. The key enabling technologies of 5G networks include multiple-input multiple-output (MIMO) [3], non-orthogonal multiple access (NOMA) [4], ultra-dense small cells deployment [5], millimeter wave (mmWave) bands [6], and cognitive radio (CR) networks [7], [8]. Despite these revolutionary technologies, 5G cannot meet all the requirements. Triggered by this, the conceptualization of the sixth generation (6G) networks has begun to sustain the competitive edge of wireless communications.

The active research campaigns has been started for future 6G networks and the standard and trials will be completed by 2028 [9]. The core requirements, service categories and enabling technologies promise a revolutionary future with 6G networks. The technological advantages and disruptive capabilities will provide the innovative use-cases, data-intensive applications, unprecedented services, excellent quality-of-service (QoS), ubiquitous intelligent connectivity and encompassing solutions for the 2030 and beyond. To this end, the potential key enabling technologies and solutions of future 6G networks include massive...
MIMO [10], dynamic spectrum sharing with full-duplex (FD)/device-to-device (D2D) communications [11], artificial intelligence (AI) [12], terahertz (THz) bands [13], non-terrestrial communications [14], reconfigurable intelligent surface (RIS) [15], and simultaneous wireless information and power transfer (SWIPT) [16]. In particular, RIS and SWIPT are the novel technologies to enable the energy efficiency and spectrum efficiency and provide the innovative solutions to the inherent challenges in the developments of the 6G systems.

In detail, an RIS is a promising cost-effective physical-layer technology to achieve the higher spectral and energy efficiency, and thereby have gained a lot of attention from the wireless communication industry [17]. RISs smartly modify the wireless propagation channels, i.e., realize the controllable and programmable radio environment, and thereby mitigate a wide range of challenges in non-line-of-sight (NLoS) scenarios. RISs provide supplementary links to assist the transmissions, thereby improving both the QoS and radio connectivity. A typical RIS with a large number of passive reflecting elements reflects the incoming signals independently with the controllable phase shifts. The fine-grained reflect beamforming (via controlling the phases and/or amplitudes induced by the reflecting elements) can be designed to perform the advanced wireless functions, e.g., signal enhancement or suppression. The RIS can overcome the unfavorable radio-frequency (RF) propagation conditions, such as blockage and deep fading, through intelligent placement and reflect beamforming designs. Furthermore, the joint active and passive beamforming design, i.e., by modifying the RF propagation along with optimized signal processing at the transceiver, brings extraordinary benefits for the 6G wireless paradigm, including coverage and throughput enhancements (via signal boosting and reliable reception), interference cancelation, secure communications (via physical layer security), and information and power transfer, etc. [18]. The other undeniable performance advantages of an RIS include agile deployment, real-time configuration, full-duplex transmission, low complexity hardware architecture, limited control messages, and superior transmission and passive relay performances.

As a parallel trend, the integration of wireless power transfer with communication networks has led to the novel SWIPT technology which also has drawn an upsurge of research interest [19]. SWIPT is an effective technology to transfer both the information and power to end-devices simultaneously via RF signals and ease the contradiction between the high transmission rate and long lifetime of battery-powered devices. SWIPT is an innovative candidate and a promising green communication solution for the energy-constrained communication networks as well as IoT applications. The implementation of SWIPT techniques with communication technologies, including MIMO, NOMA, heterogeneous CR networks and FD/D2D/mmWave communications, etc., is a novel design approach in 5G/future 6G networks. The effective incorporation of SWIPT techniques in 5G/future 6G scenarios achieves the substantial performance gains in terms of energy consumption, spectral efficiency, interference management and transmission delays, but also brings several challenges that need to be addressed [20].

A. RELATED WORK

The aforementioned works related to SWIPT technology have extensively covered both the technical and theoretical perspectives. The research contributions were extended in terms of the communication protocols, circuit designs and signal processing and wireless networking. The other related topics were also covered, including basic concepts, use case scenarios, recent developments, technical challenges and future directions [21]. In a nutshell of the prior research, the effective SWIPT receiver architecture has been recognized as a challenging problem. A proper information and power design was crucial for the noteworthy energy-efficient and reliable wireless communications. On the other hand, the challenges related to the RIS-deployment, including channel estimation, robust design with imperfect channel parameters, security and privacy, passive information transfer, mobility management, placement and configuration, hardware limitation (e.g., phase quantization errors and number of reflecting elements) and AI/ML-enabled design and optimization for the passive beamforming, have been explored [22], [23].

In further developments, RISs have been combined with SWIPT to drastically improve the spectral efficiency and energy efficiency for 5G/future 6G networks [24]. In general, the performance in terms of reception reliability can be evaluated by the achievable information rates. The practically realizable SWIPT receivers could only be obtained in the domains of power, time, antenna and space, using the approaches, including power splitting, time switching, antenna switching and spatial switching, respectively. This was because that the circuit technology limited the concurrent energy harvesting (EH) and information decoding (ID) operations on the same received signal. In this respect, the trade-off between the information rate and harvested energy, also called the rate-energy (R-E) tradeoff, identified the amount of information transfer and the amount of energy transfer and conventionally evaluated the system performance. The R-E tradeoff was determined by the appropriate resource management and transmission delays, but also brings several challenges need to be addressed [20].

B. MOTIVATION, NOVELTY AND CONTRIBUTION

Despite the extensive and individual studies, the development of RIS-aided SWIPT systems in 5G/future 6G networks while adopting various practical issues remains to
be tackled. For example, the prior works assumed the ideal phase shift model for the RIS with the maximum signal reflection for the reflecting elements, i.e., the amplitude response was constant and independent of the induced phase shift. Such an ideal reflection control could only be obtained when the reflecting elements exhibited the zero energy dissipation. However, the energy dissipation is unavoidable and is a long standing problem for the reflection-based meta-surfaces [27]. Therefore, the phase shift model with the intertwined relationship between the reflection amplitude and phase shift responses due to practical circuit implementation of the reflecting elements must be incorporated. Besides, the sum of the power consumptions at the transmitter and the SWIPT receiver, in practice, can accurately model the total power consumption of the link [28]. The power consumption can be engaged in energy conversion efficiency for the SWIPT energy receiver and otherwise, can be considered negligible due to the passive devices. However, the SWIPT information receiver requires the non-negligible circuit power. It is important to consider the receiver circuit power consumption for the low-power applications (e.g., wireless sensor networks) where energy-efficient transmission is needed. In this correspondence, the achievable rate-residual energy (R-Er) tradeoff (i.e., by employing the residual energy as the harvested energy minus the consumed energy) provides a more general framework for RIS-aided SWIPT systems.

Furthermore, the fading channel plays a vital role in the performance analysis. While employing RIS-aided SWIPT systems, the existing Literature, in general, focused the Rayleigh and Nakagami-m distributions for the small-scale fading and the link distance for the large-scale fading. Similar to a phased array, a RIS achieves the coherent beamforming in a desired direction via phase shifting of its reflecting elements. However, the path loss expression must be derived and the phase-shifts must be explicitly optimized when the superposition of multiple signals (via RIS-cascaded and LoS links) are considered. Furthermore, the placement of the RIS plane and the physical features of the RIS are the significant yet traditionally neglected considerations for the path loss expression and accurately modeling the RIS-aided communications [29]. Finally, the impact of inevitable RF front-end related impairments must be considered to facilitate the practical nature of the wireless transceiver hardware equipment. To this end, the aggregate impairment has a non-negligible deleterious impact on the system performance owing to the fundamental capacity ceiling which cannot be eliminated by simply increasing the transmit power. In this respect, the compensation algorithms at the receiver and calibration techniques at the transmitter can be used. However, the full elimination is not possible [30]. The remaining unaccounted distortion was generally referred as the residual transceiver hardware impairments (RTHIs). The RTHIs can be efficiently modeled as the additive Gaussian noise to have the analytical tractability and the experimental verification.

The aforementioned works have considered the above mentioned practical issues in simpler setups only. To the best of our knowledge, the ideal conditions were considered when turning the focus into the complicated analyses, and the related studies resorted to the simplified models to reduce the consequent design complexity. The RIS-aided SWIPT systems result in a complicated mathematical description when are employed with the non-ideal parameters. The prior works does not focus on the above-mentioned issues and bridging these gaps is the motivation behind our work. The technical contribution of this paper is summarized as follow:

- **System settings**: We present a novel theoretical framework for RIS-aided SWIPT systems to investigate the R-Er tradeoffs for the time switching (TS) and static power splitting (SPS) designs. Specifically, we consider the phase-dependent amplitude variations in element-wise reflection coefficient for the RIS. This paper also grapples with the thorough investigation of residual additive transceiver impairments. In addition, a rigorous path loss model builds the system model for the RIS-aided communications and characterizes the received signal power as a function of the area of the RIS and the rotation of the RIS plane.

- **Performance analysis**: We provide the statistical characterization for the tractable analysis. The Gamma distribution is utilized for the approximation of the effective channel power gain and the related statistics are derived. The tight bounds of the performance metrics, i.e., achievable rate and residual energy, are derived and the R-Er tradeoffs for the TS and SPS designs are quantified in novel analytical expressions.

- **Insightful observations**: The results confirm the accuracy and effectiveness of the analytical framework and demonstrate the selection of the system parameters for the TS/SPS designs, including the area of the RIS, placement of the RIS plane, physical size and number of the reflecting elements and constants related to the RTHI and the practical phase shifters. As a fringe benefit, this paper provides the design insights for the RIS-aided SWIPT systems.

C. NOTATIONS AND PAPER ORGANIZATION

1) NOTATION

In this paper, the symbol \( \sim \) stands for approximately following an distribution, \( | . | \) the absolute value and \( \mathbb{E} \{ X \} \), \( \mathbb{V} \{ X \} \), \( f_X ( . ) \) and \( F_X ( . ) \) the statistical expectation, variance, probability density function (PDF) and cumulative distribution function (CDF) of a random variable \( ( R V ) \) \( X \), respectively. \( \log ( . ) \) and \( \ln ( . ) \) stand for the binary and natural logarithm functions, respectively, \( K_v ( . ) \) stands for the modified Bessel function of the second kind and the Gamma function is defined by the Euler integral as \( \Gamma ( s ) = \int_0^\infty \; t^{s-1} e^{-t} \; dt \). Furthermore, \( \mathcal{CN} ( t_1, t_2 ) \) represents the complex Gaussian distribution with mean value \( t_1 \) and variance \( t_2 \).
TABLE 1. List of abbreviations.

| Abbreviation | Description |
|--------------|-------------|
| RIS          | Reconfigurable intelligent surface |
| R-Er         | Achievable rate-residual energy |
| SWIPT        | Simultaneous wireless information and power transfer |
| 5G           | Fifth generation |
| IoT          | Internet-of-Things |
| MIMO         | Multiple-input multiple-output |
| NOMA         | Non-orthogonal multiple access |
| mmWave       | Millimeter wave |
| CR           | Cognitive radio |
| 6G           | Sixth generation |
| QoS          | Quality-of-service |
| PD           | Full-duplex |
| D2D          | Device-to-device |
| THz          | Terahertz |
| LoS          | Line-of-sight |
| RF           | Radio frequency |
| EH           | Energy harvesting |
| ID           | Information decoding |
| RTHIs        | Residual transceiver hardware impairments |
| TS           | Time switching |
| SPS          | Static power splitting |
| SINR         | Signal-to-interference-plus-noise ratio |

TABLE 2. List of notations.

| Notation | Description |
|----------|-------------|
| M        | Number of reflecting elements in an RIS |
| L_{RIS}  | Pathloss of an indirect path |
| L_0      | Pathloss of a direct path |
| \(\theta_i\) | Incident angle |
| \(\theta_{Rot}\) | Rotation angle of an RIS plane |
| \(\theta_R\) | Target angle |
| \(X_R(Y_R)\) | Aggregate length (width) of the \(M\) reflecting elements |
| \(l\) | Side length of the square reflecting element |
| \(f_s(\theta_f)\) | Amplitude (Phase) of the channel \(f\) |
| \(\alpha_m(\theta_m)\) | Amplitude (Phase) of the channel \(h_m\) |
| \(\kappa_m(s_m)\) | Amplitude (Phase) of the channel \(g_m\) |
| \(\chi_m\) | Reflection coefficient for the \(m\)th element |
| \(\psi_m(\phi_m)\) | Amplitude (Phase) for the \(m\)th element |
| \(\psi_{min}\) | Minimum amplitude for practical phase shifters |
| \(\theta, \alpha\) | Constants related to practical phase shifters |
| \(\omega_S(\omega_D)\) | Distortion noise due to residual impairment at \(S\) (at \(D\)) |
| \(\zeta_S(\zeta_D)\) | Constant controlling the residual impairment at \(S\) (at \(D\)) |
| \(\omega_T\) | Aggregate distortion noise due to RTHIs |
| \(\xi_T\) | Constant controlling the RTHIs |
| \(R\) | Number of transmitted symbols per block |
| \(\xi_s\) | Symbol period |
| \(\eta\) | Energy conversion efficiency |
| \(\beta\) | Power splitting ratio |
| \(\alpha\) | Time switching ratio |
| \(P_C\) | Circuit power consumption at \(D\) |
| \(\rho_S\) | Ratio between transmit power and noise power |
| \(E_R^{TS}\) | Residual energy for the TS design |
| \(E_R^{SPS}\) | Residual energy for the SPS design |
| \(R_A^{TS}\) | Achievable rates for the TS design |
| \(R_A^{SPS}\) | Achievable rates for the SPS design |

2) PAPER ORGANIZATION

The reminder is organized as follows. Section II provides the system model, including the network description, channel modeling and phase shift and signal transmission models. Section III presents the analytical framework of the TS and SPS designs and the statistical characterization of the R-Er tradeoffs for the performance analysis. In Section IV, we discuss the extension to RIS correlated channels and nonlinear EH model. Section V reports the numerical results and discussion. Finally, we conclude the paper in Section VI.

The abbreviations and notations used in this paper are listed in Tables 1 and 2, respectively.

II. SYSTEM MODEL

A. NETWORK DESCRIPTION

As shown in Fig. 1, we consider the point-to-point downlink transmissions for RIS-aided SWIPT systems. A single-antenna base station (\(S\)) communicates with a single-antenna SWIPT user (\(D\)) where \(D\) is enabled with the dynamic power splitting operations, e.g., TS and SPS. An RIS is deployed to assist the transmissions of \(S\).\(^1\) Specifically, the phase shifts of the \(M\) reflecting elements are designed to constructively combine the direct and RIS-reflective (i.e., indirect) signals. Then, an RIS enhances the signal-to-interference-plus-noise ratio (SINR) at \(D\). Both a direct channel (from \(S\) to \(D\)) and a RIS-reflective channel (i.e., from \(S\) to \(D\) via an RIS) are considered to facilitate the high SINR requirements at \(D\).

\(^1\)In a simpler RIS setup with subwavelength-sized reflecting elements, a phase shift can be obtained by adjusting the bias voltage applied to the tunable capacitor and a variable resistor is added to change the amplitude. In such a way, we can control the reflection coefficient (i.e., amplitude and phase shift) of each reflecting element individually.

B. CHANNEL MODELING

The path loss is used to analyse the large scale attenuations in an RIS-embedded environment [31]. Taking into account the area of an RIS, the placement of the RIS plane and phase-aligning the reflected signals of the reflecting elements towards a target angle \(\theta_R\) (i.e., in the direction of \(D\)), the pathloss via an RIS at the far-field distance can be expressed by

\[ L_{RIS} = \frac{G_1 G_2 (X_R Y_R)^2}{(4\pi)^2 (d_1 d_2)^2} \cos^2 (\theta_i - \theta_{Rot}), \]  

where \(\theta_i\) and \(\theta_{Rot}\) are the incident angle of the signal and the rotation angle of an RIS plane, respectively. \(G_1\) and \(G_2\) are the antenna gains at \(S\) and \(D\), respectively. \(X_R\) and \(Y_R\) are the aggregate length and width of the RIS having \(M\) reflecting elements. Since the reflecting elements are deployed in an end-to-end configuration, the area (size) of the RIS is given by \(X_R Y_R = M l^2\) where \(l\) is the side length (horizontal width and vertical height) of the square reflecting element. Furthermore, the effective area of the RIS as seen from the \(S\) is given by \(X_R Y_R \cos (\theta_i - \theta_{Rot})\), i.e., \(\theta_{Rot} = 0\) if the RIS plane is vertically straight.

We consider the tractable independent and identically distributed (i.i.d.) Rayleigh model for small-scale multipath fading to provide an upper bound performance [32], [33]. In detail, the channel coefficients from \(S\) to \(D\), from \(S\) to \(m\)th reflecting element and from \(m\)th reflecting element to \(D\)
The reflection coefficient for the \( m \)th reflecting element of the RIS is defined by \( \chi_m = \psi_m e^{j\phi_m} \), where \( \psi_m \in [-\pi, \pi] \) and \( \chi_m \in [0, 1] \) are the phase shift and reflection amplitude, respectively. In ideal phase shifting \([37]\), the optimal reflection design considers a constant reflection amplitude regardless of the phase shift, i.e., \( \psi_m = 1 \). In practice, the amplitude and phase responses of the RIS depend on the circuit implementation of the reflecting elements. The amplitude response is non-uniform with respect to its phase shift, i.e., the amplitude response is a function of phase. In detail, the reflection amplitude for the practical phase shifters exhibits the minimum value with the phase shift setting near zero and the maximum value with the phase shift setting around \( \pi \) or \( -\pi \). Therefore, the phase shifting around \( \pi \) or \( -\pi \) can only maximize the effective channel power gain \([38]\). In this respect, we present the analytical phase shift model to characterize the intertwined relationship for the amplitude and phase response of each reflecting element and capture the phase-dependent amplitude variation in the element-wise reflection coefficient, i.e., \( \chi_m = \psi_m(\phi_m) e^{j\phi_m} \).

Specifically, \( \psi_m(\phi_m) \) is defined as

\[
\psi_m(\phi_m) = (1 - \psi_{\text{min}}) \left( \frac{\sin(\phi_m - \sigma) + 1}{2} \right) + \psi_{\text{min}},
\]

where \( \psi_{\text{min}} \geq 0 \), \( \sigma \geq 0 \) and \( \varpi \geq 0 \) are the constants related to the hardware implementation of the reflecting elements and are determined by a standard curve fitting tool. Then, a setting \( \psi_{\text{min}} = 1 \) (or \( \varpi = 0 \)) employs the ideal phase shifting.

### D. SIGNAL TRANSMISSION MODEL

The RTHIs can be modeled as the additive distortion noise to make the analysis mathematically traceable. With transmit power for \( S \) bounded by \( P_S \), the baseband equivalent received signal at \( D \) can be written as

\[
y[n] = \left( \sqrt{L_0 f} + \sqrt{L_{\text{RIS}}} \sum_{m=1}^{M} h_m \chi_m g_m \right) \times \left( \sqrt{F_S x_T[n] + \omega_S[n]} + \omega_D[n] + n_D[n] \right),
\]

where \( x_T[n] \) is the Gaussian modulated signal with unit energy (i.e., \( E[|x_T|^2] = 1 \)) at symbol time \( n \) and \( n_D[n] \sim \mathcal{CN}(0, \sigma^2) \) is an additive white Gaussian noise (AWGN) \([39]\). Furthermore, \( L_0 = \frac{G_1 G_k \lambda^2}{(4\pi d_0)^2} \) represents the pathloss for a direct link from \( S \) to \( D \); \( d_0 \) is the distance from \( S \) to \( D \). \( \omega_S[n] \sim \mathcal{CN}(0, \xi_S^2 P_S) \) and \( \omega_D[n] \sim \mathcal{CN}(0, \xi_D^2 P_S) \) are the distortion noises at \( S \) and \( D \), respectively. Combining the distribution of \( \omega_S[n] \) and \( \omega_D[n] \) after some mathematical calculations, the received signal at \( D \) can be rewritten as

\[
y[n] = \left( \sqrt{L_0 f} + \sqrt{L_{\text{RIS}}} \sum_{m=1}^{M} h_m \chi_m g_m \right) \times \left( \sqrt{F_S x_T[n] + \omega_T[n]} + n_D[n] \right),
\]

where \( \omega_T[n] \sim \mathcal{CN}(0, \xi_T^2 P_S) \) is an aggregate distortion noise and is the sum of effective distortion noises.
\(\omega_S[n]\) and \(\omega_D[n]\) \(|L_{0f} + L_{\text{RIS}} \sum_{m=1}^{M} h_m \chi_m g_m|^2\). Here, \(\zeta_T = \sqrt{\zeta_T^2 + \zeta_D^2}\) represents the RTHI level.

Furthermore, the effective channel power gain considering the two links, i.e., \(S\) to \(D\) and \(S\) to \(D\) via RIS, is given by \(\sqrt{|L_{0f} + L_{\text{RIS}} \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*)|^2}\).

We align the common phase of the RIS with that of the direct path by setting \(\phi_m^* = \vartheta^* - (\vartheta_m + \omega_m + \zeta_m)\) [40]. Consequently, the effective channel power can be rewritten as \(\sqrt{|L_{0f} + L_{\text{RIS}} \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*)|^2}\).

### III. PERFORMANCE ANALYSIS

#### A. POWER AND TIME SPLITTING DESIGNS

To implement the SWIPT receiver \(D\), we consider the power and time splitting designs with the adjustable power and time ratios and a separated receiver architecture (i.e., a separate information and energy receiver). In a SPS operation mode, \(D\) harvests energy with the first \(K\) symbols, i.e., \(|\gamma[n]|\) for \(i = 1, \ldots, K\). In the other hand, in a TS operation mode, \(D\) harvests energy with the first \(\alpha K\) symbols, i.e., \(|\gamma[n]|\) for \(n = 1, \ldots, \alpha K\), and \(D\) decodes information with the remaining \((1-\alpha)K\) symbols, i.e., \(|\gamma[n]|\) for \(n = \alpha K + 1, \ldots, K\). Note that we only consider \(\alpha\) such that \(\alpha K\) becomes a positive integer.

#### B. ACHIEVABLE RATES-RESIDUAL ENERGY TRADEOFFS

The residual energy is the net stored energy in a battery, i.e., the harvested energy minus the consumed energy. For the sake of the clarity in the performance analysis with the useful insights, we consider a simplified linear EH model, i.e., the harvested energy increases linearly with the received power and therefore, the energy conversion efficiency \(\eta\) is constant [41]. The corresponding residual energy for the TS and SPS operating modes can be represented as

\[E_R^{TS}(\alpha) = \alpha \eta P_S \left(1 + \zeta^2\right) \left| \sqrt{|L_{0f} + L_{\text{RIS}} \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*)|^2} - \left(1 - \alpha\right) P_C, \right. \]

and

\[E_R^{SPS}(\beta) = \beta \eta P_S \left(1 + \zeta^2\right) \left| \sqrt{|L_{0f} + L_{\text{RIS}} \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*)|^2} - P_C, \right. \]

respectively, where \(P_C\) is the fixed circuit power dissipated by the information receiver. Here, we assume the negligible power consumption for the energy receiver due to the passive devices, such as Schottky diode and low-pass filters, etc.

For TS and SPS modes, the SINRs to extract \(x_T\) at \(D\) for the TS and SPS modes can be expressed as

\[\text{SINR}^{TS} = \frac{\left| \sqrt{|L_{0f} + L_{\text{RIS}} \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*)|^2} \rho_S}{\left| \sqrt{|L_{0f} + L_{\text{RIS}} \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*)|^2} \rho_S \zeta^2 + 1\right|}, \]

and

\[\text{SINR}^{SPS} = \frac{(1 - \beta) \left| \sqrt{|L_{0f} + L_{\text{RIS}} \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*)|^2} \rho_S}{(1 - \beta) \left| \sqrt{|L_{0f} + L_{\text{RIS}} \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*)|^2} \rho_S \zeta^2 + 1\right|}, \]

respectively, where \(\rho_S = \frac{\beta}{\rho}\).

The corresponding achievable rates for the TS and SPS modes can be obtained by

\[R_A^{TS}(\alpha) = (1 - \alpha) \log_2 (1 + \text{SINR}^{TS}) \]

\[= (1 - \alpha) \log_2 \left(1 + \frac{\left| \sqrt{|L_{0f} + L_{\text{RIS}} \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*)|^2} \rho_S}{\left| \sqrt{|L_{0f} + L_{\text{RIS}} \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*)|^2} \rho_S \zeta^2 + 1\right|}\right), \]

and

\[R_A^{SPS}(\beta) = \log_2 (1 + \text{SINR}^{SPS}) \]

\[= \log_2 \left(1 + \frac{(1 - \beta) \left| \sqrt{|L_{0f} + L_{\text{RIS}} \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*)|^2} \rho_S}{(1 - \beta) \left| \sqrt{|L_{0f} + L_{\text{RIS}} \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*)|^2} \rho_S \zeta^2 + 1\right|}\right), \]

respectively.
expression for such tradeoff, achievable rates for both operating modes are written as functions of the residual energy as follows:

\[ R_A^{TS} (E_R^{TS}) = \left( 1 - \frac{P_C + E_R^{TS}}{P_C + k_1 W} \right) \log_2 \left( 1 + \frac{W k_2}{W k_3 + 1} \right), \tag{11} \]

and

\[ R_A^{SPS} (E_R^{SPS}) = \log_2 \left( 1 + \frac{k_2}{k_1} \left( k_1 W - P_C - E_R^{SPS} \right) + 1 \right). \tag{12} \]

respectively.

First, we provide the statistical characterization of \( W = \sqrt{L_{fa} + \sqrt{L_{RIS}} \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*)} \). Given both \( \alpha_m \) and \( \kappa_m \) following the Rayleigh distributions, the CDF of \( \alpha_m \kappa_m \) can be represented as

\[ F_{\alpha_m \kappa_m} (z) = Pr (\alpha_m \kappa_m < z) = Pr \left( \alpha_m < \frac{z}{\kappa_m} = \frac{z}{v} \right) \]

\[ = \int_0^\infty F_{\alpha_m} \left( \frac{z}{v} \right) f_{\kappa_m} (v) \text{dv} = 1 - 2 z K_1 (2 z), \tag{13} \]

where \( K_1(.) \) is the modified Bessel function of second kind with \( n^{th} \) order \([42, \text{Eq. (8.407)}]\).

Using Eq. (13), the PDF of \( \alpha_m \kappa_m \) is then computed as

\[ f_{\alpha_m \kappa_m} (z) = \frac{dF_{\alpha_m \kappa_m}}{dz} = 2 z [K_2 (2 z) - K_0 (2 z)] - 2 K_1 (2 z). \tag{14} \]

By utilizing Eq. (14) and \([42, \text{Eq. (8.486.11)}]\), we can compute the statistical information of \( \alpha_m \kappa_m \) in terms of the expectation and the variance as \( E[\alpha_m \kappa_m] = \frac{z}{\pi} \) and \( \text{Var}[\alpha_m \kappa_m] = 1 - \frac{\pi^2}{16} \), respectively.

Further, \( \phi_m^* \) is uniformly distributed in \([-\pi, \pi]\). For \( X = \phi_m^* \sim U (-\pi, \pi) \), the PDF of \( X \) is \( f_X (x) = \frac{1}{2\pi} \). For \( Y = \sin (x) \), the real roots of \( g(x) = y \) are \( x_1 = \sin^{-1} (y) \) and \( x_2 = \pi - \sin^{-1} (y) \). Then, the PDF of \( Y = \sin (x) \) can be determined as

\[ f_Y (y) = \frac{f_X (x_1)}{g'(x_1)} + \frac{f_X (x_2)}{g'(x_2)} \]

\[ = \frac{1}{2\pi \cos (\sin^{-1} (y))} + \frac{1}{2\pi \cos (\pi - \sin^{-1} (y))} \]

\[ = \begin{cases} \frac{1}{\pi \sqrt{1 - y^2}}, & \text{if } |y| < 1, \\ 0, & \text{otherwise.} \end{cases} \tag{15} \]

Using Eq. (15) and the transformation method, the PDF of \( \psi_m (\phi_m^*) \) for \( \psi_m \neq 1, \) and \( \theta \neq 0 \) can be formulated as

\[ f_{\psi_m (\phi_m^*)} (q) = \frac{(1 - \psi_m)^{1-\theta}}{\pi \theta (1 - \psi_m)^{1-\theta}} \sqrt{\frac{q - \psi_m}{1 - \psi_m} \frac{1 - \psi_m}{q - \psi_m}}, \tag{16} \]

where \( q \in (\psi_m, 1) \).

Using Eq. (16), we derive the first moment of \( \psi_m (\phi_m^*) \). \( X_A \triangleq \mathbb{E} [\psi_m (\phi_m^*)] \) as

\[ X_A = \int_0^\infty q f_{\psi_m (\phi_m^*)} (q) \text{dq} = \frac{1}{\Gamma (\theta + \frac{1}{2})} \Gamma \left( 1 + \frac{1}{2} \right) \frac{2}{\pi} \frac{\psi_m}{\psi_m - (\psi_m - 1)^{2}}. \tag{17} \]

where \( \Gamma(.) \) is the Gamma function defined by the Euler integral \([42, \text{Eq. (8.310)}]\).

Following a similar procedure, we derive the second moment of \( \psi_m (\phi_m^*) \). \( X_C \triangleq \mathbb{E} \{ (\psi_m (\phi_m^*))^2 \} \) as

\[ X_C = \frac{(1 - \psi_m)^2}{\pi \Gamma (\theta + \frac{1}{2})} \Gamma \left( 1 + \frac{1}{2} \right) \frac{2}{\pi \Gamma (\theta + \frac{1}{2})} \frac{\psi_m}{\psi_m - (\psi_m - 1)^{2}}, \tag{18} \]

Using Eqs. (17) and (18), we derive the variance of \( \psi_m (\phi_m^*) \). \( X_B \triangleq X_C - (X_A)^2 \) as follows:

\[ X_B = \frac{(1 - \psi_m)^2}{\pi \Gamma (\theta + \frac{1}{2})} \Gamma \left( 1 + \frac{1}{2} \right) \frac{2}{\pi \Gamma (\theta + \frac{1}{2})} \frac{\psi_m}{\psi_m - (\psi_m - 1)^{2}}. \tag{19} \]

For a sufficiently large number of reflecting elements, i.e., \( M \gg 1 \), \( \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*) \) converges to a Gaussian distributed \( \mathcal{R} \mathcal{V} \), and its statistical information can be determined by the independent \( \mathcal{R} \mathcal{V} \)s \( \alpha_m \kappa_m \) and \( \psi_m (\phi_m^*) \). The expectation and the variance of \( \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*) \) can be determined as

\[ \mathbb{E} \left\{ \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*) \right\} = M \mathbb{E} \left[ \alpha \kappa \right] \mathbb{E} \left[ \psi_m (\phi_m^*) \right] \]

\[ = \frac{M}{4} X_A, \tag{20} \]

and

\[ \text{Var} \left\{ \sum_{m=1}^{M} \alpha_m \kappa_m \psi_m (\phi_m^*) \right\} \]

\[ = M \frac{\psi_m}{\psi_m - (\psi_m - 1)^2} X_B + M \frac{(\psi_m)^2}{\psi_m - (\psi_m - 1)^2} X_B, \tag{21} \]

respectively.
Based on the above results, it can be seen that $W = |\sqrt{L_0}f_a + \sqrt{L_{\text{RIS}}} \sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*)|^2$ is a square of a sum of a Gaussian and a Rayleigh distributed $\mathcal{R}$Vs. To provide the fitting of the complicated distribution, we consider the regular Gamma distribution, i.e., $W \sim \Gamma(k_w, w_w)$, where $k_w$ and $w_w$ are the shape parameter and the scale parameter of $W$, respectively. It follows immediately that the shape and the scale parameters can be determined using the moment matching technique. The exact first and second moments of $W$ can be determined by

$$
\mathbb{E}[W] = L_0 \mathbb{E}[|f_a|^2] + L_{\text{RIS}} \mathbb{E} \left\{ \sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*)^2 \right\}
$$

$$+ 2\sqrt{L_0} \sqrt{L_{\text{RIS}}} \mathbb{E}[f_a] \mathbb{E} \left\{ \sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*) \right\},
$$

and

$$
\mathbb{E} \left\{ W^2 \right\} = \sum_{t=0}^{4} \binom{4}{t} \left( \sqrt{L_0} \right)^t \left( \sqrt{L_{\text{RIS}}} \right)^{4-t} \times \mathbb{E} \left\{ |f_a|^4 \right\} \mathbb{E} \left\{ \sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*)^{4-t} \right\},
$$

respectively, where

$$
\mathbb{E}[|f_a|^4] = 2,
$$

$$
\mathbb{E}[|f_a|^3] = \frac{3\sqrt{\pi}}{4},
$$

$$
\mathbb{E}[|f_a|^2] = \mathbb{V}[f_a] + \left( \mathbb{E}[f_a] \right)^2 = \frac{4 - \pi}{4} + \left( \frac{\sqrt{\pi}}{2} \right)^2 = 1,
$$

$$
\mathbb{E}[f_a] = \frac{\sqrt{\pi}}{2},
$$

$$
\mathbb{E} \left\{ \sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*)^2 \right\} = \left( \mathbb{E} \left\{ \sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*) \right\} \right)^2
$$

$$+ \mathbb{V} \left\{ \sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*) \right\}
$$

$$= M \left( X_B + \left( 1 - \frac{\pi^2}{16} \right) (X_A)^2 \right)^2 + \left( \frac{M \pi^2}{4} X_A \right)^2,
$$

$$
\mathbb{E} \left\{ \sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*)^3 \right\}^3 = \left( \mathbb{E} \left\{ \sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*) \right\} \right)^3
$$

$$+ 3 \mathbb{E} \left\{ \sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*) \right\} \times \mathbb{V} \left\{ \sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*) \right\}
$$

$$+ 3 \left( \mathbb{E} \left\{ \sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*) \right\} \right)^2 \times \left( \mathbb{E} \left\{ \sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*) \right\} \right)
$$

$$+ 3 \left( \mathbb{E} \left\{ \sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*) \right\} \right)^3,
$$

Using the statistics associated with a Rayleigh distributed $f_a$ and a Gaussian distributed $\sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*)$, which are given in Eqs. (24)-(30), we solve Eqs. (22) and (23) as follows:

$$
\mathbb{E} \left\{ W^2 \right\} = M \left( \frac{\pi}{4} X_A \right)^3 + \frac{3\pi}{4} X_A [X_B + \left( 1 - \frac{\pi^2}{16} \right) (X_A)^2],
$$

and

$$
\mathbb{E} \left\{ \sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*) \right\}
$$

$$= M \left( \frac{\pi}{4} X_A \right)^4 + 6 M \left( \frac{\pi}{4} X_A \right)^2 \left[ X_B + \left( 1 - \frac{\pi^2}{16} \right) (X_A)^2 \right] + 3 \left( \mathbb{E} \left\{ \sum_{m=1}^{M} \alpha_m k_m \psi_m(\phi_m^*) \right\} \right)^2,
$$

respectively.
Using the first and second moment statistics obtained in Eqs. (31) and (32), we can determine $k_w$ and $w_w$ as

$$k_w = \frac{(\mathbb{E}[W])^2}{\mathbb{E}[W^2] - (\mathbb{E}[W])^2},$$  \hspace{1cm} (33)$$

and

$$w_w = \frac{\mathbb{E}[W^2] - (\mathbb{E}[W])^2}{\mathbb{E}[W]},$$  \hspace{1cm} (34)$$

respectively. To present the analytical framework deriving the tight bounds for the achievable information rate, residual energy, and R-Er tradeoff for TS and SPS designs, we use the following necessary Lemmas.

**Lemma 1:** For positive $u_1, u_2$ and $u_3$

$$\log_2 \left(1 + \frac{u_1}{u_2 + u_3}\right) = \log_2 \left(1 + \frac{u_1 + u_2}{u_3}\right) - \log_2 \left(1 + \frac{u_2}{u_3}\right)$$  \hspace{1cm} (35)$$

**Proof:** The proof is available in [43]. □

**Lemma 2:** If $X$ is a RV with the expectation $\mathbb{E}\{X\}$ and the variance $\mathbb{V}\{X\}$, the improved approximation for $\mathbb{E}\{\ln (1 + \mathbb{E}\{X\})\}$ using the Taylor expansion can be derived as,

$$\mathbb{E}\{\ln (1 + X)\} \approx \ln (1 + \mathbb{E}\{X\}) - \frac{\mathbb{V}\{X\}}{2 (1 + \mathbb{E}\{X\})^2}$$  \hspace{1cm} (36)$$

**Proof:** The proof is available in [43]. □

**Lemma 3:** Further, the improved approximation for $\mathbb{E}\{X = \frac{A}{B}\}$ using the Taylor expansion can be derived as,

$$\mathbb{E}\{\frac{A}{B}\} \approx \frac{\mathbb{E}\{A\}}{\mathbb{E}\{B\}} + \frac{\mathbb{E}\{A\} \mathbb{V}\{B\}}{(\mathbb{E}\{B\})^3}$$  \hspace{1cm} (37)$$

**Proof:** The proof is available in [44], [45]. □

**Lemma 4:** For $a_1 > 0, b_1 > 0$ and $Y \sim \Gamma(k_y, w_y)$, the expectation and the variance of $a_1 + b_1 Y$ are respectively given by

$$\mathbb{E}\{a_1 + b_1 Y\} = a_1 + k_y b_1 w_y,$$  \hspace{1cm} (38)$$

$$\mathbb{V}\{a_1 + b_1 Y\} = k_y (b_1 w_y)^2$$  \hspace{1cm} (39)$$

**Proof:** The proof is available in [46], [47]. □

Using Lemma 1, the average residual energy, average achievable information rate, and R-Er tradeoff for the TS design can be respectively calculated as

$$\overline{E_R}^{\text{TS}}(\alpha) = \mathbb{E}\{E_R^{\text{TS}}(\alpha)\},$$

$$\overline{R_A}^{\text{TS}}(\alpha) = \mathbb{E}\{R_A^{\text{TS}}(\alpha)\},$$

$$\overline{R_A}^{\text{TS}}(E_R^{\text{TS}}) = \mathbb{E}\{R_A^{\text{TS}}(E_R^{\text{TS}})\} = \left(1 - \alpha\right) \mathbb{E}\{\log_2 (1 + W) - \log_2 (1 + W (k_y (k_2 + k_3)))\},$$

$$\mathbb{E}\{\left(\frac{k_1 W - E_R^{\text{TS}}}{k_1 W + P_C}\right)\} \times \mathbb{E}\{\log_2 (1 + W (k_2 + k_3)) - \log_2 (1 + W k_3)\},$$  \hspace{1cm} (41)$$

Using Lemmas 2-4, the tight bounds for the average achievable information rate and R-Er tradeoff for the TS design can be respectively derived as,

$$\overline{E_R}^{\text{TS}}(\alpha) = k_w \alpha k_1 w_w - (1 - \alpha) P_C,$$  \hspace{1cm} (43)$$

$$\overline{R_A}^{\text{TS}}(\alpha) \approx \frac{(1 - \alpha)}{\ln 2} (T_1 - T_2),$$  \hspace{1cm} (44)$$

$$\overline{R_A}^{\text{TS}}(E_R^{\text{TS}}) \approx \frac{T_0}{\ln 2} (T_1 - T_2),$$  \hspace{1cm} (45)$$

where

$$T_0 = \left(k_w k_1 w_w - E_R^{\text{TS}}\right) \times \left(\frac{1}{k_w k_1 w_w + P_C + \left(k_w k_1 w_w + P_C\right)^3}\right),$$  \hspace{1cm} (46)$$

$$T_1 = \ln \left(\frac{1 + k_w (k_2 + k_3) w_w}{1 + k_w k_3 w_w}\right),$$  \hspace{1cm} (47)$$

$$T_2 = \frac{k_w \left(k_2 + k_3\right) w_w^2}{2 (1 + k_w (k_2 + k_3) w_w)^2} - \frac{k_w (k_3 w_w)^2}{2 (1 + k_w k_3 w_w)^2}.$$  \hspace{1cm} (48)$$

Now, the average residual energy, average achievable information rate, and R-Er tradeoff for the SPS design can be respectively calculated as

$$\overline{E_R}^{\text{SPS}}(\beta) = \mathbb{E}\{E_R^{\text{SPS}}(\beta)\} = \mathbb{E}\{\beta k_1 W - P_C\},$$

$$\overline{R_A}^{\text{SPS}}(\beta) = \mathbb{E}\{R_A^{\text{SPS}}(\beta)\} = \mathbb{E}\{\log_2 (1 + W (1 - \beta) (k_2 + k_3)) - \log_2 (1 + W (1 - \beta) k_3)\},$$

$$\overline{R_A}^{\text{SPS}}(E_R^{\text{SPS}}) = \mathbb{E}\{R_A^{\text{SPS}}(E_R^{\text{SPS}})\} = \mathbb{E}\{\log_2 \left(1 + \left(\frac{k_2 + k_3}{k_1}\right) (k_1 W - E_R^{\text{SPS}} - P_C)\right)\} - \mathbb{E}\{\log_2 \left(1 + \left(\frac{k_3}{k_1}\right) (k_1 W - E_R^{\text{SPS}} - P_C)\right)\}.$$  \hspace{1cm} (51)$$

Using Lemmas 2-4, the tight bounds for the average achievable information rate and R-Er tradeoff for the SPS design can be finally expressed as,

$$\overline{E_R}^{\text{SPS}}(\beta) = k_w \beta k_1 w_w - P_C,$$  \hspace{1cm} (52)$$

$$\overline{R_A}^{\text{SPS}}(\beta) \approx \frac{1}{\ln 2} (T_4 - T_5),$$  \hspace{1cm} (53)$$

$$\overline{R_A}^{\text{SPS}}(E_R^{\text{SPS}}) \approx \frac{1}{\ln 2} (T_6 - T_7),$$  \hspace{1cm} (54)$$

where

$$T_4 = \ln \left(\frac{1 + k_w (1 - \beta) (k_2 + k_3) w_w}{1 + k_w (1 - \beta) k_3 w_w}\right),$$  \hspace{1cm} (55)$$
\[ T_5 = \frac{k_w [(1 - \beta)(k_2 + k_3) w]^2}{2 (1 + k_w (1 - \beta)(k_2 + k_3) w)^2} - \frac{k_w [(1 - \beta)k_3 w]^2}{2 (1 + k_w (1 - \beta)k_3 w)^2}, \]  
\[ T_6 = \ln \left( \frac{1 + \left( \frac{k_w (k_2 + k_3) w - (k_2 + k_3)}{k_1} \right) (E_R^{SPS} + P_C)}{1 + \left( k_w k_3 w - \frac{k_2}{k_1} \right) (E_R^{SPS} + P_C)} \right), \]  
\[ T_7 = \frac{k_w [(k_2 + k_3) w]^2}{2 (1 + k_w (k_2 + k_3) w - \frac{(k_2 + k_3)}{k_1} \left( E_R^{SPS} + P_C \right))^2} - \frac{k_w [(k_3 w)^2}{2 (1 + k_w (k_3 w)^2 - \frac{k_2}{k_1} \left( E_R^{SPS} + P_C \right))^2}. \]

IV. EXTENSION TO RIS CORRELATED CHANNELS AND NON-LINEAR EH MODEL

In the previous sections, we investigate the R-Er tradeoffs for TS and SPS designs under i.i.d. Rayleigh fading and a linear EH model. In this section, we discuss the approach to extend to the general cases, i.e., spatial correlation in RIS channels and non-linear behavior of EH circuit.

In an isotropic scattering environment, the spatial correlation cannot be avoided for the RIS having practical reflecting elements with sub-wavelength-sized [48]. Taking into account the general correlated Rayleigh fading model for the RIS-aided communications, the indirect RIS channels are presented as \( h = [h_1, \ldots, h_m]^T \sim C\mathcal{N}(0, R_S) \) and \( g = [g_1, \ldots, g_m]^T \sim C\mathcal{N}(0, R_D) \), where \( R_S \) and \( R_D \) represent the spatial correlation matrix of the channels from \( S \) to \( RIS \) and \( RIS \) to \( D \), respectively. The received signal at \( D \) can be rewritten by

\[ y_c[n] = \left( \sqrt{L_0^f} + \sqrt{L_{RIS}^HH_Xg} \right) \times \left( \sqrt{P_{RX}^f n} + \omega_S[n] \right) + \omega_D[n] + n_D[n], \]  

where \( X = \text{diag}(\chi_1, \ldots, \chi_m) \) is the diagonal phase-shift matrix determining the configuration of the RIS. Then, the SINR for TS and SPS modes can be expressed by

\[ \text{SINR}_{c}^{TS} = \frac{\sqrt{L_0^f} + \sqrt{L_{RIS}^HH_Xg}^2 \rho_S}{\sqrt{L_0^f} + \sqrt{L_{RIS}^HH_Xg}^2 \rho_S \zeta_2^f + 1}, \]  

and

\[ \text{SINR}_{c}^{SPS} = \frac{(1 - \beta) \sqrt{L_0^f} + \sqrt{L_{RIS}^HH_Xg}^2 \rho_S}{(1 - \beta) \sqrt{L_0^f} + \sqrt{L_{RIS}^HH_Xg}^2 \rho_S \zeta_2^f + 1}, \]  

respectively.

Given the covariance matrix, the statistical parameters (i.e., first and second moments) of the effective channel \( \sqrt{L_0^f} + \sqrt{L_{RIS}^HH_Xg}^2 \) can be determined. The Gamma distribution approximation of \( \sqrt{L_0^f} + \sqrt{L_{RIS}^HH_Xg}^2 \) is possible by using the moment-matching method discussed in Section 3. The details on the statistics of \( [\sqrt{L_0^f} + \sqrt{L_{RIS}^HH_Xg}]^2 \) was discussed in the proof of Theorem 1 [49]. Then, by following the similar approach, i.e., using the results of Lemmas 1-4, the tight bounds of the average achievable rate, average residual energy and R-Er tradeoffs using the spatially correlated fading can be derived for the TS and SPS designs.

Now, we show that an i.i.d. channel model can provide a tight (upper) bound of the achievable rate derived in our framework for both SWIPT designs in practical correlated channels. To show the tightness of the bound as in Fig. 2, we show numerical results under the following condition: \( \psi_{min} = 1 \) (ideal phase-shifting), \( M = 100 \) (reflecting elements per row = reflecting elements per column = 10), \( \lambda = 0.1m, \beta = \alpha = 0.6, P_C = 3\text{mW}, \), \( \zeta_2 = 0.2, \rho_S = 80\text{dB}, P_S = 20\text{dBm} \) and a correlation matrix is derived as in [48], [49] for correlated fading. The path loss for RIS cascaded channel is calculated by Eq. (1) with the parameters same as in Table 3. The analytical values are calculated by Eqs. (60) and (61) for correlated fading channels and by Eqs. (9) and (10) for i.i.d. fading channels. It can also be observed that the configuration of RIS, i.e., size (side length) of a reflecting element, \( l \), can determine the strength of the spatial correlation and then, it can determine the performance gap between the i.i.d. and correlated channel models. As \( l \) increases to \( \frac{1}{\sqrt{2}} \), the channel correlation is reduced, and the performance of a correlated channel becomes closer to that of an i.i.d. channel. Furthermore, when the strength of a direct channel increases, the effect of the correlated RIS cascaded channel decreases, and then the performance gap between i.i.d. and correlated channels decreases. Since the i.i.d. Rayleigh fading model provides a tight upper bound of the practical correlated fading model, we present the detailed analytical framework and the numerical results with i.i.d. channel model.

Adopting a realistic EH process at the SWIPT receiver, the harvested power increases non-linearly with the input power. The non-linear model in [50], [51] accommodates the saturation effect which arises due to the breakdown region. However, the change in the diode or the rectifier topology may result in different behavior since the saturation effect is circuit-specific. The sigmoid (logistic) function also leads to the analytical intractability of the focused research problem. The proper rectifier design can be helpful to avoid the saturation effect and the detrimental nonlinearity for the input power range of interest [52]. For example, an adaptive rectifier can generate a non-vanishing (consistent) energy conversion efficiency (\( \eta \)) over a range of the operating input power. For the sake of practicality and exact analysis, the non-linear (linear-saturation) model provides the reasonable approximation of the saturation model and generates an increasing (constant) harvesting power in linear (saturation) region [53]. For our analysis, the corresponding residual energy for the TS and SPS operating modes using the non-linear (linear-saturation) EH model can be represented by

\[ E_{Rid}^{TS} (\alpha) = \begin{cases} \alpha k_1 W - (1 - \alpha) P_C & k_1 W \leq P_{Sat}, \\ \alpha P_{Sat} - (1 - \alpha) P_C & k_1 W > P_{Sat}. \end{cases} \]
In this section, we present the numerical results to validate the derived theoretical expressions and provide valuable insights into the performance of RIS-SWIPT systems. The simulation results are obtained via the Monte Carlo simulations with $10^4$ independent trials. The consistency of the numerical and simulation results verify the accuracy of the presented analytical framework. The simulation parameters, if not specified otherwise, are set as in Table 3. Notably, the values are selected for a behavioral validation of the system. As expected, RTHIs increase the effective noise level and therefore have a negative effect on the reliability performances. Particularly, the results demonstrate that the impact of ζT is more severe (i.e., the reliability performances are more sensitive to RTHIs) at higher $ρS$.

Figs. 3 and 4 also illustrate the impact of amplitude variations (in terms of $ψ_{min}$) on the average residual energy and average achievable information rate performances, respectively. Instead of increasing $ρS$ or a relay link, for the SINR improvement, the deployment of RIS with the phase-alignment for the LoS and RIS cascaded links enhances the rate and residual energy performances. In detail, $ψ_{min} = 1$ corresponds the practical phase shifting in which $ψ_m$ is set at the maximum value (i.e., 1) regardless of the selected $φ_m^*$. However, $ψ_{min} = 0.4$ corresponds the practical phase shifting in which $ψ_m$ depends on $φ_m^*$ and the optimal amplitude adjustment is possible only when $φ_m^*$ approaches $π$ or $−π$. Otherwise, a setting of $φ_m^*$ equal to zero yields the minimum reflection amplitude, i.e., maximizes the power loss of the reflected signal arising due to non-ideal RIS phase-shifting.

Figs. 5-7 plot $R_{E_R}^{TS}(E_R^{TS})$ and $R_{E_R}^{SPS}(E_R^{SPS})$ to show the R-E tradeoff performances for the TS and SPS designs, respectively, over different values of the physical size and number of the reflecting elements, rotation angle of the RIS plane and reflection amplitude variations. The analytical values are

![Achievable information rates for the TS and SPS designs vs. Number of reflecting elements per row / column.](image_url)

**TABLE 3. Simulation parameters.**

| Parameter                        | Value   |
|----------------------------------|---------|
| Total number of reflecting elements ($M$) | 16      |
| Incident Angle ($θ_i$)          | $\pi$   |
| Rotation Angle ($θ_{P, sat}$)   | $\pi$   |
| Wavelength of an incident signal ($λ$) | 0.1 m   |
| Side length of square reflecting element ($l$) | $\frac{λ}{2}$ |
| Minimum Amplitude ($ψ_{min}$)   | 0.4     |
| Practical phase shifter constant ($δ$) | 3       |
| Practical phase shifter constant ($ψ$) | 0.4$π$ |
| RTHI level ($ζT$)               | 0.2     |
| Antenna gains at $S$ and $D$    | $(G_1, G_2)$ |
| $S$–RIS and RIS–$D$ distance    | $(d_1, d_2)$, 30 m |
| $S$–$D$ distance                | $(d_3)$, 50 m |
| Circuit power consumption at $D$ | $(P_C)$ |
| Transmit SNR ($ρ_S$)            | 30 dB   |
calculated by Eqs. (45) and (54). In Figs. 5-7, the average residual energy for both designs is set as 6mJ for an observation point. The results show that $R_{ATS}(E_{RTS})$ is a linear function and $R_{ASPS}(E_{RSPS})$ is a non-linear function. A comparison between the TS and SPS designs also reveals that the SPS design provides the better R-Er tradeoff performance than the TS design. This phenomenon indicates the better energy-efficient resource allocation for RIS-aided SWIPT systems using the SPS design. Counter-intuitively, the TS design provides the suboptimal performance.

Fig. 5 shows the impact of the side length of the square reflecting element ($l$) which determines the physical size of the reflecting elements for fixed $M$. The results suggest that the larger size of the reflecting elements results to the better R-Er tradeoff performance for both designs. The reason is that the area of the RIS becomes larger and consequently the larger passive beamforming gain can be acquired. The counter-intuitive behavior can be shown for fixed $X_R Y_R$ (i.e., the smaller size of the reflecting elements results in the better R-Er tradeoff performances due to increment in the number of reflecting elements). The substantial performance gain with the increment in $M$ or $X_R Y_R$ can be justified by the improved RIS channel power gain. Next, Fig. 6 provides an insight into the placement of the RIS plane and shows the impact of the rotation angle $\theta_{Rot}$. The results show that the smaller $\theta_i - \theta_{Rot}$ causes better R-Er tradeoff performances for the TS and SPS designs since the term $\cos(\theta_i - \theta_{Rot})$ corresponding the effective impinging area of the incident EM wave increases. In detail, larger $l$ and smaller $\theta_i - \theta_{Rot}$ improve the harvested energy and require lesser $\alpha$ (for TS) and $\beta$ (for SPS) to maintain the target residual energy, and consequently, achieve the improved information rates.

Fig. 7 demonstrates the effect of the phase-dependent amplitude variations and number of reflecting elements. In particular, the non-ideal amplitude response is investigated by varying $\psi_{min}$ and $\phi$ (i.e., the constants related to the specific circuit implementation of the practical phase shifters). In detail, the optimal system performance setting for the TS
and SPS designs is to deviate the $\psi_{\text{min}}$ towards unity and $\vartheta$ towards zero. Such a setting of $\psi_{\text{min}}$ and $\vartheta$ requires lesser $\alpha$ and $\beta$ to maintain the target residual energy and provides the improved information rates. The results also provide the insights of the impact comparison of the $\vartheta$, $\psi_{\text{min}}$ and $M$. It can be observed that the $M$ has the highest impact, followed by $\psi_{\text{min}}$, and then by $\vartheta$. The greatest impact of $M$ can be justified by the fact that the increased number of $M$ influences both the large-scale path loss and small-scale Rayleigh fading to improve the system performance.

Fig. 8 shows the impact of circuit power consumption $P_C$ on the R-Er tradeoff performances for the TS and SPS designs, i.e., the achievable information rates are compared for a given residual energy. The SPS design provides the superior performance over the entire range of $P_C$. As $P_C$ increases, more resources, i.e., time in TS design ($\alpha$) and power in SPS design ($\beta$), are allocated to the energy receiver in order to maintain the target residual energy, and consequently, result in less resource allocation to the information receiver (and less information rates).

VI. CONCLUSION

In this paper, we investigate the RIS-empowered receiver designs for SWIPT systems while adopting various practical issues. We employ the phase-dependent amplitude variations and the additive distortion noise for the non-ideal RIS and transceiver, respectively. Furthermore, the signal model incorporates the area of the RIS and the placement of the RIS plane to phase-align the reflected signals in a direction of interest. The statistical characterization is provided for the tractable performance analysis and the novel analytical tight-bound expressions are derived to quantify the R-Er tradeoffs for the TS and SPS designs. The results demonstrate the selection of the system parameters to provide the design insights and implementation guidelines for RIS-aided SWIPT systems in the 6G era.
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