Abstract—Educational Data Mining (EDM) is a developing discipline, concerned with expanding the classical Data Mining (DM) methods and developing new methods for discovering the data that originate from educational systems. It aims to use those methods to achieve a logical understanding of students, and the educational environment they should have for better learning.

These data are characterized by their large size and randomness and this can make it difficult for educators to extract knowledge from these data. Additionally, knowledge extracted from data by means of counting the occurrence of certain events is not always reliable, since the counting process sometimes does not take into consideration other factors and parameters that could affect the extracted knowledge.

As a case example of the above problem, student attendance in higher education has always been dealt with in a classical way, i.e. educators rely on counting the occurrence of attendance or absence building their knowledge about students as well as modules based on this count. This method is neither credible nor does it necessarily provide a real indication of a student’s performance.

This study explores the above problem and tries to formulate the extracted knowledge in a way that guarantees achieving accurate and credible results. Student attendance data, gathered from the educational system, were first cleaned in order to remove any randomness and noise, then various attributes were studied so as to highlight the most significant ones that affect the real attendance of students. The next step was to derive an equation that measures the Student Attendance's Credibility (SAC) considering the attributes chosen in the previous step. The reliability of the newly developed measure was then evaluated in order to examine its consistency. Finally, the J48 DM classification technique was utilized in order to classify modules based on the strength of their SAC values.

Results of this study were promising, and credibility values achieved using the newly derived formula gave accurate, credible, and real indicators of student attendance, as well as accurate classification of modules based on the credibility of student attendance on those modules.

Index Terms—EDM, Credibility, reliability, Student attendance, Higher Education.

I. INTRODUCTION

Student attendance in higher education is an important issue as it has been shown to directly affect students’ performance [2]. In order to consider student attendance as a criterion for estimating students’ performance, student attendance data should be represented by a form that reflects the real weight of student attendance rather than the number of attendance occurrences, because of the fact that previous studies that considered investigating students’ attendance have either considered the number of attendance occurrences as it is, or used its average value without relating these values to any other factors that may represent the real student attendance. On the other hand, those studies intended to use student attendance data without preparation that can neither be reliable nor credible. Therefore, the Student Attendance’s Credibility (SAC) should be taken into consideration.

The credibility in research involves establishing that the results of research are credible or believable. It is a term that when incorporated with other terms like: Transferability, Dependability, and Confirmability, can be used to replace ‘reliability’ and ‘validity’, which are usually linked to quantitative research [10]. On one hand, the reliability refers to the ability to measure the attributes of a variable or construct consistency; while on the other hand, the validity is the extent to which the measurement of a concept is done accurately [17]. SAC represents a measure that can determine how much credible student attendance is for each class during the semester.

Hence, the ability to measure SAC is crucial in educational environments since it can accurately evaluate the weight of student attendance compared to his/her number of attendance occurrences. By measuring SAC for each module and comparing it to the same student’s SAC of other modules, the performance of the student can then be evaluated and compared to his/her performance in other semesters. SAC is based on various factors that will be described in detail later in this paper.

By measuring SAC for each module he/she attends, modules can be classified using data mining classification techniques depending on SAC values tied to the module.

Data mining is exploration and analysis, by automatic or semi-automatic means, of large quantities of data in order to discover meaningful patterns [3]. Figure 1 shows the process of data mining.
Many researchers have considered classifying student attendance data using Decision Tree (DT) data mining classification techniques [18]. By adopting student attendance rates as their criterion, they concluded that a lower attendance rate negatively affects the student’s GPA (Grade Point Average). In addition, [8] used DM prediction techniques (classification, Predictive model, and Bayesian classification) to find the effective factors that determine a student’s test grade, and then adjusted these factors to improve the performance of students’ test grade.

[14] used decision tree classification on a student e-learning database to predict the student’s division. The data set used in this study was obtained from students of an engineering college from 2006 to 2010 and contained data on 30 students. The main objective in this study was to help the students and the teachers to improve the grades of the students and identify those students which needed special attention to reduce failure percentages and take appropriate action for the upcoming evaluations.

After reviewing the related literature, it could be concluded that very few researchers were interested in the credibility of student attendance data, instead they emphasize the student attendance data as a number of occurrences. For example, the data collected for the Computer Science Department at Loughborough University in the UK during the academic year 2014-2015 cannot be considered usable because – for some modules -student attendances were taken only twice during a period of a whole semester (11 weeks). In such cases, if a student attended the module when the attendance was taken, his/her attendance average would be 100% even if he/she was not attending the module other than those two times. This cannot give a real indication of student performance.

Data mining needs to have clean and reliable data to achieve acceptable results. After preparing the student attendance data, it then has to be sorted and classified. When dealing with student attendance data, data were found to be noisy and in need of cleaning. In contrast to other research works which dealt with student attendance data without any preparation, this study considers preparation of the data as a first step before applying any data mining technique.

After preparing the data, the next step was to investigate which parameters may play a role in formulating the credibility of student attendance. The result of studying the most effective parameters is a proposed formula that can be applied to student attendance data to achieve credible results which in turn may help in evaluating the modules in terms of student attendance by measuring the credibility of each module and compare the results.

Measuring SAC in HE can give an indication on the credibility of students’ attendance, and can help in:

1) Achieving credible data source for difference data mining techniques.

2) Evaluating the modules by accurately determining the student attendance and absence not by their number of occurrences, but rather depending on the effective weights of

III. STUDENT ATTENDANCE’S CREDIBILITY (SAC)

There is an increasing interest in using data mining in HE. Most of these research works are concerned with the performance of students [1] [3]. There are many resources for data in HE such as: graduate students’ surveys, students’ transcripts, workshops, etc. However, this paper concentrates initially on student attendance data since many previous studies have considered it as a significant indicator to student performance. However, it appears to be that no studies have taken the credibility of student attendance into consideration.

Many researchers have considered classifying student attendance data using Decision Tree (DT) data mining classification techniques [18]. By adopting student attendance rates as their criterion, they concluded that a lower attendance rate negatively affects the student’s GPA (Grade Point Average). In addition, [8] used DM prediction techniques (classification, Predictive model, and Bayesian classification) to find the effective factors that determine a student’s test grade, and then adjusted these factors to improve the performance of students’ test grade.

[14] used decision tree classification on a student e-learning database to predict the student’s division. The data set used in this study was obtained from students of an engineering college from 2006 to 2010 and contained data on 30 students. The main objective in this study was to help the students and the teachers to improve the grades of the students and identify those students which needed special attention to reduce failure percentages and take appropriate action for the upcoming evaluations.

After reviewing the related literature, it could be concluded that very few researchers were interested in the credibility of student attendance data, instead they emphasize the student attendance data as a number of occurrences. For example, the data collected for the Computer Science Department at Loughborough University in the UK during the academic year 2014-2015 cannot be considered usable because – for some modules -student attendances were taken only twice during a period of a whole semester (11 weeks). In such cases, if a student attended the module when the attendance was taken, his/her attendance average would be 100% even if he/she was not attending the module other than those two times. This cannot give a real indication of student performance.

III. STUDENT ATTENDANCE’S CREDIBILITY (SAC)

Data mining needs to have clean and reliable data to achieve acceptable results. After preparing the student attendance data, it then has to be sorted and classified. When dealing with student attendance data, data were found to be noisy and in need of cleaning. In contrast to other research works which dealt with student attendance data without any preparation, this study considers preparation of the data as a first step before applying any data mining technique.

After preparing the data, the next step was to investigate which parameters may play a role in formulating the credibility of student attendance. The result of studying the most effective parameters is a proposed formula that can be applied to student attendance data to achieve credible results which in turn may help in evaluating the modules in terms of student attendance by measuring the credibility of each module and compare the results.

Measuring SAC in HE can give an indication on the credibility of students’ attendance, and can help in:

1) Achieving credible data source for difference data mining techniques.

2) Evaluating the modules by accurately determining the student attendance and absence not by their number of occurrences, but rather depending on the effective weights of
attendance and absence.

3) Evaluating the credible student attendance for each module and comparing it to the same student’s records in different years.

4) Evaluating the performance of students based on their credible attendance or absence in each module, and then for all years of study.

There are many forms of students’ attendance that are used in higher education institutes such as: office hours, supervisors meetings, workshops, etc. However, this study concentrates on student attendance in modules (classes).

The main objective of this work is to measure the credibility of each module depending on two main factors: the average of student attendance and the number of attendance occurrences taken by the instructor during the semester.

A credibility equation has been formulated in order to measure the credibility of student attendance; this equation will be described step by step in the following section.

### A. SAC Equation

This section describes and validates the equation of SAC. This equation helps us to measure the credibility of student attendance; it can tell whether the module has a good attendance rate for a specific semester or not depending on the following parameters:

a) Average of student attendance for each module: it is a significant parameter that represents the ratio between the number of students attended at a certain week in each module to the number of registered students in each module. Hence it is a variable parameter that relies on both numbers.

b) Number of attendance occurrences taken by the instructor for each module per semester: this significant parameter represents the number of attendance occurrences taken by instructor, and its significance comes from the fact that no information of the student attendance will be available whether the students really attended the module or not.

c) Total number of weeks per semester: a variable parameter, depending on the system of each school, and it should be part of the equation since it is connected directly to both the number of attendance occurrences taken by instructor, and the average of student attendance for each module.

1) Average of Student Attendance

As mentioned earlier, the average of student attendance depends on two factors: number of students attended at certain week and the number of registered students at each module. Number of students registered on a module is given, hence let us assume that:

\[
X = \text{Number of students attended on a certain week at a module}
\]

\[
Y = \text{Number of registered students at a module}
\]

\[
- \text{Number of weeks starting with 1 until the last week (n)}
\]

By dividing \(X\) over \(Y\), we can obtain the ratio of attendance for one week only. Therefore, by considering the summation of this value throughout the semester multiplied by 100%, we can calculate the average percentage of student attendance for the whole semester.

To find the average of student attendance, we have to use the following equation:

\[
\text{Average of Student Attendance} = \sum_{\text{week}=1}^{n} \left( \frac{X}{Y} \right) \times 100
\]

(1)

→ Note: the number of registered students in a module must be more than zero (otherwise there would be no module), therefore:

\[
Y \neq 0
\]

→ Note: Number of students attended at a certain week in such module must be less or equal to the number of registered students in such module, therefore:

\[
X \leq Y
\]

→ Average \(\in [0-100\%]\)

We conclude that the more students attend at a certain week will give a better average of attendance (closer to 100%).

2) Credibility of Student Attendance

In order to measure SAC for each module, three parameters should be considered: the average value of student attendance should be calculated for each module; the number of attendance occurrences taken by the instructor for each module; and, finally, the total number of weeks for each semester. Let us assume that:

\[
\text{SAC: Student Attendance’s Credibility for each module}
\]

A: Average of student attendance for each module

C1: Number of attendance occurrences taken by instructor for each module

C2: Total number of weeks for each semester

Using the above notations, equation 2 can be derived, which measures SAC based on \(A, C1,\) and \(C2\). The result will always be always a number between 0 and 1. The purpose of finding SAC of each module is to find which module has a good attendance rate compared to other modules. The values of the average student attendance for each module, the number of attendance occurrences taken by instructor for each module and the total number of weeks for each semester are affecting SAC value.

\[
\text{SAC} = \frac{1}{100} \left( A \times \frac{C}{C_2} \right)
\]

(2)

We can simplify the previous equation to be:

\[
\text{SAC} = \frac{A \times \frac{C}{C_2}}{100}
\]

Let us assume that \(Z1\) denotes the attendance average divided by 100 (the left hand side of the multiplication)

\[
Z1 = \frac{1}{100}
\]

\(Z1 \in [0-1]\)

And, Let us assume that \(Z2\), which is a ratio representing the instructor’s overall recording of student attendance throughout the semester, denotes the number of attendance occurrences taken by instructor for each module divided by the total number of weeks for each semester (right hand-side of the multiplication)

\[
Z2 = \frac{C}{C_2}
\]

\(Z2 \in [0-1]\)
Therefore, the more attendance occurrences taken by instructor the closer to 1 Z2 will approach.


\[ 0 \leq Z1 & Z2 \leq 1 \]

The closer to 1 Z1 and Z2 are approaching, the more reliable the student attendance is (i.e. R approaches 1).

By taking the limits of the credibility equation when the number of weeks approaches n, equation (3), and when the number of attendance occurrences taken by instructor for each week approaches the number of weeks per semester (i.e. if the instructor is taking the attendance each time throughout the semester) and, at the same time, when the average value of student attendance is approaching 100% (i.e. when the number of students attending a certain module is equal the number of registered students at the same module) as in equation (4).

\[
\lim_{c_2 \to c_1, A \to 100} \frac{A c_2}{100 c_1} = 1
\]

(3)

\[
\lim_{c_2 \to c_1, A \to 100} \frac{A c_2}{100 c_1} = \frac{A}{100}
\]

(4)

From equations 3 and 4, it is clear that when the number of weeks increases while fixing the values of A, and C1, the limit of SAC will approach 0, which means that in order to achieve higher credibility (i.e. \(=1\)) C1 and C2 must be equal (i.e. instructor must consider taking attendance every week during the semester), and A must be equal to 100 (i.e. number of students attending every week equals to number of students registered at the module).

As an example, by applying equation 2 on three different computer science modules (subjects) - given the codes: 14COC180, 14COA105, and 14COF180 -that represent a sample from the 59 modules’ data that were gathered from Computer Science undergraduates of Loughborough University in the UK during the years 2014-2015. We have found that the first module (in this case, 14COC180) has a SAC ratio of 0.067, the second module (14COA105) has a SAC value of 0.349, and the third module (14COF180) has a SAC value of 0.812. We conclude that the first module has the lowest credibility because its value is the smallest and that could be caused by different reasons, such as low number of attendance occurrences taken by the instructor for this module, or low number of students attending the module in a certain week compared to total number of students registered on this module (i.e. low average). The third module has the highest credibility, while the second module has medium credibility.

In order to distinguish between SAC and the occurrence of student’s attendance at a certain module, values of SAC at each module should be compared. For example, in module 14COC180, the attendance of the student was 100% knowing that the instructor took the attendance only once during the whole semester. Therefore, the value of 100% will not reflect the real attendance of the student since the module’s SAC is very low 0.067. In the second module (14COA105), the attendance of the student was 50% knowing that the instructor took the attendance seven times and that also does not reflect the real attendance because the module’s SAC is 0.349. On the other hand, third module (14COF180), the attendance of the student was 70% knowing that the instructor took the attendance eleven times (out of eleven weeks: total number of weeks in this semester). The 70% SAC ratio now reflects the real attendance because the module’s SAC is high 0.812 and Z2=1. This draws a conclusion that the higher the SAC, the more accurate the student attendance value will be.

Based on the above, SAC can be seen as an equation that not only takes into account the students’ role as an indicator of their attendance, but also the instructor’s role: the student’s role is represented by A since it measures the student average attendance throughout the semester, while the instructor’s role is represented by Z2 which refers to the ratio of taking attendance for the whole semester. That is, a perfect A does not reflect the student’s real attendance unless it is complemented with a perfect Z2, and vice versa.

B. Reliability of SAC

In order to consider the new measure (SAC) for future uses, its reliability and validity should be assessed. The reliability of a measure refers to the extent to which SAC measurement is consistent [5]. For this purpose, SAC is measured for the same throughout a period of 5 academic semesters from 2010 to 2015 and SAC values are then compared so that Cronbach’s Alpha coefficient can be measured to determine the SAC’s reliability [12].

10 modules taken by students every year have been chosen randomly amongst other modules. SAC was measured for the modules for each year starting from the academic year 2010/2011 until the 2014/2015, and the results were as shown below:

| Table 1. SAC for 10 Random Modules over 5 Years (XX is a Variable of the Year) |
| --- |
| Module | Year | 2010/2011 | 2011/2012 | 2012/2013 | 2013/2014 | 2014/2015 |
| XXCOA101 | 0.59 | 0.584 | 0.641 | 0.720 | 0.801 |
| XXCOA122 | 0.54 | 0.681 | 0.636 | 0.574 | 0.552 |
| XXCOB101 | 0.41 | 0.407 | 0.439 | 0.557 | 0.601 |
| XXCOB231 | 0.22 | 0.482 | 0.399 | 0.265 | 0.538 |
| XXCOB232 | 0.33 | 0.389 | 0.417 | 0.416 | 0.505 |
| XXCOB290 | 0.34 | 0.564 | 0.496 | 0.623 | 0.713 |
| XXCOB301 | 0.55 | 0.466 | 0.628 | 0.358 | 0.592 |
| XXCC003 | 0.38 | 0.423 | 0.371 | 0.444 | 0.556 |
| XXCC012 | 0.53 | 0.505 | 0.536 | 0.593 | 0.703 |
| XXCC014 | 0.48 | 0.464 | 0.503 | 0.428 | 0.489 |
| XXCOA101 | 0.59 | 0.585 | 0.641 | 0.72 | 0.801 |

With the aim of obtaining a reliable measure, Cronbach’s Alpha internal consistency (Reliability) was applied; although it defines the consistency of the results delivered in a test, ensuring that the various items measuring the different constructs deliver consistent scores [6]. However, in this paper, it was used to calculate the reliability of SAC measure for 10 modules over a period of 5 years.

The following table shows the processes applied on the
data, resulting an Alpha value of 0.81 which ensures high reliability of the SAC.

| Variable         | Sample Size | Total Variance | Variance | K | Alpha |
|------------------|-------------|----------------|----------|---|-------|
| Attend_avg       | 500         | 0.558          | 0.641    | 0.730 | 0.604 |
| Reg_modulecode   | 500         | 0.648          | 0.636    | 0.576 | 0.562 |
| Attend_taken     | 500         | 0.412          | 0.407    | 0.557 | 0.601 |
| Reg_semester     | 500         | 0.222          | 0.290    | 0.265 | 0.536 |
| SAC              | 500         | 0.225          | 0.417    | 0.415 | 0.505 |
| Reg_modulecode   | 500         | 0.404          | 0.496    | 0.620 | 0.713 |
| Attend_taken     | 500         | 0.555          | 0.628    | 0.250 | 0.552 |
| Reg_semester     | 500         | 0.399          | 0.420    | 0.371 | 0.444 |
| SAC_Strength     | 500         | 0.538          | 0.555    | 0.536 | 0.504 |
| Total            |             | 4.810          | 4.960    | 2.357 | 2.357 |

Where:
- k: is the number of years
- Var: is the variance of SAC values for each module over one year only
- \( \sum Var\): is the sum of Var values over the period of 5 years
- var: is the population variance, and
- \( \alpha\): is the Cronbach’s Alpha whose values can be between 0 and 1.0 (the higher is the more reliable) and its equation can be given as:
  \[
  \left(\frac{k}{k-1}\right) = \left(1 - \frac{\sum var}{var}\right) \ldots \text{Cronbach’s Alpha} [9].
  \]

Based on the above results, it can be concluded that the newly proposed measure (SAC) can be relied on when dealing with student attendance data; hence it can be considered as a reliable measure.

### IV. Classifying SAC

The aim of classifying SAC is to identify the attributes that can affect the final SAC values. In other words, the classification process will highlight the attributes that significantly affect the module’s SAC.

In this paper, data set was analyzed using J48 decision tree classification technique. The J48 DT technique is characterized by the ease of rules generation and ease of understanding. The J48 DT works as follows: In order to classify a new data item, firstly, a DT has to be created based on the attribute values of the available training data (i.e. 70% out of the available 59 modules’ data). It uses the fact that each attribute of the data can be used to make a decision by splitting the data into smaller subsets. J48 examines the normalized information gain that results from choosing an attribute for splitting the data. J48 makes the decision by using the attribute with the highest normalized information gain. Then the algorithm recours on the smaller subsets [16]. In this paper, the J48 recursively split the tree based on choosing the Average Student Attendance as the attribute with the highest normalized gain. In fact, for each iteration, the J48 examines the information gain for all the attributes again, and then chooses the one with the highest information gain as follows:

The information gain can be given as:

\[
\text{Information Gain} = \sum_{i=1}^{k} \left(\frac{\text{Var}_i}{\text{Var}}\right) - \frac{1}{k} \sum_{i=1}^{k} \left(\frac{\text{Var}_i}{\text{Var}}\right)
\]

Where \( p \) is the probability of the attribute [4].

Hence, by examining any data record (i.e. set of attributes) against the above formula, the J48 ranks the independent attributes based on their information gain as follows:

| Attribute | Information Gain |
|-----------|------------------|
| Attend_avg| 2.357            |
| Reg_modulecode | 2.352 |
| Attend_taken | 0.728 |
| Reg_semester  | 0.138 |

Therefore, it can be clearly shown that the J48 has chosen the Average Student Attendance for its relatively high information gain.

In order to apply this technique following steps are performed in sequence:

A. Data Selection and Transformation

In this step, only the attributes that are required for processing with data mining were selected. The selection was based on the value those attributes add. In other words, some attributes add no value to the measurement per se, like the Module Date or Attendance Reason, hence they were neglected since it is not crucial to determine the average student attendance, for example, for attendance occurrences that have certain reason, all occurrences count. On the contrary, other attributes represent the base of the measurement, such as the Attendance Status. All related variables derived from the database are given in Table IV.

| Variable        | Description       | Possible Values          |
|-----------------|-------------------|--------------------------|
| Module_code     | Module code       | All Modules codes        |
| Attend_avg      | Average of Student Attendance | 0 – 100 (%) |
| Attend_taken    | Number of student attendance occurrences taken by instructor | 1-11(times) |
| SAC             | Student Attendance’s Credibility | 0.0 – 1.0 |
| sem_no          | Semester number   | 1, 2                     |
| SAC_Strength    | Strength of Credibility | 1 - 10 (Nominal) |

The table shows the selected variables and their possible values; the attend_avg denotes the Average of Student Attendance, whose value can be calculated using equation 1, attend_taken represent the number of occurrences the instructor has taken the attendance. Its values range from 1 to 11 times, where 11 is the maximum number of weeks during which the instructor may take attendance. SAC is a value that can be calculated using equation 2, and its values range from 0-1. SAC_Strength is derived directly from the SAC values in a way J48 can handle the SAC as nominal values. That is, in order to overcome one of the main drawbacks of using J48, which is the fact that it does not classify numerical values, SAC (i.e. numerical) had to be represented as nominal values in order to be classified properly by the J48 algorithm. Table V below shows the nominal representation of SAC.

| SAC | Strength of SAC |
|-----|-----------------|
| Numeric | (Nominal) |
| [0 – 0.1] | 1 |
B. Classification Process

Table IV shows a number of variables through which the J48 built the decision tree. All variables, except for SAC are independent variables, whereas SAC is a dependent variable.

As mentioned before, the J48 will start by examining the normalized information gain for each of the independent variables and by doing so, it recursively splits the tree into branches. As an example, the J48 starts examining the information gain of each of the attributes, starting with Average Attendance.

V. RESULTS AND DISCUSSION

The results of the training test using J48 Decision Tree showing that when the output is the SAC_Strength; the correctly classified instances (Accuracy) is 88.9%, the incorrectly classified instances is 11.1%, and the Root mean squared error is 0.1337.

Figure 2 shows the tree diagram for the training set when the output is the SAC_Strength. As mentioned earlier, the J48 starts examining the information gain of each of the attributes, starting with Average Attendance.

As shown in table VI, it is clear that the average value of student attendance represents a significant factor in determining the value of SAC. For example, rule number 1 shows that whenever the average rises above 88.9%, SAC is classified as 10 (i.e. strong credibility). On the contrary, when the average value of the student attendances is equal or below 47.5%, SAC is classified as 5 (i.e. poor credibility).

Not surprisingly, although all selected attributes contribute to the credibility of student attendance, however, it is clear that the most significant factor on SAC is the average of their attendance throughout the semester, as shown in section 4. That is, the sum of the ratios between the number of students attending a module to the number of students registered to that module over the period of 11 weeks.

VI. CONCLUSIONS AND FUTURE WORK

The main objective of this work has been achieved by measuring the credibility of student attendance for each module depending on two main factors: the average of student attendance and the number of attendance occurrences taken by the instructor during the semester.

Student Attendance’s Credibility (SAC) for each module helps in deciding whether an attendance record about certain module is reliable or not based not only on number of attendance occurrences taken by a module instructor, but also by various significant factors such as the average value of student attendance, and the number of students attending a module each week compared to the number of students registered at that module.

The results have shown that even if a student’s attendance was 100% during a semester, this value does not necessarily reflect the real attendance of the student unless it is compared to the SAC of the module itself and to the Z2 value in particular, and that is due to other factors that were taken into consideration in this study.

J48 DT data mining classification technique was utilized to classify SAC based on the strength classes proposed in this study, as shown in table 6. This has resulted in classifying SAC into different strength classes rather than considering SAC as just a number between 0 and 1. Based on that, classification rules were also generated based on the average value of the student attendance which represented the most significant factor on measuring SAC.
As an extension of this paper, the transcripts data and the graduation survey of a certain student along with his/her attendance’s SAC achieved by this work will be taken into consideration to build a predication model that assist the student in making a decision regarding his/her future career.
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