AENET-LAMMPS and AENET-TINKER: Interfaces for Accurate and Efficient Molecular Dynamics Simulations with Machine Learning Potentials
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Machine learning potentials (MLPs) trained on data from quantum-mechanics based first-principles methods can approach the accuracy of the reference method at a fraction of the computational cost. To facilitate efficient MLP-based molecular dynamics (MD) and Monte Carlo (MC) simulations, an integration of the MLPs with sampling software is needed. Here we develop two interfaces that link the atomic energy network (ænet) MLP package with the popular sampling packages TINKER and LAMMPS. The three packages, ænet, TINKER, and LAMMPS, are free and open-source software that enable, in combination, accurate simulations of large and complex systems with low computational cost that scales linearly with the number of atoms. Scaling tests show that the parallel efficiency of the ænet-TINKER interface is nearly optimal but is limited to shared-memory systems. The ænet-LAMMPS interface achieves excellent parallel efficiency on highly parallel distributed memory systems and benefits from the highly optimized neighbor list implemented in LAMMPS. We demonstrate the utility of the two MLP interfaces for two relevant example applications, the investigation of diffusion phenomena in liquid water and the equilibration of nanostructured amorphous battery materials.

I. INTRODUCTION

Atomistic simulations based on molecular dynamics (MD) or Monte Carlo (MC) techniques1,2 have become standard tools for the in silico characterization and prediction of materials and molecular properties. Due to their ability to include realistic experimental conditions, such as solvent effects, temperature, and pressure, they are routinely employed in a wide range of research areas in both academic and industrial settings. Prominent examples are the identification of novel materials for energy applications3–7 or the design of novel drugs8–11. To perform these simulations, reliable interatomic potentials (or force fields) are required that describe the atomic interactions12,13. They need to be accurate to capture the atomistic process of interest but also efficient to generate simulations on sufficient time and length scales using reasonable compute resources. Machine-learning potentials (MLPs)14–28, including approaches based on artificial neural networks (ANNs), learn the interatomic interactions from accurate quantum mechanical (QM) calculations such as density-functional theory (DFT)27 and have shown great promise in combining accuracy and affordability allowing to simulate complex systems under realistic conditions11,16,26–30.

In this work, we discuss interfaces of two popular freely available simulation codes, the TINKER molecular modeling software31 and the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)32, with the atomic energy network (ænet) ANN potential package19. In combination, these tools enable routine long-time simulations of large and complex systems with computational cost that scales linearly with system size and can be distributed across compute cores without significant loss of efficiency.

We note that there are already several MLP methods available in LAMMPS, for example, the Spectral Neighbor Analysis Potential (SNAP)33 and the Gaussian Approximation Potential (GAP)15 approaches, each with their own strengths and weaknesses. Potentials trained with the GAP approach provide an intrinsic estimate of the prediction error. An advantage of the SNAP method is its computational efficiency for simple (especially elemental) compounds. The Behler-Parrinello ANN potential method14 that is subject of the present work is computationally more demanding but can often achieve greater accuracy34. Another advantage of the ANN potential method is that it can be trained on large reference data sets with millions of samples, complex structures, and many chemical elements32.

In the following section (Sec. II) we briefly review the ANN potential method. The basic functionality of the simulation framework and the required input for incorporating ænet ANN interatomic potentials are described in Sec. III. Section IV A illustrates the need for computationally efficient simulation tools with accurate ANN potentials as demonstrated for two examples of complex atomic systems: amorphous lithium-silicon (a-LiSi) alloys and liquid water. The computational efficiency of both interfaces is discussed in Sec. IV B. All code interfaces presented here are freely available and shared, together with the corresponding input files, user instructions, and ANN models for a-LiSi35,36 and liquid water37,38.
where the ANN potential method

A feedforward ANN is a vector function that can be expressed as the recurrence relation

\[ \mathbf{x}' = f_0^{(l)}(\mathbf{w}'_l \cdot \mathbf{x}^{l-1} + \mathbf{b}'^l) \]

where the values of the neurons \( \mathbf{x}' \) in the \( l \)th layer depend on the values of the neurons \( \mathbf{x}^{l-1} \) in the \( (l-1) \)th layer, and the elements of matrix \( \mathbf{w}'_l \) and vector \( \mathbf{b}'^l \) are parameter sets called weights and biases, respectively. \( f_0^{(l)} \) is the activation function of layer \( l \), which acts on each component of its input vector. It has been shown that ANNs of the form of equation (1) can represent any function with arbitrary accuracy if suitable non-linear activation functions are used\(^{39}\).

The initial layer of the ANN, i.e., \( \mathbf{x}^0 \) in Eq. (1), is given by the function input (input layer). The final output layer of the ANN corresponds to the function value. The layers between the input and output do not have any intuitive meaning and are often referred to as hidden layers. Together, the dimensions of all layers define the architecture of the ANN, e.g., \( n_{\text{in}}=n_{\text{h1}}+n_{\text{h2}}+n_{\text{out}} \) is the architecture of an ANN with input dimension \( n_{\text{in}} \), output dimension \( n_{\text{out}} \) and two hidden layers with dimensions \( n_{\text{h1}} \) and \( n_{\text{h2}} \).

Behler and Parrinello\(^{14}\) introduced a technique for the representation of interatomic potentials with ANNs by expressing the total energy \( E \) of an atomic structure as the sum of atomic energies \( E_i \)

\[ E = \sum_{\text{atoms}} \sum_{\text{types}} E_i \approx \sum_{\text{atoms}} \sum_{\text{types}} \text{ANN}_t(\mathbf{\sigma}_i^R) \]

where \( \text{ANN}_t \) is an ANN trained to predict the atomic energies of atoms with type/species \( t \). The ANN input \( \mathbf{\sigma}_i^R \) is a descriptor vector of the local atomic environment of atom \( i \) within a cutoff radius of \( R_c \).

**B. Descriptors of the local atomic environment**

The potential energy is invariant with respect to rotation and translation of the entire structure as well as to the permutation of equivalent atoms, and the descriptor \( \mathbf{\sigma}_i^R \) also needs to satisfy these symmetries. Additionally, the size of the descriptor vector determines the dimension of the ANN input layer and must not vary with the number of atoms in an atomic structure. Therefore, the Cartesian atomic coordinates cannot be directly used as ANN inputs and need first be transformed into an invariant representation.

In the present work, we use the descriptor by Artrith, Urban, and Ceder\(^{40}\), in which the radial and angular distribution functions (RDF and ADF) of the local atomic environment are expanded in a basis set of Chebyshev polynomials. The expansion coefficients are a suitable invariant descriptor of the local atomic environment and can be used as the inputs for the ANN potential. The coefficients of the RDF expansion are given by

\[ c_{\text{pair}}^{\text{pair}} = \sum_{l=1}^{T_{R_c}} \frac{2r_{ij}}{R_c} \left( f_0(r_{ij}) + f_0(R_c - r_{ij}) \right) \]

where \( r_{ij} \) is the atomic distance between atoms \( i \) and \( j \), \( R_c \) is the cutoff radius, and \( T_{R_c} \) is the Chebyshev polynomial of the first kind with order \( \alpha \). The Chebyshev polynomials \( T_n \) are defined by a recurrence relation

\[ T_{n+1}(x) = 2xT_n(x) - T_{n-1}(x) \]

where \( T_0(x) \) and \( T_1(x) \) are 1 and \( x \), respectively. We use a cosine cutoff function defined as

\[ f_0(r_{ij}) = \begin{cases} \frac{1}{2} \left[ \cos \left( \frac{r_{ij}}{R_c} \right) + 1 \right] & (r_{ij} \leq R_c) \\ 0 & (r_{ij} > R_c) \end{cases} \]

The coefficients of the expansion of the ADF are similarly given by

\[ c_{\text{triple}}^{\text{triple}} = \sum_{j, k \neq i} T_{R_c} \left( \cos \theta_{ijk} f_0(r_{ij}) f_0(r_{ik}) \right) \]

where \( r_{ij}, r_{ik}, \) and \( \theta_{ijk} \) are the atomic distances between atoms \( i, j, \) and \( k \), and \( \theta_{ijk} \) is the angle defined by the three atoms.

**C. ANN potential training**

Training an ANN potential requires the optimization of the weight and bias parameters \( \mathbf{w}' \) and \( \mathbf{b}' \) of equation (1) to reproduce reference energies as closely as possible. In the present work, this was achieved by minimizing the cost function \( C \) defined as follows

\[ C (\mathbf{w}, \mathbf{b}) = \frac{1}{N_s} \sum_{i=1}^{N_s} \left[ E_{\text{ANN}} (\mathbf{w}, \mathbf{b}) - E_{\text{DFT}}^i \right]^2 \]

where \( N_s \) is the number of structures in the training set, and \( E_{\text{ANN}} \) and \( E_{\text{DFT}}^i \) are potential energies of the \( i \)th structure of the ANN potential and the reference DFT calculation, respectively. The limited memory Broyden-Fletcher-Goldfarb-Shanno (LMBFGS) method was used for the actual optimization\(^{41-45}\), and the gradients of the cost function, \( \frac{\partial C}{\partial \mathbf{w}} \) and \( \frac{\partial C}{\partial \mathbf{b}} \), were obtained using the conventional back-propagation technique\(^{46}\).

**III. IMPLEMENTATION**

The ænet package\(^{19}\) is a free and open source software for the construction (training) and evaluation of ANN-based machine-learning potentials. ænet implements a variant of the high-dimensional neural network potential method by Behler and Parrinello\(^{14}\) described in the previous section II. The cost of computing ænet’s structure descriptors, detailed in section II B, does not scale with the number of atomic species. This enables the systematic construction of efficient and accurate ANN
The ænet package can be compiled into a library (ænetLib) that is compatible with the Python, C/C++, and FORTRAN programming languages, facilitating the integration with simulation software. A Python interface to the Atomic Simulation Environment (ASE) is provided in Ref. 19. ASE is a Python framework for atomistic simulations and provides a simple API together with calculators for interfacing with third-party software for the evaluation of structural energies and atomic forces. The ænet package includes an implementation of an ASE calculator linked to ænetLib. A C++ interface to the LAMMPS code is also provided in Ref. 25. This interface is designed for the metallurgical analysis in structural materials, such as BCC iron. For example, this interface extends ænetLib so that the stress tensor of the entire system can be calculated using the functionality in LAMMPS.

In this work, we describe two interfaces with ænetLib coupled to software code written in Fortran and C++: the TINKER and LAMMPS codes, respectively. These simulation software packages are designed with different use cases in mind: TINKER is implemented in the FORTRAN programming language and is structured into small command-line utilities, each with distinct purpose (e.g., MD simulations, geometry optimizations, MC simulations, etc.). From a user perspective, TINKER is comparatively easy to learn and install from source code, which makes it a popular choice for desktop or laptop computers. The standard distribution of TINKER is shared memory parallelized with the Open Multi-Processing (OpenMP) standard, so that simulations can make optimal use of modern consumer-grade processors. LAMMPS, on the other hand, is a highly optimized MD software designed for massively parallel high-performance computer (HPC) systems. LAMMPS input files are scriptable, which adds flexibility but also steepens the learning curve. LAMMPS is distributed-memory parallelized using the message passing interface (MPI) standard and can scale to thousands of distributed processor cores. We note that a TINKER distribution for HPC systems has recently been released, named Tinker-HP. Data reported here was, however, obtained with the standard TINKER distribution.

Fig. 1 shows the general workflow for performing efficient atomistic simulations with MLPs: The Cartesian coordinates of an initial atomic structure are mapped to their corresponding total energy and atomic forces via the MLP package ænet given an MLP that is parametrized for all elements in the system. Employing an interface coupling the ænetLib library to either the TINKER or LAMMPS simulation package, the system of interest is propagated to a new set of coordinates under a specified set of thermodynamic conditions. Both LAMMPS and standard TINKER were interfaced with ænet by linking against the ænetLib library, so that ænet routines are used for evaluating structural energies and interatomic forces. In the following section, we describe the implementation and usage of these interfaces.

Note that ænet-TINKER uses the neighbor list from ænet, which is implemented by a comparatively simple algorithm, while ænet-LAMMPS makes direct use of the highly optimized LAMMPS neighbor list.

A. Building TINKER with ænet support

Three new files were created to connect the ænet libraries with TINKER: aenettinker.f90, extra.f, and extra1.f.

Using an ANN potential with the TINKER MD code requires to copy the following files to the TINKER source directory:

```
aenettinker.f90
extra.f
extra1.f
```

and to compile the TINKER source code using the provided Makefile, e.g.,

```
Makefile.aenetlib_ifort
Makefile.aenetlib_gfortran.
```
B. Running TINKER simulations using ænet potentials

To run simulations using ænet ANN potentials, the TINKER parameter file ænet.prm is used. It only contains the masses of all chemical species, as no further information is required.

All ANN potential files have to be present in the working directory and need to follow the naming convention

<species>.ann,

where <species> is the chemical symbol (H, He, Li, etc.). In the principal TINKER key input file, ænet potentials are activated with the keyword

EXTRATERM only.

The number of threads used in parallel runs can be controlled with the keyword OPENMP-THREADS. We refer also to the example Tinker input file tinker.key on our shared repository.

C. Building LAMMPS with ænet support

Similar to the TINKER package, two new files,

pair_aenet.h
pair_aenet.cpp,

were written as part of the USER-AENET package to build ænet-LAMMPS by connecting with the ænet libraries.

For building the ænet-LAMMPS interface, the USER-AENET package has to be copied into the LAMMPS source directory and the default Makefile in the LAMMPS source directory needs to be replaced by the one we provide. The user needs to include this package when building LAMMPS by calling,

make yes-user-aenet

in the LAMMPS source directory and then compile LAMMPS using the Makefile.

D. Running LAMMPS simulations using ænet potentials

The ænet library files, as well as any other dependencies, need to be properly loaded (i.e., by setting the SLD_LIBRARY_PATH). The LAMMPS input script also needs to be configured so as to use the ænet pair style and to specify which neural network parameter (.ann) files to use.

A partial input example for water is provided below:

units metal
mass 1 1.007825
mass 2 15.99941
pair_style aenet H.ann O.ann
pair_coeff * *

The selected LAMMPS unit system should match the units of the reference data used for training the MLP by ænet. In the example above metal units are used, meaning that the ænet potentials were fitted to training data for which the energies were reported in electron-volts and the positions in Angstroms. If instead the training data is provided in units of Hartrees and Bohrs, then the corresponding LAMMPS unit system electron should be chosen. Further details on the unit systems can be looked up in the LAMMPS manual.

IV. RESULTS AND DISCUSSION

A. Complex systems require efficient and accurate simulation tools

The accurate modeling of complex materials at experimental conditions often requires the use of large simulation cells containing thousands of atoms. Long simulation times on the order of nanoseconds are needed if the dynamics of the systems are of interest. In addition to these efficiency requirements, the complex bonding patterns that govern the atomic interactions need to be described by an appropriate method of sufficient accuracy. MLPs trained to accurate QM calculations can fulfill both the efficiency and the accuracy requirements. Two examples that demonstrate the need for efficient and accurate simulation tools are the transport of Li in nanostructured amorphous Si for high-energy-density batteries and diffusion phenomena in liquid water.

Diffusion in complex amorphous Li, Si materials: Nanoscaled silicon (Si) is a promising alternative to graphite as high-capacity anode material for Li-ion batteries. Nanoscaled materials are required to overcome mechanical limitations and avoid fracturing. In addition, the rate-capability of silicon anodes is 2–4 orders of magnitude lower compared to graphite anodes owing to lower Li diffusivity. The lithiation of crystalline Si (c-Si) results in amorphization of the silicon crystal structure. The amorphous structure of silicon anodes, the length-scale dependence of its mechanical properties, and the comparatively low lithium conductivity make the investigation of lithium transport in silicon electrodes challenging for computation and experiment. We have previously employed ANN potentials to investigate the complex phase diagram of amorphous LiSi alloys and the delithiation of entire Li, Si nanoparticles. Fig. 2 shows examples of different crystalline and quasi-amorphous Li, Si structures that can occur during the lithiation and delithiation of silicon anodes, which exhibit a wide variety of structural motifs and chemical bonds.

These considerations make this system a prototypical complex material that cannot easily be modeled with either first principles methods or conventional interatomic potentials but can be successfully described by ANN potentials.

Diffusion in liquid water: The need for efficient simulation tools coupled to MLPs becomes also apparent when studying diffusion phenomena in complex molecular systems. One example is the transport of proton defects, a crucial process for the understanding of electrochemical reactions and enzy-
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Figure 2. **Complex phases of LiSi alloys.** Different crystalline and quasi-amorphous Li$_x$Si structures (color codes: Li=green and Si=blue) that can occur during the lithiation and delithiation of silicon anodes and exhibit a wide variety of structural motifs and chemical bonds. The relative lithium content $x$ in the amorphous Li$_x$Si alloys varies during battery charge and discharge (experimental values from Refs. 52 and 53). The structure models were taken from Refs. 35 and 36.

Figure 3. **Importance of long-time simulations for predicting proton defect diffusion.** (a) The diffusion process of a hydronium ($H_3O^+$) defect in liquid water, shown as the distance of the defect position at time $t_f$ from its position at time $t_0$, is characterized by alternating periods of rapid defect movement (burst phase highlighted in blue) and little change in position (rest phase highlighted in green) which can extend over 10s of picoseconds. (b) Defect diffusion coefficients obtained from 20 picosecond segments extracted from the 350 ps trajectory shown in (a) are distributed across a large value range indicating that a single trajectory of that length is insufficient to estimate the proton defect diffusion coefficient. Results from periodic AIMD simulations containing 63 H$_2$O molecules and a single H$_3$O defect.

As these two examples demonstrate, efficient tools to generate long trajectories for complex atomistic systems are pre-
We demonstrate the computational efficiency of the combination of MLPs with the MD codes TINKER (Fig. 4) and LAMMPS (Fig. 5) for amorphous LiSi and bulk water with simulation cells of increasing size containing up to millions of atoms. ANN potentials for both systems trained to publicly available datasets\(^{37}\) are provided with the implementation together with the corresponding input files and reference output to facilitate a quick set up of the simulation and guarantee reproducibility.\(^{75}\) In brief, these ANNs are trained to reference DFT calculations, for LiSi with the PBE\(^{76}\) density-functional on data covering bulk, surface, and cluster structures at various LiSi compositions, see details in Refs. 35 and 36. The liquid water ANN was trained on liquid water structures across the full liquid temperature range described by the revPBE-D376–78 density-functional. We have previously shown that an ANN potential trained to this same dataset with a different set of descriptors yields accurate results across the full liquid temperature range.\(^{37}\) A recent study also found that local environments sampled in liquid water are sufficiently similar to the environments in different ice phases that an MLP trained on only liquid water configurations is able reproduce many properties of ice.\(^{79}\) For details on the availability of potentials and data sets see section Data Availability.

**B. Performance of ænet-TINKER and ænet-LAMMPS interfaces**

A major drawback of direct AIMD simulations is their steep increase in compute time with the number of atoms in the system. Common DFT calculations have an algorithmic scaling of order \(O(N^3)\) or \(O(N \log N)\) with the number of electrons \(N\) in the system.

To demonstrate the impact of system size on compute cost for our MLP-based simulation interfaces we compare the compute time per atom for periodic simulation cells of crystalline LiSi, panel (a) of Figs. 4–5, and bulk H\(_2\)O, panel (c) of Figs. 4–5, ranging from a few hundred atoms all the way up to millions of atoms. All scaling tests were performed on the Columbia HPC cluster Terremoto, using Dell C6420 nodes (24 cores per node) with dual Intel Xeon Gold 6126 Processors (2.6 Ghz) using the Intel 2017 compiler, EDR Infiniband, and Red Hat Enterprise Linux 7.

As can be seen from the results in Figs. 4–5 computational costs for both interfaces scale strictly linearly with system size, even up to very large unit cells, which is a result of the employed ANN approach in which the total atomic interactions are represented by local, atom-centered ANNs.\(^{14,19}\) Even though we evaluate performance on two very different systems (an amorphous solid and a molecular liquid) both display very similar compute requirements, with single core compute times per atoms of ~10 milliseconds with TINKER (Fig. 4) and < 1 millisecond for LAMMPS (Fig. 5). As discussed, the current TINKER interface is based on the original implementation making use of OpenMP parallelization. Even higher efficiency can be expected with the recently released TINKER-HP package.\(^{50}\) To translate these numbers into compute times: to generate a 1 ns-long trajectory of a system of 1536 atoms (for H\(_2\)O) takes 134 h on a single compute core with ænet-LAMMPS.

We note that the overall efficiency difference of the ænet-TINKER and ænet-LAMMPS interfaces is mainly due to the evaluation of the particle neighbor lists that are used to determine which atoms are in the local atomic environment of each atom. The ænet-TINKER interface currently uses the neighbor list implemented in ænet, which is not optimized for MD simulations and is rebuilt at each step of the simulation. In contrast, the ænet-LAMMPS interface makes use of LAMMPS’ highly optimized neighbor list implementation, which can reduce the computational cost for MD simulations significantly for large atomic structures.

To further reduce the wait time the compute load can be distributed across cores. In panels (b,d) of Figs. 4–5 we report the parallel efficiency, i.e. the loss of compute power due to the distribution of tasks and the communication between the compute cores. Due to OpenMP parallelization the ænet-TINKER simulations (Fig. 4) have an efficiency very close to 100% on a single node. For ænet-LAMMPS (Fig. 5) efficiency drops more but still stays at high values of around 70-80% using up to 96 CPU cores on multiple nodes and with an overall better efficiency than the ænet-TINKER interface. Parallelization over multiple cores reduces the real wait time for our example system of 1536 atom to 3.6 h on 48 cores and just 1.8 h on 96 cores.

Apart from size and composition of the system of interest, the simulation performance is also dependent on the specifications of the ANN potential which in turn has a direct impact on the accuracy of the calculated properties. In contrast to other MLP approaches, such as Gaussian Approximation Potentials\(^{37}\), the efficiency of ANN-based models does not depend on the size of the training dataset since the parameters that determine the potentials are only optimized once before the simulation. For ANN potentials a main factor that determines both simulation efficiency and accuracy is the complexity of the model as defined by the number of nodes per layer. The size of the input layer is given by the number of descriptors while the hidden layer size is a separate hyperparameter that has to be tuned during model construction.

To investigate these effects and provide guidance for the construction of new ANN potentials we have trained two additional potentials for water with gradually decreased complexity. The optimal ANN potential model that was used for benchmarking the computational efficiency in Figs. 4 and 5 and the diffusion analysis shown in the following section has a 52-25-25-1 architecture. First, the size of the descriptor was reduced from 52 to 20 dimensions and then, in addition, the hidden layer width was decreased from 25 to 5, i.e., the architecture was reduced to 20-25-25-1 and 20-5-5-1, respectively. In Fig. 6 the performance of the reduced models is compared to the optimal model (52-25-25-1) as a default.

As can be seen, the descriptor size is a major factor determining model accuracy (Fig. 6a–e) and simulation speed (Fig. 6f).
Figure 4. **Computational efficiency of molecular dynamics simulations with the ænet-TINKER interface.** (a-b) α-LiSi and (c-d) water. Computer cluster specifications: Dell C6420 nodes with dual Intel Xeon Gold 6126 Processor (2.6 Ghz) with Intel compiler 2017, EDR Infiniband, Red Hat Enterprise Linux 7.

Figure 5. **Computational efficiency of molecular dynamics simulations with the ænet-LAMMPS interface.** (a-b) α-LiSi and (c-d) water. Computer cluster specifications: Dell C6420 nodes with dual Intel Xeon Gold 6126 Processor (2.6 Ghz) with Intel compiler 2017, EDR Infiniband, Red Hat Enterprise Linux 7.
While cutting the descriptor leads to a simulation speed-up of a factor of 3 (Fig. 6f), the energy and force accuracy decreases (Fig. 6a–b) and deviations in dynamics properties become visible. Although, the structural properties (as exemplified by the oxygen-oxygen RDF) show only a low variance across models (Fig. 6c), the reduced model shows a broadening and shift of the OH bending region of the hydrogen vibrational density of states (VDOS, Fig. 6d). Further simplifying the ANN potential by reducing the hidden layer width only marginally improves the efficiency but results in greater deviations of the VDOS now also effecting the OH stretch region.

In the following, we directly demonstrate the impact of the two efficient simulation interfaces: making use of ænet-TINKER to equilibrate a large nanoparticle of LiSi and using ænet-LAMMPS to calculate the liquid water diffusivity at experimental conditions.

C. ænet-TINKER applied to LiSi

To demonstrate the feasibility of large-scale simulations of nanostructures, we performed an MD equilibration simulation of a Li$_x$Si nanoparticle with 11,000 atoms (8 nm diameter) at 500 K using the ænet-TINKER interface. The initial structure (truncated from the Li$_{15}$Si$_4$ crystal structure), and the final equilibrated structure are shown in Fig. 7. The progression of the potential energy during the MD simulation and its gliding average over 10 ps is illustrated in Fig. 8. After around 2 ns the potential energy is within 2 meV/atom of the final structure, indicating that the system has reached thermal equilibrium. This example further illustrates the need for efficient long-time MD simulations to investigate the properties of LiSi anodes$^{35,36}$.

D. ænet-LAMMPS applied to H$_2$O

As an additional demonstration of the benefits of an efficient, linear scaling MD setup for ab initio-quality simulations we report results on molecular diffusion in liquid water employing the ænet-LAMMPS interface. Diffusion coefficients were calculated from the mean square displacement of the oxygen positions

$$D = \lim_{t \to \infty} \frac{1}{6} \frac{d}{dt} \langle [r(t) - r(0)]^2 \rangle.$$  \hspace{1cm} (8)

As discussed above the accurate prediction of dynamic properties such as diffusion coefficients is particularly challenging due to their system size dependence resulting from hydrodynamic interactions$^{31}$. For the small system sizes still affordable by direct AIMD this can lead do deviations between the diffusion coefficient computed at finite system size and the infinite-system limit that should be compared to the experiment$^{32}$. A common solution is to apply a correction formula that extrapolates the diffusion coefficient at finite system size, $D(L)$, to the infinite system size limit,

$$D(\infty) = D(L) + \frac{\xi}{6\eta \beta} \frac{1}{\eta L},$$  \hspace{1cm} (9)

with $\beta = (k_B T)^{-1}$, the length of the cubic simulation cell $L$, the shear viscosity $\eta$, and a constant $\xi = 2.837297$.$^{81,82}$ However this formula requires a value for the viscosity which is often taken from experiment and might not correspond to the value one would obtain from simulations with a particular computational method (density-functional, interatomic potential, or force field).

Using the ænet-LAMMPS interface we performed MD simulations with increasingly larger simulation cells (containing up to 3072 atoms with a total time of 1 ns per system) to estimate the diffusion coefficient of liquid water at experimental conditions. As shown in Fig. 9 the size-independent diffusion coefficient $D(\infty)$ that should be compared to experiment is obtained directly by extrapolating the diffusivity obtained from finite simulation cells to infinite system size employing the linear relationship between diffusion and inverse box length. Compared to the estimate obtained with the correction formula, Eq. 9, the $D(\infty)$ value from direct extrapolation (line fit to $D(L)$ vs. $1/L$) is lower, indicating that the viscosity of revPBE-based ANN water is higher than the experimental one at 300 K.

V. CONCLUSION

To realize the full potential of machine learning accelerated atomistic simulations, MLPs need to be made compatible with existing highly optimized simulation software. Here, we reported interfaces of the ænet ANN potential software with the LAMMPS and TINKER simulation packages for accurate and efficient simulations of complex atomic systems. We detailed the installation and usage and discussed implementation differences. Both interfaces facilitate large-scale molecular dynamics simulations on modern parallel computer architectures with single step compute times of (sub-)milliseconds for both systems, an amorphous material and a molecular liquid. The shared-memory parallelized ænet-TINKER interface shows nearly perfect parallel efficiency on a single computer node. The distributed-memory parallelized ænet-LAMMPS interface scales with excellent efficiency ($\sim$80%) on multi-node architectures as tested here with up to $\sim$100 computer cores. The ænet-LAMMPS interface further shows generally a higher efficiency than the ænet-TINKER interface owing to the highly optimized neighbor list implementation in LAMMPS. The ænet-TINKER currently uses ænet’s internal neighbor list that is not optimized for MD simulations, and the efficiency of the interface for large structures could be further improved by making use of TINKER’s own implementation. Both interfaces make it possible to simulate atomic structures with several hundreds of thousands to millions of atoms with an accuracy close to first principles calculations. Further improvement in the efficiency of such simulations can be expected in the future when support for graphical processor units (GPUs) becomes available.
Figure 6. Impact of model complexity on accuracy and simulation efficiency. (a-b) Test set accuracy of energies (panel a) and forces (panel b) for three ANN potentials with decreasing model complexity (specified as [number of input nodes] – [number of nodes in hidden layer 1] – [number of nodes in hidden layer 2]; default model complexity: 52-25-25). (c-d) Oxygen-oxygen radial distribution functions (panel c) and vibrational density of states (VDOS) of the hydrogen atoms (panel d) compared to results from direct AIMD simulations. (e) System-size dependent diffusion coefficients, $D(L)$, at a box size of 64 H$_2$O molecules. (f) Simulation time in nanoseconds accumulated on one day of compute as a function of the number of employed cores.

Figure 7. LiSi nanoparticle equilibrated with the ænet-TINKER interface. Molecular dynamics (MD) simulation of a Li$_{8429}$Si$_{2571}$ nanoparticle structure (11,000 atoms, diameter 8 nm). Left: initial structure before MD; right: final structure after 4 ns MD simulation.

Figure 8. Equilibration of a LiSi nanoparticle with the ænet-TINKER interface. The amorphous LiSi nanoparticle structure (11,000 atoms, structure shown in Fig. 7) has reached thermal equilibrium after 2 ns long molecular dynamics (MD) simulations at 500 K. The MD trajectory was used to analyze properties between 2 - 4 ns. Gliding average (10 ps) of the potential energy during MD simulation of the nanoparticle model with composition Li$_{8429}$Si$_{2571}$ at 500 K.

Figure 9. Calculation of the liquid water diffusivity with the ænet-LAMMPS interface. Liquid water diffusion coefficients as function of the inverse length of the simulation cell, $1/L$, (shown as orange circle) obtained from ANN simulations with increasingly larger simulations cells. Error bars represent the standard error of the mean from a set of diffusion coefficients obtained from five independent runs (of length 200 ps each) per system size. Extrapolation to infinite system size employing the linear relationship between diffusion and inverse box length yields an estimate of the diffusion coefficient at experimental conditions $D(\infty) = 2.5 \times 10^{-9}$ m$^2$/s (dashed line at $1/L = 0.0$). A corrected diffusion coefficient based on the ANN results for 64 H$_2$O obtained with the correction formula of Eq. 9 using the experimental viscosity value is displayed as orange shaded line.
DATA AVAILABILITY

DFT reference data: The reference datasets of the crystalline/amorphous LiSi and liquid water systems can be obtained from the Materials Cloud repository (https://doi.org/10.24435/materialscloud:dx-ct). These datasets contain atomic structures and interatomic forces in the XCrySDen[34] structure format (XSF), and total energies are included as additional meta information.

Code availability: The ænet source code and its documentation can be obtained either from the ænet website (http://ann.atomistic.net) or from GitHub (https://github.com/atomisticnet/ænet). The implementation and examples including ANN potentials for crystalline/amorphous LiSi and liquid water can be found here: 1. ænet-LAMMPS code (https://github.com/atomisticnet/ænet-lammps); 2. ænet-TINKER code (https://github.com/atomisticnet/ænet-tinker).

Tutorials: Jupyter notebooks with tutorials demonstrating the usage of the TINKER and LAMMPS interfaces for three different example systems can be found at:

- ænet-tinker (amorphous LiSi): https://github.com/atomisticnet/ænet-tinker/tree/master/tutorial;
- ænet-lammps (liquid bulk water): https://github.com/atomisticnet/ænet-lammps/tree/master/tutorial;
- ænet-lammps (BCC iron): https://github.com/HidekiMori-CIT/ænet-lammps/tree/master/tutorial.
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