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Abstract

The rising profit potential in virtual currency has made forecasting the prices of cryptocurrency a fascinating subject of study. Numerous studies have already been conducted to predict future prices of a specific virtual currency using a machine-learning model. However, very few have focused on using different kernels of a “Support Vector Regression” (SVR) model. This study applies the Linear, Polynomial and “Radial Basis Function” (RBF) kernels to predict the prices of the three major crypto currencies, Bitcoin, XRP and Ethereum, using a bivariate time series method employing the cryptocurrency (daily-Closed Price) as the continuous dependent variable and the “Morgan Stanley Capital International” (MSCI) World Index (MSCI-WI) and the (daily-Closed Price) as the predictor variable. The results demonstrated that ‘RBF’ outperforms most other kernel methods in predicting cryptocurrency prices in terms of “Mean Absolute Error” (MAE), “Mean Squared Error” (MSE), “Root Mean Squared Error” (RMSE) and R-squared ($R^2$).
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I. Introduction

The predictability of cryptocurrency prices is a highly investigated topic in the digital market. Many authors have attempted to predict future directions of different digital currencies by using various features such as changes of daily prices of a specific digital currency, relevant currency exchange rates and prices of economic goods.

The digital currencies are processed in anonymous way through a decentralized network. There are a number of cryptocurrencies with the largest shares of market capitalization such as Bitcoin, XRP and Ethereum. Satoshi Nakamoto launched the first crypto-currency, Bitcoin, in 2009. Ethereum is autonomous with significant capabilities as a whole network. The Ripple payment network launched the currency XRP, which was developed in 2013 as a transparent-source Internet protocol. Several researchers have used various financial and non-financial features to predict prices of cryptocurrencies based on cryptocurrencies market only [XV, XIX, XII, XIV], cryptocurrencies market and commodity markets [XX], and relative technologies of block-chains [IV, VIII]. In this research, the goal was to predict cryptocurrencies prices.
using the MSCI-WI, which represents 23 developed market countries with 1,650 constituents [VI]. And applied a bivariate time-series method in which the dependent variable is the Daily-Closed Price of cryptocurrency and the daily price of the MSCI World Index is the predictor.

The main challenge in forecasting the price of “cryptocurrencies” is the significant instability in prices [XII, XX, IX]. Machine learning models have been used in price predictions, particularly the non-linear algorithms that outperform the linear algorithms [XV]. SVR is adopted, which is an extended technique of the ‘Support Vector Machine’ (SVM) [VII]. It is important to note that using SVR kernel methods provides the ability to experiment with linear and nonlinear problems. In this paper, the linear, polynomial and ‘RBF’ kernels are experimented with to identify the optimal kernel function for predicting prices of cryptocurrencies.

Section 2 in this paper discusses similar past work on cryptocurrencies price prediction. The theoretical history of SVR models is outlined in section 3. Section 4 deals with the experimental assessment, presenting the methods for data collection and extraction of the data function. The experimental findings are examined in section 5. Section 6 deals with assumptions and findings, explains the drawbacks of this method and proposes future studies.

II. Related Work

Many researchers have tried forecasting the price of cryptocurrencies using a number of “machine learning” algorithms. Most of the studies were mainly performed in statistical analysis and a limited number of non-linear and linear algorithms. Few researchers have experimented with the SVR model [IV, V]. In this research, experimented with the SVR algorithm in a bivariate time series model in which crypto-currencies (daily-Closed Price) and the MSCI World Indexes (daily-Closed Price) are continuous. And collected a dataset of three cryptocurrencies (“Bitcoin, XRP, and Ethereum”) with the highest market capitalization values relative to the MSCI-WI Wide Index.

The authors of [XV] used nonlinear regression, “Neural Networks”, and “Classification and Regression Tree” models to make a three-way comparison of prediction accuracy. The results of the research could not show obvious distinctions between NNS and CART models, although they outperform non-linear regression models in prediction accuracy. The authors of [XIX] conducted a K Nearest Neighbour (KNN) prediction algorithm based on a non-parametric regression model. The authors of [XII] used a variety of statistical tests and “machine learning” models to analyse the short-term estimation of instability for Bitcoin and U.S. dollars by means of an hourly time series. They initiate that “extreme gradient boosting” and “elastic-net” achieved the best accuracy.

The authors of [XX] used ARIMA and a recurrent seq2seq deep multi-layer neural network (seq2seq) to predict Bitcoin pricing, but their models showed that “Recurrent Neural Networks” (RNN) only beaten ARIMA with additional input sources over the long term. Additionally, the major variability in the Bitcoin datasets over the time of research has resulted in diverseresults. The authors of [IV] concentrated on the Bitcoin method, taking “BlockChain” and macroeconomic features into consideration and
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Some research has investigated the extensions and including traditional machine learning models. The authors of [XXII] examined the valuation of the instability of three standard currencies against three “cryptocurrencies” by combining aold-style“Generalized Autoregressive Conditional Heteroskedasticity” (GARCH) model with the “machine learning” SVR. They evaluated the Support Vector Regression GARCH against GARCH, EGARCH and GJR models based on volatility forecast, finding that SVR-GARCH yields better accuracy in the volatility forecast. The authors of [IX] propose Binary Auto Regressive Tree (BART), which combines the classic algorithm “Classification and Regression Trees” (C&RT) and autoregressive models ARIMA. The research leads to better RMSE compared to the classic ARIMA-ARFIMA models. The authors of [XX1] experiment with several “Regression” and “Deep Learning” models using 1-minute interval Bitcoin trading data for a six-year period. These models are “Theil-Sen Regression” and “Huber Regression”, “Long Short-Term Memory” (LSTM) and “Gated Recurrent Unit” (GRU). The GRU model gives the best results of MSE at 0.00002 and R2 at 0.992, followed by the results of the LSTM model.

The authors of [XVIII] applied a Bayesian optimized RNN and a LSTM network to forecast the Bitcoin pricing method. The results showed that the LSTM network had a higher 52 percent classification accuracy and a lower 8 percent regression error. They then contrasted those findings without regressors with that of the ARIMA model. The authors of [XXI] used the architecture of the BlockChain network combined with simple Bitcoin architecture and used multiple regression and classification models. They are Linear, Logistic, SVM, and Neural Network. Though the most reliable result using the Neural Network classification was 55 percent, the authors found that the use of the network-based features had no significant effect on Bitcoin price predictions. The authors of [XVII] applied a traditional ARIMA model to various cryptocurrencies to determine the directions of future prices.

Previous research has investigated the prediction of various cryptocurrencies using different models with different features from various domains. However, there is a limited focus on applying SVR algorithms with features of MSCI World Indexes (daily-Closed Price). This research considered three kernel methods of an SVR model trained with datasets from cryptocurrencies (Bitcoin, XRP and Ethereum), focused on training the regular time series data collection to forecast potential cryptocurrential prices (Bitcoin, XRP, and Ethereum).

III. Support Vector Regression (SVR)

The SVR is an extended technique of the “Support Vector Machine” (SVM) [VII]. Researchers have found that SVM offers excellent performance of time series predictions [XIII]. The SVM finds an optimal hyper-plane to separate two classes of patterns. SVR is formulated as an optimization problem that tries to minimize the prediction error. Refer to “(1)”as the formulation of the optimization function of SVR:

$$\min \frac{1}{2} ||w||^2 + \gamma \sum_{i=1}^{n}(\xi_i + \xi_i^*)$$

(1)

assume that $\xi_i, \xi_i^* \geq 0$ and $w$ is the undetermined parameter vector.
One advantage of using the SVR is the ability to apply different kernel methods which they form different formula \([X]\). Refer to “(2), (3), (4)” defines the applied kernels methods follow:

\[
\text{Linear} = k(x_i, y_j) = x_i \cdot y_j
\]

(2)

where \(x_i, y_j\) are datasets.

\[
\text{Polynomial} = k(x_i, y_j) = (x_i \cdot y_j + p)^q
\]

(3)

Where \(p\) and \(q\) are the kernel parameters and satisfy the condition \(p \geq 0, q \in \mathbb{N}\).

\[
\text{Gauss Kernel (RBF)} = \exp\left(-\frac{\|x_i - x_j\|^2}{Q}\right)
\]

(4)

where \(Q \geq 0\).

This research applies the three kernels with relevant parameters. However, reaching the optimal parameters requires experimenting with different parameter values. In RBF and Polynomial kernel, it is important to set the optimal values of the ‘Gamma’ and ‘C’ parameters because otherwise, the default values are assigned automatically when the SVR function is called. The ‘C’ parameter shows the degree of the empirical error penalty in the datasets. The ‘Gamma’ parameter, for non-linear hyperplanes, refers to the ‘spread’ of the kernel around the data points [XVI]. The lower the value of Gamma, the broader the decision region, and vice versa.

IV. Experimental Evaluation

IV.i. Data Collection

The datasets used in this analysis includes 200 digital cryptocurrencies and were gathered from online data sources [III] with notifications derived from the “CoinMarketcap” [I]. However, the focus of this research is the largest market capitalisation: Bitcoin, XRP and Ethereum. Thus, extracting a subset for the three cryptocurrencies that represents details of daily markets. The details of market include the following features: open, close, high, low, currency, date, market capital and volume. This was deliberately chosen as a dependent variable as it reflected the day’s closing price and the next day’s opening price. Also extracted the MSCI World Index dataset from online resources [II] in which the closing daily price was selected as the predictor variable.

IV.ii. Feature Extraction

The datasets were down-sampled every day to gain more insight. The model earned training and extracted within the specific date of the feature “Closed Price” of the MSCI-WI and selected cryptocurrencies as follows:

1) Cryptocurrency of Bitcoin:(2013-04-28/ 2019-06-24).
2) Cryptocurrency of XRP:(2013-08-04/ 2019-06-24).
3) Cryptocurrency of Ethereum:(2015-08-07/ 2019-06-24).
4) MSCI World Index:(2013-04-28/ 2019-06-24).

The captured data sets in Fig. 1 denotes the chronological datasets for MSCI-WI and the three cryptocurrencies (Bitcoin, XRP and Ethereum) for the selected time series. From the mid of 2017 to the end of the year the Bitcoin prices can be clearly seen its tremendous instability. This rise has thus positively influenced XRP and Ethereum prices. It is also obvious that there is a steady increase in the MSCI World Index during the specified time series. The datasets were split into exercise and test sets, with 80 percent of the data being given to the exercise set and 20 percent to the test set.

![Daily Close Price for Bitcoin, XRP and Ethereum](image)

**Fig.1:** Historical datasets of MSCI-WI, Bitcoin, XRP and Ethereum

Table I shows the summary statistics for these datasets. It should be noted that there are large variances among the prices of the cryptocurrencies being investigated. Substantial price rises in major cryptocurrencies in the third and fourth quarters of 2017 are evident, but the datasets have positively skewed.

| Statistics     | Bitcoin | XRP  | Ethereum |
|----------------|---------|------|----------|
| #Observ.       | 2249    | 2151 | 1418     |
| Mean           | 2545.61 | 0.18 | 205.842  |
| Std            | 3425.18 | 0.33 | 258.46   |
| Min            | 68.43   | 0.002| 0.434    |
| Max            | 19497.4 | 3.380| 1396.42  |

Based on the date feature, the datasets were partitioned; historical data sets were used for exercise, and the latest data were used for testing. The separated datasets were then split into a exercise set of 80% and a test set of 20 per cent. For prediction precision, refer to the steps "(5), (6), (7), (8)" : "Mean Absolute Error" (MAE), "Mean Square Error" (MSE), “Root Mean Square Error” (RMSE), and the “coefficient of
determination—R-squared” (R^2). They are defined as follows:

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |d_i - z_i| 
\]
(5)

\[
\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (d_i - z_i)^2 
\]
(6)

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (d_i - z_i)^2} 
\]
(7)

\[
R^2 = 1 - \frac{\sum (d_i - z_i)^2}{\sum (d_i - \bar{z})^2} 
\]
(8)

V. Results and Discussion

After several experiments, that observed the ‘Gamma’ and ‘C’ parameters that most affect the SVR model using our datasets.

In the ‘Polynomial’ and ‘RBF’ kernels, optimal values of the Gamma parameter are set equal to 0.00001 and 0.00005, which led to better results with more points of the datasets constraining the model. However, the lower Gamma value may refer to enlarging the decision region.

Consequently, the optimal empirical error penalties ‘C’ for the ‘Polynomial’ and ‘RBF’ kernels are \(1e2\) and \(1e3\). Thus, the model is highly penalised for the misclassified data with the high values of the ‘C’ parameter, which means low bias. In addition, the SVR is based on using various loss functions that can be controlled by a parameter called ‘epsilon’. It yields the optimal value of epsilon equals 0.2 because its default value is 0.1.

The experimental results of training errors and test error summarizes in (see Table I). In terms of MAE, MSE, RMSE and R^2, the ‘RBF’ kernels outperform those of the ‘Linear’ and ‘Polynomial’ kernels using the Bitcoin and XRP and Ethereum datasets. By the observation, the large size of the datasets, the higher proportion of correlation between the daily-Closed Price (predictor variable) and the MSCI-WI (dependent variable), e.g. the Bitcoin’s dataset as the largest dataset has \(R^2 = 78\%\), while Ethereum as the smallest dataset has \(R^2 = 56\%\). The ‘RBF’ kernel has the advantage over other kernels of modelling non-linearly distributed problems.

Fig.5(a, b, c) show the model of three kernels using the selected datasets of three cryptocurrencies, respectively. The x-axis stands for MSCI-WI data and the y-axis reflects price changes in US dollars. Every figure compares the learned model of Linear, Polynomial and ‘RBF’ kernels with a selected cryptocurrency. For instance, in (5a) using the datasets of ‘Bitcoin’, the ‘RBF’ achieves \(R^2 = 78\%\) comparing to \(R^2 =48\%\) and 43% in Linear and Poly. Kernels accordingly. Although the dataset is non-linearly separable differently, the ‘RBF’ kernel performs better than other methods. The detailed results for these kernel methods are given in Appendix (shown in Table II).
Fig. 2:(A): SVR Prediction for Bitcoin Datasets

Fig. 2:(B): SVR Prediction for XRP Datasets
VI. Conclusion

Cryptocurrency prediction is a research topic with considerable potential, given the significant market capitalisation. This research aims to produce a potential SVR model with the best kernel method for future price prediction for cryptocurrency. Experiments were carried out with Linear, Polynomial and ‘RBF’ kernels training datasets of real datasets from three major cryptocurrencies and MSCI-WI.

It results that the ‘RBF’ kernel method outperforms other kernel methods in terms of MAE, MSE, RMSE and $R^2$ using the datasets for Bitcoin, XRP and Ethereum cryptocurrencies. It can be concluded that the ‘RBF’ kernel method might solve the problems of dataset variances and high dimensional data comparing to that of Linear, Polynomial methods. However, this high accurancy results in the experiments could be result of being able to optimise SVR hypermeters. Thus, it is recommended to apply other non-linearly techniques such as Random Forest, K-Nearest Neighbors and Bayesian Network and then compare the results among those techniques. Considering more related highly multi-economic and financial features will influence the prediction results and require applying more advanced machine learning techniques.
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