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A B S T R A C T

Coronavirus disease 2019 (COVID-19) has endured constituting formidable economic, social, educational, and psychological challenges for the societies. Moreover, during pandemic outbreaks, the hospitals are overwhelmed with patients requiring more intensive care units and intubation equipment. Therein, to cope with these urgent healthcare demands, the state authorities seek ways to develop policies based on the estimated future casualties. These policies are mainly non-pharmacological policies including the restrictions, curfews, closures, and lockdowns. In this paper, we construct three model structures of the $S_{p}I_{n}I_{t}I_{b}D-N$ (suspicious $S_{p}$, infected $I_{n}$, intensive care $I_{t}$, intubated $I_{b}$, and dead $D$ together with the non-pharmacological policies $N$) holding two key targets. The first one is to predict the future COVID-19 casualties including the intensive care and intubated ones, which directly determine the need for urgent healthcare facilities, and the second one is to analyse the linear and non-linear dynamics of the COVID-19 pandemic under the non-pharmacological policies. In this respect, we have modified the non-pharmacological policies and incorporated them within the models whose parameters are learned from the available data. The trained models with the data released by the Turkish Health Ministry confirmed that the linear $S_{p}I_{n}I_{t}I_{b}D-N$ model yields more accurate results under the imposed non-pharmacological policies. It is important to note that the non-pharmacological policies have a damping effect on the pandemic casualties and this can dominate the non-linear dynamics. Herein, a model without pharmacological or non-pharmacological policies might have more dominant non-linear dynamics. In addition, the paper considers two machine learning approaches to optimize the unknown parameters of the constructed models. The results show that the recursive neural network has superior performance for learning nonlinear dynamics. However, the batch least squares outperforms in the presence of linear dynamics and stochastic data. The estimated future pandemic casualties with the linear $S_{p}I_{n}I_{t}I_{b}D-N$ model confirm that the suspicious, infected, and dead casualties converge to zero from 200000, 1400, 200 casualties, respectively. The convergences occur in 120 days under the current conditions.

© 2021 ISA. Published by Elsevier Ltd. All rights reserved.

1. Introduction

Even though pharmacological developments like vaccines have expected to yield some successful results, the COVID-19 has continued to be a dreadful threat for societies due to challenges in producing a sufficient number of vaccines [1]. The COVID-19 emerged in December 2019 in Wuhan city of China has spread to over 113 countries with 91,605,941 infected and 1,962,345 dead as of 13 January 2021 [2]. The second peak in the COVID-19 casualties, which is larger than the first peak, has caused considerable challenges for the healthcare providers since the hospitals have been overwhelmed with suspicious, infected, intensive care, intubated, and dead people [3]. To halt the spread of the virus, non-pharmacological policies such as closures, restrictions, and curfews have been re-imposed [4]. International organizations such as the World Health Organization (WHO) and also the state authorities require accurate models to understand the character of the pandemic diseases and also to estimate the future casualties [5]. In this paper, we develop a parametric model called as $S_{p}I_{n}I_{t}I_{b}D-N$ (suspicious $S_{p}$, infected $I_{n}$, intensive care $I_{t}$, intubated $I_{b}$, and death $D$ together with the non-pharmacological policies $N$) to predict the future pandemic casualties in the presence of the non-pharmacological policies.

https://doi.org/10.1016/j.isatra.2021.08.008
0019-0578/© 2021 ISA. Published by Elsevier Ltd. All rights reserved.
The recent history has witnessed severe acute respiratory syndrome (SARS), Middle East respiratory syndrome (MERS), and the COVID-19 outbreaks and more than 2000, 8000, and 91,000,000 people were infected, respectively [6]. It is reported that the COVID-19 outbreak has brought about a heavier burden than the recent 2009 influenza pandemic and seasonal influenza in terms of the hospital requirements and mortality rates [7]. Although the COVID-19 is not a new member of the pandemic diseases family as it has emerged from the SARS coronavirus, it has unseen characters including the rapid spread in the human body, high infectious speed, extreme resilience against the environmental conditions, efficient adaptation to the human body, and considerably virulent genetic variant [8]. Therefore, developing models for the COVID-19 outbreak is challenging due to these complex and time-varying dynamics [9]. Modelling of the pandemic diseases can be categorized as parametric and non-parametric where the parametric approaches are mainly based on the system identification and the non-parametric approaches are based on the statistical approaches.

With respect to the non-parametric approaches, Zhu and Chen introduced a statistical disease transmission model to predict the early-stage transmissibility of the COVID-19 outbreak in China which yielded 4.2 for the infectious period with a 95% confidence interval [10]. Gupta et al. analysed the relationship between the COVID-19 stemmed mortality and air pollution with the variance and regression models which revealed a positive correlation for the nine Asian cities [11]. Similarly, Redon and Aroca reviewed the role of the climate change and the COVID-19 spread with the generalized linear models which showed that the hot weather impacts on the transmission of the virus are insignificant [12]. Rozenfeld et al. performed a multivariable statistical approach to analyse the infection of the COVID-19 based on the age, obesity, gender, race, ethnicity, and income. The results highlighted that the communities having poor housing, insecure transportation, and chronic disease make people more vulnerable to the COVID-19 [13]. The key disadvantage associated with the statistical approaches is that they do not account for the possible presence of the temporal trends in the data; however, they all have a transient period before exerting their full impacts.

Neural network (NN) is a non-parametric machine learning (ML) approach mostly considered for prediction. Wieczorek et al. trained an NN with available spread rates and used the resulted model to predict the COVID-19 spread for various regions [14]. Melin et al. constructed an NN to perform predictions under various conditions and utilized a fuzzy logic algorithm to make a decision depending on the predictions [15]. Ahmad and Asad provided an NN-based prediction for the infected, recovered, and death casualties [16]. NN approaches require a suitable training model selected based on the characteristic of the historical data, which necessitate intuitive insights about the data and re-training since the pandemic outbreaks usually have time-varying dynamics.

With regard to the parametric approaches, Chen et al. used the susceptible–infected–recovered (SIR) model with available transmission and recovery rates to predict the casualties in China [17]. Calafiore et al. considered the susceptible–infected–recovered–dead (SIRD) model with the time-varying parameters to estimate the casualties in Italy [18]. Mahajan et al. implemented the susceptible–exposed–symptomatic–purely asymptomatic-hospitalized–recovered–deceased (SIPHERD) model to predict the casualties in India [5]. All these models are first-order non-linear and do not take into account the non-pharmacological policies. Recently, we developed the suspicious–infected–death (SpID) model having second-order linear coupled dynamics learned from the available data [19]. We showed that the SpID model can efficiently represent the second-order dynamics such as the distinct peak and performed eigenvalue-based character analysis. In addition, we proposed the SpID-N model with the parametrized non-pharmacological policies N and extensively analyse the role of each non-pharmacological policy on the reported casualties [20]. This research proved that the second-order dynamics of the COVID-19 occur due to non-pharmacological policies and they are not intrinsic.

Recent researches have addressed the external impacts such as the weather on the COVID-19. Coskun et al. investigated the role of the population density and the climatic properties including the temperature, humidity, wind, and the number of sunny days on the COVID-19 spread [21]. Similarly, Sahin examined the interactions between the COVID-19 and temperature, dew point, humidity, and wind [22]. Ozer analysed the distance education efforts during the COVID-19 outbreak [23]. Morgul et al. examined the relationship between the COVID-19 outbreak and psychological fatigue as a mental health issue [24]. Satici et al. assessed the COVID-19 stemmed fear and psychological distress and life satisfaction [25].

Based on these expressed gaps in the corresponding literature, we can summarize the contributions of this paper as:

(1) We construct the three S\(I_p\)I\(D-N\) model structures; namely, linear S\(I_p\)I\(D-N\) model, non-linear S\(I_p\)I\(D-N\) model, and strongly non-linear S\(I_p\)I\(D-N\) model to reveal the linear and non-linear characters of the COVID-19 casualties under the comprehensive non-pharmacological policies. All the parametric models expressed above have non-linear structures, but they do not consider the non-pharmacological policies. It is a fact that non-pharmacological policies are the essential tools to control pandemic casualties. To the best of our knowledge, this is the first paper examining the linear and non-linear properties of a pandemic disease under such extensive non-pharmacological policies.

(2) We modify the non-pharmacological policies since their characters have changed with the occurrence of the second peak in the COVID-19 casualties. Re-opening of the schools partial-by-partial and imposed self-curfews, for instance, are modelled and incorporated into the S\(I_p\)I\(D-N\) models.

(3) We enrich the SpID-N model with the intensive care I\(b\) and intubated I\(t\) to estimate the healthcare requirements.

All the model parameters are assigned as unknown and learned from the available data by using the batch type least-squares (BLS) approach. In this respect, the S\(I_p\)I\(D-N\) model is adaptive since it updates its parameters as the new data are available. In addition, further linear and non-linear model structures can be constructed, but as this paper aims to analyse the character of the pandemic dynamics, we have considered only three S\(I_p\)I\(D-N\) model structures.

In the rest of the paper, Section 2 introduces the proposed model structures, Section 3 provides the modified non-pharmacological policies, Section 4 derives the BLS to learn the unknown parameters, Section 5 analysis the models and predicts the future pandemic casualties and Section 6 summarizes the key contributions of the paper.

2. Linear and non-linear parametric model structures

In this section, we introduce three parametric model structures; namely, a linear S\(I_p\)I\(D-N\) model, a nonlinear S\(I_p\)I\(D-N\) model, and a strongly non-linear S\(I_p\)I\(D-N\) model which are all extensively analysed in terms of representing the characteristics of the pandemic diseases, specifically the COVID-19. It is important to note that various alternative structures for the linear and non-linear S\(I_p\)I\(D-N\) model can be formed. However, since this paper focuses on revealing the existence of linear or non-linear dynamics, we have constructed and analysed only three model structures.
2.1. Linear S\textsuperscript{P}t\textsuperscript{P}t\textsuperscript{P}D-N model

The linear S\textsuperscript{P}t\textsuperscript{P}t\textsuperscript{P}D-N model architecture is shown in Fig. 1. As can be seen from Fig. 1, the linear S\textsuperscript{P}t\textsuperscript{P}t\textsuperscript{P}D-N model consists of five sub-models. The suspicious S\textsuperscript{P} sub-model represents the people tested daily. Some of the suspicious people become infected \( I^p \) with an unknown parameter \( a_{12} \), and a number of the infected people can spread the virus with an unknown parameter \( a_{23} \), which excites the number of the suspicious S\textsuperscript{P} casualties. The infected \( I^p \) individuals can move to the intensive care \( I^a \) unit with the parameter \( a_{23} \), and a number of them leave the intensive care unit \( I^a \) but remain infected \( I^p \) with the unknown parameter \( a_{32} \). Some of the intensive care \( I^a \) patients become intubated \( I^b \) with the unknown parameter \( a_{32} \). The intubated \( I^b \) patients can be dead \( D_n \) with the parameter \( a_{33} \), and the changes in the death is reflected on the intubated \( I^b \) casualties with the \( a_{52} \) unknown parameter. Since the S\textsuperscript{P}t\textsuperscript{P}t\textsuperscript{P}D-N model does not cover the recovered and asymmetrical casualties, the model represent them as the unmodelled dynamics with the \( a_{12}, a_{23}, a_{31}, a_{41}, a_{51} \) coupling parameters. To explicitly represent such epidemiological properties, the S\textsuperscript{P}t\textsuperscript{P}t\textsuperscript{P}D-N model should be enhanced. The non-pharmaceutical policies \( u_k \) is the external input and it manipulates the sub-models with the \( b_1, b_2, b_3, b_4 \), and \( b_5 \) unknown parameters. These unknown parameters are learned in Section 0.

The linear S\textsuperscript{P}t\textsuperscript{P}t\textsuperscript{P}D-N model in Fig. 1 can be represented by considering only the arrows leaving out each sub-model as

\[
S^p_{k+1} = a_{11}S^p_k + a_{12}I^a_k + b_1u_k \tag{1}
\]

\[
I^a_{k+1} = a_{21}I^a_k + a_{22}S^p_k + a_{23}I^b_k + b_2u_k \tag{2}
\]

\[
I^b_{k+1} = a_{31}I^b_k + a_{32}I^a_k + a_{33}I^p_k + b_3u_k \tag{3}
\]

\[
b^k_{k+1} = a_{41}I^k_k + a_{42}I^b_k + a_{43}D_k + b_4u_k \tag{4}
\]

\[
D_{k+1} = a_{51}D_k + a_{52}I^b_k + b_5u_k \tag{5}
\]

Table 1 introduces the components of the linear S\textsuperscript{P}t\textsuperscript{P}t\textsuperscript{P}D-N.

All the sub-models of the linear S\textsuperscript{P}t\textsuperscript{P}t\textsuperscript{P}D-N model have corresponding internal dynamics and also the coupling dynamics associated with the neighbouring sub-models. These dynamics are represented with the parameters learned from the data (reported pandemic casualties); therefore, the parameters of the pandemic diseases such as the infectious rate and recovery rate are learned implicitly. The next sub-section introduces the non-linear S\textsuperscript{P}t\textsuperscript{P}t\textsuperscript{P}D-N model.

2.2. Non-linear S\textsuperscript{P}t\textsuperscript{P}t\textsuperscript{P}D-N model

As can be seen from Figs. 1 and 2, the only difference between the linear and non-linear S\textsuperscript{P}t\textsuperscript{P}t\textsuperscript{P}D-N models is the non-linear coupling of the suspicious S\textsuperscript{P} and infected \( I^p \) sub-models through the \( a_{11} \) and \( a_{21} \) unknown parameters. The suspicious casualties vary based on the number of the people tested daily, the daily testing capacity of the healthcare centres and whether the tests are made in the presence of strong symptoms. If the capacities of the healthcare centres are constant or less than the daily requirements, then it is expected to have a non-linear relationship between the suspicious S\textsuperscript{P} and infected \( I^p \) casualties. The non-linearity occurs because the proportional input of the model does not yield a proportional output. However, if the healthcare centres are flexible to meet the daily test requirements and the tests are performed in the presence of certain symptoms, then it is anticipated to have a linear relationship between the suspicious S\textsuperscript{P} and infected \( I^p \) casualties. In this case, the proportional inputs of the model produce proportional outputs. Thus, the results presented in the analyses section can vary from country to country based on the healthcare infrastructure of the countries and policies for handling the outbreaks. However, since the proposed S\textsuperscript{P}t\textsuperscript{P}t\textsuperscript{P}D-N models learn the parameters from the available data, they are adaptive and can be used to estimate the corresponding pandemic casualties.

We can represent the non-linear S\textsuperscript{P}t\textsuperscript{P}t\textsuperscript{P}D-N model with five sub-models where the suspicious S\textsuperscript{P} and infected \( I^p \) sub-models are non-linearly coupled as

\[
S^p_{k+1} = a_{11}S^p_k + a_{12}I^a_k + b_1u_k \tag{6}
\]

\[
I^a_{k+1} = a_{21}I^a_k + a_{22}S^p_k + a_{23}I^b_k + b_2u_k \tag{7}
\]

\[
I^b_{k+1} = a_{31}I^b_k + a_{32}I^a_k + a_{33}I^p_k + b_3u_k \tag{8}
\]

\[
b^k_{k+1} = a_{41}I^k_k + a_{42}I^b_k + a_{43}D_k + b_4u_k \tag{9}
\]

\[
D_{k+1} = a_{51}D_k + a_{52}I^b_k + b_5u_k \tag{10}
\]
The next section reviews the parametrized non-pharmacological policies imposed to battle against the pandemic diseases. These non-pharmacological policies are (A) Curfews on the people with chronic diseases, age over 65, and age under 20, (B) Curfews on the weekends and holidays, (C) Closure and re-opening of the schools and universities. Since the data for these non-pharmacological policies are not directly available, it is necessary to develop mathematical models which imitate the response of them.

3.1. Curfews on people with chronic diseases, age over 65, and age under 20

As people with chronic diseases and age over 65 are highly defenceless against the outbreaks, curfews are implemented on them primarily. Even though people age under 20 are resilient against the outbreaks, as they are super spreaders of the virus, they are put under curfews as well.

To model such curfews, consider these facts about the pandemics:

- It is reported that symptoms of a pandemic diseases can appear in 14 days where the peak point is around day 7 as reported by the WHO [26]. Therefore, a non-pharmacological policy should have a transient ascent part that reaches the peak point around day 7 and a transient descent part that converges to zero at day 14 as shown in Fig. 4.
- If the curfew continues for a period of time, then the response of the non-pharmacological policy has a steady-state behaviour just after the transient ascent part as can be seen in Fig. 4.
- Since it is likely that the curfew can be violated by an uncertain number of people, the response of the curfew covers random non-parametric uncertainties as shown in Fig. 5.

We can model the uncertain transient ascent and steady-state parts of the response as

\[ u_k = n' \left(1 - \alpha^{k-k_i} + \sigma_k^* \right) \]  

where

- \( u_k \) is the response of the curfew (in closed form solution),
- \( n' \) is the number of the people under the curfew,
- \( k \) is the number of the days and \( k_i \) is the start day of the curfew,
- \( \alpha \) is the discount factor of the response, where \( \alpha^k \approx 0 \) for \( \alpha = 0.71 \) and \( k = 14 \),
- \( \sigma_k^* \) is the random non-parametric uncertainty in the response.
Table 2
Components of the non-linear SplIttBd-N.

| Component   | Description                                                                                                                                 |
|-------------|-------------------------------------------------------------------------------------------------------------------------------------------|
| $a_{11}, a_{22}$ | Unknown internal parameters non-linearly associated with the $S^0$ and $I^0$.                                                               |
| $a_{11}, a_{33}, a_{41}, a_{51}$ | Unknown internal parameters of the $I^0$, $I^i$, and $D$, respectively.                                                                     |
| $a_{22}, a_{12}, a_{32}, a_{42}, a_{52}$ | Unknown coupling parameters of the $S^0$, $I^0$, $I^i$, and $D$.                                                                            |
| $b_1, b_2, b_3, b_4, b_5$ | Unknown parameters of the non-pharmacological policies for the $S^0$, $I^0$, $I^i$, $I^i$, and $D$ sub-models, respectively. |

Table 3
Components of the strongly non-linear SplIttBd-N.

| Component   | Description                                                                                                                                 |
|-------------|-------------------------------------------------------------------------------------------------------------------------------------------|
| $a_{11}, a_{22}, a_{32}, a_{41}, a_{51}$ | Unknown internal parameters non-linearly associated with the $S^0$, $I^0$, $I^i$, $I^i$, and $D$, respectively. |
| $a_{22}, a_{32}, a_{42}$ | Unknown coupling parameters of the $I^i$, $I^i$, and $I^i$, respectively.                                                                   |
| $b_1, b_2, b_3, b_4, b_5$ | Unknown parameters of the non-pharmacological policies contributing to the $S^0$, $I^0$, $I^i$, $I^i$, and $D$ sub-models, respectively. |

**Fig. 4.** Transient ascent, steady-state, and transient descent parts of the response without uncertainty.

**Fig. 5.** The uncertain response of the curfew modelled for Turkey with the data presented in Table 4.

- When the curfew is lifted, its effect disappears in 14 days (Fig. 4) and this constitutes the transient descent part of the model represented as
  \[ u_k^* = n^i \left( a_k - k_c + \sigma_k \right) \] (17)
where

- \( k^i \) is the terminal day of the curfew.
- Even though the curfews are abolished, a number of elderly people with chronic diseases impose self-curfews which can be expressed as

\[
u_k^i = n^P \sigma_k^s
\]  \hspace{1cm} (18)

where

- \( n^P \) represents the number of the people under self-curfew.

The next sub-section reviews the parametric model of the curfew implemented on the weekends and holidays.

3.2. Curfews on the weekends and holidays

Since the duration of the curfews on the weekends and holidays are usually for two days, their response consists of the transient ascent and transient descent parts. Therefore, the response has impulse response properties whose transient ascent part is

\[
u_{i,k}^{wh} = n^{wh} (1 - \alpha^{k-i} + \sigma_{i,k}^{wh}) \delta_{i,k} \text{ for } \begin{cases} \delta_{i,k} = 1 & \text{Curfew at ith day} \\ \delta_{i,k} = 0 & i \leq k \leq i + 6 \\ \text{Otherwise} \end{cases}
\]  \hspace{1cm} (19)

where

- \( u_{i,k}^{wh} \) is the response of the curfew on the weekends and holidays,
- \( n^{wh} \) is the number of the people under the curfews on the weekends and holidays,
- \( \sigma_{i,k}^{wh} \) is the random uncertainty in the response,

The transient descent part of the response is

\[
u_{i,k}^{wh} = n^{wh} (\alpha^{i-k} + \sigma_{i,k}^{wh}) \delta_{i,k} \text{ for } \begin{cases} \delta_{i,k} = 1 & i + 7 \leq k \leq i + 14 \\ \delta_{i,k} = 0 & \text{Otherwise} \end{cases}
\]  \hspace{1cm} (20)

The overall response \( u_{i,k}^{wh} \) is

\[
u_{i,k}^{wh} = \sum_{i=k-14}^{k} u_{i,k}^{wh}
\]  \hspace{1cm} (21)

The next sub-section introduces the closure and re-opening of the schools and universities.

3.3. Closure and re-opening of the schools and universities

While closing the schools and universities can hinder the spread of the viruses, re-opening of them reverses the contribution. Modelling the closure part of the response is same as modelling the curfews on the people with chronic diseases and age over 65. However, re-opening is usually periodic (as in Turkey) since the students partially attend the schools on certain days of the week. This can be expressed as

\[
u_k^{su} = -n^P \sigma_k^{su} \cos(2\pi k/7) (1 - \alpha^{k-k_i} + \sigma_k^{su})
\]  \hspace{1cm} (22)

where

- \( u_{i,k}^{su} \) is the response of the closure and re-opening of the schools and universities,
- \( n^P \sigma_k^{su} \) is the number of the students attending the schools partially,
- \( k_i \) is the day that the schools re-open,
- \( \sigma_k^{su} \) is the random uncertainty of the response.

Fig. 6 shows the response of the model for Turkey where the schools were closed, partially re-opened, and re-closed.

The next section presents the parametrized S\(^P\)D-N models and the batch type least squares (BLS) estimator.

4. BLS based unknown parameters learning

In this section, initially, we parametrize the S\(^P\)D-N models in terms of the known bases and unknown parameters. Then, we use the BLS optimization approach to determine the unknown parameters.

4.1. Formulation of the estimated S\(^P\)D-N models

The estimated sub-models of the S\(^P\)D-N models can be represented as

\[
\hat{y}_{SP} = u_{SP}^T \phi_S
\]  \hspace{1cm} (23)

\[
\hat{y}_{p} = u_{p}^T \phi_p
\]  \hspace{1cm} (24)

\[
\hat{y}_{I} = u_{I}^T \phi_I
\]  \hspace{1cm} (25)

\[
\hat{y}_{D} = u_{D}^T \phi_D
\]  \hspace{1cm} (26)

where \( \hat{y}_{SP}, \hat{y}_{p}, \hat{y}_{I}, \text{ and } \hat{y}_{D} \) are the estimated outputs for the suspicious, infected, intensive care, intubated and deaths sub-models respectively, \( \phi_S \) are the corresponding known bases covering the reported casualties. For instance, the bases of the nonlinear S\(^P\)D-N model by considering Eqs. (6) to (10) can be formed as

\[
\phi_S = [S_{1,\ldots,N-1}^b \cdot I_{1,\ldots,N-1}^b] u_{1,\ldots,N-1}
\]  \hspace{1cm} (27)

\[
\phi_p = [S_{1,\ldots,N-1}^b \cdot I_{1,\ldots,N-1}^b] u_{1,\ldots,N-1}
\]  \hspace{1cm} (29)

\[
\phi_I = [I_{1,\ldots,N-1}^b \cdot I_{1,\ldots,N-1}^b] u_{1,\ldots,N-1}
\]  \hspace{1cm} (30)

\[
\phi_D = [D_{1,\ldots,N-1}^b \cdot I_{1,\ldots,N-1}^b] u_{1,\ldots,N-1}
\]  \hspace{1cm} (32)

where \( \bullet \) is the dot product and \( u \) is the sum of all non-pharmaceutical policies. The corresponding unknown parameter vectors are

\[
w_{SP} = [a_{11} \ b_1]^T
\]  \hspace{1cm} (33)

\[
w_{p} = [a_{21} \ a_{22} \ b_2]^T
\]  \hspace{1cm} (34)

\[
w_{I} = [a_{31} \ a_{32} \ a_{33} \ b_3]^T
\]  \hspace{1cm} (35)

\[
w_{D} = [a_{41} \ a_{42} \ a_{43} \ b_4]^T
\]  \hspace{1cm} (36)

\[
w_{D} = [a_{51} \ a_{52} \ b_5]^T
\]  \hspace{1cm} (37)

The real outputs are

\[
y_{SP} = S_{1,\ldots,N}^b
\]  \hspace{1cm} (38)

\[
y_{p} = I_{1,\ldots,N}^b
\]  \hspace{1cm} (39)

\[
y_{I} = I_{1,\ldots,N}^b
\]  \hspace{1cm} (40)

\[
y_{D} = D_{1,\ldots,N}^b
\]  \hspace{1cm} (41)

4.2. The BLS formulation

Consider the error between the real outputs and estimated outputs expressed as

\[ e = y - \hat{y} \]  \hspace{1cm} (43)
where \( \hat{y} = [\hat{y}_{D} \quad \hat{y}_{I} \quad \hat{y}_{T} \quad \hat{y}_{B} \quad \hat{y}_{D}] \).

The squared error is
\[
e^2 = (y - w^T \phi)^T (y - w^T \phi)
= y^T y - 2w^T y + w^T \phi^T \phi w
\]

The slope of the squared error with respect to the unknown parameters \( w \) is
\[
\frac{\partial e^2}{\partial w} = -2\phi^T y + 2\phi^T \phi w
\]  
\[(45)\]

Since the parameter learning process terminates with the zero slope, equating \((45)\) zero yields the optimum unknown parameters formulated as
\[
w = (\phi^T \phi)^{-1} \phi^T y
\]  
\[(46)\]

The unknown parameters can be determined with Eq. \((46)\) by using the constructed bases and the outputs. The next section provides the comparative results of the three \(\text{S}^\text{p}\text{I}\text{n}\text{i}\text{I}\text{P}\text{D}-\text{N}\) models.

5. Analysis of the proposed \(\text{S}^\text{p}\text{I}\text{n}\text{i}\text{I}\text{P}\text{D}-\text{N}\) models

In this section, we analyse the proposed models by using the COVID-19 casualties reported by the Health Ministry of Turkey [2]. Turkey is chosen because the authors are able to reach the data required for the constructed models. Even though the casualties are reported daily by the Health Ministry, the data for the non-pharmacological policies are usually announced verbally, and understanding the written statements is not straightforward. To properly represent the character of the models, especially the non-pharmacological policies, the home country of the authors has been chosen. To optimize the unknown parameters of the constructed models, a batch least-squares (BLS) and a neural network (NN) approaches are considered. Initially, we introduce the background data and then present the estimated casualties with developed models. We perform the mean and the standard deviation-based analysis of the models to validate the effectiveness.

5.1. Parameters of the models

Table 4 summarizes the parameters of the models.

5.2. Analysis of the linear \(\text{S}^\text{p}\text{I}\text{n}\text{i}\text{I}\text{P}\text{D}-\text{N}\) model

Fig. 7 presents the real and estimated outputs of the linear \(\text{S}^\text{p}\text{I}\text{n}\text{i}\text{I}\text{P}\text{D}-\text{N}\) model with the BLS approach.

As can be seen from Fig. 7, all the sub-models of the linear \(\text{S}^\text{p}\text{I}\text{n}\text{i}\text{I}\text{P}\text{D}-\text{N}\) model with the BLS are able to follow the real outputs including the peaks. Even though the initial intensive care \(I^k_i\) and intubated \(I^k_t\) data are not available, the linear \(\text{S}^\text{p}\text{I}\text{n}\text{i}\text{I}\text{P}\text{D}-\text{N}\) model manages to learn the corresponding characters of the sub-models. It is also noticeable that the developed \(\text{S}^\text{p}\text{I}\text{n}\text{i}\text{I}\text{P}\text{D}-\text{N}\) model closely chases the fluctuations in the real outputs. This indicates the existence of low standard deviations together with the mean errors in the estimates. Fig. 8 presents the linear \(\text{S}^\text{p}\text{I}\text{n}\text{i}\text{I}\text{P}\text{D}-\text{N}\) model estimates with the NN approach.

NN is an iterative approach, whereas the BLS is a batch type approach. It is well known that the batch kind approaches provide accurate results for stochastic optimization problems. As can be seen from Fig. 8, that the suspicious \(S^k_i\), infected \(I^k_i\), and intubated \(I^k_t\) casualties have larger fluctuations due to the stochastic nature of the casualties. Henceforth, even though the NN can capture the dynamics of these sub-models, estimates with the NN yield slightly more fluctuations than the BLS estimates in Fig. 7. The next sub-section provides the real and estimated results of the non-linear \(\text{S}^\text{p}\text{I}\text{n}\text{i}\text{I}\text{P}\text{D}-\text{N}\) model with the BLS and NN approaches.

5.3. Analysis of the non-linear \(\text{S}^\text{p}\text{I}\text{n}\text{i}\text{I}\text{P}\text{D}-\text{N}\) model

Fig. 9 shows the real and estimated outputs of the non-linear \(\text{S}^\text{p}\text{I}\text{n}\text{i}\text{I}\text{P}\text{D}-\text{N}\) model with the BLS.

The internal dynamics of the suspicious \(S^k_i\) and infected \(I^k_i\) sub-models of the non-linear \(\text{S}^\text{p}\text{I}\text{n}\text{i}\text{I}\text{P}\text{D}-\text{N}\) model are non-linearly coupled as given in Eqs. (6) and (7) and the rest of the sub-models are linearly coupled with their neighbouring sub-models. As illustrated by Fig. 9, the non-linearly coupled suspicious \(S^k_i\) and infected \(I^k_i\) sub-models have the largest estimation errors. This implies that the internal dynamics of the suspicious \(S^k_i\) and infected \(I^k_i\) sub-models are not quite non-linearly coupled for the reported casualties of Turkey. However, since the casualties of each country and also regions of the countries might have different characteristics, for other cases, these sub-models may provide much more accurate results. In addition, recursive approaches such as the NN can manage to learn the non-linear dynamics with higher accuracy than a batch kind approach. Fig. 10 exhibits that...
the NN approach is able to learn the non-linear parameters with smaller estimation errors.

As can be seen from Fig. 10, the recursive estimates of the unknown parameters associated with the non-linear couplings yield a smaller estimation error than the batch type learning shown in Fig. 9. It is known that the NN is a non-parametric modelling approach which can learn any linear or non-linear functions from the input–output data. This result shows that the NN has superior performance for optimizing the non-linear parameters. The next sub-section provides the real and estimated outputs of the strongly non-linear $S^{IP}IP$ D-N model with the BLS and NN approaches.

5.4. Analysis of the strongly non-linear $S^{IP}IP$ D-N model

Fig. 11 shows the real and estimated outputs of the strongly non-linear $S^{IP}IP$ D-N model with the BLS. All the sub-models of the strongly non-linear $S^{IP}IP$ D-N model have coupled internal dynamics as illustrated by Equations from (11) to (15) where all yield the largest estimation errors compared to the non-linear $S^{IP}IP$ D-N and linear $S^{IP}IP$ D-N models. It is noticeable that especially the death $D_k$ sub-model is unable to produce proper estimations. This indicates that it is non-linearly correlated with the intubated $I_k^p$ sub-model. The positive correlation is possibly due to the fact that the COVID-19 stemmed deaths can occur among the intubated $I_k^p$, intensive care $I_k^i$, and suspicious $S_k^p$ as well. Fig. 12 illustrates the estimates of the strongly non-linear $S^{IP}IP$ D-N model with the NN approach.

As can be seen from Fig. 12, the NN again produces smaller estimation errors but generates larger variations when the data have random characters. This is expected since the recursive approaches consider the instant data; henceforth, the latest variations can be learned while the ones in the past are forgotten. However, the batch type approaches can normalize the data and can learn the average character of them. The next sub-section compares the proposed models in terms of the corresponding mean errors and standard deviations.

5.5. Comparison analysis of the proposed models

Fig. 13 shows the mean errors and the standard deviations of the estimated outputs by the proposed models. It is clear from Fig. 13, all the sub-models of the linear $S^{IP}IP$ D-N model yield the smallest mean errors and also the smallest standard deviations for the reported casualties of Turkey. Both the mean errors and the standard deviations increase with respect to the non-linear coupling. We can deduce from these results that the linear $S^{IP}IP$ D-N model provides more accurate results for Turkey. However, the character of the non-linear dynamics depends on the healthcare infrastructure of the countries and the properties of the imposed pharmacological or non-pharmacological policies. It is also obvious from Fig. 13 that the NN approach outperforms the BLS approach in the presence of
non-linear dynamics. Nevertheless, in the case of linear dynamics, the BLS generally performs better. The NN generates more accurate results only when the casualties have less variation as in the intensive care $I^I_k$ and dead $D_k$ casualties.

5.6. Predicted future COVID-19 casualties with linear $S^P I^I P^D N$ model

Since the linear $S^P I^I P^D N$ model results in the least estimation errors, we provide the estimated future casualties with the linear $S^P I^I P^D N$ model. Fig. 14 provides predicted future casualties for Turkey with the linear $S^P I^I P^D N$ model trained with data covering the period where the non-pharmacological policies have been imposed.

We used the reported COVID-19 casualties corresponding to the period where the non-pharmacological policies such as the closure of the schools, curfews on the weekends, and restrictions on the people with chronic diseases to determine the unknown parameters of the linear $S^P I^I P^D N$ model. Otherwise, when we use the whole data, the linear $S^P I^I P^D N$ model is unstable and
all the sub-models produce unbounded outputs. This indicates the importance of non-pharmacological policies to confine the spread of the virus. As can be seen from Fig. 14 the suspicious $S_k^p$ and infected $I_k^n$ converge to zero around 120 days under the current conditions.

6. Conclusion

This paper constructed three $S^pI^pI^bD-N$ model structures consisting of the linear and non-linear representations of the pandemic dynamic. The research has confirmed that the linear $S^pI^pI^bD-N$ model yields more than 10 times smaller mean errors and standard deviations than the nonlinear $S^pI^pI^bD-N$ model. The outperformance of the linear $S^pI^pI^bD-N$ model can stem from the inclusion of the extensive non-parametric policies, which can dominate the non-linear dynamics. Moreover, the linear $S^pI^pI^bD-N$ model predicts that the casualties will reach their minimum of around 120 days under the current conditions. As future work, the parametric $S^pI^pI^bD-N$ model should be enriched with the susceptible and recovered casualties and

Fig. 9. The real and estimated outputs of the non-linear $S^pI^pI^bD-N$ model with the BLS.

Fig. 10. The real and estimated outputs of the non-linear $S^pI^pI^bD-N$ model with the NN.
the model structure should be determined based on the more accurate epidemiological facts. In addition, the model should be equipped with the priority and age-specific vaccination policy and other pharmacological advancements. Finally, the developed models should be used with artificial intelligence algorithms to make optimum policies on the control of pandemic diseases.
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Fig. 13. Mean and standard deviations of the estimation errors where the bars represent the mean errors and the lines on the bars represent the standard deviations.

Fig. 14. Predicted future casualties for Turkey with the linear $S^p F^p D^p N$ model.
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