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Abstract

Contrastive learning (CL) has proven highly effective in graph-based semi-supervised learning (SSL), since it can efficiently supplement the limited task information from the annotated nodes in graph. However, existing graph CL (GCL) studies ignore the uneven distribution of task information across graph caused by the graph topology and the selection of annotated nodes. They apply CL to the whole graph evenly, which results in an incongruous combination of CL and graph learning. To address this issue, we propose to apply CL in the graph learning adaptively by taking the received task information of each node into consideration. Firstly, we introduce Group PageRank to measure the node information gain from graph and find that CL mainly works for nodes that are topologically far away from the labeled nodes. We then propose our Distance-wise Graph Contrastive Learning (DwGCL) method from two views: (1) From the global view of the task information distribution across the graph, we enhance the CL effect on nodes that are topologically far away from labeled nodes; (2) From the personal view of each node’s received information, we measure the relative distance between nodes and then we adapt the sampling strategy of GCL accordingly. Extensive experiments on five benchmark graph datasets show that DwGCL can bring a clear improvement over previous GCL methods. Our analysis on eight graph neural network with various types of architecture and three different annotation settings further demonstrates the generalizability of DwGCL.

1 Introduction

Graph Neural Networks (GNNs) can effectively utilize the relation information of the nodes contained in the graph topology and have shown powerful modeling capabilities [Yang et al., 2016] in graph-based semi-supervised learning (SSL). Vanilla GNN training [Kipf and Welling, 2017] calculates loss only from the limited labeled nodes, ignoring the information contained in the large amount of unlabeled nodes. To address this problem, recent studies [Hassani and Khasahmadi, 2020; Zhu et al., 2020a; Zhu et al., 2020b; You et al., 2020; Wan et al., 2020; Feng et al., 2020] further introduce Contrastive Learning (CL) [Xie et al., 2019; He et al., 2020] into the graph-based SSL. Generally, graph contrastive learning (GCL) conducts random corruption on graph nodes or topology and learns the node representations by maximizing feature consistency under different graph corruptions. This could serve as a supplement for the task information from the limited annotated nodes.

However, we notice that there is still a common issue in the existing GCL methods: they ignore the uneven distribution of task information across graph nodes. When learning GNNs, the task information are propagated from the labeled nodes to the unlabeled ones along the graph edges, leading to an uneven task information distribution in the graph. Therefore, the modeling ability embedded in the graph structure decays as the distance to the labeled nodes increases, as shown in Figure 1. All the existing GCL methods ignore this uneven distribution and apply CL evenly in the whole graph, causing an incongruous combination of CL and graph learning.
To remedy this issue, we propose to apply GCL more adaptively by taking the task information distribution into consideration. Firstly, we design an indicator named **Group PageRank** to measure the effectiveness of task information that nodes receive from graph. Group PageRank algorithm starts a random walk from the group of nodes with the same annotated task information (e.g., labeled nodes of the same class), and we regard the random walk stop probability for each node as the influence intensity from this group. We calculate Group PageRank for each class independently, and the effectiveness of the node’s received information is measured by both the significance and confusion of different class’s values. With the support of Group PageRank, we find that the effect of GCL mainly comes from the improvement of the distant nodes.

Motivated by this observation, we propose the Distance-wise Graph Contrastive Learning (DwGCL) method to enhance the existing GCL methods from two aspects: (1) from the global view of the task information distribution across the graph nodes, we further enhance the GCL effect on nodes that are topologically far away from the information source (labeled nodes), by designing a novel distance-wise graph corruption mechanism and loss schedule; and (2) from the personal view of each node’s received task information, we measure the relative distance between nodes by mainly considering the KL divergence of their Group PageRank distribution; then we sample the closest nodes as positive pairs and semi-difficult nodes as negative pairs for each node individually.

Extensive experiments on five benchmark datasets have shown that our DwGCL method can bring larger improvements over the generalizability of the proposed DwGCL.

## 2 Inspections of Graph Contrastive Learning

Owing to their promising performance of graph contrastive learning methods, we attempt to probe its working mechanism in this section. We firstly introduce the Group PageRank algorithm which is designed to measure the node received information from the labeled nodes, and then study the joint effect of graph and contrastive learning.

### 2.1 Task Formalization

We select the fundamental semi-supervised node classification task [Kipf and Welling, 2017; Yang et al., 2016; Hamilton et al., 2017] to conduct experiments. Formally, given an undirected graph with node embedding \(X \in \mathbb{R}^{n \times k}\) and adjacency matrix \(A \in \mathbb{R}^{n \times n}\) (\(n\) denotes the node size of the graph and \(k\) denotes the dimension of the initial node embedding), the node classification task aims to train a classifier \(f\) to predict the node class label \(y\). We denote the labeled and unlabeled node set as \(L\) and \(U\), respectively.

### 2.2 Group PageRank: Measuring the Supervision Information from Labeled Nodes

In this part, we introduce an indicator designed to measure the node received information from labeled nodes. Graph-based SSL takes both node and adjacency features as input; we focus on the adjacency feature and mask the node feature to disentangle the effect of graph topology from that of node embedding. Specifically, we modify the PageRank algorithm with grouping and vectorization, to extend it into the graph-based SSL scene.

PageRank algorithm [Page et al., 1999] is a very popular algorithm for measuring the importance of graph nodes. The original PageRank \((\pi_{pr})\) is calculated via:

\[
\pi_{pr} = (1 - \alpha)A'\pi_{pr} + \alpha I
\]

with \(A' = AD^{-1}; \ D\) is the degree matrix; \(I \in \mathbb{R}^n\) is the teleport vector and filled with value \(1/n\); \(\alpha \in (0, 1)\) represents the random walk restart probability. Thereafter, Personal PageRank [Haveliwala, 2003] modifies PageRank by restarting from one node to measure the influence from this node’s view, and has been recently applied in GNN training [Klicpera et al., 2019].

In our scenario, we want to measure the influence from a group of nodes, i.e., the labeled nodes with the same class, so we make the random walk restart at a random node in the group with probability \(\alpha\), which is named **Group PageRank** \((\pi_{gpr})\):

\[
\pi_{gpr}(c) = (1 - \alpha)A'\pi_{gpr} + \alpha I_c
\]

c \in \{0, k\} is the class index and \(k\) is the category size; \(I_c \in \mathbb{R}^n\) is the teleport vector:

\[
I_c = \begin{cases} \frac{1}{|L_c|}; & \text{if the } i\text{-th node is a labeled node of class } c \\ 0; & \text{otherwise} \end{cases}
\]

\(L_c\) denotes the set of labeled nodes with class \(c\). We calculate the Group PageRank for each group set individually and then concatenate all the Group PageRank vectors to form the final Group PageRank matrix \(Z \in \mathbb{R}^{n \times k}\). \(Z_{i,j}\) represents the supervision influence of category \(i\) on node \(j\). Practically, we can compute the Group PageRank matrix \(Z\) parallelly:

\[
Z = \alpha(E - (1 - \alpha)A')^{-1}I^*
\]

\(E\) is the unit matrix; \(I^* \in \mathbb{R}^{n \times k}\) is the concatenation of \(I_c\).

### 2.3 The Joint Effect of Graph and Contrastive Learning

With Group PageRank matrix \(Z\), we can clearly tell the impact of labeled nodes from different categories on the unlabeled nodes in the graph. Furthermore, we want to find how this information helps the downstream task.

We take the naming convention **Topology Information Gain (TIG)** to describe the task information effectiveness that the node obtains from information source (labeled nodes) along the graph topology. Ideally, the received information for each node should be concentrated on one category, which means that the supervision information is strong and clear. So we regard the maximum item of vector \(Z_i\) to be the most valid information type from graph for node \(i\) and the other items as the confusing information. The TIG value for the \(i\)-th node \((T_i)\) is calculated in the following equations:

\[
Z_{i,c} = \frac{1}{2}Z_{i,c}(1 + \frac{X_iP_c^T}{\|X_i\|_2\|P_c\|_2}), \quad P_c = \frac{1}{|L_c|}\sum_{i \in L_c} X_i
\]

\[
T_i = \max(Z_i^*) - \lambda(\sum_{c=1}^{k-1} Z_{i,c}^*) / k - 1
\]
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CL loss weight for different sub-graphs. We conduct cosine
annealing schedule on CL loss weight based on the node TIG
value. Therefore, nodes receiving less effective supervision
information from graph can access more supplementary infor-
mation from CL. The contrastive learning framework is thus
more suitable for graph-based SSL tasks.
3.1 Distance-wise Graph Perturbation
Data augmentation (perturbation) is an essential component
in contrastive learning. Unlike perturbation in computer vi-
sion [He et al., 2020; Sohn et al., 2020] where samples can be
perturbed independently, graph nodes interact with each
other and the disturbance of one node will spread to its adja-
cent nodes. Therefore, if we perturb too many nodes in graph,
the augmented graph will be too different from the original
one and ruin the CL effect. In existing studies, there are two
general ideas to remedy this issue: randomly or heuristically
choosing part of graph nodes to disturb [Zhu et al., 2020a;
Zhu et al., 2020b] or augmenting each node in its parallel
universe [Wang et al., 2020]. However, neither of these two
approaches take account of the differences of nodes received
task information from labeled node set.
We argue that the limited graph perturbation should be more
likely to take place on local subgraphs with insufficient su-
ernation information from graph learning. Thus, we propose
to sample nodes to disturb according to their TIG value: a
node will be selected with a higher probability for augmenta-
tion when it has a lower TIG value. Besides, considering the
spreading of node augmentation, we dynamically adjust the
selection probability by reducing the probability of subgraph
around the augmented node. The detailed distance-wise graph
perturbation strategy is shown in Appendix A.
3.2 Distance-wise Contrastive Pair Sampling
Contrastive pair sampling, especially the negative pair sam-
ping, has a crucial impact on CL [Robinson et al., 2020;
Kalantrides et al., 2020]. Different from existing works
which simply regard all other nodes [Wang et al., 2020;
Zhu et al., 2020a] or nodes with other class [Wan et al., 2020]
as negative pairs, we propose to sample contrastive pairs based
on the relative distance between nodes.
Our measurement for the node relative distance mainly
depends on the difference of node Group PageRank, which
max(·) is a maximum function and λ is the punishment factor
of confusing information from the other types. \( P_c \) is the
prototype embedding of class \( c \) by averaging the embedding
of all the annotated nodes in class \( c \). We assume that each
unlabeled node own its special preference for information from
different categories, and adopt the cosine similarity between
node embedding \( X_i \) and \( P_c \) to adjust the original Group
PageRank value \( Z_i \) from the node feature view.
With the TIG value, we can now probe the CL working
mechanism on graph. We conduct a probing experiment on
CORA dataset [Sen et al., 2008] with GCN [Kipf and Welling,
2017] as the graph encoder. We rank nodes in the test set
according to their TIG values from smallest to largest and
divide these test nodes into four groups. We then test the
model performance on these four groups with and without the
CL module. As shown in Figure 2, we can obviously find that
with the increase of TIG value, which means that node receive
more effective information from graph, the GNN works better
but the improvement brought by CL becomes smaller. We
conclude that CL mainly improves the performance on nodes
that are topologically far away from the labeled
nodes.
3 Distance-wise Graph Contrastive Learning
Our analysis in Section 2 demonstrates the importance of task
information distribution in GCL. Motivated by this, we pro-
tend to enhance the contrastive learning in a distance-wise
manner. Specifically, note that contrastive learning consists of
two most important components: data augmentation (perturba-
tion) and contrastive pair sampling. For the data augmentation,
we propose a distance-wise graph perturbation mechanism
based on the TIG values of nodes, from a global view of the
supervision information distribution on the whole graph. As
for the sampling strategy, from the local view of each node,
we design a graph-specific hard negative sampling method
based on Group PageRank and other features of each node.
Our proposed sampling method can effectively select the semi-
difficult nodes for each node, bringing clear improvements to
the contrastive learning.
Apart from these two modules, we first propose to schedule
CL loss weight for different sub-graphs. We conduct cosine

Figure 2: The CL effect on node groups with topological distance to the information source (annotated nodes) from the farthest to the nearest. We can obviously find that: (1) GNN performs better on nodes that are close to the information source where nodes can naturally obtain sufficient task information along graph edges; and (2) CL mainly works on nodes that are topologically far away from the information source where nodes receive insufficient task information from the labeled nodes.
contains the global topology information and annotation information. Specifically, we normalize the Group PageRank vector $p$ and then calculate the Kullback-Leibler divergence $(\text{KL}(\cdot, \cdot))$ between nodes as the global topology distance:

$$D^g_{i,j} = \text{KL}(p_i, p_j), \text{ with } p_i = \text{NORM}(Z^*_i) \quad (7)$$

$\text{NORM}(\cdot)$ is the normalization function to transfer the original Group PageRank vector $(Z^*_i)$ into a probability distribution over all the categories. Besides, we supplement the relative distance measuring from the view of local topology distance and the node initial embedding distance. For nodes local topology distance $D^l_{i,j}$, we use the minimum jump hop number as indicator. For nodes embedding distance $D^e_{i,j}$, we calculate the cosine distance between the nodes embedding matrix. The final node relative distance is calculated by the weighted sum of the global/local topology distance and the nodes embedding distance:

$$D_{i,j} = S(D^g_{i,j}) + \lambda_1 S(D^l_{i,j}) + \lambda_2 S(D^e_{i,j}) \quad (8)$$

$\lambda_1, \lambda_2$ is the weight of the two supplement items; $S(\cdot)$ represents the scale operation to transfer the original value to $[0, 1]$. Experimental results in Section 4.5 have shown that the $D^g_{i,j}$ play the most important role in the node relative distance measuring.

Then we construct positive and negative pairs for each node individually. For the $i$-th node (anchor node), the positive set $P_i$ is composed of the closest nodes with the smallest relative distance; for the negative set $N_i$, we propose to sample the semi-difficult nodes [Schroff et al., 2015; Kalantidis et al., 2020] which are neither too far or too close to the anchor node. Given the personally ranked node list $R_i$ sorted by $D_i$ from smallest to largest (the $i$-th node itself is excluded), $P_i$ and $N_i$ are truncated from $R_i$, respectively:

$$P_i = R_i[0: \text{post}_{\text{end}}] , N_i = R_i[\text{neg}_{\text{beg}} : \text{neg}_{\text{end}}] \quad (9)$$

3.3 The Complete DwGCL Framework

For a GNN encoder $F$ (e.g., GCN), the supervised Cross Entropy loss $\mathcal{L}_{CE}$ is calculated on the labeled set $L$:

$$t = F(X, A, \theta) \quad (10)$$

$$\mathcal{L}_{CE} = - \frac{1}{|L|} \sum_{i \in L} \sum_{c=0}^{k-1} y_i \log p(t^c_i, \tau) \quad (11)$$

$t_i$ is the GNN output for node $i$; $y_i$ is the gold label; $\theta$ is the parameters for model $F$; $p(t_i)$ is the softmax output of $t_i$ with temperature $\tau$.

Apart from the supervised loss, DwGCL consists of three kinds of unsupervised contrastive loss: the self-consistency loss, the contrastive loss with positive pairs and that with negative pairs. The self-consistency loss is calculated in the following equations:

$$\mathcal{L}^i_s = \text{KL}(F(X_p, A_p, \theta)_i, F(XA, \bar{\theta})_i) \quad (12)$$

The augmented node embedding matrix $X_p$ and adjacency matrix $A_p$ are generated by distance-wise graph perturbation. Following Xie et al. [2019] and Wang et al. [2020], $\bar{\theta}$ is a fixed copy of current parameter $\theta$ and the gradient is not propagated through $\bar{\theta}$. Similarly, the contrastive loss with positive and negative pairs are computed:

$$\mathcal{L}^i_p = \frac{1}{|P_i|} \sum_{j \in P_i} \text{KL}(F(X_p, A_p, \theta)_i, F(XA, \bar{\theta})_j) \quad (13)$$

$$\mathcal{L}^i_n = \frac{1}{|N_i|} \sum_{j \in N_i} \text{KL}(F(X_p, A_p, \theta)_i, F(XA, \bar{\theta})_j) \quad (14)$$

Existing CL related studies usually apply the inner production [He et al., 2020; Wan et al., 2020] or KL divergence [Xie et al., 2019; Wang et al., 2020] as the score function in contrastive pair similarity measuring, while our empirical results shows that KL divergence is more stable and effective than inner production for the low-dimension GNN output. We conjecture the reason lies in that the last GNN encoder layer usually also works as the classifier layer, so the inner production between low-dimension logits vector is not robust and brings confusing signals to GNN training.

Then the complete unsupervised loss on node $i$ is calculated in the following way:

$$\mathcal{L}^i_U = \mathcal{L}^i_s + \mu_1 \mathcal{L}^i_p - \mu_2 \mathcal{L}^i_n \quad (15)$$

$\mu_1$ and $\mu_2$ is the weight of loss from positive and negative pairs, respectively. Experiments show that the model works best when $\mu_1$ is 2-3 times that of $\mu_2$.

Instead of all the existing GCL works [Zhu et al., 2020a; Wan et al., 2020; Wang et al., 2020], we add CL loss evenly with supervised loss on the whole graph, we propose to adjust the CL loss weight adaptively among different sub-graphs according to the amount of their received supervised information. Specifically, we set the CL weight $w_i$ of each node differently using a cosine annealing schedule based on the node TIG value:

$$w_i = w_{\min} + \frac{1}{2}(w_{\max} - w_{\min})(1 + \cos(\frac{\text{Rank}(T_i)}{n} \pi)), \quad (16)$$

$w_{\min}, w_{\max}$ is the minimum and the maximum value of CL loss, respectively; $\text{Rank}(T_i)$ is the ranking order of $T_i$ from smallest to largest. Then we combine the supervised and unsupervised loss in a distance-wise manner as the final loss:

$$\mathcal{L} = \mathcal{L}_{CE} + \frac{1}{n} \sum_{i=0}^{n-1} w_i \mathcal{L}^i_U \quad (17)$$

With this manner, sub-graphs receiving less supervision information from graph can benefit from the augmented supplementary information from CL.

| Dataset  | Class | Feature | Node | Edge | Labeled Node |
|----------|-------|---------|------|------|--------------|
| CORA     | 7     | 1,433   | 2,708| 5,429| 140          |
| CiteSeer | 6     | 3,703   | 3,327| 4,732| 120          |
| PubMed   | 3     | 500     | 19,717| 44,338| 60         |
| Photo    | 8     | 745     | 7,487| 119,043| 160         |
| Computers| 10    | 767     | 13,381| 245,778| 200       |
4 Experiments

In this section, we first give a brief introduction of datasets used for experiments. Details of experimental settings are provided for reproducibility. We then show the effectiveness of our proposed DwGCL by comparing with both advanced GNN models and other GCL methods on multiple datasets. Then we test our method with various GNN encoders and annotation sizes in order to prove the generalizability of our methods. Further ablation studies are conducted to explore the contribution of different modules in our method.

4.1 Datasets

We conduct experiments on five widely-used graph benchmark datasets, namely paper citations networks [Sen et al., 2008] (CORA, CiteSeer and Pubmed) and Amazon Co-purchase networks [Shchur et al., 2018] (Photo and Computers). The statistics of datasets used are presented in Table 1.

4.2 Experimental Settings

In experiments, we use the standard semi-supervised node classification setting, i.e. each category has 20 nodes for training and 30 nodes for validation, and all the rest nodes are used for testing. Following Shchur et al. [2018] and Sun et al. [2019], we run 20 random dataset splittings for each experiment to relieve the random error caused by dataset selections.

We implement all methods based on PyTorch [Paszke et al., 2019] and PyTorch Geometric [Fey and Lenssen, 2019]. For all comparable GNN encoders, we stack two GNN layers with ReLU activation function and with dropout probability set to 0.5. We use the Adam optimizer [Kingma and Ba, 2014] and early stopping strategy in training. The dataset-sensitive hyper-parameters, including learning rate, hidden size, $\lambda$, $\mu_1$, $w_{\min}$ and $\negneg_{\text{best}}$, are tuned on the validation set for each dataset individually. In each group of experiments, all the hyper-parameters shared between the baselines and proposed methods are strictly aligned, to clearly show the pure effect brought by our proposed DwGCL method.

4.3 Results

We set two kinds of baselines to verify the effectiveness of our method: (1) Popular GNN models, including GCN [Kipf and Welling, 2017], GAT [Veliković et al., 2018], GraphSAGE [Hamilton et al., 2017] and GraphMix [Verma et al., 2019]; (2) Recently proposed GCL methods without distance-wise mechanism, including GRACE [Zhu et al., 2020a], NodeAug [Wang et al., 2020], MultiView [Hassani and Khasahmadi, 2020] and GraphConL [You et al., 2020].

The overall results are shown in Table 2. We can find that: (1) Methods with CL modules (middle 4 models) generally outperform that without CL modules (top 4 models), since it can leverage the information from the large amount of unsupervised nodes by comparing the perturbed representations. (2) Our DwGCL can further improve the CL effect on graph-based SSL by paying more attention to the nodes that are topologically far away from the labeled nodes and thus receive insufficient or confusing task information from graph.

4.4 Generalizability of DwGCL

Our DwGCL method is model-agnostic and thus can be applied to any GNN encoders. To prove the generalizability of DwGCL, we test the effect of our DwGCL with multiple GNN architectures and different labeled node sizes. As shown in Figure 3, we conduct experiments on 8 different GNN models: GCN [Kipf and Welling, 2017], GAT [Velickovic et al., 2018], GraphSAGE [Hamilton et al., 2017], HyperGraph [Bai et al., 2019], ChebConv [Defferrard et al., 2016], StandGraph [Morris et al., 2019], ARMA [Bianchi et al., 2019] and Feast [Verma et al., 2018] on CORA dataset. We can find that, although these models vary greatly in terms of mathematics and architecture, our DwGCL method can effectively promote the GNN performance comparing to CL method without distance-wise module under different settings.

Figure 3: The results of the DwGCL method on multiple base GNN encoders under different labeled node sizes (5/10/20 annotated nodes in each category) in the CORA dataset. In all settings, DwGCL generally outperforms basic GNNs and GCL methods without the distance-wise mechanism.
of labeling size (5/10/20 annotated nodes in each category), which proves the effectiveness of our DwGCL framework in general graph-based SSL scenarios.

### 4.5 Ablation Study

To verify the contribution of different modules in our proposed method, we conduct ablation study by removing or replacing different components of DwGCL based on GCN. The detailed ablated versions and their performance are displayed in Table 3. The experiment in the first row shows that, when replacing Group PageRank with a minimum jump hop number as the topology distance measurement, our model performance along all the three citation graphs suffers a sharp decline, which proves the effectiveness of the proposed Group PageRank on measuring the task information obtained by the unlabeled node from graph topology. Besides, when the distance-wise graph permutation and CL loss schedule module are removed, the results also decline. Moreover, removing distance-wise graph permutation causes a more significant drop, demonstrating that it has a bigger impact in our model. The results of three ablation versions that removing different relative distance metrics in Eq. 8 shows that the global topology distance ($D^g$) plays a more important role than local topology distance ($D^l$) and nodes embedding distance ($D^e$).

### 5 Analysis

Here we provide in-depth analyses of our proposal, regarding why DwGCL can enhance graph contrastive learning, the over-smoothing problem in graph learning, and the trade-off in contrastive pair sampling strategy.

**DwGCL enhance CL effect on under-represented nodes in graph.** To explain why our methods can help graph-based SSL benefit more from CL, we display the comparison of our DwGCL with GCL (our ablation version) method at each TIG rank group in Figure 4. We can find that our DwGCL method obviously outperforms GCL models at groups with smaller TIG values and achieves comparable performance at groups with larger TIG values. This indicates that our DwGCL can effectively strengthen the CL effect for the node with insufficient task information from graph learning, thus achieving higher performance than existing CL methods without distance-wise mechanism.

**DwGCL effectively alleviates over-smoothing problem.** Over-smoothing is a common issue in GNNs training [Zhao and Akoglu, 2019; Li et al., 2018], especially when stacking multiple layers in GNN models. In Table 4, we display the MADGap [Chen et al., 2020a; Feng et al., 2020] value, which is an indicator for model over-smoothness, for GCNs with various layers on CORA dataset. We can find that DwGCL can effectively relieve the over-smoothing problem, thus promoting the GNN performance even for deep GNNs. We analyze the reason lies in that, the interactions of graph nodes make nodes similar to each other [Chen et al., 2020a], while the vanilla GCN model lacks the mechanism for pulling representations of nodes apart. The contrastive learning module can relieve this problem to some extent by self-consistency or pair-wise regularization. Our DwGCL adaptively samples the positive and negative pairs for each node according to the relative distance measurement, thus alleviates the over-smoothing phenomenon more effectively than the existing GCL method.

---

Table 3: Ablation study results of DwGCL from both global (top three rows) and personal view (bottom three rows). w/o Group PageRank means using the minimum jump hop instead of Group PageRank to measure the graph nodes distance. w/o Dw Perturbation represents conducting the general graph perturbation without distance-wise mechanism. w/o Dw CL Schedule represents removing $u_2$ in Eq. 17. The bottom three ablation versions are designed to verify the effect of the relative distance metrics in Eq. 8.

| Version          | CORA     | CiteSeer | PubMed   |
|------------------|----------|----------|----------|
| Full Method      | 83.6 ± 0.5 | 72.5 ± 0.5 | 79.2 ± 0.5 |
| w/o Group PageRank | 80.8 ± 1.7 (1.2) | 69.5 ± 3.2 (1.8) | 77.4 ± 2.3 (1.8) |
| w/o Dw Perturbation | 81.8 ± 1.0 (1.8) | 70.9 ± 2.7 (1.6) | 78.1 ± 2.7 (1.1) |
| w/o Dw CL Schedule | 82.7 ± 1.3 (0.9) | 72.1 ± 2.8 (0.4) | 78.7 ± 2.7 (0.5) |
| w/o $D^g$ (GP PR KL) | 81.9 ± 1.0 (1.7) | 70.8 ± 2.8 (1.7) | 78.3 ± 2.8 (0.6) |
| w/o $D^l$ (Jump Hop) | 83.1 ± 1.0 (0.5) | 72.1 ± 2.7 (0.4) | 79.0 ± 2.7 (0.2) |
| w/o $D^e$ (Node Simil.) | 82.8 ± 1.3 (0.8) | 71.9 ± 2.8 (0.6) | 78.8 ± 2.8 (0.4) |

Figure 4: The improvement gap comparing to GCN across TIG rank groups from smallest to largest. We can find that our DwGCL method can further strengthen the CL effect on the remote nodes than the GCL method.

Figure 5: Heatmap of DwGCL’s performance under different negative pair sampling settings (Start Index means $neg^{t}_{beg}$ in Eq. 9; Sampling Size means $neg^{t}_{end} - neg^{t}_{beg}$). A smaller Start Index represents that the sampled nodes are closer to the anchor node and thus it is harder to tell them apart, and vice versa.
Trade-off between sampling size and difficulty of samples. Contrastive pair sampling has been proven to be essential for the performance of contrastive learning [Chen et al., 2020d; Chen et al., 2020c]. In Eq. 9, we propose to rank all the node by the relative distance from the anchor node and then sample the contrastive pairs. Empirical results have shown that the closest nodes works best as the positive pairs, and for the negative pair sampling, we study the influence of sampling size and difficulty of sampled nodes in Figure 5. We observe that model can hardly trained well by too easy or too difficult negative pairs, and the semi-difficult nodes serve best as negative pairs. Existing works [Kalantidis et al., 2020; Robinson et al., 2020] shown that the hard negative sampling is helpful for CL, and Schroff et al. [2015] have shown the effectiveness of semi-difficult negative pairs in other CL scenes other than graph. Besides, we notice that increasing the negative sampling size can effectively improve CL performance. However, a very large sampling size will naturally reduce the difficulty of the selected pairs, demonstrating a trade-off between the sampling size and the difficulty of sampled nodes.

6 Related Work

The general idea behind contrastive learning (CL) is to utilize self-supervised information between contrastive pairs, which are constructed by adding random perturbation on the original samples. By regularizing the perturbed representations, i.e., pulling the distance between positive pairs closer while pushing negative pairs apart, CL learns high quality representations for both images [Chen et al., 2020c; Sohn et al., 2020; Berthelot et al., 2019] and texts [Chen et al., 2020b; Qu et al., 2020; Luo et al., 2020].

Graph neural networks (GNNs) [Yang et al., 2016; Kipf and Welling, 2017; Veličković et al., 2018; Hamilton et al., 2017] have shown prominent modeling ability in graph-based SSL, since it can take advantage of the graph structure to propagate task information. However, traditional GNNs usually calculate the loss on the limited labeled node set only, which limits its modeling ability.

Recently, efforts have been made for applying CL to graph-based semi-supervised learning, since it can effectively utilize the large amount unlabeled nodes and boost the performance of GNNs. Existing GCL studies mainly focus on developing graph data augmentation methods: Zhu et al. [2020a] propose to generate different graph views by randomly removes edges and masking node features. Wang et al. [2020] design a Noda-Parallel Augmentation scheme to perturb each nodes independently. Wan et al. [2020] propose to access different graph views with different GNN encoders and introduce the graph generative learning target. Hassani and Khasahmadi [2020] propose to generate various views of graph by contrasting encodings from first-order neighbors and a graph diffusion. You et al. [2020] analyze the influence of different combination of graph augmentations. Zhu et al. [2020b] propose some heuristic graph augmentation methods based on graph node centrality. Feng et al. [2020] design a random propagation strategy to perform graph data augmentation.

However, all these existing GCL methods ignore the unbalanced task information distribution and apply CL uniformly to the whole graph. Our DwGCL can solve these two issues and combines contrastive learning with graph learning more adaptively and effectively with the distance-wise manner.

7 Conclusion

In this work, we investigate contrastive learning in the graph-based semi-supervised learning. We point out that current graph contrastive learning methods lack consideration of the uneven distribution of task information across the graph. We show that the benefit brought by contrastive learning in graph learning mainly comes from the nodes that are topologically far away from the information source, since these nodes lack sufficient task information from graph while can obtain supplementary supervision from contrastive learning.

Motivated by our findings, we propose the Distance-wise Graph Contrastive Learning framework to improve the CL effect on graph learning. We design a distance-wise graph perturbation strategy and a CL loss weight schedule mechanism to strength the learning of nodes that are far away from the information source. We also propose a novel contrastive pair sampling by taking both the topological characteristic and feature embedding of each node into account, to further enhance the efficiency of contrastive pair construction. Comprehensive experiments on five benchmarks demonstrate the superiority of DwGCL over previous methods. Further analysis on various graph semi-supervised learning scenarios demonstrates the generalizability of our proposal.
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We conduct sequential selection for nodes, and dynamically adjust the selecting probability by reducing the probability of sub-graphs to remedy the excessive perturbation issue caused by the spreading of graph perturbation. The algorithm stops when the graph disturbance reaches a preset threshold.

Algorithm 1 Distance-wise Graph Perturbation with Negative Feedback

Require: Graph node size $n$, embedding dim $h$, feature matrix $X$, Adjacency Matrix $A$, Jump Hop Matrix $H$. CL schedule weight $w$, sharpen coefficient $\tau$, graph perturbation threshold $\sigma$, maximum edge adding/removing number $n_{add}$, $n_{rmv}$, feature mask rate $m$, correction hop range list $L^H$, correction decay ratio list $L^D$.

1: function CORRECT_PROB(i, oldp, hop_p)
2:  new_p ← old_p
3:  new_p[i] = 0
4:  for (iter_h, iter_w) ∈ ZIP($L^H$, $L^D$) do
5:      neb_idx = WHERE(hop_p == iter_h)
6:      new_p[neb_idx] *= iter_w
7:   end for
8:   return NORM(new_p)
9: end function

10: $X_p \leftarrow X$, $A_p \leftarrow A$
11: $prob \leftarrow NORM(POWER(w, t))$
12: gap_now ← 0

▷ Sharpen the selection probability distribution
13: while gap_now < $\sigma$ do
14:  i = PROB_CHOICE(RANGE(n), 1, prob)
15:  hop_p ← $H[i]$
16:  cand_add = hop_p[WHERE(hop_p == 0)]
17:  cand_rmv = hop_p[WHERE(hop_p == 1)]
18:  add_idx = RANDOM_CHOICE(cand_add, $n_{add}$)
19:  rmv_idx = RANDOM_CHOICE(cand_rmv, $n_{rmv}$)
20:  $A_p[add_idx][i] = A_p[i][add_idx] = 1$

▷ Randomly add edges
21:  $A_p[rmv_idx][i] = A_p[i][rmv_idx] = 0$

▷ Randomly remove edges
22:  mask_idx = RANDOM_CHOICE(RANGE(h), $h \times t$)
23:  $X_p[i][mask_idx] = 0$

▷ Randomly mask node feature
24:  prob = CORRECT_PROB(i, prob, hop_p)
25:  gap_now = $\sqrt{\sum_{i=1}^{n} \sum_{j=1}^{n} (A_p[i][j] - A[i][j])^2}$

▷ Calculating the Frobenius norm
26: end while

Ensure: $X_p$, $A_p$

---

A Distance-wise Graph Perturbation

Algorithm

The details of our distance-wise graph perturbation algorithm is displayed in Algorithm 1. Nodes to augment are selected according to their received task information from graph. Three kinds of augmentation operations are taken:

- Randomly adding edges
- Randomly removing edges
- Randomly masking node features

We conduct sequential selection for nodes, and dynamically adjust the selecting probability by reducing the probability of...