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ABSTRACT

Excitation and propagation of waves in a thermally stratified disk with an arbitrary vertical temperature profile are studied. Previous analytical studies of three-dimensional waves had been focused on either isothermal or polytropic vertical disk structures. However, at the location in a protoplanetary disk where the dominant heating source is stellar irradiation, the temperature gradient may become positive in the vertical direction. We extend the analysis to study the effects of the vertical temperature structure on the waves that are excited at the Lindblad resonances. For a hotter disk atmosphere, the $f$-mode contributes less to the torque and remains confined near the midplane as it propagates away from the resonances. On the other hand, the excitation of the $g$-modes is stronger. As they propagate, they channel to the top of disk atmosphere and their group velocities decrease. The differences compared to previous studies may have implications in understanding the wave dynamics in a realistic disk structure.
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1. INTRODUCTION

When an embedded planet orbits around its central star, the tidal interactions between the protoplanetary disk and the planet will lead to excitation of waves from resonance locations (Goldreich & Tremaine 1979). These waves propagate radially and may eventually damp or dissipate through shocks and transfer angular momentum to the disk. Such processes may also lead to radial migration of the planet (Lin et al. 1996; Ward 1997; Rafikov 2002) and change of disk structure such as gap formation (e.g., Takeuchi et al. 1996; Crida et al. 2006). Therefore, the properties of these hydrodynamic waves and their relation to the disk structure are crucial to the understanding of the planet/disk dynamics.

Since the disks are cold (i.e., the sound speed is much less than the circular speed), they are geometrically thin (i.e., the scale height is less than radial distance to the star, $H < r$). Yet, the vertical thermal structure is still important to explain the observed spectral energy distribution of the disks (e.g., Chiang & Goldreich 1997; D’Alessio et al. 1998). Measurement of such vertical structure in a protoplanetary disk has been made possible previously with single-dish telescopes (e.g., Akiyama et al. 2011) and more recently with ALMA (Rosenfeld et al. 2013). On the other hand, recent near-infrared polarization intensity maps suggest that the surfaces of some protoplanetary disks are not smooth on a large scale but exhibit concave spiral features (Takami et al. 2014). However, the origins of these surface features are still not well-understood as the surface density enhancement required would be too large in the 2D linear theories (e.g., Juhasz et al. 2015). As a result, three-dimensional wave theories may shed light on the relation between the planet–disk interaction and observations (e.g., Dong et al. 2015; Zhu et al. 2015).

Three-dimensional wave propagation in accretion disks has been studied by several authors in the past. For analytical convenience, these studies assumed a disk that is stable against convection, with either an isothermal vertical structure (Lubow & Pringle 1993) or a polytropic one (Korycansky & Pringle 1995; Lubow & Ogilvie 1998). Since a polytropic disk contains a finite boundary where gas density and pressure vanish above it, such a model is considered as a wave-guide model due to the boundary conditions applied at the midplane (usually a parity condition) and the surface (e.g., vanishing Lagrangian pressure perturbation). A set of discrete modes can be identified by the vertical eigenfunctions and the corresponding dispersion relation. Ogilvie (1998) provided a generalized analysis with magnetic field and a concise classification of waves in a disk, namely, $f$-mode (fundamental), $p$-modes (acoustic), $r$-modes (inertial), and $g$-modes (internal gravity). As the waves are excited at resonance locations where the wavelength is large (Goldreich & Tremaine 1979), only $f$, $g$, and $r$-modes are launched at the Lindblad resonances (LRs) where the Doppler-shifted forcing frequency equals the epicyclic frequency. Lubow & Ogilvie (1998) studied the wave excitation of these modes at the LRs and found that most of the angular momentum is indeed carried by the $f$-mode. The authors also found that the wave is evanescent in the vertical direction and experiences wave-channeling, which is contrary to the previous results that wave refraction occurs due to the gradient of sound speed (Lin et al. 1990). Ogilvie & Lubow (1999) considered a polytropic disk with an isothermal atmosphere. They found that the wave angular momentum concentrates near the transition between the two layers while propagating radially. Subsequently, Bate et al. (2002) studied the nonlinear propagation of axisymmetric waves using hydrodynamic simulation and verified the wave-channeling of these waves.

While these studies provide a general theory of wave excitation and propagation, the cases for a hotter disk atmosphere are not explored. In particular, in previous models, the temperature decreases along the normal direction to the disk as the disk becomes less optically thick and the heat can be easily carried away by radiation. However, at the outer part of the disk, the stellar irradiation may be very efficient to generate a hotter layer as the disk surface is flared.

To study the effects of the vertical temperature gradient, we adopt the aforementioned wave-guide model. The background disk structure is assumed to be slowly varying in the radial
direction (except at LRs) with respect to the waves. Appropriate boundary conditions at the midplane and at the top of the disk atmosphere are applied to construct a boundary eigenvalue problem, with the Doppler-shifted frequency of the wave being the eigenvalue. The vertical temperature profile is parameterized and modeled such that the temperature varies with height from the midplane and gradually reaches a steady (isothermal) atmosphere which is heated by the stellar irradiation from the central star. The properties of the waves, such as wave-channeling, can be studied by varying the parameters of the temperature profile. In our model, a vertical hydrostatic equilibrium is assumed to be consistent with the prescribed temperature profile. As we focus on the wave propagation, the change of thermal properties of the disk (e.g., variation in the adiabatic index $\gamma$) at the top of the atmosphere and the consequence of wave dissipation are neglected in this work.

The paper is organized as follows. In Section 2, we first review the formulation and derive the governing equations and the relevant boundary conditions. In Section 3, we present and discuss the result for the wave excitation and propagation. Finally, we summarize this work and draw a conclusion in Section 4.

2. Formulation of the Problem

2.1. Governing Equations

A geometrically thin and cold gas disk orbiting around a central young stellar object is considered. An embedded planet is treated as a perturber and tidally interacts with the disk. For simplicity, the self-gravity of the gas is neglected although it may be important in the very early stage of the disk. The basic state of the system is described by an axisymmetric disk in a time-steady equilibrium without accretion. The inviscid hydrodynamic equations read

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0$$

$$\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho} \nabla P - \nabla \Phi_{\text{tot}},$$

where $\rho$, $\mathbf{u}$, and $P$ are the gas density, velocity, and pressure, respectively, and $\Phi_{\text{tot}}$ is the total gravitational potential. In this work, we use the cylindrical coordinates $(r, \varphi, z)$ centered at the star. The total potential $\Phi_{\text{tot}}$ is a sum of the contributions from the central star (subscript s) and the orbiting planet (subscript p):

$$\Phi_{\text{tot}} = \Phi_s(r, z) + \Phi_p(r, \varphi, z, r),$$

where $\Phi_p$ includes an indirect term due to the choice of the origin being away from the center of mass. To close the equations, we model the basic state of the disk with an empirical formula for the temperature and assume the linear perturbation is adiabatic. The effects of the magnetic field and viscosity are also ignored in this work.

2.2. Basic State

The basic state of the disk can be solved by considering the radial and vertical directions separately. The equilibrium velocity is given by $u_0 = r\Omega(r)e_z$, where the angular frequency of the gas $\Omega(r)$ is determined by the radial force balance at the midplane,

$$r\Omega(r)^2 = \left. \frac{\partial \Phi_s}{\partial r} \right|_{z=0} + \frac{1}{\rho_0} \left. \frac{\partial P_0}{\partial r} \right|_{z=0},$$

where $\rho_0$ and $P_0$ are the equilibrium density and pressure, respectively. The gravitational potential of the central star is given by

$$\Phi_s(r, z) = -\frac{GM}{\sqrt{r^2 + z^2}},$$

where $M$ is the mass of the central star. For a cold disk, the small correction due to the pressure force and the gravity of the planet are ignored, so that the equilibrium disk is Keplerian (i.e., $\Omega \propto r^{-3/2}$). The vertical disk structure is determined by the vertical hydrostatic equilibrium,

$$\frac{\partial P_0}{\partial z} = -\rho_0 g,$$

where $g_z = \Omega(r)^2 z$ is the $z$-component of the acceleration due to stellar gravity in the thin-disk limit.

Assuming the ideal gas law applies, we have

$$P_0(r, z) = \frac{k_B}{m_a} \rho_0(r, z) T_0(r, z),$$

where $k_B$ is the Boltzmann’s constant, $m_a$ is the average molecular mass (in grams), $\rho_0(r, z)$ and $T_0(r, z)$ are the equilibrium gas density and temperature, respectively. The local scale height $H$ at the midplane is defined in terms of the midplane temperature; that is,

$$H^2 = \frac{c^2}{\Omega^2} = \frac{k_B T_{\text{mid}}}{m_a \Omega^2},$$

where $c$ and $T_{\text{mid}} = T(r, z = 0)$ are the midplane sound speed and temperature, respectively. For a cold disk, the vertical extent of interest is of order of the scale height, but much smaller than the radius,

$$\frac{z}{r} \sim \frac{H(r)}{r} = \epsilon \ll 1.$$

For $H/r = 0.05$ at LRs, the error of $g_z$ due to the thin-disk approximation is about 0.25 at the top boundary (see Section 2.8).

2.3. Model for Vertical Structure

Consistent with the assumption of a cold and thin disk, we further assume the separation of variables applies such that the radial variation of the equilibrium variables (e.g., $\rho_0, P_0$) are determined by their midplane values (e.g., $\rho_{\text{mid}}, P_{\text{mid}}$) which are labeled with subscript “mid.” The midplane variables are varying in a radial length scale that is larger than $H$. Therefore, it is useful to define a dimensionless $z$ coordinate $Z = z/H(r)$, and

$$T = \frac{T_0(r, Z)}{T_{\text{mid}}(r)},$$

$$P = \frac{P_0(r, Z)}{P_{\text{mid}}(r)}.$$
\[ \rho = \rho_0(r, Z) / \rho_{\text{mid}}(r), \] (12)

where \( T, P, \) and \( \rho \) are dimensionless counterparts of \( T_0, P_0, \) and \( \rho_0, \) respectively, and are functions of \( Z. \) The vertical hydrostatic equilibrium in Equation (6) can be written in the following dimensionless form,

\[ \frac{dP}{dz} = -\frac{PZ}{T}, \] (13)

where \( P = \rho T. \) Given a vertical temperature profile \( T(Z), \) the equilibrium pressure and density can be obtained by integrating Equation (13) and using the ideal gas law.

### 2.3.1. Temperature Profiles

In the outer region of the disk, the effect on the temperature due to stellar irradiation dominates viscous heating. In addition, long-wavelength emissions from embedded large-sized grains and some molecules become optically thin to the disk. Therefore, it is expected that the temperature of the disk increases with height from the midplane. For simplicity, we do not explicitly solve the energy equation with sources of heating and cooling. This allows us to focus on the linear response to the disk. Instead, we parameterize the vertical structure using the fractional change in the disk temperature, \( A = (T_{\text{mid}} - T_{\text{atm}})/T_{\text{mid}}. \) Inspired by Dullemond et al. (2002) and Rosenfeld et al. (2013), our temperature model gradually extends into an atmosphere with constant temperature, which is given by

\[ T(Z) = \begin{cases} 1 + (1/2)A \left[ 1 - \cos \pi (Z/Z_a)^n \right] & \text{if } Z < Z_a \\ 1 + A & \text{if } Z \geq Z_a \end{cases}, \] (14)

where \( A \) is the fractional change of the vertical temperature, \( Z_a \) is the transition height to the isothermal atmosphere at a temperature \( T = 1 + A, \) and \( n \) is a parameter determining how rapid is the transition. The parameter \( n = 2 \) is chosen such that the equilibrium can be solved analytically (Appendix B) and there is a simple stability criterion against convection as we will discuss below. The transition from the bottom layer to the isothermal atmosphere is smooth such that \( T'(Z_a) = 0, \) where the prime (and hereafter) denotes the \( Z \) derivative. Above \( Z_a, \) both gas pressure and density fall off as a Gaussian with distance from the midplane (i.e., \( \propto \exp(-Z^2/(1 + A)) \)).

### 2.4. Deviation from Equilibrium

We proceed to derive a set of equations for the variables deviated from the basic state. The velocity perturbation can be expressed as \( u = u_1 + \epsilon u, \ v = v_1 + \epsilon v, \) and \( w = w_1 + \epsilon w. \) Keeping the nonlinear terms and canceling the terms for the equilibrium disk, the component form of Equations (1)--(2) can be rewritten as

\[ \frac{\partial \rho}{\partial t} + \frac{1}{r} \frac{\partial}{\partial r} (r \rho u) + \frac{1}{r} \frac{\partial}{\partial \varphi} (\rho v) + \frac{\partial}{\partial z} (\rho w) = 0, \] (15)

\[ \frac{D u}{D t} - \frac{v^2}{r} - 2\Omega v = -\frac{1}{\rho} \frac{\partial P_1}{\partial r} - \frac{\partial}{\partial r} \Phi_p, \] (16)

\[ \frac{D v}{D t} + \frac{u v}{r} + 2B u = -\frac{1}{\rho} \frac{\partial P_1}{\partial \varphi} - \frac{1}{r} \frac{\partial}{\partial \varphi} \Phi_p, \] (17)

\[ \frac{D w}{D t} = -\frac{1}{\rho} \frac{\partial P_1}{\partial z} - \frac{\partial}{\partial z} \Phi_p, \] (18)

where

\[ D \frac{\partial}{\partial t} + \frac{\partial}{\partial r} + \frac{u}{r} \frac{\partial}{\partial r} + \frac{u_z}{r} \frac{\partial}{\partial \varphi} + w \frac{\partial}{\partial z} \] (19)

is the Lagrangian derivative, \( u_z = r \Omega(r) + v \) is the total circular velocity, \( P_1 \) is the pressure perturbation, \( \Phi_p \) is the potential perturbation, and the Oort’s constant \( B \) is defined by

\[ B = \frac{r}{2} \frac{d\Omega}{dr} + \Omega. \] (20)

The coefficient \( 2B \) in Equation (17) is also commonly expressed as \( \kappa^2/2\Omega, \) where \( \kappa \) is the epicyclic frequency defined by \( \kappa^2 = 4B\Omega. \) In deriving Equations (15)--(18), no assumption has been made for the amplitude of the perturbation.

### 2.5. Linear Perturbation

We proceed to linearize Equations (15)--(18) by considering the linear waves. Assuming the embedded planet is orbiting circularly at an angular frequency \( \Omega_p, \) the planet’s potential can be expressed as a Fourier series that is periodic in \( \varphi \) and \( t, \)

\[ \Phi_p = \sum_m \Phi_m(r,z) \exp \left[ im \left( \varphi - \Omega_p t \right) \right], \] (21)

where \( m \) is a positive integer. As Equations (15)--(18) do not depend on \( t \) and \( \varphi \) explicitly, they are linearized and Fourier-transformed into the following form

\[ -i\dot{\omega} \rho_1 + \frac{1}{r} \frac{\partial}{\partial r} \left( r \rho_0 u \right) + \frac{im}{r} \frac{\rho_0 v}{r} + \frac{\partial}{\partial z} (\rho_0 w) = 0 \] (22)

\[ -i\dot{\omega} u + 2\dot{\varphi} v + \frac{1}{r} \frac{\partial}{\partial r} P_1 = -\frac{\partial}{\partial r} \Phi_m, \] (23)

\[ -i\dot{\omega} v + 2Bu + \frac{im}{r} \frac{P_1}{\rho_0} = -\frac{im}{r} \Phi_m, \] (24)

\[ -i\dot{\omega} w + g \frac{\rho_1}{\rho_0} + \frac{1}{r} \frac{\partial}{\partial z} P_1 = -\frac{\partial}{\partial z} \Phi_m, \] (25)

where \( \dot{\omega}(r) = m [\Omega_p - \Omega(r)], \) and the subscripts of the Fourier components for \( \rho_1, u, v, w \) and \( P_1 \) are suppressed for clarity. The perturbational equation for the specific entropy reads

\[ -i\dot{\omega} \left( \frac{P_1}{\rho_0} - \gamma \frac{\rho_1}{\rho_0} \right) + w \frac{d}{dz} \ln \left( \frac{P_0}{\rho_0^2} \right) = 0, \] (26)

where \( \gamma \) is the adiabatic index.

We focus on the horizontal resonances and ignore the vertical forcing due to the gravity of the planet. In the thin-disk limit, we ignore the terms due to the azimuthal gradient of \( v \) and \( P_1 \) in Equations (22) and (24), respectively. We note that, for \( m \sim r/H, \) the results are only approximate and the restriction should be relaxed (Lubow & Ogilvie 1998). By eliminating azimuthal velocity \( v, \) Equations (23) and (24) can
be combined into the following equation,
\[
\left(\dot{\omega}^2 - \kappa^2\right)u + \frac{i\omega}{\rho_0} \frac{\partial P_1}{\partial r} = -i\omega \frac{d\Phi_m}{dr} + \frac{2im}{r} \Omega \Phi_m,
\]
where the forcing on the right-hand side of the equation is only dominant at the LRs.

2.6. Local Approximation and Normal Modes

In order to study the vertical wave structure, we consider a radially restricted region such that the radial variation of the equilibrium state (subscript 0) can be neglected. This local approximation, or equivalently shearing-sheet approximation (Goldreich & Lynden-Bell 1965; Goodman 1993), allows the separation of variables in the radial and vertical directions in the governing equations. In particular, we assume the equilibrium state is a function of \(z\) only and obtain a set of linear ordinary differential equations (ODEs) in \(z\). We consider the waves excited at the LRs, where \(\dot{\omega}(r = r_L) = \pm \kappa\).

2.6.1. Near the LRs

In the proximity of the LRs, the wavelength of the perturbation is comparable to radial extent of the forcing. Therefore, the usual plane wave approximation breaks down and we follow Lubow & Ogilvie (1998) to expand the singular term to the linear order of dimensionless displacement \(x = (r - r_L)/r_L\), that is,
\[
\kappa^2 - \dot{\omega}^2 \simeq \mathcal{D} x, \tag{28}
\]
where \(\mathcal{D} = rd/dr(\kappa^2 - \dot{\omega}^2)|_{r_L}\). For a Keplerian disk, \(\mathcal{D} = -3(1 + m)\Omega_L^2\), where \(\Omega_L = \Omega(r = r_L)\) and \(m > 0\). Thus, Equation (27) becomes
\[
-\mathcal{D} x u + \frac{i\omega}{\rho_0} \frac{\partial P_1}{\partial r} = -i\omega \frac{d\Phi_m}{dr} + \frac{2im}{r} \Omega \Phi_m. \tag{29}
\]

2.7. Free Waves

We first consider the homogeneous solutions (i.e., free waves) of linearized equations. These eigenfunctions can be then used as the basis functions to expand the perturbational potential \(\Phi_m\) (Lubow & Ogilvie 1998). Each eigenfunction can be categorized into different modes by studying the corresponding dispersion relation \(\dot{\omega}(k)\) where \(k\) is the radial wavenumber. As the torque is proportional to \(\Phi_m\), the fraction of each mode can be computed. To take into the account the linear term of \(x\) in Equation (28) in the proximity of the LRs, we make use of the following separation of variables suggested by Lubow & Ogilvie (1998),
\[
\begin{align*}
    u(x, z) &= Ai(qx)\hat{u}(z), \tag{30} \\
    v(x, z) &= iAi'(qx)\hat{v}(z), \tag{31} \\
    w(x, z) &= qAi'(qx)\hat{w}(z), \tag{32} \\
    P_1(x, z) &= iqAi'(qx)\hat{P}_1(z), \tag{33} \\
    \rho_1(x, z) &= iqAi'(qx)\hat{\rho}_1(z), \tag{34}
\end{align*}
\]
where \(x\) is the dimensionless distance from the LR, \(q\) is the effective radial wavenumber, and \(Ai(x)\) is the Airy function satisfying the following ODE,
\[
Ai''(x) - xAi(x) = 0. \tag{35}
\]

In the absence of forcing, Equations (22)–(26) can be combined and simplified into two ODEs by using Equations (30)–(34). We define the following dimensionless variables
\[
\begin{align*}
    X(Z) &= \dot{\omega}\hat{P}_1(z)/(|\Omega|^2 H^2 \rho_0), \tag{36} \\
    W(Z) &= \hat{w}(z)/(|\Omega| H), \tag{37} \\
    F &= \dot{\omega}/\Omega, \tag{38} \\
    Q &= (H/r)^2/3q, \tag{39} \\
    S &= \mathcal{D}/|\Omega|^2. \tag{40}
\end{align*}
\]
After some algebra and making use of dimensionless variables, we obtain the following differential equations,
\[
\begin{align*}
    \frac{dX}{dZ} &= \frac{N^2}{Z} X + \left[F^2 - N^2\right] W, \tag{41} \\
    \frac{dW}{dZ} &= \left[\lambda - \frac{\rho}{\gamma P}\right] X - \frac{p'}{\gamma P} W, \tag{42}
\end{align*}
\]
where \(F^2 = 1\) at LRs, \(\lambda = \mathcal{Q}^2/S\) is a unknown parameter, and
\[
N^2 = \frac{Z}{\gamma} \frac{d}{dZ} \ln \frac{P}{\rho}. \tag{43}
\]
is the square of the dimensionless BruntVäisälä frequency (normalized by \(\Omega\)). The equilibrium variables are obtained by Equation (13) in Section 2.3. When the problem is solved with appropriate boundary conditions, the parameter \(\lambda\) is determined as an eigenvalue. Equations (41) and (42) follow those obtained by Lubow & Ogilvie (1998) except that we assume an arbitrary hydrostatic background profile instead of a polytropic disk. We rewrite the equations in a form that does not require solving Equation (13) in advance, i.e.,
\[
\begin{align*}
    \frac{dX}{dZ} &= \left[F^2 - \left(\frac{\gamma - 1}{\gamma}\right) \frac{Z^2}{T} - \frac{ZT'}{T}\right] W \\
    &+ \left[\frac{(\gamma - 1)}{\gamma} \frac{Z}{T} + \frac{T'}{T}\right] X, \tag{44} \\
    \frac{dW}{dZ} &= \left[\lambda - \frac{1}{\gamma T}\right] X + \frac{Z}{\gamma T} W, \tag{45}
\end{align*}
\]
where we have used
\[
N^2 = \left(\frac{\gamma - 1}{\gamma}\right) \frac{Z^2}{T} + \frac{ZT'}{T}. \tag{46}
\]
For non-decreasing temperature profiles (\(A \geq 0\)) in Equation (14) (\(T'(Z) \geq 0\)), the disk is stable against convection \(N^2 \geq 0\). For \(A < 0\) and \(n = 2\) in Equation (14), the stability criterion against convection is \(|A| \leq (\gamma - 1)Z_a^2/\gamma n \sim 5\) for our choice of parameters \(n = 2\) and \(Z_a = 2\). Thus, the background is stable against convection in our explored parameter space.

2.8. Boundary Conditions

Equations (44)–(45) are the governing differential equations near the LRs. Away from the LRs (\(F \ll 1\)), the equations can be obtained by replacing \(\lambda\) with \(K^2/(F^2 - \kappa^2)\) (see Appendix A; Equations (58) and (59)). They are numerically integrated and are subjected to boundary conditions at the
midplane ($Z = 0$) and at an arbitrary defined surface (at $Z = Z_b$). As the system is symmetric in $Z$ in our simple model, the waves take one of the parities. We consider only the even solution where
\[
\frac{dX}{dZ} \bigg|_{Z=0} = 0 \quad \text{and} \quad W(Z = 0) = 0, \tag{47}
\]
in which the pressure perturbation is an even function in $Z$ and the warping modes are ignored.

The adiabatic index is assumed to be constant everywhere ($\gamma = 5/3$), such that both the sound speed and buoyancy frequency are continuous across different layers. The upper boundary condition is applied such that the Lagrangian perturbation of pressure goes to zero (i.e., free surface) at the top of the atmosphere $Z_b$. In terms of the dimensionless variables, it reads
\[
X_b - W_b Z_b = 0, \tag{48}
\]
where $X_b$ and $W_b$ are evaluated at $Z = Z_b$. Although this condition implies incompressible perturbations at the boundary, it will not affect the compressibility of modes in the domain without additional forcing near the boundary.

3. RESULTS AND DISCUSSION

A local model is constructed by assuming slow radial variation of the equilibrium state. For simplicity, the vertical equilibrium temperature profile is taken as a smooth continuous function. The functional form is chosen to mimic the vertical structure determined by the radiative transfer model (e.g., Dullemond et al. 2002). The temperature profile is characterized by three parameters, namely, $A$ the fractional increase of the temperature of the atmosphere relative to that of the midplane, $Z_a$ the transition height to the atmosphere, and $Z_b$ the upper boundary. In principle, the isothermal atmosphere extend to the infinity, in which the internal gravity ($g$) modes have a continuous spectrum. However, in order to study the behavior of each mode, we apply a upper boundary condition well above the transition height, such that the $f$-mode and $g$-modes appear to be discrete. For $r$-modes, their spectra remain discrete as in the locally isothermal disk (Lubow & Pringle 1993). In this work, we follow the convention to label each mode of the same type by the number of nodes in the pressure perturbation (i.e., $X$).

The background equilibrium density and pressure are obtained by solving the equations for hydrostatic equilibrium. The basic vertical structure is generally smoother than the polytropic disk counterpart (see Figure 1). A reference model for $A = 2.0$ and $Z_a = 2.0$ is used, as shown in Figure 2. The parameters are varied in order to understand their effects on wave excitation and propagation.

At $A = 0$, our model reduces to the locally isothermal disk with adiabatic response. This was previously studied by Lubow & Pringle (1993), in which a boundary condition is applied such that the wave energy density is finite at $z \to \infty$. In our case, since an artificial upper boundary applied, the discrete $g$-modes are recovered. However, $g$-modes are only weakly excited in this case.

3.1. Torque Fraction

At the LRs, the torque due to the external potential can be evaluated as (Goldreich & Tremaine 1979; Lubow & Ogilvie 1998),
\[
\mathcal{F} = -\text{sgn}(\omega) \frac{\pi^2 m \Sigma_L \Psi_m^2}{|\mathcal{F}|}, \tag{49}
\]
where $\Sigma_L = \int \rho dz$ is the column density at the LR, and
\[
\Psi_m = r \frac{d\Phi_m}{dr} - \frac{2m\Omega}{\omega} \Phi_m. \tag{50}
\]

The formula from two-dimensional analysis is valid here because the vertical forcing of the planet is ignored. By projecting $\Psi$ onto the basis eigenfunctions, the fraction of the torque due to each mode of waves can be obtained. We denote $f_j$ the fraction of torque carried by each mode $j$ (Lubow & Ogilvie 1998), which is given by
\[
f_j = \left| \int \rho_0 X_j dZ \right|^2 / \Sigma_L \int \rho_0 X_j^2 dZ. \tag{51}
\]
where we used the relation between \( \hat{u} \) and dimensionless pressure perturbation \( X \):

\[
\frac{\hat{u}}{\Omega H} = -X \left( \frac{r}{H} \right) X,
\]

which is obtained from Equations (29) and (36).

### 3.1.1. Dependence on Temperature Gradient

For a simpler analysis, the dimensionless transition height \( Z_b \) is kept fixed at 2.0. Therefore, the temperature gradient in the layer near the midplane is proportional to the temperature parameter \( A \). The parameter changes both the background density \( \rho_0 \) and eigenfunctions \( (X, W) \). As indicated in Equation (51), the torque fraction is determined by the overlap integral between \( \rho_0 \) and \( X \). Since \( \sum_f f_j = 1 \) among all modes, the torque fraction of any particular mode also depends on that of others. Most of the torque is carried by the first few lower-order modes (i.e., \( f, r_1, \) and \( g_1 \), where the subscript 1 means one node in \( X \)), although other higher-order modes are also excited when \( A \) is large. Therefore, we focus on these lower-order modes for the analysis. The dependence of \( f_j \) on \( A \) for different values of \( Z_b \) is shown in Figure 3.

For \( f \)-mode, the torque fraction increases with decreasing \( A \) and becomes less sensitive to \( Z_b \). For \( g_1 \)-mode, the torque fraction peaks at \( A \approx 0.5 \) and is generally larger for larger \( Z_b \). On the other hand, the \( r_1 \) mode contributes more torque than the \( g_1 \)-mode when \( A < 0 \). While its torque fraction also peaks at some finite value of \( A \), the torque fraction is independent of \( Z_b \) (Figure 3).

The general increasing trend of \( f_j \) for decreasing \( A \) (\( \lesssim 1 \)) can be explained by the decrease of \( f_j \) for \( g_1 \)- and \( r_1 \)-modes. In particular, \( \rho_0 \) becomes more concentrated near the midplane and so the torque integral in Equation (51) depends sensitively on the overlapping of \( \rho_0 \) and \( X \) for small \( Z_b \). Either a smaller numerical value (e.g., \( g_1 \)-mode) or an oscillatory solution (e.g., \( r_1 \)-mode) can result in a small torque fraction.

### 3.1.2. Dependence on Upper Boundary

Since \( \rho_0 \) is independent of the location of the upper boundary \( Z_b \) in our model, the torque fraction depends only on the functional form of \( X \). In Figure 3, different colors of the curves are used to indicate the values of \( Z_b \). For \( f \)- and \( g_1 \)-modes, the eigenfunctions \( X \) are similar to those in a polytropic disk, while \( g_1 \) is generally an increasing function. While \( X(Z_b) \) is a local maximum, the value of \( X \) for \( f \)-mode at the midplane varies (without the effect of amplitude) and becomes very large at some frequency \( F \). This eventually relates to the wave-channeling that we will discuss in the next section. Note that \( X \) has zero and one node for \( f \)- and \( g_1 \)-modes, respectively. Larger \( Z_b \) generally results in a smaller overlapping of \( X \) and \( \rho_0 \) near the midplane. Thus, \( f_j \) decreases with increasing \( Z_b \) for \( f \)-mode and \( g_1 \)-mode (for small \( A \)). However, when \( A \) is large, the amplitude of oscillation near the node for \( g_1 \)-mode is also large. This cancels out the contribution in the torque integral and results in a reverse trend of \( f_j \) with \( Z_b \). For \( r_1 \)-mode, the torque fraction is independent of \( Z_b \). This is because \( X \) is flat and close to zero for large \( Z \) and so is not sensitive to \( Z_b \).

### 3.2. Wave Propagation

The wave propagation of each mode is determined by the corresponding dimensionless dispersion relation \( F(K) \), where \( F = \tilde{\omega}/\Omega \) and \( K = kH \). In Figure 4, the dispersion relations are shown for \( f, g_1 \), and \( r_1 \)-modes \((Z_b = 2 \text{ and } Z_b = 8)\). The slope of \( F(K) \) for \( f \)-mode increases with larger \( A \). It is expected for its acoustic character for \( K \to 0 \) (Lubow & Ogilvie 1998), although there is no simple WKB relation for the moderate values of \( K \). On the other hand, as \( g \)-modes are driven by buoyancy (Ogilvie 1998), the forcing frequency approaches the Brunt-Väisälä frequency near the top of the atmosphere for moderate values of \( K \) such that \( F(K) \approx N \sim 1/(1 + A)^{1/2} \) (see Equation (43)). Using the temperature in the atmosphere, the ratio between \( F \) for \( A = -0.5 \) and 2.0 is about \( \sqrt{6} \approx 2.4 \), which is similar to the estimate from Figure 4.

As the Doppler-shifted frequency \( \tilde{\omega} \) is a function of \( r \) for a given azimuthal wavenumber \( m \), the radius can be expressed as

\[
\frac{r}{r_0} = (1 + F/m)^{2/3},
\]

where \( r_0 \) is corotation radius. Note that \( F \) is positive for \( r > r_0 \) and negative for \( r < r_0 \). The LRs are located at \( n^\pm H/r_c = (1 \pm 1/m)^{2/3} \), where the plus and minus signs indicate the outer and inner LRs, respectively. For the purpose of illustrating wave propagation, we consider only the outer LR \((n_L = n^+_L)\). In Figure 5, we show the frequencies for \( f \)- and \( g_1 \)-modes that propagate from the outer LR with \( m = 2 \) (note that \( r \)-modes are absent in this region). In particular, the

---

**Figure 3.** Torque fractions of the \( f \)-mode (left), \( g_1 \)-mode (middle), and \( r_1 \)-mode (right) vs. temperature parameter \( A \) for different values of the height of upper boundary \( Z_b \). The vertical dashed line indicates the locally isothermal disk \((A = 0)\). The transition height is at \( Z_b = 2.0 \). Note that for \( r_1 \) mode, the torque fractions are the same for different \( Z_b \).
wavenumber $g_1$ mode rapidly increases as it propagates outward. As the group velocity of $g_1$-mode decreases significantly, the wave amplitudes at some finite distance from the LR locations ($r \approx 2n_2$) due to the wave action conservation explained below. In particular, the location where $g_1$-modes "piled-up" are closer to the LR Locations for increasing $A$. For realistic disk with positive $A$ and higher $m$, we expect such effect occurs closer to the LR locations.

For waves that propagate in a non-uniform moving medium, the conservation of energy or angular momentum wave action can be derived (Bretherton & Garrett 1968; Andrews & McIntyre 1978), given that the mean flow can be meaningfully defined. A similar application regarding spiral density waves in galactic disk was discussed in Toomre (1969) and Shu (1970). In the absence of self-gravity, we only need to consider the flux of wave action due to advective transport. In any case, as the radial flux of angular momentum wave action is conserved in the absence of dissipation, it can be used to relate the amplitude of the waves at different radii in the linear theory. For single-mode WKB (radial) waves (e.g., $P_1 \propto \exp \int k(r)dr$), the time-averaged, vertically integrated flux of angular momentum wave action can be derived from equations (23) and (24) and is given by (e.g., Lubow & Ogilvie 1998)

$$F^{(m)} = \frac{\pi m}{k} \int_0^\infty \left( \frac{\bar{\omega}^2 - \kappa^2}{\bar{\omega}^2} \right) |u|^2 dz,$$

where $k$ is the radial wavenumber. Note that this equation is general for WKB theories with $k^2 \gg m^2/r^2$ (i.e., valid away from LR Locations) and is derived without our previous assumption in Section 2.5 to neglect azimuthal pressure gradient when computing the eigenfunctions. By expressing the above formula in terms of dimensionless variables, we have

$$F^{(m)} = \pi m \left[ \frac{K^2 H^2 \rho_{mid}(r)}{F^2 (F^2 - \kappa^2)} \right] |a|^2 \times \int_0^z_b \rho(Z) \sqrt{\frac{F(\xi)}{\dot{F}(\xi)}} \, dZ,$$

where $\rho_{mid}(r)$ is the midplane gas density and $\kappa = 1$ is the normalized epicyclic frequency for a Keplerian disk. Here we denote $a = a(r)$ as the slowly varying amplitude of the waves (i.e., $u(r, z) = a(\bar{u}(z)) \exp(ikz)$ at non-LR Locations). On the left-hand side of Equation (55), the value of $F^{(m)}$ for each mode is determined by its corresponding value at the LR Locations (Lubow & Ogilvie 1998), i.e., $F^{(m)} = \int_{\xi}^{a} \mathcal{F} \, d\xi$ where $\mathcal{F}$ and $\mathcal{a}$ are the fraction and total value of the torque in Equations (49) and (51), respectively.

The confinement and wave-channeling of the waves are examined by considering the density of angular momentum wave action, which is given by

$$\mathcal{A}^{(m)} = \frac{m}{2\bar{\omega}} \rho \left( |u|^2 + |w|^2 \right),$$

where averaging over one wave period is assumed. Consequently, the vertically integrated flux $A^{(m)} = \int_0^\infty \mathcal{A}^{(m)} \, dz$, is related to the radial flux by $F^{(m)} = A^{(m)} v_r$, where $v_r = \partial \bar{\omega}/\partial r$ is the radial group velocity. For a monochromatic wave ($\omega/m = \Omega$ being a constant), the relevant conservation law for the wave action reads

$$\frac{dF^{(m)}}{dr} = 0,$$

which implies $F^{(m)}$ being a constant except at LR Locations.

For a given disk model and a dispersion relation of a particular mode, the wave amplitude can be expressed as a function of $r$, which is obtained by keeping $F^{(m)}$ a constant and using normalization such as $\int_0^\infty \rho_0 \sqrt{\bar{\omega}^2} \, dz = 1$ at each radius. Here, we use simple power laws for midplane density ($\rho_{mid}(r) \propto r^{-p}$) and temperature ($T_{mid}(r) \propto r^{-q}$). In the following, $p = 2.25$ and $q = 1/2$ such that the surface density goes as $\Sigma_0 \propto r_0^2 H \propto r^{-1}$. In Figure 6, the density of wave action $\mathcal{A}^{(m)}$ of $f$-mode are shown on the $r\,z$ plane for $A = -0.5$, 0.5, and 2.0 and in a radial range of $n_2 < r < 2n_2$. When the atmosphere is colder than the midplane ($A < 0$), the density of wave action peaks at the midplane and gradually channels near the transition where $Z_2 = 2.0$. This wave-channeling effect was also reported by Ogilvie & Lubow (1999) where an isothermal atmosphere is attached to a polytropic disk near the midplane. Since the sound
speed is continuous in our model across \( Z_a \), the density of wave action do not stay at a particular height as in their work. For the cases with a hotter atmosphere \((A > 0)\), the density of wave action peaks near (but not exactly at) the midplane. Instead of channeling to the base of hot atmosphere in the disk, the \( f \)-mode channels toward the midplane where the sound speed is lowest. This suggests that the direction of wave-channeling for \( f \)-mode depends on the temperature gradient, which is expected from its acoustic nature. For \( g_1 \)-mode shown in Figure 7, \( \alpha (n) \) channels even higher as it propagates away from the LR and peaks close to the upper boundary.

While the vertical velocity perturbation \( \bar{w}(z) \) peaks at the upper boundary for \( f \)- and \( g \)-modes, the peak height of the density of angular momentum wave action differs. The concentration of wave energy locates at different heights due to the wave-channeling. Although the nonlinear effect is not included in the current work, the wave action density shown in Figures 6 and 7 indicates the differences among different modes.

The upper boundary serves as a lid that allows surface modes to exist. This is only an idealization such that the waveform does not extend to infinity. This is expected that, far above the midplane, the thin-disk approximation breaks down and the thermal property of the disk changes. At a greater height, where the heat from stellar irradiation can be easily radiated away, the thermal time is expected to be so short that the gas response becomes isothermal. This case was previously studied by Ogilvie & Lubow (1999) where the isothermal gas response \((\gamma = 1)\) in the atmosphere is considered and a matching condition can be derived at the base of this layer. When such boundary condition is adopted (with a corresponding matching condition), no \( g \)-mode is found using our method. This is consistent with the speculation that \( g \)-modes are in the continuous spectrum.

Among the lower-order modes considered in this work, the eigenfunctions are mostly evanescent in the vertical direction. The vertical wavenumber is thus not well-defined. The vertical group velocity is essentially zero even though the number of nodes may change slightly (e.g., from zero to one) during propagation. The presence of wave-channeling instead of wave propagation in the vertical direction (i.e., refraction) was also confirmed in the asymmetrical hydrodynamic simulations in Bate et al. (2002) for a polytropic disk.

4. SUMMARY AND CONCLUSION

In this work we explore the properties of the waves that are excited at the LRs in a planet–disk system. In particular, the disk models with a hotter atmosphere is studied. The linear theory under the WKB approximation is developed based on the earlier work by Lubow and Pringle and the separation of variables in terms of radial and vertical coordinates is applied. This model is essentially an \( 1+1 \)D calculation, in which the eigenfunctions are calculated at each radius \( r \) and are connected depending on the radial structure of the disk by means of the conservation of wave action (see, Equation (57)).

At each radius (including LRs), the local boundary value problem is solved for the eigenvalues and eigenfunctions. Each eigenvalue corresponds to different mode, which can be categorized based on their behavior for large radial wavenumber \( k \) (Ogilvie 1998). For example, the linear dispersion relation of \( f \)-mode for large \( k \) reflects its acoustic nature. In Section 3.1, the eigenfunctions are used to compute the torque fraction of each mode. Unless \( A \) is very large, the \( f \)-mode carries most of the angular momentum flux away. The
temperature of the disk atmosphere and its gradient affect the background density and sound speed, which in turns change the contribution of different waves excited at LRs. As the wave propagates away from the LRs, the density of the wave action concentrates at different height. This wave-channeling phenomenon in the vertical direction differs from the usual wave propagation as the group velocity is only tangential to the disk plane (i.e., $\partial \omega / \partial k_z = 0$).

For a disk atmosphere hotter than the midplane ($A > 0$), we find that the $f$-mode remains confined within the layer closer to the midplane (Figure 6), whereas the $g$-modes retain its surface-wave character and continue to channel upward (Figure 7). Since the group velocity of $f$-mode is almost constant when it propagates far enough from the LR, the concentration of $\mathcal{A}^{(g)}$ is mainly due to the change in eigenfunctions. On the other hand, as a result of the angular momentum conservation and the decrease in group velocity (Figure 4), the amplitudes of the $g$- and $r$-modes increase as they propagate. Depending on the strength of the tidal forcing (i.e., mass of the planet), the increasing amplitude may lead to nonlinear dissipation (Bate et al. 2002). Combining the effect of wave-channeling, our understanding on the formation and structure of the spiral shock may change for a three-dimensional disk.

We parameterize the vertical temperature profile $T(Z)$ for an equilibrium disk using Equation (14), in order to mimic the results from previous radiative transfer calculations (e.g., Dullemond et al. 2002). By expressing the governing equations in terms of the arbitrary temperature profile $T(Z)$, one can easily apply our formulation to study different models used in observations and simulations. However, identification of different modes for each $m$ in a realistic planet–disk system remains a challenge and will be left for future investigation. In conclusion, we study the behaviors of different waves that are excited at LRs. The properties of these linear waves will help us better understand the tidal interactions between planet and disk.

4.1. Application to Nonlinear Effects

Lastly, the linear study of waves may still give us some hints about the nonlinear processes. There are a few factors determining whether the waves will eventually break, for example, the strength of the forcing, local sound speed, and the character of the mode. For $f$-mode, the wave energy are confined within the central colder layer, but the amplifications are only moderate and not very sensitive to the choice of $A$ (see Figure 8). For $g$-modes, which carry more angular momentum in the case of hotter disk atmosphere, they amplify significantly and channel into the top of disk atmosphere. It will be interesting to investigate the nonlinear behavior of $g$-modes in the atmosphere. Other dissipation processes such as viscous damping (Takeuchi et al. 1996) and radiative damping (Cassen & Woolum 1996) may be relevant to the linear waves in this work as well.

Together with the finding that the torque fraction carried by each mode depends sensitively on the temperature gradient, we expect that the shock structure (e.g., shock location) in such a three-dimensional disk may be very different from the two-dimensional disk. Consequently, the change in the location of the deposit of angular momentum may lead to differences in terms of planet migration as well. In particular, the excitation of $g$-modes in a thermal-stratified disk may modify what we expect from an isothermal disk in the literature (e.g., Tanaka et al. 2002).

Nevertheless, recent three-dimensional numerical simulations of planet–disk interaction by Zhu et al. (2015) show that the inner spiral shock (within corotation radius) are formed at a few scale height from the midplane (but not at the computational boundary). While the wave-channeling effect in an initially isothermal disk adopted in their study is expected to be insignificant, the nonlinear effects from the shock-heating at the surface is unknown. Therefore, our study on the wave channeling may provide a basis for future investigations.

The authors thank Ron Taam and Gordon Ogilvie for discussions. P.G.G. would like to thank Colette Salyk for the help on the literature about disk temperature inversion. The work is supported by MOST grants in Taiwan through MOST103-2112-M-001-027- and MOST104-2112-M-001-011-.

APPENDIX A

AWAY FROM THE LRS

Away from the (horizontal) resonance locations where the waves are excited, the radial wavelength of the perturbation is small compared to the variation length scale of the background equilibrium. The perturbational equations are very similar to the case near LRs, except there is no explicit $x$ dependence in
Equation (27). Lubow & Pringle (1993) and Korycansky & Pringle (1995) performed the local calculations of the axisymmetric \((m = 0)\) free waves in the vertically isothermal and polytropic disks, respectively. In order to perform the normal mode analysis for non-axisymmetric waves, we further neglect the advection terms due to the background shear as done in Lubow & Ogilvie (1998). One reason is that the mixture of time \((t)\) and space \((r)\) does not allow the normal modes to exist in the form of shearing waves (Ryu & Goodman 1992). Since we are more interested in the vertical structure of waves at different radii, the information on the radial front is sacrificed. In this limit of WKB approximation in the radial direction, we apply the Fourier transformation in \(r\) for the perturbational variables (i.e., \(e^{i \kappa r}\)). By keeping \(\omega(r)\) as a local constant, we effectively dropped the differential shear in the disk (Vishniac & Diamond 1989). Therefore, using the dimensionless variables, the differential equations become

\[
\frac{dX}{dZ} = \frac{N^2}{Z} X + \left( F^2 - N^2 \right) W, \tag{58}
\]

\[
\frac{dW}{dZ} = \left[ \frac{K^2}{F^2 - \kappa^2} - \frac{\rho(Z)}{\gamma P(Z)} \right] X - \frac{P'(Z)}{\gamma P(Z)} W, \tag{59}
\]

where we define

\[
X(Z) = \frac{i \tilde{\omega}(z)}{\Omega H z}, \quad W(Z) = \frac{\tilde{w}(z)}{\Omega H}, \quad K = kH, \tag{60}
\]

and \(H\) is the scale height at the midplane (Equation (8)). In terms of \(T(Z)\), we have

\[
\frac{dX}{dZ} = \left[ \left( \frac{\gamma - 1}{\gamma} \right) \frac{Z}{T(Z)} + \frac{T'(Z)}{T(Z)} \right] X + \left[ F^2 - \left( \frac{\gamma - 1}{\gamma} \right) \frac{Z^2}{T(Z)} - \frac{Z T'(Z)}{T(Z)} \right] W, \tag{61}
\]

\[
\frac{dW}{dZ} = \left[ \frac{K^2}{F^2 - \kappa^2} - \frac{1}{\gamma T'(Z)} \right] X + \frac{Z}{\gamma T'(Z)} W. \tag{62}
\]

**APPENDIX B**

**VERTICAL HYDROSTATIC EQUILIBRIUM**

For \(n = 2\) in Equation (14), the vertical hydrostatic equilibrium can be solved analytically. The dimensionless equilibrium pressure is given by

\[
P(Z) = \begin{cases} 
\exp \left\{ - \frac{Z_a^2}{2 \sqrt{1 + A}} \arctan \left[ \sqrt{1 + A} \tan \left( \frac{Z}{Z_a} \right) \right] \right\} & \text{if } Z < Z_a \\
\exp \left\{ - \frac{Z_a^2}{2 \sqrt{1 + A}} - \frac{Z^2 - Z_a^2}{2(1 + A)} \right\} & \text{if } Z \geq Z_a
\end{cases}
\tag{63}
\]

where \(Z_a\) is the transition height. The equilibrium density is given by \(\rho(Z) = P(Z)/T(Z)\).
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