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Abstract

We present a novel personalized voice activity detection (PVAD) learning method that does not require enrollment data during training. PVAD is a task to detect the speech segments of a specific target speaker at the frame level using enrollment speech of the target speaker. Since PVAD must learn speakers’ speech variations to clarify the boundary between speakers, studies on PVAD used large-scale datasets that contain many utterances for each speaker. However, the datasets to train a PVAD model are often limited because substantial cost is needed to prepare such a dataset. In addition, we cannot utilize the datasets used to train the standard VAD because they often lack speaker labels. To solve these problems, our key idea is to use one utterance as both a kind of enrollment speech and an input to the PVAD during training, which enables PVAD training without enrollment speech. In our proposed method, called enrollment-less training, we augment one utterance so as to create variability between the input and the enrollment speech while keeping the speaker identity, which avoids the mismatch between training and inference. Our experimental results demonstrate the efficacy of the method.

Index Terms: voice activity detection, personalized voice activity detection, data augmentation

1. Introduction

Voice activity detection (VAD) is a technique to classify an acoustic segment into speech or non-speech, which is an important frontend step in a wide range of tasks such as speaker verification \[12\], emotion estimation \[3\], and automatic speech recognition \[6\]. Although many strategies have been proposed for VAD such as time-domain-energy-based methods and likelihood-ratio-based methods \[5,8\], fully neural network based methods have shown promising performance even under low signal-to-noise ratio (SNR) environments \[9,15\].

The VAD system addressed in these studies is trained so as to detect all speech segments regardless of the speaker, which is referred to as standard VAD. On the other hand, studies have also looked at a VAD system that detects the voice activity of a specific target speaker at the frame level, which is referred to as personalized VAD (PVAD) \[17,19\]. Compared with standard VAD, one strength of PVAD is that it does not detect the voice included in background noise that often leads to an unexpected response or an error of the downstream tasks in a real environment. Moreover, since PVAD models can distinguish the speaker of the speech signals, they are suitable for downstream tasks that are intended to respond to a specific user, e.g., a speech recognition system that responds only to the user’s voice.

In PVAD, an utterance-level target speaker embedding such as an i-vector \[20\] or a d-vector \[21,22\] is required to determine whether the input frame is the target speaker speech \[18,19\]. The target speaker speech to obtain such an embedding is called enrollment speech. Note that a delay in the PVAD is almost the same as that of standard VAD because PVAD does not require the utterance-level information of the input speech unlike the systems that directly combine standard VAD and the extraction of detected speech features \[21,22\] for speaker verification.

The enrollment speech is directly set by the user in inf erences. On the other hand, to use such speech during training, we have to prepare large-scale datasets that contain many utterances for each speaker, and this is referred to as enrollment-full data. Since speech characteristics such as the intonation or tone vary a little depending on the content of utterances, these utterances are used to learn such diversities, which is crucial to decide the boundaries between speakers. However, preparing enrollment-full datasets in real environments requires substantial cost. In addition, we cannot utilize real environment datasets used to train the standard VAD for training of the PVAD model because they often lack speaker labels and cannot provide enrollment speech, which is referred to as enrollment-less data. Thus, datasets to train a PVAD model are often limited, and using such easily available enrollment-less datasets are indispensable for training of a robust PVAD model.

To solve these problems, we design a PVAD model that is trained without enrollment speech, i.e., we can train our PVAD model only with abundantly available enrollment-less datasets. Our key idea is to use one utterance simultaneously for both an enrollment speech and an input to the PVAD during training. Obviously, this strategy causes a mismatch between training and inference because the target speaker speech in the input and the enrollment speech are different when inferring in a real environment. Therefore, overfitting must be avoided, and the diversity of the target speaker embeddings needs to be learned.

In this paper, we present a new PVAD training method that does not use enrollment speech during training, which is referred to as enrollment-less training. To learn the diversity of the target speaker embeddings from enrollment-less datasets, we introduce enrollment augmentation that combines SpecAugment \[24\] and dropout \[23\] to the target speaker embeddings. The key point of the enrollment augmentation is that we should keep the speaker identity while producing the diverse target speaker embeddings. We experimentally show that the combination of SpecAugment and dropout creates diverse target speaker embeddings resembling the ones generated from many utterances of the target speaker in terms of cosine similarity, which is often used to calculate the similarity between speaker embeddings \[21,26\]. To the best of our knowledge, this is the first study that trains PVAD without using enrollment speech. Our experimental results show that the PVAD model trained with the proposed method using enrollment-less datasets achieves higher performance than the one trained with the conventional method using enrollment-full datasets. Moreover, we experimentally show that the enrollment augmentation is crucial for the proposed enrollment-less training.
2. Conventional methods

2.1. Standard voice activity detection

We denote the time-frequency representation of an input and its standard VAD state sequence as \( X = (x_1, \ldots, x_T) \) and \( s = (s_1, \ldots, s_T) \), respectively, where \( T \) denotes the length of the input, \( x_t \in \mathbb{R}^D \) denotes the \( t \)-th frame of the input such as log mel-scale filterbank coefficients, \( D \) denotes its dimension, and \( s_t \in \mathbb{R} \) represents the state at the \( t \)-th frame. \( s_t = 1 \) if it is the non-speech state when \( s_t = 0 \). Standard VAD demands the estimation of the conditional probability of \( s \) given \( X \) in a frame-by-frame manner as

\[
P(s|X, \theta) = \prod_{t=1}^{T} P(s_t|x_1, \ldots, x_t, \theta),
\]

where

\[
P(s_t|x_1, \ldots, x_t, \theta) = \left[ P(F(x_{1:t})|s_t) \right]_{s_t}.
\]

2.2. Personalized voice activity detection

We denote the time-frequency representation of an input, an enrollment speech, and the corresponding PVAD state sequence of the input as \( \tilde{X} = (\tilde{x}_1, \ldots, \tilde{x}_T) \), \( \tilde{Y} = (y_1, \ldots, y_T) \), and \( q = (q_1, \ldots, q_T) \), respectively, where \( \tilde{x}_t \in \mathbb{R}^D \) is the \( t \)-th frame of the input acoustic feature for PVAD, \( y_t \in \mathbb{R}^D \) is the \( t \)-th frame of the acoustic feature of the enrollment speech, \( I \) denotes the enrollment speech length, and \( q_t \in \mathbb{R} \) represents the \( t \)-th frame is the target speech state when \( q_t = 1 \) and that it is the non-speech state or the non-target speech state when \( q_t = 0 \). Note that \( \tilde{X} \) contains the speech of both the target speaker and the non-target speaker to learn to avoid detecting non-target speaker speech. PVAD estimates the conditional probability of \( q \) given \( \tilde{X} \) and \( \tilde{Y} \) as

\[
P(q|\tilde{X}, \tilde{Y}, \theta_P) = \prod_{t=1}^{T} P(q_t|\tilde{x}_1, \ldots, \tilde{x}_t, \tilde{Y}, \theta_P),
\]

where

\[
P(q_t|\tilde{x}_1, \ldots, \tilde{x}_t, \tilde{Y}, \theta_P) = [PVAD(\tilde{x}_1, \ldots, \tilde{x}_t, \epsilon_{target}; \theta_P)]_{q_t}.
\]

2.3. Proposed PVAD

3.1. Strategy

In most personalized voice activity detection, a substantial amount of enrollment speech is required during training to learn the diversity of utterances and the boundary between speakers. However, as described in section 1, it limits the available dataset used for PVAD, which degrades the PVAD performance. Our method addresses this problem using one utterance simultaneously for both an enrollment speech and an input during training, i.e., we use the standard VAD dataset \( D \) instead of \( D_T \) to train the PVAD model.

Inferences, we use enrollment speech to estimate \( q \) by \( \tilde{X} \) and \( \tilde{Y} \), as shown in Fig. 1(a). On the other hand, since enrollment speech is not available during training, we simulate the PVAD training as follows. First, multiple utterances in the standard VAD dataset are concatenated to create input \( X \), which includes multiple speakers’ speech, as shown in Fig. 1(b). Next, we consider one utterance before concatenation as target speaker speech, and we use it instead of enrollment speech, i.e., the target speech and the enrollment speech are identical. Since this training causes the mismatch between training and inference, we augment the enrollment speech using enrollment augmentation, which is shown as a blue block in Fig. 1(b).

The enrollment augmentation consists of three procedures: SpecAugment [24], the estimation of the target speaker embedding, and dropout [25]. First, we mask random frequency bands of the speech using SpecAugment, which enables the downstream speaker model to output the diverse speaker embeddings, each focusing on particular frequencies. Then, a pretrained speaker model outputs the speaker embedding of the masked speech. Finally, dropout is applied to the speaker embedding received from the speaker model. Since dropout is effective to prevent the overfitting [25], we use it to prevent PVAD from learning that the target speaker embedding is created from part of the input speech. Although this enrollment augmentation is crucial for the proposed method, we assume that it is effective even when the enrollment-full dataset \( D_T \) is used during training. This is because the role of the augmentation is to create the speech variation and it can further increase the variation of enrollment speech in \( D_T \). We discuss it in section 4.3.

3.2. Enrollment-less training

In this section, we formulate the training of the proposed method. Since the enrollment speech \( Y \) is not available during training, we use one utterance \( \tilde{X} \) in the standard VAD dataset to obtain \( \epsilon_{target} \). As described in section 3.1, we create \( X \) and \( q \) by concatenating multiple utterances and their state sequences w.r.t. the target speaker in the enrollment-less dataset. In our method, PVAD is trained to estimate the conditional probability for speaker verification. Note that \( \theta_{fix} \) is often fixed during the training of PVAD. CE is often used in PVAD as a loss function to estimate the parameter \( \theta_P \) that maximizes (4) as

\[
\mathcal{L}_{CE} = -\frac{1}{|D_T|} \sum_{(X,Y,q) \in D_T} \sum_t \log P(q_t|\tilde{x}_1, \ldots, \tilde{x}_t, \tilde{Y}, \theta_P),
\]

where \( D_T \) denotes the training minibatch for the PVAD training.
We prepared a home-made 380-hour enrollment-less speech dataset and the linear layer is 256 and 2, respectively. The number of units of all the LSTM layers followed by a dropout with a ratio of 0.5, one linear layer, and softmax activation. The PV AD model consists of four LSTM layers that calculates the weighted mean of the frame-level features to get the target speaker embedding.

This section describes the architecture of the pretrained speaker model and the PVAD model. The speaker model consists of three bidirectional LSTM (BLSTM) layers with 256 units. The forward and backward output of the BLSTM are concatenated. The third BLSTM output is averaged using an attention mechanism that calculates the weighted mean of the frame-level features to get the target speaker embedding.

The input to the PVAD model is a concatenation of the target speaker embedding and the input acoustic feature in a frame-wise manner. The PVAD model consists of four LSTM layers followed by a dropout with a ratio of 0.5, one linear layer, and softmax activation. The number of units of all the LSTM layers and the linear layer is 256 and 2, respectively.

4. Experiments

4.1. Dataset

We used a large-scale Japanese speech dataset for an evaluation. We prepared a home-made 380-hour enrollment-less speech dataset $D$ and a home-made 90-hour enrollment-full speech dataset $D_{\text{tr}}$ for the training data. The validation data of the enrollment-less dataset and enrollment-full dataset consisted of 25 hours and 5 hours of data, respectively. The enrollment-full dataset was used to train the PVAD model with the conventional method [18]. Although the enrollment-full dataset can also be used for the proposed method, we used only the enrollment-less dataset to train the model with the proposed method for a simple comparison. The number of speakers in enrollment-full data was 256 and the number of utterances per speaker was 300 on average. We created a noisy speech dataset by synthesizing 120 manually-constructed noise types (car, shopping mall, factory, etc.) into the clean speech data. SNR levels were randomly varied between 5 to 30 dB. We used both clean speech and noisy speech data for the training.

We prepared five thousands pairs of clean input, the enrollment speech, and the PVAD state sequences for the testing. The average length of one utterance of a speaker was 4 seconds, and the input included one to three speaker utterances without overlapping. The length of the enrollment speech was 8 seconds on average, and the sentences were not included in the input. We also prepared a noisy speech dataset by corrupting the clean input with two unseen noise types (a crowd and a train station) at four noise levels: i.e., with SNR values of 5, 10, 15, and 20 dB. The sampling rate of the entire dataset was 16 kHz.

4.2. Settings

First, we compared the proposed PVAD trained using the enrollment-less dataset (enroll-less w/ aug.) and the conventional PVAD trained using the enrollment-full dataset (enroll-full, w/o aug.), where aug. means the enrollment augmentation in section 3.2. Next, we also evaluated the PVAD model trained using the enrollment-less dataset without enrollment augmentation (enroll-less w/o aug.) and the PVAD model using the enrollment-full dataset with enrollment augmentation (enroll-full w/ aug.) to investigate the effect of the enrollment augmentation. PVAD (enroll-less w/o aug.) was trained using the target speaker embedding of $X$ without SpecAugment or dropout, and PVAD (enroll-full w/ aug.) was trained by applying SpecAugment and dropout to enrollment speech $Y$. The standard VAD trained using the enrollment-less dataset was also evaluated just for reference.

We concatenated 1 to 3 randomly selected utterances when using the enrollment-less dataset for PVAD training. We used 40 dimensional log mel-scale filterbank coefficients appended with delta and acceleration coefficients as acoustic features; they were extracted using a 20-ms-long Hamming window with a 10-ms-long shift. The input to the speaker model and PVAD was the 840 dimensional acoustic features formed by concatenating the ±3 left-right contexts of the 120 dimensional acoustic features. The speaker model was pretrained with a speaker classification of 5994 speakers using the VoxCeleb2 dataset [29]. It was optimized using the Adam algorithm [30] with a minibatch size of 128. We set the initial learning rate of the algorithm to 0.0001. The training steps were stopped if the loss on the validation set did not decrease for five epochs in succession. We fixed the parameter of the speaker model during the training of the PVAD model. The PVAD model was optimized in the same way as that of the speaker model except that we set the initial learning rate of the algorithm to 0.0001. We randomly masked one-third of the acoustic features in SpecAugment. We set the dropout ratio $p$ to 0.5.

We used the average precision (AP) for each class and mean
Table 1: Evaluation results using clean test data.

| Method                               | AP (ns/nts) | AP (ts) | mAP    |
|--------------------------------------|-------------|---------|--------|
| VAD                                  |             |         |        |
| Conventional PV AD (enroll-full w/o aug.) | (0.926) | (0.543) | (0.691) |
| PVAD (enroll-full w/ aug.)           | 0.965       | 0.769   | 0.904  |
| PVAD (enroll-less w/o aug.)          | 0.970       | 0.814   | 0.919  |
| Proposed PV AD (enroll-less w/ aug.) | 0.990       | 0.937   | 0.970  |

Table 2: Evaluation results using noisy test data.

| Noise    | Conventional PV AD (enroll-full w/o aug.) | Proposed PV AD (enroll-less w/ aug.) |
|----------|-------------------------------------------|--------------------------------------|
|          | AP (ns/nts) | AP (ts) | mAP    | AP (ns/nts) | AP (ts) | mAP    |
| 5 dB     | 0.932       | 0.696   | 0.840  | 0.970       | 0.856   | 0.931  |
| 10 dB    | 0.947       | 0.735   | 0.867  | 0.979       | 0.894   | 0.946  |
| 15 dB    | 0.956       | 0.756   | 0.886  | 0.984       | 0.916   | 0.955  |
| 20 dB    | 0.974       | 0.771   | 0.895  | 0.986       | 0.928   | 0.960  |

4.3. Diversity of target speaker embedding obtained with enrollment augmentation

To examine whether enrollment augmentation is effective to create diverse target speaker embeddings while preserving the speaker characteristics, we compared the cosine similarities of speaker embeddings created using many enrollment utterances of a speaker and those created with enrollment augmentation from one utterance. We also calculated the cosine similarities between different speaker embeddings without enrollment augmentation just as reference. We used the clean test dataset.

Fig. 2(a) shows the cosine similarities of embeddings created using many enrollment utterances, (b) shows the cosine similarities of embeddings without enrollment speech or enrollment augmentation, and (c) shows the cosine similarities of embeddings created with enrollment augmentation without enrollment speech. We can see that the cosine similarities between the speaker embeddings of the same speakers formed a distribution around 0.5 and those of different speakers formed a distribution around 0.3, as shown in Fig. 2(a). These distributions were formed because speech characteristics varied depending on the content of the utterance, and speaker embeddings were affected by the variance by the variance. Fig. 2(b) shows that when no enrollment speech was available and when enrollment augmentation was not applied, speaker embedding of the same speaker did not vary, and a peak appeared at cosine similarity of 1. By applying enrollment augmentation, we can see that the variations in the same speaker embeddings were created around cosine similarity of 0.5 without enrollment speech, as shown in Fig. 2(c). These results demonstrated that enrollment augmentation enabled us to create diverse speaker embeddings of a speaker even when we do not have the enrollment utterances.

4.4. Detection performance

First, we compared the performance using clean test data. Table 1 shows the results. AP (ns/nts) represents the AP for non-speech or non-target speech, and AP (ts) represents the AP for target speech. We show the performance of the standard VAD just as reference and put it in parentheses. In comparing the results of the proposed PV AD (enroll-less w/ aug.) vs. PV AD (enroll-full w/o aug.), we can see that our proposed training method achieved the best performance. The results show that although using data without speaker labels could degrade the performance of PV AD when we did not use enrollment augmentation (conventional PV AD (enroll-full w/o aug.) vs. PV AD (enroll-less w/o aug.)), the data became indispensable to improve the PV AD performance when we used enrollment augmentation. We can also find that enrollment augmentation was effective even when enrollment-full dataset was used (conventional PV AD (enroll-full w/o aug.) vs. PV AD (enroll-full w/ aug.)). This is probably because enrollment augmentation further increased the variation of enrollment speech in the enrollment-full dataset.

Next, we compared the performance using noisy test data. Table 2 shows the result of the conventional method and the proposed one. We averaged the results of two types of noises. We can see that the proposed method detected the target speaker speech and avoided detecting the non-target speaker speech or noise under noisy environments.

5. Conclusions

In this paper, we proposed a new PV AD learning method that does not need enrollment speech during training. We achieved it using one utterance for both an input and an enrollment utterance. Since the PV AD model must learn speakers’ speech variations to clarify the boundary between speakers, we combined SpecAugment and dropout to create diverse target speaker embeddings while preserving the speaker identity from one utterance. Our experimental results show that the PV AD model trained with the proposed method using enrollment-less datasets achieves higher performance than the one trained with the conventional method using enrollment-full datasets.
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