A Branch-and-Price approach for the Continuous Multifacility Monotone Ordered Median Problem

Víctor Blanco†, Ricardo Gámez†, Diego Ponce‡ and Justo Puerto‡

†Institute of Mathematics (IMAG) and Dpt Quant. Methods Economics & Business, Universidad de Granada, {vblanco,rgazquez}@ugr.es
‡Institute of Mathematics (IMUS) and Dpt. Stats & OR, Universidad de Sevilla {dponce,puerto}@us.es

Abstract. In this paper, we address the Continuous Multifacility Monotone Ordered Median Problem. This problem minimizes a monotone ordered weighted median function of the distances between given demand points in $\mathbb{R}^d$ and its closest facility among the $p$ selected, also in a continuous space. We propose a new branch-and-price procedure for this problem, and two matheuristics. One of them is a decomposition-based procedure and the other an aggregation-based heuristic. We give detailed discussions of the validity of the exact formulations and also specify the implementation details of all the solution procedures. Besides, we assess their performance in an extensive computational experience that shows the superiority of the branch-and-price approach over the compact formulation in medium-sized instances. To handle larger instances it is advisable to resort to the matheuristics that also report rather good results.

1. Introduction

In the last years a lot of attention has been paid to the discrete aspects of location theory and a large body of literature has been published on this topic (see, e.g., Beasley [1985], Elloumi et al. [2004], Espejo et al. [2009], Garcia et al. [2010], Marin et al. [2009, 2010], Puerto et al. [2013]). One of the reasons of this flourish is the recent development of integer programming and the success of MIP solvers. In spite of that, the reader might notice that the mathematical origins of this theory emerged very close to some classical continuous problems such as the well-known Fermat-Torricelli or Weber problem and the Simpson problem (see, e.g., Drezner & Hamacher [2002], Laporte et al. [2015], Nickel & Puerto [2005] and the references therein). However, the continuous counterparts of location problems have been mostly analyzed and solved using geometric constructions valid on the plane and the three dimension space that are difficult to extend when the dimensions grow or the problems are slightly modified to include some side constraints (Blanco & Gámez [2021], Blanco et al. [2017], Carrizosa et al. [1995, 1998], Fekete et al. [2005], Nickel et al. [2003], Puerto & Rodríguez-Chía [2011]). These problems although very interesting quickly fall within the field of global optimization and they become very hard to solve. Even those problems that might be considered as easy, as for instance the classical Weber problem with Euclidean norms, are most of the times solved with algorithms (as the Weiszfeld algorithm, Weiszfeld [1937]), whose convergence is unknown (Chandrasekaran & Tamir [1989]). Moreover, most problems studied in continuous location assume that a single
facility is to be located, since their multifacility counterparts lead to difficult non-convex problems (Blanco, 2019; Blanco et al., 2014; Brimberg, 1995; Carrizosa et al., 1998; Mallozi et al., 2019; Manzour-al-Ajdad et al., 2012; Puerto, 2020; Rosing, 1992; Valero-Franco et al., 2013). Apart from the applicability of these problems to find the optimal positions of telecommunication services, these problems allow to extend most of the classical clustering algorithms, as k-Mean or k-Median approaches.

Motivated by the recent advances on discrete multifacility location problems with ordered median objectives (Deleplanque et al., 2020; Espejo et al., 2021; Fernández et al., 2014; Labbé et al., 2017; Marín et al., 2020) and the available results on conic optimization (Blanco et al., 2014; Puerto, 2020), we want to address a family of difficult continuous multifacility location problems with ordered median objectives and distances induced by general $\ell_\tau$-norms, $\tau \geq 1$. These problems gather the essential elements of both areas (discrete and continuous) of location analysis making their solution a challenging question.

The continuous multifacility Weber problem has been already studied using branch-and-price methods (Krau, 1997; du Merle et al., 1999; Righini & Zaniboni, 2007; Venkateshan & Mathur, 2015). In addition, in discrete location, these techniques has also been applied to the $p$-median problem (see, e.g., Avella et al., 2007). However, to the best of our knowledge, a branch-and-price approach for location problems with ordered median objectives has been only developed for the discrete version in Deleplanque et al. (2020) beyond a multisource hyperplanes application (Blanco et al., 2021).

Our goal in this paper is to analyze the continuous multifacility monotone ordered median problem (MFMOMP, for short), in which we are given a finite set of demand points, $A$, and the goal is to find the optimal location of $p$ new facilities such that: (1) each demand point is allocated to a single facility; and (2) the measure of the goodness of the solution is an ordered weighted aggregation of the distances of the demand points to their closest facility (see, e.g., Nickel & Puerto, 2005). We consider a general framework for the problem, in which the demand points (and the new facilities) lie in $\mathbb{R}^d$, the distances between points and facilities are $\ell_\tau$-norms based distances for $\tau \geq 1$ and the ordered median functions are assumed to be defined by non-decreasing monotone weights. These problems have been analyzed in Blanco et al. (2016) in which the authors provide a Mixed Integer Second Order Cone Optimization (MISOCP) reformulation of the problem able to solve, for the first time, problems of small to medium size (up to 50 demand points), using off-the-shelf solvers.

Our contribution in this paper is to introduce a new set partitioning-like (with side constraints) reformulation for this family of problems that allows us to develop a branch-and-price algorithm for solving it. This approach gives rise to a decomposition of the original problem into a master problem (set partitioning with side constraints) and a pricing problem that consists of a special form of the maximal weighted independent set problem combined with a single facility location problem. We compare this new strategy with the one obtained by solving the MISOCP formulations using standard solvers. Our results show that it is worth to use the new reformulation since it allows us to solve larger instances and reduce the gap when the time limit is reached. Moreover, we also exploit the structure of the branch-and-price approach to develop some new matheuristics for the problem that provide good quality feasible solutions for fairly large instances of several hundreds of demand points.
The paper is organized in six sections and one appendix. Section 2 formally describes the problem considered in this paper, namely the MFMOMP, and develops MISOCO formulations. Section 3 is devoted to present the new set partitioning-like formulation and all the details of the branch-and-price algorithm proposed to solve it. There, we present how to obtain initial variables for the restricted master problem, we discuss and formulate the pricing problem and set properties for handling it and describe the branching strategies and variable selection rules implemented in our algorithm. The next section, namely Section 4, deals with some heuristics algorithms proposed to provide solutions for large-sized instances. In this section, we also describe how to solve heuristically the pricing problem which gives rise to a matheuristic algorithm consisting of applying the branch-and-price algorithm but solving the pricing problem only heuristically (without certifying optimality). Obviously, since in this case the pricing problem does not certify optimality we cannot ensure optimality for the solution of the master problem, although we always obtain feasible solutions. In addition, we also present another aggregation heuristic based on clustering strategies that provides bounds on the errors of the obtained solutions. Section 5 reports the results of an exhaustive computational study with different sets of points. There, we compare the standard formulations with the branch-and-price approach and also with the heuristic algorithms. The paper ends with some conclusions in Section 6. Finally, Appendix A reports the details of the computational experiment for different norms showing the usefulness of our approach.

2. THE CONTINUOUS MULTIFACILITY MONOTONE ORDERED MEDIAN PROBLEM

In this section we describe the problem under study and fix the notation for the rest of the paper.

We are given a set of \( n \) demand points in \( \mathbb{R}^d \), \( A = \{ a_1, \ldots, a_n \} \subset \mathbb{R}^d \), and \( p \in \mathbb{N} \) (\( p > 0 \)). Our goal is to find \( p \) new facilities located in \( \mathbb{R}^d \) that minimize a function of the closest distances from the demand points to the new facilities. We denote the index sets of demand points and facilities by \( I = \{ 1, \ldots, n \} \) and \( J = \{ 1, \ldots, p \} \), respectively. Several elements are involved when finding the best \( p \) new facilities to provide service to the \( n \) demand points. In what follows we describe them:

- **Closeness Measure**: Given a demand point \( a_i, i \in I \), and a server \( x \in \mathbb{R}^d \), we use norm-based distances to measure the point-to-facility closeness. Thus, we consider the following measure for the distance between \( a_i \) and \( x \):

  \[
  \delta_i(x) = \|a_i - x\|,
  \]

  where \( \| \cdot \| \) is a norm in \( \mathbb{R}^d \). In particular, we will assume that the norm is polyhedral or an \( \ell_\tau \)-norm (with \( \tau \geq 1 \)), i.e., \( \delta_i(x) = \left( \sum_{l=1}^{d} |a_{il} - x_l|^\tau \right)^{\frac{1}{\tau}} \).

- **Allocation Rule**: Given a set of \( p \) new facilities, \( X = \{ x_1, \ldots, x_p \} \subset \mathbb{R}^d \), and a demand point \( a_i, i \in I \), once all the distances between \( a_i \) and \( x_j \) (\( j \in J \)) are calculated, one has to allocate the point to a single facility. As usual in the literature, we assume that each point is allocated to its closest facility, i.e., the closeness measure between \( a_i \) and \( X \) is:

  \[
  \delta_i(X) = \min_{x \in X} \delta_i(x),
  \]
and the facility \( x \in X \), reaching such a minimum is the one where \( a_i \) is allocated to (in case of ties among facilities, a random assignment is performed).

- **Aggregation of Distances**: Given the set of demand points \( A \), the distances \( \{\delta_i(X) : i \in I\} = \{\delta_1, \ldots, \delta_n\} \) must be aggregated. To this end, we use the family of ordered median criteria. Given \( \lambda \in \mathbb{R}_+^n \), the \( \lambda \)-ordered median function is defined as:

\[
\text{OM}_\lambda(A; X) = \sum_{i \in I} \lambda_i \delta_{(i)},
\]

where \( \delta_{(1)}, \ldots, \delta_{(n)} \) are defined such that \( \{\delta_1, \ldots, \delta_n\} \) for all \( i \in I \) and \( \delta_{(1)} \leq \cdots \leq \delta_{(n)} \). Some particular choices of \( \lambda \)-weights are shown in Table 1. Note that most of the classical continuous location problems can be cast under this ordered median framework, e.g., the multisource Weber problem, \( \lambda = (1, \ldots, 1) \) or the multisource \( p \)-center problem, \( \lambda = (0, \ldots, 0, 1) \).

| Notation | \( \lambda \)-vector | Name |
|----------|-------------------|------|
| W        | \((1, \ldots, 1)\) | \( p \)-Median |
| C        | \((0, \ldots, 0, 1)\) | \( p \)-Center |
| K        | \((0, \ldots, 0, 1, \ldots, 1)\) | \( k \)-Center |
| D        | \((\alpha, \ldots, \alpha, 1)\) | Centdian |
| S        | \((\alpha, \ldots, \alpha, 1, \ldots, 1)\) | \( k \)-Entdian |
| A        | \((0 = \frac{n}{n-1}, \ldots, \frac{n}{n-1}, \frac{2}{n-1}, \ldots, \frac{2}{n-1}, \frac{n-2}{n-1}, \ldots, \frac{n-2}{n-1}, \frac{n-1}{n-1} = 1)\) | Ascendant |

**Table 1.** Examples of Ordered Median aggregation functions

Summarizing all the above considerations, given a set of \( n \) demand points in \( \mathbb{R}^d \), \( A = \{a_1, \ldots, a_n\} \subset \mathbb{R}^d \) and \( \lambda \in \mathbb{R}_+^n \) (with \( 0 \leq \lambda_1 \leq \cdots \leq \lambda_n \)) the continuous multifacility monotone ordered median problem (\( \text{MFMOMP}_\lambda \)) is the following:

\[
\min_{X \subset \mathbb{R}^d} \text{OM}_\lambda(A; X). \quad (\text{MFMOMP}_\lambda)
\]

Observe that the problem above is \( \mathcal{NP} \)-hard since the multisource \( p \)-median problem is just a particular instance of \( \text{MFMOMP}_\lambda \) where \( \lambda = (1, \ldots, 1) \) (see Sherali & Nordai, 1988). In the following result we provide a suitable Mixed Integer Second Order Cone Optimization (MISOCO) formulation for the problem.

**Theorem 1.** Let \( \| \cdot \| \) be an \( \ell_{r,s} \)-norm in \( \mathbb{R}^d \), where \( \tau = \frac{r}{s} \) with \( r, s \in \mathbb{N} \setminus \{0\} \), \( r > s \) and \( \gcd(r, s) = 1 \) or a polyhedral norm. Then, \( \text{MFMOMP}_\lambda \) can be formulated as a MISOCO problem.

**Proof.** First, assume that \( \{\delta_i(X) : i \in I\} = \{\delta_1, \ldots, \delta_n\} \) are given. Then, sorting the elements and multiply them by the \( \lambda \)-weights can be equivalently written as the following assignment problem (see Blanco et al., 2014, 2016), whose dual problem (right side) allows to compute, alternatively, the value of \( \text{OM}_\lambda(\delta_1, \ldots, \delta_n) \):

\[
\sum_{k \in I} \lambda_k \delta_{(k)} = \max \sum_{i, k \in I} \lambda_k \delta_{(i)} \sigma_{ik} = \min \sum_{i \in I} u_i + \sum_{k \in I} v_k
\]

s.t. \( \sum_{k \in I} \sigma_{ik} = 1, \forall i \in I \),

s.t. \( u_i + v_k \geq \lambda_k \delta_{(i)}, \forall k \in I \),
\[
\sum_{i \in I} \sigma_{ik} = 1, \forall k \in I, \quad u_i, v_k \in \mathbb{R}, \forall i, k \in I.
\]
\[
\sigma_{ik} \in [0, 1], \forall i, k \in I.
\]

Now, we can embed the above representation of the ordered median aggregation of \(\delta_1, \ldots, \delta_n\), into \(\text{MFMOMP} \). On the other hand, we have to represent the allocation rule (closest distances). This family of constraints is given by

\[
\delta_i = \min_{j \in J} \|a_i - x_j\|, \forall i \in I.
\]

In order to represent it, we use the following set of decision variables:

\[
w_{ij} = \begin{cases} 1 & \text{if } a_i \text{ is allocated to } x_j; \\ 0 & \text{otherwise}, \end{cases} \quad z_{ij} = \|a_i - x_j\|, \quad r_i = \min_{j \in J} \|a_i - x_j\|, \forall i \in I, j \in J.
\]

Then, a Compact formulation for \(\text{MFMOMP} \) is:

\[(C) \min \sum_{i \in I} u_i + \sum_{k \in J} v_k
\]
\[\text{s.t. } u_i + v_k \geq \lambda_k r_i, \forall i, k \in I, \quad (C_1)
\]
\[z_{ij} \geq \|a_i - x_j\|, \forall i \in I, j \in J, \quad (C_2)
\]
\[r_i \geq z_{ij} - M(1 - w_{ij}), \forall i \in I, j \in J, \quad (C_3)
\]
\[\sum_{j \in J} w_{ij} = 1, \forall i \in I, \quad (C_4)
\]
\[x_j \in \mathbb{R}^d, \forall j \in J,
\]
\[w_{ij} \in \{0, 1\}, \forall i \in I, j \in J,
\]
\[z_{ij} \geq 0, \forall i \in I, j \in J,
\]
\[r_i \geq 0, \forall i \in I,
\]

where \((C_3)\) allows to compute the distance between the points and its closest facility and \((C_4)\) assures single allocation of points to facilities. Here \(M\) is a big enough constant \(M > \max_{i, k \in I} \|a_i - a_k\|\).

Finally, in case \(\|\cdot\|\) is the \(\ell_2\)-norm, constraint \((C_2)\), as already proved in [Blanco et al. (2014)], can be rewritten as:

\[
t_{ijl} + a_{il} - x_{jl} \geq 0, \forall i \in I, j \in J, l = 1, \ldots, d
\]
\[
t_{ijl} - a_{il} + x_{jl} \geq 0, \forall i \in I, j \in J, l = 1, \ldots, d,
\]
\[
\xi_{ijl} \leq \xi_{ijl}^* z_{ijl}^{-s}, \forall i \in I, j \in J, l = 1, \ldots, d,
\]
\[
\sum_{l=1}^d \xi_{ijl} \leq z_{ij}, \forall i \in I, j \in J,
\]
\[
\xi_{ijl} \geq 0, \forall i \in I, j \in J, l = 1, \ldots, d.
\]

If \(\|\cdot\|\) is a polyhedral norm, then, \((C_5)\), is equivalent to:

\[
\sum_{l=1}^g e_{gl}(a_{il} - x_{jl}) \leq z_{ij}, \forall i \in I, j \in J, e \in \text{Ext}_{\|\cdot\|},
\]

where \(\text{Ext}_{\|\cdot\|} = \{e_{gl}^0, \ldots, e_{gl}^0\}\) are the extreme points of the dual norm (polar set of the unit ball) of \(\|\cdot\|\) (see e.g., [Nickel & Puerto] 2005, [Ward & Wendell] 1985).
The final compact formulation depends on the norm, but in any case, we have a MISOCO reformulation for the \( \text{MFOMP}_{\lambda} \).

Note that \( \text{MFOMP}_{\lambda} \) is an extension of the single-facility ordered median location problem (see, e.g., Blanco et al., 2014), where apart from finding the location of \( p \) new facilities, the allocation patterns between demand points and facilities are also determined. In the rest of the document, we will exploit the combinatorial nature of the problem by means of a set partitioning-like formulation which is based on the following observation:

**Proposition 1.** Any optimal solution of \( \text{MFOMP}_{\lambda} \) is characterized by \( p \) sets \((S_1, x_1), \ldots, (S_p, x_p) \subseteq I \times \mathbb{R}^d\), such that:

1. \( \bigcup_{j \in J} S_j = I \).
2. \( S_j \cap S_{j'} = \emptyset, \ j, j' \in J. \)
3. For each \( j \in J, \ x_j \in \arg \min_{x \in \{x_1, \ldots, x_p\}} \|a_i - x\|, \) for all \( i \in S_j \).
4. \( (x_1, \ldots, x_p) \in \arg \min \sum_{j \in J} \sum_{i \in S_j} \lambda_{(i)} \|a_i - x_j\|, \) where \( (i) \in I \) such that \( \|a_i - x_j\| \) is the \((i)\)-th smallest element in \( \{\|a_i - x_j\|: i \in S_j, j \in J\} \).

3. A set partitioning-like formulation

The compact formulation shown in the previous section is affected by the size of \( p \) and \( d \), and it exhibits the same limitations as many other compact formulations for continuous location models even without ordering constraints. For this reason in the following we propose an alternative set partitioning-like formulation (du Merle et al., 1999; du Merle & Vial, 2002) that tries to improve the performance of solving Problem \( \text{MFOMP}_{\lambda} \).

Let \( S \subset I \) be a subset of demand points that are assigned to the same facility. Let \( R = (S, x) \) be the pair composed by a subset \( S \subset I \) and facility \( x \in \mathbb{R}^d \). We denote by \( \delta^R_i \) the contribution of demand point \( i \in S \) in the subset, and let \( \delta^R = (\delta^R_i)_{i \in S} \) be the vector of distances induced by demand points in \( S \) with respect to the facility \( x \). Finally, for each pair \( R = (S, x) \) we define the variable

\[
y_R = \begin{cases} 
1 & \text{if subset } S \text{ is selected and its associated facility is } x, \\
0 & \text{otherwise.}
\end{cases}
\]

We denote by \( \mathcal{R} = \{(S, x): S \subset I \text{ and } x \in \mathbb{R}^d\} \).

The set partitioning-like formulation is

\[
\begin{align*}
\text{(MP)} \quad & \min \quad \sum_{i \in I} u_i + \sum_{k \in I} v_k \\
\text{s.t.} \quad & \sum_{R=(S, x): i \in S} y_R = 1, \quad \forall \ i \in I, \tag{MP1} \\
& \sum_{R \in \mathcal{R}} y_R = p, \tag{MP2} \\
& u_i + v_k \geq \lambda_k \sum_{R=(S, x): i \in S} \delta^R_i y_R, \quad \forall \ i, k \in I, \tag{MP3} \\
& y_R \in \{0, 1\}, \quad \forall \ R \in \mathcal{R}. \tag{MP4} \\
& u_i, v_k \in \mathbb{R}, \quad \forall i, k \in I. \tag{MP5}
\end{align*}
\]
The objective function (MP_1) and constraints (MP_4) give the correct ordered median function of the distances from the demand points to the closest facility (see Section 2). Constraints (MP_2) ensure that all demand points appear in exactly one set S in each feasible solution. Exactly p facilities are open due to constraint (MP_3). Finally, (MP_5) define the variables as binary.

The reader might notice that this formulation has an exponential number of variables, and therefore in the following we describe the necessary elements to address its solution by means of a branch-and-price scheme.

The crucial steps in the implementation of the branch-and-price approach are the following:

1. **Initial Pool of Variables**: Generation of initial feasible solutions induced by a set of initial subsets of demand points (and their costs).

2. **Pricing Problem**: In set partitioning problems, instead of solving initially the problem with the whole set of variables, the variables have to be incorporated on-the-fly by solving adequate pricing subproblems derived from previously computed solutions until the optimality of the solution is guaranteed. The pricing problem is derived from the relaxed version of the master problem and using the strong duality properties of the induced Linear Programming Problem.

3. **Branching**: The rule that creates new nodes of the branch-and-bound tree when a fractional solution is found at a node of the search tree. We have adapted the Ryan and Foster branching rule to our problem.

4. **Stabilization**: The convergence of column generation approaches can be sometimes erratic since the values of dual variables in the first iterations might oscillate, leading to variables of the master problem that will never appear in the optimal solution of the problem. Stabilization tries to avoid that behaviour.

In what follows we describe how each of the items above is implemented in our proposal.

### 3.1. Initial variables

In the solution process of the set partitioning-like formulation using a branch-and-price approach, it is convenient to generate an initial pool of variables before starting solving the problem. The adequate selection of these initial variables might help to reduce the CPU time required to solve the problem. We apply an iterative strategy to generate this initial pool of y-variables. In the first iteration, we randomly generate p positions for the facilities. The demand points are then allocated to their closest facilities and at most p subsets of demand points are generated. We incorporate the variables associated to these subsets to the master problem (MP). In the next iterations, instead of generating p new facilities, we keep those with more associated demand points and randomly generate the remainder. After a fixed number of iterations, we have columns to define the restricted master problem and also an upper bound of our problem. Since the optimal position of the facilities belongs to a bounded set contained in the rectangular hull of the demand points, the random facilities are generated in the minimum hyperrectangle containing A.

### 3.2. The pricing problem

To apply the column generation procedure we define the restricted relaxed master of (MP), in the following (RRMP).

$$\min \sum_{i \in I} u_i + \sum_{k \in I} v_k$$

**Dual Multipliers**

$$\sum_{R=(S,x):i \in S} y_R \geq 1, \forall i \in I, \quad \alpha_i \geq 0$$
\[- \sum_{R \in \mathcal{R}_0} y_R \geq -p, \quad \gamma \geq 0\]
\[u_i + v_k - \lambda_k \sum_{R = (S, x) : i \in S} \delta_i^R y_R \geq 0, \quad \forall i, k \in I, \quad \epsilon_{ik} \geq 0\]
\[y_R \geq 0, \quad \forall R \in \mathcal{R}_0,\]
\[u_i, v_k \in \mathbb{R}, \quad \forall i, k \in I,\]

where $\mathcal{R}_0 \in \mathcal{R}$ represents the initial pool of columns used to initialize the set partitioning-like formulation (MP). Constraints (MP$_2$) and (MP$_3$) are slightly modified from equations to inequalities in order to get nonnegative dual multipliers. This transformations keeps the equivalence with the original formulation since coefficients affecting the $y$-variables in constraint (MP$_4$) are nonnegative.

The value of the distances is unknown beforehand because the location of facilities can be anywhere in the continuous space. Hence, its determination requires solving continuous optimization problems.

By strong duality, the objective value of the continuous relaxation (RRMP), can be obtained as:
\[
\begin{align*}
\max \quad & \sum_{i \in I} \alpha_i - p \gamma \\
\text{s.t.} \quad & \sum_{i \in I} \epsilon_{ik} = 1, \quad \forall k \in I, \\
& \sum_{k \in I} \epsilon_{ik} = 1, \quad \forall i \in I, \\
& \sum_{i \in S} \alpha_i - \gamma - \sum_{i \in S} \sum_{k \in I} \delta_i^R \lambda_k \epsilon_{ik} \leq 0, \quad \forall R = (S, x) \in \mathcal{R}_0, \\
& \alpha_i, \gamma, \epsilon_{ik} \geq 0, \quad \forall i, k \in I.
\end{align*}
\]

Hence, for any variable $y_R$ in the master its reduced cost is
\[
c_R - z_R = - \sum_{i \in S} \alpha_i^* + \gamma^* + \sum_{i \in S} \sum_{k \in I} \delta_i^R \lambda_k \epsilon_{ik}^*,
\]

where $(\alpha^*, \gamma^*, \epsilon^*)$ is the dual optimal solution of the current (RRMP).

To certify optimality of the relaxed problem one has to check implicitly that all the reduced costs for the variables not currently included in the (RRMP) are nonnegative. Otherwise new variables must be added to the pool of columns. This can be done solving the so called pricing problem.

The pricing problem consists of finding the minimum reduced cost among the non included variables. That is, we have to find the set $S \subset I$ and the position of the facility $x$ (its coordinates) which minimizes the reduced cost.

For a given set of dual multipliers, $(\alpha^*, \gamma^*, \epsilon^*) \geq 0$, the problem to be solved is
\[
\begin{align*}
\min_{S, x} \quad & - \sum_{i \in S} \alpha_i^* + \gamma^* + \sum_{i \in S} \sum_{k \in I} \delta_i^S \lambda_k \epsilon_{ik}^* \\
\text{s.t.} \quad & \delta_i^S \geq ||x - a_i||, \quad \forall i \in S.
\end{align*}
\]

This problem can be reformulated by means of a mixed integer program. We define variables $w_i = 1, \ i \in I$ if the demand point belongs to $S$, zero otherwise. We also define variables $r_i, \ i \in I$
to represent the distance from demand point \( i \) to facility \( x \) and zero in case \( w_i = 0 \). Finally, \( z_i, i \in I \) are the distances from demand point \( i \) to facility \( x \) in any case.

\[
\min - \sum_{i \in I} \alpha_i^* w_i + \gamma^* + \sum_{i \in I} c_i r_i \\
\text{s.t. } z_i \geq \|x - a_i\|, \forall i \in I, \\
r_i + M(1 - w_i) \geq z_i, \forall i \in I, \\
w_i \in \{0, 1\}, \forall i \in I, \\
z_i, r_i \geq 0, \forall i \in I, \\
\text{(3)}
\]

where \( M \) can be taken as the maximum distance between two demand points and \( c_i = \sum_{k \in I} \lambda_k e_{ik}^* \).

Objective function (3) is the minimum reduced cost associated to the optimal solution of the pricing problem. Constraints (4) define the distances. As in Section 2 this family of constraints is defined ‘ad hoc’ for a given norm. Constraints (5) set correctly \( r \)-variables. Finally, constraints (6) and (7) are the domain of the variables.

As it has been shown in the proof of Theorem 1 the above problem can be formulated as a MISOCO problem in case of polyhedral or \( \ell_\tau \)-norms.

The so called Farkas pricing should be defined when feasibility is not ensured from the beginning. We have solved this problem with our initial pool of variables. Furthermore, the feasibility of the master problem could be lost during the branch-and-price process when branching. In our case, we claim that Farkas pricing is not necessary because the feasibility of (MP) is ensured adding an artificial variable \( y(I, x_0) \) to satisfy (MP2) which lower bound is never set to zero and \( \delta^R_i, i \in I \), is big enough.

When the pricing problem is solved to optimality, one can obtain a theoretic lower bound even if more variables must be added. The following remark explains how the result is applied to our particular problem.

**Remark 1.** When the (MP) embedded in a branch-and-price algorithm uses binary variables and the number of them which could take value one is bounded above, it is possible to determine a theoretic lower bound (see Desrosiers & Lübbecke, 2005). For our problem the number of \( y \)-variables assuming the value 1 in any feasible solution is \( p \). Therefore, the upper bound is \( p \) due to (MP3). Let \( z_{RRMP} \) be the current objective function of the (RRMP) and \( e_R \) the reduced cost of the variable defined by \( R = (S, x) \). Hence, the lower bound is

\[
LB = z_{RRMP} + p \min_{S, x} e_R. \\
\text{(8)}
\]

It is important to remark that it can be computed in every node of the branch-and-bound tree. This fact is particularly useful at the root node to accelerate the optimality certification or for big instances where the linear relaxation is not solved within the time limit.

For adding a variable to the master problem it suffices to find one variable \( y_R \) with negative reduced cost. This search can be performed by solving exactly the pricing problem, although that might have a high computational load. Alternatively, one could also solve heuristically the pricing problem, hoping for variables with negative reduced costs. In what follows, this approach will be called the heuristic pricer. The key observation is to check if a candidate facility is promising.
Given the coordinates of a facility, \( x \), we construct a set \( S \) compatible with the conditions of the node of the branch-and-bound tree by allocating demand points in \( S \) to \( x \) whenever the reduced cost \( c_R - z_R = \gamma^* + \sum_{i \in S} e_i < 0 \), where \( e_i = -\alpha_i^* + \sum_{k \in I} \delta_i(x) \lambda_k e_{ik} \). In that case, the variable \( y(S, x) \) is candidate to be added to the pool of columns. Here, we detail how the heuristic pricer algorithm is implemented at the root node. For deeper nodes in the branch-and-bound tree we refer the reader to Section 3.3.

For the root node, there is a very easy procedure to solve this problem, just selecting the negative ones, i.e., we define \( S = \{ i \in I : e_i < 0 \} \) and, in case \( c_R - z_R < 0 \), the variable \( y(S, x) \) could be added to the problem. Additionally, the region where the facility is generated can be significantly reduced, in particular to the hyperrectangle defined by demand points with negative \( e_i \).

In both exact and heuristic pricer we use multiple pricing, i.e., several columns are added to the pool at each iteration, if possible. In the exact pricer we take advantage that the solver saves different solutions besides the optimal one, so it might provide us more than one column with negative reduced cost. In the heuristic pricer we add the best variables in terms of reduced cost as long as their associated reduced costs are negative.

### 3.3. Branching.

When the relaxed (MP) is solved, but the solution is not integer, the next step is to define an adequate branching rule to explore the searching tree. In this problem we can apply an adaptation of the Ryan and Foster branching rule [Ryan & Foster, 1981]. Given a solution with fractional \( y \)-variables in a node, it might occur that

\[
0 < \sum_{R:i_1,i_2 \in S} y_R < 1 \text{ for some } i_1, i_2 \in I, \ i_1 < i_2. \tag{9}
\]

Provided that this happens, in order to find an integer solution, we create the following branches from the current node:

- **Left branch**: \( i_1 \) and \( i_2 \) must be served by different facilities.
  \[
  \sum_{R:i_1,i_2 \in S} y_R = 0.
  \]

- **Right branch**: \( i_1 \) and \( i_2 \) must be served by the same facility.
  \[
  \sum_{R:i_1,i_2 \in S} y_R = 1.
  \]

**Remark 2.** The above information is easily translated to the pricing problem adding one constraint to each one of the branches: 1) \( w_{i_1} + w_{i_2} \leq 1 \) for the left branch; and 2) \( w_{i_1} = w_{i_2} \) for the right branch.

It might also happen that being some \( y_R \) fractional, \( \sum_{R:i_1,i_2 \in S} y_R \) is integer for all \( i_1, i_2 \in I, \ i_1 < i_2 \). The following result allows us to use this branching rule and provides a procedure to recover a feasible solution encoded in the current solution of the node.

**Theorem 2.** If \( \sum_{S:i_1,i_2} y(S, x) \in \{0, 1\} \) for all \( i_1, i_2 \in I \) such that \( i_1 < i_2 \) then an integer feasible solution of (MP) be determined.

**Proof.** Let \( X_S \) be the set of all servers which are part of a variable \( y(S, x) \) belonging to the pool of columns. We define \( X_S \) for all used partitions \( S \). First, it is proven in [Barnhart et al., 1998] that, under the hypothesis of the theorem, the following expression holds for any set \( S \) in a
partition.

\[
\sum_{x \in X_S} y(S,x) \in \{0, 1\}.
\]

If \(\sum_{x \in X_S} y(S,x) = 0\), then \(y(S,x) = 0\) for all \(x \in X_S\) because of the nonnegativity of the variables. However if

\[
\sum_{x \in X_S} y(S,x) = 1 \quad (10)
\]
y\((S,x)\) could be fractional for some \(x \in X_S\).

Observe that, currently, the distance associated with client \(i \in S\) in the problem is

\[
\delta_i^S = \sum_{x \in X_S} y(S,x) \delta_i(x).
\]

Thus, from the above we construct a new demand point \(x^*\) for \(S\).

\[
x^*_\ell = \sum_{x \in X_S} y(S,x) x_\ell, \quad \forall \ell = 1, \ldots, d, \quad (11)
\]

so that \(\delta_i(x^*) \leq \delta_i^S, \forall i \in S\).

Indeed, by the triangular inequality and by (10)

\[
\delta_i(x^*) = \|x^* - a_i\| = \|\sum_{x \in X_S} y(S,x)(x - a_i)\| \leq \sum_{x \in X_S} y(S,x)\|x - a_i\| = \delta_i^S,
\]

for all \(i \in S\). The inequality being strict unless \(x - a_i\) for all \(x \in X_S\) are collinear.

Finally, we have constructed the variable \(y(S,x^*) = 1\) as part of a feasible integer solution of the master problem \((MP)\). Therefore, it ensures that either the solution will be binary or the fractional solution will assume the same value that an alternative optimal which is binary. □

Among all the possible choices of pairs \(i_1, i_2\) verifying (9) we propose to select the one provided by the following rule:

\[
\arg \max_{i_1, i_2:0 < \sum_{R: i_1, i_2 \in S} y_R < 1} \left\{ \theta \min \left\{ \sum_{R: i_1, i_2 \in S} y_R, 1 - \sum_{R: i_1, i_2 \in S} y_R \right\} + (1 - \theta) \frac{1}{\|a_{i_1} - a_{i_2}\|} \right\}. \quad (\theta\text{-rule})
\]

This rule uses the most fractional \(y\)-solution, but also pays attention to the pairs of demand points which are close to each other in the solution, assuming they will be part of the same variable with value one at the optimal solution. It has been successfully applied in a related discrete ordered median problem \cite{Deleplanque et al., 2020}. We can choose \(\theta \in [0, 1]\): for \(\theta = 0\) the closest demand points among the pairs with fractional sum will be selected; for \(\theta = 1\) the most fractional branching will be applied.

The above branching rule affects to the heuristic pricer procedure since not all \(S \subset I\) are compatible with the branching conditions leading to a node. In case that we have to respect some branching decisions the pricing problem gains complexity.

Therefore, we develop a greedy algorithm which generates heuristic variables respecting the branching decision in the current node.

This algorithm uses the information from the branching rule to build the new variable to add. The candidate set \(S\) is built by means of a greedy algorithm similar to the one presented in \cite{Sakai et al., 2003}. First, we construct a graph of incompatibilities \(G = (V, E)\), with \(V\) and \(E\)
defined as follows: for each maximal subset of demand points $i_1 < i_2 < \cdots < i_m$ that according to the branching rule have to be assigned to the same subset; next, we include a vertex $v_{i_1}$ with weight $\omega_{i_1} = \sum_{i \in \{i_1, \ldots, i_m\}} e_i$; finally, for each $v_i, v_{i'} \in V$ such that $i$ and $i'$ cannot be assigned to the same subset at the current node, we define $\{v_i, v_{i'}\} \in E$.

The subset $S$ minimizing the reduced cost for a given $x$ can be calculated solving the Maximum Weighted Independent Set problem over $G$. We solve this problem heuristically applying a variant of the algorithm proposed in Sakai et al. (2003).

3.4. Convergence. Due to the huge number of variables that might arise in column generation procedures it is very important checking the possible degeneracy of the algorithm. Accelerating the convergence has been traditionally afforded by means of stabilization techniques. In recent papers (Benati et al., 2021; Blanco et al., 2021) it has been shown how heuristic pricers avoid degeneracy. The ideas of stabilization and heuristic pricers have in common that both do not add in the first iterations the variable with the minimum associated reduced cost which helps in the right direction.

For the sake of readability all the computational analysis is included in Section 5. There, the reader can see how our heuristic pricer needs less variables to certify optimality than the exact pricer from medium-sized instances, therefore, accelerating the convergence.

4. Matheuristics approaches

\textbf{[MFMOMP]} is an $NP$-hard combinatorial optimization problem and both the compact formulation and the proposed branch-and-price approach are limited by the number of demand points ($n$) and facilities ($p$) to be considered. Actually, as we will see in Section 5 the two exact approaches are only capable to solve, optimally, small- and medium-sized instances. In this section we derive two different matheuristic procedures capable to handle larger instances in reasonable CPU times. The first approach is based on using the branch-and-price scheme but solving only heuristically the pricing problem. The second is an aggregation based-approach that will also allow us to derive theoretical error bounds on the approximation.

4.1. Heuristic pricer. The matheuristic procedure described here has been successfully applied in the literature. See, e.g., Albornoz & Zamora (2021); Benati et al. (2021); Deleplanque et al. (2020), and the references therein. Recall that our pricing problem is $NP$-hard. In order to avoid the exact procedure for large-sized instances, where not even a single iteration could be solved exactly, we propose a matheuristic. It consists of solving each pricing problem heuristically. The inconvenient of doing that is that we do not have a theoretic lower bound during the process. Nevertheless, for instances where the time limit is reached, we are able to visit more nodes in the branch-and-bound tree which could allow us to obtain better incumbent solutions than the unfinished exact procedure.

4.2. Aggregation schemes. The second matheuristic approach that we propose is based on applying aggregation techniques to the input data (the set of demand points). This type of approaches has been successfully applied to solve large-scale continuous location problems (see Blanco & Gáquez, 2021; Blanco et al., 2021; 2018; Current & Schilling, 1990; Daskin et al., 1989; Irawan, 2016).
Let $\mathcal{A} = \{a_1, \ldots, a_n\} \subset \mathbb{R}^d$ be a set of demands points. In an aggregation procedure, the set $\mathcal{A}$ is replaced by a multiset $\mathcal{A}' = \{a'_1, \ldots, a'_n\}$, where each point $a_i$ in $\mathcal{A}$ is assigned to a point $a'_i$ in $\mathcal{A}'$. In order to be able to solve $\text{[MFMOMP]}_\lambda$ for $\mathcal{A}'$, the cardinality of the different elements of $\mathcal{A}'$ is assumed to be smaller than the cardinality of $\mathcal{A}$, and then, several $a_i$ might be assigned to the same $a'_i$.

Once the points in $\mathcal{A}$ are aggregated into $\mathcal{A}'$, the procedure consists of solving $\text{[MFMOMP]}_\lambda$ for the demand points in $\mathcal{A}'$. We get a set of $p$ optimal facilities for the aggregated problem, $\mathcal{X}^* = \{x'_1, \ldots, x'_p\}$, associated to its objective value $\text{OM}_\lambda(\mathcal{A}'; \mathcal{X}^*)$. These positions can also be evaluated in the original objective function of the problem for the demand points $\mathcal{A}$, $\text{OM}_\lambda(\mathcal{A}; \mathcal{X}^*)$. The following result allows us to get upper bound of the error incurred when aggregating demand points.

**Theorem 3.** Let $\mathcal{X}^*$ be the optimal solution of $\text{[MFMOMP]}_\lambda$ and $\Delta = \max_{i=1,\ldots,n} ||a_i - a'_i||$. Then

$$|\text{OM}_\lambda(\mathcal{A}; \mathcal{X}^*) - \text{OM}_\lambda(\mathcal{A}', \mathcal{X}^*)| \leq 2\Delta. \quad (12)$$

**Proof.** During the proof we assume, without loss of generality, that $\sum_{i \in I} \lambda_i = 1$. By the triangular inequality and the monotonicity and sublinearity of the ordered median function we have that $\text{OM}_\lambda(\mathcal{A}; \mathcal{X}') \leq \text{OM}_\lambda(\mathcal{A}'; \mathcal{X}^*) + \text{OM}_\lambda(\mathcal{A}'; \mathcal{A})$. Since $\Delta \geq ||a_i - a'_i||$ for all $i \in I$, $|\text{OM}_\lambda(\mathcal{A}; \mathcal{X}^*) - \text{OM}_\lambda(\mathcal{A}', \mathcal{X}^*)| \leq \sum_{i \in I} \lambda_i \Delta = \Delta$.

Finally, the result is obtained applying \cite{Geoffrion1977} Theorem 5). \hfill $\square$

There are different strategies to reduce the dimensionality by aggregating points. In our computational experiments we consider two differentiated approaches: the $k$-Mean Clustering (KMEAN) and the Pick The Farthest (PTF). In the former we replace the original points by the obtained centroids while in the latter, an initial random demand point from $\mathcal{A}$ is chosen and the rest are selected as the farthest demand point from the last one chosen (see \cite{Daskin1989} for further details on this procedure) until a the predefined number of points is reached.

### 5. Computational study

In order to test the performance of our branch-and-price and our matheuristic approaches, we report the results of our computational experience. We consider different sets of instances used in the location literature with size ranging from 20 to 654 demand points in the plane. In all of them, the number of facilities to be located, $p$, ranges in $\{2, 5, 10\}$ and we solve the instances for the $\lambda$-vectors in Table 1: \{W, C, K, D, S, A\}. We set $k = n^2$ for the $k$-Center and $k$-Entdian, and $\alpha = 0.9$ for the Centdian and $k$-Entdian.

For the sake of readability, we restrict the computational study of this document to $\ell_1$-norm based distances. However the reader can find extensive computational results for other norms in Appendix A.

The models were coded in C and solved with SCIP v.7.0.2 \cite{Gamrath2020} using as optimization solver SoPLex 5.0.2 in a Mac OS Catalina with a Core Intel Xeon W clocked at 3.2 GHz and 96 GB of RAM memory.

#### 5.1. Computational performance of the branch-and-price procedure.

In this section we report the results for our branch-and-price approach based on the classical dataset provided by \cite{Eilon1971}. From this dataset, we randomly generate five instances with sizes
n ∈ {20, 30, 40, 45} and we also consider the entire complete original instance with n = 50. Together with the number of servers p and the different ordered weighted median functions (type), a total of 378 instances has been considered.

Firstly, concerning convergence (Section 3.4), each line in Table 2 shows the average results of 45 instances, five for each type of ordered median objective function to be minimized {W, D, S} and p ∈ {2, 5, 10}, solved to optimality. The results has been split by size (n) and by Heurvar: FALSE when only the exact pricer is used; TRUE if the heuristic pricer is used and the exact pricer is called when it does not provide new columns to add. The reader can see how the necessary number of variables to certify optimality (Vars) is less when heuristic is applied as the size of the instance increases. Additionally, a second effect is a reduction of the CPU time (Time) decreasing the number of calls to the exact pricer (Exact) even though the number of total iterations (Total) is bigger. Hence, we will use the heuristic pricer for the rest of the experiments.

Secondly, we have tuned the values of θ for the branching rule (θ-rule) for each of the objective functions (different values for the λ-vector) based in our computational experience. In Table 3 we show the average gap at termination of the above-mentioned 378 instances when we apply our branch-and-price approach fixing a time limit of 2 hours.

| type | θ = 0.0 | θ = 0.1 | θ = 0.3 | θ = 0.5 | θ = 0.7 | θ = 0.9 | θ = 1.0 |
|------|---------|---------|---------|---------|---------|---------|---------|
| W    | 0.04    | 0.04    | 0.04    | 0.04    | 0.04    | 0.04    | 0.02    |
| C    | 27.94   | 28.34   | 28.29   | 28.47   | 28.64   | 28.74   | 28.19   |
| K    | 12.83   | 12.63   | 12.80   | 12.46   | 12.73   | 13.15   | 12.88   |
| D    | 0.09    | 0.07    | 0.09    | 0.09    | 0.09    | 0.09    | 0.02    |
| S    | 0.11    | 0.14    | 0.14    | 0.14    | 0.14    | 0.13    | 0.10    |
| A    | 7.73    | 7.66    | 7.69    | 7.71    | 7.64    | 7.73    | 7.33    |

Table 3. GAP(%) for ℓ₁-norm, Eilon et al. (1971) instances

Therefore, we set θ = 0 when we are in the Center problem, θ = 0.5 when we are in the k-Center and θ = 1 when we are in the p-median, Centdian, k-Entdian or Ascendant. Recall that when we use θ = 0 we are selecting a pure distance branching rule. In contrast, when θ = 1, we select the most fractional variable. On the other hand, when θ = 0.5 we use a hybrid selection between the two extremes of the (θ-rule). In the following, the above fixed parameters will be used in the computational experiments for exact and matheurisitic methods.

The average results obtained for the Eilon et al. (1971) instances, with a CPU time limit of 2 hours, are shown in Table 4. There, for each combination of n (size of the instance), p (number of facilities to be located) and type (ordered median objective function to be minimized), we provide the average results for ℓ₁-norm with a comparative between the compact formulation (C) (Compact) and the branch-and-price approach (B&P). The table is organized as follows:
the first column gives the CPU time in seconds needed to solve the problem (Time) and within parentheses the number of unsolved instances (#Unsolved); the second column shows the gap at the root node; the third one gives the gap at termination, i.e., the remaining MIP gap in percentage (GAP(%)) when the time limit is reached, 0.00 otherwise; in the fourth column we show the number of variables (Vars) needed to solve the problem; in the fifth column we show the number of nodes (Nodes) explored in the branch-and-bound tree; and in the last one the RAM memory (Memory (MB)) in Megabytes required during the execution process is reported. Within each column, we highlight in bold the best result between the two formulations, namely Compact or B&P.

The branch-and-price algorithm is able to solve optimally 58 instances more than the compact formulation. However, for some instances (mainly Center and $k$-Center problems or when $p = 2$) the solved instances with the compact formulation need less CPU time. Thus, the first conclusion could be that when $p$ increases decomposition techniques become more important because the number of variables is not so dependent on this parameter. The second conclusion from the results is that the branch-and-price is a very powerful tool when the gap at the root node is close to zero which does not happen when a big percentage of the positions of the $\lambda$-vector are zeros. Concerning the memory used by the tested formulations, the compact formulation needs bigger branch-and-bound trees to deal with fractional solutions whereas that branch-and-price uses more variables.

Since the average gap at termination for the branch-and-price algorithm is much smaller than the one obtained by the compact formulation (7.98% against 35.81%) we will use decomposition-based algorithms to study medium- and large-sized instances.

5.2. Computational performance of the matheuristics. Finally, in this section, we show the performance of our matheuristics procedures to solve larger instances. Firstly, we will test them for $n = 50$ where the solutions can be compared with the theoretic bounds provided by the exact method. Secondly, we will compare them using a bigger instance of 654 demand points in the following section.

In order to obtain Table 5, instances generated with the 50 demand points described in Eilon et al. (1971) are solved with 18 different configurations of ordered weighted median functions and number of open servers. A time limit of 2 hours was fixed for this experiment. Each of these 18 problems has been solved by means of the following strategies: branch-and-price procedure (B&P); the heuristic used to generate initial columns (InitialHeur); the decomposition-based heuristic (Matheur); and the aggregation-based approaches of Section 4.2 (KMEAN-20, KMEAN-30, PTF-20, PTF-30) for $|A'| = \{20, 30\}$. The reported results are the CPU time and the gap (GAP$_{LB}$(%)) which is calculated with respect to the lower bound of the branch-and-price algorithm when the time limit is reached. Thereby we have a theoretic gap knowing exactly the room for improvement of our heuristics.

The branch-and-price methods report always the best performance except in one instance. In general they present less gap and, in average, it is better not wasting the time solving the exact pricer letting the algorithm go further adding columns or branching before certifying optimality. Thus, with Matheur strategy we obtain an 11.23% of average gap. In fact, this matheuristic finds the optimal solution (certified by the exact method) at least in six instances. Concerning the time the other heuristics obtain good quality solution in much smaller CPU times. For the Eilon dataset aggregating in more demand points gives better results although the CPU time
| Type | p | Time (Minutes) | GAP Proot (%) | GAP (%) | Vars | Nodes | Memory (MB) |
|------|---|---------------|--------------|---------|------|-------|-------------|
| W   | 5 | 1588.99       | 0.00         | 0.00     | 470  | 424   | 2813        |
|     | 10| 3.95          | 0.00         | 0.00     | 470  | 424   | 2813        |
| C   | 5 | 34.58         | 0.00         | 0.00     | 470  | 424   | 2813        |
|     | 10| 12.58         | 0.00         | 0.00     | 470  | 424   | 2813        |
| K   | 5 | 433.88        | 0.00         | 0.00     | 470  | 424   | 2813        |
|     | 10| 163.63        | 0.00         | 0.00     | 470  | 424   | 2813        |
| D   | 5 | 24.18         | 0.00         | 0.00     | 470  | 424   | 2813        |
|     | 10| 12.18         | 0.00         | 0.00     | 470  | 424   | 2813        |
| S   | 5 | 1238.87       | 0.00         | 0.00     | 470  | 424   | 2813        |
|     | 10| 15.75         | 0.00         | 0.00     | 470  | 424   | 2813        |
| A   | 5 | 411.21        | 0.00         | 0.00     | 470  | 424   | 2813        |
|     | 10| 9.34          | 0.00         | 0.00     | 470  | 424   | 2813        |

Table 4. Results for Eilon et al. [1971] instances for \( t_1 \)-norm

increases. However, for some instances where the application for \( n = 20 \) certifies optimality but \( n = 30 \) does not, the first option could work better in a fixed time limit.

Table 6 presents a similar structure that the previous table. However for \( n = 654 \) the branch-and-price is not able to give us a good lower bound even increasing the time limit to 24 hours or using \( \delta \). Hence, here we calculate \( \text{GAP}_{\text{Best}}(\%) \) as the gap with respect to the best known integer
solution. For these large-sized problems the best solutions are found by the decomposition-based
heuristic in average, but the improvement from the initial heuristic is null for some cases.

Some instances have the best performance using KMEAN-20 or PTF-20 heuristics. It is not
appreciated a big improvement taking 30 points instead of 20 for the aggregation method.
To find an explanation for that, Figure 1 depicts the aggregation (triangular points) and the
solution. For these large-sized problems the best solutions are found by the decomposition-based
heuristic in average, but the improvement from the initial heuristic is null for some cases.

Moreover, theoretic and empirical results have proven the utility of the obtained lower bound.
Among the extensive computational experiments and configurations of the problem, we high-
light the usefulness of the branch-and-price approach for medium- to large-sized instances, but

### Table 5. Heuristic results for instances of $n = 50$, Eilon et al. (1971)

| Types | $p$ | Best | Heur | InitialHeur | Matheur | KMEAN-20 | KMEAN-30 | PTF-20 | PTF-30 |
|-------|-----|------|------|-------------|---------|----------|----------|--------|--------|
| W | 5 | 410.87 | 0.00 | 0.00 | 11.53 | 9.51 | 0.00 | 21.37 | 32.57 | 208.93 | 11.25 | 16.38 | 17.98 | 167.03 | 7.90 |
| 10 | 1005.02 | 0.00 | 0.00 | 21.57 | 9.08 | 0.00 | 4.23 | 17.16 | 59.08 | 2.84 | 16.11 | 23.45 | 57.35 | 9.88 |
| C | 5 | 7209.19 | 70.56 | 0.00 | 73.45 | 7200.00 | 46.66 | 7200.09 | 82.76 | 7200.10 | 76.22 | 7200.09 | 94.74 | 7200.09 | 72.55 |
| 10 | 7209.17 | 36.38 | 0.00 | 101.13 | 7200.08 | 25.55 | 7200.14 | 104.93 | 7200.13 | 73.04 | 7200.16 | 103.52 | 7200.18 | 73.98 |
| K | 5 | 7209.34 | 31.09 | 0.00 | 20.69 | 7200.17 | 11.78 | 7200.20 | 35.88 | 7200.16 | 40.89 | 7200.15 | 18.31 | 7200.13 | 21.38 |
| 10 | 7209.28 | 29.94 | 0.00 | 41.73 | 7646.26 | 11.78 | 7200.17 | 35.88 | 7200.20 | 40.89 | 7200.15 | 18.31 | 7200.13 | 21.38 |
| D | 5 | 4430.48 | 0.00 | 0.00 | 11.43 | 10.71 | 0.00 | 7.67 | 12.53 | 162.45 | 10.05 | 17.50 | 16.32 | 191.88 | 8.13 |
| 10 | 4469.05 | 0.00 | 0.00 | 21.35 | 3.06 | 0.84 | 4.76 | 17.66 | 56.42 | 10.18 | 22.26 | 23.47 | 133.57 | 9.07 |
| S | 5 | 1.63 | 0.00 | 12.44 | 1.12 | 11.60 | 10.92 | 11.60 | 11.92 | 11.92 | 11.60 | 11.60 | 11.60 | 11.60 |
| 10 | 3143.97 | 0.00 | 0.00 | 21.24 | 3.22 | 0.66 | 10.99 | 16.96 | 29.98 | 7.98 | 50.52 | 23.14 | 114.10 | 8.97 |

### Table 6. Heuristic results for instances of $n = 654$, Beasley (1990)

| Types | $p$ | Best | Heur | InitialHeur | Matheur | KMEAN-20 | KMEAN-30 | PTF-20 | PTF-30 |
|-------|-----|------|------|-------------|---------|----------|----------|--------|--------|
| W | 5 | 86443.12 | 86438.72 | 86425.31 | 2.20 | 209.11 | 16.86 | 7200.17 | 29.98 |
| 10 | 86444.11 | 86438.72 | 86425.31 | 2.20 | 209.11 | 16.86 | 7200.17 | 29.98 |
| C | 5 | 86424.09 | 86424.09 | 86424.09 | 0.00 | 854.53 | 24.50 | 86400.13 | 47.40 |
| 10 | 86425.11 | 86425.11 | 86425.11 | 0.00 | 8654.56 | 86.17 | 86400.19 | 53.71 |
| K | 5 | 86440.06 | 86440.06 | 86440.06 | 0.00 | 8566.59 | 86.17 | 86400.19 | 53.71 |
| 10 | 86440.06 | 86440.06 | 86440.06 | 0.00 | 8566.59 | 86.17 | 86400.19 | 53.71 |
| D | 5 | 86440.06 | 86440.06 | 86440.06 | 0.00 | 8566.59 | 86.17 | 86400.19 | 53.71 |
| 10 | 86440.06 | 86440.06 | 86440.06 | 0.00 | 8566.59 | 86.17 | 86400.19 | 53.71 |
| S | 5 | 86440.06 | 86440.06 | 86440.06 | 0.00 | 8654.56 | 86.17 | 86400.19 | 53.71 |
| 10 | 86440.06 | 86440.06 | 86440.06 | 0.00 | 8654.56 | 86.17 | 86400.19 | 53.71 |

6. Conclusions

In this work, the Continuous Multifacility Monotone Ordered Median Problem is analyzed.
This problem finds solutions in a continuous space and to solve it we have proposed two ex-
act methods, namely a compact formulation and a branch-and-price procedure, using binary
variables. Along the paper, we give full details of the branch-and-price algorithm and all its
crucial steps: master problem, restricted relaxed master problem, pricing problem, initial pool
of columns, feasibility, convergence, and branching.

Moreover, theoretic and empirical results have proven the utility of the obtained lower bound.
Using that, we have tested the new proposed heuristics. The decomposition-based
heuristics have shown a very good performance on the computational experiments. For large-
sized instances, it is worth highlighting that the exact procedure has improved the initial heuristic
from 6.29% to 3.49% in average what in real applications could make a difference.

Among the extensive computational experiments and configurations of the problem, we high-
light the usefulness of the branch-and-price approach for medium- to large-sized instances, but
also the utility of the compact formulation and the aggregation-based heuristics for small values of \( p \) or for some particular ordered weighted median functions.

Further research on the topic includes the design of similar branch-and-price approaches to other continuous facility location and clustering problems. Specifically, the application of set-partitioning column generation methods to hub location and covering problems with generalized upgrading (see, e.g., Blanco & Marín, 2019) where the index set for the \( y \)-variables must be adequately defined.
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Appendix A  Computational results for alternative $\ell_\tau$-norms

In this section, we show the results of our computational experiments for other $\ell_\tau$-norms, in particular, we have considered $\tau \in \{\frac{3}{2}, 2, 3\}$. We have shown in Theorem 1 the general way to formulate the constraint for general values of $\tau$. In Table 7, we present the sets of constraints for the $\tau$ considered, forall $i \in I, j \in J, l \in \{1, \ldots, d\}$. Tables 8, 9, and 10 report the results.

| $\ell_{\frac{3}{2}}$ | $\ell_2$ | $\ell_3$ |
|---------------------|----------|----------|
| $t_{ijl} \geq a_{il} - x_{jl},$ | $t_{ijl} \geq a_{il} - x_{jl},$ | $t_{ijl} \geq a_{il} - x_{jl},$ |
| $t_{ijl} \geq -a_{il} + x_{jl},$ | $t_{ijl} \geq -a_{il} + x_{jl},$ | $t_{ijl} \geq -a_{il} + x_{jl},$ |
| $z_{ij} \geq \sum_{l=1}^{d} \xi_{ijl},$ | $z_{ij}^{2} \geq \sum_{l=1}^{d} t_{ijl}^{2},$ | $z_{ij} \geq \sum_{l=1}^{d} \xi_{ijl}$ |
| $t_{ijl}^{2} \leq \psi_{ijl} \xi_{ijl},$ | $t_{ijl}^{2} \leq \psi_{ijl} z_{ij},$ | $t_{ijl}^{2} \leq \psi_{ijl} \xi_{ijl},$ |
| $\psi_{ijl}^{2} \leq z_{ij} t_{ijl},$ | $\psi_{ijl}^{2} \leq \xi_{ijl} t_{ijl},$ |

Table 7. Constraints for different values of $\tau$ to represent $\ell_\tau$-norms
| Type | P | Time (Minutes) | Compact B&P | Compact B&P | Compact B&P | Compact B&P | Compact B&P | Compact B&P | Compact B&P | Compact B&P |
|------|---|----------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 20   | 5 | 597.33 (2)     | 115.00      | 119.00      | 115.00      | 115.00      | 115.00      | 115.00      | 115.00      | 115.00      |
|      | 10| 57.47 (5)      | 50.00       | 52.00       | 50.00       | 50.00       | 50.00       | 50.00       | 50.00       | 50.00       |
|      | 10  | 3836.55 (1)  | 1270.00    | 1270.00     | 1270.00     | 1270.00     | 1270.00     | 1270.00     | 1270.00     | 1270.00     |
| 30   | 5 | 67.25 (4)      | 125.00      | 127.00      | 125.00      | 125.00      | 125.00      | 125.00      | 125.00      | 125.00      |
|      | 10 | 54.81 (5)      | 108.00      | 110.00      | 108.00      | 108.00      | 108.00      | 108.00      | 108.00      | 108.00      |

Table 8. Results for Elion et al. 

[971] instances for $l_2$-norm
| C | Type | Time (minutes) | Compact | B&P | B&P Err | GAP (%) | GAP (%) | Year | Hours | Hours Error |
|---|---|---|---|---|---|---|---|---|---|---|
| 2 | 2007 | 1 | 20.33 | 0 | 100.0 | 0.00 | 52.53 | 0.00 | 470 | 2504 | 892129 | 0 | 15633 | 53 |
| 2 | 2009 | 1 | 345.86 | 0 | 100.0 | 0.00 | 89.25 | 0.00 | 880 | 3178 | 580405 | 0 | 12844 | 128 |
| 2 | 2010 | 1 | 30.36 | 0 | 100.0 | 0.00 | 18.95 | 0.00 | 320 | 1289 | 0.00 | 0 | 1340 | 27 |
| 2 | 2011 | 1 | 423.23 | 1 | 2850.11 | 2 | 100.00 | 13.04 | 23.89 | 2.37 | 470 | 567 | 810966 | 1880 | 7136 | 117 |
| 2 | 2012 | 1 | 1822.27 | 2 | 2612.96 | 4 | 100.00 | 16.93 | 85.47 | 6.61 | 980 | 952 | 4321083 | 4288 | 11274 | 58 |
| 2 | 2013 | 1 | 25.31 | 0 | 26.03 | 0 | 0.00 | 9.88 | 0.00 | 205 | 2441 | 0.00 | 0 | 137 | 15 |
| 2 | 2014 | 1 | 156.74 | 2 | 1623.15 | 2 | 100.00 | 0.00 | 39.36 | 0.00 | 850 | 2957 | 374835 | 3 | 2123 | 140 |
| 2 | 2015 | 1 | 2420.97 | 1 | 792.94 | 0 | 0.00 | 26.42 | 0.00 | 1000 | 4188 | 0.00 | 0 | 69 | 15 |
| 2 | 2016 | 1 | 34.14 | 0 | 34.86 | 0 | 0.00 | 8.94 | 0.00 | 1310 | 2473 | 10264271 | 0 | 1835 | 54 |
| 3 | 26.34 | 0 | 26.34 | 0 | 0.00 | 0.00 | 21.95 | 0.00 | 1000 | 4188 | 0.00 | 0 | 69 | 15 |
| 3 | 25.67 | 0 | 25.67 | 0 | 0.00 | 0.00 | 17.36 | 0.00 | 700 | 2957 | 374835 | 3 | 2123 | 140 |

Table 9. Results for Eilon et al. [1971] instances for ℓ₂-norm
| W | 2.80 | 1013.31 | 111.45 | 159.80 |
|---|---|---|---|---|
| K | 2.80 | 1013.31 | 111.45 | 159.80 |
| 2 | 1 | 99.99 | 99.99 | 99.99 |
| 10 | 10 | 10 | 10 | 10 |
| 5 | 5 | 5 | 5 | 5 |
| 2 | 2 | 2 | 2 | 2 |
| 10 | 10 | 10 | 10 | 10 |
| 5 | 5 | 5 | 5 | 5 |
| 2 | 2 | 2 | 2 | 2 |
| 10 | 10 | 10 | 10 | 10 |
| 5 | 5 | 5 | 5 | 5 |
| 2 | 2 | 2 | 2 | 2 |
| 10 | 10 | 10 | 10 | 10 |

Table 10. Results for Eilon et al. (1971) instances for $\beta$-norm.