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Abstract—Distributed transmit beamforming is a technique that adjusts the signals from cooperating radios to combine coherently at a destination radio. To achieve coherent combining, the radios can exchange preambles with the destination for frequency synchronization and signal phase adjustment. At the destination, coherent combining leads to a beamforming (BF) gain. The BF gain can extend the communication range by counteracting the path loss that increases with the distance from the destination. While ideally the maximum range can be trivially calculated from the BF gain, in reality, the BF gain depends on the distance because, at a larger distance, lower SNR of the exchanged preambles causes higher synchronization and phase estimation errors, which in turn degrades the BF gain. In this paper, considering the BF gain degradation for a destination-led BF protocol, we calculate the maximum communication range to realize a desired post-BF SNR by analyzing the relation between the pre-BF SNR and the BF gain. We show that increasing the preamble lengths or increasing the destination power can significantly increase the maximum range while just increasing the number of radios gives diminishing range extension.

Index Terms—distributed beamforming, communication range extension

I. INTRODUCTION

Distributed transmit beamforming (DBF) can be realized by adjusting signals transmitted from independent cooperative radios such that they combine coherently at a destination radio, as if the signals were transmitted from a virtual antenna array [1]. For \( N \) equal transmit power radios, DBF can increase the received power at the destination by up to \( N^2 \); \( N \) due to the increase in the transmitted power and \( N \) due to the improved directivity leading to a coherent beamforming (BF) gain at the destination [2]. In a line-of-sight (LOS) channel having a path loss exponent \( k = 2 \), this \( N^2 \) gain can increase the communication range by up to \( N^2 \) folds \((N^2)\) in general while retaining the power level at the destination. This improvement in communication range can be crucial for remote radio deployments on UAVs [3] or ground vehicles [4] for applications like surveillance or disaster management.

To achieve coherent combining using DBF in a narrowband channel, the DBF radios having independent oscillators need to first synchronize their carrier frequencies, which can be performed with the assistance of the destination. Then they need to adjust the phases of the transmitted signal to compensate for the channel with the destination. Since the phase adjustment depends on the destination, it either requires a feedback signal from the destination or knowing the DBF radios location along with the BF direction to reach the destination [5]. Feedback based DBF suffers from a low SNR feedback signal for remote deployments. However, at large distances in a non LOS channel, due to shadowing, the BF direction to reach the destination can be hard to know making feedback-based DBF more practical method despite the noisy feedback. The noisy feedback, however, will lead to degraded synchronization leading to a random BF gain below the ideal \( N^2 \) and a range extension below the ideal \( N^{\frac{2}{2}} \), which makes designing a DBF system challenging. To design a DBF system, for a given number of cooperative radios, we need to specify the maximum communication range such that a required SNR is met with a given probability at the destination. This is challenging because as the DBF radios get further from the destination, more BF gain is needed to counter the increasing path loss, however, the SNR of signals exchanged with the destination gets lower making the BF gains degrade.

Existing works have proposed and demonstrated many distributed BF approaches. Location based BF towards a known direction in a LOS channel was demonstrated in [6]. DBF was demonstrated using explicit channel phase feedback in [3], [4], [7]. Other approaches used 1-bit feedback to iteratively adjust the phase [8]–[10]. Estimating the phase in a retrodirective manner relying on reciprocity was also proposed in [11]. However, reciprocity does not always apply and iterative approaches are not suitable for fast varying channels, making explicit channel feedback the most reliable approach. While these works have demonstrated many interesting DBF approaches, they lack the analysis to calculate the maximum communications range. In our prior work [12], for a destination-led DBF protocol using Kalman filter for frequency synchronization and explicit channel estimation and feedback, we analyzed the relation between the preBF SNR and the BF gains. These relations were verified using simulations and experimentally using software-defined radios.

In this paper, using the DBF protocol and analytical framework from [12], we calculate the maximum communication range that maintains a required postBF SNR with a given probability. We study the impact of changing the number of BF radios, the preambles lengths, and the destination transmit power on the maximum communication range. Our results show that only increasing \( N \) might not be the best strategy to
extend the communication range.

II. SYSTEM MODEL AND PROBLEM STATEMENT

We consider $N$ equal transmit power radios, each having power $P_T$, cooperating to transmit a shared payload $m(t)$ to a remote destination $D$ using DBF. The destination radio is assumed to have a transmit power which is $\Delta P$ dB higher than $P_T$, where $\Delta P \geq 0$dB. Each of the DBF radios has an independent oscillator such that radio $n$ has a carrier frequency offset $f_n$ and a phase offset $\phi_n$ with respect to the destination. These offsets are assumed to be constant within the BF payload, whose duration is assumed to be less than the channel coherence time. Assuming the DBF radios precode their signals and transmit them simultaneously at their maximum power, the received signal at the destination is given by $y(t) = \sqrt{P_T/|\mathbf{s}|^2} \sum_{n=1}^{N} z_n(t) \exp\{j(2\pi f_n t + \phi_n)\} + w(t)$ where $w(t)$ is the white Gaussian noise process having power spectral density $N_0/2$. The DBF radios are assumed in proximity of each other far from the destination by a distance $d$ and thus experience the same path loss denoted by $a = \frac{\lambda^n}{d^k}$, with $\lambda$ being the wavelength and $k$ the path loss exponent. The precoded signal sent by radio $n$ is given by $z_n(t) = m(t) \exp\{-j(2\pi f_n t + \phi_n)\}$ where $\hat{f}_n$ and $\phi_n$ are the $n$-th radio corrections of the frequency and phase offsets respectively, which are estimated through the DBF protocol. These estimates, however, are not perfect, especially at a low SNR, which would result in residual frequency and phase offsets leading to a cumulative phase errors given by $\phi_n^r(t) = (2\pi(f_n - \hat{f}_n) t + (\phi_n - \hat{\phi}_n))$ making the received signal equal to $y(t) = \sqrt{P_T/|\mathbf{s}|^2} m(t) \sum_{n=1}^{N} \exp\{j\phi_n^r(t)\} + w(t)$. At the evaluation time $t_e$, the BF gain caused by coherent combining is given by $G = \frac{1}{N} \left| \sum_{n=1}^{N} \exp\{j\phi_n^r(t)\} \right|^2$ and $NG$ is referred to as the total BF gain, which can take value up to $N^2$. However, due to the random phase error, the combining BF gain $G$ becomes a random variable making the total BF gains take values below $N^2$.

The pre-BF SNR at the destination from one radio is $\gamma_{\text{preBF}} = \frac{P_T}{\sigma^2_{\text{var}}} = \frac{1}{\sigma^2_{\text{var}}} \frac{\text{var}}{\sum_{n=1}^{N} \text{var}(\phi_n^r(t))}$ and it degrades with the distance $d$, making the maximum range corresponding to the smallest $\gamma_{\text{preBF}}$. The post-BF SNR of the combined signal from all $N$ BF radios is equal to $\gamma_{\text{postBF}} = NG \gamma_{\text{preBF}}$. It is random and follows the same distribution as $G$. According to this relation, in order to maintain the same postBF SNR at the destination, when deploying the DBF radios at a further distance (smaller $\gamma_{\text{preBF}}$), requires increasing $G$. However, the coherent BF gain $G$ depends on the quality of synchronization, and degrades with smaller $\gamma_{\text{preBF}}$.

In order to specify the largest distance $d$ that realizes a desired postBF SNR $\gamma_{\text{req}}$ with a given minimum probability $p_{\text{min}}$, we formulate the following optimization problem

$$\max_x \quad d$$

subject to

$$\gamma_{\text{postBF}} = NG \gamma_{\text{preBF}}(d) \geq \gamma_{\text{req}}(d)$$

$$P(\gamma_{\text{postBF}} \geq \gamma_{\text{req}}) \geq p_{\text{min}}$$

To solve this problem, we first obtain an analytical relation between the BF gain $G$ and the preBF SNR for a given BF protocol. Then, we derive the distribution of $\gamma_{\text{postBF}}$, caused by the randomness in the coherent combining gain $G$.

III. DBF PROTOCOL AND COHERENT BF GAIN

A. Protocol

We consider the master-slave beamforming protocol from [12]: the destination is the master and the DBF radios are the slaves. The master initiates the beamforming procedure and sends a synchronization (synch) preamble for time alignment and frequency offset estimation. After correcting their frequencies, the slaves send channel estimation preambles to the master, each in a predetermined time-slot. The master calculates a phase estimate $\phi_n^r$ and transmits it back to each slave in a predetermined time-slot. The slaves receive a slightly different value $\phi_n$ due to feedback errors. Once each slave knows $\phi_n$ and $\hat{f}_n$, they start transmitting their payload.

In Fig. 1 we illustrate the transmitted signals, where their duration is expressed in discrete time assuming a sampling time $T_s$. The synchronization (synch) preamble consists of $N_{\text{ZC}}$ repetition of a Zadoff-Chu (ZC) sequence of length $M$ similar to [13], using $N_{\text{ZC}} M$ samples. For phase estimation, each slave transmits a known signal consisting of $N_{\text{ph}}$ samples. For phase feedback of slave $n$, the value of $\phi_n^r$ is encoded in the phase difference between two identical preambles of length $N_{\text{fb}}$. Guard times are allocated after each stage for processing ($N_{g1}, N_{g2}, N_{g3}$) and the payload consists of $N_p$ samples. All the signaling is performed on the same frequency band, hence, all transmissions are received by all radios. The duration of the BF overheads incurred by the protocol in samples is given by $N_{\text{ov}} = N_{\text{syn}} + N (N_{\text{ph}} + N_{\text{fb}}) + N_{g1} + N_{g2} + N_{g3}$. Note the channel estimation and feedback is performed per slave, and hence the larger $N$ the shorter the preambles have to be for the overhead to remain constant. Since DBF is used to extend the communication range, the individual pre-BF SNR is low, and the estimation errors within the protocol can not be neglected and will lead to a combining phase error $\phi_n^r$. At the evaluation time $t_e$, the variance of the combining phase error $\sigma_e^2$ defined as var($\phi_n^r$) is given by $\sigma_e^2 = (2\pi t_e)^2 \sigma^2_f + \sigma^2_{\text{ph}} + \sigma^2_{\text{fb}}$, where the frequency estimation variance is given by $\sigma^2_f = \text{var}(f_n - \hat{f}_n)$, the phase estimation
and feedback variances are given by $\sigma_{fb}^2 = \text{var}\{\phi_n - \hat{\phi}_n\}$ and $\sigma_{fb}^2 = \text{var}\{\hat{\phi}_n - \phi_n\}$ respectively. The value of these error variances depends on the estimators used.

B. Estimators and Minimum Error Variance

In this section, we describe the estimators used and their error variances. For frequency offset estimation, we calculate the phase difference between successive ZC repetitions according to the estimator in [13], which has an error variance $\sigma_{fe}^2 = \frac{(2\pi\alpha + (N_x - 1))}{2M(N_x - 1)^2} \frac{1}{2\pi M^2 \tau_f^2}$ [14, eq.70]. To reduce the estimation error, Kalman filter is applied to track the frequency error making the frequency error variance equal to $\sigma_f^2 = \left(-q + q\sqrt{1 + 4\sigma_e^2}\right)/2$ where $q$ is the process variance, which can be calculated from the oscillator datasheet [15]. The phase can be estimated by correlating with the known phase preamble and then calculating arctan. The variance of this estimator is $\sigma_{ph}^2 = \frac{1}{2N_p \gamma_{preBF}} [16]$. As for the phase feedback, it is calculated by estimating the phase difference and its variance is given by $\sigma_{fb}^2 = \left(\frac{1}{N_b \gamma_{BF}} + \frac{1}{2N_p \gamma_{preBF}}\right)$. Substituting the previous equations in the definition of $\sigma_f^2$ yields an analytical expression for the combining phase error ($\sigma_f^2$) as a function of SNR and preamble lengths. This expression can be shown to be convex with respect to $N_{ZC}, N_{ph}, N_{fb}$. From these estimators, we can see as expected that longer preambles reduce the estimation errors. However, since the channel coherence time is limited, the BF overheads are assumed to upper bounded by $L$. To attain the maximum coherent BF gain for a fixed overhead, we need to design the preambles to minimize the combining phase errors, which can be performed using

$$\text{minimize}_{N_{ZC}, N_{ph}, N_{fb}} \sigma_f^2(N_{ZC} M, N_{ph}, N_{fb})$$

$$\text{subject to} \quad N_{ph}(N_{ZC} M, N_{ph}, N_{fb}), \quad N_{ZC}, N_{ph}, N_{fb} \in \mathbb{Z}^+, \quad N_{ZC} \geq 2$$

This problem is a convex mixed integer problem and can be solved using CVX with a mixed integer solver [17]. It can be argued that for this choice of estimators, the resulting combining phase error is zero mean Gaussian [12]. We want to relate this phase error to the BF gain.

C. Combining Beamforming Gain Distribution

Since the phase error is random, the resulting combining BF gain is also a random variable. Using their relation, we can derive the distribution of $G$.

Proposition 1: Assuming a zero mean Gaussian combining phase error having variance $\sigma_f^2$, for small $\sigma_f^2$ or for large $N$, the distribution of $G$ can be approximated by $N - X$, where $X$ is a random variable following the Gamma distribution $X \sim \Gamma(K, \theta)$ with $K = \frac{N(N-1)}{(1-e^{-\sigma_f^2})^2} + 2Ne^{-\sigma_f^2}$ and $\theta = \frac{1}{4}(1 - e^{-\sigma_f^2})(1 - e^{-\sigma_f^2})^2 + 2Ne^{-\sigma_f^2})$. This proposition is proved in [12]. The distribution of $G$ will be used to realize the required probability on the postBF SNR.

IV. Calculating the Maximum Range

To solve Problem (1)-(3), we use a graphical approach. We first plot the achievable BF gain realizing the desired probability at each preBF SNR. Then we determine the points where the preBF SNR and the BF gain meet or exceed the required postBF SNR. Among them, we choose the one having the smallest preBF SNR, which corresponds to the largest distance. First, we start by accounting for the required probability by rewriting (3) in terms of the CDF of $G$ denoted by $F$ as follows $F(G = G_{req}) \leq 1 - \min_P$, where $G_{req} = \frac{\gamma_{req}}{\gamma_{preBF}}$. This can be rewritten as $G_{1-min} \geq G_{req}$. The satisfaction of the last equation implies that the required post BF SNR is met at least with the required probability. We are interested in the smallest $G_{1-min}$ corresponding to the largest $d$, which satisfies this relation.

Both $G_{req}$ and $G_{1-min}$ are a function of $\gamma_{preBF}$. By definition, $G_{req}$ depends on $\gamma_{preBF}$. For $G_{1-min}$, since $F$ is the CDF of the Gamma random variable from Proposition 1 and its value depends on $N$ and $\sigma_f^2$, which in turn depends on the preBF SNR. Thus $G_{1-min}(\gamma_{preBF})$ is also a function of preBF SNR. To solve the problem, we plot both $G_{req}(\gamma_{preBF})$ and $G_{1-min}(\gamma_{preBF})$ as a function of $\gamma_{preBF}$. Then we find the smallest $\gamma_{preBF}$ satisfying the requirement.

V. Results

Unless otherwise stated, we consider $N = 6$ DBF radios, a maximum DBF overhead length of $L = 1000$ samples, and that the destination SNR is higher by $\Delta P = 15dB$. The payload length is $N_p = 5000$ and the guard times are chosen to make $t_c = 5000T_s$. The required SNR $\gamma_{req} = 5dB$ and must be satisfied by at least $p_{min} = 0.9$.

To calculate the maximum range, we start by plotting the total BF gain ($NG$) in dB as a function of preBF SNR for different $N$ in Fig. 24. Looking at the curve for $N = 16$ in red as an example, each point in the plot is obtained by optimizing the length of each preamble within the BF overhead by solving Problem (4). After optimizing and calculating $\sigma_f^2$ and using $N = 6$, we know the CDF of the Gamma random variable using Proposition 1 which we use to calculate $G_{1-min}$, then $NG_{1-min}$ is plotted in dB. These steps are repeated for every point to yield the red curve for $N = 16$. As expected, the smaller $\gamma_{preBF}$, the smaller the BF gains, which drop to zero below a certain values. For large $\gamma_{preBF}$, the coherent combining is almost perfect, and the curve starts to saturate with the whole $N^2$ BF gain. When plotted in dB, the constraint on the required BF gain ($NG_{req}$) becomes a straight line. The smaller the preBF SNR, the larger the required BF gain to meet the required SNR, and this shown for $\gamma_{req} = 5dB$ as the black line. All the points, where $NG_{1-min} \geq NG_{req}$ meet the required SNR, and the one corresponding to smallest $\gamma_{preBF}$ is the intersection between the two lines.

In Fig. 24, we plot $NG_{1-min}$ for different $N$. As $N$ increases, the maximum achievable BF gain ($N^2$) increases, which corresponds to the saturation value of the curves. The smallest $\gamma_{preBF}$ meeting the requirement for different $N$
Fig. 2: The relation of the pre-BF SNR and the BF gain as a function several parameters considering $\gamma_{req} = 5$ dB with $p_{min} = 0.9$.

Fig. 3: The max. communication range as a function of $N$.

corresponds to the intersection between the $NG_{1-pmin}$ colored lines and the $NG_{req}$ black line (which is equal to $\gamma_{req}$ and does not depend on $N$). We can see that as $N$ increases the improvement in the minimum SNR starts saturating. This occurs because the total BF overheads are fixed. Increasing $N$ makes the duration of the preambles shorter, which results in larger phase errors and limits the improvement from larger $N$. In Fig. 2b and 2c, we repeat the same steps for $N = 6$ and we increase the power of the destination ($\Delta P$) and the overhead lengths respectively ($L$). First notice that in both Figures, increasing either parameters has the same effect and only improves the BF gain at low SNR. At high SNR, the estimation is almost perfect and since $N$ is fixed, the maximum BF gain can not exceed $N^2$ regardless of $\Delta P$ or $L$. Increasing $\Delta P$ improves the SNR of signals sent from the destination (synch preamble and channel feedback) reducing the estimation errors. As for increasing $L$, it enables increasing the preamble length and thus also reduces the estimation errors.

To translate the minimum SNR to deployment distance ($d$), we consider a channel exponent $k = 2.3$, BF radios with $P_T = 0$ dBm with a 3dB noise figure, and a noise bandwidth of 1MHz. For different values of $N$, $L$, and $\Delta P$, we calculate the maximum $d$ by calculating the minimum SNR from the intersection between $NG_{1-pmin}$ and $NG_{req}$ as previously discussed and then calculate the corresponding distance from the path loss. The results are shown in Fig. 3 as a function of $N$ for different $L$ in dashed and $\Delta P$ in solid. In dotted, we show the ideal communication range calculated by assuming the full $N^2$ BF gain was achieved. First, notice that the attained range extension is well below the ideal specially at high $N$ (corresponding to large distances and low preBF SNRs) because of the estimation errors. As we increase $\Delta P$ or $L$, these errors decrease which can increase the communication range by up to 1.7x. Increasing $N$ as previously discussed increases the communication range, however, this increase has diminishing gains with $N$ because accommodating more signals within the limited BF overhead duration leads to even larger estimation errors. However, as we increase either $\Delta P$ or $L$, the range improvement caused a larger $N$ increases. This shows that just increasing $N$ might not be a good strategy for extending the range as the improvement in BF gains diminishes due to estimation errors. However, using longer overheads or increased destination power is important to counter the diminishing gains as $N$ increases.

VI. CONCLUSION

In this paper, for a destination-led DBF protocol, we calculated the maximum communication range realizing a desired post-BF SNR with a given probability. To calculate this maximum range, we analyzed and plotted the relation between the pre-BF SNR and BF gain, from which we determined the maximum distance meeting the requirements. The results show that at large distances, the synchronization and channel estimation errors dominate. In this regime, increasing the number of BF radios provides little improvement for the communication range. Reducing these errors by either increasing the duration of the preambles or increasing the destination power has a more significant impact and can lead to larger range extension.
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