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Abstract
Deep learning has gained huge traction in recent years because of its potential to make informed decisions. A large portion of today's deep learning systems are based on centralized servers and fall short in providing operational transparency, traceability, reliability, security, and trusted data provenance features. Also, training deep learning models by utilizing centralized data is vulnerable to the single point of failure problem. In this paper, we explore the importance of integrating blockchain technology with deep learning. We review the existing literature focused on the integration of blockchain with deep learning. We classify and categorize the literature by devising a thematic taxonomy based on seven parameters; namely, blockchain type, deep learning models, deep learning specific consensus protocols, application area, services, data types, and deployment goals. We provide insightful discussions on the state-of-the-art blockchain-based deep learning frameworks by highlighting their strengths and weaknesses. Furthermore, we compare the existing blockchain-based deep learning frameworks based on four parameters such as blockchain type, consensus protocol, deep learning method, and dataset. Finally, we present important research challenges which need to be addressed to develop highly trustworthy deep learning frameworks.
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1 Introduction
The potential of deep learning has been witnessed in almost all industrial sectors. For example, in the healthcare sector, deep learning models are used by physicians to correctly diagnose the disease of the patient from the symptoms. During the recent pandemic caused by the spread of coronavirus disease (COVID-19), deep learning models have been employed to predict the disease spread rate in a particular region and assist the authorities in managing the pandemic using the forecasted results [1–3]. Also, novel deep learning techniques have assisted health physicians in diagnosing COVID-19 patients using the dataset of CT and X-ray images [4, 5]. Apart from deep learning applications in the healthcare industry, it has been employed by security officers at airports to identify and verify banned items in passengers' luggage or safeguarding software from vulnerabilities [6–8]. Using biometric security and face recognition features, deep learning models can assist the authorities in recognizing any physical dangers in real-time. The efficacy and efficiency of a deep learning system basis on the quality of the data used during the model training phase [9]. The majority of the deep learning techniques have considered centralized storage and processing for training the model that is prone to a single point of failure and data alteration by the adversaries. Any alteration of the data used for deep learning operations can corrupt the training model. Blockchain is a decentralized technology that can efficiently handle data integrity, security, and confidentiality [2, 10, 11, 11]. The integration of blockchain with deep learning can bring several benefits, e.g., automated and trusted decision making, efficient data
market management, data security, better model building for prediction purposes, model sharing, and enhancement of the robustness of the deep learning-based systems.

The data collection stage which involves data acquisition, labeling, and improvement, is of utmost important as it can significantly affect the quality and performance of the developed deep learning models. Data collection ensures that large-sized, diverse, and high-quality training data is gathered from multiple sources to enable the training models to perform well on real-world testing data [9]. The model trained on a small amount of data is often overfit and offers limited performance on testing data [12, 13]. The quality of an algorithm is highly affected by the quality of the supplied data; hence models trained using high-quality data offer higher predictive accuracy. Figure 1 enlists important applications and benefits of deep learning techniques along with a description of the role of each application. The support of deep learning in image analysis and recognition, as highlighted in Fig. 1 enables identifying objects, humans, or any action in the image. Such image analysis techniques can be useful for detecting the number of faces in an image or locating the nearby area of an autonomous vehicle using image segmentation techniques. Similarly, voice recognition techniques are mostly used for controlling smartphones or smart homes by recognizing voice-based commands. Text prediction models are often used in web services to predict the text in received emails, summarize messages, or paraphrase essays. Not only is a prediction made, but the deep learning models are also capable of generating human-like text in online web services based on intelligent interpretation of the input data [14]. Apart from these primary benefits of deep learning, it has the potential in terms of efficient data processing for sensory data analytic and optical character recognition (OCR)-based applications. Traditional deep learning systems have leveraged cloud-based servers to store and manage large-sized data to train the algorithms. Cloud computing can speed up the training process of deep learning algorithms by leveraging clusters of GPUs and CPUs for quickly executing compute-intensive tasks [13, 15, 16]. For instance, in telehealth and telemedicine-based services, wearable devices can collect and transfer large-sized healthcare data to the cloud servers through a trusted edge server [2]. In the next phase, such healthcare data is analyzed on resource-rich cloud servers to identify the patterns in the data using deep learning models. However, many of the traditional systems are incapable to fully exploit their potential because of the hindrance created by centralized architecture that is followed by the existing systems. Furthermore, centralized-based data storage and processing raise the risk of a single point of failure problem. Since data has the utmost importance in a deep learning system, hence such data requires high protection against any external or internal attack. Furthermore, the data saved on a centralized system will be less reliable because it is susceptible to changes and fraud. Blockchain technology has the potential to efficiently handle the aforementioned problems caused by centralized-
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based data storage and processing. Blockchain is a revolutionary technology that maintains a shared ledger of data among participants in a decentralized network. It ensures that all ledger copies maintained by the participants are verified and proven consistent [3]. The differentiating features of blockchain assist in enhancing the robustness of the deep learning models by protecting the data against several types of attacks by adversaries. By design, blockchain represents a tamper-proof and tamper-resilient technology that assists in tracking the data to ensure that it has not been tampered with since its creation [3, 17, 18]. The main advantages of novel blockchain technologies include data immutability, transparency, security, provenance, traceability, and operational visibility, and such benefits are envisioned by the decentralized and Peer-to-Peer (P2P) architecture of blockchain. The business processes on the blockchain platform can be automated using self-executing smart contracts that eliminate the role of third parties in executing the services [19]. The smart contract enables the development of a cheap, swift, and reliable system for deep learning applications. The consensus algorithms implemented by the existing blockchain platforms ensure data integrity [18, 20-22]. Existing research works have employed private, public, and consortium blockchains to propose systems for various types of deep learning-based applications. Among these three categories, public blockchain platforms are vulnerable to inference attacks as transactions, pseudonymous addresses, and other user data are publicly available [3]. However, private and consortium platforms preserve data privacy in a much better way than public platforms.

Machine learning models are created, used, and trained by different entities. Blockchain technology enables establishing the provenance of machine learning models, thus leading to trusted Artificial Intelligence (AI) systems. Blockchain technology presents a robust system and can incentivize the participants who share their data (data trading) which is used to train machine learning models. Storing machine learning-related data on the blockchain network reduces the chances of errors in the model, as the blockchain network will not have duplicate, missing, or noisy data, which is a fundamental necessity for AI-based models. Combining the values of blockchain and machine learning techniques offers many benefits to the applications, such as data authenticity assurance, data usage management, audit trails, and introducing new values to the business processes through automation enabled by smart contracts. For instance, the machine learning models embedded in smart contracts can automatically recommend a request for authorities to recall expired medicines. Blockchain can capture the evolution of machine learning models as it progresses and records the various stages of the model during its creation, updating, or usage [23, 24]. More specifically, it assists in identifying the owner of the machine learning algorithms, datasets, the source of data, participants, the base model, and processes involved during model creation using the record of immutable transactions stored on the blockchain. The blockchain features such as consensus algorithm, data immutability, and cryptographic hash functions assure that attacks on AI models including data, model, and algorithm poisoning are not possible [24, 25]. Existing studies have thoroughly explored the role and applications of blockchain technology in AI-related domains. For instance, the studies discussed in [26] and [27] have briefly discussed the role of blockchain in AI and machine learning fields, respectively. To the best of our knowledge, there exists no survey/review article that has thoroughly explored the role of blockchain in the deep learning domain to date. To fill this research gap, we have thoroughly reviewed the literature to highlight the strengths and weaknesses in the existing frameworks. It has proposed a taxonomy to classify the literature based on a set of parameters. It has investigated the reviewed literature based on chosen parameters. Finally, open research challenges along with guidelines are presented. The key contributions of this paper are as follows:

- We devise a taxonomy to categorize and classify the existing literature related to blockchain-based deep learning frameworks based on seven important parameters.
- We present insights into the state-of-the-art blockchain-based deep learning frameworks by highlighting their strengths and weaknesses.
- We compare the blockchain-based deep learning frameworks based on important parameters.
- We discuss several research challenges that can affect the performance, accuracy, and prediction quality of existing blockchain-based deep learning frameworks.

Figure 2 presents an organogram to show the organization of the paper. Section 2 discusses the necessary background about blockchain and deep learning models. Section 3 presents and discusses a detailed taxonomy that classifies the existing literature into several categories. Section 4 provides a detailed insightful discussion about existing studies related to blockchain-assisted deep learning frameworks. Section 5 highlights and discusses several open challenges in this field of research. Finally, Sect. 6 concludes the paper.
2 Background

This section briefly discusses the key features of blockchain and deep learning and the benefits of integrating them in terms of data security, automatic decision making, and enhanced robustness.

2.1 Blockchain technology

Blockchain stores information in a way that makes it extremely difficult for hackers to change, manipulate, or delete data. By design, it is a decentralized technology that is based on P2P architecture for storing and processing transactions and data. It consists of many nodes which verify and store the transactions in the form of blocks. Each block in the chain stores a set of transactions and it is ensured that the existing blocks are correctly linked to the newly created block to form the chain of blocks. After adding the block to its local chain by a miner, the newly added block is propagated to all participating nodes to ensure data consistency [28, 29]. The decentralized consensus protocol ensures that the blockchain transactions are validated and agreed upon by the miner nodes. For instance, the Proof-of-work and Proof-of-Stake are consensus protocols implemented by many blockchain platforms and they can keep the blockchain secure from any internal or external data hacking attack. Smart contracts, which represent an electronic program, are another important feature of blockchain technology and executes only when predetermined criteria are met [3, 17, 30]. Smart contracts are aimed at reducing the risk and cost of businesses. The key characteristics and features of blockchain technology such as data immutability, smart contracts, consensus algorithms, and decentralization assist in improving business effectiveness [31]. Figure 3 presents an overview of the blockchain benefits that make it different from the other technologies.

Blockchain technology can assist in protecting the Electronic health records (EHR) and Personal health records (PHR) of patients. EHR and PHR systems contain information related to diagnoses, medications, allergies, ...
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medical disease history, test results, etc. EHR contains data about a patient from all clinicians, hospitals, test centers, laboratories, or other healthcare organizations. On the other hand, the PHR is a patient-centric system that is managed by patients in a controlled and private environment [17, 32]. It can ensure that the data is controlled and managed by patients, and it can be shared with other users in compliance with the patient’s consent management policy. The consent management policies are implemented through self-executing smart contracts. However, blockchain becomes a costly technology if appropriate techniques are not implemented to manage large-sized healthcare data [17, 32]. To take full advantage of blockchain in many healthcare applications, the pointers and linkers can play a valuable role to minimize the data size. In addition, decentralized storage systems are also capable to securely store large-sized data and avoid single-point-of-failure-related problems. The examples of most widely used decentralized storage systems in healthcare sector include InterPlanetary File System (IPFS) [33], Cassandra [34], SWARM [35], Storj [36], OrbitDB, and Skeps, to name a few [33].

2.2 Deep learning and federated learning

Deep learning encompasses inside AI and machine learning. In existing deep learning approaches, a model learns the latent space representation of the most basic form of data, i.e., images, text, and speech signals. Figure 4 shows the relationship between deep learning, AI, and machine learning. Deep learning allows the hardware to execute many applications with human-like accuracy or even in some cases the better accuracy than humans. To highlight the widespread applications of deep learning in different fields, image classification [37], object detection [38], self-driving cars [39], disease prediction [40], and voice control [41] are well-known use cases of deep learning techniques. The deep learning models are trained by using a large amount of labeled data.

The data representation techniques assist the machine learning algorithms in learning the globalized data sequences. Therefore, data quality plays a critical role, specifically in machine learning algorithms, to make the correct decisions using time series data. More specifically, if the data consists of inadequate descriptions, irrespective of how elaborate the algorithm is, the model will not perform well on such data. Hence, feature engineering is considered as it may assist the reconstruction of data by exploiting the sets of features from the raw data [43]. In the case of a deep learning algorithm, the models are intelligent and automatically extract the high-level latent space features from the basic form of the data. By design, the deep learning models consist of multiple layers. The lower-level layers are responsible for extracting lower-level features, while higher layers extract more abstract features from the input data. The number of layers in DL affects the accuracy and security.

Tuning the deep learning model’s hyper-parameters plays a critical role in achieving optimal performance for the given application [44, 45]. In terms of scalability, the important parameter to consider is the choice of network topology on which the model is deployed. For example, a deep learning model, instantiated within the client-server architecture, provides a scalable solution because the model is trained only at the server end, and each node will procure the trained model instance to perform its desired task [46]. Here, if the need arises to re-train (or fine-tune) the DL model, it can be effectively performed at the server end, and this newly tuned instance can be broadcast to each of the nodes within the network (by analyzing the blockchain timestamps) to perform the underlying job. Furthermore, deploying the model on the server end also provides ease in tuning the model’s intrinsic hyper-parameters (only once), which can then be generalized across the whole network. On the contrary, deploying the DL model in a peer-to-peer (P2P) network is not a very scalable solution because each node (within the network) will have to explicitly train/re-train its model instance to perform the desired task. This explicit re-training (or fine-tuning) process can be exhaustive (especially for performing a similar or inter-related task across each node)—also, it’s highly dependent on the computational capacity of each node.

Deep learning model analyzes the data patterns in the Internet traffic and learns from them to train a model to recognize cybersecurity threats. There are many types of security threats over the Internet that cybersecurity teams are facing nowadays. For instance, malware, data breaches, social engineering, phishing, Denial-of-service (DOS), and insider attacks steal the users’ private data for harmful purposes. Deep learning has the potential to combat the
aforementioned cybersecurity threats. It assists in detecting the intrusion in the system and preventing it from occurring in the future. Deep learning models analyze the data traffic and verify the transaction signatures to detect the intrusion. It immediately notifies the user about the intrusion detected (through blockchain smart contracts). Furthermore, deep learning models can recognize suspicious activities within the system based on the data traffic analysis to identify bad actors or malware. Natural Language Processing (NLP) which is one of the subtypes of deep learning detects social engineering-related data theft threats [47, 48].

Federated learning methods aim to address the data confidentiality and security challenges in deep learning methods. Data has become the new oil in the recent era owing to ongoing advancements in deep learning. It is forecasted that smartphone users will grow to 4.3 billion in number by the year 2023, and they will generate a huge amount of data [49]. This data can be gathered from powerful sensors such as GPS, cameras, and microphones. On the other hand, deep learning models require a large amount of data to update the models and optimize the user experience at the expense of data leakage and privacy issues. Federated learning (FL) [43] represents a system that does not rely on a central authority to collect and process the users’ data. Also, traditional systems require high bandwidth while uploading and downloading data to a central server for model generation. As a result, the central server suffers from a large communication overhead, thus necessitating the use of a decentralized server model to generate models in a resource-efficient way [50]. The unique characteristics of federated learning models have motivated several industries to employ federated learning-based systems for predictive text, voice recognition, cybersecurity threat identification, enhancement of the performance of devices in IoT applications, and disease diagnosis.

### 2.3 Blockchain-based deep learning

The re-usability and trusted sharing of deep learning models is an essential requirement that can be fulfilled by blockchain technology. Similarly, auditability, data verification, attestation of results, provenance, traceability of ownership, usage, and guarantee of fairness are the main motivations behind the integration of blockchain and deep learning [24]. Deep learning models are fed with a large data of diverse examples and such data is used by the models to learn the features and produce an output with probability vectors in place. Even though deep learning models perform exceptionally well on raw data, but the quality of the data still matters regarding the prediction for many real-world scenarios. The blockchain is a global database in which all network nodes can hold and exchange data in a manner that is decentralized and verifiable.

Table 1 summarizes some of the key features of blockchain and deep learning that assist in improving deep learning-based applications [26]. Figure 5 highlights the four key aspects, scenarios, and categories that take advantage of such integration. By design, blockchain is a fault-tolerant technology that secures the data, while deep learning focuses on utilizing such data to train the models and make accurate predictions. The data immutability feature of blockchain ensures that data leakage cannot happen, thus protecting the deep learning model or data against several types of attacks or data noise issues. As a result, the predictions made by such models are more trustworthy and accurate. The collaboration of blockchain and deep learning opens doors towards automation of several tasks where data requires careful handling and high security. Deep learning and blockchain together can provide a stable, permanent, and decentralized infrastructure for the critical data that deep learning-driven applications would acquire, process, and employ. The following is a summary of the benefits associated with the integration of blockchain technology with deep learning algorithms:

- **Data Security:** Being a decentralized technology, the information stored on the blockchain is highly secure. Private blockchain platforms are deployed for storing and processing private and confidential information. It is required to keep the private keys of the nodes secret as these keys can be the only way to access the blockchain data. Deep learning algorithms can run on stable data provided by the blockchain, thereby resulting in more trustworthy, accurate, and reliable decision-making [51].

- **Automatic Decision Making:** Blockchain is a well-known technology that processes transactions on a P2P basis. It makes it easy to verify the decisions made by the deep learning models through the traceability feature. It also ensures that the documents have not been tampered with during the human-assisted auditing phase [24, 52].

| Blockchain Feature | Deep Learning Feature | Potential Outcomes |
|--------------------|-----------------------|--------------------|
| Immutable          | Scalable              | Flexibility in learning strategies |
| Transparent        | Layered               | Collaborative model update |
| Integrity          | Resource intensive     | Enhanced scalability |
| Cybersecurity      | Data intensive         | Upgraded data security |

---
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• Cumulative Judgements: In many cases, the autonomous digital agent makes decisions based on the data gathered related to a particular scenario. Deep reinforcement learning and swarm robotics are examples of such agent-based decision-making system [53–55]. The voting-based approach can assist the robots to make decisions based on the data collected by swarm robotics on the blockchain.

• Enhanced Robustness: In few cases, the accuracy of decisions made by the deep learning models surpasses human-level accuracy. Hence, the highly accurate deep learning model increases the trust of the stakeholders in the decisions. Also, being backed by decentralized technology, the robustness of the deep learning-based system can be ensured. The integration of deep learning with blockchain can be valuable in business forums where the parties can work in a trust-less and automatic environment [56].

3 Taxonomy of blockchain-based deep learning frameworks

Automated decision-making, data security, accurate forecasting, efficient data market management, and enhancement of the robustness of the system are the key benefits that can be achieved through the unionization of blockchain and deep learning techniques. This section presents a thematic taxonomy to classify the existing literature related to the unionization of blockchain and deep learning techniques based on a set of parameters. The identified parameters as shown in Fig. 6 highlight the commonalities and differences among the state-of-the-art blockchain-based deep learning frameworks. Given below is a brief introduction to the selected parameters along with their technological details.

3.1 Blockchain type

This parameter classifies the existing studies into three categories based on the blockchain platforms selected by the existing blockchain-based deep learning frameworks. Many of the services and applications enabled by the deep learning methods have time-related constraints; therefore, the time-specific modalities of the blockchain assists in improving such services. Based on the design, characteristics, and policies, blockchain platforms considered by state-of-the-art deep learning frameworks can be classified into public, private, and Consortium/Federated categories as discussed below.

3.1.1 Public blockchain

The public blockchain platform leveraged by the existing blockchain-assisted deep learning frameworks allows permissionless or unrestricted access to the distributed ledger by the users or machine learning devices. Users access the ledger copy that is distributed among all nodes within the public blockchain network and performs transactions. Public blockchain platforms maintain transaction anonymity because of decentralized data storage and processing. Furthermore, public blockchain platforms are secure against several types of attacks; therefore, they assist the deep learning models in coming up with the correct and trustworthy results [28, 30, 57].
3.1.2 Private blockchain

The private blockchain platforms leveraged by the blockchain-assisted deep learning frameworks are controlled and managed by a single entity. The private platforms are permissioned where the authority lies within the controlling entity [58]. As the identities of the validators and nodes are known to the central authority, hence the private network requires relatively lesser complex mathematical calculations to verify the transactions. As a result, the private platform’s transaction execution speed is higher than the public platform.

3.1.3 Consortium/federated blockchain

Consortium blockchain platforms leveraged by the existing blockchain-assisted deep learning frameworks hold the characteristics of both private and public blockchain platforms. A consortium blockchain functions as a permissioned network and, multiple heterogeneous groups can have the authorization role, unlike private networks where a single authority is responsible for controlling and managing the network [59]. In general, anyone on the blockchain network can access the content on the blockchain, but only a limited authorized group of users can append the data to the ledger. Also, the transaction validation rate of consortium platforms is faster than public blockchain platforms.

3.2 Deep learning models

A deep learning model processes the collected data and makes patterns useful in decision-making in various use cases. Based on the configuration of neural network layers, the deep learning models used for decision-making in several applications areas are categorized into five major categories. Below is a brief overview of deep learning models that have used blockchain-based data to generate patterns and make decisions.

3.2.1 Convolution neural network

Convolution Neural Network (CNN) which is also known as ConvNet processes an image to identify the objects, assign weights to the objects, and classify them according to the context. It also enables detecting object instances in the processed image [60]. The existing blockchain-based deep learning frameworks have employed CNN to classify images, detect objects, and segment the instances in various use cases. The advantage of selecting CNN in blockchain-based studies is the minimum preprocessing time required by the algorithm because of choosing adaptable filters to determine the characteristics of the image.

3.2.2 Recurrent neural network

A CNN model outperforms on images data used as input. However, Recurrent Neural Network (RNN) uses sequential or time-series data to generate patterns [61]. The famous applications of RNN for blockchain-based solutions include voice or speech recognition, speech-to-text conversion, voice search, and natural language processing (NLP). Also, the input data is independent of each other in CNN; whereas, the previous inputs are linked and influence the output in RNN models. Long Short-Term Memory (LSTM) [62] and Gated Recurrent Units (GRU) [63] are upgraded versions of RNN to address the shortcoming of RNN and are widely employed for accurate forecasting.
3.2.3 Generative adversarial networks (GAN)

The generative model learns the patterns in an unsupervised manner and is capable of generating unique data. More specifically, it is a form of generative modeling that employs deep learning techniques such as convolutional neural networks. By design, the GAN model consists of a generator and a discriminator network. The generator is responsible for producing new examples, whereas the discriminator learns to classify the data as real or fake [64].

3.2.4 Deep reinforcement learning (DRL)

DRL is inspired by theories of human behavior that basis on behavioral ecology and enables expert systems to understand the data more precisely. Intelligent agents take actions in an environment consisting of DRL models to learn. Furthermore, agents are implicitly validated or penalized depending on their behavior. Behaviors that lead to the desired result are rewarded, thus termed as reinforced learning-based model [65].

3.2.5 Geometric deep learning

It is a deep learning variant that focuses on developing neural networks that basis on non-euclidean data [66]. A graph is a specific example of non-euclidean data. The data modeling can be done with fewer efforts and resources while using graph-based data. The graphs are input to the geometric deep learning models rather than the data in the traditional form to generic neural networks. In a nutshell, geometric deep learning has the potential to extract more fine granular details from the data.

3.3 Deep learning specific consensus protocols

DL-specific consensus algorithms are aimed at minimizing the convergence time of the consensus process in validating the transactions and assisting the agents in multiagent-based systems to reach an agreement while using minimal resources. The traditional consensus algorithms such as PoW are slow and less energy efficient. The existing blockchain-based studies have proposed various DL-specific algorithms such as BlockML, Committee algorithm, WekaCoin, and Proof-of-learning consensus algorithms. These algorithms are briefly discussed below.

3.3.1 BlockML

The BlockML protocol aims at minimizing the compute-intensive operations in the neural network’s training phase using a supervised approach [67]. Unlike the existing systems (e.g., [68]), BlockML forces the miners to solve a task using the same type of input data and generates a competitive model. The suppliers and training data are the vital components in the BlockML architecture. Suppliers are those entities that publish a machine learning task, reward, test data, hash, and training data to IPFS. Once the model training by the miners has been completed, miners immediately publish the results on the blockchain, and the supplier releases the test dataset on IPFS. Based on the model results generated for the test data, the miners fetch the competing solution and the highest-ranked solution is considered the winner. The block of the successful miner will be appended to the blockchain.

3.3.2 Committee consensus mechanism

The consensus algorithm in this category updates the global model using the federated learning-based approach. The Committee consensus mechanism (CCM) updates the model locally and then adds it to the blockchain [69]. The blockchain part of federated learning is divided into two parts. The first part of the blockchain stores the randomly initialized model at the time of system initialization. The second part of the blockchain is responsible to store the model updates generated by the participating nodes in the federated learning-based systems. These nodes essentially obtain the model present in the blockchain and undergo the training locally. Afterward, the local gradient is verified and added to the new block; hence, the blocks continue to grow in number.

3.3.3 WekaCoin

WekaCoin is a cryptocurrency that provides a decentralized database of machine learning models which are publicly accessible. The block of WekaCoin holds three items such as transactions, the hash of the previous block, and the information about the machine learning contest used to verify the block in the previous iteration. By registering a model transaction on the chain, the newly created model can be uploaded to the WekaCoin network [70]. The deep learning model trainers only store the hash value of their models at this point. Deep learning model trainers publish their models to IPFS once the test data is available. The advantage of this approach is the minimum energy requirement as only relevant tasks are solved by miners, the development of a library of machine learning algorithms, and datasets that are publicly available.

3.3.4 Proof-of-learning

The proof-of-learning algorithm practices a nonconvex optimization approach of potentially large-sized neural networks and exhibits NP-hardness characteristics because...
of computational complexity in solving the asymmetry challenge. In this system, a Secure mapping layer (SML) is introduced for tamper prevention [71]. In the Proof-of-learning algorithm, the consensus nodes provide the processing power and strive to train the model for the issued task. Once a model has been created that fulfills the minimal training exactness, the successful miner broadcasts the new block and declares its success.

3.4 Application areas

This parameter specifies the key application areas that are focused on by the state-of-the-art blockchain-assisted machine learning frameworks to ensure data integrity. The main categories include healthcare, IoVs, traffic management, and safety and protection.

3.4.1 Healthcare

Healthcare is another field in which patient data is of extreme importance. The healthcare data that comprises clinicians reviewing images and scans is used for research purposes for training deep learning models for the prediction of communicable and non-communicable diseases such as COVID-19 and cancer, identifying new ways of diagnosing illness, improving the quality of healthcare services, and improving clinical trials [2]. The healthcare data consists of records related to the diseases, disease symptoms, and medical profile of the patient that assist the deep learning models in predicting the medical condition of a future patient. The high security and precision of such healthcare data is the utmost requirement of the healthcare industry as it directly affects human life. Storing such data on centralized systems makes them vulnerable to attacks. Hence, blockchain technology, in this case, can play a vital role in preserving all the data as it is inherently decentralized and provides a solution to data security threats. Blockchain assures that the data is safe from any planned or accidental loss.

3.4.2 Internet of vehicles

The rise in the popularity of the Internet of Things (IoT) as an instrumentation technology for vehicles has rapidly increased the networking capabilities of existing devices [72]. The vehicles in modern transportation systems are usually equipped with devices, sensors, and intelligent software to get connected and exchange data with each other. By introducing blockchain on the Internet of Vehicles (IoV) network, the data can be securely shared among the entities as highlighted in Fig. 7 [73]. The V2V communication mode of intelligent transportation systems enables a vehicle to share data about a vehicle’s position, speed, congested route, heading angle, and road state with other vehicles. The vehicles make different decisions, such as optimal route finding based on such data. The V2I model enables vehicles to share the captured data with roadside units, such as RFID readers and cameras, lane markers, and streetlights, to improve public safety, efficiency, and convenience [74].

3.4.3 Traffic management

Road congestion is one of the biggest issues in urban areas and can result in large financial and ecological losses due to increased carbon dioxide emissions [75, 76]. One of the most widely used approaches for forecasting traffic intensity using real-time data is crowdsourcing. However, current crowdsourcing models are impractical due to centralized-based data storage and human safety concerns.

3.4.4 Safety and protection

Blockchain technology is well-known and practicable in various fields due to the security feature it provides in the terms of the immutability of the data. The differentiating features of blockchain technology and decentralized data storage characteristics can assist in securing various application areas. However, the 51% attack on the blockchain that can affect data integrity is still possible [77]. Data can be protected from such attacks using machine learning approaches. Signatures represent the malicious code’s fingerprint and aid in detecting and identifying malware.

3.5 Services

This parameter highlights the primary service of blockchain-based deep learning solutions targeting various application areas such as healthcare, vehicular communication, and IoT. Existing approaches aim for many objectives including privacy preservation, traffic violation prediction, anomaly detection, cellular traffic management, and forking prevention.

3.5.1 Privacy preservation

Privacy protection assures that the data about an entity cannot be disrupted or viewed by unauthorized users. Blockchain technology has the potential to preserve the privacy of the data used in deep learning models [78]. Privacy protection can be ensured through proxy re-encryption and highly profound data encryption schemes.
3.5.2 Violation prediction

Traffic violations can be of many types including speeding, driving while intoxicated, illegal lane changes, or failure to stop at a red light. The blockchain and deep learning amalgam play a key role in predicting the violations made by the drivers. For instance, the deep learning-based classifier can use highly secure blockchain data to predict traffic incidents [79]. Such data can be immutably recorded on the blockchain and can be used by the roadways department for road network planning, insurance companies for damage assessment, and law enforcement agencies for lawmaking.

3.5.3 Anomaly detection

Anomaly detection deals with the identification of data that deviates from normal behavior. Based on blockchain-based data and transactions, the encoder-decoder network in deep learning can learn the normal behavior of a real-world phenomenon [80]. It can immediately detect an anomaly based on the analysis of data. Furthermore, such anomalies can be distinguished by the model as well.

3.5.4 Data traffic management

Predicting data traffic using deep learning methods in cellular networks can improve the reliability and efficiency of the network. The current 4G LTE systems can be configured to the blockchain-based cellular network by customizing the access points as blockchain nodes to manage the cellular traffic. Every newly created block can be transmitted to all nodes of the blockchain called Block-chain-radio access network (B-RAN) [81].

3.5.5 Forking prevention

Forking refers to the blockchain state where the ledger is divided into two potential paths or a situation where more than two blocks have the same block height. Blockchain and federated learning models can prevent forking by enabling the miners to verify the blocks correctly. For instance, by broadcasting an acknowledgment signal in blockchain-assisted deep learning models, the occurrence of forking can be prevented successfully [82]. On receiving the acknowledgment signal from all the miners, the generated block is considered valid.

3.5.6 EHR forecasting

EHR refers to the digital version of the patient-related data such as lab results, medical history, allergies, and prescribed medicines. Usually, patients use an open framework to regulate, manage, and share their medical data with family, friends, and physicians. Data integrity, data protection, and secrecy are all major concerns in such a setting. EHR forecasting using deep learning techniques assist in predicting health situations in a particular region and facilitating health care service in that region [83].

3.6 Data types

The attributes of this parameter define the type of data that can be accepted and processed by the deep learning models backed by innovative blockchain technology. The deep learning models supported by blockchain, in general, take data in the form of images and text.

3.6.1 Image data

CNN accepts the image as an input and extracts deep and shallow features to classify the data. Storing and protecting...
the images used by the CNN models for training purposes by employing blockchain can increase the trust of users on data [84]. To optimally utilize the capacity of the ledger, blockchain can store an immutable hash of the data stored on a third-party storage system such as IPFS. In this way, the data can be tracked via the immutable hash of the images stored on the blockchain.

3.6.2 Textual data

Textual data requires less storage capacity compared to image data. However, such data need to be optimally stored on the blockchain to ensure platform scalability. Most deep learning-based systems have considered textual data for traffic or disease prediction.

3.7 Deployment goal

Operational auditability, data verification, attestation of results, provenance, traceability of ownership, usage, and guarantee of fairness can be achieved by integrating blockchain and deep learning [24]. The deployment goal parameter highlights the main services that can be achieved by converging blockchain and deep learning technology. The main goals include model provenance and decision-making.

3.7.1 Trusted AI models

Blockchain technology assists in establishing the data provenance of the deep learning models used by various industries for data classification and prediction. The predicted results generated by the trusted AI models are highly reliable and correct. The model provenance enabled by blockchain technology can assist in verifying the trustworthiness of a deep learning model.

3.7.2 AI decisions sharing

Blockchain technology assists to securely share the data between the untrusted participants. The AI decision-sharing parameter describes the predictions made by the AI models based on time series data and secure sharing of the prediction among the potentially untrusted participants. For instance, in IoV, the AI model can identify a road accident and share this information with all the other vehicles registered to the network to avoid traffic congestion.

4 Blockchain-based deep learning frameworks

This section presents a detailed review of state-of-the-art blockchain-based deep learning solutions for various application areas. It compares existing blockchain-based deep learning framework schemes based on parameters selected from the literature.

4.1 Review of blockchain-based deep learning frameworks

This subsection presents a review of existing blockchain-based deep learning frameworks mainly targeting healthcare, vehicular networks, cellular traffic management, and blockchain safety and protection from adversarial attacks.

Data analysis The patient-centric data management and resource-friendly design of deep learning models has become an essential element particularly in pharmacogenomics research. The work discussed in [85] has proposed a decentralized system that provides pharmacogenomics data to deep learning models to predict ovarian cancer. The blockchain platform is used for sharing healthcare data, patient records, and ovarian cancer predictions made by the model with the participating organizations. The authors of the proposed research have validated their methods by comparing them with the CRYPTO++ standards. These standards are helpful to evaluate the schemes based on the amount of time it takes to encrypt and decrypt data. However, the proposed model has been tested using a small number of examples per class and makes predictions for unseen data belonging to the learned classes.

Provenance data for AI models An AI model can lead to erroneous or misleading results particularly when the source of the employed deep learning model is unverifiable or unknown. For instance, a deep learning model can be fed with poisoned data to compromise the malware detection functionality of the malware detection model. By tracking and tracing the data related to the history of an AI model ranging from its creation, the data used in training, the owner of the model, and the processes involved during model creation can assist in protecting the model from several data positioning attacks. Additionally, the availability of verifiable training data significantly increases the trust of the users in the AI models. The study presented in [24] has proposed a blockchain-based architecture for maintaining provenance data for AI models. The main classes implemented by the proposed system to generate highly trusted AI models include participants, datasets, models, operations, and compute pipelines or projects. The record of immutable transactions stored on the blockchain...
has assisted the users in successfully maintaining the data provenance of the generated AI models.

**Model prediction** In the healthcare field, cross-institutional health data sharing for research purposes is indispensable. It is invaluable to assure full compliance with the health data sharing rules defined by the regularities for data privacy and security preservation. Ensuring the security of the data is one of the main challenges faced by the healthcare industry. The study discussed in [68] has highlighted the importance of sharing deep learning models between the peers of the blockchain network instead of sharing data to preserve data privacy and confidentiality. The study has proposed a novel consensus algorithm called proof of information [68], which is well suited for healthcare model prediction. The proposed study has employed an incremental federated learning model for implementation purposes. The incremental learning approach trains the model using a single dataset in the first round. The second round considers a new dataset that belongs to a similar class but different unseen examples. The errors are calculated for each model trained by each member and the model with the least error is broadcasted to all participants. Finally, through blockchain, all participants receive this model as it exhibits least errors as the latest model.

**Data filtration** Deep learning methods are highly capable of accurately predicting the causes or sources of disease and ensures that high-quality data is used during the training process. In the research work proposed by Zheng et al. [86], a deep learning technique supported by immutable blockchain technology is employed to classify healthcare data into high-quality and low-quality classes and aligning such data with certified consumers. It was noticed that the majority of healthcare data comes from wearable devices at a continuous dynamic rate; such datasets can be highly valuable to build disease prediction models. The proposed study has mainly focused on dynamic data as this type of data is easily accessible via wearable devices. Sophisticated machine learning techniques are used to analyze the trend in the accumulated data to ensure the validity of data with high-performance validation patterns. The proposed study has assured that data is collected from a reliable device to build deep learning models.

**Disease classification** Deep learning models are famous for their feature extraction abilities and can play an important role in future medical research. Deep learning can analyze medical images like X-rays, MRI scans, CT scans, etc., and determine any health risks and flag anomalies in the CT scan images. Deep learning approaches are being utilized to predict various diseases such as pneumonia [87], multi-retinal disease, class imbalance in coronary heart disease, and cardiovascular disease [88–90]. Juneja et al. [91] have employed blockchain platform to train the deep learning models to classify arrhythmia disease. Arrhythmia is a disease related to irregularities in the heartbeat of the patient. In a study proposed in [91], two-layered stacked denoising auto-encoders (SDA) are used to extract the features and to detect anomalous heartbeats during the first phase. Furthermore, the SDA is retrained in the testing phase as well to control the false-positive rate in the output classification. The data gathered after retraining can be stored in the hardware and can be accessed by using the pointers that are stored in a time-stamped ledger.

**Combined cooperative positioning** A Global positioning system (GPS) is the most widely used system that assists in tracking and tracing vehicles. The issues in GPS-based vehicle position estimation include errors in range estimation, wrong installation, a low battery of GPS enabled devices, and impossible vehicle lane-level navigation. A cooperative positioning approach that aims at optimizing the GPS-based position estimation is useful to improve the lane-level vehicle positioning accuracy [92]. The cooperative positioning approach suggested in [92] involves a blockchain-based system for combining cooperative positioning (CP) with the IoV to increase GPS data validity and consistency. Through decentralized blockchain technology, data can be efficiently and securely shared among the vehicles that are part of the vehicular network. The cooperative vehicles in a vehicular network can share the trained deep learning models to estimate the error in vehicle estimated position. The vehicles can evaluate the relatively accurate location based on the traffic sign and share the updated model with other vehicles. The proposed study overlooked the cost and security analysis to highlight the feasibility of their proposed research.

**Crowdsensing** In a traditional vehicle-to-vehicle (V2V) communication network, the data privacy of the participating vehicles can be affected by the centralized-based data storage and processing. To ensure that the vehicle exchanges data in a trustworthy way, blockchain proves to be a viable solution. The work presented in [93] has proposed a blockchain-based system to handle the network latency in centralized systems. The proposed research has also solved data protection problems in the vehicular crowdsensing frameworks by employing 5G-enabled IoV [93]. A deep reinforcement learning-based algorithm has been used to deal with block mining in blockchain networks. The system consists of a registration authority that authenticates and authorizes the roadside units, which acts as the miner nodes within the blockchain network. The vehicles that are involved in data exchange are also registered to the blockchain networks. The participating entities collect the data and share it with the group head who is responsible for refining the data and transferring it to the server via base stations.
Errors reporting As discussed in [92], GPS-based techniques do not provide high lane-level positioning accuracy for vehicles. To handle this issue, Li et al. [94] proposed an edge and deep learning-based error sharing framework to improve the accuracy of position estimation of vehicles. The proposed study has also secured the data published by participants by employing a blockchain platform for vehicle position error reporting and sharing. In the proposed framework, the evolution of positioning error is evaluated using the deep learning-based prediction model. The role of blockchain was limited to a trusted bridge between the existing vehicles and edge computing nodes. Furthermore, the deep neural network-based error correction protocol was deployed on the edge server to exploit the low latency and higher computing capacity of edge servers while training the deep learning model. To reduce the block confirmation time, the proposed study has employed a delegated proof-of-stake (DPoS) consensus algorithm instead of PoW which is resource unfriendly by design.

Crowdsourcing The researchers in [95] have employed a crowdsourcing technique that uses a blockchain network to identify and report an unwanted situation that occurred on the road such as road jamming due to vehicle accidents. The proposed system has employed a smart contract that enables vehicles to register and leave the network freely and anytime. The proposed system has chosen a proof-of-authority consensus algorithm for data validation while considering the resource constraint nature of participating entities/devices. On encountering an unwanted incident on the road, the user can employ the DAApp interface to report the event to the blockchain. Furthermore, to assure that the same participants do not transfer the same data to the blockchain for economic rewards, only the first participant who shares the information about the jammed route can receive tokens as a reward. It encourages users to exchange information quickly to claim the rewards. The proposed study has used LSTM to predict the likelihood of traffic jams at a specific moment, location, and point.

Traffic flow prediction: Federated learning is a decentralized machine learning approach that trains an algorithm on various devices that have local data samples. A Federated learning network supported by blockchain technology ensures the preservation of the privacy of the client data. Blockchain has a vital role to play in such systems to ensure that the malicious participant cannot share the false update; thus, the efficacy of the global model cannot be compromised. Also, the federated learning framework supported by blockchain enhances the accuracy in traffic flow prediction and improves traffic management with enhanced user security and privacy. The researchers utilized this technology along with Gated Recurrent Unit (GRU) neural network to process live traffic data for improved traffic management. A consortium blockchain is used to keep the distributed ledger running by employing a small number of preselected miners [96].

Computations offloading Mobile edge-cloud computation offloading (MECCO) [101] presents a viable solution to overcome the challenges related to resource limitation of mobile devices by identifying and offloading resource-intensive tasks of an application to the mobile edge-servers. Although MECCO has significantly augmented mobile battery lifetime, preserving the privacy and security of the traffic data is overlooked [102]. As a result, the MECCO can be fully exposed to a variety of risks and attacks. Nguyen et al. [99] has proposed a blockchain and deep reinforcement learning-based solution to handle the security and privacy challenges in the MECCO system. The proposed system has employed blockchain-based smart contracts to increase trust among participants of the edge-cloud computing network.

Channel protection Singh et al. [98] has proposed a blockchain and deep learning-based approach that has implemented Zero Knowledge Proof (ZKP) for validating the registered machines. The proposed method registers the machines such as a drone and verifies them using ZKP before the transactions from such machines can be granted. The proposed study selects a miner node using a novel selection algorithm that involves a deep Boltzmann machine. The blockchain assures that data integrity will not be compromised during device-to-anything (D2X) communication. Also, ZKP-based validation assists in limiting the chances of network hacking by malicious drones. In the proposed study, at the time of machine registration, the role of each drone like the ordinary drone or miner drone is explicitly mentioned. In a nutshell, the proposed research has produced a model for safe device-to-device (D2D) and D2X communications.

Utility-based blockchain security The deep learning model can assist in safeguarding the blockchain from several types of attacks by adversaries. In decentralized technology, a double-spending problem that represents a flaw in existing cryptocurrency systems can occur, and it can enable the user to spend the same token two times. According to Rosenfeld’s [103] model, the number of verification required to keep the attacker’s effectiveness in double-spending below 10%, 1%, and 0.1% is 2, 4, and 6, respectively. In [100], a utility function-based approach has been proposed, in which utility function is calculated based on the value of the product or service being traded against the cryptocurrency [100]. The evaluation of such a utility function depends on the utilization of smart systems to infer the value of the product or service. Relying on the cost of the commodity/service, this utility feature will influence the attacker’s decision regarding attacking the blockchain. This utility function once fed into machine
learning-based classification algorithms can assist in determining whether or not an intrusion is likely to occur.

As discussed in this section, it can be comprehended that the majority of the deep learning systems utilize blockchains for secure storage of data and easy accessibility. Contrarily, some of the methods discussed the employment of deep learning models to protect the blockchain from foreign attacks.

Figure 8 discusses a federated learning-based system\cite{24, 25} that securely shares the models constructed by the devices based on the local data. Federated learning is a decentralized type of machine learning. In a traditional machine learning approach, the data is captured at a centralized device and used to learn and train the models. However, storing data on centralized devices affects the users’ data privacy. Federated learning is a decentralized approach that allows users to train their models locally using private data, thus preserving data privacy. After training the model locally, the training results (not data) are shared by each participating device with the centralized coordinator to update the global model. The centralized coordinator will now update its central machine learning model based on the training results shared by each device. This central machine learning model is represented as a global updated model in figure 8. This global model can be accessed by the participating devices. The role of blockchain in this scenario is to coordinate between participants to share the local and global models. Figure 9 shows a high-level design of a blockchain, deep learning, and IPFS-based system that can automate healthcare, telecommunication, and transportation management services.

4.2 Comparison of existing frameworks

This subsection compares existing blockchain-based deep learning frameworks based on several parameters. The main parameters that are considered for the analysis include solution category, blockchain type, consensus approach, deep learning methods, data set used by the deep learning model, study strengths, and limitations. Table 2 compares the research works discussed above in different categories where deep learning and blockchain are playing their part.

The majority of the literature related to blockchain-assisted machine learning frameworks have considered healthcare, the IoV, cellular traffic management, and blockchain safety and protection fields. The frameworks discussed in \cite{68, 85, 86} focused on creating machine learning-based models for disease prediction and data filtration in the healthcare industry. However, the frameworks discussed in \cite{92, 93, 94} have focused on employing machine learning-based models and blockchain technology for position estimation and error reporting for vehicles that are part of the established IoV. The works discussed in \cite{95, 96} have focused on employing...
machine learning-based models and blockchain technology for cellular traffic management.

Among [68, 85], and [86] frameworks, the study discussed in [86] has considered LSTM deep learning model; whereas [85] and [68] has considered one-shot learning with Siamese neural network and incremental learning, respectively. Moreover, the frameworks discussed in [85] and [86] have selected the human protein atlas and EHR based data set for model training purposes, respectively. Among [92, 93], and [94] studies, the work discussed in [92] has considered Deep Boltzmann Machine deep learning models. On the other hand, [92] has considered DNN and Reinforcement learning deep learning model. The MIT-BIH database dataset is considered for model training in [92]. The work discussed in [95] and [96] has considered custom datasets for model training purposes. Also, [95] and [96] has followed CNN and DNN deep learning models for data classification.

The existing frameworks have implemented various services related to privacy prevention, violation prediction, anomaly detection, forking prevention, and EHR forecasting in healthcare, cellular data traffic, and vehicular communication networks [68, 85, 86, 92, 94, 95]. In a vehicular communication network, blockchain can be useful to securely share the decision made by an AI model such as road accident detection or traffic jamming with the authorized participating entities. Such data is useful to efficiently manage road traffic by evenly distributing the traffic on the roads [104]. In comparison to the works presented in [68, 85, 86, 92, 94], and [95], the work presented in [24] has discussed how blockchain platforms can be fully adopted to verify the genuineness of an AI model based on the model provenance data. The data about the AI models stored on the blockchain in [24] includes training datasets, training results, model owner credentials, the source of data, and participants.

5 Research challenges and opportunities

This section briefly discusses several research challenges and opportunities regarding the integration with deep learning and blockchain technology. The major issues that hinder the successful integration of these technologies include platform scalability, assurance of secure data exchange, transaction execution latency, platform interoperability support, the large volume of data collected from sensors and wearable devices, secure economical models, and computationally expensive consensus protocols. In the following section, the aforementioned challenges and opportunities are discussed.

5.1 Platform scalability

A major issue faced by architects designing deep learning applications is the availability of multiple variants and configurations of blockchain technology. A scalable blockchain platform can efficiently handle the large volume and velocity of transactions generated by diverse users. A sizeable blockchain network would necessitate a
comparable amount of accounts to implement deep learning-based services targeting healthcare [68], road traffic jam [95], and traffic management in cellular networks. The deployment of blockchain on such a massive scale will lead to several problems mainly related to demand of users for internet connectivity, data velocity, speed, and volume of transactions generated by participants. Considering the storage and computational requirements of the ever-growing blockchain ledger, the number of blocks and transactions to be added to the blockchain must be reduced considerably to satisfy the anticipated requests by the users. To carefully handle the scalability challenges of existing blockchain platforms, the compression algorithms having lightweight design, high compression ratio, and resource inexpensive nature should be integrated into the existing blockchain-assisted deep learning solutions [105]. However, many of the current compression algorithms are unable to fully provide the appropriate ratio necessary to bring down the economic cost of the large-scale deployment to provide deep learning-based services using blockchain.

| Category                        | Blockchain type | Consensus protocol          | Deep learning method       | Dataset used  | Study strengths                                                                 | Study limitations                                      |
|---------------------------------|-----------------|-----------------------------|----------------------------|---------------|--------------------------------------------------------------------------------|--------------------------------------------------------|
| Ovarian cancer prediction [85]  | N/A             | N/A                         | One-shot Learning          | Human Protein Atlas | Requires less training time as only one example per class is required         | Performance is not as good as DNN                      |
| Data exchange [68]              | Private         | Proof-of-Information        | Incremental Learning       | N/A           | The considered model can learn new classes on a pre-trained network           | Possibility of happening of catastrophic forgetting    |
| EHR prediction [97]             | N/A             | N/A                         | LSTM                       | EHR-based dataset | Superior performance on sequential data                                      | Longer training time and excessive memory requirement  |
| Arrhythmia classification [91]  | N/A             | N/A                         | SDA+ Sigmoid               | MIT-BIH Dataset | Deals well with noise and random variations in the data                       | Requires large amount of data for better results       |
| Miner Node Selection [98]      | N/A             | Zero-Knowledge Proof        | Deep Boltzmann Machine     | N/A           | Data labelling is not required                                                | Expensive in terms of memory and CPU cycles            |
| Communication security [99]    | Private         | N/A                         | DNN+ Reinforcement Learning| N/A           | Implemented method can solve complex problems that conventional methods cannot | Not suitable for simple problems                        |
| Securing blockchain [100]       | N/A             | Proof-of-Work               | N/A                        | Game Theory-based Utility Function | Data is fully secured                                                        | This approach is not practical                         |
| Traffic jam prediction [95]    | Public          | Proof-of-Authority          | ANN+LSTM                    | Historic Traffic Data + Custom Dataset | ANN are fault tolerant as information is distributed over all the nodes       | Black box behavior makes it impossible to develop a relation between dependent and independent variables |
| Traffic flow prediction [96]   | Consortium      | Delegated PBFT              | GRU                        | N/A           | Lesser expensive in terms of memory requirement as compared to LSTM          | Lesser learning ability compared to LSTM               |
| Incident prediction [81]       | N/A             | N/A                         | CNN                        | Custom Dataset | Excellent feature extraction capability and computationally efficient solution | Large dataset is required for training and noise in data can cause misclassification |
| GPS correction [94]            | Public          | Delegated PoS               | DNN                        | Custom Dataset | Reduced need of feature engineering                                            | Not prone to data redundancy and inconsistency         |

Table 2 A comparison and analysis of state-of-the-art blockchain-based deep learning frameworks
5.2 Data validity and secure sharing

Data sharing between the participants of the healthcare industry such as doctors, patients, and nurses can be kept anonymous owing to state-of-the-art encryption and decryption techniques implemented by private blockchain platforms. With the exponential rise of IoT and wearable devices in healthcare and vehicular networks, consumers are greatly concerned about data privacy, security, and confidentiality. A multi-layer blockchain architecture that supports data fusion and allows advanced analytical authentication for user groups can assist in securely sharing data between the participants. Moreover, during the recent pandemic caused by COVID-19, the verification and secure sharing of immunity passports [2, 106, 107] between the participants of the healthcare industry for developing a viable, secure, and fault-tolerant solution.

5.3 Structural enhancement and storage capacity

Deep learning is regarded as a resource expensive and data-intensive approach that assists in solving various real-world problems. Blockchain technology aims to ensure that the data stored on it is highly secure, immutable, verifiable, transparent, and visible to the authorized stakeholders. The deep learning-based approach which can systematically evaluate the performance of blockchain platforms is economically desirable. Such an approach can provide a means to analyze the current structure of the blockchain for possible structural enhancement. Deep learning algorithms not only solve the real-world object detection and classification problems in various domains, but these models can also provide a way to compress the data with a higher compression ratio [105, 109, 110]. However, blockchain represents an ever-growing ledger as new blocks keep on adding to the existing network. As the size of the blockchain increases, the efficiency of the network is profoundly affected. Deep learning approaches can be employed for compressing the data as well as assisting in minimizing the redundant data. Since data stored on the blockchain is permanent, hence, the growing size of the ledger is a big concern and needs to be addressed properly.

5.4 Platform throughput and latency

Blockchain latency and throughput are important performance metrics that have a significant impact on the tasks’ quality of service (QoS) [111]. In the blockchain, latency is the time taken by the network to verify and execute a transaction in order to store it on the ledger. In the deep learning context, latency refers to the amount of time required by the model to process a single data unit. High transaction execution latency is one of the major research challenges that should be addressed properly as it can affect the performance of processes that require quick decision-making. For example, in the vehicular network, the decision-making of vehicles requires fast transaction processing to minimize traffic jams or accidents. Forking [112] is another problem that occurs frequently as a result of long block propagation delays between miners. Blockchain throughput refers to the number of transactions executed in a unit of time. Every blockchain platform offers different transaction execution throughput and latency. For instance, the Ethereum blockchain platform offers a throughput of 16.5 transactions per second [17, 30]. On the other hand, private blockchain platforms such as Hyperledger Fabric can execute several thousand transactions in one second. Blockchain platforms with high throughput are more suitable for deep learning-based applications. A private blockchain network is more centralized and comprises a limited number of nodes that are distributed locally, so private platforms are much faster than public platforms. The consensus protocols implemented by the public platforms are one of the main reasons for the low transaction execution speed on the public blockchain platforms.

5.5 Cryptocurrencies, deep learning-based consensus protocols, and regulations

The cryptocurrency represents a virtual currency that cannot be double-spent or counterfeited due to blockchain
network decentralization and data security that is ensured using encryption and decryption techniques which are based on one-way hashing functions. In comparison to conventional physical currencies, cryptocurrency is a decentralized token that is not regulated by any government agency. Due to the unlimited advantages of cryptocurrency, it has become an investment option similar to the stock exchange. Supervised deep learning models can be used to predict the future of cryptocurrencies. A few studies [113–115] have employed machine learning and deep reinforcement learning techniques to predict the price of crypto. However, due to the technical incompetence of deep learning models in text classification and prediction, the majority of the deep learning models remain imperfect and do not provide fruitful results. Hence, there is a potential research gap in the field of crypto price prediction that can be fulfilled using deep learning-based models. Moreover, many deep learning applications require the models to make quick predictions as the lag in the outcome may cause unwanted consequences. Currently, the generic blockchain consensus algorithms require time on the scale of seconds [116]. Deep learning-specific consensus protocols can be designed based on the proofs related to the quality of the data, optimization techniques, nature of the learning models, and total convergence time of the model. Lack of standards and regulatory frameworks is another challenge to the existing blockchain technology and it affects blockchain adaptability to deep learning frameworks [2, 3, 3]. Extensive research is needed in this direction to propose standards and regulatory frameworks for blockchain technology.

5.6 High-speed computing/storage devices and platform interoperability

Every node in a blockchain network maintains an up-to-date copy of the ledger, thereby enabling fault tolerance in the system. The escalating storage requirements of blockchain nodes can affect the scalability of the blockchain network. The leveraging of centralized-based high-speed data storage and processing devices can lead to several security concerns. The potential of such high-speed storage devices can be exploited when they are employed as blockchain nodes. However, this method is not economically feasible due to high configuration cost of nodes. Also, the failure of centralized storage devices can lead to the breakdown of the deep learning services. The spike in management costs and complicity is another downside of using external high-speed storage devices. Distributed file system such as IPFS [33] or Swarm [35] provides a decentralized storage system, but the sensitive data can be compromised as data on such storage systems are available to the public. However, the encryption-decryption methodology can be used for storing the perceptive information, which comes at the cost of enhanced delays. The interoperable blockchain platforms enable the participants of healthcare and vehicular communication networks to share data and information uninterruptedly, securely, quickly, and seamlessly [2, 32]. The platform interoperability is affected by many factors such as the choice of blockchain-supported languages, consensus protocols, cryptographic hashing algorithms, and the type of data being used by the participants.

5.7 Secure economical models

The emerging deep learning models have shown unlimited opportunities and potential in various fields due to technological advancements in existing computing technologies and storage systems. More specifically, in the healthcare sector, deep learning models are used to classify normal patients from unhealthy ones or predict the spread of a disease in a particular community or region. On the other hand, blockchain technology is employed for ensuring data security and integrity. In a network of vehicles, the smart vehicles which are equipped with deep learning models can share the data with the neighboring vehicles using blockchain to avoid traffic-jamming-related issues [117]. However, such models have shown limitations in terms of high cost and less resource efficiency. Currently, existing deep learning models require high-performing computing devices for training purposes [118]; and, the blockchain is an expensive storage medium. More research is needed to propose cost-efficient, resource-friendly, fast, and high-performance-based blockchain-assisted deep learning frameworks.

6 Conclusion

In this paper, we have reviewed the state-of-the-art blockchain-based deep learning frameworks. We presented the key features of blockchain and deep learning along with a detailed discussion on the benefits resulted from their integration. The successful integration of deep learning with blockchain can facilitate in terms of data security and privacy to the existing systems and enhance the QoS in several applications mainly related to healthcare, blockchain security, data traffic management, and vehicular communication in urban areas. We devised a taxonomy to categorize the reported literature in several categories based on seven parameters such as blockchain type, deep learning models, deep learning specific consensus protocols, services, application areas, deployment goals, and data types. The critical aspects of existing blockchain-based deep learning frameworks are analyzed through a
A comprehensive analysis of the reported frameworks. Finally, we identified and discussed several technological and social challenges and barriers that require further research to unlock the full potential of blockchain in deep learning-based systems. Our concluding remarks along with the key recommendations include:

- Data traceability, immutability, and integrity features of blockchain technology can assist in identifying the volume and type of data collected to train deep learning models. However, the existing blockchain-based systems are incapable of efficiently handling data quality problems, particularly in the healthcare and transportation industries.

- The key performance metrics such as system throughput, execution latency, and block propagation time, data volume, conflicting interests of participants, and smart contract vulnerabilities can significantly impact the effectiveness of existing blockchain-based deep learning systems.

- Private blockchain platforms ensure data privacy through private channels and access control policies. However, public blockchain platforms are prone to data privacy leakage problems because they have a zero-access control policy. Public blockchain platforms can successfully capture the evolution of deep learning models as it progresses and records the model state during its creation, updating, or usage stages.

- The efficiency of blockchain-based applications is highly affected by increasing the size of the blockchain network. Deep learning approaches can be employed for compressing the data as well as minimizing the redundant data.
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