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Abstract

A hyperbolic space has been shown to be more capable of modeling complex networks than a Euclidean space. This paper proposes an explicit update rule along geodesics in a hyperbolic space. The convergence of our algorithm is theoretically guaranteed, and the convergence rate is better than the conventional Euclidean gradient descent algorithm. Moreover, our algorithm avoids the “bias” problem of existing methods using the Riemannian gradient. Experimental results demonstrate the good performance of our algorithm in the Poincaré embeddings of knowledge base data.

1 Introduction

1.1 Background

Hyperbolic space is attracting increasing attention in graph embeddings, and has many applications in the field of networks[15][8][6][13], graph theory[2], and visualization[16][25]. Recently, Nickel and Kiela [18] proposed Poincaré embeddings, an algorithm that embeds the nodes \( V \) in a graph \( G = (V, E) \) into a \( d \)-dimensional hyperbolic space \( \mathbb{H}^d \). The Poincaré embeddings learn a map \( V \ni p \mapsto \bar{p} \in \mathbb{H}^d \) by minimizing the loss function below:

\[
\mathcal{L} \left( \{ \bar{p} \}_{p \in V} \right) := -\sum_{p \in V} \sum_{q \in \mathcal{N}(p)} \log \frac{\exp \left( -\Delta (\bar{p}, \bar{q}) \right)}{\sum_{r \in \mathcal{N}^c(p)} \exp \left( -\Delta (\bar{p}, \bar{r}) \right)},
\]

where \( \mathcal{N}(p) := \{ q \mid (p, q) \in E \} \) denotes the neighborhood of \( p \), and \( \mathcal{N}^c(p) := V \setminus \mathcal{N}(p) \) denotes its complement. The minimization shortens the distance \( \Delta (\bar{p}, \bar{q}) \) for \( (p, q) \in E \), and lengthens the distance \( \Delta (\bar{p}, \bar{r}) \) for \( (p, r) \notin E \). Thus, the embeddings convert the graph-form-data into vector-form-data, which is applicable for many machine learning methods, without loss of the structure of the graph. The experimental result in [18] demonstrated the larger representation capacity of \( \mathbb{H}^d \) than the \( d \)-dimensional Euclidean space \( \mathbb{R}^d \).

The loss function (1) of the Poincaré embeddings consists of the distance in \( \mathbb{H}^d \), and its optimization can be interpreted as an optimization problem in \( \mathbb{H}^d \). Nickel and Kiela [18] focused on this fact, and used Riemannian gradients instead of Euclidean gradients. Their method can be interpreted as a
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stochastic version of the natural gradient method \cite{4}. All that the natural gradient method requires is the (stochastic) gradients of the function, and thus, it works well even when the number of parameters is very large. However, its update rule is a move along a "line", in the sense of Euclidean geometry, not a move along a geodesic, or the shortest path in $\mathbb{H}^d$. On the other hand, in the field of Riemannian manifold optimization, good update properties along a geodesic have been shown in terms of the conditions for convergence \cite{28,9} and convergence rate \cite{27,28}. In this paper, we call updates along a geodesic geodesic update. In general, obtaining a geodesic update in closed form or with small computational complexity is difficult, and no practical algorithm realizing geodesic update in $\mathbb{H}^d$ has been proposed, to the best of our knowledge. The purpose of this paper is the embodiment of the geodesic update in $\mathbb{H}^d$.

1.2 Contribution of This Paper

We consider general loss functions, ones that consist of the distance in $\mathbb{H}^d$. Let $\mathcal{P}, \mathcal{P}' \subset \mathbb{H}^d$ be finite sets of points in $\mathbb{H}^d$, and let $\mathcal{P}' \subset \mathcal{P}$. The loss functions that we consider can be written as follows:

$$L \left( \{ \bar{p} \}_{\bar{p} \in \mathcal{P}' \} \right) := \tilde{L} \left( \{ \Delta (\bar{p}, \bar{q}) \}_{(\bar{p}, \bar{q}) \in \mathcal{P} \times \mathcal{P}} \right). \tag{2}$$

Note that (2) includes the loss function (1) of Poincaré embeddings as a special case. We consider the optimization of the (2) using its gradients only, because when the number of parameters is large, it is not realistic to obtain information other than its gradient. We make the following contributions to solving this problem:

a) Derivation of Exponential Map Algorithm and Embodiment of Geodesic Update  

It is necessary to calculate the exponential map in order to realize a geodesic update. The exponential map is a map that maps a point along a geodesic. This paper proposes a numerically stable and computationally cheap algorithm to calculate the exponential map in $\mathbb{H}^d$. This algorithm realizes the geodesic update in $\mathbb{H}^d$, which is a special case of the Riemannian gradient descent in \cite{28}.

b) Theoretical Comparison against Euclidean Gradient Descent and Natural Gradient Method

This paper discusses the theoretical advantages of our update algorithm against the Euclidean gradient update and the natural gradient update. We observe that the square distance in $\mathbb{H}^d$ has worse smoothness as a function in $\mathbb{R}^d$ than as a function in $\mathbb{H}^d$. This fact strongly supports the geodesic update against the Euclidean gradient, because the smoothness of the function directly affects the convergence rate. We also suggest that the natural gradient method has a "bias" problem, and does not approach the optimum. These problems require the natural gradient method to work with a small learning rate, which leads to slow optimization. Our geodesic update avoids these problems and is stable.

We provide a thorough quantitative analysis on the advantages of our algorithm through the barycenter problem. The barycenter problem in Riemannian manifolds is attracting growing interest recently \cite{3,5}. Numerical experiments on the barycenter problem and Poincaré embeddings also show the stability of our method and tolerability to a large learning rate, and the instability of the Euclidean update and the natural gradient update.

1.3 Related Work

Riemannian optimization is widely applied, for example, in covariance estimation \cite{24}, in calculating the Karcher mean of symmetric positive definite matrices \cite{7}, in signal processing or image processing\cite{10,20}, and in statistics \cite{4}. The theoretical aspects of Riemannian optimization have also been well studied, for example in \cite{1}. Most of the algorithms in \cite{1} use retraction, a map that approximates the exponential map (a map along a geodesic), instead of calculating the exponential map or geodesics directly.

The geodesic optimization algorithm in a Riemannian manifold is a developing field from both the theoretical and practical aspects. Zhang and Sra \cite{28} analyzed the convergence rate of geodesic update algorithms under some conditions, and numerically showed its performance on the Karcher mean problem of positive semidefinite(PSD) matrices. Though we have difficulty in calculating a geodesic in general, the idea of coordinate descent is applied to the Lie group of orthogonal matrices \cite{23} and achieves certain results. Our method can be thought of as a significant branch of such a practical algorithm.
Stochastic methods using the exponential map have been also studied. Bonnabel [9] analyzed the Riemannian stochastic gradient descent (RSGD), which combines the stochastic gradient descent and retraction in a Riemannian manifold. A variance reduced Riemannian stochastic gradient method was proposed by Zhang et al. [27]. Calculating the exponential map, which our algorithm facilitates in a hyperbolic space, is a fundamental component of these stochastic methods.

2 Hyperbolic Space and its Geodesics

In this section, we introduce a hyperbolic space and its geometry. Although a hyperbolic space is defined as "Riemannian manifold"[14], and is well studied in mathematics[21], we do not explain the general theory of Riemannian geometry. Instead, we introduce minimal geometrical notions, sufficient to deal with a hyperbolic space.

2.1 Disk Model of Hyperbolic space

(The Poincaré disk model of) a hyperbolic space \( \mathbb{H}^d = (D^d, H) \) consists of a disk \( D^d = \{ \vec{p} = (p^1, p^2, \ldots, p^d) \in \mathbb{R}^d | |\vec{p}| < \ell \} \) and a matrix-valued function \( H : D^d \ni \vec{p} \mapsto H(\vec{p}) := H_{\vec{p}} := \left( \frac{2}{|\vec{p}|^2} \right)^2 I_d \), called the metric of \( \mathbb{H}^d \). Here, \( I_d \) is a unit matrix of size \( d \). The boundary \( \partial D^d \) is called the ideal boundary.

**Definition 1.** The tangent space \( \mathbb{T}^d_\vec{p} \) of \( \mathbb{H}^d \), denoted by \( T_{\vec{p}}\mathbb{H}^d \), is a set of vectors whose foot is at \( \vec{p} \). A vector field \( X \) is a function that maps \( \vec{p} \in \mathbb{H}^d \) to a corresponding tangent vector \( X_{\vec{p}} \in T_{\vec{p}}\mathbb{H}^d \).

The metric plays a role as the ruler to measure the magnitude of a tangent vector. In a hyperbolic space, the magnitude \( ||v|| \) of a tangent vector \( v \in T_{\vec{p}}\mathbb{H}^d \) is calculated by \( ||v|| := \sqrt{v^\top H \vec{p} v} \).

Notice that a vector on a manifold can be identified with a directional differential operator to a function, or more intuitively, an infinitesimal piece of the curve. Therefore, the derivative of a function \( f \) along a vector \( v \) is defined, which is denoted by \( v f \), indicating an infinitely small change of \( f \) in the direction of \( v \).

**Definition 2.** The gradient vector field \( \text{grad} \ f \) of a smooth function \( f : \mathbb{H}^d \to \mathbb{R} \) is defined as \( (\text{grad} \ f)_{\vec{p}} := H_{\vec{p}}^{-1} \nabla f \), where \( \nabla f := (\partial_1 f, \ldots, \partial_d f) \top := (\frac{\partial f}{\partial p^1}, \ldots, \frac{\partial f}{\partial p^d}) \top \).

This definition is modified for \( \mathbb{H}^d \). The gradient vector field can be defined for any functions on general Riemannian manifolds, and the general definition coincides with the ordinary gradient vector field in case of \( \mathbb{R}^d \). Using the gradient vector field of \( f \), one can define "the gradient flow" of \( f \). The value of the function increases along the gradient flow. Therefore, in optimization, it is ideal to calculate the (negative) gradient flow, but this is impossible in most cases. For this reason, we try to approximate the gradient flow by some means.

2.2 Geodesics and the Exponential Map

Although we need some mathematical preliminaries if we want to state the definition of geodesics, in case of a hyperbolic space, we can use a simple characterization that a geodesic is a minimizing curve. A smooth map \( \gamma : I \to \mathbb{H}^d \) defined on an interval \( I \subset \mathbb{R} \) is called a curve on \( \mathbb{H}^d \). The length \( L(\gamma) \) of a curve \( \gamma : (a, b) \to \mathbb{H}^d \) is defined by \( L(\gamma) := \int_a^b ||d\gamma/dt|| \ dt \). This definition is a natural extension of the length of a curve in \( \mathbb{R}^d \).

**Definition 3.** Let \( \vec{p}, \vec{q} \in \mathbb{H}^d \). The shortest curve between \( \vec{p} \) and \( \vec{q} \) is called the geodesic from \( \vec{p} \) to \( \vec{q} \).

A hyperbolic space is known to be "geodesically complete," i.e., there exists a unique geodesic that connects between two arbitrary points in \( \mathbb{H}^d \). Although it is theoretically standard to define a geodesic using the "Levi-Civita connection," the two definitions are equivalent in the case of \( \mathbb{H}^d \).

Mathematically speaking, a geodesic is characterized by an ordinary differential equation system called "geodesic equations." Therefore, if the initial point \( x \in M \) and the tangent vector \( v \in T_{\vec{p}}M \) are given, there exists a unique geodesic \( \gamma_v \), which satisfies \( \gamma_v(0) = \vec{p} \) and \( \gamma_v(0) = v \). Moreover, given a function \( f : M \to \mathbb{R} \), one can prove that the geodesic \( \gamma_v \) is a first-order approximation of
a gradient flow if $v$ comes from the gradient vector field $\nabla f$. Therefore, we aim to optimize a function $f$ along geodesics; in other words, we try to calculate the "exponential map."

**Definition 4.** The exponential map at $\vec{p}$ is defined by $\text{Exp}_\vec{p}(v) := \gamma_v(1)$.

The exponential map moves a point along a geodesic, with an equal distance to the magnitude of the input tangent vector. To construct an algorithm along a geodesic, it is sufficient to solve the geodesic equations to obtain the geodesic $\gamma(t)$ and substitute $t = 1$. This is, in general, undesirable due to the difficulty in solving geodesic equations. One of our significant contributions is overcoming this difficulty in the case of hyperbolic spaces, which will be discussed in the following section.

### 2.3 Difficulties in Calculating the Exponential Map

One might think that we should try to solve geodesic equations in order to obtain a geodesic or an exponential map in a hyperbolic space. However, this type of strategy does not work. Although one can derive the explicit form of the geodesic equations by direct calculation, the result will obtain a variable-coefficient nonlinear differential equation system.

It is indeed difficult to solve the equations of geodesics directly and obtain an explicit form of geodesics, but an implicit form of geodesics in a hyperbolic space is given based on the properties of the isometry group in the disk model of a hyperbolic space. In other words, the properties of the isometry group give us the following characteristics of the geodesics in a hyperbolic space, which are sufficient to determine a geodesic:

**Lemma 1.** In the disk model of a hyperbolic space, (i) a curve is a geodesic if and only if it is a segment of a circle or line which intersects with the ideal boundary at right angles, and (ii) the distance between $\vec{p}, \vec{q} \in D^d$ is given by

$$\Delta(\vec{p}, \vec{q}) = \arccosh \left(1 + \frac{\ell^2|\vec{p} - \vec{q}|^2}{(\ell^2 - |\vec{p}|^2)(\ell^2 - |\vec{q}|^2)}\right).$$

For a proof, see p.126 and p.123 of [21].

### 2.4 Explicit form of Exponential Map

In the following discussion, we obtain an explicit form of geodesics and exponential maps using the characteristics of geodesics. Suppose that we are given a smooth function $f : \mathbb{H}^d \rightarrow \mathbb{R}$ and considering the optimization problem of $f$. Our aim is to derive an explicit form of $\text{Exp}_\vec{p}(-\delta)$, given a point $\vec{p} \in \mathbb{H}^d$ and the gradient $\delta = (\nabla f)_{\vec{p}} = H_{\vec{p}}^{-1}\delta \in T_{\vec{p}}\mathbb{H}^d$, where $\delta$ denotes the directional derivatives $\delta := \partial f = (\partial_1 f, \partial_2 f, \cdots, \partial_d f)^T$ of $f$. Since geodesics are only circles that intersect with $\mathbb{H}^d$ at right angles, we can explicitly calculate the exponential map given a tangent vector using an elementary geometry. The naive way to numerically obtain the exponential map is to obtain the orthonormal bases $\{\vec{E}_x, \vec{E}_y\}$ of the plane spanned by $\vec{p}$ and $\delta$, and calculate the intersection of the two “circles” (the geodesic and equidistance curve). Thus, if $\vec{p}$ and $\delta$ are linearly independent, we can obtain the following form:

$$\text{Exp}_\vec{p}(-\delta) - \vec{p} = x\vec{E}_x + y\vec{E}_y,$$

where $x$ and $y$ depend on $\vec{p}$ and $\delta$. See the supplementary material for the specific form.

However, this kind of formula does not work in numerical experiments. When $\vec{p}$ and $\delta$ are almost linearly dependent, the orthonormal bases $\{\vec{E}_x, \vec{E}_y\}$ are numerically unstable. Moreover, in this situation, the radius of the geodesic circle is close to infinity and it also causes numerical instability in obtaining the geodesic circle explicitly. We can avoid these problems by arranging (4) so that it is tolerant to limit operation, to obtain the following theorem. Let $\text{sign}$ denote the cardinal sine function.

**Theorem 1.** Let $\delta := H_{\vec{p}}\delta$, $\Delta := \delta^\top H_{\vec{p}}^{-1}\delta$, $\rho := |\vec{p}| := \sqrt{\sum_{i=1}^d (p_i)^2}$, $F := \delta \cdot \vec{p} := \sum_{i=1}^d \delta_i p_i$, and $\Lambda := \text{cosh} \Delta - 1$. Then,

$$\text{Exp}_\vec{p}(-\delta) - \vec{p} = \left(h^2 k\xi = \left(\frac{2h^2 Fk^2\xi^2}{1 + \sqrt{1 - 4p^2\Lambda^2 + 4F^2k^2\xi^2}}\right)\delta + \frac{2h^2\Lambda^2\xi^2}{1 + \sqrt{1 - 4p^2\Lambda^2 + 4F^2k^2\xi^2}}\vec{p}\right).$$


Theorem 1 is equal to that of the natural gradient update. We notice that this definition is an extension of the standard definition of strongly convexity. This setting is popular in the optimization of Riemannian manifolds.

\[ h^2 := \ell^2 - p^2, \quad z^2 := 2\ell^2 + A(\ell^2 + p^2) - 2F^2k^2, \quad k := \frac{h^2}{2\ell \cosh \Delta + 1 \sinc \frac{\Delta}{\sqrt{1-\pi}}}, \quad (6) \]

and

\[ \xi = \frac{-Fk [z^2 - 2Ap^2 + 2F^2k^2] - z^2 \sqrt{z^2 - Ap^2 + 2F^2k^2}}{4p^2AF^2k^2 - 4F^4k^4 + z^4}. \quad (7) \]

Remark 1. The unstable parts in (4) are reduced to the sinc function in Theorem (2). Therefore, computation of the intermediate variables in Theorem (7) are stable with stable implementation of the sinc function. For the same reason, Theorem (4) is applicable even if \( \bar{p} \) and \( \delta \) are linearly dependent.

Remark 2. The computational cost of the formula in Theorem (2) with respect to dimensionality \( d \) is \( O(d) \), which has the same order as that of the gradient calculation. Hence, the computational cost in Theorem (4) is equal to that of the natural gradient update (2) up to a constant factor.

See the supplementary material for a proof. Using Theorem (1) we can realize the Riemannian gradient descent (28) in a hyperbolic space. The right pseudo-code and figure in (1) show the algorithm. Here, the robustness of Theorem (1) to the linear dependency of \( \bar{p} \) and \( \delta \) is important, because \( \delta \) is very small in the gradient descent setting.

3 Theoretical Analysis

In this section, we discuss the theoretical advantage of our method against the Euclidean gradient update and the natural gradient update, shown in the left and center of Figure (1). For simplicity, we assume that the radius of the disk model \( \ell \) is 1 in this section.

3.1 Comparison with Euclidean Gradient

In this subsection, we compare our exponential map method and the Euclidean gradient descent method. To compare the rate of convergence, we mainly consider \( \mu \)-strongly and \( L \)-smooth function. This setting is popular in the optimization of Riemannian manifolds.

Definition 5. A function \( f : \mathbb{H}^d \rightarrow \mathbb{R} \) is called \( H_\rho \)-geodesically \( \mu \)-strongly convex if \( |f(\exp_\rho(v)) - f(\bar{p}) - v^\top H_\rho(\text{grad } f)_{\bar{p}}| \geq \frac{\mu}{2} \|v\|^2 \) holds for any \( \bar{p} \in \mathbb{H}^d \) and \( v \in T_{\bar{p}}\mathbb{H}^d \). \( f \) is called \( H_\rho \)-geodesically \( L \)-smooth if \( |f(\exp_\rho(v)) - f(\bar{p}) - v^\top H_\rho(\text{grad } f)_{\bar{p}}| \leq \frac{L}{2} \|v\|^2 \) holds for any \( \bar{p} \in \mathbb{H}^d \) and \( v \in T_{\bar{p}}\mathbb{H}^d \).

We notice that this definition is an extension of the standard definition of strongly convexity or smoothness on \( \mathbb{R}^d \). (28) showed that for a geodesically \( \mu \)-convex \( L \)-smooth function, the geodesic update converges with rate \( O((1 - \frac{L}{\mu})^t) \). Note that \( \mu \) and \( L \) depend on the metric; in other words, the metric determines the convergence rate. The following example shows that the geodesic update, the method based on the hyperbolic metric can have a significant advantage than the Euclidean gradient update, the method based on the Euclidean metric, when we consider a function of the hyperbolic distance.

3.1.1 Example: Barycenter problem

In this subsection, as an example of our theoretical analysis, we focus on the barycenter problem, or Karcher mean problem. The barycenter problem corresponds to the numerator of (1), but is easier to analyze. Moreover, the problem itself is interesting in terms of embeddings because the barycenter can be interpreted as the conceptional center of entities. We show that the barycenter problem can be solved with an exponential rate. Let \( \bar{q}_1, \cdots, \bar{q}_n \in \mathbb{H}^d \). The barycenter problem is to calculate

\[ \bar{p}_{\text{opt}} \in \arg\min_{\bar{p} \in \mathbb{H}^d} \frac{1}{n} \sum_i \Delta^2(\bar{p}, \bar{q}_i). \quad (8) \]

First, we focus on the squared distance.

Proposition 1. Let \( K \subseteq \mathbb{H}^d \) be a compact set that includes the origin, and \( f(\bar{p}) := \Delta^2(0, \bar{p}) \). Then \( f \) is \( H_\rho \)-geodesically \( I \)-strongly convex and \( \max_{\bar{p} \in K} \Delta(0, \bar{p}) \coth \Delta(0, \bar{p}) \)-smooth.
This proposition shows that the smoothness \( L \) of a squared distance is almost proportional to the distance \( \Delta(0, \bar{p}) \) if we take account of the Riemannian structure. On the other hand, \( L \) is larger than \( e^{\Delta(0, \bar{p})} \) if we forget the structure.

The objective function of \( \hat{f} \) is known to be 1-strongly convex. Although the squared distance is not \( L \)-smooth in general setting, we can find a compact set \( K \) in which the generated sequence remains, and restriction of \( f(\bar{p}) = \frac{1}{n} \sum \Delta^2(\bar{p}, \bar{q}_i) \) to \( K \) is \( L \)-smooth for a sufficiently large \( L \). To prove the smoothness of \( \hat{f} \), we again take advantage of the Riemannian hessian.

Lemma 2. Let \( K \subseteq \mathbb{H}^d \) be a compact set, \( k_1 = \max_{\bar{p} \in K} \{ \Delta(0, \bar{r}) \} \), and \( k_2 = \max_i \{ \Delta(0, \bar{q}_i) \} \). Then, the function \( K \ni \bar{p} \rightarrow \frac{1}{n} \sum \Delta^2(\bar{p}, \bar{q}_i) \) is \((k_1 + k_2 + 1)\)-smooth.

Theorem 2. Let \( \bar{p}_{0} \) be an initial point and \( D = \max \{ \Delta(0, \bar{p}_{0}), k_2 \} \). Then, the sequence \( \{ \bar{p}_i \} \) generated with constant step size \( \eta = 1/(2D + 1) \) remains inside the compact set \( K_D = \{ \bar{r} \in \mathbb{H}^d | \Delta(0, \bar{r}) \leq D \} \), and satisfies \( f(\bar{p}_i) - f(\bar{p}_{opt}) \leq (1 - \varepsilon)^{i-2} D, \) where \( \varepsilon = \min \{ 1/(D \coth D), 1/(2D + 1) \} \).

On the other hand, the following proposition holds with respect to the (hyperbolic) squared distance in terms of the Euclidean metric:

Proposition 2. Let \( f(\bar{p}) = \Delta^2(0, \bar{p}) \). If we regard \( f \) as a function from \( \mathbb{R}^d \) to \( \mathbb{R} \), \( f \) is 8-strongly convex and \( \max_{\bar{p} \in K} (\cosh(\Delta(0, \bar{p})) - 1) \frac{4\Delta(0, \bar{p}) + 1/p^2}{1 - p^2} \)-smooth.

Therefore, the ratio \( \frac{\mu}{\varepsilon} \) of \( \hat{f} \) can be much worse, when we forget the Riemannian structure. These fact give the geodesic update a significant advantage against the Euclidean gradient descent.

3.2 "Bias" Problem of Natural Gradient Method

The so-called "natural gradient" method is widely used in Riemannian optimization problems. These methods use Riemannian gradient vectors instead of Euclidean gradient vectors. However, the natural gradient does not use geodesics, but updates by simply adding a gradient vector to the original point. See Figure 1 (center). Notice that we cannot add a point and a tangent vector without embedding a manifold to some Euclidean space. Although the natural gradient update approximates the geodesic update with a low learning rate, the difference between them is significant with high learning rate. Moreover, we can conclude that the natural gradient does not converge to an optimal point, even in quite a simple situation. To show this, we work on the following question.

Problem 1. Let \( \mathbb{H}^1 = \{ \bar{p} \in \mathbb{R} | \|\bar{p}\| < 1 \} \) be a disk model of 1-dim hyperbolic space and \( \varepsilon \in (0, 1) \). We are given \( \bar{q}_0 = 0 \in \mathbb{H}^1 \) and \( \bar{q}_1 = 1 - \varepsilon \in \mathbb{H}^1 \). Solve the barycenter problem, i.e., calculate \( \arg \min_{\bar{p}} \Delta^2(\bar{p}, \bar{q}_0) + \Delta^2(\bar{p}, \bar{q}_1) \).

Intuitively, the answer must be a "hyperbolic middle point," in other words, the optimal point must satisfy \( 2 \Delta(0, \bar{p}_{opt}) = \Delta(0, 1 - \varepsilon) \). This intuition is correct. Put \( f_0 = \frac{1}{2} \Delta^2(\bar{p}, \bar{q}_0) \) and \( f_1 = \frac{1}{2} \Delta^2(\bar{p}, \bar{q}_1) \). Now, suppose we are trying to solve this example question via the natural gradient method and geodesic method in figure 1. The oracle \( \nabla_t \) is \( \partial f_0 \) or \( \partial f_1 \), with probability 1/2 each. According to the theorem below, the expected variation from the optimal point is 0 in the geodesic case, and is not 0 in the natural gradient case. This shows that our method is balanced at the optimal, while the natural gradient is biased.

Theorem 3. Put \( \bar{p}_1 := \exp_{\bar{p}_{opt}}(-\eta \nabla f_0) \) and \( \bar{p}_r := \exp_{\bar{p}_{opt}}(-\eta \nabla f_1) \). Then, \( \Delta(\bar{p}_{opt}, \bar{p}_1) = \Delta(\bar{p}_{opt}, \bar{p}_r) \).

Theorem 4. Put \( \bar{r}_1 := \bar{p}_{opt} - \eta \nabla f_0 \) and \( \bar{r}_r := \bar{p}_{opt} - \eta \nabla f_1 \). Then, \( \Delta(\bar{p}_{opt}, \bar{r}_1) < \Delta(\bar{p}_{opt}, \bar{r}_r) \).

We can prove the former theorem from the properties of the exponential map, and for the latter part, we explicitly calculate the coordinate of \( \bar{r}_1 \) and \( \bar{r}_r \), as

\[ \bar{r}_1 = \bar{p}_{opt} - \eta \frac{\sqrt{1 - |\bar{p}_{opt}|^2}}{2} f(\bar{p}_{opt}), \bar{r}_r = \bar{p}_{opt} + \eta \frac{\sqrt{1 - |\bar{p}_{opt}|^2}}{2} [f(1 - \varepsilon) - f(\bar{p}_{opt})], \]

and comparing them with \( \bar{p}_1 \) and \( \bar{p}_r \) leads to this theorem. See the supplementary material for a complete proof.
Algorithm 1 Euclidean GU
\[
\vec{p}^{(0)} \leftarrow \vec{p}_{\text{initial}} \\
\text{for } t = 0, 1, \ldots, T - 1 \text{ do} \\
\quad \delta^{(t)} \leftarrow \nabla f(\vec{p}^{(t)}) \\
\quad \delta^{(t)} \leftarrow \tilde{\nabla} \nabla_t \vec{p}^{(t+1)} \leftarrow \vec{p}^{(t)} - \eta_t \delta^{(t)} \\
\text{end for} \\
\text{return } \vec{p}^{(T)}
\]

Algorithm 2 Natural GU
\[
\vec{p}^{(0)} \leftarrow \vec{p}_{\text{initial}} \\
\text{for } t = 0, 1, \ldots, T - 1 \text{ do} \\
\quad \delta^{(t)} \leftarrow \nabla f(\vec{p}^{(t)}) \\
\quad \delta^{(t)} \leftarrow \tilde{\nabla} \nabla_t \\
\quad d^{(t)} \leftarrow H^{-1} \delta^{(t)} \\
\quad \vec{p}^{(t+1)} \leftarrow \vec{p}^{(t)} - \eta_t d^{(t)} \\
\text{end for} \\
\text{return } \vec{p}^{(T)}
\]

Algorithm 3 Geodesic U
\[
\vec{p}^{(0)} \leftarrow \vec{p}_{\text{initial}} \\
\text{for } t = 0, 1, \ldots, T - 1 \text{ do} \\
\quad \delta^{(t)} \leftarrow \nabla f(\vec{p}^{(t)}) \\
\quad \delta^{(t)} \leftarrow \tilde{\nabla} \nabla_t \\
\quad d^{(t)} \leftarrow H^{-1} \delta^{(t)} \\
\quad \vec{p}^{(t+1)} \leftarrow \text{Exp}_{\vec{p}^{(t)}}(-\eta_t d^{(t)}) \\
\text{end for} \\
\text{return } \vec{p}^{(T)}
\]

Figure 1: Euclidean gradient update (left: Euclidean GU), natural gradient update (center: Natural GU), geodesic update (right: Geodesic U): Pseudo codes (upper) and behaviors (lower). The upper case in the code describes deterministic methods and the lower case describes stochastic methods, where \( \tilde{\nabla} \nabla_t \) denotes the stochastic oracle, which is expected to satisfy \( \mathbb{E}[\tilde{\nabla} \nabla_t] = \nabla f(\vec{p}^{(t)}) \). The arrows in the figures show the update rule with a gradient from the points indicated by the black dots. The magnitude in the sense of the Riemannian metric of each gradient is 0.01 in the left figure, and 1.0 in the center and right figure. The solid lines are geodesics, and the dashed lines indicate the equidistant curves from black points. The Euclidean gradient does not reflect the scale in a hyperbolic plane. Although the natural gradient reflects the scale, the update result is not on geodesics. Moreover, it causes an overrun when the negative gradient outward is given and vice versa. This causes the “bias” problem. The geodesic update strictly reflects the magnitude of the gradient.

Figure 2: Barycenter problem (left: transition of common log loss, right: histogram of updated points in the last 200 iterations): The number zero in the histogram indicates \( \vec{p}_{\text{opt}} \), and a positive value corresponds to the outward direction. With a higher learning rate, the natural gradient update failed to minimize the loss function, whereas the geodesic update succeeded in minimizing the same. The histogram shows that the higher learning rate, the more serious the outward “bias” problem is. This is why the natural gradient update failed. The Euclidean method failed even with an extremely small learning rate.
Figure 3: Poincare embeddings (artificial data): loss function (the mean of the last 100 iterations) and Kendall’s rank correlation coefficient in Poincaré embeddings problem (left: the undirected complete binary tree (depth: 5), right: the directed complete binary tree with its transitive closure (depth: 5)). The proposed method is stable even with a high learning rate.

Figure 4: Poincare embeddings (real data): Kendall’s rank correlation coefficient in Poincaré embeddings problem (left: embeddings to $H_2$, right: embeddings to $H_5$).

4 Experiments

4.1 Barycenter Problem

First, we evaluated the performance of the proposed update rule on a barycenter problem with artificial data. We compared the Euclidean gradient update, the natural gradient update [4], and the proposed method. We fixed two points (0, 0), (1 - 1e-8, 0) on $H_2$ and calculated the barycenter by using stochastic gradient descent methods (Sample size: 2, batch size: 1). We compared each method with learning rate 0.0001, 0.01, 0.02, 0.05, 0.1, and 0.2. Figure 2 shows the transition of the loss function and the histogram of the position of the points in the last 200 iterations. When the learning rate was high, the natural gradient update failed to minimize the loss function, whereas the exponential map update succeeded in minimizing the loss function. The histogram shows that the natural gradient update tended to move the points outward from the optimum; in other words, it suffered from the “bias” problem. This is why the natural gradient update failed. On the other hand, the natural gradient update worked faster with a low learning rate. This is due to the constant factor of the computational cost (Note that the difference between the geodesic update and the natural gradient update is small with a low learning rate). The result shows that the proposed algorithm works correctly even with a high learning rate, and it is expected to obtain the solution faster with a higher learning rate compared with the natural gradient method. The Euclidean method failed even with an extremely small learning rate (Note that the dimension of the learning rate is different in the Euclidean update and the other two update rules, and thus, we evaluated them with an extremely small learning rate). This is because the gradient in the Euclidean metric diverges near the ideal boundary.

4.2 Poincaré Embedding

We evaluated the proposed geodesic update in Poincaré embeddings [18] for minimizing the loss function (1). As artificial data, we used a complete binary tree (depth: 5). We used both of the undirected tree and the directed tree with its transitive closure as in [18]. As real data, we used the noun subset of WordNet’s hypernymy relations [24] (subset the root of which is mammal). See the supplementary material for details. Here, we applied the proposed (stochastic) geodesic update rule and the (stochastic) natural gradient method implemented in gensim [22], and evaluated their performance and robustness to changes in the learning rate. While we did not use the negative sampling in the artificial data experiment to optimize the loss function strictly, we used the negative sampling in the real data experiment, since its data size was large. Figure 3 shows the result in the artificial data. The figure shows the loss function and Kendall’s rank correlation coefficient [11] [12] of the distance matrix in the graph and hyperbolic space. The more accurate the structure preserved by the embeddings, the higher the value of the coefficient. Figure 4 shows the result in the real data, though we have to take the effect of the negative sampling into consideration. As these figures show, the natural gradient method is vulnerable to changes in the learning rate, whereas the proposed method is stable.

5 Conclusion and Future Work

We have proposed a geodesic update rule on hyperbolic spaces. The proposed algorithm considers the metric in a hyperbolic space as well as the natural gradient method. Moreover, the proposed
method is stable compared with the natural gradient method. One significant branch of future studies is a combination of our methods and other techniques available in the context of Riemannian optimization. For example, we expect we can combine the proposed update rule with Riemannian acceleration methods as in [17] and accelerating the proposed method will further increase the quality of embeddings. General notions of Riemannian optimization are well studied, and we furthermore discussed the properties of optimization methods focusing on hyperbolic spaces. We expect we can further work on hyperbolic optimization taking into consideration a simple structure of $\mathbb{H}^d$, as we constructed a simple algorithm for $\mathbb{H}^d$ using a special characterization of geodesics on it.
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Figure 5: Poincaré disk model and a geodesic. Point P denotes the point to be updated and arrow PD denotes vector or the gradient of the loss function. The geodesic is given as an arc APB of a circle, the center of which is denoted by J. The circle is determined by a triangle, the orthocenter of which is P.

A Appendix : Derivation of Geodesic Update

In this section, we prove Theorem 1. In the following discussion, let P and P' denote the points that $\vec{p}$ and $\vec{p'}$ indicate.

A.1 Geodesic and its Curvature

In this subsection, we obtain the geodesic that passes through the point to be updated with the gradient of the loss function as the tangent vector. With the disk model of a hyperbolic space, a geodesic is given by an arc, or a part of a circle orthogonal to the boundary of the disk (hyperball). Here, the
arc passes through P and is tangent to \( \overrightarrow{PD} \). Let O denote the center of the unit disk that is identified with the hyperbolic space and let \( \ell \) denote its radius. Let P denote the point to be updated and \( \overrightarrow{PD} \) denote the gradient of the loss function. The geodesic that passes through P with tangent vector \( \overrightarrow{PD} \) is obtained by the following lemma:

**Lemma 3.** Assume that \( \overrightarrow{PD} \) is not parallel to OP.

1. Let L and M be points that satisfies \( \overrightarrow{OL} = \frac{\ell}{|\overrightarrow{PD}|} \overrightarrow{PD} \) and \( \overrightarrow{OM} = -\ell \frac{\overrightarrow{PD}}{|\overrightarrow{PD}|} \), respectively.

2. Let A be the intersection of unit circle O and line MP (which is not M), and let B be the intersection of unit circle O and line LP (which is not L), likewise.

3. Let N be the intersection of line LA and MB.

4. Let J be the middle point of segment PN.

Then, the arc that passes through A, P and B is the geodesic on which \( \overrightarrow{PD} \) lies, and segment PN is a diameter of the circle which contains the arc and the center of the circle (arc) is point J, the middle point of PN. In other words, the arc is tangent to PD at point P and orthogonal to the circle O with A and B as the two intersections.

**Proof.** Since ML is a diameter of the hyperball, we have MA \( \perp \) LN and LB \( \perp \) MN. Now, \( \triangle PAN \) and \( \triangle PBN \) are right triangles. Therefore, the points P, A, N, and B are on the circle, the center of which is point J, the middle point of PN. Moreover, point P, which is the intersection of MA and LB, is the orthocenter of \( \triangle NLM \). Hence, we have PN \( \perp \) ML, which suggests that the circle that passes through P, A, N, and B is tangent to PD at point P.

Now, we prove OA \( \perp \) JA and OB \( \perp \) JB below. Since JP = JA, we have \( \angle JAP = \angle JPA \). Let H be the intersection of line ML and NP. Note that since point P is the orthocenter of \( \triangle NLM \), we have ML \( \perp \) HN. Now, because both of \( \angle JPA = \angle NPA \) and \( \angle OLA = \angle HAN \) are complementary angles of \( \angle PNA \), these are equal. Since OL = OA, we have \( \angle OLA = \angle OAL \). Therefore, we get \( \angle JAP = \angle OAL \). Hence, we obtain \( \angle OAJ = \angle JAP + \angle OAP = \angle OAL + \angle OAP = \angle MAL = 90^\circ \), that is, OA \( \perp \) JA. We can also prove OB \( \perp \) JB. These suggest that circle O and J are orthogonal. \( \square \)

We obtain the center J of the geodesic arc and its radius \( r \) and \( \chi \) by vector operations below: Let \( \vec{r} := \overrightarrow{OJ} \), \( \vec{P} := \overrightarrow{OP} \) and \( \vec{n} := \overrightarrow{ON} \), and let \( \ell := |\vec{r}| \), \( p := |\vec{P}| \), and \( c^2 := \ell \cdot \vec{P} \). Note that though \( \ell \cdot \vec{P} \) can be negative, it does not lose the discussion below. We can obtain \( \vec{n} \) as follows:

**Lemma 4.** Assume that \( \overrightarrow{PD} \) is not parallel to OP. Then

\[
\vec{n} := \overrightarrow{ON} = \frac{c^2 (p^2 - \ell^2)}{p^2 \ell^2 - c^4} \vec{r} + \frac{p^4 - c^4}{p^2 \ell^2 - c^4} \vec{P}.
\]  

**Proof.** Since N lies on the plane on which O, L, and P lie. Hence, there exist \( \Sigma, T \in \mathbb{R} \) such that \( \vec{n} = \Sigma \vec{r} + T \vec{P} \). Because P is the orthocenter of the \( \triangle NLM \), we get \( \overrightarrow{MP} \perp \overrightarrow{LN} \) and \( \overrightarrow{LP} \perp \overrightarrow{MN} \). Hence, the following holds.

\[
\begin{align*}
(\vec{P} - \vec{r}) \cdot (\vec{n} + \vec{r}) &= 0, \\
(\vec{P} + \vec{r}) \cdot (\vec{n} - \vec{r}) &= 0.
\end{align*}
\]  

Substituting \( \vec{n} = \Sigma \vec{r} + T \vec{P} \), we have

\[
\begin{align*}
(c^2 - \ell^2) \Sigma + (p^2 - c^2) T + (c^2 - \ell^2) &= 0, \\
(c^2 + \ell^2) \Sigma + (p^2 + c^2) T - (c^2 + \ell^2) &= 0.
\end{align*}
\]  

Solving this equation, we have

\[
\begin{align*}
\Sigma &= \frac{c^2 (p^2 - \ell^2)}{p^2 \ell^2 - c^4}, \\
T &= \frac{p^4 - c^4}{p^2 \ell^2 - c^4}.
\end{align*}
\]
which completes the proof.

Using this lemma, we can obtain the curvature of the geodesic arc.

**Lemma 5.** The curvature \( \chi \) satisfies the following:

\[
\chi^2 = \frac{4 \left( p^2 - \ell^2 \right)}{(p^2 - \ell^2)^2}.
\]  

(14)

**Remark 3.** Lemma 5 holds even if \( \overrightarrow{PD} \) is parallel to \( \overrightarrow{OP} \). In this case, the curvature is 0, that is, the geodesic is a Euclidean line.

**Proof.** If \( \overrightarrow{PD} \) is parallel to \( \overrightarrow{OP} \), the both hand sides of the equation are equal to 0, which satisfies the equation. We discuss below the case in which \( \overrightarrow{PD} \) is not parallel to \( \overrightarrow{OP} \). Segment \( PN \) is a diameter of the geodesic. Hence the radius \( r \) of the geodesic is given by

\[
r^2 = \frac{1}{4} (\vec{n} - \vec{p}) \cdot (\vec{n} - \vec{p}).
\]  

(15)

By Lemma 4 we have

\[
\vec{n} - \vec{p} = \frac{p^2 - \ell^2}{p^2\ell^2 - c^4} \left( c^2 \vec{\ell} - \ell^2 \vec{p} \right).
\]  

(16)

Therefore, we obtain

\[
r^2 = \frac{\ell^2 \left( p^2 - \ell^2 \right)^2}{4 \left( p^2\ell^2 - c^4 \right)}.
\]  

(17)

Taking the inverse of both sides of the equation, we complete the proof.

**A.2 Equidistance Curve in Hyperbolic Space**

In this subsection, we obtain the equidistance curve from the point to be updated. Here, equidistance curve from a point with distance \( \Delta \) is defined as the set of the points, the distance of which from the point is equal to \( \Delta \). In this section, we measure the distance with the hyperbolic metric.

**Lemma 6.** Let \( \Lambda := \cosh \Delta - 1 \). The equidistance curve from \( P \) with the distance \( \Delta \) is given by the circle, the center \( K \) of which is given by

\[
\overrightarrow{OK} = \frac{2\ell^2}{2\ell^2 + \Lambda \left( \ell^2 - p^2 \right)} \vec{p},
\]  

(18)

and the radius \( q \) of which is given by

\[
q^2 = \frac{\Lambda (\Lambda + 2) \ell^2 \left( \ell^2 - p^2 \right)^2}{\left[ 2\ell^2 + \Lambda (\ell^2 - p^2) \right]^2}.
\]  

(19)

**Proof.** Let \( P' \) be a point that lies on the equidistance curve. The distance \( \Delta \) of \( P' \) from \( P \) satisfies the following:

\[
\Lambda := \cosh \Delta - 1 = \frac{2OL^2PP'}{PL^2 - OP^2} \frac{PP'}{\left( PL^2 - OP^2 \right)}.
\]  

(20)

Now, we have

\[
\Lambda = \frac{2 \left| \vec{\ell} \right|^2 \left| \vec{P'} - \vec{P} \right|^2}{\left( \left| \vec{\ell} \right|^2 - |\vec{P}|^2 \right) \left( \left| \vec{\ell} \right|^2 - |\vec{P'}|^2 \right)}.
\]  

(21)

Thus, the following holds:

\[
\left| \vec{P'} \right|^2 - 2 \frac{2\ell^2}{2\ell^2 + \Lambda (\ell^2 - p^2)} \left( \vec{P'} \cdot \vec{P} \right) + \frac{2p^2 - \Lambda (\ell^2 - p^2)^2}{\left[ 2\ell^2 + \Lambda (\ell^2 - p^2) \right]^2} \ell^2 = 0
\]  

(22)
By completing the square, we get the following:

\[ \left| \vec{y} - \frac{2\ell^2}{2\ell^2 + A(\ell^2 - p^2)} \vec{p} \right|^2 = \frac{A(A + 2)\ell^2 (\ell^2 - p^2)^2}{[2\ell^2 + A(\ell^2 - p^2)]^2}, \tag{23} \]

which completes the proof.

A.3 Exponential Map

In this subsection, we complete the proof of Theorem[1] using the results in previous subsections. When tangent vector \( \vec{d} \in T_P M \) is given, the exponential map \( \exp (-\vec{d}) \) returns the point \( P' \) that satisfies

- \( \Delta (P, P') = \Delta = d^\top H_P \vec{d} = \delta^\top H_P^{-1} \delta \), where \( \delta := H_P \vec{d} \).

- In the disk model, there exists a circle or line such that 1) it passes through \( P \) and \( P' \), 2) it is tangent to \( \delta \) at \( P \) and 3) the inner product of \( \delta \cdot \vec{p} \leq 0 \).

Therefore, if the geodesic is given by a circle in the disk model, we can obtain the exponential map using Lemma[6] and the radius \( r \) or curvature \( \chi \) of the geodesic. The destination \( P' \) of the update from point \( P \) with gradient vector \( \vec{p} \) is given as follows:

**Lemma 7.** Let \( \vec{d} \in T_P \mathbb{H}^d \) be a tangent vector. Let \( \delta := H_P \vec{d}, \Delta := \delta^\top H_P^{-1} \delta, p := |\vec{p}| := \sqrt{\sum_{i=1}^{d} (p_i)^2}, F := \delta \cdot \vec{p} := \sum_{i=1}^{d} \delta_i p_i, \) and \( \Lambda := \cosh \Delta - 1. \) Define \( \vec{E}_x \) by \( \vec{E}_x = \frac{\delta}{|\delta|} \). Let \( \vec{E}_y \) be a numerical vector such that it satisfies

\( |\vec{E}_y| = 1, \vec{E}_x \perp \vec{E}_y, \vec{p} \cdot \vec{E}_y \geq 0, \) and \( \vec{p} \) is a linear combination of \( \vec{E}_x \) and \( \vec{E}_y \). Then, the exponential map is given by \( \exp_P (-\vec{d}) = P' \) where point \( P' \) satisfies

\[ \overrightarrow{PP'} = x\vec{E}_x + y\vec{E}_y, \tag{24} \]

where

\[ a = -\frac{A(\ell^2 - p^2)}{2\ell^2 + A(\ell^2 - p^2)} \frac{c^2}{\ell}, \]

\[ b = -\frac{A(\ell^2 - p^2)}{2\ell^2 + A(\ell^2 - p^2)} \sqrt{p^2 - \frac{c^4}{\ell^2}}, \]

\[ r = \sqrt{\frac{\ell^2 (p^2 - \ell^2)^2}{4(p^2 - \ell^2 - c^4)}}, \]

\[ \psi^2 = r (r - b) \]

\[ p^2 = q^2 - (a^2 + b^2), \]

and

\[ x = \frac{a [2\psi^2 - p^2] - \sqrt{4a^2\psi^4 + 4\psi^6p^2 - \psi^4p^4}}{2 \left[ a^2 + \frac{c^2}{r^2} \right]} \tag{26} \]

\[ y = r - \sqrt{r^2 - x^2}. \]

**Proof.** Let the destination of the update be denoted by \( P' \), and \( \overrightarrow{PP'} = x\vec{E}_x + y\vec{E}_y \). Since \( P' \) is located on the geodesic, it satisfies the following:

\[ y = r - \sqrt{r^2 - x^2}, \tag{27} \]

where \( r = \sqrt{\frac{\ell^2 (p^2 - \ell^2)^2}{4(p^2 - \ell^2 - c^4)}} \) is the radius of the geodesic given by Lemma[5]. Let \( a \) and \( b \) denote \( \vec{E}_x \) and \( \vec{E}_y \) component of \( \overrightarrow{PK} \), respectively. Here, it holds that \( \overrightarrow{PK} = a\vec{E}_x + b\vec{E}_y \). Note that the following
We can calculate $x$ as follows:

$$x = \frac{\lambda (\ell^2 - p^2)}{2\ell^2 + \lambda (\ell^2 - p^2)}$$  \hfill (28)

and we have

$$a = \frac{\bar{PK} \cdot \vec{\ell}}{\ell}$$

$$b = -\frac{\sqrt{\bar{PK} \cdot \bar{PK}} - \left(\frac{\bar{PK} \cdot \vec{\ell}}{\ell}\right)^2}{2\ell^2 + \lambda (\ell^2 - p^2)\sqrt{\frac{c^2}{\ell^2}}}$$  \hfill (29)

Since $P'$ is located on the equidistance curve from $P$, it satisfies the following:

$$(x^2 - a)^2 + (y^2 - b)^2 = q^2.$$  \hfill (30)

We can calculate $x$ as follows:

$$(x - a)^2 + \left(\frac{r - \sqrt{r^2 - x^2}}{\ell} \right)^2 = q^2.$$  \hfill (31)

Hence,

$$(x - a)^2 + (r - b)^2 - 2(r - b)\sqrt{r^2 - x^2} + (r^2 - x^2) = q^2.$$  \hfill (32)

Now, we have

$$-2ax + 2r(r - b) - \left(q^2 - (a^2 + b^2)\right) = 2(r - b)\sqrt{r^2 - x^2}.$$  \hfill (33)

By taking the square of the both hand side, we have

$$4a^2x^2 - 4ax\left[2r(r - b) + \left(q^2 - (a^2 + b^2)\right)\right] + \left[2r(r - b) - \left(q^2 - (a^2 + b^2)\right)\right]^2$$

$$= 4(r - b)^2(r^2 - x^2).$$  \hfill (34)

Hence we get the following quadratic equation:

$$4 \left[a^2 + (r - b)^2\right]x^2 - 4ax\left[2r(r - b) + \left(q^2 - (a^2 + b^2)\right)\right] - 4r(r - b)\left[q^2 - (a^2 + b^2)\right] + \left(q^2 - (a^2 + b^2)\right)^2 = 0.$$  \hfill (35)

Now, we define $\psi^2$ and $p^2$ by $\psi^2 := r(r - b)$ and $p^2 := q^2 - (a^2 + b^2)$. Using these variables, the quadratic equation is written as follows:

$$4 \left[a^2 + \frac{\psi^4}{r^2}\right]x^2 - 4a\left[2\psi^2 - p^2\right]x - 4\psi^2p^2 + p^4 = 0.$$  \hfill (36)

The solution is given by the following:

$$x = \frac{-a\left[2\psi^2 - p^2\right] - \sqrt{4a^2\psi^4 + 4\frac{\psi^4p^2}{r^2} - \psi^4p^4}}{2\left[a^2 + \frac{\psi^4}{r^2}\right]}$$  \hfill (37)

Calculating $y$ by $y = r - \sqrt{r^2 - x^2}$ completes the proof.
Although Lemma 3 gives the exponential map in most cases, some symbols in the lemma diverge to infinity in special cases, which causes fatal numerical instability. Indeed, if $\delta$ is zero, we cannot determine $\vec{E}_x$ and $\vec{E}_y$ uniquely, and if $\delta$ is extremely close to zero, $\vec{E}_x$ and $\vec{E}_y$ are numerically unstable. Even if $\delta$ is non-zero, if $\delta$ is parallel to $\vec{p}$, we cannot determine $\vec{E}_y$ uniquely and $r$ diverges to infinity, and if $\delta$ is almost parallel to $\vec{p}$, $y$ is numerically unstable. To avoid these problems, we construct Theorem 1, the formula consists of $\vec{p}$, $\delta$ and $\chi$ rather than $\vec{E}_x$, $\vec{E}_y$ and $r$, as following proof.

**proof of Theorem 1** First, multiply the numerator and denominator of (37) by $\chi^2 = \frac{1}{2}$ and let $\Psi := \chi^2 \psi^2 = 1 - \chi b$. Now, we have

$$x = a \left[ 2\Psi - \chi^2 p^2 \right] - \sqrt{4a^2 \Psi^2 + 4\Psi^3 p^2 - \chi^2 \Psi^2 p^4} \over 2 \left[ \chi^2 a^2 + \Psi^2 \right].$$

(38)

Here, we can calculate $\Psi$ and $p^2$ using $\ell$, $p$ and $c$ as follows:

$$\Psi = 1 - \chi b$$

$$= 1 + \frac{2\sqrt{p^2 - \frac{c^4}{\ell^2}}}{\ell^2 - p^2}, \quad \frac{A (\ell^2 - p^2)}{2\ell^2 + A(\ell^2 - p^2)} \sqrt{p^2 - \frac{c^4}{\ell^2}}$$

$$= 1 + \frac{2A \left( p^2 - \frac{c^4}{\ell^2} \right)}{2\ell^2 + A (\ell^2 - p^2)}$$

$$= \frac{2\ell^2 + A (\ell^2 - p^2)}{2\ell^2 + A (\ell^2 - p^2)}$$

(39)

$$p^2 = q^2 - \left( a^2 + b^2 \right)$$

$$= q^2 - \left[ \overrightarrow{PK} \right]^2$$

$$= \frac{A \left( A + 2 \right) \ell^2 \left( \ell^2 - p^2 \right)^2}{2\ell^2 + A (\ell^2 - p^2)^2} - \left[ \frac{A \left( \ell^2 - p^2 \right)}{2\ell^2 + A (\ell^2 - p^2)} \right]^2 p^2$$

(40)

Define $f$, $h$, $c$, $z$ and $w$ as follows:

$$f := \frac{c^2}{\ell}$$

$$h^2 := \ell^2 - p^2$$

$$c^3 := \left[ 2\ell^2 + A (\ell^2 - p^2) \right] a$$

$$= -A \left( \ell^2 - p^2 \right) \frac{c^2}{\ell},$$

$$= -Ah^2 f,$$

$$z^2 := \left[ 2\ell^2 + A (\ell^2 - p^2) \right] \Psi$$

$$= 2\ell^2 + A \left( \ell^2 - \frac{c^4}{\ell^2} \right),$$

$$w^4 := \left[ 2\ell^2 + A (\ell^2 - p^2) \right] p^2$$

$$= A \left( \ell^2 - p^2 \right)^2$$

(41)
Using these symbols, we get
\[
x = \epsilon^3 \left[ 2s^2 - \chi^2 w^4 \right] - z^2 \sqrt{4\epsilon^6 + 4z^2 w^4 - \chi^2 w^8}
\]
\[
= \frac{h^2 - Af \left[ z^2 - 2A \left( p^2 - f^2 \right) \right] - z^2 \sqrt{A \left[ z^2 - A \left( p^2 - 2f^2 \right) \right]}}{4 \left( p^2 - f^2 \right) A^2 f^2 + z^4}
\]
\[
= h^2 \sqrt{A} \xi,
\]
where
\[
\xi := -\frac{\sqrt{Af \left[ z^2 - 2A \left( p^2 - f^2 \right) \right] - z^2 \sqrt{A \left[ z^2 - A \left( p^2 - 2f^2 \right) \right]}}}{4 \left( p^2 - f^2 \right) A^2 f^2 + z^4}.
\]

Define \( F := \delta \cdot \vec{p} \), and \( k := \frac{\sqrt{\Lambda}}{\delta} \). We can calculate \( k \) as follows:
\[
k := \frac{\sqrt{\Lambda}}{\delta} = \frac{h^2}{2\ell \cosh \Delta + 1} \sinh \Delta = \frac{h^2}{2\ell \cosh \Delta + 1} \sin \Delta \sqrt{-1}. \tag{44}
\]

Now, we have \( \sqrt{Af} = \sqrt{\Lambda} \vec{p} \cdot \vec{f} = \sqrt{\Lambda} \frac{\delta}{\delta} = Fk \). Using these symbols, \( \xi \) can be calculated without using \( c \) as follows:
\[
\xi = -Fk \left[ z^2 - 2Ap^2 + 2F^2 k^2 \right] - z^2 \sqrt{\frac{z^2 - Ap^2 + 2F^2 k^2}{4p^2A^2F^2 k^2 - 4F^2k^4 + z^4}}. \tag{45}
\]

with
\[
z^2 = 2\ell^2 + A \left( \ell^2 + p^2 - 2\frac{c^2}{\ell^2} \right)
\]
\[
= 2\ell^2 + A \left( \ell^2 + p^2 - 2F^2 \right). \tag{46}
\]

However, \( y \) can still be intractable. Recall that \( PP' = x\vec{E}_x + y\vec{E}_y \) and \( \vec{E}_x = \frac{\ell}{r} \) and \( \vec{E}_y \) is given by
\[
\vec{E}_y = \frac{\vec{p} - \frac{1}{\tau} \left( \vec{p} \cdot \vec{f} \right) \vec{f}}{\left| \vec{p} - \frac{1}{\tau} \left( \vec{p} \cdot \vec{f} \right) \vec{f} \right|} = \frac{\vec{p} - \frac{c^2}{\tau^2} \vec{f}}{\left| \vec{p} - \frac{c^2}{\tau^2} \vec{f} \right|}. \tag{47}
\]

Hence,
\[
PP' = \frac{x}{\ell} \vec{p} + \frac{y}{\vec{p} - \frac{c^2}{\tau^2} \vec{f}} \left( \vec{p} - \frac{c^2}{\tau^2} \vec{f} \right). \tag{48}
\]

Therefore, it is sufficient to get \( \frac{y}{\vec{p} - \frac{c^2}{\tau^2} \vec{f}} \) instead of \( y \). We have
\[
\left| \vec{p} - \frac{c^2}{\tau^2} \vec{f} \right| = \sqrt{p^2 - \frac{c^4}{\ell^2}} = \sqrt{p^2 - f^2} \tag{49}
\]
and
\[
y = r - \sqrt{r^2 - x^2}
\]
\[
= \frac{x^2}{r + \sqrt{r^2 - x^2}}
\]
\[
= \frac{\chi x^2}{1 + \sqrt{1 - \chi^2 x^2}}
\]
\[
= 2\sqrt{\frac{p^2 - \chi^2}{\tau^2}} \frac{x^2}{\ell^2 - p^2 \left( 1 + \sqrt{1 - \chi^2 x^2} \right)}.
\]
\[
= 2\sqrt{\frac{p^2 - f^2}{h^2}} \frac{x^2}{1 + \sqrt{1 - \chi^2 x^2}}. \tag{50}
\]
Now, we have
\[
\frac{y}{y' - c^2 \ell} = \frac{2}{h^2} \cdot \frac{x^2}{1 + \sqrt{1 - \chi^2 x^2}}.
\]
(51)
Hence, we get
\[
\overrightarrow{PP'}/\ell = x' \ell + \frac{2h^2 \Lambda \xi^2}{1 + \sqrt{1 - 4 (p^2 - f^2) \Lambda \xi^2}} \left( y' - c^2 \ell \right)
\]
(52)
Recall \( \ell = \frac{\delta}{\sigma} \). We obtain
\[
\overrightarrow{PP'} = \left( h^2 k \xi - \frac{2h^2 F k^2 \xi^2}{1 + \sqrt{1 - 4p^2 \Lambda \xi^2 + 4F^2 k^2 \xi^2}} \right) \delta
\]
(53)
\[+ \frac{2h^2 \Lambda \xi^2}{1 + \sqrt{1 - 4p^2 \Lambda \xi^2 + 4F^2 k^2 \xi^2}} \tilde{p}.
\]
\[\Box\]

B Appendix : Proofs

B.1 Hesse operator, strong convexity and smoothness

The gradient vector field of a function \( f : \mathbb{H}^d \to \mathbb{R} \) gives us the first order information of \( f \), and this gives rise to the Riemannian gradient descent algorithms. However, in the context of theoretical analysis, it is useful to consider the second order information of \( f \).

Definition 6. Given a twice differentiable function \( f : \mathbb{H}^d \to \mathbb{R} \), the Riemannian Hessian \( \text{Hess} f(\vec{p}) \) at \( \vec{p} \) is defined as a matrix whose \((i,j)\) component is given by
\[
\left( \frac{\partial^2 f}{\partial p^i \partial p^j} (\vec{p}) - \sum_k \Gamma_{ij}^k (\vec{p}) \frac{\partial f}{\partial p^k} (\vec{p}) \right),
\]
where
\[
\Gamma_{ij}^k (\vec{p}) = \begin{cases} 
0 & (i \neq j, j \neq k) \\
-2p^i & (i = j, j \neq k), \\
-2p^j & (i = j, i \neq k), \\
-2p^k & (i = k, i \neq j), \\
-2p^i & (j = k, i \neq j).
\end{cases}
\]
(55)
We write \( \lambda_{max}(\text{Hess} f(\vec{p})) \) as the largest eigenvalue of the matrix, and for any compact subset \( K \subset \mathbb{H}^d \),
\[
\lambda_{max}( (\text{Hess} f), K ) := \max_{\vec{p} \in K} \lambda_{max}( (\text{Hess} f)(\vec{p}) ).
\]
(56)
The following lemma connects between Hessian tensor and convexity/smoothness of function. For a proof, see [9], for example.

Lemma 8. Let \( K \subset \mathbb{H}^d \) be a compact subset, \( f : K \to \mathbb{R} \) be a twice differentiable function. Then \( f \) is \( \lambda_{min}(\text{Hess} f, K) \)-strongly convex and \( \lambda_{max}(\text{Hess} f, K) \)-smooth.
Notice that even if we are working on the same differentiable manifold, the factor of smoothness or convexity varies as the metric is changed.

The following theorem is a consequence of general Riemannian geometry, so we omit the proof. For a proof, see the supplementary A of [19], for example. 

**Theorem 5.** Let \( y \in \mathbb{H}^d \) and \( f(x) = \Delta^2(x,y) \). The Riemannian hessian operator \( \text{Hess} f(x) \) has eigenvalues 1 (with multiplicity 1) and \( \theta \coth \theta \) (with multiplicity \( d-1 \)), where \( \theta = \Delta(x,y) \).

As a comparison, we calculate the second derivative \( \frac{\partial^2 f}{\partial p \partial p} \) in the case that the function \( f \) is \( f(\vec{p}) = \Delta^2(0, \vec{p}) \) and \( \vec{p} = (p_1^2, 0, \ldots, 0)^T \) (This does not lose the generality when we calculate the eigenvalues of the Hessian. If \( \vec{p} \) does not satisfy this condition, rotate the disk in advance). By a direct calculation, we obtain:

\[
\frac{\partial^2 f}{\partial p \partial p} = \begin{cases} 
\frac{4 \Delta(0,\vec{p})}{|\vec{p}|^3} (\cosh(\Delta(0,\vec{p}))-1) & (i = j = 1) \\
\frac{2 \Delta(0,\vec{p})}{|\vec{p}|^3} (\cosh(\Delta(0,\vec{p}))-1) & (i = j \neq 1) \\
0 & \text{(otherwise)}
\end{cases}
\]

Therefore, we can conclude that the (Euclidean) Hessian Matrix has eigenvalues \( \frac{2 \Delta(0,\vec{p})}{|\vec{p}|^3} (\cosh(\Delta(0,\vec{p}))-1) \) (with multiplicity 1) and \( \frac{\Delta(0,\vec{p})}{|\vec{p}|^3} (\cosh(\Delta(0,\vec{p}))-1) \) (with multiplicity \( d-1 \)). Therefore we obtain the Proposition 2.

**Lemma 9** (A reprint of lemma 2). Let \( K \subset \mathbb{H}^d \) be a compact set, \( k_1 = \max_{z \in K} \Delta(0,z) \), and \( k_2 = \max_i \left\{ \Delta(0,y_i) \right\} \). Then the function \( K \ni x \mapsto \frac{1}{n} \sum_i \Delta^2(x,y_i) \) is \((k_1 + k_2 + 1)\)-smooth.

**Proof.** In general, for positive semi-definite matrices \( A \) and \( B \), the largest eigenvalue \( \lambda_{\max}(A+B) \) is smaller than the sum of the largest eigenvalues \( \lambda_{\max}(A) + \lambda_{\max}(B) \). In this case, since \( \nabla^2 f(x) = \frac{1}{n} \sum_i \nabla^2 \Delta^2(x,y_i) \) holds, \( \lambda_{\max}(\nabla^2 f(x)) \leq \max_i \left\{ \lambda_{\max}(\nabla^2) \Delta^2(x,y_i) \right\} = \max_i \left\{ \Delta(x,y_i) \right\} \leq \max_i \left\{ \Delta(x,y_i) + 1 \right\} \).

**Proof of Theorem 2.** We give the outline of the proof here. Suppose the initial point \( x_0 \) is outside of the closed ball of radius \( k_2 \) centered at the origin. Then, the gradient must be in the direction toward the closed ball, otherwise the value of \( f \) increases. Therefore, the sequence will remain inside \( K_D \). Now recall that \( f \) is 1-strongly convex, and \((k_1 + k_2 + 1)\)-smooth inside \( K_D \), and apply Theorem 15 of [28].

**B.2 Barycenter problems**

Here we give proofs for Theorem 3 and Theorem 4.

**Proof of Theorem 3.** In general, for any \( \nu \in T_{\vec{p}}\mathbb{H}^d \) which satisfy \( ||\nu||^2 = d^2 \), \( \Delta(\vec{p},\text{Exp}_p(\pm \nu)) = d \) holds. And by direct calculation we have \( \| \text{grad} f_0 \| = \| \text{grad} f_1 \| \) at \( \vec{p}_{\text{opt}} \), which carries the result.

To prove Theorem 4, we begin with the following lemma.

**Lemma 10.** Let \( f(\vec{r}) := \log \frac{1+\vec{r}}{1-\vec{r}} \). For \( \vec{r} \in \mathbb{H}^1 \), \( \Delta(0,\vec{r}) = f(\vec{r}) \) holds.

Using this fact, we can derive that

\[
\vec{p}_{\text{opt}} = \frac{1 - \sqrt{1-2\varepsilon} \varepsilon}{1 - \varepsilon}.
\]

In addition, we need the lemma about the magnitude of a tangent vector in the Euclidean coordinate sense.

**Lemma 11.** Suppose \( \nu \in T_{\vec{p}}\mathbb{H}^1 \) satisfies \( ||\nu|| = d^2 \). Then \( ||\nu|| = \frac{d}{2} \sqrt{1 - |\vec{p}|^2} \).

This lemma leads us that

\[
\vec{r}_t = \vec{p}_{\text{opt}} - \eta \sqrt{\frac{1 - |\vec{p}_{\text{opt}}|^2}{2} f(\vec{p}_{\text{opt}})}, \quad \vec{r}_r = \vec{p}_{\text{opt}} + \eta \sqrt{\frac{1 - |\vec{p}_{\text{opt}}|^2}{2} f(1-\varepsilon) - f(\vec{p}_{\text{opt}})}.
\]

We put \( a = \eta \sqrt{\frac{1 - |\vec{p}_{\text{opt}}|^2}{2} f(\vec{p}_{\text{opt}})} \), \( b = \eta \sqrt{\frac{1 - |\vec{p}_{\text{opt}}|^2}{2} f(1-\varepsilon)} \). Using this notation, we’ve just obtained that \( \vec{r}_t = \vec{p}_{\text{opt}} - a \) and \( \vec{r}_r = \vec{p}_{\text{opt}} - a + b \).
Proof. Let $\vec{r}_m$ be the hyperbolic middle point of $\vec{r}_l$ and $\vec{r}_r$. It is enough to show that $f(\vec{r}_m) > f(\vec{p}_{opt})$. (Notice that $\vec{r}_m$ and $\vec{p}_{opt}$ coincide in geodesic case!) Since $\Delta(\vec{r}_r, \vec{r}_l) = \Delta(0, \vec{r}_r) - \Delta(0, \vec{r}_l) = f(\vec{r}_r) - f(\vec{r}_l)$, it is clear that $f(\vec{r}_m) = \Delta(0, \vec{r}_m) = \Delta(0, \vec{r}_l) + \frac{1}{2} \Delta(\vec{r}_l, \vec{r}_r) = \frac{1}{2} f(\vec{r}_l) + \frac{1}{2} f(\vec{r}_r) = \frac{1}{2} f(\vec{p}_{opt} - a) + \frac{1}{2} f(\vec{p}_{opt} - a + b)$. From the convexity of $f$, $f(\vec{r}_m) \geq f(\vec{p}_{opt} - a + \frac{1}{2} b)$. Since $f$ is strictly increasing, it is enough to show $b > 2a$, or equivalently, $2f(\vec{p}_{opt}) < f(1 - \varepsilon)$. We can verify this by a direct calculation. In general, if $2f(r) < f(1 - \varepsilon)$ is satisfied, $(1 - \varepsilon)r^2 - 2r + 1 > 0$ holds, which is equivalent to that $r$ satisfies $r < \frac{1 - \sqrt{\varepsilon}}{1 - \varepsilon}$ or $\frac{1 + \sqrt{\varepsilon}}{1 - \varepsilon} < r$. Since $2 - \varepsilon > 1$, $\vec{p}_{opt}$ satisfies this condition.

\begin{table}[h]
\centering
\begin{tabular}{|l|l|l|}
\hline
variable name & value & note \\
\hline
\hline
size & 2 & Dimension $d$ in the body of this paper. \\
\hline
alpha & 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1.0, 2.0 & Learning rate \\
\hline
negative & not used & (artificial data) \\
\hline
epsilon & 10 & The number of negative samples (real data). \\
\hline
regularization_coeff & 0 & We did not use regularization. \\
\hline
burn_in & 0 & We did not use burn in. \\
\hline
burn_in_alpha & not used & We did not use burn in. \\
\hline
init_range & (-0.001, 0.001) & The range of the initial points. \\
\hline
dtype & np.float64 & \\
\hline
seed & 0 & \\
\hline
\end{tabular}
\caption{Parameters in Poincaré Embedding Experiments.}
\end{table}

C.1 Barycenter Problem

In this section, we give the detail conditions of the Barycenter problem experiments.

C.1.1 Settings

We set $n = 2$ and $\vec{q}_1 = (0, 0)$, $\vec{q}_2 = (0, 1 - 1e - 8)$. We optimized the following function:

$$\sum_{i=1}^{2} \Delta^2(\vec{p}, \vec{q}_i).$$

(60)

C.1.2 Training

We optimized the function above by the stochastic descent methods (the Euclidean gradient descent, the natural gradient update, and the geodesic update). We obtained the stochastic gradient from $\Delta^2(\vec{p}, \vec{q}_1)$ in probability $\frac{1}{4}$ and from $\Delta^2(\vec{p}, \vec{q}_2)$ in probability $\frac{1}{2}$.

C.2 Poincaré Embedding

In this section, we give the detail conditions of the Poincaré embeddings experiments.

C.2.1 Data Construction

As a graph, we used complete binary trees (depth $= 5$) as synthetic data and noun subset of WordNet’s hypernymy relations (subset the root of which is mammal) as artificial data. In the artificial data
experiment, we constructed two graphs from the complete binary tree. One is the simple undirected graph, which includes both of the edge from each node to its parent and its reverse. The other is the directed (child to parent) graph with its transitive closure. Here, the edges from each node to its ancestors including its parent are included, and the edges from each node to its children are not included. In the real data experiment, we constructed a directed graph in the same way as in [18]. The edges consist of the transitive closure of the hypernymy relations of the nouns. For example, as mammal is a hypernym of dog, directed edge (dog → mammal) is included in the directed graph. Directed edge (mammal → animal) is also included likewise. Then, directed edge (dog → animal) is also included. Thus, the directed graph contains hypernymy relations transitively.

C.2.2 Training

In the artificial data experiment, we (uniform-randomly) sampled \((\vec{p}, \vec{q}) \in E\) for each iteration and obtained the stochastic gradient from the following function:

\[
- \sum_{(\vec{p}, \vec{q}) \in \tilde{E}} \log \frac{\exp(-\Delta(\vec{p}, \vec{q}))}{\sum_{r \in N^c(\vec{p})} \exp(-\Delta(\vec{p}, \vec{r}))},
\]

(61)

where \(\tilde{E} \subset E\) is uniformly sampled. It is easy to confirm that the expectation of the gradient of (61) is equal to the gradient of (1).

In the real data experiment, we used negative sampling besides the sampling of \((\vec{p}, \vec{q})\). We uniformly sampled the negative samples \(\tilde{N}^c(\vec{p}) \subset N^c(\vec{p})\) of \(\vec{p}\), and obtained the stochastic gradient from the following function:

\[
- \sum_{(\vec{p}, \vec{q}) \in \tilde{E}} \log \frac{\exp(-\Delta(\vec{p}, \vec{q}))}{\sum_{r \in \tilde{N}^c(\vec{p})} \exp(-\Delta(\vec{p}, \vec{r}))},
\]

(62)

where \(\tilde{E} \subset E\) and \(\tilde{N}^c(\vec{p}) \subset N^c(\vec{p})\) is uniformly sampled. Note that the expectation of the gradient of (61) is no longer equal to the gradient of (1). Hence, the optimization using the oracle on the basis of (62) does not optimize the original loss function (1). Therefore, it is difficult to evaluate the methods using the value of the original loss function.

C.3 Parameter Settings

Table C shows the parameter settings in the Poincaré embeddings experiments.