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ABSTRACT
Active galactic nuclei (AGN) are characterized by similar broad emission lines properties at all luminosities (10^{39}–10^{47} erg s^{-1}). What produces this similarity over a vast range of 10^8 in luminosity? Photoionization is inevitably associated with momentum transfer to the photoionized gas. Yet, most of the photoionized gas in the Broad Line Region (BLR) follows Keplerian orbits, which suggests that the BLR originates from gas with a large enough column for gravity to dominate. The photoionized surface layer of the gas must develop a pressure gradient due to the incident radiation force. We present solutions for the structure of such a hydrostatic photoionized gas layer in the BLR. The gas is stratified, with a low-density highly-ionized surface layer, a density rise inwards, and a uniform-density cooler inner region, where the gas pressure reaches the incident radiation pressure. This radiation pressure confinement (RPC) of the photoionized layer leads to a universal ionization parameter U~0.1 in the inner photoionized layer, independent of luminosity and distance. Thus, RPC appears to explain the universality of the BLR properties in AGN. We present predictions for the BLR emission per unit covering factor, as a function of distance from the ionizing source, for a range of ionizing continuum slopes and gas metallicity. The predicted mean strength of most lines (excluding H\beta), and their different average-emission radii, are consistent with the available observations.
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1 INTRODUCTION
Type 1 active galactic nuclei (AGN) are defined by the presence of broad emission lines, produced by photoionization of the central continuum source (Osterbrock & Ferland 2006). The relative strength of the lines depends on the photoionized gas electron density n_e, the ionizing photon density n_\gamma, and mean energy \langle h\nu \rangle, the gas metallicity Z, column density \Sigma_H, and internal velocity dispersion. Yet, despite the large effect of these free parameters on the relative line strengths, in particular the effects of \Sigma_H and the ionization parameter U \equiv n_\gamma/n_e (e.g. Korista et al. 1997), the observed properties of the broad lines show a rather small dispersion (e.g. Shen et al. 2011). A particularly striking property is the similar relative line strength over the vast range of 10^8 in luminosity, from the least luminous type 1 AGN at 10^{39} erg s^{-1} (e.g. NGC 4395, Kraemer et al. 1999) to the most luminous quasars at 10^{47} erg s^{-1} (Croom et al. 2002, Dietrich et al. 2002).

The first photoionization models indicated that the strength of observed emission lines, which are produced by ions that cover a large range of ionization states, can be produced by a single uniform-density cloud model with n_e \sim 10^{5.5} cm^{-3} and U \sim 0.01. The high ionization lines originate from the cloud surface layer, and the low ionization lines from the inner partially ionized region deep within the cloud (Davidson & Netzer 1979). Followup reverberation mapping (RM) studies implied a smaller BLR and thus higher typical values of n_e \sim 10^{10} cm^{-3} and U \sim 0.1 (e.g. Rees et al. 1989). Some line ratios suggested that part of the BLR may extend up to n_e \sim 10^{12} cm^{-3} (e.g. Baldwin et al. 1996) and U \sim 10 (e.g. Hamann et al. 1998).

Another remarkable BLR property is the uniformity in the values of n_\gamma. This parameter is given by n_\gamma = L_{ion}/4\pi r_{BLR}^2 \langle h\nu \rangle c, where r_{BLR} is the radius of the BLR, and L_{ion} is the ionizing luminosity. Reverberation mappings yield r_{BLR} \propto L^{0.5}, where L is the near UV luminosity (\sim 0.5 of L_{ion}). The relation extends over a range of 10^7 in L (Kaspi et al. 2007), which implies a fixed n_\gamma independent of L. This relation is well explained by dust sublimation, which sets the outer radius of the BLR (Netzer & Laor 1993, Suganuma et al.)
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So, although we now have a good understanding of what sets $n_e$, i.e. $n_eU$, it is not clear why $U \sim 0.1$ is generally preferred, independent of luminosity. Why are there a small fraction of the total distribution, and thus of the total covering factor, while observations indicate that the BLR clouds, mostly of $U = 0.1$, have $\Omega_{BLR} \approx 0.3$ (Korista et al. 1997; Maiolino et al. 2001; Ruff et al. 2012). Another way to phrase this problem is that if the BLR clouds have a power law distribution of $\Omega_{BLR}$ versus $U$, then observations require a specific distribution. Baldwin et al. (1995) suggested the observed uniformity is “simple averaging, not a hidden hand of unknown physics, is at work”. Below we point out the physics which may be at work in setting a universal $U \sim 0.1$.

Another open question is what confines the BLR gas? A two phased photoionized medium was ruled out by Mathews & Ferland (1987), as the hot phase is too cold ($T < 10^7$ K) and therefore dense ($n_e > 10^7$ cm$^{-3}$) to remain invisible in emission. Other confining mechanisms, such as magnetic confinement (Rees 1985; Emmering, Blandford & Shlosman 1992), or a hotter confining medium heated by other mechanisms such as cosmic rays (Begelman, de Kool & Sikora 1991), are possible additional options. Alternatively, the BLR gas may not need confinement at all, and may be a transient thermal instability in a hot medium (Krolik 1988; Mathews & Doane 1990) or a transient shock in a hot wind (Perry & Downs 1985).

Another remarkable coincidence is that the ionizing radiation pressure at the BLR ($P_{ion}$), is similar to the gas pressure ($P_{gas}$), deep enough in the photoionized layer where most of $L_{ion}$ is absorbed. The ionizing radiation pressure is

$$P_{ion} = \frac{L_{ion}}{4\pi r_{BLR}^2 c}$$

i.e. $n_e\langle h\nu \rangle$, and $P_{gas} = 2n_e kT$.

The similarity of $P_{ion}$ and $P_{gas}$ can be seen from the relation

$$P_{ion}/P_{gas} = n_e\langle h\nu \rangle/2n_e kT = U \times \langle h\nu \rangle/2kT,$$

adopting $U \sim 0.1$, $\langle h\nu \rangle \sim 30$ eV, and $kT \sim 1$ eV, which yields $P_{ion}/P_{gas} \sim 1$. This similarity was first pointed out by Davidson (1972), who however derived $P_{ion}/P_{gas} \sim 1/20$. Shields (1978) suggested that the photoionized BLR gas may be confined by radiation pressure, but the required

$$P_{ion}/P_{gas} \sim 1$$

was inconsistent with the ratio derived from photoionization modelling at those pre-RM days. Direct measurements of $r_{BLR}$ using RM yielded a significantly smaller value than previously estimated from photoionization modelling, thus a higher $P_{ion}$ and $P_{ion}/P_{gas} \sim 1$, as noted above. This relation strongly suggests that Radiation Pressure Confinement (RPC) is the mechanism which sets $P_{gas}$ in the BLR. RPC yields

$$U = \frac{2kT}{\langle h\nu \rangle}.$$
Here we present a hydrostatic solution for gas in the BLR. In Section 2 we first provide a simplified analytic solution for the density profile inside an RPC photoionized slab, and then discuss the numerical methods used. Section 3 presents the resulting internal structure of the photoionized gas, and its dependence on the boundary conditions and distance from the ionizing source. We also present the resulting line strength as a function of distance, ionizing SED and metallicity. The results are discussed in Section 4, and the main conclusions are provided in Section 5. In a companion paper (Stern et al. 2013, hereafter Paper I), we expand the work of Dopita et al. (2002) and Groves et al. (2004), and study the effect of RPC at all radii beyond the sublimation radius.

2 RADIATION PRESSURE CONFINEMENT

To explore the net effect of continuum radiation pressure on the radial structure of the BLR gas, we analyze the gas element in its rotating frame, and implicitly assume that the force which determines the radial structure is set only by the incident radiation. This assumption is valid under the following conditions.

(i) The total gas column density is large enough ($\gtrsim 10^{24}$ cm$^{-2}$) for the black hole gravity to dominate the radiation force.

(ii) The gas is on circular orbits maintained by the black hole gravity.

(iii) The gas forms an azimuthally symmetric structure, so a shear in the tangential velocity with radius will not affect the gas radial structure.

The effects of deviations from the above assumptions are briefly discussed in Section 4

2.1 A simplified analytic solution

2.1.1 The gas pressure structure

The radiation force on a thin layer of gas at a given $r$ is the momentum deposited by radiation per unit area per unit time, which is

$$F_{\text{rad}} = \frac{L_{\text{ion}}}{4\pi r^2} e^{-\tau(r)} \text{d}r,$$

where $d\tau$ is the flux weighted mean optical depth of the thin layer, and

$$\tau(r) = \int_{r}^{\infty} d\tau,$$

and $r_i$ is the position of the illuminated face of the slab of gas. For simplicity we assume below that $(r-r_i)/r_i \ll 1$, so one can ignore the geometric dilution of the radiative flux

$$F_{\text{rad}} = \frac{L_{\text{ion}}}{4\pi r^2},$$

as it propagates through the slab. Therefore, below we assume $F_{\text{rad}}$ is a constant. The relevant luminosity may be somewhat larger than $L_{\text{ion}}$, if non ionizing luminosity is also absorbed. For example, in fully ionized gas, where electron scattering dominates, the relevant luminosity is the bolometric luminosity, where $L_{\text{bol}} \approx 2L_{\text{ion}}$. In a hydrostatic solution, the radiative force is balanced by the gradient in the gas pressure

$$dP_{\text{gas}}(r) = \frac{F_{\text{rad}}}{c} e^{-\tau(r)} d\tau.$$  \hspace{1cm} (4)

Since $d\tau = o dr$, where $o$ is the flux weighted mean absorption coefficient and $d$ is the thickness of the layer, we get

$$\frac{dP_{\text{gas}}(r)}{dr} = \frac{F_{\text{rad}}}{c} e^{-\tau(r)} \alpha.$$

The solution for $P_{\text{gas}}(r)$ is given by integrating the above equation. Deep enough in the slab, where $\tau(r) \gg 1$, the integral yields

$$P_{\text{gas}} = \frac{F_{\text{rad}}}{c} + P_{\text{gas,i}},$$

where $P_{\text{gas,i}}$ is the gas pressure at the illuminated face, given by the ambient pressure (e.g. a hot dilute gas). The solution is independent of the nature of $\alpha$, which just sets the physical scale required to obtain $\tau(r) \gg 1$. Since

$$P_{\text{rad}} = \frac{F_{\text{rad}}}{c}$$

the solution is simply

$$P_{\text{gas}} = P_{\text{rad}} + P_{\text{gas,i}}.$$  \hspace{1cm} (8)

If the ambient pressure is negligible, i.e. $P_{\text{gas,i}} \ll P_{\text{rad}}$, then at $\tau(r) \gg 1$ we get $P_{\text{gas}} = P_{\text{rad}}$, i.e. the gas pressure deep within the photoionized layer is uniform and is set by the incident radiation pressure, independent of the ambient pressure. Thus, the photoionized gas layer is confined from the illuminated side by the incident radiation pressure, while on the back side it is confined by a thick and static neutral medium.

2.1.2 The ionization parameter structure

As noted above, since

$$P_{\text{rad}}/P_{\text{gas}} = n_{\gamma} \langle h\nu \rangle / 2n_e kT,$$

RPC yields

$$n_{\gamma} / n_e = 2kT / \langle h\nu \rangle,$$  \hspace{1cm} (9)

deep enough where most of the ionizing radiation is absorbed. This corresponds to $U \sim 0.05$ for photoionized gas at $T \sim 10^{4}$ K. The value of $U$ increases towards the illuminated surface, and the characteristic value will be $U \sim 0.1$, the value where half of the ionizing radiation is absorbed. At the illuminated face, $U$ is set by the boundary condition, $U_1 = n_{\gamma} / n_e$. But, if $P_{\text{gas,i}} \ll P_{\text{rad}}$, then deep enough $U$ is set only by $P_{\text{rad}}$, and is independent of $U_1$. The emission structure will also be independent of the boundary values. For example, close to the surface layer, where say only 1 per cent of $F_{\text{rad}}$ is absorbed, we necessarily get $P_{\text{gas}} = 0.01P_{\text{rad}}$. This corresponds to

$$U = 5T / 10^4,$$  \hspace{1cm} (11)

or $U \sim 100$ once $T$ is calculated self consistently (see below). This implies that a fixed fraction of about $\sim 1$ per cent of the ionizing continuum is reprocessed into line emission in $U \sim 100$ gas. Similarly $\sim 0.1$ per cent will be emitted by
Calculations are presented below. A simple analytic solution
This condition applies for a low

\[ n \ll n_{\text{es}} \]

and \( \sigma_{\text{es}} \) is the electron scattering cross section. This condition applies for a low \( n_e \) gas, where \( U > 10^3 \) and the gas is fully ionized. The gas will be at the Compton temperature \( T_C \), and thus isothermal, which simplifies the problem. We make a further simplification that \( \tau(r) < 1 \), so \( e^{-\tau(r)} \approx 1 \). The derived equation is then

\[ 2kT_C \frac{dn_e(r)}{dr} = \frac{F_{\text{rad}}}{c} n_e \sigma_{\text{es}}, \]

which gives

\[ n_e(r) = n_{e,1} \exp \left( \frac{r - r_p}{l_{pr}} \right), \]

where

\[ l_{pr} = 2kT_C/F_{\text{rad}} \sigma_{\text{es}}. \]

Thus, there is an exponential rise in \( n_e \) on a length scale of \( l_{pr} \) (a derivation of \( n(r) \), without neglecting the geometrical dilution of \( F_{\text{rad}} \), is presented in Appendix A). Within a few \( l_{pr} \) the value of \( n_e \) will be high enough to inevitably lead to \( U < 10^3 \), at which point the gas becomes cooler and only partially ionized, leading to a sharp increase in the absorption opacity. Both effects, \( T < T_C \) and \( \sigma > \sigma_{\text{es}} \), will produce a sharp rise in \( dn_e/dr \). The uniform pressure region, i.e. \( \tau(r) \gg 1 \), is therefore reached within a few \( l_{pr} \) at most, even for an illuminated face with a very low density.

To estimate the value of \( l_{pr} \) we need the values of \( F_{\text{rad}} \) and \( T_C \) at the BLR. The value of \( F_{\text{rad}} \) is derived from the observed relation

\[ r_{\text{BLR}} \approx 0.1 L_{46}^{0.5} \text{ pc}, \]

where \( L_{46} = L/10^{46} \text{ erg s}^{-1} \) and \( L \) is the bolometric luminosity (Kaspi et al. 2005; assuming \( L = 3L_{1350} \), where \( L_{1350} \) is the luminosity at 1350 Å). This implies

\[ F_{\text{rad}} = L/4\pi r_{\text{BLR}}^2 \approx 10^{10} \text{ erg cm}^{-2} \text{ s}^{-1}. \]

Photoionization calculations yield \( T_C \approx 3 \times 10^6 \) K (see below), which gives \( l_{pr} \approx 4 \times 10^{15} \text{ cm} \), independent of the AGN luminosity. This size becomes larger than \( r_{\text{BLR}} \) for \( L < 10^{42} \text{ erg s}^{-1} \). In such low luminosity AGN, RPC can still confine the BLR gas if \( U < 10^3 \) at the illuminated face, as the gas is not fully ionized, leading to \( \sigma_{\text{abs}}/\sigma_{\text{es}} \sim 10^{-100} \) and \( T < 10^6 \) K, which reduces \( l_{pr} \) by a few orders of magnitude, allowing RPC to work in the lowest luminosity AGN.

Since

\[ P_{\text{rad}} = F_{\text{rad}}/c \approx 0.3 \text{ erg cm}^{-3} \]

at the BLR, \( P_{\text{gas}} = P_{\text{rad}} \) implies

\[ n_e T \approx 10^{15} \text{ cm}^{-3} \text{ K}, \]

or \( n_e \approx 10^{11} \text{ cm}^{-3} \) in the deeper part of the photoionized gas. The ionizing spectral slope affects the value of \( (h\nu) \) by a factor of \( \sim 2 \) and thus will not have a significant effect on the above estimates. The metallicity affects the ionization structure, and thus the thickness of the ionized layer. Both effects are explored below in the numerical calculation.

### 2.2 Numerical solutions

We use the photoionization code Cloudy 10.00 (Ferland et al. 1998) to calculate the structure and line emission of RPC slabs. The code is executed with the ‘constant pressure’ command, which enforces the code to find solutions that satisfy eq. 5. We do not include the contribution of trapped line emission pressure (\( P_{\text{line}} \)) to the gas pressure (see below). The calculation is stopped when the ionized to neutral H fraction drops to 1 per cent. We denote the stopping radius at the back of the slab as \( r_b \), and the slab thickness as \( d = r_b - r_i \). For some of the models the condition \( d/r_i \ll 1 \) does not apply, and we therefore always include the geometrical dilution \( r^{-2} \) term of the flux within the slab. The total H density (neutral and ionized) at the slab illuminated face \( n_{H,1} \) is varied in the range \( 0 \leq \log n_{H,1} \leq 10 \). We explore models in the range \( 41.5 \leq \log L \leq 46 \). At \( \log L > 45.5 \), the condition \( d/r_i \leq 0.2 \) applies in the BLR even for the minimal density explored, and the slab structure is mostly a function of \( F_{\text{rad}} \), and thus independent of \( L \). The largest \( r_i \) explored is just outside the dust sublimation radius,

\[ r_{\text{dust}} = 0.2 L_{46}^{0.5} \text{ pc}, \]

(Laor & Draine 1993), i.e. twice \( r_{\text{BLR}} \), where dust suppression of line emission sets the outer boundary of the BLR. The smallest \( r_i \) explored is 0.03\( r_{\text{BLR}} \), which is close to the size of the optically emitting region in the accretion disc. The specific model explored is with \( L = 45 \), where the above range corresponds to \( 15.5 \leq \log r_i \leq 17.5 \). The values of metallicity explored are \( Z = 0.5, 1 \) and 5\( Z_{\odot} \). We adopt the scaling law of the metals with \( Z \) from Groves et al. (2004).

Three types of SED are adopted, which differ in the ionizing SED slope \( \alpha_{\text{ion}} \) (\( f_{\nu} \propto \nu^\alpha \)). In all cases, the SED is identical between 1 \( \mu \)m and 1 Ryd. In this range, the SED is evaluated by using

\[ f_\nu = \nu^{\alpha_{\text{ion}}} \exp(-h\nu/kT_{\text{BB}}) \exp(-kT_{\text{IR}}/h\nu), \]

with \( \alpha_{\text{UV}} = -0.5 \), \( kT_{\text{BB}} \approx 13 \text{ eV} \) and \( kT_{\text{IR}} \approx 0.1 \text{ eV} \). A cut-off is assumed for \( \lambda > 1 \mu \)m. The SED in the 1 Ryd to 1 keV (912–12 Å) range is fit by a single power-law with \( \alpha_{\text{ion}} = -1.2 \), -1.6 and -2.0 for the hard, intermediate, and soft SEDs. The adopted \( \alpha_{\text{ion}} \) range corresponds to the observed range of slopes between 1200 and 500 Å (Telfer et al. 2002). The resulting optical to X-ray slopes are \( \alpha_{\text{ox}} = -1.16, -1.45 \) and -1.74 for the hard, intermediate and soft SED, respectively, similar to the range observed (e.g. Brandt, Laor & Willingale 2000, Steffen et al. 2003). All three SEDs are extended from 1 keV (12 Å) up to

\[ T \approx 10^6 \text{ K}, \]

and the gas \( \sigma \) is a function of \( T \), and there is no analytic solution for \( n_e(r) \). This is in contrast with Paper I, where the opacity down to \( U \approx 10^{-2} \) is dominated by dust, which has a fixed \( \sigma \).
100 keV (0.1 Å) using a single power-law with $\alpha = -1$. A cut-off is assumed above 100 keV.

Due to some convergence problems in Cloudy, the contribution of $P_{\text{line}}$ to the total $P$ balance is included only in some of the models. However, we verified that excluding $P_{\text{line}}$ does not change qualitatively the results of our study, as further described in Appendix B.

The RPC slab structure typically displays a hot low density surface layer at $T_c$, and a $T \sim 10^5$ K photoionized inner layer, followed by a neutral and colder layer. It must therefore pass through an intermediate photoionized layer at $T \sim 10^5$ K, a layer notorious for its thermal instability (e.g. Krolik 1999). The instability allows two separate stable solutions with the same thermal pressure, i.e. $n_e T$, above and below the unstable part. A similar thermal instability exists in collisionally heated gas (e.g. Draine 2011b, ch. 30), where there is a broad range (factor of $>10$) in $T$ of unstable solutions, and thus widely separated combinations of $n_e$ and $T$ of stable solution at a given pressure. In contrast, the ionizing SED of AGN leads to a more restricted ranges in $T$ of unstable solution, as derived in calculation of X-ray warm absorber models (e.g. Krolik & Kriss 2001; Steenbrugge et al. 2004). The most complete warm absorber models, which include RPC, are presented by Różańska et al. (2006) (see also Gonçalves et al. 2007; Czerny et al. 2009). Their model (TITAN) allows to derive the two stable solutions at a given pressure. In contrast, the slab solving scheme implemented by Cloudy leads to a single solution only. However, at $T < 10^5$ K, which is relevant for the BLR, there is only a single stable solution, set by the total pressure in that layer. Cloudy may not be the best tool at the moment to study the structure of the intermediate $T \sim 10^5$ K layer. However, once the cumulative pressure builds up leading to the thermally stable layer at $T < 10^5$ K, the solution should not depend on the exact structure at $T > 10^5$ K, a region which is relevant for X-ray warm absorbers.

Below, we adopt models with the intermediate SED (i.e. $\alpha_{\text{ion}} = -1.6$) and $Z = Z_\odot$, unless otherwise noted.

3 RESULTS

3.1 The RPC slab structure

3.1.1 The slab structure versus depth

Figures 1 and 2 present $T$, the H density and the electron density $n$, and column density $\Sigma$, in a photoionized RPC slab as a function of the slab depth, for models with $L = 10^{45}$ erg s$^{-1}$. Figure 1 explores a slab which is situated at $r_1 = 10^{5.5}$ cm, i.e. well inside the BLR (0.03 r$_{\text{BLR}}$). At this distance $d \ll r_1$, i.e. $n_1 \simeq n_0$ for all models, and the geometrical dilution is negligible. We explore $n_{\text{H},1}$ values in the $1-10^{10}$ cm$^{-2}$ range. The magenta lines present models that include $P_{\text{line}}$, which are described in Appendix B. In the left panels the results are presented as a function of distance from $r_1$. The electron temperature $T$ (top left panel) decreases from $T_C \approx 10^{6.5}$ K at the illuminated face to $\lesssim 10^4$ K at the H$^0$ back side. Note that $d$ is set mostly by the depth of hottest segment of the slab. Once $T$ falls below $T_C$, there is a very sharp drop to $T < 10^5$ K due to the sharp rise in the density. The H density (H$^0$ and H$^+$) $n_{\text{H}}$ of all models (middle left panel) is nearly constant for an extended region where the gas is fully ionized. As the cumulative optical depth builds up, $P_{\text{gas}}$ builds up, leading to a rise in $n_{\text{H}}$. Once $n_{\text{H}}$ is high enough to produce $U < 10^3$, the gas is not fully ionized any more, $T$ drops below $T_C$, absorption opacity builds up, which leads to a sharper rise in $n_{\text{H}}$. The faster rise in $n_{\text{H}}$ reduces $U$ more sharply, which leads to further rise in the absorption opacity, and thus to a further increase in the gradient in $n_{\text{H}}$. This positive feedback leads to a sharp rise in $n_{\text{H}}$ and a sharp drop in $T$. All models reach a density at $r_b$ of $n_{\text{H},b} \approx 10^{14.5}$ cm$^{-3}$, despite the range of $10^6$ in $n_{\text{H},i}$ of the different models. As expected, since $P_{\text{gas},i} \ll P_{\text{rad}}$ for all models, and thus $P_{\text{rad}} = P_{\text{rad}}$ deep enough where $\tau > 1$ and all the radiation is absorbed. The H column density (H$^0$ and H$^+$) $\Sigma_{\text{H}}$ rises slowly as long as the cumulative column is low (lower left panel). But, when $\Sigma > 10^{16}$ cm$^{-2}$, i.e. $\tau_{\odot} > 0.01$, the runaway rise in $n_{\text{H}}$ and the drop in $T$ occurs, and $\Sigma$ also rises sharply. Despite the high density inside the slab of $n_{\text{H}} \approx 10^{14.5}$ cm$^{-3}$, the slab remains optically thin to electron scattering ($\tau_{\odot} \approx 0.2$) all the way to the inner neutral region, and the use of the Cloudy model (which does not handle $\tau_{\odot} > 1$) remains valid. The reason that $\tau_{\odot} > 1$ is not reached is that once $\tau_{\odot} \approx 0.01$ is reached, $P_{\text{gas}} \approx 0.01 P_{\text{rad}}$, which leads to $U < 10^3$. This range of $U$ leads to $\sigma \gg \sigma_{\odot}$, thus $\tau$ rises rapidly, and $r_b$ is reached within only a small fractional increase in $\tau_{\odot}$.

To explore better the structure close to $r_b$, which shows very steep gradients, we plot on the right hand panels all quantities as a function of distance from $r_b$. Remarkably, the different models essentially all overlap. The only difference is the value of $d$, which increases as $n_{\text{H},i}$ decreases. The structure of all models is essentially identical near $r_b$, as expected since $P_{\text{gas}} = P_{\text{rad}}$, and all models have the same illuminating $P_{\text{rad}}$. The value of $n_{\text{H},i}$ just sets how far the slab extends inwards from the H$^0$ front, i.e. the value of $r_b$. All models have $n_{\text{H}} \approx 10^{14.5}$ cm$^{-3}$ at $r_b$, since they all have similar $r_b$, i.e. similar $P_{\text{rad}}$ values. All quantities show a constant value at a distance of < $10^{10}$ cm from $r_b$. This occurs since $r_b$ is defined where the gas is 99 per cent neutral, thus $\tau \gg 1$ and there is no radiative force, and thus no gradient (eq. 1) when getting close to $r_b$. The right-middle panel presents an analytic model with $n = n_{\text{H},i}\exp[r / r_{\odot}]$, where $r_{\odot}$ is evaluated in Appendix B and $n_{\text{H},i} = 1$ cm$^{-3}$. The analytic model assumes a constant $T = T_C = 10^5$ K, and is therefore truncated at $r_{\odot}$ where $T < 10^5$ K. It provides a good match to the detailed photoionization calculations in the hot surface layer.

We thus find that RPC leads to a universal slab structure in the BLR, at a given $P_{\text{rad}}$, which is independent of the confining pressure (i.e. the value of $n_{\text{H},i}$). What is the slab structure at a different $P_{\text{rad}}$?

Figure 2 presents the RPC slab structure for the same models shown in Figure 1 but for $r_b = 10^{17}$ cm, i.e. at $r = r_{\text{BLR}}$. In this case, $P_{\text{rad}}$ is a factor of $10^3$ lower than in the previous model, which gives $I_{\text{pr}} = 4 \times 10^{15}$ cm (eq. 1). Despite the fact that $I_{\text{pr}} \ll r_b$ still holds, in the lowest $n_{\text{H},i} \leq 10^4$ cm$^{-3}$ models, the number of exponential lengths required to reach $n_{\text{H},b} \approx 10$, which leads to $d$ which is only a factor of 2.5 smaller than $r_b$. In the calculation scheme de-

2 The description of the convergence problems is available at http://www.nublabdo.org/ticket/254
scribed above, the free parameter is $n_i$, and $r_b$ is a derived quantity. As a result, in the lowest $n_{\text{H}}$ models, similar $r_i$ lead to somewhat different $r_b$, and thus different geometrical dilution effects on $P_{\text{rad}}$, which necessarily leads to different $n_{\text{H}, b}$. To avoid this effect, and make a meaningful comparison of the different $n_{\text{H}, i}$ models, the value of $r_i$ for each model is chosen to yield $r_b = 10^{17}$ cm in all models. The graphs have nearly identical shapes to those in Figure 1. The main difference is the absolute scale, where $d$ is a factor of $10^3$ larger, due to the drop in $P_{\text{rad}}$ (eq. 13). The values of $T$ and $\Sigma$ are nearly identical, while the $n_{\text{H}}$ plot is displaced downward by a factor of $10^3$ ($n_{\text{H}, b} = 10^{13.5}$ versus $10^{14.5}$ cm$^{-3}$), as it is set by $P_{\text{rad}}$. The slight deviation from $n_{\text{H}, b} \propto r_b^{-2}$ results from the very high densities reached at $r_b = 10^{15.5}$ cm models, and is further discussed below (Section 3.1.3). The only small effect on the shape of the curves in Figure 2 compared to Figure 1 is the addition of a small correction due to geometric dilution, which leads to a small change in $P_{\text{rad}}$ inside the slab.

3.1.2 The slab structure versus $\Sigma_{\text{H}}$

Figure 3 shows the ionization structure of RPC slabs, as a function of $\Sigma_{\text{H}}$, at three distances $r_b = r_{\text{BLR}}, r_b = 0.1r_{\text{BLR}}$ and $r_b = 0.03r_{\text{BLR}}$, which correspond to $10^{17}$, $10^{16}$ and $10^{15.5}$ cm for $L = 10^{45}$ erg s$^{-1}$. The figure also provides a comparison of RPC to a uniform density slab at $U = 0.05$. All RPC solutions assume $n_{\text{H}, i} = 10^8$ cm$^{-3}$, but as noted above the solution is not sensitive to this value. Each panel presents the results for a certain $r_b$, and each panel is divided into two subpanels. The top subpanel presents $T$ and the ionization fractions of $\text{H}^+$, $\text{He}^+$ and $\text{He}^{++}$. The lower subpanel presents $n_{\text{H}}$ and the ionization fraction of several high ionizations ions ($\text{Ne}^{++}$ and $\text{O}^{++}$), intermediate ionizations ($\text{C}^{++}$ and $\text{C}^{++}$) and low ionizations ($\text{Mg}^{++}$). The structure is similar for the three RPC models, despite the range of $10^{19}$ in $P_{\text{rad}}$. The main trend observed is the decrease in $\Sigma_{\text{H}}$ of the H ionization front (say where the H ionization is 50 per cent) with increasing $r_b$. The position drops from $\Sigma_{\text{H}} = 2.3 \times 10^{23}$ cm$^{-2}$ at log $r_b = 15.5$, to $0.8 \times 10^{23}$ cm$^{-2}$ at log $r_b = 17$. This also roughly corresponds to the trend in the column where $T$ reaches $10^5$ K. However, the column where $T$ drops to $10^5$ K remains close to $0.5 \times 10^{23}$ cm$^{-2}$ for all $r_b$ values. Similarly, the Ne$^{++}$ ion peaks at $\Sigma_{\text{H}} = 0.5 \times 10^{23}$ cm$^{-2}$ at all $r_b$, while the mean position of the C$^{++}$ ion drops from $1.2 \times 10^{23}$ to $0.75 \times 10^{23}$ cm$^{-2}$, with the increase in $r_b$. The Mg$^{++}$ ion rises sharply at the H ionization front for all $r_b$, and remains nearly constant and close to unity beyond the H ionization front. The models do not reach the $\Sigma_{\text{H}}$ where Mg$^{++}$ becomes dominant, as this ion is ionized by photons above 0.6 Ryd, where $\tau \ll 1$ for $\Sigma_{\text{H}} \lesssim 10^{24}$ cm$^{-2}$. The shift of the H ionization front with $r_b$ is a density effect, and not an RPC effect. It occurs also for uniform density models, where models with a higher $n$ value, at a fixed $U$, yield larger $\Sigma_{\text{H}}$ values to reach the H ionization front.

Figure 4 lower right panel, shows a comparison of RPC to a uniform density slab model with $U = 0.05$, which corresponds to $n_{\text{H}} = 10^{10.5}$ cm$^{-3}$, expected at $r_b = 10^{17}$ cm. This $n_{\text{H}}$ value is where C$^{++}$ and C$^{++}$ ionic fractions peak in the RPC solution for $r_b = 10^{17}$ cm (lower left panel). The major difference, apart from the lack of a density gradient, is that $T(\Sigma_{\text{H}})$ profile, which now extends only over a small range in $T$ near $10^5$ K. The H ionization front now occurs at a column of $0.3 \times 10^{23}$ cm$^{-2}$, rather than $0.8 \times 10^{23}$ cm$^{-2}$. This difference is expected since the ionized column is proportional to $U$, and in an RPC slab $U$ increases from $r_b$ to $r_t$, while in a uniform density slab $U$ is constant. The difference associated with the lack of rise in $U$ towards $r_i$, is the lack of a region with Ne$^{++}$ emission, and the fact that O$^{++}$ is present only at a thin surface layer. As can be seen in the other panels with the RPC solutions, the O$^{++}$ ion peaks where $n_{\text{H}} \sim 0.1n_{\text{H}, b}$, i.e. where $U \sim 1$, while Ne$^{++}$ peaks where $n_{\text{H}} \sim 0.01n_{\text{H}, b}$, i.e. at $U \sim 10$. Because of the density gradient within an RPC slab, it can be viewed effectively as a superposition of matter bounded (i.e. optically thin), constant $U$ slabs, with $U$ in the range of 1–1000, and in addition an ionization bounded $U \simeq 0.1$ slab. Although a constant $U$ slab also displays an ionization gradient within the slab, as the ionizing photons absorption increases inwards, an RPC slab shows a larger range of $U$ values, because of the gradient in $n_{\text{H}}$.

3.1.3 The slab final density versus $r_b$ and $L$

Figure 5 presents the derived $n_{\text{H}, b}$ from Cloudy model solutions as a function of $r_b$ for $L = 10^{42}, 10^{44}$ and $10^{46}$ erg s$^{-1}$. The value of $n_{\text{H}, b}$ rises linearly with $L$ at a given $r_b$, and drops as $r_b^{-2}$ at a given $L$. Thus, $n_{\text{H}, b} \propto L/r_b^2$, i.e. $\propto P_{\text{rad}}$, as expected. The importance of RPC is that it gives an absolute value for $n_{\text{H}, b}$ for given $L$ and $r_b$ values, with no free parameters. The curves shown in Fig. 4 are well fit by the universal relation

$$n_{\text{H}, b} = 3 \times 10^{14} L_{46} r_{16}^{-2} \text{erg s}^{-1} \text{cm}^{-2},$$

where $r = 10^{16} r_{16}$ cm. Since $r_{\text{BLR}} \approx 0.1 L_{46}^{0.5}$ pc, we get the simple relation

$$n_{\text{H}, b} \approx 2.5 \times 10^{11} (r/r_{\text{BLR}})^{-2},$$

which fits well the Cloudy derived $n_{\text{H}, b}$, as shown in Fig. 4. This fit can also be derived from the simple analytic model of $n_{\text{H}, b}$, where

$$n_{\text{H}, b} = L/4\pi r_b^2 c k T,$$

using $T = 10^{5.75}$ K which corresponds to the slab neutral face (e.g. Fig. 3). The slight deviation from $n_{\text{H}, b} \propto r_b^{-2}$ present in Cloudy models for large $r_b$, which approaches $r_{\text{dust}}$ from below, can be explained as follows. At small $r_b$, $n_{\text{H}}$ is very large ($\gg 10^{13}$ cm$^{-3}$), and the gas is efficient in absorbing at $\lambda > 912$ Å, due to photoionization of excited H. At larger $r_b$, $n_{\text{H}}$ is smaller, and the gas is inefficient in absorbing longward of 912 Å. This effectvily decreases the absorbed fraction of $L$, i.e. decreases the effective $P_{\text{rad}}$ which sets $n_{\text{H}, b}$. At $r_b \gtrsim r_{\text{dust}}$, dust absorption sets in, the non-ionizing continuum ($\lambda > 912$ Å) contributes again to $P_{\text{rad}}$, which leads to a factor of $\sim 1.5$ jump in $n_{\text{H}, b}$ (see also Paper I).
Figure 5 presents the calculated emission-line equivalent-width (EW) versus $r_{BLR}$ for several prominent lines from the BLR. A BLR covering factor of $\Omega_{BLR} = 0.3$ is assumed. The results are independent of the value of $n_{H,i}$, apart from the structure of $\Sigma$ near $r_i$, as $\Sigma$ is an integrated quantity.

The sharp drop at $r_b > r_{dust}$ is a universal effect which affects most lines, as expected since dust dominates the opacity for $U > 0.01$ (Netzer & Laor 1993), while RPC produces $U > 0.1$. The EW of these lines drops by a factor of 3–10 when $r_b$ becomes smaller than $r_{dust}$ by a factor of 2–3. Thus, the low ionization lines are mostly confined to a narrow range of radii close to $r_{BLR} (= 0.5r_{dust})$. Intermediate ionization lines, such as C iv $\lambda 1549$, O iv $\lambda 1402$ and Si iv $\lambda 1397$, still peak at $r_{dust}$. The sharp drop at $r_b > r_{dust}$ is a universal effect which affects most lines, as expected since dust dominates the opacity for $U > 0.01$ (Netzer & Laor 1993), while RPC produces $U > 0.1$. The EW of these lines drops by a factor of 3–10 when $r_b$ becomes smaller than $r_{dust}$ by a factor of 2–3. Thus, the low ionization lines are mostly confined to a narrow range of radii close to $r_{BLR} (= 0.5r_{dust})$.

Intermediate ionization lines, such as C iv $\lambda 1549$, O iv $\lambda 1402$ and Si iv $\lambda 1397$, still peak at $r_{dust}$. The sharp drop at $r_b > r_{dust}$ is a universal effect which affects most lines, as expected since dust dominates the opacity for $U > 0.01$ (Netzer & Laor 1993), while RPC produces $U > 0.1$. The EW of these lines drops by a factor of 3–10 when $r_b$ becomes smaller than $r_{dust}$ by a factor of 2–3. Thus, the low ionization lines are mostly confined to a narrow range of radii close to $r_{BLR} (= 0.5r_{dust})$.

Intermediate ionization lines, such as C iv $\lambda 1549$, O iv $\lambda 1402$ and Si iv $\lambda 1397$, still peak at $r_{dust}$. The sharp drop at $r_b > r_{dust}$ is a universal effect which affects most lines, as expected since dust dominates the opacity for $U > 0.01$ (Netzer & Laor 1993), while RPC produces $U > 0.1$. The EW of these lines drops by a factor of 3–10 when $r_b$ becomes smaller than $r_{dust}$ by a factor of 2–3. Thus, the low ionization lines are mostly confined to a narrow range of radii close to $r_{BLR} (= 0.5r_{dust})$.
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Figure 2. The same as Figure 1 for a slab at \( r_b = r_{BLR} = 10^{17} \) cm. The structure is nearly identical to the structure of the slab at \( r_b = 10^{15.5} \) cm. The x-axis scale is a factor of 10^3 larger, as expected since \( P_{rad} \) is 10^3 lower. The value of \( n_{H,b} \) is 10^3 smaller, as expected. The range of \( T \) and \( \Sigma \) is similar to the \( r_b = 10^{15.5} \) cm model. The analytic model (middle-right panel, cyan line) accounts for the geometrical dilution of flux within the slab (Appendix A). Note that the \( \log n_{H,i} = 10 \) model is not an RPC model since \( P_{gas,i} \sim P_{rad} \).

A harder ionizing SED (i.e. \( \alpha_{ion} = -1.2 \)) increases the EW of all lines, as expected since more energy is absorbed and re-emitted in lines, for a given near UV luminosity (used to calculate the EW of most of the UV lines). The effect is particularly strong for the higher ionization lines, as expected since a harder EUV SED produces a larger column of high ionization ions. The effect of \( Z \) is more complicated. The line emission enhancement is particularly strong for the \( N \) lines, such as the \( N\text{iii} \lambda 1750 \) and \( N\text{v} \lambda 1240 \) lines presented here, as expected given the steeper scaling of \( N \) with \( Z \) (Section 2.2). The \( \text{He}\text{ii} \lambda 1640 \) are almost independent of \( Z \), as these lines mostly count the number of ionizing photons. Prominent coolants, such as \( \text{C}\text{iv} \lambda 1549 \) and \( \text{O}\text{vi} \lambda 1034 \) get weaker with increasing \( Z \), which happens as these lines are collisionally excited, and photoionized gas gets colder with increasing \( Z \) due to increased cooling by the many weaker lines. Note for example the sharp increase in the \( \text{O}\text{i} \lambda 1304 \) line with \( Z \). This rise characterizes other weak low ionization lines not plotted (e.g. \( \text{C}\text{ii} \lambda 1335 \)).

### 3.2.1 Comparison with observations

Figure 3 also presents a comparison with the typical observed EW of the various lines. Since most lines present a Baldwin effect, the typical EW is a function of luminosity. We used the best fit EW versus luminosity relation in Dietrich et al. (2002), and derived the EW values at \( \lambda L_\lambda(1450\text{Å}) = 10^{42} \) and \( 10^{47} \) erg s^{-1} where the lower values of the measured EW correspond to high \( \lambda L_\lambda \) (except for \( \text{N}\text{v} \)). The calculated and measured EW are generally consistent, for the adopted \( \Omega_{BLR} = 0.3 \), as derived in earlier studies.

\(^3\) The EW of \( \text{Ne}\text{viii} \) is not reported in Dietrich et al. (2002). We present in Fig. 5 the EW value of \( \text{Ne}\text{viii+O}\text{iv} \) blend that was measured by Telfer et al. (2002) for a composite spectrum with a mean \( \lambda L_\lambda(1100\text{Å}) = 10^{46} \) erg s^{-1}. The \( \text{O}\text{iv} \lambda 789 \) contribution is shown as a cyan line in the middle-right panel of Figure 5.
Figure 3. The ionization structure of RPC slabs for three $r_h$ values, and a comparison to a uniform density slab. All models assume $L = 10^{45}$ erg s$^{-1}$. Each panel corresponds to a given $r_h$, as noted. The upper left panel corresponds to 0.03$r_{BLR}$, upper right to 0.1$r_{BLR}$, and the lower left to $r_{BLR}$. The ionization structure is presented as a function of $\Sigma H$. The upper subpanel in each panel presents the $T$ profile (see Figs 1 and 2), the fraction of $H^0$, and the ionization fractions of $He^+$ and $He^{++}$. The lower subpanels present the $n H$ profile (see Figs 1 and 2), and the ionization fractions of various ions. The lower right panel presents the same plots for the uniform $n_H = 10^{10.5}$ cm$^{-3}$ model with $U = 0.05$. Note the similarity of all RPC models, despite the range of $10^3$ in $F_{rad}$, as expected since RPC sets a universal $U \approx 0.1$ (see text). The H ionization front and the lower ionization ions (e.g. $Ne^{7+}$ and $O^{5+}$) extend to higher $\Sigma H$ at smaller $r_h$, while the higher ionization ions (e.g. $Ne^{7+}$ and $O^{5+}$) occur at similar $\Sigma H$ at all $r_h$. The uniform $n_H$ model (lower right panel) shows only a small range in $T$, lacks $Ne^{7+}$ and shows only little $O^{5+}$. The RPC slab can be viewed as a superposition of matter bounded fixed-$U$ slabs for $U$ in the range of 1–1000, and an ionization bounded $U \sim 0.1$ slab.
The predicted emission of $\text{N}^\text{iii}$ and $\text{O}^\text{i}$ is a strong function of $Z$ only, and a comparison with observations implies $Z > Z_\odot$ for the BLR, which is consistent with previous studies (Korista et al. 1997; Maidano et al. 2001; Ruff et al. 2012).

There is a clear trend of EW with $\alpha_{\text{ion}}$ from the RPC calculations, as found in earlier photoionization modelling of uniform density gas (Korista et al. 1998). The observed trend of the EW with luminosity likely results from the trend of a softer SED with increasing luminosity (e.g. Steffen et al. 2006), as suggested by Korista et al. (1998).

The predicted emission of $\text{N}^\text{iii}$ and $\text{O}^\text{i}$ is significantly underpredicted (factor of $> 2$) by RPC models for low-$L$ objects (i.e. high EW and shallow $\alpha_{\text{ion}}$). The $\text{C}^\text{iii}$ line is measured by decomposing the $\text{C}^\text{iii} + \text{Si}^\text{iii} + \text{Al}^\text{iii}$ emission blend. To minimize the effect of decomposition uncertainties, we make a comparison between the total calculated and measured EW of the blend. The measured EW is $\approx 80$ Å (Dietrich et al. 2002), which is still significantly higher compared to 34 Å predicted by RPC models for $\alpha_{\text{ion}} = -1.2$ to the blend EW is likely to be small, and it is $< 10$ per cent of the $\text{Ne}^\text{viii}$ EW in the RPC models.

(A$\text{III}$ contributes $\approx 2$ Å). The discrepancy between the two values might be explained, if the drop in line emission beyond $r_{\text{dust}}$ is more gradual than in our models (Section 4.2). The gas at $r_b > r_{\text{dust}}$ is prone to emit C$\text{iii}$ more efficiently than at $r_b < r_{\text{dust}}$, if the emission is not suppressed by dust, since the gas has $n_{\text{H},b} \lesssim 10^{0.5}$ cm$^{-3}$ (Fig. 4, which is closer to the critical density of C$\text{iii}$ ($10^{0.5}$ cm$^{-3}$). A gradual drop in line emission beyond $r_{\text{dust}}$ might also explain the discrepancy between the calculated and measured EW of Mg$\text{ii}$.

The high value of the $\text{O}^\text{i}$ EW ($120$ Å) is an extrapolation to $\lambda L_\lambda = 10^{42}$ erg s$^{-1}$ of a relation evaluated by Dietrich et al. (2002) only down to $\lambda L_\lambda = 10^{41}$ erg s$^{-1}$. Since the slope of $\text{O}^\text{i}$ EW versus $L$ relation is likely to be shallower for $L \lesssim 10^{44}$ erg s$^{-1}$, as it is for other high ionization lines (e.g. C$\text{iv}$; Dietrich et al. 2002), the $\text{O}^\text{i}$ EW at $L \sim 10^{42}$ erg s$^{-1}$ is probably closer to $\lesssim 70$ Å (fig. 7 there), and is consistent with RPC models.

The Si$\text{iv}$ panel in Fig. 5 presents the measured total EW of Si$\text{iv} + \text{O}^\text{iv}$ blend. The total calculated EW of Si$\text{iv} + \text{O}^\text{iv}$ is roughly consistent with these observed values.

The calculated $\text{H}^\beta$ EW is significantly smaller for all models than observed (by a factor of $> 3$). This discrepancy is likely related to the famous and persistent ‘$\text{Ly} \alpha / \text{H}^\beta$ problem’ (Baldwin 1977a; Netzer et al. 1993), which may result from an underestimate of the $\text{H}^\beta$ emission in photoionization calculations, potentially due to a radiative transfer effect (e.g. Baldwin et al. 2004, section 8.4 there for a possibly related effect in the underestimate of the optical $\text{Fe}^\text{ii}$ emission).

4 DISCUSSION

As shown in earlier studies (Laor & Draine 1993; Netzer & Laor 1993; Korista et al. 1997) and verified by observations (Suganuma et al. 2006), the BLR is bounded from the outside by dusty photoionized gas, as dust embedded in the line emitting gas strongly suppresses the line emission once $U > 10^{-2}$. Dust sublimation explains both the scaling and absolute value of the observed $\tau_{\text{BLR}} \approx 0.1L_\odot^{3/5}$ pc relation. Dust also provides a natural inner boundary for the BLR, if the BLR gas originates from a failed dusty wind, and the wind exists down to the sublimation radius within the accretion disc atmosphere, which is smaller by a factor of few of the dust sublimation radius above the disc (Czerny & Hryniewicz 2011). These mechanisms imply that the BLR gas is subject to a characteristic $F_{\text{rad}} \approx 10^{40}$ erg s$^{-1}$ cm$^{-2}$, which corresponds to $P_{\text{rad}} \approx 0.3$ erg cm$^{-3}$, or an ionizing photon density $n_e \approx 6 \times 10^9$ cm$^{-3}$.

In this study we point out that $P_{\text{rad}}$ inevitably leads to a pressure gradient within the photoionized gas. The thermal pressure within the photoionized gas therefore builds up to $P_{\text{gas}} = F_{\text{rad}}$, or $2n_e kT = n_e (h\nu)$, which implies $n_e \approx 15 r_g$. Thus, RPC leads to a fixed ratio of $U \approx 0.1$ for the typical AGN SED, as found by observation. These two mechanisms, dust which sets $n_e$, and RPC which sets $U$, lead to a unique solution for the BLR structure and line emission, independent of $L$. These mechanisms provide a natural explanation for the similar BLR emission observed over a range of $10^8$ in AGN luminosity.

An RPC slab of gas is characterized by a density which
Figure 5. Calculated line EW versus $r_b/r_{\text{BLR}}$ for RPC models with $L = 10^{45}$ erg s$^{-1}$ and $\Omega_{\text{BLR}} = 0.3$. The line EW is evaluated for a range of values of $\alpha_{\text{ion}}$ and $Z$, noted in the upper-right corner. The dust sublimation radius $r_{\text{dust}}$ is indicated (vertical dashed line). Models with $r_b > r_{\text{dust}}$ include the effect of dust opacity, which strongly suppresses the line emission. The effect of including $P_{\text{line}}$ in models with $\alpha_{\text{ion}} = -1.6$ and $Z = Z_\odot$ is depicted by a vertical arrow at $\log r_b/r_{\text{BLR}} = -1.5$, $-0.5$ and $0$. The thick horizontal bars (right hand sides) depict the measured line EW in objects with $\lambda L(1450 \AA) = 10^{42}$ and $10^{47}$ erg s$^{-1}$ from Dietrich et al. (2002) (Ne$\text{viii}$ EW is from Telfer et al. 2002). The measured EW of emission blends is depicted by a dashed bar, and the additional contributing emission line is denoted below the lowest bar. Bars with an arrow denote measured EW values which are outside the plotted range, and the measured value is noted next to the arrow. In the RPC photoionization models, the low ionization lines mostly originate within a factor of 2–3 of $r_{\text{dust}}$, i.e. at $r_b \simeq r_{\text{BLR}}$. At intermediate ionizations, the line emission extends to a smaller $r_b$, and the highest ionization lines either peak at $r_b \simeq 0.1 r_{\text{BLR}}$, or at $r_b$ smaller than $0.03 r_{\text{BLR}}$. If the inner radius of the BLR is set by a failed dusty wind (Czerny & Hryniewicz 2011), it may not extend to such a small $r_b$. 
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increases inwards, reaching \( n_{H, b} \) once all the ionizing \( F_{\text{rad}} \) is absorbed (which can include radiation longwods of 912 Å, depending on the ionization and excitation states). This generally implies \( n_{H, b} \propto r^{-2} \) in RPC gas near a point source. The density structure of the photoionized layer, as measured from the neutral inner part, has a nearly universal shape. The boundary gas pressure \( P_{\text{gas}, i} \) at the surface of the ionized gas has no effect on the inner structure, as long as \( P_{\text{gas}, i} \ll P_{\text{rad}} \). The structure is characterized by a surface layer at \( T_c \sim 10^6 \) K for the typical AGN SED, which exists in regions where \( n_{H} \leq 10^{-3} n_{H, b} \) (Figs 1 and 2). This hot surface layer exists at \( \tau_{\text{es}} < 10^{-2} \), where \( P_{\text{gas}} \leq 10^{-2} P_{\text{rad}} \), which implies \( U > 10^5 \), required for a fully ionized gas. Once \( \tau_{\text{es}} > 10^{-2} \) inside the cloud, one gets \( U < 10^4 \), bound electrons become abundant, the absorption opacity rises, leading to a warm, \( T \sim 10^7 \) K, and possibly thermally unstable layer. This layer may break up into two phases according to the stable regions in the \( P_{\text{gas}} \) versus \( T \) photoionization solutions, which we do not explore in this study. However, once \( \tau_{\text{es}} \gtrsim 0.1 \), one gets \( T \sim 10^4 \) K, the bulk of the ionizing luminosity is absorbed, and the prominent optical and UV BLR lines are produced.

The ionization structure and the line emission from RPC gas is equivalent to a superposition of optically thin uniform density slabs, with \( U \) decreasing from 100 (or higher) to 1, and an additional ionization bounded slab with \( U \sim 0.1 \). Thus, the main difference between the standard BLR solution of a uniform density slab, and the RPC solution, is the addition of higher ionization ‘surface’ layers. These layers are responsible for excess O vii λ1034 and Ne vIII λ774 emission, which is otherwise interpreted as additional BLR cloud components with \( U \sim 1 \) and \( U \sim 10 \) \cite{Netzer1976, Korista1997, Hamann1998}. RPC predicts there should also be an additional BLR component of even higher ionization lines, produced by the \( U \sim 100 \) layer. This lower density layer may produce some forbidden lines from highly ionized ions, however the emission may be hard to detect, as this layer absorbs only \( \sim 1 \) per cent of the ionizing radiation, and the predicted line luminosities are correspondingly weak. In addition, the main coolants occur in the extreme UV, such as the various Fe lines: Fexxiii λ133, Fe xxii λ111 and Fe xx λ121, and are therefore essentially unobservable. The associated forbidden optical and NUV lines from these ions are expected to produce very weak broad lines, and are thus very difficult to detect.

### 4.1 The stability of RPC BLR

Is the hydrostatic solution maintained by radiation pressure stable? Earlier studies of radiation pressure effects on photoionized gas \cite{Mathews1977, Mathews1982, Mathews1986} found that radiatively driven photoionized gas may be susceptible to various instabilities. These studies were motivated by early suggestions to explain the broad line profiles as a radiatively driven outflow. However, we now know that the BLR dynamics is largely dominated by the gravity of the black hole, which indicates it must be composed of a large column gas, where gravity inevitably dominates radiation pressure. We also know that the BLR gas is not composed of small clouds \cite{Arav1998, Laor2006}, and is most likely a smooth flow, possibly formed by a failed disc wind \cite{Czerny2011}. Thus, the earlier studies are not relevant for the BLR we know today. We do not attempt to explore the stability of the hydrostatic solution. We can only comment that the photoionized layer must be supported by a large column (\( > 10^{24} \text{ cm}^{-2} \)) of static gas on the back side, to avoid forming a wind, and we suspect this support can allow a stable solution.

### 4.2 The validity of a steady state solution

Is the steady state solution a valid assumption? We know the ionizing continuum in AGN varies with time. How long will it take for the RPC solution to adapt to a new \( L \)? Even if \( L \) is a constant, the BLR gas likely rises from the accretion disc, enters the ionizing radiation field, and needs to reach a steady state structure. The physical thickness of the ‘proper’ BLR layer, i.e. where \( n > 10^9 \text{ cm}^{-3} \), is \( < 10^{13} \text{ cm} \) \cite{Fig. 3}. If the rising gas is compressed by the radiation pressure, the minimal radial acceleration is \( \dot{r}_{\text{rad}} \sim 0.1 \text{ cm s}^{-2} \), which gives a maximal time of \( \sqrt{10^7/0.1} \sim 10^5 \text{ s} \). However, since the flux weighted mean absorption opacity in BLR gas is likely \( \sigma_{\text{es}} \), the compression timescale can be a few days, rather than a few months. If the gas rising from the accretion disc has internal pressure larger than implied by RPC, it will expand at the sound speed of \( cs \sim 10^6 \text{ cm s}^{-1} \) and will fill in the required width in \( 10^3/10^6 = 10^7 \text{ s} \). The dynamical timescale \( (t_{\text{dyn}}) \) at the BLR is \( \sim 100 \times \text{the light crossing time} \) (assuming a Keplerian velocity of 0.01c), and thus typically at least few years. A similar timescale is obtained if the vertical motion from the disc to the BLR is a fraction of the Keplerian velocity, and the gas rises above the disc to a fraction of the radius. We therefore expect that the travel time of the gas from the disc surface to the height of the BLR, is comparable to the time it will take the gas to expand and relax to the steady state RPC solution.

The above considerations also apply for luminosity variability. When the luminosity increases, the BLR density will adapt to the higher density RPC solution on a short timescale, likely a few days. However, when the luminosity decreases, the relaxation to the lower density solution occurs only at the sound crossing time, i.e. \( 10^7 \text{ s} \). One may therefore expect some hysteresis effect in the response of the line emission to continuum variations.

### 4.3 The effect of \( \Sigma_{H,\text{total}} < 10^{24} \text{ cm}^{-2} \)

If the total H column of the gas (\( \Sigma_{H,\text{total}} \)) is \( < 10^{24} \text{ cm}^{-2} \), then our assumption that gravity dominates the radiative force may not hold. Specifically, the ratio of the radiation force to gravity for an optically thick cloud is \( R \equiv 1.5 \Sigma_{24} \), where \( l = L/L_{\text{Edd}} \) is the luminosity in Eddington units, and \( \Sigma_{24} = \Sigma_{H,\text{total}}/10^{24} \text{ cm}^{-2} \). If \( R > 1 \), e.g. for gas with \( \Sigma_{24} < 0.1 \) in moderately high, \( l > 0.1 \), AGN, the gas will be radially accelerated and form an outflow. The outflowing gas may still be confined by RPC, due to the differential acceleration of different layers within the gas cloud, relative to the bulk acceleration of the cloud \cite{Chelouche2001}. However, since the BLR is generally not an outflowing wind, gas clouds with \( R > 1 \) do not form the bulk of the BLR emitting gas.

If \( R \ll 1 \), then the hydrostatic solution derived above is
valid. The gas slab structure is presented in Figure 3 up to a column of $\Sigma_H = 0.25 \times 10^{24}$ cm$^{-2}$, but the solution extends to $\Sigma_{24} = 1$, where the neutral H fraction equals 1 per cent (Sec. 2.2). The calculations are valid for AGN with $l < 1$, if $\Sigma_{24} > 1$. A hydrostatic solution for a $\Sigma_{24} = 0.1$ cloud remains valid for AGN with $l \ll 0.1$. The effect of reducing $\Sigma_{H,\text{total}}$ to $10^{23}$ cm$^{-2}$ on the predicted line emission is small.

We recalculate the line emission from an RPC slab located at $r_B = r_{BLR}$, and now stop the calculation when $\Sigma_{24} = 0.1$, rather than at $\Sigma_{24} = 1$. The emission of $H\beta$ decreases by $\sim 20$ per cent, and that of N$\text{ii}$ $\lambda$1750 and O$\text{i}$ $\lambda$1304 increases by $\sim 10$ and 60 per cent, respectively. The emission of all other lines, presented in Fig. 5 differs by less than 1 per cent. Note that an RPC slab achieves its full ionization at $\Sigma_{H,\text{total}}$ of a few $10^{23}$ cm$^{-2}$ (Risaliti et al. 2014) are likely to contain emitting ions of all ionization states.

What happens at the intermediate case when $R \lesssim 1$? In this case, the gas can still maintain a circular orbit, but the radial acceleration will be reduced significantly by the radiation force, which opposes a significant fraction of the radial acceleration will be reduced significantly by the gas pressure gradient now balances only the differential radiative acceleration between the bulk acceleration of the cloud and the local radiative acceleration. For example, if $R = 0.9$, then the gas pressure will build up to a maximal value of 0.1 of the value for the $R \ll 1$ solution, which corresponds to $U \sim 1$, rather than $U \sim 0.1$. However, one needs fine tuning of $R$ to be just below unity to have a significant effect, and such clouds will likely be rare.

### 4.4 The effect of the shear

Above (Section 2) we considered the geometrical dilution of the incident flux in a geometrically thick slab, i.e. a slab where $d \equiv r_B - r_1$ is comparable to $r_B$. Another significant effect is a shear due to the gradient in the Keplerian velocity with $r$. The difference in Keplerian velocity across the slab thickness is

$$\Delta v_K \sim \frac{1}{2} \sqrt{G M_{BH}} \frac{1}{r^{3/2}} \sim 6 \times 10^{-8} m_i^{1/2} r_i^{-3/2} d,$$

where $G$ is the gravitational constant and $m_i = M_{BH}/10^8 M_\odot$. For a slab to remain intact, the following condition should hold

$$\Delta v_K < c_i,$$

which is satisfied for

$$d < 2 \times 10^{14} c_s r_i^{3/2} m_i^{-1/2} \text{ cm},$$

where $c_s, r_i = c_i/10^7 \text{ cm s}^{-1}$, and $c_{s, r} = 1$ corresponds to $T \gtrsim 10^6 \text{ K}$. For a cloud at $r_{BLR}$ (Fig. 2), the outer layer where $n < 10^6 \text{ cm}^{-3}$ is expected to have $d > 10^{14}$ cm, and thus be sheared. The colder inner layer, where $c_{s, r} = 0.1$, has $d < 10^{13}$ cm which is only slightly smaller. The shear occurs on a timescale of

$$t_{\text{shear}} \sim d/\Delta v_K \sim 2 \times 10^7 r_i^{3/2} m_i^{1/2} \text{ s} \sim t_{\text{dyn}}.$$

If the BLR is composed of individual small clouds, then the clouds will likely be sheared on a dynamical timescale of a few. The likely steady state structure is a roughly an azimuthally symmetric gas distribution, as assumed in this study.

### 4.5 Implications for observed trends of emission line properties

The major trends in the emission line properties of AGN are the drop in EW of most lines with increasing $L$ (Baldwin 1977b; and citations thereafter), and the so-called eigenvector 1 (EV1) set of correlation (Boroson & Green 1992). The Baldwin relation is commonly explained by a softening of the mean SED with increasing $L$ (e.g. Korista et al. 1993), while the EV1 is commonly interpreted as a metallicity effect, where objects with high optical Fe$\text{ii}$/H$\beta$, weak [O$\text{ii}$]/H$\beta$ and various other associated UV properties, such as the relative strength of the N$\text{v}$ $\lambda$1240 line (Wills et al. 1994) have a high Z (Shemmer et al. 2004). RPC allows a more significant test of these suggestions, as $n_i$ and $U$ are no longer free parameters. Indeed, the RPC Cloudy model calculations presented above indicate that lines from ions of increasing ionization energy display a steeper dependence of the line EW on $\alpha_{\text{ion}}$, and since $\alpha_{\text{ion}}$ and $L$ are likely related, it explains the steeper luminosity dependence of higher ionization lines (Dietrich et al. 2002). Extreme EV1 objects, such as narrow line Seyfert 1 galaxies, generally have weaker C$\text{iv}$ $\lambda$1549, stronger low ionization lines, such as O$\text{i}$ $\lambda$1304, stronger N lines, such as N$\text{ii}$ $\lambda$1750, and stronger Si$\text{iv}$ $\lambda$1397 (e.g. Wills et al. 1999). These properties are indeed expected at a higher $Z$, as indicated by Fig. 5.

A very clear exception to the Baldwin relation is the N$\text{v}$ $\lambda$1240 line, where the EW is essentially independent of $L$, despite its high ionization energy (Dietrich et al. 2002). Fig. 5 demonstrates that this can be explained by a relation of $L$ and $Z$, where the steeper $\alpha_{\text{ion}}$ with increasing $L$ is compensated by a rising $Z$ with $L$. The later relation is expected in a sample of luminous AGN (the $z \sim 3$ quasars used for measuring N$\text{v}$ $\lambda$1240), which are inevitably close to their Eddington limit. Thus, high $L$ quasars are associated with a large black hole mass, which is associated with a massive host galaxy, which have a higher $Z$ (Hamann & Ferland 1993; Warner et al. 2003). The higher than linear increase of the N abundance with $L$, increases the EW of various N lines, but for N$\text{v}$ $\lambda$1240 this rise is almost exactly cancelled by the softer $\alpha_{\text{ion}}$, which decreases the EW of all other high ionization lines. This leads to an absence of a Baldwin relation for the N$\text{v}$ $\lambda$1240 line, as was originally proposed by Korista et al. 1998). However, in these earlier studies $n$ and $U$ were considered as free parameters, while RPC indicates $\alpha_{\text{ion}}$ and $Z$ are the only free parameters, and their combined effect nearly eliminates the Baldwin effect for the N$\text{v}$ $\lambda$1240 line.

### 4.6 The radial distribution of line emission

Figure 5 shows that the line emissivity drops sharply at $r > r_{\text{dust}}$. The width of the transition region from dusty to dusty gas is expected to be broader than assumed here. The sublimation temperature depends on the grain composition, and the ambient pressure. In addition, the grain temperature depends on the grain size. The largest graphite grains ($0.25 \mu m$) sublimate at $r_{\text{dust}} = 0.2 r_{\text{dust}}^{1/2}$ pc (assuming...
negligible ambient pressure). The smallest graphite grains (0.005 μm) sublimate at 5.5τ_dust, while the smallest silicate grains sublimate at 2τ_dust Laor & Draine (1993, fig. 8 there). Thus, the dust sublimation region is actually extended, as the smallest silicate grains start to sublimate already at 5τ_{46}^{1/2} pc, and complete sublimation occurs at 0.2τ_{46}^{1/2} pc. These values also depend on the ambient pressure, where a higher pressure allows the grains to survive at a higher temperature. The grain size distribution, and the implied dust opacity therefore change with distance, and probably also with depth within the photoionized layer. For the sake of simplicity, we assume just a single τ_dust, but the drop in line emission beyond τ_dust is expected to be more gradual.

Why does RPC predict a radial stratification in the line emission in the BLR (Fig. 4), while RPC also predicts that U ∼ 0.1 at all r_b? The reason is most likely a differential effect in the collisional suppression of lines of different ionization levels. The lower ionization lines come from r_b ∼ τ_{BLR}, as they are collisionally suppressed at r_b ≪ τ_{BLR}. In an RPC slab, a particular line emission (e.g. C iv) originates in a layer with a local U which is optimal in producing the emitting ion (C^3+). For slabs with smaller r_b (i.e. larger n_b), this local U line is reached in layers with higher n. The lower ionization line emission (e.g. C iv) is produced in layers with a relatively low U (∼ 0.1), which corresponds to very high n for small r_b (n ≈ 10^{13} cm^{-3} for r_b = 0.03τ_{BLR}; Fig. 3 upper-left panel). But at these high n, the line becomes thermalized and produces little line emission (e.g. Ferland 1990). The higher ionization lines (e.g. Ne vili) are produced at a higher U layer (∼ 10), i.e. at lower n, which has a weaker effect in collisional suppression of the line emission. Another related effect is the depth and the column of the layer from which the various lines originate. Higher ionization lines come from a layer closer to the surface, with a lower column (since the flux of ionizing photons which can produce higher ionization ions is smaller). The lower column implies a smaller line optical depth, a higher line escape probability, and thus weaker collisional de-excitation. This effect is also seen in Cloudy uniform density slab models, where increasing n at a fixed U leads to a larger suppression of the lower ionization lines.

Figure 6 shows that if there is a uniform distribution of dτ_{BLR}/dr, then the mean emission radius should drop with increasing line ionization. Thus, RM should show the largest delays for the Mg ii and C ii lines, followed by H β, Si iii, Ly α, and Si iv+O iv. For C iv the expected delay is about 1/3 of the low ionization lines delay, for He ii and O iv about 1/5, for N v about 1/10, and for Ne viii it is < 1/30. In the best studied RM object, NGC 5548, the measured trend of delays with ionization is consistent with the above. The longest delays are of 40 and 22 days for Mg ii and C ii, 20 and 10 days for H β and Ly α, and 10, 2 and 2 days for C iv, He ii and N v (compilation in table 13.6 in Osterbrock & Ferland 2006). A similar effect is observed in ground based RM, where the He ii λ4686 delay is a factor of ∼ 5 − 10 shorter than the H β delay (e.g. Grier et al. 2013). The similarity provides further support for the validity of RPC for the BLR, and further suggests that dτ_{BLR}/dr is roughly a constant in the BLR. How much does the BLR extend inwards? According to Czerny & Hryniewicz (2011) the BLR should terminate when the accretion disc atmosphere is too hot to support dust, which is expected to occur at a radius a factor of few smaller than r_{BLR}. Thus, RM of the highest ionization lines, in particular the Ne viii λ744 line, can be used to probe the inner boundary of the BLR.

Another way to test the radial distribution of the emission of various lines is through their relative widths. Hamann et al. (1998) indeed found that the Ne viii λ744 line is significantly broader than other lines. Based on a handful of objects in table 2 there, we get a mean FWHM of 13,600 km s^{-1} for Ne viii versus 6300 km s^{-1} for O iv and 5200 km s^{-1} for C iv, which for Keplerian motions suggest distance ratios of 7 for Ne viii/C iv and 1.5 for O iv/C iv, not far from the expected ratio based on Figure 4. A similar effect can be seen in the higher quality COS spectra of lower z AGN presented by Shull et al. (2012). Based on their composite spectrum (fig. 6 there), the estimated mean FWHM of Ne viii λ744 is also 13,600 km s^{-1} (although the line is blended with nearby N iv and O iv lines; their contribution is expected to be negligible), versus a mean FWHM of 7,200 km s^{-1} for O iv and 5,400 km s^{-1} for C iv. Inspection of fig. 3 in Shang et al. (2003) suggests that He ii is typically broader than C iv (see also Grier et al. 2013), which is consistent with its smaller emitting radius (Fig. 5).

The C iv line is often broader than H β, as expected from RPC (Fig. 5), and consistent with the smaller size deduced from RM for the handful of objects with RM for the C iv line. However, in objects where the H β FWHM > 4000 km s^{-1}, one generally gets that the H β line is broader than C iv (e.g. Baskin & Laor 2005). A specific striking case is Arp 102B, where the Balmer lines and the Mg ii line are extremely broad and double peaked, while C iv has a prominent single and relatively narrow peak (Halpern et al. 1996). The low and high ionization lines in such objects may come from different regions (Collin-Souffrin et al. 1988). Such an effect may occur if the failed disc wind, which feeds the BLR, changes systematically with the global disc properties. In contrast, in 3C390.3, C iv shows a double peaked structure, similar to the one seen in H β (Peterson et al. 2004). The level of discrepancy between the high and low ionization line profiles is clearly an important and open question, which needs to be further explored.

5 CONCLUSIONS

AGN display similar emission line properties over a vast range of 10^8 in luminosity. Here we point out that the ionizing P_{rad} sets P_{gas} inside a photoionized slab of gas. This RPC effect leads to a similar U distribution within any photoionized static gas, regardless of its distance from the AGN, or the AGN luminosity. Since r_{BLR} is set by dust sublimation, either inside or above the accretion disc, which sets the r_{BLR} ∝ U^{1/2} relation, the BLR is characterized by a universal P_{rad} ∼ 0.3 erg cm^{-3}. The value of P_{gas} of an illuminated slab rises from the ambient pressure at the illuminated face of the slab, to P_{gas} = P_{rad} deep inside the slab where all the radiation is absorbed, which implies n ∼ 10^{11} cm^{-3} and U ∼ 0.1 near the H ionization front. This leads to a universality of line ratios, as observed in AGN.

An RPC slab can be considered as a superposition of optically thin slabs with U dropping from > 10^2 near the surface, to < 0.1 deep inside, where the last slab can be optically thick. An RPC slab thus produces lines from a larger
range of ionization states, compared to a uniform density slab. The emitted spectrum includes lines from a large range of ionization states, and can reproduce the observed strength of most lines for $\Omega_{\text{BLR}} \approx 0.3$ (as suggested in earlier studies), including the He II line. There is no need to invoke a distribution of clouds with a range of $U$ values (which is in fact not possible for radially static clouds), as a specific range of $U$ is present in a single RPC slab.

RPC predicts a specific radial distribution of line emission, where the lower ionization lines peak near $r_{\text{dust}}$, and the average emission radius moves inwards with increasing ionization state, as found in RM, and indicated by the larger FWHM of the higher ionization lines, such as Ne VIII, O VI and He II.

The free parameters which affect the RPC solution at a given $r$ are $n_{\text{ion}}$ and $Z$. The derived trends of the line strength with $n_{\text{ion}}$ and $Z$ are similar to those derived in uniform density models, where the recombinant lines provide a good measure of $n_{\text{ion}}$, while the N V line and the weaker metal lines are sensitive to $Z$. However, RPC provides a unique solution for the integrated line emission, for a given $d\Omega_{\text{BLR}}/dr$. This solution can be used to test the validity of possible mechanisms that may set $d\Omega_{\text{BLR}}/dr$.

An apparent inconsistency with RPC appears in objects with very broad Balmer lines, which generally show narrower C IV lines. This may indicate some fundamental change in the BLR structure for some specific global accretion parameters, and needs to be further explored.
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**APPENDIX A: ANALYTIC TREATMENT OF AN RPC SLAB WITH $d \sim r_i$**

We present below an analytic approximation for the slab $n(r)$ and total depth $d$, when $d \sim r_i$ and the geometrical dilution of continuum radiation should be accounted for. We follow similar considerations to those of Section 2.1 and assume an equilibrium between gas and radiation pressure. We also assume that the gas is at a constant $T \approx T_C$, and that the continuum is attenuated by electron scattering only. These assumptions yield

$$ kTC \, d\Sigma_{\text{tot}} = \frac{L}{4\pi (r_1 + d)^2} n_e \, d', $$

(A1)

where $n_{\text{tot}}$ is the number density that is summed over all gas constituents, and $d'$ is the distance from $r_i$ (i.e. $d' = r - r_i$). For a fully ionized gas with $Z = Z_{\text{He}}$, $n_e = 1.15 n_{\text{He}}$ and $n_{\text{tot}} \approx 2.15 n_{\text{He}}$. Solution of eq. (A1) with the boundary condition of $n_{\text{H}} = n_{\text{He}}$ at $d' = 0$ implies

$$ n_{\text{H}} = n_{\text{He}} \exp \left( \frac{1}{r_i} - \frac{1}{r_1 + d'} \right), $$

(A2)

$$ A \equiv \frac{1.15 \sigma_{\text{ion}} \, L}{2.15 \, c} \frac{1}{4\pi \, kT_C}, $$

(A3)

This analytic approximation of $n_{\text{H}}$ is presented in Fig. 2 (middle-right panel). Note that for $d \ll r_i$,

$$ n_{\text{H}} = n_{\text{He}} \exp A d' / r_i^2, $$

(A4)

and a typical length-scale can be defined

$$ l_{\text{F}}^{-1} = A / r_i^2, $$

(A5)

which is equivalent to eq. (13).

Noting that the slab $d$ is approximately the depth of the completely ionized region (e.g. Figs 1 and 2), one can derive an analytic approximation of $d$. We define $U$ as the ionization parameter at which $T < T_C$, and attenuation of the continuum by ionic transitions becomes important ($U_{\text{H}} \approx 10^3$, e.g. Hamann 1997). As noted above (Section 3.1), the optical depth of the hot layer of the slab, where $T \approx T_C$ and $U > U_1$, is small ($\tau \sim 0.01$). This implies that $U_1$ can be approximated by

$$ U_1 \approx \frac{L_{\text{ion}}}{4\pi (r_1 + d)^2 (h\nu)^{\text{ion}} c / n_{\text{H}}}. $$

(A6)

Inserting $n_{\text{H}}$ from eq. (A2) and $L_{\text{ion}} = f_{\text{ion}} L$ yields

$$ \exp A \left( \frac{1}{r_i} - \frac{1}{r_1 + d} \right) = B / (r_1 + d)^2, $$

(A7)

$$ B \equiv \frac{f_{\text{ion}} L}{4\pi (h\nu)^{\text{ion}} c / n_{\text{He}} U_1}. $$

(A8)

Defining $D \equiv r_i + d$ and $W \equiv A / 2D$ yields

$$ W^2 = \frac{A}{2B} \exp A / 2r_i, $$

(A9)

where $W$ is the Lambert $W$ function, which can be solved for numerically.

**APPENDIX B: COMPARISON TO MODELS WHICH INCLUDE $P_{\text{line}}$**

Figures 1, 2 and 11 compare the RPC slab structure between models with and without $P_{\text{line}}$. The slab structure versus depth of $n_{\text{H, i}} \approx 10^6$ and $10^8$ cm$^{-3}$ models that include $P_{\text{line}}$ is presented for $r_0 = 0.03 r_{\text{BLR}}$ and $r_{\text{BLR}}$ (Figs 1 and 2, respectively). Similarly to models without $P_{\text{line}}$, when the slab depth is measured from $r_0$, the two different $n_{\text{H, i}}$ models with $P_{\text{line}}$ overlap remarkably well for both values of $r_0$. Models with and without $P_{\text{line}}$ have an overall similar structure (for a given $n_{\text{H, i}}$; Figs 1 and 2, left panels), and reach the same $n_{\text{H, b}}$. The two types of models differ at depths that correspond to $10^6 \lesssim T \lesssim 10^7$ K (Figs 1 and 2, right panels). At these depths, models with $P_{\text{line}}$ have lower $T$ and larger $n$ by up to 0.5 and 1 dex, respectively.

Figure 11 presents the slab structure versus $\Sigma_H$ for $n_{\text{H, i}} \approx 10^6$ cm$^{-3}$ and $r_b = r_{\text{BLR}}$ model with and without $P_{\text{line}}$. There are two main differences between the two models. First, the model with $P_{\text{line}}$ has lower $n_H$ and higher $T$ for $0.3 < \Sigma_H / 10^{23} < 1.4$ cm$^{-2}$. The difference in $nT$ (not shown) implies that $P_{\text{line}}$ can be as high as $2P_{\text{gas}}$ in regions where the difference is maximal. Secondly, the whole ionization structure of the model with $P_{\text{line}}$ is shifted by $\approx 0.6 \times 10^{23}$ cm$^{-2}$ relative to the model without $P_{\text{line}}$. These two differences can be explained as follows. For
$\Sigma_H \lesssim 0.3 \times 10^{23} \text{ cm}^{-2}$, $P_{\text{line}}$ is negligible as there is little resonance line emission for $T \gtrsim 10^{5.5} \text{ K}$. For larger $\Sigma_H$ (lower $T$), $P_{\text{line}}$ is non-negligible and $P_{\text{gas}}$ is reduced. Lower $P_{\text{gas}}$ yields smaller $n_H$ compared to the model without $P_{\text{line}}$, which implies larger $T$, since cooling becomes less efficient. Larger values of $T$ yield lower values of the ionic recombination coefficient (e.g. Verner & Ferland 1996), less absorption of ionizing radiation by $d\Sigma_H$, and a larger $\Sigma_H$ which is needed to reach a particular ionization state (e.g. the H ionization front), as apparent from Fig. B1.

Figure 5 presents the effect of $P_{\text{line}}$ on line emission for models with $Z = Z_\odot$ and $\alpha_{\text{ion}} = -1.6$. Including $P_{\text{line}}$ has little effect on emission of most of the lines presented in Fig. 5. It has some effect (a factor $\lesssim 2$) on Ne viii, N v, O iv] and C iv, increasing the Ne viii emission, and decreasing the emission of the other three lines, due to increase in $U$. However, the low ionization lines (with an ionization potential $< 1 \text{ Ryd}$) are not affected, since the inner ionization structure is not affected by $P_{\text{line}}$. The recombination dominated lines (He ii, Ly $\alpha$ and H $\beta$) are also not affected, as expected since these lines just count the number of incident ionizing photons.

It should be mentioned in passing that the magnitude of $P_{\text{line}}$ is likely to be smaller in BLR than predicted by the photoionization models which are presented here. While our models include only thermal line-broadening, the BLR gas is probably affected by a mechanism that produces a more significant line-broadening. The mechanism might be either a significant supersonic turbulent velocity (Bottorff et al. 2004), a large scale flow, e.g. as expected in a failed disc wind, or the shear in the Keplerian velocity which becomes significant if the condition $d \ll r_1$ does not hold (Appendix A). This broadening mechanism will strongly reduce the trapping of resonance lines, and thus reduce $P_{\text{line}}$ and its effects on gas emission. Addressing the effects of the broadening mechanism on the structure of RPC BLR is beyond the scope of this paper.
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