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1 Datasets and preprocessing
In this supplement, we list the SVM classification results and Davis-Bouldin-Indices for cluster validation of nine of the following microarray datasets (2-10). The Wang et al. dataset has been discussed in the original article.

| samples | features | class 1(#samples) | class 2(#samples) |
|---------|---------|------------------|------------------|
| 1 Wang et al. - Breast cancer [1] | 286 | 22.283 | ER+(209) ER-(77) |
| 2 Verhaak et al. - Leukemia [2] | 461 | 54.675 | NPMI pos.(140) NPMI neg.(321) |
| 3 Haferlach et al. - Leukemia [3] | 251 | 54.675 | NPMI pos.(138) NPMI neg.(113) |
| 4 Haferlach et al. - Leukemia [3] | 77 | 54.675 | AML with t(8;21)(40) AML with t(15;17)(37) |
| 5 Golub et al. - Leukemia [4] | 72 | 7.129 | ALL(47) AML(25) |
| 6 Chiaretti et al. - Leukemia [5] | 22 | 12.625 | CLL stable(8) CLL progressive(14) |
| 7 Alizadeh et al. - Lymphoma [6] | 38 | 18.432 | Activated B-like DLBCL(17) GC B-like DLBCL(21) |
| 8 Nutt et al. - High-grade glioma [7] | 50 | 12.625 | Glioblastoma(28) Anaplastic oligodendroglioma(22) |
| 9 Alon et al. - Colon cancer [8] | 62 | 2.000 | Tumor(42) Normal(20) |
| 10 Singh et al. - Prostate cancer [9] | 102 | 12.600 | Tumor(52) Normal(50) |

Table S1: Summary of all ten microarray gene expression datasets we used for testing the dimension reduction techniques. All datasets were separated into two classes according to two characteristics or the diagnosis of a disease.

The datasets were preprocessed as shown in table S2 below. Except for the Alizadeh et. al Lymphoma dataset, we used the normalized data as provided by the authors.

| preprocessing/normalization | Availability |
|-----------------------------|--------------|
| 1 Wang et al. - Breast cancer [1] | Image was globally scaled to a target intensity of 600 GEO: GSE2034 |
| 2 Verhaak et al. - Leukemia [2] | MAS5 with global scaling to target value 100, then values < 30 were set to 30 followed by a log2 transformation GEO: GSE6891 |
| 3 Haferlach et al. - Leukemia [3] | Robust Multichip Average algorithm (RMA, see R package affy version 1.20.2) GEO: GSE15434 |
| 4 Haferlach et al. - Leukemia [3] | Robust Multichip Average algorithm (RMA, see R package affy version 1.20.2) GEO: GSE15434 |
| 5 Golub et al. - Leukemia [4] | Intensity values were rescaled such that overall intensities for each sample are equivalent R package golubEsets. |
| 6 Chiaretti et al. - Leukemia [5] | Robust Multichip Average algorithm with probe sequence information (GCRMA, see R package gcrma) R package CLL |
| 7 Alizadeh et al. - Lymphoma [6] | Lowess normalization and background subtraction available at [10] |
| 8 Nutt et al. - High-grade glioma [7] | Linear scaling such that mean array intensity for "present" genes (according to Affymetrix) was identical for all scans available at [11] |
| 9 Alon et al. - Colon cancer [8] | 2000 genes with highest minimal intensity were picked, data is otherwise unprocessed available at [12] |
| 10 Singh et al. - Prostate cancer [9] | Expression were files scaled to reference file (having median value of expression) by the mean average difference for all genes available at [13] |

Table S2: Preprocessing/normalization and availability of all datasets we used for testing.
2 Computational complexity

The computational and memory complexity of all seven dimension reduction methods, as shown in Table S3 below mainly depends on the number of samples $N$. The size of the neighbourhood $k$ only matters for MVU.

| method | computational costs | memory |
|--------|---------------------|--------|
| PCA    | $O(N^3)$ or $O(D^3)$ | $O(N^2)$ or $O(D^2)$ |
| KPCA   | $O(N^3)$            | $O(N^2)$ |
| LLE    | $O(N^3)$            | $O(N^2)$ |
| IM     | $O(N^3)$            | $O(N^2)$ |
| LEM    | $O(N^3)$            | $O(N^2)$ |
| DM     | $O(N^3)$            | $O(N^2)$ |
| MVU    | $O((kN)^3)$         | $O((kN)^3)$ |

Table S3: Computational complexity of all seven dimension reduction methods techniques discussed in this thesis. Influencing parameters are the number of samples $N$, the number of features $D$ and the number of neighbours $k$.

Except for MVU, the last step of computing the eigenvalues and eigenvectors of a $N \times N$ weight (IM, DM), cost (LLE), Laplacian (LEM), covariance (PCA) or kernel matrix (KPCA) results in an overall complexity of $O(N^3)$ (using e.g. the QR algorithm). In addition, Isomap makes use of a shortest path algorithm (Floyd’s algorithm) on a graph with $N$ vertices that also takes $O(N^3)$ computations. Storing the matrices yield memory complexities of $O(N^2)$. MVU needs to solve a semidefinite program with $kN$ constraints, whose computational and memory complexity is $O((kN)^3)$.

PCA, usually computing the covariances between all $D$ features, requires $O(D^3)$ computations. In case of microarray gene expression data, where $D \gg N$, the embedding was based on the squared Euclidean distances between the samples and results in complexities comparable to most of the other nonlinear methods.

Special methods for sparse eigenvalue problems can be applied to local methods like LLE and Laplacian Eigenmaps to yield nearly quadratic complexities.
3 Visualization

Figures S1 and S2 show eight different two dimensional embeddings of the Alon et al. colon cancer dataset (62 samples). The classification and cluster validation results for this dataset can be seen below on page 12.

Figure S1: Visualization of the Alon et al. colon cancer dataset reduced to two dimensions by PCA and the global methods KPCA, IM, IM(mod), DM and MVU. Tumor samples were numbered in black, while normal samples are covered in red.
Figure S2: Visualization of the Alon et al. colon cancer dataset reduced to two dimensions by the local methods LLE and LEM. Tumor samples were numbered in black, while normal samples are covered in red.

Comparable to the cluster scores on page 12, PCA, Kernel PCA and DM show the least significant clusters. Both local methods, LLE and Laplacian Eigenmaps, separate best the tumor from the normal samples. Global methods like IM or MVU, however, might give a representation more true to the original, when preserving relations between all samples. Except from PCA, Kernel PCA and DM, most methods share the same outliers, like the normal samples #16 and #51, lying in a neighbourhood of tumor samples.
### 4 Verhaak et al. - Leukemia dataset

| method   | dim | neighbours/σ | loo-cv accuracy |
|----------|-----|--------------|-----------------|
| PCA      | 7   | -            | 92.0            |
| KPCA     | 8   | 100          | 92.4            |
| LLE      | 14  | 16           | 91.5            |
| IM       | 15  | 4            | 90.5            |
| IM(mod)  | 15  | 12           | 88.5            |
| LEM      | 10  | 6            | 88.2            |
| DM       | 8   | 100          | 92.0            |
| MVU      | 14  | 10           | 91.1            |

Figure S3: Left: All parameters of the dimension reduction techniques, estimated by leave-one-out cross-validation. PCA has no additional parameter, while KPCA and DM have a kernel parameter $\sigma$, the remaining methods take a number of neighbours as argument. Right: Davis-Bouldin-cluster-indices of the reduced data for fixed target space dimensions 2, 3, 5 and 10.

Figure S4: Support Vector Machine classification accuracies of the Verhaak et al. leukemia dataset. The data was randomized a hundred times for fixed target space dimensions two (left) and three (middle) and for dimensions estimated by loo-cv (right). In the last case, the plot also shows the results for the original high dimensional data without reduction.

Figure S5: Randomization accuracies (left) and cluster-indices (right) for the Verhaak et al. leukemia dataset modified by normally distributed noise with zero mean and different variances.
5 Haferlach et al. - Leukemia dataset (NPM1 labeling)

| method  | dim | neighbours/σ | loo-cv accuracy |
|---------|-----|---------------|-----------------|
| PCA     | 13  | -             | 92.0            |
| KPCA    | 13  | 1.000         | 92.0            |
| LLE     | 13  | 14            | 87.3            |
| BM      | 13  | 8             | 81.1            |
| IM(mod) | 15  | 6             | 81.7            |
| LEM     | 7   | 4             | 79.7            |
| DM      | 13  | 1.000         | 90.8            |
| MVU     | 13  | 16            | 88.8            |

Figure S6: Left: All parameters of the dimension reduction techniques, estimated by leave-one-out cross-validation. PCA has no additional parameter, while KPCA and DM have a kernel parameter $\sigma$, the remaining methods take a number of neighbours as argument. Right: Davis-Bouldin-cluster-indices of the reduced data for fixed target space dimensions 2, 3, 5 and 10.

Figure S7: Support Vector Machine classification accuracies of the Haferlach et al. leukemia dataset. The data was randomized a hundred times for fixed target space dimensions two (left) and three (middle) and for dimensions estimated by loo-cv (right). In the last case, the plot also shows the results for the original high dimensional data without reduction.

Figure S8: Randomization accuracies (left) and cluster-indices (right) for the Haferlach et al. leukemia dataset modified by normally distributed noise with zero mean and different variances.
6 Haferlach et al. - Leukemia dataset (AML labeling)

| method | dim | neighbours/σ | loo-cv accuracy |
|--------|-----|---------------|----------------|
| PCA    | 3   | -             | 96.1           |
| KPCA   | 2   | 100           | 96.1           |
| LLE    | 2   | 14            | 97.4           |
| IM     | 3   | 12            | 98.7           |
| IM(mod)| 13  | 16            | 97.4           |
| LEM    | 2   | 4             | 96.1           |
| DM     | 3   | 1.000         | 96.1           |
| MVU    | 3   | 14            | 97.4           |

Figure S9: Left: All parameters of the dimension reduction techniques, estimated by leave-one-out cross-validation. PCA has no additional parameter, while KPCA and DM have a kernel parameter $\sigma$, the remaining methods take a number of neighbours as argument. Right: Davis-Bouldin-cluster-indices of the reduced data for fixed target space dimensions 2, 3, 5 and 10.

Figure S10: Support Vector Machine classification accuracies of the Haferlach et al. leukemia dataset. The data was randomized a hundred times for fixed target space dimensions two (left) and three (middle) and for dimensions estimated by loo-cv (right). In the last case, the plot also shows the results for the original high dimensional data without reduction.

Figure S11: Randomization accuracies (left) and cluster-indices (right) for the Haferlach et al. leukemia dataset modified by normally distributed noise with zero mean and different variances.
### Golub et al. - Leukemia dataset

| Method  | Dim | Neighbours/$\sigma$ | LOO-CV Accuracy |
|---------|-----|---------------------|-----------------|
| PCA     | 6   |                     | 97.2            |
| KPCA    | 4   | $1e5$               | 97.2            |
| LLE     | 10  | 8                   | 98.6            |
| IM      | 2   | 6                   | 98.6            |
| IM(mod) | 2   | 12                  | 93.1            |
| LEM     | 8   | 4                   | 97.2            |
| DM      | 6   | $1e5$               | 97.2            |
| MVU     | 4   | 6                   | 97.2            |

Figure S12: Left: All parameters of the dimension reduction techniques, estimated by leave-one-out cross-validation. PCA has no additional parameter, while KPCA and DM have a kernel parameter $\sigma$, the remaining methods take a number of neighbours as argument. Right: Davis-Bouldin-cluster-indices of the reduced data for fixed target space dimensions 2, 3, 5 and 10.

Figure S13: Support Vector Machine classification accuracies of the Golub et al. leukemia dataset. The data was randomized a hundred times for fixed target space dimensions two (left) and three (middle) and for dimensions estimated by LOO-CV (right). In the last case, the plot also shows the results for the original high dimensional data without reduction.

Figure S14: Randomization accuracies (left) and cluster-indices (right) for the Golub et al. leukemia dataset modified by normally distributed noise with zero mean and different variances.
### 8 Chiaretti et al. - Leukemia dataset

| method  | dim | neighbours/σ | loo-cv accuracy |
|---------|-----|---------------|-----------------|
| PCA     | 13  |               | 90.9            |
| KPCA    | 13  | 1.000         | 90.9            |
| LLE     | 5   | 16            | 90.9            |
| IM      | 3   | 6             | 95.5            |
| IM(mod) | 6   | 12            | 86.4            |
| LEM     | 12  | 10            | 95.5            |
| DM      | 4   | 100           | 86.4            |
| MVU     | 3   | 14            | 90.9            |

Figure S15: Left: All parameters of the dimension reduction techniques, estimated by leave-one-out cross-validation. PCA has no additional parameter, while KPCA and DM have a kernel parameter $\sigma$, the remaining methods take a number of neighbours as argument. Right: Davis-Bouldin-cluster-indices of the reduced data for fixed target space dimensions 2, 3, 5 and 10.

Figure S16: Support Vector Machine classification accuracies of the Chiaretti et al. leukemia dataset. The data was randomized a hundred times for fixed target space dimensions two (left) and three (middle) and for dimensions estimated by loo-cv (right). In the last case, the plot also shows the results for the original high dimensional data without reduction.

Figure S17: Randomization accuracies (left) and cluster-indices (right) for the Chiaretti et al. leukemia dataset modified by normally distributed noise with zero mean and different variances.
Figure S18: Left: All parameters of the dimension reduction techniques, estimated by leave-one-out cross-validation. PCA has no additional parameter, while KPCA and DM have a kernel parameter $\sigma$, the remaining methods take a number of neighbours as argument. Right: Davis-Bouldin-cluster-indices of the reduced data for fixed target space dimensions 2, 3, 5 and 10.

Figure S19: Support Vector Machine classification accuracies of the Alizadeh et al. lymphoma dataset. The data was randomized a hundred times for fixed target space dimensions two (left) and three (middle) and for dimensions estimated by loo-cv (right). In the last case, the plot also shows the results for the original high dimensional data without reduction.

Figure S20: Randomization accuracies (left) and cluster-indices (right) for the Alizadeh et al. lymphoma dataset modified by normally distributed noise with zero mean and different variances.
Figure S21: Left: All parameters of the dimension reduction techniques, estimated by leave-one-out cross-validation. PCA has no additional parameter, while KPCA and DM have a kernel parameter $\sigma$, the remaining methods take a number of neighbours as argument. Right: Davis-Bouldin-cluster-indices of the reduced data for fixed target space dimensions 2,3,5 and 10.

Figure S22: Support Vector Machine classification accuracies of the Nutt et al. high-grade glioma dataset. The data was randomized a hundred times for fixed target space dimensions two (left) and three (middle) and for dimensions estimated by loo-cv (right). In the last case, the plot also shows the results for the original high dimensional data without reduction.

Figure S23: Randomization accuracies (left) and cluster-indices (right) for the Nutt et al. high-grade glioma dataset modified by normally distributed noise with zero mean and different variances.
Figure S24: Left: All parameters of the dimension reduction techniques, estimated by leave-one-out cross-validation. PCA has no additional parameter, while KPCA and DM have a kernel parameter $\sigma$, the remaining methods take a number of neighbours as argument. Right: Davis-Bouldin-cluster-indices of the reduced data for fixed target space dimensions 2, 3, 5 and 10.

Figure S25: Support Vector Machine classification accuracies of the Alon et al. colon cancer dataset. The data was randomized a hundred times for fixed target space dimensions two (left) and three (middle) and for dimensions estimated by loo-cv (right). In the last case, the plot also shows the results for the original high dimensional data without reduction.

Figure S26: Randomization accuracies (left) and cluster-indices (right) for the Alon et al. colon cancer dataset modified by normally distributed noise with zero mean and different variances.
### Table: Dimension Reduction Techniques

| Method | dim | neighbours/σ | loo-cv accuracy |
|--------|-----|---------------|----------------|
| PCA    | 9   |               | 92.2           |
| KPCA   | 9   | 1.000         | 92.2           |
| LLE    | 15  | 14            | 89.2           |
| IM     | 6   | 10            | 86.5           |
| IM(mod)| 5   | 6             | 86.3           |
| LEM    | 15  | 8             | 85.3           |
| DM     | 14  |               | 90.2           |
| MVU    | 5   | 10            | 93.1           |

Figure S27: Left: All parameters of the dimension reduction techniques, estimated by leave-one-out cross-validation. PCA has no additional parameter, while KPCA and DM have a kernel parameter $\sigma$, the remaining methods take a number of neighbours as argument. Right: Davis-Bouldin-cluster-indices of the reduced data for fixed target space dimensions 2, 3, 5 and 10.

Figure S28: Support Vector Machine classification accuracies of the Singh et al. prostate cancer dataset. The data was randomized a hundred times for fixed target space dimensions two (left) and three (middle) and for dimensions estimated by loo-cv (right). In the last case, the plot also shows the results for the original high dimensional data without reduction.

Figure S29: Randomization accuracies (left) and cluster-indices (right) for the Singh et al. prostate cancer dataset modified by normally distributed noise with zero mean and different variances.
13 Simulated data - Randomization for three target dimensions

The original article already discussed the randomization results for the simulated datasets. Figure S30 below continues the benchmark for three target dimensions.

![Graphs showing randomization results for three target dimensions](image)

Figure S30: Leave-one-out cross-validation accuracies of the simulated datasets with increasing differential features. The red line marks the average accuracy of all 100 generated datasets within the 95% quantile. In three dimensional target spaces, LLE and IM capture more of the underlying structure of the data with much fewer significant features than PCA.

14 Simulated data - Noise evaluation

![Graphs showing noise evaluation results](image)

Figure S31: Mean randomization accuracies (left) and cluster-indices (right) of 50 simulated datasets combined with normally distributed noise with zero mean and variances between 0 and 0.2. Target dimension for PCA, LLE and Isomap was set to 2.

![Graphs showing additional noise evaluation results](image)

Figure S32: Mean randomization accuracies (left) and cluster-indices (right) of 50 simulated datasets combined with normally distributed noise with zero mean and variances between 0 and 0.2. Target dimension for PCA, LLE and Isomap was set to 3.
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