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Abstract
Uncertainty Quantification through stochastic spectral methods is rising in popularity. We derive a modification of the classical stochastic Galerkin method, that ensures the hyperbolicity of the underlying hyperbolic system of partial differential equations. The modification is done using a suitable “slope” limiter, based on similar ideas in the context of kinetic moment models. We apply the resulting modified stochastic Galerkin method to the compressible Euler equations and the $M_1$ model of radiative transfer. Our numerical results show that it can compete with other UQ methods like the intrusive polynomial moment method while being computationally inexpensive and easy to implement.
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1. Introduction

High-order schemes in space and time have recently gained attention in the context of hyperbolic systems of conservation laws. The deterministic physical system (e.g., the shallow water equations for tsunami propagation \cite{34} or the minimum entropy models in the context of radiative transfer \cite{5, 6, 9, 30, 31}) has to be solved accurately to ensure that especially waves in the far field are well captured.

On the other hand, non-deterministic effects may influence the validity of the accurate approximation of the deterministic system. Such effects can result from measurement uncertainties for physical parameters in the equations or the initial state of the (deterministic) system (e.g., due to inaccuracies of measuring devices or the need to obtain a large amount of data in real time (tsunami propagation)). Uncertainty Quantification (UQ) methods predict the behavior of physical systems with non-deterministic inputs, when the model parameters, boundary or initial conditions are not available exactly. Especially in the context of hyperbolic systems of equations, whose solutions often develop discontinuities, non-deterministic effects have a huge impact on the behavior of the solution \cite{21, 27}.

Another side effect of the non-smooth nature of hyperbolic systems is that classical stochastic approaches to the solution of the non-deterministic system, like Monte Carlo, are less efficient for Uncertainty Quantification \cite{27}. Many variants of Polynomial Chaos (PC) methods \cite{17, 35} have been successfully applied to various applications (see, e.g., \cite{2, 24, 36}). However, the naive usage of the stochastic Galerkin (SG) approach for more complex problems typically fails \cite{1, 27} since the polynomial expansion of discontinuous...
data leads to huge oscillations (also known as Gibbs phenomenon). In some cases, the resulting SG system is not even hyperbolic.

A huge amount of work has been spent to remove these disadvantages. One rather novel approach \[8\] aims at removing the loss of hyperbolicity with an operator splitting approach, applying the SG method to a sequence of linear systems and scalar nonlinear equations, for which the SG method is known to be hyperbolic. Unfortunately, the resulting approximation still does not maintain the hyperbolicity of the original system, as we will discuss later.

Another approach, the intrusive polynomial moment method (IPMM), bounds the oscillations of the Gibbs phenomenon by expanding the stochastic solution not in the conserved variables but in so-called entropic variables \[27\], which is well known in the radiative transfer community as minimum entropy models. The resulting generalized Polynomial Chaos (gPC) \[35\] system is hyperbolic and has good approximation properties but requires to solve (typically) expensive nonlinear systems in every space-time cell. Furthermore, it is necessary that the system possesses a strictly convex entropy function, which has to be known beforehand to define the entropic variables.

For a more detailed overview of the various UQ methods, we refer to \[1, 27\] and references therein.

The mechanism that causes the classical stochastic Galerkin method to lose hyperbolicity has been observed before in the context of high-order discontinuous-Galerkin schemes for hyperbolic systems, especially for moment systems (see, e.g., \[3, 9, 26, 29, 32, 37, 38\]). We use a similar technique, a “slope limiter”, to “dampen” the Gibbs oscillations in the stochastic expansion in such a way that the resulting system is always hyperbolic. Additionally, the method can be applied whenever the domain of hyperbolicity is explicitly available, even when there is no known entropy for the system.

The rest of the paper is organized as follows. In Section 2 we describe our model problem, the classical stochastic Galerkin approach and define the domain of hyperbolicity. Our modification of SG is stated in Section 3, where we also prove its hyperbolicity preservation. In Section 4 we give an overview of the investigated hyperbolic systems of conservation laws, namely the compressible Euler equations and the M\(_1\) model of radiative transfer, and embed them into our framework. Section 5 is devoted to formulating the SG operator splitting approach and the intrusive polynomial moment method for our two benchmark systems, which we extensively investigate numerically in Section 6.

2. Modeling Uncertainties

We consider a system of hyperbolic conservation laws of the form

\[
\partial_t u + \partial_x f(u) = 0,
\]

(2.1)

with flux function \(f(u) : \mathbb{R}^d \to \mathbb{R}^d\) in one spatial dimension \(x \in \mathcal{X} \subset \mathbb{R}\). Additionally, the solution

\[
u = u(t, x, \xi) : \mathbb{R}_+ \times \mathbb{R} \times \Omega \to \mathbb{R}^d
\]

is depending on a one-dimensional random variable \(\xi\) with probability space \((\Omega, \mathcal{F}, P)\). We denote the random space of this uncertainty by \(\Gamma := \xi(\Omega)\) and its probability density function by \(f_\xi(\xi) : \Gamma \to \mathbb{R}_+\).

Moreover, we assume that the uncertainty is introduced via the initial conditions, namely

\[
u(t = 0, x, \xi) = \nu^0(x, \xi).
\]

Such a situation may arise for every deterministic system of equations where the initial state, e.g., of an experiment, cannot be determined exactly.

The system (2.1) is solved using the generalized Polynomial Chaos (gPC) theory \[35\] which will be explained in the following stochastic Galerkin approach.
2.1. Stochastic Galerkin

The idea of stochastic Galerkin (SG) is to discretize the probability space $\Omega$ of $\xi$. According to the theory of gPC in [35] we can write $u$ as the following expansion

$$u(t,x,\xi) = \sum_{k=0}^{\infty} u_k(t,x) \phi_k(\xi),$$

(2.2)

with deterministic coefficients $u_k$ and where $\phi_k(\xi(\omega)) : \Omega \rightarrow \mathbb{R}$ describe orthonormal polynomials with respect to the inner product of the underlying distribution

$$\langle h(\xi), g(\xi) \rangle = \int_{\omega \in \Omega} h(\xi(\omega)) g(\xi(\omega)) dP(\omega) = \int_{\xi \in \Gamma} h(\xi) g(\xi) f_\xi(\xi) d\xi.$$  

(2.3)

Hence $(\phi_k(\xi))_{k=0,\ldots,\infty}$ form a basis of $L^2(\Omega)$.

Example 2.1. For a uniformly distributed random variable $\xi \sim U(-1,1)$ we have $f_\xi = \frac{1}{2}$ and $\phi_k$ is given by the $k$-th normalized Legendre polynomial of order $k$. If the distribution is Gaussian, we instead use normalized Hermite polynomials and adapt $f_\xi$ to the corresponding probability density.

The stochastic Galerkin approach now approximates the solution $u$ of (2.1) by truncating the infinite sum (2.2) at finite order $K$, i.e.,

$$u \approx \sum_{k=0}^{K} u_k(t,x) \phi_k(\xi).$$

(2.4)

which is converging to (2.2) as $K \rightarrow \infty$ by the Cameron-Martin theorem [7]. The polynomial moments $u_k$ of $u$ are given by a Galerkin projection onto the random space

$$u_k(t,x) = \int_{\Gamma} u(t,x,\xi) \phi_k(\xi) f_\xi d\xi.$$  

(2.5)

We plug the ansatz (2.4) into the system of conservation laws (2.1) and project the result onto the space spanned by the basis polynomials up to order $K$. Then we obtain

$$\partial_t \int_{\Gamma} \left( \sum_{k=0}^{K} u_k \phi_k \right) \phi_j f_\xi d\xi + \partial_x \int_{\Gamma} \left( \sum_{k=0}^{K} u_k \phi_k \right) \phi_j f_\xi d\xi = 0, \quad j = 0, \ldots, K.$$  

Using the orthonormality of the basis functions yields the following stochastic Galerkin system

$$\begin{bmatrix}
\partial_t 
\vdots 
\partial_t 
\end{bmatrix}\begin{bmatrix}
u_0 
\vdots 
\nu_K 
\end{bmatrix} + \begin{bmatrix}
\partial_x 
\vdots 
\partial_x 
\end{bmatrix} \begin{bmatrix}
\int_{\Gamma} f \left( \sum_{k=0}^{K} u_k \phi_k \right) \phi_0 f_\xi d\xi \\
\vdots \\
\int_{\Gamma} f \left( \sum_{k=0}^{K} u_k \phi_k \right) \phi_K f_\xi d\xi 
\end{bmatrix} = 0,$$

(2.6)

with $U, \mathbf{F}(U) \in \mathbb{R}^{d(K+1)}$. The Jacobian matrix of this model reads

$$\frac{\partial \mathbf{F}}{\partial U} = \begin{pmatrix}
\mathbf{F}_{00} & \cdots & \mathbf{F}_{0K} \\
\vdots & \ddots & \vdots \\
\mathbf{F}_{K0} & \cdots & \mathbf{F}_{KK} 
\end{pmatrix} \in \mathbb{R}^{d(K+1) \times d(K+1)},$$

(2.7)

where

$$\mathbf{F}_{ji} = \int_{\Gamma} \frac{\partial f}{\partial \nu} \left( \sum_{k=0}^{K} u_k \phi_k \right) \phi_j f_\xi d\xi \in \mathbb{R}^{d \times d}.$$
The stochastic Galerkin system (2.6) can then be solved by any finite volume method. However, as shown in [27], the system (2.6) is not necessarily hyperbolic anymore, making the straight-forward implementation of classical finite volume methods difficult.

Remark 2.1. For symmetric hyperbolic systems (2.1), the Jacobian (2.7) is also symmetric and the stochastic Galerkin system (2.6) thus is hyperbolic as well.

We introduce a “slope-limited” version of the stochastic Galerkin scheme, which maintains hyperbolicity, in the next section.

The expected value of \( u \) is given by its moment of first order. We assume \( \phi_0(\xi) = 1 \) since \( \int_{\Gamma} f_{\Xi} d\xi = 1 \) and obtain the expected value and standard deviation using the orthonormality of the basis polynomials

\[
\mathbb{E}(u) \approx \int_{\Gamma} \sum_{k=0}^{K} u_k \phi_k f_{\Xi} d\xi = \sum_{k=0}^{K} u_k \int_{\Gamma} \phi_k \phi_0 f_{\Xi} d\xi = u_0, \tag{2.8}
\]

\[
s(u) \approx \sqrt{\int_{\Gamma} \left( \sum_{k=0}^{K} u_k \phi_k \right)^2 f_{\Xi} d\xi - u_0^2} = \sqrt{\sum_{k=0}^{K} u_k^2 \int_{\Gamma} \phi_k^2 f_{\Xi} d\xi - \int_{\Gamma} \phi_0^2 f_{\Xi} d\xi} = \sqrt{\sum_{k=1}^{K} u_k^2}. \tag{2.9}
\]

2.2. Hyperbolicity

Usually, the solution of our system of equations (2.1) has to fulfill certain physical properties. For example, a density should always be nonnegative. For hierarchical models like the Euler equations, the system normally looses hyperbolicity for unphysical states.

Definition 2.2. We call the set

\[
\mathcal{R} := \left\{ u \in \mathbb{R}^d \mid \lambda_i(u) \in \mathbb{R} \, \forall \, i = 1, \ldots, d, \text{ where } \lambda_i \text{ is the } i\text{-th eigenvalue of } \frac{\partial f(u)}{\partial u} \right\}
\]

the hyperbolicity set. We call every solution vector \( u \in \mathcal{R} \) admissible.

Assumption 2.3. In the following we always assume that the hyperbolicity set \( \mathcal{R} \) is open and convex.

Throughout our numerical analysis, we approximate the integrals in the SG system (2.6) by a \( Q \)-point Gauss-Legendre quadrature with respect to the uncertainty \( \xi \) and the inner product (2.3). Hence we write

\[
\int_{\Gamma} g(\xi) f_{\Xi}(\xi) d\xi = \sum_{q=1}^{Q} g(\xi_q) f_{\Xi}(\xi_q) w_q, \tag{2.10}
\]

where \( Q \) defines the number of quadrature nodes and \( w_q \) the quadrature weights. In the stochastic Galerkin approach we approximate \( u \approx \sum_{k=0}^{K} u_k \phi_k \). Evaluating this expression at the different quadrature nodes, we obtain the stochastic numerically hyperbolicity set

\[
\mathcal{R}^Q := \left\{ U \in \mathbb{R}^{d(K+1)} \mid \sum_{k=0}^{K} u_k \phi_k(\xi_q) \in \mathcal{R} \, \forall \, q = 1, \ldots, Q \right\}, \tag{2.11}
\]

consisting of those moment vectors that lead to an admissible stochastic Galerkin approximation of the solution for each quadrature node \( \xi_q \).

\[\text{1If no quadrature rule would be needed, the definition of the stochastic hyperbolicity set would be the same except that } \sum_{k=0}^{K} u_k \phi_k(\xi) \in \mathcal{R} \text{ for all } \xi \in \Gamma.\]
3. Hyperbolicity-preserving stochastic Galerkin scheme (hSG)

In this section, we develop a hyperbolicity-preserving variant of the stochastic Galerkin scheme, applying a slope limiter to the SG polynomial \([2.4]\) that point-wisely shifts the solution into the numerically hyperbolicity set. For simplicity, we use the classical Lax-Friedrichs scheme \([33]\) for the space-time discretization and show that it preserves hyperbolicity of the stochastic Galerkin system \([2.6]\) under a CFL-type condition\(^2\).

3.1. Hyperbolicity preservation of the Lax-Friedrichs scheme

At first, we determine under which conditions the Lax-Friedrichs scheme preserves hyperbolicity of the zeroth moment of the solution (basically its deterministic part). Here, we assume that the result of the previous time step is lying in \(R^Q\) as this will be ensured by the hyperbolicity limiter. In order to apply a finite volume scheme, we divide the domain \(X = [x_L, x_R] \subset R\) into \(I\) cells \(C_i = [x_{i-1}, x_i]\) with \(x_{i-1} + \Delta x = x_i \pm \frac{\Delta x}{2}\) and \(\Delta x = \frac{x_R - x_L}{2I}\). We denote the current time step by \(t_n\). Then, one time step of the Lax-Friedrichs method for each moment reads

\[
\begin{align*}
\mathbf{u}_j(t_{n+1}, x_i) &= \frac{1}{2} \left( \mathbf{u}_j(t_n, x_{i+1}) + \mathbf{u}_j(t_n, x_{i-1}) \right) \\
&\quad - \frac{\Delta t}{2\Delta x} \int_{\Gamma} f \left( \sum_{k=0}^{K} \mathbf{u}_k(t_n, x_{i+1}) \phi_k(\xi) \right) \phi_j(\xi) f_{\Xi}(\xi) d\xi \\
&\quad + \frac{\Delta t}{2\Delta x} \int_{\Gamma} f \left( \sum_{k=0}^{K} \mathbf{u}_k(t_n, x_{i-1}) \phi_k(\xi) \right) \phi_j(\xi) f_{\Xi}(\xi) d\xi, \quad j = 0, \ldots, K.
\end{align*}
\]

Using the quadrature defined in \([2.10]\), we obtain

\[
\begin{align*}
\mathbf{u}_j(t_{n+1}, x_i) &= \frac{1}{2} \left( \mathbf{u}_j(t_n, x_{i+1}) + \mathbf{u}_j(t_n, x_{i-1}) \right) \\
&\quad - \frac{\Delta t}{2\Delta x} \sum_{q=1}^{Q} \int_{\Gamma} f \left( \sum_{k=0}^{K} \mathbf{u}_k(t_n, x_{i+1}) \phi_k(\xi_q) \right) \phi_j(\xi_q) f_{\Xi}(\xi_q) w_q \\
&\quad + \frac{\Delta t}{2\Delta x} \sum_{q=1}^{Q} \int_{\Gamma} f \left( \sum_{k=0}^{K} \mathbf{u}_k(t_n, x_{i-1}) \phi_k(\xi_q) \right) \phi_j(\xi_q) f_{\Xi}(\xi_q) w_q.
\end{align*}
\]

The CFL condition for this scheme reads

\[
\Delta t = c \frac{\Delta x}{\lambda_{\text{max}}},
\]

where \(c \leq 1\) is the CFL number and \(\lambda_{\text{max}}\) describes the absolute maximal eigenvalue of the Jacobian \([2.7]\).

In order to formulate the desired theorem, we need the following assumption.

**Assumption 3.1.** There exists a constant \(0 < b \in R\) such that

\[
b = \sup \left\{ \hat{b} > 0 \mid \mathbf{u} + \hat{b} f(\mathbf{u}) \in R \quad \forall \mathbf{u} \in R \right\}.
\]

**Remark 3.2.** In practice, we can calculate the value \(b\) for every time step \(t_n\) from the set

\[
\left\{ \hat{b} > 0 \mid \mathbf{u} + \hat{b} f(\mathbf{u}) \in R, \quad R \ni \mathbf{u} = \sum_{k=0}^{K} \mathbf{u}_k(t_n, x_i) \phi_k(\xi_q), \quad i = 1, \ldots, I, \quad q = 1, \ldots, Q \right\}.
\]

Under the assumption that all the given point-values of \(\mathbf{u}\) are admissible, the existence of such a maximal \(b\) follows immediately from the convexity and openness of \(R\) (see Assumption 2.3).\(^2\)

\(^2\)Similar results can be shown for other monotone first-order schemes.
We will investigate the calculation of this parameter for two model equations in the next section.

With this at hand, we conclude the following theorem.

**Theorem 3.3.** Let

\[
U(t_n, x_i) \in \mathcal{R}^Q, \quad \forall i = 1, \ldots, I,
\]

and

\[
\Delta t < \min \left( b \Delta x, \frac{\Delta x}{\lambda_{\text{max}}} \right),
\]

where \( b \) is determined from \((3.3)\). Then, one time step of the Lax-Friedrichs scheme \((3.1)\) preserves the hyperbolicity of the zeroth moment \(u_0\), i.e. \(u_0(t_{n+1}, x_i) \in \mathcal{R}, \quad \forall i = 1, \ldots, I\).

**Proof.** At first, we rewrite \(u_0\) using \((2.5)\), quadrature and the stochastic Galerkin approach \((2.4)\)

\[
\begin{align*}
\bar{u}_0(t, x) &= \sum_{q=1}^{Q} \left( \sum_{k=0}^{K} (u_k(t, x_i + 1) + u_k(t, x_i - 1)) \phi_k(\xi_q) \right) \phi_0(\xi_q) f(\xi_q) w_q.
\end{align*}
\]

Inserting this into the Lax-Friedrichs method \((3.1)\) and reordering some terms yields

\[
\begin{align*}
\bar{u}_0(t_{n+1}, x_i) &= \frac{1}{2} \sum_{q=1}^{Q} \left( \sum_{k=0}^{K} (u_k(t_{n+1}, x_i + 1) + u_k(t_{n+1}, x_i - 1)) \phi_k(\xi_q) \right) \phi_0(\xi_q) f(\xi_q) w_q \\
& \quad - \frac{\Delta t}{2 \Delta x} \sum_{q=1}^{Q} \left( \sum_{k=0}^{K} u_k(t_{n+1}, x_i + 1) \phi_k(\xi_q) \right) \phi_0(\xi_q) f(\xi_q) w_q \\
& \quad + \frac{\Delta t}{2 \Delta x} \sum_{q=1}^{Q} \left( \sum_{k=0}^{K} u_k(t_{n+1}, x_i - 1) \phi_k(\xi_q) \right) \phi_0(\xi_q) f(\xi_q) w_q,
\end{align*}
\]

\[
\begin{align*}
&= \frac{1}{2} \sum_{q=1}^{Q} \left( \sum_{k=0}^{K} u_k(t_{n+1}, x_i + 1) \phi_k(\xi_q) - \frac{\Delta t}{\Delta x} f \left( \sum_{k=0}^{K} u_k(t_{n+1}, x_i + 1) \phi_k(\xi_q) \right) \right) \phi_0(\xi_q) f(\xi_q) w_q \\
& \quad + \frac{1}{2} \sum_{q=1}^{Q} \left( \sum_{k=0}^{K} u_k(t_{n+1}, x_i - 1) \phi_k(\xi_q) + \frac{\Delta t}{\Delta x} f \left( \sum_{k=0}^{K} u_k(t_{n+1}, x_i - 1) \phi_k(\xi_q) \right) \right) \phi_0(\xi_q) f(\xi_q) w_q.
\end{align*}
\]

By assumption \((3.4)\), we have

\[
\begin{align*}
\sum_{k=0}^{K} u_k(t_{n+1}, x_i + 1) \phi_k(\xi_q) \in \mathcal{R}, \quad \forall q = 1, \ldots, Q.
\end{align*}
\]

Under the CFL condition \((3.5)\), we see that \( \frac{\Delta t}{\Delta x} < b \), such that \((3.3)\) guarantees

\[
\begin{align*}
\sum_{k=0}^{K} u_k(t_{n+1}, x_i + 1) \phi_k(\xi_q) \in \mathcal{R}, \quad \forall q = 1, \ldots, Q.
\end{align*}
\]

Hence, \(u_0(t_{n+1}, x_i)\) is a convex combination of admissible quantities and therefore admissible by Assumption \((2.3)\) (convexity of \(\mathcal{R}\), positivity of \(\phi_0\) and \(f\)). \(\square\)

**Remark 3.4.** *We need the strictly smaller sign in \((3.5)\) since the supremum in \((3.2)\) could place \(u \pm b f(u)\) onto the boundary of \(\mathcal{R}\), which is assumed to be open. In our computations we set

\[
\Delta t = c \cdot \min \left( b \Delta x, \frac{\Delta x}{\lambda_{\text{max}}} \right),
\]

with a CFL number \(c = 0.95 < 1\).*
3.2. Limiting

To obtain a hyperbolicity-preserving numerical scheme, we need to ensure assumption (3.4) in Theorem 3.3. This can be done using a hyperbolicity limiter which is based on the ideas in [3, 29, 37].

We define the slope-limited SG polynomial as

$$\mathbf{u}^{\theta}(t_n, x_i, \xi_q) := \theta \mathbf{u}_0(t_n, x_i) + (1 - \theta) \sum_{k=0}^{K} \mathbf{u}_k(t_n, x_i) \phi_k(\xi_q) = \mathbf{u}_0(t_n, x_i) + (1 - \theta) \sum_{k=1}^{K} \mathbf{u}_k(t_n, x_i) \phi_k(\xi_q).$$

The variable $\theta$ limits the SG polynomial towards the (assumed to be) admissible zeroth moment $\mathbf{u}_0$. The case $\theta = 0$ coincides with the unlimited solution and for $\theta = 1$ we have

$$\mathbf{u}^{\theta=1}(t_n, x_i, \xi_q) = \mathbf{u}_0(t_n, x_i),$$

which is supposed to be admissible. Because of this property and since $\mathcal{R}$ is convex, we can choose

$$\hat{\theta}(t_n, x_i) := \inf \left\{ \hat{\theta} \in [0, 1] \mid \mathbf{u}^{\hat{\theta}}(t_n, x_i, \xi_q) \in \mathcal{R} \quad \forall q = 1, \ldots, Q \right\}.$$

Again, due to the openness of $\mathcal{R}$ and similarly to Remark 3.4, we need to modify $\theta$ slightly in order to avoid placing the solution onto the boundary (if the limiter was active). Therefore we use

$$\theta = \begin{cases} \hat{\theta}, & \text{if } \hat{\theta} = 0, \\ \min(\hat{\theta} + \varepsilon, 1), & \text{if } \hat{\theta} > 0, \end{cases}$$

where $0 < \varepsilon = 10^{-10}$ should be chosen small enough to ensure that the approximation quality is not influenced significantly.

Finally, we replace the original moment vector $\mathbf{U}(t_n, x_i)$ with the limited vector $\mathbf{U}^{\theta}(t_n, x_i)$ given by

$$\mathbf{u}^{\theta}_k(t_n, x_i) = \begin{cases} \mathbf{u}_0(t_n, x_i), & \text{if } k = 0, \\ (1 - \theta)\mathbf{u}_k(t_n, x_i), & \text{if } k > 0, \end{cases} \quad k = 0, \ldots, K,$$

where $\theta$ is chosen separately for each $t_n$ and $x_i$, ensuring that $\mathbf{U}^{\theta}(t_n, x_i) \in \mathcal{R}^Q$ in all space-time cells.

4. Hyperbolic Model Problems

In the following, we describe the hyperbolic model systems that we will use to test the hyperbolicity-preserving stochastic Galerkin method and separately derive the parameter $b$ from (3.3).

4.1. $M_1$ model of radiative transport

We consider the kinetic radiative transfer equation [22, 23, 30]

$$\partial_t \psi + v \partial_x \psi + \sigma_a \psi = \sigma_s \left( \frac{1}{2} \int_{-1}^{1} \psi \, dv - \psi \right),$$

where $\psi = \psi(t, x, v, \xi) \in \mathbb{R}$ describes a particle distribution depending on time, $x \in X \subset \mathbb{R}$, the velocity $v \in [-1, 1]$ and the uncertainty $\xi$. The equation models the propagation and interaction of particles through and with a medium, affected by absorption and scattering. The material parameters are the absorption and scattering coefficient, denoted by $\sigma_a$ and $\sigma_s$, respectively.
We define the moments with respect to the velocity \( v \) as

\[
u^{(k)} := \int_{-1}^{1} v^k \psi \, dv,
\]

where the moments \( u^{(0)} \) and \( u^{(1)} \) describe the local particle density and the mean velocity, respectively.

A system of equations for those moments can be obtained by projecting (4.1) onto the velocity basis \((1, v)\)

\[
\begin{align*}
\partial_t u^{(0)} + \partial_x u^{(1)} &= -\sigma_a u^{(0)}, \\
\partial_t u^{(1)} + \partial_x u^{(2)} &= -\sigma_a u^{(1)} - \sigma_s u^{(1)}. 
\end{align*}
\]

(4.2)

The unknown second moment \( u^{(2)} = u^{(2)}(u^{(0)}, u^{(1)}) \) is closed via the implicit relation [4, 6, 20, 25]

\[
\begin{align*}
\frac{u^{(1)}}{u^{(0)}} &= \coth(\alpha_1) - \frac{1}{\alpha_1}, \\
\frac{u^{(2)}}{u^{(0)}} &= \int_{-1}^{1} v^2 \exp(\alpha_1 v) \, dv = \frac{4}{\alpha_1 - \alpha_1 \exp(2\alpha_1)} - \frac{2}{\alpha_1} + \frac{2}{\alpha_1^2} + 1.
\end{align*}
\]

(4.3)  (4.4)

The first equation (4.3) cannot be solved analytically for \( \alpha_1 \), however, we can use a tabulation (see, e.g., [14]) or a numerical fit [13] to calculate

\[
\frac{u^{(2)}}{u^{(0)}} \left( \frac{u^{(1)}}{u^{(0)}} \right),
\]

(4.5)
as long as \( \frac{u^{(1)}}{u^{(0)}} \in [-1, 1] \). In this way, we obtain \( u^{(2)}(u) \) and the resulting model is the M1 model for (4.1).

**Lemma 4.1.** The M1 system of radiative transfer is hyperbolic and the absolute values of the eigenvalues are bounded by 1.

**Proof.** See, e.g., [3, 6, 22, 30, p. 67, 68].

The hyperbolicity set for the M1 model is given by [6, 9, 12, 20]

\[ \mathcal{R} = \left\{ (u^{(0)}, u^{(1)}) \mid |u^{(1)}| \leq u^{(0)} \right\}. \]

It arises from the fact, that the underlying ansatz \( \psi \) is positive, resulting in

\[ |u^{(1)}| = \left| \int_{-1}^{1} v \psi \, dv \right| \psi \geq 0 \leq \int_{-1}^{1} |v| \psi \, dv \leq \int_{-1}^{1} \psi \, dv = u^{(0)}. \]

Since (4.2) has a nonzero source term and is therefore no conservation law, we need to assure that we can still apply Theorem 3.3.

**Lemma 4.2.** Let \( u(t_{n+1}, x_i) \in \mathcal{R} \) and

\[ \Delta t < \frac{1}{\sigma_a + \sigma_s}, \]

then

\[ \tilde{u}(t_{n+1}, x_i) = u(t_{n+1}, x_i) + \Delta t \begin{pmatrix} -\sigma_a \\ -\sigma_a - \sigma_s \end{pmatrix} u(t_{n+1}, x_i) \in \mathcal{R}. \]

**Proof.** The proof is given in [3, Thm. 3.3].
Hence, we take
\[ \Delta t = \min \left( c \cdot b \Delta x, c \frac{\Delta x}{\lambda_{\text{min}}}, \frac{1}{\sigma_u + \sigma_s} \right). \]

The choice of the hyperbolicity parameter \( b \) is stated in the following lemma.

**Lemma 4.3.** Assume \( u \in \mathcal{R} \) and \( b = 1 \). Then for every moment model of (4.1), we have \( u \pm bf(u) \in \mathcal{R} \).

**Proof.** The proof can be found in [26] and [3, Lemma 3.2]. □

### 4.2. Euler equations

The one-dimensional compressible Euler equations for the flow of an ideal gas are given by

\[
\begin{align*}
\partial_t \rho + \partial_x \left( \frac{m^2}{\rho} + p \right) &= 0, \\
\partial_t m + \partial_x \left( m^2 \rho + p \right) &= 0, \\
\partial_t E + \partial_x \left( \left( E + p \right) \frac{m}{\rho} \right) &= 0,
\end{align*}
\]

where \( \rho \) describes the density, \( m \) the momentum and \( E \) the energy of the gas. The three equations model the conservation of mass, momentum and energy. The pressure \( p \) reads

\[ p = (\gamma - 1) \left( E - \frac{1}{2} \frac{m^2}{\rho} \right), \]

with the adiabatic constant \( \gamma > 1 \). The three eigenvalues of the Euler equations (4.6) are given by

\[
\left\{ \frac{m}{\rho} - \sqrt{\frac{p}{\rho}}, \frac{m}{\rho}, \frac{m}{\rho} + \sqrt{\frac{p}{\rho}} \right\}.
\]

The eigenvalues are real-valued (i.e., the system (4.6) is hyperbolic) for positive densities and pressures. Thus we obtain the following hyperbolicity set

\[
\mathcal{R} = \left\{ u = \left( \begin{array}{c} \rho \\ m \\ E \end{array} \right) \mid \rho > 0, p = (\gamma - 1) \left( E - \frac{1}{2} \frac{m^2}{\rho} \right) > 0 \right\}.
\]

We now compute the hyperbolicity parameter \( b \).

**Lemma 4.4.** Given a vector \( u \) and the flux function \( f(u) \) for the Euler equations, i.e.,

\[
u = \left( \begin{array}{c} \rho \\ m \\ E \end{array} \right) \in \mathcal{R}, \quad f(u) = \left( \begin{array}{c} m \\ \frac{m^2}{\rho} + p \\ \left( E + p \right) \frac{m}{\rho} \end{array} \right),
\]

the quantities \( u \pm bf(u) \) satisfy \( u \pm bf(u) \in \mathcal{R} \) if and only if

\[
b < \min \left( |b_+|, |b_-|, \frac{\rho}{\|m\|} \right), \quad b_\pm := -2\rho \frac{2m + \sqrt{2E\rho - m^2} \pm \gamma \sqrt{2E\rho - m^2}}{m^2(\gamma^2 - 2\gamma + 5) - 2E\rho(\gamma^2 - 2\gamma + 1)}.
\]
Proof. We define
\[ \hat{u}_\pm = \left( \hat{\rho}_\pm, \hat{m}_\pm, \hat{E}_\pm \right) := u \pm b f(u) = \left( \begin{array}{c} \rho \pm bm \\ m \pm bp \\ E \pm b(E + p) \frac{m}{\rho} \end{array} \right) . \]

Then, we need to determine for which values of \( b \) we have \( \hat{u}_\pm \in \mathcal{R} \). The condition on the positivity of \( \hat{\rho}_\pm \) implies \( b < \frac{\rho}{|m|} \), while the pressure term belonging to \( u_+ \) reads
\[ \hat{p}_+ = \left( \hat{E}_+ - \frac{1}{2} \hat{m}_+^2 \hat{\rho}_+ \right) = E - \left( m + b \left( (\gamma - 1)(E - \frac{m^2}{2\rho}) + \frac{m^2}{\rho} \right) \right) \frac{1}{2(\rho + bm)} + bm \left( E + (\gamma - 1) \left( E - \frac{m^2}{2\rho} \right) \right) \frac{1}{\rho} . \]

Solving \( \frac{\hat{p}_+}{\gamma - 1} = 0 \) for \( b \) leads to \( b \) in (4.9). Note that an analogous result can be obtained for \( \hat{p}_- \). \( \square \)

5. Other UQ methods

In this section, we present two additional methods that aim to solve hyperbolic systems of equations with uncertain initial data, in particular an operator splitting approach for stochastic Galerkin \cite{8} and the intrusive polynomial moment method (IPMM) \cite{27}. We will compare those methods to the results of the hyperbolicity-preserving stochastic Galerkin scheme.

5.1. Operator splitting with stochastic Galerkin

The operator splitting method, introduced for the compressible Euler equations in \cite{8}, splits a given system into subsystems and subsequently solves each of them with stochastic Galerkin.

As denoted in \cite{27}, the stochastic Galerkin approximation of the Euler equations (or generally nonlinear systems of conservation laws) can lose global hyperbolicity. The basic idea of the operator splitting method presented in \cite{8} is to subdivide the system of equations into scalar nonlinear equations and linear systems, for which the stochastic Galerkin discretization is known to produce hyperbolic systems (compare to \cite{8}).

5.1.1. Operator splitting for the Euler equations

According to \cite{8}, the three subsystems of the Euler equations (5.1) are given by
\[ \begin{align*}
\partial_t \rho + \partial_x m &= 0, \\
\partial_t m + \partial_x \left( (\gamma - 1)E + am \right) &= 0, \\
\partial_t E - a \partial_x E &= 0, \\
\partial_t \rho &= 0, \\
\partial_t m + \partial_x \left( \frac{3 - \gamma m^2}{2\rho} - am \right) &= 0, \\
\partial_t E &= 0, \\
\partial_t \rho &= 0, \\
\partial_t m &= 0, \\
\partial_t E + \partial_x \left( \frac{m}{\rho} \left( \gamma E - \frac{\gamma - 1}{2} m^2 \rho \right) + aE \right) &= 0. 
\end{align*} \]
The first subsystem (5.1) is linear hyperbolic with eigenvalues ±\(a\) and 0, the other subsystems are scalar hyperbolic. The choice of the splitting parameter \(a\) should ensure that the convection coefficients in (5.2) and (5.3) do not change their signs and that

\[-|a| \leq \frac{m}{\rho} - \sqrt{\gamma \frac{p}{\rho}} < \frac{m}{\rho} + \sqrt{\gamma \frac{p}{\rho}} \leq |a|\]  

(5.4)

holds. This yields

\[a = \pm \sup_{x \in \mathcal{X}} \left( \max \left( \frac{m}{\rho} + \sqrt{\gamma \frac{p}{\rho}}, \gamma \left| \frac{m}{\rho} \right|, (3 - \gamma) \left| \frac{m}{\rho} \right| \right) \right),\]  

(5.5)

whereas the supremum is taken over all spatial values of \(u\) in the current time step. To avoid asymmetries, the sign of \(a\) is alternated in every time step. On each of the subsystems (5.1)–(5.3) we then consecutively apply stochastic Galerkin. The CFL condition uses the largest eigenvalue of the three SG Jacobians (2.7) belonging to the different subsystems.

In contrast to the claim in [8], we show that this approach does not preserve the hyperbolicity of the original system (4.6). To this end, we present an example showing that for every step size \(\Delta t\), we can find admissible initial conditions so that the solution of subsystem (5.1) is already violating the hyperbolicity requirements of (4.6).

Example 5.1. Consider a cell center \(x\) with adjacent cell centers \(x_L\) and \(x_R\). We define the initial state in those cells as

\[\rho(t = 0, x_L, \xi) := \rho_L = 0.5, \quad \rho(t = 0, x_R, \xi) := \rho_R = 0.4,\]
\[m(t = 0, x_L, \xi) := m_L = 2, \quad m(t = 0, x_R, \xi) := m_R = 2,\]
\[E(t = 0, x_L, \xi) := E_L = \frac{1}{2} m_L^2 + \epsilon, \quad E(t = 0, x_R, \xi) := E_R = \frac{1}{2} m_R^2 + \epsilon,\]

with a constant \(\epsilon > 0\) and positive pressure \(p = (\gamma - 1)\epsilon\). Furthermore, we set \(\gamma = 1.4\) and the truncation order to \(K = 0\). According to (5.5) and using \(\rho_R < \rho_L\), the splitting parameter \(a\) is determined by

\[a = \max \left( \left| \frac{m_R}{\rho_R} \right| + \sqrt{\frac{(\gamma - 1)\epsilon}{\rho_R}}, (3 - \gamma) \left| \frac{m_R}{\rho_R} \right| \right).\]

For \(\epsilon < \frac{9}{360} = 6.4286\), this maximum is attained at the first term. We therefore assume this property and deduce \(a = 8\). Hence, the CFL-condition reads

\[c := \max \left( |a|, |(3 - \gamma) \left| \frac{m_R}{\rho_R} - a \right| \right) \frac{\Delta t}{\Delta x} = \frac{a \Delta t}{\Delta x}.\]

Calculating one Lax-Friedrichs step for the stochastic Galerkin system of (5.1) with \(\frac{\Delta x}{\Delta t} = \frac{\epsilon}{a}\), we obtain

\[\rho_0(\Delta t, x) = 0.45,\]
\[m_0(\Delta t, x) = 0.05 \epsilon + 2,\]
\[E_0(\Delta t, x) = \epsilon - \epsilon + 4.5,\]

yielding

\[p(\Delta t, x) = (\gamma - 1) \left( \epsilon - \frac{1}{360} \epsilon^2 - \frac{11}{9} \epsilon + \frac{1}{18} \right).\]

The pressure is negative for any \(\epsilon\) with

\[\epsilon < \frac{1}{360} \epsilon^2 + \frac{11}{9} \epsilon - \frac{1}{18}.\]
whereas the term on the right hand side of this inequality is positive for
\[ c > 6 \sqrt{1345 - 220} \approx 0.0454. \]  
\[(5.6)\]

Hence, for every CFL number which is larger than \((5.6)\) we can find \(\epsilon > 0\) leading to a negative pressure, and therefore to a solution outside of the hyperbolicity set. When \(\rho_R\) approaches \(\rho_L = 0.499\) requires a CFL number \(c \leq 0.4048 \cdot 10^{-4}\) to obtain an admissible update.

 Altogether we have given an example showing that the operator splitting presented in \([8]\) does not necessarily preserve hyperbolicity. Each of the subsystems separately leads indeed a hyperbolic SG discretization, however, they have different hyperbolicity sets and thus do not always give admissible solutions in terms of the original system. For a negative pressure, we can also not ensure \((5.4)\) since complex values would occur.

This might lead to oscillations due to a wrong CFL condition.

### 5.1.2. Operator splitting for the \(M_1\) model

We apply the previously described splitting approach to the \(M_1\) model of radiative transfer from Section \[4.1\].

Following the outline of \([8]\), we split \((4.2)\) into the following subsystems

\[
\begin{align*}
\partial_t u^{(0)} + \partial_x u^{(1)} + a \partial_x u^{(0)} &= -\sigma_a u^{(0)}, \\
\partial_t u^{(1)} - a \partial_x u^{(1)} &= -\sigma_a u^{(1)} - \sigma_s u^{(1)}, \\
\partial_t u^{(0)} - a \partial_x u^{(0)} &= 0, \\
\partial_t u^{(1)} &= 0, \\
\partial_t u^{(0)} + \partial_x u^{(2)} + a \partial_x u^{(1)} &= 0.
\end{align*}
\]

\[(5.7)\]  
\[(5.8)\]  
\[(5.9)\]

The first subsystem reduces to the linear terms of the original system. We therefore omit \(\partial_x u^{(2)}\) and obtain \((5.7)\), which is linear hyperbolic with eigenvalues \(\pm a\). Lemma \[4.1\] states, that the absolute value of the eigenvalues for \((4.2)\) are bounded by 1. Similar to \((5.4)\), we then need to assure

\[|a| \geq 1.\]

Moreover, we choose \(a\) so that the convection coefficients in \((5.8)\) and \((5.9)\) do not change their signs. This property directly follows for the second subsystem and any choice of \(a\). For the third subsystem, we require

\[
\frac{\partial u^{(2)}}{\partial u^{(1)}} + a \geq 0.
\]

\[(5.10)\]

According to \([28]\) we have for \(u \in \mathcal{R}\)

\[
\frac{\partial u^{(2)}}{\partial u^{(1)}} = \frac{u^{(3)} u^{(0)} - u^{(2)} u^{(1)}}{u^{(0)} u^{(2)} - (u^{(1)})^2} \in [-2, 2],
\]

where \(u^{(3)}\) can be calculated via tabulation, analogous to \((4.5)\). Thus, we set

\[
a = \pm \sup_{x \in X} \left( \max \left( 1, \frac{u^{(3)} u^{(0)} - u^{(2)} u^{(1)}}{u^{(0)} u^{(2)} - (u^{(1)})^2} \right) \right),
\]

with the supremum taken over the values of the solution \(u\) in each space cell for the current time step.

**Remark 5.2.** Similarly to Example \[5.1\] we can construct an initial state where the solution is violating hyperbolicity after one Lax-Friedrichs time step of the first subsystem \((5.7)\). In this case, we are not able to calculate \(u^{(2)}\) for the second subsystem (cf. \((4.5)\)).
5.2. Intrusive polynomial moment method

Similar to stochastic Galerkin, the intrusive polynomial moment method (IPMM) is based on generalized polynomial chaos. It uses the entropy of the system in order to define a bijection between the solution and a new variable, the entropic variable. This procedure aims at a preservation of physical properties such as hyperbolicity and positivity, although it is noted in [27] that the assumptions for this preservation are not always given in practice. The method is introduced in [27] and described as a minimum entropy model in [21].

Assume that the system (2.1) has the entropy - entropy flux pair \((h, \hat{h})\), which satisfies the entropy inequality

\[
\partial_t h(u) + \partial_x \hat{h}(u) \leq 0,
\]

with

\[
h, \hat{h} : \mathbb{R}^d \rightarrow \mathbb{R},
\]

and where \(h\) is a strictly convex function. The entropic variable is defined by

\[
\Lambda := \nabla_u h(u) := \nabla h(u).
\]

Since \(h\) is strictly convex, the map between \(u\) and \(\nabla h(u)\) is one-to-one, i.e.,

\[
u_j = (\nabla h)^{-1}(\Lambda).
\]

Approximating \(\Lambda\) as a truncated gPC expansion

\[
\Lambda = \begin{pmatrix} \Lambda_0 \\ \vdots \\ \Lambda_K \end{pmatrix} = \sum_{k=0}^K \lambda_k \phi_k,
\]

we obtain

\[
u_j = \int_{\Gamma} (\nabla h)^{-1} \left( \sum_{k=0}^K \lambda_k \phi_k \right) \phi_j f \Xi d\xi, \quad j = 0, \ldots, K.
\]

This leads to the following IPMM model

\[
\begin{align*}
\partial_t \left( \int_{\Gamma} (\nabla h)^{-1} \left( \sum_{k=0}^K \lambda_k \phi_k \right) \phi_0 f \Xi d\xi \right) &+ \partial_x \left( \int_{\Gamma} f \left( (\nabla h)^{-1} \left( \sum_{k=0}^K \lambda_k \phi_k \right) \right) \phi_0 f \Xi d\xi \right) \\
&= 0. \tag{5.11}
\end{align*}
\]

After performing one step of Lax-Friedrichs for the system (5.11), we can calculate \(\lambda_0(t_{n+1}, x), \ldots, \lambda_K(t_{n+1}, x)\) out of \(u_0(t_{n+1}, x), \ldots, u_K(t_{n+1}, x)\) via a Newton scheme that solves

\[
u_j - \int_{\Gamma} (\nabla h)^{-1} \left( \sum_{k=0}^K \lambda_k \phi_k \right) \phi_j f \Xi d\xi = 0, \quad j = 0, \ldots, K.
\]

**Remark 5.1.** According to [3, Remark 2.3.3], we need certain conditions to obtain convergence of the Newton scheme and to derive \(\lambda\) out of \(U\). In particular,

\[
- \sum_{k=0}^K \lambda_k \phi_k + \int_{\Gamma} (\nabla h)^{-1} \left( \sum_{k=0}^K \lambda_k \phi_k \right) \sum_{k=0}^K \lambda_k \phi_k f \Xi d\xi - \int_{\Gamma} h \left( (\nabla h)^{-1} \left( \sum_{k=0}^K \lambda_k \phi_k \right) \right) f \Xi d\xi
\]

is required to be \(\alpha\)-convex. In practice, this is supposed to be ensured for large enough truncation orders \(K\).
5.2.1. Euler equations

For the Euler equations, we use the entropy as stated in [27]

\[ h(u) = -\rho \ln \left(\frac{\rho - \gamma}{\rho} \left( E - \frac{1}{2} m^2 \rho \right) \right), \]

which yields

\[
\nabla h(u) = \begin{pmatrix}
- \ln \left(\frac{2E\rho - m^2}{2\rho^{\gamma+1}} \right) + \gamma - \frac{m^2}{2\rho E - m^2} \\
\frac{2\rho m}{2\rho E - m^2} \\
- \frac{2\rho^2}{2\rho E - m^2}
\end{pmatrix},
\]

as well as

\[
(\nabla h)^{-1} (A) = \begin{pmatrix}
\exp \left( \frac{2A_0 A_2 - 2A_2 \ln(-A_2) - 2A_2 \gamma - A_2^2}{2A_2(\gamma - 1)} \right) \\
- \frac{A_2}{A_1} \exp \left( \frac{2A_0 A_2 - 2A_2 \ln(-A_2) - 2A_2 \gamma - A_2^2}{2A_2(\gamma - 1)} \right) \\
\frac{A_2^2 - 2A_2}{2A_2} \exp \left( \frac{2A_0 A_2 - 2A_2 \ln(-A_2) - 2A_2 \gamma - A_2^2}{2A_2(\gamma - 1)} \right)
\end{pmatrix}.
\]

5.2.2. M1 model of radiative transfer

For the M1 model of radiative transfer, we deduce

\[
(\nabla h)^{-1} (A) = \begin{pmatrix}
f_{-1}^{1} \exp(A_0 + vA_1) dv \\
\int_{-1}^{1} v \exp(A_0 + vA_1) dv
\end{pmatrix}.
\]

Details on this calculation can be found in [28].

6. Numerical Results

6.1. M1 model of Radiative Transfer

In the following, we test the UQ methods on the M1 model of radiative transfer (4.2) with uncertainty \( \xi \sim U(-1, 1) \). According to Example 2.1, we take \( f_\xi(\xi) = \frac{1}{2} \) and \( \phi_k \) as the kth normalized Legendre polynomial. We consider the plane source test [15, 16] with stochastically disturbed width of the initial Gaussian, where \( x \in \mathcal{X} = [-0.5, 0.5] \), \( \sigma_\alpha = 0 \), \( \sigma_s = 1 \) and the initial conditions are given by

\[
u(0)(t = 0, x, \xi) = \max \left( 10^{-4}, \frac{50^2}{8\pi (\xi + 2)^2} \exp \left( -\frac{1}{2} \frac{50^2 x^2}{(\xi + 2)^2} \right) \right), \quad (6.1)
\]

\[
u^{(1)}(t = 0, x, \xi) = 0. \quad (6.2)
\]

The particles are initially concentrated around the origin and will spread out to the left and right. We apply the hyperbolicity-preserving SG method (hSG), operator splitting and IPMM to this problem and compare the results with Monte Carlo using \( K = 100000 \) samples.
At first, we set the truncation order to \( K = 2 \) and use 200 cells as well as \( Q = 10 \) quadrature points in \( \xi_3 \). Then we increase \( K \) to 9 and the number of cells to 500. The expected values and standard deviations of the particle density \( u(0) \) at \( t = 0.45 \) are calculated via (2.8)–(2.9) and shown in Figure 1 and Figure 2. The limited stochastic Galerkin scheme and IPMM yield similar outcomes, slightly in favor of IPMM. They both give a good approximation of the Monte Carlo reference solution, with improved quality for higher truncation orders.

In the operator splitting, we observe situations as in Remark 5.2, where the solution is leaving the hyperbolicity set and where we are not able to calculate \( u(2) \) via the tabulation (4.5). In this case, we need to modify the algorithm and redefine in every tabulation step

\[
\frac{u^{(1)}}{u^{(0)}} = \begin{cases} 
\frac{u^{(1)}}{u^{(0)}}, & \text{if } (u^{(0)}, u^{(1)})^T \in \mathcal{R}, \\
1, & \text{if } \frac{u^{(1)}}{u^{(0)}} > 1, \\
-1, & \text{if } \frac{u^{(1)}}{u^{(0)}} < -1.
\end{cases}
\]

The splitting scheme is only converging to the solution of the original system as \( \Delta x \to 0 \). This is illustrated in Figure 2 where the splitting gets closer to the reference solution as in Figure 1 since the spatial domain is divided into a finer grid. However, it is still very imprecise compared to the other results. Note that the authors in [8] used a Strang splitting together with a higher-order scheme in space and time to overcome this drawback.

Figure 3 shows the activity of the hyperbolicity limiter during the hSG method. It is mostly active along the wave fronts of the density which is moving to the left and right. This is where the solution lies closest to the boundary of the hyperbolicity set. While increasing the truncation order \( K \), the activity of the limiter is decreasing. This is also verified in Table 1 where the percentage of limited cells throughout the calculation is decreasing and attaining zero as \( K \) reaches 9. In addition to the percentage usage of the limiter, the maximal value of the limiter variable \( \theta \) decreases. These outcomes are not surprising since a larger polynomial order yields a better approximation of the (assumed to be admissible) solution. Note that the usual stochastic Galerkin scheme would already fail in the first time step since the solution is leaving the hyperbolicity set and the tabulation for \( u(2) \) cannot be performed.

\[^3\text{We did not find the numerical solution of this test case to be very sensitive to the choice of } Q.\]
Figure 2: $M_1$ model of radiative transfer with $K = 9$, 500 cells and $Q = 10$.

Figure 3: Values of the limiter variable $\theta$ in the hyperbolicity-preserving stochastic Galerkin scheme for the $M_1$ model of radiative transfer with 500 cells and two truncation orders $K$. The accuracy of $\theta$ is set to $10^{-5}$. We do not show the values of $\theta$ in the first time step since they are much larger than the others (cf. Table 1).

| Truncation order $K$ | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    |
|----------------------|------|------|------|------|------|------|------|------|------|
| % of limited cells over all $t$ | 7.9949 | 6.5148 | 4.7072 | 3.9291 | 4.4574 | 3.1544 | 2.1705 | 0.0118 | 0   |
| maximal value of $\theta$ | 0.5647 | 0.3704 | 0.3479 | 0.0545 | 0.0152 | 0.0052 | 0.0016 | 0.0002 | 0   |
| maximal value of $\theta$ for $t > 0$ | 0.0076 | 0.0035 | 0.0058 | 0.0015 | 0.0008 | 0.0004 | 0.0003 | 0    | 0   |

Table 1: Usage of the limiter variable $\theta$ in the hyperbolicity-preserving stochastic Galerkin scheme for the $M_1$ model of radiative transfer with 500 cells and different truncation orders. The accuracy of $\theta$ is set to $10^{-5}$. 
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Error of expected value $u^{(0)}$ in \( \| \cdot \|_{L_1} \) 

\begin{align*}
\| h - g \|_{L_1(x)} &= \sum_{i=1}^{I} |C_i| \left| h(t^*, x_i) - g(t^*, x_i) \right|, \\
\| h - g \|_{L_\infty(x)} &= \max_{i=1,...,I} \left| h(t^*, x_i) - g(t^*, x_i) \right|.
\end{align*}

Figure 4: Error plots of $u^{(0)}$ for the $M_1$ model of radiative transfer with 10000 cells at $t = 0.08$ and in a logarithmic scale. The error is given for two different norms $\| \cdot \|_{L_1}$ (6.3) and $\| \cdot \|_{L_\infty}$ (6.4). Because of the form (2.9), computing the standard deviation is only reasonable for $K > 0$. The exact values are given in Table 2.

Figure 4 and Table 2 demonstrate the error of the density from hSG and IPMM in the discrete $L_1$ and $L_\infty$ norm, calculated by their differences to Monte Carlo and evaluated at a given time $t^*$. We define those norms as

Then, $g$ is chosen as the expected value (2.8) or standard deviation (2.9) of the density $u^{(0)}$ in Monte Carlo and $h$ as the corresponding values in the limited stochastic Galerkin or IPMM method.

The IPMM error is indeed smaller than the error of the hyperbility-preserving stochastic Galerkin method. However, IPMM comes with a far more complex algorithm, in our cases the CPU time was about 2–3 times larger than for hSG (depending on the truncation order). In this context, hSG shows a very acceptable
error since it only requires a small modification of the classical SG algorithm. For \( K \geq 4 \), the inaccuracies of the underlying spatial discretization are disturbing our results. In order to see the expected spectral convergence, a higher-order method for the discretization in space and time is required.

| Truncation order \( K \) | \( ||u^0||_{L_1} \) | \text{hSG} | IPMM |
|--------------------------|----------------|--------|------|
| 0                        | 0.0569         | 0.0167 | 0.0026 | 0.0020 | 0.0024 | 0.0023 |
| 1                        | 0.0587         | 0.0118 | 0.0029 | 0.0013 | 0.0012 | 0.0014 | 0.0015 |
| 2                        | 0.4161         | 0.2010 | 0.1092 | 0.0357 | 0.0276 | 0.0240 | 0.0269 | 0.0255 |
| 3                        | 0.4244         | 0.0875 | 0.0157 | 0.0071 | 0.0063 | 0.0064 | 0.0068 | 0.0067 |
| 4                        | 0.4576         | 0.1265 | 0.0655 | 0.0426 | 0.0408 | 0.0350 | 0.0301 |
| 5                        | 0.2684         | 0.0259 | 0.0082 | 0.0078 | 0.0081 | 0.0105 |

Table 2: Errors in expected value and standard deviation of the density \( u^0 \) for the \( M_1 \) model of radiative transfer with 10000 cells at \( t = 0.08 \). The error is given for two different norms \( ||.||_{L_1} \) and \( ||.||_{L_{\infty}} \) as well as for the limited stochastic Galerkin method and IPMM. Because of the form (2.9), computing the standard deviation is only reasonable for \( K > 0 \).

### 6.2. Euler Equations

In this section, we apply the UQ methods to the Euler equations (4.6) from Section 4.2. We again consider \( \xi \sim U(-1, 1) \), set the spatial domain to \( X = [0, 1] \) and the adiabatic constant to \( \gamma = 1.4 \). Moreover, we take two different initial conditions which are demonstrated in the following subsections.

#### 6.2.1. Uncertain Sod test case

Consider the first set of initial conditions given by

\[
\rho(t = 0, x, \xi) = \begin{cases} 
1, & x < 0.5 + 0.05 \xi, \\
0.125, & x \geq 0.5 + 0.05 \xi, 
\end{cases} \\
m(t = 0, x, \xi) = 0, \\
E(t = 0, x, \xi) = \begin{cases} 
2.5, & x < 0.5 + 0.05 \xi, \\
0.25, & x \geq 0.5 + 0.05 \xi. 
\end{cases}
\]

This test case, studied in [8, 27], represents a modification of the Sod Riemann problem, where the position of the discontinuity is depending on the uncertainty \( \xi \).

We divide \( X \) into 500 cells and apply each of the three UQ methods to the Euler equations, using a truncation order \( K = 2 \). Furthermore, we increase the number of quadrature nodes to \( Q = 10^4 \). The methods are compared to Monte Carlo with 100 000 samples.

The expected value in Figure 5a and Figure 5b indicate a very good agreement between Monte Carlo, the limited SG and IPMM. The standard deviation shown in Figure 5c and Figure 5d is slightly smaller for hSG than for IPMM, yet they are both close to Monte Carlo.

The expected value of the splitting scheme has a similar structure compared to the other solutions but still gives the poorest approximation. This can especially be seen in the standard deviation. The method might be improved by using more cells, however, in Figure 5d the solution even shows oscillations around \( x \approx 0.78 \).

\[\text{Since the initial discontinuity depends on } \xi, \text{ a higher quadrature rule is necessary compared to the smooth dependence on } \xi \text{ in (6.1).}\]
Moreover, a negative pressure occurs while computing the splitting parameter $a$, meaning that we are leaving the hyperbolicity set. This observation coincides with the statement of Example 5.1. According to (5.4), we require

$$-|a| \leq \frac{m}{\rho} - \sqrt{\gamma \frac{p}{\rho}} < \frac{m}{\rho} + \sqrt{\gamma \frac{p}{\rho}} \leq |a|,$$

where $\sqrt{\gamma \frac{p}{\rho}}$ is complex for negative values of $p$. In our algorithm we have ignored those values for the calculation of $a$, resulting in oscillations due to the violated CFL condition. Thus, we will not show the method in the next test case.

Figure 5: Euler equations with initial state $\rho_0$, $K = 2$, 500 cells and $Q = 100$. 
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6.2.2. Uncertain Riemann problem with shock

Next, we consider the second set of initial conditions for the Euler equations

\[
\begin{align*}
  \rho(t=0,x,\xi) &= \begin{cases} 1, & x < 0.5 + 0.07\xi, \\ 0.125, & x \geq 0.5 + 0.07\xi, \end{cases} \\
m(t=0,x,\xi) &= 0, \\
E(t=0,x,\xi) &= \begin{cases} 0.25, & x < 0.5 + 0.07\xi, \\ 2.5, & x \geq 0.5 + 0.07\xi. \end{cases}
\end{align*}
\]

(6.6)

They are inducing a numerically more complex situation where we found the solutions to be more likely to leave the hyperbolicity set. We use \( K = 9,500 \) cells, \( Q = 100 \) and show the result in Figure 6. The expected values of the density for Monte Carlo and IPMM in Figure 6a coincide very well, whereas the hSG solution slightly differs from these values around the shock at \( x = 0.3 \). The standard deviation in Figure 6b shows similar approximations of IPMM and hSG compared to the reference solution of Monte Carlo.

Table 3 and Figure 7 demonstrate the limiter usage during the performance of hSG in each of the two initial states. As expected, the limiter is more active for (6.6). More precisely, in Figure 7a it is used in 0.63% of the cells over time with a maximal limiter variable of 0.0044, whereas in Figure 7b we deduce activity in almost every time step (in 1.57% of the cells) with maximum 0.0082. In Table 3, we again observe a reduced usage as the truncation order increases.

| Truncation order \( K \) | 1  | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   |
|------------------------|----|-----|-----|-----|-----|-----|-----|-----|-----|
| % of limited cells     | IC 1 | 0.0332 | 0.6338 | 0.3652 | 0.0897 | 0.0197 | 0.0197 | 0.0162 | 0.0154 | 0.0010 |
|                        | IC 2 | 2.0654 | 1.5688 | 1.0264 | 0.7714 | 0.4719 | 0.2872 | 0.2425 | 0.1952 | 0.1531 |
| Maximal value of \( \theta \) | IC 1 | 0.3581 | 0.2608 | 0.2336 | 0.2240 | 0.2172 | 0.2144 | 0.2079 | 0.2083 | 0.1965 |
|                        | IC 2 | 0.3581 | 0.2608 | 0.2353 | 0.2240 | 0.2182 | 0.2132 | 0.2079 | 0.2083 | 0.2096 |
| Maximal value of \( \theta \) for \( t > 0 \) | IC 1 | 0.0003 | 0.0044 | 0.0083 | 0.0054 | 0.0006 | 0.0001 | 0     | 0     | 0     |
|                        | IC 2 | 0.0043 | 0.0082 | 0.0114 | 0.0145 | 0.0171 | 0.0169 | 0.0212 | 0.0244 | 0.0244 |

Table 3: Usage of the limiter variable \( \theta \) in the hSG scheme for the Euler equations with 500 cells, different truncation orders and the two initial conditions (6.5) and (6.6), denoted by IC 1 and IC 2, respectively. The accuracy of \( \theta \) is set to \( 10^{-5} \).
7. Conclusions and Outlook

We have derived a modification of the classical stochastic Galerkin scheme that maintains the hyperbolicity of the original deterministic system under the assumption of admissible initial conditions. It provides good results that almost reach the quality of the intrusive polynomial moment method while being notably simpler to derive (no need to know the entropy of the system) and computationally much cheaper.

Until now, only a simple first-order discretization in space and time has been applied to the modified SG scheme. Future work should incorporate the use of higher-order schemes, like the discontinuous-Galerkin scheme [3, 10, 11], to further increase the efficiency of the approximation.

Due to the inherent analogy of kinetic theory and Uncertainty Quantification, some further ideas might be transferable. One example is the class of positive $P_N$ models [18], that are derived using a modified entropy (related to IPMM), which might give similar results as our modified SG scheme without the need of using a hyperbolicity limiter. Furthermore, the idea of the kinetic scheme [19, 32] might be adoptable, simplifying the hyperbolicity limiter in cases where the domain of hyperbolicity is not known (or expensive to compute).
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