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Abstract. In 2017, NA62 recorded over a petabyte of raw data, collecting around a billion events per day of running. Data are collected in bursts of 3-5 seconds, producing output files of a few gigabytes. A typical run, a sequence of bursts with the same detector configuration and similar experimental conditions, contains 1500 bursts and constitutes the basic unit for offline data processing. A sample of 100 random bursts is used to make timing calibrations of all detectors, after which every burst in the run is reconstructed. Finally the reconstructed events are filtered by physics channel with an average reduction factor of 20, and data quality metrics are calculated.

Initially a bespoke data processing solution was implemented using a simple finite state machine with limited production system functionality. In 2017, the ATLAS Tier-0 team offered the use of their production system, together with the necessary support. Data processing workflows were rewritten with better error-handling and I/O operations were minimised, the reconstruction software was improved and conditions data handling was changed to follow best practices suggested by the HEP Software Foundation conditions database working group. This contribution describes the experience gained in using these tools and methods for data-processing on a petabyte scale experiment.
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1 Introduction

The NA62 experiment [1] is designed to measure the extremely rare kaon decay $K^+ \rightarrow \pi^+\nu\bar{\nu}$ with a precision of 10%. It utilises the high intensity 400 GeV/c beam of protons from the CERN Super Proton Synchrotron which impinges on a beryllium target producing a 75 GeV/c secondary charged hadron beam containing 6% kaons. The NA62 experimental apparatus is shown in figure 1 (figure and caption taken from [1]).

![Figure 1](image.png)

*Figure 1. Schematic vertical section through the NA62 experimental setup. The main elements for the detection of the $K^+$ decay products are located along a 150 m long region starting 121 m downstream of the kaon production target. Useful $K^+$ decays are detected in a 65 m long decay region. Most detectors have an approximately cylindrical shape around the beam axis. An evacuated passage surrounding the beam trajectory allows the intense (750 MHz) flux of un-decayed beam particles to pass through without interacting with detector material before reaching the dump.*

The rate of kaon decays in the decay region is 5 MHz, providing a challenge for data acquisition and triggering documented elsewhere in these proceedings [2]. To put this in the context of other experiments, a modified version of Figure 1 from [3] is shown in figure 2. Despite the small event size, the very large event rate places NA62 at the same challenging frontier as the LHC experiments in terms of data volume. Moreover, the event rate is very difficult to tame with triggers, with only modest reductions possible to the level of 100 kHz, meaning that offline data preparation is challenging with around one billion events produced per day, with a volume of 10 TB. The time matching between the incoming kaon, identified by the KTAG detector matched to a track in the GTK pixel detector, and the outgoing charged particle identified in the RICH detector, must be kept at the level of 100-150 ps with a matching efficiency greater than 99% if the ambitious goals of the experiment are to be realised, requiring a detailed understanding of the detectors and careful yet automated calibrations.

1.1 Data preparation workflow

A schematic of the main components of the data preparation workflow employed by NA62\(^1\) is shown in figure 3. It begins with an iterative (4-step) calibration procedure which performs a large part of the timing calibration, using a randomly selected subset of the data. The data are collected in units of bursts of protons from the CERN Super Proton Synchrotron of around 3 s duration, one burst is stored in one raw data file of several GB in size; sequential bursts with similar data-taking conditions are organised into data acquisition runs of typically

\(^1\)This workflow was accurate at the time of presentation at CHEP 2018.
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The rate of kaon decays in the decay region is 5 MHz, providing a challenge for data acquisition and triggering documented elsewhere in these proceedings [2]. To put this in the context of other experiments, a modified version of Figure 1 from [3] is shown in figure 2.

Figure 2. First level trigger event rates and sizes for various experiments, including the NA62 experiment which is shown as the red circle.

1500 bursts. The iterative calibration sample size is nominally 100 bursts which provides sufficient statistics for the calibration of the majority of the detectors. However, the most precise detectors (KTAG, GTK and RICH) can be calibrated with even higher precision and thus the bulk processing step which follows the iterative calibration first re-determines the timing calibration for these detectors before performing the full event reconstruction of all detectors with the optimal conditions. The fully reconstructed data volume is larger than the raw data volume and is thus far too large for physics analysis when considering several years of data. Therefore NA62 performs offline event selections on the fully reconstructed data to produce several (around 10) filtered datasets which are the input to physics analysis. Data quality (DQ) must also be performed on the fully reconstructed dataset, together with any other tasks that require the fully reconstructed data information for every event. Once these key tasks are finished, the fully reconstructed data is deleted from disk.

Figure 3. A schematic of the main components of the data preparation workflow for NA62.

---

2Simple quality criteria are applied based on the size of the raw event data file for a given burst. If fewer than 100 bursts remain in the calibration sample then manual intervention is required, but calibration will normally be successful with fewer than 100 bursts.
2 Production system

The initial attempts to tackle the data preparation workflow achieved only moderate success, resulting in only a fraction of the data being processed for physics analysis, despite the data preparation procedures being technically correct and having a simple finite state machine to provide retry functionality. The workflows initially used to analyse one burst did not scale well and in some cases were entirely unsuitable for the resources used for large scale computing at CERN. Furthermore, NA62 had started taking data without a conditions database and instead relied (and continues to rely at the time of writing) on plain ascii text files, several per detector, for the storage of the majority of its conditions data. The simple production system that had succeeded for commissioning purposes needed to be replaced with something that could address those issues.

2.1 NA62 Tier0

In 2017, NA62 embarked on the work needed to interface their reconstruction and analysis code with a state of the art production system running on CERN computing infrastructure, drawing on the experience of other CERN experiments, particularly ATLAS. The ATLAS Tier-0 production system [4] was designed for exactly the kind of data preparation problems that NA62 faced, and benefited from several years of experience and optimisation operating with an order of magnitude more data. It was also designed to be experiment and payload agnostic, which is the hallmark of a reusable production system, and with very few exceptions³ the same production system code was used by both ATLAS and NA62.

Adapting the NA62 reconstruction code and workflows required effort, in particular the separation of conditions data from software and adaptation to follow best practices for conditions data handling from the HSF Community White Paper [5]. Further work on the software was required to allow a full configuration of the software to be defined outside of a built release. All of the executables required for the full data preparation workflow were reviewed and repackaged to respect these constraints. Quite remarkably, the NA62 software experts then decided to go further than meeting the baseline requirements, aiming to fully optimise their software in terms of robustness and resource usage. Memory usage was minimised to respect the 2GB limit of the HTCondor [6] compute nodes at CERN⁴ and the software was given robust error handling to allow ≈100% of bursts to be processed⁵.

A new Python transform package, NA62Transform, provided the interface between the production system and the NA62 reconstruction and analysis software. It implemented all of the individual data preparation workflow steps, optimised the usage of resources, in particular I/O, and took care of error handling, reporting error codes back to the production system. Several lightweight and dedicated daemons were written in Python that implemented various orchestration procedures and hand-offs, including mechanisms to help manage and prioritise workload, and to orchestrate the staging of data from tape. The NA62 Tier-0 production system configuration completed the setup, defining each of the steps in the data preparation workflow. As the ATLAS Tier-0 production system accepts parameters in its configuration language, changes in e.g. NA62 reconstruction release were handled by changing one parameter in the global configuration script. The NA62 Tier-0 production system is shown in figure 4, together with the main components of CERN CPU and storage infrastructure that it uses, namely HTCondor, EOS [7] (disk storage) and CASTOR [8] (tape storage).

³These exceptions could also have been dealt with, but were a handful of lines of code.
⁴NA62 had a fair share quota on HTCondor and jobs requiring more than 2GB memory resulted in allocating more nodes per job.
⁵If a burst was corrupt, the software would detect this and finish cleanly with an appropriate error code, as opposed to crashing.
more nodes per job. Respect the 2GB limit of the HTCondor [6] compute nodes at CERN. 4 and the software was their software in terms of robustness and resource usage. Memory usage was minimised to then decide to go further than meeting the baseline requirements, aiming to fully optimise and repackaged to respect these constraints. Quite remarkably, the NA62 software experts lease. All of the executables required for the full data preparation workflow were reviewed was required to allow a full configuration of the software to be defined outside of a built re-
terms of the conditions data from the HSF Community White Paper [5]. Further work on the software separation of conditions data from software and adaptation to follow best practices for condi-
thetic, which is the hallmark of a reusable production system, and with very few exceptions 3
that NA62 faced, and benefited from several years of experience and optimisation operating
2.1 NA62 Tier0
The simple production system could address those issues.

Figure 4. The NA62 Tier-0 production system, together with the CERN CPU and storage components with which it interacts. The Tier-0 comprises an Oracle database backend (ProdDB), the Tier-0 Manager (TOM) which creates new jobs in ProdDB based on the data preparation workflow configuration, and the ProdSys subsystem. The ProdSys subsystem looks for jobs in ProdDB, submits executables (T0Exe) to a batch system (in this case HTCondor) and monitors the status of the batch system. Finally, job management on the HTCondor worker nodes is performed by T0Exe which performs file input and output management, runs the NA62 reconstruction or analysis code, captures errors and produces job reports. For more details see [4].

2.2 Puppet-managed infrastructure

Critical tools for monitoring and operation of the production system are graphical user interfaces and dedicated machines to run the required services. CERN provisions virtual machines using OpenStack [9] and uses the Puppet configuration management system [10] to configure services. Puppet configurations for the ATLAS Tier-0 production system services were refactored to be experiment agnostic, allowing the same modules to be used with a handful of parameters needing to be defined for each of ATLAS and NA62. A screenshot of the NA62 Tier-0 production system web interface is shown in figure 5, each step in the workflow is represented by one row. The number of job failures is evident, as is the ultimate success of the retry functionality. Many of the cells in the display are interactive and allow the user / operator to drill down to see error codes and log files and then take the appropriate action. This interactivity is another crucial component of the success of the NA62 Tier-0 production system, and the ATLAS Tier-0 production system on which it is based.

The same approach allowed ATLAS and NA62 to share Puppet configurations for the web interface to the database backend of the production system. After refactoring the common Django web application module, the remaining configuration was also reduced to a few lines of code. Although the majority of the work could be performed using the Python API of the production system, inspecting the database contents was crucial both for debugging and gaining understanding of the system. Data-mining of information from the database also proved to be extremely useful, e.g. analysing job run times by job type allowed the workflow steps and retry strategies to be optimised and thus optimise throughput. Finally, dedicated virtual machines were configured to run these web services and the production system itself.

6Puppet is a popular open source configuration management system used to configure machines, it is very useful for creating many machines with identical configurations, or in cases where machines with exact configurations are required and must be easily recovered.
Figure 5. A screenshot of the web interface to the NA62 Tier-0 production system.

3 Conclusions

The NA62 experiment, despite its small event size, has challenging data processing requirements for both online [2] and offline. The data preparation workflows required to guarantee timing cross-calibration at the level of 100 ps are complex, with a data volume that demands a state of the art production system. NA62 has benefited from the work of previous experiments, particularly ATLAS, to produce the NA62 Tier-0 production system that meets those demands. The production system uses a new NA62Transform Python package that optimises the data preparation workflows, especially in terms of I/O. Together with many improvements in the NA62 reconstruction and analysis software including proper error handling, reduced memory consumption and separation of both conditions data and configuration from the software, offline processing of NA62 data can now be performed efficiently and accurately.
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