Airy kernel determinant solutions to the KdV equation and integro-differential Painlevé equations
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Abstract

We study a family of unbounded solutions to the Korteweg-de Vries equation which can be constructed as log-derivatives of deformed Airy kernel Fredholm determinants, and which are connected to an integro-differential version of the second Painlevé equation. The initial data of the Korteweg-de Vries solutions are well-defined for \( x > 0 \), but not for \( x < 0 \), where the solutions behave like \( x^2 t \) as \( t \to 0 \), and hence would be well-defined as solutions of the cylindrical Korteweg-de Vries equation. We provide uniform asymptotics in \( x \) as \( t \to 0 \); for \( x > 0 \) they involve an integro-differential analogue of the Painlevé V equation. A special case of our results yields improved estimates for the tails of the narrow wedge solution to the Kardar-Parisi-Zhang equation.
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1 Introduction and statement of results

The Airy kernel is defined as

$$ K^{\text{Ai}}(u,v) = \frac{\text{Ai}(u) \text{Ai}'(v) - \text{Ai}'(u) \text{Ai}(v)}{u - v}, $$ (1.1)

where $\text{Ai}$ is the Airy function. It is the correlation kernel characterizing the Airy point process, which is a determinantal point process on the real line, whose random point configurations almost surely are infinite and have a largest particle. Denoting $\zeta_1 > \zeta_2 > \ldots > \zeta_k > \ldots$ for the points in the configuration, averages of multiplicative statistics are Fredholm determinants: for a large class of functions $\phi$, we have $[34, 39, 40, 41, 50]$

$$ \mathbb{E}_{\text{Ai}} \left[ \prod_{j=1}^\infty (1 - \phi(\zeta_j)) \right] = \det(1 - K^{\text{Ai}}_\phi), $$ (1.2)

where the right hand side is the Fredholm determinant of the identity operator minus the integral operator acting on $L^2(\mathbb{R})$ with kernel $\sqrt{\phi(u)}K^{\text{Ai}}(u,v)\sqrt{\phi(v)}$,

$$ \det(1 - K^{\text{Ai}}_\phi) = \sum_{k=0}^\infty (-1)^k \frac{1}{k!} \int_{\mathbb{R}^k} \det(\phi(u_i) K^{\text{Ai}}(u_i, u_j))_{i,j=1}^k \, du_1 \ldots du_k. $$ (1.3)

In order to gain some intuition about the behavior of (1.2), it is worth mentioning that the average number of particles larger than $x$ in the Airy point process is equal to $\int_x^{+\infty} K^{\text{Ai}}(u,u) du$, and by the properties of the Airy function this integral behaves like $\frac{2}{3\sqrt{3}} |x|^{3/2}$ as $x \to -\infty$, see e.g. [50].

In this paper, we will study a specific type of averages of the form (1.2). Given a piecewise smooth weakly increasing function $\sigma: \mathbb{R} \to [0,1]$ satisfying Assumptions 1.1 below, we define for any $x \in \mathbb{R}$ and $t > 0$,

$$ Q_\sigma(x,t) := \mathbb{E}_{\text{Ai}} \left[ \prod_{j=1}^\infty (1 - \sigma(t^{-2/3}\zeta_j + x/t)) \right] = \det(1 - K^{\text{Ai}}_{\sigma,x,t}), $$ (1.4)

where $K^{\text{Ai}}_{\sigma,x,t}$ is the integral operator with kernel

$$ K^{\text{Ai}}_{\sigma,x,t}(u,v) = \sqrt{\sigma(t^{-2/3}u + x/t)} K^{\text{Ai}}(u,v) \sqrt{\sigma(t^{-2/3}v + x/t)}. $$ (1.5)

We will show that $u(x,t) = \frac{\partial^2}{\partial t^2} \log Q_\sigma(x,t) + \frac{4}{\sigma^2}$ solves the Korteweg-de Vries (KdV) equation

$$ u_t + 2uu_x + \frac{1}{6}u_{xxx} = 0, $$
and we will study the small $t$ asymptotics of these solutions. Moreover, a Riemann-Hilbert (RH) characterization of this family of KdV solutions will reveal a connection with the integro-differential Painlevé II equations introduced by Amir, Corwin, and Quastel in [3].

The function $\sigma$ needs to satisfy the following assumptions:

**Assumptions 1.1.**

1. $\sigma : \mathbb{R} \to [0,1]$ is non-decreasing and it is $C^\infty$ except possibly at a finite number of points $r_1, \ldots, r_k$; we denote $\gamma = \lim_{r \to +\infty} \sigma(r) \in [0,1]$,
2. the left and right limits of $\sigma$ and of all of its derivatives exist at the points $r_1, \ldots, r_k$ but are in general not the same,
3. the function $r \mapsto r^2 \sigma(r)$ is in $L^2(\mathbb{R}^-, dr)$.

**Remark 1.2.** Since $\sigma(r) \leq 1$, the third condition is nothing more than a decay condition for $\sigma(r)$ as $r \to -\infty$, satisfied if, for some $\epsilon > 0$, $\sigma(r) = O\left(|r|^{-5/2-\epsilon}\right)$ as $r \to -\infty$. This condition implies in particular that for any $x \in \mathbb{R}$, $t > 0$, $\sigma \left(t^{-2/3}u + x/t\right) K^{Ai}(u,u) \in L^1(\mathbb{R}, du)$ and hence that the (non-negative) operator $K^{Ai}_{\sigma,x,t}$ is trace-class, such that $Q_\sigma(x,t)$ is defined for any $x \in \mathbb{R}$ and $t > 0$.

Indeed, this follows from the inequalities

\[
\left\| \sigma \left(t^{-2/3}u + x/t\right) K^{Ai}(u,u) \right\|_{L^1(\mathbb{R}, du)} \leq c \left( \left\| \sigma \left(t^{-2/3}u + x/t\right) (|u| + 1)^{1/2}\right\|_{L^2(\mathbb{R}^-, du)} + 1 \right)
\]

\[
\leq \tilde{c}(x,t) \left( \left\| r^2 \sigma(r) \right\|_{L^2(\mathbb{R}^-, dr)} \left\| (|u| + 1)^{-3/2}\right\|_{L^2(\mathbb{R}^-, du)} + 1 \right),
\]

for large enough $c, \tilde{c}(x,t) > 0$, where we used first the $u \to \pm \infty$ asymptotics of $K^{Ai}(u,u)$ and then the Cauchy-Schwarz inequality.

Moreover, assumptions 1.1 imply the strict inequality $Q_\sigma(x,t) > 0$ for any $x \in \mathbb{R}$, $t > 0$. To see this, we only need to show that 1 is not an eigenvalue of $K^{Ai}_{\sigma,x,t}$. Indeed, we claim that if $f \in L^2(\mathbb{R})$ satisfies $K^{Ai}_{\sigma,x,t}f = f$ then $f = 0$. To this end, let us denote $M$ for the multiplication operator on $L^2(\mathbb{R})$ given by $(M\phi)(u) = \sqrt{\sigma(t^{-2/3}u + x/t)}\phi(u)$, such that $K^{Ai}_{\sigma,x,t} = M K^{Ai} M$ where $K^{Ai}$ is the integral operator with kernel $K^{Ai}(u,v)$. Coming back to our claim, let us define $g = K^{Ai}M f$. By $K^{Ai}_{\sigma,x,t}f = f$ and by standard properties of the Airy function, $g$ is (the restriction to the real line of) an entire function and $f = Mg$. On the other hand, it is well-known that $K^{Ai}$ is an orthogonal projector and therefore we get the following chain of inequalities

\[
\|g\| = \|K^{Ai}Mf\| \leq \|Mf\| \leq \|f\| = \|Mg\| \leq \|g\| (1.6)
\]

which collapses to a chain of equalities, were $\|\cdot\|$ is the $L^2(\mathbb{R})$-norm and we use that $\sigma$ takes values in $[0,1]$. Since $\sigma$ decays at infinity and $g$ is entire, the equality $\|Mg\| = \|g\|$ forces $g$ to vanish identically, hence $f = Mg = 0$ as claimed.

Our first result is the following relation between the multiplicative statistics $Q_\sigma(x,t)$ and the KdV equation.

**Theorem 1.3.** Let $\sigma$ satisfy Assumptions 1.1, and let $Q_\sigma$ be as in (1.4). Then, for any $x \in \mathbb{R}$ and $t > 0$, the function

\[
u_\sigma(x,t) := \frac{\partial_x^2}{2t} \log Q_\sigma(x,t) + \frac{x}{2t}, \tag{1.7}\]

solves the KdV equation

\[\partial_t u_\sigma + 2u_\sigma \partial_x u_\sigma + \frac{1}{6} \partial_x^3 u_\sigma = 0. \tag{1.8}\]
Moreover, it can be expressed as

\[ u_\sigma(x, t) = -\frac{1}{t} \int_{\mathbb{R}} \phi_\sigma^2(r; x, t) \, d\sigma(r) + \frac{x}{2t}, \quad (1.9) \]

where \( \phi_\sigma \) solves the Schrödinger equation with potential \( 2u_\sigma \),

\[ \partial_x^2 \phi_\sigma(z; x, t) = (z - 2u_\sigma(x, t)) \phi_\sigma(z; x, t), \quad z \in \mathbb{R}, \ x \in \mathbb{R}, \ t > 0, \quad (1.10) \]

the evolution equation

\[ \partial_t \phi_\sigma(z; x, t) = -\left( \frac{2}{3} z + \frac{2}{3} u_\sigma(x, t) \right) \partial_x \phi_\sigma(z; x, t) + \frac{1}{3} \partial_x u_\sigma(x, t) \phi_\sigma(z; x, t) \quad (1.11) \]

and has asymptotic behavior

\[ \phi_\sigma(z; x, t) \sim t^{1/3} \text{Ai} \left( t^{2/3} z - xt^{-1/3} \right), \quad \text{as } z \to \infty \text{ with } |\arg z| < \pi - \delta, \text{ for any } \delta > 0, \quad (1.12) \]

pointwise in \( x \in \mathbb{R} \) and \( t > 0 \).

The integral with respect to \( d\sigma(r) \) in (1.9) is to be understood as a Riemann-Stieltjes integral. Equivalently, \( d\sigma(r) \) denotes the measure \( \sigma'(r)dr + \sum_{j=1}^k m_j \delta_{r_j} (dr) \), where \( r_1, \ldots, r_k \) are the only singularities of \( \sigma \), \( m_j := \lim_{\epsilon \to 0_+} (\sigma(r_j + \epsilon) - \sigma(r_j - \epsilon)) \) and \( \delta_r \) denotes the Dirac delta measure supported at \( r \in \mathbb{R} \).

As an immediate consequence of Theorem 1.3, we obtain the following corollary by combining (1.7), (1.9), and (1.10): modulo a rescaling of the variable, this corollary is equivalent to equations (323) and (324) in Proposition 40 of [3].

**Corollary 1.4.** Let \( \sigma \) satisfy Assumptions 1.1, and let \( Q_\sigma \) be as in (1.4). Then

\[ \partial_x^2 \log Q_\sigma(x, t) = -\frac{1}{t} \int_{\mathbb{R}} \phi_\sigma^2(r; x, t) \, d\sigma(r), \]

where \( \phi_\sigma \) satisfies the integro-differential Painlevé II equation

\[ \partial_x^2 \phi_\sigma(z; x, t) = \left( z - \frac{x}{t} + \frac{2}{t} \int_{\mathbb{R}} \phi_\sigma^2(r; x, t) \, d\sigma(r) \right) \phi_\sigma(z; x, t). \quad (1.13) \]

**Remark 1.5.** In addition to the integro-differential Painlevé II equation above, one can also prove that the rescaled wave function \( \hat{\phi}_\sigma(z; t_1, t_3) \) defined by

\[ \hat{\phi}_\sigma(z; x, t) = t^{-1/2} \phi_\sigma(z; x, t), \quad \text{with } t_1 = -xt^{-1} \text{ and } t_3 = \frac{1}{3} t^{-2} \quad (1.14) \]

satisfies the integro-differential modified KdV equation\(^1\)

\[ \partial_t \hat{\phi}_\sigma(z) = -\partial_z^3 \hat{\phi}_\sigma(z) + 3\partial_z \hat{\phi}_\sigma(z) \int_{\mathbb{R}} \hat{\phi}_\sigma^2(r) \, d\sigma(r) + 3\hat{\phi}_\sigma(z) \int_{\mathbb{R}} \hat{\phi}_\sigma(r) \partial_z \hat{\phi}_\sigma(z) \, d\sigma(r). \quad (1.15) \]

This equation has been recently found in [13] (see equation (25) in loc. cit.) as the first member of a whole hierarchy associated to a class of operator valued Riemann-Hilbert problems. In order to prove (1.15) within the setting of this paper, it is enough to start with equation (1.11), use the \( x \)-derivative

\(^1\)For simplicity, in the following equations of this remark we omit the dependence of \( \hat{\phi}_\sigma(z; t_1, t_3) \) on the parameters \( t_1 \) and \( t_3 \).
of the equation (1.10) to eliminate the term in $z$ and finally use (1.9) (and its $x$-derivative) to write everything in terms of $\phi_x$: 

$$-\partial_t \phi_x(z) = \frac{2}{3} \partial_3^2 \phi_x(z) + \frac{x \partial_x \phi_x(z)}{2t} + \frac{2}{t} \phi_x(z) \int_{\mathbb{R}} \phi_x(r) \partial_x \phi_x(r) d\sigma(r) - \frac{2}{t} \partial_x \phi_x(z) \int_{\mathbb{R}} \phi_x^2(r) d\sigma(r).$$

Equation (1.15) is finally obtained from the equation above after the change of variables (1.14).

**Examples 1.6.** 1. When $\sigma = \sigma_{\gamma} \equiv \gamma \chi_{[0,\infty)}$ with $\gamma \in (0,1]$, $Q_{\sigma_{\gamma}}(x,t) = F_{\text{TW}}(-xt^{-1/3};\gamma)$ is the Tracy-Widom distribution, which describes the limit law of the largest eigenvalue of a wide variety of random matrices for $\gamma = 1$ and arises also in combinatorial problems such as the length of the longest increasing subsequence of a random permutation \cite{5}, as well as in several statistical physics models. The celebrated result of Tracy and Widom \cite{51} implies that

$$\partial_t^2 \log Q_{\sigma_{\gamma}}(x,t) = -t^{-2/3} y_{\gamma}^2 \left(-xt^{-1/3}\right),$$

where $y_{\gamma}$ is the unique solution of the Painlevé II equation

$$y_{\gamma}''(x) = xy_{\gamma}(x) + 2y_{\gamma}^3(x) \quad \text{with asymptotic behavior } y_{\gamma}(x) \sim \sqrt{\gamma} Ai(x) \text{ as } x \to +\infty. \quad (1.17)$$

This solution is known as the Hastings-McLeod solution \cite{30} if $\gamma = 1$ and as an Ablowitz-Segur solution \cite{1} otherwise. This is indeed consistent with Theorem 1.3: (1.9) then becomes

$$u_{\sigma_{\gamma}}(x,t) = -\frac{\gamma}{t} \phi_{\sigma_{\gamma}}^2(0;x,t) + \frac{x}{2t},$$

and the Schrödinger equation (1.10) is

$$\partial_t^2 \phi_{\sigma_{\gamma}}(0;x,t) = \left(-\frac{x}{t} + \frac{2\gamma}{t} \phi_{\sigma_{\gamma}}^2(0;x,t)\right) \phi_{\sigma_{\gamma}}(0;x,t),$$

which turns into the Painlevé II equation after setting $y(x) = \gamma^{1/2} t^{-1/6} \phi_{\sigma_{\gamma}}(0;-xt^{1/3},t)$. Conversely, it is straightforward to verify from the Painlevé II equation that the function

$$u_\sigma(x,t) = \frac{x}{2t} - t^{-2/3} y_{\gamma}^2 \left(-xt^{-1/3}\right)$$

solves the KdV equation (1.8).

2. In the case where $\sigma$ is a piecewise constant function with $m$ discontinuities, $Q_\sigma$ has been studied in \cite{16, 18}. In particular, the integro-differential Painlevé II equation (1.13) then turns into a system of coupled Painlevé II equations, see also \cite{44, 53, 54}.

3. Denoting

$$\sigma_{\text{KPZ}}(r) := \frac{1}{1 + \exp(-r)}, \quad (1.18)$$

we have that $Q_{\sigma_{\text{KPZ}}}(sT^{-1/6},T^{-1/2})$ characterizes the distribution of the solution of the Kardar-Parisi-Zhang (KPZ) equation with narrow wedge initial condition \cite{3, 11} (see also \cite{15, 27, 48}); it appears also in a model of finite temperature free fermions (which is equivalent to the MNS matrix model) \cite{34, 43, 45} and in the edge scaling limit of the periodic Schur process \cite{8}. More precisely, write $\mathcal{H}(T,X)$ for the solution of the KPZ equation

$$\partial_T \mathcal{H}(T,X) = \frac{1}{2} \partial_X^2 \mathcal{H}(T,X) + \frac{1}{2} \left(\partial_X \mathcal{H}(T,X)\right)^2 + \xi(T,X), \quad (1.19)$$

where
and proven to be solvable by a vanishing lemma in Appendix A.

This is the same as equation (13) in [79], where \( \xi \)
for another approach relating Fredholm determinants and the KP equation, see [10], see [11] and references therein for more details.

We note that \( \sigma_{\text{KPZ}} \) can be extended to a meromorphic function in the complex plane, which has the periodicity property \( \sigma_{\text{KPZ}}(z) = \sigma_{\text{KPZ}}(z + 2\pi i) \). This implies that we can also define \( Q_{\sigma_{\text{KPZ}}}(x + 2\pi it, t) \) and \( u_{\sigma_{\text{KPZ}}}(x + 2\pi it, t) \) for any \( x \in \mathbb{R}, t > 0 \), and moreover we have

\[
Q_{\sigma_{\text{KPZ}}}(x + 2\pi it, t) = Q_{\sigma_{\text{KPZ}}}(x, t), \quad u_{\sigma_{\text{KPZ}}}(x + 2\pi it, t) = u_{\sigma_{\text{KPZ}}}(x, t) + i\pi.
\]

Setting \( t = 0 \) in this identity yields a contradiction, and this is a first indication that the \( t \to 0 \) limit for the KdV solution \( u_{\sigma}(x, t) \) is delicate. We confirm this below for general \( \sigma \).

**Remark 1.7.** Consider the change of variables \( T = t^{-2}, \rho = -x/t \). It is straightforward to verify that, since \( u_{\sigma}(x, t) := \partial_{x}^{2} \log Q_{\sigma}(x, t) + t^{-1} \), solves the KdV equation (1.8), the function

\[
U_{\sigma}(\rho, T) := \partial_{\rho}^{2} \log Q_{\sigma}(-\rho T^{-1/2}, T^{-1/2}) = T^{-1} u_{\sigma}(-\rho T^{-1/2}, T^{-1/2}) + \frac{\rho T^{-1}}{2}
\]

solves the cylindrical KdV equation

\[
\partial_{T} U_{\sigma} + \frac{1}{12} \partial_{\rho}^{3} U_{\sigma} + U_{\sigma} \partial_{\rho} U_{\sigma} + \frac{U_{\sigma}}{2T} = 0.
\]

This is the same as equation (13) in [38], which was also previously derived (in a slightly different form) for the case \( \sigma = \sigma_{\text{KPZ}} \) in [47]. The equation (1.21) is deduced in [38] using the general results of Pöppe and Sattinger [46] relating the KP hierarchy with a particular class of Fredholm determinants which seem to play a pivotal role in the field of integrable probability. As observed by Quastel and Remenik in [47], one can use, indeed, the arguments developed in [46] to prove a particular case (the scalar one) of the general relationship connecting n-space point distribution functions of the KPZ fixed point with the matrix KP equation. A similar situation appears in the recent preprint [6] where the KP equation is related to the one-point distribution of periodic TASEP, together with other integrable equations, such as a system of coupled modified KdV equations and non-linear heat equations. All these equations are deduced in [6] using RH techniques, but in the case of KP, the theory developed in [46] applies in a straightforward way. The results of [46] are also used in [42] to relate the distribution of the supremum of the Airy process with \( m \) wanderers to the KdV equation.

For another approach relating Fredholm determinants and the KP equation, see [2].

Let us now look at the KdV solutions \( u_{\sigma}(x, t) \) in the \( t \to 0 \) limit. It turns out that the initial data are not well-defined for \( x < 0 \), more precisely \( u_{\sigma}(x, t) \) will behave like \( \frac{1}{x} \) as \( x < 0, t \to 0 \). For \( x > 0 \), the initial data are well-defined. In our next result, we present uniform in \( x \in [-\infty, K] \) asymptotics for \( u_{\sigma}(x, t) \) as \( t \to 0 \), for any \( K > 0 \). The function \( v_{\sigma} \) describing the initial data for \( x > 0 \) and appearing in (iii) of the theorem below is uniquely defined in terms of the solution to a model RH problem, introduced in Section 7 and proven to be solvable by a vanishing lemma in Appendix A.
Theorem 1.8. Suppose that $\sigma$ satisfies Assumptions 1.1 with $\gamma \in (0, 1]$ and that there exist $c_1, c_2, c_3 > 0$ and $C > 0$ such that

$$
|\sigma(z) - \gamma \chi_{(0, +\infty)}(z)| \leq c_1 e^{-c_2 |z|} \quad \text{for all } z \in \mathbb{R},
$$

$$
|\sigma'(z)| \leq c_3 |z|^{-2} \quad \text{for } z \in \mathbb{R} \text{ such that } |z| > C.
$$

(i) For any $t_0 > 0$, there exist $M, c > 0$ such that we have uniformly for $x \leq -Mt^{1/3}$ and for $0 < t < t_0$ that

$$
u_\sigma(x, t) = \frac{x}{2t} + O\left(e^{-\frac{c}{|t|^{1/3}}}\right).
$$

(ii) There exists $\epsilon > 0$ such that for any $M > 0$, we have uniformly for $|x| \leq Mt^{1/3}$ and for $0 < t < \epsilon$ that

$$
u_\sigma(x, t) = \frac{x}{2t} - t^{-2/3} y_\gamma^2 \left(-xt^{-1/3}\right) + O(1),
$$

with $y_\gamma$ as in (1.17).

(iii) If $\gamma = 1$, there exist $\epsilon, M > 0$ such that for any $K > 0$, we have uniformly for $Mt^{1/3} \leq x \leq K$ and for $0 < t < \epsilon$ that

$$
u_\sigma(x, t) = v_\sigma(x) \left(1 + O\left(x^{-1/3}\right)\right),
$$

where $v_\sigma$ is a function of $x > 0$, independent of $t$.

Figure 1: Phase diagram showing the different types of small $t$ asymptotic behavior for $u_\sigma(x, t)$.

Remark 1.9. The first two parts of the above result hold for any $\gamma \in (0, 1]$, but the third part does not. We have no simple explanation for this, but it will turn out that our asymptotic analysis of the associated RH problem works only for $\gamma = 1$.

Remark 1.10. In view of Remark 1.7, we observe that for $x < 0$, although the initial data of $u_\sigma(x, t)$ are not well-defined, the initial data of $U_\sigma(p, \tau)$, i.e. the solution to the cylindrical KdV equation, are. On the other hand, for $x > 0$, the initial data for KdV are well-defined but the initial data for cylindrical KdV are not.

Scattering and inverse scattering theory for KdV solutions decaying at $\pm\infty$ is classical; a similar theory also exists for certain unbounded KdV solutions [28] and for decaying cylindrical KdV solutions [33]. However, the solutions under consideration in the present work do not fit in these classes of solutions.
Remark 1.11. Thanks to the estimate (1.24) we can integrate twice the relation \( \partial_r^2 \log Q_\sigma(x,t) = u_\sigma(x,t) - \frac{2x}{2t} \) to write

\[
Q_\sigma(x,t) = \exp \left[ \int_{-\infty}^{x} (x - \xi) \left( u_\sigma(\xi,t) - \frac{\xi}{2t} \right) d\xi \right].
\]  

In the next result we gather some properties of the function \( v_\sigma \) appearing in (iii) of Theorem 1.8.

Theorem 1.12. Suppose that \( \sigma \) satisfies Assumptions 1.1 with \( \gamma = 1 \) and that there exist \( c_1, c_2, c_3 > 0 \) and \( C > 0 \) such that (1.22) and (1.23) hold true. Then the function \( v_\sigma \) appearing in (1.26) of Theorem 1.8 has the asymptotics

\[
v_\sigma(x) = \frac{1}{8x^2} + \frac{1}{2} \int_\mathbb{R} (\chi(0, +\infty) (r) - \sigma(r)) \, dr + \mathcal{O}(x^2), \quad \text{as } x \to 0.
\]

Moreover, it can be expressed for all \( x > 0 \) as

\[
v_\sigma(x) = \frac{1}{x} \int_\mathbb{R} \left( r \psi_\sigma^2(x; r) + (\partial_r \psi_\sigma(x; r))^2 \right) \, d\sigma(r),
\]

where \( \psi_\sigma(x; z) \) solves the Schrödinger equation with potential \( 2v_\sigma \),

\[
\partial_r^2 \psi_\sigma(x; z) = (z - 2v_\sigma(x)) \psi_\sigma(x; z), \quad z \in \mathbb{R}, \ x > 0,
\]

satisfies

\[
\int_\mathbb{R} \psi_\sigma^2(x; r) \, d\sigma(r) = \frac{x}{2},
\]

and has the asymptotic behavior

\[
\psi_\sigma(x; z) \sim \sqrt{x} I_0 \left( \sqrt{x} \right), \quad \text{as } z \to \infty \quad \text{with } |\arg z| < \pi - \delta, \quad \text{for any } \delta > 0,
\]

where \( I_0 \) is the modified Bessel function of the first kind.

Remark 1.13. We have no evidence that the above conditions determine \( v_\sigma \) uniquely. As already mentioned, we will give a unique characterization of \( v_\sigma \) in terms of a RH problem later. The equations (1.29)–(1.31) yield the system

\[
\begin{align*}
\left\{ \begin{array}{l}
x \partial_x^2 \psi_\sigma(x; z) - xz \psi_\sigma(x; z) + 2 \psi_\sigma(x; z) \int_\mathbb{R} \left( r \psi_\sigma^2(x; r) + (\partial_r \psi_\sigma(x; r))^2 \right) \, d\sigma(r) = 0, \\
\int_\mathbb{R} \psi_\sigma^2(x; r) \, d\sigma(r) = \frac{x}{2}.
\end{array} \right.
\end{align*}
\]

which can be regarded as an integro-differential generalization of the Painlevé V equation. Indeed, when \( \sigma \) is the piecewise constant function \( \sigma(r) = \mu \chi_{[-1, 0]} + \chi_{(0, +\infty)} \) with \( 0 < \mu < 1 \), it can be shown that (1.33) reduces to the (special case of the) Painlevé V equation

\[
x q(x) (1 - q^2(x)) (x q(x) q'(x))' + x (1 - q^2(x))^2 \left( (x q(x))' + \frac{1}{4} q(x) \right) + x^2 q(x) (q(x) q'(x))^2 = 0,
\]

where we denote \( ' = \partial_x \) for brevity, for the quantity \( q(x) \) defined by \( \psi(x; -1) = \sqrt{\frac{2}{\pi x}} q(x^2) \). When \( \sigma \) is a more general piecewise constant increasing function with \( \sigma(r) = 1 \) for all \( r > 0 \), the system (1.33) turns into the system of coupled Painlevé V equations from [17].
Finally, we also obtain small $t$ asymptotics for the Fredholm determinants $Q_{\sigma} (x, t)$.

**Theorem 1.14.** Suppose that $\sigma$ satisfies Assumptions 1.1 with $\gamma \in (0, 1]$ and that there exist $c_1, c_2, c_3 > 0$ and $C > 0$ such that (1.22) and (1.23) hold true.

(i) For any $t_0 > 0$, there exist $M, c > 0$ such that we have uniformly for $x \leq -Mt^{1/3}$ and for $0 < t < t_0$ that

$$\log Q_{\sigma} (x, t) = \mathcal{O} \left( e^{-c t^{1/3}} \right).$$  \hspace{1cm} (1.34)

(ii) There exists $\epsilon > 0$ such that for any $M > 0$, we have uniformly for $|x| \leq Mt^{1/3}$ and for $0 < t < \epsilon$ that

$$\log Q_{\sigma} (x, t) = \log F_{TW} \left( -xt^{-1/3}; \gamma \right) + \mathcal{O} \left( t^{1/3} \right),$$  \hspace{1cm} (1.35)

where $F_{TW}$ is the Tracy-Widom distribution, see Examples 1.6.

(iii) If $\gamma = 1$, there exist $\epsilon, M > 0$ such that for any $K > 0$, we have uniformly for $Mt^{1/3} \leq x \leq K$ and for $0 < t < \epsilon$ that

$$\log Q_{\sigma} (x, t) = -\frac{x^3}{12t} - \frac{1}{8} \log (xt^{-1/3}) + \frac{\log 2}{24} + \log \zeta'(-1) + \int_0^x (x - \xi) \left( \nu_{_T} (\xi) - \frac{1}{8\xi^2} \right) d\xi + \mathcal{O} (x^{-1} t^{1/3}).$$  \hspace{1cm} (1.36)

**Remark 1.15.** If $\sigma(r)$ satisfies $\sigma(-r) = 1 - \sigma(r)$ (in particular $\gamma = 1$) and if $\sigma'(r)$ decays sufficiently fast as $r \to \pm \infty$ (it is enough to strengthen (1.23) to $|\sigma'(r)| \leq c_3 r^{-3}$ for $|r| > C$) the accuracy in part (ii) of Theorems 1.8 and 1.14 is improved to

$$u_{\sigma} (x, t) = \frac{x}{2t} - t^{-2/3} y_1^2 \left( -xt^{-1/3} \right) + \mathcal{O} \left( t^{2/3} \right),$$

$$\log Q_{\sigma} (x, t) = \log F_{TW} \left( -xt^{-1/3}; \gamma \right) + \mathcal{O} (t),$$

respectively, see the proof of Lemma 6.1 and Remark 6.2. This is the case for instance when $\sigma = \sigma_{KPZ}$ in (1.18).

**Remark 1.16.** Recall that $Q_{\sigma_{KPZ}} (x, t)$ characterizes the narrow wedge solution $\mathcal{H}(X, T)$ of the KPZ equation (1.19). In particular from (1.20), writing $Y_T = \frac{\mathcal{H}(2T, 0) + T}{T^{1/3}}$, we have the identity

$$Q_{\sigma_{KPZ}} (x = sT^{-1/6}, t = T^{-1/2}) = E_{KPZ} \left[ e^{-s^{2/3}(Y_T + s)} \right],$$

where $E_{KPZ}$ is the expectation with respect to the random white noise term in the KPZ equation. As a consequence, one can derive tail asymptotics for $Y_T$ from asymptotics for $Q_{\sigma_{KPZ}} (sT^{-1/6}, T^{-1/2})$. Our results imply large $T$ asymptotics for $s \leq KT^{1/6}$, for any $K > 0$, and refine the upper and lower bounds obtained in [20]. We should also mention that asymptotics are known [14, 52] for $s \geq T^{2/3}$ and $T$ large for any $\epsilon$, or equivalently $xt \geq \epsilon$ and $t$ small, and read

$$\log Q_{\sigma_{KPZ}} (x, t) = -t^{-4} \phi (xt) - \frac{1}{6} \sqrt{1 + \pi^2 x t} + \mathcal{O} (\log^2 x) + \mathcal{O} (t^{-2/3}),$$

where

$$\phi (y) := \frac{4}{15\pi^6} \left( 1 + \pi^2 y \right)^{5/2} - \frac{4}{15\pi^6} - \frac{2}{3\pi^4} y - \frac{1}{2\pi^2} y^2.$$  

Expanding $\phi (y)$ for small $y$, we recover as a leading order term $-\frac{3}{12t}$, which matches with the asymptotics we obtain in case (iii) above. Despite this formal matching of the leading order terms, we should emphasize that precise asymptotics for $Q_{\sigma_{KPZ}} (x, t)$ are currently not known as $x \to \infty$, $xt \to 0$. The best available rigorous results in this regime are upper and lower bounds obtained in [20] (see also [37, 49] for related results). We plan to come back to the study of the different asymptotic regimes for $Y_T$ and their relations with Theorem 1.14 in a subsequent paper.
**Methodology.** For the proof of Theorem 1.3, we rely on the Its-Izergin-Korepin-Slavnov method [32, 7] to relate the determinants $Q_\sigma$ to a RH problem, and on Lax pair techniques to relate the relevant RH problem with differential equations. A first unusual feature in our methodology is that we cannot deform the jump contour in the RH problem away from the real line (which was done for instance in [14] in the case $\sigma = \sigma_{KPZ}$), because we do not require analyticity of the function $\sigma$. As a consequence, we cannot prove directly that the RH solution is differentiable with respect to various parameters, which we need in order to apply Lax pair techniques. We can resolve this issue by using the operator theory underlying the theory of RH problems, see Section 3. A second key element in our approach is the derivation of the identity (1.9), which is an integral expression for the KdV solution in terms of the Schrödinger eigenfunction; the derivation of this identity is a direct residue computation based on the RH problem, see Section 4. This identity allows us to derive the integro-differential Painlevé II equation by direct substitution into the Schrödinger equation; in particular, a feature of this derivation is that we do not obtain the integro-differential Painlevé II equation from a compatibility condition, like in [12], but rather from an eigenvalue equation. One more derivation of the integro-differential Painlevé II equation, which can be extended to the case of the point processes related to multi-critical fermions, is given in [36].

For the proofs of Theorem 1.8 and Theorem 1.14, we use a Deift-Zhou nonlinear steepest descent [25] asymptotic analysis of the RH problem. Whereas this analysis is standard in the case of negative $x$, we encounter several obstacles for a direct application of the method when $x$ is small and even more when $x$ is positive. For $x$ small, the most important obstacle is once more that, because $\sigma$ is not necessarily analytic, we cannot deform the jump contours for the RH problem, which is usually an important step in the Deift-Zhou steepest descent method, often called opening of lenses. However, in our setting, we can adapt the RH analysis to avoid this step, see in particular Section 6. For $x$ positive, we encounter a similar problem, but in addition to that, for the construction of a local parametrix we need a model RH problem whose solution we cannot construct explicitly. We emphasize once more that we construct this local parametrix without being able to deform jump contours away from the real line, see Section 7.

**Outline for the rest of the paper.** In Section 2, we will relate the determinants $Q_\sigma$ to a RH problem. In Section 3, we will associate a Lax pair to the RH problem, which will allow us to relate it to the KdV equation. In Section 4, we will further exploit the Lax pair and the RH representation to derive the integro-differential Painlevé II equation and to complete the proof of Theorem 1.3. In Section 5, we will establish the small time asymptotics of the KdV solution $u_\sigma(x, t)$ for $x \leq -Mt^{1/3}$, $M > 0$; in Section 6, we will obtain small time asymptotics for $u_\sigma(x, t)$ for $-Mt^{1/3} \leq x \leq Mt^{1/3}$; in Section 7 finally, we will derive small time asymptotics for $u_\sigma(x, t)$ when $Mt^{1/3} \leq x \leq K$, and thus complete the proofs of Theorem 1.8 and Theorem 1.14. This will require the use of a model RH problem, whose solvability we will prove in Appendix A, and which encodes information about the function $v_\sigma$ appearing in Theorem 1.8. We will also prove the properties of $v_\sigma$ described in Theorem 1.12 in Section 7.

## 2 RH characterization of $Q_\sigma(x, t)$

In this section, we will express $\partial_x \log Q_\sigma(x, t)$, with $Q_\sigma(x, t)$ defined as in (1.4), in terms of the solution of a $2 \times 2$ RH problem. We will suppose here that $\sigma$ is such that Assumptions 1.1 hold for some $\gamma \in (0, 1]$. We follow a procedure developed by Its, Izergin, Korepin, and Slavnov [32].
We define for any \( x \in \mathbb{R}, t > 0 \), functions \( \mathbf{f}(u) = \mathbf{f}(u; x, t) \) and \( \mathbf{h}(v) = \mathbf{h}(v; x, t) \) as follows,

\[
\mathbf{f}(u) := \sqrt{\sigma \left( t^{-2/3}u + x/t \right)} \begin{pmatrix} -i \mathbf{A}'(u) \\ \mathbf{A}(u) \end{pmatrix}, \quad \mathbf{h}(v) := \sqrt{\sigma \left( t^{-2/3}v + x/t \right)} \begin{pmatrix} -i \mathbf{A}'(v) \\ \mathbf{A}(v) \end{pmatrix}, \quad u, v \in \mathbb{R}.
\]

We can re-write the kernel \( K_{\sigma,x,t} \) in (1.5) as

\[
K_{\sigma,x,t}(u, v) = \frac{\mathbf{f}^\top(u) \mathbf{h}(v)}{u - v}
\]

which means that the corresponding integral operator \( \mathcal{K}_{\sigma,x,t}^{\mathbf{A}} \) is integrable, in the sense of [32]. Recall from Remark 1.2 that \( Q_{\sigma}(x, t) = \det(1 - \mathcal{K}_{\sigma,x,t}^{\mathbf{A}}) \in (0, 1] \), so \( 1 - \mathcal{K}_{\sigma,x,t}^{\mathbf{A}} \) is invertible and the resolvent operator

\[
\mathcal{L}_{\sigma,x,t}^{\mathbf{A}} := (1 - \mathcal{K}_{\sigma,x,t}^{\mathbf{A}})^{-1}
\]

exists. We now define the \( 2 \times 2 \) matrix-valued function

\[
Y(\zeta) := I - \int_{\mathbb{R}} \frac{\mathbf{F}(\xi) \mathbf{h}^\top(\xi)}{\xi - \zeta} \, d\xi,
\]

with \( \mathbf{F}(\xi) = \left( (1 - \mathcal{K}_{\sigma,x,t}^{\mathbf{A}})^{-1} \mathbf{f} \right)(\xi) \),

where the operator \( (1 - \mathcal{K}_{\sigma,x,t}^{\mathbf{A}})^{-1} \) acts on the vector \( \mathbf{f} \), defined in (2.1), component-wise; note that the components of \( \mathbf{f} \) are in \( L^2 \), by the asymptotic behavior of the Airy function and its derivative, and by Assumptions 1.1. We know from [32, 23] that the resolvent \( \mathcal{L}_{\sigma,x,t}^{\mathbf{A}} \) is also an operator of integrable type, whose kernel is given by

\[
\mathcal{L}_{\sigma,x,t}^{\mathbf{A}}(u, v) = \frac{1}{u - v} \mathbf{f}^\top(u) \mathbf{Y}_+^\top(v) \mathbf{h}(v), \quad u, v \in \mathbb{R},
\]

and that \( Y \) satisfies the following RH problem, for any \( x \in \mathbb{R}, t > 0 \).

**RH problem for \( Y \)**

(a) \( Y \) is analytic in \( \mathbb{C} \setminus \mathbb{R} \).

(b) \( Y \) has boundary values \( Y_\pm \) on \( \mathbb{R} \) with \( Y_\pm - I \in L^2(\mathbb{R}) \) and which are continuous except possibly at the points \( \zeta_j := t^{-2/3}r_j + x/t, j = 1, \ldots, k \), and they are related by

\[
Y_+(\zeta) = Y_-(\zeta) J_Y(\zeta), \quad J_Y(\zeta) := I - 2\pi i \mathbf{f}(\zeta) \mathbf{h}^\top(\zeta)
\]

or more explicitly by

\[
Y_+(\zeta) = Y_-(\zeta) \begin{pmatrix}
1 + 2\pi i \sigma \left( t^{-2/3}\zeta + x/t \right) \mathbf{A}(\zeta) \mathbf{A}'(\zeta) & -2\pi \sigma \left( t^{-2/3}\zeta + x/t \right) \mathbf{A}'^2(\zeta) \\
-2\pi \sigma \left( t^{-2/3}\zeta + x/t \right) \mathbf{A}'(\zeta) & 1 - 2\pi i \sigma \left( t^{-2/3}\zeta + x/t \right) \mathbf{A}(\zeta) \mathbf{A}'(\zeta)
\end{pmatrix}.
\]

(c) As \( \zeta \to \infty \), we have, for some \( \alpha = \alpha(x, t), \beta = \beta(x, t), \eta = \eta(x, t) \) that

\[
Y(z) = I + \frac{Y_1}{\zeta} + \mathcal{O}(\zeta^{-2}), \quad Y_1 := \begin{pmatrix} \beta & -i\eta \\ i\alpha & -\beta \end{pmatrix}.
\]

We now transform the RH problem for \( Y \) in such a way that the Airy functions disappear from the jump matrices. For this, we use a well-known undressing procedure, which consists of defining

\[
\Phi_{\mathbf{A}}(\zeta) = \begin{cases}
-\sqrt{2\pi} \begin{pmatrix} \mathbf{A}'(\zeta) & -\omega \mathbf{A}'(\omega^2\zeta) \\ i\mathbf{A}(\zeta) & -i\omega^2 \mathbf{A}(\omega^2\zeta) \end{pmatrix} & \text{for } \text{Im } \zeta > 0,
-\sqrt{2\pi} \begin{pmatrix} \mathbf{A}'(\zeta) & \omega^2 \mathbf{A}'(\omega\zeta) \\ i\mathbf{A}(\zeta) & i\omega \mathbf{A}(\omega\zeta) \end{pmatrix} & \text{for } \text{Im } \zeta < 0,
\end{cases}
\]
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where \( \omega = \exp(2\pi i/3) \). Using the asymptotic behavior of the Airy function and its derivative (see, for instance, \([26]\)) and the algebraic relation

\[
\text{Ai}(\zeta) + \omega \text{Ai}(\omega \zeta) + \omega^2 \text{Ai}(\omega^2 \zeta) = 0,
\]

one can show that \( \Phi_{\text{Ai}} \) satisfies the following RH problem.

**RH problem for \( \Phi_{\text{Ai}} \)**

(a) \( \Phi_{\text{Ai}} \) is analytic in \( \mathbb{C} \setminus \mathbb{R} \).

(b) \( \Phi_{\text{Ai}} \) has continuous boundary values \( \Phi_{\text{Ai}, \pm} \) satisfying the jump condition

\[
\Phi_{\text{Ai}, +}(\zeta) = \Phi_{\text{Ai}, -}(\zeta) \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad \zeta \in \mathbb{R}.
\]  

(2.6)

(c) As \( \zeta \to \infty \), \( \Phi_{\text{Ai}} \) has the asymptotic behavior

\[
\Phi_{\text{Ai}}(\zeta) = \left( I + \frac{1}{\zeta} \begin{pmatrix} 0 & \frac{\pi}{3} \\ 0 & 0 \end{pmatrix} + O\left( \frac{1}{\zeta^2} \right) \right) \zeta^{4\sigma_1} A^{-1} e^{-\frac{2}{3} \zeta^{3/2} \sigma_3} \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \quad |\arg \zeta| < \pi - \delta,
\]

\[
\Delta - \sigma(\zeta) \begin{pmatrix} 1 & 0 \\ -1 & 1 \end{pmatrix}, \quad \pi - \delta < \pm \arg \zeta < \pi,
\]

for any \( 0 < \delta < \pi/2 \); here the principal branches of \( \zeta^{4\sigma_3} \) and \( \zeta^{1/2} \) are taken, analytic in \( \mathbb{C} \setminus (-\infty, 0] \) and positive for \( \zeta > 0 \), and

\[
A = (I + i\sigma_1) / \sqrt{2}, \quad \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

Next, we define the affine transformation

\[
\zeta(z) = t^{2/3} z - t^{-1/3} x,
\]  

(2.7)

with inverse

\[
z(\zeta) = t^{-2/3} \zeta + x/t.
\]

Finally, we define

\[
\Psi(z) := \begin{pmatrix} 1 & \frac{i \zeta^2}{2t} \\ 0 & 1 \end{pmatrix} t^{-\frac{2}{3} \zeta^3} Y(\zeta(z)) \Phi_{\text{Ai}}(\zeta(z)).
\]  

(2.8)

We now show, using the RH conditions for \( \Phi_{\text{Ai}} \) and \( Y \), that \( \Psi \) satisfies the following RH problem.

**RH problem for \( \Psi \)**

(a) \( \Psi \) is analytic in \( \mathbb{C} \setminus \mathbb{R} \).

(b) \( \Psi \) has boundary values \( \Psi_{\pm} \) on \( \mathbb{R} \) with \( \Psi_{\pm} \in L^2_{\text{loc}}(\mathbb{R}) \) and which are continuous on the real line except at the points \( r_1, \ldots, r_k \), and they are related by

\[
\Psi_+(z) = \Psi_-(z) \begin{pmatrix} 1 & 1 - \sigma(z) \\ 0 & 1 \end{pmatrix}.
\]  

(2.9)
(c) As \( z \to \infty \), there exist functions \( p = p_\sigma (x,t), q = q_\sigma (x,t) \) and \( r = r_\sigma (x,t) \) such that \( \Psi \) has the asymptotic behavior

\[
\Psi (z) = \left( I + \frac{1}{z} \begin{pmatrix} q & -ir \end{pmatrix} + O \left( \frac{1}{z^2} \right) \right) z^{\frac{1}{4} \Phi_3} A^{-1} e^{-\frac{i}{2} t z^{3/2} + x z^{1/2}} \sigma_3 \\
\times \begin{cases} I, & |\arg z| < \pi - \delta, \\
\begin{pmatrix} 1 & 0 \\
\pi & 1 \end{pmatrix}, & \pi - \delta < \pm \arg z < \pi,
\end{cases}
\]

(2.10)

for any \( 0 < \delta < \pi/2 \); here the principal branches of \( z^{\frac{1}{4} \Phi_3} \) and \( z^{1/2} \) are taken, analytic in \( \mathbb{C} \setminus (-\infty, 0] \) and positive for \( z > 0 \).

Remark 2.1. A similar procedure has been used in [14] in the case \( \sigma = \sigma_{KPZ} \), but with a different set of contours for \( \Psi \) (consisting of four different rays) and uniform asymptotics at infinity. Here, we are forced to make the unusual choice of formulating the RH problem for \( \Psi \) with a jump on the real axis only and with slightly more involved asymptotics at infinity, because we do not assume \( \sigma \) to have an analytic extension to a neighborhood of the real line.

Condition (a) above follows from the fact that both \( Y \) and \( \Phi_{Ai} \) are analytic function on \( \mathbb{C} \setminus \mathbb{R} \). The continuity and \( L^2 \) conditions in (b) follow from the analogous conditions for \( Y \), and the jump relation follows from the relations

\[
f (\zeta (z)) = i \sqrt{\frac{\sigma (z)}{2 \pi}} \Phi_{Ai,-} (\zeta (z)) \begin{pmatrix} 1 \\
0 \end{pmatrix}, \quad h^T (\zeta (z)) = \sqrt{\frac{\sigma (z)}{2 \pi}} \begin{pmatrix} 0 & -1 \end{pmatrix} \Phi_{Ai,+} (\zeta (z))
\]

(2.11)

that are to be used in the last step of the following chain of equalities,

\[
\Psi_+^{-1} (z) \Psi_+ (z) = \Phi_{Ai,-}^{-1} (\zeta (z)) Y_+^{-1} (\zeta (z)) Y_+ (\zeta (z)) \Phi_{Ai,+} (\zeta (z))
\]

\[
= \Phi_{Ai,-}^{-1} (\zeta (z)) \begin{pmatrix} I - 2\pi i f (\zeta (z)) h^T (\zeta (z)) \end{pmatrix} \Phi_{Ai,+} (\zeta (z)) = \begin{pmatrix} 1 & 1 - \sigma (z) \\
0 & 1 \end{pmatrix},
\]

(2.12)

valid for all \( z \in \mathbb{R} \). Condition (c) for \( \Psi \) follows from the analogous condition for \( \Phi_{Ai} \), together with the asymptotics \( Y (\zeta) = I + O(1/\zeta) \) as \( \zeta \to \infty \) and the change of variables (2.7).

In what follows, we will need the following equations, relating the asymptotic expansions of \( Y \) and \( \Psi \) at infinity.

Proposition 2.2. Let \( p,q,r \) defined as in (2.10), and \( \alpha, \beta, \eta \) as in (2.4). Then

\[
p (x,t) = \frac{\alpha (x,t)}{t^{1/3}} + \frac{x^2}{4t}, \quad q (x,t) = \frac{t^{2/3} \beta (x,t) - x^2 \alpha (x,t)}{t^{4/3}} - \frac{x^4 + 8tx}{32t^2},
\]

\[
r (x,t) = -\frac{\alpha (x,t) x^4}{16 t^{8/3}} + \frac{\beta (x,t) x^2 (1 + t^{1/3})}{4t^2} + \frac{\eta (x,t)}{t} = \frac{28t^2 + 16tx^3 + x^6}{192t^3}.
\]

(2.13)

Proof. We observe that \( \zeta^{\alpha/4} (z) A^{-1} e^{-\frac{i}{2} t z^{3/2} (z) \sigma_3} \) behaves, for large \( z \), as

\[
t^{\sigma_3/6} \begin{pmatrix} 1 & -i \frac{x^2}{4t} \\
0 & 1 \end{pmatrix} \left( I + \frac{1}{z} \begin{pmatrix} \frac{x^3 + 8tx}{32t^2} \\
\frac{ix^3 (16t + x^3)}{192t^3} \end{pmatrix} + O \left( \frac{1}{z^2} \right) \right) z^{\sigma_3/4} A^{-1} e^{-\frac{i}{2} t z^{3/2} + x z^{1/2}} \sigma_3.
\]
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Hence
\[ \Psi(z) \sim \left( I + \frac{\tilde{Y}_1 + \tilde{\Phi}_{Ai,1}}{t^{2/3}z} + O(z^{-2}) \right) \left( I + \frac{1}{z} \left( 2^{4+8t} \frac{ix^2(16t+z^2)}{4t} + O \left( z^{-2} \right) \right) \right) z^{\sigma_3/4} A^{-1} e^{-\left( \frac{4}{3} + \frac{3}{2} \pi \right) z^{1/2} + x} \sigma_3 \]
where
\[ \tilde{Y}_1 = \left( \begin{array}{cc} 1 & \frac{ix^2}{4t} \\ 0 & 1 \end{array} \right) t^{-\sigma_3/6} Y_1 t^{\sigma_3/6} \left( \begin{array}{c} 1 \\ 0 \end{array} \right), \quad \tilde{\Phi}_{Ai,1} = \left( \begin{array}{cc} 1 & \frac{ix^2}{4t} \\ 0 & 1 \end{array} \right) t^{-\sigma_3/6} \left( \begin{array}{c} 1 \\ 0 \end{array} \right), \]
and the proof is completed through straightforward computations.

We conclude the section with the derivation of the following relation between the Fredholm determinant $Q_\sigma$ and $\Psi$.

**Proposition 2.3.** The RH problem for $\Psi$ has a unique solution $\Psi = \Psi(z; x, t)$ for any $x \in \mathbb{R}$ and $t > 0$, and we have the identity
\[ \partial_z \log Q_\sigma(x, t) = -\frac{1}{2\pi it} \int_\mathbb{R} \left( \Psi^{-1}_+ (r; x, t) \Psi_+ (r; x, t) \right)_{21} d\sigma(r), \] (2.14)
denoting $(\cdot) = \frac{\partial}{\partial r}$.

**Remark 2.4.** Although $\Psi(z; x, t)$ is not continuous at the points $z = r_k$, it is not hard to see (using the RH conditions for $\Psi$) that $(\Psi^{-1}_+ (z; x, t) \Psi_+ (z; x, t))_{21}$ exists and is continuous at $z = r_k$.

**Proof.** The uniqueness of $\Psi$ follows from standard arguments, see e.g. [21, Theorem 7.18]. Indeed, let $\Psi_1, \Psi_2$ be two solutions to the RH problem for $\Psi$ and set $T(z) = \Psi_1(z)\Psi_2^{-1}(z)$. Along $\mathbb{R}$ we have $T_+ = T_-$ and therefore $T(z)$ is a meromorphic function of $z$ with isolated singularities at $z = r_1, ..., r_k$; however since the boundary values of $\Psi_1, \Psi_2$ at $\mathbb{R}$ are locally $L^2$, it follows that each $r_j$ is a removable singularity, and that $T$ is entire. Finally, condition (c) of the RH problem implies that $T(z) = I + O(z^{-1})$ as $z \to \infty$ so by Liouville’s theorem $T = I$ identically. (One can reason similarly for the uniqueness of $\Psi$.) As for (2.14), we start by applying Jacobi variational formula
\[ \partial_z \log Q_\sigma(x, t) = -\text{Tr} \left[ (1 - \mathcal{K}_{\sigma, x, t})^{-1} \partial_z \mathcal{K}_{\sigma, x, t} \right] = -t^{-1/3} \int_\mathbb{R} L_{\sigma, x, t} \left( \frac{\zeta(r)}{\sigma(r)} \right) d\sigma(r), \] (2.15)
where the trace is expressed by standard manipulations (see e.g. [29, Exercise 9.3.1] and [18]) in terms of the resolvent kernel $L_{\sigma, x, t}^\dagger (u, v)$, given in (2.2). We remark that in this formula, $d\sigma(r)$ contains Dirac delta measures at the singularities of $\sigma$ (see the discussion in Section 1, below Theorem 1.3); however, as a direct consequence of (2.2), bearing in mind the definition (2.1) and the RH conditions satisfied by $\Psi$, the ratio of $L_{\sigma, x, t} (\zeta(r), \zeta(r))$ by $\sigma(r)$ is continuous on the real line and so the integral with respect to $d\sigma$ in (2.15) is well defined. Using now the expression
\[ L_{\sigma, x, t}^\dagger (\zeta, \zeta) = \frac{d}{dn} \left( f^\dagger (\zeta) Y_+^\dagger (\zeta) \right) Y_+^\dagger (\zeta) \right) h(\zeta), \]
stemming from (2.2), we obtain
\[ \partial_x \log Q_\sigma(x, t) = -t^{-1/3} \int_\mathbb{R} \left( Ai^2 (\zeta(r)) - \zeta(r) Ai^2 (\zeta(r)) \right) d\sigma(r) \]
\[ - t^{-1/3} \int_\mathbb{R} \left( h(\zeta(r)) Y_+^\dagger (\zeta(r)) Y_+^\dagger (\zeta(r)) f(\zeta(r)) \frac{d\sigma(r)}{\sigma(r)} \right). \] (2.16)
We now analyze the second term on the right hand side. Using (2.8) we obtain
\[
\int_{\mathbb{R}} h^\top (\zeta (r)) Y_{+}^{-1} (\zeta (r)) Y_{+} (\zeta (r)) f (\zeta (r)) \frac{d\sigma (r)}{\sigma (r)} = \int_{\mathbb{R}} h^\top (\zeta (r)) \Phi_{\mathrm{AI},+} (\zeta (r)) \psi^{-1} (r) \frac{d\sigma (r)}{\sigma (r)} f (\zeta (r)) \frac{d\sigma (r)}{\sigma (r)},
\]
which is equal to
\[
- \int_{\mathbb{R}} h^\top (\zeta (r)) \Phi_{\mathrm{AI},+} (\zeta (r)) \psi^{-1} (r) \psi' (r) \Phi_{\mathrm{AI},+}^{-1} (\zeta (r)) f (\zeta (r)) \frac{d\sigma (r)}{\sigma (r)} + \int_{\mathbb{R}} h^\top (\zeta (r)) \Phi_{\mathrm{AI},+} (\zeta (r)) \psi^{-1} (r) \psi' (r) \Phi_{\mathrm{AI},+}^{-1} (\zeta (r)) f (\zeta (r)) \frac{d\sigma (r)}{\sigma (r)}.
\]
(2.17)

On the other hand, using (2.11) and the additional equalities
\[
f (\zeta (z)) = \sqrt{\frac{\sigma (z)}{2\pi}} \Phi_{\mathrm{AI},+} (\zeta (z)) \begin{pmatrix} 1 \\ 0 \end{pmatrix},
\]
\[
h^\top (\zeta (z)) \Phi_{\mathrm{AI},+} (\zeta (z)) = - \sqrt{2\pi \sigma (z)} \left( -i \zeta (z) \left( 2\pi \sigma (z) \right) \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right) \Psi_{\mathrm{AI},+}^{-1} (\zeta (z)) f (\zeta (r)) \frac{d\sigma (r)}{\sigma (r)}.
\]
(2.18)

Note that, in the expression above, the prime denotes the derivative with respect to $\zeta$ in the first term and with respect to $z = r$ in the second. Combining equation (2.16) with (2.18) we finally obtain the proof of equation (2.14). \qed

3 Derivation of the Lax pair for KdV

In this section we want to associate a Lax pair to the RH problem for $\Psi$. More precisely, we want to find linear matrix differential equations for $\Psi$ with respect to the variables $x$ and $t$. In fact, it will turn out convenient to slightly modify $\Psi$, as in (3.12) below, in such a way that the differential equations will become simpler. Since the jump matrix for $\Psi$ does not depend on $x$ or $t$, we can use standard arguments to deduce such differential equations. For this, we first need RH conditions for $\partial_x \Psi$ and $\partial_t \Psi$. We should note that it is easy to deduce RH conditions for the derivatives formally, but that it is less obvious how to justify the existence of the $x$- and $t$-derivatives of $\Psi$ (note that $\sigma$ is not necessarily analytic), and how to justify that the asymptotics for $\partial_x \Psi$ or $\partial_t \Psi$ can be obtained by formally differentiating (2.10). Using the operator theory and integral equations associated with RH problems, we will first show how to differentiate $Y$ with respect to $x$ and $t$, and then we will carry this over to $\Psi$. Let us denote with $C$ the Cauchy operator defined by
\[
(Cg)(\zeta) = \frac{1}{2\pi i} \int_{\mathbb{R}} g (\xi) \frac{d\xi}{\xi - \zeta}, \quad \zeta \in \mathbb{C} \setminus \mathbb{R},
\]
(3.1)
and with $C_{±}$ its non-tangential boundary values, as $ζ$ approaches the real line from above (+) or from below (−). Given $ζ(z)$ as in (2.7) and the matrix-valued function $J_Y$ defined on $ℝ$ by (2.3), we define

$$\hat{Y}(z) = Y(ζ(z)), \quad J_{\hat{Y}}(z) = J_Y(ζ(z)), \quad (3.2)$$

such that $\hat{Y}$ satisfies the following RH problem (equivalent to the one for $Y$).

**RH problem for $\hat{Y}$**

(a) $\hat{Y}$ is analytic in $C \setminus ℝ$,

(b) $\hat{Y}$ has boundary values $\hat{Y}_±$ on the real line with $\hat{Y}_± − I ∈ L^2(ℝ)$ and which are continuous except possibly at the points $r_1, \ldots, r_k$, and they are related by

$$\hat{Y}_+(z) = \hat{Y}_-(z)J_{\hat{Y}}(z), \quad z ∈ ℝ \setminus \{r_1, \ldots, r_k\}, \quad (3.3)$$

(c) $\hat{Y}(z) = I + \frac{Y_1}{t^{2/3}z} + O(z^{-2})$ as $z \to ∞$, with $Y_1$ as in (2.4).

Next, we set

$$C_{J_{\hat{Y}}}(g) := C_− \left(g \left(J_{\hat{Y}} - I\right)\right). \quad (3.4)$$

Since $C_{±}$ are bounded operators on $L^2(ℝ)$, $C_{J_{\hat{Y}}}$ is a bounded operator on $L^2(ℝ)$, because $J_{\hat{Y}} - I ∈ L^∞(ℝ)$ (this follows from the third part of Assumptions 1.1).

**Lemma 3.1.** Let $J_{\hat{Y}}$ be as in (2.3), (3.2). The operator $1 - C_{J_{\hat{Y}}}$ is invertible on $L^2(ℝ)$ and the (unique) solution of the RH problem for $\hat{Y}$ is given by

$$\hat{Y} = I + C \left(\hat{Y}_- \left(J_{\hat{Y}} - I\right)\right), \quad (3.5)$$

where $\hat{Y}_-$ is uniquely determined by the equation

$$\hat{Y}_- = I + C_{J_{\hat{Y}}} \left(\hat{Y}_-\right) \quad (3.6)$$

or, equivalently,

$$\hat{Y}_- - I = \left(1 - C_{J_{\hat{Y}}}\right)^{-1} C_− \left(J_{\hat{Y}} - I\right). \quad (3.7)$$

**Proof.** This result is a rephrasing of the discussion of Section 2 in [23]. In particular, the fact that the operator $1 - C_{J_{\hat{Y}}}$ is invertible is proven in Lemma 2.12 of [23], and it follows from the fact that the operator $1 - K_{σ,\epsilon,t}$ is invertible, since $\det \left(1 - K_{σ,\epsilon,t}\right) ∈ (0,1]$. As for the equations (3.5) and (3.6), these are a rephrasing of equations (2.5) and (2.6) in [23].

**Lemma 3.2.** The function $\hat{Y}$ defined by (3.2) is differentiable with respect to $x$ and $t$ for any $z ∈ C \setminus ℝ$, and so are its boundary values $\hat{Y}_±(z)$, for any $z ∈ ℝ \setminus \{r_1, \ldots, r_k\}$. Moreover $\partial_x \hat{Y}$ and $\partial_t \hat{Y}$ solve the RH problem detailed below, where $\partial$ denotes the derivative either with respect to $x$ or $t$.  
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RH problem for $\partial\hat{Y}$

(a) $\partial\hat{Y}$ is analytic in $\mathbb{C} \setminus \mathbb{R}$,

(b) $\partial\hat{Y}$ has boundary values $\partial\hat{Y}_\pm$ on the real line in $L^2(\mathbb{R})$ and which are continuous except possibly at the points $r_1, \ldots, r_k$, and they are related by

$$\partial\hat{Y}_+ = \partial \left( \hat{Y}_- J_{\hat{Y}} \right),$$

(3.8)

(c) $\partial\hat{Y}(z) = \frac{\partial \left(t^{-2/3} Y_1\right)}{z} + O(z^{-2})$ as $z \to \infty$, with $Y_1$ defined as in (2.4).

Proof. We start by observing that $J_{\hat{Y}}(z)$ is differentiable with respect to $x$ and $t$, because the Airy function is smooth. Moreover, $\partial J_{\hat{Y}}$ is in $L^2(\mathbb{R})$ for any $x \in \mathbb{R}$, $t > 0$. Indeed, the form of the jump matrix $J_{\hat{Y}}$ (see (2.3) and the equation thereafter) and (3.2) imply that $\partial J_{\hat{Y}}$ is in $L^2(\mathbb{R})$ provided that

$$\sigma(r) \partial \left( \mathbf{Ai}'(\zeta(r)) \right), \quad \sigma(r) \partial \left( \mathbf{Ai}'(\zeta(r)) \right), \quad \sigma(r) \partial \left( \mathbf{Ai}(\zeta(r)) \mathbf{Ai}'(\zeta(r)) \right)$$

are in $L^2(\mathbb{R})$. The latter follows from the asymptotics of the Airy function and its derivative together with the Airy differential equation $\mathbf{Ai}''(\zeta) = \mathbf{Ai}(\zeta)$, (2.7), and the third part of Assumptions 1.1.

Returning to (3.7), we obtain that $\hat{Y}_-$ is differentiable with respect to $x$ and $t$, and satisfies the equation

$$\partial\hat{Y}_- = C_{J_{\hat{Y}}} \left( \partial\hat{Y}_- \right) + C_- \left( \hat{Y}_- \partial J_{\hat{Y}} \right) \text{ or, equivalently, } \partial\hat{Y}_- = \left( 1 - C_{J_{\hat{Y}}} \right)^{-1} C_- \left( \hat{Y}_- \partial J_{\hat{Y}} \right).$$

Consequently, also the right hand side of equation (3.5) is differentiable with respect to $x$ and $t$, and so is $\hat{Y}$. In particular,

$$\partial\hat{Y} = C \left( \partial\hat{Y}_- \left( J_{\hat{Y}} - I \right) + \hat{Y}_- \partial J_{\hat{Y}} \right).$$

(3.9)

Taking into account that $C_+ - C_- = I$ and that $\hat{Y}_\pm = C_{\pm} \left( \partial\hat{Y}_- \left( J_{\hat{Y}} - I \right) + \hat{Y}_- \partial J_{\hat{Y}} \right)$, we recover the jump condition (3.8). As for the asymptotics at infinity of $\partial\hat{Y}$, rewriting (3.9) as

$$\partial\hat{Y}(z) = -\frac{1}{2\pi i} \int_{\mathbb{R}} \frac{\partial \left( \hat{Y}_- (J_{\hat{Y}} - I) \right) (\xi)}{z - \xi} d\xi = -\frac{1}{2\pi i} \int_{\mathbb{R}} \partial \left( \hat{Y}_- (J_{\hat{Y}} - I) \right) (\xi) d\xi \frac{1}{1 - z}$$

as $z \to \infty$. We can conclude by observing that the term in $z^{-1}$ is indeed the derivative of $t^{-2/3} Y_1$, as it is immediately seen from (3.5) and condition (c) in the RH problem for $\hat{Y}$. \qed

We can now prove the differentiability of $\Psi$, as defined in (2.8), with respect to $x$ and $t$.

Lemma 3.3. For any $z \in \mathbb{C} \setminus \mathbb{R}$, $\Psi(z)$ is differentiable with respect to $x$ and $t$, and its derivative satisfies the RH problem detailed below, where $\partial$ denotes the derivative either with respect to $x$ or $t$. 
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RH problem for $\partial \Psi$

(a) $\partial \Psi$ is analytic in $\mathbb{C} \setminus \mathbb{R}$.

(b) $\partial \Psi$ has boundary values $\partial \Psi_{\pm}$ which are $L^2$ on any real compact, and continuous on the real line except possibly at $r_1, \ldots, r_k$, and they are related by

$$\partial \Psi_+ (z) = (\partial \Psi_- (z)) \begin{pmatrix} 1 & -1 \sigma (z) \\ 0 & 1 \end{pmatrix}, \quad (3.10)$$

(c) As $z \to \infty$,

$$\partial \Psi (z) = \left( \left[ I + \frac{1}{z} \begin{pmatrix} q & -i \sigma_3 \\ ip & -q \end{pmatrix} + O \left( \frac{1}{z^2} \right) \right] z^{1/2} A^{-1} \tilde{\sigma}_3 \right) \left( -\frac{2}{3} \frac{3}{2} \right) \cdot \frac{(z^{3/2} + xz^{1/2})^{3/2}}{\sigma_3}$$

$$+ \left( \frac{1}{z} \partial \begin{pmatrix} q & -i \sigma_3 \\ ip & -q \end{pmatrix} + O \left( \frac{1}{z^2} \right) \right) \left( \frac{1}{z^{1/2}} \right) \frac{1}{\sigma_3} \frac{(z^{3/2} + xz^{1/2})^{3/2}}{\sigma_3} \right) \times \left\{ \begin{array}{ll} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, & \arg z < \pi - \delta, \\ \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, & \pi - \delta < \pm \arg z < \pi, \end{array} \right. \quad (3.11)$$

for any $0 < \delta < \pi/2$; here the principal branches of $z^{1/2}$ and $z^{1/2}$ are taken, analytic in $\mathbb{C} \setminus (-\infty, 0]$ and positive for $z > 0$.

Proof. By definition, see equation (2.8) and (3.2),

$$\Psi (z) = \begin{pmatrix} 1 & -i \sigma_3 \\ 0 & 1 \end{pmatrix} t^{-1/2} Y (z) \Phi_{\lambda} (\zeta (z))$$

and every factor on the right hand side of (2.8) is differentiable with respect to $x$ and $t$. Indeed, for $Y (z)$ this follows from Lemma 3.2, and for $\Phi_{\lambda} (\zeta (z))$ we have an explicit expression in terms of the Airy function and its derivative. Hence, also $\Psi$ is differentiable with respect to $x$ and $t$. The asymptotic expansion (3.11), which can be formally obtained by differentiating (2.10), is rigorously proven by differentiating the definition of $\Psi$ (equation (2.8)) and by using the asymptotic expansion of $\tilde{Y} (z)$, $\Phi_{\lambda} (\zeta (z))$ and their derivatives at infinity, together with the explicit formulas (2.13). As for the jump condition, this is the same as the jump condition for $\Psi (z)$ as $\Psi^{-1} (z) \Psi_+ (z)$ does not depend on $x$ or $t$ (see equation (2.12)).

Define

$$\Theta (z; x, t) := e^{\frac{i}{2} \sigma_3} \begin{pmatrix} 1 & -i p \\ 0 & 1 \end{pmatrix} \Psi (z; x, t) e^{-\frac{i}{2} \sigma_3}, \quad (3.12)$$

where $p = p_{\sigma} (x, t)$ is given by (2.10).

Proposition 3.4. $\Theta = \Theta (z; x, t)$ defined by (3.12) satisfies the Lax pair equations

$$\partial_x \Theta = B \Theta, \quad B = B (z; x, t) := \begin{pmatrix} 0 & -z + 2u \\ -1 & 0 \end{pmatrix},$$

$$\partial_t \Theta = C \Theta, \quad C = C (z; x, t) := \begin{pmatrix} \frac{1}{2} \partial_x u & \frac{1}{2} \partial_x u \frac{1}{2} u^2 - \frac{1}{4} \partial_x^2 u - \frac{1}{4} u^2 - \frac{1}{4} u^2 - \frac{1}{4} \partial_x^2 u \\ \frac{1}{2} z + \frac{1}{2} u & \frac{1}{2} z + \frac{1}{2} u \end{pmatrix}, \quad (3.13)$$

with $p, q$ as in (2.10), and

$$u = u (x, t) := \partial_x p (x, t) = -2q (x, t) - p^2 (x, t). \quad (3.14)$$
**Proof.** Consider the matrix-valued functions 
\[ \tilde{B} := (\partial_x \Psi (z)) \Psi^{-1} (z), \quad \tilde{C} := (\partial_t \Psi (z)) \Psi^{-1} (z). \]

By (2.9) and (3.10), \( \tilde{B} \) and \( \tilde{C} \) have no jumps on \( \mathbb{R} \setminus \{r_1, \ldots, r_k\} \). Hence, \( \tilde{B} \) and \( \tilde{C} \) are analytic functions with possibly isolated singularities at \( r_1, \ldots, r_k \). The fact that the boundary values of \( \Psi \) and \( \partial \Psi \) are locally \( L^2 \) implies that the singularities are removable, and that \( \tilde{B} \) and \( \tilde{C} \) can be extended to entire functions. From (2.10) and (3.11), we infer that \( \tilde{B} \) and \( \tilde{C} \) are polynomials in \( z \) of degree 1 and 2 respectively, which take the following form:

\[
\tilde{B} := \begin{pmatrix} p & iz + 2iq \\ -i & -p \end{pmatrix}, \quad \tilde{C} := \begin{pmatrix} -\frac{2}{3}zp + \frac{2}{3} \partial_x q & -\frac{2}{3}iz^2 - \frac{4}{3}iq - \frac{4}{3}i \partial_x r \\ \frac{2}{3}iz - \frac{4}{3}iq - \frac{4}{3}ip^2 & \frac{2}{3}zp - \frac{4}{3} \partial_x q \end{pmatrix}.
\]

Moreover, while using (2.10) and (3.11) to compute \( \tilde{B} \), we know that the \( 1/z \) term in the large \( z \) expansion must vanish, and this gives us the last identity in (3.14). We can then compute

\[
B = R\tilde{B}R^{-1} + (\partial_x R) R^{-1}, \quad C = R\tilde{C}R^{-1} + (\partial_t R) R^{-1}, \quad R := e^{\mathbb{A}_3 (1)} \begin{pmatrix} 1 & -ip \\ 0 & 1 \end{pmatrix},
\]

and this yields equations (3.13) by (3.14).

As a first consequence of the differential equation in \( x \), if we denote \( \Theta \) as

\[
\Theta (z; x, t) = \sqrt{2\pi} \begin{pmatrix} \partial_x \phi_\sigma (z; x, t) & -\partial_x \tilde{\phi}_\sigma (z; x, t) \\ -\phi_\sigma (z; x, t) & \tilde{\phi}_\sigma (z; x, t) \end{pmatrix},
\]

then both \( \phi_\sigma, \tilde{\phi}_\sigma \) are solutions of the Schrödinger equation (1.10) with \( u \) in place of \( u_\sigma \). By (2.10) and (3.12), as \( z \to \infty \) with \( |\arg z| < \pi - \delta \), \( \phi_\sigma \) has the following asymptotics:

\[
\phi_\sigma (z) = \frac{1}{2\sqrt{\pi} z^{1/4}} \left( 1 + \mathcal{O} \left( z^{-1/2} \right) \right) e^{-\frac{2}{3}zt^{3/2} + xz^{1/2}} \sim t^{1/6} A_1 \left( t^{2/3} z - xt^{-1/3} \right).
\]

As a second consequence, since \( \partial_x \partial_t \Theta = \partial_t \partial_x \Theta \), we have the compatibility condition

\[
\partial_t B - \partial_x C + [B, C] = 0.
\]

Substituting the expressions (3.13) in this equation, we obtain after a straightforward computation that \( u \) solves the KdV equation (1.8).

In conclusion, we have proven that \( u \), defined as in (3.14), satisfies the KdV equation (1.8) and found a function \( \phi_\sigma \) solving (1.10) and (1.11), with potential \( u \) in place of \( u_\sigma \), with asymptotics (1.12). To complete the proof of Theorem 1.3, it is then enough to show that actually \( u = u_\sigma \) defined in (1.7), which we will do in the next section.

4 Derivation of the integro-differential Painlevé II equation

We first restate Proposition 2.3 by expressing the \( x \)-logarithmic derivative of the Fredholm determinant \( Q_\sigma (x, t) \), defined in (1.4), in terms of \( \Theta \) rather than \( \Psi \). We have

\[
\partial_x \log Q_\sigma (x, t) = -\frac{1}{2\pi i} \int_R \left( \Theta^{-1} (z) (\partial_x \Theta (z)) \right)_{21} d\sigma (z) = \frac{1}{t} \int_R (\phi_\sigma (z) \phi_\sigma (z) - \phi (z) \phi_{xx} (z)) d\sigma (z),
\]
where the first equality follows from (2.14) along with the definition (3.12) of $\Theta$, and the second one from (3.16). Here we denote for brevity $\phi = \phi_\sigma$ and derivatives by subscripts.

Taking one more $x$-derivative and using the Schrödinger equation $\phi_{xx} = (z - 2u)\phi$, we obtain

$$
\partial_x^2 \log Q_\sigma (x, t) = \frac{1}{4} \int_{\mathbb{R}} (\phi_{xx} (z) \phi_x (z) - \phi (z) \phi_{xx} (z)) \, d\sigma (z) = - \frac{1}{4} \int_{\mathbb{R}} \phi^2 (z) \, d\sigma (z).
$$

To complete the identification of $u$ with $u_\sigma$ we prove the following.

**Proposition 4.1.** Let $\phi_\sigma (z; x, t)$ be defined by (3.16), and let $u(x, t)$ be defined as in (3.14). Then, for every $x \in \mathbb{R}$ and $t > 0$, we have the identity

$$
\int_{\mathbb{R}} \phi^2 (r; x, t) \, d\sigma (r) = \frac{x}{2} - tu(x, t).
$$

**Proof.** It follows from the jump condition of $\Psi$ along the real axis that for all $z \in \mathbb{R} \setminus \{r_1, \ldots, r_k\}$ we have

$$
\Psi_+ (z) \begin{pmatrix} 0 & -\sigma' (z) \\ 0 & 0 \end{pmatrix} \Psi^- (z) = \Delta \left[ (\partial_z \Psi)^{-1} \right] (z),
$$

where we denoted

$$
\Delta \left[ (\partial_z \Psi)^{-1} \right] (z) := \left( (\partial_z \Psi)^{-1} \right)_+ (z) - \left( (\partial_z \Psi)^{-1} \right)_- (z).
$$

Integrating the (2,1)-entry of this identity, using (3.12) and (3.16), we get

$$
-2\pi \int_{\mathbb{R}\setminus \{r_1, \ldots, r_k\}} \sigma' (z) \phi^2 (z; x, t) \, dz = \int_{\mathbb{R}\setminus \{r_1, \ldots, r_k\}} \Delta \left[ (\partial_z \Psi)^{-1} \right]_{2,1} (z) \, dz.
$$

Here we should note that $(\partial_z \Psi)^{-1}$ does not necessarily have isolated singularities at the points $r_j$ and at $\infty$, so the above residues should be understood as formal residues, namely the coefficients of the $1/(z - r_j)$ or $-1/z$ terms in the asymptotic series of $(\partial_z \Psi)^{-1}$ around the singularity. Hence we have established the identity

$$
i \int_{\mathbb{R}\setminus \{r_1, \ldots, r_k\}} \sigma' (z) \phi^2 (z; x, t) \, dz = \text{Res}_{z=\infty} \left( (\partial_z \Psi)^{-1} \right)_{21} + \sum_{j=1}^k \text{Res}_{z=r_j} \left( (\partial_z \Psi)^{-1} \right)_{21}.
$$

The residue at $z = \infty$ is computed directly from the expansion (2.10) as

$$
\text{Res}_{z=\infty} \left( (\partial_z \Psi)^{-1} \right)_{21} = i \left( \frac{x}{2} + tp^2 (x, t) + 2tq (x, t) \right) = \frac{i}{2} \left( \frac{x}{2} - tu(x, t) \right),
$$

using (3.14) in the last step. We can compute the remaining residues by looking at the jump relations for $\Psi$ near $r_j$: $\Psi_+ = \Psi_- \begin{pmatrix} 1 & 1 - \sigma \\ 0 & 1 \end{pmatrix}$. Since $\sigma$ has a discontinuity at $r_j$, the boundary values $\Psi_{\pm}$ cannot be continuous at $r_j$. Let us define

$$
E (z) := \Psi (z) \begin{pmatrix} 1 & -m_2 \log (z - r_j) \\ 0 & 1 \end{pmatrix}, \quad m_j = \lim_{\epsilon \to 0_+} (\sigma (r_j + \epsilon) - \sigma (r_j - \epsilon)),
$$
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where we take the principal branch of the logarithm. We then verify that
\[
E_+(z) = E_-(z) \begin{pmatrix} 1 & 1 - \tilde{\sigma}(z) \\ 0 & 1 \end{pmatrix}, \quad \tilde{\sigma}(z) = \begin{cases} \sigma(z) & \text{for } z > r_j, \\ \sigma(z) + m_j & \text{for } z < r_j, \end{cases}
\]
In other words, the jump matrix for \( E \) is continuous at \( r_j \), and the boundary values \( E_{\pm} \) are continuous at \( r_j \). Hence, by the definition of \( E \), (3.12), and (3.16), we obtain
\[
\text{Res}_{z=r_j} \left((\partial_z \Psi) (\Psi^{-1})_21\right) = -\frac{m_j}{2\pi i} E_{21}^2 (r_j) = -\frac{m_j}{2\pi i} \Psi_{21}^2 (r_j) = -im_j \phi^2 (r_j; x, t). \tag{4.6}
\]
Substituting (4.4) and (4.6) in (4.3), we obtain (4.2).

Comparing (4.2) with (4.1) we conclude that \( u = \partial^2_x \log Q_\sigma + \frac{\sigma}{2} =: u_\sigma \). In view of this identification, the proof of Theorem 1.3 is complete, because the KdV equation and the properties of \( \phi_\sigma \) have already been derived in the previous section, and (1.9) follows from (4.2).

5 Small time asymptotics when \( x \leq -Mt^{1/3} \)

In this section, we assume that \( \sigma \) satisfies Assumptions 1.1, and that there are constants \( c_1, c_2 > 0 \) such that (1.22) holds for some \( \gamma \in (0, 1] \).

5.1 Estimates for the jump matrices of \( Y \)

We first show that the jump matrices for the RH solution \( Y \) are asymptotically close to identity.

**Lemma 5.1.** For any \( t_0 > 0 \), there exist \( M, c > 0 \) such that we have the estimates
\[
\|J_Y - I\|_1 = \mathcal{O}\left(e^{-c \frac{|x|}{Mt^{1/3}}}\right), \quad \|J_Y - I\|_2 = \mathcal{O}\left(e^{-c \frac{|x|}{Mt^{1/3}}}\right), \quad \|J_Y - I\|_\infty = \mathcal{O}\left(e^{-c \frac{|x|}{Mt^{1/3}}}\right),
\]
uniformly for \( 0 < t \leq t_0 \) and \( x < -Mt^{1/3} \), where \( \|\cdot\|_1, \|\cdot\|_2, \) and \( \|\cdot\|_\infty \) denote the maximum of the entrywise \( L^1(\mathbb{R}) \), \( L^2(\mathbb{R}) \), and \( L^\infty(\mathbb{R}) \)-norms.

**Proof.** Let us consider one entry of the jump matrix \( J_Y \) for simplicity, the others are similar. For the (1,2)-entry, we need to prove that
\[
\left\| \sigma (z (\cdot)) \left( \text{Ai}' (\cdot) \right)^2 \right\| = \mathcal{O}\left(e^{-c \frac{|x|}{Mt^{1/3}}}\right),
\]
where \( \|\cdot\| \) denotes the \( L^1, L^2, \) or \( L^\infty \)-norm, uniformly in the relevant parameters \( x, t \).

1. For \( \zeta \geq \frac{|x|}{2\sqrt[3]{t}} \), we have by the asymptotics of the Airy function (note that the power in the exponent is not sharp) the uniform (in \( \zeta, x, t \)) estimate
\[
\text{Ai}' (\zeta) = \mathcal{O}\left(e^{-2\zeta}\right) = \mathcal{O}\left(e^{-c \frac{|x|}{2\sqrt[3]{t}}}\right),
\]
and \( |\sigma (z (\zeta))| \leq 1 \), and this yields the rough estimate
\[
|(J_Y (\zeta) - I)_{21}| = \mathcal{O}\left(e^{-2c \frac{|x|}{2\sqrt[3]{t}}}\right). \tag{5.1}
\]
2. For \( \zeta \leq \frac{|\zeta|}{2|\zeta|^{1/\pi}} \), we have

\[
\text{Ai}'(\zeta) = \begin{cases} 
\mathcal{O}(1 + |\zeta|^{1/4}), & \zeta < 0, \\
\mathcal{O}(1), & \zeta \geq 0,
\end{cases}
\]

and

\[
z(\zeta) = t^{-2/3} \left( \zeta + \frac{x}{t^{1/3}} \right) \leq -\frac{|x|}{2t},
\]

hence by the exponential decay of \( \sigma \),

\[
\sigma(z(\zeta)) = \mathcal{O} \left( e^{-c_2 |z(\zeta)|} \right) = \mathcal{O} \left( e^{-\frac{c_2 |\zeta|}{2\pi}} \right) = \mathcal{O} \left( \min \{ e^{2\zeta}, 1 \} e^{-\frac{c_2 |\zeta|}{2\pi}} \right).
\]

It follows that

\[
|(J_Y(\zeta) - I)_{21}| = \begin{cases} 
\mathcal{O} \left( (1 + |\zeta|^{1/2}) e^{2\zeta} e^{-\frac{c_2 |\zeta|}{4\pi}} \right), & \zeta < 0, \\
\mathcal{O} \left( e^{-\frac{c_2 |\zeta|}{4\pi}} \right), & \zeta \geq 0.
\end{cases}
\]

Provided that \( t \leq t_0 \), by (5.1) and (5.2), we obtain a constant \( c > 0 \) such that

\[
\|(J_Y - I)_{21}\| = \mathcal{O} \left( \| h \| e^{\frac{c_2 |\zeta|}{4\pi}} \right), \quad h(\zeta) = \begin{cases} 
|\zeta|, & \zeta < 0 \text{ and } 0 \leq |\zeta| \leq \frac{|x|}{2|\zeta|^{1/3}}, \\
1, & 0 \leq |\zeta| \leq \frac{|x|}{2|\zeta|^{1/3}},
\end{cases}
\]

where \( \| \cdot \| \) denotes the \( L^1 \), \( L^2 \), or \( L^\infty \)-norm. If \( M > 0 \) is sufficiently large, noting that \( \| h \| = \mathcal{O} \left( |x| t^{-1/3} \right) \), we obtain the result. \( \square \)

### 5.2 Asymptotics for \( Y \), \( u_\sigma \), and \( Q_\sigma \)

By standard RH techniques, it follows from Lemma 5.1, i.e. from the fact that the jump matrices for \( Y \) are asymptotically close to the identity matrix, that \( Y \) satisfies a small-norm RH problem. Indeed, Lemma 5.1 implies that the norm of the operator \( C_{J_Y} \) (acting on \( L^2(\mathbb{R}, \mathbb{R}^{2\times 2}, d\zeta) \)) given by (3.4) is small for \( xt^{-1/3} \leq -M \) with \( M > 0 \) large enough, since

\[
\|C_{J_Y}\|_2 \leq \|C_\sigma\|_2 \|J_Y - I\|_\infty.
\]

Hence, by (3.7), we have

\[
\|Y_- - I\|_2 \leq 2 \|J_Y - I\|_2
\]

for \( M \) large enough, and the right hand side decays exponentially fast as \( xt^{-1/3} \to -\infty \). Writing

\[
Y(\zeta; x, t) = I + \frac{Y^{(1)}(x, t)}{\zeta} + \mathcal{O}(\zeta^{-2})
\]

as \( \zeta \to \infty \), we also have, by (3.5), that

\[
Y^{(1)}(x, t) = \int_{\mathbb{R}}(Y_-(\zeta) - I)(J_Y(\zeta) - I)d\zeta + \int_{\mathbb{R}}(J_Y(\zeta) - I)d\zeta.
\]

To bound the first term on the right, we can use a Cauchy-Schwarz estimate together with the above \( L^2 \)-bounds for \( Y_- - I \) and \( J_Y - I \); to bound the second term at the right, we can use the \( L^1 \)-bound for \( J_Y - I \). In conclusion, we have that

\[
Y^{(1)}(x, t) = \mathcal{O} \left( e^{-c_2 |\zeta|/2\pi} \right)
\]
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as $xt^{-1/3} \to -\infty$. By (2.13) and (2.4), we obtain
\[
p_{\sigma}(x, t) = \frac{x^2}{4t} + O \left( t^{-1/3} e^{-\frac{x}{32t^{1/3}}} \right), \quad q_{\sigma}(x, t) = -\frac{x^4 + 8tx}{32t^2} + O \left( t^{-2/3} e^{-\frac{x}{32t^{1/3}}} \right). \tag{5.3}
\]
Taking $0 < t \leq t_0$ fixed and letting $x \to -\infty$, we can use these estimates to integrate (1.7): by (3.14), we have
\[
\int_{-\infty}^{x} \partial_{x}^2 \log Q_{\sigma}(x', t) dx' = \int_{-\infty}^{x} \left( \partial_{x} p_{\sigma}(x', t) - \frac{x'}{2t} \right) dx' = \left( p_{\sigma}(x', t) - \frac{(x')^2}{4t} \right)^{\frac{x}{2t}}. \tag{6.1}
\]
Using (5.3) and the fact that $\partial_{x} \log Q_{\sigma}(\infty, t) = 0$ (to see this, recall (2.15) and note that both $K_{\sigma, x, t}$ and $\partial_{x} K_{\sigma, x, t}$ have small $L^{2}$-norm for $x$ large negative by (1.22)–(1.23)) we obtain the identity
\[
\partial_{x} \log Q_{\sigma}(x, t) = p_{\sigma}(x, t) - \frac{x^2}{4t}.
\]
Substituting the asymptotics (5.3) at the right hand side, and integrating in $x = x'$ from $-\infty$ to $x$, we get
\[
\log Q_{\sigma}(x, t) = O \left( e^{-c|x|^{1/3}} \right),
\]
which is part (i) of Theorem 1.14. By (3.14), we obtain uniformly for $x, t$ in the relevant regions that
\[
u(x, t) = \frac{x^2}{4t} + O \left( t^{-2/3} e^{\frac{c|x|^{1/3}}{t^{1/3}}} \right).
\]
After renaming $c \mapsto 2c$, this implies part (i) of Theorem 1.8.

6 Small time asymptotics when $-Mt^{1/3} \leq x \leq Mt^{1/3}$

Like in the previous section, we assume that $\sigma$ satisfies Assumptions 1.1 with $\gamma \in (0, 1]$ and that in addition condition (1.22) and (1.23) hold for some $c_{1}, c_{2}, c_{3}, C > 0$. Furthermore, we assume that $t > 0$ is sufficiently small and that $-Mt^{1/3} \leq x \leq Mt^{1/3}$, where $M > 0$ is arbitrarily large, and we recall the RH problem for $\Psi = \Psi_{\sigma}$, which depends on the function $\sigma$.

6.1 Change of variable $z \mapsto w$

For our purposes it is convenient to introduce a scaled variable
\[
w = t^{2/3} z = \zeta(z) + xt^{-1/3}
\]
and to define
\[
\tilde{\Psi}_{\sigma}(w) = \tilde{\Psi}_{\sigma}(w; x, t) := t^{\frac{2}{3}} \Psi_{\sigma} \left( z = wt^{-2/3}; x, t \right). \tag{6.2}
\]
It follows from the RH characterization of $\Psi_{\sigma}$ that $\tilde{\Psi}_{\sigma}$ solves the following RH problem.

RH problem for $\tilde{\Psi}_{\sigma}$

(a) $\tilde{\Psi}_{\sigma}$ is analytic in $\mathbb{C} \setminus \mathbb{R}$.

(b) $\tilde{\Psi}_{\sigma}$ has boundary values $\tilde{\Psi}_{\sigma, \pm}$ which are $L^{2}$ on any compact real set and which are continuous on the real line except at the points $t^{2/3} r_{1}, \ldots, t^{2/3} r_{k}$, and they are related by
\[
\tilde{\Psi}_{\sigma, +}(w) = \tilde{\Psi}_{\sigma, -} (w) \begin{pmatrix} 1 & 1 - \sigma \left( wt^{-2/3} \right) \\ 0 & 1 \end{pmatrix}. \tag{6.3}
\]
Moreover, the RH problem for \( \tilde{\sigma} \) be a good approximation to comparing the asymptotic behaviors as it is straightforward to check that both sides satisfy the same RH conditions. In particular, by

\[
\Psi_{\sigma}(w) = \left( I + \frac{2/3}{w} \left( \begin{array}{cc} q & -it^{1/3}r \\ it^{-1/3}p & -q \end{array} \right) + O \left( \frac{1}{w^2} \right) \right) \times w^{1/3} A^{-1/6} (-\tilde{w}^{3/2} + xt^{-1/3}w^{1/2}) \times \begin{cases} I, & |\arg z| < \pi - \delta, \\ \left( \begin{array}{cc} 1 & 0 \\ \mp 1 & 1 \end{array} \right), & \pi - \delta < \pm \arg z < \pi, \end{cases}
\]

for any \( 0 < \delta < \pi/2 \); here the principal branches of \( w^{1/3}, w^{3/2}, \) and \( w^{1/2} \) are taken, analytic in \( \mathbb{C} \setminus (-\infty, 0] \) and positive for \( w > 0 \).

Note that the functions \( p, q, r \) in (c) are the same as the ones that appear in the corresponding property of the RH characterization of \( \Psi_\sigma \).

As \( t \to 0 \) we have the pointwise limit

\[
\lim_{t \to 0} \sigma \left( wt^{-2/3} \right) = \sigma_\gamma(w)
\]

for all \( w \neq 0 \), where we denote \( \sigma_\gamma = \gamma \chi_{[0, \infty)} \) as in Examples 1.6. This suggests that \( \tilde{\Psi}_{\sigma_\gamma}(w) \) might be a good approximation to \( \tilde{\Psi}_\sigma \) away from 0. Motivated by this observation, we will now take a closer look at the RH problem in the case where \( \sigma = \sigma_\gamma \).

### 6.2 RH problem for \( \tilde{\Psi}_{\sigma_\gamma} \) and connection with the Painlevé II equation

We have the self-similarity relation

\[
\tilde{\Psi}_{\sigma_\gamma}(w; x, t) = \tilde{\Psi}_{\sigma_\gamma}(w; xt^{-1/3}, 1),
\]

as it is straightforward to check that both sides satisfy the same RH conditions. In particular, by comparing the asymptotic behaviors as \( w \to \infty \), we obtain the self-similarity properties

\[
q_{\sigma_\gamma}(x, t) = t^{-2/3} q_{\sigma_\gamma} \left( xt^{-1/3}, 1 \right), \quad p_{\sigma_\gamma}(x, t) = t^{-1/3} p_{\sigma_\gamma} \left( xt^{-1/3}, 1 \right), \quad r_{\sigma_\gamma}(x, t) = t^{-1} r_{\sigma_\gamma} \left( xt^{-1/3}, 1 \right).
\]

Moreover, the RH problem for \( \tilde{\Psi}_{\sigma_\gamma} \) is equivalent to a RH problems associated to the Painlevé XXXIV equation, which is related to the Painlevé II equation. More precisely, the solution \( \tilde{\Psi}_{\sigma_\gamma} \) can be constructed in terms of the solution \( \Psi_0 \) to the RH problem from [9, Section 3.3]: indeed we have

\[
\tilde{\Psi}_{\sigma_\gamma}(w; x, t) = \begin{cases} 
\Psi_0(w; \tau = -xt^{-1/3}) & \text{for } |\arg w| < 2\pi/3, \\
\Psi_0(w; \tau = -xt^{-1/3}) \left( \begin{array}{cc} 1 & 0 \\ -1 & 1 \end{array} \right) & \text{for } 2\pi/3 < |\arg w| < \pi, \\
\Psi_0(w; \tau = -xt^{-1/3}) \left( \begin{array}{cc} 1 & 0 \\ 1 & 1 \end{array} \right) & \text{for } \pi < |\arg w| < 2\pi/3.
\end{cases}
\]

We now rely on some results about \( \Psi_0 \) proved in [9], which imply identities for the functions \( p_{\sigma_\gamma}, q_{\sigma_\gamma}, r_{\sigma_\gamma} \). From [9, equations (3.26-27), (3.38-39), and (3.41)], we have

\[
\partial_\xi p_{\sigma_\gamma}(\xi, 1) = -2q_{\sigma_\gamma}(\xi, 1) - p_{\sigma_\gamma}^2(\xi, 1) = \frac{\xi}{2} - y_\gamma^2(-\xi),
\]

where \( y_\gamma \) is the unique solution of the Painlevé II equation with \( y_\gamma(0) = 0 \).
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where $y^2_\gamma$ (denoted $y_\gamma$ in [9]) is a solution to the Painlevé XXXIV equation, and $y_\gamma$ is the Painlevé II solution characterized by (1.17). In view of (3.14) and (6.5), we also have

$$
\partial_x p_{\sigma, \gamma}(x, t) = -2q_{\sigma, \gamma}(x, t) - p_{\sigma, \gamma}^2(x, t) = \frac{x}{2t} - \frac{1}{t^{2/3}} y^2_\gamma(-xt^{-1/3}).
$$

(6.7)

Using this identity and the asymptotics (5.3) to integrate $\partial_x p_{\sigma, \gamma}(x, t) - \frac{x}{2t}$ in $x$ between $-\infty$ and $x$, we obtain

$$
p_{\sigma, \gamma}(x, t) = \frac{x^2}{4t} - t^{-1/3} \int_{-xt^{-1/3}}^{+\infty} y^2_\gamma(v) dv.
$$

(6.8)

### 6.3 Asymptotics for $\tilde{\Psi}_\sigma$

It will turn out that $\tilde{\Psi}_\sigma$ is a good approximation to $\tilde{\Psi}_\sigma$ as $t \to 0$ as long as $w$ is not too small. For $w$ small, we need to construct a local parametrix different from $\tilde{\Psi}_\sigma$.

We define the local parametrix as follows,

$$
P(w) = \tilde{\Psi}_{\sigma, \gamma}(w) \begin{pmatrix} 1 & a(w) \\ 0 & 1 \end{pmatrix}
$$

for $|w| \leq 1$,

(6.9)

where

$$
a(w) = \frac{1}{2\pi i} \left( \int_{-\infty}^{0} -\sigma \left( \frac{wt^{-2/3}}{w' - w} \right) dw' + \int_{0}^{+\infty} \gamma - \sigma \left( \frac{wt^{-2/3}}{w' - w} \right) dw' \right)
$$

for $w \not\in \mathbb{R}$.

(6.10)

Then we define

$$
S(w) = \begin{cases} 
\tilde{\Psi}_{\sigma}(w) \tilde{\Psi}_{\sigma, \gamma}^{-1}(w), & \text{if } |w| > 1 \text{ and } w \in \mathbb{C} \setminus \mathbb{R}, \\
\tilde{\Psi}_{\sigma}(w) P^{-1}(w), & \text{if } |w| < 1 \text{ and } w \in \mathbb{C} \setminus \mathbb{R}.
\end{cases}
$$

We will now show that $S$ solves the following RH problem.

**RH problem for $S$**

(a) $S$ is analytic in $\mathbb{C} \setminus \Gamma$, where $\Gamma$ is the oriented contour in the complex plane given by the union of $\mathbb{R} \cap \{|w| > 1\}$, oriented from left to right, and the unit circle, oriented counter-clockwise.

(b) $S$ has boundary values $S_\pm$ which are continuous on $\Gamma$; according to the chosen orientation of the unit circle, $S_+$ corresponds to the boundary value from the inside, and $S_-$ to that from the outside. Moreover, the boundary values are related by

$$
S_+(w) = S_-(w) J_S(w),
$$

(6.11)

with

$$
J_S(w) = \begin{cases} 
\tilde{\Psi}_{\sigma, \gamma}(w) P^{-1}(w), & \text{if } |w| = 1, \\
\tilde{\Psi}_{\sigma, \gamma,-}(w) \begin{pmatrix} 1 & \gamma \chi(0, \infty)(w) - \sigma \left( \frac{wt^{-2/3}}{w' - w} \right) \tilde{\Psi}_{\sigma, \gamma,-}(w) \end{pmatrix} \tilde{\Psi}_{\sigma, \gamma,-}(w), & \text{if } w < -1 \text{ or } w > 1.
\end{cases}
$$

(c) For $|\arg w| < \pi$, we have uniformly

$$
S(w) = I + O\left(|w|^{-1}\right) \text{ as } w \to \infty.
$$
is analytic in this domain. We now show that, in addition, $S$ extends analytically across $w \in (-1, 1)$. To see this, let us first note the relation

$$a_+(w) - a_-(w) = \gamma \chi_{(0, \infty)}(w) - \sigma \left( wt^{-2/3} \right)$$

(6.12)

for all $w \in \mathbb{R}$; this is a consequence of the Plemelj formula applied to the singular integral (6.10). Then, for all $w \in (-1, 1)$, we have

$$S_+(w) = \tilde{\Psi}_{\sigma, +}(w) P_{0,+}^{-1}(w) = \tilde{\Psi}_{\sigma, +}(w) \left( \begin{array}{cc} 1 & -a_+(w) \\ 0 & 1 \end{array} \right) \tilde{\Psi}_{\sigma, +}^{-1}(w)$$

$$= \tilde{\Psi}_{\sigma, -}(w) \left( \begin{array}{cc} 1 & 1 - \sigma \left( wt^{-2/3} \right) \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} 1 & -a_+(w) \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} 1 & \gamma \chi_{(0, \infty)}(w) \\ 0 & 1 \end{array} \right) \tilde{\Psi}_{\sigma, -}^{-1}(w)$$

$$= \tilde{\Psi}_{\sigma, -}(w) \left( \begin{array}{cc} 1 & -a_-(w) \\ 0 & 1 \end{array} \right) \tilde{\Psi}_{\sigma, -}^{-1}(w) = \tilde{\Psi}_{\sigma, -}(w) P_{0,-}^{-1}(w) = S_-(w),$$

(6.13)

which proves that $S$ is meromorphic with possibly isolated singularities at the points $w = t^{2/3} r_j$ and $w = 0$. Moreover, near any of the points $w = t^{2/3} r_j$ we have the representation (as in (4.5))

$$\tilde{\Psi}_{\sigma}(w) = E_j(w) \left( \begin{array}{cc} 1 & m_j \log \left( \frac{w}{t^{2/3} r_j} \right) \\ 0 & 1 \end{array} \right), \quad m_j = \lim_{\epsilon \to 0} \left( \sigma(r_j + \epsilon) - \sigma(r_j - \epsilon) \right),$$

(6.14)

for a locally holomorphic function $E_j$ in the neighborhood of $w = t^{2/3} r_j$ and therefore

$$S(w) = I + \tilde{\Psi}_{\sigma}(w) \left( \begin{array}{cc} 0 & -a(w) \\ 0 & 0 \end{array} \right) \tilde{\Psi}_{\sigma,-}^{-1}(w) = I + E_j(w) \left( \begin{array}{cc} 0 & -a(w) \\ 0 & 0 \end{array} \right) \tilde{\Psi}_{\sigma,-}^{-1}(w)$$

(6.15)

which is holomorphic near $w = t^{2/3} r_j$; a similar argument shows that also $w = 0$ is a removable singularity of $S$, and this proves (a).

To prove (b), note that the continuity of $S_\pm$ on $\Gamma$ follows from the analogous condition for $\tilde{\Psi}_{\sigma}$, since the points $t^{2/3} r_1, \ldots, t^{2/3} r_k$ will be inside the unit disk as soon as $t$ is small enough; the jump relation follows from the computations

$$S_+(w) = \tilde{\Psi}_{\sigma, +}(w) P_{0,+}^{-1}(w) = \tilde{\Psi}_{\sigma, +}(w) \tilde{\Psi}_{\sigma,-}^{-1}(w) \tilde{\Psi}_{\sigma,-}(w) P_{0,-}^{-1}(w) = S_-(w) \tilde{\Psi}_{\sigma,-}(w) P_{0,-}^{-1}(w)$$

(6.16)

for $|w| = 1$, and

$$S_+(w) = \tilde{\Psi}_{\sigma, +}(w) \tilde{\Psi}_{\sigma,-}^{-1}(w) = \tilde{\Psi}_{\sigma,-}(w) \left( \begin{array}{cc} 1 & \gamma \chi_{(0, \infty)}(w) - \sigma \left( wt^{-2/3} \right) \\ 0 & 1 \end{array} \right) \tilde{\Psi}_{\sigma,-}^{-1}(w)$$

(6.17)

$$= S_-(w) \tilde{\Psi}_{\sigma,-}(w) \left( \begin{array}{cc} 1 & \gamma \chi_{(0, \infty)}(w) - \sigma \left( wt^{-2/3} \right) \\ 0 & 1 \end{array} \right) \tilde{\Psi}_{\sigma,-}^{-1}(w)$$

(6.18)

Figure 2: The oriented jump contour $\Gamma$. 
for \( w < -1 \) or \( w > 1 \). Finally, condition (c) follows from the corresponding condition in the RH problem for \( \Psi_\gamma \).

We now show that the jump matrix \( J_S \) is small in the relevant regime, provided that \( \sigma \) also satisfies the decay conditions \((1.22)\) and \((1.23)\).

**Lemma 6.1.** There exists \( \epsilon > 0 \) such that for any \( M > 0 \) the following estimates hold true uniformly in \( 0 < t < \epsilon, |x| \leq Mt^{1/3} \):

\[
\|J_S - I_1\|_1 = O\left(t^{2/3}\right), \quad \|J_S - I_2\|_2 = O\left(t^{2/3}\right), \quad \|J_S - I_\infty\| = O\left(t^{2/3}\right),
\]

where \( \|\cdot\|_1, \|\cdot\|_2, \) and \( \|\cdot\|_\infty \) denote the maximum of the entrywise \( L^1(\Gamma), L^2(\Gamma) \)- and \( L^\infty(\Gamma) \)-norms, respectively.

**Proof.** On the unit circle \(|w| = 1\) we have

\[
J_S(w) - I = a(w) \tilde{\Psi}_\gamma(w) \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \tilde{\Psi}_\gamma^{-1}(w).
\]

As \( t \to 0 \), and uniformly on \(|w| = 1\), we have \( \tilde{\Psi}_\gamma(w) = O(1) \), because the variable \( w \) and parameter \( \tau = -xt^{-1/3} \) of the matrix \( \Psi_0 \) in \((6.6)\) remain bounded (in particular, \( \tau \in (-M, 0) \) because of our assumptions). Hence, on the unit circle \(|w| = 1\),

\[
J_S(w) - I = a(w) O(1).
\]

To estimate \( a \) we rewrite \((6.10)\) by the change of variable \( z' = w't^{-2/3} \) to obtain

\[
|a(w)| \leq \frac{t^{2/3}}{2\pi} \int_{\mathbb{R}} \frac{\sigma_\gamma(z') - \sigma(z')}{|t^{2/3}z' - w|} |dz'| \leq \frac{t^{2/3}}{2\pi} \frac{c_1}{|\text{Im } w|} \int_{\mathbb{R}} e^{-c_2|z'|} |dz'| \leq \frac{2c_1}{c_2\delta} t^{2/3}
\]

assuming \(|\text{Im } w| \geq \delta \) and using \((1.22)\). This proves that \( a(w) = O\left(t^{2/3}\right) \) uniformly in \(|w| = 1, |\text{Im } w| \geq \delta > 0\). However we can provide a similar estimate when \(|w| = 1 \) and \(|\text{Im } w| < \delta \); by symmetry, we can focus only on the connected component containing \( w = -1 \), and write

\[
a(w) \equiv \frac{t^{2/3}}{2\pi} (I_1 + I_2),
\]

where

\[
I_1 := \int_{(-\infty,-2t^{-2/3}) \cup (-t^{-2/3} / 2, \infty)} \frac{\sigma_\gamma(z') - \sigma(z')}{t^{2/3}z' - w} |dz'|, \quad I_2 := \int_{-2t^{-2/3}}^{-t^{-2/3} / 2} \frac{-\sigma(z')}{t^{2/3}z' - w} |dz'|.
\]

To estimate \( I_1 \), note that for \( z' \in (-\infty,-2t^{-2/3}) \cup (-t^{-2/3} / 2, \infty) \), we have \(|t^{2/3}z' - w| \geq C \) for some \( C = C(\delta) > 0 \), so

\[
|I_1| \leq \frac{1}{C} \int_{(-\infty,-2t^{-2/3}) \cup (-t^{-2/3} / 2, \infty)} |\sigma_\gamma(z') - \sigma(z')| |dz'| \leq \frac{1}{C} \int_{\mathbb{R}} |\sigma_\gamma(z') - \sigma(z')| |dz'|.
\]

To estimate \( I_2 \), observe that for \(|w| = 1, |\text{Im } w| < \delta \) and for \( z' \in [-2t^{-2/3}, -t^{-2/3} / 2] \), we have \(|t^{2/3}z' - w| \geq |t^{2/3}z' + 1| \), such that

\[
|I_2| \leq \left| \int_{-2t^{-2/3}}^{-t^{-2/3} / 2} \frac{\sigma(-t^{-2/3})}{t^{2/3}z' - w} |dz'| \right| + \left| \int_{-2t^{-2/3}}^{-t^{-2/3} / 2} \frac{\sigma(-t^{-2/3}) - \sigma(z')}{t^{2/3}z' + 1} |dz'| \right|.
\]
and the first term is $t^{-2/3} \sigma \left( -t^{-2/3} \right) \left[ \int_{-1}^{-1/2} \frac{dz'}{w' - w} \right] = o(1)$ uniformly in the set of values of $w$ considered here (and in the sense of the boundary values at $w = -1$), while the second term is estimated by (1.23) as

$$
\int_{-2t^{-2/3}}^{-1-2/3} \left| \frac{\sigma \left( -t^{-2/3} \right) - \sigma \left( z' \right)}{t^{2/3} z' + 1} \right| \, dz' \leq t^{-2/3} \int_{-2t^{-2/3}}^{-1-2/3} \sup_{\xi < -t^{-2/3}/2} |\sigma' (\xi)| \, dz' = \frac{3}{2} c_0
$$

(6.21)

uniformly in $0 < t < \epsilon$, with $\epsilon$ sufficiently small, such that $\epsilon^{-2/3}/2 > C$, with $C$ as in (1.23).

With similar estimates we take care of the limit $w \to 1$ as well, and therefore we conclude that $a(w) = O \left( t^{2/3} \right)$ uniformly on the whole unit circle $\{ |w| = 1 \}$. Summarizing, we have thus shown that

$$
\| J_S - I \|_{L^1(|w|=1)} = O \left( t^{2/3} \right), \quad \| J_S - I \|_{L^2(|w|=1)} = O \left( t^{2/3} \right), \quad \| J_S - I \|_{L^\infty(|w|=1)} = O \left( t^{2/3} \right),
$$

uniformly in $0 < t < \epsilon$ (for any $\epsilon$ sufficiently small as detailed above) and in $x < MT^{1/3}$, for any constant $M > 0$; here the norms denote the maximum of the entrywise $L^1$, $L^2$, and $L^\infty$-norms.

On the other hand, for $w < -1$ or $w > 1$,

$$
J_S \left( w \right) - I = \left( \gamma \chi_{[0, \infty)} (w) - \sigma \left( wt^{-2/3} \right) \right) \tilde{\Psi}_{\sigma, \gamma} \left( w \right) \left( 0 \quad 1 \right) \tilde{\Psi}_{\sigma, \gamma}^{-1} (w),
$$

and using (1.22) we have

$$
J_S \left( w \right) - I = O \left( e^{-c_2 t^{-2/3} |w| - \frac{2}{3} w^{3/2} + 2t^{1/3} w^{1/2} |w|^{1/4}} \right) = O \left( e^{-c_2 t^{-2/3} |w| - \frac{2}{3} w^{3/2} + 2M w^{1/2} |w|^{1/4}} \right),
$$

showing that the contribution from the rest of the contour $\Gamma$ is $o \left( t^{2/3} \right)$ in the relevant regime.

**Remark 6.2.** If $\sigma$ has the property $\sigma ( -z ) = 1 - \sigma ( z )$ and if $\sigma' (z)$ satisfies $|\sigma' (z)| \leq c_3 |z|^{-3}$ for $|z| > C$ instead of just (1.23), the error terms of the lemma can be strengthened to $O(t^{4/3})$. This is clear in (6.19), and for the limits as $w \to \pm 1$ one can estimate $I_1$ in (6.20) as

$$
I_1 = \int_{-1-2/3}^{-1/2} \frac{\sigma_1 (z') - \sigma(z')}{t^{2/3} z' - w} \, dz' + \int_{-\infty, -2t^{-2/3}}^{-1-2/3} \frac{\sigma_1 (z') - \sigma(z')}{t^{2/3} z' - w} \, dz' = O(t^{2/3}),
$$

by the aforementioned antisymmetry for the first term and by the exponential decay (1.22) of $\sigma$ for the second term, and for $I_2$ one can proceed as in (6.21), and the stronger decay $|\sigma' (z)| \leq c_3 |z|^{-3}$ for $|z| > C$ implies that $|I_2| \leq \frac{1}{2} c_3 t^{2/3}$.

Therefore, the RH problem for $S$ has jumps that are small in the appropriate norms, and in a similar manner as for $Y$ in Section 5.2, we can use this to prove that

$$
\| S_- - I \|_2 \leq \| (1 - C J_S)^{-1} \|_2 \| C_- \|_2 \| J_S - I \|_\infty.
$$

Moreover,

$$
S(w) = I + S^{(1)} (x, t) w^{-1} + O(w^{-2}),
$$

we have

$$
S^{(1)} (x, t) = O(t^{2/3}), \quad t \to 0_+,
$$

uniformly for $|x| \leq MT^{1/3}$. 
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6.4 Asymptotics for $u_\sigma$ and $Q_\sigma$

The asymptotics for $S^{(1)}(x,t)$ imply in particular, since $\widetilde{\Psi}_\sigma(w) = S(w)\Psi_\sigma(w)$ for $|w| > 1$ and by (6.4) that

$$
q_\sigma(x,t) = q_{\sigma_\gamma}(x,t) + \mathcal{O}(1),
$$

$$
p_\sigma(x,t) = p_{\sigma_\gamma}(x,t) + \mathcal{O}(t^{1/3}) = \frac{x^2}{4t} - t^{-1/3} \int_{-xt^{-1/3}}^{+\infty} y_\gamma^2(v)\,dv + \mathcal{O}(t^{1/3}),
$$

where we used (6.8) on the last line. Integrating (5.2) in $x = x'$ between $-\delta$ and $x$ and using (5.2), we obtain

$$
\log Q_\sigma(x,t) = \log Q_\sigma(-\delta,t) - t^{-1/3} \int_{-\delta}^{x} \int_{-xt^{-1/3}}^{+\infty} y_\gamma^2(v)\,dv\,dx' + \mathcal{O}(t)
$$

$$
= \log Q_\sigma(-\delta,t) - \int_{-\delta}^{x} \int_{-xt^{-1/3}}^{+\infty} y_\gamma^2(v)\,dv\,dx' + \mathcal{O}(t^{1/3})
$$

$$
= \log F_{TW}(-xt^{-1/3};\gamma) + \mathcal{O}(t^{1/3}).
$$

This proves part (ii) of Theorem 1.14. Using (3.14), (6.5), (6.7), and the fact that $y_\gamma(-xt^{-1/3})$ is bounded for $|x|t^{-1/3} \leq M$, we also obtain

$$
u_\sigma(x,t) = \partial_x p_\sigma(x,t) = -p_\sigma^2(x,t) - 2q_\sigma(x,t) = \frac{x}{2t} - \frac{1}{t^{2/3}} y_\gamma^2(-xt^{-1/3}) + \mathcal{O}(1),
$$

which proves part (ii) of Theorem 1.8.

7 Small time asymptotics when $Mt^{1/3} \leq x \leq K$

In this section, we assume once more that $\sigma$ satisfies Assumptions 1.1, and that there are constants $c_1, c_2, c_3, C > 0$ such that (1.22) and (1.23) hold. In contrast with the discussion until this point, we now restrict to the case $\gamma = 1$; let us note that $\sigma_{KPZ}(r) = (1 + \exp(-r))^{-\gamma}$ satisfies this assumption. We denote $\sigma_1 = \chi_{(0,+\infty)}$, in agreement with the notation $\sigma_\gamma$ used before. For a sufficiently large positive constant $M$, we assume that $x \geq Mt^{1/3}$, and we also assume that $x$ remains bounded, say $x \leq K$ for an arbitrarily large $K$. Our objective in this section is again to derive small $t$ asymptotics for $\Psi_\sigma$, this time uniform in $Mt^{1/3} \leq x \leq K$. It turns out that it will still be convenient to work in the variable $w = t^{2/3}z$ introduced in Section 6.1. However, we need to construct a local parametrix near $w = 0$, different from that employed in the analysis of the previous section.

7.1 Model RH problem needed for the local parametrix

For the construction of a local parametrix near $w = 0$, we will rely on the following model RH problem, depending on a parameter $\xi$.

As a side note, we mention that this RH problem is obtained by the formal substitution $(x,t) \mapsto (\xi,0)$ in the RH problem for $\Psi_\sigma$.

RH problem for $\Phi_\sigma$

(a) $\Phi_\sigma$ is analytic in $\mathbb{C} \setminus \mathbb{R}$.
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(b) $\Phi_\sigma$ has boundary values $\Phi_{\sigma, \pm}$ which are $L^2$ on any compact real set, and which are continuous on the real line except at the points $r_1, \ldots, r_k$, and they are related by

$$\Phi_{\sigma, +}(z) = \Phi_{\sigma, -}(z) \begin{pmatrix} 1 & 1 - \sigma(z) \\ 0 & 1 \end{pmatrix}. \quad (7.1)$$

(c) As $z \to \infty$ there exist functions $p_0^\sigma = p_0^\sigma(\xi), q_0^\sigma = q_0^\sigma(\xi)$ and $r_0^\sigma = r_0^\sigma(\xi)$ such that $\Phi_\sigma$ has the asymptotic behavior

$$\Phi_\sigma(z) = \left( I + \frac{1}{z} \begin{pmatrix} q_0^\sigma & -i r_0^\sigma \\ i p_0^\sigma & -q_0^\sigma \end{pmatrix} + \mathcal{O}\left( \frac{1}{z^2} \right) \right) z^{\frac{1}{2}\sigma^3} A^{-1} e^{i \xi z^{1/2} \sigma^3} \times \begin{cases} I, & |\arg z| < \pi - \delta, \\ \left( \begin{array}{cc} 1 & 0 \\ \mp 1 & 1 \end{array} \right), & \pi - \delta < \pm \arg z < \pi, \end{cases} \quad (7.2)$$

for any $0 < \delta < \pi/2$; here the principal branches of $z^{1/2}$ and $z^{1/4}$ are taken, analytic in $\mathbb{C} \setminus (-\infty, 0]$ and positive for $z > 0$.

The proof that this RH problem admits a solution $\Phi_\sigma$ for all $\xi > 0$ is based on a vanishing lemma. It contains rather classical but technical arguments, and for that reason we defer it to Appendix A. For now, we continue assuming that there exists a solution $\Phi_\sigma$, and we note that uniqueness of the solution then follows from standard arguments, completely similar to those used before for the uniqueness of $\Psi_\sigma$. Let us also mention a fact which will be useful below and which follows from standard RH theory: for any point $\xi_0 > 0$ there exists an open disk in the complex plane centered at $\xi_0$ such $\Phi_\sigma(z; \xi)$ exists for all $\xi$ in this disk and the asymptotic relation (7.2) is uniform for $\xi$ in this disk.

Let us note that when $\sigma = \sigma_1 = \chi(0, +\infty)$, the RH problem for $\Phi_\sigma$ is (a variant of) the Bessel model RH problem, and then we can construct the matrix $\Phi_{\sigma_1}$ explicitly in terms of Bessel functions (see (7.6) below): let

$$\Phi_{\text{Be}}(\eta) := \begin{pmatrix} 1 & \frac{\eta}{2} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \sqrt{\eta \tau} I_1 \left( \sqrt{\eta \tau} \right) & -i \sqrt{\eta \tau} K_1 \left( \sqrt{\eta \tau} \right) \\ -i \sqrt{\eta \tau} I_0 \left( \sqrt{\eta \tau} \right) & \frac{1}{\sqrt{\eta \tau}} K_0 \left( \sqrt{\eta \tau} \right) \end{pmatrix}, \quad \eta \in \mathbb{C} \setminus (-\infty, 0], \quad (7.3)$$

with principal branches of the square roots, then it is well known that $\Phi_{\text{Be}}$ satisfies the following RH problem (see e.g. [26]).

**RH problem for $\Phi_{\text{Be}}$**

(a) $\Phi_{\text{Be}}$ is analytic in $\mathbb{C} \setminus (-\infty, 0]$.

(b) $\Phi_{\text{Be}}$ has continuous boundary values on $(-\infty, 0)$, and

$$\Phi_{\text{Be, +}} = \Phi_{\text{Be, -}} \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}. \quad (7.4)$$

(c) As $\eta \to \infty$, $\Phi_{\text{Be}}$ has the asymptotic behavior

$$\Phi_{\text{Be}}(\eta) = \left( I + \frac{1}{\eta} \begin{pmatrix} -\frac{9}{128} & -\frac{39i}{512} \\ -\frac{i}{2} & -\frac{9}{128} \end{pmatrix} + \mathcal{O}\left( \frac{1}{\eta^2} \right) \right) \eta^{\sigma_3/4} A^{-1} e^{i \phi^{1/2} \sigma_3} \times \begin{cases} I, & |\arg z| < \pi - \delta, \\ \left( \begin{array}{cc} 1 & 0 \\ \mp 1 & 1 \end{array} \right), & \pi - \delta < \pm \arg z < \pi, \end{cases} \quad (7.5)$$
for any \( 0 < \delta < \pi/2 \); here the principal branches of \( \eta^{1/2} \) and \( \eta^{1/2} \) are taken, analytic in \( \mathbb{C} \setminus (-\infty, 0] \) and positive for \( \eta > 0 \).

(d) As \( \eta \to 0 \), we have \( \Phi_{Be} (\eta) = \mathcal{O} (\log \eta) \).

It is then straightforward to verify that for all \( \xi > 0 \) we have

\[
\Phi_{\sigma_1} (z; \xi) = \xi^{-1/2} \Phi_{Be} (\xi^2 z). 
\]  

7.2 Small \( \xi \) asymptotics for the model RH problem

For later use, we need to understand the behavior of \( \Phi_{\sigma} (z; \xi) \) as \( \xi \to 0 \). To this end we use an argument parallel to that employed in Section 6. More precisely, consider the variable \( \xi^2 z = \eta \) and set

\[
\Xi_{\sigma_{\pm}} (\eta) = \xi^{1/2} \Phi_{\sigma} (\xi^{-2} \eta),
\]

which satisfies the following RH conditions, all of which are consequences of the corresponding conditions for \( \Phi_{\sigma} \).

RH problem for \( \Xi_{\sigma} \)

(a) \( \Xi_{\sigma} \) is analytic in \( \mathbb{C} \setminus \mathbb{R} \).

(b) \( \Xi_{\sigma} \) has boundary values \( \Xi_{\sigma_{\pm}} \) on \( \mathbb{R} \) which are \( L^2 \) on any compact real set, and which are continuous on the real line except at the points \( \xi^2 r_1, \ldots, \xi^2 r_k \), and they are related by

\[
\Xi_{\sigma_{-}} (\eta) = \Xi_{\sigma_{+}} (\eta) \begin{pmatrix} 1 & 1 - \sigma (\xi^{-2} \eta) \\ 0 & 1 \end{pmatrix} - \Xi_{\sigma_{-}} (\eta).
\]

(c) As \( z \to \infty \) there exist functions \( p_{0}^0 = p_{0}^0 (\xi), q_{0}^0 = q_{0}^0 (\xi) \) and \( r_{0}^0 = r_{0}^0 (\xi) \) such that \( \Phi_{\sigma} \) has the asymptotic behavior

\[
\Xi_{\sigma} (\eta) = \left( I + \frac{1}{\eta} \begin{pmatrix} \xi^2 q_{0}^0 & -i \xi^3 r_{0}^0 \\ i \xi^2 p_{0}^0 & -\xi^2 q_{0}^0 \end{pmatrix} + \mathcal{O} \left( \frac{1}{\eta^2} \right) \right)
\]

\[
\times \eta^{1/2} A^{-1} e^{\eta^{1/2} \sigma_3} \times \begin{cases} I, & \arg \eta < \pi - \delta, \\ \begin{pmatrix} 1 & 0 \\ \mp 1 & 1 \end{pmatrix}, & \pi - \delta < \pm \arg \eta < \pi, \end{cases}
\]

for any \( 0 < \delta < \pi/2 \); here the principal branches of \( \eta^{1/2} \) and \( \eta^{1/2} \) are taken, analytic in \( \mathbb{C} \setminus (-\infty, 0] \) and positive for \( \eta > 0 \).

The fact that \( \sigma (\xi^{-2} \eta) \to \sigma_1 (\eta) = \chi_{(0, +\infty)} (\eta) \) as \( \xi \to 0_+ \), uniformly away from \( \xi = 0 \), suggests, as in Section 6, to approximate \( \Xi_{\sigma} (\eta) \) by

\[
\Xi_{\sigma_1} (\eta) = \Phi_{Be} (\eta)
\]

for, say, \( |\eta| > 1 \); \( \Phi_{Be} \) is the Bessel parametrix in (7.3). For \( |\eta| < 1 \) we consider, in analogy with (6.9), the following local parametrix,

\[
L (\eta) = \Phi_{Be} (\eta) \begin{pmatrix} 1 & b (\eta) \\ 0 & 1 \end{pmatrix}
\]
with
\[ b(\eta) = \frac{1}{2\pi i} \left( \int_{-\infty}^{0} \frac{-\sigma (\eta' \xi - 2)}{\eta' - \eta} \, d\eta' + \int_{0}^{+\infty} \frac{1 - \sigma (\eta' \xi - 2)}{\eta' - \eta} \, d\eta' \right). \] (7.9)

Then we define
\[ W(\eta) = \begin{cases} \Xi(\eta) \Phi_{B_1}^{-1}(\eta), & \text{if } |\eta| > 1 \text{ and } \eta \in \mathbb{C} \setminus \mathbb{R}, \\ \Xi(\eta) L^{-1}(\eta), & \text{if } |\eta| < 1. \end{cases} \] (7.10)

Then \( W \) solves the following RH problem. The proof is parallel to the proof of the RH conditions for \( S \) in Section 6, and we omit it.

**RH problem for \( W \)**

(a) \( W \) is analytic in \( \mathbb{C} \setminus \Gamma \), where \( \Gamma \) is the oriented contour in the complex plane given by the union of \( \mathbb{R} \cap \{|\eta| > 1\} \) and \( \{|\eta| = 1\} \), the latter oriented counter-clockwise. See Figure 2.

(b) \( W \) has boundary values \( W_{\pm} \) which are continuous on \( \Gamma \); according to the chosen orientation of \( \{|\eta| = 1\} \), \( W_{+} \) corresponds to the boundary value in \( |\eta| < 1 \), and \( W_{-} \) to that in \( |\eta| > 1 \). Moreover, the boundary values are related by
\[ W_{+}(\eta) = W_{-}(\eta) J_{W}(\eta), \]

with
\[ J_{W}(\eta) = \begin{cases} \Phi_{Be}(\eta) L^{-1}(\eta), & \text{if } |\eta| = 1, \\ \Phi_{Be,-}(\eta) \left( \begin{array}{cc} 1 & \chi_{[0,\infty)}(\eta) - \sigma(\eta \xi - 2) \\ 0 & 1 \end{array} \right) \Phi_{Be,-}^{-1}(\eta), & \text{if } \eta < -1 \text{ or } \eta > 1. \end{cases} \]

(c) As \( \eta \to \infty \), \( W \) has the asymptotic behavior, uniformly in \( \eta \),
\[ W(\eta) = I + \mathcal{O}\left( \eta^{-1} \right). \] (7.11)

We now show that the jump matrix \( J_{W} \) is small in the relevant regime, provided that \( \sigma \) satisfies, in addition to Assumptions 1.1, the decay conditions conditions (1.22) and (1.23). The following lemma is the analogue of Lemma 6.1.

**Lemma 7.1.** There exists \( \epsilon > 0 \) such that the following estimates hold true uniformly in \( 0 < \xi < \epsilon \):
\[ ||J_{W} - I||_{1} = \mathcal{O}(\xi^{2}), \quad ||J_{W} - I||_{2} = \mathcal{O}(\xi^{2}), \quad ||J_{W} - I||_{\infty} = \mathcal{O}(\xi^{2}), \]
where \( ||\cdot||_{1}, ||\cdot||_{2}, \text{ and } ||\cdot||_{\infty} \) denote the maximum of the entrywise \( L^{1}(\Gamma)-, L^{2}(\Gamma)-, \text{ and } L^{\infty}(\Gamma)-\) norms, respectively.

**Proof.** On the unit circle \( |\eta| = 1 \) we have
\[ J_{W}(\eta) - I = b(\eta) \Phi_{Be}(\eta) \left( \begin{array}{cc} 0 & 1 \\ 0 & 0 \end{array} \right) \Phi_{Be}^{-1}(\eta). \]
Since \( \Phi_{Be}(\eta) = \mathcal{O}(1) \) on the unit circle \( |\eta| = 1 \), we have
\[ J_{W}(\eta) - I = b(\eta) \mathcal{O}(1). \]
Then we rewrite $b$ by the change of variable $z' = \eta' \xi^{-2}$ in (7.9), to obtain
\[
|b(\eta)| \leq \frac{\xi^2}{2\pi} \int_{\mathbb{R}} \frac{|\sigma(z') - \sigma(z')|}{|z' - \eta|} dz' \leq \xi^2 \frac{c_1}{|\Im \eta|} \int_{\mathbb{R}} e^{-c_2|z'|} dz' = \frac{2c_1}{c_2\delta} \xi^2
\]
assuming $|\Im \eta| \geq \delta$ and using (1.22). This proves that $b(\eta) = O(\xi^2)$ uniformly in $|\eta| = 1$, $|\Im \eta| \geq \delta > 0$. However, we can take the limit $\eta \to \pm 1$, repeating for $b(\eta)$ the argument explained after (6.19) for the analogous singular integral $a(w)$; as above, we use at this point the condition (1.23). We conclude therefore that $b(\eta) = O(\xi^2)$ uniformly on the whole unit circle $\{|\eta| = 1\}$. This implies
\[
\|J_W - I\|_{L^1(|\eta| = 1)} = O(\xi^2), \quad \|J_W - I\|_{L^2(|\eta| = 1)} = O(\xi^2), \quad \|J_W - I\|_{L^\infty(|\eta| = 1)} = O(\xi^2),
\]
where the norms are the maxima over the matrix entries of the $L^1$, $L^2$, and $L^\infty$-norms.

On the other hand, for $\eta < -1$ and for $\eta > 1$,
\[
J_W(\eta) - I = (\chi_{[0,\infty)}(\eta) - \sigma(\eta \xi^{-2})) \Phi_{\text{Be},-}(\eta) \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \Phi_{\text{Be},-}^{-1}(\eta)
\]
and using (7.5) and (1.22) we have
\[
J_W - I = O\left(e^{-c_2 \xi^{-2} |\eta| + \eta^{1/2} |\eta|^{1/4}}\right)
\]
showing that the contribution from the rest of the contour $\Gamma$ is $o(\xi^2)$ as $\xi \to 0_+$. \(\square\)

Similarly as in the previous sections for $Y$ and $S$, writing $W(\eta) = I + W^{(1)}(\xi) \eta^{-1} + O(\eta^{-2})$ as $\eta \to \infty$, we have as a consequence of the previous lemma that
\[
W^{(1)}(\xi) = O(\xi^2), \quad \xi \to \infty.
\]

Moreover, we can explicitly compute the sub-leading asymptotic term in the asymptotic expansion for $W^{(1)}$ as $\xi \to 0$. For $|\eta| = 1$ we have
\[
J_W^{(1)}(\eta) = I + \xi^2 J_W^{(1)}(\eta) + O(\xi^4),
\]
where
\[
J_W^{(1)}(\eta) = \frac{I_\sigma}{2\pi i \eta} \Phi_{\text{Be}}(\eta) \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \Phi_{\text{Be}}^{-1}(\eta), \quad I_\sigma := \int_{\mathbb{R}} (\sigma_1(r) - \sigma(r)) dr.
\]

On the other parts of the jump contour we have
\[
J_W(\eta) = I + O(\xi^4)
\]
Using similar arguments as the ones for $Y$ in Section 5.2, we can show that
\[
W(\eta) = I + W_1(\eta) \xi^2 + O(\xi^4/(|\eta| + 1)),
\]
uniformly in $\eta \in \mathbb{C} \setminus \Gamma$ as $\xi \to \infty$, with (substitute the above in the jump relation $W_+ = W_- J_W$)
\[
W_{1,+} = W_{1,-} + J_W^{(1)}
\]
which implies the identity
\[
W_1(\eta) = \frac{1}{2\pi i} \int_{|\eta'| = 1} \frac{J_W^{(1)}(\eta')}{\eta' - \eta} d\eta'.
\]
In particular, when $|\eta| > 1$, a residue computation ($J_W^{(1)}(\eta)$ is a meromorphic function of $\eta \in \mathbb{C}$ with a simple pole at $\eta = 0$ only) gives
\[
W_1(\eta) = -\frac{I_\sigma}{2\pi i \eta} \Phi_{\text{Be}}(0) \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \Phi_{\text{Be}}^{-1}(0) = \frac{I_\sigma}{\eta} \begin{pmatrix} \frac{3}{16} & \frac{9}{24} \\ \frac{1}{2} & \frac{1}{24} \end{pmatrix}.
\]
Summarizing,
\[ W(\eta) = I + \frac{I_2 \xi^2}{\eta} \left( \frac{3}{16} \frac{9_1}{728} \right) + O(\xi^4/\eta) \]  
(7.14)
uniformly in in $|\eta| > 1$, $\xi \in (0, \epsilon]$ for all $\epsilon > 0$. Using $\Xi_\sigma(\eta) = W(\eta) \Phi_{\tilde{w}}(\eta)$ for $|\eta| > 1$, we obtain from the $\eta \to \infty$ expansion that
\[ q_\sigma^0(\xi) = -\frac{9}{128\xi^2} - \frac{3I_2}{16} + O(\xi^2), \quad p_\sigma^0(\xi) = -\frac{1}{8\xi} + \frac{I_2 \xi}{2} + O(\xi^3), \quad \xi \to 0, \]  
(7.15)
such that
\[ u_\sigma(\xi) := -p_\sigma^0(\xi)^2 - 2q_\sigma^0(\xi) = \frac{1}{8\xi^2} + \frac{I_2}{2} + O(\xi^2), \quad \xi \to 0, \]  
(7.16)
which proves (1.28) in Theorem 1.12.

7.3 Asymptotics for $\tilde{\Psi}_\sigma$
Let us now come back to the main goal of this section, which is to establish asymptotics for the matrix $\tilde{\Psi}_\sigma(w)$, introduced in (6.2), in the regime $Mt^{1/3} \leq x \leq K$. To this end we shall now define suitable global and local parametrices for $\tilde{\Psi}_\sigma(w)$, which are different from those considered in the previous section.

We define the global parametrix $U(w)$ by
\[ U(w) = w^{\sigma_3/4} A^{-1} e^{-\frac{t}{3} w^{3/2} + xt^{-1/3}w^{1/3}}. \]
This function has the jump matrix \( \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \) on $(-\infty, 0)$, so it satisfies approximately the same RH conditions as $\tilde{\Psi}_\sigma$ for $w$ not too close to zero, and it will turn out to be a good approximation for $\tilde{\Psi}_\sigma$ for $w$ away from 0.

For $w$ close to 0, we need to construct a local parametrix $V$, which satisfies the same jump conditions as $\tilde{\Psi}_\sigma$ and which matches with the global parametrix $U$ on a circle of, say, radius 1 around the origin. To this end, we define $V(w)$ for $|w| < 1$ as
\[ V(w) = t^{\frac{\sigma_3}{4}} \Phi_{\sigma} \left( t^{-2/3} w; x - \frac{2}{3} wt^{1/3} \right). \]  
(7.17)
We note here that for $\Phi_{\sigma}(\eta; \xi)$ to be defined, we must have that $\xi = x - \frac{2}{3} wt^{1/3}$ lies sufficiently close to the real axis $\xi > 0$; to this end we recall that we are assuming $t \to 0$ and $Mt^{1/3} \leq x \leq K$. We now define
\[ R(w) = \begin{cases} (xt^{-1/3})^{\sigma_3/2} \Phi_{\sigma}(w) U^{-1}(w) (xt^{-1/3})^{-\sigma_3/2} & \text{for } |w| > 1, \\ (xt^{-1/3})^{\sigma_3/2} \tilde{\Psi}_\sigma(w) V^{-1}(w) (xt^{-1/3})^{-\sigma_3/2} & \text{for } |w| < 1. \end{cases} \]  
(7.18)
We will now show that $R$ solves the following RH problem.

**RH problem for $R$**

(a) $R$ is analytic in $\mathbb{C} \setminus \Gamma$, where $\Gamma$ is the oriented contour in the complex plane given by the union of $\mathbb{R} \cap \{|w| > 1\}$, oriented from left to right, and the unit circle, oriented counter-clockwise. See Figure 2.
(b) $R$ has boundary values $R_{\pm}$ which are continuous on $\Gamma$; according to the chosen orientation of $\{|w| = 1\}$, $R_+$ corresponds to the boundary value in $|w| < 1$, and $R_-$ to that in $|w| > 1$. Moreover, the boundary values are related by

$$R_{+}(w) = R_{-}(w) J_{R}(w),$$

with

$$J_{R}(w) = \begin{cases} (x^{t-1/3})^{\sigma_3/2} U_{+}(w) V^{-1}(w) (x^{t-1/3})^{-\sigma_3/2}, & \text{if } |w| = 1, \\ (x^{t-1/3})^{\sigma_3/2} U_{-}(w) \begin{pmatrix} 1 \\ 0 \\ 1 \end{pmatrix} - \sigma \left( w^{t-2/3} \right) & \text{if } w < -1 \text{ or } w > 1. \end{cases}$$

(c) For $|\arg w| < \pi$, we have uniformly

$$R(w) = I + O\left(w^{-1}\right) \text{ as } w \to \infty.$$  

Condition (a) above follows from the fact that, by definition, $R$ is an analytic function of $w$ away from $\mathbb{R} \cup \{|w| = 1\}$; it is also easily checked that $V$ and $\tilde{\Psi}_{\sigma}$ have the same jump on $\mathbb{R}$, and so $R$ extends analytically across $w \in (-1,1)$ (with an argument similar to the one used for $S$ to show that the points $w = t^{2/3}r_j$ and $w = 0$ are removable singularities). To prove (b), note that the continuity of $R_{\pm}$ on $\Gamma$ follows from the analogous condition for $\tilde{\Psi}_{\sigma}$, since the points $t^{2/3}r_1, \ldots, t^{2/3}r_K$ will be inside the disk $|w| < 1$ as soon as $t$ is small enough; the jump relation follows from the computations

$$R_{+}(w) = (x^{t-1/3})^{\sigma_3/2} \tilde{\Psi}_{\sigma}(w) V^{-1}(w) (x^{t-1/3})^{-\sigma_3/2}$$

for $|w| = 1$, and

$$R_{+}(w) = (x^{t-1/3})^{\sigma_3/2} \tilde{\Psi}_{\sigma} U_{+}^{-1}(w) (x^{t-1/3})^{-\sigma_3/2}$$

for $w < -1$ and $w > 1$.

Finally, condition (c) follows from the analogous condition in the RH problem for $\tilde{\Psi}_{\sigma}$.

**Lemma 7.2.** As $t \to 0$ we have, uniformly for $Mt^{1/3} \leq x \leq K$ with $M > 0$ large enough, for any $K > 0$,

$$\|J_{R} - I\|_1 = \mathcal{O}\left(x^{-2t^{2/3}}\right), \quad \|J_{R} - I\|_2 = \mathcal{O}\left(x^{-2t^{2/3}}\right), \quad \|J_{R} - I\|_{\infty} = \mathcal{O}\left(x^{-2t^{2/3}}\right),$$

where $\|\cdot\|_1$, $\|\cdot\|_2$, and $\|\cdot\|_{\infty}$ denote the maximum of the entrywise $L^1(\Gamma)$-, $L^2(\Gamma)$-, and $L^\infty(\Gamma)$-norms.

**Proof.** Let us first look at the jump matrix for $w < -1$ and $w > 1$. We have

$$J_{R}(w) - I = \left(\chi_{(0,\infty)}(w) - \sigma \left( w^{t-2/3} \right) \right) (x^{t-1/3})^{\sigma_3/2} U_{-}(w) \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} (x^{t-1/3})^{-\sigma_3/2}$$

$$= e^{-c_2t^{-2/3}|w| - \frac{3}{2}c_2t^{2t^{2/3}w_{1/2}^{1/2}} \mathcal{O}\left(x^{t-1/3}w^{1/4}\right)} + \mathcal{O}\left(e^{-c_2-2Kt^{1/3}}x^{-2/3}w^{1/4}\right).$$
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This implies that the contributions to the $L^1$-, $L^2$-, and $L^\infty$-norms from this part of $\Gamma$ are of exponentially small order as $t \to 0$.

Next, we look at the jump for $R$ on the circle $|w| = 1$. Here, we need to distinguish two cases: first, $\delta \leq x \leq K$ for some arbitrarily small $\delta > 0$, and secondly $M^{1/3} \leq x \leq \delta$. In the first case, $\xi = x - \frac{2}{3}wt^{1/3}$ tends to $x \geq \delta$ as $t \to 0$, such that we can use condition (c), see (7.2), in the RH problem for $\Phi_{\sigma}$ (which holds uniformly for $\xi$ in a small neighborhood of $x$, by standard RH theory) to obtain

$$J_R(w) = (xt^{-1/3})^{\sigma/2}U(w)V^{-1}(w)(xt^{-1/3})^{-\sigma/2}$$

$$= (xt^{-1/3})^{\sigma/2}w^{\sigma/4}A^{-1}e(-\frac{2}{3}w^{3/2} + xt^{-1/3}w^{1/2})\sigma \Phi_{\sigma}^{-1}(t^{-2/3}w; \xi) - \Phi_{\sigma}^{1}(t^{-2/3}w; \xi) + O(t^{1/3})$$

as $t \to 0$. The corresponding result for the $L^1$, $L^2$, and $L^\infty$-norms now follows easily.

In the case $M^{1/3} \leq x \leq \delta$, $\xi = x - \frac{2}{3}wt^{1/3}$ tends to 0 as $t \to 0$ and we are not allowed to use (7.2) because these asymptotics are not valid uniformly as $\xi \to 0$. Instead, we now use the small $\xi$ asymptotics for $\Phi_{\sigma}(z; \xi)$. By (7.7) and (7.10), we have

$$\Phi_{\sigma}(t^{-2/3}w; \xi) = \xi^{-\sigma/2}W(\xi^{-2}t^{-2/3}w)\Phi_{\text{Be}}(\xi^2t^{-2/3}w), \quad |\xi^{-2}t^{-2/3}w| > 1,$$

and moreover, from (7.14) we know that

$$W(\eta) = I + \frac{\xi^2 I_{\sigma}}{\eta} \left(-\frac{3}{16} \frac{9i}{128} \frac{1}{3} \right) + O(\xi^4/\eta),$$

as $\xi \to 0$, uniformly for $\eta$ sufficiently large. We now observe that for $|w| = 1, x > Mt^{1/3}$, and $t$ sufficiently small, $|\xi^{-2}t^{-2/3}w| > M/2$, hence we can use the asymptotics (7.5) and obtain

$$\Phi_{\sigma}(t^{-2/3}w; \xi) = \xi^{-\sigma/2} \left(I + \frac{\xi^2 I_{\sigma}}{w} \left(-\frac{3}{16} \frac{9i}{128} \frac{1}{3} \right) + O(t^{1/3}) \right)$$

$$\times \left(I + \frac{\xi^{-2}t^{2/3}}{w} \left(-\frac{3}{8} \frac{9i}{128} \frac{1}{3} \right) + O(\xi^{-4}t^{1/3}) \right) \xi^{-\sigma/2}t^{-\sigma/6}w^{\sigma/4}A^{-1}e(-\frac{2}{3}w^{3/2} + xt^{-1/3}w^{1/2})\sigma,$$

as $t \to 0$, uniformly in $Mt^{1/3} \leq x \leq \delta$. We obtain

$$J_R(w) = (xt^{-1/3})^{\sigma/2}U(w)V^{-1}(w)(xt^{-1/3})^{-\sigma/2}$$

$$= (xt^{-1/3})^{\sigma/2}w^{\sigma/4}A^{-1}e(-\frac{2}{3}w^{3/2} + xt^{-1/3}w^{1/2})\sigma \Phi_{\sigma}^{-1}(t^{-2/3}w; \xi) - \Phi_{\sigma}^{1}(t^{-2/3}w; \xi) + O(x^{-4}t^{1/3}).$$

We have proven that the contribution of the circle $|w| = 1$ to the norm of $J_R - I$ is also of order $O(x^{-2}t^{2/3})$, and this completes the proof.

Similarly as before for $Y$ and for $S$, we obtain the following result for $R$ (which can be proven using the arguments from Section 5.2): we have $R(w) = I + R^{(1)}(x, t)w^{-1} + O(w^{-2})$ as $w \to \infty$, with

$$R^{(1)} = \frac{1}{2\pi i} \int_{\Gamma} (J_R(w) - I) dw.$$
A closer inspection of the proof of Lemma 7.2 shows that the contribution to this integral of \( \mathbb{R} \setminus [-1, 1] \) is exponentially small in \( t \) as \( t \to 0 \), such that the main contribution comes from the circle \(|w| = 1\). By (7.21), we obtain

\[
R^{(1)}(x, t) = 128 \frac{1}{\pi} \xi^{2/3} \left( \frac{\partial}{\partial t} - \left( \frac{3}{16} \sigma \right) \right) \int_{|w|=1} \frac{dw}{w} + O(t^{4/3}) \left( x^{-\sigma_3/2} \right)
\]

as \( t \to 0 \) with \( \delta \leq x \leq K \), while by (7.22), we have

\[
R^{(1)}(x, t) = 128 \frac{1}{\pi} \xi^{2/3} \left( \frac{\partial}{\partial t} - \left( \frac{3}{16} \sigma \right) \right) \int_{|w|=1} \frac{dw}{w} + O(t^{4/3}) \left( x^{-\sigma_3/2} \right)
\]

for \( M t^{1/3} \leq x \leq \delta \). Using the asymptotics for \( p^0, q^0 \) given in (7.15), we can write this at once as

\[
R^{(1)}(x, t) = 128 \frac{1}{\pi} \xi^{2/3} \left( \frac{\partial}{\partial t} - \left( \frac{3}{16} \sigma \right) \right) \int_{|w|=1} \frac{dw}{w} + O(t^{4/3}) \left( x^{-\sigma_3/2} \right)
\]

where \( \sigma \) denotes an unimportant entry.

### 7.4 Asymptotics for \( u_\sigma \) and \( Q_\sigma \)

Plugging the above large \( w \) and small \( t \) asymptotics for \( R \) into the identity

\[
\hat{P}_\sigma(w) = (x t^{-1/3})^{-\sigma_3/2} R(w) U(w) (x t^{-1/3})^{\sigma_3/2},
\]

valid for \(|w| > 1\), using (6.4), and comparing term by term in the large \( w \) expansions we obtain

\[
q_\sigma(x, t) = q^0_\sigma(\xi) + O(x^{-4/3}), \quad p_\sigma(x, t) = p^0_\sigma(\xi) + O(x^{-4/3}),
\]

implying

\[
u_\sigma(x, t) = -p^0_\sigma(x, t) - 2q_\sigma(x, t) = -p^0_\sigma(x)^2 - 2q^0_\sigma(x) + O(x^{-3} t^{1/3}) = v_\sigma(x) \left( 1 + O(x^{-1} t^{1/3}) \right),
\]

uniformly in \( M t^{1/3} \leq x \leq K \) as \( t \to 0 \). Here we denoted

\[
v_\sigma(x) = -p^0_\sigma(x)^2 - 2q^0_\sigma(x),
\]

as in (7.16); the properties of \( v_\sigma(x) \) will be further studied in Section 7.5.

To obtain asymptotics for \( Q_\sigma(x, t) \), we integrate the identity (5.2) in \( x \) between \( rt^{1/3} \) and \( x \), with \( r > M \). This gives

\[
\log Q_\sigma(x, t) = \log Q_\sigma(rt^{1/3}, t) + \int_{rt^{1/3}}^x \left( p_\sigma(\xi, t) - \frac{\xi^2}{4t} \right) d\xi.
\]

Now we use part (ii) of Theorem 1.14 and the above asymptotics for \( p_\sigma \) to obtain

\[
\log Q_\sigma(x, t) = \log Frw(-r; 1) + \int_{rt^{1/3}}^x \left( p^0_\sigma(\xi) - \frac{\xi^2}{4t} + O(\xi^{-2} t^{1/3}) \right) d\xi + O(t^{1/3}),
\]
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and after a straightforward computation, it follows that we have uniformly for \( r \) and \( xt^{-1/3} \) sufficiently large,

\[
\log Q(x, t) = \log F_{TW}(-r; 1) + \frac{x^3}{12} + \frac{1}{8} \log r - \frac{x^3}{12t} - \frac{1}{8} \log(xt^{-1/3}) + \int_{rt^{1/3}}^{x} \left( p_0^0(\xi) + \frac{1}{8\xi} \right) d\xi + O(x^{-1}t^{1/3}) + O(r^{-1}).
\]

Now, we can rely on the known large gap asymptotics for the Tracy-Widom distribution: from \([22, 4]\), we know that

\[
\lim_{r \to +\infty} \left( \log F_{TW}(-r; 1) + \frac{x^3}{12} + \frac{1}{8} \log r \right) = \frac{\log 2}{24} + \log \zeta'(-1),
\]

where \( \zeta' \) is the derivative of Riemann’s zeta function. Hence, if we let \( r \to \infty \) slow enough such that \( rt^{1/3} \to 0 \), we obtain

\[
\log Q(x, t) = -\frac{x^3}{12t} - \frac{1}{8} \log(xt^{-1/3}) + \frac{\log 2}{24} + \log \zeta'(-1) + \int_{0}^{x} \left( p_0^0(\xi) + \frac{1}{8\xi} \right) d\xi + O(x^{-1}t^{1/3}).
\]

For this, we also used the asymptotics (7.15) for \( p_0^0 \). The integral in this expression is uniformly bounded for \( x \leq K \), for any \( K > 0 \). Using the identity \( \partial_\xi p_0^0(\xi) = \nu_\sigma(\xi) \), which we will prove below (see (7.24)), we can also write this as

\[
\log Q(x, t) = -\frac{x^3}{12t} - \frac{1}{8} \log(xt^{-1/3}) + \frac{\log 2}{24} + \log \zeta'(-1) + \int_{0}^{x} (x-\xi) \left( \nu_\sigma(\xi) - \frac{1}{8\xi^2} \right) d\xi + O(x^{-1}t^{1/3}),
\]

as \( t \to 0 \) with \( Mt^{1/3} \leq x \leq K \).

### 7.5 Proof of Theorem 1.12

We first note that (1.28) has already been proven above, see (7.16), as a consequence of the small \( \xi \) asymptotics for the model parametric \( \Phi_\sigma \).

The proof of the remaining properties of \( \nu_\sigma \) is parallel to the proof of (1.9)–(1.12) in Theorem 1.3. By operator theoretic methods analogous to those used in Section 3, one can prove that \( \Phi_\sigma \) is differentiable in \( \xi \) and that the asymptotics of \( \partial_\xi \Phi_\sigma(z) \) for large \( z \) can be obtained by formally differentiating (7.2). It is then easy to show that \( \tilde{B}_0(z; \xi) := (\partial_\xi \Phi_\sigma(z; \xi)) \Phi_\sigma^{-1}(z; \xi) \) is a linear function of \( z \);

\[
\tilde{B}_0(z; \xi) = \begin{pmatrix} p_0^0(\xi) & iz + 2i\eta_0^0(\xi) \\ -i & -p_0^0(\xi) \end{pmatrix},
\]

where \( p_0^0, \eta_0^0, r_0^0 \) are as in (7.2). It also follows that \( \text{Res}_{z=0} \tilde{B}_0(z; \xi) = \text{Res}_{z=0} (\partial_\xi \Phi_\sigma(z; \xi)) \Phi_\sigma^{-1}(z; \xi) = 0 \); the (2,1)-entry of this identity implies

\[
\nu_\sigma(\xi) = \partial_\xi p_0^0(\xi) = -p_0^0(\xi)^2 - 2\eta_0^0(\xi),
\]

in complete analogy with (3.14).

Setting

\[
\Theta_0(z; \xi) = e^{i\pi \sigma x/4} \begin{pmatrix} 1 & -i p_0^0(\xi) \\ 0 & 1 \end{pmatrix} \Phi_\sigma(z; \xi) e^{-i\pi \sigma x/4}
\]

we have, exactly as in Proposition 3.4,

\[
\partial_\xi \Theta_0(z; \xi) = B_0(z; \xi) \Theta_0(z; \xi),
\]
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with
\[
B_0(z; \xi) = \begin{pmatrix} 0 & -z + \partial_\xi \psi_0^2(\xi) - \psi_0^2(\xi)^2 - 2\psi_0^2(\xi) \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} 0 & -z + 2v_\sigma(\xi) \\ 1 & 0 \end{pmatrix}.
\]

Therefore we can write
\[
\Theta_0(z; \xi) = \sqrt{2\pi} \begin{pmatrix} \partial_\xi \psi(z; \xi) & -\partial_\xi \tilde{\psi}(z; \xi) \\ -\psi(z; \xi) & \tilde{\psi}(z; \xi) \end{pmatrix}
\]
(7.26)
where \( \psi = \psi_\sigma \) and \( \tilde{\psi} = \tilde{\psi}_\sigma \) solve the Schrödinger equation
\[
\partial_\xi^2 \begin{pmatrix} \psi(z; \xi) \\ \tilde{\psi}(z; \xi) \end{pmatrix} = (z - 2v(\xi)) \begin{pmatrix} \psi(z; \xi) \\ \tilde{\psi}(z; \xi) \end{pmatrix},
\]
proving in particular (1.30). The asymptotic relation (1.32) follows from
\[
-\sqrt{2\pi} \psi(z; \xi) = (\Theta_0)_{2,1}(z; \xi) \sim -\frac{\varepsilon \xi^{1/2}}{\sqrt{2\pi^{1/4}}} \sim -\sqrt{\pi} I_0(\xi \sqrt{z}) \quad |\arg z| < \pi - \delta,
\]
where we used first the asymptotics for \( \Phi_\sigma \) in (7.2) and (7.25), and then the asymptotics \( I_0(\zeta) \sim \frac{\varepsilon \zeta}{(2\pi)^{1/2}} \) of the Bessel function for \( \zeta \to \infty \) within \( |\arg \zeta| < \frac{\pi}{2} \), for all \( \delta > 0 \).

Finally, by a residue computation similar to that in the proof of Proposition 4.1, we have
\[
\frac{1}{2\pi i} \int_{\mathbb{R}} \Theta_0(z; \xi) \begin{pmatrix} 0 & -1 \\ -1 & 0 \end{pmatrix} \Theta_0^{-1}(z; \xi) \, d\sigma(r) = \text{Res}_{z=\infty} \partial_\xi \Theta_0 \Theta_0^{-1}.
\]
Using (7.26) and computing the residue at infinity by (7.2), the (2,1)-entry of this identity gives
\[
\int_{\mathbb{R}} \psi^2(r; \xi) \, d\sigma(r) = \frac{\xi}{2},
\]
which proves (1.31). Moreover, differentiating it twice and using the Schrödinger equation, we get
\[
0 = \frac{1}{2} \int_{\mathbb{R}} \partial_\xi^2 (\psi^2(r; \xi)) \, d\sigma(r) = \int_{\mathbb{R}} \left[ (\partial_\xi \psi(r; \xi))^2 + \psi(r; \xi) \partial_\xi^2 \psi(r; \xi) \right] \, d\sigma(r)
= \int_{\mathbb{R}} \left[ (\partial_\xi \psi(r; \xi))^2 + (r - 2v(\xi)) \psi^2(r; \xi) \right] \, d\sigma(r) = \int_{\mathbb{R}} \left[ (\partial_\xi \psi(r; \xi))^2 + r \psi^2(r; \xi) \right] \, d\sigma(r) - \xi v(\xi),
\]
which proves (1.29).

A Solvability of the model RH problem for \( \Phi_\sigma \)

We now establish the existence of the solution to the RH problem for \( \Phi_\sigma \); to this end we rely on the following \textit{vanishing lemma}, which shows that there are no nontrivial solutions to the \textit{homogeneous} version of the RH problem for \( \Phi_\sigma \).

\textbf{Lemma A.1 (Vanishing lemma).} Let \( H \) be a \( 2 \times 2 \) matrix function satisfying the following conditions.

(a) \( H \) is analytic in \( \mathbb{C} \setminus \mathbb{R} \).

(b) \( H \) has boundary values \( H_{\pm} \) on \( \mathbb{R} \) which are \( L^2 \) on any compact real set, and which are continuous on the real line except at the points \( r_1, \ldots, r_k \), and they are related by
\[
H_+(z) = H_-(z) \begin{pmatrix} 1 & 1 - \sigma(z) \\ 0 & 1 \end{pmatrix}.
\] (A.1)
(c) For $|\arg z| < \pi$, we have uniformly

$$H(z) = O\left(|z|^{-3/4}\right) e^{\pi z/2} \text{ as } z \to \infty.$$  \hfill (A.2)

Then $H(z) = 0$ identically in $z$.

Proof. The proof follows standard arguments, see for example [24]. Set

$$M(z) = H(z) \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} H^\dagger(z),$$

where $H^\dagger$ denotes the conjugate transpose of $H$. Then $M(z)$ is an analytic function of $z \in \mathbb{C} \setminus \mathbb{R}$, and as $z \to \infty$ we have, from (A.2), $M(z) = O(|z|^{-3/2})$. Therefore by Cauchy’s theorem we have

$$\int_{\mathbb{R}} M_+^+(z) \, dz = \int_{\mathbb{R}} M_+^-(z) \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} H^\dagger(z) \, dz = 0$$

implying

$$\int_{-\infty}^{+\infty} H_-(z) \begin{pmatrix} 1 & 1 - \sigma(z) \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} H^\dagger(z) \, dz = \int_{-\infty}^{+\infty} H_-^+(z) \begin{pmatrix} 1 & 1 - \sigma(z) \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} H^\dagger(z) \, dz = 0.$$  \hfill (A.3)

Adding (A.3) and its adjoint we obtain

$$\int_{-\infty}^{+\infty} H_-^+(z) \begin{pmatrix} 1 - \sigma(z) & 0 \\ 0 & 0 \end{pmatrix} H^\dagger(z) \, dz = \int_{-\infty}^{+\infty} (1 - \sigma(z)) \begin{pmatrix} |H_{11,-}(z)|^2 & H_{11,-}(z) H_{21,-}(z) \\ \overline{H_{11,-}(z)} H_{21,-}(z) & |H_{21,-}(z)|^2 \end{pmatrix} \, dz = 0,$$

implying $(1 - \sigma(z)) H_{11,-}(z) = 0$ and $(1 - \sigma(z)) H_{21,-}(z) = 0$ identically for $z$ on the real line; it follows that

$$H_+^+(z) - H_-^+(z) = H_-^+(z) \begin{pmatrix} 0 & 1 - \sigma(z) \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 0 & (1 - \sigma(z)) H_{11,-}(z) \\ 0 & (1 - \sigma(z)) H_{21,-}(z) \end{pmatrix} = 0, \quad z \in \mathbb{R},$$

and so, by the Schwartz reflection principle, $H(z)$ is analytic throughout the whole complex plane (possible poles at $r_1, \ldots, r_k$ are ruled out by the $L^2$ condition on the boundary values of $H$). Therefore $H_{11}(z)$ and $H_{21}(z)$ vanish identically, because they are entire and they vanish along some nonzero interval of $\mathbb{R}$. It follows from this together with the jump condition (A.1) that $H_{12}(z)$ and $H_{22}(z)$ are entire functions, which by (A.2) behave as $O\left(z^{-3/4} e^{-x^{1/4}}\right)$ when $z \to \infty$ uniformly in all directions of the complex plane; because of our choice of branch for the square root, one concludes from the Liouville theorem that also $H_{12}(z)$ and $H_{22}(z)$ vanish identically.

Finally we follow the standard argument to infer that the solution to the RH problem for $\Phi_\sigma$ exists; indeed, it is known that $\Phi_\sigma$ exists if and only if a certain Fredholm operator of index zero is invertible, and it is easy to see that the kernel of this operator is nontrivial if and only there exists a matrix $H$ with the properties listed in Lemma A.1. We refer to [35, App. A] for a detailed explanation of this argument; in this respect we point out that the RH problem for $\Phi_\sigma$ can be transformed by elementary, though lengthy, transformations into an umbilical RH problem in the sense of [35].
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