ABSTRACT

Automatic Speech Recognition (ASR) systems have found their use in numerous industrial applications in very diverse domains creating a need to adapt to new domains with small memory and deployment overhead. In this work, we introduce domain-prompts, a methodology that involves training a small number of domain embedding parameters to prime a Transformer-based Language Model (LM) to a particular domain. Using this domain-adapted LM for rescoring ASR hypotheses can achieve 7-13% WER reduction for a new domain with just 1000 unlabeled textual domain-specific sentences. This improvement is comparable or even better than fully fine-tuned models even though just 0.02% of the parameters of the base LM are updated. Additionally, our method is deployment-friendly as the learnt domain embeddings are prefixed to the input to the model rather than changing the base model architecture. Therefore, our method is an ideal choice for on-the-fly adaptation of LMs used in ASR systems to progressively scale it to new domains.
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1. INTRODUCTION

Automatic Speech Recognition (ASR) systems form a key component of various products across industry. With recent advancements [1, 2, 3], they have been deployed in a wide range of domains, including healthcare, travel reservations, and customer services etc. A typical technique to improve the performance of these systems is to do a rescoring of the $n$-best hypotheses with an external Language Model (LM) [2]. Recent pretrained Transformer-based LMs such as GPT-2 [4] and BERT [5] have been shown [6] to be more effective than conventional LSTM based LMs for rescoring. However, their use in an industrial ASR system that needs to incrementally support new domains poses the following challenge. As showcased in [7, 8], domain-specific data is useful for improving performance in a domain. However, retraining or maintaining copies of Transformer-based LMs for each domain separately is not scalable as updating and storing millions of parameters comes with a large cost. Therefore, a need for an efficient domain-adaptation method for such LMs is evident. [9, 10, 11] used external knowledge, memory and context respectively to improve performance in specific difficult domains, while [12, 13] adapted the neural LM used within the system. However, to the best of our knowledge, ours is the first work to propose and study methods to do efficient domain-adaptation of Transformer-based LMs to benefit ASR systems. Language modeling literature [14, 15, 16] introduced novel methodologies to solve a related problem of efficiently adapting such LMs to specific tasks. Instead of fine-tuning and storing millions of parameters for each task, they propose augmenting the frozen task-agnostic model with a handful of task-specific trainable parameters. For example, AdapterHub [14] introduced new task-specific layers in conjunction to frozen pre-trained weights of LMs. More recent models, such as GPT-3 [17], are able to solve new tasks with the help of just the textual descriptions of the task (called prompts).

Extending [18], the focus of this work is to adapt such LMs to different domains of the same task rather than solving multiple tasks. Our objective is to learn a small set of domain-specific parameters to score ASR hypotheses better than the base Transformer-based LM without the domain data. Drawing ideas from prompt-tuning [15] for task adaptation, we introduce domain-prompts for our goal. We define domain-prompts as domain-specific embeddings, which when prefixed to the sequence of token embeddings, and passed through a pretrained Transformer LM, return the probability distribution of the next token, close to that given by a fully domain-adapted LM. Our main contributions are summarized as follows: (1) we introduce a new methodology domain-prompts, which is the first attempt to apply prompt-tuning for parameter-efficient domain-adaptation of Transformer-based LMs for their use in ASR systems, (2) In new domains with limited data, we demonstrate that rescoring ASR hypotheses with LM adapted using our method can achieve 7-13% WER reduction while using a handful of additional domain-specific parameters (3) Along with saving memory and training cost, domain-prompts can match or even beat the performance of fully fine-tuned models with no change to the deployment of the base model, thereby making it the ideal choice for on-the-fly domain adaptation for industrial ASR systems.
2. METHODOLOGY

GPT-3 [17] introduced natural-language prompts as textual descriptions of a task. For example - prefixing "translate the sentence to French" to the input for the machine translation task. In prompt-tuning [15], rather than designing these prompts manually, the model learns their embeddings using a few labeled examples from the task. We demonstrate that such embeddings can also be learnt for different domains, i.e., we can prefix a sentence with additional domain-specific embedding vectors such that it improves the perplexity of the sentences from that domain. We use the self-supervised task of predicting the next token in unlabeled domain-specific text for training. An unlabelled sentence is a sequence of tokens \( \{x_1, x_2, \ldots, x_T\} \). Let \( \mathbf{x}^{\phi}_{1:T} \) be the corresponding concatenation of \( d \)-dimensional embedding vectors for these tokens, given by the embedding matrix parameterized by \( \phi \). These vectors are propagated through multiple Transformer layers before taking a softmax to obtain the probability distribution over the vocabulary for the next possible token. Mathematically, we denote the probability of predicting \( x_t \) token at \( t \)th time-step as \( p_\theta(x_t|\mathbf{x}^{\phi}_{1:t-1}) \) where \( \theta \) represents all the parameters in the Transformer layers. Both \( \theta \) and \( \phi \) have large dimensions and are trained together on a large corpus of text.

In our method, for any domain \( D \), we begin with pretrained \( \{\theta, \phi\} \) and introduce a small number of additional parameters \( \phi_D \) in the form of \( k \) \( d \)-dimensional embedding vectors \( [\mathbf{x}^{\phi_D}_{d1} \ldots \mathbf{x}^{\phi_D}_{dk}] \) concatenated together as \( \mathbf{x}^{\phi_D}_{d1:k} \). We prefix them to each sentence while predicting the next token at each time step. While training, we keep \( \{\theta, \phi\} \) fixed and learn \( \phi_D \) by minimizing the cross-entropy loss between the true token value \( x_t \) and its predicted probability. Eq. 1 represents the loss for one such sequence and we add the loss value for all the sentences from the domain.

\[
\phi_D = \underset{\phi_D}{\text{argmin}} \sum_{t=1}^{T} \log p_\theta(x_t|\mathbf{x}^{\phi_D}_{d1:k}; \mathbf{x}^{\phi}_{1:t-1}) \tag{1}
\]

We hypothesize that the self-attention layer in Transformer-based LMs will create an interaction between \( \phi_D \) and the embeddings of the tokens from sentences, thereby improving the score to cater to the domain \( D \). During inference, we prefix the trained domain-prompts \( \{\mathbf{x}^{\phi_D}_{d1:k}\} \) of the corresponding domain to the hypotheses from the ASR system and use perplexity scores from the model for rescoring as explained in Fig. 1. Further, in our implementation, we use gradient descent to minimize the loss and instead of initializing the parameters \( \phi_D \) randomly, we begin with token embeddings (using \( \phi \) from pretrained model) of the \( k \) most frequent words in the training sentences of the domain, following prior work [15]. Also, to ensure inference latency does not increase due to additional computations, we use caching to store the state of the Transformer after propagating the \( k \) domain-prompts through the Transformer layers. These domain-embeddings are constant for all the hypotheses in the domain and hence its forward pass through Transformer layers can be precomputed to ensure the latency for scoring a hypothesis is same for both base and adapted versions of the Transformer LM.

3. EXPERIMENTAL SETUP

To test the effectiveness of the proposed domain-prompts, we run extensive experimentation with numerous adaptation baselines with four different domains, model sizes, initializations and training set sizes. We use two versions of GPT-2 architecture [4] as our base models: (1) gpt2 (117M (million) parameters) (2) gpt2-medium (345M parameters). We conduct all our experiments on an AWS ec2 instance with 8 Tesla V100 GPUs using a hybrid ASR system. Such a system consists of an Acoustic Model (AM), and two different LMs. First pass LM is an ngram LM which is directly composed with lattice from the AM while second pass LM is a Neural LM and is used for rescoring the \( n \)-best hypotheses decoded from the lattice. Our AM is trained on 12k hours of audio. Our first pass LM is a 4-gram model with Kneser-Ney (KN) [19] smoothing with vocabulary size of 500k words trained on a heterogeneous corpus of text. We use scores from different second pass LMs (and interpolate with scores from the AM and the first pass LM) to rescore \( n \)-best lists with \( n = 10 \). Our performance metric is Word Error Rate (WER) and we report WER Reduction % (WERR) over the baseline.

![Fig. 1. Domain Prompts: training (left) and inference (right) methodology for domain-adaptation](image-url)
We evaluate under two different settings representative of any industrial multi-domain ASR system: (1) New domains with limited data: To simulate the scenario of on-the-fly adaptation to new/unseen domains, we use only 1k domain-specific sentences to adapt the second pass LM. (2) Domains with large data: 50k domain-specific sentences are added to the training set of both the first and the second pass LM.

Dataset: For our experiments, we need domain-wise (i) textual data for LM adaptation, (ii) audio data for evaluation. We were not able to find any public dataset that can be split domain-wise and meets both the criteria. Therefore, we use in-house datasets from four different domains with all Personal Identifiable Information (PII) removed. For textual data, we use 1k and 50k domain-specific conversational sentences in the two settings respectively. This data is split into 80:20 as train and dev set respectively. The perplexity on the dev set is used for tuning the hyperparameters like learning rate etc for all the baselines. For evaluation, we use 500 labelled 8khz audios per domain which are single utterances from a conversational task-oriented dialog system.

Baselines: The different choices of second pass LM used for comparison in Table 2 are defined below: (1) no rescoring (baseline): Use the 1-best hypothesis with no second pass LM. (2) LSTM LM: 2-layer LSTM based LM with embedding dimension (d), hidden dimension (h) and a word-based tokenizer with vocabulary size (V). (3) no adaptation: Out-of-the-box Transformer-based LMs without the use of any domain data or any parameter update. (4) tuning embedding layer: Update the parameters of the embedding matrix (φ) using domain-specific data while keeping θ fixed. (5) prompt-designing: Prefix manually-defined prompts to the hypotheses without any training. 20 most frequent words from the domain were used as fixed prompts. (6) domain-embedding [7]: Learn the embedding of a special domain token. It is equivalent to k = 1 in our method. (7) domain-Adapters [14] are typically used for parameter-efficient task adaptation of Transformer-based LM. However, we train domain Adapters here using the self-supervised task of next token prediction with different reduction factors (c). (8) domain-prompts: Update the domain embeddings (ϕD) for different values of k and initializations of φp. (9) full fine-tuning: Update all the parameters (θ, φ) of the base LM. (10) oracle: pick hypothesis in the n-best list with minimum WER to know the upper bound of improvements through rescoring.

4. RESULTS AND DISCUSSION

Domain adaptation methods are used to prime the LM to a particular domain. As shown in Table 1, the LM adapted using domain-prompts learnt from airlines data, completes sentence to a very domain-specific utterance in contrast to the out-of-the-box LM extending the input to a generic sentence. We showcase some qualitative results in Table 3 where perplexity scores from vanilla gpt2 and domain-prompts (k = 50) for similar sounding hypotheses is provided. These examples indicate how domain information helps to disambiguate to choose the right hypothesis. We summarize the WERR scores of all our methods in the two different settings in Table 2. The first column contains the name of the methodology and its hyper-parameter, second column is the base model used while the third column represents the number of domain-specific trainable parameters needed in addition to the base model. Note that the goal of the experiments is not only to find the best performing method, but also to discover settings that achieve optimal performance with the minimal number of additional parameters. This is a critical decision point for systems to scale to potentially hundreds of domains as storage and training cost are directly linked to the number of domain-specific parameters.

The adaptation to domain-specific data is useful for performance in all the domains in both the settings (row 4 vs. 19 or row 3 vs. 18). Even rescoring with dialog-gpt2-medium [20] (row 5), which is pretrained on a large dialog corpus is not as effective as adaptation to small amounts of domain data. The WERR numbers vary across different domains but the relative performance for different domain-adaptation methods is consistent across all domains. The domains are fairly different from each other. Domains like healthcare have a large number of unseen technical words and hence improvements through rescoring are relatively small. In the large-data-setting, the domain-specific data is also added to first pass LM and hence the quality of the n-best hypotheses is better, which leads to larger performance improvements through rescoring (row 20). Similar to results in [6], we observe Transformer-based LMs perform better than LSTM based methods (row 1 and 2 vs. 18). For fair comparison, we increase the size of the LSTM model and pretrain it with wiki-text-103 [21] (row 2), but it still cannot match Transformer models. Also, as we increase the size of the Transformer, the performance improves (row 18 vs. 19), further indicating the need for parameter-efficient adaptation methods. Our main conclusions about our method are as follows:

Domain prompts are the most parameter efficient: domain-prompts uses < 0.02% of parameters of the base model per domain to achieve performance comparable to domain-specific fully fine-tuned models with millions of parameters (row 17 vs. 19). Although fine-tuned models perform better than our method in the large-data-setting, their improvement comes at the cost of deploying separate models for each domain. This is expected when adequate data is available, large
number of domain-specific parameters can capture larger amount of domain information. Adapters which are commonly used for their efficiency, have limited efficacy when compared to our method. Domain prompts with 20 times less parameters, can beat its performance (row 11 vs. 17). Further, Adapters have another limitation that their number of parameters scale with the number of layers in the base Transformer model (gpt2 vs. gpt2-medium) while domain-prompts depends only on the embedding dimension d. Fine-tuning a subset of parameters in Transformer-based LM (row 6) is not effective as manually selecting a subset of most influential parameters is difficult and performs worse than our method in both performance and cost. Methods like fixing prompts or training a single domain embedding vector use no or very small number of parameters but their improvements are only marginal over unadapted base LM (row 3 vs. 7 and 8).

Domain prompts achieve best performance for new/unseen domains: This setting represents common practical applications where a new domain with limited amount of available data needs to be added to the ASR system. Here, domain-prompts can reap both the benefits: (1) rich pretraining of Transformer based LM (row 6) is not effective as manually selecting a subset of most influential parameters is difficult and performs worse than our method in both performance and cost. Methods like fixing prompts or training a single domain embedding vector use no or very small number of parameters but their improvements are only marginal over unadapted base LM (row 3 vs. 7 and 8).

Domain prompts provide hyper-parameter (k) to trade-off performance and cost: Comparing row 13, 14 and 16 in Table 2, we see that the performance of models improves as we increase k, although the improvements saturate. This provides ASR system developers a parameter to control cost as per their requirements and availability of domain data.

Initialization with common vocabulary token embeddings helps: Comparing rows 14 and 15, initializing φ with token embedding of most frequent domain words gives marginal improvements. Since these words are representative of the domain, they prove to be a useful starting point.

5. CONCLUSION

Domain prompts provide a scalable and parameter-efficient method to add domain information to Transformer based LMs. It saves storage and training cost without compromising performance. It also achieves the best performance for new domains with only handful of available examples. Rather than updating the base model parameters, the new parameters are added as prefixes to input, hence our method doesn’t require model deployments per domain. Therefore, our method becomes an ideal choice for on-the-fly adaptation of second pass LMs for incrementally scaling the industrial ASR system to new domains with negligible overhead.
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