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Abstract

This paper is a contribution to the study of parity games and the recent constructions of three quasipolynomial time algorithms for solving them. We revisit a result of Czerwiński, Daviaud, Fijalkow, Jurdziński, Lazić, and Parys showing a quasipolynomial barrier for all three quasipolynomial time algorithms. The argument is that all three algorithms can be understood as constructing a so-called separating automaton, and to give a quasipolynomial lower bound on the size of separating automata.

We give an alternative proof of this result. The key innovations of this paper are the notion of universal graphs and the idea of saturation.

1 The quasipolynomial era for parity games

The first quasipolynomial time algorithm was constructed by Calude, Jain, Khoussainov, Li, and Stephan \textsuperscript{CJK+17}. Shortly after its publication two papers came out to give different presentations and correctness proofs of the algorithm, the first by Gimbert and Ibsen-Jensen \textsuperscript{GIJ17}, the second by Fearnley, Jain, Schewe, Stephan, and Wojtczak \textsuperscript{FJS+17}. Later Bojańczyk and Czerwiński \textsuperscript{BC18} explained how to understand the algorithm as the construction of a so-called separating automaton.

The second quasipolynomial time algorithm was defined by Jurdziński and Lazić \textsuperscript{JL17}. It is called the succinct progress measure algorithm and is presented as an improvement over the previously known small progress measure algorithm. A year later Fijalkow \textsuperscript{Fij18} introduced the notion of universal trees and argued that the succinct progress measure algorithm is concisely explained using this new notion, and proved a quasipolynomial lower bound for universal trees.

A third quasipolynomial time algorithm was proposed by Lehtinen \textsuperscript{Leh18}, based on the notion of register games.

Each of the three algorithms can be understood as constructing a (different) separating automaton. In a recent paper Czerwiński, Daviaud, Fijalkow, Jurdziński, Lazić, and Parys \textsuperscript{CDF+18} (superseding the technical report \textsuperscript{Fij18}).
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Figure 1: A parity game (the dotted regions are the winning sets for each player).

showed that any separating automaton contains in its state space a universal tree, which combined with the quasipolynomial lower bound for universal trees yields a quasipolynomial barrier applying to the three quasipolynomial time algorithms.

The purpose of this paper is to give an alternative proof of this latest result, stated in Theorem 1. The key innovations are the notion of universal graphs and the idea of saturation.

**Theorem 1** (the equivalence between 1. and 2. was proved in CDF+18). The following quantities are equal.

1. The size of the smallest universal tree
2. The size of the smallest separating automaton
3. The size of the smallest universal graph

The construction of a universal tree from a separating automaton is the main technical achievement of the paper by Czerwiński, Daviaud, Fijalkow, Jurdziński, Lazić, and Parys CDF+18. In the present paper we propose a different route: we define a saturation technique and show that the saturation of a separating automaton is a universal graph, and similarly that the saturation of a universal graph is a universal tree.

### 2 Universal graphs

We fix \( n, d \) two positive integers parameters. We let \( \text{Parity} \subseteq [0, d - 1]^\omega \) denote the set of infinite words such that the maximal priority appearing infinitely often is even.

A graph is a structure with \( d \) binary relations \( E_i \) for \( i \in [0, d - 1] \), with \( (v, v') \in E_i \) meaning that there is an edge from \( v \) to \( v' \) labelled \( i \). We write
\((v, i, v') \in E\) instead of \((v, v') \in E_i\). The size of a graph is its number of vertices. A graph homomorphism is simply a homomorphism of such structures: for two graphs \(G, G'\), a homomorphism \(\phi : G \to G'\) maps the vertices of \(G\) to the vertices of \(G'\) such that
\[(v, i, v') \in E \implies (\phi(v), i, \phi(v')) \in E\]
As a simple example that will be useful later on, note that if \(G'\) is a super graph of \(G\), meaning they have the same domain and every edge in \(G\) is also in \(G'\), then the identity is a homomorphism \(G \to G'\).
A graph together with two sets \(V_{\text{Eve}}\) and \(V_{\text{Adam}}\) such that \(V\) = \(V_{\text{Eve}}\uplus V_{\text{Adam}}\) is called a (parity) game: \(V_{\text{Eve}}\) is the set of vertices controlled by Eve and represented by circles, and \(V_{\text{Adam}}\) the set of vertices controlled by Adam and represented by squares. We speak of an \((n, d)\)-graph or \((n, d)\)-game when it has at most \(n\) vertices and \(d\) priorities.
A path is a sequence of triples \((v, i, v')\) in \(E\) such that the third component of a triple in the sequence matches the first component of the next triple. (As a special case we also have empty paths consisting of only one vertex.) For a path \(\rho\) we write \(\pi(\rho)\) for its projection over the priorities, meaning the induced sequence of priorities. We say that a graph satisfies parity if all paths in the graph satisfy the parity objective. Note that this is equivalent to asking whether all cycles are even, meaning the maximal priority appearing in the cycle is even.

**Definition 1.** A graph is \((n, d)\)-universal if it satisfies parity and any \((n, d)\)-graph satisfying parity can be mapped homomorphically into it.

We show that universal graphs can be used to construct a conceptually simple algorithm for parity games. Consider a \((n, d)\)-game \(G\) and a \((n, d)\)-universal graph \(U\), we construct a safety game \(G \times U\) where Eve chooses which edge to follow on the second component, and she wins if she manages to play forever.

**Lemma 1.** Let \(G\) be a \((n, d)\)-game and \(U\) a \((n, d)\)-universal graph. Then Eve has a strategy in \(G\) ensuring Parity if and only if she has a strategy ensuring to play forever in \(G \times U\).

This lemma can be used to algorithmically reduce parity games to safety games, yielding an algorithm whose complexity is proportional to the size of \(U\).

**Proof.** Let us assume that Eve has a strategy \(\sigma\) in \(G\) ensuring Parity, which can be chosen to be positional. We consider the graph \(G[\sigma]\), by definition there exists a homomorphism from \(G[\sigma]\) to \(U\). We construct a winning strategy in \(G \times U\) by playing as in \(\sigma\) in the first component and following the homomorphism on the second component. Conversely, a strategy in \(G \times U\) ensuring to play forever in \(G \times U\) induces a strategy in \(G\) ensuring Parity since \(U\) satisfies parity.

### 3 Universal trees and separating automata

#### Universal trees

The trees we consider have three properties: they are rooted, every leaf has the same height, and the children of a node are totally ordered. We say that
a tree $t$ embeds into another tree $T$ if $t$ is a subtree of $T$, or equivalently $t$ can be obtained by removing some nodes of $T$. The size of a tree is its number of leaves. A $(n, d)$-tree is a tree with $n$ leaves each at height $\frac{d}{2}$.

**Definition 2.** A tree is $(n, d)$-universal if it embeds all $(n, d)$-trees.
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Figure 2: On the left, a tree for $d = 4$. This tree is $(5, 4)$-universal, and is actually the smallest having this property. On the right, a tree of size 5 and one possible embedding into the universal tree.

On a tree the levels are labelled by priorities from bottom to top. More precisely, even priorities sit on levels corresponding to nodes, and odd priorities inbetween levels.

**From trees to graphs to trees**

We first explain how a tree induces a graph. Let $T$ be a tree, we construct a graph $G(T)$ whose vertices are the leaves of $T$ and such that $(v, i, v') \in E$ if

- for $i$ even, the ancestor of $v$ at level $i$ is to the left of or equal to the ancestor of $v'$ at level $i$
- for $i$ odd, the edge ancestor of $v$ at level $i$ is strictly to the left of the edge ancestor of $v'$ at level $i$

Equivalently for $i$ odd, $(v, i, v') \in E$ if and only if $(v, i - 1, v') \in E$ and $(v', i - 1, v) \notin E$.
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Figure 3: On the left, a tree $T$, and on the right, the graph $G(T)$.

**Fact 1.** For $t, T$ two trees, the following are equivalent.
• $t$ embeds in $T$

• there exists a homomorphism $\phi : G(t) \rightarrow G(T)$

We define the converse transformation. We say that a graph satisfying the following four properties is tree-like.

• if $(v,i,v',v'') \in E$ and $(v',j,v''') \in E$, then $(v, \max(i,j), v''') \in E$

• for $i$ even, $E_i$ is total: either $(v,i,v') \in E$ or $(v',i,v) \in E$ (possibly both)

• for $i$ even, $E_i$ is reflexive: $(v,i,v) \in E$

• for $i$ odd, $(v,i,v') \in E$ if and only if $(v,i-1,v') \in E$ and $(v',i-1,v) \notin E$

Note that the first item implies that $E_i$ is transitive and the second and third items imply that $E_0 \subseteq E_2 \subseteq \cdots \subseteq E_{d-1}$. Further, for $i$ odd $E_i$ is non-reflexive.

Let $G$ be a tree-like graph, we construct a tree $T(G)$ whose leaves are the vertices of $G$. For $i$ even, the nodes at level $i$ are the equivalence classes of vertices for the total preorder $E_i$.

**Fact 2.** Let $t$ be a tree, then $G(t)$ is tree-like, and $T(G(t)) = t$.

In the remainder of this article we identify trees and tree-like graphs through the two reciprocal transformations described above. Hence we see trees as special graphs.

### Separating automata

The automata we consider are non-deterministic safety automata over infinite words on the alphabet $[0,d-1]$, where safety means that all states are accepting: a word is rejected if there exist no run for it.

In the following we say that a path in a graph is accepted or rejected by an automaton; this is an abuse of language since what the automaton reads is only the priorities of the corresponding path.

**Definition 3.** An automaton is $(n,d)$-separating if the two following properties hold.

• For all $(n,d)$-graphs satisfying parity, the automaton accepts all paths in the graph

• The automaton rejects all paths not satisfying parity

We let $\text{Parity}_n$ denote the union over all $(n,d)$-graphs satisfying parity of their set of paths.

\[
\text{Parity}_n = \bigcup \{ \text{Paths}(G) : G(n,d) - \text{graph satisfying Parity} \}
\]

The following lemma justifies the definition of separating automata.

**Lemma 2.** Let $L$ be the language recognised by a $(n,d)$-separating automaton. Then for all $(n,d)$-games $G$, Eve has a strategy ensuring Parity if and only if she has a strategy ensuring $L$. 
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Proof. Let us assume that Eve has a strategy $\sigma$ ensuring Parity, which can be chosen positional. We construct the $(n,d)$-graph $G[\sigma]$, by definition it satisfies parity, hence the strategy $\sigma$ also ensures $L$ thanks to the first item of the definition of separating automata.

Conversely, the second item of the definition of separating automata reads $L \subseteq \text{Parity}$, which implies that any strategy ensuring $L$ also ensures Parity. \hfill \Box

4 The saturation technique

The following theorem characterises graphs satisfying parity using homomorphisms into trees. Since a tree is a tree-like graph, by “homomorphism from a graph to a tree” we mean homomorphisms from a graph to a tree-like graph, which are structures over the same signature.

This theorem is an elaboration of the classic result about signature assignments or progress measures being witnesses of positional winning strategies in parity games (see e.g. Jurdziński’s small progress measure treatment [Jur00]). The novelty here is to phrase this theorem using graph homomorphisms and universal trees, and giving a different argument using saturation.

**Theorem 2.** Let $G$ be a $(n,d)$-graph and $T$ a $(n,d)$-universal tree. The following statements are equivalent

1. $G$ satisfies parity
2. there exists a $(n,d)$-tree $t$ and a homomorphism $\phi : G \to t$
3. there exists a homomorphism $\psi : G \to T$

For the implication $1 \implies 2$ we introduce maximal graphs satisfying parity. We say that a graph $G$ is a maximal graph satisfying parity if adding any edge to $G$ would introduce an odd cycle.

**Lemma 3.** A maximal graph satisfying parity is tree-like.

Proof. Let $G$ be a maximal graph satisfying parity. We need to show that $G$ satisfies the following properties.

- if $(v,i,v') \in E$ and $(v',j,v'') \in E$, then $(v, \max(i,j), v'') \in E$
- for $i$ even, $E_i$ is total: either $(v,i,v') \in E$ or $(v',i,v) \in E$ (possibly both)
• for \(i\) even, \(E_i\) is reflexive: \((v, i, v) \in E\)

• for \(i\) odd, \((v, i, v') \in E\) if and only if \((v, i - 1, v') \in E\) and \((v', i - 1, v) \notin E\)

For the first item, if adding \((v, \max(i, j), v'') \in E\) would create an odd cycle, then replacing the edge by the two consecutive edges \((v, i, v') \in E\) and \((v', j, v'') \in E\) would yield an odd cycle, contradiction.

For the second item, if we do not have \((v, i, v') \in E\) then there exists a path from \(v'\) to \(v\) with maximal priority odd and larger than \(i\), and similarly for \((v', i, v) \in E\). If both cases would occur, this would induce an odd cycle.

The third and fourth items are clear.

We can now prove the implication 1 \(\implies\) 2. Consider a \((n, d)\)-graph \(G\) satisfying parity, we construct a maximal graph \(t\) satisfying parity by starting from \(G\) and throwing in new edges as long as the graph satisfies parity. We say that \(t\) is a saturation of \(G\), it is by construction a super graph of \(G\) hence \(G\) maps homomorphically into \(t\). Thanks to Lemma 3, \(t\) is a tree.

The implication 2 \(\implies\) 3 is obtained by composing homomorphisms: indeed, since \(T\) is universal there exists a homomorphism \(\phi' : t \to T\), which yields a homomorphism \(\phi' \circ \phi : G \to T\).

The implication 3 \(\implies\) 1 is given by the following lemma, which is a classical argument here phrased using trees.

**Lemma 4.** Let \(G\) be a graph such that there exists a tree \(t\) and a homomorphism \(\phi : G \to t\), then \(G\) satisfies parity.

**Proof.** We consider a loop in \(G\).

\[(v_1, i_1, v_2)(v_2, i_2, v_3) \cdots (v_k, i_k, v_1)\]

Let us assume towards contradiction that its maximal priority is odd and without loss of generality it is \(i_1\). Applying the homomorphism \(\phi\) we have

\[(\phi(v_1), i_1, \phi(v_2)) \in E, \ (\phi(v_2), i_2, \phi(v_3)) \in E, \ldots, \ (\phi(v_k), i_k, \phi(v_1)) \in E\]

We obtain thanks to the first property of trees that \((\phi(v_1), i_1, \phi(v_1)) \in E\), which contradicts that for \(i\) odd \(E_i\) is non-reflexive.

**5 The three equivalences**

In order to prove Theorem 1 we show the following constructions.

- From a \((n, d)\)-universal tree we construct a (deterministic) \((n, d)\)-separating automaton
- From a \((n, d)\)-universal graph we construct a \((n, d)\)-universal tree
- From a (non-deterministic) \((n, d)\)-separating automaton we construct a \((n, d)\)-universal graph

In each of these constructions the object constructed has exactly the same size as the original object (for the respective notions of sizes).
From a universal graph to a universal tree

Lemma 5. A maximal \((n,d)\)-universal graph is a \((n,d)\)-universal tree.

This is a direct corollary of Lemma 4. It follows that from a \((n,d)\)-universal graph, one constructs a \((n,d)\)-universal tree by taking a saturation of the universal graph, which preserves the size.

From a separating automaton to a universal graph

Let \(A\) be a \((n,d)\)-separating automaton. We will do the proof assuming that \(A\) is deterministic, and later explain why it straightforwardly extend to non-deterministic automata. We write \(\delta(u)\) for the state reached after reading the word \(u\) in \(A\) from the initial state; note that \(\delta(u)\) might be undefined. Without loss of generality all states in \(A\) are reachable. We construct a graph \(G\) as follows. The set of vertices is the set of states of \(A\), and \((v,i,v') \in E\) if \(v' = \delta(v,i)\).

Lemma 6. The following two properties hold.

\[\phi(v) = \max_{E_0} \{\delta(\pi(\rho)) : \rho \text{ path of } H \text{ ending in } v\},\]

where \(\pi(\rho)\) projects the path \(\rho\) onto a sequence of priorities. Note that since \(H\) satisfies parity, for each path \(\rho\) of \(H\) we have that \(\delta(\pi(\rho))\) is well defined.

We verify that \(\phi\) is a homomorphism. Let \((v,i,v') \in E\), we show that \((\phi(v),i,\phi(v')) \in E\). By definition \(\phi(v) = \delta(\pi(\rho))\) for \(\rho\) some path ending in \(v\). Note that \(\rho' = \rho \cdot (v,i,v')\) is a path ending in \(v'\), so by definition \((\delta(\pi(\rho')),0,\phi(v')) \in E\). Since \(\delta(\pi(\rho')) = \delta(\delta(\pi(\rho)),i)\) and \(\phi(v) = \delta(\pi(\rho))\) we have \((\phi(v),i,\delta(\pi(\rho'))) \in E\). It follows thanks to the first property of trees that \((\phi(v),i,\phi(v')) \in E\).

The proof goes through if \(A\) is non-deterministic with two adjustments

- \(\phi(v)\) is the maximum for the \(E_0\) order over all states reachable through some path of \(H\) ending in \(v\)
- we do not have that \(\phi(v) = \delta(\pi(\rho))\), but only that \(\phi(v) \in \delta(\pi(\rho))\)

From a universal tree to a separating automaton

Let \(T\) be a \((n,d)\)-universal tree. We construct an automaton \(A\) as follows. The set of states is the set of leaves of \(T\). The initial state is the minimum element for the total order \(E_0\). The transition function is defined as follows.

\[\delta(v,i) = \min_{E_0} \{v' : (v,i,v') \in E\}\]
Note that \(\mathcal{A}\) is deterministic.

**Lemma 7.** The automaton \(\mathcal{A}\) is \((n, d)\)-separating.

**Proof.** Consider a \((n, d)\)-graph \(G\) satisfying parity, we show that \(\mathcal{A}\) accepts all paths in \(G\). Thanks to Theorem 2 there exists a tree and a homomorphism \(\phi: G \rightarrow t\).

We show by induction that for a finite path \(\rho\) in \(G\) ending in \(v\), we have \((\delta(\pi(\rho)), 0, \phi(v)) \in E\). To initialise we recall that the initial state is the minimal element for \(E_0\). For the inductive case let \(\rho' = \rho \cdot (v, i, v')\), we are looking at \(\delta(\pi(\rho')) = \delta(\delta(\pi(\rho)), i)\). Since \((v, i, v') \in E\) we have \((\phi(v), i, \phi(v')) \in E\), and by induction hypothesis we have \((\delta(\pi(\rho)), 0, \phi(v)) \in E\), the combination of this implies that \((\delta(\pi(\rho)), i, \phi(v')) \in E\). It follows by definition of \(\delta\) that \((\delta(\pi(\rho')), 0, \phi(v')) \in E\).

To see that the automaton rejects all paths not satisfying parity, consider a path \(\rho\) with odd maximal priority \(i\). We note that for any state \(v\) we have \((v, i, \delta(v, \pi(\rho))) \in E\), which is easily shown by induction. Since a path not satisfying parity contains a suffix consisting of infinitely many paths each of which has odd maximal priority \(i\), it follows that the automaton eventually rejects such a path. Indeed, \(i\) being odd \(E_i\) is a non-reflexive preorder, so the sequence of states at the beginning of each loop would be an infinite increasing sequence of states. \(\square\)
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