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Abstract

Developing accurate solvers for the Poisson Boltzmann (PB) model is the first step to make the PB model suitable for implicit solvent simulation. Reducing the grid size influence on the performance of the solver benefits to increasing the speed of solver and providing accurate electrostatics analysis for solvated molecules. In this work, we explore the accurate coarse grid PB solver based on the Green’s function treatment of the singular charges, matched interface and boundary (MIB) method for treating the geometric singularities, and posterior electrostatic potential field extension for calculating the reaction field energy. We made our previous PB software, MIBPB, robust and provides almost grid size independent reaction field energy calculation. Large amount of the numerical tests verify the grid size independence merit of the MIBPB software. The advantage of MIBPB software directly make the acceleration of the PB solver from the numerical algorithm instead of utilization of advanced computer architectures. Furthermore, the presented MIBPB software is provided as a free online sever.
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I Introduction
Accurate and efficient modeling and computation of the electrostatics interaction of the biomolecule in solvent environment is important. First, it is crucial for studying many cellular process, such as signal transduction, gene expression and protein synthesis. Second, it plays a key role in determining the structure and activity of the biomolecules. Third, it has many pharmaceutical applications in the computer aided drug design, binding energy calculation relies on the accurate calculation of the electrostatics interaction of the biomolecule in the solvent environment. Fourth, it enables more realistic aqueous environment molecule dynamics simulation. Many methodologies have been developed in the past decades for modeling the electrostatics interaction in the solvent environment, these models are typically classified into two categories, the explicit solvent model and implicit solvent model. Both solute and solvent are modeled with atomic details in the explicit solvent model. The explicit solvent model is usually accurate, but it is extremely time consuming. The implicit solvent model which is generally regarded as the best compromise between the accuracy and efficiency, which models the solute molecule at the atomic level, while solvent is modeled as a dielectric continuum. The implicit solvent model provides an effective approach for modeling the solvation phenomena, especially powerful in modeling the electrostatic interaction.

PB model is a one of the most used implicit solvent model in biological modeling. It is a multiscale model that models the solution in two scales, the atomic modeling of the solute charges and the continuum modeling of the solvent ion distribution based on the Boltzmann distribution assumption. It is widely used in solvation free energy, binding free energy calculation in computational chemistry/biophysics community, the model can also be used for the molecular dynamics (MD) simulation, in which the force on the solute molecule due to the solvent effects is based on the PB calculation. Despite the large amount of important potential applications of the PB model, it depends on the accurate solution to the PB model which yields the electrostatic field potential, many chemical and biological quantities can be derived from whom. The analytical solution to the PB model is rarely exists for the real solute molecules, the accurate and efficient numerical method for solving the PB model is important in making the model useful in the practical application. It directly promote the understanding of the structure, function, stability, and dynamics of solvated molecules.

An accurate and efficient PB solver should address several issues. First issue in front of the development of the PB solver is the description of the solute molecular conformation structure. There are three main models used for modeling the conformational structure of the solvated molecule, namely the van der Waals (VDW) surface, solvent accessible surface (SAS), and the solvent excluded surface (SES). It is generally believed that the SES gives state-of-the-art accurate modeling of the solvated molecule, especially in terms of the electrostatics modeling in the implicit solvent scenario, which consistent with the explicit solvent simulation results. The second issue in developing numerical method for solving the PB model is the treatment of the singular charges in the source term of the governing equation, three typical treatments existing, the first one is projecting the charge to the grid points, the second one is treating the singular charge by the Green's function, the third approach is named induced surface charge which project the induced charge to the molecular surface.

Before developing the numerical method for the discretization the PBE, the solvated molecular structure should be defined. Many efforts have been paid to developing an accurate and robust SES software. Among those works, Connolly first invented a practical algorithm for implementing and visualizing of the SES. Later Sanner and his coworkers proposed a more robust way to calculate the reduced SES, which is named MSMS surface. The surface is able to treat the self intersecting surface in the SES. MSMS surface provides the surface area and volume calculation, also the triangulated surface is provided for further scientific computing purposes. Most recently, we have developed a Eulerian representation of the SES, the surface is named ESES. The new surface is completely analytical which implements the SES and immersed to the Cartesian mesh through computing the intersections and normal directions of the surface and mesh lines. The ESES surface provides options for both finite element and finite difference calculations. Furthermore, the ESES surface can be utilized for the surface area, volume calculation, molecular cavities and loops detection. In parallel, in the past decades, many efforts also been devoted to approximating the SES, for instance, in the current widely used PB software package Delphi, an approximated SES was proposed, namely, smooth numerical surface (SNS), which provides a very good approximation of the SES for the electrostatics analysis of the biomolecules. Similar manner was adopted in another popular PB software in the Amber PBSA suites.

Due to the great importance of the numerical PB solver, in the past decades, many numerical method and PB solvers are developed by many different research groups. The numerical method for solving the PB model are generally classified into three categories, the finite difference method (FDM), the finite element method (FEM), and the boundary element method (BEM). The FDM is the most used discretization strategy among the PB solver community. Typical PB solvers based on the FDM formalism are Amber PBSA, APBS, Delphi, CHARMM PBEQ. The representative FEM category PB solver is the AFMPB which combines the Fast multipole method (FMM) with the adaptive FEM for solving the PB model. The BEM which use the potential theory to transform the PB model defined in the 3D domain to the molecular surface, and the PB model is solved on the triangulated molecular surface, a typical software applies this method is TABI-PB.
handled by eliminating the derivatives that are hard to be interpolated. According to the practical implementation, for the second order scheme, only two more interface conditions are needed. The important fact we used in developing the MIB method for solving the PB model is that, if a function is continuous across the interface, then so is its derivatives along the tangential directions.

In the past decade, we have dedicated ourselves to designing accurate and robust numerical schemes for solving elliptic interproblem problems. In 2006, the matched interface and boundary (MIB) method\(^\text{56,58,66,67}\) was proposed, motivated by many practical needs, such as optical molecular imaging,\(^\text{5}\) nano-electronic devices,\(^\text{5}\) vibration analysis of plates,\(^\text{57}\) wave propagation,\(^\text{60,61}\) aerodynamics,\(^\text{65}\) elasticity,\(^\text{40,41}\) and electrostatic potential in proteins.\(^\text{6,20,55,64}\) One important feature of the MIB method is its extension of computational domains by using the so called fictitious values, an strategy developed in our earlier methods for handling boundaries and interfaces.\(^\text{62}\) As such, standard central finite difference schemes can be employed to discretize differential operators as if there were no interface. Another distinct feature of the MIB method is to repeatedly enforce only the lowest order jump conditions to achieve higher order convergence, which is of critical importance for the robustness of the method to deal with arbitrarily complex interface geometries. Higher-order jump conditions must involve higher order derivatives and/or cross derivatives. Therefore, to approximate higher order derivatives and/or cross derivatives, one must utilize larger stencils, which is unstable for constructing high-order interface schemes and cumbersome for complex interface geometries. Finally, based on high order Lagrange polynomials, the MIB method is of arbitrarily high order in principle. For example, MIB schemes up to 16th order accurate have been constructed for simple interface geometries 1D and 2D domains,\(^\text{62,67}\) and sixth-order accurate MIB schemes have been developed for complex interfaces in 2D\(^\text{67}\) and 3D domains.\(^\text{56,67}\) Recently we have constructed an adaptively deformed mesh based MIB\(^\text{59}\) and a Galerkin formulation of MIB\(^\text{59,61}\) to improve MIB’s capability of solving realistic problems. A comparison of the GFM, IIM and MIB methods can be found in Refs.\(^\text{56,67}\)

Besides the accuracy of the PB solver, another important issue in the practical usage of the PB solver is its efficiency, the realistic biological system usually contains thousands to millions of atoms, the practical PB solver have to be fast enough to meet the requirements of simulating large biomolecules. There are mainly three types of approaches for speeding up the PB solver, the first category is the utilization of the out of core computing technique to carry out the computing in parallel and distributive manner, the second category is to accelerating the numerical discretization method in solving the PB equation. Another fundamental approach is to improve the accuracy and reducing the grid spacing influence of the PB solver itself, such that is accurate enough to implements the PB solver at very coarse grid.

In our earlier work, we have introduced the MIB method and Green’s function technique for treating the complex geometry and singular charges, respectively, in solving the PB model.\(^\text{20,55}\) The method is generally tested to be of second order convergence in solving the PB equation, and provides better solvation free energy calculation than the classical PBEQ and APBS software for a testing set with 24 molecules. For the improvements, in this work, we firstly introduce our recently developed Eulerian represented analytical SES to represented the solvated molecules to avoid the error due to the approximation of the SES, it is tested that with the increasing of the surface density, the solvation free energy calculated on the MSMS surface will converge to ESES.\(^\text{32}\) Second, we utilized a new strategy for the solvation free energy evaluation, in the previous work, the trilinear interpolation is adopted for the solvation free energy calculation, which is not appropriate due to the fact that the electrostatics potential in the solvent domain will be used which incurs the inaccuracy. Third, stabilization procedure (includes treating complex geometry and handle exception) is added to our earlier version package thus our software to solve the PB equation more robust and stable. The new software is tested to be highly accurate and robustness by both the Kirkwood solution and more than 1000 biomolecules. The current PB software can provide reliable solvation analysis at grid size as large as 1.1 to 1.2 \(\text{Å}\) with the same level of accuracy as that from 0.2 to 0.3 \(\text{Å}\).

This paper is organized in the following way. In section II we briefly review the PB model which is formulated as an elliptic interface problem mathematically. In section II.B we present the algorithms that used in solving the PB model. Section III is devote to presenting the numerical results on electrostatics solvation free energy calculation, the numerical results validate the accuracy and robustness of our PB solver. The paper ends up with concluding remarks.

## II Theory and method

### II.A Theory

**The Poisson-Boltzmann equation**

In this section, we will give a brief review of the PB model. The PB model is a multiscale model which describes the solute molecule with atomistic detail while the solvent as a dielectric continuum.\(^\text{27,38}\) Consider an open domain \(\Omega \in \mathbb{R}^3 = \Omega_m \bigcup \Gamma \bigcup \Omega_s\), where \(\Omega_m\) is the solute domain that enclosed by the surface formed by the biomolecule, while \(\Omega_s\) is the solvent domain, \(\Gamma\) is the surface of the biomolecule that separates the solute and solvent domain. Let us introduce a characteristic function \(\chi(r) : \mathbb{R}^3 \to \mathbb{R}\) such that \(\Omega_m = \chi \Omega\) and \(\Omega_s = (1-\chi)\Omega\). Here, \(\chi\) and \((1-\chi)\) are respectively the indicators of the solute domain and the solvent domain.

The Poisson equation can be derived from the variation of the total free energy functional with respect to the electrostatic potential \(\Phi\).\(^\text{15,21,35,38}\)

\[
- \nabla \cdot (\epsilon(\chi) \nabla \Phi) = 4\pi (\chi \rho_m + (1-\chi) \rho_s)
\]  

(1)
where \( \epsilon(\chi) = (1 - \chi)\epsilon_s + \chi\epsilon_m \) is the dielectric profile, which is \( \epsilon_m \) in the solute domain and \( \epsilon_s \) in the solvent domain. Here \( \rho_m \) and \( \rho_s \) are the charge densities of the solute and the solvent, respectively.

Due to the characteristic function \( \chi \), the Poisson equation Eq. (1) is equivalent to

\[
- \nabla \cdot (\epsilon_m \nabla \Phi) = 4\pi \rho_m, \quad r \in \Omega_m
\]  

\[
- \nabla \cdot (\epsilon_s \nabla \Phi) = 4\pi \rho_s, \quad r \in \Omega_s.
\]

Mathematically, because electrostatic potential \( \Phi(r) \) is defined on the whole computational domain (\( \forall r \in \Omega \)), one has to impose the following interface conditions at the solvent-solute interface \( \Gamma \) in order to make the Poisson equation Eq. (1) being well posed\(^{20,26,59}\)

\[
[\Phi(r)] = 0, \quad r \in \Gamma;
\]

\[
[\epsilon(r) \nabla \Phi(r)] \cdot n = 0, \quad r \in \Gamma,
\]

where \([ \cdot ]\) denotes the difference of the quantity “.” cross the interface \( \Gamma \), \( n \) is interfacial norm direction and

\[
\epsilon(r) = \begin{cases} 
\epsilon_m, & r \in \Omega_m; \\
\epsilon_s, & r \in \Omega_s.
\end{cases}
\]

For a second order PDE, its integration results in many arbitrary constants. Therefore, one must specify appropriate boundary condition to further make the Poisson equation (1) being well posed. The variational derivation assumed the far field boundary condition:

\[
\Phi(\infty) = 0.
\]

However, in practical computation, the following Debye-Hückel boundary condition is employed:

\[
\Phi(r) = \sum_{i=1}^{N_m} \frac{Q_i}{\epsilon_s |r - r_i|} e^{-\tilde{\kappa}|r - r_i|}, \quad r \in \partial\Omega,
\]

where \( \tilde{\kappa} \) is the Debye-Hückel parameter.\(^7\)

In Eq. (1), the solute charge density is given

\[
\rho_m(r) = \sum_{i=1}^{N_m} Q_i \delta(r - r_i), \quad r \in \Omega_m
\]

where \( Q_i \) is the partial charge of the \( i \)th atom, and \( N_m \) is the number of charged atoms in the solute molecule. Alternatively, one may compute the solute charge density directly by using the quantum mechanics.\(^8\) In either treatment, the solute density gives an atomistic description of the solute. In contrast, the solvent charge density \( \rho_s \) is described in a continuum manner and has the form

\[
\rho_s(r) = \sum_{\alpha} \rho_{\alpha}(r) q_{\alpha}, \quad r \in \Omega_s
\]

where \( N_s \) represents the number of mobile ion species in the solvent, and \( \rho_{\alpha}(r) \) and \( q_{\alpha} \) are respectively the density and charge valence of the \( \alpha \)th solvent species. There are many ways to close Eq. (1) for \( \rho_s(r) \). One way used in a non-equilibrium solvent, is to let \( \rho_s(r) \) be governed by another PDE, such as the Nernst-Planck equation describing ion transport.\(^{35}\) At equilibrium, one assumes a Boltzmann distribution of the electrostatic energy for each ionic species in the Poisson-Boltzmann model,

\[
\rho_{\alpha}(r) = \rho_{\alpha 0} e^{-\frac{q_{\alpha} \Phi(r)}{kT}},
\]

where \( \rho_{\alpha 0} \) is the bulk density of \( \alpha \)th ion species, \( k \) is the Boltzmann constant and \( T \) is the temperature.

Equation (1), together with the Boltzmann distribution of the electrostatic energy for solvent ions (8), interface conditions (4) and boundary condition (7) is called the Poisson-Boltzmann equation (PBE).

**Electrostatics solvation free energy** The electrostatic solvation free energy, or reaction field energy, in the PB model can be represented as:

\[
\Delta G_{\text{el}} = \frac{1}{2} \sum_{i=1}^{N_m} Q_i \Phi_{\text{RF}}(r_i),
\]

where \( \Phi_{\text{RF}}(r_i) \) is the reaction field potential defined as \( \Phi_{\text{RF}}(r_i) = \Phi(r_i) - \Phi_{\text{homo}}(r_i) \) with \( \Phi_{\text{homo}}(r_i) \) being obtained by solving the PBE by switching the dielectric constant \( \epsilon_s \) in the solvent domain \( \Omega_s \) to \( \epsilon_m \).

In the rest of this paper, for the sake of simplicity, we only consider the case that there is no ion in the solvent in describing the numerical method. The presence of ions in solvent does not affect our methods and accuracy of results.
II. B Numerical methods

This section presents a brief description of the MIB techniques for the solution of the PBE and the calculations of electrostatic solvation free energy. Our MIB techniques consist of three parts: 1) Interface setup and domain registration; 2) Solution of the PBE, including the treatment of singular charges and the enforcement of the interface conditions; and 3) Calculation electrostatics solvation free energy. These aspects are discussed in three subsections.

II.B.1 Interface setup and domain registration

In contrast to most PB solvers that do not strictly enforce interface conditions (4), our MIBPB solver rigorously implement interface conditions (4) on the every intersecting points between the interface and mesh lines. As such, MIBPB techniques require to set up the interface explicitly and register the computational domain in terms of the solvent domain(s) and the solute domain. We discuss the implementation of the most popular and widely accepted surface, solvent excluded surface (SES), in our computational techniques. Our methodology can certainly be used for other smoother surfaces, such as Gaussian surfaces and minimal molecular surfaces.

SES is defined as the trace of the probe that rolling around the atoms of the given solute molecule, which forms a cavity that cannot be penetrated by the solvent molecule. The SES is the most widely used surface definition. With the SES description of the solvated molecular structure, the PB model can provide consistent results in terms of electrostatic solvation free energies, electrostatic potentials of mean force of hydrogen-bonded and salt-bridged dimers calculation.

Explicit SESs are commonly expressed in two forms, namely, Lagrangian representation and Eulerian representation. The former is available from the MSMS software package and later can be obtained from the Eulerian solvent excluded surface (ESES) software package. To use MSMS surface for the finite difference based PB solvers, one needs to convert the triangular mesh surface into the surface description in the Cartesian domain. Whereas, ESES offers the Cartesian representation of SES directly. Our MIBPB software we support both ESES and MSMS, and the numerical results in Section III indicates that MIBPB software can provides the same level of accuracy for the reaction field energy calculation on both surfaces.

MSMS surface in MIBPB The MSMS surface is an efficient way for building the SES based on the reduced surface. It is the first SES computer program that can handle the geometric singularities arising from self-intersecting surfaces. The MSMS surface generation contains four steps for computing triangulated SES: a) Compute the reduced surface of a molecule; b) Build an analytical representation of the SES from the reduced surface; c) Remove all the self-intersecting parts from the analytical SES built above; and d) Produce the triangulation of the reduced surface. In our MIBPB software, the MSMS surface in triangulated mesh has to be embedded in the Cartesian mesh. To this end, we have developed projection algorithm for the Lagrangian to Eulerian transformation (L2ET). This transformation involves three main steps:

- Classify all the Cartesian grid points as either inside or outside the SES based on the ray-tracing, in which the discrete Jordan curve lemma is utilized;
- Calculate all the intersection points between the triangulated SES and the Cartesian mesh lines.
- Calculate the associated interface normal directions at all the intersection points.

The above information is necessary and sufficient for our MIB method to rigorously enforce interface conditions Eq. (4) in solving the Poisson-Boltzmann equation.

ESES surface in MIBPB Recently, we have developed the ESES software package which directly provides all the information that is required in the rigorous enforcement of the interface conditions Eq. (4). The ESES is also implemented in the MIBPB software as a surface option. The benefits of the ESES is twofold. First, it guarantees the robustness of surface generation. In contrast, the MSMS (or the Lagrangian to Eulerian transformation) may fail to produce a surface at certain surface density (or mesh size) for certain proteins. Additionally, ESES generates SES analytically in the Eulerian representation which avoids the error due to the triangulation of SES and the transformation of representations. The SES generation in ESES software is based on the algorithm proposed by Connolly. To accelerate the classification procedure of the Cartesian grid points, basic analytical knowledge of the geometry and the ray-tracing technique are combined. To find all the intersection points of the Cartesian mesh lines and the SES, ESES represents the surface patches of SES by quadratic or quartic polynomials, and then solve appropriate algebraic equations to locate intersection coordinates. Advanced numerical solvers and computer graphics techniques are employed in developing the ESES software. The comparison of the reaction field potential based on both ESES and MSMS demonstrates that with the increasing of the MSMS surface density, the reaction field energy calculated by using MSMS will converge to that obtained by using ESES.

II.B.2 Solution of the Poisson-Boltzmann equation

Green’s function treatment of singular charges In most finite difference based PB (FDPB) solvers, the singular charges located at the atomic centers are projected to the neighboring grid points of the Cartesian mesh. The problem with this projection is that when the grid size is larger than the radius of a solute atom near the interface, the atomic charge may be projected to the solvent domain. This unreasonable projection directly leads to the accuracy reduction of FDPB solvers at a coarse mesh.

Chern et al. proposed a mathematical procedure to analytically solve the singular charges by Green’s functions. They have demonstrated their method by considering a 2D Poisson equation. The first Green’s function treatment of realistic SESs of biomolecules was developed by us in conjugation with our MIB technique for the enforcement interface conditions. Let
us consider the Poisson (1) without the salt charge ($\rho_s = 0$). In Green's function approach, the electrostatic potential $\Phi$ is decomposed into the sum of the singular part ($\bar{\Phi}$) and regular parts ($\tilde{\Phi}$):

$$\Phi = \bar{\Phi} + \tilde{\Phi}. \quad (10)$$

The singular part $\bar{\Phi}$ is defined as

$$\bar{\Phi}(r) = \begin{cases} \Phi^*(r) + \Phi^0(r), & r \in \Omega_m, \\ 0, & r \in \Omega_s. \end{cases} \quad (11)$$

where $\Phi^*$ is the Green's function

$$\Phi^*(r) = \sum_{i=1}^{N_m} \frac{Q_i}{\epsilon_m |r - r_i|} \quad (12)$$

that solves the Poisson equation with singular charges. Here $\Phi^0$ is a harmonic function in the solute domain $\Omega_m$, which is obtained via solving the following boundary value problem (BVP):

$$\begin{cases} \nabla^2 \Phi^0(r) = 0, & r \in \Omega_m, \\ \Phi^0(r) = -\Phi^*(r), & r \in \Gamma. \end{cases} \quad (13)$$

The regular part $\tilde{\Phi}$ satisfies the following homogenous elliptic interface problem:

$$-\nabla \cdot (\epsilon(r) \nabla \tilde{\Phi}(r)) = 0, \quad (14)$$

with interface conditions:

$$[\tilde{\Phi}]_\Gamma = 0, \quad r \in \Gamma \quad (15)$$

and

$$[\epsilon \tilde{\Phi}_n]_\Gamma = -[\epsilon \bar{\Phi}_n]_\Gamma = \epsilon_m \nabla (\Phi^* + \Phi^0) \cdot n, \quad r \in \Gamma \quad (16)$$

and the boundary condition:

$$\tilde{\Phi}(r) = \sum_{i=1}^{N_m} \frac{Q_i}{\epsilon_s |r - r_i|}, \quad r \in \partial \Omega. \quad (17)$$

Obviously, the rigorous implementation of Green function approach requires the solution of the BVP Eq. (13) with SES and the enforcement of interface conditions Eq. (15) and Eq. (16) in solving Eq. (14). These tasks are technically as difficult as the solution of the original Poisson equation due to the fact that SES in the implicit solvent model setting admits extremely complex geometry including geometric singularities, i.e., tips, cusps and self-intersecting surfaces.

**Solution to the boundary value problem** To obtain the numerical solution $\tilde{\Phi}^0$ defined on the solute domain, we need to solve the BVP given by Eq. (13). In our MIBPB software, for the grid points at which the discretization does not refer to any grid point outside the solute domain, we direct employ the central FD (CFD) scheme; while for the other grid points, we need to interpolate the derivatives referred in the governing equation by both the grid values inside the SES and the boundary condition, where the nonuniform interpolation is carried out by using the Lagrangian polynomial based FD scheme. For detail of the numerical method for solving the BVP, the reader is referred to our earlier work.

**Solution to the homogenous elliptic interface problem** In this part, the MIB scheme for solving the elliptic interface problem Eqs. (14)-(17) is shortly reviewed. The computational domain $\Omega$ is discretized by the Cartesian mesh, with the grid size $dx, dy, dz$ along the $x, y, z$ direction, respectively. A grid point $(i, j, k) = (x_i, y_j, z_k)$ is said to be regular if all the 6 neighbor grid points and itself referred in a second-order CFD scheme are in the same subdomain, either $\Omega_s$ or $\Omega_m$. Otherwise $(i, j, k)$ is said to be irregular. It is obvious that, at all the regular grid points the CFD scheme is applicable with the second order convergence. However, at all the irregular grid points, due to the existence of the interface, the direct application of the CFD scheme reduces the convergence order or accuracy. The main idea of the MIB scheme for solving the elliptic interface problem at the irregular grid point is to replace the function value at an irregular grid point in another subdomain by a fictitious value. The fictitious value is calculated via the rigorous enforcement of interface conditions.

According to the local geometry, the interface can be classified into two categories, locally smooth interface, and locally sharp interface. As depicted in Fig. 1, around a given irregular grid point $(i, j, k)$, the local interface is smooth in the left chart and sharp in the right one. In both cases, we set up a local coordinate system at each intersection point between the interface and mesh lines. The relation between the general Cartesian mesh and the local coordinate is sorted out. Then interface conditions Eq. (15) and Eq. (16) are expressed in the local coordinate. Additionally, it is useful to have more interface conditions so that more fictitious values can be determined. To this end, one might differentiates interface conditions Eq. (16) to generate high-order derivatives, which typically leads to a wider grid stencils and numerical instability. In our MIB method, we avoid the use of high order interface conditions. Therefore, we create two new interface equations by differentiating Eq. (15) along two tangential directions. As such, we have a total of four interface equations that can be used to determine four fictitious values near each intersection point. Note that in these four interface conditions, there are six first...
Figure 1: Illustration of local interface geometries around irregular grid point \((i, j, k)\). The left one is a locally smooth interface, while the right one is sharp interface. For the locally smooth interface, each time we solve two fictitious values at \((i, j, k)\) and \((i, j, k+1)\) along one direction simultaneously. For the sharp interface, each time we solve three fictitious values at \((i, j-1, k)\), \((i, j, k)\) and \((i, j+1, k)\) along a direction involving two sets of interface conditions.

Second order derivatives, i.e., \(\frac{\partial \tilde{\Phi}_s}{\partial x}, \frac{\partial \tilde{\Phi}_s}{\partial y}, \frac{\partial \tilde{\Phi}_s}{\partial z}, \frac{\partial \tilde{\Phi}_m}{\partial x}, \frac{\partial \tilde{\Phi}_m}{\partial y}, \frac{\partial \tilde{\Phi}_m}{\partial z}\), where subscripts “s” and “m” denote the limiting values at the interface \(\Gamma\) from \(\Omega_s\) and \(\Omega_m\) domains, respectively, that are to be numerically computed at the intersection point. An MIB strategy is to further reduce the 3D interface problem into three 1D interface problems so that we only need to determine two fictitious values along each mesh line, which gives us the liberty to eliminate two numerical derivatives near the intersection point that are most difficult to compute. This approach is used for locally smooth interface shown in the left chart of Fig. 1. For locally non-smooth interface depicted in the right chart of Fig. 1, a variety of sharp interface schemes were developed in our earlier work to ensure the second order accuracy of our MIB method\(^{53,56,58}\). For example, one may consider two sets of interface conditions simultaneously and determines three fictitious values.

By the above MIB schemes, all the fictitious values are determined and the interface conditions are enforced. In the final FD discretization of the Poisson equation, when a derivative involves grid points at a different domain, the fictitious values, instead of the original electrostatic potential values, are used in the different domain. We achieve the second order accuracy for arbitrarily complex interface geometry due to SESs\(^{20,55,58}\).

II.B.3 Electrostatic solvation free energy calculation

One of major applications of the PB model is the calculation of the electrostatic solvation free energy, which offers the basis of the electrostatic binding energy as well. The accuracy, consistence, robustness and reliability of estimating biomolecular electrostatic solvation free energies provides an important criteria for evaluating the performance of PB solvers.

**Reaction field potential representation of the solvation free energy**

In the conventional implicit solvent theory, the reaction field potential is defined as the difference between the electrostatic potential in solvent and vacuum, that is,

\[
\phi_{\text{rec}}(r) = \phi_{\text{dielec}}(r) - \phi_{\text{vac}}(r),
\]

where \(\phi_{\text{rec}}\), \(\phi_{\text{dielec}}\) and \(\phi_{\text{vac}}\) are the reaction field potential, electrostatic potential in solvent and vacuum, respectively. The vacuum electrostatic potential is calculated through setting the solvent dielectric constant the same as that in the solute domain.

The electrostatics solvation free energy, or reaction field energy, is defined by:

\[
\Delta G_{\text{RF}} = \frac{1}{2} \sum_{i=1}^{N_m} Q(r_i) \phi_{\text{rec}}(r_i),
\]

where \(Q(r_i)\) are the charge at the position \(r_i\).

**Approximate the atomic center reaction field potential**

According to the equation for evaluating the electrostatics solvation free energy, Eq. (19), the electrostatic potential at the atomic centers are needed. Whereas, according to our numerical scheme, only the electrostatic potential on the grid of the Cartesian mesh grids is obtained, we need to approximate the electrostatic potential at the atomic centers by that at the grid points. In this work, the trilinear interpolation scheme will be utilized for interpolating the electrostatics potential at the atomic centers.
For $\forall \mathbf{r}_i = (x_0, y_0, z_0)\), suppose the closest grid to $\mathbf{r}_i$ inside the solute domain is indexed by $(i, j, k)$. The following 27 grids will be utilized for the further interpolation:

$$\{(i + m, j + n, k + p)|m = -1, 0, 1; n = -1, 0, 1; p = -1, 0, 1\}. \tag{20}$$

The trilinear interpolation scheme is given in the following steps:

- Interpolate the values at the following 9 points:

  $$\{(x_0, j + n, k + p)|n = -1, 0, 1; p = -1, 0, 1\},$$

  by the above 27 grids $\{(i + m, j + n, k + p)|m = -1, 0, 1; n = -1, 0, 1; p = -1, 0, 1\}$, due to the utilization of the uniform Cartesian mesh, we have:

  $$\phi_{\text{rec}}(x_0, j + n, k + p) = w_{x, -1}\phi_{\text{rec}}(i - 1, j + n, k + p) + w_{x, 0}\phi_{\text{rec}}(i, j + n, k + p) + w_{x, 1}\phi_{\text{rec}}(i + 1, j + n, k + p),$$

  for $n = -1, 0, 1; p = -1, 0, 1$, where $w_{x, -1}, w_{x, 0}$ and $w_{x, 1}$ are the Lagrangian interpolation coefficients, it is easy to be obtained via Fornberg’s method.\textsuperscript{14}

- Interpolate the values at the following 3 points:

  $$\{(x_0, y_0, k + p)|p = -1, 0, 1\},$$

  by the nine points $\{(x_0, j + n, k + p)|n = -1, 0, 1; p = -1, 0, 1\}$, similar to the above scheme, we have:

  $$\phi_{\text{rec}}(x_0, y_0, k + p) = w_{y, -1}\phi_{\text{rec}}(x_0, y_0, k - 1) + w_{y, 0}\phi_{\text{rec}}(x_0, y_0, k) + w_{y, 1}\phi_{\text{rec}}(x_0, y_0, k + 1),$$

  for $p = -1, 0, 1\), here $w_{y, -1}, w_{y, 0}$ and $w_{y, 1}$ are the interpolation coefficients.

- Interpolate the value at the atom center $(x_0, y_0, z_0)$ by the 3 points $\{(x_0, y_0, k + p)|p = -1, 0, 1\}$, which is given by:

  $$\phi_{\text{rec}}(x_0, y_0, z_0) = w_{z, -1}\phi_{\text{rec}}(x_0, y_0, z - 1) + w_{z, 0}\phi_{\text{rec}}(x_0, y_0, z) + w_{z, 1}\phi_{\text{rec}}(x_0, y_0, z + 1),$$

  $w_{z, -1}, w_{z, 0}$ and $w_{z, 1}$ are the interpolation coefficients.

In sum, the approximation of the reaction field potential at the atomic center $\mathbf{r}_i$ is given by:

$$\phi_{\text{rec}}(x_0, y_0, z_0) = \sum_{m=-1}^{1} \sum_{n=-1}^{1} \sum_{p=-1}^{1} w_{x, m}w_{y, n}w_{z, p}\phi_{\text{rec}}(i + m, j + n, k + p). \tag{21}$$

The extension of the reaction field potential
In the Eq.(21), for the atomic centers that close to the boundary when the coarse grid employed, it is possible that some of these grids may in the solvent domain, if we directly use the reaction field potential computed from the previous PB solver, the accuracy in evaluating the solvation free energy will be reduced. Therefore, we need to extend the reaction field potential in the solute domain to the outside grids that referred in interpolating the reaction field potential at the atomic centers.

For a given grid $(i_1, j_1, k_1)$ belongs to the above 27 grids, the schemes that used for extension of the reaction field potential at $(i_1, j_1, k_1)$, $\phi_{\text{rec}}(i_1, j_1, k_1)$, are listed in the following according to its priority, the scheme employed should have as top priority as possible.

- **Top priority:** Use the sum of fictitious value and the extended solution of the boundary value problem (specifically for the Green’s function treatment of the singular charge case) at the grid point $(i_1, j_1, k_1)$ as the extended reaction field potential at $(i_1, j_1, k_1)$.

- **Middle priority:** Choose three consecutive grid points next to $(i_1, j_1, k_1)$ along a given direction in the solute domain to extrapolate the reaction field potential at $(i_1, j_1, k_1)$.

- **Low priority:** Select two inside grids neighbor to $(i_1, j_1, k_1)$, say, $(i_2, j_2, k_2)$ and $(i_3, j_3, k_3)$ and approximate the reaction field potential at $(i_1, j_1, k_1)$ by:

  $$\phi_{\text{rec}}(i_1, j_1, k_1) = \phi_{\text{rec}}(i_2, j_2, k_2) + \phi_{\text{rec}}(i_3, j_3, k_3) - \phi_{\text{rec}}(i, j, k).$$
III Validation and Results

In this section, we demonstrate the accuracy, consistence, robustness and reliability of our MIBPB method for the solution of the Poisson Boltzmann model. We utilize both analytical benchmark tests of Born model and Kirkwood model, and realistic proteins and protein complexes. All of these test examples have been considered in earlier works. In all tests, the grid dependence of the energies are examined. Errors are estimated either with respect to the analytical solution if it is available or the result at the finest grid if there is no analytical result. The dielectric constants adopted in the numerical tests are 

\[
\epsilon(r) = \begin{cases} 
1, & r \in \Omega_m \\
80, & r \in \Omega_s.
\end{cases}
\]

III.A Electrostatic solvation free energies

In this subsection, we consider a large number of numerical tests on Electrostatic solvation free energies. The tests on the analytical Born sphere model and Kirkwood model reflect the accuracy of our methodology. A large amount of tests on biomolecules demonstrates both the grid size independent and robust properties of the MIBPB solver. Furthermore, the grid size independent property is verified on types of SESs, namely ESEs and MSMSs.

III.A.1 Analytical tests

In this part, the MIBPB software is tested over examples with exact solutions. The Born model for a dielectric sphere with a single point charge located at the atomic center and the Kirkwood model for dielectric sphere with multiple point charges are utilized in our study. For both the Born model and Kirkwood model the analytical solution is available. In fact, the Born model is a special case of the Kirkwood model.

Table 1: Electrostatic solvation free energies (kcal/mol) of a dielectric sphere with different radii and the central unit positive charge calculated by MIBPB.

| Grid size (h) | Atomic radius | 0.9 | 0.8 | 0.7 | 0.6 | 0.5 | 0.4 | 0.3 | 0.2 | 0.1 | Exact |
|--------------|---------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-------|
| 1.1 (H)      | -143.63       | -116.22 | -148.63 | -145.9 | -146.03 | -146.84 | -149.00 | -148.98 | -149.01 | -149.04 | -149.05 | -149.05 |
| 1.3 (H)      | -125.75       | -118.24 | -126.03 | -123.07 | -125.75 | -125.99 | -126.03 | -126.07 | -126.10 | -126.11 | -126.12 | -126.12 |
| 1.55 (N)     | -105.68       | -101.74 | -105.61 | -105.68 | -105.70 | -105.72 | -105.74 | -105.76 | -105.77 | -105.78 | -105.78 | -105.78 |
| 1.7 (C)      | -94.44        | -95.80 | -96.34 | -96.40 | -96.40 | -96.40 | -96.42 | -96.42 | -96.44 | -96.44 | -96.44 | -96.45 |
| 1.8 (S)      | -90.96        | -90.96 | -91.02 | -91.01 | -91.04 | -91.05 | -91.07 | -91.07 | -91.08 | -91.09 | -91.09 | -91.09 |
| 1.85 (P)     | -88.52        | -88.52 | -88.57 | -88.58 | -88.59 | -88.61 | -88.62 | -88.62 | -88.63 | -88.63 | -88.63 | -88.63 |
| 2.0 (S)      | -81.86        | -81.95 | -81.90 | -81.92 | -81.95 | -81.96 | -81.98 | -81.97 | -81.98 | -81.98 | -81.98 | -81.98 |

Born model First, let us consider the dielectric sphere with a single unit charge at the atomic center and having different radii. Born theory states that, for a dielectric sphere with radius \( R \) and center charge \( Q \) placed in a solvent with dielectric constant \( \epsilon_s \) and \( \epsilon_m \) for the dielectric sphere, the electrostatic solvation free energy is:

\[
\Delta G_{el} = \frac{Q^2}{2R} \left( \frac{1}{\epsilon_m} - \frac{1}{\epsilon_s} \right).
\]

In 2007, Born model was used to compare the performance of earlier versions of APBS, PBEQ and MIBPB. Recently, Geng has used Born model to compare the accuracy of higher-order boundary integral equation approach with APBS and MIBPB. This comparison is indirect because the meshes of FD and boundary integral methods cannot be directed compared. Most recently, Born model has been employed by Li to compare with the performance of DelPhi and Amber PB.

Table 1 lists the reaction field energies calculated from grid sizes 0.1 to 1.1 Å and the exact value. We consider radii used in the Amber force field for various atoms. When the radius is 1.1 Å and the mesh size is also 1.1 Å , there geometry is hardly described by the mesh. One should not expect an accurate energy estimation. However, MIBPB does an amazing job. In general, the radius is increased, the results on coarsest mesh size of 1.1 Å becomes more and more accurate. For example, when the radius is 1.8 Å and larger, relative errors on all grid sizes are less than 1%. Additionally, for all radii, the relative errors on the mesh size of 0.9 Å or smaller are always less than 1%. This result suggests that MIBPB can deliver reliable solvation estimation on a coarse mesh of 0.9 Å. Of course, the spherical geometry is too simple for us to draw a conclusion, unless the MIB method can completely eliminate the geometric effect.

Kirkwood model To further test the accuracy of the PB solver, especially the Green's function treatment of the singular charges, in this part we further test on the dielectric spheres, while now there are multiple charges distributed in the dielectric sphere. The analytical solution to this case is due to Kirkwood. We consider the following five different distributions of point charges but their radii are all set to be 2Å.

- Case 1. Two positive unit charges symmetrically placed at \((1, 0, 0)\) and \((-1, 0, 0)\).
• Case 2. Two positive unit charges symmetrically placed at (1, 0, 0) and (−1, 0, 0), and two negative unit charges symmetrically placed at (0, 1, 0) and (0, −1, 0).

• Case 3. Two positive unit charges symmetrically placed at (1, 2, 0, 0) and (−1, 0, 0), and two negative unit charges symmetrically placed at (0, 1, 2, 0) and (0, −1, 2, 0).

• Case 4. Six positive unit charges placed at (0.4, 0.0, 0.0), (0.0, 0.8, 0.0), (0.0, 0.0, 1.2), (0.0, 0.0, −0.4), (−0.8, 0.0, 0.0) and (0.0, −1.2, 0.0).

• Case 5. Six positive unit charges placed at (0.2, 0.2, 0.2), (0.5, 0.5, 0.5), (0.8, 0.8, 0.8), (−0.2, 0.2, −0.2), (0.5, −0.5, 0.5) and (−0.8, −0.8, −0.8).  

The first three cases were employed by Li to compare Delphi and Amber PB performance. The last two cases were used in our earlier work in 2007, which also contains many test examples similar to the first three cases. These benchmark tests are more difficult than the Born model. We highly recommend PB methodology developers to consider these test cases.

Table 2: Electrostatic solvation free energies (kcal/mol) of Kirkwood dielectric sphere with multiple charges calculated by MIBPB

| Grid size | ∆G_{el} | RE  | ∆G_{el} | RE  | ∆G_{el} | RE  | ∆G_{el} | RE  | ∆G_{el} | RE  | ∆G_{el} | RE  |
|-----------|---------|-----|---------|-----|---------|-----|---------|-----|---------|-----|---------|-----|
| 1.1       | -351.12 | 0.39% | -63.61 | 1.27% | -135.41 | 0.00% | -2974.59 | 0.49% | -3079.70 | 1.43% |
| 1.0       | -352.54 | 0.80% | -65.66 | 4.53% | -152.32 | 12.45% | -2952.83 | 1.22% | -3138.85 | 0.47% |
| 0.9       | -348.84 | 0.25% | -60.70 | 3.36% | -131.88 | 2.59% | -2993.72 | 0.15% | -3099.03 | 1.80% |
| 0.8       | -351.20 | 0.42% | -64.13 | 2.10% | -137.33 | 1.42% | -2996.27 | 0.23% | -3110.38 | 0.44% |
| 0.7       | -350.56 | 0.24% | -63.24 | 0.68% | -135.17 | 0.16% | -2995.02 | 0.19% | -3103.84 | 0.65% |
| 0.6       | -350.68 | 0.27% | -63.77 | 1.52% | -137.34 | 1.43% | -2994.73 | 0.18% | -3118.62 | 0.18% |
| 0.5       | -350.39 | 0.19% | -63.50 | 1.09% | -136.64 | 0.92% | -2986.62 | 0.09% | -3124.43 | 0.00% |
| 0.4       | -350.02 | 0.08% | -63.10 | 0.46% | -136.27 | 0.64% | -2991.70 | 0.08% | -3119.22 | 0.15% |
| 0.3       | -349.81 | 0.02% | -61.95 | 0.04% | -136.17 | 0.59% | -2991.01 | 0.06% | -3120.24 | 0.13% |
| 0.2       | -349.72 | 0.00% | -62.90 | 0.14% | -135.79 | 0.29% | -2989.89 | 0.02% | -3122.89 | 0.04% |
| 0.1       | -349.64 | 0.00% | -62.81 | 0.00% | -135.40 | 0.00% | -2989.54 | 0.00% | -3123.90 | 0.01% |
| Exact     | -349.73 |       | -62.81 |       | -135.40 |       | -2989.30 |       | -3124.30 |       |

Table 2 lists electrostatic solvation free energies of the MIBPB method for the above multiple charge tests on a set of mesh sizes range from 1.1 to 0.1 Å. For Case 1, all MIBPB relative errors are less than 1%. For Case 2, MIBPB is smaller than 5% on all grid sizes. Case 3 is relatively difficult because charges are located more close to the interface. For the last two cases, errors are bound by 1.5% on all grid sizes.

Robust on different SES In this part, we employ 25 biomolecules and data set used in Li’s work as the test set for comparing the performance of the Delphi and Amber PBSA PB software, the data was originally downloaded from the protein data bank. All the HETATM records in PDB files are removed by using MMTSB toolset, and the AMBER99SB force field was employed. The structures were further optimized by the AMBER software. The PDB IDs for this set of proteins are: 1ajj, 1ptq, 1vjw, 1bor, 1fdx, 1sh1, 1hpt, 1fca, 1bpi, 1r69, 1bbl, 1vii, 2erl, 451c, 2pde, 1cbn, 1frd, 1uxc, 1mbg, 1neq, 1a2s, 1svr, 107b, 1a63, and 1a7m.

Figure 2 depicts the relative errors of the electrostatic solvation free energies calculation by MIBPB software on surfaces generated by both ES and MSMS. These results demonstrate that MIBPB software on both surfaces are of the same level the accuracy. Their relative errors are remarkably less than 0.4% when the mesh size is refined from 1.1 Å to 0.2 Å. Therefore, if one’s goal is 1% relative error, one can just use a mesh size as coarse as 1.1 Å in MIBPB based solvation analysis.

Amber PB test set In this part, the MIBPB method will be tested on a much larger test set, namely, the Amber PB test set. This test set contains two parts, the nucleic acid and protein molecules, and has a total of 937 biomolecules. It provides the biomolecule structures, the corresponding charge and atomic radius parametrization. The data is available from http://code.google.com/p/pbsa/downloads/detail?name=nucliecacidtest.tar.bz2 and http://code.google.com/p/pbsa/downloads/detail?name=proteintest.tar.gz. From our test, the MSMS software cannot generate the SESS for the whole test set, whereas the ESSES software can generate the surface successfully for all molecules. Therefore, we only report the MIBPB results of the electrostatic solvation free energies calculated with ESSES.

1There were typos in the original coordinates for this test case in Ref.20
In this paper, we present a grid size almost independent PB solver, MIBPB software, it makes the accurate and coarse grid PB software possible. The main theme of the MIBPB solver is rigorously treating four details that referred in the PB model.

IV Concluding Remarks

In this paper, we present a grid size almost independent PB solver, MIBPB software, it makes the accurate and coarse grid PB software possible. The main theme of the MIBPB solver is rigorously treating four details that referred in the PB model. First, the molecular surface definition, SES, is analytically implemented in the Cartesian grid for the purpose of the discretization of the PBE, which is different from the molecular surface used in most of the current existed PB solvers, most of which utilized the approximated SES instead of the exact SES. Second, the singular charges are treated by the Green's function instead of conventional method that project the singular charges to the closest eight grid points, the projection of which utilized the approximated SES instead of the exact SES. Third, the singular charges are treated by the Green's function instead of conventional method that project the singular charges to the closest eight grid points, the projection of which utilized the approximated SES instead of the exact SES. Fourth, the interface conditions are treated rigorously through the interface conditions matching, in the literature, there are some other
methods that can treat these conditions with simple geometry while our method can handle geometry with arbitrary complex geometry. Fourth, the reaction field potential extension utilized for the evaluation of the reaction field energy, this posterior treatment avoids the accuracy reduction due to the usage of the reaction field potential in solvent.

Due to the mathematical rigorously treatment and the utilization of second order convergence scheme, the MIBPB solver converge very fast. Which leads to the grid size almost independent property of the PB solver, this property was verified by a large amount of test cases includes both analytical tests and the real biomolecule tests, all the tests demonstrate that the current PB solver is grid size independent. Through the test of the stability with respect to different surfaces, the reduced molecular surface (MSMS surface) and the analytical solvent exclusive surface (ESES), the current PB solver's grid independent property is shown to be independent from the molecular surface used.

In sum, this work developed a grid size independent PB solver, which makes the coarse grid PB solver becomes possible and indirectly speed up the PB solver.
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