Projected Newton method for noise constrained $\ell_p$ regularization
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Abstract
Choosing an appropriate regularization term is necessary to obtain a meaningful solution to an ill-posed linear inverse problem contaminated with measurement errors or noise. The $\ell_p$ norm covers a wide range of choices for the regularization term since its behavior critically depends on the choice of $p$ and since it can easily be combined with a suitable regularization matrix. We develop an efficient algorithm that simultaneously determines the regularization parameter and corresponding $\ell_p$ regularized solution such that the discrepancy principle is satisfied. We project the problem on a low-dimensional generalized Krylov subspace and compute the Newton direction for this much smaller problem. We illustrate some interesting properties of the algorithm and compare its performance with other state-of-the-art approaches using a number of numerical experiments, with a special focus of the sparsity inducing $\ell_1$ norm and edge-preserving total variation regularization.
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1. Introduction
In this manuscript we are concerned with the $\ell_p$ regularized linear inverse problem

$$x_\alpha = \arg \min_{x \in \mathbb{R}^n} \left\{ \frac{1}{2} \| Ax - b \|_2^2 + \frac{\alpha}{p} \| Lx \|_p^p \right\} \tag{1}$$

for $1 \leq p \leq 2$, where $A \in \mathbb{R}^{m \times n}$ is an ill-conditioned matrix that describes a forward operation, for example, modeling some physical process, and the data $b \in \mathbb{R}^m$ contains measurement errors or ‘noise’, such that $b = b_\text{ex} + e$. It is well known that for such problems it is necessary
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to include a regularization term, since the naive solution (i.e., with $\alpha = 0$) is dominated by noise and does not provide any useful information about the ‘exact solution’ $x_{\text{ex}}$ corresponding to the noiseless data $b_{\text{ex}}$, see for instance [1]. The norm $\|x\|_p = (\sum_{i=1}^n |x_i|^p)^{\frac{1}{p}}$ denotes the standard $\ell_p$ norm of a vector $x \in \mathbb{R}^n$. For $p = 2$ we get the standard Euclidean norm and we sometimes use the simplified notation $\|x\|_2 = \|x\|$. The matrix $L \in \mathbb{R}^{n \times n}$ is referred to as the regularization matrix and is not necessarily square or invertible. It can be used to significantly improve the quality of the reconstruction. Regularization refers to the fact that we incorporate some prior knowledge about the exact solution $x_{\text{ex}}$ to obtain a well-posed problem. For instance, if we know that the exact solution is smooth, then a good choice is standard form Tikhonov regularization, which corresponds to choosing $L = I_n$, the identity matrix of size $n$ and $p = 2$. When we know that a certain transformation of $x_{\text{ex}}$ is smooth, we can take $p = 2$ and choose a suitable regularization matrix $L \neq I_n$, in which case we refer to (1) as general form Tikhonov regularization. A popular choice of regularization matrix is, for instance, a finite difference operator in the horizontal and the vertical directions respectively.

Let $\alpha \in \mathbb{R}$ in (1) be the regularization parameter and has a huge impact on the quality of the reconstruction. If this value is too small, then the solution $x_\alpha$ closely resembles the naive solution and is ‘over-fitted’ to the noisy data $b$. On the other hand, if $\alpha$ is too large, then $x_\alpha$ is not a good solution to the inverse problem anymore and is, for instance, in the case of Tikhonov regularization ‘over-smoothed’. Different parameter choice methods exist

$$\text{TV}(x) = \sum_{i,j=1}^N |\partial_h^{\ell_1}(X)| + |\partial_v^{\ell_1}(X)|,$$

(2)

with finite difference operators in the horizontal and vertical direction given by

$$\partial_h^{\ell_1}(X) = \begin{cases} X_{i,j+1} - X_{i,j} & j < N \\ 0 & j = N \\
\end{cases} \text{ and } \partial_v^{\ell_1}(X) = \begin{cases} X_{i+1,j} - X_{i,j} & i < N \\ 0 & i = N \end{cases}$$

We can rewrite this in a more convenient way by first writing

$$D = \begin{pmatrix} 1 & -1 & \cdots & -1 \\ \vdots & \ddots & \vdots & \vdots \\ 1 & -1 \end{pmatrix} \in \mathbb{R}^{(N-1) \times N}$$

(3)

which represents a finite difference approximation of the derivative operator in one dimension. Let $\otimes$ denote the Kronecker product. We can compactly write $\text{TV}(x) = \|Lx\|_1$ with

$$L = \begin{pmatrix} D_h & 0 \\ 0 & D_v \end{pmatrix} \in \mathbb{R}^{(2n-2N) \times n} \text{ and } \begin{cases} D_h = D \otimes I_N \in \mathbb{R}^{(n-N) \times n} \\ D_v = I_N \otimes D \in \mathbb{R}^{(n-N) \times n} \end{cases}$$

(4)

The matrices $D_h$ and $D_v$ represent the two dimensional finite difference approximation of the derivative operator in the horizontal and the vertical directions respectively.

The scalar $\alpha \in \mathbb{R}$ in (1) is the regularization parameter and has a huge impact on the quality of the reconstruction. If this value is too small, then the solution $x_\alpha$ closely resembles the naive solution and is ‘over-fitted’ to the noisy data $b$. On the other hand, if $\alpha$ is too large, then $x_\alpha$ is not a good solution to the inverse problem anymore and is, for instance, in the case of Tikhonov regularization ‘over-smoothed’. Different parameter choice methods exist.
for choosing a suitable $\alpha$. One of the most straightforward ways to choose the regularization parameter is given by the discrepancy principle, which states that we should choose $\alpha$ such that

$$\|Ax_0 - b\|_2 = \eta \|e\|_2,$$

where $\eta \geq 1$ is a safety factor. Obviously $\|e\|_2$ is not available in practice, so this approach assumes we have some estimate of this value available.

Note that (1) is a convex optimization problem, which means that any local solution is also a global solution. However, for $p < 2$ the problem is non-differentiable. Hence, we cannot use algorithms that rely on the gradient or Hessian of the objective function, like steepest descent or Newton’s method [13]. To overcome this issue, we simply use a smooth approximation of the regularization term $\|Lx\|_p$ when $p < 2$.

In this paper we develop an algorithm that simultaneously solves (a smooth approximation of) the $\ell_p$ regularized problem (1) and determines the corresponding regularization parameter $\alpha$ such that the discrepancy principle (5) is satisfied. We do not make any assumptions on the rank or dimension of the matrices $A$ and $L$ in the derivation of the algorithm. However, we are mainly interested in large-scale problems for which direct methods have an unacceptably long run-time. We not only consider square matrices $A$, but also both overdetermined and underdetermined linear systems.

We reformulate (1) as a constrained optimization problem for which the solution satisfies a system of nonlinear equations. Newton’s method can be used to solve this problem [14]. However, this approach can be quite computationally expensive for large-scale problems since each iteration requires the solution of a large linear system to obtain the Newton direction. A Krylov subspace method is typically used to solve the linear system, leading to an expensive outer–inner iteration scheme, i.e. each outer Newton iteration requires a number of inner Krylov subspace iterations. We circumvent this by projecting the constrained optimization problem on a low-dimensional generalized Krylov subspace (GKS) and we calculate the Newton direction for this projected problem. In each iteration of the algorithm we use this search direction in combination with a backtracking line search, after which the GKS is expanded. Further improvements to the algorithm are presented in the case of general form Tikhonov regularization. This newly developed algorithm can be seen as a generalization of the projected Newton method for standard form Tikhonov regularization [3]. In fact, some results from [3] are extended and proven in a more general context.

We compare our method with the GKS method developed in [4], which can be used to solve the general form Tikhonov problem. In addition, we also compare the performance of the projected Newton method with that of the GKS method developed in [15] by a number of timing experiments. The latter algorithm combines the well-established iteratively reweighted norm (IRN) approach [7, 12] with a projected step on a low-dimensional GKS. We perform experiments using the sparsity inducing $\ell_1$ norm as well as the total variation regularization term.

The paper is organized as follows. In section 2 we define a smooth approximation of the $\ell_p$ norm for $p < 2$ and in section 3 we formulate the nonlinear system of equations that describes the problem of interest. The main contribution of this paper is presented in section 4, where we develop the projected Newton method and prove our main results. Section 5 describes two reference methods that we use to compare with the projected Newton method. Next, in section 6 we provide a number of experiments illustrating the performance and overall behavior of the newly proposed algorithm. Lastly, this work is concluded in section 7.
2. Smooth approximation of the $\ell_p$ norm

The $\ell_p$ norm is non-differentiable for $p < 2$, which makes the optimization problem a bit more difficult. However, it is easy to formulate a smooth approximation $\Psi_p(x) \approx \frac{1}{p} \|x\|_p^p$ where $\Psi_p : \mathbb{R}^n \to \mathbb{R}$ is a twice continuously differentiable convex function. More precisely we define

$$\Psi_p(x) = \frac{1}{p} \sum_{i=1}^n (x_i^2 + \beta)^{\frac{p}{2}},$$

(6)

where $\beta > 0$ is a small scalar that ensures smoothness. Other possible smooth approximations of the absolute value function can alternatively be chosen, see for instance [16–18].

The gradient $\nabla \Psi_p(x) = \left( \frac{\partial \Psi_p(x)}{\partial x_1}, \ldots, \frac{\partial \Psi_p(x)}{\partial x_n} \right)^T$ is given by the partial derivatives

$$\frac{\partial \Psi_p(x)}{\partial x_i} = x_i (x_i^2 + \beta)^{-1}$$

for $i = 1, \ldots, n$. The Hessian matrix $\nabla^2 \Psi_p(x) = \left( \frac{\partial^2 \Psi_p(x)}{\partial x_i \partial x_j} \right)_{i,j=1,\ldots,n}$ is a diagonal matrix since $\frac{\partial^2 \Psi_p(x)}{\partial x_i}$ does not contain any $x_j$ with $i \neq j$ and is thus given by the following second derivatives:

$$\frac{\partial^2 \Psi_p(x)}{\partial x_i^2} = (x_i^2 + \beta)^{-1} + \frac{1}{2} x_i^2 (x_i^2 + \beta)^{-2} > 0.$$

From this it also follows that $\Psi_p(x)$ is strictly convex. The following lemma can be used to calculate the gradient and Hessian for the smooth approximation $\Psi_p(Lx) \approx \frac{1}{p} \|Lx\|_p^p$.

**Lemma 2.1.** Let $L \in \mathbb{R}^{k \times n}$ and $x \in \mathbb{R}^n$. Let $\tilde{\Psi}(z) : \mathbb{R}^k \to \mathbb{R}$ be a twice continuously differentiable function and $\Psi(x) = \tilde{\Psi}(Lx)$, then we have

$$\nabla \Psi(x) = L^T \nabla \tilde{\Psi}(Lx),$$

$$\nabla^2 \Psi(x) = L^T \nabla^2 \tilde{\Psi}(Lx)L.$$

**Proof.** This follows from the chain rule for multivariate functions.

3. Reformulation of the problem

For the moment, let us denote $\Psi(x) : \mathbb{R}^n \to \mathbb{R}$ any twice continuously differentiable convex function. For instance, for the smooth approximation of the regularization term $\frac{1}{p} \|Lx\|_p^p$ with $1 \leq p < 2$ we take $\Psi(x) = \Psi_p(Lx)$, while for $p = 2$ we simply take the actual regularization term $\Psi(x) = \frac{1}{2} \|Lx\|_2^2$ since it is already smooth. The goal is to develop an efficient algorithm that can simultaneously solve the convex optimization problem

$$x_\alpha = \arg\min_{x \in \mathbb{R}^n} \left\{ \frac{1}{2} \|Ax - b\|_2^2 + \alpha \Psi(x) \right\},$$

(7)

and find the corresponding regularization parameter $\alpha$ such that the discrepancy principle (5) is satisfied. Note that this goal is slightly more general than expressed in the introduction. The (possibly nonlinear) system of equations

$$A^T (Ax - b) + \alpha \nabla \Psi(x) = 0$$

(8)
are necessary and sufficient conditions for \(x\) to be a global solution for (7) due to convexity of the objective function. Uniqueness of the solution is in general not guaranteed. For instance, if we want the ensure a unique solution for general form Tikhonov regularization we can add the requirement that \(\mathcal{N}(A) \cap \mathcal{N}(L) = \{0\}\), where \(\mathcal{N}(\cdot)\) denotes the null-space of a matrix. In fact, the following more general result holds

**Lemma 3.1.** Let \(\Psi(x) = \tilde{\Psi}(Lx)\) with a twice continuously differentiable strictly convex function \(\tilde{\Psi}(z) : \mathbb{R}^l \to \mathbb{R}\) and \(L \in \mathbb{R}^{x \times n}\) such that \(\mathcal{N}(A) \cap \mathcal{N}(L) = \{0\}\) then it holds that (7) has a unique solution.

**Proof.** Let \(x_1\) and \(x_2\) be two different solutions of (7). Suppose that both \(Lx_1 = Lx_2\) and \(Ax_1 = Ax_2\) hold. This would imply that \(x_1 - x_2 \in \mathcal{N}(A) \cap \mathcal{N}(L)\), meaning \(x_1 = x_2\), which contradicts the assumption that we have two different solutions. Hence, at least one of these should be an inequality. Let us denote \(x_3 = (x_1 + x_2)/2\). Suppose \(Lx_1 \neq Lx_2\), then we have that \(\tilde{\Psi}(Lx_3) < \tilde{\Psi}(Lx_1) + \frac{1}{2}\tilde{\Psi}(Lx_2)\) since \(\tilde{\Psi}\) is strictly convex. If \(Lx_1 = Lx_2\) then we must have \(Ax_1 \neq Ax_2\) and we have in this case \(\|Ax_3 - b\|^2 < \frac{1}{2}\|Ax_1 - b\|^2 + \frac{1}{2}\|Ax_2 - b\|^2\) since the squared Euclidean norm is also strictly convex. Hence, at least one of these inequalities is strict. This implies that

\[
\frac{1}{2}\|Ax_3 - b\|^2 + \alpha \tilde{\Psi}(Lx_3) < \frac{1}{4}\|Ax_1 - b\|^2 + \frac{1}{4}\|Ax_2 - b\|^2 + \frac{1}{4}\tilde{\Psi}(Lx_1) + \frac{1}{4}\tilde{\Psi}(Lx_2).
\]

This leads to a contradiction since every local solution is a global solution and we have found a point \(x_3\) with strictly smaller objective value than \(x_1\) and \(x_2\). \(\square\)

Recall that \(\tilde{\Psi}(z) = \Psi_p(z)\) is strictly convex and thus it follows from this lemma that the smooth approximation of the \(\ell_p\) regularized problem has a unique solution if \(\mathcal{N}(A) \cap \mathcal{N}(L) = \{0\}\).

Let us now turn our attention to the following constrained optimization problem

\[
\min_{x \in \mathbb{R}^n} \Psi(x) \quad \text{subject to} \quad \frac{1}{2}\|Ax - b\|^2 = \frac{\sigma^2}{2}, \quad (9)
\]

where we denote \(\sigma = \eta\|e\|_2\) the value used in the discrepancy principle (5). We assume that \(\|b\| > \sigma\), since otherwise the noise is larger than the data and there is no use in trying to solve the inverse problem. This optimization problem is closely related to (7). A solution \((x^*, \lambda^*)\) to (9) has to satisfy the nonlinear system of equations \(F(x^*, \lambda^*) = 0\) with

\[
F(x, \lambda) = \begin{pmatrix}
\lambda A^T(Ax - b) + \nabla \Psi(x) \\
\frac{1}{2}\|Ax - b\|^2 - \frac{\sigma^2}{2}
\end{pmatrix} \in \mathbb{R}^{n+1}.
\]

These express the first order optimality conditions of problem (9), also known as Karush–Kuhn–Tucker or KKT-conditions [13]. The author in [14] showed, under the assumption that there exists a constant \(c \geq 0\) such that for all \(x\) it holds that \(\Psi(x) \geq c\), \(\Psi(0) = c\) and that \(\{x : \Psi(x) \geq c\} \cap \{x : \|Ax - b\| \leq \sigma\} = \emptyset\), that they are sufficient conditions for \((x^*, \lambda^*)\) to be a global solution and that the Lagrange multiplier \(\lambda^*\) is strictly positive. Note that this assumption holds for \(\Psi(x) = \|x\|_2^2\) with \(c = 0\) and for \(\Psi(x) = \Psi_p(x)\) with \(c = n\beta^2/p\) since for these choices we have \(\{x : \Psi(x) = c\} = \{0\}\); and since \(\|b\| > \sigma\) the intersection is indeed empty. If we consider \(\psi(x) = \|Lx\|_2^2\) and \(\Psi(x) = \Psi_p(Lx)\), we can again take the corresponding value for \(c\) and we have \(\{x : \|Ax - b\| \leq \sigma\} = \mathcal{N}(L)\). However, in general we cannot say much about \(\mathcal{N}(L) \cap \{x : \|Ax - b\| \leq \sigma\}\).
Now, if \((x, \lambda)\) is any root of the first component of (10) with \(\lambda > 0\) it is also a solution to (7) for \(\alpha = 1/\lambda\), which follows from the fact that \((x, \alpha)\) solves the optimality conditions (8) in that case. This means that if we solve (9) we simultaneously solve the regularized linear inverse problem (7) and find the corresponding regularization parameter \(\alpha = 1/\lambda\) such that the discrepancy principle is satisfied. Due to the straightforward connection between \(\alpha\) and \(\lambda\) we refer to both quantities as the regularization parameter. Uniqueness of the solution of (9) can be proven under the same conditions as lemma 3.1 using similar arguments as presented in its proof.

The Newton direction for the nonlinear system of equations \(F(x, \lambda) = 0\) given by (10) in a point \((x, \lambda)\) is given by the solution of the linear system

\[
J(x, \lambda) \begin{pmatrix} \Delta x \\ \Delta \lambda \end{pmatrix} = -F(x, \lambda),
\]

where the Jacobian \(J(x, \lambda) \in \mathbb{R}^{(n+1) \times (n+1)}\) of the function \(F(x, \lambda)\) is given by

\[
J(x, \lambda) = \begin{pmatrix} \lambda A^T A + \nabla^2 \Psi(x) & A^T (Ax - b) \\ (Ax - b)^T A & 0 \end{pmatrix}.
\]

This linear system (11) cannot be solved using a direct method when \(n\) is very large. Moreover, for many applications the matrix \(A\) is not explicitly given and we can only compute matrix-vector products with \(A\) and \(A^T\). Hence, a Krylov subspace method such as MINRES [19] is used to compute the Newton direction. However, every iteration of the linear solver requires a matrix-vector product with \(A\) and \(A^T\), which becomes expensive when a lot of iterations need to be performed. In the following section we develop the alternative approach proposed in this paper.

4. Projected Newton method

In this section we derive a Newton-type method that solves (9) and that only requires one matrix-vector product with \(A\) and one matrix-vector product with \(A^T\) in each iteration.

4.1. Projected minimization problem

Suppose we have a matrix \(V_k = [v_0, v_1, \ldots, v_{k-1}] \in \mathbb{R}^{n \times k}\) with orthonormal columns, i.e. \(V_k^T V_k = I_k\). The index \(k\) is the iteration index of the algorithm that we describe in this section. Here, and in what follows, a sub-index refers to a certain iteration number rather than, for instance, an element of a vector. Let \(\mathcal{R}(V_k)\) denote the range of the matrix \(V_k\), i.e. the space spanned by all columns of the matrix. We consider the \(k\)-dimensional projected minimization problem

\[
\min_{x \in \mathcal{R}(V_k)} \Psi(x) \quad \text{subject to} \quad \frac{1}{2} \|Ax - b\|_2^2 = \frac{\sigma^2}{2},
\]

\[
\Leftrightarrow \min_{y \in \mathbb{R}^k} \Psi(V_k y) \quad \text{subject to} \quad \frac{1}{2} \|AV_k y - b\|_2^2 = \frac{\sigma^2}{2}.
\]

The corresponding KKT conditions are now given by

\[
F^{(k)}(y, \lambda) = \begin{pmatrix} \lambda V_k^T A^T (AV_k y - b) + V_k^T \nabla \Psi(V_k y) \\ \frac{1}{2} \|AV_k y - b\|_2^2 - \frac{\sigma^2}{2} \end{pmatrix} = \begin{pmatrix} V_k^T & 0 \\ 0 & 1 \end{pmatrix} F(V_k y, \lambda).
\]
which can be seen as a projected version of (10). The Jacobian of the projected function \( F^0(y, \lambda) \in \mathbb{R}^{k+1} \), which we refer to as the projected Jacobian, is given by

\[
J^{(k)}(y, \lambda) = \begin{pmatrix} \lambda V_k^T A^T A V_k + V_k^T \nabla^2 \psi(V_k y)V_k & V_k^T A^T (A V_k y - b) \\ (A V_k y - b)^T A V_k & 0 \end{pmatrix} \in \mathbb{R}^{(k+1) \times (k+1)}. \tag{15}
\]

We have the following connection between the Jacobian (12) and projected Jacobian

\[
J^{(k)}(y, \lambda) = \begin{pmatrix} V_k^T & 0 \\ 0 & 1 \end{pmatrix} J(V_k y, \lambda) \begin{pmatrix} V_k & 0 \\ 0 & 1 \end{pmatrix}. \tag{16}
\]

Let us denote \( \bar{y}_k = 0 \) and \( \bar{y}_{k-1} = (y_{k-1}^T, 0)^T \in \mathbb{R}^k \) for \( k > 1 \) where \( y_{k-1} \) is an approximate solution for the \((k-1)\)-dimensional minimization problem, i.e. problem (13) with \( k \) replaced by \( k - 1 \). Let us furthermore write \( x_k = V_k \bar{y}_k \) for all \( k > 0 \) and \( x_0 = 0 \). Since the last component of \( \bar{y}_{k-1} \) is zero we have \( V_k \bar{y}_{k-1} = V_{k-1} \bar{y}_{k-1} = x_{k-1} \) for \( k > 1 \) and \( V_1 \bar{y}_0 = x_0 = 0 \) by definition. If \( J^{(k)}(\bar{y}_{k-1}, \lambda_{k-1}) \) is nonsingular we can calculate the Newton direction for the projected problem as the solution of the linear system

\[
J^{(k)}(\bar{y}_{k-1}, \lambda_{k-1}) \begin{pmatrix} \Delta y_k \\ \Delta \lambda_k \end{pmatrix} = -F^{(k)}(\bar{y}_{k-1}, \lambda_{k-1}). \tag{17}
\]

We refer to this as the projected Newton direction. For a suitably chosen step-length \( 0 < \gamma_k \leq 1 \), we can update our sequence by

\[
y_k = \bar{y}_{k-1} + \gamma_k \Delta y_k, \quad \lambda_k = \lambda_{k-1} + \gamma_k \Delta \lambda_k.
\]

This gives us a corresponding update for \( x_k \):

\[
x_k = V_k \bar{y}_k = V_k \bar{y}_{k-1} + \gamma_k V_k \Delta y_k = x_{k-1} + \gamma_k \Delta x_k,
\]

where we define \( \Delta x_k = V_k \Delta y_k \). Note that this step is different from the step that would be obtained by calculating the true Newton direction \( J(x_{k-1}, \lambda_{k-1})^{-1} F(x_{k-1}, \lambda_{k-1}) \). However, if we choose a particular basis \( V_k \), we will show that this provides a descent direction for the merit function \( f(x, \lambda) = \frac{1}{2} \|F(x, \lambda)\|^2 \).

In general we can not conclude from (14) that

\[
\begin{pmatrix} V_k & 0 \\ 0 & 1 \end{pmatrix} F^{(k)}(\bar{y}_{k-1}, \lambda_{k-1}) = F(V_k \bar{y}_{k-1}, \lambda_{k-1}). \tag{18}
\]

However, by considering a specific choice of basis \( V_k \) we can enforce this equality. Recall that \( V_k \bar{y}_{k-1} = x_{k-1} \). Let us denote

\[
\bar{v}_{k-1} = \lambda_{k-1} A^T (A x_{k-1} - b) + \nabla \psi(x_{k-1}) \tag{19}
\]

the first component of \( F(x_{k-1}, \lambda_{k-1}) \), see (10). Equation (18) holds if and only if

\[
V_k V_k^T \bar{v}_{k-1} = \bar{v}_{k-1}
\]

which is true if \( \bar{v}_{k-1} \in \mathcal{R}(V_k) \).

Now we have a straightforward way to construct the basis \( V_k = [v_0, \ldots, v_{k-1}] \) such that (18) holds. Let \( V_1 = \bar{v}_{0} / \|\bar{v}_{0}\| \), with \( \bar{v}_{0} = -\lambda_0 A^T b \) since \( x_0 = 0 \) and \( \nabla \psi(0) = 0 \). Suppose we already have the basis \( V_k \) in iteration \( k \) and have just constructed new variables \( \lambda_k \) and \( x_k \). To
add a new vector \( v_k \) to get \( V_{k+1} \), we simply take \( \tilde{v}_k \) and orthogonalize it to all previous vectors in \( V_k \) using Gram–Schmidt and then normalize, i.e.:

\[
v_k = \tilde{v}_k - \sum_{j=0}^{k-1} (u_j^T \tilde{v}_k) u_j, \quad v_k = v_k / \|v_k\|.
\] (20)

Note that we use modified Gram–Schmidt in the actual implementation of the algorithm, but for notational convenience we write in the classical way. By construction we now have that \( V_k \) has orthonormal columns and

\[
\mathcal{R}(V_{k+1}) = \text{span} \{ \tilde{v}_0, \tilde{v}_1, \ldots, \tilde{v}_k \}.
\] (21)

The basis \( V_k \) is unique up to sign change of each of the vectors.

First note that when the \( k \)-dimensional projected minimization problem (13) is solved for \( y = y_2 \), i.e. if \( \|F^{(k)}(y_2, \lambda_k)\| = 0 \), this does not necessarily imply that problem (9) is solved for \( x_k = V_2 y_2 \). However, in that case we have that \( \lambda_k V_k^T A (Ax_k - b) + V_k^T \nabla \Psi(x_k) = 0 \). This implies that \( \tilde{v}_k \) is already orthogonal to \( V_1 \) and then the Gram–Schmidt procedure is in principle not necessary. In this case, since in practice we are always working with finite precision arithmetic, (20) can be seen as a re-orthogonalization step.

Secondly, we note that the basis \( V_k \) can be seen as a GKS, similarly as in [4]. Indeed, let us denote the Krylov subspace of dimension \( k \) for \( M \in \mathbb{R}^{n \times n} \) and \( v \in \mathbb{R}^n \) as \( K_k(M, v) = \text{span} \{ v, Mv, \ldots, M^{k-1}v \} \). Consider the case when \( \Psi(x) = \frac{1}{2} \|x\|^2 \), i.e. standard form Tikhonov regularization. Then we have

\[
\tilde{v}_{k-1} = \lambda_{k-1} A^T (Ax_{k-1} - b) + x_{k-1} = (\lambda_{k-1} A^T A + I_{n}) x_{k-1} - A^T b.
\]

In particular for \( x_0 = 0 \) we have \( v_0 = \pm A^T b / \|A^T b\| \). Now, due to the shift invariance of Krylov subspaces, i.e. the fact that

\[
K_k(A^T A, A^T b) = K_k(A^T A + \alpha I, A^T b), \quad \forall \alpha \in \mathbb{R}
\] (22)

it can easily be seen that \( \mathcal{R}(V_k) = K_k(A^T A, A^T b) \). As a consequence, we now also have that \( V_k A^T V_k \) is a tridiagonal matrix. This is because the basis \( V_k \) is (up to sign change of the vectors) the same basis as generated by the Golub–Kahan bidiagonalization procedure [20, 21]. This basis satisfies a relation of the form \( AV_k = U_{k+1} B_{k+1,k} \) with an upper bidiagonal matrix \( B_{k+1,k} \in \mathbb{R}^{(k+1) \times k} \) and matrix \( U_{k+1} \in \mathbb{R}^{n \times n} \) with orthonormal columns. Hence, we get \( V_k^T A^T V_k = B_{k+1,k}^T B_{k+1,k} \), which is indeed tridiagonal. Note that the Golub–Kahan bidiagonalization procedure is used in the projected Newton method for standard form Tikhonov regularization [3]. Hence, the results presented in this section can be seen as a generalization of some of the results in [3]. In fact, the algorithm presented in the current paper, when applied to the standard form Tikhonov problem, is (in exact arithmetic) equivalent to the algorithm presented in [3], although implemented in a different way.

When we consider, for instance, general form Tikhonov regularization, i.e. \( \Psi(x) = \frac{1}{2} \|Lx\|^2 \) with \( L \neq I_n \) we do not have in general that \( V_k \) spans a Krylov subspace. This would only be true if the regularization parameter \( \lambda_k \) remains the same for all \( k \). The interesting thing to note, however, is that if the parameter \( \lambda_k \) stabilizes quickly, then we can recognize an approximate tridiagonal structure in \( V_k^T (A^T A + \alpha_k L^T L) V_k \) with \( \alpha_k = 1 / \lambda_k \). More precisely, the elements on the three main diagonals have much larger magnitude than all other elements. We discuss this property in a bit more detail in section 6 and illustrate it with a small numerical experiment (see experiment 1).
Using the GKS basis $V_k$ as described above, we can prove the following theorem:

**Theorem 4.1.** Let $V_k$ be the GKS basis (21) and $(\Delta y_k^T, \Delta \lambda_k)^T$ be the projected Newton direction obtained by solving (17). Then the step $\Delta_k = (\Delta x_k^T, \Delta \lambda_k)^T$ with $\Delta x_k = V_k \Delta y_k$ is either a descent direction for $f(x_{k-1}, \lambda_{k-1})$, i.e.

$$\Delta_k^T \nabla f(x_{k-1}, \lambda_{k-1}) < 0$$

or we have found a solution to (9).

**Proof.** Using (16), which holds for any matrix $V_k$, and (18), which holds for the GKS basis $V_k$, together with the definition of the step $\Delta_k$ we have:

$$\Delta_k^T \nabla f(x_{k-1}, \lambda_{k-1}) = \left(\frac{\Delta x_k}{\Delta \lambda_k}\right)^T J(x_{k-1}, \lambda_{k-1}) F(x_{k-1}, \lambda_{k-1})$$

$$= \left(\frac{V_k \Delta y_k}{\Delta \lambda_k}\right)^T J(V_k \bar{y}_{k-1}, \lambda_{k-1}) F(V_k \bar{y}_{k-1}, \lambda_{k-1})$$

$$= \left(\frac{\Delta y_k}{\Delta \lambda_k}\right)^T \left(\frac{V_k^T}{0} \begin{pmatrix} 0 & 1 \end{pmatrix}\right) J(V_k \bar{y}_{k-1}, \lambda_{k-1}) \begin{pmatrix} V_k & 0 \\ 0 & 1 \end{pmatrix} F^{(k)}(\bar{y}_{k-1}, \lambda_{k-1})$$

$$= \left(\frac{\Delta y_k}{\Delta \lambda_k}\right)^T \left(\frac{J^{(k)}(\bar{y}_{k-1}, \lambda_{k-1})}{F^{(k)}(\bar{y}_{k-1}, \lambda_{k-1})}\right)$$

$$= -\|F^{(k)}(\bar{y}_{k-1}, \lambda_{k-1})\|^2 = -\|F(x_{k-1}, \lambda_{k-1})\|^2 \leq 0.$$

The proof now follows from the fact that $(x_{k-1}, \lambda_{k-1})$ is a solution to (9) if and only if $\|F(x_{k-1}, \lambda_{k-1})\| = 0$. □

The importance of the above theorem is illustrated by the fact that for $\gamma_k$ small enough we have by Taylor’s theorem [13, 22] that

$$f(x_{k-1} + \gamma_k \Delta x_k, \lambda_{k-1} + \gamma_k \Delta \lambda_k) \approx f(x_{k-1}, \lambda_{k-1}) + \gamma_k \Delta_k^T \nabla f(x_{k-1}, \lambda_{k-1})$$

which implies we can find a step-length $\gamma_k$ such that we have a strict decrease in the merit function $f(x_k, \lambda_k) < f(x_{k-1}, \lambda_{k-1})$. In practice, a so-called backtracking line search is often used to find a step-length $\gamma_k > 0$ such that there is a ‘sufficient decrease’ of the merit function:

$$\frac{1}{2} \|F(x_k, \lambda_k)\|^2 \leq \left(\frac{1}{2} - c\gamma_k\right) \|F(x_{k-1}, \lambda_{k-1})\|^2$$

(23)

with $c \in (0, 1)$. Equation (23) is often referred to in literature as the sufficient decrease condition or Armijo condition. To find such a step-length, we simply start with $\gamma_k = 1$ and check if the sufficient decrease condition holds. If not, we reduce $\gamma_k$ by a factor $0 < \tau < 1$ and check if $\gamma_k := \tau \gamma_k$, satisfies the condition. This procedure is then repeated until a suitable step-length is found. We obviously do not want to calculate the new norm $F(x_k, \lambda_k)$ by performing matrix-vector products with $A$ and $A^T$. This would make the line search expensive if the step-length is reduced multiple times. In section 4.3 we describe how this line search can be performed efficiently. The basic idea of the proposed method is now given by algorithm 1.
In section 6 we comment on the different criteria that can be used to check for convergence. The following interesting result will be useful in this discussion.

**Lemma 4.2.** For all \( k \geq 0 \) we have that the iterates \( x_k \) generated by algorithm 1 satisfy \( \|Ax_k - b\| \geq \sigma \), which means we never get a residual smaller than what the discrepancy principle dictates.

**Proof.** We prove this by induction. For \( k = 0 \) we have by assumption that \( \|b\| \geq \sigma \). Suppose \( k > 0 \) and that \( \|Ax_{k-1} - b\| = \|AV_k\tilde{y}_{k-1} - b\| \geq \sigma \). Writing out the last component of the equality (17) we get

\[
(\bar{A}V_k\tilde{y}_{k-1} - b)^T\bar{A}V_k\Delta y_k = \frac{\sigma^2}{2} - \frac{1}{2}\|AV_k\tilde{y}_{k-1} - b\|^2 \leq 0.
\]

(24)

Now the proof follows from the following calculation:

\[
\|Ax_k - b\|^2 = \|AV_k\tilde{y}_k - b\|^2 = \|AV_k\tilde{y}_{k-1} + \gamma_k\Delta y_k - b\|^2
\]

\[
= \|AV_k\tilde{y}_{k-1} - b\|^2 + \gamma_k^2\|AV_k\Delta y_k\|^2 + 2\gamma_k(\bar{A}V_k\tilde{y}_{k-1} - b)^T\bar{A}V_k\Delta y_k
\]

\[
\geq \|AV_k\tilde{y}_{k-1} - b\|^2 + \gamma_k^2\|AV_k\Delta y_k\|^2 + 2(\bar{A}V_k\tilde{y}_{k-1} - b)^T\bar{A}V_k\Delta y_k
\]

\[
= \|AV_k\tilde{y}_{k-1} - b\|^2 + \gamma_k^2\|AV_k\Delta y_k\|^2 + \sigma^2 - \|AV_k\tilde{y}_{k-1} - b\|^2
\]

\[
= \sigma^2 + \gamma_k^2\|AV_k\Delta y_k\|^2.
\]

The inequality follows from the fact that \((AV_k\tilde{y}_{k-1} - b)^TAV_k\Delta y_k \leq 0\) by (24) and \( 0 < \gamma_k \leq 1 \).

4.2. Efficiently computing the projected Newton direction

In this section we efficiently construct the projected Jacobian (15) and projected function (14) that we need to compute the projected Newton direction (17). To do so, we consider the reduced QR decomposition of the tall and skinny matrix \( AV_k \in \mathbb{R}^{m \times k} \), which was also the approach taken in [4, 15]. Let \( Q_k \in \mathbb{R}^{m \times k} \) with \( Q_k^TQ_k = I_k \) and \( R_k \in \mathbb{R}^{k \times k} \) upper triangular such that \( AV_k = Q_kR_k \). Using this QR decomposition we can write \( V_k^TATAV_k = R_k^T R_k \) and as a consequence we also have

\[
V_k^TAT(\bar{A}V_k\tilde{y} - b) = R_k^TR_k\tilde{y} - V_k^Tb = R_k^TR_k\tilde{y} - d_k
\]

(25)

with \( d_k = V_k^Tb = \|ATb\|e^{(h)}_1 \) and \( e^{(h)}_1 = (1, 0, \ldots, 0)^T \in \mathbb{R}^k \). The vector (25) is present in both the projected Jacobian (15) and the projected function (14). The QR decomposition of \( AV_k \)
can be efficiently updated in each iteration. For \( k = 1 \) we trivially have \( AV_1 = Q_1R_1 \) with \( R_1 = \|AV_1\| \) and \( Q_1 = AV_1/R_1 \). For \( k > 1 \) we can write

\[
AV_k = \begin{bmatrix} AV_{k-1}, AV_{k-1} \end{bmatrix} = \begin{bmatrix} Q_{k-1}R_{k-1}, AV_{k-1} \end{bmatrix} = \begin{bmatrix} Q_{k-1}, q_k \end{bmatrix} \begin{bmatrix} R_{k-1} & r_k \\ 0 & r_{k,k} \end{bmatrix} \tag{26}
\]

with \( r_k = Q_{k-1}^TAV_{k-1}, \bar{q}_k = AV_{k-1} - Q_{k-1}r_k, r_{k,k} = \|\bar{q}_k\| \) and \( q_k = \bar{q}_k/r_{k,k}. \tag{27} \)

When \( r_{k,k} = 0 \) we can simply replace \( \bar{q}_k \) with any vector that is orthogonal to \( Q_{k-1} \) \cite{4, 23}. The matrix \( R_k^T R_k \) can also be efficiently computed by

\[
R_k^T R_k = \begin{pmatrix} R_{k-1}^T & 0 \\ r_k^T & r_{k,k} \end{pmatrix} \begin{pmatrix} R_{k-1} & r_k \\ 0 & r_{k,k} \end{pmatrix} = \begin{pmatrix} R_{k-1}^T R_{k-1} & r_{k-1}^T r_k \\ r_k^T r_{k-1} & r_{k,k} + r_{k,k}^2 \end{pmatrix}. \tag{28} \]

Up to this point, we have not used any additional structure of the twice continuously differentiable convex function \( \Psi(x) \). In general, calculating the gradient \( \nabla \Psi(x) \) or the Hessian \( \nabla^2 \Psi(x) \) could be quite computationally expensive. For instance, if we consider \( \Psi(x) = \Psi_p(Lx) \) the smooth approximation of \( 1/\|Lx\|_p \) evaluating this gradient requires a matrix-vector product with both \( L \) and \( L^T \). Let us consider \( \Psi(x) = \bar{\Psi}(Lx) \) with a matrix \( L \in \mathbb{R}^{r \times k} \) and twice continuously differentiable convex function \( \bar{\Psi} : \mathbb{R}^r \rightarrow \mathbb{R} \). Recall that for the \( \ell_p \) norm we take \( \bar{\Psi}(z) = \Psi_p(z) \), while for the general form Tikhonov problem we have \( \bar{\Psi}(z) = \frac{1}{2} \|z\|_2^2 \). Further improvements in the latter case will be presented in section 4.6.

In addition to saving the tall and skinny matrices \( V_k \) and \( AV_k \) we also save the matrix \( LV_k \in \mathbb{R}^{r \times k} \). We introduce recurrences for \( z_k := Lx_k \) and \( t_k := Ax_k, \) i.e. we get

\[
z_k = Lx_k = Lx_{k-1} + \gamma_k L\Delta x_k = z_{k-1} + \gamma_k LV_k \Delta y_k = z_{k-1} + \gamma_k \Delta z_k \\
t_k = Ax_k = Ax_{k-1} + \gamma_k A\Delta x_k = t_{k-1} + \gamma_k AV_k \Delta y_k = t_{k-1} + \gamma_k \Delta t_k
\]

with \( \Delta z_k = (LV_k)\Delta y_k \) and \( \Delta t_k = (AV_k)\Delta y_k \) computed as tall and skinny matrix vector products and \( z_0 = t_0 = 0 \). When we consider the case \( L = I_n \) we obviously get the simplification \( z_k = x_k \). The Hessian \( V_k^T \nabla^2 \Psi(x_{k-1})V_k \) in the projected Jacobian \( 15 \) with \( y = \tilde{y}_{k-1} \) can be rewritten as

\[
V_k^T \nabla^2 \Psi(x_{k-1})V_k = (LV_k)^T \nabla^2 \bar{\Psi}(z_{k-1})(LV_k).
\]

Remember that for our example \( \bar{\Psi}(z) = \Psi_p(z) \) the matrix \( \nabla^2 \bar{\Psi}(z_{k-1}) \) is diagonal. To summarize, the linear system \( 17 \) to calculate the projected Newton direction can be rewritten as

\[
\begin{pmatrix} \lambda_{k-1} R_k^T R_k + (LV_k)^T \nabla^2 \bar{\Psi}(z_{k-1})(LV_k) & R_k^T R_k \tilde{y}_{k-1} - d_k \\ R_k^T R_k \tilde{y}_{k-1} - d_k & 0 \end{pmatrix} \begin{pmatrix} \Delta y_k \\ \Delta \lambda_k \end{pmatrix} = \begin{pmatrix} \lambda_{k-1} (R_k^T R_k \tilde{y}_{k-1} - d_k) + (LV_k)^T \nabla \bar{\Psi}(z_{k-1}) \\ \frac{1}{2} \|t_{k-1} - b\|^2 - \frac{\sigma^2}{2} \end{pmatrix}. \tag{29} \]
4.3. Efficiently performing the backtracking line search

Similarly as before, we now also save the tall and skinny matrix $A^TAV_k \in \mathbb{R}^{n \times k}$ and introduce a recurrence relation for $w_k = A^T Ax_k$. More specifically, we have

$$w_k = A^T Ax_k = A^T Ax_{k-1} + \gamma_k A^T A \Delta x_k = w_{k-1} + \gamma_k \Delta w_k$$

where we compute $\Delta w_k = (A^T AV_k) \Delta v_k$ using a tall and skinny matrix-vector product and initialize $w_0 = 0$. Note that we need to perform only a tall and skinny matrix-vector product with $LV_k, AV_k$ and $A^T AV_k$ and that we then can compute $z_k, t_k$ and $w_k$ for many different values of the step-length $\gamma_k$ with only vector additions. This is very useful for efficiently performing the backtracking line search. We calculate the gradient in (10) using only a matrix-vector product with $L^T$ (no matrix-vector product with $L$ anymore), i.e. we have:

$$\nabla \Psi(x_k) = L^T \nabla \tilde{\Psi}(z_k).$$

The above definitions now allow us to efficiently perform the backtracking line search. Indeed, using the definition for $t_k, w_k$ and $z_k$ we can write

$$F(x_k, \lambda_k) = \left( \lambda_k \left( w_k - A^T b \right) + L^T \nabla \tilde{\Psi}(z_k) \right).$$

Hence, no additional matrix-vector products with $A, A^T$ or $L$ are needed to compute this vector, only one matrix-vector product with $L^T$ each time the step-length is reduced. Note that $v_k$, as defined in (19), is the first component of this function, so we do not need to perform any additional calculations to obtain this vector. Using the above, we can now formulate the projected Newton method for solving (9) with $\Psi(x) = \tilde{\Psi}(Lx)$, see algorithm 2.

4.4. Computational cost of the projected Newton method

Let us comment on the computational cost of the projected Newton method as implemented in algorithm 2. Suppose we are at iteration $k$ in the algorithm. First, on line 6, we need to perform a matrix vector product with $A$ and $A^T$. The standard multiplication of a dense $m \times n$ matrix with a vector takes $2mn - m$ floating point operations (flops). However, we are mainly interested in applications with a sparse matrix $A$. The number of flops for a sparse matrix-vector multiplication with $A$ is much lower, namely $O(\mu_A n)$ where $\mu_A$ is the average number of non-zero entries per row of $A$. Let us denote $\text{flops}(A)$ the number of flops required for a matrix vector product with $A$ and likewise we denote $\text{flops}(A^T), \text{flops}(L)$ and $\text{flops}(L^T)$ the number flops required for a matrix vector product $A^T, L$ and $L^T$ respectively. The total number of flops required for these matrix vector products in iteration $k$ is then given by

$$\text{flops}(A) + \text{flops}(A^T) + \text{flops}(L) + (\#\text{red}_k) \text{flops}(L^T),$$

where $\#\text{red}_k$ denotes the number of times the step-length is reduced in the backtracking line search (see line 16).

Next, let us consider the computational cost of updating the $QR$ decomposition of $AV_k$ by (26)–(28). Calculating the vector $r_k$ in (27) can be seen as a dense matrix vector product with $Q_{k-1} \in \mathbb{R}^{(k-1) \times m}$ and hence requires $(k-1)m - (k-1) \approx 2mk$ flops. The number of flops for calculating $\tilde{q}_k$ is also approximately $2mk$ and thus we have that the total number of flops for updating the $QR$ decomposition on line 8 is approximately $4mk$. Here and it what follows we disregard all terms that do not have a factor $m, n$ or $s$. In addition, we also disregard all
Algorithm 2. Projected Newton method for $\Psi(x) = \Psi(Lx)$.

1: $y_0 = 0$; $z_0 = 0$; $t_0 = 0$; $w_0 = 0$; $\tau = 0.9$; $c = 10^{-4}$; # Initializations
2: $AV_0 = A^TAV_0 = LV_0 = 0$; # Matvec with $A^T$
3: $\bar{v}_0 = A^Tb$; $d_1 = \|\bar{v}_0\|$; $v_1 = \bar{v}_0/d_1$; $V_1 = v_1$; # Matvec with $A$ and $A^T$
4: $F_0 = \left(-\lambda_0 v_0^T, \frac{1}{2}\|b\|^2 - \frac{\lambda_0^2}{2}\right)^T$; # Compute $F_0 = F(x_0, \lambda_0)$
5: for $k = 1, 2, \ldots$, until convergence do
6: $AV_k = [AV_{k-1}, AV_{k-1}]$; $A^TAV_k = [A^TAV_{k-1}, A^T(AV_{k-1})]$; # QR decomposition $AV_k$
7: $LV_k = [LV_{k-1}, LV_{k-1}]$; # Matvec with $L$
8: Calculate $Q_k, R_k$ and $R_k^T R_k$ by (26)–(28) # Projected Newton direction
9: Calculate $\Delta y_k$ and $\Delta \lambda_k$ by solving (29)
10: $\lambda_k = \lambda_{k-1} + \Delta \lambda_k$;
11: if $\lambda_k > 0$ then $\gamma_k = 1$; else $\gamma_k = -\tau \lambda_{k-1} / \Delta \lambda_k$; $\lambda_k = \lambda_{k-1} + \gamma_k \Delta \lambda_k$; end if
12: $\Delta z_k = (LV_k)\Delta y_k$; $\Delta \lambda_k = (AV_k)\Delta y_k$; $\Delta w_k = (A^TAV_k)\Delta y_k$;
13: $(y_k^T, z_k^T, \lambda_k) = (y_{k-1}^T, z_{k-1}^T, \lambda_{k-1}) + \gamma_k (\Delta y_k^T, \Delta z_k^T, \Delta \lambda_k^T, \Delta w_k^T, \lambda_k)$;
14: $\bar{v}_k = \lambda_k (w_k - \bar{v}_0) + L^T \nabla \Psi(z_k)$; # Matvec with $L^T$
15: $F_k = \left(\bar{v}_k^T, \frac{1}{2}\|b - \bar{v}_k\|^2 - \frac{\lambda_k^2}{2}\right)^T$; # Compute $F_k = F(x_k, \lambda_k)$
16: while $\frac{1}{2}\|F_k\|^2 \leq \left(1 - c \gamma_k\right)\|F_{k-1}\|^2$ do # Backtracking line search
17: $\gamma_k = \tau \gamma_k$;
18: $(y_k^T, z_k^T, \lambda_k) = (y_{k-1}^T, z_{k-1}^T, \lambda_{k-1}) + \gamma_k (\Delta y_k^T, \Delta z_k^T, \Delta \lambda_k^T, \Delta w_k^T, \lambda_k)$;
19: $\bar{v}_k = \lambda_k (w_k - \bar{v}_0) + L^T \nabla \Psi(z_k)$; # Matvec with $L^T$
20: $F_k = \left(\bar{v}_k^T, \frac{1}{2}\|b - \bar{v}_k\|^2 - \frac{\lambda_k^2}{2}\right)^T$; # Compute $F_k = F(x_k, \lambda_k)$
21: end while
22: $y_k = (y_k^T, 0)^T$; $d_{k+1} = (d_k^T, 0)^T$; #Gram–Schmidt
23: $v_k = y_k - \sum_{j=1}^{k-1} (y_j^T \bar{v}_j) w_j$;
24: $v_k = v_k / \|v_k\|$; $V_{k+1} = [V_k, v_k]$ # Normalize and add new vector to basis
25: end for
26: $x_k = V_k y_k$;
terms that do not depend on the iteration index \( k \), with the obvious exception of the matrix vector products with \( A, A^T, L \) and \( L^T \).

The cost of forming the right-hand side in (29) is dominated by the tall and skinny matrix vector product \((LV_k)^T\nabla^2 \Psi(t_{k-1})\) and takes approximately \( 2sk \) flops. The cost of forming the projected Jacobian in (29) is dominated by the construction of \((LV_k)^T\nabla^2 \Psi(t_{k-1})(LV_k)\). Multiplication of the diagonal matrix \( \nabla^2 \Psi(t_{k-1}) \) with \( LV_k \) requires \( sk \) flops. Due to the symmetry of the matrix \((LV_k)^T\nabla^2 \Psi(t_{k-1})(LV_k)\) we only need to compute \( k(k+1)/2 \) entries, which all can be computed as an inner-product between two vectors of length \( s \). Recall that such an inner product takes \( 2s - 1 \) flops. This means that the total cost of forming this matrix is \( k(k+1)(2s - 1)/2 + sk \approx sk^2 + 2sk \) flops.

On line 12 we compute tall and skinny matrix vector products with \( LV_k \in \mathbb{R}^{k \times k}, AV_k \in \mathbb{R}^{m \times k} \) and \( A^TAV_k \in \mathbb{R}^{n \times k} \), which approximately requires \( 2sk + 2mk + 2nk \) flops. Lastly, we consider the orthogonalization step on line 23. Calculating the \( k \) inner products with vectors of length \( n \) takes \((2n - 1)k\) flops and the vector scaling and subtractions take another \( 2nk \) flops.

Hence, the orthogonalization step approximately requires \( 4nk \) flops in total. To summarize, the number of flops required in iteration \( k \) of algorithm 2 is approximately equal to

\[
\text{flops}(A) + \text{flops}(A^T) + \text{flops}(L) + (\#\text{red}_k)\text{flops}(L^T) + 6(s + n + m)k + sk^2.
\]

From this expression it is clear that the algorithm should terminate after a relatively small amount of iterations \( k \) if we want to get good performance, since otherwise the term \( sk^2 \) will become very large. In section 6.5 we discuss possible stopping criteria and thresholds that can be used in practice to obtain good performance.

For large sparse matrices \( A \) and \( L \), we have that the dominant cost of algorithm 2 in the first few iterations is given by the number of matrix vector product with \( A, A^T, L \) and \( L^T \). However, after a few iterations, the term \( sk^2 \) will quickly start to dominate the computational cost. When precisely this term starts to dominate obviously depends on the sparsity of the matrices \( A \) and \( L \) and the dimensions \( m, n \) and \( s \). The sparser the matrices, the sooner the term \( sk^2 \) starts to dominate. For large dense matrices we have that the total number of flops remains dominated by the cost of the matrix vector products as long as \( k^2 \ll \min\{m, n, s\} \).

### 4.5. Nonsingularity of the projected Jacobian

In this section we describe a strategy that guarantees that the projected Jacobian (15) in algorithm 2 is nonsingular for all iterations \( k \). Note that line 11 has been added in algorithm 2 to make sure the regularization parameter \( \lambda_k \) remains strictly positive. First of all we know that the Lagrange multiplier \( \lambda^* \) corresponding to the solution \( x^* \) of (9) has to be strictly positive so it is natural to require that the iterates also remain strictly positive. More importantly, the following lemma holds for a strictly positive Lagrange multiplier \( \lambda_k \).

**Lemma 4.3.** Let \( \lambda_k > 0 \). The projected Jacobian \( J^{(k+1)}(\bar{y}_k, \lambda_k) \) is nonsingular if and only if

\[
V^T_{k+1}A^T(AV_{k+1}\bar{y}_{k+1} - b) \neq 0.
\]

**Proof.** Let us denote \( M_{k+1} = \lambda_k V^T_{k+1}A^TAV_{k+1} + V^T_{k+1}\nabla^2 \Psi(V_{k+1}(\bar{y}_k))V_{k+1} \). Due to the \( 2 \times 2 \) block structure of the projected Jacobian

\[
J^{(k+1)}(\bar{y}_k, \lambda_k) = \begin{pmatrix}
M_{k+1} & V^T_{k+1}A^T(AV_{k+1}\bar{y}_{k+1} - b) \\
AV_{k+1}\bar{y}_{k+1} - b & 0
\end{pmatrix}
\]

we have the following expression for the determinant [24]:

\[
\det J^{(k+1)}(\bar{y}_k, \lambda_k) = -(AV_{k+1}\bar{y}_k - b)^TAV_{k+1}M_{k+1}^{-1}V^T_{k+1}A^T(AV_{k+1}\bar{y}_k - b) \det M_{k+1}.
\]
Since \( \lambda_k > 0 \) we know that the matrix \( M_{k+1} \) is positive definite and as a consequence we have that \( \det M_{k+1} \neq 0 \). Moreover, since \( M_{k+1}^{-1} \) is also positive definite we know that

\[
(AV_{k+1}y_k - b)^T AV_{k+1} M_{k+1}^{-1} V_{k+1}^T A^T (AV_{k+1}y_k - b) = 0 \iff V_{k+1}^T A^T (AV_{k+1}y_k - b) = 0.
\]

This concludes the proof. \( \square \)

Using the above lemma we can show that we can always find a suitable step-length such that the Jacobian matrices in algorithm 2 remain nonsingular.

**Lemma 4.4.** Suppose that the projected Jacobian \( J^k(y_{k-1}, \lambda_{k-1}) \) in iteration \( k \) is nonsingular and \( \lambda_{k-1} > 0 \). Then we can always find a step-length \( \gamma_k \) such that the sufficient decrease condition (23) is satisfied and such that \( J^{k+1}(y_k, \lambda_k) \) is nonsingular.

**Proof.** We know by theorem 4.1 that there exists a step-length \( \gamma^{(1)} > 0 \) such that the sufficient decrease condition (23) is satisfied for all \( \gamma \in [0, \gamma^{(1)}] \). Since \( \lambda_{k-1} > 0 \) there also exists a step-length \( \gamma^{(2)} > 0 \) such that \( \lambda_k = \lambda_{k-1} + \gamma \Delta \lambda_k > 0 \) for all \( \gamma \in [0, \gamma^{(2)}] \). Now let \( y_k = (y_k^T, 0)^T \) with \( y_k = y_{k-1} + \gamma \Delta v_k \). The first \( k \) elements of the vector

\[
V_{k+1}^T A^T (AV_{k+1}y_k - b) = R_{k+1}^T (R_{k+1} y_k - d_{k+1}).
\]

are given by the vector \( R_{k+1}^T R_k y_k - d_k = R_{k+1}^T (R_k y_k - d_k + \gamma \Delta v_k) - d_k \), see (28). Since \( J^k(y_{k-1}, \lambda_{k-1}) \) is nonsingular it follows from lemma 4.3 that \( R_{k+1}^T R_k y_k - d_k \neq 0 \) and as a consequence there exist a \( \gamma^{(3)} \) such that \( V_{k+1}^T A^T (AV_{k+1}^T - b) \neq 0 \) for all \( \gamma \in [0, \gamma^{(3)}] \). Now it suffices to take \( \gamma_k \in [0, \min(\gamma^{(1)}, \gamma^{(2)}, \gamma^{(3)})] \). \( \square \)

**Remark 4.5.** We could easily modify the backtracking line-search on line 16 of algorithm 2 to ensure that \( \|R_{k+1}^T R_k y_k - d_k\| > 0 \), which in its turn would ensure that the Jacobian \( J^{k+1}(y_k, \lambda_k) \) is nonsingular. However, in practice, we have never encountered a case where this value becomes small, so we do not include it in the description of the algorithm.

### 4.6. Further improvements for general form Tikhonov regularization

If we choose \( \Psi(x) = \frac{1}{2}\|Lx\|^2 \) with \( L \in \mathbb{R}^{n \times n} \) (or equivalently \( \tilde{\Psi}(z) = \frac{1}{2}\|z\|^2 \) in (9)) we recover the general form Tikhonov problem

\[
\min_{x \in \mathbb{R}^n} \frac{1}{2}\|Lx\|^2 \quad \text{subject to} \quad \frac{1}{2}\|Ax - b\|^2 = \sigma^2
\]

and algorithm 2 can be improved even further. First we observe that \( \nabla \Psi(x) = L^T L x \) and \( \nabla^2 \Psi(x) = L^T L \) (or equivalently \( \nabla \tilde{\Psi}(z) = z \) and \( \nabla^2 \tilde{\Psi}(z) = I_n \)). By considering a reduced QR decomposition of the tall and skinny matrix \( L V_k \in \mathbb{R}^{n \times k} \) and also saving the matrix \( L^T L V_k \in \mathbb{R}^{n \times k} \), we can reorganize the algorithm in such a way that we only need a single matrix-vector product with \( L \) each iteration, instead of one for each time we need to compute \( F(x_k, \lambda_k) \) for the backtracking line search. This leads to a way that when the step-length \( \gamma_k \) has to be reduced multiple times before the sufficient decrease condition is satisfied. Moreover, the QR decomposition of \( L V_k \) also allows us to remove the term \( sk^2 \) in (32) due to the construction of the projected Jacobian, which gives us a significant improvement over the implementation in algorithm 2.

Let \( Q_k \in \mathbb{R}^{n \times k} \) with orthonormal columns and \( \tilde{R}_k \in \mathbb{R}^{k \times k} \) upper-triangular, such that the reduced QR decomposition of \( L V_k \) is given by \( L V_k = Q_k \tilde{R}_k \). The Hessian for the regularization term in (29) can be rewritten as

\[
(L V_k)^T \nabla^2 \tilde{\Psi}(z_{k-1})(L V_k) = (L V_k)^T (L V_k) = \tilde{R}_k^T \tilde{R}_k.
\]
Similarly we have for the gradient in the right-hand side of (29) the following simplification
\[(LV_k)^T \nabla \tilde{\Psi}(z_k-1) = (LV_k)^T L x_{k-1} = (LV_k)^T L V_k y_{k-1} = R_k^T R_k \tilde{y}_{k-1}.\]

When the basis $V_k$ is expanded, we can efficiently update the $QR$ decomposition of $LV_k$, similarly as in (26)–(28). Next, let us define a new auxiliary vector $u_k = L^T L x_k$. We again have a recurrence for this variable:
\[u_k = L^T L x_k = L^T L x_{k-1} + \gamma_k L^T L \Delta x_k = u_{k-1} + \gamma_k L^T L V_k \Delta y_k = u_{k-1} + \gamma_k \Delta u_k\]

where we compute $\Delta u_k = (L^T L V_k) \Delta y_k$ as a tall and skinny matrix-vector product and initialize $u_0 = 0$. Now we can remove the matrix-vector product with $L^T$ from the backtracking line search. Indeed, we simply replace the term $L^T \nabla \tilde{\Psi}(z_k)$ with $u_k$, since $\nabla \tilde{\Psi}(z_k) = z_k = L x_k$. Note that due to these simplifications, there is no need for the auxiliary variable $z_k$ anymore. Hence, we also do not need the tall and skinny matrix-vector product $\Delta z_k = (L V_k) \Delta y_k$ on line 12 in algorithm 2. To summarize, we construct and save the matrix $L^T L V_k$, which requires one matrix-vector product with $L^T$. We remove the auxiliary variable $z_k$ and add the new variable $u_k$. We replace the tall and skinny matrix-vector product for $\Delta z_k$ with $\Delta u_k = (L^T L V_k) \Delta y_k$ on line 12. We replace the construction of $\tilde{v}_k$ on lines 14 and 19 with
\[\tilde{v}_k = \lambda_k (w_k - \tilde{v}_0) + u_k\]
such that there is no need anymore to compute it using a matrix-vector product with $L^T$. Lastly, we compute the reduced $QR$ decomposition of $LV_k$ and instead of calculating the projected Newton direction on line 9 using (29) we now calculate it as
\[
\begin{pmatrix}
  \lambda_{k-1} R_k^T R_k + R_k^T R_k \tilde{y}_{k-1} - d_k \\
  \left( R_k^T R_k \tilde{y}_{k-1} - d_k \right)^T
\end{pmatrix}
\begin{pmatrix}
  \Delta y_k \\
  \Delta \lambda_k
\end{pmatrix}
= - \left( \lambda_{k-1} \left( R_k^T R_k \tilde{y}_{k-1} - d_k \right) + \frac{1}{2} \|b - y_k\|^2 - \frac{\sigma^2}{2} \right). \tag{36}
\]

See algorithm 3 for a detailed description of the method. The most important difference with the (more general) implementation given by algorithm 2 is that there is no more matrix-vector product with $L^T$ present in the backtracking line search and that the construction of the matrix $(LV_k)^T \nabla^2 \tilde{\Psi}(z_{k-1}) (LV_k)$ in (29) has been replaced by $R_k^T R_k$. Recall that the term $s^2$ in (32) was due to the construction of this matrix. Updating the $QR$ decomposition of $LV_k$ is much cheaper, only approximately $4sk$ FLOPS, so this is a significant improvement.

Similarly as in section 4.4, it is readily checked that the number of FLOPS required in iteration $k$ of algorithm 3 is given by
\[
\text{FLOPS}(A) + \text{FLOPS}(A^T) + \text{FLOPS}(L) + \text{FLOPS}(L^T) + 6nk + 4sk + 8nk, \tag{37}
\]
where we again disregard terms that no not have a factor $m, n$ or $s$ or do not depend on the iteration index $k$, with the exception of the matrix vector products with $A, A^T, L$ and $L^T$. Indeed, the $QR$ decompositions of $AV_k$ and $LV_k$ require about $4mk$ and $4sk$ FLOPS respectively. The tall and skinny matrix-vector products on line 13 in algorithm 3 take about $4nk + 2mk$ FLOPS and the orthogonalization step on line 24 still requires about $4nk$ FLOPS.
Algorithm 3. Projected Newton method for general form Tikhonov regularization.

1: \( \bar{y}_0 = 0; u_0 = 0; \bar{t}_0 = 0; u_0 = 0; \tau = 0.9; c = 10^{-4}; \) # Initializations
2: \( AV_0 = A^TAV_0 = LV_0 = L^T LV_0 = 0; \) # Matvec with \( A^T \)
3: \( \bar{v}_0 = A^T \bar{r}; d_1 = \| \bar{v}_0 \| ; v_0 = \bar{v}_0 / d_1 ; V_1 = v_0 ; \)
4: \( F_0 = \left( -\lambda_0 \bar{v}_0^2 , \frac{1}{2} \| b \|^2 - \frac{\lambda_0^2}{2} \right) ^T ; \) # Compute \( F_0 = F(x_0 , \lambda_0) \)
5: for \( k = 1, 2, \ldots , \) until convergence do
6: \( AV_k = [AV_{k-1} , AV_{k-1}] ; A^T AV_k = [A^T AV_{k-1} ; A^T(AV_{k-1})] ; \) # Matvec with \( A \) and \( A^T \)
7: \( LV_k = [LV_{k-1} , LV_{k-1}] ; L^T LV_k = [L^T LV_{k-1} , L^T(LV_{k-1})] ; \) # Matvec with \( L \) and \( L^T \)
8: calculate \( Q_k , R_k \) and \( \tilde{R}_k \tilde{R}_k \) by (26)–(28) # QR decomposition \( AV_k \)
9: calculate \( \tilde{Q}_k , \tilde{R}_k \) and \( \tilde{R}_k \tilde{R}_k \) (similarly) # QR decomposition \( LV_k \)
10: calculate \( \Delta y_k \) and \( \Delta \lambda_k \) by solving (36) # Projected Newton direction
11: \( \lambda_k = \lambda_{k-1} + \Delta \lambda_k ; \)
12: if \( \lambda_k > 0 \) then \( \gamma_k = 1 ; \) else \( \gamma_k = -\tau \lambda_{k-1} / \Delta \lambda_k ; \) \( \lambda_k = \lambda_{k-1} + \gamma_k \Delta \lambda_k ; \) end if
13: \( \Delta u_k = (L^T LV_k) \Delta y_k ; \Delta u_k = (AV_k) \Delta y_k ; \Delta u_k = (A^T AV_k) \Delta y_k ; \)
14: \( (\gamma_k^2 , \eta_k^2 , \xi_k^2 , \lambda_k^2 ) = (\gamma_k^2 , \eta_k^2 , \xi_k^2 , \lambda_k^2 ) + \gamma_k (\Delta y_k^2 , \Delta u_k^2 , \Delta \tilde{u}_k^2 , \Delta \lambda_k^2 ) ; \)
15: \( \bar{v}_k = \lambda_k (u_k - \bar{v}_0) + u_k ; \)
16: \( F_k = (\bar{v}_k^T (\frac{1}{4} \| u_k - b \|^2 - \frac{\lambda_k}{2})) ^T ; \) # Compute \( F_k = F(x_k , \lambda_k) \)
17: while \( 1 \| F_k \|^2 \geq (\frac{1}{4} - c \gamma_k) \| F_{k-1} \|^2 \) do
18: \( \gamma_k = \tau \gamma_k ; \)
19: \( (\gamma_k^2 , \eta_k^2 , \xi_k^2 , \lambda_k^2 ) = (\gamma_k^2 , \eta_k^2 , \xi_k^2 , \lambda_k^2 ) + \gamma_k (\Delta y_k^2 , \Delta u_k^2 , \Delta \tilde{u}_k^2 , \Delta \lambda_k^2 ) ; \)
20: \( \bar{v}_k = \lambda_k (u_k - \bar{v}_0) + u_k ; \)
21: \( F_k = (\bar{v}_k^T (\frac{1}{4} \| u_k - b \|^2 - \frac{\lambda_k}{2})) ^T ; \) # Compute \( F_k = F(x_k , \lambda_k) \)
22: end while
23: \( y_k = (\gamma_k^2 , 0)^T ; d_{k+1} = (\xi_k^2 , 0)^T ; \)
24: \( v_k = y_k - \sum_{j=0}^{k-1} (u_j^T \bar{v}_j) v_j ; \) # Gram–Schmidt
25: \( v_k = v_k / \| v_k \| ; V_{k+1} = [V_k , v_k ] \) # Normalize and add new vector to basis
26: end for
27: \( x_k = V_k y_k ; \)
Algorithm 4. The GKS algorithm [4].

1: Construct initial $V_l \in \mathbb{R}^{n \times l}$ with $R(V_l) = K_l(A^T A, A^T b)$ and $V_l^T V_l = I_l$
2: for $k = l, l + 1, l + 2, \ldots$, until convergence do
3: Calculate $\alpha_k$ and the solution $y_k$ of (39) such that $\|A V_k y_k - b\| = \sigma$.
4: Calculate new basis vector $v_{\text{new}}$ by (40) (and re-orthogonalize).
5: Expand basis $V_{k+1} = [V_k, v_{\text{new}}]$
6: end for
7: $x_k = V_k y_k$

Remark 4.6. It is possible to replace the $\ell_2$ norm for the data fidelity term with the $\ell_q$ norm with $1 \leq q \leq 2$, i.e. to consider the constrained optimization problem

$$\min_{x \in \mathbb{R}^n} \frac{1}{p} \|Lx\|^p_p \quad \text{subject to} \quad \frac{1}{q} \|Ax - b\|^q_q = \frac{1}{q} \|e\|^q_q. \quad (38)$$

It is straightforward to extend the projected Newton method such that it can solve a smooth approximation of this problem. We can simply take the smooth approximation $\Psi_q(Ax - b)$ of $\frac{1}{q} \|Ax - b\|^q_q$ and consider computational improvements similarly to how we treated $\Psi_p(Lx)$.

5. Reference methods

This section describes two reference methods that we use to compare with the projected Newton method in section 6. The first one can be used to solve the general form Tikhonov problem (35), while the second one can be used to obtain an approximate solution for the $\ell_p$ regularized problem (1) with a fixed regularization parameter $\alpha$.

5.1. Generalized Krylov subspace method for general form Tikhonov regularization

The GKS Tikhonov regularization method developed in [4], see algorithm 4, can only be used to solve the general form Tikhonov problem. However, since it serves as inspiration for this work and bears resemblance to our approach, we believe it deserves some attention. It also constructs a GKS basis $V_k \in \mathbb{R}^{n \times k}$ for $k \geq l$ (although a different one) and computes the solution to the projected problem

$$y_k = \arg\min_{y \in \mathbb{R}^n} \left\{ \|A V_k y - b\|^2_2 + \alpha_k \|L V_k y\|^2_2 \right\}. \quad (39)$$

where $\alpha_k$ is determined such that $\|A V_k y_k - b\| = \sigma$. Note that $\alpha_k$ can be determined using a scalar root-finder, which requires that (39) is solved multiple times. The GKS algorithm starts for $k = l$ with some initial $l$-dimensional orthonormal basis $V_l \in \mathbb{R}^{n \times l}$, for instance the basis for the Krylov subspace $K_l(A^T A, A^T b)$, where the dimension $l$ of the initial basis is large enough such that a regularization parameter $\alpha_l$ exists that satisfies the discrepancy principle $\|A V_l y_l - b\| = \sigma$. Subsequently, the basis is expanded by adding the normalized residual of the unreduced problem, i.e.

$$\tilde{v} = (A^T A + \alpha_k L^T L)V_k y_k - A^T b, \quad v_{\text{new}} = \tilde{v} / \|\tilde{v}\|. \quad (40)$$

In exact arithmetic this vector is already orthogonal to $V_k$. However, the authors in [4] suggest to add a re-orthogonalization step to enforce orthogonality in the presence of round-off errors.
An efficient implementation of algorithm 4 updates the QR decomposition of the matrices $AV_k$ and $LV_k$ similarly as in algorithm 3. Moreover, each iteration also requires a single matrix-vector product with $A$, $A^T$, $L$ and $L^T$. In fact, if we include a re-orthogonalization step in algorithm 4 it is readily checked that the dominant cost is precisely the same as for algorithm 3, i.e. given by (37). We leave out the details here, but rather refer to [4] for more information.

To get good performance with the GKS method it is also important to implement an efficient scalar root-finder for line 3.

Let us briefly comment on the difference between the GKS method and the projected Newton method (for general form Tikhonov regularization). While both methods use GKSs, the way the iterates are calculated is significantly different. While the iterates generated by the projected Newton method only satisfy the discrepancy principle (with a certain accuracy) after a certain number of iterations, the GKS algorithm constructs iterates $x_k$ that all satisfy $\|Ax_k - b\| = \sigma$. Moreover, in each iteration of the GKS algorithm, the projected minimization problem is also solved exactly, while the projected Newton method only performs a single Newton iteration for each dimension $k$. The basis $V_k$ constructed in algorithm 4 is thus similar to the basis generated in algorithm 3, although not the same since both methods compute different iterates.

Lastly, we briefly mention that the GKS method also closely resembles the generalized Arnoldi Tikhonov (GAT) method [2]. The latter method uses the Arnoldi algorithm to construct a basis $V_k$ for the Krylov subspace $K_k(A, b)$, which implies that it can only be applied to square matrices $A$. In each iteration of the GAT method, (39) is solved for a single value of $\alpha_k$ and then the regularization parameter is updated using a single step of the secant method based on the discrepancy principle. The Krylov subspace basis is subsequently expanded using one step of the Arnoldi algorithm. In contrast to the GKS method, the intermediate iterates $x_k$ in the GAT method do not necessarily need to satisfy discrepancy principle.

5.2. Generalized Krylov subspace method for $\ell_1$ regularization

The GKSpq method developed in [15] combines the IRN algorithm [7, 12, 25] with ideas from the GKS method described above. It is able to solve the regularized problem with $\ell_q$ data fidelity term and $\ell_p$ regularization term:

$$
\min_{x \in \mathbb{R}^n} \left\{ \frac{1}{q} \|Ax - b\|_q^q + \frac{\alpha}{p} \|Lx\|_p^p \right\}.
$$

The authors in [15] present the algorithm for a fixed regularization parameter $\alpha$. However, similarly as for algorithm 4, it is possible to formulate a version that finds a suitable regularization parameter that satisfies the discrepancy principle, i.e. this approach can be used to solve (38). For the sake of presentation, however, we focus our discussion on the simplified case with fixed regularization parameter $\alpha$ and with $q = 2$, $p = 1$.

The main idea of the IRN approach is to replace the non-differentiable term $\|Lx\|_1$ with a sequence of $\ell_2$ norm approximations $\|W_kLx\|_2^2$ for $k \geq 0$ with a (diagonal) weighting matrix $W_k \in \mathbb{R}^{s \times s}$. To do so, we first consider the matrix

$$
W(Lx) = \text{diag} \left( \frac{1}{\sqrt{|[Lx]_i|}} \right)_{i=1,...,n}
$$

where $[Lx]_i$ is the notation for the $i$th component of the vector $Lx \in \mathbb{R}^s$. Obviously (42) is only well-defined if $[Lx]_i \neq 0$ for all $i$. In that case we have
Algorithm 5. The GKSpq method for the solution of the $\ell_1$ regularized problem.

1: Initialize $v_0 = A^T b/\|A^T b\|; V_1 = v_0; AV_1 = AV_1; LV_1 = LV_1; W_1 = W(Lx_0);$.
2: for $k = 1, 2, \ldots$, until convergence do
3: Compute $R_k$ and $Q_k$ for the QR decomposition of $AV_k$ using (26)–(28)
4: Compute $R_k$ and $Q_k$ for the QR decomposition of $W_kLV_k$
5: Compute $y_k$ the solution of (45).
6: Compute weighting matrix $W_{k+1} = W(LV_ky_k)$ defined by (43).
7: Compute residual $v_{\text{new}} = A^T(AV_ky_k - b) + \alpha L^T W_k^2(LV_ky_k)$.
8: Compute new basis vector $v_{\text{new}} = v_{\text{new}}/\|v_{\text{new}}\|
9: V_{k+1} = [V_k, v_{\text{new}}]; AV_{k+1} = [AV_k, Av_{\text{new}}]; LV_{k+1} = [LV_k, Lv_{\text{new}}];$
10: end for
11: $x_k = V_k y_k$;

$$\|W(Lx)Lx\|^2_2 = \sum_{i=1}^{n} \left( \frac{|Lx_i|}{\sqrt{|Lx_i|}} \right)^2 = \sum_{i=1}^{n} \frac{|Lx_i|^2}{|Lx_i|} = \sum_{i=1}^{n} |Lx_i| = \|Lx\|_1.$$ 

To avoid division by zero, we slightly alter the definition of $W(Lx)$, as follows:

$$W(Lx) = \text{diag} \left( \frac{1}{\sqrt{\tau(|Lx_i|)}} \right)_{i=1,...,n}, \quad \text{with} \quad \tau(t) = \begin{cases} |t| & \text{if } |t| \geq \tilde{\tau} \\ \tilde{\tau} & \text{if } |t| < \tilde{\tau} \end{cases}$$ (43)

where $\tilde{\tau}$ is a small positive constant.

Let $V_1 = A^T b/\|A^T b\|$ be the initial basis for the GKSpq method and choose initial point $x_0$. In iteration $k \geq 1$ the GKSpq method computes the solution of the projected problem

$$y_k = \arg\min_{y \in \mathbb{R}^d} \left( \|AV_ky - b\|^2_2 + \alpha \|W_kLV_k y\|^2_2 \right),$$ (44)

with the diagonal weighting matrix $W_k = W(Lx_{k-1})$ defined by (43). The next iterate is then given by $x_k = V_k y_k$. This problem can be solved efficiently by considering QR decompositions $AV_k = Q_k R_k$ and $W_k LV_k = Q_k R_k$. The solution of (44) satisfies the $k \times k$ linear system

$$(R_k^T R_k + \alpha \tilde{R}_k^T \tilde{R}_k) y_k = R_k^T \tilde{R}_k b.$$ (45)

Next, the basis is extended by adding the normalized residual of the unreduced problem. The residual is given by

$$\tilde{v}_{\text{new}} = (A^T A + \alpha L^T W_k^2 L) V_k y_k - A^T b$$ (46)

$$= A^T (AV_k y_k - b) + \alpha L^T W_k^2 (LV_k y_k)$$ (47)

A full description of the GKSpq method is given by algorithm 5.

5.2.1. Computational cost of the GKSpq method. Let us briefly comment on the computational cost of a single iteration of the algorithm. Each iteration requires a single matrix-vector product with $A$, $A^T$, $L$, and $L^T$, namely on lines 7 and 9. Computing the matrix $W_k LV_k$ requires $sk$ flops. Note that the $QR$ decomposition of $AV_k$ can be efficiently updated throughout the algorithm using (26)–(28) and only requires about $4nk$ flops. However, since the matrix $W_k$ changes in each iterations, we need to recompute the $QR$ decomposition for $W_k LV_k \in \mathbb{R}^{d \times k}$ from scratch each iteration. This requires approximately $2sk^2$ flops. This is the main difference with the number of flops required for an iteration of the projected Newton method, see
Calculating $AV_{k} y_{k}$ and $LV_{k} y_{k}$ takes about $2mk$ and $2sk$ flops respectively. To summarize, we have that the cost of a single iteration of algorithm 5 is given by

$$\text{flops}(A) + \text{flops}(A^T) + \text{flops}(L) + \text{flops}(L^T) + 6mk + 3sk + 2sk^2,$$

where we again disregard terms that do not depend on the iteration index $k$ or that do not have a factor $m$, $n$ or $s$. When we compare this with (32) we can observe that, once the term $sk^2$ starts to dominate, the projected Newton method requires much fewer flops per iteration than the GKSpq method.

To conclude this section, we like to mention a few other interesting hybrid methods that combine the IRN approach with a projection step on a lower dimensional subspace. In [6, 9] the authors combine the IRN approach with flexible Krylov subspace methods for the $\ell_p$ regularized problem (1), but it only works for square and invertible matrices $L$. In [26] the IRN approach is combined with flexible GMRES to derive an algorithm for total variation regularization, but it can only be used for square matrices $A$. These hybrid methods combining flexible Krylov subspace methods with the IRN approach have been implemented in the IR tools MATLAB package [27].

6. Numerical experiments

In this section we perform a number of experiments to illustrate the behavior of the projected Newton method and to compare it to the reference methods described in section 5. We start with some small scale toy models to illustrate different interesting properties and then consider larger, more representative test-problems to study the quality of the obtained solution. The main focus of this section is on the sparsity inducing $\ell_1$ norm and the edge preserving total variation regularization term, rather than the general form Tikhonov problem, which we only briefly discuss. We also comment on possible different convergence criteria that can be used. All experiments are performed using MATLAB.

6.1. Generalized Krylov subspaces and induced tridiagonal structure

**Experiment 1.** We start with a small experiment that justifies calling the basis $V_k$ generated in the projected Newton method a GKS, see (19) and (20) and the discussion following these expressions. This experiment is purely for theoretical interest and illustrating the behavior of the GKSs used in the algorithm and should not be regarded as a representative test-problem.

We consider the test-problem `heat` from the MATLAB package regularization tools [28] with $n = 100$ and optional parameter $\kappa = 3$ which gives a matrix $A \in \mathbb{R}^{100 \times 100}$ with condition number $\text{cond}(A) \approx 5.8 \times 10^{17}$ and exact right-hand side $b_{\text{ex}}$. Next, we add $15\%$ Gaussian noise to the exact right-hand side $b_{\text{ex}}$, which means we have $\tilde{\epsilon} := \|b - b_{\text{ex}}\| / \|b_{\text{ex}}\| = 0.15$. We refer to this value as the relative noise-level. Moreover, we choose parameters $\lambda_0 = 10^5$, $\eta = 1$ and stop the algorithm when $\|F(x_k, \lambda_k)\| < 10^{-6}$. We apply the projected Newton method to the standard form Tikhonov problem, to the general form Tikhonov problem with $L \in \mathbb{R}^{(n-1) \times n}$ the forward finite difference operator given by (3) and the regularized problem with $\Psi(x) = \Psi_1(x)$ as defined in (6), the smooth approximation to the $\ell_1$ norm with $\beta = 10^{-5}$.

In figure 1 (top) we plot the convergence history in terms of $\|F(x_k, \lambda_k)\|$ for the three regularized problems and we show that the regularization parameter $\lambda_k$ stabilizes quickly. Here and in what follows the index $k$ denotes the iteration index. As explained in section 4.1, we know that the basis $V_k$ generated by the projected Newton method for the standard form Tikhonov problem is in fact a Krylov subspace basis due to the shift-invariance property of Krylov
As a consequence we have that $V_k^T(A^TA + \alpha_k I)V_k$ with $\alpha_k = 1/\lambda_k$ is a tridiagonal matrix. In figure 1 (bottom) we have illustrated this by showing the absolute value of the elements of this matrix for the final iteration $k$. Similarly, for the general form Tikhonov problem we show the matrix $V_k^T(A^TA + \alpha_k L^TL)V_k$ and for the $\ell_1$ regularized problem we show $V_k^T(A^TA + \alpha_k \nabla^2 \Psi_1(x_k))V_k$ (each with their respective basis $V_k$ and parameter $\alpha_k$). For the latter two problems, this matrix is not really tridiagonal since $V_k$ is not an actual Krylov subspace, but due to the rapid stabilization of the regularization parameter, we can observe that the size of the elements on the three main diagonals is much larger than the size of the other elements (see the color-bar right of the corresponding figure). This shows that the matrix $V_k$ does closely resemble an actual Krylov subspace basis in this particular case. Again, we do not claim that this is a representative test-problem, but it does nicely illustrate our observations. The effect may of course be less pronounced for other, more realistic test-problems.

6.2. Comparison with GKS

Experiment 2. In the next experiment we compare the projected Newton method with the GKS method, see algorithm 4. To do so, we consider the general form Tikhonov problem and again take $L \in \mathbb{R}^{(n-1)\times n}$ the finite difference operator (3) and test-problems baart and shaw from the regularization tools package with $n = 200$, which gives us two matrices $A \in \mathbb{R}^{200\times 200}$ that both have a condition number $\text{cond}(A) \approx 10^{19}$. We consider a relative noise-level of 0.1 and keep the other parameters for the projected Newton method the same as before. The dominant cost per iteration for the GKS method and projected Newton method is comparable, as discussed in section 5.1, so we show the convergence of $\|F(x_k, \lambda_k)\|$ in terms of the number
of iterations\(^1\). The result of this experiment is given by figure 2. The projected Newton method requires fewer iterations to converge to machine precision accuracy than the GKS method for both these test-problems. The effect is most pronounced for the test-problem \(baart\), where the projected Newton method reaches machine precision accuracy for \(\|F(x_k, \lambda_k)\|\) in about 100 iterations, while it takes the GKS method about 150 iterations to reach the same accuracy. It is also interesting to note that the convergence for both methods is very rapid in the first few iterations and then slows down considerably.

6.3. Influence of the smoothing parameter \(\beta\)

In this section we look at the quality of the obtained solution and how well the smooth function \(\Psi_\beta(x)\) actually approximates \(\frac{1}{\beta} \|x\|^p_p\). We study this for test-problems with a sparse exact solution, such that the (approximate) \(\ell_1\) regularized solution, i.e. with \(\Psi(x) = \Psi_1(x)\), should give a good reconstruction.

**Experiment 3.** Let us consider a small sparse image \(X \in \mathbb{R}^{50 \times 50}\) with approximately 1\% of the pixels set to one. We take the deblurring matrix \(A \in \mathbb{R}^{2500 \times 2500}\) provided by the function \(\text{PRblurgauss}\) from the IR tools MATLAB package [27] (with optional parameter \text{blurlevel} set to \text{mild}). This function generates the forward model \(A\) that simulates an image deblurring problem with Gaussian point spread function. The exact solution \(x_{\text{ex}}\) is obtained by stacking all columns \(X\) and we get the corresponding exact data \(b_{\text{ex}} = Ax_{\text{ex}}\). We add 10\% Gaussian noise to the data. See figure 3 for an illustration of the exact solution and noisy data. To study the quality of the reconstruction we consider different values of \(\beta\) used in the definition of the smooth approximation \(\Psi_\beta(x)\), more precisely we take \(\beta = 10^{-3}, 10^{-4}, 10^{-5}\) and \(10^{-6}\). The smaller this value, the closer \(\Psi_\beta(x)\) is to the actual \(\ell_1\) norm. We stop the algorithm when \(\|F(x_k, \lambda_k)\| < 10^{-6}\) and keep the other parameters the same as before.

The result of this experiment is given by figure 3. In the top left figure we show the value \(\|F(x_k, \lambda_k)\|\) for the different choices of \(\beta\). We can observe that convergence is slower when \(\beta\) is smaller. This is not entirely surprising since a small value of \(\beta\) also implies that \(\Psi_\beta(x)\)

\(^1\)In our implementation of algorithm 4 used in this experiment we use a regula falsi scalar root-finder on line 3, which is not very efficient. Hence, we deem it more appropriate to compare iteration count rather than run-time.
becomes less smooth and that the condition number of the Hessian $\nabla^2 \Psi_1(x)$ can become larger. However, a smaller value of $\beta$ also gives a better reconstruction, as shown by the relative error in the right figure. In figure 3 we also show the actual reconstruction for $\beta = 10^{-3}$ and $\beta = 10^{-6}$. It is clear that the latter image is indeed a better reconstruction since in that case $\Psi_1(x)$ is a better approximation of $\|x\|_1$. When choosing this value, one should try to find a balance between improved quality of the reconstruction and the amount of work needed to find the solution. In our experience we find that $\beta = 10^{-5}$ often performs quite well in practice. For very ill-conditioned matrices, however, it might be more suitable to consider slightly larger values, for instance $\beta = 10^{-4}$. Lastly, we would also like the point out the stable behavior of the error on the top right plot of figure 3 and the fact that the error has stabilized well before a very accurate solution has been found (in terms of $\|F(x_k, \lambda_k)\|$). We explore this last observation in a bit more detail in section 6.5.

In [18] the authors perform an interesting similar experiment where they study the influence of the smoothing parameter ($\mu$ in their notation) for five different smooth approximations of the $\ell_1$ norm, including our choice of $\Psi_1(x)$. The algorithm they study is based on the nonlinear conjugate gradient method [29]. They make similar observations regarding the smoothing parameter: ‘the smaller the parameter $\mu$, the better the signal to recover; and the more cpu time and iterations have to spend accordingly’. We refer to their paper for more information [18].

6.4. Comparison with GKSpq

To assess the performance of the projected Newton method we perform a few timing experiments comparing the run-time of the algorithm with that of the GKSpq method, see algorithm

![Figure 3. Experiment 3.](image-url)
5. We consider four different test-problems from the IR tools package. The first problem we consider is the image deblurring test-problem PRblurshake, where the matrix $A$ simulates random camera motion in the form of shaking. For the second problem we take another image deblurring test-problem, namely PRblurrotation. Here, the blurring effect simulated by the matrix $A$ is due to rotation of the object in the image. The other two test-problems we consider are tomography problems. We take a classical 2D computed tomography (CT) problem, namely PRtomo, and a spherical means tomography problem PRspherical, which arise for instance in photo-acoustic imaging. For more information on these test-problems we refer to [27].

**Experiment 4.** We obtain an exact solution $x_{\text{ex}}$ by stacking the columns of a sparse randomly generated image $X \in \mathbb{R}^{512 \times 512}$ with approximately $1\%$ of the pixels set to one, similarly to what we did for experiment 3. For a particular matrix $A$ (generated by one of the four functions described in the previous paragraph) we construct the exact right-hand side $b_{\text{ex}} = Ax_{\text{ex}}$ and add $10\%$ Gaussian noise. For the image deblurring test-problems PRblurshake and PRblurrotation the matrix has size $262,144 \times 262,144$, while the tomography problems PRtomo and PRspherical have matrices with dimension $130,320 \times 262,144$ and $370,688 \times 262,144$ respectively. We solve these test-problems with a sparsity inducing regularization term, i.e. we choose $\Psi(x) = \Psi_1(Lx)$ for the projected Newton method and $L = L_0$ for the GKSpq method. For the latter method we take the regularization parameter $\alpha = 1/\lambda_k$, where $\lambda_k$ is the final Lagrange multiplier given by the projected Newton method.

We let both algorithms run for a fixed number of iterations and compare the relative error of the iterates generated by both the projected Newton method and GKSpq method as a function of the run-time (in seconds). For the projected Newton method we take $\lambda_0 = 10^5$ and $\beta = 10^{-5}$. For the GKSpq algorithm we take $\tilde{\tau} = 10^{-4}$ in the definition of the weighting matrix, see (43), which seems to give the best result. The result of this experiment is given by figure 4. The relative error for the projected Newton method for these test-problems always stagnates before the relative error of the GKSpq method. The effect is relatively small for PRblurshake, but the projected Newton method converges much more rapidly than the GKSpq method for the other three test-problems. However, the GKSpq method seems to give slightly more accurate results in terms of the final obtainable relative error.

**Experiment 5.** For the next performance experiment we consider a similar set-up as in experiment 4, but we now use total variation regularization, i.e. we choose $\Psi(x) = \Psi_1(Lx)$ the smooth approximation of $\text{TV}(x)$, see (2), with $L$ defined as (4). We take the well-known Shepp–Logan phantom with $256 \times 256$ pixels as exact image and again obtain an exact solution $x_{\text{ex}}$ by stacking the columns of the image. We add $10\%$ Gaussian noise to the exact data $b_{\text{ex}} = Ax_{\text{ex}}$, where the matrix $A$ is again generated using the same four IR tool functions. The regularization matrix $L$ has size $130,560 \times 65,536$, while the matrices $A$ now have dimensions $65,536 \times 65,536$ for the deblurring test-problems and dimensions $65,160 \times 65,536$ and $92,672 \times 65,536$ for the problems PRtomo and PRspherical respectively. See figure 5 for an illustration of the exact image $x_{\text{ex}}$ and noisy data $b$ for PRtomo. The rest of the experiment is the same as experiment 4. We only change $\tilde{\tau} = 10^{-3}$ since this gives a better result for GKSpq. The result of this experiment is given by figure 6. We again see that the relative error for the projected Newton method stagnates well before the GKSpq method and that both algorithms produce solutions of similar quality. As an example we have shown the reconstructed solution for PRtomo for both methods in figure 5. The projected Newton method and GKSpq produce images of similar quality, but the former method converges much more rapidly.
6.5. Different possible stopping criteria

**Experiment 6.** For the next numerical experiment we again consider total variation regularization, i.e. we choose $\Psi(x) = \Psi_1(Lx)$ with $L$ given by (4). With this experiment we want to compare different convergence metrics that can possibly be used to formulate a stopping criterion. We already observed in experiment 3 that it is definitely possible that the relative error stabilizes well before $\| F(x_k, \lambda_k) \|$ is very small.
Figure 6. Experiment 5. Comparison of relative error of the iterates of the projected Newton method and the GKSpq method algorithm 5 in terms of run-time (in seconds) for $\Psi(x) = \Psi_1(Lx)$ the smooth approximation of anisotropic total-variation function, where $L$ is defined as (4).

Figure 7. Experiment 6. The exact solution, noisy data and reconstructed solution for the image deblurring test-problem PRblurshake as well as the solution obtained by standard form Tikhonov regularization as a reference.

We again take an example from image deblurring with matrix $A$ generated by the MATLAB function PRblurshake from the IR tools package and a tomography example with matrix generated by PRtomo. For the deblurring test-problem we take the exact image $X \in \mathbb{R}^{256 \times 256}$ as shown in figure 7 and add 20% Gaussian noise to the data. For the CT test-problem we take the same exact solution and add 1% Gaussian noise to the data.

We stop the algorithm when $\|F(x_k, \lambda_k)\| < 10^{-1}$, set $\beta = 10^{-4}$ and show the reconstructed solution for PRblurshake in figure 7 as well as the solution obtained by standard form Tikhonov regularization as a reference.
Tikhonov regularization as a reference. Next, we show for both test-problems the relative error in figure 8, as well as the following four convergence metrics:

(a) The norm of the nonlinear equation evaluated in the iterates: $\|F(x_k, \lambda_k)\|$, 
(b) The relative difference of the regularization parameter: $|\lambda_k - \lambda_{k-1}|/|\lambda_{k-1}|$, 
(c) The relative difference of the solution: $\|x_k - x_{k-1}\|/\|x_{k-1}\|$, 
(d) The mismatch with the discrepancy principle: $\|Ax_k - b\| - \sigma$.

All these values can be computed during the iterations without a noticeable computational overhead. Note that it follows from lemma 4.2 that the value used in (d) is positive. The values $\|F(x_k, \lambda_k)\|$ form a decreasing sequence since we enforce this by the backtracking line search. Hence this convergence metric behaves quite nicely and smoothly. However, the relative error stagnates well before this value becomes very small. Hence, it seems that it is not necessary to find the actual root of $F(x, \lambda)$ to obtain a good solution to the inverse problem. The relative difference of the regularization parameter decreases much more rapidly, but has also a severely non-monotonic behavior and can exhibit large spikes. The relative difference in the solution $x_k$ seems to be a bit more smooth, although also definitely not monotonic. The mismatch with the discrepancy principle is the value that seems to decrease the most rapidly for these test-problems among all the convergence metrics we have shown. Moreover, it is also smoother than the metrics (b) and (c). What this indicates is that (for these particular test-problems) the projected Newton method converges quickly to a solution $x_k$ that (approximately) satisfies the discrepancy principle, while it takes much longer to actually satisfy the optimality condition (8). However, it seems that it is not that important for the quality of the reconstruction by observing the relative error. Due to these reasons we suggest to use (d) as the convergence criteria. Lastly, we mention the very rapid convergence of the projected Newton method in terms of the relative error. For the deblurring test-problem the relative error stabilizes around iteration $k = 150 \ll n = 65,536$, while for the CT test-problem it stabilizes around iteration
Table 1. Experiment 7. Different convergence metrics of the projected Newton method applied with total variation regularization to the four test-problems PRblurshake, PRblurrotation, PRtomo and PRspherical with different relative noise-levels $\bar{\epsilon}$. The projected Newton method is applied 100 times for each problem and the average value is reported for the number of iterations (\#its) needed to satisfy the stopping criteria, for the relative error $e_k$ in the final iteration $k$ and for the different convergence metrics discussed in section 6.5. Between parenthesis we also report the standard deviation over the 100 runs.

| Problem       | $\bar{\epsilon}$ | #its    | $\|F(x_k, \lambda_k)\|$ | $\|\lambda_k - \lambda_{k-1}\|_{\lambda_{k-1}}$ | $\|\lambda_k - \lambda_{k-1}\|/\|\lambda_{k-1}\|$ | $\|Ax_k - b\| - \eta$ | $e_k$       |
|---------------|------------------|---------|--------------------------|---------------------------------|---------------------------------|---------------------------|-----------|
| PRblurshake   | 0.01             | 57.3 (5.4) | 2.58 (1.51) 2.3 $\times$ 10^{-4} (2.6 $\times$ 10^{-4}) 1.4 $\times$ 10^{-4} (8.0 $\times$ 10^{-5}) 2.7 $\times$ 10^{-6} (3.4 $\times$ 10^{-6}) 1.7 $\times$ 10^{-2} (2.2 $\times$ 10^{-3}) |
| PRblurrotation| 0.01             | 131.9 (1.2) | 2.26 (0.11) 3.2 $\times$ 10^{-4} (2.2 $\times$ 10^{-4}) 2.1 $\times$ 10^{-4} (1.0 $\times$ 10^{-5}) 1.0 $\times$ 10^{-6} (1.4 $\times$ 10^{-7}) 4.6 $\times$ 10^{-2} (6.5 $\times$ 10^{-4}) |
| PRtomo        | 0.01             | 48.5 (0.7)  | 1.95 (0.14) 2.5 $\times$ 10^{-4} (7.1 $\times$ 10^{-5}) 1.0 $\times$ 10^{-4} (7.9 $\times$ 10^{-6}) 2.2 $\times$ 10^{-4} (3.5 $\times$ 10^{-5}) 1.7 $\times$ 10^{-2} (2.6 $\times$ 10^{-4}) |
| PRspherical   | 0.01             | 39.6 (1.0)  | 1.89 (0.22) 2.2 $\times$ 10^{-4} (1.3 $\times$ 10^{-4}) 9.9 $\times$ 10^{-5} (1.1 $\times$ 10^{-5}) 1.2 $\times$ 10^{-4} (3.3 $\times$ 10^{-5}) 1.6 $\times$ 10^{-2} (1.8 $\times$ 10^{-4}) |
$k = 50 \ll n = 65,536$. Recall that this is very important for performance of the algorithm because of the term $sk^2$ in (32).

**Experiment 7.** As a final experiment we take a closer look at the different possible convergence criteria and try to answer the question of what threshold can be chosen in practice to obtain an accurate solution, while not performing to many ‘unnecessary’ iterations. In an ideal world we would terminate the algorithm once the relative error has stagnated. However, the relative error is obviously unobtainable in practice. To study what threshold we can use for the different stopping criteria described above we again consider the four test-problems PRblurshake, PRblurrotation, PRtomo and PRspherical and the exact image of size $256 \times 256$ as illustrated in figure 7. For all test-problems we consider relative noise-levels $\tilde{\epsilon} = 0.01, 0.03, 0.05$ and 0.1. For each of these relative noise-levels we run the projected Newton method 100 times with total variation regularization (using the same parameters as in experiment 6). Note that for each run we generate a new noisy right-hand side $b$. Moreover, for the test-problem PRblurshake, the matrix also changes for each run due to the random nature of the modeled ‘shaking’ motion of the camera. The other matrices stay the same over the different runs. We terminate the algorithm once the following condition holds for three consecutive iterations:

$$\frac{|e_k - e_{k-1}|}{e_{k-1}} < 10^{-3}, \quad \text{with} \quad e_k = \frac{\|x_k - x_{ex}\|}{\|x_{ex}\|}. \quad (49)$$

This means that the relative error does not change much anymore and that performing additional iterations does not really provide a much better solution.

In table 1 we report the average number of iterations performed until (49) is satisfied for three consecutive iterations. In addition, we also show the average value obtained by the different stopping criteria in the final iteration $k$ as well as the average relative error. Between parentheses we also report the standard deviation for the different metrics. A few observations can be made. First of all we see that the number of iterations needed to converge is always relatively small compared to size of $A$. Interestingly, we see that the iteration number seems to grow with the relative noise-level. The standard deviation for the number of iterations is also relatively small. As one would expect, we can observe that the relative error in the final iteration also grows with the relative noise-level. All convergence criteria, except $\|F(x_k, \lambda_k)\|$, are at least smaller than $10^{-3}$. Moreover, in most of the cases, we have that the variability over the different runs is modest. The mismatch with the discrepancy (i.e. $\|Ax_k - b\| - \sigma$) is the value that is the lowest among the different stopping criteria for most cases. However, the experiment does not give a definite answer on what threshold we should use for this convergence criteria. At the moment we argue that a threshold of $10^{-6}$ would nicely balance the accuracy of the solution, while not performing too many ‘unnecessary’ iterations. The value in the final iteration for the convergence criteria based on the relative change in $\lambda_k$ and $x_k$ seems to be more uniform over the different test-problems. Here, $10^{-4}$ seems to be a good threshold.

**7. Conclusions**

We present a new and efficient Newton-type algorithm to compute (an approximation of) the solution of the $\ell_p$ regularized linear inverse problem with a general, possibly non-square or non-invertible regularization matrix. Simultaneously it determines the corresponding regularization parameter such that the discrepancy principle is satisfied. First, we describe a convex twice continuously differentiable approximation of the $\ell_p$ norm for $p \geq 1$. We then use this approximation to formulate a constrained optimization problem that describes the problem of interest. In iteration $k$ of the algorithm we project this optimization problem on a basis of a GKS of
dimension $k$. We show that the Newton direction of this projected problem results in a descent direction for the original problem. The step-length is then determined in a backtracking line-search. This approach is efficiently implemented using the reduced $QR$ decomposition of a tall and skinny matrix. Further improvements in the case of general form Tikhonov regularization are presented as well.

Next, we illustrate the interesting matrix structure of GKSs and compare the efficiency of the projected Newton method with other state-of-the-art approaches in a number of numerical experiments. We show that the projected Newton method is able to produce a highly accurate solution to an ill-posed linear inverse problem with a modest computational cost. Furthermore, we show that we are successfully able to produce sparse solutions with the approximation of the $\ell_1$ norm and that the approximation of the total variation regularization function also performs well. Lastly, we comment on a number of different convergence criteria that can be used and argue that the mismatch with the discrepancy principle is a suitable candidate.
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