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Abstract

In this work, we present the ChemNLP library that can be used for 1) curating open access datasets for materials and chemistry literature, developing and comparing traditional machine learning, transformers and graph neural network models for 2) classifying and clustering texts, 3) named entity recognition for large-scale text-mining, 4) abstractive summarization for generating titles of articles from abstracts, 5) text generation for suggesting abstracts from titles, 6) integration with density functional theory dataset for identifying potential candidate materials such as superconductors, and 7) web-interface development for text and reference query. We primarily use the publicly available arXiv and Pubchem datasets but the tools can be used for other datasets as well. Moreover, as new models are developed, they can be easily integrated in the library. ChemNLP is available at the websites: https://github.com/usnistgov/chemnlp and https://jarvis.nist.gov/jarvischemnlp/.
Introduction

The number of scholarly articles available on the web is estimated to be more than 100 million.\textsuperscript{12} It is an overwhelming task to perform a specific scientific query and extract meaningful information from such a large corpus. Natural language processing (NLP) is a subfield of artificial intelligence and linguistics to make computers understand the statements or words written in human languages and perform useful tasks.\textsuperscript{3,4} NLP can be used on scholarly articles for several applications such as text summarization,\textsuperscript{5} topic modeling,\textsuperscript{6} machine translation,\textsuperscript{7} speech recognition,\textsuperscript{8} lemmatization, part of speech tagging,\textsuperscript{9} grammatical error correction,\textsuperscript{10} scholarly citation network analysis,\textsuperscript{11} named entity linking,\textsuperscript{12} text to text and text to image generation etc.\textsuperscript{13–16} Several web-tools such as Web of science, Scopus, Google scholar, Microsoft academic, Crossref, and PubMed etc. are using NLP to extract and analyze information from scholarly articles.\textsuperscript{17–21}

However, scientific literature, especially chemistry and materials science data, contains numerous technical terms (such as chemical names, methodologies, and instrumental techniques) that are difficult to process using conventional NLP tools. Luckily, there have been several advancements in applying NLP techniques to chemistry and materials science. One of the pioneer works for applying NLP for materials chemistry was carried out by Cole et al.,\textsuperscript{22} who demonstrated the application of NLP for magnetic and battery materials\textsuperscript{23,24} using ChemDataExtractor. Other popular NLP for chemistry and materials tools include ChemicalTagger, ChemListem, ChemSpot, MaterialsParser, OSCAR4 details of which can be found elsewhere.\textsuperscript{25} In addition to the magnetic and battery materials, similar works have been also performed for numerous other material classes such as metal organic frameworks,\textsuperscript{26} Mott insulator transition materials,\textsuperscript{27} glasses\textsuperscript{28} and polymers\textsuperscript{29} etc. Other applications of NLP for materials data involve using Long short-term memory (LSTM) and transformer-based models to extract various categories of information, and in particular materials synthesis information from text sources.\textsuperscript{30–35} A detailed review of the application of NLP for materials can be found in refs.\textsuperscript{25,36,37}
Nevertheless, the application of NLP for materials applications is still an active area of development and there are a number of pain points that make NLP for materials data difficult. Some of these challenges are: 1) fully accessible text-data and pay-walls, 2) standard dataset and tools to benchmark NLP techniques for materials chemistry analysis, 3) example applications with both materials science and NLP domain knowledge, 4) resolving dependencies between words and phrases across multiple sentences and paragraphs and cross-domains, 5) examining the performance of text-generation applications (such as ChatGPT\textsuperscript{38} etc.) for chemistry applications.

In this work, we present ChemNLP library that 1) provides a curated and open-access arXiv and Pubchem datasets that can be directly used for NLP tasks, 2) share and illustrate software tools that can be used to visualize, analyse and perform various NLP tasks for materials chemistry specific text data, and 3) develop a user-interface to search chemistry data within available literature. Although in this work we primarily use arXiv and Pubchem dataset, the tools can be used for other infrastructures as well.

**Methods**

**Datasets**

In our work, we primarily use two open-access datasets: arXiv and PubChem. ArXiv is a collaboratively funded, community-supported resource and maintained and operated by Cornell University. In the present version, the arXiv has 1796911 pre-print articles collected over 34 years, hosting literature from scientific fields including Physics, Mathematics, and Computer Science and their sub-categories. Each pre-print in arXiv contains text, figures, authors, citations, categories, and other metadata which are of immense importance for NLP applications. These metadata are entered by users while uploading their manuscripts in arXiv. Similarly, PubChem dataset is an open-access collection of 43920 articles (in the version used here) including various topics such as deep-learning, covid-19, human-
connectome, brain-machine-interface, electroactive-polymer, pedot-electrodes and neuro-prosthetics. Originally both the datasets were obtained from the Kaggle competition and then converted into JARVIS-Tools data format[39] (https://jarvis-tools.readthedocs.io/en/master/databases.html). Note that arXiv/pubhecm articles are often updated after peer-review process using corresponding version control process and that can have effects on the application of AI models. However, for the sake of reproducibility, we use a particular version of the dataset linked to FigShare in this work. ChemNLP, methods can be applied on a later version of the dataset as well, if necessary.

WordCloud and Term frequency-inverse document frequency

We visualize the frequency of one- and two-order n-grams using the WordCloud library.[40] Here, ”n-” refers to consecutive words e.g. uni-grams (single words such as magnetic) and bi-grams (two consecutive words such as two-dimensional).

Usually, machine learning algorithms require fixed-length input numerical vectors for supervised as well as unsupervised learning tasks. Some of the popular and simple method of feature extraction with text data are bag of words (BOW), term frequency-inverse document frequency (TF-IDF) and Word2Vec. We use TF-IDF in this work. TF-IDF is a numerical statistic that reflects importance of a word in a document. The TF-IDF value increases proportionally to the number of times a word appears in the document and is offset by the number of documents in the corpus that contain the word, which helps to adjust for the fact that some words appear more frequently in general. Term frequency (TF) indicates the significance of a particular term within the overall document. Term frequency, $TF(t, d)$, is the relative frequency of term $t$ within document $d$:

$$TF(t, d) = \frac{f_{td}}{\sum_{t' \in d} f_{t' d}}$$  \hspace{1cm} (1)

where $f_{td}$ is the raw count of a term in a document, i.e., the number of times that term
$t$ occurs in document $d$. The denominator is simply the total number of terms in document $d$.

Hence, TF can be considered as the probability of finding a word in a document. The inverse document frequency (IDF) is a measure of how much information a word provides, i.e., if it’s common or rare across all documents. It is used to calculate the weight of rare words across all documents in the corpus. The words that occur rarely in the corpus have a high IDF score and vice versa. IDF is calculated as the logarithmically scaled inverse fraction of the documents that contain the word (obtained by dividing the total number of documents by the number of documents containing the term, and then taking the logarithm of that quotient):

$$IDF(t, D) = \log \frac{N}{|\{d \in D : t \in d\}|}$$  

(2)

where $N$ is the total number texts/documents in the corpus $N = |D|$. Now, combining the above, the TFIDF is given as:

$$TFIDF(t, d, D) = TF(t, d) \times IDF(t, D)$$  

(3)

### Clustering and text-classification

For clustering analysis, we use t-distributed stochastic neighbor embedding (t-SNE), which is a statistical method for visualizing high-dimensional data in a two- or three-dimensional map. The t-SNE plot was generated with the help of Scikit-learn library.\textsuperscript{41} Note that clustering is an unsupervised ML task and the interpretations can be subjective.

For the supervised machine learning classification task, we use various algorithms in the Scikit-learn library, graph neural networks as implemented using PyTorch\textsuperscript{42} and deep graph library (DGL)\textsuperscript{43} and transformers using the huggingface library.\textsuperscript{46}

There are a number of algorithms for supervised classification in Scikit-learn. We com-
pare the results of four algorithms: support vector machine (SVM), random forest (RF) and logistic regression algorithms. The random forest algorithm is a type of supervised machine learning method based on ensemble learning. Ensemble learning is a based on joining different types of algorithms or same algorithm multiple times to form a more powerful prediction model. Support vector machine (SVM) finds a hyperplane in an N-dimensional space (where N is the number of features) that distinctly classifies the data points. Support vectors are data points that are closer to the hyperplane and influence the position and orientation of the hyperplane. Logistic Regression is a classification technique which uses a logistic function to model the dependent variable.

We use TextGCN as proposed by Yao et al.\textsuperscript{44} to convert text into graphs. TextGCN is initialized with one-hot representation for word and document. The edge between two word nodes is built by word co-occurrence information and the edge between a word node and document node is built using word frequency and word’s document frequency. We use graph neural network with attention layers (GAT) as the GNN model.

As a transformer model for text classification, we fine-tune the pre-trained DistilBERT model.\textsuperscript{45} DistilBERT is a small, fast, cheap and light transformer model based on the Bidirectional Encoder Representations from Transformers (BERT) architecture. Knowledge distillation is performed during the pre-training phase to reduce the size of a BERT model. DistilBERT leverages the inductive biases learned by larger models during pre-training, and uses a triple loss combining language modeling, distillation and cosine-distance losses.

We calculate the classification accuracy as:

$$\text{Accuracy} = \frac{TP + TN}{TP + FN + FP + TN}$$

(4)

where, TP, TN, FN, FP are True Positive, True Negative, False Negative, and False Positive instances respectively.
Named entity recognition

We use a pre-trained XLNet introduced by Yang et al. and fine tune on the MatScholar NER dataset. XLNet is an extension of the Transformer-XL model pre-trained using an autoregressive method to learn bidirectional contexts by maximizing the expected likelihood over all permutations of the input sequence factorization order. XLNet is one of the few models that has no sequence length limit. XLNet also uses the same recurrence mechanism as Transformer-XL to build long-term dependencies. XLNet has recently been shown to outperform many other models for NER tasks. The MatScholar dataset consists of the following tokens: material name (MAT), sample descriptor (DSC), symmetry/phase label (SPL), property (PRO), characterization method (CMT), application (APL) and synthesis method (SMT) for 800 manually annotated abstracts. NER typically uses BIO notation, which differentiates the beginning (B) and the inside (I) of entities. O is used for non-entity tokens.

The performance of the model is measured in terms of F1 score given by:

\[
F_1 = \frac{2TP}{2TP + FP + TN}
\]

where, TP, TN, FN, FP are True Positive, True Negative, False Negative, and False Positive instances respectively. Similar to accuracy, the maximum value of F1 is 100 %.

Abstractive summarization and text-generation

We use a pre-trained Text-to-Text Transfer Transformer (T5) model developed by Google and then fine tune it to produce summaries of abstracts and analyze the performance by analyzing its closeness to the title of the given paper. Such summarizations are non-trivial tasks, but having title and abstract already available, it’s important to check whether the large language models (LLMs) can generate summary of abstracts that resemble corresponding titles.
Note that unlike extractive summarization where works are extracted to make the summary, in abstractive summarizations, new words can be formed in order to make the gist of a text which is usually the case of titles of papers given their abstracts. T5 is a universal encoder-decoder model pre-trained on a multi-task mixture of unsupervised and supervised tasks and for which each task is converted into a text-to-text format. T5 works well on a variety of tasks out-of-the-box by prepending a different prefix to the input corresponding to each task, e.g., for translation, summarization, question answering, and classification. We use the t5-base model from the huggingface library, which has 220 million parameters. During the summarization process, it is important to append the text with a prefix "summarize:" in order for the model to understand the type of the task.

For the text-generation, we fine-tune the pre-trained Open Pre-trained Transformer (OPT) model developed by Meta AI. OPT was shown to match the performance and sizes of the generative pretrained transformers (GPT-3) class of models, while also applying the latest best practices in data collection and efficient training.

OPT was developed with an aim to enable reproducible and responsible research at scale for large language models (LLMs). OPT was predominantly pretrained with English text. The model was pretrained using a causal language modeling (CLM) objective. There are different types of OPT models with parameters ranging from 125 million to 175 billion.

In this work, we choose to use the 125 million parameter model (facebook/opt-125m) for computational cost reasons. Note that similar OpenAI models such as GPT-3 and GPT-4 are not made public hence they cannot be easily finetuned and shared. Specifically, we fine tune the OPT model on cond-mat.supr-con category in the arXiv for the superconductor category (with 14697 articles) so that given titles, the model can generate abstracts. We follow the self-instruct based instruction generation for converting the arXiv dataset before feeding into the model. Each entry in the dataset consists of three keys: 1) instruction, 2) input, 3) output. The instruction used here is "Describe the following:" , the input is the title and output the abstract of a manuscript.
For the performance of these models, we use the Recall-Oriented Understudy for Gisting Evaluation (ROUGE) metric. ROUGE-N measures the overlap of n-grams between the generated text and the reference text. Here ROUGE-1 refers to overlap of unigram (each word), ROUGE-2 between bigrams and so on.

Web-app

We use ChemDataExtractor\textsuperscript{22} along with JARVIS-Tools and named entity recognition models to identify chemical names from abstracts in condensed matter category articles. ChemDataExtractor is a toolkit for the automated extraction of chemical entities and their associated properties, measurements, and relationships from scientific documents that can be used to populate structured chemical databases. Using the chemical information, we develop a web-app using JARVIS-Tools and Configurable Data Curation System (CDCS) which is primarily based on Django-python and java-script libraries. The web-app can be used to find articles given a chemical system. In future, we plan to share other models such as text classification, summarization, text generation, named entity recognition etc. using the same app as well which we believe would be of great use for materials research community. As the datasets evolve, we plan to update the webapp as well.

Integration with DFT datasets

The arXiv dataset consists of multiple materials classes such as superconductors, strongly correlated electron materials and so on. Finding overlaps and difference between the existing literature and large scale databases can guide and expedite materials discovery. It is beyond the scope of this work to analyze NLP applications for each material class. However, we analyze the superconducting material information in the dataset and compare with recently developed JARVIS-SuperconDB dataset\textsuperscript{53} to identify new and common chemical formulae. However, the dataset and tools presented here can be used for other material classes as well.
Results and discussion

Figure 1: A Schematic overview of the ChemNLP library. ChemNLP aims to provide a software toolkit with integrated dataset and comprehensive AI/ML tools for expanding natural language processing technique applications for tasks such as text classification, clustering, named entity recognition, abstractive summarization and text generation.

A schematic overview of the ChemNLP library is shown in Fig. 1. ChemNLP serves as an open-access software package for a variety of natural language processing (NLP) tasks especially for chemistry and materials science applications. We discuss these applications and details in the following sections.

Dataset analysis

The arXiv dataset provides a rich, multi-modal and large dataset for scientific literature. In Fig. 2a, we show several categories of scholarly articles in the arXiv dataset. Such categorizations are possible because of 167 taxonomy categories data available in the dataset. The details of the taxonomy can be found at https://arxiv.org/category_taxonomy.
In Fig. 2a we notice that most of the articles belong to Physics, Mathematics and Computer science. The number of articles in Physics, Mathematics, Computer science, Statistics, Quantitative Biology, Electrical Engineering, Quantitative Finance and Economics are 1042227, 425745, 209068, 72058, 24720, 13064, 8920, and 1109 respectively. Furthermore, we visualize the condensed matter physics categories in Fig. 2b. The cond-mat.mtrl-sci, cond-mat.mes-hall, cond-mat.str-el, cond-mat.stat-mech, cond-mat.supr-con, cond-mat.soft, cond-mat.quant-gas, cond-mat.other, and cond-mat.dis-nn categories have 30107, 29751, 22375, 17359, 14697, 10939, 5041, 3930 and 3728 articles respectively.

Similarly, we show the PubChem dataset distribution in Fig. 2c for 43920 articles. The sub-categories and their number counts (in parenthesis) available in PubChem are: deep-learning (13187), virtual-reality (11245), covid-19 (8694), humane-connectome (4646), brain-machine-interface (4052), electroactive-polymer (896), pedot-electrodes (666), and neuroprosthetics (534).

![Figure 2: Several categories of scholarly articles in the arXiv dataset. a) overall categories, b) condensed matter sub-categories, c) PubChem dataset sub-categories.](image-url)

Next, in Fig. 3 we show word-cloud charts for different words in the condensed matter articles’ titles. A word cloud is a collection, or cluster, of words depicted in different sizes. The bigger and bolder the word appears, the more often it’s mentioned within a given text and
the more importance it holds. We find that first-principle, electronic structure, graphene, thin film, surface, carbon nanotube, two dimensional, magnetic etc. are some of the most common words in this subtopic. Similarly, Josephson junction, superconductivity, d wave, single crystal etc. are the most common words in the super-con category. Polymer, diffusion and fluid words are common ones in the soft category. Words like quantum-dot, quantum-well, spin-orbit, Hall-effect, topological insulator, quantum hall are common in mesh-hall category. The stat-mech category has phase-transition, fluctuation, dynamic, Thermodynamic etc. as some of the common words. The words like Hubbard-model, density-wave, spin-liquid etc. are common in str-el category. Words such as disorder, spin glass, network etc. are common in dis-nn category. Interestingly, some words such as two-dimensional occur in all the categories showing such class are one of the highly investigated materials. Similarly, the words such as magnetic and superconductivity occur in multiple categories showing such
class of materials are investigated by experts in multiple domains. Similar analysis can be done for the PubChem dataset as well with the tools provided in the ChemNLP package.

**Clustering analysis**

![t-SNE visualisations of the cond.mat articles in the arXiv and PubChem datasets. a) arXiv: cond-mat, b) PubChem.](image)

In this section we apply t-distributed stochastic neighbor analysis (t-SNE) to visualize various categories in the arXiv and Pubchem datasets. Such analysis cannot be easily carried out with exploratory data analysis (EDA) carried out in the previous section.

The t-SNE reveals local structure in high-dimensional data, placing points in the low-dimensional visualization close to each other with high probability if they have similar high-dimensional feature vectors. First, we stem the paper titles from the text corpus, and get "Term Frequency-Inverse Document Frequency" (TF-IDF) of a given word stem. The TF-IDF is a product of the relative frequency with which a term appears in a single document and the log of the total number of papers in the document pool divided by the number of documents in which a term appears. Then we perform truncated singular value decomposi-
tion (TruncatedSVD) for sparse data to reduce the dimensionality of the embedding space (128 size). Furthermore, we perform t-SNE to reduce embedding space to 2-dimension.

The t-SNE plot thus obtained is shown in Fig. 4a, with the marker colors indicate the article category of each article in arXiv:cond-mat category. We show the cluster of super-con, mes-hall, dis-nn and stat-mech while matrl-sci category seems to overlap with other classes as well.

Next, we show the t-SNE plot for the PubChem dataset in Fig. 4b. Similar to the cond-mat articles, the t-SNE can cluster different categories of articles in the PubChem dataset as well. These plots suggests the article data is well-distributed i.e., not clustered and we can group them by converting the text in just two dimensions.

**Text classification**

| Model   | arXiv       | PubChem        |
|---------|-------------|----------------|
|         | Title only  | Abstract only  | Title+Abstract |
| SVM     | 84.8        | 90.8           | 91.3           |
| DistilBERT | 86.7        | 89.9           | 90.0           |
| RF      | 86.9        | 88.4           | 88.6           |
| LR      | 79.2        | 85.0           | 86.0           |
| GNN     | 76.0        | 81.0           | 82.0           |

While clustering analysis can be useful for qualitative interpretation, more quantitative analysis can be done with supervised classification training. We apply classification models for both the arXiv:cond-mat and PubChem datasets into their categories. ML algorithms cannot directly process text data so we convert the texts to numerical vectors using bag of words model and Term Frequency, Inverse Document Frequency (TF-IDF) as available in the
Scikit-learn package. We choose 1) title, 2) abstracts and 3) titles along with abstracts text to classify the article as discussed above. After converting the text in the dataset to numerical representation, we apply a few well-known ML algorithms such as random-forest (RF), linear support vector machine (SVM), logistic regression (LR) and graph neural networks (GNN). We use a 80-20 % split and show the performance in Table. 1.

For all the models, we find that highest accuracy is achieved for title along with abstracts. Highest accuracy (91.3 % for arXiv:cond-mat, and 97.6 % for PubChem) are achieved with the SVM models mainly. As a baseline, the random guessing/baseline model has an accuracy of $1/9 = 11.11\%$ (for nine classes) for arXiv:cond-mat and $1/8 = 12.5\%$, hence the ML models are more than 6 times accurate than a random guessing models. The SVM model accuracy is followed by DistilBERT model, which has a slightly lower performance than SVM. Next, the models RF, LR and GNN models follow the DistilBERT model.

Figure 5: Confusion matrix for classifying cond-mat articles with linear support vector machine model. a) arXiv: cond-mat, b) PubChem.

We show the classification confusion matrix for the combined title and abstract model for the two datasets in Fig. 5. The confusion matrix allows us to interpret and analyze the
detailed accuracy of the model for each class rather than just a global accuracy value. Ideally, a perfect classifier would result in a confusion matrix with diagonal entries only with a value of 100%. We find that a vast majority of the predictions end up on the diagonal (predicted label = actual label). This is especially true for the supr-con, mes-hall and matrl-sci subfields with the supr-con class showcasing the highest value at 95.9%, which is interesting. The lowest accuracy was achieved for the cond-mat.other subfield, which significantly overlaps with other categories such as mes-hall and quant-gas. The dis-nn sub-category also overlaps with stat-mech su-category. Beyond these two categories (other and dis-nn), we obtain close to or over 90% for all the sub-categories in the confusion matrix, demonstrating the promise of accurate classification through machine learning. Similarly, for the PubChem dataset, we achieve more than 93% accuracy except the neuroprosthetics category. This can also be attributed to their lower low counts as shown in Fig. 2b and Fig. 2c.

Named Entity Recognition

While overall classification of texts can be helpful for many applications, often word by word classification of texts allow rich mining of the text data. Named Entity Recognition (NER) or token classification is used as a text-mining approach for extracting meaningful information (called entities). An entity can be a word or a group of words such name, location, organization etc. For chemistry applications, they can be used for extracting information such as material name (MAT), sample descriptor (DSC), symmetry/phase label (SPL), property (PRO), characterization method (CMT), application (APL) and synthesis method (SMT). In this section we use the MatScholar dataset and train a transformer model with XLNet for extracting entities with high accuracy. After training the model, we apply the model to arXiv title, abstract as well as full texts to develop a database of entities relevant for materials design. The MatScholar dataset consists of 800 hand-annotated materials science abstracts to be used as training data. The data has an 80-10-10 split, giving 640 abstracts in the training set, 80% in the training set, and 10% in dev set and 10% in the test set.
XLNet is a BERT-like transformer model and is known to outperform BERT substantially. Unlike BERT, XLNet is an autoregressive (AR) language model, which uses the context word to predict the next word. Here the context word is constrained to two directions either forward or backward. Moreover, we use a batch size of 64, 50 epochs, 5e-5 learning rate, max sequence length of 128 with AdamW optimizer. The F1 accuracies on the development and test sets are 87% which are reasonable and comparable to the previous work. An example of NER application on an abstract from ref. is shown in Fig. Here several types of text tokens are highlighted by different colors. The red color represents material name (MAT), green the property (PRO), cyan the characterization method (CMT), orange the sample descriptor (DSC), pink the symmetry/phase labels (SPL). Moreover, we show the entity distribution in the arXiv cond-mat articles in Fig. We find that abstracts are highly dominated by property tags and least with materials specific names.

Figure 6: Named entity recognition/token classification for arXiv:cond-mat dataset. a) Example NER application. The tokens contain material name (MAT), sample descriptor (DSC), symmetry/phase label (SPL), property (PRO), characterization method (CMT), application (APL) and synthesis method (SMT). a) in this example, the red color represents material name (MAT), green the property (PRO), cyan the characterization method (CMT), orange the sample descriptor (DSC), pink the symmetry/phase labels (SPL). b) distribution of various entities in cond-mat arXiv abstracts.

Text-to-Text models: abstractive summarization and text-generation

Text to text generation is one of the most rapidly developing field in natural language processing especially after the revolution in large language model (LLM) field. There are
many tasks for text-to-text generation but here we choose to focus on two applications: 1) abstract summarizations e.g., making titles from the manuscript abstracts, 2) text generation e.g., generating abstracts from the titles of the papers as shown by an example in Fig. 7. Obviously, there is not a unique approach for both the tasks. Nevertheless, such abstracts and title are generated by highly qualified scientists and engineers and can act as a decent benchmark for comparisons. Moreover, developing metrics for text-generation is a difficult task. Here, for sake of simplicity we choose the ROUGUE metrics for evaluating the model performance.

![Abstractive summarization](image)

Figure 7: Text generation models for abstractive summarization (e.g., with Text-To-Text Transfer Transformer (T5) model) and text generation (e.g., with Open Pre-trained Transformer (OPT) model). For this exercise, we use the title and abstract data available in the arXiv-cond-mat dataset. Here, the titles are considered as summaries and abstracts are considered as generated texts.

Summarization tasks are of two types: extractive summary (the model extracts the most important sentences from the article and puts them together) and abstractive summary (the model creates new sentences to encapsulate maximum gist of the article). We obtain a pretrained unified t5 (Text-to-Text Transfer Transformer) model from Raffel et al. and
fine tune it for the arXiv dataset. Unlike BERT-style models that can only output either a class label or a span of the input, T5 propose reframing all NLP tasks into a unified text-to-text-format where the input and output are always text strings. T5 is an encoder-decoder model pre-trained on a multi-task mixture of unsupervised and supervised tasks. T5 has been used for machine translation, document summarization, question answering, and classification tasks (e.g., sentiment analysis) and hence provide a unified framework for NLP.

We use 80:20 train-test split of arXiv-cond-mat dataset and evaluate the model performance of the test set using ROUGE (Recall-Oriented Understudy for Gisting Evaluation) score. So, the training dataset has 110342 entries while the test dataset has 27585 entries. We use a prefix of “summarize:” in front of the abstracts to instruct the model for the summarization task. After training, we found a ROGUE-1 score of 46.5 % which is much better than an untrained model score of 30.8 % i.e., a model without being exposed to the cond-mat data in the training set. Clearly, fine-tuning the model can help improve the performance. The ROGUE score obtained here is similar to scores achieved in other tasks for abstractive summarization (usually under 50 %).

Similarly, we fine-tune a pre-trained OPT model to generate abstract given the title of an article. The prefix used during the generation process was: ”Describe the following:”, similar to the ”summarize:” prefix for the summarization task. We can also use the suffix ”can be described as” for the title. We use a similar 80 %-20 % train-test split for the data. After fine-tuning we find a ROGUE score of 37 % which is reasonable for pre-suggestion applications. The trained model can now be used to generate text given a scientific idea such as a title. Of course, there are many other text-generative models that are being developed and it will be very interesting to see how the quality of generated texts evolve as the model quality improves. Hence, ChemNLP has a flexible format to fine tune the models that may come in future.
Figure 8: Integration with DFT databases. a) Venn diagram for chemical formula available in arXiv cond-mat.supr-con and JARVIS-SuperconDB. Out of 1058 materials currently available in the JARVIS-SuperconDB, only 43 were found in the arXiv super-con condensed matter physics abstracts suggesting discovery of new superconductors and also lack of unconventional superconductors in the DFT databases. b) An example atomic structure for aluminum oxide, c) ChemNLP atomic describer example output.

Integration with DFT database

The ChemNLP allows an easy integration of arXiv dataset information with DFT datasets such as JARVIS-DFT. Such datasets contain various computed properties such as atomic structures, formation energies, bandgaps, elastic, thermoelectric, piezoelectric, dielectric, magnetic, solar cell, vibrational and superconducting properties. Here we show an example application for the superconducting properties but similar studies can be carried out for other properties as well. We demonstrate a simple application of ChemNLP for discovery and design of superconductors. Superconductors are class of materials with vanishing electrical resistance under a characteristic temperature called the superconducting transition temperature. Superconductors can be both phonon and non-phonon mediated. Recently, we developed a phonon-mediated superconducting transition temperature database using...
density functional theory with more than 1000 materials (JARVIS-SuperconDB) in the JARVIS-DFT database. The JARVIS-SuperconDB was based on the Debye temperature, electronic density of states at the Fermi-level, and subsequent McMillan-Allen-Dynes based formulation. We obtained the chemical formula from the articles in cond-mat.supr-con abstracts and that from the JARVIS-SuperconDB and plot a Venn diagram in Fig. 8a. Note that we compare based on chemical formula only ignoring the crystal structure information. Interestingly, we find only 43 materials common in these two sets including well-known materials such as MgB$_2$, Nb, NbN, HfN, Nb, Al, TiN, and VRu etc. There are 635 chemical formula with DFT $T_C \geq 1K$ which we didn’t find in the arXiv dataset and 1071 formula were present in the arXiv dataset only. There are many unconventional/non-phonon mediated superconductors such as Yttrium barium copper oxide, and high pressure as well as doped superconductors such as NaFe$_{1-x}$Co$_x$As which are not present in current JARVIS-SuperconDB. Additionally, several novel superconductors predicted such as KB$_6$, Ru$_3$NbC, V$_3$Pt, ScN, LaN$_2$ which are not available in literature to the best of our knowledge. Therefore, NLP combined with traditional materials design motivates us in our further screening of superconductors. In JARVIS-DFT, there are many other properties such as thermoelectric, magnetic, dielectric, piezoelectric, topological, elastic, thermodynamic, vibrational, nuclear and low-dimensional properties on which similar strategies could be applied but its currently beyond the scope of the present paper.

ChemNLP can also be used with DFT databases to generate formatted description for atomic structure information. Such results can be used for training for example large language models. Some of the chemical and structural data available are chemical formula, molecular weight, lattice parameters, X-ray diffraction peaks, bond-distances and number of atoms. One of the common inputs for LLMs are javascript object notation(json)-formatted text. Here in Fig. 8b, we show an example atomic structure of aluminum oxide (JARVIS-DFT identifier: JVASP-32), and its corresponding json formatted description in Fig. 8c. ChemNLP is integrated with JARVIS-Tools package, so it can be used for includ-
ing/excluding additional/redundant data as inputs to LLMs for a chemical formula or an atomic structure. In future, we plan to use such formatted json outputs for training material property prediction models such as for formation energies and bandgaps etc.

**Webapp development**

![Figure 9: A snapshot of the web-app that can be used to find articles containing periodic table elements. This is based on arXiv condensed matter article abstracts. The web-app is available at : https://jarvis.nist.gov/jarvischemnlp.](image)

Next, in Fig. 9 we show a snapshot of the web-app that can be used to find articles containing periodic table elements. For instance, as we click on the elements Al, Ga and N and click Search button it returns 36 entries as results which can be used to find details of respective articles. Similarly, if element combinations such as Mo and S are selected, 1374 results are returned showing that articles with Mo-S compounds are much larger than Al-Ga-N. For this work, we collected all the abstracts in condensed matter Physics articles and attempted to find chemical formula with a combination of ChemDataExtractor and JARVIS-Tools packages. We found 37944 articles (≈30 % of condensed matter Physics entries) with a
chemical formula in abstracts using the above approach. The number of unique combinations of elements (such as Al-Ga-N, Mo-Te, and Cu-Ga-In-S-Se etc.) that can be searched using the app are 6295.

In summary, we have developed a ChemNLP package (available at https://github.com/usnistgov/chemnlp) that can be used to analyze important materials chemistry information using the publicly-available datasets. To bridge the gap between the materials science/chemistry and natural language community, we have demonstrated several use-cases that could be useful for scientific community. These models include t-SNE, random forest, support vector machine, graph neural network, and transformers. We show that fine-tuning pre-trained models can help the accuracy of the models for chemistry related tasks. The web-app can be used as an easy interface for querying chemistry related data. We have also integrated big datasets of chemistry and materials science so that they can act as complementary to each other. As new models and datasets evolve, they can be easily integrated in the ChemNLP package. The models and data will be also integrated in a larger benchmarking project called JARVIS-Leaderboard (https://pages.nist.gov/jarvis_leaderboard/) for enhancing reproducibility and transparency. Moreover, we plan to extend ChemNLP to generate multi-modality projects by integrating with other projects in JARVIS such as atomistic vision (AtomVision)\textsuperscript{56} and atomistic line graph neural network (ALIGNN) libraries\textsuperscript{57} in the future.
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