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Abstract—Multitarget tracking (MTT) is a challenging task that aims at estimating the number of targets and their states from measurements of the target states provided by one or multiple sensors. Additional information, such as imperfect estimates of target classes provided by a classifier, can facilitate the target-measurement association and thus improve MTT performance. In this letter, we describe how a recently proposed MTT framework based on the sum-product algorithm can be extended to efficiently exploit class information. The effectiveness of the proposed approach is demonstrated by simulation results.
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I. INTRODUCTION

Multitarget tracking (MTT) [1], [2] aims at estimating the number of targets and their states from measurements provided by one or multiple sensors. A major challenge in MTT is posed by measurement origin uncertainty (MOU) [1], i.e., the fact that it is not known if a measurement is produced by a target, and by which target. A Bayesian message passing algorithm that efficiently addresses MOU was presented in [3]. This algorithm has been used to develop an MTT tracking method [4], [5] that employs the sum-product algorithm (SPA) [6]–[8] to approximate the marginal posterior probability density functions (pdfs) of the target states. SPA-based MTT was demonstrated to be highly scalable and to outperform several previously proposed MTT methods [4], [5]. Moreover, the flexibility of the SPA approach allows for several extensions such as integration of data provided by heterogenous sensors [9], [10] and adaptation to time-varying parameters [11].

Compared to processing only the sensor measurements, as done by most existing MTT methods (e.g., [4], [5], [11]–[23]), exploiting additional target-related information generally leads to improved MTT performance. Here, we consider the exploitation of imperfect class information [24], [25], which assigns a target to one among several categories. In the maritime domain, for example, such categories could be commercial ships, military ships, and fishing boats. This class information is generally the output of a classifier and allows, e.g., the use of class-dependent motion or measurement models.

Feature-aided and classification-aided tracking techniques [24]–[31] have lately encountered a growing interest, in particular following recent advances in deep learning classification methods [32]–[34]. In this letter, we show how imperfect target class information can be integrated into the SPA-based MTT method of [4], [5]. More concretely, we propose an SPA-based MTT method that takes into account the output of a classifier distinguishing between target-related classes as well as between target- and clutter-originated measurements. Our simulation results show that the proposed classification-aided MTT method outperforms the MTT method of [4].

The remainder of this letter is organized as follows. Section II presents the system model and its statistical formulation. Section III describes the proposed method. Section IV reports simulation results.

II. SYSTEM MODEL AND STATISTICAL FORMULATION

The system model described in this section recalls the one introduced in [4] and, in addition, establishes statistical characterizations of the target class and of the imperfect class information provided by the classifier.

A. Target Model

We consider $K$ potential targets (PTs) indexed by $k \in K \triangleq \{1, \ldots, K\}$, whose existence at time $n$ is indicated by $r_{n,k} \in \{0,1\}$, i.e., $r_{n,k} = 1$ if PT $k$ exists and $r_{n,k} = 0$ otherwise. Note that $K$ is an upper limit of the number of actual targets that can be tracked simultaneously, i.e., the (time-varying) number of actual targets need not be known in advance except that it is not larger than $K$. (Scalable SPA-based multisensor MTT methods with a time-varying number of PTs $K$ are presented in [5].) The state of PT $k$ at time $n$ is represented by the vector $x_{n,k}$ and consists of the PT’s position and possibly further parameters, such as the PT’s velocity; a “dummy” state is formally considered also if $r_{n,k} = 0$. Each PT $k$ belongs to one of $C$ distinct classes $c \in \{1, \ldots, C\}$ at time $n$; the class of PT $k$ at time $n$ is specified by the class index variable $\ell_{n,k} \in \{1, \ldots, C\}$, which is unknown just as $x_{n,k}$ and $r_{n,k}$. We allow $\ell_{n,k}$ to be time-dependent, although in most applications it is constant. The time evolution of the state of a PT $k$ that exists at times $n-1$ and $n$ (i.e., $r_{n-1,k} = r_{n,k} = 1$) is modeled as $x_{n,k} = \theta_{\ell_{n,k}}(x_{n-1,k}, u_{\ell_{n,k}}(n))$, where $u_{\ell_{n,k}}(n)$ is a process noise that is independent and identically distributed (iid) across $n$ and $k$. The state transition function $\theta_{\ell_{n,k}}(\cdot, \cdot)$ is selected from a set $\{\theta_{\ell}(\cdot, \cdot)\}_{\ell=1}^{C}$ by the class index variable $\ell_{n,k}$.
Furthermore, also the statistics of $u_{n,k}^{(s,n)}$ generally depend on $\ell_{n,k}$. The function $\theta_{n,k}^{(\cdot, \cdot)}$ and the statistics of $u_{n,k}^{(s,n)}$ define the state transition pdf $f(x_{n,k}^{(s,n)} | x_{n-1,k}^{(s,n)}, \ell_{n,k})$. In addition to the dynamics of the PTs, also other PT characteristics (e.g., color, size, type) may be related to the PT class.

For convenience, we define the augmented state vector $y_{n,k}$ provided in [11, Sec. II-C]. If the PT's dynamic model is conditioned independently $\ell_{n,k}$, then $f(x_{n,k}^{(s,n)} | \ell_{n,k})$ is statistically described by the transition pdf $f(y_{n,k} | y_{n-1,k})$. Assuming that $x_{n,k}^{(s,n)}$ and $r_{n,k}$ are conditionally independent $\ell_{n,k}$, given $x_{n-1,k}^{(s,n)}, r_{n-1,k}$, and $\ell_{n,k}$, this transition pdf can be obtained as

$$f(y_{n,k} | y_{n-1,k}) = f(x_{n,k} | x_{n-1,k}, r_{n-1,k}, \ell_{n,k}) = f(x_{n,k}, r_{n,k}) f(x_{n-1,k}, r_{n-1,k}, \ell_{n,k})$$

provided in [11, Sec. II-C]. The probability of a false alarm (clutter-generated) augmented measurement is given by $f_\text{fa}(x_{m,n}, \ell_{m,n}) = p_\text{fa}(x_{m,n}) f_0(g_0, \ell_{m,n})$, where $p_\text{fa}(x_{m,n}) = \mathbb{P}(\ell_{m,n} = i | x_{m,n})$ is the probability conditioned on $x_{m,n}$ that the classifier output is $i \in [0, \ldots, C]$ when the measurement is generated by a target belonging to class $j \in [1, \ldots, C]$. We denote that $\sum_{i=0}^{C}(G^{(s,n)}(x_{m,n}))|_{i,j} = 1$.

The pdf of a false alarm (clutter-generated) augmented measurement is given by $f_\text{fa}(x_{m,n}, \ell_{m,n}) = p_\text{fa}(x_{m,n}) f_0(g_0, \ell_{m,n})$, where $p_\text{fa}(x_{m,n}) = \mathbb{P}(\ell_{m,n} = i | x_{m,n})$ is the probability conditioned on $x_{m,n}$ that the classifier output is $i \in [0, \ldots, C]$ when the measurement $q_{n,m}$ is clutter-generated.

We note that the proposed model can be extended to classifiers providing “soft” probabilistic information. Here, instead of a class estimate $\hat{q}_{n,m}$, the classifier output is a probability vector $p_{n,m} = [p_{n,m,1}, \ldots, p_{n,m,C}]^T$ where $p_{n,m,i} = \mathbb{P}(\ell_{m,n} = i | x_{m,n})$ is the classifier’s estimate of the probability that measurement $m$ is generated by a target belonging to class $i \in [1, \ldots, C]$.

### C. MOU Model

The association between the measurements and the existing PTs is unknown, and it is also possible that a measurement $q_{n,m}$ does not originate from any existing PT (false alarm) or an existing PT does not generate any measurement (missed detection). We make the assumption—known as point target assumption—that an existing PT can generate at most one measurement at a given sensor and a measurement can originate from at most one existing PT [1]. Let us define the PT-oriented association variable $a_{n,k}^{(s)}$, $k \in K$ to be $m \in \mathcal{M}_{n,k}^{(s)}$ if $\text{PT} k$ generates measurement $m$ at sensor $s$, and zero if PT $k$ is missed by sensor $s$. Similarly, the measurement-oriented association variable $b_{n,m}^{(s)}$, $m \in \mathcal{M}_{n,k}^{(s)}$ is $k \in K$ if measurement $m$ at sensor $s$ originates from PT $k$, and zero if it is a false alarm. Following [3], [35], we define the indicator function $\Psi^{(s)}(a_{n,k}^{(s)}, b_{n,m}^{(s)})$ to be one if the values of $a_{n,k}^{(s)}$ and $b_{n,m}^{(s)}$ are consistent, i.e., if they do not describe different PT-measurement associations, and zero otherwise. More formally, $\Psi^{(s)}(a_{n,k}^{(s)}, b_{n,m}^{(s)}) = 0$ if either $a_{n,k}^{(s)} = m$ and $b_{n,m}^{(s)} \neq k$ or $a_{n,k}^{(s)} \neq m$ and $b_{n,m}^{(s)} = k$, and $\Psi^{(s)}(a_{n,k}^{(s)}, b_{n,m}^{(s)}) = 1$ otherwise. The vectors $a$ and $b$ comprise, respectively, all the $a_{n,k}^{(s)}$, $k \in K$ and all the $b_{n,m}^{(s)}$, $m \in \mathcal{M}_{n,k}^{(s)}$ for all the sensors $s$ and all times $n' = 1, \ldots, n$.

A Bayesian network showing the statistical dependencies among $y, a, b, z$, and $M^{(s)}$ for all sensors $s \in \{1, \ldots, S\}$ and all times $n' = 1, \ldots, n$ is presented in the supplementary material manuscript [36].
III. The Proposed Method

MTT aims to determine if a PT $k \in K$ exists and, if it exists, to estimate its state $x_{n,k}$. This essentially amounts to calculating the posterior existence probability $p(r_{n,k} = 1 | z)$ and the posterior state pdf $f(x_{n,k} | r_{n,k} = 1, z)$. PT $k$ is detected—i.e., declared to exist—if $p(r_{n,k} = 1 | z)$ is larger than a suitably chosen threshold $P_{th}$ [37, Ch. 2]. Then, an estimate of $x_{n,k}$ is given by $\hat{x}_{n,k} \triangleq f(x_{n,k} | r_{n,k} = 1, z) | x_{n,k} [37, Ch. 4]. The statistics $p(r_{n,k} = 1 | z)$ and $f(x_{n,k} | r_{n,k} = 1, z)$ can be obtained from the posterior pdf $f(x_{n,k}, r_{n,k}, \ell_{n,k} | z) = f(y_{n,k} | z)$ essentially via marginalization. Thus, it remains to calculate the posterior pdfs $f(y_{n,k} | z)$ for all $k \in K$.

The posterior pdf $f(y_{n,k} | z)$ is a marginal density of the joint posterior pdf $f(y, a, b | z)$. With the assumptions made in Section II and those made in [4] (also stated in the supplementary material manuscript [36]), one can show that

$$
f(y, a, b | z) \propto \prod_{k=1}^{K} \prod_{n=1}^{n} f(y_{0,k} | y_{n+1,k}) \times \prod_{s=1}^{S} \psi^{(s)}(x_{n,k}, r_{n,k}, \ell_{n,k}, a_{n,k}; z_{n}^{(s)}) \prod_{m=1}^{M} \Psi(a_{n,k}, b_{n,m}).
$$

Here, $f(y_{n,k} | y_{n+1,k})$ is given by (1), and $f(y, a, b | z)$ is the prior pdf of the augmented state of PT $k$ at time $n = 0$, which generally includes also some prior probabilistic information on the PT class. Furthermore, $\psi^{(s)}(x_{n,k}, r_{n,k}, \ell_{n,k}, a_{n,k}; z_{n}^{(s)})$ is given for $r_{n,k} = 1$ by $P_{d}^{(s)}(x_{n,k}, \ell_{n,k}) f(z_{n}^{(s)} | x_{n,k}, \ell_{n,k}) / \mu_{a_{n,k}}(x_{n,k}, \ell_{n,k})$ if $a_{n,k} = m \in M_{n}^{(s)}$ and $1 - P_{d}^{(s)}(x_{n,k}, \ell_{n,k})$ if $a_{n,k} = 0$, and for $r_{n,k} = 0$ by $\delta_{a_{n,k}} (0)$, where $f(z_{n}^{(s)} | x_{n,k}, \ell_{n,k})$ is given by (2) and $\delta_{a_{n,k}} (0)$ is one if $a_{n,k} = 0$ and zero otherwise. A detailed derivation of (3) is provided in [4]; the resulting factorization formally differs from (3) only by the definitions of the transition pdf $f(y_{n,k} | y_{n-1,k})$ and the function $\psi^{(s)}(x_{n,k}, r_{n,k}, \ell_{n,k}, a_{n,k}; z_{n}^{(s)})$. A sketch of that derivation is included in the supplementary material manuscript [36]. If some of the sensors are not accompanied by a classifier providing estimates of the target class, then for those sensors the definition of the function $\psi^{(s)}(\cdot)$ from [4] has to be used.

The factor graph [6]–[8] describing the factorization (3) is shown for one time step in Fig. 1. Following the approach in [4], approximations of the marginal posterior pdfs $f(y_{n,k} | z) = f(x_{n,k}, r_{n,k}, \ell_{n,k} | z)$, known as beliefs and denoted as $\tilde{f}(y_{n,k}) = f(x_{n,k}, r_{n,k}, \ell_{n,k})$, can be calculated efficiently by running iterative SPA message passing on this factor graph. Since the factor graph contains loops, there is no unique order of calculating the messages, and different orders may result in different beliefs. We define the order by the following rules: first, messages are not sent backward in time, and second, iterative message passing is only performed for probabilistic data association, and separately at each time step and at each sensor. The second rule implies that for loops involving different sensors, only a single message passing iteration is performed. The structure of the factor graph in Fig. 1 equals that in [4], even though the underlying Bayesian model—i.e., the functions represented by the factor nodes “$f_{k}$” and “$\psi_{k}$”

![Fig. 2. Trajectories of the six targets. The stars mark the final target positions.](image-url)
Note that the PTs’ dynamic model does not depend on the PT class, but the PT class may be related to some other target characteristic(s) such as color, size, or type. In the tracking methods, the number of PTs is chosen as \( K = 20 \). The elements of the class transition matrix \( D(x_{n-1,k}) = D \) are chosen as \( D_{i,j} = 0.95 \) if \( i = j \) and \( D_{i,j} = 0.025 \) if \( i \neq j \).

There are \( S = 1 \) or 2 sensors equally spaced on a circle of radius 3 km around \((0,0)\). The sensors measure range and bearing. The target-generated measurements are thus modeled as 
\[
q^{(s)}_{n,m} = \psi_s(x_{n,k}, v^{(s)}_{n,m}) = \left[ \| \hat{x}_{n,k} - p_s \|, \phi(x_{n,k}, p_s) \right]^T + \nu_{n,m}, \text{ where } p_s \text{ is the position of sensor } s, \phi(x_{n,k}, p_s) \text{ is the angle of the vector } \hat{x}_{n,k} - p_s, \text{ and } v_{n,m} \text{ is iid—also across } s—\text{zero-mean Gaussian with covariance matrix diag}(\sigma^2_s, \sigma^2_s), \text{ where } \sigma_s = 5 \text{ and } \sigma_b = 0.1^\circ. \]

The false alarm pdf \( f_0(q^{(s)}_{n,m}) \) is linearly increasing with respect to range and uniform with respect to bearing within the ROI, and zero outside the ROI. The mean number of false alarms, \( \mu^{(s)} \), is 5, 10, or 20. The probability of detection is 
\[
P_d(x_{n,k}, \ell_{n,k}) = P_d = 0.9. \]

Each sensor includes a classifier whose output \( c^{(s)}_{n,m} \in \{0, 1, 2, 3\} \) accompanies measurement \( q^{(s)}_{n,m} \), where \( c^{(s)}_{n,m} = 0 \) expresses the classifier’s belief that \( q^{(s)}_{n,m} \) is clutter-generated and \( c^{(s)}_{n,m} = 1, 2, \text{ or } 3 \) that it is generated by a target belonging to class 1, 2, and 3, respectively. The elements of the classifiers’ confusion matrix \( G^{(s)}(x_{n,k}) = G \) are chosen as 
\[
G_{i,j} = 0.85 \text{ if } i = j \text{ and } G_{i,j} = 0.05 \text{ if } i \neq j, \text{ with } i \in \{0, 1, 2, 3\}, j \in \{1, 2, 3\}. \]

The pmf \( p_0(c^{(s)}_{n,m}, q^{(s)}_{n,m}) \) is chosen independently of \( q^{(s)}_{n,m} \) as 
\[
p_0(c^{(s)}_{n,m} = 0) = 0.85 \text{ and } p_0(c^{(s)}_{n,m} = i) = 0.05 \text{ for } i \in \{1, 2, 3\}. \]

### B. Results

We compare the performance of the proposed classifier-aided method with that of the baseline method of [4], which does not use the classifier output \( c^{(s)}_{n,m} \). The performance is assessed in terms of the time-averaged mean generalized optimal sub-pattern assignment (MGOSPA) error [39], the time-averaged mean optimal sub-pattern assignment (MOSPA) error [40], the time-averaged MOSPA-for-tracks (MOSPA-T) error [41] (all three with order 1 and cutoff parameter 20 m; the time-averaged MOSPA-T error additionally with label error penalty 20 m), and the false alarm rate (FAR). The MGOSPA and MOSPA errors take into account estimation errors for correctly detected targets and errors due to incorrect target detections. The MOSPA-T error additionally penalizes incorrect switches of the estimated tracks; it equals the MOSPA error when there are no switches. The FAR is the number of false tracks per unit of space and unit of time.

Tables I and II report these metrics, averaged over 200 simulation runs, for \( S = 1 \) and \( S = 2 \) sensors, respectively, and for three different values of \( \mu^{(s)} \). It can be seen that the proposed method consistently outperforms the baseline method; the gain in performance increases with the clutter level. In particular, for \( \mu^{(s)} = 20 \), the FAR is about 4.5 times lower than that obtained with the baseline method, and the time-averaged MOSPA-T error is about 53% (for \( S = 1 \)) and 62% (for \( S = 2 \)) lower. Fig. 3 displays the MOSPA-T error versus time, for \( S = 1 \) or 2 sensors and mean number of false alarms \( \mu^{(s)} = 10 \). Again, the proposed method consistently outperforms the baseline method. In particular, the MOSPA-T error of the baseline method noticeably increases right after the turn of the targets (approximately at time \( n = 78 \)), which indicates the occurrence of switches among the estimated tracks. The MOSPA-T error of the proposed method, instead, keeps approximately the same level, which indicates that no or almost no track switches occur. Note that the peaks observed at various times are due to target appearance and disappearance.

These results demonstrate the benefit of using class information to improve the performance of the SPA-based MTT methodology. Indeed, the class information allows a more reliable association between measurements and targets, which reduces track switches and thus increases tracking accuracy. Additional results assessing the performance of the proposed method for different values of the number of classes \( C \) and different choices of the confusion matrix \( G \) are provided in the supplementary material manuscript [36].

### V. Conclusion

A challenging issue in MTT is the unknown association between measurements and targets. The use of class information in addition to sensor measurements can improve probabilistic target-measurement association and, in turn, overall MTT performance. In this letter, we showed how the output of a classifier can be integrated into the SPA-based MTT framework recently proposed in [4], and we demonstrated experimentally significant performance advantages of the resulting classifier-aided method over the method of [4].
