EXPONENTIALLY CONVERGENT MULTISCALE METHODS FOR HIGH FREQUENCY HETEROGENEOUS HELMHOLTZ EQUATIONS∗
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Abstract. In this paper, we present a multiscale framework for solving the Helmholtz equation in heterogeneous media without scale separation and in the high frequency regime where the wavenumber $k$ can be large. The main innovation is that our methods achieve a nearly exponential rate of convergence with respect to the computational degrees of freedom, using a coarse grid of mesh size $O(1/k)$ without suffering from the well-known pollution effect. The key idea is a non-overlapped domain decomposition and its associated coarse-fine scale decomposition of the solution space that adapts to the media property and wavenumber; this decomposition is inspired by the multiscale finite element method (MsFEM). We show that the coarse part is of low complexity in the sense that it can be approximated with a nearly exponential rate of convergence via local basis functions, due to the compactness of a restriction operator that maps Helmholtz-harmonic functions to their interpolation residues on edges, while the fine part is local such that it can be computed efficiently using the local information of the right hand side. The combination of the two parts yields the overall nearly exponential rate of convergence of our multiscale method. Our method draws many connections to multiscale methods in the literature, which we will comment in detail. We demonstrate the effectiveness of our methods theoretically and numerically; an exponential rate of convergence is consistently observed and confirmed. In addition, we observe the robustness of our methods regarding the high contrast in the media numerically. We specifically focus on 2D problems in our exposition since the geometry of non-overlapped domain decomposition is simplest to explain in such cases; generalizations to 3D will be outlined at the end.
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1. Introduction. This paper focuses on solving the Helmholtz equation in heterogeneous media and high frequency regimes. We consider the model problem in a bounded domain $\Omega \subset \mathbb{R}^d$ with a Lipschitz boundary $\Gamma$. For generality, the boundary can contain three disjoint parts $\Gamma = \Gamma_D \cup \Gamma_N \cup \Gamma_R$ where $\Gamma_D, \Gamma_N$ and $\Gamma_R$ correspond to the Dirichlet, Neumann and Robin type conditions, respectively. Given positive constants $A_{\min}, A_{\max}, \beta_{\min}, \beta_{\max}, V_{\min}, V_{\max}$ and functions $A, \beta, V : \Omega \to \mathbb{R}$ that satisfy $A_{\min} \leq A(x) \leq A_{\max}, \beta_{\min} \leq \beta(x) \leq \beta_{\max}$ and $V_{\min} \leq V(x) \leq V_{\max}$, the Helmholtz equation with homogeneous boundary conditions† is formulated as follows:

$$
\begin{cases}
-\nabla \cdot (A \nabla u) - k^2 V^2 u = f, & \text{in } \Omega \\
u = 0, & \text{on } \Gamma_D \\
A \nabla u \cdot \nu = T_k u, & \text{on } \Gamma_N \cup \Gamma_R.
\end{cases}
$$

Here, $\nu$ is the outer normal to the boundary. The boundary operator satisfies $T_k u = 0$ for $x \in \Gamma_N$ and $T_k u = ik\beta u$ for $x \in \Gamma_R$, where $i$ denotes the imaginary number. The wavenumber $k$ is real and positive, and functions $u$ and $f$ are complex-valued. The aim of this paper is to design a multiscale method for solving (1.1) that achieves a nearly exponential rate of convergence with respect to the computational degrees of freedom.
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‡For simplicity of presentation, homogeneous boundary conditions are considered here. Generalization to non-homogeneous data is straightforward; see Section 5.3 or [13] (Section 5.3).
freedom. This is a challenging problem due to combined difficulties of heterogeneity and high frequency. We review the related literature of this research field in Section 1.1 and discuss our methodology as well as its motivations and related work in Section 1.2.

1.1. Literature for Solving Helmholtz Equations. The Helmholtz equation has been widely used in studying wave propagation in complex media. Numerical simulation of this equation still remains a challenging task, especially in the regime where the wavenumber \( k \) is large. The main numerical difficulty lies in the highly oscillatory pattern of the solution. Furthermore, the operator in the equation is indefinite, which leads to severe instability issues for standard numerical solvers such as the finite element method (FEM). Indeed, a well-known pre-asymptotic effect called the pollution effect [5] can occur — that is, in order to get a reasonably accurate solution, the mesh size \( H \) in the FEM needs to be much smaller than \( 1/k \). For example, for a standard P1-FEM approach, the mesh size needs to satisfy \( H = O(1/k^2) \) for quasi-optimality of the solution [1, 5]. This constraint on \( H \) is much stronger than the typical condition in the approximation theory for representing an oscillatory function with frequency \( k \), where \( H = O(1/k) \), i.e., a fixed number of grid points per wavelength, would suffice for an accurate approximate solution.

In the literature, there have been many attempts to overcome or alleviate the difficulty associated with the pollution effect, so that a mesh size of \( H = O(1/k) \) can be used. We highlight two classes of methods, namely the \( hp \)-FEM and multiscale methods, which can theoretically deal with the pollution effect under their respective model assumptions. The \( hp \)-FEM is proposed in [40, 41], which is a FEM using local high order polynomials. It is shown that by choosing the degrees of local polynomials \( p = O(\log k) \), the pollution effect can be suppressed in principle for the Helmholtz equation with constant \( A, V \) and \( \beta \). Nevertheless, to the best of our knowledge, there have been no theoretical results for this methodology when these coefficients become rough. There have been some recent developments for \( hp \)-FEM methods when piecewise regularity of the coefficients is assumed [6, 35]. In general, it is well-known that polynomials might behave arbitrarily badly even for elliptic equations with rough coefficients [4].

Multiscale methods, on the other hand, have long been developed to address the difficulty associated with rough coefficients in elliptic equations. In particular, we mention the LOD and Gamblets related approaches [39, 29, 47, 45, 46, 11, 12], variants of the multiscale finite element method (MsFEM) [33, 15, 32, 14, 21, 13] and generalized finite element based on partition of unity methods (PUM) [2, 53, 9, 10, 3, 52, 37, 38], which are most related to this paper. Recently, the LOD method has been generalized to the case of Helmholtz equations with high wavenumber and heterogeneous media [48, 24, 8, 49]. They show that with a coarse mesh of size \( O(H) \) and localized multiscale basis functions of support size \( O(H \log(1/H) \log k) \), the pollution effect can be overcome once the stability constant of the solution operator of the Helmholtz equation is of at most polynomial growth. An error of at most \( O(H) \) is established. Very recently, there is also a super-localized version of LOD-type method for the Helmholtz equations, proposed in [20], where the support of basis functions is further reduced to \( O(H \log^{(d-1)/d}(k/H)) \).

From the perspective of MsFEM methodology, the authors in [23] introduce WMs-FEM to address the pollution effect successfully. Their basis functions are all of local support size \( O(H) \). On the theoretical side, they require \( O(k) \) number of basis functions in each element in order to achieve \( O(H) \) accuracy. In contrast, our method
in this paper, which can be viewed as a generalization of MsFEM, only requires $O(\log^{d+1} k)$ number of basis function of support size $O(H)$ in each element to handle the pollution effect and to achieve $O(H)$ accuracy. More importantly, our method yields an overall exponential rate of convergence regarding the number of basis functions, thanks to a systematic decomposition and treatment of coarse and fine scale parts of the solution.

In the literature, multiscale methods with exponential convergence for elliptic equations with rough media first appeared in [2], which is based on local optimal basis approximation combined with the partition of unity method (PUM). There has been a number of recent papers that are actively working on improving the methodology [53, 9, 10, 3, 52, 37, 38], aiming for more refined continuous and discrete analysis, randomized computation, efficient implementation, and generalization beyond elliptic equations. Our initial work [13] on exponentially convergent multiscale methods for elliptic equations draws many motivations from these results, especially the Caccioppoli-type inequality that is essential for proving the exponential convergence. Different from the PUM based approach, our method is based on non-overlapped domain decomposition. More comparisons will be discussed in Subsection 1.2. While revising this paper on solving the Helmholtz equations, we found that the authors in [36] also proposed an exponentially convergent method for the Helmholtz equations using the PUM-based optimal local approximation methodology.

In addition to those methods mentioned above, there have also been several algorithms based on the MsFEM methodology [43, 22] or the HMM methodology [44] with particular empirical success for solving the Helmholtz equation. It is also worth noting that, in conjunction with designing a good discretization scheme as above, one could also consider fast solvers for the discrete linear system. See, for example, the method of sweeping preconditioners [16, 17, 50], where a preconditioning matrix is constructed to compute approximations of the Schur complements successively. Very recently, the LOD approach has also been combined with the hierarchical approach of Gamblets [28] to get a multiresolution solver for the discrete system.

1.2. Main Contributions and Motivations. In this paper, we propose a multiscale framework for solving the Helmholtz equation in rough media and high frequency regimes, specifically in dimension $d = 2$ where the mesh geometry of the non-overlapped domain decomposition is simplest to describe. Generalization to higher dimensions will be elaborated at the end of this paper. Our idea is based on a multiscale method in our previous work [13] for solving elliptic equations with rough coefficients in an exponentially convergent manner. This paper aims to extend this framework to the more challenging Helmholtz equation where the operator is non-Hermitian and indefinite. It is perhaps surprising that the techniques in multiscale methods for elliptic equations can be systematically adapted to the Helmholtz equation. Indeed, it has been proved in [18] that the Green function of the Helmholtz equations needs fundamentally polynomial on $k$ number of degrees of freedom to approximate, where they consider basis functions independent of the right hand side. Here, our results demonstrate that one can actually compress the solution operator exponentially efficiently by adding a number of local basis functions that depend on the local information of the right hand side. This shows that one can still achieve significant compression of the high frequency Helmholtz solution operator with rough coefficients by developing a data-driven compression operator adapted to the right hand side.

We outline the main contributions of this paper below.
1. In studying the solution behavior of the Helmholtz equation (1.1), we introduce a coarse-fine scale decomposition of its solution space. This decomposition is adapted to the coarse mesh structure; a mesh size of $O(1/k)$ suffices to make this coarse-fine scale decomposition well defined. Moreover, the decomposition is adapted to the coefficients $A, V, \beta$ and the wavenumber $k$.

2. Analytically, we show the fine scale part is of $O(H)$ in the energy norm, and it can be computed efficiently by solving the Helmholtz equations locally. Meanwhile, we prove that the space of the coarse scale part is of low complexity, such that there exist local multiscale basis functions that can approximate this part in a nearly exponentially convergent manner. These serve as the cornerstone of our multiscale numerical method.

3. Numerically, we propose a multiscale framework that solves the two parts separately. The nearly exponential rate of convergence in the energy norm and $L^2$ norm is theoretically proved in this paper.

4. Experimentally, we conduct a number of numerical tests and observe consistently that our multiscale methods give a nearly exponential rate of convergence, even for problems with high-contrast media. Based on these numerical studies, several recommendations for efficient implementations of our methods are provided, especially on how to design the offline and online computation to handle multiple right hand sides efficiently.

To the best of our knowledge, this multiscale framework is the first one that can be proved rigorously to achieve a nearly exponential rate of convergence in solving (1.1) with rough $A, \beta, V$ and large $k$, especially for $d = 2$. It generalizes our previous work on exponential convergence for solving rough elliptic equations [13], which is motivated by the PUM approach using optimal local approximation spaces for elliptic equations [2].

Different from the PUM that uses an overlapped domain decomposition, our method relies on non-overlapped domain decomposition and an edge coupling approach to combine local basis functions as in MsFEM. Our coarse-fine scale decomposition of the solution space is built on this non-overlapped edge coupling. For elliptic equations, this decomposition is the same as the orthogonal decomposition in previous work of MsFEM [32, 13] and approximate component mode synthesis [31, 30]. Under this line of methodology, this paper contributes a principled framework for obtaining nearly exponentially convergent basis functions for multiscale Helmholtz equations.

There are many differences between the multiscale methods based on PUM and edge coupling. Basically, the support of basis functions in PUMs is usually larger than that of MsFEMs since non-overlapped domain decomposition leads to smaller decomposed domains than its overlapped counterpart. There is no need to introduce additional freedom of partition of unity functions as well. On the other hand, in 2D, the number of local edges could be twice as many as the number of local domains, leading to more work in constructing the basis functions. Moreover, there will be an increasing design complexity for the non-overlapped edge coupling approach for higher-dimensional problems since the boundaries of high dimensional local domains become more complicated. This is why in this paper, we dedicate specifically to 2D Helmholtz equations for detailed analysis and numerical experiments. We leave the discussion on generalizations to 3D problems in Section 7.

We are not going to dive very deeply about the fundamental comparison between overlapped and non-overlapped decomposition in multiscale methods. The aim of this paper is to demonstrate that one could achieve a nearly exponential convergence rate theoretically using the non-overlapped edge coupling framework in a principled way.
and show that this method is very competitive numerically. A number of technical
difficulties, such as the appropriate approximation space for the edge functions and
the spectral analysis of the local restriction operator, are carefully addressed to lay
out this framework. We believe this work could help future researchers understand
and analyze multiscale methods that are built on different local decomposition and
global coupling approaches.

Lastly, we remark that in principle, our multiscale algorithm can be applied
to general Helmholtz equations numerically, while most of our theoretical results rely on
analytical properties of the solution to equation (1.1), related to the well-posedness,
stimability and $C^\alpha$ estimates. Therefore, typical conditions (usually very mild) of these
analytical properties will be assumed in this paper, in order to get a rigorous theory.
We will mention several references to these results in this paper. Some numerical
examples in which these assumptions are violated will be also presented to illustrate
the effectiveness of our algorithm in a general context.

1.3. Organization of the paper. The rest of this paper is organized as follows.
In Section 2, we review preliminary results for the Helmholtz equation, including the
well-posedness, stability, adjoint problems, and Hölder $C^\alpha$ estimates. Section 3 is
devoted to analyzing the solution space based on a coarse-fine scale decomposition.
Moreover, the computational properties of the coarse and fine parts are rigorously
studied in detail. Building upon these properties, in Section 4 we develop the multi-
scale computational framework and prove the nearly exponential rate of convergence
for our multiscale methods. The detailed numerical algorithms are discussed and im-
plemented in Section 5 for several Helmholtz equations. To improve the readability
of our paper, some technical proofs of theorems and propositions will be deferred to
Section 6. Some concluding remarks are made in Section 8.

2. Preliminaries on the Helmholtz Equation. Our multiscale algorithm
relies on an in-depth understanding of the solution space of (1.1). To achieve this,
we first present several analytic results for (1.1), which will serve as preliminaries for
our subsequent discussions. We cover the weak formulation, the well-posedness of the
equation, the stability estimates of the solution, and Hölder estimates.

2.1. Notations. We use $H^1(\Omega)$ to denote the standard complex Sobolev space in
$\Omega$, containing $L^2$ functions with $L^2$ first order derivatives. We write $(u, v)_D := \int_D u \bar{v}$
for any domain $D$. We use $C$ as a generic constant, and its value can change from
place to place; we will state explicitly the parameters that this constant may or may
not depend on.

2.2. Analytic Results. For the model problem (1.1), we consider the complex
Sobolev space $\mathcal{H}(\Omega) := \{ u \in H^1(\Omega) : u|_{\Gamma_D} = 0 \}$ in which functions have zero trace on
the Dirichlet boundary. This space is equipped with the norm $\| \cdot \|_{\mathcal{H}(\Omega)}$ such that

$$
\| u \|_{\mathcal{H}(\Omega)} := \int_{\Omega} A|\nabla u|^2 + k^2 V^2 |u|^2.
$$

The dual space of $\mathcal{H}(\Omega)$ is denoted by $\mathcal{H}^{-1}(\Omega)$ equipped with the norm $\| \cdot \|_{\mathcal{H}^{-1}(\Omega)}$;
by definition one has

$$
\| f \|_{\mathcal{H}^{-1}(\Omega)} := \sup_{v \in \mathcal{H}(\Omega)} \frac{|(f, v)_\Omega|}{\| v \|_{\mathcal{H}(\Omega)}}.
$$

Now, we present several analytic results pertaining to the Helmholtz equation (1.1).
Weak formulation. The weak formulation of (1.1) is given by

\[(2.1) \quad a(u,v) := (A\nabla u, \nabla v)_\Omega - k^2 (V^2 u, v)_\Omega - (T_k u, v)_{\Gamma_N \cup \Gamma_R} = (f, v)_\Omega, \quad \forall v \in H(\Omega). \]

Continuity estimate. By the Cauchy-Schwarz and trace inequalities (see Lemma 3.1 of [40]), the sesquilinear form \(a(\cdot, \cdot)\) is bounded on \(H(\Omega)\) with a constant \(C_c\) independent of \(k\), i.e., for any \(u, v \in H(\Omega)\), one has the continuity estimate:

\[(2.2) \quad |a(u,v)| \leq C_c \|u\|_{H(\Omega)} \|v\|_{H(\Omega)}. \]

Well-posedness and stability. If \(\Gamma_R\) has positive \(d-1\) dimensional measure, then under some mild conditions (see Assumption 2.3 and Theorem 2.4 in [25]), problem (2.1) admits a unique solution given the right hand side \(f \in L^2(\Omega)\). We will assume these conditions. Let the solution operator be \(N_k\), so that \(u = N_k f\). Under the same conditions, this operator is stable (Theorem 2.4 in [25]) in the sense that

\[(2.3) \quad C_{\text{stab}}(k) := \sup_{f \in L^2(\Omega) \setminus \{0\}} \frac{\|N_k f\|_{H(\Omega)}}{\|f\|_{L^2(\Omega)}} < \infty. \]

To avoid getting into detailed discussions of these assumptions and for simplicity of presentation, we will base most of our arguments on assuming (2.3) holds.

The stability constant \(C_{\text{stab}}(k)\) will depend on \(k\) in general, and obtaining an explicit characterization of this dependence has been a hard task; see [7, 8, 26, 42, 51]. A prevalent and reasonable assumption on the constant is that of polynomial growth, namely \(C_{\text{stab}}(k) \leq C(1 + k^\gamma)\) for some constants \(\gamma\) and \(C\); see for example [34]. We are not going into detailed discussions on this assumption here, while we mention that the final error estimate of our numerical solution in this paper will depend on \(C_{\text{stab}}(k)\) explicitly; thus, those estimates on \(C_{\text{stab}}(k)\) in the literature can be readily applied to our context.

In addition, stability for \(f \in L^2(\Omega)\) can yield well-posedness and stability for \(f \in H^{-1}(\Omega)\). According to Lemma 2.1 in [48] and also [19], one has

\[(2.4) \quad \sup_{f \in H^{-1}(\Omega) \setminus \{0\}} \frac{\|N_k f\|_{H(\Omega)}}{\|f\|_{H^{-1}(\Omega)}} \leq k C_{\text{stab}}(k). \]

Adjoint problems. Due to the presence of the Robin boundary condition, \(a(\cdot, \cdot)\) is not Hermitian. Its adjoint sesquilinear form is defined as \(a^*(u,v) = a(v,u)\). The adjoint problem for (2.1) is given by \(a^*(u,v) = (f, v)_\Omega\) for any \(v \in H(\Omega)\). It also corresponds to the following PDE:

\[
\begin{aligned}
-\nabla \cdot (A\nabla u) - k^2 V^2 u &= f, \quad \text{on } \Omega \\
u &= 0, \quad \text{in } \Gamma_D \\
A\nabla u \cdot \nu &= T_k^* u, \quad \text{on } \Gamma_N \cup \Gamma_R,
\end{aligned}
\]

where \(T_k^* u := \bar{T}_k u = -T_k u\). The adjoint solution operator is denoted by \(N_k^*\). One can readily check that \(N_k^* f = \bar{N}_k f\). Therefore, the adjoint problem admits the same stability constant as the original problem; namely it holds

\[
C_{\text{stab}}(k) = \sup_{f \in L^2(\Omega) \setminus \{0\}} \frac{\|N_k^* f\|_{H(\Omega)}}{\|f\|_{L^2(\Omega)}} < \infty.
\]
The adjoint problem will play a valuable role when we analyze the convergence property of our multiscale methods for the Helmholtz equation.

$C^\alpha$ Hölder regularity. We will need the $C^\alpha$ estimates of the solution in order to demonstrate the theoretical properties of our multiscale methods.

**Proposition 2.1.** Suppose $d \leq 3$ and (2.3) holds. If $f \in L^2(\Omega)$, then the solution $u \in C^\alpha(\Omega)$ for some $\alpha \in (0, 1)$.

We defer the proof of this proposition to Subsection 6.1.

**Remark 2.2.** The global regularity estimate may depend on the wavenumber $k$. Nevertheless, we only use it to show qualitatively that our solution is continuous, so that the nodal interpolation in Subsection 3.4.2 is mathematically rigorous. Later, when we derive error estimates of our methods, we will only use the local version of the regularity estimate, where the constant is independent of the wavenumber; see Lemma 6.2.

We have presented several critical analytic results for the Helmholtz equation. Based on these results, we are now ready to study the solution space of (1.1) in the next section. The key is a coarse-fine scale decomposition of the solution space, which will play an essential role in designing our multiscale algorithms.

### 3. Coarse-Fine Scale Decomposition

In this section, we develop a coarse-fine scale operator-adapted decomposition of the solution space. This decomposition is adaptive to the mesh structure, and a mesh of size $H = O(1/k)$ suffices to make this coarse-fine scale decomposition well defined. We discuss the setting of the mesh structure in Subsection 3.1, followed by introducing the coarse-fine scale decomposition in Subsection 3.2. In Subsection 3.3 we show the fine scale part is local and small up to $O(H)$ in the $\mathcal{H}(\Omega)$ norm. In Subsection 3.4 we show the coarse-scale component can be approximated via local edge basis functions in a nearly exponentially convergent manner.

#### 3.1. Mesh Structure

We begin by discussing related concepts of the mesh structure. The focus here is on $d = 2$ while remarks on generalization to $d \geq 3$ will be discussed in Section 8. In the mesh structure, we discuss two dimensional elements in Subsection 3.1.1, one dimensional edges and zero dimensional nodes, and their neighborhood in Subsection 3.1.2. See also Figure 1 for illustrations.

**3.1.1. Elements.** We consider a shape regular and uniform partition of the domain $\Omega$ into finite elements, such as triangles and quadrilaterals. The collection of elements is denoted by $T_H = \{T_1, T_2, ..., T_r\}$. For simplicity, we assume that each connected component of the domain is at least partitioned into two elements.

The mesh size is $H$, i.e., $\max_{T \in T_H} \text{diam}(T) = H$. The uniformity of the mesh implies $\min_{T \in T_H} \text{diam}(T) \geq c_0 H$ for some $0 < c_0 \leq 1$ that is independent of $H$ and $T$. The shape regularity property implies there is a constant $c_1 > 0$ independent of $H$ and $T$, such that $\max_{T \in T_H} \text{diam}(T)^d/|T| \leq c_1$, where $|T|$ is the volume of $T$.

In this mesh, by using a scaling argument, the following Poincaré inequality will hold uniformly for $T \in T_H$. This inequality will be used frequently later.

**Proposition 3.1 (The Poincaré inequality).** For any $T \in T_H$ and a function $v \in H^1(T)$ that vanishes on one of the edges of $T$, it holds that

$$\|v\|_{L^2(T)} \leq C_P H \|\nabla v\|_{L^2(T)},$$

where $C_P$ depends on $c_0, c_1$ and $d$. 

3.1.2. Nodes, Edges and Their Neighbors. Let $N_H = \{x_1, x_2, ..., x_p\}$ be the collection of interior nodes, and $E_H = \{e_1, e_2, ..., e_q\}$ be the collection of edges except those fully on the boundary of $\Omega$. An edge $e \in E_H$ is defined such that there exists two different elements $T_i, T_j$ with $e = T_i \cap T_j$ that has co-dimension 1 in $\mathbb{R}^d$. We will use $E_H = \bigcup_{e \in E_H} e \subset \Omega$ to denote the edges as a whole set.

We use the symbol $\sim$ to describe the neighbourship between nodes, edges and elements. More precisely, if we consider a node $x \in N_H$, an edge $e \in E_H$, and an element $T \in T_H$, then, (1) $x \sim e$ denotes $x \in e$; (2) $e \sim T$ denotes $e \subset T$; (3) $x \sim T$ denotes $x \in T$. The relationship $\sim$ is symmetric.

We use $N(\cdot, \cdot)$ to describe the union of neighbors as a set. For example, $N(x, E_H) = \bigcup \{e \in E_H : e \sim x\} \subset E_H$, $N(x, T_H) = \bigcup \{T \in T_H : T \sim x\} \subset \Omega$, and $N(e, T_H) = \bigcup \{T \in T_H : T \sim e\} \subset \Omega$.

### 3.2. Decomposition of Solution Space

3.2.1. Local decomposition. A crucial requirement for the decomposition to be well defined is that the mesh size is order $O(1/k)$; see Assumption 1. As we will see later, this bound on $H$ ensures that local Helmholtz problems in each element have properties that are similar to those of elliptic problems; thus, techniques in elliptic equations can then be applied.

**Assumption 1.** The mesh size satisfies $H \leq A_{\text{min}}^{1/2}/(\sqrt{2}C_P V_{\text{max}}k)$, where $C_P$ is the constant in Proposition 3.1.

Given Assumption 1, we decompose $^{2} u$ into two parts $u = u_T^b + u_T^b$ in each element.

---

$^{2}$This decomposition is inspired by that in the elliptic case [13].
The two components satisfy:

\[
\begin{cases}
-\nabla \cdot (A \nabla u_T^b) - k^2 V^2 u_T^b = 0, & \text{in } T \\
u_T^b = u, & \text{on } \partial T \setminus (\Gamma_N \cup \Gamma_R) \\
A \nabla u_T^b \cdot \nu = T_k u_T^b, & \text{on } \partial T \cap (\Gamma_N \cup \Gamma_R),
\end{cases}
\]

(3.2)

In short, the part \(u_T^b\) incorporates the boundary value of \(u\), while \(u_T^h\) contains information of the right hand side. Both equations in (3.2) should be understood in the standard weak sense using the following local sesquilinear form \(a_T(\cdot, \cdot)\) in \(T\):

\[
a_T(v, w) := (A \nabla v, \nabla w)_T - k^2 (V^2 v, w)_T - (T_k v, w)_{\partial T \cap (\Gamma_N \cup \Gamma_R)}
\]

for \(v, w \in \mathcal{H}(T)\), where \(\mathcal{H}(T) := \mathcal{H}(\Omega)|_T\), the restriction of \(\mathcal{H}(\Omega)\) in the domain \(T\). The well-posedness of the two problems is due to the following proposition:

**Proposition 3.2.** Under Assumption 1, for \(v \in \mathcal{H}(T)\) that vanishes on one of the edges of \(T\), the corresponding sesquilinear form is coercive such that

\[
\text{Re } a_T(v, v) \geq \frac{1}{2} \|A^{1/2} \nabla v\|_{L^2(T)}^2.
\]

**Proof.** Using the Poincaré inequality (3.1) and Assumption 1, we get

\[
\text{Re } a_T(v, v) = \|A^{1/2} \nabla v\|_{L^2(T)}^2 - \|k V v\|_{L^2(T)}^2 \\
\geq (1 - C_p H^2 k^2 V^2 \max A_{\min}^{-1}) \|A^{1/2} \nabla v\|_{L^2(T)}^2 \geq \frac{1}{2} \|A^{1/2} \nabla v\|_{L^2(T)}^2.
\]

Since both equations in (3.2) contain Dirichlet’s boundary condition on at least one of the edges of \(T\), the coercivity implied by Proposition 3.2 suffices for the well-posedness. Consequently, the solutions \(u_T^b\) and \(u_T^h\) are well-defined.

**Remark 3.3.** An important property is that \(u_T^b\) is “left-orthogonal” to \(u_T^h\) in \(T\) with respect to the local sesquilinear form \(a_T(\cdot, \cdot)\) in \(T\), in the sense of \(a_T(u_T^b, u_T^h) = 0\), according to the weak form of the equation. Note that we might not have \(a_T(u_T^b, u_T^h) = 0\) for \(T\) near the boundary (i.e., \(\partial T \cap (\Gamma_N \cup \Gamma_R) \neq \emptyset\)) due to the fact that \(a_T(\cdot, \cdot)\) is not Hermitian here.

### 3.2.2. Global decomposition

In this subsection, we define a global decomposition \(u = u^b + u^h\), such that for each \(T\), it holds that \(u^h(x) = u_T^h(x)\) and \(u^b(x) = u_T^b(x)\) when \(x \in T\). Both \(u^h\) and \(u^b\) are well-defined and belong to \(\mathcal{H}(\Omega)\) due to the continuity across edges. Here, the component \(u_T^b\) (resp. \(u_T^h\)) is called the local (resp. global) Helmholtz-harmonic part and \(u_T^b\) (resp. \(u_T^h\)) is the local (resp. global) bubble part, of the solution \(u\).

We further introduce the function space for the Helmholtz-harmonic part

\[
V^h := \{v \in \mathcal{H}(\Omega) : - \nabla \cdot (A \nabla v) - k^2 V^2 v = 0 \text{ in each } T \in \mathcal{T}_H, \\
A \nabla v \cdot \nu = T_k v, \text{ on } \Gamma_N \cup \Gamma_R\},
\]

so that \(u^h \in V^h\), and the space for the bubble part

\[
V^b := \{v \in \mathcal{H}(\Omega) : v = 0 \text{ on } E_H\},
\]
such that \( u^b \in V^b \). In this way, the solution space of (1.1) can be decomposed to \( V^h + V^b \). Furthermore, for any \( v \in V^h \) and \( w \in V^b \), it holds that \( a(v, w) = 0 \) by summing up local sesquilinear forms \( a_T(\cdot, \cdot) \) and using Remark 3.3.

We will treat \( V^b \) as the fine scale or microscopic space, and refer to \( V^h \) as the coarse scale or macroscopic space. The idea of our multiscale framework is to compute the two parts separately by exploring their own structures.

In the next two subsections, we will study the computational properties of \( u^h \in V^h \) and \( u^b \in V^b \), respectively. These properties serve as the cornerstone of designing our multiscale algorithm.

### 3.3. Local and Small Bubble Part.
In this subsection, we analyze the bubble part \( u^b \). This part depends locally on \( f \) in each \( T \). Thus, it can be computed efficiently in a parallel manner. Moreover, it is small and can be ignored if the target accuracy is \( O(H) \); see Proposition 3.4.

**Proposition 3.4.** Under Assumption 1, it holds that

\[
\|u^b\|_{\mathcal{H}(\Omega)} \leq \frac{3C_P}{A_{\min}^{1/2}} H \|f\|_{L^2(\Omega)}.
\]

**Proof.** By definition, inside each patch \( T \), it holds that \( a_T(u^b, u^b) = (f, u^b)_T \). The coercivity estimate in (3.4) implies the inequality \( \|kV u^b\|_{L^2(T)}^2 \leq \frac{1}{3} \|A^{1/2} \nabla u^b\|_{L^2(T)}^2 \). Using the estimate, we get

\[
\text{Re} a_T(u^b, u^b) = \|A^{1/2} \nabla u^b\|_{L^2(T)}^2 - \|kV u^b\|_{L^2(T)}^2 \\
\geq \frac{1}{3} (\|A^{1/2} \nabla u^b\|_{L^2(T)}^2 + \|kV u^b\|_{L^2(T)}^2) = \frac{1}{3} \|u^b\|_{\mathcal{H}(T)}^2.
\]

Combining the above estimate with the Cauchy-Schwarz inequality, we arrive at

\[
\|u^b\|_{\mathcal{H}(T)}^2 \leq 3 \text{Re} a_T(u^b, u^b) = 3(f, u^b)_T \leq 3\|f\|_{L^2(T)} \|u^b\|_{L^2(T)}.
\]

Meanwhile, by the Poincaré inequality (3.1), we get

\[
\|u^b\|_{L^2(T)} \leq C_P H \|\nabla u^b\|_{L^2(T)} \leq \frac{C_P H}{A_{\min}^{1/2}} \|u^b\|_{\mathcal{H}(T)}.
\]

Combining all the above inequalities gives \( \|u^b\|_{\mathcal{H}(T)} \leq 3(C_P H/A_{\min}^{1/2}) \|f\|_{L^2(T)} \) for each element \( T \). Summing them up for all elements \( T \) yields the desired conclusion. \( \Box \)

### 3.4. Low Complexity of the Helmholtz-Harmonic Part.
Now, we turn to the study of the Helmholtz-harmonic part \( u^h \). The goal is to show that \( u^b \) can be approximated via local basis functions in an exponentially efficient manner. To achieve this, our approximation framework\(^3\) contains three steps: (1) reducing the approximation of \( u^b \) to that of edge functions in Subsection 3.4.1; (2) localizing the approximation to every single edge in Subsection 3.4.2; and (3) realizing local approximation via oversampling and SVD in Subsection 3.4.3. Combining all these three steps, we establish the low complexity in approximation of \( u^b \) in Subsection 3.4.4.

\(^3\)It is similar to that in our previous work for elliptic equations [13].
3.4.1. Approximation via Edge Functions. We start with the first step of approximating $u^h$. By definition, $u^h$ belongs to $V^h$. A key observation is that any function in $V^h$ is determined entirely by its value on the edge set $E_H$. Thus, define

$$
\tilde{V}^h := \{ \tilde{\psi} : E_H \rightarrow \mathbb{R}, \text{ there exists a function } \psi \in V^h, \text{ such that } \tilde{\psi} = \psi|_{E_H} \};
$$

then under Assumption 1, there is a one to one correspondence $\tilde{\psi} \in \tilde{V}^h \leftrightarrow \psi \in V^h$. More precisely, in each $T$, it holds that

$$
\begin{aligned}
\begin{cases}
-\nabla \cdot (A \nabla \psi) - k^2 \nabla^2 \psi = 0, & \text{in } T \\
\psi = \tilde{\psi}, & \text{on } \partial T \setminus (\Gamma_N \cup \Gamma_R) \\
A \nabla \psi \cdot \nu = T_k \psi, & \text{on } \partial T \cap (\Gamma_N \cup \Gamma_R).
\end{cases}
\end{aligned}
$$

Indeed, we have $\tilde{V}^h = H^{1/2}(E_H)$ by the trace theory since the local equation is elliptic. Using the above identification, approximating $u^h$ corresponds to approximating $\tilde{u}^h$, which is a function defined on edges and of lower complexity. We need to pay attention to the norm we use when approximating $\tilde{u}^h$ so that we can use the error bound of the approximation to control the error of $u^h$ in the energy norm. This will be the focus of the next section.

Remark 3.5. In the remaining part of the article, we will frequently use the correspondence between $V^h$ and $\tilde{V}^h$. Conventionally, when we write a tilde on the top of a function in $V^h$, it refers to its corresponding part in $\tilde{V}^h$.

3.4.2. Localization of Approximation. We discuss how to approximate the edge function $\tilde{u}^h$, whose domain is $E_H$, which is nonlocal. Since it is often preferable to have localized basis functions for approximation and numerical algorithms, our second step is to localize the task of approximating $\tilde{u}^h$ to every single edge.

To achieve localization, we study the geometry of the edge set $E_H$ first. Observing that different edges only communicate with each other along their shared nodes, we can use nodal interpolation to localize the approximation. More precisely, we proceed with the following steps:

1. Interpolation: for each node $x_i \in \mathcal{N}_H$, choose $\tilde{\psi}_i$ to be the piecewise linear tent function on $E_H$, satisfying $\tilde{\psi}_i(x_j) = \delta_{ij}$ for each $x_j \in \mathcal{N}_H$. This defines an interpolation operator for $v \in V^h \cap C(\overline{\Omega})$:

$$
I_H v := \sum_{x_i \in \mathcal{N}_H} v(x_i) \psi_i(x).
$$

Note that $\psi_i(x)$ is the same as the basis function constructed via the multiscale finite element method (MsFEM [33]). The interpolation residual $v - I_H v$ vanishes on each $x_i \in \mathcal{N}_H$. Set $v = \tilde{u}^h$ and let $I_H \tilde{u}^h$ be one part of the approximation for $\tilde{u}^h$. Then, it remains to approximate the residue $\tilde{u}^h - I_H \tilde{u}^h$.

2. Localization: we wish to explore the fact that $\tilde{u}^h - I_H \tilde{u}^h$ vanishes on nodes to localize the subsequent approximation task. To achieve so, define $R_e \tilde{u}^h = P_e(\tilde{u}^h - I_H \tilde{u}^h) := (\tilde{u}^h - I_H \tilde{u}^h)|_e$. The goal is to find some basis functions on each $e$ to approximate $R_e \tilde{u}^h$. To make this problem precise, we need to specify the function space of $R_e \tilde{u}^h$, and the norm for approximation. It turns out that the natural function space $R_e \tilde{u}^h$ is the Lions-Magenes space; see the following Proposition 3.6.

---

4 Note that we can apply $I_H$ to $\tilde{u}^h$ due to the $C^\alpha$ estimate of $u$ in Proposition 2.1.
Proposition 3.6. Let $d = 2$. Suppose $f \in L^2(\Omega)$ and (2.3) holds. For each $e \in \mathcal{E}_H$, it holds that $R_e \tilde{u}_h \in H^{1/2}(e)$, the Lions-Magenes space which contains functions $v \in H^{1/2}(e)$ such that

$$\frac{v(x)}{\text{dist}(x, \partial e)} \in L^2(e).$$

Here $\text{dist}(x, \partial e)$ is the Euclidean distance from $x$ to the boundary of $e$.

It might seem unclear at this stage why we should consider such a complicated function space. In fact, this is related to the zero extension of functions. According to Chapter 33 of [54], $H^{1/2}(e)$ can also be characterized as the space of functions in $H^{1/2}(e)$, such that their zero extensions to $E_H$ is still in $H^{1/2}(E_H)$. This is the key and in fact the only property that we will use for $H^{1/2}(e)$. The zero extension allows us to connect local approximation and global approximation. In the following we will not distinguish $\tilde{\psi} \in H^{1/2}(e)$ and its zero extension to $E_H$ that belongs to $H^{1/2}(E_H)$.

For any function in $H^{1/2}(e)$, we define a norm to measure approximation accuracy.

Definition 3.7. Let $d = 2$. The $H^{1/2}(e)$ norm of a function $\tilde{\psi} \in H^{1/2}(e)$ is defined as:

$$\|\tilde{\psi}\|^2_{H^{1/2}(e)} := \int_{\Omega} A|\nabla \psi|^2 + k^2|V \psi|^2,$$

where we have used the one to one correspondence $\tilde{\psi} \in \tilde{V}^h \leftrightarrow \psi \in V^h$. Here we identify $\tilde{\psi}$ as the zero extension of its value on the edge $e$ to $E_H$.

The $H^{1/2}(e)$ norm in Definition 3.7 is the natural one to consider here since eventually, we aim for approximation accuracy in the energy norm.

The following theorem is the cornerstone for the above localization strategy. It states that a local accuracy guarantee can be seamlessly coupled to form a global accuracy guarantee.

Theorem 3.8 (Global error estimate). Let $d = 2$. Suppose for each edge $e$, there exists an edge function $\tilde{v}_e \in H^{1/2}(e)$ that satisfies

$$\|R_e \tilde{u}_h - \tilde{v}_e\|_{H^{1/2}(e)} \leq \epsilon_e.$$

Let $v_e \in V^h$ be the corresponding part of $\tilde{v}_e \in \tilde{V}^h$. Then, it holds that

$$\|u^h - I_H u^h - \sum_{e \in \mathcal{E}_H} v_e\|^2_{L^2(\Omega)} \leq C_{\text{mesh}} \sum_{e \in \mathcal{E}_H} \epsilon_e^2,$$

where $C_{\text{mesh}}$ is a constant depending on the number of edges for the elements only, e.g., for quadrilateral mesh $C_{\text{mesh}} = 4$.

Given this theorem, to approximate $u^h$ it suffices to find local edge basis functions that satisfy (3.10) for some desired $\epsilon_e$. This is a localized task for each $e$.

The proofs for Propositions 3.6 and Theorem 3.8 are similar to that in the setting of elliptic equations [13]. However, for completeness, we will also present them here in Subsections 6.2 and 6.3.

3.4.3. Local Approximation via Oversampling. The last step of approximation is to find local edge basis functions for each $e$ so that (3.10) is satisfied. In this subsection, we discuss how to achieve this via oversampling and SVD, which can yield
exponentially decaying $\epsilon_e$. The general idea is to explore the fact that for a coarse scale function, its behavior on $e$ can be controlled very well by that in an oversampling domain due to the compactness property of the restriction operator.

More precisely, for a given edge $e$, consider an oversampling domain $\omega_e$ associated with the edge. In general, any domain containing $e$ in the interior can serve as a candidate. Here, for simplicity of presentation and as an illustrative example, we set

\begin{equation}
\omega_e = \bigcup \{ T \in \mathcal{T}_H : T \cap e \neq \emptyset \}.
\end{equation}

For interior edges and edges connected to the boundary, an illustration of this choice (3.12) for a quadrilateral mesh is given in Figure 2.

![Fig. 2: Illustration of oversampling domains. On the right, we use an edge connected to the upper boundary as an illustrating example.](image)

The key idea is to treat the residue $R_e \tilde{u}^h$ as a restriction of a coarse scale function in $\omega_e$ and explore the compactness property of such restriction operators. By an abuse of notation via the correspondence of $V^h$ and $\tilde{V}^h$, for any $H(\Omega)$ in $V$, we identify $R_e v$ as $R_e \tilde{v}^h$. As a first step, we write

\begin{equation}
R_e \tilde{u}^h = R_e u = R_e u_{\omega_e}^h + R_e u_{\omega_e}^b,
\end{equation}

where we decompose $u$ in $\omega_e$ into its coarse and fine scale components, via (3.2) with $T$ replaced by $\omega_e$, and we shall use $u_{\omega_e}^h$ and $u_{\omega_e}^b$ to denote the corresponding local Helmholtz-harmonic and bubble part respectively. Then, to approximate $R_e \tilde{u}^h$, we could approximate the two terms in (3.13) separately. We will show that the first term can be approximated in an exponentially efficient manner due to a compactness property, and the second term can be computed locally and is very small.

Remark 3.9. One may ask whether the decomposition (3.13) in the oversampling domain is still well-defined. Indeed, similar to (3.1), we have a uniform Poincaré inequality for every $\omega_e$: for any edge $e$ and $H^1(\omega_e)$ function $v$ vanishing on any one of the edge boundaries of $\omega_e$, it holds that

\begin{equation}
\|v\|_{L^2(\omega_e)} \leq C'_p H \|\nabla v\|_{L^2(\omega_e)},
\end{equation}

where $C'_p$ is a constant that only depends on $c_0, c_1, d$ and our choice of oversampling domain. For the particular choice (3.12), $C'_p$ is a constant multiple of $C_p$; without loss of generality we assume $C'_p \geq C_p$. Based on this observation, we will choose a small $H$ so that Assumption 2 holds, which guarantees that local Helmholtz operators in the oversampling domain behave in a manner similar to that of elliptic case; this is similar to Proposition 3.2.
Assumption 2. The mesh size satisfies $H \leq A_{\text{min}}^{1/2}/(\sqrt{2}C_p V_{\text{max}} k)$, where $C_p$ is the constant in (3.14).

Note that Assumption 2 implies Assumption 1. Now, we discuss in detail how to deal with the two terms in (3.13).

1. For the first term, we consider the following function space in $\omega_e$:

$$U(\omega_e) := \{ v \in H(\omega_e) : -\nabla \cdot (A \nabla v) - k^2 V^2 v = 0, \text{ in } \omega_e, \quad A \nabla v \cdot \nu = T_k v, \text{ on } (\Gamma_N \cup \Gamma_R) \cap \partial \omega_e \}.$$  

(3.15)

Functions in this space are fully determined by their trace on $\partial \omega_e \backslash (\Gamma_N \cup \Gamma_R)$. By definition, $u^b_{\omega_e}$ belongs to $U(\omega_e)$. Under Assumption 2, $(U(\omega_e), \| \cdot \|_{H(\omega_e)})$ is a Hilbert space, since the Helmholtz operator in $\omega_e$ is elliptic. Then, by abuse of notation, consider the operator

$$R_e : (U(\omega_e), \| \cdot \|_{H(\omega_e)}) \to (H^{1/2}_0(e), \| \cdot \|_{H^{1/2}_0(e)}) ,$$

such that $R_e v = P_e (v - I_H v)$ for $v \in U(\omega_e)$. A critical property is that the singular values of $R_e$ decay nearly exponentially fast; see Theorem 3.10. Its proof is deferred to Subsection 6.4.

Theorem 3.10. Let $d=2$. Under Assumption 2, the operator $R_e$ is compact for each $e \in \mathcal{E}_H$. Denote the pairs of its left singular vectors and singular values by $\{ v_{m,e}, \lambda_{m,e} \}_{m \in \mathbb{N}}$, where $v_{m,e} \in H^{1/2}_0(e)$ and the sequence $\{ \lambda_{m,e} \}_{m \in \mathbb{N}}$ is in a descending order. Then, for any $e > 0$, it holds that

$$\lambda_{m,e} \leq C_e \exp \left( -m\left( \frac{1}{\pi} - \epsilon \right) \right) ,$$

(3.16)

where $C_e$ is a constant that is independent of $k, H$ and may depend on $e, d$ and the mesh parameters $c_0, c_1$.

Remark 3.11. As we can see from the proof, we actually show that (3.16) still holds by setting $C_e$ to be 1 and requiring for $m > N_e$ with $N_e$ depending on $k$ and $H$. But we can also make the above inequality hold for all $m$ by introducing the constant $C_e$.

We discuss the implication of this theorem. By definition of singular values, if we set $W_{m,e} = \text{span} \{ v_{j,e} \}_{j=1}^{m-1}$, then Theorem 3.10 implies that

$$\min_{\tilde{v}_e \in W_{m,e}} \| R_e v - \tilde{v}_e \|_{H^{1/2}(e)} \leq C_e \exp \left( -m\left( \frac{1}{\pi} - \epsilon \right) \right) \| v \|_{H(\omega_e)} .$$

(3.17)

Applying this result to $v = u^b_{\omega_e} \in U(\omega_e)$ leads to

$$\min_{\tilde{v}_e \in W_{m,e}} \| R_e u^b_{\omega_e} - \tilde{v}_e \|_{H^{1/2}(e)} \leq C_e \exp \left( -m\left( \frac{1}{\pi} - \epsilon \right) \right) \| u^b_{\omega_e} \|_{H(\omega_e)} .$$

(3.18)

Thus, there is a nearly exponential efficiency in approximating the first term $R_e u^b_{\omega_e}$.

2. For the second term in (3.13), the oversampling bubble part $u^b_{\omega_e}$ can be efficiently computed by solving local Helmholtz problems. Moreover, under Assumption 2 this term is small in the $H(\Omega)$ norm as shown in the following proposition.
Proposition 3.12. Under Assumption 2, for each \( e \in \mathcal{E}_H \) the following estimate holds for the oversampling bubble part:

\[
\| R_e u_e^b \|_{\mathcal{H}^{1/2}(e)} \leq C H \| f \|_{L^2(\omega_e)},
\]

where \( C \) is a constant independent of \( k \) and \( H \).

The proof is deferred to Subsection 6.5.

We further define a special Helmholtz-harmonic function \( u^s \in V_h \) such that its restriction on each edge \( e \in \mathcal{E}_H \) equals \( R_e u_e^b \). Namely this special Helmholtz-harmonic function accounts for the second term in (3.13) for each edge. By the previous proposition, we immediately have the estimate:

\[
\| u^s \|_{\mathcal{H}(\Omega)} \leq C H \| f \|_{L^2(\Omega)},
\]

where \( C \) is a constant independent of \( k \) and \( H \). Along with Proposition 3.4, we conclude that there is a constant \( C_s \) independent of \( k \) and \( H \) such that

\[
(3.19) \quad \| u^s \|_{\mathcal{H}(\Omega)} + \| u^b \|_{\mathcal{H}(\Omega)} \leq C_s H \| f \|_{L^2(\Omega)}.
\]

Now consider the following space of basis functions:

\[
\tilde{V}_H^{(1)} = W_{m,e}.
\]

In practice, this space can be computed locally by an SVD of \( R_e \). Due to (3.13) and (3.18), we have the following error estimate on each \( e \):

\[
(3.20) \quad \min_{\tilde{v}_e \in \tilde{V}_H^{(1)}} \| R_e u^h - u^s - \tilde{v}_e \|_{\mathcal{H}^{1/2}(e)} \leq C_e \exp \left( -m \left( \frac{1}{\pi} - \epsilon \right) \right) \| u^h_{\omega_e} \|_{\mathcal{H}(\omega_e)}.
\]

Remark 3.13. The operator \( R_e \) involves nodal interpolation, which is in general not stable for \( H^1 \) functions if the dimension is greater than 1. However, in Theorem 3.10, we take the domain of the operator to be \( U(\omega_e) \), which contains Helmholtz-harmonic functions that are Hölder continuous, due to the standard \( C^a \) estimates for elliptic equations. More specifically, Lemma 6.2 implies the stability of \( R_e \) in this space.

Remark 3.14. If we follow the proof of Lemma 3.13 in [38], it is be possible to remove the small parameter \( \epsilon \) in Theorem 3.10 to get a better asymptotic bound \( O(\exp(-m \frac{1}{\pi} \epsilon)) \).

3.4.4. Low Complexity in Approximation. Finally, define the collection of edge basis functions

\[
\tilde{V}_{H,m}^{(1)} = \text{span} \left\{ \bigcup_{e} \tilde{V}_{H,m,e}^{(1)} \right\},
\]

and denote by \( \tilde{V}_H^{(0)} \) the span of the nodal interpolation basis used earlier, i.e. \( \tilde{V}_H^{(0)} := \text{span} \left\{ \tilde{\psi}_i \right\} \). Define the overall edge approximation \( \tilde{V}_{H,m} = \text{span} \left\{ \tilde{V}_H^{(0)} \cup \tilde{V}_{H,m}^{(1)} \right\} \). Let \( V_{H,m} \subset V_h \) be the corresponding part of \( \tilde{V}_{H,m} \subset \tilde{V}_h \), via (3.8). Then, using (3.20) and Theorem 3.8, we get a nearly exponentially decaying error estimate for approximating \( u^h \); see Theorem 3.15.
Theorem 3.15. Let $d = 2$. Under Assumption 2 and (2.3), it holds that
\[
\min_{v \in V_{H,m}} \| u^h - u^s - v \|_{H(\Omega)} \leq C_d(C_{\text{stab}}(k) + H) \exp \left( -m^{1/4} \epsilon \right) \| f \|_{L^2(\Omega)} ,
\]
where $C_d$ is a generic constant independent of $k, m, H$.

Proof. By Theorem 3.10 and the global error estimate in Theorem 3.8, we get
\[
(3.21) \quad \min_{v \in V_{H,m}} \| u^h - u^s - v \|_{H(\Omega)}^2 \leq C_{\text{mesh}} C_e \exp \left( -2m^{1/4} \epsilon \right) \sum_{e \in \mathcal{E}_H} \| u^b_{e,\omega} \|_{H(\omega)}^2 .
\]
Due to Assumption 2, we have the elliptic estimate for the oversampling bubble part
\[
(3.22) \quad \| u^b_{\omega} \|_{H(\omega)} \leq \frac{3C_P'}{A_{\min}} H \| f \|_{L^2(\omega)} .
\]
This is similar to Proposition 3.4, which is a consequence of Assumption 1. Then, using $u^b_{\omega} = u - u^b_{\omega}$, it follows that
\[
(3.23) \quad \| u^b_{\omega} \|_{H(\omega)}^2 \leq 2(\| u \|_{H(\omega)}^2 + \| u^b_{\omega} \|_{H(\omega)}^2) \leq \frac{18C_P'^2}{A_{\min}} H^2 \| f \|_{L^2(\omega)} + 2 \| u \|_{H(\omega)}^2 .
\]
Note that by our choice of oversampling domains, every element $T$ can only be covered by $\{ \omega_e \}_{e \in \mathcal{E}_H}$ at most $C_1$ times for a fixed $C_1$. Therefore it holds that
\[
(3.24) \quad \sum_{e \in \mathcal{E}_H} \| f \|_{L^2(\omega_e)}^2 \leq C_1 \| f \|_{L^2(\Omega)}^2 ,
\]
as well as
\[
(3.25) \quad \sum_{e \in \mathcal{E}_H} \| u \|_{H(\omega_e)}^2 \leq C_1 \| u \|_{H(\Omega)}^2 \leq C_1 C_{\text{stab}}^2(k) \| f \|_{L^2(\Omega)}^2 ,
\]
where the last inequality is due to the a priori estimate (2.3). Combining (3.21), (3.23), (3.24) and (3.25) completes the proof.

Clearly, Theorem 3.15 implies the low complexity property of the part $u^h - u^s$.

Each edge contains at most $m$ basis functions, so the space $V_{H,m}$ is of dimension $O(m/H^d)$, while the approximation accuracy is of order $\exp \left( -m^{1/4} \epsilon \right)$. We will use the space $V_{H,m}$ in our multiscale framework for approximating $u^h - u^s$.

Remark 3.16. $V_{H,m}$ does not depend on the right hand side $f$ or the solution $u$. Therefore, we can use the same $V_{H,m}$ for different right-hand sides.

4. The Multiscale Methods. In this section, we discuss the multiscale methods for solving (1.1), based on the coarse-fine scale decomposition established in the last section.

By the nature of a multiscale algorithm, we will handle the “coarse part” $u^h - u^s$ and the “fine part” $u^b + u^s$ separately. Conceptually, the locality and small magnitude of $u^b + u^s$ imply that it can be computed efficiently or ignored without affecting the accuracy much, and the low complexity of $u^h - u^s$ indicates that we can use a Galerkin method with a small number of basis functions to approximate it accurately.

In Subsection 4.1, we outline our general multiscale computational framework. Depending on how the trial and test spaces in the Galerkin method are selected, we get two categories of algorithms, namely the Ritz-Galerkin approach and Petrov-Galerkin approach that we will make precise in Subsections 4.2 and 4.3, respectively.
4.1. The Multiscale Framework. The bubble part $u^b$ and the special function $u^s$ are first computed locally. Given these parts, we form an effective equation for $u^b - u^s$ as

\[(4.1) \quad a(u^b - u^s, v) = (f, v)_\Omega - a(u^b + u^s, v),\]

for any $v \in H(\Omega)$.

Remark 4.1. The right hand side in (4.1) can be seen as a bounded linear functional on $v \in H(\Omega)$. By the estimate in (2.4), this equation for $u^b - u^s$ (given fixed $u^b + u^s$) is well-posed.

Numerically, we solve the equation (4.1) for $u^b - u^s$ using a Galerkin method. That is, we choose a trial space $S$ and a test space $S_{\text{test}}$ to find a numerical solution $u_S \in S$ that satisfies

\[(4.2) \quad a(u_S, v) = (f, v)_\Omega - a(u^b + u^s, v),\]

for any $v \in S_{\text{test}}$. If $S_{\text{test}} = S$, then it is called a Ritz-Galerkin method, otherwise it is a Petrov-Galerkin method. Here since the equation is formulated in the complex domain, we specifically refer to the choice $S_{\text{test}} = S$ as the Petrov-Galerkin method.

In Subsection 4.2, we formulate our Ritz-Galerkin method and present theories for the well-posedness of the discrete problem, as well as the error estimate in both the energy norm and the $L^2$ norm. In Subsection 4.3, we discuss the Petrov-Galerkin method, which is more straightforward and appears more convenient in practical computation.

4.2. The Ritz-Galerkin Method. First, we establish a general strategy for analyzing the Ritz-Galerkin method in solving (4.1). We start with a definition of the approximation accuracy of $S$.

Definition 4.2. For $S \subset V^h$, the approximation accuracy of $S$ is defined as

\[(4.3) \quad \eta(S) := \sup_{f \in L^2(\Omega) \setminus \{0\}} \inf_{v \in S} \frac{\|u - v\|_{H(\Omega)}}{\|f\|_{L^2(\Omega)}},\]

where $u$ and $f$ are related via the Helmholtz equation in (1.1).

For the Ritz-Galerkin method, it turns out that $\eta(S)$ is critical in analyzing the solution errors of $u_S$.

Theorem 4.3. Suppose (2.3) holds and $k\eta(S) \leq 1/(4C_cV_{\text{max}})$ as well as $S = S$. Then, the following statements hold for the Ritz-Galerkin method:

1. The Galerkin solution $u_S$ is a quasi-optimal approximation in the sense that

\[
\|u^b - u^s - u_S\|_{H(\Omega)} \leq 2C_c \inf_{v \in S} \|u^b - u^s - v\|_{H(\Omega)},
\]

\[
\|u^b - u^s - u_S\|_{L^2(\Omega)} \leq C_c \eta(S) \|u^b - u^s - u_S\|_{H(\Omega)}.
\]

2. If we further assume $Hk \leq 1/(8C_cC_{\text{max}})$, for constant $C_s$ defined in (3.19), the discrete problem satisfies the discrete inf-sup stability condition:

\[
\inf_{v \in S} \sup_{v' \in S \setminus \{0\}} \frac{|a(v, v')|}{\|v\|_{H(\Omega)}\|v'\|_{H(\Omega)}} \geq \frac{1}{4 + 3C_c^{-1} + 8kV_{\text{max}}C_{\text{stab}}(k)}.
\]
The proof of this theorem is deferred to Subsection 6.6. It is inspired by the standard Gårding-type inequality for a posteriori estimate; see for example [40]. However, our proofs are slightly different since only the part $u^h - u^s$ is approximated via the basis functions.

The above theorem implies that once $\eta(S)$ is small, the discrete problem is well-posed, and the Galerkin solution approximates the exact solution accurately.

Given Theorem 4.3, we can choose $S = V_{H,m} + \overline{V}_{H,m}$ where $V_{H,m}$ is defined in Theorem 3.15 independent of the right hand side. For the quantity $\eta(S)$, we have the following estimate using its subspace $V_{H,m}$:

\begin{equation}
\eta(S) \leq \eta(V_{H,m}) \leq \max(C_d, C_s) \left( (C_{\text{stab}}(k) + H) \exp\left(-m\left(\frac{1}{(d+1)^2}\right)\right) + H \right).
\end{equation}

Here we have used (3.19) for the small parts $u^b$ and $u^s$ of size $O(H)$, and Theorem 3.15 for the approximation error for $u^h - u^s$. Invoking Theorems 4.3 and 3.15, we get the following error analysis for the Galerkin solution:

**THEOREM 4.4.** Let $d = 2$. Suppose Assumption 2 and (2.3) hold, and

$$\max(C_d, C_s)k \left( (C_{\text{stab}}(k) + H) \exp\left(-m\left(\frac{1}{(d+1)^2}\right)\right) + H \right) \leq 1/(4C_cV_{\text{max}}),$$

where $C_s, C_d$ are generic constants defined in (3.19) and Theorem 3.15 respectively.

Then using $S = V_{H,m} + \overline{V}_{H,m}$ in the Ritz-Galerkin method leads to a solution $u_S$ that satisfies:

\begin{equation}
\|u^h - u^s - u_S\|_{H(\Omega)} \leq 2C_cC_d(C_{\text{stab}}(k) + H) \exp\left(-m\left(\frac{1}{(d+1)^2}\right)\right) \|f\|_{L^2(\Omega)}.
\end{equation}

For the $\epsilon$ that satisfies $\frac{1}{d+2} - \epsilon = \frac{1}{d+2}$, we can take $m \sim O(\log^{d+2}(kC_{\text{stab}}(k)))$. Then the condition in Theorem 4.4 holds, provided that the mesh size $H$ satisfies the following Assumption 3:

**ASSUMPTION 3.** The mesh size satisfies $H \leq 1/(8 \max(C_d, C_s)C_cV_{\text{max}}k)$.

Furthermore, if $C_{\text{stab}}(k) \leq C(1 + k^\gamma)$ for some constants $\gamma$ and $C$, then the condition $m \sim O(\log^{d+2}(kC_{\text{stab}}(k)))$ reduces to $m \sim \log^{d+2}(k)$. This implies that once $m$ is moderately large, i.e., logarithmic in $k$, the nearly exponential convergence of the Galerkin solution shown in Theorem 4.4 will become effective. As in Remark 3.14, we can improve the index $d + 2$ to $d + 1$.

We provide several additional remarks of the Ritz-Galerkin method below.

**Remark 4.5.** In the Ritz-Galerkin method, the trial and test spaces are $S = V_{H,m} + \overline{V}_{H,m}$. One can intuitively understand that $V_{H,m}$ is needed to represent the desired solution, and $\overline{V}_{H,m}$ is used for the approximation of the adjoint problem, which is required in the numerical analysis of the Helmholtz equation. There can be a lot of overlap between $V_{H,m}$ and $\overline{V}_{H,m}$: on each interior edge, since the singular vectors of $R_e$ are real, these edge basis functions are real-valued. Thus, $V_{H,m}$ and $\overline{V}_{H,m}$ can only differ on the edges connected to the boundary, where the presence of the Robin boundary condition makes the operator non-Hermitian.

**Remark 4.6.** Combining (4.5) with the local computation of the fine parts will yield the overall error estimate for $u$, which is nearly exponentially convergent.

### 4.3. The Petrov-Galerkin Method

In this subsection, we introduce the Petrov-Galerkin method. We choose $S = V_{H,m}$ and $S_{\text{test}} = \overline{V}_{H,m}$. We give the following remarks on this method.
Remark 4.7. The trial and test spaces in the Petrov-Galerkin method often have smaller dimensions than their Ritz-Galerkin counterpart, since we do not put the complex conjugate $V_{H,m}$ in $S$. This can save computational efforts.

Remark 4.8. Our current theory does not address the stability of the discrete system and the $\mathcal{H}(\Omega)$ error estimate for the Petrov-Galerkin method. This is left for our future work. We note that our numerical experiments in the next section imply that these properties also hold for the Petrov-Galerkin method.

5. Numerical Experiments. In this section, we will outline and discuss our numerical algorithms in detail based on the established theoretical analysis. Several Helmholtz equations are solved using our algorithm, which confirm our theoretical results. We also consider some examples in which our theoretical assumptions are not satisfied. Even for these examples, our methods still give a nearly exponential rate of convergence. This provides further evidence for the robustness of our methods.

5.1. Set-up. We consider the domain $\Omega = [0, 1] \times [0, 1]$ and discretize it by a uniform two-level quadrilateral mesh; see a fraction of this mesh in Figure 3, where we also show an edge $e$ and its oversampling domain $\omega_e$ in solid lines. The coarse and fine mesh sizes are denoted by $H$ and $h$, respectively.

For a given Helmholtz equation, we compute the reference solution $u_{\text{ref}}$ using the classical FEM on the fine mesh; with a sufficiently small $h$, it is reasonable to treat $u_{\text{ref}}$ as the ground truth $u$. We remark that via a posteriori estimates, we can check that the fine mesh indeed resolve the corresponding problems; thus the associated fine mesh solutions could serve as good reference solutions, for all of our numerical examples. To be precise, we check that the relative error between the solutions using fine mesh of size $h$ and $h/2$ are small, such that it is of order $10^{-2}$ in energy norm and $10^{-4}$ in $L^2$ norm.

The accuracy of a numerical solution $u_{\text{sol}}$ is computed by comparing it with the reference solution $u_{\text{ref}}$ on the fine mesh. The accuracy will be measured both in the $L^2$ norm and energy norm:

$$e_{L^2} = \frac{\|u_{ref} - u_{sol}\|_{L^2(\Omega)}}{\|u_{ref}\|_{L^2(\Omega)}} ,$$

$$e_{\mathcal{H}} = \frac{\|u_{ref} - u_{sol}\|_{\mathcal{H}(\Omega)}}{\|u_{ref}\|_{\mathcal{H}(\Omega)}} .$$

Fig. 3: Two level mesh: a fraction
5.2. Multiscale Algorithms. We outline our numerical algorithms for obtaining $u_{\text{sol}}$. There are offline and online stages, depending on whether the steps involve the information of the right hand side.

5.2.1. Offline Stage. For each edge $e \in \mathcal{E}_H$ and its associated oversampling domain $\omega_e$, the key step in the offline stage is to construct the discretized version of the operator

$$
R_e : (U(\omega_e), \| \cdot \|_{\mathcal{H}(\omega_e)}) \rightarrow (H^{1/2}_0(e), \| \cdot \|_{H^{1/2}(e)}),
$$

which is defined by $R_e v = (v - I_H v)|_e$. Here $U(\omega_e)$ is defined in (3.15), $\| \cdot \|_{\mathcal{H}(\omega_e)}$ is the energy norm in $\omega_e$, while $H^{1/2}_0(e)$ is the Lions-Magenes space, and $\| \cdot \|_{H^{1/2}(e)}$ is defined in (3.9).

We note that functions in $U(\omega_e)$ are fully determined by their traces on $\partial \omega_e \setminus (\Gamma_N \cup \Gamma_R)$. Thus, we can take the discretized matrix version of $R_e$ as a linear mapping from Dirichlet’s data on $\partial \omega_e \setminus (\Gamma_N \cup \Gamma_R)$ to the image of $R_e$, which contains functions on the edge $e$. The discretization of the $\| \cdot \|_{\mathcal{H}(\omega_e)}$ and $\| \cdot \|_{H^{1/2}(e)}$ norms leads to positive definite matrices on the discretized domains $\partial \omega_e \setminus (\Gamma_N \cup \Gamma_R)$ and $e$. To obtain these positive definite matrices, we construct the Helmholtz-harmonic extension operators both on $e$ and $\partial \omega_e \setminus (\Gamma_N \cup \Gamma_R)$, which maps boundary data to the Helmholtz-harmonic function in the domain. Based on this operator, we can calculate the energy norms of the extended Helmholtz-harmonic function. This leads to the required norms as well as the positive definite matrices defining these norms$^5$.

With the discretized matrices constructed, the next step is to compute the top $m$ left singular vectors of $R_e$ for some selected $m \in \mathbb{N}$. This SVD problem turns out to be a generalized eigenvalue problem for these discrete matrices. For each $e$, denote the singular vectors by $\tilde{v}_{1,e}, \ldots, \tilde{v}_{m,e} \in H^{1/2}_0(e)$. Their Helmholtz-harmonic extensions to the domain are denoted by $v_{1,e}, \ldots, v_{m,e} \in \mathcal{H}(\Omega)$, obtained via the correspondence (3.8). The basis function space formed by the collection of all $v_{j,e}, 1 \leq j \leq m$ and $e \in \mathcal{E}_H$, together with the interpolation part $\{ \psi_i \}_{i \in N_H}$, are denoted by $V_{H,m}$ and will constitute the Galerkin basis as defined in Subsection 3.4.4. Note that here $\{ \psi_i \}_{i \in N_H}$ are the same as the basis functions in the MsFEM.

We are now in a position to construct our Galerkin basis and the associated stiffness matrix. The construction depends on how to choose the trial and test spaces in the Galerkin method. We will outline two possible choices below:

- **Ritz-Galerkin:** $S = V_{H,m} + \overline{V_{H,m}}$ and $S_{\text{test}} = S$.
- **Petrov-Galerkin:** $S = V_{H,m}$ and $S_{\text{test}} = \overline{V_{H,m}}$.

5.2.2. Online Stage. In the online stage, we solve the coarse and fine scales separately. Firstly we solve for $u^b$ and $u^f$, and then we use the effective equation (4.1) to solve for $u^b - u^f$.

For the bubble part $u^b$, we solve the local Helmholtz problem in each element $T \in \mathcal{T}_H$, which leads to $u^b_T$ defined in (3.2). Gluing them together leads to $u^b$.

For $u^f$, on each $e \in \mathcal{E}_H$ and $\omega_e$, we construct the oversampling bubble part $u^b_{\omega_e}$ via solving a local Helmholtz equation. Then, we get an edge function $R_e u^b_{\omega_e}$ for each edge. We solve locally the Helmholtz-harmonic extension of these edge functions and add them together to obtain $u^f$.

Now we can form the right-hand side vector in our effective equation (4.1), and use the offline-assembled stiffness matrix to obtain the Galerkin solution for the part

$^5$See also the implementation in Subsection 4.2 of [13] on how these matrices are constructed for elliptic problems.
This construction yields a practical numerical algorithm that efficiently handles multiple right-hand sides.

We note that all the above algorithms consider a uniform number of basis functions, namely $m$, for each edge $e \in \mathcal{E}_H$. It is also possible to make this number vary with edges, thus fully adaptive to the problem’s local properties such as the approach in [32]. Consequently, this will lead to an adaptive algorithm where the truncated singular values serve as local error indicators. We do not pursue this in detail here and will leave this to our future work.

In the following, we will test our algorithms for different model problems. Our general set-up is to fix a reasonable coarse scale $H$ and then study how the errors behave as $m$ changes, for the two choices outlined above.

\textbf{Remark 5.1.} Our numerical experience implies that in the Ritz-Galerkin method, one does not need to add the conjugate space $\mathcal{V}_{H,m}$ into $S$ while still obtaining an exponential rate of convergence.

\textbf{5.3. A High Wavenumber Example: Planar Wave.} We start with an example of planar wave where the coefficients are constant and the wavenumber is high. More precisely, we set $A = V = \beta = 1$ and $f = 0$. The wavenumber $k = 2^7$. We take the exact solution to be

$$u(x_1, x_2) = \exp(-ik(0.6x_1 + 0.8x_2)).$$

Using this solution, we are able to specify the Robin boundary condition on $\partial \Omega$. Note that this is an inhomogeneous boundary condition, so it is beyond our previous discussion. In this case, the inhomogeneous data are incorporated to the equation of the bubble part $u^b$, while the treatment for the Helmholtz-harmonic part remains the same as that in the homogeneous case. To be specific, now our decomposition on each element $T$ is

$$u = u^b_T + u^p_T + u^s_T,$$

where $u^p_T$ stands for a particular solution. The part $u^b_T + u^p_T$ satisfies

$$-\nabla \cdot (A \nabla (u^b_T + u^p_T)) - k^2 V^2 (u^b_T + u^p_T) = f, \text{ in } T$$

$$u^b_T + u^p_T = 0, \text{ on } \partial T \setminus (\Gamma_N \cup \Gamma_R)$$

$$A \nabla (u^b_T + u^p_T) \cdot \nu = T_k(u^b_T + u^p_T) + g, \text{ on } \partial T \cap (\Gamma_N \cup \Gamma_R).$$

We will use $u^b_T + u^p_T$ to replace $u^b$ on the right-hand side of the effective equation for Galerkin solution (4.1). Similarly, when we compute the special Helmholtz-harmonic function $u^s$ to account for the oversampling bubble part, its restriction on each edge equals $R_e(u^b_{\omega_e} + u^p_{\omega_e})$ instead of $R_e u^b_{\omega_e}$. In this way we can take care of the boundary data via local particular problems and still obtain the desired accuracy. The error analysis in such case remains the same once we replace $u^b_T$ in the homogeneous data case by $u^p_T + u^s_T$; in the bound we will also have the norm of $g$.

We set the fine mesh $h = 2^{-10}$, coarse mesh $H = 2^{-5}$. We vary the number of edge basis functions in each $e \in \mathcal{E}_H$, choosing $m = 1, 2, \ldots, 7$ and implementing the two algorithms outlined in Subsection 5.2.2. The results are shown in Figure 4. We observe that the online basis approaches achieve nearly exponential decaying errors with respect to $m$. The difference between the Ritz-Galerkin and Petrov-Galerkin approaches is almost negligible. We can see that a few basis per edge suffice for very high accuracy.

Furthermore, we make some comparison between our edge coupling approach (the Ritz-Galerkin version) and the PUM approach reported in [36]. We adopt the same
setting there with \( k = 100, \ H = 1/20, \ h = 1/1000 \) and vary the number of edge basis functions in each \( e \in \mathcal{E}_H \), choosing \( m = 2, 3, ..., 7 \). We present the results in Figure 5. We see that both errors decay very fast, and in particular, the error in our method for \( m = 7 \) is smaller than the error in [36] with oversampling ratio \( H_*/H = 2 \) and 35 local basis per patch. With the same wavenumber and number of coarse patches, our method uses a slightly larger oversampling domain, while reducing the number of multiscale basis by a factor of around \( 35/(2 \times 7) = 2.5 \). Here, we have used the fact that the number of edges is twice as many as domains in 2D. Nevertheless, the support of basis functions in our approach and PUM approach could be different by a factor of 2, and the size of the overlapped domain decomposition in the PUM approach could also influence the result, leading to additional complexities for comparison. More detailed numerical study of the two approaches could be of future interests.

5.4. A High Contrast Example: Mie resonances. In this example, we consider an \( A(x) \) with high contrast channels. More precisely, define the domain

\[
\Omega_\varepsilon = (0.25, 0.75)^2 \cap \bigcup_{j \in \mathbb{Z}^2} \varepsilon \left( j + (0.25, 0.75)^2 \right),
\]
and the coefficient is defined as

\[ A(x) = \begin{cases} 1, & x \notin \Omega_\varepsilon \\ \varepsilon^2, & x \in \Omega_\varepsilon. \end{cases} \]

Here, \( \varepsilon \) is a parameter controlling the contrast. We choose \( \varepsilon = 2^{-4} \) and visualize \( \log_{10} A(x) \) in the left plot of Figure 6.

We take \( \beta = 1, V = 1, k = 9 \). For such a choice of \( k \), the model exhibits an unusual behavior induced by Mie resonances in the small inclusions; see [44, 49]. An accurate numerical solution for this model would be hard to compute and it serves as a proper benchmark for our method. The right hand side is

\[ f(x_1, x_2) = \begin{cases} 10000 \exp \left( -\frac{1}{1 - 400 \times \text{dist}(x, z)^2} \right), & \text{dist}(x, z)^2 < \frac{1}{400} \\ 0, & \text{otherwise}, \end{cases} \]

where \( z = (0.125, 0.5) \) and \( \text{dist}(x, z)^2 = (x_1 - 0.125)^2 + (x_2 - 0.5)^2 \). We impose the homogeneous Robin boundary condition on \( \partial \Omega \). We take the fine mesh \( h = 2^{-9} \) and the coarse mesh \( H = 2^{-5} \). As before we take \( m = 1, 2, ..., 7 \) and the numerical results are shown in Figure 7. A nearly exponential rate of convergence is observed consistently, and in this particular example, the Ritz method slightly outperforms the Petrov method.

### 5.5. An Numerical Example with Mixed Boundary and Rough Field.

In the last example, we consider a mixed boundary problem. We impose the homogeneous Dirichlet boundary condition on \((x_1, 0), x_1 \in [0, 1]\), the homogeneous Neumann boundary condition on \((x_1, 1), x_1 \in [0, 1]\), and the homogeneous Robin boundary condition on the other two parts of \( \partial \Omega \). We choose \( A(x) \) to be a realization of some random field; more precisely,

\[ A(x) = |\xi(x)| + 0.5, \]

where the field \( \xi(x) \) satisfies

\[ \xi(x) = a_{11}\xi_{i,j} + a_{21}\xi_{i+1,j} + a_{12}\xi_{i,j+1} + a_{22}\xi_{i+1,j+1}, \text{ if } x \in \left[ \frac{i}{2^7}, \frac{i + 1}{2^7} \right) \times \left[ \frac{j}{2^7}, \frac{j + 1}{2^7} \right). \]
Here, \( \{\xi_{i,j}, 0 \leq i, j \leq 2^7\} \) are i.i.d. unit Gaussian random variables. In addition, \( a_{11} = (i+1-2^7x_1)(j+1-2^7x_2) \), \( a_{21} = (2^7x_1-i)(j+1-2^7x_2) \), \( a_{12} = (i+1-2^7x_1)(2^7x_2-j) \), \( a_{22} = (2^7x_1-i)(2^7x_2-j) \) are interpolating coefficients to make \( \xi(x) \) piecewise linear. A sample from this field is displayed in the right plot of Figure 6.

Moreover, we also take \( V(x) \) and \( \beta(x) \) as independent samples drawn from this random field. We choose the wavenumber \( k = 2^5 \), the right hand side \( f(x_1,x_2) = x_1^4 - x_2^3 + 1 \), the fine mesh \( h = 2^{-10} \) and the coarse mesh \( H = 2^{-5} \). Again we take \( m = 1, 2, ..., 7 \) and present the numerical results in Figure 8. A nearly exponential rate of convergence is still observed for this challenging example. The differences between the Ritz-Galerkin method and Petrov-Galerkin method is very mild.

It is worth noting that this example is constructed artificially, mixing different kinds of boundary conditions and rough coefficients, without taking into account the analytical properties of this combination. Thus, the numerical results for this example demonstrate the effectiveness of our multiscale methods in a more general setting. Moreover, our right hand side \( f \) is global, so most oversampling bubble parts would be non-zero.
5.6. Summary. We summarize what we have observed in these numerical examples. Both algorithms lead to a nearly exponential rate of convergence with respect to \( m \), and we are able to use the offline-computed Galerkin basis to solve for multiple right-hand sides.

Moreover, it is observed that the difference between the Ritz-Galerkin and the Petrov-Galerkin approaches is very mild in most cases, but sometimes Ritz-Galerkin method can have better performances. Therefore, we recommend using the Ritz-Galerkin approach in practice.

6. Proofs. This section presents the theoretical proofs in this paper. Some proofs are similar to those in the elliptic case [13], while we will make relevant remarks on possible changes and modifications.

6.1. Proof of Proposition 2.1. In this subsection, we provide the proof of the qualitative version of \( C^{\alpha} \) estimate. It is a direct application of related results for elliptic equations.

Proof. We note that the Helmholtz PDE (1.1) is equivalent to

\[
\begin{aligned}
-\nabla \cdot (A \nabla u) &= f + k^2 V^2 u, \quad \text{in } \Omega \\
u &= 0, \quad \text{on } \Gamma_D \\
A \nabla u \cdot \nu &= T_k u, \quad \text{on } \Gamma_N \cup \Gamma_R.
\end{aligned}
\]

(6.1)

Since \( f \in L^2(\Omega) \), we know by the a priori estimate of the Helmholtz equation that \( u \in H^1(\Omega) \). Therefore we can regard (6.1) as an elliptic PDE with \( k^2 V^2 u \) known as a part of the right hand side. This PDE has its right hand side in \( L^2(\Omega) \) and has \( u \) as its solution. We can invoke the result in Remark 6.5 of [27], which concludes that \( u \) lies in some Hölder space \( C^{\alpha}(\Omega) \) such that

\[
\|u\|_{C^{\alpha}(\Omega)} \leq C(\|f\|_{L^2(\Omega)} + k^2 \|u\|_{L^2(\Omega)}),
\]

for some Hölder exponent \( \alpha \in (0, 1) \) and \( C \).

6.2. Proof of Proposition 3.6. The proof relies on the fact that any function \( v \) on \( \epsilon \) belonging to \( H^{1/2}(\epsilon) \cap C^{\alpha}(\epsilon) \) and vanishing at \( \partial \epsilon \) will be in the space \( H^{1/2}_0(\epsilon) \); see Proposition 2.1 in [13] for detailed arguments of this fact. Then, \( R_\epsilon \tilde{u}^h \in H^{1/2}(\epsilon) \cap C^{\alpha}(\epsilon) \) and vanishes at \( \partial \epsilon \), so it belongs to \( H^{1/2}_0(\epsilon) \).

6.3. Proof of Theorem 3.8. We decompose the energy norm into the contribution from each element \( T \in T_H \):

\[
\|u^h - I_H u^h - \sum_{\epsilon \in \mathcal{E}_H} v_\epsilon\|_{\mathcal{H}(T)}^2 = \sum_{T \in T_H} \|u^h - I_H u^h - \sum_{\epsilon \sim T} v_\epsilon\|_{\mathcal{H}(T)}^2,
\]

where we have used the fact that \( v_\epsilon = 0 \) in \( T \) if \( \epsilon \) and \( T \) are not neighbors.

Let us fix an element \( T \). For each \( \epsilon \sim T \), the trace of the function \( u^h - I_H u^h - \sum_{\epsilon \sim T} v_\epsilon \) on \( \epsilon \) is \( \tilde{u}^h - I_H \tilde{u}^h - \tilde{\nu}_\epsilon \in H^{1/2}_0(\epsilon) \). We can extend this trace to \( \partial T \setminus \epsilon \) by 0 to get an \( H^{1/2}(\partial T) \) boundary data. Then, this boundary data can be used to define a Helmholtz-harmonic function in \( T \), via the correspondence (3.8). Using the triangle inequality and the Cauchy-Schwarz inequality, we get

\[
\|u^h - I_H u^h - \sum_{\epsilon \sim T} v_\epsilon\|_{\mathcal{H}^1(T)}^2 \leq C_{\text{mesh}} \sum_{\epsilon \sim T} \|P_\epsilon(\tilde{u}^h - I_H \tilde{u}^h) - \tilde{\nu}_\epsilon\|_{\mathcal{H}^{1/2}(\epsilon)}^2.
\]
where the $H^{1/2}_T(e)$ norm of a function $\tilde{\psi} \in H^{1/2}_0(e)$ is defined as

\begin{equation}
\|\tilde{\psi}\|_{H^{1/2}_T(e)}^2 := \int_T A|\nabla \tilde{\psi}|^2 + k^2|V\tilde{\psi}|^2.
\end{equation}

The constant $C_{\text{mesh}}$ depends on the mesh type only; for example $C_{\text{mesh}} = 4$ for the quadrilateral mesh and $C_{\text{mesh}} = 3$ for the triangular mesh. Then, we sum the above inequality over all $T \in \mathcal{T}_H$, which yields

\begin{equation}
\|u^h - I_Hu^h - \sum_{e \in \mathcal{E}_H} v_e\|_{H(\Omega)}^2 \leq C_{\text{mesh}} \sum_{T \in \mathcal{T}_H} \sum_{e \sim T} \|P_e(u^h - I_Hu^h) - \tilde{v}_e\|_{H^{1/2}_T(e)}^2
= C_{\text{mesh}} \sum_{e \in \mathcal{E}_H} \|P_e(u^h - I_Hu^h) - \tilde{v}_e\|_{H^{1/2}_T(e)}^2
\leq C_{\text{mesh}} \sum_{e \in \mathcal{E}_H} \epsilon_e^2.
\end{equation}

The proof is completed.

6.4. Proof of Theorem 3.10. This is the key theorem underlying the exponential convergence for approximating $u^h$. To prove it, we need to analyze the spectrum of the operator $R_e$ for each edge $e$. The treatments for interior edges and edges connected to the boundary are slightly different, due to the different boundary conditions involved. We will explain the proof for interior edges in detail and comment on the changes needed to be made for edges connected to the boundary.

Since this theorem is stated for all edges, we start by discussing some geometric relations that hold uniformly for all interior edges.

6.4.1. Geometric Relation. Suppose $e$ is an interior edge, so that $e$ lies strictly in the interior domain of $\omega_e$; see Figure 2. We describe some geometric relation\(^6\) between $e$ and $\omega_e$ that will be needed in our analysis. Figure 9 illustrates our ideas for a uniform quadrilateral mesh. For each interior edge $e$, there exists two concentric rectangles $\omega \subset \omega^*$ with center being the midpoint $m_e$ of $e$, such that $e \subset \omega \subset \omega^* \subset \omega_e$; the center $m_e$ is the center of gravity of $\omega$ and $\omega^*$. We require $\omega^* \cap \partial \Omega = \emptyset$. Moreover, one side of $\omega$ and $\omega^*$ should be parallel to $e$. We introduce three parameters $l_1, l_2, l_3$ to specify and describe the geometry:

\[\text{Fig. 9: Geometric relation } e \subset \omega \subset \omega^* \subset \omega_e\]

\(^6\)It is similar to that in Subsection 3.3.1 of [13].
1. With respect to the center \( m_e \), the two rectangles \( \omega \) and \( \omega' \) are scaling equivalent, such that there exists \( l_1 > 1 \), \( \omega^* - m_e = l_1 \cdot (\omega - m_e) \). Here we use the notation that \( t \cdot X := \{tx : x \in X\} \) for a set \( X \) and a scalar \( t \). For our choice of \( \omega_e \), the parameter \( l_1 \) can be selected to only depend on \( c_0 \) and \( c_1 \) in Subsection 3.1.1.

2. The ratio of \( \omega \)'s larger side length over the smaller side length is bounded by a uniform constant \( l_2 > 1 \) that depends on \( c_0 \) and \( c_1 \) only. We introduce these parameters in order to get a uniform treatment for every interior edge. Indeed, several constants in our estimates depend on \( l_1, l_2, l_3 \), but not on \( k \) and \( H \), uniformly for all interior edges.

3. There is a constant \( l_3 > 1 \) depending on \( c_0 \) and \( c_1 \) only such that \( l_3 \cdot e \subset \omega \). We note that \( l_1, l_2, l_3 \) are universal constants for all interior edges. All three parameters depend on \( c_0, c_1 \) only. We introduce these parameters in order to get a uniform treatment for every interior edge. Indeed, several constants in our estimates depend on \( l_1, l_2, l_3 \), but not on \( k \) and \( H \), uniformly for all interior edges.

**6.4.2. Main Idea of the Proof.** In the following, we explain the main ideas of our proof. Recall the target is to show the left singular values of \( R_e \) decays nearly exponentially fast. Similar to the rationale behind (3.17), it suffices to show there exists an \( m - 1 \) dimensional space \( W_{m,e} \subset H^{1/2}_0(e) \) such that

\[
\min_{\tilde{v}_e \in W_{m,e}} \| R_e v - \tilde{v}_e \|_{H^{1/2}(e)} \leq C_e \exp \left( -m \left( \frac{1}{2\pi} \right)^{c_3} \right) \| v \|_{H(\omega_e)} ,
\]

for any \( v \in U(\omega_e) \). We also use \( U(\omega') \) to denote the function space in \( \omega' \) defined via (3.15) with \( \omega_e \) replaced by any \( \omega' \). Our proof contains two main steps, summarized in the following two lemmas.

**Lemma 6.1.** For \( d > 0 \) and any \( v \in U(\omega^*) \), there exists an \( m - 1 \) dimensional space \( \Phi_{m,e} \subset U(\omega) \) such that

\[
\min_{\chi \in \Phi_{m,e}} \| v - \chi \|_{H(\omega)} \leq C_e \exp \left( -m \left( \frac{1}{2\pi} \right)^{c_3} \right) \| v \|_{H(\omega^*)} ,
\]

for some \( C_e \) independent of \( k \) and \( H \).

**Lemma 6.2.** For \( d = 2 \) and any \( v \in H^1(\omega) \) and \( \nabla \cdot (A \nabla v) \in L^2(\omega) \), it holds that

\[
\| R_e v \|_{H^{1/2}(e)} \leq C \left( \| v \|_{H(\omega)} + H \| \nabla \cdot (A \nabla v) + k^2 V^2 v \|_{L^2(\omega)} \right) ,
\]

for some \( C \) independent of \( k \) and \( H \).

**Remark 6.3.** Here in Lemma 6.2, the constant is independent of \( k \) because we are using a local version of \( C^\alpha \) regularity estimate, where in the local domain the operator behaves similarly to an elliptic operator; see the discussions preceding Assumption 2. This is different from the global \( C^\alpha \) regularity estimate in the proof of Proposition 2.1. See Subsection 6.4.6 for details, where we only use \( C^\alpha \) estimate of an elliptic equation.

We will defer the proofs of the two lemmas to Subsections 6.4.3 and 6.4.6, and describe how to prove Theorem 3.10 using them here.

**Proof of Theorem 3.10.** From the above discussion, it remains to show (6.4). For \( v \in H(\omega_e) \), we have \( v \in H(\omega^*) \) and \( \| v \|_{H(\omega^*)} \leq \| v \|_{H(\omega_e)} \). By Lemma 6.1, we get

\[
\min_{\chi \in \Phi_{m,e}} \| v - \chi \|_{H(\omega)} \leq C_e \exp \left( -m \left( \frac{1}{2\pi} \right)^{c_3} \right) \| v \|_{H(\omega_e)} .
\]
Now since \( v - \chi \) satisfies the condition in Lemma 6.2 and \( v \) and \( \chi \) both vanish under the operator \( v \to \nabla \cdot (A \nabla v) + k^2V^2v \), we obtain

\[
\min_{\chi \in \Phi_{m,e}} \| R_e v - R_e \chi \|_{H^{1/2}(e)} \leq CC_e \exp \left( -m^{\frac{1}{1+\epsilon}} \right) \| v \|_{H(e)}.
\]

Thus, taking \( W_{m,e} = R_e \Phi_{m,e} \) completes the proof.

6.4.3. Proof of Lemma 6.1. The proof of this lemma is inspired by Theorem 3.3 in [2], which states a similar result but for elliptic equations only. We generalize it here for the Helmholtz equation.

First, by our geometric construction, \( \omega^* - m_e = l_1 \cdot (\omega - m_e) \). We denote a sequence of domains \( \omega = \omega_0 \subset \omega_1 \subset \cdots \subset \omega_{N-1} \subset \omega_N = \omega^* \) such that they are concentric and that \( \omega_j - m_e = (1 + t)(\omega_{j-1} - m_e) \) for \( j = 1, 2, \cdots, N \). Here \( t = \frac{i}{N} - 1 \). Then, there are two important lemmas, whose proofs are presented in Subsections 6.4.4 and 6.4.5.

**Lemma 6.4.** For each \( 0 \leq j \leq N \) and any \( n \in \mathbb{N} \), there is an \( n \)-dimensional space \( W_n(\omega_j) \subset U(\omega_j) \), such that for all \( v \in U(\omega_j) \), it holds that

\[
\inf_{w \in W_n(\omega_j)} \| v - w \|_{L^2(\omega_j)} \leq CHn^{-1/d} \| v \|_{H(\omega_j)},
\]

where \( C \) is a generic constant independent of \( k, H, t \) and \( n \).

**Lemma 6.5.** For each \( 1 \leq j \leq N \) and every \( v \in U(\omega_j) \), it holds that

\[
\| v \|_{H(\omega_{j-1})} \leq C/(tH) \| v \|_{L^2(\omega_j)},
\]

where \( C \) is a generic constant independent of \( k, H \) and \( t \).

With the two lemmas, we are ready to prove Lemma 6.1.

**Proof of Lemma 6.1.** Choose \( n = \lfloor m/N \rfloor \). The proof relies on an iteration argument. We start from \( j = N \). By (6.7) and (6.8), we get an \( n \) dimensional space \( W_n(\omega_N) \subset U(\omega_N) \) and a function \( w_N \in W_n(\omega_N) \) such that

\[
\| v - w_N \|_{H(\omega_{N-1})} \leq C/(tH) \| v - w_N \|_{L^2(\omega_N)} \leq Ct^{-1}n^{-1/d} \| v \|_{H(\omega_N)},
\]

where we have used the fact that the infimum in (6.7) is attained since it is a finite dimensional optimization problem. Here by abuse of notation the value of the constant \( C \) varies in different places. It is a generic constant independent of \( k, H, t \) and \( n \).

Now, we iterate the above process. The function \( v - w_N \in U(\omega_{N-1}) \), so again by (6.7) and (6.8), we get an \( n \) dimensional space \( W_n(\omega_{N-1}) \subset U(\omega_{N-1}) \) and a function \( w_{N-1} \in W_n(\omega_{N-1}) \) such that

\[
\| v - w_N - w_{N-1} \|_{H(\omega_{N-2})} \leq Ct^{-1}n^{-1/d} \| v - w_N \|_{H(\omega_{N-1})} \leq (Ct^{-1}n^{-1/d})^2 \| v \|_{H(\omega_N)}.
\]

Repeating the above procedure, we get

\[
\| v - \sum_{j=1}^{N} w_j \|_{H(\omega)} \leq (Ct^{-1}n^{-1/d})^N \| v \|_{H(\omega^*)},
\]

where each \( w_j \in U(\omega_j) \subset U(\omega_0) = U(\omega) \). Therefore, there exists an \( nN \leq m \) dimensional space \( \Phi_{m,e} \subset U(\omega) \) such that

\[
\inf_{w \in \Phi_{m,e}} \| v - w \|_{H(\omega)} \leq (Ct^{-1}n^{-1/d})^N \| v \|_{H(\omega^*)}.
\]
For a parameter \( q \) to be determined later, choose \( N = \left\lfloor m^{\frac{q}{q+1}} \right\rfloor \), then we obtain

\[
(6.9) \quad (Ct^{-1}n^{-1/d})^N \leq \left( Ct^{-1}\left( \frac{m}{N} \right)^{-1/d} \right)^N = \exp \left( N \left( \frac{1}{d} \log \left( \frac{N}{m} \right) + \log C - \log t \right) \right).
\]

Using \( N \leq m^{\frac{q}{q+1}} \) and \( t = t_1^{1/N} - 1 = \exp \left( \frac{1}{N} \log l_1 \right) - 1 \geq \frac{1}{N} \log l_1 \geq m^{-\frac{q}{q+1}} \log l_1 \), we can bound the right hand side of (6.9) as

\[
(6.10) \quad \inf_{Qv} \text{error estimate in (6.10) in terms of } \epsilon
\]

\[
\leq C_q \exp \left( -m^{\frac{q}{q+1}} \right),
\]

for some constant \( C_q \) that depends on \( q, d, C, l_1 \), if \( q < 1/d \). Here in the last inequality, we used the fact that when \( q < 1/d \), there exists an \( M_q \) such that if \( m \geq M_q \) then

\[
\frac{1}{d} - q \frac{1}{q+1} \log m - \log C + \log \log l_1 \geq 1,
\]

and thus \( (Ct^{-1}n^{-1/d})^N \leq \exp \left( -m^{\frac{q}{q+1}} \right) \) for \( m \geq M_q \). By choosing

\[
C_q = \max_{1 \leq m < M_q} \exp \left( -m^{\frac{q}{q+1}} \left( \frac{1}{d} - q \frac{1}{q+1} \log m - \log C + \log \log l_1 \right) \right) \exp \left( m^{\frac{q}{q+1}} \right) + 1
\]

we can prove that (6.10) is valid.

Now, we choose \( q < 1/d \) and denote \( \frac{q}{q+1} = \frac{1}{d+1} - \epsilon \) for some \( \epsilon > 0 \). There is a one-to-one correspondence between \( q \) and small positive \( \epsilon \), so we can also write the error estimate in (6.10) in terms of \( \epsilon \) as

\[
(6.10) \quad (Ct^{-1}n^{-1/d})^N \leq C_\epsilon \exp \left( -m^{\frac{1}{d+1} - \epsilon} \right).
\]

This completes the proof. \( \square \)

**6.4.4. Proof of Lemma 6.4.** First, using the spectrum of the Laplacian operator with Neumann’s boundary condition, there exists an \( n \) dimensional space \( S_n \subset H^1(\omega_j) \) such that for any \( v \in H^1(\omega_j) \),

\[
(6.11) \quad \inf_{w \in S_n} \|v - w\|_{L^2(\omega_j)} \leq CHn^{-1/d} \|v\|_{H^1(\omega_j)} \leq CHn^{-1/d} \|v\|_{H(\omega_j)},
\]

where \( C \) is a generic constant independent of \( k, H, t \) and \( n \). Equivalently, this implies the identity embedding operator \( Q : (H(\omega_j), \| \cdot \|_{H(\omega_j)}) \rightarrow (L^2(\omega_j), \| \cdot \|_{L^2(\omega_j)}) \) such that \( Qv = v \) is compact and the \( n \)-th largest left singular value \( \mu_n \leq CHn^{-1/d} \).

Now, since \( U(\omega_j) \) is a closed subspace of \( (H(\omega_j), \| \cdot \|_{H(\omega_j)}) \), we can view \( Q \) as an operator from \( (U(\omega_j), \| \cdot \|_{H(\omega_j)}) \) to \( (L^2(\omega_j), \| \cdot \|_{L^2(\omega_j)}) \). Denote its singular values in a non-increasing order by \( \{ \mu'_n \} \). Using the max-min theorem for singular values, we obtain

\[
\mu'_n = \max_{S_n \subset U(\omega_j), \dim(S_n)=n} \min_{v \in S_n, \|v\|_{H(\omega_j)}=1} \|Qv\|_{L^2(\omega_j)}
\]

\[
\leq \max_{S_n \subset H(\omega_j), \dim(S_n)=n} \min_{v \in S_n, \|v\|_{H(\omega_j)}=1} \|Qv\|_{L^2(\omega_j)} = \mu_n.
\]
Thus, \( \mu_n \leq CHn^{-1/d} \). Therefore, there is an \( n \)-dimensional space \( W_n(\omega_j) \subset U(\omega_j) \), such that for all \( v \in U(\omega_j) \), it holds that

\[
\inf_{w \in S_n} \| v - w \|_{L^2(\omega_j)} \leq CHn^{-1/d}\| v \|_{H^1(\omega_j)} \leq CHn^{-1/d}\| v \|_{H(\omega_j)}.
\]

The proof is completed.

6.4.5. Proof of Lemma 6.5. We introduce a cutoff function \( \eta \in C^1(\omega_j) \) such that \( 0 \leq \eta \leq 1 \), and \( \eta = 1 \) in \( \omega_j \), as well as \( \| \nabla \eta(x) \| \leq C/(tH) \) for some constant \( C \) independent of \( k, H \) and \( t \).

For any \( v \in U(\omega_j) \), we use the test function \( \eta^2 v \) and the weak form to get

\[
(6.12) \quad (A\nabla v, \nabla (\eta^2 v))_{\omega_j} - k^2(Vv, V\eta^2 v)_{\omega_j} = 0,
\]

where we have used the definition of \( U(\omega_j) \) (see the beginning of Subsection 6.4.2), and the property of our construction that \( \partial \omega_j \cap (\Gamma_N \cup \Gamma_R) = \emptyset \).

Using the relation \( \| A^{1/2} \eta \nabla v \|_{L^2(\omega_j)}^2 = (A\nabla v, \eta^2 \nabla v)_{\omega_j} \) and the above formula, we obtain

\[
(6.13) \quad \| A^{1/2} \eta \nabla v \|_{L^2(\omega_j)}^2 = -2(A^{1/2} \eta \nabla v, A^{1/2} v \nabla \eta)_{\omega_j} + k^2(Vv, V\eta^2 v)_{\omega_j} \leq \frac{1}{2} \| A^{1/2} \eta \nabla v \|_{L^2(\omega_j)}^2 + k^2 \| \eta \nabla v \|_{L^2(\omega_j)}^2,
\]

which leads to \( \| A^{1/2} \eta \nabla v \|_{L^2(\omega_j)}^2 \leq 4 \| A^{1/2} v \nabla \eta \|_{L^2(\omega_j)}^2 + 2k^2 \| v \|_{L^2(\omega_j)}^2 \). Therefore, using the fact that \( \eta = 1 \) in \( \omega_j \), we have

\[
(6.14) \quad \| v \|_{H^1(\omega_j)}^2 \leq \| A^{1/2} \eta \nabla v \|_{L^2(\omega_j)}^2 + 4k^2 \| v \|_{L^2(\omega_j)}^2 \leq 4 \| A^{1/2} v \nabla \eta \|_{L^2(\omega_j)}^2 + 3k^2 \| v \|_{L^2(\omega_j)}^2 \leq C' \frac{\| v \|_{L^2(\omega_j)}^2}{(tH)^2},
\]

for some \( C' \) independent of \( k, H \) and \( t \), where we have used Assumption 1 such that \( kV_{\max}H \leq C'' \) for \( C'' = A_{\min}/(\sqrt{2C_R}) \). This completes the proof.

6.4.6. Proof of Lemma 6.2. We use Lemma 3.9 of [13], which implies that

\[
(6.15) \quad \| Re v \|_{H^{1/2}(\omega)} \leq C \left( \| A^{1/2} \nabla v \|_{L^2(\omega)} + H \| \nabla \cdot (A\nabla v) \|_{L^2(\omega)} \right),
\]

for some \( C \) independent of \( k, H \). By a triangular inequality, we have

\[
H \| \nabla \cdot (A\nabla v) \|_{L^2(\omega)} \leq H \| kV^2 v \|_{L^2(\omega)} + H \| \nabla \cdot (A\nabla v) \|_{L^2(\omega)} \leq C'' \| kVv \|_{L^2(\omega)} + H \| \nabla \cdot (A\nabla v) \|_{L^2(\omega)} + k^2 \| v \|_{L^2(\omega)} \leq C'' \| kVv \|_{L^2(\omega)} + H \| \nabla \cdot (A\nabla v) \|_{L^2(\omega)} + k^2 \| v \|_{L^2(\omega)},
\]

where we have used Assumption 1 such that \( kV_{\max}H \leq C' \) for \( C' = A_{\min}/(\sqrt{2C_R}) \).

Now, using the definition of the \( H(\omega) \) norm, we have

\[
\| A^{1/2} \nabla v \|_{L^2(\omega)} + C'' \| kVv \|_{L^2(\omega)} \leq C'' \| v \|_{H(\omega)}^2,
\]

for some generic constant \( C'' \) that does not depend on anything else. Combining the above inequalities concludes the proof.
6.4.7. For Edges Connected to the Boundary. The above proofs are for interior edges. For edges connected to the boundary, we need a different geometric relation, as depicted in the right of Figure 9. The quantitative characterization of this geometric relation is the same as that in Subsection 3.3.2 of [13], which introduces three other parameters \(l_4, l_5, l_6\) to describe the geometry associated with edges, similar to \(l_1, l_2, l_3\) for interior edges.

The main idea of the proof for this case is the same as that for the interior edges. We need to prove Lemmas 6.1 and 6.2 for edges connected to the boundary. The proof of Lemma 6.2 remains the same since its statement holds for all edges. To prove Lemma 6.1, we again use the same strategy in Subsection 6.4.3, by establishing Lemmas 6.4 and 6.5 and then using an iteration argument. The iteration argument and the proof for Lemma 6.4 remain unchanged. For Lemma 6.5, the only slight change is (6.12), which becomes

\[
(A\nabla v, \nabla (\eta^2 v))_{\omega_j} - k^2 (Vv, V\eta^2 v)_{\omega_j} = (T_k v, \eta^2 v)_{\partial\omega_j \cap (\Gamma_N \cup \Gamma_R)},
\]

due to the boundary conditions involved. However, since \(\text{Re}(T_k v, \eta^2 v)_{\partial\omega_j \cap (\Gamma_N \cup \Gamma_R)} \leq 0\), the conclusion of Lemma 6.5 still holds.

Therefore, the result also holds for edges connected to the boundary.

6.5. Proof of Proposition 3.12. First we have the bound on the oversampling bubble part in (3.22):

\[
\|u^b_{\omega_e}\|_{\mathcal{H}(\omega_e)} \leq \frac{3C_{L^p}}{A_{\min}^{1/2}} H \|f\|_{L^2(\omega_e)}.
\]

Applying Lemma 6.2 and the definition of \(u^b_{\omega_e}\) leads to

\[
\|R_e u^b_{\omega_e}\|_{\mathcal{H}^{1/2}(e)} \leq C \left( \|u^b_{\omega_e}\|_{\mathcal{H}(\omega)} + H \|\nabla \cdot (A\nabla u^b_{\omega_e}) + k^2 V^2 u^b_{\omega_e}\|_{L^2(\omega)} \right) \\
\leq C'H \|f\|_{L^2(\omega_e)},
\]

where \(C'\) is a constant independent of \(k\) and \(H\).

6.6. Proof of Theorem 4.3.

Proof. Define \(e_S = u^h - a^s - u_S \in V^h\). Take \(\psi = N_k^e(e_S)\). It holds that

\[
\|e_S\|_{L^2(\Omega)}^2 = a(e_S, \psi) = a(e_S, \psi - v),
\]

for any \(v \in S\), due to the property of the Galerkin solution. Thus, using the boundedness of \(a(\cdot, \cdot)\), we obtain that

\[
\|e_S\|_{L^2(\Omega)}^2 \leq C_c \|e_S\|_{\mathcal{H}(\Omega)} \|\psi - v\|_{\mathcal{H}(\Omega)} = C_c \|e_S\|_{\mathcal{H}(\Omega)} \|\overline{\psi} - \overline{v}\|_{\mathcal{H}(\Omega)}.
\]

As \(\overline{\psi} = N_k \overline{\tau}\) according to the definition of the adjoint problem in Subsection 2.2, we can take infimum of \(v\) over \(S\), using the fact that \(S = \overline{S}\), the definition (4.3), the inequality (6.19), to get

\[
\|e_S\|_{L^2(\Omega)}^2 \leq C_c \|e_S\|_{\mathcal{H}(\Omega)} \cdot \eta(S) \|\overline{\tau}\|_{L^2(\Omega)},
\]

which leads to the desired \(L^2(\Omega)\) error estimate: \(\|e_S\|_{L^2(\Omega)} \leq C_c \eta(S) \|e_S\|_{\mathcal{H}(\Omega)}\).
For the $\mathcal{H}(\Omega)$ error, the property of Galerkin’s solution implies that for any $v \in S$, we have

\[
\|e_s\|_{\mathcal{H}(\Omega)}^2 = \text{Re} a(e_s, e_s) + \{\|e_s\|_{\mathcal{H}(\Omega)}^2 - \text{Re} a(e_s, e_s)\}
\]

(6.20)

\[
= \text{Re} a(e_s, u^h - u^g - v) + 2\|kV(x)e_s\|_{L^2(\Omega)}^2 + \text{Re}(T_ke_s,e_s)\Gamma_N \cup \Gamma_R
\]

\[
\leq C_c\|e_s\|_{\mathcal{H}(\Omega)}\|u^h - u^g - v\|_{\mathcal{H}(\Omega)} + 2(kV_{\max} C_c \eta(S))^2\|e_s\|_{\mathcal{H}(\Omega)}^2,
\]

where we have used the fact that $\text{Re}(T_ke_s,e_s)\Gamma_N \cup \Gamma_R \leq 0$ and the $L^2(\Omega)$ error estimate that we established earlier.

By the assumption $k\eta(S) \leq 1/(2C_c V_{\max})$, the last term in (6.20) is bounded by $\frac{1}{2}\|e_s\|_{\mathcal{H}(\Omega)}^2$. Thus due to the arbitrariness of $v$, we arrive at

\[
\|e_s\|_{\mathcal{H}(\Omega)} \leq 2C_c \inf_{v \in S} \|u^h - v\|_{\mathcal{H}(\Omega)}.
\]

This completes the proof for the first part. Next, we move to the proof for the discrete inf-sup stability. For any $v \in S$, set $z = 2N_k^*(k^2V^2v) \in \mathcal{H}(\Omega)$ so that $a(v, z) = 2k^2(V^2v, v)_{\Omega}$. Plugging $v$ and $v + z$ into the sesquilinear form yields:

\[
a(v, v + z) = a(v, v) + a(v, z)
\]

\[
= (A\nabla v, \nabla v)_{\Omega} - k^2 (V^2v, v)_{\Omega} - (T_kv, v)_{\Gamma_N \cup \Gamma_R} + 2k^2 (V^2v, v)_{\Omega}
\]

\[
= \|v\|_{\mathcal{H}(\Omega)}^2 - (T_kv, v)_{\Gamma_N \cup \Gamma_R}.
\]

By the definition of $T_k$, $\text{Re}(T_kv, v)_{\Gamma_N \cup \Gamma_R} \leq 0$, so it holds that

\[
\text{Re} a(v, v + z) \geq \|v\|_{\mathcal{H}(\Omega)}^2.
\]

Now, by the definition of the adjoint problem, we have $\bar{\tau} = 2N_k^*(k^2V^2\eta)$. Let $z_S \in S$ achieve the best approximation in (4.3) for $f = 2k^2V^2\tau$, so that

\[
\|\bar{\tau} - \bar{\eta} - z_S\|_{\mathcal{H}(\Omega)} \leq \eta(S)\|2k^2V^2\bar{\tau}\|_{L^2(\Omega)} \leq 2kV_{\max} \eta(S)\|\bar{\tau}\|_{\mathcal{H}(\Omega)}.
\]

(6.21)

We can choose $v' = v + \bar{\tau} \in S$ to compute

\[
\text{Re} a(v, v + \bar{\tau}) = \text{Re} a(v, v + z) - \text{Re} a(v, z - \bar{\tau}) \geq \|v\|_{\mathcal{H}(\Omega)}^2 - C_c\|\|v\|_{\mathcal{H}(\Omega)} - \|\bar{\tau} - z_S\|_{\mathcal{H}(\Omega)}\|.
\]

We use the bound in (6.21) and the triangle inequality to get

\[
|a(v, v + \bar{\tau})| \geq \|v\|_{\mathcal{H}(\Omega)}^2 (1 - 2C_c V_{\max} \eta(S)) - C_c\|v\|_{\mathcal{H}(\Omega)}(\|z^h - \bar{\tau}\|_{\mathcal{H}(\Omega)} + \|z^b\|_{\mathcal{H}(\Omega)}).
\]

Meanwhile, by a triangle inequality, we get

\[
\|v + \bar{\tau}\|_{\mathcal{H}(\Omega)} \leq \|v\|_{\mathcal{H}(\Omega)} + \|z^h - \bar{\tau} - z_S\|_{\mathcal{H}(\Omega)} + \|z\|_{\mathcal{H}(\Omega)} + \|z^b\|_{\mathcal{H}(\Omega)} + \|z^b\|_{\mathcal{H}(\Omega)}.
\]

Finally we are left to estimate the energy norm of $z$ and its fine scale parts. By the stability estimate in (2.3), we have

\[
\|z^h\|_{\mathcal{H}(\Omega)} \leq C_{\text{stab}}(k)\|2k^2V^2v\|_{L^2(\Omega)} \leq 2C_{\text{stab}}(k)V_{\max}\|v\|_{\mathcal{H}(\Omega)},
\]

and by the bound on the fine part as given by (3.19), it holds that

\[
\|z^b\|_{\mathcal{H}(\Omega)} \leq C_s H\|2k^2V^2\tau\|_{L^2(\Omega)} \leq 2C_s H kV_{\max}\|v\|_{\mathcal{H}(\Omega)}.
\]
Therefore, we obtain
\[
\sup_{v' \in \mathcal{S}(\{0\})} \frac{|a(v, v')|}{\|v\|_{H^1(\Omega)} \|v'\|_{H^1(\Omega)}} \geq \frac{|a(v, v + \frac{\eta}{k})|}{\|v\|_{H^1(\Omega)} \|v + \frac{\eta}{k}\|_{H^1(\Omega)}} \\
\geq \frac{1}{(1 + 2\eta(S)kV_{\text{max}} - 2C_{C}C_{h}kV_{\text{max}})\|v\|_{H^1(\Omega)}^2}.
\]
Using the assumptions that \(\eta(S)kV_{\text{max}} \leq 1/(4C_{c})\) and \(C_{c}kV_{\text{max}} \leq 1/(8C_{c})\), we obtain the desired estimate.

\section{Generalization to 3D problems}
We discuss how to generalize the 2D edge basis framework to 3D problems. Now, in the mesh structure, the cubes will be the elements \(\mathcal{T}_H = \{T_1, T_2, \ldots, T_r\}\). As in the 2D case, we have the collection of nodes \(\mathcal{N}_H = \{x_1, x_2, \ldots, x_p\}\) and the collection of edges \(\mathcal{E}_H = \{e_1, e_2, \ldots, e_q\}\). We also have the collection of faces \(\mathcal{F}_H = \{f_1, f_2, \ldots, f_s\}\) and the face set is defined via \(F_H := \bigcup_{f \in \mathcal{F}_H} f\).

As before we perform the local and global harmonic-bubble decomposition \(u = u^h + u^s\) for a mesh size \(H = O(1/k)\). We want to approximate the Helmholtz-harmonic part \(u^h\), which is uniquely determined by its traces on the face set \(F_H\). To achieve so, we will construct local face basis functions.

In order to isolate the approximation task to each face (similar to 2D, where we isolate the task to each edge via nodal interpolation), we first introduce nodal and edge basis functions. Similar to 2D, these basis functions are constructed via linear interpolations from nodal or edge values to facial values. We detail the construction below.

1. **Nodal basis:** We define a nodal basis associated with each \(x_i\) that satisfies \(\phi_i(x_j) = \delta_{ij}\), with its value on the faces as linear interpolations between the values of its boundary four nodes. The Helmholtz-harmonic extension of the facial values leads to the basis functions.

2. **Edge function and edge basis:** For each edge \(e_i\), we consider edge functions \(\phi_i^{(1)}\) supported on \(e_i\) and vanishing on the endpoint nodes: namely \(\phi_i^{(1)}(x) = 0\) for any \(x \in e_j\) when \(j \neq i\). We extend its value to the faces via linear interpolation between the values on the edges. Then, its value in the domain is identified via Helmholtz-harmonic extension. This defines an edge function.

We know that the restriction of any edge function on the faces is supported in the 4 faces containing \(e_i\) as an edge. The associated Helmholtz-harmonic function has its support in the 4 cubes containing \(e_i\) as an edge. Notice that we could have an infinite number of edge functions on every edge. We will construct a finite number of edge basis later for approximation. This is different from the 2D case and the nodal basis functions.

With nodal basis and edge functions defined, we can define similarly to Section 3.4.2 the interpolation of face functions. Recall that similar to the 2D case, face functions are functions defined on the face set and whose Helmholtz-harmonic extension leads to functions defined in the domain. We pick up the notation there and denote the nodal interpolation of a face function \(v\) as \(I_H v\). Now, \(v - I_H v\) restricted to the edge set is localized on each edge, and we can use edge functions to account for the edge values. We denote the edge interpolation as \(J_H v\) such that \(v - I_H v - J_H v\) vanishes on each edge. Here, \(J_H v\) equals \(v - I_H v\) on each edge and is linear in each face.

The operators \(I_H, J_H\) are linear, with the image of \(I_H, J_H\) spanned by the nodal
and edge functions, respectively. We only need to find edge basis functions to approximate \( J_H v \) and face basis functions to approximate \( F_H v := v - I_H v - J_H v \).

Notice that the interpolation operators \( J_H \) and \( F_H \) are locally well defined for each edge \( e \) and face \( f \) respectively: \( J_H v \) restricted on \( e \) is only dependent on the values of \( v \) on \( e \) and \( F_H v \) restricted on \( f \) is only dependent on the values of \( v \) on \( f \). We use the notation \( J_e \) and \( F_f \) to denote their restrictions on \( e \) and \( f \) so that \( J_H = \sum_e J_e \) and \( F_H = \sum_f F_f \).

We use oversampling to achieve exponential approximation accuracy for both edges and faces. To be specific, we consider an oversampling element \( \omega_e \) associated with each edge \( e \) such that \( e \) is contained in the interior; for example, similar to (3.12) we take

\[
\omega_e = \bigcup \{ T \in T_H : T \cap e \neq \emptyset \}.
\]

Similarly, we can take an oversampling element \( \omega_f \) associated with a face \( f \) to be

\[
\omega_f = \bigcup \{ T \in T_H : T \cap f \neq \emptyset \}.
\]

Now, we perform harmonic-splitting on each oversampling domain and define the two special harmonic functions \( u_{\omega_e}^{(1)} \) and \( u_{\omega_f}^{(2)} \) to account for the effect of oversampling bubble part for edges and faces, similar as the 2D framework. The function \( u_{\omega_e}^{(1)} \) lies in the span of edge functions, with its restriction on each edge \( e \) equal to \( J_e u_{\omega_e}^{b} \). The restriction of \( u_{\omega_f}^{(2)} \) on each face \( f \) equals \( F_f u_{\omega_f}^{b} \). Both special functions are tractable by solving local problems. Then, we have the localization of the approximation

\[
u - u^b - u_{\omega_e}^{(1)} - u_{\omega_f}^{(2)} = I_H u^b + J_H u^b - u_{\omega_e}^{(1)} + F_H u^b - u_{\omega_f}^{(2)} = I_H u + \sum_e J_e u_{\omega_e}^{b} + \sum_f F_f u_{\omega_f}^{b}.
\]

We only need to show that for each edge \( e \) and each face \( f \), the parts \( J_e u_{\omega_e}^{b} \) and \( F_f u_{\omega_f}^{b} \) can be approximated with exponential efficiency. Similar to the 2D case, by exponential decaying eigenvalues of concentric domains in Lemma 6.1, we only need to show the boundedness of the restrictions \( J_e \) and \( F_f \), similar to Lemma 6.2; see the two propositions below.

**PROPOSITION 7.1.** For \( d = 3 \) and an oversampling domain \( \omega \) such that \( l_1 e \in \omega \) for a uniform constant \( l_1 > 1 \). If \( v \in H^1(\omega) \) and \( \nabla \cdot (A \nabla v) \in L^2(\omega) \), it holds that

\[
\| J_{e} v \|_{H^{1/2}(e)} \leq C \left( \| v \|_{H(\omega)} + H \| \nabla \cdot (A \nabla v) \|_{L^2(\omega)} \right),
\]

for some \( C \) independent of \( k \) and \( H \).

**PROPOSITION 7.2.** For \( d = 3 \) and an oversampling domain \( \omega \) such that \( l_1 f \in \omega \) for a uniform constant \( l_1 > 1 \). If \( v \in H^1(\omega) \) and \( \nabla \cdot (A \nabla v) \in L^2(\omega) \), it holds that

\[
\| F_{f} v \|_{H^{1/2}(f)} \leq C \left( \| v \|_{H(\omega)} + H \| \nabla \cdot (A \nabla v) \|_{L^2(\omega)} \right),
\]

for some \( C \) independent of \( k \) and \( H \).

The norms \( H^{1/2}(e) \) and \( H^{1/2}(f) \) are defined via the Helmholtz-harmonic extension of the edge functions and face functions, similar to Definition 3.7. They are equivalent to the \( H^{1/2}_{\text{ho}} \) norm on the faces and are bounded by the local \( C^0 \) norm. The proofs of the propositions will be analogous to Lemma 6.2 in the 2D case, where we use local \( C^0 \) estimates to conclude the proofs.
Combing all the above, we obtain a framework in 3D, using nodal basis, edge basis, and face basis, together with the bubble part to get nearly exponentially convergent accuracy.

8. Concluding Remarks. In this paper, we have developed a multiscale framework for solving the Helmholtz equation in heterogeneous media and high frequency regimes. The coarse-fine scale decomposition of the solution space is motivated by the MsFEM. In our algorithm, the coarse scale Helmholtz-harmonic part and the fine scale bubble part are computed separately. Their own structures are carefully explored, such as the low complexity of the coarse part and the locality of the fine part. A nearly exponential rate of convergence is proved rigorously and is confirmed numerically for a wide range of the Helmholtz equations with rough coefficients, high contrast, and mixed boundary conditions.

Perhaps surprisingly, our framework implies that designing an accurate multiscale method for the Helmholtz equation is not much more different from that for the elliptic equation. Many techniques in the elliptic case can be successfully adapted once the mesh size satisfies $H = O(1/k)$, a condition that does not suffer from the pollution effect. This work also demonstrates the broad applicability of our exponentially convergent multiscale framework proposed originally in [13].

Most discussions in this paper are concerned with dimension $d = 2$. We provide a generalization incorporating face basis with dimension $d = 3$ in Section 7, where a similar idea of localizing the basis via a non-overlapped decomposition is exploited.

It is of future interest to extend this methodology systematically to other equations such as the Schrodinger equation, where the problem is time-dependent and the potential function could introduce indefiniteness into the system. On the other hand, developing a better theoretical understanding of the behavior of the multiscale framework with respect to high contrast in the media is also an exciting direction for further exploration.
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