Abstract

Math Word Problem (MWP) solving needs to discover the quantitative relationships over natural language narratives. Recent work shows that existing models memorize procedures from context and rely on shallow heuristics to solve MWP. In this paper, we look at this issue and argue that the cause is a lack of overall understanding of MWP patterns. We first investigate how a neural network understands patterns only from semantics, and observe that, if the prototype equations like  are the same, most problems get closer representations and those representations apart from them or close to other prototypes tend to produce wrong solutions. Inspired by it, we propose a contrastive learning approach, where the neural network perceives the divergence of patterns. We collect contrastive examples by converting the prototype equation into a tree and seeking similar tree structures. The solving model is trained with an auxiliary objective on the collected examples, resulting in the representations of problems with similar prototypes being pulled closer. We conduct experiments on the Chinese dataset Math23k and the English dataset MathQA. Our method greatly improves the performance in monolingual and multilingual settings.

1 Introduction

A Math Word Problem (MWP) is described as a natural language narrative with a math question. The MWP solver is required to generate a solution equation, which can be calculated to get the numerical answer, by understanding the contextual problem description.

In teaching, students are encouraged to recognize that mathematics is really about patterns and not merely about numbers (Council, 1989). Mathematically excellent students explore patterns, not just memorize procedures (Schoenfeld, 1992). Recently, Patel et al. (2021) mention that existing MWP models (Xie and Sun, 2019; Zhang et al., 2020) rely on shallow heuristics to generate equations. These models can predict solutions well even if leaving only narratives without questions, which suggests that neural networks learn to solve MWP by memorizing the lexical input like rote learning. Thus, existing models get stuck in memorize procedures. We look at this issue and hypothesize it is because they focus on text understanding or equation generation for one problem. The same quantitative relationship corresponds to many problems of different themes and scenarios, but previ-
ous methods overlook the outlining and distinction of MWP patterns.

In this work, we first investigate how a neural network understands MWP patterns only from semantics. We adopt the widely used encoder-decoder model structure (Cho et al., 2014). BERT (Devlin et al., 2019) is employed as the semantic encoder, and a tree decoder (Xie and Sun, 2019) is adopted to generate equations. We probe the problem representations in BERT. The visualization by T-SNE (van der Maaten and Hinton, 2008) in Figure 1 shows that, through the semantic encoder, most representations of problems with the same prototype equation are pulled closer, even if their narratives are semantically different. We also analyze the representations in different BERT layers, and the results show the lexical semantics mainly affects the problem-solving in lower layers. Besides, for each prototype equation, those problem representations far away from its center representation tend to produce incorrect solutions.

Inspired by it, we propose a contrastive learning approach that seeks similar prototypes to support model to better understand patterns and perceive the divergence of patterns. When collecting contrastive examples, we follow Xie and Sun (2019) to convert the prototype equation to a tree. Given an equation tree, the positive examples are retrieved if their trees or subtrees have the same structure, and the negative examples are collected from the rest in terms of the operator types and the size of the tree. The solving model is first jointly optimized by an equation generation loss and a contrastive learning loss on the collected examples, and then, is further trained on the original dataset. While the generation loss empowers the model to memorize procedures from the semantics, the contrastive learning loss brings similar patterns closer and disperses the different patterns apart.

We conduct experiments on the Chinese dataset Math23k (Wang et al., 2017) and the English dataset MathQA (Amini et al., 2019) in monolingual and multilingual settings. To support constructing multilingual contrastive examples, we follow Tan et al. (2021) to adapt MathQA as the counterpart of Math23k. Experimental results show that our method achieves consistent gains in monolingual and multilingual settings. In particular, our method allows the model to improve the performance in one language using data in another language, which suggests that MWP patterns are language-independent. Furthermore, we verify that, through our contrastive learning, the representations that previously generate wrong solutions get closer to their centers, and several problems are solved well.

To summarize, the contributions of this paper include: i) An analysis of the MWP model showing that the semantic encoder understands lexical semantics in lower layers and gathers the prototype equations in higher layers. ii) A contrastive learning approach helping the model to better understand MWP patterns and perceive the divergence of patterns. iii) Applications in the multilingual setting suggesting that we can further improve the model performance using data in different languages.

2 Related Work

2.1 Math Word Problem Solving

Given a natural language narrative with a mathematical question, the task is to generate a solution equation to answer the question. The methods can be divided into four categories: rule-based methods (Fletcher, 1985; Bakman, 2007), statistical machine learning methods (Kushman et al., 2014; Hosseini et al., 2014), semantic parsing methods (Shi et al., 2015; Koncel-Kedziorski et al., 2015) and deep learning methods (Wang et al., 2017; Huang et al., 2018a,b; Xie and Sun, 2019; Zhang et al., 2020).

Deep learning methods have achieved significant improvement on MWP solving. Wang et al. (2017) first attempt to use recurrent neural networks to build a seq2seq solving model. Xie and Sun (2019) propose a tree-structured decoder to generate an equation tree. Syntactically correct equations can be generated through traversing the equation tree. Zhang et al. (2020) apply graph convolutional networks to extract relationships of quantities in math problems. Recently, unsupervised pretraining of language models (Devlin et al., 2019; Yang et al., 2019a) has provided informative contextual representations for text understanding, and fine-tuning techniques (Cui et al., 2019; Li et al., 2021) have brought further performance gains. Several works (Kim et al., 2020; Tan et al., 2021; Cobbe et al., 2021) based on pretrained language models enhance the ability of problem understanding.
2.2 Contrastive Learning

Contrastive learning is a method of representation learning, which is first designed by Hadsell et al. (2006). By pulling semantically similar embeddings together and pushing semantic different ones apart, contrastive learning can provide more effective representations. In NLP, similar approaches have been explored in many fields. Bose et al. (2018) develop a sampler to find harder negative examples, which forces the model to learn better word and graph embeddings. Yang et al. (2019b) use contrastive learning to reduce word omission errors in neural machine translation. Clark et al. (2020) train a discriminative model on contrastive examples to obtain more informative language representations. Gao et al. (2021) advance the performance of sentence embeddings by using contrastive learning in supervised and unsupervised settings. Yu et al. (2021) develop a contrastive self-training to help language model fine-tuning and label denoising in weak supervision.

To the best of our knowledge, this is the first work to adopt contrastive learning to MWP solving. With the supervision of contrastive learning, we seek similar MWP patterns to pull them closer, and collect confusing patterns to push them apart.

3 Semantic Encoder Gathers Prototypes

In this section, we explore how a neural network understands patterns from semantics. We adopt the encoder-decoder model structure to solve problems, and perform analyses on the problem representations. The observation is that the semantic encoder understands lexical semantics at lower layers and gathers the prototype equations at higher layers.

3.1 Experimental Setup

3.1.1 Datasets

We perform analyses on two widely used datasets Math23k (Wang et al., 2017) and MathQA (Amini et al., 2019). The Math23k dataset is composed of 23k MWPs in elementary education, and the MathQA has 37k MWPs with multiple choices and equations.

3.1.2 Model Architecture

Semantic Encoder The pre-trained language model BERT (Devlin et al., 2019) is employed as the semantic encoder. The unsupervised pre-training on large corpora renders the model to learn linguistic knowledge, which provides rich textual representations.
Equation Decoder  A tree decoder (Xie and Sun, 2019) is adopted to generate solution equations. We use the BERT-encoded representation of [CLS] token to initialize the root node when decoding. Recursively, the decoder generates the embedding of each node, and predicts the probabilities of number and operator candidates.

For brevity, we denote our model as **BERT-TD**. The model takes the textual problem description as the input and is optimized by minimizing the negative log-likelihoods of node probabilities for predicting the ground-truth equation tree.

### 3.2 Shifts of Problem Representation

To explore how the neural model learns MWP patterns during training, we first extract BERT-encoded representations of [CLS] token in different epochs and different layers. Then we perform the T-SNE visualization (van der Maaten and Hinton, 2008) shown in Figure 2. The representations of different epochs are picked from the top layer of BERT, and the representations of different layers are picked from the best trained model. It can be seen that, as the training goes on, the representations with the same prototype equation are gathering. Besides, with the increase of the depth of encoder layers, the gathering tendency becomes more and more obvious.

Intuitively, the prototype equation exhibits the essential relationship between the quantities in MWP. These results also verify that the patterns learned by the neural model are directly associated with the prototype equations.

### 3.3 Semantics and Prototype Equation

From the visualizations, we can not see how semantics affects problem-solving. To this end, we collect 20 problem pairs with similar lexical semantics but exactly different prototypes, and 20 problem pairs with the same prototype but in different themes or scenarios. Not like taking the [CLS] representation in Section 3.2, we average the representations over all words in one problem. The cosine similarities of the averaged representations are calculated for these problem pairs in different BERT layers.

The averaged similarities are shown in Figure 3. The semantically similar problems obtain higher values in lower layers but the similarity gradually decreases as the model deepens. Meanwhile, with the increase of the model depth, although in different semantics, the problems with the same prototype equation achieve higher similarity. This demonstrates that lexical semantics affects problem-solving at lower layers, and the model further extracts prototypes from the semantics at higher layers.

### 3.4 Clustering and Solving Ability

With the above observation, we attempt to discover the relationship between prototype clustering and model performance. For each prototype equation, we first average the representations of the corresponding problems to obtain its center point, and then calculate the cosine distances between representations and its centers. A higher cosine distance means the representation is closer to its center. We split the cosine distance into several intervals and compute the proportion of correct predictions for each interval. The results are shown in Figure 4,

Figure 3: Similarities of problem representations in different BERT layers. The blue polyline corresponds to the semantically similar problems. The red polyline corresponds to problems with same prototype equation.

Figure 4: Model performance in each distance interval. The interval index $x$ indicates the cosine distances are in the interval $[0.1 \times (x-1), 0.1 \times x]$. The dotted line is computed by polynomial least squares fitting.
which suggests that the representations apart from centers tend to produce wrong solutions.

4 Contrastive Learning

In this section, we propose a contrastive learning approach to help the model to perceive the divergence of MWP patterns. One drawback of existing deep learning methods is that they overlook the outlining and distinction of MWP patterns. In contrast, we seek similar prototype equations from various problems to support model to understand patterns, and collect easily confused patterns for model to distinguish.

4.1 Data Collection

We construct contrastive MWP triples \( \{p, p^+, p^-\} \) containing a basic problem \( p \) and its positive and negative examples \( \{p^+, p^-\} \).

Positive Example  One direct way is to collect problems whose prototype equation is completely the same as the given problem \( p \). However, the same quantitative relationship in \( p \) also exists in other problems. As shown in Table 1, for the second problem, before answering "How many games could he buy?", another hidden question is "How much money does he have?" whose solving equation is in the same prototype as the first problem. Thus, we parse the prototype equation to tree structure by following Xie and Sun (2019) and consider its sub-equations and subtrees. The problem \( p^+ \) is taken as a positive example if its tree or subtree has the same structure as \( p \), such as "tree" and the subtree of "tree-" in Figure 5.

Negative Example  Bose et al. (2018) and Kalantidis et al. (2020) stress the importance of hard negative examples in contrastive learning. If we choose \( p^- \) whose prototype is totally different from \( p \), the original MWP model can easily distinguish them apart. Thus, in this work, the problem \( p^- \) is chosen as a hard negative example if its tree has the same number of nodes but different operator node types, such as "tree" and "tree-" in Figure 5. With the training on hard negative examples, our model can distinguish more subtle differences from various prototypes, and further grasp the inner pattern of MWP.

4.2 Training Procedure

We train the model on our contrastive problem triples. As shown in Figure 5, the problems are first encoded by BERT, and then the tree decoder predicts the nodes of the equation tree.

During contrastive learning, the triple \( z = (p, p^+, p^-) \) are input to the model together to predict equation trees. Owing to the decoding manner of Xie and Sun (2019), each node embedding represents the whole subtree information rooted in it. The root node embeddings of the problem \( p \) and its negative problem \( p^- \) are picked for model to distinguish. For its positive problem \( p^+ \), we find the root node of the tree or subtree containing the same structure as \( p \), and pull its embedding closer to that of \( p \). For brevity, we denote these node embeddings as \((e, e^+, e^-)\) and the contrastive learning loss becomes:

\[
    L_{cl} = \sum_z \max(0, \eta + \text{sim}(e, e^-) - \text{sim}(e, e^+)) \tag{1}
\]
Table 2: Statistics of the used datasets. The "MathQA†" is the adapted MathQA dataset by following Tan et al. (2021).

| Dataset    | #Train | #Dev  | #Test  |
|------------|--------|-------|--------|
| Math23k    | 21,162 | 1,000 | 1,000  |
| MathQA     | 29,837 | 4,475 | 2,985  |
| MathQA†    | 23,703 | 3,540 | 2,410  |

where \(sim(\cdot)\) is the cosine similarity, and the \(\eta\) is a margin hyper-parameter.

The basics of a MWP solving model is to generate a solution equation to answer the math question. We transform the target equation \(y\) into Polish notation as \([y_1, y_2, \ldots, y_m]\), where \(m\) is the equation length. The tree decoder generates \(k\)-node token \(y_k\) recursively, and the loss of generating equation is computed as:

\[
P(y|p) = \prod_{k=1}^{m} P(y_k|p)
\]

(2)

\[
\mathcal{L}_{eq} = \sum_{p} -\log P(y|p)
\]

(3)

The final training objective is to minimize the equation loss and contrastive loss as follows:

\[
\mathcal{L} = \mathcal{L}_{eq} + \alpha \cdot \mathcal{L}_{cl}
\]

(4)

where \(\alpha\) is a hyper-parameter that represents the importance of the contrastive learning.

However, not all problems have positive examples, such as those problems whose solution is one value without any operator. With this in mind, we develop the two-stage training strategy. The MWP solver is first trained on our contrastive triples at stage I, and then further trained on the original dataset at stage II.

5 Experiments

We evaluate our method on two widely used datasets (Wang et al., 2017; Amini et al., 2019), and demonstrate its effectiveness in monolingual and multilingual settings.

5.1 Configuration

Data and Metrics We collect problems from the Chinese dataset Math23k (Wang et al., 2017) and the English dataset MathQA (Amini et al., 2019). As the formula formats of the two datasets are different, we follow Tan et al. (2021) to adapt MathQA as a counterpart of Math23k. Table 2 shows data statistics. We report the accuracy of equation generation, namely as "Acc (eq)", that the problem is solved well if the generated equation is equal to the annotated formula. Considering several equations satisfy the problem solution, we report the accuracy of answer value, namely as "Acc (ans)", to see whether the value calculated by the generated equation is equal to the target value.

Implementation We conduct our contrastive learning in the monolingual and multilingual perspectives. In the monolingual setting, we construct contrastive triples inside each dataset. In the multilingual setting, for each problem, the positive and negative examples are from different sources. Specifically, given a Chinese MWP in Math23k, we collect positive examples from MathQA and negative examples from Math23k. We adopt BERT-base (Devlin et al., 2019) as the problem encoder, and follow Xie and Sun (2019) to build the tree-decoder for solution generation. The hidden size of the decoder is set to 768. Multilingual BERT is used in the multilingual setting. The max input length is set to 120 and the max output length is set to 45. The loss margin \(\eta\) is set to 0.2. The weight \(\alpha\) of contrastive learning loss is set to 5. We use AdamW (Loshchilov and Hutter, 2017) as our optimizer, and perform grid search over the sets of the learning rate as \{5e-5, 1e-4\} and the number of epochs as \{30, 50\} for each training stage. The batch size is fixed to 16 to reduce the search space, and we evaluate models for every epoch. We use the dropout of 0.5 to prevent over-fitting and perform a 3-beam search for better generations.

5.2 Baselines

To verify the effectiveness of the proposed method, we directly train our model on original datasets without contrastive learning. In particular, the multilingual baseline model is trained by mixing Math23k and the adapted MathQA. In addition to comparing with BERT, we also investigate the following approaches:

GroupAttention\(^2\) (Li et al., 2019) develop an attention mechanism to capture the quantity-related and question-related information.

GTS\(^3\) (Xie and Sun, 2019) generate equation

\(^2\)https://github.com/lijierui/group-attention
\(^3\)https://github.com/ShichaoSun/math_seq2tree
### 5.3 Main Results

Experimental results are shown in Table 3. Training the MWP solver with our proposed contrastive learning outperforms the baseline models on all datasets.

**Monolingual Results** Compared to previous methods, the pretrained linguistic knowledge in BERT can help the MWP solver improve performance greatly. With our proposed contrastive learning method, our model achieves consistent gains on Math23k and the adapted MathQA. This suggests that seeking patterns with supervision benefits the model to solve MWPs.

**Multilingual Results** We adapt our model to the multilingual setting by using multilingual BERT and mixing two train sets. The contrastive learning improves Math23k answer accuracy to 83.9 (3.4 absolute improvements) and MathQA answer accuracy to 76.3 (2.8 absolute improvements), which are competitive with the monolingual results. This demonstrates that the model can learn similar patterns in different languages.

### 5.4 Analysis

We conduct ablations to better understand the contributions of different components in our contrastive learning method.
Figure 6: T-SNE visualization of the problem representation with and without our contrastive learning.

Figure 7: Calinski-Harabasz index on the train/test set with and without our contrastive learning.

5.4.1 Effects of Data Collection

The contrastive examples consist of positive examples with similar patterns and negative examples with exactly different patterns. In this work, we investigate different strategies of collecting positive and negative examples. As well as our strategy, we attempt to collect MWPs containing the same prototype equation to be the positive examples, and randomly select negative examples from the rest.

Table 4 shows that our strategy achieves better performance on all datasets. In addition to the problems with the same prototype equations, our collected examples include more problems having the same equation subtree structures. It can be seen that the model can benefit from these examples. For the negative examples, we take the problems with the same number of operators but different operator types. If performing random selection, the model performance drops, which suggests that our collected examples can support the model to disperse the different patterns. No matter which strategy we use, compared to the baseline without contrastive learning, our method advances MWP solving and gives one way to improve the performance by using data in different languages.

5.4.2 Effects of Hyperparameters

We train the "mBERT-TD" model with several loss margins (0.05, 0.1, 0.15, 0.2 and 0.3) to disperse the different patterns. As shown in Table 5, the margin 0.2 can help the model achieve the best performance but lower margins 0.1 and 0.15 also perform well.

As introduced in Section 4.2, we train our model in two stages and the loss weight α represents the importance of the contrastive learning. Table 6 shows the results of using different weights in each stage. It can be seen that the higher weight achieves better performance, and at stage II, training on all examples further improves the performance.

5.4.3 Visualization and Statistics

We perform the T-SNE visualization shown in Figure 6. The problem representations with the same prototype equation are more gathered through our contrastive learning. To measure this variation, we calculate the Calinski-Harabasz index (Calinski and Harabasz, 1974). Figure 7 shows that our
method supports the model to gain higher clustering scores.

The above results illustrate that, for each prototype equation, the representations are pulled closer to its centers. We re-compute the proportion of correct predictions as described in Section 3.4. The results are shown in Figure 8. We observe the accuracy increases in most intervals, which also verifies the effectiveness of contrastive learning. In particular, our model also performs well in lower intervals such as [0.6,0.7) and [0.7,0.8), which indicates those problems a little far away from their centers are not easily confused with other problems of different patterns, and our model disperses different patterns apart indeed.

Besides, we show few examples in Table 7. It can be seen that the contrastive learning method helps the model capture the quantitative relationships exactly.

6 Conclusion

In this paper, we find the neural network generates incorrect solutions due to the non-distinction of MWP patterns. To this end, we propose a contrastive learning approach to support the model to perceive divergence of patterns. We seek similar patterns in terms of the equation tree structure and collect easily confused patterns for our model to distinguish. Our method outperforms previous baselines on Math23k and MathQA in monolingual and multilingual settings.
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