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We report a study on the non-adiabatic molecular dynamics (NA-MD) of the charge transfer (CT) process in the boron subphthalocyanine chloride (SubPc)/fullerene (C₆₀) interface using our newly implemented Libra-X software package, which is based on an interface of the Libra NA-MD library and the GAMESS electronic structure software. In particular, we address the following aspects of the simulation protocol: (a) the choice of the potential used to treat interatomic interactions and its effect on the structures of the complex and CT rates; (b) the choice of the electronic structure methodology used; and (c) the choice of the trajectory surface hopping (TSH) methodology used. From our analysis of the electronic structure, we suggest that the distortion of the SubPc conical structure affects orbital localization and that the "breathing" motion of SubPc drives the CT process in SubPc/C₆₀. This study illustrates that the choice of the TSH methodology and electronic decoherence are crucial for the CT simulation. We extend our analysis of CT in SubPc/C₆₀ₙ models by increasing the number of C₆₀ molecules up to n = 4. We find that the details of the interfacial SubPc/C₆₀ₙ geometry determine the CT rate. Finally, we find the computed CT timescale to be in the range of 2.2–5.0 ps, which is in agreement with the experimentally determined timescale in the order of magnitude of ~10 ps. The developed open-source Libra-X package is freely available on the Internet at https://github.com/Quantum-Dynamics-Hub/Libra-X.

1. Introduction

Organic photovoltaic (OPV) materials are among the most studied systems owing to their potential for manufacturing efficient and inexpensive solar cells.¹–¹⁴ Phthalocyanines constitute a class of organic chromophores that bear a close resemblance to the naturally occurring porphyrin molecules, which are employed in nature itself as the key components of photosynthetic complexes in plants and photosynthetic bacteria.¹⁵,¹⁶ Both porphyrins and phthalocyanines are remarkable for their high molar extinction coefficient,¹⁷,¹⁸ which is a prerequisite for efficient solar energy harvesting. For these reasons, phthalocyanines and their derivatives have been attracting continuous interest as potential template chromophores that could be used in OPV materials.¹⁹–²⁷

Boron subphthalocyanine chloride (SubPc)/fullerene (C₆₀) heterojunctions have been recently attracting a lot of interest because of the high open-circuit voltages and power conversion efficiencies of such systems.²⁸–³⁴ SubPc is composed of three nitrogen-fused diiminoisoindole rings that are connected around a boron atom and form a cone-shaped structure. SubPc has been widely employed as a donor material whose properties can be tuned by varying the atoms and anchoring molecules,³⁵–⁴¹ while C₆₀ and its derivatives have played the role of electron acceptors.⁴²–⁴⁵ Efficient charge transfer (CT) at the donor/acceptor interfaces is a pre-requisite for realizing OPV cells with a high power conversion efficiency. Thus, the CT process in the SubPc/C₆₀ interface has been studied,⁴⁶–⁴⁸ as well as in other similar heterojunctions.¹⁴,²²,⁴⁹–⁵³ Recently, Wilcox et al.⁴⁷ reported that the CT process in a SubPc/C₆₀ dimer based on the Fermi golden rule predicted duration of the CT process to be on the order of 500 fs, which is notably shorter than the experimental value. These results suggested that the experimentally observed longer timescale can be attributed to an alternative orientation of the SubPc molecule on the C₆₀ surface. A following study carried out by Akimov⁴⁸ focused on the CT dynamics in a larger model of the interface (nearly 700 atoms) using the non-adiabatic molecular dynamics (NA-MD) technique extended to fragment molecular...
orbitals (FMOs). The study reported timescales comparable to those observed in the previous experiment, but only when electronic decoherence effects were accounted for. Moreover, the study suggested that the longer timescales observed in the previous experiment can be attributed to the details of the interfacial structure that are present in the extended system but not necessarily in the minimal dimer model. The study relied on extended Hückel theory (EHT)\textsuperscript{55–57} for electronic structures, parameterized to reproduce the orbital alignment and energy gaps of the constituent fragments. Although the aforementioned FMO-NA-MD work revealed a number of important effects, it is known that the results of NA-MD calculations may be sensitive to the details of the methodologies and interactions employed.\textsuperscript{58–61} It is important to understand the possible dependencies of the results on the choice of methodologies used for treating nuclear dynamics, electronic structures, and CT dynamics.

In the present work, we aim to fill the noted knowledge gap and also extend our mechanism understanding of CT dynamics in SubPc/(C\textsubscript{60})\textsubscript{n} systems. To address these goals, we have developed an open-source software for NA-MD simulations, dubbed Libra-X, which interfaces the Libra library\textsuperscript{62} for NA-MD simulations with a number of community electronic structure packages: in particular, with GAMESS.\textsuperscript{63,64} Our theoretical and computational methodology is presented and the program workflow is described.

Using the semiempirical methods available within the GAMESS electronic structure package interfaced with Libra within the Libra-X workflow, we undertake a comprehensive investigation of the role that the choice of computational methodologies may play in determining CT rates. In particular, we investigate the CT dynamics at the SubPc/C\textsubscript{60} interface while avoiding the use of the fragmentation ansatz. In particular, we address the following aspects of the simulation protocol: (a) the choice of the potential used to treat interatomic interactions and its effects on the structures of the complex and the CT rates; (b) the choice of the electronic structure methodology used; and (c) the choice of the trajectory surface hopping (TSH) methodology used. Furthermore, via density functional theory (DFT), we assess the quality of the semiempirical molecular orbital theories used in the present NA-MD simulations. We further extend our analysis of the CT process in SubPc/(C\textsubscript{60})\textsubscript{n} by considering larger molecular models, with up to four (n = 4) C\textsubscript{60} molecules. Such large-scale calculations are enabled by our newly developed software, Libra-X. By analyzing the correlation between the computed molecular/electronic structures and the computed electron transfer timescales, we illustrate how the details of the interfacial geometry can affect the CT rates in SubPc/(C\textsubscript{60})\textsubscript{n} systems, confirming earlier suggestions of the need for an extended system for the accurate modeling of the CT process at SubPc/C\textsubscript{60} interfaces.

2. Computational methodology

2.1. Systems studied

As suggested in earlier studies,\textsuperscript{14,46,48,50–53} the details of the interfacial structure of SubPc/C\textsubscript{60} systems may play an important role in determining the CT rates. In this work, we consider several such interfaces: SubPc/(C\textsubscript{60})\textsubscript{n} with n = 1, 2, 3, and 4 (Fig. 1). The dimer model (n = 1), SubPc/(C\textsubscript{60})\textsubscript{2}, SubPc/(C\textsubscript{60})\textsubscript{3}, and 4 (Fig. 1). The dimer model (n = 1), SubPc/(C\textsubscript{60})\textsubscript{2}, shown in Fig. 1a, has been previously used in the works of Wilcox\textsuperscript{47} and Akimov.\textsuperscript{48} The extended models (n = 2, 3, and 4), SubPc/(C\textsubscript{60})\textsubscript{n} shown in Fig. 1b–d, are created by adding C\textsubscript{60} to the dimer model. This addition makes the SubPc/C\textsubscript{60} interfacial model more realistic. The computational techniques used in this work allow us to perform direct (without fragmentation) NA-MD simulations on such extended systems.

2.2. NA-MD methodology

A. General computational workflow. To study the nonadiabatic (NA) charge and the energy dynamics in SubPc/(C\textsubscript{60})\textsubscript{n} systems, we follow the general prescription of a classical path approximation (CPA).\textsuperscript{65} Under the CPA, nuclei are propagated classically, resulting in classical trajectories. Here and in the following discussion, we use bold fonts to represent vectors and matrices.

The electronic state of the system is described by a time-dependent superposition of stationary states, \( \psi_i \), parametrically dependent on the nuclear configurations, \( \mathbf{R}(t) \):

\[
\Psi(t, \mathbf{r}) = \sum_i c_i(t) \psi_i(\mathbf{r}, \mathbf{R}(t)).
\]

Here, \( \mathbf{r} \) are the coordinates of electrons. The coefficient \( c_i(t) \) represents the amplitudes of electronic state \( i \) in the superposition and acts as the electronic degree of freedom that determines the time evolution of the wavefunction of the system. The electronic degrees of freedom evolve according to the time-dependent Schrödinger equation (TD-SE):

\[
\frac{i\hbar}{\hbar} \frac{\partial}{\partial t} \psi_i(t) = \sum_j H_{ij}^{\text{el}}(\mathbf{R}(t)) c_j(t).
\]
where $H^b_{ij}(R(t)) = E_i(R(t))\delta_{ij} - i\hbar d_{ij}(R(t))$ is the vibronic Hamiltonian. Here, $E_i$ is the energy of state $i$, $\delta_{ij}$ is a Kronecker delta symbol, and

$$d_{ij}(R(t)) = \langle \psi_i | \frac{\partial}{\partial R_{ij}} | \psi_j \rangle$$

is the non-adiabatic (time-derivative) coupling (NAC) between states $i$ and $j$.

Following earlier works,66–83 the stationary states, $\psi_i$, are chosen as 1-electron orbitals obtained from the corresponding electronic structure calculations. The use of the 1-electron orbitals is mainly motivated by the computational costs associated with the use of rigorous electronic states based on the superpositions of multi-electron Slater determinants.84 Such calculations are favorable for large systems and for long simulation timescales, such as those undertaken in the present work. At the same time, as our practice suggests, the transitions between rigorously-defined multi-electronic states are often dominated by the transitions between the frontier orbitals.85 Thus, the use of the 1-electron orbitals provides a practical way for obtaining qualitative and semi-quantitative insights into the charge and energy transfer dynamics in extended systems. Finally, one of the goals of the present work is to assess the potential differences in NA dynamics that may originate in the level of electronic structure treatment, nuclear dynamics, and intermolecular interactions used, as well as the NA-MD algorithm used. Focusing on these effects and preserving the 1-electron treatment of electronic states will allow us to relate the conclusions of this work to analogous NA-MD studies based on 1-electron approximations performed by other researchers.66–72,86 The accuracy of the approximation is assessed using TD-DFT in Section 3.3.

To study how the choice of electronic structure methodology affects the properties of 1-electron orbitals and electronic dynamics, we have considered two semiempirical approaches: (a) the Recife model 1 (RM1)87 and (b) extended Hückel theory (EHT).55–57 The Libra-X package developed in this work utilizes the GAMESS software63,64 as the electronic structure calculations driver. Thus, the range of semiempirical methods we can utilize at this point is limited by the methods available in the GAMESS code. Other methods such as MNDO,88 AM1,89 and PM390,91 are also available in GAMESS. We exclude the PM3 method due to the lack of the parameters for boron in the GAMESS implementation of PM3. In our preliminary tests, we found the AM1 method disagrees with 0b97XD92,93 results: the LUMO+1 and LUMO+2 of AM1 were localized on C$_{60}$ and SubPc, respectively.

The RM1 method is based on the neglect of diatomic differential overlap (NDDO)94 approximation, and is defined by the reparameterization of the Austin model 1 (AM1) for some atomic species.89 NDDO-based methods, such as AM1 and RM1, have been used previously in a number of NA-MD studies.95–98 In this work we selected RM1 method in favour of MNDO for the sake of convenience of the dispersion energy adjustment. The MNDO may be another suitable methodology to simulate charge transfer if the dispersion energy is adjusted well to reproduce the SubPc/C$_{60}$ binding energies of DFT.

EHT is a tight-binding Hamiltonian that allows for capturing the essential physics of many chemical systems, provides transparent routes for reparameterization, and is computationally efficient. Despite its approximate nature, it has been successfully utilized in numerous chemical applications.71,99–103 In the present calculations, it is available via the Libra package.62 For consistency with other studies, we have used the Calzaferri57 flavor of the EHT formula with its parameters taken from earlier work carried out by one of us.48 This parametrization reproduces the orbitals alignment and energy gaps of the SubPc and C$_{60}$ fragments.

Eqn (2) is solved employing a unitary transformation that diagonalizes the vibronic Hamiltonian, as discussed elsewhere.48,104 Such a solution requires numerical values for $H^b_{ij}(t)$ at the mid-point of every nuclear integration timestep, $H^b_{ij}(t + \Delta t/2)$. This quantity is evaluated by using the state energies averaged over two consecutive timesteps and the NACs computed at the midpoints:

$$H^b_{ij}(t + \frac{\Delta t}{2}) = \frac{1}{2}[E_i(R(t)) + E_j(R(t + \Delta t))]\overline{\delta_{ij}} - i\hbar\overline{d_{ij}}(t + \frac{\Delta t}{2})$$

according to previous prescriptions.48,69 The mid-point NACs are evaluated according to the Hammes–Schiffer–Tully60 formula involving the time-overlaps of the adiabatic states:

$$\overline{d_{ij}}(t + \frac{\Delta t}{2}) \approx \frac{1}{2\Delta t}\left(\left\langle \psi_i(R(t)) | \psi_j(R(t + \Delta t)) \right\rangle - \left\langle \psi_j(R(t + \Delta t)) | \psi_i(R(t)) \right\rangle \right).$$

In the above notation, we have emphasized the parametric dependence of the vibronic Hamiltonian, energies, NACs, and wavefunctions on nuclear trajectories, $R(t)$. This dependence constitutes the basis of the CPA. Apparently, any changes that affect the evolution of the nuclei and thus alter their trajectories $R(t)$ also affect the electronic dynamics of the system. The nuclear trajectories can be affected notably by two factors: (a) whether or not the electron-nuclear back-reaction is included and (b) the details of the internuclear interaction potential employed.

In this work, we chose to use the neglect of back-reaction approximation (NBRA) of Duncan et al.106 according to which nuclear dynamics is not affected by the changes of electronic states. This approximation has been widely used in NA dynamics studies in many extended systems,71,74,79,107–114 including SubPc/C$_{60}$.48 The utility of this approach is justified by the relative rigidity of our molecular system as well as by its extent.77,79,80,106 The NBRA is often a good approximation for relatively rigid structures, where excited states gradients may only slightly change the magnitudes of internal degrees of freedom, but not lead to qualitative new geometries via photoinduced nuclear reorganization. The slight changes of internal coordinates could be comparable to the fluctuations induced by a thermostat that accounts for the environmental effects. The earlier work of Wilcox et al. also suggests that the ground and excited state geometries of SubPc/C$_{60}$ could be assumed to be identical. Based on the above data, we don’t expect NBRA would notable affect the...
computed electronic dynamics, although careful studies of excited state geometries of such complexes may be useful in the future.

One of the goals of the present work is to explore the extent to which electronic dynamics are sensitive to the details of intermolecular interactions within the NBRA. We systematically investigate this effect by considering the molecular dynamics of SubPc/(C_{60})_m systems described using various intermolecular potentials. Namely, we explore three options: (a) the universal force field (UFF),117 (b) the RM1,87 and (c) the RM1 interactions combined with the van der Waals (vdW) terms originating from the UFF. For the last model, we consider two further options: (a) the default UFF parameters for vdW interactions and (b) the scaled UFF parameters with the scaling defined on the basis of our DFT calculations. The UFF has been used to investigate several molecules, including C_{60} and other systems.116–124 Although the UFF is often considered a generic but low-accuracy force field,125,126 it is useful for our purposes, because it can help to highlight the qualitative changes in electronic dynamics that are induced by changes in the internuclear interaction potentials.

B. Trajectory surface hopping and decoherence correction.

The solution of eqn (2) provides the evolution of the electronic degrees of freedom, \( \{c_{i,j}(t)\} \), which are used in the TSH algorithms to stochastically sample electronic transitions. In particular, we explore two types of TSH algorithms to understand the sensitivity of the charge and energy transfer dynamics in SubPc/(C_{60})_m systems to the choice of TSH methodology: (a) the fewest switches surface hopping (FSSH) algorithm65 and (b) the Markov state surface hopping (MSSH) algorithm.127 The latter has been employed in NA dynamics studies of the CT process in SubPc/(C_{60})_m by one of us, although the focus was on the utility of a fragmentation ansatz.48 Thus, the dependence of the results on the TSH methodology used has not been fully explored.

According to the TSH algorithms, N stochastic processes are executed. Each process represents a single realization of electronic state hopping in the manifold of adiabatic basis states. At every time step, the active state i may change to any other state j, with probability given by:

\[
g_{i \rightarrow j}(t) = \max \left( 0, \frac{2 \Delta t \exp(-\Delta E_{ij}/k_B T)}{|c_i|^2} \right). \quad (4a)
\]

\[
g_{i \rightarrow j}(t) = |c_j|^2. \quad (4b)
\]

Here, eqn (4a) and (4b) describe the FSSH and MSSH surface hopping probabilities, respectively.

The TSH-based population of state \( i \) at time \( t \) is defined as a fraction of the processes (trajectories) in state \( i \),

\[
p_{i}^{\text{SSH}}(t) = \frac{N_i(t)}{N},
\]

such that \( N = \sum_i N_i(t) \) at any time. The execution of the stochastic processes described above depends only on the sequences of \( c_i(t) \) and \( d_j(R_i(t)) \) parameterized by the nuclear trajectories. In our calculations, several nuclear trajectories, \( \{R_i(t)\} \), are considered to account for thermal (ensemble) averaging. For each nuclear trajectory, we execute \( N = 1000 \) stochastic realizations of TSH to ensure an adequate sampling of electronic transitions.

To account for the detailed balance in the electron-nuclear system, not all the attempted (proposed) electronic transitions are accepted. The original prescription65 considers the initial and final electronic energies, \( E_i \) and \( E_f \), as well as the initial nuclear kinetic energy \( K_i \). For the proposed hop to be accepted, the final nuclear kinetic energy \( K_f \) should be non-negative: \( K_f = K_i + E_i - E_f \geq 0 \). If this condition is satisfied, the proposed hop is accepted and the velocities are rescaled to preserve the total energy.96 Otherwise, the proposed hop is rejected and the directions of the velocities are reverted.

In the Libra-X implementation, we enable the following three opportunities to satisfy the energy conservation and detailed balance criteria. (a) Rescaling velocities along the direction of the derivative coupling vectors, as prescribed by the original TSH algorithm. This is the most rigorous approach.65,96 but can be executed only when the derivative coupling vectors are available. (b) Rescaling velocities uniformly. This option may be necessary when the derivative couplings are not readily available. (c) Not rescaling velocities, but rescaling the hopping probabilities by the Boltzmann factor, \( f_{\text{sh}} = \min\{1, \exp(-\Delta E_{ij}/k_B T)\} \), where \( T \) is temperature and \( k_B \) is the Boltzmann constant. This option is typically used within the NBRA framework. As it follows from the definition of the probability rescaling factor, only the probabilities of the uphill energy transitions are affected. Note that option “c” does not conserve the total energy and therefore effectively accounts for the dissipation of the excitation energy to the environment. A comparison of the three options suggests that options “a” and “b” have the largest computational complexity, because each realization of the stochastic surface hopping process is tightly associated with a separate nuclear trajectory \( \{R_i(t)\} \), whereas option “c” allows for running multiple stochastic realizations of the surface hopping process for each single nuclear trajectory. Options “a” and “b” are largely distinct because of the type of the forces that are used to drive the nuclear dynamics: option “a” implies the use of the electronic-state-specific forces, whose selection depends on the execution of the surface hopping algorithm, whereas option “b” implies the use of forces for a fixed electronic state (the ground electronic state by default).

Eqn (2) propagates the electronic degrees of freedom under the assumption of the classical nuclei. However, the quantum nature of nuclei leads to divergence in the history of their evolution, causing the electronic states to decohere. This effect is not accounted for in the TSH prescriptions described above, making them overcoherent.128–131 To account for decoherence effects, the instantaneous decoherence at attempted hops (ID-A) technique of Nelson and Tretiak132 is used. According to the ID-A, the amplitudes of the basis adiabatic states, \( c_i(t) \), are reset to 0 or 1 at every proposed transition (whether successful or not) to represent the wavefunction collapse onto one of the pure states. If the transition is successful, the wavefunction collapses onto the state where the system hops to. If the proposed transition is not accepted (unsuccessful transitions), the wavefunction collapses onto the currently active state – the system.
is associated with the state from which the attempted hop occurs. More details of the algorithm description can be found elsewhere.\textsuperscript{48,132}

2.3. NA-MD protocols

In this work, we use three NA-MD simulation protocols defined by combinations of the methods used to treat nuclear dynamics and electronic structure: (a) RM1+D/RM1, (b) UFF/RM1, and (c) UFF/EHT. Here, the first label corresponds to the nuclear dynamics methodology, whereas the second label denotes the electronic structure method used to compute the adiabatic orbitals. The label RM1+D corresponds to the RM1 internuclear interactions corrected by adding the dispersion interactions of the vdW type. Technically, these interactions are added as the vdW potential of the UFF (as implemented in the Libra package), but with the parameters derived from the DFT calculations as described below. The introduced correction is important because the RM1, as well as other NDDO-based methods\textsuperscript{62} lacks the dispersion interactions. The introduced correction is found using the DFT calculations with the B97XD functional\textsuperscript{92,93}, which is known to account well for dispersion interactions.\textsuperscript{133} To obtain structures and energies in good agreement with those found via the B97XD calculations, the vdW carbon interaction parameters are rescaled with respect to the UFF values as follows: $\sigma_{C-C}(\text{this work}) = 2\sigma_{C-C}(\text{UFF})$, $\varepsilon_{C-C}(\text{this work}) = 0.9\varepsilon_{C-C}(\text{UFF})$.

The UFF/EHT approach has already been used to investigate the CT process in SubPc/C$_6$O$_{60}$ systems,\textsuperscript{48} although within the fragmentation ansatz. Note that the re-scaling of the carbon–carbon vdW interaction parameters used in that work was as follows: $\varepsilon_{C-C}(\text{UFF/EHT}) = 3\varepsilon_{C-C}(\text{UFF})$. In the present work, the approach does not involve any fragmentation and relies on the use of the adiabatic molecular orbitals of entire systems. The UFF/RM1 approach employs the same carbon–carbon vdW interaction parameters as those in UFF/EHT.

The RM1+D/RM1 approach is used to examine the both effects of the simulation protocol and the interfacial modeling. On the other hand, UFF/RM1 and UFF/EHT are employed only to examine the effects of the simulation protocol. As we illustrate later, these methods lack consistency with the DFT results, and thus are not considered as the “production” methods. However, they are useful as atomically resolved model potentials and help us to make important inferences about the mechanisms of the CT process as well as about the methodology-dependence of the NA-MD results. The NA-MD calculation of the UFF/EHT type is performed using a script in Libra.\textsuperscript{62}  

2.4. Implementation in Libra-X

The NA-MD calculation schemes outlined above are implemented in an open-source Libra-X software package freely available on the Internet at https://github.com/Quantum-Dynamics-Hub/Libra-X. The program is written in the Python language.\textsuperscript{134} Python scripts organize the computational workflow by preparing and updating the input files of external electronic structure packages, reading their output, and performing the necessary transformations. The scripts also take care of various stages of computations, such as annealing, thermalization, and NA-MD production run. The NA-MD functionality as well as chemical structures preparation and manipulations are available in Libra-X via the Libra library.\textsuperscript{62} The latter is a library written mostly in the C/C++ language, but which exposes a lot of its functionalities to Python with the help of Boost.Python wrappers.\textsuperscript{135,136}

The computational workflow of Libra-X is illustrated schematically in Fig. 2. The calculations are initialized by the run\_X.py script, which serves as an interactive input file. This file allows the user to define all simulation parameters in an intuitive way using the dictionary argument with self-explanatory sets of recognized keywords. Some of the input parameters are, in fact, objects of specially designed data types. Such objects are used, for instance, to define the basis of excitations further used in the calculations.

The input script calls the main.py module, which creates a chemical system (System) object and loads the actual molecule information into it using a user-defined format based on the regular expressions and patterns defined in the LoadMolecule.py module of the Libra program. The script comes with a number of pre-defined patterns for common chemical structure formats, such as “.xyz” or “.pdb”, and their customized variations. The loaded copy of the molecular system is replicated to create several instances, each of which will evolve independently. The initial geometry of each instance can be perturbed randomly to sample the initial distribution of nuclear configurations from a Wigner distribution. In addition, the nuclear momenta are sampled from the Maxwell–Boltzmann distribution for a given temperature. Thus, the generated trajectories allow one to perform thermal averaging over the initial distributions. Finally, each trajectory may evolve according to different histories of TSH or decoherence processes and these histories are needed to determine the thermal (over initial conditions) and statistical (over realizations of stochastic processes) averages of the properties of interest.

The main.py module also calls the initial execution of the external electronic structure package via the exe\_X function. To date, we have implemented interfaces with $X = \text{GAMESS}$ (gms),\textsuperscript{63,64} $X = \text{Quantum Espresso (qe)}$,\textsuperscript{137} and $X = \text{Gaussian09 (g09)}$.\textsuperscript{138} This module extracts the output information and sets

---

**Fig. 2** Computational workflow in the Libra-X software.
up the volumetric information about the system of interest, such as the number of 1-electron orbitals, atoms, and electrons. Together with minimal input from the user, it constructs the active space and the basis of time-independent configurations that will be used in the NA-MD simulations. The script allocates all necessary memory and prepares the output files. Finally, the module performs a minimal sanity check to ensure the consistency of various input options.

Once the indicated preparatory steps are finished, the module calls the run_MD function of the *md.py* module. This function performs the essential part of the NA-MD simulations via a workflow between the native components of the Libra library that take care of the TSH and TD-SE calculations and external packages (collectively denoted by X) that take care of the stationary electronic structure calculations. The workflow is outlined in Fig. 2.

First, the electronic structure calculations are performed by software X via the *exe_X* function. The output of these calculations contains the information of the molecular orbitals, \( \phi_{\mu} \), the orbital energies, \( E_{\mu} \), the total energies, \( E_{\text{tot}} \) and the forces, \( F_{\mu} \). Here, \( \mu \) and \( a \) are the indices of the eigenstates and atoms, respectively. The extraction of these variables from the output file is conducted using the *X_to_libra* function, with X = gamess, qe, or g09. The functions are customized for each type of external software in the corresponding *X_to_libra.py* modules (X = gamess, qe, g09). The functions detect and extract the variables essential for the dynamics calculations.

Namely, \( \phi_{\mu} \) and \( E_{\mu} \) are used to define the energies of many-electron states (Slater determinants), \( E_i \), while \( \phi_{\mu} \) is used to define NAC \( d_{ij} \), using eqn (3), with the stationary states \( \psi_j \) constructed as Slater determinants of 1-electron orbitals included in the active space, \( \phi_{\mu} \). The total energies, \( E_{\mu} \) and couplings, \( d_{ij} \), are used to construct the vibronic Hamiltonian, \( H_{ij} \). The forces, \( F_{\mu} \) and \( H_{ij} \) are used by the intrinsic Libra functions for evolving the nuclear and electronic dynamics and to perform the surface hops for each trajectory. The evolved nuclear coordinates, \( R_{an} \), are written to the input files for the external programs via the functions of the *create_input_X.py* modules. Once the input files are updated, the electronic structure calculations are re-submitted via the *exe_X* function.

To date, the interface with the qe package allows for computing the excited state forces in molecular and solid-state systems via the delta-SCF approach. The details of such a method, as well as its benchmarks, will be reported in a separate work. Although both gms and g09 provide an access to the excited state energies, \( E_i \) and state-specific forces computed directly at various levels of theory, such computations are often limited to molecular systems and are too computationally demanding for extended systems. Thus, the focus of the present implementation is on a simplistic description of energies, couplings, and forces, with the potential of extending this approach to more sophisticated treatments.

In the present approach, we adopt the 1-electron treatment of excited state energies, but we use a multi-electron formulation to compute the NACs. Namely, the energies of excited states are approximated based on the orbital energies and the total energy of the ground state:

\[
E_i = E_{\text{tot}} + \sum_{\mu \in \text{occupied MO}} E_{\mu} - \sum_{\mu \in \text{occupied MO}} E_{\mu} (5)
\]

Here, the second and third terms express the summation over the energies of the orbitals, \( E_{\mu} \), occupied in the ground (\( \mu \)) and excited (\( \mu' \)) Slater determinants. The computations of the NACs between the N-electron Slater determinants, \( \psi_i = |\phi_{i1}\phi_{i2}...\phi_{iN}| \), involve the overlaps of such determinants at different times, which are computed as:149

\[
\langle \psi_i(t) | \psi_j(t') \rangle = \det \begin{bmatrix} \langle \phi_{i1}(t) | \phi_{j1}(t') \rangle & \cdots & \langle \phi_{i1}(t) | \phi_{jN}(t') \rangle \\ \cdots & \cdots & \cdots \\ \langle \phi_{iN}(t) | \phi_{j1}(t') \rangle & \cdots & \langle \phi_{iN}(t) | \phi_{jN}(t') \rangle \end{bmatrix}
\]

(6)

Assuming that the 1-electron functions, \( \{\phi_{\mu}\} \), are expressed as the linear combination of atomic orbital basis \( \{\chi_a\} \):

\[
\phi_{\mu} = \sum_a C_{\mu a} \chi_a.
\]

(7)

where \( C_{\mu a} \) are the expansion coefficients, the overlaps \( \langle \phi_{\mu}(t) | \phi_{\nu}(t') \rangle \) are expressed as:

\[
\langle \phi_{\mu}(t) | \phi_{\nu}(t') \rangle = \sum_{a \mu} C_{a \mu}(t) C_{a \nu}(t') \delta_{\mu \nu}.
\]

(8)

Here, \( S_{\mu \nu}(t,t') = \langle \chi_a(t)|\chi_b(t') \rangle \). According to the NDDO-approximation (which is the focus of the present work), the matrix of the atomic orbital overlaps is assumed to be the identity matrix. Hence, the elements \( S_{\mu \nu}(t,t') \) also stay equal to \( \delta_{\mu \nu} \). Thus, the computation of the 1-electron overlaps is simplified to:

\[
\langle \phi_{\mu}(t) | \phi_{\nu}(t') \rangle = \sum_{a \mu} C_{a \mu}(t) C_{a \mu}(t').
\]

(9)

These quantities form the matrix in eqn (6) and are used to compute the time overlaps of the Slater determinants, \( \langle \psi_i(t) | \psi_j(t') \rangle \), which are in turn used to compute the NACs between the multi-electron states. Note that this formulation is distinct from the one formerly used in another NBRA-based code, PYXAID.59,104

2.5. Computational details

A. Structure preparation. The initial geometries are prepared using the iQmol software.140 The structure employed in RM1+D/RM1 is optimized with the RM1 method as implemented in the GAMESS program63,64 until the residual force on each atom is less than 1.0 \( \times 10^{-3} \) a.u. This geometry is further used in the RM1+D/RM1-based simulations. Another set of structures is obtained for the UFF/RM1 and UFF/EHT calculations by optimizing the structures using UFF as implemented in the Libra software.62

The initially relaxed structures are annealed by running 20 cycles of 500 MD steps with a 0.5 fs time step under a
microcanonical (NVE) ensemble. In the end of each cycle, the atomic momenta are reset to zero to remove residual kinetic energy from the system. The annealing procedure ensures that the systems are not metastable as when they are accidentally trapped in local minima during zero-temperature relaxation. This helps avoiding instabilities during the MD simulations. The annealed systems are further thermalized to 300 K by running 5000 MD steps with a 0.5 fs time step (for a total of 2.5 ps) under a canonical (NVT) ensemble. The temperature is maintained by a Nose–Hoover chain thermostat, which ensures that the proper thermal fluctuations are sampled. We use the Nose–Hoover chain thermostat of length 5, and the characteristic time of 24 fs.

The resulting structures as well as the momenta sampled by the end of the NVT (thermalization) simulations are used to carry out the NVE MD followed by the NBRA-based NA-MD calculations. Five-picosecond MD trajectories are computed using an integration time step of 0.5 fs for each system. Thermal averaging is performed using eight starting geometries (distinct nuclear trajectories) in RM1+D/RM1 and UFF/RM1 simulations and sixteen in UFF/EHT simulations. The MD trajectories are used to propagate the electronic dynamics and perform the surface hopping simulations. For each nuclear trajectory, 1000 realizations of the stochastic surface hopping procedure are computed.

B. NA-MD details and observables. In our NA-MD simulations, only frontier orbitals are considered. Each C₆₀ fragment contributes six orbitals that correspond to the triply degenerate LUMO and triony localized dominantly on SubPc may vary depending on the thermalized molecular structure. This index of the orbital determined based on the orbital localization properties at the energy and can notably mix with each other, leading to the orbitals in the cluster model, all the C₆₀-localized orbitals are close in energy, and can notably mix with each other, leading to the orbitals of the cluster being delocalized.

The index of the MO to which the electron is excited is determined based on the orbital localization properties at the thermalized molecular structure. This index of the orbital localized dominantly on SubPc may vary depending on the methodology used. For the SubPc/C₆₀ dimer, such initial indices vary in the range of 4 to 8, where index 0 corresponds to the HOMO. Analogously, in the SubPc/C₆₀(C₄₀)₂ system, the orbitals localized on SubPc have indices 7 and 12; in the SubPc/C₆₀(C₆₀)₃ system they have index 10; and in the SubPc(C₆₀)₄ system they have indices 13 and 14. Because the localization properties of an orbital with a given index may vary depending on geometry, we compute the NA-MD starting with all of the noted states as initially populated. For each initial excitation, eight or sixteen distinct nuclear trajectories are computed. The CT is evaluated by averaging the population/energy dynamics computed with each of these initial excitation levels.

The TSH trajectories are used to compute the SH populations $p^{SH}(t)$ and the expectation values of electronic energy $E(t) = \left\langle \sum_i p^{SH}(t) E_i(R(t)) \right\rangle_t$, where $\langle \rangle_t$ denotes thermal averaging (over distinct nuclear geometries). The timescale of the charge transfer, $\tau$, is evaluated by fitting $p^{SH}(t)$ and $E(t)$ functions with a single exponential function: $p^{SH}(t) = \exp(-t/\tau)$ or $\exp(-t^2/\tau^2)$; $E(t) = E_0 \exp(-t/\tau)$ or $\exp(-t^2/\tau^2)$, where $E_0$ is the initial energy level. The fitting function is determined depending on the methodologies used.

C. Reference DFT calculations. To assess the quality of the molecular orbitals and structures computed by the considered semiempirical methods and to benchmark the SubPc/C₆₀ binding energies, we have performed DFT optimization at the oβ97XD/6-31G* level as implemented in the Gaussian09 Revision D.01. program.¹³ The structural optimization with DFT is considered to have converged when the residual force of each atom is less than $4.5 \times 10^{-4}$ a.u. The use of the dispersion-corrected oβ97XD and CAM-B3LYP¹⁴⁹ in the TD-DFT calculation, environmental effects are also examined. This effect is treated by the polarizable continuum model (PCM)¹⁵⁰ with a dielectric constant of 4.2,⁷ which is close to the constants of SubPc (3.9)⁴⁴ and C₆₀ (4.0–4.5).³¹,¹⁵¹–¹⁵³ All the TD-DFT calculations are performed at the structure optimized using oβ97XD functional.

3. Results and discussion

3.1. Assessment of intermolecular interaction potentials

The optimized molecular structures of SubPc/C₆₀ obtained with different methodologies are shown in Fig. 3. We summarize the Cl–B bond lengths, the B–N bond lengths, the Cl–B–N bond angles, the intermolecular distances, $d$, and the binding energies, $E_B$, in Table 1. The B–N lengths and Cl–B–N angles are obtained by averaging the three lengths and angles, respectively. The intermolecular distance, $d$, is defined as the minimal distance between the boron atom of SubPc and the closest carbon atom of C₆₀. The binding energy, $E_B$, is defined as the difference in the energies of the optimized dimer structure and the isolated SubPc and C₆₀ molecules optimized individually, $E_B = E_{(SubPc)} + E_{(C_{60})} - E_{(SubPc/C_{60})}$.

The Cl–B and B–N lengths are 1.9 Å and 1.5–1.6 Å in all methods, respectively; they are comparative to experimental values (1.8 and 1.5).²¹ The Cl–B–N angle of DFT is 114°, which is in good agreement with experimental value.²¹ Those of RM1-related methods (RM1 and RM1+D) are slightly underestimated from 114° by 3°. The angle of UFF is underestimated by 9°, which is larger than the error of RM1-related methods.

As expected, the dimer optimized with the oβ97XD functional is predicted to be well bound, with a binding energy of 1.3 eV and an intermolecular distance of 3.9 Å (Fig. 3a). The resulting energy compares well with that of the reported DFT results (1.2 eV) obtained at the oβ97XD level (Table 1).²¹ Additionally, the resulting distance compares well with that from the experiment (3.7–3.8 Å), based on the X-ray crystal structure analysis of the SubPc derivative/C₆₀ interface (Table 1).²¹ The dimer optimized using solely RM1 is predicted...
and \( E^d \) shows a notable improvement for describing interactions in the parameters for C atoms, as described in Section 2.3. The dispersion interactions. We consider two sets of the vdW potential with the UFF vdW term, which accounts empirically for structure. Here, we follow the same strategy and correct the RM1 Lennard-Jones potential was required to stabilize the non-cyclized cyclization of the azo-benzene molecule. The addition of a repulsive repulsive dispersion interactions erroneously favored the internal temperature. The weak binding at the RM1 level of theory leads to a notably larger intermolecular separation of \( d = 4.9 \) Å (Fig. 3d). The increased intermolecular separation does not lead to a smaller binding energy but a larger one than the DFT-derived value by 0.6 eV. This effect originates from a notable bending of the conical structure of SubPc, leading to its more “closed” configuration. Such configuration maximizes the number of surface contacts between SubPc and \( C_{60} \) yet keeping the B atom of SubPc distant from \( C_{60} \). This bending of SubPc may be attributed to the underestimated out-of-plane interactions present in UFF in comparison to the quantum mechanical treatment of the \( \pi \)-conjugation effects possible at the RM1 level of theory.

### 3.2. Assessment of electronic structure methods

The electronic structure methods used are compared to each other based on the molecular orbitals (MOs) and orbital energies they produce. The isosurfaces for several frontier orbitals and their energies are summarized in Fig. 4 and Table 2, respectively. As Fig. 4 suggests, all four combinations of optimization and electronic structure methods considered predict the HOMO (orbital index 0) localization on the SubPc fragment, whereas the triply degenerate LUMO (orbitals 1, 2, and 3) is always localized on the \( C_{60} \) fragment. The degeneracies may be slightly lifted, depending on the particular method used, but remain clearly defined. The HOMO–LUMO gap varies from 3.94 eV to 5.05 eV for all protocols other than UFF/EHT (Table 3). These values are notably overestimated with respect to the 1.9 eV gap between isolated SubPc and \( C_{60} \) orbitals, as reported by Wilcox et al.\(^{47}\) The UFF/EHT method predicts a 0.7 eV HOMO–LUMO gap, which is somewhat closer to the abovementioned value. It should be noted that in an earlier work,\(^{48}\) the HOMO–LUMO gap was assessed based on the orbital energies of the two individual fragments. The estimated value was on the same order of magnitude as those presently obtained. For our purposes, the exact value of the HOMO–LUMO gap is unimportant, because the electronic transition of interest does not involve the HOMO.

The lower energy orbitals (indices from –1 to –5) computed with all the approaches are fivefold degenerate. However, UFF/EHT predicts their localization on the SubPc fragment, whereas the other approaches predict the orbital localization on the \( C_{60} \) fragment. The HOMO–HOMO \(-1 \) gap varies from 0.9 eV to 2.0 eV for all methods except UFF/EHT (Table 3). The values are generally overestimated with respect to the experimental value (0.6 eV) reported in Wilcox’s work.\(^{47}\) On the other hand, UFF/EHT predicts almost a zero gap between HOMO–HOMO \(-1 \). Similar to the HOMO–LUMO gap, the HOMO–HOMO \(-1 \) gap is also not of interest in our CT study.

The higher energy orbitals computed with the DFT/DFT, \( RM1+D/RM1 \), and \( RM1/RM1 \) (the orbitals are shown in Fig. S1 of ESI†) methods form two groups: a doubly degenerate

| Table 1 Intermolecular distances and binding energies of SubPc/C\(_{60}\) |
|---------------|-----------|-----------|-----------|-----------|---------------|
|               | DFT       | RM1+D (scaled) | RM1+D (default) | RM1       | UFF (scaled)  | Ref.       |
| Cl–B, Å       | 1.9       | 1.9       | 1.9       | 1.9       | 1.8, expt.\(^{21}\) |
| B–N, Å        | 14        | 14        | 14        | 14        | 14            |
| Cl–B–N, Å     | 111       | 111       | 111       | 111       | 110, expt.\(^{21}\) |
| \( d \), Å    | 3.9       | 4.2       | 4.5       | 5.7       | 4.9           |
| \( E_B \), eV | 1.3       | 1.5       | 0.98      | 0.014     | 1.9           |

To be very weakly bound with \( E_B = 0.014 \) eV, which is lower than the thermal energy. Thus, the bare RM1 method is not suitable for modeling the MD of the system, because the system would readily dissociate into two molecular components at room temperature. The weak binding at the RM1 level of theory leads to a notably larger intermolecular separation of \( d = 5.7 \) Å (Fig. 3b).

The failure of the RM1 method is a consequence of the general deficiency of NDDO-based methods in regard of a description of dispersion interactions. Such a deficiency has been highlighted earlier\(^{62}\) for the Intermediate Neglect of Differential Overlap (INDO) method,\(^{154}\) where the lack of repulsive dispersion interactions erroneously favored the internal cyclization of the azo-benzene molecule. The addition of a repulsive Lennard-Jones potential was required to stabilize the non-cyclized structure. Here, we follow the same strategy and correct the RM1 potential with the UFF vdW term, which accounts empirically for the dispersion interactions. We consider two sets of the vdW parameters for C atoms, as described in Section 2.3.

The RM1+D method with the original (default) UFF parameters shows a notable improvement for describing interactions in the dimer in comparison to bare RM1: \( d \) decreases to 4.5 Å (Fig. 3c) and \( E_B \) increases up to 0.98 eV, both approaching the order of magnitude of the corresponding DFT-derived properties. Because both UFF and RM1 are parameterized interactions, we have considered further tuning of the UFF interactions by scaling the vdW strength and radii parameters of C atoms, resulting in the RM1+D (scaled) approach. This approach decreases the intermolecular distance down to 4.2 Å (Fig. 3d) and increases the binding energy up to 1.5 eV; these values are within 0.3 Å and 0.2 eV of the their respective DFT values. All the RM1, RM1+D (default), and RM1+D (scaled) methods preserve the structure of the SubPc unit such that it remains relatively flat, “open”. In the following discussions, we will imply the RM1+D (scaled) variant when referring to the RM1+D method, unless otherwise noted.

The dimer optimization with UFF (with the scaling of vdW parameters as explained in Section 2.3) leads to a relatively distant placement of the SubPc and \( C_{60} \) molecules, with \( d = 4.9 \) Å, which is longer than the DFT value by 1.0 Å (Fig. 3e). The increased intermolecular separation does not lead to a smaller binding energy but a larger one than the DFT-derived value by 0.6 eV. This effect originates from a notable bending of the conical structure of SubPc, leading to its more ‘closed’ configuration. Such configuration maximizes the number of surface contacts between SubPc and \( C_{60} \) yet keeping the B atom of SubPc distant from \( C_{60} \). This bending of SubPc may be attributed to the underestimated out-of-plane interactions present in UFF in comparison to the quantum mechanical treatment of the \( \pi \)-conjugation effects possible at the RM1 level of theory.
LUMO+1 orbital (indices 4 and 5) and a triply degenerate LUMO+2 orbital (indices 6, 7, and 8). These groups of orbitals are clearly localized on the SubPc and C60 molecules, respectively, when the DFT/DFT, RM1+D/RM1, and RM1/RM1 methods are used. Thus, the charge transfer from the photoexcited SubPc to C60 corresponds to the LUMO+1 → LUMO transition, as previously suggested by Wilcox et al.\textsuperscript{17} The LUMO+1–LUMO orbitals gaps computed using the three above-mentioned protocols are approximately 0.55 eV (Table 3), which is somewhat higher than the value (0.1 eV) reported by Wilcox et al.\textsuperscript{17} The agreement of the LUMO+1–LUMO gaps computed with the methods considered in this work. The orbital index 0 corresponds to the HOMO.

The agreement of the LUMO+1–LUMO gaps computed with the various methods. Orbitals are abbreviated as follows: H – HOMO, H–1 – HOMO–1, L+1 – LUMO+1, and L+2 – LUMO+2. The H–1, H and L orbital labels are defined for all methods, but the L+1 and L+2 labels are defined only for the first three

Table 2 Orbital energies (eV) in the SubPc/C60 dimer, computed with the methods considered in this work. The orbital index 0 corresponds to the HOMO.

|          | DFT/DFT | RM1+D/RM1 | RM1/RM1 | DFT/RM1 | UFF/RM1 | UFF/EHT |
|----------|---------|-----------|---------|---------|---------|---------|
| H–L+2    | −0.33   | −1.94     | −1.91   | −1.95   | −2.20   | −10.6   |
| H–L+1    | −0.36   | −1.94     | −1.91   | −1.96   | −2.23   | −10.7   |
| L+1–L+2  | 0.55    | 0.56      | 0.56    | 0.53    | 1.0     |
| L+2–L+1  | 0.80    | 0.11      | 0.11    | N/A     | N/A     | N/A     |

The character of the LUMO+1 and LUMO+2 changes in the UFF/RM1 and DFT/RM1 (shown in Fig. S2 of ESI\textsuperscript{1}) methods with respect to the RM1+D/RM1 or DFT/DFT methods. We observe that higher index orbitals (indices 7 and 8 in Fig. 4) are localized on SubPc, whereas the lower index states (indices 4, 5, and 6 in Fig. 4) correspond to electrons localized on the C60 moiety. A similar situation is observed when the UFF/EHT method is used. In the three methods, the SubPc electron localization corresponds to what can be classified as LUMO+2, whereas LUMO+1 orbitals are localized on C60. In addition, one can observe a mixing and mutual delocalization of the intermediate orbitals (e.g. orbital index 6 in the UFF/EHT method). The analysis of the character of the orbitals shown in Fig. 4 and Fig. S1, S2 (ESI\textsuperscript{1}) suggests that it is dictated not only by the molecular structure of the system, but also the electronic structure method used. In our study, both the DFT and RM1 methods predict a similar character of the LUMO+1 and LUMO+2 orbitals as long as the geometries of the systems are similar (e.g. compare DFT/DFT and DFT/RM1 results in
Tables 2 and 3, Fig. 4a and b). The HOMO–LUMO+2 orbitals obtained with RM1 and EHT are similar to each other (e.g. Fig. 4c and b). At the same time, both the UFF/RM1 and UFF/EHT methods predict the characters of LUMO+1 and LUMO+2 orbitals to be opposite to such orbitals obtained at the DFT-optimized structures (e.g. compare Fig. 4a and c). This effect can be clearly attributed to the UFF-optimized geometries, which show a notable conical distortion of SubPc structure in comparison to the DFT-optimized ones. The orbitals at relatively “open” SubPc structures computed by DFT and RM1 are similar. These orbitals are different from those at the relatively “closed” structures computed by RM1 and EHT. This makes us suggest that the out-of-plane bending degree of the SubPc “plane” that determines the degree of the molecular conical-like distortion may be the main reaction mode (we call this a “breathing” mode) that drives the CT process as discussed later in detail.

For the purposes of this study, the UFF/RM1 and UFF/EHT models are regarded as atomically resolved model potentials that helped us to reveal information about the possible nuclear modes that drive the CT process. However, the deviation of the electronic structure of the SubPc/C_{60} system from the reference DFT calculations makes us conclude that the UFF/RM1 and UFF/EHT methods should not be regarded as “production” methods to study CT dynamics in SubPc/C_{60} systems. In subsequent studies, the results obtained with these methods should be regarded as the qualitative exploration and not as the predictive description of the systems of interest. For the qualitative purpose, the RM1+D/RM1 method will be suitable as it reproduces the DFT results mostly.

Finally, it is worth commenting on the combination of the UFF and EHT methods used earlier in studies of CT dynamics in SubPc/(C_{60})_n. This earlier work considered CT process in the basis of quasi-diabatic fragment states. Such states have clear localization properties, as follows straight from their definition. This helped to avoid the artificial mixing or re-ordering of orbitals, even when the erroneously bent SubPc molecular structure was used. This effect is analogous to the fortuitous cancellation of DFT delocalization errors within the fragmentation ansatz, reported by the Pavanello group.155

3.3. Assessment of the environmental effects and 1-electron approximation

As described in Section 2.2. A, we employ 1-electron approximation to simulate CT dynamics. To assess its accuracy, we compute the transition energy spectra using TD-DFT with several functionals (Fig. 5). The structure optimized with the ωB97XD functional is utilized in all calculations to delineate the effects of geometry change. First, we observe that not all density functionals used together with TD-DFT can predict the state ordering consistent with the experimental reality – that is when the CT state is lower in energy than the SubPc-localized excitation. Among the tested functionals (ωB97XD, LC-ωPBE, CAM-B3LYP), only CAM-B3LYP predicts such ordering of states (Fig. 5, panels a–c). Earlier, Wilcox et al.47 suggested that the Baer–Neuhauser–Livshits (BNL) functional156,157 was suitable for modeling CT states. Unfortunately, this functional is not presently available in the Gaussian package we utilized. The molecular orbitals computed with the LC-ωPBE and CAM-B3LYP functionals are shown in Fig. S3 and S4 of ESI,† respectively. The corresponding orbital energies are summarized in Tables S1 and S2 of ESI.†
Second, we test the effect of polarization due to the solid state environment using polarized continuum model (PCM) approach. Following the work of Wilcox et al.,\textsuperscript{17} we utilize the dielectric constant of 4.2 which is close to that of C_{60} (4.0–4.5)\textsuperscript{13,151–153} and SubPc (3.9)\textsuperscript{44} molecules. We find that in comparisons to the vacuum, the solid state environment slightly stabilizes the inta-SubPc excitations and destabilizes the CT state. However, the changes of the state energies are less than 0.1 eV, which is expected since the dielectric constant of 4.2 is relatively close to the vacuum level (1.0) in comparison to the dielectric constants of polar environments such as water. Thus, the environmental effects can be considered of little importance to the CT dynamics and can be neglected in the NA-MD simulations.

Third, in order to assess the accuracy of the one-electron picture used in the NA-MD simulations, we (a) compare the energy offsets between TD-DFT many-electron states and 1-electron orbital energies (Table 4); (b) analyze the amplitudes of the 1-electron transitions in the computed many-electron states.

The comparison of energy levels offsets shown in Table 4 reveals that the absolute energies of CT state are overestimated (on the order of 5 eV) in the 1-electron treatment in comparison to the TD-DFT results (on the order of 2.5 eV). This likely originated from the neglect of additional electron–hole interaction in the CT state, which is absent in the 1-electron description. This notable discrepancy is irrelevant to our dynamical studies, since we are not aiming to describe the electron–hole recombination. However, should one utilize the 1-electron description, it can be expected that based solely on the energy level energies, the results of the 1-electron description might underestimate the recombination rates. This originates from two reinforcing effects: (a) the twice larger 1-electron gap would mean roughly twice smaller NACs\textsuperscript{61} and four-fold slower coherent dynamics; (b) overestimated energy gap would exponentially decrease the Franck–Condon factors in comparison to those expected from the TD-DFT gaps.

The energy levels offset between CT and SubPc-localized excited states computed using 1-electron picture are on the order of 0.55 eV both for DFT/DFT and RM1+D/RM1 methods. These values are also about twice as large as those predicted by TD-DFT/CAM-B3LYP (0.1–0.2 eV). However, the difference in the absolute values is not as dramatic as in the case of CT vs. ground state energy gap. The analysis of the transition rates given above still applies, although with smaller overall difference. To reiterate, based solely on the energy levels analysis, the 1-electron picture is expected to give underestimated rates in comparison to the TD-DFT treatment.

The analysis of the amplitudes of the 1-electron transitions in the many-electron TD-DFT states (ESI,\textsuperscript{4} Table S3), reveals that the two dominant 1-electron transitions that constitute the CAM-B3LYP CT state are of HOMO $\rightarrow$ LUMO type (with two degenerate LUMO orbitals, 1 and 2). Within the present NA-MD framework, this mixing of distinct determinants is accounted for by considering the total populations of individual transitions (e.g. 0 $\rightarrow$ 1 and 0 $\rightarrow$ 2). One can regard our 1-electron treatment as a diabatic representation with regard of the electron–hole interaction Hamiltonian. The first bright excited state, S_1, involves the dominant $0 \rightarrow 5$ transition. According to Table 2, this corresponds to HOMO $\rightarrow$ LUMO+1 transition within the 1-electron description. To summarize, we do observe a correspondence of the TD-DFT excited states to the preferential single-electron orbital excitations. Our approach accounts for the possible mixing of similarly-localized excitations by considering the total populations of such individual excitations (microstates).

### 3.4. Assessment of nonadiabatic dynamics methodologies for CT dynamics at the SubPc/C_{60} interface

The results of the NA dynamics simulations in the SubPc/C_{60} dimer computed with systematically varied combinations of TSH, nuclear dynamics, and electronic structure methodologies are summarized in Fig. 6 and 7. In particular, we report the population transfer (Fig. 6) and excitation energy relaxation (Fig. 7) dynamics computed with one of three nuclear dynamics/electronic structure models, RM1+D/RM1, UFF/RM1, and UFF/EHT, and one of four TSH methodologies, MSSH or FSSH, with or without decoherence correction via ID-A.

To estimate the CT rates, we computed the total TSH population on the donor states as a function of time. The notable mixing of C_{60} and SubPc-localized states (especially with the UFF/EHT model) leads to a possibility of state identity changes during the course of the CT dynamics. To make our results invariant with respect to such state changes, we computed the total population of the SubPc-localized states and the energetically close states, which may also be strongly mixed with those localized on SubPc (Fig. 6). $p_{i}^{SH}(t) = \sum_{t=4}^{8} p_{i}^{SH}(t)$, where $p_{i}^{SH}(t)$ is TSH population on adiabatic state $i$ as a function of time, computed as a fraction of trajectories that are in state $i$. An alternative approach to make the results invariant (or at least weakly dependent on state identity changes) is to study the excitation energy relaxation dynamics. In particular, Fig. 7 reports the SH-population weighted excitation energy of the system: $E(t) = \sum_{i=1}^{8} \epsilon_{i}(t) - \epsilon_{1}(t) p_{i}^{SH}(t)$, where $\epsilon_{i}(t)$ is an adiabatic energy of state $i$ (orbital energy) at time $t$. This quantity is zero when the entire population is on the lowest acceptor (index 1) state.

Fig. 6 and 7 suggest that the timescales for population transfer and excitation energy relaxation are consistent with each other. Thus, we compare the dynamics computed via various methodologies without reference to a particular type of processes, keeping in mind both of them. Generally, the dynamics computed...
Fig. 6  Dynamics of charge transfer from the SubPc unit to the C₆₀ molecule computed with several surface hopping methods: MSSH (a, e and i), MSSH with the ID-A decoherence correction (b, f and j), FSSH (c, g and k), and FSSH with the ID-A decoherence correction (d, h and l). The charge transfer dynamics were computed with three nuclear dynamics/electronic structure methods: RM1+D/RM1 (a–d), UFF/RM1 (e–h), and UFF/EHT (i–l). The total SH population on orbitals with indices 4 through 8 is plotted. Red lines are fitting results with Gaussian kinetics (a, c, e, f, g, and h) or exponential kinetics (b, d, i, j, k, and l).

Fig. 7  Dynamics of electronic energy relaxation computed using several surface hopping methods: MSSH (a, e, and i), MSSH with the ID-A decoherence correction (b, f, and j), FSSH (c, g, and k), and FSSH with the ID-A decoherence correction (d, h, and l). The dynamics were computed using three nuclear dynamics/electronic structure methods: RM1+D/RM1 (a–d), UFF/RM1 (e–h), and UFF/EHT (i–l). Red lines are fitting results with Gaussian kinetics (a, c, e, f, g, and h) or exponential kinetics (b, d, i, j, k, and l). The zero energy level corresponds to the LUMO energy.

with the RM1+D/RM1 and UFF/RM1 models (top two rows) without decoherence correction (panels a, c, e, f, g and h) follow Gaussian kinetics, \( X(t) = X_0 \exp(-t^2/\tau^2) \), where \( X \) stands for either population, \( P \), or energy, \( E \). Adding the decoherence correction (panels b and d) results in exponential kinetics, \( X(t) = X_0 \exp(-t/\tau) \), although in the UFF/RM1 case it tends to be a combination of
the two types of kinetics. Finally, the UFF/EHT model yields exponential kinetics, whether decoherence correction is performed or not.

Firstly, we analyze the effects of the TSH methodology on the CT/energy relaxation rates by comparing the different columns for each row of panels shown in Fig. 6 and 7. In all cases, we consistently observe that MSSH produces faster dynamics in comparison to those of FSSH. This is to be expected because the MSSH method allows for transitions between states that are not coupled directly but whose quantum populations are not negligible. In all cases, the introduction of decoherence correction makes the dynamics notably slower and often changes the kinetics from Gaussian to exponential. This deceleration of the dynamics originates from the fact that decoherence corrections force the states to conserve their purity by frequently collapsing the evolved coherent superposition onto one of the possible energy eigenstates. Such collapses effectively discard the progress of coherent dynamics, reducing the changes for the system to end up in a new state. In the limit case of instantaneous decoherence (zero decoherence time), one approaches the quantum Zeno effect, according to which no transitions occur from the state being constantly observed. The slowing down of transitions upon introducing the decoherence correction have been previously observed. Thus, this effect is not new. What is new, however, is the estimate of the variation of the CT or energy relaxation timescales that can be obtained using various TSH approaches applied to SubPc/C₆₀ systems. In particular, with the RM1+D/RM1 and UFF/RM1 methods, the timescales vary in the range from 170 fs up to 2.7 ps, spanning an order of magnitude. At a more approximate UFF/EHT level, this variation is as large as two orders of magnitude, varying from 160 fs to 10.7 ps.

Secondly, we analyze the effect of the interaction potential on the CT/energy relaxation rates by comparing the top two rows of panels in each column of Fig. 6 and 7. In particular, we fix the electronic structure methodology to RM1 and focus on the effects of varying the nuclear dynamics (RM1+D vs. UFF). As Table 1 suggests, the bare UFF leads to a geometry in which the boron atom of SubPc is more distant from the closest C atom than predicted by RM1+D, suggesting a more regular intermolecular distance fluctuation with few possibilities for additional noise. To confirm this, the Fourier transform of the autocorrelation function was calculated for the energy gap as shown in Fig. 8. The transforms shown in Fig. 8 represent averaging over the gaps between the orbitals with indices 1, 2, 3, and 4 and 5, 6, 7, 8.

\[
I(\omega) = \sum_{i \in \{1,2,3\}} \sum_{j \in \{4,5,6,7,8\}} \text{FT}[\text{ACF}[\delta E_{ij}]]
\]

Here, \(I(\omega)\) represent the value of the influence functional at frequency \(\omega\), \(\text{FT}[^*]\) signifies a Fourier Transform of the operand function, \(\text{ACF}[^*]\) signifies the autocorrelation function (ACF) of the operand function, and \(\delta E_{ij}(t) = E_{ij}(t) - E_{ij}\) is a time-dependent energy gap fluctuation. Here, \(E_{ij}(t) = E_{ij} - E_{ij}\) is an instantaneous gap between the energies of orbitals \(i\) and \(j\) at time \(t\). Finally, the angled brackets \(\langle^*\rangle\) indicate the time-averaged values. The detailed formalism can be found elsewhere.

In the RM1+D/RM1 case, there is a strong peak at about 1800 cm⁻¹ (Fig. 8a). In the UFF/RM1 case (Fig. 8b), a number of additional low-frequency peaks appear at approximately 600 cm⁻¹ and 1300 cm⁻¹ with the 1800 cm⁻¹ peak weakened. This indicates that the “reactive” coordinate is coupled to a larger number of “environmental” modes when the UFF/RM1 method is used. As recently demonstrated, the abundance of such bath modes can facilitate non-adiabatic transitions due to breaking the time reversibility properties of the dynamics. The peak at 1800 cm⁻¹ in Fig. 8a may be attributed to the “breathing” mode, suggested in Section 3.2. To support this hypothesis, the spectra in Fig. 8a are compared to normal mode spectra of the structure optimized at the DFT/0b97XD level, as shown in Fig. 9. Visualization of the normal modes reveals that those at 840 cm⁻¹, 1000 cm⁻¹, and 1530 cm⁻¹ (pointed by the red arrows in Fig. 9, the displacement vectors shown in Fig. 10) can be regarded as the “breathing modes” of SubPc/C₆₀ structure. Comparison of frequencies in Fig. 8a and 9, suggests that the higher frequency “breathing mode” at 1530 cm⁻¹ in Fig. 9 corresponds to the mode at 1800 cm⁻¹ in Fig. 8a, which is strongly coupled to CT transition. The frequencies differences of the peaks are likely due to differences in interatomic interaction potentials [RM1+D vs. DFT]. Thus, we conclude that the “breathing mode” at around 1530 cm⁻¹ may be the one that strongly affects CT in SubPc/C₆₀ system.

Thirdly, we investigate the effect of the electronic structure methodology used. We use trajectories with their dynamics driven by the UFF interaction potential and use either the RM1 or EHT methods to compute the orbitals, NACs, and energies. The induced differences in the NA dynamics can be understood by comparing the bottom two rows of panels in Fig. 6 and 7. The main effect observed is that the dynamics computed at the EHT level are notably slower than those at the RM1 level. This effect likely originates owing to the differences in orbital...
localization, as apparent from Fig. 4. Indeed, the EHT method induced a notable mixing of SubPc and C\text{60}-localized orbitals (e.g., orbitals with indices 6 and 7 in the UFF/EHT column) as opposed to the RM1 method. Because the acceptor orbitals are localized on C\text{60}, the matrix elements $\left\langle \psi_{\text{C}_{60}}(6 \text{ or } 7) \mid \frac{\partial}{\partial \hat{r}_i} \right\rangle \psi_{\text{C}_{60}}(1 - 5)$ will lead to a smaller contribution than $\left\langle \psi_{\text{SubPc}}(6 \text{ or } 7) \mid \frac{\partial}{\partial \hat{r}_i} \right\rangle \psi_{\text{C}_{60}}(1 - 5)$ because of symmetry considerations. The C\text{60}-localized orbitals change in time with respect to C\text{60}-localized orbitals to a smaller extent than how the SubPc-localized orbitals change in time with respect to C\text{60}-localized ones. Thus, the stronger mixing of the donor and acceptor states described by the EHT method leads to smaller couplings and slows down the transition between such states.

3.5. The role of the SubPc/(C\text{60}) interface in the non-adiabatic dynamics of charge transfer

As illustrated in the previous section, the CT timescale computed using the RM1+D/RM1 method is shorter than the one observed in the experiment.\textsuperscript{47} The predicted fast CT process may be due to the use of the minimalistic dimer model. In a previous study, one of us suggested that such a model may notably affect the computed timescales and should be used carefully.\textsuperscript{48} To further assess the role of the interfacial structure, we consider the SubPc/(C\text{60})\text{n} (n = 2, 3, and 4) systems. These clusters aim to model surface of the C\text{60} layer in a heterojunction. Thus, the initial structures are constructed to maximize the interfacial area with the given number of C\text{60} molecules. The structures adjust during the thermalization and MD stages, as dictated by the nature of all-atomic interactions. The systems do not reside in the most symmetric geometries all the time and can exhibit small fluctuations during the dynamics, although do not show notable structural reorganization on the timescale of simulations either. The realistic interfaces may be more complex, exhibiting amorphous packing of C\text{60} units at the interface. However, it is very likely that even in such complex structures, the SubPc would either be reside on a “flat” surface of C\text{60} or on a kink/step/apical defect sites. In all situations, the structure may locally resemble that of the utilized minimal clusters. Another option concerns alternative orientation of SubPc unit (as for instance discussed in the work of Wilcox et al.\textsuperscript{47}), but this situation is outside the scope of this work.

Unlike in the mentioned study,\textsuperscript{48} we use the adiabatic states of the entire system. The use of a semiempirical methodology enables us to study systems as large as SubPc/(C\text{60})\text{4} directly. Based on the results discussed above, we choose to focus on the CT dynamics in the extended systems using the FSSH+ID-A method combined with the RM1+D/RM1 interaction potential. The computed timescales are summarized in Table 5. Our calculations indicate that the CT process in SubPc/(C\text{60})\text{4} occurs within 2.2–5.0 ps, with a hint of acceleration in larger systems. These timescales are comparable to experimentally determined CT rates (ca. 10 ps).\textsuperscript{47}

In the series of SubPc/C\text{60}–SubPc/(C\text{60})\text{2}–SubPc/(C\text{60})\text{3}–SubPc/(C\text{60})\text{4}, we observe a hint of CT acceleration, which can be rationalized on the basis of Fermi’s golden rule. Indeed, the increased density of acceptor (C\text{60}) states in SubPc/(C\text{60})\text{4} can facilitate CT, making it faster than in the dimer model, where the density of states is not that high. It is interesting to note that the average magnitude of the NAC between the donor states (localized on SubPc) and the acceptor C\text{60} states steadily decreases in the abovementioned series from 1.7 meV in the minimal dimer model to 1.3 meV in the system with three C\text{60} moieties (Table 3). Thus, based solely on the obtained NAC magnitudes, one would expect a slowing down of the CT process in the larger systems. The fact that such deceleration is not observed indicates that the increased density of states may indeed compensate for the NAC-dependent effects.

The observed decrease of the NACs in the extended systems can be attributed to the delocalization of the acceptor (C\text{60}) states over a larger surface. The orbital delocalization may seem counterintuitive considering the relatively large distance between neighboring C\text{60} fragments orbitals. However, due to symmetry, the fragment-localized quasi-diabatic states would be energetically-resonant, which leads to their strong mixing in the adiabatic (whole system) representation. Such mixing-based delocalization of fragment orbitals was reported earlier.\textsuperscript{48} The symmetry-based delocalization was also discussed earlier for organic dimers.\textsuperscript{167} Finally, visualizing representative SubPc/(C\text{60})\text{n} (n = 2–4) orbitals in Fig. S3–S7 of ESI\textsuperscript{1} directly supports the above hypothesis. It should be noted that since the extent of delocalization depends on the energetics of C\text{60} fragments modulated by their local environment, thermal fluctuation may induce orbital...

---

Fig. 9  Normal mode spectra of the SubPc/C\text{60} structure optimized by DFT at oB97XD level. The red arrows indicate peaks of “breathing mode” at SubPc/C\text{60} structure.

Fig. 10  Normal mode displacement vectors of the SubPc/C\text{60} at (a) 840 cm\textsuperscript{-1}, (b) 1000 cm\textsuperscript{-1}, and (c) 1530 cm\textsuperscript{-1}. The displacement vectors are indicated by blue arrows.
localization and “re-localization” happening from one nuclear configuration to another. Some configurations (more energetical dispersion) may have notably localized orbitals, whereas those with more uniform distribution of the site energies would favor larger extent of orbital delocalization.

Such delocalization leads to the decrease of the time overlaps between the donor (SubPc) and acceptor (C_{60}) states, thereby also decreasing the NAC magnitudes. A similar effect has been discussed in a number of other works. In particular, in the recent work of Biancardi et al., a similar rationalization of the decrease of the CT rates in zinc phthalocyanine/graphene sheets when the number or graphene layers is increased was suggested. The decrease of the NACs in the systems with larger number of C_{60} molecules also correlates with the increased average distances between the SubPc molecule and the nearby C_{60} units (Table 5), which also contributes to lowering the overlaps of the donor and acceptor orbitals.

Our calculations also suggest that the CT process in SubPc/(C_{60})_{2} is notably slower than that in the other three models with n = 1, 3, and 4. The CT deceleration in this system correlates with the remarkably smaller average NAC magnitude. Although the present results do not directly explain the origin of such anomalous behavior, we proposed a possible explanation based on our experience and general considerations. The decreased couplings observed for SubPc/(C_{60})_{2} may be attributed to the symmetry of the system and the interactions existing in it. As we have explained above, the local environment of the acceptor fragments may lead to energetic inhomogeneity or degeneracy and facilitate orbital delocalization or induce orbital trapping. Certain symmetries of the acceptor cites are possible for the systems SubPc/(C_{60})_{n} with n = 3 and 4. At the same time, the C_{60} “sites” are clearly distinct in the n = 2 case, because of the asymmetric placement of SubPc unit. Because of this asymmetry, the acceptor states in SubPc/(C_{60})_{2} may localize more often on the C_{60} unit that is more distant from the SubPc. As a consequence, the donor-acceptor overlaps are decreased, leading to smaller (trajectory-averaged) NACs. The increased symmetry of all the other systems may favor the localization of the acceptor states on the C_{60} unit closest to the SubPc unit, leading to larger orbital overlaps and NACs.

In addition, the symmetry consideration may come into play in the following way. As we have deduced earlier in this work, the “breathing” mode of SubPc that changes the degree of planarity of the molecule is the key mode that drives the CT process in SubPc/C_{60} systems. The symmetry of all SubPc/(C_{60})_{n} (n = 1, 3, and 4) systems leads to the compensation of the attraction of the SubPc unit to lateral C_{60} units such that the boron atom of the SubPc unit stays relatively on top of the closest C_{60} unit. Such configuration allows for an unhindered “breathing” motion of SubPc, facilitating the CT process. In contrast, there is no compensation of the lateral interactions in the SubPc/(C_{60})_{3} system, which offsets the center of SubPc away from the closest C_{60} molecule. This is reflected in the increased smallest B-C distance of 4.2 Å and the decreased largest B-C distance of 6.9 Å, in comparison to the 4.0 Å and 7.0 Å values for the SubPc/(C_{60})_{3} system. The displaced geometry of the SubPc/C_{60} pair decreases the orbital overlap and hinders the “breathing” motion of SubPc. Both effects decrease the NAC and slow down the CT process, leading to the non-monotonous dependence of the CT rates on the number of C_{60} units used in the model. A broader implication of this observation is that a broken interfacial symmetry at the SubPc/C_{60} interface (e.g., at kink sites or step defects in realistic systems) may be responsible for extended CT times longer than those predicted in highly symmetrical idealised models.

Finally, we have extended our assessment of the surface hopping methods (MSSH and FSSH and their decoherence-corrected versions) using the data obtained for the extended systems (Table 6). In all four types of calculations, we observe slower CT dynamics in SubPc/(C_{60})_{3} and thus the non-monotonic behavior is a consequence of the intrinsic properties of the system and is not TSH-methodology dependent. The other timescales correlate with the FSSH+ID-A timescales discussed above. It is the absolute values of these numbers that differ across the methods. We consistently observe an overestimation of the CT rate when using the MSSH method, similar to the effects we discussed in details for the minimal system. The FSSH method predicts up to five times larger timescales in comparison to the MSSH method. Both numbers increase when the decoherence correction is applied. In general, the trends follow those observed in the smaller molecular model. To recapitulate, the present calculations suggest

| System       | MSSH | MSSH+ID-A | FSSH | FSSH+ID-A |
|--------------|------|-----------|------|-----------|
| SubPc/C_{60} | 0.17 | 0.33      | 0.92 | 2.7       |
| SubPc/(C_{60})_{2} | 0.22 | 0.94      | 1.0  | 5.0       |
| SubPc/(C_{60})_{3} | 0.14 | 0.39      | 0.57 | 2.2       |
| SubPc/(C_{60})_{4} | 0.13 | 0.36      | 0.50 | 2.2       |

Table 5: Excited state energy relaxation timescales, energy level offsets between the closest donor (LUMO+1) and acceptor (LUMO) states, $E_D - E_A$, and trajectory-averaged NACs between these states in SubPc/(C_{60})_{n} systems with n varying from 1 to 4. These calculations were made using the RM1+D/RM1 model and the FSSH+ID-A surface hopping methodology.
that the FSSH+ID-A method is the most reasonable scheme among the four we tested, and in fact it predicts timescales (2.2–5.0 ps) closest to the experimental values (10 ps).

4. Conclusions

In this work, we have reported the development of the open-source Libra-X software for atomistic NA-MD simulations within the NBRA and beyond. This package is freely available on the Internet via https://github.com/Quantum-Dynamics-Hub/Libra-X. Our code relies on the Libra library for NA dynamics and on external electronic structure packages, namely GAMESS, Quantum Espresso, or Gaussian09. The presently available functionality enables simulations of molecular and solid-state system of various sizes and at various levels of theory. In particular, we demonstrate the utility of the proposed software to study CT rates in extended models of SubPc/C60 interfaces.

We have assessed a number of interaction potentials for the modelling of the binding, geometry, and electronic structure of the SubPc/C60 dimer. We have found that the bare RM1 method is incapable of accurately describing the intermolecular interactions in SubPc/C60 systems. By introducing the attractive dispersion interactions of the Lennard-Jones type with scaled UFF parameters provides an improved description of the system’s geometry and the binding energies, as compared with the reference DFT values. The resulting RM1+D (scaled) approach preserves the conical (nearly flat) structure of SubPc. At the same time, the over-scaled UFF vdW parameters can overstabilize the SubPc/C60 system and distort the conical structure of the SubPc molecule.

We have analyzed several calculation protocols to obtain an electronic structure and a geometry of SubPc/C60 which are consistent with those computed via the DFT/DFT protocol. We found that, among the tested semiempirical approaches, the RM1+D/RM1 method is the most suitable for modelling such systems, because the MO characters (localization and degeneracies) obtained with this method are consistent with those found via the DFT/DFT calculations. The other tested methods tend to distort the orbital localization or their ordering as well as lead to a mixing of the donor and acceptor states.

To summarize our observations, orbital localization is strongly controlled by the degree of the conical distortion of the SubPc molecule, with the “flatter” base favoring electron localization on SubPc, whereas an out-of-plane bent, and “wrapped around” structure favors charge localization on C60. We suggest that the “breathing” motion of SubPc is likely the mode that drives the CT process in the SubPc/C60 system. We propose that this mode could be controlled via photo- or chemical activation, which could be used to create nanoscale charge transfer switches based on SubPc/C60 systems.

We have investigated the lower excited states of SubPc/C60 using TD-DFT. We have found that the excitation character of these states strongly depends on the density functional chosen. Among ωB97XD, LC-ωPBE, CAM-B3LYP functionals, only CAM-B3LYP predicts the first excited state to have the CT character and energy around 2.5–2.6 eV, with the SubPc-localized exciton to be 0.1–0.2 eV higher in energy. Both ωB97XD and LC-ωPBE functionals predict the inverse order of CT and SubPc exciton. The polarization effects due to the solid-state environment modelled with PCM (dielectric constant of 4.2) have relatively negligible effect, changing the state energies by no more than 0.05 eV. The environment tends to stabilize the SubPc exciton and destabilize the CT state.

Using the NA-MD implementation in Libra-X, we have conducted a comprehensive investigation of the dependence of computed CT rates on the NA-MD methodologies used. We have demonstrated that the computed timescales can vary by almost two orders of magnitude: from 160 fs to ca. 10 ps. We conclude that the decoherence-corrected FSSH method is a suitable TSH approach, whereas the MSSH method tends to overestimate the CT rates. The inclusion of the decoherence correction is critical for getting correct order of magnitude in the computed CT rates. Among the tested methods, the RM1+D/RM1 protocol seems to be a suitable methodology for obtaining the nuclear trajectories used in NA-MD simulations.

With the help of the semiempirical methods available in GAMESS and Libra, we have been able to simulate the several-picosecond dynamics in SubPc/C60 systems with n up to 4. We observed a decrease of the NACs in systems with a larger number of C60 molecules, which we attribute to a decreased overlap of the localized donor and delocalized acceptor states. Such a monotonic decrease of NACs is observed only in relatively symmetric structures, such as SubPc/(C60)n, with n = 1, 3, and 4. The SubPc/(C60)2 structure breaks this monotonic relationship and shows a remarkably smaller NAC. We attribute such anomalous value to the reduced donor-acceptor overlap due to distorted symmetry of the interactions. We also hypothesize that such asymmetry can hinder the “breathing” mode of SubPc, further slowing down the CT process.

Finally, we conclude that the best of the tested methodologies (FSSH+ID-A with RM1+D/RM1) and the molecular models (SubPc/(C60)n, all n = 2–4) predict the CT timescales to be in the 2.2–5.0 ps range, which is comparable to the experimentally reported timescale of 10 ps. The larger timescale is associated with the locally asymmetric interfacial structures, such as SubPc/(C60)2. Thus, as suggested earlier, the use of non-ideal, extended molecular models is important for explaining the experimental timescales for the CT process in SubPc/C60 heterojunctions. We hypothesize that, in experimental samples, the non-ideal motifs may be accommodated via various surface defects, such as kink sites or step edges. The SubPc molecules absorbed at such sites are expected to show CT dynamics inhibited with respect to an ideally positioned SubPc, as in the minimal dimer model.

The working examples of computational protocols used in this work, the key input (including execution Python files, scripting, and plotting files) and output files, as well as important structural data are available online at https://github.com/AkimovLab/Project_Libra-GAMESS. The repository also provides the digital equivalents of some figures shown in the manuscript.
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