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Abstract Current state-of-the-art methods for solving discrete optimization problems are usually restricted to convex settings. In this paper, we propose a general approach based on cutting planes for solving nonlinear, possibly nonconvex, binary optimization problems. We provide a rigorous convergence analysis that quantifies the number of iterations required under different conditions. This is different to most other work in discrete optimization where only finite convergence is proved. Moreover, using tools from variational analysis, we provide necessary and sufficient dual optimality conditions.
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1 Introduction

In this paper, we consider the following maximization problem, referred to as problem (NP):

\[
\begin{align*}
\text{max} & \quad f(x) \\
\text{s.t.} & \quad x \in K, \\
& \quad g_j(x) \leq 0, \quad j = 1, \ldots, m, \\
& \quad x \in \{0, 1\}^n,
\end{align*}
\]

where \(K\) is a non-empty bounded polyhedral set in \(\mathbb{R}^n\) (\(n \geq 1\)) and the functions \(f, g_j : \mathbb{R}^n \rightarrow \mathbb{R}\) (\(j = 1, \ldots, m\)) are possibly nonlinear. Finding global solutions of the nonlinear binary problem (NP), and nonlinear discrete optimization problems in general, has a long history of over fifty years. Recently, the most common deterministic approaches for solving (NP) are branch-and-bound (see [15, 20, 30]), and outer approximation (see [10, 21, 31]). Branch-and-bound requires solving relaxed problems to obtain valid upper bounds. Two major challenges arise with this approach: the bounds obtained from solving the relaxations are generally not tight for nonlinear problems, and the relaxations may not even be solvable (e.g., if the relaxations are nonconvex, then there may be no efficient method for finding global solutions). In 1986, Duran and Grossmann [10] proposed an outer approximation method for solving a special class of Mixed Integer Nonlinear Programming problems (MINLPs) in which the objective and constraint functions are linear with respect to

Hoa T. Bui (EI)
ARC Training Centre for Transforming Maintenance through Data Science, and School of Electrical Engineering, Computing and Mathematical Sciences, Curtin University, Australia
E-mail: hoa.bui@curtin.edu.au

Qun Lin
School of Electrical Engineering, Computing and Mathematical Sciences, Curtin University, Australia
E-mail: q.lin@curtin.edu.au

Ryan Loxton
ARC Training Centre for Transforming Maintenance through Data Science, and School of Electrical Engineering, Computing and Mathematical Sciences, Curtin University, Australia
E-mail: r.loxton@curtin.edu.au
the integer variables. This approach solves a sequence of mixed integer linear problems to achieve optimal solutions in a finite number of iterations. The outer approximation scheme was then extended in [21, 31] to a more general class of MINLPs in which the functions are convex with respect to the integer variables. It is mentioned in [23, 25] that outer approximation is more efficient than branch-and-bound because it avoids solving nonlinear relaxation problems. The main idea of outer approximation is to approximate the nonlinear components by a collection of linear functions or closed half spaces. This idea comes with the price of restricting the setting to the convex case, because any function (or set) that can be precisely outer approximated by a collection of linear functions (or closed half spaces) must be convex. This restriction motivates the need for a new solution approach for solving Problem (NP).

The cutting plane method was first proposed in the 1950s (see [13]), for solving integer linear problems and extended further in [14] to mixed integer linear problems. Then, Kelly [18] in 1960, and Cheney and Goldstein [8] in 1959, independently introduced the cutting plane approach for solving convex programs. This method closely resembles outer approximation, because it also involves solving a sequence of linear problems until the optimal solution is found. However, unlike outer approximation, which approximates the entire feasible region, the cutting plane method requires only two key conditions (see Figure 1):

1. each cutting plane must remove at least one new infeasible/non-optimal solution; and
2. at least one optimal solution must remain after the addition of each cutting plane.

![Fig. 1 Applying outer approximation and cutting planes to a circular feasible region.](image)

The first condition ensures finite termination, and the second condition ensures convergence to an optimal solution. Therefore, the cutting plane method provides flexibility in two respects; the objective function and constraint set are not required to be convex, and the cutting planes can be, but are not required to be, the tangent planes of the feasible set. In this paper, we study the cutting plane method for solving the general nonlinear binary problem (NP).

We first introduce the framework for our cutting planes approach in Section 2, in which the cutting planes are the tangent planes of the nonlinear functions. Because there is no need for these cutting planes to support the objective function and the feasible set, convexity assumptions can be dropped. However, for convergence to an optimal solution, we require that the region defined by the cutting planes includes at least one optimal solution. This is ensured by imposing a special condition (Condition 1 presented later) that in particular holds when the functions \(-f\) and \(g(x) := \max_{j=1,\ldots,m} g_j(x)\) are Lipschitz continuous and robustly quasiconvex.

The flexibility of the cutting plane approach becomes apparent when Condition 1 fails. In such cases, the cutting planes can be modified to ensure that they do not remove all optimal solutions of Problem (NP), and so convergence to an optimal solution still occurs. The idea is to change \(v \in \mathbb{R}^n\) and \(b \in \mathbb{R}\) in cutting planes of the form \((v, x) \leq b\) to ensure Condition 1 holds. In Section 4, we provide two different approaches to achieve this. The first approach introduces the concept of shifted cutting planes to modify the component \(b\). The second approach adds concave and convex penalty terms to the functions \(f\) and \(g_j\) (\(j = 1, \ldots, m\)) so that Condition 1 holds; and then the tangent planes of the modified functions can be used as new cutting planes. This approach is essentially modifying the component \(v\) (derivatives of \(f\) and \(g_j\)) of the cutting plane \((v, x) \leq b\).

For most discrete optimization methods, finite termination is established based on there being only a finite number of points in the search region. Therefore, these methods share a common weakness in that, in the worst case, every point is visited (see [16] for an example on the worst case scenarios of outer approximation). The standard cutting plane algorithm is no exception because if the cutting planes are
not tight enough, at each iteration, the generated cuts may only remove one solution from the search region. Accordingly, convergence analysis becomes important to understand computational efficiency and provide guidance on modifying the cutting planes to obtain tighter cuts. In Subsection 3.1, we show that the tightness of the cutting plane at each iteration is affected by the ratio between the optimality gap (i.e., the difference between the current lower bound and the optimal value of Problem (NP)) and the norm of the derivative of the objective function at the current iteration. In other words, modifying the curvature of the objective function can improve the algorithm’s computational efficiency.

The cutting plane method can be viewed as the discrete analogue of bundle methods, which have been successfully adapted to solve nonconvex continuous optimization problems. In fact, bundle methods and their variants are currently the most efficient and promising methods for nonsmooth and nonconvex optimization (see [19,20]). Like many other algorithms for solving continuous problems, the convergence points of bundle methods are stationary points, i.e., the points at which certain optimality conditions hold. This property is the cornerstone behind the convergence analysis of most algorithms in continuous optimization. It is natural to ponder whether similar characterizations of the cutting plane method exist for binary problems. Such optimality conditions would be useful in two ways. First, when the conditions guaranteeing convergence do not necessarily hold (meaning the algorithm is only heuristic), the optimality conditions can be used to check whether the final solution is optimal. Second, when the algorithm finds the optimal solution in the first few steps, but the stopping criterion still does not hold (the algorithm may take many more steps to certify optimality), the optimality condition then can be used as an alternative stopping condition.

The standard optimality conditions are based on certain qualifications that fail in discrete domains. In fact, to the best of our knowledge, there are no tractable optimality conditions for discrete optimization problems. In Subsection 3.2, under the assumption that Condition 1 holds, we provide dual characterizations for the stopping condition of the cutting plane method. As a by-product of these dual conditions, we show that if the objective function is quasiconvex and the feasible set is defined only with linear constraints, then whenever an optimal solution is encountered, the cutting plane method will converge in the next iteration. In Subsection 4.2, we extend the first order Kuhn-Tucker condition from convex programming to the special case of Problem (NP) in which $-f$ is pseudoconvex and $g_j$ ($j = 1,\ldots,m$) are quasiconvex. This condition is useful because it can be used to identify optimal solutions before the cutting plane convergence criteria are satisfied.

The paper is organized as follows. In Section 2, we present the basic methodology of the cutting plane approach for solving nonlinear discrete problems. Under the assumption of Condition 1, Section 3 contains our convergence results and optimality conditions. Section 4 explains how to apply cutting plane algorithms for solving general nonlinear binary problems. Subsection 4.1 explores sufficient conditions for when Condition 1 holds. Furthermore, Subsections 4.2 and 4.3 present two different approaches to deal with the scenarios when Condition 1 does not hold. Finally, in the last section, we test the effectiveness of the approach with an example on quadratic binary problems.

2 Basic methodology

We assume that the functions $f$ and $g_j$ ($j = 1,\ldots,m$) are differentiable. Denote

$$C := \{x \in K \cap \{0,1\}^n : g_j(x) \leq 0, j = 1,\ldots,m\},$$

$$\overline{C} := K \cap \{0,1\}^n \setminus C.$$  \hfill (3)

Let $h_f, h_{g_j} : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ ($j = 1,\ldots,m$) be the tangent planes of $f$ and $g_j$ defined respectively as follows:

$$h_f(x,y) := \langle \nabla f(y), x - y \rangle + f(y), \ \forall x \in \mathbb{R}^n, \ \forall y \in \mathbb{R}^n,$$

$$h_{g_j}(x,y) := \langle \nabla g_j(y), x - y \rangle + g_j(y), \ \forall x \in \mathbb{R}^n, \ \forall y \in \mathbb{R}^n, \ j = 1,\ldots,m.$$  \hfill (5)

(6)

Given two subsets $A_1, A_2 \subseteq \mathbb{R}^n$, let

$$\Gamma_{A_1,A_2} := \left\{(x,\theta) \in \mathbb{R}^{n+1} : x \in K \cap \{0,1\}^n; \ \theta \leq h_f(x,y_1), \ \forall y_1 \in A_1; \ h_{g_j}(x,y_2) \leq 0, \ \forall j \in J(y_2), \ \forall y_2 \in A_2 \right\},$$

where $J(y_2)$ denotes the index set of active constraints at $y_2$. This formulation captures the essence of the cutting plane method, where the feasible set is iteratively reduced by adding cutting planes that are tangent to the objective function and the active constraints.
where \( J(y) := \{ j : g_j(y) = \max_{t=1,...,m} g_t(y) \} \). Now consider the following auxiliary maximization problem:

\[
\max_{(x,\theta) \in I_{A_1,A_2}} \theta. 
\tag{LP_{A_1,A_2}}
\]

This problem can be written explicitly as the following linear binary programming problem:

\[
\max \theta \\
\text{s.t.} \quad \theta \leq h_f(x,y), \quad \forall y \in A_1, \\
h_{g_j}(x,y) \leq 0, \quad \forall j \in J(y), \forall y \in A_2, \\
x \in K \cap \{0,1\}^n. 
\tag{7}
\]

For \( A_1 = C \) and \( A_2 = \overline{C} \), the linear problem (LP_{C,\overline{C}}) provides a lower bound for the optimal value of the nonlinear problem (NP). This statement is proved in the following proposition.

**Proposition 1** The following inequality holds:

\[
\max_{(x,\theta) \in I_{C,\overline{C}}} \theta \leq \max_{x \in C} f(x). 
\tag{9}
\]

**Proof** Take \((x,\theta) \in I_{C,\overline{C}}\). We first observe that \( x \in C \), since otherwise \( x \in \overline{C} \) and there exists \( j \in J(x) \) such that \( g_j(x) > 0 \), and so \( \theta \leq h_f(x,x) = g_j(x) > 0 \), which is a contradiction. Hence, we must have \( x \in C \) and \( \theta \leq h_f(x,x) = f(x) \). This implies \( \theta \leq f(x) \leq \max_{y \in \overline{C}} f(y), \) and since \((x,\theta) \in I_{C,\overline{C}}\) is arbitrary, inequality (9) follows. \( \Box \)

The cutting plane algorithm relies on the following condition that requires there is no gap between the optimal values. This is expressed formally in the following condition.

**Condition 1**

\[
\max_{(x,\theta) \in I_{C,\overline{C}}} \theta = \max_{x \in C} f(x). 
\]

We now show that under Condition 1, a solution of the nonlinear problem (NP) can be obtained by solving the linear problem (LP_{C,\overline{C}}).

**Proposition 2** Under Condition 1, if \((x^*,\theta^*)\) is a solution of (LP_{C,\overline{C}}), then \( x^* \) is a solution of (NP).

**Proof** Let \((x^*,\theta^*)\) be a solution of (LP_{C,\overline{C}}). Then, it follows from the proof of Proposition 1 that \( x^* \) is feasible for (NP), i.e., \( x^* \in C \), and by Condition 1,

\[
\max_{x \in C} f(x) = \theta^* \leq h_f(x^*,x^*) = f(x^*),
\]

proving the assertion. \( \Box \)

Proposition 2 also explains that under Condition 1 the cutting planes (7) and (8) for \( A_1 = C \) and \( A_2 = \overline{C} \) admit at least one optimal solution of Problem (NP).

We want to find a solution for the nonlinear problem (NP) by solving the linear problem (LP_{C,\overline{C}}). However, it is impossible to generate every cutting plane (7) and (8) in (LP_{C,\overline{C}}). Therefore, we propose the following cutting plane algorithm that successively generates cuts of type (7) and (8).
that we only need to add feasibility cuts corresponding to the constraints obtained during iteration.

Theorem 1: After a finite number of steps.

Proof: Suppose $x^k$ is the optimal solution of $(LP_{C_k})$. Then, $(x^k, \theta^k) \in \Gamma_{C_k}$, and hence $x^k$ is included in $\Gamma_{C_k}$. Therefore, $h_{\gamma_k}(x^k) = 0$ for $\gamma_k \in C_k$, and hence $x^k$ is optimal for $(LP_{C_k})$. We prove in the next theorem that this must occur after a finite number of steps.

Theorem 1: Under Condition 1, the sequence $\{x^k\} \subset K$ generated by Algorithm 1 (for $\varepsilon = 0$) converges to the optimal solution of $(NP)$ after a finite number of steps.

Proof: Suppose $x^{k_1} = x^{k_2}$ for some $k_2 > k_1 \geq 0$. Then, $(x^{k_2}, \theta^{k_2}) \in \arg \max_{(x,\theta) \in \Gamma_{C_k}} \theta$. We consider two cases.

Case 1. $x^{k_1} = x^{k_2} \in C$. In this case, $x^{k_1} \in C_{k_2}$, and the infeasibility cuts $h_{\gamma_j}(x^{k_1}) \leq 0$ for $j \in J(x^{k_1})$ are included in $(LP_{C_{k_2}})$, therefore $h_{\gamma_j}(x^{k_2}, x^{k_1}) \leq 0$. We also have $h_{\gamma_j}(x^{k_2}, x^{k_1}) = g_j(x^{k_1}) > 0$, which is a contradiction.

Case 2. $x^{k_1} = x^{k_2} \in C$. In this case, $x^{k_1} \in C_{k_2}$, and the optimality cut $\theta \leq h_f(x, x^{k_1})$ is included in $(LP_{C_{k_2}})$, therefore $h_f(x, x^{k_1}) = f(x^{k_1}) \geq \theta^{k_2}$.

Algorithm 1: Cutting plane method for solving $(NP)$.

\[
\begin{align*}
\varepsilon & \geq 0, \quad UB_0 \leftarrow +\infty, \quad LB_0 \leftarrow -\infty, \quad k \leftarrow 0 \\
& \text{Take } x^0 \in C \\
& \text{Set } C_1 \leftarrow \{x^0\}, \quad \overline{C}_1 \leftarrow \emptyset \\
\text{while } & UB_k - LB_k > \varepsilon \text{ do} \\
& \quad k \leftarrow k + 1 \\
& \quad \text{Solve } (LP_{C_k}) \text{ to obtain } (x^k, \theta^k) \\
& \quad \text{if } \exists j \in \{1, \ldots, m\} : g_j(x^k) > 0 \text{ then} \\
& \quad \quad C_{k+1} \leftarrow \overline{C}_k \cup \{x^k\} \\
& \quad \quad UB_k \leftarrow \theta^k \\\n& \quad \text{else} \\
& \quad \quad C_{k+1} \leftarrow C_k \cup \{x^k\} \\
& \quad \quad UB_k \leftarrow \theta^k, \quad LB_k \leftarrow \max\{LB_{k-1}, f(x^k)\} \\
& \text{end} \\
\end{align*}
\]
This implies $UB_{k_2} = \theta^{k_2} \leq f(x^{k_1}) = f(x^{k_2}) \leq LB_{k_2}$, and hence Algorithm 1 terminates with the optimal solution $x^{k_2}$ at step $k_2$.

The above arguments show that Algorithm 1 can only revisit a previous point if that point is optimal, and as soon as this occurs the algorithm terminates. Since the set $K \cap \{0, 1\}^n$ is finite, we must have finite convergence. \hfill \Box

We now consider Algorithm 1 when problem (NP) has nonlinear constraints but a linear objective function. In this case, $h_j(x, y) = f(x)$, the optimality cuts become $\theta \leq f(x)$, and the algorithm will terminate as soon as Problem (LP$_{C_k, \overline{\Gamma}_k}$) yields a feasible solution to (NP), since when this occurs,

$$LB_k \geq f(x^k) = h_f(x^k, x^0) \geq \theta^k = UB_k.$$  

Here, $C_k$ is redundant and Problem (LP$_{C_k, \overline{\Gamma}_k}$) can be reformulated as

$$\max_{x \in K \cap \{0, 1\}^n} f(x) \quad \text{s.t.} \quad h_{g_j}(x, y) \leq 0, \quad \forall j \in J(y), \forall y \in \overline{\Gamma}_k,$$

Problem (LP$_{C_k, \overline{\Gamma}_k}$) is unbounded when $C_k = \emptyset$ (which is why Algorithm 1 must commence with a feasible point $x^0 \in C$), but Problem (LP$_{C_k, \overline{\Gamma}_k}$) is always bounded. Hence, we can solve (LP$_{C_k, \overline{\Gamma}_k}$) successively, without starting from a feasible point, and as soon as the solution $x^k$ is feasible, $(x^k, f(x^k))$ is optimal for (LP$_{C_k, \overline{\Gamma}_k}$) with $C_k = \{x^k\}$ and $x^k$ is also optimal for (NP) since by Condition 1,

$$f(x^k) \leq \max_{x \in C} f(x) = \max_{(x, \theta) \in \overline{\Gamma}_k} \theta \leq \max_{(x, \theta) \in \overline{\Gamma}_k} \theta = f(x^k).$$

This discussion leads to the following streamlined version of Algorithm 1 for the case when $f$ is linear.

**Algorithm 2:** Cutting plane method for solving (NP) with linear objective.

1. $k \leftarrow 0$
2. Solve $\max_{x \in K \cap \{0, 1\}^n} f(x)$ to obtain $x^0$
3. Set $\overline{\Gamma}_1 \leftarrow \{x^0\}$
4. While $\max_{j=1, \ldots, m} g_j(x^k) > 0$
   1. $k \leftarrow k + 1$
   2. Solve (LP$_{C_k, \overline{\Gamma}_k}$) to obtain $x^k$
   3. $\overline{\Gamma}_{k+1} \leftarrow \overline{\Gamma}_k \cup \{x^k\}$

It is possible to generalize Algorithm 1 to nonsmooth cases when the functions $f$ and $g_j$ ($j = 1, \ldots, m$) are nonsmooth. In this case, the gradients of $f$ and $g_j$ ($j = 1, \ldots, m$) in (5) and (6) can be replaced by the Fréchet subdifferentials $\partial \varphi(x)$ and limiting subdifferentials $\overline{\partial \varphi}(x)$ defined as

$$\partial \varphi(x) := \left\{ v \in \mathbb{R}^n : \liminf_{y \to x} \frac{\varphi(y) - \varphi(x) - \langle v, y - x \rangle}{\|y - x\|} \geq 0 \right\},$$

$$\overline{\partial \varphi}(x) := \limsup_{y \to x} \partial \varphi(y).$$

Note that for a convex function, both Fréchet subdifferential and limiting subdifferential reduce to the convex subdifferential, i.e.,

$$\partial \varphi(\overline{x}) = \left\{ v \in \mathbb{R}^n : \langle v, x - \overline{x} \rangle \leq \varphi(x) - \varphi(\overline{x}) \right\}, \quad \forall \overline{x} \in \text{dom } \varphi.$$  

For a concave function, the subdifferential is

$$\partial \varphi(\overline{x}) = \left\{ v \in \mathbb{R}^n : \langle v, x - \overline{x} \rangle \geq \varphi(x) - \varphi(\overline{x}) \right\}, \quad \forall \overline{x} \in \text{dom } \varphi.$$  

The results presented in this paper can be generalized to nonsmooth cases by replacing gradients by appropriate subdifferentials.
3 Convergence results

3.1 Convergence rate

Although Theorem 1 shows that Algorithm 1 terminates after a finite number of steps, in the worst case it might exhaust all points in K. In this section, we explore the question: when each cutting plane is added, how many non-optimal solutions are eliminated? Before addressing this question, we first present an important result for our analysis.

Proposition 3 Suppose Condition 1 holds, and let \( x^k \in K \) \((k \geq 0)\) be the iterate generated by Algorithm 1 during the \( k \)-th iteration. Then, the following two results hold for the subsequent iterations.

(i) If \( x^k \in \overline{C} \), and \( g_j, j \in J(x^k) \), have Lipschitz continuous gradients with Lipschitz constants \( L(g_j) > 0 \), then

\[
g_j(x^l) \leq \frac{1}{2} L(g_j) \| x^k - x^l \|^2, \quad \forall j \in J(x^k), \quad \forall l > k. \tag{12}
\]

(ii) If \( x^k \in C \), then

\[
0 \leq \max_{x \in C} f(x) - f(x^k) \leq \theta^l - f(x^k) \leq \left\langle \nabla f(x^k), x^l - x^k \right\rangle, \quad \forall l > k. \tag{13}
\]

Proof (i) Suppose \( x^k \in \overline{C} \) \((k \geq 0)\). Recall that for any smooth function \( \varphi : \mathbb{R}^n \rightarrow \mathbb{R} \) (cf. [5]) whose gradient is Lipschitz continuous with Lipschitz constant \( L(\varphi) \),

\[
\varphi(x) \leq \varphi(y) + \langle \nabla \varphi(y), x - y \rangle + \frac{1}{2} L(\varphi) \| x - y \|^2, \quad \forall x, y \in \mathbb{R}^n. \tag{14}
\]

Applying this result to the function \( g_j \), where \( j \in J(x^k) \), gives

\[
g_j(x) \leq h_{g_j}(x, x^k) + \frac{1}{2} L(g_j) \| x - x^k \|^2, \quad \forall x \in \mathbb{R}^n.
\]

Since \( x^k \in \overline{C} \), for \( l > k \), we have \( h_{g_j}(x^l, x^k) \leq 0 \), and therefore inequality (12) holds.

(ii) Suppose \( x^k \in C \) \((k \geq 0)\). Consider \( l > k \), and \((x^l, \theta^l) = \arg \max_{(x, \theta) \in C} \theta \). From Condition 1 and \( x^k \in C \), we have

\[
\max_{x \in C} f(x) \leq \theta^l \leq \left\langle \nabla f(x^k), x^l - x^k \right\rangle + f(x^k).
\]

Therefore, (13) holds true. \( \square \)

Remark 1 Inequality (12) in Proposition 3(i) shows that at any step \( k \), if \( x^k \in \overline{C} \), then in subsequent steps the cutting planes (8) exclude not only \( x^k \) but all points \( x \in K \) at which the value of the function \( g_j \), \((j \in J(x^k))\) is bigger than the quadratic term \( \frac{1}{2} L(g_j) \| x - x^k \|^2 \). Thus, in general, the Lipschitz constants \( L(g_j) \) \((j = 1, \ldots, m)\) determine the tightness of the feasibility cuts (8).

We now use inequality (12) to prove the next result stating that if the Lipschitz constant \( L(g_j) > 0 \) is sufficiently small for \( j \in J(x^k) \), then we have \( g_j(x^l) \leq 0, \forall l > k \), i.e., the nonlinear constraint \( g_j(x) \leq 0 \) is always satisfied for subsequent iterations.

Proposition 4 Suppose Condition 1 holds. Consider the iterate \( x^k \) \((k \geq 0)\) generated by Algorithm 1 during the \( k \)-th iteration, and assume that \( x^k \in \overline{C} \). For any \( j \in J(x^k) \), if the Lipschitz constant for \( g_j \) satisfies

\[
0 < L(g_j) \left( \frac{2}{\min_{x \in \mathbb{R}^n \cap \{x \neq 0\}} g_j(x)} \right) \leq \frac{\max_{x \in \mathbb{R}^n \cap \{x \neq 0\}} \| x - x^k \|^2}{\min_{g_j(x) > 0} g_j(x)}, \tag{15}
\]

then \( g_j(x^l) \leq 0 \), for all \( l > k \).

Proof Because \( x^k \in \overline{C} \), Proposition 3 implies inequality (12). Take \( j \in J(x^k) \), and suppose for some \( l > k \), we have \( g_j(x^l) > 0 \). If \( x^l = x^k \), then from (12), we have \( 0 < g_j(x^k) = g_j(x^l) \leq \frac{1}{2} L(g_j) \| x^k - x^l \|^2 = 0 \), which is a contradiction. Hence, we must have \( x^l \neq x^k \).

Because \( g_j(x^l) > 0 \), and \( x^l \neq x^k \), from (15) and (12), it holds that

\[
g_j(x^l) \leq \frac{1}{2} L(g_j) \| x^l - x^k \|^2 \leq \frac{1}{2} L(g_j) \max_{x \in \mathbb{R}^n \cap \{x \neq 0\} \setminus \{x^k\}} \| x - x^k \|^2 \leq \min_{g_j(x) > 0} g_j(x) \leq g_j(x^l),
\]

which is also a contradiction. Hence, we must have \( g_j(x^l) \leq 0 \) for all \( l > k \). \( \square \)
Remark 2 When the set \( \{x \in K \cap \{0, 1\}^n \setminus \{x^k\} : g_j(x) > 0\} \) is empty, we follow the convention \( \sup \emptyset = 0 \), inequality (15) becomes
\[
0 < L(g_j) < +\infty,
\]
and \( g_j \) is always satisfied in subsequent iterations, irrespective Lipschitz constant.

We now examine the second part of Proposition 3 in detail. Inequality (13) in Proposition 3(ii) explains how the optimality cuts (7) tighten the feasible set of Problem \( \{LP_{C_k, \overline{C}_k}\} \). In particular, the search region for subsequent iterations is restricted to a closed half space
\[
H_k := \left\{ x : c_k \leq \langle \nabla f(x^k), x - x^k \rangle \right\},
\]
where \( c_k := \max_{x \in C} f(x) - f(x^k) \) is the difference between the value of \( f \) at \( x^k \) and the optimal value of \( f \) over \( C \). Therefore, the search space after step \( k \) becomes
\[
K_k := K \cap \bigcap_{t=0}^{k} H_t = K \cap \left( \bigcap_{x' \in C} \left\{ x : c_t \leq \langle \nabla f(x^t), x - x^t \rangle \right\} \right).
\]

Recall that all feasible points of \( \text{(NP)} \) are vertices of the \( n \)-cube \([0, 1]^n\). Here, we call such vertices \((0, 1)\)-vectors. We show that the constant
\[
\delta_k := \begin{cases} 
\frac{\max_{x \in C} f(x) - f(x^k)}{\| \nabla f(x^k) \|}, & \text{if } \nabla f(x^k) \neq 0; \\
0, & \text{otherwise},
\end{cases}
\]
plays a key role in Algorithm 1’s convergence speed. We first illustrate this with some special cases.

1. Suppose \( \nabla f(x^k) = 0 \). Then, Proposition 3(ii) shows that Algorithm 1 converges in the next iteration.
2. Suppose \( \delta_k > \sqrt{n} \). Then, for any \( l > k \), inequality (13) implies
\[
\| x^l - x^k \| \geq \frac{\max_{x \in C} f(x) - f(x^k)}{\| \nabla f(x^k) \|} > \sqrt{n}.
\]
Because the dimension of Problem \( \text{(NP)} \) is \( n \), the diameters of \( K \cap \{0, 1\}^n \) and \( C \) are no bigger than the diameter of the cube \([0, 1]^n\) in dimension \( n \), which is \( \sqrt{n} \). Hence, there is no other point in \( K \cap \{0, 1\}^n \) that satisfies the above inequality, and Algorithm 1 must have converged at step \( k \).
3. Suppose \( \sqrt{n} \geq \delta_k > \sqrt{n} - 1 \), i.e.,
\[
\delta_k = \frac{\max_{x \in C} f(x) - f(x^k)}{\| \nabla f(x^k) \|} > \sqrt{n} - 1.
\]
Then, for any \( l > k \), inequality (13) implies that
\[
\| x^l - x^k \| \geq \frac{\max_{x \in C} f(x) - f(x^k)}{\| \nabla f(x^k) \|} > \sqrt{n} - 1.
\]
There is only one \((0, 1)\)-vector \( x \) in the \( n \)-cube \([0, 1]^n\) that satisfies \( \| x - x^k \| > \sqrt{n} - 1 \), so by Condition 1 and Theorem 1, Algorithm 1 must converge by step \( k + 1 \).
4. Suppose \( \sqrt{n} - 1 \geq \delta_k > \sqrt{n} - 2 \). At step \( k \), the search region is restricted by the half space (16), which excludes all \((0, 1)\)-vectors of the \( n \)-cube \([0, 1]^n\) that lie in any \((n - 2)\)-cube with \( x^k \). Let \( \bar{x}^k \) be the unique \((0, 1)\)-vector in the \( n \)-cube \([0, 1]^n\) that is of distance \( \sqrt{n} \) to \( x^k \). Then, in the \( n \)-cube \([0, 1]^n\), all vertices that do not belong to any \((n - 2)\)-cube with \( x^k \) must be adjacent to the vertex \( \bar{x}^k \), and there are exactly \( n \) such vertices. Therefore, the search space \( K \) is now left with at most \( n + 1 \) points as candidate solutions for the subsequent steps \( l > k \).

The next proposition generalizes this argument to estimate how many binary points Algorithm 1 eliminates when an optimality cut is added.
Theorem 2. Under Condition 1, at step \(k\) of Algorithm 1, if \(x^k \in C\) and there is \(N \in \{0, 1, \ldots, n\}\) such that
\[
\delta_k = \frac{\max_{x \in C} f(x) - f(x^k)}{\|\nabla f(x^k)\|} > \sqrt{N},
\]
then the optimality cut \(\theta \leq h_f(x, x^k)\), removes at least \(\sum_{q=0}^{N} \binom{n}{q}\) binary points from the cube \([0, 1]^n\), where
\[
\binom{a}{b} = \frac{b!(a-b)!}{a!} \quad \text{for all } a, b \in \mathbb{N}, \text{ and } a \geq b.
\]

Proof. Consider \(M, m \in \mathbb{N}\) with \(n \geq m \geq M\). Furthermore, consider an arbitrary binary \(m\)-cube \(P\) in \(\mathbb{R}^n\) such that \(P\) contains \(x^k\). The number of \((0,1)\)-vectors that are within distance \(\sqrt{M}\) to \(x^k\) does not depend on the choice of the cube \(P\) as long as \(x^k \in P\), and we denote this number by \(u(M, m)\). From (13), \(u(N, n)\) is a lower bound for the number of binary points that the cutting plane (7) removes from the \(n\)-cube \([0, 1]^n\).

We first consider two boundary cases.

(i) When \(M = m\), all binary points \(x\) in the \(m\)-cube satisfies \(\|x - x^k\| \leq \sqrt{M}\), and hence \(u(m, m) = 2^m\).

(ii) When \(M = 0\), the only binary point \(x\) in the \(m\)-cube satisfying \(\|x - x^k\| = 0\) is \(x^k\) itself. Hence, \(u(0, m) = 1\).

Now consider \(F\), a facet of \(P\), namely a \((m-1)\)-cube in \(\mathbb{R}^n\), that contains \(x^k\). Then, in the facet \(F\), there are \(u(M, m - 1)\) number of \((0,1)\)-vectors that are within distance \(\sqrt{M}\) to \(x^k\). Observe that there is exactly one other facet \(F^0\) of \(P\) that is opposite to \(F\), namely
\[
F^0 \cap F = \emptyset, \quad \text{and} \quad \text{conv}(F \cup F^0) = P,
\]
and the union of all \((0,1)\)-vectors in \(F\) and \(F^0\) is the set of \((0,1)\)-vectors in \(P\). An \((0,1)\)-vector in \(F^0\) is within distance \(\sqrt{M}\) to \(x^k\) if and only if the vector is within distance \(\sqrt{M - 1}\) to the projection of \(x^k\) onto the facet \(F^0\), denoted \(\pi(x^k)\). Hence, the number of \((0,1)\)-vectors in \(F^0\) that are within distance \(\sqrt{M}\) to \(x^k\) equals the number of \((0,1)\)-vertices in \(F^0\) that are within distance \(\sqrt{M - 1}\) to \(\pi(x^k)\), and the number of such \((0,1)\)-vertices is exactly \(u(M - 1, m - 1)\). Altogether, we have
\[
u(M, m) = u(M, m - 1) + u(M - 1, m - 1), \quad \forall M \leq m - 1.
\]

Therefore, from Bernoulli’s Triangle, \(u(M, m)\) is the sum of the first \(M + 1\) binomial coefficients of the binomial expansion with power \(m\) (see (24) below and [27]):
\[
u(M, m) = \sum_{q=0}^{M} \binom{m}{q}, \quad \forall M \leq m.
\]

We now prove (23) by induction on the dimension \(m\). The base case \(m = 1\) holds because, by points (i) and (ii) above, \(u(0, 1) = 1\) and \(u(1, 1) = 2\). Suppose (23) holds for \(m = \tau \leq n - 1\). We prove that (23) is also true for \(m = \tau + 1\). Recall the Pascal’s formula,
\[
\binom{a}{b} = \binom{a-1}{b} + \binom{a-1}{b-1}, \quad \forall a, b \in \mathbb{N}, \ b \leq a - 1,
\]
and the binomial expansion
\[
(x + y)^a = \sum_{b=0}^{a} \binom{a}{b} x^{a-b} y^b, \quad \forall x, y \in \mathbb{R}, \ \forall a \in \mathbb{N}.
\]

If \(M = \tau + 1\), then from point (i) above and the binomial expansion with \(x = y = 1\), we have
\[
u(\tau + 1, \tau + 1) = 2^{\tau+1} = \sum_{q=0}^{\tau+1} \binom{\tau + 1}{q}.
\]

If \(M = 0\), then from point (ii) above, we have
\[
u(M, \tau + 1) = \binom{\tau + 1}{0} = 1.
\]
If $0 < M < \tau + 1$, then by the induction hypothesis, equality (22), and Pascal’s formula we have
\[
\begin{align*}
  u(M, \tau + 1) &= u(M, \tau) + u(M - 1, \tau) \\
  &= \sum_{q=0}^{M} \binom{\tau}{q} + \sum_{q=0}^{M-1} \binom{\tau}{q} \\
  &= \binom{\tau}{0} + \sum_{q=1}^{M} \left( \binom{\tau}{q} + \binom{\tau}{q-1} \right) \\
  &= \binom{\tau}{0} + \sum_{q=1}^{M} \binom{\tau+1}{q} = \sum_{q=0}^{M} \binom{\tau+1}{q}.
\end{align*}
\]
Thus, by induction, we have proved (23) for all $m \leq n$, and the result follows immediately since $u(N, n)$ is a lower bound for the number of binary points removed from $[0, 1]^n$. □

Theorem 2 provides a lower bound on the number of binary solutions that each optimality cut removes, when inequality (21) holds. In the next result, we provide an upper bound on the number of optimality cuts required for convergence.

**Theorem 3** Suppose Condition 1 holds and let $N \in \{1, \ldots, n\}$. Then, Algorithm 1 has at most $2^{n-N}$ iterations where (21) holds.

**Proof** We first prove that for any integer numbers $d > 0$ and $m = 0, 1, \ldots, d$, in a binary $d$-cube, any collection $S$ of vertices of the $d$-cube satisfying the condition that for any $u, v \in S, u \neq v$
\[
\|u - v\| > \sqrt{m},
\]
has the cardinality at most $2^{d-m}$, i.e., $|S| \leq 2^{d-m}$. We prove the assertion by induction on the dimension $d \in \mathbb{N}$, $d \geq m$. For the base case $d = m$, it is trivial that the set $S$ cannot have more than one vertex, so clearly $|S| \leq 1$. Suppose the assertion holds for the dimension $d = t \geq m$, we now prove that it is also true for $d = t + 1$. Assume, to the contrary, that there is a collection of vertices $S$ of a binary $(t + 1)$-cube, denoted $P$, such that (25) holds, and $|S| \geq 2^{t+1-m} + 1$. In the cube $P$, consider two facets $F$ and $F'$ that are opposite to each other, i.e.,
\[
F \cap F', \quad \text{and} \quad P = \text{conv} (F \cup F').
\]
Then, both $F$ and $F'$ are binary $t$-cubes. Consider $S_1 := S \cap F$ and $S_2 := S \cap F'$. Then, we have
\[
S_1 \cap S_2 = \emptyset, \quad \text{and} \quad S = S_1 \cup S_2.
\]
Therefore,
\[
|S_1| + |S_2| = |S| \geq 2^{t+1-m} + 1.
\]
Observe that (25) is satisfied for every pair of vertices in $S_1$ and $S_2$. Thus, by the induction hypothesis, we have $|S_1| \leq 2^{t-m}$, $|S_2| \leq 2^{t-m}$, which contradicts (26). The assertion above is proved.

Consider the binary cube $[0, 1]^n$ in $\mathbb{R}^n$. Consider the collection of feasible solutions $S$ that Algorithm 1 has generated such that (21) holds. Then, from (13), for every pair $u, v \in S$ with $u \neq v$, inequality (25) holds for $m = N$. Thus, $|S| \leq 2^{n-N}$. □

As a by-product of Theorem 3, if condition (21) holds for some $N \in \{1, \ldots, n\}$ at every step $k$, then Algorithm 1 requires no more than $2^{n-N}$ iterations for convergence. However, in many cases, when $k$ is large, as Algorithm 1 gets closer to an optimal solution, the constant $\delta_k$ can become small. The good news is that the dimension of the search region $K_k$ for future iterations also reduces. The arguments in the proofs of Theorems 2 and 3 also follows if the dimension $n$ is replaced by the dimension of the current search space, $\dim K_k$. This motivates the next result that is if $\delta_k^2 + 1$ is larger than the dimension of the current search region, the algorithm must conclude by step $(k + 1)$th.

**Proposition 5** Suppose Condition 1 holds. Suppose that at step $k \geq 0$, $x^k \in C$ and
\[
\delta_k = \max_{x \in C} \frac{f(x) - f(x^k)}{\|f(x^k)\|} > \sqrt{\dim K_k - 1},
\]
where the set $K_k$ is defined in (17). Then Algorithm 1 converges in at most $k + 1$ steps.
Proof From Proposition 3(ii), after the optimality cut $h_{f}(x, x^k) \geq \theta$ has been added, the future iterations must satisfy
\[
\|x - x^k\| \geq \delta_k = \max_{x \in \mathcal{S}(x)} \frac{|f(x) - f(x^k)|}{\|\nabla f(x^k)\|} > \sqrt{\dim K_k - 1}.
\]
Therefore, the search region $K_k$ contains at most one binary solution for the next iterations. Hence, Algorithm 1 must converge by step $k + 1$. □

Proposition 5 establishes a connection between the constant $\delta_k$, the dimension of the search region at the $k$th iteration and the convergence of Algorithm 1 in the next step. In general, if the dimension of the research space reduces substantially at each step, fast convergence can be guaranteed. In the next result, we focus on how each optimality cut $\theta \leq h_{f}(x, x^k)$ reduces the dimension of the search region for subsequent iterations.

Proposition 6 Suppose Condition 1 holds. Consider step $k$ of Algorithm 1 with $x^k \in C$ and let
\[
S^+_1 := \{ i : x^k_i = 1, \nabla f(x^k)_i > 0 \}, \quad S^-_0 := \{ i : x^k_i = 0, \nabla f(x^k)_i > 0 \}.
\]
(28)
\[
S^-_1 := \{ i : x^k_i = 1, \nabla f(x^k)_i \leq 0 \}, \quad S^+_0 := \{ i : x^k_i = 0, \nabla f(x^k)_i \leq 0 \}.
\]
(29)
Then the following results hold.
1. If $i^+ \in S^+_1$ and
\[
\nabla f(x^k)_i - \sum_{i \in S^-_0} \nabla f(x^k)_i \geq \sum_{i \in S^+_1} \nabla f(x^k)_i,
\]
then $x^l_+ = 1$ for all $l > k$.
2. If $i^- \in S^-_0$ and
\[
\nabla f(x^k)_i - \sum_{i \in S^-_0} \nabla f(x^k)_i \geq \sum_{i \in S^+_1} \nabla f(x^k)_i,
\]
then $x^l_- = 0$ for all $l > k$.

Proof From (13), we have
\[
\left\langle \nabla f(x^k), x^l \right\rangle \geq \left\langle \nabla f(x^k), x^k \right\rangle, \quad \forall l \geq k.
\]
(32)
1. Suppose $i^+ \in S^+_1$ and (30) holds. Suppose, to the contrary of the result, that $x^l_+ = 0$, for some $l > k$. Then,
\[
\left\langle \nabla f(x^k), x^k \right\rangle = \sum_{i \in S^+_1} \nabla f(x^k)_i + \sum_{i \in S^-_1} \nabla f(x^k)_i
\]
(30)
\[
> \sum_{i \in S^+_1 \setminus \{i^+\}} \nabla f(x^k)_i + \sum_{i \in S^-_0} \nabla f(x^k)_i + \sum_{i \in S^+_1} \nabla f(x^k)_i - \sum_{i \in S^+_1} \nabla f(x^k)_i
\]
\[
= \sum_{i \in S^+_1 \setminus \{i^+\}} \nabla f(x^k)_i + \sum_{i \in S^-_0} \nabla f(x^k)_i \geq \left\langle \nabla f(x^k), x^l \right\rangle,
\]
which contradicts (32). Thus, we must have $x^l_+ = 1$.
2. Suppose $i^- \in S^-_0$ and (31) holds. Suppose, to the contrary of the result, that $x^l_- = 1$ for some $l > k$. Then,
\[
\left\langle \nabla f(x^k), x^k \right\rangle = \sum_{i \in S^+_1} \nabla f(x^k)_i + \sum_{i \in S^-_1} \nabla f(x^k)_i
\]
(31)
\[
> \sum_{i \in S^+_1} \nabla f(x^k)_i + \sum_{i \in S^-_0} \nabla f(x^k)_i - \left( - \sum_{i \in S^-_0} \nabla f(x^k)_i + \sum_{i \in S^-_0} \nabla f(x^k)_i \right) + \nabla f(x^k)_i
\]
\[
= \sum_{i \in S^-_0} \nabla f(x^k)_i + \sum_{i \in S^-_0} \nabla f(x^k)_i + \nabla f(x^k)_i \geq \left\langle \nabla f(x^k), x^l \right\rangle,
\]
which contradicts (32). Hence, we must have $x^l_- = 0$.  
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Remark 3 Consider the linear function $l_k(x) := \langle \nabla f(x), x \rangle$. Inequality (32) shows that at future iterations of Algorithm 1, the value of $l_k$ cannot drop below the level at $x^k$, i.e., $l_k(x^l) \geq l_k(x^k)$ for all $l > k$. Note that any change in the value of a variable $x^k_i$ ($i \in S_0^+ \cup S_1^+$), from 0 to 1 for $i \in S_0^+$ or from 1 to 0 for $i \in S_1^+$, will not increase the value of $l_k$ and it will actually decrease $l_k$ if $\nabla f(x^k) \neq 0$. Proposition 6 says that if such a decrease exceeds the maximum possible increase from the terms corresponding to $i \in S_0^+ \cup S_1^+$, then $l_k(x^l) \geq l_k(x^k)$ cannot be maintained. In other words, these changes cannot occur in subsequent iterations, hence the values of these indices must be fixed to either 0 or 1, which leads to a reduction in the dimension of the feasible region.

3.2 Dual conditions for convergence

In this subsection, we establish a connection between Algorithm 1 and gradient-based methods in nonlinear continuous optimization. Recall that gradient-based methods for solving continuous optimization problems of the form $\max f(x)$ typically converge to critical points, e.g., $d(\nabla f(x^*), N_{\Omega}(x^*)) = 0$, where $N_{\Omega}(x^*)$ is the normal cone of $\Omega$ at the point $x^*$ (see (33) below). Furthermore, when the optimization problem is convex, such critical points are global minimizers. The convergence results for Algorithm 1 presented in this section can be viewed as analogues to the classical results on critical points in continuous optimization.

Recall the definition of the normal cone $N_{\Omega}(x)$ of the closed set $\Omega$ at the point $x \in \Omega$:

$$N_{\Omega}(x) := \{ v \in \mathbb{R}^n : \langle v, y - x \rangle \leq 0, \ y \in \Omega \}. \quad (33)$$

Note that $0 \in N_{\Omega}(x)$ for all $x \in \Omega$, and $N_{\Omega}(x)$ is a closed convex cone.

**Theorem 4** Suppose Condition 1 holds. If $x^k \in C \ (k \geq 0)$ and

$$d \left( \nabla f(x^k), N_{\Omega \cap \{0,1\}}(x^k) \right) < \frac{M_1 - M_2}{\sqrt{n}}. \quad (34)$$

where $M_1 := \max_{x \in C} f(x)$ is the optimal value of (NP) and $M_2 := \max_{f(x) < M_1} f(x)$ is the second best value of (NP), then $x^k$ is an optimal solution of (NP). Furthermore, if

$$d \left( \nabla f(x^k), N_{\Omega \cap \{0,1\}}(x^k) \right) = 0. \quad (35)$$

then Algorithm 1 converges after the conclusion of the kth step.

**Proof** Suppose inequality (34) holds, but $x^k$ is not an optimal solution for Problem (NP). Then $f(x^k) \leq M_2$. Let $x^*$ be the convergence point obtained after the conclusion of Algorithm 1. Because Condition 1 holds, $x^*$ maximizes (NP). By Proposition 3(ii), we have

$$M_1 - M_2 \leq f(x^*) - f(x^k) \leq \langle \nabla f(x^k), x^* - x^k \rangle. \quad (36)$$

From (34), and $x^* \in K \cap \{0,1\}^n$, there exists $v \in N_{\Omega \cap \{0,1\}}(x^k)$ such that

$$\|v - \nabla f(x^k)\| < \frac{M_1 - M_2}{\sqrt{n}}. \quad (37)$$

$$\langle v, x^* - x^k \rangle \leq 0. \quad (38)$$

From (36) and (38), we have

$$M_1 - M_2 \leq \langle \nabla f(x^k) - v, x^* - x^k \rangle. \quad (39)$$

Using the Cauchy-Schwarz inequality, combining (37) and (39) gives

$$M_1 - M_2 \leq \langle \nabla f(x^k) - v, x^* - x^k \rangle \leq \|\nabla f(x^k) - v\| \cdot \|x^* - x^k\| < \frac{M_1 - M_2}{\sqrt{n}} \|x^* - x^k\|. \quad (40)$$
Now, since feasible points of Problem (NP) are binary vectors in \( \mathbb{R}^n \), we have \( \| x^* - x^k \| \leq \sqrt{n} \), so the inequality above becomes \( M_1 - M_2 < \frac{M_1 - M_2}{\sqrt{n}} \sqrt{n} \), which is a contradiction. Hence, \( x^k \) must be an optimal solution of Problem (NP) and LB\(_k\) = \( \max_{x \in C} f(x) \).

Now suppose (35) holds, but Algorithm 1 has not converged at step 1. Because the normal cone \( N_{K \cap \{0,1\}^n}(x^k) \) is closed, inequality (35) implies \( \nabla f(x^k) \in N_{K \cap \{0,1\}^n}(x^k) \). Since Algorithm 1 does not converge at step 1, then the next iterate \( x^{k+1} \) satisfies

\[
UB_{k+1} \leq f(x^k) + \langle \nabla f(x^k), x^{k+1} - x^k \rangle. \tag{40}
\]

Because \( x^{k+1} \in K \cap \{0,1\}^n \) and \( \nabla f(x^k) \in N_{K \cap \{0,1\}^n}(x^k) \), we have

\[
\langle \nabla f(x^k), x^{k+1} - x^k \rangle \leq 0.
\]

Combining the inequality above with (40), we have

\[
UB_{k+1} \leq f(x^k) + \langle \nabla f(x^k), x^{k+1} - x^k \rangle \leq f(x^k) \leq LB_k.
\]

Hence, Algorithm 1 must converge in step \( k+1 \). \( \square \)

Using the fact that \( 0 \in N_{K \cap \{0,1\}^n}(x^k) \), Theorem 4 implies the following corollary.

**Corollary 1** Suppose Condition 1 holds. If \( x^k \in C \) and

\[
\| \nabla f(x^k) \| \leq \frac{M_1 - M_2}{\sqrt{n}},
\]

where \( M_1 \) and \( M_2 \) are defined in Theorem 4, then \( x^k \) is an optimal solution for (NP). Furthermore, if \( \nabla f(x^k) = 0 \), then Algorithm 1 converges to \( x^k \) after the conclusion of the \( k \)th step.

We now show that when the function \( f \) is quasiconvex, the dual condition (35) with \( C \) in place of \( K \cap \{0,1\}^n \) becomes necessary. Recall that a function \( \varphi : \mathbb{R}^n \to \mathbb{R} \) is quasiconvex if \( \varphi(\alpha x + (1 - \alpha)y) \leq \max \{ \varphi(x), \varphi(y) \} \) for all \( x, y \in \mathbb{R}^n \).

**Proposition 7** Suppose the function \( f \) is quasiconvex. Then for any optimal solution \( x^* \) of Problem (NP),

\[
d(\nabla f(x^*), N_C(x^*)) = 0. \tag{41}
\]

**Proof** For any \( x \in \text{conv} C \), by Caratheodory’s theorem, there are extreme points \( x_0, \ldots, x_n \in C \) of \( \text{conv} C \) and \( a_0, \ldots, a_n \in [0,1] \) such that \( a_0 + a_1 + \cdots + a_n = 1 \) and \( x = a_0x_0 + \cdots + a_nx_n \). Because \( f \) is quasiconvex, \( f(x) = f(a_0x_0 + \cdots + a_nx_n) \leq \max f(x_0, \ldots, f(x_n)) \), which proves that the optimal value of \( \max_{x \in \text{conv} C} f(x) \) is achieved at some extreme point of \( \text{conv} C \), and the extreme point belongs to \( C \). Hence, \( \max_{x \in \text{conv} C} f(x) = \max_{x \in C} f(x) \).

Suppose \( x^* \) is optimal for Problem (NP), and hence \( x^* \) is also optimal for problem \( \max_{x \in \text{conv} C} f(x) \). By the standard optimality condition for continuous domain, we have \( \nabla f(x^*) \in N_{\text{conv} C}(x^*) \). Since, \( C \subset \text{conv} C \), we must have \( N_{\text{conv} C}(x^*) \subset N_C(x^*) \), and therefore, \( \nabla f(x^*) \in N_C(x^*) \). Hence, (41) holds. \( \square \)

When Problem (NP) only has linear constraints \( (C = K \cap \{0,1\}^n) \) and the function \( f \) is quasiconvex, then optimality conditions (35) and (41) coincide. Hence, in this case, condition (35) is necessary and sufficient for convergence of Algorithm 1. The following corollary states that in this case, once an optimal solution is added to \( C_k \), i.e., \( x^k \) maximizes (NP) for \( k \geq 0 \), Algorithm 1 must converge in the next step.

**Corollary 2** Suppose Condition 1 holds, the objective function \( f \) is quasiconvex, and there are only linear constraints, i.e., \( C = K \cap \{0,1\}^n \). If \( x^k \) is optimal for (NP), then Algorithm 1 converges after the conclusion of the \( k \)th step.

**Proof** Suppose \( x^k \) (\( k \geq 0 \)) is optimal for (NP). By Proposition 7, \( x^k \) satisfies equation (41), and thus (35) holds. Then, Theorem 4 implies that Algorithm 1 must converge in the next step. \( \square \)

One common weakness of most iterative algorithms for mixed integer programming (e.g., outer approximation, Bender’s decomposition method) is that even when the algorithm has generated an optimal solution, it may still require a large number of additional iterations to recognize the optimality. With the cutting plane algorithm (Algorithm 1), Corollary 2 proves that in a special setting, it converges the first time an optimal solution is added.
4 Applying Algorithm 1 and extensions

The justification for Algorithm 1 relies on Condition 1. Thus, two questions immediately arise:

1. when does Condition 1 hold?
2. what to do when Condition 1 does not hold?

This section examines these questions.

4.1 Sufficient conditions for Condition 1

Since Condition 1 cannot be checked directly, we provide some specific cases when it is guaranteed to hold.

**Proposition 8** Suppose (NP) has an optimal solution \( x^* \) such that

\[
\begin{align*}
    h_f(x^*, y_1) &\geq f(x^*), \quad \forall y_1 \in C, \\
    h_g_j(x^*, y_2) &\leq 0, \quad \forall j \in J(y_2), \quad \forall y_2 \in \overline{C}.
\end{align*}
\]

Then, Condition 1 holds.

**Proof** Let \( x^* \) be an optimal solution of (NP) satisfying (42) and (43). Then, by the definition of \( I_C^{C, \overline{C}} \), we have \( (x^*, f(x^*)) \in I_C^{C, \overline{C}} \), and so \( (x^*, f(x^*)) \) is feasible for (LP\(_C^{C, \overline{C}}\)). Hence, by Proposition 1,

\[
\max_{x \in C} f(x) = f(x^*), \quad \max_{(x, \theta) \in I_C^{C, \overline{C}}} \theta \leq \max_{x \in C} f(x),
\]

which establishes Condition 1. \( \Box \)

Proposition 8 is still hard to use directly because it requires knowing an optimal solution \( x^* \) for Problem (NP). Thus, stronger assumptions are required in practice. For example, if \( f \) is concave and \( g_j \) (\( j = 1, \ldots, m \)) are convex, then

\[
\begin{align*}
    f(x) &\leq \langle \nabla f(y), x - y \rangle + f(y) = h_f(x, y), \quad \forall x \in \mathbb{R}^n, \quad \forall y \in \mathbb{R}^n, \\
    g_j(x) &\geq \langle \nabla g_j(y), x - y \rangle + g_j(y) = h_{g_j}(x, y), \quad \forall x \in \mathbb{R}^n, \quad \forall y \in \mathbb{R}^n, \quad \forall j = 1, \ldots, m,
\end{align*}
\]

and conditions (42) and (43) hold trivially. In fact, these inequalities do not need to hold for all \( x, y \in \mathbb{R}^n \), but only for \( (x, y) \) in the discrete sets \( C \times C \) and \( C \times \overline{C} \), respectively. This leads to the following corollary of Proposition 8.

**Corollary 3** Suppose functions \( f \) and \( g_j \), satisfy

\[
\begin{align*}
    f(x) &\leq h_f(x, y), \quad \forall x, y \in C, \\
    0 &\geq h_{g_j}(x, y), \quad \forall j \in J(y), \quad \forall x \in C, \forall y \in \overline{C}.
\end{align*}
\]

Then, Condition 1 holds.

Inequalities (44) and (45) are much stronger than (42) and (43), which only need to hold at a single optimal point. Corollary 3 can be weakened further since (44) only needs to hold for \( x, y \in C \) such that \( f(x) \geq g(y) \).

We now show that Condition 1 also holds under quasiconvexity and Lipschitz assumptions. Recall that a function \( \varphi \) is \( \alpha \)-robustly quasiconvex, for some \( \alpha > 0 \), if \( \varphi(x) + \langle v, x \rangle \) is quasiconvex for all \( v \in \mathbb{R}^n \) with \( \|v\| < \alpha \). Note that a function \( \varphi : \mathbb{R}^n \to \mathbb{R} \) is convex if and only if \( \varphi(x) + \langle v, x \rangle \) is quasiconvex for all \( v \in \mathbb{R}^n \) (cf. [17]). Hence, we can think of quasiconvexity as \( \alpha \)-robust quasiconvexity with \( \alpha = 0 \), and convexity as \( \alpha \)-robust quasiconvexity with \( \alpha = +\infty \).

**Proposition 9** Let \( g(x) := \max_{j=1, \ldots, m} g_j(x) \) for \( x \in \mathbb{R}^n \), and suppose that both \( f \) and \( g \) are Lipschitz continuous. Furthermore, suppose that there exists a Lipschitz constant \( \alpha > 0 \) for \( f \) such that \(-f\) is \( \alpha \)-robustly quasiconvex, and a Lipschitz constant \( \beta > 0 \) for \( g \) such that \( g \) is \( \beta \)-robustly quasiconvex. Then, Condition 1 holds.
Suppose \( \varphi(x) \leq \varphi(y) \implies \langle v, x - y \rangle \leq -\min \{ \tau \| y - x \|, \varphi(y) - \varphi(x) \} \), \( \forall v \in \partial \varphi(y) \),

\[ \text{(46)} \]

where \( \partial \varphi(x) \) is the Fréchet subdifferential of \( \varphi \) at \( x \) defined by

\[ \partial \varphi(x) := \left\{ v \in \mathbb{R}^n : \lim_{y \to x} \inf \frac{\varphi(y) - \varphi(x) - \langle v, y - x \rangle}{\|y - x\|} \geq 0 \right\}. \]

\[ \text{(47)} \]

If the function \( \varphi \) is smooth at \( x \), then its Fréchet subdifferential at \( x \) reduces to its gradient at \( x \), i.e., \( \partial \varphi(x) = \{ \nabla \varphi(x) \} \). Furthermore, if \( \varphi(x) := \max_{j=1, \ldots, m} \psi_j(x) \), then

\[ \partial \varphi(x) = \text{conv} \{ \nabla \psi_j(x) : \psi_j(x) = \varphi(x), \ j = 1, \ldots, m \}. \]

Suppose \( x^* \) is an optimal solution of \( (\text{NP}) \). We will show that inequalities \( (\text{42}) \) and \( (\text{43}) \) hold for \( x^* \). Take \( y_1 \in C \) and \( y_2 \in \mathbb{C} \). Then,

\[ -f(x^*) \leq -f(y_1), \quad \text{and} \quad g(x^*) \leq 0 < g(y_2). \]

\[ \text{(48)} \]

Applying the characterization in \( (\text{46}) \) to \(-f\), and exploiting Lipschitz continuity, we have

\[ \langle \nabla f(y_1), x^* - y_1 \rangle \geq \min \{ \alpha \| y_1 - x^* \| \cdot f(x^*) - f(y_1) \} = f(x^*) - f(y_1). \]

Similarly, applying \( (\text{46}) \) to \( g \), and noting that \( \partial g(y_2) = \text{conv} \{ \nabla g_j(y_2), \forall j \in J(y_2) \} \), we obtain

\[ \langle \nabla g_j(y_2), x^* - y_2 \rangle \leq -\min \{ \beta \| y_2 - x^* \| \cdot g(y_2) - g(x^*) \} = g(x^*) - g(y_2) \leq -g(y_2), \quad \forall j \in J(y_2). \]

The inequalities above show that \( h_f(x^*, y_1) \geq f(x^*) \) and \( h_{g_j}(x^*, y_2) \leq 0 \) for \( j \in J(y_2) \), as required under Proposition 8. \( \Box \)

**Remark 4** The Lipschitz continuity assumptions on \( f \) and \( g \) in Proposition 9 are only needed to derive:

\[ \min \{ \alpha \| y_1 - x^* \| \cdot f(x^*) - f(y_1) \} = f(x^*) - f(y_1), \quad \min \{ \beta \| y_2 - x^* \| \cdot g(y_2) - g(x^*) \} = g(y_2) - g(x^*). \]

Therefore, Lipschitz continuity of \( f \) and \( g \) can be replaced by the following weaker Lipschitz-type assumptions, which are local conditions corresponding to an optimal solution \( x^* \) of \( (\text{NP}) \):

\[ \inf_{\substack{y \in \mathbb{R}^n, \ f(y) \geq f(x^*)}} \alpha \| x - y \| \geq f(x^*) - f(x), \quad \forall x \in K, \]

\[ \inf_{\substack{y \in \mathbb{R}^n, \ g(y) \leq g(x^*)}} \beta \| x - y \| \geq g(x) - g(x^*), \quad \forall x \in K. \]

These assumptions are related to weak-sharp minima, or linear error bound, which are important notions in variational analysis. Furthermore, these local Lipschitz-type assumptions are weaker than Lipschitz continuity. For example, consider the function \( g(x) := \max \{ \cos(x^2) + x - 1, -|x - 1| + 1 \} \). The sublevel set of \( g \) at \( x^* = 0 \) is \( \{ x : g(x) \leq 0 \} = \mathbb{R}_+ \), and

\[ \inf_{\substack{y \in \mathbb{R}^n, \ g(y) \leq g(x^*)}} |x - y| = \max \{ x, 0 \} \geq \max \{ \cos(x^2) + x - 1, -|x - 1| + 1 \} = g(x), \quad \forall x \in \mathbb{R}. \]

On the other hand, the function \( g \) is not Lipschitz continuous for any constant (see Figure 2) since the derivative of \( \cos(x^2) + x - 1 \) is unbounded as \( x \to \infty \).
Remark 5 Even without Lipschitz continuity or the Lipschitz-type conditions in Remark 4, Condition 1 still holds if $-f$ and $g$ are $\alpha$- and $\beta$-robustly quasiconvex for sufficiently large $\alpha$, $\beta$, specifically

$$\alpha \geq \max_{x \in C} f(x) - \min_{x \in C} f(x), \quad \beta \geq \max_{x \in \overline{C}} g(x).$$

In this case, since $x$ and $y$ are binary, $\|x - y\| \geq 1$ for all $x, y \in K \cap \{0, 1\}^n$ with $x \neq y$, and hence,

$$\min\{\alpha \|y - x\|, f(x) - f(y)\} = f(x) - f(y), \quad \forall x, y \in C,$$

$$\min\{\beta \|y - x\|, g(y) - g(x)\} \geq \min\{\beta, g(y)\} = g(y), \quad \forall x \in C, y \in \overline{C},$$

and the arguments above apply.

Remark 6 Imposing the conditions in Proposition 9 on each individual constraint $g_j(x) \leq 0$ ($j = 1, \ldots, m$) instead of the maximization $g$ would reduce the power of the result. For example, consider two functions $g_1(x) := x^3$ and $g_2(x) := -x^3$. Then, $g(x) = \max\{g_1(x), g_2(x)\} = |x|^3$ is a convex function, and hence $s$-robustly quasiconvex for any $s > 0$, but neither $g_1$ or $g_2$ is $s$-robustly quasiconvex for any $s > 0$.

4.2 Cutting plane modifications for pseudoconvexity

We now consider the case when Condition 1 does not hold. In this case, when the objective and constraints satisfy pseudoconvexity assumptions, we can modify Algorithm 1 by replacing the tangent planes (5) and (6) by the shifted cutting planes, defined as

$$h_0^f(x, y) := \langle \nabla f(y), x - y \rangle, \quad \forall x \in \mathbb{R}^n, \quad \forall y \in \mathbb{R}^n$$

$$h_\varepsilon^g_j(x, y) := \langle \nabla g_j(y), x - y \rangle + \varepsilon, \quad \forall x \in \mathbb{R}^n, \quad \forall y \in \mathbb{R}^n, \quad j = 1, \ldots, m,$$

where $\varepsilon > 0$ is a small positive number. We prove later that the modified algorithm, using the shifted cutting planes above instead of (5) and (6), converges to an optimal solution under pseudoconvexity assumptions.

Given two subsets $A_1, A_2 \subset \mathbb{R}^n$, consider the following auxiliary problem:

$$\begin{aligned}
\max & \quad \theta \\
\text{s.t.} & \quad \theta \leq h_0^f(x, y), \quad \forall y \in A_1, \\
& \quad h_\varepsilon^g_j(x, y) \leq 0, \quad \forall j \in J(y), \forall y \in A_2, \\
& \quad x \in K \cap \{0, 1\}^n.
\end{aligned}$$

The optimal value of the linear problem (LP2$A_1, A_2$) is not necessarily an upper bound for Problem (NP). Therefore, the stopping criterion $L_{Bk} = U_{Bk}$ in Algorithm 1 is not applicable with this new auxiliary problem. Note, however, that once Algorithm 1 repeats a point in $C_k$, no new cutting planes are added and
the solution will not change. Hence, finite termination can be guaranteed if we use the stopping condition \( x^k \in C_k \) instead. We now present the modified algorithm below.

**Algorithm 3:** modified cutting plane method for solving \((\text{NP})\).

**Initialization:**
Take \( x^0 \in C \)

\( k \leftarrow 1 \)

Set \( C_1 \leftarrow \{x^0\} \), \( \overline{C}_1 \leftarrow \emptyset \)

Solve \((\text{LP2}_{C_1,\overline{C}_1})\) to obtain \((x^1, \theta^1)\)

while \( x^k \notin C_k \) do

\[ \text{if } \exists j \in \{1, \ldots, m\} : g_j(x^k) > 0 \text{ then} \]
\[ C_{k+1} \leftarrow C_k \cup \{x^k\} \]

else

\[ C_{k+1} \leftarrow C_k \cup \{x^k\} \]

end

\( k \leftarrow k + 1 \)

Solve \((\text{LP2}_{C_k,\overline{C}_k})\) to obtain \((x^k, \theta^k)\)

end

The question is, does the algorithm terminate at an optimal solution? This depends on whether an optimal solution of \((\text{NP})\) was added to \( C_k \) during a prior iteration. We prove in the next theorem that this is indeed the case if \(-f\) and \( g(x) := \max_{t=1,\ldots,m} g_t(x) \) are pseudoconvex. Recall that a function \( \varphi : \mathbb{R}^n \rightarrow \mathbb{R} \) is pseudoconvex if for any \( x, y \in \mathbb{R}^n \),

\[ \varphi(x) < \varphi(y) \implies \langle v, x - y \rangle < 0, \text{ for all } v \in \partial \varphi(y), \]

where \( \partial \varphi(y) \) is the Fréchet subdifferential set of \( \varphi \) at \( y \). Pseudoconvexity is stronger than quasiconvexity, but weaker than \( \alpha \)-robust quasiconvexity for any \( \alpha > 0 \). Given a positive number \( \alpha > 0 \), we have the following implications:

Convexity \( \implies \alpha \)-robust quasiconvexity \( \implies \) pseudoconvexity \( \implies \) quasiconvexity.

**Theorem 5** Suppose \(-f\) and \( g(x) := \max_{t=1,\ldots,m} g_t(x) \) are pseudoconvex. Then, there is a positive number \( \bar{\varepsilon} > 0 \) such that for any \( \varepsilon \in (0, \bar{\varepsilon}] \), Algorithm 3 converges to an optimal solution of Problem \((\text{NP})\).

**Proof** Let \( \bar{\varepsilon} := \min_{(x,y) \in C \times \overline{C}, j \in J(y)} \langle \nabla g_j(y), y - x \rangle \). For any \( x \in C \), \( y \in \overline{C} \), by the pseudoconvexity assumption on function \( g \), we have

\[ g(x) \leq 0 < g(y) \implies \langle v, x - y \rangle < 0, \text{ for all } v \in \partial g(y). \]

Note that \( g(y) = \max_{t=1,\ldots,m} g_t(y) \), hence \( \nabla g_j(y) \in \partial g(y) \) for all \( j \in J(y) \), which implies

\[ \langle \nabla g_j(y), y - x \rangle > 0, \quad \forall j \in J(y). \]

Thus, since the sets \( C, \overline{C} \) and \( J(y) \) are finite, \( \bar{\varepsilon} > 0 \). For any \( \varepsilon \in (0, \bar{\varepsilon}] \), we have

\[ h^\varepsilon_{g_j}(x, y) = \langle \nabla g_j(y), x - y \rangle + \varepsilon \leq 0, \quad \forall x \in C, y \in \overline{C}, j \in J(y). \tag{51} \]

Now, suppose Algorithm 1 revisits a previous point at step \( k \geq 1 \), i.e., \( x^k \in C_k \), and the set \( C_k \) does not contain an optimal solution of \((\text{NP})\). Then, constraints (49) imply that \( \theta^k \leq \langle \nabla f(x^k), x^k - x^k \rangle = 0 \). Hence, the optimal value of \((\text{LP2}_{C_k,\overline{C}_k})\) is no larger than 0.

Let \( x^* \) be any solution for \((\text{NP})\). Because \( C_k \) does not contain any optimal solutions, then \( f(y) < f(x^*) \) for all \( y \in C_k \). From the pseudoconvexity assumption on \(-f\), we have

\[ -f(y) > -f(x^*) \implies \langle -\nabla f(y), x^* - y \rangle < 0. \]

Let \( \theta := \min_{y \in C_k} \langle \nabla f(y), x^* - y \rangle \). Since \( C_k \) is finite, we must have \( \theta > 0 \). By the choice of \( \theta \), it holds that \( (x^*, \theta) \) satisfies constraints (49). From (51), \( (x^*, \theta) \) also satisfies constraints (50). Hence, \( (x^*, \theta) \) is feasible for \((\text{LP2}_{C_k,\overline{C}_k})\), which implies that the optimal value of \((\text{LP2}_{C_k,\overline{C}_k})\) is larger than 0, a contradiction. Thus, \( C_k \) must contain an optimal solution of \((\text{NP})\) after the end of Algorithm 3. \( \square \)
To compare the modified cutting planes (49) with the tangent planes (7), we first note that the linear problem (LP$_{A_1,A_2}$) is equivalent to

\[
\max \theta \\
\text{s.t. } \theta \leq h_f(x,y) - M, \; \forall y \in A_1, \\
h_{g_j}(x,y) \leq 0, \; \forall j \in J(y), \; \forall y \in A_2, \\
x \in K \cap \{0,1\}^n,
\]

where $M := \max_{x \in C} f(x)$. The cutting planes (52) are given by

$$\theta \leq \langle \nabla f(y), x - y \rangle + f(y) - M, \; \forall x \in \mathbb{R}^n, \; \forall y \in A_1.$$ 

For each $y \in C$, we have $f(y) - M \leq 0$, and therefore every pair $(x, \theta)$ that satisfies $\theta \leq h_f(x,y) - M$ also satisfies constraint $\theta \leq h_f^0(x,y)$. Hence, the tangent planes (52), which are equivalent to (7), provide tighter optimality cuts compared to the cutting planes (49).

For the feasibility cuts, when $\varepsilon$ is sufficiently small (e.g., $\varepsilon < \min_{j=1,\ldots,m} g_j(x)$) the tangent plane (8) implies the cutting plane (50), and hence it is also tighter. The price for the efficiency of the original tangent planes (7), (8) is that the assumptions required for Condition 1 to hold, e.g., assumptions on $f$ and $g$ in Proposition 9, are usually stronger than the assumptions in Theorem 5.

The pseudoconvexity assumption in Theorem 5 explains the motivation for the cuts (7). When $-f$ is pseudoconvex, if the current point $x^k$ is feasible, but not optimal, then any optimal solution $x^*$ satisfies $f(x^*) > f(x^k)$ and $\langle \nabla f(x^k), x^* - x^k \rangle > 0$. This is consistent with the optimality cut (49) restricting the search to $\langle \nabla f(x^k), x - x^k \rangle \geq 0$.

When $g$ is quasiconvex, the constraint $g(u) \leq 0$ in (NP) defines a convex region (even if $g$ itself is not convex), and hence it can be expressed as the intersection of a collection of closed half spaces. However, quasiconvexity alone is insufficient, and we require the stronger assumption of pseudoquasiconvexity (which is still much weaker than convexity) to avoid flat level sets, which are often troublesome in quasiconvex optimization (see Example 1 below and [9] for further discussions). This is the reason for the pseudoquasiconvexity conditions in Theorem 5.

**Example 1** Consider the function $g(x) = \sin(x) + x$ (see Figure 3). This function is nondecreasing, and therefore it is quasiconvex. However, $g$ is not pseudoconvex. Consider the set $\overline{C} = \{(2k+1)\pi : k \geq 0\}$. For any $y \in \overline{C}$, we have $\nabla g(y) = 0$. Therefore, any cutting plane $h^\varepsilon_y$ for $\varepsilon > 0$ for $y \in \overline{C}$ is invalid: $h^\varepsilon_y(x, y) = \varepsilon \leq 0$.

Because of the finite domain of Problem (NP), even without the conditions in Theorem 5, Algorithm 3 still terminates, but with no guarantee that the final point is optimal. In such cases, we face a new challenge of verifying if the obtained solution is optimal for (NP). Without such verification, the algorithm is only heuristic. For convex programming, duality theory provides convenient sufficient conditions to check optimality, but there are no suitable duality conditions for discrete problems. Here, we extend the first order Kuhn-Tucker conditions from convex programming to binary problem (NP) when $-f$ is pseudoconvex, but $g_j$ ($j = 1,\ldots,m$) are only required to be quasiconvex. This condition can serve as a sufficient optimality condition to check if the convergence point of Algorithm 3 is optimal.

**Theorem 6** Suppose $-f$ is pseudoconvex, and $g_j$ ($j = 1,\ldots,m$) are quasiconvex. If $x^* \in C$ and there exist constants $\lambda_j \geq 0$ such that $\lambda_j g_j(x^*) = 0$ ($j = 1,\ldots,m$) and

$$\nabla f(x^*) \in N_{K \cap \{0,1\}^n}(x^*) + \lambda_1 \nabla g_1(x^*) + \cdots + \lambda_m \nabla g_m(x^*),$$

then $x^*$ is an optimal solution of Problem (NP).
Proof Suppose there is $\bar{x} \in C$ such that $f(\bar{x}) > f(x^\ast)$. Take $v \in N_{K\cap\{0,1\}^n}(x^\ast)$ such that
\[
\nabla f(x^\ast) = v + \lambda_1 \nabla g_1(x^\ast) + \cdots + \lambda_m \nabla g_m(x^\ast).
\] (55)
By the definition of normal cone,
\[
\langle v, \bar{x} - x^\ast \rangle \leq 0.
\] (56)
Because $\lambda_j g_j(x^\ast) = 0$ ($j = 1, \ldots, m$), then for each $j = 1, \ldots, m$, either $\lambda_j = 0$ or $g_j(x^\ast) = 0$. Therefore, if $\lambda_j \neq 0$, then $g_j(x^\ast) = 0$, and since $g_j(\bar{x}) \leq 0 = g_j(x^\ast)$, and $g_j$ is quasiconvex, applying inequality (46) with $\tau = 0$ gives
\[
\lambda_j \langle \nabla g_j(x^\ast), \bar{x} - x^\ast \rangle \leq 0.
\] (57)
Note that if $\lambda_j = 0$, then inequality (57) holds trivially. Combining (55), (56), and (57), we have
\[
\langle \nabla f(x^\ast), \bar{x} - x^\ast \rangle = \langle v + \lambda_1 \nabla g_1(x^\ast) + \cdots + \lambda_m \nabla g_m(x^\ast), \bar{x} - x^\ast \rangle \leq 0.
\] (58)
On the other hand, $-f$ is pseudoconvex, and hence $-f(\bar{x}) < -f(x^\ast)$ implies $\langle -\nabla f(x^\ast), \bar{x} - x^\ast \rangle < 0$, which contradicts (58). Therefore, $x^\ast$ must be an optimal solution of $\max_{x \in C} f(x)$. □

Computing the normal cone $N_{K\cap\{0,1\}^n}(x^\ast)$ in (54) can be difficult when there is no analytic formulation for the set $K\cap\{0,1\}^n$. We show below that condition (54) is equivalent to $x^\ast$ being optimal for the following linear problem
\[
\max_{x \in K\cap\{0,1\}^n} \langle \nabla f(x^\ast) - \lambda_1 \nabla g_1(x^\ast) - \cdots - \lambda_m \nabla g_m(x^\ast), x - x^\ast \rangle,
\] (LP)
which is, compared to (54), easier to verify.

**Corollary 4** Suppose $-f$ is pseudoconvex, and $g_j$ ($j = 1, \ldots, m$) are quasiconvex. If $x^\ast \in C$ and there exist constants $\lambda_j \in \mathbb{R}$ ($j = 1, \ldots, m$) such that $\lambda_j g_j(x^\ast) = 0$ ($j = 1, \ldots, m$) and $x^\ast$ is an optimal solution of the linear programming problem (LP), then $x^\ast$ is an optimal solution for (NP).

**Proof** Because $x^\ast \in C$ is the solution for (LP), then for any $x \in K \cap \{0,1\}^n$, we have
\[
\langle \nabla f(x^\ast) - \lambda_1 \nabla g_1(x^\ast) - \cdots - \lambda_m \nabla g_m(x^\ast), x - x^\ast \rangle \leq 0, \quad \forall x \in K \cap \{0,1\}^n.
\] (59)
This implies $\nabla f(x^\ast) - \lambda_1 \nabla g_1(x^\ast) - \cdots - \lambda_m \nabla g_m(x^\ast) \in N_{K\cap\{0,1\}^n}(x^\ast)$. Therefore, the inclusion (54) holds. By Theorem 6, $x^\ast$ is an optimal solution of (NP). □

**Remark** When the nonlinear problem (NP) involves only linear constraints, the multipliers $\lambda_j$ ($j = 1, \ldots, m$) are omitted. Then, Corollary 4 implies that if $x^\ast$ is optimal for $\max_{x \in K\cap\{0,1\}^n} \langle \nabla f(x^\ast), x \rangle$, then $x^\ast$ is also optimal for Problem (NP).

### 4.3 Convexification
We now present a second approach to deal with the absence of Condition 1. Here, instead of modifying the cutting planes as in Subsection 4.2, we modify the objective and constraints to meet Condition 1. In particular, we exploit the equality constraints $x_i^2 = x_i$ ($i = 1, \ldots, n$), which hold trivially for binary variables, to rewrite the functions $f$ and $g_j$ as $f_{\mu}(x) := f(x) - \mu \sum_{i=1}^{n} (x_i^2 - x_i)$ and $g_{j,\lambda_j}(x) := g_j(x) + \lambda_j \sum_{i=1}^{n} (x_i^2 - x_i)$.

When $\mu \geq 0$ and $\lambda_j \geq 0$ ($j = 1, \ldots, m$) are sufficiently large, $f$ and $g_j$ are concave and convex respectively [4]. Following this idea, we focus on finding suitable $\mu$ and $\lambda_j$ ($j = 1, \ldots, m$) so that Condition 1 is guaranteed.

Consider the following nonlinear binary problem:
\[
\max_{x \in K} f_{\mu}(x),
\] (NP$_{\mu,\lambda_j}$)
s.t. $g_{j,\lambda_j}(x) \leq 0, \quad j = 1, \ldots, m,$
\[
x \in \{0,1\}^n.
\] (60)
For any choice of $\mu$ and $\lambda_j$, Problems (NP) and (NP$_{\mu,\lambda_j}$) are equivalent.
Lemma 1 Let $\varphi : \mathbb{R}^n \to \mathbb{R}$ be a twice differentiable function and let $\lambda \geq \frac{1}{2} \max_{x \in [0,1]^n \cap K} \lambda_{\max}(\nabla^2 \varphi(x))$, where $\lambda_{\max}(\nabla^2 \varphi(x))$ is the largest eigenvalue of the Hessian matrix $\nabla^2 \varphi(x)$. Then,

$$\varphi_\lambda(x) \leq h_{\varphi_\lambda}(x, y), \quad \forall x, y \in [0,1]^n \cap K,$$

where $\varphi_\lambda(x) := \varphi(x) - \lambda \sum_{i=1}^n (x_i^2 - x_i)$ and the cutting plane $h_{\varphi_\lambda}$ is defined in (5).

Proof First, we will show that for each $x \in [0,1]^n \cap K$, the Hessian matrix $\nabla^2 \varphi_\lambda(x)$ is negative semidefinite. Indeed, $\nabla^2 \varphi_\lambda(x) = \nabla^2 \varphi(x) - 2\lambda I_n$, where $I_n$ is the identity matrix. Let $\xi_1, \ldots, \xi_n$ denote the eigenvalues of $\nabla^2 \varphi(x)$. Then for each $i \in \{1, \ldots, n\}$, there exists $z \in \mathbb{R}^n \setminus \{0\}$ such that $\nabla^2 \varphi(x)z = \xi_i z$. Hence,

$$\nabla^2 \varphi_\lambda(x)z = \nabla^2 \varphi(x)z - 2\lambda z = (\xi_i - 2\lambda)z.$$

The above equality shows that $\xi_1 - 2\lambda, \ldots, \xi_n - 2\lambda$ are eigenvalues of $\nabla^2 \varphi_\lambda(x)$. Note that $2\lambda \geq \xi_i$, $i = 1, \ldots, n$, equivalently, $\xi_i - 2\lambda \leq 0$, $i = 1, \ldots, n$. Hence, $\nabla^2 \varphi_\lambda(x)$ is a negative semidefinite matrix whenever $x \in [0,1]^n \cap K$.

Let $x, y \in [0,1]^n \cap K$. Then, Taylor’s theorem implies that

$$\varphi_\lambda(x) = \varphi_\lambda(y) + (\nabla \varphi_\lambda(y), x - y) + \frac{1}{2}(x - y)^T \nabla^2 \varphi_\lambda(tx + (1-t)y)(x - y),$$

for some $t \in [0,1]$. Note that since $[0,1]^n \cap K$ is convex, $tx + (1-t)y \in [0,1]^n \cap K$ and hence $\nabla^2 \varphi_\lambda(tx + (1-t)y)$ is negative semidefinite. Thus

$$\varphi_\lambda(x) - \varphi_\lambda(y) = (\nabla \varphi_\lambda(y), x - y) + \frac{1}{2}(x - y)^T \nabla^2 \varphi_\lambda(tx + (1-t)y)(x - y) \leq (\nabla \varphi_\lambda(y), x - y).$$

This completes the proof. \(\square\)

Proposition 10 Suppose $\mu, \lambda_j \in \mathbb{R}$ ($j = 1, \ldots, m$) where

$$\mu \geq \frac{1}{2} \max_{x \in [0,1]^n \cap K} \lambda_{\max}(\nabla^2 f(x)), \quad \text{and} \quad \lambda_j \geq \frac{1}{2} \max_{x \in [0,1]^n \cap K} \lambda_{\max}(\nabla^2 g_j(x)).$$

Then, Condition 1 holds for Problem $(\text{NP}_{\mu, \lambda_j})$.

Proof From Lemma 1, and by the choice of $\mu, \lambda_j$ ($j = 1, \ldots, m$), we have

$$f_\mu(x) \leq h_{f_\mu}(x, y), \quad \text{and} \quad -g_{j, \lambda_j}(x) \leq -h_{g_{j, \lambda_j}}(x, y),$$

hold for every $x, y \in K$. The first inequality is (44) with $f_\mu$ in place of $f$. The second inequality implies

$$0 \geq g_{j, \lambda_j}(x) \geq h_{g_{j, \lambda_j}}(x, y), \quad \forall x \in C, \forall y \in \overline{C},$$

which immediately yields (45) with $g_{j, \lambda_j}$ in place of $g_j$. Hence, the statement in Proposition 10 is a direct consequence of Corollary 3. \(\square\)

One of the key steps in finding $\mu$ and $\lambda_j$ ($j = 1, \ldots, m$) in Proposition 10 is to find the maximum eigenvalues for the matrices $\nabla^2 f$ and $\nabla^2 g_j$ ($j = 1, \ldots, m$). For matrices with positive entries, the Perron-Frobenius theorem (see [24]) gives the exact value of the largest eigenvalue. A similar result for non-negative matrices is provided below; it shows that the maximum eigenvalue is bounded by the largest row sum.

Lemma 2 Let $A = [a_{ij}]$ be a nonnegative matrix and let $\lambda_{\max}$ be the largest eigenvalue. Then, $\lambda_{\max} \leq \max_{i=1, \ldots, n} \sum_{j=1}^n a_{ij}$.

Proof Observe that $\text{tr}(A) = \sum_{i=1}^n \lambda_i \geq 0$, where $\lambda_i$ ($i = 1, \ldots, n$) are eigenvalues of $A$. Then, $\lambda_{\max} = \max_{i=1, \ldots, n} \lambda_i \geq 0$. There exists $z \in \mathbb{R}^n \setminus \{0\}$ such that $\max_{i=1, \ldots, n} |z_i| = 1$ and $Az = \lambda_{\max}z$, and hence

$$\lambda_{\max} |z_i| = \sum_{j=1}^n a_{ij} z_j, \quad \forall i = 1, \ldots, n.$$
Therefore,

\[
\lambda_{\text{max}} = \lambda_{\text{max}} \max_{i=1, \ldots, n} |z_i| = \max_{i=1, \ldots, n} \left| \sum_{j=1}^{n} a_{ij}z_j \right| \leq \max_{i=1, \ldots, n} \sum_{j=1}^{n} |a_{ij}z_j| = \max_{i=1, \ldots, n} \sum_{j=1}^{n} |a_{ij}| |z_j| \leq \max_{i=1, \ldots, n} \sum_{j=1}^{n} |a_{ij}| .
\]

\[\square\]

The following example demonstrates the application of Lemma 2, Proposition 10 and Algorithm 1 for solving a binary nonlinear problem.

**Example 2** Consider the maximization problem

\[
\begin{align*}
\max & \quad f(x_1, x_2, x_3, x_4) = 2x_1x_2x_3 + x_1x_3 + 2x_2 + 3x_3 + 4x_4 \\
\text{s.t.} & \quad 2x_1 + x_2 + 2x_3 + 2x_4 \leq 5 \\
& \quad 2x_1 + 2x_2 + x_3 + 2x_4 \leq 5 \\
& \quad x_1, x_2, x_3, x_4 \in \{0, 1\}.
\end{align*}
\]

We have

\[
\nabla f(x_1, x_2, x_3, x_4) = (2x_2x_3 + x_3, 2x_1x_3 + 2, 2x_1x_2 + x_1 + 3, 4),
\]

and

\[
\nabla^2 f(x_1, x_2, x_3, x_4) = \begin{bmatrix}
0 & 2x_3 & 2x_2 + 1 & 0 \\
2x_3 & 0 & 2x_1 & 0 \\
2x_2 + 1 & 2x_1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}.
\]

By Lemma 2, we set \( \mu = 2.5 \). Let \( f_\mu(x) := f(x) - 2.5 \sum_{i=1}^{3}(x_i^2 - x_i) \). Note that \( f \) is linear with respect to \( x_4 \), and hence the penalty parameter for this variable is irrelevant and has been omitted. The first derivative of the function \( f_\mu \) is

\[
\nabla f_\mu(x_1, x_2, x_3, x_4) = (2x_2x_3 + x_3 - 5x_1 + 2.5, 2x_1x_3 - 5x_2 + 4.5, 2x_1x_2 + x_1 - 5x_3 + 5.5, 4) .
\]

So now, we can apply Algorithm 1 to find the maximum of \( f_\mu \) over constraints (62), (63) and (64).

1. Set \( x^0 = (1, 1, 1, 0) \), then \( \nabla f_\mu(x^0) = (0.5, 1.5, 3.5, 4) \), \( f_\mu(x^0) = 8 \) and solve

\[
\begin{align*}
\max & \quad \theta \\
\text{s.t.} & \quad 0.5x_1 + 1.5x_2 + 3.5x_3 + 4x_4 + 2.5 \geq \theta \\
& \quad (62), (63), (64).
\end{align*}
\]

We obtain \( x^1 = (0, 1, 1, 1) \) as the optimal solution of (P0).

2. \( \nabla f_\mu(x^1) = (5.5, -0.5, 0.5, 4) \), \( f_\mu(x^1) = 9 \) and solve

\[
\begin{align*}
\max & \quad \theta \\
\text{s.t.} & \quad 0.5x_1 + 1.5x_2 + 3.5x_3 + 4x_4 + 2.5 \geq \theta \\
& \quad 5.5x_1 - 0.5x_2 + 0.5x_3 + 4x_4 + 5 \geq \theta \\
& \quad (62), (63), (64).
\end{align*}
\]

We obtain \( x^2 = (0, 1, 1, 1) = x^1 \) as the optimal solution of (P1).

Since \( (0, 1, 1, 1) \) is a repeated solution, it is the optimal solution of problem (NP1). \( \square \)
Remark 8 In Example 2, there is no need to add \(-3.5(x_4^2 - x_4)\) to \(f_\mu\) because the function \(f\) is linear with respect to variable \(x_4\), and hence \(x_4\) has no effect on the Hessian of \(f\). The penalty terms \(\mu(x_i - x_i^2)\) \((i = 1, \ldots, 3)\) for the other three variables may increase the norm of the gradient \(\|\nabla f_\mu(x)\|\). Recall from Section 3 that the ratio \(\delta_k = \max_{x \in C} f_\mu(x) - f_\mu(x^k)\) plays an important role in the speed of Algorithm 1. Hence, \(\mu\) should be chosen carefully in practice to ensure that both Condition 1 is satisfied and the effect on \(\delta_k\) is minimized. Likewise, for problems with nonlinear constraints, the choice of \(\lambda_j\) may affect convergence (see Propositions 3(i) and 4).

When the functions \(f\) and \(g_j\) \((j = 1, \ldots, m)\) are not twice differentiable or if their second derivatives are computationally expensive, we can use an alternative approach to modify the objective and the constraint functions to meet Condition 1. This approach requires that \(f\) and \(g_j\) \((j = 1, \ldots, m)\) are Lipschitz continuous gradients. Suppose \(L(f)\) and \(L(g_j)\) \((j = 1, \ldots, m)\) are the Lipschitz constants of \(\nabla f\) and \(\nabla g_j\) \((j = 1, \ldots, m)\), respectively. Then from (14), for all \(x \in K \cap \{0, 1\}^n\)

\[
f(x) = \inf_{y \in K \cap \{0, 1\}^n} \left\{ h_f(x, y) + \frac{1}{2} L(f) \|x - y\|^2 \right\},
\]

\[
g_j(x) = \sup_{y \in K \cap \{0, 1\}^n} \left\{ h_{g_j}(x, y) - \frac{1}{2} L(g_j) \|x - y\|^2 \right\}, \quad j = 1, \ldots, m.
\]

On the other hand, since \(x, y \in \{0, 1\}^n\), we have

\[
\|x - y\|^2 = \|x\|^2 + \|y\|^2 - 2 \langle y, x \rangle = \sum_{i=1}^n x_i - 2 \langle y, x \rangle + \|y\|^2.
\]

where \(\epsilon = (1, 1, \ldots, 1) \in \mathbb{R}^n\). Therefore, for \(x \in \{0, 1\}^n\), the quadratic functions in the infimum and supremum in (65) and (66), respectively, can be replaced by the following functions that are linear with respect to \(x\):

\[
h_{f,L(f)}(x,y) := h_f(x,y) + \frac{1}{2} L(f) \left( \epsilon - 2 y, x \right), \quad \forall x \in \mathbb{R}^n, \quad \forall y \in \mathbb{R}^n,
\]

\[
h_{g_j,L(g_j)}(x,y) := h_{g_j}(x,y) - \frac{1}{2} L(g_j) \left( \epsilon - 2 y, x \right), \quad \forall x \in \mathbb{R}^n, \quad \forall y \in \mathbb{R}^n, \quad j = 1, \ldots, m.
\]

From (65) and (66), we have

\[
f(x) = \inf_{y \in K \cap \{0, 1\}^n} h_{f,L(f)}(x,y), \quad g_j(x) = \sup_{y \in K \cap \{0, 1\}^n} h_{g_j,L(g_j)}(x,y), \quad j = 1, \ldots, m, \quad \forall x \in \{0, 1\}^n.
\]

Therefore, Problem (NP) is equivalent to the following linear problem:

\[
\max \theta \quad \text{(LP_L)}
\]

\[
s.t. \quad x \in K \cap \{0, 1\}^n, \quad \theta \leq h_{f,L(f)}(x,y), \quad \forall y \in K \cap \{0, 1\}^n \quad h_{g_j,L(g_j)}(x,y) \leq 0, \quad \forall y \in K \cap \{0, 1\}^n, \quad j \in J(y).
\]

This is an alternative linear problem whose optimal objective value is the same as the original problem, and hence Algorithm 1 can be applied to the new linear problem. In this formulation, the tangent planes \(h_f\) and \(h_{g_j}\) are replaced by the planes \(h_{f,L(f)}\) and \(h_{g_j,L(g_j)}\). The drawback of this approach is that the Lipschitz constants \(L(f)\) and \(L(g_j)\) \((j = 1, \ldots, m)\) might be too large, which can make the cutting planes \(h_{f,L(f)}\) and \(h_{g_j,L(g_j)}\) inefficient.

5 Example: Quadratic Knapsack Problem

The Quadratic Knapsack Problem (QKP), first introduced in [11], is a classical binary optimization problem that involves maximizing a quadratic objective subject to a linear capacity constraint (see [28] for a survey).
We consider the QKP when the weights of all items are identical (see [22]). The precise formulation is given below:

\[
\begin{align*}
\max & \quad f(x) := \frac{1}{2}x^TQx + \langle q, x \rangle \\
\text{s.t.} & \quad \sum_{i=1}^{n} x_i \leq m, \\
& \quad x \in \{0, 1\}^n,
\end{align*}
\]

(67)

where \( m \geq 2, q \in \mathbb{R}_+^n \), and \( Q \) is a symmetric \( n \times n \) matrix with zero diagonal and positive off-diagonal entries. Since the entries of \( q \) and the off-diagonal entries of \( Q \) are strictly positive, any optimal solution \( x^* \) of (QKP0) satisfies \( \sum_{i=1}^{n} x_i^* = m \geq 2 \). Thus, at least two elements in \( x^* \) are non-zero and

\[
f(x^*) = \frac{1}{2}(x^*)^TQ(x^*) + \langle q, x^* \rangle = h_f(x^*, \theta_0),
\]

(69)

where \( \theta_0 \) is the zero vector in \( \mathbb{R}^n \). Therefore, \((x^*, f(x^*))\) does not satisfy the constraint \( \theta \leq h_f(x, \theta_0) \), this implies that Condition 1 never holds for problem (QKP0). Indeed, let \( (x', \theta') \) be a solution of (LP\(_{C,\theta'}\)) so that \( \theta' \leq h_f(x', \theta_0) \). If Condition 1 holds, then by Proposition 2, \( x' \) is a solution for (QKP0), and \( \theta' = \max f(x) = f(x') \). But this then contradicts (69). Thus Condition 1 does not hold, and for any solution \( x^* \), Algorithm 1 will never converge to \((x^*, f(x^*))\) when the starting point is the zero vector. Nevertheless, we now show that, despite Condition 1 being violated, Algorithm 1 will converge to \((x^*, f(x^*))\), where \( x^* \) is a solution of (QKP0), if:

(i) the initial point \( x^0 \) belongs in \( \tilde{C} := \left\{ x \in \{0, 1\}^n : \sum_{i=1}^{n} x_i = m \right\} \); and

(ii) the matrix \( Q \) is conditionally negative definite (c.n.d.), i.e., \( x^TQx \leq 0 \) for any \( x \in \mathbb{R}^n \) with \( \sum_{i=1}^{n} x_i = 0 \).

Note that by [3, Corollary 4.15], the matrix \( Q \) is c.n.d. if and only if it has exactly one positive eigenvalue.

Consider a variant of (QKP0) in which the inequality constraint (67) is replaced by the equality constraint \( \sum_{i=1}^{n} x_i = m \):

\[
\begin{align*}
\max & \quad f(x) \\
\text{s.t.} & \quad x \in \tilde{C}.
\end{align*}
\]

(QKP1)

This problem is equivalent to Problem (QKP0) because any optimal solution of (QKP0) is optimal for (QKP1) and vice versa. Furthermore, Condition 1 holds for Problem (QKP1) if \( Q \) is c.n.d. as we now show.

For any \( x, y \in \tilde{C} \), we have \( \sum_{i=1}^{n} (x_i - y_i) = \sum_{i=1}^{n} x_i - \sum_{i=1}^{n} y_i = 0 \), and since \( Q \) is c.n.d.,

\[
\begin{align*}
h_f(x, y) - f(x) & = \langle Qy + q, x - y \rangle + \frac{1}{2}y^TQy + \langle q, y \rangle - \frac{1}{2}x^TQx - \langle q, x \rangle \\
& = \langle Qy, x - y \rangle + \frac{1}{2}(x+y)^TQ(y-x) \\
& = -\frac{1}{2}(x-y)^TQ(x-y) \geq 0,
\end{align*}
\]

which, according to Corollary 3, implies that Condition 1 holds for (QKP1). Therefore, by Theorem 1, Algorithm 1 applied to Problem (QKP1) converges to an optimal solution.

We now return to Problem (QKP0) and consider what happens when Algorithm 1 is initiated with a point in \( \tilde{C} \). Since the only constraints in (QKP0) and (QKP1) are linear, the linear problem for (QKP0) at iteration \( k \) is (LP\(_{C_k,\theta_k}\)) and the corresponding linear problem for (QKP1) is (LP\(_{\tilde{C}_k,\theta_k}\)). We show that if \( x^0 \in \tilde{C} \), then \( C_k \subset \tilde{C} \) for all \( k \geq 0 \).

Let \( (x^k, \theta^k) \) be the solution of (LP\(_{C_k,\theta_k}\)) and suppose \( x^k \notin \tilde{C} \) for some \( k \geq 0 \). Then, from (67), \( \sum_{i=1}^{n} x^k_i < m \).

Thus, there exists \( j \in \{1, \ldots, n\} \) such that \( x^k_j = 0 \). Consider \( \hat{x} \in \{0, 1\}^n \) where \( \hat{x}_i = x^k_i \) (\( i = 1, \ldots, n, i \neq j \))
and $\bar{x}_j = 1$. Then, $\sum_{i=1}^{n} \bar{x}_i \leq m$ and for all $0 \leq l < k$,

$$h_f(\bar{x}, x) = \langle Qx^l + q, \bar{x} - x^l \rangle + f(x^l)$$

$$= \langle Qx^l + q, x^k - x^l \rangle + f(x^l) + (Qx^l + q)_j$$

$$= h_f(x^k, x) + (Qx + q)_j > h_f(x^k, x^l) \geq \theta^k.$$

Choose any $\hat{\theta}$ satisfying $h_f(\bar{x}, x^l) > \hat{\theta} > \theta^k$ for each $l = 0, \ldots, k - 1$. Then, $(\bar{x}, \hat{\theta})$ is feasible for (LP$_{C_k, \emptyset}$) and $\hat{\theta} > \theta^k$, which contradicts the optimality of $(x^k, \theta^k)$. Hence, we must have $x^k \in \bar{C}$ for all $k \geq 0$, and the optimal solution $(x^k, \theta^k)$ of (LP$_{C_k, \emptyset}$) is also the optimal solution of (LP$_{C_k \cap \bar{C}, \emptyset}$) since the feasible set of (LP$_{C_k \cap \bar{C}, \emptyset}$) is contained in the feasible set of (LP$_{C_k, \emptyset}$).

We have proved that applying Algorithm 1 to (QKP0), initiated at a point $x^0 \in \bar{C}$, will generate a sequence of solutions for the linear problem corresponding to (QKP1), and this sequence converges to an optimal solution of (QKP1), which is also a solution of (QKP0). This example demonstrates an interesting case where Condition 1 is not satisfied, but Algorithm 1 is still guaranteed to converge to an optimal solution if the starting point is appropriate. The reason is that there exists a bounded polyhedron that contains the optimal solution, and when Algorithm 1 starts inside this polyhedron, all iterations remain in the polyhedron and convergence is guaranteed.

We now provide numerical results for Algorithm 1 applied to (QKP0). To generate c.n.d. matrix $Q$, we use the following characterization from [3, Theorem 4.17]: $Q$ is c.n.d. if and only if $Q$ is the square Euclidean distance matrix of $n$ points, i.e., $Q = [q_{ij}]$ and $q_{ij} = \|v_i - v_j\|^2$ for all $i, j = 1, \ldots, n$ and some integer $s \geq 1$ and vectors $v_1, \ldots, v_n \in \mathbb{R}^s$ (see also [29]).

The test instances were generated as follows:

1. the size $n$ of the problem is between 100 and 2000;
2. the integer $s$ is chosen randomly in $[1, 10]$, and the vectors $v_1, \ldots, v_n \in \mathbb{R}^s$ are uniformly generated with each element $v_{ij}$ being in range $[1, 10000]$ ($i = 1, 2, \ldots, n$, $j = 1, \ldots, s$);
3. $Q = [q_{ij}]$, where $q_{ij} = \|v_i - v_j\|^2$ for all $i, j = 1, \ldots, n$;
4. entries of $q = (q_1, \ldots, q_n)$ are randomly chosen within the range $[1, 10000]$;
5. the capacity $m$ is chosen randomly in $\{1, \ldots, n\}$.

For medium size problems ($n = 100, \ldots, 1100$), we generated 50 test instances for each dimension; and for large size problems ($n = 1000, 1100, \ldots, 2000$), we generated 10 test instances for each dimension. Algorithm 1 was used to solve each instance with the restriction on the number of iterations as 20. The numerical experiments were performed on a Dell Intel Core i7-8565U CPU 1.80GHz 16.0 GB, with the linear models solved using the standard branch-and-cut optimizers in CPLEX version 12.10. The numerical results for medium size problems are presented in Table 1 and Figure 4. The numerical results for large size problems are presented in Table 2 and Figure 5. The optimality gap in these tables is calculated as $\frac{\text{UB} - \text{LB}}{\text{UB}} \times 100\%$. The results show that the cutting plane method can derive high quality solutions for (QKP0) up to $n = 2000$ in reasonable time.

Algorithm 1 was tested against Glover’s linearization (see [1, 12]), and the mixed integer quadratic programming solver in CPLEX (see [6]). Glover’s linearization generally outperforms the standard linearization (see [28]), and therefore we only consider here the Glover’s linearization method. However, both Glover’s Linearization method and CPLEX cannot solve within 10% optimality gap for instances with sizes more than 200 in less than 200s. Here, we only generate test instances for $n$ from 50 to 100 (10 instances for each dimension) and set the time limit as 200s. Table 3 and Figure 6 show that the cutting plane method still outperforms CPLEX and Glover’s linearization for problems with $n$ between 50 and 100.
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