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ABSTRACT
A number of SAT-based analysis concepts and tools for software product lines exist, that extract code dependencies in propositional logic from the source code assets of the product line. On these extracted conditions, SAT-solvers are used to reason about the variability. However, in practice, a lot of software product lines use integer-based variability. The variability variables hold integer values, and integer operators are used in the conditions. Most existing analysis tools cannot handle this kind of variability; they expect pure Boolean conditions.

This paper introduces an approach to convert integer-based variability conditions to propositional logic. Running this approach as a preparation on an integer-based product line allows the existing SAT-based analyses to work without any modifications. The pure Boolean formulas, that our approach builds as a replacement for the integer-based conditions, are mostly equivalent to the original conditions with respect to satisfiability. Our approach was motivated by and implemented in the context of a real-world industrial case-study, where such a preparation was necessary to analyze the variability.

Our contribution is an approach to convert conditions, that use integer variables, into propositional formulas, to enable easy usage of SAT-solvers on the result. It works well on restricted variables (i.e. variables with a small range of allowed values); unrestricted integer variables are handled less exact, but still retain useful variability information.

1 INTRODUCTION
Many software product lines use the C-preprocessor for implementing variability in their source code [6, 11]. The \#if-statement is used to conditionally compile source code parts. The expressions use variability variables to determine whether the following code lines should be included in the product for a given configuration. Typically, such product lines use mostly Boolean variables. A well-known example for this kind of code variability is the Linux Kernel. Most of its variability variables are Boolean or tristate. Tristates allow three different values, and are implemented using pairs of Boolean variables in the C-preprocessor.

There exist a lot of family-based analysis [15] approaches and tools for these kinds of product lines. Undertaker finds code blocks that can never be (un-)selected [14, 17]. TypeChef, among other things, finds type errors across all configurations at once [7, 16]. The feature-effect approach defines Boolean formulas that represent under which condition a given variability variable has an effect on the final product [12]. The configuration mismatch analysis builds on that and finds constraint mismatches between the code and the variability model [5]. All of these approaches have in common that they use SAT-solvers (or techniques similar to SAT) to reason about the variability in the source code. Because of this, they only work with code dependencies in propositional logic; all variability variables are expected to be Booleans, and the \#if-conditions in the code may only contain Boolean operators.

However, there are also software product lines that are not limited to propositional logic in their variability. For example, an industrial product line we analyzed uses integer-based variability [4]. Each variability variable holds an integer value, out of a defined (typically small) range of allowed values. The \#if-conditions in the code then use the integer arithmetic and comparison operators that the C-preprocessor defines. None of the existing analysis tools mentioned above can handle such variability conditions, because they are built on pure SAT-based approaches. However, we still wanted to use some of the analysis approaches that they offer on the integer-based product line.

To deal with this incompatibility, we developed and implemented an approach to convert the variability in the source code of the product line to a format that is suitable for the existing analysis tools. Our tool creates a copy of the source files in the product line, and replaces all integer-based \#if-conditions with propositional formulas. This allows easy usage of SAT-solvers on the converted code conditions. As a result, all existing analysis tools are able to extract variability information from the modified source code files, without any modifications of the tools. Our tool is implemented in the context of the ITEA3 project REVaMP², as an open-source plugin for the KernelHaven analysis framework [8–10].
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This paper introduces the approach we developed to transform integer-based variability conditions to propositional logic. It reverse engineers the code dependencies from an existing product line, and transforms them into a format that is understood by existing, SAT-based analysis tools. This is based on the industrial use case we analyzed. The variability variables all hold integer values, and most of them have a (typically small) range of allowed values. These ranges are an input to the transformation process and are, for example, defined in a variability model of the product line. The execution time of the transformation process scales linearly with the size of the product line to transform. The overhead is generally insignificant, compared to the following analysis steps.

Some corner cases can not be covered by our approach; thus the resulting propositional formulas are sometimes not completely equisatisfiable, compared to the original integer-based ones. However, we implemented a fallback strategy that produces less accurate results, but still retains useful variability information in these cases. In practice, the resulting formulas are good enough for the analysis tools mentioned above to produce reasonable results.

The remainder of this paper is structured as follows: Section 2 presents work related to integer-based variability. Section 3 introduces the basic concept of our transformation approach. Based on this, Section 4 describes the implementation of our approach in more detail and walks through a full example transformation. Section 5 discusses the limitations of our approach, while Section 6 evaluates the implementation. Finally, Section 7 summarizes this paper and shows possible future work.

2 RELATED WORK

Existing research shows that integer-based (or more broadly: non-Boolean) variability is used in real-world software product lines. Passos et al. studied the non-Boolean variability used in the eCos product line [13]. They specifically study the kinds of constraints that non-Boolean variables are used in, and describe the challenges that this kind of variability poses for analyses. Berger et al. studied real-world variability modeling techniques [2]. All the product lines they studied used integers as variability variables, although the percentage of variability that is integer-based varies. They found that academic analyses often make simplifying assumptions about the structure of variability. In contrast to that, our approach presented in this paper was driven by a real-world industrial use-case, that uses integer-based variability [4]. Thus, it does not include the common simplifications found in some academic concepts.

Analyses that run on product lines that use integer-based variability have to use strategies to deal with the integer variables and constraints. This could be done by employing a solver that can directly work with such constraints. Barrett et al. developed a first-order logic solver that incrementally translates parts of the expression to SAT, while solving it [1]. Satisfiability modulo theory (SMT) solvers, for example the Z3 solver by Microsoft [3], handle first-order logic conditions directly. Such a solver does not require a translation to SAT. Xiong et al. use Z3 for their approach to fix ill-formed configurations that contain integer variables [18]. An ill-formed configuration violates one or more of the constraints imposed by the variability model. Their approach calculates valid ranges for integer variables, that adhere to these violated constraints. It works directly on the integer-based constraint, without a translation to SAT.

The existing SAT-based analysis approaches and tools, introduced in Section 1, could use such a solver to handle integer-based variability. However, this would require to modify the tools; they need to be extended to parse and represent the integer-based conditions, and their SAT-solver needs to be swapped for one of the solvers mentioned above. In contrast, our approach works as a preparation for the product line, and no modification is required to the SAT-based analysis tools. Our approach takes advantage of the fact that in the analyzed product line, most of the integer variables have only a limited range of allowed values. Additionally, we expect the runtime of a more powerful solver to be much higher than the runtime of our preparation approach plus the simple SAT-solvers.

3 CONCEPT

This section introduces our concept for converting integer-based conditions to propositional formulas. First, we describe the structure of the integer-based conditions of the product line. Then we explain why existing analysis tools can not work with these conditions directly. Finally, we introduce our approach that solves the incompatibility between the integer-based conditions and the existing, propositional logic-based analysis tools.

The source code in product lines that we want to analyze contains integer-based variability conditions in the C-preprocessor. The variables used in the conditions hold integer values, and have a (typically small) range of allowed values. All integer arithmetic operations (+, −, *, /, %, &, ^, ~) and integer comparison operators (==, !=, >, >=, <, <=) that the C-preprocessor defines are used in the conditions. Additionally, the Boolean operators (&, ||, !) and the defined function are used. The defined(VAR) function returns whether any value has been set for the variable. For instance, a condition from such a product line may look like this:

\[
\text{#if } (\text{VAR}_A \times 2 > \text{VAR}_B) \text{ || defined} (\text{VAR}_C) \text{ (1)}
\]

with the variability model specifying the possible ranges for the integer variables: VAR_A ∈ {1, 2, 3} and VAR_B ∈ {5, 6}.

The existing tools for analyzing C-preprocessor based variability, introduced in Section 1, can only handle conditions in propositional logic. This is because they use SAT-based approaches to reason about variability. Only Boolean operators (&, ||, !) and Boolean variables are allowed in the variability conditions that they extract. The convention for Boolean variables in the C-preprocessor is to use the defined function on a variable, and denoting the two possible states by either defining or not defining the variable. An example of such a product line is the Linux Kernel, which is also a common target for research analysis tools [14]. The existing analysis tools expect the analyzed code to follow this convention for pure Boolean conditions; they can not handle integer-based conditions, where the value that a variable holds is important. Additionally, they often simply can not parse the integer operations that are used in the conditions.

The goal of our approach is to construct conditions in propositional logic, that are, with respect to satisfiability, mostly equal to the integer-based conditions in the source code. Thus, after preparing the code artifacts with our approach, all the existing tools can...
be used on the previously integer-based product line. The propositional replacements hold mostly the same variability information as the integer-based conditions, with respect to the satisfiability of the code dependencies. This ensures that the results produced by the SAT-based analysis approaches are reasonable and useful for the analyzed product line.

Our approach introduces Boolean variables for each possible value of the integer variables. This is feasible, because most of the integer variables have only a small range of allowed values. For each integer-based condition, we calculate which combinations of values satisfy this condition. From this, a propositional formula using the introduced Boolean variables is created, that reflects these combinations. Additionally, we introduce another Boolean variable for each integer variable, that denotes whether the variable is set to any value, or whether it is undefined. This is used for resolving defined calls, and as a fallback for cases that our approach can not calculate exact solutions for (see Section 5).

More formally, let \( V \) be the set of all integer-based variability variables, \( R : V \rightarrow \mathcal{P}(\mathbb{Z}) \) a function that defines the range of allowed values for each variable, and \( B \) a set of Boolean variables. We then introduce a function

\[
\sigma : V \times (\mathbb{Z} \cup \{e\}) \rightarrow B
\]

which injectively maps a variable and one possible value of it to a Boolean variable. \( e \) in place of a value maps to the Boolean variable that denotes whether the integer variable is defined or not (i.e. whether it is set to any value). For instance, consider the variable \( \text{VAR}_A \) with \( R(\text{VAR}_A) = \{1, 2, 3\} \). \( \text{VAR}_A \) may be set to either 1, 2, or 3. \( \sigma(\text{VAR}_A, e) \) returns the Boolean variable that denotes whether \( \text{VAR}_A \) is defined. \( \sigma(\text{VAR}_A, 1) \) returns the Boolean variable that denotes that \( \text{VAR}_A \) is set to 1. In practice, such variable names may look like this: \( \sigma(\text{VAR}_A, 1) = \text{VAR}_A_{-eq_1}, \sigma(\text{VAR}_A, e) = \text{VAR}_A \).

The exact naming scheme depends on the context that the approach is applied in; it has to ensure that no name collisions occur, and that the names are valid identifiers for the C-preprocessor.

There are two constraints for the introduced Boolean variables, which are not explicitly modeled. These have to be manually considered when interpreting the result of any analysis done on the propositional formulas:

1. The Boolean variables for the possible values of an integer variable are mutually exclusive:

\[
\forall v \in V, \forall i, j \in R(v), i \neq j \implies \sigma(v, i) \implies \neg \sigma(v, j)
\]

2. The \( e \) Boolean variable is true if and only if a value is set for the integer variable, that is if any of the Boolean variables denoting the possible values is true:

\[
\forall v \in V \mid \sigma(v, e) \iff \bigvee_{i \in R(v)} \sigma(v, i)
\]

These newly introduced Boolean variables are used to replace the integer-based (sub-)expressions in the conditions. We calculate which combinations of allowed values fulfill the integer-based (sub-)expression, and build a Boolean formula that is equally satisfactory to this. For the example condition shown in Formula 1, the propositional replacement would look like this:

\[
\text{#if (VAR}_A_{-eq_3} \&\& \text{VAR}_B_{-eq_5}) \mid\mid \text{VAR}_C
\]

(defined calls around each of these variables has been left out for brevity). The integer sub-expression \( \text{VAR}_A \times 2 > \text{VAR}_B \) is only fulfilled by the combination \( \text{VAR}_A=3 \) (with \( \sigma(\text{VAR}_A, 3) = \text{VAR}_A_{-eq_3} \) and \( \text{VAR}_B=5 \) (with \( \sigma(\text{VAR}_B, 5) = \text{VAR}_B_{-eq_5} \)). Thus, the replacement for this sub-expression is a Boolean formula for this combination of values. The sub-expression defined \( (\text{VAR}_C) \) is replaced with \( \sigma(\text{VAR}_C, e) = \text{VAR}_C \).

In many cases, the resulting propositional formula is much larger, compared to the original integer-based one. The goal, however, is not to produce small or readable conditions, but to provide input data for analysis tools. Thus, it is not a primary concern to keep the resulting propositional formulas concise.

A special case are integer variables that have no restriction on the allowed values. The “allowed values” for such a variable are for example the whole range of 32 bit integer variables. It is not possible (or at least not feasible) to introduce Boolean variables for each of the possible values. In this case, we take a less exact approach to still be able to handle these variables: we only introduce the single Boolean variable \( \sigma(\text{VAR}_A, e) \). Then, in each condition where the unrestricted variable appears, we use this Boolean variable, no matter which actual value of the variable would fulfill the condition. This way, we still have the variability information that the given condition somehow depends on the unrestricted variable; however, we lose the information which specific values it depends on. For example, the condition \( \text{VAR}_A+2 > 5 \), with \( \text{VAR}_A \) as an unrestricted integer variable, is converted to \( \sigma(\text{VAR}_A, e) \).

Another special case are variables with only one possible allowed value. These variables are not real variability, since they can not be set to any other value. Thus, we treat them as constants and replace each occurrence of them with their literal value. This makes it easier to calculate the combinations of the other integer variables, that satisfy a constraint. It also removes unnecessary variables from the propositional formulas, and thus reduces the unnecessary complexity of the output.

### 4 IMPLEMENTATION

This section describes the implementation of our approach. First, the general steps for converting a condition are explained. Then, the transformation of the integer (sub-)expressions is described in detail in Section 4.1. This is followed by Section 4.2 with an example of a complete conversion of a code condition.

Our tool reads through all source files and replaces the C-preprocessor conditions in them with a propositional formula. The result is a copy of the source files with all the C-preprocessor conditions transformed into a purely Boolean form. This allows existing analysis tools, which are based on propositional logic, to work with these files. Each of the C-preprocessor conditions found in the source files is converted in the following steps:

1. Parse the condition into an abstract syntax tree (AST)
2. Replace constants with their literal value
3. Walk bottom-up through the AST to replace integer-parts
4. Convert AST back to a C-preprocessor condition string

The first step is straightforward parsing of the C-preprocessor condition. All the subsequent steps will work on the AST that is produced by this. In the second step, each constant that has only one allowed value is replaced by its literal value. This removes
constant values, which do not need to be considered when analyzing variability.

The third step is the main part of the conversion to a propositional form. The goal is to convert all integer-parts of the conditions to pure Boolean ones, that have equivalent satisfiability. The strategy used here is to walk bottom-up through the AST and apply a number of rules on the AST that define how the integer operations are converted. The following section will explain these rules in detail.

Finally, after the integer parts are eliminated, the AST is converted back into a C-preprocessor condition string. This string is then used as the replacement for the original condition. It will only contain Boolean variables and operators, so that existing tools for propositional logic can handle it.

4.1 Transformation of Integer Expressions

This section describes how the integer-based (sub-)expressions are converted to Boolean formulas. In the AST, the highest operator of an integer (sub-)expression is a comparison operator\(^1\). On the left and right side of this comparison, there are literals, variables, or arithmetic operations combining both. The general idea is to find all possible combinations of allowed values for the variables on the left and right side that fulfill the comparison operator. These values are then transformed into Boolean variables using the \(\sigma\) function. A propositional formula is constructed from them, that is satisfiable for all combinations that fulfill the comparison.

Integer arithmetic operations are evaluated bottom-up, so that eventually the comparison operation can be evaluated on the resulting values. When resolving the arithmetic operations, they are applied on all possible values of a variable. This results in a set of values, instead of a single result value for the operation. This is needed, because we want to find all possible values that fulfill the comparison at once.

It is also not enough to just compute the results of integer arithmetic operations on variables. When a result value that fulfills the comparison operator is found, the original value of the variable that led to this result value is required to construct the Boolean variable using the \(\sigma\) function. We call the result of arithmetic operations the current value and the initial value of the allowed range of the variable that this result stems from the original value. For instance, consider the integer expression VAR_A + 1 == 2. When evaluating the + operation, the original value 1 of VAR_A led to the current value 2. When resolving the equality operator, the current value 2 for the left side fulfills this comparison. Thus, the Boolean variable of the original value that led to this is constructed: \(\sigma\)(VAR_A 1).

The following sub-sections describe the different evaluation rules in detail. The rules are applied on the AST, based on which integer operator is used on which input types.

- \textit{comparison operator} refers to integer comparison operators (\(==, \neq, <, \leq, >, \geq\))
- \textit{arithmetic operator} refers to integer arithmetic operators (+, -, *, /, \%, &), |, ^, ~)
- \textit{literal} refers to literal integer values

\(^1\)Sometimes there are no explicit comparison operators to convert integer expressions to Boolean values. In this case, a \(1 != 0\) comparison can be assumed, since all integer values except 0 are defined to be true in the C-preprocessor.

4.1.1 Arithmetic Operator on two Literals. For integer arithmetic operations on two literal values, the result is simply calculated.

\[
\begin{align*}
2 \times 4 \rightarrow 8
\end{align*}
\]

In this figure, the expression 2 \(\times\) 4 results in the literal value 8.

4.1.2 Comparison Operator on two Literals. For comparison operations on two literal values, the resulting Boolean constant is simply calculated. Neither side of the comparison contains any integer variables, thus a single Boolean literal can express the satisfiability of this (sub-)expression.

4.1.3 Arithmetic Operator on Literal and Variable. For integer arithmetic operations on variables, the operation is calculated on each of the allowed values. A set of tuples is stored in the variable, which contains for each original value, the currently computed value. All arithmetic operations on this variable will always update the current value. When resolving the variable to a Boolean formula later on, it is important which original value led to the currently computed one.

\[
\begin{array}{c}
\text{VAR}_A \\
\{(1, 1), (2, 2), (3, 3)\}
\end{array}
\]

In this figure, the literal value 2 is added to \textit{VAR}_A. \textit{VAR}_A has three possible values: 1, 2, and 3. For each of these possible values, the operation is computed and the result stored in the first component in the tuple. The second component is not modified; it contains the original value of \textit{VAR}_A that led to the currently computed one. For example, in the second tuple of the result, the original value 2 of \textit{VAR}_A led to the current value of 4 (via the addition of 2).

4.1.4 Comparison Operator on Variable and Literal. A comparison of a variable and an integer literal is resolved to a propositional formula, which contains all possible original values that satisfy the comparison. The comparison is computed on all the current values stored in the variable. For each current value that satisfies the comparison, the corresponding original value of the variable is turned into a Boolean variable via the \(\sigma\) function. All these Boolean variables that fulfill the comparison are then combined with a Boolean disjunction operator.
In this figure, VAR_A is compared with the literal 4 with a "greater than" comparison operator. In this example, the current and original values in the tuples are different; this is because some previous arithmetic operation on VAR_A has modified them. This is not always the case (a variable can also be compared without doing arithmetic on it first), but we chose this for illustration purposes, to make it clear that the current and original values have to be treated differently. Two of the current values (the first component of the tuples) of VAR_A fulfill the comparison: the second and the third tuple. From both these tuples, the original values (the second component) are transformed into Boolean variables and combined with a logical disjunction.

4.1.5 Comparison Operator on two Variables. A comparison of two variables is resolved to a propositional formula that contains all possible combinations of original values that satisfy the comparison. For each pair of the current values of the two variables it is checked if they fulfill the comparison operator. For each pair that does fulfill it, the two original values of the variables are turned into Boolean variables (via the \( \sigma \) function) and combined with a logical conjunction operator. All of these conjunction terms are then combined with a logical disjunction operator.

In this figure, there are two pairs of tuples that have the same current value and thus fulfill the equality operator: the second one from VAR_A and the first one of VAR_B both have the value 4, the third one from VAR_A and the second one from VAR_B both have the value 5. For the first pair, the original value of VAR_A that led to the current value is 2 (the second component in the tuple), while the original value of VAR_B is 1. Thus, the Boolean representation of this combination is \( \sigma(VAR_A, 2) \land \sigma(VAR_B, 1) \). Similarly, the Boolean representation of the second matching pair is \( \sigma(VAR_A, 3) \land \sigma(VAR_B, 2) \). Since both of these pairs fulfill the equality operator, they are combined with a disjunction operator.

4.1.6 Arithmetic Operator on two Variables. For integer arithmetic operations on two variables, the operation is done on each combination of the current values of both variables. For each of these calculated values, both of the original values of the variables that led to this current value are stored. When turning this tuple into a Boolean formula, not a single variable is created (e.g. \( \sigma(VAR_A, 2) \)), but a logical disjunction of the two variables with the original values stored in the tuple (e.g. \( \sigma(VAR_A, 2) \land \sigma(VAR_B, 1) \)).

4.2 Full Example

This section shows an example of a full transformation from an integer-based C-preprocessor condition to a propositional formula. The original condition to convert is:

```c
#if (VAR_A * CONST_A > VAR_B) || defined(VAR_C)
```

with \( R(VAR_A) = \{1, 2, 3\} \), \( R(VAR_B) = \{5, 6\} \), \( R(VAR_C) = \{0, 1\} \), and \( R(CONST_A) = \{2\} \).

The first step is to parse the condition into an abstract syntax tree (AST):

```
VAR_A (1, 2, 3) * VAR_B (5, 6) defined
```

The second step replaces the constant CONST_A with its literal value 2:
The fourth and final step is to convert it back into a C-preprocessor condition string (the defined calls around each of the variables have been left out for brevity):

```c
#if (VAR_A_eq_3 && VAR_B_eq_5) || VAR_C
```

5 LIMITATIONS

This section will discuss the limitations of the approach presented in this paper. Both, the conceptual problems of our approach, and the technical issues of our implementation are discussed.

An important conceptual problem is that unrestricted integer variables are handled not exact. For integer variables that have an infinite (or very large) range of allowed values, our approach does not differentiate between the different values that this variable holds. Only the fact that a condition depends on the variable having a defined value is represented in the replacement propositional formula. For example, the condition `VAR_A * 2 > VAR_B`, with `VAR_A` as an unrestricted integer variable, leads to the replacement condition `defined(VAR_A)`. This will also lead to some conditions, such as `VAR_A > 0 && VAR_A < 0`, to appear satisfiable in the propositional formula.

The impact of this inexact strategy depends on the concrete use-case where our approach is applied. The more unrestricted integer variables are present in the variability model, the more of a problem this becomes. Also the usage of these variables in the conditions needs to be examined: if the unrestricted variables are mixed together with the other integer variables in the conditions, then the inexact results may influence the other variables, too. In contrast, if they are mostly used in separate conditions, then the results for the restricted variables are unaffected and remain exact.

In our industrial use-case, we found that this inexact strategy does not have a large effect on calculating feature-effects [4]. The feature-effect analysis builds formulas from the variability conditions in the code, which specify when a certain feature has an effect on the final product. If a condition contains an unrestricted integer variable, the propositional formula for it created by our approach retains the information that the condition `somewhere` depends on this unrestricted variable. This is because our approach adds a `σ(VAR, ϵ)` variable in place of the unrestricted variable. This dependency then also appears in the calculation of the feature effects. It is not as exact as the per-value analysis of the restricted variables, however the general dependency is still included.

Another conceptual limitation of our approach is that resulting propositional formulas may be much larger than the original integer-based ones. This is because our approach considers all possible values for integer variables when resolving integer operations on them. When both sides of an operation are integer variables, a pair-wise combination of their possible values is necessary. This leads to a quadratic growth of combinations when multiple variables are combined in a series of arithmetic operations.

Generally, creating long replacement conditions is not a problem, since they are only used as input for further analysis tools. The formulas are not meant to be human-readable. However, in practice, we encountered runtime and memory problems with too large conditions in a very small number of cases.

To circumvent the runtime and memory problems of too large conditions, our tool defines a fixed upper limit for the number of value combinations to consider. When a series of arithmetic operations on variables exceeds this limit, we drop the per-value analysis for this sub-expression. Instead, we fall back to a similar approach used for the infinite integer variables: only `σ(VAR, ϵ)` variables are created for all involved variables. This retains the
information, that the condition somehow depends on these variables, but the information which concrete values it depends on is lost.

Finally, there are a few minor technical issues with our implementation. These stem from the specifics of the C-preprocessor, and are thus not inherent to our approach itself:

- The C-preprocessor has no well-defined data types. This leads to a problem when evaluating the bit-wise negation operator $\sim$, where the concrete type of an integer (bit size, and whether it is signed or unsigned) is important for correct results. However, in practice, this operator is not used much.
- Based on the underlying industrial use-case, our tool is only designed to handle integer and Boolean variables in the C-preprocessor conditions. It cannot handle string variables, or the string concatenation operator (##). When encountering this, our tool will print a warning and skip replacing the condition.
- The C-preprocessor allows defining functions (with the \texttt{#define} statement) that can be used in \texttt{#if}-statements. Our tool can not interpret these functions; when such a function appears in a condition, our tool will print a warning and skip replacing the condition.

6 Evaluation

We have evaluated the implementation of the approach presented in this paper both in practice and with generated test cases. The generated test cases were used to evaluate the performance of the implementation. Each test case consists of 100 generated C source files with 10 \texttt{#if}-conditions each. The \texttt{#if}-conditions are generated in a way that each of the transformation rules described in Section 4.1 are covered. 5 integer variables are used throughout these conditions, each with $R(\text{VAR}) = \{1, 2, 3, 4\}$ as the range of allowed values. The test cases were executed on a machine with an Intel Core i7-6700 CPU with 3.40 GHz and 16 GiB RAM. The execution time of the file preparation, that is copying the files and converting all \texttt{#if}-conditions, was measured.

![Figure 1: Runtime with varying number of conditions](image1)

Figure 1 shows how the total number of \texttt{#if}-conditions in the C source files relates to the execution time of the tool. For this test series, the number of \texttt{#if}-conditions per C source file is increased in steps of 50, starting from 50 and up to 1000 conditions per file. Figure 1 shows that the execution time grows linearly with the number of conditions to process. This means, that when analyzing a whole product line, the overhead of the preparation will also grow linearly with the size of the product line.

![Figure 2: Runtime with varying ranges per variable](image2)

Figure 2 shows how the number of allowed values per variable impacts the execution time. For this test series, the size of the range of allowed values per variable was gradually increased, starting from 2 and up to 18. Additionally, the upper limit for the number of value combinations to consider (see Section 5) was removed. When an integer operator has variables on both sides, our approach considers all combinations of the allowed values for both variables. This leads to a quadratic growth of combinations, that is visible in Figure 2. However, when the upper limit for combinations to consider is not removed, the execution time stays below 500 ms for all test cases shown in this Figure. Limiting the number of combinations to consider produces less accurate results (see Section 5), but it mitigates the (potential) performance problem visible in Figure 2.

The implementation of the approach presented in this paper has also been used in practice in the analysis of the Bosch PS-EC product line [4]. Our tool converted the integer-based C-preprocessor conditions to propositional logic. This allowed existing SAT-based analyses to be used on the product line, without any modification to the existing analysis tools. The execution time of our preparation tool was not significant, compared to the execution time required for the following analysis steps. The resulting replacement conditions created by our approach allowed the following analysis steps to create meaningful results.

7 Summary

In this paper, we developed an approach to convert integer-based variability conditions to propositional logic. The original conditions are defined using the C-preprocessor in source code files. The variability variables used in the conditions hold integer values and are restricted to a (usually small) range of allowed values. Our approach converts all the conditions found in the source files, and replaces them with the created propositional formulas.

The goal of our approach is to easily use SAT-solvers even on integer-based product lines. This enables the usage of a number of existing, SAT-based tools and approaches without any modification to them. Thus, our approach ensures that the propositional formulas,
that replace the integer-based one, are mostly equal to the original conditions with respect to satisfiability.

Section 3 described the general concept of our approach: Boolean variables are introduced for each allowed value of the integer variables. This is viable, because the range of allowed values of a variable is usually small. Our approach then converts the integer-based conditions using these Boolean variables. It calculates for each integer (sub-)expression, which combination of allowed values fulfills it. A propositional formula, which reflects this combination of values that fulfill the expression, is used as the replacement.

Section 4 explained how this is implemented. A set of rules is applied on the abstract syntax tree, to evaluate the integer-parts bottom-up. This evaluation keeps track of all allowed values of the integer variables at once. When a comparison operator is reached, a propositional formula can be constructed that specifies which combinations fulfill this comparison.

The approach also has a few limitations, as described in Section 5. Most importantly, the handling of unrestricted integer variables is not exact. Unrestricted integer variables are variables that have no restrictions on the allowed values, or have a very large range of allowed values. For these variables, our approach does not evaluate each possible value individually. Instead, only a single Boolean variable is used, that specifies whether the variable is set to any value, or whether it is left undefined. This retains some useful variability information, although it is not as exact as the per-value analysis. In practice, this inexact approach still leads to reasonable results in the further analyses.

Our approach is implemented as an open-source plugin for the KernelHaven analysis framework [8, 9]. This implementation has been used in practice to analyze the Bosch PS-EC product line [4].

Future work on integer-based product lines can utilize the approach presented in this paper to efficiently re-use existing, SAT-based analyses. Additionally, the approach presented here can be refined in the future. We already experiment with a heuristic to find intervals of unrestricted integer variables, that can be treated as a single value. These equivalence classes would allow a per-value analysis of unrestricted variables in the approach presented here, and would thus improve the quality of the results.
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