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Abstract

The problem of online prediction with sequential side information under logarithmic loss is studied, and general upper and lower bounds on the minimax regret incurred by the predictor is established. The upper bounds on the minimax regret are obtained by providing and analyzing a probability assignment inspired by mixture probability assignments in universal compression, and the lower bounds are obtained by way of a redundancy–capacity theorem. The tight characterization of the regret is provided in some special settings.

1 Introduction

We consider a variant of the problem of sequential prediction under log-loss with side information. The particular variant under consideration was first studied in [1]. Let \( X \in \mathcal{X} \) and \( Y \in \{0,1\} \) denote two jointly distributed random variables. Let the marginal distribution of \( X \) be denoted by \( P_X(x) \). A hypothesis \( f \) in the hypothesis class \( \mathcal{F} \) determines the conditional distribution \( P_f(y|x) \), or equivalently, the conditional probability mass function (pmf) \( p_f(y|x) \), for \( y \in \{0,1\} \) and \( x \in \mathcal{X} \). Each hypothesis is characterized by a tuple \( f = (g, \theta_0, \theta_1) \) where

1. \( \theta_0, \theta_1 \in [0,1] \)
2. \( g \in \mathcal{G} \subset \{\mathcal{X} \to \{0,1\}\} \).

In other words, \( g \) belongs to a class \( \mathcal{G} \) of binary functions. We assume that \( \mathcal{G} \) has finite VC dimension, denoted by \( \text{VCdim}(\mathcal{G}) \).

Given a chosen hypothesis \( f = (g, \theta_0, \theta_1) \) we then have

\[
Y|\{X = x\} \sim \text{Bernoulli}(\theta_{g(x)}).
\]

Thus, given the side information \( X \), the random variable \( Y \) is distributed as either \( \text{Bernoulli}(\theta_0) \) or \( \text{Bernoulli}(\theta_1) \). Picking a hypothesis \( f \in \mathcal{F} \), let \( (X_i, Y_i)_{i=1}^n \) be drawn i.i.d. from the joint distribution of \( X \) and \( Y \) characterized by the hypothesis \( f \), so

\[
P(x^n, y^n) = \prod_{i=1}^n P_X(x_i)P_f(y_i|x_i).
\] (1)

The problem of sequential prediction under log-loss, also known as the sequential probability assignment problem, can be thought of as a game between the player and nature. First, nature picks a hypothesis \( f \in \mathcal{F} \) unkownst to the player, and \( X^n, Y^n \) are then generated according to the law (1). At each time step \( i \in [n] \), \( X_i \) is revealed to the player, who then assigns a probability mass
function (pmf) \( q(\cdot | X^i, Y^{i-1}) \) to \( Y_i \). Next, \( Y_i \) is revealed and the player incurs loss \(- \log q(\cdot | X^i, Y^{i-1})\). Nature assigns the pmf \( p_f(\cdot | X_i) \) at each time step \( i \) and incurs loss \(- \log p_f(Y_i | X_i)\). The goal of the game is to minimize the expected value of cumulative loss relative to nature (known as the regret), without knowledge of \( f \). Importantly, we also wish to do this without knowing \( P_X \) either.

To make this notion precise, define the regret incurred by the probability assignment \( q \) when nature picked \( f \) and the distribution of \( X \) is \( P_X \) as

\[
R_{n,P_X}(q, f) := \mathbb{E} \left[ \sum_{i=1}^{n} \log \frac{1}{q(Y_i | X^i, Y^{i-1})} - \sum_{i=1}^{n} \log \frac{1}{p_f(Y_i | X_i)} \right].
\]  

(2)

Then, the worst-case regret for the probability assignment \( q \) is

\[
R_n(q) := \max_{P_X, f} R_{n,P_X}(q, f).
\]  

(3)

In this paper, we aim to calculate the min-max regret

\[
R_n := \min_q R_n(q).
\]  

(4)

and discover a probability assignment \( q \) that is optimal or near-optimal in the sense of achieving \( R_n(q) \) close to the optimal value (4).

The log-loss is of central importance in information theory as it connects two canonical problems in data science—compression and prediction; see the survey [2]. To motivate the use of the log-loss in the current problem, we view it as an extension of the problem of universal compression. Indeed, if there is no side information \( X \) present, then the problem is equivalent to universal compression of an i.i.d. Bernoulli source which has been well studied [3, 4, 5, 6, 7]. The minimax regret \( R_n \) then is significant operationally, representing the number of extra bits above the entropy one must pay as the price for compressing the source without knowing its distribution. Remarkably, one can show that \( R_n = \frac{1}{2} \log n + o(\log n) \) in this setting. In a similar vein, [8] studies a closely related problem where a compressed version of the sequence \( Y^n \) is available as side information noncausally (i.e. not sequentially) and demonstrate its equivalence to lossy compression.

In the current setting, if the function \( g \) is known, then simple extensions of the techniques developed to tackle the problem of universal compression of an i.i.d. Bernoulli source can be used to show that \( R_n \leq \log n + o(\log n) \), and we will elaborate on this important special case in detail in Section 2.1. The problem becomes nontrivial when the function \( g \) is not known, and new techniques need to be developed to characterize \( R_n \) in this case.

In the standard study of classification in statistical learning theory, the loss function employed is the 0-1 loss or the indicator loss, and the notion of VC dimension plays a crucial role in characterizing the fundamental limits of binary classification [9]. In particular, \( VCdim(\mathcal{G}) < \infty \) implies the PAC-learnability of the hypothesis class \( \mathcal{G} \). Viewing the current setting as a log-loss variant of the standard classification problem studied in statistical learning (which uses the indicator loss) motivates the choice of constraint \( VCdim(\mathcal{G}) < \infty \). A variant of the current problem with indicator loss instead of log-loss was studied in [10]. We have considered a specific class of conditional distributions to compete against (recall that under hypothesis \( f \) we have \( p_f(Y = 0 | X = x) = \text{Bern}(\theta_g(x)) \)). As mentioned in the preceding paragraphs, our motivation stems from universal compression with side information, and to consider a log-loss variant of the standard binary classification problem. In both these cases, the choice of the considered class seems natural. However, in general, one could view this problem as an online conditional density estimation problem and correspondingly consider an arbitrary class \( \mathcal{F} \) where any \( f \in \mathcal{F} \) may characterize the conditional distribution \( p_f(y|x) \) in a
far more complex manner. It then makes sense to expect $R_n$ in this case to depend on a measure of complexity of $\mathcal{F}$ akin to the VC dimension. Indeed, in [11] the authors develop a remarkable theory parallel to statistical learning theory when the data is non-i.i.d. They develop analogues of several combinatorial dimensions and the Rademacher complexity in the non-i.i.d. case. They then leverage this theory in [12] to study the minmax regret in several online learning problems (with adversarial data). This approach is employed to study sequential prediction with the log-loss in [13] and [14]. However, it is important to note that the proofs in these works are nonconstructive—they proceed via using minmax duality and analyzing the dual game, which does not provide a strategy (i.e. a probability assignment) achieving the regret upper bound that is proven. Our method on the other hand involves construction of a sequential probability assignment. In the next subsection, we will mention and compare our results with the aforementioned two papers studying the log-loss.

1.1 Main Results

Our first main result is a probability assignment that yields an upper bound on $R_n$.

**Theorem 1.** If $\mathcal{G}$ is such that $\text{VCdim}(\mathcal{G}) = d < \infty$, we have for an absolute constant $C \leq 250$, for a probability assignment $q^\ast$ (which is specified in detail further on)

$$R_n(q^\ast) \leq 125C\sqrt{dn \log(2n)} + d(\log n)^2 + 2. \quad (5)$$

Moreover, for any $P_X, f, \delta \in (0, 1)$, with probability greater than $1 - \delta$,

$$\sum_{i=1}^{n} \log \frac{1}{q^\ast(Y_i|X_i)} - \sum_{i=1}^{n} \log \frac{1}{p_f(Y_i|X_i)} \leq 25C\sqrt{dn \log(2n)} \left(C\sqrt{d + \sqrt{2\log \frac{2\log n}{\delta}}} + d(\log n)^2 + 2 \right) \quad (6)$$

The proof is deferred to Section 4, where we construct and analyze the probability assignment $q^\ast$. In [1], the authors established that $R_n = O(d\sqrt{n} \log n)$, and $R_n \leq (2d + 1 + \log \frac{1}{\delta}) \sqrt{n} \log n$ with probability $\geq 1 - \delta$. Our proof (and probability assignment) is different and achieves the same dependence on $n$, and a better dependence on $\delta$ in the high-probability version of the result.

We also establish a lower bound on $R_n$.

**Theorem 2.** We have

$$R_n \geq d + \log(n + 1) - 2\sqrt{ed}e^{-3n/100d} - \log(\pi e).$$

The proof is deferred to Section 5.

The non-constructive approaches of the papers [13] and [14] mentioned earlier establish an $O(d \log n)$ upper bound for the $\mathcal{F}$ under consideration. In conjunction with Theorem 2 we see that the dependence of $R_n$ on $n$ is indeed $\Theta(\log n)$. This implies that the $q^\ast$ employed to prove Theorem 1 is suboptimal and a better probability assignment could be constructed.

**Open Problem 1.** Construct a probability assignment $q$ for the VC hypothesis class that achieves $O(d \log n)$ regret.

As mentioned earlier, the problem of sequential probability assignment can be posed for any general (and possibly very complex) class $\mathcal{F}$ and viewed as an online conditional density estimation problem.
Open Problem 2. Construct and analyze a probability assignment \( q \) for the case when \( \mathcal{F} \) is a general hypothesis class.

As a starting step towards Open Problem 1, we considered a few special cases of the function class \( \mathcal{G} \) in the hypothesis class and provide a sequential probability assignment achieving \( O(d \log n) \) upper bound. These upper bounds constitute our third main result.

1.2 Organization and Notation

In Section 2 we provide basic notation and results that will be used in the proofs of our main results. In Section 3, we provide logarithmic upper bounds on \( R_n \) for a few special cases. Section 4 is devoted to the proof of Theorem 1, and Section 5 is devoted to the proof of Theorem 2. Finally, Section 6 concludes. All the proofs throughout the paper are relegated to the Appendix.

Notation: Throughout the paper, \( \log(\cdot) \) refers to the logarithm to base 2, and \( \ln(\cdot) \) refers to logarithm to base \( e \). The Hamming distance between two binary vectors \( x \) and \( y \) is denoted by \( d_H(x, y) \). The fact that two random variables \( Z_1 \) and \( Z_2 \) have the same distribution is denoted by \( Z_1 \overset{d}{=} Z_2 \).

2 Mathematical Preliminaries

This section introduces some basic notation and results that form the building blocks of the proofs of our main results.

To prove any upper bound on \( R_n \), it suffices to provide a probability assignment \( q(Y_i|X^i, Y^{i-1}) \) that achieves regret \( R_n(q) \) that is less than the given upper bound. To this end, we will use a mixture probability assignment

\[
q_{\text{mix}}(y_i|x_i, y_{i-1}) := \frac{\mathbb{E}_F[p_F(y_i|x_i)]}{\mathbb{E}_F[p_F(y_{i-1}|x^{i-1})]},
\]

where \( F = (\Theta_0, \Theta_1, G) \in \mathcal{F} \) is a random variable with some distribution over the hypothesis class \( \mathcal{F} \). The usage of such a mixture probability assignment is inspired by previous work in universal prediction and universal compression, and we discuss this choice in further detail in Section 2.1. It can be verified that \( q_{\text{mix}}(y_i|x_i, y_{i-1}) \) is indeed a probability assignment.

Proposition 1. For any \( x^i, y^{i-1} \), we have \( \sum_{y_i \in \mathcal{Y}} q_{\text{mix}}(y_i|x^i, y^{i-1}) = 1 \).

For the probability assignment \( q_{\text{mix}} \) in (7) we can establish the following.

Proposition 2. We have

\[
\frac{1}{n} \sum_{i=1}^{n} \log q_{\text{mix}}(Y_i|X^i, Y^{i-1}) - \frac{1}{n} \log p_f(Y_i|X_i) = \log \frac{p_f(Y^n|X^n)}{\mathbb{E}[p_f(Y^n|X^n)]}.
\] (8)

The choice of the distribution of \( F \) is important and greatly affects \( R_n(q_{\text{mix}}) \). Almost all throughout this paper, for \( F = (\Theta_0, \Theta_1, G) \), we will choose \( \Theta_0 \), \( \Theta_1 \) and \( G \) to be mutually independent, with \( \Theta_0, \Theta_1 \sim \text{Beta}\left(\frac{1}{2}, \frac{1}{2}\right) \) each. The choice of the distribution of \( G \) (which, recall, is over the class of functions \( \mathcal{G} \)) will be varied across different problems. The \( \text{Beta}\left(\frac{1}{2}, \frac{1}{2}\right) \) density is denoted by \( w(\theta) = \frac{1}{\pi \sqrt{\theta(1-\theta)}} \). The choice \( w(\theta) \) is elaborated upon in the next subsection.
2.1 When $|\mathcal{G}| = 1$

In this subsection, we consider the rather simple case when the class of functions $|\mathcal{G}|$ contains only one function $g^*$ (or, equivalently, the function $g^*$ picked by nature is known). Thus, in this case, the hypothesis $f$ picked is of the form $(\theta_0, \theta_1, g^*)$. Considering $g^*$ to be the function for which $g^*(x) = 0 \forall x \in \mathcal{X}$, as mentioned previously in the introduction, we recover the setting of universal compression over the class of binary i.i.d processes. In this case, the minmax regret $R_n$ in (4) reduces to

$$R_n = \min_{\mathcal{Q}} \max_{\Theta \in [0,1]} \mathbb{E} \left[ \log \frac{p_\Theta(Y^n)}{q(Y^n)} \right] = \min_{\mathcal{Q}} \max_{\Theta \in [0,1]} D_{\text{KL}}(p_\Theta(Y^n)||q(Y^n))$$

where $Y_i \sim \text{Bernoulli}(\theta)$ i.i.d. and $p_\Theta(\cdot)$ is the probability law for this process. As mentioned in the introduction, it is well known that in this case

$$R_n = \frac{1}{2} \log n + o(\log n),$$

and this is asymptotically achieved by an instance of the mixture probability assignment (7) given by

$$q_{\text{KT}}(y_i | y^{i-1}) = \frac{\int_0^1 p_\Theta(y^i) w(\theta) d\theta}{\int_0^1 p_\Theta(y^{i-1}) w(\theta) d\theta} = \frac{E_{\Theta}[p_\Theta(y^i)]}{E_{\Theta}[p_\Theta(y^{i-1})]}$$

with $\Theta \sim \text{Beta}(1/2, 1/2)$. This probability assignment is known as the Krichevsky–Trofimov (KT) probability assignment [15] and motivates the use of the Beta$(1/2, 1/2)$ prior for $\Theta_0$ and $\Theta_1$. For a sequence $y^n$, the sequential probability assignment $q_{\text{KT}}(y_{i+1} | y^i)$ turns out to be the so-called “add-1/2” estimator which sets $q_{\text{KT}}(0 | y^i) = \frac{\sum_{i=1}^n \mathbb{1}_{\{y_i=0\}} + 1/2}{\sum_{i=1}^n \mathbb{1}_{\{y_i=0\}} + 1}$. Moreover, it can be shown that if $k = \sum_{i=1}^n y_i$,

$$q_{\text{KT}}(y^n) = \int_0^1 p_\Theta(y^n) w(\theta) d\theta = \frac{1}{4^n} \binom{n}{k} \binom{2n}{2k}$$

When the range of $g^*$ includes both 0 and 1, a modification of the KT probability assignment can achieve regret $\log n + o(\log n)$.

Consider the sequential probability assignment

$$q_{\text{KT}}(0|x^i, y^{i-1}) = \frac{\sum_{i=1}^{i-1} \mathbb{1}_{\{y_i = 0, g^*(x_i) = g^*(x_i)\}} + 1/2}{\sum_{i=1}^{i-1} \mathbb{1}_{\{g^*(x_i) = g^*(x_i)\}} + 1}$$

Without the $x_i$, this can be seen to be the standard Krichevsky–Trofimov (KT) probability assignment for binary i.i.d. processes. With the side information $x_i$, $q_{\text{KT}}$ is seen to be a “block-wise” or “symbol-wise” KT probability assignment. This can be seen to be a probability assignment of the form in (7) with

$$q_{\text{KT}}(y_i | x^i, y^{i-1}) = \frac{\int_0^1 \int_0^1 p_{g^*, \theta_0, \theta_1}(y^i | x^i) w(\theta_0) w(\theta_1) d\theta_0 d\theta_1}{\int_0^1 \int_0^1 p_{g^*, \theta_0, \theta_1}(y^{i-1} | x^{i-1}) w(\theta_0) w(\theta_1) d\theta_0 d\theta_1}$$

We can then bound the regret achieved by the probability assignment $q_{\text{KT}}$. 

5
Lemma 1. When the function class $G$ is such that $|G| = 1$, we have

$$R_n(q_{KT}) \leq \log \left( \frac{n}{2} + 1 \right) + \log \frac{\pi^2}{8}. \tag{12}$$

Remark 1 (Laplace probability assignment). Instead of using the $\text{Beta}(1/2, 1/2)$ prior, one can use the $\text{Uniform}[0, 1]$ prior and choose the sequential probability assignment

$$q_L(y_{i+1}|y^i) = \frac{\int_0^1 p_{\theta}(y_{i+1})d\theta}{\int_0^1 p_{\theta}(y^i)d\theta},$$

which yields the so-called Laplace or the add-1 probability assignment. It can be shown that for the problem (9), $q_L(\cdot)$ can achieve $R_n(q_L) \leq \log n + o(\log n)$. Thus, the Laplace probability assignment achieves the optimal regret in order but with a slightly larger constant, a result that even holds for very rich expert classes [16]. It can be shown that if $k = \sum_{i=1}^n y_i$, we have $q_L(y_n) = \int_0^1 p_{\theta}(y^n)d\theta = \frac{1}{(n+1)(\frac{n}{2})}$. For mathematical convenience, we will use the Laplace probability assignment later in the paper, specifically in Sections 2.4 and 4.

2.2 When $|G| < \infty$

When $|G| < \infty$, we can use a probability assignment (7) with $G$ distributed as $\text{Uniform}(G)$. Then, for this choice of mixture, we have

$$E_F[p_F(y^i|x^i)] = \frac{1}{|G|} \sum_{g \in G} \int_0^1 \int_0^1 \int_0^1 p_{g,\theta_0,\theta_1}(y^i|x^i)w(\theta_0)w(\theta_1)d\theta_0d\theta_1 \tag{13}$$

where $w(x) = \frac{1}{\sqrt{x(1-x)}}$ is the $\text{Beta}(1/2, 1/2)$ prior as before.

We can then establish the following upper bound on the regret for the probability assignment $q_{\text{mix}}$ characterized by the mixture (13).

Lemma 2. For the probability assignment $q_{\text{mix}}$ with characterized by the mixture (13), we have

$$R_n(q_{\text{mix}}) \leq \log |G| + \log \left( \frac{n}{2} + 1 \right) + \log \frac{\pi^2}{8}. \tag{14}$$

2.3 Side Information $X^n$ Available Noncausally

In this subsection we consider the special case when the side information $X^n$ is available noncausally instead of sequentially. The results and intuition developed in this section will be used in proofs further ahead.

When the side information $X^n$ is available noncausally, the probability assignment for $Y_i$ is of the form $q(Y_i|X^n, Y_{i-1})$ and the regret for a probability assignment $q$ can be seen to be

$$R_{n,\text{nc}}(q) = \max_{p_{X,Y}} E_{X^n,Y^n} \left[ \sum_{i=1}^n \log \frac{1}{q(Y_i|X^n, Y_{i-1})} - \sum_{i=1}^n \log \frac{1}{p_{f}(Y_i|X_i)} \right]. \tag{15}$$

Since the side information $X^n$ is available in advance, we can choose our mixture over the hypothesis class $\mathcal{F}$ to be dependent on $X^n$. As done so far, for $H = (\Theta_0, \Theta_1, G)$ we will choose $\Theta_0, \Theta_1$ and $G$ to be mutually independent with $\Theta_0, \Theta_1 \sim \text{Beta}(1/2, 1/2)$. We will now define a distribution over $G$ that is dependent on the side information $X^n$.
Given $X^n$, define the set $\mathcal{P}_n(X^n) = \{(g(X_1), \ldots, g(X_n)), g \in \mathcal{G}\} \subseteq \{0,1\}^n$. For the remainder of this subsection, for brevity we will refer to $\mathcal{P}_n(X^n)$ by just $\mathcal{P}_n$. Enumerating the elements of $\mathcal{P}_n$ by $1,2,\ldots,|\mathcal{P}_n|$, we now define the set

$$I_j = \{g \in \mathcal{G}, (g(X_1), \ldots, g(X_n)) = \mathcal{P}_n(j)\}$$

(16)

where $\mathcal{P}_n(j)$ represents the $j$-th element in $\mathcal{P}_n$. Clearly, the sets $I_1, \ldots, I_{|\mathcal{P}_n|}$ are nonempty and partition $\mathcal{G}$. So, $X^n$ can be thought of as partitioning $\mathcal{G}$ into sets where any two functions $g_1, g_2$ in the same partition have $g_1(X_j) = g_2(X_j) \forall j \in [n]$.

Pick an arbitrary $g_i \in I_i$ for $i = 1, \ldots, |\mathcal{P}_n|$. Choosing $G \sim \text{Uniform} \{g_1, \ldots, g_{|\mathcal{P}_n|}\}$, we have

$$\mathbb{E}_F [p_F(y^i|x^i)] = \frac{1}{|\mathcal{P}_n|} \sum_{i=1}^{|\mathcal{P}_n|} \int_0^1 \int_0^1 p_{g_i, \theta_0, \theta_1}(y^i|x^i)w(\theta_0)w(\theta_1)d\theta_0d\theta_1.$$  
(17)

**Lemma 3.** For the probability assignment $q_{\text{mix}}$ characterized by the mixture (17), we have

$$R_{n,\text{nc}}(q_{\text{mix}}) \leq d \log(en/d) + \log\left(\frac{n}{2} + 1\right) + \log\frac{\pi^2}{8}.  
(18)

2.4 When $P_X$ is Known

Consider the case when the distribution $P_X$ is known. In this case, the main idea is to choose the distribution of $G$ to be uniform over a finite set of functions in $\mathcal{G}$ that form a fine-enough covering of $\mathcal{G}$. We make this idea precise next. First we will need the following Lemma.

**Lemma 4** (Lemma 13.6 of [17]). For $f, g \in \mathcal{G}$, define the metric $L^2(P_X)$ as

$$\|f - g\|_{L^2(P_X)} = (\mathbb{E}[f(X) - g(X)]^2)^{1/2}.$$  

Let $\mathcal{N}(\mathcal{G}, L^2(P_X), \epsilon)$ denote the covering number of $\mathcal{G}$ in the metric $L^2(P_X)$. Then, we have

$$\mathcal{N}(\mathcal{G}, L^2(P_X), \epsilon) \leq \left(\frac{\epsilon^2}{\epsilon}\right)^{2d}.$$  
(19)

Consider the metric $d(f,g) = \mathbb{P}(g(X) \neq f(X))$ for $f, g \in \mathcal{G}$. Since

$$\|f - g\|_{L^2(P_X)} = \sqrt{\mathbb{P}(g(X) \neq f(X))},$$

any $\sqrt{\epsilon}$ covering of $\mathcal{G}$ in the $L^2(P_X)$ metric is a $\epsilon$ covering of $\mathcal{G}$ in the metric $d$. Therefore,

$$\mathcal{N}(\mathcal{G}, d, \epsilon) \leq \left(\frac{\epsilon^4}{\epsilon}\right)^{d}.  
(20)$$

We will now construct a mixture probability assignment of the form in (7). To do this, we must specify a distribution over the hypothesis class $\mathcal{F}$. Consider $g_1, g_2, \ldots, g_{\lfloor e^4 n d \rfloor}$ that form a $1/n$ covering of $\mathcal{G}$ in the metric $d$. By (20), $\lfloor (e^4 n d) \rfloor$ such functions exist. Take $G, \Theta_0$ and $\Theta_1$ to be
independent, with \( \Theta_0, \Theta_1 \sim \text{Uniform}[0, 1] \) \(^1\) and \( G \sim \text{Uniform}\{g_1, \ldots, g_{(e^4n)^d}\} \). We then have

\[
\mathbb{E}_F[p_F(y^i|x^i)] = \frac{1}{[(e^4n)^d]} \sum_{i=1}^{[(e^4n)^d]} \int_0^1 \int_0^1 p_{g_i, \theta_0, \theta_1} d\theta_0 d\theta_1
\]

which we substitute into (7) to construct \( q_{\text{mix}} \). We can then prove the following.

**Lemma 5.** For \( q_{\text{mix}} \) characterized by the mixture (21), we have

\[
\max_{f^*} R_{n,P_X}(q_{\text{mix}}, f^*) \leq (d + 8) \log (e^4n) + 6.
\]

### 3 Logarithmic upper bounds

In this section, we consider some special instances of the function class \( G \) and distributions \( P_X \) for which we can establish that the probability assignment \( q_{\text{mix}} \) in (7) achieves \( O(d \log n) \) regret for an appropriate choice of the mixture distribution (i.e. the distribution over the class \( F \)).

#### 3.1 Finite Function Class

When \( |G| < \infty \), we have already shown in Lemma 2 in Section 2.2 that the regret is logarithmic for any distribution \( P_X \).

#### 3.2 Function Class of Halfspaces

In this subsection, we will consider the case when \( G \) is the class of halfspaces, defined precisely as follows. Let \( X \in \mathcal{X} = \mathbb{S}^{d-1} \). Recall that \( \mathbb{S}^{d-1} = \{ x \in \mathbb{R}^d : \|x\|_2 = 1 \} \). Define the function \( g_a(x) : \mathcal{X} \to \{-1, 1\} \) as \( g_a(x) = \text{sign}(a^T x) \). The class of functions \( \text{HS}_d := \{ g_a, a \in \mathbb{S}^{d-1} \} \) is known as the class of \( d \)-dimensional (homogenous) halfspaces, and is known to have \( \text{VCdim}(G) = d \) [9].

Consider \( X^n \sim \text{Uniform}(\mathbb{S}^{d-1}) \) i.i.d. We will now evaluate the regret of \( q_{\text{mix}} \) in (7).

As in the previous section, characterizing \( q_{\text{mix}} \) requires specifying a distribution over the hypothesis class \( F \), which in turn requires specifying a distribution over the function class \( \text{HS}_d \) (recall that \( \Theta_0 \) and \( \Theta_1 \) are chosen to be \( \text{Beta}(1/2, 1/2) \) independently of each other and of \( G \)). We will choose \( A \sim \text{Uniform}[\mathbb{S}^{d-1}] \). We then have

\[
\mathbb{E}_F[p_F(y^i|x^i)] = \mathbb{E}_A[\mathbb{E}_{\Theta_0, \Theta_1}[p_{A, \Theta_0, \Theta_1}(y^i|x^i)]]
\]

Now, using the notation

\[
q_{a, \text{mix}}(y^i|x^i) := \mathbb{E}_{\Theta_0, \Theta_1}[p_{A, \Theta_0, \Theta_1}(y^i|x^i)] = \int_0^1 \int_0^1 p_{a, \theta_0, \theta_1}(y^i|x^i) w(\theta_0) w(\theta_1) d\theta_0 d\theta_1
\]

for an \( a \in \mathbb{S}^{d-1} \), we see that

\[
\mathbb{E}_F[p_F(y^i|x^i)] = \mathbb{E}_A[q_{A, \text{mix}}(y^i|x^i)].
\]

where \( A \sim \text{Uniform}[\mathbb{S}^{d-1}] \) as mentioned previously. We can make the following assertion.

---

\(^1\) As mentioned in Remark 1, this corresponds to the Laplace probability assignment and we do this because it considerably simplifies the proof at just the cost of a slightly larger constant.
Proposition 4. We can then make the following assertion, which in turn requires specifying a distribution over the function class. For the probability assignment \( q_{\text{mix}} \) as defined in (7), with choice of mixture as in (25), we have

\[
\max_f R_n, P_X (q_{\text{mix}}, f) \leq (2d + 1) \log n + d \log(48d) + \log \frac{\pi^2}{8}. \tag{26}
\]

3.3 Hypothesis Class of Axis-Aligned Rectangles

In this subsection, we will consider the case when \( G \) is the class of axis-aligned rectangles, defined precisely as follows. For \( a := \{a_i\}_{i=1}^d \) and \( b := \{b_i\}_{i=1}^d \) that are such that \( 0 \leq a_i \leq b_i \leq 1, i \in [d] \) define the function \( g_{a,b} : \mathbb{R}^d \to \{0,1\} \) as \( g_{a,b}(x) = \prod_{i=1}^d \mathbb{I}\{a_i \leq x_i \leq b_i\} \). Then the hypothesis class \( \text{RECT}_d := \{g_{a,b}, a, b \in [0,1]^d, a_i \leq b_i\} \) is known as the class of axis aligned rectangles. It is well-known that \( \text{VCdim}(\text{RECT}_d) = 2d \) [9]. Consider \( X^n_1 \sim \text{Uniform}[0,1]^d \) iid. We will then evaluate the regret of the probability assignment \( q_{\text{mix}} \) in (7).

As before, characterizing \( q_{\text{mix}} \) requires specifying a distribution over the hypothesis class \( \mathcal{F} \), which in turn requires specifying a distribution over the function class \( \text{RECT}_d \) (recall that \( \Theta_0 \) and \( \Theta_1 \) are chosen to be Beta\((1/2,1/2)\) independently of each other and of \( G \)). We will chose \((A_i, B_i) \sim \text{Uniform}\{\{a,b\} \in [0,1] \times [0,1], b \geq a\} \) and \((A_i, B_i) \perp \perp (A_j, B_j) \) for \( i \neq j \). Denoting \( A := (A_1, \ldots, A_d) \) and \( B := (B_1, \ldots, B_d) \), for the aforementioned choice of distribution over \( \mathcal{F} \), we have

\[
\mathbb{E}_F[p_F(y^i|x^i)] = \mathbb{E}_{A,B}[\mathbb{E}_{\Theta_0, \Theta_1}[p_{A,B,\Theta_0, \Theta_1}(y^i|x^i)]] \tag{27}
\]

Now, using the notation

\[
q_{a,b,\text{mix}}(y^i|x^i) := \mathbb{E}_{\Theta_0, \Theta_1}[p_{a,b,\Theta_0, \Theta_1}(y^i|x^i)] = \int_0^1 \int_0^1 p_{a,b,\theta_0, \theta_1}(y^i|x^i)w(\theta_0)w(\theta_1)d\theta_0d\theta_1 \tag{28}
\]

we see that

\[
\mathbb{E}_F[p_F(y^i|x^i)] = \mathbb{E}_{A,B}[q_{A,B,\text{mix}}(y^i|x^i)]. \tag{29}
\]

We can then make the following assertion.

Proposition 4. If \( P_X = \text{Uniform}[0,1]^d \), then for the probability assignment \( q_{\text{mix}} \) as defined in (7), with choice of mixture as in (29), we have

\[
\max_{f \in \mathcal{F}} R_n, P_X (q_{\text{mix}}, f) \leq (2d + 1) \log(n + 1) + \log \frac{\pi^2}{8}. \tag{30}
\]

Remark 2. In Sections 3.2 and 3.3, we have fixed \( P_X \) to be the uniform distribution. Considering the proofs, it appears to be a reasonable guess that the mixture probability assignment \( q_{\text{mix}} \) employed to prove the regret guarantees would work for other distributions \( P_X \) that are sufficiently “smooth”. Thus, finding non-uniform \( P_X \) for which the given \( q_{\text{mix}} \) achieves logarithmic regret is an intriguing question.

\(^2\)In this subsection, for clarity we will use boldface to denote vectors.
4 Proof of Theorem 1

In this section, we prove Theorem 1. To motivate the main proof idea, recall the case discussed in Section 2.3 when noncausal side information is available. In that case, using the Sauer–Shelah lemma we argued that given $X^n$, the (possibly infinite) class of functions $\mathcal{G}$ could be effectively reduced to a class of at most $(\frac{en}{d})^d$ functions, and using the mixture probability assignment that took a uniform mixture over these functions yielded an $O(d \log n)$ regret. This leads to us considering the following alternative to noncausal side information being available: what if another sequence $\tilde{X}^n \overset{(d)}{=} X^n$ is available noncausally? The sequence $\tilde{X}^n$ also reduces the class $\mathcal{G}$ to at most $(\frac{en}{d})^d$ functions (albeit not the same reduction as that of $\mathcal{G}$ by $X^n$). We establish in Section 4.1 that a uniform mixture over the finite reduction of $\mathcal{G}$ induced by $\tilde{X}^n$ achieves an $O(\sqrt{dn \log n})$ regret. We then use this result in Section 4.2 to establish a general $O(\sqrt{nd \log n})$ regret when the side information $X^n$ is available sequentially.

For clarity, throughout this section we will use $g(Z^n)$ to denote $(g(Z_1), \ldots, g(Z_n)) \in \{0,1\}^n$.

4.1 Sequence $\tilde{X}^n$ available noncausally

Consider a sequence $\tilde{X}^n \overset{(d)}{=} X^n$, $\tilde{X}^n \perp \perp X^n$, with $X_i$ having distribution $P_X$ iid. In this subsection we consider the regret

$$\tilde{R}_{n,P_X}(q,f) := \mathbb{E}_{X^n,Y^n,\tilde{X}^n} \left[ \sum_{i=1}^{n} \log \frac{1}{q(Y_i|X_i,Y_{i-1},\tilde{X}^n)} - \sum_{i=1}^{n} \log \frac{1}{P_f(Y_i|X_i)} \right]$$

and in particular the worst-case regret attained by a probability assignment $q$

$$\tilde{R}_n(q) := \max_{f \in \mathcal{F}, P_X} \tilde{R}_{n,P_X}(q,f). \tag{32}$$

Now, using the same notation as in Section 2.3, let $\mathcal{P}_n(\tilde{X}^n) = \{g(\tilde{X}^n), g \in \mathcal{G}\} \subseteq \{0,1\}^n$ with $|\mathcal{P}_n(\tilde{X}^n)| \leq (\frac{en}{d})^d$ by the Sauer–Shelah lemma. Pick $\tilde{g}_1, \tilde{g}_2, \ldots, \tilde{g}_{|\mathcal{P}_n(\tilde{X}^n)|} \in \mathcal{G}$ such that $\tilde{g}_j(\tilde{X}^n) \in \mathcal{P}_n(\tilde{X}^n)$, and $\tilde{g}_i(\tilde{X}^n) \neq \tilde{g}_j(\tilde{X}^n)$ if $i \neq j$. Thus, for every $g \in \mathcal{G}$, there exists a $j \in \left[|\mathcal{P}_n(\tilde{X}^n)|\right]$ such that $g(\tilde{X}^n) = \tilde{g}_j(\tilde{X}^n)$. Therefore, the class $\mathcal{G}$ has been effectively reduced to $|\mathcal{P}_n(\tilde{X}^n)|$ functions by $\tilde{X}^n$. Consider now a mixture probability assignment, akin to (7), as

$$\tilde{q}_{mix}(y_i|x^i,y^{i-1},\tilde{x}^n) := \frac{1}{|\mathcal{P}(\tilde{x}^n)|} \sum_{j=1}^{|\mathcal{P}(\tilde{x}^n)|} \int_0^1 \int_0^1 p_{\tilde{g}_j,\theta_0,\theta_1}(y^i|x^i)d\theta_0d\theta_1,$$

Note that this is indeed a mixture probability assignment in the sense of (7) — $F = (G, \Theta_0, \Theta_1)$ has the distribution where $G \sim \text{Uniform}\{\tilde{g}_1, \ldots, \tilde{g}_{|\mathcal{P}_n(\tilde{X}^n)|}\}$, $\Theta_0, \Theta_1 \sim \text{Uniform}[0,1]^3$ and $G, \Theta_0$, and $\Theta_1$ are mutually independent. We can now state the following.

Lemma 6. For $\tilde{q}_{mix}$ defined in (33), we have for an absolute constant $C \leq 250$,

$$\tilde{R}_n(\tilde{q}_{mix}) \leq d \log (en/d) + 16C \sqrt{nd \log (6n+2)} \tag{34}$$

The choice of taking a uniform prior for $\Theta_0$ and $\Theta_1$ instead of the Jeffreys prior is simply because using the uniform prior (which, recalling Remark 1, corresponds to the Laplacian probability assignment) makes some calculations far simpler in the proof at just the cost of a worse constant factor in the regret.
and moreover, for any $P_X$ and $h$ we have
\[
\sum_{i=1}^{n} \log \frac{1}{q_{\text{mix}}(Y_i|X^i, Y^{i-1}, X^n)} - \sum_{i=1}^{n} \log \frac{1}{p_f(Y_i|X_i)} \\
\leq d \log(en/d) + 16\sqrt{n} \log(6n + 2) \left( C\sqrt{d} + \sqrt{2\log \frac{2}{\delta}} \right). \tag{35}
\]

**Remark 3** (Empirical covering). The probability assignment $\tilde{q}_{\text{mix}}$ can also be motivated by considering the scenario in Section 2.4 where $P_X$ is known. Recall that there, we took a uniform mixture over a $1/n$-covering of $G$ in the metric $d$ with $d(g_1, g_2) = P(g_1(X) \neq g_2(X))$. If we have $X^n$, as an alternative to a mixture over a covering in the metric $d$, we can take an empirical $1/n$ covering of $G$, i.e. a covering in the metric $\tilde{d}_n(g_1, g_2) = \frac{1}{n}d_H(g_1(X^n), g_2(X^n))$. Indeed, the functions $\tilde{g}_1, \tilde{g}_2, \ldots, \tilde{g}_{|P_n(X^n)|}$ form not just a $1/n$ covering but a $0$-covering of $G$ in the metric $\tilde{d}_n$.

### 4.2 Epoch-based mixture probability

In this subsection, we use Lemma 6 to construct a general probability assignment when side information is available sequentially. In this scenario, we do not have access to another sequence $\tilde{X}^n$. However, at time step $i + 1$, we have access to the past sequence $X^i$ which could be used, as done in [10], in lieu of $\tilde{X}^i$. We now precisely define and analyze this probability assignment.

For simplicity, assume that $n = 2^k$ for some integer $k$. The analysis is easily extended to any arbitrary $n$. We will split the $n$ time steps into $\log n$ “epochs”. Starting from $j = 1$, define the $j$–the epoch to consist of the time steps $2^{j-1} + 1 \leq i \leq 2^j$. So, the first epoch consists of $X_2$, the second epoch consists of $X_4$, the third epoch consists of $X_8$ and so on. Consider the the following probability assignment $q^*$.

1. $q^*(Y_1|X_1) = 1/2$
2. For $i \geq 2$, if $2^{j-1} + 1 \leq i \leq 2^j$, i.e. if the time step $i$ falls within the $j$–th epoch, then

\[
q^*(Y_i|X^i, Y^{i-1}) = \frac{q_{\text{mix},j}(Y_i|X^i, Y^{i-1}, X^{i+1})}{q_{\text{mix},j}(Y_i|X^i, Y^{i-1}, X^{i+1})} \tag{36}
\]

where
\[
q_{\text{mix},j}(Y_i|X^i, Y^{i-1}, X^{i+1}) := \frac{1}{|\mathcal{P}(X^{2^j-1})|} \sum_{k=1}^{\mathcal{P}(X^{2^j-1})} \int_0^1 \int_0^1 p_{\theta_0, \theta_1} (Y_i, Y_i+1|X^{i+1}) d\theta_0 d\theta_1 \tag{37}
\]

is the finite mixture over the $|\mathcal{P}(X^{2^j-1})|$ partition of $G$ induced by $X^{2^j-1}$. This is the same probability assignment as in (33).

Using Lemma 6 and an epoch-wise analysis of $q^*$ we can establish Theorem 1.

### 5 Proof of Theorem 2

In this section we prove Theorem 2. A key component of the proof is the redundancy-capacity theorem [18].
First, note that the class of probability assignments that utilize the side information \( X^n \) causally is a subset of the set of probability assignments that utilize the side information \( X^n \) noncausally. This implies

\[
R_n = \min_{q} \max_{P_X,F} \mathbb{E}_{X^n,Y^n} \left[ \sum_{i=1}^{n} \log \frac{1}{q(Y_i|X^n,Y_{i-1})} - \sum_{i=1}^{n} \log \frac{1}{p_f(Y_i|X_i)} \right] 
\geq \min_{q} \max_{P_X,F} \mathbb{E}_{X^n,Y^n} \left[ \sum_{i=1}^{n} \log \frac{1}{q(Y_i|X^n,Y_{i-1})} - \sum_{i=1}^{n} \log \frac{1}{p_f(Y_i|X_i)} \right] 
\]
and therefore

\[
R_n \geq \min_{q} \max_{P_X,F} \mathbb{E}_{X^n,Y^n} \left[ \log \frac{p_f(Y^n|X^n)}{q(Y^n|X^n)} \right] 
= \min_{q} \max_{P_X,F} \mathbb{E}_{F,X^n,Y^n} \left[ \log \frac{p_F(Y^n|X^n)}{q(Y^n|X^n)} \right] 
\geq \max_{P_X,F} \min_{q} \mathbb{E}_{F,X^n,Y^n} \left[ \log \frac{p_F(Y^n|X^n)}{q(Y^n|X^n)} \right] 
\]

where \( P_F \) denotes a distribution over \( F \) in (39), and (40) follows since \( \min \max(\cdot) \geq \max \min(\cdot) \).

By a conditional variant of the redundancy-capacity theorem we have for a fixed \( P_X \) and \( P_F \) (recall that \( F = (\Theta_0, \Theta_1, G) \))

\[
\min_{q} \mathbb{E}_{F,X^n,Y^n} \left[ \log \frac{p_F(Y^n|X^n)}{q(Y^n|X^n)} \right] = I(F;Y^n|X^n) 
\]

and so

\[
R_n \geq \max_{P_X,F} I(F;Y^n|X^n) 
\]

where recall \( F = (\Theta_0, \Theta_1, G) \).

Remark 4. The result in (42) holds for any class of conditional distributions \( F \), not just the VC class under consideration.

We will first provide a lower bound on \( R_n \) when \( |\mathcal{X}| < \infty \) which we will then use to achieve a general lower bound on \( R_n \).

Lemma 7. If \( |\mathcal{X}| = m < \infty \) and \( \mathcal{G} = 2^{[m]} \) so that \( |\mathcal{G}| = 2^m \), we have

\[
R_n \geq m + \log(n+1) - \log(\pi e) - 2\sqrt{em} e^{-3n/100m}. 
\]

Lemma 7 is proved by choosing a particular \( P_X \) and \( P_F \) and analyzing the right hand side of (42).

Remark 5 (Tightness for finite \( \mathcal{X} \)). Combining Lemma 7 and Lemma 2 with \( |\mathcal{G}| = 2^m \), we see that for \( \mathcal{X} = m, \mathcal{G} = 2^{[m]} \), we can obtain a tight characterization of the regret \( R_n \) on \( n \) and \( m \).

Consider now the case when \( \mathcal{X} \) is possibly infinite. Since \( \text{VCdim}(\mathcal{G}) = d, \exists x_1, \ldots, x_d \in \mathcal{X} \) such that \( \{|(g(x_1), \ldots, g(x_d)), g \in \mathcal{G}| = 2^d \) \). Theorem 2 then follows as a corollary to Lemma 7 by substituting \( m = d \) and choosing the distributions of \( P_X, P_F \) as in the proof of Lemma 7.
6 Discussion

We considered the problem of sequential prediction under log-loss with side information. This can be considered as an extension of the well-studied information-theoretic problem of universal compression of an i.i.d. binary source, and the regret incurred can be characterized via the value of a minmax game. We provided upper bounds on the regret via construction of a probability assignment, and lower bounds by the redundancy-capacity theorem. There are several open directions. Previous results established an $O(d \log n)$ upper bound via minmax duality. Even though our upper and lower bounds are off by a $\sqrt{n}$ factor, we suspect that a variant of the mixture probability assignment from information theory can achieve the optimal $O(d \log n)$ upper bound. We provided some special cases and a probability assignment where $O(d \log n)$ redundancy is achieved to provide evidence for this. It would also be interesting to answer the weaker question of whether the current upper bound on $R_n$ can be improved upon (constructively) under certain further restrictions on the class of functions $G$. Moreover, even though the lower bound cannot be improved in order, it may be possible to get a better dependence on $d$. Finally, we have not considered complexity concerns for actual algorithmic implementation. Computing the coverings may be prohibitively expensive in several cases, so finding efficient algorithms for sequential probability assignment is yet another avenue to be explored. All these directions are promising for further study.

A Skipped Proofs from Section 2

A.1 Proof of Proposition 1

$$\sum_{y_i \in Y} q_{\text{mix}}(y_i | x^i, y^{i-1}) = \frac{\sum_{y_i \in Y} \mathbb{E}[p_F(y_i | x^i)]}{\mathbb{E}[p_F(y_i^{i-1} | x^{i-1})]}$$

$$= \frac{\mathbb{E}[\sum_{y_i \in Y} p_F(y_i | x^i)]}{\mathbb{E}[p_F(y_i^{i-1} | x^{i-1})]} \mathbb{E}[p_F(y_i^{i-1} | x^{i-1})] \sum_{y_i \in Y} p_F(y_i | x_i)]}{\mathbb{E}[p_F(y_i^{i-1} | x^{i-1})]} = \frac{\mathbb{E}[p_F(y_i^{i-1} | x^{i-1})]}{\mathbb{E}[p_F(y_i^{i-1} | x^{i-1})]} = 1$$

and so $q_{\text{mix}}(y_i | x^i, y^{i-1})$ is a valid probability assignment.

A.2 Proof of Lemma 1

Since the function $g^*$ is known and the range of $g^*$ is only 0 and 1, we can assume without loss of generality that the side information is binary, i.e. $X = \{0, 1\}$. Now define

$$n_l := \sum_{i=1}^{n} \mathbb{1}\{x_i = l\}, l \in \{0, 1\} \quad (44)$$

$$k_l := \sum_{i=1}^{n} \mathbb{1}\{y_i = 1, x_i = l\}, l \in \{0, 1\}. \quad (45)$$
Note that
\[
\log \int_0^1 \int_0^1 \frac{p_{\theta_0, \theta_1, \theta} (Y^n | X^n)}{q_{\theta_0, \theta_1, \theta} (y^n | x^n) w(\theta_0) w(\theta_1) d \theta_0} = \sum_{i=1}^n \log \frac{1}{q_{KT}(Y_i | X^i, Y^{i-1})} - \sum_{i=1}^n \log \frac{1}{p_f(Y_i | X_i)}
\] (46)
and
\[
\sum_{i=1}^n \log \frac{1}{q_{KT}(Y_i | X^i, Y^{i-1})} - \sum_{i=1}^n \log \frac{1}{p_f(Y_i | X_i)} = \sum_{l=0}^1 \sum_{i : X_i = l} \left[ \log \frac{1}{q_{KT}(Y_i | X^i, Y^{i-1})} - \log \frac{1}{p_f(Y_i | X_i)} \right] = \sum_{l=0}^1 \left[ \log \frac{\prod_{i : X_i = l} p_f(Y_i | X_i)}{\prod_{i : X_i = l} q_{KT}(Y_i | X^i, Y^{i-1})} \right].
\] (47)

Now, if \(n_l = 0\), we have
\[
\log \frac{\prod_{i : X_i = l} p_f(Y_i | X_i)}{\prod_{i : X_i = l} q_{KT}(Y_i | X^i, Y^{i-1})} = 0
\] (48)
And if \(n_l \geq 1\), we have
\[
\log \frac{\prod_{i : X_i = l} p_f(Y_i | X_i)}{\prod_{i : X_i = l} q_{KT}(Y_i | X^i, Y^{i-1})} = \log \frac{\theta_l^{k_l} (1 - \theta_l)^{n_l - k_l}}{\frac{1}{4n_l} \binom{n_l}{k_l} \binom{2n_l}{2k_l}}
\] (49)
where (49) follows from properties of the KT sequential probability assignment. Moreover, we have
\[
\theta_l^{k_l} (1 - \theta_l)^{n_l - k_l} \leq \binom{k_l}{n_l}^{k_l} \left(1 - \frac{k_l}{n_l}\right)^{n_l - k_l} = 2^{-n_l h \left(\frac{k_l}{n_l}\right)}
\] (50)
which can be established by noting that the binary KL divergence
\[
d \left( \frac{k_l}{n_l} \middle| \theta_l \right) = \frac{1}{n_l} \log \frac{\binom{k_l}{n_l}}{\theta_l^{k_l} (1 - \theta_l)^{n_l - k_l}} \geq 0,
\]
and furthermore, using a Sterling approximation we can establish
\[
\frac{1}{4n_l} \binom{n_l}{k_l} \binom{2n_l}{2k_l} \leq \sqrt{\frac{8}{\pi^2}} 2^{-n_l h \left(\frac{k_l}{n_l}\right)}
\] (51)
Plugging (50) and (51) into (49) yields
\[
\log \frac{\prod_{i : X_i = l} p_f(Y_i | X_i)}{\prod_{i : X_i = l} q_{KT}(Y_i | X^i, Y^{i-1})} \leq \log \sqrt{\frac{8}{\pi^2}} 2^{-n_l h \left(\frac{k_l}{n_l}\right)} \sqrt{n_l} = \frac{1}{2} \log n_l + \frac{1}{2} \log \frac{\pi^2}{8}
\] (52)
when \( n_l \geq 1 \). Combining (48) and (52) we can establish
\[
\log \frac{\prod_{i=1}^{\infty} p_f(Y_i|X_i)}{\prod_{i=1}^{\infty} q_{K}(Y_i|X^i,Y^{i-1})} \leq \frac{1}{2} \log(n_l + 1) + \frac{1}{2} \log \frac{\pi^2}{8}
\]
(53)
for all \( n_l \geq 0 \). Plugging the upper bound (53) into (47) yields
\[
\sum_{l=0}^{n-1} \left[ \log \frac{\prod_{i=1}^{\infty} p_f(Y_i|X_i)}{\prod_{i=1}^{\infty} q_{K}(Y_i|X^i,Y^{i-1})} \right] \leq \frac{1}{2} \sum_{l=0}^{n-1} \log(n_l + 1) + \frac{1}{2} \log \frac{\pi^2}{8}
\]
\[
= \frac{1}{2} \log \prod_{l=0}^{n-1} (n_l + 1) + \log \frac{\pi^2}{8}
\]
\[
\leq \frac{1}{2} \log \left( \frac{n}{2} + 1 \right)^2 + \log \frac{\pi^2}{8}
\]
(54)
\[
= \log \left( \frac{n}{2} + 1 \right) + \log \frac{\pi^2}{8}
\]
(55)
where the inequality (54) follows by noting that \( \sum_{m=0}^{\infty} (n_l + 1) = n + m \) and the using the AM-GM inequality. We have now established
\[
\sum_{i=1}^{n} \log \frac{1}{q_{K}(Y_i|X^i,Y^{i-1})} - \sum_{i=1}^{n} \log \frac{1}{p_f(Y_i|X_i)} \leq \log \left( \frac{n}{2} + 1 \right) + \log \frac{\pi^2}{8}
\]
and monotonicity of expectation followed by taking supremum over \( \theta_0, \theta_1 \) then yields the result.

### A.3 Proof of Lemma 2

By Proposition 2, we see that for a fixed \( f^* = (g^*, \theta_{0}^*, \theta_{1}^*) \) and \( P_X \), the regret achieved by the probability assignment \( q_{mix} \) characterized by (13) is
\[
R_{n,P_X}(q_{mix}, f^*) = \mathbb{E}_{X^n,Y^n} \left[ \log \frac{p_{f^*}(Y^n|X^n)}{\mathbb{E}_F[p_{F}(Y^n|X^n)]} \right]
\]
and we have
\[
\mathbb{E}_{X^n,Y^n} \left[ \log \frac{p_{f^*}(Y^n|X^n)}{\mathbb{E}_F[p_{F}(Y^n|X^n)]} \right]
\]
\[
= \mathbb{E} \left[ \log \sum_{g \in G} \int_{\theta_0}^{1} \int_{\theta_1}^{1} p_{g,\theta_0,\theta_1}(Y^n|X^n)w(\theta_0)w(\theta_1)d\theta_0d\theta_1 \right]
\]
\[
= \log |G| + \mathbb{E} \left[ \log \sum_{g \in G} \int_{\theta_0}^{1} \int_{\theta_1}^{1} p_{g,\theta_0,\theta_1}(Y^n|X^n)w(\theta_0)w(\theta_1)d\theta_0d\theta_1 \right]
\]
\[
\leq \log |G| + \mathbb{E} \left[ \log \int_{\theta_0}^{1} \int_{\theta_1}^{1} p_{g^*,\theta_0,\theta_1}(Y^n|X^n)w(\theta_0)w(\theta_1)d\theta_0d\theta_1 \right]
\]
(56)
\[
\leq \log |G| + \log \left( \frac{n}{2} + 1 \right) + \log \frac{\pi^2}{8}
\]
(57)
where (56) follows since each of the summands in the denominator of the second term are nonnegative, and (57) is a consequence of Lemma 1.

A.4 Proof of Lemma 3

Following the proof of Lemma 2 up to (56), for any fixed \( f^* = (g^*, \theta_0^*, \theta_1^*) \) the probability assignment \( q_{mix} \) characterized by the mixture (17) has

\[
\mathbb{E}_{X^n, Y^n} \left[ \sum_{i=1}^{n} \log \frac{1}{q_{mix}(Y_i|X^n, Y^{i-1})} - \sum_{i=1}^{n} \log \frac{1}{p_{f^*}(Y_i|X_i)} \right]
\]

\[
\leq \mathbb{E} \left[ |\mathcal{P}_n| \right] + \mathbb{E} \left[ \log \int_0^1 \int_0^1 p_{f^*}(Y^n|X^n) \frac{p_{f^*}(Y^n|X^n)}{\int_0^1 \int_0^1 p_{g_j, \theta_0, \theta_1}(Y^n|X^n) w(\theta_0) w(\theta_1) d\theta_0 d\theta_1} \right]
\]

(58)

Where \( j \in |\mathcal{P}_n| \) is such that

\( (g^*(X_1), \ldots, g^*(X_n)) = (g_j(X_1), \ldots, g_j(X_n)) \).

If \( \text{VCdim}(\mathcal{G}) = d < \infty \), we can control \( |\mathcal{P}_n| \) using the following standard result [19, Chapter 8].

Lemma 8 (Sauer–Shelah). If \( \text{VCdim}(\mathcal{G}) = d < \infty \), then \( |\mathcal{P}_n| \leq (\frac{en}{d})^d \).

Finally, using Lemma 1 and Lemma 8 in (58) yields

\[
R_{n, nc}(q_{mix}) \leq d \log(en/d) + \log \left( \frac{n}{2} + 1 \right) + \log \frac{\pi^2}{8}.
\]

(59)

A.5 Proof of Lemma 5

By Proposition 2, we have for a fixed \( f^* = (g^*, \theta_0^*, \theta_1^*) \)

\[
R_{n, P_X}(q_{mix}, f^*) = \mathbb{E} \left[ \frac{p_{f^*}(X^n|Y^n)}{\mathbb{E}_H[p_{f^*}(X^n|Y^n)]} \right]
\]

\[
= \mathbb{E} \left[ \log \frac{1}{[e^{4n}]^d} \sum_{i=1}^{[e^{4n}]^d} \frac{p_{f^*}(Y^n|X^n)}{\int_0^1 \int_0^1 p_{g_j, \theta_0, \theta_1}(Y^n|X^n) w(\theta_0) w(\theta_1) d\theta_0 d\theta_1} \right]
\]

\[
\leq d \log(e^{4n}) + \mathbb{E} \left[ \log \sum_{i=1}^{[e^{4n}]^d} \frac{p_{f^*}(Y^n|X^n)}{\int_0^1 \int_0^1 p_{g_j, \theta_0, \theta_1}(Y^n|X^n) w(\theta_0) w(\theta_1) d\theta_0 d\theta_1} \right]
\]

(60)

Let \( \bar{g} \in \{g_1, g_2, \ldots, g_{[e^{4n}]^d}\} \) be such that \( P(\bar{g}(X) \neq g^*(X)) = d(\bar{g}, g^*) \leq 1/n \). Such a \( \bar{g} \) exists since \( g_1, \ldots, g_{[e^{4n}]^d} \) form a \( 1/n \) covering of \( \mathcal{G} \) in the metric \( d \). We then have from (60)

\[
R_{n, P_X}(q_{mix}, f^*) \leq d \log(e^{4n}) + \mathbb{E} \left[ \log \frac{p_{f^*}(Y^n|X^n)}{\int_0^1 \int_0^1 p_{g_j, \theta_0, \theta_1}(Y^n|X^n) w(\theta_0) w(\theta_1) d\theta_0 d\theta_1} \right].
\]

(61)
Now, defining

\[ N_j := \sum_{i=1}^{n} \mathbb{1}\{g^*(X_i) = j\}, j \in \{0, 1\} \]

\[ K_j := \sum_{i=1}^{n} \mathbb{1}\{g^*(X_i) = j, Y_i = 1\}, j \in \{0, 1\} \]

\[ \tilde{N}_j := \sum_{i=1}^{n} \mathbb{1}\{g(X_i) = j\}, j \in \{0, 1\} \]

\[ \tilde{K}_j := \sum_{i=1}^{n} \mathbb{1}\{g(X_i) = j, Y_i = 1\}, j \in \{0, 1\} \]

we have

\[ p_{f^*}(Y^n|X^n) = p_{g^*, \theta_0^*, \theta_1^*}(Y^n|X^n) = \theta_0^{*K_0}(1 - \theta_0^*)^{N_0 - K_0}\theta_1^{*K_1}(1 - \theta_1^*)^{N_1 - K_1} \quad (62) \]

and

\[ \int_0^1 \int_0^1 \tilde{p}_{g, \theta_0, \theta_1}(Y^n|X^n)d\theta_0 d\theta_1 = \int_0^1 \int_0^1 \tilde{\theta}_0^{*\tilde{K}_0}(1 - \theta_0^*)^{\tilde{N}_0 - \tilde{K}_0}\tilde{\theta}_1^{*\tilde{K}_1}(1 - \tilde{\theta}_1^*)^{\tilde{N}_1 - \tilde{K}_1}d\theta_0 d\theta_1 \]

\[ = \int_0^1 \tilde{\theta}_0^{*\tilde{K}_0}(1 - \theta_0^*)^{\tilde{N}_0 - \tilde{K}_0}d\theta_0 \int_0^1 \tilde{\theta}_1^{*\tilde{K}_1}(1 - \tilde{\theta}_1^*)^{\tilde{N}_1 - \tilde{K}_1}d\theta_1 \]

\[ = \frac{1}{(\tilde{N}_0 + 1)^{\tilde{K}_0} (\tilde{N}_1 + 1)^{\tilde{K}_1}} \quad (63) \]

where (63) follows from properties of the Laplace probability assignment. Now, from (62) and (63), we have

\[ \frac{p_{f^*}(Y^n|X^n)}{\int_0^1 \int_0^1 \tilde{p}_{g, \theta_0, \theta_1}(Y^n|X^n)d\theta_0 d\theta_1} = \frac{(\tilde{N}_0 + 1)(\tilde{N}_1 + 1)}{\left(\frac{\tilde{N}_0}{K_0}\right)^{\tilde{K}_0} \left(\frac{\tilde{N}_1}{K_1}\right)^{\tilde{K}_1}} \theta_0^{*K_0}(1 - \theta_0^*)^{N_0 - K_0}\theta_1^{*K_1}(1 - \theta_1^*)^{N_1 - K_1} \]

\[ \leq (n + 1)^2 \left(\frac{\tilde{N}_0}{K_0}\right)^{\tilde{K}_0} \left(\frac{\tilde{N}_1}{K_1}\right)^{\tilde{K}_1} \theta_0^{*K_0}(1 - \theta_0^*)^{N_0 - K_0}\theta_1^{*K_1}(1 - \theta_1^*)^{N_1 - K_1} \quad (64) \]

\[ \leq (n + 1)^2 \left(\frac{\tilde{N}_0}{K_0}\right)^{\tilde{K}_0} \left(\frac{\tilde{N}_1}{K_1}\right)^{\tilde{K}_1} \quad (65) \]

where (64) follows because \( \tilde{N}_0, \tilde{N}_1 \leq n \), and (65) follows since \( \binom{n}{k} x^k (1 - x)^{n-k} \leq 1 \) for any \( x \in [0, 1] \). Substituting (65) into (61) yields

\[ R_{n,P_X}(q_{mix}, f^*) \leq d \log(e^4n) + \mathbb{E}_{X^n, Y^n} \left[ \log \left( \frac{\tilde{N}_0}{K_0} \right) \right] + \mathbb{E}_{X^n, Y^n} \left[ \log \left( \frac{\tilde{N}_1}{K_1} \right) \right] \quad (66) \]

Recall that \( d_H(\cdot, \cdot) \) denotes the Hamming distance. We can then easily verify the following proposition.
Proposition 5. We have

\[ |\tilde{N}_j - N_j| \leq d_H(g^*(X^n), \tilde{g}(X^n)), j \in \{0,1\} \text{ and } |\tilde{K}_j - K_j| \leq d_H(g^*(X^n), \tilde{g}(X^n)), j \in \{0,1\}. \]

We now wish to use Proposition 5, to obtain a bound on \( \log \left( \frac{\tilde{N}_0 \tilde{K}_0}{N_0 K_0} \right) \). For this, we will need an additional proposition.

Proposition 6. For any two nonnegative integers \( a, b \), we have

\[ \log \left( \frac{(a+b)!}{a!} \right) \leq b \log(a + b + 1) + b + 1 \]  

(67)

Proof. By the Stirling approximation, for any positive integer \( m \), we have

\[ \sqrt{2\pi}m^{m+1/2}e^{-m} \leq m! \leq em^{m+1/2}e^{-m}. \]  

(68)

We now use this to claim that when \( a, b \geq 1 \)

\[
\ln(a + b)! - \ln a! \leq \ln \left( e(a + b)^{a+b+1/2}e^{-(a+b)} \right) - \ln \left( \sqrt{2\pi}a^{a+1/2}e^{-a} \right) \\
= \ln \frac{e}{\sqrt{2\pi}} + (a + b + 1/2) \ln(a + b) - (a + 1/2) \ln a + a - (a + b) \\
= \ln \frac{e}{\sqrt{2\pi}} + b \ln(a + b) + (a + 1/2) \ln(1 + b/a) - b \\
\leq \ln \frac{e}{\sqrt{2\pi}} + b \ln(a + b) + (a + 1/2) \ln(1 + b/a) - b \\
\leq \ln \frac{e}{\sqrt{2\pi}} + b \ln(a + b) + b/2a \\
\leq \ln \frac{e}{\sqrt{2\pi}} + b \ln(a + b) + b/2 
\]  

(69)

where (69) follows since for \( x \geq 0, \ln(1 + x) \leq x \) and (70) follows since \( a \geq 1 \). When \( a = b = 0 \) and when \( b = 0, a \geq 1 \), the proposition is immediate. Finally, when \( a = 0 \) and \( b \geq 1 \), we have by the upper bound on \( b! \) in (68) that

\[ \ln b! \leq \left( b + \frac{1}{2} \right) \ln b + 1 - b \]  

(71)

and after some algebraic manipulations we can see that the proposition holds in this case as well. \( \square \)

For convenience, define \( \delta_n := d_H(g^*(X^n), \tilde{g}(X^n)) \). Note that

\[
\log \left( \frac{\tilde{N}_0}{\tilde{K}_0} \right) = \log \frac{\tilde{N}_0! \tilde{K}_0! (N_0 - K_0)!}{N_0! K_0! (N_0 - K_0)!} \\
= \log \frac{\tilde{N}_0!}{N_0!} + \log \frac{K_0!}{\tilde{K}_0!} + \log \frac{(N_0 - K_0)!}{(\tilde{N}_0 - \tilde{K}_0)!}. 
\]  

(72)
We will now bound each of the three terms in the RHS of (72). We have

\[
\log \frac{\tilde{N}_0!}{N_0!} \leq \log \frac{(N_0 + \delta_n)!}{N_0!} \leq \delta_n \log(N_0 + \delta_n + 1) + \delta_n + 1 \leq \delta_n \log(2n + 1) + \delta_n + 1
\]  

(73)

where (73) follows from Proposition 5, (74) follows from Proposition 6 and (75) follows since \(N_0, \delta_n \leq n\). Using the same reasoning, we conclude

\[
\log \frac{K_0!}{K_0!} \leq \delta_n \log(2n + 1) + \delta_n + 1.
\]  

(76)

and

\[
\log \frac{(N_0 - K_0)!}{(N_0 - \tilde{K}_0)!} \leq 2\delta_n \log(3n + 1) + 2\delta_n + 1
\]  

(77)

where in (77) we additionally use the fact that \(|(N_0 - K_0) - (\tilde{N}_0 - \tilde{K}_0)| \leq |N_0 - \tilde{N}_0| + |K_0 - \tilde{K}_0| \leq 2\delta_n\). Substituting (75)—(77) into (72) yields

\[
\log \frac{\tilde{N}_0!}{\tilde{K}_0!} \leq 4\delta_n \log(3n + 1) + 4\delta_n + 3.
\]  

(78)

Similarly, we have

\[
\log \frac{\tilde{N}_1!}{\tilde{K}_1!} \leq 4\delta_n \log(3n + 1) + 4\delta_n + 3
\]  

(79)

and substituting (78) and (79) into (66) yields

\[
R_{n,P_X}(\pi_{\text{mix}}, f^*) \leq d \log(e^{4n}) + \mathbb{E}_{X^n,Y^n}[8\delta_n \log(3n + 1) + 8\delta_n + 6] = d \log(e^{4n}) + 8 \log(6n + 2) \mathbb{E}_{X^n,Y^n}[\delta_n] + 6
\]  

(80)

Now, we have

\[
\mathbb{E}_{X^n,Y^n}[\delta_n] = \mathbb{E}_{X^n} \left[ \sum_{i=1}^n \mathbb{1}_{\{g^*(X_i) \neq \bar{g}(X_i)\}} \right] = n \mathbb{P}(g^*(X_1) \neq \bar{g}(X_1)) \leq 1
\]

Since by design \(d(\bar{g}, g^*) = \mathbb{P}(\bar{g}(X) \neq g^*(X)) \leq 1/n\) where \(X\) is distributed as \(P_X\). Substituting this into (80) yields

\[
R_{n,P_X}(\pi_{\text{mix}}, f^*) \leq (d + 8) \log(e^{4n}) + 6.
\]  

(81)
B Skipped proofs from Section 3

B.1 Proof of Proposition 3

By Proposition 2, we have for a fixed \( f^* = (a^*, \theta_0^*, \theta_1^*) \)

\[
R_{n, p_X}(q_{\text{mix}}, f^*) = \mathbb{E} \left[ \frac{p_F(Y^n|X^n)}{\mathbb{E}_F[p_F(Y^n|X^n)]} \right]
= \mathbb{E} \left[ \log \frac{p_F(Y^n|X^n)}{\mathbb{E}_A[q_{A, \text{mix}}(Y^n|X^n)]} \right]
\tag{82}
\]

We will need the following claim.

Claim 1. Let \( a^* \in S^{d-1} \) denote the function picked by the adversary, and \( \delta := \min_i |a^* X_i| \). Then, for all \( a \in S^{d-1} \) such that \( ||a - a^*|| < \delta \), we have \( q_{a, \text{mix}}(Y^i|X^i) = q_{a^*, \text{mix}}(Y^i|X^i) \).

Proof. Note that by definition of \( q_{a, \text{mix}}(Y^i|X^i) \), showing that

\[
(g_a(X_1), \ldots, g_a(X_n)) = (g_{a^*}(X_1), \ldots, g_{a^*}(X_n))
\]

or equivalently that

\[
(\text{sign}(a^T X_1), \ldots, \text{sign}(a^T X_n)) = (\text{sign}(a^{*T} X_1), \ldots, \text{sign}(a^{*T} X_n))
\tag{83}
\]

for all \( \{a : ||a - a^*|| < \delta \} \) suffices to prove the claim. Observe now that for all \( a \in S^{d-1} \) we have \( \text{sign}(a^T X_i) = \text{sign}(a^{*T} X_i + (a - a^*)^T X_i) \), and if \( ||a^* - a|| < \delta \), we have \( |(a - a^*)^T X_i| \leq ||a - a^*|| < \delta \), and therefore \( \text{sign}(w^TX_i) = \text{sign}(w^{*T} X_i) \) for all \( i = 1, \ldots, n \) (since \( |w^{*T} X_i| \geq \delta \)). This proves (83) and consequently the claim. \( \square \)

We now have

\[
q_{A, \text{mix}}(Y^n|X^n) \geq q_{A, \text{mix}}(Y^n|X^n) \mathbb{I} \{ ||a^* - A|| < \delta \}
= q_{a^*, \text{mix}}(Y^n|X^n) \mathbb{I} \{ ||a^* - A|| < \delta \}
\tag{84}
\]

where (84) follows from Claim 1. Then,

\[
\mathbb{E}_A[q_{A, \text{mix}}(Y^n|X^n)] \geq \mathbb{E}_A[q_{a^*, \text{mix}}(Y^n|X^n) \mathbb{I} \{ ||a^* - A|| < \delta \}]
= q_{a^*, \text{mix}}(Y^n|X^n) \mathbb{E}_A[\mathbb{I} \{ ||a^* - A|| < \delta \}]
= q_{a^*, \text{mix}}(Y^n|X^n) \mathbb{E}_A[\mathbb{I} \{ ||a^* - A|| \leq \delta \} \cap S^{d-1}] / \mathbb{E}(S^{d-1})
\tag{85}
\]

where (85) follows since \( A \sim \text{Uniform}[S^{d-1}] \).

We now bound \( \frac{\mathbb{E}(S^{d-1})}{\mathbb{E}(S^{d-1})} \) by a simple covering number argument explained next. Consider \( N(d, \delta) \) to be a \( \delta \)-covering of \( S^{d-1} \), which consists of the points \( z_1, \ldots, z_{N(d, \delta)} \). Then by definition of a covering,

\[
S^{d-1} = \bigcup_{i=1}^{N(d, \delta)} \left( \{ ||z - z_i|| \leq \delta \} \cap S^{d-1} \right)
\]
and subsequently,
\[
\text{Area}(S^{d-1}) = \text{Area}\left( \bigcup_{i=1}^{N(d, \delta)} \left\{ \|z - z_i\| \leq \delta \cap S^{d-1} \right\} \right) \\
\leq \sum_i \text{Area}\left( \left\{ \|z - z_i\| \leq \delta \cap S^{d-1} \right\} \right) \\
= |N(d, \delta)| \text{Area}\left( \left\{ \|z - a^*\| \leq \delta \cap S^{d-1} \right\} \right)
\]

where (86) follows by symmetry of $S^{d-1}$, which implies that any for each point $z \in S^{d-1}$ the $\delta-$neighbourhood is isomorphic. This establishes that
\[
\frac{\text{Area}\left( \left\{ \|a - a^*\| \leq \delta \cap S^{d-1} \right\} \right)}{\text{Area}(S^{d-1})} \geq \frac{1}{|N(d, \delta)|}.
\]  

Finally, we can show that when $\delta \leq 1$,
\[
|N(d, \delta)| \leq \left( \frac{3}{2} \right)^d
\]
since $N(d, \delta) \leq N(B_d, \delta)$, the covering number of the unit ball, and $N(B_d, \delta) \leq \left( \frac{2}{\delta} \right)^d$ [19, Chapter 4]. This implies that
\[
\frac{\text{Area}(\left\{ \|a - a^*\| \leq \delta \cap S^{d-1} \right\})}{\text{Area}(S^{d-1})} \geq \left( \frac{\delta}{2} \right)^d.
\]

Now, substituting this back in (85) yields
\[
\mathbb{E}_{A}[q_{A, \text{mix}}(Y^n|X^n)] \geq q_{a^*, \text{mix}}(Y^n|X^n) \left( \frac{\delta}{3} \right)^d
\]

and by substituting (88) into (82), we have
\[
R_n(f^*, q_{\text{mix}}) \leq \mathbb{E} \left[ \log \frac{p_{f^*}(Y^n|X^n)}{q_{a^*, \text{mix}}(Y^n|X^n)} \right] + d\mathbb{E} \left[ \log \frac{3}{\delta} \right].
\]

We now consider $\mathbb{E} \left[ \log \frac{1}{\delta} \right]$. Recall that we have $\delta = \min_i \|a^T X_i\|$, where $X_i \sim \text{Uniform}(S^{d-1})$ i.i.d. By symmetry, for any $a_1, a_2 \in S^{d-1}$ we have
\[
\left( |a_1^T X_1|, \ldots, |a_1^T X_n| \right) \overset{(d)}{=} \left( |a_2^T X_1|, \ldots, |a_2^T X_n| \right).
\]

In particular, choosing $a_1 = a^*$ and $a_2 = [1 \ldots 0]$ we have
\[
\left( |a^* T X_1|, \ldots, |a^* T X_n| \right) \overset{(d)}{=} \left( |X_{1,1}|, \ldots, |X_{n,1}| \right)
\]

where $X_{i,1}$ denotes the first co-ordinate of $X_i$. Now, for $X_i \sim \text{Uniform}(S^{d-1})$, $X_{i,1} = 2Z - 1$ where $Z \sim \text{Beta}(d/2, d/2)$ (this follows directly from the formula for the surface area of the hyperspherical cap, see for example [20]). So, $X_{1,1}, \ldots, X_{n,1}$ are i.i.d. samples from a shifted and rescaled beta distribution. Thus, we can explicitly calculate $\mathbb{E}_X[-\log \delta]$, which is simply $\mathbb{E}_Z[-\log(\min|2Z_i - 1|)] = \mathbb{E}_Z[\max_i -\log |2Z_i - 1|]$ where $Z_i \sim \text{Beta}(d/2, d/2)$. We will next show that $\mathbb{E}[\log \delta] \leq 2\ln(n) + o(1)$. 

Let $Z \sim \text{Beta}(d/2, d/2)$, and $W := -\ln|2Z - 1|$. Since $Z \in [0, 1]$, we have $W \geq 0$. Recalling that the density of $Z$ is $f_Z(z) = \frac{(z(1-z))^{d/2-1}}{B(d/2, d/2)}$, $0 \leq z \leq 1$, we can then calculate the density $f_W(w)$
as follows. We have, for any $w \geq 0$,

$$1 - F_W(w) = \mathbb{P}(W > w)$$

$$= \mathbb{P}(\ln|2Z - 1| > w)$$

$$= \mathbb{P}\left(\frac{1 - e^{-w}}{2} < Z < \frac{1 + e^{-w}}{2}\right)$$

$$= F_Z\left(\frac{1 + e^{-w}}{2}\right) - F_Z\left(\frac{1 - e^{-w}}{2}\right).$$

Since $f_W(w) = \frac{dF_W(w)}{dw}$, taking derivative with respect to $w$ on both sides of (90) yields

$$f_W(w) = \frac{dF_Z\left(\frac{1 - e^{-w}}{2}\right)}{dw} \quad \frac{dF_Z\left(\frac{1 + e^{-w}}{2}\right)}{dw}$$

$$= \frac{1}{B(d/2, d/2)} e^{-w} \left(\frac{1 - e^{-2w}}{4}\right)^{d/2 - 1}$$

(90)

Since $W$ is sub-exponential, we expect the scaling of $\mathbb{E}[\max\{W_1, \ldots, W_n\}]$ with $n$ to be $O(\log n)$ (i.e. similar to the dependence on $n$ of expected maximum for an exponential distribution). We next formalize this using a standard technique for bounding maximum of independent random variables. First, we provide a useful claim.

**Claim 2.** For all $w \geq 0$, we have

$$\frac{1}{B(d/2, d/2)} \left(\frac{1 - e^{-2w}}{4}\right)^{d/2 - 1} \leq c_d$$

where $c_d := 2\sqrt{d}$, and subsequently $f_W(w) \leq c_d e^{-w}$.

**Proof.** Uses simple properties of the beta function and a Stirling approximation. \qed

For $n$ i.i.d. samples from $W$, denoted $W^n$, we next show that $\mathbb{E}[\max\{W_1, \ldots, W_n\}] \leq 2\ln(2c_d n)$. We have

$$\mathbb{E}[\max\{W_1, \ldots, W_n\}] = 2\mathbb{E}\left[\ln \max\{e^{W_1/2}, \ldots, e^{W_n/2}\}\right]$$

(91)

$$\leq 2\ln\left(\mathbb{E}\left[\max\{e^{W_1/2}, \ldots, e^{W_n/2}\}\right]\right)$$

(92)

$$\leq 2\ln\left(\mathbb{E}\left[\sum_{i=1}^{n} e^{W_i/2}\right]\right)$$

(93)

$$= 2\ln\left(n\mathbb{E}\left[e^{W_1/2}\right]\right)$$

(94)

$$= 2\ln\left(n \int_0^{\infty} e^{w/2} f_W(w)dw\right)$$

(95)

$$\leq 2\ln\left(n \int_0^{\infty} e^{w/2} c_d e^{-w}dw\right)$$

(96)

$$\leq 2\ln\left(c_d n \int_0^{\infty} e^{-w/2} dw\right) = 2\ln(2c_d n).$$

(97)

where (92) follows from the Jensen inequality and (96) follows from Claim 2. Therefore,

$$\mathbb{E}[\log \delta] \leq 2\ln n + 2\ln(4\sqrt{d}).$$

(98)
Going back to (89), and using Lemma 1 and (98) yields
\[
\max_{f \in F} R_{n,P_X}(q_{\text{mix}}, f) \leq (2 \ln 2d + 1) \log n + d \log(48d) + \log \frac{n^2}{8}.
\] (99)

### B.2 Proof of Proposition 4

The flow of this proof is almost the same as that of Proposition 3. By Proposition 2, we have for a fixed \( f^* = (a^*, b^*, \theta_0^*, \theta_1^*) \)
\[
R_{n,P_X}(q_{\text{mix}}, f^*) = \mathbb{E}_{F}[p_F(Y^n | X^n)]
\] (100)

Fix some \( f^* = (a^*, b^*, \theta_0^*, \theta_1^*) \). Now, recall that \( X_j \in \mathbb{R}^d, j \in [n] \). Denote the \( i \)-th coordinate of \( X_j \) by \( X_{j,i} \). Now, given the \( n \) real numbers \( X_{1,i}, \ldots, X_{n,i} \) (i.e. the \( i \)-th coordinates of \( X_1, \ldots, X_n \)) we can arrange these in order as \( X_{i(1)} \leq X_{i(2)} \leq \ldots \leq X_{i(n)} \). Thus, \( X_{i(1)}, \ldots, X_{i(n)} \) denote the order statistics of the \( i \)-th component of \( X_1, \ldots, X_n \). Now, clearly, there exist unique \( k_i, l_i \in \{0, \ldots, n \} \) such that \( X_{i(k_i)} = a_i \) and \( X_{i(l_i)} = b_i \). This holds for all \( i \in [d] \). We then make the following claim.

**Claim 3.** For any \( a, b \) that are such that for all \( i \in [d], X_{i(k_i)} \leq a_i \leq X_{i(k_i+1)}, X_{i(l_i)} \leq b_i \leq X_{i(l_i+1)} \), we have \( q_{a,b,\text{mix}}(Y^i | X^i) = q_{a^*,b^*,\text{mix}}(Y^i | X^i) \).

**Proof.** To prove this claim, note first that from the definition of \( q_{a,b,\text{mix}} \) in (28), we have that if
\[
(g_{a,b}(X_1), \ldots, g_{a,b}(X_n)) = (g_{a^*,b^*}(X_1), \ldots, g_{a^*,b^*}(X_n))
\] (101)
the claim holds. Then, for \( X_1 \), we have \( g_{a^*,b^*}(X_1) = \prod_{i=1}^d \mathbb{1}\{a_i^* \leq X_{1,i} \leq b_i^* \} \). Now, for any \( i \in [d], X_{i(k_i)} \leq a_i \leq X_{i(k_i+1)} \), this implies that if \( X_{i(k_i)} \leq a_i \leq X_{i(k_i+1)} \), we have that \( \{j : X_{j,i} \geq a_i^*\} = \{j : X_{j,i} \geq a_i \} \) and therefore \( \mathbb{1}\{a_i^* \leq X_{1,i} \leq b_i^* \} = \mathbb{1}\{a_i \leq X_{1,i} \leq b_i \} \). Similarly \( \{j : X_{j,i} \leq b_i^*\} = \{j : X_{j,i} \leq b_i \} \) and consequently \( \mathbb{1}\{X_{1,i} \leq b_i^* \} = \mathbb{1}\{X_{1,i} \leq b_i \} \). This implies that for any \( a, b \) satisfying the conditions of the claim, we have \( \{a_i^* \leq X_{1,i} \leq b_i^* \} = \{a_i \leq X_{1,i} \leq b_i \} \) for all \( i \in [d] \), thereby implying that \( q_{a^*,b^*}(X_1) = q_{a,b}(X_1) \). The same argument applied to \( X_2, \ldots, X_n \) implies (101) and therefore the claim. \( \square \)

Now, we have
\[
q_{A,B,\text{mix}}(Y^n | X^n) \geq q_{A,B,\text{mix}}(Y^n | X^n) \prod_{i=1}^d \mathbb{1}\{X_{i(k_i)} \leq A_i \leq X_{i(k_i+1)}\} \mathbb{1}\{X_{i(l_i)} \leq B_i \leq X_{i(l_i+1)}\}
\] (102)
where (102) follows from Claim 3. Now, we have

\[
\mathbb{E}_F [p_F(Y^n|X^n)] = \mathbb{E}_{A,B} [q_{A,B,\text{mix}}(Y^n|X^n)]
\]

\[
\geq \mathbb{E}_{A,B} \left[ q_{a^*,b^*,\text{mix}}(Y^n|X^n) \prod_{i=1}^d \mathbb{1} \{X_i^{(k_i)} \leq A_i \leq X_i^{(k_i+1)}\} \mathbb{1} \{X_i^{(l_i)} \leq B_i \leq X_i^{(l_i+1)}\} \right] \tag{103}
\]

\[
= q_{a^*,b^*,\text{mix}}(Y^n|X^n) \mathbb{E}_{A,B} \left[ \prod_{i=1}^d \mathbb{1} \{X_i^{(k_i)} \leq A_i \leq X_i^{(k_i+1)}\} \mathbb{1} \{X_i^{(l_i)} \leq B_i \leq X_i^{(l_i+1)}\} \right] \tag{104}
\]

\[
\geq q_{a^*,b^*,\text{mix}}(Y^n|X^n) \prod_{i=1}^d \mathbb{E}_{A_i,B_i} \left[ \mathbb{1} \{X_i^{(k_i)} \leq A_i \leq X_i^{(k_i+1)}\} \mathbb{1} \{X_i^{(l_i)} \leq B_i \leq X_i^{(l_i+1)}\} \right] \tag{105}
\]

where (103) follows from (102), (104) follows since the \((A_i,B_i)\) are all mutually independent, and (105) follows since

\[
\mathbb{E}_{A_i,B_i} \left[ \mathbb{1} \{X_i^{(k_i)} \leq A_i \leq X_i^{(k_i+1)}\} \mathbb{1} \{X_i^{(l_i)} \leq B_i \leq X_i^{(l_i+1)}\} \right] = \begin{cases} 
(X_i^{(k_i+1)} - X_i^{(k_i)}) \frac{1}{2} & \text{for } l_i = k_i \\
(X_i^{(k_i+1)} - X_i^{(k_i)}) \frac{1}{2} & \text{for } l_i > k_i.
\end{cases} \tag{106}
\]

By substituting (105) into (100), we get

\[
R_n(q_{\text{mix}}) \leq \mathbb{E} \left[ \log \frac{p_{a^*,b^*,\theta_0,\theta_1}(Y^n|X^n)}{q_{a^*,b^*,\text{mix}}(Y^n|X^n)} \right] + \sum_{i=1}^d \mathbb{E}_{X^n} \left[ \log \frac{2}{X_i^{(k_i+1)} - X_i^{(k_i)}} \right] + \sum_{i=1}^d \mathbb{E}_{X^n} \left[ \log \frac{2}{X_i^{(l_i+1)} - X_i^{(l_i)}} \right] \tag{107}
\]

Now, consider \(\mathbb{E}_{X^n} \left[ \log \frac{2}{X_i^{(k_i+1)} - X_i^{(k_i)}} \right].\) Clearly, this quantity depends only on the \(i\)-th coordinates of \(X^n, X_{1,i}, \ldots, X_{n,i}.\) Since \(X^n \sim \text{Uniform}[0,1]^d\) i.i.d, we can see that \(X_{1,i}, \ldots, X_{n,i} \sim \text{Uniform}[0,1]\) i.i.d. Now, it is known that for \(Z^n \sim \text{Uniform}[0,1] \text{ i.i.d., } Z_{(k+1)} - Z_{(k)} \sim \text{Beta}(1,n) \text{ for all } k \in \{0, \ldots, n\}.\) Moreover, for \(Z' \sim \text{Beta}(\alpha, \beta),\) it can be shown that \(\mathbb{E}[-\log Z'] \leq \log(\alpha + \beta).\) Using these two results, we can conclude that

\[
\mathbb{E}_{X^n} \left[ \log \frac{1}{X_i^{(k_i+1)} - X_i^{(k_i)}} \right], \mathbb{E}_{X^n} \left[ \log \frac{1}{X_i^{(l_i+1)} - X_i^{(l_i)}} \right] \leq \log(n + 1), \text{ } i \in \{d\}. \tag{108}
\]

Finally, using Lemma 1 and (108) in (107) yields

\[
\max_{f \in \mathcal{F}} R_n,p_X(q_{\text{mix}}, f) \leq (2d + 1) \log(n + 1) + \log \frac{\pi^2}{8} \tag{109}
\]

as required.
C Skipped Proofs from Section 4

C.1 Proof of Lemma 6

We have

$$\log \frac{1}{\tilde{q}_{\text{mix}}(Y_i|X_i, Y_{i-1}, \tilde{X}_n)} - \sum_{i=1}^{n} \log \frac{1}{p_f(Y_i|X_i)}$$

$$= \log \frac{1}{|\mathcal{P}(X^n)|} \sum_{j=1}^{n} \int_0^1 \int_0^1 p_{\tilde{g}_j, \theta_0, \theta_1}(Y^n|X^n) d\theta_0 d\theta_1$$

$$\leq d \log(en/d) + \log \frac{1}{\sum_{j=1}^{n} \int_0^1 \int_0^1 p_{\tilde{g}_j, \theta_0, \theta_1}(Y^n|X^n) d\theta_0 d\theta_1}.$$  \hspace{1cm} (110)

So far, the construction and analysis of $\tilde{q}_{\text{mix}}$ has paralleled the analysis of the mixture $q_{\text{mix}}$ in Section 2.3. There, the next step was to claim that since $\exists j \in [|\mathcal{P}_n(X^n)|]$ such that $g_j(X^n) = g^*(X^n)$, invoking Lemma 1 yielded an $O(\log n)$ upper bound for the second term in (110). Unfortunately we cannot claim the same in the current case. However, we can claim that $\exists \tilde{j} \in [|\mathcal{P}_n(\tilde{X}_n)|]$ such that

$$\tilde{g}_{\tilde{j}}(\tilde{X}_n) = g^*(\tilde{X}_n).$$

Since $d_H(\tilde{g}_{\tilde{j}}(\tilde{X}_n), g^*(\tilde{X}_n)) = 0$ and $\tilde{X}_n \overset{d}{=} X_n$, we intuitively expect $d_H(\tilde{g}_{\tilde{j}}(X_n), g^*(X_n))$ to not be too large. We now quantify this intuition more precisely. For brevity, denote

$$\bar{g} := \tilde{g}_{\tilde{j}}.$$

We have from (110)

$$\log \frac{1}{\tilde{q}_{\text{mix}}(Y_i|X_i, Y_{i-1}, \tilde{X}_n)} - \sum_{i=1}^{n} \log \frac{1}{p_f(Y_i|X_i)}$$

$$\leq d \log(en/d) + \log \frac{1}{\sum_{j=1}^{n} \int_0^1 \int_0^1 p_{\tilde{g}_j, \theta_0, \theta_1}(Y^n|X^n) d\theta_0 d\theta_1}$$

$$\leq d \log(en/d) + 8 \log(6n + 2) + 6d_H(g^*(X^n), \bar{g}(X^n)) + 6  \hspace{1cm} (112)$$

Where to get from (111) to (112) we follow the exact same steps employed in the proof of Lemma 5 from (61) to (80).

We now focus on $d_H(g^*(X^n), \bar{g}(X^n))$ and establish that

$$\mathbb{E}_{X^n, \tilde{X}_n}[d_H(g^*(X^n), \bar{g}(X^n))] \leq 2C\sqrt{dn} \hspace{1cm} (113)$$

$$d_H(g^*(X^n), \bar{g}(X^n)) \leq 2C\sqrt{dn} + 2\sqrt{2n \log \frac{2}{\delta}}, \text{ with probability } \geq 1 - \delta \hspace{1cm} (114)$$

for an absolute constant $C \leq 250$.  
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For any $g_1, g_2 \in \mathcal{G}$ define

$$
\Delta_n(g_1, g_2) := \frac{1}{n} d_H(g_1(X^n), g_2(X^n))
$$

$$
\tilde{\Delta}_n(g_1, g_2) := \frac{1}{n} d_H(g_1(\tilde{X}^n), g_2(\tilde{X}^n))
$$

$$
\Delta(g_1, g_2) := \mathbb{P}(g_1(X) \neq g_2(X))
$$

for $X \overset{(d)}{=} X_1 \overset{(d)}{=} \tilde{X}_1$. Recall that $\tilde{\Delta}_n(\tilde{g}, g^*) = 0$ by design, and $\Delta(g_1, g_2) = \mathbb{E}_{X^n}[\Delta_n(g_1, g_2)] = \mathbb{E}_{\tilde{X}}[\tilde{\Delta}_n(g_1, g_2)]$. We then have

$$
\Delta_n(g^*, \tilde{g}) = \Delta_n(g^*, \tilde{g}) - \tilde{\Delta}_n(g^*, \tilde{g}) \\
\leq \sup_{g_1, g_2 \in \mathcal{G}} |\Delta_n(g_1, g_2) - \tilde{\Delta}_n(g_1, g_2)| \\
\leq \sup_{g_1, g_2 \in \mathcal{G}} |\Delta_n(g_1, g_2) - \Delta(g_1, g_2)| + \sup_{g_1, g_2 \in \mathcal{G}} |\tilde{\Delta}_n(g_1, g_2) - \Delta(g_1, g_2)|.
$$

(115)

We first establish (113). Taking expectations on both sides of (115).

$$
\mathbb{E}_{X^n, \tilde{X}}[\Delta_n(g^*, \tilde{g})] \\
\leq \mathbb{E}_{X^n, \tilde{X}} \left[ \sup_{g_1, g_2 \in \mathcal{G}} |\Delta_n(g_1, g_2) - \Delta(g_1, g_2)| + \sup_{g_1, g_2 \in \mathcal{G}} |\tilde{\Delta}_n(g_1, g_2) - \Delta(g_1, g_2)| \right] \\
= 2\mathbb{E}_{X^n} \left[ \sup_{g_1, g_2 \in \mathcal{G}} |\Delta_n(g_1, g_2) - \Delta(g_1, g_2)| \right].
$$

(116)

where (116) follows by linearity of expectation and since $X^n \overset{(d)}{=} \tilde{X}^n$. Finally, we note that

$$
\Delta_n(g_1, g_2) = \frac{d_H(g_1(X^n), g_2(X^n))}{n} = \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}\{g_1(X_i) \neq g_2(X_i)\}
$$

$$
\Delta(g_1, g_2) = \mathbb{E}\left[\mathbb{1}\{g_1(X) \neq g_2(X)\}\right]
$$

and the class of boolean functions $\{x \mapsto \mathbb{1}\{g_1(x) \neq g_2(x)\}, (g_1, g_2) \in \mathcal{G} \times \mathcal{G}\}$ has VC dimension $\leq 2d$. Thus, we can now invoke [19, Theorem 8.3.23], [17, Theorem 13.7] to claim that

$$
\mathbb{E}_{X^n} \left[ \sup_{g_1, g_2 \in \mathcal{G}} |\Delta_n(g_1, g_2) - \Delta(g_1, g_2)| \right] \leq C \sqrt{\frac{d}{n}}
$$

(117)

for a universal constant $C \leq 250$. Consequently, taking expectations on both sides of (112) and substituting (117), followed by a supremum over $f^*$ and $P_X$ yields

$$
\tilde{R}_n(\tilde{g}_{\text{mix}}) \leq d \log(en/d) + 16C \sqrt{md \log(6n + 2)}
$$

(118)

as required.
To establish (114), we invoke Theorem 12.1 of [17] to assert

\[
\sup_{g_1, g_2 \in \mathcal{G}} |\Delta_n(g_1, g_2) - \Delta(g_1, g_2)| \leq \mathbb{E} \left[ \sup_{g_1, g_2 \in \mathcal{G}} |\Delta_n(g_1, g_2) - \Delta(g_1, g_2)| \right] + \sqrt{\frac{2}{n} \log \frac{2}{\delta}}
\]  

(119)

with probability \(1 - \delta/2\). The same high-probability bound for \(\sup_{g_1, g_2 \in \mathcal{G}} |\tilde{\Delta}_n(g_1, g_2) - \Delta(g_1, g_2)|\) along with a union bound and (117) yields (114). Substituting (114) into (112) yields the second part of the lemma.

C.2 Proof of Theorem 1

We have

\[
\sum_{i=1}^{n} \log \frac{1}{q^*(Y_i|X_i, Y_{i-1})} - \sum_{i=1}^{n} \log \frac{1}{p_f(Y_i|X_i)} \\
\leq \sum_{i=2}^{n} \log \frac{1}{q^*(Y_i|X_i, Y_{i-1})} - \sum_{i=2}^{n} \log \frac{1}{p_f(Y_i|X_i)} + 1 \\
= \sum_{j=1}^{\log n} \left[ \sum_{i=2j-1+1}^{2j} \log \frac{1}{q^*(Y_i|X_i, Y_{i-1})} - \sum_{i=2j-1+1}^{2j} \log \frac{1}{p_f(Y_i|X_i)} \right]
\]

(120)

Taking expectation on both sides of (120), we have

\[
R_{n,P_X}(q^*, f) \leq \sum_{j=1}^{\log n} \mathbb{E} \left[ \sum_{i=2j-1+1}^{2j} \log \frac{1}{q^*(Y_i|X_i, Y_{i-1})} - \sum_{i=2j-1+1}^{2j} \log \frac{1}{p_f(Y_i|X_i)} \right] + 1 \\
\leq \sum_{j=1}^{\log n} R_{2j-1}(\tilde{q}_{\text{mix}})
\]

(121)

where, recall, the expectations in the first inequality are w.r.t. \(X_{2j-1+1}^{2j}, Y_{2j-1+1}^{2j}, X_1^{2j-1}\) and (121) follows since \(q^*\) is exactly \(\tilde{q}_{\text{mix}}\). Using Lemma 6, we have for any \(n' \geq 2\)

\[
\tilde{R}_{n'}(\tilde{q}_{\text{mix}}) \leq d \log(en'/d) + 16C \sqrt{dn'} \log(6n' + 2) \leq d \log n' + 64C \sqrt{dn'} \log(n')
\]

and therefore, from (121)

\[
R_{n,P_X}(q^*, f) \leq \sum_{j=2}^{\log n} \left( d(j - 1) + 64C \sqrt{d(2^{j-1}/2(j - 1))} \right) + 2 \\
\leq d(\log n)^2 + 64C \sqrt{d} \int_{1}^{\log n+1} x^{2/2} dx + 2 \\
\leq d(\log n)^2 + 125C \sqrt{dn} \log(2n) + 2
\]

(122)

and finally taking supremum over \(f\) and \(P_X\) concludes the first part of the proof.
For the second part, we have from Lemma 6 for any \( j \geq 2 \),

\[
\sum_{i=2^{j-1}+1}^{2^j} \log \frac{1}{q^*(Y_i|X^i, Y^{i-1})} - \sum_{i=2^{j-1}+1}^{2^j} \log \frac{1}{p_f(Y_i|X_i)} \\
\leq d(j - 1) + 642(j^{-1})/2(j - 1) \left( C\sqrt{d} + \sqrt{2 \log \frac{2 \log n}{\delta}} \right) \tag{124}
\]

with probability \( 1 - \delta/\log n \). Then from (120), a union bound and the calculations in (122) and (123) we have

\[
\sum_{i=1}^{n} \log \frac{1}{q^*(Y_i|X^i, Y^{i-1})} - \sum_{i=1}^{n} \log \frac{1}{p_f(Y_i|X_i)} \\
\leq d(\log n)^2 + 125C\sqrt{dn \log(2n)} \left( C\sqrt{d} + \sqrt{2 \log \frac{2 \log n}{\delta}} \right) + 2 \tag{125}
\]

with probability \( \geq 1 - \delta \) as required.

D  Skipped Proofs from Section 5

D.1 Proof of Lemma 7

We have from (41)

\[
R_n \geq \max_{P_X, P_F} I(\Theta_0, \Theta_1, G; Y^n|X^n) \tag{126}
\]

and therefore a lower bound on \( I(\Theta_0, \Theta_1, G; Y^n|X^n) \) for any choice of \( P_X \) and \( P_F \) provides a lower bound on \( R_n \). We will choose \( P_X \) to be the uniform distribution on \( \{1, \ldots, m\} \) so that

\[
X \sim \text{Uniform}([m]) .
\]

Consider now the following distribution \( P_F \) over the hypothesis class \( F = (\Theta_0, \Theta_1, G) \) that has

\[
(\Theta_0, \Theta_1) \sim \text{Uniform}(\theta_0, \theta_1 \in [0, 1] \times [0, 1] \cap \{\theta_1 - \theta_0 \geq 1/2\}) \tag{127}
\]

\[
G \perp \perp (\Theta_0, \Theta_1) \text{ and } G \sim \text{Uniform}\left(\{2^m\}\right) \tag{128}
\]

We then have

\[
I(\Theta_0, \Theta_1, G; Y^n|X^n) \\
= H(\Theta_0, \Theta_1, G|X^n) - H(\Theta_0, \Theta_1, G|X^n, Y^n) \\
= h(\Theta_0, \Theta_1) + H(G) - H(\Theta_0|G, X^n, Y^n) \geq h(\Theta_0, \Theta_1) + H(G) - H(\Theta_0|G, X^n, Y^n) - H(\Theta_1|G, X^n, Y^n) \tag{129}
\]

\[
= 3 + m - H(G|X^n, Y^n) - h(\Theta_0|G, X^n, Y^n) - h(\Theta_1|G, X^n, Y^n) \tag{130}
\]

(129) follows since the \( G \perp \perp (\Theta_0, \Theta_1) \) and both \( (\Theta_0, \Theta_1), G \perp \perp X^n \), (130) follows from the chain rule of entropy and because conditioning reduces entropy, and (131) follows since the distribution of \( (\Theta_0, \Theta_1) \) and \( G \) in (127), (128), we have \( (\Theta_0, \Theta_1) \) is uniform over a set with area \( \frac{1}{8} \),
and $G \sim \text{Uniform}(G)$ with $|G| = 2^m$.

We also have

$$h(\Theta_0|X^n, Y^n, G) = \sum_{g \in G} h(\Theta_0|X^n, Y^n, G = g) \mathbb{P}(G = g)$$

$$= \frac{1}{2^m} \sum_{g \in G} h(\Theta_0|X^n, Y^n, G = g)$$  \hspace{1cm} (132)$$

Now, define the estimator

$$\hat{\Theta}_0(X^n, Y^n, g) = \frac{\sum_{i=1}^n 1\{g(X_i) = 0, Y_i = 1\} + 1/2}{\sum_{i=1}^n 1\{g(X_i) = 0\} + 1}.$$  \hspace{1cm} (133)$$

Defining $N_0 := \sum_{i=1}^n 1\{g(X_i) = 0\}$ and $K_0 = \sum_{i=1}^n 1\{g(X_i) = 0, Y_i = 1\}$, we have

$$\hat{\Theta}_0 = \frac{K_0 + 1/2}{N_0 + 1}.$$  \hspace{1cm} \text{(134)}$$

Now, going back to (132), we have

$$\frac{1}{2^m} \sum_{g \in G} h(\Theta_0|X^n, Y^n, G = g) \leq \frac{1}{2^m} \sum_{g \in G} h(\Theta_0|\hat{\Theta}_0, g)$$

$$\leq \frac{1}{2^m} \sum_{g \in G} h(\Theta_0 - \hat{\Theta}_0|\hat{\Theta}_0, g)$$

$$\leq \frac{1}{2^m} \sum_{g \in G} h(\Theta_0 - \hat{\Theta}_0|g)$$

$$\leq \frac{1}{2^m} \sum_{g \in G} \frac{1}{2} \log(2\pi e \text{Var}(\Theta_0 - \hat{\Theta}_0|g))$$  \hspace{1cm} (135)$$

$$\leq \frac{1}{2^m} \sum_{g \in G} \frac{1}{2} \log(2\pi e \mathbb{E}[(\Theta_0 - \hat{\Theta}_0)^2|g])$$  \hspace{1cm} (136)$$

where (134) follows from the data processing inequality, (135) follows since the Gaussian random variable of a given variance maximizes entropy, and (136) follows since for any random variable $Z$, $\text{Var}[Z] \leq \mathbb{E}[Z^2]$.

We now have

$$\mathbb{E}[(\Theta_0 - \hat{\Theta}_0)^2|g] = \mathbb{E}_{\Theta_0, X^n, Y^n|g}(\Theta_0 - \hat{\Theta}_0)^2$$

$$= \mathbb{E}_{\Theta_0, X^n, Y^n|g} \left( \Theta_0 - \frac{K_0 + 1/2}{N_0 + 1} \right)^2$$

$$= \mathbb{E}_{\Theta_0, N_0, K_0|g} \left( \Theta_0 - \frac{K_0 + 1/2}{N_0 + 1} \right)^2$$

$$= \mathbb{E}_{K_0|N_0, \Theta_0, g} \mathbb{E}_{\Theta_0|N_0, \Theta_0, g} \left[ \left( \Theta_0 - \frac{K_0 + 1/2}{N_0 + 1} \right)^2 \right]_{N_0, \Theta_0}$$  \hspace{1cm} (137)$$

Since

$$K_0|N_0, \Theta_0, g \sim \text{Binomial}(N_0, \Theta_0)$$

$$K_0|N_0, \Theta_0, g \sim \text{Binomial}(N_0, \Theta_0)$$
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we can calculate
\[ \mathbb{E}_{K_0|N_0,\Theta_0,g} \left[ (\Theta_0 - K_0 + 1/2) \right] N_0, \Theta_0 \right] = \frac{(\Theta_0 - 1/2)^2 + N_0\Theta_0(1 - \Theta_0)}{(N_0 + 1)^2} \leq \frac{1}{4(N_0 + 1)} \] (138)
where (138) follows since \( x(1 - x) \leq \frac{1}{4}, (x - 1/2)^2 \leq \frac{1}{4} \) for \( x \in [0, 1] \). Substituting (138) back into (137) we obtain
\[ \mathbb{E}(\Theta_0 - \hat{\Theta}_0)^2 \leq \mathbb{E}_{\Theta_0|g} \mathbb{E}_{N_0|\Theta_0,g} \left[ \frac{1}{4(N_0 + 1)} \right] \]
\[ = \mathbb{E}_{N_0|g} \left[ \frac{1}{4(N_0 + 1)} \right] \] (139)
where (139) follows since \( N_0|g \perp \perp \Theta_0 \) with distribution \( N_0 \sim \text{Binomial} \left( n, \sum_{i:g(i)=1} P(X = i) \right) \).

Defining
\[ p_g := \sum_{i:g(i)=1} P(X = i), \]
we can see that when \( p_g \neq 0 \) by a simple binomial calculation
\[ \mathbb{E}_{N_0|g} \left[ \frac{1}{4(N_0 + 1)} \right] = \frac{1 - (1 - p_g)^{n+1}}{4(n + 1)p_g} \] (140)
and \( \mathbb{E}_{N_0|g} \left[ \frac{1}{4(N_0 + 1)} \right] = \frac{1}{4} \) when \( p_g = 0 \). Now, we have
\[ h(\Theta_0|X^n, Y^n, G) = \frac{1}{2m} \sum_{g \in G} h(\Theta_0|X^n, Y^n, G = g) \]
\[ \leq \frac{1}{2m} \sum_{g \in G} \frac{1}{2} \log \left( 2\pi e \mathbb{E}_{N_0|g} \left[ \frac{1}{4(N_0 + 1)} \right] \right) \] (141)
\[ = \frac{1}{2} \log(\pi e/2) + \sum_{g \in G} \frac{1}{2} \log \left( \mathbb{E}_{N_0|g} \left[ \frac{1}{N_0 + 1} \right] \right) \] (142)
where (141) follows from (136).

In the exact same way, we can upper-bound \( h(\Theta_1|X^n, Y^n, G) \) as
\[ h(\Theta_1|X^n, Y^n, G) \leq \frac{1}{2} \log(\pi e/2) + \sum_{g \in G} \frac{1}{2} \log \left( \mathbb{E}_{N_1|g} \left[ \frac{1}{N_1 + 1} \right] \right). \] (143)

From (142) and (143) we get
\[ h(\Theta_0|X^n, Y^n, G) + h(\Theta_1|X^n, Y^n, G) \]
\[ \leq \log(\pi e/2) + \sum_{g \in G} \frac{1}{2} \log \left( \mathbb{E}_{N_0|g} \left[ \frac{1}{N_0 + 1} \right] \mathbb{E}_{N_1|g} \left[ \frac{1}{N_1 + 1} \right] \right) \] (144)
Now, from (140) we have, when $p_g \neq 0, 1$

$$\mathbb{E}_{N_0|g} \left[ \frac{1}{N_0 + 1} \right] \mathbb{E}_{N_1|g} \left[ \frac{1}{N_1 + 1} \right] = \frac{1 - (1 - p_g)^{n+1}}{(n + 1)p_g} \cdot \frac{1 - p_g^{n+1}}{(n + 1)(1 - p_g)} \leq \frac{1}{n + 1} \quad (145)$$

where (145) follows from noting that the function $\frac{1 - (1 - x)^{n+1}}{x} \cdot \frac{1 - x^{n+1}}{1 - x} \leq n + 1$ for all $0 < x < 1$. Moreover, when $p_g$ is either 0 or 1 we have $\mathbb{E}_{N_0|g} \left[ \frac{1}{N_0 + 1} \right] \mathbb{E}_{N_1|g} \left[ \frac{1}{N_1 + 1} \right] = \frac{1}{n + 1}$, and putting the aforementioned two cases together we have

$$h(\Theta_0|X^n, Y^n, G) + h(\Theta_1|X^n, Y^n, G) \leq \log(\pi e/2) + \frac{1}{2} \log \left( \frac{1}{n + 1} \right) \leq \log(\pi e/2) - \frac{1}{2} \log(n + 1) \quad (146)$$

Substituting the bound (146) into (131) yields

$$I(\Theta_0, \Theta_1, G; Y^n|X^n) \geq m + \log(n + 1) - H(G|X^n, Y^n) - \log(4\pi e). \quad (147)$$

Now, we have for any estimator $\hat{G}(X^n, Y^n)$ of $G$,

$$H(G|X^n, Y^n) \leq H(G|\hat{G}(X^n, Y^n)) \leq \mathbb{P}(G \neq \hat{G}(X^n, Y^n))m + 1 \quad (148)$$

where (148) follows by the data processing inequality, and (149) follows from the Fano inequality [21]. We now provide an estimator $\hat{G}(X^n, Y^n)$ for which the error probability $\mathbb{P}(G \neq \hat{G}(X^n, Y^n)) = o(1)$.

Given $X^n, Y^n$, we define

$$\hat{p}_l := \frac{\sum_{i=1}^{n} 1\{X_i = l, Y_i = 1\} + 1/2}{\sum_{i=1}^{n} 1\{X_i = l\} + 1}, \quad l \in \{1, \ldots, m\}. \quad (150)$$

Let $\hat{p}_{\min} := \min_l \hat{p}_l$ and $\hat{p}_{\max} := \max_l \hat{p}_l$. The estimator $\hat{G}(X^n, Y^n) \in G$ is then defined as

$$\hat{G}(l) = \begin{cases} 0 & \text{if } \hat{p}_l \leq \frac{\hat{p}_{\max} + \hat{p}_{\min}}{2} \\ 1 & \text{otherwise.} \end{cases}$$

The probability of error of this estimator can now be bounded as follows.

**Lemma 9.** We have

$$\mathbb{P}(\hat{G}(X^n, Y^n) \neq G) \leq \frac{2}{2m} + \left( 1 - \frac{2}{2m} \right) 2\sqrt{em} e^{-3n/100m}. \quad (151)$$

The proof of Lemma 9 is provided in the next subsection of Appendix D.

Using Lemma 9 in (149) and substituting this into (147), since $\frac{2m}{\sqrt{em}} \leq 1$, we have

$$I(\Theta_0, \Theta_1, G; Y^n|X^n) \geq m + \log(n + 1) - 2\sqrt{em}^2 e^{-3n/100m} - \log(\pi e) \quad (152)$$

as required.
D.2 Proof of Lemma 9

We will denote \( \hat{G}(X^n, Y^n) \) simply by \( \hat{G} \) for convenience.

Let \( g = 0 \) and \( g = 1 \) denote the all-0 and all-1 functions respectively (i.e. \( g(x) = 0/1 \) for all \( x \in [m] \)). We have

\[
P(\hat{G} \neq G) = \frac{1}{2^m} \sum_{g \in G} P(\hat{G} \neq g | G = g)
\]

\[
= \frac{1}{2^m} \left( P(\hat{G} \neq 0 | G = 0) + P(\hat{G} \neq 1 | G = 1) \right) + \frac{1}{2^m} \sum_{g \in G} P(\hat{G} \neq g | G = g)
\]

\[
\leq \frac{2}{2^m} + \frac{1}{2^m} \sum_{g \in G \setminus \{g = 0, 1\}} P(\hat{G} \neq g | G = g)
\]

(153)

Now, consider \( P(\hat{G} \neq g | G = g) \) for \( g \neq 0, 1 \) identically. Since

\[
P(\hat{G} \neq g | G = g) = E_{\Theta_0, \Theta_1} [P(\hat{G} \neq g | G = g, \Theta_0, \Theta_1)],
\]

showing that for a fixed \( (g, \theta_0, \theta_1) \) with \( g \neq 0, 1 \) identically and \( \theta_1 - \theta_0 \geq \frac{1}{2} \), with \( X_i \sim \text{Uniform}\{[m]\} \) i.i.d. and \( Y_i (X_i = l) \sim \text{Bernoulli}(\theta_{g(l)}), i \in [n] \), \( P(\hat{G} \neq g) \leq 2\sqrt{e}me^{-3n/100m} \) suffices to prove the lemma (recall that the \( \theta_1 - \theta_0 \geq \frac{1}{2} \) condition arises due to the choice of \( P_H \) and more specifically the distribution of \( (\Theta_0, \Theta_1) \) in (127), which has zero density over the region \( \theta_1 - \theta_0 < \frac{1}{2} \)). We now prove this statement.

We claim that

\[
\{ \cap_{l=1}^{m} (|\hat{p}_l - \theta_{g(l)}| \leq 1/8) \} \subseteq \{ \hat{G} = g \}.
\]

(154)

To see this, note that if the event \( \{ \cap_{l=1}^{m} (|\hat{p}_l - \theta_{g(l)}| \leq 1/8) \} \) occurs, we have \( \theta_1 - 1/8 \leq \hat{p}_{\text{max}} \leq \theta_1 + 1/8 \) and \( \theta_0 - 1/8 \leq \hat{p}_{\text{min}} \leq \theta_0 + 1/8 \) (recall that there is at least one \( l \) such that \( g(l) = 0 \), and similarly at least one \( l \) such that \( g(l) = 1 \)) and subsequently, adding these two inequalities,

\[
\frac{\theta_0 + \theta_1}{2} - 1/8 \leq \frac{\hat{p}_{\text{max}} + \hat{p}_{\text{min}}}{2} \leq \frac{\theta_0 + \theta_1}{2} + 1/8
\]

(155)

But, since \( \theta_1 - \theta_0 \geq 1/2 \), we have \( \theta_0 + 1/8 \leq \frac{\theta_0 + \theta_1}{2} - 1/8 \) and similarly \( \theta_1 - 1/8 \geq \frac{\theta_0 + \theta_1}{2} + 1/8 \). This, together with (155) implies that

\[
\theta_0 + 1/8 \leq \frac{\hat{p}_{\text{max}} + \hat{p}_{\text{min}}}{2} \leq \theta_1 - 1/8
\]

Since the event \( \{ \cap_{l=1}^{m} (|\hat{p}_l - \theta_{g(l)}| \leq 1/8) \} \) occurring implies that if \( g(l) = 0, \hat{p}_l \leq \theta_0 + 1/8 \), which implies that in this case \( \hat{G}(l) = g(l) = 0 \). Similarly, when \( g(l) = 1, \hat{G}(l) = g(l) = 1 \).
Going back to (154), we have
\[ P\left( \bigcap_{l=1}^{m} |\hat{p}_l - \theta_{g(l)}| \leq 1/8 \right) \leq P(\hat{G} = g) \]
\[ \implies P(\hat{G} \neq g) \leq P\left( \bigcup_{l=1}^{m} |\hat{p}_l - \theta_{g(l)}| > 1/8 \right) \]
\[ \implies P(\hat{G} \neq g) \leq \sum_{l=1}^{m} P\left( |\hat{p}_l - \theta_{g(l)}| > 1/8 \right) \] (156)

where (156) follows from the union bound. Consider now
\[ P\left( |\hat{p}_m - \theta_{g(m)}| > 1/8 \right) \]. Without loss of generality, we may assume that \( g(m) = 1 \). Introducing the notation
\[ N_l := \sum_{i=1}^{n} 1\{X_i = l\}, \; l \in \{1, \ldots, m\} \] (157)
\[ K_l := \sum_{i=1}^{n} 1\{Y_i = 1, X_i = l\}, \; l \in \{1, \ldots, m\}. \] (158)
we have
\[ P\left( |\hat{p}_m - \theta_1| > 1/8 \right) = P\left( \left| \frac{K_m + 1/2}{N_m + 1} - \theta_1 \right| > 1/8 \right) \]
\[ = \mathbb{E}_{N_m} \left[ P\left( \left| \frac{K_m + 1/2}{N_m + 1} - \theta_1 \right| > 1/8 \big| N_m \right) \right]. \]

Recalling now that \( K_m | N_m \sim \text{Binomial}(N_m, \theta_1) \) we have, by a slight variation on the Hoeffding inequality
\[ P\left( \left| \frac{K_m + 1/2}{N_m + 1} - \theta_1 \right| > 1/8 \big| N_m \right) \leq 2\sqrt{e} e^{-N_m/32}. \] (159)

Next, since \( N_m \sim \text{Binomial}(n, P(X = m)) \) and \( P(X = m) = \frac{1}{m} \) by our choice of \( P_X \), recalling the moment-generating function of the binomial random variable \( \mathbb{E}[e^{tN_m}] = (1 - \frac{1}{m} + \frac{1}{m} e^t)^n \), we have
\[ \mathbb{E}_{N_m} \left[ P\left( \left| \frac{K_m + 1/2}{N_m + 1} - \theta_1 \right| > 1/8 \big| N_m \right) \right] \leq \mathbb{E}_{N_m} [2\sqrt{e} e^{-N_m/32}] \]
\[ \leq 2\sqrt{e} \left( 1 - \frac{1}{m} + \frac{1}{m} e^{-1/32} \right)^n. \] (160)

We can use the exact same procedure to establish
\[ P\left( |\hat{p}_l - \theta_{g(l)}| > 1/8 \right) \leq 2\sqrt{e} \left( 1 - \frac{1}{m} + \frac{1}{m} e^{-1/32} \right)^n \] (161)

\footnote{This notation is independent of and not to be confused with the definitions of \( N_0, K_0, N_1 \) and \( K_1 \) in the proof of Lemma 7.}
for \( l = 1, \ldots, m - 1 \). Substituting this bound into (156) yields

\[
P(\hat{G} \neq g) \leq 2m\sqrt{e} \left( 1 - \frac{1}{m} + \frac{1}{m} e^{-1/32} \right)^n
= 2m\sqrt{e} \left( 1 - \frac{1 - e^{-1/32}}{m} \right)^n
\leq 2\sqrt{e} m e^{-n(1 - e^{-1/32})/m}
\leq 2\sqrt{e} m e^{-3n/100m}
\]

as required.
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