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Researchers often trim observations with small values of the denominator \( A \) when they estimate moments of the form \( \mathbb{E}[B/A] \). Large trimming is common in practice to reduce variance, but it incurs a large bias. This paper provides a novel method of correcting the large trimming bias. If a researcher is willing to assume that the joint distribution between \( A \) and \( B \) is smooth, then the trimming bias may be estimated well. Along with the proposed bias correction method, we also develop an inference method. Practical advantages of the proposed method are demonstrated through simulation studies, where the data generating process entails a heavy-tailed distribution of \( B/A \). Applying the proposed method to the Compustat database, we analyze the history of external financial dependence of U.S. manufacturing firms for years 2000–2010.

1. INTRODUCTION

Moments of ratios of the form \( \mathbb{E}[B/A] \) are ubiquitous in empirical research. Summary tables in numerous papers report statistics of ratios. The average ratio is sometimes the parameter of interest on its own (e.g., Dunbar, Lewbel, and Pendakur, 2017). In addition, there are research methods that use moments of ratios for identification, e.g., inverse probability weighting (Horvitz and Thompson, 1952) and special regressor methods (Lewbel, 1997, 1998, 2000). When some...
observations have values of the denominator $A$ that are close to zero, they behave as outliers in terms of the ratio, $B/A$, and thus can exercise large influences on the naïve sample mean. Khan and Tamer (2010) formalize and report irregular asymptotic behaviors of sample moments of $B/A$ in such cases. Escanciano (2019) provides a discussion of the literature on irregularly identified parameters in a general setup. In the literature of heavy-tailed distributions (e.g., Peña, Lai, and Shao, 2008; Peng and Qi, 2017), it is also well known that the sample mean does not have a Gaussian limit distribution when the distribution is heavy-tailed, i.e., when the tail index is strictly less than 2. When the distribution is heavy-tailed, the null distribution for $t$-statistics can be bimodal at $±1$ (Fiorio, Hajivassiliou, and Phillips, 2010).

To alleviate this outlier problem, practitioners often trim observations with small $A$ or large $B/A$. However, a trimmed mean can induce a nonnegligible bias in the limit distribution. In fact, as Chaudhuri and Hill (2016a, Thm. 3.1.c) point out, if $B/A$ has a heavy tail in the sense that its tail index is strictly less than 2, then a trimmed mean without bias correction would not entail the asymptotic normality about $\mathbb{E}[B/A]$ even based on self-normalized sums. Yang (2014) and Chaudhuri and Hill (2016a), therefore, exploit restrictions on the tail behavior of $B/A$ to correct the biases in their proposed estimators, and develop methods of inference based on their bias-corrected trimmed estimators that are asymptotically valid even under heavy-tailed distributions.

In this paper, we propose a novel method of estimation and inference for $\mathbb{E}[B/A]$. Our proposed method is based on a bias-corrected trimmed estimator of the form $\hat{\theta}(h_n) = \tilde{\theta}(h_n) - \hat{\lambda}(h_n)$, where $h_n$ is a trimming threshold, $\tilde{\theta}(h_n) = n^{-1} \sum_{i=1}^{n} (B_i/A_i) \cdot 1\{A_i \geq h_n\}$ is a trimmed sample mean estimator and $\hat{\lambda}(h_n)$ is a bias estimator. In a similar way to Yang (2014) and Chaudhuri and Hill (2016a), trimming and bias correction together allow for valid inference about $\mathbb{E}[B/A]$ even under heavy-tailed distributions. Unlike these papers, on the other hand, we do not need to rely on restrictions on the tail behavior of the distribution of $B/A$. Specifically, while Chaudhuri and Hill (2016a) assume regularly varying tails with tail index strictly greater than 1, we do not need such restrictions on the tail behavior. Instead, we propose to exploit smoothness of the conditional expectation function $a \mapsto \mathbb{E}[B|A = a]$ to derive more practical and theoretical benefits compared to the existing alternative methods.

The main advantage of our proposed method is that a greater smoothness of the conditional expectation function $a \mapsto \mathbb{E}[B|A = a]$ allows for a wider admissible range of the trimming threshold $h_n$. This wider range contributes to insensitivity of valid inference to the exact trimming level. In addition, a larger trimming threshold $h_n$ allowed by the wider range can yield faster convergence rates of the trimmed estimator $\hat{\theta}(h_n)$ and thus of our bias-corrected estimator $\hat{\theta}(h_n)$ as well. In this

---

1 In the probability literature, a related result is found in Logan et al. (1973).

2 Yang and Ding (2018) derive the asymptotic normality for a trimmed mean without bias correction, which is effective for a different parameter from $\mathbb{E}[B/A]$. 


sense, we propose to exploit the smoothness of $a \mapsto \mathbb{E}[B|A = a]$ to achieve more insensitive inference and faster convergence rate of the bias-corrected trimmed estimator. The latter is analogous to the well-established idea in the kernel methods where greater smoothness of the underlying function is exploited to achieve faster convergence rates via higher order kernels and higher order local polynomials.

Yang (2014) and Chaudhuri and Hill (2016a) consider the case of trimming tail observations in terms of the fraction $B/A$.\(^3\) In contrast, we consider the case of trimming close-to-zero observations in terms of the denominator $A$.\(^4\) The twin motives for our taking this approach to trimming based on $A$ as opposed to $B/A$ are: First, we aim to provide means to improve the estimation method used commonly by researchers who, often motivated by Crump et al. (2009) and others, trim close-to-zero observations in terms of the denominator $A$. Second, more importantly, while the bias from trimming based on $B/A$ can be approximated based on tail shapes as in Yang (2014) and Chaudhuri and Hill (2016a), the bias from trimming based on the denominator $A$ can be approximated based on the conditional expectation function $a \mapsto \mathbb{E}[B|A = a]$. This is why, as emphasized above, we do not need to rely on restrictions on tail behaviors of the heavy-tailed distribution. Furthermore, the smoothness of this function determines the extent to which the trimming bias can be corrected. Greater smoothness allows for better bias correction, which in turn allows for larger trimming and hence smaller variances or faster rates of convergence. This advantage is made possible by trimming based on the denominator $A$ rather than on the fraction $B/A$.

In order to provide a complete empirical procedure, we develop an inference method for $\mathbb{E}[B/A]$ based on $\hat{\theta}(h_n)$.\(^5\) There is an extensive body of literature on inference in a related framework (e.g., Khan and Tamer, 2010; Yang, 2014; Khan and Nekipelov, 2015; Chaudhuri and Hill, 2016a; Rothe, 2017; Ma and Wang, 2020; Heiler and Kazak, 2020; Hong et al., 2020). All these papers use distributional restrictions in different ways. Khan and Tamer (2010) assume that Lindeberg’s condition holds with negligible bias, implying that the tail index is 2 or above. Yang (2014) considers tail shapes and trimming choice leading to an $n^{-1}$-rate of the leading bias from trimming. Khan and Nekipelov (2015) focus on cases where the tail index is local to 2. Chaudhuri and Hill (2016a), Ma and Wang (2020), and Heiler and Kazak (2020) assume regularly varying tails with tail index greater than 1. Rothe (2017) takes advantage of a normal distribution assumption.
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\(^3\)Chaudhuri and Hill (2016b, Appendix G) also mention the case of denominator trimming. Considering the case in which $A = A(X)$ and $B = B(X)$ depend on covariates, Khan and Tamer (2010) propose to trim observations based on $X$.

\(^4\)Graham and Powell (2012, p. 2125) informally suggest a similar approach in the context of correlated random coefficient panel models.

\(^5\)To this end, we take advantage of asymptotic distribution theories for trimmed sums and self-normalized sums. For the former, see the early literature, e.g., Griffin and Pruitt (1987); Csörgő, Haëusler, and Mason (1988); Griffin and Pruitt (1989) and references therein. For the latter, see Andrews and Schafgans (1998); Romano and Wolf (1999); Peng (2001, 2004); Peña et al. (2008); Antoine and Renault (2009); Hill and Renault (2010); Antoine and Renault (2012); Chen and Liao (2014); Chen and Pouzo (2015) in addition to the references in the main text that are more closely related to this paper in terms of the ratio structure.
Hong et al. (2020) consider a finite support with drifting sequence. We do not make any of these distributional assumptions. As emphasized earlier, we instead rely on the smoothness of the conditional moment function \( a \mapsto \mathbb{E}[B|A = a] \).

Of these related papers, the most closely related are the pioneers, Yang (2014) and Chaudhuri and Hill (2016a), in proposing bias-corrected trimmed estimation for asymptotically valid inference under heavy-tailed distributions, as emphasized above. It seems that this paper is the first to propose an asymptotically valid inference for \( \mathbb{E}[B/A] \) under heavy-tailed distributions without a restriction on tail behaviors. More recently, Ma and Wang (2020) apply this novel approach of denominator-based-trimmed estimation and propose an important bridge between the nonstandard limit distributions of the mean estimators with small or no trimming (as in Heiler and Kazak, 2020) and the Gaussian limit distribution of the bias-corrected denominator-based-trimmed mean estimator (as in our result). All these preceding papers impose an assumption of regularly varying tail behaviors, unlike this paper.

Notations: \( \mathbb{E}[X] \) and \( \text{Var}(X) \) denote the expected value and the variance of random variable \( X \), respectively. The sample mean is denoted by \( \bar{X} = \frac{1}{n} \sum_{i=1}^{n} X_i \).

The convergence in distribution is denoted by \( \overset{d}{\to} \). The indicator function is denoted by \( \mathbb{I}\{\cdot\} \).

Outline of the paper: Section 2 presents an overview of our proposed method without theoretical details. Section 3 presents supporting theories. Section 4 discusses the assumptions in terms of concrete structures and concrete estimators. Section 5 presents three important properties of the estimator. Section 6 presents a practical guideline. Section 7 contains extended results to the case of estimated or generated \( A \) and \( B \). Sections 8 and 9 present simulation studies and an empirical illustration, respectively. Section 10 concludes. Appendixes A–D contain mathematical proofs.

2. OVERVIEW OF THE PROPOSED METHOD

The current section presents an overview of our proposed method without detailed discussions of the theories supporting it. This overview is aimed to serve as a concise guideline. In Section 3, we formally present a theoretical rationale for the proposed methodology.

Suppose that a researcher is interested in estimation and inference for the moment of ratios of the form \( \mathbb{E}[B/A] \) where we observe \( n \) independent copies of \((A,B)\) in a dataset. Throughout this paper, we define the parameter of interest more generally by

\[
\theta_0 = \lim_{h \downarrow 0} \mathbb{E} \left[ \frac{B}{A} \cdot \mathbb{I}\{|A| \geq h\} \right].
\] (2.1)
Note that: (i) \( \theta_0 = \mathbb{E}[B/A] \) if \( |A| > 0 \) almost surely and \( \mathbb{E}[|B/A|] < \infty \) and (ii) \( \theta_0 \) can be well-defined even if \( A \) has a point mass at 0. In this paper, we allow the tail index for \( B/A \) to be less than 1, so that the mean of \( B/A \) may not be well-defined but (2.1) is; in fact, the tail index is not well-defined when \( A \) has a point mass. The following two examples illustrate cases where \( \mathbb{E}[B/A] \) is of interest in economic research.

**Example 1** (Inverse Probability Weighting). Let \( Y = (1-D)Y_0 + DY_1 \) denote an observed outcome, where \( D \) is an observed binary indicator of treatment, \( Y_0 \) is an unobserved potential outcome under no treatment, and \( Y_1 \) is an unobserved potential outcome under treatment. With the knowledge of the propensity score \( P \), a researcher can identify the mean potential outcome \( \mathbb{E}[Y_1] \) under treatment by the moment \( \mathbb{E}[B/A] \) where \( B = DY \) and \( A = P \). (The propensity score \( A = P \) is often generated by probit or logit in practice. We also present an extension of our theory to such cases in Section 7.)

**Example 2** (Binary Choice Model). Consider the binary choice model of Lewbel (1997) where \( Y = 1\{\alpha + V - U \geq 0\} \), \( V \) and \( U \) are independent, both \( V \) and \( U \) have support on \( \mathbb{R} \), and \( \mathbb{E}[U] = 0 \). Lewbel (1997) shows that \( \alpha \) is identified by the moment \( \mathbb{E}[B/A] \) where \( B = Y - 1\{V > 0\} \) and \( A = f_V(V) \). This technique has been extended to a wide range of econometric models (see Lewbel (2014)). Also see Khan and Tamer (2010) in its motivation related to the present paper.

When there exist observations with small denominator \( A \), the naïve sample mean estimator \( \mathbb{E}_n[B/A] \) of \( \theta_0 \) may entail a large variance. To deal with this issue by following a common practice in empirical research, consider the denominator-based-trimmed mean estimator of the form

\[
\tilde{\theta}(h_n) = \mathbb{E}_n \left[ \frac{B}{A} \cdot 1\{A \geq h_n\} \right],
\]

where \( h_n > 0 \) denotes a trimming threshold. Here, we consider the case where \( A \) is nonnegative (an extension to more general cases is omitted since relevant applications involve only nonnegative \( A \)), see Examples 1 and 2 above. We further normalize the support of \( A \) to \([0, 1] \) for simplicity.

Trimming reduces the variance of an estimator on the one hand, but it exacerbates the bias \( \mathbb{E}[\tilde{\theta}(h_n)] - \theta_0 \) on the other hand. To correct the bias from the trimming in (2.2), we use the information about the joint distribution between \( A \) and \( B \) as emphasized in the introduction. Specifically, assuming that the conditional expectation function \( m(\cdot) = \mathbb{E}[B \mid A = \cdot] \) is \( k \)-times continuously differentiable

---

7For example, assume that \( \frac{B}{A} \cdot 1\{|A| \geq h\} \) is integrable for every \( h > 0 \) and that \( m(a) = \mathbb{E}[B \mid A = a] \) satisfies \( |m(a)| \leq C|a| \) for a finite constant \( C \). In this case, even if \( A \) has a point mass at 0, we have

\[
|\theta_0| = \lim_{h \downarrow 0} \mathbb{E}_n \left[ \frac{B}{A} \cdot 1\{|A| \geq h\} \right] \leq \lim_{h \downarrow 0} \mathbb{E}_n \left[ \frac{|m(A)|}{|A|} \cdot 1\{|A| \geq h\} \right] = C \lim_{h \downarrow 0} \mathbb{E}_n \left[ 1\{|A| \geq h\} \right],
\]

and therefore \( \theta_0 \) is finite.
at $a = 0$, we estimate the $k - 1$ derivatives $(m^{(1)}(0), \ldots, m^{(k-1)}(0))'$ of $m$ by
\[
\hat{m}^{(\kappa)}(0) = p_K^{(\kappa)}(0)^T \mathbb{E}_n[p_K(A)p_K(A)^{-1}] \mathbb{E}_n[p_K(A)B]
\]
for each $\kappa \in \{1, \ldots, k - 1\}$, where $p_K(a)$ denotes the $(K + 1)$-dimensional vector of the shifted orthonormal Legendre polynomial basis of degree $K \geq k$.

\[
p_K(a) = \begin{pmatrix}
1 \\
\sqrt{3}(2a - 1) \\
\sqrt{5}(6a^2 - 6a + 1) \\
\sqrt{7}(20a^3 - 30a^2 + 12a - 1) \\
\sqrt{9}(70a^4 - 140a^3 + 90a^2 - 20a + 1) \\
\sqrt{11}(252a^5 - 630a^4 + 560a^3 - 210a^2 + 30a - 1) \\
\vdots
\end{pmatrix}.
\]

With these derivative estimates $(\hat{m}^{(1)}(0), \ldots, \hat{m}^{(k-1)}(0))'$, we propose that
\[
\hat{\lambda}(h_n) = - \sum_{\kappa = 1}^{k-1} \frac{\mathbb{E}_n[A^{\kappa-1} \cdot \mathbb{1}\{0 < A < h_n\}]}{\kappa!} \cdot \hat{m}^{(\kappa)}(0)
\]
estimates the trimming bias $\mathbb{E}[\tilde{\theta}(h_n)] - \theta_0$. In other words, our proposed bias-corrected trimmed mean estimator is
\[
\hat{\theta}(h_n) \equiv \tilde{\theta}(h_n) - \hat{\lambda}(h_n)
\]
equivalent to
\[
\mathbb{E}_n \left[ B \cdot \mathbb{1}\{A \geq h_n\} \right] + \sum_{\kappa = 1}^{k-1} \frac{\mathbb{E}_n[A^{\kappa-1} \cdot \mathbb{1}\{0 < A < h_n\}]}{\kappa!} \cdot \hat{m}^{(\kappa)}(0).
\]
The standard error of the bias-corrected trimmed mean estimator (2.5) can be estimated by
\[
n^{-1/2} \left( \mathbb{E}_n \left[ \left( \frac{B}{A} \cdot \mathbb{1}\{A \geq h_n\} + \hat{c}(h_n)^T \hat{\psi} \right)^2 \right] - \mathbb{E}_n \left[ \frac{B}{A} \cdot \mathbb{1}\{A \geq h_n\} + \hat{c}(h_n)^T \hat{\psi} \right]^2 \right)^{1/2},
\]
where $\hat{c}(h_n)$ is the $(k - 1)$-dimensional vector defined by
\[
\hat{c}(h_n) = \begin{pmatrix}
\mathbb{E}_n[\mathbb{1}\{0 < A < h_n\}]/1!
\mathbb{E}_n[A \cdot \mathbb{1}\{0 < A < h_n\}]/2!
\vdots
\mathbb{E}_n[A^{k-2} \cdot \mathbb{1}\{0 < A < h_n\}]/(k-1)!
\end{pmatrix},
\]

\[\text{While we present the complete basis here including the constant term, we can exclude the constant term in our proposed method due to Assumption 1 (i) in Section 3.}\]
and $\hat{\psi} = (\hat{\psi}_1, ..., \hat{\psi}_{k-1})'$ is the $(k-1)$-dimensional vector defined by

$$\hat{\psi}_k = p_k^{(\kappa)}(0)'p_k(A)(B - p_k(A)'\hat{\beta})$$

with

$$\hat{\beta} = E_n[p_k(A)p_k(A)']^{-1}E_n[p_k(A)B]$$

for each $\kappa \in \{1, ..., k-1\}$.

**Remark 1.** We propose to use the sieve estimation for bias correction. A natural question is whether one can use local polynomial estimators instead. If the density of $A$ is large near 0, then we can certainly estimate the derivative of $m(\cdot)$ using a local polynomial regression. On the other hand, if the density of $A$ is small near 0, then a local polynomial estimation of the derivative will incur a large variance because not many local observations are available. Since we develop a method of rate-adaptive inference in this paper, we would like our framework to cover both of these two alternative cases. Due to the suboptimal performance of the local polynomial regression in the latter case, we use the global series approximation.

### 3. MAIN RESULTS

For a short-hand notation, we write the population counterpart of the trimmed mean estimator (2.2) by $\theta(h_n) = E[\tilde{\theta}(h_n)]$. With this notation, the bias of the trimmed mean estimator $\tilde{\theta}(h_n)$ can be simply written as $\theta(h_n) - \theta_0$. In order to characterize this trimming bias, we use the information about the joint distribution between the numerator $B$ and the denominator $A$ as emphasized in Section 1. Specifically, we use the conditional expectation function $m(\cdot) = E[B|A=\cdot]$ of the numerator $B$ given the denominator $A$. With this notation, the joint distribution of $(A, B)$ is supposed to meet the following assumption.

**Assumption 1.** (i) $m(0) = 0$. (ii) $m$ is $k$-times continuously differentiable with a bounded $k$th derivative in a neighborhood of 0. (iii) $A \in [0, 1]$. (iv) $E[B^4] < \infty$. (v) $\theta_0$ is well-defined and finite.

We discuss this and other assumptions in detail in Section 4, but it is worth mentioning here that the majority of Assumption 1 are fairly mild requirements. More importantly, we emphasize that the restriction on the joint distribution of $(A, B)$ imposed by Assumption 1 is compatible with cases where the distribution of $B/A$ has a heavy tail due to small $A$ and trimming matters to improve the convergence rate (see Section 4.1.6 for details). In particular, Assumption 1 allows for infinite variance of $B/A$. We stress that $k$, which appears in part (ii), is not a tuning parameter. In the related literature, distributional assumptions are often imposed, but different papers do so in different ways. For instance, Rothe (2017) assumes the normal distribution assumption. Chaudhuri and Hill (2016a) assume that the distribution of $B/A$ is regularly varying. On the other hand, we assume a known degree of smoothness for $E[B|A]$.

It turns out that we can approximate the bias $\theta(h_n) - \theta_0$ of the trimmed mean estimator $\tilde{\theta}(h_n)$ up to the order $k$ of smoothness given in Assumption 1 (ii). This is the sense in which we mean by our statement that the bias can be approximated...
robustness against large trimming bias
by exploiting the information about the joint distribution between the numerator $B$ and the denominator $A$ as emphasized in Section 1. The following theorem provides a bias characterization by using the conditional expectation function, $m(\cdot) = \mathbb{E}[B | A = \cdot]$, of the numerator $B$ given the denominator $A$.

**Theorem 1 (Bias Characterization).** If Assumption 1 (i)–(ii) is satisfied, then

$$
\theta_0 - \theta(h_n) = \sum_{k=1}^{k-1} \mathbb{E} \left[ A^{k-1} \cdot \mathbb{1}\{0 < A < h_n\} \right] \cdot m^{(k)}(0) \\
+ \mathbb{E} \left[ A^{k-1} \cdot \mathbb{1}\{0 < A < h_n\} \cdot \int_0^1 (1-t)^{k-1} m^{(k)}(tA) dt \right]/(k-1)!
$$

A proof of this theorem is given in Appendix A.1. The first $k-1$ terms of this bias characterization in Theorem 1 motivate the bias estimator $\hat{\lambda}(h_n)$ provided in (2.4), and thus the bias-corrected trimmed mean estimator $\hat{\theta}(h_n)$ provided in (2.5).

We next obtain the asymptotic distribution of the bias-corrected trimmed mean estimator $\hat{\theta}(h_n)$. To this end, the trimming threshold, $h_n$, of the trimmed mean estimator is chosen to satisfy the following assumption, detailed discussions of which are given in Section 4.2.

**Assumption 2.** (i) $m_{h_n}^{2(k-1)} = O(1)$; and (ii) $n^{-1}h_n^{-4} = o(1)$ as $n \to \infty$.

The main role of Assumption 2 (i) is to ensure that the remaining bias is negligible. Assumption 2 (ii) will be used to establish Lyapunov’s condition.

For convenience of writing asymptotic linear representations for the bias-corrected trimmed mean estimator, we introduce the notation

$$
Z(h_n) = \frac{B}{A} \cdot \mathbb{1}\{A \geq h_n\} + c(h_n)'\psi,
$$

where $c(h_n)$ is the $(k-1)$-dimensional vector defined by

$$
c(h_n) = \left( \begin{array}{c} \mathbb{E} [\mathbb{1}\{0 < A < h_n\}]/1! \\ \mathbb{E} [A \cdot \mathbb{1}\{0 < A < h_n\}]/2! \\ \vdots \\ \mathbb{E} [A^{k-2} \cdot \mathbb{1}\{0 < A < h_n\}]/(k-1)! \end{array} \right),
$$

and $\psi$ is the influence function of an estimator $(\hat{m}^{(1)}(0), \ldots, \hat{m}^{(k-1)}(0))$ of the $k-1$ derivatives $(m^{(1)}(0), \ldots, m^{(k-1)}(0))$ of the conditional expectation function $m$ at 0. In Sections 2 and 4, we present concrete instances of $(\hat{m}^{(1)}(0), \ldots, \hat{m}^{(k-1)}(0))$ and $\psi$ that satisfy theoretical requirements. In the current section on general theory, however, they are assumed to satisfy the following general conditions.
Assumption 3. (i) $(1, ..., h_n^{k-2})' \circ (\hat{m}^{(1)}(0) - m^{(1)}(0), ..., \hat{m}^{(k-1)}(0) - m^{(k-1)}(0))' = (1, ..., h_n^{k-2})' \circ E_n[\psi] + o_p(n^{-1/2});$ (ii) $E[\psi] = 0;$ and (iii) $E\left[\left((1, ..., h_n^{k-2}) \psi\right)^4\right]^{1/4} = O(n^{1/4}).$

The symbol “$\circ$” used in Assumption 3 (i) denotes the Hadamard product of vectors. Instead of directly stating a concrete, primitive, and sufficient condition, we state this high-level condition for the benefit of clearly highlighting how each of the components, (i)–(iii), is used for key steps in our proof. As remarked earlier, we discuss this and other assumptions in Section 4 in detail, and provide a concrete, primitive, and sufficient condition for Assumption 3 in Section 4.3.

Together with the bias characterization of Theorem 1, Assumption 3 is used to derive the asymptotic linear representation

$$\hat{\theta}(h_n) - \theta_0 = (E_n - E)[Z(h_n)] + o_p(n^{-1/2}),$$

where the formal statement is given in Lemma 1 of Appendix B.1. Given this asymptotic linear representation, it now remains to check the conditions for a self-normalized central limit theorem for the triangular array of $Z(h_n)$. In particular, Lyapunov’s condition for the triangular array of $Z(h_n)$ can be established in Lemma 2 of Appendix B.2 under Assumptions 1 (iv), 2 (ii), and 3 (iii). Consequently, applying Lyapunov’s central limit theorem, we obtain the following self-normalized asymptotic normality for the bias-corrected trimmed mean estimator $\hat{\theta}(h_n)$. Note that $(\hat{m}^{(1)}(0), ..., \hat{m}^{(k-1)}(0))$ estimates higher-order derivatives of the conditional expectation function $m(\cdot),$ and therefore they may have a high sampling variability. The asymptotic linear representation takes care of this sample variability since $Z(h_n)$ includes the influence function, $\psi,$ for $(\hat{m}^{(1)}(0), ..., \hat{m}^{(k-1)}(0)).$ A proof of Theorem 2 is provided in Appendix A.2.

**THEOREM 2 (Asymptotic Distribution).** If Assumptions 1–3 are satisfied, then

$$\frac{\hat{\theta}(h_n) - \theta_0}{\sigma(h_n)^2/n} \xrightarrow{d} \mathcal{N}(0, 1),$$

provided that $\sigma(h_n)^2 \equiv \text{Var}(Z(h_n))$ is bounded away from zero.

It follows from Assumption 2 that this limit distribution result accommodates the rate range of $n^{-1/4} < h_n \lesssim n^{-1/(2k-1)}$ for a choice of the trimming threshold $h_n,$ and this range expands as the smoothness index $k$ increases. In other words, the extent of insensitivity of this limit distribution increases with the degree of smoothness. This is a practical advantage of exploiting the smoothness, in addition to the theoretical advantage of allowing for faster convergence rates (see Section 5.2).
4. DISCUSSIONS OF THE ASSUMPTIONS

In Section 3, we presented a general theory using three high-level assumptions (Assumptions 1—3). These general conditions accommodate a number of alternative structures and alternative estimators. In the current section, we complement the general theory by discussing Assumptions 1–3 with concrete structures and concrete instances. The guideline presented in Section 2 is also based on these concrete instances as well as the general theory of Section 3.

4.1. On Assumption 1

This assumption consists of four requirements on the conditional expectation function \( m \) of the numerator \( B \) given the denominator \( A \). The four parts are discussed in Sections 4.1.1–4.1.4. Some of the assumptions are discussed in terms of Examples 1 and 2 introduced in Section 2. Furthermore, we also discuss the compatibility of this assumption with heavy-tailed distributions of \( B/A \) in Section 4.1.6.

4.1.1. On Assumption 1 (i): \( m(0) = 0 \). This assumption is an innocuous assumption in Example 1. Since \( D = 0 \) holds almost surely given \( P = 0 \), we have \( B = 0 \) almost surely given \( A = 0 \). Therefore, \( m(0) = \mathbb{E}[B|A = 0] = \mathbb{E}[0|A = 0] = 0 \), and thus this assumption is automatically satisfied. For Example 2, this assumption is satisfied if \( \inf_{f:V(\cdot)} (F_U(\alpha + |\nu|) - F_U(\alpha - |\nu|)) \to 1 \) as \( a \to 0 \). See Assumption B.3 in Lewbel (1998).

4.1.2. On Assumption 1 (ii): \( m \) is \( k \)-times continuously differentiable with a bounded \( k \)th derivative in a neighborhood of 0. If a researcher is willing to accept this assumption with a higher order \( k \), then the trimming bias can be corrected to a larger extent. Such a relation is characterized by Theorem 1 in Section 3. This concept is analogous to the related concept in general nonparametric methods where an assumption of higher-order smoothness of a function allows for higher-order bias reduction, e.g., via higher-order kernel or higher-order local polynomials.

In Example 1, under the unconfoundedness condition (Rosenbaum and Rubin, 1983), this assumption is true if the conditional expectation \( \mathbb{E}[Y_1|P = p] \) of the potential outcome \( Y_1 \) under treatment given the propensity score \( P = p \) is a smooth function of \( p \). For Example 2, this assumption is true if regular conditional probabilities \( P(V > 0|f_\nu(V) = \cdot) \) and \( P(\alpha + V - U \geq 0|f_\nu(V) = \cdot) \) exist and are smooth around zero.

4.1.3. On Assumption 1 (iii): \( A \in [0, 1] \). This condition is made to simplify the proof, and it is not essential in this paper.
4.1.4. On Assumption 1 (iv): $\mathbb{E}[B^4] < \infty$. This assumption requires that the distribution of the numerator $B$ has a bounded fourth moment. Note that we allow for infinite fourth moment, and even infinite variance, for distributions of the fraction $B/A$ due to small values of the denominator $A$. However, we rule out infinite fourth moment of the numerator per se.

In Example 1, a bounded fourth moment of the potential outcome $Y_1$ under treatment is sufficient. For Example 2, this assumption is satisfied since $B$ is bounded.

4.1.5. On Assumption 1 (v): $\theta_0$ is well-defined and finite. Our theory requires that the parameter of interest needs to be well-defined and finite.

4.1.6. Compatibility of Assumption 1 with Heavy-Tailed Distributions. As the final remark on Assumption 1, we discuss the compatibility of Assumption 1 with heavy-tailed distributions of $B/A$. Here we make this argument to demonstrate that Assumption 1 is sufficiently mild to accommodate data generating processes where trimming matters. Trimming is useful particularly when the distribution of $B/A$ has a heavy tail due to small $A$. Specifically, trimming matters nontrivially when the variance $\text{Var}(B/A)$ does not. Furthermore, large trimming (i.e., slowly vanishing $h_n$ as the sample size $n$ increases) should improve the convergence rate of the trimmed mean estimator. It is important to ensure that our restriction on the structure of $(A, B)$ in Assumption 1 does not rule out these cases where large trimming matters. The following example demonstrates that Assumption 1 is compatible with these relevant cases.

Example 3 (Heavy Tail). Let $A \sim \text{Gamma}(\alpha, \beta) \mid [0, 1]$ (the truncated Gamma distribution to [0, 1]) where $\alpha > 0$ and $\beta > 0$. Let $B \mid A = a \sim \mathcal{N}(\gamma a, \gamma_v a^\delta)$ where $\gamma \geq 0$ and $\gamma_v > 0$. Note that the joint distribution of $(A, B)$ generated by the above process satisfies all four parts of Assumption 1. Under this setting, simple calculations conclude that the moment $\mathbb{E}[B/A]$ exists if $2\alpha + \delta > 2$ and the variance $\text{Var}(B/A)$ does not exist if $\alpha + \delta < 2$. Furthermore, we can deduce $n / \text{Var}(\frac{B}{A} \cdot 1(A \geq h_n)) = O(\sqrt{h_n^{2-\alpha-\delta}})$. In other words, the convergence rate of the trimmed mean estimator $\hat{\theta}(h_n)$ is bounded below by $\sqrt{nh_n^{2-\alpha-\delta}}$. Note that $\sqrt{nh_n^{2-\alpha-\delta}}$ can be arbitrarily close to $\sqrt{nh_n}$ when for instance $\delta = 0$ and $\alpha \approx 1$. Therefore, larger trimming (i.e., more slowly vanishing $h_n$ as the sample size $n$ increases) helps to improve the convergence rate.

4.2. On Assumption 2

The three parts (i)–(iii) of Assumption 2 can be simultaneously satisfied if the order $k$ of smoothness assumed in Assumption 1 (ii) is greater than 3. In this case, the trimming threshold $h_n$ can be chosen to satisfy $n^{-\frac{1}{k}} \ll h_n \lesssim n^{-\frac{1}{2(k-1)}}$. Therefore, the “largest possible trimming” or the slowest possible trimming threshold is achieved with a choice according to $h_n \sim n^{-\frac{1}{2(k-1)}}$.\[\triangle\]
4.3. On Assumption 3

Assumption 3 imposes restrictions on how a researcher estimates the $k - 1$ derivatives of the conditional expectation function $m$ of the numerator $B$ given the denominator $A$ at zero. There are a number of alternative methods available in the literature, but we focus on the sieve estimation due to the availability of a rich set of theories that are relevant to our setting (Chen, 2007). In particular, Section 2 proposes the shifted orthonormal Legendre polynomial basis of degree $K \geq k$ on $[0, 1]$ (see (2.3)). Our discussion of Assumption 3 here also focuses on the shifted orthonormal Legendre polynomial basis, although it is possible to use other sieve bases as well with minor modifications.

For the space of functions where $m$ resides, we consider the Hölder classes of smoothness order $s$, in addition to the requirements stated in Assumption 1. The $k - 1$ derivatives of $m$ at zero are estimated by the sieve predictor

$$\hat{m}^{(\kappa)}(0) = p_K^{(\kappa)} (0) \left[ p_K(A) p_K(A)^\prime \right]^{-1} \mathbb{E}_n [p_K(A) B]$$

for each $\kappa \in \{1, \ldots, k - 1\}$. The influence function for $\hat{m}^{(\kappa)}(0)$ can be written as

$$\psi_\kappa = p_K^{(\kappa)} (0) p_K(A) (B - m(A))$$

for each $\kappa \in \{1, \ldots, k - 1\}$.

The estimators (4.1) and their influence functions (4.2) satisfy Assumption 3 provided that the following five conditions are satisfied:

(I) Eigenvalues of $\mathbb{E} [p_K(A) p_K(A)^\prime]$ are bounded above and away from zero;

(II) $n^{-1/2} h_\kappa^{-1} \sqrt{\log K (K + K^{5/2 - s})} \left\| p_K^{(\kappa)} (0) \right\| = o(1)$ for each $\kappa \in \{1, \ldots, k - 1\}$;

(III) $h_\kappa^{-1} K^{1-s} \left\| p_K^{(\kappa)} (0) \right\| = o(1)$ for each $\kappa \in \{1, \ldots, k - 1\}$;

(IV) $n^{1/2} h_\kappa^{-1} \left\| r_\kappa^{(\kappa)} (0) \right\| = o(1)$ for each $\kappa \in \{1, \ldots, k - 1\}$; and

(V) $n^{-1/4} h_\kappa^{-1} \mathbb{E} \left[ \left( p_K^{(\kappa)} (A)^\prime p_K(A) (B - m(A)) \right)^4 \right]^{1/4} = O(1)$;

where $r_\kappa^{(\kappa)} (0)$ is the sieve approximation error given by

$$r_\kappa^{(\kappa)} (0) = m^{(\kappa)}(0) - p_K^{(\kappa)} (0) \left[ p_K(A) p_K(A)^\prime \right]^{-1} \mathbb{E}_n [p_K(A) m(A)]$$

Conditions (I)–(IV) suffice for Assumption 3 (i) according to Belloni et al. (2015) for the case of the shifted orthonormal Legendre polynomial basis $p_K$. Assumption 3 (ii) is satisfied by the concrete influence function expression in (4.2).
Assumption 3 (iii) is satisfied by the concrete influence function expression in (4.2) and condition (V).

5. PROPERTIES OF THE ESTIMATOR

5.1. Negligible Variance of the Bias Estimator

The purpose of trimming in practice is to reduce the variance of the estimator, but this variance reduction is at the cost of the trimming bias. We thus propose in this paper to estimate this trimming bias, yet it would put our priorities backwards if the bias estimator would incur a larger variance than that of the original untrimmed estimator. In this section, we present sufficient conditions under which the variance of the bias estimator converges to zero faster than the variance of the trimmed mean estimator, which is analogous to the result of Chaudhuri and Hill (2016a, Thm. 3.4) whose bias estimator does not contribute to the asymptotic variance. In other words, the bias estimator adds only an asymptotically negligible variance under suitable conditions.

For simplicity, we suppose throughout this subsection that $1/A$ follows the Pareto distribution with the shape parameter $\alpha > 0$. With the scale normalization, the cumulative distribution function $F_A$ of $A$ takes the form

$$F_A(a) = a^\alpha$$

for $a \in [0, 1]$. Note that we allow for $\alpha > 0$ as opposed to just $\alpha > 1$. The following proposition shows sufficient conditions under which, as argued in the previous paragraph, the bias estimator will add only a negligible variance in large samples, and hence the bias correction will improve the root mean square error in large samples. A major implication of this finding is that the combination of trimming and its bias correction entails asymptotically no larger root mean squared error than a naïve untrimmed mean estimator under the suggested conditions. This result holds even if $\alpha$ is less than the unit.\(^{10}\)

**PROPOSITION 1** (Negligible Variance of the Bias Estimator). If the conditional second moment function $v$, defined by $v(a) = \mathbb{E}[B^2 | A = a]$, is three times differentiable in a neighborhood of zero with $v(0) \neq 0$ or $v^{(1)}(0) \neq 0$, and there exists $\alpha > 0$ such that $F_A(a) = a^\alpha$ and $\sum_{\kappa=1}^{k-1} \mathbb{E} \left[ \left( h_n^{\kappa-1} \psi_{\kappa} \right)^2 \right] = O(h_n^{-1})$, then

$$\frac{\text{Var}(c(h_n)^{\psi})}{\text{Var}(\frac{B}{A} \cdot \mathbb{1}[A \geq h_n])} = o(1).$$

A proof of this proposition is given in Appendix A.3.

\(^{10}\)When $\alpha$ is less than the unit, $B/A$ is not integrable so $\mathbb{E}[B/A]$ does not exist. Our parameter of interest, introduced in (2.1), is well-defined even in this case.
5.2. On Faster Convergence Rates

Our motivation in this paper is that smoothness in the joint distribution between $A$ and $B$ can be exploited to achieve faster convergence rates. This section formalizes this claim.

When we assume the smoothness conditions stated in Assumption 1 for sufficiently large $k$, our proposed estimator $\hat{\theta}(h_n)$ can have a convergence rate arbitrarily close to $n^{−1/2}$. In this section, we show that, for every $\eta > 0$, the convergence rate of $\hat{\theta}(h_n)$ is faster than $n^{−1/2+\eta}$ for sufficiently large $k$.

PROPOSITION 2. Let $\eta$ be any positive number. Suppose $h_n = Cn^{−\eta}$ for some constant $C > 0$. If Assumptions 1 and 3 are satisfied with $k \geq 1 + \frac{1}{2\eta}$ and
\[
\mathbb{E}[\|\psi\|^2] = O(n^{2\eta}), \quad (5.1)
\]
then
\[
\hat{\theta}(h_n) - \theta_0 = O_p(n^{-1/2+\eta}).
\]

A proof of this proposition is given in Appendix A.4. This proposition assumes that the estimation error of $(m(1)(0),...,m(k−1)(0))$ is close to the parametric rate such that its influence function $\psi$ satisfies (5.1). A sufficient condition for bounding the estimation error of $(m(1)(0),...,m(k−1)(0))$ depends on its specific estimator. In the sieve estimation, for example, the point-wise convergence rate can be arbitrarily close to $n^{-1/2}$ as long as we restrict the function class for $m(\cdot)$. Detailed discussions are found in Belloni et al. (2015).

5.3. Data-Dependent Trimming Threshold

The main asymptotic distribution theory (Theorem 2) is based on a rate condition (Assumption 2) imposed on the trimming threshold. In practice, researchers may choose the trimming threshold through data-driven choice rules, as emphasized by Escanciano, Jacho-Chávez, and Lewbel (2014, 2016) in the context of different econometric models. In this section, we present a range of possibly random trimming thresholds under which the limit distribution of Theorem 2 continues to be true.

PROPOSITION 3 (Asymptotic Distribution with Data-Dependent Trimming Threshold). Suppose that the assumptions in Theorem 2 hold. If there are deterministic sequences, \( \{h_{n,L}\}_{n \geq 1} \) and \( \{h_{n,U}\}_{n \geq 1} \), such that
\[
\mathbb{E}[\mathbb{I}\{A < h_{n,U}\}] = o(1),
\]  
\[
\mathbb{E}[B^2 \cdot \mathbb{I}\{h_{n,L} \leq A < h_{n,U}\}] = o(h_{n,L}^2).
\]  

\[
(5.2)
\]  
\[
(5.3)
\]
\[ h_{n,L} \leq h_n \leq h_{n,U}, \quad \text{and} \]
\[ h_{n,L} \leq \hat{h}_n \leq h_{n,U} \quad \text{with probability approaching one,} \quad \text{(5.5)} \]
then
\[ \frac{\hat{\theta}(\hat{h}_n) - \theta_0}{\sqrt{\sigma(h_n)^2/n}} \xrightarrow{d} \mathcal{N}(0, 1), \]
provided that \( \sigma(h_n)^2 \equiv \text{Var}(Z(h_n)) \) is bounded away from zero.

A proof of this proposition is given in Appendix A.5. The condition (5.3) deserves a remark. This condition requires that \( h_{n,L} \) and \( h_{n,U} \) are not too far way from \( h_n \) such that we can establish the uniform convergence in the proof. This condition can be simplified further; for example, if \( E[B^2 | A = a] \) is bounded over \( a \in [0, 1] \) and \( F_A(a) = a^\alpha \) for some \( \alpha > 0 \), then (5.3) holds with \( (h_{n,L}, h_{n,U}) = (h_n - h_3^n, h_n + h_3^n) \).\(^{11}\)

6. IMPLEMENTATION

6.1. Variance Estimation

The asymptotic distribution in Theorem 2 depends on the unknown parameter \( \text{Var}(Z(h_n)) \). To conduct a feasible inference, we estimate this theoretical variance by
\[ \hat{\sigma}(h_n)^2 = E_n \left[ \hat{Z}(h_n)^2 \right] - E_n \left[ \hat{Z}(h_n) \right]^2, \]
where
\[ \hat{Z}(h_n) = B \cdot 1 \{ A \geq h_n \} + \hat{c}(h_n)'\hat{\psi}, \quad \text{(6.1)} \]
and we assume that the influence function \( \psi \) of \( (\hat{m}^{(1)}(0), ..., \hat{m}^{(k-1)}(0)) \) and its estimator \( \hat{\psi} \) satisfy the following conditions.

**Assumption 3’**. (i) \( E_n \left[ \| \psi \|^2 \right]^{1/2} = O_p \left( n^{1/2} \right) \); and (ii) \( E \left[ \| \hat{\psi} - \psi \|^2 \right]^{1/2} = o(1) \).

Part (i) of this assumption allows the empirical \( L^2 \) norm of the influence function to grow up to \( n^{1/2} \). Part (ii) of this assumption requires that the influence function estimator is consistent in mean square. We now state a corollary to Theorem 2, arguing that the asymptotic distribution is the same even after replacing the theoretical variance \( \text{Var}(Z(h_n)) \) by its estimate \( \hat{\sigma}(h_n)^2 \).

\(^{11}\)This statement follows from \( E[B^2 \cdot 1 \{ h_{n,L} \leq A < h_{n,U} \}] \leq \left( \sup_a E[B^2 | A = a] \right) (h_n + h_3^n)^\alpha - (h_n - h_3^n)^\alpha) = O(h_n^{2+\alpha}) = O(h_{n,L}^{2+\alpha}). \)
COROLLARY 1 (Asymptotic Distribution with Estimated Variance). If Assumptions 1–3 and 3’ are satisfied, then

\[
\frac{\hat{\theta}(h_n) - \theta_0}{\sqrt{\hat{\sigma}(h_n)^2/n}} \xrightarrow{d} N(0, 1),
\]

provided that \( \text{Var}(Z(h_n)) \) is bounded away from zero.

See Appendix A.6 for a proof.

6.2. Choice of \( h_n \)

The literature on denominator-based-trimmed mean estimation suggests rule-of-thumb choices of \( h_n \) (e.g., Crump et al., 2009). In this section, we also discuss a choice rule based on optimal approximate mean square errors. Despite the optimal choice, the higher-order bias correction based on our bias characterization result can in turn provide a valid inference in the spirit of Calonico, Cattaneo, and Titiunik (2014). By balancing the leading bias and the variance of the trimmed-mean estimator with bias correction up to the order of \( k - 2 \), we can choose the trimming threshold \( h_n \) to minimize

\[
\left( \frac{\mathbb{E}[A^{k-2} \cdot 1_{0 < A < h_n}]}{(k-1)!} \cdot m^{(k-1)}(0) \right)^2 + n^{-1} \cdot \text{Var} \left( \frac{B}{A} : 1_{0 < A < h_n} + \tilde{c}(h_n)' \tilde{\psi} \right),
\]

where \( \tilde{c}(h_n) \) is the \((k-2)\)-dimensional vector defined by

\[
\tilde{c}(h_n) = \begin{pmatrix}
\mathbb{E}[1_{0 < A < h_n}] / 1! \\
\mathbb{E}[A \cdot 1_{0 < A < h_n}] / 2! \\
\vdots \\
\mathbb{E}[A^{k-3} \cdot 1_{0 < A < h_n}] / (k-2)!
\end{pmatrix}
\]

and \( \tilde{\psi} \) is the influence function of an estimator \( (\hat{m}^{(1)}(0), \ldots, \hat{m}^{(k-2)}(0)) \) of the \( k - 2 \) derivatives \( (m^{(1)}(0), \ldots, m^{(k-2)}(0)) \) of the conditional expectation function \( m \) at 0. Since our asymptotic theory is based on the bias-corrected estimator with bias estimation up to the order of \( k - 1 \), the asymptotic variance is valid in large samples under the above choice of \( h_n \).

6.3. Choice of \( K \)

For a choice of the degree \( K \), a researcher can follow common rules of thumb used in sieve estimation. Alternatively, a data-driven choice of \( K \) may be obtained by common model selection approaches, such as cross validation and generalized information criterion. We present a model selection approach based on the Bayesian Information Criterion (BIC) for guidance. For each \( K > 3 \), define the
BIC criterion

\[ \text{BIC}(K) = n \ln \left( \frac{1}{n} \sum_{i=1}^{n} \left( \hat{B}_i(K) - B_i \right)^2 \right) + K \ln(n), \]

where

\[ \hat{B}_i(K) = p_K(A_i)' \mathbb{E}_n[p_K(A)p_K(A)' \mathbb{E}_n[p_K(A)B]]. \]

The BIC-optimal choice of \( K \) is given by

\[ K = \arg \min_{K > 3} \text{BIC}(\tilde{K}). \]

7. EXTENSION TO CASES OF GENERATED RANDOM VARIABLES

In some applications, the random variables \( A \) and \( B \) are generated. For example, the propensity score \( A = P \) in Example 1 is often estimated by the logit or probit in empirical research. In this light, we now consider the case where \((A,B) = (g_A(X,\gamma_0), g_B(X,\gamma_0))\) is a function of observed random vector \( X \) and an unknown finite-dimensional parameter vector \( \gamma_0 \in \Gamma \). We write the denominator-based-trimmed mean estimator as

\[ \tilde{\theta}(h_n) = \mathbb{E}_n \left[ \frac{g_B(X,\hat{\gamma})}{g_A(X,\hat{\gamma})} \cdot S \left( \frac{g_A(X,\hat{\gamma})}{h_n} \right) \right], \quad (7.1), \]

where \( \hat{\gamma} \) is an estimator of \( \gamma_0 \) and \( S \) is a smoothed indicator function such that \( S(0) = 0 \) and \( S(u) = 1 \) for \( u \geq 1 \). Unlike the baseline case where we used the nonsmooth indicator for trimming, we now employ smooth trimming in order to apply the delta method to approximate the effects of first-stage estimation by \( \hat{\gamma} \) on the bias-corrected denominator-based-trimmed mean estimator. For convenience, we also write the population counterpart of the denominator-based-trimmed mean estimator (7.1) by

\[ \theta(h_n) = \mathbb{E} \left[ \frac{B}{A} \cdot S \left( \frac{A}{h_n} \right) \right] = \mathbb{E} \left[ \frac{g_B(X,\gamma_0)}{g_A(X,\gamma_0)} \cdot S \left( \frac{g_A(X,\gamma_0)}{h_n} \right) \right] \cdot (7.2). \]

Consider the following assumptions.

Assumption 4. (i) \( m(0) = 0 \); (ii) \( m \) is \( k \)-times continuously differentiable with a bounded \( k \)th derivative in a neighborhood of 0; (iii) \( g_A \) and \( g_B \) are twice differentiable in \( \gamma \) in a neighborhood of \( \gamma_0 \); (iv) \( \sup_{\gamma \in \Gamma} \left\| \frac{\partial}{\partial \gamma} g_A(X,\gamma) \right\|^2 \) and \( \sup_{\gamma \in \Gamma} \left\| \frac{\partial^2}{\partial \gamma \partial \gamma} g_A(X,\gamma) \right\| \) have finite expectations; (v) \( \left\| \frac{\partial}{\partial \gamma} g_B(X,\gamma) \right\|_{\gamma = \gamma_0}^2, g_B(X,\gamma_0)^2 \).
ROBUSTNESS AGAINST LARGE TRIMMING BIAS

\sup_{\gamma \in \Gamma} |g_B(X, \gamma)| \cdot \left\| \frac{\partial^2}{\partial \gamma \partial \gamma'} g_A(X, \gamma) \right\|^2, \text{ and } \sup_{\gamma \in \Gamma} |g_B(X, \gamma)| \cdot \left\| \frac{\partial}{\partial \gamma} g_A(X, \gamma) \right\|^2 \text{ have finite expectations; and (vi) } P(g_A(X, \gamma_0) = 0) = 0.

Assumption 5. (i) \( S(0) = 0, S(u) = 1 \) for \( u \geq 1 \), \( \sup_{u \geq 1} |S(u)| < \infty \); (ii) \( S \) is twice differentiable; (iii) \( \sup_{u} \left| \frac{d^2}{du^2} S(u) \right| < \infty \); (iv) \( \sup_{u} \left| \frac{d^2}{du} S(u) \right| < \infty \).

Assumption 6. (i) \( n h_n^{2(k-1)} = O(1) \); and (ii) \( n^{-1} h_n^{-6} = o(1) \) as \( n \to \infty \).

Assumption 4 is a counterpart of Assumption 1 from the baseline framework, and Assumption 6 is a counterpart of Assumption 2 from the baseline framework. Assumption 5 did not appear in the baseline framework. As mentioned earlier, this assumption imposes the smoothness of \( S \) so we can apply the delta method to approximate the effects of first-stage estimation by \( \hat{\gamma} \) on the bias-corrected denominator-based-trimmed mean estimator. Similar to Theorem 1 for the baseline setting, we have the following theorem stating a bias characterization under the current extended setting.

THEOREM 3 (Bias Characterization). If Assumptions 4 (i)–(ii), 5 (i), and 6 (i) are satisfied, then
\[ \theta_0 - \theta(h_n) = -\lambda(h_n) + o(n^{-1/2}), \]
where
\[ \lambda(h_n) = - \sum_{\kappa=1}^{k-1} \mathbb{E} \left[ A^{k-1} \left( S\left( \frac{A}{h_n} \right) - 1 \right) \right] \cdot \hat{m}^{(\kappa)}(0). \tag{7.3} \]

The proof of this theorem is provided in Appendix C.1. The bias expression (7.3) in Theorem 3 motivates the bias estimator
\[ \hat{\lambda}(h_n) = - \sum_{\kappa=1}^{k-1} \mathbb{E}_n \left[ g_A(X, \hat{\gamma})^{\kappa-1} \left( S\left( \frac{g_A(X, \hat{\gamma})}{h_n} \right) - 1 \right) \right] \cdot \hat{m}^{(\kappa)}(0; \hat{\gamma}), \]
where
\[ \hat{m}^{(\kappa)}(0; \gamma) = p_K^{(\kappa)}(0) \mathbb{E}_n \left[ p_K(g_A(X, \hat{\gamma})) p_K(g_A(X, \hat{\gamma})) \right]^{-1} \mathbb{E}_n \left[ p_K(g_A(X, \hat{\gamma})) g_B(X, \hat{\gamma}) \right] \]
for each \( \kappa \in \{1, ..., k-1\} \). Thus, the bias-corrected denominator-based-trimmed mean estimator reads
\[ \hat{\theta}(h_n) = \mathbb{E}_n \left[ \frac{g_B(X, \hat{\gamma})}{g_A(X, \hat{\gamma})} \cdot S\left( \frac{g_A(X, \hat{\gamma})}{h_n} \right) \right] + \sum_{\kappa=1}^{k-1} \mathbb{E}_n \left[ g_A(X, \hat{\gamma})^{\kappa-1} \left( S\left( \frac{g_A(X, \hat{\gamma})}{h_n} \right) - 1 \right) \right] \cdot \hat{m}^{(\kappa)}(0; \hat{\gamma}). \]
We next consider the following assumptions.

**Assumption 7.** (i) \( (1, \ldots, h_n^{k-2})' \circ (m^{(1)}(0; \gamma_0) - m^{(1)}(0 \ldots, m^{(k-1)}(0; \gamma_0) - m^{(k-1)}(0))' = (1, \ldots, h_n^{k-2})' \circ \mathbb{E}_n[\psi] + o_p(n^{-1/2}) \); (ii) \( \mathbb{E}[\psi] = 0 \); (iii) \( \hat{m}^{(k)}(0; \cdot) \) is twice differentiable for each \( \kappa \in \{1, \ldots, k-1\} \); (iv) \( \frac{\partial}{\partial \gamma} \hat{m}^{(k)}(0; \gamma) \big|_{\gamma = \gamma_0} - \frac{\partial}{\partial \gamma} m^{(k)}(0; \gamma) \big|_{\gamma = \gamma_0} = o_p(1) \) for each \( \kappa \in \{1, \ldots, k-1\} \); (vi) \( \sup_{\gamma \in \Gamma} \| \frac{\partial^2}{\partial \gamma \partial \gamma'} \hat{m}^{(k)}(0; \gamma) \| = o_p(n^{1/2}) \) for each \( \kappa \in \{1, \ldots, k-1\} \).

**Assumption 8.** \( \hat{\gamma} - \gamma_0 = \mathbb{E}_n[\phi] + O_p(n^{-1}) \) where \( \mathbb{E}[\phi] = 0 \) and \( \mathbb{E}[\phi^2] < \infty \).

Assumption 7 is a counterpart of Assumption 3 from the baseline framework. Assumption 8 is new to the current framework, and imposes a mild restriction on the first-stage estimator \( \hat{\gamma} \) of \( \gamma_0 \). Under the above assumptions, we show in Lemma 10 that the influence function of \( \hat{\theta}(h_n) - \theta(h_n) - \lambda(h_n) \) can be written as

\[
Z(h_n) = \cdot \omega_{1,n}(X, \gamma_0) + \mathbb{E} \left[ \frac{\partial}{\partial \gamma} \omega_{1,n}(X, \gamma) \bigg|_{\gamma = \gamma_0} \right]' \cdot \phi + \sum_{k=1}^{k-1} \frac{\omega_{2,k,n}(X, \gamma_0) \cdot m^{(k)}(0) + \mathbb{E}[\omega_{2,k,n}(X, \gamma_0)] \cdot \psi_k}{\kappa!} \\
+ \sum_{k=1}^{k-1} \frac{m^{(k)}(0) \cdot \mathbb{E} \left[ \frac{\partial}{\partial \gamma} \omega_{2,k,n}(X, \gamma) \bigg|_{\gamma = \gamma_0} \right] + \mathbb{E}[\omega_{2,k,n}(X, \gamma_0)] \cdot \frac{\partial}{\partial \gamma} m^{(k)}(0; \gamma) \bigg|_{\gamma = \gamma_0} \cdot \phi}{\kappa!}
\]

where

\[
\omega_{1,n}(x, \gamma) = g_B(X, \gamma) \frac{S \left( \frac{g_A(X, \gamma)}{h_n} \right)}{g_A(X, \gamma)} \quad \text{and} \quad (7.4)
\]

\[
\omega_{2,k,n}(x, \gamma) = g_A(X, \gamma) \cdot k^{-1} \cdot \left( S \left( \frac{g_A(X, \gamma)}{h_n} \right) - 1 \right). \quad (7.5)
\]

Therefore, using the bias characterization in Theorem 3, we obtain the following asymptotic distribution result similarly to Theorem 2 from the baseline case.

**THEOREM 4 (Asymptotic Distribution).** If Assumptions 4–8 are satisfied, then

\[
\frac{\hat{\theta}(h_n) - \theta_0}{\sqrt{\text{Var}(Z(h_n))}/n} \xrightarrow{d} \mathcal{N}(0, 1)
\]

holds, provided that \( \text{Var}(Z(h_n)) \) is bounded away from zero and

\[
\frac{\mathbb{E} \left[ (Z(h_n) - \mathbb{E}[Z(h_n)])^{2+\delta} \right]}{n^{3/2} \mathbb{E} \left[ (Z(h_n) - \mathbb{E}[Z(h_n)])^2 \right]^{(2+\delta)/2}} = o(1) \quad (7.6)
\]

for some \( \delta > 0 \).
The proof of this theorem is provided in Appendix C.2. The condition (7.6) in the statement of the above theorem was proved as Lemma 2 in the baseline case. In order to accommodate a general class of first-stage estimators \( \hat{\gamma} \) and its interaction with \((A, B)\), however, we state this condition as a high-level assumption in the current extended framework. Primitive sufficient conditions for this condition will vary depending on applications of interest, but the condition can be proved by similar lines of argument to the proof of Lemma 2 in Appendix B.2.

8. SIMULATION STUDIES

In this section, we present simulation analysis for the proposed method. Consider the following extension to the setup described in Example 3. Let \( A \sim \text{Gamma}(0.50 + \epsilon, 0.50) | [0, 1] \) (the truncated Gamma distribution to \([0, 1]\)), where \( \epsilon \) is varied across simulations. Let \( B | A = a \sim N \left( \sum_{j=1}^{5} \gamma_j a^j, 0.50^2 \cdot a \right) \) where \( (\gamma_1, ..., \gamma_5)' = (0.50, ..., 0.10)' \). Throughout, the sample size is set to \( n = 500 \) and the trimming threshold \( h_n \) is fixed at 0.01, which is about the 10th percentile of the distribution of Gamma(0.50 + 0.01, 0.50) | [0, 1]. We compare the performance of the untrimmed sample mean \( \bar{E}_{n}[B/A] \), the trimmed mean \( \tilde{\theta}(h_n) \), and the bias-corrected trimmed mean \( \hat{\theta}(h_n) \) in this setting.

From the discussions in Example 3, it is for the values of \( \epsilon \in (0.00, 0.50) \) that the moment \( E[B/A] \) is well-defined, but the variance \( \text{Var}(B/A) \) does not exist. In other words, it is for this range where trimming improves the convergence rate of an estimator for \( E[B/A] \). Therefore, we vary \( \epsilon \) in this range for our simulation studies. Specifically, we run simulations for values of \( \epsilon \in \{0.10, 0.20, 0.30, 0.40\} \). The case of \( \epsilon = 0.10 \) yields the heaviest tail for the distribution of \( B/A \), where \( E[B/A] \) is well-defined while the variance does not exist. As \( \epsilon \) increases, the tail of the distribution of \( B/A \) becomes less heavy.

The sieve dimension \( K \) and the smoothness order \( k \) are set to \( K = k \in \{4, 5\} \). Recall from the discussion of Assumption 2 in Section 4.2 that an admissible choice of the trimming threshold is possible for \( k > 3 \). We thus consider \( K = k \geq 4 \). Note that the true data generating process has the fifth-order polynomial for \( m \). The case of \( K = 4 \), therefore, entails a nonzero approximation error by the fourth-order sieve estimator. On the other hand, the fifth-order sieve in the case of \( K = 5 \) correctly specifies the fifth-order polynomial \( m \). The purpose of using both these cases, \( K = 4 \) and \( K = 5 \), is to examine the potential effects of sieve approximation error on the bias-corrected trimmed mean estimator \( \hat{\theta}(h_n) \).

We first check the conclusion of Theorem 2 by simulations with these data generating designs. Recall that Theorem 2 states that the statistic \( (\hat{\theta}(h_n) - \theta_0) / \sqrt{\sigma(h_n)^2/n} \) converges in distribution to a standard normal random variable. Figure 1 illustrates kernel density plots of \( (\hat{\theta}(h_n) - \theta_0) / \sqrt{\sigma(h_n)^2/n} \) based on 100,000 Monte Carlo iterations under alternative data generating parameters as solid curves. We also draw the density of the limit standard normal distribution in dashed curves for convenience of making comparisons. Notice
that the kernel densities are reasonably close to the standard normal density in each case. These results support the statement of Theorem 2. In particular, these results demonstrate that the sampling variations in the higher-order derivative estimator \( \hat{m}^{(1)}(0), \ldots, \hat{m}^{(k-1)}(0) \) of the conditional expectation function \( m(\cdot) \) are incorporated in the asymptotic property stated in Theorem 2.

We next present estimation and inference results. Table 1 summarizes simulation results based on 100,000 Monte Carlo iterations. The simulated average, the simulated bias, the simulated root mean squared error (RMSE), and the simulated coverage frequency for the nominal level of 5% (95% Coverage) are reported for each of (I) the untrimmed sample mean \( \bar{E}_n [B/A] \), (II) the trimmed mean \( \tilde{\theta}(h_n) \), (III) the bias-corrected trimmed mean \( \hat{\theta}(h_n) \) under \( K = k = 4 \), and (IV) the bias-corrected trimmed mean \( \hat{\theta}(h_n) \) under \( K = k = 5 \).
Table 1. Simulation results based on 100,000 Monte Carlo iterations. The displayed statistics include the simulated average, the simulated bias, the simulated root mean squared error (RMSE), and the simulated coverage frequency for the nominal level of 5% (95% Coverage). Estimators used in simulations include (I) the untrimmed sample mean $\bar{E}_n[B/A]$, (II) the trimmed mean $\tilde{\theta}(h_n)$, (III) the bias-corrected trimmed mean $\hat{\theta}(h_n)$ under $K = k = 4$, and (IV) the bias-corrected trimmed mean $\hat{\theta}(h_n)$ under $K = k = 5$.

| $\epsilon$ | 0.100 | 0.200 | 0.300 | 0.400 |
|-------------|-------|-------|-------|-------|
| True $\theta_0$ | 0.409 | 0.400 | 0.392 | 0.385 |
| Average | (I) Sample mean | 0.191 | 0.415 | 0.386 | 0.378 |
| | (II) Trimmed mean | 0.368 | 0.372 | 0.372 | 0.370 |
| | (III) BCTM ($K = k = 4$) | 0.388 | 0.384 | 0.379 | 0.375 |
| | (IV) BCTM ($K = k = 5$) | 0.388 | 0.384 | 0.379 | 0.375 |
| Bias | (I) Sample mean | −0.218 | 0.015 | −0.006 | −0.006 |
| | (II) Trimmed mean | −0.041 | −0.028 | −0.020 | −0.015 |
| | (III) BCTM ($K = k = 4$) | −0.021 | −0.016 | −0.013 | −0.010 |
| | (IV) BCTM ($K = k = 5$) | −0.021 | −0.016 | −0.012 | −0.010 |
| RMSE | (I) Sample mean | 57.638 | 7.248 | 0.721 | 0.161 |
| | (II) Trimmed mean | 0.076 | 0.066 | 0.060 | 0.054 |
| | (III) BCTM ($K = k = 4$) | 0.071 | 0.063 | 0.058 | 0.053 |
| | (IV) BCTM ($K = k = 5$) | 0.072 | 0.064 | 0.058 | 0.053 |
| 95% Coverage | (I) Sample mean | 0.973 | 0.967 | 0.961 | 0.956 |
| | (II) Trimmed mean | 0.898 | 0.924 | 0.933 | 0.939 |
| | (III) BCTM ($K = k = 4$) | 0.927 | 0.938 | 0.941 | 0.944 |
| | (IV) BCTM ($K = k = 5$) | 0.922 | 0.936 | 0.942 | 0.945 |

Observe that the untrimmed sample mean (I) produces huge values of the root mean squared error, particularly when $\epsilon$ is small, i.e., when the distribution of $B/A$ has the heaviest tail. On the other hand, the trimmed mean (II) and the bias-corrected trimmed means, (III) and (IV), achieve much smaller values of the root mean squared error. Among these three well-performing estimators in terms of the RMSE, the bias-corrected estimators, (III) and (IV), further achieve smaller biases, smaller mean squared error, and more accurate coverages than the uncorrected estimator (II). There seems little difference between the estimator (III) based on $K = k = 4$ and the estimator (IV) based on $K = k = 5$. In summary, from these observations, we conclude that the bias-corrected trimmed means

---

12 The reported “bias” of the untrimmed sample mean (I) is also large for $\epsilon = 0.100$, but this is because the simulated bias (which differs from the “bias” formally defined by $E[\hat{\theta}] - E[B/A]$ for an estimator $\hat{\theta}$) suffers from large outliers in the heavy-tailed distribution.

13 On average, 33 observations (6.6%) are trimmed for the case of the heaviest tail, i.e., $\epsilon = 0.10$. 


perform better than the untrimmed sample mean or the trimmed mean. The effect of approximation error by the parsimonious specification \( K = k = 4 \) in (III) is negligible compared with the fully specified estimator (IV).

9. EMPIRICAL ILLUSTRATION

We illustrate our robust inference method with an empirical analysis of the dependence of firms on external finance in the U.S. manufacturing industry for the years 2000–2010. The external dependence for a firm is defined as a ratio of external borrowing to capital expenditures. It indicates the extent to which manufacturing firms need external finance. This ratio has been used in the economic growth literature (e.g., Rajan and Zingales (1998) use the external dependence to identify which industrial sectors can benefit more from financial development.

We use the Compustat database (Fundamentals Annual) for the years 2000–2010. We focus on U.S. manufacturing firms excluding the food industry, i.e., Standard Industry Classification (SIC) Code ranging between 2100 and 3999. Following Rajan and Zingales (1998), we construct a proxy for the firm’s dependence via the ratio of external borrowing to capital expenditures. Specifically, the variable \( A \) represents the capital expenditures (CAPX), and the variable \( B \) represents the \( \text{CAPX} - \text{cash flows from operations (FOPT)} \). The observations with missing \( A \) or \( B \) are dropped. The samples consist of sizes \( n = 2,008, 1,844, 1,771, 1,699, 1,645, 1,583, 1,481, 1,386, 1,289, 1,214, \) and \( 1,179 \) for the years 2000–2010, respectively.

Figure 2 displays estimates of the mean and median of \( B/A \) on the vertical axis plotted against the list of years 2000–2010 on the horizontal axis. The shades indicate 99% confidence intervals. The top left graph shows the result for the mean \( \mathbb{E}[B/A] \) using the naïve sample mean \( \mathbb{E}_n[B/A] \). The top right graph shows the result for the median using the sample median. The bottom left graph shows the result for the trimmed sample mean \( \tilde{\theta}(h_n) \) without bias correction. The bottom right graph shows the result for the mean \( \mathbb{E}[B/A] \) using our proposed method of the bias-corrected trimmed sample mean \( \hat{\theta}(h_n) \). Here, \( h_n \) and \( K \) are chosen according to the procedure in Sections 6.2 and 6.3. Since the result for \( \mathbb{E}_n[B/A] \) has a range different from the others in Figure 2, we provide a rescaled version of the figure for \( \mathbb{E}_n[B/A] \) in Figure 3.

Not surprisingly, the naïve sample mean yields huge confidence intervals, and does not provide informative inference results. The median on the other hand is robust against outliers, and it provides more informative inference results. The trimmed sample mean without bias correction shows that the mean is in fact rather close to the median than that indicated by the naïve sample mean. The bias-corrected trimmed sample mean exhibits a slightly different trajectory than the

\[ \text{As in Rajan and Zingales (1998), for the firms with the format code 7 (SCF=7), we cannot observe FOPT and therefore impute the sum of IBC, DPC, TXDC, ESUBC, SPPIV, and FOPO instead.} \]
Figure 2. 99% confidence intervals for the mean/median of the external financial dependence in the U.S. manufacturing industry for years 2000–2010. The top left graph shows the result for the mean $E[\frac{B}{A}]$ using the naïve sample mean $E_n[\frac{B}{A}]$, the top right graph shows the result for the median using the sample median, the bottom left graph shows the result for the mean $E[\frac{B}{A}]$ using the trimmed sample mean $\tilde{\theta}(h_n)$, and the bottom right graph shows the result for the mean $E[\frac{B}{A}]$ using the bias-corrected trimmed mean $\hat{\theta}(h_n)$. $h_n$ and $K$ are chosen according to the procedure in Sections 6.2 and 6.3.

Trimmed sample mean without bias correction, and shows that external financial dependence is smaller during the times of recessions, such as 2002 and the Great Recession of 2007–2009.

10. CONCLUSION

This paper proposes a new method of estimation and inference for moments of ratios of the form $E[\frac{B}{A}]$. By taking advantage of the smooth joint distribution between the numerator $B$ and the denominator $A$, we propose to correct the bias of a denominator-based-trimmed mean of $\frac{B}{A}$ with a wider range of trimming thresholds. The wider range offers greater insensitivity of valid inference to the exact trimming level. Precisely, the admissible upper bound of the trimming
threshold $h_n$ can be as slow as to the order of $n^{-1/(2(k-1))}$. Further, the validity of inference under such large trimming thresholds entails that reduced variances can be achieved without incurring nonnegligible trimming bias. We formally show, as its consequence, that greater smoothness of the conditional expectation function $a \mapsto \mathbb{E}[B|A = a]$ allows for faster convergence rates of the estimator. We demonstrate that the proposed method is applicable to the cases where the distribution of $B/A$ has a heavy tail and thus a naïve sample mean converges slowly.

**Figure 3.** The top left graph in Figure 2 with a widened range of external dependence. Displayed are the naïve sample mean $\mathbb{E}_n[B/A]$ and its 99% confidence interval.
A. Proofs of the Main Results

A.1. Proof of Theorem 1: Bias Characterization

Proof. For a small enough, the Taylor expansion of \( m \) around 0 yields

\[
m(a) = \sum_{\kappa=1}^{k-1} \frac{a^\kappa}{\kappa!} m^{(\kappa)}(0) + \frac{a^k}{(k-1)!} \int_0^1 (1-t)^{k-1} m^{(k)}(ta)dt \tag{A.1}
\]

under Assumption 1 (i)–(ii). We can now rewrite \( \theta_0 - \theta(h_n) = \mathbb{E}\left[ \frac{B}{A} \cdot 1\{0 < A < h_n\} \right] \) as

\[
\mathbb{E}\left[ \frac{B}{A} \cdot 1\{0 < A < h_n\} \right] = \mathbb{E}\left[ \frac{m(A)}{A} \cdot 1\{0 < A < h_n\} \right]
\]

\[
= \sum_{\kappa=1}^{k-1} \frac{A^{\kappa-1}}{\kappa!} \cdot \mathbb{E}\left[ m^{(\kappa)}(0) \right] + \mathbb{E}\left[ A^{k-1} \cdot \int_0^1 (1-t)^{k-1} m^{(k)}(ta)dt \cdot 1\{0 < A < h_n\} \right]
\]

where the first equality follows from the law of iterated expectations, and the second equality follows from (A.1). Therefore, the claimed equality follows.

\[\blacksquare\]

A.2. Proof of Theorem 2: Asymptotic Distribution

Proof. First, note that the equality derived in Lemma 2 in Appendix B.2 is equivalent to Lyapunov’s condition

\[
\frac{n^{\delta/2} \mathbb{E}\left[ (Z(h_n) - \mathbb{E}[Z(h_n)])^{2+\delta} \right]}{(2+\delta)/2} = o(1)
\]

in particular for \( \delta = 2 > 0 \). Therefore, by Lyapunov’s central limit theorem, we have

\[
\frac{(\mathbb{E}_n - \mathbb{E})[Z(h_n)]}{\sqrt{\text{Var}(Z(h_n))/n}} \overset{d}{\to} \mathcal{N}(0, 1) \tag{A.2}
\]

under Assumptions 1 (iii)–(iv), 2, and 3 (iii) invoked in Lemma 2. Next, observe that

\[
\frac{(\mathbb{E}_n - \mathbb{E})[Z(h_n)]}{\sqrt{\text{Var}(Z(h_n))/n}} = \frac{\hat{\theta}(h_n) - \theta_0}{\sqrt{\text{Var}(Z(h_n))/n}} + o_p(1) = \frac{\hat{\theta}(h_n) - \theta_0}{\sqrt{\text{Var}(Z(h_n))/n}} + o_p(1), \tag{A.3}
\]

where the first equality is due to Lemma 1 in Appendix B.1 under Assumptions 1 (i)–(iii), 2 (i), and 3, and the second equality holds because \( \text{Var}(Z(h_n)) \) is bounded away from zero. Applying Slutsky’s theorem to (A.2) and (A.3) yields the result claimed in the theorem. \[\blacksquare\]
A.3. Proof of Proposition 1: Negligible Variance of the Bias Estimator

Proof. Since \( \text{Var} \left( \frac{B}{A} \cdot 1 \{ A \geq h_n \} \right) \) is bounded away from zero and \( \mathbb{E} \left[ \frac{B}{A} \cdot 1 \{ A \geq h_n \} \right] = O(1) \), it suffices to show that

\[
\frac{\mathbb{E} \left[ (c(h_n) \psi)^2 \right]}{\mathbb{E} \left[ B^2 \cdot 1 \{ A \geq h_n \} \right]} = o(1).
\] (A.4)

First, note that

\[
\mathbb{E} \left[ A^{\kappa-1} 1 \{ 0 < A < h_n \} \right] = \alpha \cdot \int_0^{h_n} a^{\kappa-1} a^{\alpha-1} da = \alpha \cdot \int_0^{h_n} a^{\alpha + \kappa - 2} da = \frac{\alpha \cdot h_n^{\alpha + \kappa - 1}}{\alpha + \kappa - 1}.
\]

and therefore,

\[
\mathbb{E} \left[ (c(h_n) \psi)^2 \right]^{1/2} \leq \sum_{\kappa=1}^{k-1} \mathbb{E} \left[ \left( \frac{\mathbb{E} \left[ A^{\kappa-1} 1 \{ 0 < A < h_n \} \right]}{\kappa!} \psi_{\kappa} \right)^2 \right]^{1/2} = \sum_{\kappa=1}^{k-1} \mathbb{E} \left[ \left( \frac{\alpha \cdot h_n^{\alpha + \kappa - 1}}{\kappa! \cdot (\alpha + \kappa - 1)} \psi_{\kappa} \right)^2 \right]^{1/2} = \sum_{\kappa=1}^{k-1} \frac{\alpha \cdot h_n^{\alpha}}{\kappa! \cdot (\alpha + \kappa - 1)} \mathbb{E} \left[ (h_n^{\kappa-1} \psi_{\kappa})^2 \right]^{1/2},
\] (A.5)

where the inequality is due to Minkowski’s inequality. The rest of the proof branches into two cases depending on \( \alpha \geq 1 \) or \( \alpha < 1 \).

Case 1: \( \alpha \geq 1 \). In this case,

\[
\mathbb{E} \left[ (c(h_n) \psi)^2 \right] = \sum_{\kappa=1}^{k-1} O\left( h_n^{2\alpha} \right) \cdot \mathbb{E} \left[ (h_n^{\kappa-1} \psi_{\kappa})^2 \right] = \sum_{\kappa=1}^{k-1} O\left( h_n^{1+\alpha} \right) \cdot \mathbb{E} \left[ (h_n^{\kappa-1} \psi_{\kappa})^2 \right] = o(1),
\]

where the first equality is due to (A.5), the second equality is due to \( \alpha \geq 1 \), and the last equality follows from the condition in the statement of the lemma. This establishes (A.4).

Case 2: \( \alpha < 1 \). The denominator of (A.4) can be computed as follows.

\[
\mathbb{E} \left[ \frac{B^2}{A^2} \cdot 1 \{ A \geq h_n \} \right] = \mathbb{E} \left[ \frac{v(A)}{A^2} \cdot 1 \{ A \geq h_n \} \right] = \alpha \cdot \int_{h_n}^1 v(a) a^{\alpha - 3} da
\]

\[
= \alpha \cdot v(0) \cdot \int_{h_n}^1 a^{\alpha - 3} da + \alpha \cdot v(0) \cdot \int_{h_n}^1 a^{\alpha - 2} da + \frac{\alpha \cdot v(0) \cdot (1-t)^2 \cdot v(3)(ta) \cdot a^{\alpha} dt da}{2}.
\]
= $\frac{\alpha \cdot v(0) \cdot (1 - h_n^{\alpha - 2})}{\alpha - 2} + \frac{\alpha \cdot v(1)(0) \cdot (1 - h_n^{\alpha - 1})}{\alpha - 1}$

$+ \frac{v^{(2)}(0) \cdot (1 - h_n^{\alpha - 2})}{2} + \frac{\alpha \cdot v(3)(ta) \cdot a^\alpha dtda}{2} \int_{h_n}^{1} \int_{0}^{1} (1 - t)^2 \cdot v(3)(ta) \cdot a^\alpha dtda$

$= - \frac{\alpha \cdot v(0) \cdot h_n^{\alpha - 2}}{\alpha - 2} - \frac{\alpha \cdot v(1)(0) \cdot h_n^{\alpha - 1}}{\alpha - 1} + \frac{\alpha \cdot v(0)}{\alpha - 2}$

$+ \frac{\alpha \cdot v(1)(0)}{\alpha - 1} + \frac{v^{(2)}(0)}{2} + \frac{\alpha}{2} \cdot \int_{0}^{1} \int_{0}^{1} (1 - t)^2 \cdot v(3)(ta) \cdot a^\alpha dtda$

$+ o(1),$

where the first equality is due to the law of iterated expectations, the second equality is due to $F(A(a) = a^\alpha$, the third equality is due to Taylor expansion under the condition in the statement of the lemma, and the remaining lines execute calculations. Since $v(0) \neq 0$ or $v^{(1)}(0) \neq 0$ by the condition in the statement of the lemma, it follows that

$$E \left[ B \cdot \mathbb{1}\{A \geq h_n\} \right]^{-1} = O(h_n^{1-\alpha}).$$

By (A.5), therefore,

$$\frac{E[(c(h_n)'\psi)^2]}{E[B^2 \cdot \mathbb{1}\{A \geq h_n\}]} = \sum_{k=1}^{k-1} O(h_n^{1+\alpha})E \left[ (h_n^{k-1}\psi_k)^2 \right] = o(1).$$

This establishes (A.4).

### A.4. Proof of Proposition 2: Faster Convergence Rates

**Proof.** Note that Assumption 2 holds for the given sequence $h_n$ and given $k$. By Lemma 1, it suffices to show $E \left[ Z(h_n)^2 \right]^{1/2} = O(n^\eta)$. By the triangular inequality,

$$E \left[ Z(h_n)^2 \right]^{1/2} \leq E \left[ \frac{B^2}{A^2} \cdot \mathbb{1}\{A \geq h_n\} \right]^{1/2} + E \left[ (c(h_n)'\psi)^2 \right]^{1/2}.$$  

Since $E \left[ \frac{B^2}{A^2} \cdot \mathbb{1}\{A \geq h_n\} \right] = O(1)$, we have

$$E \left[ \frac{B^2}{A^2} \cdot \mathbb{1}\{A \geq h_n\} \right]^{1/2} = O(h_n^{-1}) = O(n^\eta).$$

Moreover,

$$E \left[ (c(h_n)'\psi)^2 \right]^{1/2} \leq \|c(h_n)\| E \left[ \|\psi\|^2 \right]^{1/2} = O(n^\eta),$$

where the last equality uses $\|c(h_n)\| = O(1)$.
A.5. Proof of Proposition 3: Data-Dependent Trimming Threshold

Proof. By Theorem 2 and $1/\sigma(h_n) = O(1)$, it suffices to show $\hat{\theta}(\hat{h}_n) - \hat{\theta}(h_n) = o_p(n^{-1/2})$. By equations (5.4) and (5.5), it is sufficient to show

$$\sup_{\hat{h}^1, \hat{h}^2 \in [h_{n,L}, h_{n,U}]} |\hat{\theta}(\hat{h}^1) - \hat{\theta}(\hat{h}^2)| = o_p(n^{-1/2}).$$

By equation (2.5)

$$\hat{\theta}(\hat{h}^1) - \hat{\theta}(\hat{h}^2) = \mathbb{E}_n \left[ \left( \frac{B}{A} - \sum_{\kappa = 1}^{k-1} \frac{A^{\kappa-1}}{\kappa!} \cdot \hat{m}^{(\kappa)}(0) \right) \cdot \mathbb{1}\{\hat{h}^1 \leq A < \hat{h}^2\} \right]$$

$$- \mathbb{E}_n \left[ \left( \frac{B}{A} - \sum_{\kappa = 1}^{k-1} \frac{A^{\kappa-1}}{\kappa!} \cdot \hat{m}^{(\kappa)}(0) \right) \cdot \mathbb{1}\{\hat{h}^2 \leq A < \hat{h}^1\} \right]$$

$$= \mathbb{E}_n \left[ \left( \frac{B}{A} - \sum_{\kappa = 1}^{k-1} \frac{A^{\kappa-1}}{\kappa!} \cdot m^{(\kappa)}(0) \right) \cdot \mathbb{1}\{\hat{h}^1 \leq A < \hat{h}^2\} \right]$$

$$- \mathbb{E}_n \left[ \left( \frac{B}{A} - \sum_{\kappa = 1}^{k-1} \frac{A^{\kappa-1}}{\kappa!} \cdot m^{(\kappa)}(0) \right) \cdot \mathbb{1}\{\hat{h}^2 \leq A < \hat{h}^1\} \right]$$

$$- \sum_{\kappa = 1}^{k-1} \mathbb{E}_n \left[ \frac{A^{\kappa-1}}{\kappa!} \cdot \mathbb{1}\{\hat{h}^1 \leq A < \hat{h}^2\} \right] \cdot (\hat{m}^{(\kappa)}(0) - m^{(\kappa)}(0))$$

$$+ \sum_{\kappa = 1}^{k-1} \mathbb{E}_n \left[ \frac{A^{\kappa-1}}{\kappa!} \cdot \mathbb{1}\{\hat{h}^2 \leq A < \hat{h}^1\} \right] \cdot (\hat{m}^{(\kappa)}(0) - m^{(\kappa)}(0)).$$

By Assumption 3, it follows that

$$\hat{\theta}(\hat{h}^1) - \hat{\theta}(\hat{h}^2) = \mathbb{E}_n \left[ \left( \frac{B}{A} - \sum_{\kappa = 1}^{k-1} \frac{A^{\kappa-1}}{\kappa!} \cdot m^{(\kappa)}(0) \right) \cdot \mathbb{1}\{\hat{h}^1 \leq A < \hat{h}^2\} \right]$$

$$- \mathbb{E}_n \left[ \left( \frac{B}{A} - \sum_{\kappa = 1}^{k-1} \frac{A^{\kappa-1}}{\kappa!} \cdot m^{(\kappa)}(0) \right) \cdot \mathbb{1}\{\hat{h}^2 \leq A < \hat{h}^1\} \right]$$

$$+ o_p(n^{-1/2}).$$

First, we are going to show

$$\sup_{\hat{h}^1, \hat{h}^2 \in [h_{n,L}, h_{n,U}]} \left| \mathbb{E} \left[ \left( \frac{B}{A} - \sum_{\kappa = 1}^{k-1} \frac{A^{\kappa-1}}{\kappa!} \cdot m^{(\kappa)}(0) \right) \cdot \mathbb{1}\{\hat{h}^1 \leq A < \hat{h}^2\} \right] \right| = o(n^{-1/2}).$$
By the law of iterated expectations and equation (A.1),
\[
\mathbb{E} \left[ \left( \frac{B}{A} - \sum_{\kappa=1}^{k-1} \frac{A^{\kappa-1}}{\kappa!} \cdot m^{(\kappa)}(0) \right) \cdot \mathbb{1}\{\hat{h}^1 \leq A < \hat{h}^2\} \right] = \mathbb{E} \left[ \left( \frac{m(A)}{A} - \sum_{\kappa=1}^{k-1} \frac{A^{\kappa-1}}{\kappa!} \cdot m^{(\kappa)}(0) \right) \cdot \mathbb{1}\{\hat{h}^1 \leq A < \hat{h}^2\} \right] = \mathbb{E} \left[ \frac{A^{k-1}}{(k-1)!} \cdot \int_0^1 (1-t)^{k-1} m^{(k)}(tA) dt \cdot \mathbb{1}\{\hat{h}^1 \leq A < \hat{h}^2\} \right].
\]

Therefore, we have
\[
\mathbb{E} \left[ \left( \frac{B}{A} - \sum_{\kappa=1}^{k-1} \frac{A^{\kappa-1}}{\kappa!} \cdot m^{(\kappa)}(0) \right) \cdot \mathbb{1}\{\hat{h}^1 \leq A < \hat{h}^2\} \right] \leq \frac{h^{-k}}{(k-1)!} \cdot \sup_{a \leq \hat{h}} \int_0^1 (1-t)^{k-1} m^{(k)}(tA) dt \cdot \mathbb{E} \left[ \mathbb{1}\{A < \hat{h}^2\} \right],
\]
and thus
\[
\sup_{\hat{h}^1, \hat{h}^2 \in [h_{n,L}, h_{n,U}]} \mathbb{E} \left[ \left( \frac{B}{A} - \sum_{\kappa=1}^{k-1} \frac{A^{\kappa-1}}{\kappa!} \cdot m^{(\kappa)}(0) \right) \cdot \mathbb{1}\{\hat{h}^1 \leq A < \hat{h}^2\} \right] = O(h_n^{-k} \mathbb{E} \left[ \mathbb{1}\{A < h_{n,U}\} \right]) = o(n^{-1/2}),
\]
where the first equality is due to Assumption 1 (i)–(ii), and the second equality is due to Assumptions 1 (iii) and 2 (i).

Next, we are going to show
\[
\sup_{\hat{h}^1, \hat{h}^2 \in [h_{n,L}, h_{n,U}]} \left| \mathbb{E}_n - \mathbb{E} \left[ \left( \frac{B}{A} - \sum_{\kappa=1}^{k-1} \frac{A^{\kappa-1}}{\kappa!} \cdot m^{(\kappa)}(0) \right) \cdot \mathbb{1}\{\hat{h}^1 \leq A < \hat{h}^2\} \right] \right| = o_p(n^{-1/2}).
\]

Define the function class
\[
\mathcal{F} = \left\{ (A,B) \mapsto \left( \frac{B}{A} - \sum_{\kappa=1}^{k-1} \frac{A^{\kappa-1}}{\kappa!} \cdot m^{(\kappa)}(0) \right) \cdot \mathbb{1}\{\hat{h}^1 \leq A < \hat{h}^2\} : (\hat{h}^1, \hat{h}^2) \in [h_{n,L}, h_{n,U}^2] \right\}
\]
with the envelope $F$ given by
\[
F(A,B) = \left| \frac{B}{A} - \sum_{\kappa=1}^{k-1} \frac{A^{\kappa-1}}{\kappa!} \cdot m^{(\kappa)}(0) \right| \cdot \mathbb{1}\{h_{n,L} \leq A < h_{n,U}\}.
\]
Note that the function class $\mathcal{F}$ is of VC type with a finite VC dimension. Moreover, note that
\[
\mathbb{E}[F(A, B)^2]^{1/2} = o(1) \quad \text{and} \quad \mathbb{E} \left[ \max_{i=1, \ldots, n} F(A_i, B_i)^2 \right]^{1/2} = o(n^{1/2}),
\]
because
\[
\mathbb{E}[F(A, B)^2]^{1/2} \leq \frac{\mathbb{E} \left[ B^2 \cdot 1\{h_n, L \leq A < h_n, U\} \right]^{1/2}}{h_n, L} + \sum_{\kappa=1}^{k-1} \frac{h_n^k U^{-1}}{\kappa!} \cdot m^{(\kappa)}(0) \mathbb{E} \left[ 1\{A < h_n, U\} \right]^{1/2} = o(1) \quad \text{and}
\]
\[
\mathbb{E} \left[ \max_{i=1, \ldots, n} F(A_i, B_i)^2 \right]^{1/2} \leq n^{1/2} \mathbb{E} \left[ F(A_i, B_i)^2 \right]^{1/2} = \frac{n^{1/2} \mathbb{E} \left[ B^2 \cdot 1\{h_n, L \leq A < h_n, U\} \right]^{1/2}}{h_n, L} + n^{1/2} \sum_{\kappa=1}^{k-1} \frac{h_n^k U^{-1}}{\kappa!} \cdot m^{(\kappa)}(0) \mathbb{E} \left[ 1\{A < h_n, U\} \right]^{1/2} = o(n^{1/2}),
\]

under equations (5.2) and (5.3). Applying Corollary 5.1 of Chernozhukov, Chetverikov, and Kato (2014) with all these characteristics, we obtain
\[
\mathbb{E} \left[ \sup_{\tilde{h}^1, \tilde{h}^2 \in [h_n, L, h_n, U]} \left( \mathbb{E}_n - \mathbb{E} \right) \left[ \left( \frac{B - \sum_{\kappa=1}^{k-1} A^\kappa \frac{U^{-1}}{\kappa!} \cdot m^{(\kappa)}(0)}{A} \right) \cdot 1\{\tilde{h}^1 \leq A < \tilde{h}^2\} \right] \right] = n^{-1/2} O \left( \sqrt{2 \mathbb{E}[F(A, B)^2]} + \frac{2 \mathbb{E} \left[ \max_{i=1, \ldots, n} F(A_i, B_i)^2 \right]^{1/2}}{\sqrt{n}} \right) = o(n^{-1/2}).
\]

It completes the proof of this theorem.

\section*{A.6. Proof of Corollary 1: Asymptotic Distribution with Estimated Variance}

\textbf{Proof.} The statement follows from Theorem 2, Lemma 3, and Lemma 4.
B. Auxiliary Lemmas for the Main Results

B.1. Linear Representation

LEMMA 1 (Linear Representation). If Assumptions 1 (i)–(iii), 2 (i), and 3 are satisfied, then
\[ \hat{\theta}(h_n) - \theta_0 = (\mathbb{E}_n - \mathbb{E}) [Z(h_n)] + o_p(n^{-1/2}). \]

Proof. First, we write
\[ (\mathbb{E}_n - \mathbb{E}) [Z(h_n)] = (\tilde{\theta}(h_n) + c(h_n') \mathbb{E} [\psi]) - (\theta(h_n) + c(h_n') \mathbb{E} [\psi]) \]
by the definitions of \( \theta(h_n) \) and \( \tilde{\theta}(h_n) \). Rearranging terms and applying Assumption 3 (ii), we in turn obtain
\[ \tilde{\theta}(h_n) + (c(h_n') \mathbb{E} [\psi] + \theta_0 - \theta(h_n)) - \theta_0 = (\mathbb{E}_n - \mathbb{E}) [Z(h_n)]. \]
Thus, in order to show the equality claimed in the lemma, it suffices to show
\[ c(h_n') \mathbb{E} [\psi] + \theta_0 - \theta(h_n) = -\lambda(h_n) + o_p(n^{-1/2}). \] (B.1)

By the definition of \( \hat{\lambda}(h_n) \) given in (2.4) and by applying Theorem 1 under Assumption 1 (i)–(ii), we obtain
\[ \theta_0 - \theta(h_n) + \hat{\lambda}(h_n) = - \sum_{\kappa=1}^{k-1} \mathbb{E} \left[ A^{k-1} \cdot 1 \{ 0 < A < h_n \} \right] \cdot \left( \hat{m}^{(k)}(0) - m^{(k)}(0) \right) \] (B.2)
\[ - \sum_{\kappa=1}^{k-1} \frac{(\mathbb{E}_n - \mathbb{E}) [A^{k-1} \cdot 1 \{ 0 < A < h_n \}]}{\kappa!} \cdot \hat{m}^{(k)}(0) \] (B.3)
\[ + \frac{\mathbb{E} \left[ A^{k-1} \cdot 1 \{ 0 < A < h_n \} \cdot \int_0^1 (1-t)^{k-1} m^{(k)}(tA) dt \right]}{(k-1)!}. \] (B.4)

The first term (B.2) can be rewritten as
\[ - \sum_{\kappa=1}^{k-1} \mathbb{E} \left[ A^{k-1} \cdot 1 \{ 0 < A < h_n \} \right] \cdot \left( \hat{m}^{(k)}(0) - m^{(k)}(0) \right) \]
\[ = - \sum_{\kappa=1}^{k-1} \mathbb{E} \left[ A^{k-1} \cdot 1 \{ 0 < A < h_n \} \right] \cdot \mathbb{E}_n [\psi_{\kappa}] + o_p \left( n^{-1/2} \right) = -c(h_n') \mathbb{E}_n [\psi] + o_p \left( n^{-1/2} \right) \] (B.5)

where the first equality is due to Assumption 3 (i), and the second equality is due to the definition of \( c(h_n) \) in (3.2). To evaluate the second term (B.3), note that
\[ (\mathbb{E}_n - \mathbb{E}) [A^{k-1} \cdot 1 \{ 0 < A < h_n \}] = O_p \left( n^{-1/2} h_n^{k-1} \mathbb{E}[1 \{ 0 < A < h_n \}] \right) \] (B.6)
for each $\kappa \in \{1, \ldots, k - 1\}$, and
\[
\hat{m}^{(\kappa)}(0) = m^{(\kappa)}(0) + \mathbb{E}_n [\psi_{\kappa}] + o_p \left( n^{-1/2} h_n^{-\kappa+1} \right) = O_p \left( \max \{ 1, n^{-1/4} h_n^{-\kappa+1} \} \right) \tag{B.7}
\]
for each $\kappa \in \{1, \ldots, k - 1\}$ by Assumptions 1 (i)–(ii) and 3. (Note that Assumption 3 (ii)–(iii) implies $\mathbb{E}_n [\psi_{\kappa}] = O_p \left( n^{-1/4} h_n^{-\kappa+1} \right)$.) Equations (B.6) and (B.7) together yield
\[
- \sum_{\kappa=1}^{k-1} \left( \mathbb{E}_n - \mathbb{E} \right) \left[ A^{k-1} \cdot \mathbb{I} \{ 0 < A < h_n \} \right] \cdot \hat{m}^{(\kappa)}(0) = o_p \left( n^{-1/2} \right) \tag{B.8}
\]
under Assumptions 1 (iii) and 2 (i). (Note that Assumptions 1 (iii) and 2 (i) imply $\mathbb{E}[\mathbb{I} \{ 0 < A < h_n \}] = o(1)$ by the dominated convergence theorem.) The third term (B.4) is
\[
\mathbb{E} \left[ A^{k-1} \cdot \mathbb{I} \{ 0 < A < h_n \} \cdot \int_0^1 (1-t)^{k-1} m^{(k)}(tA) \, dt \right] = O \left( h_n^{k-1} \cdot \mathbb{E}[\mathbb{I} \{ 0 < A < h_n \}] \right) \tag{B.9}
\]
where the first equality is due to Assumption 1 (i)–(ii), and the second equality is due to Assumptions 1 (iii) and 2 (i). Substituting (B.5), (B.8), and (B.9) in (B.2), (B.3), and (B.4), respectively, we obtain (B.1) as desired.

\textbf{Remark 2.} Note that our assumptions are designed to imply remaining biases of order $o(n^{-1/2})$, e.g., equation (B.9) in the proof of Lemma 1 above. This order of the remaining biases guarantees an asymptotically negligible approximation error for the case of finite variance where the convergence rate is the fastest ever possible. With this said, we remark that these assumptions can be stronger than necessary in case of infinite variance, as the convergence rate of the trimmed mean may be much slower than the usual $\sqrt{n}$-rate (cf. Khan and Tamer, 2010).

\textbf{B.2. $L^4$-$L^2$ Ratio}

\textbf{Lemma 2 ($L^4$-$L^2$ Ratio).} If Assumptions 1 (iii)–(iv), 2, and 3 (iii) are satisfied, then
\[
\frac{\mathbb{E} \left[ (Z(h_n) - \mathbb{E}[Z(h_n)])^4 \right]^{1/4}}{\mathbb{E} \left[ (Z(h_n) - \mathbb{E}[Z(h_n)])^2 \right]^{1/2}} = o \left( n^{1/4} \right),
\]
provided that $\text{Var}(Z(h_n))$ is bounded away from zero.

\textbf{Proof.} Observe that
\[
\begin{align*}
n^{-1/4} \mathbb{E} \left[ Z(h_n)^4 \right]^{1/4} & \leq n^{-1/4} \mathbb{E} \left[ \frac{B^4}{A^4} \cdot \mathbb{I} \{ A \geq h_n \} \right]^{1/4} + n^{-1/4} \mathbb{E} \left[ (c(h_n)^4 \psi)^4 \right]^{1/4} \\
& \leq n^{-1/4} h_n^{-1} \cdot \mathbb{E} \left[ \frac{B^4}{A^4} \right]^{1/4} + n^{-1/4} \mathbb{E} \left[ (c(h_n)^4 \psi)^4 \right]^{1/4} \\
& = O \left( n^{-1/4} h_n^{-1} \right) + O \left( \mathbb{E}[\mathbb{I} \{ 0 < A < h_n \}] \right) = o(1), \tag{B.10}
\end{align*}
\]
where the first inequality is due to Minkowski inequality with the definition of $Z(h_n)$ given in (3.1), the first equality is due to Assumptions 1 (iv) and 3 (iii), and the last equality is due to Assumptions 1 (iii) and 2. (Note that Assumptions 1 (iii) and 2 (i) imply $\text{Var} Z$ is bounded away from zero, the equality claimed in the lemma follows.)

**B.3. Variance Estimation**

**Lemma 3.** If Assumptions 1 (iii)–(iv), 2, and 3 (iii) are satisfied, then

\[
\left| \frac{E_n[(Z(h_n) - E[Z(h_n)])^2]}{\text{Var}(Z(h_n))} - 1 \right| = o_p(1)
\]

provided that $\text{Var}(Z(h_n))$ is bounded away from zero.

**Proof.** First, note that we have

\[
\text{Var} \left( \frac{(E_n - E)[(Z(h_n) - E[Z(h_n)])^2]}{\text{Var}(Z(h_n))} \right) = \frac{\text{Var}((Z(h_n) - E[Z(h_n)])^2)}{n \cdot \text{Var}(Z(h_n))^2}
\]

\[
= \frac{E[(Z(h_n) - E[Z(h_n)])^4] - E[(Z(h_n) - E[Z(h_n)])^2]^2}{n \cdot \text{Var}(Z(h_n))^2}
\]

\[
= \frac{E[(Z(h_n) - E[Z(h_n)])^4]}{n \cdot E[(Z(h_n) - E[Z(h_n)])^2]^2} - \frac{1}{n} = o(1),
\]

where the last equality is due to Lemma 2 under Assumptions 1 (iii)–(iv), 2, and 3 (iii), since $\text{Var}(Z(h_n))$ is bounded away from zero. Therefore,

\[
(E_n - E) \left[ \frac{(Z(h_n) - E[Z(h_n)])^2}{\text{Var}(Z(h_n))} \right] = o_p(1). \tag{B.11}
\]

Second, note that we have

\[
\text{Var} \left( \frac{Z(h_n) - E[Z(h_n)]}{\sqrt{\text{Var}(Z(h_n))}} \right) = \frac{\text{Var}(Z(h_n) - E[Z(h_n)])}{n \cdot \text{Var}(Z(h_n))} = \frac{1}{n}.
\]

Therefore,

\[
E_n \left[ \frac{Z(h_n) - E[Z(h_n)]}{\sqrt{\text{Var}(Z(h_n))}} \right] = o_p \left( n^{-1/2} \right). \tag{B.12}
\]

Third, we have

\[
E_n[(Z(h_n) - E[Z(h_n)])^2] = E_n[(Z(h_n) - E[Z(h_n)])^2 + E[Z(h_n)] - E_n[Z(h_n)]^2]
\]

\[
= E_n[(Z(h_n) - E[Z(h_n)])^2 + E[Z(h_n) - E_n[Z(h_n)] - E_n[Z(h_n)]]^2]
\]

\[
= E_n[(Z(h_n) - E[Z(h_n)])^2] - E_n[Z(h_n) - E[Z(h_n)]]^2. \tag{B.13}
\]
Combining the three auxiliary results above, we obtain

\[
\frac{\mathbb{E}_n[(Z(h_n) - \mathbb{E}_n[Z(h_n)])^2]}{\text{Var}(Z(h_n))} - 1 = \frac{(\mathbb{E}_n - \mathbb{E})[(Z(h_n) - \mathbb{E}[Z(h_n)])^2] - \mathbb{E}_n[Z(h_n) - \mathbb{E}[Z(h_n)]]^2}{\text{Var}(Z(h_n))}
\]

\[
= (\mathbb{E}_n - \mathbb{E}) \left[ \frac{(Z(h_n) - \mathbb{E}[Z(h_n)])^2}{\text{Var}(Z(h_n))} \right] - \mathbb{E}_n \left[ \frac{Z(h_n) - \mathbb{E}[Z(h_n)]}{\sqrt{\text{Var}(Z(h_n))}} \right]^2
\]

\[
= o_p(1),
\]

where the first equality is due to (B.13), and the last equality is due to (B.11) and (B.12). The equality claimed in the lemma follows.

**B.4. Estimated Influence Function in Variance Estimation**

**Lemma 4.** If Assumption 3’ is satisfied, then

\[
\left| \frac{\mathbb{E}_n[\hat{Z}(h_n)^2] - \mathbb{E}_n[Z(h_n)]^2}{\mathbb{E}_n[Z(h_n)^2] - \mathbb{E}_n[Z(h_n)]^2} - 1 \right| = o_p(1)
\]

provided that \(\text{Var}(Z(h_n))\) is bounded away from zero.

**Proof.** Since \(0 \leq A^{k-1} \cdot 1\{0 < A < h_n\} \leq 1\) for each \(\kappa \in \{0, ..., k-2\}\) for sufficiently small \(h_n\), we have

\[
\|\hat{c}(h_n)\| = \left\| \begin{pmatrix}
\mathbb{E}_n[1\{0 < A < h_n\}]/1!
\mathbb{E}_n[A \cdot 1\{0 < A < h_n\}]/2!
\vdots
\mathbb{E}_n[A^{k-2} \cdot 1\{0 < A < h_n\}]/(k-1)!
\end{pmatrix} \right\| = O_p(1) \quad (B.14)
\]

and

\[
\hat{c}(h_n) - c(h_n) = \begin{pmatrix}
(\mathbb{E}_n - \mathbb{E})[1\{0 < A < h_n\}]/1!
(\mathbb{E}_n - \mathbb{E})[A \cdot 1\{0 < A < h_n\}]/2!
\vdots
(\mathbb{E}_n - \mathbb{E})[A^{k-2} \cdot 1\{0 < A < h_n\}]/(k-1)!
\end{pmatrix} = o_p(n^{-1/2}). \quad (B.15)
\]

Therefore, from (3.1) and (6.1), we have

\[
\mathbb{E}_n \left[ (\hat{Z}(h_n) - Z(h_n))^2 \right]^{1/2}
\]

\[
= \mathbb{E}_n \left[ (\hat{c}(h_n)' \hat{\psi} - c(h_n)' \psi)^2 \right]^{1/2}
\]

\[
= \mathbb{E}_n \left[ (\hat{c}(h_n)' (\hat{\psi} - \psi) + (\hat{c}(h_n) - c(h_n))' \psi)^2 \right]^{1/2}
\]

\[
\leq \mathbb{E}_n \left[ (\hat{c}(h_n)' (\hat{\psi} - \psi))^2 \right]^{1/2} + \mathbb{E}_n \left[ ((\hat{c}(h_n) - c(h_n))' \psi)^2 \right]^{1/2}
\]
\[
\frac{\mathbb{E}_n \left[ \hat{Z}(h_n)^2 \right] - \mathbb{E}_n \left[ Z(h_n) \right]^2}{\mathbb{E}_n \left[ Z(h_n)^2 \right] - \mathbb{E}_n \left[ Z(h_n) \right]^2} - 1 \leq \frac{\mathbb{E}_n \left[ \hat{Z}(h_n) - Z(h_n) \right]^2 + 2 \mathbb{E}_n \left[ \hat{Z}(h_n) - Z(h_n) \right] \cdot \mathbb{E}_n \left[ (Z(h_n) - \mathbb{E}[Z(h_n)])^2 \right]}{\mathbb{E}_n \left[ Z(h_n)^2 \right] - \mathbb{E}_n \left[ Z(h_n) \right]^2} \\
+ \frac{\mathbb{E}_n \left[ \hat{Z}(h_n) - Z(h_n) \right]^2 + 2 \mathbb{E}_n \left[ \hat{Z}(h_n) - Z(h_n) \right] \cdot \mathbb{E}_n \left[ (Z(h_n) - \mathbb{E}[Z(h_n)])^2 \right]}{\mathbb{E}_n \left[ Z(h_n)^2 \right] - \mathbb{E}_n \left[ Z(h_n) \right]^2} \leq \frac{\mathbb{E}_n \left[ \hat{Z}(h_n) - Z(h_n) \right] \cdot \mathbb{E}_n \left[ (Z(h_n) - \mathbb{E}[Z(h_n)])^2 \right]}{\mathbb{E}_n \left[ Z(h_n)^2 \right] - \mathbb{E}_n \left[ Z(h_n) \right]^2} \\
+ \frac{\mathbb{E}_n \left[ \hat{Z}(h_n) - Z(h_n) \right] \cdot \mathbb{E}_n \left[ (Z(h_n) - \mathbb{E}[Z(h_n)])^2 \right]}{\mathbb{E}_n \left[ Z(h_n)^2 \right] - \mathbb{E}_n \left[ Z(h_n) \right]^2} \\
= \frac{\mathbb{E}_n \left[ \hat{Z}(h_n) - Z(h_n) \right]^2}{\mathbb{E}_n \left[ Z(h_n)^2 \right] - \mathbb{E}_n \left[ Z(h_n) \right]^2} + \frac{\mathbb{E}_n \left[ \hat{Z}(h_n) - Z(h_n) \right]^2}{\mathbb{E}_n \left[ Z(h_n)^2 \right] - \mathbb{E}_n \left[ Z(h_n) \right]^2} \\
+ \frac{\mathbb{E}_n \left[ \hat{Z}(h_n) - Z(h_n) \right]^2}{\mathbb{E}_n \left[ Z(h_n)^2 \right] - \mathbb{E}_n \left[ Z(h_n) \right]^2} + \frac{\mathbb{E}_n \left[ \hat{Z}(h_n) - Z(h_n) \right]^2}{\mathbb{E}_n \left[ Z(h_n)^2 \right] - \mathbb{E}_n \left[ Z(h_n) \right]^2} \\
+ 4 \frac{\mathbb{E}_n \left[ \hat{Z}(h_n) - Z(h_n) \right]^2}{\mathbb{E}_n \left[ Z(h_n)^2 \right] - \mathbb{E}_n \left[ Z(h_n) \right]^2} = o_p(1),
\]

where the inequalities are due to Minkowski’s and Cauchy–Schwarz inequalities, and the last equality is due to (B.14), (B.15), and Assumption 3′.
where the inequalities are due to triangle and Cauchy–Schwarz inequalities, and the last equality is due to (B.16), and the assumption that the denominator is bounded away from zero.

C. Proofs of the Extended Results

C.1. Proof of Theorem 3: Bias Characterization

\textbf{Proof.} For \( h_n \) small enough, the Taylor expansion of \( m \) around 0 yields

\[
m(a) = \sum_{\kappa=1}^{k-1} \frac{a^\kappa}{\kappa!} \cdot m^{(\kappa)}(0) + \frac{a^k}{(k-1)!} \cdot \int_0^1 (1-t)^{k-1} m^{(k)}(ta) dt
\]

under Assumption 4 (i)–(ii). We can write the bias \( \theta(h_n) - \theta_0 \) as

\[
\theta(h_n) - \theta_0 = \mathbb{E} \left[ \frac{B \cdot \left( S \left( \frac{A}{h_n} \right) - 1 \right)}{A} \right] = \mathbb{E} \left[ m(A) \cdot \left( S \left( \frac{A}{h_n} \right) - 1 \right) \right]
\]

\[
= \mathbb{E} \left[ \sum_{\kappa=1}^{k-1} \frac{A^{\kappa-1}}{\kappa!} \cdot m^{(\kappa)}(0) \left( S \left( \frac{A}{h_n} \right) - 1 \right) \right] + \frac{A^{k-1}}{(k-1)!} \cdot \int_0^1 (1-t)^{k-1} m^{(k)}(tA) dt \left( S \left( \frac{A}{h_n} \right) - 1 \right)
\]

\[
= \sum_{\kappa=1}^{k-1} \mathbb{E} \left[ \frac{A^{\kappa-1}}{\kappa!} \left( S \left( \frac{A}{h_n} \right) - 1 \right) \right] \cdot m^{(\kappa)}(0)
\]

\[
+ \frac{\mathbb{E} \left[ A^{k-1} \cdot \int_0^1 (1-t)^{k-1} m^{(k)}(tA) dt \left( S \left( \frac{A}{h_n} \right) - 1 \right) \right]}{(k-1)!},
\]

where the first equality follows from the definitions of \( \theta(h_n) \) and \( \theta_0 \) in (7.2), the second equality follows from the law of iterated expectations, and the third equality follows from (C.1). The second term in the last expression can be in turn rewritten as

\[
\mathbb{E} \left[ A^{k-1} \cdot \int_0^1 (1-t)^{k-1} m^{(k)}(tA) dt \left( S \left( \frac{A}{h_n} \right) - 1 \right) \right] = O \left( h_n^{k-1} \cdot \mathbb{E}[1 \{ 0 < A < h_n \}] \right) = o \left( n^{-1/2} \right),
\]

where the second equality follows from Assumptions 4 (i)–(ii) and 5 (i), and the last equality follows from Assumption 6 (i). Therefore, the claimed equality follows.
C.2. Proof of Theorem 4: Asymptotic Distribution

Proof. By Lyapunov’s central limit theorem and (7.6), we have

\[
\frac{(E_n - E)[Z(h_n)]}{\sqrt{\text{Var}(Z(h_n))/n}} \xrightarrow{d} N(0, 1).
\]

Also, observe that

\[
\frac{(E_n - E)[Z(h_n)]}{\sqrt{\text{Var}(Z(h_n))/n}} = \hat{\theta}(h_n) - \theta_0 + o_p(1) = \hat{\theta}(h_n) - \theta_0 + o_p(1) \quad \text{(C.2)}
\]

by Theorem 3 and Lemma 10 under Assumptions 4–8. Applying Slutsky’s theorem yields the result claimed in the statement of the theorem.

D. Auxiliary Lemmas for the Extended Results

D.1. Bounds for \( \omega_{1,n} \)

**Lemma 5 (Bounds for \( \omega_{1,n} \)).** If Assumptions 4 (iii) and (v), 5 (ii)–(iii), and 6 (ii) are satisfied, then

\[
E\left[ \left\| \frac{\partial}{\partial \gamma} \omega_{1,n}(X, \gamma) \right\| \bigg| \gamma = \gamma_0 \right]^2 = o(n) \quad \text{and} \quad (D.1)
\]

\[
E_n \left[ \sup_{\gamma \in \Gamma} \left\| \frac{\partial^2}{\partial \gamma \partial \gamma'} \omega_{1,n}(X, \gamma) \right\| \right] = o_p\left( n^{1/2} \right). \quad (D.2)
\]

**Proof.** First, note that

\[
\frac{\partial}{\partial \gamma} \omega_{1,n}(X, \gamma) = h_n^{-1} \frac{S(\frac{g_A(X, \gamma)}{h_n})}{g_A(X, \gamma)/h_n} \frac{\partial}{\partial \gamma} g_B(X, \gamma)
\]

\[
+ h_n^{-2} \cdot \frac{d}{du} S(u)_{u=g_A(X, \gamma)/h_n} \cdot g_B(X, \gamma) \cdot \frac{\partial}{\partial \gamma} g_A(X, \gamma)
\]

under Assumptions 4 (iii) and 5 (ii). Thus, we obtain

\[
E\left[ \left\| \frac{\partial}{\partial \gamma} \omega_{1,n}(X, \gamma) \right\| \bigg| \gamma = \gamma_0 \right]^2 \leq h_n^{-1} \cdot \sup_u \left| \frac{S(u)}{u} \right| \cdot E\left[ \left\| \frac{\partial}{\partial \gamma} g_B(X, \gamma) \right\| \bigg| \gamma = \gamma_0 \right] \]

\[
+ h_n^{-2} \cdot \sup_u \left| \frac{d}{du} S(u)_{u=g_A(X, \gamma_0)} \right| \cdot \frac{g_B(X, \gamma_0)}{2} \cdot E\left[ \left\| \frac{\partial}{\partial \gamma} g_A(X, \gamma) \right\| \bigg| \gamma = \gamma_0 \right] \]

\[
= o(\sqrt{n}),
\]

where the last equality follows from Assumptions 4 (v), 5 (iii), and 6 (ii). This establishes (D.1).
Second, note that
\[
\frac{\partial^2}{\partial \gamma \partial \gamma'} \omega_{1,n}(X, \gamma) = 2h_n^{-2} \frac{\partial}{\partial \gamma'} g_A(X, \gamma) \frac{\partial}{\partial \gamma} g_B(X, \gamma) \frac{d}{du} S(u) \bigg|_{u=g_A(X, \gamma)/h} \\
+ h_n^{-1} \frac{\partial^2}{\partial \gamma \partial \gamma'} g_B(X, \gamma) \cdot \frac{\partial^2}{\partial \gamma \partial \gamma'} g_A(X, \gamma) \cdot \frac{d}{du} S(u) \bigg|_{u=g_A(X, \gamma)/h} \\
+ h_n^{-3} g_B(X, \gamma) \cdot \frac{\partial}{\partial \gamma} g_A(X, \gamma) \cdot \frac{\partial}{\partial \gamma} g_A(X, \gamma) \cdot \frac{d^2}{du^2} S(u) \bigg|_{u=g_A(X, \gamma)/h}
\]
under Assumption 5 (ii). Thus, we obtain
\[
\mathbb{E}_n \left[ \sup_{\gamma \in \Gamma} \left\| \frac{\partial^2}{\partial \gamma \partial \gamma'} \omega_{1,n}(X, \gamma) \right\| \right] \\
\leq 2h_n^{-2} \mathbb{E}_n \left[ \sup_{\gamma \in \Gamma} \left\| \frac{\partial}{\partial \gamma'} g_A(X, \gamma) \right\| \left\| \frac{\partial}{\partial \gamma} g_B(X, \gamma) \right\| \right] \sup_{u} \left| \frac{d}{du} S(u) \right| \\
+ h_n^{-1} \mathbb{E}_n \left[ \sup_{\gamma \in \Gamma} \left\| \frac{\partial^2}{\partial \gamma \partial \gamma'} g_B(X, \gamma) \right\| \right] \sup_{u} \left| \frac{d}{du} S(u) \right| \\
+ h_n^{-3} \mathbb{E}_n \left[ \sup_{\gamma \in \Gamma} \left| g_B(X, \gamma) \right| \cdot \left\| \frac{\partial^2}{\partial \gamma \partial \gamma'} g_A(X, \gamma) \right\| \right] \cdot \sup_{u} \left| \frac{d}{du} S(u) \right| \\
+ h_n^{-3} \mathbb{E}_n \left[ \sup_{\gamma \in \Gamma} \left| g_B(X, \gamma) \right| \cdot \left\| \frac{\partial}{\partial \gamma} g_A(X, \gamma) \right\|^2 \right] \cdot \sup_{u} \left| \frac{d^2}{du^2} S(u) \right| \\
= o_p \left( n^{1/2} \right),
\]
where the last equality follows from Assumptions 4 (v), 5 (iii), and 6 (ii), as well as the weak law of large numbers. This establishes (D.2).

D.2. Bounds for \( \omega_{2,\kappa,n} \)

LEMMA 6 (Bounds for \( \omega_{2,\kappa,n} \)). If Assumptions 4 (iii)–(iv), 5 (i)–(iv), and 6 (ii) are satisfied, then
\[
\mathbb{E} \left[ \left\| \frac{\partial}{\partial \gamma} \omega_{2,\kappa,n}(X, \gamma) \right\|_{\gamma=\gamma_0}^2 \right] = o(n) \quad \text{and} \quad (D.3)
\]
\[
\mathbb{E}_n \left[ \sup_{\gamma \in \Gamma} \left\| \frac{\partial^2}{\partial \gamma \partial \gamma'} \omega_{2,\kappa,n}(X, \gamma) \right\| \right] = o_p \left( n^{1/2} \right). \quad (D.4)
\]
Proof. First, note that

\[
\frac{\partial}{\partial \gamma} \omega_{2, \kappa, n}(X, \gamma) = \frac{\partial}{\partial \gamma} g_A(X, \gamma) \cdot \left( (\kappa - 1) \cdot g_A(X, \gamma)^{\kappa - 2} \cdot \left( S \left( \frac{g_A(X, \gamma)}{h_n} \right) - 1 \right) + h_n^{-1} \cdot g_A(X, \gamma)^{\kappa - 1} \cdot S' \left( \frac{g_A(X, \gamma)}{h_n} \right) \right)
\]

under Assumptions 4 (iii) and 5 (ii). Thus,

\[
E \left[ \left\| \frac{\partial}{\partial \gamma} \omega_{2, \kappa, n}(X, \gamma) \right\|_{\gamma = \gamma_0}^2 \right] \leq \sup_x |g_A(x, \gamma_0)| 2^{\kappa - 4} \cdot \left( \sup_u |S(u)| + 1 \right)^2 \cdot E \left[ \left\| \frac{\partial}{\partial \gamma} g_A(X, \gamma) \right\|_{\gamma = \gamma_0}^2 \right] + h_n^{-2} \cdot \sup_x |g_A(x, \gamma_0)| 2^{\kappa - 2} \cdot \sup_u |S'(u)|^2 \cdot E \left[ \left\| \frac{\partial}{\partial \gamma} g_A(X, \gamma) \right\|_{\gamma = \gamma_0}^2 \right] = o(n),
\]

where the last equality follows from Assumptions 4 (iv), 5 (iv), and 6 (ii). This establishes (D.3).

Second, note that

\[
\frac{\partial^2}{\partial \gamma^2} \omega_{2, \kappa, n}(X, \gamma) = \frac{\partial}{\partial \gamma} g_A(X, \gamma) \cdot \left[ (\kappa - 1) \cdot (\kappa - 2) \cdot g_A(X, \gamma)^{\kappa - 3} \cdot \left( S \left( \frac{g_A(X, \gamma)}{h_n} \right) - 1 \right) + 2 \cdot h_n^{-1} \cdot g_A(X, \gamma)^{\kappa - 2} \cdot S' \left( \frac{g_A(X, \gamma)}{h_n} \right) + h_n^{-2} \cdot g_A(X, \gamma)^{\kappa - 1} \cdot S'' \left( \frac{g_A(X, \gamma)}{h_n} \right) + \left[ (\kappa - 1) \cdot g_A(X, \gamma)^{\kappa - 2} \cdot \left( S \left( \frac{g_A(X, \gamma)}{h_n} \right) - 1 \right) + h_n^{-1} \cdot g_A(X, \gamma)^{\kappa - 1} \cdot S' \left( \frac{g_A(X, \gamma)}{h_n} \right) \right] \cdot \frac{\partial^2}{\partial \gamma^2} g_A(X, \gamma) \right]
\]

under Assumption 5 (ii). Thus, we obtain

\[
E_n \left[ \sup_{\gamma \in \Gamma} \left\| \frac{\partial^2}{\partial \gamma^2} \omega_{2, \kappa, n}(X, \gamma) \right\| \right] \leq \sup_{\gamma \in \Gamma} \sup_x |g_A(x, \gamma)|^{\kappa - 3} \cdot \left( \sup_u |S(u)| + 1 \right) \cdot E_n \left[ \sup_{\gamma \in \Gamma} \left\| \frac{\partial}{\partial \gamma} g_A(X, \gamma) \right\|_{\gamma = \gamma_0}^2 \right] + h_n^{-1} \cdot \sup_{\gamma \in \Gamma} \sup_x |g_A(x, \gamma)|^{\kappa - 2} \cdot \sup_u |S'(u)| \cdot E_n \left[ \sup_{\gamma \in \Gamma} \left\| \frac{\partial}{\partial \gamma} g_A(X, \gamma) \right\|_{\gamma = \gamma_0}^2 \right] + h_n^{-2} \cdot \sup_{\gamma \in \Gamma} \sup_x |g_A(x, \gamma)|^{\kappa - 1} \cdot \sup_u |S''(u)| \cdot E_n \left[ \sup_{\gamma \in \Gamma} \left\| \frac{\partial}{\partial \gamma} g_A(X, \gamma) \right\|_{\gamma = \gamma_0}^2 \right]
\]
\[+ \sup_{\gamma \in \Gamma} \sup_{x} \left| g_A(x, \gamma) \right|^2 \cdot \left( \sup_{u} \left| S(u) \right| + 1 \right) \cdot \mathbb{E}_n \left[ \sup_{\gamma \in \Gamma} \left\| \frac{\partial^2}{\partial \gamma \partial \gamma'} g_A(X, \gamma) \right\| \right] \]
\[+ h_n^{-1} \sup_{\gamma \in \Gamma} \sup_{x} \left| g_A(x, \gamma) \right|^{\gamma-1} \cdot \sup_{u} \left| S'(u) \right| \cdot \mathbb{E}_n \left[ \sup_{\gamma \in \Gamma} \left\| \frac{\partial^2}{\partial \gamma \partial \gamma'} g_A(X, \gamma) \right\| \right] \]
\[= o_p \left( n^{1/2} \right), \]

where the last equality follows from Assumptions 4 (iv), 5 (i) and (iv), and 6 (ii), as well as the weak law of large numbers. This establishes (D.4).

\[\Box\]

\section*{D.3. Trimmed Mean Estimator}

\textbf{Lemma 7.} If Assumptions 4 (iii) and (v), 5 (ii)–(iii), 6 (ii), and 8 are satisfied, then
\[
\mathbb{E}_n \left[ \frac{g_B(X, \hat{\gamma})}{g_A(X, \hat{\gamma})} \cdot S \left( \frac{g_A(X, \gamma_0)}{h_n} \right) \right] - \mathbb{E}_n \left[ \frac{g_B(X, \gamma_0)}{g_A(X, \gamma_0)} \cdot S \left( \frac{g_A(X, \gamma_0)}{h_n} \right) \right] = \mathbb{E}_n \left[ \mathbb{E} \left[ \frac{\partial}{\partial \gamma'} \omega_{1,n}(X, \gamma) \bigg| \gamma = \gamma_0 \right] \cdot \phi \right] + o_p \left( n^{-1/2} \right). \]

\textbf{Proof.} We present four sets of auxiliary calculations. First,
\[
\omega_{1,n}(x, \gamma) - \omega_{1,n}(x, \gamma_0) = \frac{\partial}{\partial \gamma'} \omega_{1,n}(X, \gamma) \bigg| \gamma = \gamma_0 (\gamma - \gamma_0) + R_{1,h}(x, \gamma, \gamma_0), \quad \text{where} \quad (D.5)
\]
\[
|R_{1,h}(x, \gamma, \gamma_0)| \leq \sup_{\gamma \in \Gamma} \left\| \frac{\partial^2}{\partial \gamma \partial \gamma'} \omega_{1,n}(x, \gamma) \right\| \cdot ||\gamma - \gamma_0||^2 \quad (D.6)
\]
by Taylor’s theorem under Assumptions 4 (iii) and 5 (ii). Second,
\[
\left| \mathbb{E}_n \left[ R_{1,h}(X, \hat{\gamma}, \gamma_0) \right] \right| \leq \mathbb{E}_n \left[ \sup_{\gamma \in \Gamma} \left\| \frac{\partial^2}{\partial \gamma \partial \gamma'} \omega_{1,n}(X, \gamma) \right\| \right] \cdot ||\hat{\gamma} - \gamma_0||^2 = o_p \left( n^{-1/2} \right) \quad (D.7)
\]
where the inequality is due to (D.6) and the equality is due to Assumption 8 and (D.2) of Lemma 5 under Assumptions 4 (iii) and (v), 5 (ii)–(iii), and 6 (ii). Third,
\[
\mathbb{E} \left[ \frac{\partial}{\partial \gamma'} \omega_{1,n}(X, \gamma) \bigg| \gamma = \gamma_0 \right] \cdot (\hat{\gamma} - \gamma_0) = \mathbb{E} \left[ \frac{\partial}{\partial \gamma'} \omega_{1,n}(X, \gamma) \bigg| \gamma = \gamma_0 \right] \cdot \mathbb{E}_n[\phi] + o_p \left( n^{-1/2} \right), \quad (D.8)
\]
where the equality is due to Assumption 8 and (D.1) of Lemma 5 under Assumptions 4 (iii) and (v), 5 (ii)–(iii), and 6 (ii). Fourth,
\[
\left( \mathbb{E}_n - \mathbb{E} \right) \left[ \frac{\partial}{\partial \gamma'} \omega_{1,n}(X, \gamma) \bigg| \gamma = \gamma_0 \right] \cdot (\hat{\gamma} - \gamma_0) = o_p \left( n^{-1/2} \right), \quad (D.9)
\]
where the equality is due to Assumption 8 and (D.1) of Lemma 5 under Assumptions 4 (iii) and (v), 5 (ii)–(iii), and 6 (ii).
We now obtain
\[
\begin{align*}
\mathbb{E}_n \left[ \frac{g_B(X, \hat{\gamma})}{g_A(X, \hat{\gamma})} \cdot S \left( \frac{g_A(X, \hat{\gamma})}{h_n} \right) \right] - \mathbb{E}_n \left[ \frac{g_B(X, \gamma_0)}{g_A(X, \gamma_0)} \cdot S \left( \frac{g_A(X, \gamma_0)}{h_n} \right) \right] \\
= \mathbb{E}_n \left[ \omega_1, n(X, \hat{\gamma}) - \omega_1, n(X, \gamma_0) \right] \\
= \mathbb{E}_n \left[ \frac{\partial}{\partial \gamma} \omega_1, n(X, \gamma) \bigg| \gamma = \gamma_0 \right]' \cdot (\hat{\gamma} - \gamma_0) + \mathbb{E}_n \left[ R_1, h(X, \hat{\gamma}, \gamma_0) \right] \\
= (\mathbb{E}_n - \mathbb{E}) \left[ \frac{\partial}{\partial \gamma} \omega_1, n(X, \gamma) \bigg| \gamma = \gamma_0 \right]' \cdot (\hat{\gamma} - \gamma_0) \\
+ \mathbb{E} \left[ \frac{\partial}{\partial \gamma} \omega_1, n(X, \gamma) \bigg| \gamma = \gamma_0 \right]' \cdot (\hat{\gamma} - \gamma_0) + \mathbb{E}_n \left[ R_1, h(X, \hat{\gamma}, \gamma_0) \right] \\
= \mathbb{E} \left[ \frac{\partial}{\partial \gamma} \omega_1, n(X, \gamma) \bigg| \gamma = \gamma_0 \right]' \cdot \mathbb{E} \left[ \phi \right] + o_p \left( n^{-1/2} \right) \\
= \mathbb{E}_n \left[ \frac{\partial}{\partial \gamma} \omega_1, n(X, \gamma) \bigg| \gamma = \gamma_0 \right]' \cdot \phi + o_p \left( n^{-1/2} \right)
\end{align*}
\]
where the second equality is due to (D.5), and the second to last equality is due to (D.7)–(D.9). 

\section*{D.4. Bias Estimator}

\textbf{Lemma 8.} \textit{If Assumptions 4 (iii)--(iv), 5 (i)--(iv), 6 (ii), and 8 are satisfied, then}
\[
\mathbb{E}_n \left[ g_A(X, \hat{\gamma})^{\kappa - 1} \cdot \left( S \left( \frac{g_A(X, \hat{\gamma})}{h_n} \right) - 1 \right) \right] - \mathbb{E}_n \left[ g_A(X, \gamma_0)^{\kappa - 1} \cdot \left( S \left( \frac{g_A(X, \gamma_0)}{h_n} \right) - 1 \right) \right] \\
= \mathbb{E}_n \left[ \frac{\partial}{\partial \gamma} \omega_2, \kappa, n(X, \gamma) \bigg| \gamma = \gamma_0 \right] \cdot \mathbb{E} \left[ \phi \right] + o_p \left( n^{-1/2} \right)
\]
for each $\kappa \in \{1, \ldots, k - 1\}$.

\textbf{Proof.} We present four sets of auxiliary calculations. First,
\[
\omega_2, \kappa, n(x, \gamma) - \omega_2, \kappa, n(x, \gamma_0) = \frac{\partial}{\partial \gamma} \omega_2, \kappa, n(x, \gamma) \bigg| \gamma = \gamma_0 (\gamma - \gamma_0) + R_{2, \kappa, h}(x, \gamma, \gamma_0)
\]
where
\begin{equation}
|R_{2, \kappa, h}(x, \gamma, \gamma_0)| \leq \sup_{\gamma \in \Gamma} \left\| \frac{\partial^2}{\partial \gamma \partial \gamma'} \omega_2, \kappa, n(x, \gamma) \right\| \cdot \| \gamma - \gamma_0 \|^2
\end{equation}
by Taylor’s theorem under Assumptions 4 (iii) and 5 (ii). Second,
\begin{equation}
|\mathbb{E}_n \left[ R_{2, \kappa, h}(X, \hat{\gamma}, \gamma_0) \right]| \leq \mathbb{E}_n \left[ \sup_{\gamma \in \Gamma} \left\| \frac{\partial^2}{\partial \gamma \partial \gamma'} \omega_2, \kappa, n(X, \gamma) \right\| \right] \cdot \| \hat{\gamma} - \gamma_0 \|^2 = o_p \left( n^{-1/2} \right).
\end{equation}
where the inequality is due to (D.11) and the equality is due to Assumption 8 and (D.4) of Lemma 6 under Assumptions 4 (iii)–(iv), 5 (i)–(iv), and 6 (ii). Third,
\[
\mathbb{E}\left[ \frac{\partial}{\partial y'} \omega_{2,k,n}(X,\gamma) \bigg| \gamma = \gamma_0 \right] \cdot (\hat{\gamma} - \gamma_0) = \mathbb{E}\left[ \frac{\partial}{\partial y'} \omega_{2,k,n}(X,\gamma) \bigg| \gamma = \gamma_0 \right] \cdot \mathbb{E}_n[\phi] + o_p\left(n^{-1/2}\right),
\]
(D.13)
where the equality is due to Assumption 8 and (D.3) of Lemma 6 under Assumptions 4 (iii)–(iv), 5 (i)–(iii), and 6 (ii). Fourth,
\[
(\mathbb{E}_n - \mathbb{E})\left[ \frac{\partial}{\partial y'} \omega_{2,k,n}(X,\gamma) \bigg| \gamma = \gamma_0 \right] \cdot (\hat{\gamma} - \gamma_0) = o_p\left(n^{-1/2}\right),
\]
(D.14)
where the equality is due to Assumption 8 and (D.3) of Lemma 6 under Assumptions 4 (iii)–(iv), 5 (i)–(iii), and 6 (ii).

We now obtain
\[
\mathbb{E}_n\left[ g_A(X,\hat{\gamma})^{\kappa - 1} \cdot \left( S\left( \frac{g_A(X,\hat{\gamma})}{h_n} \right) - 1 \right) \right] = \mathbb{E}_n\left[ \omega_{2,k,n}(X,\gamma) - \omega_{2,k,n}(X,\gamma_0) \right] + \mathbb{E}_n\left[ R_{2,k,h}(X,\hat{\gamma},\gamma_0) \right] \]
\[
= \mathbb{E}_n\left[ \frac{\partial}{\partial y'} \omega_{2,k,n}(X,\gamma) \bigg| \gamma = \gamma_0 \right] \cdot (\hat{\gamma} - \gamma_0) + \mathbb{E}_n\left[ R_{2,k,h}(X,\hat{\gamma},\gamma_0) \right] \]
\[
= \mathbb{E}_n\left[ \frac{\partial}{\partial y'} \omega_{2,k,n}(X,\gamma) \bigg| \gamma = \gamma_0 \right] \cdot \mathbb{E}_n[\phi] + o_p\left(n^{-1/2}\right),
\]
where the second equality is due to (D.10), and the second to last equality is due to (D.12)–(D.14).

\[ \]  

**D.5. Sieve Estimator**

**Lemma 9.** If Assumptions 7 and 8 are satisfied, then
\[
\hat{m}^{(\kappa)}(0;\gamma) - m^{(\kappa)}(0) = \mathbb{E}_n\left[ \psi_k + \frac{\partial}{\partial y} m^{(\kappa)}(0;\gamma) \bigg| \gamma = \gamma_0, \phi \right] + o_p\left(n^{-1/2}h_n^{1-\kappa}\right)
\]
for each \( \kappa \in \{1, \ldots, k-1\} \).

**Proof.** We present a couple of auxiliary calculations. First,
\[
\hat{m}^{(\kappa)}(0;\gamma) - \hat{m}^{(\kappa)}(0;\gamma_0) = \frac{\partial}{\partial y'} \hat{m}^{(\kappa)}(0;\gamma) \bigg| \gamma = \gamma_0 \cdot (\gamma - \gamma_0) + R_{3,k}(\gamma,\gamma_0),
\]
where
(D.15)
by Taylor’s theorem under Assumption 7 (iii). Second,

\[ |R_{3,k}(\gamma, \gamma_0)| \leq \sup_{\gamma \in \Gamma} \left\| \frac{\partial^2}{\partial \gamma \partial \gamma'} \widehat{m}^{(k)}(0; \gamma) \cdot \| \gamma - \gamma_0 \|^2 \right\| \tag{D.16} \]

where the equality is due to Assumptions 7 (iii) and 8.

We now obtain

\[ \widehat{m}^{(k)}(0; \widehat{\gamma}) - m^{(k)}(0) = \widehat{m}^{(k)}(0; \gamma_0) - m^{(k)}(0) + \widehat{m}^{(k)}(0; \gamma) - \widehat{m}^{(k)}(0; \gamma_0) \]

\[ = (\mathbb{E}_n - \mathbb{E}) [\psi] + \frac{\partial}{\partial \gamma'} \widehat{m}^{(k)}(0; \gamma) \bigg|_{\gamma = \gamma_0} (\widehat{\gamma} - \gamma_0) + o_p\left(n^{-1/2}h_n^{1-k}\right) \]

\[ = (\mathbb{E}_n - \mathbb{E}) [\psi] + \frac{\partial}{\partial \gamma'} m^{(k)}(0; \gamma) \bigg|_{\gamma = \gamma_0} \cdot (\mathbb{E}_n - \mathbb{E}) [\phi] + o_p\left(n^{-1/2}h_n^{1-k}\right) \]

where the second equality uses Assumption 7 (i)–(ii) and (D.15)–(D.17), and the third equality is due to Assumptions 7 (iv) and 8.

\[ \text{D.6. Linear Representation} \]

**Lemma 10 (Linear Representation).** If Assumptions 4 (iii)–(v), 5, 6 (ii), 7, and 8 are satisfied, then

\[ \hat{\theta}(h_n) - \theta(h_n) - \lambda(h_n) = (\mathbb{E}_n - \mathbb{E})[Z(h_n)] + o_p(n^{-1/2}). \]

**Proof.** Lemma 7 shows that

\[ \mathbb{E}_n [\omega_{1,n}(X, \widehat{\gamma})] - \mathbb{E}_n [\omega_{1,n}(X, \gamma_0)] = \mathbb{E}_n \left[ \mathbb{E} \left[ \frac{\partial}{\partial \gamma'} \omega_{1,n}(X, \gamma) \bigg|_{\gamma = \gamma_0} \right] \cdot \phi \right] = o_p\left(n^{-1/2}\right) \tag{D.18} \]

under Assumptions 4 (iii) and (v), 5 (ii)–(iii), 6 (ii), and 8. Lemma 8 shows that

\[ \mathbb{E}_n [\omega_{2,k,n}(X, \widehat{\gamma})] - \mathbb{E}_n [\omega_{2,k,n}(X, \gamma_0)] = \mathbb{E}_n \left[ \mathbb{E} \left[ \frac{\partial}{\partial \gamma'} \omega_{2,k,n}(X, \gamma) \bigg|_{\gamma = \gamma_0} \right] \cdot \phi \right] \]

\[ = o_p\left(n^{-1/2}\right) \tag{D.19} \]

for each \( \kappa \in \{1, \ldots, k-1\} \) under Assumptions 4 (iii)–(v), 5 (i)–(iv), 6 (ii), and 8. Lemma 9 shows that

\[ \widehat{m}^{(k)}(0; \widehat{\gamma}) - m^{(k)}(0) = \mathbb{E}_n [\psi_k] - \frac{\partial}{\partial \gamma'} m^{(k)}(0; \gamma) \bigg|_{\gamma = \gamma_0} \cdot \mathbb{E}_n [\phi] = o_p\left(n^{-1/2}h_n^{1-k}\right) \tag{D.20} \]

for each \( \kappa \in \{1, \ldots, k-1\} \) under Assumptions 7 and 8. Furthermore,

\[ \mathbb{E} [\omega_{2,k,n}(X, \gamma_0)] = O\left(h_n^{k-1}\right) \tag{D.21} \]
by Assumption 5 (i). It follows from (D.18)–(D.21) that
\[
\hat{\theta}(h_n) - \lambda(h_n) - \mathbb{E}_n[Z(h_n)] \\
= \mathbb{E}_n[\omega_{1,n}(X, \hat{\gamma})] - \mathbb{E}_n[\omega_{1,n}(X, \gamma_0)] \\
- \mathbb{E}_n\left[\mathbb{E}\left[ \frac{\partial}{\partial \gamma} \omega_{1,n}(X, \gamma) \right] \gamma = \gamma_0 \right] \cdot \phi \\
+ \sum_{\kappa = 1}^{k-1} \frac{\mathbb{E}_n[\omega_{2,\kappa,n}(X, \hat{\gamma}) - \omega_{2,\kappa,n}(X, \gamma_0)] - \mathbb{E}_n\left[\frac{\partial}{\partial \gamma} \omega_{2,\kappa,n}(X, \gamma) \right] \gamma = \gamma_0}{\kappa!} \cdot m(\kappa)(0) \\
+ \sum_{\kappa = 1}^{k-1} \frac{\mathbb{E}_n[\omega_{2,\kappa,n}(X, \gamma_0)] - \mathbb{E}_n[\psi_\kappa] - \frac{\partial}{\partial \gamma} m_{\kappa}(0; \gamma)}{\kappa!} \cdot \mathbb{E}_n[\phi] \\
+ \sum_{\kappa = 1}^{k-1} \frac{\mathbb{E}_n[\omega_{2,\kappa,n}(X, \hat{\gamma}) - \omega_{2,\kappa,n}(X, \gamma_0)]}{\kappa!} \cdot (\hat{m}(\kappa)(0; \gamma) - m(\kappa)(0)) \\
= o_p\left(n^{-1/2}\right)
\]
under Assumptions 4 (iii)–(v), 5 (i)–(iii), 6 (ii), 7, and 8. Therefore, we obtain
\[
\hat{\theta}(h_n) - \theta(h_n) - \lambda(h_n) = \hat{\theta}(h_n) - \mathbb{E}[Z(h_n)] - \lambda(h_n) = (\mathbb{E}_n - \mathbb{E})[Z(h_n)] + o_p(n^{-1/2})
\]
as claimed.
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