Identification of Pulmonary Hypertension Animal Models Using a New Evolutionary Machine Learning Framework Based on Blood Routine Indicators
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Abstract
Pulmonary Hypertension (PH) is a global health problem that affects about 1% of the global population. Animal models of PH play a vital role in unraveling the pathophysiological mechanisms of the disease. The present study proposes a Kernel Extreme Learning Machine (KELM) model based on an improved Whale Optimization Algorithm (WOA) for predicting PH mouse models. The experimental results showed that the selected blood indicators, including Haemoglobin (HGB), Hema
tocrit (HCT), Mean, Platelet Volume (MPV), Platelet distribution width (PDW), and Platelet–Large Cell Ratio (P-LCR), were essential for identifying PH mouse models using the feature selection method proposed in this paper. Remarkably, the method achieved 100.0% accuracy and 100.0% specificity in classification, demonstrating that our method has great potential to be used for evaluating and identifying mouse PH models.
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1 Introduction
The pulmonary artery is a major blood vessel that runs from the heart to the lungs. As a global health problem, Pulmonary Hypertension (PH) is estimated to affect about 1% of the global population[1]. PH is best defined by the concomitant presence of mean pulmonary arterial pressure (mPAP) > 20 mmHg, pulmonary arterial wedge pressure (PAWP) ≤ 15 mmHg, and pulmonary vascular resistance (PVR) ≥ 3 Wood, emphasizing the need for right heart catheterization with mandatory measurement of cardiac output and accurate measurement of PAWP[2]. Affecting people of all ages and all races, PH can be divided into five categories: pulmonary arterial hypertension; PH due to heart disease; PH due to lung disease; PH due to blockage of blood vessels, and PH due to other causes[3].

Transthoracic echocardiography is the most frequently employed non-invasive approach for evaluating PH. The
degree of tricuspid regurgitation, myocardial performance index, presence of pericardial effusion, pulmonary vascular resistance, cardiac index, and right atrial pressure are all echocardiographic characteristics that can be employed to forecast a patient’s survival with PH [4]. However, right-sided heart catheterization is relatively more accurate for diagnosing PH[5]. PH is a disease characterized by progressive remodeling of the distal pulmonary arteries, with all three layers of the arterial wall involved. In PH, typical arterial abnormalities include intimal and neointimal fibrosis, adventitial fibrosis with varying degrees of perivascular inflammation, and medial hyperplasia of pulmonary artery smooth muscle cells, adventitial fibrosis with varying degrees of perivascular inflammation. The pathological hallmark of severe PH is complex plexiform lesions consisting of endothelial over expansion, some of which display cancer-like features of monoclonal proliferation [5, 6]. In patients with PH, pulmonary vascular resistance can lead to Right Ventricle (RV) dilation, RV dysfunction, and RV failure, resulting in increased RV wall stress[7]. To maintain right ventricular output, the RV can accommodate a slow increase in pressure load by increasing contractility and wall thickness. Although the RV dilates to maintain stroke volume when pulmonary vascular resistance continues to rise, the RV cannot remodel indefinitely. The RV eventually decouples from the pressure load, resulting in RV failure[8].

PH is usually progressive without intervention, leading to right heart failure and death[6]. PH may impair heart function, resulting in breathing difficulties with effort, fatigue, chest discomfort, swelling of the legs or abdomen, and fainting or dizzy feeling [3, 5]. Therefore, PH requires aggressive treatment. Currently, the recognized basic measures and routine PH treatment include exercise rehabilitation, oxygen therapy, anticoagulation, calcium channel blockers, diuretics, and early electric cardioversion. Pregnancy should generally be avoided, and early termination is recommended for patients with PH. Genetic counseling and psychosocial support should also be considered [6]. In patients with PH, restricted exercise is necessary. Patients should be encouraged to exercise, but only when physical conditions allow. Recent randomized controlled trials have shown that supervised rehabilitation improves exercise capacity and quality of life[9]. Excitingly, some new targeted therapy methods have also been recently proposed. Chen and his colleagues discovered that nicotinamide phosphoribosyl-transferase contributes to in pulmonary vascular remodeling, and that inhibiting it might be a viable therapy for PH [10].

Despite improved survival of patients with PH in recent years, PH still cannot be cured, and its mechanisms have not been fully elucidated [11, 12]. In the research of PH, establishing a mouse model of PH is essential. Right heart catheterization is the most accurate measure of whether PH is established in mice. However, right heart catheterization, an invasive examination that requires anesthesia and intubation of the mouse, is a blind intubation method that can easily lead to failure of pressure measurement, bleeding, and even death of the mouse. Therefore, it is crucial to determine whether a model is established non-invasively. In recent years, machine learning methods have become increasingly widely used in the medical field. Predictive models based on machine learning can be used for medical decision-making and resource allocation and help medical personnel make medical model predictions [13, 14]. In this study, we explored whether a machine learning method could be created to test the successful establishment of a mouse model of PH.

Machine learning methods have been used for the medical diagnosis of a wide range of diseases. For example, Polat et al. [15] developed a support vector machine classification algorithm for diagnosing chronic kidney disease that uses a greedy search-based classifier and a best-first search-based wrapper to evaluate a subset. Abbad et al. [16] proposed using machine learning algorithms to detect and diagnose thyroid disorders that adopt efficient classifiers. Pashaei et al. [17] proposed a chimpanzee optimization-based feature selection method for biomedical data classification wrapper. Alsaeedi et al. [18] introduced a feature selection method based on the new cal- edonian crow learning algorithm to identify whether a population is infected with COVID-19. Lamba et al. [19] proposed a hybrid speech signal-based Parkinson’s disease diagnosis system for early diagnosing Parkinson’s disease by combining several feature selection methods and classification algorithms. Hu et al. [20] used a machine learning method based on an improved binary mutation quantum grey wolf optimizer combined with fuzzy k-nearest neighbor to predict the trend of serum albumin levels. Faisal et al. [21] proposed an ad hoc feature selection method to distinguish between Alzheimer’s disease, MCI and health control patients to reduce the model complexity considered when using machine learning methods. Hu et al. [22] proposed a prediction framework based on a kernel extreme learning machine combined with improved binary Harris hawk optimization to classify the severity of COVID-19. This paper combines optimization algorithms and machine learning methods to diagnose PH.

The remaining sections of this paper are organized as follows: Sect. 2 focuses on extracting relevant data sets. The methods used for feature selection are described in Sect. 3. In Sect. 4, the experimental results are analyzed. The final section discusses the experimental results.

2 Materials and Methods

2.1 Laboratory Animals

107 healthy specific pathogen-free male C57BL/6 mice aged 12–14 weeks, weighing 20–25 g (animal certificate number: A563).
SYXK (zhe) 2020–0014), were purchased from the Academy of Medical Sciences of Zhejiang Province and reared at the Experimental Animal Center of Wenzhou Medical University. All animal experiments were carried out following the Institutional Animal Care guidelines and were approved ethically by the Administration Committee of Experimental Animals, Laboratory Animal Center, Wenzhou Medical University.

2.2 Reagents and Instruments

Animal oxygen chamber (Changsha Huaxi Electronic Technology Co., Ltd., Hunan, China), Power Lab4/30 multi-channel physiological instrument (ML866, Australia Ed Instruments International Trading Co., Ltd.), powerlab multi-channel bio-signal recording system, pressure transducer probe and tee, 10 mL and 1 mL syringes, 0.9% saline, heparin sodium saline (10 U/mL), 20% urethane, III-0 silk thread, NIKON SMZ745T dissecting microscope, blood cell analyzer, mouse fixation plate, medical Tape, straight forceps, curved forceps, ophthalmic scissors, arterial clips, medical cotton balls, etc.

2.3 Methods

A total of 107 mice were randomly divided into the normoxic control group (50 mice) and the hypoxic pulmonary hypertension (HPH) group (57 mice). Mice in the HPH group were kept in an oxygen chamber with an oxygen concentration of (10 ± 1)% and a CO₂ concentration of (2 ± 1)% for 24 h and were reared for 21 days to induce PH. The mice in the normoxic control group were kept in an oxygen chamber with an oxygen concentration of 20.9% and a CO₂ concentration of 0.03% for 24 h and were raised for 24 h. Other conditions, such as food and water, were the same. After 21 days, 0.2–0.3 ml of blood was drawn from the abdominal aorta for blood routine measurements. A blood cell analyzer analyzed blood samples to obtain blood routine data, which were then used in machine learning experiments. The study flow chart is presented in Fig. 1. Table 1 lists the 25 blood routine indicators (features) measured in this study. At the same time, all the mice were connected to the multi-channel physiology instrument through the right heart catheterization to measure the right ventricular systolic pressure and the pressure of the pulmonary artery to ensure that the mice in the HPH group successfully became PH mice.

2.4 Statistical Analysis

Comparisons between the normoxic and HPH groups were evaluated using an independent sample \( t \) test. Measurement data are expressed as mean \((\bar{X}) \pm \text{standard deviation (SD)}\). \( P < 0.05 \) was considered a statistical significance. Analyses were performed using SPSS, version 21. Results are presented in Table 2.
3 Presented Method

This section introduces the related knowledge of the whale optimization algorithm and the rough set theory. Then, the whale-optimized gene selection algorithm based on a rough set is further elaborated.

3.1 Mathematical Model of WOA

Many new optimization algorithms have been proposed in recent years, such as Harris hawks optimization (HHO) [23], hunger games search (HGS) [24], colony predation algorithm (CPA) [25], Runge Kutta optimizer (RUN) [26], weighted mean of vectors (INFO) [27], and slime mould algorithm (SMA) [28]. There are many fields in which they have achieved remarkable success, such as optimization of machine learning model [29], scheduling problems [30–32], medical diagnosis [33, 34], fault diagnosis [35], solar cell parameter identification [36], multi-objective problems [37, 38], combination optimization problems [39], and global optimization [40, 41].

Apart from the above, the principles of the Whale Optimization Algorithm (WOA) are derived from the modeling of humpback whale hunting behavior. Humpback whale hunting methods can usually be summarized into two behaviors. The first is sprint feeding, where when a humpback whale finds prey, it will dash directly towards the prey and open its mouth to swallow it directly. The second way is to rise upwards in a spiral-like position at a distance of 15 m from the surface, spitting out bubbles of different sizes, as they arise in order for all the bubbles to reach the surface simultaneously. The humpback whales are surrounded by these bubbles and swallow the prey when they reach the surface. This section details the basic whale algorithm based on the mathematical models of these two predatory behaviors.

3.1.1 Spiral Position Update

The mathematical model for the spiral period is shown in Eqs. (1) and (2):

\[
X(t + 1) = D^l \cdot e^{hl} \cdot \cos(2\pi l) + \bar{X}^*(t),
\]  

Table 1  List of the features used in this study and their abbreviations

| Features                          | Abbreviation |
|----------------------------------|--------------|
| F1 White blood cell              | WBC          |
| F2 Red blood cell                | RBC          |
| F3 Haemoglobin                   | HGB          |
| F4 Mean corpuscular volume       | MCV          |
| F5 Blood platelet                | PLT          |
| F6 Neutrophil percentage         | NEU%         |
| F7 Lymphocyte percentage         | LYM%         |
| F8 Monocyte percentage           | MON%         |
| F9 Eosinophils percentage        | EOS%         |
| F10 Basophils percentage         | BAS%         |
| F11 Neutrophil count             | NEU          |
| F12 Lymphocyte count             | LYM          |
| F13 Monocyte count               | MON          |
| F14 Eosinophils count            | EOS          |
| F15 Basophils count              | BAS          |
| F16 Hematocrit                   | HCT          |
| F17 Mean corpuscular hemoglobin  | MCH          |
| F18 Mean corpuscular hemoglobin concentration | MCHC |
| F19 Red blood cell distribution width coefficient of variation | RDW-CV |
| F20 Red blood cell distribution width-size distribution | RDW-SD |
| F21 Mean platelet volume         | MPV          |
| F22 Plateletcrit                 | PCT          |
| F23 Platelet distribution width   | PDW          |
| F24 Platelet–large cell ratio    | P-LCR        |
| F25 Platelet–large cell count    | P-LCC        |
Table 2 Blood routine indicators in the normoxic group and HPH group

| Index | Normoxic group (n = 50) | HPH group (n = 57) | p value |
|-------|-------------------------|--------------------|---------|
| F1    | WBC 3.516±1.526         | 7.585±4.129        | 0.000   |
| F2    | RBC 7.271±0.998         | 8.865±0.51001      | 0.000   |
| F3    | HGB 124.140±18.732      | 164.930±12.068     | 0.000   |
| F4    | MCV 42.256±0.992        | 46.698±2.926       | 0.000   |
| F5    | PLT 280.260±114.212     | 267.280±75.172     | 0.496   |
| F6    | NEU% 22.176±7.006       | 34.379±5.036       | 0.000   |
| F7    | LYM% 62.362±9.353       | 49.416±5.726       | 0.000   |
| F8    | MON% 13.580±2.799       | 13.623±2.659       | 0.936   |
| F9    | EOS% 1.134±0.602        | 1.781±0.969        | 0.000   |
| F10   | BAS% 0.748±0.318        | 0.802±0.485        | 0.506   |
| F11   | NEU 2.207±1.081         | 2.542±1.317        | 0.000   |
| F12   | LYM 0.474±0.212         | 1.021±0.587        | 0.000   |
| F13   | MON 0.039±0.027         | 0.144±0.132        | 0.000   |
| F14   | BAS 0.026±0.014         | 0.066±0.065        | 0.000   |
| F15   | HCT 30.760±4.339        | 41.426±3.813       | 0.000   |
| F16   | MCH 16.990±7.474        | 18.591±4.83        | 0.000   |
| F17   | MCHC 402.200±17.458     | 399.460±23.769     | 0.494   |
| F18   | RDW-CV 8.552±0.272      | 9.593±1.417        | 0.000   |
| F19   | RDW-SD 24.314±0.575     | 26.263±1.029       | 0.000   |
| F20   | MPV 12.688±1.494        | 14.009±1.304       | 0.000   |
| F21   | PCT 0.3479±0.132        | 0.3741±0.116       | 0.278   |
| F22   | PDW 14.622±2.353        | 16.281±0.194       | 0.000   |
| F23   | PLCR 0.359±0.097        | 0.4743±0.077       | 0.000   |
| F24   | P-LCC 93.120±30.563     | 127.210±49.672     | 0.000   |

\[ \overline{D} = |X(t) - \overline{X}|, \]

where vector \( X(t) \) is the current position of the whale, vector \( \overline{X}(t + 1) \) is the position of the whale after iteration, and vector \( \overline{X}^*(t) \) is the best position. \( b \) is a constant that controls the shape of the logarithmic spiral. \( l \) is a random number between \([-1, 1]\). When \( l \) reaches 1, the whale is farthest from the optimal position; when \( l \) reaches -1, the whale is closest to the optimal position. \( \cdot \) denotes point multiplication.

3.1.2 Reduce the Encirclement

\[ \overline{X}(t + 1) = \overline{X}^*(t) - \overline{A} \cdot \overline{D}, \]

\[ \overline{D} = |\overline{C} \cdot \overline{X}^*(t) - \overline{X}(t)|, \]

\[ \overline{A} = 2a \cdot \overline{r}_1 - a, \]

\[ \overline{C} = 2\overline{r}_2, \]

\[ a = 2 - \frac{2t}{T_{\text{max}}}. \]

where \( \overline{r}_1, \overline{r}_2 \), are random numbers between (0, 1), vector \( \overline{A} \) and vector \( \overline{C} \) are used to control the position of the whale in the process of position update. \( a \) is an important variable in the WOA, because \( a \) affects vector \( \overline{A} \) by indirectly controlling the mode of travel of whale. As shown in Eq. (7), a linearly decreases from 2 to 0. \( T_{\text{max}} \) is the maximum number of iterations.

The above sections combined are the previously described bubble net attacks. A random number is used to select the method of the bubble net attack, and the probability of this random number is usually set to \( p \). The probability of \( p \) is usually set to 0.5.

Depending on the parameter \( p \), the bubble net attack can be made in different ways. They are as follows:

\[ \overline{X}(t + 1) = \begin{cases} \overline{X}(t) - \overline{A} \cdot \overline{D}, & \text{rand} < p \\ \overline{D} \cdot e^b \cdot \cos(2\pi l) + \overline{X}(t), & \text{rand} \geq p \end{cases} \]

3.1.3 Random Search

The random search process evolves into a mathematical model as shown in Eq. (9):

\[ \overline{X}(t + 1) = \overline{X}_{\text{rand}} - \overline{A} \cdot \overline{D}_{\text{rand}} \]

\[ \overline{D}_{\text{rand}} = |\overline{C} \cdot \overline{X}_{\text{rand}} - \overline{X}(t)| \]

\( \overline{X}_{\text{rand}} \) is a randomly selected individual from a population of whales.

Which to use, the bubble spiral attack way or the random search way, is determined by the vector \( \overline{A} \) of Eq. (3.5). When \( \overline{A} \geq 1 \), the position of the WOA is updated in the random search way, and when \( \overline{A} < 1 \), the position of the WOA is updated in the bubble spiral attack way.

The simplified pseudo-code of WOA is listed in Algorithm 1.
Algorithm 1: Pseudo-code of WOA

Begin

Initialize the parameters: $T_{\text{max}}$, Population size $N$, $p$;

Initialize the whale population $X$ randomly;

While $t < T_{\text{max}}$

Calculate the fitness for each individual $X_i$ in the whale population;

Update $X^*$ and the best fitness;

Calculate $\alpha$ according to Eq. (7);

Calculate vectors $\vec{A}$ and $\vec{C}$ according to Eq. (5), Eq. (6);

For $i = 1, 2, \ldots, N$ (each search agent)

If $| \vec{A} | \geq 1$

Update population according to Eq. (9);

Else

$r = \text{rand} ()$;

If $r < p$

Update population according to Eq. (3);

Else

Update population according to Eq. (1);

End

End For

$t = t + 1$;

End While

Return the best fitness and $X^*$ as the best solution;

End

3.2 Whale Optimization Algorithm with Hybrid Conversion Mechanism (HCWOA)

In this section, a hybrid conversion mechanism inspired by TRIZ (Teoriya Resheniya Izobretatel’skih Zadatch) creative solution is introduced and combined with the basic WOA to maintain population diversity in the search process to explore more efficient gene interactions, resulting in new individuals.

TRIZ [42] is a knowledge-based, human-oriented systematic methodology for inventive problem solving. The TRIZ theory itself is based on the practice of decomposing systems into subsystems, distinguishing between useful and harmful functions, and these decompositions are problem and context-dependent and inherently stochastic. Furthermore, creatively solving problems is central to the innovation process. Although there are several theories and methods, the standard procedure for dealing with them is to use randomized trial and error. The findings of TRIZ and evolutionary algorithms support the idea that creativity can be systematically understood and developed.

One of the TRIZ tools is the 40 invention principles, which consist of a set of generic solutions that solve technical contradictions in many fields. The principles are organized according to the contradictions they solve, which makes it easy to deal with problems. In recent years, the TRIZ theory has been used to solve different problems in various industries. For example, Paolo et al. [43] proposed an innovation management framework to rely on partners with TRIZ skills to coordinate customized innovation processes. Vladimir et al. [44] analyzed several fashion inventions and apparel production techniques from a TRIZ perspective. Liu et al. [45] explored the impact of TRIZ learning on graduate students and showed that participants with TRIZ learning experience produced more novel design solutions and demonstrated the positive impact of TRIZ learning on bio-inspired designs. Khadija et al. [46] used a TRIZ contradiction matrix to address the main issues that arose during TRIZ matrix development. Christian et al. [47] improved the sustainability of different devices to a great extent by reducing environmental impact through TRIZ strategies.

In this paper, a Hybrid Conversion (HC) mechanism derived from TRIZ theory is used to help expand the advantages of each stage of WOA by addressing the shortcomings of the three different stages: spiral position update, narrowing envelope, and random search. The first operation of HC is crossover behavior. In whale populations, individuals with little difference in fitness tend to cluster together, and various types of crossover variation will be in this small population as the population evolves. However, this situation can make the population evolve to a limited extent and easily fall into local optima in the global optimization of complex problems. To alleviate this situation, we propose a crossover behavior. First, the whole whale population is divided into K groups based on time fitness values, and then individuals in each group are fused with individuals in other groups to form a new population. The specific process is shown in Fig. 2.

The second operation in HC is local optimization, as shown in Fig. 3. This operation is divided into three main operators: dynamic partitioning, mutation, and transition. These three operators are described in detail below.

3.2.1 Dynamic Partitioning Operator

In this operator, the optimal individual in the population is invariant, and the other individuals are decomposed into smaller blocks. The specific size $S$ of the block is generated dynamically by the algorithm. If the individual dimension is not divisible by $S$, then the last piece is used as a reminder of the size of the block. In particular, if the remainder is 1, then it is merged with the previous block. This setting is mainly used to evaluate individual dimensions to find the more important features for classification during the feature selection process.
Fig. 2 Schematic illustration of crossover operation

Fig. 3 Schematic illustration of individual changes
3.2.2 Mutation Operator

This operator is roughly the same as the commonly used mutation operator. The specific operation is to subdivide each individual block into two groups. One of the two groups will remain unchanged, and the other will perform a mutation operation. The specific mutation is to generate a random number between 0 and 1 randomly. If this random number is less than 0.5, a Gaussian mutation operation is performed, and if it is greater than 0.5, a Cauchy mutation operation is performed, and then the two groups are reunited into one block. The mutation operation during the feature selection operation means that the original 0 is mutated to 1, and 1 is mutated to 0. For example, 0010101 to 1101010.

3.2.3 Transition Operator

This is an inter-block operation. In this operator, two random block indices are randomly generated with random numbers between 0 and K. K indicates the total number of blocks each individual is divided into. For the two selected blocks, the positions of the two blocks are swapped in the individual. The blocks are then re-linked into a new individual.

3.3 Classification Based on KELM

Extreme Learning Machine (ELM) is a special variant of the fast single hidden layer feedforward neural algorithm. Huang et al. [48] introduced regularization schemes and kernel functions into ELM to obtain the kernel extreme learning machine (KELM). KELM can improve the prediction performance of the model while retaining the advantages of ELM. Among them, ELM is a single hidden layer feedforward neural network whose learning objective function $F(x)$ can be represented by the matrix:

$$F(x) = h(x) \times \beta = H \times \beta = L,$$

where $x$ is the input vector, $h(x)$ and $H$ are the output of the hidden layer node, $\beta$ is the output weight, and $L$ is the desired output.

Network training can be turned into a problem solved by a linear system. $\beta$ can be determined from $\beta = H^\ast \cdot L$, where $H^\ast$ is the generalized inverse matrix of $H$. In addition, to enhance the stability of the neural network, the regularization coefficient $C$ and the unit matrix $I$ are introduced, and the least-squares solution of the output weights is as follows:

$$\beta = H^T \left( HH^T + \frac{I}{C} \right)^{-1} L.$$  

The kernel function is introduced into ELM, and the kernel matrix is

$$\Omega_{ELM} = HH^T = h(x_i)h(x_j) = K(x_i, x_j),$$

where $x_i$ and $x_j$ are the test input vectors, then Eq. (3.11) can be expressed as

$$F(x) = [K(x_1, x_1); \ldots ; K(x_n, x_n)] \left( \frac{I}{C} + \Omega_{ELM} \right)^{-1} L,$$

where $(x_1, x_2, \ldots, x_n)$ is the given training sample, $n$ is the number of samples, and $K()$ is the kernel function.

In this paper, the routine blood data of pulmonary hypertension were classified, and the training set and test set were generated by tenfold cross-validation. The regularization coefficient $C$ and the kernel function parameter $S$ were respectively, obtained after HCWOA optimization, and the kernel function was selected as the RBF Gaussian kernel function.

To better classify pulmonary hypertension blood routine data, HCWOA and KELM are combined for feature selection. The method can provide interpretable results for classification and help physicians in medical diagnosis. The flow chart of the method in this paper is as follows and the flowchart is shown in Fig. 4.

Step 1: Initialize the input parameters of HCWOA, including the population size, the boundary of the search space, the maximum number of iterations, and the dynamic block $S$.

Step 2: Initialize a random binary whale population.

Step 3: Obtain a subset of features (1: features are selected, 0: features are not selected) according to the whales’ locations.

Step 4: Use the selected feature subset to calculate the fitness of each whale as follows:

$$\text{Fitness} = \alpha \cdot E + \beta \cdot \frac{|R|}{|d|},$$

where $E$ denotes the classification error rate of KELM, $|d|$ denotes the number of selected feature subsets, and $R$ denotes the total number of selected features. In addition, $\alpha$ and $\beta$ are two weights that measure the importance of the classification error rate and the size of the selected feature subset. we set $\alpha = 0.99$ and $\beta = 1 - \alpha$.

Step 5: Select the whale with the smallest fitness as the optimal position.

Step 6: Update the control parameters $a$, $A$ and $C$ according to Eqs. (5–7)

Step 7: Update the whale population location.

Step 8: Perform the hybrid conversion mechanism for the whales other than the optimal position to obtain a new population.
Step 9: Select the optimal one to reconstitute the new population according to the greedy idea.

Step 10: Judge whether the end condition is reached, if not, repeat steps 4–9.

Step 11: Return to the optimal position.

4 Experiment and Results

4.1 Validation of Function Optimization

In this paper, to test the performance of the proposed HCWOA, 28 benchmark functions were used as test sets, including 4 unimodal functions (F1–F4), 6 multimodal functions (F5–F10), 4 fixed modal functions (F10–F15), 6 hybrid functions (F15–F20) and 8 composition functions (F21–F28). Table 3 lists the descriptions of the 28 benchmark functions. These benchmark functions represent a variety of the most complex mathematical optimization problems. Therefore, they are often used to evaluate the comprehensive ability of algorithms. The average performance of all compared algorithms was further compared statistically using the Freidman test, and the average rank was given according to comparison results.

The comparison algorithm adopted includes original WOA, common meta-heuristic algorithm: Bat Algorithm (BA) [49], Firefly Algorithm (FA), Moth-Flame Optimization (MFO) [50], Differential Evolution (DE) [51], and improved advanced algorithm: differential Evolution algorithm based on Chaotic Local Search (DECLS) [52], Chaotic and Gaussian Particle Swarm Optimization (CGPSO) [53], Particle Swarm Optimization with Aging Leader and Challengers (ALCPSO) [54].

These tests were conducted out using a Microsoft Windows Server 2012 R2 data center version of windows with 128 GB RAM and an Intel (R) Xeon (R) E5-2650 v4 (2.20 GHz) CPU, with code written in MATLAB R2014b.
All techniques were evaluated under the identical conditions to ensure a fair assessment. The population size was set to 30 and the maximum number of evaluations was set to 1500. To reduce other effects, all algorithms were tested on the benchmark functions for 30 times. In this paper, the numerical results of these methods were selected based on the average (Avg.) and standard deviation (Std.) of the optimal function values. Avg. is used to evaluate the global search ability, and Std. is used to evaluate the algorithm’s robustness. In addition, the optimal results for each problem are marked in bold to display the optimal results clearly. The Wilcoxon signed-rank test [55], a nonparametric statistical test at the 0.05 significance level, was used to determine whether the improvement was statistically significant. The symbols “+/−” indicate that the proposed method is better than, equal to and worse than the other competitors, respectively.

Table 4 shows the optimization results of HCWOA and 8 competitors on 28 benchmark functions. The bolded values in the table indicate the best optimization on that test function. It can be seen that HCWOA achieves optimal results on 24 functions. In particular, HCWOA can directly find the optimal values on the unimodal functions. On the multimodal functions (F5–F10), HCWOA reaches the optimum on some functions. Although HCWOA does not optimize as well as FA and CGPSO on F5, F9 and F10, there is only a small difference between the results obtained by HCWOA
| Item | HCWOA Avg | WOA Avg | BA Avg | FA Avg | MFO Avg | DE Avg | DECLS Avg | CGPSO Avg | ALCPSO Avg |
|------|------------|---------|--------|--------|---------|--------|-----------|-----------|------------|
| F1   | 0.00E+00   | 1.37E-74| 2.18E+00| 1.52E+04| 1.69E+03| 4.58E-04| 1.41E-03 | 1.03E-03 | 1.09E-05   |
| F2   | 0.00E+00   | 4.98E-74| 1.01E+00| 1.50E+03| 5.30E+03| 2.25E-04| 2.71E-03 | 2.32E-03 | 1.27E-05   |
| F3   | 0.00E+00   | 9.34E-51| 8.05E+01| 6.39E+01| 3.19E+01| 2.10E-03| 1.16E-02 | 1.22E-02 | 2.87E-03   |
| F4   | 0.00E+00   | 2.89E-50| 3.55E+02| 7.97E+00| 1.98E+01| 4.53E-04| 1.38E-02 | 1.21E-02 | 1.06E-02   |
| F5   | 0.00E+00   | 4.56E+04| 2.62E+04| 2.76E+04| 1.97E+04| 3.11E+04| 1.62E+01 | 4.25E+00 | 2.62E+03   |
| F6   | 0.00E+00   | 1.54E+04| 1.30E+01| 3.71E+03| 1.22E+04| 5.06E+03| 2.16E-01 | 4.66E+00 | 1.18E+03   |
| F7   | 0.00E+00   | 4.43E+01| 1.12E+01| 4.83E+01| 6.91E+01| 1.32E+01| 4.02E-03 | 4.17E+01 | 1.29E+01   |
| F8   | 0.00E+00   | 2.86E+01| 5.87E+00| 1.94E+00| 8.18E-00| 1.74E+00| 3.59E-03 | 4.75E-03 | 3.18E+00   |
| F9   | 0.00E+00   | -1.07E+04| -1.10E+04| -7.42E+03| -3.55E+03| -8.73E+03| -9.76E+03| -1.26E+04| -2.30E+04   |
| F10  | 1.43E+03   | 1.57E+03| 7.06E+02| 3.17E+02| 9.73E+02| 5.03E+02| 7.90E-04 | 3.89E+03 | 6.32E+02   |
| F11  | 0.00E+00   | 1.89E-15| 2.85E+02| 2.60E+02| 1.70E+02| 8.78E+01| 3.13E-04 | 2.05E-04 | 6.79E+01   |
| F12  | 0.00E+00   | 1.04E-14| 3.04E+01| 1.53E+01| 3.61E+01| 8.36E+00| 7.60E-04 | 3.38E+04 | 2.17E+01   |
| F13  | 6.45E-02   | 5.30E-01| 7.45E-01| 3.60E+07| 9.29E+00| 2.84E-04| 1.43E-04 | 5.48E+05 | 4.48E-02   |
| F14  | 0.00E+00   | 3.24E-15| 3.00E+00| 4.43E-01| 5.58E+00| 1.21E-03| 4.68E-03 | 3.01E+03 | 9.48E-01   |
| F15  | 0.00E+00   | 4.04E-03| 2.98E+00| 1.35E+02| 9.01E+00| 3.26E-03| 1.50E-03 | 2.59E-02 | 3.02E+00   |
| F16  | 0.00E+00   | 5.04E-03| 6.04E+00| 1.59E+01| 4.36E+01| 8.28E-03| 3.28E-03 | 4.15E-02 | 3.02E+00   |
| F17  | 0.00E+00   | 2.21E+01| 7.67E+02| 8.24E+00| 4.92E+00| 8.66E-06| 4.61E+06 | 5.33E-01 | 3.02E+00   |
| F18  | 0.00E+00   | 1.25E+01| 7.78E+00| 6.36E+06| 2.75E-05| 2.09E-05| 1.01E-05 | 4.83E-01 | 3.02E+00   |
| F19  | 6.45E-02   | 5.30E-01| 7.45E-01| 3.60E+07| 9.29E+00| 2.84E-04| 1.43E-04 | 5.48E+05 | 4.48E-02   |
| F20  | 3.63E-02   | 3.19E+00| 2.31E+00| 1.30E+00| 3.54E+00| 9.62E-01| 7.28E-05 | 9.35E-05 | 3.74E+00   |
| F21  | 4.43E-04   | 3.71E+05| 9.42E+04| 1.34E+00| 2.20E+05| 7.64E+04| 2.72E+05 | 1.17E+05 | 4.47E+04   |
| F22  | 3.26E-02   | 5.04E-03| 2.06E+00| 1.07E+00| 3.40E+00| 1.22E+00| 7.30E-05 | 5.05E-05 | 3.67E+00   |
| F23  | 2.39E+00   | 8.16E+06| 6.15E+07| 3.94E+09| 5.47E+08| 3.69E+07| 1.24E+08 | 1.62E+08 | 4.14E+08   |
| F24  | 5.53E+03   | 4.34E+07| 3.71E+05| 9.20E+08| 5.34E+07| 1.95E+03| 1.02E+04 | 6.98E+06 | 3.32E+06   |
| F25  | 2.90E+03   | 4.10E+03| 3.98E+03| 4.16E+03| 3.60E+03| 3.48E+03| 2.99E+03 | 3.10E+03 | 3.87E+03   |

Table 4 Comparison of optimal values between HCWOA and famous MAs
and the minimum values. In addition, for the fixed modal functions, although HCWOA's optimization result on F17 is worse than BA, HCWOA’s optimization results are optimal on the other functions. HCWOA always has the best optimization results for other test functions. This is because the operation for populations and individuals in HCWOA can help avoid local optima.
Table 5 shows the $p$ value of the Wilcoxon signed-rank test. $p$ value less than 0.05 indicates statistical significance. Values less than 0.05 are bolded in the table, indicating that HCWOA is significantly better than the comparison method. As can be seen from the table, HCWOA significantly outperforms BA, FA, and DE on the 28 benchmark functions. Although on F5–F6 and F11–F14, the optimization results of HCWOA and WOA are not significantly different, it can be seen that more than 95% of the data in the table are less than 0.05. Therefore, it can be said that HCWOA has better optimization results compared with the other 8 algorithms.

Figure 5 shows the convergence effect of HCWOA on unimodal, multimodal, fixed modal, hybrid, and composition functions. The convergence curves were obtained from the evaluation process by selecting 50 points in sequence and plotting them as smooth curves. It can be seen from the figure that HCWOA has not only the smallest convergence but also the fastest convergence on the unimodal and multimodal functions. On the fixed modal function, although the convergence speed of HCWOA is not the fastest, the convergence value is the smallest. For F21 and F27, although the convergence speed of HCWOA is similar to those of DECLS and CGPSO, the convergence value of HCWOA is the smallest. As can be seen from the convergence figure, the population diversity and convergence accuracy of HCWOA are greatly improved compared to the basic WOA.
4.2 Feature Selection Experiment in the PH Data Set

To verify the effectiveness of the proposed HCWOA–KELM method, bHCWOA–KELM was compared with a range of machine learning methods, including BP, CART, Random Forest, AdaBoostM1, ELM and KELM traditional classification algorithms. Among them, the BP algorithm, CART, RandomF and AdaBoostM1 used self-built classifiers in MATLAB. The ELM algorithm can be found at http://www.ntu.edu.sg/eee/ics/cv/egbhuang.htm. KELM is based on ELM with the addition of kernel functions. For a fair comparison, all experiments were performed in the same simulated environment. The number of hidden neurons was 10 for the BP algorithm and 20 for the ELM algorithm. The regularization factor C and the kernel function parameter S for KELM were set to 2 and 4, respectively. The settings for the remaining classifiers were specified by convention. To get a fair and impartial outcome, the classification performance was assessed employing tenfold cross-validation (CV) methodology. In addition, to evaluate the performance of bHCWOA–KELM, we used four popular metrics, i.e., specificity, sensitivity, classification accuracy (ACC), and MCC.

The classifier’s effectiveness is verified using four mutual rules based on the confusion matrix. The complete definitions of these metrics are provided in [56, 57]. Here, we present their formulations to avoid discussions beyond the scope of this study:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN},
\]

\[
\text{Specificity} = \frac{TN}{FP + TN},
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN},
\]

\[
\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP) \times (TP + FN) \times (TN + FP) \times (TN + FN)}}.
\]

The specific experimental results are as follows. To verify its effectiveness in feature selection, the proposed bHCWOA–KELM algorithm was compared with commonly used classification methods without feature selection. The comparison results of the seven classifiers are shown in Fig. 6. It can be seen from the figure that, although the differences between bHCWOA–KELM and AdaBoost in terms of specificity and classification accuracy are small, bHCWOA–KELM is much better than the other algorithms in terms of sensitivity and MCC. The experimental results show that bHCWOA–KELM can handle the classification of high-pressure pulmonary artery blood routine data, suggesting that it can provide some help for experts and doctors in real life.

From the above, it is clear that bHCWOA–KELM is significantly more effective in feature selection than the common classification methods. To further evaluate the effectiveness of this method on the routine high-pressure pulmonary artery blood data set, bHCWOA–KELM was compared with the commonly used bMFO, BPSO, BSSA, BBA, and bWOA in combination with KELM. The convergence curves of these six algorithms are shown in Fig. 7. The convergence values are the fitness set in Sect. 3 of this paper. As shown in the figure, the effectiveness of this algorithm

![Fig. 6 Comparison effect of bHCWOA on 6 classifiers](image1)

![Fig. 7 Convergence evolution trends of the six methods](image2)
is measured in terms of both convergence value and convergence speed. From the figure, it can be seen that bHCWOA–KELM has not only the fastest convergence speed but also the smallest convergence value. These results demonstrate that bHCWOA–KELM can effectively establish a proper balance between classification accuracy and feature subset size when dealing with the feature selection problem.

Finally, to further help physicians in the analysis of the classification results, the specific selected features from the tenfold cross-validation results were analyzed. The specifically selected features in each experiment are shown in Fig. 8. As can be seen from the figure, the most frequently selected features are HGB, HCT, MPV, PDW and p-LCR. Further analysis shows that these five features are the most important for the final classification results. Therefore, bHCWOA–KELM can provide accurate classification results and help physicians analyze which features are the key factors in routine blood data.

5 Discussion

5.1 The Analysis Method and Parameter Selection

The optimization properties of the HC operator based on TRIZ theory, HCWOA can obtain better global optimal solutions with better feature selection ability, as shown by the experimental results. The dynamic segmentation operator, variation, and transposition operations can effectively partition and optimize the structure of the search space. This can improve the performance of the whole population from the individual whales by gene exchange and global optimization. The three stages of WOA, namely, spiral position update, narrowing envelope, and random search, helped to expand each stage’s advantages by borrowing the hybrid transformation mechanism distilled from TRIZ theory. This is because TRIZ theory itself is based on the practice of decomposing systems into subsystems, distinguishing useful and harmful functions, and these decompositions depend on the problem and the environment and are somewhat stochastic in nature.

In addition, to verify the practical application capability of HCWOA, we apply its discretization and KELM in combination with the PH data set. From the experimental results, it can be seen that such a combination not only enhances the performance of KELM but also shows excellent performance in the feature selection problem. In addition, bHCWOA–KELM can accurately select the features in the PH data set that plays a deterministic role in the classification effect.

5.2 Physiological Significance

In this study, machine learning was used to identify whether or not a mouse model of PH was successfully established by analyzing blood samples. Several key features were identified, including HGB, HCT, MPV, PDW and P-LCR.

It is well-known that normal HGB is a tetramer composed of two α-like polypeptide subunits and two β-like polypeptide subunits[58]. HGB’s primary purpose is to carry oxygen from the lungs to peripheral tissues and carbon dioxide from peripheral tissues to the lungs for excretion, therefore, controlling the body’s blood oxygen balance[59]. Therefore, in an oxygen-deficient environment, HGB is bound to change. Anna Hauser et al. reported increased HGB content in hypoxic environments[60]. Steven Deem et al. study found that oxy-HGB rapidly oxidizes NO to nitrate and methemoglobin, resulting in a greatly weakened duration and magnitude of the vasodilation effect of NO in the pulmonary circulation, thus manifesting as increased pulmonary vascular
resistance [61, 62]. Meanwhile, cell-free hemoglobin as a pro-inflammatory oxidant [63] was found to cause not only acute lung injury when cell-free hemoglobin is present in the trachea of mice, but also airspace inflammation and alveolar capillary barrier damage [64, 65]. Based on these studies, it can be seen that hypoxia can lead to increased HGB, while elevated HGB damages alveoli and increases pulmonary vascular resistance. This study found that the HGB of mice in the HPH group was 1.33 times higher than that in the control group \((p = 0.000)\), suggesting that HGB may be a promising predictor for evaluating models of PH in mice.

HCT refers to the volume fraction of red blood cells in the blood and serves as one of the most important indicators of a patient’s blood status. The content of HCT is of great significance to diagnosing many diseases, such as inflammation, anemia, polycythemia, and blood stimulants [66]. The content of HCT depends on the level of erythropoietin (EPO) produced by the kidneys. The partial pressure of oxygen can regulate EPO. Under hypoxic conditions, EPO will increase, resulting in increased HCT [67]. In addition, many studies have shown that, within a certain range, the ability of the circulatory system to deliver oxygen increases with the elevation of HCT [68]. Numerous epidemiological data suggest that there is a close relationship between HCT and cardiovascular disease [69]. Similar to these studies, Stauffer E and Beall CM et al. found that in healthy individuals, prolonged hypoxic conditions lead to elevated HCT [70, 71]. In line with these findings, our research confirmed that the HCT level of mice in the HPH group was higher than that of the control group \((p = 0.000)\) (1.35 times), and the HCT level may be effective in assessing PH models in mice.

MPV is defined as the mean volume of platelets in the blood [72]. Under physiological conditions, MPV is inversely proportional to the number of platelets to maintain normal platelet function, which means that an increase in MPV will simultaneously lead to a decrease in platelets [73]. Studies have found that in the presence of hypoxia, the destruction of platelets is increased, and at the same time, MPV is increased [74]. MPV may also be a predictive marker of cardiovascular events, closely related to thrombosis and inflammation [75, 76]. Tromsø et al. found that increased MPV was a predictor of venous thromboembolism (VTE) [77]. The related meta-analysis found that the MPV of VTE patients was significantly higher than that of the control group [78]. Steiropoulos et al. found that the MPV of COPD patients was significantly higher than that of healthy people [79]. Numerous studies have also shown that severe hypertensive disease and related target organ damage are associated with elevated MPV [80–82]. Similar to the findings of their study, we also found that the MPV of mice in the HPH group was higher than that in the control group, about 1.10 times that of the control group. Therefore, MPV might have a significant predictive value in distinguishing mice with PH.

Similar to MPV, PDW is also a volume parameter, meaning the distribution of platelet size, which is the relative height of the 20% platelet size distribution histogram [83, 84]. Increased PDW means uneven platelet volume, suggesting platelet activation [85]. PDW was positively correlated with mean pulmonary artery pressure [86]. Some possible mechanisms are: activated platelets play a key role in pulmonary vascular remodeling and thrombosis [87, 88]. Sonali Jindal et al. also found a positive correlation between PDW and microvascular complications [89]. Multiple studies have shown that PDW in patients with idiopathic pulmonary hypertension is significantly higher than that in controls [90]. Consistent with these findings, our experimental results also showed that the PDW of mice in the HPH group was 1.11 times that of the control group \((p = 0.000)\).

P-LCR, an indicator used to quantify large platelets, is the proportion of platelets larger than 12 fl in the total number of platelets [91]. Large platelets are hypothesized to be more active [92, 93]. Numerous studies have shown that large platelets contain more particles and receptors and have higher hemostasis, thrombosis, and pro-inflammatory abilities than small platelets [94]. In relevant animal experiments, it was found that after the consumption of platelets, the newly generated platelets were significantly larger than the previous platelets [95]. The same is true after chemotherapy in humans [96]. In our experiment, we found that the P-LCR of mice in the HPH group was higher than that in the control group, indicating it could potentially serve as a valuable predictor \((p = 0.000)\).

However, because our experiments may have many limitations, these results require more rigorous interpretation and in-depth thinking. First, our experimental results partially depend on our experimental apparatus, resulting in possible deviations in the results. Second, the number of factors we selected was still too small. In further research, we should expand the research scope to blood gas analysis, coagulation mechanism, inflammatory factors, etc. Third, the sample size we studied was not large enough, and the next step should be to increase the sample size and improve the accuracy of the study. Based on the fact that the proposed algorithm has such an excellent performance, it can be applied to other fields as well, such as recommender system [97–100], human activity recognition [101], text clustering [102], medical image augmentation [103, 104], microgrids planning [105], named entity recognition [106], COVID-19 classification [107–109], and object tracking [110].
6 Conclusion

To find a machine learning method to predict whether a mice PH model is successfully established, a model called HCWOA–KELM is proposed in this paper. To improve the effectiveness and stability of the model, a TRIZ-based hybrid transformation mechanism was added to the WOA. A total of 28 benchmark functions were used to test the global optimality of the improved WOA. The experimental results show that the proposed algorithm performs better global optimization on various test functions than the other eight optimization methods. Similarly, a comparison of bHCWOA–KELM with the other six classifiers and five feature selection methods demonstrates that the proposed model has higher classification accuracy and stability. Finally, the five most selected features in tenfold cross-validation experiments proved crucial for PH prediction.
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