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Abstract
The Canadian Large Ensembles Adjusted Dataset version 1 (CanLEADv1) contains 50-member ensembles of bias-adjusted near-surface global and regional climate model variables on a 0.5° grid over North America for historical and future scenarios (1950–2100). Canadian Earth System Model Large Ensembles (CanESM2 LE) and Canadian Regional Climate Model Large Ensemble (CanRCM4 LE) datasets are bias-corrected using a multivariate quantile-mapping algorithm for statistical consistency – in terms of marginal distributions and multivariate dependence structure – with two observationally constrained historical meteorological forcing datasets. For each observational dataset, bias-adjusted variables are provided for two sets of 50-member initial-condition CanESM2 ensembles (historical plus RCP8.5 scenarios, 1950–2005 and 2006–2100, respectively; and historicalNAT scenario, 1950–2020, which excludes anthropogenic forcings), and one 50-member CanRCM4 ensemble (historical plus RCP8.5). The archive includes daily minimum temperature, maximum temperature, precipitation, relative humidity, surface pressure, wind speed, incoming shortwave radiation and...
INTRODUCTION

There is growing interest in quantitative and physically consistent assessments of the potential impacts of future climate change on multiple affected sectors at a range of spatiotemporal scales. Sectoral impacts include those on water supply and demand, ecosystems, agriculture, forests, health and energy supply and demand, among others. To support these types of studies, efforts like the Inter-Sectoral Impact Model Intercomparison Project (ISIMIP) (Warszawski et al., 2013) provide impact modellers with observationally constrained global meteorological forcing data (Lange, 2018, 2019a, 2019c) and future projections from global climate models run under different greenhouse gas concentration scenarios. To minimize the influence of climate model biases on impact model results (e.g. Meyer et al., 2019; Zscheischler et al., 2019), climate model simulations are bias-adjusted towards the meteorological forcing data used for impact model calibration before dissemination (Lange, 2019b).

In addition to exploring future inter-sectoral impacts, studies are now considering the role of anthropogenic climate change on events that have already occurred. Recent examples include assessments of human-induced climate change contributions to area burned in the 2017 fire season in western Canada (Kirchmeier-Young et al., 2019) and to riverine flooding in Bangladesh in 2017 (Philip et al., 2019). In these types of event attribution studies, it is common to compare extreme events estimated using outputs from climate models run with both natural and anthropogenic forcings (so called ALL forcings) to those run with only natural forcings (NAT forcings). With access to large ensembles of ALL simulations – those representing the real world – and NAT simulations – those reflecting a world without human influence on the climate system – one can estimate probabilities of event occurrence in both factual and counterfactual worlds. The ratio of the two probabilities then quantifies the change in risk due to anthropogenic climate change. Counterfactual climate data is a recent addition to the set of ISIMIP simulations (Mengel et al., 2021).

The Canadian Large Ensembles Adjusted Dataset version 1 (CanLEADv1) is designed to support both inter-sectoral climate change impacts studies and event attribution studies. The main characteristics of the dataset are summarized in Tables 1 and 2. Unlike ISIMIP, which is global in scope, the focus of CanLEADv1 is on North America, with a further emphasis on terrestrial land surface and hydrological modelling users. To address these communities, the dataset includes 8 daily surface or near-surface meteorological variables commonly used for water and energy balance simulations: (a) minimum temperature (tasmin), (b) maximum temperature (tasmax), (c) precipitation (pr), (d) relative humidity (hurs), (e) surface pressure (ps), (f) wind speed (sfcWind), (g) incoming shortwave radiation (rsds) and (h) incoming longwave radiation (rlds). Furthermore, the regional focus permits the use of dynamically downscaled outputs from a regional climate model, as well as outputs from its parent global model.

Section 2 summarizes the main features of the dataset, technical details on its development and a brief evaluation of performance. As described in Section 2.1, CanLEADv1 is based on initial-condition ensembles of simulations from the Canadian Earth System Model – Canadian Regional Climate Model (CanESM2-CanRCM4) system, which is developed and run by Environment and Climate Change Canada’s (ECCC’s) Canadian Centre for Climate Modelling and Analysis (CCCma). Global and regional climate model outputs are bias-adjusted towards two observationally constrained 0.5° meteorological forcing datasets over North America. These observational forcing datasets are described in Section 2.2, and the combinations of model simulations and observational datasets that make up CanLEADv1 are given in Section 2.3. Section 2.4 provides technical details on the bias-adjustment algorithm, which is used to adjust the climate model outputs so that they match the multivariate dependence structure of the observational datasets. Section 2.5 evaluates the CanLEADv1 dataset in its ability to reproduce the extremes in multivariate hazard indices over the historical period. Finally, Section 2.6 places the global warming levels simulated by CanLEADv1’s climate models in broader context.

As described in Section 3, CanLEADv1 is provided in self-describing, binary netCDF files under Canada’s Open Government Licence. Potential dataset uses are outlined in Section 4. The large ensembles can be used to investigate the externally forced response, internal...
variability – which is an intrinsic property of a climate model and largely irreducible – and the relative role of external forcing and internal variability on the climate system. Large ensembles of ALL and NAT simulations can be compared in event attribution studies. Availability of consistently bias-adjusted outputs from the global and regional model components of the CanESM2-CanRCM4 system can be used to investigate the added value of dynamical downscaling, with multiple observational datasets partly accounting for observational uncertainty. Limitations, complementary datasets and potential future updates are summarized in Sections 5 and 6.

2 | DATA DESCRIPTION AND DEVELOPMENT

2.1 | Climate models and scenarios

The CanLEADv1 dataset is based on archived climate model simulations in the Canadian Earth System Model Large Ensembles (CanESM2 LE) (ECCC, 2017) and Canadian Regional Climate Model Large Ensemble (CanRCM4 LE) (ECCC, 2018) datasets. These two datasets consist of dynamically downscaled regional simulations over North America by version 4 of CCCma’s
RCM, CanRCM4, along with global simulations from CanRCM4's parent model, CanESM2, which is CCCma's second generation Earth System Model. Scinocca et al. (2016) provided an overview and technical details of the coordinated global and regional climate modelling effort used to develop the CanESM2-CanRCM4 system.

CanESM2 includes interactive, coupled atmosphere, ocean, sea ice, land and carbon cycle components; the atmospheric model is configured to run globally at ~2.8° horizontal spacing (Arora et al., 2011). A large 50-member perturbed initial-condition ensemble, referred to as CanESM2 LE (Fyfe et al., 2017), was randomly initialized starting on 1 January 1950 from the 5 historical CanESM2 ensemble members contributed by CCCma to the Coupled Model Intercomparison Project phase 5 (CMIP5). Random perturbations to the initial atmospheric state at the beginning of 1950 were introduced via one of the cloud physics parameterisations. This parameterisation relies on a random number generator with a pre-set seed; the 10 individual simulations split from each of the 5 original members are based on different seeds. In this way, different realizations of historical and projected future climate were produced without any change to the model dynamics, physics or structure. The only differences are due to internal variability, which is a manifestation of natural climate variability simulated by the model. The historical ALL simulations used observed estimates of historical changes in solar, volcanic, greenhouse gas, aerosol, ozone and land-use forcings, whereas the counterfactual NAT simulations used solar and volcanic forcings only. To obtain future projections, historical ALL simulations, which end on 31 December 2005, were extended from January 2006 to the end of 2100 using the RCP8.5 emissions scenario.

Regional simulations that dynamically downscale global outputs from CanESM2 LE onto a 0.44° grid over North America were performed with CanRCM4 (Scinocca et al., 2016). CanRCM4 shares the same dynamical core as the Global Environmental Multiscale (GEM) model, which is the integrated weather forecasting and data assimilation system used by ECC for operational Numerical Weather Prediction (NWP) (Côté et al., 1998). Unlike the operational forecasting system, however, CanRCM4 uses the same package of physical parameterisations as version 4 of CCCma's Canadian Atmospheric Global Climate Model (CanAM4) (von Salzen et al., 2013), which forms the atmospheric component of CanESM2. For CanRCM4 LE, NAT simulations were not run; hence, outputs are only available for the ALL runs (1950–2100).

CanESM2 contributions to CMIP5 have been evaluated alongside with other CMIP5 climate models; a summary of results, focusing on the global climate, is included in Flato et al. (2013). From a regional perspective, when assessed in terms of its ability to reproduce historical surface temperature and precipitation indices over extratropical Northern Hemisphere land areas, CanESM2's performance lay within the middle tercile of 31 CMIP5 models (Sillmann et al., 2013). Similarly, focusing on the historical frequency and persistence of daily atmospheric circulation patterns over North America, Cannon (2020) found that CanESM2 fell within the middle tercile of 30 CMIP5 and CMIP6 models in terms of frequency performance, and within the top tercile for persistence performance. Najafi et al. (2015) found good agreement between observed and CanESM2-simulated Arctic land temperature changes over the historical period.

Using North American Regional Climate Change Assessment Programme (NARCCAP) experimental protocols and evaluation measures (Mearns et al., 2012), Scinocca et al. (2016) compared the performance of CanRCM4 against other NARCCAP regional climate models. CanRCM4's performance fell within that of the other regional models assessed by Mearns et al. (2012). A growing body of literature has since evaluated the ability of the CanESM2-CanRCM4 system to simulate historical climate conditions in North America, including extremes of temperature and precipitation (e.g. Whan & Zwiers, 2015, 2016, among others). In general, performance of CanRCM4 is competitive with other regional models that have contributed simulations to NARCCAP and the North American Coordinated Regional Downscaling Experiment (NA-CORDEX) programme (McGinnis & Mearns, 2021).

### 2.2 Observational datasets

Two observationally constrained historical meteorological forcing datasets, both based on third-generation global atmospheric reanalyses that have been further corrected towards observations on 0.5° global grids, are used as targets in the climate model bias-adjustments of daily tasmin, tasmmax, pr, hurs, ps, sfcWind, rlds and rsds variables.

The S14 global meteorological forcing dataset (S14FD) (Iizumi et al., 2017) uses surface variables from the Japanese 55-year Reanalysis (JRA-55) (Kobayashi et al., 2015), whereas the Earth2Observe, WFDEI and ERA-Interim data Merged and Bias-corrected for ISIMIP (EWEMBI) dataset (Lange, 2018, 2019a) takes variables from the European Centre for Medium-Range Weather Forecasts (ECMWF) Interim Reanalysis (ERA-Interim) (Dee et al., 2011). In both cases, reanalysis outputs are corrected so that climatological statistics over land match those of observational gridded datasets. Values over ocean grid cells are those of the raw JRA-55 and ERA-Interim reanalyses.

The use of different reanalyses in S14FD and EWEMBI, which include different NWP models and data assimilation
systems, as well as different observational targets and observational bias removal methods, means that CanLEADv1 outputs sample both observational uncertainty and internal variability of the climate system. Iizumi et al. (2017) assessed the relative influence of uncertainties due to the use of different emission scenarios, climate models and observational bias-adjustment target datasets on near and distant future projections of temperature and precipitation indices over 22 sub-continental regions of the globe. They found that observational uncertainty exceeded scenario and climate model uncertainty over most combinations of precipitation indices and regions for both near and distant future.

When daily variables were evaluated against surface stations and independent flux tower observations, S14FD and WFDEI, the constituent dataset of EWEMBI that provides all variables except rlds and rsds, were consistently among the best performing datasets in an intercomparison of five global meteorological forcing datasets (Iizumi et al., 2017). Further, when assessed against the HadEX2 dataset (Donat et al., 2013) in terms of correlation (root mean squared error) of temperature and precipitation extremes indices, S14FD and EWEMBI were the top two datasets, performing best in 37.7% (39.7%) and 31.8% (22.7%) index/region combinations, respectively. Similar strong performance has been noted for assessment of S14FD precipitation (Singh & Najafi, 2020) and WFDEI precipitation (Wong et al., 2017) in Canada.

2.3 | Ensemble sizes

For CanESM2 LE, there are 2 scenarios (ALL and NAT), 2 observationally constrained target datasets for bias-adjustment (S14FD and EWEMBI), and 50 ensemble members, which gives a total of $2 \times 2 \times 50 = 200$ sets of outputs (22,200 simulated years). For CanRCM4 LE, which only has simulations for the ALL scenario, there are $2 \times 50 = 100$ sets of outputs (15,100 simulated years).

In both cases, CanLEADv1 provides variables on the CORDEX NAM-44i 0.5° grid over North America. CanESM2 outputs (~2.8° grid) and CanRCM4 outputs (0.44° grid) are bilinearly interpolated onto the NAM-44i grid before bias-adjustment (Figure 1).

2.4 | Multivariate bias-adjustment

Daily CanESM2 LE and CanRCM4 LE outputs on the NAM-44i grid are bias-adjusted so that they are statistically consistent with the historical S14FD and EWEMBI meteorological forcing datasets. Here, statistical consistency refers specifically to the multivariate distribution of the 8 meteorological forcing variables. As described by Cannon (2018), a multivariate version of quantile mapping – multivariate bias correction via N-dimensional probability distribution transfer, referred to as MBCn – is used to adjust the historical distribution of each simulated variable, as well as the statistical dependence between variables, so that these properties match those of the target observational dataset. Multivariate bias-adjustment is performed on a grid cell-by-grid cell basis.

Specifically, climate model outputs at each grid cell are adjusted using the 1981–2010 observational period for calibration, with multivariate bias correction applied over 30-year sliding windows from 1950–2100 (ALL) or 1950–2020 (NAT). In each window, the central 10 years are replaced, the window is slid 10 years, etc. until the end of the projection period is reached. To ensure an unbiased seasonal cycle, adjustments are applied to data pooled over 33-day-of-year sliding blocks – the central 11 days are replaced, the block is slid 11 days, etc. Following Kirchmeier-Young et al. (2017), each of the 50 ALL or NAT ensemble members is corrected separately using a different ALL member as the historical reference for calibration. This ensures that internal variability is not artificially suppressed (e.g. if each member were to be calibrated against itself).

To ensure that corrected values of tasmax exceed tasmin on all days, tasmin and tasmax are not corrected directly (Thrasher et al., 2012). Instead, multivariate bias-adjustment is applied to the diurnal temperature range (tasmax-tasmin) and approximate mean temperature $[(tasmin + tasmax)/2]$ variables. To avoid physical inconsistencies in corrected humidity variables (Grenier, 2018), hurs values (evaluated with respect to water) are first computed from raw model and observational target values of specific humidity, mean temperature and ps (Bolton, 1980). Following Cannon (2018), the resulting hurs values are mapped from the unit interval onto the real line using a logit transform; the transformed values are then bias-adjusted.

Outside of the 1981–2010 calibration period, changes in corrected quantiles are constrained to match those in the raw climate model simulations (i.e. adjustments are change-preserving on a quantile-by-quantile basis) (Cannon et al., 2015). For ALL simulations, the climate change signal simulated by the climate model outside of the historical calibration period is preserved. For NAT simulations, the same approach is used to preserve differences from the ALL simulations resulting from the absence of anthropogenic forcings. Variables pr, rlds, sfcWind and diurnal temperature range are treated as ratio variables (i.e. relative changes in quantiles are preserved); all others are treated as interval variables (i.e. absolute changes are preserved). After bias-adjustment, transformed variables (logit transformed hurs, diurnal temperature range and
FIGURE 1  Spatial extent of the CORDEX NAM-44i 0.5° grid with interpolated (a) CanESM2 and (b) CanRCM4 surface topography for reference. CanRCM4 runs natively on a 0.44° rotated pole grid that only covers a portion of the regular NAM-44i grid.
approximate mean temperature) are back-transformed to their original units.

The multivariate bias-adjustment algorithm is iterative, alternating between application of a random orthogonal rotation to the data and application of univariate quantile mapping to the rotated variables’ marginal distributions. As pointed out by Cannon (2018) and François et al. (2020), the number of iterations affects both convergence of the bias-adjusted multivariate distribution to the observed distribution in the calibration period, as well as performance on non-calibration (i.e. projection) samples. Too few iterations can lead to underfitting and too many iterations can lead to overfitting. The optimal number of iterations for CanLEADv1 was set to 20 based on results from a reanalysis-driven CanRCM4 cross-validation experiment similar to that described in Section 5 of Cannon (2018), except with EWEMBI serving as the observational reference product. Figure 2 shows cross-validated measures of multivariate bias-adjustment performance, indicating that 20 iterations leads to optimal non-calibration performance. The same sequence of random rotations is used at all grid cells to limit the appearance of spatial artefacts at adjacent locations.

2.5 Evaluation

To verify success of the multivariate bias-adjustments, performance over North American land grid cells is evaluated for the first member of each CanLEADv1 ensemble with respect to observationally constrained data from the 2011–2019 period; these observations lie outside the 1981–2010 period used to calibrate the bias-adjustments. The W5E5 global meteorological forcing data processed for ISIMIP (Lange, 2019c), a successor to EWEMBI based on the ERA5 reanalysis, is used as the observational reference. Note that CanESM2 and CanRCM4 simulations used in the evaluation period follow RCP8.5 greenhouse gas emissions rather than those observed. However, observed and RCP8.5 cumulative carbon emissions lie within 1% over this period (Schwalm et al., 2020) and hence differences in external forcing are unlikely to be of practical significance.

Following Zscheischler et al. (2019), multivariate hazard indices (Table 3) – the Canadian fire weather index, humidity index, wind chill and wet bulb globe temperature – are computed from the raw climate model outputs, CanLEADv1 bias-adjusted outputs and W5E5 observations. Each index is computed as a nonlinear function of two or more daily meteorological forcing variables. Importantly, the derived indices are not bias-adjusted directly. Hence, proper reproduction of their statistical characteristics in the evaluation period depends on correction of their component variables and their inter-dependence. Long-term median values over the 2011–2019 period are calculated for annual maxima of all indices except wind chill for which minima are calculated; values from CanLEADv1 and raw climate model outputs are then compared across the spatial domain with those calculated based on observations.

Figure 3 shows a Taylor diagram summarizing performance in terms of centred root mean squared error, spatial pattern correlation and spatial standard deviation. For illustration, maps of the median annual maximum

\[ \text{FIGURE 2} \] Cross-validated measures of multivariate bias-adjustment performance as a function of number of multivariate bias-adjustment iterations: (left axis) mean squared error (MSE) of inter-variable rank cross-correlations (blue, lower equals better); (right axis) energy distance skill score (red, higher equals better). The reference (Ref) values are for raw CanRCM4 simulations. The vertical green line indicates the number of iterations used for CanLEADv1
fire weather index – the least well simulated hazard index – are shown in Figure 4 for W5E5 observations and raw/bias-adjusted CanRCM4 simulations. Because the role of internal variability is not taken into consideration, performance is best reported in terms of relative improvements between the bias-adjusted and raw climate model outputs for the ensemble member. For all indices, centred root mean squared error is reduced for bias-adjusted CanLEADv1 outputs relative to raw climate model outputs (Figure 3), with magnitudes ranging from reductions of 39%–42% for the fire weather index to 82%–85% for wind chill. Similarly, spatial pattern correlations improve (Figure 3), with increases in explained variance ranging from 3%–5% for WC to 50%–61% for the fire weather index. More generally, the ability of the multivariate bias-adjustment algorithm to correct biases in climate and weather model simulations has been evaluated for multiple end uses, including hydrological modelling (Meyer et al., 2019; Shrestha et al., 2019; Singh & Najafi, 2020; Su et al., 2020), calculation of multivariate heat and fire indices (Whan et al., 2021; Zscheischler et al., 2019), and estimation of compound extremes (Hao & Singh, 2020).

### Table 3 Multivariate hazard indices used to evaluate bias-adjustment performance in Section 2.5

| Index                        | Hazard                                                                 | Input variables                     | Reference                      |
|------------------------------|------------------------------------------------------------------------|-------------------------------------|--------------------------------|
| Canadian fire weather index  | General index of fire danger optimized for forested areas in Canada   | tasmax, pr, hurs, sfcWind           | Van Wagner (1987)               |
| Humidity index               | Human heat stress due to combined effects of heat and humidity         | (tasmin + tasmax)/2, hurs           | Masterton and Richardson (1979) |
| Wind chill                   | Lowering of body temperature due to passing flow of cold air          | (tasmin + tasmax)/2, sfcWind        | Osczewske and Bluestein (2005)  |
| Wet bulb globe temperature   | Human heat stress in direct sunlight due to combined effects of temperature, humidity, wind speed and solar radiation | (tasmin + tasmax)/2, hurs, sfcWind, rsds | Liljegren et al. (2008) |

**Figure 3** Taylor diagram showing spatial pattern correlations, standard deviations and centred root mean squared errors (grey arcs) of scaled 2011–2019 median multivariate hazard indices (Table 2) for bias-adjusted CanLEADv1 outputs – CanESM2_ALL-EWEMBI-MBCn (light green), CanESM2_ALL-S14FD-MBCn (dark green), CanRCM4-EWEMBI-MBCn (blue), and CanRCM4-S14FD-MBCn (dark blue) – and raw CanESM2 (red) and CanRCM4 (orange) climate model outputs. The first ensemble member is used in all cases. Observational reference values are 2011–2019 median W5E5 values scaled to have unit standard deviation; climate model indices are expressed in terms of W5E5 standard deviation units.

### 2.6 Scenarios and global warming levels

The ALL forcing simulations of CanESM2 in CanLEADv1 are run using historical and RCP8.5 external forcing scenarios from 1950–2100. The amount of global warming, and hence the impact on the climate of North America, over this period depends on the strength of the response of CanESM2 to the prescribed anthropogenic forcings in these experiments. CanESM2 has an equilibrium climate sensitivity of 3.7°C and a transient climate response of 2.4°C (Vial et al., 2013). These values are on the high end of the assessed likely range of 1.5–4.5°C for equilibrium climate sensitivity and 1–2.5°C for transient climate response (Collins et al., 2013). Further, the RCP8.5 scenario represents the high end of possible baseline greenhouse gas emissions scenarios in a no-policy world. However, given current population and gross domestic product projections, emissions of CO₂ and projected global
warming that are as high as those under RCP8.5 are unlikely (Raftery et al., 2017).

Taken together, this means that the climate projections in CanLEADv1, which are based on CanESM2 simulations, warm faster than those based on most other combinations of climate model and emissions scenario. For example, CanESM2 projects global warming to reach −5.9°C by the end of the 21st century under the RCP8.5 scenario (Figure 3), whereas the mean end-of-century warming for the full CMIP5 ensemble is −4.3°C for RCP8.5 and −1.6°C for RCP2.6 (Flato et al., 2019).

Rather than presenting results for a fixed period of simulation years (e.g. the 2050s or 2080s), which will depend on warming of CanESM2 under RCP8.5, one can instead present results for a specified level of global warming since the preindustrial (PI) period (e.g. +2°C or +3°C). Framing results in this manner relies on being able to identify the simulated time period that corresponds to the specified warming level. To this end, CanLEADv1 includes a comma-separated values file with the global mean annual surface air temperature anomaly time series presented in Figure 5. Assumptions (e.g. that the regional response to a given amount of global warming is independent of emissions scenario and climate model), caveats and examples of this approach to presenting regional climate scenarios are provided in Seneviratne et al. (2016), King et al. (2019) and Cannon et al. (2020). Similarly, the ensemble of national climate scenarios for Switzerland is, in part, constructed using a ‘time-shift pattern scaling method’ that fills in missing regional simulations using the relationship between time-of-warming in global models and the regional response for that level of warming under available RCP8.5 simulations (Sørland et al., 2020). This basic approach is extensible to new scenarios, for example the Shared Socioeconomic Pathways (SSPs) used in CMIP6.

3 | DATASET ACCESS AND FILE FORMATS

The Canadian Large Ensembles Adjusted Dataset version 1 (CanLEADv1) is available for download from the Government of Canada’s Open data portal at https://open.canada.ca/data/en/dataset/a97edbc1-7fd2-4ebc-b135-691505d9a595. Data are in self-describing, binary netCDF files with file names and metadata following the
CANNON et al. recommended Data Reference Syntax for bias-adjusted CORDEX simulations (Nikulin & Legutke, 2016). The dataset is provided under Canada’s Open Government Licence, which grants users a worldwide, royalty-free, perpetual, non-exclusive licence to use the data, including for commercial purposes, subject to terms listed at https://open.canada.ca/en/open-government-licence-canada.

4 | POTENTIAL DATASET USE

4.1 Hydrologic and land surface modelling

The CanLEADv1 dataset includes required meteorological forcings for hydrologic/land surface models, such as Variable Infiltration Capacity (Liang et al., 1994), Modelisation Environnementale Communautaire – Surface and Hydrology (Pietroniro et al., 2007), Soil and Water Assessment Tool (Arnold et al., 1998) and Canadian Land Surface Scheme including Biogeochemical Cycles (Melton et al., 2020), among others. With the physically consistent multivariable forcings from CanLEADv1, there is no need to employ empirical methods (Bennett et al., 2020) to derive additional meteorological forcings (e.g. radiation fluxes), which is the case for most statistically downscaled datasets that include only temperature and precipitation. Temporal disaggregation (e.g. from a daily to sub-daily time step) may, however, still be required, but can be accomplished using off-the-shelf software packages (Bennett et al., 2020; Förster et al., 2016).

Uncertainties in hydrologic fluxes, such as evapotranspiration and runoff timing and magnitude (Bohn et al., 2013; Mizukami et al., 2014), associated with the empirical estimates of the additional climate variables can thus be minimized. Furthermore, given that hydrological processes such as rain-on-snow events, spring freshet, etc. are dependent on interactions between multiple climate variables, the multivariate downscaled products, by virtue of maintaining realistic relationships between variables, could potentially lead to improved hydrologic and hydraulic simulations (Meyer et al., 2019; Shrestha et al., 2019; Singh & Najafi, 2020). Potential applications of CanLEADv1 include regional to continental scale hydrologic impact studies and/or investigation of the role of climate model’s internal variability on hydrologic projections (Giuntoli et al., 2018). Furthermore, CanLEADv1 bias-adjusted outputs could be used as covariates for statistical modelling and analyses of nonstationary hydroclimatic extremes (e.g. Shrestha et al., 2017) and observationally constrained future runoff sensitivities (e.g. Lehner et al., 2019).

The CanLEADv1 dataset could also be used in regional to continental assessments of future snowpack changes in North America. Currently, due to the lack of bias-adjusted simulations of snowpack, there is still a need to rely on the raw climate model outputs for projections of future changes in the region (e.g. Fyfe et al., 2017; Jeong & Sushama, 2018; Mudryk et al., 2018; Shrestha et al., 2021). To this end, an offline energy balance snow model (e.g. Magnusson et al., 2015; Walter et al., 2005) forced with the bias-adjusted CanLEADv1 datasets could complement the climate model snowpack simulations.

4.2 Event attribution

The CanLEADv1 dataset has many benefits for event attribution, which is a field of climate science that aims to quantify how anthropogenic climate change has influenced the frequency or magnitude of certain types of extreme events. Typically, this involves a comparison of the characteristics or likelihood of an extreme event between a climate model scenario that accounts for human emissions and a scenario without human influence on the climate. First, the models used in an event attribution study need to accurately represent the event in question, which may be improved by the bias-adjustment procedure used in CanLEADv1. Additionally, the multivariate nature of the bias-adjustment allows for the calculation of multivariate extremes or indices characterizing high-impact
events such as drought or wildfires (Kirchmeier-Young et al., 2017, 2019; Zscheischler et al., 2019).

Second, large ensembles are needed to ensure a large enough sample size for estimating the likelihood of extreme events. Third, multiple forcing scenarios (ALL and NAT) enable a direct comparison between scenarios with and without anthropogenic forcing. In particular, there has previously been a lack of high-resolution datasets driven by NAT forcing. Finally, the scale of the CanLEADv1 dataset is finer than most global models and allows for the possibility of assessing smaller-scale events.

CanLEADv1 is also useful for investigating the changes in the observed hydrological processes and determining the degree of attributable risk of individual and compound extremes to climate change. It provides the opportunity to extend the existing methods that are developed to perform long-term trend attribution (Najafi et al., 2017), attribute individual extreme events and characterize the role of internal climate variability (Bellprat et al., 2019).

4.3 Compound extremes

CanLEADv1 supports analyses of compound extremes – multiple extreme events that can interact in space and time – which can pose significant risks to societies, infrastructure, environments and various economic sectors (Zscheischler et al., 2020). Understanding the risks that are driven by cascading and compounding extremes requires an accurate representation of the underlying statistically dependent climate variables (Leonard et al., 2014). CanLEADv1, which is based on a multivariate bias-adjustment method, is, therefore, suitable for assessing the intensity and frequency of individual as well as compound extreme events at regional scales under climate change.

In addition to maintaining the dependence structure, the large ensemble simulations provide the opportunity to characterize nonstationary interdependencies between multiple drivers that can influence future changes in compound events including temperature and precipitation (e.g. heatwaves and droughts or warm-wet events), extreme wind and intense rainfall, among others (Singh et al., 2021). These interdependencies can be represented through nonstationary multivariate extreme value theory (e.g. via time-varying marginal distributions and dependence structures) applied to the CanLEADv1 bias-adjusted large ensemble simulations, which can lead to robust estimation of future joint return periods of compound events (Zscheischler et al., 2018). Further, the large ensemble can be used to quantify the contributions of internal climate variability and anthropogenic forcing to individual and compound extreme events, for example, compound floods, droughts, wildfires and heatwaves.

5 LIMITATIONS AND COMPLEMENTARY DATASETS

The 50-member CanESM2/CanRCM4 ensembles were created by perturbing initial conditions of a 5-member set of historical CanESM2 simulations at the start of the 1950 simulation year. Due to the chaotic nature of the climate system, each of the 10 simulations start to diverge from their 5 parent members at this point. Depending on the use case (e.g. analyses of atmospheric versus land surface state), it may be necessary to exclude an initial spin-up period before the 50 simulations can be considered as independent realisations of the climate system.

CanLEADv1 samples observational uncertainty through the use of 2 observationally constrained reference datasets, and internal variability of the climate system through the use of 50-member initial-condition climate model ensembles. Other sources of uncertainty, including model uncertainty (only one climate modelling system and bias-adjustment method are used) and scenario uncertainty (future projections are based exclusively on RCP8.5) are not taken into account. Furthermore, CanRCM4 is run on a 0.44° grid, which limits its utility for high-resolution impact modelling, for example, hydrological modelling in small basins.

Structural model uncertainty, scenario uncertainty and additional observational uncertainty can be assessed using complementary datasets for North America. In particular, the NA-CORDEX programme provides bias-adjusted regional climate model outputs (McGinnis & Mearns, 2021) for daily tasmin, tasmax and surface wind components over the conterminous United States portion of the NAM-44i grid (using gridMET as the observational reference; Abatzoglou, 2013), and bias-adjusted daily tasmin, tasmax, pr, hurs and rsds over the NAM-44i grid (using Daymet as the observational reference; Thornton et al., 2020). In both cases, the same multivariate bias-adjustment algorithm is used as here, with some simulations available on the higher-resolution NAM-22i 0.25° grid. Outputs include a subset of combinations of single runs of 7 regional climate models driven by 9 global models under the RCP2.6, RCP4.5 and RCP8.5 scenarios. This includes a single realization from the CanESM2-driven CanRCM4 model used in CanLEADv1.

Few bias-adjusted climate datasets feature outputs that are consistent with both ALL and counterfactual non-warming forcings. Two notable examples that include the same variables at the same resolution as CanLEADv1 are the bias-corrected d4PDF historical and non-warming climate dataset (Iizumi, 2018) and the ISIMIP ATTRICI counterfactual climate for impact attribution dataset (Mengel et al., 2021). Unlike CanLEADv1, d4PDF and ATTRICI are global rather than regional in scope.
The d4PDF dataset covers the 1951-2010 historical period and contains the same daily variables as CanLEADv1. Bias-adjustment of 100-member ensembles of the Meteorological Research Institute Atmospheric Global Climate Model, version 3.2 (MRI-AGCM3.2) (Mizuta et al., 2017), one based on detrended historical boundary conditions and greenhouse gas and aerosol emissions set to PI values, is performed using the univariate quantile mapping methodology described by Iizumi et al. (2017) with the global S14FD dataset serving as the observational target. The ATTRICI dataset, unlike CanLEADv1 and d4PDF, which both rely on climate model simulations, constructs counterfactual climate data by statistically removing the climate change signal from two global observational datasets, including the W5E5 successor to EWEMBI (Lange, 2019c). This limits the ability to make attribution statements about the human influence on the climate system through emissions of greenhouse gases and aerosols.

6 | CONCLUSION AND FUTURE UPDATES

CanLEADv1 provides large ensembles of bias-adjusted CanESM2 and CanRCM4 climate model outputs on a 0.5° grid over North America. The dataset is designed to be useful for hydrological and land surface impact modelling, as well as related event attribution studies. Simulations include those based on ALL (1950–2100) and NAT (1950–2020) forcings from CanESM2 and ALL forcings from CanRCM4; anthropogenic forcings follow historical and RCP8.5 scenarios from CMIP5. Bias-adjustment is towards two observationally constrained historical datasets (S14FD and EWEMBI).

An update of CANLEAD is currently in the planning phase. Anticipated improvements include: (a) incorporation of higher-resolution simulations from CanRCM and other regional climate models (e.g. following CMIP6 CORDEX2 protocols; Gutowski et al., 2016); (b) use of multiple large global climate model ensembles and shared socioeconomic pathways; (c) adoption of higher-resolution observationally constrained historical datasets for bias-adjustment (e.g. Gasset et al., 2021; Muñoz-Sabater et al., 2021); (d) use of multiple bias-adjustment algorithms (e.g. François et al., 2020); and (e) outputs that include an expanded set of daily climate variables (e.g. including daily minimum and maximum relative humidity and wind components).
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