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Abstract

The duality in Bakry-Émery’s gradient estimates and Wasserstein controls for heat distributions is extended to that in refined estimates in a high generality. As a result, we find an equivalent condition to Bakry-Ledoux’s refined gradient estimate involving an upper dimension bound. This new condition is described as a $L^2$-Wasserstein control for heat distributions at different times. The $L^p$-version of those estimates are studied on Riemannian manifolds via coupling method.
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1 Introduction

Since the pioneering work of Bakry and Émery [11], their ($L^2$-)gradient estimate

$$|\nabla P_tf|^2 \leq e^{-2Kt}P_t(|\nabla f|^2)$$  (1.1)
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for a diffusion semigroup \( \mathcal{P}_t = e^{t\mathcal{L}} \) has been played a prominent role in geometric analysis of the diffusion generator \( \mathcal{L} \) (see [9, 10, 12, 31], for instance). Among several further developments, the following refined form is studied by Bakry and Ledoux [15] (see [44] also): For fixed parameters \( K \in \mathbb{R} \) and \( N \in (0, \infty) \),

\[
|\nabla \mathcal{P}_t f|^2 \leq e^{-2Kt} \mathcal{P}_t (|\nabla f|^2) - \frac{1 - e^{-2Kt}}{NK} (\mathcal{L} \mathcal{P}_t f)^2. \tag{1.2}
\]

Recently, in [25, 28], it is revealed that (1.1) is equivalent to the following estimate concerning a Lipschitz type bound of heat distributions with respect to the \( L^2 \)-Wasserstein distance \( W_2 \), which we call an \( L^2 \)-Wasserstein control, in a fairly general situation: For \( t > 0 \) and two probability measures \( \mu_0 \) and \( \mu_1 \) on the state space,

\[
W_2(\mathcal{P}_s^* \mu_0, \mathcal{P}_t^* \mu_1) \leq e^{-Kt} W_2(\mu_0, \mu_1). \tag{1.3}
\]

The purpose of this article is to extend such a duality by introducing a new inequality like (1.3) which corresponds to (1.2). As we will see in Corollary 2.4 as a special case of our result, the estimate (1.2) is equivalent to the following space-time \( L^2 \)-Wasserstein control in an abstract framework: For \( s, t > 0 \) and two probability measures \( \mu_0 \) and \( \mu_1 \) on the state space,

\[
W_2(\mathcal{P}_s^* \mu_0, \mathcal{P}_t^* \mu_1)^2 \leq \left( \frac{1}{J_N([s, t])} \int_s^t e^{Kr} J_N(dr) \right)^{-2} W_2(\mu_0, \mu_1)^2 + J_N([s, t])^2, \tag{1.4}
\]

where

\[
J_N(A) := \int_A \sqrt{\frac{NK}{e^{2Kr} - 1}} dr \tag{1.5}
\]

for measurable \( A \subset [0, \infty) \) and hence

\[
J_N([s, t]) = \begin{cases} 
\sqrt{\frac{N}{K}} (\cos^{-1}(e^{-Ks}) - \cos^{-1}(e^{-Kt})) & (K > 0), \\
\sqrt{2N} (\sqrt{t} - \sqrt{s}) & (K = 0), \\
\sqrt{\frac{N}{-K}} (\cosh^{-1}(e^{-Ks}) - \cosh^{-1}(e^{-Kt})) & (K < 0).
\end{cases}
\]

Here the function \((e^{2Kt} - 1)/K\) is regarded as \(2t\) when \(K = 0\).

In the Bakry-Ledoux gradient estimate (1.2), the parameters \( K \) and \( N \) play the role of lower Ricci curvature bound and upper dimension bound. Indeed, under the condition

\[
|\nabla f|^2 = \frac{1}{2} \mathcal{L}(f^2) - f \mathcal{L} f, \tag{1.6}
\]

the Bakry-Ledoux gradient estimate is equivalent (at least formally) to the following inequality, called Bakry-Émery’s curvature-dimension condition or Bochner’s inequality

\[
\frac{1}{2} \mathcal{L}(|\nabla f|^2) - \langle \nabla f, \nabla \mathcal{L} f \rangle \geq K|\nabla f|^2 + \frac{1}{N}|\mathcal{L} f|^2. \tag{1.7}
\]
Note that (1.6) is the definition of squared norm of gradient or carré du champ \( |\nabla f|^2 = \langle \nabla f, \nabla f \rangle \) in Bakry-Émery theory, as in [9, 10, 12, 31]. On complete Riemannian manifolds with \( \mathcal{L} = \Delta \), the Bochner-Weitzenböck formula implies that Bakry-Émery’s curvature-dimension condition is equivalent to the combination of \( \text{Ric} \geq K \) and \( \text{dim} \leq N \) (when \( N = \infty \), the latter condition always holds). Moreover, even in an abstract framework, (1.7) has provided several extensions of results in Riemannian geometry concerning these bounds. Thus we could say that (1.1) or (1.2) is placed at the intersection of geometry and analysis. While (1.1) can be applied in a broader situation such as analysis on infinite dimensional spaces, (1.2) provides qualitatively sharper results and hence obtaining (1.2) or (1.7) for \( N < \infty \) would be important (see [9, 10, 12, 31] for instance).

The Wasserstein control condition (1.3) or (1.4) serves us a new approach to (1.1) or (1.2) especially on non-smooth spaces. Since the Bochner-Weitzenböck formula is not available in such a case, it was completely unclear when (1.7) holds. For this problem, a connection with an alternative formulation of \( \text{Ric} \geq K \) and \( \text{dim} \leq N \) by optimal transportation [8, 33, 38, 39] has been investigated recently. Since those new conditions are stable under geometric operations such as the measured Gromov-Hausdorff limit, the same stability holds for (1.7) once we prove the equivalence between them. This equivalence is finally established by Ambrosio, Gigli, Savaré, Mondino and Rajala [1, 2, 3, 4] when \( N = \infty \) and by Erbar, Sturm and the author [20] when \( N < \infty \). For connecting Bakry-Émery theory based on (1.7) with optimal transport approach, the estimate (1.3) or (1.4) works as a bridge, though what we actually used when \( N < \infty \) is (2.8) below.

The emphasis of the result of this paper is put on the fact that the equivalence between (1.2) and (1.4) can be extended to more general situation where any kind of known curvature-dimension conditions corresponding to \( \text{Ric} \geq K \) and \( \text{dim} \leq N \) may not hold (see Theorem 2.1). For instance, previous results can be applied to obtain an estimate like (1.3) from an estimate like (1.1) for sub-elliptic diffusions [25, Section 4] (see [28, Section 6] also for other examples). We can expect a similar result also in the present case as a future application. As another kind of generality, we can obtain \( \text{L}^p/\text{L}^{p\ast} \)-duality, as we did in [25, 28]. Actually, an \( \text{L}^p \)-type estimate of (1.4) (see (2.10)) holds on complete Riemannian manifolds, and we can obtain the \( \text{L}^{p\ast} \)-analog of (1.2) by our result. It is not yet known whether we can obtain the same estimate on metric measure spaces satisfying the Riemannian curvature-dimension condition in [20], where the \( \text{L}^2 \)-estimate holds. Note that, in the case \( N = \infty \), the \( \text{L}^p \)-version of (1.3) follows from (1.3) itself (see [37]). Such a precision has various applications in that case and hence it would be interesting to obtain an \( \text{L}^p \)-estimate associated with the curvature-dimension condition as well as to investigate applications of it.

The essential idea of the proof of the duality in (1.2) and (1.4) is inherited from the earlier studies in [25, 28]. There we regard (1.1) as a differentiation of (1.3) in space variable with a change of viewpoint from the space of measures to the space of functions. Then the opposite implication is regarded as an integration in space variable, and it is realized by using the Kantorovich duality and the analysis of the associated Hopf-Lax semigroup. Thus it was natural in those argument that we used no time-dependency on the constant and the Markov kernel \( P_t \). In the present case, the additional term in (1.2) involving \( N \) can be regarded as a differentiation in time parameter. The reason why the “integrated” estimate (1.4) deals with distribution of diffusions at different times is
based on this fact. Actually, if we apply (1.4) when \( s = t \) by taking a limit \( s \to t \), it becomes the reduced control (1.3), which is in duality with (1.1). In the proof of our main theorem, we will couple a space parameter with a time parameter. As a result, the argument becomes more complicated compared with previous ones in [25, 28]. This fact also makes it unclear what is the optimal bound of space-time Wasserstein control of type (1.4). Indeed, we obtain (1.4) by choosing a (possibly not optimal but admissible) space-time reparametrizations in a variational problem arising in Proposition 3.5 below (see Remark 3.7). When we are working with the specified estimate (1.2), the space-time \( W_2 \)-control (2.8) involving comparison functions seems to be optimal (see Remark 3.8).

\( L^p \)-type estimates on Riemannian manifolds are obtained by stochastic analytic techniques. We construct a variant of coupling by parallel transport of diffusion processes with different time scales for deriving Wasserstein controls. For the construction, we must avoid technical difficulties arising from the presence of the cut locus. To overcome it, we employ the approximation of the diffusion process by geodesic random walks developed in [24, 26, 30, 42]. The Wasserstein control we will obtain directly from our coupling method is slightly weaker than expected and we establish an \( L^p \)-variant of Bakry-Émery theory (Proposition 4.4) in order to derive a sharper result. Since we consider a possibly nonsymmetric diffusion generator, we relies on stochastic analytic techniques again to avoid technical difficulties there. It might be possible to prove it in a more straightforward way without coupling methods. See Remark 4.6 for an observation.

As a related result, the implication from (1.2) to (1.4) is obtained by Bakry, Gentil and Ledoux in [13] by a different method when \( K = 0 \). Bolley, Gentil and Guillin [18] recently obtained a sort of contraction bound of \( L^2 \)-Wasserstein distance for two distributions of diffusion at the same time involving the dimension parameter \( N \) from (1.7). Coupling method on Riemannian manifolds is studied first by Kendall [23] and improved by Cranston [19]. Since then, it has been extensively studied in the literature. Feng-Yu Wang is one of the leading persons on this topic and we refer to his books [43, 45] for further developments. A coupling admitting different time scales is studied also in [29, 34]. The problem studied in [29] seems to be closely related to ours (See Remark 2.10). Though the purpose of [34] is different from ours, there appears a similar argument.

The organization of the paper is as follows. In the next section, we give a precise definition of our framework and state the main theorems. Since we will deal with the time-evolution of the Markov kernel, we discuss it under two different family of assumptions in Theorem 2.1 and Theorem 2.2 respectively. In those theorems, only a weaker duality is obtained and we add a technical assumption (strong Feller property of \( P_t \)) in both cases to obtain the full duality result including the relation between (1.2) and (1.4) (Corollary 2.3). The proof of main results except Theorem 2.6 is given in Section 3. In the proof, we will show two key propositions: Proposition 3.1 and Proposition 3.5. Though they can be applied to more general situation than in the setting of Theorem 2.1, we exclude it from the main theorem for simplicity of presentation since the statements of them look more complicated. We also prove another space-time \( W_2 \)-control (2.8) studied in [20] directly from (1.2) (Theorem 2.5). In Section 4, we will prove Theorem 2.6, which concerns with \( L^p \)-estimates, on a complete Riemannian manifold satisfying (1.7) for a (possibly non-symmetric) diffusion generator \( \mathcal{L} \). Since the argument seems to be technical, we give a
heuristic discussion in Section 4.1 and make it rigorous in Section 4.2 with a partial use of arguments in Section 4.1 which hold in a sufficient generality.
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2 Framework and main results

Let \((M, d)\) be a Polish metric space. In this paper we always assume that \(d\) is a geodesic metric. It means that, for each \(x, y \in M\), there is a curve \(\gamma : [0, 1] \to M\) such that \(\gamma(0) = x, \gamma(1) = y\) and \(d(\gamma(s), \gamma(t)) = |s-t|d(x, y)\) for \(s, t \in [0, 1]\). We call such a curve \(\gamma\) minimal geodesic joining \(x\) and \(y\). Let \(P_t(x, \cdot) \in \mathcal{P}(M), t \geq 0, x \in M\) be a semigroup of Markov kernels on \(M\), where \(\mathcal{P}(M)\) is the space of all Borel probability measures on \(M\). We denote the action of the Markov kernel \(P_t\) to \(f : M \to \mathbb{R}\) bounded and measurable by \(P_t f\). Similarly, the dual action of \(P_t\) to \(\mu \in \mathcal{P}(M)\) is denoted by \(P_t^* \mu\). We denote the set of (bounded) Lipschitz functions by \(C^{\text{Lip}}(M)\) and \(C^{\text{Lip}}_b(M)\) respectively. Let us denote the local Lipschitz constant of \(f \in C^{\text{Lip}}(M)\) at \(x\) by \(|\nabla f|(x)\). That is,

\[
|\nabla f|(x) = \limsup_{y \to x} \frac{|f(y) - f(x)|}{d(x, y)}.
\]

Let \(\text{Lip}(f)\) stand for the (global) Lipschitz constant of \(f\). Recall that we say a curve \((\gamma(r))_{r \in [0, 1]}\) in a metric space \((Y, d_Y)\) is called absolutely continuous if there is a non-negative integrable function \(\varphi\) on \([0, 1]\) such that \(d_Y(\gamma(s), \gamma(t)) \leq \int_s^t \varphi(r) dr\) for any \(0 \leq s \leq t \leq 1\). \(\varphi\) can be chosen to be the metric derivative \(|\dot{\gamma}|\) given by

\[
|\dot{\gamma}|(r) := \limsup_{s \to r} \frac{d_Y(\gamma(s), \gamma(r))}{|s-r|} \quad (2.1)
\]

(see [5, Theorem 1.1.2]). For \(1 \leq p < \infty\), we denote the \(L^p\)-Wasserstein (pseudo-)distance on \(\mathcal{P}(M)\) by \(W_p^\ast\). That is,

\[
W_p(\mu, \nu) := \inf \left\{ \|d\|_{L^p(X)} \mid \pi \text{ is a coupling of } \mu \text{ and } \nu \right\}.
\]

For each \(\mu_0, \mu_1 \in \mathcal{P}(M)\), there is a curve \((\mu(t))_{t \in [0, 1]} \subset \mathcal{P}(M)\) such that \(\mu(i) = \mu_i\) for \(i = 0, 1\) and \(W_p(\mu(r_1), \mu(r_2)) = |r_1 - r_2| W_p(\mu_0, \mu_1)\) for any \(r_1, r_2 \in [0, 1]\) (see [32, Corollary 1 and Proposition 1]). Let \(\text{Geo}(M)\) be the space of minimal geodesics parametrized by \([0, 1]\) and \(e_t : \text{Geo}(M) \to M (t \in [0, 1])\) the evaluation map given by \(e_t(\gamma) = \gamma(t)\). By [32, Corollary 1 and Theorem 6], there exists a probability measure \(\Gamma\) on \(\text{Geo}(M)\) such that \((e_r)_{r \geq 0} \Gamma = \mu(r)\) and

\[
\int_{\text{Geo}(M)} d(\gamma(r_1), \gamma(r_2)) \Gamma(d\gamma) = \int_{\text{Geo}(M)} \int_{r_1}^{r_2} |\dot{\gamma}|(u)^p du \Gamma(d\gamma) = W_p^\ast(\mu(r_1), \mu(r_2))^p \quad (2.2)
\]

for any \(r_1, r_2 \in [0, 1]\) with \(r_1 < r_2\). we call such \(\Gamma\) a dynamic optimal coupling of \(\mu_0\) and \(\mu_1\).
We introduce some quantities we will use throughout this paper. Let \( a : [0, \infty) \to (0, \infty) \) and \( b : (0, \infty) \to (0, \infty) \) be continuous functions. We define a measure \( J \) on \([0, \infty)\) by \( J(dx) = b(x)^{-1}dx \). We assume that \( J \) is locally finite, that is, \( J([0, \delta)) < \infty \) for any \( \delta > 0 \). Let \( p, p_\ast, \beta, \beta_\ast \in (1, \infty) \) with \( p^{-1} + p_\ast^{-1} = 1 \), \( \beta^{-1} + \beta_\ast^{-1} = 1 \) and \( \beta \leq p \). For \( f : M \to \mathbb{R} \), we define the Hopf-Lax (or Hamilton-Jacobi) semigroup \((Q_*f)_s \geq 0\) by

\[
Q_*f(x) := \inf_{y \in X} \left[ f(y) + \frac{s}{p} \left( \frac{d(x, y)}{s} \right)^p \right]. \tag{2.3}
\]

For the infinitesimal generator \( \mathcal{L} \) of \( P_t \), we suppose either of the following conditions:

(A1) For any \( f \in C^\text{Lip}_b(M) \), \( t > 0 \) and \( x \in M \), the following limit exists:

\[
\mathcal{L} P_t f(x) := \lim_{s \to 0} \frac{P_{t+s} f(x) - P_t f(x)}{s}. \tag{2.4}
\]

(A2) There is a locally finite reference measure \( \mathfrak{m} \) on \( M \) with \( \text{supp} \, \mathfrak{m} = M \) such that we can extend the action of \( P_t \) to \( L^q(\mathfrak{m}) \) as a bounded operator for some \( q \in [1, \infty) \) and the limit (2.4) exists in \( L^q(\mathfrak{m}) \) for any \( f \in L^q(\mathfrak{m}) \) and \( t > 0 \).

The condition (A1) seems more restrictive, but the other assumptions can be rather weak and the proof of the main theorem is simpler under this condition. The condition (A2) requires some additional assumptions for the main theorem, but it naturally occurs when we are following a functional analytic approach. Such a situation arises in analysis on metric measure spaces where no (usual) differentiable structure is assumed. Under (A2), for two measurable functions \( f \) and \( g \) which belong to the same equivalence class in \( L^q(\mathfrak{m}) \), \( \int_M f(y) dP_t(x, dy) = \int_M g(y) P_t(x, dy) \) holds \( \mathfrak{m} \)-a.e. \( x \in M \). Thus, even under (A2), we always regard \( P_t f \) for \( f \in L^q(\mathfrak{m}) \) as the integral by the Markov kernel of a representative of \( f \).

We are interested in the following conditions:

(1) (Space-time \((L^p, L^\beta)\)-Wasserstein control) For \( \mu_0, \mu_1 \in \mathcal{P}(M) \) and \( 0 \leq s < t \),

\[
W_p(P_*^s \mu_0, P_*^t \mu_1)^{\beta} \leq \left( \frac{1}{J([s, t])} \int_{[s, t]} J(dr) a(r) \right)^{-\beta} W_p(\mu_0, \mu_1)^{\beta} + J([s, t])^{\beta}. \tag{2.5}
\]

(2) \((L^{p_\ast}, L^{\beta_\ast})\)-Bakry-Ledoux type gradient estimate) For \( f \in C^\text{Lip}_b(M) \), \( t > 0 \) and \( x \in M \),

\[
|\nabla P_t f|(x)^{\beta_\ast} \leq a(t)^{\beta_\ast} (P_t(|\nabla f|^{p_\ast}))(x)^{\beta_\ast/p_\ast} - b(t)^{\beta_\ast} \mathcal{L} P_t f(x)^{\beta_\ast}. \tag{2.6}
\]

(2) * (2.6) holds for \( t > 0, x \in M \) and \( f \) of the form \( f = Q_\delta \tilde{f} \) with \( \delta > 0 \) and \( \tilde{f} \in C^\text{Lip}_b(M) \).

(3) For any minimal geodesic \( \gamma : [0, 1] \to M \), \( 0 \leq s \leq t \) and \( f \in C^\text{Lip}_b(M) \),

\[
|P_t f(\gamma(1)) - P_s f(\gamma(0))| \\
\leq \int_0^1 \left( a(\xi(r))^{\beta} d(\gamma(0), \gamma(1))^{\beta} + \left( \frac{t - s}{b(\xi(r))} \right)^{\beta} P_t(r) (|\nabla f|^{p_\ast})(\gamma(r))^{1/p_\ast} dr \right)^{1/\beta} \tag{2.7}
\]

where \( \xi(r) := rt + (1 - r)s \).


Note that \((2)\) implies \((2)^*\) since the function \(f\) in \((2)^*\) belongs to \(C_{b}^{\text{Lip}}(M)\) (see Section 3.1). For \((2)\) and \((2)^*\), we consider a slightly modified version under \((A2)\). When \((2)\) or \((2)^*\) holds for \(f \in C_{b}^{\text{Lip}}(M) \cap L^q(m)\) and \(m\)-a.e. \(x \in M\) instead of \(f \in C_{b}^{\text{Lip}}(M)\) and \(x \in M\), we denote those conditions by \((2)_{ae}\) or \((2)^*_{ae}\) respectively. Note that, when considering \((2)^*\), \(f = Q_\delta \tilde{f} \in C_{b}^{\text{Lip}}(M)\) is automatic and \(f \in L^q(m)\) holds if \(\tilde{f} \in L^q(m)\) and \(\tilde{f} \geq 0\), or \(\text{supp} \tilde{f}\) is compact. We state our first main theorems of this paper as follows:

**Theorem 2.1** Assume \((A1)\). Then the conditions \((1)\), \((2)^*\) and \((3)\) are equivalent.

For considering the corresponding assertion under \((A2)\), we introduce the following additional assumption associated with \((A2)\):

\((A3)\) With keeping \(m\) and \(q\) introduced in \((A2)\), for any \(\mu_0, \mu_1 \in \mathcal{P}(M)\) with bounded supports and bounded densities with respect to \(m\), there exists a \(W_p\)-minimal geodesic \((\mu_r)_{r \in [0, 1]}\) such that \(\mu_t \ll m\) and the density \(\rho_t\) satisfies \(\int_A \rho_t^{q^*} \, dm < \infty\) for each \(t \in [0, 1]\) and bounded \(A \in \mathcal{B}(M)\), where \(q^*\) is the Hölder conjugate of \(q\).

**Theorem 2.2** Assume \((A2)\). Then the implication \("(1) \Rightarrow (3) \Rightarrow (2)^*_{ae}\"\) holds. In addition, the implication \("(2)^*_{ae} \Rightarrow (1)\"\) also holds true when \((A3)\) holds.

For stating the full equivalence involving \((2)\) instead of \((2)^*\), we introduce the following assumption on a regularization property of \(P_t\).

\((A4)\) \(P_t\) is strong Feller, that is, \(P_tf \in C_b(M)\) for any \(t > 0\) and any \(f : M \to \mathbb{R}\) bounded and measurable.

**Corollary 2.3** (i) Assume \((A1)\) and \((A4)\). Then \((3)\) implies \((2)\). In particular, \((1)\), \((2)\) and \((3)\) are equivalent.

(ii) Assume \((A2)\) and \((A4)\). Then \((3)\) implies \((2)_{ae}\). In particular, \((1)\), \((2)_{ae}\) and \((3)\) are equivalent if \((A3)\) holds additionally.

As a special case of Corollary 2.3, we obtain the following:

**Corollary 2.4** Let \(K \in \mathbb{R}\) and \(N \in (0, \infty)\).

(i) Assume \((A1)\) and \((A4)\). Then the following are equivalent:

\[\begin{align*}
\text{(a) } & (1.4) \text{ holds for any } \mu_0, \mu_1 \in \mathcal{P}(M) \text{ and } 0 < s < t. \\
\text{(b) } & (1.2) \text{ holds for any } f \in C_{b}^{\text{Lip}}(M), t > 0 \text{ and } x \in M.
\end{align*}\]

(ii) Assume \((A2)\), \((A3)\) and \((A4)\). Then the following are equivalent:

\[\begin{align*}
\text{(a) } & (1.4) \text{ holds for any } \mu_0, \mu_1 \in \mathcal{P}(M) \text{ and } 0 < s < t \\
\text{(b) } & (1.2) \text{ holds for any } f \in C_{b}^{\text{Lip}}(M) \cap L^q(m), t > 0 \text{ and } m\text{-a.e. } x \in M.
\end{align*}\]
Indeed, we obtain Corollary 2.4 from Theorem 2.1 and Theorem 2.2 with \( p = \beta = 2, a(t) = e^{-Kt} \) and \( b(t) = \sqrt{(e^{2Kt} - 1)/(NK)} \).

The reader may think that it seems difficult to specify \( a \) and \( b \) in (2.5) when we have a bound of \( W_p(P^* t \mu_0, P^* t \mu_1) \) involving \( W_p(\mu_0, \mu_1), t \) and \( s \). Even in such a case, we can find them by passing through our duality argument. See Remark 3.7.

We next state an equivalence between (1.2) and another Wasserstein control involving comparison functions. It is studied in [20] in connection with the reduced curvature-dimension condition introduced in [8]. Here we give a more direct proof under a slightly different assumption. Let us introduce comparison functions as follows: For \( \kappa \in \mathbb{R} \), we will define functions \( s_\kappa, c_\kappa, t_\kappa \) on \([0, (\kappa \vee 0)^{-1/2\pi}] \cap [0, \infty) \) as follows:

\[
\begin{align*}
    s_\kappa(u) &:= \frac{1}{\sqrt{K}} \sin(\sqrt{\kappa} u), \\
    c_\kappa(u) &:= \cos(\sqrt{\kappa} u), \\
    t_\kappa(u) &:= \frac{s_\kappa(u)}{c_\kappa(u)}.
\end{align*}
\]

When \( \kappa > 0 \), there is no problem in this definition. When \( \kappa = 0 \), we extend its definition naturally to the limit \( \kappa \to 0 \) of them, as usual. Even when \( \kappa < 0 \), this definition makes sense by regarding trigonometric functions as complex functions. They take their values in \( \mathbb{R} \) even in this case.

**Theorem 2.5** Let \( K \in \mathbb{R} \) and \( N \in (0, \infty) \). When \( K > 0 \), we suppose that \( d(x, y) < \pi \sqrt{(N - 1)/K} \) holds for any \( x, y \in M \).

(i) Assume (A1) and (A4). Then (1.2) holds for \( f \in C^1_b(M) \) and \( t > 0 \) if and only if the following holds: For \( 0 \leq s < t \) and \( \mu, \nu \in \mathcal{P}(M) \),

\[
\begin{align*}
    s_\kappa^2 \left( \frac{W_2(P^* s \mu, P^* t \nu)}{2} \right) &\leq e^{-K(s+t)} s_\kappa^2 \left( \frac{W_2(\mu, \nu)}{2} \right) \\
    &\quad + \frac{N}{2} \left( 1 - \frac{e^{-K(s+t)}}{K(s+t)} \right) (\sqrt{t} - \sqrt{s})^2. \quad (2.8)
\end{align*}
\]

(ii) Assume (A2), (A3) and (A4). Then (1.2) holds for \( f \in C^1_b(M) \cap L^q(\mathfrak{m}) \), \( t > 0 \) and \( \text{\textit{m}} \text{-a.e. } x \in M \) if and only if (2.8) holds for \( 0 \leq s < t \) and \( \mu, \nu \in \mathcal{P}(M) \).

Note that the condition on the diameter in the last Theorem when \( K > 0 \) holds in typical situations. See e.g. [14, 15] and [20, Remark 3.5 and Corollary 3.7] (cf. Remark 4.1).

Our final main theorem deals with the case when \( M \) is a \( m \)-dimensional complete Riemannian manifold. We consider the diffusion process \((X(t))_{t \geq 0}, (P_x)_{x \in M}\) generated by \( \mathcal{L} = \Delta + Z \), where \( Z \) is a smooth vector field. For \( K \in \mathbb{R} \) and \( N \in [m, \infty) \), we say that the Bakry-Émery Ricci tensor associated with \( \mathcal{L} \) satisfies the \((K, N)\)-curvature-dimension bound if the following holds:

\[
Ric - (\nabla Z)^\flat - \frac{1}{N - m} Z \otimes Z \geq K, \quad (2.9)
\]

where \((\nabla Z)^\flat \) is a symmetrization of \( \nabla Z \) as \((0, 2)\)-tensor. When \( N = m \), we interpret (2.9) as \( Z = 0 \) and \( Ric \geq K \). Let \( P_t(x, \cdot) \) be given by distributions of the diffusion process \( X(t) \): \( P_t(x, \cdot) = P_x \circ X(t)^{-1} \). In this case, we will obtain the following:
Theorem 2.6  Assume $p \geq 2$ and (2.9) for some $K \in \mathbb{R}$ and $N \in [m, \infty)$.

(i) For $t > s > 0$ and $\mu_0, \mu_1 \in \mathcal{P}(M)$,

$$W_p(P_s\mu_0, P_t\mu_1)^2 \leq \left( \frac{1}{J_{N+p-2}([s, t])} \int_s^t e^{Kr}J_{N+p-2}(dr) \right)^{-2} W_p(\mu_0, \mu_1)^2$$

$$+ J_{N+p-2}([s, t])^2, \quad (2.10)$$

where $J$ is as defined in (1.5).

(ii) For $t > 0$ and $f \in C^\text{Lip}_b(M)$,

$$|\nabla P_tf|(x)^2 \leq e^{-2Kt}P_t(|\nabla f|^{p^*_s})^{2/p_s} - \frac{1 - e^{-2Kt}}{(N + p - 2)K} |\mathcal{L}P_tf|^2. \quad (2.11)$$

This result can be regarded as an $L^p/L^{p^*_s}$-version of (1.2) and (1.4). Note that a similar argument implies an estimate of transportation cost involving a comparison function (see Theorem 4.11).

The rest of this section consists of a series of remarks concerning with Theorem 2.1 and Theorem 2.2, including a discussion on sufficient conditions of assumptions in these theorems (Remark 2.8 and Remark 2.9).

Remark 2.7  For both (2.5) and (2.6), the inequality becomes stronger as $p$ increases (or $p_s$ decreases). For (2.5), This is based on the fact that (2.5) holds for any $\mu_0, \mu_1 \in \mathcal{P}(M)$ if it does for any Dirac measures (see Lemma 3.4 below). Then the problem is reduced to an easy application of the Hölder inequality. As a by-product of this observation, When both $\mu_0$ and $\mu_1$ are Dirac measure, (2.5) yields the same estimate even when $1 \leq p < \beta$. For (2.6), this is an easy consequence of the Hölder inequality. Here we do not require the fact $p_s \leq \beta_\ast$. Note that these arguments do not require the conclusion of Theorem 2.1 or Theorem 2.2. Note also that, in the $L^p/L^{p^*_s}$-estimates in Theorem 2.6, the constant corresponding to $b(t)$ does depend on $p$. Thus it is not clear whether the same implication still holds or not.

Remark 2.8  The strong Feller property we assumed in Corollary 2.3 holds for the heat semigroup associated with the (quadratic) Cheeger energy functional on a metric measure space with a Riemannian lower Ricci curvature bound (see [4, Theorem 6.1 (iii)] and [1, Theorem 7.1 (iii)]). More generally, when the semigroup is associated with a Dirichlet form, it is known that (1.1) or (1.3) yields the strong Feller property under some regularity assumptions [2, Theorem 3.17]. Since either (1.1) or (1.3) immediately follows from (1.2) or (1.4), the strong Feller property is closely related with our conditions.

Remark 2.9  The assumption (A3) is satisfied for any $q \in [1, \infty)$ if $(M, d, m)$ enjoys the curvature-dimension condition $\text{CD}(K, \infty)$ in the sense of [38] for some $K \in \mathbb{R}$ (see [36]). Note that, even in this framework, our semigroup $P_t$ is not necessarily the one studied in [1, 3, 4], which is associated with the (quadratic) Cheeger energy.
Remark 2.10 In \cite{29, 40}, the monotonicity of normalized $L$-transportation cost between two heat distributions on a backward Ricci flow is studied. It can be written in the following form: For $s_1 < s_2$ and $t_1, t_2 > 0$ with $t_2/t_1 = s_2/s_1$,

\[
T_L(\mu_{s_1+t_1}, s_1 + t_1; \mu_{s_2+t_2}, s_2 + t_2) \leq T_L(\mu_{s_1}, s_1; \mu_{s_2}, s_2) + 2m(\sqrt{t_2} - \sqrt{t_1})^2,
\]

where $m$ is the dimension of the manifold, $\mu_t$ is the heat distribution at time $t$,

\[
T_L(\mu, s; \nu, t) := \inf \left\{ 2(\sqrt{t} - \sqrt{s}) \int L(x, s; y, t)\pi(dx, dy) \right\}
\]

and $L$ is Perelman’s $L$-distance. It looks very similar to (1.4) with $K = 0$.

Remark 2.11 When $s = 0$, $\mu_0 = \delta_y$ and $\mu_1 = \delta_x$, the inequality (2.8) becomes the following form:

\[
\frac{s^2}{K/N} \left( \frac{W_2(\delta_y, P_t \delta_x)}{2} \right) = \frac{s^2}{K/N} \left( \frac{1}{2} \left( \int_M d(y, z)^2 P_t dz \right)^{1/2} \right) \leq e^{-Kt} \frac{s^2}{K/N} \left( \frac{d(y, x)}{2} \right) + \frac{Nt}{2} + o(t).
\]

By applying the Hölder inequality to bound $W_1$ by $W_2$, the last inequality formally implies the following estimate by taking a derivative at $t = 0$:

\[
(Ld(y, \cdot))(x) \leq \frac{N}{tK/N(d(x, y))}.
\]

It corresponds to the Laplacian comparison theorem on complete Riemannian manifolds, but slightly weaker (it was sharp if we could replace $N$ with $N - 1$). By the same argument based on (1.4) instead of (2.8), the sharp estimate follows when $K = 0$. By using an estimate in Theorem 4.11 below (with $p = 2$), we can recover the sharp estimate for $K \in \mathbb{R}$, but it is shown only on a complete Riemannian manifold (see e.g. \cite[Lemma 2.1]{27} for a more direct proof of the Laplacian comparison theorem for $L = \Delta + Z$).

3 Proof of dualities

Before going into the proof, we review known properties of the Hopf-Lax semigroup.

3.1 Reminder of the Hopf-Lax semigroup

Recall that the Hopf-Lax semigroup is defined as in (2.3). It is immediate from the definition that $Q_s f$ is non-increasing in $s$ and

\[
\inf_{y \in M} f(y) \leq Q_s f(x) \leq f(x).
\]

When $f$ is bounded, we can easily observe

\[
Q_s f(x) = \inf \left\{ f(y) + \frac{s}{p} \left( \frac{d(x, y)}{s} \right)^p : y \in M, \frac{d(x, y)}{s} \leq s \left( \frac{p(\sup f - \inf f)}{s} \right)^{1/p} \right\}
\]

(3.2)
(see e.g. [21, Proposition A.3 (1)]). Therefore, if \( f \) is bounded with bounded support, then \( Q_s f \) shares the same property. In addition, by virtue of (3.2), \( Q_s f \in C_{b}^{\text{Lip}}(M) \) holds if \( f \) is bounded. Again by (3.2), we have

\[
\lim_{t \to 0} Q_t f(x) \geq \liminf_{y \to x} f(y),
\]

where the limit in the left hand side exists since \( Q_t f(x) \) is monotone in \( t \). This estimate together with (3.1) yields that \( \lim_{s \downarrow 0} Q_s f(x) = f(x) \) holds for each fixed \( x \in M \) if \( f \) is lower semi-continuous. When \( f \in C_{b}^{\text{Lip}}(M) \), the same argument as in the proof of [16, Theorem 2.1 (iv)] yields

\[
|Q_s f(x) - Q_s f(y)| \leq \text{Lip}(f) d(x, y),
\]

(3.4)

\[
|Q_s f(x) - Q_s f(x)| \leq \frac{\text{Lip}(f)^p}{p_s} |s' - s|
\]

(3.5)

for each \( x, y \in M, s, s' > 0 \). As an important property of \( Q_s f \), it is a solution to a Hamilton-Jacobi equation in the following sense:

\[
\frac{\partial^+}{\partial s} Q_s f(x) = -\frac{1}{p_s} |\nabla Q_s f|^p(x)
\]

(3.6)

for any \( x \in M \) and \( s > 0 \) (see [6, 21], [28, Theorem 3.6 and Theorem 3.8] and references therein). Note that we use the property that \( M \) is a geodesic space to obtain the equality (3.6) while an inequality “\( \leq \)” holds without this assumption. By [28, Lemma 3.3 and Proposition 3.4] (see [3, 6] also) and (3.6), the function \( x \mapsto |\nabla Q_s f|(x) \) is upper semi-continuous. This fact works as a sort of regularization of \( |\nabla f| \).

### 3.2 From Wasserstein control to gradient estimates

In this subsection, we will give the proof of the implication “\((1) \Rightarrow (3) \Rightarrow (2)\)∗” in Theorem 2.1 and the corresponding assertions in Theorem 2.2, Corollary 2.3 and Theorem 2.5. The argument is separated into Proposition 3.1, Proposition 3.2 and Lemma 3.3. We will show all these implications at the end of this section.

**Proposition 3.1** Let \( A : [0, \infty)^2 \to (0, \infty) \) and \( B : [0, \infty)^2 \to (0, \infty) \) continuous functions satisfying \( A(s, t) = A(t, s) \) and \( B(s, t) = B(t, s) \). Assume that \( B(s, t) = 0 \) if and only if \( s = t \). In addition, we assume \( A(t, t) = a(t) \) and

\[
b(t) = \lim_{s \to t} \frac{|s - t|}{B(s, t)}
\]

for \( t \in [0, \infty) \), where \( a, b \) is as introduced in Section 2. Suppose the following inequality holds:

\[
W_p(P_s^x \delta_x, P_t^y \delta_y)^\beta \leq A(s, t)^\beta d(x, y)^\beta + B(s, t)^\beta
\]

(3.7)
for any \(x, y \in M\) and \(0 \leq s < t\). Then, for any absolutely continuous curve \((\xi(r), \gamma(r))_{r \in [0,1]}\) in \((0, \infty) \times M\) and \(f \in C^1_b(M)\),

\[
|P_{\xi(1)}f(\gamma(1)) - P_{\xi(0)}f(\gamma(0))| \\
\leq \int_0^1 \left( (a(\xi(r))|\gamma'(r)|)^{\beta} + \left( \frac{|\xi'(r)|}{b(\xi(r))} \right)^{\beta} \right)^{1/\beta} P_{\xi(r)}(|\nabla f|^p) (\gamma(r))^{1/p} \, dr.
\]

In particular, the condition (3) holds.

Note that neither (A1) nor (A2) is required in Proposition 3.1.

**Proof.** We first claim that \((t, x) \mapsto P_{\xi}f(x)\) is locally Lipschitz for any \(f \in C^1_b(M)\). Indeed, (3.7) yields that \(P_{\xi}^*\delta_z\) is locally Lipschitz in \((t, z)\) with respect to \(W_p\) by the assumption on \(A\) and \(B\). By the H"older inequality, the same holds for \(W_1\). Then the claim follows from the Kantorovich-Rubinstein duality (see [41, Remark 6.5] for instance). Note that the claim implies that \((t, z) \mapsto P_{\xi}^*\delta_z\) is continuous on \((0, \infty) \times M\) with respect to the topology of weak convergence. Let \((\xi(s), \gamma(s))_{s \in [0,1]}\) be an absolutely continuous curve in \((0, \infty) \times M\). Then our claim implies that \(P_{\xi(s)}f(\gamma(s))\) is absolutely continuous in \(s\). Thus it is differentiable a.e. with respect to the Lebesgue measure on \([0, 1]\).

Let \(s \in [0, 1]\) where \(s \mapsto P_{\xi(s)}f(\gamma(s))\) is differentiable and take \(\varepsilon > 0\) such that \(s + \varepsilon \in [0, 1]\). Let \(\pi_s^\varepsilon \in \mathcal{P}(M \times M)\) be a minimizer of \(W_p(P_{\xi(s)}\delta_{\gamma(s)}, P_{\xi(s+\varepsilon)}\delta_{\gamma(s+\varepsilon)})\). Then we have

\[
|P_{\xi(s+\varepsilon)}f(\gamma(s+\varepsilon)) - P_{\xi(s)}f(\gamma(s))| \leq \int_{M \times M} |f(z) - f(w)| \pi_s^\varepsilon(dzdw). \tag{3.8}
\]

Take \(r > 0\), which is specified later, and set

\[
G_rf(z) := \sup_{z', d(z,z') \in (0,r)} \frac{|f(z) - f(z')|}{d(z,z')}.
\]

Then we have

\[
\int_{M \times M} |f(z) - f(w)| \pi_s^\varepsilon(dzdw) = \int_{M \times M} |f(z) - f(w)| 1_{\{d(z,w) \leq r\}} \pi_s^\varepsilon(dzdw) \\
+ \int_{M \times M} |f(z) - f(w)| 1_{\{d(z,w) > r\}} \pi_s^\varepsilon(dzdw) \\
\leq \int_{M \times M} G_rf(z)d(z,w)\pi_s^\varepsilon(dzdw) + 2\|f\|_{\infty} \pi_s^\varepsilon(d > r) \\
\leq P_{\xi(s)}((G_rf)^p(\gamma(s))^{1/p}W_p(P_{\xi(s)}\delta_{\gamma(s)}, P_{\xi(s+\varepsilon)}\delta_{\gamma(s+\varepsilon)}) \\
+ 2\|f\|_{\infty} W_p(P_{\xi(s)}\delta_{\gamma(s)}, P_{\xi(s+\varepsilon)}\delta_{\gamma(s+\varepsilon)})^p, \tag{3.9}
\]

where \(\|f\|_{\infty} = \sup_{z \in M} |f(z)|\). Let us choose \(r = r(s, \varepsilon)\) by

\[
r(s, \varepsilon) := W_p(P_{\xi(s)}\delta_{\gamma(s)}, P_{\xi(s+\varepsilon)}\delta_{\gamma(s+\varepsilon)})^{1/(2p^*)}.
\]
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Applying (3.7) to (3.9) and substituting it into (3.8), we obtain
\[
|P_{\xi(s+\varepsilon)}f(\gamma(s+\varepsilon)) - P_{\xi(s)}f(\gamma(s))| \\
\leq P_{\xi(s)}((G_r f)^p)(\gamma(s))^{1/p} + (A(\xi(s), \xi(s+\varepsilon)) \beta d(\gamma(s), \gamma(s+\varepsilon)) + B(\xi(s), \xi(s+\varepsilon)) \beta)^{1/\beta} \\
+ 2\|f\|_{\infty} W_p(P_{\xi(s)}^{\delta_{\gamma(s)}}, P_{\xi(s+\varepsilon)}^{\delta_{\gamma(s+\varepsilon)}})^{(p+1)/2}. \tag{3.10}
\]

Note that \( W_p(P_{\xi(s)}^{\delta_{\gamma(s)}}, P_{\xi(s+\varepsilon)}^{\delta_{\gamma(s+\varepsilon)}}) = O(\varepsilon) \) as \( \varepsilon \downarrow 0 \) by (3.7). In particular, \( r \to 0 \) as \( \varepsilon \downarrow 0 \). We divide (3.10) by \( \varepsilon \) and let \( \varepsilon \downarrow 0 \). Since \( G_r f \leq \text{Lip}(f) < \infty \), the dominated convergence theorem yields
\[
\left| \frac{\partial}{\partial s} P_{\xi(s)}f(\gamma(s)) \right| \leq P_{\xi(s)}((|\nabla f|^p)^{1/p})^{1/\beta} \left( (a(\xi(s))|\gamma|)^{\beta} + \left( \frac{\xi'(s)}{b(\xi(s))} \right)^{\beta} \right)^{1/\beta}.
\]

Thus the assertion holds by integrating the last inequality with respect to \( s \) on \([0, 1] \). \( \square \)

**Proposition 3.2** Assume (3). Then \((t, x) \mapsto P_t f(x)\) is Lipschitz on \([a, b] \times M\) for any \( 0 < a < b \). In addition,
\[
|\nabla P_t f|(x)^{\beta} \leq a(t)^{\beta} P_t((|\nabla f|^p)^{1/p} - b(t)^{\beta} \left| \frac{\partial}{\partial t} P_t f(x) \right|^{\beta}),
\]
holds for \( f \) of the form \( f = Q_\delta \tilde{f} \) with \( \delta > 0 \) and \( \tilde{f} \in C_b^{\text{Lip}}(M) \), \( x \in M \) and \( t > 0 \) at which \( s \mapsto P_s f(x) \) is differentiable. Moreover, the same conclusion holds for any \( f \in C_b^{\text{Lip}}(M) \) under (A4).

**Proof.** Let \( f \in C_b^{\text{Lip}}(M) \), \( t, s > 0 \) with \( t \neq s \) and \( x, y \in M \) with \( x \neq y \). Take a minimal geodesic \( \gamma \) in \( M \) from \( x \) to \( y \) and let \( \xi(r) := (t-s)r + s \). Then (2.7) yields
\[
|P_t f(y) - P_s f(x)| \\
\leq \int_0^1 \left( (a(\xi(r))d(x, y))^\beta + \left( \frac{t-s}{b(\xi(r))} \right)^\beta \right)^{1/\beta} P_{\xi(r)}((|\nabla f|^p)^{1/p} \gamma(r))^{1/p} dr. \tag{3.11}
\]

Because \( |\nabla f| \leq \text{Lip}(f) \), (3.11) implies the claimed Lipschitz continuity. Note that \((t, x) \mapsto P_t^{\sigma_*} \delta_x \) is also continuous on \((0, \infty) \times M\) with respect to the topology of weak convergence by the Kantorovich-Rubinstein duality. Let \( \alpha \in \mathbb{R} \setminus \{0\} \), define \( \sigma_* \in \{\pm 1\} \) by
\[
\sigma_* := \begin{cases} 
1 & \text{if } \limsup_{y \to x} \frac{P_t f(y) - P_t f(x)}{d(y, x)} = |\nabla P_t f|(x), \\
-1 & \text{otherwise}
\end{cases}
\]
and set \( \alpha_* := \sigma_* \alpha \). Take \( y \in M \) satisfying \( 0 < |\alpha|d(x, y) < t \) and set \( s := t - \alpha_* d(x, y) > 0 \). Then (3.11) yields
\[
\left| \frac{P_t f(y) - P_s f(x)}{d(x, y)} \right| \\
\leq \int_0^1 \left( 1 + \left( \frac{|\alpha|}{a(\xi(r))b(\xi(r))} \right)^\beta \right)^{1/\beta} a(\xi(r)) P_{\xi(r)}((|\nabla f|^p)^{1/p} \gamma(r))^{1/p} dr. \tag{3.12}
\]
Now we claim that $P_{\xi(r)} (|\nabla f|^{p^*})(\gamma(r))^{1/p^*}$ is upper semi-continuous in $r$ if either $f = Q_{\delta}\tilde{f}$ for some $\delta > 0$ and $\tilde{f} \in C^{{\mathcal{L}}p}_{b}(M)$, or (A4) holds. In the former case, $|\nabla f|$ is upper semi-continuous as reviewed in Section 3.1. Since $Q_{\delta'}(\nabla f|^{p^*}) \in C_{b}(M)$ holds for $\delta' > 0$, (3.1) and (3.3) yield

$$\limsup_{r'\to r} P_{\xi(r')} (|\nabla f|^{p^*})(\gamma(r'))^{1/p^*} \leq \limsup_{\delta' \downarrow 0} \left( \lim_{r'\to r} P_{\xi(r')} (|\nabla f|^{p^*})(\gamma(r'))^{1/p^*} \right) \leq P_{\xi(r)} (|\nabla f|^{p^*})(\gamma(r))^{1/p^*}.$$  

In the latter case, $P_{\epsilon}f \in C_{b}(M)$ for arbitrarily small $\epsilon > 0$. Since $(t, x) \mapsto P_{r}^{*}\delta_{x}$ is continuous, $P_{\xi(r)} (|\nabla f|^{p^*})(\gamma(r))$ is continuous in $r$.

To conclude (2.6) from (3.12), we consider the left hand side of (3.12). By our choice of $s, t$ and $\sigma_{s}$, we have

$$\limsup_{y \to x} \sigma_{s} \frac{P_{t}f(y) - P_{s}f(x)}{d(x, y)} = \limsup_{y \to x} \left( \sigma_{s} \frac{P_{t}f(y) - P_{s}f(x)}{d(x, y)} + \alpha \frac{P_{t}f(x) - P_{s}f(x)}{t - s} \right)$$

$$= |\nabla P_{t}f|(x) + \alpha \frac{\partial}{\partial t} P_{t}f(x).$$

Thus we obtain

$$\alpha \frac{\partial}{\partial t} P_{t}f(x) + |\nabla P_{t}f|(x) \leq \limsup_{y \to x} \frac{|P_{t}f(y) - P_{s}f(x)|}{d(x, y)} \leq \left( 1 + \left( \frac{|\alpha|}{a(t) b(t)} \right)^{\beta} \right) a(t) P_{t} (|\nabla f|^{p^*})(x)^{1/p^*}.$$  

Then the conclusion follows by optimizing over $\alpha$.  

To deal with the case under (A2), we prepare the following lemma.

**Lemma 3.3** Assume (A2) and that $(t, x) \mapsto P_{t}f(x)$ is Lipschitz on $[a, b] \times M$ for any $0 < a < b$. Then, for each $t > 0$, $P_{t}f(x)$ is differentiable at $t$ $m$-a.e. $x \in M$.  

The proof of this lemma goes in a similar way as the one for the corresponding assertion in the proof of [20, Theorem 4.4].

**Proof.** For each $x \in M$, $t \mapsto P_{t}f(x)$ is differentiable for a.e. $t$ with respect to the Lebesgue measure. The Fubini theorem yields that the set $\bar{I} \subset (0, \infty)$ defined by

$$\bar{I} := \{ t \in (0, \infty) \mid P_{t}f(x) \text{ is differentiable at } t \text{ for } m \text{-a.e. } x \in M \}$$

is of null Lebesgue measure. The proof will be completed once we prove $\bar{I} = \emptyset$. Let $t \in (0, \infty)$. Then we have $s \in \bar{I}$ with $s < t$. Note that (A2) implicitly yields that $P_{t}(x, A) = 0$ holds for $m$-a.e. $x \in M$ for any measurable $A \subset M$ with $m(A) = 0$. Since $(t, x) \mapsto P_{t}f(x)$ is Lipschitz, the dominated convergence theorem implies

$$P_{t-s} \left( \frac{\partial}{\partial t} P_{s}f \right) = \lim_{h \to 0} \frac{P_{s+h}f - P_{s}f}{h} = \frac{\partial}{\partial t} P_{t}f$$

$m$-a.e. and hence $P_{t}f(x)$ is differentiable at $t$ for $m$-a.e. $x \in M$. It means $t \notin \bar{I}$ and hence the assertion holds.  

\[ \Box \]
Now we argue the implications “(1) ⇒ (3) ⇒ (2)∗” in Theorem 2.1, the corresponding implication in Theorem 2.2 and Corollary 2.3. In all these cases, the implication “(1) ⇒ (3)” follows immediately from Proposition 3.1 by taking $A$ and $B$ as follows: for $s < t$,

$$A(s, t) := \left( \frac{1}{J([s, t])} \int_{[s, t]} J(dr) \right)^{-1}, \quad B(s, t) := J([s, t]).$$

By (A1), the implications “(3) ⇒ (2)∗” in Theorem 2.1 and “(3) ⇒ (2)” in Corollary 2.3 (i) is a direct consequence of Proposition 3.2. Under (A2), for $f \in C^1_b(M) \cap L^q(m)$, $\frac{\partial}{\partial t}P_t f(x) = \mathcal{L}P_t f(x)$ holds $m$-a.e. $x \in M$ if the derivation in the left hand side is defined in the classical sense $m$-a.e. Thus Proposition 3.2 and Lemma 3.3 yields the implications “(3) ⇒ (2)∗” in Theorem 2.2 and “(3) ⇒ (2)∗” in Corollary 2.3 (ii).

Finally, we briefly discuss two implications “(2.8) ⇒ (2.6)” in Theorem 2.5 (i) and (ii). This can be reduced to similar arguments because $s_{K/N}(u) \sim u$ as $u \to 0$.

### 3.3 From gradient estimate to Wasserstein controls

For the rest of the proof of Theorem 2.1, Theorem 2.2 and Theorem 2.5, the estimate of the Wasserstein distance between Markov kernels given in Proposition 3.5 and Proposition 3.6 below is essential. We begin with the following auxiliary lemma.

**Lemma 3.4** Let $0 < t' \leq t''$ and $C_1, C_2 \geq 0$. If

$$W_p(P_{t''}^*\mu_0, P_{t''}^*\mu_1)^\beta \leq C_1 W_p(\mu_0, \mu_1)^\beta + C_2$$

holds whenever $\mu_0, \mu_1$ are Dirac measures, then the same holds for any $\mu_0, \mu_1 \in \mathcal{P}(M)$.

**Proof.** The proof goes along the same line as [25, Lemma 3.3] (cf. [41, Theorem 4.8]). Thus we omit some technical details. For each $x_1, x_2 \in M$, take an optimal coupling $\tilde{\pi}_{x_1x_2} \in \mathcal{P}(M)$ of $P_{t''}^*\delta_{x_1}$ and $P_{t''}^*\delta_{x_2}$. Let $\pi \in \mathcal{P}(M^2)$ be an optimal coupling of $\mu_0$ and $\mu_1$ and define $\tilde{\pi} \in \mathcal{P}(M^2)$ by

$$\tilde{\pi}(A) := \int_{M^2} \tilde{\pi}_{x_1x_2}(A)\pi(dx_1dx_2).$$

Then the assumption and the Minkowski inequality for $L^{p/\beta}$-norm yield

$$W_p(P_{t''}^*\mu_0, P_{t''}^*\mu_1)^\beta \leq \left( \int_{M^2} W_p(P_{t''}^*\delta_{x_1}, P_{t''}^*\delta_{x_2})^p \pi(dx_1dx_2) \right)^{\beta/p} \leq \left( \int_{M^2} (C_1 d(x_1, x_2)^\beta + C_2)^{p/\beta} \pi(dx_1dx_2) \right)^{\beta/p} \leq C_1 \|d^\beta\|_{L^{p/\beta}(\pi)} + C_2 = C_1 W_p(\mu_0, \mu_1)^\beta + C_2.$$

Hence the conclusion holds. \qed
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Proposition 3.5 Let $0 \leq s \leq t$. Let $\eta: [0, 1] \to [0, 1]$ and $\xi: [0, 1] \to [s, t]$ be $C^1$-increasing surjections. Assume $(A1)$ and $(2)^*$. Then, for $\mu_0, \mu_1 \in \mathcal{P}(M),$

$$W_p(P_s^*\mu_0, P_t^*\mu_1)^\beta \leq \int_0^t \left( a(\xi(r))^\beta W_p(\mu_0, \mu_1)^\beta \eta'(r)^\beta + \left( \frac{\xi'(r)}{b(\xi(r))} \right)^\beta \right) dr. \quad (3.13)$$

Proof. By virtue of Lemma 3.4, it suffices to show the assertion when $\mu_0 = \delta_{x_0}, \mu_1 = \delta_{x_1}, x_0, x_1 \in M$. However, for later use, we argue with general $\mu_0, \mu_1 \in \mathcal{P}(M)$ for a while.

Take a $W_p$-minimal geodesic $(\mu(r))_{r \in [0, 1]}$ from $\mu_0$ to $\mu_1$. Let $t', t'' \in [0, 1]$ with $t'' > t'$ and set $h = t'' - t'$. Then the Kantorovich duality yields

$$\frac{1}{p} \left( \frac{W_p(P^{\ast}_{\xi(t')}\mu(\eta(t')), P^{\ast}_{\xi(t'')}\mu(\eta(t'')))}{h} \right)^p = \frac{1}{h} \sup_{f \in C_b^{\text{lip}}(M)} \left[ \int_M Q_h f dP^{\ast}_{\xi(t'')} \mu(\eta(t'')) - \int_M f dP^{\ast}_{\xi(t')} \mu(\eta(t')) \right]$$

$$= \frac{1}{h} \sup_{f \in C_b^{\text{lip}}(M)} \left[ \int_M P_{\xi(t'')} Q_h f d\mu(\eta(t'')) - \int_M P_{\xi(t')} f d\mu(\eta(t')) \right]. \quad (3.14)$$

Let $\Gamma$ be a dynamic optimal coupling associated with $(\mu(r))_{r \in [0, 1]}$. Note that $(2.6)$ is available for $Q_r f$ instead of $f$ for $r > 0$ since we assume $(2)^*$. With keeping this fact in mind, for $r_i \in [0, h]$ and $s_i, t_i \in [t', t'']$ ($i = 1, 2$), we have

$$\left| \int_M P_{\xi(t_2)} Q_{r_2} f d\mu(\eta(s_2)) - \int_M P_{\xi(t_1)} Q_{r_1} f d\mu(\eta(s_1)) \right|$$

$$\leq \left| \int_{\text{Geo}(M)} \int_{\eta(s_1)}^{\eta(s_2)} \left| \nabla P_{\xi(t_2)} Q_{r_2} f \right| (\gamma(s)) |\dot{\gamma}(s)| ds \Gamma(d\gamma) \right|$$

$$+ \left| \int_M \left( P_{\xi(t_2)} Q_{r_2} f - P_{\xi(t_1)} Q_{r_1} f \right) d\mu(\eta(s_1)) \right|$$

$$\leq \text{Lip}(f) a(\xi(t_2)) W_p(\mu(\eta(s_2)), \mu(\eta(s_1))) + \frac{\text{Lip}(f)^p}{P^*} |r_2 - r_1|$$

$$+ \left| \int_M \int_{\xi(t_1)}^{\xi(t_2)} \mathcal{L} P_t Q_{r_1} f dt d\mu(\eta(s_1)) \right|$$

$$\leq \text{Lip}(f) a(\xi(t_2)) W_p(\mu_0, \mu_1) |\eta(s_2) - \eta(s_1)|$$

$$+ \frac{\text{Lip}(f)^p}{P^*} |r_2 - r_1| + \text{Lip}(f) \int_{\xi(t_1)}^{\xi(t_2)} \frac{dt}{b(t)}. \quad (3.15)$$

Here we used the fact that local Lipschitz constant is an upper gradient in the first inequality. The second inequality follows from $(2.6)$, $(3.4)$ and $(3.5)$. The third inequality follows from $(2.6)$ and $(3.4)$ again. Therefore $(r, s, t) \mapsto \int_M P_{\xi(t)} Q_r f d\mu(\eta(s))$ is continuous on $[0, h] \times [t', t'']^2$ and locally Lipschitz on $[0, h] \times [t', t''] \times (t', t'')$. In particular, $r \mapsto$
Let $\eta$ and $\xi$ be as in Proposition 3.5. Then, (3.13) holds for $\mu_0, \mu_1 \in \mathcal{P}(M)$.
Proof. We closely follow the proof of Proposition 3.5. We first show (3.17) when \( \mu_0, \mu_1 \in \mathcal{P}(M) \) have bounded supports and bounded densities with respect to \( m \). Let \( \Gamma \) be a dynamic optimal coupling associated with a geodesics \((\mu(r))_{r \in [0,1]} \) from \( \mu_0 \) to \( \mu_1 \) given as in (A3). In the Kantorovich duality (3.14), we may restrict the class of test functions \( f \) to be \( C^\text{Lip}(M) \) with bounded supports. For such \( f \), \( Q_r f \) belongs to the same class again for any \( r > 0 \). In particular, the local finiteness of \( m \) implies \( Q_r f \in L^q(m) \). Thus the combination of (A2) and the choice of \((\mu(r))_{r \in [0,1]} \) make the computation in (3.15) and (3.16) valid. Indeed, though (2.6) holds only \( m \)-a.e., it is sufficient in this case since \( \mu(r) \ll m \) by (A3). Then the rest of the proof of Proposition 3.5 works in exactly the same way.

Next we take an approximation of Dirac measures. By applying (3.17) with \( t' = t'' = t \) and \( \eta(r) = r \), we obtain

\[
W_p(P_r^* \mu_0, P_t^* \mu_1) \leq a(t) W_p(\mu_0, \mu_1).
\]

By virtue of this estimate, (3.13) for Dirac measures follows by tending \( \mu_i \to \delta_{x_i} \) with respect to \( W_p \) in (3.17) for each \( x_0, x_1 \in \mathcal{P}(M) \). \( \square \)

Now we will show the implication “(2) \( \Rightarrow \) (1)” in Theorem 2.1 and the corresponding implication “(2) \( \ae \Rightarrow \) (1)” in Theorem 2.2. We give the proof only to the former one since the other proof goes in exactly the same way. We apply Proposition 3.5 with specified \( \xi \) and \( \eta \). Let us define \( \Xi : [s, t] \to [0, \infty) \) by \( \Xi(r) := J([s, r]) \), where \( J \) is given in the statement of Theorem 2.1. By using it, we choose \( \xi \) and \( \eta \) as follows:

\[
\xi(r) := \Xi^{-1}((\Xi(t) - \Xi(s))r + \Xi(s)), \quad \eta(r) := \left( \int_0^1 \frac{du}{a(\xi(u))} \right)^{-1} \int_0^r \frac{du}{a(\xi(u))}.
\]

We can easily verify that \( \xi \) and \( \eta \) satisfy all conditions we supposed in Proposition 3.5. Moreover, we have

\[
\frac{\xi'(r)}{b(\xi(r))} = (\Xi \circ \xi)'(r) \equiv \Xi(t) - \Xi(s) = J([s, t]), \quad a(\xi(r))\eta'(r) \equiv \left( \int_0^1 \frac{du}{a(\xi(u))} \right)^{-1} = \left( \frac{1}{J([s, t])} \int_0^1 \frac{\xi'(u)du}{a(\xi(u))b(\xi(u))} \right)^{-1} = \left( \frac{1}{J([s, t])} \int_s^t \frac{J(dr)}{a(r)} \right)^{-1}.
\]

By substituting them into (3.13), we obtain the desired inequality (2.5).

By putting our arguments together, we complete the proof of Theorem 2.1, Theorem 2.2 and Corollary 2.3.

Remark 3.7 The combination of Proposition 3.1 and Theorem 2.1 (or Theorem 2.2) implies that the inequality (3.7) has a self-improvement property. That is, starting from a less sharp estimate of type (3.7), we can obtain a sharper estimate of type (2.5) by passing through (2.6).
On the other hand, we can easily obtain many weaker inequalities of type (3.7) from (2.6). Indeed, since our proof is based on Proposition 3.5 and an appropriate choice of space-time reparametrization \( \eta \) and \( \xi \), a bad choice of \( \eta \) and \( \xi \) produces a weaker estimate. Nevertheless, Proposition 3.1 ensures that such a weaker estimate reproduces (2.6) and consequently such a weaker estimate of type (3.7) can be equivalent to (2.6). Indeed, our choice of \( \xi \) and \( \eta \) in the proof of Theorem 2.1 may not be optimal. \( \xi \) is a minimizer of the right hand side of (3.13) when \( \eta \equiv 0 \) and \( \eta \) is a minimizer of the same quantity for fixed \( \xi \). Even in the case of Corollary 2.4, the genuine minimizer \( (\xi, \eta) \) seems to be rather complicated (cf. Remark 3.8).

By using Proposition 3.5, or Proposition 3.6, we also conclude Theorem 2.5.

**Proof of Theorem 2.5.** We only give the proof of the implication “(1.2) \( \Rightarrow \) (2.8)” in (i) since the other implication is already shown at the end of Section 3.2 and the corresponding assertion in (ii) can be shown in the same way by using Proposition 3.6 instead of Proposition 3.5. To complete the proof it is sufficient to obtain the following differential inequality: For \( u > 0 \) and \( \lambda \geq 1, \)

\[
\frac{\partial}{\partial u} s_{K/N} \left( \frac{W_2(P_{\lambda^{-1}u}^*, P_{\lambda\mu}^*)}{2} \right)^2 \leq -K(\lambda + \lambda^{-1}) s_{K/N} \left( \frac{W_2(P_{\lambda^{-1}u}^*, P_{\lambda\mu}^*)}{2} \right)^2 + \frac{N}{2}(\lambda + \lambda^{-1} - 2). \tag{3.19}
\]

Indeed, letting \( \lambda = \sqrt{t/s} \) and \( r = \sqrt{ts} \) and applying the Gronwall lemma to give an estimate of \( s_{K/N}(W_2(P_{\lambda^{-1}r}^*, P_{\lambda\nu}^*)/2)^2 \) yield the conclusion. In the sequel, we use the abbreviation \( w := W_2(P_{\lambda^{-1}u}^*, P_{\lambda\mu}^*) \) for simplicity of notation. For \( h > 0 \), let us define \( l, \theta_h \) and \( \xi_h \) as follows:

\[
l(r) := \begin{cases} 
\frac{1}{K} \frac{(e^{-Kr})}{N} & (K \neq 0), \\
\sqrt{2} Kr & (K = 0),
\end{cases} \quad \theta_h(r) := \begin{cases} 
\frac{l(\lambda h)s_{K/N}(w r) + l(\lambda^{-1} h)s_{K/N}(w(1 - r))}{s_{K/N}(w)} & (K \neq 0, w \neq 0), \\
l(\lambda h)r + l(\lambda^{-1} h)(1 - r) & (K = 0 \text{ or } w = 0),
\end{cases} \quad \xi_h(r) := l^{-1}(\theta_h(r)) = \begin{cases} 
-\frac{1}{K} \log(\theta_h(r)) & (K \neq 0), \\
\frac{\theta_h(r)^2}{2N} & (K = 0).
\end{cases}
\]

In what follows, we only consider the case \( K \neq 0 \) and \( w \neq 0 \) for simplicity of presentation. Indeed, the same argument also works in other cases. Note that \( \xi_h \) is \( C^1 \)-increasing surjection from \([0,1] \) to \([\lambda^{-1}h, \lambda h] \). Thus applying Proposition 3.5 with \( a(t) = e^{-Kt}, \) \( b(t) = \sqrt{(e^{2Kt} - 1)/(NK)} \), \( t' = \lambda^{-1}h, \) \( t'' = \lambda h, \) \( \mu_0 = P_{\lambda^{-1}u}^*, \mu_1 = P_{\lambda\mu}^*, \eta(r) = r \) and \( \xi = \xi_h \), we obtain

\[
W^2(P_{\lambda^{-1}(u+h)}^*, P_{\lambda(u+h)}^*)^2 \leq \int_0^1 \left( e^{-2K\xi_h(r)}w^2 + \frac{NK}{e^{2K\xi_h(r)} - 1}\xi_h'(r)^2 \right) \, dr. \tag{3.20}
\]
Since we have
\[ \xi'_h(r) = \frac{t_{K/N}(\theta_h(r))}{N} \theta'_h(r) = b(\xi_h(r))\theta'_h(r), \]
for \( \alpha \geq 0 \) and the addition formulae
\[ c_{K/N}(u + v) = c_{K/N}(u)c_{K/N}(v) - \frac{K}{N}s_{K/N}(u)s_{K/N}(v), \]
\[ s_{K/N}(u + v) = s_{K/N}(u)c_{K/N}(v) + c_{K/N}(u)s_{K/N}(v), \]
(3.20) implies
\[
\frac{\partial}{\partial u} W_2(P_{\lambda-1}^*, P_{\lambda}^*)^2 \leq \limsup_{h \to 0} \frac{1}{h} \int_0^1 \left( (\frac{1}{\sqrt{\lambda}}s_{K/N}(w)) - \frac{\sqrt{\lambda^{-1}}s_{K/N}(w(1-r))}{s_{K/N}(w)} \right)^2 \, dr \\
= \int_0^1 \left\{ -2Kw^2 \left( \frac{\sqrt{\lambda}s_{K/N}(wr) + \sqrt{\lambda^{-1}}s_{K/N}(w(1-r))}{s_{K/N}(w)} \right)^2 \\
+ 2Nw^2 \left( \frac{\sqrt{\lambda}s_{K/N}(wr) - \sqrt{\lambda^{-1}}s_{K/N}(w(1-r))}{s_{K/N}(w)} \right)^2 \right\} dr \\
= \frac{2Nw^2}{s_{K/N}(w)} \left\{ (\lambda + \lambda^{-1}) \int_0^1 c_{K/N}(2wr)dr - 2 \int_0^1 c_{K/N}(w(2r-1))dr \right\} \\
= \frac{4w}{s_{K/N}(w)} \left( -K(\lambda + \lambda^{-1})s_{K/N} \left( \frac{w}{2} \right)^2 + \frac{N}{2}(\lambda + \lambda^{-1} - 2) \right). \quad (3.21)
\]
Since
\[
\frac{\partial}{\partial u} s_{K/N} \left( \frac{1}{2} W_2(P_{\lambda-1}^*, P_{\lambda}^*)^2 \right) = \frac{s_{K/N}(w)}{4w} \frac{\partial}{\partial u} W_2(P_{\lambda-1}^*, P_{\lambda}^*)^2,
\]
(3.21) immediately yields (3.19).

\[ \square \]

**Remark 3.8** The time parametrization \( \xi_h \) in the proof of Theorem 2.5 is nearly optimal. Indeed, a minimizer \( \xi \) of the right hand side of (3.13) under the specified choice of \( a, b \) and \( \eta(r) = r \), as in the proof of Theorem 2.5, is a solution to an ordinary differential equation. It can be expressed in the following simple form:
\[ \xi(r) = l^{-1}(\theta(r)), \]
\[ \theta''(r) = -\frac{Kw^2}{2N}s_{K/N}(2\theta(r)), \]
\[ \theta(0) = s, \theta(1) = t. \]

However, the solution \( \theta \) becomes an elliptic function in general. To avoid technical difficulties, we have considered comparison functions instead by linearizing the equation for \( \theta \) since we are only interested in the case \( s, t \ll 1 \) in our argument and then \( \theta \) must be small also. As a result, we obtain \( \theta_h \) in the proof of Theorem 2.5.
4 A coupling method on Riemannian manifolds

In this section, we are supposed to be in the framework of Theorem 2.6. In particular, $M$ is an $m$-dimensional complete Riemannian manifold and $P_t$ is given by the integral operator associated with the distribution of the diffusion process generated by $\mathcal{L} = \Delta + Z$. Note that $X(t)$ is conservative under (2.9) (see [26, 35] for instance) and hence $P_t$ defines a Markov kernel. Since we are on a smooth space, (A1) is satisfied.

In the following argument, we always assume $\text{diam}(M) < \sqrt{(N-1)/K}$ when $K > 0$ to avoid the singularity when $d(x, y) = \sqrt{(N-1)/K}$ (see Remark 4.1 below).

**Remark 4.1** When $K > 0$, it is known that (2.9) yields $\text{diam}(M) \leq \sqrt{(N-1)/K}$ (see [27]). Thus the above assumption only exclude the case $\text{diam}(M) = \sqrt{(N-1)/K}$. Even when it is the case, we can prove the same conclusion for $K' < K$ in (2.9) instead of $K$ and finally let $K' \uparrow K$ to obtain the full statement from the one involving $K'$. As a matter of fact, $\text{diam}(M) = \sqrt{(N-1)/K}$ happens only when $N = \dim M$, $Z \equiv 0$ and $M$ is isometric to the sphere of the constant sectional curvature $K/(N-1)$ (see [27]).

4.1 The case under the absence of the cut locus

In what follows, we explain how our coupling method works. For this purpose, we assume that the cut locus of $M$ is empty and $Z = 0$ in this section to avoid technical difficulties. In this case, we can construct a coupling of Brownian motions on $M$ directly by solving a coupled SDE. We refer to [22] for basic notions in this section.

Let $\mathcal{O}(M)$ be the orthonormal frame bundle of $M$ and $\pi$ a canonical projection $\mathcal{O}(M) \to M$. Fix $\tau_2, \tau_1 > 0$ and $x, y \in M$ with $x \neq y$ for a while. Let us consider a coupling of (time-scaled) horizontal diffusion processes $(U_1(t), U_2(t))$ by parallel transport. To define them, we first prepare some notations. For $i = 1, \ldots, n$, let $H_i$ be a canonical horizontal vector field on $\mathcal{O}(M)$. That is, $H_i(u)$ is the horizontal lift (associated with the Levi-Civita connection) of $u e_i$, where $(e_i)_{i=1}^n$ is the canonical basis of $\mathbb{R}^n$. Let $\tilde{H}_i : \mathcal{O}(M) \times \mathcal{O}(M) \to T\mathcal{O}(M)$ be a horizontal vector field coupled with $(H_i)_{i=1}^n$ as follows: For $u_1, u_2 \in \mathcal{O}(M)$, $\tilde{H}_i(u_1, u_2)$ is the horizontal lift of $\parallel_{x(u_1)} \circ u_2 u_1 e_i$, where $\parallel_{xw}$ is the parallel transport of tangent vectors from $T_x M$ to $T_w M$ along a minimal geodesic joining $z$ and $w$ (such a geodesic is unique under the absence of the cut locus). Let $W(t) = (W^i(t))_{i=1}^n$ be a Brownian motion on $\mathbb{R}^n$. Take $u_1, u_2 \in \mathcal{O}(M)$ so that $\pi(u_1) = x$, $\pi(u_2) = y$ and $u_2 = \parallel_{xy} u_1$. Now we are ready to define $(U_1(t), U_2(t))$. They are defined as a solution to the following system of stochastic differential equations:

$$dU_1(t) = \sqrt{2\tau_1} \sum_{i=1}^n H_i(U_1(t)) \circ dW^i(t), \quad U_1(0) = u_1,$$

$$dU_2(t) = \sqrt{2\tau_2} \sum_{i=1}^n \tilde{H}_i(U_1(t), U_2(t)) \circ dW^i(t), \quad U_2(0) = u_2.$$

Let $X_i(t) := \pi(U_i(t))$. Then $X(t) = (X_1(t), X_2(t))$ is a coupling by parallel transport of two (time-scaled) Brownian motions.
Intuitively, infinitesimal motions $dX_1(t)$ and $dX_2(t)$, which can be regarded as a random element in $T_{X_1(t)}M$ and $T_{X_2(t)}M$ respectively, are given by scaled “white noises” $\sqrt{2\tau_1}U_1(t) \circ dW(t)$ and $\sqrt{2\tau_2}U_2(t) \circ dW(t)$ respectively, and the second noise is given by the parallel transport of the first noise: $U_2(t) \circ dW(t) = \|X_1(t)X_2(t)U_1(t) \circ dW(t)$.

Let us turn to the proof. Let $\rho(t) := d(X(t))$. By the Itô formula, we obtain

$$d\rho(s)^p = pp(s)^{p-1} \sum_{i=1}^{n} \left( \sqrt{2\tau_1}U_1(s)e_i + \sqrt{2\tau_2}U_2(s)e_i \right) d(X(s))dW^i(s)$$

$$+ pp(s)^{p-1} \sum_{i=1}^{n} \left( \sqrt{\tau_1}U_1(s)e_i + \sqrt{\tau_2}U_2(s)e_i \right)^2 d(X(s))ds$$

$$+ p(p-1)\rho(s)^{p-2} \sum_{i=1}^{n} \left( \sqrt{\tau_1}U_1(s)e_i + \sqrt{\tau_2}U_2(s)e_i \right)^2 d(X(s))^2 ds. \quad (4.1)$$

We take an expectation of the integral form of (4.1). To be precise, we must take care on the integrability, but we always assume it in this section for simpler explanation. The expectation of the first term in the right hand side is zero since it is stochastic integral. For the third term, by the first variation formula of arclength, we obtain

$$\sum_{i=1}^{n} \left( \sqrt{\tau_1}U_1(s)e_i + \sqrt{\tau_2}U_2(s)e_i \right) d(X(s))^2$$

$$= \left( \sqrt{\tau_1} - \sqrt{\tau_2} \right)^2 \sum_{i=1}^{n} \left\{ \nabla U_1(s)e_i d(s,X_2(s))(X_1(s)) \right\}^2$$

$$= \left( \sqrt{\tau_1} - \sqrt{\tau_2} \right)^2. \quad (4.2)$$

For the second term, the second variation formula of arclength, we obtain

$$\sum_{i=1}^{n} \left( \sqrt{\tau_1}U_1(s)e_i + \sqrt{\tau_2}U_2(s)e_i \right) d(X(s)) = \sum_{i=1}^{n} I_{X(s)} \left( \tilde{U}_{x_i}^{(i)}(s), \tilde{U}_{x_i}^{(i)}(s) \right) ds, \quad (4.3)$$

where $I_{zw}$ is the index form along a constant speed minimal geodesic from $z$ to $w$ and $\tilde{U}_{x_i}^{(i)}(s)$ is the Jacobi field along the same minimal geodesic whose the boundary values are $\sqrt{\tau_1}U_1(s)e_i$ and $\sqrt{\tau_2}U_2(s)e_i$ respectively. For an upper bound of the index form, we introduce some notations. Set $K^* = K/(N-1)$. We define $\Psi = \Psi_{\tau_1,\tau_2} : (0,\infty) \to \mathbb{R}$ as follows:

$$\Psi_{\tau_1,\tau_2}(r) := (N-1) \left( \frac{\tau_1 + \tau_2}{t_K(r)} - \frac{2\sqrt{\tau_1\tau_2}}{s_K(r)} \right). \quad (4.4)$$

**Lemma 4.2** Suppose $N = m$. Let $x,y \in M$ and $(f_i)_{i=1}^{n}$ an orthonormal basis of $T_xM$. Then we have

$$\sum_{i=1}^{n} I_{xy}(\tilde{V}_{x_i}^{(i)}, \tilde{V}_{x_i}^{(i)}) \leq \Psi_{\tau_1,\tau_2}(d(x,y)),$$

where $\tilde{V}_{x_i}^{(i)}$ is the Jacobi field along the minimal geodesic joining $x$ and $y$ whose boundary values are $\sqrt{\tau_1}f_i$ and $\sqrt{\tau_2}\|xyf_i$ respectively.
**Proof.** In the proof, we denote $d(x, y)$ by $d$. Recall that the condition (2.9) is reduced to $\text{Ric} \geq K$ in the present case. Let us define $\varphi_d : [0, d] \to \mathbb{R}$ by

$$\varphi_d(u) := \sqrt{\tau_2} \frac{\sigma_{K^*}(u)}{\sigma_{K^*}(d)} + \sqrt{\tau_1} \frac{\sigma_{K^*}(d - u)}{\sigma_{K^*}(d)}. \quad (4.5)$$

Let us denote the vector field along $\gamma$ given by the parallel transport of $f_i$ by $V_i(\cdot)$. Then $\varphi_d(0)V_i(0) = \sqrt{\tau_1} f_i$ and $\varphi_d(d)V_i(d) = \sqrt{\tau_2} f_i$. Thus the index lemma together with (2.9) yields

$$\sum_{i=1}^{n} I_{xy}(V^{(i)}_{xy}, V^{(i)}_{xy}) \leq (m - 1) \int_0^d \varphi_d'(u) du - K \int_0^d \varphi_d(u)^2 du$$

$$= (m - 1) \int_0^d (\varphi_d'(u)\varphi_d(u))' du$$

$$= (m - 1) (\varphi_d'(d)\varphi_d(d) - \varphi_d'(0)\varphi_d(0))$$

$$= (m - 1) \left\{ \frac{\sqrt{\tau_2} \sigma_{K^*}(d) - \sqrt{\tau_1} \sigma_{K^*}(d)}{\sigma_{K^*}(d)} - \frac{\sqrt{\tau_2} - \sqrt{\tau_1} \sigma_{K^*}(d)}{\sigma_{K^*}(d)} \right\}$$

$$= (m - 1) \left( \frac{\tau_1 + \tau_2}{\sigma_{K^*}(d)} - \frac{2\sqrt{\tau_1 \tau_2}}{\sigma_{K^*}(d)} \right).$$

This is nothing but the claim. \qed

**Lemma 4.3** For $\tau_1, \tau_2 > 0$,

$$\Psi_{\tau_1, \tau_2}(r) = (N - 1) \left( \frac{\sqrt{\tau_1 \tau_2} \frac{\sigma_{K^*}(r)}{\sigma_{K^*}(r)}}{2} - \frac{1}{\sigma_{K^*}(r)} \right). \quad (4.6)$$

When $K \geq 0$,

$$\frac{\sigma_{K^*}(r)}{\sigma_{K^*}(r)} - \frac{1}{\sigma_{K^*}(r)} = -K^* \tan \left( \frac{\sqrt{K^*} r}{2} \right) \leq -\frac{K^* r}{2}, \quad \frac{1}{\sigma_{K^*}(r)} \leq \frac{1}{r}.$$

By plugging them in (4.6), we obtain the first inequality. Similarly, by a rearrangement,

$$\Psi_{\tau_1, \tau_2}(r) = (N - 1) \left( \tau_1 + \tau_2 \frac{\sigma_{K^*}(r)}{\sigma_{K^*}(r)} + \frac{1}{\sigma_{K^*}(r)} \right). \quad (4.7)$$

When $K < 0$,

$$\frac{\sigma_{K^*}(r)}{\sigma_{K^*}(r)} - \frac{1}{\sigma_{K^*}(r)} = \sqrt{-K^*} \tanh \left( \frac{\sqrt{-K^*} r}{2} \right) \leq -\frac{K^* r}{2}, \quad \frac{1}{\sigma_{K^*}(r)} \leq \frac{1}{r}.$$

and the second inequality follows by plugging them in (4.7). \qed
Let us define $\tau^*$ by

$$
\tau^* := \begin{cases} 
\sqrt{\frac{1}{\tau_1 \tau_2}} (K \geq 0), \\
\frac{\tau_1 + \tau_2}{2} & (K < 0).
\end{cases}
$$

By using (4.2), (4.3), Lemma 4.2 and Lemma 4.3 to give an estimate of the expectation of the integral of (4.1) in time from $u > 0$ to $u' > u$, when $N = m$, we obtain

$$
\mathbb{E}[\rho(u')^n] \leq \mathbb{E}[\rho(u)^n] - p\tau^* K \int_u^{u'} \mathbb{E}[\rho(v)^n] dv \\
+ p(N + p - 2) \int_u^{u'} \mathbb{E}[\rho(v)^{p-2}] dv \sqrt{\frac{1}{\tau_1} - \frac{1}{\tau_2}}^2
$$

$$
\leq \mathbb{E}[\rho(u)^n] - p\tau^* K \int_u^{u'} \mathbb{E}[\rho(v)^n] dv \\
+ p(N + p - 2) \int_u^{u'} \mathbb{E}[\rho(v)^{(p-2)/p}] dv \sqrt{\frac{1}{\tau_1} - \frac{1}{\tau_2}}^2.
$$

Obviously, the same is also true even when $N > m$. It yields

$$
\frac{\partial}{\partial u} (\mathbb{E}[\rho(u)^n]^{2/p}) \leq -2\tau^* K \mathbb{E}[\rho(u)^n]^{2/p} + 2(N + p - 2)(\sqrt{\frac{1}{\tau_1} - \frac{1}{\tau_2}})^2.
$$

Thus, by the Gronwall lemma for $\mathbb{E}[\rho(t)^n]^{2/p}$ as a function of $t$, we obtain

$$
\mathbb{E}[\rho(1)^n]^{2/p} \leq e^{-2\tau^*} \mathbb{E}[\rho(0)^n]^{2/p} + \frac{(N + p - 2)(1 - e^{-2\tau^*})}{K\tau^*} (\sqrt{\frac{1}{\tau_2} - \frac{1}{\tau_1}})^2.
$$

By the choice of the initial condition, $\mathbb{E}[\rho(0)^2] = d(x,y)^2$. Moreover, since the law of $(X_1(1), X_2(1))$ is a coupling of $P^x_{\tau_1} \delta_x$ and $P^x_{\tau_2} \delta_y$, the definition of $L^p$-Wasserstein distance implies that

$$
W_p(P^x_{\tau_1} \delta_x, P^x_{\tau_2} \delta_y)^2 \leq e^{-2\tau^*} d(x,y)^2 + \frac{(N + p - 2)(1 - e^{-2\tau^*})}{K\tau^*} (\sqrt{\frac{1}{\tau_2} - \frac{1}{\tau_1}})^2. \quad (4.8)
$$

To obtain (2.10) from (4.8), we prepare an $L^p$-version of the Bakry-Émery’s curvature-dimension condition as well as its connection with (2.11). For $f \in C^3(M)$, let us define $\Gamma_2(f)$ by

$$
\Gamma_2(f) = \frac{1}{2} \mathcal{L} |\nabla f|^2 - \langle \nabla f, \nabla \mathcal{L} f \rangle.
$$

**Proposition 4.4** The following conditions are equivalent:

(i) For any $f \in C^{\text{Lip}}_b(M)$ and $x \in M$,

$$
|\nabla P_t f(x)| \leq e^{-2Kt} P_t (|\nabla f|^{p^*})(x) \frac{1 - e^{-2Kt}}{(N + p - 2)K} (\mathcal{L} P_t f(x))^2.
$$
(ii) For each $t > 0$, there is a constant $C(t) > 0$ satisfying $\lim_{t \downarrow 0} \frac{C(t)}{t} = 1$ and

$$|\nabla P_tf(x)|^2 \leq e^{-2Kt} P_t(|\nabla f|^{p^*})(x) \frac{2C(t)}{N+p-2}(\mathcal{L}P_tf(x))^2$$

for any $f \in \mathcal{C}_b^{\text{Lip}}(M)$ and $x \in M$.

(iii) For any $f \in \mathcal{C}^{\infty}(M)$, $x \in M$ and $\delta > 0$,

$$\left(|\nabla f|^2 + \delta\right) \left(\Gamma_2(f)(x) - K|\nabla f|(x) - \frac{\mathcal{L}(f(x))^2}{N+p-2}\right) \geq \frac{p-2}{4(p-1)}|\nabla|\nabla f|^2(x)^2.$$  

**Proof.** The implication “(i) ⇒ (ii)” is obvious. For the proof of “(ii) ⇒ (iii)”, we claim

$$P_t((g + \delta)^{r})^{1/r} - \delta \geq P_t(g^{r})^{1/r} \tag{4.9}$$

for $r \in (0, 1)$, $\delta > 0$ and $g : M \to [0, \infty)$ measurable. For (4.9), it suffices to show $\partial_\delta P_t((g + \delta)^{r})^{1/r} \geq 1$. Let us take $\alpha > 0$ so that $\alpha^{-1} = r^{-1} + (1-r)^{-1}$. Then we have

$$\partial_\delta P_t((g + \delta)^{r})^{1/r} = P_t((g + \delta)^{r})^{1/r-1} P_t((g + \delta)^{r-1})
= \left\{ P_t((g + \delta)^{r})^{\alpha/r} P_t\left(\left(1 + \frac{1}{g + \delta}\right)^{1-r}\right)^{\alpha/(1-r)}\right\}^{(1-r)/\alpha}
\geq \left\{ P_t\left((g + \delta)^{\alpha} \cdot \left(1 + \frac{1}{g + \delta}\right)^{(1-r)/\alpha}\right)\right\}^{(1-r)/\alpha} = 1$$

by the Hölder inequality for $P_t$. Thus the claim holds.

Suppose that (ii) holds. By applying (4.9) with $g = |\nabla f|^2$ and $r = p^*/2$ to (ii),

$$|\nabla P_t f|^2 \leq e^{-2Kt} \left(P_t(|\nabla f|^2 + \delta)^{p^*/2}\right)^{2/p^*} - \frac{2C(t)}{N+p-2}(\mathcal{L}P_t f)^2 \tag{4.10}$$

Since the equality holds at $t = 0$ in the last inequality, by taking a derivative with respect to $t$ at $t = 0$, we obtain

$$2(\nabla f, \nabla \mathcal{L} f) \leq \mathcal{L}|\nabla f|^2 + \frac{p^* - 2}{2} \cdot \frac{|\nabla|\nabla f|^2|}{|\nabla f|^2 + \delta} - \frac{2}{N+p-2}(\mathcal{L} f)^2 - 2K|\nabla f|^2.$$

By an easy rearrangement, this inequality yields (iii).

We turn to show “(iii) ⇒ (i)”. To deal with technical difficulties, we consider several bounds on derivatives of $P_t f$. By (iii), we have $\Gamma_2(f) \geq K|\nabla f|^2$. It is well-known as Bakry-Émery theory that it yields $\text{Ric} - (\nabla Z)^2 \geq K$. Then we can obtain (1.3) and hence (1.1) for $f \in \mathcal{C}_b^{\text{Lip}}(M)$ (see [25, 26] for instance). Note that we avoid a standard argument in Bakry-Émery theory and take a detour to obtain (1.1) here in order to take the fact that $Z$ can be of non-gradient type into account. As a result of (1.1), $\sup_{x \in M, t \leq T} |\nabla P_t f|(x) < \infty$ for $f \in \mathcal{C}_b^{\text{Lip}}(M)$. 
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Let $\delta > 0$. First we consider the case $f \in C_0^\infty(M)$. Let us define $F : [0, t] \times M \to \mathbb{R}$ by

$$F(s, x) = (|\nabla P_{t-s}f|(x))^2 + \delta)^{p_s/2}.$$ 

Note that $F$ is bounded. Recall $p_s \geq 2$. To avoid technicalities on integrability, we will employ a stochastic analytic argument. Let $s_0 \in (0, t)$. By the Itô formula, for $s \in [s_0, t)$, 

$$M^F(s) := F(s, X(s)) - F(s_0, X(s_0)) - \int_{s_0}^{s} \left( \frac{\partial F}{\partial s}(u, X(u)) + \mathcal{L}F(u, X(u)) \right) du$$

is a local martingale. By using (iii), we have 

$$\frac{\partial F}{\partial s}(s, X(s)) + \mathcal{L}F(s, X(s)) = p_s(|\nabla P_{t-s}f|(X(s))^2 + \delta)^{p_s/2-1} \left( \Gamma_2(P_{t-s}f) + \frac{p_s-2}{4} \cdot \frac{|\nabla|\nabla P_{t-s}f|^2|^2}{|\nabla P_{t-s}f|^2 + \delta} \right) (X(s)) \geq p_s(|\nabla P_{t-s}f|(X(s))^2 + \delta)^{p_s/2-1} \left( K|\nabla P_{t-s}f|^2 + \frac{(P_{t-s}(\mathcal{L}f))^2}{N+p-2} \right) (X(s)).$$

Note that the last term is bounded from below even when $K < 0$. Thus, by localizing $M^F(s)$, taking expectation and applying the Fatou lemma, we obtain 

$$\mathbb{E}[F(s, X(s))] - \mathbb{E}[F(s_0, X(s_0))] \geq p_s \int_{s_0}^{s} \mathbb{E} \left[ (|\nabla P_{t-s}f|(X(u))^2 + \delta)^{p_s/2-1} \left( K|\nabla P_{t-s}f|^2 + \frac{(P_{t-s}(\mathcal{L}f))^2}{N+p-2} \right) (X(u)) \right] ds$$

$$\geq p_s \int_{s_0}^{s} \left\{ K\mathbb{E}[F(u, X(u))] + \frac{(\mathcal{L} P_{t-s}f)(x)^2}{(N+p-2)\mathbb{E} \left[ (|\nabla P_{t-s}f|(X(u))^2 + \delta)^{1-p_s/2} \right]} - K\delta\mathbb{E}[(|\nabla P_{t-s}f|(X(u))^2 + \delta)^{p_s/2-1}] \right\} du$$

$$\geq p_s \int_{s_0}^{s} \left\{ K\mathbb{E}[F(u, X(u))] + \frac{(\mathcal{L} P_{t-s}f)(x)^2}{(N+p-2)\mathbb{E} \left[ (|\nabla P_{t-s}f|(X(u))^2 + \delta)^{p_s/2-2} \right]} - K\delta^{p_s/2} \right\} du.$$ 

Here we have used the Schwarz inequality and $P_{t-s}\mathcal{L} = \mathcal{L}P_{t-s}$ in the second inequality and the Hölder inequality in the third inequality. Note that $\mathbb{E}[F(u, X(u))]$ is strictly positive and (uniformly) continuous in $u \in [0, t]$. Thus, by virtue of the mean value theorem for $r \mapsto r^{2/p_s}$ and the last inequality, for $\varepsilon > 0$ there is a constant and $\eta > 0$ being independent of $s_0$ and $s$ such that 

$$e^{-2K\varepsilon}\mathbb{E}[F(s, X(s))]^{2/p_s} - e^{-2K\varepsilon}\mathbb{E}[F(s_0, X(s_0))]^{2/p_s} \geq \left( \frac{(\mathcal{L} P_{t-s}f)(x)^2}{(N+p-2) - K\delta^{p_s/2}} \right) \int_{s_0}^{s} e^{-2Kr} dr - \varepsilon(s-s_0)$$
whenever \(|s - s_0| < \eta\). By taking a sum and a limit, we extend the last estimate for \(s, s_0 \in [0, t]\) with \(s > s_0\). Then the desired estimate holds by substituting \(s_0 = 0\) and \(s = t, \varepsilon \downarrow 0\) and \(\delta \downarrow 0\).

Finally we will show (i) for \(f \in C_b^{\text{Lip}}(M)\). The first step is to rewrite (i) in integral form as in the condition (3). For \(x, y \in M\) with \(x \neq y\), let \(\gamma : [0, 1] \to M\) be a minimal geodesic from \(x\) to \(y\). Then, for \(f \in C_0^\infty(M), t \geq s > 0\) and \(\xi(r) = rt + (1 - r)s\), we have

\[
|P_t f(y) - P_s f(x)| = \left| \int_0^1 \frac{\partial}{\partial r} (P_{\xi(r)} f(\gamma(r))) \, dr \right| \\
\leq \int_0^1 \left( |\nabla P_{\xi(r)} f(\gamma(r))| d(x, y) + (t - s) \left| \mathcal{L} P_{\xi(r)} f \right| (\gamma(r)) \right) \, dr \\
\leq \int_0^1 \sqrt{e^{-2K\xi(r)} d(x, y)^2 + \frac{(t - s)^2(N + p - 2)K}{e^{2K\xi(r)} - 1}} P_{\xi(r)}(|\nabla f|^{p^*}) (\gamma(r))^{2/p^*} \, dr.
\]

Now we are ready for approximation as a second step. Let \(f\) be Lipschitz with a compact support. Then there is \(f_n \in C_0^\infty(M)\) with \(\sup_n \|\nabla f_n\|_{\infty} < \infty\) such that \(f_n \to f\) pointwisely and \(|\nabla f_n| \to |\nabla f|\) a.e. Since the last inequality holds for \(f_n\), the same does for \(f\). Then a usual truncation argument yields the same for \(f \in C_b^{\text{Lip}}(M)\). Then the conclusion follows by Proposition 3.2. 

\[\]  

**Lemma 4.5** (4.8) for each \(x, y \in M\) and \(\tau_1, \tau_2 > 0\) implies (2.10) and (2.11).

**Proof.** By virtue of Theorem 2.1, it suffices to show (2.11) for \(f \in C_b^{\text{Lip}}(M)\). By Proposition 3.1 and Proposition 3.2, (4.8) yields

\[
|\nabla P_tf| \leq e^{-2Kt} P_t(|\nabla f|^{p^*})^{2/p^*} - \frac{4Kt^2}{(N + p - 2)(1 - e^{-2Kt})}(\mathcal{L}P_tf)^2
\]

for \(f \in C_b^{\text{Lip}}(M)\). Then, by applying Proposition 4.4 (ii) \(\Rightarrow\) (i), we obtain (2.11) for \(f \in C_b^{\text{Lip}}(M)\). 

**Remark 4.6** It is tempting to study Proposition 4.4 in the framework of Bakry-Émery theory. For instance, if Proposition 4.4 (iii) follows directly from (2.9), then we can avoid the use of coupling method on which we are relying. However, the author do not know whether there is such a simpler way or not. Let us observe that a weaker estimate follows by an easy application of the Bochner-Weitzenböck formula:

\[
\Gamma_2(f) = \|\text{Hess} f\|_{\text{HS}} + (\text{Ric} - (\nabla Z)^\flat)(\nabla f, \nabla f),
\]

where \(\|\cdot\|_{\text{HS}}\) stands for the Hilbert-Schmidt norm. Since we have

\[
\frac{1}{N}(\mathcal{L}f)^2 \leq \frac{1}{m}(\Delta f)^2 + \frac{1}{N - m}(Z f)^2 \leq \|\text{Hess} f\|_{\text{HS}}^2 + \frac{1}{N - m}(Z f)^2,
\]

\[
|\nabla|\nabla f|^2| \leq 4\|\text{Hess} f\|_{\text{HS}}|\nabla f|^2,
\]
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one can show that (2.9) yields
\[
(\|\nabla f\|^2 + \delta) \left( \Gamma_2(f) - K \|\nabla f\|^2 - \frac{1}{N(p-1)} (\mathcal{L} f)^2 \right) \geq \frac{p-2}{4(p-1)} \|\nabla \nabla f\|^2,
\]
\[
(\|\nabla f\|^2 + \delta) \left( \Gamma_2(f) - K \|\nabla f\|^2 - \frac{1}{N+p-2} (\mathcal{L} f)^2 \right) \geq \frac{p-2}{4(N+p-2)} \|\nabla \nabla f\|^2,
\]
both of which are weaker than Proposition 4.4 (iii) (Recall $N \geq m \geq 1$ and $p \geq 2$).

We close this section with noting that Lemma 4.2, Lemma 4.3, Proposition 4.4 and Lemma 4.5 are all valid without the absence of the cut locus. Indeed, we will use them again in the next section (For Lemma 4.2, we will use a generalization of it).

### 4.2 Coupling method via discrete approximation

To make the argument in the last section rigorous even in the presence of the cut locus, we will approximate the coupling of diffusion processes by a sequence of couplings of geodesic random walks.

Let $(\gamma_{xy})_{x,y \in M}$ be a family of unit-speed minimal geodesics defined on $[0, d(x, y)]$ such that $\gamma_{xy}$ goes from $x$ to $y$. By using a measurable selection theorem (e.g. [17, Theorem 6.9.6]), we will take $\gamma_{xy}$ as a measurable function of $(x, y)$ (more precisely, we will take a measurable choice of constant speed geodesics parametrized on $[0, 1]$ and we take $(\gamma_{xy})_{x,y}$ as their reparametrization). Without loss of generality, we may assume that $\gamma_{xy}$ is symmetric, that is, $\gamma_{xy}(d(x, y) - s) = \gamma_{yx}(s)$ holds. Similarly as in the last section, we denote the parallel transport along $\gamma_{xy}$ by $\parallel_{xy}$. We use the same symbol for parallel transport of orthonormal frames. Set $D(M) := \{(x, x) \mid x \in M\}$. Let $\Phi : M \to \mathcal{O}(M)$ be a measurable section of $\mathcal{O}(M)$. Let us define two measurable maps $\Phi_i : M \times M \to \mathcal{O}(M)$ for $i = 1, 2$ by
\[
\Phi_1(x, y) := \Phi(x),
\]
\[
\Phi_2(x, y) := \begin{cases} 
\parallel_{xy} \Phi_1(x, y), & (x, y) \in M \times M \setminus D(M), \\
\Phi(x), & (x, y) \in D(M).
\end{cases}
\]

Let $(\zeta_n)_{n \in \mathbb{N}}$ be independent and identically distributed random variables whose distributions are uniform on the unit disk in $\mathbb{R}^m$. Take $x_1, x_2 \in M$ and $\tau_2 > \tau_1 > 0$. Set $\ell^{(k)} := k^{-2} n$ for $k \in \mathbb{N}$ and $n \in \mathbb{N}_0$ with $n \leq k^2$. By using $\Phi_i$, we define a coupled geodesic random walk $X^k(t) = (X^k_1(t), X^k_2(t))$ with a discretization parameter $k \in \mathbb{N}$ by $X^k(0) = x_i$ and, for $t \in [\ell^{(k)}_n, \ell^{(k)}_{n+1}]$,
\[
\hat{\zeta}^{i}_{n+1} := \sqrt{2(m+2)} \Phi_i \left( X^k \left( \ell^{(k)}_n \right) \right) \zeta_n^{i},
\]
\[
X^k_i(t) := \exp_{X^k_i(t^{(k)}_n)} \left( \sqrt{\gamma_i} k^2 (t - \ell^{(k)}_n) \left( k^{-1} \hat{\zeta}^{i}_{n+1} + k^{-2} Z \right) \right)
\]
for $i = 1, 2$, where $\exp_x$ is the exponential map at $x$. By [26, Theorem 3.1] (see references therein also), $X^k_i(t)$ converges in law in $C([0, \infty) \to M)$ to an time-scaled $\mathcal{L}$-diffusion
process with scale parameter $\tau_i$ starting from $x_i$ for $i = 1, 2$ respectively. Thus $(X^k)_{k \in \mathbb{N}}$ is tight and hence a subsequential limit $X^{kj} \to X = (X_1, X_2)$ in law in $C([0, \infty) \to M \times M)$ exists. Here “time-scaled by $\tau_i$” means that the law of $X_i(\cdot)$ is the same as $\mathbb{P}_{x_i} \circ X(\tau_i \cdot)$.

We fix such a subsequence $(k_j)_{j \in \mathbb{N}}$. In the rest of this paper, we use the same symbol $X^k$ for the subsequence $X^{kj}$ and the term “$j \to \infty$” always means the subsequential limit “$j \to \infty$”.

Set $\rho^k(n) := d(X^k(t_n^k))$. We first show a difference inequality for $\rho^k(n)$, which corresponds to the Itô formula (Lemma 4.7 below). To state it, we further introduce some notations. Let $\tilde{\zeta}^+_{n+1}(0)$ be the orthogonal projection of $\zeta^+_{n+1}$ to the hyperplane being perpendicular to $\tilde{\gamma}_{X^k(t_n^k)}(0)$. We denote a vector field along $\gamma_{X^k(t_n^k)}$ given by parallel transport of $\tilde{\gamma}^+_{X^k(t_n^k)}(0)$ by $(\tilde{\zeta}^+_{n+1}(s))_{s \in [0, \rho^k(n)]}$ and we define $V_{n+1}(s) := \varphi_{\rho^k(n)}(s)\tilde{\zeta}^+_{n+1}(s)$, where $\varphi_{\rho^k(n)}$ was defined in (4.5). Take $v \in \mathbb{R}^m$ with $|v| = 1$. Let us define $\lambda_{n+1}$ and $\Lambda_{n+1}$ by

$$
\lambda_{n+1} := \left\{ \begin{array}{ll}
\langle \tilde{\zeta}^+_{n+1}(0), \tilde{\gamma}_{X^k(t_n^k)}(0) \rangle & \text{if } X^k(t_n^k) \notin D(M), \\
\sqrt{2/(m+2)}\langle \tilde{\zeta}^+_{n+1}, v \rangle & \text{otherwise},
\end{array} \right.
$$

$$
\Lambda_{n+1} := \left( \varphi_{\rho^k(n)}(s)\langle Z(\tilde{\gamma}^+_n, \tilde{\gamma}_{X^k(t_n^k)}(s)) |_{s=0}^{\rho^k(n)} + \frac{1}{2} I_{X^k(t_n^k)}(V_{n+1}, V_{n+1}) \right)_{\{X^k(t_n^k) \notin D(M)\}},
$$

where $I_{zw}$ stands for the index form associated with $\gamma_{zw}$ as in Section 4.1. Fix a reference point $o \in M$. For $R > 0$, let us define $\sigma_R : C([0, \infty) \to M \times M) \to [0, \infty]$ by $\sigma_R(w_1, w_2) := \inf \{ t \geq 0 | d(o, w_1(t)) \vee d(o, w_2(t)) \geq R \}$. By [26, Proposition 3.4], we have the following:

$$
\lim_{R \to \infty} \limsup_{k \to \infty} \mathbb{P}[\sigma_R(X^k) < \infty] = 0. \quad (4.11)
$$

We denote the discretization of $\sigma_R(X^k)$ by $\tilde{\sigma}_R$, that is,

$$
\tilde{\sigma}_R := \min\{ n \in \mathbb{N} | t_n^k < \sigma_R(X^k) \leq t_n^k \}.
$$

**Lemma 4.7** Let $g \in C^2([0, \infty))$ be non-decreasing with $g'(0) = 0$ and $R > 0$ sufficiently large. Then there exists $k_0 \in \mathbb{N}$ such that, for any $k \geq k_0$,

$$
g(\rho^k(n+1)) = g(\rho^k(n)) + \frac{1}{k} (\sqrt{t_2} - \sqrt{t_1}) g'(\rho^k(n)) \lambda_{n+1} + \frac{1}{k^2} g'(\rho^k(n)) \Lambda_{n+1} + \frac{1}{2k^2} (\sqrt{t_2} - \sqrt{t_1})^2 g''(\rho^k(n)) \lambda_{n+1}^2 + \frac{1}{Rk^2}
$$

holds on $\{ n < \tilde{\sigma}_R \} \cap \{ \rho^k(n) > R^{-1} \}$.

**Proof.** When $\text{Cut} = \emptyset$, the assertion is an immediate consequence of the Taylor expansion, the first and second variational formulae and the index lemma. To take singularity at the cut locus into account, we will develop a more detailed argument based on the idea in [26, Lemma 4.4].
Let us define $H \subset M^3$ and $p_1, p_2 : H \to M^2$ by
\[
H := \left\{ (x, y, z) \in M^3 \ \middle| \ \begin{array}{l}
x, y, z \in B(o, 3R), \\
d(x, y) \geq R^{-1}, \\
d(x, y) = 2d(x, z) = 2d(y, z)
\end{array} \right\},
\]
\[
p_1(x, y, z) := (x, z),
p_2(x, y, z) := (y, z).
\]

If $q = (x, y, z) \in H$, then $p_1(q), p_2(q) \notin \text{Cut}$ since $z$ is on a midpoint of a minimal geodesic joining $x$ and $y$. Since $H$ is compact, $p_1(H)$ and $p_2(H)$ are also compact. Hence both $p_1(H)$ and $p_2(H)$ are uniformly away from $\text{Cut} \cap \overline{B}(o, 3R)$ since the cut locus is closed. Set
\[
z_n := \gamma_{X^k(t_{n}^{(k)})} \left( \frac{\rho^{(k)}(n)}{2} \right),
\]
\[
z'_n := \exp_{z_n} \left( V_{n+1} \left( \frac{\rho^{(k)}(n)}{2} \right) + \varphi_{\rho^{(k)}(n)} \left( \frac{\rho^{(k)}(n)}{2} \right) Z \right).
\]

By the triangle inequality, we have
\[
\rho^{(k)}(n) = d(X^k(t_{n}^{(k)}), z_n) + d(z_n, X^k(t_{n}^{(k)})),
\]
\[
\rho^{(k)}(n + 1) \leq d(X^k(t_{n+1}^{(k)}), z_n') + d(z_n', X^k(t_{n+1}^{(k)})).
\]

Let us denote the difference of the segmented distances by $\Theta_1$ and $\Theta_2$, that is,
\[
\Theta_1 := d(X^k_1(t_{n+1}^{(k)}), z_n') - d(X^k_1(t_{n}^{(k)}), z_n),
\]
\[
\Theta_2 := d(z_n', X^k_2(t_{n+1}^{(k)})) - d(z_n, X^k_2(t_{n}^{(k)})).
\]

Suppose $t_{n}^{(k)} < \sigma_R(X^k)$ and $\rho^{(k)}(n) \geq R^{-1}$. Since $g$ is non-decreasing, we obtain
\[
g(\rho^{(k)}(n + 1)) - g(\rho^{(k)}(n)) 
\leq g(d(X^k_1(t_{n+1}^{(k)}), z_n') + d(z_n', X^k_2(t_{n+1}^{(k)}))) - g(d(X^k_1(t_{n}^{(k)}), z_n) + d(z_n, X^k_2(t_{n}^{(k)})))
\leq g'(\rho^{(k)}(n)) (\Theta_1 + \Theta_2) + \frac{g''(\rho^{(k)}(n))}{2} (\Theta_1 + \Theta_2)^2 + \frac{1}{R} (\Theta_1 + \Theta_2)^2 \tag{4.12}
\]
for sufficiently large $k$, uniformly in the position of $X^k(t_{n}^{(k)})$. Note that $(X^k_1(t_{n+1}^{(k)}), z_n')$ is uniformly away from the cut locus since $(X^k(t_{n}^{(k)}), z_n) \in H$. Thus the first and second variational formulae yield that, by denoting the index form along the restriction of $\gamma_{X^k(t_{n}^{(k)})}$ to the geodesic from $X^k_1(t_{n}^{(k)})$ to $z_n$ by $I_1$,
\[
\left| \Theta_1 - \frac{1}{k} \varphi_{\rho^{(k)}(n)}(s) \left|_{s=0}^{\rho^{(k)}(n)/2} \right. \lambda_{n+1} \right| \leq \frac{1}{Rk},
\]
\[
\Theta_1 \leq \frac{1}{k} \varphi_{\rho^{(k)}(n)}(s) \left|_{s=0}^{\rho^{(k)}(n)/2} \right. \lambda_{n+1}
\]
\[
\quad + \frac{1}{k^2} \left( \varphi_{\rho^{(k)}(n)}(s) \langle Z, \gamma_{X^k(t_{n}^{(k)})} \rangle_{\gamma_{X^k(t_{n}^{(k)})}}(s) \left|_{s=0}^{\rho^{(k)}(n)/2} \right. + \frac{1}{2} I_1 (V_{n+1}, V_{n+1}) \right) \left\{ X^k(t_{n}^{(k)}) \notin D(M) \right\}
\]
\[
\quad + \frac{1}{Rk^2}
\]
\[\]
\[
\]
for sufficiently large $k$ uniformly in the position of $X^k(t_n^{(k)})$. In the same way, the corresponding estimate also holds true for $\Theta_2$. Then the assertion follows by plugging these estimates into (4.12).

The next lemma estimates the expectation of the second variation term in Lemma 4.7. We will use the convention $\sum_{i=n}^{i'} b_n = 0$ for any sequence $(b_n)_n$ when $i' < i$.

Lemma 4.8 Let $n_1, n_2 \in \mathbb{N}_0$ with $n_1 < n_2 \leq k^2$ and $R > 0$ sufficiently large. Let $\mathcal{F}_n := \sigma(\zeta_1, \ldots, \zeta_n)$.

(i) For each $h \in C([0, \infty) \to [0, \infty))$ and two $\mathcal{F}_n$-stopping times $S, T$ with $n_1 \land \hat{\sigma}_R \leq S \leq T \leq n_2 \land \hat{\sigma}_R$,

$$E \left[ \sum_{i=S+1}^{T} h(\rho^{(k)}(i-1)) \Lambda_i \right] \leq E \left[ \sum_{i=S+1}^{T} h(\rho^{(k)}(i-1)) \Psi(\rho^{(k)}(i-1)) \right].$$

(ii) Let $g \in C^2([0, \infty))$ be non-decreasing, $g'(0) = 0$ and $g''(0) \geq 0$. Then there exists $k_0 \in \mathbb{N}$ and $C > 0$ being independent of $n_1, n_2$ and $R > 1$ such that, for any $k \geq k_0$,

$$E[g(\rho^{(k)}(n_2 \land \hat{\sigma}_R))] \leq E[g(\rho^{(k)}(n_1 \land \hat{\sigma}_R))] + \frac{1}{k^2} E \left[ \sum_{i=n_1 \land \hat{\sigma}_R+1}^{n_2 \land \hat{\sigma}_R} g'(\rho^{(k)}(i-1)) \Psi(\rho^{(k)}(i-1)) + g''(\rho^{(k)}(i-1))(\sqrt{\tau_2} - \sqrt{\tau_1})^2 \right] + \frac{C(n_2 - n_1)}{Rk^2}.$$

Proof. (i) Let $\tilde{A}_n := E[\Lambda_n 1_{\{n_1 \land \hat{\sigma}_R < n \leq n_2 \land \hat{\sigma}_R\}} | \mathcal{F}_{n-1}]$. Then we have

$$E \left[ \sum_{i=S+1}^{T} h(\rho^{(k)}(i-1)) \Lambda_i \right] = E \left[ \sum_{i=S+1}^{T} h(\rho^{(k)}(i-1)) \tilde{A}_i \right]$$

since $\sum_{i=S+1}^{T} h(\rho^{(k)}(i-1))(\Lambda_i - \tilde{A}_i)$ is an $\mathcal{F}_n$-martingale. Let $(\hat{e}_i)_{i=1}^{m_1}$ be an orthonormal basis of $T_{X_{t_1^{(k)}}^0} M$ with $\hat{e}_1 = \hat{\gamma}_{X_{t_1^{(k)}}^0}(0)$ and $\hat{e}_i(s)$ a vector field along $\gamma_{X_{t_1^{(k)}}^0}$ given by parallel transport of $\hat{e}_i$. We also define a vector field $\hat{V}(l)$ along $\gamma_{X_{t_1^{(k)}}^0}$ by

$$\hat{V}(l)(s) := \varphi_{\rho^{(k)}(n)}(s)\hat{e}_l(s)$$

for $l = 2, \ldots, n$. For components of $\zeta_n = (\zeta_n^{(1)}, \ldots, \zeta_n^{(m)})$, we have $E[\zeta_n^{(l)}(\tilde{\zeta}_n^{(l)})] = (m + 2)^{-1} \delta_{ll}$. It yields

$$\tilde{A}_n = \left( \varphi_{\rho^{(k)}(n)}(s) \langle Z, \hat{\gamma}_{X_{t_1^{(k)}}^0} \rangle \right)_{s=0}^{\rho^{(k)}(n)} + \sum_{l=2}^{m} I_{X_{t_1^{(k)}}^0}(\tilde{V}(l), \hat{V}(l))$$

on $\{n_1 \land \hat{\sigma}_R < n \leq n_2 \land \hat{\sigma}_R\}$. Then, based on (2.9), a similar argument as [30, Lemma 3.4] yields

$$\tilde{A}_n \leq (N - 1) \int_0^{\rho^{(k)}(n)} \varphi_{\rho^{(k)}(n)}(u)^2 du - K \int_0^{\rho^{(k)}(n)} \varphi_{\rho^{(k)}(n)}(u)^2 du.$$
on \{n_1 \land \hat{\sigma}_R n \leq n_2 \land \hat{\sigma}_R\}. Thus the conclusion holds in a similar way as in Lemma 4.2.

(ii) Let us define a sequence of \(\mathcal{F}_n\)-stopping times \(S_j\) \((j = 0, 1, \ldots)\) as follows:

\[
S_0 := n_1 \land \hat{\sigma}_R, \quad S_{2j+1} := \min\{n \geq S_{2j} \mid \rho(k)(n) < 2R^{-1}\} \land n_2 \land \hat{\sigma}_R, \quad S_{2j+2} := \min\{n > S_{2j+1} \mid \rho(k)(n) > \rho(k)(S_{2j+1})\} \land n_2 \land \hat{\sigma}_R.
\]

For simplicity of notations, set

\[
L(i) := g'(\rho(k)(i - 1))\Psi(\rho(k)(i - 1)) + g''(\rho(k)(i - 1))(\sqrt{r_2} - \sqrt{r_1})^2.
\]

Note that \(\mathbb{E}[\lambda_{n+1}|\mathcal{F}_n] = 0\) and \(\mathbb{E}[\lambda_{n+1}^2|\mathcal{F}_n] = 2\). Thus, as an immediate consequence of the first assertion and Lemma 4.7,

\[
\mathbb{E}[g(\rho(k)(S_{2j+1}))] \leq \frac{1}{k^2} \mathbb{E}\left[ \sum_{i=S_{2j+1}}^{S_{2j+1}+1} L(i) \right] + \frac{\mathbb{E}[S_{2j+1} - S_{2j}]}{Rk^2}
\]

(4.13)

when \(k\) is sufficiently large. On the other hand, since \(\rho(k)(S_{2j+2} - 1) > R^{-1}\) if \(S_{2j+1} < n_2 \land \hat{\sigma}_R\) and \(k\) is sufficiently large,

\[
\mathbb{E}[g(\rho(k)(S_{2j+2}))] \leq \mathbb{E}[g(\rho(k)(S_{2j+1}))]
\]

\[
+ \mathbb{E}[(g(\rho(k)(S_{2j+2})) - g(\rho(k)(S_{2j+2} - 1)))1_{\{S_{2j+1} < n_2 \land \hat{\sigma}_R\}}]
\]

\[
\leq \mathbb{E}[g(\rho(k)(S_{2j+1}))]
\]

\[
+ \frac{1}{k^2} \mathbb{E}\left[ L(S_{2j+2})1_{\{S_{2j+1} < n_2 \land \hat{\sigma}_R\}} \right] + \frac{\mathbb{P}[S_{2j+1} < n_2 \land \hat{\sigma}_R]}{Rk^2}. \tag{4.14}
\]

By using \(g'(0) = 0\) and (4.6), we can show that there is a function \(c : (0, \infty) \to \mathbb{R}\) with \(\lim_{r \to 0} c(r) = 0\) such that \(g'(r)\Psi(r) \geq c(r)\). This fact together with \(g''(0) \geq 0\) implies that there is a constant \(C > 0\) such that

\[
0 \leq \frac{1}{k^2} \mathbb{E}\left[ \sum_{i=S_{2j+1}+1}^{S_{2j+2}-1} L(i) \right] + \frac{C}{Rk^2} \mathbb{E}[S_{2j+2} - S_{2j+1} - 1] \lor 0. \tag{4.15}
\]

Note that \(C\) can be chosen to be independent of \(n_1\) and \(n_2\). \(C\) may depend on \(R\) but it can be smaller for larger \(R\). Thus we can choose it to be independent of \(R\) also. Then the assertion holds by summing up (4.13), (4.14) and (4.15) and take a summation again with respect to \(j\).

The third lemma deals with the limit \(k \to \infty\) and a Gronwall type bound for expectations for truncated functions.

**Lemma 4.9** Let \(g\) be as in Lemma 4.8 (ii). Let \(\psi \in C^2([0, \infty))\) be an increasing concave function satisfying \(\psi(x) = x\) for \(x \in [0, 1]\) and \(\psi(x) = 2\) for \(x \in [3, \infty)\) and set \(\psi_j(x) := j\psi(x/j)\) and \(g_j := g \circ \psi_j\) for \(j \in \mathbb{N}\). Then, for \(0 \leq s_1 < s_2 \leq 1\),

\[
\mathbb{E}[g_j(d(X(s_2)))] \leq \mathbb{E}[g_j(d(X(s_1)))] + \int_{s_1}^{s_2} \mathbb{E}[g'_j \cdot \Psi](d(X(u))) \, du
\]

\[
+ \left(\sqrt{r_2} - \sqrt{r_1}\right)^2 \int_{s_1}^{s_2} \mathbb{E}[g''_j(d(X(u)))] \, du.
\]
\textbf{Proof.} Take }R > 0 \text{ sufficiently large. We set } [s_i]_k := \inf\{n \in \mathbb{N} \mid t^{(k)}_n < s_i \leq t^{(k)}_{n+1}\}. \text{ Note that } g_j, g'_j \cdot \Psi \text{ and } g''_j \text{ are all uniformly continuous and bounded on } [0, \infty). \text{ Thus, by Lemma 4.8 (ii), for sufficiently large } k, \text{ we have}

\begin{align*}
\mathbb{E}[g_j(d(X^k(s_2 \land \sigma_R)))] &\leq \mathbb{E}[g_j(d(X^k(s_1 \land \sigma_R)))] \\
&\quad + \frac{1}{k^2} \mathbb{E}\left[ \sum_{i=s_1 \land \sigma_R}^{s_2 \land \sigma_R} (g'_j \cdot \Psi)(d(X^k(t^{(k)}_{i-1}))) + g''_j(d(X^k(t^{(k)}_{i-1}))) (\sqrt{\tau_2} - \sqrt{\tau_1})^2 \right] + \frac{2}{R} \\
&\quad \leq \mathbb{E}[g_j(d(X^k(s_1 \land \sigma_R)))] + \mathbb{E}\left[ \int_{s_1 \land \sigma_R}^{s_2 \land \sigma_R} (g'_j \cdot \Psi)(d(X^k(u)))du \right] \\
&\quad \quad + (\sqrt{\tau_2} - \sqrt{\tau_1})^2 \mathbb{E}\left[ \int_{s_1 \land \sigma_R}^{s_2 \land \sigma_R} g''_j(d(X^k(u)))du \right] + \frac{3}{R}. \quad (4.16)
\end{align*}

Since \( \{w \mid \sigma_R(w) > s\} \) is open in \( C([0, \infty) \to M \times M) \), the Portmanteau theorem for the weak convergence \( X^k \to X \) yields

\begin{align*}
\lim inf_{R \to \infty} \lim inf_{k \to \infty} \mathbb{E}[g_j(d(X^k(s_2 \land \sigma_R)))] &\geq \lim inf_{R \to \infty} \lim inf_{k \to \infty} \mathbb{E}[g_j(d(X^k(s_2)))] ; \sigma_R(X^k) > s_2 \\
&\geq \lim inf_{R \to \infty} \mathbb{E}[g_j(d(X(s_2)))] ; \sigma_R(X) > s_2 = \mathbb{E}[g_j(d(X(s_2)))]
\end{align*}

where the last inequality follows from the fact that \( X \) is conservative. On the other hand, for any \( h \in C_b([0, \infty)) \), (4.11) yields

\begin{align*}
\lim sup_{R \to \infty} \lim sup_{k \to \infty} \mathbb{E}\left[ \int_{s_1 \land \sigma_R}^{s_2 \land \sigma_R} h(d(X^k(u)))du \right] \\
\leq \|h\|_{\infty}(s_2 - s_1) \lim sup_{R \to \infty} \lim sup_{k \to \infty} \mathbb{P}[\sigma_R(X^k) \leq s_2] \\
&\quad + \lim sup_{R \to \infty} \lim sup_{k \to \infty} \mathbb{E}\left[ \int_{s_1}^{s_2} h(d(X^k(u)))du ; \sigma_R(X^k) > s_2 \right] \\
\leq \lim sup_{k \to \infty} \mathbb{E}\left[ \int_{s_1}^{s_2} h(d(X^k(u)))du \right] = \int_{s_1}^{s_2} \mathbb{E}[h(d(X(u)))]du.
\end{align*}

A similar argument also works for the first term in the right hand side of (4.16). Then the conclusion follows by applying these estimates to (4.16), when we take the limit \( k \to \infty \) and \( R \to \infty \) after it. \( \square \)

We are now ready to show the key assertion (4.8) in the last section.

\textbf{Proposition 4.10} (4.8) \textit{holds}.

\textbf{Proof.} Let \( \psi_j \) be as in Lemma 4.9. Note first that we have \( \psi_j(u)u \leq \psi_j(u) \) and \( \psi''_j(u) \leq 0 \) for each \( u \geq 0 \) since \( \psi \) is concave and \( \psi(0) = 0 \). In addition, \( \psi_j \) and \( \psi'_j \) is non-decreasing in \( j \) and we have \( \lim_{j \to \infty} \psi_j(u) = u, \lim_{j \to \infty} \psi'_j(u) = 1 \) and \( \lim_{j \to \infty} \psi''_j(u) = 0 \) for each
Then we argue as in (4.18). Thus the Gronwall lemma yields that there is a constant $\delta$ such that $a_j(s) \leq C_1$ holds. Therefore the monotone limit $a_{\infty} := \lim_{j \to \infty} a_j(s)$ exists in $\mathbb{R}$. In addition, the monotone convergence theorem yields $a_{\infty}(s) = \mathbb{E}[d(X(s))]^p$.

With the aid of the monotone convergence theorem and the dominated convergence theorem, by letting $j \to \infty$ in (4.17) and by applying the Hölder inequality, we obtain

$$a_{\infty}(s_2) \leq a_{\infty}(s_1) - pK\tau^* \int_{s_1}^{s_2} a_{\infty}(u) du + p(N + p - 2)(\sqrt{s_2} - \sqrt{s_1})^2 \int_{s_1}^{s_2} a_{\infty}(u)^{1 - 2/p} du.$$
quently, we obtain
\[
(a_\infty(1) + \delta)^{2/p} \leq e^{-2K\tau^*} (a_\infty(0) + \delta)^{2/p} + 2(N + p - 2) e^{-2K\tau^*} \int_0^1 e^{2K\tau^* u} du \\
+ 2(K \vee 0) e^{-2K\tau^*} \int_0^1 e^{2K\tau^* u} du \, \delta^{2/p}.
\]

Since \(a_\infty(0) = d(x, y)^p\) and the definition of the Wasserstein distance and \(\mathbf{X}\) implies \(a_\infty(1) \geq W_p(P_\tau^* \delta_x, P_\tau^* \delta_y)^p\), the conclusion holds by letting \(\delta \downarrow 0\) in the last inequality. \(\square\)

**Proof of Theorem 2.6.** The combination of Proposition 4.10 and Lemma 4.5 immediately completes the proof. \(\square\)

For \(c : M \times M \to \mathbb{R}\) measurable and bounded from below, and \(\mu_1, \mu_2 \in \mathcal{P}(M)\), we define the optimal transportation cost \(T_c(\mu_1, \mu_2)\) between \(\mu_1\) and \(\mu_2\) associated with the cost function \(c\) as follows:

\[
T_c(\mu_1, \mu_2) = \inf \left\{ \int_{M \times M} c \, d\pi \ \Big| \ \pi \text{ is a coupling of } \mu_1 \text{ and } \mu_2 \right\}.
\]

As a variant of Proposition 4.10, we obtain the following:

**Theorem 4.11** For \(\tau_1, \tau_2 > 0\), \(\mu_1, \mu_2 \in \mathcal{P}(M)\) and \(p \geq 2\),

\[
T_{s_{K^*}^p}(d/2)(P_{\tau_1}^* \mu_1, P_{\tau_2}^* \mu_2)^{2/p} \leq e^{-\theta}T_{s_{K^*}^p}(d/2)(\mu_1, \mu_2)^{2/p} + \frac{(N + p - 2)(1 - e^{-\theta})}{2\theta}(\sqrt{\tau_2} - \sqrt{\tau_1})^2,
\]

where \(\theta = \theta(\tau_1, \tau_2, K, N, p) := K(\tau_1 + \tau_2) + pK^*(\sqrt{\tau_2} - \sqrt{\tau_1})^2/2\), and \(K^* = K/(N - 1)\) as in the definition of \(\Psi\) in (4.4).

Before entering the proof, we recall the following elementary relations for comparison functions:

\[
\begin{align*}
&\mathcal{s}'_{K^*} = c_{K^*}, \\
&c_{K^*}' = -K^* \mathcal{s}_{K^*}, \\
&c_{K^*}^2 + K^* \mathcal{s}_{K^*}^2 = 1, \\
&\mathcal{s}_{K^*}(2r) = 2\mathcal{s}_{K^*}(r)c_{K^*}(r), \\
&c_{K^*}(2r) = c_{K^*}(r)^2 - K^* \mathcal{s}_{K^*}(r)^2.
\end{align*}
\]

**Proof.** The same argument as in Lemma 3.4 works for the transportation cost \(T_{s_{K^*}^p}(d/2)\) instead of \(W_p^p\). Hence it suffices to show the assertion only when both \(\mu_1\) and \(\mu_2\) are Dirac measures. We consider only the case \(K \neq 0\) since the assertion is reduced to (4.8) when \(K = 0\). We begin with the integrability of \(s_{K^*}(d(\mathbf{X}(s)))^p\) as in the proof of Proposition 4.10. Since it is obvious when \(K > 0\), we assume \(K < 0\) for a while. By
applying Lemma 4.9 with \( g(u) = s_{K^*}(u/2)^p \) and (4.7) yield

\[
\mathbb{E}\left[ s_{K^*}\left( \psi_j(d(X(s_2))) \right)^p \right] \leq \mathbb{E}\left[ s_{K^*}\left( \psi_j(d(X(s_1))) \right)^p \right] - \frac{pK(\tau_1 + \tau_2)}{2} \int_{s_1}^{s_2} \mathbb{E}\left[ \left( s_{K^*}^{p-1} \cdot c_{K^*} \right) \left( \psi_j(d(X(u))) \right) \psi_j'(d(X(u))) t_{K^*}\left( \frac{d(X(u))}{2} \right) \right] du
\]

\[
+ \frac{p(N-1)(\sqrt{\tau_2} - \sqrt{\tau_1})^2}{2} \int_{s_1}^{s_2} \mathbb{E}\left[ \left( s_{K^*}^{p-1} \cdot c_{K^*} \right) \left( \psi_j(d(X(u))) \right) \psi_j'(d(X(u))) \right] du
\]

\[
+ \frac{p(\sqrt{\tau_2} - \sqrt{\tau_1})^2}{4} \int_{s_1}^{s_2} \mathbb{E}\left[ \left( (p-1)s_{K^*}^{p-2} - pK^*s_{K^*}^p \right) \left( \psi_j(d(X(u))) \right) \psi_j'(d(X(u))) \right] du
\]

\[
+ \frac{p(\sqrt{\tau_2} - \sqrt{\tau_1})^2}{4} \int_{s_1}^{s_2} \mathbb{E}\left[ \left( s_{K^*}^{p-1} \cdot c_{K^*} \right) \left( \psi_j(d(X(u))) \right) \psi_j''(d(X(u))) \right] du. \tag{4.19}
\]

Note that there exists \( c_j \geq 1 \) with \( \lim_{j \to \infty} c_j = 1 \) such that \( c_{K^*}(\psi_j(u)/2) \cdot t_{K^*}(u/2) \leq c_j s_{K^*}(\psi_j(u)/2) \) for each \( u \geq 0 \). Set \( \tilde{a}_j(s) := \mathbb{E}[s_{K^*}(\psi_j(d(X(s))))/2]^p \). By a similar argument as in the proof of Proposition 4.10, from (4.19), we obtain

\[
\tilde{a}_j(s_2) \leq \tilde{a}_j(s_1) - \frac{c_j p \theta}{2} \int_{s_1}^{s_2} \tilde{a}_j(u) du + \frac{p(N + p - 2)(\sqrt{\tau_2} - \sqrt{\tau_1})^2}{4} \int_{s_1}^{s_2} \tilde{a}_j(u)^{1-2/p} du.
\]

Thus, as we discussed in (4.18), we can show that there exists \( \tilde{C}_1 > 0 \) being independent of \( s \) and \( j \) such that \( \tilde{a}_j(s) \leq \tilde{C}_1 \). It ensures \( \tilde{a}_\infty(s) := \lim_{j \to \infty} \tilde{a}_j(s) < \infty \) for each \( s \geq 0 \).

Now we turn to the general situation \( K \in \mathbb{R} \). (4.19) is still valid in this case. Then, by taking the limit \( j \to \infty \), the conclusion follows in the same way as in the proof of Proposition 4.10. \( \square \)
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