Multi-fidelity power flow solver
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Abstract—We propose a multi-fidelity neural network (MFNN) tailored for rapid high-dimensional grid power flow simulations and contingency analysis with scarce high-fidelity contingency data. The proposed model comprises two networks—the first one trained on DC approximation as low-fidelity data and coupled to a high-fidelity neural network trained on both low- and high-fidelity power flow data. Each network features a latent module which parametrizes the model by a discrete grid topology vector for generalization (e.g., \( n \) power lines with \( k \) disconnections or contingencies, if any), and the targeted high-fidelity output is a weighted sum of linear and nonlinear functions. We tested the model on 14- and 118-bus test cases and evaluated its performance based on the \( n - k \) power flow prediction accuracy with respect to imbalanced contingency data and high-to-low-fidelity sample ratio. The results presented herein demonstrate MFNN’s potential and its limits with up to two orders of magnitude faster and more accurate power flow solutions than DC approximation.
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I. INTRODUCTION

The quest for resilient power grids has driven utilities to consider all conceivable vulnerabilities and comply with strict standards such as NERC TPL-001 [1]. Transmission systems, for example, are required to withstand any single component failure (i.e., any \( n - 1 \) contingency) by providing appropriate remedial actions without a major interruption. Contingency analysis and integrated resource planning (IRP) have thus become a critical step in grid design and maintenance, and power systems engineers presently rely on a selective number of power flow solvers, namely the Newton-Raphson (NR) method, DC approximation, and fast decoupled method, to discover vulnerabilities subject to grid component failures.

Numerical solvers for power flow simulations must warrant numerical stability, accuracy, and computational efficiency, but their competing nature has forced engineers and utilities to search for an optimal balance between their trade-offs. The NR method, for instance, considers both the real and reactive components of power flow equations, and its solutions are typically regarded as the ground truth in this domain. The fast decoupled method is computationally cheaper than the NR method but suffers from convergence issues [2]. Commercial and open-source power simulation tools such as PowerWorld, MATPOWER [3], and Pandapower [4] leverage the DC approximation to initialize more accurate nonlinear solvers for specific problems. Present utilities exploit these conventional tools to perform power flow simulations, \( n - k \) contingency analysis, and IRP.

The growing complexity and push toward distributed, renewable, and automated power grid operation [5] with minimal maintenance and human intervention are promoting the need for high-order contingency analysis. While such assessments are reasonable for smaller grids, the high computational cost associated with traditional solvers often prohibit \( n - 2 \) and greater contingency analysis of large grids. For example, PowerWorld sweeps through all \( n - 1 \) contingencies on Texas 2000-bus system in under 2 min (on an Intel(R) Xeon(R) E-2286M and 128 GB of 2667 MHz DDR4) while it takes more than three days to obtain all \( n - 2 \) contingencies. Novel algorithms have therefore been proposed to overcome this challenge [6], [7], from which machine learning (ML)-based approaches, particularly deep learning, have emerged as prominent alternatives [8]–[15].

Donnot et al. [11] introduced the Latent Encoding of Atypical Perturbations (LEAP) net which embeds grid topology and its changes for generalization. Inspired by ResNet, the LEAP net was able to learn topological changes and infer power flow solutions accordingly based on inductive bias. Donon et al. [12] proposed a physics-informed graph neural net (PIGNN) which computed power flow by directly minimizing the violation of Kirchhoff’s law at each bus during training. The PIGNN was able to solve for power flow more accurately than DC approximation with 0.01–10% error deviations from the NR method and was robust to variations of injections, power grid topology, and line characteristics. Ref. [12] also demonstrated PIGNN’s transfer learning capabilities for estimating power flow in grids it was never trained for.

Jeddi and Shaﬁeezadeh [13] also introduced a graph attention-based PIGNN and evaluated its performance on the IEEE 9-, 14-, 30-, and 118-bus test cases. The proposed model was about an order of magnitude more accurate and computationally faster than a regular GNN. Falconer and Mones [15] evaluated fully-connected \( \mathcal{N} \mathcal{A} \)'s (FNNs), convolutional \( \mathcal{N} \mathcal{A} \)'s (CNNs), and GNNs for predicting optimal generator set-points and active set of constraints. The authors demonstrated marginal utility of employing CNN and GNN compared to FNN for a fixed grid topology, whereas GNNs were able to.
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account for the topological changes (e.g., modeling transmission line contingency) and outperform both FNN and CNN.

According to our literature review, deep learning-based power flow models have evolved extensively in recent years especially with the introduction of PIGNNs. PIGNNs have enabled the creation of physically-constrained and explainable GNNs while bridging the gap between classical physics-based power flow models and purely data-driven models. To the best of the authors knowledge, however, no prior work has attempted to reduce the burden of generation training data for these models. Here we explore a multi-fidelity data driven solution by exploiting readily available low-fidelity power flow data (i.e., DC approximation) to provide solutions comparable to the NR method with scarce high-fidelity (i.e., NR method) contingency data. This technique could be applied to PIGNNs or other machine learning methods applied to power grid analysis to reduce the computational expense of generating training data.

Our multi-fidelity neural network (MFNN) is tailored for rapid high-dimensional power flow simulations with minimal high-fidelity training data and straightforward embedding of grid topology. The objective of this work is to explore the advantages and limits of MFNNs for power flow analysis which have not yet been done to the best of our knowledge. We tested the model on 14- and 118-bus test cases and evaluated its performance based on the $n-k$ power flow prediction accuracy with respect to imbalanced contingency training data and high-to-low-fidelity sample ratio. The remainder of this paper is organized as follows: Section II describes the MFNN followed by a test problem setup and results in Section III and IV, respectively. We then summarize our findings in Section V.

II. MULTI-FIDELITY POWER FLOW SOLVER

The proposed MFNN illustrated in Fig. 1 combines the residual MFNN [16] and the LEAP net [11]. The model comprises two $\mathcal{NN}$’s—the first one trained on DC approximation (low-fidelity data) and coupled to a high-fidelity $\mathcal{NN}$ trained on both low and high-fidelity power flow data. Each $\mathcal{NN}$ features a latent module $\tau$ which parametrizes the model by a discrete grid topology vector for generalization (e.g., $n$ power lines with $k$ disconnections or contingencies, if any), and the targeted high-fidelity output is a weighted sum of linear and nonlinear functions. $\tau = \{\tau_1, \tau_2, \ldots, \tau_i\}$ in Fig. 1 represents line service status, e.g., $\tau_i = 0$ (out of service); $\tau_i = 1$ (in service).

![Multi-fidelity network architecture](image)

**Fig. 1.** Multi-fidelity network architecture where $L$ and $H$ denote power line service status, low, and high fidelity, respectively.

The LEAP net exhibits super-generalization properties which is desired for high-order contingency analysis subject to additive and multiplicative perturbations. Ref. [17] defines super-generalization as the capability of a neural net $y = \mathcal{NN}(x, \tau)$ to approximate $y^* = S(x, \tau)$ when the natural observational distribution of $\tau$ is very imbalanced, with a peak around a reference topology $\tau_0$. The super-generalization capability of LEAP net is formally proved in Ref. [17] and is described as

$$y_i = D(E(x)) + d(e(E(x) \circ \tau)) \in \mathbb{R},$$

where $E$, $e$, $D$, and $d$ are differentiable functions. The LEAP net, unlike similar $\mathcal{NN}$ architectures such as the ResNET, implicitly encodes topological changes in the grid by inferring the relationship between serviced lines, generators, and loads from $\tau$.

The high-fidelity output $y_H$ in Fig. 1 is a weighted sum of a linear function and a nonlinear function as [16]

$$y_H = \alpha_L y_L + \varepsilon \left( \tanh \alpha_1 \cdot y_{H,l}(x, y_L) + \tanh \alpha_2 \cdot y_{H, nl}(x, y_L) \right).$$

The coefficients $\alpha_1$ and $\alpha_2$ are trained parameters (see table I) along with $\alpha_L$ which is the ratio of the high-to-low-fidelity outputs. Here $\varepsilon = 0.1$ since $y_L$ and $y_H$ are of the same magnitude. The $\mathcal{NN}$’s are trained by minimizing the mean squared error (MSE) as

$$\text{MSE} = \frac{1}{n_{yL}} \sum_{i=1}^{n_{yL}} (y^*_L - y_L)^2 +$$

$$\frac{1}{n_{yH}} \sum_{i=1}^{n_{yH}} (y^*_H - y_H)^2 + \lambda \sum \beta_i^2.$$  

Here $y^*$ denotes training data and $\lambda$ is the $L_2$ regularization factor which is adopted to avoid overfitting. Eq. (3) is minimized using the Adam optimizer together with Glorot uniform and $\tanh$ as the initializer and activation function in $\mathcal{NN}_L$ and $\mathcal{NN}_{H, nl}$. As noted in Fig. 1, $\mathcal{NN}_{H,l}$ has no activation function as it is used to approximate the linear component.

**TABLE I**

| Parameter | Description/value |
|-----------|-------------------|
| $\alpha_1$ | Tuning for $y_{H,l}$ |
| $\alpha_2$ | Tuning for $y_{H, nl}$ |
| $\alpha_L$ | Tuning for $y_L$ |
| $\varepsilon$ | 0.1 |
| $\beta$ | $L_2$ regularization factor |
The proposed model accuracy depends heavily on the training data distribution and high-to-low-fidelity sample ratio \(0 \leq \Psi \leq 1\). In particular, the distribution of \(\tau\) and \(x\) dictates the transfer learning performance as they provide information about how much and in which direction the system actually deviates from the reference state. Similarly, higher \(\Psi\) will yield more accurate predictions in exchange for an increased computational cost and vice-versa. We will thus explore and quantify the effect of \(\Psi\) on the prediction accuracy for the test problem.

### III. Test Problem

We tested the MFNN on the IEEE 14 bus test case which represents a portion of the Midwestern US electric power system (as of February, 1962). The test grid comprises 5 generators, 15 lines, and 11 loads. Both the low- and high-fidelity training data (i.e., DC approximation and NR solutions) were obtained using Pandapower [4], an open-source power flow solver in Python.

The test problem consists of training the MFNN on \(n - k\) contingency data for \(k = 1\) and \(2\), normally distributed generator power \(p_g\), generator voltage \(v_g\), real and reactive load power \(p_l, q_l\) (see Fig. 2), and \(k\) line failure probabilities \(\rho\). Here \(\rho = 1\) implies \(k\) lines are guaranteed to fail in every simulation while opposite is the case with \(\rho = 0\), i.e., \(\rho\) defines the contingency data imbalance. Fig. 3a shows the bus voltage and line loading across the 14-bus network which serves as our reference case with zero contingency.

We trained the MFNN with \(0.01 \leq \Psi \leq 0.9\) on a Lambda Hyperplane deep learning distributed memory system housing 4 NVIDIA A100 Tensor Core GPUs. The trained model was then used to predict power flow comprising active line power flow \(p_{li}\), line current \(i_{li}\), line voltage \(v_{li}\), and line loading \(\theta_{li}\) while evaluating its accuracy with respect to \(\rho\) and \(\Psi\). In reference to Fig. 1, our \(x = \{p_g, v_g, p_l, q_l, \tau\}\) and \(y = \{p_{li}, i_{li}, v_{li}, \theta_{li}\}\). In addition to the 14-bus grid, we also tested the model on the IEEE 118-bus test case [18] comprising 53 generators, 173 lines, and 99 loads as illustrated in Fig. 3b.

### IV. Results and Discussion

The tested MFNN architecture was heuristically defined for the 14-bus grid with 8 hidden layers and about 1.2k hidden units in each \(\mathcal{N}\). This specific architecture was heuristically determined. Fig. 4 shows the effect of \(\rho\) on the predicted 14-bus power flow accuracy under \(n - 1\) contingency. With \(\Psi = 0.5\), the MFNN began to outperform the DC approximation with only 30% of the total training data pertaining to \(n - 1\) contingency. The predicted solution error becomes an order of magnitude smaller than the DC approximation as we further increase \(\rho\). This is an important property and unique advantage of the proposed MFNN stemming from the LEAP net as utilities only need to generate less than half the amount of high-fidelity data normally used to train and fine-tune their models.

Now the question is, “What happens if we have plenty of low-fidelity data while high-fidelity samples are scarce or too expensive?” The answer to this question arising in real power grid modeling and simulations is given in Fig. 5, according...
to which the MFNN outperforms DC approximation even with a substantially small number of high-fidelity samples. In the case of 14-bus grid $\Psi$ can be as small as $0.1$ to yield an order of magnitude more accurate solution than DC approximation, whereas $\Psi \geq 0.3$ for the 118-bus case in Fig. 5b. Fig. 5 essentially shows how MFNN performance degrades as the grid size and contingency order increase. This is one of the primary drawbacks of the MFNN—it does not have physical knowledge about the grid structure and constraints—which limits its accuracy and generality to specific network architecture and problem it was trained for.

Fig. 6 displays the qualitative agreement between the MFNN, DC approximation, and the NR method for the out-of-sample $n - 2$ contingencies with $\rho = 1$ and $\Psi = 0.3$. The power flow obtained by the MFNN closely follows the NR solutions for the 14-bus case (see Fig. 6a), except for the line voltage $v_{li}$ whose maximum deviation is $\approx 2\%$ and thus deemed negligible. Such a discrepancy is also observed with the 118-bus case in Fig. 6b, where $v_{li}$ of both methods are uncorrelated to the NR solutions.

The deviation of the two methods is slightly larger for the 118-bus case with more outliers (see Fig. 6b). The increased prediction error between the MFNN and the NR method in the 118-bus test case is due to the generalization error with nearly 700 target variables to predict (note that the MFNN was designed for the 14-bus case). This discrepancy can be reduced via adoption of a larger MFNN in exchange for an increased computational cost.

Table II compares DC approximation and MFNN predictions based on their average MSE. It is evident that the proposed MFNN outperforms DC approximation in all considered test cases. One of our pending tasks entails comparing the MFNN against other ML-based methods such as FNN, LEAP net, and PIGNN. It is also worth noting the exclusion of reactive power flow $q_{li}$ (in MVar) from the target output $y$ to enforce the same target variable space for low and high-fidelity data sources (recall that DC approximation do not consider reactive components). However, this must be addressed since both real and reactive power flow are critical for reliable contingency analysis and IRP. We therefore propose the implementation of a variable output mapping scheme as future work to incorporate additional information available through specific data sources as with the input mapping [19].

|                | AVERAGE MSE BETWEEN TRUE AND ESTIMATED (DC AND MFNN) |
|----------------|------------------------------------------------------|
|                | POWER FLOW ON THE 14 AND 118-BUS TEST CASES          |
| 14-bus DC     | 10^{-5}                              | 10^{-3} |
| 14-bus MFNN   | 10^{-4}                              | 10^{-3} |
| 118-bus DC    | 10^{-5}                              | 10^{-3} |
| 118-bus MFNN  | 10^{-4}                              | 10^{-3} |

Fig. 7 compares the average computational time required by the MFNN, DC approximation, and the NR method to perform one load flow for the 118-bus $n - 2$ contingency
The MFNN outperforms other methods by nearly two orders of magnitude more accurately and faster than DC approximation constituting a large fraction of the training data. However, the MFNN lacked generality in dealing with unseen grid topologies and its performance degraded quickly with respect to grid size and contingency order.

More work remains to be done for a wider adoption of the power flow MFNN. We plan to improve the MFNN by incorporating a variable output scheme for reactive line power and optimizing hyperparameters for scalability. The ultimate goal of this ongoing effort is to combine the multifidelity modeling approach described herein with PIGNNs [13] and Bayesian nets [20] for faster convergence, improved scalability, uncertainty quantification, and confidence-based estimation. We expect the final product to leverage the best of both data-driven and physics-based power flow modeling and simulation, which will also facilitate its application to other physics domains including fluid and gas flow in pipelines. It is possible that by applying such models to other infrastructure systems, one can achieve enhanced system operations and regional resilience by potentially avoiding disruptions that cascaded from system to system.

A fundamental extension of this work is the prediction of both AC and DC optimal power flows (OPF) as in Ref. [15], including security constrained OPF, which seek to provide the least-cost solutions while minimizing system constraints. The OPF problem has been shown to be non-convex and NP-Hard, which has limited its use [21]. Efficient OPF solutions are not only essential for real-time applications, but also for optimal transmission and IRP. As utilities transition away from centralized large-scale controllable fossil fuel generators to a fleet of smaller non-emitting distributed energy resources, traditional methods used to plan future reliable and resilient delivery of electricity are potentially insufficient.

The IRP process already requires solving a large-scale nonlinear optimization problem which often result in simplifying assumptions and the avoidance of contingency analysis altogether. Policy makers, regulators and utilities require tools that leverage computationally efficient approaches to better evaluate the complex behaviors of different portfolios that
make up the bulk electric system, as well as understand their potential vulnerabilities to all threats and hazards.
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