THE DISTRIBUTION OF VALUES OF SHORT HYBRID EXPONENTIAL SUMS ON CURVES OVER FINITE FIELDS II
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Abstract. Let $p$ be a prime number, $C$ be any absolutely irreducible affine plane curve over $\mathbb{F}_p$, $g, f \in \mathbb{F}_p(x, y)$, and $J$ be an interval. We continue the study of the distribution of the values of short hybrid exponential sums of the form

$$S_H(x; C) = \sum_{P \in C, x < y(P) \leq x + H} \chi(g(P))\psi(f(P))$$

on $x \in I$ for some short interval $I$. We show that under some natural conditions, the limiting distribution of the sum $S_H(x; C)$ is Gaussian for all curve $C$. This largely generalizes a previous result of the author and Zaharescu.

1. Introduction

One of the main themes of research in analytic number theory is to understand the distribution of short character sums and exponential sums. Let $p$ be a prime, let $\chi$ be a multiplicative character modulo $p$, and let $\psi$ be an additive character modulo $p$. Let $f, g \in \mathbb{F}_p(x)$ be two rational functions. The short hybrid exponential sum is defined by

$$S_H(x) = \sum_{x < n \leq x + H} \chi(g(n))\psi(f(n)),$$

where $H = H(p) \leq p$. We employ the convention that all sums in our paper will exclude the poles of $f$ and $g$. When $\chi$ is the quadratic character, $g(x) = x$ and $\psi$ is trivial, Davenport and Erdős showed that the resulting character sum

$$S_H(x) = \sum_{x < n \leq x + H} \chi(n)$$

tends to a Gaussian distribution with mean zero and variance $H$ when $p$ tends to infinity, provided that $H \rightarrow \infty$ and $\log H/\log p \rightarrow 0$ as $q \rightarrow \infty$. More precisely, they showed that under such conditions,

$$\lim_{p \rightarrow \infty} \frac{1}{p} \left| \{0 \leq x \leq p - 1 : S_H(x) \leq \lambda \sqrt{H} \} \right| = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\lambda} e^{-t^2/2} dt.$$

In [2], the result of Davenport and Erdős is generalized to the case of an $n$-dimensional sum of quadratic characters of the form

$$S_H(x_1, \ldots, x_n) = \sum_{x_1 < z_1 \leq x_1 + H} \cdots \sum_{x_n < z_n \leq x_n + H} \chi(z_1 + \ldots + z_n),$$
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and obtained a Gaussian distribution in that case. Lamzouri [8] studied the sum (1.2) when \( \chi \) is non-real, and obtained a two dimensional Gaussian distribution for such sums.

In a previous paper [10], the author and Zaharescu investigated a more general type of short hybrid exponential sums over a plane curve. Let \( p \) be a prime, and let \( C \) be an absolutely irreducible affine curve over \( \mathbb{F}_p \) of degree \( D \), defined by the equation \( P(x, y) = 0 \) with \( \deg_y P(x, y) \geq 1 \), where \( \deg_y \) denotes the degree in \( y \). Let \( \chi \) be a multiplicative character and \( \psi \) be an additive character modulo \( p \). Let \( f, g \in \mathbb{F}_p[x, y] \) be two rational functions on \( C \), and let and \( J = [\alpha p, \beta p] \) be an interval \((0 \leq \alpha < \beta \leq 1)\). Define the short hybrid exponential sum over \( C \) by

\[
S(x) = S_H(x; C) := \sum_{P \in C, x_{\leq t}(P) \leq x + H} \chi(g(P))\psi(f(P)).
\]

Note that when \( C \) is the affine line \( y = 0 \), the above sum (1.3) reduces to the hybrid sum (1.1). The author and Zaharescu proved that the distribution of \( S(x) \) tends to a Gaussian distribution when projected to any line through the origin, under some natural assumptions (to ensure the sum \( S(x) \) is not trivial) on \( \chi, \psi, f, g \), and under the condition on \( C \) that no two points on \( C \) with \( y \)-coordinates in \( J \) can share a common \( x \)-coordinates. More precisely, let \( I \) be an interval of length at least \( p^{1/2+\epsilon} \). Set

\[
u_\theta(x) = \frac{S(x)e^{-it_0} + \overline{S(x)}e^{it_0}}{2((\beta - \alpha)H)^{1/2}},
\]

which is the (suitably normalized) projection of \( S(x) \) on the line \( y = e^{i\theta}x \), and let \( G_{p,\theta}(\lambda) \) be the number of \( x \) with \( \nu_\theta(x) \leq \lambda \), then

\[
\lim_{p \to \infty} \frac{G_{p,\theta}(\lambda)}{|I|} = \frac{1}{\pi} \int_{-\infty}^{\lambda} e^{-t^2} dt
\]

when \( S(x) \) is not real. Note that here the normalization required is different from that of Davenport-Erdös. When \( S(x) \) is real then we obtained the same Gaussian distribution as in the case for Davenport-Erdös.

Although the work [10] generalized the result of Davenport-Erdös to a large extent, the condition that no two points on \( C \) with \( y \)-coordinates in \( J \) can share a common \( x \)-coordinates is a serious restriction. This restriction essentially says that the results in [10] are only valid when \( C \) is a rational curve or a hyperelliptic curve (and \( J \) sits inside \([0, (p-1)/2]\) or \([(p+1)/2, p-1]\)). It is the aim of this paper to remove this restriction and obtain Gaussian distributions for short hybrid exponential sums of the form (1.3) over all plane curves. We will also generalize the arguments in [8, 10] to study the two dimensional distribution of such sums on the complex plane. Note that our results on the two-dimensional distribution are new as long as \( \psi \) is non-trivial or if \( f(n) \neq n \), even when \( C \) is the affine line. The new idea here is to introduce certain families of curves related to the exponential sums, and study their properties as a fibration using deeper tools from algebraic geometry. This enables us to study the sums (1.3) in general.

2. Statements of Main Results

Let \( p \) be a large prime, and \( C \) be an absolutely irreducible affine plane curve over \( \mathbb{F}_p \) defined by the equation \( P(x, y) = 0 \) that is not a vertical line (i.e. the line
defined by \( x = 0 \). Let \( D \) be the degree of \( C \). Let \( \chi \) be a multiplicative character and let \( \psi \) be an additive character modulo \( p \), not both trivial. Let \( f, g \in \mathbb{F}_p(x,y) \) be two rational functions on \( C \). Let \( \mathcal{I} \subseteq [0, p - 1] \) and \( \mathcal{J} = [\alpha p, \beta p) \) be intervals, where \( 0 \leq \alpha < \beta \leq 1 \). We also let \( H \) be an integer such that \( 1 \leq H \leq p \). Since \( C \) is irreducible, a standard argument using completions of exponential sums shows that the number of points \( N \) on \( C \) inside the rectangle \( (x, x + H] \times \mathcal{J} \) is given by (see for example \([11]\))

\[
N = (\beta - \alpha)H + O(\sqrt{p}\log^2 p).
\]

We are interested in the distribution of the values of the hybrid exponential sums \([1.3]\), namely,

\[
S(x) = S_H(x; C) := \sum_{P \in \mathcal{I} \times \mathcal{J}, x_{\mathbb{C}}} \chi(g(P)) \psi(f(P)),
\]

for \( x \in \mathcal{I} \) as \( p \) tends to infinity. It is understood that the poles of \( f, g \) are excluded from the sum.

As observed in the case when \( C \) is the hyperelliptic curve \([10]\), the distribution of \( S(x) \) depends on whether it is complex (i.e. non-real) or real. If the sum \( S(x) \) is non-trivial, it is complex unless \( \psi \) is trivial and \( \chi \) is quadratic. We are able to show that the distribution of \( S(x) \) is Gaussian in both cases. We will deal with the complex case first, and show that \( S(x) \) has a two-dimensional Gaussian distribution.

**Theorem 2.1.** Let \( p \) be a prime. Let \( C \) be an absolutely irreducible curve over \( \mathbb{F}_p \) defined by the equation \( P(x, y) = 0 \). Let \( f, g \in \mathbb{F}_p(x,y) \) be two rational functions. Let \( \chi, \psi, \mathcal{I}, \mathcal{J}, H \) be as above.

If \( \psi \) is nontrivial, we assume \( f \) is nonlinear on \( C \), i.e. \( f \) is not of the form

\[
(\text{linear terms}) + h_2(x,y)P(x,y)^b
\]

for any nonzero integer \( b \), rational functions \( h_1 \in \mathbb{F}_p(x,y), h_2 \in \mathbb{F}_p(x,y) \), with \( h_2 \) relatively prime to \( P \) (in this paper, all “linear terms” have coefficients in \( \mathbb{F}_p \)). Let \( f = \frac{f_1}{f_2} \) with \( f_1, f_2 \in \mathbb{F}_p[x,y] \), where \( f_1, f_2 \) have no common factors and both are of degree less than \( p \). Assume that

1. if \( f \) is a polynomial, then write \( f(x,y) = r_1(x) + r_2(x,y) \), where \( r_1 \) consists of all terms which do not depend on \( y \). We further assume that either
   a. \( r_2 \) is nonlinear on \( C \), or
   b. if \( r_2 \) is linear on \( C \), we assume that \( \deg r_1 > 2 \).
2. if \( f \) is not a polynomial, i.e. \( \deg f_2 \geq 1 \), then assume that \( \deg f_2 = o(\log p) \) is small.

On the other hand, if \( \psi \) is trivial, then we assume that \( \chi \) has order \( a > 2 \) (so that \( S(x) \) is complex). Assume \( g(x,y) \) is not of the form

\[
h_1^a + h_2(x,y)P(x,y)^b
\]

for any nonzero integer \( b \), \( h_2 \in \mathbb{F}_p(x,y) \) relatively prime to \( P \) and \( h_1 \in \mathbb{F}_p(x,y) \), and if \( a \) is even, we further assume that \( g(x,y) \) is not a complete \( (a/2) \)-th power on \( C \) (i.e. \((2.1)\) cannot hold with \( a/2 \) in place of \( a \)).
Fix an $R \subseteq \mathbb{C}$ to be a rectangle whose edges are parallel to the coordinate axes (so that $R$ does not change with $p$). If
\[
\lim_{p \to \infty} \inf \frac{\log |\mathcal{I}|}{\log p} \geq \frac{1}{2},
\]
\[
\log H = o(\log p), \text{ and } H \to \infty \text{ as } p \to \infty,
\] then we have
\[
\lim_{p \to \infty} \frac{1}{|\mathcal{I}|} \left| \left\{ x \in \mathcal{I} : \frac{S(x)}{\sqrt{H(\beta - \alpha)^2/2}} \in R \right\} \right| = \frac{1}{2\pi} \int_R e^{-x^2+y^2} \, dx \, dy.
\]

Let $u_\theta(x)$ be the normalized projection of $S(x)$ onto the line $y = e^{i\theta}x$ as defined in \([1,3]\). We can recover the main theorems in \([10]\) about the distribution of $u_\theta(x)$ immediately from Theorem \([2.1]\) and show that the same distribution holds over all (absolutely irreducible) curves.

**Corollary 2.2.** Notations and assumptions are as in Theorem \([2.1]\). For any $\lambda \geq 0$, let $G_p(\lambda)$ be the number of $x \in \mathcal{I}$ with $u_\theta(x) \leq \lambda$. We have
\[
\lim_{p \to \infty} \frac{G_p(\lambda)}{|\mathcal{I}|} = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\lambda} e^{-t^2} \, dt
\]
for any $\theta$.

For the real case, the distribution of $S(x)$ is also (one-dimensional) Gaussian. As in the case for Davenport-Erdős, the normalization required is different from the complex case.

**Theorem 2.3.** Let $p$ be a prime. Let $C$ be an absolutely irreducible curve over $\mathbb{F}_p$ defined by the equation $P(x,y) = 0$. Let $g \in \mathbb{F}_p(x,y)$ be a rational function. Assume that $\mathcal{I}, \mathcal{J}, H$ satisfy the assumptions in Theorem \([2.1]\) and that $S(x)$ is real, i.e. $\psi$ is trivial and $\chi$ is the quadratic character. Suppose $g(x,y)$ is not of the form
\[
h_1^2 + h_2(x,y)P(x,y)^b
\]
for any nonzero integer $b$, $h_2 \in \mathbb{F}_p(x,y)$ relatively prime to $P$ and $h_1 \in \mathbb{F}_p(x,y)$. For any $\lambda \geq 0$, let $G_p(\lambda)$ be the number of $x \in \mathcal{I}$ with $S(x) \leq \lambda(H(\beta - \alpha)^{1/2})$. We have
\[
\lim_{p \to \infty} \frac{G_p(\lambda)}{|\mathcal{I}|} = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\lambda} e^{-t^2/2} \, dt.
\]

The proof of these theorems will be based on estimates for various moments attached to $S(x)$ (see Theorem \([1.1]\) and Theorem \([1.2]\)). In the course of estimation we will need to understand the algebraic geometry of some curves related to $C$ (see Section \([5]\)). These moment estimates may be of independent interests. We will end this section with several remarks discussing several aspects of the theorems.

**Remark 2.4.** As in the case when $C$ is the affine line, Theorem \([2.1]\) and \([2.3]\) is in some sense the best possible with respect to the range of $|\mathcal{I}|$, and $f$ has to be nonlinear. See \([10]\) Example 2.6, 2.7] for counterexamples of Corollary \([2.2]\) when these conditions are violated. These are also counterexamples to Theorem \([2.1]\) and \([2.3]\) when the conditions are violated.

**Remark 2.5.** On the other hand, the assumption that $C$ is absolutely irreducible can be removed provided that $g$, $f$ satisfy the assumptions of Theorem \([2.1]\) and \([2.3]\) for each irreducible component of $C$ that are defined over $\mathbb{F}_p$. We outline the argument here. If $C$ is any plane curve, let $\Gamma_1, \ldots, \Gamma_\ell$ be the absolutely irreducible
components of $C$. Some of the $\Gamma_i$ are defined over $\mathbb{F}_p$ and some may not. For those $\Gamma_i$ defined over $\mathbb{F}_p$, our theorems apply and we get a Gaussian distribution for $S_H(x; \Gamma_i)$. For those components that are not defined over $\mathbb{F}_p$, it is well-known that those components have only finitely many points (i.e. $O(1)$ as $p$ tends to infinity) over $\mathbb{F}_p$. So these components do not affect the overall distribution as $p$ tends to infinity. Since any two components intersect only at finitely many points, we have $S_H(x; C) = \sum_i S_H(x; \Gamma_i) + O(1)$. Thus we get a Gaussian distribution for $S_H(x; C)$.

**Remark 2.6.** It is also interesting to note that for any $x$, the number of summands in $S(x)$ is the number of points $N_{\mathbb{F}_p}(C)$ on $C$ inside the rectangle $B_\epsilon = (x, x + H) \times J$. It is very possible that the distribution of $N_{\mathbb{F}_p}(C)$ is itself Gaussian, and this is known to be true in some special cases, including the modular hyperbola $xy = 1$ \cite{5} and hyperelliptic curves \cite{6}. We hope that the ideas in this paper can shed some light to the problem of the distribution of $N_{\mathbb{F}_p}(C)$, and more generally the distribution of points on curves inside rectangles that are too small for the Weil bound to be useful.

### 3. Some preliminary lemmas

In this section, we collect together several lemmas that will be used later. The first lemma is an estimate for incomplete hybrid exponential sums over space curves is crucial in our argument. It is important to note that the lemma works even when the underlying curve is not absolutely irreducible.

**Lemma 3.1.** Let $p$ be a large prime, and let $Y$ be an affine curve of degree $D$. Let $\tilde{g}, \tilde{f} \in \mathbb{F}_p(\mathbb{x}_1, \ldots, \mathbb{x}_m)$ be two rational functions, and let $d_\tilde{g}, d_\tilde{f}$ be the degrees of the denominators of $\tilde{g}, \tilde{f}$ respectively. Let $\chi$ be a multiplicative character and $\psi$ be an additive character, not both trivial. Let $J_1, \ldots, J_m \subseteq [0, p-1]$ be intervals, and define the hybrid exponential sum $S_{J_1, \ldots, J_m}$ by

$$S_{J_1, \ldots, J_m} = \sum_{\mathbb{x} \in Y \cap (J_1 \times \cdots \times J_m)} \chi(\tilde{g}(\mathbb{x}))\psi(\tilde{f}(\mathbb{x})),$$

where $\mathbb{x} = (\mathbb{x}_1, \ldots, \mathbb{x}_m)$. Let $a$ be the order of $\chi$. Suppose one of the following two conditions is satisfied:

1. $\chi$ is non-trivial, and there is no rational function $\tilde{g}_1 \in \mathbb{F}_p(\mathbb{x}_1, \ldots, \mathbb{x}_m)$ such that $\tilde{g} - \tilde{g}_1^a$ vanishes identically on some irreducible component of $Y$; or
2. $\psi$ is non-trivial, and there is no rational function $\tilde{f}_1 \in \mathbb{F}_p(\mathbb{x}_1, \ldots, \mathbb{x}_m)$ such that $\tilde{f} - \tilde{f}_1^p + \tilde{f}_1$ is linear on some irreducible component of $Y$.

Then we have

$$|S_{J_1, \ldots, J_m}| \ll D(D + d_\tilde{g} + d_\tilde{f})\sqrt{p} \log^m p.$$

**Proof.** The case when all the $J_j$’s are all full intervals is the main result in Perel’muter \cite{12}, which uses the idea of Bombieri-Weil type estimate on exponential sums along a curve \cite{11} \cite{15}. The lemma then follows from a standard completion argument. See \cite{10} Lemma 3.1 for details. \hfill \Box

Next, we will introduce a probability model and investigate its properties. Let $X_1, \ldots, X_H$ be independent random variables uniformly distributed on the unit circle, and let $Z_H = X_1 + \ldots + X_H$. The next lemma is about the expected value $E((\text{Re}Z_H)^r(\text{Im}Z_H)^s)$.
Lemma 3.2. Let \( r, s \geq 0 \) be integers. When \( r + s \) is odd, we have
\[
E((ReZ_H)^r(ImZ_H)^s) = 0,
\]
and when \( r + s = 2t \) is even, we have
\[
E((ReZ_H)^r(ImZ_H)^s) = t!(H^t + O(t^2H^{t-1})) \sum_{0 \leq j \leq r, 0 \leq l \leq s} \binom{r}{j} \binom{s}{l} (-1)^{r-l}.
\]

Proof. Consider
\[
E((ReZ_H)^r(ImZ_H)^s) = E\left(\left(\frac{Z_H + \overline{Z_H}}{2}\right)^r \left(\frac{Z_H - \overline{Z_H}}{2i}\right)^s\right)
= E\left(\sum_{j=0}^{r} \frac{1}{2^r} \binom{r}{j} Z_H^j \overline{Z_H}^{r-j} \sum_{l=0}^{s} \frac{1}{2^s} \binom{s}{l} Z_H^l \overline{Z_H}^{s-l}\right)
= \sum_{j=0}^{r} \sum_{l=0}^{s} \frac{1}{2^r} \binom{r}{j} \binom{s}{l} (-1)^{s-l} E(Z_H^j \overline{Z_H}^{s-l-j}).
\]

Note that
\[
E(Z_H^a \overline{Z_H}^b) = E\left(\left(\sum_{j=1}^{H} X_j\right)^a \left(\sum_{l=1}^{H} \overline{X_l}\right)^b\right)
= \sum_{1 \leq j_1, \ldots, j_a \leq H} \sum_{1 \leq l_1, \ldots, l_b \leq H} E(X_{j_1} \ldots X_{j_a} \overline{X}_{l_1} \ldots \overline{X}_{l_b}).
\]

Since \( E(X_i) = E(\overline{X_i}) = 0 \) and the \( X_i \)'s are independent, the above expectation is zero unless \( a = b \) and \( j_1, \ldots, j_a \) is a permutation of \( l_1, \ldots, l_b \). The lemma now follows from noting that the number of combinations \( 1 \leq j_1, \ldots, j_a, l_1, \ldots, l_a \leq H \) such that \( j_1, \ldots, j_a \) being a permutation of \( l_1, \ldots, l_a \) is
\[
a!(H^a + O(a^2H^{a-1})).
\]

We will also need the normalized version of the above model. Let
\[
\tilde{Z}_H = \frac{Z_H}{\sqrt{H/2}}.
\]
Clearly we have
\[
E((Re\tilde{Z}_H)^r(Im\tilde{Z}_H)^s) = \frac{1}{(H/2)^{r+s}/2} E((ReZ_H)^r(ImZ_H)^s)
\]
(3.1)

The following lemma, taken from [S] Lemma 3.2, shows that the joint distribution of \( Re\tilde{Z}_H \) and \( Im\tilde{Z}_H \) is close to the characteristic function of a two-dimensional standard Gaussian distribution.

Lemma 3.3. Let \( u, v \) be real numbers such that \(|u|, |v| \leq H^{1/4} \). Then
\[
E(e^{iuRe\tilde{Z}_H + ivIm\tilde{Z}_H}) = e^{-u^2/v^2} \left(1 + O\left(\frac{u^4 + v^4}{H}\right)\right).
\]
4. The moments $M(r,s)$ and $M(k)$

In this section we will define the moments and start our calculation of these moments. For any non-negative integers $r,s$, we define

$$M(r,s) := \sum_{x \in \mathbb{Z}} (\text{Re}S(x))^r (\text{Im}S(x))^s,$$

and

$$M(k) := M(k,0) = \sum_{x \in \mathbb{Z}} S(x)^k.$$

Note that if $S(x)$ is real, then $M(r,s) = 0$ when $s > 0$. Recall that $D = \text{deg} C$. For any rational function $f \in \mathbb{F}_p(x)$, we define $d_g, d_f$ to be the degree of the denominator of $g, f$ respectively. Set $d = D + d_g + d_f$. Our estimates for the moments are the following.

**Theorem 4.1.** Let $S(x)$ be complex and satisfies the assumptions in Theorem 2.1. Then we have

$$M(r,s) = \frac{t! H^t |I| (\beta - \alpha)^t}{2^{r+s}} \sum_{0 \leq j \leq t, 0 \leq i \leq s} \binom{r}{j} \binom{s}{i} (-1)^{s-j}$$

$$+ O((t!)^2 H^{t-1} d^{r+s} |I| + 2^{t} t! d^{2(r+s)} H^{r+s} \sqrt{p} \log^{r+s+1} p)$$

when $r + s = 2t$ is even, and when $r + s$ is odd, we have

$$M(r,s) = O(d^{2(r+s)} H^{r+s} \sqrt{p} \log^{r+s+1} p)$$

if $\psi$ is nontrivial, and

$$M(r,s) = O\left(\frac{t + s - 1}{2}\right)! d^{r+s-1} H^{(\frac{t+1}{2})} |I| + d^{2(r+s)} H^{r+s} \sqrt{p} \log^{r+s+1} p$$

if $\psi$ is trivial.

**Theorem 4.2.** Let $S(x)$ be real and satisfies the assumptions in Theorem 2.1. Then we have

$$M(k) = O(H^{k} d^{k} \sqrt{p} \log^{k+1} p).$$

when $k$ is odd, and

$$\frac{k!}{2^\frac{k}{2}} \binom{k}{\frac{k}{2}} H^{\frac{k}{2}} (\beta - \alpha)^{\frac{k}{2}} + O((k/2)! d^{k} H^{k/2-1} |I| + d^{2k} H^{k} \sqrt{p} \log^{k+1} p)$$

when $k$ is even.

Note that these results on the moments are slightly different from those in [8][10] since we did not normalize the moments here. To start the computation of $M(r,s)$, we have

$$M(r,s) = \sum_{x \in \mathbb{Z}} (\text{Re}S(x))^r (\text{Im}S(x))^s$$

$$= \sum_{x \in \mathbb{Z}} \left(\frac{S(x) + S(x)}{2}\right)^r \left(\frac{S(x) - S(x)}{2i}\right)^s$$

$$= \frac{1}{2^{r+s}} \sum_{x \in \mathbb{Z}} \sum_{j=0}^{r} \binom{r}{j} S(x)^j S(x)^{-j} \sum_{l=0}^{s} (-1)^{s-l} \binom{s}{l} S(x)^l S(x)^{-l}$$

$$= \frac{1}{2^{r+s}} \sum_{j=0}^{\min(r,s)} \binom{r}{j} (-1)^{s-j} S(j + l, r + s - (j + l),$$

(4.1)
where

\[ S(j_1, j_2) = \sum_{x \in \mathcal{I}} S(x)^{j_1} S(x)^{j_2}. \]

In Section 4, we will prove the following about \( S(j_1, j_2) \).

**Lemma 4.3.** Let \( S(x) \) be complex and satisfies the assumptions in Theorem 2.1. If \( \psi \) is non-trivial, we have

\[ S(j, j) = j! H^j |I| (\beta - \alpha)^j + O((j!)^2 H^{j-1} d^2 j |I| + 2^j j! H^j d^{j+1} \sqrt{p} \log^{j+1} p) \]

when \( j_1 = j_2 = j \), and

\[ S(j_1, j_2) = O(d^{2(j_1+j_2)} H^{j_1+j_2} \sqrt{p} \log^{j_1+j_2+1} p). \]

when \( j_1 \neq j_2 \).

If \( \psi \) is trivial, let \( a > 2 \) be the order of \( \chi \), then

\[ S(j, j) = j! H^j |I| (\beta - \alpha)^j + O(j!d^{j+1} H^{j-1} |I| + d^{j+2} H^j \sqrt{p} \log^{j+1} p) \]

when \( j_1 = j_2 = j \).

\[ S(j_1, j_2) = O(d^{2(j_1+j_2)} H^{j_1+j_2} \sqrt{p} \log^{j_1+j_2+1} p) \]

when \( j_1 - j_2 \) is a multiple of \( a \), and

\[ S(j_1, j_2) = O(H^{j_1+j_2} d^{2(j_1+j_2)} \sqrt{p} \log^{j_1+j_2+1} p) \]

otherwise.

**Lemma 4.4.** Let \( S(x) \) be real and satisfies the assumptions in Theorem 2.3. We have

\[ S(j_1, j_2) = \frac{(j_1 + j_2)!}{2^{j_1+j_2} (j_1 + j_2)!} H^{j_1+j_2} |I| (\beta - \alpha)^{j_1+j_2} \]

\[ + O(j!d^{j_1+j_2} H^{j_1+j_2} |I| + d^{j_1+j_2} H^{j_1+j_2} \sqrt{p} \log^{j_1+j_2+1} p) \]

when \( j_1 + j_2 \) is even, and

\[ S(j_1, j_2) = O(H^{j_1+j_2} d^{2(j_1+j_2)} \sqrt{p} \log^{j_1+j_2+1} p) \]

when \( j_1 + j_2 \) is odd.

Expanding the sum \( S(x) \) in \( S(j_1, j_2) \), we obtain

\[ S(j_1, j_2) = \sum_{x \in \mathcal{I}} \sum_{P_i \in C, x \geq x(P_i) \leq x + H} \cdots \sum_{P_{j_1+j_2} \in C, x \geq x(P_{j_1+j_2}) \leq x + H} \prod_{l=1}^{j_1} \chi(g(P_l)) \psi(f(P_l)) \prod_{l=j_1+1}^{j_1+j_2} \chi(g(P_l)) \psi(f(P_l)) \]

\[ = \sum_{x \in \mathcal{I}} \sum_{P_i \in C, x \geq x(P_i) \leq x + H} \cdots \sum_{P_{j_1+j_2} \in C, x \geq x(P_{j_1+j_2}) \leq x + H} \chi \left( \frac{g(P_1) \cdots g(P_{j_1})}{g(P_{j_1+1}) \cdots g(P_{j_1+j_2})} \right) \psi \left( \sum_{l=1}^{j_1} f(P_l) - \sum_{l=j_1+1}^{j_1+j_2} f(P_l) \right). \]
When \( C \) is the affine line and \( J \) is the full interval, all the \( x(P_i) \) lie on a straight line and the usual way is to proceed by switching the order of summation and then use the classical Bombieri-Weil bound on \( \mathbb{A}^1 \). For a general curve the contents inside the characters are generally not a rational function on \( C \). So the usual strategy does not work. Instead, we will introduce two families of auxiliary curves \( C_h \) and \( C_h^o \) in the next section, and transform the contents inside the characters into rational functions on these curves.

5. The auxiliary curve \( C_h \)

Recall that \( C \subseteq \mathbb{A}^2_p := \mathbb{A}^2(\mathbb{F}_p) \) is an absolutely irreducible affine plane curve (not necessarily smooth) over \( \mathbb{F}_p \) of degree \( d > 1 \), defined by the equation \( P(x, y) = 0 \).

Fix \( r \) integers \( h_1, \ldots, h_r \), which may or may not be distinct. Let \( h = (h_1, \ldots, h_r) \).

Define the variety \( C_h \subseteq \mathbb{A}^{r+1} \) by the following system of equations:

\[
P(x + h_i, y_i) = 0 \quad \forall \ 1 \leq i \leq r.
\]

Similar constructions have appeared in [9,11]. Note that there are totally \( r \) equations and \( r + 1 \) variables \((x \text{ and } y_i \text{ for } 1 \leq i \leq r)\). It is easy to see that \( C_h \) is a curve for any \( h \). Its degree is at most \( d^r \), where \( d \) is the degree of \( C \).

A point \((x, y_1, \ldots, y_r)\) corresponds to an \( r \)-tuple \((P_1, \ldots, P_r)\) of points on \( C \) such that \( x(P_i) = x + h_i \) for all \( 1 \leq i \leq r \). It is clear that this correspondence is one-to-one. Therefore, the sum in \((4.9)\) is the same as summing points on \( C_h \) for all possible \( h = (h_1, \ldots, h_r) \) with \( 0h_i \leq H \).

We are interested in the irreducibility of this curve \( C_h \). It is not difficult to see that for any \( C \), the curve \( C_h \) cannot be irreducible if there are \( i \neq j \) such that \( h_i = h_j \). The total number of \( h \) with this property is at most \( O(H^{r-1}) \). The following proposition states that most of the other \( C_h \) are irreducible.

**Proposition 5.1.** Let \( p \) be a large prime, and let \( C \) be an absolutely irreducible curve over \( \mathbb{F}_p \). Let \( H = H(p) > 0 \) be an integer function that tends to infinity as \( p \) tends to infinity, and let \( h = (h_1, \ldots, h_r) \) with \( 0 < h_i \leq H \) for all \( i \). The curve \( C_h \) is absolutely irreducible except for at most \( O_r(H^{r-1}) \) of them.

To prove Proposition 5.1, we first construct a variety related to \( C_h \). Let \( V \) be the variety defined by the set of equations \((5.1)\), but with the \( h_i \) also considered as variables. Thus \( V \) is of dimension \( r \). The structure of \( V \) is very simple.

**Lemma 5.2.** The variety \( V \) is isomorphic to \( C^r \). In particular \( V \) is absolutely irreducible (since \( C \) is).

**Proof.** Let \( C^r \) be defined by \( P(x_i, y_i) = 0 \) for \( 1 \leq i \leq r \). The map \( C^r \to V \) given by \( x_i \mapsto x + h_i \) (and \( y_i \) maps to itself) is clearly a (linear) isomorphism. \( \square \)

Let \( \phi : C^r \to \mathbb{A}^{r-1} \) be the fibration given by

\[
\phi(x_1, \ldots, x_r, y_1, \ldots, y_r) = (x_2 - x_1, x_3 - x_1, \ldots, x_r - x_1).
\]

It is easy to see that \( C_h \) is isomorphic to \( C_{h+a} \) for any \( a \), where \( h+a = (h_1+a, \ldots, h_r + a) \). Therefore, it suffices show that the fibres of \( \phi \) over the box \((-H, H]^r\) are absolutely irreducible except for at most \( O_r(H^{r-2}) \) of them, because \( H \) translate of the tuples \((0, h_1, \ldots, h_r)\) with \(-H < h_i \leq H\) covers \((0, H]^r\). Since the number of fibres with at least one pair of \( x_i = x_j \) is \( O_r(H^{r-2}) \), we may assume that all the \( x_i \)'s are distinct.
Let \( C \) be the projectivization of \( C' \), and consider the rational map \( \phi : C^r \to \mathbb{P}^{r-1} \) extending the map \( \phi \) in \( \text{[2]} \). Let \( \tilde{C} \) be the normalization of \( C' \). Let \( \tilde{\phi} : \tilde{C}^r \to \mathbb{P}^{r-1} \) be the map that makes the following diagram commute.

\[
\begin{array}{ccc}
C^r & \xrightarrow{\phi} & \mathbb{P}^{r-1} \\
\downarrow & & \\
\tilde{C}^r & \xrightarrow{\tilde{\phi}} & \mathbb{P}^{r-1}
\end{array}
\]

The generic fibre of \( \tilde{\phi} \) is irreducible since \( \tilde{C}^r \) is (the generic point of \( \tilde{C}^r \) maps to the generic point of \( \mathbb{P}^{r-1} \)). Since \( \mathbb{P}^{r-1} \) is normal, every fibre of \( \tilde{\phi} \) is connected by Zariski’s connectedness theorem [6].

On the other hand, as the \( x_i \)'s are all distinct, a point \( P = (h_2, \ldots, h_r) \in \mathbb{P}^{r-1} \) is a regular point of \( \phi \) unless there are distinct \( 1 \leq i, j \leq r \) such that both \( x_i \) and \( x_j \) are critical values of the map \( \tilde{C} \to \mathbb{P}^1_x \) (here \( \mathbb{P}^1_x \) is the projective line with variable \( x \)). These are all linear conditions. Therefore, a point \( P \) can be a critical value only if it lies on a union of proper linear subspaces in \( \mathbb{P}^{r-1} \). Since the number of points inside a linear subspace \( Q \) whose all coordinates are in \((-H, H)\) is at most \( O_r(H^{r-2}) \), the number of critical values of \( \tilde{\phi} \) is at most \( O_r(H^{r-2}) \). The fibre over a regular point is smooth, so the fibres of \( \tilde{\phi} \) are smooth except for at most \( O_r(H^{r-2}) \) of them.

We have shown that except for at most \( O_r(H^{r-2}) \) of the fibres, all other fibres of \( \tilde{\phi} \) are both connected and smooth, hence they are absolutely irreducible. Their corresponding fibres in \( \phi : C^r \to \mathbb{P}^{r-1} \) are thus absolutely irreducible. This completes the proof of Proposition 5.1.

Remark 5.3. It is easy to see that for any \( h \), the curve \( C_h \) is rational when \( C \) is rational. Hence they are irreducible. When \( C \) is hyperelliptic, and when all the \( h_i \) are distinct, then the author [8] showed that \( C_h \) is irreducible. It is very possible that the same is true for all curve \( C \), i.e. the set

\[ \{(h_1, \ldots, h_r) : (0, H)^T : h_i \neq h_j \text{ for } i \neq j, C_h \text{ is not absolutely irreducible}\} \]

is empty. In any case, a more precise estimate on the cardinality of the above set will improve the error terms of the moments, but the author was not able to prove anything better than Proposition 5.1.

Next, we let \( C^o_h \) be defined by the equations [5,1] together with the condition that whenever \( h_i = h_j \) for some \( i \neq j \), then we require \( y_i \neq y_j \). Thus a point \((x, y_1, \ldots, y_r)\) corresponds to an \( r \)-tuple \((P_1, \ldots, P_r)\) such that \( x(P_i) = x + h_i \) and all \( P_i \) are distinct. Note that \( C^o_h = C_h \) when all the \( h_i \) are distinct. It is easy to see that \( C^o_h \) is obtained from \( C_h \) by removing finitely many points, so it is an open set in the curve \( C_h \). In particular, \( C^o_h \) is itself an affine curve (see [7, Lemma I.4.2]). As an open affine in an absolutely irreducible curve, we immediately have the following for \( C^o_h \).

Corollary 5.4. Let \( h = (h_1, \ldots, h_r) \) with \( 0 < h_i < H \) for all \( i \). The curve \( C^o_h \) is absolutely irreducible except for at most \( O_r(H^{r-1}) \) of them.

Next, we will consider a family of rational functions on \( C_h \), and determine whether it is non-trivial in the sense that Lemma 3.1 is applicable to such functions. We first describe our setting. Let \( h = (h_1, \ldots, h_{j_1+j_2}) \) be as usual. Let
be a set of indeterminates that may or may not be distinct, but we impose the restriction that \( y_i \) and \( y_j \) can stand for the same indeterminate only if \( h_i = h_j \) (the converse need not hold). Let \( \mathcal{Y} \) be the set of all indeterminates, i.e., \( \mathcal{Y} = \{y_1, \ldots, y_{j_1+j_2}\} \) (with multiplicities discarded). Clearly \( \mathcal{Y} \) depends on \( h \), but one \( h \) can yield different \( \mathcal{Y} \) according to whether we give two distinct variables to a pair \( h_i = h_j \) or not. We will say \( \mathcal{Y} \) belongs to \( h \) if a set of indeterminates \( \mathcal{Y} = \{y_1, \ldots, y_{j_1+j_2}\} \) can be constructed from \( h \) in the above fashion. Let \( I_{\mathcal{Y}} \) be the set of indices corresponding to the distinct indeterminates in \( \mathcal{Y} \), i.e., \( \mathcal{Y} = \{y_i : i \in I_{\mathcal{Y}}\} \), and let

\[
t = t(\mathcal{Y}) := \{h_i : i \in I_{\mathcal{Y}}\},
\]

where as an ordered pair we require it to preserve the original order of \( h \) and keep only the first occurrence of duplicated \( y_i \).

Let \( f \in \mathbb{F}_p(x,y) \) be a rational function on \( C \), and consider the combination

\[
F(x, \mathcal{Y}) = \sum_{j=1}^{j_1} f(x + h_j, y_j) - \sum_{j=j_1+1}^{j_1+j_2} f(x + h_j, y_j).
\]

Then \( F \) can be viewed as a rational function on the curve \( C_k \), and if we want distinct indeterminates to correspond to distinct points on \( C \), we can view \( F \) as a rational function on \( C_k^o \). The following proposition characterizes when is \( F(x, \mathcal{Y}) \) non-trivial.

**Proposition 5.5.** Let \( p \) be a large prime, and let \( C \) be an absolutely irreducible plane curve over \( \mathbb{F}_p \). Let \( f \in \mathbb{F}_p(x,y) \) be a rational function on \( C \), \( f = f_1/f_2 \), \( f_1, f_2 \in \mathbb{F}_p[x,y] \), \( \deg f_1, \deg f_2 < p \) and \( f_1, f_2 \) has no common factors. Suppose that \( f \) is not linear on \( C \), and subject to the following conditions:

1. If \( f \) is a polynomial, then write \( f(x,y) = r_1(x) + r_2(x,y) \), where \( r_1 \) consists of all terms which do not depend on \( y \). We further assume that either \( r_2 \) is not linear, or if \( r_2 \) is linear, then \( \deg r_1 \geq 1 \).
2. If \( f \) is not a polynomial, i.e. \( \deg f_2 \geq 1 \), then assume \( \deg f_2 = o(\log p) \) is small.

Let \( H, j_1, j_2 \) be positive integers so that both \( H = o(\log p) \) and \( j_1 + j_2 = o(\log p) \). Let \( 0 < h_1, \ldots, h_{j_1+j_2} \leq H \) be integers, which may or may not be distinct. Let \( F(x, \mathcal{Y}) \) and \( t(\mathcal{Y}) \) be defined as in (5.3). If \( F = \tilde{h}^p - \tilde{h} + (\text{linear terms}) \) for some rational function \( \tilde{h} \) on any irreducible component of \( C_{\mathcal{Y}} \), then we must have \( j_1 = j_2 \) and \( F(x, \mathcal{Y}) \) is the zero polynomial.

Note that since \( C_k^o \) differs from \( C_k \) only by omitting finitely many points, the same conclusion holds (under the same assumption) for \( C_k^o \).

**Proof.** Since we are considering functions modulo \( C \), we may assume that the \( y \)-degree of \( f_1 \) and \( f_2 \) are both smaller than the \( y \)-degree of \( C \). Collect the terms in \( F \) that correspond to the same indeterminate \( y_i \) and renaming if necessary, we get

\[
F = m_1 f(x + u_1, y_1) + \ldots + m_r f(x + u_r, y_r),
\]

where the \( m_i \) are integers, \( 0 < u_i \leq H \) may or may not be distinct, and the \( y_i \) are distinct indeterminates. It suffices to show that \( m_1, \ldots, m_r \) are all zero.

Assume on the contrary that not all \( m_i \) are zero, then by removing the \( m_i \) that are zero, we may assume that \( m_i \neq 0 \) for all \( i \) in (5.3). Let \( \Gamma \) be a component of \( C_k \) such that \( F \) is of the form \( F = \tilde{h}^p - \tilde{h} + (\text{linear terms}) \) on \( \Gamma \). Note that \( \Gamma \) is a curve.
First suppose $f$ is a polynomial. Then $F$ is also a polynomial. Since $\deg f < p$, we also have $\deg F < p$. The special form of $F$ implies that $F$ is linear on $\Gamma$. Let $C_i$ be the curve defined by $P(x + u_i, y_i) = 0$. Consider the $i$-th projection

$$\pi_i : \Gamma \subseteq C_i \rightarrow C_i.$$ 

Since $C_i$ are isomorphic to $C$, they are absolutely irreducible. Thus at least one of the $\pi_i$ are surjective. Write $f(x, y) = r_1(x) + r_2(x, y)$, then

$$F(x, y) = (m_1 r_1(x + u_1) + \ldots + m_r r_1(x + u_r)) + (m_1 r_2(x, y_1) + \ldots + m_r r_2(x, y_r)).$$

The surjectivity of $\pi_i$ means that $F$ must be linear on $y_i$. By our construction on $r_2$ this implies $r_2(x, y) = c_2 y$ is linear. Hence,

$$R_1(x) = m_1 r_1(x + u_1) + \ldots + m_r r_1(x + u_r)$$

is linear on $\Gamma$. Thus $R_1(x)$ itself is linear since $R_1$ depends only on $x$ but not the $y_i$’s. This is not possible since $\deg r_1 \geq 3$ and $j_1 + j_2 = o(\log p)$, which means the coefficient of $x^{\deg r_1 - 1}$ in $R_1(x)$ does not vanish.

On the other hand, suppose $\deg f_2 \geq 1$. From (5.3), we have

$$F = \frac{F_1}{f_2(x + u_1, y_1) \ldots f_2(x + u_r, y_r)}$$

for some polynomial $F_1(x, y_1, \ldots, y_r)$. The assumptions that both $j_1 + j_2$ and $\deg f_2$ are small implies that the denominator has degree less than $p$. Thus the denominator of $F$ is nonconstant and has degree less than $p$ on any irreducible component. So $F$ cannot be in the form $F = \tilde{h}^p - \tilde{h} + (\text{linear terms})$ neither. \hfill \Box

6. Computation of $S(j_1, j_2)$

In this section we will continue our calculation of the moments. The sum in (4.9) is the same as summing over the points on the curves $C_h$ for all $h = (h_1, \ldots, h_{j_1 + j_2})$ with $0 < h_1 \leq H$, with the correspondence $P_i \leftrightarrow (x + h_i, y_i)$, i.e.

$$\sum_{x \in \Gamma P_1 \in C, x < (P_1) \leq x + H} \cdots \sum_{y(P_1) \in J} = \sum_{x \in \Gamma (0, H)^{j_1 + j_2} (x, y_1, \ldots, y_{j_1 + j_2}) \in C_h} \sum_{x \in \Gamma, y \in J}$$

However, we will need a finer splitting of the sum. Let $P_i = (x + h_i, y_i)$. We regard each tuple $(P_1, \ldots, P_{j_1 + j_2})$ as a point on the curve

$$P(x + h_i, y_i) = 0 \quad \forall \ 1 \leq i \leq j_1 + j_2,$$

but with $y_i, y_j$ stand for the same indeterminate if and only if $P_i = P_j$ (thus, in contrary to (5.1), there may be duplicated equations above). In this way the tuple is viewed as a point on $C_{t(Y)}^\circ$, where $t(Y)$ is defined as in Section 5 and the contents inside the characters of (1.9) become rational functions on $C_{t(Y)}^\circ$. Each such tuple $(P_1, \ldots, P_{j_1 + j_2})$ lies on exactly one of these curves $C_{t(Y)}^\circ$ for an $h = (h_1, \ldots, h_{j_1 + j_2})$ with $0 < h_1 \leq H$, and $Y$ belongs to $h$. Let

$$Y_h = \{Y : Y \text{ belongs to } h\}.$$
Then the sum (4.9) can be split as
\[ S(j_1, j_2) = \sum_{h \in (0, H]^{j_1+j_2}} \sum_{y \in \mathcal{Y}_h} \sum_{x \in C(\chi_{\mathcal{T}})} \chi \left( \frac{g(x+h_1, y_1) \ldots g(x+h_{j_1}, y_{j_1})}{g(x+h_{j_1+1}, y_{j_1+1}) \ldots g(x+h_{j_1+j_2}, y_{j_1+j_2})} \right) \]

\[ = \sum_{h \in (0, H]^{j_1+j_2}} \sum_{y \in \mathcal{Y}_h} \sum_{x \in C(\chi_{\mathcal{T}})} \chi(G(x, \mathcal{Y})) \psi(F(x, \mathcal{Y})), \]

where
\[ G(x, \mathcal{Y}) = \frac{g(x+h_1, y_1) \ldots g(x+h_{j_1}, y_{j_1})}{g(x+h_{j_1+1}, y_{j_1+1}) \ldots g(x+h_{j_1+j_2}, y_{j_1+j_2})} \]
and \( F(x, \mathcal{Y}) \) is defined in (5.3). Note that when \( h_i \) are all distinct, the splitting (6.2) above is the same as (6.1). To evaluate \( S(j_1, j_2) \), we will need to consider two cases depending on whether \( \psi \) is trivial or not.

6.1. The case when \( \psi \) is non-trivial. In this subsection we assume that \( \psi \) is non-trivial. We recall from (5.3) that
\[ F(x, \mathcal{Y}) = \sum_{j=1}^{j_1} f(x+h_j, y_j) - \sum_{j=j_1+1}^{j_1+j_2} f(x+h_j, y_j). \]

By Proposition 5.5 (and our assumptions on \( f \)), the function \( F(x, \mathcal{Y}) \) is nonlinear on \( C(\mathcal{Y}) \) unless \( j_1 = j_2 = j \) and \( F(x, \mathcal{Y}) \) is zero. When \( f \) depends on \( y \), this implies \((y_{j+1}, \ldots, y_{j_2})\) is a permutation of \((y_1, \ldots, y_j)\), and \( G(x, \mathcal{Y}) \) is then automatically zero. When \( f \) does not depend on \( y \), \( F(x, \mathcal{Y}) = 0 \) if \((h_{j_1+1}, \ldots, h_{j_2})\) is a permutation of \((h_1, \ldots, h_j)\), but then we will still need \((y_{j+1}, \ldots, y_{j_2})\) to be a permutation of \((y_1, \ldots, y_j)\) in order to make \( G(x, \mathcal{Y}) \) zero unless \( g \) does not depend on \( y \). Thus if any of the \( f \) or \( g \) depends on \( y \), Lemma 3.1 is applicable unless \((y_{j+1}, \ldots, y_{j_2})\) to be a permutation of \((y_1, \ldots, y_j)\). If both \( f \) and \( g \) does not depend on \( y \), then the sum is equivalent to one that has trivial \( \psi \) and \( g \) does not depend on \( y \). Such sums will be treated in the next subsection.

Let \( \mathcal{E} \) be the set of \( t(\mathcal{Y}) \) that contribute to the diagonal terms, then the number of \( t(\mathcal{Y}) \) that are off-diagonal is \( O(H^{j_1+j_2}) \). Therefore, by Lemma 5.1
\[ (6.4) \sum_{h \in (0, H]^{j_1+j_2}} \sum_{y \in \mathcal{Y}_h} \sum_{x \in C(\chi_{\mathcal{T}})} \chi(G(x, \mathcal{Y})) \psi(F(x, \mathcal{Y})) \]
\[ = O(d^{2(j_1+j_2)}H^{j_1+j_2} \sqrt{\log^{j_1+j_2+1} p}). \]

When \( j_1 \neq j_2 \), all terms are non-diagonal and the above gives (6.3) in Lemma 4.3.

Now suppose that \( j_1 = j_2 = j \) and we have diagonal terms. In this case we have \( F(x, \mathcal{Y}) = 0 \), and this automatically implies \( G(x, \mathcal{Y}) = 0 \). Thus the contribution of each \( t(\mathcal{Y}) \in \mathcal{E} \) to the sum is exactly the number of points on \( C(\mathcal{Y}) \) inside the box \( B := T \times [\alpha p, \beta p] \). We now count the number of such \( t(\mathcal{Y}) \). When \( y_1, \ldots, y_j \) are all distinct \((y_{j+1}, \ldots, y_{j_2})\) is a permutation of the \( y_1, \ldots, y_j \), then \( t(\mathcal{Y}) = (h_1, \ldots, h_j) = h \) and \( C(\mathcal{Y}) = C(h) = C_h \), and there are a total of \( H^j \) such \( h \). Corollary 5.4 shows that all but \( O(H^{j+1}) \) of the \( C_h \) are absolutely irreducible, and since the
\(F_p\)-points are uniformly distributed on an affine curve (see [11, Corollary 2.7]), each of these irreducible curves contribute

\[
N_B(C_h^\alpha) = |\mathcal{I}| (\beta - \alpha)^j + O(d^{2j} \sqrt{p \log^{j+1} p})
\]

to the main term. For those \(C_h\) that are not absolutely irreducible, the maximum possible number of components is bounded by the degree, which is \(O(d^2)\). Thus

\[
N_B(C_h^\alpha) = O(d^{2j} |\mathcal{I}|).
\]

For any \((y_1, \ldots, y_j)\) with distinct components, there are \(j!\) possible permutations of \((y_{j+1}, \ldots, y_{2j})\), therefore these terms yield a total contribution of

\[
j! (H^j + O(j^2 H^{-j}) (|\mathcal{I}| j - \alpha)^j + O(d^{2j} \sqrt{p \log^{j+1} p})) + j! O(d^{2j} H^{-j} |\mathcal{I}|)
\]

to the main term. The other terms on the diagonal all have \(\beta\) and \(1 \leq i_1, i_2 \leq j\). The total number of such \(t(Y)\) is at most \(O(j! H^{-j})\), each such curve \(C_{t(Y)}^\alpha\) has at most \(O(d^{2j} |\mathcal{I}|)\) points, and there are at most \(j!\) permutations of \((y_{j+1}, \ldots, y_{2j})\). So these terms together give a contribution of

\[
O((j!)^2 H^{-j} d^{2j} |\mathcal{I}|)
\]

to the main term, which is small compared to (6.7). Combining (6.7) and (6.8), we get the total contribution of the diagonal, which is

\[
\sum_{h \in \mathcal{I} \cap [0, H]^{j_1+j_2}} \sum_{\gamma \in Y_h} (\sum_{\mathcal{I}(\mathcal{Y})} \sum_{x \in \mathcal{C}_t^\alpha(Y)} \chi(G(x, \mathcal{Y})) \psi(F(x, \mathcal{Y}))
\]

\[
= j! H^j |\mathcal{I}| (\beta - \alpha)^j + O(\log^{j+1} p) + \frac{1}{d} H^{2j} \sqrt{p \log^{2j+1} p}).
\]

Finally, combining (6.4) and (6.9), we obtain

\[
S(j_1, j_2) = \sum_{h \in \mathcal{I} \cap [0, H]^{j_1+j_2}} \sum_{\gamma \in Y_h} (\sum_{\mathcal{I}(\mathcal{Y})} \sum_{x \in \mathcal{C}_t^\alpha(Y)} \chi(G(x, \mathcal{Y}))),
\]

where \(G(x, \mathcal{Y})\) is defined in (6.3), i.e.

\[
G(x, \mathcal{Y}) = \frac{g(x + h_1, y_1) \ldots g(x + h_{j_1}, y_{j_1})}{g(x + h_{j_1+1}, y_{j_1+1}) \ldots g(x + h_{j_1+j_2}, y_{j_1+j_2})}.
\]

Let \(a\) be the order of \(\chi\). Lemma 5.1 is applicable when \(G(x, \mathcal{Y})\) is not a complete \(a\)-th power on any irreducible component of \(C_t^\alpha(Y)\). We need to consider two cases according to whether \(g\) depends on \(y\) or not.

First, if \(g\) depends on \(y\), then products and quotients of distinct \(y_i\)'s cannot be a complete \(a\)-th power. Hence, if the \(g(x + h_i, y_i)\) stack up and become a complete \(a\)-th power, it must come from \(a\) terms with the same \(y_i\) (hence \(h_i\)), or that the same amount of such terms appear in both the numerator and the denominator.

In this case, we may obtain a complete \(a\)-th power by having clusters that have the same \(y_i\) in the numerator and the denominator of \(G\), and group the remaining terms into clusters each consisting of \(a\) terms with the same \(y_i\). We will call the
terms that can completely form clusters in $G$ the diagonal terms. Note that for $a = 2$, both types of clusters need exactly two terms, and this will be the reason that the case $a = 2$ exhibits a different behaviour. For the non-diagonal terms, we can apply Lemma 3.3 to obtain the estimate

$$
\chi(G(x, y)) = O(d^2(j_1 + j_2) \sqrt{p \log j_1 + j_2 + 1} \, p).
$$

(6.11)

If $j_1 - j_2$ is not a multiple of $a$, then $G(x, y)$ cannot be a complete $a$-th power and there are no diagonal terms. All terms in (6.10) can be estimated using (6.11). Thus

$$
S(j_1, j_2) = O(H^{j_1 + j_2} d^{2(j_1 + j_2)} \sqrt{p \log j_1 + j_2 + 1} \, p).
$$

This is (1.4) of Lemma 4.3.

Now suppose $j_1 - j_2 = ma$ for some integer $m$. Let $j = \min\{j_1, j_2\}$. There are $j$ pairs of $g(x + h_i, y_i)$ that have the same $y_i$ in the numerator and the denominator of $G$, and the remaining terms are in $|m|$ clusters each consisting of $a$ terms with the same $y_i$. For such $j_1$ and $j_2$, it is not difficult to count the total number of such $\mathfrak{t}(Y)$ that make $G$ a complete $a$-th power, which is

$$
\frac{(j_1 + j_2)!}{j!} \left(\frac{|m|a!}{(a)!^{\log |m|}} H^{j + |m|} (1 + O(j^2/H))\right)
$$

when $a > 2$, and

$$
\frac{(j_1 + j_2)!}{2^{j_1 + j_2}} \left(\frac{H^{j_1 + j_2} 2}{2^{j_1 + j_2}} \right)^2 \left(1 + O((j_1 + j_2)^2/H)\right)
$$

when $a = 2$.

For $a > 2$, $S(j_1, j_2)$ is the largest when $m = 0$ and $j_1 = j_2 = j$. In this case, there are a total of $j!H^j (1 + O(j^2/H))$ diagonal terms, and the corresponding $C'_1(Y)$ are absolutely irreducible except for at most $H^{-1}$ of them. Using (6.3) for irreducible ones, and (6.1) for reducible ones, we see that the contribution of such terms to the diagonal is

$$
j!H^j |\mathfrak{t}(Y)| (\beta - \alpha)^j + O(j!d^j H^{j+1} |\mathfrak{t}| + d^j H^{2j} \sqrt{p \log j + 1} \, p).
$$

(6.12)

Combining (6.13) with the error (6.11) from the off-diagonal terms (a total of $O(H^{2j})$ such terms), we get

$$
S(j, j) = j!H^j |\mathfrak{t}(Y)| (\beta - \alpha)^j + O(j!d^j H^{j+1} |\mathfrak{t}| + d^j H^{2j} \sqrt{p \log j + 1} \, p).
$$

This proves (4.14) of Lemma 4.3. When $m = 0$, the total number of $\mathfrak{t}(Y)$ that contribute to the diagonal is at most $O((\frac{j_1 + j_2 - 1}{2})^j H^{j_1 + j_2})$, and so their contribution to the diagonal is at most $O((\frac{j_1 + j_2 - 1}{2})^j d^{j_1 + j_2 - 1} H^{j_1 + j_2} |\mathfrak{t}|)$, which is small. Together with the non-diagonal terms, we get

$$
S(j_1, j_2) = O\left[|d^{j_1 + j_2 - 1} H^{j_1 + j_2} |\mathfrak{t}| + d^2(j_1 + j_2) H^{j_1 + j_2} \sqrt{p \log j_1 + j_2 + 1} \, p\right],
$$

which is (4.5) of Lemma 4.3.

The case for $a = 2$ is slightly different. The off-diagonal terms can still be estimated by (6.11), and when $j_1 + j_2$ is odd, there are no diagonal terms. This gives (4.3) in Lemma 4.3. When $j_1 + j_2$ is even, the number of $\mathfrak{t}(Y)$ that contributes
to the diagonal is \( \frac{(j_1+j_2)!}{2^{j_1+j_2} \binom{j_1+j_2}{j_1-j_2}!} H^{\frac{j_1+j_2}{2}} (1 + O((j_1+j_2)^2/H)) \), and the corresponding
terms into clusters each consisting of \( \alpha \) terms with the same
product and quotients of distinct \( h_i \)’s cannot be a complete \( a \)-th power. Hence,
if the \( g(x+h_i,y_i) \) stack up and become a complete \( a \)-th power, all these terms must
have the same \( h_i \) (but contrary to the first case, here the \( y_i \) need not be the same).
In this case, we may obtain a complete \( a \)-th power by having clusters that have
the same \( h_i \) in the numerator and the denominator of \( G \), and group the remaining
terms into clusters each consisting of \( \alpha \) terms with the same \( h_i \). We will use the splitting \( 5.1 \), which depends only on \( h \). The calculations are very similar to the
case when \( g \) depends on \( y \), and we have the same estimation as that case. We will
calculate the case when \( a > 2 \) and \( j_1 = j_2 = j \), the other cases are similar and we
leave them to the reader.

As in the previous case, the number of \( h \) that lie inside the diagonal is \( 6.12 \) with \( m = 0 \), for other terms we can apply Lemma \( 5.1 \) and get
\[
\sum_{x \in \mathcal{I},y \in \mathcal{J}} G(x,y) = O(d^{j_1} H^{2j_1} \sqrt{p} \log p).
\]
By Proposition \( 5.1 \) each of the \( C_h \) is absolutely irreducible except for at most
\( O(H^j) \) of them. For those irreducible curves the estimate in \( 6.5 \) is applicable to
\( C_h \) as well, and for those reducible curves \( 6.6 \) applies. Thus combining the above
two equalities and the above estimate for off-diagonal terms, we have
\[
S(j,j) = j! H^j |\mathcal{I}| (\beta - \alpha)^j + O(j! d^{j_2} H^{r-1} |\mathcal{I}| + d^{j_2} H^{2j} \sqrt{p} \log p).
\]

7. Computation of the moments \( M(r,s) \)

In this section we will finish our computation of the moments \( M(r,s) \) and prove
Theorem \( 4.1 \) and \( 4.2 \). From \( 4.1 \), we have
\[
M(r,s) = \frac{1}{2^{r+s} s!} \sum_{j=0}^{r} \binom{r}{j} \binom{s}{l} (-1)^{s-l} S(j+1, r+s - (j+l)).
\]

When \( S(x) \) is complex, we will apply \( 4.2 \) and \( 4.3 \) of Lemma \( 4.3 \). First suppose
that \( \psi \) is nontrivial. If \( r + s \) is odd, there are no main terms. We have
\[
M(r,s) = O\left( \frac{1}{2^{r+s} s!} \sum_{j=0}^{r} \sum_{l=0}^{s} \binom{r}{j} \binom{s}{l} d^{2(r+s)} H^{r+s} \sqrt{p} \log^{r+s+1} p \right) = O(d^{2(r+s)} H^{r+s} \sqrt{p} \log^{r+s+1} p).
\]
If \( r + s = 2t \) is even, the main terms are hit when \( j + l = (r + s)/2 = t \), and the rest of the terms can be estimated as above. In this case we get
\[
M(r, s) = \frac{1}{2^{r+s}i^s} \sum_{0 \leq j \leq r, 0 \leq s \leq s} \binom{r}{j} \binom{s}{l} (-1)^{r-l} S(j, t) + O(d^{2(r+s)}H^{r+s} \sqrt{p} \log^{r+s+1} p)
\]
\[
= \frac{t! H^t |I| (\beta - \alpha)^t}{2^{r+s}i^s} \sum_{0 \leq j \leq r, 0 \leq s \leq s} \binom{r}{j} \binom{s}{l} (-1)^{r-l}
\]
\[
+ O((t!)^2 H^{t-1} d^{r+s} |I| + 2t! d^{2(r+s)} H^{r+s} \sqrt{p} \log^{r+s+1} p).
\]

Next, if \( \psi \) is trivial and \( \chi \) has order \( a > 2 \), then we apply (4.4), (4.5) and (4.6) of Lemma 4.3. If \( r + s \) is odd, we have
\[
M(r, s) = O\left(\left\lfloor \frac{r + s - 1}{2} \right\rfloor H^{r+s-1} |I| + d^{2(r+s)} H^{r+s} \sqrt{p} \log^{r+s+1} p\right),
\]
while if \( r + s = 2t \) is even, we have
\[
M(r, s) = \frac{t! H^t |I| (\beta - \alpha)^t}{2^{r+s}i^s} \sum_{0 \leq j \leq r, 0 \leq s \leq s} \binom{r}{j} \binom{s}{l} (-1)^{r-l}
\]
\[
+ O(t! d^{2t} H^{t-1} |I| + d^{2(r+s)} H^{r+s} \sqrt{p} \log^{r+s+1} p).
\]

Note that the main term here is the same as the case when \( \psi \) is nontrivial, and the error term is slightly smaller.

Finally, if \( S(x) \) is real, then we apply Lemma 4.4. We are only interested in \( M(k) = M(k, 0) \) since we know that \( M(r, s) = 0 \) when \( s > 0 \). We have
\[
M(k) = \frac{1}{2^k} \sum_{j=0}^{k} \binom{k}{j} S(j, k - j).
\]

If \( k \) is odd, we have
\[
M(k) = O(H^k d^{2k} \sqrt{p} \log^{k+1} p),
\]
which is the same as the case when \( \psi \) is nontrivial. However, when \( k \) is even, the main term is different from the other cases. In this case, the main term is contributed from every term since \( j - (k - j) = 2j - k \) is always even. Therefore we have
\[
M(k) = \frac{1}{2^k} \sum_{0 \leq j \leq k} \binom{k}{j} \frac{k!}{2 \Big(\frac{k}{2}\Big)!} |I| H^k (\beta - \alpha)^\frac{k}{2}
\]
\[
+ O((k/2)! d^k H^{k/2-1} |I| + d^{2k} H^k \sqrt{p} \log^{k+1} p)
\]
\[
= \frac{k!}{2 \Big(\frac{k}{2}\Big)!} |I| H^k (\beta - \alpha)^\frac{k}{2} + O((k/2)! d^k H^{k/2-1} |I| + d^{2k} H^k \sqrt{p} \log^{k+1} p).
\]

8. PROOF OF THEOREM 2.1 AND THEOREM 2.3

In this section we will finish off the proof of the main theorems and get the desired limiting Gaussian distribution. The derivation of the Gaussian distribution from the moments are pretty standard (see for example [4]), and we include them here for the sake of completeness. Again we will need to split into two cases depending on whether \( S(x) \) is complex or real. We will follow (with modifications to suit our situations) the arguments in [8][10] below.
Remark 8.1. The reason for such a normalization can be seen as follows. When \( S(x) \) is complex, by Theorem 4.1 we have

\[
\frac{1}{|\mathcal{I}|} \sum_{x \in \mathcal{I}} |\text{Re}(S(x))|^2 = \frac{1}{|\mathcal{I}|} \sum_{x \in \mathcal{I}} |\text{Im}(S(x))|^2 \sim \frac{H(\beta - \alpha)}{2}
\]

as \( p \) tends to infinity. Likewise, when \( S(x) \) is real, by Theorem 4.2 we have

\[
\frac{1}{|\mathcal{I}|} \sum_{x \in \mathcal{I}} |S(x)|^2 \sim H(\beta - \alpha).
\]

This explain why we will need a different normalization for the real case below.

The main term in Theorem 4.1 (when \( r + s = 2t \) is even) is

\[
t!H^t |\mathcal{I}| (\beta - \alpha)^t \sum_{0 \leq j \leq r, 0 \leq l \leq s} \binom{r}{j} \binom{s}{l} (-1)^{r-l}.
\]

Let

\[
\phi(u, v) = \frac{1}{|\mathcal{I}|} \sum_{x \in \mathcal{I}} e^{i u \text{Re} \tilde{S}(x) + i v \text{Im} \tilde{S}(x)}
\]

be the characteristic function of the joint distribution of \( \text{Re} \tilde{S}(x) \) and \( \text{Im} \tilde{S}(x) \). We will show the following about \( \phi(u, v) \).

**Proposition 8.2.** Let \( p \) be a large prime, and let \( N \) be a positive integer such that \( N \log N = O(\log H) \) and \( H^N = O(|\mathcal{I}|/p^{1/2+\delta}) \) for any \( \delta > 0 \) (as long as \( |\mathcal{I}| \) has a higher order than \( p^{1/2+\delta} \)). Then for any real numbers \( u, v \) such that \( |u|, |v| \leq H^{1/4} \), we have

\[
\phi(u, v) = e^{-\frac{u^2 + v^2}{2}} \left( 1 + O\left(\frac{u^4 + v^4}{H}\right)\right) + O\left(\frac{2N u 2^N}{N!} + \frac{2N v 2^N}{N!} + \frac{2^N (uv) 2^N}{(2N)!}\right)
\]

\[
+ O\left(\frac{(2N)^2 dN H^{-1}}{dN} + 2N N! dN H^{4N} |\mathcal{I}|^{-1} \sqrt{p \log 4N} p\right)(1 + u^2)(1 + v^2).\]

**Proof.** Using the Taylor expansion

\[
e^{iz} = \sum_{j=0}^{N-1} \frac{(ix)^j}{j!} + O\left(\frac{x^{2N}}{(2N)!}\right)
\]

we have

\[
\phi(u, v) = \frac{1}{|\mathcal{I}|} \sum_{x \in \mathcal{I}} \sum_{r=0}^{2N-1} \sum_{s=0}^{2N-1} \frac{(iu \text{Re} \tilde{S}(x))^r (iv \text{Im} \tilde{S}(x))^s}{r!s!} + E,
\]

8.1. **The case when \( S(x) \) is complex.** We first consider the case when \( S(x) \) is complex. First we will normalize the sum \( S(x) \) by setting

\[
\tilde{S}(x) = \frac{\sqrt{2}}{H^{\frac{1}{2}}(\beta - \alpha)^{\frac{1}{2}}} S(x).
\]

Likewise we define the normalized moments

\[
M(r, s) = \frac{2^{2N} \beta^r \alpha^s}{H^{2r+s} p^{r+s}} M(r, s) = \sum_{x \in \mathcal{I}} (\text{Re} \tilde{S}(x))^r (\text{Im} \tilde{S}(x))^s.
\]

Remark 8.1. The reason for such a normalization can be seen as follows. When \( S(x) \) is complex, by Theorem 4.1 we have

\[
\frac{1}{|\mathcal{I}|} \sum_{x \in \mathcal{I}} |\text{Re}(S(x))|^2 = \frac{1}{|\mathcal{I}|} \sum_{x \in \mathcal{I}} |\text{Im}(S(x))|^2 \sim \frac{H(\beta - \alpha)}{2}
\]

as \( p \) tends to infinity. Likewise, when \( S(x) \) is real, by Theorem 4.2 we have

\[
\frac{1}{|\mathcal{I}|} \sum_{x \in \mathcal{I}} |S(x)|^2 \sim H(\beta - \alpha).
\]

This explain why we will need a different normalization for the real case below.

The main term in Theorem 4.1 (when \( r + s = 2t \) is even) is

\[
t!H^t |\mathcal{I}| (\beta - \alpha)^t \sum_{0 \leq j \leq r, 0 \leq l \leq s} \binom{r}{j} \binom{s}{l} (-1)^{r-l}.
\]

Compare with Lemma 8.2 we obtain

\[
M(r, s) = |\mathcal{I}| (\beta - \alpha)^t E((\text{Re} Z_H)^r (\text{Im} Z_H)^s)
\]

\[
+ O((t!)^2 H^{t-1} d^{r+s} |\mathcal{I}| + 2t! t!) d^{2(r+s)} H^{r+s} \sqrt{p \log r^{r+s} p}).
\]

Let

\[
\phi(u, v) = \frac{1}{|\mathcal{I}|} \sum_{x \in \mathcal{I}} e^{i u \text{Re} \tilde{S}(x) + i v \text{Im} \tilde{S}(x)}
\]

be the characteristic function of the joint distribution of \( \text{Re} \tilde{S}(x) \) and \( \text{Im} \tilde{S}(x) \). We will show the following about \( \phi(u, v) \).
where the error term $E$ is

$$E = O\left( \frac{1}{|I|} \sum_{x \in I} \left( \frac{u \Re \tilde{S}(x) 2^N}{(2N)!} + \frac{(v \Im \tilde{S}(x) 2^N}{(2N)!} + \frac{(w \Re \tilde{S}(x) \Im \tilde{S}(x) 2^N}{(2N)!^2} \right) \right)$$

$$= O\left( \frac{1}{|I|} \left( \frac{u 2^N}{(2N)!} \tilde{M}(2N, 0) + \frac{v 2^N}{(2N)!} \tilde{M}(0, 2N) + \frac{(uv) 2^N}{(2N)!^2} \tilde{M}(2N, 2N) \right) \right).$$

By Theorem 4.1 and 8.3, this gives

$$E = O\left( \frac{2^N u 2^N}{N!} + \frac{2^N v 2^N}{N!} + \frac{2^N (uv) 2^N}{(2N)!} \right)$$

when $H = o(\log p)$. For the main term, which we denoted by $\mathcal{M}$, consider

$$\mathcal{M} = \frac{1}{|I|} \sum_{x \in I} \sum_{r=0}^{2N-1} \sum_{s=0}^{2N-1} \frac{(iu \Re \tilde{S}(x) r (iv \Im \tilde{S}(x))^s}{r! s!}$$

$$= \frac{1}{|I|} \sum_{r=0}^{2N-1} \sum_{s=0}^{2N-1} \frac{(H/2)^{r+s} (\beta - \alpha)^{r+s}}{2^r r! s!} M(r, s).$$

Now invoke (8.2) and (3.1), we get

$$\mathcal{M} = \sum_{r=0}^{2N-1} \sum_{s=0}^{2N-1} \frac{(iu)^r (iv)^s}{r! s!} E((\Re \tilde{Z}_H)^r (\Im \tilde{Z}_H)^s)$$

$$+ O\left( \left( (2N)!^2 d_{4N} H^{-1} + 2^N N! d_{4N} H^{4N} \sqrt{p \log A^N} p |I|^{-1} \right) (1 + u 2^N) (1 + v 2^N) \right).$$

Again from the Taylor series, the main term above is

$$\sum_{r=0}^{2N-1} \sum_{s=0}^{2N-1} \frac{(iu)^r (iv)^s}{r! s!} E((\Re \tilde{Z}_H)^r (\Im \tilde{Z}_H)^s)$$

$$= \left( \sum_{r=0}^{2N-1} \frac{(iu \Re \tilde{Z}_H)^r}{r!} \right) \left( \sum_{s=0}^{2N-1} \frac{(iv \Im \tilde{Z}_H)^s}{s!} \right)$$

$$= E \left( e^{iu \Re \tilde{Z}_H} + O \left( \frac{(u \Re \tilde{Z}_H)^{2N}}{(2N)!} \right) \right) \left( e^{iv \Im \tilde{Z}_H} + O \left( \frac{(v \Im \tilde{Z}_H)^{2N}}{(2N)!} \right) \right)$$

$$= E \left( e^{iu \Re \tilde{Z}_H + iv \Im \tilde{Z}_H} + O \left( \frac{2^N u 2^N}{N!} + \frac{2^N v 2^N}{N!} + \frac{2^N (uv) 2^N}{(2N)!} \right) \right),$$

where the error term is calculated in the same way as we calculate $E$. Now combining the above equation, (8.2), (8.4), (8.5) and Lemma 8.5 yields Proposition 8.2.

Theorem 2.1 now follows from Proposition 8.2 by exactly the same arguments in [8] Section 4], which is also the method that Selberg used in his proof that log $\zeta(1/2 + it)$ has a limiting two-dimensional Gaussian distribution (see [13][14]).

8.2. The case when $S(x)$ is real. When $S(x)$ is real, we will need a different normalization in the form of

$$S_R(x) = \frac{1}{H^{\frac{1}{2}} (\beta - \alpha)^{\frac{1}{2}}} S(x),$$

and

$$M_R(k) = \sum_{x \in I} S_R(x)^k.$$
The main term in Theorem 4.2 (for $k\text{ even}$) is
$$\frac{k!}{2^k\left(\frac{k}{2}\right)!} |\mathcal{I}| H^k\left(\beta - \alpha\right)^k = 1 \cdot 3 \cdot \ldots \cdot (k-1) \cdot |\mathcal{I}| \cdot H^k\left(\beta - \alpha\right)^k,$$
when $k$ is even. Write
$$\mu_k = \begin{cases} 1 \cdot 3 \cdot \ldots \cdot (k-1), & k\text{ even}, \\ 0, & k\text{ odd}. \end{cases}$$
Then we have
$$\lim_{p \to \infty} \frac{M_R(k)}{|\mathcal{I}|} = \mu_k.$$
That is
$$\lim_{p \to \infty} \frac{1}{|\mathcal{I}|} \sum_{x \in \mathcal{I}} S_R(x)^k = \mu_k. \quad (8.6)$$
Recall that $G_p(\lambda)$ is the number of $x \in \mathcal{I}$ such that $S(x) \leq \lambda(H(\beta - \alpha))^{1/2}$, i.e. the number of $x \in \mathcal{I}$ with $S_R(x) \leq \lambda$. Then $G_p(\lambda)$ is a monotonic increasing step-function of $\lambda$, with discontinuities at $\lambda = \lambda_1, \ldots, \lambda_h$, say. Note that $G_p(\lambda) = 0$ if $\lambda < -H$, and $G_p(\lambda) = |\mathcal{I}|$ if $\lambda \geq H$. Collect together the values of $x \in \mathcal{I}$ for which $S_R(x) = \lambda_i$, then (8.6) gives (with the convention $G_p(\lambda_0) = 0$)
$$\lim_{p \to \infty} \frac{1}{|\mathcal{I}|} \sum_{j=1}^h (\lambda_j)^k (G_p(\lambda_j) - G_p(\lambda_{j-1})) = \mu_k.$$
The LHS in the above equation can be written as a Riemann-Stieltjes integral
$$\frac{1}{|\mathcal{I}|} \sum_{j=1}^h (s_j)^k (G_p(\lambda_j) - G_p(\lambda_{j-1})) = \int_{-\infty}^{\infty} t^k d\phi_p(t),$$
where
$$\phi_p(t) = \frac{1}{|\mathcal{I}|} G_p(\lambda).$$
On the other hand, set
$$\phi(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{t} e^{-u^2/2} du,$$
that is, the distribution function for the standard Gaussian distribution. Then we have
$$\int_{-\infty}^{\infty} t^k d\phi(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} t^k e^{-t^2/2} dt = \mu_k$$
for all $k$. From this, one can deduce from probability theory (see [4]) that
$$\lim_{p \to \infty} \phi_p(t) = \phi(t).$$
This proves Theorem 2.3.
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