MINIMAL NONDEGENERATE EXTENSIONS

THEO JOHNSON-FREYD AND DAVID REUTTER

Abstract. We prove that every slightly degenerate braided fusion category admits a minimal nondegenerate extension, and hence that every pseudo-unitary super modular tensor category admits a minimal modular extension. This completes the program of characterizing minimal nondegenerate extensions of braided fusion categories.

Our proof relies on the new subject of fusion 2-categories. We study in detail the Drinfel’d centre $\mathcal{Z}(\text{Mod-} B)$ of the fusion 2-category $\text{Mod-} B$ of module categories of a braided fusion 1-category $B$. We show that minimal nondegenerate extensions of $B$ correspond to certain trivializations of $\mathcal{Z}(\text{Mod-} B)$. In the slightly degenerate case, such trivializations are obstructed by a class in $H^5(\mathcal{K}(\mathbb{Z}_2, 2); \mathbb{K}^\times)$ and we use a numerical invariant — defined by evaluating a certain two-dimensional topological field theory on a Klein bottle — to prove that this obstruction always vanishes.

Along the way, we develop techniques to explicitly compute in braided fusion 2-categories which we expect will be of independent interest. In addition to the model of $\mathcal{Z}(\text{Mod-} B)$ in terms of braided $B$-module categories, we develop a computationally useful model in terms of certain algebra objects in $B$. We construct an $S$-matrix pairing for any braided fusion 2-category, and show that it is nondegenerate for $\mathcal{Z}(\text{Mod-} B)$. As a corollary, we identify components of $\mathcal{Z}(\text{Mod-} B)$ with blocks in the annular category of $B$ and with the homomorphisms from the Grothendieck ring of the Müger centre of $B$ to the ground field.
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1. Introduction

1.1. Motivation and statement of the main result. This paper completes the longstanding program of classifying minimal nondegenerate extensions of braided fusion categories, a question first raised in [Müg03] and which has occupied many papers in recent years [DMNO13, DNO13, BGH+17, GVR17, GS17, VR19, LKW17, DS18, DN20a, OY21]: we prove that there is no obstruction to finding a minimal nondegenerate extension for any slightly degenerate braided fusion category. Throughout this paper we work over a fixed algebraically-closed characteristic-zero field $k$.

Braided fusion categories play a key role in the representation theory of quantum groups, Hopf algebras, and vertex algebras [CP94, EGNO15, LL04], and in the construction of three-manifold invariants [RT91, Tur92]. Moreover, braided fusion categories organize the particle excitations in topological 2+1D quantum systems [MS89, Wit89, Wen90], leading to their great importance in the study of quantum matter and quantum computation [Kit03, Wan10].

Braided fusion categories are a “noninvertible” generalization of finite abelian groups equipped with quadratic forms. Indeed, a braided fusion category in which every simple object is invertible is uniquely determined by its finite abelian group $A$ of invertible objects and their self-braidings $\beta_{x,x} : x \otimes x \to x \otimes x$ assembled into a quadratic form $q : A \to k^\times$ [JS93]. The associated symmetric bilinear form $b(x,y) := \frac{q(x+y)}{q(x)q(y)}$ records the full braiding $\beta_{y,x} \circ \beta_{x,y} : x \otimes y \to x \otimes y$ of invertibles.

Suppose that $B \subset C$ is a subgroup of an abelian group $C$ with a symmetric bilinear form $b$. The orthogonal of this inclusion is the subgroup $\{ y \in C \mid b(x,y) = 1 \ \forall x \in B \}$. The radical $\text{rad}(A,b)$ of a symmetric bilinear form $b$ on $A$ is the orthogonal of the identity inclusion $A \subset A$, and $(A,b)$ is nondegenerate when its radical is the trivial group. When $b$ is the associated bilinear form of a quadratic form $q$, then there is a finer notion of “radical” of the quadratic form $q$. Specifically, the restriction $q|_{\text{rad}(A,b)} : \text{rad}(A,b) \to k^\times$ is a homomorphism which takes values in $\{ \pm 1 \} \subset k^\times$, and the radical $\text{rad}(A,q)$ is defined as the kernel of $q|_{\text{rad}(A,b)}$. The pair $(A,q)$ is slightly degenerate when $\text{rad}(A,q)$ is trivial but $\text{rad}(A,b)$ is not: equivalently, when $\text{rad}(A,b) \cong \mathbb{Z}_2 = \{1,e\}$ and $q(e) = -1$.

In the context of braided fusion categories, the “orthogonal” of a fully-faithful inclusion $B \subset C$ is called the centralizer, defined to be the full braided subcategory of $C$ of objects transparent to those objects of $B$:

$$Z_2(B \subset C) := \{ y \in C \text{ s.t. } \beta_{y,x} \circ \beta_{x,y} = \text{id}_{x \otimes y} \ \forall x \in B \}.$$ 

The “radical” of a braided fusion category $B$ is the centralizer of the identity inclusion, and is called the Müger centre $Z_2(B)$ of $B$. It is automatically a symmetric monoidal category and is contained as a full subcategory in the centralizer $Z_2(B \subset C)$ of any inclusion. A braided fusion category $B$ is called nondegenerate when its Müger centre is the “trivial
symmetric fusion category”, i.e. when \( \mathcal{Z}(2)(\mathcal{B}) \) is equivalent to the category \( \text{Vec} \) of finite-dimensional vector spaces. A braided fusion category \( \mathcal{B} \) is slightly degenerate when \( \mathcal{Z}(2)(\mathcal{B}) \) is equivalent as a symmetric fusion category to the category \( \text{sVec} \) of finite-dimensional super vector spaces.

Let \((A, q)\) be a finite abelian group with a quadratic form \( q \) and associated bilinear form \( b \). It is natural to try to extend \((A, q)\) to a larger group \( A' \) with a quadratic form \( q' \) which is nondegenerate. Such an extension is minimal when the orthogonal of \( A \subset A' \) contains nothing more than \( \text{rad}(A, b) \). For groups, it turns out that such minimal extensions always exist. The same question makes sense for braided fusion categories: a minimal nondegenerate extension of a braided fusion category \( \mathcal{B} \) is an inclusion \( \mathcal{B} \subset \mathcal{M} \) such that \( \mathcal{M} \) is nondegenerate and the canonical inclusion \( \mathcal{Z}_2(\mathcal{B}) \subset \mathcal{Z}_2(\mathcal{B} \subset \mathcal{M}) \) is an equivalence. Generalizing the group case, Müger asked in [Müg03] whether every braided fusion category admits a minimal nondegenerate extension.

Somewhat surprisingly, given the group case, the answer to Müger’s question is “No,” as first demonstrated by an explicit counterexample constructed by Drinfel’d in unpublished work. Specifically, there is a series of cohomological obstructions, detailed in [GVR17], which reduce the minimal nondegenerate extension theory for general braided fusion categories to the problem of finding minimal nondegenerate extensions for slightly degenerate braided fusion categories. This last problem remained open for many years and appeared for example as Question 5.15 in [DNO13], Conjecture 3.9 in [BGH+17], and Conjecture 1.1 in [OY21]. Our main result is a solution to this problem based on the new theory of fusion 2-categories introduced in [DR18]:

**Main Theorem.** Every slightly degenerate braided fusion category admits a minimal nondegenerate extension.

Ultimately, our proof of this theorem is constructive: In Remark 1.2, we describe how to construct a minimal nondegenerate extension of a slightly degenerate braided fusion category from certain choices of data.

Already in the group case, there are multiple minimal nondegenerate extensions, and there can fail to be a canonical choice. This is a hallmark of obstruction theory, and so in hindsight does predict the presence of possible obstructions. For a braided fusion category \( \mathcal{B} \) whose Müger centre is Tannakian, i.e. equivalent to the category \( \text{Rep}(G) \) of finite-dimensional representations of some finite group \( G \), the obstruction to having a minimal nondegenerate extension lives in \( H^4_{\text{gp}}(G; k^\times) \) [GVR17]. Moreover, as we explain in Section 4, every class in \( H^4_{\text{sg}}(G; k^\times) \) can be realized as this obstruction for some braided fusion category.

In that same section, we also explain a complete “supercohomological” obstruction theory for the general non-Tannakian case, thereby answering a question asked by [Ost17]. One outcome of our paper overall is that when \( \mathcal{B} \) is slightly degenerate, its obstruction to admitting a minimal nondegenerate extension is naturally a class in \( H^3(K(\mathbb{Z}_2, 2); k^\times) \cong \mathbb{Z}_2 \). The proof of the Main Theorem proceeds by providing a universal calculation of this obstruction and showing that, while its ambient group is nontrivial, the obstruction itself vanishes for all slightly degenerate braided fusion categories. From this perspective, the slightly degenerate case is in stark contrast to the Tannakian case where all obstruction classes are realizable.

**Remark 1.1.** The nontriviality of the obstruction group \( H^3(K(\mathbb{Z}_2, 2); k^\times) \cong \mathbb{Z}_2 \), but the triviality of the obstruction itself, has physical significance. As explained further in [JF20a], it implies the existence of a 3+1D gapped topological phase of matter which is “chiral” in the sense that it does not admit a gapped topological boundary condition. The extended
operators of this phase are described by the braided fusion 2-category $\mathcal{T}$ of Theorem 3.2. The existence of such a phase was predicted in [Tho15], which analyzes a 3+1D gapped quantum field theory with gravitational ’t Hooft anomaly $(-1)^{m_2m_3}$. However, that anomaly trivializes on framed manifolds, and hence trivializes if one allows Lorentz symmetry to break. Our Main Theorem implies that even if one is willing to break Lorentz symmetry (which can e.g. happen in lattice systems with an ambient magnetic field) then still this phase does not admit a gapped topological boundary condition.

1.2. Structure of the proof. Section 2 records a number of results about braided fusion 1- and 2-categories. These both set up our proof and may be of independent interest. The first step is to translate the question of classifying minimal nondegenerate extensions into 2-categorical language. Some ideas of this translation appeared in the lecture [DN20b] and the companion paper [DN20a]. The version we will use builds on the recent work [DR18, GJF19a, JF20b] setting out the basic theory of fusion 2-categories. We review the main elements in §2.1 and §2.2. Specifically, each braided fusion 1-category $\mathcal{B}$ can be “suspended” to a fusion 2-category, whose Drinfel’d centre $\mathcal{Z}(\mathcal{B})$ is a braided fusion 2-category, equivalent to the braided fusion 2-category $\text{BrMod}\mathcal{B}$ of braided $\mathcal{B}$-module categories from [Bro13, BZBJ18, DN20a]. Our first main result is Theorem 2.19 in §2.3, where we show that to build a minimal nondegenerate extension of $\mathcal{B}$, it suffices to identify $\mathcal{Z}(\mathcal{B})$ with $\mathcal{Z}(\Sigma \mathcal{Z}_2(\mathcal{B}))$. We then given an explicit model of $\mathcal{Z}(\Sigma \mathcal{B})$ in terms of “half-braided algebras” in §2.4, and use it to conclude a number of facts about $\mathcal{Z}(\Sigma \mathcal{B})$: in particular, in Corollary 2.44 in §2.5 we show that $\mathcal{Z}(\Sigma \mathcal{B})$ is generated under direct sums and idempotent completions by the 1-categorical Drinfeld centre $\mathcal{Z}(\mathcal{B})$ thought of as a braided $\mathcal{B}$-module; using this, Theorem 2.52 in §2.6 and Theorem 2.57 in §2.7 first count and then enumerate the “components” of $\mathcal{Z}(\Sigma \mathcal{B})$, identifying them via a 2-categorical “$S$-matrix” with the set of ring homomorphisms $K_0(\mathcal{Z}_3(\mathcal{B})) \to \mathbb{k}$ from the Grothendieck ring of $\mathcal{Z}_2(\mathcal{B})$.

With these general results established, we prove our Main Theorem in Section 3. The results in Section 2 significantly constrain the braided monoidal equivalence class of $\mathcal{Z}(\Sigma \mathcal{B})$ for a slightly degenerate braided fusion 1-category $\mathcal{B}$, and reduce the problem to showing that $\mathcal{Z}(\Sigma \mathcal{B})$ is in fact independent, up to noncanonical equivalence, of the choice of $\mathcal{B}$. Theorem 3.2 in §3.1 classifies the two possible options for $\mathcal{Z}(\Sigma \mathcal{B})$ consistent with the results of Section 2, and in §3.2 and §3.3 we construct an invariant $\kappa$ of self-dual objects, which is reminiscent of a 2-categorical version of the Frobenius–Schur indicator. We show in §3.4 that our invariant $\kappa$ can distinguish the two possible options for $\mathcal{Z}(\Sigma \mathcal{B})$. In §3.5 and §3.6 we develop the computational techniques needed to calculate $\kappa$ in the half-braided algebra model of $\mathcal{Z}(\Sigma \mathcal{B})$. These pieces are assembled and the proof completed in §3.7.

Remark 1.2. Building on a result of Nikshych and Davydov on $\mathbb{Z}_2$-extensions of braided fusion categories [DN20a, Theorem 8.18], and upcoming work of Douglas–Schommer-Pries–Snyder [DSPS] on a minimal CW decomposition of the 4-type of $\text{BSO}(3)$, we now give an alternative proof of our Main Theorem leading to an explicit construction of the non-degenerate extension of any braided fusion 1-category. This alternative proof avoids Theorems 2.19 and 3.2 (along with the rest of §2.3, §3.1 and §3.4), but still relies on Theorems 2.52, 2.57 and the explicit computations in §3.5–3.7.

Suppose that $\mathcal{B}$ is a slightly-degenerate braided fusion 1-category. As is true for any braided fusion 1-category, $\mathcal{B}$ determines a braided monoidal 2-category $\text{BrMod}\mathcal{B}$ of braided $\mathcal{B}$-module categories [Bro13, BZBJ18, DN20a]. Theorems 2.52 and 2.57 describe this 2-category in detail. In particular, if $\mathcal{B}$ is slightly degenerate, then there are four equivalence classes of indecomposable braided $\mathcal{B}$-module categories. Two of them are “magnetically
neutral"; the transparent simple “electron” $e \in \mathbb{Z}_2(B)$ braids with them trivially. The other two are “magnetically charged”: the braiding with $e$ is $-1$.

Arbitrarily select one of the two magnetically charged indecomposable braided $B$-modules $\mathcal{X}$. One way to do this is to decompose the Drinfel’d centre $\mathcal{Z}(B)$ as a sum of indecomposable braided $B$-modules: by Corollary 2.44, both neutral and magnetically charged summands appear. The fusion $\mathcal{X} \boxtimes_B \mathcal{X}$ turns out to be equivalent as a braided $B$-module to $B$ itself; arbitrarily choose such an equivalence $r : \mathcal{X} \boxtimes_B \mathcal{X} \simeq B$. Up to isomorphism, there are precisely two such choices of $r$.

These choices determine a bifunctor on the category $\mathcal{M} := B \boxplus \mathcal{X}$. By [DN20a, Theorem 8.18], extensions of this bifunctor to a full braided monoidal structure (which restricts to the braided monoidal structure on $B$ and to the braided module structure on $\mathcal{X}$) correspond to extensions of the data $(\mathcal{X}, r)$ to a braided monoidal 2-functor $\mathbb{Z}_2 \rightarrow \text{BrMod-}B$ where we think of the commutative group $\mathbb{Z}_2$ as a braided monoidal 2-category with only identity 1- and 2-morphisms. Using upcoming results of Douglas–Schommer-Pries–Snyder [DSPS] to build a minimal CW decomposition of the $4$-type of $K(\mathbb{Z}_2, 2)$, it follows from Corollary 3.21 that such extensions exist if and only if the self-braiding $\text{br}_{\mathcal{X}, \mathcal{X}}$ is isomorphic to the identity on $\mathcal{X} \boxtimes_B \mathcal{X}$ and a certain “Klein bottle” obstruction $\kappa(\mathcal{X}, r) \in k^\times$ is trivial. In this case, there are exactly four such choices of extension corresponding to four admissible choices of isomorphism $\phi : \text{br}_{\mathcal{X}, \mathcal{X}} \cong \text{id}_{\mathcal{X} \boxtimes_B \mathcal{X}}$ (see Corollary 3.21 for more details).

Trivializability of $\text{br}_{\mathcal{X}, \mathcal{X}}$ holds for any choice of magnetic simple object $\mathcal{X}$ and is explained in the first part of the proof of Theorem 3.2, while triviality of the Klein obstruction $\kappa(\mathcal{X}, r)$ follows from the computations in §3.5–3.7.

Since $\mathcal{X}$ is magnetically charged, the braided extension $\mathcal{M}$ is non-degenerate, resulting in the minimal nondegenerate extension of $B$ that we are after. The 16-fold way emphasized in [BGH+17] arises from the $2 \times 2 \times 4$ choices of $\mathcal{X}$, $r$ and $\phi$, respectively, needed in the construction.

1.3. Minimal modular extensions for pseudo-unitary categories. Our Main Theorem may be extended to account for ribbon structures and modularity, provided these structures are (pseudo-)unitary. Recall that, when $k = \mathbb{C}$, a braided fusion category is pseudo-unitary if it admits a (necessarily unique) “positive” ribbon structure for which all quantum dimensions are positive. (For comparison, a unitary braided fusion category is a braided fusion category equipped with a positive $*$, or dagger-structure. The underlying braided fusion category of such a category is pseudo-unitary and has a unique positive $*$-structure [Gal14, Reu19], but it remains open whether every pseudo-unitary braided fusion category admits a positive $*$-structure.) A pseudo-unitary super-modular category, respectively modular category, is a slightly degenerate, respectively nondegenerate, pseudo-unitary braided fusion category equipped with its unique positive ribbon structure [BGH+17]. The term spin-modular is used in [BBC17, Bla05, BGH+17] for a stronger notion than super-modularity: a modular tensor category $\mathcal{M}$ equipped with a chosen ribbon embedding $s\text{Vec} \subset \mathcal{M}$. The centralizer $B = \mathbb{Z}_2(s\text{Vec} \subset \mathcal{M})$ is therefore super-modular, but, as emphasized in [BGH+17], a super-modular category can extend to a spin-modular one in multiple ways.

**Corollary 1.3.** Every pseudo-unitary super-modular category admits a pseudo-unitary minimal modular extension.

**Proof.** By our Main Theorem, any slightly degenerate braided fusion category $B$ admits a minimal nondegenerate extension $\mathcal{M}$. By [ENO05, Propoposition 8.23], a braided fusion
category $\mathcal{B}$ is pseudo-unitary if and only if its global dimension agrees with its Frobenius-Perron dimension. By [DGNO10, Theorem 3.10] and [DGNO10, Theorem 3.14], respectively, any nondegenerate extension $\mathcal{B} \subset \mathcal{M}$ of a braided fusion category $\mathcal{B}$ has the following global dimension and Frobenius-Perron dimension:

$$\dim(\mathcal{M}) = \dim(\mathcal{B}) \dim(\mathcal{Z}_2(\mathcal{B} \subset \mathcal{M})), \quad \text{FPdim}(\mathcal{M}) = \text{FPdim}(\mathcal{B}) \text{FPdim}(\mathcal{Z}_2(\mathcal{B} \subset \mathcal{M})).$$

Hence, if $\mathcal{M}$ is a nondegenerate extension of a slightly degenerate pseudo-unitary $\mathcal{B}$, it follows that

$$\dim(\mathcal{M}) = 2 \dim(\mathcal{B}) = 2 \text{FPdim}(\mathcal{B}) = \text{FPdim}(\mathcal{M})$$

and therefore that $\mathcal{M}$ is also pseudo-unitary. In particular, the unique positive ribbon structure on $\mathcal{B}$ extends to the unique positive ribbon structure on $\mathcal{M}$. □

The more general question (also asked in [Müg03]) of whether every super-modular category admits a minimal modular extension remains open. We expect it can be settled with similar techniques.

**Remark 1.4.** We announced a proof of the special case Corollary 1.3 of our Main Theorem in November 2020, and one of us presented an outline at the lecture [JFRa]. Our proof at the time was closely inspired by ideas from condensed matter and topological quantum field theory, and involved calculating what in physics would be considered “anomalies” of “higher symmetries” and the “coupling to gravity.” Our proof did require some positivity statements in order to rule out certain anomalies. Our interpretation of this positivity requirement was that we were using some higher-categorical version of a “spin-statistics theorem” (and physicists know well that spin-statistics theorems can fail if unitarity and positivity requirements are dropped).

Our proof in this paper is completely algebraic. We found it by studying our anomaly calculations and discovering that they required less “orientability” or “unitarity” than we expected on physical grounds. Since we do not have a satisfactory physical/topological explanation of this, we have chosen to present our story emphasizing the role played by (braided) fusion 2-categories, and the parallels between that theory and the more familiar theory of (braided) fusion 1-categories, and not to elaborate on the topological quantum field theoretic interpretation.
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2. FUSION 2-CATEGORIES AND THEIR DRINFEL’D CENTRES

2.1. Multifusion 2-categories. Fusion 2-categories were first axiomatized in [DR18], although variants had earlier been considered nonrigorously in the theoretical physics literature [KW14, KWZ15, KWZ17, LKW18, LW19]. The theory was then further developed by [GJF19a, JF20b]. Those latter papers study (fusion) $n$-categories for arbitrary $n$, and when $n$ is large they make some explicit assumptions about the theory of colimits in enriched $(\infty,1)$-categories which have not been verified in the literature. Although we will lean on those papers for some intuition and notation, we will not require those unverified assumptions: in particular, we will not need fusion $n$-categories for $n > 2$, and the theory of fusion 2-categories of [DR18] is fully rigorized within the framework of monoidal bicategories. Monoidal bicategories date back as far as [BN96], and a good reference is the appendix to [SP09].

Remark 2.1. By “1-category” we mean the usual strict notion, and by “2-category” we mean “weak 2-category” or equivalently “bicategory.” That said, we will generally suppress associator and unitor data for clarity; this is justified by the appropriate (semi)-strictification theorems for (braided) monoidal bicategories [GPS95, Gur06, Gur11]. We will use the words “equivalent” and “isomorphic” interchangeably. We will generally use the following notation to remind the “category number” of various constructions. Capital letters usually refer to objects of 2-categories, lower case letters to 1-morphisms in 2-categories and objects of 1-categories, and Greek letters to 2-morphisms in 2-categories and 1-morphisms in 1-categories. Two exceptions to this convention are: unit objects in tensor $n$-categories are called $I$ and unit $k$-morphisms are called $id$; the braiding natural transformation in a braided monoidal 1-category is called $\beta$ and the braiding natural transformation in a braided monoidal 2-category is called $br$, even when it is evaluated on 1-morphisms (where it is valued in 2-morphisms). Composition of top-morphisms is generally $\cdot$, and composition of 1-morphisms in 2-categories is $\circ$. Tensor products are $\otimes$ for 1-categories and $\boxtimes$ for 2-categories. We do not use the conventions of [DSPS20]: rather, a monoidal 1-category $C$ determines a 2-category $B^C$ with one object $\ast$ such that $\text{Hom}_{BC}(\ast, \ast) = C$ and $x \circ y := x \otimes y$. For braided monoidal categories $B$, we write $B^{\text{rev}}$ for the same monoidal category $B$ with inverse braiding.

Recall that a semisimple 1-category over our fixed characteristic-zero algebraically-closed field $k$ is a 1-category $C$ such that:

- For every object $x \in C$, $\text{End}_C(x)$ is a finite-dimensional semisimple $k$-algebra. We will henceforth write $\Omega_x C := \text{End}_C(x)$, thinking of this algebra as the “based loop space of $C$ at $x \in C$.” In many cases there will be a distinguished object $I \in C$, in which case we will write simply “$\Omega C$” for its endomorphisms.
- $C$ is additively and Karoubi complete. In other words, $C$ has direct sums and all idempotents (endomorphisms $\rho \in \Omega_x C$ such that $\rho^2 = \rho$) split (factor as $\rho = \gamma \phi$ for some morphisms $\phi : x \to y$ and $\gamma : y \to x$ such that $\phi \gamma = \text{id}_y$).

The set of components of a semisimple 1-category $C$, denoted $\pi_0 C$, is the set of isomorphism classes of simple objects. This is consistent with the notation $\pi_0 C$ of components of a semisimple 2-category described in Theorem 2.7.
A semisimple 1-category equipped with a monoidal structure is called multifusion if it has finitely many isomorphism classes of simple objects and all objects have (both left and right) duals, and fusion if additionally the unit object $I$ is simple, i.e. if $\Omega C \cong k$.

Remark 2.2. We will take repeated advantage of the fact that in characteristic zero, semisimple algebraic objects are automatically separable. This statement holds both for associative algebras, for which one needs only that characteristic-zero fields are perfect, and for multifusion categories, for which it is a subtle theorem of [ENO05, DSPS20]. For comparison, it allows us to characterize simple objects as those with endomorphism ring $k$, and not have to mention division rings — but it is less vital. For the proof of the Main Theorem, the characteristic zero assumption will also appear in Proposition 3.27, and is central to the final steps of the proof in §3.7.

The idea of fusion 2-categories is that they are to fusion 1-categories as fusion 1-categories are to semisimple algebras. Specifically, a semisimple 2-category over $k$ is a linear 2-category $C$ such that:

- For every $X \in C$, $\Omega_X C := \text{End}_C(X)$ is a multifusion 1-category.
- $C$ is additively and Karoubi complete.

Before giving the definition of (multi)fusion 2-category, it is worth elaborating a bit on the second bullet point.

It is straightforward to define direct sums in a linear 2-category: given objects $X, Y \in C$, the direct sum $X \oplus Y$, if it exists, is the unique (up to isomorphism which is unique up to 2-isomorphism) object equipped with 1-morphisms $p_X : X \oplus Y \to X$, $p_Y : X \oplus Y \to Y$, $i_X : X \to X \oplus Y$, $i_Y : Y \to X \oplus Y$, and a direct sum decomposition $\text{id}_{X \oplus Y} \cong (i_X \circ p_X) \oplus (i_Y \circ p_Y)$ such that $p_X \circ i_X \cong \text{id}_X$, $p_Y \circ i_Y \cong \text{id}_Y$, $p_X \circ i_Y \cong 0$, $p_Y \circ i_X \cong 0$ [DR18, Definition 1.1.2]. Note that this latter direct sum decomposition takes place in the additive 1-category of endomorphisms of $X \oplus Y$. (There is an equivalent definition which also chooses the isomorphisms $p_X \circ i_X \cong \text{id}_X$ etc. as data, subject to certain coherence conditions.)

In a 2-category with direct sums, if all endomorphism categories are multifusion, then also all 1-morphisms admit both adjoints.

The more interesting part is to define Karoubi completeness of 2-categories. We will give the definition from [DR18], which is tuned to the case of 2-categories in which all 1-morphisms admit adjoints. (A more general definition without this assumption is given in [GJF19a]; Theorem 3.3.3 therein confirms that the two notions give equivalent definitions of Karoubi completeness when all 1-morphisms have adjoints.) Recall that a monad on an object $X \in C$ is a unital and associative algebra object $p \in \Omega_X C$. A monad is separable when the multiplication map $\mu : p \circ p \to p$, which is a map of $p$-bimodules by associativity, splits $p$-bilinearly. Separable monads will be our categorification of idempotents.

As an example, suppose that $f : X \to Y$ is a 1-morphism with right adjoint $f^* : Y \to X$, and suppose that the counit $\text{ev}_f : f \circ f^* \to \text{id}_Y$ admits a section (i.e. a 2-morphism $\nu : \text{id}_Y \to f \circ f^*$ such that $\text{ev}_f \cdot \nu = \text{id}_{\text{id}_Y}$). The corresponding monad $p := f^* \circ f$, with multiplication map

$$p \circ p \cong f^* \circ (f \circ f^*) \circ f \xrightarrow{\nu \circ f} f^* \circ \text{id}_Y \circ f \cong p$$

is automatically separable. A separable monad splits when it factors in this way (see [DR18, Definition 1.3.3]), and a 2-category with adjoints is Karoubi complete when its hom-categories are Karoubi complete and all separable monads split.
**Example 2.3.** A pointing of a 2-category $C$ is a choice of object $X \in C$. The assignment $(C, X) \to \Omega_X C$ from pointed semisimple 2-categories to multifusion 1-categories has a left adjoint, which we will call $\Sigma$ and think of as a “suspension” construction. In other words, for any multifusion 1-category $\mathcal{X}$, there is a pointed semisimple 2-category $\Sigma \mathcal{X}$, constructed by first taking the “one-object delooping” $B \mathcal{X}$ (i.e. the 2-category with one object $\ast$ and $\text{End}(\ast) = \mathcal{X}$) and then Karoubi-completing $B \mathcal{X}$ by formally splitting all separable monads. (In [DR18], this latter Karoubi-completion step is denoted $(-)^{\vee}$, so that $\Sigma \mathcal{X} = (B \mathcal{X})^{\vee}$.)

This formal construction can be made much more explicit [DR18, §A.5]: $\Sigma \mathcal{X}$ is the “Morita 2-category” of separable algebra objects in $\mathcal{X}$ and their bimodule objects. Theorem 1 of [Ost03] provides yet another model of $\Sigma \mathcal{X}$: it is (equivalent to) the 2-category $\text{Mod}-\mathcal{X}$ of finite semisimple right $\mathcal{X}$-module categories [DR18, 1.3.13], pointed by the rank-one free module. From this (or any other) explicit description, one finds that the unit $\Omega \Sigma \mathcal{X} \to \mathcal{X}$ of the adjunction $\Sigma \dashv \Omega$ is an equivalence of fusion 1-categories.

Note that if $A \in \mathcal{X}$ is a separable algebra object, then it is the category $A-\text{Mod}_{\mathcal{X}}$ of left $A$-module objects in $\mathcal{X}$ which is a right $\mathcal{X}$-module, i.e. an object of $\Sigma \mathcal{X} = \text{Mod}-\mathcal{X}$. The notation is selected to remind who is acting on which side. When we model $\Sigma \mathcal{X}$ in terms of Morita categories, we will occasionally write $[A]$ for the Morita class represented by the algebra $A$.

**Example 2.4.** A vitally important example of a finite semisimple 2-category is $2 \text{Vec} := \Sigma \text{Vec}$. It has many equivalent descriptions, including as the 2-category of finite semisimple 1-categories and as the 2-category of finite dimensional semisimple algebras and bimodules. Further models can be found in the appendix to [BDSV15].

**Remark 2.5.** By definition, an object $X \in C$ is called simple if $\Omega_X C$ is fusion, i.e. when $\Omega^2_X C := \text{End}_{\Omega_X C}(\text{id}_X) \cong k$. (There is a more general notion of simplicity of an object in a 2-category developed in [DR18], but it is equivalent to this notion in the case of semisimple 2-categories.) Analogous to semisimple 1-categories, any object $X$ in a semisimple 2-category decomposes into a finite direct sum of such simples, and an object is simple if and only if it is indecomposable [DR18, Proposition 1.2.17].

For a 2-endomorphism $\alpha \in \text{End}(f)$ of a simple 1-morphism $f$ in a semisimple 2-category $C$, we define $\langle \alpha \rangle \in k$ to be the proportionality factor such that $\langle \alpha \rangle \text{id}_f = \alpha$. In particular, this will appear for 2-endomorphisms $\alpha \in \Omega^2_X C$ of a simple object $X \in C$.

**Remark 2.6.** A direct sum decomposition $X \cong \bigoplus_{i \in I} X_i$ of an object (into not necessarily simple summands) induces a family of (not necessarily irreducible) “mutually orthogonal” idempotents in the semisimple commutative algebra $\Omega^2_X C$, i.e. idempotents $\{p_i\}_{i \in I}$ such that $p_ip_j = 0$ for $i \neq j$ and $\sum_{i \in I} p_i = \text{id}_{\Omega_X X}$. Conversely, any such family of idempotents in $\Omega^2_X C$ induces a direct sum decomposition of $X$ (by splitting the idempotents and then the induced idempotent monads $P_i \in \Omega_X C$, see [DR18, Proposition 1.3.16]). A summand $X_i$ is simple if and only if the corresponding idempotent $p_i$ is irreducible.

A particular consequence is that the decomposition of an object into simples is unique in a very strong sense (see the proof of [DR18, Proposition 1.2.21]): For any pair of direct sum decompositions $\{(X_j, p_j, i_j, \ldots)\}_{j \in J}$ and $\{(X'_j, p'_j, i'_j, \ldots)\}_{j \in J'}$ of $X$ into (not necessarily inequivalent) simples there is a unique bijection $f : J \to J'$ such that $p'_j \circ i_j : X_j \to X'_j$ is an equivalence and $p'_k \circ i_j \cong 0$ for all $k \neq f(j)$. In particular, fixing a direct sum decomposition of $X$ into simples $\bigoplus_i X_i$, it follows that with respect to this decomposition any 1-automorphism $f : X \to X$ is the composite of a permutation of summands followed by a “diagonal matrix of automorphisms” $\bigoplus_i (f_i : X_i \to X_i)$. 
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A semisimple 1-category has finitely many isomorphism classes of simple objects exactly when it is equivalent to the category of modules of a finite-dimensional semisimple algebra. By the same token, a semisimple 2-category $C$ will be “finite” when it is equivalent to $\Sigma \lambda$ for some multifusion 1-category $\lambda$. Since our ground field $k$ is algebraically closed and of characteristic zero, Theorems 1.4.8 and 1.4.9 of [DR18] (which rely in turn on the finiteness result of [EGNO15, Corollary 9.1.6]) assert that this finiteness happens exactly when $C$ has finitely many isomorphism classes of simple objects.

However, “finitely many isomorphism classes of simple objects” is not the morally correct definition of “finiteness” for semisimple 2-categories. This is because, if $k$ is not algebraically closed, demanding finitely many isomorphism classes of simple objects conflicts with demanding Karoubi completeness. (Indeed, in the simplest case $\Sigma \text{Vec}$, there is an isomorphism class of simple objects for every division ring over $k$.) The underlying reason for this is that the usual Schur’s lemma, which says that a nonzero map between simple objects is an isomorphism, fails in 2-categories. Rather, we have the following weaker statement [DR18, Proposition 1.2.19]:

**Theorem 2.7** (2-categorical Schur’s Lemma). In a semisimple 2-category $C$, the relation “$X \sim Y$ if $\text{Hom}(X,Y) \neq 0$” on the set of simple objects is an equivalence relation. The equivalence classes of this relation are the components of $C$, denoted $\pi_0 C$. □

For semisimple 2-categories, the definition of finiteness that works without assuming algebraic closedness is to demand that there be finitely many components.

**Definition 2.8.** A generator of a finite semisimple 2-category $C$ is an object $X \in C$ satisfying any, hence all, of the following equivalent conditions:

1. For every non-zero object $Y$ in $C$, there exists a non-zero 1-morphisms $Y \to X$.
2. A direct sum decomposition of $X$ contains indecomposable summands from all components of $C$.
3. The canonical 2-functor $\text{Mod}(\text{End}_C(X)) = \Sigma \Omega \lambda C \to C$ is an equivalence.

**Example 2.9.** Given a multifusion 1-category $\lambda$, the semisimple 2-category $\Sigma \lambda \cong \text{Mod-}\lambda$ is generated by the rank-1 free module “$\lambda_1$”; condition 3 says that any choice of generator of $C$ identifies it with a 2-category of this type [DR18, Theorem 1.4.9]. In the literature on multifusion 1-categories, the components of $\Sigma \lambda$ are called the blocks of $\lambda$.

**Definition 2.10.** A multifusion 2-category is a finite semisimple 2-category $A$ equipped with a monoidal structure for which all objects have duals. (There are various ways to present the notion of duals in a monoidal 2-category. We will review one coherent presentation in Definition 3.8 in §3.3, as we will need the details then.) A multifusion 2-category is fusion when the unit object $I \in A$ is simple. A connected fusion 2-category is a fusion 2-category with only one component.

Any fusion 2-category $A$ has living inside of it a braided fusion 1-category $\Omega A$.

**Proposition 2.11** ([DR18, Construction 2.1.19 and Remark 2.1.22]). If $B$ is a braided fusion 1-category, then $\Sigma B$ is a connected fusion 2-category, and all connected fusion 2-categories are of this form: if $A$ is connected fusion, then the counit $\Sigma \Omega A \to A$ of the adjunction $\Sigma \dashv \Omega$ is an equivalence of fusion 2-categories. □

In other words, the collection of connected fusion 2-categories, which is a priori a 3-category, is in fact canonically equivalent to the 2-category of braided fusion 1-categories.
Remark 2.12. We use Proposition 2.11 to fix our convention on the monoidal structure of \( \text{Mod-}\mathcal{B} \cong \Sigma \mathcal{B} \): The tensor product of two separable algebras \( A \) and \( B \) in \( \mathcal{B} \) is the algebra \( A \otimes B \) with multiplication \((\mu_A \otimes \mu_B) \cdot (\text{id}_A \otimes \beta_{A,B} \otimes \text{id}_B)\) (also see (4)).

Example 2.13. An important source of examples of semisimple and fusion 2-categories comes from linearizing (higher) groupoids. Given a finite 1-groupoid \( \mathcal{G} \), we produce a semisimple 2-category \( 2\text{Vec}[\mathcal{G}] \) as follows: Consider \( \mathcal{G} \) as a “discrete” 2-groupoid with only identity 2-morphisms and k-linearize the 2-morphisms sets, i.e. allow k-linear multiples of identities and set the 2-Hom spaces between non-isomorphic 1-morphisms to be zero. Now (1- and 2-categorically) Karoubi and direct sum complete this 2-category. Equivalently, \( 2\text{Vec}[\mathcal{G}] \) is the 2-category of 2-functors \( \mathcal{G} \rightarrow 2\text{Vec} \) (where we consider \( \mathcal{G} \) as a discrete 2-groupoid as above).

This construction can be “twisted” by Postnikov classes. Suppose that \( \alpha \) is (a cocycle for) a class in \( H^3(\mathcal{G}; k^\times) \). This choice selects a 2-groupoid \( \mathcal{G}^\alpha \) which is built as an extension \( K(k^\times, 2) \rightarrow \mathcal{G}^\alpha \rightarrow \mathcal{G} \). Take this 2-groupoid, and produce a k-linear 2-category by extending the 2-morphisms from \( k^\times \) to \( k \) (see [DR18, Construction 2.1.16] for details); then (1- and 2-categorically) Karoubi and direct sum complete. We will call the result \( 2\text{Vec}^\alpha[\mathcal{G}] \). Up to a sign convention on how to handle Postnikov extension data, \( 2\text{Vec}^\alpha[\mathcal{G}] \) can also be described as the 2-category of functors \( F : \mathcal{G}^\alpha \rightarrow 2\text{Vec} \) which are linear for the action of \( k^\times \) on 2-morphisms. As an example, take \( \mathcal{G} = BG \) for a finite group \( G \). Then the cocycle \( \alpha \) selects a fusion 1-category \( \text{Vec}^\alpha[G] \), and \( 2\text{Vec}^\alpha[BG] = \Sigma(\text{Vec}^\alpha[G]) \).

Suppose now that \( \mathcal{G} \) is a monoidal groupoid. Then the 2-category \( 2\text{Vec}[\mathcal{G}] \) will naturally inherit a monoidal structure. It will be fusion provided \( \mathcal{G} \) is groupal: the monoid structure on \( \pi_0\mathcal{G} \) should be a group. Groupal monoidal structures on \( \mathcal{G} \) are the same as choices of delooping \( BG \): i.e. \( BG \) should be a pointed connected homotopy 3-type equipped with an equivalence \( \Omega BG \cong \mathcal{G} \).

For the twisted version, recall that the functor \( \Omega \) of taking based loops induces a desuspension map \( \Omega : H^*(BG; k^\times) \rightarrow H^{*-1}(G; k^\times) \). A delooping of a Postnikov class is a choice of preimage for it along this desuspension map. Specifically, suppose that we have chosen a delooping \( BG \) of \( \mathcal{G} \) and a class \( \alpha \in H^4(BG; k^\times) \). Then there is a multifusion 2-category \( 2\text{Vec}^\alpha[G] \) whose underlying linear 2-category is \( 2\text{Vec}^{\Omega\beta}[G] \). (Note the mild abuse of notation: we will write the full delooped Postnikov class in the superscript, but write plain \( \mathcal{G} \) rather than \( BG \) in brackets.)

To enhance to a braided monoidal structure requires simply delooping further: one must choose a pointed connected simply-connected homotopy 4-type \( B^2G \) such that \( \Omega B^2G \cong \mathcal{G} \), and a class \( \alpha \in H^3(B^2G; k^\times) \).

It is worth emphasizing that linearization does nothing to components: the canonical map \( \pi_0\mathcal{G} \rightarrow \pi_02\text{Vec}^\alpha[\mathcal{G}] \) is a bijection. However, typically \( 2\text{Vec}[\mathcal{G}] \) will have more isomorphism classes of simple objects than just the objects of \( \mathcal{G} \) (and in particular will have non-invertible simple 1-morphisms between these objects) [DR18, Remark 1.4.23]. Moreover, \( \mathcal{G} \) is usually not canonically determined by its linearization. To give a fusion 2-category \( \mathcal{C} \) a groupal presentation, every component of \( \mathcal{C} \) must contain at least one invertible object (inducing a canonical group structure on \( \pi_0\mathcal{C} \), \( \pi_0\Omega\mathcal{C} \) must be a group, and moreover one must choose a splitting of the group homomorphism \{invertible objects up to equivalence\} \rightarrow \pi_0\mathcal{C} \) [DR18, Remark 2.1.17].

If \( \mathcal{C} \) is braided and admits a groupal presentation monoidally, then it admits one braided monoidally, because the inclusion \( G^\alpha \rightarrow 2\text{Vec}^\alpha[\mathcal{G}] \) is fully faithful on invertible 1- and 2-morphisms.
Example 2.14. The symmetric fusion 1-category $sVec$ arises from linearization since its simple objects $I$ and $e$ are both invertible. Indeed, $sVec = Vec^0[\mathbb{Z}_2]$, where the twisting $\alpha$ is the stable cohomology class $(-1)^{8q^2} \in \mathbb{H}^{4+2}(K(\mathbb{Z}_2, \bullet); k^x)$. The stability of $\alpha$ reflects the symmetry of $sVec$. It follows that $\Sigma sVec = 2Vec^0[B\mathbb{Z}_2]$ for the same twisting $\alpha = (-1)^{8q^2}$.

Although $\Sigma sVec$ is connected, it contains two simple objects up to equivalence. To study them, we model $\Sigma sVec$ as the 2-category of finite-dimensional separable superalgebras and their bimodules (see Example 2.3). Then the simple objects are the unit object $I = [k]$ and the Clifford algebra $C := [\text{Cliff}(1, k)]$. (Since $k$ is algebraically closed and of characteristic zero, these are the only two simple super algebras up to Morita equivalence.) The 1-categories $\text{Hom}_{\Sigma sVec}(I, C)$ and $\text{Hom}_{\Sigma sVec}(C, I)$ are both equivalent to $Vec$, and we will, slightly abusively, write $v$ for the simple object in both categories; it corresponds to the unique simple (left or right) $\text{Cliff}(1, k)$-supermodule.

The fusion rules in $\Sigma sVec$ are:

$$C^2 \cong I, \quad e^2 \cong \text{id}, \quad ev \cong ve \cong v, \quad v^2 \cong \text{id} \oplus e.$$ 

To choose the first of these isomorphisms requires selecting $\sqrt{-1} \in k$. In fact, in the Morita category of real superalgebras, $[\text{Cliff}(1, \mathbb{R})]$ famously has order 8, not 2. (The two choices of $\sqrt{-1}$ provide isomorphisms $C^2 \cong I$ which differ by a factor of $e$.)

We will not list choices for all of the associator and higher coherence data, but we will record the self-braidings of the object $C$ and the 1-morphism $e$:

\begin{align*}
(1) \quad \beta_{e,e} &= -1 \text{id}_{e \otimes e} : e \otimes e \to e \otimes e, \\
(2) \quad b_{C,C} &= e \otimes \text{id}_{C \otimes C} : C \otimes C \to C \otimes C.
\end{align*}

The braiding (1) is a restatement that the twisting is $\alpha = (-1)^{8q^2}$ in the linearization presentation of $sVec$. The braiding (2) is a fun exercise in superalgebra (a solution can be found in [GJF19b, §5.5]).

2.2. Drinfel’d centres of fusion 2-categories. As in the 1-categorical case, an important tool when analyzing a fusion 2-category, and hence, by Proposition 2.11, a braided fusion 1-category, is the Drinfel’d centre. Drinfel’d centres of monoidal 2-categories were first introduced in [BN96]. An excellent summary appears in Section 2.3 of [DN20a].

Let us briefly outline the abstract definition. Suppose that $A$ is a monoidal 2-category. The Drinfel’d centre $Z(A)$ of the braided monoidal 2-category of endomorphisms of $A$ thought of as an $A$-bimodule. It has the following explicit description. An object of $Z(A)$ consists of an object $A \in A$ together with a half-braiding isomorphism $h_A : A \otimes X \xrightarrow{\sim} X \otimes A$ which depends naturally and monoidally on $X \in A$. Note that both naturality and monoidality are data: for example, naturality is the data of an iso-2-morphism $h_A \circ (f \boxtimes \text{id}_A) \cong (\text{id}_A \boxtimes f) \circ h_A|_Y$ for every 1-morphism $f : X \to Y$, and this data must be compatible for composition of 1-morphisms; after suppressing associator and unitor data, monoidality consists of, for every pair of objects $X, Y \in A$, an iso-2-morphism $h_A|_{X \boxtimes Y} \cong (\text{id}_X \boxtimes h_A|_Y) \circ (h_A|_X \boxtimes \text{id}_Y)$, which must satisfy its own monoidality and naturality conditions. A 1-morphism $(A, h_A) \to (B, h_B)$ consists of a 1-morphism $f : A \to B$ in $A$ together with a natural and monoidal iso-2-morphism $\gamma_f : (\text{id}_X \boxtimes f) \circ h_A|_X \cong h_B|_X \circ (f \boxtimes \text{id}_X)$, and a 2-morphism $(f, \gamma_f) \Rightarrow (g, \gamma_g)$ is a 2-morphism $f \Rightarrow g$ satisfying the obvious compatibility condition. (For 1-morphisms $(f, \gamma_f)$, naturality and monoidality of $\gamma_f$ are properties, not data, and for 2-morphisms they are no conditions at all.)

We are primarily interested in the case when the monoidal 2-category $A = \Sigma B$ is connected fusion, corresponding to a braided fusion 1-category $B$. In this case, Davydov and
Nikshych [DN20a] provide a rather explicit description of \(\mathcal{Z}(\Sigma \mathcal{B})\) (and we will give an even more hands-on description in §2.4). Specifically, [Bro13, BZBJ18] introduce, up to left/right conventions, a 2-category \(\text{BrMod-}
abla\) of (right) braided module categories over \(\mathcal{B}\):

- A braided right module category of \(\mathcal{B}\) is a finite semisimple right \(\mathcal{B}\)-module category \((\mathcal{M}, \ast : \mathcal{M} \otimes \mathcal{B} \to \mathcal{M}, \ldots)\) (the \(\ldots\) stands for unitor and associator data that we henceforth suppress) equipped with a \(\mathcal{B}\)-module braiding: a natural isomorphism \(\{\sigma_{m,x} : m \ast x \to m \ast x\}_{x \in \mathcal{B}, m \in \mathcal{M}}\) such that \(\sigma_{m,1}\) is trivialized by the unitor data and satisfying the following coherence conditions:

\[
\begin{array}{cccccc}
(m \ast x) \ast y & \cong & m \ast (x \otimes y) & \xrightarrow{m \ast \text{br}_{x,y}} & m \ast (y \otimes x) & \cong (m \ast y) \ast x \\
\downarrow{\sigma_{m,x,y}} & & \downarrow{\sigma_{m,y,x}} & & \downarrow{\sigma_{m,y,x}} & \\
(m \ast x) \ast y & \cong & m \ast (x \otimes y) & \xrightarrow{m \ast \text{br}_{x,y}} & m \ast (y \otimes x) & \cong (m \ast y) \ast x \\
\end{array}
\]

\[
\begin{array}{cccccc}
m \ast (x \otimes y) & \xrightarrow{m \ast \text{br}_{x,y}^{-1}} & m \ast (y \otimes x) & \xrightarrow{\sigma_{m,y,x}} & (m \ast y) \ast x & \xrightarrow{\sigma_{m,y,x}} (m \ast y) \ast x \\
\downarrow{\sigma_{m,x,y}} & & & & \downarrow{\sigma_{m,y,x}} & \\
m \ast (x \otimes y) & \xrightarrow{m \ast \text{br}_{x,y}} & m \ast (y \otimes x) & \cong (m \ast y) \ast x & & \\
\end{array}
\]

We refer the reader to [Bro13, Section 5.2] for graphical interpretation of these data.

- A braided module functor \((\mathcal{M}, \ast, \sigma) \to (\mathcal{M}', \ast', \sigma')\) is a \(\mathcal{B}\)-module functor \((f : \mathcal{M} \to \mathcal{M}', \phi_{m,x} : f(m \ast x) \cong f(m) \ast' x)\) such that \(\phi_{m,x} \circ f(\sigma_{m,x}) = \sigma'_{f(m),x} \circ \phi_{m,x}\).

- A transformation of braided module functors is simply a natural transformation of the underlying \(\mathcal{B}\)-module functors.

For example, any braided monoidal functor of braided fusion 1-categories \(F : \mathcal{B} \to \mathcal{C}\) equips \(\mathcal{C}\) with the structure of a braided \(\mathcal{B}\)-module category with module braiding

\[
\sigma_{c,b} = \beta^\mathcal{C}_{F(b)c} \cdot \beta^\mathcal{C}_{c,F(b)} : c \otimes F(b) \to c \otimes F(b),
\]

where \(\beta^\mathcal{C}\) denotes the braiding of \(\mathcal{C}\).

The relationship between braided modules and the 2-categorical Drinfel’d centre is:

**Theorem 2.15** ([DN20a, Theorem 4.10]). \(\mathcal{Z}(\Sigma \mathcal{B}) \cong \text{BrMod-}\nabla\).

For another perspective on this equivalence, see Theorem 2.40.

**Proof.** The paper [DN20a] works with left \(\mathcal{B}\)-module categories, and proves that \(\mathcal{Z}(\text{B-Mod}) = \text{B-BrMod}\), the braided monoidal 2-category of braided left \(\mathcal{B}\)-modules, whereas for our conventions, \(\Sigma \mathcal{B}\) is equivalent to the 2-category \(\text{Mod-}\nabla\) of finite semisimple right \(\mathcal{B}\)-module categories. Hence, Theorem 2.15 either follows by mirroring Davydov-Nikshych’s proof for right modules, or by using the braiding to produce a monoidal equivalence \(\text{Mod-}\nabla \cong \text{B-Mod}\) which lifts to a braided monoidal equivalence \(\text{BrMod-}\nabla \cong \text{B-BrMod}\) (where we use our conventions from Remark 2.12 for the monoidal structure of \(\text{Mod-}\nabla\) and Davydov-Nikshych’s conventions [DN20a, §3.3] for the monoidal structure of \(\text{B-Mod}\)). □

As an example, the unit object in \(\mathcal{Z}(\Sigma \mathcal{B})\) corresponds to the “rank-1 free module” \(\mathcal{B}\) as a braided \(\mathcal{B}\)-module. The action is the tensor product \(m \ast x = m \otimes x\), and the module braiding is the full braiding \(\sigma_{m,x} = \beta_{x,m} \circ \beta_{m,x} : m \otimes x \to x \otimes m \to m \otimes x\). In particular, an endomorphism of \(\mathcal{B}\)-as-a-braided-\(\mathcal{B}\)-module is an element of \(\mathcal{B}\) (i.e. an endomorphism of \(\mathcal{B}\) as an unbraided \(\mathcal{B}\)-module) which is invisible to the full-braiding. In other words:
Lemma 2.16. If \( \mathcal{B} \) is a braided fusion 1-category, then \( \Omega Z(\Sigma \mathcal{B}) = Z_2(\mathcal{B}) \).

Remark 2.17. The forgetful functor \( Z(\Sigma \mathcal{B}) \cong \text{BrMod-} \mathcal{B} \to \text{Mod-} \mathcal{B} \cong \Sigma \mathcal{B} \) is fully faithful on 2-morphisms: being a braided module functor is a property of a module functor and every module natural transformation between these is allowed. In particular, any \( \mathcal{B} \)-module summand of a braided \( \mathcal{B} \)-module category is also a braided \( \mathcal{B} \)-module category and a braided \( \mathcal{B} \)-module category is indecomposable iff it is indecomposable as a \( \mathcal{B} \)-module category.

For general non-connected fusion 2-categories \( \mathcal{A} \), the canonical map \( Z(\mathcal{A}) \to \mathcal{A} \) is faithful on 2-morphisms but not full. The additional connectedness of the map \( Z(\Sigma \mathcal{B}) \to \Sigma \mathcal{B} \) comes from connectedness of \( \Sigma \mathcal{B} \) itself.

For fusion 1-categories \( \mathcal{C} \), \( Z(\mathcal{C}) \) being fusion is equivalent to separability of \( \mathcal{C} \). Reiterating Remark 2.2, we will repeatedly use that separability for fusion 1-categories is automatic in characteristic zero. In particular, we expect that \( Z(\mathcal{A}) \) will be a fusion 2-category whenever \( \mathcal{A} \) is. For the purposes of this paper we will need only:

Lemma 2.18. \( Z(\Sigma \mathcal{B}) \) is a (braided) fusion 2-category.

Proof. Additivity and Karoubi completeness, as well as dualizability of objects and 1-morphisms, follows directly from the respective properties of \( \Sigma \mathcal{B} \). Remark 2.17 shows that \( Z(\Sigma \mathcal{B}) \) is locally finite semisimple. It therefore suffices to show that \( \pi_0 Z(\Sigma \mathcal{B}) \) is finite. This follows from Corollary 2.44 which shows that the braided module category \( Z(\mathcal{B}) \) is a generator for \( Z(\Sigma \mathcal{B}) \).

We will study \( \pi_0 Z(\Sigma \mathcal{B}) \) in more detail in §2.6–2.7, which occur after the proof of Corollary 2.44. We will not use finiteness of \( \pi_0 Z(\Sigma \mathcal{B}) \) until then.

2.3. Higher Drinfel’d centres control nondegenerate extensions. We henceforth adopt the following language. Let \( \mathcal{B} \) be a braided monoidal (1-)category. A braided monoidal category under \( \mathcal{B} \) is a braided monoidal category \( \mathcal{M} \) equipped with a braided monoidal functor \( i : \mathcal{B} \to \mathcal{M} \). Of course, it is an extension when \( i \) is fully faithful, and a nondegenerate extension when additionally \( \mathcal{M} \) is nondegenerate. An isomorphism of braided monoidal categories \( i : \mathcal{B} \to \mathcal{M} \) and \( i' : \mathcal{B} \to \mathcal{M}' \) under \( \mathcal{B} \) is a braided monoidal equivalence \( F : \mathcal{M} \to \mathcal{M}' \) and a monoidal natural isomorphism \( F \circ i \cong i' \). An isomorphism of nondegenerate extensions is an isomorphism between the underlying braided monoidal categories under \( \mathcal{B} \).

The connection between 2-categorical Drinfel’d centres and (minimal nondegenerate) extensions is explained by the following theorem, which forms the main result of this section. Versions of this connection were proposed in [KLV+20], in the lecture [DN20b], and motivated [DN20a].

Theorem 2.19. Let \( \mathcal{B} \) and \( \mathcal{C} \) be braided fusion 1-categories. If \( Z(\Sigma \mathcal{B}) \cong Z(\Sigma \mathcal{C}) \), then there is a nondegenerate extension \( i : \mathcal{B} \to \mathcal{M} \) and an equivalence \( \mathcal{C} \cong Z_2(\mathcal{B} \subset \mathcal{M})^{\text{rev}} \) (in which case there is also an equivalence \( \mathcal{B} \cong Z_2(\mathcal{C} \subset \mathcal{M})^{\text{rev}} \) by [EGNO15, Theorem 8.21.1]).

Remark 2.20. A higher Morita categorical explanation of Theorem 2.19 is given in [JF20a, §2.3]. Indeed, by working with Morita 5-categories, [JF20a] argues that the 2-groupoid consisting of the equivalences \( Z(\Sigma \mathcal{B}) \cong Z(\Sigma \mathcal{C}) \) is equivalent to the 2-groupoid consisting of the nondegenerate extensions \( \mathcal{B} \subset \mathcal{M} \) with \( \mathcal{C} \cong Z_2(\mathcal{B} \to \mathcal{M})^{\text{rev}} \) as in the Theorem. In particular, the Theorem is if and only if. For our Main Theorem we only use the “if” direction of Theorem 2.19, and we will give an elementary proof which only uses braided fusion 2-category theory.
To set up the proof, recall that (braided) monoidal objects, aka $E_i$ ($E_2$)-algebras, may be defined in any (braided) monoidal $C$. Unpacked, this amounts to an object $A$ in $C$ equipped with multiplication and unit 1-morphisms $m : A \boxtimes A \to A$ and $u : I \to A$ and associator, unitor and braiding 2-isomorphisms

$$\alpha : m \circ (m \boxtimes \text{id}_A) \Rightarrow m \circ (\text{id}_A \boxtimes m), \quad \lambda : m \circ (u \boxtimes \text{id}_A) \Rightarrow m,$$

$$\rho : m \circ (\text{id}_A \boxtimes u) \Rightarrow m, \quad \beta : m \circ \text{br}_{A,A} \Rightarrow m,$$

fulfilling the familiar coherence conditions. Note that any (braided) monoidal structure on an object $A \in C$ induces a (braided) monoidal structure on the 1-category $\text{Hom}_C(I, A)$.

**Definition 2.21.** For a monoidal object $A$ in a monoidal 2-category, the associator 2-isomorphism equips the multiplication 1-morphism $m : A \boxtimes A \to A$ with the structure of an $A$-$A$ bimodule 1-morphism. We say that $A$ is rigid if $m$ has a right adjoint $\Delta : A \to A \boxtimes A$ as an $A$-$A$ bimodule 1-morphism. This name is suggested by [Gai15, Appendix D] and [BJS18, Definition-Proposition 1.3]; see also [BDSV15, Proposition 4.8], which explains the relation to the usual notion of rigidity.

**Remark 2.22.** There is also a notion of separability of a monoidal object $A$ in a monoidal 2-category: $A$ is rigid and the counit $\text{ev}_m : m \circ \Delta \Rightarrow \text{id}_A$ of the adjunction $m \dashv \Delta$ admits a section as an $A$-$A$ bimodule 2-morphism. In characteristic zero, we expect that every rigid monoidal object in a fusion 2-category is automatically separable, generalizing the fact that every multifusion 1-category is automatically separable. Hence, in our context, “rigidity” and “separability” should be treated as synonymous.

**Lemma 2.23.** Consider the case where $C = \text{Bim}\mathcal{X} \cong \text{Mod}(\mathcal{X} \boxtimes \mathcal{X}^{\text{mp}})$ (where $\mathcal{X}^{\text{mp}}$ denotes $\mathcal{X}$ with the opposite monoidal structure) is the multifusion 2-category of finite semisimple $\mathcal{X}$-bimodules for some multifusion 1-category $\mathcal{X}$. (That this semisimple 2-category is multifusion follows from [DSPS20, Theorem 3.4.3].) Monoidal objects $A \in \text{Bim}\mathcal{X}$ correspond to finite semisimple monoidal categories $\mathcal{Y}$ under $\mathcal{X}$. We claim that $A$ is rigid in the sense of Definition 2.21 if and only if $\mathcal{Y}$ is rigid as a monoidal category.

**Proof.** Unpacked, we are claiming the following. Consider the balanced tensor product $\mathcal{Y} \boxtimes_\mathcal{X} \mathcal{Y}$. It is an $\mathcal{X}$-bimodule, and the multiplication bifunctor $m : \mathcal{Y} \boxtimes \mathcal{Y} \to \mathcal{Y}$ factors through the quotient map $q : \mathcal{Y} \boxtimes_\mathcal{X} \mathcal{Y} \to \mathcal{Y}$ and an “$\mathcal{X}$-balanced multiplication” $m_\mathcal{X} : \mathcal{Y} \boxtimes_\mathcal{X} \mathcal{Y} \to \mathcal{Y}$. The claim is that $m$ has a $\mathcal{Y}$-bilinear right adjoint if and only if $m_\mathcal{X}$ does.

In one direction, suppose that $m$ has a right adjoint as a $\mathcal{Y}$-bimodule map, so that $\mathcal{Y}$ is rigid and hence multifusion. Then $\text{Bim}\mathcal{Y}$ is a multifusion 2-category, and the 1-morphism $m_\mathcal{X}$ therein must be adjointible.

In the other direction, for any modules $M, N \in \text{Mod}\mathcal{X}$, [DSPS20, Proposition 3.4.1] provides a right adjoint to the quotient map $M \boxtimes_\mathcal{X} N \to M \boxtimes N$ which is bilinear for the left and right actions by the multifusion categories $\text{End}(M)$ and $\text{End}(N)$, respectively. In particular, by restricting this bilinearity data along $\mathcal{Y} \to \text{End}(\mathcal{Y})$ or $\text{End}(\mathcal{X})$, we find a $\mathcal{Y}$-bilinear right adjoint for $q : \mathcal{Y} \boxtimes \mathcal{Y} \to \mathcal{Y} \boxtimes_\mathcal{X} \mathcal{Y}$. But $m \cong m_\mathcal{X} \circ q$, and so if $m_\mathcal{X}$ is $\mathcal{Y}$-bilinearly right-adjointible, then $m$ is as well with $m^R \cong q^R \circ m_\mathcal{X}^R$. \hfill $\Box$

**Definition 2.24.** Let $A$ be a braided monoidal object in a braided monoidal 2-category $C$. Each 1-morphism $f : I \to A$ determines a 1-endomorphism of $A$ by left multiplication, namely $m \circ (f \boxtimes \text{id}_A) : A \to A$. Then there are two interesting 2-isomorphisms $m \circ (f \boxtimes \text{id}_A) \cong m \circ \text{br}_{A,A} \circ \text{br}_{A,A} \circ (f \boxtimes \text{id}_A)$.
- The (unitor data for the) ambient braided monoidal structure on $C$ provides an isomorphism $f \otimes \text{id}_A \cong \text{br}_{A,A} \circ (\text{id}_A \otimes f) \cong \text{br}_{A,A} \circ (f \otimes \text{id}_A)$.
- The braiding on $A$ provides an isomorphism $m \cong m \circ \text{br}_{A,A} \cong m \circ \text{br}_{A,A} \circ \text{br}_{A,A}$.

We will say that $f$ is transparent if these two isomorphisms are equal. We define the Müger centre of a braided monoidal object $A$ in $C$ to be the full subcategory of $\text{Hom}_C(I,A)$ on the transparent 1-morphisms.

**Remark 2.25.** In fact, the Müger centre of $A$ is the endomorphisms of the tensor unit in the braided monoidal 2-category $\mathcal{C} \text{BrMod}$-A of braided right module objects of $A$, i.e. module objects act : $M \otimes A \rightarrow M$ in $C$ equipped with a 2-isomorphism $\sigma : \text{act} \circ \text{br}_{A,M} \circ \text{br}_{M,A} \Rightarrow \text{act}$ fulfilling coherence conditions analogous to §2.2. Braided module objects categorify the dyslectic modules (sometimes also called “local modules”) of a commutative algebra in a braided monoidal 1-category [Par95].

Note that the Müger centre of the braided monoidal object $A$ (in the sense of Definition 2.24) is a full subcategory of the Müger centre of the braided monoidal 1-category $\text{Hom}_C(I,A)$. The latter Müger centre typically has more objects than the former, because the latter tests transparency only against 1-morphisms $I \rightarrow A$, whereas the former tests against all 1-morphisms with codomain $A$.

**Definition 2.26.** A Lagrangian braided monoidal object in a braided fusion 2-category $C$ is a rigid braided monoidal object $A$ in $C$, fulfilling:

1. it is strongly connected: its unit $u : I \rightarrow A$ is a fully faithful 1-morphism. (A 1-morphism $f : X \rightarrow Y$ in a 2-category is fully faithful if the induced functor $f \circ : \text{Hom}(W,X) \rightarrow \text{Hom}(W,Y)$ is fully faithful for all objects $W$.) Equivalently, $u : I \rightarrow A$ is a simple summand of $A$ in a direct sum decomposition.
2. it is nondegenerate: the Müger centre of $A$ is trivial, or equivalently, any simple transparent 1-morphism $f : I \rightarrow A$ is isomorphic to the unit $u$.

An isomorphism of Lagrangian braided monoidal objects is a braided monoidal isomorphism of the braided monoidal objects. Note that Lagrangian braided monoidal objects are preserved under braided monoidal equivalences.

**Remark 2.27.** The notion of a “Lagrangian braided monoidal object” in a braided fusion 2-category is a categorification of the notion of a “Lagrangian algebra” in a braided fusion 1-category [DMNO13, Section 4.2]. In fact, as in the 1-categorical setting, a braided monoidal object as in Definition 2.26 should only be called “Lagrangian” if the braided fusion 2-category $C$ is nondegenerate in the sense of Theorem 2.57. We expect nondegeneracy of $C$ to be equivalent to triviality of its Müger sylleptic centre. In other words, $C$ should present a “3+1D topological order” as axiomatized in [KW14, KWZ15, JF20b]. In this nondegenerate case, we expect condition 2 of Definition 2.26 to be equivalent to the stronger condition of triviality of the 2-category of braided $A$-module objects of Remark 2.25.

(The term “Lagrangian” comes from analogy with symplectic geometry: The braiding on $C$ is analogous to a pre-symplectic form on a vector space $V$, its nondegeneracy is analogous to nondegeneracy of the pre-symplectic form, hence defining a symplectic form. In this analogy, algebra objects correspond to subspaces and braided algebra objects to isotropic subspaces $I \subset V$. The 2-category of braided module objects is analogous to the isotropic reduction $V / I := I^\perp / I$, and an isotropic subspace is Lagrangian if this reduction is trivial.)

For general Lagrangian objects, condition 1 is too strong: There is a filtration of connectivity conditions that one can place on a braided monoidal object $A \in C$. For example,
condition 1 is strictly stronger than the request that \( u : I \to A \) be simple as a 1-morphism. (In Proposition 2.28, this weaker condition corresponds to asking that \( \mathcal{M} \) be fusion but without the request that \( \mathcal{B} \to \mathcal{M} \) be injective.) In Remark 2.30, we will further address such more general Lagrangian objects with simple but not necessarily fully faithful unit.

**Proposition 2.28.** Let \( \mathcal{B} \) be a braided fusion 1-category. There is a bijective correspondence between isomorphism classes of rigid braided monoidal objects \( A \in \mathcal{Z}(\Sigma \mathcal{B}) \) and braided multifusion categories \( i : \mathcal{B} \to \mathcal{M} \) under \( \mathcal{B} \). Moreover:

1. The functor \( i : \mathcal{B} \to \mathcal{M} \) is fully faithful if and only if the unit 1-morphism \( u : I \to A \) is fully faithful in \( \mathcal{Z}(\Sigma \mathcal{B}) \) (in which case \( \mathcal{M} \) is fusion).
2. The centralizer \( \mathcal{Z}_2(i : \mathcal{B} \to \mathcal{M}) \) is equivalent to \( \text{Hom}_{\mathcal{Z}(\Sigma \mathcal{B})}(I, A) \), and the Müger centre of \( \mathcal{M} \) is the Müger centre of \( A \) in the sense of Definition 2.24.

In particular, Lagrangian braided monoidal objects in \( \text{BrMod-\mathcal{B}} \) correspond to nondegenerate braided extensions \( \mathcal{B} \subseteq \mathcal{M} \).

**Proof.** Using the equivalence \( \mathcal{Z}(\Sigma \mathcal{B}) \cong \text{BrMod-\mathcal{B}} \) from Theorem 2.15 and unpacking definitions, (isomorphism classes of) braided monoidal objects \( A \) correspond to finite semisimple braided monoidal categories \( \mathcal{M} \) equipped with braided monoidal functors \( \mathcal{B} \to \mathcal{M} \) (up to isomorphism of braided monoidal categories under \( \mathcal{B} \)), cf. [DN20a, Table 1]. Specifically, the underlying category of \( \mathcal{M} \) is the underlying category of \( A \) interpreted as a braided \( \mathcal{B} \)-module, which is to say \( \mathcal{M} = \text{Hom}_{\text{BrMod-\mathcal{B}}}(U(I), U(A)) \), where \( U : \text{BrMod-\mathcal{B}} \to \text{Mod-\mathcal{B}} \) forgets the braiding, and \( I \in \text{BrMod-\mathcal{B}} \) is \( \mathcal{B} \) as a braided \( \mathcal{B} \)-module. This forgetful functor \( U \) also has a universal description as the canonical map \( \mathcal{Z}(\Sigma \mathcal{B}) \to \Sigma \mathcal{B} \).

Using the braiding on \( \mathcal{B} \), any right \( \mathcal{B} \)-module is naturally a \( \mathcal{B} \)-bimodule; the corresponding functor \( \text{Mod-\mathcal{B}} \to \text{Bim-\mathcal{B}} \) is monoidal. Since rigidity is preserved by monoidal functors, Lemma 2.23 implies that if \( A \) is rigid, then so is \( \mathcal{M} \), and hence \( \mathcal{M} \) is multifusion. But if \( \mathcal{M} \) is multifusion, then \( A \) is rigid, because (just like in the proof of Lemma 2.23) the rigidity of \( A \) unpacks to the adjunctibility of some \( \mathcal{M} \)-bilinear map.

Fully faithfulness of the unit \( u : I \to A \) is equivalent to \( u : I \to A \) being the inclusion of a simple summand into \( A \), and hence \( i : \mathcal{B} \to \mathcal{M} \) being the inclusion of an indecomposable braided module category into the braided module category \( \mathcal{M} \), or equivalently, \( i : \mathcal{B} \to \mathcal{M} \) being a fully faithful braided monoidal functor.

Lastly, note that for any braided module category \( \mathcal{N} \) with module braiding \( \{ \sigma_{n,b} : n \ast b \to n \ast b \}_{n \in \mathbb{N}, b \in \mathcal{B}} \), braided module functors \( F : \mathcal{B} \to \mathcal{N} \) correspond to objects \( n := F(I_B) \) in \( \mathcal{N} \) such that \( \sigma_{n,b} \) is the identity for all \( b \in \mathcal{B} \). In particular, the braided monoidal 1-category \( \text{Hom}_{\text{BrMod-\mathcal{B}}}(I, A) \) of 1-morphisms into our braided monoidal object \( A \) is equivalent to \( \mathcal{Z}_2(\mathcal{B} \subseteq \mathcal{M}) \). Unpacking Definition 2.24, the Müger centre of \( \mathcal{M} \) can then be seen to be the further full subcategory \( \mathcal{Z}_2(\mathcal{M}) \) of \( \mathcal{Z}_2(\mathcal{B} \subseteq \mathcal{M}) \). 

**Example 2.29.** The braided monoidal 2-category \( \mathcal{Z}(\Sigma \mathcal{B}) \) has a canonical Lagrangian braided monoidal object \( \mathcal{L} \) given by the nondegenerate extension \( \mathcal{B} \hookrightarrow \mathcal{Z}(\mathcal{B}) \).

**Proof of Theorem 2.19.** Let \( \mathcal{L} \) denote the canonical Lagrangian object in \( \mathcal{Z}(\Sigma \mathcal{C}) \) corresponding to the nondegenerate extension \( \mathcal{C} \hookrightarrow \mathcal{Z}(\mathcal{C}) \). An equivalence \( F : \mathcal{Z}(\Sigma \mathcal{C}) \cong \mathcal{Z}(\Sigma \mathcal{B}) \) supplies a Lagrangian object \( F(\mathcal{L}) \in \mathcal{Z}(\Sigma \mathcal{B}) \) and hence a nondegenerate extension \( \mathcal{B} \hookrightarrow \mathcal{M} \). Moreover, \( F \) induces an equivalence

\[
\mathcal{Z}_2(\mathcal{B} \subseteq \mathcal{M}) = \text{Hom}_{\mathcal{Z}(\Sigma \mathcal{B})}(I, F(\mathcal{L})) \cong \text{Hom}_{\mathcal{Z}(\Sigma \mathcal{C})}(I, \mathcal{L}) = \mathcal{Z}_2(\mathcal{C} \subseteq \mathcal{Z}(\mathcal{C})) \cong \mathcal{C}^{rev}.
\]

\[ \square \]
Remark 2.30. Following Remark 2.27, we expect the following stronger version of Theorem 2.19 to be true: For any nondegenerate braided fusion 2-category $C$, there is an equivalence between the 2-groupoid of fusion 2-categories $\mathcal{A}$ equipped with an equivalence $Z(\mathcal{A}) \cong C$ and the 2-groupoid of “general” Lagrangian braided monoidal objects in $C$ (i.e. rigid braided monoidal objects $A$ fulfilling condition 2 of Definition 2.26 but instead of condition 1 only requiring the unit $u : I \to A$ to be simple). The sub-groupoid of braided fusion 1-categories $\mathcal{B}$ with equivalences $Z(\Sigma \mathcal{B}) \cong C$ should be equivalent to the sub-groupoid of the “strongly connected” Lagrangian objects whose unit $u : I \to A$ is fully faithful.

In particular, if $C$ is itself connected, i.e. of the form $\Sigma \mathcal{B}$ for a braided fusion 1-category $\mathcal{B}$, then this stronger statement would more generally imply that there is an equivalence between the 2-groupoid of braided fusion categories $\mathcal{M}$ equipped with a (not necessarily fully faithful) braided monoidal functor $i : \mathcal{B} \to \mathcal{M}$ and the 2-groupoid of fusion 2-categories $\mathcal{A}$ equipped with an equivalence $Z(\Sigma \mathcal{B}) \cong Z(\mathcal{A})$.

2.4. Half-braided algebras and bimodules. Theorem 2.15 provides a model for the 2-categorical Drinfel’d centre $Z(C)$ in the case when $C = \Sigma \mathcal{B}$ is connected fusion. In this section we present an even more explicit model. Throughout this and the next section (and also § 3.5 and 3.6), we use string diagrams for computations in braided monoidal 1-categories, in which morphisms go up the page and the braiding $\beta_{x,y} : x \otimes y \to y \otimes x$ is drawn as:

\[
\beta_{x,y}
\]

Recall that the Drinfel’d centre $Z(\Sigma \mathcal{B})$ consists of objects $A \in \Sigma \mathcal{B}$ equipped with a half-braiding $\{ h_X : X \boxtimes A \xrightarrow{\sim} A \boxtimes X \}_{X \in \Sigma \mathcal{B}}$, which is natural and monoidal in $X$. As explained in Example 2.3, objects of $\Sigma \mathcal{B}$ are represented by separable algebras in $\mathcal{B}$. Moreover, since $\Sigma \mathcal{B}$ is connected, a natural transformation like $h_\_ : (-) \boxtimes A \xrightarrow{\sim} A \boxtimes (-)$ is determined by its values on the unit object $I_{\Sigma \mathcal{B}}$ and its endomorphisms, or in other words on the objects of $B$. This motivates:

**Definition 2.31.** A half-braided algebra $(A,\gamma)$ in a braided fusion 1-category $B$ is a unital associative algebra object $A$ (depicted as a black line, with multiplication $A \otimes A \to A$ depicted as a black dot), whose underlying object is equipped with a half-braiding $(\gamma_b : b \otimes A \to A \otimes b)_{b \in B}$ (depicted as a black square) fulfilling:

\[
(3)
\]

Here and in the rest of the paper, when working with string diagrams for natural transformations, we will generally colour objects in which a morphism is natural in blue. This is merely a visual guidance and has no mathematical content.

A homomorphism of half-braided algebras $(A,\gamma) \to (B,\zeta)$ is a unital algebra homomorphism $f : A \to B$ which intertwines the half-braiding: $\mu_b \cdot (id_b \otimes f) = (f \otimes id_b) \cdot \gamma_b$. We will need this notion only for isomorphisms.

We say that a half-braided algebra is separable if the underlying algebra object in $B$ is separable.
Half-braided algebra can equivalently be expressed as algebra objects in $B$ equipped with a quantum moment map in the sense of [BZBJ18, Saf19], see Remark 2.49 for more details.

**Example 2.32.** The braiding of $B$ defines a half-braided algebra structure on any algebra object in the Müger centre $Z_2(B)$ of $B$.

On the other hand, half-braided algebra structures on the trivial algebra $I$ correspond to monoidal natural automorphisms of $B$.

In Proposition 2.48 and the surrounding discussion, we will show that (separable) half-braided algebras are nothing but (separable) algebra objects in the Drinfel’d center $Z(B)$ of the braided fusion 1-category $B$, but equipped with an unusual monoidal structure.

**Remark 2.33.** The algebra object $A \in B$ encodes both an object $[A] \in \Sigma B$ (given by the algebra as an object of the Morita category of algebras in $B$; recall from Example 2.3 that $\Sigma B$ is the Morita category of separable algebra objects in $B$) and a 1-morphism $A_A : I \to [A]$ (the algebra as a left module for itself) with right adjoint $A_A : [A] \to I$. The algebra object $A$ in $B$ may be recovered as the composite $A_A \otimes_A A : I \to I$ with its induced “pair of pants” algebra structure. A half-braiding $h$ (in the sense of $Z(\Sigma B)$) on the object $[A]$ induces natural 2-isomorphisms $h_b : b \otimes [A] \to [A] \otimes b$. In the graphical calculus of the monoidal 2-category $\Sigma B$ (see [DR18, § 2.1.2]), this can be depicted as follows:

The half-braiding $\gamma$ on $A$ from Definition 2.31 arises as the composite

which makes equations (3) evident. Even though we will not explicitly use this translation, for most computations and proofs in this section, this geometric intuition is very helpful.

**Lemma 2.34.** Let $m$ be a left, respectively right, module of an algebra $A \in B$. Then, any half-braiding $\{\gamma_b : b \otimes A \to A \otimes b\}_{b \in B}$ on $A$ fulfilling (3) equips the object $m \in B$ with a half-braiding $\{\gamma_{b,m} : b \otimes m \to m \otimes b\}_{b \in B}$ defined as follows, respectively:

For left modules (and analogously for right modules), this construction extends to a $B$-module functor $A \text{-Mod}_B \to Z(B)$, where $B$ acts on the right on the Drinfel’d centre $Z(B)$ via the (braided) monoidal functor $B \to Z(B)$, $b \mapsto (b, br_{-b})$.

**Proof.** Immediate. 

□
Definition 2.35. A half-braided bimodule \((A, \gamma) \to (B, \zeta)\) between half-braided algebras \((A, \gamma)\) and \((B, \zeta)\) is a unital \(B\)-\(A\) bimodule \(B m_A\) in \(\mathcal{B}\) for which the action \(B \otimes m \otimes A \to m\) is compatible with the half-braidings \(\gamma\) and \(\mu\) as follows:

![Diagram]

Equivalently, a half-braided bimodule is one for which the two half-braidings induced by \(\gamma\) and \(\mu\) as in Lemma 2.34 agree.

Remark 2.36. While half-braided algebras are algebras equipped with the additional structure of a compatible half-braiding, it is a mere property for a bimodule to be half-braided. In particular, morphisms of half-braided bimodules are just morphisms of bimodules without any additional compatibilities. In fact, on a half-braided bimodule \(B m_A\), the induced half-braiding \(\gamma_{b,m_A} = \gamma_{b,Bm} : b \otimes m \to m \otimes b\) on \(m\) from Lemma 2.34 is the unique one fulfilling:

![Diagram]

Example 2.37. Just as any (iso)morphism \(\phi : A \to B\) of algebras induces a \(B\)-\(A\) bimodule structure on \(B\), so too any (iso)morphism \((A, \gamma) \to (B, \zeta)\) of half-braided algebras induces a half-braided bimodule, which we will denote \(B(\phi)_A\).

Given a right, respectively left, \(B\)-module \(m_B\), respectively \(Bm\), we will later use the notation \(A \phi m\), respectively \(A A m\) to denote its restriction along the (iso)morphism \(\phi\); in this notation, \(B(\phi)_A = B B \phi_A\), but we will have times when this latter notation will be cumbersome.

Given half-braided bimodules \(n : (A, \gamma) \to (B, \zeta)\) and \(m : (B, \zeta) \to (C, \delta)\), their relative tensor product \(C m \otimes_B N_A\) is again a half-braided bimodule. Hence, (separable) half-braided algebras, half-braided bimodules and bimodule maps may be assembled into a 2-category (s)HBA\((\mathcal{B})\).

Recall from Lemma 2.34 that a half-braiding \(\{ \gamma : b \otimes A \to A \otimes b\}_{b \in \mathcal{B}}\) on an algebra \(A\) fulfilling (3) induces a half-braiding \(\gamma_{b,A} : b \otimes m \to m \otimes b\) on any left \(A\)-module \(Am\). The following Lemma is a half-braided algebra version of [BZBJ18, Corollary 4.11].

Lemma 2.38. Let \(A\) be an algebra in \(\mathcal{B}\) with associated right \(B\)-module category \(A\)-\(\text{Mod}_B\). For any half-braiding \(\gamma\) on \(A\) fulfilling (3), the natural isomorphism

\[
\{ \sigma_{A,m,b} := \gamma_{b,A} m \cdot \beta_{m,b} : m \otimes b \to m \otimes b \}_{b \in \mathcal{B}, A m \in A \text{-Mod}_B} \]

defines a \(\mathcal{B}\)-module braiding on \(A\)-\(\text{Mod}_B\). This construction defines a bijection between the set of half-braidings on \(A\) fulfilling (3) and the set of \(\mathcal{B}\)-module braidings on \(A\)-\(\text{Mod}_B\).

Moreover, if \(B m_A\) is a bimodule between half-braided algebras \((A, \gamma)\) and \((B, \zeta)\), then the \(\mathcal{B}\)-module functor \(B m \otimes_A - : A\)-\(\text{Mod}_B \to B\)-\(\text{Mod}_B\) is a braided module functor if and only if the bimodule \(B m_A\) is half-braided in the sense of Definition 2.35.

Proof. Verifying that \(\sigma\) defines a \(\mathcal{B}\)-module braiding is a direct consequence of the axioms. To show that this assignment is a bijection, we construct an explicit inverse: Given a \(\mathcal{B}\)-module braiding \(\{ \sigma_{A,m,b} \}_{b \in \mathcal{B}, A m \in A \text{-Mod}_B}\) we set \(\gamma_b := \sigma_{A,B,b} \cdot \beta_{A,b}^1 : b \otimes A \to A \otimes b\) and note that \(\gamma_b\) is a half-braiding on \(A\) fulfilling (3). A direct computation shows that these two functions are inverse to one another. \(\square\)
Remark 2.39. The $\mathcal{B}$-module category $A\text{-Mod}_\mathcal{B}$ is the category $\text{Hom}_{\Sigma\mathcal{B}}(I, [A])$ with right $\mathcal{B}$-module structure induced by the identification $\text{Hom}_{\Sigma\mathcal{B}}(I, I) = \Omega \Sigma\mathcal{B} \cong \mathcal{B}$. Following the diagrammatic notation from Remark 2.33 for the (2-categorical) half-braiding on the object $[A]$ in $\Sigma\mathcal{B}$, the induced $\mathcal{B}$-module braiding $\sigma_{A,m,b} : m \ast b \rightarrow m \ast b$ on $A\text{-Mod}_\mathcal{B}$ arises as follows:

![Diagram](image)

Theorem 2.40. The 2-category $\text{shHBA}(\mathcal{B})$ of separable half-braided algebras is equivalent to $\text{BrMod-}\mathcal{B}$ and hence to the Drinfel’d centre $Z(\Sigma\mathcal{B})$.

Proof. The 2-functor $\text{shHBA}(\mathcal{B}) \rightarrow \text{BrMod-}\mathcal{B}$ is defined as follows: To a half-braided algebra $(A, \gamma)$ in $\mathcal{B}$, we assign the the right $\mathcal{B}$-module category $A\text{-Mod}_\mathcal{B}$ of left $A$-modules with $\mathcal{B}$-module braiding induced from the half-braiding $\gamma$ as in Lemma 2.38. To a half-braided bimodule $Bm_A$ we assign the induced $\mathcal{B}$-module functor $Bm \otimes_A - : A\text{-Mod}_\mathcal{B} \rightarrow \mathcal{B}\text{-Mod}_\mathcal{B}$ (see Lemma 2.38), and to a bimodule morphism $Bm_A \rightarrow Bm'_A$ we assign the corresponding $\mathcal{B}$-module natural transformation $f \otimes_A : Bm \otimes_A - \Rightarrow Bm' \otimes_A -$. Since $(-)\text{-Mod}_\mathcal{B} : \Sigma\mathcal{B} \rightarrow \text{Mod-}\mathcal{B}$ is an equivalence (see Example 2.3), it follows from Lemma 2.38 that this 2-functor $\text{shHBA}(\mathcal{B}) \rightarrow \text{BrMod-}\mathcal{B}$ is an equivalence. \hfill \Box

In particular, the braided monoidal structure on $Z(\Sigma\mathcal{B})$ induces a braided monoidal structure on $\text{shHBA}(\mathcal{B})$. For the reader’s convenience, we explicitly unpack some pieces of this induced braided monoidal structure. The tensor unit of $\text{shHBA}(\mathcal{B})$ is the trivial algebra $I$ with half braiding $\gamma_b = \text{id}_b : b \rightarrow b$ (omitting unitors from the notation). The tensor product $(A, \gamma) \boxtimes (B, \zeta)$ of two half-braided algebras $(A, \gamma)$ and $(B, \zeta)$ is the half-braided algebra with underlying object $A \otimes B$ and multiplication and half-braiding $\gamma \boxtimes \mu : b \otimes (A \otimes B) \rightarrow (A \otimes B) \otimes b$ given as follows:

(4)

Similarly, the tensor product $(Am_B) \boxtimes (Cn_D)$ of two half-braided bimodules $Am_B$ and $Cn_D$ is the $(A \otimes C) - (B \otimes D)$ bimodule $m \otimes n$ with action given as follows:

![Diagram](image)

Lemma 2.41. Let $A$ and $B$ be algebra objects in $\mathcal{B}$ and suppose $\gamma$ is a half-braiding on $A$ fulfilling (3). Then, $\gamma_B : B \otimes A \rightarrow A \otimes B$ is an algebra isomorphism. Moreover, if $B$ admits a half-braiding $\mu$, then $\gamma_B$ is an isomorphism of half-braided algebras $(B, \zeta) \boxtimes (A, \gamma) \rightarrow (A, \gamma) \boxtimes (B, \zeta)$.

Proof. This follows directly from naturality of $\gamma_B$ in $B$ and its compatibility with the algebra structure on $A$. \hfill \Box

In the braided monoidal 2-category $\text{shHBA}(\mathcal{B})$, the braiding of two half-braided algebras $(A, \gamma) \boxtimes (B, \zeta) \rightarrow (B, \zeta) \boxtimes (A, \gamma)$ is the half-braided bimodule $(\mu_A)_*$ represented by the half-braided algebra isomorphism $\mu_A : A \otimes B \rightarrow B \otimes A$ as in Lemma 2.41.
Remark 2.42. It is often convenient to present braided monoidal 2-categories in terms of
braided monoidal double categories (see [Shu10, HS19] on notations and details of this
presentation).

In our case, the full braided monoidal structure on the 2-category $\text{HBA}(B)$ (and analogously on the subcategory $\text{sHBA}(B)$) can be efficiently described in terms of the braided monoidal double category $\text{HBA}(B)$ whose groupoid of objects $\HBA(B)_0$ is the braided monoidal 1-groupoid of half-braided algebras and half-braided algebra isomorphisms with monoidal structure and braiding given as in (4) and Lemma 2.41. Its braided monoidal 1-category $\HBA(B)_1$ of 1-morphisms is the braided monoidal category whose objects are triples $(A,m,B)$ of half-braided algebras $A$ and $B$ and a half-braided bimodule $Am_B$ and whose morphisms $(A,m,B) \to (C,n,D)$ are triples $(\phi,f,\psi)$ of half-braided algebra isomorphisms $\phi:A \to C$ and $\psi:B \to D$ and an $A$-$B$ bimodule map $f: (\phi_*) \otimes_A m \to n \otimes_D (\psi_*).

The monoidal structure on $\HBA(B)_1$ has unit $(I,I,I)$ and tensor product $(A,m,B) \boxtimes (C,n,D) = (A \otimes C, m \otimes n, B \otimes D)$ where we use the tensor product of half-braided algebras from above and give $m \otimes n$ the obvious bimodule structure. The braiding isomorphism $(A,m,B) \otimes (C,n,D) \to (C,n,D) \otimes (A,m,B)$ in $\HBA(B)_1$ is given by the triple $(\gamma_A, \zeta_{m,n,D}, \zeta_B)$ where $\gamma_A : A \otimes C \to C \otimes A$ is the half-braided algebra isomorphism given by the half-braiding $\gamma$ of $C$, $\zeta_B : B \otimes D \to D \otimes B$ the one induced by the half-braiding $\zeta$ of $D$ and where $\zeta_{m,n,D} : m \otimes n \to n \otimes m$ is the half-braiding on $n$ induced by the half-braiding $\zeta$ of $D$ as in Lemma 2.34 (as $n$ is a half-braided bimodule, $\zeta_{m,n,D}$ equals the half-braiding $\gamma_{m,n}$ induced by $\gamma$ of $C$). This indeed defines a $(C \otimes A)$-$(B \otimes D)$ bimodule isomorphism $(\gamma_A)_* \otimes_{A \otimes C} (m \otimes n) \to (n \otimes m) \otimes_{D \otimes B} (\zeta_B)_*$ as required.

Example 2.43. As discussed in Lemma 2.16, $\Omega Z(\Sigma B) \cong Z_2(B)$. This is easily see when describing $Z(\Sigma B)$ in terms of half-braided algebras: the tensor unit of $\text{sHBA}(B)$ is the trivial algebra in $B$; any object $b$ of $B$ admits a unique $I$-$I$ bimodule structure; this bimodule structure is half-braided in the sense of Definition 2.35 if and only if $b$ is transparent in $B$.

Combining Theorem 2.40 and Lemma 2.34, it follows that the (underlying object of the) canonical Lagrangian braided monoidal object $B \to Z(B)$ (see Example 2.29) is a generating object of $\text{BrMod-B} \cong Z(\Sigma B)$.

Corollary 2.44. The braided $B$-module category $Z(B)$ with braided $B$-module structure
induced by the braided monoidal functor $B \to Z(B)$ is a generating object (in the sense of
Definition 2.8) of $\text{BrMod-B}$. In particular, the 2-functor $\Sigma \Omega Z_B \text{BrMod-B} \to \text{BrMod-B}$ is an equivalence of 2-categories.

Proof. By Theorem 2.40, any braided right $B$-module category $\mathcal{M}$ is equivalent to the
category $A\text{-Mod}_S$ of left modules for a half-braided algebra $(A,\gamma)$, with $B$-module braiding constructed as in Lemma 2.38. With this $B$-module braiding, the $B$-module functor $A\text{-Mod}_B \to Z(B)$ from Lemma 2.34 is in fact a braided $B$-module functor, and is evidently non-zero (if $A$ is non-zero). \hfill \Box

2.5. The canonical Lagrangian object in $Z(\Sigma B)$ as a half-braided algebra. In
Example 2.29 we observed that, for a braided fusion 1-category $B$, the braided fusion 2-category
$Z(\Sigma B) \cong \text{BrMod-B}$ has a canonical Lagrangian braided monoidal object $L$, which comes from the nondegenerate extension $B \hookrightarrow Z(B)$. We now present an explicit half-braided algebra representative $(L,\lambda)$ of the underlying object of this canonical Lagrangian braided monoidal object. We will not give a half-braided algebra description of the braided monoidal structure of $L$, as we will not require it for our proof.
To give the definition, recall that the coend \( \int^B F = \int_{b \in B} F(b, b) \) of a functor \( F : B \times B^{op} \to B \) is the universal object in \( B \) equipped with a dinatural \([DS70]\) transformation \( \iota : F(-, -) \to \int^B F \). In other words, for each \( x \in B \) there is a map \( \iota_x : F(x, x) \to \int^B F \), and for each morphism \( \alpha : x \to y \),

\[
\iota_x \cdot F(\alpha, \text{id}_y) = \iota_y \cdot F(\text{id}_x, \alpha) : F(x, y) \to \int^B F,
\]

and \( \int^B F \) is the universal object in \( B \) receiving maps with these compatibilities. Of course, as \( B \) is semisimple, the map \( \bigoplus_{b_i \in \pi_0 B} \iota_{b_i} : \bigoplus_{b_i \in \pi_0 B} F(b_i, b_i) \to \int^{b_i \in B} F(b_i, b_i) \) is an isomorphism, but we prefer the coend formulation with its defining universal property, as this will make various explicit computations cleaner. For example, for objects \( x, z \in B \), to define a map \( x \otimes \int_{b \in B} F(b, b) \to z \), it suffices to write down a map \( x \otimes F(b, b) \to z \) which is dinatural in \( b \).

**Definition 2.45.** The canonical Lagrangian half-braided algebra \( (L, \lambda) \) in \( \mathbf{sHBA}(B) \) is the half-braided algebra \( L := \int^{b \in B} b \otimes b^* \) with unit \( \iota_I : I \cong I \otimes I^* \to L \) and multiplication \( L \otimes L \to L \) defined in terms of the following dinatural (in \( b \) and \( c \)) transformation \( b \otimes b^* \otimes (c \otimes c^*) \to L \):
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The half-braiding \( \{ \lambda_x : x \otimes L \to L \otimes x \}_{x \in B} \) is given by the following dinatural (in \( b \)) transformation \( x \otimes (b \otimes b^*) \to L \otimes x \):

![Diagram](image)

In this Definition 2.45 and in the rest of the paper, whenever we work with a string diagram expression for a dinatural transformation, we will colour the objects in which the transformation is dinatural in red. This is merely a visual guidance and has no mathematical content.

**Lemma 2.46.** The functor \( L\text{-Mod}_B \to \mathcal{Z}(B) \) induced from the half-braiding on \( L \) as in Lemma 2.34 is an equivalence of braided module categories.

The Lemma confirms that \( (L, \lambda) \) as described in Definition 2.45 is indeed a half-braided algebra representative of the canonical Lagrangian object \( L \) from Example 2.29. In particular, it follows that the algebra \( L \) is separable and is therefore indeed an object of \( \mathbf{sHBA}(B) \cong \mathcal{Z}(\Sigma B) \) and not merely of \( \mathbf{HBA}(B) \).

**Proof.** An explicit inverse \( \mathcal{Z}(B) \to L\text{-Mod}_B \) maps an object \( (x, \gamma) \) to the object \( b \) with left \( L \) action defined by the following dinatural transformation \( b \otimes b^* \otimes x \to x \):

![Diagram](image)
In Corollary 2.44, we showed that the Lagrangian object \( \mathcal{L} \), represented by the half-braided algebra \( (L, \lambda) \) or the braided module category \( \mathcal{Z}(B) \), respectively, generates the 2-category \( \mathcal{Z}(\Sigma B) \cong \text{shBA}(B) \cong \text{BrMod-}B \). In particular, the 2-functor \( \Sigma \Omega_{\mathcal{L}} \mathcal{Z}(\Sigma B) \to \mathcal{Z}(\Sigma B) \) is an equivalence. In other words, ignoring the braided monoidal structure, the semisimple 2-category \( \mathcal{Z}(\Sigma B) \) is the category of finite semisimple module categories of the multifusion 1-category \( \text{End}_{\mathcal{Z}(\Sigma B)}(\mathcal{L}) \). Although not strictly necessary for the proof of our Main Theorem, we now show that this multifusion category is equivalent to the Drinfel’d centre \( \mathcal{Z}(B) \) of \( B \) equipped with an unusual monoidal structure.

For every object \( (x, \gamma) \) in the Drinfel’d center \( \mathcal{Z}(B) \) we define the morphisms \( l_{x, \gamma} : L \otimes x \to x \) and \( r_{x, \gamma} : x \otimes L \to x \) in \( B \) in terms of the following dinatural transformations, respectively (the square denotes the half-braiding \( \gamma_b : b \otimes x \to x \otimes b \) of \( x \)):

\[
\begin{array}{cccc}
 b & b' & x & x' \\
 \downarrow & \downarrow & \downarrow & \downarrow \\
 z & z' & g & g' \\
\end{array}
\]

Observe that \( l_{x, \gamma} \) and \( r_{x, \gamma} \) define commuting left and right actions of the algebra object \( L \), and hence an \( \mathcal{L} - \mathcal{L} \) bimodule structure on \( x \). This construction defines a fully faithful functor \( \mathcal{Z}(B) \hookrightarrow \text{Bim}(L) \).

**Definition 2.47.** The *annular tensor product* \( (x, \gamma) \otimes_{\text{ann}} (y, \zeta) \) of two objects in \( \mathcal{Z}(B) \) is the coequalizer of \( \text{id}_x \otimes l_{y, \zeta} \) and \( r_{x, \gamma} \otimes \text{id}_y : x \otimes L \otimes y \to x \otimes y \) in \( B \) equipped the half-braiding

\[
\begin{array}{cccc}
 b & b' & x & x' \\
 \downarrow & \downarrow & \downarrow & \downarrow \\
 z & z' & y & y' \\
\end{array}
\]

descended to the coequalizer. In other words, the annular tensor product \( (x, \gamma) \otimes_{\text{ann}} (y, \zeta) \) may be understood as coequalizing the two half-braidings (7) on \( x \otimes y \).

**Proposition 2.48.** The subcategory \( \mathcal{Z}(B) \hookrightarrow \text{Bim}(L) \) is precisely the subcategory of those bimodules which are half-braided in the sense of Definition 2.35, and hence is equivalent to \( \text{End}_{\text{shBA}(B)}(L, \lambda) \). The induced tensor product on \( \mathcal{Z}(B) \) is the annular tensor product.

In particular, a (separable) half-braided algebra in the sense of Definition 2.31 is precisely a separable algebra object in the monoidal category \( (\mathcal{B}, \otimes_{\text{ann}}) \), yielding another proof of Corollary 2.44 that \( \Sigma(\mathcal{Z}(B), \otimes_{\text{ann}}) \cong \text{shBA}(B) \).

**Proof.** Analogous to Lemma 2.46, the data of an \( \mathcal{L} - \mathcal{L} \) bimodule structure on an object \( x \) of \( \mathcal{B} \) is equivalent to the data of two commuting half-braidings \( \gamma, \zeta \). The bimodule induced by such a \( (x, \gamma, \zeta) \) is half-braided in the sense of Definition 2.35 precisely when the two half-braidings \( \gamma \) and \( \zeta \) agree. The induced tensor product is the relative tensor product over \( L \) which agrees with the annular tensor product of Definition 2.47.

**Remark 2.49.** Half-braided algebras \( (A, \gamma) \) are algebra objects in \( (\mathcal{B}, \otimes_{\text{ann}}) \). As in the proof of Proposition 2.48, identify \( \mathcal{Z}(B) \cong \text{L-Mod}_B \) and embed \( \text{L-Mod}_B \hookrightarrow \text{Bim}(L) \) as those \( \mathcal{L} \)-bimodules for which (the half braids that encode) the left and right \( \mathcal{L} \)-actions agree. It follows that algebra objects in \( (\mathcal{B}, \otimes_{\text{ann}}) \) can be identified with algebra objects in \( \text{Bim}(L) \), or equivalently, algebra objects \( A \) in \( \mathcal{B} \) equipped with an algebra homomorphism \( L \to A \), which fulfill the additional compatibility condition from [Saf19, Definition 3.1] (which ensures that the induced \( \mathcal{L} - \mathcal{L} \) bimodule arises from an \( L \)-module). Hence, the data of a compatible half-braiding \( \gamma \) on an algebra \( A \) in \( \mathcal{B} \) is equivalent to the data of a *quantum*
moment map on \( A \) in the sense of [Saf19, Definition 3.1]. (The original definition of quantum moment map from [BZBJ18] is missing the compatibility condition, cf. [Saf19, Remark 3.5].)

**Remark 2.50.** As \( L \) is a separable algebra, the annular tensor product on \( Z(\mathcal{B}) \) may also be described by splitting certain idempotents. Explicitly, given objects \((x, \gamma), (y, \zeta) \in Z(\mathcal{B})\), their annular tensor product \( (x, \gamma) \otimes_{\text{ann}} (y, \zeta) \) may be obtained by splitting the following idempotent on \( x \otimes y \):

\[
\sum_{b \in \pi_0 \mathcal{B}} \frac{d_-(b)}{D} z
\]

Here, the sum is over a set of representatives of the isomorphism classes of simple objects of \( \mathcal{B} \), and we have chosen right and left duals and an isomorphism \( \alpha_b : *b \to b^* \) for every one of them. The scalar factor \( d_-(b) = \text{ev}_{b^*} \cdot (\alpha_b^{-1} \otimes \text{id}_b) \cdot \text{coev}_b \) is as defined in equation (9) in §2.7 below, and \( D := \sum_{b \in \pi_0 \mathcal{B}} d_-(b)d_+(b) \) is the global dimension of \( \mathcal{B} \) (which is itself independent of these choices). The idempotent (8) is independent of all these choices.

Versions of the annular tensor product for ribbon braided fusion categories have appeared in [Was20] and [Tha20] under the name “reduced tensor product.”

**Remark 2.51.** The multifusion 1-category \((Z(\mathcal{B}), \otimes_{\text{ann}})\) is itself the (1-categorical) idempotent completion of the **annular category** \( \text{Ann}(\mathcal{B}) \) whose object are the objects of \( \mathcal{B} \), with \( \text{Hom}_{\text{Ann}(\mathcal{B})}(x, y) = \int_{b \in \mathcal{B}} \text{Hom}(b \otimes x, x \otimes b^*) \), and with monoidal structure directly induced by \( \mathcal{B} \) (defining the tensor product of morphisms in \( \text{Ann}(\mathcal{B}) \) requires the braiding of \( \mathcal{B} \)). The inclusion \( \text{Ann}(\mathcal{B}) \to Z(\mathcal{B}) \) maps an object \( x \) to the object \( \int^b b \otimes x \otimes b^* \) with half-braiding defined analogously to (5), and conversely, any object \((y, \gamma) \in Z(\mathcal{B})\) gives rise to an idempotent in \( \text{Ann}(\mathcal{B}) \) on \( y \) seen as an object of \( \text{Ann}(\mathcal{B}) \).

In other words, the sequence of 2-functors \( \mathcal{B} \text{Ann}(\mathcal{B}) \to \mathcal{B}Z(\mathcal{B}) \to Z(\Sigma \mathcal{B}) \) may be understood as successively completing with respect to ordinary idempotents and then 2-idempotents, and the whole underlying 2-category of \( Z(\Sigma \mathcal{B}) \) can be recovered from \( \text{Ann}(\mathcal{B}) \).

See [Tha20] for a detailed construction (in the ribbon setting) of the equivalence between \((Z(\mathcal{B}), \otimes_{\text{ann}})\) and the Karoubi completion of \( \text{Ann}(\mathcal{B}) \).

More geometrically, the annular category \( \text{Ann}(\mathcal{B}) \) is equivalent to the **skew category** \( \int_{S^1} \mathcal{B} \) of \( \mathcal{B} \), whose objects are appropriately framed \( \mathcal{B} \)-labelled points on a framed annulus \( S^1 \times I \) and whose morphisms are \( \mathcal{B} \)-string diagrams in \( S^1 \times I \times I \). From this perspective, our monoidal structure \( \otimes_{\text{ann}} \) comes from “stacking” annuli, hence the name. In the oriented/ribbon case, these various perspectives on \((Z(\mathcal{B}), \otimes_{\text{ann}})\) are discussed in detail in [Tha20]. (More formally, \( \text{Ann}(\mathcal{B}) \) is the factorization homology of the \( E_2 \)-category \( \mathcal{B} \) on \( S^1_b \) with its bounding 2-framing, and the monoidal structure \( \otimes_{\text{ann}} \) is the remaining \( E_1 \)-structure induced by the \( E_2 \)-structure of \( \mathcal{B} \).)

### 2.6. Components of \( Z(\Sigma \mathcal{B}) \)

In this section, we prove the following theorem.

**Theorem 2.52.** Let \( \mathcal{B} \) be a braided fusion 1-category. Then, the number of components of \( Z(\Sigma \mathcal{B}) \) agrees with the number of simple transparent objects in \( \mathcal{B} \), i.e., \( |\pi_0 Z(\Sigma \mathcal{B})| = |\pi_0 Z_2(\mathcal{B})| \).

In fact, versions of Theorem 2.52 hold for all nondegenerate braided fusion 2-categories, and more generally for fusion \( n \)-categories \( \mathcal{C} \) with trivial centre in the sense of [JF20b]. This owes to the existence of a nondegenerate \( S \)-matrix pairing \( \tilde{S} : \pi_0 \Omega^k \mathcal{C} \times \pi_0 \Omega^{n-k} \mathcal{C} \to \mathbb{k} \), which
we will develop in future work [JFRb]. To keep our proofs in this paper elementary, we will somewhat reverse the narrative and conclude Theorem 2.52 from well-known results about braided fusion 1-categories, and then use it in §2.7 to show that the $S$-matrix of $\mathcal{Z}(\Sigma \mathcal{B})$ is nondegenerate.

**Proof of Theorem 2.52.** Consider the braided module category $\mathcal{Z}(\mathcal{B})$ over $\mathcal{B}$ induced by the braided monoidal functor $\mathcal{B} \to \mathcal{Z}(\mathcal{B})$ (i.e. the canonical Lagrangian object $\mathcal{L}$ in $\mathcal{Z}(\Sigma \mathcal{B})$) from Example 2.29. It follows from Corollary 2.44 that $\mathcal{Z}(\mathcal{B})$ is a generating object of $\text{BrMod-} \mathcal{B} \cong \mathcal{Z}(\Sigma \mathcal{B})$, and hence that its direct sum decomposition into indecomposable braided $\mathcal{B}$-module categories contains at least one simple object from each component of $\text{BrMod-} \mathcal{B}$.

Recall from [DNO13, Corollary 4.4] that the centralizer of the symmetric subcategory $\mathcal{Z}_2(\mathcal{B}) \hookrightarrow \mathcal{B} \hookrightarrow \mathcal{Z}(\mathcal{B})$ in $\mathcal{Z}(\mathcal{B})$ is the monoidal subcategory $\mathcal{B}^{\mathcal{B}} \boxtimes_{\mathcal{Z}_2(\mathcal{B})} \mathcal{B} \subseteq \mathcal{Z}(\mathcal{B})$ induced by the mutually centralizing subcategories $\mathcal{B} \hookrightarrow \mathcal{Z}(\mathcal{B}), b \mapsto (b, \beta_{-b})$ and $\mathcal{B}^{\mathcal{B}} \hookrightarrow \mathcal{Z}(\mathcal{B}), b \mapsto (b, \beta_b^{-1})$ of $\mathcal{Z}(\mathcal{B})$. Define the following equivalence relations on the indecomposable $\mathcal{B}$-module summands of $\mathcal{Z}(\mathcal{B})$:

1. $\mathcal{M} \sim_1 \mathcal{N}$ if $\mathcal{M}$ and $\mathcal{N}$ are in the same component of $\text{BrMod-} \mathcal{B}$.
2. $\mathcal{M} \sim_2 \mathcal{N}$ if there exists a braided $\mathcal{B}$-module functor $F : \mathcal{Z}(\mathcal{B}) \to \mathcal{Z}(\mathcal{B})$ whose $\mathcal{M} \to \mathcal{N}$ component does not vanish.
3. $\mathcal{M} \sim_3 \mathcal{N}$ if $\mathcal{M}$ and $\mathcal{N}$ are in the same $\mathcal{B} \boxtimes_{\mathcal{Z}_2(\mathcal{B})} \mathcal{B}^{\mathcal{B}}$-module summand of $\mathcal{Z}(\mathcal{B})$.

We claim that all these equivalence relations agree. Indeed, equivalence of $\sim_1$ and $\sim_2$ is obvious, as any non-zero braided $\mathcal{B}$-module $\mathcal{M} \to \mathcal{N}$ may be extended by zero to a braided $\mathcal{B}$-module functor $\mathcal{Z}(\mathcal{B}) \to \mathcal{Z}(\mathcal{B})$.

To see the equivalence of $\sim_2$ and $\sim_3$ note that for any object $b \in \mathcal{B}^{\mathcal{B}} \subseteq \mathcal{Z}(\mathcal{B})$, tensoring $b \otimes -$ : $\mathcal{Z}(\mathcal{B}) \to \mathcal{Z}(\mathcal{B})$ defines a braided $\mathcal{B}$-module functor. By definition, if $\mathcal{M} \sim_3 \mathcal{N}$, i.e. $\mathcal{M}, \mathcal{N} \subseteq \mathcal{Z}(\mathcal{B})$ are sub-$\mathcal{B}$-modules in the same $\mathcal{B}^{\mathcal{B}} \boxtimes_{\mathcal{Z}_2(\mathcal{B})} \mathcal{B}$-module summand of $\mathcal{Z}(\mathcal{B})$, then there exists an object $b \in \mathcal{B}^{\mathcal{B}}$ such that $(b \otimes \mathcal{M}) \cap \mathcal{N} \neq 0$. (This notation is short-hand for: for every object $m \in \mathcal{M} \subseteq \mathcal{Z}(\mathcal{B})$, there exists an object $n \in \mathcal{N} \subseteq \mathcal{Z}(\mathcal{B})$ such that $\text{Hom}_{\mathcal{Z}(\mathcal{B})}(b \otimes m, n) \neq 0$.) In particular, $b \otimes -$ : $\mathcal{Z}(\mathcal{B}) \to \mathcal{Z}(\mathcal{B})$ is a braided $\mathcal{B}$-module functor whose $\mathcal{M} \to \mathcal{N}$ component is non-zero and hence $\mathcal{M} \sim_3 \mathcal{N}$.

Conversely, suppose that $\mathcal{M} \sim_2 \mathcal{N}$, i.e. that there exists a braided $\mathcal{B}$-module functor $F : \mathcal{Z}(\mathcal{B}) \to \mathcal{Z}(\mathcal{B})$ with non-zero $\mathcal{M} \to \mathcal{N}$ component. Passing through the equivalence between braided module categories and half-braided algebras, it follows from Proposition 2.48 that the monoidal functor $$(\mathcal{Z}(\mathcal{B}), \otimes_{\text{ann}}) \to \text{End}_{\text{BrMod-} \mathcal{B}}(\mathcal{Z}(\mathcal{B}))$$

is an equivalence. Recall from Remark 2.51 that $(\mathcal{Z}(\mathcal{B}), \otimes_{\text{ann}})$ is the (1-categorical) idempotent completion of the annular category $\text{Ann}(\mathcal{B})$. It follows that any braided $\mathcal{B}$-module functor $F : \mathcal{Z}(\mathcal{B}) \to \mathcal{Z}(\mathcal{B})$ arises from splitting an idempotent on a braided $\mathcal{B}$-module functor of the form $b \otimes -$ : $\mathcal{Z}(\mathcal{B}) \to \mathcal{Z}(\mathcal{B})$ for $b \in \mathcal{B}^{\mathcal{B}} \subseteq \mathcal{Z}(\mathcal{B})$. Hence, if there is a functor $F : \mathcal{Z}(\mathcal{B}) \to \mathcal{Z}(\mathcal{B})$ with a non-zero $\mathcal{M} \to \mathcal{N}$ component, then there is a $b \in \mathcal{B}^{\mathcal{B}}$ such that $(b \otimes \mathcal{M}) \cap \mathcal{N} \neq 0$ and hence $\mathcal{M} \sim_3 \mathcal{N}$.

As $\mathcal{Z}(\mathcal{B})$ is generating in $\text{BrMod-} \mathcal{B}$, the set of equivalence classes of $\sim_1$ is the set of components $\pi_0 \text{BrMod-} \mathcal{B}$. On the other hand, as $\mathcal{B}^{\mathcal{B}} \boxtimes_{\mathcal{Z}_2(\mathcal{B})} \mathcal{B} \subseteq \mathcal{Z}(\mathcal{B})$ is the centralizer of $\mathcal{Z}_2(\mathcal{B}) \subseteq \mathcal{Z}(\mathcal{B})$, it follows from [DGNO10, Corollary 3.6] that $\sim_3$ has precisely $|\pi_0 \mathcal{Z}_2(\mathcal{B})|$ equivalence classes.

**Remark 2.53.** As $\Sigma(\mathcal{Z}(\mathcal{B}), \otimes_{\text{ann}}) \cong \mathcal{Z}(\Sigma \mathcal{B})$, there is a bijection between components of $\mathcal{Z}(\Sigma \mathcal{B})$ and blocks of the multifusion category $(\mathcal{Z}(\mathcal{B}), \otimes_{\text{ann}})$. Therefore, Theorem 2.52 is the
statement that the multifusion category \((Z(\mathcal{B}), \otimes_{\text{ann}})\) has precisely as many blocks as there are simple transparent objects in \(\mathcal{B}\). This generalizes [Tha20, Theorem 5.3] which observes that for non-degenerate \(\mathcal{B}\), \((Z(\mathcal{B}), \otimes_{\text{ann}})\) is equivalent to the ‘matrix multifusion category’ \(\text{End}(\mathcal{B})\) of endo-functors of \(\mathcal{B}\).

2.7. The framed \(S\)-matrix of \(Z(\Sigma \mathcal{B})\). The \(S\)-matrix plays a prominent role in the theory of modular tensor categories. Defined as the evaluation of a Hopf link — two unknotted linked circles in 3-space — it defines a pairing on simple objects which records their mutual braiding statistics. In this section, we discuss a categorification of this concept. Intuitively, in an appropriately “oriented” (or “ribbon”) braided fusion 2-category \(\mathcal{C}\), one can define a pairing between objects \(A\) of \(\mathcal{C}\) and endomorphisms \(b\) of the tensor unit by linking a \(b\)-labelled circle with an \(A\)-labelled 2-sphere in ambient 4-space. When restricted to simple objects and simple endomorphisms of the tensor unit, this results in an “\(S\)-matrix” for \(\mathcal{C}\) which one expects to be nondegenerate (as a pairing between components of \(\mathcal{C}\) and simple endomorphisms of the tensor unit) if and only if \(\mathcal{C}\) is.

A first difficulty in carrying out this construction, is that the braided fusion 2-categories in this paper are not equipped with any sort of ribbon structure or orientation. In the setting of braided fusion 1-categories \(\mathcal{B}\), this issue is overcome by defining a framed \(\tilde{S}\)-matrix as follows (see [DGNO10, Section 2.8.1] for more details). For each simple object \(b\) of \(\mathcal{B}\) choose right and left duals

\[
\begin{align*}
\text{ev}_b : b \otimes b^* &\to I, & \text{coev}_b : I &\to b^* \otimes b, \\
\text{ev}_{b^*} : b^* \otimes b &\to I, & \text{coev}_{b^*} : I &\to b \otimes b^*,
\end{align*}
\]

depicted as right- and left- turning cups and caps as in Remark 2.1. Semisimplicity of \(\mathcal{B}\), together with simplicity of the unit object \(I\), guarantees that there exists an isomorphism \(\alpha_b : b^* \to b\) and moreover that for any choice of such an isomorphism \(\alpha_b\) the following scalars \(d_+(b)\) and \(d_-(b)\) are nonzero (see e.g. [ENO05, §2.1]):

\[
\begin{align*}
d_+(b) &:= b \begin{array}{c} \alpha_b \\ \end{array} \\
d_-(b) &:= (\alpha_b)^{-1} b \end{align*}
\]

For \(b, b'\) in \(\mathcal{B}\), define

\[
\tilde{S}_{b,b'} := \frac{1}{d_-(b) d_+(b')} \begin{array}{c} \alpha_b^* \\ \end{array}
\]

Note that while \(d_+\) and \(d_-\) both depend on the choice of duality data and isomorphism \(\alpha\), these choices cancel in (10), and \(\tilde{S}_{b,b'}\) only depends on the isomorphism class of \(b\) and \(b'\). Equivalently, without having to choose duality data for \(b\), \(\tilde{S}_{b,b'}\) may also be defined as the proportionality factor:

\[
\left\langle \frac{1}{d_+(b')} b \begin{array}{c} \alpha_v \\ \end{array} \right\rangle
\]

In the same way, we can define a framed \(\tilde{S}\)-matrix for a braided fusion 2-category \(\mathcal{C}\). Given an object \(A\) in \(\mathcal{C}\) and a 1-endomorphism \(b : I \to I\) in \(\mathcal{C}\), there are over- and under-braiding 2-isomorphisms \(\text{br}_{A,b} : \text{id}_A \boxtimes b \to b \boxtimes \text{id}_A\) and \(\text{br}_{b,A} : b \boxtimes \text{id}_A \to \text{id}_A \boxtimes b\) of \(b\) and \(A\), which arise as naturality data for the braiding 1-isomorphisms \(\text{br}_{-,A}\) and \(\text{br}_{A,-}\). Graphically
expressed as movies in 3-space (projected to $\mathbb{R}^2$), these 2-isomorphisms correspond to the following motion of a particle $b$ around a string $A$:

\[
\begin{array}{ccc}
\bullet & \xrightarrow{br_{A,b}} & \bullet \\
| & & | \\
\downarrow & & \downarrow \\
\bullet & \xrightarrow{br_{b,A}} & \bullet
\end{array}
\]

As diagrams in 4-dimensional “spacetime” (projected to $\mathbb{R}^3$), we depict these 2-morphisms as follows, respectively (where $A$ now appears as a surface and $b$ as a line):

\[
\begin{array}{ccc}
\text{Diagram 1} & & \text{Diagram 2} \\
\end{array}
\]

The full braid $id_A \boxtimes b \Rightarrow id_A \boxtimes b$ is the composite $br_{b,A} \cdot br_{A,b}$. Assume now that $b$ is simple, and choose duality data for $b$ and a 2-isomorphism $\alpha_b : *b \Rightarrow b^*$. Then we may “trace out” $b$, defining the following 2-endomorphism $\tilde{R}_{A,b} : id_A \Rightarrow id_A$ (as usual omitting coherence isomorphisms):

\[
d_+(b)^{-1} \left( (id_A \otimes ev_b) \cdot ((br_{b,A} \cdot br_{A,b}) \boxtimes \alpha_b) \cdot (id_A \otimes coev_{*b}) \right),
\]

or graphically:

\[
\begin{array}{c}
\tilde{R}_{A,b} = d_+(b)^{-1}
\end{array}
\]

As before, the normalization factor $d_+(b)^{-1}$ ensures that this endomorphism is independent of the choice of duality data for $b$ and the isomorphism $\alpha_b : *b \Rightarrow b^*$.

**Example 2.54.** Given a half-braided algebra $(A, \gamma)$ in a braided fusion 1-category $\mathcal{B}$ and a transparent simple object $b \in \mathcal{Z}_2(\mathcal{B}) = \Omega Z(\Sigma B)$, and using the braided monoidal structure on $sHBA(\mathcal{B})$ described in (4) and Lemma 2.41, the bimodule endomorphism $\tilde{R}_{(A,\gamma),b} : AA \Rightarrow AA$ unpacks to

\[
\begin{equation}
(12) \quad d_+(b)^{-1} \left( (id_A \otimes ev_b) \cdot ((\gamma_{b,A} \cdot br_{A,b}) \otimes \alpha_b) \cdot (id_A \otimes coev_{*b}) \right) = d_+(b)^{-1} \left( \begin{array}{c}
\bullet \\
\downarrow \scriptstyle{m} \\
\bullet
\end{array} \right). \tag{12}
\end{equation}
\]

**Example 2.55.** Analogous to Example 2.54, given a braided $\mathcal{B}$-module category $\mathcal{M}_B \in BrMod-\mathcal{B}$ and a transparent simple $b \in \mathcal{Z}_2(\mathcal{B})$, the coefficients $(\tilde{R}_{M,b})_m : m \rightarrow m$ of the
B-module natural endomorphism $\tilde{R}_{M,b}: \text{id}_M \Rightarrow \text{id}_M$ are given as follows:

\[
(13) \quad d_+(b)^{-1} \left( m \cong m * I \xrightarrow{\text{m-sev}_b} m * (b \otimes * b) \right)
\cong (m * b) * * b \xrightarrow{\sigma_m,b \times \alpha_b} (m * b) * b^*
\cong m * (b \otimes b^*) \xrightarrow{\text{m-sev}_b} m * I \cong m.
\]

If the object $A$ in (11) is also simple, then $\tilde{R}_{A,b}$, being an endo-2-morphism of the simple 1-morphism $\text{id}_A$, is proportional to the identity, and we define $\tilde{S}_{A,b} := \langle \tilde{R}_{A,b} \rangle \in k$ to be the proportionality factor (so that $\tilde{R}_{A,b} = \tilde{S}_{A,b} \text{id}_A$; compare Remark 2.5).

**Lemma 2.56.** $\tilde{S}_{A,b}$ only depends on the component of $A$ and descends to a function

\[
\tilde{S} : \pi_0 \mathcal{C} \times \pi_0 \Omega \mathcal{C} \to k
\]

which we call the framed $\tilde{S}$-matrix of $\mathcal{C}$. \hfill \Box

**Proof.** This is a direct consequence of the fact that for any 1-morphism $f : A \to B$ and any 1-morphism $b : I \to I$, naturality of the braiding implies that

\[
\text{It turns out that } \mathcal{C} \text{ is a nondegenerate braided fusion 2-category if and only if this } \tilde{S}-\text{matrix is invertible [JFRb]. As a special case, we will prove:}

**Theorem 2.57.** The framed $\tilde{S}$-matrix $\tilde{S} : \pi_0 \mathcal{Z}(\Sigma B) \times \pi_0 \Omega \mathcal{Z}(\Sigma B) \to k$ of $\mathcal{Z}(\Sigma B)$ is invertible.

**Proof.** It follows from Theorem 2.52 that the framed $\tilde{S}$-matrix of $\mathcal{Z}(\Sigma B)$ is a square matrix. Therefore, it suffices to show that it has full rank $|\pi_0 \mathcal{Z}_2(B)|$. We will prove this in terms of braided module categories.

For any braided $B$-module category $\mathcal{M}_B$, we define a braided $B$-module $S$-matrix $\tilde{S}^\mathcal{M}_{m,b}$ indexed by simple objects $m \in \mathcal{M}$ and simple transparent objects $b \in \mathcal{Z}_2(B)$ as the proportionality factor $\tilde{S}^\mathcal{M}_{m,b} := \langle (\tilde{R}_{M,b})_m \rangle$ where $(\tilde{R}_{M,b})_m : m \to m$ is defined as in (13). (Note that while $\tilde{S}^\mathcal{M}_{m,b}$ and $(\tilde{R}_{M,b})_m$ can also be defined for possibly non-transparent $b \in B$, the $(\tilde{R}_{M,b})_m$ do not assemble into a $B$-module transformation in that case.) As $\tilde{R}_{M,b}$ is a $B$-module transformation it follows that if $\mathcal{M}_B$ is an indecomposable $B$-module category, then $\tilde{R}_{M,b}$ is proportional to the identity natural transformation, and hence that the coefficient $\tilde{S}_{M,b}$ of the framed S matrix of $\mathcal{Z}(\Sigma B)$ for indecomposable $\mathcal{M}_B$ and simple transparent $b \in \mathcal{Z}_2(B)$ can be computed in terms of the braided $B$-module $S$-matrix of $\mathcal{M}_B$:

\[
\tilde{S}_{M,b} = \tilde{S}^\mathcal{M}_{m,b} = \tilde{S}^\mathcal{M}_{m',b} \text{ for all simple } m, m' \in \mathcal{M}.
\]

In fact, it follows from Lemma 2.56 that if $m \in \mathcal{M}$ and $m' \in \mathcal{M}'$ are simple objects in indecomposable braided $B$-module categories $\mathcal{M}$ and $\mathcal{M}'$ which are in the same connected component of $\text{BrMod-B}$, then $\tilde{S}^\mathcal{M}_{m,b} = \tilde{S}^\mathcal{M}'_{m',b}$. 

29
By Corollary 2.44, the braided \( \mathcal{B} \)-module category \( \mathcal{Z}(\mathcal{B}) \) generates \( \text{BrMod-} \mathcal{B} \) and hence decomposes into a direct sum of indecomposable \( \mathcal{B} \)-module categories, at least one from every component of \( \text{BrMod-} \mathcal{B} \). It follows from the previous paragraph that for simple transparent \( b \in Z_2(\mathcal{B}) \) and simple object \( m \in Z(\mathcal{B}) \) in an indecomposable \( \mathcal{B} \)-module summand \( \mathcal{M} \subseteq Z(\mathcal{B}) \) of \( Z(\mathcal{B}) \) which belongs to a component \( C \) of \( \text{BrMod-} \mathcal{B} \) we have that \( \tilde{S}_{C,b} = S_{m,b}^{Z(\mathcal{B})} \). Hence, the \( |\pi_0(Z(\mathcal{B}))| \times |\pi_0(Z_2(\mathcal{B}))| \) matrix \( \tilde{S}_{\pi_0(Z(\mathcal{B})),b}^{Z(\mathcal{B})} \) is obtained from the \( |\pi_0(Z(\Sigma\mathcal{B}))| \times |\pi_0(Z_2(\mathcal{B}))| \) matrix \( \tilde{S}_{C \in \pi_0(Z(\Sigma\mathcal{B})),b}^{Z(\mathcal{B})} \) by repeating columns. In particular, these two matrices have the same rank.

But \( S_{m \in Z(\mathcal{B}),b \in Z_2(\mathcal{B})}^{\Sigma\mathcal{B}} \) is the framed \( \tilde{S} \)-matrix (as in (10)) of the braided fusion 1-category \( \mathcal{Z}(\mathcal{B}) \) with columns restricted to \( Z_2(\mathcal{B}) \subseteq Z(\mathcal{B}) \). As \( \mathcal{Z}(\mathcal{B}) \) is a nondegenerate braided fusion 1-category, it follows from [DGNO10, Theorem 3.4 and Corollary 3.6] that \( \text{rk}(\tilde{S}_{\pi_0(Z(\Sigma\mathcal{B})),b}^{\Sigma\mathcal{B}}) = |\pi_0(Z_2(\mathcal{B}))| \). \( \square \)

Remark 2.58. If \( b \in Z_2(\mathcal{B}) \) is an invertible object, then

\[
\tilde{R}_{A,b} := (1_{A} \boxtimes \text{ev}_b) \cdot (\text{br}_{b,A} \cdot \text{br}_{A,b} \boxtimes 1_{A}) \cdot (1_{A} \boxtimes (\text{ev}_b)^{-1}) : 1_{A} \Rightarrow 1_{A}
\]

for any choice of right dual \( \text{ev}_b : b \boxtimes b^* \rightarrow I \) and hence it follows that for invertible \( b, c \in Z_2(\mathcal{B}) \)

\[
\tilde{R}_{A,b} \cdot \tilde{R}_{A,c} = \tilde{R}_{A,b \otimes c}.
\]

In particular, if every simple object in \( Z_2(\mathcal{B}) \) is invertible — inducing an abelian group structure on \( \pi_0 Z_2(\mathcal{B}) \) — then \( \tilde{S}_{A,-} : \pi_0 Z_2(\mathcal{B}) \rightarrow k \) is a group homomorphism and it follows from Theorem 2.57 that the assignment \( A \mapsto \tilde{S}_{A,-} \) defines a bijection

\[
\pi_0 Z(\Sigma\mathcal{B}) \rightarrow \text{Hom}(\pi_0 Z_2(\mathcal{B}), k^\times)
\]

between the set of components of \( Z(\Sigma\mathcal{B}) \) and the set of group homomorphisms \( \pi_0 Z_2(\mathcal{B}) \rightarrow k^\times \). Explicitly, a simple object \( A \in Z(\Sigma\mathcal{B}) \) is in the component corresponding to a group homomorphism \( \phi : \pi_0 Z_2(\mathcal{B}) \rightarrow k^\times \) if and only if the full braid of \( A \) and \( b \) is proportional to the identity with proportionality factor \( \phi(b) \):

\[
\text{br}_{b,A} \cdot \text{br}_{A,b} = \phi(b) \cdot \text{id}_{A} \boxtimes \text{id}_b : 1_{A} \rightarrow 1_{A} \boxtimes b.
\]

Remark 2.59. Generalizing Remark 2.58, any choice of ribbon structure on \( Z_2(\mathcal{B}) \) (with possibly non-invertible objects) induces a canonical normalization \( R_{A,b} : 1_{A} \Rightarrow 1_{A} \) defined as in (11) with \( a_b : b^* \rightarrow b \) the canonical induced pivotal structure but \textit{without} the normalization factor \( d(b)^{-1} \). In other words, \( R_{A,b} = \dim(b) \tilde{R}_{A,b} \). With this normalization, the proportionality factors \( S_{A,b} = (R_{A,b}) = \dim(b) \tilde{S}_{A,b} \) induce, for every simple object \( A \in Z(\Sigma\mathcal{B}) \), a ring homomorphism \( S_{A,-} : K_0(Z_2(\mathcal{B})) \rightarrow k \) from the Grothendieck ring of \( Z_2(\mathcal{B}) \) to the ground field \( k \). As \( K_0(Z_2(\mathcal{B})) \otimes_k k \) is a commutative semisimple \( k \)-algebra [EGNO15, Corollary 3.7.7] it follows from Theorem 2.57 that this induces a bijection (dependent on the choice of ribbon structure) between the set \( \pi_0 Z(\Sigma\mathcal{B}) \) of components and the set \( \text{Spec}_k(K_0(Z_2(\mathcal{B}))) \) of ring homomorphisms \( K_0(Z_2(\mathcal{B})) \rightarrow k \). Under this bijection, the identity component is sent to the ring homomorphism \( \dim : K_0(Z_2(\mathcal{B})) \rightarrow k \).

3. Proof of the Main Theorem

We turn now to the proof of the Main Theorem. Our strategy is directed by Theorem 2.19: in order to find a minimal nondegenerate extension of a slightly degenerate braided fusion category \( \mathcal{B} \), it suffices to find an equivalence of braided fusion 2-categories \( \mathcal{Z}(\Sigma\mathcal{B}) \cong \mathcal{Z}(\Sigma \mathbf{Vec}) \).
3.1. The braided fusion 2-categories $\mathcal{S}$ and $\mathcal{T}$. Suppose that $\mathcal{B}$ is a slightly degenerate braided fusion 1-category. The results in Section 2 constrain the structure of the braided fusion 2-categories which can arise as $\mathcal{Z}(\Sigma \mathcal{B})$. The goal of this section is to classify the possible equivalence classes of braided fusion 2-categories consistent with these constraints.

For this, we will need a few facts and notation about the cohomology of the Eilenberg–MacLane spaces $K(\mathbb{Z}_2, n)$:

- The cohomology ring $H^*(K(\mathbb{Z}_2, n); \mathbb{Z}_2)$ is freely generated by a degree-$n$ generator $t_n$ under cup products and the action of the Steenrod operators $Sq^1$, obeying the usual compatibility relations [Ser53]; explicitly, as a commutative $\mathbb{Z}_2$-algebra, it is the polynomial ring on expressions of the form $Sq^{k_1} \cdots Sq^{k_m} t_n \in H^{\sum_j k_j+n}(K(\mathbb{Z}_2, n); \mathbb{Z}_2)$ with $k_j \geq 2k_{j+1}$ and with $\sum_{j=1}^m (k_j - 2k_{j+1}) < n$ (where we set $k_{m+1} = 0$).
- The desuspension map $\Omega : H^{i+1}(K(\mathbb{Z}_2, n+1); \mathbb{Z}_2) \rightarrow H^i(K(\mathbb{Z}_2, n); \mathbb{Z}_2)$ takes $t_{n+1} \mapsto t_n$ and commutes with the Steenrod operators $Sq^1$, but it is not a ring homomorphism.
- Since $K(\mathbb{Z}_2, n)$ is rationally acyclic, its cohomology with $k^\times$ coefficients is independent of our choice of algebraically closed characteristic zero field $k$: any choice of inclusion $\mathbb{C} \rightarrow k$ induces an isomorphism $H^*(K(\mathbb{Z}_2, n); \mathbb{C}^\times) \rightarrow H^*(K(\mathbb{Z}_2, n); k^\times)$ in positive degrees $\bullet > 0$.
- Most of the low-degree cohomology groups $H^*(K(\mathbb{Z}_2, n); k^\times)$ that we will use are computed in [EML54], and conveniently summarized in Examples 2.2 and 2.3 of [DN20a]. (That paper uses the notation $H^i_{\text{et}}(A; -) := H^{i+1}(K(A, 2); -)$ and $H^i_{\text{et}}(A; -) := H^{i+2}(K(A, 3); -)$ for $i > 0$.) Those descriptions in particular allow us to read off the map on coefficients $t \mapsto (-1)^t : H^*(K(\mathbb{Z}_2, n); \mathbb{Z}) \rightarrow H^*(K(\mathbb{Z}_2, n); k^\times)$ and hence to give names to elements in the $k^\times$-cohomology.

**Lemma 3.1.** Let $K(\mathbb{Z}_2, 3) \rightarrow X \rightarrow K(\mathbb{Z}_2, 2)$ denote the non-trivial extension classified by $ Sq^2 t_2 = t_2^3 \in H^4(K(\mathbb{Z}_2, 2); \mathbb{Z}_2) \cong \mathbb{Z}_2$. Then, the induced maps on $k^\times$-cohomology form a short exact sequence

$$0 \rightarrow H^5(K(\mathbb{Z}_2, 2); k^\times) \rightarrow H^6(X; k^\times) \rightarrow H^5(K(\mathbb{Z}_2, 3); k^\times) \rightarrow 0.$$  

Similarly, the extension $K(\mathbb{Z}_2, 4) \rightarrow BX \rightarrow K(\mathbb{Z}_2, 3)$, classified by $ Sq^2 t_3 \in H^5(K(\mathbb{Z}_2, 3); \mathbb{Z}_2)$, which characterizes the unique delooping of $X$ induces a short exact sequence

$$0 \rightarrow H^6(K(\mathbb{Z}_2, 3); k^\times) \rightarrow H^6(BX; k^\times) \rightarrow H^6(K(\mathbb{Z}_2, 4); k^\times) \rightarrow 0.$$  

Since the desuspension morphisms

$$\Omega : H^5(K(\mathbb{Z}_2, 3); k^\times) \rightarrow H^5(K(\mathbb{Z}_2, 2); k^\times) \quad \Omega : H^6(K(\mathbb{Z}_2, 4); k^\times) \rightarrow H^5(K(\mathbb{Z}_2, 3); k^\times)$$

are isomorphisms, so is the desuspension morphism $\Omega : H^6(BX; k^\times) \rightarrow H^5(X; k^\times)$.

**Proof.** Let us inspect the Serre spectral sequence for $X$:

$$E_2^{i,j} = H^i(K(\mathbb{Z}_2, 2); H^j(K(\mathbb{Z}_2, 3); k^\times)) \Rightarrow H^{i+j}(X; k^\times).$$
The $E_2$ page of this spectral sequence begins:

$$E^{i,j}_2 = j \begin{array}{cccccccc}
5 & Z_2 & 0 \\
4 & 0 & 0 & 0 \\
3 & Z_2 & 0 & Z_2 & Z_2 \\
2 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & k^x & 0 & Z_2 & 0 & Z_3 & Z_2 & Z_2 \\
0 & 0 & 1 & 2 & 3 & 4 & 5 & 6
\end{array} i$$

These groups are generated by the following elements:

$$E_{15}$$

$$j \begin{array}{cccccccc}
5 & (-1)^{Sq^2_t} t_3 & . & . \\
4 & . & . & . & . \\
3 & (-1)^{t_3} & (-1)^{t_3 t_2} & (-1)^{t_3 Sq^1 t_2} & . & . & . & . \\
2 & . & . & . & . & . & . & . \\
1 & . & . & . & . & . & . & . \\
0 & * & (-1)^{t_2} & . & \sqrt{(-1)^{t_2} t_2} & (-1)^{Sq^2_t} t_2 & (-1)^{t_2} & \sqrt{(-1)^{t_2} t_2} \\
0 & 0 & 1 & 2 & 3 & 4 & 5 & 6
\end{array} i$$

The name in bidegree $(i, j) = (4, 0)$ is justified because the order-2 element in $E^{4,0}_2 \cong Z_4$ is $(-1)^{t_2}$. In bidegree $(5, 0)$, note that $(-1)^{Sq^2_t} t_2 = (-1)^{t_2} Sq^1 t_2 \in H^5(K(Z_2, 2); k^x)$. (In other words, the map $Z_2 = H^4(K(Z_2, 2); Z_2) \to H^4(K(Z_2, 2); k^x) = Z_4$ is not surjective, while the map $Z_2 = H^5(K(Z_2, 2); Z_2) \to H^5(K(Z_2, 2); k^x) = Z_2$ is not injective.)

The nontrivial extension class $t_2 \in H^4(K(Z_2, 2); Z_2)$ classifying $X$ manifests as a nontrivial $d_4$ differential $t_3 \mapsto t_2$ on cohomology with $Z_2$ coefficients, which in turn gives nontrivial differentials $(-1)^{t_3} \mapsto (-1)^{t_2}$ and $(-1)^{t_3 t_2} \mapsto (-1)^{t_2}$. In particular, the $Z_2$ in bidegree $(i, j) = (2, 3)$ does not survive to $E_\infty$.

The $Z_2$ in bidegree $(5, 0)$ survives just because of all of the 0s in total degree 4. The $Z_2$ in bidegree $(0, 5)$ also survives. This is not automatic for a spectral sequence with this $E_2$ page. Rather, we know it is true because the edge map in total degree 5 is the restriction map $H^5(X; k^x) \to E^{5,5}_2 = H^5(K(Z_2, 3); k^x)$, and we know that there is a class $\alpha \in H^5(X; k^x)$ whose image in $H^5(K(Z_2, 3); k^x) \cong Z_2$ is non-trivial: Indeed, consider the symmetric monoidal 2-category $\Sigma sVec$ as a braided monoidal 2-category and observe that the induced delooping of its Picard groupoid $(\Sigma sVec)^x$ is a homotopy 4-type $K(k^x, 4) \cdot K(Z_2, 3) \cdot K(Z_2, 2)$ whose quotient $K(Z_2, 3) \cdot K(Z_2, 2) \cong X$ is the non-trivial extension (since $br_{C, C} \cong e \boxtimes id_{C \boxtimes C}$, and which is therefore classified by a class $\alpha \in H^5(X; k^x)$. The image of this class in $H^5(K(Z_2, 3); k^x)$ classifies the Picard groupoid $\Omega(\Sigma sVec)^x = sVec^x$ and hence is non-trivial.

The argument for $BX$ is completely analogous: The only entries in total degree 6 in its spectral sequence

$$E^{i,j}_2 = H^i(K(Z_2, 3); H^j(K(Z_2, 4); k^x)) \Rightarrow H^{i+j}(BX; k^x).$$
are $E^6,0 = H^6(K(\mathbb{Z}_2, 3); k^\times) \cong \mathbb{Z}_2$ generated by $(-1)^{Sq^2} t_4$ and $E^0,6 = H^6(K(\mathbb{Z}_2, 4); k^\times) \cong \mathbb{Z}_2$ generated by $(-1)^{Sq^2} Sq^1 t_3$. The former survives to $E_\infty$ simply because in this case the $E_2$ page already vanishes in total degree 5. The latter survives to $E_\infty$ because we know that there is a class $\alpha \in H^6(BX; k^\times)$ whose restriction to $H^6(K(\mathbb{Z}_2, 4); k^\times) \cong \mathbb{Z}_2$ is nontrivial; this time, consider the symmetric monoidal 2-category $\Sigma sVec$ as a sylleptic monoidal 2-category, restrict to its Picard groupoid $(\Sigma sVec)^\times$, and observe that its delooping to a homotopy 5-type is an extension $K(k^\times, 5) \cdot K(\mathbb{Z}_2, 4) \cdot K(\mathbb{Z}_2, 3)$, classified by a class in $H^6(BX; k^\times)$, whose restriction to $H^6(K(\mathbb{Z}_2, 4); k^\times)$ characterizes the symmetric braiding on $sVec^\times$ and is hence nontrivial.

The desuspension morphisms

$$Z_2((-1)^{Sq^2} Sq^1 t_3) = H^6(K(\mathbb{Z}_2, 3); k^\times) \to H^5(K(\mathbb{Z}_2, 2); k^\times) = Z_2((-1)^{Sq^2} Sq^1 t_2)$$

$$Z_2((-1)^{Sq^2} t_4) = H^6(K(\mathbb{Z}_2, 4); k^\times) \to H^5(K(\mathbb{Z}_2, 3); k^\times) = Z_2((-1)^{Sq^2} t_3)$$

send generators to generators and are therefore isomorphisms.

We now turn to the main result of this section. To set it up, let us recall the constraints from Section 2 on the structure of $\mathcal{C} = \mathcal{Z}(\Sigma B)$ for a slightly degenerate braided fusion 1-category $\mathcal{B}$:

1. By Lemma 2.16, there is an equivalence of symmetric fusion 1-categories $\Omega \mathcal{C} \cong sVec$.
2. By Theorem 2.52, $\mathcal{C}$ has exactly two components.
3. Theorem 2.57 relates $\pi_0 \mathcal{C}$ and $\pi_0 \Omega \mathcal{C} \cong \pi_0 sVec$. Specifically, write $e$ for (a choice of) the non-identity simple object in $sVec$; we will call it “$e$” because we will think of it as being electrically charged (under the gauge group $\mathbb{Z}_2$ which arises from $sVec$ under Tannakian reconstruction). By Remark 2.58, the two components of $\mathcal{C}$ are distinguished by their full braiding with $e$: objects in the identity component are transparent to $e$, whereas objects $X$ in the non-identity component enjoy

$$\text{br}_{e,X} \cdot \text{br}_{X,e} = (-1) \text{id}_{X \otimes e}.$$ 

A physical object is a magnetic monopole if a test electron, when moved all the way around the object, comes back to its original position with some nontrivial phase. We will therefore refer to the non-identity component of $\mathcal{C}$ as the magnetic component, and its objects as magnetically charged.

The following result was first proved in [JF20a], relying on non-degeneracy of the braiding of $\mathcal{Z}(\Sigma B)$ and on some higher Morita-categorical reasoning to establish conditions 2 and 3; the rest of the proof did not require higher Morita categories. We recall this rest of the proof both for completeness and because it contains many useful details about the 2-categories in question.

**Theorem 3.2 ([JF20a]).** Up to braided monoidal equivalence, there are at most two braided fusion 2-categories satisfying the three conditions 1–3 above.

These two braided fusion 2-categories are built as in Example 2.13 as twisted linearizations

$$S := 2\text{Vec}^e[\mathcal{G}]$$

$$\mathcal{T} := 2\text{Vec}^e[\mathcal{G}]$$

of the 1-groupoid $\mathcal{G} = K(\mathbb{Z}_2, 1) \times K(\mathbb{Z}_2, 0)$ with braided monoidal structure determined by the delooping $B^2 \mathcal{G} = K(\mathbb{Z}_2, 3) \times K(\mathbb{Z}_2, 2)$ and the following twists in $H^5(B^2 \mathcal{G}; k^\times)$:

$$\sigma := (-1)^{Sq^2} t_3 + t_2$$

$$\tau := (-1)^{Sq^2} t_3 + t_2 + Sq^2 Sq^1 t_2$$
Here $t_n$ is the generator (over the Steenrod algebra) of $H^*(K(\mathbb{Z}_2, n); \mathbb{Z}_2)$, and we have used the Künneth formula and the map $t \mapsto (-1)^t$ on coefficients to map

$$H^5(K(\mathbb{Z}_2, 3); \mathbb{Z}_2) \oplus (H^3(K(\mathbb{Z}_2, 3); \mathbb{Z}_2) \otimes H^2(K(\mathbb{Z}_2, 2); \mathbb{Z}_2)) \oplus H^5(K(\mathbb{Z}_2, 2); \mathbb{Z}_2) \xrightarrow{\text{Künneth}} H^5(B^2G; \mathbb{Z}_2) \xrightarrow{(-1)^t} H^5(B^2G; k^\times)$$

**Proof.** Let $\mathcal{C}$ be a braided fusion 2-category satisfying the three conditions 1–3. (We will not assume that $\mathcal{C}$ is equivalent to some $\mathcal{Z}(\Sigma B)$.) We will first show that $\mathcal{C}$ necessarily arises from linearizing a higher groupoid. Once having done so, the conditions 1–3 translate into conditions on that groupoid, and we will complete the proof by solving the corresponding purely homotopy-theoretic classification.

By [JFY21, Theorem B], which applies to any fusion 2-category satisfying condition 1, the simple objects of $\mathcal{C}$ are all invertible and each component contains two simple objects. The identity component, equivalent to $\Sigma s\text{Vec}$, is described in Example 2.14. It has two simple objects $I$ and $C$. Arbitrarily choose a magnetic simple object $M$ (i.e. a simple object in the non-identity component); the other simple magnetic object is then $C \boxtimes M$.

These choices provide a way to write $\mathcal{C}$ as a linearization as in Example 2.13: there is a non-monoidal equivalence $\Sigma s\text{Vec} \simeq 2\text{Vec}[\mathbb{Z}_2]$ (corresponding to the non-braided equivalence $s\text{Vec} \cong \text{Vec}[\mathbb{Z}_2]$), and hence a non-monoidal equivalence

$$\mathcal{C} \simeq 2\text{Vec}[K(\mathbb{Z}_2, 1) \times K(\mathbb{Z}_2, 0)],$$

where the $\mathbb{Z}_2$ in degree 1 is the group $\{I, e\} = \pi_0 s\text{Vec}$, and the $\mathbb{Z}_2$ in degree 0 is the set $\{I, M\} = \pi_0 \mathcal{C}$. For $\mathcal{C}$ to admit a presentation as the (twisted) linearization of a groupal braided monoidal groupoid, it suffices for $M$ to satisfy the fusion rule $M^2 \cong I$ (see the last two paragraphs of Example 2.13). Since $M$ is invertible and $M^2$ is magnetically neutral, the only other possibility is $M^2 \cong C$.

To see that $M^2 \cong I$, we will use some facts about not just the monoidal structure but also the braiding on $\mathcal{C}$. Note first that the braided monoidal structure on (the full sub-2-category of $\mathcal{C}$ spanned by) the identity component is forced by condition 1: it is equivalent to $\Sigma s\text{Vec} \cong s\text{Alg}$. The most important feature worth highlighting from Example 2.14 is the braiding $\text{br}_{C,C} \cong e \boxtimes \text{id}_{C \boxtimes C}$ from equation (2). On the other hand, since $\text{br}_{M,M}$ is isomorphic either to $\text{id}_{M \boxtimes M}$ or $e \boxtimes \text{id}_{M \boxtimes M}$, and since $e^4 \cong I$, we find that $\text{br}_{M^2,M^2}$ is isomorphic to $\text{id}_{M^2 \boxtimes M^2}$. (One must insert associators to compute $\text{id}_{M^2 \boxtimes M^2}$ from $\text{br}_{M,M}$, but they cancel in the final computation.) This rules out the possibility that $M^2 \cong C$.

In order to complete the proof, it suffices to classify the possible deloopings $B^2G$ of $G \cong K(\mathbb{Z}_2, 1) \times K(\mathbb{Z}_2, 0)$, and the possible Postnikov classes in $H^5(B^2G; k^\times)$, which are consistent with the conditions 1–3. We will first argue that condition 3 is consistent only with $B^2G$ being the product $K(\mathbb{Z}_2, 3) \times K(\mathbb{Z}_2, 2)$. We will then study the cohomology of this product, and see that the classes $\sigma$ and $\tau$ are the only two possible classes consistent with our conditions.

Suppose, in search of a contradiction, that $B^2G$ were not the product $K(\mathbb{Z}_2, 3) \times K(\mathbb{Z}_2, 2)$, but rather the unique nontrivial extension $X := K(\mathbb{Z}_2, 3) \cdot K(\mathbb{Z}_2, 2)$ from Lemma 3.1, classified by $\text{Sq}^2 t_2 = t_2^2 \in H^4(K(\mathbb{Z}_2, 2); \mathbb{Z}_2) \cong \mathbb{Z}_2$. Let $B^3G = BX$ denote the unique delooping of $B^2G = X$, given by the extension $K(\mathbb{Z}_2, 4) \cdot K(\mathbb{Z}_2, 3)$ classified by $\text{Sq}^2 t_3 \in H^4(K(\mathbb{Z}_2, 3); \mathbb{Z}_2)$. It follows from Lemma 3.1, that the desuspension map $\Omega : H^6(B^3G; k^\times) \to H^6(B^2G; k^\times)$ is an isomorphism. In categorical language, this means that, for any twisting $\alpha \in H^6(B^3G; k^\times)$, the braided fusion 2-category $2\text{Vec}^\alpha[G]$ admits a (unique) sylleptic structure. But this violates condition 3. Indeed, for any object $X$ and 1-morphism $f : I \to I$ in a sylleptic
monoidal 2-category, it follows from unitality and naturality of the syllepsis that the full braid trivializes: \( br_{Y, X} : br_{X, Y} = id_{id_{Y} \otimes id_{X}} \) (surfaces and lines unlink in 5-dimensions).

Since \( B^2 \mathcal{G} = K(\mathbb{Z}_2, 3) \times K(\mathbb{Z}_2, 2) \) is a product, the Künneth formula provides an isomorphism \( H^n(B^2 \mathcal{G}; k^\times) \cong \mathbb{Z}_2 \). Indeed, writing \( H_\bullet(-) \) for ordinary homology with integer coefficients and \( \otimes \) and \( \text{Tor} \) for their versions over \( \mathbb{Z} \), a choice of product decomposition for \( B^2 \mathcal{G} \) selects a short exact sequence

\[
\bigoplus_{i+j=5} H_i(K(\mathbb{Z}_2, 3)) \otimes H_j(K(\mathbb{Z}_2, 2)) \rightarrow H_5(B^2 \mathcal{G}) \rightarrow \bigoplus_{i+j=4} \text{Tor}(H_i(K(\mathbb{Z}_2, 3)), H_j(K(\mathbb{Z}_2, 2))).
\]

But the connectivity of \( K(\mathbb{Z}_2, 3) \) and \( K(\mathbb{Z}_2, 2) \) mean that the first term is \( H_5(K(\mathbb{Z}_2, 3)) \oplus (H_3(K(\mathbb{Z}_2, 3)) \otimes H_2(K(\mathbb{Z}_2, 2))) \oplus H_5(K(\mathbb{Z}_2, 2)) \) and the third term in this sequence vanishes; and \( H^5(B^2 \mathcal{G}; k^\times) = \text{hom}(H_5(B^2 \mathcal{G}), k^\times) \) because \( k^\times \) is divisible. This calculation also shows that the map \( t \mapsto (-1)^t \) on coefficients is a surjection \( H^5(B^2 \mathcal{G}; \mathbb{Z}_2) \rightarrow H^5(B^2 \mathcal{G}; k^\times) \). As in (15), \( H^5(B^2 \mathcal{G}; k^\times) \cong \mathbb{Z}_2^3 \) is therefore generated by the classes:

\[
(-1)^{Sq^2 t_3}, \quad (-1)^{t_3 t_2}, \quad (-1)^{Sq^1 t_2}.
\]

Any Postnikov class consistent with condition 1 must have a nontrivial coefficient on \( (-1)^{Sq^2 t_3} \). The restriction \( H^5(B^2 \mathcal{G}; k^\times) \rightarrow H^5(K(\mathbb{Z}_2, 3); k^\times) \) encodes the non-trivial braiding \( \beta_{e,e} = -id_{e \otimes e} \) on \( \Omega \mathcal{C} = s\text{Vec} \). Moreover, the classes consistent with condition 3 must have a nontrivial coefficient on \( (-1)^{t_3 t_2} \). If this coefficient was trivial, our braided fusion 2-category would admit a sylleptic structure by an argument analogous to the one we gave above. There are therefore two choices for our 5-cocycle, depending on whether its \( (-1)^{Sq^2 Sq^1 t_2} \) component is trivial or not. As the braided monoidal groupoid \( \mathcal{G} \) and its 5-cocycle completely determine the braided monoidal structure on \( \mathcal{C} \) (see the last sentence of Example 2.13), there can be at most two such braided monoidal 2-categories. \( \square \)

The presentations of \( \mathcal{S} \) and \( \mathcal{T} \) as linearizations of braided groupoids as in Theorem 3.2 depend on a choice of invertible object \( M \) in the magnetic component (corresponding to the non-trivial element in \( \pi_3 B^2 \mathcal{G} = \mathbb{Z}_2 \)), and a choice of equivalence \( M^2 \cong I \) corresponding to the product decomposition \( B^2 \mathcal{G} \cong K(\mathbb{Z}_2, 3) \times K(\mathbb{Z}_2, 2) \). In particular, Theorem 3.2 does not yet imply that \( \mathcal{S} \) and \( \mathcal{T} \) are inequivalent as braided fusion 2-categories, merely that any such equivalence must necessarily be incompatible with one of these choices. In fact, the space \( B^2 \mathcal{G} = K(\mathbb{Z}_2, 3) \times K(\mathbb{Z}_2, 2) \) has only one nontrivial automorphism, coming from the map \( Sq^1 : K(\mathbb{Z}_2, 2) \rightarrow K(\mathbb{Z}_2, 3) \), and this automorphism fixes the classes \( \sigma \) and \( \tau \). Hence, any potential equivalence between \( \mathcal{S} \) and \( \mathcal{T} \) must be incompatible with the choice of \( M \) and cannot come from an equivalence of braided 1-groupoids. In Corollary 3.25, we will see that there is no such equivalence and that \( \mathcal{S} \) and \( \mathcal{T} \) are indeed inequivalent as braided fusion 2-categories.

Further examining the proof of Theorem 3.2, note that in the classes

\[
\sigma := (-1)^{Sq^2 t_3 + t_3 t_2}, \quad \tau := (-1)^{Sq^2 t_3 + t_3 t_2 + Sq^1 t_2},
\]

the factor \( (-1)^{Sq^2 t_3} \) is responsible for the braiding \( \beta_{e,e} = -id_{e \otimes e} \) in \( \Omega \mathcal{S} = \Omega \mathcal{T} = s\text{Vec} \), while the factor \( (-1)^{t_3 t_2} \) causes the full braid \( br_{e,M} : br_{M,e} = -id_{id \otimes M \otimes e} \) between the chosen magnetic object \( M \) and \( e \). The statement in the proof of Theorem 3.2 that \( B^2 \mathcal{G} \cong K(\mathbb{Z}_2, 3) \times K(\mathbb{Z}_2, 2) \) is isomorphic to a product of Eilenberg–Mac Lane spaces translates into categorical language as the existence of an isomorphism

\[
br_{M,M} \cong id_{M \otimes M}.
\]
In the next section, we will develop an invariant which detects the last factor \((-1)^{\text{Sq}^2}\text{Sq}^1 t_2\) and hence distinguishes \(\sigma\) and \(\tau\). This last factor is already visible on the subcategory generated by the object \(M\) (and is completely independent of its interaction with \(e\)). Indeed, the restriction of the class \(\sigma|_{K(Z_2,2)} \in H^5(K(Z_2,2); k^\times)\) trivializes, whereas \(\tau|_{K(Z_2,2)} = (-1)^{\text{Sq}^2}\text{Sq}^1 t_2 \in H^5(K(Z_2,2); k^\times)\). Abusing notation, we will write this still as “\(\tau\)” These restrictions mean that \(\mathcal{S}\) and \(\mathcal{T}\) admit the following braided fusion sub-2-categories:

\[
\mathcal{S} \supset \mathbf{2Vec}[\mathbb{Z}_2], \quad \mathcal{T} \supset \mathbf{2Vec}^*[\mathbb{Z}_2].
\]

Note that these inclusions depend on the presentation of \(\mathcal{S}\) and \(\mathcal{T}\) as linearizations, and hence depend both on a choice of invertible object \(M\) in the magnetic component, and an equivalence \(M^2 \cong I\) (or equivalently, a product decomposition \(B^2g = K(Z_2,2) \times K(Z_2,3)\)).

**Lemma 3.3.** There are braided monoidal 2-functors \(\mathbf{2Vec}[\mathbb{Z}_2] \to \Sigma \mathbf{sVec}\) and \(\mathbf{2Vec}^*[\mathbb{Z}_2] \to \Sigma \mathbf{sVec}\).

Note that Eilenberg-MacLane spaces (for abelian groups) have unique deloopings, and the cohomology group \(H^\bullet(K(Z_2,2); k^\times)\) is stable in the sense that the destabilization map \(H^{5+N}(K(Z_2,2+N); k^\times) \to H^5(K(Z_2,2); k^\times)\) is an isomorphism for all \(N \geq 0\). This implies that both the braided monoidal 2-categories \(\mathbf{2Vec}[\mathbb{Z}_2]\) and \(\mathbf{2Vec}^*[\mathbb{Z}_2]\) admit (unique!) extensions to symmetric monoidal 2-categories. In particular, the functors to \(\Sigma \mathbf{sVec}\) are symmetric monoidal for these unique symmetric monoidal structures.

**Proof.** All three braided monoidal 2-categories \(\mathbf{2Vec}[\mathbb{Z}_2]\), \(\mathbf{2Vec}^*[\mathbb{Z}_2]\), and \(\Sigma \mathbf{sVec}\) arise from linearization: by Example 2.14, the third is \(\mathbf{2Vec}^*[\mathbb{BZ}_2]\) with twisting \(\omega = (-1)^{\text{Sq}^2} t_3 \in H^6(K(Z_2,3); k^\times)\). Thus, to give maps \(\mathbf{2Vec}[\mathbb{Z}_2] \to \Sigma \mathbf{sVec}\) and \(\mathbf{2Vec}^*[\mathbb{Z}_2] \to \Sigma \mathbf{sVec}\), it suffices to give maps \(f : K(Z_2,2) \to K(Z_2,3)\) such that the restriction \(f^*\omega\) either trivializes or becomes cohomologous to \(\tau\), respectively. The trivial map suffices for the first case, and for the second case we can take \(f = \text{Sq}^1\). \(\square\)

**Remark 3.4.** In 2-categorical language, the braided monoidal 2-functors trivial : \(\mathbf{2Vec}[\mathbb{Z}_2] \to \Sigma \mathbf{sVec}\) and \(F : \mathbf{2Vec}^*[\mathbb{Z}_2] \to \Sigma \mathbf{sVec}\) from Lemma 3.3 both map \(M\) to \(I\). Their difference is in their monoidality data. The nontrivial map \(\text{Sq}^1 : K(Z_2,2) \to K(Z_2,3)\) used for \(F : \mathbf{2Vec}^*[\mathbb{Z}_2] \to \Sigma \mathbf{sVec}\) corresponds to choosing the nontrivial monoidality isomorphism

\[
I = I \boxtimes I = F(I) = F(M) \boxtimes F(M) \overset{\sim}{\to} F(M \boxtimes M) = I.
\]

In other words, \(F\) maps the self-duality datum \(M^\vee \cong M\), which came from the choice of isomorphism \(r : M \boxtimes M \to I\) needed to select \(\mathbf{2Vec}^*[\mathbb{Z}_2] \subset \mathcal{T}\), to the nontrivial self-duality datum \(e : I^\vee \cong I\).

3.2. \(\eta\)-traces and dimensions. Our next goal is to present an invariant that can distinguish \(\mathcal{S}\) and \(\mathcal{T}\), and which is more computable than the cohomological distinction described in Theorem 3.2. We will do this in §3.3 by “evaluating objects on Klein bottles with nonbounding Pin structure.” In order to give that definition, we will need to be able to “evaluate objects on circles with nonbounding Spin structure.” This section reviews how to do this, and sets some notation for duality that we will use in the remainder of the proof.
Definition 3.5. Let $\mathcal{E}$ be a braided monoidal 1-category. Each dualizable object $x \in \mathcal{E}$ has an $\eta$-dimension defined as:

\[
\eta(x) := \mathrm{ev}_x \cdot \beta_{x^*,x} \cdot \mathrm{coev}_x = \begin{array}{c} \infty \\ \in \Omega \mathcal{E} \end{array}
\]

This element $\eta(x) \in \Omega \mathcal{E}$ is independent of the choice of right duality data $\mathrm{ev}_x : x \otimes x^* \to I$, $\mathrm{coev}_x : I \to x^* \otimes x$. Indeed, $\eta(x)$ depends only on the isomorphism class of $x$. Furthermore, in any braided monoidal 1-category $\mathcal{E}$ it holds that

\[
\eta(x) = \eta(x^*).
\]

More generally, for a 1-morphism $\phi : x \to x$, we will define the $\eta$-trace of $\phi$ to be:

\[
\mathrm{tr}(\phi) := \mathrm{ev}_x \cdot (\phi \otimes \mathrm{id}_x) \cdot \beta_{x^*,x} \cdot \mathrm{coev}_x = \begin{array}{c} \infty \\ \in \Omega \mathcal{E} \end{array}
\]

Remark 3.6. Suppose that $\mathcal{E}$ is a braided monoidal groupal 1-groupoid, corresponding to a connected and simply connected pointed 3-type $X = B^2 \mathcal{E}$, and the object $x \in \pi_3(X) = \pi_0 \mathcal{E}$ is selected by a map $S^2 \to X$. Then the object $\eta(x) \in \pi_3(X) = \pi_1 \mathcal{E}$ is selected by the composite $S^3 \to S^2 \to X$, where $\eta \in \pi_3(S^2)$ is the traditional notation for the Hopf map, the generator of $\pi_3(S^2) \cong \mathbb{Z}$, hence the name.

When $\mathcal{E}$ is a symmetric monoidal 1-category, $\eta(x)$ is nothing but the value of the 1-dimensional framed TFT built from the dualizable object $x$ when evaluated on a circle with Lie group framing. The equality (19) comes from the orientation-reversing diffeomorphism of the circle.

Remark 3.7. When $\mathcal{E}$ is not symmetric, $\eta(-)$ is not monoidal. Rather, its failure to be monoidal is measured by the full braid. In particular, if $x$ and $y$ are invertible, then

\[
\eta(x \otimes y) = \langle \beta_{y,x} \beta_{x,y} \rangle \eta(x) \eta(y)
\]

(As in Remark 2.6, the notation means that $\beta_{y,x} \beta_{x,y} = \langle \beta_{y,x} \beta_{x,y} \rangle \mathrm{id}_{x \otimes y}$ where $\langle \beta_{y,x} \beta_{x,y} \rangle \in \Omega \mathcal{E}$.)

When $\mathcal{C}$ is a braided monoidal 2-category, one must be slightly more careful with the choice of duality data when defining $\eta(-)$. Let us review some definitions about duality in higher categories:

Definition 3.8. A right adjoint of a 1-morphism $f : X \to Y$ in a 2-category is a 1-morphism $f^* : Y \to X$ together with 2-morphisms $\mathrm{ev}_f : f \circ f^* \to \mathrm{id}_b$ and $\mathrm{coev}_f : \mathrm{id}_a \to f^* \circ f$ fulfilling the cusp equations

\[
\mathrm{id}_f = (\mathrm{ev}_f \circ \mathrm{id}_f) \cdot (\mathrm{id}_f \circ \mathrm{coev}_f), \quad \mathrm{id}_{f^*} = (\mathrm{id}_{f^*} \circ \mathrm{ev}_f) \cdot (\mathrm{coev}_f \circ \mathrm{id}_{f^*}).
\]

There is a similar notion of left adjoint $^*f$. It is worth emphasizing that, if it exists, the right adjoint to $f$ is unique up to unique isomorphism. An adjoint equivalence is a 1-morphism equipped with a right adjoint for which $\mathrm{ev}_f$ and $\mathrm{coev}_f$ are invertible.

A right dual of an object $X$ in a monoidal 2-category is an object $X^\vee$ together with 1-morphisms $\mathrm{ev}_X : X \boxtimes X^\vee \to I$ and $\mathrm{coev}_X : I \to X^\vee \boxtimes X$ and a cusp 2-isomorphism

\[
\mathrm{cusp}_X : \mathrm{id}_X \overset{\sim}{\to} (\mathrm{ev}_X \boxtimes \mathrm{id}_X) \circ (\mathrm{id}_X \boxtimes \mathrm{coev}_X)
\]
such that also the composite \((\text{id}_X \otimes \text{ev}_X) \circ (\text{coev}_X \otimes \text{id}_X)\) is isomorphic to \(\text{id}_X\). (To emphasize: we require only the existence of this latter isomorphism and not its data. There is a different equivalent notion in which one also demands the data of an isomorphism \(\text{cusp}^X : (\text{id}_X \otimes \text{ev}_X) \circ (\text{coev}_X \otimes \text{id}_X) \Rightarrow \text{id}_X\) but then asks for a compatibility relation between \(\text{cusp}_X\) and \(\text{cusp}^X\).) There is a similar notion of left dual. An object \(X\) is fully-(aka 2-) dualizable when it admits both left and right dual \(X^\vee\) and all four evaluation and coevaluation 1-morphisms admit both left and right adjoints (in which case their adjoints end up also being adjucible).

A \((\text{right})\) mate of a 1-morphism \(f : X \to Y\) between objects equipped with right duality data \((X^\vee, \text{ev}_X, \text{coev}_X, \text{cusp}_X)\) and \((Y^\vee, \text{ev}_Y, \text{coev}_Y, \text{cusp}_Y)\) is a 1-morphism \(f^\vee : Y^\vee \to X^\vee\) equipped with 2-isomorphisms

\[
\text{rot}_f : (\text{id}_X \otimes f) \circ \text{coev}_X \Rightarrow (f^\vee \otimes \text{id}_Y) \circ \text{coev}_Y,
\]

\[
\text{rot}^f : \text{ev}_Y \circ (f \otimes \text{id}_{Y^\vee}) \Rightarrow \text{ev}_X \circ (\text{id}_X \otimes f^\vee),
\]

which are compatible with \(\text{cusp}_X\) and \(\text{cusp}_Y\) in the sense that the following two isomorphisms \(f \cong (\text{ev}_X \otimes \text{id}_Y) \circ f^\vee \circ (\text{id}_X \otimes \text{coev}_Y)\) are equal (suppressing coherence data for the monoidal 2-category):

\[
f \cong f \circ \text{id}_X \xRightarrow{\text{cusp}^X} (\text{ev}_X \otimes f) \circ (\text{id}_X \otimes \text{coev}_X) \xRightarrow{\text{rot}^f} (\text{ev}_X \otimes \text{id}_Y) \circ f^\vee \circ (\text{id}_X \otimes \text{coev}_Y),
\]

\[
f \cong \text{id}_Y \circ f \xRightarrow{\text{cusp}^Y} (\text{ev}_Y \otimes \text{id}_Y) \circ (f \otimes \text{coev}_Y) \xRightarrow{\text{rot}^f} (\text{ev}_X \otimes \text{id}_Y) \circ f^\vee \circ (\text{id}_X \otimes \text{coev}_Y).
\]

There is a similar notion of left mate with respect to left duality data. It is worth emphasizing that for a 1-morphism \(f : X \to Y\) and for any choice of duality data, the mate of \(f\) is unique up to unique isomorphism.

**Definition 3.9.** Let \(X \in \mathcal{C}\) and choose right duality data \((X^\vee, \text{ev}_X, \text{coev}_X, \text{cusp}_X)\). The \(\eta\)-dimension of this data is the composition:

\[
\eta(X, X^\vee, \text{ev}_X, \text{coev}_X, \text{cusp}_X) := \text{ev}_X \circ \text{br}_{X^\vee, X} \circ \text{coev}_X = \infty
\]

It is easy to check that the isomorphism class of \(\eta(X)\) depends only on the equivalence class of \(X\). We will need, however, to promote \(\eta(-)\) to a functor. To do this, we introduce a 2-category \(\mathcal{C}^{\text{coh}}\) of coherent dual pairs in \(\mathcal{C}\) (compare [Pst14]):

- An object of \(\mathcal{C}^{\text{coh}}\) is an object \(X \in \mathcal{C}\) together with a choice of right duality data \((X^\vee, \text{ev}_X, \text{coev}_X, \text{cusp}_X)\).
- A 1-morphism \((X, X^\vee, \ldots) \to (Y, Y^\vee, \ldots)\) is a 1-morphism \(f : X \to Y\) together with a choice of right adjoint \((f^\vee, \text{ev}_f, \text{coev}_f)\), and also choices of their mates \((f^\vee, \text{rot}_f, \text{rot}^f)\) and \((f^\vee, \text{rot}_f, \text{rot}^f)\).
- A 2-morphism \((f, f^\vee, f^*, \ldots) \Rightarrow (g, g^\vee, g^*, \ldots)\) is a 2-morphism \(\phi : f \Rightarrow g\). This choice selects 2-morphisms \(\phi^* : g^* \to f^*, \phi^\vee : f^\vee \Rightarrow g^\vee, \) and \(\phi^*: g^\vee \Rightarrow f^\vee\) canonically.

Provided all objects and 1-morphisms in \(\mathcal{C}\) have duals, the forgetful functor \(\mathcal{C}^{\text{coh}} \to \mathcal{C}\), \((X, X^\vee, \ldots) \mapsto X\) is an equivalence. Indeed, the definitions are arranged so that a 1-isomorphism in \(\mathcal{C}^{\text{coh}}\) over \(\text{id}_X\) is precisely an equivalence of duality data: an adjoint equivalence \(f : X^\vee \Rightarrow X^{\vee}\) together with isomorphisms \(\text{ev}_X \cong \text{ev}_X \circ (\text{id}_X \otimes f)\) and \((f \otimes \text{id}_X) \circ\)
\[\text{coev}_X \cong \text{coev}_X'\] satisfying the natural compatibility equation with \(\text{cusp}_X\) and \(\text{cusp}'_X\). Moreover, for a fixed object \(X\), the 2-groupoid of right duals of \(X\), equivalences of duality data between these, and compatible isomorphisms between the adjoint equivalences between these, is contractible. This contractibility is the reason that we need to give the isomorphism \(\text{cusp}_X\) as part of the data, but not a separate choice of isomorphism \(\text{cusp}_X\).

**Definition 3.10.** The homotopy 1-category \(h_1\mathcal{C}\) of a (braided monoidal) 2-category \(\mathcal{C}\) is the (braided monoidal) 1-category whose objects are the objects of \(\mathcal{C}\) and whose morphisms are the isomorphism classes of \(\mathcal{C}\). We will write \([f] : X \to Y\) for the 1-morphism in \(h_1\mathcal{C}\) represented by a 1-morphism \(f : X \to Y \in \mathcal{C}\). (We will write the objects, and their tensor products, just as in \(\mathcal{C}\).)

Explicitly, an object of \(h_1\mathcal{C}^{\text{coh}}\) is an object \(X \in \mathcal{C}\) together with a choice of right duality data \((X^\vee, \text{ev}_X, \text{coev}_X, \text{cusp}_X)\). A 1-morphism \((X, X^\vee, \ldots) \to (Y, Y^\vee, \ldots)\) in \(h_1\mathcal{C}^{\text{coh}}\) is simply an isomorphism class \([f]\) of 1-morphisms \(f : X \to Y\) in \(\mathcal{C}\): the choices of mates and adjoints are uniquely determined up to unique isomorphism. This means in particular that to choose a splitting of the equivalence of 1-categories \(h_1\mathcal{C}^{\text{coh}} \to h_1\mathcal{C}\), one needs only to choose, for every object \(X \in \mathcal{C}\), right duality data \((X^\vee, \text{ev}_X, \text{coev}_X, \text{cusp}_X)\).

**Lemma 3.11.** The assignment \(\eta(-)\) extends to a (nonmonoidal) functor \(h_1\mathcal{C}^{\text{coh}} \to \Omega\mathcal{C}\), and hence, after choosing duality data for every object of \(\mathcal{C}\), into a functor \(h_1\mathcal{C} \to \Omega\mathcal{C}\).

**Proof.** Let \(f : X \to Y\) be a representative of a 1-morphism \([f] : (X, X^\vee, \ldots) \to (Y, Y^\vee, \ldots)\) in \(h_1\mathcal{C}^{\text{coh}}\). Choose a right adjoint \((f^*, \text{ev}_f, \text{coev}_f)\) and a mate \((f^\vee, \text{rot}_f, \text{rot}_f^\vee)\), and define the following 2-morphism \(\eta(f) : \eta(X) \Rightarrow \eta(Y)\):

\[\begin{array}{c}
\text{coev}_X \cong \text{coev}_X' \cong \text{rot}_f \cong \text{rot}_f' \cong \text{rot}_f' \cong \text{ev}_f \cong \text{ev}_f' \\
\end{array}
\]

(We have omitted orientation marks for better readability.) It is easy to verify that \(\eta(f)\) does not depend on the choice of adjoint and mate for \(f\) and in fact only depends on the isomorphism class of \(f\) and that \(\eta(-)\) assembles into a 1-functor. \(\square\)

Note that, in the definition of \(\eta(f)\) in equation (21), the figure-eight is fixed, and simply serves as a track for the defects points to move along. Later we will move the figure-eight itself; see e.g. equation (27) and Lemma 3.16.

**Remark 3.12.** For morphisms \(a : A \to A'\) and \(b : B \to B'\) in a braided monoidal 2-category, denote by

\[\tilde{\beta}_{a,b} : \text{br}_{A',B'} \circ (a \boxtimes b) \Rightarrow (b \boxtimes a) \circ \text{br}_{A,B}\]

the naturality isomorphism of the braiding (i.e. the composite of the unlabelled isomorphisms in (21)). Writing

\[\begin{array}{c}
\text{coev}_f : \text{coev}_X \Rightarrow (f^\vee \otimes f^*) \circ \text{coev}_Y \quad \tilde{e}v_f : \text{ev}_X \circ (f^* \otimes f^\vee) \Rightarrow \text{ev}_Y \\
\end{array}
\]

for the obvious composites of \(\text{coev}_f\) followed by \(\text{rot}_f\), and \(\text{rot}_f^\vee\) followed by \(\text{ev}_f\), respectively, we may express (21) more succinctly as the composite

\[\eta(f) = (\tilde{e}v_f \circ \text{br}_{Y^\vee,Y} \circ \text{coev}_Y) \cdot (\text{ev}_X \circ \tilde{\beta}_{f^\vee,f^*} \circ \text{coev}_Y) \cdot (\text{ev}_X \circ \text{br}_{X^\vee,X} \circ \text{coev}_f)\]
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resulting in a more symmetric formula for $\eta(f)$ closely resembling (18).

In particular, given a 1-morphism $x : I \to I$ in a braided monoidal 2-category $\mathcal{C}$, and choosing the trivial duality datum $(I^* = I, \ldots)$ for the tensor unit, expression (23) immediately implies that $\eta(x)$ agrees with $\eta(x)$ from Definition 3.5 for the symmetric monoidal 1-category $\Omega \mathcal{C}$.

Remark 3.13. There are a number of equivalent expressions for $\eta(f)$. For example, in (21), the morphism $f$ “moves around the circle” while $f^*$ only moves up. Instead, one may work with $f^*$ and $(f^*)^\vee$ and analogously to (22) define the following composites of $\text{coev}_f$ followed by $\text{rot}_f$, and $\text{rot}_f^*$ followed by $\text{ev}_f$, respectively:

$$\text{coev}_f : \text{ev}_x \Rightarrow \text{ev}_y \circ (f \boxtimes (f^*)^\vee) \quad \text{coev}_f^* : \text{coev}_x \circ ((f^*)^\vee \boxtimes f) \Rightarrow \text{coev}_y.$$ 

Observe that $(f^*)^\vee$ is a left adjoint of $f^\vee$ (in formulas: $(f^*)^\vee \cong *(f^\vee)$ — notice the change in variance coming from contravariance of $(-)^\vee$ in 1-morphism direction), and hence that $(f \boxtimes (f^*)^\vee) + (f^* \boxtimes f^\vee)$ and $((f^*)^\vee \boxtimes f^\vee) + (f^\vee \boxtimes f^*)$. With respect to these adjunctions, $\text{coev}_f, \text{ev}_f$, and $\text{coev}_f^*, \text{ev}_f^*$ are “$*$-mates” (i.e., mates of 2-morphisms with respect to adjunction of 1-morphisms) of $\text{coev}_f, \text{coev}_f^*$ and $\text{ev}_f, \text{ev}_f^*$, respectively. (More generally, for any pair of 1-morphisms $a : A \to A'$ and $b : B \to B'$ with right adjoints $a^*$ and $b^*$, the 2-morphism $\beta_{a^*,b^*} : \text{br}_{A',B'} \circ (a^* \boxtimes b^*) \Rightarrow (b^* \boxtimes a^*) \circ \text{br}$ is a $*$-mate of $\beta_{a,b}^{-1}$ with respect to the induced adjunctions $(a \boxtimes b) \Rightarrow (a^* \boxtimes b^*)$ and $(b \boxtimes a) \Rightarrow (b^* \boxtimes a^*)$.) As the composite of mates is the mate of composites, it follows that we may write:

$$\eta(f) = (\text{ev}_y \circ \text{br}_{Y,Y} \circ \text{coev}_f) \cdot (\text{ev}_y \circ \text{coev}_x) \cdot (\text{coev}_f \circ \text{br}_{X,Y} \circ \text{coev}_x).$$

Remark 3.14. The nonmonoidality in Remark 3.7 categorifies in various ways to nonmonoidality of the functor $\eta : h_1 \mathcal{C} \to \Omega \mathcal{C}$. Suppose as an example that $x \in \Omega \mathcal{C}$ and $Y \in \mathcal{C}$ are both invertible. Then the full braided $\text{br}_{Y,Y} : x \boxtimes \text{id}_Y \Rightarrow x \boxtimes \text{id}_Y$ is some “scalar” $\text{br}_{Y,Y} \in \Omega^2 \mathcal{C}$ times $\text{id}_{x \boxtimes \text{id}_Y}$, and we have

$$\eta(x \boxtimes \text{id}_Y : Y \Rightarrow Y) = (\text{br}_{Y,Y} \circ \text{ev}_Y \circ \text{ev}_{Y,Y} \circ \text{ev}_X) \circ \text{ev}_{Y,Y} \circ \text{ev}_X \circ \text{ev}_{Y,Y} \circ \text{ev}_X.$$ 

Example 3.15. The isomorphism classes of the $\eta$-dimensions of the simple objects in $\mathcal{S}$ and $\mathcal{T}$ are given by the following objects in $\Omega \mathcal{S} = \Omega \mathcal{T} = \mathbf{sVec}$:

$$\eta(I) \cong I, \quad (C) \cong e, \quad (M) \cong I, \quad (C \boxtimes M) \cong I.$$ 

The first isomorphism holds in any braided monoidal 2-category. The second isomorphism follows from (2), and the third follows from (16).

To prove the last isomorphism, note that Remark 3.14 implies that for $e \boxtimes \text{id}_C : C \to C$, $e \boxtimes \text{id}_M : M \to M$, and $e \boxtimes \text{id}_{C \boxtimes M} : C \boxtimes M \to C \boxtimes M$, we have that

$$\eta(e \boxtimes \text{id}_C) = (-1)\text{id}_{\eta(C)}, \quad \eta(e \boxtimes \text{id}_M) = \text{id}_{\eta(M)}, \quad \eta(e \boxtimes \text{id}_{C \boxtimes M}) = \text{id}_{\eta(C \boxtimes M)}.$$ 

Now recall from Example 2.14 the (abusive) notation $v : I \to C$ and $v : C \to I$ for the non-invertible simple 1-morphisms in $\mathbf{sVec}$. They satisfy the fusion rules $v^2 \cong \text{id} \boxplus (e \boxtimes \text{id})$ (with id being either $\text{id}_C$ or $\text{id}_I$ depending on the order of composition). By tensoring with $\text{id}_M$,
we find noninvertible 1-morphisms \(v \boxtimes \text{id}_M : M \leftrightarrow C \boxtimes M\) for which \((v \boxtimes \text{id}_M)^2 \cong (I \oplus e) \boxtimes \text{id}\). Thus, by functoriality,
\[
\eta(v \boxtimes \text{id}_M)^2 = \eta((v \boxtimes \text{id}_M)^2) = \eta((I \oplus e) \boxtimes \text{id}_X) = 2 \cdot \text{id}_{\eta(X)},
\]
where \(X\) is either \(M\) or \(C \boxtimes M\) depending on the order of composition. In particular, \(\eta(v \boxtimes \text{id}_M) : \eta(M) \to \eta(C \boxtimes M)\) is an isomorphism, giving the last isomorphism in (25).

We will also use a coherent 2-categorical version of the well-known fact that, in a braided monoidal 1-category, it holds that \(\eta(*) = \eta(x)\). This equation has the following string-diagrammatic proof:

\[
(27)
\]

Consider a 2-category \(\text{coh}C^{\text{coh}}\) whose objects are an object \(X \in C\) together with both a choice of right dual \((X^\vee, \ldots)\) and a separate choice of left dual \((^\vee X, \ldots)\), and whose 1-morphisms similarly come with choices of both right and left mates and adjoints. As is the case with \(h_1C^{\text{coh}}\), to give a 1-morphism \((X, ^\vee X, X^\vee, \ldots) \to (Y, ^\vee Y, Y^\vee, \ldots)\) in the homotopy category is simply to give an isomorphism class \([f]\) of 1-morphisms \(f : X \to Y\). Indeed, \(h_1(\text{coh}C^{\text{coh}})\) arises as a (strict!) fibre product
\[
h_1(\text{coh}C^{\text{coh}}) = h_1C^{\text{coh}} \times_{h_1C} h_1C^{\text{coh}}
\]
where one of the maps \(h_1C^{\text{coh}} \to h_1C\) is the forgetful functor \((X, X^\vee, \ldots) \mapsto X\), and the other is
\[
(Y, Y^\vee, \ldots) \mapsto Y^\vee, \quad [g] \mapsto [g^*].
\]
Note that both \((-)*\) and \((-)^\vee\) are contravariant on 1-morphisms, so that \([g] \mapsto [g^*]\) is covariant. A splitting of this functor is a choice of left dual \((^\vee X, \ldots)\) for each object \(X\).

In particular, the two canonical functors \(h_1(\text{coh}C^{\text{coh}}) \to h_1C^{\text{coh}}\) are
\[
(X, ^\vee X, X^\vee, \ldots) \mapsto (X, X^\vee, \ldots), \quad [f] \mapsto [f],
\]
and
\[
(X, ^\vee X, X^\vee, \ldots) \mapsto (^\vee X, X, \ldots), \quad [f] \mapsto [^\vee f].
\]

**Lemma 3.16.** The proof (27) categorifies to a natural isomorphism
\[
\text{fl}_{(X, ^\vee X, X^\vee, \ldots)} : \eta(^\vee X, X, \ldots) \cong \eta(X, X^\vee, \ldots)
\]
of functors \(h_1(\text{coh}C^{\text{coh}}) \to h_1C^{\text{coh}} \to \text{OC}\). After choosing for each object in \(C\) both a left and right dual, we will write this as a natural isomorphism
\[
\text{fl}_X : \eta(^\vee X) \cong \eta(X).
\]

**Proof.** The choices of left and right duality data for \(X\) needed to lift \(X\) and \(^\vee X\) to \(C^{\text{coh}}\) also select right duality data for the objects \(^\vee X \boxtimes X\) and \(X \boxtimes ^\vee X\): for example, after suppressing associators and unitors, we may choose \(\text{ev}_{^\vee X \boxtimes X} := \text{ev}_X \circ (\text{id}_X \boxtimes \text{ev}_X \boxtimes \text{id}_X)\) as the evaluation for a duality \(^\vee X \boxtimes X \cong X^\vee \boxtimes X\). With respect to these chosen duality
data, coev\_X is a right mate of ev\_X, ev\_X is a right mate of coev\_X, and br\_X\^\vee,\_X is a right mate of \(br\_X\^\vee,\_X\).

On objects, we define fl\_X to be the isomorphism

\[
\eta\,(\mathcal{V}\,X) \cong (\eta\,(\mathcal{V}\,X))\,\mathcal{V} = (ev\_X \circ br\_X\,\mathcal{V},X \circ coev\_X)\,\mathcal{V}
\]

\[
\cong (coev\_X)\,\mathcal{V} \circ (br\_X\,\mathcal{V},X)\,\mathcal{V} \circ (ev\_X)\,\mathcal{V} \cong ev\_X \circ br\_X\,\mathcal{V},X \circ coev\_X = \eta(X)
\]

The first isomorphism is the fact that \(\eta\,(\mathcal{V}\,X)\), being an endomorphism of the unit object, is trivially a mate for itself. The second isomorphism is the canonical isomorphism between mates of composites and composites of mates. The last isomorphism uses the matings listed in the previous paragraph.

To prove naturality, let \(f : X \rightarrow Y\) be a 1-morphism, and choose a right adjoint \(f^\ast\) and a right mate \(f^\vee\) as needed to define \(\eta(f)\). Further, choose a left mate \(\mathcal{V}\,f\) and a left adjoint \(\ast\mathcal{V}\,f\). To compute \(\eta\,(\mathcal{V}\,f)\), we choose \(\mathcal{V}\,f\) as a right adjoint of \(\ast\mathcal{V}\,f\) and we choose \(f^\ast\) as a right mate of \(\ast\mathcal{V}\,f\) (in formulas: \((\mathcal{V}\,f)\,\mathcal{V} \cong f^\ast\), cf. Remark 3.13). With these choices, the expressions (22) unpack to

\[
\text{coev}\,\mathcal{V},\,f : coev\_X \Rightarrow (f \boxtimes f^\mathcal{V}) \circ coev\_Y \quad \text{and } ev\_X \circ (f^\mathcal{V} \otimes f^\ast) \Rightarrow ev\_Y
\]

and we find the following commutative diagrams:

\[
\begin{array}{c}
\xymatrix{
(coev\,X)\,\mathcal{V} \ar[r]^-{(coev\,\mathcal{V},\,f)\,\mathcal{V}} & (f^\mathcal{V} \otimes f^\ast) \circ coev\_Y \ar[d]^-{\cong} \\
ev\_X \ar[u]^-{\cong} & ev\_Y \circ (f^\ast \boxtimes f) \ar[r]^-{(\tilde{\eta}\,\mathcal{V},\,f)\,\mathcal{V}} & coev\_Y \ar[u]^-{\cong}
}
\end{array}
\]

\[
\begin{array}{c}
\xymatrix{
(\ast\mathcal{V},\,f)\,\mathcal{V} \ar[r]^-{(\tilde{\beta}\,\mathcal{V},\,f)\,\mathcal{V}} & (f^\mathcal{V} \otimes f^\ast) \circ br\_X\,\mathcal{V},\,Y \ar[d]^-{\cong} \\
(f \boxtimes f^\ast) \circ br\_Y\,\mathcal{V},\,X \ar[u]^-{\cong} & br\_X\,\mathcal{V},\,Y \circ ((f^\ast)\,\mathcal{V} \boxtimes f) \ar[u]^-{\cong}
}
\end{array}
\]

Here, the vertical morphisms are the canonical isomorphisms between mates. Hence, it follows from the equality between (22) and (24) and the definition (28) of fl\_X in terms of canonical isomorphisms between mates that \(\eta(f) \cdot fl\_X = fl\_Y \cdot \eta(\mathcal{V}\,f)\).

\textbf{Remark 3.17.} We will in fact use a slightly more flexible formula for fl than the one in (28). Given \(X \in C\), choose right and left duality data, needed to define \(\eta(\mathcal{V}\,X)\) and \(\eta(X)\). Furthermore, choose:

1. arbitrary right duality data \((\mathcal{V}\,X \boxtimes X)\,\mathcal{V},\ldots\) and \((X \boxtimes \mathcal{V},X)\,\mathcal{V},\ldots\) for \(\mathcal{V}\,X \boxtimes X\) and \(X \boxtimes \mathcal{V}\,X\).
2. equivalences of duality data \(\omega\_L : (\mathcal{V}\,X \boxtimes X)\,\mathcal{V} \rightarrow X\,\mathcal{V} \boxtimes X\) and \(\omega\_R : (X \boxtimes \mathcal{V},X)\,\mathcal{V} \rightarrow X \boxtimes X\,\mathcal{V}\) between the data chosen in 1 and the canonical tensor product duality data used in the proof of Lemma 3.16.
3. mates for coev\,X, ev\,X, and br\_X\,\mathcal{V}\,X with respect to the chosen duality data 1.

Then we can just as well define fl as the isomorphism

\[
\eta(\mathcal{V}\,X) \cong (coev\,X)\,\mathcal{V} \circ (br\_X\,\mathcal{V},\mathcal{V},X)\,\mathcal{V} \circ (ev\,X)\,\mathcal{V}
\]

\[
\cong (coev\,X)\,\mathcal{V} \circ \omega\_L\,^{-1} \circ \omega\_L \circ (br\_X\,\mathcal{V},X)\,\mathcal{V} \circ \omega\_R\,^{-1} \circ \omega\_R \circ (ev\,X)\,\mathcal{V}
\]

\[
\cong ev\_X \circ br\_X\,\mathcal{V},\,X \circ coev\_X = \eta(X)
\]
It is then straightforward to check that $\mathfrak{fl}$ as defined in (29) is independent of the choices made in 1–3. The reason we will want this flexibility is that we will have examples where the “natural” duals and mates are not the canonical ones given by tensor products.

### 3.3. The Klein invariant $\kappa$

With the functor $\eta(-)$ and the natural transformation $\mathfrak{fl} : \eta(^\vee(-)) \Rightarrow \eta(-)$ in hand, we may now define our invariant $\kappa$.

**Definition 3.18.** Suppose that $X \in \mathcal{C}$ is a fully-dualizable object equipped with a self-duality $r : X \xrightarrow{\sim} ^\vee X$. Then, $\mathfrak{fl}_X \cdot \eta(r) : \eta(X) \to \eta(^\vee X) \to \eta(X)$ is an automorphism. The **Klein invariant** $\kappa(\mathcal{C}, X, r)$ is its trace as defined in equation (20):

$$\kappa(\mathcal{C}, X, r) := \text{tr} \left( \mathfrak{fl}_X \cdot \eta(r) : \eta(X) \to \eta(X) \right) \in \Omega^3 \mathcal{C}$$

A priori, our Klein “invariant” looks like it depends on choices of duality data for $X, r, \ldots$. But functoriality of $\eta$ and naturality of $\mathfrak{fl}$ shows that it does not: if $Y$ is any other choice of left dual of $X$, $\mathfrak{fl}_{(X, Y, \ldots)} : \eta(^\vee X) \to \eta(X)$ and $\mathfrak{fl}_{(X, Y, \ldots)} : \eta(Y) \to \eta(X)$ are the respective coefficients of the flip natural isomorphism, and $h : ^\vee X \to Y$ is an equivalence of duality data, then $\text{tr}(\mathfrak{fl}_{(X, Y, \ldots)} \cdot \eta(r) : \eta(X) \to \eta(X)) = \text{tr}(\mathfrak{fl}_{(X, Y, \ldots)} \cdot \eta(g \circ r) : \eta(X) \to \eta(X))$. We will occasionally write just $\kappa(X, r)$ when the value of $\mathcal{C}$ is understood.

The name “Klein” for our invariant $\kappa$ comes from its topological interpretation: the trace of the flip map — the orientation-reversing diffeomorphism of the circle — is topologically a Klein bottle.

**Remark 3.19.** One could invent the invariant $\kappa$, and in particular discover the importance of the Klein bottle to our problem, via the following topological analysis. (Our actual route to discovery was more circuitous.)

Our goal is to distinguish the two braided fusion 2-categories $\mathcal{S}$ and $\mathcal{T}$. After choosing magnetic objects $M$ and self-duality data, it would suffice to distinguish the symmetric monoidal sub-2-categories $2\mathbf{Vec}[\mathbb{Z}_2] \subset \mathcal{S}$ and $2\mathbf{Vec}^*[\mathbb{Z}_2] \subset \mathcal{T}$ generated by $\mathcal{M}$, where $\tau = (-1)^{\text{Sq}^2 \text{Sq}^1} \cdot \in H^{*+3}(K(\mathbb{Z}_2, \bullet); \kappa^\times)$. We attempt to distinguish these symmetric monoidal 2-categories $\mathcal{C}$ by evaluating (various invertible $\mathcal{C}$-valued 2-dimensional TFTs induced by) the non-trivial invertible object $M$ on certain closed 2-manifolds. In fact, as $M$ is invertible, any such field theory factors through the Picard spectrum (i.e. the symmetric monoidal groupal sub-2-groupoid of invertible objects, 1- and 2-morphisms) of $\mathcal{C}$, and hence it suffices to distinguish these Picard spectra. By definition, $\text{Pic}(2\mathbf{Vec}[\mathbb{Z}_2])$ is the product $\Sigma^2 Hk^\times \times H\mathbb{Z}_2$ of Eilenberg-Maclane spectra, while $\text{Pic}(2\mathbf{Vec}^*[\mathbb{Z}_2])$ is the non-trivial extension of $H\mathbb{Z}_2$ by $\Sigma^2 Hk^\times$ controlled by the Postnikov class $(-1)^{\text{Sq}^2 \text{Sq}^1}$. Simplifying further by only considering scalars $\{\pm 1\} \subseteq k^\times$, let $W$ be the spectrum with homotopy groups $\pi_0 W = \pi_2 W = \mathbb{Z}_2$ connected by the Postnikov class $\text{Sq}^2 \text{Sq}^1$. Hence, our goal is to write down a field-theoretic invariant that sees that this Postnikov class is nontrivial.

Following the classification of invertible field theories [SP17], let us try to do this by mapping into $W$ from various (for simplicity stable) bordism spectra $\text{MT}G$ and then evaluating the induced map $\pi_2 \text{MT}G \to \pi_2 W$.

As a first attempt, one could consider mapping into $W$ from the framed bordism aka sphere spectrum $S = \text{MT}^*$. A map $S \to W$ is classified by an object $M$ in $\pi_0 W = \mathbb{Z}_2$. Unfortunately, whichever object one picks, the induced map on $\pi_2 S \to \pi_2 W$ will always be trivial as any map $S^2 \to S$ factors through $S^1$ and $\pi_1 W = 0$. Therefore, the Postnikov class cannot be detected by evaluating the field theory induced by our object $M$ on framed 2-manifolds.
Let us look at the other extreme: the invertible (stable) unoriented bordism spectrum MTO. Fix the non-trivial map $\pi_0 MTO \to \pi_0 W = \mathbb{Z}_2$ (determined by picking the non-trivial object in $\pi_0 W$ as labelling our bordisms) and ask whether this lifts to a map $MTO \to W$. By the definition of $W$, such lifts are equivalent to trivializations of $Sq^2 Sq^1 u$, where $u$ is the nontrivial element in reduced cohomology $H^0(MTO; \mathbb{Z}_2) = \mathbb{Z}_2$. But $MTO = MO$ is a $\mathbb{Z}_2$-oriented Thom spectrum, so reduced cohomology of MTO agrees with unreduced cohomology of BO and $Sq^2 Sq^1$ sends the Thom class $u$ to the non-trivial class $w_1 w_2 + w_3 \in H^3(BO, \mathbb{Z}_2)$. We conclude that MTO simply does not map nontrivially to $W$.

Therefore, we need to use a spectrum MTG somewhere between $S$ and MTO. In particular, we should ask that the composition $MTG \to MTO \xrightarrow{w_1 w_2 + w_3} \Sigma^3 H\mathbb{Z}_2$ vanishes, while still asking for the induced map $\pi_2 MTG \to \pi_2 W$ to be nontrivial. A candidate for such a bordism spectrum is $MTPin_+$. This follows since $w_1 w_2 + w_3 = Sq^1 w_2$, and Pin+-manifolds are precisely those for which (tangential) $w_2$ vanishes.

In fact, the low-dimensional tangential Pin+-bordism groups are (see [KT90])

$$
\Omega^0_{Pin,+} = \mathbb{Z}_2 \quad \Omega^1_{Pin,+} = 0 \quad \Omega^2_{Pin,+} = \mathbb{Z}_2,
$$

and since $MTPin_+ \cong MPin_-$ is a Thom spectrum, its low-dimensional reduced cohomology groups $H^0(MTPin_+, \mathbb{Z}_2) \cong H^0(BPin_-, \mathbb{Z}_2)$ are

$$
H^0 = \mathbb{Z}_2 \quad H^1 = \mathbb{Z}_2 \quad H^2 = \mathbb{Z}_2.
$$

These cohomology groups imply that the first Postnikov invariant of $MTPin_+$ has to be non-trivial and hence is $Sq^2 Sq^1$. In other words, our spectrum $W$ is precisely equivalent to the 2-type of $MTPin_+$. It is known that $\pi_2 MTPin_+$ is generated by the Klein bottle with non-bounding Pin+-structure (see [KT90]). Thus, this Klein bottle is the universal invariant to see our nontrivial extension.

This Klein bottle invariant can be extended from symmetric monoidal groupal 2-groupoids to symmetric monoidal 2-categories, by interpreting the above computation in terms of the Cobordism Hypothesis: this is achieved by requiring the point to map to an (appropriately structured) dualizable object, rather than an invertible object. By the Cobordism Hypothesis, to compute the Klein invariant on a fully dualizable object $X$ in a symmetric monoidal 2-category, one needs to equip this object with a Pin+-structure, i.e. a homotopy fixed point structure for $BPin_+(2) \to BO(2)$. In a $(2,2)$-category, this amounts to a self-duality $X \to X^\vee$, which is “self-dual” in the sense that there is an isomorphism between $r$ and its mate which satisfies a further symmetry property, and a trivialization of the square of the Serre equivalence $S_X : X \to X^{\vee\vee}$ (Remark 3.34) fulfilling further compatibility conditions with $r$.

In fact, computing the Klein invariant on $X$ requires far less structure: The nonbounding Pin+-structure on the Klein bottle is induced by a projective framing — a trivialization of the projectivization of the tangent bundle of $K$ — corresponding to the tangential structure $B\mathbb{Z}_2 \to BO(2)$. Moreover, this structure can be further lifted to a $B\mathbb{Z} \to BO(2)$ structure, corresponding to the fact that the Klein bottle admits an integral lift of its $w_1$. By the Cobordism Hypothesis, a two-dimensional field theory with such a structure $B\mathbb{Z} \to BO(2)$ is classified by an object $X$ equipped with a self-duality $X \to X^\vee$ fulfilling no further coherence condition. This explains why we only needed such a self-duality in Definition 3.18.

By embedding our Klein bottle in $\mathbb{R}^4$ (in a way compatible with its tangential structure), we may further replace “symmetric” with “braided” by using the Embedded Cobordism aka Tangle hypothesis from [Lur09, §4.4]. (That the Klein bottle embeds in $\mathbb{R}^4$ explains why our invariant will require only a braided monoidal structure on our 2-category and not a
sylleptic or symmetric structure. That it does not embed in \( \mathbb{R}^3 \) explains why it will not be defined in plain monoidal 2-categories.)

Another perspective on the Klein invariant \( \kappa(M, r) \) follows from an observation of Noah Snyder, who pointed out that \( \kappa(M, r) \) appears as the attaching map of the 5-cell in a minimal cell decomposition of the 4-type of BSO(3), constructed in upcoming work of Douglas–Schommer-Pries–Snyder [DSPS].

Since the 4-types of BSO(3) and \( K(\mathbb{Z}_2, 2) \) only differ by \( \pi_4(\text{BSO}(3)) \cong \mathbb{Z} \), this immediately leads to a cell decomposition of the 4-type of \( K(\mathbb{Z}_2, 2) \). Combined with [DN20a, Theorem 8.18] which characterizes \( \mathbb{Z}_2 \)-extensions of braided fusion 1-categories in terms of braided monoidal 2-functors \( \mathbb{Z}_2 \to \text{BrMod-}\mathcal{B} \), or equivalently homotopy classes of maps from \( K(\mathbb{Z}_2, 2) \) into the 4-type corresponding to the braided monoidal groupal 2-groupoid of invertible objects, 1- and 2-morphisms in \( \text{BrMod-}\mathcal{B} \), this justifies the appearance of \( \kappa(M, r) \) in our proof. Since the following Proposition 3.20 and Corollary 3.21 rely on [DSPS] which is not yet publicly available, we will not use them in the rest of the paper. But see Remark 1.2 for a version of our proof that uses Proposition 3.20, Corollary 3.21, and [DN20a, Theorem 8.18] instead of Theorem 2.19 and the content of §3.1 and §3.4.

**Proposition 3.20.** Let \( C \) be a braided monoidal 2-category. The 2-groupoid of braided monoidal 2-functors \( \mathbb{Z}_2 \to C \) is equivalent to the 2-groupoid of triples \((M, r, \phi)\) of

- an invertible object \( M \in C \);
- a 1-equivalence \( r : M^2 \to I \);
- a 2-isomorphism \( \phi : \eta(M) \Rightarrow \text{id}_I \) (or equivalently, a 2-isomorphism \( \text{br}_{M,M} \cong \text{id}_{M \boxtimes M} \));

subject to the following conditions:

- the Klein invariant \( \kappa(M, r) : \text{id}_I \Rightarrow \text{id}_I \) is the identity \( \text{id}_{\text{id}_I} \);
- a further obstructing 2-isomorphism \( \lambda(M, r, \phi) : \text{id}_I \Rightarrow \text{id}_I \) is the identity \( \text{id}_{\text{id}_I} \).

If \( \alpha : \text{id}_I \Rightarrow \text{id}_I \) is any 2-isomorphism, then \( \lambda(M, r, \alpha \cdot \phi) = \alpha^4 \cdot \lambda(M, r, \phi) \). (We will not give an explicit expression for \( \lambda \).)

**Proof.** Let \( B^2C^\times \) denote the connected and simply connected 4-type obtained from the braided monoidal groupal 2-groupoid of invertible objects, 1- and 2-morphisms in \( C \). In upcoming work [DSPS], Douglas–Schommer-Pries–Snyder construct a minimal CW decomposition of the 4-type of BSO(3). It follows from their description that the 2-groupoid of maps \( \text{BSO}(3) \to B^2C^\times \) is equivalent to the 2-groupoid of triples \((M, r, \phi)\) as above fulfilling \( \kappa(M, r) = \text{id}_{\text{id}_I} \) but without the condition on \( \lambda \). Since \( \pi_2(\text{BSO}(3)) \cong \mathbb{Z} \) and \( \pi_k(\text{BSO}(3)) = 0 \) for \( k = 1, 3 \), the 4-type of \( K(\mathbb{Z}_2, 2) \) can be built by attaching a 5-cell along a generator of \( \pi_4(\text{BSO}(3)) \cong \mathbb{Z} \). Hence, maps \((M, r, \phi) : \text{BSO}(3) \to B^2C^\times \) lift along \( \text{BSO}(3) \to K(\mathbb{Z}_2, 2) \) if and only if the image of this generator in \( \pi_4(B^2C^\times) = \Omega^2C^\times \) is trivial. Denoting the image of such a generator by \( \lambda(M, r, \phi) \in \Omega^2C^\times \), the first part of the proposition follows. (We will fix the sign ambiguity \( \lambda^{\pm 1} \) in choosing a generator of \( \pi_4(\text{BSO}(3)) \cong \mathbb{Z} \) by requiring positive scaling dependence in \( \phi \).)

Even though we do not give an explicit expression for \( \lambda(M, r, \phi) \) in terms of \((M, r, \phi)\), its scaling dependence in \( \phi \) can be understood as follows. Since \( \text{BSO}(3) \) is connected and simply connected, there is an integer \( n \) such that \( \lambda(M, r, \alpha \phi) = \alpha^n \lambda(M, r, \phi) \) and this integer is independent of the target \( C \). Indeed, connectivity arguments show that \( \pi_4(\text{BSO}(3) \vee S^4) \cong \pi_4(\text{BSO}(3)) \cong \mathbb{Z} \) and hence that this relation already holds in the 4-type of \( \text{BSO}(3) \vee S^4 \) which is freely generated by the cells \( M, r, \phi \) fulfilling \( \kappa(M, r) = 1 \) as above, together with an additional cell \( \alpha : \text{id}_I \Rightarrow \text{id}_I \). Hence, the integer \( n \) can be computed in integral cohomology.
It is well known that $H^4(BSO(3); \mathbb{Z}) \cong \mathbb{Z}$ is generated by the first Pontryagin class $BSO(3) \to BSO \xrightarrow{p_1} K(\mathbb{Z}, 4)$. On the other hand, it follows from the above cell decomposition that this generator $p_1$ maps the 4-cell $\phi$ to $1 \in \mathbb{Z}$. Hence, the scaling parameter $n$ can be computed as the image of the generator under

$$\mathbb{Z} \cong \pi_4(BSO(3)) \xrightarrow{(p_1)_*} \pi_4(K(\mathbb{Z}, 4)) = \mathbb{Z}.$$  

It follows from [TAM57, Theorem 4.1] that this map is given by multiplication by $\pm 4$. \qed

The following is an immediate corollary of this description.

**Corollary 3.21.** Let $\mathcal{C}$ be a braided monoidal 2-category and assume that the group of invertible scalars $A := \Omega^2 \mathcal{C}^\times$ has fourth roots (i.e. in additive notation $A/4A \cong 0$). Then any choice $(M, r)$ of an invertible object $M \in \mathcal{C}$ for which $\eta(M)$ is trivializable (or equivalently, for which $\text{br}_{M, M} \cong \text{id}_{M \boxtimes M}$) and a 1-equivalence $r : M^2 \to I$ for which $\kappa(M, r)$ is trivial lifts to a braided monoidal 2-functor $\mathbb{Z}_2 \to \mathcal{C}$. Up to isomorphism, such lifts correspond to admissible choices of $2$-isomorphism $\phi : \eta(M) \Rightarrow \text{id}_I$ (or equivalently, of 2-isomorphisms $\text{br}_{M, M} \Rightarrow \text{id}_{M \boxtimes M}$) which form a torsor over $A_4 := \{ \alpha \in \Omega^2 \mathcal{C}^\times \mid \alpha^4 = \text{id}_{A_I} \}$.

\[\tag{31}\]

### 3.4. The Klein invariant of magnetic objects in $\mathcal{S}$ and $\mathcal{T}$.

We now compute the values of our invariant $\kappa$ in the categories $\mathcal{S}$ and $\mathcal{T}$ from Theorem 3.2.

**Example 3.22.** Unit objects are always canonically self-dual: we may simply identify $\check{\check{I}} = I$, and write the canonical self-duality as “id.” With respect to this canonical self-duality, $\text{fl}_I$ becomes the identity map. In particular, for any braided fusion 2-category $\mathcal{C}$,

$$\kappa(\mathcal{C}, I, \text{id}) = 1 \in k = \Omega^2 \mathcal{C}.$$

For $\mathcal{C} = \Sigma \text{sVec}$, the unit object $I$ has a second self-duality, namely $e : I \to \check{\check{I}}$, and:

$$\kappa(\Sigma \text{sVec}, I, e) = \eta(e) = -1.$$

**Example 3.23.** Take the braided fusion 2-category $\mathcal{S}$, and choose a magnetic simple object $M$ and a self-duality $r : M \to \check{\check{M}}$, and hence a copy of $\text{Vec}[\mathbb{Z}_2] \subset \mathcal{S}$. Lemma 3.3 provides a map $\text{Vec}[\mathbb{Z}_2] \to \Sigma \text{sVec}$ sending $(M, r) \mapsto (I, \text{id})$. We therefore find

$$\kappa(\mathcal{S}, M, r) = \kappa(\text{Vec}[\mathbb{Z}_2], M, r) = \kappa(\Sigma \text{sVec}, I, \text{id}) = 1. \tag{30}$$

In the same fashion, if we start with $\mathcal{T}$ and choose $(M, r)$, then our functor $\text{Vec}[\mathbb{Z}_2] \to \Sigma \text{sVec}$ sends $(M, r) \mapsto (I, e)$ and hence

$$\kappa(\mathcal{T}, M, r) = \kappa(\text{Vec}[\mathbb{Z}_2], M, r) = \kappa(\Sigma \text{sVec}, I, e) = -1. \tag{31}$$

How does this depend on the choices of $M$ and $r$? It certainly cannot depend on the choice of self-duality. Indeed, given a self-duality $r : M \to \check{\check{M}}$, the only other choice (up to isomorphism) is $e \boxtimes r$. Recall from Example 3.15 that $\eta(e \boxtimes \text{id}_M) = \eta(M)^{-1}$ and hence that

$$\kappa(\mathcal{S} \text{ or } \mathcal{T}, M, e \boxtimes r) = \text{tr}(\text{fl} \cdot \eta(e \boxtimes r)) = \text{tr}(\text{fl} \cdot \eta(r) \cdot \eta(e \boxtimes \text{id}_M)) = \kappa(\mathcal{S} \text{ or } \mathcal{T}, M, r). \tag{32}$$

We are therefore justified in writing plain “$\kappa(\mathcal{S}, M)$” and “$\kappa(\mathcal{T}, M)$” without declaring the self-duality.

In addition to $M$, the other magnetic simple object is $C \boxtimes M$. Equation (32) applies equally well to $C \boxtimes M$ in place of $M$, and so we are justified in writing “$\kappa(\mathcal{S}, C \boxtimes M)$” and “$\kappa(\mathcal{T}, C \boxtimes M)$” without declaring the self-duality.

**Lemma 3.24.** In both $\mathcal{S}$ and $\mathcal{T}$, the invariants of both simple magnetic objects agree:

$$\kappa(\mathcal{S}, M) = \kappa(\mathcal{S}, C \boxtimes M), \quad \kappa(\mathcal{T}, M) = \kappa(\mathcal{T}, C \boxtimes M).$$
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Proof. Let $v \boxtimes \text{id}_M : M \to C \boxtimes M$ denote the unique simple 1-morphism. Recall from Example 3.15 that $\eta(v \boxtimes \text{id}_M) : \eta(M) \to \eta(C \boxtimes M)$ is a 2-isomorphism. Choose 1-isomorphisms $r : M \to \vee M$ and $s : C \boxtimes M \to \vee(C \boxtimes M)$. The 1-morphisms $s \circ (v \boxtimes \text{id}_M)$ and $(\vee(v \boxtimes \text{id}_M)) \circ r$ are isomorphic since they are both simple (being the composite of an invertible 1-morphism and a simple 1-morphism) and $\text{Hom}(M, \vee(C \boxtimes M)) \equiv \text{Vec}$. Hence, it follows from functoriality of $\eta(-)$ and naturality of $\text{fl}$ that the following diagram commutes:

$$
\begin{array}{ccc}
\eta(M) & \xrightarrow{\eta(r)} & \eta(\vee M) \\
\downarrow{\eta(v \boxtimes \text{id}_M)} & & \downarrow{\eta(\vee(v \boxtimes \text{id}_M))} \\
\eta(C \boxtimes M) & \xrightarrow{\eta(s)} & \eta(\vee(C \boxtimes M)) \\
\end{array}
$$

As both $\kappa(S)$ or $T, M$ and $\kappa(S)$ or $T, C \boxtimes M$ are independent of the chosen self-duality, the assertion follows.

Corollary 3.25. $S$ and $T$ are inequivalent as braided fusion 2-categories. Each one admits an automorphism exchanging $M$ with $C \boxtimes M$.

Proof. An equivalence $S \simeq T$ would have to take $M \in S$ to a magnetic simple object in $T$, but this would contradict the calculations in Example 3.23. To see that $S$ and $T$ admit automorphisms exchanging $M$ and $C \boxtimes M$, suppose that one were to run the proof of Theorem 3.2 starting with $S$ or $T$ but selecting $C \boxtimes M$ in place of $M$. One would find a linearization description making the category equivalent to either $S$ or $T$, but since $S \simeq T$ is impossible, one would have to construct equivalences $S \simeq S$ and $T \simeq T$ exchanging the two magnetic simple objects.

Note that Corollary 3.25, and in particular the existence of an automorphism exchanging $M$ and $C \boxtimes M$, implies Lemma 3.24. A different proof of Corollary 3.25 (and hence also of Lemma 3.24) is given in [JF20a]. Using higher Morita categories, that paper furthermore classifies the automorphisms of $S$ and $T$: each has a $\mathbb{Z}_{16}$ worth of automorphisms (matching the $\mathbb{Z}_{16}$ studied in [BGH+$^+$17]), and the odd elements in $\mathbb{Z}_{16}$ (corresponding to the Ising categories) are the ones exchanging $M$ with $C \boxtimes M$.

Of course, by Example 3.15 both $\eta(M)$ and $\eta(C \boxtimes M)$ are trivial, in which case our invariant reduces to the following simpler variant:

Definition 3.26. Given an object $X$ in a braided fusion 2-category $C$ equipped with a self-duality $r : X \to \vee X$, we define $g(X)$ to be the vector space $\text{Hom}_{C_{C}}(\eta(X), I)$ and define $g(X, r) \in k$ to be the linear trace of the automorphism $\eta(r) \cdot \text{fl}_X : \eta(X) \to \eta(X)$, where $\eta(r) = (-) \cdot \eta(r) : \eta(\vee(X)) \to \eta(X)$ and $\text{fl}_X = (-) \cdot \text{fl}_{X} : \eta(X) \to \eta(\vee X)$.

Proposition 3.27. Suppose $X \in S$ is an object which is “purely magnetic” in the sense that the full braiding of $e$ with $X$ is $-\text{id}$ and suppose that $X$ is equipped with a self-duality $r : X \to \vee X$. Then, $\kappa(S, X, r) = g(S, X, r) \in \mathbb{Z}_{\geq 0} \subset k$. (Recall that our field $k$ is of characteristic zero.) If $X \in T$ is purely magnetic and self dual, then $\kappa(T, X, r) = g(T, X, r) \in \mathbb{Z}_{\leq 0} \subset k$.

Proof. An object $X$ is purely magnetic if and only if it decomposes as a direct sum of copies of $M$ and $C \boxtimes M$. Fix such a decomposition. This choice selects a direct sum decomposition of $\eta(X)$ as a sum of copies of $\eta(M)$ and $\eta(C \boxtimes M)$. It follows from Example 3.15 that $\eta(X)$ is a multiple of $\text{id}$ and therefore $\kappa(X, r) = g(X, r)$.

Fix reference self-dualities $M \to \vee M$ and $C \boxtimes M \to \vee(C \boxtimes M)$. These choices select a reference self-duality $r_{\text{ref}}$ for $X$. For this reference self-duality, the matrix $g(r_{\text{ref}}) \cdot \text{fl}$ whose
trace gives \( k(X, r_{ref}) \) is diagonal with respect to our fixed direct sum decomposition of \( \eta(X) \) into \( \eta(M) \cong k \) and \( \eta(C \boxtimes M) \cong k \). Indeed, (30) implies that in the \( S \) case, \( \eta(r_{ref}) \circ \text{id} \) is the identity matrix, and (31) implies that in the \( T \) case it is minus the identity matrix.

Using our chosen self-duality \( r : X \overset{\sim}{\to} \vee X \), note that \( r_{ref}^{-1} \circ r \) is an automorphism of \( X \). Following the last paragraph of Remark 2.6, with respect to our fixed decomposition of \( X \) into simples, this automorphism is the composite of a permutation of summands followed by a diagonal matrix of automorphisms. As any automorphism of a simple object in \( S \) or \( T \) is either the identity or \( e \boxtimes \text{id} \) and since \( \eta(e \boxtimes \text{id}_M) : \eta(M) \to \eta(M) \) and \( \eta(e \boxtimes \text{id}_{C \boxtimes M}) : \eta(C \boxtimes M) \to \eta(C \boxtimes M) \) are trivial (see Example 3.15), it follows that \( \text{fl} \cdot \eta(r) \) is given by a permutation of summands followed by \( \text{fl} \cdot \eta(r_{ref}) \). In other words, for \( S \) it is a permutation matrix and for \( T \) it is minus a permutation matrix.

But the trace of a permutation matrix is always nonnegative (as it simply counts the number of fixed points of the permutation). \( \Box \)

Note that the case \( k(X, r) = 0 \) can occur both in \( S \) and \( T \), and it occurs precisely if no indecomposable summand of \( X \) is fixed under the self-duality \( r : X \to \vee X \). Therefore, only strictly positive or strictly negative Klein invariant on a purely magnetic object can be used to distinguish \( S \) and \( T \).

3.5. Twisted traces and \( \eta \) of a half-braided algebra. Our next goal is to study our invariant \( k \) in the braided monoidal 2-category \( Z(\Sigma B) \). We will do so by using Theorem 2.40, which translates the problem to a computation for an arbitrary half-braided algebra \((A, \gamma)\). The advantage of this approach is that half-braided algebras allow quite explicit formulas for the values of \( \eta(-) \) and \( \text{fl} \).

**Definition 3.28.** Given a half-braided object \((b, \gamma) \in Z(B)\), we define the **half-braided twist** as the following isomorphism \( \theta_{b,\gamma} : b \to b \) in \( B \):

\[
\begin{array}{c}
\begin{array}{l}
\bullet
\end{array}
\end{array}
\]

**Definition 3.29.** A **twisted trace** on a half-braided algebra \((A, \gamma)\), with multiplication \( \mu_A : A \otimes A \to A \) and unit \( \nu_A : I \to A \), is a morphism \( \epsilon : A \to I \) in \( B \) such that the following holds:

\[
(33) \quad \epsilon \cdot \mu_A \cdot (\theta_{A,\gamma} \otimes \text{id}_A) = \epsilon \cdot \mu_A \cdot \beta_{A,A}^{-1}
\]

**Example 3.30.** Equation (33) is the assertion that the trace \( \epsilon \) is cyclic, but with cyclicity twisted by \( \theta_{A,\gamma} \). If the object \( A \) is in the Müger centre \( Z_2(B) \) with canonical half-braiding \( \gamma_b = \beta_{b,A} = \beta_{A,b}^{-1} \), then \( \theta_{A,\gamma} = \text{id}_A \) and a twisted trace on \((A, \gamma)\) is just an ordinary cyclic trace.

By definition, a twisted trace is a morphism from the "universal trace"

\[
(34) \quad \text{coeq} \left( A \otimes A \xrightarrow{\mu_A \cdot (\theta_{A,\gamma} \otimes \text{id}_A) = \mu_A \cdot \beta_{A,A}^{-1} \cdot \gamma_A} \mu_A \cdot \beta_{A,A}^{-1} \right) A
\]

into the tensor unit \( I \). The equality \( \mu_A \cdot (\theta_{A,\gamma} \otimes \text{id}_A) = \mu_A \cdot \beta_{A,A}^{-1} \cdot \gamma_A \) follows directly from the defining property (3) of a half-braided algebra and will be used repeatedly in this section.
The first goal of this section is to prove that this coequalizer (34) is canonically isomorphic to $\eta(A, \gamma)$ (and is in particular an object of $\mathcal{Z}_2(\mathcal{B})$). The vector space of twisted traces can therefore be identified with $\eta(A, \gamma) = \text{Hom}_{\mathcal{Z}_2(\mathcal{B})}(\eta(A, \gamma), I)$ from Definition 3.26.

To this end, we carefully choose convenient duality data for $(A, \gamma)$ as an object of $\text{shBA}(\mathcal{B}) \cong \mathcal{Z}(\Sigma \mathcal{B})$. Given an algebra object $A$ in a braided monoidal category $\mathcal{B}$, we define its right opposite $A^\text{op}$ and its left opposite $A^\text{op}A$ as the algebra objects with the same underlying object and unit $\nu_A$ as $A$, and multiplication defined as follows, respectively:

$$
(35) \quad \mu_{A^\text{op}} := \mu_A \cdot \beta_{A,A}^{-1} \quad \mu_{A^\text{op}A} := \mu_A \cdot \beta_{A,A}
$$

If $(A, \gamma)$ is a half-braided algebra, then the following isomorphisms $x \otimes A \rightarrow A \otimes x$, natural in $x \in \mathcal{B}$, define half-braidings on the algebras $A^\text{op}$ and $A^\text{op}A$, respectively:

$$
(36) \quad (\gamma^\text{op})_x := \beta_{x,A} \cdot \gamma^{-1}_x \cdot \beta_{A,x}^{-1} \quad (\gamma A^\text{op})_x := \beta_{A,x}^{-1} \cdot \gamma^{-1}_x \cdot \beta_{x,A}
$$

The half-braided twist $\theta_{A,\gamma} : A \rightarrow A$ defines an isomorphism of half-braided algebras $\theta_{A,\gamma} : (A^\text{op}, \gamma^\text{op}) \rightarrow (A^\text{op}A^\text{op}, \gamma^\text{op})$. This can be verified directly but also follows from Remark 3.34 below.

**Lemma 3.31.** The half-braided bimodules $A_{A^\otimes A^\text{op}}$ and $A^\text{op}A^\text{op}$ with action

\[ \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
A \otimes A^\text{op}
\end{array}
\end{array}
\end{array}
\end{array} \quad \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
A^\text{op} \otimes A^\text{op}A^\text{op}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array} \]

define evaluation $ev_A : A \otimes A^\text{op} \rightarrow I$ and coevaluation $coev_A : I \rightarrow A^\text{op} \otimes A$ 1-morphisms which together with the cusp 2-isomorphism $\text{cusp}_A : \text{id}_A \Rightarrow (ev_A \otimes \text{id}_A) \circ (\text{id}_A \otimes coev_A)$ given by the following $A$-$A$ bimodule isomorphism (with inverse $\mu_A \cdot \beta_{A,A}^{-1}$)

$$
(37) \quad \text{id}_A \otimes \nu_A = \nu_A \otimes \text{id}_A : A \rightarrow \text{coeq}
$$

exhibit the half-braided algebra $(A^\text{op}, \gamma^\text{op})$ as a right dual to $(A, \gamma)$ in $\text{shBA}(\mathcal{B})$. Analogous choices exhibit $(A^\text{op}A^\text{op}, \gamma^\text{op})$ as a left dual.

**Proof.** After using the canonical isomorphism $A \otimes A \rightarrow A$ where necessary to identify $(ev_A \otimes \text{id}_A) \circ (\text{id}_A \otimes coev_A)$ with the coequalizer in (36), the proof is immediate. \qed

**Remark 3.32.** Recall that any (not necessarily braided) left $\mathcal{B}$-module category $(\mathcal{E}, \mathcal{M}, *)$ may be turned into a right $\mathcal{B}$-module category $(\mathcal{M}_\mathcal{B}, *')$ with $\mathcal{B}$-action $m *' b := b * m$ and $\mathcal{B}$-module associator

$$
(37) \quad (m * b) *' c = c * (b * m) \cong (c \otimes b) * m \xrightarrow{\beta_{b,c}} (b \otimes c) * m = m *' (b \otimes c)
$$

If $\mathcal{E}M \cong g\text{Mod-}\mathcal{A}$ (a not necessarily half-braided) algebra $A$ in $\mathcal{B}$, one may show that $\mathcal{M}_\mathcal{B} \cong A^\text{op} \otimes \mathcal{B}_\mathcal{B}$. In fact, in (37) we could have used $\beta_{b,c}^{-1}$ instead of $\beta_{b,c}$ (or more generally any odd integral power of the braiding) to obtain the category $A^\text{op} \otimes \mathcal{B}_\mathcal{B}$ from the category $g\text{Mod-}\mathcal{A}$ (or more generally left modules for an algebra structure on $A$ given by $m_A$ twisted by an odd number of braidings).

It follows from this observation and Lemma 3.31 (or alternatively, by direct verification), that a right dual of a braided $\mathcal{B}$-module category $(\mathcal{M}_\mathcal{B}, *, \sigma)$ is given by the category $\text{Fun}_\mathcal{B}(\mathcal{M}_\mathcal{B}, \mathcal{B}_\mathcal{B})$ of k-linear $\mathcal{B}$-module functors with an appropriate right $\mathcal{B}$-module structure and module braiding. Indeed, $\text{Fun}_\mathcal{B}(\mathcal{M}_\mathcal{B}, \mathcal{B}_\mathcal{B})$ inherits an evident left $\mathcal{B}$-module structure (mapping an object $b \in \mathcal{B}$ and a module functor $F$ to the module functor $b \otimes F(-)$) which
one turns into a right module structure using (37). The $B$-module braiding $F \ast' b \to F \ast' b$ is inherited from $\mathcal{M}$ as follows:

\[(38) \ b \otimes F(m) \xrightarrow{\text{br}_b F(m)} F(m) \otimes b \cong F(m \ast b) \xrightarrow{F(\sigma_{m,b}^{-1})} F(m \ast b) \cong F(m) \otimes b \xrightarrow{\text{br}_b F(m), b} b \otimes F(m)\]

If $\mathcal{M}_B = A\text{-Mod}_B$ with module braiding induced by a half-braiding $\gamma$ on $A$ (as in Lemma 2.38), then the left $B$-module category $\text{Fun}_B(A\text{-Mod}_B, \mathcal{B}_B)$ is equivalent to $\mathcal{B}_\text{Mod}$ (see [EGNO15, Proposition 7.11.1]), so that $\text{Fun}_B(A\text{-Mod}_B, \mathcal{B}_B)$ with the above right $B$-module structure is equivalent to $A^{\text{op}}\text{-Mod}_B$ with module braiding induced by $\gamma^{\text{op}}$.

Similarly, the left dual of $(\mathcal{M}_B, \ast, \sigma)$ is equivalent to the category $\text{Fun}_B(\mathcal{M}_B, \mathcal{B}_B)$ with right module structure obtained from the canonical left module structure by replacing $\beta_{c,b}$ by $\beta_{b,c}^{-1}$ in (37) and with the same expression (38) for the module braiding.

For the following proofs, we adopt the following notation. Given a right $B$ module $m_B$ (a left $A$ module $A_n$) and an algebra isomorphism $\phi : A \to B$, we write $m_\phi$ (or $\phi n$) for the resulting $A$ module ($B$ module). There are canonical isomorphisms $m \otimes_B \phi_* \cong m_\phi$ and $(\phi^{-1})_* \otimes_A n \cong \phi n$, where $\phi_* := B B_{\phi A}$ from Example 2.37 is the canonical bimodule built from $\phi$.

Recall that the braiding $\text{br}_\text{HBA}^{(A,\gamma),(B,\zeta)} : (A, \gamma) \boxtimes (B, \zeta) \to (B, \zeta) \boxtimes (A, \gamma)$ of half-braided algebras is the bimodule represented by the half-braided algebra isomorphism $\gamma_A : A \otimes B \to B \otimes A$. Hence, using the duality choices from Lemma 3.31, we can simplify

$$\eta(A, \gamma) := \text{ev}_{(A, \gamma)} \circ \text{br}_\text{HBA}^{(A,\gamma),(A,\gamma)} \circ \text{coev}_{(A, \gamma)} \cong A_{\gamma A} \otimes (A^{\text{op}} \otimes_A A).$$

**Proposition 3.33.** Let $(A, \gamma)$ be a half-braided algebra. Then, the morphisms

$$A \xrightarrow{\nu_A \otimes \text{id}_A} A \otimes A \to A \gamma_A \otimes (A^{\text{op}} \otimes_A A) \cong \eta(A, \gamma)$$

$$A \xrightarrow{\text{id}_A \otimes \nu_A} A \otimes A \to A \gamma_A \otimes (A^{\text{op}} \otimes_A A) \cong \eta(A, \gamma)$$

agree and exhibit $\eta(A, \gamma) \in \mathcal{Z}_2(B)$ as the coequalizer (34).

In particular, the induced morphism $\eta(A, \gamma) \to \text{Hom}_B(A, I)$ may be identified with the inclusion of the vector space of twisted traces as in Definition 3.29.

Even though the object $\eta(A, \gamma) \in \mathcal{Z}_2(B)$ only depends on the Morita class of $A$, the morphism $A \to \eta(A, \gamma)$ depends on $A$ as an algebra.

**Proof.** Recall that for algebra objects $B$ and $C$ in a braided monoidal 1-category $\mathcal{B}$, a right $B \otimes C$ module $m_{B \otimes C}$ is the same as an object $m$ with commuting right $B$ and $C$ actions, or equivalently an $B^{\text{op}}\cdot C$ bimodule. Similarly, a left $B \otimes C$ module is equivalently a $C^{\cdot \text{op}}B$ bimodule. In particular, given a left and a right $B \otimes C$ module, their relative tensor product $m_{B \otimes C} n$ is isomorphic to the coequalizer of the morphism $B \otimes (m \otimes C n) \to m \otimes C n$ induced by the left $B^{\text{op}}$-action on $m$ and the composite $B \otimes (m \otimes C n) \cong (m \otimes C n) \otimes B \to m \otimes C n$ where the first morphism is the braiding $\beta_{m \otimes C n, B}$ in $\mathcal{B}$ and the second morphism is induced by the right $\text{op}B$ action on $n$.

In our case, the multiplication map $\mu_A : A \otimes A \to A$ descends to an isomorphism $A \otimes_A A \cong A$ and the induced left $A^{\text{op}}$ and right $A^{\text{op}}$ actions on $A$ become

$$\mu_A : \beta_{A,A}^{-1} : (A^{\text{op}}) \otimes A \to A \quad \mu_A : A \otimes A \to A.$$

By the above discussion, this exhibits $A \gamma_A \otimes (A^{\text{op}} \otimes_A A)$ as the coequalizer of $\mu_A : \beta_{A,A}^{-1} : \gamma_A$ and $\mu_A : \beta_{A,A}^{-1}$. \qed
Remark 3.34. Form the perspective of the braided monoidal 2-category sHBA(B), the (invertible bimodule induced by the) half-braided twist $\theta_{A,\gamma}$, seen as a half-braided algebra isomorphism $(A^{op}, \gamma^{op}) \to (A^{op}, \phi)$, is isomorphic to the Serre isomorphism, defined for any dualizable object $X$ in a braided monoidal 2-category as the following 1-equivalence $S_X : X^\vee \to \vee X$:

$$
\begin{array}{ccc}
X & \xrightarrow{\eta_{A,\gamma}} & X \\
\eta_{A,\gamma} & \downarrow & \\
(\eta_{A,\gamma})^* & \downarrow
\end{array}
$$

In particular, the presentation of $\eta(A, \gamma)$ as the coequalizer (34) therefore follows more closely from the decomposition $\eta(X) \cong ev^{-1}_X \circ (S_X \boxtimes \text{id}_X) \circ coev_X$ of our framed circle.

Remark 3.35. For bimodules $\phi_\ast$ induced by isomorphisms $\phi : A \to B$ of half-braided algebras, there is a convenient choice of mate given by the bimodule $A_{\phi\ast}((\phi^{-1})_B)_{B^{op}}$ induced by $\phi^{-1}$ thought of as an algebra isomorphism $\phi^{-1} : B^{op} \to A^{op}$. The rotation isomorphisms $\text{rot}_{\phi^{-1}}$ and $\text{rot}_{\phi_\ast}$ characterizing the mate (see Definition 3.8) are given by the following two compositions:

$$
A \otimes (A^{op} \otimes op) \otimes \text{id}_{A^{op}}(\phi^{-1})_A \cong A \otimes (A^{op} \otimes \text{id}_{A^{op}}(\phi^{-1})_A) \cong B \otimes (\phi \otimes \text{id}_{B^{op}}) = \begin{array}{c}
A \otimes (A^{op} \otimes \text{id}_{A^{op}}(\phi^{-1})_A) = B \otimes (\phi \otimes \text{id}_{B^{op}}) \\
= (\phi^{-1} \otimes \text{id}_{B^{op}}) \otimes B^{-1} \otimes B \end{array}
$$

Lemma 3.36. Let $\phi : (A, \gamma) \to (B, \zeta)$ be an isomorphism of half-braided algebras, equipped with the duality data from Lemma 3.31 and let $A \to \eta(A, \gamma)$ and $B \to \eta(B, \zeta)$ be the universal morphisms from Proposition 3.33. Then, the following diagram commutes:

$$
\begin{array}{ccc}
A & \xrightarrow{\phi} & B \\
\downarrow & & \downarrow \\
\eta(A, \gamma) & \xrightarrow{\eta(\phi_\ast)} & \eta(B, \zeta)
\end{array}
$$

Proof. According to Lemma 3.11, to compute $\eta(\phi_\ast)$ we may choose a mate and a right adjoint for $B(\phi_\ast)$. As a mate we choose the bimodule $A_{\phi\ast}((\phi^{-1})_B)_{B^{op}}$ induced by the half-braided algebra isomorphism $\phi^{-1} : B^{op} \to A^{op}$ defined in Remark 3.35. As a right adjoint (equivalence) we choose the bimodule $A((\phi^{-1})_B)$, again induced by $\phi^{-1}$ but this time thought of as a half-braided algebra isomorphism $\phi^{-1} : B \to A$.

Tracing through (21), we compute $\eta(\phi_\ast)$ as follows:

$$
\begin{array}{c}
A_{\gamma_A} \otimes_{A^{op} \otimes A} A = A_{\gamma_A} \otimes_{A^{op} \otimes A} A \otimes (A^{op} \otimes \phi^{-1})_A \\
\cong \text{id}_{A^{op} \otimes \phi} \otimes (A^{op} \otimes \phi^{-1})_A \\
\cong A_{\gamma_A} \otimes (A^{op} \otimes \phi^{-1})_B \\
\cong A_{\gamma_A}((\phi^{-1} \otimes \phi^{-1})_B) \otimes B^{-1} \otimes B \\
= B_{\zeta_B} \otimes (B^{op} \otimes B)
\end{array}
$$

Except for the labelled isomorphisms $\text{id}_{A^{op} \otimes \phi}$ and $\phi \otimes \text{id}_{A}$, all isomorphisms in the above sequence lie under the trivial maps $\text{id}_{A^{op} \otimes A}$ and $\text{id}_{A^{op} \otimes B}$, respectively. Hence, $\eta(\phi_\ast)$ is given by the map $\phi \otimes \phi : A \otimes A \to B \otimes B$ descended to the coequalizers $A_{\gamma_A} \otimes_{A^{op} \otimes A} A \to B_{\zeta_B} \otimes (B^{op} \otimes B)$. In particular, this lifts further along $\nu_A \otimes \text{id}_A : A \to A \otimes A$ to the map $\phi : A \to B$. □
Remark 3.37. Using the choices of right dual from Lemma 3.31, a convenient choice of mate for a half-braded bimodule \( m_A : A \to B \) is the half-braded bimodule \( (\text{Br} B^\text{op})(m^\text{op})_{B^\text{op}} : B^\text{op} \to A^\text{op} \) with the same underlying object \( m \) in \( \mathcal{B} \) and “rotated” action \( \text{act} m = \beta_{m,A}^{-1} \beta_{B,m \otimes A}^{-1} \otimes \text{id}_B : A^\text{op} \otimes m \otimes B^\text{op} \to m. \) With these choices, the canonical isomorphism from the mate of a composite \( A^\text{op}(n \otimes B)_{C^\text{op}} \) to the composite of mates \( A^\text{op}(m^\text{op}) \otimes B^\text{op}(n^\text{op})_{C^\text{op}} \) descends from the isomorphism \( \beta_{n,m}^\text{op} : n \otimes m \to m \otimes n. \)

In Remark 3.35 we discussed another choice of mate for bimodules \( \phi_* \) arising from algebra isomorphisms \( \phi : A \to B : \) The bimodule \( \phi_\text{rot}^{-1} \) induced by the algebra-isomorphism \( \phi^{-1} : B^\text{op} \to A^\text{op}, \) The canonical isomorphism between these two choices of mate from \( \phi^{-1}_* \) to \( \phi_* \) is given by \( \phi \).

By Proposition 3.33, both \( \eta(A, \gamma) \) and \( \eta(\text{op} A, \gamma^\text{op}) \) may be expressed as a quotient of the same object \( A \) of \( \mathcal{E} \).

Lemma 3.38. Let \((A, \gamma)\) be a half-braded algebra equipped with the choice of left and right dual from Lemma 3.31 and let \( A = \eta(A, \gamma) \) and \( A = \eta(\text{op} A, \gamma^\text{op}) \) be the universal morphisms from Proposition 3.33. Then, the following diagram commutes:

\[
\begin{array}{ccc}
\eta(\text{op} A, \gamma^\text{op}) & \xrightarrow{\beta_{A,\gamma}} & \eta(A, \gamma) \\
\downarrow A & \exists & \downarrow A \\
\end{array}
\]

Proof. Besides the choice of right and left dual \((\text{op} A, \gamma^\text{op})\) and \((\text{op} A, \phi^\text{op})\) determined by Lemma 3.31, we make the following three additional choices, precisely corresponding to three choices required in Remark 3.17. For better readability, we make these choices more generally for half-braded algebras \((B, \zeta)\) and \((C, \xi)\) and specialize to the relevant case involving \((A, \gamma)\), \((\text{op} A, \gamma^\text{op})\) and \((\text{op} A, \phi^\text{op})\) in the computation below.

1. For the tensor product of half braided algebras \((B, \zeta) \boxtimes (C, \xi) = (B \otimes C, \zeta \boxtimes \xi), \) see (4), we choose the right dual half-braded algebra \(((B \otimes C)^\text{op}, (\zeta \boxtimes \xi)^\text{op})\) as described in Lemma 3.31.

2. In contrast to our choice in 1., the canonical tensor product dual of \((B, \zeta) \boxtimes (C, \xi)\) is given by the half-braded algebra \((C^\text{op}, \xi^\text{op}) \boxtimes (B^\text{op}, \zeta^\text{op})\). As equivalence of duality data \((B \otimes C)^\text{op}, (\zeta \boxtimes \xi)^\text{op}) \to (C^\text{op} \otimes B^\text{op}, \xi^\text{op} \otimes \zeta^\text{op})\) we choose the bimodule \((\beta_{B,C}^\text{op})\) induced by the half-braded algebra isomorphism \(\beta_{B,C} : (B \otimes C)^\text{op} \to C^\text{op} \otimes B^\text{op}\) given by the braiding of our underlying braided monoidal 1-category \(\mathcal{E}\).

3. For evaluation and coevaluation bimodules we choose as mate the “rotated bimodules” of Remark 3.37, for \(\text{br}^{\text{HBA}}_{(B,\zeta),(C,\xi)} = (\xi_B^\text{op})_*\), we choose the bimodule \((\xi_B^\text{op} \text{op})_*\). These mates are all with respect to the duality data on the tensor product as in 1.

With these choices, and using the notation from Remark 3.17 for \(X = (A, \gamma)\), the canonical isomorphisms relevant for the computation of \(\text{fl}\) are given by:

\[
\begin{align*}
(\text{coev}_X^\text{op})^\text{op} & = (A \otimes_{\text{op} A} A_\text{op})^\text{op} \otimes (A \otimes_{\text{op} A} A)^\text{op} (\beta_{A,\text{op} A}^\text{op})^- \\
\cong (A \otimes_{\text{op} A} A_\text{op})^\text{op} & = A \otimes_{\text{op} A} A_\text{op} = \text{ev}_X \\

(\text{ev}_X^\text{op})^\text{op} & = (\beta_{A,\text{op} A})^\text{op} \otimes (\text{op} A \otimes_{\text{op} A} A)^\text{op} \\
\cong (\text{op} A \otimes_{\text{op} A} A)^\text{op} & = A \otimes_{\text{op} A} A = \text{coev}_X
\end{align*}
\]
\[
\omega_L \circ (h^X_{\gamma A})^\vee \circ \omega_R^{-1} = \left( \beta_{A, A} \right)_* \otimes \left( \eta A \right)^{-1} \otimes \gamma A^{-1} \otimes \left( \eta A \right)^{-1} \left( \beta_{A, A} \right)_* \\
\cong \left( \beta_{A, A} \cdot \gamma A^{-1} \cdot \beta_{A, A}^{-1} \right)_* = (\gamma A)_* = h^X_{\gamma A}
\]

We then compute
\[
\text{op} A_{\text{op}, \gamma} \otimes A_{\text{op}, \gamma} \text{op} A = \left( \text{op} A_{\text{op}, \gamma} \otimes A_{\text{op}, \gamma} \text{op} A \right)_{\text{op}} \\
\cong \left( \text{op} A_{\text{op}, \gamma} \right)^{\text{op}} \otimes \left( A_{\text{op}, \gamma} \right)^{\text{op}} \\
\cong \left( \text{op} A_{\text{op}, \gamma} \right)^{\text{op}} \otimes \left( \text{op} A_{\text{op}, \gamma} \right)^{\text{op}} \\
= \left( \text{op} A_{\text{op}, \gamma} \right)^{\text{op}} \otimes \left( \text{op} A_{\text{op}, \gamma} \right)^{\text{op}} \\
\cong \left( \text{op} A_{\text{op}, \gamma} \right)^{\text{op}} \otimes \left( \text{op} A_{\text{op}, \gamma} \right)^{\text{op}} \\
\cong A_{\gamma A} \otimes A_{\text{op} \gamma} A
\]

Here, the last isomorphism implements the canonical isomorphisms between choices of mates from (39–41), while \( \beta_{A, A} \) implements the isomorphism between the mate of composites and the composite of mates (see Remark 3.37). Except for the labelled isomorphism \( \beta_{A, A} \), all isomorphisms lie below the trivial map \( \text{id}_{A_{\text{op}, \gamma A}} : A \otimes A \to A \otimes A \). In particular, the following square commutes
\[
\begin{array}{ccc}
A \otimes A & \xrightarrow{\beta_{A, A}} & A \otimes A \\
\downarrow \eta(\text{op} A_{\text{op}, \gamma}) & & \downarrow \eta(\text{op} A_{\text{op}, \gamma}) \\
\eta(\text{op} A_{\text{op}, \gamma}) & \xrightarrow{\text{fl}_{A, A}} & \eta(\text{op} A_{\text{op}, \gamma})
\end{array}
\]

Using the maps \( A \to \eta(\text{op} A_{\text{op}, \gamma}) \) and \( A \to \eta(\text{op} A_{\text{op}, \gamma}) \) from Proposition 3.33 and noting that \( \beta_{A, A} : (\text{id}_A \otimes \nu_A) = \nu_A \otimes \text{id}_A \) (where as above \( \nu_A : I \to A \) denotes the multiplicative unit), it follows that \( \text{fl} \) lies under the identity map \( \text{id}_A : A \to A \).

**Corollary 3.39.** Let \((A, \gamma)\) be a half-braided algebra equipped with the choice of left and right dual \((\text{op} A_{\text{op}, \gamma})\) and \((A_{\text{op}, \gamma})\) from Lemma 3.31, and let \( \phi : (A, \gamma) \to (\text{op} A_{\text{op}, \gamma}) \) be a half-braided algebra isomorphism. Then, the following diagram commutes
\[
\begin{array}{ccc}
A & \xrightarrow{\phi} & A \\
\downarrow \eta(A, \gamma) & & \downarrow \eta(A, \gamma) \\
\eta(A, \gamma) & \xrightarrow{\text{fl}_{A, \gamma} \cdot \eta(\phi)} & \eta(A, \gamma)
\end{array}
\]

where \( A \to \eta(A, \gamma) \) denotes the universal map from Proposition 3.33 identifying \( \eta(A, \gamma) \) with the coequalizer (34).

In particular, this identifies the induced automorphism \( \eta(\phi) \cdot \text{fl}_{A, \gamma} : \eta(A, \gamma) \to \eta(A, \gamma) \) from Definition 3.26 with the automorphism of the vector space of twisted traces (see Definition 3.29) which maps a twisted trace \( \epsilon : A \to I \) to the twisted trace \( \epsilon \cdot \phi \).

3.6. **Twisted traces and \( \eta \) for the Lagrangian object \( \mathcal{L} \) in \( \mathcal{Z}(\Sigma B) \).** Recall from §2.5 that \( \mathcal{Z}(\Sigma B) \) has a distinguished Lagrangian object \( \mathcal{L} \) represented by the braided \( B \)-module category \( \mathcal{Z}(B) \) or the half-braided algebra \( L = \int^B_B B \otimes B^* \) with half-braiding \( \lambda \), as given in Definition 2.45. As in Section 2.5 we will define morphisms out of this object \( L \) in terms of dinatural transformations.

We first compute the half-braided twist of \((L, \lambda)\), as defined in Definition 3.28.
Lemma 3.40. The half-braided twist \( \theta_{L,\lambda} : L \to L \) of the half-braided algebra \((L,\lambda)\) is defined in terms of the following dinatural transformation \( b \otimes b^* \to L \):

\[
\theta_{L,\lambda} \cdot \iota_b : b \otimes b^* \to L
\]

(42)

Note that the full twist of (42) is not an endomorphism of \( b \otimes b^* \), but rather an isomorphism \( b \otimes b^* \to **b \otimes b \). However, after composing with \( \iota_{**b} : **b \otimes b \to L \), it defines a dinatural transformation \( \{ b \otimes b^* \to L \}_{b \in \mathcal{B}} \) and hence induces an endomorphism \( L \to L \).

Proof. Starting from Definition 3.28, we compute \( \theta_{L,\lambda} \cdot \iota_b : b \otimes b^* \to L \) as follows:

The first equation is naturality of the half-braiding \( \lambda \) on \( L \) (denoted as a black square) and of the braiding of \( \mathcal{B} \), the second equation follows from unpacking the definition of the half-braiding \( \lambda \) in terms of a dinatural transformation (see Definition 2.45), and the last equation uses dinaturality of \( \iota : (-) \otimes (-)^* \to L \) to move the twist-on-two-strands over to the left. Lastly, we may use dinaturality with respect to coev\(_b = (\text{ev}_b)^* : I \to b^* \otimes b \) to arrive at the expression (42). \( \square \)

Recall from Remark 3.34 that the half-braided twist is an algebra isomorphism \( \theta_{L,\lambda} : (L^{op},\lambda^{op}) \to (\text{op}L,\text{op}\lambda) \) representing the Serre equivalence in \( \mathcal{Z}(\Sigma \mathcal{B}) \) (here \( (L^{op},\lambda^{op}) \) and \( (\text{op}L,\text{op}\lambda) \) are the left and right opposite half-braided algebras as defined before Lemma 3.31). As our half-braided twist on \( (L,\lambda) \) looks like a “full twist on two strands,” it admits a canonical “square root” resulting in a self-duality \( \mathcal{L} \to \text{op}\mathcal{L} \) of the Lagrangian object \( \mathcal{L} \) in \( \mathcal{Z}(\Sigma \mathcal{B}) \) as follows.

Proposition 3.41. The following morphism \( \psi : L \to L \) in \( \mathcal{B} \) defines a half-braided algebra isomorphism \( \psi : (L,\lambda) \to (\text{op}L,\text{op}\lambda) \):

\[
\psi : L \to \mathcal{L}
\]

Proof. Unitality of \( \psi \) is immediate. It follows from dinaturality of \( \iota_{x} : x \otimes x^* \to L \) that \( \iota_{b \otimes c} \cdot (\beta_{b,c} \otimes \text{id}_{b^* \otimes c^*}) = \iota_{b \otimes c} \cdot (\text{id}_{b \otimes c} \otimes \beta_{b^* \otimes c^*}) \) and hence that the multiplication \( \mu_L \) can be

\(54\)
Therefore, isotopy of the following two tangles implies that $\psi : L \to \text{op} L$ is indeed an algebra isomorphism, i.e. fulfills $\mu_L \cdot \beta_{L,L} \cdot (\psi \otimes \psi) = \psi \cdot \mu_L$.

A similar computation shows that $\psi$ is also compatible with the half-braiding, i.e. $\lambda_x \cdot (\text{id}_x \otimes \psi) = (\psi \otimes \text{id}_x) \cdot \text{op} \lambda_x$ for all $x \in \mathcal{B}$. \hfill $\square$

In Proposition 3.33, we defined for any half-braided algebra $(A, \gamma)$ a map $A \to \eta(A, \gamma)$ identifying the object $\eta(A, \gamma) \in Z_2(B)$ with the coequalizer of $\mu_A \cdot (\theta_{A,\gamma} \otimes \text{id}_A)$ and $\mu_A \cdot \beta_{A,A}^{-1}$. In particular, the induced map $\eta(A, \gamma) : \text{Hom}_B(\eta(A, \gamma), I) \to \text{Hom}_B(A, I)$ identifies $\eta(A, \gamma)$ with the subspace of $\text{Hom}_B(A, I)$ of twisted traces on $A$ (see Definition 3.29).

**Lemma 3.42.** For the half-braided algebra $(L, \lambda)$, any morphism $\epsilon : L \to I$ is a twisted trace. In other words, the inclusion $\eta(A, \gamma) \to \text{Hom}_B(L, I)$ is an isomorphism.

**Proof.** Using the two expressions for $\mu_L$ from equation (43), it follows that $\mu_L \cdot \beta_{L,L}^{-1}$ is represented by the following dinatural transformation

$$ (44) $$

Let $\epsilon : L \to I$ be a morphism represented by a dinatural transformation $\{\epsilon_b : b \otimes b^* \to I\}_{b \in \mathcal{B}}$. Using the second expression from (43) for $\mu_L$ and the expression (42) for $\theta_{L,\lambda}$, the morphism $\epsilon \cdot \mu_L \cdot (\theta_{L,\lambda} \otimes \text{id}_L) : L \otimes L \to I$ is represented by the following dinatural transformation $$(b \otimes b^*) \otimes (c \otimes c^*) \to I.$$
Using dinaturality of $\epsilon$ to cancel the twists results in the second expression (44) for $m_L : \beta_L^{-1}$, proving that $\epsilon : L \to I$ is a twisted trace.

By the universal property of the coend $L = \int^{b \in B} b \otimes b^*$, the vector space $\text{Hom}_B(L, I)$ may be identified with the vector space $\text{End}(\text{id}_B)$ of (not necessarily monoidal) natural endomorphisms of the identity functor of $B$; any natural transformation $\{\alpha_b : b \to b\}_{b \in B}$ defines a dinatural transformation $\{v_b : (\alpha_b \otimes \text{id}_{b^*}) : b \otimes b^* \to I\}_{b \in B}$ and vice versa. By semisimplicity, this vector space may further be identified with the linear dual $(K_0(B) \otimes \mathbb{Z} k)^*$ of the Grothendieck ring of $B$; any natural transformation $\{\alpha_b : b \to b\}_{b \in B}$ defines a linear function $K_0(B) \otimes \mathbb{Z} k \to k$ mapping a simple object $b_i$ to the proportionality factor $\langle \alpha_{b_i} \rangle$ such that $\alpha_{b_i} = (\alpha_{b_i})_{b_i}$, and conversely any such linear function determines a natural transformation with these coefficients at simple objects.

Hence, it follows from Lemma 3.42 that the vector space $\eta(L, \lambda) = \text{Hom}(\eta(L, \lambda), I)$ is itself identified with $\text{Hom}_B(L, I) \cong \text{End}(\text{id}_B) \cong (K_0(B) \otimes \mathbb{Z} k)^*$.

**Corollary 3.43.** Under the identification $\eta(\mathcal{L}) \cong \text{Hom}_B(L, I) \cong \text{End}(\text{id}_B)$ the automorphism

$$\eta(\mathcal{L}) \xrightarrow{\text{fl}} \eta(\mathcal{L} \circ \psi) \xrightarrow{\eta(\psi)} \eta(\mathcal{L})$$

becomes the following automorphism on the vector space $\text{End}(\text{id}_B)$ of natural endomorphisms of $\text{id}_B$:

$$\{\alpha_b : b \to b\}_{b \in B} \mapsto \{((\alpha_b)^* : b \to b\}_{b \in B}$$

Here, $(\alpha_{-b})^* := (\text{id}_b \otimes \text{ev}_{-b}) \cdot (\text{id}_b \otimes \alpha_{-b} \otimes \text{id}_{b^*}) \cdot (\text{coev}_{-b} \otimes \text{id}_{b^*})$ is the mate of $\alpha_{-b} : *b \to *b$.

Further identifying $\text{End}(\text{id}_B)$ with the linear dual $(K_0(B) \otimes \mathbb{Z} k)^*$, this automorphism is the linear dual of the automorphism

$$K_0(B) \otimes \mathbb{Z} k \to K_0(B) \otimes \mathbb{Z} k \quad b \mapsto *b$$

**Proof.** By Corollary 3.39, the automorphism $\eta(\psi) : \text{fl}$ may be identified with the automorphism on the vector space of twisted traces mapping a twisted trace $\epsilon : L \to I$ to the twisted trace $\epsilon \cdot \psi$. By Lemma 3.42, any morphism $\epsilon : L \to I$ is a twisted trace for $(L, \lambda)$ and so it suffices to compute the action of pre-composition with $\psi : L \to L$ from Proposition 3.41 on $\text{Hom}_B(L, I)$. Identifying $\text{Hom}_B(L, I)$ with the vector space $\text{End}(\text{id}_B)$ of (non-monoidal) natural transformations of the identity functor, this precomposition with $\psi$ maps a natural transformation $\{\alpha_b : b \to b\}_{b \in B}$ (corresponding to the dinatural transformation $(\text{coev}_b \cdot (\alpha_b \otimes \text{id}_{b^*}) : b \otimes b^* \to I\}_{b \in B}$) to the natural transformation corresponding to the following dinatural transformation

$$\begin{array}{c}
\begin{array}{c}
\circlearrowright \quad \circlearrowleft
\end{array}
\end{array} 
= \begin{array}{c}
\begin{array}{c}
\circlearrowleft \quad \circlearrowleft
\end{array}
\end{array} 
= \text{coev}_b \cdot ((\alpha_{-b})^* \otimes \text{id}_{b^*})$$

which indeed corresponds to the natural transformation $(\alpha_{-b})^*$.

After identifying $\text{End}(\text{id}_B)$ with the linear dual $(K_0(B) \otimes \mathbb{Z} k)^*$ the above assignment maps a linear function $K_0(B) \ni b \mapsto \lambda_b$ to the function $b \mapsto \lambda_{-b}$ (as $(\langle (\alpha_{-b})^*\rangle) = (\langle \alpha_{-b} \rangle)$).

3.7. **The last step.** From now on, assume that $B$ is a slightly degenerate braided fusion category with $Z_2(B) \cong \mathfrak{sVec}$. By Theorem 2.19, to prove our Main Theorem, it suffices to show that the braided monoidal equivalence class of $Z(\Sigma B)$ is independent of $B$: indeed, $Z_2(B) \cong \mathfrak{sVec}$ is a particular example of a slightly degenerate braided fusion category, and
so we would find that $\mathcal{Z}(\Sigma \mathcal{B})$ and $\mathcal{Z}(\Sigma \text{Vec})$ are equivalent. By Theorem 3.2, $\mathcal{Z}(\Sigma \mathcal{B})$ is equivalent to one of $\mathcal{S}$ or $\mathcal{T}$. We will show that it is always equivalent to $\mathcal{S}$.

As explained at the start of §3.1, $\mathcal{Z}(\Sigma \mathcal{B})$ has precisely two components: the identity component and the other, magnetic, component. In particular, any object $X$ in $\mathcal{Z}(\Sigma \mathcal{B})$ uniquely decomposes into a direct sum $X_+ \oplus X_-$ where $X_+$ is in the identity component and $X_-$ is in the magnetic component. As the Lagrangian object $\mathcal{L}$ generates $\mathcal{Z}(\Sigma \mathcal{B})$, both its summands $\mathcal{L}_+$ and $\mathcal{L}_-$ are non-zero and so, by Proposition 3.27, to prove that $\mathcal{Z}(\Sigma \mathcal{B}) \cong \mathcal{S}$, it suffices to show that $\kappa(\mathcal{L}_-) > 0$.

As explained in Remark 2.58, an object $Y \in \mathcal{Z}(\Sigma \mathcal{B})$ is (a sum of simple objects all contained) in the identity component if and only if its full braiding $\text{br}_{e,Y}^{\mathcal{Z}(\Sigma \mathcal{B})} \cdot \text{br}_{Y,e}^{\mathcal{Z}(\Sigma \mathcal{B})} : \text{id}_Y \otimes e \Rightarrow \text{id}_Y \otimes e$ with the non-trivial simple object $e \in \mathcal{Z}_2(\mathcal{B}) = \text{sVec}$ is trivial. Analogously, it is in the magnetic component if and only if this full braiding is $(-1)\text{id}_Y \otimes e$. 

Unpacked in terms of half-braided algebras, a half-braided algebra $(A, \gamma)$ is in the identity component if and only if $\gamma_e = \beta_{e,A}$ and it is in the magnetic component if and only if $\gamma_e = -\beta_{e,A}$. In particular, recall the bimodule endomorphism $\tilde{R}_{(A,\gamma),e} : AA \Rightarrow AA$ from Example 2.54 and Remark 2.58:

$$\tilde{R}_{(A,\gamma),e} := (\text{id}_A \otimes \text{ev}_e) \cdot ((\gamma_e \cdot \beta_{A,e}) \otimes \text{id}_e) \cdot (\text{id}_A \otimes (\text{ev}_e)^{-1}) = \leftarrow$$

As $e$ is invertible, it follows that $\tilde{R}_{(A,\gamma),e} \cdot \tilde{R}_{(A,\gamma),e} = \text{id}_A$ (see Remark 2.58) and hence that the splitting $(A, \gamma) \cong (A_+, \gamma_+) \oplus (A_-, \gamma_-)$ of a half-braided algebra is induced by the following idempotents:

$$p_{A,\gamma}^+ = \frac{1}{2}(\text{id}_A \pm \tilde{R}_{(A,\gamma),e})$$

These idempotents are “central orthogonal” in the sense that they are $A$-$A$ bimodule morphisms $A \rightarrow A$ and fulfill

$$(p_{A,\gamma}^+)^2 = p_{A,\gamma}^+ \cdot p_{A,\gamma}^- \cdot p_{A,\gamma}^+ \cdot p_{A,\gamma}^- = p_{A,\gamma}^+ \cdot p_{A,\gamma}^- = 0, \quad p_{A,\gamma}^+ + p_{A,\gamma}^- = \text{id}_A.$$

**Remark 3.44.** More abstractly, using the 2-morphism from Remark 2.58

$$\tilde{R}_{X,e} := (\text{id}_X \otimes \text{ev}_e) \cdot \left(\left(\text{br}_{e,X}^{\mathcal{Z}(\Sigma \mathcal{B})} \cdot \text{br}_{X,e}^{\mathcal{Z}(\Sigma \mathcal{B})} \otimes \text{id}_e\right) \cdot (\text{id}_X \otimes (\text{ev}_e)^{-1}) : \text{id}_X \Rightarrow \text{id}_X, $$

the idempotent 2-morphisms $p_{X,e}^\pm = \frac{1}{2}(\text{id}_X \pm \tilde{R}_{X,e}) : \text{id}_X \Rightarrow \text{id}_X$ can defined for any object $X$ in any model of $\mathcal{Z}(\Sigma \mathcal{B})$ and precisely correspond to the direct sum decomposition $X \cong X_+ \oplus X_-$. (The correspondence between families of idempotents in $\Omega^2_X \mathcal{C}$ and direct sum decompositions of $X$ is explained in Remark 2.6.)

For a half-braided algebra $(A, \gamma)$, the idempotents $p_{A,\gamma}^\pm$ descend to the coequalizer (34) and induce the direct sum decomposition $\eta(A, \gamma) \cong \eta(A_+, \gamma_+) \oplus \eta(A_-, \gamma_-)$. This further induces a decomposition $\eta(A, \gamma) \cong \eta(A_+, \gamma_+) \oplus \eta(A_-, \gamma_-)$ of the vector space of twisted traces of $A$. Explicitly, the idempotents inducing this decomposition map a twisted trace $\epsilon : A \rightarrow I$ to the twisted trace $\epsilon \cdot p_{A,\gamma}^\pm$. For the canonical Lagrangian object $(L, \lambda)$ in $\text{shHBA}(\mathcal{B})$, these idempotents on the space of twisted traces may be explicitly computed as follows.
Lemma 3.45. Identifying the space of twisted traces of \((L, \lambda)\) with \((K_0(B) \otimes \mathbb{Z} k)^*\) as in Corollary 3.43, the induced idempotents on \((K_0(B) \otimes \mathbb{Z} k)^*\) are given by the linear dual of the idempotents

\[ K_0(B) \otimes \mathbb{Z} k \to K_0(B) \otimes \mathbb{Z} k, \quad b \mapsto \left(\frac{1 + \varepsilon}{2}\right) b, \]

where the multiplication on the right is in the Grothendieck ring \(K_0(B) \otimes \mathbb{Z} k\).

Proof. Recall from Lemma 3.42 that any morphism \(\varepsilon : L \to I\) is a twisted trace. Identify \(\text{Hom}_\mathbb{Z}(L, I)\) with the space \(\text{End}(\text{id}_B)\) of natural endomorphisms of the identity functor on \(B\), and let \(\varepsilon_b = \text{coev}_b \cdot (\alpha_b \otimes \text{id}_\varepsilon) : b \otimes b^* \to I\) be the dinatural transformation associated to a natural endomorphism \(\alpha\). Using Definition 2.45 of the half-braiding \(\lambda, \varepsilon \cdot \overline{R}_{(L, \lambda), \varepsilon}\) unpacks to the dinatural transformation associated to the natural endomorphism

\[ \{\text{tr}_e(\alpha_{e \otimes b}) := (\text{ev}_e \otimes \text{id}_b) \cdot (\text{id}_e \otimes \alpha_{e \otimes b}) \cdot (\text{ev}_e^{-1} \otimes \text{id}_b) : b \to b\}_{b \in B}. \]

For simple objects \(b\), the proportionality factors \(\langle \text{tr}_e(\alpha_{e \otimes b}) \rangle = \langle \alpha_{e \otimes b} \rangle\) agree, and hence, if we further identify \(\text{End}(\text{id}_B)\) with \((K_0(B) \otimes \mathbb{Z} k)^*\), the assignment \(\{\alpha_b\}_{b \in B} \mapsto \{\text{tr}_e(\alpha_{e \otimes b})\}_{b \in B}\) turns into the linear dual of the endomorphism \(b \mapsto e \otimes b\) on \(K_0(B) \otimes \mathbb{Z} k\).

Suppose now that \((A, \gamma)\) is a half-braided algebra equipped with an algebra isomorphism \(\phi : (A, \gamma) \to (\text{op}A, \text{op} \gamma)\). Observe that \(\phi\) restricts to algebra isomorphisms \(\phi_{\pm} : (A_{\pm}, \gamma_{\pm}) \to (\text{op}A_{\pm}, \text{op} \gamma_{\pm})\) as \(A_+\) and \(\text{op}A_+\) are in a different component of \(\text{shBA}(B)\) from \(A_-\) and \(\text{op}A_-\). Recall from Corollary 3.39 that our invariant \(\kappa((A, \gamma), \phi)\) can be computed as the linear trace of the endomorphism of the vector space of twisted traces which maps a twisted trace \(\varepsilon : A \to I\) to \(\varepsilon \cdot \phi\). Therefore, the previous discussion can be summarized as follows:

Lemma 3.46. Given a half-braided algebra \((A, \gamma)\) with a half-braided algebra isomorphism \(\phi : (A, \gamma) \to (\text{op}A, \text{op} \gamma)\), the invariant \(\kappa((A_{\pm}, \gamma_{\pm}), \phi_{\pm}) \in k\) is the linear trace of the following endomorphism of the vector space of twisted traces on \(A\):

\[ \varepsilon : A \to I \quad \mapsto \quad \varepsilon \cdot \phi \cdot p_{A, \gamma}^\pm. \]

Corollary 3.47. Let \(L_{\pm}\) and \(L_{\pm}^\dagger\) denote the trivial and magnetic summand of the canonical Lagrangian object \(L\) in \(\mathcal{Z}(\Sigma B)\), respectively, and let \(\psi_{\pm} : L_{\pm} \to \gamma L_{\pm}^\dagger\) denote the restrictions of the self-duality \(\psi : L \to \gamma L\) of \(L\) to \(L_{\pm}\). Then,

\[ \kappa(L_{\pm}, \psi_{\pm}) = \frac{1}{2} \# \{b \in \pi_0 B \mid b \cong \varepsilon \cdot b\} > 0. \]

Proof. Identify the space of twisted traces of the half-braided algebra \((L, \lambda)\) representing \(L\) with the linear dual \((K_0(B) \otimes \mathbb{Z} k)^*\) as in Corollary 3.43, under which \(\varepsilon \mapsto \varepsilon \cdot \psi\) becomes the linear dual to \(b \mapsto b^\dagger\). By Lemma 3.45, \(\varepsilon \mapsto \varepsilon \cdot p_{L_{\pm}, \lambda}^\dagger\) becomes the linear dual to \(b \mapsto \frac{1 + \varepsilon}{2} b\). Thus we conclude from Lemma 3.46 that \(\kappa(L_{\pm}, \h_{\pm})\) is computed as the linear trace of the endomorphism

\[ K_0(B) \otimes \mathbb{Z} k \to K_0(B) \otimes \mathbb{Z} k, \quad b \mapsto \frac{1 + \varepsilon \cdot b}{2}. \]

Explicitly, this trace is

\[ \frac{1}{2} \# \{b \in \pi_0 B \mid b \cong \varepsilon \cdot b\} \pm \frac{1}{2} \# \{b \in \pi_0 B \mid b \cong \varepsilon \otimes \varepsilon \cdot b\}. \]

The second summand vanishes: a simple object \(b\) can never be isomorphic to \(e \otimes \varepsilon \cdot b\). This can for example be seen by computing (the 1-categorical version of) \(\eta(-)\) on both sides. As \(e\) is transparent, \(\eta(e \otimes \varepsilon \cdot b) = \eta(e) \eta(b)\). As further \(\eta(b) = \eta(b) \neq 0\) (by the 1-categorical version of fl) and \(\eta(e) = -1\), it follows that \(b \not\cong e \otimes \varepsilon \cdot b\).
As $L_-$ is magnetic and $g(L_-) > 0$, it follows from Proposition 3.27 that $\mathcal{Z}(\Sigma B) \cong S$ which completes the proof of our Main Theorem.

Remark 3.48. Corollary 3.47 does more than complete the proof of our main theorem: translated into the language of module categories, it provides information about the decomposition of $\mathcal{Z}(B)$ into indecomposable $B$-module categories. Unpacking the proof of Proposition 3.27, it shows that the number of indecomposable summands, in each of the two submodules $\mathcal{Z}(B)_+$ and $\mathcal{Z}(B)_-$, which are sent to themselves under the self-duality $(-)^*$ of $\mathcal{Z}(B)$, is equal to half of the number of self-dual simple objects in $B$. We emphasize that, a priori, $g$ reproduces this count only up to a sign (and would not reproduce this count at all if $\mathcal{Z}(B)$ had summands equivalent to $\text{Mod}_B(\text{Cliff}(1))$, and it is a consequence of our proof that this sign is $+1$.

This count can also be derived from [DGNO10, Theorem 3.4 and Corollary 3.6], using arguments similar to the ones we give in §2.7. Let us write $\pi_0(\mathcal{Z}(B)/B)$ for the set of indecomposable $B$-module summands of $\mathcal{Z}(B)$. Note that the Müger centralizer of $B \subset \mathcal{Z}(B)$ is $B^{\text{rev}}$. Applied to this centralizer pair, [DGNO10, Theorem 3.4 and Corollary 3.6] provides a perfect S-matrix pairing between $\pi_0(\mathcal{Z}(B)/B)$ and $\pi_0(B^{\text{rev}}) = \pi_0(B)$. This pairing intertwines the automorphism $b \mapsto b^* \in \pi_0(B^{\text{rev}})$ with the automorphism of $\pi_0(\mathcal{Z}(B)/B)$ which sends the summand of $\mathcal{Z}(B)$ containing a simple object $x$ to the summand containing $x^*$. (This automorphism of $\pi_0(\mathcal{Z}(B)/B)$ is well-defined: if simple objects $x, y \in \mathcal{Z}(B)$ are in the same $B$-module summand, then $x^*$ and $y^*$ are in the same $B$-module summand.) The pairing furthermore intertwines the automorphism $b \mapsto e \otimes b$ of $\pi_0(B^{\text{rev}})$ with the automorphism of the vector space spanned by $\pi_0(\mathcal{Z}(B)/B)$ which acts diagonally by $+1$ on the summands inside $\mathcal{Z}(B)_+$ and by $-1$ on the summands inside $\mathcal{Z}(B)_-$.

The count of self-dual indecomposable $B$-module summands of $\mathcal{Z}(B)_\pm$ follows from comparing traces.

4. Outlook: a complete obstruction theory for nondegenerate extensions

This paper provides the ingredients necessary for a complete obstruction theory for minimal nondegenerate extensions, similar to the obstruction theory developed in [DN20b]. In this section, we outline such an obstruction theory, but will leave out many details whose justification would require a more fully developed higher Morita theory of fusion higher categories and their semisimple higher-categorical modules. In particular, the results in §4.3 and §4.4 which rely on these unproven assumptions will be labelled “Conjectures”.

4.1. Obstruction theories via Witt groups of braided fusion 1-categories. Fix a symmetric fusion 1-category $\mathcal{E}$, and let $\text{BFC}(\mathcal{E})$ denote the set of equivalence classes of braided fusion 1-categories $\mathcal{B}$ equipped with a symmetric monoidal equivalence $\mathcal{E} \cong \mathcal{Z}_2(B)$. By [DNO13, Proposition 4.3], $\text{BFC}(\mathcal{E})$ is a commutative monoid under the balanced tensor product $\boxtimes_{\mathcal{E}}$.

It contains a submonoid of categories of the form $\mathcal{Z}(\mathcal{F})$, where $\mathcal{F}$ is a fusion 1-category equipped with a braided monoidal inclusion $\mathcal{E} \subset \mathcal{Z}(\mathcal{F})$ and $\mathcal{Z}\mathcal{E}(\mathcal{F}) := \mathcal{Z}_2(\mathcal{E} \subset \mathcal{Z}(\mathcal{F}))$. The quotient of $\text{BFC}(\mathcal{E})$ by this submonoid is a group $\text{Witt}(\mathcal{E})$, defined in [DNO13, Definition 5.1, Lemma 5.2] and known as the $\mathcal{E}$-Witt group. By convention, $\text{Witt} := \text{Witt}(\text{Vec})$.

Let us say that an obstruction theory for minimal nondegenerate extensions is a commutative monoid $\text{Obstr}(\mathcal{E})$ together with a monoid homomorphism $O(-): \text{BFC}(\mathcal{E}) \rightarrow \text{Obstr}(\mathcal{E})$ such that $\mathcal{B} \in \text{BFC}(\mathcal{E})$ admits a minimal nondegenerate extension if and only if $O(\mathcal{B}) = 0$. We will say that an obstruction theory is complete if additionally $O(-)$ is surjective.
The following proposition was probably known to the authors of [DNO13] (see in particular Question 5.15 therein), and is essentially Theorem 3.2 of [OY21]. Our proof is essentially the same as the proof used in [LKW17, Proposition 5.15] to produce a surjective homomorphism onto \( \ker([-\boxtimes \mathcal{E}] : \text{Witt} \to \text{Witt}(\mathcal{E})) \) from the group \( \text{Mext}(\mathcal{E}) \) of minimal nondegenerate extensions of \( \mathcal{E} \).

**Proposition 4.1.** A braided fusion category \( \mathcal{B} \in \text{BFC}(\mathcal{E}) \) admits a minimal nondegenerate extension if and only if its Witt class \([\mathcal{B}] \in \text{Witt}(\mathcal{E})\) is in the image of the map \([−\boxtimes \mathcal{E}] : \text{Witt} \to \text{Witt}(\mathcal{E})\) constructed in [DNO13, Proposition 5.13]. In particular, \( \ker([−\boxtimes \mathcal{E}] : \text{Witt} \to \text{Witt}(\mathcal{E})) \), with its canonical map from \( \text{BFC}(\mathcal{E}) \), is a complete obstruction theory for minimal nondegenerate extensions.

**Proof.** To prove the “only if” direction, suppose that \( \mathcal{B} \in \text{BFC}(\mathcal{E}) \) admits a minimal nondegenerate extension \( \mathcal{M} \). Recall that the Drinfeld centre \( \mathcal{Z}(\mathcal{M}) \) is equivalent to \( \mathcal{M} \boxtimes \mathcal{M}^{\text{rev}} \), and the inclusion of \( \mathcal{M} \) to the first factor is the one coming from the braiding on \( \mathcal{M} \). Consider the inclusion \( \mathcal{E} \subset \mathcal{B} \subset \mathcal{M} \subset \mathcal{M} \boxtimes \mathcal{M}^{\text{rev}} \). Then there are canonical equivalences 
\[
\mathcal{Z}_{\mathcal{E}}(\mathcal{M}) \cong \mathcal{Z}_2(\mathcal{E} \subset \mathcal{M} \boxtimes \mathcal{M}^{\text{rev}}) \cong \mathcal{Z}_2(\mathcal{E} \subset \mathcal{M}) \boxtimes \mathcal{M}^{\text{rev}} \cong \mathcal{B} \boxtimes \mathcal{M}^{\text{rev}} \cong \mathcal{B} \boxtimes \mathcal{E} \ (\mathcal{E} \boxtimes \mathcal{M}^{\text{rev}}). 
\]

It follows that \([\mathcal{B}] = [\mathcal{M} \boxtimes \mathcal{E}] \) in \( \text{Witt}(\mathcal{E}) \).

To prove the “if” direction, suppose that \([\mathcal{B}] = [\mathcal{N} \boxtimes \mathcal{E}] \) for some nondegenerate braided fusion category \( \mathcal{N} \). Then there exists a fusion category \( \mathcal{A} \) with an inclusion \( \mathcal{E} \subset \mathcal{Z}(\mathcal{A}) \) such that 
\[\mathcal{B} \boxtimes \mathcal{N}^{\text{rev}} \cong \mathcal{B} \boxtimes \mathcal{E} \ (\mathcal{E} \boxtimes \mathcal{N}^{\text{rev}}) \cong \mathcal{Z}_{\mathcal{E}}(\mathcal{A}).\]

There is therefore an inclusion of nondegenerate braided fusion categories \( \mathcal{N}^{\text{rev}} \subset \mathcal{B} \boxtimes \mathcal{N}^{\text{rev}} \cong \mathcal{Z}_{\mathcal{E}}(\mathcal{A}) \subset \mathcal{Z}(\mathcal{A}) \). Hence, by [DGNO10, Theorem 3.13(i)] there is a braided equivalence \( \mathcal{Z}(\mathcal{A}) \cong \mathcal{N}^{\text{rev}} \boxtimes \mathcal{M} \) for the nondegenerate braided fusion category \( \mathcal{M} := \mathcal{Z}_2(\mathcal{N}^{\text{rev}} \subset \mathcal{Z}(\mathcal{A})) \).

But \( \mathcal{B} \) and \( \mathcal{N}^{\text{rev}} \) commute in \( \mathcal{Z}_{\mathcal{E}}(\mathcal{A}) \subset \mathcal{Z}(\mathcal{A}) \), providing an inclusion \( \mathcal{B} \subset \mathcal{M} \). Counting Frobenius–Perron dimensions confirms that this inclusion is a minimal nondegenerate extension.

**Corollary 4.2.** The complete obstruction theory for minimal nondegenerate extensions is unique: any complete obstruction theory \((\text{Obstr}(\mathcal{E}), O : \text{BFC}(\mathcal{E}) \to \text{Obstr}(\mathcal{E}))\) is canonically isomorphic to \( \ker([-\boxtimes \mathcal{E}] : \text{Witt} \to \text{Witt}(\mathcal{E})) \) with its canonical map from \( \text{BFC}(\mathcal{E}) \).

**Proof.** The defining property of a complete obstruction theory is that it is a surjection of commutative monoids with prescribed kernel \( K \subset M \). In general, prescribing the kernel does not determine (up to unique isomorphism) a surjection of monoids, but it does if there exists a surjection \( M \to G \) with kernel \( K \) and image a group \( G \).
This perspective reveals yet another description of Obstr(\mathcal{E}). Let NBF2C(\mathcal{E}) denote the set of (braided equivalence classes under \mathcal{E}) of nondegenerate braided fusion 2-categories \mathcal{A} equipped with a symmetric equivalence \mathcal{E} \cong \Omega \mathcal{A}. This set has an abelian group structure, defined analogously to the abelian group structure on Mext(\mathcal{E}) in [LKW17]. The previous paragraph implies that the obstruction group Obstr(\mathcal{E}) is precisely the subgroup of NBF2C(\mathcal{E}) on those \mathcal{A} which happen to be of the form \mathcal{Z}(\Sigma \mathcal{B}) for a braided fusion 1-category \mathcal{B}. The monoid homomorphism \mathcal{O} : BFC(\mathcal{E}) \rightarrow Obstr(\mathcal{E}) \subseteq NBF2C(\mathcal{E}) takes a braided fusion 1-category \mathcal{B} to \mathcal{Z}(\Sigma \mathcal{B}).

In other words, the question of minimal nondegenerate extensions reduces to the question of classifying nondegenerate braided fusion 2-categories, a classification of which is outlined in [LKW18, LW19], see also [JF20b]. At its heart, this classification relies on a categorification of Section 4.4 of [DGNO10]. Given any braided fusion 2-category \mathcal{X}, there is a higher-categorical group \text{Inn}(\mathcal{X}) of “inner automorphisms” of \mathcal{X}, equivalent to the 4-group (i.e. monoidal 3-groupoid which is “groupal” in the sense that all objects are \otimes\text{-invertible}) (\Sigma \mathcal{X})^\times of invertible \mathcal{X}\text{-module 2-categories (and their higher isomorphisms). An “inner action” of a finite group \mathcal{G} on a nondegenerate braided fusion 2-category \mathcal{X} is a monoidal 3-functor \mu : \mathcal{G} \rightarrow \text{Inn}(\mathcal{X}), and there is a way to “gauge” an inner action \mathcal{G} \rightarrow \text{Inn}(\mathcal{X}) to produce a nondegenerate braided fusion 2-category \mathcal{X}//\mathcal{G} with a symmetric embedding \text{Rep}(\mathcal{G}) \hookrightarrow \Omega(\mathcal{X}//\mathcal{G}), analogous to the construction for braided fusion 1-categories developed in [CGPW16]. Categorifying Theorem 4.44 of [DGNO10], we expect that gauging induces a bijection between the set of (equivalence classes of) nondegenerate braided fusion 2-categories \mathcal{A} with a symmetric embedding \text{Rep}(\mathcal{G}) \hookrightarrow \Omega \mathcal{A}. The inverse of gauging is known as “condensing” the symmetric fusion category \text{Rep}(\mathcal{G}) \hookrightarrow \Omega \mathcal{A}.

4.3. The Tannakian case. Under this gauging/condensing equivalence, NBF2C(\text{Rep}(\mathcal{G})) becomes the set of nondegenerate braided fusion 2-categories \mathcal{X} with \Omega \mathcal{X} \cong \text{Vec} and equipped with an inner \mathcal{G}\text{-action. (The induced abelian group structure on this set is given by the ordinary tensor product \mathbb{E} with diagonal inner \mathcal{G}\text{ action.) By nondegeneracy, any such \mathcal{X} is equivalent to the unit 2-category \Sigma \text{Vec} for which the classifying space \text{B Inn}(\Sigma \text{Vec}) is a \text{K}(\text{Vec}, 4). Therefore, an inner action on \Sigma \text{Vec} amounts to a class in \text{H}^4(\text{BG}; k^\times). Hence, NBF2C(\text{Rep}(\mathcal{G})) \cong \text{H}^4(\text{BG}; k^\times) and it turns out that the map \mathcal{O} : BFC(\text{Rep}(\mathcal{G})) \rightarrow NBF2C(\text{Rep}(\mathcal{G})) \cong \text{H}^4(\text{BG}; k^\times) is precisely the obstruction class \text{O}_4(\mathcal{B}) constructed in [ENO10]. We therefore recover the Tannakian part of Theorem 4.8 of [GVR17]; \text{O}_4 induces an injection \text{Obstr}(\text{Rep}(\mathcal{G})) \hookrightarrow \text{H}^4(\text{BG}; k^\times).

In fact, this injection is an isomorphism, providing a complete obstruction theory. To see this one must produce for every \alpha \in \text{H}^4(\text{BG}; k^\times) a braided fusion category \mathcal{B} with \alpha = \text{O}_4(\mathcal{B}). This can be done following ideas in [WWW18, EG18]. First, find a surjection of finite groups \phi : \tilde{\mathcal{G}} \rightarrow \mathcal{G} so that \phi^* \alpha may be trivialized. The data of such a trivialization, when restricted to \mathcal{K} = \text{ker}(\phi), provides the data of a \mathcal{K}\text{-graded extension of the fusion category \text{Vec}. Explicitly, a trivialization of \phi^* \alpha is a 3-cochain \beta on \tilde{\mathcal{G}} solving d\beta = \phi^* \alpha; restricted to \mathcal{K} this gives a 3-cocycle which is used as the associator. The remaining data on the rest of \tilde{\mathcal{G}} provides an action of \mathcal{G} on the Drinfeld centre \mathcal{Z}(\text{Vec}^{\beta}[\mathcal{K}]). The categorical fixed points of this \mathcal{G}\text{-action is the desired braided fusion category with obstruction \alpha.}

We have therefore outlined a proof of the following conjecture, subject to the assumptions made above.
Conjecture 4.3. The obstruction class $O_4(B)$ induces an isomorphism

\[ \text{Obstr}(\text{Rep}(G)) \cong \text{coker}(\text{Witt} \to \text{Witt}(\text{Rep}(G))) \cong H^4(BG; k^\times). \]

Since trivializations of a cohomology class form a torsor for the cohomology one degree lower, we also recover the calculation $\text{Mext}(\text{Rep}(G)) \cong H^3(BG; k^\times)$ from [LKW17, Theorem 4.22].

Remark 4.4. As a corollary of the isomorphism (45) it follows that all nondegenerate braided fusion 2-categories $A$ with $\Omega A \cong \text{Rep}(G)$ are of the form $Z(\Sigma B)$, since $\text{Obstr}(\text{Rep}(G)) \subseteq \text{NBF2C}(\text{Rep}(G)) \cong H^3(BG; k^\times)$ is by definition the subgroup on those $A$ of this form.

4.4. The super Tannakian case. By Deligne’s theorem on the existence of fibre functors [Del02], any symmetric fusion 1-category is either Tannakian, i.e. equivalent to $\text{Rep}(G)$ for a finite group $G$, or super-Tannakian, i.e. equivalent to $\text{sRep}(G, \tau)$ for a finite group $G$ together with a 2-cocycle $\tau \in H^2(BG; \mathbb{Z}_2)$. (The latter data $(G, \tau)$ is often alternatively encoded in terms of the finite super group — a finite group $H$ together with a non-trivial central element $z$ of order two — given by the central extension of $G$ associated to $\tau$.) Explicitly, the classifying space of the 2-group of symmetric monoidal automorphisms of $\text{sVec}$ is $\text{BAut}(\text{sVec}) \cong K(\mathbb{Z}_2, 2)$ and hence the class $\tau$ encodes a monoidal functor $G \to \text{Aut}(\text{sVec})$, or equivalently an action of $G$ on $\text{sVec}$. The category $\text{sRep}(G, \tau)$ arises as the categorical fixed points of this action.

In the super-Tannakian case, we may condense the (maximal Tannakian) subcategory $\text{Rep}(G)$ inducing an isomorphism between $\text{NBF2C}(\text{sRep}(G, \tau))$ and the abelian group of nondegenerate braided fusion 2-categories $X$ equipped with a symmetric equivalence $\Omega X \cong \text{sVec}$ and an inner $G$-action $G \to \text{Inn}(X)$ together with an identification of the composite $G \to \text{Inn}(X) \to \text{Aut}(X) \to \text{Aut}(\Omega X) \cong \text{Aut}(\text{sVec})$ with $\tau$. Equivalently, and somewhat more efficiently, the latter two pieces of data may be described as a lift of $\tau : BG \to K(\mathbb{Z}_2, 2)$ along $\text{BInn}(X) \to K(\mathbb{Z}_2, 2)$.

Our Theorem 3.2 precisely classifies nondegenerate braided fusion 2-categories $X$ with $\Omega X \cong \text{sVec}$. There are exactly two such 2-categories up to braided equivalence, “$S$” and “$T$,” with $S \cong Z(\Sigma \text{sVec})$. Starting with a braided fusion 1-category $B$ with $\mathbb{Z}_2(B) \cong \text{sRep}(G, \tau)$ and condensing the maximal Tannakian subcategory $\text{Rep}(G)$ in $Z(\Sigma B)$ results in the braided fusion 2-category $Z(\Sigma B_\tau)$, where $B_\tau$ is the slightly degenerate braided fusion 1-category from [GVR17, Theorem 4.8] of the same name. The heart of the proof of our Main Theorem shows that $Z(\Sigma B_\tau)$ is (noncanonically) equivalent to $S$, and that such equivalences correspond to minimal nondegenerate extensions of the slightly degenerate braided fusion category $B_\tau$. Hence, any braided fusion 2-category $Z(\Sigma B)$ with $\Omega Z(\Sigma B) \cong \mathbb{Z}_2(B) \cong \text{sRep}(G, \tau)$ must arise from gauging an inner $G$-action on $S$ and $\text{Obstr}(\text{sRep}(G, \tau))$ must be contained in the (proper) subgroup of $\text{NBF2C}(\text{sRep}(G, \tau))$ on those nondegenerate braided fusion 2-categories $X$ (with $\Omega X \cong \text{sVec}$ and lift of $\tau : BG \to K(\mathbb{Z}_2, 2)$ along $\text{BInn}(X) \to K(\mathbb{Z}_2, 2)$) which happen to be equivalent to $S$.

This subgroup of $\text{NBF2C}(\text{sRep}(G, \tau))$ is precisely the cokernel of the group homomorphism from the group $\pi_0(\text{Aut}_{\text{sVec}}(S)) \cong \text{Mext}(\text{sVec}) \cong \mathbb{Z}_{16}$ of equivalence classes of braided automorphisms of $S$ over $\text{sVec}$ (see the second paragraph of §4.2) to the group of lifts of $BG \to K(\mathbb{Z}_2, 2)$ along $\text{BInn}(S) \to K(\mathbb{Z}_2, 2)$. This cokernel is most efficiently described and computed in terms of a certain generalized cohomology theory $\text{SH}^*$ called “extended supercohomology” which was introduced in the physics literature, and given its name, in [WG17]. The underlying spectrum of $\text{SH}^*$ is (a shift of) the Picard spectrum $(\Sigma \text{sVec})^\times$ of the symmetric monoidal 2-category $\Sigma \text{sVec}$; its nonvanishing homotopy groups
are $\text{SH}^{-2}(pt) \cong \text{SH}^{-1}(pt) \cong \mathbb{Z}_2$ and $\text{SH}^0(pt) \cong k^\times$. Being built from $\text{sVec}$, the Picard spectrum $(\Sigma\text{sVec})^\times$ has a (nontrivial) action by $\text{Aut}(\text{sVec}) = \mathbb{BZ}_2$. Hence, supercohomology of a space $X$ may be twisted by classes $\varpi \in H^2(X; \mathbb{Z}_2)$, and we will denote the $\varpi$-twisted supercohomology of $X$ by $\text{SH}^{\varpi+*}(X)$. In terms of SH, the group $\pi_0\text{Aut}_{\text{sVec}}(\mathcal{S}) \cong \text{Mext}(\mathcal{S}) \cong \mathbb{Z}_{16}$ turns out to be isomorphic to $\text{SH}^{id+4}(K(\mathbb{Z}_2, 2))$ and the above cokernel turns out to agree with the cokernel of the map $\varpi^* : \text{SH}^{id+4}(K(\mathbb{Z}_2, 2)) \to \text{SH}^{\varpi+4}(BG)$.

A super variant of the construction in [WWW18, EG18] shows that $\text{Obstr}(\mathcal{S})$ is in fact isomorphic to this subgroup of $\text{NBF2C}(\mathcal{E})$.

Subject to our assumptions, this yields a sketch of a proof of the following conjecture.

\textbf{Conjecture 4.5.} The obstruction group $\text{Obstr}(\mathcal{S})$ is isomorphic to
\begin{equation}
\text{coker}\left(\text{Witt} \to \text{Witt}(\mathcal{S})\right) \cong \text{coker}\left(\varpi^* : \text{SH}^{id+4}(K(\mathbb{Z}_2, 2)) \to \text{SH}^{\varpi+4}(BG)\right).
\end{equation}

Moreover, $\text{Mext}(\mathcal{S}) \cong \text{SH}^{id+4}(K(\mathbb{Z}_2, 2))$ and there is a left exact sequence
\begin{equation}
0 \to \text{SH}^{\varpi+3}(BG) \to \text{Mext}(\mathcal{S}) \to \text{Mext}(\mathcal{S}) \xrightarrow{\varpi^*} \text{SH}^{\varpi+4}(BG).
\end{equation}

This exact sequence (47) is the (relative, twisted) super-cohomological analogue of the recognition $\text{Mext}(\mathcal{S}) \cong H^3(BG)$ as the set of trivializations of a degree-4 ordinary cohomology class.
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