Capillary-type boundary value problems of mean curvature flows with force and transport terms on a bounded domain
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Abstract
In this paper, we study the forced mean curvature flows and the prescribed mean curvature equations of both graphs and level-sets with capillary-type boundary conditions on a $C^3$ bounded domain, which is not necessarily convex. We prove a priori gradient estimates locally Lipschitz in time. Under an assumption on the forcing term, we prove that the gradient estimates are globally Lipschitz in time. As a consequence, we obtain the existence theorem of solutions. In our formulation, we recover the known results of the gradient estimates on a strictly convex $C^3$ bounded domain. Next, we study the associated eigenvalue problems for mean curvature flows of both graphs and level-sets. We prove the large time behavior of the solutions of mean curvature flows of graphs on a smooth bounded domain. Finally, we compute the asymptotic speed of the solutions of level-set mean curvature flows and the large time profile of level-sets in the radially symmetric case based on optimal control formula. Examples arising in the radially symmetric case demonstrate that the additional assumption on the forcing term is optimal.
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1 Introduction
In this paper, we study the following two problems
\[
\begin{align*}
\begin{cases}
  u_t = \sqrt{1 + |Du|^2} \text{div} \left( \frac{Du}{\sqrt{1 + |Du|^2}} \right) + c(x, u) \sqrt{1 + |Du|^2} - f(x, u) & \text{in } \Omega \times (0, T), \\
  \frac{\partial u}{\partial \vec{n}} = \phi(x) (\sqrt{1 + |Du|^2})^{1-q} & \text{on } \partial \Omega \times [0, T), \\
  u(x, 0) = u_0(x) & \text{on } \overline{\Omega},
\end{cases}
\end{align*}
\]

and
\[
\begin{align*}
\begin{cases}
  u_t = |Du| \text{div} \left( \frac{Du}{|Du|} \right) + c(x, u)|Du| - f(x, u) & \text{in } \Omega \times (0, T), \\
  \frac{\partial u}{\partial \vec{n}} = \phi(x) & \text{on } \partial \Omega \times [0, T), \\
  u(x, 0) = u_0(x) & \text{on } \overline{\Omega},
\end{cases}
\end{align*}
\]

where \( q > 0 \) in (1.1) is a fixed positive number, and \( T > 0 \) denotes values in \((0, \infty)\). Solutions of (1.2) are understood in the viscosity sense. A forcing term \( f = f(x, z) \) and a transport term \( f = f(x, z) \) depend on the spatial position \( x \in \Omega \) and the value \( z \in \mathbb{R} \), and they are functions in \( C^{1,\alpha}(\overline{\Omega} \times \mathbb{R}) \) for a fixed \( \alpha \in (0, 1) \). The functions \( c \) and \( f \) of \( (x, z) \in \overline{\Omega} \times \mathbb{R} \) are assumed, throughout this paper, to be \( C^{1,\alpha} \) functions and to satisfy, for some constant \( C \),

\[
|c| \leq C, \quad |D_x c| \leq C, \quad c_z \leq 0,
\]

and

\[
|f| \leq C, \quad |D_x f| \leq C, \quad f_z \geq 0,
\]

for all arguments \( (x, z) \in \overline{\Omega} \times \mathbb{R} \). The vector \( \vec{n} \) denotes the outward unit normal vector to \( \partial \Omega \), and \( \phi = \phi(x) \in C^3(\overline{\Omega}) \). Throughout this paper, we assume that the domain \( \Omega \subset \mathbb{R}^n \) is bounded and \( C^3 \)-regular. We also assume that \( u_0 \in C^{2,\alpha}(\overline{\Omega}) \) with the same \( \alpha \in (0, 1) \) as above, and we say the initial condition \( u_0 \) is compatible with the boundary condition if

\[
\frac{\partial u_0}{\partial \vec{n}} = \phi(x) (\sqrt{1 + |Du_0|^2})^{1-q} \text{ on } \partial \Omega
\]

in (1.1) and

\[
\frac{\partial u_0}{\partial \vec{n}} = \phi(x) \text{ on } \partial \Omega
\]

in (1.2), and we always assume the compatibility in this paper. Next, we consider the following forced mean curvature equations

\[
\begin{align*}
\begin{cases}
  - \sum_{i,j=1}^{n} \left( \delta^{ij} - \frac{w_{ij} w_{ij}}{1 + |Dw|^2} \right) w_{ij} - c(x) \sqrt{1 + |Dw|^2} + f(x) = -\lambda & \text{in } \Omega, \\
  \frac{\partial w}{\partial \vec{n}} = \phi(x) (\sqrt{1 + |Dw|^2})^{1-q} & \text{on } \partial \Omega
\end{cases}
\end{align*}
\]

with general capillary-type boundary conditions and

\[
\begin{align*}
\begin{cases}
  - \sum_{i,j=1}^{n} \left( \delta^{ij} - \frac{w_{ij} w_{ij}}{|Dw|^2} \right) w_{ij} - c(x) |Dw| + f(x) = -\lambda & \text{in } \Omega, \\
  \frac{\partial w}{\partial \vec{n}} = \phi(x) & \text{on } \partial \Omega
\end{cases}
\end{align*}
\]

with Neumann boundary conditions. Here, \( u_i = u_{x_i}, \ u_{ij} = u_{x_i x_j} \) (and the same for \( w \)) denote the partial derivatives of \( u \) in \( x_i, x_i \) and \( x_j \) in order, respectively. The term \( \delta^{ij} \) is the \((i, j)\)-entry of the \( n \) by \( n \) identity matrix for \( i, j = 1, \ldots, n \). Equation (1.6) is understood in the viscosity sense. Equations (1.5) and (1.6) correspond to (1.1) and (1.2), respectively.
λ is a real number, and it is called an eigenvalue. The stationary problems (1.5) and (1.6) are also considered as additive eigenvalue problems.

The four equations above, (1.1), (1.2), (1.5) and (1.6), will be studied by obtaining a priori $C^1$ estimates for

$$
\left\{ \begin{array}{l}
  u_t = \sqrt{\eta^2 + |Du|^2} \text{div} \left( \frac{Du}{\sqrt{\eta^2 + |Du|^2}} \right) + c(x, u)\sqrt{\eta^2 + |Du|^2} - f(x, u) & \text{in } \Omega \times (0, T), \\
  \frac{\partial u}{\partial \mathbf{n}} = \phi(x)v^{1-q} & \text{on } \partial \Omega \times [0, T), \\
  u(x, 0) = u_0(x) & \text{on } \bar{\Omega},
\end{array} \right.
$$

(1.7)

and a priori $C^0, C^1$ estimates for

$$
\left\{ \begin{array}{l}
  -\sum_{i,j=1}^{n} \left( \delta_{ij} - \frac{uiu_j}{\eta^2 + |Du|^2} \right) u_{ij} - c(x)\sqrt{\eta^2 + |Du|^2} + f(x) = -ku & \text{in } \Omega, \\
  \frac{\partial u}{\partial \mathbf{n}} = \phi(x)v^{1-q} & \text{on } \partial \Omega
\end{array} \right.
$$

(1.8)

where $v = \sqrt{\eta^2 + |Du|^2}$ and $k > 0$. The choices $\eta = 1$, $q > 0$ and $\eta = 0$, $q = 1$ in (1.7) yield (1.1) and (1.2), respectively. The same choices in (1.8) correspond to (1.5) and (1.6), respectively after letting $k \to 0$. In the choice of $\eta = 0$, $q = 1$, we first take $\eta \in (0, 1]$, and then we let $\eta \to 0$, considered as a vanishing viscosity parameter. Whenever we discuss the vanishing viscosity parameter $\eta \in (0, 1]$, especially obtaining estimates uniform in $\eta \in (0, 1]$, we refer to the case $q = 1$.

We note that if $q = 0$, (1.1) is the capillary problem, and (1.2) is the capillary problem formulated as the level-set equation. If $q = 1$, (1.1) and (1.2) are Neumann boundary value problems. We investigate the well-posedness and the large time behavior of the forced mean curvature flow on a $C^3$ bounded domain with general capillary-type boundary conditions, i.e., $q > 0$.

The novelty of this paper is threefold; first of all, the multiplier method in [23] can be combined with the method in [39] in order to get a priori gradient estimates of (1.7) uniform in $\eta \in (0, 1]$. The combination of the methods allows us to handle the difficulties coming from the nonconvexity of $\Omega$, a forcing term $c$, a transport term $f$, a nonzero boundary condition with $\phi \neq 0$ at the same time. By using the two methods simultaneously, we get a uniform a priori gradient estimate, and therefore, we get quite general results. This is the main contribution of this paper. In the gradient estimate, we derive a sufficient condition on a forcing term $c$ to ensure the global Lipschitz regularity, which we call the coercivity assumption on $c$. Second of all, we keep the force term $c$ coercive during the interpolation, while we apply the Leray–Schauder fixed point theorem, so that a uniform gradient estimate is maintained. This extra care on the force $c$ is a new step, not arising in [39], and it is necessary and natural since we observe that the coercivity condition is crucial to study the large time behavior. We accordingly are able to study the mean curvature equations (1.5) and (1.6). Finally, by adopting the approaches in [15, 23], we discuss the optimality of the coercive condition on $c$, and compute the eigenvalue, the large time profile based on the optimal control formula in the radially symmetric setting of (1.2). We also give a dynamics proof in order to deal with the boundary, which does not appear in [15], when we study the asymptotic behavior.

The multiplier method in [23] has been considered new and devised only recently, and it successfully treats the homogeneous Neumann boundary condition. The method is natural, and it explains how the geometry of $\partial \Omega$ affects gradient estimates, which turn out to be sharp. This paper presents as a new contribution that the multiplier method can be generalized to
deal with general capillary-type boundary conditions by combining with the method that has been established in [39]. The result is general because (1.1) and (1.2) cover a wide range of equations on a general bounded domain. The process of combining is linear and natural, which justifies that each of the methods is natural. Moreover, the multiplier method highlights the coercivity assumption on the force \( c \) with the right angle condition. Another observation of this paper is that we can study the additive eigenvalue problem with this coercivity condition.

We first discuss the literature, which is not an exhaustive list at all, on the capillary problem and the Neumann boundary value problem of mean curvature flows in Sect. 1.1. Next, we provide the main results in Sect. 1.2, and we outline the approaches of this paper in Sect. 1.3.

1.1 Literature

The capillary problem has been an important subject for decades because of motivations and applications in physics, such as wetting phenomena [7, 11], behaviors of droplets [1, 6, 10, 33]. It also has been investigated with emphasis on obtaining gradient estimates. For instance, [14, 26, 35, 38] study gradient estimates of the mean curvature equation with test function technique. In 1975, the maximum principle was first used to get gradient estimates [36], and [24, 26] are based on the maximum principle. Paper [26] also deals with boundary conditions \( q = 0 \) and \( q > 1 \), and in these cases, boundary gradient estimates have been shown [40] recently with a new proof using the maximum principle. The results when \( 0 < q < 1 \) have been obtained in [39]. For the mean curvature flow, the well-posedness and the large time behavior of solutions has been studied in [2, 20]. In particular, [2] deals with the case when \( q = 0 \) in the dimension \( n = 2 \), and the questions about the well-posedness and the large time behavior in higher dimensions are still open. The vertical capillary problem, i.e., when \( \phi(x) = 0 \) and thus when the problem is also the homogeneous Neumann boundary problem, has been investigated [21].

The mean curvature flow with Neumann boundary conditions has been of significance on its own. Paper [3] investigates the mean curvature equation with the homogeneous Neumann condition on a convex domain in the graph case. Recently, the mean curvature flow with general Neumann boundary conditions has been studied [41], and a uniform gradient estimate has been obtained for Neumann boundary conditions on a strictly convex domain [30]. Also, [31] studies gradient estimates with Neumann boundary conditions.

The level-set formulation of the mean curvature flow with the homogeneous Neumann boundary condition, understood in the viscosity sense, has been studied [17] on a smoothly bounded convex domain, based on the maximum principle. Paper [17] also contains an illustration where we lose a global gradient estimate on a nonconvex domain. Note that the illustration justifies the necessity of a nonzero force term in order to have a global gradient estimate on a nonconvex domain. In this context, the results on the forced mean curvature flow with the right angle condition have been obtained [23] recently, which explains the effect of the constraints by the forcing term and by the geometry of the boundary. However, there are no results on the forced mean curvature flow and the forced mean curvature equation with more general boundary conditions on a general bounded domain, for neither the graph case nor the level-set case.

In the context of the above, the main goal of this paper is to study the well-posedness and the large time behavior of solutions of capillary-type boundary value problems, i.e., \( q > 0 \), of the mean curvature flow with a forcing term and a transport term for the graph case, and to study Neumann boundary problems, \( q = 1 \), for the level-set case, on a bounded domain with \( C^3 \) boundary, which is not necessarily convex. It generalizes [39] to capillary-
type boundary value problems on a nonconvex domain with a force, and generalizes [23] to nonzero Neumann boundary value problems with a transport term.

1.2 Main results

We first list the main results of this paper, and then discuss the main difficulties and the approaches to overcome.

We start with a local gradient estimate.

**Theorem 1.1** Let $\Omega$ be a $C^3$ bounded domain in $\mathbb{R}^n$, $n \geq 2$. Suppose that $c$ and $f$ satisfy (1.3) and (1.4). Then, for each $T \in (0, \infty)$, there exists a unique solution $u \in C^{2,\sigma}(\overline{\Omega} \times [0, T]) \cap C^{3,\sigma}(\Omega \times (0, T))$ of (1.1) for some $\sigma \in (0, 1)$, and there exists a unique viscosity solution $u$ of (1.2). For both (1.1) and (1.2), moreover, there exists a constant $M > 0$ such that for all $T \in (0, \infty)$, there exists a constant $R_T > 0$ depending only on $T, \Omega, c, f, \phi, q, u_0$ such that

$$
\begin{align*}
|u(x, t) - u(x, s)| &\leq M|t - s|, \\
|u(x, t) - u(y, t)| &\leq R_T|x - y|,
\end{align*}
$$

for all $x, y \in \overline{\Omega}$, $t, s \in [0, T]$.

For each $x \in \mathbb{R}^n$, $r > 0$, we let $B(x, r)$ denote the open ball centered at $x$ with a radius $r$. We recall that for $y \in \partial \Omega$, $\hat{n}(y)$ is defined to be the outward unit normal vector to $\partial \Omega$ at $y$. For each $y \in \partial \Omega$, we define the number $K_0(y)$ by

$$
K_0(y) = \sup\{r > 0 : B(y - r\hat{n}(y), r) \subseteq \Omega\}.
$$

Note that the domain $\Omega$ satisfies the uniform interior ball condition since $\Omega$ is a $C^3$ bounded domain. Therefore, there exists a number $\hat{r} > 0$ such that $B(y - \hat{r}\hat{n}(y), \hat{r}) \subseteq \Omega$ for all $y \in \partial \Omega$, which implies $K_0(y) \geq \hat{r}$ for all $y \in \partial \Omega$. We also note that for each $y \in \partial \Omega$, $B(y - K_0(y)\hat{n}(y), K_0(y)) \subseteq \Omega$, and $B(y - (K_0(y) + \varepsilon)\hat{n}(y), K_0(y) + \varepsilon) \not\subseteq \Omega$ for any $\varepsilon > 0$.

For each $y \in \partial \Omega$, we define the number $C_0(y)$ by

$$
C_0(y) = \max\{\lambda : \lambda \text{ is an eigenvalue of } -\kappa\},
$$

where $\kappa := (k^{ij})_{i,j=1}^{n-1}$ is the curvature matrix of $\partial \Omega$ at $y$.

Next we show that a solution $u$ is globally Lipschitz under further conditions on the forcing term $c$.

**Theorem 1.2** Let $\Omega$ be a $C^3$ bounded domain in $\mathbb{R}^n$, $n \geq 2$. Let

$$
\begin{align*}
C_0 &\equiv \sup\{C_0(y) : y \in \partial \Omega\}, \\
K_0 &\equiv \inf\{K_0(y) : y \in \partial \Omega\}.
\end{align*}
$$

Suppose that $c$ and $f$ satisfy (1.3) and (1.4). Suppose that there exists $\delta > 0$ such that

$$
\frac{1}{n-1}c(x, z)^2 - |Dc(x, z)| - \delta > \max \left\{ 0, \ C_0|c(x, z)| + \frac{(n-1)C_0}{K_0} + (1+q)\text{sgn}(C_0)C_0^2 \right\}
$$

(1.9)

for all $(x, z) \in \overline{\Omega} \times \mathbb{R}$, where $\text{sgn}(C_0)$ is the sign of the real number $C_0$. Let $T \in (0, \infty)$, and let $u \in C^{2,\sigma}(\overline{\Omega} \times [0, T]) \cap C^{3,\sigma}(\Omega \times (0, T))$ be the unique solution of (1.1), $\sigma \in (0, 1)$,
and with abuse of notations, let $u$ be the unique viscosity solution $u$ of (1.2). In both cases, there exist constants $M, L > 0$, depending only on $\Omega, c, f, \phi, q, u_0$ such that

$$
\begin{align*}
|u(x, t) - u(x, s)| &\leq M|t - s|, \\
|u(x, t) - u(y, t)| &\leq L|x - y|,
\end{align*}
$$

for all $x, y \in \overline{\Omega}, t, s \in [0, T]$.

We can relax the conditions (1.3) and (1.4) quite a bit if we have a priori $C^0$ estimate on $u$. For instance, $\tilde{f}(x, z) = f(x) + k_1 z, k > 0$, is not bounded as $z$ runs over $\mathbb{R}$. However, if we know that a solution $u$ is bounded a priori, then $\tilde{f}(x, u) = f(x) + ku$ is bounded as well. Therefore, once we get a priori $C^0$ estimate on $u$, we can drop the assumptions $|c| \leq C, |f| \leq C$ in (1.3), (1.4), respectively, for Theorem 1.1 and Theorem 1.2.

The condition (1.9) serves as a coercivity assumption, which appears in the classical Bernstein method. In this sense, we sometimes call the forcing term $c$ coercive if $c$ satisfies (1.9). One more remark is that the coercivity condition (1.9) is an open condition, in the sense that it remains true even if we perturb the force $c$ a little bit.

When the domain $\Omega$ is convex so that $C_0 \leq 0$, the condition (1.9) is equivalent to taking only zero on the right hand of (1.9) into account. On the other hand, if the domain $\Omega$ is nonconvex so that $C_0 > 0$, the condition (1.9) considers only $C_0 |c(x, z)| + \frac{(n - 1)C_0}{K_0} + (1 + q)\text{sgn}(C_0)C_0^2$, and moreover, this condition is stronger than the convex case. In other words, we require a stronger coercivity condition on the force to deal with the nonconvex boundary $\partial \Omega$. We may refer to the example on a nonconvex domain suggested in [23, Section 6].

The condition (1.9) is slightly better than the one given in [23, Theorem 1.2] in the case when $\phi \equiv 0$ so that the boundary condition is the homogeneous Neumann boundary condition, or the right angle condition equivalently. More precisely, when $\phi \equiv 0$, one can see easily that the condition (1.9) with $q = 0$ follows from the condition in [23, Theorem 1.2]. Thus, the condition in [23, Theorem 1.2] is assuming more. We also note that the condition (1.9) with $q = 0$ works as a sufficient condition by following the proof of Theorem 1.2.

We note that $C_0$ measures the curvature on the boundary $\partial \Omega$, and $K_0$ measures the width of the domain $\Omega$ with inscribed balls. The appearance of the fraction $\frac{C_0}{K_0}$ in (1.9) reflects the battle of the two constraints, namely, from the normal velocity $V = k_1 + c$ and from the boundary condition $\frac{\partial u}{\partial n} = \phi(x)u^{1-q},$ where $k_1$ is $(n - 1)$ times of the mean curvature of a level-set of $u$.

We also note that if $\Omega$ is strictly convex, then $C_0 < 0$ so that $C_0 |c(x, z)| + \frac{(n - 1)C_0}{K_0} - (1 + q)C_0^2 < 0$. This implies that there is a room for improvement of estimates if $\Omega$ is strictly convex, and indeed it turns out that we can recover a global gradient estimate if $c(x, z) \equiv 0$. We state the following corollary for $c \equiv 0$, which is [39, Theorem 1.1] for (1.1), together with the corresponding conclusion for (1.2).

**Corollary 1.3** Let $\Omega$ be a strictly convex $C^3$ bounded domain in $\mathbb{R}^n, n \geq 2$. Let $c \equiv 0$. Suppose that the term $f$ satisfies (1.4). Then, for each $T \in (0, \infty)$, there exists a unique solution $u \in C^{2,\sigma}(\overline{\Omega} \times [0, T]) \cap C^{3,\sigma}(\Omega \times (0, T))$ of (1.1) for some $\sigma \in (0, 1)$, and there exists a unique viscosity solution $u$ of (1.2), with abuse of notations. In both cases, moreover, there exist constants $M, L > 0$ depending only on $\Omega, c, f, \phi, q, u_0$ such that $|u(x, t) - u(x, s)| \leq M|t - s|$, $|u(x, t) - u(y, t)| \leq L|x - y|$ for all $x, y \in \overline{\Omega}, t, s \in [0, T]$.

As we have obtained gradient estimates, we next study the additive eigenvalue problems (1.5) and (1.6) under the assumption (1.9) on the forcing term $c$. In the additive eigenvalue problems, we will consider the terms $c = c(x)$ and $f = f(x)$ that depend only on $x \in \overline{\Omega}$. That being said, the $z$-dependence in the estimates obtained so far plays a role in the additive eigenvalue problems.
Before we introduce the next results, we explain how the additive eigenvalue problem is approached briefly. First of all, we get uniform \( C^0 \) \textit{a priori} estimates of \(|u|\) in (1.8) by the maximum principle. Then, we establish uniform \( C^1 \) \textit{a priori} estimates of (1.8). Applying Leray–Schauder fixed point theorem (see [28]), we get the existence of solutions of (1.8). Finding a pair of an eigenvalue and an eigenfunction of (1.5) and (1.6) is called additive eigenvalue problems, which have been extensively studied. The problems naturally appear in ergodic optimal control theory, in the homogenization of Hamilton–Jacobi equations, in the large time behavior of the Cauchy problem of Hamilton–Jacobi equations and in weak KAM theory. See [5, 12, 29, 37] and the references therein. We also leave the references [9, 12, 13, 22] for the Aubry set, as it is treated separately as an important set in this paper.

**Theorem 1.4** Let \( \Omega \) be a \( C^\infty \) bounded domain in \( \mathbb{R}^n \), \( n \geq 2 \), and let \( q > 0 \). Suppose that \( c = c(x) \) satisfies (1.9). For \( \phi \in C^\infty(\overline{\Omega}) \), there exists a unique \( \lambda \in \mathbb{R} \) such that there exists a solution \( u \in C^\infty(\overline{\Omega}) \) of (1.5). Moreover, a solution \( u \) is unique up to an additive constant.

Moreover, we get the following result on the large time behavior of solutions of (1.1) by following the argument in [30, 34, 39].

**Theorem 1.5** Let \( \Omega \) be a \( C^\infty \) bounded domain in \( \mathbb{R}^n \), \( n \geq 2 \), and let \( q > 0 \). Suppose that \( c, f, \phi \in C^\infty(\overline{\Omega}) \), and that \( c \) satisfies (1.9). Let \( u^i, i = 1, 2 \), be the solution of

\[
\begin{aligned}
    u_t &= \sqrt{1 + |Du|^2} \text{div} \left( \frac{Du}{\sqrt{1 + |Du|^2}} \right) + c(x)\sqrt{1 + |Du|^2} - f(x) \quad \text{in } \Omega \times (0, \infty), \\
    \frac{\partial u}{\partial n} &= \phi(x)(\sqrt{1 + |Du|^2})^{1-q} \quad \text{on } \partial \Omega \times [0, \infty), \\
    u(x, 0) &= u^0(x) \quad \text{on } \overline{\Omega},
\end{aligned}
\]

(1.10)

with initial data \( u^0 \) compatible with the boundary condition, respectively for \( i = 1, 2 \). Then \( \lim_{t \to \infty} |u^1 - u^2|_{C^\infty(\overline{\Omega})} = 0 \). In particular, for the solution \( u \) of (1.1) and the solution \((\lambda, w)\) of (1.5), it holds that \( \lim_{t \to \infty} |u(x, t) - \lambda t - w(x)|_{C^\infty(\overline{\Omega})} = 0 \).

We also study the large time behavior of solutions of (1.2). We go though the same procedure as we do in Theorem 1.4. During the limit process in which we send \( \eta \) to 0, the gradient estimates remain uniform in the viscosity parameter \( \eta \in (0, 1) \), which allows us to find a viscosity solution of the stationary problem (1.6).

**Theorem 1.6** Let \( \Omega \) be a \( C^\infty \) bounded domain in \( \mathbb{R}^n \), \( n \geq 2 \). Suppose that \( c \) satisfies (1.9). For \( \phi \in C^\infty(\overline{\Omega}) \), there exists a unique \( \lambda \in \mathbb{R} \) such that there exists a viscosity solution \( w \) of (1.6). Moreover, \( \lambda = \lim_{t \to \infty} u(x, \frac{\lambda}{t}) \) and the convergence as \( t \to \infty \) is uniform in \( x \in \overline{\Omega} \), where \( u \) is the unique viscosity solution of (1.2) with \( T = \infty \).

The questions on classifying viscosity solutions \( w \) of (1.6), and on whether or not \( u(x, t) - \lambda t \) converges to a stationary solution \( w \) as \( t \to \infty \) are challenging, and they are still widely open. For partial resolutions, we refer to [17, 23], where a Lyapunov function is used.

In the radially symmetric setting, we can prove the convergence of \( u(x, t) - \lambda t \) to a stationary solution \( w \) as \( t \to \infty \). Moreover, we are able to compute the eigenvalue \( \lambda \) and the large time profile \( w \) of the solution \( u \) based on the optimal control formula. We will see in Chapter 4 that the curves \( c(r) \) and \( \frac{r}{T} \) meet at most one point on \([0, R]\) because of the coercivity assumption (1.9) on \( c \). This fact allows us to follow the argument in [15] overall, with the dynamics suggested in [22], called the Skorokhod problem.
We also note that the eigenvalue \( \lambda = \lim_{t \to \infty} \frac{u(x, t)}{t} \) is constant in \( x \in \Omega \), but this is under the condition (1.9). We will find an example in the radially symmetric setting, where the limit \( \lim_{t \to \infty} \frac{u(x, t)}{t} \) is not constant, which thus disobeys (1.9). It turns out this example demonstrates that the condition (1.9) is optimal, which we will discuss in Sect. 4.

**Theorem 1.7** Assume the radially symmetric setting (4.1). Assume (1.9). Let \( u = u(r, t) \) be the unique radial viscosity solution of (1.2), and let \( (\lambda, w) \) be a pair of a real number and a Lipschitz continuous function satisfying (1.6) in the sense of viscosity solutions. Then,

(i) \( u(r, t) - \lambda t \to w(r) \) as \( t \to \infty \) uniformly in \( r \in [0, R] \), and

(ii) the asymptotic speed \( \lambda \) and the asymptotic profile \( w \) are described as follows; if the curves \( r \to c(r) \) and \( r \to \frac{n-1}{R} \) cross at \( r \in [0, R] \), then such numbers \( r \) are unique, which we call \( r_{cr} \). If the curves do not cross on the interval \([0, R]\), we let \( r_{cr} := \infty \). Then,

\[
\lambda = \sup \left\{ -f(r) + \delta(r - R)\phi(R) \left( \frac{n-1}{R} + \text{sgn}(\phi(R))c(R) \right) : r \geq r_{cr} \text{ or } r = R \right\},
\]

(1.11)

where \( \delta \) is the function on \( \mathbb{R} \) having its value 1 at the origin, 0 elsewhere, and the asymptotic profile \( w \) is given by

\[
w(r) = \max \left\{ d(r, s) + w_0(s) : s \in \tilde{A} \right\}.
\]

(1.12)

Here,

\[
d(r_0, r_1) := \sup \left\{ \int_0^t -f(\eta(s)) - \phi(\eta(s))l(s)ds : t \geq 0, (\eta, l) \in \mathcal{C}(0, t; r_0, r_1) \right\}
\]

(1.13)

for any \( r_0, r_1 \in [0, R] \), where we set

\[
\mathcal{C}(0, t; r_0, r_1) := \left\{ (\eta, l) \in AC([0, t]; [0, R]) \times L^\infty([0, t]) : \eta(0) = r_0, \eta(t) = r_1, (\eta, v, l) \in \text{SP}(r_0) \right\},
\]

and \( \text{SP}(r) \) denotes the Skorokhod problem, and

\[
w_0(r) := \max \left\{ d(r, \rho) + u_0(\rho) : \rho \in [0, R] \right\},
\]

\[
\tilde{A} := \{ r \geq r_{cr} : \text{the supremum of (1.11) is attained} \} \quad \text{if } r_{cr} < \infty.
\]

If \( r_{cr} = \infty \), we let \( \tilde{A} := \{ R \} \).

### 1.3 Discussions and our main ideas

In the following, we first discuss the necessity of a nonzero force in order to get a global gradient estimate and its geometric interpretation. Next, we outline the approaches taken to obtain the results of this paper.

We start with the special case of (1.2) when \( c(x, z) \equiv 0, f(x, z) \equiv 0, \phi(x) \equiv 0 \), which corresponds to the homogeneous Neumann boundary problem with zero force. Paper [17] obtains a global gradient estimate for the problem on a convex domain, and additionally, [17] describes an example, which is constructed rigorously in [32] as well, on a nonconvex domain where the global gradient estimate fails. In this context, [23] provides the computation realizing the description, which means we need a nonzero force on a nonconvex domain to get a global estimate. Also, [23] studies the problem with a nonzero force \( c = c(x) \), and it
generally investigates the competition between the two geometric constraints, one from the normal velocity $V = k_1 + c$ where $k_1$ is $(n - 1)$ times of the mean curvature, the other from the right angle condition of surfaces and $\partial \Omega$ given by the boundary condition.

We now describe the approaches of this paper. We overall rely on the maximum principle to get \textit{a priori} gradient estimates. The difficult case is when a maximizer is on the boundary, where we cannot expect the maximum principle to hold as it is inside the domain. In [39], the difficulty is overcome by considering a slanted gradient in order to get rid of $u_{nn}$, the second derivative of a solution in the normal direction, which is hard to know from the maximum principle. In [23], the difficulty is handled by considering a multiplier which allows us to put the maximizer inside, so that we can apply the maximum principle. This idea is the crux of the multiplier method, which plays a main role in the estimates in [23]. Moreover, the multiplier method explains how the geometry of the domain affects the estimates, which is natural and geometric. It ultimately enables us to generalize the results of [39] on nonconvex domains in a natural way for a wide class of Eqs. (1.1) and (1.2). This is how we overcome the difficulty, and it is the main novelty of this paper.

To outline the structure of gradient estimates, we start by observing that both of the methods are relying on the same major term coming from the square norm of the second fundamental form. This is the reason why it is possible to apply the two methods at the same time, and why the process of mix is linear and natural. The whole chain of inequalities starts with applying the maximum principle, and is basically an expansion of a polynomial in $v = \sqrt{\eta^2 + |Du|^2}$. Finally, we focus on the coefficient of the highest power of $v$, which yields the coercivity condition (1.9) on $c$. We also note that we can get rid of bad terms in the linearized equation.

After we get a global gradient estimate, we next study the mean curvature equations and the large time behavior, as suggested in [39]. The part different from [39] is where we apply Leray–Schauder fixed point theorem for the mean curvature equations. As we deal with the additional term concerning a nonzero force, we interpolate (1.8) with a carefully chosen equation so that we keep the force $c$ coercive during the interpolation. A force that is being kept coercive yields a uniform $C^1$ estimate by the gradient estimate obtained above. As an exchange for keeping coercivity in the interpolation, we change the transport term $f$, and this is allowed as long as it is \textit{a priori} bounded. We then follow [39] to verify the asymptotic behavior for the graph case, and go through vanishing viscosity process as $\eta \to 0$ for the level-set case.

For the level-set mean curvature flow, we compute the eigenvalue and the large time profile, and prove the asymptotic behavior in the radially setting. Equation (1.2) is reduced to a first-order singular Hamilton–Jacobi equation with Neumann boundary conditions. Based on the optimal control formula [22], we are able to compute the eigenvalue. By providing an example where the eigenvalue is not constant, we discuss the optimality of the condition (1.9), which serves as the most important condition to ensure global gradient estimates. The use of the optimal control formula for computing the limit and for an example in this way follows [23], and it is extended to an equation with a transport term and nonzero boundary conditions. Then, by observing the monotonicity on the Aubry set as in [15], we prove the asymptotic behavior. To deal with the boundary, which does not appear in [15], we instead give a dynamics proof for the monotonicity, written in the style of [9].

### 1.4 Organization of the paper

In Sect. 2, we prove the existence of solutions of (1.1) and (1.2) by giving \textit{a priori} local and global gradient estimates. We also recover [39, Theorem 1.1] and the corresponding result
for (1.2) when the domain $\Omega$ is strictly convex. In Sect. 3, we prove the existence of solutions of (1.5) and (1.6) through homogenization. In Sect. 4, we compute the eigenvalue and the large time profile, and prove the asymptotic behavior of the solution of (1.2) in the radially symmetric setting. In Appendix, we provide the definitions and the results on the comparison principle and on the stability of viscosity solutions of (1.2).

2 Gradient estimates

In this section, we give a priori local gradient estimates of (1.7), and under the condition (1.9) on the forcing term $c$, we prove a priori global gradient estimates. Throughout this section, we assume that the conditions (1.3) and (1.4) hold, and that $\Omega$ is bounded with $C^3$ boundary.

We leave a remark that for the choice $\eta = 1$, $q > 0$ in (1.1), the function $u_0$ serves as an initial data that is compatible with the boundary condition. In (1.2), by setting $q = 1$, we see that the function $u_0$, which is independent of $\eta \in (0, 1]$, serves as an initial data that is compatible with the boundary condition even if $\eta \in (0, 1]$ varies. We understand its viscosity solution as the limit of solutions of (1.7) as $\eta \rightarrow 0$. We also note from the compatibility condition that $|\phi v^{-q}| < 1$ on the boundary $\partial \Omega$.

The following lemma states that the time derivative of a solution of (1.7) is bounded.

**Lemma 2.1** Suppose that $u^n$ is the unique solution of (1.7) for each $\eta \in (0, 1]$. Suppose (1.4) and (1.3). Fix $T \in (0, \infty)$. Then, there exists $M > 0$ depending only on $\Omega$, $c$, $f$, $\phi$, $q$, $u_0$ such that

$$
\|u^n_t\|_{L^\infty(\Omega \times [0, T])} \leq \|u^n_t(\cdot, 0)\|_{L^\infty(\Omega)} \leq M.
$$

**Proof** The proof follows the argument in [39, Lemma 2.1].

Now we state a priori gradient estimates.

**Proposition 2.2** Let $T \in (0, \infty)$, $\eta \in (0, 1]$. Suppose that a solution $u^n$ of (1.7) exists and it is of class $C^{2,\sigma}(\overline{\Omega} \times [0, T]) \cap C^{3,\sigma}(\Omega \times (0, T))$ for some $\sigma \in (0, 1)$. Suppose that the force $c$ satisfies (1.9). Then $u^n$ satisfies that

$$
\|Du^n\|_{L^\infty(\overline{\Omega} \times [0, T])} \leq R,
$$

where $R > 1$ is a constant depending only on $\Omega$, $c$, $f$, $\phi$, $q$, $u_0$.

Once we prove Proposition 2.2 (and Proposition 2.5 introduced later), we obtain the existence of solutions $u = u^n$ to (1.7) with the bound $\|Du^n\|_{L^\infty(\overline{\Omega} \times [0, T])} \leq R$ (and therefore prove Theorem 1.2), due to the standard theory of quasilinear uniformly parabolic equations, for which we refer to [25]. See [31, Section 5] for the usage of [25], [27, Theorem 8.8]. We also briefly describe the existence from a priori estimates in Appendix for completeness.

Before getting into the proof of Proposition 2.2, we introduce the notations for scalars, vectors, and matrices. After that, we state Lemma 2.3 and Lemma 2.4 for later use, whose proofs are provided in Appendix.

We set notations. Let $p, q \in \mathbb{R}^n$ be column vectors and $M$ be a symmetric $n$ by $n$ matrix. A real number $p \cdot q$ is the scalar obtained from the standard inner product of $\mathbb{R}^n$, and we let $|p| = \sqrt{p \cdot p}$. A vector $Mp$ is the vector obtained from the standard matrix product. Let $\alpha = (\alpha_{ij})_{i,j=1}^n$, $\beta = (\beta_{ij})_{i,j=1}^n$ be two $n$ by $n$ matrices that are not necessarily symmetric.
We let $\alpha \beta$ denote the matrix obtained from the standard matrix multiplication of $\alpha$ in the left and $\beta$ in the right. We write $\text{tr}(\alpha \beta^\text{Tr}) = \sum_{i,j=1}^{n} \alpha^{ij} \beta^{ij}$, where $\text{tr}\{\cdot\}$ denotes the trace, and $\text{Tr}$ denotes the transpose. We let $\|\alpha\| = \sqrt{\text{tr}(\alpha \alpha^\text{Tr})}$.

For a $C^1$ function $\mu$ in $x = (x_1, \cdots, x_n)$, we let $\mu_i$ denote the partial derivative $\mu_{x_i}$ of $\mu$ in $x_i$ for each $i = 1, \cdots, n$, and we let $D \mu = (\mu_1, \cdots, \mu_n)^\text{Tr}$ be the gradient of $\mu$. For a $C^2$ function, say $\mu$ again, in $x = (x_1, \cdots, x_n)$, we let $\mu_{ij}$ denote the second order partial derivative $\mu_{x_ix_j}$ of $\mu$ in $x_i$ and $x_j$ in order for each $i, j = 1, \cdots, n$, and we let $D^2 \mu = (\mu_{ij})_{i,j=1}^{n}$ be the Hessian of $\mu$. For a $C^3$ function $\mu$ and a vector $\xi = (\xi^1, \cdots, \xi^n)^\text{Tr}$, we let $\mu_{ij\ell}$ denote the third order partial derivative $\mu_{x_i x_j x_\ell}$ of $\mu$ in $x_i$, $x_j$ and $x_\ell$ in order for each $\ell, i, j = 1, \cdots, n$, and we let $D^3 \mu \otimes \xi$ denote the matrix $\left(\sum_{\ell=1}^{n} \mu_{ij\ell} \xi^\ell\right)_{i,j=1}^{n}$. For $\nu = (\nu^1, \cdots, \nu^n)^\text{Tr}$, $\nu^i$ a $C^1$ function for each $i = 1, \cdots, n$, we let $D\nu$ denote the matrix $\left(\nu^i_{x_j}\right)_{i,j=1}^{n}$. Then, for a $C^2$ function $\mu$, we check that $D^2 \mu = D(D\mu)$.

We define the matrix $a = a(p)$ by $a(p) = I_n - \frac{p \otimes p}{n^2 + |p|^2}$, where $p \otimes p$ denotes the matrix $(p^i p^j)_{i,j=1}^{n}$ for $p = (p^1, \cdots, p^n)^\text{Tr}$, and $I_n$ denotes the $n \times n$ identity matrix. We let $p \otimes q$ denotes the matrix $(p^i q^j)_{i,j=1}^{n}$ for $p = (p^1, \cdots, p^n)^\text{Tr}$, $q = (q^1, \cdots, q^n)^\text{Tr} \in \mathbb{R}^n$. For a vector $\xi = (\xi^1, \cdots, \xi^n)^\text{Tr}$, we let $Dp\alpha \otimes \xi$ denote the matrix

$$Dp\alpha \otimes \xi = \left(\sum_{\ell=1}^{n} a_{\ell}^{ij}(p) \xi^\ell\right)_{i,j=1}^{n},$$

where $a_{\ell}^{ij}(p) = a_{\ell}^{ij}(p)$ is the partial derivative of $a^{ij}$, the $(i, j)$-entry of the matrix $a$ for $i, j = 1, \cdots, n$, in its $\ell$th variable $p^\ell$ of $p = (p^1, \cdots, p^n)^\text{Tr}$.

Now, we give the setup for Lemma 2.3. Suppose that $x_0 = (0, \cdots, 0) \in \partial \Omega$, and that $\mathbf{n}(x_0) = (0, \cdots, 0, -1)$. Then, there exist an open neighborhood $U_1$ of $x_0$ in $\mathbb{R}^n$ and a $C^3$ function $\varphi$ defined on $\{x' = (x_1, \cdots, x_{n-1}) : (x', 0) \in U_1\}$ such that $x = (x', x_n) \in \partial \Omega$ if and only if $x_n = \varphi(x')$. The eigenvalues $\kappa_1, \cdots, \kappa_{n-1}$ of the matrix $D^2 \varphi(x_0')$ are called the principal curvatures of $\partial \Omega$ at $x_0$, where $x_0' = (0, \cdots, 0) \in \mathbb{R}^{n-1}$, and the corresponding eigenvectors are called the principal directions of $\partial \Omega$ at $x_0$.

By applying a rotation of coordinates to $x' = (x_1, \cdots, x_{n-1})$, we may assume that the $x_\ell$-axis lies along a principal direction corresponding to $\kappa_\ell$, $\ell = 1, \cdots, n - 1$, respectively. We call such a coordinate system a principal coordinate system of $\partial \Omega$ at $x_0$. The Hessian matrix $D^2 \varphi(x_0')$ with respect to a principal coordinate system of $\partial \Omega$ at $x_0$ is given by the diagonal matrix, as

$$D^2 \varphi(x_0) = \begin{bmatrix}
\kappa_1 & 0 \\
& \ddots & \ddots \\
0 & & \kappa_{n-1}
\end{bmatrix}.$$

We state Lemma 2.3, which provides a local parametrization $y' = (y_1, \cdots, y_{n-1})$ of the surface $\partial \Omega$ around $(0, \cdots, 0)$ and the derivatives of $C^1$ (or $C^2$) functions in $y = (y_1, \cdots, y_n)$. See [19, Lemma 14.16] for the reference of Lemma 2.3.

**Lemma 2.3** Let $x_0 \in \partial \Omega$. For a coordinate $x = (x_1, \cdots, x_n)$ of $\mathbb{R}^n$, suppose that $x_0 = (0, \cdots, 0)$, and that $\mathbf{n}(x_0) = (0, \cdots, 0, -1)$. Suppose also that $x' = (x_1, \cdots, x_{n-1})$ is a principal coordinate system of $\partial \Omega$ at $x_0$, i.e., the $x_\ell$-axis lies along a principal direction corresponding to a principal curvature $\kappa_\ell$ of $\partial \Omega$ at $x_0$, $\ell = 1, \cdots, n - 1$, respectively.
Then, there are open neighborhoods $U, V$ of $(0, \cdots , 0)$ in $\mathbb{R}^n$ and a $C^2$ diffeomorphism $g : U \to V$, and there is a number $\sigma > 0$ satisfying the following properties:

(i) It holds that $g(0, \cdots , 0) = (0, \cdots , 0)$, and that

$$\{g(y', 0) : |y'| < \sigma \} \subseteq \partial \Omega \quad \text{and} \quad \{g(y', y_n) : |y'| + |y_n| < \sigma, \ y_n > 0\} \subseteq \Omega,$$

where $y' = (y_1, \cdots , y_{n-1}) \in \mathbb{R}^{n-1}$, and

(ii) $g$ is the identity function on the line $\{(0, \cdots , 0, y_n) : |y_n| < \sigma\}$.

If we write $x = g(y)$, $y \in U$, $x \in V$, then

(iii) \[ \frac{\partial \zeta}{\partial y_\ell} = (1 - \kappa_\ell y_n) \frac{\partial \zeta}{\partial x_\ell} \quad \text{for} \ \ell = 1, \cdots , n, \]

on the line $\{(0, \cdots , 0, y_n) : |y_n| < \sigma\}$, which is a subset of $U$. Here, $\zeta = \zeta(x)$ is a $C^1$ function defined on $V$, $\overline{\zeta}(y)$ is the $C^1$ function defined by $\zeta(g(y))$ on $U$, and $\kappa_n$ is set to be 0. The number $\sigma > 0$ satisfies $\sigma^{-1} > \max\{|\kappa_1|, \cdots , |\kappa_{n-1}|\}$.

(iv) \[ \frac{\partial}{\partial y_n} \left( \frac{\partial \zeta}{\partial y_\ell} \right) = (1 - \kappa_\ell y_n) \frac{\partial}{\partial y_n} \left( \frac{\partial \zeta}{\partial x_\ell} \right) - \frac{\kappa_\ell}{1 - \kappa_\ell y_n} \frac{\partial \zeta}{\partial y_\ell} \quad \text{for} \ \ell = 1, \cdots , n, \]

on the line $\{(0, \cdots , 0, y_n) : |y_n| < \sigma\}$ if the functions $\zeta, \overline{\zeta}$ given as above are $C^2$ functions.

We introduce the following lemma in advance, which will be used in the proof of Proposition 2.2.

**Lemma 2.4** Let $u \in C^{2,\sigma}(\overline{\Omega} \times [0, T]) \cap C^{3,\sigma}(\Omega \times (0, T))$, and let $v = \sqrt{\eta^2 + |Du|^2}$ for $T \in (0, \infty)$, $\eta \in (0, 1]$. Let $\xi \in \mathbb{R}^n$. Then,

$$vt + tr[(D_p a(Du) \circ \xi) D^2 u] + 2tr[a(Du)(\xi \otimes Du)] = 0.$$ (2.1)

**Proof of Proposition 2.2** The proof of Proposition 2.2 follows the classical Bernstein method by applying the maximum principle to the function $w := v^{q+1} - (q + 1)\phi Du \cdot Dh$, where $v := \sqrt{\eta^2 + |Du|^2}$.

Let $T \in (0, \infty)$, $\eta \in (0, 1]$. Let $u = u^\eta \in C^{2,\sigma}(\overline{\Omega} \times [0, T]) \cap C^{3,\sigma}(\Omega \times (0, T))$ be a solution to (1.7) for some $\sigma \in (0, 1)$. We need to show that $\|v\|_{L^\infty(\overline{\Omega} \times [0,T])} \leq R$ for some constant $R > 1$ independent of $T \in (0, \infty)$ and of $\eta \in (0, 1]$. Throughout the proof, $R > 1$ will denote constants which vary by line and which do not depend on $T \in (0, \infty)$ and also on $\eta \in (0, 1]$. Note that $\eta$ is fixed to be 1 when $q > 0$, and $\eta \in (0, 1]$ when $q = 1$. Accordingly, $\eta \in (0, 1]$ in all cases. Also, $C > 0$ will denote constants which vary by line throughout the proof and also which do not depend on $T \in (0, \infty)$ and also on $\eta \in (0, 1]$.

We drop the super and subscript regarding $\eta$, but we are still dealing with (1.7) together with the $\eta$-dependence when $q = 1$, which is of importance for (1.2). Once we obtain bounds uniform in $\eta \in (0, 1]$, we also drop the $\eta$-dependence throughout the estimate.

Let $h$ be a function in $C^3(\overline{\Omega})$ such that $h \equiv C$, $Dh = \tilde{\nabla}$ on the boundary $\partial \Omega$ for some constant $C$. Let

$$w = v^{q+1} - (q + 1)\phi Du \cdot Dh$$
on $\Omega \times [0, T]$. The reason why we choose this $w$ instead of $v = \sqrt{\eta^2 + |Du|^2}$ is that we want to cancel out terms involving $\frac{\partial^2 u}{\partial n^2}$, the second derivative of $u$ in the normal direction on the boundary. The reason will be explained with more details when the cancellation occurs.

Fix $(x_0, t_0) \in \text{argmax}_{\Omega \times [0, T]} w$. The goal is to show that $v(x_0, t_0) \leq R$ for some constant $R > 1$ independent of $T \in (0, \infty)$, $\eta \in (0, 1]$. Once it is shown, then we obtain $\|v\|_{L^\infty(\Omega \times [0, T])} \leq R$, which completes the proof. This is seen by the fact that

$$ w \leq v^{q+1} + (q + 1)\|\phi\|_{C^0(\Omega)} \|h\|_{C^1(\Omega)} $$

at $(x_0, t_0)$, and by the fact that

$$ v^{q+1} - (q + 1)\|\phi\|_{C^0(\Omega)} \|h\|_{C^1(\Omega)} \leq w \leq w(x_0, t_0) \leq R $$

at $(x, t) \in \Omega \times [0, T]$.

If $t_0 = 0$, we get a uniform bound $v(x_0, t_0) \leq R$, so we are done. It remains the case when $t_0 > 0$, and we divide the proof into two cases: $x_0 \in \Omega$ and $x_0 \in \partial \Omega$.

**Case 1:** $x_0 \in \Omega$.

**Step 1.** We apply the maximum principle at $(x_0, t_0)$ and simplify the resulting inequality.

As $x_0 \in \Omega$, $t_0 > 0$, the maximum principle yields $D^2w \leq 0$, $w_t \geq 0$ at $(x_0, t_0)$. Therefore, together with the fact that $a(p) \geq 0$ as a matrix, we obtain

$$ 0 \geq \frac{1}{q + 1} \left(\text{tr}[a(Du)D^2w] - w_t\right) \text{ at } (x_0, t_0). \tag{2.2} $$

This is the point where we start a chain of inequalities.

Write $u_t = G + cv - f$, where $G := \text{tr}[a(Du)D^2u]$, so that (2.2) becomes

$$ 0 \geq \frac{1}{q + 1} \left(\text{tr}[a(Du)D^2w] - w_t\right) $$

$$ = \text{tr}[a(Du)D(v^q Dw)] - \text{tr}[a(Du)D^2(\phi Du \cdot Dh)] - (v^q v_t - \phi Du_t \cdot Dh) $$

$$ = \text{tr}[a(Du)D(v^q Dw)] - \text{tr}[a(Du)D^2(\phi Du \cdot Dh)] $$

$$ + (v^{q-1} Du + \phi Dh) \cdot DG + (v^{q-1} Du + \phi Dh) \cdot D(cv - f) \tag{2.3} $$

at $(x_0, t_0)$. Here, we have used the fact that $vv_t = Du \cdot Du_t$.

For the first term $\text{tr}[a(Du)D(v^q Dw)]$ of (2.3), we substitute $D(v^q Dw) = q v^{q-1} Dv \otimes Dv + v^q D^2v$ to get

$$ \text{tr}[a(Du)D(v^q Dw)] = q v^{q-1} \text{tr}[a(Du)Dv \otimes Dv] + v^q \text{tr}[a(Du)D^2v]. $$

We first check that $vD^2v = Qa(Du)D^2u + D^3u \otimes Du$ with $Q = D^2u$. Differentiating $vDv = D^2uDv$, and using the fact that $p \otimes q = pq^{\text{tr}}$ for two vectors $p, q$, we get

$$ vD^2v = D^3u \otimes Du + (D^2u)^2 - Dv \otimes Dv $$

$$ = (D^2u)^2 - \frac{D^2uDv}{v} \otimes \frac{D^2uDv}{v} + D^3u \otimes Du $$

$$ = QIuQ - Q\left(\frac{Du}{v} \otimes \frac{Du}{v}\right)Q + D^3u \otimes Du $$

$$ = Qa(Du)Q + D^3u \otimes Du. $$

Therefore,

$$ \text{tr}[a(Du)D(v^q Dw)] = v^{q-1} \text{tr}[(a(Du)D^2u)^2] + qV + X_1. \tag{2.4} $$
where \( V := v^{q-1} \text{tr}(a(Du)Dv \otimes Dv) \) and \( X_1 := v^{q-1} \text{tr}(a(Du)(D^3u \circ Du)) \).

To compute the second term of (2.3), we expand \( D^2(\phi Du \cdot Dh) \) so that

\[
D^2(\phi Du \cdot Dh) = (Du \cdot Dh)D^2\phi + (D^2u Dh + D^2 h Du) \otimes D\phi + D\phi \otimes (D^2u Dh + D^2 h Du) + \phi(D^3u \circ Dh) + D^2u D^2 h + D^3 h \circ Du + D^2 h D^2 u).
\]

Since \( \text{tr}\{a(p)(q \otimes r)\} = \text{tr}\{a(p)(r \otimes q)\}, \) \( \text{tr}\{a(p)AB\} = \text{tr}\{a(p)BA\} \) for \( p, q, r \in \mathbb{R}^n \), symmetric matrices \( A, B, \) we obtain

\[
\text{tr}\{a(Du)D^2(\phi Du \cdot Dh)\} = 2\text{tr}\{a(Du)(D\phi \otimes (D^2u Dh))\} + 2\phi\text{tr}\{a(Du)D^2u D^2 h\} + X_2 + J_1,
\]

where \( X_2 := \phi\text{tr}\{a(Du)(D^3u \circ Dh)\} \) and

\[
J_0 := (Du \cdot Dh)\text{tr}\{a(Du)D^2\phi\} + 2\text{tr}\{a(Du)(D\phi \otimes (D^2h Du))\} + \phi\text{tr}\{a(Du)(D^3h \circ Du)\}.
\]

Applying Cauchy–Schwarz inequality to the terms of \( J_0 \), we see that there exists a constant \( C > 0 \) independent of \( T \in (0, \infty), \eta \in (0, 1) \) such that

\[
J_0 = (Du \cdot Dh)\text{tr}\{a(Du)D^2\phi\} + 2\text{tr}\{a(Du)(D\phi \otimes (D^2h Du))\} + \phi\text{tr}\{a(Du)(D^3h \circ Du)\}
\leq |Du||Dh||\|a||\|D^2\phi\| + 2\|a||\|D\phi\||\|D^2 h Du\| + |\phi||\|D^3 h \circ Du\|
\leq C v||a||
\leq C \left( \frac{\eta^2}{v} + v \right).
\]

We have used the fact that \( ||a|| = \left( \frac{\eta^4}{v^4} + n - 1 \right)^{1/2} \leq \frac{\eta^2}{v^2} + n - 1 \), that \( \|p \otimes q\| = |p||q| \) for \( p, q \in \mathbb{R}^n \). We also have used the fact that, seen again by Cauchy–Schwarz inequality,

\[
|D^2 h Du| = \sqrt{\|D^2 h Du \otimes (D^2 h Du)\|} = \sqrt{\|D^2 h Du Du^{\text{Tr}}D^2 h^{\text{Tr}}\|}
\leq \sqrt{\|D^2 h\||\|Du Du^{\text{Tr}}\||\|D^2 h^{\text{Tr}}\|} = \|D^2 h\||\|Du\| \leq \|D^2 h\|v,
\]

and

\[
\|D^3 h \circ Du\| = \left( \sum_{i,j=1}^{n} \left( \sum_{\ell=1}^{n} h_{ij\ell} u_{\ell} \right)^2 \right)^{1/2} \leq \left( \sum_{i,j=1}^{n} \left( \sum_{\ell=1}^{n} h_{ij\ell}^2 \right) \left( \sum_{\ell=1}^{n} u_{\ell}^2 \right) \right)^{1/2} \leq C |Du| \leq Cv,
\]

where \( C > 0 \) is a constant depending on \( \|h\|_{C^3(\Omega)} \). Since \( \eta \in (0, 1) \), we see that there exist constants \( R > 1, \ C > 0 \) independent of \( T \in (0, \infty), \eta \in (0, 1) \) such that

\[
J_0 \leq Cv
\]

whenever \( v > R \), and therefore that

\[
-\text{tr}\{a(Du)D^2(\phi Du \cdot Dh)\} \geq -2\text{tr}\{a(Du)(D\phi \otimes (D^2u Dh))\} - 2\phi\text{tr}\{a(Du)D^2u D^2 h\} - X_2 - Cv.
\]

(2.5)

whenever \( v > R \).
Therefore,
\[ (-v^q \cdot Du + \phi Dh) \cdot DG = -v^q \frac{\partial}{\partial t} \frac{\partial}{\partial x} (Du) + v^q \frac{\partial}{\partial x} (Du) - x_1 + x_2. \] (2.6)
Recall that \( X_1 = v^q - \text{tr} (a(Du)(D^3 u \otimes Du)) \) and \( X_2 = \phi \text{tr} (a(Du)(D^3 u \otimes Du)). \)

Now, we compute and estimate the fourth term \( (-v^q \cdot Du + \phi Dh) \cdot D(cv-f) \) of (2.3).
By expansion,
\[ (-v^q \cdot Du + \phi Dh) \cdot D(cv-f) = (-v^q \cdot Du + \phi Dh) \cdot D(cv-f) \]
\[ + (-v^q \cdot Du + \phi Dh) \cdot (vDc-Df) \]
\[ + c Du \cdot D(cv-f). \]
Since \( v \in (0, 1] \), there exist constants \( R > 0 \), \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \) such that
\[ v^q \cdot Du \cdot Dh \geq v^{q+1} - \eta^2 v^q - \| \phi \|_{C^1(\Omega)} v \geq 0 \]
if \( v > R \), and therefore that
\[ (-v^q \cdot Du + \phi Dh) \cdot D(cv-f) \geq 0 \]
if \( v > R \). Here, we have used the assumption that \( c_z \leq 0 \), \( f_z \geq 0 \) from (1.3), (1.4). Also, again by (1.3), (1.4), there exists a constant \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \) such that
\[ (-v^q \cdot Du + \phi Dh) \cdot (vDc-Df) \geq -v^q |Du| Dc|v| - v^q |Du| Df|v| \]
\[ \geq -(Cq + 1) \geq -(Cq + 1). \]
Therefore, there exist constants \( R > 1 \), \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \) such that at \((x_0, t_0)\)
\[ (-v^q \cdot Du + \phi Dh) \cdot D(cv-cf) \geq -(Cq + 1) + v \geq 0 \]
whenever \( v > R \). We will give a bound of the term \( c Du \cdot (-v^q \cdot Du + \phi Dh) \) at \((x_0, t_0)\) later.

All in all, by the estimates (2.4), (2.5), (2.6), (2.7), we obtain that there exist constants \( R > 1 \), \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \) such that at \((x_0, t_0)\),
\[ 0 \geq \frac{1}{q+1} \left( \frac{\text{tr} (a(Du)D^2 w) - w}{q+1} \right) \]
\[ \geq J_1 + J_2 - |D|v^q + (q + 1 - \varepsilon) V - C(v + v^q) \] (2.8)
if \( v > R \), where

\[
J_1 := (1 - \varepsilon)v^{q-1}\text{tr}(a(Du)D^2u^2) - \frac{1}{2} v^q \text{tr}(D_p a(Du) \otimes Dv)D^2u \\
+ cDv \cdot (-v^{q-1}Du + \phi Dh)
\]

\[
J_2 := \varepsilon v^{q-1}\text{tr}(a(Du)D^2u^2) - \frac{1}{2} \varepsilon v^q \text{tr}(D_p a(Du) \otimes Dv)D^2u \\
- 2\text{tr}[a(Du)(D\phi \otimes (D^2uDh))] - 2\phi \text{tr}[a(Du)D^2uD^2h] \\
+ \phi \text{tr}(D_p a(Du) \otimes (D^2uDh))D^2u).
\]

Here, \( \varepsilon \in (0, 1) \) is a number to be determined, and we have used the fact, from Lemma 2.4 with \( \xi = Dv \), that

\[-\frac{1}{2} v^q \text{tr}(D_p a(Du) \otimes Dv)D^2u = v^{q-1} \text{tr}(a(Du)Dv \otimes Dv) = V.\]

Step 2. We estimate \( J_1 \).

We first write, with \( Q = D^2u \),

\[
\text{tr}(a(Du)D^2u^2) = \text{tr} \left\{ \left( I_n - \frac{Du \otimes Du}{v^2} \right) Q(aDQ) \right\} \\
= \text{tr}(a(DQ)^2) - \text{tr} \left\{ a(Du) \left( \frac{D^2uDu}{v} \otimes \frac{D^2uD}{v} \right) \right\} \\
= \text{tr}(a(D)(D^2u)^2) - \text{tr}(a(D)Du \otimes Dv).
\]

Apply Cauchy–Schwarz inequality \( ||a||^2 ||\beta||^2 \geq \text{tr}(a\beta^T) \) for \( \text{tr}(a(D)(D^2u)^2) \) with \( \alpha = \sqrt{a}D^2u \), \( \beta = \sqrt{a} \) to obtain

\[
\text{tr}(a(D)(D^2u)^2) = ||\alpha||^2 \geq \frac{\text{tr}(a\beta^T)^2}{||\beta||^2} = \frac{G^2}{n - 1 + \frac{\eta^2}{v^2}}
\]

\[
= \left( \frac{1}{n - 1} - \frac{\eta^2}{v^2(n - 1) \left(n - 1 + \frac{\eta^2}{v^2} \right)} \right) (u_t - cv + f)^2
\]

\[
\geq \frac{1}{n - 1} c^2v^2 - Cv
\]

for some constant \( C > 0 \) depending only on \( \|f\|_{C^0(\overline{\Omega} \times \mathbb{R})} \), \( \|c\|_{C^0(\overline{\Omega} \times \mathbb{R})} \) and \( M > 0 \) in Lemma 2.1. We have used Lemma 2.1, the assumptions (1.3), (1.4) and the fact that \( \eta \in (0, 1] \). Therefore, there exist constants \( R > 1, C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \) such that

\[
\text{tr}(a(D)(D^2u)^2) \geq \frac{1}{n - 1} c^2v^2 - Cv
\]

if \( v > R \), and thus such that

\[
(1 - \varepsilon)v^{q-1}\text{tr}(a(Du)D^2u^2) \geq \frac{1}{n - 1} \varepsilon c^2v^{q+1} + (1 - \varepsilon) \frac{1}{n - 1} c^2v^{q+1} - (1 - \varepsilon) V - Cv^q
\]  

(2.9)

if \( v > R, \varepsilon \in (0, 1) \). The number \( \varepsilon \in (0, 1) \) will be explicitly chosen later. We note that the term \( \text{tr}(a(D)(D^2u)^2) \) is used to derive the term \( \frac{1}{n - 1} c^2v^{q+1} \) as a lower bound, which is crucial to obtain the bound \( v \leq R \).
For the third term of \( J_1 \), we claim that at \((x_0, t_0)\), it holds that
\[
|cDu \cdot (-v^{q-1}Du + \phi Dh)| \leq Cv
\]  
for some constant \( C > 0 \) independent of \( T \in (0, \infty), \eta \in (0, 1] \). Note that \( Dw = 0 \) at \((x_0, t_0)\), so that
\[
0 = \frac{1}{q+1} Dw \cdot Du
d\]
\[
= v^q Du \cdot Du - (Du \cdot D\phi)(Du \cdot Dh) - \phi(D^2 u Du) \cdot Dh - \phi(D^2 h Du) \cdot Du.
\]
This implies that at \((x_0, t_0)\),
\[
cDu \cdot (-v^{q-1}Du + \phi Dh) = -\frac{C}{v} \left( (Du \cdot D\phi)(Du \cdot Dh) + \phi(D^2 h Du) \cdot Du \right),
\]
and thus that at \((x_0, t_0)\),
\[
|cDu \cdot (-v^{q-1}Du + \phi Dh)| \leq \|c\|_{C^0(\overline{\Omega} \times \mathbb{R})} \left( \|\phi\|_{C^1(\overline{\Omega})} \|h\|_{C^1(\overline{\Omega})} + \|h\|_{C^2(\overline{\Omega})} \|\phi\|_{C^0(\overline{\Omega})} \right) \frac{1}{v} |Du|^2 \]
\[
\leq Cv
\]  
for some constant \( C > 0 \) independent of \( T \in (0, \infty), \eta \in (0, 1] \). We have used the fact that \( |Du| \leq v \) and the assumptions (1.3), (1.4).

Together with the fact that
\[
-\frac{1}{2} v^q \text{tr}\{D^2 u (Du) \otimes Du\} = v^{q-1} \text{tr}\{a(Du) Du \otimes Du\} = V,
\]
and with (2.9), (2.10), we conclude that there exist constants \( R > 1, C > 0 \) independent of \( T \in (0, \infty), \eta \in (0, 1] \) such that
\[
J_1 \geq \frac{1 - \varepsilon}{n - 1} e^2 v^{q+1} + \varepsilon V - C(v + v^q)
\]  
if \( v > R \).

**Step 3.** We estimate \( J_2 \).

Before we start the estimate of \( J_2 \), we rotate the axes at \( x_0 \) and compute the second derivatives of \( u \) with respect to these axes. Take axes at \( x_0 \) such that
\[
u_1 = |Du|, \quad u_i = 0, \quad i = 2, \ldots, n, \quad (u_{ij})_{2 \leq i, j \leq n} \text{ is diagonal.}
\]  
Then, \( a^{ij} = a^{ij}(Du) \) is simplified as
\[
a^{11} = \frac{\eta^2}{v^2}, \quad a^{ii} = 1, \quad i = 2 \ldots, n, \quad a^{ij} = 0, \quad i \neq j.
\]
Using \( Dw = 0 \) at \((x_0, t_0)\), we obtain, at \((x_0, t_0)\),
\[
v^{q-1}u_1u_{1i} - \phi \sum_{\ell=1}^n u_{\ell i} h_\ell = (\phi_i h_1 + \phi h_{1i}) u_1, \quad i = 1, \ldots, n.
\]
For \( i \geq 2 \),
\[
v^{q-1}u_1u_{1i} - \phi u_{1i} h_1 - \phi u_i h_i = (\phi_i h_1 + \phi h_{1i}) u_1, \quad i = 2, \ldots, n.
\]
and thus,
\[ u_{1i} = E_i u_1 + F_i u_{ii}, \quad i = 2, \ldots, n, \]
where
\[ E_i := \frac{\phi_i h_1 + \phi h_{1i}}{v^{q-1} u_1 - \phi h_1}, \quad F_i := \frac{\phi h_i}{v^{q-1} u_1 - \phi h_1}, \quad i = 2, \ldots, n. \]

For \( i = 1 \),
\[ v^{q-1} u_1 u_{11} - \phi h_1 u_{11} - \phi \sum_{\ell=2}^{n} h_{\ell} u_{1\ell} = (\phi h_1 + \phi h_{11}) u_1. \]

As above, we get
\[ u_{11} = E_1 u_1 + \sum_{\ell=2}^{n} F_\ell^2 u_{\ell\ell}, \]
where
\[ E_1 := \frac{\phi_1 h_1 + \phi h_{11}}{v^{q-1} u_1 - \phi h_1} + \frac{\phi}{v^{q-1} u_1 - \phi h_1} \sum_{\ell=2}^{n} h_{\ell} E_{\ell}. \]

Now, we write \( J_2 = \varepsilon v^{q-1} \text{tr}[(a(Du) (D^2 u))^2] + S_1 + S_2 \), where
\[ S_1 := -2 \text{tr}[a(Du)(D\phi \otimes (D^2 u Dh))] - 2\phi \text{tr}[a(Du) D^2 u D^2 h], \]
\[ S_2 := -\frac{1}{2} \varepsilon v^q \text{tr}[(D p a(Du) \otimes Du) (D^2 u)] + \phi \text{tr}(D p a(Du) \otimes (D^2 u Dh)) D^2 u, \]
and we bound \( S_1, S_2 \).

We start with \( S_1 \). By expansion,
\[ S_1 = -2 \left( \frac{\eta^2}{v^2} \phi_1 Du_1 \cdot Dh + \sum_{\ell=2}^{n} \phi_\ell Du_\ell \cdot Dh + \frac{\eta^2}{v^2} \phi Du_1 \cdot Dh_1 + \phi \sum_{\ell=2}^{n} Du_\ell \cdot Dh_\ell \right). \]
Let \( H_{\ell i} := \phi_\ell h_i + \phi h_{\ell i} \) for each \( \ell, i = 1, \ldots, n \). Then,
\[
S_1 = -2 \left( \frac{\eta^2}{v^2} \sum_{\ell=1}^{n} u_{1\ell} H_{\ell 1} + \sum_{\ell=2}^{n} (u_{1\ell} H_{\ell 1} + u_{\ell\ell} H_{\ell\ell}) \right) \\
= -2 \left( \frac{\eta^2}{v^2} u_{11} H_{11} + \sum_{\ell=2}^{n} u_{1\ell} \left( \frac{\eta^2}{v^2} H_{1\ell} + H_{\ell 1} \right) + \sum_{\ell=2}^{n} u_{\ell\ell} H_{\ell\ell} \right). 
\]

Using (2.14), (2.16), we get
\[
S_1 = -2 \left( \left( \frac{\eta^2}{v^2} H_{11} E_1 + \sum_{\ell=2}^{n} \left( \frac{\eta^2}{v^2} H_{1\ell} + H_{\ell 1} \right) E_\ell \right) u_1 \\
+ \sum_{\ell=2}^{n} \left( \frac{\eta^2}{v^2} H_{11} F_\ell^2 + \left( \frac{\eta^2}{v^2} H_{1\ell} + H_{\ell 1} \right) F_\ell + H_{\ell\ell} \right) u_{\ell\ell} \right) 
\]
Note that since $\eta \in (0, 1]$,
\[
\begin{align*}
\left| \frac{\eta^2}{v^2} H_{11} E_1 + \sum_{\ell=2}^{n} \left( \frac{\eta^2}{v^2} H_{1\ell} + H_{\ell 1} \right) E_\ell \right| &\leq C v^{-q}, \\
\left| \frac{\eta^2}{v^2} H_{11} F_1^2 + \sum_{\ell=2}^{n} \left( \frac{\eta^2}{v^2} H_{1\ell} + H_{\ell 1} \right) F_\ell + H_{\ell \ell} \right| &\leq C
\end{align*}
\]
for $v > 1$, for some constant $C > 0$ that depends only on $\| \phi \|_{C^1(\overline{\Omega})}$, $\| h \|_{C^2(\overline{\Omega})}$. Therefore, there exist constants $R > 1$, $C > 0$ independent of $T \in (0, \infty)$, $\eta \in (0, 1]$ such that
\[
S_1 \geq -C \left( v^{-q} + \sum_{\ell=2}^{n} |u_{\ell \ell}| \right) \tag{2.18}
\]
for $v > R$.

Now, we estimate $S_2$. Applying Lemma 2.4 with $\xi = Dv$ and with $\xi = D^2u Dh$, and by expansion, we see that
\[
S_2 = \varepsilon v^{q-1} \text{tr}\{a(Du)Dv \otimes Dv\} - \frac{2\phi}{v} \text{tr}\{a(Du)(D^2u Dh \otimes Dv)\}
\]
\[
= \varepsilon v^{q-1} \left( \frac{\eta^2}{v^2} v_1^2 + \sum_{\ell=2}^{n} v_\ell^2 \right) - \frac{2\phi}{v} \left( \frac{\eta^2}{v^2} v_1 (Du_1 \cdot Dh) + \sum_{\ell=2}^{n} v_\ell (Du_\ell \cdot Dh) \right).
\]
Let $K_\ell := \phi v^{-1} (Du_\ell \cdot Dh)$ for each $\ell = 1, \ldots, n$. Then,
\[
S_2 = \frac{\eta^2}{v^2} (\varepsilon v^{q-1} v_1^2 - 2K_1 v_1) + \sum_{\ell=2}^{n} (\varepsilon v^{q-1} v_\ell^2 - 2K_\ell v_\ell)
\]
\[
= \frac{\eta^2}{v^2} \left( \varepsilon v^{q-1} \left( v_1 - \frac{K_1}{\varepsilon v^{q-1}} \right)^2 - \frac{K_1^2}{\varepsilon v^{q-1}} \right) + \sum_{\ell=2}^{n} \left( \varepsilon v^{q-1} \left( v_\ell - \frac{K_\ell}{\varepsilon v^{q-1}} \right)^2 - \frac{K_\ell^2}{\varepsilon v^{q-1}} \right)
\]
\[
\geq -\varepsilon^{-1} v^{-1-q} K_1^2 - \varepsilon^{-1} v^{1-q} \sum_{\ell=2}^{n} K_\ell^2.
\]
In the last inequality, we have used the fact that $\eta \in (0, 1]$. By expansion and (2.14), (2.16), we have
\[
K_1 = \phi v^{-1} \left( h_{11} u_{11} + \sum_{\ell=2}^{n} h_{1\ell} u_{1\ell} \right) = K_{11} u_1 + \sum_{\ell=2}^{n} K_{1\ell} u_{1\ell},
\]
where
\[
K_{11} := \phi v^{-1} \sum_{\ell=1}^{n} h_{\ell} E_{\ell}, \quad K_{1\ell} := \phi v^{-1} (h_{1\ell} F_\ell^2 + h_{\ell} F_\ell), \quad \text{for } \ell = 2, \ldots, n. \tag{2.19}
\]
Then, by Cauchy–Schwarz inequality,
\[
-K_1^2 = - \left( K_{11} u_1 + \sum_{\ell=2}^{n} K_{1\ell} u_{1\ell} \right)^2 \geq -n K_{11}^2 u_1^2 - \sum_{\ell=2}^{n} n K_{1\ell}^2 u_{1\ell}^2.
\]
Similarly, it holds that, for $\ell = 2, \ldots, n$,
\[
K_\ell = \phi v^{-1} (h_{1\ell} u_{1\ell} + h_{\ell} u_{\ell \ell}) = K_{\ell 1} u_1 + K_{\ell \ell} u_{\ell \ell}.
\]
where
\[ K_{\ell 1} := \phi v^{-1} h_1 E_\ell, \quad K_{\ell \ell} := \phi v^{-1} (h_1 F_\ell + h_\ell), \quad \text{for } \ell = 2, \ldots, n, \] (2.20)

and, by Cauchy–Schwarz inequality, for \( \ell = 2, \ldots, n, \)
\[-K_\ell^2 = -(K_{\ell 1} u_1 + K_{\ell \ell} u_\ell) \geq -2K_{\ell 1}^2 u_1^2 - 2K_{\ell \ell}^2 u_\ell^2.\]

Therefore,
\[ S_2 \geq -\varepsilon^{-1} v^{1-q} K_1^2 - \varepsilon^{-1} v^{1-q} \sum_{\ell=2}^n K_\ell^2, \]
\[ \geq -\varepsilon^{-1} S_{21} u_1^2 - \varepsilon^{-1} \sum_{\ell=2}^n S_{2\ell} u_\ell^2, \] (2.21)

where
\[ S_{21} := n v^{-1-q} K_{11}^2 + 2v^{1-q} \sum_{\ell=2}^n K_{\ell 1}^2, \quad S_{2\ell} := n v^{-1-q} K_{\ell 1}^2 + 2v^{1-q} K_{\ell \ell}^2, \quad \text{for } \ell = 2, \ldots, n. \] (2.22)

By (2.18), (2.21), we see that there exist constants \( R > 1, \ C > 0 \) independent of \( T \in (0, \infty), \ \eta \in (0, 1] \) such that
\[ J_2 \geq \varepsilon v^{q-1} \sum_{\ell=2}^n u_{\ell \ell}^2 - C(v^{1-q} + \sum_{\ell=2}^n |u_{\ell \ell}|) - \varepsilon^{-1} S_{21} u_1^2 - \varepsilon^{-1} \sum_{\ell=2}^n S_{2\ell} u_\ell^2 \]
for \( v > R. \) Note that there exists a constant \( C > 0 \) that depends only on \( \| \phi \|_{C^1(\mathbb{S})}, \ \| h \|_{C^2(\mathbb{S})} \) such that, by (2.15), (2.17),
\[ |E_1| + \sum_{\ell=2}^n |E_\ell| + \sum_{\ell=2}^n |F_\ell| \leq C v^{-q}, \]
for \( v > 1, \) and in turn, by (2.19), (2.20)
\[ |K_{11}| + \sum_{\ell=2}^n |K_{1\ell}| + \sum_{\ell=2}^n |K_{\ell 1}| + \sum_{\ell=2}^n |K_{\ell \ell}| \leq C v^{-1-q}, \]
for \( v > 1, \) and thus such that, by (2.22)
\[ |S_{21}| + \sum_{\ell=2}^n |S_{2\ell}| \leq C v^{-1-3q}. \]
Therefore, there exist constants \( R > 1, \ C > 0 \) independent of \( T \in (0, \infty), \ \eta \in (0, 1] \) such that
\[ J_2 \geq \varepsilon v^{q-1} \sum_{\ell=2}^n u_{\ell \ell}^2 - C \left( v^{1-q} + \sum_{\ell=2}^n |u_{\ell \ell}| \right) - C \varepsilon v^{-1-q} \sum_{\ell=2}^n v^{-1-3q} u_{\ell \ell}^2 \]
\[ \geq -C v^{1-q} - C \varepsilon v^{-1-3q} + \sum_{\ell=2}^n \left( v^{q-1} \varepsilon^{-1} v^{-4q} u_{\ell \ell}^2 - C |u_{\ell \ell}| \right) \]
or \( v > R. \)
For a given $\varepsilon \in (0, 1)$, choose $R_\varepsilon > 1$ that may depend on $\varepsilon \in (0, 1)$ but not on $T \in (0, \infty)$, $\eta \in (0, 1]$ such that $C \varepsilon^{-1} v^{1-4q} < \frac{\varepsilon}{2}$ if $v > R_\varepsilon$. Then, for $v > R_\varepsilon$,

$$J_2 \geq -C v^{1-q} - C \varepsilon^{-1} v^{1-3q} + \sum_{\ell=2}^{n} \left( \frac{\varepsilon}{2} v^{q-1} u_{\ell \ell}^2 - C |u_{\ell \ell}| \right)$$

$$= -C v^{1-q} - C \varepsilon^{-1} v^{1-3q} + \sum_{\ell=2}^{n} \left( \frac{\varepsilon}{2} v^{q-1} \left( |u_{\ell \ell}| - \frac{C}{\varepsilon v^{q-1}} \right)^2 - \frac{C^2}{2 \varepsilon v^{q-1}} \right).$$

All in all, for each $\varepsilon \in (0, 1)$, there exist a constant $C > 0$ independent of $T \in (0, \infty)$, $\eta \in (0, 1]$ (also of $\varepsilon \in (0, 1)$) and a constant $R_\varepsilon > 1$ that may depend on $\varepsilon \in (0, 1)$ but not on $T \in (0, \infty)$, $\eta \in (0, 1]$ such that

$$J_2 \geq -C v^{1-q} (1 + \varepsilon^{-1}) \quad \text{(2.23)}$$

for $v > R_\varepsilon$.

**Step 4.** We finish Case 1.

We come back to the maximum principle (2.8) applied at $(x_0, t_0)$. By (2.11), (2.23), we see that there exist a constant $C > 0$ independent of $T \in (0, \infty)$, $\eta \in (0, 1]$ (also of $\varepsilon \in (0, 1)$) and a constant $R_\varepsilon > 1$ that may depend on $\varepsilon \in (0, 1)$ but not on $T \in (0, \infty)$, $\eta \in (0, 1]$ such that

$$0 \geq \left( \frac{1 - \varepsilon}{n - 1} c^2 - |Dc| \right) v^{q+1} + (q + 1) V - C(v + v^q) - C v^{1-q} \varepsilon^{-1}$$

for $v > R_\varepsilon$. Now, we apply the condition (1.9); take

$$\varepsilon = \frac{1}{2} \min \left\{ 1, \frac{(n - 1) \delta}{\|c\|_{L^\infty(\Omega \times \mathbb{R})}} \right\}.$$ 

For this choice of $\varepsilon \in (0, 1)$, it holds that $\frac{1 - \varepsilon}{n - 1} c^2 - |Dc| \geq \frac{1}{2} \delta$, and $R_\varepsilon$, $\varepsilon^{-1}$ are fixed. Therefore, by taking this choice of $\varepsilon \in (0, 1)$, we see that there exist constants $R > 1$, $C > 0$ independent of $T \in (0, \infty)$, $\eta \in (0, 1]$ such that at $(x_0, t_0)$,

$$0 \geq \frac{\delta}{2} v^{q+1} - C(v + v^q)$$

if $v > R$. Here, we have used the fact that $V \geq 0$. On the other hand, there is also a constant $R_0 > R$ independent of $T \in (0, \infty)$, $\eta \in (0, 1]$ such that

$$0 < \frac{\delta}{2} v^{q+1} - C(v + v^q)$$

if $v > R_0$. Therefore, it must hold that $v = v(x_0, t_0) \leq R_0$, which completes Case 1.

**Case 2:** $x_0 \in \partial \Omega$.

**Step 5.** We bound the normal derivative of $w$ at $(x_0, t_0)$ with a geometric constant.

Recall that $C_0(x_0) = \max\{\lambda: \lambda$ is an eigenvalue of $-\kappa\}$, where $\kappa := (\kappa_{ij})_{n+1}^{-1}$ is the curvature matrix of $\partial \Omega$ at $x_0$, and that $C_0 = \sup\{C_0(y): y \in \partial \Omega\}$. For $\varepsilon_0 \in (0, 1)$, we let $L = (q + 1) (C_0 + \varepsilon_0)$. The goal of this step is to prove that for any number $\varepsilon_0 \in (0, 1)$, there exists a constant $R_{\varepsilon_0} > 0$ which depends on $\varepsilon_0$ but not on $T \in (0, \infty)$, $\eta \in (0, 1]$ (also not on $x_0 \in \partial \Omega$) such that $w > 0$ and $\frac{\partial w}{\partial n} < Lw$ at $(x_0, t_0)$ whenever $v > R_{\varepsilon_0}$.

Changing a coordinate on $\mathbb{R}^n$, we may assume without loss of generality that $x_0 = (0, \cdots, 0)$, $n(x_0) = (0, \cdots, 0, -1)$, and that $x' = (x_1, \cdots, x_{n-1})$ is a principal coordinate.
system of $\partial\Omega$ at $x_0$. We may assume that the $x_\ell$-axis lies along a principal direction corresponding to $\kappa_\ell$, $\ell = 1, \ldots, n-1$, respectively. By Lemma 2.3, there are open neighborhoods $U, V$ of $(0, \ldots, 0)$ in $\mathbb{R}^n$ and a $C^2$ diffeomorphism $g : U \rightarrow V$, and there is a number $\sigma > 0$ satisfying the properties (i), \ldots, (iv) of Lemma 2.3. For each function $\zeta = u, v, w, \phi, h$ on $V \cap /Omega$, we define the function $\tilde{\zeta}$ on $U \cap g^{-1}(\Omega) = \{ y = (y_1, \ldots, y_n) : y \in U, \ y_n \geq 0 \}$ by $\tilde{\zeta} = \zeta \circ g$. We let $y_0 = g^{-1}(x_0)$. The different characters $x_0, y_0$ are used to distinguish where they belong to, i.e., the domains $V, U$ of definitions, respectively, though the both are the origin.

We introduce notations to denote vectors and derivatives in $y = (y_1, \ldots, y_n)$. For a $C^1$ function $\zeta$ defined on $U$, let

$$\nabla \tilde{\zeta} := \left( \frac{\partial \tilde{\zeta}}{\partial y_1}, \ldots, \frac{\partial \tilde{\zeta}}{\partial y_n} \right)^{\text{Tr}}, \quad \nabla' \tilde{\zeta} := \left( \frac{\partial \tilde{\zeta}}{\partial y_1}, \ldots, \frac{\partial \tilde{\zeta}}{\partial y_{n-1}} \right)^{\text{Tr}},$$

and for the $C^1$ function $\zeta := \tilde{\zeta} \circ g^{-1}$ on $V$, let

$$D\zeta := \left( \frac{\partial \zeta}{\partial x_1}, \ldots, \frac{\partial \zeta}{\partial x_n} \right)^{\text{Tr}}, \quad D'\zeta := \left( \frac{\partial \zeta}{\partial x_1}, \ldots, \frac{\partial \zeta}{\partial x_{n-1}} \right)^{\text{Tr}}.$$  

If $\zeta$ is a $C^2$ function on $V$, we let

$$\frac{\partial}{\partial y_n} (\nabla \tilde{\zeta}) := \left( \frac{\partial}{\partial y_n} \left( \frac{\partial \tilde{\zeta}}{\partial y_1} \right), \ldots, \frac{\partial}{\partial y_n} \left( \frac{\partial \tilde{\zeta}}{\partial y_n} \right) \right)^{\text{Tr}},$$

$$\frac{\partial}{\partial y_n} (\nabla' \tilde{\zeta}) := \left( \frac{\partial}{\partial y_n} \left( \frac{\partial \tilde{\zeta}}{\partial y_1} \right), \ldots, \frac{\partial}{\partial y_n} \left( \frac{\partial \tilde{\zeta}}{\partial y_{n-1}} \right) \right)^{\text{Tr}},$$

$$\frac{\partial}{\partial y_n} (D\zeta) := \left( \frac{\partial}{\partial y_n} \left( \frac{\partial \zeta}{\partial x_1} \right), \ldots, \frac{\partial}{\partial y_n} \left( \frac{\partial \zeta}{\partial x_n} \right) \right)^{\text{Tr}},$$

$$\frac{\partial}{\partial y_n} (D'\zeta) := \left( \frac{\partial}{\partial y_n} \left( \frac{\partial \zeta}{\partial x_1} \right), \ldots, \frac{\partial}{\partial y_n} \left( \frac{\partial \zeta}{\partial x_{n-1}} \right) \right)^{\text{Tr}}.$$  

We use the same notation, \cdot, for the inner product in $\mathbb{R}^n$, now including the vectors in $\mathbb{R}^n$ just introduced above. By abuse of notations, we use the notation, \cdot, for the inner product in $\mathbb{R}^{n-1}$, also including the above vectors in $\mathbb{R}^{n-1}$ just introduced. We write the curvature $\kappa$ as

$$\kappa = \begin{bmatrix} \kappa_1 & 0 \\ \vdots & \ddots \\ 0 & \kappa_{n-1} \end{bmatrix},$$

and we let

$$\tilde{\kappa} = \begin{bmatrix} \kappa_1 & 0 \\ \vdots & \ddots \\ 0 & \kappa_{n-1} \end{bmatrix},$$

with $\kappa_n = 0$ for convenience for later.

With the above notations, Lemma 2.3 states that

$$\nabla \tilde{\zeta} = (I_n - y_n \tilde{\kappa}) D\zeta,$$
and
\[
\frac{\partial}{\partial y_n} (\nabla \bar{r}) = (I_n - y_n \bar{\kappa}) \frac{\partial}{\partial y_n} (D \xi) - (I_n - y_n \bar{\kappa})^{-1} \bar{\kappa} \nabla \bar{r}
\]
on the line \(((0, \cdots, 0, y_n) \in U : 0 \leq y_n < \sigma \), in the setting of Lemma 2.3.

We start the estimate of \( \frac{\partial w}{\partial y_n} (x_0, t_0) \). In order to estimate \( \frac{\partial w}{\partial y_n} (x_0, t_0) (=-\frac{\partial w}{\partial x_n} (x_0, t_0) =-\frac{\partial y_n}{\partial y_n} (y_0, t_0) \), we first compute \( \frac{\partial y_n}{\partial y_n} \), \( \nabla \bar{v}, \nabla \bar{u}, \nabla \bar{v} \cdot \frac{\partial y_n}{\partial y_n} (\nabla \bar{u}) \) in turn. Note that for the normal derivatives, we have the additional negative sign, since \( \bar{n}(x_0) \) denotes the outward unit normal vector at \( x_0 \), while the inward unit normal vector at \( x_0 \) and the inward unit normal vector at \( y_0 \) lie on the positive \( x_n \)-axis and the positive \( y_n \)-axis, respectively.

To compute \( \frac{\partial y_n}{\partial y_n} \), we differentiate \( v^2 = \eta^2 + |Du|^2 \) on the line \(((0, \cdots, 0, y_n) : 0 \leq y_n < \sigma \) in \( y_n \) to obtain
\[
2 \bar{v} \frac{\partial \bar{v}}{\partial y_n} = 2 \frac{\partial}{\partial y_n} ((I_n - y_n \bar{\kappa})^{-1} \nabla \bar{u}) \cdot (I_n - y_n \bar{\kappa})^{-1} \nabla \bar{u}
\]
\[
= 2 \left( (I_n - y_n \bar{\kappa})^{-3} \bar{\kappa} \nabla \bar{u} \right) \cdot \nabla \bar{u} + 2 (I_n - y_n \bar{\kappa})^{-2} \frac{\partial}{\partial y_n} (\nabla \bar{u}) \cdot \nabla \bar{u}
\]
on the line \(((0, \cdots, 0, y_n) : 0 \leq y_n < \sigma \). Since \( \frac{\partial y_n}{\partial y_n} = -\bar{v} \bar{v}^{-q} \) at \((y_0, t_0) \) and \( \kappa_n = 0 \), we obtain
\[
\frac{\partial \bar{v}}{\partial y_n} = \frac{1}{\bar{v}} \bar{v} \frac{\partial \bar{v}}{\partial y_n} \cdot \nabla \bar{u} - \bar{v} \bar{v}^{-q} \frac{\partial^2 \bar{u}}{\partial y_n^2} + \frac{1}{\bar{v}} (\kappa \nabla \bar{u}) \cdot \nabla \bar{u}. \tag{2.24}
\]
at \((y_0, t_0) \).

We compute \( \nabla \bar{v} \) at \((y_0, t_0) \). Since \( y_0 \) is a maximizer of \( \bar{w}(\cdot, t_0) \) on \( U \cap g^{-1}(\partial \Omega) = \{y = (y', 0) \in U : y' = (y_1, \cdots, y_n-1)\} \), it holds that \( \nabla \bar{w}(y_0, t_0) = 0 \). Note also that \( \bar{w} = \bar{v}^{q+1} - (q+1)\bar{\phi}^2 \bar{v}^{-q} \) on \((U \cap g^{-1}(\partial \Omega)) \times \{t_0\} \). Hence, at \((y_0, t_0) \),
\[
0 = \frac{1}{q+1} \nabla \bar{w} = \bar{v}^q \nabla \bar{v} - 2 \bar{\phi} \bar{v}^{-q} \nabla \bar{\phi} - (1 - q) \bar{\phi}^2 \bar{v}^{-q} \nabla \bar{v},
\]
which gives
\[
\nabla \bar{v} = \frac{2 \bar{\phi} \bar{v}^{-q}}{\bar{v}^q - (1 - q) \bar{\phi}^2 \bar{v}^{-q}} \nabla \bar{\phi} \tag{2.25}
\]
at \((y_0, t_0) \). Here, we are assuming \((\bar{w}(y_0, t_0) \equiv v(x_0, t_0) > \left( |1 - q \| \phi \|_{C^0(\partial \Omega)}^2 \right)^{1/2} \) so that \( \bar{v}^q - (1 - q) \bar{\phi}^2 \bar{v}^{-q} > 0 \). In the other case when \( v = v(x_0, t_0) \leq \left( |1 - q \| \phi \|_{C^0(\partial \Omega)}^2 \right)^{1/2} \), we already achieve our goal.

We compute \( \nabla \bar{v} \cdot \frac{\partial y_n}{\partial y_n} (\nabla \bar{u}) \) before getting into the estimate of \( \frac{\partial w}{\partial y_n} \) at \((x_0, t_0) \). We differentiate \( \frac{\partial y_n}{\partial y_n} = -\bar{v} \bar{v}^{-q} \) on \((U \cap g^{-1}(\partial \Omega)) \times \{t_0\} \) in \( y_\ell, \ell = 1, \cdots, n - 1 \), to have
\[
\frac{\partial}{\partial y_n} (\nabla \bar{u}) = \nabla \left( \frac{\partial \bar{u}}{\partial y_n} \right) = -\bar{v}^{1-q} \nabla \bar{\phi} - (1 - q) \bar{\phi} \bar{v}^{-q} \nabla \bar{v}. \]
By (2.25), we obtain
\[
\nabla'v \cdot \frac{\partial}{\partial y_n} (\nabla'v) = -v^1 - q \nabla'v \cdot \nabla'\phi - \frac{2(1 - q)\bar{\phi}^2 v^{1-2q}}{v^q - (1 - q)\bar{\phi}^2 v^{-q}} \nabla'v \cdot \nabla'\phi
\]
\[
= -v + (1 - q)\bar{\phi}^2 v^{1-2q} \nabla'v \cdot \nabla'\phi.
\]
\hspace{100pt}(2.26)

We now estimate \(\frac{\partial w}{\partial y_n}\) at \((x_0, t_0)\). On the line \(\{(0, \cdots, 0, y_n) : 0 \leq y_n < \sigma\}\), we have
\[
\frac{1}{q + 1} \frac{\partial w}{\partial y_n} = \frac{1}{q + 1} \frac{\partial}{\partial y_n} (v^{q+1} - (q + 1)\bar{\phi}(I_n - y_n\kappa)^{-2} \nabla u \cdot \nabla h)
\]
\[
= v^q \frac{\partial \bar{\phi}}{\partial y_n} + q \frac{\partial \bar{\phi}}{\partial y_n} - \frac{\partial^2 u}{\partial y_n^2} + \frac{\partial^2 u}{\partial y_n^2} - \frac{\partial u}{\partial y_n} \frac{\partial^2 h}{\partial y_n^2}.
\]
By (2.24), (2.26) and the boundary condition that \(\frac{\partial \pi}{\partial y_n} = -\bar{\phi}v^{1-q}\) on \((U \cap g^{-1}(\partial \Omega)) \times \{t_0\}\), we obtain, at \((y_0, t_0)\),
\[
\frac{1}{q + 1} \frac{\partial w}{\partial y_n} = v^q \frac{\partial \bar{\phi}}{\partial y_n} + q \frac{\partial \bar{\phi}}{\partial y_n} - \frac{\partial^2 u}{\partial y_n^2} + \frac{\partial^2 u}{\partial y_n^2} - \frac{\partial u}{\partial y_n} \frac{\partial^2 h}{\partial y_n^2}
\]
\[
= -v^q (1 - q)\bar{\phi}^2 v^{-q} \nabla'v \cdot \nabla'\phi + v^q - (1 - q)\bar{\phi}^2 v^{-q} \nabla'v \cdot \nabla'\phi
\]
\hspace{100pt}(2.27)

At this point, we emphasize the cancellation of the terms \(\pm \phi \frac{\partial^2 \pi}{\partial y_n^2}\) while we compute the normal derivative \(\frac{\partial \pi}{\partial y_n}\) at \((y_0, t_0)\). The term \(\frac{\partial^2 \pi}{\partial y_n^2}\) is the hardest term to get information among the terms in the Hessian \(D^2u\) of \(u\).

We recall the definitions of \(C_0(x_0)\), \(C_0\):
\[
C_0(x_0) = \max \{-\lambda : \lambda \text{ is an eigenvalue of } \kappa \text{ at } x_0\},
\]
\[
C_0 = \sup \{C_0(x_0) : x_0 \in \partial \Omega\}.
\]

Also, if \(v > \left(2|1 - q||\phi\|^2\right)^{1/2q} = R_0\), then \(|(1 - q)\phi^2 v^{-2q}| < \frac{1}{2} \) at \((x_0, t_0)\), and thus,
\[
\frac{1}{3} < \frac{v^q + (1 - q)\phi^2 v^{-q}}{v^q - (1 - q)\phi^2 v^{-q}}(x_0, t_0) < 3.
\]
Note that $R_0$ is independent of $T \in (0, \infty)$, $\eta \in (0, 1]$, $x_0 \in \partial \Omega$. Lastly, we check that $\frac{\partial^2 k}{\partial x_n^2} (y_0) = \frac{\partial^2 h}{\partial x_n^2} (x_0)$ since the coordinate change $g : U \to V$ is the identity on the line $\{(0, \ldots, 0, y_n) : |y_n| < \sigma\}$.

Finally, if $v = v(x_0, t_0) > R_0$, and also if $\eta \in (0, 1]$, then

$$\frac{1}{q + 1} \frac{\partial w}{\partial \mathbf{n}} (x_0, t_0)$$

\[\leq 3 |Du(x_0, t_0)| |D\phi(x_0)| + C_0 v(x_0, t_0)^q - 1 |D' u(x_0, t_0)|^2 + |\phi(x_0)| |D\phi(x_0)| v(x_0, t_0)^{1-q} + |\phi(x_0)| |Du(x_0, t_0)| |D^2 h(x_0)|,

from the fact that $\frac{1}{q + 1} \frac{\partial w}{\partial \mathbf{n}} (x_0, t_0) = -\frac{1}{q + 1} \frac{\partial w}{\partial \mathbf{n}} (y_0, t_0)$ and (2.27). By the boundary condition $\frac{\partial u}{\partial \mathbf{n}} = -\phi v^{1-q}$ at $(x_0, t_0)$, we see that

$$|D' u(x_0, t_0)|^2 = v(x_0, t_0)^2 - \left( \frac{\partial u}{\partial x_n} (x_0, t_0) \right)^2 - \eta^2$$

$$= v(x_0, t_0)^2 - \phi(x_0)^2 v(x_0, t_0)^{2-2q} - \eta^2.$$

Together with the fact that $\eta \in (0, 1]$ and that

$$C_0 v(x_0, t_0)^q - 1 (\phi(x_0)^2 v(x_0, t_0)^{2-2q} - \eta^2) \leq |C_0| \|\phi\|_{C^0(\partial \Omega)} v(x_0, t_0)^{1-q} + |C_0| v(x_0, t_0)^{q-1},$$

we obtain that

$$\frac{1}{q + 1} \frac{\partial w}{\partial \mathbf{n}} (x_0, t_0)$$

\[\leq 3 \|D\phi\|_{C^0(\partial \Omega)} v(x_0, t_0) + C_0 v(x_0, t_0)^q + |C_0| \|\phi\|_{C^0(\partial \Omega)} v(x_0, t_0)^{1-q} + |C_0| v(x_0, t_0)^q + |\phi|_{C^0(\partial \Omega)} |D\phi|_{C^0(\partial \Omega)} v(x_0, t_0)^{1-q} + |\phi|_{C^0(\partial \Omega)} \|h\|_{C^2(\partial \Omega)} v(x_0, t_0)^{2-q} - \eta^2.$$

Therefore, if $v = v(x_0, t_0) > R_0$, and also if $\eta \in (0, 1]$, then

$$\frac{1}{q + 1} \frac{\partial w}{\partial \mathbf{n}} \leq L_1 v^{q+1}$$

at $(x_0, t_0)$, where

$$L_1 := C_0 + 3 \|\phi\|_{C^0(\partial \Omega)} v^{1-q} + |C_0| \|\phi\|_{C^0(\partial \Omega)}^2 v^{-2q} + |C_0| v^{-2}$$

$$+ \|\phi\|_{C^0(\partial \Omega)} \|D\phi\|_{C^0(\partial \Omega)} v^{-2q} + |\phi|_{C^0(\partial \Omega)} \|h\|_{C^2(\partial \Omega)} v^{-q} - \eta^2,$$

with $v = v(x_0, t_0)$.

Note that for a given $\epsilon'_0 \in (0, 1)$, it holds that $1 - \epsilon'_0 < 1 - (q + 1) \phi^2 v^{-2q} < 1 + \epsilon'_0$ when $v > \max \left\{ 1, R_0 \left( (q + 1) \|\phi\|_{C^0(\partial \Omega)}^2 (\epsilon'_0)^{-1} \right)^{1/2q} \right\}$. Thus, for a given $\epsilon'_0 \in (0, 1)$, there exists $R_{\epsilon'_0} > 1$ that may depend on $\epsilon'_0$ but not on $T \in (0, \infty)$, $\eta \in (0, 1]$, $x_0 \in \partial \Omega$ such that $C_0 \leq L_1 < C_0 + \epsilon'_0$, and $1 - \epsilon'_0 < 1 - (q + 1) \phi^2 v^{-2q} < 1 + \epsilon'_0$ and that $\frac{1}{q + 1} \frac{\partial w}{\partial \mathbf{n}} \leq L_1 v^{q+1}$ whenever $v > R_{\epsilon'_0}$. Also, $w = v^{q+1} - (q + 1) \phi^2 v^{1-q} > (1 - \epsilon'_0) v^{q+1} > 0$ on $\partial \Omega \times \{t_0\}$ whenever $v > R_{\epsilon'_0}$.
For a given \( \varepsilon'_0 \in (0, 1) \) and for \( v = v(x_0, t_0) > R_{\varepsilon'_0}, \eta \in (0, 1] \), we have

\[
\frac{1}{q+1} \frac{\partial w}{\partial \mathbf{n}} \leq L_1 v^{q+1}
\]

\[
= L_1 \frac{v^{q+1}}{v^{q+1} - (q + 1)\phi^2 v^{1-q} w}
\]

\[
= \frac{L_1}{1 - (q + 1)\phi^2 v^{-2q}} w.
\]

at \((x_0, t_0)\). If \( C_0 + \varepsilon'_0 \geq 0 \),

\[
\frac{L_1}{1 - (q + 1)\phi^2 v^{-2q}} < \frac{C_0 + \varepsilon'_0}{1 - \varepsilon'_0},
\]

and if \( C_0 + \varepsilon'_0 < 0 \),

\[
\frac{L_1}{1 - (q + 1)\phi^2 v^{-2q}} < \frac{C_0 + \varepsilon'_0}{1 + \varepsilon'_0}.
\]

For a given \( \varepsilon_0 \in (0, 1) \), there exists \( \varepsilon'_0 \in (0, 1) \) that depends only on \( \varepsilon_0 \) such that

\[
\frac{C_0 + \varepsilon'_0}{1 - \varepsilon'_0} < C_0 + \varepsilon_0\quad \text{and} \quad \frac{C_0 + \varepsilon'_0}{1 + \varepsilon'_0} < C_0 + \varepsilon_0.
\]

Therefore, for a given \( \varepsilon_0 \in (0, 1) \), there exists a constant \( R_{\varepsilon_0} > 1 \) that may depend on \( \varepsilon_0 \) but not on \( T \in (0, \infty), \eta \in (0, 1] \) and also not on \( x_0 \in \partial \Omega \) such that at \((x_0, t_0), w > 0\) for \( v > R_{\varepsilon_0} \), and

\[
\frac{1}{q+1} \frac{\partial w}{\partial \mathbf{n}} < (C_0 + \varepsilon_0) w,
\]

or

\[
\frac{\partial w}{\partial \mathbf{n}} < Lw
\]

(2.28)

for \( v > R_{\varepsilon_0} \), where \( L = (q + 1)(C_0 + \varepsilon_0) \). Note that we relied on the fact that \( x_0 \) is a maximizer of \( w \) on \( \partial \Omega \times \{t_0\} \), and this condition will be emphasized in future applications in the estimate on the boundary.

We claim that if \( C_0 < 0 \), then \( v(x_0, t_0) \leq R \) for some constant \( R > 1 \) that does not depend on \( T \in (0, \infty), \eta \in (0, 1] \) and also not on \( x_0 \in \partial \Omega \). This is because if we choose \( \varepsilon_0 = \frac{1}{2} \min \{ \frac{1}{2}, -\frac{1}{2} C_0 \} \), then there is a constant \( R = R_{\varepsilon_0} \), which is now fixed by the choice of \( \varepsilon_0 \), such that \( w > 0 \) and

\[
\frac{1}{q+1} \frac{\partial w}{\partial \mathbf{n}} < (C_0 + \varepsilon_0) w
\]

if \( v(x_0, t_0) = v > R = R_{\varepsilon_0} \). If it really were that \( v(x_0, t_0) > R = R_{\varepsilon_0} \), then we would have

\[
\frac{1}{q+1} \frac{\partial w}{\partial \mathbf{n}} < (C_0 + \varepsilon_0) w < 0.
\]

However, this is a contradiction, since \( x_0 \) is a maximizer of \( w \) on \( \overline{\Omega} \times \{t_0\} \), it must hold that \( \frac{\partial w}{\partial \mathbf{n}} \geq 0 \) at \((x_0, t_0)\). Therefore, \( v(x_0, t_0) \leq R \) for some constant \( R > 0 \) that does not depend on \( T \in (0, \infty), \eta \in (0, 1] \) (also not on \( x_0 \in \partial \Omega \)). Since our goal is to prove the bound.
$v(x_0, t_0) \leq R$, we are done in the case when $C_0 < 0$, and this argument verifies Theorem 1.2 in the case when $C_0 < 0$ under the assumption (1.9) with $C_0 < 0$.

It remains the case when $C_0 \geq 0$. From now on, we assume that $C_0 \geq 0$, and thus that $L \geq 0$.

Step 6. For a new function $\psi := \rho w$, we get a new maximizer $(x_1, t_1)$ of $\psi$ with $x_1 \in \Omega, t_1 > 0$ by choosing a specific multiplier $\rho$. We apply the maximum principle to $\psi$ at $(x_1, t_1)$ in order to bound $v(x_1, t_1)$.

Let $\psi := \rho w$ with a multiplier $\rho = \rho(x)$ that is smooth on $\mathbb{R}^n$. We require that $\rho(x_0) = 1, \frac{\partial \rho}{\partial n}(x_0) = -L$. Let $B = B(x_c, K_0)$ be the open ball with the center $x_c := x_0 - K_0 \mathbf{n}(x_0)$ so that $B \subseteq \Omega$ and $\overline{B} \cap (\mathbb{R}^n \setminus \Omega) = \{x_0\}$. Choose

$$\rho(x) := -\frac{L}{2K_0}|x - x_c|^2 + \frac{LK_0}{2} + 1.$$ 

Since we assume $L \geq 0$, it holds that $\rho \geq 1$ in $B$. Also, $\rho$ is a quadratic function in $|x - x_c|$, and $\rho(x_0) = 1, \frac{\partial \rho}{\partial n}(x_0) = -L$. Then, by (2.28),

$$\frac{\partial \psi}{\partial n} = \rho \frac{\partial w}{\partial n} + w \frac{\partial \rho}{\partial n} = \frac{\partial w}{\partial n} + (-L)w < 0, \quad \text{at } (x_0, t_0),$$

if $v(x_0, t_0) > R_{\varepsilon_0}$ for a given $\varepsilon_0 \in (0, 1)$.

For a given $\varepsilon_0 \in (0, 1)$, assume $v(x_0, t_0) > R_{\varepsilon_0}$. Say the maximum of $\psi = \rho w$ on $\overline{B} \times [0, T]$ occurs at $(x_1, t_1) \in \overline{B} \times [0, T]$. If $t_1 = 0$, then

$$w(x_0, t_0) = \rho(x_0)w(x_0, t_0) \leq \rho(x_1)w(x_1, t_1) = \rho(x_1)w(x_1, 0) \leq R,$$

for some constant $R > 1$ independent of $T \in (0, \infty), \eta \in (0, 1)$. Thus, it proves that $w(x_0, t_0) \leq R$ in this case. Using the fact that $v^{q+1} - Cv \leq w$ for some constant $C > 0$ depending only on $\|\phi\|_{C^0(\overline{\Omega})}, \|h\|_{C^1(\overline{\Omega})}$, we see that $v(x_0, t_0) \leq R$, and we reach our goal. Therefore, we now consider the case when $t_1 > 0$, and we assume $t_1 > 0$ from now on. If $x_1 \in \partial B$, then $\rho(x_1) = \rho(x_0)$, and thus,

$$\rho(x_1)w(x_1, t_1) \leq \rho(x_0)w(x_0, t_0).$$

However, $\rho(x_0)w(x_0, t_0) < \rho(x)w(x, t_0)$ for some $x \in B$ since $\frac{\partial \rho}{\partial n}(x_0, t_0) < 0$. It contradicts with the choice of $(x_1, t_1) \in \text{argmax}_{\overline{B} \times [0, T]} \psi$. Therefore, $x_1 \in B$, and it suffices to consider the case $(x_1, t_1) \in B \times (0, T)$.

For a given $\varepsilon_0 \in (0, 1)$, we always assume from now on that $v(x_0, t_0) > R_{\varepsilon_0}$ so that $w > 0$ and (2.28) are valid. Also, we assume that a maximizer $(x_1, t_1) \in \text{argmax}_{\overline{B} \times [0, T]} \psi$ happens in $B \times (0, T)$, since we achieve the goal, i.e., to prove $v(x_0, t_0) \leq R$, in the other cases from the above argument. Fix $(x_1, t_1) \in \text{argmax}_{\overline{B} \times [0, T]} \psi \cap (B \times (0, T))$.

Before we move on the next step, we check that there exists a constant $C > 0$ depending only on $\|\phi\|_{C^0(\overline{\Omega})}, \|h\|_{C^1(\overline{\Omega})}$ such that the condition $v(x_0, t_0) > R_{\varepsilon_0}$ with $R_{\varepsilon_0} > (8C)^{\frac{1}{q+1}}$ implies the condition $v(x_1, t_1) > \left(\frac{1}{4C}\right)^{\frac{1}{q+1}} R_{\varepsilon_0}' =: R_{\varepsilon_0}'$. This is because there exists a constant $C > 0$ depending only on $\|\phi\|_{C^0(\overline{\Omega})}, \|h\|_{C^1(\overline{\Omega})}$ such that

$$v(x_0, t_0)^{q+1} - Cv(x_0, t_0) \leq w(x_0, t_0) \leq \rho(x_1, t_1)w(x_1, t_1) \leq C(v(x_1, t_1)^{q+1} + v(x_1, t_1)).$$

Moreover, if $v(x_0, t_0) > R_{\varepsilon_0}$ with $R_{\varepsilon_0} > (8C)^{\frac{1}{q+1}}$, then

$$\frac{1}{2}R_{\varepsilon_0}^{q+1} < \frac{1}{2}v(x_0, t_0)^{q+1} \leq v(x_0, t_0)^{q+1} - Cv(x_0, t_0) \leq C(v(x_1, t_1)^{q+1} + v(x_1, t_1)).$$
If \( v(x_1, t_1) \leq 1 \), then we would have \( \frac{1}{2} R_{\varepsilon_0}^{q+1} < 2C \), which contradicts to \( R_{\varepsilon_0} > (8C)^{\frac{1}{q+1}} \).

Thus, \( v(x_1, t_1) > 1 \), which gives \( \frac{1}{2} R_{\varepsilon_0}^{q+1} < 2C v(x_1, t_1)^{q+1} \) and the conclusion that \( v(x_1, t_1) > R'_{\varepsilon_0} \). We note that this is true whenever we replace the constant \( C > 0 \) by a larger one.

Writing \( R'_{\varepsilon_0} = \left( \frac{1}{4C} \right)^{\frac{1}{q+1}} R_{\varepsilon_0}, \) \( R_{\varepsilon_0} = (4C)^{\frac{1}{q+1}} R'_{\varepsilon_0} \) (and also for \( R, R' \) similarly), we can state the above equivalently that if \( v(x_1, t_1) \leq R'_{\varepsilon_0} \), then \( v(x_0, t_0) \leq \max \left\{ R_{\varepsilon_0}, (8C)^{\frac{1}{q+1}} \right\} \).

Accordingly, we change our goal from verifying \( v(x_0, t_0) \leq R \) to proving \( v(x_1, t_1) \leq R' \).

By the maximum principle, \( D^2 \psi \leq 0, \) \( \psi_t \geq 0 \) at \((x_1, t_1)\), and thus,

\[
0 \geq \frac{1}{(q+1)\rho} (\text{tr}[a(Du)D^2 \psi] - \psi_t) \tag{2.29}
\]

at \((x_1, t_1)\). Substituting the derivatives of \( \psi \) with those of \( \rho \) and \( w \), we obtain, at \((x_1, t_1)\),

\[
0 \geq \frac{w}{(q+1)\rho} \text{tr}[a(Du)D^2 \rho] + \frac{2}{(q+1)\rho} \text{tr}[a(Du)Dw \otimes D\rho] + \frac{1}{q+1} (\text{tr}[a(Du)D^2 w] - w_t). \tag{2.30}
\]

Following the computations up to (2.8) in Step 1, we see that there exist a constant \( C > 0 \) independent of \( T \in (0, \infty), \) \( \eta \in (0, 1], \) \( \varepsilon_0 \in (0, 1) \) and a constant \( R'_{\varepsilon_0} > 1 \) that may depend on \( \varepsilon_0 \in (0, 1) \) but not on \( T \in (0, \infty), \) \( \eta \in (0, 1] \) such that, at \((x_1, t_1)\),

\[
0 \geq \frac{1}{q+1} (\text{tr}[a(Du)D^2 w] - w_t) \geq J_1 + J_2 - |Dc|v^{q+1} + (q + 1 - \varepsilon_0)V - C(v + v^q) \tag{2.31}
\]

if \( v = v(x_1, t_1) > R'_{\varepsilon_0} \), with the same definitions of \( J_1, J_2 \) (\( \varepsilon \) replaced by \( \varepsilon_0 \)).

We check for a moment that, at \((x_1, t_1)\),

\[
V \geq V_1 + V_2, \tag{2.32}
\]

where

\[
V_1 := v^{-q-1} \text{tr} \left\{ a(Du) \left( \frac{w}{(q+1)\rho} D\rho \right) \otimes \left( \frac{w}{(q+1)\rho} D\rho \right) \right\},
\]

\[
V_2 := -2v^{-q-1} \text{tr} \left\{ a(Du) \left( \frac{w}{(q+1)\rho} D\rho \right) \otimes ((Du \cdot Dh)D\phi + \phi D^2 UdDh + 2D^2h Du) \right\}.
\]

At \((x_1, t_1)\), we have that \( D\psi = wD\rho + \rho Dw = 0 \) so that

\[
-\frac{w}{\rho} D\rho = (q + 1)(v^q Du - (Du \cdot Dh)D\phi - \phi D^2 UdDh + \phi D^2h Du).
\]

By putting

\[
v^q Du = -\frac{w}{(q+1)\rho} D\rho + (Du \cdot Dh)D\phi + \phi D^2 UdDh + \phi D^2h Du
\]

into \( V = v^{-q-1} \text{tr}[a(Du)Du \otimes Du] = v^{-q-1} \text{tr}[a(Du)(v^q Du) \otimes (v^q Du)] \), we obtain (2.32).

By (2.30), (2.31), (2.32), there exist a constant \( C > 0 \) independent of \( T \in (0, \infty), \) \( \eta \in (0, 1], \) \( \varepsilon_0 \in (0, 1) \) and a constant \( R'_{\varepsilon_0} > 1 \) that may depend on \( \varepsilon_0 \in (0, 1) \) but not on...
$T \in (0, \infty), \eta \in (0, 1]$ such that, at $(x_1, t_1)$,

$$0 \geq \frac{w}{(q + 1)\rho} \text{tr}[a(Du) D^2 \rho] + \left(\frac{2}{(q + 1)\rho} \text{tr}[a(Du) Dw \otimes D\rho] + (q + 1)V_1\right) + J'_1 + J'_2 - |Dc|v^{q+1} - C(v + v'^q) \quad (2.33)$$

if $v = v(x_1, t_1) > R'_{\varepsilon_0}$, where

$$J'_1 := J_1 - \varepsilon_0 V$$

$$= (1 - \varepsilon_0)v'^{q-1}\text{tr}\{(a(Du) D^2 u)^2\} - \frac{1}{2}v'^{q}\text{tr}\{(D\rho a(Du) \otimes Dv) D^2 u\} + cDv \cdot (-v'^{-1}Du + \phi Dh) - \varepsilon_0 V,$$

$$J'_2 := J_2 + (q + 1)V_2$$

$$= \varepsilon_0 v'^{-1}\text{tr}\{(a(Du) D^2 u)^2\} - \frac{1}{2}\varepsilon_0 v'^q\text{tr}\{(D\rho a(Du) \otimes Dv) D^2 u\} - 2\text{tr}[a(Du)(D\phi \otimes (D^2 u Dh))] - 2\phi\text{tr}[a(Du) D^2 u Dh] + \phi\text{tr}[(D\rho a(Du) \otimes (D^2 u Dh)) D^2 u] + (q + 1)V_2.$$

**Step 7.** We estimate the terms of (2.33).

We start with the first term of (2.33). By the fact that $D^2 \rho = -\frac{L}{K_0}I_n$ and $\rho \geq 1$ in $B$, we see that

$$\frac{w}{(q + 1)\rho} \text{tr}[a(Du) D^2 \rho] = \frac{w}{(q + 1)\rho} \left(-\frac{L}{K_0}\right) \left(\frac{\eta^2}{v^2} + n - 1\right) \geq -\frac{L}{(q + 1)K_0} (v'^{q+1} + (q + 1)\|\phi\|_{C^0(\Omega)}\|h\|_{C^1(\Omega)}v) \left(\frac{\eta^2}{v^2} + n - 1\right).$$

Therefore, there exists a constant $C > 0$ independent of $T \in (0, \infty)$, $\eta \in (0, 1]$, $\varepsilon_0 \in (0, 1)$ such that, at $(x_1, t_1)$,

$$\frac{w}{(q + 1)\rho} \text{tr}[a(Du) D^2 \rho] \geq -\frac{(n - 1)(C_0 + \varepsilon_0)}{K_0} v'^{q+1} - C(v + v'^q) \quad (2.34)$$

if $v = v(x_1, t_1) > 1$. Here, we have used the fact that $\eta \in (0, 1]$.

We bound the second term of (2.33). Since $ Dw = -\frac{w}{\rho} D\rho$ at $(x_1, t_1)$, we obtain

$$\frac{2}{(q + 1)\rho} \text{tr}[a(Du) Dw \otimes D\rho] + (q + 1)V_1 = \frac{(wv'^{-q} - 2)w}{q + 1} \text{tr} \left\{ a(Du) \frac{D\rho}{\rho} \otimes \frac{D\rho}{\rho} \right\}$$

at $(x_1, t_1)$. From

$$v'^{q+1} - (q + 1)\|\phi\|_{C^0(\Omega)}\|h\|_{C^1(\Omega)}v \leq w \leq v'^{q+1} + (q + 1)\|\phi\|_{C^0(\Omega)}\|h\|_{C^1(\Omega)}v,$$

we see that there exists a constant $R'_{\varepsilon_0} > 1$ that may depend on $\varepsilon_0 \in (0, 1)$ but not on $T \in (0, \infty)$, $\eta \in (0, 1]$ such that $|wv'^{-q} - 1| < \varepsilon_0$ for $v > R'_{\varepsilon_0}$. Using the fact that

$$0 \leq \text{tr} \left\{ a(Du) \frac{D\rho}{\rho} \otimes \frac{D\rho}{\rho} \right\} \leq \left| \frac{D\rho}{\rho} \right|^2 = \frac{L^2}{K_0^2} |x_1 - x_c|^2 \leq (C_0 + \varepsilon_0)^2,$$
and the fact that

\[ w \leq v^{q+1} + (q + 1)\|\phi\|_{C^0(\mathbb{R})} \|h\|_{C^1(\mathbb{R})} v \]

once again, we see that there exist a constant \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1) \), \( \varepsilon_0 \in (0, 1) \) and a constant \( R'_0 > 1 \) that may depend on \( \varepsilon_0 \in (0, 1) \) but not on \( T \in (0, \infty) \), \( \eta \in (0, 1) \) such that, at \( (x_1, t_1) \),

\[
\frac{2}{(q + 1)\rho} \text{tr}[a(Du)Du \otimes D\rho] + (q + 1)V_1 \geq -(q + 1)(C_0 + \varepsilon_0)^2(1 + \varepsilon_0)v^{q+1} - Cv.
\]

(2.35)

if \( v = v(x_1, t_1) > R'_0 \).

We give an estimate of the term \( J'_1 \) of (2.33). Following the same computation of \( J_1 \), we have (2.9) with \( \varepsilon_0 \) instead of \( \varepsilon \), and thus, we see that there exist a constant \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1) \), \( \varepsilon_0 \in (0, 1) \) and a constant \( R'_0 > 1 \) that may depend on \( \varepsilon_0 \in (0, 1) \) but not on \( T \in (0, \infty) \), \( \eta \in (0, 1) \) such that

\[
(1 - \varepsilon_0)v^{q-1}\text{tr}[(a(Du)D^2u)^2] - \frac{1}{2}v^q\text{tr}[(D\rho a(Du) \otimes Du)D^2u] \\
\geq \frac{1 - \varepsilon_0}{n - 1}c^2v^{q+1} + \varepsilon_0 V - Cv^q.
\]

(2.36)

if \( v > R'_0 \).

We claim that at \( (x_1, t_1) \), it holds that, for \( v > 1 \),

\[
|c Du \cdot (-v^{q-1}Du + \phi Dh)| \leq Cv + (C_0 + \varepsilon_0)|c|v^{q+1}
\]

(2.37)

for some constant \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1) \), \( \varepsilon_0 \in (0, 1) \). Since \( D\psi = 0 \) at \( (x_1, t_1) \),

\[
0 = \left( \frac{1}{(q + 1)\rho} D\psi \cdot Du \right. \\
= \left. v^q Du \cdot Du - (Du \cdot D\phi)(Du \cdot Dh) - \phi(D^2uDu) \cdot Dh - \phi(D^2hDu) \cdot Du \right. \\
+ \left. \frac{w}{(q + 1)\rho} D\rho \cdot Du. \right.
\]

This implies that at \( (x_1, t_1) \),

\[
c Du \cdot (-v^{q-1}Du + \phi Dh) \\
= -\frac{c}{v} \left( (Du \cdot D\phi)(Du \cdot Dh) + \phi(D^2hDu) \cdot Du \right. \\
- \left. \frac{w}{(q + 1)\rho} D\rho \cdot Du \right),
\]

and thus that at \( (x_1, t_1) \),

\[
|c Du \cdot (-v^{q-1}Du + \phi Dh)| \leq Cv + \frac{L|c|}{K_0(q + 1)}|x_1 - x_c|(v^{q+1} + (q + 1)\|\phi\|_{C^0(\mathbb{R})} \|h\|_{C^1(\mathbb{R})} v) \\
\leq Cv + (C_0 + \varepsilon_0)|c|v^{q+1}
\]

for some constant \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1) \), \( \varepsilon_0 \in (0, 1) \).

By (2.36), (2.37), we conclude that there exist a constant \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1) \), \( \varepsilon_0 \in (0, 1) \) and a constant \( R'_0 > 1 \) that may depend on \( \varepsilon_0 \in (0, 1) \) but not on \( T \in (0, \infty) \), \( \eta \in (0, 1) \) such that

\[
J'_1 \geq \left( \frac{1 - \varepsilon_0}{n - 1}c^2 - (C_0 + \varepsilon_0)|c| \right) v^{q+1} - C(v + v^q)
\]

(2.38)
if \( v > R'_\varepsilon_0 \).

Now, we bound the term \( J'_2 \) of (2.33). Taking the axes at \( x_1 \) so that (2.12) holds, and calculating \( u_{1i} = u_{11} \), \( i = 2, \ldots, n \), \( u_{11} \) using \( \rho Dw + wD\rho = 0 \) at \( (x_1, t_1) \), we obtain

\[
u_{1i} = E_i u_1 + F_i u_{ii} + G_i w, \quad i = 2, \ldots, n, \tag{2.39}
\]

where

\[
E_i := \frac{\phi_i h_1 + \phi h_{11}}{v^{q-1}u_1 - \phi h_1}, \quad F_i := \frac{\phi h_i}{v^{q-1}u_1 - \phi h_1}, \quad i = 2, \ldots, n
\]

and

\[
G_i := -\frac{\rho_i}{(q+1)\rho(v^{q-1}u_1 - \phi h_1)}, \quad i = 2, \ldots, n.
\]

For \( i = 1 \), we get

\[
u_{11} = E_1 u_1 + \sum_{\ell=2}^n F_{1\ell} u_{1\ell} + G_1 w, \tag{2.40}
\]

where

\[
E_1 := \frac{\phi h_1 + \phi h_{11}}{v^{q-1}u_1 - \phi h_1} + \frac{\phi}{v^{q-1}u_1 - \phi h_1} \sum_{\ell=2}^n h_\ell E_\ell,
\]

and

\[
G_1 := -\frac{\rho_1}{(q+1)\rho(v^{q-1}u_1 - \phi h_1)} + \frac{\phi}{v^{q-1}u_1 - \phi h_1} \sum_{\ell=2}^n h_\ell G_\ell.
\]

The definitions of \( E_i \)'s and \( F_i \)'s are the same as before, and we display them to recall. Note that the denominator \( v^{q-1}u_1 - \phi h_1 \) is nonzero for \( v > R' \) for some constant \( R' > 1 \) independent of \( T \in (0, \infty), \eta \in (0, 1], \varepsilon_0 \in (0, 1) \).

Write

\[
J'_2 = \varepsilon_0 v^{q-1}tr[(a(Du)D^2u)^2] + S'_1 + S'_2 - \frac{2wv^{q-1}}{\rho}tr[a(Du)D\rho \otimes ((Du \cdot Dh)D\phi + \phi D^2hDu)],
\]

where

\[
S'_1 := S_1 - \frac{2wv^{q-1}\phi}{\rho}tr[a(Du)D\rho \otimes (D^2uDh)]
\]

\[
= -2tr[a(Du)(D\phi \otimes (D^2uDh))] - 2\phi tr[a(Du)D^2uD^2h]
\]

\[
- \frac{2wv^{q-1}\phi}{\rho}tr[a(Du)D\rho \otimes (D^2uDh)],
\]

\[
S'_2 := S_2
\]

\[
= -\frac{1}{2}\varepsilon_0 v^q tr[(D_p a(Du) \otimes Dv)D^2 u] + \phi tr[(D_p a(Du) \otimes (D^2uDh))D^2 u],
\]

with \( S_1, S_2 \) defined as in Case 1 (\( \varepsilon \) replaced by \( \varepsilon_0 \)).
Computing $S'_1$ in a similar manner as before, we get

$$
S'_1 = -2 \left( \left( \frac{\eta^2}{v^2} H'_{11} E_1 + \sum_{\ell=2}^n \left( \frac{\eta^2}{v^2} H'_{1\ell} + H'_{11} \right) E_\ell \right) u_1 + \sum_{\ell=2}^n \left( \frac{\eta^2}{v^2} H'_{11} F_\ell^2 + \left( \frac{\eta^2}{v^2} H'_{1\ell} + H'_{11} \right) F_\ell + H'_{1\ell} \right) u_{\ell\ell} \right) - 2 \left( \frac{\eta^2}{v^2} H'_{11} G_1 + \sum_{\ell=2}^n G_\ell \left( \frac{\eta^2}{v^2} H'_{1\ell} + H'_{11} \right) \right) w,
$$

where $H'_{1\ell} := H_{1\ell} + \frac{uv-q-\phi}{\rho} \rho \epsilon h_i = \phi h_i + \phi \epsilon h_i + \frac{uv-q-\phi}{\rho} \rho \epsilon h_i$ for each $\ell, i = 1, \cdots, n$. Note that since $\eta \in (0, 1]$,

$$
\left| \frac{\eta^2}{v^2} H'_{11} E_1 + \sum_{\ell=2}^n \left( \frac{\eta^2}{v^2} H'_{1\ell} + H'_{11} \right) E_\ell \right| \leq C v^{-q},
$$

$$
\left| \frac{\eta^2}{v^2} H'_{11} F_\ell^2 + \left( \frac{\eta^2}{v^2} H'_{1\ell} + H'_{11} \right) F_\ell + H'_{1\ell} \right| \leq C,
$$

$$
\left| \frac{\eta^2}{v^2} H'_{11} G_1 + \sum_{\ell=2}^n G_\ell \left( \frac{\eta^2}{v^2} H'_{1\ell} + H'_{11} \right) \right| \leq C v^{-q}
$$

for $v > R'_{\varepsilon_0}$. Here, $R'_{\varepsilon_0} > 1$ is some constant that may depend on $\varepsilon_0 \in (0, 1)$ but not on $T \in (0, \infty)$, $\eta \in (0, 1]$, and $C > 0$ is another constant independent of $T \in (0, \infty)$, $\eta \in (0, 1)$, $\varepsilon_0 \in (0, 1)$. Using the fact that $|w| \leq v^{q+1} + (q + 1)\|\phi\|_{C^0(\Omega)} \|h\|_{C^1(\Omega)} v$, we see that there exist a constant $C > 0$ independent of $T \in (0, \infty)$, $\eta \in (0, 1)$, $\varepsilon_0 \in (0, 1)$ and a constant $R'_{\varepsilon_0} > 1$ that may depend on $\varepsilon_0 \in (0, 1)$ but not on $T \in (0, \infty)$, $\eta \in (0, 1)$ such that

$$
S'_1 \geq -C \left( v + \sum_{\ell=2}^n |u_{\ell\ell}| \right) \quad (2.41)
$$

for $v > R'_{\varepsilon_0}$.

Following the same computation of $S_2$, we have

$$
S'_2 \geq -\varepsilon_0^{-1} v^{-1-q} K^2_1 - \varepsilon_0^{-1} v^{1-q} \sum_{\ell=2}^n K^2_\ell,
$$

where $K_\ell := \phi v^{-1} (Du_\ell \cdot Dh)$ for each $\ell = 1, \cdots, n$. By expansion and (2.39), (2.40), we have

$$
K_1 = K_{11} u_1 + \sum_{\ell=2}^n K_{1\ell} u_{\ell\ell} + M_1 w,
$$

where

$$
K_{11} := \phi v^{-1} \sum_{\ell=1}^n h_\ell E_\ell, \quad K_{1\ell} := \phi v^{-1} (h_1 F^2_\ell + h_\ell F_\ell), \quad \text{for } \ell = 2, \cdots, n.
$$
and

\[ M_1 := \phi v^{-1} \sum_{\ell=1}^{n} h_{\ell} G_{\ell}. \]

For \( \ell = 2, \ldots, n \),

\[ K_{\ell} = K_{\ell 1} u_1 + K_{\ell \ell} u_{\ell \ell}, \]

where

\[ K_{\ell 1} := \phi v^{-1} h_1 E_{\ell}, \quad K_{\ell \ell} := \phi v^{-1} (h_1 F_{\ell} + h_{\ell}), \quad \text{for } \ell = 2, \ldots, n, \]

and

\[ M_\ell := \phi v^{-1} G_{\ell}, \quad \text{for } \ell = 2, \ldots, n. \]

Applying Cauchy–Schwarz inequality as before in \( S_2 \), we obtain

\[ S'_2 \geq -\varepsilon_0^{-1} S_{21} u_1^2 - \varepsilon_0^{-1} \sum_{\ell=2}^{n} S_{2 \ell \ell} u_{\ell \ell}^2 - \varepsilon_0^{-1} M u^2, \quad (2.42) \]

where

\[ S_{21} := n v^{-1-q} K_{11}^2 + 2 v^{-1-q} \sum_{\ell=2}^{n} K_{\ell 1}^2, \quad S_{2 \ell} := n v^{-1-q} K_{1 \ell}^2 + 2 v^{-1-q} K_{\ell \ell}^2, \quad \text{for } \ell = 2, \ldots, n, \]

and

\[ M := (n + 1) M_1^2 v^{-1-q} + 3 v^{-1-q} \sum_{\ell=2}^{n} M_\ell^2. \]

We note that there exist a constant \( C > 0 \) independent of \( T \in (0, \infty), \eta \in (0, 1), \varepsilon_0 \in (0, 1) \) and a constant \( R'_{\varepsilon_0} > 1 \) that may depend on \( \varepsilon_0 \in (0, 1) \) but not on \( T \in (0, \infty), \eta \in (0, 1) \) such that, at \( (x_1, t_1) \),

\[
- \frac{2 v^{-q-1}}{\rho} \text{tr}[a(Du)D\rho \otimes ((Du \cdot D\eta)D\phi + \phi D^2 h Du)] \\
\leq C \| a \| D\rho \| (\| D\phi \| D\eta \| Du \| + \| \phi \| D^2 h \| Du \|) \\
\leq C v. \quad (2.43)
\]

Here, we have used the fact that \( |w v^{-q-1} - 1| < \varepsilon_0 \) for \( v > R'_{\varepsilon_0} \) (making \( R'_{\varepsilon_0} > 1 \) larger if necessary), that \( \rho \geq 1 \) at \( x_1 \in B \) and that \( \| a \| = \left( \frac{v^4}{2\pi} + n - 1 \right)^{1/2} \leq \frac{n^2}{v^2} + n - 1 \leq C \) for \( v > 1, \eta \in (0, 1) \). Also, the constants \( C > 0, R'_{\varepsilon_0} > 1 \) can be taken in a way that they may depend on \( \| \rho \|_{C^1(\overline{\Omega})}, \| \phi \|_{C^1(\overline{\Omega})}, \| h \|_{C^2(\overline{\Omega})} \), but not on a specific position \( x_1 \in \overline{\Omega} \).

By (2.41), (2.42), (2.43), we see that there exist a constant \( C > 0 \) independent of \( T \in (0, \infty), \eta \in (0, 1), \varepsilon_0 \in (0, 1) \) and a constant \( R'_{\varepsilon_0} > 1 \) that may depend on \( \varepsilon_0 \in (0, 1) \) but not on \( T \in (0, \infty), \eta \in (0, 1) \) such that

\[ J'_2 \geq \varepsilon_0 v^{-q-1} \sum_{\ell=2}^{n} u_{\ell \ell}^2 - C \left( v + \sum_{\ell=2}^{n} |u_{\ell \ell}| \right) - \varepsilon_0^{-1} S_{21} u_1^2 - \varepsilon_0^{-1} \sum_{\ell=2}^{n} S_{2 \ell \ell} u_{\ell \ell}^2 \]
for \( v > R'_{\epsilon_0} \). As before, there exists a constant \( C > 0 \) that depends only on \( \| \phi \|_{C^1(\overline{\Omega})} \), \( \| h \|_{C^2(\overline{\Omega})} \) such that, for \( v > R'_{\epsilon_0} \)

\[
|S_{21}| + \sum_{\ell=2}^{n} |S_{2\ell}| + |M| \leq C v^{-1-3q}.
\]

Using the fact that \( |w| \leq v^{q+1} + (q+1)\| \phi \|_{C^0(\overline{\Omega})} \| h \|_{C^1(\overline{\Omega})} v \), we see that there exist a constant \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1) \), \( \epsilon_0 \in (0, 1) \) and a constant \( R'_{\epsilon_0} > 1 \) that may depend on \( \epsilon_0 \in (0, 1) \) but not on \( T \in (0, \infty) \), \( \eta \in (0, 1) \) such that

\[
J'_2 \geq -Cv - C\epsilon_0^{-1}v^{1-q} + \sum_{\ell=2}^{n} \left( v^{q-1} \left( \epsilon_0 - C\epsilon_0^{-1}v^{-4q} \right) u_{\ell\ell}^2 - C|u_{\ell\ell}| \right)
\]

for \( v > R'_{\epsilon_0} \).

As before, by choosing \( R'_{\epsilon_0} > 1 \) that may depend on \( \epsilon_0 \in (0, 1) \) but not on \( T \in (0, \infty) \), \( \eta \in (0, 1) \) such that \( C\epsilon_0^{-1}v^{-4q} < \frac{\epsilon_0}{2} \) if \( v > R'_{\epsilon_0} \). Then, for \( v > R'_{\epsilon_0} \)

\[
J'_2 \geq -Cv - C\epsilon_0^{-1}v^{1-q} + \sum_{\ell=2}^{n} \left( \frac{\epsilon_0}{2} v^{q-1} \left( |u_{\ell\ell}| - \frac{C}{\epsilon_0 v^{q-1}} \right)^2 \right) - \frac{C^2}{2\epsilon_0 v^{q-1}}
\]

All in all, for each \( \epsilon_0 \in (0, 1) \), there exist a constant \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1) \), \( \epsilon_0 \in (0, 1) \) and a constant \( R'_{\epsilon_0} > 1 \) that may depend on \( \epsilon_0 \in (0, 1) \) but not on \( T \in (0, \infty) \), \( \eta \in (0, 1) \) such that

\[
J'_2 \geq -Cv - C\epsilon_0^{-1}v^{1-q}.
\]

(2.44)

for \( v > R'_{\epsilon_0} \).

Step 8. We finish Case 2.

All in all, by (2.33), (2.34), (2.35), (2.38), (2.44), we see that there exist a constant \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1) \), \( \epsilon_0 \in (0, 1) \) and a constant \( R'_{\epsilon_0} > 1 \) that may depend on \( \epsilon_0 \in (0, 1) \) but not on \( T \in (0, \infty) \), \( \eta \in (0, 1) \) such that, at \((x_1, t_1)\),

\[
0 \geq \left( \frac{1 - \epsilon_0}{n-1} \right) \epsilon_0^c - |Dc| - (C_0 + \epsilon_0)|c| - \left( \frac{n-1}{K_0} (C_0 + \epsilon_0) \right) |c| - (q + 1)(C_0 + \epsilon_0)^2 + C(v + v^q) - C\epsilon_0^{-1}v^{1-q}.
\]

if \( v > R'_{\epsilon_0} \). From the condition (1.9) and the assumption (1.3), we see that there exists \( \epsilon_0 \in (0, 1) \) such that the coefficient of \( v^{q+1} \) satisfies

\[
\frac{1 - \epsilon_0}{n-1} \epsilon_0^c - |Dc| - (C_0 + \epsilon_0)|c| - \left( \frac{n-1}{K_0} (C_0 + \epsilon_0) \right) |c| - (q + 1)(C_0 + \epsilon_0)^2 + C(v + v^q) \geq \frac{\delta}{2}.
\]

Fix such \( \epsilon_0 \in (0, 1) \). Then, \( R'_{\epsilon_0} \), \( \epsilon_0^{-1} \) are fixed as well. Therefore, with this fixed \( \epsilon_0 \in (0, 1) \), there exist constants \( R' > 1 \), \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1) \) such that at \((x_1, t_1)\),

\[
0 \geq \frac{\delta}{2} v^{q+1} - C(v + v^q)
\]

if \( v > R' \). There is, on the other hand, also a constant \( R'_0 > R' \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1) \) such that

\[
0 < \frac{\delta}{2} v^{q+1} - C(v + v^q)
\]
if \( v > R'_0 \). Therefore, it must hold that \( v = v(x_1, t_1) \leq R'_0 \), which completes Case 2. □

Next, in order to prove Theorem 1.1, we prove \textit{a priori} local gradient estimates, namely the following proposition 2.5.

**Proposition 2.5** Let \( T \in (0, \infty) \), \( \eta \in (0, 1) \). Suppose that a solution \( u^0 \) of (1.7) exists and it is of class \( C^{2,\sigma} (\overline{\Omega} \times [0, T]) \cap C^{3,\sigma} (\Omega \times (0, T]) \) for some \( \sigma \in (0, 1) \). Then \( u^0 \) satisfies that

\[
\|Du^0\|_{L^\infty(\Omega \times [0, T])} \leq R_T,
\]

where \( R_T > 1 \) is a constant depending only on \( T, \Omega, c, f, \phi, q, u_0 \).

Note that no assumption on the forcing term \( c \) is made, except for being \( C^{1,\alpha} \). In the following proof of Proposition 2.5, we introduce a time-dependent multiplier.

**Proof of Proposition 2.5** Now we only assume (1.3) and (1.4). Let \( T \in (0, \infty) \), \( \eta \in (0, 1) \). Let \( u = u^0 \in C^{2,\sigma}(\overline{\Omega} \times [0, T]) \cap C^{3,\sigma}(\Omega \times (0, T]) \) be a solution to (1.7) for some \( \sigma \in (0, 1) \). Let \( w := v^{q+1} - (q + 1)\phi Du \cdot Dh \) on \( \overline{\Omega} \times [0, T] \). Let \( R_T > 1 \) denote a constant that may depend on \( T \in (0, \infty) \) but not on \( \eta \in (0, 1) \). As before, \( R_T > 1 \) may vary line by line.

The goal is to prove that \( w(x, t) \leq R_T \) for all \( (x, t) \in \overline{\Omega} \times [0, T] \). Once we achieve this goal, we complete the proof of Proposition 2.5 by using the fact that \( v^{q+1} - Cv \leq w \) for some constant \( C > 0 \) depending only on \( \|h\|_{C^1(\overline{\Omega})}, \|\phi\|_{C^0(\overline{\Omega})} \) (and \( q > 0 \)).

Let \( M > 1 \) be a constant to be determined. Let \( (x_0, t_0) \in \text{argmax}_{\overline{\Omega} \times [0, T]} e^{-Mt}w(x, t) \). We claim that in both cases of \( t_0 = 0 \) and \( t_0 > 0 \), \( v(x_0, t_0) \) is bounded by a constant \( R_T \) that may depend on \( T \in (0, \infty) \) but not on \( \eta \in (0, 1) \). In the case of \( t_0 = 0 \), we readily get a local gradient estimate. Indeed,

\[
e^{-Mt}w(x, t) \leq w(x_0, 0) \leq R \quad \text{for all } (x, t) \in \overline{\Omega} \times [0, T]
\]

for some constant \( R > 1 \) depending only on \( \|u_0\|_{C^1(\overline{\Omega})}, \|h\|_{C^1(\overline{\Omega})}, \|\phi\|_{C^0(\overline{\Omega})} \), which proves our goal. Here, we have used the fact that \( \eta \in (0, 1) \).

It remains the case of \( t_0 > 0 \). Let \( \rho(x, t) = e^{-Mt}\rho^0(x) \), where \( \rho^0(x) \) will be chosen again according to the following cases; again divide into \( x_0 \in \Omega \) and \( x_0 \in \partial\Omega \).

**Case 1**: \( x_0 \in \Omega \).

Take \( \rho^0 \equiv 1 \). Since \( x_0 \in \Omega \), \( t_0 > 0 \), and \( D\rho = 0 \), \( D^2\rho = 0 \), we have that

\[
0 \geq \frac{1}{(q + 1)\rho} (\text{tr}[a(Du)D^2\psi] - \psi_t) \\
\geq \frac{1}{q + 1} (\text{tr}[a(Du)D^2w] - w_t) - \frac{\rho w}{(q + 1)\rho}
\]

at \((x_0, t_0)\), where \( \psi := \rho w \) as before.

Following the same argument in Step 1 of the proof of Proposition 2.2, we see that there exist constants \( R > 1 \), \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1) \) such that (2.8) holds true at \((x_0, t_0)\) for \( v > R \). Moreover, since \( x_0 \in \text{argmax}_{\overline{\Omega}} w(\cdot, t_0) \cap \Omega \) so that \( Dw = 0 \) at \((x_0, t_0)\), (2.10) (for some constant \( C > 0 \) independent of \( T \in (0, \infty), \eta \in (0, 1) \)), (2.14), (2.15), (2.16), (2.17) are valid at \((x_0, t_0)\). Therefore, we can follow the estimates in Step 3, Step 4 of the proof of Proposition 2.2 to conclude that for a given \( \varepsilon \in (0, 1) \), there exists a constant \( R_\varepsilon > 1 \) that may depend on \( \varepsilon \in (0, 1) \) but not on \( T \in (0, \infty), \eta \in (0, 1) \) and a constant \( C > 0 \) independent of \( T \in (0, \infty), \eta \in (0, 1), \varepsilon \in (0, 1) \) such that (2.11), (2.23) are valid at \((x_0, t_0)\) for \( v > R_\varepsilon \). We take \( \varepsilon = \frac{1}{2} \), and we note that \( -\frac{\rho w}{(q + 1)\rho} = \frac{Mw}{q + 1} \). Together
with the fact that \( w \geq v^{q+1} - (q + 1)\|\phi\|_{C^0(\Omega)}\|h\|_{C^1(\Omega)}v \), we see that there exists a constant \( R > 1 \), \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \) such that

\[
0 \geq \left( \frac{c^2}{2(n - 1)} - |Dc| + \frac{M}{q + 1} \right) v^{q+1} - C(v + v^q)
\]

at \((x_0, t_0)\) for \( v > R \). From the assumption (1.3), we can choose a constant \( M > 1 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \) such that

\[
\frac{c(x, z)^2}{2(n - 1)} - |Dc(x, z)| + \frac{M}{q + 1} > 1
\]

for all \((x, z) \in \Omega \times \mathbb{R}\). Since there exists a constant \( R_0 > R \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \) such that

\[
0 < v^{q+1} - C(v + v^q)
\]

for \( v > R_0 \), it must hold true that \( v(x_0, t_0) \leq R_0 \) with the above choice of \( M > 1 \). Using once again the fact that \( w \leq v^{q+1} + (q + 1)\|\phi\|_{C^0(\Omega)}\|h\|_{C^1(\Omega)}v \), we get

\[
e^{-Mt}w(x, t) \leq e^{-M_0}w(x_0, t_0) \leq R, \quad \text{for all } (x, t) \in \Omega \times [0, T]
\]

for some constant \( R > 1 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \), which proves our goal in Case 1.

**Case 2:** \( x_0 \in \partial \Omega \).

Since \( x_0 \in \arg\max_{\Omega} w(\cdot, t_0) \), we have both \( \frac{\partial w}{\partial n}(x_0, t_0) > 0 \) and \( x_0 \in \arg\max_{\partial \Omega} w(\cdot, t_0) \).

From the latter, we see that for a given \( \varepsilon_0 \in (0, 1) \), there exists a constant \( R_{\varepsilon_0} > 1 \) that may depend on \( \varepsilon_0 \in (0, 1) \) but not on \( T \in (0, \infty) \), \( \eta \in (0, 1] \) (also not on \( x_0 \in \partial \Omega \)) such that \( w > 0 \) and (2.28) holds at \((x_0, t_0)\) for \( v > R_{\varepsilon_0} \), where

\[
L := (q + 1)(C_0 + \varepsilon_0).
\]

As in Step 5 of the proof of Theorem 1.2, if \( C_0 < 0 \), we see that, by taking \( \varepsilon_0 = \frac{1}{2} \min\{\frac{1}{2}, -\frac{1}{2}C_0\} \), there exists a constant \( R > 1 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \) such that \( w(x_0, t_0) \leq R \). Here, we have used the fact that \( \frac{\partial w}{\partial n}(x_0, t_0) > 0 \), as in Step 5 of the proof of Theorem 1.2. Using the fact that \( w \leq v^{q+1} + Cv \) for some constant \( C > 0 \) depending only on \( h\|_{C^1(\Omega)}, \|\phi\|_{C^0(\Omega)} \), we consequently see that

\[
e^{-Mt}w(x, t) \leq e^{-M_0}w(x_0, t_0) \leq R, \quad \text{for all } (x, t) \in \Omega \times [0, T],
\]

and thus,

\[
w(x, t) \leq Re^{MT} \quad \text{for all } (x, t) \in \Omega \times [0, T].
\]

We achieved our goal accordingly when \( C_0 < 0 \). Now we assume the other case when \( C_0 \geq 0 \).

Let \( B = B(x_c, K_0) \) be the open ball with the center \( x_c := x_0 - K_0\hat{n}(x_0) \) so that \( B \subseteq \Omega \) and \( B \cap (\mathbb{R}^n \setminus \Omega) = \{x_0\} \). For \( x \in \partial B \), we let

\[
\rho^0(x) = -\frac{L}{2K_0}|x - x_c|^2 + \frac{LK_0}{2} + 1.
\]

We then extend the function \( \rho^0 \) on \( \partial B \) to a function (keeping the same notation \( \rho^0 \)) on \( \mathbb{R}^n \) satisfying the requirement that \( \rho^0(x) \geq \frac{1}{2} \) for all \( x \in \mathbb{R}^n \), and that \( \rho^0(x) \) is \( C^\infty \) on \( \mathbb{R}^n \), a nondecreasing function in \(|x - x_c|\). Then, \( \rho^0(x_0) = 1, \frac{\partial \rho^0}{\partial n}(x_0) = -L \). Hence, for \( \varepsilon_0 \in (0, 1) \), there exists a constant \( R_{\varepsilon_0} > 1 \) that may depend on \( \varepsilon_0 \in (0, 1) \) but not on
$T \in (0, \infty)$, $\eta \in (0, 1]$ such that $w > 0$ and (2.28) at $(x_0, t_0)$ are valid if $v > R_{t_0}$, and thus that $\frac{\partial(p^0 w)}{\partial n}(x_0, t_0) < 0$ at $(x_0, t_0)$ if $v > R_{t_0}$.

Since $\rho^0(z) = \rho^0(x_0) = 1$ for all $z \in \partial B$, and by the choice of $(x_0, t_0)$, we have
\[
e^{-Mt} \rho^0(x) w(x, t) \leq \frac{v}{w} \leq e^{-Mt} \rho^0(x) w(x, t_0), \quad \text{for all } (z, t) \in \partial B \times [0, T].
\]

Since $\frac{\partial(p^0 w)}{\partial n}(x_0, t_0) < 0$, we also have
\[
e^{-Mt} \rho^0(x_0) w(x, t_0) < e^{-Mt} \rho^0(x) w(x, t_0)
\]
for some $x \in B$. Combining these two points, we conclude that a maximizer $(x_1, t_1)$ of $e^{-Mt} \rho^0(x) w(x, t)$ on $\overline{B} \times [0, T]$ occurs only inside $B$, i.e., $x_1$ must be inside $B$.

Let $(x_1, t_1) \in \arg\max_{\overline{B} \times [0, T]} e^{-Mt} \rho^0(x) w(x, t)$ with $x_1 \in B$. If $t_1 = 0$, then
\[
\max_{\overline{B} \times [0, T]} e^{-Mt} \rho^0(x) w(x, t) = \rho^0(x_1) w(x_1, 0) \leq R
\]
for some constant $R > 0$ depending only on $\|u_0\|_{C^1(\overline{\Omega})}$, $\|h\|_{C^1(\overline{\Omega})}$, $\|\phi\|_{C^0(\overline{\Omega})}$, $\Omega$. Here, we have used the fact that $\eta \in (0, 1]$, $\varepsilon_0 \in (0, 1)$, $R > 0$. It consequently yields that for all $(x, t) \in \overline{\Omega} \times [0, T]$,
\[
e^{-Mt} \rho^0(x) w(x, t) = \rho^0(x) (e^{-Mt} w(x, t)) \leq R \max_{\overline{B} \times [0, T]} e^{-Mt} \rho^0(x) w(x, t) \leq R
\]
since $(x_0, t_0) \in \overline{B} \times [0, T]$ and $\rho^0(x_0) \leq R$ for all $x \in \overline{\Omega}$. Here, constants $R > 1$ change side by side. Then, for all $(x, t) \in \overline{\Omega} \times [0, T]$,
\[
w(x, t) \leq \frac{R}{\rho^0(x)} e^{MT} \leq R e^{MT}
\]
since $\rho^0(x) \geq \frac{1}{2}$ for all $x \in \mathbb{R}^n$, which proves our goal. Now it remains the case when $t_1 > 0$.

We fix $(x_1, t_1) \in \arg\max_{\overline{B} \times [0, T]} e^{-Mt} \rho^0(x) w(x, t)$ with $x_1 \in B$, $t_1 > 0$. Applying the maximum principle to $\psi = \rho w$ at $(x_1, t_1)$, we obtain
\[
0 \geq \frac{1}{(q + 1)\rho} \left( \text{tr}[a(Du)D^2 \psi] - \psi_t \right)
\]
\[
= \frac{w}{(q + 1)\rho} \text{tr}[a(Du)D^2 \rho] + \frac{2}{(q + 1)\rho} \text{tr}[a(Du)Dw \otimes D\rho]
\]
\[
+ \frac{1}{q + 1} \left( \text{tr}[a(Du)D^2 w] - w_t \right) - \frac{\rho w}{(q + 1)\rho}
\]
at $(x_1, t_1)$. Following the same computations up to (2.33) in Step 6 of the proof of Proposition 2.2, we see that there exist a constant $C > 0$ independent of $T \in (0, \infty)$, $\eta \in (0, 1]$, $\varepsilon_0 \in (0, 1)$ and a constant $R_{t_0} > 1$ that may depend on $\varepsilon_0 \in (0, 1)$ but not on $T \in (0, \infty)$, $\eta \in (0, 1)$ such that, at $(x_1, t_1)$,
\[
0 \geq \frac{w}{(q + 1)\rho} \text{tr}[a(Du)D^2 \rho] + \left( \frac{2}{(q + 1)\rho} - \frac{\rho w}{(q + 1)\rho} \right)
\]
\[
+ J_1' + J_2' - |Dc|v^{q+1} + \frac{M}{q + 1}v^{q+1} - C(v + v^q)
\]
if \( v = v(x_1, t_1) > R_{\varepsilon_0} \), with the same definitions of \( J'_1, J'_2 \) as in Step 6 of the proof of Proposition 2.2. Here, we have used the fact that \(-\rho \frac{w}{\rho} = \frac{Mw}{q+1}\) and that \( w \geq v^{q+1} - (q + 1)\|\phi\|_{C^0(\Omega)}\|h\|_{C^1(\Omega)}v \). Note that \( \frac{Dw_1}{\rho} = \frac{D\rho_0}{\rho}D^2w_0 + \frac{D^2w_0}{\rho^2} \), and that \( x_1 = \text{argmax}_{\widehat{\Omega}} \rho^0(w(\cdot, t_1)) \cap \Omega \). Therefore, we have \( wD\rho_0 + \rho_0 Dw = 0 \) at \((x_1, t_1)\). Consequently, there exist a constant \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1) \), \( \varepsilon_0 \in (0, 1) \) and a constant \( R_{\varepsilon_0} > 1 \) that may depend on \( \varepsilon_0 \in (0, 1) \) but not on \( T \in (0, \infty) \), \( \eta \in (0, 1) \) such that \( (2.34), (2.35), (2.37), (2.39), (2.40) \) hold true at \((x_1, t_1)\) if \( v > R_{\varepsilon_0} \) and thus that \( (2.38), (2.44) \) hold true at \((x_1, t_1)\) if \( v > R_{\varepsilon_0} \).

Hence, there exist a constant \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1) \), \( \varepsilon_0 \in (0, 1) \) and a constant \( R_{\varepsilon_0} > 1 \) that may depend on \( \varepsilon_0 \in (0, 1) \) but not on \( T \in (0, \infty) \), \( \eta \in (0, 1) \) such that, at \((x_1, t_1)\),

\[
0 \geq \left( \frac{1 - \varepsilon_0}{n - 1} c^2 - |Dc| - (C_0 + \varepsilon_0)c \right) - \frac{(n - 1)(C_0 + \varepsilon_0)}{K_0}(q + 1)v^{q+1} - C(v + v^q) - C_0^{-1}v^{1-q}.
\]

if \( v > R_{\varepsilon_0} \). Now, take \( \varepsilon_0 = \frac{1}{2} \), and take \( M > 1 \) large enough, possible due to the assumption (1.3), that

\[
\frac{M}{q + 1} - |Dc| - \left( C_0 + \frac{1}{2} \right)c \leq \frac{(n - 1)(C_0 + \frac{1}{2})}{K_0} - \frac{3}{2} (q + 1) \left( C_0 + \frac{1}{2} \right)^2 > 1,
\]

where \( c = c(x, z) \), for all \((x, z) \in \overline{\Omega} \times \mathbb{R} \). Since there exists a constant \( R_0 > R \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1) \) such that

\[
0 < v^{q+1} - C(v + v^q)
\]

for \( v > R_0 \), it must hold true that \( v(x_1, t_1) \leq R \). Consequently, for all \((x, t) \in \overline{\Omega} \times [0, T] \),

\[
e^{-Mt}w(x, t) \leq e^{-M_{t_0}}w(x_0, t_0) = e^{-M_{t_0}}\rho_0(x_0)w(x_0, t_0)\frac{1}{\rho_0(x_0)} \\
\leq e^{-M_{t_1}}\rho_0(x_1)w(x_1, t_1)\frac{1}{\rho_0(x_1)} \leq R.
\]

Here, we have used the fact that \( w \leq v^{q+1} + (q + 1)\|\phi\|_{C^0(\Omega)}\|h\|_{C^1(\Omega)}v \) so that \( w(x_1, t_1) \leq R \). Therefore,

\[
w(x, t) \leq R e^{MT}
\]

for all \((x, t) \in \overline{\Omega} \times [0, T] \), which proves our goal in Case 2. This completes the proof.

Finally, when \( \Omega \) is strictly convex, we can recover gradient estimates in [39]. The following proof uses a strictly convex \( C^2 \) defining function of \( \Omega \) when we choose a multiplier.

**Proof of Corollary 1.3** In order to prove Corollary 1.3, it suffices to verify following, which is a similar statement to Proposition 2.2; let \( \Omega \) be a \( C^3 \) strictly convex domain. Let \( T \in (0, \infty) \), \( \eta \in (0, 1) \), and let \( u = u^q \in C^{2,\sigma}(\overline{\Omega} \times [0, T]) \cap C^{3,\sigma}(\Omega \times (0, T)) \) be a solution to (1.7) for some \( \sigma \in (0, 1) \), now with \( c \equiv 0 \). Then, it holds that

\[
\|Du^q\|_{L^\infty(\overline{\Omega} \times [0, T])} \leq R,
\]

where \( R > 1 \) is a constant independent of \( T \in (0, \infty) \) and of \( \eta \in (0, 1) \).
Let $g$ be a $C^2$ defining function of $\Omega$ such that $g < 0$ in $\Omega$, $g = 0$ on $\partial \Omega$, $D^2 g \geq k_0 I_n$ on $\Omega$ for some $k_0 > 0$, $\sup_\Omega |D g| \leq 1$, $\partial g/\partial n = 1$ on $\partial \Omega$. Let $\rho = \gamma g + 1$, where $\gamma \in \left(0, \frac{1}{2} \min\{1, \|g\|_{C^0(\Omega)}^{-1}\}\right)$ so that $\frac{1}{2} \leq \rho \leq 1$ on $\Omega$.

Let $(x_0, t_0) \in \text{argmax}_{\Omega \times [0, T]} \rho w$, where $w$ is defined as in the proof of Proposition 2.2. Again, our goal is to show $v(x_0, t_0) \leq R$, where $R > 1$ is a constant independent of $T \in (0, \infty)$, $\eta \in (0, 1]$. Once it is shown, then we have a global gradient estimate, as

$$v(x, t) = \frac{1}{\rho(x)} \rho(x) v(x, t) \leq 2 \rho(x_0) v(x_0, t_0) \leq R \quad \text{for all } (x, t) \in \overline{\Omega} \times [0, T],$$

together with the fact that $\rho \geq \frac{1}{2}$ on $\overline{\Omega}$. In the case of $t_0 = 0$, we readily have that there exists a constant $R > 1$ depending only on $\|u_0\|_{C^1(\Omega)}$, $\|h\|_{C^1(\Omega)}$, $\|\phi\|_{C^0(\overline{\Omega})}$ such that $w(x_0, t_0) = w(x_0, 0) \leq R$. Using the fact that $v^q+1 - (q + 1)\|\phi\|_{C^0(\overline{\Omega})}\|h\|_{C^1(\overline{\Omega})} v \leq w$, we see that there exists a constant $R > 1$ independent of $T \in (0, \infty)$, $\eta \in (0, 1]$ such that $v(x_0, t_0) \leq R$, which proves our goal.

We assume the remaining case when $t_0 > 0$. We again divide the proof into two cases, but we consider the case $x_0 \in \partial \Omega$ first, and the case $x_0 \in \Omega$ next.

**Case 1. $x_0 \in \partial \Omega$.**

In this case, it holds that $x_0 \in \text{argmax}_{\partial \Omega} w(\cdot, t_0)$ since $\rho \equiv 1$ on $\partial \Omega$. Therefore, by the argument of Step 5 of the proof of Proposition 2.2, we see that for a given $\epsilon_0 \in (0, 1)$, there exists a constant $R_{\epsilon_0} > 1$ that may depend on $\epsilon_0 \in (0, 1)$ but not on $T \in (0, \infty)$, $\eta \in (0, 1]$ such that $w > 0$ and (2.28) hold true at $(x_0, t_0)$ if $v > R_{\epsilon_0}$. Since $\Omega$ is strictly convex, we have $C_0 < 0$. Take $\epsilon_0 = \frac{1}{2} \min\{1, -C_0\} \in (0, 1)$, and choose a constant $R = R_{\epsilon_0} > 1$ accordingly. If $v(x_0, t_0) \leq R$, we achieve our goal, and now we assume that $v(x_0, t_0) > R$ so that $w > 0$ and (2.28) are valid at $(x_0, t_0)$. By replacing $R > 1$ by a larger one if necessary, we also have that $w(x_0, t_0) > 0$ if $v(x_0, t_0) > R$ (from the fact that $w \geq v^q+1 - (q + 1)\|\phi\|_{C^0(\overline{\Omega})}\|h\|_{C^1(\overline{\Omega})} v > 0$).

Note that $L = (q + 1)(C_0 + \epsilon_0) \leq \frac{1}{2} (q + 1) C_0 < 0$. Since $x_0 \in \text{argmax}_{\partial \Omega} \rho(\cdot, t_0) w(\cdot, t_0)$, we have $\partial (\rho w)/\partial n(x_0, t_0) \geq 0$. However, if we choose $\gamma \in \left(0, \frac{1}{2} \min\{1, \|g\|_{C^0(\overline{\Omega})}^{-1}, -L\}\right)$ so that $\gamma < -L$, then, by (2.28),

$$\frac{\partial (\rho w)}{\partial n} = \rho \frac{\partial w}{\partial n} + w \frac{\partial \rho}{\partial n} \leq L w + \gamma w < 0,$$

at $(x_0, t_0)$, which contradicts $\frac{\partial (\rho w)}{\partial n}(x_0, t_0) \geq 0$. Therefore, it must hold true that $v(x_0, t_0) \leq R$, which proves our goal.

**Case 2. $x_0 \in \Omega$.**

In this case, a maximizer $(x_0, t_0)$ of $\phi := \rho w$ happens in $B \times (0, T]$, and thus we can apply the maximum principle, which results in (2.29), (2.30) at $(x_0, t_0)$. Following the same computations as in Step 6 of the proof of Proposition 2.2, we have (2.32) at $(x_0, t_0)$. Fix $\epsilon_0 = \frac{1}{2}$. Then, there exist constants $R > 1$, $C > 0$ independent of $T \in (0, \infty)$, $\eta \in (0, 1]$ such that (2.31), (2.33) are true at $(x_0, t_0)$ if $v > R$ with the same definitions of $J'_1$, $J'_2$ and $\epsilon_0 = \frac{1}{2}$, $c \equiv 0$. Now that we have chosen a multiplier different from the one in the proof of Proposition 2.2, we estimate the first term and the second term of (2.33), which will replace (2.34) and (2.35), respectively.
We start with the first term of (2.33). Since \( \rho = \gamma g + 1 \) and \( D^2 \rho \geq \gamma k_0 I_n \), there exists a constant \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \) such that

\[
\frac{w}{(q + 1) \rho} \text{tr}[a(Du)D^2 \rho] \\
\geq \frac{1}{(q + 1) \rho} \gamma k_0 \left( \frac{\eta^2}{v^2} + n - 1 \right) (v^{q+1} - (q + 1) \| \phi \|_{C^0(\Omega)} \| h \|_{C^1(\Omega)} v) \\
\geq \frac{(n - 1) \gamma k_0}{q + 1} v^{q+1} - C(v + v^q)
\]  

(2.45)

at \((x_0, t_0)\) for \( v > 1 \). Here, we have used the fact that \( \eta \in (0, 1] \) and that \( \frac{1}{2} \leq \rho \leq 1 \) on \( \Omega \).

We estimate the second term of (2.33). Since \( D\rho = \gamma Dg \) and \( |Dg| \leq 1 \), \( \rho \geq \frac{1}{2} \) on \( \Omega \), we have

\[
0 \leq \text{tr} \left\{ a(Du) \frac{D\rho}{\rho} \otimes \frac{D\rho}{\rho} \right\} \leq \left| \frac{D\rho}{\rho} \right| \leq 4\gamma^2.
\]

Choose a constant \( R > 1 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \) such that \( |wv^{-q-1} - 1| < \frac{1}{2} \) for \( v > R \). Then, we see that there exist a constant \( R > 1 \), \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \) such that

\[
\frac{2}{(q + 1) \rho} \text{tr}[a(Du) Dw \otimes D\rho] + (q + 1)V_1 \\
= \frac{(wv^{-q} - 2w)}{q + 1} \text{tr} \left\{ a(Du) \frac{D\rho}{\rho} \otimes \frac{D\rho}{\rho} \right\} \\
\geq - \frac{6\gamma^2}{q + 1} v^{q+1} - Cv
\]

(2.46)

at \((x_0, t_0)\) for \( v > R \).

Following the computations of Step 7 of the proof of Proposition 2.2, we see that there exist constants \( R > 1 \), \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \) such that (2.36), (2.38) hold at \((x_0, t_0)\) for \( v > R \) with \( \varepsilon_0 = \frac{1}{2} \), \( c = 0 \). Note that the left hand side of (2.37) is zero, as \( c = 0 \). As \( \rho Dw + w D\rho = 0 \) at \((x_0, t_0)\), (2.39), (2.40) are valid at \((x_0, t_0)\), and therefore, there exists constants \( R > 1 \), \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \) such that (2.44) holds at \((x_0, t_0)\) if \( v > R \) with \( \varepsilon_0 = \frac{1}{2} \).

All in all, by (2.33), (2.38), (2.44), (2.45), (2.46), there exist constants \( R > 1 \), \( C > 0 \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \) such that

\[
0 \geq \frac{\gamma}{q + 1} ((n - 1)k_0 - 6\gamma) v^{q+1} - C(v + v^q)
\]

at \((x_0, t_0)\) for \( v > R \). Choose \( \gamma = \frac{1}{2} \min \left\{ 1, \| g \|_{C^0(\Omega)}^{-1}, \frac{(n - 1)k_0}{6} \right\} \in (0, 1) \) so that \( \frac{\gamma}{q + 1} ((n - 1)k_0 - 6\gamma) \geq \frac{3(n - 1)k_0}{16(q + 1)} > 0 \). Since there exists a constant \( R_0 > R \) independent of \( T \in (0, \infty) \), \( \eta \in (0, 1] \) such that

\[
0 \leq \frac{3(n - 1)k_0}{16(q + 1)} v^{q+1} - C(v + v^q)
\]

for \( v > R_0 \), it must hold that \( v = v(x_0, t_0) \leq R_0 \), which proves our goal in Case 2. This completes the proof. \( \square \)
3 The additive eigenvalue problem

In this section, we prove Theorem 1.4, Theorem 1.5 and Theorem 1.6. We leave the main reference [39], and we will highlight details that are different from [39]. We also refer to [37, Section 7] that go through the limit $k \to 0$ first and $\eta \to 0$ next.

We consider

\[
\begin{cases}
-\sum_{i,j=1}^{n} \left( \delta_{ij} - \frac{u_{i}u_{j}}{\eta^{2} + |Du|^{2}} \right) u_{ij} - c(x)\sqrt{\eta^{2} + |Du|^{2}} + f(x) = -ku & \text{in } \Omega, \\
\frac{\partial u}{\partial n} = \phi(x)u^{1-q} & \text{on } \partial\Omega,
\end{cases}
\]

(3.1)

where $k \in (0, 1)$, $\eta \in (0, 1]$ and $v = \sqrt{\eta^{2} + |Du|^{2}}$. Note that the choices $\eta = 1$, $q > 0$ and $\eta = 0$, $q = 1$ correspond to (1.5) and (1.6), respectively. The case $\eta = 0$, $q = 1$ will be studied by obtaining estimates uniform in $\eta \in (0, 1]$ when $q = 1$.

First of all, we start with a priori $C^{0}$ and $C^{1}$ estimates and get the existence of solutions of (3.1) using the method of continuity with the estimates.

**Proposition 3.1** Let $\Omega$ be a $C^{\infty}$ bounded domain in $\mathbb{R}^{n}$, $n \geq 2$. Assume that $c \in C^{\infty}(\overline{\Omega})$ satisfies (1.9). Then there exists a unique solution $u \in C^{\infty}(\overline{\Omega})$ of (3.1). Moreover, we have the following estimate uniform in $k \in (0, 1)$ and also in $\eta \in (0, 1]$ when $q = 1$:

\[
\sup_{\Omega} |ku| + \sup_{\overline{\Omega}} |Du| \leq R,
\]

where $R > 1$ is a constant independent of $k \in (0, 1)$ and also of $\eta \in (0, 1]$ when $q = 1$.

**Proof** We apply Leray–Schauder fixed point theorem to the following family of boundary value problems, parametrized by $\tau \in [0, 1]$,

\[
\begin{cases}
\tau \left( -\text{tr}[a(Du)D^{2}u] - c(x)\sqrt{\eta^{2} + |Du|^{2}} + f(x) + ku \right) \\
+ (1 - \tau) \left( -\text{tr}[a(Du)D^{2}u] - c(x)\sqrt{\eta^{2} + |Du|^{2}} + \eta c(x) + ku \right) = 0 & \text{in } \Omega, \\
\frac{\partial u}{\partial n} = \tau \phi(x)u^{1-q} & \text{on } \partial\Omega,
\end{cases}
\]

(3.2)

where $a(p) := I_{n} - \frac{n \otimes p}{\eta^{2} + |p|^{2}}$ for $p \in \mathbb{R}^{n}$. When $\tau = 0$, $u \equiv 0$ is a solution, and we need to find a solution when $\tau = 1$. By Leray–Schauder fixed point theorem, the existence of a solution $u$ when $\tau = 1$ can be shown by establishing a priori $C^{0}$ and $C^{1}$ estimates, uniform in $\tau \in [0, 1]$,

\[
\sup_{\Omega} |ku| + \sup_{\overline{\Omega}} |Du| \leq R,
\]

which is also uniform in $k \in (0, 1)$, and also in $\eta \in (0, 1]$ when $q = 1$.

Let $u \in C^{2}(\overline{\Omega}) \cap C^{1}(\Omega)$ be a solution of (3.2). We first get a priori $C^{0}$ estimate, as it is used to obtain a priori $C^{1}$ estimate. A $C^{0}$ estimate can be obtained as before. Consider a smooth function $g$ on $\overline{\Omega}$ that has a so large positive slope in the outward normal direction on the boundary that

\[
\left( \sqrt{\eta^{2} + |Dg|^{2}} \right)^{q-1} \frac{\partial g}{\partial n} > \sup_{\partial\Omega} |\phi|\]

Note again that we are dealing with $\eta = 1$, $q > 0$ for the graph case and with $\eta \in (0, 1]$, $q = 1$ for the level-set case.

We prove a priori $C^{0}$ estimate, and we first check that $g - u$ attains a minimum inside $\Omega$ for a priori $C^{0}$ estimate. Suppose not, and say $x_{0} \in \partial\Omega$ is a minimizer of $g - u$. Then, at $x_{0} \in \partial\Omega$, we have $0 < \frac{\partial g}{\partial n} \leq \frac{\partial u}{\partial n}$ and $D'g = D'u$. The latter follows from $\nabla'g = \nabla'u$.
at $x_0$ and Lemma 2.3, in the notations introduced in Step 5 of the proof of Proposition 2.2. Using the fact that for a fixed $a \in \mathbb{R}$, the function $\left(\sqrt{\eta^2 + a^2 + b^2}\right)^{q-1}$ is monotonically increasing in $b > 0$ when $\eta = 1$, $q > 0$ and also when $\eta \in (0, 1)$, $q = 1$, we see that
\[
\left(\sqrt{\eta^2 + |Dg|^2}\right)^{q-1} \frac{\partial g}{\partial\mathbf{n}} \leq \left(\sqrt{\eta^2 + |Du|^2}\right)^{q-1} \frac{\partial u}{\partial\mathbf{n}} = \phi(x_0)
\]
at $x_0 \in \partial\Omega$. This contradicts with the choice of a function $g$.

Let $x_0 \in \Omega$ be a minimizer of $g - u$, i.e., $Dg(x_0) = Du(x_0)$. $D^2 g(x_0) \succeq D^2 u(x_0)$, we see that, at $x_0$,
\[
C \geq \text{tr}[a(Dg)D^2 g] \geq \text{tr}[a(Du)D^2 u] = ku - c\sqrt{\eta^2 + |Du|^2} + \tau f + (1 - \tau)\eta c
\]
for some constant $C > 0$ depending only on $\Omega$, $g$, $f$, $c$. Here, we have used the fact that $\tau, \eta \in [0, 1]$ and the assumptions $(1.3), (1.4)$. Therefore, for all $x \in \Omega$,
\[
ku(x) \leq kg(x) - kg(x_0) + ku(x_0) \leq R
\]
for some constant $R > 1$ uniform in $\tau \in [0, 1]$, $k \in (0, 1)$, and also in $\eta \in (0, 1)$ when $q = 1$. Similarly, we can get a lower bound of $ku(x)$.

A $C^1$ estimate can be established similarly as in the proof of Proposition 2.2, but now with $\tilde{c}(x, z) := c(x), \tilde{f}(x, z) := \tau f(x) + (1 - \tau)\eta c(x) + kz$ and $\tilde{\phi}(x) := \tau \phi(x)$ for $x \in \Omega$, $z \in \mathbb{R}$. Equation (3.2) can be written as
\[
\begin{cases}
\text{tr}[a(Du)D^2 u] + \tilde{c}(x, u)v - \tilde{f}(x, u) = 0 & \text{in } \Omega, \\
\frac{\partial u}{\partial\mathbf{n}} = \tilde{\phi}(x)v^{1-q} & \text{on } \partial\Omega.
\end{cases}
\]
(3.3)
The force $\tilde{c}(x, z) = c(x)$ is in $C^{1,\alpha}(\overline{\Omega})$ and satisfies $(1.3), (1.9)$. Also, $\tilde{\phi}(x)$ is in $C^3(\overline{\Omega})$ with a $C^2$ norm uniform in $\tau \in [0, 1]$. Moreover, $\tilde{f}(x, u) = \tau f(x) + (1 - \tau)\eta c(x) + ku$ is a priori in $C^{1,\alpha}(\overline{\Omega} \times \mathbb{R})$ and a priori satisfies $(1.4)$ with a constant $C > 0$ independent of $\tau \in [0, 1]$, $k \in (0, 1)$ and of $\eta \in (0, 1)$ when $q = 1$.

We now prove a a priori $C^1$ estimate. Throughout the remaining part of the proof, $R > 1, \ C > 0$ denote constants, which may vary from line to line, independent of $\tau \in [0, 1]$, $k \in (0, 1)$ and also of $\eta \in (0, 1)$ when $q = 1$. Let $h$ be a function in $C^3(\overline{\Omega})$ such that $h \equiv C$, $Dh = \mathbf{n}$ on the boundary $\partial\Omega$ for some constant $C$. Let $v = \sqrt{\eta^2 + |Du|^2}$ and let $w = v^{q+1} - (q + 1)\tilde{\phi}Du \cdot Dh$ on $\overline{\Omega}$.

The proof is similar to that of Proposition 2.2. We use the idea and the estimate from the proof of Proposition 2.2, and we highlight the difference coming from not having the time derivative involved.

Let $x_0 \in \text{argmax}_{\mathbb{T}} w$. The goal is to show that $v(x_0) \leq R$ for some constant $R > 1$ independent of $\tau \in [0, 1], k \in (0, 1)$ and of $\eta \in (0, 1)$ when $q = 1$. We again divide the proof into two cases when $x_0 \in \Omega$ and when $x_0 \in \partial\Omega$.

**Case 1:** $x_0 \in \Omega$.

At $x_0$, we apply the maximum principle to $w$ to obtain
\[
0 \geq \frac{1}{q + 1} \text{tr}[a(Du)D^2 w],
\]
which leads to
\[ 0 \geq \text{tr}[a(Du)D(v^q Du)] - \text{tr}[a(Du)D^2(\bar{\phi} Du \cdot Dh)] \]
at \( x_0 \). Write \( 0 = G + \tilde{c}v - \tilde{f} \), where \( G := \text{tr}[a(Du)D^2u] \). Then,
\[ (v^{q-1}Du - \tilde{\phi} Dh) \cdot (DG + D(\tilde{c}v - \tilde{f})) = 0, \]
and thus, we have (2.3) at \( x_0 \) with \( \tilde{c}, \tilde{f}, \tilde{\phi} \) instead of \( c, f, \phi \).

We proceed the same estimate as in Case 1 of the proof of Proposition 2.2, except for the part we remark here that with \( \alpha = \sqrt{a}D^2u, \beta = \sqrt{a} \),
\[
\text{tr}[a(Du)(D^2u)^2] = \|\alpha\|^2 \geq \frac{\text{tr}[\alpha\beta^T]\beta}{\|\beta\|^2} = \frac{G^2}{n - 1 + \frac{\eta^2}{v^2}} \geq \left( \frac{1}{n - 1} - \frac{\eta^2}{v^2(n - 1)} \right) (\tilde{c}v - \tilde{f})^2 \]
for some constant \( C > 0 \) depending only on \( \|f\|_{C^0(\Omega \times \mathbb{R})}, \|c\|_{C^0(\Omega \times \mathbb{R})} \). We have used \textit{a priori} \( C^0 \) estimate, the assumptions (1.3), (1.4) and the fact that \( \tau \in [0, 1], \eta \in (0, 1] \) when \( q = 1 \). Therefore, there exists a constant \( R > 1 \) independent of \( \tau \in [0, 1], \ k \in (0, 1) \) and of \( \eta \in (0, 1] \) when \( q = 1 \) such that whenever \( v > R \), (2.9) holds.

Also, we have (2.10), (2.14), (2.16) at \( x_0 \) for some constant \( C > 0 \) independent of \( \tau \in [0, 1], \ k \in (0, 1) \) and of \( \eta \in (0, 1] \) when \( q = 1 \), since \( Dw = 0 \) at \( x_0 \). Following the same argument in Case 1 of the proof of Proposition 2.2, i.e., as in (2.11), (2.23), we see that for \( \varepsilon \in (0, 1) \) there exist constants \( R > 1, \ C > 0 \) independent of \( \tau \in [0, 1], \ k \in (0, 1) \) and of \( \eta \in (0, 1] \) when \( q = 1 \) such that
\[ 0 \geq \frac{\delta}{2} v^{q+1} - C(v + v^q) \]
at \( x_0 \) if \( v > R \). As there is a constant \( R_0 > R \) independent of \( \tau \in [0, 1], \ k \in (0, 1) \) and not of \( \eta \in (0, 1] \) when \( q = 1 \) such that
\[ 0 < \frac{\delta}{2} v^{q+1} - C(v + v^q) \]
if \( v > R_0 \), it must hold that \( v = v(x_0) \leq R_0 \), which finishes Case 1.

**Case 2:** \( x_0 \in \partial \Omega \).

We see that Step 5 of the proof of Proposition 2.2 carries over verbatim, since the time \( t = t_0 \) is fixed throughout the step, and since \( x_0 \) is a maximizer of \( w \) on \( \bar{\Omega} \). Therefore, for each \( \varepsilon_0 \in (0, 1) \), there exists \( R_{\varepsilon_0} > 1 \) that may depend on \( \varepsilon_0 \) but not on \( \tau \in [0, 1], \ k \in (0, 1) \) and of \( \eta \in (0, 1] \) when \( q = 1 \), by the argument at the end of Step 5 of the proof of Proposition 2.2, and thus, we achieve the goal in this case. Therefore, we assume that \( C_0 \geq 0 \), and thus that \( L \geq 0 \).
Let \( B = B(x_c, K_0) \) be the open ball with the center \( x_c := x_0 - K_0\hat{n}(x_0) \) so that \( B \subseteq \Omega \) and \( \overline{B} \cap (\mathbb{R}^n \setminus \Omega) = \{x_0\} \). Let \( \psi := \rho w \), with
\[
\rho(x) := -\frac{L}{2K_0}|x - x_c|^2 + \frac{LK_0}{2} + 1
\]
as before. Then, \( \rho(x_0) = 1, \frac{\partial \psi}{\partial n}(x_0) = -L \), and thus,
\[
\frac{\partial \psi}{\partial n} = \frac{\partial w}{\partial n} + w \frac{\partial \rho}{\partial n} = \frac{\partial w}{\partial n} + (L)w < 0, \quad \text{at } x_0.
\]
Since \( \rho(z)w(z) \leq \rho(x_0)w(x_0) \) for all \( z \in \partial B \) from \( \rho \equiv 1 \) on \( \partial B \), and since \( \frac{\partial \psi}{\partial n}(x_0) < 0 \), we derive that \( x_1 \in B \) for \( x_1 \in \arg\max_{\overline{B}} \psi \). As in Step 5 of the proof of Proposition 2.2, we see that there exists a constant \( C > 0 \) depending only on \( \|\phi\|_{C^0(\overline{\Omega})}, \|h\|_{C^1(\overline{\Omega})} \) such that the condition \( v(x_0) > R_{\varepsilon_0} \) with \( R_{\varepsilon_0} > (8C)\frac{1}{q+1} \) implies the condition \( v(x_1) > \left( \frac{1}{4C} \right)\frac{1}{q+1} R_{\varepsilon_0} =: R_{\varepsilon_0}' \). Writing \( R_{\varepsilon_0}' = \left( \frac{1}{4C} \right)\frac{1}{q+1} R_{\varepsilon_0} \), \( R_{\varepsilon_0} = (4C)\frac{1}{q+1} R_{\varepsilon_0}' \) (and also for \( R, R' \) similarly), we can state equivalently that if \( v(x_1) \leq R_{\varepsilon_0}' \), then \( v(x_0) \leq \max \left\{ R_{\varepsilon_0}, (8C)\frac{1}{q+1} \right\} \). Accordingly, we change our goal from verifying \( v(x_0) \leq R \) to proving \( v(x_1) \leq R' \).

Fix \( x_1 \in \arg\max_{\overline{B}} \psi \cap B \). At \( x_1 \),
\[
0 \geq \frac{1}{(q+1)\rho} \text{tr}[a(Du)D^2\psi] = \frac{w}{(q+1)\rho} \text{tr}[a(Du)D^2\rho] + \frac{2}{(q+1)\rho} \text{tr}[a(Du)Dw \otimes D\rho] + \frac{1}{q+1} \text{tr}[a(Du)D^2w],
\]
Since \( D\psi = \rho Dw + wD\rho = 0 \) at \( x_1 \), we have (2.32) at \( x_1 \). Also, since
\[
(v^{q-1}Du - \tilde{\phi}Dh) \cdot (DG + D(\tilde{c}v - \tilde{f})) = 0,
\]
there exist a constant \( R_{\varepsilon_0}' > 1 \) that may depend on \( \varepsilon_0 \in (0, 1) \) but not on \( \tau \in [0, 1] \), \( k \in (0, 1) \) and not on \( \eta \in (0, 1) \) when \( q = 1 \) and a constant \( C > 0 \) independent of \( \tau \in [0, 1] \), \( k \in (0, 1) \) and of \( \eta \in (0, 1) \) when \( q = 1 \) such that (2.33) holds true at \( x_1 \) for \( v > R_{\varepsilon_0}' \). Following the same computations in Step 7 of the proof of Proposition 2.2, we see that there exist a constant \( R_{\varepsilon_0}' > 1 \) that may depend on \( \varepsilon_0 \in (0, 1) \) but not on \( \tau \in [0, 1] \), \( k \in (0, 1) \) and not on \( \eta \in (0, 1) \) when \( q = 1 \) and a constant \( C > 0 \) independent of \( \tau \in [0, 1] \), \( k \in (0, 1) \) and of \( \eta \in (0, 1) \) when \( q = 1 \) such that (2.34), (2.35), (2.38), (2.39), (2.40), (2.44) at \( x_1 \) for \( v > R_{\varepsilon_0}' \).

All in all, choosing \( \varepsilon_0 \in (0, 1) \) as in Step 8 of the proof of Proposition 2.2, we see that there exist constants \( R' > 1, C > 0 \) independent of \( \tau \in [0, 1] \), \( k \in (0, 1) \) and of \( \eta \in (0, 1) \) when \( q = 1 \) such that
\[
0 \geq \frac{\delta}{2} v^{q+1} - C(v + v^q)
\]
at \( x_1 \) if \( v > R' \). There is, on the other hand, also a constant \( R_0' > R' \) independent of \( \tau \in [0, 1] \), \( k \in (0, 1) \) and of \( \eta \in (0, 1) \) when \( q = 1 \) such that
\[
0 \leq \frac{\delta}{2} v^{q+1} - C(v + v^q)
\]
if \( v > R_0' \). Therefore, it must hold that \( v = v(x_1) \leq R_0' \), which completes Case 2.

All in all, we have obtained \textit{a priori} \( C^0 \) and \( C^1 \) estimates for \( u \in C^2(\overline{\Omega}) \cap C^3(\Omega) \) solving (3.1), and thus the existence of a solution \( u \in C^\infty(\overline{\Omega}) \) of (3.1) by Leray–Schauder fixed point theorem. The higher regularity and the fixed point theorem are referred to [28].
For the rest of the proof, we refer to the proof of [39, Theorem 4.2] for more details and the uniqueness up to an additive constant.

Take \( \eta = 1, \ q > 0 \) to prove Theorem 1.4 and Theorem 1.5.

**Proof of Theorem 1.4 and Theorem 1.5** For each \( k \in (0, 1) \), let \( u_k \) be the solution of (1.8) with \( \eta = 1, \ q > 0 \). Then the function \( w_k = u_k - \frac{f_0}{|\Omega|} \) solves

\[
\begin{aligned}
-a(Dw_k) : D^2w_k - c(x)\sqrt{\eta^2 + |Dw_k|^2} + f(x) &= -kw_k - k\frac{f_0}{|\Omega|} \quad \text{in } \Omega, \\
\frac{\partial w_k}{\partial \mathbf{n}} &= \phi(x) \left( \sqrt{1 + |Dw_k|^2} \right)^{1-q} \quad \text{on } \partial\Omega.
\end{aligned}
\]  

(3.4)

Then we have that \( \sup |w_k| + \sup |Dw_k| \leq R \). By Schauder theory, there is an exponent \( \alpha \in (0, 1) \) such that \( |w_k|_{C^{2,\alpha}(\Omega)} \leq R \). Therefore, \( w_k \to w \) in \( C^{2,\alpha'} \) for some \( \alpha' \in (0, \alpha) \), and \( -kw_k - k\frac{f_0}{|\Omega|} \to -\lambda \) where \( (\lambda, w) \) solves (1.5).

See the proof of [39, Theorem 4.2] for more details and the uniqueness up to an additive constant. The proof of Theorem 1.5 goes the same as that of [39, Theorem 5.1].

Now, we study (1.6) by vanishing viscosity procedure \( \eta \to 0 \) when \( q = 1 \).

**Proposition 3.2** Let \( \Omega \) be a \( C^\infty \) bounded domain in \( \mathbb{R}^n \), \( n \geq 2 \). Let \( \eta \in (0, 1] \). Assume \( c \in C^\infty(\overline{\Omega}) \) satisfies (1.9). Then, there exists a unique \( \lambda_\eta \in \mathbb{R} \) such that there exists a solution \( w \in C^\infty(\overline{\Omega}) \) of

\[
\begin{aligned}
-\sum_{i,j=1}^n \frac{\partial w_{ij}}{\partial x_i} + \frac{w_{ij}}{\eta^2 + |Dw|^2} &= -\lambda_\eta \quad \text{in } \Omega, \\
\frac{\partial w}{\partial \mathbf{n}} &= \phi(x) \left( \sqrt{1 + |Dw|^2} \right)^{1-q} \quad \text{on } \partial\Omega.
\end{aligned}
\]  

(3.5)

Moreover, a solution \( w \) is unique up to an additive constant, and we have the following estimate uniform in \( \eta \in (0, 1] \):

\[
|\lambda_\eta| + \sup_{\overline{\Omega}} |Dw| \leq R,
\]  

(3.6)

where \( R > 0 \) is a constant not depending on \( \eta \in (0, 1] \).

**Proof** We proceed the same limit process as \( k \to 0 \) as in the proof of Theorem 1.4. Note that the estimates are uniform in \( \eta \in (0, 1] \) when \( q = 1 \).

**Proof of Theorem 1.6** Fix \( x_0 \in \Omega \). For each \( \eta \in (0, 1] \), let \( (\lambda_\eta, w_\eta) \) be a pair that solves (3.5) with \( w_\eta(x_0) = 0 \). By (3.6) and Arzela-Ascoli Theorem, as \( \eta \to 0 \), we can find a subsequence of \( (\lambda_\eta, w_\eta) \) such that \( \lambda_\eta \) converges to \( \lambda \in \mathbb{R} \), and \( w_\eta \) converges to a Lipschitz function \( w \) uniformly on \( \overline{\Omega} \). By the stability of viscosity solutions, we see that \( (\lambda, w) \) solves (1.6).

Let \( u \) be the unique viscosity solution of (1.2). Then for some constant \( C > 0 \), \( w(x) - C + \lambda t \) and \( w(x) + C + \lambda t \) are a subsolution and a supersolution of (1.2), respectively. By the comparison principle (Proposition 4.6) for (1.2), we have

\[
w(x) - C + \lambda t \leq u(x, t) \leq w(x) + C + \lambda t.
\]

Therefore, we can draw the conclusion that \( \lambda = \lim_{t \to -\infty} \frac{u(x, t)}{t} \) and that the convergence is uniform in \( x \in \overline{\Omega} \). The uniqueness of such a number \( \lambda \in \mathbb{R} \) follows from the uniqueness of a solution \( u \) of (1.2) and the limit \( \lambda = \lim_{t \to -\infty} \frac{u(x, t)}{t} \).
4 Radially symmetric cases

In this section, we study the radially symmetric setting of (1.2). We find the Lagrangian, the optimal control formula and a counterexample of the condition (1.9) in Sect. 4.1, and we define the Aubry set, prove the comparison principle on the Aubry set and prove Theorem 1.7 in Sect. 4.2. We mention an example of nonuniqueness for (1.2) when $0 < q < 1$ at the end of this section. We leave the reference [15, 23] for the analysis of the radially symmetric setting, and [37] for Aubry sets.

We always assume here that, by abuse of notations,

\[
\begin{align*}
\Omega &= B(0, R) \quad \text{for some } R > 0, \\
c(x) &= c(r) \quad \text{for } |x| = r \in [0, R], \\
f(x) &= f(r) \quad \text{for } |x| = r \in [0, R], \\
\phi(x) &= \phi(r) \quad \text{for } |x| = r \in [0, R], \\
u_0(x) &= u_0(r) \quad \text{for } |x| = r \in [0, R].
\end{align*}
\]

Here, $R > 0$ is a fixed positive number, $c \in C^1([0, R], [0, \infty))$, $f \in C^1([0, R])$ and $u_0 \in C^2([0, R])$ with $u_0(0) = \phi(R)$ are given. The function $\phi(x)$ can be understood as the constant $\phi(R)$.

4.1 The optimal control formula and a counterexample

Equation (1.2) becomes

\[
\begin{align*}
\varphi_t - \frac{n-1}{r}\varphi_r - c(r)|\varphi_r| + f(r) &= 0 \quad \text{in } (0, R) \times (0, \infty), \\
\varphi_r(R) &= \phi(R), \\
\varphi(r, 0) &= u_0(r) \quad \text{for } r \in [0, R].
\end{align*}
\]

Note that this is a first-order Hamilton–Jacobi equation with a concave Hamiltonian. The associated Lagrangian $L = L(r, q)$ to the Hamiltonian $H(r, p) = -\frac{n-1}{r} p - c(r)|p| + f(r)$ is

\[
L(r, q) = \inf_{p \in \mathbb{R}} \left\{ p \cdot q - \left( -\frac{n-1}{r} p - c(r)|p| + f(r) \right) \right\}
= \inf_{p \in \mathbb{R}} \left\{ \left( q + \frac{n-1}{r} \right) p + c(r)|p| - f(r) \right\}
= \left\{ \begin{array}{ll}
-f(r), & \text{if } |q + \frac{n-1}{r}| \leq c(r), \\
-\infty, & \text{otherwise}.
\end{array} \right.
\]

Therefore, we have the following representation formula for $\phi = \phi(r, t)$

\[
\varphi(r, t) = \sup \left\{ \int_0^t (-f(\eta(s)) + \phi(\eta(s))l(s)) \, ds + u_0(\eta(t)) : (\eta, v, l) \in \text{SP}(r) \right\},
\]

where we denote by $\text{SP}(r)$ the Skorokhod problem. See [16, Section 4.5] for the derivation of the formula. For a given $r \in (0, R]$, $v \in L^\infty([0, t])$, the Skorokhod problem seeks to find
a solution \((\eta, l) \in \text{Lip}((0, t)) \times L^\infty((0, t))\) such that
\[
\begin{aligned}
\eta(0) &= r, \\
l(s) &\geq 0 \
&\quad \text{for almost every } s > 0, \\
l(s) &= 0 \
&\quad \text{if } \eta(s) \neq R, \\
-lv(s) + \frac{n-1}{\gamma(s)} &\leq c(\gamma(s)), \\
v(s) &= \dot{\eta}(s) + l(s)n(\eta(s)),
\end{aligned}
\]
and the set \(\text{SP}(r)\) collects all the associated triples \((\eta, v, l)\). Here, \(n(R) = 1\) is the outward normal vector to \((0, R)\) at \(R\). See \[22, \text{Theorem 5.1}\] for the representation formula. See \[15\] for a related problem on the large time behavior and the large time profile.

We remark that at \(\eta(s) \neq R\), we have
\[
\frac{n-1}{\eta(s)} - c(\eta(s)) \leq \dot{\eta}(s) \leq \frac{n-1}{\eta(s)} + c(\eta(s)), \tag{4.4}
\]
and at \(\eta(s) = R\),
\[
\frac{n-1}{R} - c(R) \leq \dot{\eta}(s) + l(s)n(R) \leq \frac{n-1}{R} + c(R).
\]
This implies that
\[
\frac{n-1}{R} - c(R) \leq l(s) \leq \frac{n-1}{R} + c(R). \tag{4.5}
\]

We will find the eigenvalue \(\lambda = \lim_{t \to \infty} \frac{\psi(r, t)}{t}\) in terms of given functions \(c, f\) and a constant \(\phi(R)\) when the force \(c\) satisfies \((1.9)\). Before that, let us see that \(\lim_{t \to \infty} \frac{\psi(r, t)}{t}\) is not constant in \(r \in [0, R]\) when \(c\) does not satisfy \((1.9)\) with the following example.

**Example 4.1** We consider a case when \(c(r)\) is of the form
\[
c(r) \begin{cases} 
< \frac{n-1}{a}, & 0 \leq r < a, \\
= \frac{n-1}{a}, & a \leq r \leq b, \\
> \frac{n-1}{b}, & b < r \leq R,
\end{cases}
\]
for some \(0 < a < b < R\). Let \(u_0 \equiv 0\), \(\phi(R) = 0\). By \((4.4)\), a curve \(\eta(s)\) with \((\eta, v, l) \in \text{SP}(r)\)

* can stay still or go right when \(a \leq \eta(s) \leq b\),
* must go right when \(\eta(s) < a\)
* can move both left and right when \(\eta(s) > b\).

Then, by \((4.3)\),
\[
\lim_{t \to \infty} \frac{\psi(r, t)}{t} = \begin{cases} 
\sup\{-f(s) : s \geq a\}, & r \leq a, \\
\sup\{-f(s) : s \geq r\}, & a \leq r \leq b, \\
\sup\{-f(s) : s \geq b\}, & r \geq b.
\end{cases}
\]

We see that the limit is not constant in \(r \in [0, R]\) for a suitable choice of \(f\). For instance, take a smooth function \(f(r)\) such that
\[
f(r) \begin{cases} 
= 1, & 0 \leq r < a, \\
in (0, 1), & a \leq r \leq b, \\
> 0, & b < r \leq R.
\end{cases}
\]
In the above example, the force $c$ does not satisfy (1.9); at $r \in (a, b)$,

$$\frac{1}{n-1} c(r)^2 - |Dc(r)| = \frac{1}{n-1} \left( \frac{n-1}{r} \right)^2 - \frac{n-1}{r^2} = 0.$$ 

Therefore, the condition (1.9) is sharp.

### 4.2 Aubry set, the comparison principle and the large-time behavior

From now on, we assume that $c$ is coercive, i.e., $c$ satisfies (1.9). Then there is at most one $r$, which we call $r_{cr}$ if it exists, such that $c(r) = \frac{n-1}{r}$. Otherwise, there would exist two points $a < b$ where the curves $c(r)$ and $\frac{n-1}{r}$ cross. At $r = b$,

$$\frac{1}{n-1} c(b)^2 - |Dc(b)| \leq \frac{1}{n-1} \left( \frac{n-1}{b} \right)^2 - \frac{n-1}{b^2} = 0,$$

since $Dc(b) \leq \frac{d}{dr} |_{b} \left( \frac{n-1}{r} \right) = -\frac{n-1}{b^2} < 0$. If $c(r) < \frac{n-1}{r}$ for all $r \leq R$, we let $r_{cr} := \infty$.

In the both cases of $r_{cr} < \infty$ and $r_{cr} = \infty$, by (4.3) and (4.5), we obtain

$$\lambda = \sup \left\{ -f(r) + \delta(r - R)\phi(R) \left( \frac{n-1}{R} + \text{sgn}(\phi(R))c(R) \right) : r \geq r_{cr} \text{ or } r = R \right\},$$

which is (1.11).

We define the Aubry set $\tilde{\mathcal{A}}$ by

$$\tilde{\mathcal{A}} := \{ r \geq r_{cr} : \text{the supremum of (1.11) is attained} \} \text{ if } r_{cr} < \infty.$$

Note that if $r_{cr} < \infty$, then the function $-f(r) + \delta(r - R)\phi(R) \left( \frac{n-1}{R} + \text{sgn}(\phi(R))c(R) \right)$ is upper semicontinuous on the interval $[r_{cr}, R]$. Thus, $\tilde{\mathcal{A}}$ is well-defined, and it is a nonempty closed subset of $[0, R]$. If $r_{cr} = \infty$, we let $\tilde{\mathcal{A}} = \{ R \}$.

Let

$$\begin{cases}
\lambda - \frac{n-1}{r} w_r - c(r)|w_r| + f(r) = 0 & \text{in } (0, R) \times (0, \infty), \\
w_r(R) = \phi(R)
\end{cases} \quad (4.6)$$

be the stationary problem of (4.2). Here, we are assuming that $c$ satisfies (1.9), and thus, the eigenvalue $\lambda$ is given as in (1.11).

The propositions in [15, Section 2] follow for (4.2) with little changes. Here, we state [15, Lemma 2.4] and [15, Theorem 2.5] for problem (4.6).

**Proposition 4.2** Let $w^1, w^2$ be two solutions of (4.6). Assume that $w^1(r_0) = w^2(r_0)$ and $w^1(M) = w^2(M)$, where $r_0 := \min \{ r : r \in \tilde{\mathcal{A}} \}$ and $M := \max \{ r : r \in \tilde{\mathcal{A}} \}$. Then $w^1 = w^2$ on $[r_{cr}, r_0] \cup [M, R]$.

**Proof** The only part that changes is where we prove $w^1 = w^2$ on $[M, R]$. To prove this, we may assume without loss of generality that $0 < r_{cr} < R$ and $M < R$. We claim that $w^1$ and $w^2$ cannot have a corner from below in $(M, R)$ so that they agree on $[M, R]$ by (4.6).

Suppose not, i.e., there would exist $i \in \{1, 2\}$ and $y \in [M, R)$ such that

$$(w^i)_r(r) = \frac{-r(-f(r) - \lambda)}{rc(r) + (n - 1)} \quad \text{for all } r \geq y.$$

\(\Box\) Springer
At \( r = R \),
\[
\phi(R) = (w^i)(R) = \frac{-R(-f(R) - \lambda)}{Rc(R) + (n - 1)}.
\]
This means that \( \phi(R) \geq 0 \). However, from the assumption that \( R \notin \tilde{A} \), we have
\[
-f(R) + \phi(R) \left( \frac{n-1}{R} + c(R) \right) < \lambda,
\]
or,
\[
-f(R) - \lambda < -\phi(R) \left( \frac{n-1}{R} + c(R) \right) < 0.
\]
This yields a contradiction, as
\[
\phi(R) = \frac{-R(-f(R) - \lambda)}{Rc(R) + (n - 1)} > \frac{-R}{Rc(R) + (n - 1)} \cdot \left( -\phi(R) \left( \frac{n-1}{R} + c(R) \right) \right) = \phi(R).
\]
\[
\Box
\]
This proposition implies the following proposition of the uniqueness set property of the Aubry set \( \tilde{A} \).

**Proposition 4.3** The following hold:

(i) If \( w^1, w^2 \) are solutions of (4.6) such that \( w^1 = w^2 \) on \( \tilde{A} \), then \( w^1 = w^2 \) on \([0, R]\).

(ii) If \( w^1 \) and \( w^2 \) are a subsolution and a supersolution of (4.6), respectively, and if \( w^1 \leq w^2 \) on \( \tilde{A} \), then \( w^1 \leq w^2 \) on \([0, R]\).

Now we prove Theorem 1.7 based on the uniqueness set property of the Aubry set.

**Proof of Theorem 1.7** Since we already found the eigenvalue \( \lambda \), defined the Aubry set \( \tilde{A} \) and the number \( r_{cr} \) in the preceding discussions, it suffices to prove the asymptotic behavior and to find the large time profile in this proof.

The proof follows almost the same as that of [15, Theorem 1.1], but we put a extra care on the boundary \( r = R \). Following the proof of [15, Theorem 1.3], we can prove (ii) of Theorem 1.7 once we prove (i) of Theorem 1.7. Thus, it suffices to show that \( \varphi(r, t) - \lambda t \) converges as \( t \to \infty \) uniformly in \( r \in [0, R] \).

The first case we consider is when \( r_{cr} = \infty \). Note that by (4.4) every admissible curve \( \eta = \eta(s) \), i.e., \((\eta, v, l) \in \text{SP}(r)\) for some \( v, l, r \), satisfies
\[
\dot{\eta}(s) \geq n-1 \eta(s) - c(\eta(s)). \tag{4.7}
\]
Then \( \eta \) always moves to the right with minimal speed \( \delta > 0 \) for some \( \delta > 0 \). Therefore, using the formula (4.3),
\[
\varphi(r, t) - \lambda t = \sup \left\{ \int_0^t (-f(\eta(s)) + \phi(\eta(s))l(s) - \lambda) \, ds + u_0(\eta(t)) : (\eta, v, l) \in \text{SP}(r) \right\}
\]
does not change as \( t \) varies after \( t > \frac{R}{\delta} \).

The second case is when \( r_{cr} < \infty \). We claim that for any \( r \in \tilde{A} \), and for any \( t_1 \leq t_2 \), we have
\[
\varphi(r, t_1) - \lambda t_1 \leq \varphi(r, t_2) - \lambda t_2.
\]
Let us write the Skorokhod problem in (4.7) as \( \text{SP}(r, t) = \text{SP}(r) \) to show the dependence in \( t \). Then a triple \((\eta, v, l) \in \text{SP}(r, t_1)\) induces a triple \((\tilde{\eta}, \tilde{v}, \tilde{l}) \in \text{SP}(r, t_2)\) by means of

\[
(\tilde{\eta}, \tilde{v}, \tilde{l})(s) = \begin{cases} 
(\eta, v, l)(0), & \text{for } 0 \leq s \leq t_2 - t_1, \\
(\eta, v, l)(s - (t_2 - t_1)), & \text{for } t_2 - t_1 \leq s \leq t_2.
\end{cases}
\]

This yields

\[
\int_0^{t_2} (-f(\tilde{\eta}(s)) + \phi(\tilde{\eta}(s))\tilde{l}(s) - \lambda) \, ds + u_0(\tilde{\eta}(t_2)) = \int_0^{t_1} (-f(\eta(s)) + \phi(\eta(s))l(s) - \lambda) \, ds + u_0(\eta(t_1)),
\]

and this is because \( r \in \tilde{A} \) so that the integrand above is zero while \((\tilde{\eta}, \tilde{v}, \tilde{l}) \in \text{SP}(r, t_2)\) stays still up to \( s = t_2 - t_1 \). This argument of embedding \( \text{SP}(r, t_1) \) into \( \text{SP}(r, t_2) \) gives, together with (4.7), that \( \varphi(r, t_1) - \lambda t_1 \leq \varphi(r, t_2) - \lambda t_2 \).

The rest proof follows the same as that of [15, Theorem 1.1]. We also refer to [9] \( \Box \)

We give an example of nonuniqueness of (1.2) when \( 0 < q < 1 \) before we end the section.

**Example 4.4** Consider

\[
\begin{aligned}
\lambda - \frac{n-1}{r} w_r - c(r)|w_r| + f(r) &= 0 \quad \text{in } (0, R) \times (0, \infty), \\
w_r(R) &= \phi(R)|w_r(R)|^{1-q},
\end{aligned}
\]

(4.8)

where \( 0 < q < 1 \). Let \( \phi(R) = 1 \). We also let \( f \equiv 0 \), \( c \equiv 0 \). Then \( c \) is coercive by Corollary 1.3.

By the definition of viscosity solutions, we see that the condition \( w_r(R) = \phi(R)|w_r(R)|^{1-q} \) is satisfied if \( w_r(R) = \text{sgn}(\phi(R))|\phi(R)|^{\frac{1}{q}} \) in the classical sense. Then, one can check that \( \lambda_1 = \frac{n-1}{R} \), \( w^1(r) = \frac{r^2}{2R} \) solve (4.8).

Also, if the boundary condition \( w_r(R) = 0 \) is true in the classical sense, then the condition \( w_r(R) = \phi(R)|w_r(R)|^{1-q} \) is satisfied in the viscosity sense. Then \( \lambda_2 = 0 \), \( w^2 \equiv C \), where \( C \) is a constant, solve (4.8).

Therefore, we have two distinct eigenvalues admitting a solution, which result in two different solutions \( \varphi^i(r, t) = \lambda_i t + w^i(x), i = 1, 2, \) of

\[
\begin{aligned}
\varphi_t - \frac{n-1}{r} \varphi_r - c(r)|\varphi_r| + f(r) &= 0 \quad \text{in } (0, R) \times (0, \infty), \\
\varphi_r(R) &= \phi(R)|\varphi_r(R)|^{1-q}, \\
\varphi(r, 0) &= u_0(r)
\end{aligned}
\]

(4.9)

**Appendix A**

In this appendix, we provide the definition of viscosity solutions of (1.2) and give the results on the comparison principle and the stability under the conditions (1.3), (1.4) on \( c, f \), respectively.

Let \( F : \overline{\Omega} \times \mathbb{R} \times \mathbb{R}^n \setminus \{0\} \times S_n \rightarrow \mathbb{R} \) be such that

\[
F(x, z, p, X) = \text{trace} \left( \left( I - \frac{p \otimes p}{|p|^2} \right) X \right) + c(x, z)|p| - f(x, z),
\]
where \( S_n \) is the set of square symmetric matrices of size \( n \). Together with the assumption that \( c_z \leq 0, \ f_z \geq 0 \), we see that \(- F\) is degenerate elliptic and proper, i.e.,

\[
-F(x, z, p, X) \leq -F(x, w, p, Y) \quad \text{whenever } Y \leq X, \ z \leq w.
\]

Define the lower and upper semicontinuous envelopes of \( F \) by, for \( (x, z, p, X) \in \overline{\Omega} \times \mathbb{R} \times \mathbb{R}^n \times S_n \),

\[
F_n(x, z, p, X) = \lim \inf_{(y, w, q, Y) \to (x, z, p, X)} F(y, w, q, Y),
\]

and

\[
F^*(x, z, p, X) = \lim \sup_{(y, w, q, Y) \to (x, z, p, X)} F(y, w, q, Y),
\]

respectively.

**Definition 4.5** A function \( u : \overline{\Omega} \times [0, \infty) \to \mathbb{R} \) is said to be a viscosity subsolution (a viscosity supersolution, resp.) of (1.2) if

- \( u \) is upper semicontinuous (lower semicontinuous, resp.);
- for all \( x \in \overline{\Omega}, \ u^*(x, 0) \leq u(x) \) (\( u_*(x, 0) \geq u(x) \), resp.);
- for any function \( \varphi \in C^2(\overline{\Omega} \times [0, \infty)) \), if \( (\hat{x}, \hat{t}) \in \overline{\Omega} \times (0, \infty) \) is a maximizer (a minimizer, resp.) of \( u - \varphi \), then, at \( (\hat{x}, \hat{t}) \),

\[
\begin{cases}
\varphi_t(\hat{x}, \hat{t}) - F^*(\hat{x}, u(\hat{x}, \hat{t}), D\varphi(\hat{x}, \hat{t}), D^2\varphi(\hat{x}, \hat{t})) \leq 0 & \text{if } \hat{x} \in \Omega, \\
\min \left\{ \varphi_t(\hat{x}, \hat{t}) - F^*(\hat{x}, u(\hat{x}, \hat{t}), D\varphi(\hat{x}, \hat{t}), D^2\varphi(\hat{x}, \hat{t})), \frac{\partial\varphi}{\partial n}(\hat{x}, \hat{t}) - \varphi(\hat{x}, \hat{t}) \right\} \leq 0 & \text{if } \hat{x} \in \partial \Omega. \\
\max \left\{ \varphi_t(\hat{x}, \hat{t}) - F_*(\hat{x}, u(\hat{x}, \hat{t}), D\varphi(\hat{x}, \hat{t}), D^2\varphi(\hat{x}, \hat{t})), \frac{\partial\varphi}{\partial n}(\hat{x}, \hat{t}) - \varphi(\hat{x}, \hat{t}) \right\} \geq 0 & \text{if } \hat{x} \in \overline{\Omega}, \text{ resp.}
\end{cases}
\]

A function \( u : \overline{\Omega} \times [0, \infty) \to \mathbb{R} \) is a viscosity solution of (1.2) if \( u \) is both its viscosity subsolution and its viscosity supersolution.

**Proposition 4.6** (Comparison principle for (1.2)) Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \) with \( C^3 \) boundary \( \partial \Omega \). Suppose that \( c, f \) satisfy (1.3), (1.4), respectively. Let \( u \) be a subsolution and \( v \) be a supersolution of (1.2), respectively. Then, \( u^* \leq v_* \) in \( \overline{\Omega} \times [0, \infty) \).

We can follow [4] with slight modifications for the comparison principle of viscosity solutions of (1.2). We also refer to [8, 18].

**Lemma 4.7** Suppose that \( u^0 \) is the unique solution of (1.7) for each \( \eta > 0 \), and there exists \( u \in C(\overline{\Omega} \times [0, \infty)) \) such that

\[
u^0 \to u, \quad \text{as } \eta \to 0,
\]

uniformly on \( \overline{\Omega} \times [0, T) \) for each \( T > 0 \). Then \( u \) is the unique viscosity solution of (1.2).

We refer to [8] for Lemma 4.7.
Appendix B

In this appendix, we provide a reason of why a priori gradient estimates (Propositions 2.2 and 2.5) yield the existence of solutions to (1.7). We leave [31] as the main reference.

Let $T \in (0, \infty)$, $X = C^{1,\alpha}(\Omega \times (0, T))$. For a given $w \in X$, we consider the following linear parabolic equation with a source term

$$
\begin{align*}
\begin{cases}
  u_t = \text{tr} \left\{ a(Dw)D^2u \right\} + c(x, w)\sqrt{\eta^2 + |Dw|^2} - f(x, w) & \text{in } \Omega \times (0, T), \\
  \frac{\partial u}{\partial n} = \phi(x)(\sqrt{\eta^2 + |Dw|^2})^{1-q} & \text{on } \partial \Omega \times [0, T), \quad (4.10)
\end{cases}
\end{align*}
$$

Then, for any $w \in X$, there exists a unique solution $u_w \in C^{2,\alpha'}(\Omega \times (0, T)) \subseteq X$ to (4.10) for some $\alpha' \in (0, \alpha)$ with

$$
\|u_w\|_{C^{2,\alpha'}(\Omega \times (0, T))} \leq C_1,
$$

where $C_1 > 0$ is a constant depending only on $n, \alpha, \|w\|_X, \|u_0\|_{C^{2,\alpha}(\Omega)}$ and on the constants in (1.3), (1.4) (see [25, Theorem 4.5.2]).

Define a map $A : X \to X$ with $Aw = u_w$. Then $A$ is a continuous and compact map. To apply Schauder fixed point theorem, it suffices to prove that the set

$$
S = \{ u \in X : u = \sigma Au \text{ for some } \sigma \in [0, 1] \}
$$

is bounded in $X$. Then, $A$ admits a fixed point $u \in C^{2,\alpha'}(\Omega \times (0, T))$, and moreover, $u \in C^{1,\alpha'}(\bar{\Omega} \times [0, T])$ (see [25, 27]) since $c, f \in C^{1,\alpha}(\bar{\Omega} \times \mathbb{R})$ and are bounded. Therefore, $u$ becomes a solution to (1.7), and the regularity of the solution $u$ is improved so that $u \in C^{5,\alpha}(\Omega \times (0, T)) \cap C^{2,\alpha'}(\bar{\Omega} \times [0, T])$ for some $\alpha' \in (0, \alpha)$ from the Schauder theory.

Let $u \in S$. Then, for some $\sigma \in [0, 1]$, $u$ solves

$$
\begin{align*}
\begin{cases}
  u_t = \text{tr} \left\{ a(Du)D^2u \right\} + \sigma c(x, u)\sqrt{\eta^2 + |Du|^2} - \sigma f(x, u) & \text{in } \Omega \times (0, T), \\
  \frac{\partial u}{\partial n} = \sigma \phi(x)(\sqrt{\eta^2 + |Du|^2})^{1-q} & \text{on } \partial \Omega \times [0, T), \quad (4.11)
\end{cases}
\end{align*}
$$

By Proposition 2.5, we have that

$$
\|Du\|_{L^\infty(\Omega \times (0, T))} \leq C_2
$$

where $C_2 > 0$ is a constant depending only on $T, \Omega, c, f, \phi, q, u_0$. Here, we have used the fact that $\sigma \in [0, 1]$. By interior Schauder estimates, we also have that

$$
\|Du\|_{C^{\alpha}(\Omega \times (0, T))} \leq C_3
$$

where $C_3 > 0$ is a constant depending only on $T, \Omega, n, \alpha, c, f, \phi, q, u_0$. This yields that the set $S$ is bounded in $X$, and therefore, we obtain the existence.

Now, we apply Proposition 2.2 to the obtained solution to conclude Theorem 1.2.

Appendix C

In this section, we provide the proof of Lemma 2.3 and that of 2.4.
Proof of Lemma 2.3  We take a copy of the space \((\mathbb{R}^n, x)\) with the coordinate \(x\) given in the hypothesis of this lemma, and relabel the coordinate \(x\) by \(y\). We also relabel \(x_0\) by \(y_0\). We now construct a \(C^2\) map \(g\) from \((\mathbb{R}^n, y)\) to \((\mathbb{R}^n, x)\) around \(y_0\) as follows.

Take an open neighborhood \(U_1\) of \(y_0 = (0, \cdots, 0)\) in \(\mathbb{R}^n\) and a \(C^3\) function \(\varphi\) defined on \(\{y' = (y_1, \cdots, y_{n-1}) : (y', 0) \in U_1\}\) such that \(y = (y', y_n) \in \partial \Omega\) if and only if \(y_n = \varphi(y')\). Then, the \(y\)-axis lies along an eigenvector corresponding to the eigenvalue \(\kappa_\ell\) of the matrix \(D^2\varphi(y_0), \ell = 1, \cdots, n - 1\), respectively. Define the map \(g : U_1 \to \mathbb{R}^n\) by

\[
g(y', y_n) = (y', \varphi(y')) - \tilde{\mathbf{n}}(y', \varphi(y')) y_n.
\]

Then, \(g\) is a \(C^2\) function on \(U_1\). Moreover, with respect to the coordinates \(y\) on the domain \(U_1 \subseteq \mathbb{R}^n\) and \(x\) on the codomain \(\mathbb{R}^n\), the Jacobian \(Jg\) at \((0, \cdots, 0, y_n), |y_n| < \sigma\), is the diagonal matrix, as

\[
Jg(0, \cdots, 0, y_n) = \begin{bmatrix}
1 - \kappa_1 y_n & 0 \\
& \ddots \\
0 & 1 - \kappa_n y_n
\end{bmatrix},
\]

where \(\sigma > 0\) is a positive number such that \(\{(0, \cdots, 0, y_n) : |y_n| < \sigma\} \subseteq U_1\) and that \(\sigma^{-1} > \max\{|\kappa_1|, \cdots, |\kappa_{n-1}|\}\). In particular, \(Jg(0, \cdots, 0, 0)\) is the identity matrix, and therefore, by Inverse Function Theorem, there are an open neighborhood \(U\) of \((0, \cdots, 0)\) in \(U_1(\subseteq \mathbb{R}^n)\) and an open neighborhood \(V\) of \((0, \cdots, 0)\) in \(\mathbb{R}^n\) such that \(g : U \to V\) is a \(C^2\) diffeomorphism from \(U\) onto \(V\). We take a smaller number \(\sigma > 0\) if necessary so that \(\{(0, \cdots, 0, y_n) : |y_n| < \sigma\} \subseteq U\) and that \(\sigma^{-1} > \max\{|\kappa_1|, \cdots, |\kappa_{n-1}|\}\).

By the chain rule, we obtain (iii), and then we obtain (iv) by differentiating (iii) in \(y_n\) when \(\xi, \tilde{\xi}\) are \(C^2\) functions. For (i), (ii), we refer to [19, Lemma 14.16].

We next give the proof of Lemma 2.4.

Proof of Lemma 2.4  From \(a(p) = I_n - \frac{p \otimes p}{\eta^2 + |p|^2}\), we see that, for each \(\ell = 1, \cdots, n\),

\[
a_{p\ell}(Du) = -\frac{1}{\eta^2 + |Du|^2} (e_\ell \otimes Du + Du \otimes e_\ell) + \frac{2u_\ell}{(\eta^2 + |Du|^2)^2} Du \otimes Du,
\]

where \(e_\ell\) is the \(\ell\)th element of the standard basis of \(\mathbb{R}^n\). Thus,

\[
D_p a \otimes \xi = -\frac{1}{\eta^2 + |Du|^2} (\xi \otimes Du + Du \otimes \xi) + \frac{2Du \cdot \xi}{(\eta^2 + |Du|^2)^2} Du \otimes Du.
\]

Together with the fact that \(\text{tr}((p \otimes q)M) = p \cdot (Mq) = q \cdot (Mp)\) for vectors \(p, q \in \mathbb{R}^n\) and a symmetric matrix \(M\), we obtain

\[
\nu \text{tr}((D_p(Du) \otimes \xi)D^2u)
= -\frac{2}{\eta^2 + |Du|^2} \text{tr}((\xi \otimes Du)vD^2u) + \frac{2Du \cdot \xi}{(\eta^2 + |Du|^2)^2} \text{tr}((Du \otimes Du)vD^2u)
= -\frac{2}{\eta^2 + |Du|^2} \xi \cdot (vD^2uDv) + \frac{2Du \cdot \xi}{(\eta^2 + |Du|^2)^2} Du \cdot (vD^2uDv)
= -\frac{2}{\eta^2 + |Du|^2} \xi \cdot (v^2Du) + \frac{2Du \cdot \xi}{(\eta^2 + |Du|^2)^2} Du \cdot (v^2Du)
= -2\xi \cdot Du + \frac{2Du \cdot \xi}{\eta^2 + |Du|^2} Du \cdot Du.
\]
We have used the fact that $vDv = D^2 u Du$. Now use the fact that $(p_1 \cdot p_2)(q_1 \cdot q_2) = \text{tr}((p_1 \otimes q_1)(p_2 \otimes q_2))$ for $p_1, p_2, q_1, q_2 \in \mathbb{R}^n$. Then,

$$
\begin{align*}
\text{tr}((D_Du) \otimes \xi)D^2u &= -2 \left( \xi \cdot Dv - \frac{(Du \cdot \xi)(Du \cdot Dv)}{\eta^2 + |Du|^2} \right) \\
&= -2 \left( \text{tr}(I_n(\xi \otimes Dv)) - \frac{\text{tr}((Du \otimes Du)(\xi \otimes Dv))}{\eta^2 + |Du|^2} \right) \\
&= -2 \left( \text{tr} \left\{ I_n - \frac{Du \otimes Du}{\eta^2 + |Du|^2} \right\}(\xi \otimes Dv) \right) \\
&= -2\text{tr}(a(Du)(\xi \otimes Dv)),
\end{align*}
$$

and therefore, (2.1) is proved.
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