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Abstract

STEM students are often unable to recognize cognitive bias in their own disciplines, and simply describing cognitive bias to students has shown to be insufficient to improve critical thinking. However, habitual metacognitive techniques show promise for correcting cognitive biases, such as confirmation bias, a maladaptive cognitive strategy that specifically threatens the objectivity of scientists. As part of a course on metacognition in science, first-year STEM students were asked to give an oral presentation about a controversial socioscientific topic (e.g., GMO crops, de-extinction, or hydrofracking). The first year the course was offered, presentations exhibited confirmation bias at a high rate, despite instructions to examine multiple viewpoints about the scientific issue. In subsequent years, an intervention in the form of an interactive lecture/discussion/activity about confirmation bias and two specifically-designed homework assignments asked the students to reflect on evidence, search processes and potential biases. This intervention was jointly developed by faculty members in biology and philosophy to focus on habitual metacognitive techniques. Compared to no intervention, the resultant presentations had a higher percentage of reliable sources and a lower percentage of citations that only supported their conclusion. These results indicate that after the intervention exercise, students were discriminating among sources more carefully (Mann-Whitney p=0.009) and were using more sources from the other side of the argument, including presenting more reasons that refute their own ideas (Mann-Whitney p=0.003). We find that providing classroom instruction supported by deliberate practice to counteract confirmation bias improves students’ evaluation of scientific evidence.

Introduction

People like to be right. It is unpleasant to be wrong, and it is hard work to revise beliefs. In recent decades, psychologists have revealed a number of cognitive biases that lead us to make poor decisions about what to believe, at least in the complex information environment in which we now live. “Cognitive bias” refers to predictable, systematic deviations from objective reasoning that occur due to misapplications of otherwise effective strategies for evaluating evidence (1). Under the influence of cognitive biases, people feel like they are actively investigating evidence and searching for true beliefs, even though they are systematically prone to maintaining false ones. For instance, people tend to avoid challenges to their beliefs (confirmation bias); they tend to believe what the people around them believe, even when those beliefs are poorly justified (false consensus bias); they preserve consistent sets of beliefs by denying the validity of disconfirming evidence (backfire effect); and then, when confronted with evidence that they are cherry-picking what to believe, they deny the possibility that they are biased in this way (blind spot bias) (1-3).

Social and cognitive psychologists have revealed a number of biases that lead to reasoning errors. At the same time, examining whether evidence supports or disconfirms hypotheses is central to the pursuit of scientific inquiry (5-6). Searching for exactly this...
type of evidence, which has the possibility of disconfirming a belief one is otherwise motivated to accept, is not a cognitive process that comes naturally—but is nonetheless a key skill for critical thinking and scientific reasoning.

Making decisions about socioscientific issues, which include social, technological and scientific components, is a complex process (7) and is increasingly needed to become an informed global citizen. One of the reasons the process is so complex is that it draws on both the knowledge and experiences of the individual, as well as the values shared with peer groups (7). In some cases, values may play an even greater role than the evidence itself, as Grace and Ratchiffe (8) found when examining decisions students made about endangered species. Additionally, assumptions and understanding about the scientific process itself can also influence decision-making processes. For example, Sadler et al. (9) examined students’ decision-making process when given contradictory information about global warming. The researchers found that the students’ decisions were influenced not just by prior knowledge and evidence presented, but also assumptions about the scientific process itself. In particular, students struggled with the construct of the variability of the stability of scientific knowledge, and that some knowledge is more stable, while other knowledge is continuously being reevaluated and reinterpreted. Albe (7) found that after a classroom intervention about scientific evidence, some students changed their minds about a perceived link between the use of mobile phones and human health. In this case, the evidence was the key determinant in the students’ decisions, and how they understood the role of evidence in the scientific process elevated the evidence’s importance (7). The process of teaching the critical thinking skills needed in socioscientific decisions needs to be better studied to understand this interplay among students’ prior knowledge, use of evidence, individual and group values, and assumptions about the scientific process. Developing teaching strategies and ways to assess them will enable students to better navigate this complex decision-making process.

Students may encounter explicit critical thinking instruction in stand-alone courses offered by philosophy instructors. However, evidence suggests that general critical thinking skills do not transfer well between domains of instruction (10, 11). This means that better critical thinking learning outcomes are likely achievable through deliberate critical thinking instruction in discipline-specific courses. Although there is abundant literature in both philosophy and science pedagogy about how to teach the scientific method and the logic of scientific reasoning (e.g., 12-14), there is much less available about how to teach students to process scientific controversy and recognize their own biases. Additionally, it is not enough to teach students about cognitive biases—they must have the opportunity to practice these skills themselves within the context of their disciplines (15).

A recent emphasis on metacognition has brought the idea to the forefront of teaching students to monitor and evaluate their own learning processes (16-21). Metacognition involves not just being aware of one’s learning, but actively and intentionally planning, assessing, correcting, and re-directing learning processes. For example, Tanner (18) provides a framework for directing students to plan, monitor and evaluate their own learning with a series of self-directed questions; she also provides a similar set of questions to help guide metacognitive thinking in faculty to examine their own teaching. Metacognitive tools such as exam wrappers (22, 23), muddiest point (24), concept maps (25), lateral transfer maps (26), and guided reflections (27) provide instructors tools for intervening in the classroom to promote metacognitive practices.

This paper describes and evaluates a metacognitive classroom activity that has the purpose of explicitly teaching STEM students how cognitive biases are involved in evaluating evidence. It focuses in particular on confirmation bias, or the propensity to seek and utilize evidence that supports preexisting beliefs about a particular issue while paying less attention to disconfirming evidence. While this method focuses on techniques for mitigating individual bias, it also provides an opportunity to develop facility with identifying and discussing values and how they relate to scientific knowledge.

**Intended Audience**

Our students were first-year STEM students (science, engineering and computing students) in a science course that was devoted to metacognition (Metacognitive Approaches to Scientific Inquiry). However, the lesson could be adapted and used in any science class.

**Required Learning Time**

The lesson requires approximately one hour of instruction time, plus two additional homework assignments outside of class (one before the class, one after). In order to assess the efficacy of the lesson, the instructor should incorporate the ideas from the lesson into additional coursework. In our case, it took the form of a group presentation, which took two additional class periods. If additional class time is not available, alternatives might include a recorded presentation, an informal presentation in a discussion section, a written report, etc.

**Prerequisite Student Knowledge**

No prerequisite knowledge is needed.

**Prerequisite Teacher Knowledge**

The instructor should be familiar with the various kinds of cognitive bias. We provide potential sources for learning about these biases referenced in the introduction.

**SCIENTIFIC TEACHING THEMES**

**Active Learning**

The lesson includes a pre-class homework that asks students to search for sources of information about scientific controversies (in the form of case studies) and form an opinion about the issues. During class time, students participate in a brief interactive lecture designed to introduce various forms of bias, focusing on confirmation bias in particular. The lecture has discussion components, and includes a logic activity, a think-pair-share and a reflection. In the middle of the lecture, students are placed in pairs to complete a logic puzzle. After the puzzle activity, the students participate in a discussion/debrief (think-pair-share) and reflection about what they observed about themselves and others during the puzzle solving. Finally, as a second homework, they are asked to 1) explicitly apply what they have learned by re-examining their pre-class homework to determine if they find evidence of confirmation bias in their own searches, and 2) to brainstorm ways to recognize and avoid confirmation bias in the future.
Asking students to apply what they have learned to a real-world socioscientific problem is important to allow the students the opportunity to practice these skills. For example, we required the students to do a short group presentation about a scientific controversy. In preparing for this presentation, students were explicitly asked to pay attention to both sources of evidence and their own decision-making processes. Instructors can adjust this assignment to fit the level of their students and the time available (e.g., recorded presentations, informal presentations, written reports, etc.).

**Assessment**

Assessment was performed on two levels. First, the pre- and post-class homework assignments provided information about how the students self-reported their own learning. The pre-class homework (Supporting File S1. Confirmation Bias – Homework Assignment #1) asked the students to search for information about a controversy before introducing the topic of confirmation bias. The post-class homework (Supporting File S4. Confirmation Bias – Homework Assignment #2) then asked them to re-examine their search methods and consider the role that confirmation bias might play in those searches and in forming their opinion about a particular topic. A short reflection is included in the homework to encourage students to explain what they found out about themselves and how their view of the topics may have shifted as a result of recognizing their own biases. They were also asked to brainstorm how they might reduce potential cognitive bias in the future.

Second, because the course was taught in multiple years, we were able to compare the performance of students on a final project presentation with and without the intervention. The first year (2014), students did not have an assignment or intervention about confirmation bias, and the second year (2015), we implemented the intervention that is included in this lesson. Students in both years completed the same final project, which was an oral or ASL signed presentation about a scientific controversy. By examining the quality of their evidence and potential confirmation bias of their sources and comparing them between years, we were able to examine the impact of the intervention on the subsequent selection and use of sources.

**Inclusive Teaching**

This activity is open to all students, independent of academic background, identity, or major. Our class was a blend of hearing and deaf/hard-of-hearing (D/HH) students, and the discussions and activities were designed to encourage participation by all. D/HH students are supported in the classroom by campus-based access services, which may include sign language interpreters or real-time captionists, depending on the student’s needs and preferences. Because our course was targeted to first generation and D/HH students, the puzzle activity includes two roles – a guesser and a teller, and students are allowed to select the role in which they are most comfortable. The use of this intervention supports the development of metacognitive skills, particularly monitoring one’s own learning. Aspects of identity, including being aware of ways in which reasoning and identity intersect, can be included in classroom discussions. The controversial topics themselves often lead to discussions in the classroom around diversity, and cultural or political diversity in particular. For example, one of the topics discussed in our classroom is hydrofracking, and the discussion about the pros and cons of this method for extracting energy often shifts to political and rural/urban differences in how this topic is viewed and how information about its utility and safety is presented. Modeling respectful behavior and active listening (28) is incorporated throughout the course.

**LESSON PLAN**

**Components of the Class**

**Homework #1**

This pre-class assignment asks students to read one of the case studies and then search on the internet for a few sources about the topic. Students then identify their sources and explain their position on the questions associated with each case. Supporting File S1. Confirmation Bias – Homework Assignment #1 includes three case studies that we have used successfully (i.e., cloning mammoths, GMOs (29) and hydrofracking (30)). Instructors could substitute any case study that is relevant to their class. We highly recommend using and adapting case studies from the National Center for Case Study Teaching in Science. Using case studies that are relevant to the course will help keep the interest of the students and provide avenues to introduce additional content, as needed. The efficacy of using case studies is well established as a way to promote engagement and retention (31, 32).

**Class Session**

The class session includes: 1) a short interactive lecture on confirmation bias, 2) a puzzle activity focused on critical thinking, and then 3) a class discussion and reflection about the activity:

1. **Lecture**

   The presentation introduces types of cognitive bias, with some of the psychological evidence behind it. Example slides, notes and additional references are included in Supporting File S2. Confirmation Bias – Cognitive Bias Lecture Slides. The notes also include places where the instructor can pause the presentation and ask questions to make the presentation more interactive.

2. **Puzzle Activity**

   Students pair up with a neighbor and each partner gets a different set of instructions (Instruction Handout is included in Supporting File S3. Confirmation Bias – Puzzle Activity Handout). In large classes, the instructor may need assistance from a TA or LA to pass these out in a timely manner. Student #1 is the “guesser” whose job it is to guess the “pattern rule” that describes the relationship of a sequence of numbers. This student is given an example sequence that fits the pattern rule: 2, 4, 8, 16. Student #1 can ask their partner if sequences fit the pattern rule or not – as many sequences as they wish – before they have one chance to guess what the pattern rule is. The job of Student #2 (the “teller”) is to tell whether the sequence fits the pattern rule or not. Their role consists of saying “yes” or “no.” The pattern rule is that the numbers are increasing.

The activity is based on the online puzzle from the New York Times.
Here is an example exchange:

Guesser: “Does 3, 6, 12, 24” fit the rule?
Teller: “Yes.”
Guesser: “Does 1, 2, 4, 8, 16” fit the rule?
Teller: “Yes.”
Guesser: “Is the rule that the numbers are doubling?”
Teller: “No, that is not the rule.”

Remember that Guessers can test out as many sequences as they wish, but they only get one guess as to what the pattern rule is.

3. Discussion unpacking the activity

Most students will (incorrectly) guess that the pattern rule is “doubling” after trying just one or two sequences. They might guess that the pattern rule is “increasing” (correct), but it’s quite unusual for anyone to ever try to get a negative answer – that is, to try a sequence they think will NOT fit the pattern rule, despite the fact that there’s no penalty for testing a sequence that does not fit the pattern rule. No one thinks to intentionally test something they think is wrong! This leads to a broader discussion about the importance of exploring alternative views, including those that you feel are incorrect, and the relevance of testing assumptions as a part of scientific method. The discussion/debrief structure could follow Kolb (33), who describes four stages of experiential learning. First, the experience itself (the puzzle), then additional stages that can be summarized as 1) What happened? (observation) 2) So what? (meaning) 3) Now what? (abstraction). We have found that guiding the students intentionally through these stages (and sharing the cycle with them) helps shape the discussion.

Homework #2

This assignment (Supporting File S4. Confirmation Bias – Homework Assignment #2) asks the students to go back and re-examine Homework #1, in particular reflecting on their previous sources and whether they tended to pick sources that reinforced their existing view. The homework prompts them to brainstorm strategies for exploring alternatives.

Presentations

Students are assigned to groups of four, then they pick one of the case studies. Depending on the context of the class, these groups could be randomly assigned, lab group partners, student selected, or some other formation. The groups prepare and deliver a presentation on their resolution to the questions for each case study, as well as their methods of how they researched the topic. Note: In our syllabus, we devote parts of several classes leading up to this assignment deadline so groups have time to work and plan (i.e., the last 15-20 minutes of a 75 minute class would be dedicated to “group time” to allow the groups to meet and work on their presentation, ask questions, seek advice from instructor, practice, etc.). The instructions and associated grading rubric are in Supporting File S5. Confirmation Bias – Presentation Instructions and Supporting File S6. Presentation Rubric.

TEACHING DISCUSSION

Students were introduced to the idea of confirmation bias in three ways: 1) a short lecture/discussion about the topic of cognitive biases, 2) a logic puzzle that they completed in pairs, and 3) a homework assignment that asked them to re-examine their own research strategy about a case study to look for evidence of confirmation bias. The logic puzzle has such a simple solution that it is surprising that so few (usually < 10%) of the participants guessed the correct solution, and even fewer tried sequences that they thought were incorrect to test their answer. This result often leads to a rich class discussion about why people don’t try to get a negative answer to confirm their solution. Following the learning cycle described by Kolb (33), the discussion first centers on the observation of what happened (How many people guessed the rule wrong? How many sequences did you try before you guessed the rule? Did you try to get a sequence that didn’t fit the rule? Why or why not?), then on what it means (Why do people not try things they think are wrong?) and then finally on how we can generalize this behavior (If we know we behave this way, what does it mean for understanding evidence and data? How can we counteract this behavior? What can you do when researching your case study to alleviate this bias? What practices do scientists use to counteract this form of bias?).

Student Reflections

The second homework assignment asked students to reflect back on the first homework to look for bias in their own searches for evidence about the controversial socioscientific case studies. As a result of this homework, many students recognized that they did not search for multiple viewpoints, but frequently only looked for evidence that matched what they already thought about the topic. When asked to search for more information that supported alternative viewpoints and then reconsider their position, nearly half of the students shifted their ideas at least somewhat as a result. A quote from a student is illustrative:

“I found I was looking for reasons hydrofracking was bad for the environment and didn’t even look for information about why it might be good. Even though it didn’t really change my mind, I didn’t even know the other arguments.”

Other students recognized that they missed important aspects of an issue by not searching for alternative viewpoints:

“Two out of the three websites that I visited before had supported my view on the topic of de-extinction. My view is that we should only bring animals back for the sake of research and nothing more. However, one of the articles I read was about the passenger pigeon and how bringing it back could positively affect the ecosystem it once lived in. That one article challenged and made me question my view on de-extinction.”

Another student was concerned about how to handle evidence and create a valid argument when not everyone shared the same value system:

“I’m looking for evidence on both sides of the argument. I’m looking for valid reasons to support each side that everyone can understand or relate to. For example, one argument for not bringing back extinct species has a religious affiliation as some say the process is playing God. While this is a respectable opinion, not everyone in science or in the world has a religious belief system so that argument may be invalid to a lot of people. However, an argument based on how the species may hurt or help the environment is an argument...
that can be understood by many because it is based on fact that doesn’t have any belief bias. Also, when I was working with my group, I brought up the idea that the whole idea of de-extinction could not actually be about bringing back an extinct species but a way to advance biological engineering and genetics as a whole. So I’m also looking for ways that the technology and theory behind de-extinction could impact science in general if it was successful.”

In this case, the student is looking for arguments that he believes will appeal to and be understood by a broader audience. The process of re-examination of evidence also leads him to expand the range of relevant considerations from immediate effects on the target species to broader effects on the ecosystem, on other uses of science and technology, and on ways of life.

Comparison of Cohorts

We also examined whether the pedagogical intervention impacted how the students utilized sources in a subsequent assignment by comparing how students used evidence in an untreated cohort in 2014 (n=12) versus a treated one in 2015 (n=11). IRB approval was obtained, information was gathered in accordance with university IRB standards, and all participating students signed informed consent forms. After the courses ended, a team of instructors and learning assistants scored the reference sources used in each presentation, which had been anonymized. The team evaluated the reliability of the sources cited in each presentation, ranking them either as reliable (e.g., peer-reviewed, written by recognized expert, university publication, etc.) or not reliable (e.g., written by a political or advocacy group, websites with no author listed, blogs, etc.). Each source was also scored to determine if the reference supported or refuted the main conclusion of the presentation.

The students’ quality of evidence increased when there was an intervention. Compared to no intervention, the resultant presentations had a higher percentage of reliable sources (Mann-Whitney p=0.009; Figure 1A) and a lower percentage of citations that only supported their conclusion (Mann-Whitney p=0.003; Figure 1B). The intervention cohort had a more even distribution of citations among sources that supported vs. questioned their conclusions, indicating that they gave more consideration to testing their view against objections (49% of citations supported the view presented versus 63% the previous year). These results indicate that after the intervention exercise, students were discriminating among sources more carefully and were using more sources from the other side of the argument, including presenting more reasons that refute their own ideas.

One explanation for why this intervention was more successful than that studied by Kenyon and Beaulac (15) is that it is situated in the subject-matter appropriate context of a science course, thereby presenting a deeper understanding of the nature of scientific inquiry and a stronger motivation to present effective knowledge claims.

Improvements and Adaptations

This activity could be adapted to any course that uses evidence to support conclusions, as confirmation bias is not unique to science. However, the activity is particularly well-suited to examining evidence for socioscientific controversies for which there is a wide range of quality in the evidence available, and for which students often have pre-existing beliefs. The topics of the case studies in the homework assignments can (and should) be adjusted to match appropriate subject matter and level of the students. This is particularly important for non-majors courses where students’ interest is critical; the chosen case studies should be relevant and personal whenever possible. For example, hydrofracking as an energy source may be regionally relevant, while the science behind cloning a mammoth might not elicit much interest. Additionally, the lessons could be paired with the exercises for non-majors described in Copley et al. (34), which focus on using historical documents to describe the relationship between science and society. The complementary discussions about use of evidence would also reinforce many of the ideas from this lesson.

While their work focuses primarily on historical and civic case studies, the collected materials and advice from Stanford’s History Education group about students’ use of digital evidence may be useful for instructors. For example, a recent article analyzes the advice about evaluating sources from 50 universities’ library websites and offers advice to instructors and librarians about how to help students evaluate digital sources without resorting to a “checklist” approach (35). The website also includes a repository of research about how students examine historical evidence, and also lesson plans for how to address evaluating evidence in the classroom.

Figure 1. Students’ use of evidence was compared between a control cohort and one with the lesson intervention. Students who had the lesson intervention used more reliable sources (A) and were more likely to cite sources that refuted their own conclusions (B).
For advanced majors courses, the case study topic could be tailored more to the topic of the course. For example, in a Conservation Biology course, topics might include: 1) is releasing a non-native biocontrol agent into an ecosystem to control invasive species desirable? Or 2) should we reintroduce American chestnut trees that have been genetically modified to resist blight into the wild? These topics are relevant to the course, and folding the lessons from the confirmation bias exercise into the discussions can lead to a richer discussion about how decisions are made. The Center for Case Study Teaching in Science has a repository of peer-reviewed case studies on a wide variety of scientific subjects and includes teaching resources.

Additionally, we have found that sharing the grading rubric with students and specifically describing elements of the use of evidence in the rubric has helped clarify and motivate students to carefully select and use sources in their arguments. In subsequent years, we have engaged students in revising the rubric itself (e.g., “What makes a good presentation?” and “How do you recognize good evidence?”) so that it is co-created within the class and students feel they have input into the grading elements.

Conclusions

In conclusion, we found the intervention improved the quality of the sources that students cited as evidence and that students also were more likely to incorporate ideas into a subsequent assignment that were counter to their own conclusions. Guiding students through the process of recognizing their own biases appears to have a greater impact than simply describing the bias and telling them to avoid it. The combination of introductory lecture, activity and reflection/revision of their own work has the potential to help students to be metacognitively aware of their own confirmation bias and take actions to mitigate this bias.

SUPPORTING MATERIALS

• S1. Confirmation Bias – Homework Assignment #1
• S2. Confirmation Bias – Cognitive Bias Lecture Slides
• S3. Confirmation Bias – Puzzle Activity Handout
• S4. Confirmation Bias – Homework Assignment #2
• S5. Confirmation Bias – Presentation Instructions
• S6. Confirmation Bias – Presentation Rubric
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Table 1. Lesson Timeline. At a minimum, the lesson includes one 50 minute class period and two out-of-class assignments (one pre- and one post-assignment).

| Activity                        | Description                                                                 | Estimated Time | Notes                                                                 |
|---------------------------------|-----------------------------------------------------------------------------|----------------|----------------------------------------------------------------------|
| Preparation for Class           |                                                                             |                |                                                                      |
| Students Complete Homework #1   | Students complete first homework prior to coming to class.                  | 45-60 minutes  | Students choose and read case studies and then search on the internet for a few sources about the topic. Students then identify their sources and briefly explain their position on the questions associated with each case. Supporting File S1. Confirmation Bias – Homework Assignment #1 |
| Class Session 1                 |                                                                             |                |                                                                      |
| Introductory Lecture            | Types of Cognitive Bias                                                     | 15 minutes     | Lecture slides with notes are in Supporting File S2. Confirmation Bias – Cognitive Bias Lecture Slides |
| Puzzle Activity                 | Activity in pairs                                                           | 10 minutes     | Students in each pair will each need separate written instructions, depending on their role (“guesser” or “teller”). Supporting File S3. Confirmation Bias – Puzzle Activity Handout |
| Pairs/Class Discussion          | Discussion first in pairs, then as a class                                 | 20 minutes     | Discussion/reflection about what happened could follow Kolb’s Experiential Learning Cycle (33) (e.g., What happened? What does it mean? How can we apply this?) |
| Wrap-up Lecture                 | Summary about Cognitive Bias                                                | 5 minutes      | The rest of the lecture slides from Supporting File S2. Confirmation Bias – Cognitive Bias Lecture Slides |
| Post-Class Assignment           |                                                                             |                |                                                                      |
| Homework #2                     | Students Complete second homework after class                               | 30 minutes     | Students examine their first homework and reflect on confirmation bias in their search methods and conclusions. Supporting File S4. Confirmation Bias – Homework Assignment #2. |
| Class Session 2 (or more – optional) |                                                                             |                |                                                                      |
| Group Presentations             | Groups of students complete oral presentations about a case study          | Varies         | Groups prepare and deliver a presentation on their resolution to the questions for a chosen case study, as well as their methods of how they researched the topic. Supporting File S5. Confirmation Bias – Presentation Instructions and Supporting File S6. Confirmation Bias – Presentation Rubric. |