Sensing with nanopores – the influence of asymmetric blocking on electrochemical redox cycling current†
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Nanoporous redox cycling devices are highly efficient tools for the electrochemical sensing of redox-active molecules. By using a redox-active mediator, this concept can be exploited for the detection of molecular binding events via blocking of the redox cycling current within the nanopores. Here, we investigate the influence of different blocking scenarios inside a nanopore on the resulting redox cycling current. Our analysis is based on random walk simulations and finite element calculations. We distinguish between symmetric and asymmetric pore blocking and show that the current decrease is more pronounced in the case of asymmetric blocking reflecting the diffusion-driven pathway of the redox-active molecules. Using random walk simulations, we further study the impact of pore blocking in the frequency domain and identify relevant features of the power spectral density, which are of particular interest for sensing applications based on fluctuation analysis.

Introduction

Lab on a chip devices based on nanoporous structures are promising tools for the detection of molecules. Such devices feature for example nanoscaled pores, which are embedded into a membrane and are exposed to an electrolyte solution. When a molecule enters a pore, an increase of the electrical resistance of the membrane can be measured similar to the Coulter principle.1–3 Furthermore, these pores can be modified with certain receptor molecules to increase the selectivity towards specific analytes.4,5 Another approach for sensing applications using nanoscaled pores is the detection of an electrochemical current. Here, a part of the pore surface is made of a conducting material and is used as an electrode, which can be biased to a certain potential. Depending on the applied potential, redox-active molecules can react with the electrode generating a Faradaic current. To improve the sensitivity of such a measurement, two individually biased, closely separated electrodes can be implemented in the device. If these electrodes are set to appropriate potentials, redox-active molecules can participate in repetitive redox reactions leading to an amplification of the faradaic current. In principle, chip-based redox-cycling sensors can feature different geometries, which all comprise at least two electrodes. For example, different device architectures including interdigitated electrodes,6–10 nanogaps,11–13 nanocavities,14,15 nanochannels16–18 or micro- and nanoporous19–21 structures have been introduced within the last decades. In particular, nanoporous redox-cycling sensors can be used for the detection of specific binding events within the nanoporous structure. In this case, redox-active molecules may be used as a tracer for electrochemical sensing. Once analyte molecules bind to a specific target within the nanopore, this will lead to a decrease of the redox cycling current due to physical blocking of the pore.

In this paper we investigate the influence of different blocking scenarios on the diffusion-driven redox cycling current and its power spectral density. Specifically, we simulate the redox-cycling current dependence on the blocked area and compare the results for a symmetric and an asymmetric pore blocking. We show that, within a certain range of parameters, asymmetric blocking leads to a stronger decrease of the redox current compared to a symmetric blocking scenario. While finite element simulations can adequately predict the concentration distribution and average currents of the electrochemical sensor, they do not provide insight into the fluctuations of the signal. To address this issue we employ a random walk simulation and investigate the power spectral density of the signal in dependence on the pore blocking. Our results allow the identification of frequency regimes that can be used to detect pore blocking independent of the absolute current magnitude.
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Computational methods

To investigate the influence of a symmetric and an asymmetric blocking, two different scenarios are simulated. The radius of all simulated nanopores is 25 nm and the height is 200 nm. Above the pore a reservoir with a radius of 50 nm and a height of 800 nm is attached. The simulated nanopore designs are shown in Fig. 1. Symmetric blocking is modeled by a circular narrowing of the pore, which originates from the outer rim (see Fig. 1a). Asymmetric blocking is modeled by a partially circular segment originating from one side of the pore (see Fig. 1b). To simulate the influence of the pore symmetry on the redox current, different magnitudes of the blocked areas are simulated. The blocked area $A$ for a circular blocking can be calculated using the radius of the narrowing $r_n$ and the pore radius $r$.

$$A_{\text{blocked, symmetric}} = \pi (r - r_n)^2$$

For the asymmetric blocking the blocked area is given by a circular segment, where $d$ is the height of the segment.

$$A_{\text{blocked, asymmetric}} = r^2 \arccos \left( 1 - \frac{d}{r} \right) - \sqrt{2r d - d^2} (r - d)$$

The blocking ratio is defined by the ratio of the blocked area and the open pore cross section. The blocked volume within the pore can be calculated by a multiplication of the blocked area with the height of the blocking layer, which is 20 nm.

The calculations following the finite element approach were carried out using COMSOL 4.2. The flux of electrons through the electrodes is defined by the Butler–Volmer equation. The transfer rate is assumed to be $k = 6 \times 10^{-3} \text{ m s}^{-1}$, the transfer coefficient $\alpha = 0.5$, the redox potential $E_0 = 350 \text{ mV}$ and the temperature $T = 300^\circ \text{K}$. The electrode potentials were set to 0 V (bottom electrode) and 500 mV (top electrode).

Finite element methods are useful for the simulation of steady state or transient signals in the time domain. However, they are not suitable for the simulation of current fluctuations, which can provide additional valuable information for sensing applications. The electrochemical correlation spectroscopy for example is based on investigations of the power spectral density of the redox current.\(^{31}\) For the calculation of the power spectral density it is necessary to simulate not only the mean value of the current but also the current fluctuations. This can be implemented by random walk simulations, which have previously been used to describe electrochemical sensors.\(^{32–36}\) During the random walk, each molecule is randomly displaced for the distance $dx$ within a certain time step $dt$. The time step $dt$ and step width $dx$ are following the one-dimensional diffusion equation.

$$dt = \frac{dx^2}{2D}$$

Within each time step the molecules are displaced along all Cartesian axes leading to a total step width of $\sqrt{3} \text{ dx}$. Molecules are reflected upon collisions with boundaries and the redox state is immediately changed by collisions with a properly biased electrode surface. A more detailed description of the simulation software can be found elsewhere.\(^{37–38}\) For the simulation of the current decrease due to blocking inside the nanopores, 10 traces are calculated and averaged for each configuration. The calculation of the power spectral density from the simulated current traces is processed in Matlab. Power spectral densities are obtained by averaging over the calculated spectra from 50 traces.

For all calculations the diffusion coefficient of the redox molecules is assumed to be $6.7 \times 10^{-10} \text{ m}^2 \text{ s}^{-1}$ and the initial concentration of the redox molecules is $c_{\text{red}} = c_{\text{ox}} = \frac{1}{2} c_0 = 150 \text{ mM}$.

Results and discussion

We first analyze the current response of the nanoporous sensor for open and partially blocked pores using different configurations. The initial distribution of oxidized and reduced molecules inside the sensor and the reservoir is assumed to be 1 : 1; although the exact distribution has no impact on the steady-state results of the simulation (see ESI†).

Exemplary current traces of the bottom electrode derived from the random walk simulation are shown in Fig. 2. As expected, the redox current decreases with an increase of the blocked area. For a blocked area of 15% (corresponding to 1.5% volume blocking) this effect is rather small and basically masked by the inherent fluctuations in the signal. For a blocked area of 69% (blocked volume of 6.9%) the current is significantly reduced. Furthermore, an asymmetric blocking condition yields a lower current compared to a symmetric blocking condition. The difference in the current for both blocking scenarios is dependent on the blocked area. To assess this dependence, we simulated the average steady-state redox
current over a large range of blocking conditions (see Fig. 3) using both, random walk and finite element calculations.

We see that for very small and very large blocking ratios, symmetric and asymmetric currents are similar. However, in between these two extreme scenarios the current decreases more strongly for an asymmetric blocking scenario. In Fig. 3b the difference in the current decrease for the two blocking scenarios is shown. The value is displayed in percentage of the unblocked current at an open pore. At a blocking ratio of about 75%, the difference between symmetrically and asymmetrically blocked currents reaches a maximum. This difference in the currents originates from the diffusive nature of the redox cycling current. The redox active molecules are moving by diffusion and for such processes the time scales with the square of the distance. Therefore, the current is very sensitive to changes in the length of the diffusive pathway, which is in average longer for an asymmetric blocking as for a symmetric blocking (see schematic in Fig. 4).

The results for the mean value of the redox current (Fig. 3) from finite element simulations (dots) are in close agreement with the results from the random walk simulations (stars). However, it seems that for a symmetric blocking the random walk underestimates the current decrease, especially for a high blocking ratio. This is due to the discrete nature of our random walk simulation. The circular pore narrowing is modeled by cubic volume blocks. This approach is only valid if $dx \gg r_0$. Therefore, the results from the random walk differs from the results of the finite element calculations for very high blocking ratios.

We further analyzed the effect of blocking on the signal fluctuation. In Fig. 5, the power spectral density (PSD) of the redox current is shown for an open pore and an area blocking ratio of 69% and 89% respectively. The power spectral density features a plateau at low frequencies and decays with a power law after a transition frequency of approximately 1 kHz. For higher frequencies around 6 kHz a second plateau appears. The shape of the power spectral density for low frequencies is dominated by the fluctuating number of particles inside the pore. This behavior is
known from other nanoelectrochemical devices such as nanofluidic channels\(^\dagger\) or nanocavities.\(^\dagger\) The fluctuation noise features a plateau at low frequencies and decays with a power law after a transition frequency \(f_0\). The second plateau at high frequencies is a shot-like noise and caused by the diffusive movement of the molecules in between the electrodes.\(^\dagger\) With an increase of the blocking ratio, we see that the spectra are shifted to lower values. Additionally, the difference between the first and second plateau decreases. The ratio of the mean values of these plateaus is shown in Fig. 6.

Both, fluctuation noise and shot-like noise scale linearly with the number of redox molecules. Consequently, the ratio of the plateaus is a current independent parameter, which could be used for future sensing applications, assuming that the currents are not masked by thermal noise or other interfering signals. The effect of blocking on this parameter due to a particle of 3 nm radius for two pore geometries (15 nm and 50 nm diameter) is shown in the ESI.\(^\dagger\)

Conclusions

We calculated the decrease of the faradaic redox cycling current within a nanopore caused by symmetric and asymmetric blocking of the pore. Using finite element calculations and random walk simulations we demonstrated that the current is suppressed more strongly for an asymmetric blocking scenario. This effect is caused by the diffusion time of the molecules between the electrodes, which is sensitive to the square of the diffusive pathway. Furthermore, we analyzed the influence of the pore blocking on the power spectral density of the signal. The difference of two plateaus in the spectrum, caused by fluctuations and shot-like noise, decreases with an increasing blocking ratio. The ratio of the two signals in the frequency domain is independent of the absolute current and can potentially be used as a parameter for future sensing applications.
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