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Abstract

In this paper, we focus on solving the decentralized optimization problem of minimizing the sum of \( n \) objective functions over a multi-agent network. The agents are embedded in an undirected graph where they can only send/receive information directly to/from their immediate neighbors. Assuming smooth and strongly convex objective functions, we propose an Optimal Gradient Tracking (OGT) method that achieves the optimal gradient computation complexity \( O\left(\sqrt{\kappa} \log \frac{1}{\epsilon}\right) \) and the optimal communication complexity \( O\left(\sqrt{\frac{\kappa}{\theta}} \log \frac{1}{\epsilon}\right) \) simultaneously, where \( \kappa \) and \( \frac{1}{\theta} \) denote the condition numbers related to the objective functions and the communication graph, respectively. To our best knowledge, OGT is the first single-loop decentralized gradient-type method that is optimal in both gradient computation and communication complexities. The development of OGT involves two building blocks that are also of independent interest. The first one is another new decentralized gradient tracking method termed “Snapshot” Gradient Tracking (SS-GT), which achieves the gradient computation and communication complexities of \( O\left(\sqrt{\kappa} \log \frac{1}{\epsilon}\right) \) and \( O\left(\frac{\sqrt{\kappa}}{\theta} \log \frac{1}{\epsilon}\right) \), respectively. SS-GT can be potentially extended to more general settings compared to OGT. The second one is a technique termed Loopless Chebyshev Acceleration (LCA), which can be implemented “looplessly” but achieves a similar effect by adding multiple inner loops of Chebyshev acceleration in the algorithm. In addition to SS-GT, this LCA technique can accelerate many other gradient tracking based methods with respect to the graph condition number \( \frac{1}{\theta} \).

1 Introduction

Consider a system of \( n \) agents working collaboratively to solve the following optimization problem:

\[
f(x) = \frac{1}{n} \sum_{i=1}^{n} f_i(x),
\]

where \( x \in \mathbb{R}^d \) is the global decision variable, and each \( f_i(x) \) is a smooth and strongly convex objective function accessible only to agent \( i \). The agents are connected over an undirected graph, in which they can only send/receive information directly to/from their immediate neighbors. Each

*Most work was done while the first author was visiting School of Data Science, The Chinese University of Hong Kong, Shenzhen.
†Co-corresponding authors.
agent makes its own decisions based on the decision variables and the gradients it has computed or received, that is, problem (1) needs to be solved in a decentralized manner under local communication and local gradient computation.

Decentralized optimization problems arise naturally in many real-world applications. For example, the data used for modern machine learning tasks are getting increasingly large, and they are usually collected or stored in a distributed fashion by a number of data centers, servers, mobile devices, etc. Centering large amounts of data is often impractical due to limited communication bandwidth and data privacy concerns [33]. Particular application scenarios of decentralized optimization include distributed machine learning [7, 14, 35], wireless networks [2, 6, 32], information control [37, 43], power system control [15, 42], among many others.

The study on decentralized optimization can be traced back to the early 1980s [3, 55, 56]. Over the past decade, a large body of literature has appeared since the emergence of the distributed subgradient descent (DGD) method introduced in [36]. DGD attains the optimal solution to problem (1) with diminishing stepsizes. EXTRA [51] is the first gradient-type method that achieves linear convergence for strongly convex and smooth objective functions by introducing an extra correction term to DGD. Subsequently, distributed ADMM methods [5, 29], NIDS [27], and exact diffusion method [68] were also shown to exhibit linear convergence rates. In particular, the convergence rates of NIDS [27] and EXTRA [25] separate the function condition number and the graph condition number and achieve the best complexities among non-accelerated methods so far [61].

Gradient tracking methods [9, 10, 34, 40, 62] represent another class of popular choices for decentralized optimization. Such methods employ an auxiliary variable to track the average gradient over the entire network so that their performances become comparable to the centralized algorithms, which enjoy linear convergence. The gradient tracking technique can be applied under uncoordinated stepsizes, directed, time-varying graphs, asynchronous settings, composite objective functions and nonconvex objective functions; see for instance [31, 34, 39, 48, 53, 54, 58, 59, 63], among many others.

In this paper, we focus on synchronous decentralized gradient-type methods for solving problem (1). The algorithm efficiency is usually measured in two dimensions: (1) gradient computation complexity: the number of local gradients $\nabla f_i(\cdot)$ that each agent $i$ needs to compute for achieving $\epsilon$-accuracy; (2) communication complexity: the number of communication rounds performed by each agent $i$ for achieving $\epsilon$-accuracy, with $O(1)$ vectors of length $O(d)$ allowed to be broadcasted to the neighbors in one communication round. For $\mu$-strongly convex and $L$-smooth objective functions, the condition number is defined as $\kappa = \frac{L}{\mu}$, which measures the “ill-conditionedness” of the functions. The graph condition number denoted by $\frac{1}{\theta}$ measures the “connectivity” of the communication network, where the definition of $\theta$ is given in Section 2. It was shown in [49] that to obtain $\epsilon$-optimal solutions, the gradient computation complexity is lower bounded by $O\left(\sqrt{\kappa} \log \frac{1}{\epsilon}\right)$, and the communication complexity is lower bounded by $O\left(\sqrt{\frac{\kappa}{\theta}} \log \frac{1}{\epsilon}\right)$.

To obtain better complexities, many accelerated decentralized gradient-type methods have been developed (e.g., [11, 12, 16, 20, 22, 23, 24, 25, 26, 41, 44, 45, 46, 49, 57, 60, 61, 65]). There exist dual-based methods such as [49] that achieve optimal complexities. However, dual-based methods often require information related to the Fenchel duality, which is expensive to compute or even intractable in practice. In this paper, we focus on dual-free methods or gradient-type methods only. Some algorithms, for instance [16, 24, 25, 44, 45, 64, 65], rely on inner loops of multiple consensus steps to guarantee desirable convergence rates. Existing usages of inner loops can be classified into three categories: (1) directly multiplying the local decision variables with the gossip matrix for multiple times [16, 44, 45]; (2) Chebyshev acceleration [26, 22, 49, 50]; (3) accelerated average consensus (FastMix) [24, 64, 65]. However, the inner loops place a larger communication
burden [26, 41] which may limit the applications of these methods since communication has often been recognized as the major bottleneck in distributed or decentralized optimization. For example, the optimal algorithm OPAPC [22] improves the complexities over APAPC by utilizing inner loops of Chebyshev acceleration, but its convergence is actually slower than APAPC with respect to the iteration number (communication rounds). In addition, inner loops impose extra coordination steps among the agents as they have to agree on when to terminate the inner loops [41]. Thus, developing single-loop methods with better complexities is of both theoretical and practical significance.

OPAPC [22] is the first decentralized gradient-type method that is optimal in both gradient computation and communication complexities. To our best knowledge, for problem (1), only OPAPC [22] and Acc-GT+CA [26] are optimal in both complexities without additional logarithmic factors among the class of gradient-type methods. But both methods rely on inner loops to reach the optimal complexities. Therefore, it is natural to ask the following question:

Is there a single-loop decentralized gradient-type method that achieves optimal gradient computation complexity and communication complexity simultaneously?

Gradient tracking (GT) is one of the most popular techniques used for developing accelerated decentralized optimization methods. Most of the existing GT-based accelerated methods rely on inner loops of multiple consensus steps or Chebyshev acceleration (CA) to reduce the consensus errors (the difference among the local variables of different agents) between consecutive steps of the outer loop; see, for instance [16, 24, 25, 44, 45, 64, 65]. Among single-loop methods, Acc-DNGD-SC [41] achieves $O\left(\frac{\kappa^{5/7}}{\theta^{3/2}} \log \frac{1}{\epsilon}\right)$ gradient computation and communication complexities. For Acc-GT studied in [26], both complexities are $O\left(\frac{\sqrt{\kappa}}{\theta^{3/2}} \log \frac{1}{\epsilon}\right)$, and the algorithm can be applied to time-varying graphs. Recently, APD-SC [52] was developed for general directed graphs, while the complexities are also $O\left(\frac{\sqrt{\kappa}}{\theta^{3/2}} \log \frac{1}{\epsilon}\right)$ when applied to undirected networks. Comparing the complexities of existing GT-based methods with the lower bounds given in [49], the following question arises:

Can we improve the complexities of single-loop GT-based methods to optimality?

In this paper, we give affirmative answers to the two aforementioned questions with the Optimal Gradient Tracking (OGT) method. To our best knowledge, OGT is the first single-loop algorithm that is optimal in both gradient computation and communication complexities within the class of decentralized gradient-type methods. To develop OGT, we propose a novel GT-based method termed SS-GT, which is of independent interest. The complexity comparison of SS-GT and OGT with existing state-of-the-art methods and representative GT-based methods are given in Table 1.

1.1 Contributions

This paper focuses on solving the decentralized optimization problem (1) with first-order methods. We analyze why the previous single-loop GT-based methods have suboptimal convergence rates and first propose a novel “Snapshot” Gradient Tracking (SS-GT) method. SS-GT improves upon the existing GT-based methods but does not achieve optimality in the communication complexity w.r.t. the graph condition number. Then, we develop the Loopless Chebyshev Acceleration (LCA) technique to accelerate SS-GT, which leads to the Optimal Gradient Tracking (OGT) method with optimal complexities.

The main contributions of this paper are summarized as follows:

- For strongly convex and smooth objective functions, the proposed OGT method is optimal in both the gradient computation complexity and the communication complexity. To our knowledge, OGT
Table 1: Comparison of existing state-of-the-art accelerated decentralized gradient-type methods, classical gradient tracking and some representative accelerated algorithms with SS-GT and OGT.

| Method                              | Gradient Computation Complexity | Communication Complexity | Single-loop |
|-------------------------------------|---------------------------------|--------------------------|-------------|
| GT [9, 10, 34, 40, 62]              | $O \left( (\kappa + \frac{1}{\theta}) \log \frac{1}{\epsilon} \right)$ | $O \left( (\kappa + \frac{1}{\theta}) \log \frac{1}{\epsilon} \right)$ | ✓           |
| Acc-DNGD-SC [41]                    | $O \left( \frac{\kappa^{3/7}}{\theta^{3/2}} \log \frac{1}{\epsilon} \right)$ | $O \left( \frac{\kappa^{3/7}}{\theta^{3/2}} \log \frac{1}{\epsilon} \right)$ | ✓           |
| Acc-GT [26], APD-SC [52]            | $O \left( \frac{\sqrt{\kappa}}{\theta^{3/2}} \log \frac{1}{\epsilon} \right)$ | $O \left( \frac{\sqrt{\kappa}}{\theta^{3/2}} \log \frac{1}{\epsilon} \right)$ | ✓           |
| APAPC [22]                          | $O \left( \left( \sqrt{\frac{\kappa}{\theta}} + \frac{1}{\theta} \right) \log \frac{1}{\epsilon} \right)$ | $O \left( \left( \sqrt{\frac{\kappa}{\theta}} + \frac{1}{\theta} \right) \log \frac{1}{\epsilon} \right)$ | ✓           |
| Algorithm 3 of [22]                 | $O \left( \sqrt{\frac{\kappa}{\theta}} \log \frac{1}{\epsilon} \right)$ | $O \left( \sqrt{\frac{\kappa}{\theta}} \log \frac{1}{\epsilon} \right)$ | ✓           |
| APM-C [23]                          | $O \left( \sqrt{\kappa} \log \frac{1}{\epsilon} \right)$ | $O \left( \sqrt{\kappa} \log^2 \frac{1}{\epsilon} \right)$ | ×           |
| Mudag [64], DPAG [65]               | $O \left( \sqrt{\kappa} \log \frac{1}{\epsilon} \right)$ | $O \left( \sqrt{\frac{\kappa}{\theta}} \log \kappa \log \frac{1}{\epsilon} \right)$ | ×           |
| OPAPC [22], Acc-GT+CA [26]          | $O \left( \sqrt{\kappa} \log \frac{1}{\epsilon} \right)$ | $O \left( \sqrt{\frac{\kappa}{\theta}} \log \frac{1}{\epsilon} \right)$ | ×           |
| SS-GT (This paper)                  | $O \left( \sqrt{\kappa} \log \frac{1}{\epsilon} \right)$ | $O \left( \sqrt{\frac{\kappa}{\theta}} \log \frac{1}{\epsilon} \right)$ | ✓           |
| OGT (This paper)                    | $O \left( \sqrt{\kappa} \log \frac{1}{\epsilon} \right)$ | $O \left( \sqrt{\frac{\kappa}{\theta}} \log \frac{1}{\epsilon} \right)$ | ✓           |
| Lower Bounds [49]                   | $O \left( \sqrt{\kappa} \log \frac{1}{\epsilon} \right)$ | $O \left( \sqrt{\frac{\kappa}{\theta}} \log \frac{1}{\epsilon} \right)$ | \            |
is the first single-loop decentralized method that is optimal in both complexities within the class of gradient-type methods.

- To develop OGT, we first propose a novel gradient tracking method SS-GT, which is of independent interest. Compared to most existing GT-based methods that track the average gradient of the decision variables, SS-GT tracks the average gradient of a “snapshot point” instead. SS-GT outperforms
existing single-loop GT-based methods (before the development of OGT) and has the potential to be extended to more general settings such as directed graphs and time-varying graphs.

- We propose the LCA technique, which not only accelerates the convergence of SS-GT, but can also be combined with many other GT-based methods and accelerate these methods with respect to the graph condition number.

- We provide numerical experiments that demonstrate the superior performance of OGT compared to the state-of-the-art algorithms.

1.2 Roadmap

We introduce some necessary notations and assumptions in Section 2. In Section 3, we propose and analyze a novel gradient tracking method (SS-GT). In Section 4, the Loopless Chebyshev Acceleration (LCA) technique is developed to accelerate SS-GT, and we study the complexities of the resulting method OGT. The efficiency of the new method is confirmed by numerical experiments in Section 5. We conclude this paper in Section 6.

2 Notations and Assumptions

In this paper, \( ||\cdot|| \) denotes the Euclidean norm of vectors, and \( ||\cdot||_F \) denotes the Frobenius norm of matrices. The inner product in the Euclidean space is denoted by \( \langle \cdot, \cdot \rangle \). The spectral norm of matrix \( A \) is denoted by \( \|A\|_2 \). We have the following relation regarding \( \|\cdot\|_F \) and \( \|\cdot\|_2 \),

\[
\|AB\|_F \leq \|A\|_2 \|B\|_F, \forall A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times d}.
\]

By Cauchy-Schwarz inequality, for any vectors \( a, b \) with the same length, \( 2 \langle a, b \rangle \leq \frac{1}{\lambda} \|a\|^2 + \frac{1}{1-\lambda} \|b\|^2 \) for any \( \lambda \in (0, 1) \). Then, for any \( \lambda \in (0, 1) \) and two matrices \( A, B \) of the same size, we have

\[
\|A + B\|_F^2 \leq \frac{1}{\lambda} \|A\|_F^2 + \frac{1}{1-\lambda} \|B\|_F^2.
\] (2)

Using (2) recursively yields the following elementary inequality: for \( \lambda_1, \lambda_2, \cdots, \lambda_N > 0 \) with \( \sum_{i=1}^{N} \lambda_i = 1 \), and \( A_i \in \mathbb{R}^{m \times d} \) \( (1 \leq i \leq N) \),

\[
\left\| \sum_{i=1}^{N} A_i \right\|_F^2 \leq \sum_{i=1}^{N} \frac{1}{\lambda_i} \|A_i\|_F^2.
\] (3)

For a given vector \( v \), \( v_{a:b} \) denotes the subvector of \( v \) containing the entries indexed from \( a \) to \( b \). For a given matrix \( A, A_{a:b,c} \) is the submatrix of \( A \) containing the rows indexed from \( a \) to \( b \). We use \( 1 \) to denote the all-ones vector, and \( 0 \) denotes the all-zeros vector or the all-zeros matrix. The sizes of \( 1, 0 \) are determined from the context. The operators \( =, \geq, \leq \) are overloaded for vectors and matrices in the entry-wise sense.

A sequence \( \{a_k\}_{k=0}^{\infty} \) Q-linearly converges to 0, if there exists \( c \in (0, 1] \) such that \( |a_{k+1}| \leq (1-c) \cdot |a_k| \) for any \( k \geq 0 \). A sequence \( \{b_k\}_{k=0}^{\infty} \) R-linearly converges to 0, if there exist \( C > 0 \) and \( c' \in (0, 1) \) such that \( |b_k| \leq C \cdot (1-c')^k \) for any \( k \geq 0 \). The concepts of Q-linear convergence and R-linear convergence will be frequently used below.

The agent set is denoted by \( N = \{1, 2, \cdots, n\} \). We make the following standard assumption on the local objective functions \( \{f_i\} \), which is widely used in the decentralized optimization literature; see for instance 49 54 58 39 59 22.
Assumption 1. For each $i \in \mathcal{N}$, $f_i(x)$ is $\mu$-strongly convex and $L$-smooth, i.e., for any $x, y \in \mathbb{R}^d$, 
\[
\langle x - y, \nabla f_i(x) - \nabla f_i(y) \rangle \geq \mu \|x - y\|^2, \\
\|\nabla f_i(x) - \nabla f_i(y)\| \leq L \|x - y\|.
\]
Therefore, the global objective function $f(x) = \frac{1}{n} \sum_{i \in \mathcal{N}} f_i(x)$ is also $\mu$-strongly convex and $L$-smooth, and $f(x)$ admits a unique minimizer which is denoted by $x^\star$. The condition number of the objective function is defined as $\kappa = \frac{L}{\mu}$.

The papers [65, 64] only require $L$-smoothness of each $f_i$ and $\mu$-strong convexity of the average function $f = \frac{1}{n} \sum_{i=1}^{n} f_i$ rather than each $f_i$. However, these methods have additional logarithmic terms in the complexities and rely on inner loops of multiple consensus steps, where the iteration numbers of the inner loops depend on $\log \kappa$.

The convexity of each $f_i$ is essential in the proofs of this paper as well as in the paper [49], which gives the lower bounds, and the methods APAPC, OPAPC in [22] and Acc-GT, Acc-GT+CA in [26], which are most closely related to this paper.

In decentralized optimization algorithms, each agent employs some local $d$-dimension row vectors represented by bold lower-case letters. We use subscripts to denote the owners of the variables and superscripts to indicate the iteration number. For instance, $x_i^k$ denotes the value of agent $i$’s local variable $x$ at iteration $k$. The local vectors are usually written compactly into $n$-by-$d$ matrices with the same letter but in bold upper-case style. For instance, 
\[
X^k = \begin{pmatrix}
- & x_1^k \\
- & x_2^k \\
\vdots & \\
- & x_n^k
\end{pmatrix}.
\]

The local gradients $\{\nabla f_i(x_i^k)\}_{i \in \mathcal{N}}$ at iteration $k$ are also written compactly in an $n$-by-$d$ matrix as follows 
\[
\nabla F(X^k) = \begin{pmatrix}
- & \nabla f_1(x_1^k) \\
- & \nabla f_2(x_2^k) \\
\vdots \\
- & \nabla f_n(x_n^k)
\end{pmatrix}.
\]

For any $n$-by-$d$ matrix, we overline the same letter in bold lower-case style to denote the average of its rows, e.g., 
\[
\overline{x}^k = \frac{1}{n} 1^\top X^k = \frac{1}{n} \sum_{i \in \mathcal{N}} x_i^k.
\]

The agents are connected through a graph $\mathcal{G} = (\mathcal{N}, \mathcal{E})$ with $\mathcal{E} \subset \mathcal{N} \times \mathcal{N}$ being the edge set. The graph $\mathcal{G}$ is assumed to be undirected and connected. The information exchange between the agents is realized through a gossip matrix $W$, which satisfies the following standard condition.

Assumption 2. The gossip matrix $W$ satisfies $W1 = 1$, $W^\top 1 = 1$, and there exists a constant $\theta \in (0, 1]$ such that
\[
\left\| W - \frac{11^\top}{n} \right\|_2 = 1 - \theta. \tag{4}
\]

\footnote{Except in $W_k^k$, $\overline{W}_k^k$ where $k$ is the power number, all the superscripts $k + 1, k, k - 1, \cdots$ in this paper refer to the iteration number.}
Remark 1. We can instantiate a matrix $W$ satisfying Assumption 2 easily by choosing a doubly stochastic $W$, which additionally satisfies $W_{ij} > 0$ for any $(i,j) \in E$ and $W_{ii} > 0$ for any $i \in N$.

Assumption 2 is also standard in decentralized optimization; see for instance, DGD based methods such as [36, 17, 19, 67] and gradient tracking methods such as [40, 9, 10, 41, 38], among many others. Since Assumption 2 does not require symmetricity, it is slightly weaker than the graph conditions in most primal-dual methods such as [51, 49, 27, 22].

The convergence of SS-GT is proved under Assumption 1 and Assumption 2. The analysis for the OGT method requires another standard assumption stated below.

Assumption 3. (For OGT only) The gossip matrix $W$ is symmetric and positive semidefinite.

Remark 2. To meet Assumption 2 and 3 simultaneously, we can simply choose a symmetric doubly stochastic matrix $\hat{W}$ satisfying the conditions in Remark 1. And then, set $W = \left(I + \hat{W}\right)/2$.

Assumptions 1, 2, 3 are all standard assumptions in decentralized optimization and have been used in many works together; see for instance [51, 49, 27, 22]. Particularly, the lower bounds given in [49] and the existing optimal methods OPAPC [22] and Acc-GT+CA [26] are all analyzed under Assumptions 1, 2, 3.

If $W$ is symmetric, from the spectral decomposition, the number $\theta$ defined in (11) is indeed the spectral gap of $W$, which refers to the difference between the moduli of the two largest eigenvalues. And the number $\frac{1}{\theta}$ is considered as the condition number of the communication network in decentralized optimization.

Define the projection matrix

$$\Pi = I - \frac{11^\top}{n}.$$ 

It follows directly that $\Pi W = \Pi W \Pi$ and $\|\Pi\|_2 = 1$.

3 "Snapshot" Gradient Tracking

In this section, we propose a novel gradient tracking method named "Snapshot" Gradient Tracking (SS-GT), which will serve as a building block for OGT in Section 4. We start with the motivation and explain how SS-GT is constructed in Section 3.1. In Section 3.2, we construct a Lyapunov function to bound the consensus errors. In Section 3.3, we demonstrate the gradient computation and communication complexities of SS-GT.

The SS-GT method starts with the initial values:

$$Y^0 = Z^0 = U^0 = Q^0 = X^0, \quad G^0 = \nabla F \left(Q^0\right)$$

and updates, for $k = 0, 1, 2, \ldots$,

$$X^k = (1 - \alpha - \tau) Y^k + \alpha Z^k + \tau U^k \tag{6a}$$

$$Z^{k+1} = (1 + \beta)^{-1} W \left(Z^k + \beta X^k - \eta \left(G^k + \zeta^k \left(\nabla F \left(X^k\right) - \nabla F \left(Q^k\right)\right)\right)\right) \tag{6b}$$

$$Y^{k+1} = X^k + \gamma \left(Z^{k+1} - Z^k\right) \tag{6c}$$

$$Q^{k+1} = \xi^k X^k + \left(1 - \xi^k\right) Q^k \tag{6d}$$

$$U^{k+1} = W \left(\xi^k X^k + \left(1 - \xi^k\right) U^k\right) \tag{6e}$$

$$G^{k+1} = W G^k + \xi^k \left(\nabla F \left(X^k\right) - \nabla F \left(Q^k\right)\right) \tag{6f}$$

where $\{\xi^k, \zeta^k\}$ are two-point random variables with $\xi^k \sim \text{Bernoulli} \left(p\right)$ and $\zeta^k \sim \text{Bernoulli} \left(q\right)/q$.\footnote{The notation $\xi^k \sim \text{Bernoulli} \left(q\right)/q$ means $\Pr \left[\xi^k = \frac{1}{q}\right] = q$ and $\Pr \left[\xi^k = 0\right] = 1 - q.$}
An implementation-friendly version of SS-GT is given in Appendix A.1 (see Algorithm 1). The equivalence between (6) and Algorithm 1 comes from the observation that $M^k$ in Algorithm 1 equals $\nabla F (Q^k)$ in (6).

**Remark 3.** At each iteration, $\xi^k$ and $\zeta^k$ are two parameters shared with all agents, and all agents need to generate the same random numbers $\xi^k, \zeta^k$ locally. This can be done by letting the agents share a common random seed at the beginning and use the same random number generator initialized by this common random seed to generate $\{\xi^k, \zeta^k\}_{k \geq 0}$. A similar technique was used in [50] to let the agents generate the same sequence of Gaussian random variables without communication.

**Remark 4.** The agents need to compute the gradient of $X^k$ only when $\xi^k \neq 0$ or $\zeta^k \neq 0$. Hence if $p, q$ are small, in most iterations, the agents only fuse the information received from their neighbors without computing gradients. If $\xi^k$ and $\zeta^k$ are independent, $p + (1 - p)q$ gradient computations are required in expectation for each iteration. However, by setting $p = q$ and $\xi^k = q\zeta^k$, only $p$ gradient computations are required in expectation for each iteration.

### 3.1 Motivation and preliminary analysis

In this part, we first review the classical gradient tracking methods and their accelerated versions. By investigating why these methods are suboptimal, we provide the motivation behind SS-GT. Then, we describe the roadmap to prove the complexities of SS-GT and provide some preliminary analysis.

#### 3.1.1 Related gradient tracking based methods

The classical gradient tracking (GT) methods achieve linear convergence for smooth and strongly-convex objective functions. They can be implemented with uncoordinated stepsizes and generalized to using row and/or column stochastic mixing matrices. With the initialization $S^0 = \nabla F (X^0)$, the simplest GT implementation works as follows:

$$X^{k+1} = WX^k - \eta S^k,$$

$$S^{k+1} = WS^k + \nabla F (X^{k+1}) - \nabla F (X^k),$$

where $X^k \in \mathbb{R}^{n \times d}$ contains the local decision variables and $S^k \in \mathbb{R}^{n \times d}$ is called the "gradient tracker". A typical way to analyze the performance of GT starts from the following decomposition:

$$X^k = X^k - \frac{1}{n} 11^\top X^k + \frac{1}{n} 11^\top X^k = \Pi X^k + 1\bar{x}^k,$$

$$S^k = S^k - \frac{1}{n} 11^\top S^k + \frac{1}{n} 11^\top S^k = \Pi S^k + 1\bar{s}^k,$$

where the notations $\Pi, \bar{x}^k, \bar{s}^k$ have been introduced in Section 2. The "consensus error" $\|\Pi X^k\|_F^2 = \sum_{i \in \mathcal{N}} \|x_i^k - \bar{x}^k\|^2$ is the summation of the squared distances between each local decision variable to their average. In light of property (6), we have $\|\Pi W X^k\|_F = \|\Pi W\Pi X^k\|_F \leq \|\Pi W\|_F \|\Pi X^k\|_F = (1 - \theta) \|\Pi X^k\|_F$.

This indicates that multiplying $X^k$ by $W$ reduces the consensus errors.

By Assumption 2, we have $1^\top W = 1^\top$, and therefore,

$$\bar{s}^k = \frac{1}{n} 1^\top (WS^{k-1} + \nabla F (X^k) - \nabla F (X^{k-1}))$$

$$= \bar{s}^{k-1} + \frac{1}{n} \nabla F (X^k) - \nabla F (X^{k-1}).$$

It follows by induction that

$$\bar{s}^k = \frac{1}{n} 1^\top \nabla F (X^k).$$
Note that $\frac{1}{n} \nabla F \left( 1 \bar{X}^k \right) = \nabla f \left( \bar{X}^k \right)$. When the consensus error of $X^k$ is small, $\bar{X}^k$ will be close to the true gradient $\nabla f \left( \bar{X}^k \right)$.

Based on the above observations, it is important to answer the following questions for analyzing and accelerating the convergence of GT-based methods.

**Question I:** How to bound the errors coming from inexact gradients $s^k \neq \nabla f \left( X^k \right)$?

**Question II:** How to decrease the consensus error of $X^k$ fast?

**Question I** can be answered by Lemma 1, which is often used in the analysis of GT-based methods. Lemma 1 bounds the errors induced by inexact gradients through consensus errors, which reduces **Question I** to **Question II**.

**Lemma 1.** Denote $\bar{d}^k = \frac{1}{n} \nabla F \left( X^k \right)$. For any row vectors $a, b \in \mathbb{R}^d$ and $k \geq 0$,

$$f (a) \leq f (b) + \langle \bar{d}^k, a - b \rangle + L \left\| \bar{X}^k - a \right\|^2 + \frac{L}{n} \left\| \Pi X^k \right\|_F^2,$$

and

$$f (\bar{X}^k) \leq f (x^*) + \langle \bar{d}^k, \bar{X}^k - x^* \rangle - \frac{\mu}{4} \left\| \bar{X}^k - x^* \right\|^2 + \frac{L}{n} \left\| \Pi X^k \right\|_F^2.$$

The proof of Lemma 1 can be found in, for instance [16, 40, 41], and it is included in Appendix A.2 for completeness.

To address **Question II** probably the simplest way is to add inner loops of multiple consensus steps in the algorithm. However, inner loops have several major drawbacks compared with single-loop methods, as discussed in the introduction. Without inner loops, controlling the consensus errors requires sufficiently small stepsizes which usually result in slow convergence. Many efforts have been made to overcome this issue.

The acc-DNGD-SC method in [41] combines Nesterov’s accelerated gradient descent with GT directly in the following way:

$$Y^0 = Z^0 = X^0, \quad S^0 = \nabla F \left( X^0 \right),$$

$$Z^{k+1} = (1 - \alpha) W Z^k + \alpha W X^k - \frac{\eta}{\alpha} S^k,$$

$$Y^{k+1} = W X^k - \eta S^k,$$

$$X^{k+1} = \frac{Y^{k+1} + \alpha Z^{k+1}}{1 + \alpha},$$

$$S^{k+1} = W S^k + \nabla F \left( X^{k+1} \right) - \nabla F \left( X^k \right),$$

where $S^k$ is the gradient tracker. The communication complexity and gradient computation complexity of acc-DNGD-SC are both $O \left( \frac{d^5}{\beta^5} \log \frac{1}{\epsilon} \right)$.

A recent work [26] considered accelerated GT over time-varying graphs. When applied to static graphs, the proposed Acc-GT method works as follows:

$$Y^0 = Z^0 = X^0, \quad S^0 = \nabla F \left( X^0 \right),$$

$$Z^{k+1} = \frac{1}{1 + \frac{2\alpha}{\beta}} \left( W \left( \frac{\mu \alpha}{\beta} X^k + Z^k \right) - \frac{\alpha}{\beta} S^k \right),$$

$$Y^{k+1} = \beta Z^{k+1} + (1 - \beta) W Y^k,$$

$$X^{k+1} = \beta Z^{k+1} + (1 - \beta) Y^{k+1},$$

$$S^{k+1} = W S^k + \nabla F \left( X^{k+1} \right) - \nabla F \left( X^k \right),$$
where $S^k$ is the gradient tracker. Acc-GT was proven to have communication complexity and gradient computation complexity $O\left(\frac{\sqrt{n}}{\kappa^2} \log \frac{1}{\epsilon}\right)$, which is optimal in the function condition number $\kappa$ but suboptimal in $\frac{1}{\epsilon}$. Such a result implies that better answers for Question II are imperative for improving the algorithmic complexities. In particular, notice that the aforementioned methods perform one gradient computation and $O(1)$ communication steps in one iteration. Hence they always achieve the same gradient computation complexity and communication complexity. However, the lower bound on the gradient computation complexity $O\left(\sqrt{\kappa} \log \frac{1}{\epsilon}\right)$ obtained in [49] is independent of $\theta$. To develop optimal methods, we must address the following question.

**Question III:** How to get rid of $\theta$ in the gradient computation complexity?

### 3.1.2 Motivation for SS-GT and preliminary analysis

The aforementioned GT-based methods update the gradient tracker in the following way:

$$S^{k+1} = W S^k + \nabla F (X^{k+1}) - \nabla F (X^k).$$

In accelerated methods, due to the Nesterov momentum, the distance between $X^{k+1}$ and $X^k$ can be large, which implies that $\nabla F (X^{k+1}) - \nabla F (X^k)$ can also be large. This further leads to large consensus errors for the gradient tracker. As a result, small stepsizes have to be used to control the consensus errors, and it eventually leads to suboptimal convergence rates.

To obtain a better answer for Question II inspired by SVRG [18], Katyusha [1], Loopless SVRG [21] and ADIANA [28], we introduce a “snapshot point” $Q^k$, which records some history positions of $X^k$. Unlike previous GT-based methods whose gradient tracker $S^k$ tracks the average gradient of $X^k$, a new gradient tracker $G^k$ is employed by SS-GT to track the average of $\nabla F (Q^k)$. This is shown by the following lemma.

**Lemma 2.** For any $0 \leq k \leq K$,

$$\overline{\theta}^k = \frac{1}{n} 1^\top \nabla F (Q^k).$$

**Proof.** See Appendix A.3.

To avoid an outer loop for updating the “snapshot point” $Q^k$ so that SS-GT can be a single-loop algorithm, we consider the technique used in Loopless SVRG [21] where “snapshot” points are updated in a coin-flip manner. More specifically, the update of “snapshot point” $Q^k$ follows the Bernoulli distribution with parameter $p$. When $p$ is small, $Q^k$ is not updated frequently, and when $Q^k$ is not updated, we multiply the gradient tracker $G^k$ with $W$ to reduce its consensus error. When $Q^k$ is updated, the gradient different $\nabla F (X^k) - \nabla F (Q^k)$ is added into the gradient tracker $G^k$ (see (6)). To avoid the difference $\nabla F (X^k) - \nabla F (Q^k)$ in (6a) and (6b) becoming too large, we add a “negative momentum” in the linear coupling step (6b), which is inspired from Katyusha [1]. The “negative momentum” behaves like a “magnet” that retracts $X^k$ towards some historical positions. A straightforward choice for the history position is the “snapshot point” $Q^k$. In this way, we can avoid $X^k$ from getting too far away from $Q^k$, and $\nabla F (X^k) - \nabla F (Q^k)$ won’t be too large. However, the consensus error in $Q^k$ is not reduced during the iteration because it does not change if $\xi^k = 0$. So, it does not help to reduce the consensus error in $X^k$. We introduce another variable $U^k$ with a smaller consensus error than $Q^k$ as the historical position. When $Q^k$ is updated using the recent $X^{k-1}$, we also updated $U^k$ using $W X^{k-1}$. Whenever $Q^k$ is not updated, we update $U^k$ by multiplying it with $W$. Then, it can be proved easily by induction that $U^k$ has the same average as $Q^k$, i.e.,

$$\overline{U}^k = \overline{Q}^k, \forall 0 \leq k \leq K.$$
but $U^k$ has a smaller consensus error than $Q^k$.

The above discussion intuitively explains how we address Question [1].

The new gradient tracker $G^k$ has an additional advantage. To compute the gradient tracker $S^k$, the agents need to compute $\nabla F(\mathbf{X}^k)$. Therefore, the gradient computation complexities of most existing GT-based methods are always no less than their communication complexities. However, for our new $G^k$, when $Q^k$ is not updated (i.e., $\xi^k = 0$), there is no need to compute the gradients in step [1].

Nevertheless, the new gradient tracker $G^k$ also has a drawback. The previous gradient tracker $S^k$ satisfies $\mathbf{\pi}^k = \frac{1}{n}\nabla F(\mathbf{X}^k)$, which indicates that $\mathbf{\pi}$ serves as a good estimator for $\nabla f(\mathbf{\pi}^k)$ when the consensus error is small. However, due to the distance between $\mathbf{X}^k$ and $Q^k$, $\mathbf{\pi}^k$ may not be an “accurate enough” gradient estimator for $\nabla f(\mathbf{\pi}^k)$. A naive way is to use

$$D^k = G^k + \nabla F(\mathbf{X}^k) - \nabla F(Q^k)$$

as a gradient estimator instead because we can show by [11] that $\mathbf{d}^k = \frac{1}{n} \mathbf{1}^\top D^k = \frac{1}{n} \mathbf{1}^\top \nabla F(\mathbf{X}^k)$. However, computing a new $D^k$ in each iteration requires at least one gradient computation per iteration. This prevents us from solving Question [11]. Inspired by SPIDER [13], we introduce the random variable $\zeta^k$ and use the term $G^k + \zeta^k \left(\nabla F(\mathbf{X}^k) - \nabla F(Q^k)\right)$ in [10] which is an unbiased estimator for $\mathbf{1}^\top \nabla F(\mathbf{X}^k)$ as

$$\frac{1}{n} \mathbf{1}^\top \mathbb{E} \left[ G^k + \zeta^k \left(\nabla F(\mathbf{X}^k) - \nabla F(Q^k)\right) \right]$$

where the equality comes from $\mathbb{E} \left[ \zeta^k \right] = 1$ and [4]. Since we need to compute the gradients only when $\xi^k \neq 0$ or $\zeta^k \neq 0$, by setting $p, q$ to be in the order of $O(\theta)$ in SS-GT or $O(\sqrt{\theta})$ in OGT, the gradient computation complexity is shown to be independent of $\theta$ for both methods. At the same time, the communication complexities are not affected. This explains how we address Question [11].

Hereafter, we will denote

$$\mathbf{d}^k = \frac{1}{n} \mathbf{1}^\top \nabla F(\mathbf{X}^k).$$

The $n$-by-$d$ matrices such as $\mathbf{X}^k$ will be decomposed as its consensus error and the average part (here, we take $\mathbf{X}^k$ as an example):

$$\mathbf{X}^k = \Pi \mathbf{X}^k + \mathbf{1} \mathbf{\pi}^k.$$  

Multiplying $\frac{1}{n} \mathbf{1}^\top$ on both sides of [6a]-[6f] and combining with [9] and [10] yield

$$\begin{align*}
\mathbf{\pi}^k &= (1 - \alpha - \tau) \mathbf{y}^k + \alpha \mathbf{z}^k + \tau \mathbf{w}^k, \\
\mathbf{z}^{k+1} &= (1 + \beta)^{-1} \left( \mathbf{z}^k + \beta \mathbf{X}^k - \eta \mathbf{y}^k + \zeta^k \eta \left( \mathbf{y}^k - \mathbf{d}^k \right) \right), \\
\mathbf{y}^{k+1} &= \mathbf{\pi}^k + \gamma \left( \mathbf{z}^{k+1} - \mathbf{z}^k \right), \\
\mathbf{q}^{k+1} &= \mathbf{w}^{k+1} = \xi^k \mathbf{\pi}^k + (1 - \xi^k) \mathbf{\pi}^k, \\
\mathbf{g}^{k+1} &= \frac{1}{n} \mathbf{1}^\top \nabla F(Q^{k+1}).
\end{align*}$$

In the rest of this section, we will first construct a Lyapunov function to bound the consensus errors by a “Q-linear” sequence with additional errors in the form of gradient differences. Then, we provide bounds for the descent of the average parts in [11] with additional errors in terms of consensus errors. Finally, we combine both parts to show the complexities of SS-GT.
3.2 Bounding the consensus errors

In this section, we construct a Lyapunov function to bound the consensus errors of $X^k$ and $Q^k$. To see why this is necessary, first note that later in Section 3.3 we will invoke Lemma 1 to bound the descent of the average parts in (11). Since Lemma 1 pertains to the errors induced by inexact gradients in terms of $\|\Pi X^k\|_F^2$, the consensus error of $X^k$ needs to be bounded. Second, there are certain errors in terms of $\|\nabla F(X^k) - \nabla F(Q^k)\|_F^2$ on the RHS of (28) in Lemma 6. By (23) in Lemma 4, the gradient difference $\|\nabla F(X^k) - \nabla F(Q^k)\|_F^2$ is related to $\|\Pi X^k\|_F^2$ and $\|\Pi Q^k\|_F^2$, and hence $\|\Pi Q^k\|_F^2$ also needs to be bounded. The consensus errors of the other variables, including $Y^k$, $Z^k$, $G^k$, $U^k$ will only occur in the Lyapunov function in Lemma 9 and not in the main analysis of SS-GT. Thus we can regard $\|\Pi Y^k\|_F^2$, $\|\Pi Z^k\|_F^2$, $\|\Pi G^k\|_F^2$, $\|\Pi U^k\|_F^2$ as “auxiliary variables” which help bound the consensus errors of $X^k$ and $Q^k$.

Regarding the magnitudes of the related quantities, we mention in advance that in SS-GT we will choose

$$p, q = O(\theta), \alpha, \gamma = O\left(\frac{1}{\sqrt{K}}\right), \eta = O\left(\frac{\theta \sqrt{\tau}}{L}\right), \beta = O\left(\frac{\theta}{\sqrt{\tau}}\right),$$

and $\tau$ is chosen as a constant in $(0, 1)$ such as $\tau = \frac{1}{4}$. In light of the magnitudes mentioned in (12), inequalities (13) can be satisfied easily by choosing the parameters properly.

Let $F_k$ denote the sigma field generated by $\{\xi^j, \zeta^j\}_{0 \leq j < k-1}$, and $E_k[\cdot]$ is the conditional expectation taken over $F_k$. Then, for any $k \geq 0$, the variables $\{X^k, Y^k, Z^k, Q^k, U^k, G^k\}$ are measurable with respect to $F_k$.

**Lemma 3.** If the parameters and stepsizes satisfy

$$\alpha^2 \leq \frac{2(1 - \tau)}{\tau^2} + \frac{192(1 - \tau) \gamma^2 \beta^2}{\tau \theta^2} + \frac{\tau}{4} + \frac{16p}{\theta} \leq 1 - \frac{\tau}{8},$$

(13)

then

$$\|\Pi X^k\|_F^2 + \|\Pi Q^k\|_F^2 \leq \left(1 - \min\left\{\frac{p}{2}, \tau, \frac{\theta}{2}\right\}\right) \Phi_{k}^2 - E_k[\Phi_{k+1}^2]$$

$$+ c_2(\theta, \tau, p, q, \eta) \left\|\nabla F(X^k) - \nabla F(Q^k)\right\|_F^2,$$

(14)

where the Lyapunov function is given by

$$\Phi_{k}^2 = \frac{8}{\tau} \left(\frac{\tau}{4p} \|\Pi Q^k\|_F^2 + \frac{4(1 - \tau)}{4 - \tau} \|\Pi Y^k\|_F^2 + \frac{16}{\theta} \|\Pi U^k\|_F^2\right)$$

$$+ \left(1 - \frac{\theta}{6}\right) \frac{48(1 - \tau) \gamma^2}{\tau \theta} \|\Pi Z^k\|_F^2 + \frac{1}{\theta L^2} \|\Pi G^k\|_F^2,$$

and

$$c_2(\theta, \tau, p, q, \eta) = \frac{384(1 - \tau) \gamma^2}{\tau^2 \theta} \left(\frac{\eta^2}{q} + \frac{2\eta^2}{\theta}\right) + \frac{16p}{\theta \tau L^2}.$$

(15)

To help readers follow the proofs more easily, we leave some common factors on both sides of the inequalities such as (13), (29), (72) which serve as requirements for some lemmas.
Proof. By multiplying $\Pi$ on both sides of (15), and using (3), we have

$$\left\| \Pi X^k \right\|_F^2 \leq \frac{4}{4 - \tau} \left\| (1 - \alpha - \tau) \Pi Y^k \right\|_F^2 + \frac{8}{\tau} \left\| \alpha \Pi Z^k \right\|_F^2 + \frac{8}{\tau} \left\| \tau \Pi U^k \right\|_F^2$$

$$\leq \frac{4}{4 - \tau} \left(1 - \frac{\tau}{4} \right)^2 \left\| \Pi Y^k \right\|_F^2 + \frac{4\alpha^2}{\tau} \left\| \Pi Z^k \right\|_F^2 + \frac{8\tau}{\tau} \left\| \Pi U^k \right\|_F^2.$$  \hspace{1cm} (16)

To bound the consensus error of $Z^{k+1}$, we first analyze the following term:

$$E_k \left[ \left\| \Pi Z^k + \beta \Pi X^k - \eta \Pi G^k + \zeta \eta \Pi (\nabla F (Q^k) - \nabla F (X^k)) \right\|^2 \right]$$

$$= \left\| \Pi Z^k + \beta \Pi X^k - \eta \Pi G^k \right\|_F^2 + E_k \left[ \left( \zeta^k \right)^2 \right] \eta^2 \left\| \Pi (\nabla F (Q^k) - \nabla F (X^k)) \right\|^2_F$$

$$+ 2 \left( \zeta^k \right) \Pi (\nabla F (Q^k) - \nabla F (X^k))$$

$$\leq \left\| \Pi Z^k + \beta \Pi X^k - \eta \Pi G^k \right\|_F^2 + \eta^2 \left\| \Pi X^k \right\|_F^2 + \frac{\eta^2}{\theta} \left\| \Pi G^k \right\|_F^2$$

$$+ \frac{\theta}{2} \left\| \Pi Z^k + \beta \Pi X^k - \eta \Pi G^k \right\|_F^2 + \frac{\eta^2}{\theta} \left\| \Pi X^k \right\|_F^2 + \frac{\eta^2}{\theta} \left\| \Pi G^k \right\|_F^2$$

$$\leq \left(1 + \frac{\theta}{2} \right) \left( \frac{1}{1 - \frac{\theta}{2}} \left\| \Pi Z^k \right\|_F^2 + \frac{4\beta^2}{\theta} \left\| \Pi X^k \right\|_F^2 + \frac{4\eta^2}{\theta} \left\| \Pi G^k \right\|_F^2 \right)$$

By multiplying $\Pi$ on both sides of (17), we have

$$E_k \left[ \left\| \Pi Z^{k+1} \right\|^2 \right]$$

$$\leq (1 + \beta)^{-2} \left\| \Pi W \right\|_F^2 E_k \left[ \left\| \Pi Z^k + \beta \Pi X^k - \eta \Pi G^k + \zeta \eta \Pi (\nabla F (Q^k) - \nabla F (X^k)) \right\|^2 \right]$$

$$\leq (1 + \beta)^{-2} \left(1 + \theta \right) \left( \frac{1}{1 - \frac{\theta}{2}} \left\| \Pi Z^k \right\|_F^2 + \frac{4\beta^2}{\theta} \left\| \Pi X^k \right\|_F^2 + \frac{4\eta^2}{\theta} \left\| \Pi G^k \right\|_F^2 \right)$$

$$+ (1 + \beta)^{-2} \left(1 - \theta \right) \left( \frac{\eta^2}{\theta} + \frac{\eta^2}{\theta} \right) \left\| \nabla F (Q^k) - \nabla F (X^k) \right\|^2_F$$

$$\leq (1 - \theta) \left\| \Pi Z^k \right\|_F^2 + \frac{4\beta^2}{\theta} \left\| \Pi X^k \right\|_F^2 + \frac{4\eta^2}{\theta} \left\| \Pi G^k \right\|_F^2$$

$$+ \left( \frac{\eta^2}{\theta} + \frac{\eta^2}{\theta} \right) \left\| \nabla F (Q^k) - \nabla F (X^k) \right\|^2_F.$$  \hspace{1cm} (18)

Again, by multiplying $\Pi$ on both sides of (18), and using (2), we have the following inequality

$$\left\| \Pi Y^{k+1} \right\|_F^2 \leq \frac{4 - \tau}{4 - 2\tau} \left\| \Pi X^k \right\|_F^2 + \frac{4 - \tau}{\tau} \gamma \left\| \Pi Z^{k+1} - \Pi Z^k \right\|_F^2$$

$$\leq \frac{4 - \tau}{4 - 2\tau} \left\| \Pi X^k \right\|_F^2 + \frac{2 (4 - \tau) \gamma^2}{\tau} \left( \left\| \Pi Z^{k+1} \right\|_F^2 + \left\| \Pi Z^k \right\|_F^2 \right).$$  \hspace{1cm} (19)

From the definition of $\xi^k$, it follows that

$$E_k \left[ \left\| \Pi U^{k+1} \right\|^2 \right] = (1 - p) \left\| \Pi W \Pi U^k \right\|^2_F + p \left\| \Pi W \Pi X^k \right\|^2_F$$

$$\leq (1 - p) \left\| \Pi W \right\|_F^2 \left\| \Pi U^k \right\|_F^2 + p \left\| \Pi X^k \right\|_F^2$$

$$\leq (1 - \theta)^2 \left\| \Pi U^k \right\|_F^2 + p \left\| \Pi X^k \right\|_F^2.$$  \hspace{1cm} (20)
Also, by the definition of $\xi^k$,

$$\mathbb{E}_k \left[ \left\| \Pi Q^{k+1} \right\|_F^2 \right] = (1 - p) \left\| \Pi Q^k \right\|_F^2 + p \left\| \Pi X^k \right\|_F^2. \quad (21)$$

To bound the consensus error of $G^{k+1}$, we have

$$\mathbb{E}_k \left[ \left\| \Pi G^{k+1} \right\|_F^2 \right] \\
= (1 - p) \left\| \Pi W \Pi G^k \right\|_F^2 + p \left\| \Pi W \Pi G^k + \Pi \left( \nabla F(X^k) - \nabla F(Q^k) \right) \right\|_F^2 \\
\leq (1 - p) \left\| \Pi W \right\|_2^2 \left\| \Pi G^k \right\|_F^2 + 2p \left\| \Pi W \right\|_2^2 \left\| \Pi G^k \right\|_F^2 + 2p \left\| \Pi \right\|_2^2 \left\| \nabla F(X^k) - \nabla F(Q^k) \right\|_F^2, \quad (22)$$

where the second inequality holds because of $(1 + p)(1 - \theta)^2 \leq 1 - \theta$, which can be derived from the first condition in (13).

Taking weighted sums on both sides of (10), (18), (19), (20), (21), (22) yields

$$\left\| \Pi X^k \right\|_F^2 + \mathbb{E}_k \left[ \frac{\tau}{4p} \left\| \Pi Q^{k+1} \right\|_F^2 + \frac{4(1 - \tau)}{4 - \tau} \left\| \Pi Y^{k+1} \right\|_F^2 \right] \\
+ \mathbb{E}_k \left[ \frac{16}{\theta} \left\| \Pi U^{k+1} \right\|_F^2 + \frac{48(1 - \tau)\gamma^2}{\theta\gamma} \left\| \Pi Z^{k+1} \right\|_F^2 + \frac{1}{\theta L^2} \left\| \Pi G^{k+1} \right\|_F^2 \right] \\
\leq \left( \frac{2(1 - \tau)}{2 - \tau} + \frac{192(1 - \tau)\gamma^2\beta^2}{\tau\theta} \right) \frac{\tau}{4 + \frac{16p}{\theta}} \left\| \Pi X^k \right\|_F^2 \\
+ (1 - p) \frac{\tau}{4p} \left\| \Pi Q^k \right\|_F^2 + \frac{4(1 - \tau)^2}{4 - \tau} \left\| \Pi Y^k \right\|_F^2 \\
+ \left(1 - 2\theta + \frac{\tau\theta}{2}\right) \frac{16}{\theta} \left\| \Pi U^k \right\|_F^2 + \left(1 - \theta + \frac{\theta}{6} + \frac{\alpha^2\theta}{(1 - \tau)\gamma^2} \right) \frac{48(1 - \tau)\gamma^2}{\tau\theta} \left\| \Pi Z^k \right\|_F^2 \\
+ \frac{8(1 - \tau)\gamma^2}{\theta} \mathbb{E}_k \left[ \left\| \Pi Z^{k+1} \right\|_F^2 \right] + \left(1 - \theta + \frac{192(1 - \tau)\gamma^2\eta^2L^2}{\tau\theta} \right) \frac{1}{\theta L^2} \left\| \Pi G^k \right\|_F^2 \\
+ c_1(\theta, \gamma, \tau, p, q, \eta) \left\| \nabla F(X^k) - \nabla F(Q^k) \right\|_F^2 \quad (23)$$

where

$$c_1(\theta, \gamma, \tau, p, q, \eta) = \frac{48(1 - \tau)\gamma^2}{\tau\theta} \left( \frac{\eta^2}{q} + \frac{2\eta^2}{\theta} \right) + \frac{2p}{\theta L^2}. \quad (24)$$
Rearranging the above relation yields
\[
\frac{\tau}{8} \left( \left\| \Pi X^k \right\|_F^2 + \left\| \Pi Q^k \right\|_F^2 \right) + \frac{\tau}{4p} \left\| \Pi Q^{k+1} \right\|_F^2 + \frac{4(1-\tau)}{4-\tau} \left\| \Pi Y^{k+1} \right\|_F^2 \\
+ \frac{16}{\theta} \left\| \Pi U^{k+1} \right\|_F^2 + \left( 1 - \frac{\theta}{6} \right) \frac{48 (1-\tau) \gamma^2}{\tau \theta} \left\| \Pi Z^{k+1} \right\|_F^2 + \frac{1}{\theta L^2} \left\| \Pi G^{k+1} \right\|_F^2 \\
\leq \left( 1 - \frac{p}{2} \right) \frac{\tau}{4p} \left\| \Pi Q^k \right\|_F^2 + \frac{4(1-\tau)^2}{4-\tau} \left\| \Pi Y^k \right\|_F^2 \\
+ \left( 1 - \frac{\theta}{2} \right) \frac{16}{\theta} \left\| \Pi U^k \right\|_F^2 + \left( 1 - \frac{2 \theta}{3} \right) \frac{48 (1-\tau) \gamma^2}{\tau \theta} \left\| \Pi Z^k \right\|_F^2 \\
+ \left( 1 - \frac{\gamma}{2} \right) \frac{48 (1-\tau) \gamma^2}{\tau \theta} \left\| \Pi G^k \right\|_F^2 + \frac{1}{\theta L^2} \left\| \Pi G^k \right\|_F^2 \\
+ c_1 (\theta, \gamma, \tau, p, q, \eta) \left\| \nabla F \left( X^k \right) - \nabla F \left( Q^k \right) \right\|_F^2,
\]
which leads to (14).

Lemma 3 can also be understood intuitively in another way. Since \( \Phi^k \) is the weighted sum of consensus errors, inequality (14) also indicates that the weighted sum of consensus errors is a “Q-linear” sequence with “additional errors” in term of \( c_2 (\theta, \gamma, \tau, p, q, \eta) \left\| \nabla F \left( X^k \right) - \nabla F \left( Q^k \right) \right\|_F^2 \). By the magnitudes of the parameters and stepsize mentioned in (12), we have
\[
c_2 (\theta, \gamma, \tau, p, q, \eta) = O \left( \frac{\theta^2 \gamma^2}{\theta^2} + \frac{\gamma^2 \theta^2}{q \theta} + \frac{p}{\theta L^2} \right) = O \left( \frac{1}{L^2} \right).
\]

3.3 Convergence rate of SS-GT
In this section, we prove the complexities of SS-GT. To begin with, we bound the gradient difference \( \left\| \nabla F \left( X^k \right) - \nabla F \left( Q^k \right) \right\|_F^2 \), which occurs on the RHS of (14) and (28).

Lemma 4.
\[
\left\| \nabla F \left( X^k \right) - \nabla F \left( Q^k \right) \right\|_F^2 \leq 4 L \left( f \left( \Pi k \right) - f \left( \Pi k \right) - \left\langle \Pi k, \Pi k - \Pi k \right\rangle \right) + 2L^2 \left( \left\| \Pi X^k \right\|_F^2 + \left\| \Pi Q^k \right\|_F^2 \right).
\]

Proof. First, we decompose
\[
\left\| \nabla F \left( X^k \right) - \nabla F \left( Q^k \right) \right\|_F^2 \\
= \left\| \nabla F \left( X^k \right) - \nabla F \left( 1 \Pi k \right) + \nabla F \left( 1 \Pi k \right) - \nabla F \left( Q^k \right) \right\|_F^2 \\
\leq 2 \left\| \nabla F \left( X^k \right) - \nabla F \left( 1 \Pi k \right) \right\|_F^2 + 2 \left\| \nabla F \left( 1 \Pi k \right) - \nabla F \left( Q^k \right) \right\|_F^2 \\
\leq 2 \left\| \nabla F \left( X^k \right) - \nabla F \left( 1 \Pi k \right) \right\|_F^2 + 2L^2 \left\| \Pi Q^k \right\|_F^2,
\]
where we used the L-smoothness of \( \{ f_i \} \) and (10) in the last inequality.
For any $i \in \mathcal{N}$,

$$
\frac{1}{2L} \left\| \nabla f_i (x_i^k) - \nabla f_i (\bar{x}^k) \right\|^2 \leq f_i (\bar{x}^k) - f_i (x_i^k) = \langle \nabla f_i (x_i^k), x_i^k - \bar{x}^k \rangle + f_i (\bar{x}^k) - f_i (x_i^k) - \langle \nabla f_i (x_i^k), \bar{x}^k - x_i^k \rangle
$$

$$
\leq f_i (\bar{x}^k) - f_i (x_i^k) - \langle \nabla f_i (x_i^k), \bar{x}^k - x_i^k \rangle + \frac{L}{2} \left\| \bar{x}^k - x_i^k \right\|^2,
$$

where the first inequality comes from the $L$-smoothness of $f_i$ and Lemma 3.5 of the textbook [4], and the last inequality is due to the $L$-smoothness of $f_i$.

Taking average over $i \in \mathcal{N}$ yields

$$
\frac{1}{2Ln} \left\| \nabla F \left( X^k \right) - \nabla F \left( 1u^k \right) \right\|_F \leq f (u^k) - f (X^k) - \left\langle d^k, u^k - X^k \right\rangle + \frac{L}{2n} \left\| \Pi X^k \right\|_F^2,
$$

which completes the proof. \qed

In what follows, the term $f (u^k) - f (\bar{x}^k)$ on the RHS of (23) is bounded in Lemma 4. The inequality (27) in Lemma 4 deals with the term $\left\langle d^k, x^k - u^k \right\rangle$ on the RHS of (23) due to the existence of the negative momentum $\tau U^k$. The remaining term $\left\| \Pi X^k \right\|_F^2 + \left\| \Pi Q^k \right\|_F^2$ on the RHS of (23) can be bounded by (14).

Lemma 5.

$$
\frac{\tau}{\alpha} \left( f (u^k) - f (\bar{x}^k) \right) \leq (1 - \hat{p}) \Phi_U^k - E_k \left[ \Phi_U^{k+1} \right] + \frac{1}{2} \left( f (\bar{x}^k) - f (x^*) \right), \tag{24}
$$

where the Lyapunov function

$$
\Phi_U^k = \frac{2 \tau + \alpha}{2 \alpha p} \left( f (u^k) - f (x^*) \right)
$$

and

$$
\hat{p} = \frac{\alpha p}{2 \tau + \alpha}. \tag{25}
$$

\textbf{Proof.} Denote $c = \frac{2 \tau + \alpha}{2 \alpha p}$ for simplicity. By the distribution of $\xi^k$ and (11d),

$$
E_k \left[ \Phi_U^{k+1} \right] = (1 - p) \Phi_U^k + cp \left( f (\bar{x}^k) - f (x^*) \right). \tag{26}
$$

Thus,

$$
\frac{\tau}{\alpha} \left( f (u^k) - f (x^*) \right) = \frac{\tau}{\alpha} \Phi_U^k
$$

$$
= c \left( \frac{\tau}{\alpha} \left( (1 - p) \Phi_U^k - E_k \left[ \Phi_U^{k+1} \right] + cp \left( f (\bar{x}^k) - f (x^*) \right) \right) \right)
$$

$$
= (1 - \hat{p}) \Phi_U^k - E_k \left[ \Phi_U^{k+1} \right] + \left( \frac{\tau}{\alpha} + \frac{1}{2} \right) \left( f (\bar{x}^k) - f (x^*) \right).
$$

Rearranging the above equation yields (24). \qed

The following supporting lemma is from an adaptation of some standard steps in the proofs of Katyusha [1] or Loopless Katyusha [21] to our methods. We attach its proof in Appendix A.4.
Lemma 6. The following inequalities hold.

\[ \langle \bar{d}^k, \bar{x}^k - \bar{x}^\star \rangle \leq \frac{1 - \alpha - \tau}{\alpha} (f(\bar{y}^k) - f(\bar{x}^k)) + \frac{\tau}{\alpha} \langle \bar{d}^k, \bar{u}^k - \bar{x}^k \rangle + \frac{(1 - \alpha - \tau) L}{\alpha n} \left\| \Pi X^k \right\|_F^2, \]  

(27)

\[ \begin{align*}
\mathbb{E}_k \left[ \langle \bar{y}^k + \zeta^k (\bar{d}^k - \bar{y}^k), \bar{x}^k - \bar{x}^{k+1} \rangle \right] & \leq \frac{1}{\eta} \mathbb{E}_k \left[ f(\bar{x}^k) - f(\bar{y}^{k+1}) \right] + \frac{L}{n\gamma} \left\| \Pi X^k \right\|_F^2, \\
& \quad + \left( L\gamma + \frac{1}{4\eta} \right) \mathbb{E}_k \left[ \| \bar{x}^k - \bar{x}^{k+1} \|^2 \right] + \frac{\eta}{qn} \| \nabla F(\bar{X}^k) - \nabla F(\bar{Q}^k) \|^2, \\
& \quad + 2\eta \left\langle \bar{x}^k + \zeta^k (\bar{d}^k - \bar{x}^k), \bar{x}^k - \bar{x}^\star \right\rangle \leq \| \bar{x}^k - \bar{x}^\star \|^2 - (1 + \beta) \| \bar{x}^{k+1} - \bar{x}^\star \|^2, \\
& \quad + \beta \| \bar{x}^k - \bar{x}^\star \|^2 - \| \bar{x}^k - \bar{x}^{k+1} \|^2.
\end{align*} \]  

(28)

The next supporting lemma will be used in the proof of Theorem 1. Lemma 7 is derived by linearly coupling (14) and (23).

Lemma 7. Define

\[ c_3(\alpha, \gamma, \tau) = \left( \frac{1 - \alpha - \tau}{\alpha n} + \frac{1}{n\gamma} + \frac{1}{n} \right) L. \]

If the parameters and stepsize satisfy

\[ \begin{align*}
2\eta L^2 & \leq \frac{c_3(\alpha, \gamma, \tau)}{2}, \\
8\eta L & \leq \frac{\tau}{\alpha},
\end{align*} \]

(30a)

then we have the following inequality:

\[ \begin{align*}
c_3(\alpha, \gamma, \tau) \left\| \Pi X^k \right\|_F^2 + \frac{\eta}{qn} \left\| \nabla F(\bar{X}^k) - \nabla F(\bar{Q}^k) \right\|_F^2 \\
& \leq \frac{\tau}{\alpha} \left( f(\bar{x}^k) - f(\bar{x}^\star) - \langle \bar{d}^k, \bar{x}^k - \bar{x}^\star \rangle \right) \\
& \quad + c_4 \left( \left( 1 - \min \left\{ \frac{p}{2}, \frac{\theta}{2} \right\} \phi^k_C - \mathbb{E}_k \left[ \phi^k_{C+1} \right] \right) \right),
\end{align*} \]

(31)

where

\[ c_4 = \frac{c_3(\alpha, \gamma, \tau) \tau q}{4\alpha q L} \geq 2c_3(\alpha, \gamma, \tau). \]

Proof. Using (23) and (14), we have

\[ \begin{align*}
c_3(\alpha, \gamma, \tau) \left( \left\| \Pi X^k \right\|_F^2 + \left\| \Pi Q^k \right\|_F^2 \right) & \leq c_3(\alpha, \gamma, \tau) c_2(\theta, \gamma, \tau, p, q, \eta) \left\| \nabla F(\bar{X}^k) - \nabla F(\bar{Q}^k) \right\|_F^2 \\
& \quad + c_3(\alpha, \gamma, \tau) \left( \left( 1 - \min \left\{ \frac{p}{2}, \frac{\theta}{2} \right\} \phi^k_C - \mathbb{E}_k \left[ \phi^k_{C+1} \right] \right) \right) \\
& \quad + \frac{2\eta L^2}{qn} \left( \left\| \Pi X^k \right\|_F^2 + \left\| \Pi Q^k \right\|_F^2 \right) + \frac{4\eta L}{q} \left( f(\bar{x}^k) - f(\bar{x}^\star) - \langle \bar{d}^k, \bar{x}^k - \bar{x}^\star \rangle \right) \\
& \quad \leq \frac{1}{2} \left( c_3(\alpha, \gamma, \tau) \left( \left\| \Pi X^k \right\|_F^2 + \left\| \Pi Q^k \right\|_F^2 \right) + \frac{\eta}{qn} \left\| \nabla F(\bar{X}^k) - \nabla F(\bar{Q}^k) \right\|_F^2 \\
& \quad + c_3(\alpha, \gamma, \tau) \left( \left( 1 - \min \left\{ \frac{p}{2}, \frac{\theta}{2} \right\} \phi^k_C - \mathbb{E}_k \left[ \phi^k_{C+1} \right] \right) \right) \\
& \quad + \frac{4\eta L}{q} \left( f(\bar{x}^k) - f(\bar{x}^\star) - \langle \bar{d}^k, \bar{x}^k - \bar{x}^\star \rangle \right). \end{align*} \]
Rearranging the above equation yields
\[
c_3(\alpha, \gamma, \tau) \left( \left\| \Pi X^k \right\|_F^2 + \left\| \Pi Q^k \right\|_F^2 \right) + \frac{\eta}{q n} \left\| \nabla F \left( X^k \right) - \nabla F \left( Q^k \right) \right\|_F^2 \\
\leq \frac{8 \eta L}{q} \left( f \left( \pi^k \right) - f \left( \pi^* \right) - \left\langle \alpha^*, \pi^k - \pi^* \right\rangle \right) \\
+ 2c_3(\alpha, \gamma, \tau) \left( \left( 1 - \min \left\{ \frac{p}{2}, \frac{\theta}{2} \right\} \right) \Phi^k - E_k \left[ \Phi^{k+1} \right] \right) \\
\leq \tau \left( f \left( \pi^k \right) - f \left( \pi^* \right) - \left\langle \alpha^*, \pi^k - \pi^* \right\rangle \right) \\
+ c_4 \left( \left( 1 - \min \left\{ \frac{p}{2}, \frac{\theta}{2} \right\} \right) \Phi^k - E_k \left[ \Phi^{k+1} \right] \right).
\]

Then, (31) follows from \( \left\| \Pi Q^k \right\|_F^2 \geq 0. \) \( \square \)

**Remark 5.** To see why the requirements (30a) and (30b) can be satisfied, we can substitute the magnitudes of the parameters and the stepsize in (12) and find that the magnitudes on both sides of the inequalities in (30a) and (30b) are actually all the same. But the power numbers of \( \eta \) or \( p \) on the LHS is higher than those on the RHS. Hence we can choose the other parameters first and select \( p, \eta \) to satisfy the inequalities at last. In this way, we can find the proper parameters and stepsizes for inequalities (30a) and (30b).

Now, we formally state the complexities of SS-GT.

**Theorem 1.** Define the Lyapunov function
\[
\Phi^k = \frac{1}{\gamma} \left( f \left( \pi^k \right) - f \left( x^* \right) \right) + \Phi^k_U + \frac{1 + \beta}{2\eta} \left\| \pi^k - x^* \right\|^2 + c_4 \Phi^k_C
\]
and a constant
\[
\delta = \min \left\{ \frac{\gamma}{4}, \frac{\beta}{1 + \beta}, \frac{p}{2}, \frac{\theta}{2} \right\},
\]
where \( \hat{p} \) is given by (25).

If the parameters and stepsize satisfy (13), (30) and
\[
\left\{ \begin{array}{l}
L \gamma \leq \frac{1}{4\eta}, \quad \frac{\beta}{2\eta} \leq \frac{\mu}{4}, \\
\frac{1}{\gamma} - \frac{1 - \alpha - \tau}{\alpha} - \frac{1}{2} \leq 0, \\
1 - \alpha - \tau \leq \frac{1}{\gamma} - \frac{1}{4},
\end{array} \right. \quad (32a, 32b, 32c)
\]
then \( E \left[ \Phi^k \right] \) converges linearly with \( E_k \left[ \Phi^{k+1} \right] \leq (1 - \delta) \Phi^k. \)

Specifically, we can choose
\[
\tau = \frac{1}{2}, \quad \alpha = \frac{1}{23\sqrt{\kappa}}, \quad \gamma = \frac{4\alpha}{4 - 4\tau - 3\alpha}, \quad p = q = \frac{\theta}{4232}, \quad \eta = \frac{\theta\sqrt{\kappa}}{5000L}, \quad \beta = \frac{\mu\eta}{2}.
\]
In this case, to achieve \( E \left[ \Phi^k \right] \leq c\Phi^0, \) the gradient computation complexity is \( O \left( \sqrt{\kappa} \log \frac{1}{\varepsilon} \right) \) and the communication complexity is \( O \left( \sqrt{\kappa} \log \frac{1}{\varepsilon} \right). \)
Proof. We have
\[ f(\overrightarrow{x}^k) - f(x^*) \leq \frac{1 - \alpha - \tau}{\alpha} (f(\overrightarrow{y}^k) - f(\overrightarrow{x}^k)) + \frac{\tau}{\alpha} \langle d^k, \overrightarrow{u}^k - \overrightarrow{x}^k \rangle + \frac{1}{\gamma} E_k[f(\overrightarrow{x}^k) - f(\overrightarrow{y}^k+1)] \]
\[ + \frac{1 - \alpha - \tau}{\alpha n} + \frac{1}{n\gamma} \frac{1}{n} L \|\Pi X^k\|_F^2 + \frac{\eta}{q n} \|\nabla F(\overrightarrow{x}^k) - \nabla F(\overrightarrow{Q}^k)\|_F^2 \]
\[ + \frac{1}{2\eta} \|\overrightarrow{x}^k - x^*\|^2 - \frac{1 + \beta}{2\eta} E_k[\|\overrightarrow{x}^k+1 - x^*\|^2] + \left( L\gamma + \frac{1}{4\gamma} - \frac{1}{2\eta} \right) E_k\left[\|\overrightarrow{x}^k - \overrightarrow{x}^k+1\|^2\right] \]
\[ + \left( \frac{\beta}{2\eta} - \frac{\mu}{4} \right) \|\overrightarrow{x}^k - x^*\|^2 \]
\[ \leq \frac{1 - \alpha - \tau}{\alpha} (f(\overrightarrow{y}^k) - f(\overrightarrow{x}^k)) + \frac{\tau}{\alpha} \langle d^k, \overrightarrow{u}^k - \overrightarrow{x}^k \rangle + \frac{1}{\gamma} E_k[f(\overrightarrow{x}^k) - f(\overrightarrow{y}^k+1)] \]
\[ + c_3(\alpha, \gamma, \tau) \|\Pi X^k\|_F^2 + \frac{\eta}{q n} \|\nabla F(\overrightarrow{x}^k) - \nabla F(\overrightarrow{Q}^k)\|_F^2 \]
\[ + \frac{1}{2\eta} \|\overrightarrow{x}^k - x^*\|^2 - \frac{1 + \beta}{2\eta} E_k[\|\overrightarrow{x}^k+1 - x^*\|^2] \]
\[ \leq \frac{1 - \alpha - \tau}{\alpha} (f(\overrightarrow{y}^k) - f(\overrightarrow{x}^k)) + \frac{1}{\gamma} E_k[f(\overrightarrow{x}^k) - f(\overrightarrow{y}^k+1)] + \frac{\tau}{\alpha} (f(\overrightarrow{x}^k) - f(\overrightarrow{y}^k+1)) \]
\[ + \frac{1}{2\eta} \|\overrightarrow{x}^k - x^*\|^2 - \frac{1 + \beta}{2\eta} E_k[\|\overrightarrow{x}^k+1 - x^*\|^2] \]
\[ + c_4 \left( 1 - \min \left\{ \frac{p}{2}, \frac{\theta}{2} \right\} \right) \Phi_C^k - E_k[\Phi_C^{k+1}] \]
\[ \leq \frac{1 - \alpha - \tau}{\alpha} (f(\overrightarrow{y}^k) - f(\overrightarrow{x}^k)) + \frac{1}{\gamma} E_k[f(\overrightarrow{x}^k) - f(\overrightarrow{y}^k+1)] + \frac{1}{2} (f(\overrightarrow{x}^k) - f(x^*)) \]
\[ + (1 - \tilde{\beta}) \Phi_C^k - E_k[\Phi_C^{k+1}] + \frac{1}{2\eta} \|\overrightarrow{x}^k - x^*\|^2 - \frac{1 + \beta}{2\eta} E_k[\|\overrightarrow{x}^k+1 - x^*\|^2] \]
\[ + c_4 \left( 1 - \min \left\{ \frac{p}{2}, \frac{\theta}{2} \right\} \right) \Phi_C^k - E_k[\Phi_C^{k+1}] \].
Rearranging the above equation yields
\[
E_k [\Phi^{k+1}] = E_k \left[ \frac{1}{\gamma} (f(y^{k+1}) - f(x^*)) + \Phi^{k+1}_U + \frac{1 + \beta}{2\eta} \|\bar{z}^{k+1} - x^*\|^2 + c_4 \Phi^{k+1}_C \right]
\leq \frac{1 - \alpha - \tau}{\alpha} (f(y^k) - f(x^*)) + (1 - \hat{\rho}) \Phi^k_U + \frac{1}{2\eta} \|\bar{z}^k - x^*\|^2
\]
\[+ c_4 \left(1 - \min\left\{ \frac{p}{2} - \tau, \frac{\theta}{2} \right\} \right) \Phi^k_C + \left(1 - \frac{1 - \alpha - \tau}{\alpha} - \frac{1}{2} \right) (f(y^k) - f(x^*))
\]
\[\leq \left(1 - \frac{1}{\gamma} \right) (f(y^k) - f(x^*)) + (1 - \hat{\rho}) \Phi^k_U + \frac{1}{2\eta} \|\bar{z}^k - x^*\|^2
\]
\[+ c_4 \left(1 - \min\left\{ \frac{p}{2} - \tau, \frac{\theta}{2} \right\} \right) \Phi^k_C
\]
\[\leq (1 - \delta) \left(1 - \frac{1}{\gamma} \right) (f(y^k) - f(x^*)) + \Phi^k_U + \frac{1 + \beta}{2\eta} \|\bar{z}^k - x^*\|^2 + c_4 \Phi^k_C
\]
\[= (1 - \delta) \Phi^k.
\]

Specifically, when the parameters and the stepsize are chosen as in (33), we have \(\delta = O\left(\frac{\theta}{\sqrt{\kappa}}\right)\), and the desired communication complexity follows. Notice that in each communication round, the gradients are computed for at most \(p + q = O(\theta)\) times in expectation. We obtain the corresponding gradient computation complexity.

4 Optimal Gradient Tracking

In this section, we develop Optimal Gradient Tracking (OGT), which improves the dependency on the graph condition number in the communication complexity of SS-GT from \(O\left(\frac{1}{\theta}\right)\) to \(O\left(\frac{1}{\sqrt{\theta}}\right)\), while keeping the gradient computation complexity unchanged. Thus, OGT achieves both optimal gradient computation complexity and optimal communication complexity. Such an improvement relies on an important technique we develop in this section called the Loopless Chebyshev Acceleration (LCA).

In the rest of this section, we first introduce the OGT algorithm. Then, we motivate the development of LCA and provide the analysis for OGT.

4.1 Algorithm

To begin with, we introduce some useful notations. Define
\[
\eta_{\text{root}} = \frac{1 - \sqrt{1 - (1 - \theta)^2}}{1 + \sqrt{1 - (1 - \theta)^2}}, \quad \tilde{\eta}_w = \frac{1 + \eta_{\text{root}}}{2}, \quad \tilde{\rho}_w = \sqrt{\tilde{\eta}_w}, \quad \tilde{\theta}_w = 1 - \tilde{\rho}_w.
\]

Then we can easily see that \(\tilde{\theta}_w = O(\sqrt{\theta})\). We use “#” as a subscript to denote the following special type of vectors and matrices, which are called “#”-type vectors and matrices. For any \(n\)-dimensional vector \(v\), we define \(v_{\#}\) as a \(2n\)-dimensional vector as follows:
\[
v_{\#} = \begin{pmatrix} v \\ \nu \end{pmatrix}.
\]
For any \( n \)-by-\( d \) matrix \( A \), we define \( A_\# \) as a \( 2n \)-by-\( d \) matrix as follows:

\[
A_\# = \begin{pmatrix} A \\ A \end{pmatrix}.
\]

Regarding the gradients, we denote

\[
\nabla F (X^k)_\# = \begin{pmatrix} \nabla F (X^k) \\ \nabla F (Q^k) \end{pmatrix}, \quad \nabla F (Q^k)_\# = \begin{pmatrix} \nabla F (Q^k) \end{pmatrix}.
\]

It follows from the definitions that

\[
\| \nabla F (X^k)_\# \|_F^2 = 2 \| \nabla F (X^k) \|_F^2, \quad \| A_\# \|_F^2 = 2 \| A \|_F^2, \quad \text{and} \quad \| v_\# \|^2 = 2 \| v \|^2.
\]

Define a \( 2n \)-by-\( 2n \) augmented matrix for the gossip matrix \( W \) and \( \tilde{\Pi} \) as

\[
\tilde{W} = \begin{pmatrix} (1 + \tilde{\eta}_w) W & -\tilde{\eta}_w I \\ I & 0 \end{pmatrix}, \quad \tilde{\Pi} = \begin{pmatrix} \Pi & 0 \\ 0 & \Pi \end{pmatrix}.
\]

It is obvious that

\[
\tilde{\Pi} A_\# = (\Pi A)_\#, \quad \tilde{\Pi} \tilde{W} = \tilde{\Pi} \tilde{W} \tilde{\Pi}, \quad \| \tilde{\Pi} \|_2 = 1.
\]

The \( 2n \)-by-\( d \) matrices used in OGT are concatenations of \( 2n \) vectors in the following way (here, we take \( \tilde{Z}^k \) as an example):

\[
\tilde{Z}^k = \begin{pmatrix} \tilde{z}^k_{1,1} & \cdots & \cdots & \tilde{z}^k_{1,n} \\ \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \tilde{z}^k_{n,1} \\ \tilde{z}^k_{n,1} & \cdots & \cdots & \tilde{z}^k_{n,n} \end{pmatrix},
\]

where \( \tilde{z}^k_{i,1}, \tilde{z}^k_{i,2} \in \mathbb{R}^d \) belong to agent \( i \).

With the above notations, we can present the OGT method now. The OGT method starts with the initial values:

\[
Y^0 = Z^0 = U^0 = Q^0 = X^o, \quad \tilde{U}^0 = X^o_\#, \quad \tilde{G}^0 = \nabla F (X^0)_\#
\]

(37)
and updates as follows:

\[
\begin{align*}
X^k &= (1 - \alpha - \tau) Y^k + \alpha Z^k + \tau U^k \\
\tilde{Z}^{k+1} &= (1 + \beta)^{-1} \tilde{W} (\tilde{Z}^k + \beta \tilde{X}_#) \\
&+ \eta G^k + \eta \xi^k \left( \nabla F \left( Q^k \right) # - \nabla F \left( X^k \right) # \right) \\
Y^{k+1} &= X^k + \gamma \left( Z^{k+1} - Z^k \right) \\
Q^{k+1} &= (1 - \xi^k) Q^k + \xi^k X^k \\
\tilde{U}^{k+1} &= \tilde{W} \left( (1 - \xi^k) \tilde{U}^k + \xi^k \tilde{X}_#^k \right) \\
\tilde{G}^{k+1} &= \tilde{W} \tilde{G}^k + \xi^k \left( \nabla F \left( X^k \right) # - \nabla F \left( Q^k \right) # \right)
\end{align*}
\]

(38a) (38b) (38c) (38d) (38e) (38f) (38g)

where \(\{\xi^k, \zeta^k\}\) are independent random variables with \(\xi^k \sim \text{Bernoulli}(p), \zeta^k \sim \text{Bernoulli}(q) / q\) and \(Z^k = \begin{bmatrix} \tilde{Z}^k \\ 1 \end{bmatrix}_{1:n}, U^k = \begin{bmatrix} \tilde{U}^k \\ 1 \end{bmatrix}_{1:n}, G^k = \begin{bmatrix} \tilde{G}^k \\ 1 \end{bmatrix}_{1:n}\).

Recalling the definition of "\(\#\)" type matrices, we write

\[
X^k_# = \begin{pmatrix} X^k \\ X^k \end{pmatrix}, \quad G^k_# = \begin{pmatrix} G^k \\ G^k \end{pmatrix} = \begin{pmatrix} \tilde{G}^k \\ \tilde{G}^k \end{pmatrix}_{1:n}.
\]

An implementation-friendly version of OGT is illustrated in Algorithm 2 (see Appendix A.1). The equivalence between (38) and Algorithm 2 can be seen easily from the observation that \(\nabla F \left( Q^k \right) #\) in (38) equals \(M^k_#\) in Algorithm 2.

**Remark 6.** Except \(\tilde{W}\) and \(\tilde{U}\), any bold upper-case letter with "\(\sim\)" overhead denotes a 2n-by-\(d\) matrix. The same bold upper-case letter with "\(\sim\)" removed denotes an \(n\)-by-\(d\) matrix containing the first \(n\) rows of the 2n-by-\(d\) matrix. For instance, \(Z^k \in \mathbb{R}^{n \times d}, \tilde{Z}^k \in \mathbb{R}^{2n \times d}\) and \(Z^k = \begin{bmatrix} \tilde{Z}^k \\ \end{bmatrix}_{1:n}\).

**Remark 7.** Multiplication with \(\tilde{W}\) can be computed by each agent in the following way (taking \(\tilde{A} = \tilde{W} \tilde{Z}^k\) as an example): each agent \(i\) sends \(\tilde{z}_i^k\) to its neighbors. Then, each agent \(i\) computes

\[
\tilde{a}_{i,1} = (1 + \eta_{w}) \sum_{j \in N_i \cup \{i\}} W_{ij} \tilde{z}_{j,1}^k - \eta_{w} \tilde{z}_{i,2}^k,
\]

where \(N_i\) is the neighbor set of agent \(i\) in \(W\). Each agent \(i\) then sets

\[
\tilde{a}_{i,2} = \tilde{z}_{i,1}^k.
\]

**Remark 8.** To implement matrix multiplication with \(\tilde{W}\) as in Remark 7 each agent needs to send only one vector of length \(d\) to its neighbors in \(W\). Therefore, in one communication round of OGT, each agent needs to send 3 vectors of length \(d\) to its neighbors.

**Remark 9.** The \(G^k_#\) added into \(\tilde{Z}^{k+1}\) in (38) can be replaced by \(\tilde{G}^k\) with the same complexities guaranteed, i.e., replacing (38c) by

\[
\tilde{Z}^{k+1} = (1 + \beta)^{-1} \tilde{W} \left( \tilde{Z}^k + \beta \tilde{X}_#^k - \eta \tilde{G}^k + \eta \xi^k \left( \nabla F \left( Q^k \right) # - \nabla F \left( X^k \right) # \right) \right).
\]

(39)

The proof when we use (39) instead of (38c) is quite similar with only little changes to Lemma 10. In addition, there is no significant difference of numerical performance between these two cases. Thus we omit the details of the case where (38c) is replaced by (39).
In the proof of OGT, we still denote \( \pi^k = \frac{1}{n} 1^\top Z^k \), \( \pi^k = \frac{1}{n} 1^\top U^k \), \( \overline{\gamma}^k = \frac{1}{n} 1^\top G^k \).

Recall that \( Z^k, U^k, G^k \) are the first \( n \)-rows of \( \tilde{Z}^k, \tilde{U}^k, \tilde{G}^k \). And the notations \( \pi^k, \overline{\gamma}^k, \eta^k \) have the same meaning as in Section 3. We also define

\[ \tilde{z}^k = \frac{1}{2n} 1^\top \tilde{Z}^k, \quad \tilde{u}^k = \frac{1}{2n} 1^\top \tilde{U}^k, \quad \tilde{g}^k = \frac{1}{2} 1^\top \tilde{G}^k. \]

The next lemma characterizes the evolution of the average parts.

**Lemma 8.**

\[
\begin{align}
\pi^k &= (1 - \alpha - \tau) \overline{\gamma}^k + \alpha \pi^k + \tau \pi^k \\
\pi^{k+1} &= (1 + \beta)^{-1} \left( \pi^k + \beta \pi^k - \eta^k \overline{\gamma}^k + \zeta^k \eta^k \left( \overline{\gamma}^k - \overline{d} \right) \right) \\
\overline{\gamma}^{k+1} &= \pi^k + \gamma \left( \pi^{k} - \pi^k \right) \\
\eta^{k+1} &= \pi^{k+1} = \xi \pi^k + (1 - \xi) \pi^k \\
\tilde{\eta}^{k+1} &= \frac{1}{n} 1^\top \nabla F \left( Q^{k+1} \right)
\end{align}
\]

and

\[ \tilde{z}^k = \overline{z}^k, \quad \tilde{u}^k = \overline{u}^k, \quad \tilde{g}^k = \overline{g}^k. \]

**Proof.** See Appendix A.5.

By (41), we have the following decomposition (taking \( \tilde{Z}^k \) as an example):

\[ \tilde{Z}^k = \overline{\Pi} \tilde{Z}^k + \overline{1} \pi^k. \]

Here, we call \( \| \overline{\Pi} \tilde{Z}^k \|_F \) the consensus error of \( \tilde{Z}^k \). Since (40a)-(40c) are exactly the same as (11a)-(11c), the analysis for the average parts is similar to that in Section 3. Therefore, the most important part of analysis is to bound the consensus errors.

### 4.2 Loopless Chebyshev Acceleration (LCA)

Compared to SS-GT, the OGT method improves the dependency of the graph condition number in communication complexity from \( O \left( \frac{1}{\sqrt{\theta}} \right) \) to \( O \left( \frac{1}{\sqrt[4]{\theta}} \right) \). Previous works rely on inner loops of Chebyshev acceleration to reduce the graph condition number in the complexities, see for instance [22, 20, 49]. However, due to the reasons stated in Section 4.2.1, it is hard to naively implement Chebyshev acceleration without inner loops in decentralized algorithms. The augmented matrix defined in (36) is used by [30] to achieve faster consensus. However, it may happen that \( \| \overline{\Pi} \tilde{W} \|_2 \geq 1 \) This prevents us from analyzing the effect of \( \tilde{W} \) in a similar way of analyzing the gossip matrix \( W \). The challenges and our strategy to overcome them are stated in the section below in detail.

#### 4.2.1 Technical challenges in loopless Chebyshev acceleration

Chebyshev acceleration (CA, see for instance [47]) over networks was firstly used in [49] to achieve optimal complexities for decentralized optimization with dual information. After running CA inner loops each for \( \lfloor \sqrt[4]{\theta} \rfloor \) iterations, the original dependence of the gradient computation complexity on \( \theta \) is removed since this operation is equivalent to applying a new gossip matrix with a constant condition number less than 4 in the algorithm. This technique has been applied to obtain the optimal complexities for several algorithms [49].
However, a division operation is required at the end of each inner loop. Without such a division, CA schemes have to use parameters varying with iterations, see for instance [39]. Both the division operation and the iteration-varying parameters prevent these methods from being implemented “looslessly”.

Another way to improve the communication efficiency of decentralized optimization algorithms is to use an augmented matrix $\tilde{W}$. It was proved in [39] that $\tilde{W}$ has a spectral radius of $1 - O\left(\sqrt{q}\right)$. Note that we may have $\|\tilde{\Pi} \tilde{W}\|_2 \geq 1$, which is undesirable. A typical way to utilize the spectral radius is to find a specific vector norm $\|\cdot\|_1$ that induces a matrix norm $\|\cdot\|_1$, which satisfies $\|\tilde{W}\|_1 \approx 1 - O\left(\sqrt{q}\right)$. Such kind of norms do exist; see for instance Lemma 4 in [39]. However, if we define $\alpha_1 = \inf_{\nu \neq 0} \frac{\|\nu\|_2}{\|\nu\|_1}$ and $\alpha_2 = \sup_{\nu \neq 0} \frac{\|\nu\|_2}{\|\nu\|_1}$, the condition number $\frac{\alpha_1}{\alpha_2}$ will occur in the complexities of the algorithms. Without additional requirements on the gossip matrix, it may be impossible to guarantee that the norm $\|\cdot\|_1$ satisfies $\|\tilde{W}\|_1 \approx 1 - O\left(\sqrt{q}\right)$ and $\frac{\alpha_1}{\alpha_2}$ is independent of $\frac{q}{n}$ simultaneously.

Apparently, new approaches are needed to make CA “loosless”. Observe that, although it is hard to analyze $\tilde{W}^k u$ for general $u \in \mathbb{R}^{2n}$, the term $\tilde{W}^k v_\# (v \in \mathbb{R}^n)$ has good analytic properties. In fact, $\tilde{W}^k v_\#$ can be represented as $\begin{pmatrix} P_k (W) v \\ P_{k-1} (W) v \end{pmatrix}$, where $P_k (\cdot)$ and $P_{k-1} (\cdot)$ are polynomials of degree $k$ and $k-1$. When $W$ is symmetric, the 2-norm $\|P_k (W)\|_2$ equals $\max_{1 \leq i \leq n} |P_k (\lambda_i)|$, where $\lambda_i (1 \leq i \leq n)$ are eigenvalues of $W$. This means that we can bound $\|\tilde{W}^k v_\#\|$ by analyzing $P_k (\cdot)$ and $P_{k-1} (\cdot)$ carefully. Even though $\left\{\left\|\tilde{W}^k u\right\|_2\right\}_{k \geq 0}$ may not be a Q-linear sequence for general $u \in \mathbb{R}^{2n}$, our “loosless Chebyshev acceleration lemma” will show that for any “#”-type vector $v_\# \in \mathbb{R}^{2n}$, $\left\{\left\|\tilde{W}^k v_\#\right\|_2\right\}_{k \geq 0}$ is always an R-linear sequence. Notice that by expanding (40a)-(40c) recursively, $X^k$ and the other variables at iteration $k$ can be represented by linear combinations of the matrices in the form of $\tilde{W}^j A_\# (0 \leq j \leq k)$. By applying the “loosless Chebyshev acceleration lemma” (Lemma 9) developed below, we are able to show in Lemma 10 that $E \left\|\tilde{W}^k X\right\|_F^2$ and the other consensus errors are R-linear sequences with “additional errors”. To deal with these “additional errors”, we can use similar methods as in Section 3 and then prove the complexities of OGT.

### 4.2.2 “Loosless Chebyshev acceleration lemma”

The next lemma is the most important lemma for proving the complexities of OGT. It shows that the Frobenius norm of $\tilde{\Pi} \tilde{W}^k \tilde{\Pi} A_\#$ is an R-linear sequence. More importantly, the constant $c_5 = 14$ below is independent of $\frac{q}{n}, n$ and any other quantities. This enables us to overcome the challenges mentioned in Section 4.2.1.

**Lemma 9.** ( “Loosless Chebyshev acceleration lemma”) If $\tilde{\eta} \in \left[\frac{1+\eta_{\text{max}}}{2}, 1\right)$, define a sequence of polynomials $T_0 (x) = 1, T_1 (x) = 1,$

\[ T_{k+2} (x) = (1 + \tilde{\eta}) x T_{k+1} (x) - \tilde{\eta} T_k (x), \quad k \geq 0. \]

Then, we have

\[
\sup_{k \geq 0} \sup_{x \in [0,1]} T_k (x) \leq c_5 \tilde{\eta}^k. \tag{42}
\]

Under Assumption $\mathcal{B}$, for any $A \in \mathbb{R}^{n \times d}$ and $k \geq 0$,

\[
\left\|\tilde{\Pi} \tilde{W}^k \tilde{\Pi} A_\#\right\|_F^2 \leq c_5 \tilde{\eta}_a^{2k} \left\|\tilde{\Pi} A\right\|_F^2, \tag{43}
\]
where $c'_5 = 7$ and $c_5 = 14$.

**Proof.** Define the function

$$
r(y) = (1 - \theta)^2 (1 + y)^2 - 4y.
$$

By the definition of $\eta_{\text{root}}$ in (35), we have

$$
r(\eta_{\text{root}}) = 0.
$$

(44)

Since $r(-1) = 4 > 0$, $r(1) = 4((1 - \theta)^2 - 1) < 0$ and $r(y)$ is a quadratic polynomial, we have $r(y) < 0$, $\forall \eta_{\text{root}} < y < 1$. Since $\bar{\eta} \in [\eta_{\text{root}} + 1, 1) \subset (\eta_{\text{root}}, 1)$, we have

$$
x^2 (1 + \bar{\eta})^2 - 4\bar{\eta} \leq r(\bar{\eta}) < 0, \forall x \in [0, 1 - \theta].
$$

(45)

Now, fix an $x \in [0, 1 - \theta]$, denote $b_k = T_k(x)$ for simplicity. Then, the sequence $\{b_k\}_{k \geq 0}$ is a linear recurrence with

$$
b_0 = b_1 = 1,

b_{k+2} = x (1 + \bar{\eta}) b_{k+1} - \bar{\eta} b_k, \ k \geq 0.
$$

The characteristic equation of this linear recurrence is

$$
g(a) = a^2 - x (1 + \bar{\eta}) a + \bar{\eta}.
$$

The discriminant of $g(a)$ is

$$
x^2 (1 + \bar{\eta})^2 - 4\bar{\eta} < 0.
$$

Therefore, the linear recurrence $\{b_k\}_{k \geq 0}$ can be solved as

$$
b_k = \frac{1 - a^{(2)}}{a^{(1)} - a^{(2)}} \left( a^{(1)} \right)^k + \frac{1 - a^{(1)}}{a^{(2)} - a^{(1)}} \left( a^{(2)} \right)^k, \ \forall k \geq 0,
$$

where

$$
a^{(1)} = \sqrt{\bar{\eta} - z^2 + iz}, \ a^{(2)} = \sqrt{\bar{\eta} - z^2 - iz}.
$$

(46)

Here,

$$
z = \frac{1}{2} \sqrt{4\eta - x^2 (1 + \bar{\eta})^2}.
$$

Next, we bound $\left| \frac{1 - a^{(1)}}{a^{(1)} - a^{(2)}} \right|^2$. Firstly, we give a lower bound for $z$. Since $r(y)$ is convex, we have

$$
r(\eta) = r \left( \frac{\eta - \eta_{\text{root}}}{1 - \eta_{\text{root}}} \cdot 1 + \frac{1 - \eta}{1 - \eta_{\text{root}}} \cdot \eta_{\text{root}} \right) \leq \frac{\eta - \eta_{\text{root}}}{1 - \eta_{\text{root}}} r(1) + \frac{1 - \eta}{1 - \eta_{\text{root}}} r(\eta_{\text{root}})
$$

(36)

$$
- \frac{(\eta - \eta_{\text{root}}) (8\theta - 4\theta^2)}{1 - \eta_{\text{root}}} \leq -4\theta + 2\theta^2,
$$

where the last inequality is from $\eta_{\text{root}} \in \left[ \frac{\eta_{\text{root}} + 1}{2}, 1 \right]$.

Thus,

$$
z = \frac{1}{2} \sqrt{4\eta - x^2 (1 + \bar{\eta})^2} \geq \frac{1}{2} \sqrt{-r(\eta)} \geq \sqrt{\theta - \frac{\theta^2}{2}}.
$$

(47)
Then, we give lower bounds for $\eta_{\text{root}}$ and $\tilde{\eta}$:

$$\eta_{\text{root}} = \frac{1 - \sqrt{1 - (1 - \theta)^2}}{1 + \sqrt{1 - (1 - \theta)^2}} \geq \left(1 - \sqrt{1 - (1 - \theta)^2}\right)^2 \geq 1 - 2\sqrt{\theta - \theta^2}. \quad (48)$$

$$\tilde{\eta} \geq \frac{1 + \eta_{\text{root}}}{2} \geq 1 - \sqrt{2\theta - \theta^2}.$$

By (46), the term $\left|\frac{1-a^{(1)}}{a^{(1)} - a^{(2)}}\right|^2$ can be rewritten as

$$\left|\frac{1-a^{(1)}}{a^{(1)} - a^{(2)}}\right|^2 = \frac{|1-a^{(1)}|^2}{|a^{(1)} - a^{(2)}|^2} = \frac{(1 - \sqrt{\eta - z^2})^2 + z^2}{4z^2}.$$

Notice that $1 - \sqrt{\eta - z^2} \leq 1 - \tilde{\eta} + z^2$, we can derive

$$\frac{(1 - \tilde{\eta})^2}{2\theta - \theta^2} + \frac{z^2}{2} + \frac{1}{4} \leq 1 + \frac{z^2}{2} + \frac{1}{4} \leq \frac{7}{4},$$

where we used $z \leq \tilde{\eta} < 1$ in the last inequality.

By (46), $|a^{(1)}| = |a^{(2)}| = \sqrt{\tilde{\eta}}$. Thus,

$$T_k(x)^2 = |b_k|^2 \leq 2 \left|\frac{1-a^{(2)}}{a^{(1)} - a^{(2)}}\right|^2 |a^{(1)}|^{2k} + 2 \left|\frac{1-a^{(1)}}{a^{(1)} - a^{(2)}}\right|^2 |a^{(2)}|^{2k} \leq \tilde{\eta}^k, \forall k \geq 0.$$  

Since the above arguments hold for any $x \in [0, 1 - \theta]$, (42) follows.

To prove (48), it suffices to prove

$$\left\|\Pi\tilde{W}^k\tilde{\Pi}v_\#\right\|^2 \leq c_5\tilde{\eta}^{2k} \left\|\Pi v\right\|^2, \forall v \in \mathbb{R}^n.$$

Denote $v^0 = \Pi v$ and

$$v^k = \left[\Pi \tilde{W}^{k-1} \tilde{\Pi}v_\#\right]_{1:n}.$$

Then, by the definition of $\tilde{W}$, the update rule of $v^k$ can be written as

$$v^0 = v^1 = \Pi v,$$

$$v^{k+1} = (1 + \eta_{\text{root}}) W v^k + (1 - \tilde{\eta}_{\text{root}}) v^k.$$  \hspace{2cm} (49)

We also have

$$\Pi\tilde{W}^k\tilde{\Pi}v_\# = \begin{pmatrix} v^{k+1} \\ v^k \end{pmatrix}.$$  

Let $0 \leq \lambda_n \leq \lambda_{n-1} \leq \cdots \leq \lambda_2 = 1 - \theta < \lambda_1 = 1$ be the eigenvalues of $W$ ($\lambda_n \geq 0$ is from the positive semi-definiteness in Assumption 2), and let $d_i$ be the corresponding eigenvector of $\lambda_i$. Scale each $d_i$ such that $\|d_i\| = 1$. Then, $d_1 = \frac{1}{\sqrt{n}}1$. Since $1^\top \tilde{\Pi} = 0^\top$, by induction, $v^k$ is orthogonal to the all-ones vector for any $k \geq 0$. So, we have $\langle v^k, d_1 \rangle = 0$ ($\forall k \geq 0$). Therefore, for any $k \geq 0$, $v^k$ has a unique decomposition as follows:

$$v^k = \sum_{i=2}^n c_i^k d_i,$$
where \( e_i^k = \langle v^k, d_i \rangle \).

Taking inner product with \( d_i \) on both sides of (40) yields

\[
e_i^0 = e_i^1 = \langle v^0, d_i \rangle, \\
e_i^{k+2} = \lambda_i (1 + \tilde{\eta}_w) e_i^{k+1} - \tilde{\eta}_w e_i^k, \quad k \geq 0.
\]

Since \( \lambda_i \in [0, 1 - \theta] \) (\( \forall 2 \leq i \leq n \)), by (42),

\[
|e_i^k|^2 = |e_i^0 \cdot T_k(\lambda_i)|^2 \leq 7 |e_i^0|^2 \tilde{\eta}_w = 7 |e_i^0|^2 \tilde{\eta}_w^2, \quad \forall 2 \leq i \leq n.
\]

Then,

\[
\| \tilde{\Pi} W^k \tilde{\Pi} v_\# \|^2 = \| v^{k+1} \|^2 + \| v^k \|^2 = \sum_{i=2}^n |e_i^{k+1}|^2 + \sum_{i=2}^n |e_i^k|^2 \\
\leq \sum_{i=2}^n 7 |e_i^0|^2 \tilde{\eta}_w^{2(k+1)} + \sum_{i=2}^n 7 |e_i^0|^2 \tilde{\eta}_w^{2k} \leq \sum_{i=2}^n 7 |e_i^0|^2 \tilde{\eta}_w^{2k} = c_5 \tilde{\eta}_w^{2k} \| v^0 \|^2 = c_5 \tilde{\eta}_w^{2k} \| \Pi v \|^2.
\]

\( \Box \)

**Remark 10.** The condition \( \tilde{\eta} \in \left(\frac{1+\eta_{\text{root}}}{2}, 1\right) \) can be relaxed to \( \tilde{\eta} \in \left(\eta_{\text{root}}, 1\right) \) with \( c_5 = 3 + \frac{2(1-\eta_{\text{root}})}{\eta - \eta_{\text{root}}} \) and \( c_5 = 2c_5' \). Minimizing the constants \( c_5 \) and \( c_5' \) is out of the scope of this paper.

### 4.3 Achieving Chebyshev acceleration without inner loops

In this section, we show that OGT achieves the lower bounds on the gradient computation complexity and the communication complexity simultaneously.

We first present a lemma that is derived with the help of Lemma 10. Its meaning can be intuitively understood as follows: the relations (22), (18), (20) show that \( \mathbb{E} \left[ \| \Pi G^k \|^2_F \right], \mathbb{E} \left[ \| \Pi Z^k \|^2_F \right], \mathbb{E} \left[ \| \Pi U^k \|^2_F \right] \) are Q-linear sequences with “additional errors”; while Lemma 10 shows that \( \mathbb{E} \left[ \| \tilde{\Pi} G^k \|^2_F \right], \mathbb{E} \left[ \| \tilde{\Pi} Z^k \|^2_F \right], \mathbb{E} \left[ \| \tilde{\Pi} U^k \|^2_F \right] \) only differ in constants compared with those in the relations (22), (18), (20).

**Lemma 10.** If \( p \leq \tilde{\theta}_w \), then there are sequences of variables \( \{C^k_G\}_{k \geq 0}, \{C^k_U\}_{k \geq 0}, \{C^k_Z\}_{k \geq 0} \) such that for any \( k \geq 0 \),

\[
\mathbb{E} \left[ \| \tilde{\Pi} G^k \|^2_F \right] \leq C^k_G, \quad \mathbb{E} \left[ \| \tilde{\Pi} U^k \|^2_F \right] \leq C^k_U, \quad \mathbb{E} \left[ \| \tilde{\Pi} Z^k \|^2_F \right] \leq C^k_Z,
\]

and

\[
\left\{ \begin{array}{l}
C^{k+1}_G \leq (1 - \tilde{\theta}_w) C^k_G + 2c_5 \rho \mathbb{E} \left[ \| \nabla F \left( X^k \right) - \nabla F \left( Q^k \right) \|^2_F \right] \\
C^{k+1}_U \leq (1 - \tilde{\theta}_w) C^k_U + c_5 \rho \mathbb{E} \left[ \| \Pi X^k \|^2_F \right] \\
C^{k+1}_Z \leq (1 - \tilde{\theta}_w) C^k_Z + \mathbb{E} \left[ \frac{4c_5 \rho^2}{\theta_w} \| \Pi X^k \|^2_F + \frac{4c_5 \eta^2}{\theta_w} C^k \right] \\
+ c_5 \left( \frac{\eta^2}{q} + \frac{2\eta^2}{\theta_w} \right) \mathbb{E} \left[ \| \nabla F \left( X^k \right) - \nabla F \left( Q^k \right) \|^2_F \right].
\end{array} \right.
\]
Proof. From similar arguments for deriving relation (52), we have
\[
\mathbb{E}_k \left[ \| \tilde{\Pi} G^{k+1} \|_F^2 \right] \\
\leq (1 - p) \| \tilde{\Pi} \tilde{W} \tilde{\Pi} G^k \|_F^2 + p \| \tilde{\Pi} \tilde{W} \tilde{\Pi} G^k + \tilde{\Pi} \left( \nabla F (X^k) \# - \nabla F (Q^k) \# \right) \|_F^2 \\
\leq (1 + p) \| \tilde{\Pi} \tilde{W} \tilde{\Pi} G^k \|_F^2 + 2p \| \nabla F (X^k) \# - \nabla F (Q^k) \# \|_F^2.
\]
(52)

Similar with (52), we have
\[
(1 + p) \mathbb{E}_{k-1} \left[ \| \tilde{\Pi} \tilde{W} \tilde{\Pi} G^{k-1} \|_F^2 \right] \\
\leq (1 + p)^2 \| \tilde{\Pi} \tilde{W} \tilde{\Pi} G^{k-1} \|_F^2 + 2p (1 + p) \| \tilde{\Pi} \tilde{W} \left( \nabla F (X^{k-1}) \# - \nabla F (Q^{k-1}) \# \right) \|_F^2.
\]

Repeating this process recursively, we obtain
\[
\mathbb{E} \left[ \| \tilde{\Pi} G^k \|_F^2 \right] \\
\leq \mathbb{E} \left[ \sum_{i=0}^{k-1} 2p (1 + p)^{k-1-i} \| \tilde{\Pi} \tilde{W} \tilde{\Pi} G^0 \# \|_F^2 \right] \\
+ (1 + p)^k \mathbb{E} \left[ \| \tilde{\Pi} \tilde{W} \tilde{\Pi} G^0 \# \|_F^2 \right] \\
= \sum_{i=0}^{k-1} 2c_5 p (1 + \tilde{\theta}_w)^{k-1-i} \| \nabla F (X^i) - \nabla F (Q^i) \|_F^2 \\
+ \mathbb{E} \left[ c_5 (1 + \tilde{\theta}_w)^{2k} \| \tilde{\Pi} G^0 \# \|_F^2 \right] \\
\leq \sum_{i=0}^{k-1} 2c_5 p (1 + \tilde{\theta}_w)^{k-1-i} \| \nabla F (X^i) - \nabla F (Q^i) \|_F^2 + c_5 (1 + \tilde{\theta}_w)^{2k} \| \tilde{\Pi} G^0 \# \|_F^2 \\
\overset{\text{def}}{=} C_G^k,
\]

where the last inequality is from the condition \( p \leq \tilde{\theta}_w \).

By the definition of \( C_G^k \) on the RHS of (53), we have \( \mathbb{E} \left[ \| \tilde{\Pi} G^k \|_F^2 \right] \leq C_G^k \) and
\[
C_G^{k+1} = \left( 1 - \tilde{\theta}_w \right) C_G^k + 2c_5 p \mathbb{E} \left[ \| \nabla F (X^k) - \nabla F (Q^k) \|_F^2 \right].
\]

By the definition of \( \xi^k \),
\[
\mathbb{E}_k \left[ \| \tilde{\Pi} U^{k+1} \|_F^2 \right] = (1 - p) \| \tilde{\Pi} \tilde{W} \tilde{\Pi} \tilde{U}^k \|_F^2 + p \| \tilde{\Pi} \tilde{W} \tilde{\Pi} \tilde{U}^k \# \|_F^2 \\
\leq \| \tilde{\Pi} \tilde{W} \tilde{\Pi} \tilde{U}^k \|_F^2 + p \| \tilde{\Pi} \tilde{W} \tilde{\Pi} \tilde{U}^k \# \|_F^2.
\]

Again, we have
\[
\mathbb{E}_{k-1} \left[ \| \tilde{\Pi} \tilde{W} \tilde{\Pi} \tilde{U}^k \|_F^2 \right] \leq \| \tilde{\Pi} \tilde{W} \tilde{\Pi} \tilde{U}^{k-1} \|_F^2 + p \| \tilde{\Pi} \tilde{W} \tilde{\Pi} \tilde{X}^k \# \|_F^2.
\]
Repeating this process yields

\[
E \left[ \left\| \tilde{\Pi}^k U \right\|_F^2 \right] 
\leq E \left[ p \sum_{i=0}^{k-1} \left( \left\| \tilde{\Pi} \tilde{W}^{k-i} \tilde{\Pi} X^i \right\|_F^2 + \left\| \tilde{\Pi} \tilde{W}^{k-i} \tilde{\Pi} U^0 \right\|_F^2 \right) \right] 
\leq E \left[ c_5 p \left( (1 - \tilde{\theta}_w)^2 \left\| \tilde{\Pi} X^i \right\|_F^2 + c_5 \left( 1 - \tilde{\theta}_w \right)^{2k} \left\| \tilde{\Pi} U^0 \right\|_F^2 \right) \right] 
\overset{\text{def}}{=} C^k_U.
\]

By the definition of \( C^k_U \) on the RHS of (54), we have \( E \left[ \left\| \tilde{\Pi}^k U \right\|_F^2 \right] \leq C^k_U \) and

\[
C^{k+1}_U = \left( 1 - \tilde{\theta}_w \right)^2 C^k_U + c_5 p \left( 1 - \tilde{\theta}_w \right)^2 E \left[ \left\| \tilde{\Pi} X^k \right\|_F^2 \right] \leq \left( 1 - \tilde{\theta}_w \right)^2 C^k_U + c_5 E \left[ \left\| \tilde{\Pi} X^k \right\|_F^2 \right].
\]

Similar to (17), we have

\[
E_k \left[ \left\| \tilde{\Pi} \tilde{W}^{k-i} \tilde{\Pi} Z^i \right\|_F^2 \right] 
\leq \left( 1 + \frac{\tilde{\theta}_w}{2} \right) \left( \frac{1}{1 - \tilde{\theta}_w} \right)^{k-i} \left( \left\| \tilde{\Pi} \tilde{W}^{k-i} \tilde{\Pi} Z^i \right\|_F^2 + \frac{4 \beta^2}{\tilde{\theta}_w} \left\| \tilde{\Pi} \tilde{W}^{k-i} \tilde{\Pi} X^i \right\|_F^2 + \frac{4 \eta^2}{\tilde{\theta}_w} \left\| \tilde{\Pi} \tilde{W}^{k-i} \tilde{\Pi} G^i \right\|_F^2 \right) 
+ \left( \frac{\eta^2 \sqrt{q}}{\tilde{\theta}_w} \right) \left\| \tilde{\Pi} \tilde{W}^{k-i} \left( \nabla F (Q_i)^{} \right)^{\#} - \nabla F (X^i)^{\#} \right\|_F^2, \ \forall 0 \leq i < k.
\]

Using (54) recursively yields

\[
E \left[ \left\| \tilde{\Pi} Z \right\|_F^2 \right] 
\leq E \left[ \left( \frac{1 + \frac{\tilde{\theta}_w}{2}}{1 - \tilde{\theta}_w} \right)^k \left\| \tilde{\Pi} \tilde{W}^k \tilde{\Pi} Z^0 \right\|_F^2 \right] 
+ E \left[ \sum_{i=0}^{k-1} \left( 1 + \frac{\tilde{\theta}_w}{2} \right)^{k-i} \left( \frac{4 \beta^2}{\tilde{\theta}_w} \left\| \tilde{\Pi} \tilde{W}^{k-i} \tilde{\Pi} X^i \right\|_F^2 + \frac{4 \eta^2}{\tilde{\theta}_w} \left\| \tilde{\Pi} \tilde{W}^{k-i} \tilde{\Pi} G^i \right\|_F^2 \right) \right] 
+ E \left[ \sum_{i=0}^{k-1} \left( 1 + \frac{\tilde{\theta}_w}{2} \right)^{k-i} \left( \frac{\eta^2 \sqrt{q}}{\tilde{\theta}_w} \right) \left\| \tilde{\Pi} \tilde{W}^{k-i} \left( \nabla F (Q^i)^{\#} - \nabla F (X^i)^{\#} \right) \right\|_F^2 \right] 
\overset{\text{def}}{=} C^k_Z.
\]

\[
\text{Mathematical Programming, In Press}\]
By the definition of $C^k_Z$ on the RHS of (58), we have 

$$E \left[ \left\| \Pi Z^k \right\|_F^2 \right] \leq E \left[ \left\| \bar{\Pi} Z \right\|_F^2 \right] \leq C^k_Z$$

and

$$C^{k+1}_Z = (1 - \bar{\theta}_w) C^k_Z$$

$$+ E \left[ \frac{4c_5 \beta^2}{\theta_w} \left\| \Pi X^k \right\|_F^2 + \frac{4c_5 \eta^2}{\theta_w} C^k_G + c_5 \left( \frac{\eta^2}{q} + \frac{2\eta^2}{\theta_w} \right) \left\| \nabla F (Q^k) - \nabla F (X^k) \right\|_F^2 \right].$$

The next lemma is derived in a way similar with Lemma 3. It constructs a Lyapunov function to bound the consensus errors.

**Lemma 11.** If the parameters and stepsize satisfy

$$\left\{ \begin{array}{l}
\frac{2 (1 - \tau)}{2 - \tau} + \frac{192 c_5 (1 - \tau) \gamma^2 \beta^2}{\tau \theta_w^2} + \frac{\tau}{4} + \frac{16 c_5 p}{\theta_w} \leq 1 - \frac{\tau}{8} \\
\frac{(1 - \tau) \gamma^2}{\tau \theta_w} \leq 1 \\
\frac{192 c_5 (1 - \tau) \gamma^2 \eta^2 L^2}{\tau \theta_w} \leq \frac{\bar{\theta}_w}{2},
\end{array} \right. \quad (57)$$

then,

$$E \left[ \left\| \Pi X^k \right\|_F^2 + \left\| \Pi Q^k \right\|_F^2 \right] \leq \left( 1 - \min \left\{ \frac{p}{2}, \frac{\bar{\theta}_w}{\tau} \right\} \right) \bar{\Phi}^k_C - \bar{\Phi}^{k+1}_C$$

$$+ c_5 c_2 \left( \bar{\theta}_w, \gamma, \tau, p, q, \eta \right) E \left[ \left\| \nabla F (X^k) - \nabla F (Q^k) \right\|_F^2 \right], \quad (58)$$

where the Lyapunov function is defined as

$$\bar{\Phi}^k_C = \frac{8}{\tau} \left( E \left[ \frac{\tau}{4p} \left\| \Pi Q^k \right\|_F^2 + \frac{4 (1 - \tau)}{4 - \tau} \left\| \Pi Y^k \right\|_F^2 \right] + \frac{16 c_5}{\theta_w} C^k_G \right)$$

$$+ \left( 1 - \frac{\bar{\theta}_w}{6} \right) \frac{48 (1 - \tau) \gamma^2}{\tau \theta_w} C^k_Z + \frac{1}{\theta_w L^2} C^k_G,$$

and $c_2(\bar{\theta}_w, \gamma, \tau, p, q, \eta)$ is defined analogously to (59), i.e.,

$$c_2(\bar{\theta}_w, \gamma, \tau, p, q, \eta) = \frac{384 (1 - \tau) \gamma^2}{\tau^2 \theta_w} \left( \frac{\eta^2}{q} + \frac{2\eta^2}{\theta_w} \right) + \frac{16 p}{\tau \theta_w L^2}.$$

**Proof.** Noting that the condition $p \leq \bar{\theta}_w$ in Lemma 10 is implied by (57), so we can apply the result of Lemma 10 here. Similar to (59), we have

$$E \left[ \left\| \Pi X^k \right\|_F^2 \right] \leq \frac{4 (1 - \tau)^2}{4 - \tau} E \left[ \left\| \Pi Y^k \right\|_F^2 \right] + \frac{8 \alpha^2}{\tau} E \left[ \left\| \Pi Z^k \right\|_F^2 \right] + 8 \tau E \left[ \left\| \Pi U^k \right\|_F^2 \right]$$

$$\leq \frac{4 (1 - \tau)^2}{4 - \tau} E \left[ \left\| \Pi Y^k \right\|_F^2 \right] + \frac{8 \alpha^2}{\tau} C^k_Z + 8 \tau C^k_G. \quad (59)$$

Similar with (55),

$$E \left[ \left\| \Pi Y^{k+1} \right\|_F^2 \right] \leq \frac{4 - \tau}{4 - 2 \tau} E \left[ \left\| \Pi X^k \right\|_F^2 \right] + \frac{2 (4 - \tau) \gamma^2}{\tau} \left( E \left[ \left\| \Pi Z^{k+1} \right\|_F^2 \right] + E \left[ \left\| \Pi Z^k \right\|_F^2 \right] \right)$$

$$\leq \frac{4 - \tau}{4 - 2 \tau} E \left[ \left\| \Pi X^k \right\|_F^2 \right] + \frac{2 (4 - \tau) \gamma^2}{\tau} (C^{k+1}_Z + C^k_Z). \quad (60)$$
By the definition of $\xi^k$,

$$
E \left[ \left\| \Pi Q^{k+1} \right\|_F^2 \right] = (1-p)E \left[ \left\| \Pi Q^k \right\|_F^2 \right] + pE \left[ \left\| \Pi X^k \right\|_F^2 \right]. \tag{61}
$$

Taking weighted sum on both sides of (51a), (51b), (51c), (59), (60), (61) yields

$$
\begin{align*}
& \mathcal{E} \left[ \left\| \Pi X^k \right\|_F^2 + \frac{\tau}{4p} \left\| \Pi Q^{k+1} \right\|_F^2 + \frac{4(1-\tau)}{4-\tau} \left\| \Pi Y^{k+1} \right\|_F^2 \right] \\
& \quad + \frac{16}{\theta_w} C_{k+1} + \frac{48(1-\tau)\gamma^2}{\tau \theta_w} C_{k+1} + \frac{1}{\theta_w L^2} C_{k+1} + \frac{1}{\theta_w L^2} C_{G} \\
& \quad \leq \mathcal{E} \left[ \left( \frac{2(1-\tau)}{2-\tau} + \frac{192c_5}{\tau \theta_w} \frac{1}{\theta_w} C_{k+1} + \frac{1}{\theta_w} C_{G} \right) \left( 1 - \frac{\theta_w}{\theta_w} + \frac{\gamma^2}{6(1-\tau)\gamma^2} \right) \right] \\
& \quad + \frac{8(1-\tau)\gamma^2}{\tau} C_{k+1} + \frac{1}{\theta_w} C_{G} \left( 1 - \frac{\theta_w}{\theta_w} + \frac{192c_5}{\tau \theta_w} \frac{1}{\theta_w} C_{k+1} \right) \\
& \quad + c_5 c_1(\theta_w, \gamma, \tau, p, q, \eta) \mathcal{E} \left[ \left\| \nabla F \left( X^k \right) - \nabla F \left( Q^k \right) \right\|_F^2 \right],
\end{align*}
$$

where

$$
c_1(\theta_w, \gamma, \tau, p, q, \eta) = \frac{48(1-\tau)\gamma^2}{\tau \theta_w} \left( \frac{\eta^2}{q} + \frac{2\eta^2}{\theta_w} \right) + \frac{2p}{\theta_w L^2}.
$$
By rearranging the above equation, we have

\[
\begin{align*}
\mathbb{E} \left[ \frac{\tau}{8} \left( \| \Pi X^k \|_F^2 + \| \Pi Q^k \|_F^2 \right) + \frac{\tau}{4p} \left( \| \Pi Q^{k+1} \|_F^2 + \frac{4}{4 - \tau} \| \Pi Y^{k+1} \|_F^2 \right) \\
+ \frac{16}{\theta_w} C_{\Pi U}^{k+1} + \left( 1 - \frac{\theta_w}{6} \right) \frac{48 (1 - \tau) \gamma_2^2 C_{\Pi U}^{k+1} + \frac{1}{\theta_w L^2} C_{\Pi U}^{k+1}}{\tau \theta_w}
\right]
\leq \mathbb{E} \left[ \left( 1 - \frac{p}{2} \right) \frac{\tau}{4p} \left( \| \Pi Q^k \|_F^2 + \frac{4}{4 - \tau} \| \Pi Y^k \|_F^2 \right) \\
+ \frac{16}{\theta_w} C_{\Pi U}^{k} + \left( 1 - \frac{\theta_w}{6} \right) \frac{48 (1 - \tau) \gamma_2^2 C_{\Pi U}^{k} + \frac{1}{\theta_w L^2} C_{\Pi U}^{k}}{\tau \theta_w}
\right] \\
+ c_5 c_1 (\theta_w, \gamma, \tau, p, q, \eta) \mathbb{E} \left[ \left\| \nabla F \left( X^k \right) - \nabla F \left( Q^k \right) \right\|_F^2 \right].
\end{align*}
\]

Then, rearranging the above equation yields \((14)\).

Since \((40)\) is exactly the same as \((11)\), relation \((23)\) still holds in this section. And it is easy to see that the result of Lemma \((11)\) has a very similar form with that in Lemma \((3)\). Thus, the following lemma can be derived by almost the same arguments as the proof of Lemma \((7)\). We omit its proof here.

**Lemma 12.** With \(c_3 (\alpha, \gamma, \tau), c_4 \) defined in Lemma \((7)\). If the parameters and stepsize satisfy

\[
\begin{align*}
\frac{2 \eta L^2}{qn} &\leq c_3 (\alpha, \gamma, \tau), \quad c_5 c_3 (\alpha, \gamma, \tau) c_2 (\tilde{\theta}_w, \gamma, \tau, p, q, \eta) \leq \frac{\eta}{2qn} \\
\frac{8n L}{q} &\leq \frac{\tau}{\alpha}.
\end{align*}
\]

then we have the following inequality

\[
\begin{align*}
\mathbb{E} \left[ c_3 (\alpha, \gamma, \tau) \left( \| \Pi X^k \|_F^2 + \frac{\eta}{qn} \right) \left\| \nabla F \left( X^k \right) - \nabla F \left( Q^k \right) \right\|_F^2 \right] \\
\leq \mathbb{E} \left[ \left( 1 - \min \left\{ \frac{p}{2}, \frac{\theta_w}{2} \right\} \right) \left( - \nabla F \left( X^k \right) - \nabla F \left( Q^k \right) \right) \right].
\end{align*}
\]

Now, we are ready to show the complexities of OGT.

**Theorem 2.** Define the Lyapunov function

\[
\tilde{\Phi}^k = \mathbb{E} \left[ \frac{1}{\gamma} \left( f \left( \bar{y}^k \right) - f \left( x^* \right) \right) + \Phi_U^k + \frac{1 + \beta}{2\eta} \left\| \bar{z}^k - x^* \right\|^2 + c_4 \Phi_C^k \right]
\]

and a constant

\[
\delta = \min \left\{ \frac{\gamma}{4 \tilde{p}}, \frac{\beta}{1 + \beta}, \frac{p}{2}, \frac{\theta_w}{2} \right\},
\]

where \(\tilde{p}\) is given by \((23)\) and \(\tilde{\theta}_w\) is given by \((35)\).
If the parameters and stepsize satisfy (64a), (62) and
\[
\begin{align*}
L\gamma & \leq \frac{1}{4\eta}, \quad \frac{\beta}{2\eta} \leq \frac{\mu}{4} \\
\frac{1}{\gamma} & > \frac{1-\alpha-\tau}{\alpha} - \frac{1}{2} \leq 0 \\
\frac{1-\alpha-\tau}{\alpha} & \leq \frac{1}{\gamma} - \frac{1}{4}
\end{align*}
\] (64b)
\[
\text{then } \Phi^k \text{ converges linearly with}
\]
\[
\Phi^{k+1} \leq (1-\delta) \Phi^k.
\]

Specifically, we can choose
\[
\tau = \frac{1}{2}, \quad p = q = \frac{\bar{\theta}_w}{60750}, \quad \alpha = \frac{1}{45\sqrt{\kappa}}, \quad \gamma = \frac{4\alpha}{4-4\tau-3\alpha}, \quad \eta = \frac{\bar{\theta}_w\sqrt{\kappa}}{50000L}, \quad \beta = \frac{\mu\eta}{2}.
\] (65)

In this case, to have \( \Phi^k \leq c\Phi^0 \), the gradient computation complexity is \( O(\sqrt{\kappa} \log \frac{1}{\delta}) \) and the communication complexity is \( O(\sqrt{\eta} \log \frac{1}{\tau}) \).

Proof. Since (40) is exactly the same with (11), relation (24) and Lemma 6 still hold here. And noting that the result of Lemma 12 has almost the same form as that in Lemma 7, we can derive the following inequality by almost the same arguments as those for deriving (63).

\[
\begin{align*}
E \left[ f(\bar{x}^k) - f(x^*) \right] \\
\leq E \left[ \frac{1-\alpha-\tau}{\alpha} \left( f(\bar{y}^{k+1}) - f(\bar{x}^k) \right) + \frac{1}{\gamma} \left( f(\bar{x}^k) - f(\bar{y}^{k+1}) \right) + \frac{1}{2} \left( f(\bar{x}^k) - f(x^*) \right) \right] \\
+ E \left[ (1-\bar{\mu}) \Phi_{U}^{k} - \Phi_{U}^{k+1} \right] \\
+ E \left[ \frac{1}{2\eta} \|\bar{z}^k - x^*\|^2 - \frac{1}{2\eta} \|\bar{z}^{k+1} - x^*\|^2 \right] \\
+ c_4 \left( 1 - \min \left\{ \frac{p}{2}, \frac{\bar{\theta}_w}{2} \right\} \right) E \left[ \Phi_{C}^{k} - \Phi_{C}^{k+1} \right].
\end{align*}
\]

By rearranging the above inequality, we have

\[
\begin{align*}
\Phi^{k+1} &= E \left[ \frac{1}{\gamma} \left( f(\bar{y}^{k+1}) - f(x^*) \right) + \Phi_{U}^{k+1} + \frac{1+\beta}{2\eta} \|\bar{z}^{k+1} - x^*\|^2 + c_4 \Phi_{C}^{k+1} \right] \\
\leq& E \left[ \frac{1-\alpha-\tau}{\alpha} \left( f(\bar{y}^{k+1}) - f(x^*) \right) + \frac{1}{\gamma} \left( \frac{1-\alpha-\tau}{\alpha} - \frac{1}{2} \right) \left( f(\bar{x}^k) - f(x^*) \right) \right] \\
+& E \left[ (1-\bar{\mu}) \Phi_{U}^{k} + \frac{1}{2\eta} \|\bar{z}^{k} - x^*\|^2 + c_4 \left( 1 - \min \left\{ \frac{p}{2}, \frac{\bar{\theta}_w}{2} \right\} \right) \Phi_{C}^{k} \right] \\
\overset{(64a)}{\leq} E \left[ \frac{1}{\gamma} \left( \frac{1}{4} \left( f(\bar{y}^{k+1}) - f(x^*) \right) + (1-\bar{\mu}) \Phi_{U}^{k} + \frac{1}{2\eta} \|\bar{z}^{k} - x^*\|^2 \right) \\
+& c_4 \left( 1 - \min \left\{ \frac{p}{2}, \frac{\bar{\theta}_w}{2} \right\} \right) \right] E \left[ \Phi_{C}^{k} \right] \\
\leq& (1-\delta) E \left[ \frac{1}{\gamma} \left( f(\bar{y}^{k+1}) - f(x^*) \right) + \Phi_{U}^{k} + \frac{1+\beta}{2\eta} \|\bar{z}^{k} - x^*\|^2 + c_4 \Phi_{C}^{k} \right] \\
= & (1-\delta) \Phi^{k}.
\end{align*}
\]

When we choose the parameters and stepsize as in (65), \( \delta = O \left( \frac{\bar{\theta}_w}{\sqrt{\eta}} \right) \). By the definition of \( \bar{\theta}_w \) in (65), \( \bar{\theta}_w = O \left( \sqrt{\theta} \right) \). Then, the communication complexity is \( O(\sqrt{\kappa} \log \frac{1}{\tau}) = O(\sqrt{\eta} \log \frac{1}{\tau}) \). For each communication
round, in expectation, at most \( p + q = O \left( \frac{\kappa}{\eta} \right) \) gradient computations are implemented. Therefore, the gradient computation complexity is \( O \left( \frac{\kappa}{\eta} \log \frac{1}{\epsilon} \right) \) \( \cdot O \left( \frac{1}{\eta} \right) = O \left( \sqrt{\kappa} \log \frac{1}{\epsilon} \right) \).

**Remark 11.** Following a similar way as what we did in Section 4, many previous GT-based methods, including the classical gradient tracking, acc-DNGD-SC [11], and Acc-GT [26], can be combined with **Loopless Chebyshev Acceleration** and have better dependence on the graph condition number \( \frac{1}{\theta} \). We omit the detailed discussion here.

## 5 Numerical Experiments

In this section, we verify the numerical efficiency of OGT by comparing it with two single-loop accelerated methods APAPC [22] and Acc-GT [26] and a double-loop and optimal algorithm OPAPC [22] on the following \( \ell^2 \)-penalized logistic regression problem:

\[
    f(x) = \sum_{i \in \mathcal{N}} f_i(x) = \frac{1}{n} \sum_{i \in \mathcal{N}} \left( \log \left( 1 + \exp \left( -y_i z_i^\top x \right) \right) + \frac{\mu \|x\|^2}{2} \right),
\]

where \( z_i \in \mathbb{R}^4 \) is the feature vector and \( y_i \in \{-1, +1\} \) is the label. Each private objective function \( f_i(x) \) is \( \mu \)-strongly convex. Here, we set \( n = 200 \) and \( \mu = 0.01 \). The training vector of each agent \( i \) is chosen from Banknote Authentication Data Set in UCI Machine Learning Repository [883] randomly without replacement.

We test the performance of the algorithms on 2 different communication networks. The first one is an \( n \)-cycle whose edge set is given by \( \mathcal{E} = \{(i, i+1) : 1 \leq i \leq n-1\} \cup \{(n, 1)\} \). The gossip matrix \( W^{(1)} \) is

\[
    W^{(1)}_{ij} = \begin{cases} 
        \frac{1}{4}, & (i, j) \in \mathcal{E} \\
        \frac{1}{2}, & i = j \\
        0, & \text{otherwise}
    \end{cases}
\]

We consider such a gossip matrix since it has a small spectral gap \( \theta \approx 0.00025 \) which can challenge the performance of the algorithms in the dependence on the graph condition number \( \frac{1}{\theta} \).

The second network is a denser graph generated by adding 50 edges to the \( n \)-cycle randomly. Denote its edge set by \( \mathcal{E}^+ \). The degree of vertex \( i \) in this denser graph is denoted by \( \text{deg}(i) \). The corresponding gossip matrix \( W^{(2)} \) is generated from a “lazy” version of the Metropolis weights:

\[
    W^{(2)}_{ij} = \begin{cases} 
        \frac{1}{2 \max\{\text{deg}(i), \text{deg}(j)\}}, & (i, j) \in \mathcal{E}^+ \\
        1 - \sum_{k \in [n] \setminus \{i\}} W^{(2)}_{ik}, & i = j \\
        0, & \text{otherwise}
    \end{cases}
\]

The gossip matrix \( W^{(2)} \) has a much larger spectral gap \( \theta \approx 0.009 \) than \( W^{(1)} \) due to the better graph connectivity.

The parameters and the stepsize for OGT are chosen as follows: (i) for the \( n \)-cycle, we set \( \alpha = 0.02, \tau = 0.1, \gamma = \frac{4\alpha}{\tau - \gamma}, \eta = 0.05, \beta = \frac{\mu}{2}, \approx 0.978 \) computed from (33); (ii) for the denser graph, we set \( \alpha = 0.02, \tau = 0.1, \gamma = \frac{4\alpha}{\tau - \gamma}, \eta = 0.1, \beta = \frac{\mu}{2}, \approx 0.883 \) by (33). We always let \( \xi^k = q \xi^k \) in both networks.

The parameters for APAPC are tuned to optimize its performance. Specifically, the parameters are chosen as follows: (i) for the \( n \)-cycle, \( \tau = 0.2, \eta = 0.09, \theta = 40 \); (ii) for the denser graph, \( \tau = 0.1, \eta = 0.11, \theta = 10 \). For Acc-GT, we take \( \beta = \frac{\sqrt{\tau}}{2} \) as proposed in [20]. Then, we hand-tune the value of \( \alpha \) to optimize its performance with \( \alpha = 0.0001 \) for the \( n \)-cycle and \( \alpha = 0.0004 \) for the denser graph. For OPAPC, the number of iterations in the inner loops of Chebyshev acceleration are chosen as \( T_0 = \left\lfloor 1/\sqrt{\theta} \right\rfloor \) as recommended by

\[\text{https://archive.ics.uci.edu/ml/datasets/banknote+authentication}\]
the classical implementation of Chebyshev acceleration [49]. Specifically, for the \( n \)-cycle, \( T_0 = 63 \); for the denser graph, \( T_0 = 10 \). We hand-tune the other parameters to optimize the performance of OPAPC. The parameters are as follows: (i) for the \( n \)-cycle, \( \tau = 0.05, \eta = 0.3, \theta = 3 \); (ii) for the denser graph, \( \tau = 0.03, \eta = 0.3, \theta = 3 \).

The performance of the different algorithms is illustrated in Fig. 1, where the \( y \)-axis represents the loss \( \frac{1}{n} \sum_{i \in N} f(x_i^K) - f(x^*) \), and the \( x \)-axis represents the communication round (iteration number) or the number of gradient computations. Since \( x^* \) is unknown, we estimate \( f(x^*) \) by running the classical Nesterov’s accelerated gradient descent for 20000 iterations.

![Comparison of performance](image)

**Figure 1:** Comparison of the performance of different algorithms with respect to the communication rounds (top) and gradient computation (bottom) on the \( n \)-cycle (left) and the denser graph (right).

We have some observations and remarks below:

- OGT converges faster than APAPC and Acc-GT with respect to the communication round in both networks. This coincides with the better communication complexity of OGT. When comparing Fig 1 (a)(b), the ratios of the convergence rates between OGT and the other methods are much larger for the \( n \)-cycle communication network than for the denser graph. This is expected since OGT, APAPC, and Acc-GT all have \( O(\sqrt{\kappa}) \) dependence on the function condition number in the communication complexity, while OGT has better dependence on the graph condition number. Thus,
the advantage of OGT becomes greater when the graph condition number is larger.

- The performance of OGT is much better than Acc-GT and APAPC when comparing with respect to the number of gradient computations. When OGT converges to a highly accurate solution with loss around $10^{-15}$, the losses of the other methods only slightly decrease. This is because when $p, q$ are set to be small, most of the iterations of OGT do not involve gradient computations. By comparison, APAPC and Acc-GT require one gradient computation at each iteration.

- The convergence rate of OGT is much better than that of OPAPC, though they are both provably optimal. This is expected since OPAPC has an inner loop of Chebyshev acceleration while OGT is a single-loop algorithm. In addition, the gradient computation cost of OGT is also less than that of OPAPC. It is also worth noting that the gradient computation costs of OGT to reach an accurate solution with loss around $10^{-15}$ vary little between the $n$-cycle and the denser graph. This is expected since OGT has gradient computation complexity $O\left(\sqrt{\kappa \log \frac{1}{\epsilon}}\right)$ which remains invariant on different networks.

6 Conclusion

In this paper, we propose a novel gradient tracking method termed the Optimal Gradient Tracking (OGT) method for decentralized optimization. To our knowledge, OGT is the first single-loop method that is optimal in both the gradient computation and the communication complexities in the class of gradient-type methods. To develop OGT, we first design the “Snapshot” Gradient Tracking (SS-GT) method which has a very different scheme compared with previous GT-based methods. Then, we develop the Loopless Chebyshev Acceleration (LCA) technique to accelerate SS-GT, which leads to OGT. The LCA technique can also be used to accelerate many other GT-based methods with respect to the graph condition number.
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A Appendix

A.1 Implementation-friendly versions of SS-GT and OGT

Algorithm 1: Implementation-friendly SS-GT

\textbf{Input:} parameters: $\alpha, \beta, \gamma, \tau \in (0, 1)$; probability: $p, q \in (0, 1)$; stepsize: $\eta > 0$; initial position: $X^0$; gossip matrix: $W$

\textbf{Output:} $X^k$, $Y^K$ or $Z^K$

1. Initialize $Y^0 = Z^0 = U^0 = X^0$, $G^0 = M^0 = \nabla F(X^0)$.
2. for $k = 0$ to $K - 1$ do
   3. Sample $\xi^k \sim \text{Bernoulli}(p)$, $\zeta^k \sim \text{Bernoulli}(q)$.
   4. $X^k = (1 - \alpha - \tau) Y^k + \alpha Z^k + \tau U^k$.
   5. if $\zeta^k == 0$ then
      6. \[ Z^{k+1} = (1 + \beta)^{-1} W \left( Z^k + \beta X^k - \eta G^k \right) \]
   7. else
      8. \[ Z^{k+1} = (1 + \beta)^{-1} W \left( Z^k + \beta X^k - \eta G^k + \frac{\eta}{q} (M^k - \nabla F(X^k)) \right) \]
   9. end
   10. $Y^{k+1} = X^k + \gamma (Z^{k+1} - Z^k)$.
   11. if $\xi^k == 0$ then
      12. \[ M^{k+1} = M^k. \]
      13. \[ U^{k+1} = W U^k. \]
      14. \[ G^{k+1} = W G^k. \]
   15. else
      16. \[ M^{k+1} = \nabla F(X^k). \]
      17. \[ U^{k+1} = W X^k. \]
      18. \[ G^{k+1} = W G^k + M^{k+1} - M^k. \]
   19. end
20. end
21. Return $X^k$, $Y^K$ or $Z^K$. 
Algorithm 2: Implementation-friendly OGT

Input: parameters: $\alpha, \beta, \gamma, \tau \in (0, 1)$; probability: $p, q \in (0, 1)$; stepsizes: $\eta > 0, \tilde{\eta}_w \in (0, 1)$; initial position: $X^0$; gossip matrix: $W$

Output: $X^K, Y^K$ or $[\tilde{Z}^K]_{1:n}$

1. Initialize: $Y^0 = X^0 \in \mathbb{R}^{n \times d}$, $\tilde{Z}^0 = \tilde{U}^0 = X^0_\# \in \mathbb{R}^{2n \times d}$, $\tilde{G}^0 = \nabla F (X^0)_\# \in \mathbb{R}^{2n \times d}$, $M^0 = \nabla F (X^0) \in \mathbb{R}^{n \times d}$.

2. for $k = 0$ to $K - 1$ do

   3. Sample $\xi^k \sim \text{Bernoulli}(p)$, $\zeta^k \sim \text{Bernoulli}(q)$ / $q$.

   4. $X^k = (1 - \alpha - \tau) Y^k + \alpha [\tilde{Z}^k]_{1:n;} + \tau [\tilde{U}^k]_{1:n;}$.

   5. if $\xi^k == 0$ then

      6. $\tilde{Z}^{k+1} = (1 + \beta)^{-1} \tilde{W} \left( \tilde{Z}^k + \beta X^k_\# - \eta G^k_\# \right)$.

   7. else

      8. $\tilde{Z}^{k+1} = (1 + \beta)^{-1} \tilde{W} \left( \tilde{Z}^k + \beta X^k_\# - \eta G^k_\# + \eta q \left( M^k_\# - \nabla F (X^k)_\# \right) \right)$.

   9. end

   10. $Y^{k+1} = X^k + \gamma \left( [\tilde{Z}^{k+1}]_{1:n;} - [\tilde{Z}^k]_{1:n;} \right)$.

   11. if $\xi^k == 0$ then

      12. $M^{k+1} = M^k$.

      13. $\tilde{U}^{k+1} = \tilde{W} \tilde{U}^k$.

      14. $\tilde{G}^{k+1} = \tilde{W} \tilde{G}^k$.

   15. else

      16. $M^{k+1} = \nabla F (X^k)$.

      17. $\tilde{U}^{k+1} = \tilde{W} X^k_\#$.

      18. $\tilde{G}^{k+1} = \tilde{W} G^k + M^{k+1} - M^k$.

   19. end

20. end

21. Return $X^K, Y^K$ or $[\tilde{Z}^K]_{1:n;}$. 
A.2 Proof of Lemma 1

For any $i \in \mathcal{N}$, in light of the convexity of $f_i$, we have

$$f_i(x_i^k) \leq f_i(b) + \langle \nabla f_i(x_i^k), x_i^k - b \rangle.$$  

By the $L$-smoothness of $f_i$, we have

$$f_i(a) \leq f_i(x_i^k) + \langle \nabla f_i(x_i^k), a - x_i^k \rangle + \frac{L}{2} \|a - x_i^k\|^2.$$  

Summing the above two equations and taking average over $i \in \mathcal{N}$ yield

$$f(a) \leq f(b) + \langle \mathbf{d}^k, a - b \rangle + \frac{L}{2n} \|X^k - 1a\|^2 + \frac{1}{n} \|1x^k - 1a\|^2.$$  

$$= f(b) + \langle \mathbf{d}^k, a - b \rangle + \frac{L}{n} \|\Pi X^k\|^2 + L \|x^k - a\|^2.$$  

From the $\mu$-strong convexity of each $f_i$, we have

$$f_i(x_i^k) \leq f_i(x^\ast) + \langle \nabla f_i(x_i^k), x_i^k - x^\ast \rangle - \frac{\mu}{2} \|x_i^k - x^\ast\|^2.$$  

In addition, by the $L$-smoothness of $f_i$, we obtain

$$f_i(x_i^k) \leq f_i(x_i^k) + \langle \nabla f_i(x_i^k), x_i^k - x_i^\ast \rangle + \frac{L}{2} \|x_i^k - x_i^\ast\|^2.$$  

Summing the above two equations and taking average over $i \in \mathcal{N}$ leads to

$$f(x^k) \leq f(x^\ast) + \langle \mathbf{d}^k, x^k - x^\ast \rangle - \frac{\mu}{2n} \|X^k - 1x^\ast\|^2 + \frac{L}{2n} \|X^k - 1x^\ast\|^2.$$  

$$\leq f(x^\ast) + \langle \mathbf{d}^k, x^k - x^\ast \rangle - \frac{\mu}{4n} \|1x^k - 1x^\ast\|^2 + \frac{\mu + L}{2n} \|X^k - 1x^\ast\|^2.$$  

$$\leq f(x^\ast) + \langle \mathbf{d}^k, x^k - x^\ast \rangle - \frac{L}{4} \|x^k - x^\ast\|^2 + \frac{L}{n} \|\Pi X^k\|^2,$$

where the last inequality comes from the elementary inequality: $-\|a + b\|^2 \leq - \frac{1}{2} \|a\|^2 + \|b\|^2$, and the second inequality is from the fact that $\mu \leq L$.  

A.3 Proof of Lemma 2

Firstly, for $k = 0$, $\mathbf{y}^0 = \frac{1}{n} \mathbf{1}^\top \nabla F(Q^0)$. Suppose we have shown relation (15) for $0, \cdots, k$, next we prove the equality for $k + 1$.

If $\xi^k = 0$, then $Q^{k+1} = Q^k$. By induction hypothesis and the fact $\mathbf{1}^\top W = \mathbf{1}^\top$,

$$\mathbf{y}^{k+1} = \mathbf{y}^k = \frac{1}{n} \mathbf{1}^\top \nabla F(Q^k) = \frac{1}{n} \mathbf{1}^\top \nabla F(Q^{k+1}).$$

If $\xi^k = 1$, then $Q^{k+1} = X^k$. Again, by induction hypothesis and the fact $\mathbf{1}^\top W = \mathbf{1}^\top$, we have

$$\mathbf{y}^{k+1} = \mathbf{y}^k + \frac{1}{n} \mathbf{1}^\top \left( \nabla F(X^k) - \nabla F(Q^k) \right) = \frac{1}{n} \mathbf{1}^\top \nabla F(Q^k) + \frac{1}{n} \mathbf{1}^\top \left( \nabla F(X^k) - \nabla F(Q^k) \right) = \frac{1}{n} \mathbf{1}^\top \nabla F(Q^{k+1}).$$

Then, relation (15) follows by induction.
A.4 Proof of Lemma 6

- We first prove (27).
  The equality (11a) can be rewritten as follows:
  \[
  \mathbf{x}^k - \mathbf{x}^* = \frac{1 - \alpha - \tau}{\alpha} (\mathbf{y}^k - \mathbf{x}^k) + \frac{\tau}{\alpha} (\mathbf{u}^k - \mathbf{x}^k).
  \]
  By setting \( a = \mathbf{x}^k \) and \( b = \mathbf{y}^k \) in (7), we have
  \[
  \langle \mathbf{d}^k, \mathbf{y}^k - \mathbf{x}^k \rangle \leq f (\mathbf{y}^k) - f (\mathbf{x}^k) + \frac{L}{n} \| \Pi \mathbf{X}^k \|_F^2.
  \]
  Thus, by combining the above equations, we have
  \[
  \langle \mathbf{d}^k, \mathbf{x}^k - \mathbf{x}^k \rangle = \frac{1 - \alpha - \tau}{\alpha} \langle \mathbf{d}^k, \mathbf{y}^k - \mathbf{x}^k \rangle + \frac{\tau}{\alpha} \langle \mathbf{d}^k, \mathbf{u}^k - \mathbf{x}^k \rangle \leq \frac{1 - \alpha - \tau}{\alpha} (f (\mathbf{y}^k) - f (\mathbf{x}^k)) + \frac{\tau}{\alpha} \langle \mathbf{d}^k, \mathbf{u}^k - \mathbf{x}^k \rangle + \frac{(1 - \alpha - \tau) L}{\alpha n} \| \Pi \mathbf{X}^k \|_F^2.
  \]

- Next, we prove (28).
  Rearranging (11c) yields
  \[
  \mathbf{x}^{k+1} - \mathbf{x}^k = \frac{1}{\gamma} (\mathbf{y}^{k+1} - \mathbf{x}^k).
  \]
  By setting \( a = \mathbf{y}^{k+1} \) and \( b = \mathbf{x}^k \) in (7), we have
  \[
  f (\mathbf{y}^{k+1}) \leq f (\mathbf{x}^k) + \langle \mathbf{d}^k, \mathbf{y}^{k+1} - \mathbf{x}^k \rangle + \frac{L}{n} \| \Pi \mathbf{X}^k \|_F^2 + L \| \mathbf{x}^k - \mathbf{y}^{k+1} \|^2.
  \]
  By (11), the term \( \| \mathbf{d}^k - \mathbf{y}^k \| \) can be bounded as follows:
  \[
  \| \mathbf{d}^k - \mathbf{y}^k \|^2 = \frac{1}{n^2} \| 1^T (\nabla F (\mathbf{X}^k) - \nabla F (Q^k)) \|^2 \leq \frac{1}{n^2} \| \nabla F (\mathbf{X}^k) - \nabla F (Q^k) \|_F^2.
  \]
  Thus,
  \[
  \begin{align*}
  &\text{if } k \leq k^0 \text{,}
  \frac{1}{\gamma} \mathbf{d}^k + \alpha_k (\mathbf{d}^k - \mathbf{y}^k) + \mathbf{x}^k - \mathbf{x}^{k+1}.
  \end{align*}
  \]
  By (11), the term \( \| \mathbf{d}^k - \mathbf{y}^k \| \) can be bounded as follows:
  \[
  \| \mathbf{d}^k - \mathbf{y}^k \|^2 = \frac{1}{n^2} \| 1^T (\nabla F (\mathbf{X}^k) - \nabla F (Q^k)) \|^2 \leq \frac{1}{n^2} \| \nabla F (\mathbf{X}^k) - \nabla F (Q^k) \|_F^2.
  \]
  Thus,
  \[
  \begin{align*}
  &\text{if } k \leq k^0 \text{,}
  \frac{1}{\gamma} \mathbf{d}^k + \alpha_k (\mathbf{d}^k - \mathbf{y}^k) + \mathbf{x}^k - \mathbf{x}^{k+1}.
  \end{align*}
  \]
  By (11), the term \( \| \mathbf{d}^k - \mathbf{y}^k \| \) can be bounded as follows:
  \[
  \| \mathbf{d}^k - \mathbf{y}^k \|^2 = \frac{1}{n^2} \| 1^T (\nabla F (\mathbf{X}^k) - \nabla F (Q^k)) \|^2 \leq \frac{1}{n^2} \| \nabla F (\mathbf{X}^k) - \nabla F (Q^k) \|_F^2.
  \]

Finally, we prove (29).

The equality (11b) can be rewritten as

\[ \eta \left( \bar{y}^k + \zeta^k \left( \bar{d}^k - \bar{y}^k \right) \right) = \bar{x}^k - \bar{x}^{k+1} + \beta \left( \bar{x}^k - \bar{x}^{k+1} \right). \]

Then, we have

\[
2\eta \left( \bar{y}^k + \zeta^k \left( \bar{d}^k - \bar{y}^k \right), \bar{x}^{k+1} - \bar{x}^* \right) \\
= 2 \left( (\bar{x}^k - \bar{x}^{k+1}, \bar{x}^{k+1} - \bar{x}^*) + \beta (\bar{x}^k - \bar{x}^{k+1}, \bar{x}^{k+1} - \bar{x}^*) \right) \\
= \|\bar{x}^k - \bar{x}^*\|^2 - \|\bar{x}^{k+1} - \bar{x}^*\|^2 - \|\bar{x}^k - \bar{x}^{k+1}\|^2 \\
+ \beta \left( \|\bar{x}^k - \bar{x}^*\|^2 - \|\bar{x}^{k+1} - \bar{x}^*\|^2 - \|\bar{x}^k - \bar{x}^{k+1}\|^2 \right) \\
\leq \|\bar{x}^k - \bar{x}^*\|^2 - (1 + \beta) \|\bar{x}^{k+1} - \bar{x}^*\|^2 + \beta \|\bar{x}^k - \bar{x}^*\|^2 - \|\bar{x}^k - \bar{x}^{k+1}\|^2.
\]

### A.5 Proof of Lemma 8

Consider matrix \( A \in \mathbb{R}^{2n \times d} \) of the following form:

\[
A = \begin{pmatrix} B \\ C \end{pmatrix},
\]

where \( B, C \in \mathbb{R}^{n \times d} \) with \( \frac{1}{n} 1^\top B = \frac{1}{n} 1^\top C \). Then,

\[
\frac{1}{2n} 1^\top \bar{W} A = \frac{1}{2n} \left( (2 + \bar{\eta}_w) 1^\top B - \bar{\eta}_w 1^\top C \right) = \frac{1}{n} 1^\top B = \frac{1}{n} 1^\top A, \tag{69}
\]

and

\[
\frac{1}{n} 1^\top \left[ \bar{W} A \right]_{1:n,} = \frac{1 + \bar{\eta}_w}{n} 1^\top B - \frac{\bar{\eta}_w}{n} 1^\top C = \frac{1}{n} 1^\top B = \frac{1}{n} 1^\top A. \tag{70}
\]

Next, we show by induction that \( \bar{w}^k = \bar{u}^k \). Firstly, since \( \bar{U}^0 = X^0_\# \), we have \( \bar{w}^0 = \bar{u}^0 \). Suppose we have shown \( \bar{w}^k = \bar{u}^k \), we derive the same relationship for \( k + 1 \).

When \( \xi^k = 1 \), we have \( \bar{U}^{k+1} = X^k_\# \). Therefore, by (69) and (70), we know

\[
\bar{u}^{k+1} = \frac{1}{2n} 1^\top \bar{W} X^k_\# = \bar{x}^k
\]

and

\[
\bar{w}^{k+1} = \frac{1}{n} 1^\top \left[ \bar{W} X^k_\# \right]_{1:n,} = \bar{x}^k.
\]

When \( \xi^k = 0 \), by the induction hypothesis,

\[
\bar{w}^k = \begin{pmatrix} \bar{U} \\ \bar{U}^k \end{pmatrix}
\]

satisfies \( \frac{1}{n} 1^\top \left[ \bar{U} \right]_{(n+1):2n,} = 2 \bar{u}^k - \bar{w}^k = \bar{u}^k = \frac{1}{n} 1^\top U^k \). Hence we can apply (69), (70) to \( \bar{W} \bar{U}^k \) and obtain

\[
\bar{u}^{k+1} = \frac{1}{2n} 1^\top \bar{W} \bar{u}^k = \bar{u}^k
\]
and
\[ \mathbf{u}^{k+1} = \frac{1}{n} \mathbf{U}^T \left[ \widetilde{W} \mathbf{U}^k \right]_{1:n} = \mathbf{u}^k. \]

Thus, in both cases, we obtain \( \widetilde{\mathbf{u}}^{k+1} = \mathbf{u}^{k+1} \). By induction, we have \( \widetilde{\mathbf{u}}^k = \mathbf{u}^k \) for any \( k \geq 0 \). We have also shown in the above analysis that
\[ \mathbf{u}^{k+1} = (1 - \xi^k) \mathbf{u}^k + \xi^k \mathbf{x}^k. \]

From similar arguments as the above ones, we have \( \mathbf{z}^k = \mathbf{z}^k \) (\( \forall k \geq 0 \)) and
\[ \mathbf{z}^{k+1} = (1 + \beta)^{-1} \left( \mathbf{z}^k + \beta \mathbf{x}^k - \eta \mathbf{g}^k + \zeta \eta \left( \mathbf{g}^k - \mathbf{d}^k \right) \right). \]

Again from similar arguments, we have \( \mathbf{g}^k = \mathbf{g}^k \) for any \( k \geq 0 \). Then, by considering similar arguments for deriving Lemma 2 and the fact that \( 1_n^T \nabla F(X)^{\#} = 1_n^T \nabla F(X)^k \), we have
\[ \mathbf{g}^k = \frac{1}{n} 1^T \nabla F(Q^k), \quad \forall k \geq 0. \]

By multiplying \( \frac{1}{n} \) on both sides of (38a), (38d), (38e), we have
\[ \mathbf{x}^{k+1} = (1 - \alpha - \tau) \mathbf{y}^k + \alpha \mathbf{z}^k + \tau \mathbf{u}^k, \quad \mathbf{y}^{k+1} = \mathbf{y}^k + \gamma (\mathbf{z}^{k+1} - \mathbf{z}^k), \quad \mathbf{q}^{k+1} = (1 - \zeta^k) \mathbf{q}^k + \zeta^k \mathbf{x}^k. \]

Since \( \mathbf{q}^0 = \mathbf{u}^0 = \mathbf{x}^0 \), it can be shown by (71), (72) and induction that
\[ \mathbf{q}^k = \mathbf{x}^k, \quad \forall k \geq 0. \]