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We show a dramatic deviation from ergodicity for the conductance fluctuations in graphene. In marked contrast to the ergodicity of dirty metals, fluctuations generated by varying magnetic field are shown to be much smaller than those obtained when sweeping Fermi energy. They also exhibit a strongly anisotropic response to the symmetry-breaking effects of a magnetic field, when applied perpendicular or parallel to the graphene plane. These results reveal a complex picture of quantum interference in graphene, whose description appears more challenging than for conventional mesoscopic systems.
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The understanding of transport in condensed matter has been challenged by the isolation of graphene, whose energy bands have a linear dispersion and whose carriers possess intrinsic isospin [1,2]. These features give rise to a variety of unusual transport phenomena [3-8], not observed in typical semiconductors. Graphene also exhibits pronounced mesoscopic [9-13] effects – including weak localization (WL) [14-19], conductance fluctuations (CF) [20-38], and quantum noise [39-43] – with much richer characteristics than their counterparts in non-Dirac materials [9-13]. Most notably, while the CF in dirty metals and semiconductors are known to exhibit specific universal properties, recent studies [24,25,30,35] suggest that this universality may not extend to graphene. It is this specific issue that we focus on here.

The universal conductance fluctuations (UCF) exhibited by dirty metals [10-13] arise when carrier coherence is preserved on a scale comparable to the system size, in which limit the conductance does not ensemble average but fluctuates deterministically with magnetic field and/or Fermi energy. Vital to understanding these fluctuations, which are much larger than would be expected classically, is the introduction of a so-called ergodic hypothesis [11,12]. This proposes that CF observed while sweeping magnetic field or Fermi energy should be equivalent to those obtained by varying the disorder potential. Based on this hypothesis, the CF are expected to have universal amplitude at zero-temperature, independent of sample size and the degree of disorder. At non-zero temperatures, where the characteristic lengths describing coherent transport can become smaller than the sample size, the UCF are damped, albeit in a manner well described by theory [13].

Recent theories for the CF in graphene [44-48] predict universal behavior in the metallic regime ($k_Fl \gg 1$, where $k_F$ is the Fermi wavevector and $l$ the mean free path), after accounting for inter-valley scattering arising from different sources of disorder [45,46]. The universality is inferred, however, from an implicit assumption of ergodicity, something that recent experiment has called into doubt [35]. Given the importance of the ergodic hypothesis for our understanding of mesoscopic transport, it is essential to establish its applicability to graphene. In this Letter, we therefore perform a detailed study of the CF in disordered graphene, while varying Fermi energy (carrier density) and magnetic field. We find that these parameters generate CF with different amplitudes, implying a failure of the ergodic hypothesis. We furthermore use a magnetic field to investigate the response of the CF to the breaking of microscopic symme-
tries [49-54], revealing a strong, and unexpected, anisotropy, dependent on the orientation of this field relative to the graphene sheet.

Devices were fabricated by exfoliating [2] natural graphite onto a Si/SiO$_2$ substrate. The SiO$_2$ was 300-nm thick, and the heavily-doped Si served as a back-gate that could sweep carrier density/Fermi energy. Substrate markers ensured accurate alignment for electron-beam lithography, allowing Cr/Au (5-/40-nm) contacts to be made to graphene flakes. These were selected by optical and atomic-force microscopy, and by Raman spectroscopy. As indicated in Fig. 1(a), our measurements utilized a two-probe configuration most appropriate for studies of UCF [13]. $I$-$V$ curves between these contacts were linear over a wide range [56], suggesting contact resistance provided only a small contribution to the measurements [57]. After wire-bonding, samples were mounted on the cold finger of a dilution refrigerator, either perpendicular ($B_\perp$) or parallel ($B_\parallel$) to the magnetic field. Measurements of the Hall effect in GaAs/AlGaAs mesas have shown that this allows alignment of the sample with respect to the external field to an error of no more than 0.2°. Results were first obtained in the perpendicular configuration, following which we warmed to 300 K and switched to the in-plane orientation. CF were measured by low-frequency lock-in detection, with a constant current of 0.7 nA, and, unless stated otherwise, the cryostat temperature was 0.04 K.

Among six different devices studied, four used monolayer graphene while a further two were bilayer. The Dirac point of these devices was systematically shifted to positive voltage (arrows in Figs. 1(b) 
& 1 (c)), indicative of chemical doping. 4.2-K conductivity at the Dirac point ranged from $\sim$1.5 – 4.0 $\times$ $e^2/h$, and mobility far away from this point was around 400 – 1000 cm$^2$/Vs. For the same conditions we find that $k_Fl \approx$ 1.5, indicating that the samples are strongly disordered and far from the metallic limit ($k_Fl \gg$ 1) considered elsewhere [45,46]. (For more details on the characterization see the supplementary material.) This strongly-disordered character likely reflects the fact that neither thermal annealing, nor current-induced cleaning, were performed to remove any organic residues left over after fabrication. Prior work [57] has demonstrated the presence of such residues in uncleaned devices, and has shown them to introduce significant disorder into the graphene transport. We therefore emphasize that the interesting behaviors reported here should likely be considered to be strongly related to the dirty nature of the graphene.
Figures 1(b) & 1(c) show, respectively, the gate-voltage dependent resistance ($R$) of a bilayer (length $L = 2 \, \mu m$, width $W = 4 \, \mu m$) and monolayer ($L = 4 \, \mu m$, width $W \leq 1 \, \mu m$) device. As reported previously [20-38], CF grow significantly as the temperature is lowered towards 4.2 K. Their reproducibility is highlighted in Fig. 1(d), which shows their dependence on temperature in the monolayer device (in the remainder of this paper, we focus on results obtained for this device). The CF ($\delta g$, in units of $e^2/h$) were obtained by subtracting a slowly-varying background from the raw conductance. Even at the lowest temperature, the CF are small ($\delta g < e^2/h$), which we attribute to the characteristic length scales governing mesoscopic transport [13]. From the diffusion constant ($D = 50 \, cm^2/s$, supplementary material), we infer a thermal diffusion length of $L_T = \sqrt{\hbar D / k_B T} \approx 1 \, \mu m$ at 0.04 K. Similarly, by calculating the correlation field [13] of the magneto-CF at 0.04 K, we estimate a phase-breaking length ($l_\phi$) of around 200 nm. Thus, our experiment is performed in a regime where $l_\phi \ll L_T, W \& L$, where decoherence should significantly suppress the CF.

In Fig. 2(a) we compare, on the same scale, CF from two different experiments. The upper curves show magneto-conductance ($-2 \leq B_\perp \leq +2 \, T$) at several gate voltages, while the lower curves show conductance versus back-gate voltage (i.e. the transconductance) at different magnetic fields ($1.0 \leq B_\perp \leq 1.8 \, T$). It is apparent to even the naked eye that Fig. 2(a) shows strongly non-ergodic CF. That is, CF generated by sweeping Fermi energy (back-gate voltage) are clearly larger than those obtained by sweeping magnetic field. The non-ergodicity is not some artifact of the manner in which we chose to select the different data sets. Magneto-conductance was measured for the gate voltages indicated by the colored arrows at the bottom-left corner of Fig. 2(a), over which range the transconductance shows a large variation. The small CF observed in the magnetic-field sweeps therefore do not correspond to some fortuitous range of back-gate voltage, for which the transconductance fluctuations are also small. Moreover, we emphasize that while the curves of Fig. 2(a) have been shifted vertically for clarity, they otherwise correspond to as-measured data. Consequently, differences in the two types of fluctuations cannot be attributed to some error in background subtraction.

In Fig. 2(b), we plot the root-mean square conductance fluctuation ($\delta g_{rms}$, in units of $e^2/h$), determined from the magneto-conductance (between $\pm 2.0 \, T$) at different gate voltages (red data, lower axis),
and from the transconductance (measured between 0- & 60-V) at different $B_\perp$ & $B_\parallel$ (blue data, upper axis). Comparing with the trans-CF at zero field, $\delta g_{\text{rms}}$ obtained from the magneto-conductance is around a factor of three smaller, independent of the gate voltage. Even if we compare the field-induced fluctuations with those obtained by varying Fermi energy at $B_\perp = 2.0$ T, the difference in amplitude is around a factor of two. This is still significantly larger than any error bars in the data, confirming the non-ergodicity suggested in Fig. 2(a).

Another key feature of the UCF is their response to the breaking of microscopic symmetries. A magnetic field may be used to break time-reversal and/or spin degeneracy, with implications that have been demonstrated for mesoscopic metals and semiconductors [49-54]. In Fig. 3, we present measurements of the transconductance fluctuations in the graphene device as a function of $B_\perp$ & $B_\parallel$. Figs. 3(a) & 3(c) plot these results as color contours, whose common scales allow a direct comparison of the influence of the field direction on the CF. In Figs. 3(b) & 3(d), in contrast, we show resistance as a function of gate voltage at three representative magnetic fields. Although the fluctuation fingerprints differ markedly between these figures, this can be attributed to the fact that the device was thermally cycled to room temperature between the measurements. The contour of Fig. 3(a) shows a strong influence of $B_\perp$ on the CF, which are clearly largest over the narrow range $0.5 < B_\perp < +0.5$ T, where the most pronounced color variation is obtained. $\delta g$ is suppressed outside of this range, as indicated by the lack of color contrast in this section of the contour. This suppression can also be seen in the line curves of Fig. 3(b), which show a clear decrease of the CF on increasing $B_\perp$ to 6 T (note the indicated offsets in Figs. 3(b) & 3(d)). Very different behavior is apparent in the contour of Fig. 3(c), which shows that the application of in-plane fields up to 6 T has remarkably little influence on the CF. This is confirmed by the line plots of Fig. 3(d), which show only a weak dependence of the CF on $B_\parallel$.

In Fig. 2(b), we plot (as blue data points) the variation of $\delta g_{\text{rms}}$ from transconductance measurements in the two field configurations. At zero magnetic field, $\delta g_{\text{rms}}$ is essentially equivalent for the two sets of data, providing confidence that the statistical characteristics of the CF are not significantly affected by thermal cycling. With an out-of-plane field applied, we first observe a rapid decrease of $\delta g_{\text{rms}}$ by a factor of $1/\sqrt{2}$, when $B_\perp$ is increased to around 0.5 T. In the standard theory of UCF [49-51], this drop is precisely
that expected for breaking time-reversal symmetry, consistent with which we note that the field scale on which it occurs correlates well to the width of the WL peak in the magneto-resistance (which we show, for example, at 4.2 K in Fig. 1(e)). Following the rapid drop, $\delta g_{\text{rms}}$ then shows a much slower decrease as $B_\perp$ is further increased, before saturating beyond 4 T at a value close to half of its zero-field value. This second decrease in $\delta g_{\text{rms}}$, by an additional factor of $1/\sqrt{2}$, is also well known from the study of UCF, and is precisely that expected for lifting spin degeneracy in a system with weak spin-orbit coupling [51,53]. (This nice agreement with theoretical expectations provides further evidence that the analysis of our data is not significantly influenced by contact-resistance, since the observed reduction factors of $1/\sqrt{2}$ and 1/2 indicate the measured resistance is dominated by that of the graphene flake).

The weak dependence of the CF on in-plane magnetic field is puzzling. $\delta g_{\text{rms}}$ appears independent of $B_\parallel$, indicative of only a weak Zeeman splitting for in-plane magnetic fields. Although one possibility is that the $g$-factor is much smaller in the graphene plane, studies of graphite have shown this parameter to be isotropic [58]. A more likely explanation is an extrinsic, substrate-induced, anisotropy, and we note that a recent study of the spin states of graphene quantum dots also found a much weaker spin splitting for $B_\parallel$ [59]. In fact, for $B_\perp$ these authors observed the onset of Zeeman splitting beyond 2 – 4 T, consistent with our data in Fig. 2(b). Anisotropic spin relaxation has furthermore been reported in spin-valve studies [60], where it was attributed to different effective spin-orbit fields for in-plane and out-of-plane relaxation. In contrast to these results, however, clear Zeeman splitting of the CF was observed [29] for an in-plane field in experiments performed on less-disordered samples than those studied here. These different observations point collectively to a strong dependence of the in-plane spin splitting on sample quality.

While early theory [44] questioned the universality of the CF in graphene, later studies predicted them to be universal, albeit with an amplitude that is sensitive to the sources of inter-valley scattering [45,46]. This conclusion was reached, however, by applying usual perturbative treatments [13] to compute CF amplitudes by ensemble averaging. To connect to the results of experiment an ergodic hypothesis is then required, in which the ensemble average is assumed to be equivalent to varying magnetic field or Fermi energy. That is, such approaches inevitably predict equivalent CF in magnetic field or Fermi en-
ergy. Our experiments suggest this assumption is not always valid, and that the CF can be non-universal. Such a failure of universality represents a dramatic breakdown in our understanding of mesoscopic phenomena, and presumably requires a more proper treatment of microscopic disorder. While the usual theory of UCF applies when $k_F l \gg 1$ [13,45,46], we work in the regime where $k_F l = 1$. Here, it is not clear that perturbative approaches [13] to quantum transport remain valid, since conduction is likely influenced by carrier puddling [61-65]. Indeed, a breakdown of ergodicity was suggested in Ref. 35, in which CF generated by magnetic field and gate voltage showed different amplitudes near the Dirac point, where such puddling should be most important. (This difference was less pronounced than that found here, however, where the difference in amplitudes is as much as a factor of eight, see Fig. 2) In our case we observe the failure of ergodicity over the entire range of gate voltage studied, and not just near the Dirac point, which tends to suggest that the influence of the puddling can extend over a wide range of density. One possibility, that could be explored in the future through detailed studies of the differential conductance, is that some incipient Coulomb blockade governs the gate-voltage induced CF, causing them to exhibit a different amplitude to the field-induced features.

Finally, we comment on the short phase-breaking length ($l_\phi < L_T$) in our samples. A correlation analysis (see supplementary material) suggests that this is primarily the result of a saturation of $l_\phi$ that onsets around 1 K. A similar saturation has also been reported in experiments on dirty metals and semiconductors [66], and even today its origins are subject to debate. Saturation has furthermore been found in other studies of the CF in graphene [18,19,21,32], with phase-breaking lengths in close agreement with ours. The behavior that we observe therefore appears to be a manifestation of a general phenomenon, whose origins are still not well understood.

In conclusion, mesoscopic interference in disordered graphene exhibits a dramatic breakdown of the ergodic hypothesis, with CF obtained by varying magnetic field being significantly smaller than those obtained when sweeping Fermi energy. These results reveal a complex picture of quantum interference in graphene, whose description appears more challenging than for conventional mesoscopic systems.
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FIGURE CAPTIONS

Fig. 1: (a) Optical micrograph of the monolayer-graphene device. Measurement probes are indicated and the graphene flake can be seen in the inset. (b), (c) Resistance versus back-gate voltage for the bilayer and monolayer device, respectively, at several temperatures. The arrow in each plot identifies the Dirac point. (d) CF in the monolayer device at different temperatures. (e) Magneto-CF of the monolayer device at several gate voltages ($12 – 54$ V) at $4.2$ K. Each curve has had a smooth background subtracted.

Fig. 2: (a) Comparison of CF obtained by sweeping $B_\perp$ (upper curves, upper horizontal axis) and back-gate voltage (lower curves, lower horizontal axis) at a cryostat temperature of $0.04$ K. Fixed gate-voltage and magnetic-field values are indicated on the plot. Colored arrows indicate gate voltages at which the magneto-conductance measurements were made. (b) Blue data points show $\delta g_{rms}$ determined from gate-voltage induced CF at different $B_\perp$ (open symbols) and $B_{||}$ (filled symbols). Red data points show $\delta g_{rms}$ from the magneto-conductance at various gate voltages. To allow the dependence of $\delta g_{rms}$ on $B_\perp$ to be clearly seen, we have slightly displaced the other two data sets by the indicated increments. Dotted lines indicate the range of $B_\perp$ for which $\delta g_{rms}$ drops to $1/\sqrt{2}$ and $1/2$ of its zero-field value. Cryostat temperature was $0.04$ K.

Fig. 3: (a) In this contour, conductance was measured as a function of gate voltage, following which CF were obtained by background subtraction. The evolution of these CF as $B_\perp$ was incremented from $-1$ to $6$ T was then plotted in the contour. (b) Variation of resistance with gate voltage for three representative values of $B_\perp$ (indicated). (c) As in (a) except gate-voltage induced CF are plotted as a function of $B_{||}$. (d) As in (b) except now for three values of $B_{||}$. $V_D$ in (a) & (c) denotes the Dirac point. Cryostat temperature was $0.04$ K in panels (a) – (d). Curves in (b) & (d) are shifted vertically by the offsets (in kΩ) indicated in the panels.
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