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Abstract. In the given article the necessary and sufficient conditions of the existence of solutions of boundary value problem for the nonlinear system in the Hilbert spaces are obtained. Examples of such systems like a Lotka-Volterra are considered. Bifurcation and branching conditions of solutions are obtained.

Introduction. The system of difference equations is the subject of numerous publications, and it is impossible to analyze all of them in detail. In this article we develop constructive methods of analysis of linear and weakly nonlinear boundary-value problems for difference equations, which occupy a central place in the qualitative theory of dynamical systems. We consider such problems that the operator of the linear part of the equation does not have an inverse. Such problems include the so called critical (or resonance) problems (when considering problem can have nonunique solution and not for any right hand sides). We use the well-known technique of generalized inverse operators [1] and use the notion of a strong generalized solution of an operator equation developed in [2]. In this way, one can prove the existence of solutions of different types for the system of operator equations in the Hilbert spaces. There exist three possible types of solutions: classical solutions, strong generalized solutions, and strong pseudosolutions [3]. For the analysis of a weakly nonlinear system, we develop the well-known Lyapunov-Schmidt method. This approach gives possibility to investigate many problems in difference equations and mathematical biology from a single point of view.

Statement of the problem. Consider the following boundary value problem

\begin{align}
  x(n + 1, \varepsilon) &= a(n)x(n, \varepsilon) + b(n)y(n, \varepsilon) + \varepsilon Z_1(x(n, \varepsilon), y(n, \varepsilon), n, \varepsilon) + f_1(n); \\
  y(n + 1, \varepsilon) &= c(n)x(n, \varepsilon) + d(n)y(n, \varepsilon) + \varepsilon Z_2(x(n, \varepsilon), y(n, \varepsilon), n, \varepsilon) + f_2(n); \\
  l \begin{pmatrix} x(\cdot, \varepsilon) \\ y(\cdot, \varepsilon) \end{pmatrix} &= \alpha,
\end{align}

where operators \( \{a(n), b(n), c(n), d(n) \in \mathcal{L}(\mathcal{H}), n \in J \subset \mathbb{Z} \} \), \( \mathcal{L}(\mathcal{H}) \) is the space of linear and bounded operators which acts from \( \mathcal{H} \) into itself, vector-functions \( f_1(n), f_2(n) \in l_{\infty}(J, \mathcal{H}) \),

\[
l_{\infty}(J, \mathcal{H}) = \{ f : J \to \mathcal{H}, ||f||_{l_{\infty}} = \sup_{n \in J} ||f(n)||_{\mathcal{H}} < \infty \},
\]
$Z_1, Z_2$ are smooth nonlinearities; a linear and bounded operator $l$ translates solutions of (1), (2) into the Hilbert space $H_1$, $\alpha$ is an element of the space $H_1$, $\alpha \in H_1$. (instead of $l_\infty (J, H)$ we can consider another functional space $T(J, L(H))$). We find solutions of the boundary value problem (1)-(3) which for $\varepsilon = 0$ turns in one of solutions of generating boundary value problem

\[ x_0(n + 1) = a(n)x_0(n) + b(n)y_0(n) + f_1(n); \]  

\[ y_0(n + 1) = c(n)x_0(n) + d(n)y_0(n) + f_2(n); \]

\[ l \begin{pmatrix} x_0(\cdot) \\ y_0(\cdot) \end{pmatrix} = \alpha. \]  

**Linear case.** Consider the following vector $z_0(n) = (x_0(n), y_0(n))^T$, sequence of operator matrices

\[ A_n = \begin{pmatrix} a(n) & b(n) \\ c(n) & d(n) \end{pmatrix}, \]

and sequence of vector-functions $f(n) = (f_1(n), f_2(n))^T$. Here $T$ is a transpose operation. Then we can rewrite the generating boundary value problem (4)-(6) in the following form

\[ z_0(n + 1) = A_n z_0(n) + f(n), \]  

\[ lz_0(\cdot) = \alpha. \]  

Define an operator $\Phi(m, n) = A_{m+1}A_m...A_{n+1}, m > n$, $\Phi(m, m) = I$. The operator $U(m) = \Phi(m, 0)$ is an evolution operator [5]. General solution $z_0(n)$ of (7) can be represented in the following form:

\[ z_0(n) = \Phi(n, 0)z_0 + g(n), \]  

where

\[ g(n) = \sum_{i=0}^{n} \Phi(n, i)f(i). \]

**Remark 1.** It should be noted that if the sequence of operator matrices $A_n$ has bounded inverse $A_n^{-1} \in L(H)$, then the general solution of (7) can be represented in the following form

\[ z_0(n) = U(n)z_0 + \sum_{i=0}^{n} U(n)U^{-1}(i)f(i). \]
Substituting representation (9) in the boundary condition (8) we obtain the following operator equation

$$Qz_0 = h,$$

where the operator $Q$ and the element $h$ have the following form

$$Q = l\Phi(\cdot, 0), \quad Q : \mathcal{H} \to \mathcal{H}_1, \quad h = \alpha - lg(\cdot).$$

According to the theory of generalized solutions which was represented in [4] and theory of Moore-Penrose pseudoinvertible operators [1] for the equation (10) we have the following variants:

1) Suppose that $R(Q) = R(Q)$ ($R(Q)$ is the image of the operator $Q$). In this case we have that the equation (10) is solvable if and only if the following condition is hold [1]:

$$\mathcal{P}_{N(Q^*)}h = 0.$$  

(11)

Here $\mathcal{P}_{N(Q^*)}$ is an orthoprojector onto the kernel of adjoint operator $Q^*$ ($\mathcal{P}_{N(Q^*)} = \mathcal{P}_{N(Q^*)}^2 = \mathcal{P}_{N(Q^*)}^*$). Under condition (11) the set of solutions of (10) has the following form [1]:

$$z_0 = Q^+h + \mathcal{P}_{N(Q)}c, \quad \forall c \in \mathcal{H},$$

where $Q^+$ is Moore-Penrose pseudoinverse [1], [6], [7] to the operator $Q$, $\mathcal{P}_{N(Q)}$ is orthoprojector onto the kernel of the operator $Q$.

2) Consider the case when $R(Q) \neq R(Q)$. In this case there is strong Moore-Penrose pseudoinverse $\overline{Q}^+$ [4] to the operator $\overline{Q}$ ($\overline{Q} : \overline{\mathcal{H}} \to \mathcal{H}_1$ is extension of the operator $Q$ onto extended space $\mathcal{H} \subset \overline{\mathcal{H}}$ [4]). Condition of generalized solvability has the following form:

$$\mathcal{P}_{N(\overline{Q}^*)}h = 0.$$  

(12)

Condition (14) guarantees only that $h \in R(Q)$. Under condition (14) the set of generalized solutions of the equation (10) has the following form:

$$z_0 = \overline{Q}^+h + \mathcal{P}_{N(\overline{Q})}c, \quad \forall c \in \mathcal{H}.$$  

(13)

If $h \in R(Q)$ then generalized solutions will be classical.

3) Suppose that $R(Q) \neq R(Q)$ and $h \notin R(Q)$. It means that the following condition is hold

$$\mathcal{P}_{N(\overline{Q}^*)}h \neq 0.$$  

(14)

Under condition (14) the set of generalized quasisolutions [4], [1] has the following form:

$$z_0 = \overline{Q}^+h + \mathcal{P}_{N(\overline{Q})}c, \quad \forall c \in \mathcal{H}.$$
In such a way we obtain the following theorem.

**Theorem 1.** Boundary value problem (7), (8) is solvable.

\(a1\) There are generalized solutions of (7), (8) if and only if

\[
P_{N(Q^*)}\{\alpha - l \sum_{i=0} f(i)\} = 0,
\]

(15)

where the operator \(P_{N(Q^*)}\) is an orthoprojector onto the kernel of operator \(Q^*\) (\(Q^*\) is the extended operator to the operator \(Q\)). If the element \((\alpha - l \sum_{i=0} \Phi(\cdot, i) f(i)) \in R(Q)\) then solutions will be classical solutions;

\(b1\) under condition (15) the set of generalized solutions of the boundary value problem (7), (8) has the following form

\[
z_0(n, c) = G[f, \alpha](n) + P_{N(Q^*)}c, \quad \forall c \in \mathcal{H},
\]

where the generalized Green operator has the form

\[
G[f, \alpha](n) = \Phi(n, 0)Q^+\{\alpha - l \sum_{i=0} \Phi(\cdot, i) f(i)\};
\]

\(a2\) There are strong quasisolutions of (7), (8) if and only if the following condition is hold

\[
P_{N(Q^*)}\{\alpha - l \sum_{i=0} f(i)\} \neq 0;
\]

(16)

\(b1\) under condition (16) the set of strong quasisolutions of the boundary value problem (7), (8) has the following form

\[
z_0(n, c) = G[f, \alpha](n) + P_{N(Q^*)}c, \quad \forall c \in \mathcal{H}.
\]

**Nonlinear case.** Consider the nonlinear boundary value problem (1)-(3). Use denotations we can rewrite this problem in the following form

\[
z(n + 1, \varepsilon) = A_n z(n, \varepsilon) + \varepsilon Z(z^T(n, \varepsilon), n, \varepsilon),
\]

(17)

\[
lz(\cdot, \varepsilon) = \alpha.
\]

(18)

**Theorem 2.** (necessary condition). Suppose that the boundary value problem (17), (18) has solution \(z(n, \varepsilon)\) which for \(\varepsilon = 0\) turns in one of solutions \(z_0(n, c)\) with element
Then \( c \in H \) \((z(n, 0) = z_0(n, c))\). Then \( c \) satisfies the following operator equation for generating elements

\[
F(c) = P_{N(Q)} l \sum_{i=0}^{l} \Phi(\cdot, i) Z(z_0^T(i, c), i, 0) =
\]

\[
= P_{N(Q)} l \sum_{i=0}^{l} \Phi(\cdot, i) Z(G[f, \alpha](i) + P_{N(Q)} c, \cdot, 0) = 0.
\]

**Proof.** According to the theorem 1 the boundary value problem \((17), (18)\) has solution if and only if the following condition is true:

\[
P_{N(Q)} \{(\alpha - l \sum_{i=0}^{l} \Phi(\cdot, i)(f(i) + \varepsilon Z(z^T(i, \varepsilon), i, \varepsilon)) = 0. \tag{20}\]

From the condition \((20)\) and \((9)\) follows condition \((19)\).

**Remark 2.** It should be noted that theorem 2 is hold when the nonlinearities \(Z_1, Z_2\) are continuous in the neighborhood of generating solution \(z_0(n, c^0)\).

Now, we propose the following change of variables:

\[
z(n, \varepsilon) = z_0(n, c^0) + u(n, \varepsilon),
\]

where the element \(c^0\) satisfies the operator equation \((20)\). Then we can rewrite the boundary value problem \((17), (18)\) in the following form

\[
u(n+1, \varepsilon) = A_n u(n, \varepsilon) + \varepsilon \{Z(z_0^T(n, c^0), n, 0) + Z_u(z_0^T(n, c^0), n, 0)u(n, \varepsilon) + R(u(n, \varepsilon), n, \varepsilon)\},
\]

\[
lu(\cdot, \varepsilon) = 0. \tag{21}
\]

Here \(Z_u\) is Frechet derivative,

\[
R(0, 0, 0) = R'_u(0, 0, 0) = 0.
\]

Boundary value problem \((21), (22)\) has solutions if and only if the following condition is true:

\[
P_{N(Q)} l \sum_{i=0}^{l} \Phi(\cdot, i)(Z(z_0^T(i, c^0), i, 0) + Z_u(z_0^T(i, c^0), i, 0)u(i, \varepsilon) + R(u(i, \varepsilon), i, \varepsilon)) = 0. \tag{23}
\]

Under this condition the set of solutions of boundary value problem \((21), (22)\) has the following form

\[
u(n, \varepsilon) = P_{N(Q)} c + \pi(n, \varepsilon), \tag{24}
\]

5
\[ \bar{u}(n, \varepsilon) = \varepsilon G[Z(z^0_T(\cdot, c^0), \cdot, 0) + Z'(z^0_T(\cdot, c^0), \cdot, 0)u(\cdot, \varepsilon)] + R(u(\cdot, \varepsilon), \cdot, \varepsilon), 0](n). \] (25)

Substituting (24) in (23) we obtain the following operator equation
\[ B_0 c = r, \] (26)
where the operator
\[ B_0 = -P_N(\bar{\mathcal{Q}})l \sum_{i=0}^{\infty} \Phi(\cdot, i) Z_i u(z^0_T(i, c^0), i, 0)P_N(\bar{\mathcal{Q}}), \]
\[ r = P_N(\bar{\mathcal{Q}})l \sum_{i=0}^{\infty} \Phi(\cdot, i) (Z_i'(z^0_T(i, c^0), i, 0)\pi(i, \varepsilon) + R(u(i, \varepsilon), i, \varepsilon)). \]

Using a generalization of implicit function theorem [4] we have the following assertion.

**Theorem 3.** (sufficient condition). Suppose that the following condition is true:
\[ P_N(\bar{\mathcal{Q}})P_N(\mathcal{Q}) = 0. \]
Then the boundary value problem (17), (18) has generalized solutions which can be found with using of iterative processes:
\[ u_{k+1}(n, \varepsilon) = P_N(\bar{\mathcal{Q}})c_k + \bar{u}_k(n, \varepsilon), \]
\[ c_{k+1} = B_0^+ P_N(\bar{\mathcal{Q}})l \sum_{i=0}^{\infty} \Phi(\cdot, i) (Z'_i u(z^0_T(i, c^0), i, 0)\pi_k(i, \varepsilon) + R(u_k(i, \varepsilon), i, \varepsilon)), \]
\[ \bar{u}_{k+1}(n, \varepsilon) = \varepsilon G[Z(z^0_T(\cdot, c^0), \cdot, 0) + Z'_i u(z^0_T(\cdot, c^0), \cdot, 0)\pi_k(\cdot, \varepsilon) + R(u_k(\cdot, \varepsilon), \cdot, \varepsilon), 0](n), \]
where
\[ R(u_k(n, \varepsilon), n, \varepsilon) = Z(z^0_T(n, c^0), n, 0) - Z'(z^0_T(n, c^0), n, 0)u_k(n, \varepsilon), \]
\[ u_0 = c_0 = \bar{y}_0 = 0. \]

**Applications.** It is well-known that systems like a Lotka-Volterra [8], [9] plays an important role in the theoretical population biology [10], [11]. It is very important in mathematical biology as a model which describes dynamics of populations. There exist many papers which are dedicated to investigation of such problems in continuous and discrete cases (see for example recently works [12] - [50]). As a rule such problems are regular. We consider some examples of systems with different type of boundary conditions in the critical case. We show that the operator which generates considering problem can
be Fredholm. We find bifurcation conditions of solutions with using of the equation for generating constants.

**Example 1.** Consider the following periodic boundary value problem in the finite dimensional case:

\begin{align}
  x_i(n+1, \varepsilon) &= a_i(n)x_i(n, \varepsilon) + b_i(n)y_i(n, \varepsilon) + \varepsilon g_1^i(n)x_i(n, \varepsilon)(1-\sum_{j=1}^{t} a_{ij}(n)y_j(n, \varepsilon)) + f_1^i(n), \\
  y_i(n+1, \varepsilon) &= c_i(n)x_i(n, \varepsilon) + d_i(n)y_i(n, \varepsilon) + \varepsilon g_2^i(n)y_i(n, \varepsilon)(1-\sum_{j=1}^{t} b_{ij}(n)x_j(n, \varepsilon)) + f_2^i(n),
\end{align}

\begin{align}
  x_i(0, \varepsilon) &= x_i(m, \varepsilon), \\
  y_i(0, \varepsilon) &= y_i(m, \varepsilon), i = \overline{1,p}.
\end{align}

Here \(x_i(n, \varepsilon), y_i(n, \varepsilon), a_i(n), b_i(n), c_i(n), d_i(n), g_1^i(n), g_2^i(n), a_{ij}(n), b_{ij}(n) \in \mathbb{R}, i = \overline{1,p}, j = \overline{1,t}\).

For \(\varepsilon = 0\) we obtain the following generating boundary value problem

\begin{align}
  x_i^0(n+1) &= a_i(n)x_i^0(n) + b_i(n)y_i^0(n) + f_1^i(n), \\
  y_i^0(n+1) &= c_i(n)x_i^0(n) + d_i(n)y_i^0(n) + f_2^i(n), \\
  x_i^0(0) &= x_i^0(m), \\
  y_i^0(0) &= y_i^0(m).
\end{align}

In this case we have that the operator \(l\) of boundary conditions has the following form:

\[
  l \left( \begin{array}{c} x_0(\cdot) \\ y_0(\cdot) \end{array} \right) = \left( \begin{array}{c} x_i^0(m) - x_i^0(0) \\ y_i^0(m) - y_i^0(0) \end{array} \right)_{i=\overline{1,k}} = \left( \begin{array}{c} 0 \\ 0 \end{array} \right).
\]

For the vector \(z_i^0(n) = (x_i^0(n), y_i^0(n))^T\) we can write the following assertion.

**Corollary 1.** The boundary value problem \((\mathcal{A}), (\mathcal{B})\) has periodic solutions if and only if

\[
  \mathcal{P}_{N(Q)} \sum_{k=0}^{m} \Phi(m, k)f(k) = 0,
\]

where \(Q = \Phi(m,0) - I, d\) is a number of linearly independent columns of \(Q\);
under condition (35) the set of solutions has the form
\[ z_0^i(n, c_r) = (G[f, 0])(n) + \mathcal{P}_{N(Q^r)c_r}, \quad c_r \in \mathbb{R}^r, \]  
(36)
where the generalized Green’s operator \((G[f, 0])(n)\) has the following form
\[ (G[f, 0])(n) = -\Phi(n, 0)Q^T + \sum_{k=0}^{m} \Phi(m, k)f(k), \]
r is a number of linearly independent rows of \(Q\).

Remark 3. It should be noted that in the considering case index of an operator \(S\) can be calculated in the following way
\[ \text{ind } S = r - d, \]
where the operator \(S\) with boundary conditions has the following form
\[ S \left( \begin{array}{c} x_0^i(n) \\ y_0^i(n) \end{array} \right) := \left( \begin{array}{c} x_0^i(n + 1) - a_i(n)x_0^i(n) - b_i(n)y_0^i(n) \\ y_0^i(n + 1) - c_i(n)x_0^i(n) - d_i(n)y_0^i(n) \end{array} \right). \]
It means that the operator \(S\) is Fredholm [1].

For the nonlinear boundary value problem (27)-(30) we obtain the following assertions.

**Corollary 2.** (necessary condition). If the boundary value problem (27)-(30) has solution, then the element \(c_r = c_0^i\) satisfies the following equation for generating constants:
\[ F(c_r) = \mathcal{P}_{N(Q^r)c_r} \sum_{i=0}^{m} \Phi(m, i)Z(z_0^T(i, c_r), i, 0) = 0, \]
where
\[ Z(z_0^T(n, c_r), n, 0) = \left( \begin{array}{c} g_1^i(n)x_0^i(n, c_r)(1 - \sum_{j=1}^{t} a_{ij}(n)y_0^j(n, c_r)) \\ g_2^i(n)y_0^i(n, c_r)(1 - \sum_{j=1}^{t} b_{ij}(n)x_0^j(n, c_r)) \end{array} \right). \]

**Corollary 3.** (sufficient condition). Suppose that the following condition is true:
1) \(\mathcal{P}_{N(Q^r)c_r} = 0\).
Then the boundary value problem (27)-(30) has generalized solution which can be found using iterative processes:
\[ u_{k+1}(n, \varepsilon) = \mathcal{P}_{N(Q^r)c_k + \mathcal{P}_{k}}, \]
\[ c_{k+1} = B_0^r \mathcal{P}_{N(Q^r)c_k} \sum_{i=0}^{m} \Phi(m, i)Z(u_{k}^0(i, c_r), i, 0)\mathcal{P}_{k}(i, \varepsilon) + \mathcal{R}(u_{k}(i, \varepsilon), i, \varepsilon), \]
\[ \mathcal{P}_{k+1}(n, \varepsilon) = \varepsilon G[Z(z_0^T(\cdot, c_0^i), \cdot, 0) + \mathcal{Z}(z_0^T(\cdot, c_0^i), \cdot, 0)\mathcal{P}_{k}(\cdot, \varepsilon) + \mathcal{R}(u_{k}(\cdot, \varepsilon), \cdot, \varepsilon), 0](n), \]
where
\[
\mathcal{R}(u_k(n, \varepsilon), n, \varepsilon) = Z(z_0^T(n, c^0) + u_k(n, \varepsilon), n, \varepsilon) - \\
-Z(z_0^T(n, c^0), n, 0) - Z'(z_0^T(n, c^0), n, 0)u_k(n, \varepsilon),
\]
and we obtain the following corollary.

Here \(F\) has the following form
\[
F = \left( \begin{array}{c} 1 \\ 1 \\ 0 \end{array} \right), \quad n \in \mathbb{N}.
\]

Then for the linear boundary value problem (31)-(34) we obtain that the evolution operator \(\Phi(m, n)\) has the following form
\[
\Phi(m, n) = A^{m-n+1} = \left( \begin{array}{cc} F_{m-n+2} & F_{m-n+1} \\ F_{m-n+1} & F_{m-n} \end{array} \right).
\]

Here \(F_0 = 1, F_1 = 1, F_{n+2} = F_n + F_{n+1}, n \geq 0\) are Fibonacci numbers. In this case the matrix \(Q\) is nondegenerate (\(Q^+ = Q^{-1}\), \(P_{N(Q)} = I, P_{N(Q^*)} = I, I\) is an identity matrix) and we obtain the following corollary.

**Corollary 4.** The boundary value problem (27)-(30) has periodic solution if and only if
\[
\sum_{k=0}^{m} A^{m-k+1} f(k) = \sum_{k=0}^{m} \left( \begin{array}{cc} F_{m-k+2} & F_{m-k+1} \\ F_{m-k+1} & F_{m-k} \end{array} \right) \left( \begin{array}{c} f_1^{i}(k) \\ f_2^{i}(k) \end{array} \right) = 0;
\] (37)

under condition (37) the solution of the boundary value problem (27)-(30) has the form
\[
z_i^0(n) = (G[f, 0])(n) = -A^{n+1}Q^{-1} \sum_{k=0}^{m} A^{m-k+1} f(k) = \\
-\frac{1}{\Delta(m)} \sum_{k=0}^{m} \left( \begin{array}{c} a_{11}(n, m, k) f_1^{i}(k) + a_{12}(n, m, k) f_2^{i}(k) \\ a_{21}(n, m, k) f_1^{i}(k) + a_{22}(n, m, k) f_2^{i}(k) \end{array} \right),
\]

where
\[
\Delta(m) = (F_{m+2} - 1)(F_m - 1) - F_{m+1}^2;
\]
\[
a_{11}(n, m, k) = F_{n+2}(F_m F_{m-k+2} - F_{m+1} F_{m-k+1}) - (F_{n+2} F_{m-k+2} + F_{n+1} F_{m-k+1}) + \\
+F_{n+1}(F_{m+2} F_{m-k+1} - F_{m+1} F_{m-k+2});
\]
\[ a_{12}(n, m, k) = F_{n+2}(F_m F_{m-k+1} - F_{m+1} F_{m-k}) - (F_{n+2} F_{m-k+1} + F_{n+1} F_{m-k}) + F_{n+1}(F_{m+2} F_{m-k} - F_{m+1} F_{m-k+1}); \]
\[ a_{21}(n, m, k) = F_{n+1}(F_m F_{m-k+2} - F_{m+1} F_{m-k+1}) - (F_{n+1} F_{m-k+2} + F_{n+1} F_{m-k+1}) + F_{n}(F_{m+2} F_{m-k+1} - F_{m+1} F_{m-k+2}); \]
\[ a_{22}(n, m, k) = F_{n+1}(F_m F_{m-k+1} - F_{m+1} F_{m-k}) - (F_{n+2} F_{m-k+1} + F_{n+1} F_{m-k}) + F_{n+1}(F_{m+2} F_{m-k} - F_{m+1} F_{m-k+1}). \]

In this case the necessary condition of solvability for the nonlinear boundary value problem \((27)-(30)\) has the form

\[
\sum_{i=0}^{m} \left( \frac{F_{m-i+2} x_i^0(n)(1 - \sum_{j=1}^{n} y_j^0(n)) + F_{m-i+1} y_i^0(n)(1 - \sum_{j=1}^{n} x_j^0(n))}{F_{m-i+1} x_i^0(n)(1 - \sum_{j=1}^{n} y_j^0(n)) + F_{m-i} y_i^0(n)(1 - \sum_{j=1}^{n} x_j^0(n))} \right) = 0.
\]

In sufficient condition we have that

\[
Z_u(T(n), n, 0)u_k(n, \varepsilon) = \left( x_i^0(n)(1 - \sum_{j=1}^{n} u_{jk}^2(n, \varepsilon)) + u_{ik}^1(n, \varepsilon)(1 - \sum_{j=1}^{n} y_j^0(n)) \right)\] \[
y_i^0(n)(1 - \sum_{j=1}^{n} u_{jk}^1(n, \varepsilon)) + u_{ik}^2(n, \varepsilon)(1 - \sum_{j=1}^{n} x_j^0(n)) \right).
\]

**Example 2.** Consider the following boundary value problem

\[
x_i(n+1, \varepsilon) = a_i(n)x_i(n, \varepsilon) + b_i(n)y_i(n, \varepsilon) + \varepsilon g_i^1(n)x_i(n, \varepsilon)(1 - \sum_{j=1}^{n} a_{ij}(n)y_j(n, \varepsilon)) + f_i^1(n), \quad (38)
\]
\[
y_i(n+1, \varepsilon) = c_i(n)x_i(n, \varepsilon) + d_i(n)y_i(n, \varepsilon) + \varepsilon g_i^2(n)y_i(n, \varepsilon)(1 - \sum_{j=1}^{n} b_{ij}(n)x_j(n, \varepsilon)) + f_i^2(n), \quad (39)
\]

with the following boundary conditions

\[
l \left( \begin{array}{c} x_i(\cdot, \varepsilon) \\ y_i(\cdot, \varepsilon) \end{array} \right) = \left( \begin{array}{c} \sum_{k=0}^{p_1} x_i(n_k, \varepsilon) \\ \sum_{l=0}^{p_2} y_i(n_l, \varepsilon) \end{array} \right)_{i=1, p} = \left( \begin{array}{c} \alpha_1 \\ \alpha_2 \end{array} \right). \quad (40)
\]

Here \( n_k, k = 0, p_1, n_l, l = 0, p_2 \) are finite sequences of integer numbers. In this case we obtain the multi-point boundary-value problem. Suppose that \( x_i(n), y_i(n) \geq 0 \) and boundary condition has the following form

\[
l \left( \begin{array}{c} x_i(\cdot, \varepsilon) \\ y_i(\cdot, \varepsilon) \end{array} \right) = \left( \begin{array}{c} \sum_{i=0}^{p} x_i(0, \varepsilon) \\ \sum_{i=0}^{p} y_i(0, \varepsilon) \end{array} \right) = \left( \begin{array}{c} 1 \\ 1 \end{array} \right). \quad (41)
\]

Such condition has practical meaning. It means the population distribution at the initial time (the proportion of the population in species).
References

[1] Boichuk A. A., Samoilenko A. M. Generalized Inverse Operators and Fredholm Boundary-Value Problems. — Berlin: De Gruyter, 2016. — 296 p.

[2] Klyushin D. A., Lyashko S. I., Nomirovskii D. A., Semenov V. V., Petunin Yu. I. Generalized solutions of operator equations and extreme elements. — Springer: Berlin. — 2012. — 202 p.

[3] Tikhonov A. N., Arsenin V. Y. Methods for solving ill-posed problems (in Russian). — Nauka: Moscow, 1979. — 285 p.

[4] Boichuk A. A., Pokutnyi O. O. Perturbation Theory of Operator Equations in the Frechet and Hilbert Spaces. — Ukrainian mathematical journal, 2016, 67(9). — p. 1327–1335.

[5] Chueshov I. D. Introduction to the theory of infinite-dimensional dissipative systems. — K.: Acta, 2002. — 416 p.

[6] Moore E. H. On the Reciprocal of the General Algebraic Matrix (Abstract) // — Bull. Amer. Math. Soc. — 1920. — 26. — P. 394-395.

[7] Penrose R. A. Generalized Inverse for Matrices // — Proc. Cambridge Philos. Soc. — 1955. — vol. 51. — P. 406 – 413.

[8] Volterra V. Mathematical theory of the struggle for existence (in Russian) // — Advances in Physics. — 1928. — 8. — p. 13-34.

[9] Volterra V. Fluctuations in the abundance of a species considered mathematically // — Nature 118. — 1926. — p. 558-560.

[10] Murray J. D. Mathematical Biology: I. An Introduction. // — Springer, New York, 2002. — 576 p.

[11] Murray J. D. Mathematical Biology: II. Spatial models and biomedical applications. // — Springer, New York, 2003. — 839 p.

[12] Rick Looijen. Holism and reduction in biology and ecology // — Springer-Science+Business Media, 2000. — 361 p.

[13] Mostafa Bendahmane, Ricardo Ruiz-Baier. Turing pattern dynamics and adaptive discretization for a super-diffusive Lotka-Volterra model // J. Math. Biol. — 2015. — DOI 10.1007/s00285-015-0917-9.
Farrukh Mukhamedov, Mansoor Saburov. On discrete Lotka-Volterra type models // International journal of modern physics: Conference series. — 2012. — v.9. — p.341-346.

Denis Blackmore, Jerry Chen, John Perez, Michelle Savescu. Dynamical properties of discrete Lotka-Volterra equations // Chaos, Solitons and Fractals. — 2001. — 12. — p. 2553-2568

Hanbaek Lyu, Piotr Crzegorz Jablonski. Four-dimensional discrete-time Lotka-Volterra models with an application to ecology // arXiv:1211.5861 — 2012.

Lib-Ing Wu Roeger, Glenn Lahodny Jr. Dynamically consistent discrete Lotka-Volterra competition systems // Journal of difference equations and applications. — 2013. — v.19, No. 2 — p. 191-200.

Kanae Akaiwa, Masashi Iwasaki. On m-step Fibonacci sequence in discrete Lotka-Volterra system // J. Appl. Math. Comput. — 2012. — 38. — p. 429-442.

Satoshi Tsujimoto, Yoshimasa Nakamura and Masashi Iwasaki. The discrete Lotka-Volterra system computes singular values // Inverse problems. — 2001. — p. 53-58.

Yoshimasa Nakamura, Taro Hashimoto. On the discretization of the three-dimensional Volterra system // Physics Letter A. — 1994. — 193. — p. 42-46.

Xinlei Kong, Huibin Wu, Fengxiang Mei. Variational discretization for the planar Lotka-Volterra equations in the Birkhoffian sense // Nonlinear dynamics. — 2016. — v. 84. — p. 733-742.

Claude Brezinski, Yi He, Xing-Biao Hu, Michela Redivo-Zaglia, and Jian-Qing Sun. Multistep ε-algorithm, Shank’s transformation, and the Lotka-Volterra system by Hirota’s method // Mathematics of computation. — 2012. — v.81, No. 279. — p. 1527-1549.

Young-Hee Kim, Sangmok Choo. A new approach to global stability of discrete Lotka-Volterra predator-prey models // Discrete dynamics in nature and society. — 2015. — 11 pages. — https://www.hindawi.com/journals/ddns/2015/674027/

Chang Tan, Jun Cao. Periodicity and permanence of a discrete impulsive Lotka-Volterra predator-prey model concerning integrated pest management // Discrete dynamics in nature and society. — 2013. — 10 pages. — https://www.hindawi.com/journals/ddns/2013/767526/
[25] David S. Boukal, Vlastimil Krivan. Lyapunov functions for Lotka-Volterra predator-prey models with optimal foraging behavior // J. Math. Biol. — 1999. — 39. — p. 493-517.

[26] Patrick Cattiaux, Sylvie Meleard. Competitive or weak cooperative stochastic Lotka-Volterra systems conditioned on non extinction // J. Math. Biol. — 2010. — 60. — p. 797-829.

[27] Dodd R.K. Periodic orbits arising from Hopf bifurcations in a Volterra prey-predator model // J. Math. Biol. — 1997. — 35. — p. 432-452.

[28] Dubovik V.M., Galperin A.G., Richvitsky V.S., Slepnyov S.K. The conditions of existence of first integrals and Hamiltonian structures of Lotka-Volterra systems // Physics of Atomic Nuclei. — 2000. — vol. 63, No.4. — p. 629-634.

[29] Michel Durinx, J.A.J. (Hans) Metz, Geza Meszena. Adaptive dynamics for physiologically structured population models // J.Math. Biol. — 2008. — 56. — p. 673-742.

[30] Joaquin Fontbona, Sylvie Meleard Non local Lotka-Volterra system with cross-diffusion in an heterogeneous medium // J.Math.Biol. — 2013. — DOI 10.1007/s00285-014-0781-z.

[31] Alexandru Hening, Dang H. Nguyen. Stochastic Lotka-Volterra food chains // J. Math. Biol. — 2017. — https://doi.org/10.1007/s00285-017-1192-8.

[32] Josef Hofbauer. Evolutionary dynamics for bimatrix games: a hamiltonian system ? // Journal of mathematical biology. — 1996. — 34. — p. 675-688.

[33] Josef Hofbauer, Ryusuke Kon, Yasuhsa Saito. Qualitative permanence of Lotka-Volterra equations // J. Math. Biol. — 2008. — 57. — 863-881.

[34] Sze-Bi Hsu, Xiao-Qiang Zhao. A Lotka-Volterra competition model with seasonal succession // J. Math. Biol. — 2012. — 64. — p. 109-130.

[35] Khaminskii R.Z., Klebaner F.C., Liptser R. Some results on the Lotka-Volterra model and its small random perturbations // Acta applicande mathematicae. — 2003. — 78. — p. 201-206.

[36] Aaron A. King, William M. Schaffer. The rainbow bridge: Hamiltonian limits and resonance in predator-prey dynamics // J. Math. Biol. — 1999. — 39. — p. 439-469.
[37] Lasunskii A. V. Equilibria of a nonautonomous Lotka-Volterra model with shelter for the prey // Differential equations. — 2009. — vol. 45, No. 3. — p. 460-463.

[38] Wan-Tong Li, Zhi-Cheng Wang. Traveling fronts in diffusive and cooperative Lotka-Volterra system with nonlocal delays // Z. angew. Math. Phys. — 2007. — 58. — p. 571-591.

[39] Jaume Llibre and Xiang Zhang. Dynamics of some three-dimensional Lotka-Volterra systems // Mediterr. J. Math. — 2017. — DOI 10.1007/s00009-017-0927-5.

[40] Qamar Din. Dynamics of a discrete Lotka-Volterra model // Advances in difference equations. — 2013. — 95. — https://doi.org/10.1186/1687-1847-2013-95.

[41] Zhengyi Lu, Wendi Wang. Permanence and global attractivity for Lotka-Volterra difference systems // J. Math. Biol. — 1999. — 39. — p. 269-282.

[42] Nicole Massarelli, Kathleen Hoffman, Joseph P. Previte. Effect of parity on productivity and sustainability of Lotka-Volterra food chains // Journal of Math. Biol. — 2013. — 69. — No. 6-7. — p. 1609-1626. — DOI: 10.1007/s00285-013-0746-7

[43] Matouk A.E., Elsadany A. A. Dynamical analysis, stabilization and discretization of a chaotic fractional-order GLV model // Nonlinear Dynamics. — 2016. — v. 85, No. 3. — pp. 1597–1612.

[44] Sandro Merino. Cyclic competition of three species in the time periodic and diffusive case // J. Math. Biol. — 1996. — 34. — p. 789-809.

[45] Pao C.V. Global attractor of coupled difference equations and applications to Lotka-Volterra systems // Advances in Difference equations. — 2005. — p. 57-79.

[46] Javier E. Satulovsky, Tania Tome. Spatial instabilities and local oscillations in a lattice gas Lotka-Volterra model // J. Math. Biol. — 1997. — 35. — p. 344-358.

[47] Asim Sikder. A Lotka-Volterra competition model and its global convergence to a definite axial equilibrium // J. Math. Biol. — 2002. — 44. — p. 297-308.

[48] Katerina Stankova, Alessandro Abate, Maurice W. Sabelis. Irreversible prey dia-pause as an optimal strategy of a physiologically extended Lotka-Volterra model// J. Math. Biol. — 2013. — 66. — p. 767-794.

[49] Ruiping Wang, Dongmei Xiao. Bifurcations and chaotic dynamics in a 4-dimensional competitive Lotka-Volterra system // Nonlinear Dyn. — 2010. — 59. — p. 411-422.
[50] Yuanshi Wang, Hong Wu, Shigui Ruan. Periodic orbits near heteroclinic cycles in a cyclic replicator system // J. Math. Biol. — 2012. — 64. — p. 855-872.