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Abstract

Chiral primary $\frac{1}{2}$-BPS operators in $\mathcal{N} = 4$ superconformal Yang Mills are defined. Their four point functions are introduced, expressed in a form manifestly satisfying the superconformal Ward identities, simplified by the use of null vectors. They are subsequently expanded in terms of conformal partial waves. Correlation functions of two pairs of identical chiral primaries, one pair having the lowest possible scale dimension, are considered. Crossing symmetries help determine their free field value up to numeric constants. The contributions from different supermultiplets to the partial wave expansion is analysed, and determined in the case of the free field. This is compared with established results at strong and weak coupling. In the large $N$, strong coupling limit, non-trivial cancellations are found between the free field values and results from supergravity, providing a strong consistency check. In the perturbative case values are obtained for the anomalous dimensions of lowest twist operators and the correction to the coupling. To find these results we compute the necessary conformal wave expansions of certain hypergeometric and logarithmic functions.

Next, we attempt to count shortened $\mathcal{N} = 4$ SYM operators, beginning by constructing from fundamental fields the most general operators belonging to certain $SU(4)_R$ representations at low twists. The number of independent solutions to the conditions imposed on such operators is found via a combinatoric approach. We then take partition functions for shortened operators and derive generating functions $g(\sigma)$ for the number of operators with spin $\ell = 0, 1, 2, \ldots$. Explicit values are obtained for specific $R$-symmetry representations at low twist in various sectors of the theory. In the more general case we find leading order approximations for $g(\sigma)$ as $\sigma \rightarrow 1$, and consider their asymptotic behaviour at large twist.

Finally we consider the conformal field theory operator product expansion and attempt to find solutions in terms of series expansions, first in restricted cases (for scalar operators only, and in only two dimensions), then for the more general problem.
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Introduction

0.1 Motivation

There has been renewed interest in four-dimensional superconformal quantum field theories since the discovery of the AdS/CFT correspondence [1], relating Type IIB string theory on AdS$_5 \times S^5$ to 4-dimensional Super Yang Mills theory with maximal $\mathcal{N} = 4$ supersymmetry and gauge group $SU(N)$. In particular, the supergravity approximation on the AdS side corresponds to the $N \rightarrow \infty$ limit of SYM for large $\lambda = g^2 N / 4 \pi^2$.

$\mathcal{N} = 4$ SYM has interesting properties, even viewed purely as a quantum field theory. It is superconformal for any $g$. Its symmetries are given by the supergroup $SU(2,2|4)$, containing the conformal symmetry group $SO(2,4) \sim SU(2,2)$, the $R$-symmetry group $SO(6)_R \sim SU(4)_R$, and the Poincaré and conformal supersymmetries generated by the supercharges $Q^\alpha_i, S^\alpha_i$, $i = 1, \ldots, 4$, and their conjugates $\bar{Q}_{\dot{\alpha}i}, \bar{S}_{\dot{\alpha}i}$. The operators in the spectrum of the theory are arranged into supermultiplets, each containing a superconformal primary state, which has the lowest scale dimension in the multiplet and is annihilated by the superconformal charges $S^\alpha_i, \bar{S}_{\dot{\alpha}i}$. The action of the supercharges $Q^\alpha_i, \bar{Q}_{\dot{\alpha}i}$ on this state generates the other operators of the multiplet. All these states are conformal primaries; acting on them with the momentum generator $P_\mu$ gives conformal descendant operators.

Four point functions in conformal field theories are of particular interest. In a general CFT, the correlation functions of primary operators are significantly constrained by the requirements of conformal invariance. Two point functions are, indeed, completely fixed up to normalisation, as are the three point functions of scalar operators. In general, three point functions are determined up to the value of a finite number of constant parameters. The four point function is thus the first correlator for which conformal symmetry admits non-trivial space-time dependence, and even so, its freedom is restricted to a single arbitrary function of the two conformally invariant cross-ratios.

The analysis of four point functions may be used to explore the spectrum of operators in the theory, their scale dimensions, spins, and couplings. Using the operator product expansion for any pair of operators appearing in the correlation function, we obtain an expansion in terms of conformal partial waves, analogous to the partial wave
expansion of scattering amplitudes which reveals details of resonant states.

Of particular interest to consider are correlators of chiral primary \( \frac{1}{2} \)-BPS operators, belonging to the \([0, p, 0]\) representation of \( SU(4)_R \). These are represented by rank \( p \) symmetric, traceless \( SO(6)_R \) tensors, formed by gauge-invariant traces of elementary scalar fields, belonging to the adjoint representation of the gauge group \( SU(N) \) and the 6-dimensional representation of the \( R \)-symmetry group. These operators satisfy BPS-like constraints, and so are protected from renormalisation effects, and have scale dimension \( \Delta = p \).

In \([2]\) correlation functions of four identical \( \frac{1}{2} \)-BPS operators, all belonging to the \([0, p, 0]\) representation, are considered, with explicit calculations made in the cases \( p = 2, 3, 4 \). Similar calculations are made in \([3]\). We will look at the case of the four point function of two \([0, p, 0]\) operators with two operators belonging to the \([0, 2, 0]\) representation — the \( p = 2 \) supermultiplet descended from this superconformal primary is the current multiplet, containing the energy-momentum tensor, the supersymmetry currents, and the \( R \)-symmetry currents. Correlation functions of this form are examined in \([4]\), where calculations are made in the perturbation expansion up to order \( g^4 \), using particular flavour representatives in the \( \mathcal{N} = 1 \) formulation.

Unlike the \( \langle pppp \rangle \) correlator, there are two distinct channels present in these functions, namely \( 2p \to 2p \) and \( 22 \to pp \). Different \( SU(4) \) representations contribute in either case, as may be seen by decomposing the relevant tensor products. The structure of the operator product expansion is reflected in the contributions to the conformal partial wave expansion at different \( \Delta, \ell \). It is generally non-trivial to separate contributions of superconformal primary operators from those of descendant operators. The problem is resolved using the solution to the superconformal Ward identities, given in \([5]\), which enables us to isolate the free field results for the four point function from the dynamical part, which leads to anomalous dimensions.

### 0.2 Conformal Field Theory

The conformal group in \( d \) dimensions is well known, extending the Poincaré group — containing Lorentz transformations \( SO(1, d - 1) \), generated by \( M_{\mu\nu} \), and translations, generated by \( P_{\mu} \) — by the addition of dilations, generated by \( D \), and special conformal transformations, generated by \( K_{\mu} \). The conformal algebra, which corresponds to \( SO(2, d) \), is then

\[
\begin{align*}
[M_{\mu\nu}, P_\rho] &= i(\eta_{\rho\mu}P_\nu - \eta_{\rho\nu}P_\mu), \\
[M_{\mu\nu}, K_\rho] &= i(\eta_{\rho\mu}K_\nu - \eta_{\rho\nu}K_\mu), \\
[M_{\mu\nu}, M_{\rho\sigma}] &= i(\eta_{\rho\mu}M_{\nu\sigma} - \eta_{\rho\nu}M_{\mu\sigma} - \eta_{\mu\sigma}M_{\nu\rho} + \eta_{\nu\sigma}M_{\mu\rho}), \\
[D, P_\mu] &= iP_\mu, \\
[D, K_\mu] &= -iK_\mu, \\
[K_\mu, P_\nu] &= -2iM_{\mu\nu} - 2i\eta_{\mu\nu}D.
\end{align*}
\]

(0.2.1)
The theory may also possess gauge symmetries generated by $T_a$.

The space of states on which the conformal representation is defined is spanned by vectors of the form

$$\prod_n P_{\mu n} |O\rangle, \quad (0.2.2)$$

where $O(x)$ is a quasi-primary field and $|O\rangle \equiv O(0)|0\rangle$ the corresponding conformal primary state, satisfying

$$K_{\mu} |O\rangle = 0, \quad D |O\rangle = i\Delta |O\rangle, \quad (0.2.3)$$

where $\Delta$ is the scale dimension of $O$. The quasi-primary $O$ may also belong to a non-zero spin representation, with the $|O\rangle$ then transforming appropriately under $M_{\mu \nu}$.

### 0.2.1 Conformal two, three and four point functions in $d = 4$

As mentioned above, under the restrictions of conformal symmetry two and three point functions of scalar operators are determined completely (up to normalisation) by scaling behaviour. This may be seen as a consequence of the fact that no conformal invariants may be constructed from fewer than four points; or, alternatively, that any set of three points may be mapped to any other three points by the action of the conformal group.

For scalar fields $\phi_i(x)$ with scale dimension $\Delta_i$, the two point function may be written

$$\langle \phi_i(x_1) \phi_j(x_2) \rangle = \delta_{ij} \frac{N}{(x_{12}^2)^{\Delta_i}}, \quad (0.2.4)$$

where $N$ is an arbitrary normalisation constant, and for convenience we have defined

$$x_{ij} = x_i - x_j. \quad (0.2.5)$$

Similarly, the three point function for scalar fields is given by

$$\langle \phi_i(x_1) \phi_j(x_2) \phi_k(x_3) \rangle = C_{\phi_i \phi_j \phi_k} \frac{1}{(x_{12}^2)^{\frac{1}{2}(\Delta_i + \Delta_j - \Delta_k)}(x_{13}^2)^{\frac{1}{2}(\Delta_i + \Delta_k - \Delta_j)}(x_{23}^2)^{\frac{1}{2}(\Delta_j + \Delta_k - \Delta_i)}} \quad (0.2.6)$$

where $C_{\phi_i \phi_j \phi_k}$ is a constant, depending only on the fields appearing in the correlation function. The interpretation of these constants in terms of the operator product expansion will be explored below. The four point function is the first to display non-trivial spatial dependence, and may be written

$$\langle \phi_1(x_1) \phi_2(x_2) \phi_3(x_3) \phi_4(x_4) \rangle = \frac{1}{(x_{12}^2)^{\frac{1}{2}(\Delta_1 + \Delta_2)}(x_{13}^2)^{\frac{1}{2}(\Delta_1 + \Delta_3)}(x_{14}^2)^{\frac{1}{2}(\Delta_1 + \Delta_4)}} \left(\frac{x_{24}^2}{x_{12}^2}\right)^{\frac{1}{2}\Delta_{12}} \left(\frac{x_{14}^2}{x_{13}^2}\right)^{\frac{1}{2}\Delta_{34}} F(u, v), \quad (0.2.7)$$
where \( \Delta_{ij} \equiv \Delta_i - \Delta_j \) and \( u, v \) are the two independent conformal invariants formed from four points,

\[
u = \frac{x_{12}^2 x_{34}^2}{x_{13}^2 x_{24}^2}, \quad v = \frac{x_{24}^2 x_{13}^2}{x_{13}^2 x_{24}^2}.
\]

(0.2.8)

\( F(u, v) \) is an arbitrary function, unrestricted by conformal invariance; its value is determined only by the dynamics of the theory.

### 0.2.2 The Operator Product Expansion

For scalar operators \( \phi_i \), such as appear in Section [0.2.1], we may write the contribution of a conformal primary operator \( O^I \) with spin \( \ell \) and scale dimension \( \Delta \) to the operator product expansion as

\[
\phi_1(x_1) \phi_2(x_2) \sim C_{\phi_1 \phi_2 O^I} \frac{1}{(x_{12}^2)^{\Delta + \Delta_1 - \Delta_2 - \ell} (x_{13}^2)^{\Delta_1} (x_{23}^2)^{\Delta} (x_{24}^2)^{\Delta}} C^{(\ell)}_{I} (x_{12}, \partial x_{12}) \phi_1 \phi_2 O^I_{\mu_1 \ldots \mu_{\ell}} (x_2).
\]

(0.2.9)

This gives the contribution of the “conformal block” of the quasi-primary operator, including \( O^I \) itself and all its descendants, which are formed by the action of derivatives. The index \( I \) labels different operators with the same \( \Delta \) and \( \ell \). The form of the differential operator \( C^{(\ell)}_{I} (x, \partial) \) is determined by the requirements of compatibility with the three and two point functions \( \langle \phi_i \phi_j O^I \rangle, \langle O^I O^J \rangle \). The first of these, extending (0.2.6), can be written

\[
\langle \phi_1(x_1) \phi_2(x_2) \phi_{\mu_1 \ldots \mu_{\ell}}(x_3) \rangle = C_{\phi_1 \phi_2 O^I} \frac{1}{(x_{12}^2)^{\Delta_1 + \Delta_2 - \Delta_3 - \ell} (x_{13}^2)^{\Delta_1} (x_{23}^2)^{\Delta - \ell} Z_{\mu_1 \ldots \mu_{\ell}}} \]

(0.2.10)

where

\[
Z_{\mu} = \frac{x_{13 \mu}}{x_{13}^2} - \frac{x_{23 \mu}}{x_{23}^2}, \quad Z^2 = \frac{x_{12}^2}{x_{12}^2 x_{23}^2}
\]

(0.2.11)

transforms as a conformal vector at \( x_3 \), and \( T_{\{\mu_1 \ldots \mu_{\ell}\}} \) denotes the symmetric, trace-free part of rank \( \ell \) tensor \( T_{\mu_1 \ldots \mu_{\ell}} \), e.g. for a rank 2, \( d \)-dimensional tensor \( T_{\mu \nu} \),

\[
T_{\{\mu \nu\}} = \frac{1}{2} (T_{\mu \nu} + T_{\nu \mu}) - \frac{1}{d} \delta_{\mu \nu} T_{\rho \rho}.
\]

(0.2.12)

The two point function is non-zero only for identical operators, given by

\[
\langle O^I_{\mu_1 \ldots \mu_{\ell}}(x_1) O^J_{\nu_1 \ldots \nu_{\ell}}(x_2) \rangle = \delta_{IJ} \frac{1}{(x_{12}^2)^{\Delta}} I_{\{\mu_1 \nu_1\} \ldots \{\mu_{\ell} \nu_{\ell}\}} (x_{12})
\]

(0.2.13)

where the inversion tensor \( I_{\mu \nu} \) is given by

\[
I_{\mu \nu}(x) = \delta_{\mu \nu} - 2 \frac{x_\mu x_\nu}{x^2},
\]

(0.2.14)

and we have chosen the normalisation of scalar fields in (0.2.4) to be given by \( N = 1 \). For (0.2.9) to be consistent with (0.2.10), (0.2.13), we require that the differential
operator $C^\ell_\Delta (x, \partial)$ satisfies
\[
C^\ell_\Delta (x_{12}, \partial x_{2})_{\nu_1 \ldots \nu_{\ell}} \frac{1}{(x_{12})^{\frac{1}{2} (\Delta + \Delta_{12} - \ell)}} I_{\nu_1 \mu_1} (x_{23}) \cdots I_{\nu_{\ell} \mu_{\ell}} (x_{23}) = \frac{1}{(x_{14})^{\frac{1}{2} (\Delta + \Delta_{12} - \ell)}} (x_{24})^{\frac{1}{2} (\Delta - \Delta_{12} - \ell)} Z_{\mu_1 \ldots \mu_{\ell}}. \tag{0.2.15}
\]

In particular, $C^\ell_\Delta (x, 0)_{\mu_1 \ldots \mu_{\ell}} = x_{\mu_1 \ldots \mu_{\ell}}$.

If (0.2.9) is applied to the mutual pairs of scalar operators appearing in the four point function (0.2.7), we deduce that the contribution from $\mathcal{O}^{\ell}$ is of the form
\[
\langle \phi_1 (x_1) \phi_2 (x_2) \phi_3 (x_3) \phi_4 (x_4) \rangle \sim C_{\phi_1 \phi_2 \phi_3 \phi_4 \mathcal{O}^{\ell}} C_{\phi_3 \phi_4 \mathcal{O}^{\ell}} \frac{1}{(x_{12})^{\frac{1}{2} (\Delta_1 + \Delta_4)}} \frac{1}{(x_{23})^{\frac{1}{2} (\Delta_3 + \Delta_4)}} \frac{1}{(x_{24})^{\frac{1}{2} (\Delta_2 + \Delta_4)}} \frac{1}{(x_{14})^{\frac{1}{2} (\Delta_1 + \Delta_4)}}
\times u^\frac{1}{2} (\Delta - \ell) G^\ell_\Delta (u, v; \Delta_21, \Delta_43), \tag{0.2.16}
\]
where $u, v$ are the conformal invariants defined in (0.2.8), and the functions $G^\ell_\Delta$ are partial wave amplitudes, determined by
\[
C^\ell_\Delta (x_{12}, \partial x_{2})_{\nu_1 \ldots \nu_{\ell}} \frac{1}{(x_{23})^{\frac{1}{2} (\Delta_1 + \Delta_{12} - \ell)}} (x_{24})^{\frac{1}{2} (\Delta_2 - \Delta_{12} - \ell)} Y_{\mu_1 \ldots \mu_{\ell}} = \frac{1}{(x_{14})^{\frac{1}{2} (\Delta + \Delta_{12} - \ell)}} (x_{24})^{\frac{1}{2} (\Delta - \Delta_{12} - \ell)} G^\ell_\Delta (u, v; \Delta_21, \Delta_43), \tag{0.2.17}
\]
\[
Y_{\mu} = \frac{x_{32 \mu}}{x_{23}^2} - \frac{x_{42 \mu}}{x_{24}^2}. \tag{0.2.18}
\]

Assuming that running over \{ $\mathcal{O}^{\ell}_{\mu_1 \ldots \mu_{\ell}}$ + descendants \} gives a complete set, we may expand $F(u, v)$, as defined in (0.2.7), in terms of conformal partial waves. By comparison with (0.2.16), we obtain
\[
F(u, v) = \sum_{\Delta, \ell} a^\Delta \ell u^\frac{1}{2} (\Delta - \ell) G^\ell_\Delta (u, v; \Delta_21, \Delta_43), \tag{0.2.19}
\]
with
\[
a^\Delta \ell = \sum_{\ell} C_{\phi_1 \phi_2 \phi_3 \phi_4 \mathcal{O}^{\ell}} C_{\phi_3 \phi_4 \mathcal{O}^{\ell}}. \tag{0.2.20}
\]
The $G^\ell_\Delta$ possess power expansions in terms of $u$ and $1 - v$. Explicit forms are known, at least in certain dimensions, e.g. solutions for $d = 2, 4$ are given in [6], and for $d = 4, 6$ in [7]. An expression for $d = 4$, and further properties of the conformal partial wave expansion in this case are given in Section 1.2. An alternative derivation of some of these results is attempted in Chapter 4.
0.3 Superconformal Theory in $d = 4$

In four dimensions, the conformal group (0.2.1) is $SO(2, 4) \sim SU(2, 2)$. It may be extended by the inclusion of fermionic supercharges $Q_\alpha^i, \bar{Q}_{\dot{i}\dot{\alpha}}$, $S_i^\alpha, \bar{S}_{\dot{i}}^{\dot{\alpha}}$ for $i = 1, \ldots, N$. $Q_\alpha^i$ and $\bar{Q}_{\dot{i}\dot{\alpha}}$ are the generators of Poincaré supersymmetries; $S_i^\alpha, \bar{S}_{\dot{i}}^{\dot{\alpha}}$ generate conformal supersymmetries, and are required to close the superconformal algebra.

There is then an additional bosonic symmetry corresponding to the automorphisms of the SUSY generators, namely the $R$-symmetry $U(N)$, with generators $R^i_j$. The superconformal group in $d = 4$ is thus $SU(2, 2|N)$. Full commutation relations are given in [8].

The imposition of superconformal invariance and the superconformal Ward identities places further restrictions upon correlation functions in supersymmetric theories. The correlators most amenable to analysis are those of the simplest operators, chiral primaries, which satisfy BPS-like constraints. In [9], the chiral four point function in the $\mathcal{N} = 1$ superconformal theory is shown to be completely determined up to a single overall constant. Constraints for $\mathcal{N} = 2, 4$ were derived in [5]; relevant results are quoted in Section 1.1.

0.3.1 $\mathcal{N} = 4$ SYM

From now on, we will concentrate on $\mathcal{N} = 4$ supersymmetry in four dimensions. In this case, we may consistently impose $R^i_i = 0$, restricting the $R$-symmetry to $SU(4)$. The supergroup then reduces to $PSU(2, 2|4)$. Irreducible representations are labelled by the quantum numbers of the maximal bosonic subgroup, which may be mapped to $SO(1, 1) \times SO(1, 3) \times SU(4)$. The scale dimension $\Delta$ is the quantum number for $SO(1, 1)$; half-integer ‘spins’ $(j, \bar{j})$ label representations of $SO(1, 3) \sim SU(2) \times SU(2)$; and $[k, p, q]$ are the Dynkin labels for representations of $SU(4)_R$.

The fundamental fields in $\mathcal{N} = 4$ supersymmetric Yang Mills are six scalars $\varphi_r$, four gauginos (chiral fermions) $\lambda_\alpha, \bar{\lambda}_{\dot{\alpha}}$, and the gauge field $A_\mu$ with field strength $F_{\mu\nu}$. They belong to the $[0,1,0], [1,0,0], [0,0,1]$ and trivial representations of $SU(4)_R$ respectively. All transform in the adjoint representation of the gauge group, which has generators $\{ T_a \}$ and may be arbitrary.

0.3.2 $\mathcal{N} = 4$ Superconformal Multiplets

Representations of the superconformal group take the form of superconformal multiplets. Each supermultiplet contains a unique operator $O$, the superconformal primary, which commutes with the conformal supersymmetry generators $S_i^\alpha, \bar{S}_{\dot{i}}^{\dot{\alpha}}$. The rest of the multiplet is generated by the action of the supercharges on $O$. Each application of
$Q^{i}_{\alpha}, \bar{Q}_{\dot{i}a}$ raises the conformal dimension by $\frac{1}{2}$; thus $\mathcal{O}$ is operator in the multiplet with lowest dimension. We also note that the descendant operators are conformal primary operators, but only $\mathcal{O}$ is a superconformal primary, a stricter condition. The full space of states is realised as in (0.2.2) through the action of $P_{\mu}$ on $\mathcal{O}$ and its descendants. A complete classification of $\mathcal{N} = 4$ supermultiplets is undertaken in [8]. The main results are summarised here.

If the action of the supercharges is unconstrained, the result is a long multiplet,

$$A_{[k,p,q](j,\bar{j})}^{\Delta}, \quad \Delta \geq \max (2 + 2j + \frac{1}{2}(3k + 2p + q), 2 + 2\bar{j} + \frac{1}{2}(k + 2p + 3q)). \quad (0.3.1)$$

The labels correspond to the scale, spin and $SU(4)_R$ representations of the multiplet’s superconformal primary. Long multiplets have continuous scale dimension $\Delta$, which need only satisfy the unitarity constraints above.

Alternatively, the superconformal primary operator may commute with certain supercharges. This results in multiplet shortening. We shall be interested in two classes of shortened multiplet, short,

$$B_{[q,p,q](0,0)} \quad \Delta = p + 2q, \quad (0.3.2)$$

and semi-short,

$$C_{[k,p,q](j,\bar{j})} \quad \Delta = 2 + j + \bar{j} + k + p + q, \quad k - q = 2(j - \bar{j}). \quad (0.3.3)$$

Such multiplets satisfying shortening conditions correspond to BPS operators. Consistency with the superconformal algebra leads to the conditions on their scale dimensions. Thus they do not receive perturbative corrections, and are free from anomalous dimensions (however see below).

We shall primarily be concerned with symmetric multiplets, i.e. those with $k = q, j = \bar{j} = \frac{1}{2}\ell$. Where the superconformal primary belongs to a representation of $SU(4)_R$ with Dynkin labels $[n-m, 2m, n-m], m \leq n$, we will denote the corresponding multiplets by

$$\text{Long multiplet:} \quad A_{nm, \ell}^{\Delta} \quad \Delta \geq 2n + \ell + 2,$$

$$\text{Short multiplet:} \quad B_{nm} \quad \Delta = 2n, \quad (0.3.4)$$

$$\text{Semi-short multiplet:} \quad C_{nm, \ell} \quad \Delta = 2n + \ell + 2.$$  

At the unitarity threshold there is a potential ambiguity between the operator content of a single long multiplet and that of semi-short multiplets. We may make the decomposition

$$A_{nm, \ell}^{2n+\ell+2} \simeq C_{nm, \ell} \oplus C_{n+1m, \ell-1} \oplus \cdots \quad (0.3.5)$$

(where we neglect the contribution from two additional semi-short multiplets with
We may extend (0.3.5) to $\ell = 0$ if we make the identification
\[ C_{nm,-1} \simeq B_{n+1m}. \] (0.3.6)

Thus short multiplets may acquire anomalous dimensions in an interacting theory if there exists a second multiplet with which they can pair to form a long multiplet. The only multiplets guaranteed to be protected are $B_{nn}$ and $B_{n+1n}$, which cannot form part of a long multiplet. The former denotes a $\frac{1}{2}$-BPS short multiplet in the $[0, p, 0]$ representation of $SU(4)_R$, $p = 2n$. Details of such operators, known as chiral primaries, are investigated in Chapter 1.

### 0.3.3 Products of $SU(4)$ Representations

In $\mathcal{N} = 4$ super Yang Mills, the content of the operator product expansion is restricted to operators belonging to $SU(4)_R$ representations present in the tensor product of those of the original operators. We will be particularly interested in $\frac{1}{2}$-BPS chiral primary operators belonging to the $[0, p, 0]$ representation, for which the tensor product may be written, for $p_1 \leq p_2$,
\[ [0, p_1, 0] \otimes [0, p_2, 0] \simeq \bigoplus_{r=0}^{p_1} \bigoplus_{s=0}^{p_1-r} [r, p_2 - p_1 + 2s, r], \] (0.3.7)

or alternatively
\[ [0, p_1, 0] \otimes [0, p_2, 0] \simeq \bigoplus_{0 \leq m \leq n \leq p_1} [n - m, p_2 - p_1 + 2m, n - m]. \] (0.3.8)

The corresponding result for the $p_1 \geq p_2$ case is evident. We note here that the tensor product of the representation $[0, 2, 0]$ with itself and also with $[0, p, 0]$ both have size 6, and are given by
\[ [0, 2, 0] \otimes [0, 2, 0] \simeq [0, 0, 0] \oplus [1, 0, 1] \oplus [0, 2, 0] \oplus [2, 0, 2] \oplus [0, 4, 0] \oplus [1, 2, 1], \] (0.3.9)
\[ [0, 2, 0] \otimes [0, p, 0] \simeq [0, p - 2, 0] \oplus [0, p, 0] \oplus [0, p + 2, 0] \oplus [1, p - 2, 1] \oplus [1, p, 1] \oplus [2, p - 2, 2]. \] (0.3.10)

The dimension of an $SU(4)$ representation $[k, p, q]$ is given by
\[ \frac{1}{12}(k + p + q + 3)(k + p + 2)(p + q + 2)(k + 1)(p + 1)(q + 1); \] (0.3.11)
thus (0.3.9) may be written
\[ 20' \otimes 20' \simeq 1 \oplus 15 \oplus 20' \oplus 84 \oplus 105 \oplus 175, \] (0.3.12)
where conventionally [0, 2, 0] is denoted 20′ to distinguish it from the [1, 1, 0], [3, 0, 0] representations and their conjugates, which also have dimension 20.

0.4 Strong and Weak Coupling Limits

In interacting theories we may write the function $F(u, v)$ appearing in (0.2.7), containing the non-trivial space-time dependence of a conformal scalar four point function, as a perturbative series in a small parameter $\epsilon$. This could be the coupling, in the perturbative regime, or $1/N$ in the strong coupling, large $N$ limit. The expansion takes the general form

$$F(u, v) = F_0(u, v) + \sum_{r=1}^{\infty} \epsilon^r \sum_{s=0}^{r} \ln^s u F_{r,s}(u, v),$$

(0.4.1)

where $F_0$ is the free field value. We may write the conformal partial wave expansion for $F$, as in (0.2.19), with $\Delta \to \Delta_I$, $I$ labelling different operators with identical spin $\ell$ and scale dimension $\Delta_0$ at $\epsilon = 0$, and letting

$$\Delta_I = \Delta_0 + \epsilon \Delta_{I,1} + \epsilon^2 \Delta_{I,2} + \cdots, \quad a_{\ell_I}^{\Delta_I} = a_{\ell_I}^{\Delta_0} + \epsilon b_{\ell_I}^{\Delta_0} + \cdots$$

(0.4.2)

0.4.1 Loop Integrals and Perturbative Amplitudes

Results in the perturbative theory are given by conformal loop integrals $\Phi^{(L)}$, which in the manner of [2] we will express in terms of the variables $x', \bar{x}'$, where

$$u = \frac{x' \bar{x}'}{(1 - x')(1 - \bar{x}')} = x \bar{x}, \quad v = \frac{1}{(1 - x')(1 - \bar{x}')} = (1 - x)(1 - \bar{x}).$$

(0.4.3)

Clearly we have

$$x' = \frac{x}{x - 1}.$$  

(0.4.4)

Then defining

$$\hat{\Phi}^{(L)}(x', \bar{x}') = \Phi^{(L)}(x', \bar{x}') = \Phi^{(L)}(u, v),$$

(0.4.5)

for $L = 1, 2$ we have

$$v\hat{\Phi}^{(1)}(x', \bar{x}') = -\ln x' \bar{x}' \phi_1(x', \bar{x}') + 2\phi_2(x', \bar{x}'),$$

$$v\hat{\Phi}^{(2)}(x', \bar{x}') = \frac{1}{2} \ln^2 x' \bar{x}' \phi_2(x', \bar{x}') - 3 \ln x' \bar{x}' \phi_3(x', \bar{x}') + 6\phi_4(x', \bar{x}'),$$

(0.4.6)

where the $\phi_n$ are defined in terms of single variable polylogarithms,

$$\phi_n(x, \bar{x}) = \frac{\operatorname{Li}_n(x) - \operatorname{Li}_n(\bar{x})}{x - \bar{x}}, \quad \operatorname{Li}_n(x) = \sum_{r=1}^{\infty} \frac{x^r}{r^n}, \quad \operatorname{Li}_1(x) = -\ln(1 - x).$$

(0.4.7)
From standard polylogarithm identities, it follows that the $\Phi^{(L)}$ obey
\[
\Phi^{(L)}(u, v) = \Phi^{(L)}(v, u) \iff \hat{\Phi}^{(L)}(x', \bar{x}') = \hat{\Phi}^{(L)}(1/x', 1/\bar{x}'),
\]
\[
\Phi^{(1)}(u, v) = \frac{1}{v} \Phi^{(1)}(\frac{u}{v}, \frac{1}{v}) = \frac{1}{u} \Phi^{(1)}(\frac{u}{v}, \frac{1}{v}).
\]  

(0.4.8)

### 0.4.2 $\overline{D}$ Functions and Large $N$ Amplitudes

Using the AdS/CFT correspondence at strong coupling, $n$-point correlation functions are given by integrals on AdS$_{d+1}$, as defined in [10], of the form
\[
D_{\Delta_1...\Delta_n}(x_1, \ldots, x_n) = \frac{1}{\pi^d} \int_0^\infty dz \int d^dx \frac{1}{z^{d+1}} \prod_{i=1}^n \left( \frac{z}{z^2 + (x - x_i)^2} \right)^{\Delta_i}
\]  

(0.4.9)

We may express the $D$ functions in terms of the conformal invariants $u, v$ by defining, in the case $n = 4$, $\Delta_1 + \Delta_2 + \Delta_3 + \Delta_4 = 2\Sigma$,
\[
D_{\Delta_1\Delta_2\Delta_3\Delta_4}(x_1, x_2, x_3, x_4) = \frac{\Gamma(\Sigma - \frac{1}{2}d)}{2\Gamma(\Delta_1)\Gamma(\Delta_2)\Gamma(\Delta_3)\Gamma(\Delta_4)} \frac{(x_1^2)^{\Sigma - \Delta_1 - \Delta_4}(x_4^2)^{\Sigma - \Delta_1 - \Delta_4}}{(x_3^2)^{\Sigma - \Delta_1}(x_2^2)^{\Delta_2}} \overline{D}_{\Delta_1\Delta_2\Delta_3\Delta_4}(u, v).
\]  

(0.4.10)

In terms of the loop integrals of Section 0.4.1, $\overline{D}_{1111}(u, v) = \Phi^{(1)}(u, v)$. Letting
\[
2s = \Delta_1 + \Delta_2 - \Delta_3 - \Delta_4,
\]
then for $s = 0, 1, \ldots$ we can write, [2],
\[
\overline{D}_{\Delta_1\Delta_2\Delta_3\Delta_4}(u, v) = \ln u \overline{D}_{\Delta_1\Delta_2\Delta_3\Delta_4}(u, v)_{\text{reg.}} + \overline{D}_{\Delta_1\Delta_2\Delta_3\Delta_4}(u, v)_{\text{log-free}},
\]  

(0.4.11)

where $\overline{D}_{\text{reg.}}$ has a regular power expansions in $u, 1 - v$, and $\overline{D}_{\text{log-free}}$ has a similar expansion, but with the possibility of negative powers $u^{-r}$, $r \leq s$, expressible as
\[
\overline{D}_{\Delta_1\Delta_2\Delta_3\Delta_4}(u, v)_{\text{log-free}} = u^{-s} \frac{\Gamma(\Delta_1 - s)\Gamma(\Delta_2 - s)\Gamma(\Delta_3)\Gamma(\Delta_4)}{\Gamma(\Delta_3 + \Delta_4)} \times \sum_{m=0}^{s-1} (-1)^m (s - m + 1)!(\Delta_1 - s)_m(\Delta_2 - s)_m(\Delta_3)_m(\Delta_4)_m m!(\Delta_3 + \Delta_4)_{2m}
\]
\[
\times u^m F(\Delta_2 - s + m, \Delta_3 + m; \Delta_3 + \Delta_4 + 2m; 1 - v).
\]  

(0.4.12)

Cases where $s < 0$ may be dealt with by means of the symmetry relations for $\overline{D}$ functions. From the permutation symmetries of the definition (0.4.9) we have several such relations, which we quote in the form given in [11], namely
\[
\overline{D}_{\Delta_1\Delta_2\Delta_3\Delta_4}(u, v) = v^{\Delta_1 + \Delta_4 - \Sigma} \overline{D}_{\Delta_2\Delta_3\Delta_4}(u, v) = v^{\Delta_3 + \Delta_1 - \Sigma} \overline{D}_{\Delta_1\Delta_2\Delta_3}(u, v)
\]
\[
v^{-\Delta_2} \overline{D}_{\Delta_1\Delta_2\Delta_3\Delta_4}(\frac{u}{v}, \frac{1}{v}) = v^{\Delta_1 - \Sigma} \overline{D}_{\Delta_2\Delta_3\Delta_4}(\frac{u}{v}, \frac{1}{v})
\]  

(0.4.13)

\[
\overline{D}_{\Delta_1\Delta_2\Delta_3\Delta_4}(u, v) = \overline{D}_{\Delta_3\Delta_4\Delta_2\Delta_1}(\frac{v}{u}, \frac{1}{u}) = \overline{D}_{\Delta_1\Delta_2\Delta_3\Delta_4}(\frac{v}{u}, \frac{1}{u})
\]  

(0.4.14)
and
\[ D_{\Delta_1 \Delta_2 \Delta_3 \Delta_4} (u, v) = D_{\Delta_1 \Delta_2 \Delta_3 \Delta_4} (u, v). \] (0.4.15)

Additionally, for \( D \) functions with different values of \( \Sigma \), there are the relations
\[
\begin{align*}
(\Delta_2 + \Delta_4 - \Sigma) D_{\Delta_1 \Delta_2 \Delta_3 \Delta_4} (u, v) &= D_{\Delta_1 \Delta_2 + 1 \Delta_3 \Delta_4 + 1} (u, v) - D_{\Delta_1 + 1 \Delta_2 \Delta_3 + 1 \Delta_4} (u, v), \\
(\Delta_1 + \Delta_4 - \Sigma) D_{\Delta_1 \Delta_2 \Delta_3 \Delta_4} (u, v) &= D_{\Delta_1 + 1 \Delta_2 \Delta_3 \Delta_4 + 1} (u, v) - v D_{\Delta_1 \Delta_2 + 1 \Delta_3 + 1 \Delta_4} (u, v), \\
(\Delta_3 + \Delta_4 - \Sigma) D_{\Delta_1 \Delta_2 \Delta_3 \Delta_4} (u, v) &= D_{\Delta_1 \Delta_2 \Delta_3 + 1 \Delta_4 + 1} (u, v) - u D_{\Delta_1 + 1 \Delta_2 + 1 \Delta_3 \Delta_4} (u, v),
\end{align*}
\]
(0.4.16)

and we have the sum
\[
\Delta_4 D_{\Delta_1 \Delta_2 \Delta_3 \Delta_4} (u, v) = D_{\Delta_1 \Delta_2 \Delta_3 + 1 \Delta_4 + 1} (u, v) + D_{\Delta_1 \Delta_2 + 1 \Delta_3 \Delta_4 + 1} (u, v) \\
+ D_{\Delta_1 + 1 \Delta_2 \Delta_3 \Delta_4 + 1} (u, v). \] (0.4.17)

Taking this in the limit where one of the \( \Delta_i \to 0 \) leads to
\[
\bigl( D_{\Delta_1 + 1 \Delta_2 \Delta_3 + 1 \Delta_4} (u, v) + u D_{\Delta_1 \Delta_2 + 1 \Delta_3 \Delta_4} (u, v) \\
+ v D_{\Delta_1 \Delta_2 + 1 \Delta_3 + 1 \Delta_4} (u, v) \bigr) \bigg|_{\Delta_1 + \Delta_2 + \Delta_3 = \Delta_4} = \Gamma(\Delta_1) \Gamma(\Delta_2) \Gamma(\Delta_3). \] (0.4.18)

### 0.5 Thesis Outline

The structure of the thesis, then, is as follows. In Chapter [1] we begin by defining chiral primary \( \frac{1}{2} \)-BPS operators in \( \mathcal{N} = 4 \) SYM, and introduce their four point functions. These we express in a form which manifestly satisfies the restrictions arising from the superconformal Ward identities [5], and subsequently expand in terms of conformal partial waves. We particularly consider correlation functions of two pairs of identical chiral primaries, one pair having the lowest possible scale dimension, \( \Delta = 2 \). Making use of crossing symmetries of these four point functions we determine their value in the free field limit, up to three numeric constants, two of which we may fix exactly. In this case we analyse the partial wave expansion in terms of contributions from long, short, and semi-short multiplets belonging to different representations of the superconformal algebra. We determine such contributions from the free field, which we write such as to remove the apparent presence of non-unitary multiplets.

In Chapter [2] we compare this analysis with established results at strong and weak coupling, obtained from supergravity calculations via the AdS/CFT correspondence [12] and perturbation theory [4] respectively. In the large \( N \), strong coupling limit, we find non-trivial cancellations between our free field values and the supergravity results, providing a persuasive consistency check. In the perturbative case, the comparison enables us to obtain values for the anomalous dimensions of the lowest twist operators present, up to second order, and also for the first order correction to the coupling. These
results require the expansion of certain hypergeometric and logarithmic functions in terms of conformal partial waves, which is performed in Section 2.4.

In Chapter 3, we make use of results found in [13] to count shortened $\mathcal{N} = 4$ SYM operators. We begin by constructing, from fundamental fields, the most general operators belonging to certain $SU(4)_R$ representations at low twists. We then use a combinatoric approach to count the number of independent solutions to the necessary conditions imposed on such operators. In Section 3.2, we use an alternative method, starting with the partition functions for shortened operators, again given in [13]. From these we derive generating functions $g(\sigma)$ for the number of operators with spin $\ell = 0, 1, 2, \ldots$. Explicit values are obtained, again, for specific $R$-symmetry representations at low twist, in various sectors of the theory. In the more general case, we find leading order approximations for $g(\sigma)$ as $\sigma \to 1$, and consider their asymptotic behaviour at large twist.

Finally, in Chapter 4, we consider the conformal field theory operator product expansion (0.2.9), which satisfies (0.2.15) and is crucial in determining expressions for the conformal partial waves. Taking an alternative approach to [6], [7], we attempt to find solutions in terms of series expansions, first in restricted cases (e.g. for scalar operators only, in two dimensions), and then for the more general problem, which is analysed in Section 4.3.
Chapter 1

\( \mathcal{N} = 4 \) Superconformal Four Point Functions

1.1 Introduction

In \( \mathcal{N} = 4 \) superconformal theory, chiral primary \( \frac{1}{2} \)-BPS operators belonging to an \( SU(4)_R \) representation with Dynkin labels \([0, p, 0]\), which are spinless and have scale dimension \( \Delta = p \), may be written as symmetric traceless \( SO(6) \) tensor fields \( \varphi_{r_1...r_p}(x) \), with \( r_i = 1, \ldots, 6 \). It is convenient, as in [5], [2], to avoid the proliferation of invariant tensors as \( p \) increases by considering \( \varphi(\mathbb{p}) \), homogeneous of degree \( p \) in \( t \), where \( t \) is an arbitrary six-dimensional complex vector satisfying \( t^2 = 0 \).

Clearly \( \varphi_{r_1...r_p}(x) \) may be recovered from \( \varphi(\mathbb{p}) \). The four point function of chiral primary operators then becomes a homogeneous polynomial in \( t_1, t_2, t_3, t_4 \) of degree \( p_1, p_2, p_3, p_4 \) respectively. Since the \( t_i \) are null vectors, the conformally covariant four point function reduces to an invariant function \( G(p_1, p_2, p_3, p_4)(u, v; \sigma, \tau) \), with \( \sigma, \tau \) the two independent conformal invariants that may be formed from the \( t_i \), given by

\[
\sigma = \frac{t_1 \cdot t_2 t_3 \cdot t_4}{t_1 t_2 t_3 t_4}, \quad \tau = \frac{t_1 \cdot t_2 t_3 \cdot t_4}{t_1 t_2 t_3 t_4},
\]

analogous to the spatial conformal invariants \( u, v \), defined in (0.2.8). We define

\[
\langle \varphi^{(p_1)}(x_1, t_1) \varphi^{(p_2)}(x_2, t_2) \varphi^{(p_3)}(x_3, t_3) \varphi^{(p_4)}(x_4, t_4) \rangle = \left( \frac{t_1 \cdot t_4}{x_{14}^2} \right)^{p_1 - E} \left( \frac{t_2 \cdot t_4}{x_{24}^2} \right)^{p_2 - E} \left( \frac{t_1 \cdot t_2}{x_{12}^2} \right)^E \left( \frac{t_3 \cdot t_4}{x_{34}^2} \right)^{p_3} G(p_1, p_2, p_3, p_4)(u, v; \sigma, \tau),
\]

where the parameter \( E \) is the extremality of the four point function, defined by

\[
2E = p_1 + p_2 + p_3 - p_4, \quad p_1, p_2, p_3 \leq p_4,
\]

where without loss of generality we take \( p_4 \) to be maximal. We note that the right-
hand side of (1.1.2) satisfies conformal covariance, and for \( p_1, p_2 \geq E \), the function \( G^{(p_1, p_2, p_3, p_4)}(u, v; \sigma, \tau) \) is a polynomial of degree \( \min(E, p_3) \) in \( \sigma, \tau \), i.e. may be expanded in terms of the form \( \sigma^r \tau^s, r + s \leq E, p_3 \).

It will often be convenient to consider, as an alternative to \( u, v \), the variables \( x, \bar{x} \) defined in (0.4.3), and analogously in place of \( \sigma, \tau \) using
\[
\sigma = \alpha \bar{\alpha}, \quad \tau = (1 - \alpha)(1 - \bar{\alpha}).
\]
(1.1.4)

In terms of these variables, \( G^{(p_1, p_2, p_3, p_4)}(u, v; \sigma, \tau) \) becomes a symmetric function of \( x, \bar{x} \) and \( \alpha, \bar{\alpha} \). Furthermore, analysis of superconformal Ward identities, as given in [5, (4.44)], requires
\[
G^{(p_1, p_2, p_3, p_4)}(u, v; \sigma, \tau) \big|_{\bar{\alpha} = \frac{1}{\alpha}} = f(x, \alpha) = k + \left( \alpha - \frac{1}{x} \right) \hat{f}(x, \alpha).
\]
(1.1.5)

We may solve (1.1.5) by writing
\[
G^{(p_1, p_2, p_3, p_4)}(u, v; \sigma, \tau) = k + G^f(u, v; \sigma, \tau) + (\alpha x - 1)(\bar{\alpha} x - 1)(\alpha \bar{x} - 1)(\bar{\alpha} \bar{x} - 1) \mathcal{H}(u, v; \sigma, \tau),
\]
where the contribution from \( \hat{f}(x, \alpha) \) is given explicitly by
\[
G^f(u, v; \sigma, \tau) + 2k = \frac{(\bar{\alpha} x - 1)(\alpha \bar{x} - 1)(f(x, \alpha) + f(\bar{x}, \bar{\alpha})) - (\alpha x - 1)(\bar{\alpha} \bar{x} - 1)(f(x, \alpha) + f(\bar{x}, \bar{\alpha}))}{(x - \bar{x})(\alpha - \bar{\alpha})}.
\]
(1.1.7)

If we substitute \( \hat{f} \) for \( f \), as in (1.1.5), the contributions from \( k \) can be seen to cancel. From the definitions (0.4.3), (1.1.4), we see that
\[
s(u, v; \sigma, \tau) = (\alpha x - 1)(\bar{\alpha} x - 1)(\alpha \bar{x} - 1)(\bar{\alpha} \bar{x} - 1) = v + \sigma^2 uv + \tau^2 u + \sigma v(v - 1 - u) + \tau(1 - u - v) + \sigma \tau u(u - 1 - v),
\]
(1.1.8)
and we conclude that \( \mathcal{H}(u, v; \sigma, \tau) \) is polynomial in \( \sigma, \tau \) of degree \( E - 2 \) (or \( p_3 - 2 \)). In the extremal and next-to-extremal cases \( E = 0, 1 \), we must have \( \mathcal{H} \) identically zero.

Although not essential as far as the superconformal symmetry is concerned, dynamical considerations ensure that the value of \( \hat{f} \) is always identical to the result obtained for free fields. Non-trivial dynamic contributions to the four point function are contained entirely within \( \mathcal{H} \). We may thus write (1.1.6) as
\[
G^{(p_1, p_2, p_3, p_4)}(u, v; \sigma, \tau) = G^{(p_1, p_2, p_3, p_4)}(u, v; \sigma, \tau) + s(u, v; \sigma, \tau) \mathcal{H}_1(u, v; \sigma, \tau),
\]
(1.1.9)
where
\[ G_0^{(p_1,p_2,p_3,p_4)}(u,v;\sigma,\tau) = k + G_f(u,v;\sigma,\tau) + s(u,v;\sigma,\tau)H_0(u,v;\sigma,\tau). \] (1.1.10)

\( G_0^{(p_1,p_2,p_3,p_4)}, H_0 \) denote the free field values, and \( H \) is the dynamic part of \( H \). Clearly, we have
\[ H(u,v;\sigma,\tau) = H_0(u,v;\sigma,\tau) + H_I(u,v;\sigma,\tau). \] (1.1.11)

Thus there can be no dynamic contribution for the extremal and next-to-extremal four point functions (when we have \( H \equiv 0 \)).

### 1.2 Conformal Partial Waves

In four dimensions, the form of the conformal partial waves defined in (0.2.17) — which are essentially harmonic functions for \( SO(4,2) \) — is given explicitly in [6], [7].

We express it here after the manner of [5], writing
\[ u^{j} G_{2a+2j+\ell}(u,v;2\beta,-2\gamma) = \frac{1}{x - \bar{x}} \left[ g_{a,j+\ell+1}(x) - x \leftrightarrow \bar{x} \right], \] (1.2.1)
with \( x, \bar{x} \) as in (0.4.3), and where for \( j = 0,1,2,\ldots \)
\[ g_{a,j}(x) = (-x)^{j} F(a + \beta + j - 1, a + \gamma + j - 1; 2a + 2j - 2; x). \] (1.2.2)

It follows directly from the definition (1.2.2) that
\[ g_{a,j+n}(x) = (-x)^{n} g_{a+n,j}(x), \] (1.2.3)
and using the standard properties [14] of hypergeometric functions, we may write the additional relation
\[ g_{a,j}^{(\beta,\gamma)}(x') = (-1)^{j}(1 - x)^{a+\beta-1} g_{a,j}^{(\beta,-\gamma)}(x) \]
\[ = (-1)^{j}(1 - x)^{a+\gamma-1} g_{a,j}^{(-\beta,\gamma)}(x), \] (1.2.4)
where \( x' \) is as defined by (0.4.3).

With reference to (1.1.2), we define, for a four point function of scalar operators, dimensions \( \Delta_1, \Delta_2, \Delta_3, \Delta_4 \) with \( 2\Sigma = \Delta_1 + \Delta_2 + \Delta_3 + \Delta_4 \),
\[ \langle \phi_1(x_1) \phi_2(x_2) \phi_3(x_3) \phi_4(x_4) \rangle = \frac{(x_{14}^2)^{\Sigma-\Delta_1-\Delta_4}(x_{24}^2)^{\Sigma-\Delta_2-\Delta_4}}{(x_{12}^2)^{\Sigma-\Delta_1}(x_{34}^2)^{\Sigma-\Delta_3}} G(u,v). \] (1.2.5)

Clearly, by comparison with (0.2.7),
\[ u^{\frac{1}{2}\Delta_{43}} G(u,v) = F(u,v). \] (1.2.6)

\[ ^{1}\text{Specifically, the Pfaff Transformation } (1 - x)^{-a} F(a,b;c; \frac{x}{x_1}) = F(a,c-b;c;x) \]
Thus, setting $\Delta = 2t + \Delta_{43} + \ell$ in (1.2.19), we conclude that $G(u, v)$ has conformal partial wave expansion

$$G(u, v) = \sum_{t, \ell \geq 0} a_{t,\ell} u^t G_{2t^2+\Delta_{43}+\ell}(u, v; \Delta_{21}, \Delta_{43}).$$  

(1.2.7)

For the $\mathcal{N} = 4$ superconformal chiral four point function (1.1.2), $\Delta_i = p_i$, and by comparison with (1.2.5), we may extend (1.2.7) to include $t_i$ dependence, obtaining

$$G^{(p_1,p_2,p_3,p_4)}(u, v; \sigma, \tau) = \sum_{t, \ell \geq 0} a_{t,\ell} G_{2t^2-2\gamma+i}(u, v; 2\beta, -2\gamma),$$  

(1.2.8)

where we have defined

$$\beta = \frac{1}{2}(p_2 - p_1), \quad \gamma = \frac{1}{2}(p_3 - p_4).$$  

(1.2.9)

### 1.2.1 Partial Wave Expansions

We now let $F(u, v)$ be an arbitrary function, with a power series expansion in $u, 1 - v$, which we write as an expansion in conformal partial waves with some lowest twist $2a$,

$$F(u, v) = \sum_{j, \ell \geq 0} a_{j,\ell} u^j G_{2a+2j+\ell}(u, v; 2\beta, -2\gamma).$$  

(1.2.10)

(1.2.10) may be written as

$$(x - \bar{x}) F(u, v) = \sum_{k \geq 0} F^{(k)}(x) \bar{x}^k = \sum_{j \geq 0} F_j(x) g^{(\beta, \gamma)}_{a,j}(\bar{x}),$$  

(1.2.11)

where

$$F_j(x) = \sum_{\ell = 0}^{j-1} a_{j-\ell,\ell} g^{(\beta, \gamma)}_{a,j-\ell-1}(x) - \sum_{\ell = 0}^{\infty} a_{j,\ell} g^{(\beta, \gamma)}_{a,j+\ell+1}(x).$$  

(1.2.12)

If we extend the definition of $a_{j\ell}$ to $\ell < 0$ by letting

$$a_{j,\ell} = -a_{j+\ell+1, -\ell-2}, \quad a_{j, -1} = 0,$$  

(1.2.13)

we may write (1.2.12) in the form

$$F_j(x) = -\sum_{\ell = -j-1}^{\infty} a_{j,\ell} g^{(\beta, \gamma)}_{a,j+\ell+1}(x).$$  

(1.2.14)

Using the power series expansion of the hypergeometric function, we may match powers of $\bar{x}$ in (1.2.11) to obtain

$$F^{(k)}(x) = \sum_{j=0}^{k} a_{k,j} F_j(x),$$  

(1.2.15)
\[ \alpha_{k,j} = (-1)^j \frac{(a + \beta + j - 1)_{k-j}(a + \gamma + j - 1)_{k-j}}{(k-j)! (2a + 2j - 2)_{k-j}}. \] (1.2.16)

The relation (1.2.15) may be inverted (see below) giving

\[ F_j(x) = \sum_{k=0}^{j} \beta_{j,k} F^{(k)}(x), \] (1.2.17)

\[ \beta_{j,k} = (-1)^k \frac{(a + \beta + k - 1)_{j-k}(a + \gamma + k - 1)_{j-k}}{(j-k)! (2a + j + k - 3)_{j-k}}. \] (1.2.18)

In particular, by considering \( F^{(k)} = \delta_{kn} \), we have

\[ x^n = \sum_{j=n}^{\infty} \beta_{j,n} g_{n,j}^{(\beta,\gamma)}(x). \] (1.2.19)

Considering (1.2.4), we thus have

\[ x'_{n} = \sum_{j=n}^{\infty} \beta'_{j,n} g_{n,j}^{(-\beta,\gamma)}(x') = \sum_{j=n}^{\infty} (-1)^j \beta'_{j,n} g_{j-n,j}^{(-\beta,\gamma)}(x). \] (1.2.20)

and if we define

\[ \beta'_{j,k} = \beta_{j,k}|_{\beta \rightarrow -\beta} = (-1)^k \frac{(a - \beta + k - 1)_{j-k}(a + \gamma + k - 1)_{j-k}}{(j-k)! (2a + j + k - 3)_{j-k}}, \] (1.2.21)

then

\[ x'^{n} = \sum_{j=n}^{\infty} \beta'_{j,n} g_{n,j}^{(-\beta,\gamma)}(x') = \sum_{j=n}^{\infty} (-1)^j \beta'_{j,n} g_{j-n,j}^{(-\beta,\gamma)}(x). \] (1.2.22)

**Proof of inversion formula**

For (1.2.15), (1.2.17) to be consistent, we require \( \alpha_{k,j} \), \( \beta_{j,k} \) to satisfy

\[ \sum_{k=\ell}^{j} \beta_{j,k} \alpha_{k,\ell} = \delta_{j,\ell}, \quad \ell \leq j. \] (1.2.23)

This is trivially true in the case that \( \ell = j \), when \( \beta_{k,k} \alpha_{k,k} = (-1)^k (-1)^k = 1 \). For the \( \ell < j \) case, the \( k \)-dependent part of \( \beta_{j,k} \alpha_{k,\ell} \) is

\[ \frac{(-1)^k}{(j-k)! (k-\ell)!} \frac{\Gamma(2a + k + j - 3)}{\Gamma(2a + k + \ell - 2)}. \] (1.2.24)

Substituting \( N = j - \ell \geq 1, n = k - \ell \), the condition (1.2.23) becomes

\[ \sum_{n=0}^{N} \frac{(-1)^n}{(N-n)! n!} \frac{\Gamma(2a + j + \ell + n - 3)}{\Gamma(2a + 2\ell + n - 2)} = 0. \] (1.2.25)
If we define $B = 2a + 2\ell - 2$, the ratio of $\Gamma$-functions in (1.2.25) becomes
\[
\frac{\Gamma(B + N - 1 + n)}{\Gamma(B + n)} = (B + n)_{N-1},
\]
(1.2.26)
a polynomial in $n$ of degree $(N - 1)$; hence the sum (1.2.25) vanishes, which we may see by considering, for $0 \leq r \leq N - 1$,
\[
\sum_{n=0}^{N} \binom{N}{n} (-1)^n n^r = \left( x \frac{d}{dx} \right)^r \left( \frac{1}{x} \right)^n \bigg|_{x=1} = \left( x \frac{d}{dx} \right)^r (1 - x)^N \bigg|_{x=1} = 0.
\]

### 1.2.2 Jacobi Polynomials

We may further decompose the conformal expansion (1.2.8) into contributions from different $SU(4)_{R}$ representations by writing, for $p_1, p_2 \geq E$,
\[
G^{(p_1,p_2,p_3,p_4)}(u,v;\sigma,\tau) = \sum_{0 \leq m \leq n \leq E \atop t,\ell} a_{nm,tl} \eta_{nm,t\ell}^{(p_1-E,p_2-E)}(\sigma,\tau) u^t G_{2\ell-2\gamma+\ell}^{(t)}(u,v;2\beta,-2\gamma),
\]
(1.2.27)
with $E$ as defined in (1.1.3), and where the $P_{nm}^{(a,b)}(\sigma,\tau)$ are defined in terms of Jacobi polynomials by
\[
P_{nm}^{(a,b)}(\sigma,\tau) = \frac{P_{n+1}^{(a,b)}(y) P_{m}^{(a,b)}(\bar{y}) - P_{m}^{(a,b)}(y) P_{n+1}^{(a,b)}(\bar{y})}{y - \bar{y}},
\]
(1.2.28)
where
\[
y = 2\alpha - 1, \quad \bar{y} = 2\bar{\alpha} - 1.
\]
(1.2.29)
From the above definition, the 2-variable Jacobi polynomials are manifestly symmetric in $y, \bar{y}$, and possess the additional symmetry
\[
P_{nm}^{(a,b)}(\sigma,\tau) = -P_{m-1,n+1}^{(a,b)}(\sigma,\tau), \quad P_{n+1}^{(a,b)}(\sigma,\tau) = 0.
\]
(1.2.30)
Thus we may take $m \leq n$. The polynomial $P_{nm}^{(p_1-E,p_2-E)}(\sigma,\tau)$ gives the contribution of operators belonging to $SU(4)_{R}$ representation $[n-m, p_1 + p_2 - 2E + 2m, n-m]$; the limits of the sum ensure there is one such contribution for each representation common to the tensor products $[0, p_1, 0] \otimes [0, p_2, 0], [0, p_3, 0] \otimes [0, p_4, 0]$, as given by (0.3.8). We have already defined $2\beta = p_2 - p_1, -2\gamma = p_3 - p_4$, which with (1.1.3) gives
\[
p_1 - E = -\beta - \gamma, \quad p_2 - E = \beta - \gamma.
\]
(1.2.31)

Single-variable Jacobi polynomials satisfy a recurrence relationship [14], which may be conveniently expressed as
\[
\frac{1}{2} y P_n^{(a,b)}(y) = \gamma_{n,1} P_{n+1}^{(a,b)}(y) + \gamma_{n,0} P_n^{(a,b)}(y) + \gamma_{n,-1} P_{n-1}^{(a,b)}(y),
\]
(1.2.32)
where, with \( a = -\beta - \gamma, b = \beta - \gamma \) as in (1.2.31), we have
\[
\gamma_{n,1} = \frac{(n+1)(n-2\gamma+1)}{2(n-\gamma+1)(2n-2\gamma+1)}; \quad \gamma_{n,-1} = \frac{(n-\beta-\gamma)(n+\beta-\gamma)}{2(n-\gamma)(2n-2\gamma+1)}; \\
\gamma_{n,0} = \frac{-\beta \gamma}{2(n-\gamma)(n-\gamma+1)}.
\] (1.2.33)

It follows from (1.2.28), (1.2.32) that
\[
(\sigma - \tau)P^{(a,b)}_{nm}(\sigma, \tau) = \sum_{-1 \leq r \leq 1} \gamma_{n+1,r}P^{(a,b)}_{n+r,m}(\sigma, \tau) + \gamma_{m,r}P^{(a,b)}_{n,m+r}(\sigma, \tau),
\]
\[
\frac{1}{2}(\sigma + \tau - \frac{1}{2})P^{(a,b)}_{nm}(\sigma, \tau) = \sum_{-1 \leq r \leq s \leq 1} \gamma_{n+1,r}\gamma_{m,s}P^{(a,b)}_{n+r,m+s}(\sigma, \tau),
\] (1.2.34)

where by (1.2.29),
\[
2(\sigma - \tau) = y + \bar{y}, \quad 2(\sigma + \tau - \frac{1}{2}) = y \bar{y}.
\] (1.2.35)

Note also that
\[
P^{(1-\beta-\gamma,\beta-\gamma)}_{00}(\sigma, \tau) = 1 - \gamma = \frac{1}{2\gamma_{n,1}}.
\] (1.2.36)

### 1.2.3 Conformal Wave Recurrence Relations

We may write a similar recurrence relation for the \( g_{a,j}^{(\beta,\gamma)}(x) \), as given in (1.2.2), by matching terms in the power expansion of the relevant hypergeometric functions. We find
\[
-\frac{1}{x}g_{a,j+1}^{(\beta,\gamma)}(x) = g_{a,j}^{(\beta,\gamma)}(x) - (\frac{1}{2} + \gamma_{a,j+2+\gamma-1,0})g_{a,j+1}^{(\beta,\gamma)}(x) + c_{a,j+\gamma}g_{a,j+2}^{(\beta,\gamma)}(x),
\] (1.2.37)

with \( c_j = \gamma_{j-1,1}\gamma_{j,-1} \) and the \( \gamma_{n,r} \) as in (1.2.33). This simplifies further if we set \( a = 1 - \gamma \). Thus
\[
\left(\alpha - \frac{1}{x}\right)\left(\bar{\alpha} - \frac{1}{x}\right)g_{1-\gamma,j+1}^{(\beta,\gamma)}(x) = \sum_{t=j}^{j+4} c_{t,j}g_{1-\gamma,t-1}^{(\beta,\gamma)}(x),
\] (1.2.38)

where
\[
c_{j,j} = 1; \quad c_{j+1,j} = \frac{1}{2}(y + \bar{y}) - \gamma_{j,0} - \gamma_{j-1,0}; \\
c_{j+2,j} = \left(\frac{1}{2}y - \gamma_{j,0}\right)(\frac{1}{2}\bar{y} - \gamma_{j,0}) + c_j + c_{j+1}; \\
c_{j+3,j} = c_{j+1}c_{j+2,j+1}; \quad c_{j+4,j} = c_{j+1}c_{j+2}.
\] (1.2.39)

It follows that
\[
c_{2,0} = 2\gamma_{0,1}^{2}\gamma_{1,1}^{(\beta-\gamma,\beta-\gamma)}; \quad c_{3,0} = 2\gamma_{0,1}\gamma_{1,1}c_1P^{(\beta-\gamma,\beta-\gamma)}_{10}; \\
c_{4,0} = 2\gamma_{0,1}c_1c_2P^{(\beta-\gamma,\beta-\gamma)}_{00}.
\] (1.2.40)
1.3 Correlation Functions for \( \varphi^{(2)} \), \( \varphi^{(p)} \)

Correlation functions for four identical chiral primaries, \( p_1 = \cdots = p_4 = p \), have been extensively researched. Here, we examine four point functions for two pairs of operators, of scale dimension 2, \( p \) respectively. The former correspond to the superconformal primary of the lowest \( \mathcal{N} = 4, \frac{1}{2} \)-BPS short multiplet \( \mathcal{B}_{11} \), containing the energy momentum tensor.

Unlike the case of identical operators, when we come to expand the correlator in terms of conformal partial waves, there are two distinct pairings to which we may apply the operator product expansion. These we will refer to as the \( 22 \rightarrow pp \) and \( 2p \rightarrow 2p \) channels.

The \( 22 \rightarrow pp \) Channel

The \( 22 \rightarrow pp \) channel corresponds to the case \( p_1 = p_2 = 2, p_3 = p_4 = p \). Thus (1.1.3) gives \( E = 2 \). Following (1.1.2), we write the correlation function as

\[
\langle \varphi^{(2)}(x_1, t_1) \varphi^{(2)}(x_2, t_2) \varphi^{(p)}(x_3, t_3) \varphi^{(p)}(x_4, t_4) \rangle = \frac{(t_1 \cdot t_2)^2(t_3 \cdot t_4)^p}{(x_1^2)^2(x_4^2)^p} \tilde{G}(u, v; \sigma, \tau),
\]

with \( \tilde{G}(u, v; \sigma, \tau) \equiv G^{(2,2;p,p)}(u, v; \sigma, \tau) \) a polynomial in \( \sigma, \tau \) of degree 2. Quantities associated with the \( 22 \rightarrow pp \) channel will be denoted with a tilde; thus the requirements of the Ward identity (1.1.5) become

\[
\tilde{G}(u, v; \sigma, \tau) \bigg|_{\tilde{\alpha} = \frac{1}{2}} = \hat{f}(x, \alpha) = \tilde{k} + \left( \alpha - \frac{1}{x} \right) \hat{f}(x, \alpha)
\]

with

\[
\tilde{G}(u, v; \sigma, \tau) = \tilde{k} + \tilde{G}_f(u, v; \sigma, \tau) + s(u, v; \sigma, \tau) \hat{H}(u, v).
\]

We see that it is necessary for \( \hat{f}(x, \alpha) \) be at most quadratic in \( \alpha \) — thus \( \hat{f}(x, \alpha) \) must be at most linear — and \( \hat{H} \) must be independent of \( \sigma, \tau \), and hence a function of \( u, v \) only. As mentioned previously, dynamic contributions to \( \tilde{G}(u, v; \sigma, \tau) \) are contained exclusively in \( \hat{H}(u, v) \); \( \hat{f}(x, \alpha) \) is always equal to the free field value, which we will find explicitly below.

As we are dealing with pairs of identical operators, we have additional restrictions from crossing symmetry, the four point function in (1.3.1) being invariant under \( x_1 \leftrightarrow x_2, t_1 \leftrightarrow t_2 \). From the definitions (0.2.8), (1.1.1), (0.4.3), (1.1.4) we find that under \( 1 \leftrightarrow 2 \),

\[
u, v \mapsto \frac{v}{u}, \frac{1}{u}, \quad \tau \leftrightarrow \sigma, \\
x, \tilde{x} \mapsto x', \tilde{x}', \quad \alpha, \tilde{\alpha} \mapsto (1 - \alpha), (1 - \tilde{\alpha}).
\]

(1.3.4)
where $x'$ is as defined by (0.4.4), and similarly for $\bar{x}'$. Thus we require

$$\tilde{G}(\frac{u}{v}, \frac{1}{v}; \tau, \sigma) = \tilde{G}(u, v; \sigma, \tau).$$  \hspace{1cm} (1.3.5)$$

It follows from (1.3.4) that $(\alpha - \frac{1}{x}) \mapsto (1 - \alpha) - \frac{1}{x'} = -(\alpha - \frac{1}{x})$; thus as a consequence of (1.3.2), (1.3.5)

$$\hat{f}(x', 1 - \alpha) = -\hat{f}(x, \alpha),$$  \hspace{1cm} (1.3.6)

and $s(u, v; \sigma, \tau)\tilde{H}(u, v)$ must be invariant, with $s(u, v; \sigma, \tau)$ as defined in (1.1.8). Since

$$s(u, v; \sigma, \tau) = k + G(u, v; \sigma, \tau),$$

it follows that

$$\tilde{H}(\frac{u}{v}, \frac{1}{v}) = v^2 \hat{H}(u, v).$$  \hspace{1cm} (1.3.7)

The $2p \to 2p$ Channel

We represent the alternative $2p \to 2p$ channel by the case that $p_1 = p_3 = 2, p_2 = p_4 = p$. As in the $22 \to pp$ channel, (1.1.3) gives $E = 2$. (1.1.2) now becomes

$$\langle \varphi^{(2)}(x_1, t_1) \varphi^{(p)}(x_2, t_2) \varphi^{(2)}(x_3, t_3) \varphi^{(p)}(x_4, t_4) \rangle = \frac{(t_1 \cdot t_2 t_3 \cdot t_4)^2 (t_2 \cdot t_4)^{p-2}}{(x_{12}^2 x_{34}^2)^2 (x_{24}^2)^{p-2}} G(u, v; \sigma, \tau),$$  \hspace{1cm} (1.3.8)

where $G(u, v; \sigma, \tau) \equiv G^{(2p, 2p)}(u; \sigma, \tau)$ is a polynomial of degree 2 in $\sigma, \tau$, satisfying the Ward identity

$$G(u, v; \sigma, \tau)|_{\alpha = \frac{1}{x}} = f(x, \alpha) = k + \left(\alpha - \frac{1}{x}\right) \hat{f}(x, \alpha)$$  \hspace{1cm} (1.3.9)

with

$$G(u, v; \sigma, \tau) = k + \mathcal{G}_f(u, v; \sigma, \tau) + s(u, v; \sigma, \tau) \hat{H}(u, v).$$  \hspace{1cm} (1.3.10)

We note the left-hand side of (1.3.8) takes $x_2 \leftrightarrow x_3, t_2 \leftrightarrow t_3$ with respect to (1.3.1).

Under $2 \leftrightarrow 3$,

$$u, v \mapsto \frac{1}{u}, \frac{1}{v}, \sigma, \tau \mapsto \frac{1}{\sigma}, \frac{1}{\tau}$$  \hspace{1cm} (1.3.11)

It follows, then, that

$$G(u, v; \sigma, \tau) = \sigma^2 u^2 \tilde{G}(\frac{1}{u}, \frac{1}{v}; \frac{1}{\sigma}, \frac{1}{\tau}).$$  \hspace{1cm} (1.3.12)

We expect (1.3.12) to be satisfied by both the free field and full dynamic values of $G, \tilde{G}$; thus, considering (1.1.9), (1.1.11), we obtain

$$s(u, v; \sigma, \tau) \hat{H}_f(u, v) = \sigma^2 u^2 s(\frac{1}{u}, \frac{1}{v}; \frac{1}{\sigma}, \frac{1}{\tau}) \tilde{H}_f(\frac{1}{u}, \frac{1}{v}).$$  \hspace{1cm} (1.3.13)
From the definition (1.1.8), it follows that \( s(u,v;\sigma,\tau) = \sigma^2 u^2 s\left(\frac{1}{u},\frac{v}{\tau};\frac{1}{\sigma},\frac{\tau}{\sigma}\right) \); hence the dynamic contributions to \( \mathcal{H}, \tilde{\mathcal{H}} \) are related by

\[
\mathcal{H}_I(u,v) = \tilde{\mathcal{H}}_I\left(\frac{1}{u},\frac{v}{\tau}\right). \tag{1.3.14}
\]

Additionally, the four point function in (1.3.8) is invariant when we take \( x_1 \leftrightarrow x_3, t_1 \leftrightarrow t_3 \), under which

\[
\begin{align*}
    u &\leftrightarrow v \\
    \sigma, \tau &\mapsto \frac{\sigma}{\tau}, \frac{1}{\tau} \\
    x, \bar{x} &\mapsto (1 - x), (1 - \bar{x}) \\
    \alpha, \bar{\alpha} &\mapsto \frac{\alpha}{\bar{\alpha}}, \frac{1}{\bar{\alpha}};
\end{align*}
\]

\[
\frac{(t_1, t_2, t_3) \cdot t_4}{(x_1^2)(x_3^2)(x_4^2)(p^2)} \mapsto \left(\frac{u}{v}\right)^2 \frac{(t_1, t_2, t_3) \cdot t_4}{(x_1^2)(x_3^2)(x_4^2)(p^2)}.
\tag{1.3.15}
\]

Thus for the right-hand side of (1.3.8) to satisfy crossing symmetry, we require that

\[
\mathcal{G}(v,u;\frac{\sigma}{\tau},\frac{1}{\tau}) = \left(\frac{v}{u}\right)^2 \mathcal{G}(u,v;\sigma,\tau).
\tag{1.3.17}
\]

The factor \( \left(\frac{v}{u}\right)^2 \) appearing in (1.3.17) means \( \hat{f}, \mathcal{H} \) do not obey independent crossing symmetry relations analogous to (1.3.6), (1.3.7); however, we may see that \( f \) satisfies

\[
x^2(1 - \alpha)^2 f(1 - x, \alpha') = f(x, \alpha).
\tag{1.3.18}
\]

We may also, in a similar manner to (1.3.14), find a crossing symmetry restriction on the dynamic part of \( \mathcal{H} \). Requiring (1.3.17) to hold for the free field and interacting values of \( \mathcal{G} \), and noting that under (1.3.15), \( s(u,v;\sigma,\tau) \mapsto s(v,u;\frac{\sigma}{\tau},\frac{1}{\tau}) = \frac{1}{\tau}s(u,v;\sigma,\tau) \), we deduce that \( \mathcal{H}_I \) satisfies

\[
\mathcal{H}_I(v,u) = \frac{v^2}{u^2} \mathcal{H}_I(u,v).
\tag{1.3.19}
\]

If we define

\[
\mathcal{H}_I(u,v) = \frac{u}{v} \mathcal{F}(u,v)
\tag{1.3.20}
\]

then (1.3.19) may be written as

\[
\mathcal{F}(v,u) = \mathcal{F}(u,v).
\tag{1.3.21}
\]

### 1.3.1 Free Field Results

Following (1.1.9), (1.3.10) we consider tree-level contributions, which will give us the free field function

\[
\mathcal{G}_0(u,v;\sigma,\tau) = k + \mathcal{G}_f(u,v;\sigma,\tau) + s(u,v;\sigma,\tau) \mathcal{H}_0(u,v),
\tag{1.3.22}
\]

22
and the corresponding result for $\tilde{G}_0(u, v; \sigma, \tau)$.

The non-connected component, in the $22 \to pp$ channel, is given by

\[
\begin{align*}
x_3 & \xrightarrow{\sigma} x_4 \\
x_1 & \xrightarrow{\tau} x_2
\end{align*}
\]

\[\times \left( \frac{(t_1 \cdot t_2)^2 (t_3 \cdot t_4)^p}{(x_{12}^2)^2 (x_{34}^2)^p} \right) \quad (1.3.23a)
\]

We note that this is the same factor multiplying $\tilde{G}(u, v; \sigma, \tau)$ in (1.3.1). We normalise the contribution from this diagram to $\tilde{G}_0$ to 1; thus the five possible diagrams remaining contribute

\[
\begin{align*}
x_3 & \xrightarrow{\sigma} x_4 \\
x_1 & \xrightarrow{\tau} x_2
\end{align*}
\]

\[
\begin{align*}
a \left( \sigma u + \frac{\tau u}{v} \right), \\
b \left( \sigma^2 u^2 + \frac{\tau^2 u^2}{v^2} \right), \\
c \left( \sigma \tau u^2 \right),
\end{align*}
\]

where $a, b, c$ are determined by symmetry and colour factors, investigated more fully below. Thus we have

\[
\tilde{G}_0(u, v; \sigma, \tau) = 1 + a \left( \sigma u + \frac{\tau u}{v} \right) + b \left( \sigma^2 u^2 + \frac{\tau^2 u^2}{v^2} \right) + c \sigma \tau u^2. 
\quad (1.3.24)
\]

Using (1.3.12), it follows directly that in the $2p \to 2p$ channel,

\[
\tilde{G}_0(u, v; \sigma, \tau) = \sigma^2 u^2 + a \left( \sigma u + \frac{\sigma \tau u^2}{v} \right) + b \left( 1 + \frac{\tau^2 u^2}{v^2} \right) + c \frac{\tau u}{v}. 
\quad (1.3.25)
\]

### 1.3.2 Colour factors

Here we will briefly examine the coefficients $a, b, c$ appearing in (1.3.24), (1.3.25), which arise from the $SU(N)$ gauge structure of the chiral primary operators. The generators of $SU(N)$ are $\{ T_a \}$, $a = 1, \ldots, N^2 - 1$, where the $T_a$ are $N \times N$ matrices satisfying

\[
\text{tr}(T_a T_b) = \frac{1}{2} \delta_{ab}, \quad [T_a, T_b] = i f_{abc} T_c, \quad f_{abc} f_{abd} = N \delta_{cd}, \quad (1.3.26)
\]

from which follows

\[
T_a T_b = \frac{1}{2N} (N^2 - 1) 1. \quad (1.3.27)
\]

For the purposes of counting diagrams, we introduce an adjoint scalar field $\varphi$ with basic two point function $\langle \varphi_a \varphi_b \rangle = \delta_{ab}$. Chiral primary operators $\varphi^{(p)}$, which are gauge-invariant, then correspond to $X_{a_1 \ldots a_p} \varphi_{a_1} \ldots \varphi_{a_p}$, where $X_{a_1 \ldots a_p}$ is a totally symmetric, rank $p$ colour tensor. The $\Delta = 2$ operators $\varphi^{(2)}$ thus have colour structure $X_{ab} = \text{tr}(T_a T_b) = \frac{1}{2} \delta_{ab}$. We encode the structures defining the two $\Delta = p$ operators in the
colour tensors $X_{a_1 \ldots a_p}^L, X_{a_1 \ldots a_p}^R$. The contributions from the relevant diagrams are then:

\[ \propto \frac{1}{2!} \left( \frac{1}{p!} X_{a_1 \ldots a_p}^L X_{a_1 \ldots a_p}^R \right) \frac{1}{2} \delta_{cd} \frac{1}{2} \delta_{de} = \frac{N^2 - 1}{8p!} X^L \cdot X^R, \quad (1.3.28) \]

\[ \propto \frac{1}{(p-1)!} X_{a_1 \ldots a_{p-1} b}^L X_{a_1 \ldots a_{p-1} d}^R \frac{1}{2} \delta_{bc} \frac{1}{2} \delta_{de} \]

\[ = \frac{1}{4(p-1)!} X^L \cdot X^R, \quad (1.3.28a) \]

\[ \propto \frac{1}{2!} \left( \frac{1}{2!} \frac{1}{(p-2)!} X_{a_1 \ldots a_{p-2} b c}^L X_{a_1 \ldots a_{p-2} d e}^R \right) \frac{1}{2} \delta_{bd} \frac{1}{2} \delta_{ce} \]

\[ = \frac{1}{16(p-2)!} X_{b b|}^L X_{d d|}^R, \quad (1.3.28b) \]

\[ \propto \frac{1}{(p-2)!} X_{a_1 \ldots a_{p-2} b c}^L X_{a_1 \ldots a_{p-2} d e}^R \frac{1}{2} \delta_{bd} \frac{1}{2} \delta_{ce} \]

\[ = \frac{1}{4(p-2)!} X^L \cdot X^R. \quad (1.3.28c) \]

Here we use a bar $|$ to denote an incomplete set of indices, and a dot $\cdot$ for contraction over omitted indices. Thus in (1.3.28)

\[ X^L \cdot X^R \equiv X_{a_1 \ldots a_p}^L X_{a_1 \ldots a_p}^R, \quad X_{b b|}^L X_{d d|}^R \equiv X_{a_1 \ldots a_{p-2} b b}^L X_{a_1 \ldots a_{p-2} d d}^R. \quad (1.3.29) \]

The coefficient of the disconnected graph is set to one, as a consequence of normalisation choice for the two point functions of BPS operators. Thus $a, b, c$ are determined by the ratios of (1.3.28) with (1.3.28a–1.3.28c), which give

\[ a = \frac{2p}{N^2 - 1}, \quad b = \frac{p(p-1)}{2(N^2 - 1)} \left( \frac{X_{b b|}^L X_{d d|}^R}{X^L \cdot X^R} \right), \quad c = \frac{2p(p-1)}{N^2 - 1}. \quad (1.3.30) \]

Note that we have

\[ c = (p-1)a, \quad (1.3.31) \]

and that exact values for $a, c$ are, with our normalisation convention, completely and straightforwardly determined for any given $p$ and $N$; however $b$, which is given by

\[ b = \frac{1}{4} \left( \frac{X_{b b|}^L X_{d d|}^R}{X^L \cdot X^R} \right) c = \frac{p-1}{4} \left( \frac{X_{b b|}^L X_{d d|}^R}{X^L \cdot X^R} \right) a, \quad (1.3.32) \]

requires a non-trivial tensor calculation, dependant on the underlying colour structures of our $\Delta = p$ operators. More explicit calculations for $b$ appear in Section 1.6 in the cases that $p = 2, 3$, and in the large $N$ limit for general $p$ with specific choices for
$X^L, X^R$.

### 1.3.3 Ward Identities

In the calculations that follow, it will on occasions be more straightforward to consider new variables $z, \bar{z}$ defined by

$$z = \frac{2}{x} - 1, \quad \bar{z} = \frac{2}{\bar{x}} - 1,$$

and $y, \bar{y}$ as given in (1.2.29).

#### The $22 \to pp$ Channel

In terms of $z, \bar{z}, y, \bar{y}$, (1.3.2) may be written

$$\tilde{f}(x, \alpha) = \tilde{k} + \frac{1}{2}(y - z)\tilde{f}(x, \alpha).$$

We have already concluded that $\tilde{f}(x, \alpha)$ be at most quadratic in $\alpha$ (and hence also in $y$), and also that $\tilde{H}$ be independent of $\sigma, \tau$. Hence for some functions $g, h$

$$\tilde{f}(x, \alpha) = \tilde{k} + (y - z)(\tilde{g}(z) + y\tilde{h}(z)).$$

In terms of (1.3.35), (1.3.3) becomes

$$\tilde{G}(u, v; \sigma, \tau) = \tilde{k} - \frac{1}{z - \bar{z}} \left\{ (y - z)(\bar{y} - \bar{z})(\tilde{g}(z) + (y + \bar{y} - \bar{z})\tilde{h}(z)) ight.$$  
$$
- (y - \bar{z})(\tilde{g}(\bar{z}) + (y + \bar{y} - z)\tilde{h}(\bar{z})) \right\} 
+ \frac{u^2}{16}(y - z)(\bar{y} - \bar{z})(y - \bar{z})(\bar{y} - \bar{z})\tilde{H}(u, v),$$

and writing (1.3.24) in terms of $z, y$, and their conjugates, we obtain

$$\tilde{G}_0(u, v; \sigma, \tau) = 1 + a \left( \frac{(1 + y)(1 + \bar{y})}{(1 + z)(1 + \bar{z})} + \frac{(1 - y)(1 - \bar{y})}{(1 - z)(1 - \bar{z})} \right)$$
$$+ b \left( \frac{(1 + y)^2(1 + \bar{y})^2}{(1 + z)^2(1 + \bar{z})^2} + \frac{(1 - y)^2(1 - \bar{y})^2}{(1 - z)^2(1 - \bar{z})^2} \right) + c \frac{(1 - y^2)(1 - \bar{y}^2)}{(1 - z^2)(1 - \bar{z}^2)}.$$ (1.3.37)
Using (1.3.2), (1.1.9), then (1.3.24) implies

\[ \tilde{f}(x, \alpha) = \tilde{G}(u, v; \sigma, \tau) \bigg|_{\tilde{a}=\tilde{z}} = \tilde{G}_0(u, v; \sigma, \tau) \bigg|_{\tilde{g}=\tilde{z}} \]
\[ = 1 + a \left( \frac{1+y}{1+z} + \frac{1-y}{1-z} \right) + b \left( \frac{(1+y)^2}{(1+z)^2} + \frac{(1-y)^2}{(1-z)^2} \right) + c \frac{1-y^2}{1-z^2} \]
\[ = 1 + \frac{2a+c}{1-z^2} + \frac{2b(1+z^2)}{(1-z^2)^2} - y \left[ \frac{2az}{1-z^2} + \frac{8bz}{(1-z^2)^2} \right] \]
\[ + y^2 \left[ \frac{2b(1+z^2)}{(1-z^2)^2} - \frac{c}{1-z^2} \right] \quad ; \quad (1.3.38) \]

matching terms with (1.3.34), which expands to

\[ \tilde{f}(x, \alpha) = \left[ \tilde{k} - z \tilde{g}(z) \right] + y \left[ \tilde{g}(z) - z \tilde{h}(z) \right] + y^2 \tilde{h}(z) \quad (1.3.39) \]

gives us

\[ \tilde{h}(z) = \frac{1}{(1-z^2)^2} \left( (2b - c) + (2b + c)z^2 \right) = \frac{1}{4} \left( b(x^2 + x'^2) - c(x + x') \right), \]
\[ \tilde{g}(z) = \frac{z}{(1-z^2)^2} \left( (2a + 2b + c)z^2 - (2a + 6b + c) \right) \]
\[ = \frac{1}{4} \left( b(x^2 - x'^2) + (2a + 2b + c)(x - x') \right) \quad ; \quad (1.3.40) \]

and

\[ \tilde{k} = 1 + 2a + 2b + c, \quad (1.3.41) \]

where \( x' \) is defined as in (0.4.4), satisfying

\[ x + x' = xx'; \quad z = \frac{2}{x} - 1 = 1 - \frac{2}{x}. \quad (1.3.42) \]

From (1.3.40) we obtain an explicit result for \( \tilde{f}(x, \alpha) = 2(\tilde{g}(z) + y \tilde{h}(z)), \)

\[ \tilde{f}(x, \alpha) = (b(x^2 + x'^2) - c(x + x')) \alpha - (b x'^2 - (a + b)(x - x') - cx). \quad (1.3.43) \]

From (1.3.36), (1.3.37), we see that for \( -y = \tilde{y} = 1 \) ( \( \implies \sigma = \tau = 0 \)),

\[ \tilde{G}_0(u, v; \sigma, \tau) \bigg|_{-y=\tilde{y}=1} = \tilde{G}_0(u, v; 0, 0) \]
\[ = \tilde{k} + \frac{1}{z - \tilde{z}} \left\{ (1-z^2) [\tilde{g}(z) - \tilde{z} \tilde{h}(z)] - (1-\tilde{z}^2) [\tilde{g}(\tilde{z}) - \tilde{z} \tilde{h}(\tilde{z})] \right\} \]
\[ + \frac{u^2}{16} (1-z^2)(1-\tilde{z}^2) \tilde{H}_0(u, v), \quad (1.3.44) \]

whilst using (1.3.24),

\[ \tilde{G}_0(u, v; 0, 0) = 1; \quad (1.3.45) \]
thus from the results (1.3.40), (1.3.41), we find
\[ \frac{u^2}{16} \hat{H}_0(u, v) = \frac{(2b + c)(1 + z\bar{z})^2 + (2b - c)(z + \bar{z})^2}{(1 - \bar{z}^2)(1 - z^2)^2}, \]
and hence
\[ \hat{H}_0(u, v) = b\left(1 + \frac{1}{v^2}\right) + c\frac{1}{v}. \]

We may check that the results we have obtained so far are compatible with the crossing symmetry requirements. In addition to (1.3.4), we have
\[ z, \bar{z} \mapsto -z, -\bar{z} \quad y, \bar{y} \mapsto -y, -\bar{y}. \]
Thus the condition (1.3.6) requires \( \tilde{g}(z) \) to be odd and \( \tilde{h}(z) \) even, i.e.
\[ \tilde{g}(-z) = -\tilde{g}(z), \quad \tilde{h}(-z) = \tilde{h}(z), \]
which are indeed satisfied by the \( \tilde{g}(z), \tilde{h}(z) \) given in (1.3.40). It is readily apparent that \( \hat{H}_0(u, v) \) as given in (1.3.47) satisfies (1.3.7). Thus our free field results are compatible with crossing symmetry.

The \( 2p \to 2p \) Channel

We proceed from (1.3.25) as above; seeing that for \( z, y \) as in (1.3.33), (1.2.29), \( f(x, \alpha) \) must be of the form
\[ f(x, \alpha) = k + \frac{1}{4}(y - z)f(x, \alpha) = k + (y - z)(g(z) + y h(z)), \]
then with \( x' \) as defined in (0.4.4),
\[ h(z) = \frac{1}{4} \left(x^2 + bx'^2 - a(x + x')\right), \]
\[ g(z) = \frac{1}{4} \left(x^2 - bx'^2 + (2 + 3a)x - (a + 2b + 2c)x'\right), \]
\[ k = 1 + 2a + 2b + c = \tilde{k}; \]

hence
\[ \hat{f}(x, \alpha) = \left(x^2 + bx'^2 - a(x + x')\right) \alpha - (bx'^2 - (1 + 2a)x + (b + c)x'). \]

Finally, we obtain
\[ \hat{H}_0(u, v) = 1 + a\frac{1}{v} + b\frac{1}{v^2}. \]

We note that each term in (1.3.25) satisfies (1.3.17); thus the free field \( G_0(u, v; \sigma, \tau) \) possesses the required crossing symmetry. We also observe that, as expected (and unlike in the \( 22 \to pp \) channel), the free field value \( \hat{H}_0 \) as given by (1.3.53) does not satisfy the relation (1.3.19) if we take \( \hat{H}_I \to \hat{H}_0 \). (1.3.19) is only true for the dynamic
contribution $\mathcal{H}_I$.

1.4 Superconformal Expansions

1.4.1 Wave Expansion in the $2p \to 2p$ Channel

We consider the expansions (1.2.8), (1.2.27) in the case that $p_1 = p_3 = 2, p_2 = p_4 = p$. From (1.2.29) it follows that $2\beta = -2\gamma = p - 2$. Thus we may expand $G(u, v; \sigma, \tau)$, as defined in (1.3.8), in terms of conformal partial waves, as

$$G(u, v; \sigma, \tau) = \sum_{nm, \ell} a_{nm, \ell} P_{nm}^{(0,2\beta)}(\sigma, \tau) u^\ell G_{2\beta + 2\ell + \ell}(u, v; 2\beta, 2\beta).$$

(1.4.1)

As described in Section 1.2.2, the $P_{nm}^{(0,2\beta)}(\sigma, \tau)$ are 2-variable Jacobi polynomials, defined in (1.2.28), corresponding to the six $SU(4)_R$ representations $[n - m, 2m + p - 2, n - m]$ appearing in the tensor product $[0, 2, 0] \otimes [0, p, 0]$. The twist of the contributing conformal waves is parametrised by $t$, where $\Delta = 2\beta + 2t + \ell$ and we have lowest twist contribution $\Delta - \ell \geq p - 2 = 2\beta$.

Using (1.2.11), (1.2.14), we may write

$$(x - \bar{x}) G(u, v; \sigma, \tau) = x \sum_t \mathcal{G}_t(x; \sigma, \tau) g^{(\beta, -\beta)}(\bar{x}) = -x \bar{x} \sum_t \mathcal{G}_t(x; \sigma, \tau) g^{(\beta, -\beta)}_{1+\beta, t-1}(\bar{x})$$

(1.4.2)

which with (1.4.1) implies that

$$\mathcal{G}_t(x; \sigma, \tau) = \sum_{\ell = -t - 1}^{\infty} \sum_{nm} a_{nm, \ell} P_{nm}^{(0,2\beta)}(\sigma, \tau) g^{(\beta, -\beta)}_{1+\beta, \ell}(x).$$

(1.4.3)

Similarly, we let

$$\mathcal{H}(u, v) = \sum_{nm, j, \ell} A_{nm, j, \ell} P_{nm}^{(0,2\beta)}(\sigma, \tau) u^j G_{4+2\beta+2j+\ell}(u, v; 2\beta, 2\beta),$$

(1.4.4)

$$(x - \bar{x}) \mathcal{H}(u, v) = \frac{1}{x} \sum_{j=0}^{\infty} \mathcal{H}_j(\bar{x}) g^{(\beta, -\beta)}_{2+\beta, j}(\bar{x}),$$

(1.4.5)

where from the results of Section 1.1 we have

$$G(u, v; \sigma, \tau) = k + \mathcal{G}_j(u, v; \sigma, \tau) + s(u, v; \sigma, \tau) \mathcal{H}(u, v).$$

(1.4.6)

We note that $\mathcal{H}$ is a function of $u, v$ only (Section 1.3), independent of $\sigma, \tau$; necessarily,
then, \( n = m = 0 \) identically in (1.4.4). Letting \( A_{j\ell} \equiv A_{00,j\ell} \), we obtain
\[
\mathcal{H}_j(x) = \sum_{\ell=-j-1}^{\infty} A_{j\ell} P_{00}^{(0,2\beta)} g_{1+\beta,j+\ell+2}(x),
\] (1.4.7)
with \( P_{00}^{(0,2\beta)} \) a constant, as given in (1.2.36).

### 1.4.2 Contributions from Different Multiplets

Starting from (1.4.6), we will find, in the manner of [2], [3], the contribution to the \( \langle 2p2p \rangle \) correlation function from each supermultiplet, given by
\[
G_t(M; x; \sigma, \tau) = \sum_{nm,\ell} a_{nm,\ell}(M) P_{nm}^{(0,2\beta)}(\sigma, \tau) g_{1+\beta,t+\ell}(x) \] (1.4.8)
for any supermultiplet \( M \). We make use of the relations detailed in Section 1.2.2 and Section 1.2.3, where now we have \( 2\beta = -2\gamma = p - 2 \). Thus (1.2.33) becomes
\[
\gamma_{n,1} = \frac{(n+1)(n+2\beta+1)}{2(n+\beta+1)(2n+2\beta+1)}; \quad \gamma_{n,-1} = \frac{n(n+2\beta)}{2(n+\beta)(2n+2\beta+1)}; \quad \gamma_{n,0} = \frac{\beta^2}{2(n+\beta)(n+\beta+1)}. \] (1.4.9)

We first split \( G_t(x; \sigma, \tau) \), defined in (1.4.2), contributions from \( k \), \( \hat{f} \), and \( \mathcal{H} \),
\[
G_t(x; \sigma, \tau) = k \mathcal{G}_t(B_{\beta\beta}; x) + \mathcal{G}_{\hat{f},t}(x; \sigma, \tau) + \mathcal{G}_{\mathcal{H},t}(x; \sigma, \tau). \] (1.4.10)

To obtain \( \mathcal{G}_{\mathcal{H},t} \) we use (1.2.38),
\[
\mathcal{G}_{\mathcal{H},t}(x; \sigma, \tau) = \left( \alpha - \frac{1}{x} \right) \left( \bar{\alpha} - \frac{1}{\bar{x}} \right) \sum_{j \geq 0} c_{\ell,j} \mathcal{H}_j(x). \] (1.4.11)
with the \( c_{\ell,j} \) as in (1.2.39). Applying (1.2.38) a second time, we may thus relate the expansions given in (1.4.2), (1.4.5). The contribution of a long multiplet \( A_{n+\beta,m+\beta,k}^{2j+2\beta+k} \) is given by taking \( \mathcal{H}_j(x; \sigma, \tau) \rightarrow g_{1+\beta,j+t+2}(x) P_{nm}^{(0,2\beta)}(\sigma, \tau) \). Then we obtain from (1.4.11),
\[
\sum_{r,s} a_{rs,\ell}(A_{n+\beta,m+\beta,k}^{2j+2\beta+k}) P_{rs}^{(0,2\beta)} = c_{t+\ell+1,j+k+1} c_{\ell,j} P_{nm}^{(0,2\beta)}, \] (1.4.12)
where we require \( j \leq t \leq j+4 \), \( j+k \leq t+\ell \leq j+k+4 \). Detailed expressions for \( a_{rs,\ell} \) are easily obtained by use of (1.2.39), (1.2.34). As noted above, \( \mathcal{H} \) is independent of \( \sigma, \tau \), so necessarily we have \( n = m = 0 \) in (1.4.12).

The component \( \mathcal{G}_t(B_{\beta\beta}) \) appearing in (1.4.10) gives the contribution of a constant term at twist \( t \), determined by
\[
x - \bar{x} = x \sum_{t} \mathcal{G}_t(B_{\beta\beta}; x) g_{\beta,t}(\bar{x}), \] (1.4.13)
which gives
\[ G_0(B_{\beta\beta}; x) = 1 = g^{(\beta, -\beta)}_{1+\beta, 0}(x), \quad G_1(B_{\beta\beta}; x) = \frac{1}{2} \left( \frac{1}{x} - \frac{1}{\bar{x}} \right) - \gamma_{-1,0} = -g^{(\beta, -\beta)}_{1+\beta, -1}(x); \] (1.4.14)
and consequently non-vanishing terms
\[ a_{00,00}(B_{\beta\beta}) = a_{00,1-2}(B_{\beta\beta}) = 1. \] (1.4.15)
This agrees with the contribution of the \( \frac{1}{2} \)-BPS short multiplet \( B_{\beta\beta} \) (see Section 1.4.3).

We analyse the contributions from \( \hat{f}(x, \alpha) \) by first writing the expansion
\[ \hat{f}(x, \alpha) = \sum_{\ell=0}^{\infty} \hat{f}_{\ell}(\alpha) g^{(\beta, -\beta)}_{1+\beta, \ell+1}(x) = \sum_{n, \ell} b_{n, \ell} P^{(0, 2\beta)}(y) g^{(\beta, -\beta)}_{1+\beta, \ell+1}(x). \] (1.4.16)
We have
\[ \mathcal{G}_f(u, v; \sigma, \tau) + 2k \]
\[ = \frac{(\bar{\alpha} x - 1)(\alpha \bar{x} - 1)(f(x, \alpha) + f(x, \bar{\alpha})) - (\alpha x - 1)(\bar{\alpha} x - 1)(f(x, \bar{\alpha}) + f(\bar{x}, \alpha))}{(x - \bar{x})(\alpha - \bar{\alpha})}; \]
(1.4.17)
with \( f \) expressed in terms of \( \hat{f} \) as in (1.3.9), the contributions involving \( k \) cancel. This gives us
\[ \mathcal{G}_{f, \ell}(x; \sigma, \tau) = -\left( \frac{1}{\alpha} - \frac{1}{\bar{x}} \right) \left( \frac{\alpha - 1}{x} \right) \left( \frac{\bar{\alpha} - 1}{\bar{x}} \right) \delta_{00} \]
\[ + \left( \frac{\frac{1}{2} y - \gamma_{-1,0}}{\alpha - \bar{\alpha}} \hat{f}(x, \alpha) - \frac{\frac{1}{2} \bar{y} - \gamma_{-1,0}}{\alpha - \bar{\alpha}} \hat{f}(x, \bar{\alpha}) \right) \delta_{t1} \]
\[ + \sum_{\ell \geq 0} \frac{c_{\ell, \ell}}{\alpha - \bar{\alpha}} \left( \frac{\alpha - \frac{1}{2}}{x} \right) \hat{f}_{\ell}(\alpha) - \left( \frac{\bar{\alpha} - \frac{1}{2}}{\bar{x}} \right) \hat{f}_{\ell}(\bar{\alpha}). \] (1.4.18)
From (1.4.18), the contribution from the \( b_{0,0} \) in (1.4.16) is given by
\[ \mathcal{G}_{b_{0,0}, \ell}(x; \sigma, \tau) = -\left( \delta_{11} \sum_{j=0}^{4} c_{j, 0} g^{(\beta, -\beta)}_{1+\beta, j-1}(x) \right) + c_{t, 0}. \] (1.4.19)
Writing
\[ \hat{f}(x, \alpha) = \hat{f}_0(x, \alpha) + b_{0,0} g^{(\beta, -\beta)}_{1+\beta, 1}(x), \]
(1.4.20)
we can express (1.4.18) as
\[ \mathcal{G}_{f, \ell}(x; \sigma, \tau) = b_{0,0} \mathcal{G}_f(B_{00}; x) - \mathcal{G}_{11, \ell}(x; \sigma, \tau) + \mathcal{G}_{\hat{f}_0, \ell}(x; \sigma, \tau) \] (1.4.21)
where
\[ \mathcal{G}_{11, \ell}(x; \sigma, \tau) = \begin{cases} \sum_{\ell=2}^{4} c_{\ell, 0} g^{(\beta, -\beta)}_{1+\beta, \ell-1}(x), & t = 1, \\ -c_{t, 0}, & t = 2, 3, 4. \end{cases} \] (1.4.22)
Using (1.2.40), it is evident that the non-zero contributions from $G_{11}$ correspond to the results for $a_{nm,\ell}(B_{1+\beta,1+\beta})$ given in (1.4.58) for the $1/2$ BPS short multiplet $B_{1+\beta,1+\beta}$, and we have

$$G_{11} = 2\gamma_{1,1}(B_{1+\beta,1+\beta}).$$  \hspace{1cm} (1.4.23)

To consider the contribution of semi-short multiplets we identify for a function $F(x;\sigma,\tau) = \sum_n F_n(\sigma,\tau) g_{1+\beta,n+1}(x)$ an expression for its twist $j$ contributions to $H$, namely

$$H_{F,k,j} = \delta_{kj} F(x;\sigma,\tau) - F_k(\sigma,\tau) g_{1+\beta,j+1}(x),$$  \hspace{1cm} (1.4.24)

and using (1.4.11), the corresponding contributions to $G_{H,t}$,

$$G_{F,j}(x;\sigma,\tau) = \delta_{tj}(\alpha - \frac{1}{x}) \left( \alpha - \frac{1}{x} \right) F(x;\sigma,\tau) - \sum_{k=0}^{t} c_{t,k} G_k(\sigma,\tau) g_{1+\beta,j+1}(x).$$  \hspace{1cm} (1.4.25)

The right-hand sides of (1.4.24), (1.4.25) are such that they are compatible with (1.2.13). For the function $\hat{f}(x,\alpha)$ we define

$$Q_0^j(x;\sigma,\tau) = -\frac{P_j^{(0,2\beta)}(y) \hat{f}(x,\alpha) - P_j^{(0,2\beta)}(y) \hat{f}(x,\bar{\alpha})}{\alpha - \bar{\alpha}},$$  \hspace{1cm} (1.4.26)

$$Q_1^j(x;\sigma,\tau) = -\frac{1}{2y} \frac{P_j^{(0,2\beta)}(y) \hat{f}(x,\alpha) - \frac{1}{2y} P_j^{(0,2\beta)}(y) \hat{f}(x,\bar{\alpha})}{\alpha - \bar{\alpha}},$$

and, using the notation of (1.4.25),

$$\hat{G}_{f,j}(x;\sigma,\tau) = G_{Q_0^0,t}^{(j)} + G_{Q_1^0,t}^{(j+1)} - \gamma_{j-1,0} G_{Q_0^j,t}^{(j+1)} - \gamma_{j-1} G_{Q_0^{j-1},t}^{(j+1)} + \gamma_{j-1} \left( \delta_{Q_0^{j+1},t}^{(j+2)} - \gamma_{j,0} G_{Q_0^{j+2},t}^{(j+2)} \right) + c_j G_{Q_1^0,t}^{(j+2)} + \gamma_{j-1} c_j G_{Q_0^{j+3},t}^{(j+3)}. \hspace{1cm} (1.4.27)$$

By comparison with (1.4.18), we recognise that

$$\hat{G}_{f,t}^{(0)}(x;\sigma,\tau) = G_{Q_0^0,t}^{(0)}(x;\sigma,\tau) + G_{Q_0^1,t}^{(1)}(x;\sigma,\tau) - \gamma_{j-1,0} G_{Q_0^j,t}^{(j+1)}(x;\sigma,\tau) - \gamma_{j-1} G_{Q_0^{j-1},t}^{(j+2)}(x;\sigma,\tau) - \gamma_{j-1} c_j G_{Q_0^{j+1},t}^{(j+3)}(x;\sigma,\tau)$$

$$= G_{f,t}(x;\sigma,\tau). \hspace{1cm} (1.4.28)$$

We denote by $C_{nm,\ell}$ a semi-short multiplet descended from a superconformal primary state belonging to $SU(4)$ representation $[n - m, 2m, n - m]$ and with spin $\ell$; the shortening conditions then require $\Delta - \ell = 2n + 2$. The contribution to the partial wave expansion of a semi-short multiplet is given by

$$G_{t}(C_{j+\beta-1+\beta,k};x;\sigma,\tau) = \hat{G}_{f,t}^{(j)}(x;\sigma,\tau) \left| f(x,\alpha) = \frac{1}{2} g_{1+\beta,j+k+2}(x) P_{1+\beta,j+k+2}(y) \right. \hspace{1cm} (1.4.29)$$

for $j \geq i + 1, k \geq 0$. With $\hat{f}(x,\alpha)$ as in (1.4.29), (1.4.26) gives

$$Q_0^j(x;\sigma,\tau) = g_{1+\beta,j+k+2}(x) P_{1+\beta,j+k+2}(\sigma,\tau),$$

$$Q_1^j(x;\sigma,\tau) = g_{1+\beta,j+k+2}(x) \left( \sum_{r=-1}^{1} \gamma_{i,r} P_{j+1+r}(\sigma,\tau) \right). \hspace{1cm} (1.4.30)$$
so it is clear that the lowest dimension contribution from the multiplet is given by
\( a_{j-1,j,k}(C_{j+\beta-1,i+j,k}) = 1 \). Remaining contributions may be calculated using (1.2.34).
We may extend (1.4.29) to the case \( k = -1 \), using
\[
G_t(C_{j+\beta-1,i+j,-1}) = \begin{cases} 
\gamma_{j,1}G_t(B_{j+\beta+1} + \gamma_{j,1}\gamma_{j,1+1}G_t(B_{j+\beta+1}+j+1)), & j > i, \\
\gamma_{j,1}(G_t(B_{j+\beta+j} - \gamma_{j,1}\gamma_{j,1+1}G_t(B_{j+\beta+1}+j+1))), & j = i,
\end{cases}
\] (1.4.31)
where the first case follows from (0.3.6). For \( n > m \), \( B_{nm} \) is a \( \frac{1}{4} \)-BPS short multiplet, whereas \( B_{nm} \) is a \( \frac{1}{2} \)-BPS multiplet. The contributions of short multiplets are given explicitly in Section 1.4.3.

We may combine two contributions of the form (1.4.27) to form those of a long multiplet. First, we note that
\[
\mathcal{F}_t^{(j)} = \delta_{ij} Q^0_j + \delta_{ij+1} (Q^1_j - \gamma_{j-1,0}Q^0_j + \gamma_{j-1,1}Q^0_{j-1}) + \delta_{ij+2} (\gamma_{j-1,1}Q_{j-1} - \gamma_{j,0}Q^0_{j-1} + c_j Q^0_j) + \delta_{ij+3} \gamma_{j-1}c_{j+1} Q^0_{j-1} \] (1.4.32)
satisfies
\[
\mathcal{F}_t^{(j)} + \gamma_{j,1}\mathcal{F}_t^{(j+1)} = c_{ij} Q^0_j. \] (1.4.33)
By comparison of the above with (1.4.27), (1.4.11), we see that
\[
\hat{G}_{j,t}^{(j)}(x;\sigma,\tau) + \gamma_{j,1}\hat{G}_{j,t}^{(j+1)}(x;\sigma,\tau) = \left( \alpha - \frac{1}{x} \right) \left( \bar{\alpha} - \frac{1}{x} \right) \sum_k c_{jk} \mathcal{H}_{j,t,k}^{(j)}(1.4.34)
\]
reflecting the decomposition (0.3.5). Using (1.4.28), (1.4.34), we may rewrite (1.4.10) by replacing \( \mathcal{G}_{j,t} \) with \( \hat{G}_{j,t}^{(j)} \), \( J = 0, 1, \ldots \), if we compensate by progressively modifying \( \mathcal{H} \). This reflects the ambiguity in the free theory, where contributions from pairs of semi-short operators are indistinguishable from those of long operators at the unitarity bound. Specifically,
\[
\mathcal{G}_t(x;\sigma,\tau) = k \mathcal{G}_t(B_{\beta};x) + (\gamma_{0,1} \cdots \gamma_{j-1,1})\hat{G}_{j,t}^{(j)}(x;\sigma,\tau) + \mathcal{G}_{\mathcal{H}_k}(x;\sigma,\tau), \] (1.4.35)
where
\[
\hat{\mathcal{H}}_k(x;\sigma,\tau) = \mathcal{H}_k(x;\sigma,\tau) + \sum_{j=0}^{J-1} (-1)^j (\gamma_{0,1} \cdots \gamma_{j-1,1}) \left( \delta_{kj} Q^0_{j}(x;\sigma,\tau) - Q^0_{j,k}(\sigma,\tau) g^{(j,j+1)}_{j+1,\beta} \right) \] (1.4.36)
and we note
\[
(-1)^j (\gamma_{0,1} \cdots \gamma_{j-1,1}) = \frac{(-1)^j j!}{(2\beta + j + 1)^{j}}. \] (1.4.37)
For the \( \langle 2p2p \rangle \) correlation function, setting \( J = 2 \) removes the contributions of any semi-short multiplets with non-unitary twist.
For the full decomposition into supermultiplet contributions, we need to separate those of short multiplets. Extending (1.4.16), we may write

\[
\hat{f}(x, \alpha) = \hat{f}_j(x, \alpha) + \sum_{\ell=0}^{\hat{j}} \hat{f}_\ell(\alpha) g_{1+\beta, \ell+1}(x) = \hat{f}_j(x, \alpha) + \sum_{\ell=0, \cdots, \hat{j}} b_{n,\ell} P_n^{(\beta, -\beta)}(y) g_{1+\beta, \ell+1}(x),
\]

and using (1.4.29), (1.4.31),

\[
\hat{G}^{(j)}_{f_j, t} - \hat{G}^{(j)}_{f, t} = \hat{G}^{(j)}_{f_j, t} \hat{f} = \hat{f}_{j-1} - \hat{f}_j = \sum_{n=0}^{\hat{j}} b_{n,j} G_n^{(\beta, -\beta)}(\gamma, \beta, t, n+\beta, -1)
\]

\[
= 2 \sum_{n=0}^{\hat{j}} b_{n,j} G_l(C_{j+\beta-1 n+\beta, -1})
\]

\[
= 2 \gamma_{j, 1} \left( b_{j, j} G_l(B_{j}) - \gamma_{j, 1} \gamma_{j+1, 1} G_l(B_{j+1}) \right) + \sum_{i=0}^{j-1} b_{i,j} G_l(B_{ji}).
\]

We thus modify (1.4.34),

\[
\hat{G}^{(j)}_{f_j, t} + \gamma_{j, 1} \hat{G}^{(j+1)}_{f_j, t} = \hat{G}^{(j)}_{f_j, t} - \gamma_{j, 1} \left( \hat{G}^{(j+1)}_{f_j, t} - \hat{G}^{(j+1)}_{f_{j+1}, t} \right)
\]

\[
= -2 \gamma_{j, 1} \gamma_{j+1, 1} \left( b_{j, j+1, j+1} G_l(B_{j+2 j+2}) \right) + \sum_{i=0}^{j-1} b_{i,j+1} G_l(B_{j+1 i}) + \hat{G}_{H, t} \mid_{k} = \hat{H}^{(j)}_{Q_j^{0}, k}
\]

where with \( \hat{f} \rightarrow \hat{f}_j \) we correspondingly take \( \mathcal{Q}_j^0 \rightarrow \mathcal{Q}_j^0 = \mathcal{Q}_j^0 - \sum_{k=0}^{j} \mathcal{Q}_j^{0, k} \) (thus \( \hat{Q}_{j, k}^0 = 0 \) for \( k \leq j \)). Hence we may identify contributions from short, semi-short and long multiplets, writing

\[
\mathcal{G}_l = (k + b_{0,0}) G_l(B_{00}) + 2 \sum_{j=1}^{J-1} (-1)^j (\gamma_{0,1} \cdots \gamma_{j,1}) (b_{j, j} + \gamma_{j-1,1} b_{j-1, j-1}) G_l(B_{jj})
\]

\[
+ 2 (-1)^j (\gamma_{0,1} \cdots \gamma_{j,1}) \gamma_{j-1,1} b_{j-1, j-1} G_l(B_{JJ})
\]

\[
+ 2 \sum_{j=1}^{J} (-1)^j (\gamma_{0,1} \cdots \gamma_{j,1}) \sum_{i=0}^{j-1} b_{i,j} G_l(B_{ji})
\]

\[
+ (1)^J (\gamma_{0,1} \cdots \gamma_{j-1,1}) \hat{G}^{(j)}_{f_j, t} + \mathcal{G}_{H, t}.
\]

The contribution from semi-short multiplets is contained in

\[
\hat{G}^{(j)}_{f_j, t} = 2 \sum_{n,\ell, t} b_{n, j+\ell t+1} G_l(C_{j+1 n, \ell})
\]

and that of long multiplets is given by \( \mathcal{G}_{H, t} \), where \( \hat{H} \) is modified from (1.4.36) by \( \mathcal{Q}_j^0 \rightarrow \mathcal{Q}_j^0 \). To account for contributions from short and semi-short multiplets in the \( 2p \rightarrow 2p \) (or \( 22 \rightarrow pp \)) channel, we identify \( J = 2 \), giving
\[ G_t = (k + b_{0,0})G_t(B_{00}) - 2\gamma_{0,1}\gamma_{1,1}(b_{1,1} + \gamma_{0,1}b_{0,0})G_t(B_{11}) + 2\gamma_{0,1}\gamma_{1,2}\gamma_{2,1}b_{1,1}G_t(B_{22}) \]
\[ - 2\gamma_{0,1}\gamma_{1,1}b_{0,1}G_t(B_{10}) + 2\gamma_{0,1}\gamma_{1,1}\gamma_{2,1}(b_{0,2}G_t(B_{20}) + b_{1,2}G_t(B_{20})) \]
\[ + 2 \sum_{\ell \geq 0} \left( b_{0,\ell+3}G_t(C_{10,\ell}) + b_{1,\ell+3}G_t(C_{11,\ell}) \right) + G_{\ell,\ell}, \quad (1.4.43) \]

\[ \mathcal{H}_j = \mathcal{H}_j + (\delta_{j0} \mathcal{Q}^0_0 - \mathcal{Q}^0_{0,j}g_{1+\beta,1}) - \gamma_{0,1}(\delta_{j1} \mathcal{Q}^0_1 - \mathcal{Q}^0_{1,j}g_{1+\beta,2}). \quad (1.4.44) \]

From the definition (1.4.26), writing \( \hat{f}(x, \alpha) \) as in (1.4.16), we have
\[ \mathcal{Q}^0_{j,k}(\sigma, \tau) = -2 \sum_n b_{n,k} P_n^{(0,2\beta)}(\sigma, \tau), \quad (1.4.45) \]

and using (1.2.30), (1.2.36), and the definition of \( \mathcal{Q}^0_j \), find
\[
\mathcal{Q}^0_{0,\ell} = \begin{cases} 
0, & \ell = 0, \\
-1, & \ell \geq 1;
\end{cases} \quad \mathcal{Q}^0_{1,\ell} = \begin{cases} 
0, & \ell = 0, 1, \\
b_{0,\ell}/\gamma_{0,1}, & \ell \geq 2.
\end{cases} \quad (1.4.46)
\]

The final contribution of long multiplets may thus be read from (1.4.44) via the expansion
\[ \mathcal{H}_j(x) = \sum_{\ell=0}^{\infty} \mathcal{H}_{j,\ell} g_{1+\beta,\ell+1}(x), \quad (1.4.47) \]

where by comparison with (1.4.7), we see that \( \mathcal{H}_{j,\ell} = A_{j,\ell-j-1}P_{00}^{(0,2\beta)} \), with \( P_{00}^{(0,2\beta)} \) a constant, given in (1.2.36). Hence we make the modification \( A_{j,\ell} \rightarrow \hat{A}_{j,\ell} = 2\gamma_{0,1}\mathcal{H}_{j,\ell+j+1} \); the modified terms are then
\[ A_{0,\ell} \rightarrow \hat{A}_{0,\ell} = A_{0,\ell} - 2b_{1,\ell+1} = 2(\gamma_{0,1}\mathcal{H}_{0,\ell+1} - b_{1,\ell+1}), \]
\[ A_{1,\ell} \rightarrow \hat{A}_{1,\ell} = A_{1,\ell} - 2\gamma_{0,1}b_{0,\ell+2} = 2\gamma_{0,1}(\mathcal{H}_{1,\ell+2} - b_{0,\ell+2}). \quad (1.4.48) \]

### 1.4.3 Results for Short and Semi-Short Multiplets

We here work out more fully the contributions of a short or semi-short multiplet. Taking \( \hat{f}(x, \alpha) = \frac{1}{2}g_{1+\beta,j+k+2}(x)P_{1}^{(0,2\beta)}(y) \), it follows that \( \mathcal{Q}^0_j, \mathcal{Q}^1_j \) are as given in (1.4.30); then (1.4.25) gives
\[
\begin{align*}
\mathcal{G}^{(j)}_{\mathcal{Q}^0_j,\ell,t} &= (\delta_{j,j} \sum_{i=0}^{\infty} c_{j,\ell+k+1}g_{1+\beta,n-1} - c_{j,\ell+k+1}g_{1+\beta,n-1}) P_{j-11}^{(0,2\beta)}; \\
\mathcal{G}^{(j+1)}_{\mathcal{Q}^1_j,\ell,t} &= (\delta_{j,j+1} \sum_{i=0}^{\infty} c_{j,\ell+k+1}g_{1+\beta,n-1} - c_{j,\ell+k+1}g_{1+\beta,n-1}) \left( \sum_{i=0}^{\infty} \gamma_{i,\ell} P_{j-11}^{(0,2\beta)} \right); \\
\mathcal{G}^{(j+1)}_{\mathcal{Q}^0_j,\ell,t} &= (\delta_{j,j+1} \sum_{i=0}^{\infty} c_{j,\ell+k+1}g_{1+\beta,n-1} - c_{j,\ell+k+1}g_{1+\beta,n-1}) P_{j-11}^{(0,2\beta)}; \\
\mathcal{G}^{(j+2)}_{\mathcal{Q}^1_j,\ell,t} &= (\delta_{j,j+2} \sum_{i=0}^{\infty} c_{j,\ell+k+1}g_{1+\beta,n-1} - c_{j,\ell+k+1}g_{1+\beta,n-1}) \left( \sum_{i=0}^{\infty} \gamma_{i,\ell} P_{j-21}^{(0,2\beta)} \right); \\
\mathcal{G}^{(j+2)}_{\mathcal{Q}^0_j,\ell,t} &= (\delta_{j,j+2} \sum_{i=0}^{\infty} c_{j,\ell+k+1}g_{1+\beta,n-1} - c_{j,\ell+k+1}g_{1+\beta,n-1}) P_{j-11}^{(0,2\beta)}; \quad (1.4.48)
\end{align*}
\]
\[ g^{(j+3)}_{Q_{j-1},t} = (\delta_{j,k} + 3 \sum_{n} c_{n,j+k+1} g_{1+\beta,n-1}^{(\beta,\beta)} - c_{t,j+k+2} g_{1+\beta,j+2}^{(\beta,\beta)}) P_{j-2i}^{(0,2\beta)}. \] (1.4.49)

Hence (1.4.27), (1.4.29), lead to

\[ g_{j+r}(C_{j+\beta-1,i+\beta,k}) = \sum_{s=0}^{3} a_{r,s} g_{1+\beta,j+s}^{(\beta,\beta)}, \]

\[ g_{j+r}(C_{j+\beta-1,i+\beta,k}) = - \sum_{s=0}^{3} a_{s,r} g_{1+\beta,j+s-1}^{(\beta,\beta)}. \] (1.4.50)

for \( r = 0, 1, 2, 3 \) with

\[ a_{0,s} = c_{j+k+s+1,j+k+1} P_{j-1}^{(0,2\beta)}; \]

\[ a_{1,s} = c_{j+k+s+1,j+k+1} (\gamma_{i,1} P_{j-1,i+1}^{(0,2\beta)} + (\gamma_{i,0} - \gamma_{j-1,0}) P_{j-1,i}^{(0,2\beta)} + \gamma_{i,-1} P_{j-1,i-1}^{(0,2\beta)}) ; \]

\[ a_{2,s} = c_{j+k+s+1,j+k+1} (\gamma_{i,1} P_{j-2,i+1}^{(0,2\beta)} + (\gamma_{i,0} - \gamma_{j-1,0}) P_{j-2,i}^{(0,2\beta)} + \gamma_{i,-1} P_{j-2,i-1}^{(0,2\beta)}) ; \]

\[ a_{3,s} = c_{j+k+s+1,j+k+1} \gamma_{j,-1} c_{j+1} P_{j-2i}^{(0,2\beta)}. \] (1.4.51)

The contribution of a semi-short multiplet to the conformal partial wave expansion is then given by

\[ \sum_{n,m} a_{nm,j+r+k+s+r}(C_{j+\beta-1,i+\beta,k}) P_{nm}^{(0,2\beta)} = a_{r,s}. \] (1.4.52)

To acquire the conformal partial wave contribution of short multiplets, we use (1.4.31), (1.4.50). For \( j > i \) and setting \( k = -1 \), we have

\[ g_{j+r}(B_{j+\beta,i+\beta}) = \sum_{s=0}^{4} b_{r,s} g_{1+\beta,j+s-1}^{(\beta,\beta)}, \quad \gamma_{j,i} b_{r,s} = a_{r,s} - a_{s,r}, \] (1.4.53)

which gives coefficients

\[ b_{0,1} = P_{j+1}^{(0,2\beta)}; \]

\[ b_{0,2} = \gamma_{j+1,i-1} P_{j+1,i-1}^{(0,2\beta)} + \gamma_{i,1} P_{j+1,i}^{(0,2\beta)} + (\gamma_{i,0} - \gamma_{j-1,0}) P_{j+1,i}^{(0,2\beta)} + \gamma_{i,-1} P_{j+1,i-1}^{(0,2\beta)}; \]

\[ b_{0,3} = \gamma_{j+1,i-1} (\gamma_{i,1} P_{j+1,i}^{(0,2\beta)} + (\gamma_{i,0} - \gamma_{j-1,0}) P_{j+1,i}^{(0,2\beta)} + \gamma_{i,-1} P_{j+1,i-1}^{(0,2\beta)}) + c_{j+1} P_{j+1,i}^{(0,2\beta)}; \]

\[ b_{0,4} = c_{j+2} \gamma_{j+1,-1} P_{j,0}^{(0,2\beta)}; \]

\[ b_{1,2} = \gamma_{j+1,-1} (\gamma_{i,1} P_{j+2,i}^{(0,2\beta)} + (\gamma_{i,0} - \gamma_{j-1,0}) P_{j+2,i}^{(0,2\beta)} + \gamma_{i,1} P_{j+1,i-1}^{(0,2\beta)}) + \gamma_{i,1} (\gamma_{i+1,1} P_{j+2,i}^{(0,2\beta)} + \gamma_{i,0} + \gamma_{i+1,0} - \gamma_{j-1,0} - \gamma_{j,0}) P_{j+1,i}^{(0,2\beta)} \]

\[ + (\gamma_{i,0} - \gamma_{j-1,0}) (\gamma_{i,0} - \gamma_{j,0}) + c_{i+1} c_{i+1} - c_{i}) P_{j+1,i}^{(0,2\beta)} + \gamma_{i,-1} (\gamma_{i+1,0} + \gamma_{i,0} - \gamma_{j-1,0} - \gamma_{j,0}) P_{j+1,i}^{(0,2\beta)} + \gamma_{i,-1} P_{j+1,i-1}^{(0,2\beta)}; \]

\[ b_{1,3} = \gamma_{j+1,-1} (\gamma_{i,1} P_{j+2,i}^{(0,2\beta)} + (\gamma_{i,0} - \gamma_{j-1,0}) P_{j+2,i}^{(0,2\beta)} + \gamma_{i,1} P_{j+1,i-1}^{(0,2\beta)}) \]

\[ + \gamma_{i,1} (\gamma_{i+1,1} P_{j+2,i}^{(0,2\beta)} + (\gamma_{i,0} + \gamma_{i+1,0} - \gamma_{j-1,0} - \gamma_{j+1,0}) P_{j+1,i}^{(0,2\beta)} \]

\[ + (\gamma_{i,0} - \gamma_{j-1,0}) (\gamma_{i,0} - \gamma_{j,0}) + c_{i+1} c_{i+1} - c_{i}) P_{j+1,i}^{(0,2\beta)} + \gamma_{i,-1} (\gamma_{i+1,0} + \gamma_{i,0} - \gamma_{j-1,0} - \gamma_{j,0}) P_{j+1,i}^{(0,2\beta)} + \gamma_{i,-1} P_{j+1,i-1}^{(0,2\beta)}; \]

\[ + \gamma_{i,1} (\gamma_{i,1} P_{j+1,i}^{(0,2\beta)} + (\gamma_{i,0} - \gamma_{j-1,0}) P_{j+1,i}^{(0,2\beta)} + \gamma_{i,-1} P_{j+1,i-1}^{(0,2\beta)}). \]
\[ b_{1,4} = c_j + 2 \gamma_j + 1 + \left( \gamma_j - 1 P_{j - 2 i}^{(0,2\beta)} + \gamma_{i - 1} P_{j - 1 i + 1}^{(0,2\beta)} + (\gamma_{i - 1} - \gamma_{j - 1}) P_{j - 1 i}^{(0,2\beta)} + (\gamma_{i - 1} - \gamma_{j - 1}) P_{j - 1 i - 1}^{(0,2\beta)} \right), \]
\[ b_{2,3} = \gamma_j - 1 \gamma_{j + 1 } + 1 \left( \gamma_{i + 1} P_{j - 2 i + 2}^{(0,2\beta)} + (\gamma_{i + 1} - \gamma_{j} - \gamma_{j + 1} - \gamma_{j + 1}) P_{j - 2 i + 1}^{(0,2\beta)} \right) + \left( (\gamma_{i + 1} - \gamma_{j + 1}) (\gamma_{i + 1} - \gamma_{j + 1}) + c_i + c_{i + 1} - c_{j + 1} \right) P_{j - 2 i + 1}^{(0,2\beta)} \]
\[ + \gamma_{i - 1} \left( \left( \gamma_{i + 1} - \gamma_{j + 1} + \gamma_{j} - \gamma_{j + 1} \right) P_{j - 2 i - 1}^{(0,2\beta)} + \gamma_{i - 1} P_{j - 2 i - 1}^{(0,2\beta)} \right) + c_j \gamma_{j + 1} - 1 \left( \gamma_{i - 1} P_{j - 1 i + 1}^{(0,2\beta)} + (\gamma_{i} - \gamma_{j} - \gamma_{j + 1}) P_{j - 1 i}^{(0,2\beta)} + \gamma_{i - 1} P_{j - 1 i - 1}^{(0,2\beta)} + c_j P_{j - 1 i}^{(0,2\beta)} \right), \]
\[ b_{2,4} = c_j + 1 \gamma_{j + 1} - 1 \gamma_{j + 1} - 1 P_{j - 2 i}^{(0,2\beta)}. \]

We may then read off the contribution to the conformal partial wave expansion, given by
\[ \sum_{n,m} a_{nm,j + r - 1} (B_{j + \beta i + \beta} P_{nm}^{(0,2\beta)} = b_{r,s}. \]

(1.4.55)

For \( j = i \), (1.4.50) decomposes into contributions from two \( \frac{1}{2} \)-BPS short multiplets, as given by (1.4.31). Making use of (1.2.30) for \( P_{nm}^{(0,2\beta)} \), \( n < m \), we obtain
\[ G_{j+i}(B_{j + \beta j + \beta}) = \sum_{s=r+1}^{3} \hat{b}_{s,s} g_{1+\beta,j+s-1}^{(2,-\beta)} - \sum_{s=0}^{r-1} \hat{b}_{s,s} g_{1+\beta,j+s}^{(2,-\beta)}, \]

(1.4.56)

where
\[ \hat{b}_{0,1} = P_{j j}^{(0,2\beta)}, \quad \hat{b}_{0,2} = \gamma_{j} - 1 P_{j j - 1}^{(0,2\beta)}, \quad \hat{b}_{0,3} = \gamma_{j} - 1 \gamma_{j + 1} - 1 P_{j j - 1}^{(0,2\beta)}; \]
\[ \hat{b}_{1,2} = \gamma_{j} - 1 \gamma_{j + 1} - 1 P_{j j - 2}^{(0,2\beta)}, \quad \hat{b}_{1,3} = \gamma_{j} - 1 \gamma_{j + 1} - 1 P_{j j - 2}^{(0,2\beta)}; \]
\[ \hat{b}_{2,3} = \gamma_{j} - 1 \gamma_{j + 1} - 1 P_{j j - 2}^{(0,2\beta)}; \]

(1.4.57)

In the case \( j = i = 1 \), we have \( \hat{b}_{0,1} = P_{11}^{(0,2\beta)}, \hat{b}_{0,2} = \gamma_{1} - 1 P_{10}^{(0,2\beta)}, \hat{b}_{0,3} = \gamma_{1} - 1 \gamma_{2} - 1 P_{00}^{(0,2\beta)}; \)
\[ \hat{b}_{1,2} = \hat{b}_{1,3} = \hat{b}_{2,3} = 0, \] giving conformal partial wave contributions
\[ a_{11,10}(B_{1+\beta 1+\beta}) = 1, \quad a_{10,11}(B_{1+\beta 1+\beta}) = \gamma_{1} - 1, \quad a_{00,12}(B_{1+\beta 1+\beta}) = \gamma_{1} - 1 \gamma_{2} - 1, \]

(1.4.58)

plus those given by symmetry (1.2.13), which agree with (1.4.22), (1.4.23); and at \( j = i = 0 \),
\[ a_{00,00}(B_{\beta\beta}) = -a_{00,1-2}(B_{\beta\beta}) = 1, \]

(1.4.59)

agreeing with (1.4.5).
1.4.4 Expansion in the $22 \rightarrow pp$ Channel

Performing a similar analysis for the $(22pp)$ correlator, with $p_1 = p_2 = 2, p_3 = p_4 = p$ we obtain from (1.2.8), (1.2.27) a conformal partial wave expansion for $\tilde{G}(u; \sigma, \tau)$,

$$\tilde{G}(u; \sigma, \tau) = \sum_{0 \leq m \leq n \leq 2} \sum_{t, \ell} a_{nm, t\ell} P_{nm}^{(0,0)}(\sigma, \tau) u^t G_{2t+\ell}^{(\ell)}(u; 0, 0). \quad (1.4.60)$$

We note that (1.4.60) is identical to (1.4.1) taken in the limit $\beta \to 0$. Thus all the results of Section 1.4.1 hold, if we substitute $\beta = 0$. In particular, the contributing conformal waves have lowest twist zero, we have

$$g^{(\beta, -\beta)}(x) \to g^{(0,0)}(x), \quad g_{1,j}(x') = (-1)^j g_{1,j}(x), \quad (1.4.61)$$

the identity for $g_{1,j}(x')$ following from (1.2.4), and

$$P_n^{(0,2\beta)}(y), P_{nm}^{(0,2\beta)}(\sigma, \tau) \to P_n^{(0,0)}(y), P_{nm}^{(0,0)}(\sigma, \tau) = P_n(y), P_{nm}(\sigma, \tau), \quad (1.4.62)$$

where $P_n$ are the Legendre polynomials, and $P_{nm}$ are 2-variable versions, defined analogously to (1.2.28), giving the contribution of the six $SU(4)_R$ representation $[n-m, 2m, n-m]$ present in the tensor product $[0, 2, 0] \otimes [0, 2, 0]$. Notably, $P_{00} = 1$. Correspondingly, (1.4.9) becomes

$$\gamma_{n,1} = \frac{n+1}{2(2n+1)}; \quad \gamma_{n,-1} = \frac{n}{2(2n+1)}; \quad \gamma_{n,0} = 0. \quad (1.4.63)$$

and (1.4.37) becomes

$$(-1)^j \gamma_{0,1} \gamma_{1,1} \cdots \gamma_{j-1,1} = \frac{(-1)^j j!}{(2\beta + j + 1)_j} \beta = 0 \to (-1)^j j! \frac{1}{(2j)!}. \quad (1.4.64)$$

In terms of superconformal multiplets, $B_{\beta} \to \mathcal{I}$, the unit operator, and $B_{1+\beta} \to \mathcal{B}_{11}$, the lowest $\frac{1}{2}$-BPS multiplet containing the energy momentum tensor.

1.5 Conformal Expansion in the Free Field

1.5.1 Free Field Expansion in the $2p \to 2p$ Channel

We now apply the conformal partial wave expansion (Section 1.4.1) to the free field result for the $2p \to 2p$ channel. We first consider the free field contribution $\mathcal{H}_0(u, v)$. We may write (1.4.5) as

$$x \bar{x}(x - \bar{x}) \mathcal{H}(u, v) = -\sum_{j=0}^{\infty} \mathcal{H}_j(x) g^{(\beta, -\beta)}_{1+\beta, j+1}(\bar{x}); \quad (1.5.1)$$
from (1.3.53) we have

\[ x\bar{x}(x - \bar{x})H_0(u, v) = (x^2\bar{x} - x\bar{x}^2) - a(x'\bar{x} - x\bar{x'}) - b(x'^2\bar{x} - x'\bar{x}^2). \]  

(1.5.2)

Thus by (1.2.19), (1.2.22), we have

\[ H_{j,\text{Free}}(x) = \beta_{j+1} + (b)x^2 - \beta_{j+1} - 1 \]

Thus we find

\[ H_{j,\text{Free}}(x) = 2^\beta x^2 - \beta_j \]

(1.5.4)

Applying (1.2.18), (1.2.21) again we may make the further expansion (1.4.47) to obtain

\[ H_{j,\ell,\text{Free}} = 2^\beta x^2 - \beta_j \]

(1.5.5)

Similarly, to find the contribution of \( \hat{f}(x, \alpha) \), we may write (1.3.52) as

\[ \hat{f}(x, \alpha) = \frac{1}{2\beta + 1} \left( x^2 - ax + bx^2 - ax' \right) P_1^{(0,2\beta)}(y) \]

(1.5.6)

where we have made use of the results of Section 1.3.3, namely (1.3.31), which gives
us $c = (2\beta + 1)a$. Comparing with \(1.4.10\), and again using \(1.2.19\), \(1.2.22\), we find

$$b_{0,\ell} = \frac{1}{2\beta + 2} \frac{\ell!}{(2\beta + \ell + 1)} \left[ \frac{(2\beta + \ell)}{(2\beta + \ell + 2)} (\ell - 1) - (2\beta + 3) \right]$$

$$b_{1,\ell} = \frac{1}{2\beta + 2} \frac{\ell!}{(2\beta + \ell + 1)} \left[ \frac{(2\beta + \ell + 1)}{\ell} + \frac{(2\beta + \ell)}{\ell} a - (\ell - 1) \right].$$

(1.5.7)

These satisfy $b_{0,1} = b_{1,0} = 0$. Thus from \(1.4.43\), the lowest twist contribution from shortened multiplets is that of the $\frac{1}{2}$-BPS multiplet $B_{\beta \beta}$, twist $2\beta$, given by

$$k + b_{0,0} = b,$$

(1.5.8)

and at twist $2\beta + 2$ we have the contribution of the $\frac{1}{2}$-BPS multiplet $B_{1+\beta 1+\beta}$,

$$-2\gamma_0 1 \gamma_1 (b_{1,1} + \gamma_0 b_{0,0}) = \frac{4a}{(2\beta + 3)(2\beta + 4)}.$$

(1.5.9)

Other shortened multiplets contribute to the partial wave expansion with twist $2\beta + 4$, namely the $\frac{1}{4}$-BPS short multiplet $B_{2+\beta 2+\beta}$, which appears with coefficient

$$2\gamma_0 1 \gamma_2 b_{1,1} = \frac{24(a + b + 1)}{(2\beta + 3)(2\beta + 4)^2(2\beta + 5)(2\beta + 6)};$$

(1.5.10)

$\frac{1}{4}$-BPS short multiplets $B_{2+\beta \beta}, B_{2+\beta 1+\beta}$, coefficients

$$2\gamma_0 1 \gamma_1 \gamma_2 b_{0,2} = \frac{12((2\beta + 1)(2\beta + 2) - (2\beta + 1)(2\beta + 3)a + 2b)}{(2\beta + 3)(2\beta + 4)(2\beta + 5)(2\beta + 6)},$$

(1.5.11)

$$2\gamma_0 1 \gamma_1 \gamma_2 b_{1,2} = \frac{24((2\beta + 2) + \beta a - 2b)}{(2\beta + 3)(2\beta + 4)(2\beta + 5)(2\beta + 6)},$$

(1.5.12)

respectively; and the semi-short multiplets $C_{1+\beta \beta \ell}, C_{1+\beta 1+\beta \ell}$, respectively $\frac{1}{4}$-BPS, $\frac{1}{2}$-BPS with coefficients $2b_{0,\ell+3}, 2b_{1,\ell+3}$.

Contributions of long multiplets are in general given by $\hat{A}_{j\ell} = 2\gamma_0 1 \mathcal{H}_{j,\ell+j+1}$, with $\mathcal{H}_{j,\ell}$ as in \(1.5.5\). As given by \(1.4.48\), modifications occur at $j = 0$, where we have

$$\hat{A}_{0\ell} = 2(\gamma_0 1 \mathcal{H}_{0,\ell+1} - b_{1,\ell+1}) = 0,$$

(1.5.13)

thus removing any contribution from non-unitary long multiplets $A_{\beta \beta \ell}$ with twist $\Delta - \ell \leq 2\beta$, and for $j = 1$, when

$$\hat{A}_{1\ell} = 2\gamma_0 1 (\mathcal{H}_{1,\ell+2} - b_{0,\ell+2}) = 2\gamma_0 1 \frac{(\ell+2)!}{(2\beta + \ell + 3)_{\ell+2}} \left[ \frac{(2\beta + \ell + 2)!}{\ell+2} + (-1)^{\ell}(2\beta + 1) \right] a.$$

(1.5.14)
1.5.2 Free Field Expansion in the $22 \to pp$ Channel

From the results of Section 1.4.4 Section 1.3.3 we analyse the partial wave contributions from the free field to the $\langle 22pp \rangle$ correlation function. First considering $\hat{\mathcal{H}}_0(u, v)$, given by (1.3.47), from which we have

$$x\hat{x}(x - \bar{x})\hat{\mathcal{H}}_0(u, v) = b\left((x^2 \hat{x} - x\hat{x}^2) - (x'^2 \hat{x}' - x'\hat{x}'^2)\right) - (p - 1)a(x\hat{x} - \bar{x} \hat{x}'), \quad (1.5.15)$$

as before using (1.3.31), this time in the form $c = (p - 1)a$. In this channel, (1.5.1) becomes

$$x\hat{x}(x - \bar{x})\hat{\mathcal{H}}(u, v) = -\sum_{j=0}^{\infty} \hat{\mathcal{H}}_j(x) g_{1,j+1}(\bar{x}); \quad (1.5.16)$$

now with

$$\beta_{j+1,k+1} = \beta'_{j+1,k+1} = (-1)^{k+1} \frac{j}{k} \frac{(k + 1)j}{(j + 1)j}, \quad (1.5.17)$$

we proceed as in the previous section, first obtaining

$$\hat{\mathcal{H}}^{(\text{Free})}_j = \frac{j^{12}_{\ell}}{(2j)!(2\ell)!} \left[ b(x^2 + (-1)^j x'^2) + (j(j + 1)b - (1)^j(p - 1)a)(x + (-1)^j x') \right] \quad (1.5.18)$$

and then

$$\hat{\mathcal{H}}^{(\text{Free})}_{j,\ell} = \frac{j^{12}_{\ell} \ell^{12}}{(2j)!(2\ell)!} \left[ (1 - (-1)^j)^{\ell + \ell} \left[ b(\ell(\ell + 1) - j(j + 1)) + (1)^j(p - 1)a \right] \right]. \quad (1.5.19)$$

Since $P_{00} = 1$, we have in this channel $\hat{\mathcal{H}}_{j,\ell} = A_{j,\ell - j - 1}$, and thus for $\ell$ even,

$$A_{\ell} = 2 \frac{\ell^{12}(\ell + 1)^2}{(2\ell)!}(2\ell + 2)\left((\ell + 1)(\ell + 2t + 2) + (-1)^t(p - 1)a\right), \quad (1.5.20)$$

with $A_{\ell} = 0$ for $\ell$ odd.

For the $\hat{f}(x, \alpha)$ contribution, we write (1.3.43) as

$$\hat{f}(x, \alpha) = \frac{1}{2} \left( b(\hat{x}^2 + \hat{x}'^2) - (p - 1)a(x\hat{x} + x') \right) P_1(y)$$

$$+ \frac{1}{2} \left( b(\hat{x}^2 - \hat{x}'^2) + ((p + 1)a + 2b)(x - x') \right) P_0(y), \quad (1.5.21)$$

which with

$$\hat{f}(x, \alpha) = \sum_{\ell=0,1,...} \sum_{n=0,1} b_{n,\ell} P_n(y)g_{1,\ell+1}(x) \quad (1.5.22)$$

gives

$$b_{n,\ell} = \frac{\ell^{12}}{(2\ell)!} \left[ (\ell(\ell + 1) - 2)b - (p + 1)a \right], \quad \ell = 0, 2, \ldots, \quad (1.5.23)$$

$$b_{1,\ell} = \frac{\ell^{12}}{(2\ell)!} \left[ \ell(\ell + 1)b + (p - 1)a \right], \quad \ell = 1, 3, \ldots.$$
of the identity operator $I$ is given by

$$\tilde{k} + b_{0,0} = 1,$$

(1.5.24)

necessary for consistency with our normalisation. At twist two, the contribution corresponding to the $\frac{1}{2}$-BPS short multiplet $B_{11}$ containing the energy momentum tensor is

$$-2\frac{2!}{4!}(b_{1,1} + \gamma_{0,1}b_{0,0}) = \frac{1}{3}a. \quad (1.5.25)$$

At twist four, there is no contribution from $B_{21}$, since $b_{1,2} = 0$; we have contributions from $\frac{1}{2}$-BPS $B_{22}$ and $\frac{1}{4}$-BPS $B_{20}$, coefficients

$$2\frac{3!}{6!}\gamma_{1,1}b_{1,1} = \frac{1}{60}(2b + (p - 1)a), \quad 2\frac{3!}{6!}b_{0,2} = \frac{1}{60}(4b - (p + 1)a) \quad (1.5.26)$$

respectively. Semi-short twist four multiplets $C_{10,\ell}, C_{11,\ell}$ contribute for $\ell$ odd, even respectively, coefficients $2\frac{3!}{6!}\gamma_{1,1}b_{1,1}, 2\frac{3!}{6!}b_{0,2}$.

Contributions from long multiplets $A_{00,\ell}$ are given by $\hat{A}_{0,\ell}$, where $A$ has been modified to cancel non-unitary contributions. In particular, at zero twist

$$\hat{A}_{0,\ell} = A_{0,\ell} - 2b_{1,\ell+1} = 0. \quad (1.5.27)$$

There is also a modification at twist two,

$$\hat{A}_{1,\ell} = A_{1,\ell} - b_{0,\ell+2} = 2\frac{(\ell + 2)!}{(2\ell + 4)!}a = \frac{(\ell + 1)!(\ell + 2)!}{(2\ell + 3)!}a. \quad (1.5.28)$$

### 1.6 Colour Contractions

Here we attempt to calculate values, in some specific cases, for the constant $b$ described in Section 1.3.2. Explicit values for the constants $a$ and $c$, which are trivially determined by (1.3.30), are also stated in these cases, for the sake of completeness.

As previously, $\{T_a\}$ are the generators of $SU(N)$, obeying (1.3.26), (1.3.27), and also satisfying the fusion and fission rules,

$$\text{tr}(T_aA)\text{tr}(T_bB) = \frac{1}{2}(\text{tr}(AB) - \frac{1}{N}\text{tr}(A)\text{tr}(B)), \quad (1.6.1a)$$

$$\text{tr}(T_aAT_bB) = \frac{1}{2}(\text{tr}(A)\text{tr}(B) - \frac{1}{N}\text{tr}(AB)). \quad (1.6.1b)$$

#### 1.6.1 The $p = 2$ Case

In the case that $p = 2$, we are evaluating the correlation function of four $\frac{1}{2}$-BPS operators $\varphi^{(2)}$, all with colour structure $X_{ab} = \text{tr}(T_aT_b) = \frac{1}{2}\delta_{ab}$; thus

$$X^L, X^R = \frac{1}{4}\delta_{ab}\delta_{ab} = \frac{1}{4}(N^2 - 1), \quad X^{L*}_a X^{R*}_b = \frac{1}{4}\delta_{aa}\delta_{bb} = \frac{1}{4}(N^2 - 1)^2. \quad (1.6.2)$$
Hence by (1.3.30)

\[ a = c = \frac{4}{N^2 - 1}, \quad b = 1. \]  

(1.6.3)

This gives us for the \(22 \rightarrow pp\) channel, from (1.3.41), (1.3.43), (1.3.47)

\[ \tilde{k} = 3(1 + a), \]  

(1.6.4a)

\[ \hat{f}(x, \alpha) = (2x^2 + x' - a(x + x')) \alpha - (x'^2 - (1 + 2a)x + (1 + a)x'), \]  

(1.6.4b)

\[ \tilde{\mathcal{H}}_0(u, v) = 1 + \frac{1}{v^2} + a \frac{1}{v}, \]  

(1.6.4c)

with \(a\) as in (1.6.3). For the \(2p \rightarrow 2p\) channel, from (1.3.51c), (1.3.52), (1.3.53) we find

\[ \hat{f}(x, \alpha) = \hat{f}(x, \alpha), \quad \tilde{\mathcal{H}}_0(u, v) = \tilde{\mathcal{H}}_0(u, v), \]  

(1.6.5)

reflecting the fact that we have now a correlation function of four identical operators, with a correspondingly enhanced degree of crossing symmetry. The results match those in [2, (3.7),(3.8)] for the correlator of four \(\Delta = 2\) operators \(\langle \phi^{(2)} \phi^{(2)} \phi^{(2)} \phi^{(2)} \rangle\).

### 1.6.2 The \(p = 3\) Case

In the \(p = 3\) case, the two \(\Delta = 3\) operators necessarily have a single-trace structure,

\[ X^L_{abc} = X^R_{abc} = \text{tr}(T_a T_b T_c) = \frac{1}{2} \text{tr}(T_a \{T_b, T_c\}). \]  

(1.6.6)

It follows directly from (1.3.30) that

\[ a = \frac{6}{N^2 - 1}, \quad c = 2a = \frac{12}{N^2 - 1}. \]  

(1.6.7)

From (1.3.30), \(b\) is proportional to

\[ X^L_{abc} = X^R_{abc} = \text{tr}(T_a T_b T_c) \text{tr}(T_b T_a T_c), \]  

(1.6.8)

and using the cyclic property of the trace, along with (1.3.27) and that the \(SU(N)\) generators \(T_a\) are themselves traceless, we see that

\[ \text{tr}(T_a T_a T_c) = \text{tr}(T_a T_a T_c) = \text{tr} \left( \frac{N^2 - 1}{2N} T_c \right) = 0. \]  

(1.6.9)

Hence in this case

\[ b = 0. \]  

(1.6.10)
Inserting these results into (1.3.41), (1.3.43), (1.3.47) gives for the $22 \rightarrow pp$ channel

\[ \tilde{k} = 1 + 4a, \]  
\[ \hat{f}(x, \alpha) = a(3x - x' - 2(x + x')\alpha), \]  
\[ \hat{H}_0(u, v) = 2a \frac{1}{v}, \]

with $a = \frac{6}{N^2 - 1}$ as in (1.6.7); and in the $2p \rightarrow 2p$ channel, from (1.3.51c), (1.3.52), (1.3.53),

\[ k = \tilde{k} = 1 + 4a, \]  
\[ \hat{f}(x, \alpha) = (x^2 - a(x + x')) \alpha + (x + 2a(x - x')) , \]  
\[ \hat{H}_0(u, v) = 1 + a \frac{1}{v}. \]

Although not necessary for the calculation of $b$, we will also obtain an explicit value for $X_L^L \cdot X_R^R$; this will come in useful later when comparing results with those subject to different normalisation conventions. We use the cyclic property of the trace and the fusion and fission rules, (1.6.1), to find firstly

\[
\text{tr}(\{T_a, T_b\} \{T_a, T_b\}) = 2 \text{tr}(T_a T_b T_a T_b) + 2 \text{tr}(T_a T_b T_a T_b) \\
= 2 \cdot \frac{1}{2} \left( \text{tr}(T_b) \text{tr}(T_b) - \frac{1}{N} \text{tr}(T_b T_b) \right) + 2 \text{tr}\left( \left[ \frac{1}{2N}(N^2 - 1) \right]^2 \right) \\
= - \frac{N^2 - 1}{2N} + \frac{(N^2 - 1)^2}{2N} = - \frac{(N^2 - 1)(N^2 - 2)}{2N}. \tag{1.6.13}
\]

Hence,

\[
X_{abc}^L X_{abc}^R = \frac{1}{4} \text{tr}(T_a \{T_b, T_c\}) \text{tr}(T_a \{T_b, T_c\}) \\
= \frac{1}{4} \cdot \frac{1}{2} \left( \text{tr}(\{T_b, T_c\} \{T_b, T_c\}) - \frac{1}{N} \text{tr}(\{T_b, T_c\} \text{tr}(\{T_b, T_c\})) \right) \\
= \frac{1}{8} \left( \frac{(N^2 - 1)(N^2 - 2)}{2N} - \frac{1}{N} \delta_{bc} \delta_{bc} \right) = \frac{(N^2 - 1)(N^2 - 4)}{16N}. \tag{1.6.14}
\]

### 1.6.3 The Large $N$ Limit, $p \geq 4$

For the general $p > 3$ case, involved trace computations are required to exactly find the coefficient $b$. Colour structures other than the single-trace operators which appear in the $p = 2, 3$ cases are also possible. However, if we consider only single-trace operators, writing $X^L = X^R = X^{(p)}$ where

\[
X_{a_1 \ldots a_p}^{(p)} = \text{tr}(T_{a_1} \ldots T_{a_p}), \tag{1.6.15}
\]

then we may successfully calculate the leading order behaviour for $b$ in the large $N$ limit. As previously noted, the constants $a, c$ are independent of the colour structure,
and their large $N$ values may be read directly from (1.3.30), giving

$$a \simeq \frac{2p}{N^2}, \quad c = (p-1)a \simeq \frac{2p(p-1)}{N^2},$$

where $\simeq$ denotes that sub-dominant terms for large $N$ have been dropped. Using the identities for $T_a$ (1.3.26–1.3.27), and fusion and fission rules (1.6.1), we consider the two colour contractions appearing in the expression for identities for $T$ which substituted into (1.3.30) gives the large $N$ values may be read directly from (1.3.30), giving

$$X^{(p)} \cdot X^{(p)} = \text{tr} \left( T_{a_1} \ldots T_{a_p} \right) \text{tr} \left( T_{a_1} \ldots T_{a_p} \right)
\simeq \frac{1}{(p-1)!} \text{tr} \left( T_{a_1} \ldots T_{a_p} \right) \text{tr} \left( T_{a_p} \ldots T_{a_1} \right)
\simeq \frac{1}{2} \frac{1}{(p-1)!} \text{tr} \left( T_{a_1} \ldots T_{a_{p-1}}, T_{a_{p-1}} \ldots T_{a_1} \right) = \frac{N^p}{2^p(p-1)!},$$

which we note gives the correct leading-order behaviour in (1.6.2), (1.6.14) for $p=2, 3$. If $p \geq 4$, we may write

$$X^{(p)} \cdot X^{(p)} = \text{tr} \left( T_{a_1} \ldots T_{a_{p-2}} T_b T_d \right) \text{tr} \left( T_{a_1} \ldots T_{a_{p-2}} T_d T_d \right)
\simeq \left( \frac{2}{p-1} \right)^2 \text{tr} \left( T_b T_d T_{a_1} \ldots T_{a_{p-2}} \right) \text{tr} \left( T_d T_d T_{a_1} \ldots T_{a_{p-2}} \right)
= \left( \frac{N}{p-1} \right)^2 X^{(p-2)} \cdot X^{(p-2)} \simeq \frac{4N^p}{2^p(p-1)!} \left( \frac{p-2}{p-1} \right).$$

From (1.6.17), (1.6.18), we deduce

$$\frac{X^{(p)} \cdot X^{(p)}}{X^{(p)} \cdot X^{(p)}} \simeq 4 \left( \frac{p-2}{p-1} \right),$$

which substituted into (1.3.30) gives the large $N$ behaviour of the coefficient $b$, for single-trace operators $X^{(p)}$, $p \geq 4$, namely

$$b \simeq \frac{2p(p-2)}{N^2} \simeq (p-2)a.$$

We may check the results (1.6.17), (1.6.18) against explicit calculations for low $p$, e.g. for $p = 4, 5, 6$ we have

$$X^{(4)} \cdot X^{(4)} = \frac{(N^2-1)(N^4-6N^2+18)}{96N^2}, \quad X^{(4)} \cdot X^{(4)} = \frac{(N^2-1)(2N^2-3)^2}{144N^2},$$
$$X^{(5)} \cdot X^{(5)} = \frac{(N^2-1)(N^2-4)(N^4+24)}{768N^3}, \quad X^{(5)} \cdot X^{(5)} = \frac{(N^2-1)(N^2-4)(N^2-2)^2}{256N^3},$$
$$X^{(6)} \cdot X^{(6)} = \frac{(N^2-1)(N^6+6N^8-60N^4+600)}{7680N^4}, \quad X^{(6)} \cdot X^{(6)} = \frac{(N^2-1)(4N^8-26N^6+155N^4-450N^2+450)}{9600N^4}.$$

We may also consider alternative colour structures, for example writing $X^L, X^R$ as products of the maximum number of traces. Since the $T_a$ are traceless, this implies...
\(X^L = X^R = \bar{X}^{(p)}\), where

\[
\bar{X}^{(p)}_{a_1 \ldots a_p} = \begin{cases} 
\text{tr} (T_{a_1} T_{a_2}) \text{tr} (T_{a_3} T_{a_4}) \cdots \text{tr} (T_{a_{p-1}} T_{a_p}), & p \text{ even,} \\
\text{tr} (T_{a_1} T_{a_2} T_{a_3}) \text{tr} (T_{a_4} T_{a_5}) \cdots \text{tr} (T_{a_{p-1}} T_{a_p}), & p \text{ odd.}
\end{cases}
\] (1.6.21)

Considering leading order terms in the large \(N\) limit gives

\[
\bar{X}^{(p)} \cdot \bar{X}^{(p)} \simeq \begin{cases} 
\frac{(\frac{p}{2})! N_p}{2^p p!}, & p \text{ even,} \\
\frac{3(\frac{p-3}{2})! N_p}{2^{\frac{p-1}{2}} p!}, & p \text{ odd,}
\end{cases}
\] (1.6.22)

and

\[
\bar{X}^{(p)}_{bb} \cdot \bar{X}^{(p)}_{dd} \simeq \begin{cases} 
\left(\frac{N^2}{2(p-1)}\right)^2 \bar{X}^{(p-2)} \cdot \bar{X}^{(p-2)}, & p \text{ even,} \\
\left(\frac{(p-3)N^2}{2p(p-1)}\right)^2 \bar{X}^{(p-2)} \cdot \bar{X}^{(p-2)}, & p \text{ odd.}
\end{cases}
\] (1.6.23)

Thus we obtain

\[
\frac{\bar{X}^{(p)}_{bb} \cdot \bar{X}^{(p)}_{dd}}{\bar{X}^{(p)} \cdot \bar{X}^{(p)}} \simeq \begin{cases} 
\frac{N^2}{p-1}, & p \text{ even,} \\
\frac{(p-3)N^2}{p(p-1)}, & p \text{ odd,}
\end{cases}
\] (1.6.24)

giving \(b\) leading order behaviour of \(O(1)\) for this structure of operator. Again we may check (1.6.17), (1.6.18) for explicit values of \(p\); we have

\[
\bar{X}^{(4)} = \frac{(N^2-1)(N^2+1)}{48}, \\
\bar{X}^{(5)} = \frac{(N^2-1)(N^2-4)(N^2+5)}{640N}, \\
\bar{X}^{(6)} = \frac{(N^2-1)(N^2+1)(N^2+3)}{960N}, \\
\bar{X}^{(7)} = \frac{(N^2-1)(N^2-4)(N^2+5)(N^2+7)}{26880N},
\]

\[
\bar{X}^{(4)}_{bb} \cdot \bar{X}^{(4)}_{dd} = \frac{(N^2-1)(N^2+1)^2}{144}, \\
\bar{X}^{(5)}_{bb} \cdot \bar{X}^{(5)}_{dd} = \frac{(N^2-1)(N^2-4)(N^2+5)^2}{6400N}, \\
\bar{X}^{(6)}_{bb} \cdot \bar{X}^{(6)}_{dd} = \frac{(N^2-1)(N^2+1)(N^2+3)^2}{4800}, \\
\bar{X}^{(7)}_{bb} \cdot \bar{X}^{(7)}_{dd} = \frac{(N^2-1)(N^2-4)(N^2+5)(N^2+7)^2}{282240N}.
\]
Chapter 2

Beyond the Free Theory

2.1 Large $N$, Strong Coupling Results

As previously noted, dynamical contributions to the four point function of chiral primary operators are contained entirely within the function $\mathcal{H}$. Results in the large $N$ limit may be obtained via the AdS/CFT correspondence, expressible in terms of conformal four point integrals (0.4.9), from which we may define two-variable functions $D_{\Delta_1\Delta_2\Delta_3\Delta_4}(u,v)$ of the conformal invariants for arbitrary $\Delta_i$, (0.4.10). The properties of these functions are well-known, and they satisfy various symmetries and other relations [6],[11], which have been quoted in Section 0.4.2.

2.1.1 The $22 \rightarrow pp$ Channel

We write the four point function $\langle \varphi^{(2)} \varphi^{(2)} \varphi^{(p)} \varphi^{(p)} \rangle$ in terms of $\tilde{G}(u,v;\sigma,\tau)$, as in (1.3.1). Simplification of the results [12] from the supergravity approximation in this channel, as detailed in Section 2.3, gives

$$\tilde{G}(u,v;\sigma,\tau) = 1 + \frac{2p}{N^2} \left( \sigma u + \tau \frac{u}{v} + (p-1)\sigma \tau \frac{u^2}{v} - \frac{1}{(p-2)!} s(u,v;\sigma,\tau) u^p D_{pp+222}(u,v) \right),$$

(2.1.1)

where the disconnected contribution has been normalised to one. As before, we may write $\tilde{G}(u,v;\sigma,\tau)$ in the form (1.3.3), namely

$$\tilde{G}(u,v;\sigma,\tau) = \tilde{k} + \tilde{f}(u,v;\sigma,\tau) + s(u,v;\sigma,\tau) \tilde{H}(u,v),$$

(2.1.2)

where $\tilde{k}$, $\tilde{f}(x,\alpha)$ receive contributions only from the free field in the conformal theory. From (2.1.1) we obtain values

$$\tilde{k} = 1 + \frac{2p}{N^2}(p+1), \quad \tilde{f}(x,\alpha) = \frac{2p}{N^2} ((px - x') - (p-1)(x + x')\alpha).$$

(2.1.3)
We write

\[ \tilde{H}(u, v) = \tilde{H}_0(u, v) + \tilde{H}_I(u, v), \]  

(2.1.4)

where \( \tilde{H}_0 \) is the free field component, which (2.1.1) gives as

\[ \tilde{H}_0(u, v) = \frac{2p}{N^2} (p - 1) \frac{1}{v} = \sum_{t=0,1,} A_{t\ell} u^t G_{4+2t+\ell}^{(t)}(u, v). \]  

(2.1.5)

A more detailed analysis of the free field contribution appears in Section 2.3. We observe that (2.1.3), (2.1.5) match the values for the \( 22 \) channel obtained in Section 1.3.1, if we take \( a = \frac{2p}{N^2}, b = 0 \) in (1.3.24). This agrees with the large \( N \) limit for \( a \) given in (1.6.16), although satisfactorily according the values for \( b \) is more problematic. The partial wave coefficients \( A_{t\ell} \) are then given by (1.5.20), with the appropriate values for \( a, b \). The dynamic part of (2.1.1) is contained in \( \tilde{H}_I \), given by

\[ \tilde{H}_I(u, v) = -\frac{2p}{N^2} \frac{1}{(p - 2)!} u^p \tilde{D}_{pp+222}(u, v) = \tilde{B}(u, v) + O(u^p, u^p \ln u), \]  

(2.1.6)

which (0.4.12) enables us to decompose into \( \tilde{B}(u, v) \), free from \( \ln u \) terms, plus higher order contributions. The log terms correspond to the contributions of long multiplets that acquire an anomalous dimension in the interacting conformal theory, which thus do not appear at twists less than \( 2p \). Using (0.4.13) we may write \( \tilde{B} \) explicitly as

\[ \tilde{B}(u, v) = -\frac{2p}{N^2} \frac{1}{(p - 2)!} u^p \tilde{D}_{pp+222}(u, v)_{\text{log-free}} = \frac{2p}{N^2} \sum_{m=1}^{p-1} (-u)^m \frac{(p - m - 1)! (m!)^2}{(p - 2)! (m + 2)_m} F(m + 2, m + 1; 2m + 2, 1; v), \]  

(2.1.7)

which we may then express in terms of conformal partial waves, writing \( \tilde{B}(u, v) = \sum_{t,\ell} \tilde{B}_{t\ell} u^t G_{4+2t+\ell}^{(t)}(u, v), \) and expressing (2.1.7) as

\[ \frac{2p}{N^2} \sum_{t=1,2,\ldots} \sum_{\ell=0,2,\ldots} \left\{ \begin{array}{c} m \text{ even} \sum_{m=1}^{(m,\ell)} (-1)^m \frac{m!}{(p - m - 1)! (m + 2)_m} \binom{m + 2 + t - \ell}{m} c_{m+2m+1,t-\ell} \end{array} \right\} u^t G_{4+2t+\ell}^{(t)}(u, v). \]  

(2.1.8)

The \( c_{a,b,\ell} \) here are coefficients in the conformal partial wave expansion of

\[ u^{a-2} F(a, b; 2b; 1 - v) = \sum_{j=0,1,\ldots \ell=0,2,\ldots} c_{a,b,\ell} u^{j+a-2} G_{2a+2j+\ell}^{(a)}(u, v), \]  

(2.1.9)

where the first few cases, given in [2], are

\[ c_{a,0,\ell} = r_{a,\ell}, \quad c_{a,b,\ell} = \frac{ab(a - 2b)}{2(4b^2 - 1)} r_{a+1,b+1,\ell} - r_{a-1,b-1,\ell+2}, \]  

(2.1.10)

\[ c_{a,b,2,\ell} = a(a + 1)(b + 1) \frac{(a - 2b - 1)(a - 2b)}{16(2b + 1)(2b + 3)} r_{a+2b+2,\ell} - a \frac{a(a - 3b - 1) + b}{4(2a - 1)(2b + 1)} r_{a,b+2,\ell}, \]  
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with
\[ (-x)^a F(a, b; 2b; x) = \sum_{\ell=0,2,...} r_{ab,\ell} g_{1,\ell+a}(x) \iff r_{ab,\ell} = \frac{(a)_{\ell}(a-b)_{\ell/2}}{4^\ell (\frac{\ell}{2})! (a + \frac{\ell}{2} - \frac{1}{2})_{\ell/2} (b + \frac{\ell}{2})_{\ell/2}}. \] 

(2.1.11)

Thus the lowest twist contribution from \( \tilde{B}(u, v) \) is at twist 2, when for \( \ell \) even,
\[ \tilde{B}_{1\ell} = -\frac{2p}{N^2} \frac{1}{3} \left( \frac{1}{p - 2} g_{32,0,\ell} \right) = -\frac{2p}{N^2} \frac{(\ell + 1)!(\ell + 2)!}{(2\ell + 3)!}, \] 

(2.1.12)

We find the total twist two contribution from long multiplets by adding the free field component \( \hat{A}_{1\ell} \), modified to remove contributions from short and semi-short multiplets, which is given by (1.5.28). We observe that this exactly cancels \( \tilde{B}_{1\ell} \) as given by (2.1.12) for \( a \) as in (1.6.16), in accordance with the expectation that long operators not acquiring anomalous dimensions should decouple from the theory.

The contribution at next-highest twist is
\[ \tilde{B}_{2\ell} = \frac{2p}{N^2} \left( -\frac{1}{3} c_{32,1,\ell} + \frac{1}{p - 2} \frac{1}{5} c_{43,0,\ell} \right) = \frac{2p}{N^2} \left( \frac{p}{p - 2} \right) \frac{(\ell + 2)!(\ell + 3)!}{(2\ell + 5)!}, \] 

(2.1.13)

which added to the free field gives
\[ A_{2\ell} + \tilde{B}_{2\ell} = \frac{2p}{N^2} \frac{(p + 1)(p + 2)(\ell + 3)!^2}{3(p - 2) (\ell + 6)!}. \] 

(2.1.14)

### 2.1.2 The 2p → 2p Channel

We use (1.3.14) and the symmetries of \( \overline{D} \) functions (0.4.14) to obtain from (2.1.6)
\[ \mathcal{H}_I(u, v) = -\frac{2p}{N^2} \frac{1}{(p - 2)!} u^2 \overline{D}_{2p+22p}(u, v). \] 

(2.1.15)

Again by application of (0.4.12) we can write (2.1.15) as
\[ \mathcal{H}_I(u, v) = B(u, v) + O(u^2, u^2 \ln u). \] 

(2.1.16)

with logarithmic terms contributing only at twists of at least \( p + 2 \). Hence the lowest twist long multiplets, which have \( \Delta - \ell = p \), do not acquire an anomalous dimension, and would be expected to decouple from the theory. \( B(u, v) \) is proportional to \( \overline{D}_{2p+22p}(u, v) \) log-free, which (0.4.13) gives in terms of a single hypergeometric function,
\[ B(u, v) = -\frac{2p}{N^2} \left( \frac{p - 1}{p + 1} \right) u F(2, p + 1; p + 2; 1 - v), \] 

(2.1.17)

with partial wave expansion
\[ B(u, v) = \sum_{\ell, \beta} B_{\ell\ell} u^\ell G_{\ell+2\beta+2\ell}(u, v; 2\beta, 2\beta), \quad \beta = \frac{1}{2} p - 1. \] 

(2.1.18)
To find $B_{\ell}$ we need to expand hypergeometric functions of the form

$$(-x)^{\alpha+2} F(\alpha + 1, n + \alpha; n + 2\alpha; x) = \sum_{\ell=0}^{\infty} r_{\alpha,\ell}^{(n)} g_{1+\beta, \ell+\alpha+2}^{(\beta, -\beta)}(x), \quad \beta = \frac{1}{2}n - 1, \quad (2.1.19)$$

which, as shown in Section 2.4.1, has solution

$$r_{\alpha,\ell}^{(n)} = \frac{(n + \alpha)_{\ell+1}}{(n + \ell + \alpha)_{\ell+\alpha+1}} \left[ (n + \alpha - 1)_{\ell+1} + (-1)^{\ell}(\alpha + 1)_{\ell+1} \right]. \quad (2.1.20)$$

At lowest twist, this leads to the result

$$B_{1\ell} = -\frac{2p}{N^2} \left( \frac{p - 1}{p + 1} \right) r_{1,\ell}^{(p)}$$

$$= -\frac{2p}{N^2} \left( \frac{p - 1}{p + \ell + 1} \right)_{\ell+2} \left[ (p)^{\ell+1} + (-1)^{\ell}(\ell + 2)! \right] \quad (2.1.21)$$

which exactly cancels $\hat{A}_{1,\ell}$, the free field contribution from twist $p$ long multiplets (1.5.14). This cancellation is non-trivial, providing a strong consistency check.

### 2.2 Perturbation Theory Results, $2p \rightarrow 2p$ Channel

It is convenient in studying the perturbation expansion for the $(2p2p)$ correlation function to express results in terms of $\mathcal{F}(u, v)$, as defined in (1.3.20), namely

$$\mathcal{H}_f(u, v) = \frac{u}{v} \mathcal{F}(u, v), \quad \mathcal{F}(v, u) = \mathcal{F}(u, v). \quad (2.2.1)$$

Explicit results for $\mathcal{F}(u, v)$ may be computed via the $\mathcal{N} = 1$ formulation. Detailed results appear in Section 2.2.2 given to second order in perturbation theory. With the definition above, (2.2.63) and (2.2.65) give\footnote{The following definitions hold in the large $N$ limit for general $p$, and exactly for $p = 3$ if we take $N^2 \rightarrow N^2 - 1$.} for $p \geq 3$, $\lambda = g^2 N/(4\pi^2)$

$$\mathcal{F}_1(u, v) \simeq \frac{2p}{N^2} \left( -\frac{1}{2} \lambda \Phi^{(1)}(u, v) \right) \quad (2.2.2)$$

$$\mathcal{F}_2(u, v) \simeq \frac{2p}{N^2} \left( \frac{\lambda^2}{4} (\mathcal{I}(u, v) + \mathcal{J}(u, v)) \right), \quad (2.2.3)$$

where we define

$$\mathcal{I}(u, v) = \frac{2}{u} \Phi^{(1)}(u, v)^2 + \frac{1}{v} \Phi^{(2)} \left( \frac{1}{u}, \frac{u}{v} \right) + \frac{1}{2} \Phi^{(2)}(u, v),$$

$$\mathcal{J}(u, v) = \frac{2}{u} \Phi^{(1)}(u, v)^2 + \frac{1}{u} \Phi^{(2)} \left( \frac{1}{u}, \frac{u}{v} \right). \quad (2.2.4)$$

The functions $\Phi^{(L)}$ appearing in (2.2.2), (2.2.4) are conformal loop integrals, properties of which are given in Section 0.4.1.
We now consider a perturbative analysis of the partial wave expansion. It has been established that long multiplets contributing to the \( (2p2p) \) correlator are necessarily descended from superconformal primaries which are \( SU(4)_R \) singlets, and that their contribution is given by \( A(u,v) = 2\gamma_{0,1} H(u,v) \). Initially we examine contributions from lowest twist long multiplets, whose primaries have \( \Delta_0 = \ell - p = 2\beta + 2 \) in the free theory, for which it suffices to consider only leading terms as \( u \to 0 \). We write

\[
2\gamma_{0,1} \frac{u}{v} F(u,v) = A(u,v)_{\text{pert.}} \equiv A_1(u,v) + O(u^2) ;
\]

it is shown in [2] that there are no terms in \( \frac{1}{u} \Phi^{(2)}(\frac{1}{u}, \frac{v}{u}) \) proportional to \( \ln u \) for small \( u \), so contributions from \( J \) to \( A_1 \) may be neglected, and from \((2.2.2), (2.2.3)\) we have

\[
A_1(u,v) = 2\gamma_{0,1} \frac{2p}{N^2} u \left( -\frac{\lambda}{2} \Phi^{(1)}(u,v) + \frac{\lambda^2}{4} I(u,v) + O(\lambda^3) \right),
\]

which we write in the form of \((0.4.1)\),

\[
A_1(u,v) \sim 2\gamma_{0,1} \frac{2p}{N^2} u \sum_{r=1}^{\infty} \lambda^r \sum_{s=0}^{r} \ln^s x \bar{x} f_{rs}(x) \quad \text{as} \quad \bar{x} \to 0.
\]

From \((2.2.6), (2.2.4)\), and with the results \((0.4.6)\) for \( \Phi^{(1)}, \Phi^{(2)} \) we obtain

\[
\begin{align*}
f_{11}(x) &= -\frac{1}{2} \frac{1}{x(1-x)} \ln(1-x), & f_{10}(x) &= -\frac{1}{x(1-x)} \text{Li}_2(x), \\
f_{22}(x) &= \frac{1}{16} \frac{1}{x(1-x)} \left[ \left( \frac{1}{2} - \frac{1}{2} \right) \ln^2(x) + 3 \text{Li}_2(x) \right], \\
f_{21}(x) &= \frac{1}{16} \frac{1}{x(1-x)} \left[ - \ln^3(1-x) + 4 \left( \frac{1}{2} - \frac{3}{2} \right) \ln(1-x) \text{Li}_2(x) - 6 \left( 2 \text{Li}_3(x) - \text{Li}_3(x') \right) \right].
\end{align*}
\]

If we assume there is one operator with free field twist \( 2\beta + 2 \) contributing at each spin \( \ell \), then from \((1.4.4)\), using \( G_{\ell+2l}(0,v;2\beta,2\beta) = g_{\ell+2l}^{(\beta,-\beta)}(1-v) \), which follows from the definition \((1.2.1)\), we must have as \( \bar{x} \to 0 \)

\[
\hat{A}(u,v) + A(u,v)_{\text{pert.}} \sim 2\gamma_{0,1} \frac{2p}{N^2} u \sum_{\ell} a_{\ell} u^{\ell} g_{4+\beta+\beta+4\eta_{\ell}}(x),
\]

where \( \hat{A}(u,v) \) is the free field theory result, modified to remove short and semi-short contributions, and \( \eta_{\ell} \) is the anomalous dimension at each \( \ell \), \( \Delta \to 2\beta + 2 + \ell + \eta_{\ell} \). We write expansions

\[
\eta_{\ell} = \lambda \eta_{\ell,1} + \lambda^2 \eta_{\ell,2} + \cdots, \quad a_{\ell} = a_{\ell,0}(1 + \lambda b_{\ell,1} + \cdots),
\]

where by considering the free field limit, we require

\[
2\gamma_{0,1} \frac{2p}{N^2} a_{\ell,0} = \hat{A}_{1\ell},
\]
with $\hat{A}_{1\ell}$ as given in (1.5.14). With the appropriate large $N$ value of $a$ from (1.6.10) we may obtain

$$a_{\ell,0} \simeq \frac{(\ell+2)!}{(2\beta+\ell+3)\ell!} \left[ \left(\frac{(2\beta+\ell+2)}{\ell+2}\right) + (-1)^\ell(2\beta + 1) \right]. \quad (2.2.12)$$

Expanding the summand in (2.2.9) we obtain

$$a_{\ell} \cdot u^{\frac{1}{2}\eta} g_{\ell+\frac{1}{2}\eta\ell}(x) = a_{\ell,0} \left[ 1 + \lambda \left( b_{\ell,1} + \frac{1}{2} \eta_{\ell,1} \frac{\partial}{\partial u} + \frac{1}{2} \eta_{\ell,1} \ln u \right) + \lambda^2 \left( \cdots + \left( \frac{1}{2} b_{\ell,1} \eta_{\ell,1} + \frac{1}{4} \eta_{\ell,2} \frac{\partial}{\partial u} + \frac{1}{2} \eta_{\ell,2} \right) \ln u + \frac{1}{8} \eta_{\ell,1}^2 \ln^2 u \right) + O(\lambda^3) \right] g_{\ell,\ell}(x). \quad (2.2.13)$$

Determining values for the anomalous dimensions thus requires matching orders of $\lambda u^2 \eta^2$ in (2.2.7), (2.2.13); hence we find, using (1.2.3),

$$\sum_{\ell \geq 2} a_{\ell-2,0} \frac{1}{2} \eta_{\ell-2,1} g_{\ell+\beta,\ell+1}(x) = -x^3 f_{11}(x), \quad (2.2.14)$$

$$\sum_{\ell \geq 2} a_{\ell-2,0} \frac{1}{2} \eta_{\ell-2,1} g_{\ell+\beta,\ell+1}(x) = -x^3 f_{22}(x). \quad (2.2.15)$$

The problem then reduces to finding the single variable partial wave expansions for the expressions on the right of (2.2.14), (2.2.15), which we write as

$$x^3 f_{11} = \frac{1}{2} [x \ln(1-x) - x' \ln(1-x')] = -\frac{1}{2} \sum_{\ell=0}^{\infty} \frac{\ell}{(2\beta+\ell+1)\ell!} \left[ \left(\frac{2\beta+\ell}{\ell}\right) a_{\ell}^{(1)} - a_{\ell}^{(1)} \right] g_{\ell+\beta,\ell+1}(x), \quad (2.2.16)$$

$$x^3 f_{22} = -\frac{1}{16} \left[ 3(x \ln_2(x) - x' \ln_2(x')) - (\frac{1}{2} x + x') \ln^2(1-x) \right] = -\frac{1}{16} \sum_{\ell=0}^{\infty} \frac{\ell}{(2\beta+\ell+1)\ell!} \left[ \left(\frac{2\beta+\ell}{\ell}\right) (3b_{\ell}^{(1)} + \bar{a}_{\ell}^{(1)}) - (3b_{\ell}^{(1)} + 2\bar{a}_{\ell}^{(1)}) \right] g_{\ell+\beta,\ell+1}(x). \quad (2.2.17)$$

In terms of expansion coefficients in (2.2.16), (2.2.17), we thus have

$$\eta_{\ell-2,1} = \frac{(2\beta+\ell+a_{\ell}^{(1)} - a_{\ell}^{(1)}}{(-1)^\ell(2\beta + 1)}, \quad (2.2.18)$$

$$\eta_{\ell-2,1}^2 = \frac{(2\beta+\ell)(3b_{\ell}^{(1)} + \bar{a}_{\ell}^{(1)}) - (3b_{\ell}^{(1)} + 2\bar{a}_{\ell}^{(1)}}{(-1)^\ell(2\beta + 1)}. \quad (2.2.19)$$

Results for $a_{\ell}^{(1)}, a_{\ell}^{(1)}, b_{\ell}^{(1)}$ and their primed counterparts appear in Section 2.4.2. It is notable that, as a consequence of (1.2.4), there is no trivial correspondence between terms in the expansions of $f(x)$ and $f(x')$, in contrast to the case of the $\langle pppp \rangle$ four point function, which corresponds to the case $\beta = \gamma = 0$. Thus two sets of coefficients need to be independently calculated.

It appears that it is hard to determine a simple form for $a_{\ell}^{(1)}, b_{\ell}^{(1)}$, etc., at least in
From (2.2.21), (2.2.22) it is easy to derive an expression for solutions to (2.2.18), (2.2.19) for general \( \ell \). The presence of a single operator, i.e. satisfy (2.2.20) indicates the presence of more than one operator at spin \( \ell \), leading to mixing effects. In this case, we have rather results for (2.2.20), (2.2.21).

It is possible to evaluate the required coefficients at given (fixed) values of \( \ell \), e.g. for \( \ell = 2, 3, 4, 5 \) (2.2.21) gives

\[
\langle \eta_{0,1} \rangle = 1 + \frac{2}{2\beta + 1}, \quad \langle \eta_{1,1} \rangle = \frac{3}{2} + \frac{9}{2} + \frac{1}{2\beta + 1},
\]

\[
\langle \eta_{2,1} \rangle = \frac{11}{6} + \frac{10}{3} - \frac{1}{2\beta + 1} + \frac{2\beta - 4}{2\beta^2 + 3\beta + 4}, \quad (2.2.20)
\]

\[
\langle \eta_{3,1} \rangle = \frac{25}{12} + \frac{125}{24} - \frac{1}{2\beta + 1} + \frac{25}{48} - \frac{2\beta - 10}{2\beta^2 + 7\beta + 11}.
\]

Similar results may be found for (2.2.21). They appear to be consistent with the presence of a single operator, i.e. satisfy \( \langle \eta_{0,1} \rangle^2 = \langle \eta_{1,1}^2 \rangle \), only in the following cases:

- \( \beta = \frac{1}{2} \) (\( p = 3 \)), with \( \ell = 0, 1, 2, 3 \) or 5;
- \( \beta = 1 \) (\( p = 4 \)), for \( \ell = 1 \) only.

Values for \( \eta_{0,1} \) in these cases are given in Table 2.1.

In the case that \( \beta = \frac{1}{2} \) — i.e. the \( \langle 2\bar{n}3 \rangle \) correlator — we are able to find explicit solutions to (2.2.18), (2.2.19) for general \( \ell \), giving

\[
\langle \eta_{n-1,1} \rangle = \left\{ \begin{array}{ll}
\frac{1}{\ell-1} [2\ell h(\ell + 1) - (\ell + 2)], & \ell \text{ odd}, \\
\frac{1}{\ell+3} [2(\ell + 2)h(\ell) - \ell], & \ell \text{ even}, 
\end{array} \right.
\]

(2.2.21)

\[
\langle \eta_{n-2,1} \rangle = \left\{ \begin{array}{ll}
\frac{1}{\ell-1} [(4\ell + 3)h(\ell) - (4\ell + 3)h(\ell + 1) + (\ell + 3)\bar{h}(2)(\ell + 2) + 2 + \frac{1}{\ell+1}], & \ell \text{ odd}, \\
\frac{1}{\ell+3} [(4\ell + 5)h(\ell) - (4\ell + 5)h(\ell + 1) + (\ell + 1)\bar{h}(2)(\ell + 2) + 2\ell], & \ell \text{ even}, 
\end{array} \right.
\]

(2.2.22)

where the harmonic number \( h(n) \) and its generalisations \( h^{(r)}(n) \), \( \bar{h}^{(r)}(n) \) are given by

\[
h(n) = \sum_{k=1}^{n} \frac{1}{k}, \quad h^{(r)}(n) = \sum_{k=1}^{n} \frac{1}{k^r}, \quad \bar{h}^{(r)}(n) = \sum_{k=1}^{n} (-1)^k \frac{1}{k^r}. \quad (2.2.23)
\]

From (2.2.21), (2.2.22) it is easy to derive an expression for \( \langle \eta_{1,1}^2 \rangle - \langle \eta_{1,1} \rangle^2 \) in the \( \beta = \frac{1}{2} \) case. For both odd and even \( \ell \), we find that this tends to \( 1 - \pi^2/12 \) as \( \ell \to \infty \).
It is also possible to find (2.2.18), (2.2.19) in the limit $\beta \to \infty$. Using the results of Section 2.4.3 we obtain

\[
\langle \eta_{\ell,1} \rangle = h(\ell + 1),
\]

\[
\langle \eta_{\ell,1}^2 \rangle = h(\ell + 1)h(\ell + 2) + \frac{1}{2} h^{(2)}(\ell + 1).
\]

In this case we have $\langle \eta_{\ell,1}^2 \rangle - \langle \eta_{\ell,1} \rangle^2 = \frac{1}{\ell+2} h(\ell + 1) + \frac{1}{2} h^{(2)}(\ell + 1)$, which tends to $\pi^2/12$ in the large $\ell$ limit.

Returning to the expansions (2.2.7), (2.2.13), we may also write

\[
-x^3 f_{10}(x) = \sum_{\ell \geq 2} a_{\ell-2,0} \left( b_{\ell-2,1} g_{1+\beta,\ell+1}^{(\beta,-\beta)}(x) + \frac{1}{7} \eta_{\ell-2,1} g_{1+\beta,\ell+1}^{(\beta,\beta)}(x) \right),
\]

\[
-x^3 f_{21}(x) = \sum_{\ell \geq 2} \frac{1}{2} a_{\ell-2,0} \left( (b_{\ell-2,1} \eta_{\ell-2,1} + \eta_{\ell-2,2}) g_{1+\beta,\ell+1}^{(\beta,-\beta)}(x) + \frac{1}{2} \eta_{\ell-2,1} g_{1+\beta,\ell+1}^{(\beta,\beta)}(x) \right).
\]

(2.2.26)

We now have contributions from derivatives of the partial wave,

\[
g_{\ell,\ell}^{(\beta,\gamma)}(x) = \frac{\partial}{\partial t} g_{t,\ell}^{(\beta,\gamma)}(x).
\]

(2.2.27)

Extracting values from these expansions is messy, but an attempt is made in Section 2.4.4. We find that we may obtain from (2.2.26)

\[
\langle b_{0,1} \rangle = \frac{2\beta + 3}{2\beta + 1}, \quad \langle b_{1,1} \rangle = -\frac{5}{4} + \frac{3}{5} \frac{1}{2\beta + 6} - \frac{93}{20} \frac{1}{2\beta + 1},
\]

\[
\langle b_{2,1} \rangle = -\frac{1}{18} \frac{(2\beta + 5)(196\beta^4 + 1932\beta^3 + 5641\beta^2 + 5232\beta + 3280)}{(2\beta + 1)(2\beta + 7)(2\beta + 8)(2\beta^2 + 3\beta + 4)}.
\]

(2.2.29)

We note that in the limit $\beta \to 0$ we recover the results of [2] for the corrections to the coupling, $b_{0,1} = -3$, $b_{2,1} = -\frac{1025}{252}$. Similarly, from (2.2.27), we obtain

\[
\langle \eta_{0,2} \rangle = -\frac{7}{4} - \frac{3}{4(2\beta + 1)} + \frac{4}{(2\beta + 1)^2},
\]

\[
\langle \eta_{1,2} \rangle = -\frac{69}{32} - \frac{39}{8\beta} + \frac{5247}{800(2\beta + 1)} + \frac{837}{40(2\beta + 1)^2} - \frac{21}{25(2\beta + 6)}.
\]

\[
\langle \eta_{2,2} \rangle = -\frac{2077}{864} - \frac{75991}{10584(2\beta + 1)} + \frac{2050}{189(2\beta + 1)^2} - \frac{8}{9(2\beta + 7)} - \frac{405}{392(2\beta + 8)}
\]

\[
+ \frac{1396\beta + 3049}{432(2\beta^2 + 3\beta + 4)} - \frac{27\beta}{(2\beta^2 + 3\beta + 4)^2}.
\]

(2.2.30)

### 2.2.1 Restrictions from the $22 \to pp$ Channel

We observe that in the $22 \to pp$ conformal expansion (1.4.60), the only $p$-dependence is through the coefficients $\alpha_{nm,\ell}$; the parameters of the Legendre polynomials and conformal partial wave functions are independent of $p$.  
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Hence, the spectrum of operators able to contribute in this channel is not dependent on \( p \), and any coefficients in \( \tilde{G}(u, v; \sigma, \tau) \) related to measurable properties of these operators (such as their scale dimension) must be similarly independent. In particular, they must match the corresponding terms in the \( \langle 2222 \rangle \) correlator, which as the simplest four point function of identical chiral primary operators has been well studied, and for which many results are known. Using the prescription \( (1.3.11) \), we may translate such restrictions to the \( 22 \rightarrow pp \) correlation function; thus certain constraints are placed upon results in this channel even without further calculation.

We proceed by defining two alternative spatial conformal invariants, \( s \) and \( t \),

\[
s = \frac{1}{u}, \quad t = \frac{v}{u}.
\]

(2.2.31)

With this definition, \( (1.3.14) \) may be written in the weak coupling limit as

\[
\tilde{H}_n(s, t) = H_n(u(s, t), v(s, t)) = H_n(\frac{1}{s}, \frac{1}{t}), \quad n > 0,
\]

(2.2.32)

where \( H \) has perturbation expansion

\[
H(u, v) = H_0(u, v) + g^2 H_1(u, v) + g^4 H_2(u, v) + \cdots
\]

(2.2.33)

in the coupling \( g^2 \), and similarly for \( \tilde{H} \). It follows that

\[
\tilde{H}_I(s, t) = \frac{1}{t} F(\frac{1}{s}, \frac{1}{t}),
\]

(2.2.34)

where \( F \) is as defined in \( (1.3.20) \). With this definition, we construct a generalised form for \( F(u, v) = F(v, u) \) satisfying the requirements of crossing symmetry \( (1.3.21) \). We do this in terms of loop integrals \( \Phi^{(L)} \), which obey the identities \( (0.4.8) \). Letting

\[
F_2(u, v) = \frac{2p}{N^2} \frac{\lambda^2}{4} (I(u, v) + J(u, v)),
\]

(2.2.35)

we write

\[
I(u, v) = \frac{1}{4} (A + Bv) \Phi^{(1)}(u, v)^2 + D \frac{1}{v} \Phi^{(2)} \left( \frac{1}{v}, \frac{u}{v} \right) + C \Phi^{(2)}(u, v),
\]

(2.2.36)

\[
J(u, v) = B \frac{u}{4} \Phi^{(1)}(u, v)^2 + D \frac{1}{u} \Phi^{(2)} \left( \frac{1}{u}, \frac{v}{u} \right),
\]

and from \( (2.2.34), (0.4.8) \), obtain

\[
\tilde{H}_2(s, t) = \frac{2p}{N^2} \frac{\lambda^2}{4} \left( \tilde{I}(s, t) + \tilde{J}(s, t) \right)
\]

(2.2.37)

where

\[
\tilde{I}(s, t) = B \frac{1}{4} \Phi^{(1)}(s, t)^2 + D \left( \frac{1}{t} \Phi^{(2)} \left( \frac{1}{t}, \frac{s}{t} \right) + \Phi^{(2)}(s, t) \right),
\]

(2.2.38)

\[
\tilde{J}(s, t) = A \frac{1}{4} \Phi^{(1)}(s, t)^2 + C \frac{1}{t} \Phi^{(2)} \left( \frac{1}{t}, \frac{s}{t} \right).
\]

We previously observed that the terms in \( I, \tilde{I} \) are those that contribute to the expansion which determines anomalous dimensions. By the arguments above, then,
the coefficients in \( \tilde{\mathcal{I}} \) must be chosen such that they agree with the (known) \( (2222) \) correlator. Thus (up to normalisation) we fix \( B = D = 1 \) — although \( A, C \) remain undetermined by such considerations.

## 2.2.2 \( \mathcal{F}(u, v) \) from results in \( \mathcal{N} = 1 \) formulation

In [4], D’Alessandro and Genovese express the four-point function

\[
\langle O_L^{11:3}(x_1) C^t_{11}(x_2) O^R_{223}(x_3) C_{22}(x_4) \rangle = G^{(p)}(x_1, x_2, x_3, x_4) \tag{2.2.39}
\]

as a perturbation expansion,

\[
G^{(p)}(x_1, x_2, x_3, x_4) = G_0^{(p)}(x_1, x_2, x_3, x_4) + g^2 G_1^{(p)}(x_1, x_2, x_3, x_4) + g^4 G_2^{(p)}(x_1, x_2, x_3, x_4) + \ldots. \tag{2.2.40}
\]

The operators appearing in (2.2.39) are particular choices of flavour representatives (in the \( \mathcal{N} = 1 \) formulation) for \( \frac{1}{2} \)-BPS chiral primaries; two belonging to the \([0, 2, 0]\) representation of \( SU(4)_R \),

\[
C^t_{11} = \text{tr}(\phi^t_1 \phi^t_1), \quad C_{22} = \text{tr}(\phi_2 \phi_2), \tag{2.2.41}
\]

and two in the \([0, p, 0]\) representation,

\[
O_{223}^{(p)} = X^L_{abc,0} \phi_1^a \phi_2^b \phi_3^c, \quad O^R_{223} = X^R_{abc,0} \phi_1^a \phi_2^b \phi_3^c. \tag{2.2.42}
\]

The six real scalars \( \varphi_I \) used previously have been combined into three complex fields, \( \phi_I = \frac{1}{\sqrt{2}} (\varphi_I + i \varphi_{I+3}) \) and \( \phi^t_I = \frac{1}{\sqrt{2}} (\varphi_I - i \varphi_{I+3}) \), for \( I = 1, 2, 3 \). The tensors \( X^L, X^R \), as before, describe the colour structure of the operators.

We will compare the results obtained for \( G^{(p)}(x_1, x_2, x_3, x_4) \) with our calculations of the correlator from Section 1.3. From (1.3.3), we have\(^2\)

\[
\langle \varphi^{(p)}(x_1, t_1) \varphi^{(2)}(x_2, t_2) \varphi^{(p)}(x_3, t_3) \varphi^{(2)}(x_4, t_4) \rangle = \frac{(t_1 \cdot t_2 t_3 \cdot t_4)^2 (t_1 \cdot t_3)^{p-2}}{(x^2_{12} x^2_{34})^2 (x^2_{13})^{p-2}} G(u, v; \sigma, \tau). \tag{2.2.44}
\]

Making a choice of flavour representatives corresponds to fixing particular values for the \( t_i \), and hence for \( \sigma, \tau \). If we take a basis for the \( t_i \), \( \{n_I, \bar{n}_I\} \), given by

\[
\begin{align*}
n_1 &= \frac{1}{\sqrt{2}} (1, 0, 0, i, 0, 0), & \bar{n}_1 &= \frac{1}{\sqrt{2}} (1, 0, 0, -i, 0, 0), \\
n_2 &= \frac{1}{\sqrt{2}} (0, 1, 0, 0, i, 0), & \bar{n}_2 &= \frac{1}{\sqrt{2}} (0, 1, 0, 0, -i, 0), \\
n_3 &= \frac{1}{\sqrt{2}} (0, 0, 1, 0, 0, i), & \bar{n}_3 &= \frac{1}{\sqrt{2}} (0, 0, 1, 0, 0, -i), \tag{2.2.45}
\end{align*}
\]

---

\(^2\)Note that the correlator in (2.2.39) has \( 1 \leftrightarrow 2, 3 \leftrightarrow 4 \) with respect to (1.3.3); this leaves \( u, v, \sigma, \tau \) unchanged.
satisfying
\[ n_I \cdot \bar{n}_J = \delta_{IJ}, \quad n_I \cdot n_J = \bar{n}_I \cdot \bar{n}_J = 0, \]  
(2.2.46)
then our flavour choices (2.2.41), (2.2.42), are equivalent to taking
\[
\begin{align*}
t_1 &= n_1 + n_3, & t_2 &= \bar{n}_1, \\
t_3 &= \bar{n}_2 + \bar{n}_3, & t_4 &= n_2.
\end{align*}
\]  
(2.2.47)
Thus
\[
\begin{align*}
t_1 \cdot t_2 &= t_1 \cdot t_3 = t_3 \cdot t_4 = 1, & t_1 \cdot t_4 &= t_2 \cdot t_3 = t_2 \cdot t_4 = 0,
\end{align*}
\]  
(2.2.48)
and (2.2.44) reduces to give, once normalisation (below) is taken into account,
\[
G^{(p)}(x_1, x_2, x_3, x_4) = \frac{1}{(x_{12}^2x_{34}^2)^{p-2}}G(u; v; 0, 0). \]  
(2.2.49)
Following (1.1.9), (1.1.11), we may write
\[
G(u; v; \sigma, \tau) \text{ as a perturbation expansion in } g^2,
\]
\[
G(u; v; \sigma, \tau) = k + G_j(u; v; \sigma, \tau) + s(u; v; \sigma, \tau)\mathcal{H}(u, v),
\]
\[
\mathcal{H}(u, v) = \mathcal{H}_0(u, v) + g^2\mathcal{H}_1(u, v) + g^4\mathcal{H}_2(u, v) + \ldots,
\]  
(2.2.50)
and we can match the left- and right-hand sides of (2.2.49) at each order, giving
\[
(x_{12}^2x_{34}^2)^2(x_{13}^2)^{p-2}G_0^{(p)} = G_0(u; v; 0, 0); \quad (2.2.51)
\]
\[
(x_{12}^2x_{34}^2)^2(x_{13}^2)^{p-2}G_n^{(p)} = s(u; v; 0, 0)\mathcal{H}_n(u, v) = v \mathcal{H}_n(u, v), \quad n > 0. \]  
(2.2.52)
To match normalisation conventions, we will compare the free field results, for which we have obtained an exact value. (1.3.25), (1.3.30) give us
\[
G_0(u, v; 0, 0) = b = \frac{p(p - 1)}{2(N^2 - 1)} \left( \frac{X_{bb}^L X_{dd}^R}{X^L X^R} \right), \]  
(2.2.53)
whilst [4, (24)] gives
\[
G_0^{(p)}(x_1, x_2, x_3, x_4) = \frac{(p - 2)!}{(4\pi^2)^{p+2}} Y_{abcd}^{\delta ab \delta cd} \frac{X_{bc1 \ldots c_{p-2}}^L X_{cd1 \ldots c_{p-2}}^R}{(x_{13}^2)^{p-2}(x_{12}^2x_{34}^2)^2}, \]  
(2.2.54)
where
\[
Y_{abcd}^{\delta ab \delta cd} = X_{abc1 \ldots c_{p-2}}^L X_{cd1 \ldots c_{p-2}}^R \]  
(2.2.55)
\[
\Rightarrow Y_{abcd}^{\delta ab \delta cd} = X_{bb}^L X_{dd}^R. \]  
(2.2.56)
Thus in order for (2.2.51) to hold, we are required to divide the results of [4] by a normalisation factor of
\[
\frac{2(N^2 - 1)}{p(p - 1)} \frac{(p - 2)!}{(4\pi^2)^{p+2}} X^L X^R. \]  
(2.2.57)
The $p = 3$ case

For $p = 3$, D’Alessandro and Genovese make the choice of representatives

$$\mathcal{O}_L^{11;3} = \frac{1}{4} d_{abc} \phi_1^a \phi_1^b \phi_1^c, \quad \mathcal{O}_R^{22;3} = \frac{1}{4} d_{abc} \phi_2^a \phi_2^b \phi_3^c,$$

(2.2.58)

where $d_{abc}$ is the totally symmetric tensor arising from the anticommutators of $SU(N)$ generators,

$$\{ T_a, T_b \} = \frac{1}{N} \delta_{ab} + d_{abc} T_c.$$

(2.2.59)

We see that this is equivalent to the definition (1.6.6), since

$$\frac{1}{2} \text{tr} (T_a \{ T_b, T_c \}) = \frac{1}{2} \text{tr} \left( \frac{1}{N} \delta_{ab} T_a + d_{bcd} T_a T_d \right) = \frac{1}{2} d_{bcd} \cdot \frac{1}{2} \delta_{ad} = \frac{1}{4} d_{abc}.$$

We see that this is equivalent to the definition (1.6.6), since

(2.2.59)

From [4, (47–50)], taking into account the relevant normalisation factor (2.2.51), we obtain

$$G^{(3)}(x_1, x_2, x_3, x_4) = 0,$$

$$G^{(3)}_1(x_1, x_2, x_3, x_4) = - \frac{3}{N^2 - 1} \frac{N}{(4\pi^2)^2} \frac{u}{x_{13}^2 (x_{12} x_{34}^2)^2} \Phi^{(1)}(u, v),$$

$$G^{(3)}_2(x_1, x_2, x_3, x_4) = \frac{3}{N^2 - 1} \frac{N^2}{2 (4\pi^2)^2} \frac{1}{x_{12}^3 (x_{34}^2)^2} \left\{ \frac{u}{4} \Phi^{(1)}(u, v)^2 (u + v) \right\}
$$

$$+ \left[ \Phi^{(2)} \left( \frac{1}{u}, \frac{v}{u} \right) + \frac{u}{v} \Phi^{(2)} \left( \frac{1}{v}, \frac{u}{v} \right) + \frac{u}{2} \Phi^{(2)}(u, v) \right].$$

(2.2.60)

(2.2.61)

From [41 (47–50)], taking into account the relevant normalisation factor (2.2.51), we obtain

$$g^2 \mathcal{H}_1(u, v) = - \frac{3\lambda}{N^2 - 1} \frac{u}{v} \Phi^{(1)}(u, v),$$

(2.2.63a)

$$g^4 \mathcal{H}_2(u, v) = \frac{3\lambda^2}{2(N^2 - 1)} \frac{u}{v} \left\{ \frac{u + v}{4} \Phi^{(1)}(u, v)^2 \right\}
$$

$$+ \left[ \frac{1}{u} \Phi^{(2)} \left( \frac{1}{u}, \frac{v}{u} \right) + \frac{1}{v} \Phi^{(2)} \left( \frac{1}{v}, \frac{u}{v} \right) + \frac{1}{2} \Phi^{(2)}(u, v) \right].$$

(2.2.63b)

The Large $N$ Limit

We may also use the results of [4] (24–26) and Section 1.6.3 to find expressions for the first and second order contributions to $\mathcal{H}_I$ at large $N$. We will require the large $N$
limit of the colour contractions \[4, \frac{23}{2} \], which are given by
\[
Y \cdot H_1 \simeq \frac{N}{p-1} X \cdot X, \quad Y \cdot H_2 \simeq \frac{N^2}{2(p-1)} X \cdot X, \quad Z \cdot L \simeq -\frac{N^2}{2(p-1)(p-2)} X \cdot X.
\]

Thus we find, at leading order in \(\frac{1}{N}\),
\[
g^2 H_1(u,v) = -\lambda p \frac{u}{N^2} v \Phi^{(1)}(u,v), \quad (2.2.65a)
\]
\[
g^4 H_2(u,v) = \frac{\lambda^2 p}{2N^2} \left\{ \frac{u+v}{4} \Phi^{(1)}(u,v)^2 + \frac{1}{u} \Phi^{(2)}\left(\frac{1}{u}, \frac{u}{v}\right) + \frac{1}{v} \Phi^{(2)}\left(\frac{1}{v}, \frac{u}{v}\right) + \frac{1}{2u} \Phi^{(2)}(u,v) \right\}. \quad (2.2.65b)
\]

Results for the 22 \(\rightarrow pp\) Channel

We may translate the results obtained so far to the 22 \(\rightarrow pp\) channel, making use of the relation (2.2.32). We have previously found lower-order contributions to \(H_I\) in the 2p \(\rightarrow 2p\) channel for the case \(p = 3\), (2.2.63), giving
\[
H_I(u,v) = \frac{3}{N^2 - 1} \frac{u}{v} \left( -\lambda \Phi^{(1)}(u,v) + \frac{1}{2} \lambda^2 \left\{ \frac{u+v}{4} \Phi^{(1)}(u,v)^2 + \frac{1}{u} \Phi^{(2)}\left(\frac{1}{u}, \frac{u}{v}\right) + \frac{1}{v} \Phi^{(2)}\left(\frac{1}{v}, \frac{u}{v}\right) + \frac{1}{2u} \Phi^{(2)}(u,v) \right\} + O(\lambda^3) \right). \quad (2.2.66)
\]

Using (0.4.8), we derive
\[
\tilde{H}_I(s,t) = H_I(u(s,t),v(s,t)) = H_I\left(\frac{1}{s}, \frac{1}{t}\right)
\]
\[
= \frac{3}{N^2 - 1} \frac{s}{t} \left( -\lambda \Phi^{(1)}(s,t) + \frac{1}{2} \lambda^2 \left\{ \frac{1+t}{4} \Phi^{(1)}(s,t)^2 + \Phi^{(2)}(s,t) + \frac{1}{t} \Phi^{(2)}\left(\frac{1}{t}, \frac{1}{st}\right) + \frac{1}{s} \Phi^{(2)}\left(\frac{1}{s}, \frac{1}{st}\right) \right\} + O(\lambda^3) \right). \quad (2.2.67)
\]

We obtain a similar result in the large \(N\) limit, replacing \(\frac{3}{N^2-1}\) with \(\frac{p}{N^2}\).

2.3 Results for \(\overline{D}\) Functions

We here use the standard relations for the \(\overline{D}\) functions given in Section 0.4.2 to simplify the results of [12] to the form quoted in (2.1.1), which is manifestly compatible with (1.3.3). We begin by introducing an alternative expression for \(\tilde{G}\) in the interacting
theory, writing

\[
\tilde{G}(u, v; \sigma, \tau) = \tilde{o}(u, v) + \left( \sigma u \tilde{a}_1(u, v) + \tau \frac{u}{v} \tilde{a}_2(u, v) \right) + \left( \sigma^2 u^2 \tilde{b}_1(u, v) + \tau^2 \frac{u^2}{v^2} \tilde{b}_2(u, v) \right) + \sigma \tau \frac{u^2}{v} \tilde{c}(u, v),
\]  

(2.3.1)

where crossing symmetry in the $22 \rightarrow pp$ channel, as given by (1.3.5), requires that

\[
\tilde{o}(u, v) = \tilde{o}\left(\frac{u}{v}, \frac{1}{v}\right), \quad \tilde{a}_1(u, v) = \tilde{a}_2\left(\frac{u}{v}, \frac{1}{v}\right), \quad \tilde{b}_1(u, v) = \tilde{b}_2\left(\frac{u}{v}, \frac{1}{v}\right), \quad \tilde{c}(u, v) = \tilde{c}\left(\frac{u}{v}, \frac{1}{v}\right).
\]  

(2.3.2)

In the free field limit $\tilde{G} \rightarrow \tilde{G}_0$, so by comparison with (1.3.22), we have

\[
\tilde{o}(u, v) \rightarrow 1, \quad \tilde{a}_1(u, v) \rightarrow a, \quad \tilde{b}_1(u, v) \rightarrow b, \quad \tilde{c}(u, v) \rightarrow c,
\]  

(2.3.3)

where $a, b, c$ are the constants defined in (1.3.30), and as previously, we have set the disconnected contribution to 1. It follows from (1.1.8), (1.1.9), (2.3.3) that

\[
\tilde{o}(u, v) = 1 + v \tilde{\mathcal{H}}_I(u, v), \quad \tilde{a}_1(u, v) = a + \frac{v}{u}(v - u - 1) \tilde{\mathcal{H}}_I(u, v), \\
\tilde{b}_1(u, v) = b + \frac{v}{u} \tilde{\mathcal{H}}_I(u, v), \quad \tilde{c}(u, v) = c + \frac{v}{u}(u - v - 1) \tilde{\mathcal{H}}_I(u, v),
\]  

(2.3.4)

with corresponding results for $\tilde{a}_2(u, v)$ and $\tilde{b}_2(u, v)$ determined by (2.3.2) and the crossing symmetry relation for $\tilde{\mathcal{H}}_I(u, v)$, (1.3.7). Results from the effective supergravity action, initially written in a form compatible with known values in the $p = 3$ case, give

\[
\tilde{o}'(u, v) = \mathfrak{P} u \left( \frac{D_{11pp} - (p + 1)uD_{22pp} - (1 - u + v)D_{22pp+1} + 1}{(p + 1)(p + 2)} \right),
\]

\[
\tilde{a}_1(u, v) = \mathfrak{P} \left( -2D_{11pp} - 2(p - 1)uD_{12p-1p} - 2(D_{21pp+1} - D_{21p+1}) + (p + 2)uD_{22pp}
\right.
\]

\[
\left. - u(D_{31pp} - D_{12pp+1} + (p - 1)(D_{22pp+1} - uD_{23pp+1}) + 4uD_{32pp+1}) \right),
\]

\[
\tilde{b}_1(u, v) = \mathfrak{P} \left( \frac{2(p - 1)^2(p + 2)}{(p + 1)(p + 2)} \right)
\]

\[
\left. + 2p(p - 1)uD_{33p-1p+1} + 4D_{31p+1p+1} + 4p(1 - u - v)D_{23pp+1}
\right.
\]

\[
\left. + (p - 2)(p + 1)(D_{31pp} - D_{12pp+1} + (p - 1)(D_{22pp+1} - uD_{23p-1p+1}) \right),
\]

\[
\tilde{c}(u, v) = \mathfrak{P} v \left( -2(p - 1)^2(D_{12p-1p} + D_{12pp-1}) + 6pD_{22pp} - 4(D_{23pp+1} + D_{32pp+1})
\right.
\]

\[
\left. + (p - 1)(D_{22pp+1} + D_{22p+1}) - (D_{12pp+1} + D_{12p+1})
\right.
\]

\[
\left. + (D_{31pp} + D_{13pp}) - (p - 1)u(D_{23p-1p} + D_{23pp-1}) \right). \quad (2.3.5)
\]

Here $\mathfrak{P}$ is a normalisation constant, which for consistency with our convention above is given by

\[
\mathfrak{P} = \left( -p \frac{1}{\Gamma(p - 1)} \right) \frac{1}{N^2}, \quad (2.3.6)
\]
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and we write $\tilde{o}'$ to denote the value of $\tilde{o}$ when the contribution of the disconnected component has been removed; thus from (2.3.4), $\tilde{o}'(u,v) = v\mathcal{H}_I(u,v)$. It is easy to check that $\tilde{o}'(u,v), \tilde{c}(u,v)$ satisfy (2.3.2), as do $\tilde{a}_1(u,v), \tilde{b}_1(u,v)$ with respect to the corresponding values of $\tilde{a}_2(u,v), \tilde{b}_2(u,v)$, which are given explicitly in [12].

We proceed to use the $\mathcal{D}$ identities to demonstrate that (2.3.5) is equivalent to (2.1.6). Using (0.4.16) to rewrite $u\mathcal{D}_{2pp}, u\mathcal{D}_{11p+1p+1}, v\mathcal{D}_{11p+1p+1}$, we obtain

$$
\mathcal{D}_{11p} - (p + 1)u\mathcal{D}_{2pp} - (1 - u + v)\mathcal{D}_{2pp+1p+1} = p^2\mathcal{D}_{11p+1p+1} - (2p + 1)\mathcal{D}_{11p+1p+1} + \mathcal{D}_{11p+2p+2} + \mathcal{D}_{21p+1p+1} - \mathcal{D}_{22p+1p+1} - \mathcal{D}_{31p+2p}.
$$

From (0.4.17) we have

$$
p \mathcal{D}_{11p} = \mathcal{D}_{21p+1p+1} + \mathcal{D}_{2pp+1p+1} + \mathcal{D}_{11p+1p+1},
$$

which substituting for $\mathcal{D}_{11p}, \mathcal{D}_{11p+2p+2}, \mathcal{D}_{31p+2p}$ in (2.3.7) gives

$$
\mathcal{D}_{11p} - (p + 1)u\mathcal{D}_{2pp} - (1 - u + v)\mathcal{D}_{2pp+1p+1} = p\mathcal{D}_{12p+1p+1} - \mathcal{D}_{22p+1p+1} - \mathcal{D}_{12p+1p+2} + \mathcal{D}_{22p+2p+2}.
$$

From (0.4.16) we have $\mathcal{D}_{12pp+1} = \mathcal{D}_{13pp+2} - \mathcal{D}_{22p+1p+1}$, which together with the last identity of (2.3.8) gives

$$
p \mathcal{D}_{12pp+1} = \mathcal{D}_{22p+1p+1} + \mathcal{D}_{22p+2p+2} + \mathcal{D}_{22p+1p+2}.
$$

Substituting into (2.3.9) and cancelling terms, we then have

$$
\tilde{o}'(u,v) = 2\Psi u\mathcal{D}_{2pp+2}(u,v) = \frac{-2p}{N^2(p - 2)!} \frac{1}{u^p v^{222}}(u,v) = v\mathcal{H}_I(u,v),
$$

where we have made use of the symmetries (0.4.14) and $\Psi$ is as in (2.3.6). Thus we recover the result (2.1.6).

We may similarly show that the other expressions in (2.3.5) are compatible with (2.3.4) and (2.3.11), where we will now need to use (0.4.18) to obtain the constant terms $a, b, c$. E.g. for $\tilde{a}_1(u,v)$, we first take $\Delta_4 = p + 2$ in (0.4.18), which gives for appropriate choices of $\Delta_1, \Delta_2, \Delta_3$,

$$
\mathcal{D}_{21p+1p+2} + u\mathcal{D}_{2pp+2} + v\mathcal{D}_{12p+1p+2} = \Gamma(p),
$$

$$
\mathcal{D}_{31pp+2} + u\mathcal{D}_{32p+1p+2} + v\mathcal{D}_{22pp+2} = \Gamma(p - 1),
$$

$$
\mathcal{D}_{22pp+2} + u\mathcal{D}_{23p+1p+2} + v\mathcal{D}_{13pp+2} = \Gamma(p - 1).
$$
Thus we have that
\[(v - u - 1)\overline{D}_{22pp+2} = -\Gamma(p) + (v\overline{D}_{13pp+2} - \overline{D}_{31pp+2}) + (v\overline{D}_{12p+1p+2} - u\overline{D}_{32p-1p+2}) + u\overline{D}_{23p-1p+2} + \overline{D}_{21p+1p+2}; \tag{2.3.13}\]

applying (0.4.16) to (2.3.13) and cancelling terms, we find
\[(v - u - 1)\overline{D}_{22pp+2} = -\Gamma(p) + p\overline{D}_{21p-1p+2} - \overline{D}_{12p-1p+2} + 2((p - 1)\overline{D}_{21pp+1} + u\overline{D}_{32pp+1}), \tag{2.3.14}\]

and hence, recalling \(v\tilde{H}_I = \tilde{o}'\), we may write
\[
\tilde{a}_1 - \left(\frac{v - u - 1}{u}\right)\tilde{o}' = \mathcal{P}\left((p + 2)u\overline{D}_{22pp} - pu\overline{D}_{22p-1p+1} + pu\overline{D}_{12pp+1} - 2(2p - 1)\overline{D}_{21pp+1} + 2\overline{D}_{21p+1p} - p(p - 1)u\overline{D}_{12p-1p} - 2\overline{D}_{11pp} - 2p(\overline{D}_{21p-1p+2} - \overline{D}_{12p-1p+2}) + 2\Gamma(p)\right). \tag{2.3.15}\]

We now apply (2.3.10) to the \(\overline{D}_{12p-1p}\) term; use
\[
\overline{D}_{11p-1p+1} = \overline{D}_{12p-1p+2} - \overline{D}_{21pp+1} = \overline{D}_{21p-1p+2} - v\overline{D}_{12pp+1}, \tag{2.3.16}\]

which follows from (0.4.16), together with the first identity of (2.3.12) (taking \(p \rightarrow p - 1\)), and finally the first identity given in (2.3.8), we obtain
\[
a = \tilde{a}_1(u, v) - \left(\frac{v - u - 1}{u}\right)\tilde{o}'(u, v) = -2\mathcal{P}\Gamma(p - 1) = \frac{2p}{N^2}, \tag{2.3.17}\]

consistent with the large \(N\) value of \(a\) given in (1.6.16) (which is simply the limit of the (exact) value (1.3.30) as \(N \rightarrow \infty\)), and in agreement with the form of \(\tilde{G}\) given in (2.1.1). The corresponding term from \(\tilde{a}_2\) obviously follows by symmetry.

Similar arguments may be performed for the other terms in (2.3.5). In the case of \(\tilde{c}\), we likewise obtain
\[
c = \tilde{c}(u, v) - \left(\frac{u - v - 1}{u}\right)\tilde{o}'(u, v) = -2\mathcal{P}\Gamma(p) = \frac{2p}{N^2}(p - 1), \tag{2.3.18}\]

again agreeing with (2.1.1) and with the values of \(c\) in the large \(N\) limit from (1.3.30), (1.6.16). For \(\tilde{b}_1\), we find
\[
\tilde{b}_1(u, v) = \frac{1}{u}\tilde{o}'(u, v) \implies b = 0. \tag{2.3.19}\]

This is apparently at odds with the large \(N\) value of \(b\), at least for single-trace operators, \(p \geq 4\), given in (1.6.20). We note however that \(b\) is dependent on the colour structure of the operators, and an exact value is in general hard to obtain. In the specific case that \(p = 3\) we do have \(b = 0\).
2.4 Required Partial Wave Expansions

2.4.1 Hypergeometric functions

We here derive the necessary coefficients \([2.1.20]\) for the expansion \([2.1.19]\),

\[
(-x)^{\alpha+2}F(\alpha+1, n + \alpha; n + 2\alpha; x) = \sum_{\ell=0}^{\infty} r^{(n)}_{\alpha,\ell} g_{1+\beta,\ell+\alpha+2}(x),
\]

(2.4.1)

with \(\beta = \frac{1}{2} n - 1\), and show that these enable us to find the coefficients \(B_{\mu}\) in \([2.1.18]\).

We start by expanding the related function

\[
\sum_{j,\ell} c^{(n)}_{\alpha,j,\ell} x^{j+\alpha-1} G^{(\ell)}_{\beta,\beta+2j+\ell}(u; v; 2\beta, 2\beta),
\]

(2.4.6)

and, using \([0.4.3]\) to write \(1 - v\) in terms of \(x, \bar{x}\), let

\[
(x - \bar{x})F(\alpha+1, n + \alpha; n + 2\alpha; x + \bar{x}(1 - x)) = x \sum_{k=0}^{\infty} F^{(k)}(x)\bar{x}^k.
\]

(2.4.7)

We may use the hypergeometric identities

\[
(1 - x) \left( \frac{c}{ab} \right)^{\alpha+1} \frac{d}{dx} F(a, b; c; x) = F(a, b; c; x) - \frac{(c - a)(c - b)}{c(c + 1)} x F(a + 1, b + 1; c + 2; x),
\]

(2.4.8)
\[
\frac{1}{x} F(a, b; c; x) = \frac{1}{x} F(a - 1, b - 1; c - 2; x) + \frac{c(a + b - 1) - 2ab}{c(c - 2)} F(a, b; c; x) \\
+ ab \frac{(c - a)(c - b)}{c^2(c^2 - 1)} x F(a + 1, b + 1; c + 2; x),
\] (2.4.9)

to write \( F^{(k)}(x) \) in the form
\[
F^{(k)}(x) = \sum_{r=-1}^{k} F_r^{(k)} x^r F(\alpha + r + 1, n + \alpha + r; n + 2\alpha + 2r; x). \quad (2.4.10)
\]

Using the results of Section 1.2.1, it follows that
\[
c^{(n)}_{\alpha; j, \ell} = \sum_{k=0}^{\infty} \sum_{r=-1}^{k} F_r^{(k)} a^{(n)}_{\alpha+r,j+\ell-\alpha-r},
\] (2.4.11)

with \( \beta_{j+1, \ell+1} \) as in (1.5.3). Hence we may find the \( B_{\ell\ell} \) in (2.1.18). In particular, to find the lowest twist contribution to (2.4.6), we note the (2.4.7) gives
\[
F^{(0)}(x) = F(\alpha + 1, n + \alpha; n + 2\alpha; x).
\] (2.4.12)

Thus we have \( c^{(n)}_{\alpha; 1, \ell} = a^{(n)}_{\alpha, \ell} \), and the result (2.1.21) follows.

### 2.4.2 Logarithm and Polylogarithm expansions

We here determine coefficients for the conformal partial wave expansions of logarithmic and polylogarithmic functions required in Section 2.2.

#### Logarithm and dilogarithm

We begin by writing expansions the logarithm and dilogarithm,
\[
(-x)^q \ln(1 - x) = \sum_{n=q+1}^{\infty} (-1)^{q+1} \frac{x^n}{n - q} = \sum_{\ell=0}^{\infty} \frac{(2\beta + 1)}{(2\beta + \ell + 1)_\ell} a^{(q)}_{\ell} g_{1+\beta, \ell+1}(x), \quad (2.4.13)
\]
\[
-(x)^q \text{Li}_2(x) = \sum_{n=q+1}^{\infty} (-1)^{q+1} \frac{x^n}{(n - q)^2} = \sum_{\ell=0}^{\infty} \frac{(2\beta + 1)}{(2\beta + \ell + 1)_\ell} b^{(q)}_{\ell} g_{1+\beta, \ell+1}(x). \quad (2.4.14)
\]

Note that \( \frac{(2\beta + 1)}{(2\beta + \ell + 1)_\ell} \to \frac{\pi^2}{(2\ell)!} \) as \( \beta \to 0 \), in which limit we recover the expansions given in [2]. From (2.4.13), we obtain
\[
(2\beta + 1)_\ell a^{(q)}_{\ell} = \sum_{k=q}^{\ell} \frac{(-1)^{q+1}}{k - q + 1} (2\beta + \ell + 1)_\ell \beta_{\ell+1,k+1}
\]
\[
= \sum_{k=q}^{\ell} \frac{(-1)^{k+q}}{k - q + 1} \binom{\ell}{k} (2\beta + k + 1)_\ell, \quad \ell \geq q. \quad (2.4.15)
\]
For $q = 0$ this has solution
\[ a_\ell^{(0)} = \frac{2\beta}{2\beta + \ell} \frac{1}{\ell + 1}, \quad (2.4.16) \]
and for $q \geq 1$,
\[ \frac{(q - 1)! (2\beta + 1)_{q-1}}{(l - q + 2)_{q-1} (2\beta + l + 1)_{q-1}} a_\ell^{(q)} = \left( h(2\beta + \ell) - h(2\beta + q - 1) + h(\ell) - h(q - 1) \right), \quad (2.4.17) \]
where $h(n)$ denotes the harmonic numbers defined in (2.2.23). For small values of $q$,
\[ (2.4.17) \text{ gives} \]
\[ \begin{align*}
    a_\ell^{(1)} &= h(2\beta + \ell) - h(2\beta) + h(\ell), \\
    a_\ell^{(2)} &= \frac{(2\beta + \ell + 1)\ell}{2\beta + 1} \left( h(2\beta + \ell) - h(2\beta + 1) + h(\ell) - 1 \right), \\
    a_\ell^{(3)} &= \frac{(2\beta + \ell + 2)(2\beta + \ell + 1)\ell(\ell - 1)}{2(2\beta + 1)(2\beta + 2)} \left( h(2\beta + \ell) - h(2\beta + 2) + h(\ell) - \frac{3}{2} \right). 
\end{align*} \quad (2.4.18) \]
Similarly to (2.4.15), we have for the dilogarithm
\[ (2\beta + 1) \beta^{(q)}_\ell = \sum_{k=q}^{\ell} \frac{(-1)^{k+q}}{(k - q + 1)^2} \left( \frac{\ell}{k} \right) (2\beta + k + 1)\ell, \quad \ell \geq q. \quad (2.4.19) \]
We find
\[ b_\ell^{(0)} = \frac{2\beta}{2\beta + \ell} \frac{1}{\ell + 1} \left( h(2\beta + \ell - 1) - h(2\beta - 1) + h(\ell + 1) \right), \quad (2.4.20) \]
and defining further generalisations of the harmonic numbers by
\[ h_b^{(r)}(n) = h^{(r)}(b + n) - h^{(r)}(b), \quad h_{b,q}^{(r)}(n) = h_b^{(r)}(n) - h_b^{(r)}(q), \quad (2.4.21) \]
we have
\[ \begin{align*}
    b_\ell^{(1)} &= \frac{1}{2} \left[ h_{2\beta,1}(\ell) + h(\ell) \right]^2 - \frac{1}{2} \left[ h_{2\beta}^{(2)}(\ell) - h^{(2)}(\ell) \right], \\
    b_\ell^{(2)} &= \frac{(2\beta + \ell + 1)\ell}{2\beta + 1} \left( \frac{1}{2} \left[ h_{2\beta,1}(\ell) + h_{0,1}(\ell) \right]^2 - \frac{1}{2} \left[ h_{2\beta}^{(2)}(\ell) - h_{0,1}^{(2)}(\ell) \right] + 1 \right) \\
    &\quad - \left[ h_{2\beta}(\ell) + h(\ell) \right]. 
\end{align*} \quad (2.4.22) \]

Logarithm and dilogarithm of $x'$

As has been noted, when $\beta = 0$ the relation (1.2.4) reduces to a form that makes finding coefficients for partial wave expansions of functions of $x'$ trivial, in terms of the corresponding expansion for functions of $x$. However in the more general case the
coefficients must be independently determined. We define the $a_{\ell}^{(q)}$ by

$$(-x')^q \ln(1-x') = \sum_{\ell=0}^{\infty} \frac{\ell!}{(2\beta+\ell+1)!} a_{\ell}^{(q)} g_{1+\beta,\ell+1}(x), \quad (2.4.23)$$

and thus using (1.2.21), (1.2.22) obtain

$$(2\beta + \ell)! a_{\ell}^{(q)} = \sum_{k=q}^{\ell} \frac{(-1)^{k-q+\ell+1}}{k-q+1} \left( \frac{\ell}{k} \right) (k+1)_{2\beta+\ell}, \quad \ell \geq q. \quad (2.4.24)$$

Using $\ln(1-x') = -\ln(1-x)$, the $a_{\ell}^{(0)}$ are easily found; for $q > 0$, the first few results may be written in the form

$$a_{\ell}^{(1)} = (-1)^{\ell+1} \left[ h_{2\beta}(\ell) + h(\ell) \right] + A_{2\beta,\ell}^{(1)},$$
$$a_{\ell}^{(2)} = (-1)^{\ell+1} (2\beta + \ell + 1) \ell \left[ h_{2\beta,1}(\ell) + h_{0,1}(\ell) \right] - A_{2\beta,\ell}^{(2)}, \quad (2.4.25)$$

where $A_{2\beta,\ell}^{(1)}, A_{2\beta,\ell}^{(2)}$ are given by a sum ranging over $1, \ldots, 2\beta$, and thus may be expressed as explicit functions of $\ell$ for a given value of $\beta$,

$$A_{2\beta,\ell}^{(1)} = \sum_{a=1}^{2\beta} \left( \frac{(2\beta - a + 1)_{\ell}}{(a+1)_{\ell}} - (-1)\ell \right) \frac{1}{a},$$
$$A_{2\beta,\ell}^{(2)} = \sum_{a=1}^{2\beta} \left( \frac{(2\beta - a + 1)_{\ell}}{(a+1)_{\ell}} + (-1)^{\ell} \left\{ \frac{(2\beta + \ell + 1)\ell}{a+1} - 1 \right\} \right). \quad (2.4.26)$$

For the $p = 3$ ($\iff 2\beta = 1$) case, (2.4.26) becomes

$$A_{1,\ell}^{(1)} \begin{cases} \frac{\ell+2\ell+1}{\ell+1}, & \ell \text{ odd}, \\ -\frac{\ell+2\ell+1}{\ell+1}, & \ell \text{ even}; \end{cases} \quad A_{1,\ell}^{(2)} \begin{cases} -\frac{\ell-1}{2\ell+1} (\ell+2)^2, & \ell \text{ odd}, \\ \frac{\ell+1}{2\ell+1} \ell^2, & \ell \text{ even}. \end{cases} \quad (2.4.27)$$

For the dilogarithm, with a definition for $b_{\ell}^{(q)}$ analogous to (2.4.23), we find that

$$b_{\ell}^{(0)} = \frac{(-1)^{\ell+1} - \left( \frac{2\beta+\ell+1}{\ell+1} \right)^{2\beta}}{(\ell+1)(2\beta + \ell)}. \quad (2.4.28)$$

Again, it is possible to determine explicit expressions for higher $q$ if we first fix the value of $\beta$. Then we are able to write the required sum

$$\sum_{k=q}^{\ell} \frac{(-1)^{k-q}}{(k-q+1)^2} \left( \frac{\ell}{k} \right) \frac{(k+1)_{2\beta+\ell}}{(2\beta + \ell)!}, \quad (2.4.29)$$

as

$$\sum_{k=q}^{\ell} \frac{(-1)^{k-q}}{(k-q+1)^2} \left( \frac{\ell}{k} \right) \frac{(2\beta + k+1)_{\ell}}{(2\beta + 1)_{\ell}} \frac{(k+1)_{2\beta}}{(2\beta)!}. \quad (2.4.30)$$

The term $\frac{1}{(2\beta)!} (k+1)_{2\beta}$ becomes, for fixed values of $2\beta$ and $q$, a polynomial in $(k-q+1)$; hence our series for $b_{\ell}^{(q)}$ reduces to a combination of those in (2.4.15), (2.4.19), given by
$a_{\ell}^{(q)}, b_{\ell}^{(q)}$, plus, potentially, some involving non-negative powers of $k$ in the summand, the contributions of which may also be readily calculated\(^3\). In the $2\beta = 1$ case, this gives us
\[
(-1)^{\ell+1} b_{\ell}^{(q)} = a_{\ell}^{(q)} + q b_{\ell}^{(q)}.
\]

### Logarithm squared

For the expansion of $f_{22}$, \[2.2.17\], we need coefficients for conformal wave expansions of $x' \operatorname{Li}_2(x)$, $x \operatorname{Li}_2(x')$. We make use of the identity
\[
- \ln^2(1 - x) = 2 \operatorname{Li}_2(x) + 2 \operatorname{Li}_2(x'),
\]
and define $\bar{a}_{\ell}^{(q)}$ by
\[
\frac{1}{2} (-x)^q \ln^2(1 - x) = (-x)^q \sum_{n=2}^{\infty} h(n - 1) \frac{x^n}{n} = \sum_{\ell=0}^{\infty} \frac{(2\beta+1)}{(2\beta+\ell+1)q} a_{\ell}^{(q)} g_{1+\beta,\ell+1}(x). \tag{2.4.33}
\]
Thus
\[
(2\beta + 1) q a_{\ell}^{(q)} = \sum_{k=q+1}^{\ell} \frac{(-1)^{k-q+1}}{k - q + 1} \binom{\ell}{k} (2\beta + k + 1) x h(k - q).
\]
From our knowledge of $b_{\ell}^{(0)}, b_{\ell}^{(0)}$ we deduce that
\[
\bar{a}_{\ell}^{(0)} = \frac{2\beta}{(2\beta + \ell)(\ell + 1)} \left( h_{2\beta}(\ell) + h(\ell) - \frac{(-1)^{\ell}}{2\beta(2\ell+1)} \right). \tag{2.4.35}
\]
If $\bar{h}(n)$ denotes the alternating harmonic number, as given in \[2.2.23\], we find for $\beta = 0$
\[
\left. \bar{a}_{\ell}^{(1)} \right|_{\beta=0} = 2 \left( h(\ell)^2 + \bar{h}^{(2)}(\ell) \right). \tag{2.4.36}
\]
For general $\beta$, with the generalisation $\bar{h}_{b,q}^{(\ell)}(n)$ defined as for the harmonic number in \[2.4.21\], we may write
\[
\bar{a}_{\ell}^{(1)} = b_{\ell}^{(1)} + (\bar{h}_{2\beta}^{(2)}(\ell) + \bar{h}^{(2)}(\ell)) + h(2\beta - 1)(\bar{h}_{2\beta}(\ell) + \bar{h}(\ell))
\]
\[+ \sum_{a=1}^{2\beta-1} \binom{2\beta}{a} \left( \frac{1}{2\beta - a} - \frac{1}{a} \right) \bar{h}_{a}(\ell), \tag{2.4.37}\]
with an explicit solution determinable for a given value of $\beta$. Proceeding as for the logarithm and dilogarithm, we then define
\[
\frac{1}{2} (-x')^q \ln^2(1 - x') = \sum_{\ell=0}^{\infty} \frac{q}{(2\beta+\ell+1)q} a_{\ell}^{(q)} g_{1+\beta,\ell+1}(x) \tag{2.4.38}
\]
\(^3\)For example, by using $\sum_{k=q}^{\ell} (-1)^{k-q+1}(k - q + 1)\left(\begin{array}{c}
\ell \\
n\end{array}\right) (2\beta + k + 1)_{\ell}$
\[
= \frac{d}{d \ell} \left[ 2^{2\ell+\ell+1} \cdot (x \frac{d}{d x})^n (1 - x)^{\ell} - \Sigma_{\ell}^{(q)}(x) \right]_{x=1} \text{ where } \Sigma_{\ell}^{(q)}(x) \equiv \sum_{r=0}^{q-1} \left(\begin{array}{c}
\ell \\
r\end{array}\right)(-x)^r.
\]
\[ (2\beta + \ell)! \bar{a}_\ell^{(q)} = \sum_{k=q+1}^{\ell} (-1)^{k-q+\ell} \frac{(-1)^{k-\ell}}{k-q+1} \binom{\ell}{k} (k+1)_{2\beta+\ell} h(k-q). \]  

We find that for \(2\beta = 1\) there is a solution in terms of \(a_\ell^{(1)}\), namely
\[ (-1)^{\ell+1} a_\ell^{(1)} \bigg|_{\beta=\frac{1}{2}} = a_\ell^{(1)} \left\{ \begin{array}{ll} 2 \left( 1 - \frac{1}{\ell + 1} \right) h(\ell + 1) - \left( 1 + \frac{1}{\ell + 1} \right), & \ell \text{ odd}, \\
2 \left( 1 + \frac{1}{\ell + 1} \right) h(\ell) - \left( 1 - \frac{1}{\ell + 1} \right), & \ell \text{ even}. \end{array} \right. \]  

### 2.4.3 Results for large \(\beta\)

To obtain the results \(\text{(2.2.24), (2.2.25)}\), we first observe that
\[ \lim_{\beta \to \infty} \frac{(2\beta + \ell + 1)_{\ell}}{(2\beta + \ell)_{\ell}} = 0, \quad k < \ell; \quad \lim_{\beta \to \infty} \frac{(2\beta + k + 1)_{\ell}}{(2\beta + \ell)_{\ell}} = 1, \quad \forall k. \]  
Substituting \(\text{(2.4.15), (2.4.24)}\) directly into \(\text{(2.2.18)}\) gives a sum for \(\langle \eta_{\ell-2,1} \rangle\); using \(\text{(2.4.41)}\), we eliminate the terms that vanish as \(\beta \to \infty\), and are left with
\[ \langle \eta_{\ell-2,1} \rangle = \left[ \sum_{k=1}^{\ell} (-1)^{k+1} \binom{\ell}{k} \frac{1}{k} \right] - \frac{1}{\ell}. \]  

Similarly from \(\text{(2.2.19)}\) we obtain
\[ \langle \eta_{\ell-2,1}^2 \rangle = \left[ \sum_{k=1}^{\ell} (-1)^{k+1} \binom{\ell}{k} \left( \frac{3}{2k^2} - \frac{h(k-1)}{2k} \right) \right] - \left( \frac{3}{2\ell^2} + \frac{h(\ell-1)}{\ell} \right). \]  

These sums may be calculated using the results
\[ \sum_{k=1}^{\ell} (-1)^{k+1} \binom{\ell}{k} \frac{1}{k} = h(\ell), \quad \sum_{k=1}^{\ell} (-1)^{k+1} \binom{\ell}{k} \frac{1}{k^2} = \frac{1}{2} (h^{(2)}(\ell) + h(\ell)^2), \]  
\[ \sum_{k=1}^{\ell} (-1)^{k+1} \binom{\ell}{k} \frac{h(k-1)}{k} = \frac{1}{2} (h^{(2)}(\ell) - h(\ell)^2), \]  

yielding \(\text{(2.2.24), (2.2.25)}\).

### 2.4.4 Results from \(f_{10}, f_{21}\)

To obtain information from \(\text{(2.2.26), (2.2.27)}\), we require an expression for the derivative of partial waves, \(\text{(2.2.28)}\). Using the definition \(\text{(1.2.2)}\) of \(g_{t,\ell}^{(\beta,\gamma)}(x)\) in terms of a hypergeometric function, we may write \(g_{t,\ell}^{(\beta,-\beta)}(x)\) as a power series expansion,
\[ g_{t,\ell}^{(\beta,-\beta)}(x) = (-x)^{\ell} \sum_{n=0}^{\infty} \binom{t+\ell+\beta-1}{n} \binom{t+\ell-\beta-2}{n} - 2h_{2t+2\ell-3}(n) \times \frac{(t+\ell+\beta-1)_n(t+\ell-\beta-1)_n}{n!(2t+2\ell-2)_n} x^n, \]  
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where the \( h_{\ell}(n) \) are as defined in (2.4.21). From the value of \( f_{10} \) given in (2.2.8), we may write, making use of (2.4.32),

\[
x^3 f_{10} = (x + x') \text{Li}_2(x) = x \text{Li}_2(x) - x' \text{Li}_2(x') - \frac{1}{2} x' \ln^2(1 - x')
\]

\[
= \sum_{\ell=0}^{\infty} \left( \frac{\ell}{(2\beta + \ell + 1)} \right) \left[ (2\beta^+ \ell) b^{(1)}_\ell - b^{(1+\beta)}_\ell + \bar{a}^{(1)}_\ell \right] g^{(\beta, -\beta)}_{1+\beta, \ell+1}(x),
\]

where \( b^{(1)}_\ell, b^{(1+\beta)}_\ell, \bar{a}^{(1)}_\ell \) are the partial wave expansion coefficients defined previously. Taking the value of \( a_{\ell-2, 0} \eta_{\ell-2, 1} \) from (2.2.18), and using (2.4.45), we may expand the partial waves in (2.2.26), (2.4.46) as power series; matching powers of \( x \), we are left with the condition

\[
\sum_{\ell=2}^{m} \frac{(-1)^{\ell}(2\beta + 2\ell + 1)!}{(2\beta + m + 1)!_{\ell+1}} \left( \left\{ \left( \frac{2\beta^+}{\ell} \right) + (-1)^{\ell}(2\beta + 1) \right\} b_{\ell-2,1} + \left[ (2\beta^+ \ell) b^{(1)}_\ell - b^{(1+\beta)}_\ell + \bar{a}^{(1)}_\ell \right] + \frac{2}{\ell} \left[ (2\beta^+ \ell) \bar{a}^{(1)}_\ell - a^{(1)}_\ell \right] \left( h_{2\beta+\ell}(m - \ell) + h_{2\beta}(m - \ell) - 2h_{2\beta+2\ell+1}(m - \ell) \right) \right) = 0.
\]

(2.4.47)

Evaluating (2.4.47) for \( m = 2, \ldots, L \) gives a system of \( L - 1 \) equations which may be solved to find \( \langle b_{0,1}, \ldots, b_{L-2,1} \rangle \). (At finite \( \ell \), the partial wave coefficients may be found from their summation form if no more concise formula is known.) Explicit results for \( b_{0,1}, b_{1,1}, b_{2,1} \) are given in (2.2.29).

To obtain similar results from (2.2.27) we need an expansion for \( f_{21} \), which starting from (2.2.8), and using (2.4.32) to express \( x' \ln^3(1 - x) \) in terms of \( x' \ln(1 - x) \) \( \text{Li}_2(x) \) and \( x' \ln(1 - x) \) \( \text{Li}_2(x') \), we write as

\[
x^3 f_{21} = \frac{1}{8} \left[ \frac{1}{2} x \ln^3(1 - x) + 3 x \ln(1 - x) \text{Li}_2(x) + x' \ln(1 - x') \text{Li}_2(x') + 3(x + x') (2 \text{Li}_3(x) - \text{Li}_3(x')) \right]
\]

\[
= -\frac{1}{8} \sum_{\ell=0}^{\infty} \frac{\ell}{(2\beta + \ell + 1)} \left[ 3 \left( 2\beta^+ \ell \right) \left( \frac{1}{2} \hat{\theta}^{(1)}_\ell + \theta^{(1)}_\ell \right) - 2(\epsilon^{(1)}_\ell - \bar{c}^{(1)}_\ell) \right] + \left( \epsilon^{(1)}_\ell + 3(\epsilon^{(1)}_\ell - \bar{c}^{(1)}_\ell) \right) \left( g^{(\beta, -\beta)}_{1+\beta, \ell+1}(x),
\]

where we have new expansion coefficients defined by

\[
\frac{1}{2} (-x)^q \ln^3(1 - x) = \sum_{\ell=0}^{\infty} \frac{(2\beta + 1)_\ell}{(2\beta + \ell + 1)_\ell} \hat{\theta}^{(q)}_\ell \ g^{(\beta, -\beta)}_{1+\beta, \ell+1}(x);
\]

(2.4.49)

\[
(-x)^q \ln(1 - x) \text{Li}_2(x) = \sum_{\ell=0}^{\infty} \frac{(2\beta + 1)_\ell}{(2\beta + \ell + 1)_\ell} \epsilon^{(q)}_\ell \ g^{(\beta, -\beta)}_{1+\beta, \ell+1}(x);
\]

(2.4.50)

\[
-(x)^q \text{Li}_3(x) = \sum_{\ell=0}^{\infty} \frac{(2\beta + 1)_\ell}{(2\beta + \ell + 1)_\ell} \bar{c}^{(q)}_\ell \ g^{(\beta, -\beta)}_{1+\beta, \ell+1}(x);
\]

(2.4.51)
Primed versions $e_{\ell}(q), c_{\ell}(q), \ell c_{\ell}(q)$ are defined analogously as before. Writing $\ln^3(1 - x)$ as $\ln(1 - x) \ln^2(1 - x)$, we have the power expansion

$$- \ln^3(1 - x) = \left( \sum_{r=1}^{\infty} \frac{x^r}{r} \right) \left( \sum_{s=2}^{\infty} \frac{2h(s - 1)x^s}{s} \right) = \sum_{n=3}^{\infty} \frac{3}{n} \left( h(n - 1)^2 - h^{(2)}(n - 1) \right) x^n,$$

which gives

$$(2\beta + 1)_{\ell} e_{\ell}(q) = \sum_{k=q+2}^{\ell} \frac{(-1)^{k-q}}{k - q + 1} \binom{\ell}{k} (2\beta + k + 1)_{\ell} \left( h(k - q)^2 - h^{(2)}(k - q) \right), \tag{2.4.52}$$

and similarly we have the expansion for $\ln(1 - x) \text{Li}_2(x)$

$$- \ln(1 - x) \text{Li}_2(x) = \left( \sum_{r=1}^{\infty} \frac{x^r}{r} \right) \left( \sum_{s=1}^{\infty} \frac{x^s}{s^2} \right) = \sum_{n=2}^{\infty} \frac{1}{n} \left( h^{(2)}(n - 1) + \frac{2}{n} h(n - 1) \right) x^n,$$

giving

$$(2\beta + 1)_{\ell} c_{\ell}(q) = \sum_{k=q+1}^{\ell} \frac{(-1)^{k+q}}{k - q + 1} \binom{\ell}{k} (2\beta + k + 1)_{\ell} \left( h^{(2)}(k - q) + \frac{2h(k - q)}{k - q + 1} \right). \tag{2.4.54}$$

Finally, from the power expansion of $\text{Li}_3(x)$ we find

$$(2\beta + 1)_{\ell} c_{\ell}(1) = \sum_{k=q}^{\ell} \frac{(-1)^{k+q}}{(k - q + 1)^3} \binom{\ell}{k} (2\beta + k + 1)_{\ell}, \tag{2.4.55}$$

and writing $-x' = x + x^2 + x^3 + \cdots$, we have

$$- x' \text{Li}_3(x) = \left( \sum_{r=1}^{\infty} x^r \right) \left( \sum_{s=1}^{\infty} \frac{x^s}{s^3} \right) = \sum_{n=2}^{\infty} h^{(3)}(n - 1) x^n,$$

and thus

$$(2\beta + 1)_{\ell} c_{\ell}(1) = \sum_{k=1}^{\ell} (-1)^{k+1} \binom{\ell}{k} (2\beta + k + 1)_{\ell} h^{(3)}(k). \tag{2.4.56}$$

Following a similar procedure to that for $f_{10}$, and using (2.2.18), (2.2.19), (2.4.47) to obtain values for $\eta_{\ell-2,1}, \eta^2_{\ell-2,1}, b_{\ell-2,1}$, we match powers of $x$ in (2.2.27), (2.3.48). This gives an expression similar to (2.4.47), which yields a system of equations that may be solved for $\eta_{\ell-2,2}$ at finite $\ell$. Results for $\eta_{0,2, \eta_{1,2}, \eta_{2,2}}$ are given in (2.2.30).
Chapter 3

Short and Semi-Short Operators

3.1 Construction of semi-short operators

The basic operators in $\mathcal{N} = 4$ supersymmetric Yang Mills are gauge singlets formed from traces of products of the fundamental fields, given in Section 0.3.1, and their derivatives. These make up the content of supermultiplets, each of which is descended from a unique highest weight operator as detailed in Section 0.3.2. For the various multiplets which obey shortening conditions, we may restrict to the traces of those fields annihilated by the appropriate supercharges. We follow the procedures of [13], Section 8, to construct $\left(\frac{1}{8}, \frac{1}{8}\right)$ semi-short operators, the field content of which consists of

$$\partial^n (Z, Y, \lambda, \bar{\lambda}), \quad n = 0, 1, 2, \ldots \quad (3.1.1)$$

where, letting the fundamental scalar fields $\varphi_r \rightarrow \chi_{ij} = -\chi_{ji}$ by use of the $SU(4)$ gamma matrices, and $\partial^\mu = (\sigma^\mu)_{\alpha\dot{\alpha}} \partial_\mu$,

$$Z = \chi_{34}, \quad Y = \chi_{42}, \quad \lambda = \lambda_{41}, \quad \bar{\lambda} = \bar{\lambda}_{12}, \quad \partial = \partial_{12}. \quad (3.1.2)$$

The supercharges $Q_1^2, S_1^2, \bar{Q}_{41}, S_{41}$ act trivially on $Z, Y, \lambda, \bar{\lambda}$. The weights of the fields with respect to the dilation, spin, and $SU(4)_R$ Cartan generators are given in Table 3.1, from which we see that the operator corresponding to $\partial^n (Z^u Y^v \lambda^{s+1} \bar{\lambda}^{t+1})$ belongs to representation $\mathcal{R}_{\left(\frac{1}{4}+\frac{1}{4}, \frac{3}{2}+\frac{3}{2}\right)}$ with dimension $\Delta = \frac{3}{2}(s + t) + u + v + n + 2$. Hence the twist is $s + t + u + v + n + 2$, compatible with (0.3.3).

We may determine the number of operators belonging to $\mathcal{R}_{\left(\frac{1}{4}+\frac{1}{4}, \frac{3}{2}+\frac{3}{2}\right)}$ by writing the most general combination of fields (3.1.1) with the given $SU(4)_R$ representation, and imposing appropriate commutation conditions, namely that the operator be annihilated by the remaining non-trivial $S_i, \bar{S}_j$ conformal supercharges, and be an $SU(2)$ highest weight state, where $(Z, Y)$ form an $SU(2)$ doublet. In addition to (3.1.1) we
Table 3.1: Associated weights of the \((\frac{1}{8}, \frac{1}{8})\) fields

| Field | \((\Delta; J_3, J_3; H_1, H_2, H_3)\) |
|-------|-------------------------------------|
| \(Z\) | \((1; 0, 0; 0, 1, 0)\) |
| \(Y\) | \((1; 0, 0; 1, -1, 1)\) |
| \(\lambda\) | \((\frac{3}{2}; \frac{1}{2}; 0; 0, 0, 1)\) |
| \(\bar{\lambda}\) | \((\frac{3}{2}; 0; \frac{1}{2}; 1, 0, 0)\) |
| \(\partial\) | \((1; \frac{1}{2}; \frac{1}{2}; 0, 0, 0)\) |

will use the notation

\[ Z^i = (Z, Y), \quad S_i = (S_2^1, S_3^1), \quad \bar{S}^i = (\bar{S}^{22}, \bar{S}^{32}). \]  

(3.1.3)

It is sufficient to check that an \(SU(2)\) top state commutes with \(S_1, \bar{S}^2\), where from the full superconformal algebra we obtain the necessary relations

\[ [S_1, \partial^n Z] = 2i n \partial^{n-1} \bar{\lambda}, \quad [S_1, \partial^n Y] = 0, \]

\[ \{S_1, \partial^n \lambda\} = -4(n+1) \partial^n Y, \quad \{S_1, \partial^n \bar{\lambda}\} = 0, \]  

(3.1.4)

and

\[ [\bar{S}^2, \partial^n Z] = 2i n \partial^{n-1} \lambda, \quad [\bar{S}^2, \partial^n Y] = 0, \]

\[ \{\bar{S}^2, \partial^n \lambda\} = 0, \quad \{\bar{S}^2, \partial^n \bar{\lambda}\} = 4(n+1) \partial^n Y. \]  

(3.1.5)

The results will be compared with those given in Appendix C of [13].

### 3.1.1 Twist 2, 3

At twists 2 and 3, we have only single-trace operators belonging to \(\mathcal{R}^{(\frac{2}{2}, \frac{2}{2})}_{[0,0,0]}\), \(\mathcal{R}^{(\frac{2}{2}, \frac{2}{2})}_{[0,1,0]}\) respectively. For the former, a general operator may be written

\[ \mathcal{O} = \sum_{r+s=n} a_{rs} \text{tr} \left( \partial^r \lambda \partial^s \bar{\lambda} \right) - \sum_{r+s=n+1} i b_{rs} \text{tr} \left( \partial^r Z \partial^s Y \right). \]  

(3.1.6)

For this to be an \(SU(2)\) highest weight state requires \(b_{rs} + b_{sr} = 0\). From (3.1.4), (3.1.5) we obtain

\[ [S_1, \mathcal{O}] = \sum_{r,s} 2 ((r+1)b_{r+1,s} - 2(s+1)a_{sr}) \text{tr} \left( \partial^r \bar{\lambda} \partial^s Y \right), \]  

(3.1.7)

\[ [\bar{S}^2, \mathcal{O}] = \sum_{r,s} 2 ((r+1)b_{r+1,s} - 2(s+1)a_{rs}) \text{tr} \left( \partial^r \lambda \partial^s Y \right). \]  

(3.1.8)

Hence we require

\[ (r+1)b_{r+1,s} = 2(s+1)a_{rs} = 2(s+1)a_{sr} \]

\[ \Rightarrow a_{rs} = a_{sr}, \quad (s+1)^2 b_{s+1,r} = (r+1)^2 b_{r+1,s}. \]  

(3.1.9)
thus \( a_{rs} \) is completely determined by \( b_{rs} \), and writing
\[
b_{rs} = \left( \frac{n+1}{s} \right)^2 B_{rs}, \quad r + s = n + 1,
\]
we see that (3.1.9) implies \( B_{rs} = -B_{r-1,s+1} = \cdots \). This is compatible with \( B_{rs} = -B_{sr} \) only when \( n \) is even, when we have a unique solution (up to normalisation).

Similarly, a highest weight twist 3 operator may be written
\[
\mathcal{O} = \sum_{r,s,t} a_{rst} \text{tr} \left( \partial^r Z \partial^s \lambda \partial^t \bar{\lambda} \right) - \tilde{a}_{rst} \text{tr} \left( \partial^r Z \partial^s \lambda \partial^t \lambda \right) - i b_{rst} \text{tr} \left( \partial^r Z \partial^s Z \partial^t Y \right),
\]
where \( b_{rst} + b_{str} + b_{trs} = 0 \). Commutation with \( S_1, \bar{S}^2 \) imposes the conditions
\[
(r + 1)a_{r+1,st} - (t + 1)\tilde{a}_{t+1,rs} = (r + 1)a_{r+1,st} - (s + 1)\tilde{a}_{s+1,rt} = 0,
\]
\[
(t + 1)b_{t+1,rs} = 2(s + 1)a_{rst}, \quad (s + 1)b_{s+1,rt} = 2(t + 1)a_{rst},
\]
\[
(t + 1)b_{r,t+1,s} = 2(s + 1)a_{rst}, \quad (s + 1)b_{s+1,r,t} = 2(s + 1)\tilde{a}_{rst}.
\]

If we let
\[
b_{rst} = \left( \frac{(n+1)!}{r! s! t!} \right)^2 B_{rst}, \quad r + s + t = n + 1,
\]
it suffices to find the number of independent \( B_{rst} \) satisfying \( B_{rst} + B_{str} + B_{trs} = 0, B_{r+1,st} = B_{s+1,rt} \). The number of operators at twists two and three is given by
\[
\# \mathcal{R}_{[0,0,0]}^{(\frac{1}{3},\frac{1}{3})} = \begin{cases} 1 & \text{if } n \text{ is even;} \\ 0 & \text{if } n \text{ is odd;} \end{cases}
\]
\[
\# \mathcal{R}_{[0,1,0]}^{(\frac{1}{3},\frac{1}{3})} = \begin{cases} \frac{1}{3}(n + 3) & \text{if } n = 3m, \\ \frac{1}{3}(n + 5) & \text{if } n = 3m + 1, \\ \frac{1}{3}(n + 1) & \text{if } n = 3m + 2, \end{cases}
\]
with generating functions
\[
g_{[0,0,0]}(t) = \frac{1}{1-t^2}, \quad g_{[0,1,0]}(t) = \frac{1 + t - t^2}{(1-t)(1-t^3)}. \]

This gives the number of operators for the first few values of \( n \) to be
\[
\text{Twist 2: } 1, 0, 1, 0, 1, 0, 1, \ldots \]
\[
\text{Twist 3: } 1, 2, 1, 2, 3, 2, 3, \ldots
\]

As only single-trace operators are present, these numbers should — and do — agree with both the figures in Tables 10 & 11 (listing single-trace operators) and Tables 6–9 (giving all operators) in Appendix C of [13].

### 3.1.2 Twist 4

At twist 4, operators may belong to \( \mathcal{R}_{[0,2,0]}^{(\frac{1}{3},\frac{1}{3})} \) or \( \mathcal{R}_{[1,0,1]}^{(\frac{1}{3},\frac{1}{3})} \), and additionally may have single- or double-trace structure.
Operators in the $[0,2,0]$ representation

We construct single-trace, twist-4 ($\frac{1}{3}, \frac{1}{3}$) semi-short operators belonging to $\mathcal{R}_{[0,2,0]}^{(\frac{1}{3}, \frac{1}{3})}$ beginning with the most general form for such an operator

$$\mathcal{O} = \sum_{q,r,s,t} a_{qrst} \text{tr} \left( \partial^a \bar{Z} \partial^r Z \partial^a \partial^r \lambda \right) + V_{qrst} \text{tr} \left( \partial^a \bar{Z} \partial^r Z \partial^a \partial^r \lambda \right)$$

$$+ \tilde{a}_{qrst} \text{tr} \left( \partial^a \bar{Z} \partial^r Z \partial^a \lambda \right) - ib_{qrst} \text{tr} \left( \partial^a \bar{Z} \partial^r Z \partial^a Y \right). \quad (3.1.17)$$

By considering the action of the $SU(2)$ raising operator on $\mathcal{O}$, we have the condition

$$b_{qrst} + r_{stq} + s_{tqr} + b_{tqrs} = 0. \quad (3.1.18)$$

From (3.1.4) and (3.1.5), we obtain the commutators of $\mathcal{O}$ with $S_1, \tilde{S}^2$,

$$[S_1, \mathcal{O}] = \sum_{q,r,s,t} 2i((r + 1)a_{qrst} + (t + 1)\tilde{a}_{qrst}) \text{tr} \left( \partial^a \bar{Z} \partial^r Z \partial^a \partial^r \lambda \right)$$

$$+ 2i((r + 1)\tilde{a}_{qrst} + (t + 1)a_{qrst}) \text{tr} \left( \partial^a \bar{Z} \partial^r Z \partial^a \lambda \right)$$

$$- 2i((t + 1)a_{qrst} - (t + 1)a_{qrst}) \text{tr} \left( \partial^a \bar{Z} \partial^r Z \partial^a \partial^r \lambda \right)$$

$$+ 2((t + 1)b_{qrst} - 2(s + 1)a_{qrst}) \text{tr} \left( \partial^a \bar{Z} \partial^r Z \partial^a \lambda \right)$$

$$+ 2((t + 1)b_{qrst} - 2(s + 1)a_{qrst}) \text{tr} \left( \partial^a \bar{Z} \partial^r Z \partial^a \partial^r \lambda \right), \quad (3.1.19)$$

$$[\tilde{S}^2, \mathcal{O}] = \sum_{q,r,s,t} 2i((s + 1)a_{qrst} + (r + 1)\tilde{a}_{qrst}) \text{tr} \left( \partial^a \bar{Z} \partial^r Z \partial^a \partial^r \lambda \right)$$

$$+ 2i((s + 1)\tilde{a}_{qrst} + (r + 1)a_{qrst}) \text{tr} \left( \partial^a \bar{Z} \partial^r Z \partial^a \lambda \right)$$

$$- 2i((s + 1)\tilde{a}_{qrst} - (r + 1)a_{qrst}) \text{tr} \left( \partial^a \bar{Z} \partial^r Z \partial^a \partial^r \lambda \right)$$

$$+ 2((s + 1)b_{qrst} + 2(t + 1)a_{qrst}) \text{tr} \left( \partial^a \bar{Z} \partial^r Z \partial^a \lambda \right)$$

$$+ 2((s + 1)b_{qrst} + 2(t + 1)a_{qrst}) \text{tr} \left( \partial^a \bar{Z} \partial^r Z \partial^a \partial^r \lambda \right), \quad (3.1.20)$$

and thus require

$$(r + 1)a_{qrst} + (t + 1)\tilde{a}_{qrst} = (s + 1)a_{qrst} + (r + 1)\tilde{a}_{qrst} = 0,$$\hspace{1cm} (3.1.21)

$$(r + 1)\tilde{a}_{qrst} + (t + 1)a_{qrst} = (s + 1)a_{qrst} + (r + 1)a_{qrst} = 0,$$\hspace{1cm} (3.1.21)

$$(r + 1)a_{qrst} + (t + 1)a_{qrst} = (s + 1)a_{qrst} + (r + 1)a_{qrst} = 0,$$\hspace{1cm} (3.1.21)

$$2(s + 1)2b_{qrst} = (t + 1)2b_{qrst} = (s + 1)2b_{qrst} = 0,$$\hspace{1cm} (3.1.22)

$$2(s + 1)2b_{qrst} = (t + 1)2b_{qrst} = (s + 1)2b_{qrst} = 0.$$\hspace{1cm} (3.1.22)

To solve these, we set

$$b_{qrst} = \left( \frac{(n + 1)!}{q! r! s! t!} \right)^2 B_{qrst}, \quad q + r + s + t = n + 1, \quad (3.1.23)$$
then (3.1.21), (3.1.22) are satisfied if
\[ B_{qrst} = B_{rst+1q−1} = B_{s+t+1qr} = B_{t+1qrs−1}. \] (3.1.24)

The cyclic identity (3.1.18) becomes
\[ B_{qrst} + B_{rstq} + B_{stqr} + B_{tqrs} = 0. \] (3.1.25)

We may now find the number of semi-short operators with spin \( n \) by counting the degrees of freedom in choosing \( B_{qrst} \), subject to (3.1.23), (3.1.24), (3.1.25). Without imposing any restrictions, the initial number of \( qrst \) satisfying (3.1.23) is
\[ \binom{n + 4}{3} = \frac{1}{6}(n + 2)(n + 3)(n + 4). \] (3.1.26)

Next we consider the number of distinct cycles within the set of all such \( qrst \), and hence the number of restrictions coming from (3.1.25). This turns out to be given by
\[
\begin{align*}
\frac{1}{24}(n + 5)(n^2 + 4n + 9) & \quad \text{when } n + 1 = 4m, \\
\frac{1}{24}(n + 3)(n^2 + 6n + 11) & \quad \text{when } n + 1 = 4m + 2, \\
\frac{1}{24}(n + 2)(n + 3)(n + 4) & \quad \text{for } n + 1 \text{ odd.}
\end{align*}
\] (3.1.27)

Finally, we divide the set of \( B_{qrst} \) into equivalence classes of those set equal by application of (3.1.24). By considering the number and size of the resulting classes, we find the number of restrictions arising from (3.1.24) to be:
\[
\begin{align*}
\frac{1}{8}(n + 1)(n + 3)(n + 4) & \quad \text{for } n + 1 \text{ even,} \\
\frac{1}{8}(n + 4)(n^2 + 4n + 2) & \quad \text{when } n + 1 = 4m + 1, \\
\frac{1}{8}(n^3 + 8n^2 + 18n + 4) & \quad \text{when } n + 1 = 4m + 3.
\end{align*}
\] (3.1.28)

Thus, subtracting (3.1.27), (3.1.28) for (3.1.26), we obtain
\[ \text{# single trace } \mathcal{R}^{(\frac{3}{2}, \frac{3}{2})}_{(0, 2, 0)} \] (3.1.29)

Similarly, we construct the most general double-trace \( \mathcal{R}^{(\frac{3}{2}, \frac{3}{2})}_{(0, 2, 0)} \) operator,
\[
\mathcal{O} = \sum_{q,r,s,t} a_{qrst} \text{ tr } (\partial^q Z \partial^r Z) \text{ tr } (\partial^s \lambda \partial^t \bar{\lambda}) + \hat{a}_{qrst} \text{ tr } (\partial^q Z \partial^r \lambda) \text{ tr } (\partial^s Z \partial^t \bar{\lambda})
\]
\[ - ib_{qrst} \text{ tr } (\partial^q Z \partial^r Z) \text{ tr } (\partial^s Z \partial^t Y). \] (3.1.30)

Because of the cyclic nature of the trace, we need consider only \( a_{(qr)st}, b_{(qr)st}, \text{ symmetric } \).
in the first two indices. By considering the action of the \(SU(2)\) raising operator, we obtain the condition
\[
 b_{(qr)st} + b_{(qr)ts} + b_{(st)qr} + b_{(st)rq} = 0. \quad (3.1.31)
\]

Commutators of \(O\) with \(S_1, \bar{S}^2\) give conditions
\[
 (r + 1)\tilde{a}_{q_{r+1}st} = (t + 1)\tilde{a}_{q_{t+1}sr}, \quad (r + 1)\tilde{a}_{r+1qrst} = (s + 1)\tilde{a}_{s+1qrst},
2(r + 1)a_{(qr)st} = (t + 1)a_{(qrst)t+1s}, \quad 2(s + 1)(t + 1)b_{(qr)t+1s} = (s + 1)^2b_{(qrst)s+1t},
(s + 1)(t + 1)\tilde{a}_{qrst} = (t + 1)^2b_{(r+1)qr} = (s + 1)^2b_{(qrst)s+1t}. \quad (3.1.32)
\]

We find that with \(B\) defined as in (3.1.23), all the (3.1.31), (3.1.32) are satisfied if
\[
 B_{(qr)(st)} + B_{(st)(qr)} = 0, \quad (3.1.33)
\]
\[
 B_{(qr)st} = B_{(qrst)t+1s} = B_{(s+t+1)qr} = B_{(s+t+1)rqr}. \quad (3.1.34)
\]

Taking the number of independent \(B_{(qr)st}\) for fixed \(n\), and subtracting the number of restrictions arising from (3.1.33), (3.1.34) gives the number of double-trace operators with spin \(n\), namely
\[
 \#_{\text{double}} R_{[0,2,0]}([\frac{7}{8}, \frac{1}{8}]) = \begin{cases} 
 \frac{1}{16}(n + 6)^2 - \frac{1}{4} & \text{for } n = 4m, \\
 \frac{1}{16}(n + 3)^2 & \text{for } n = 4m + 1, \\
 \frac{1}{16}(n + 6)^2 & \text{for } n = 4m + 2, \\
 \frac{1}{16}(n + 3)^2 - \frac{1}{4} & \text{for } n = 4m + 3.
\end{cases} \quad (3.1.35)
\]

Combining (3.1.29), (3.1.35), we find the total number of twist-4 \((\frac{1}{8}, \frac{1}{8})\) semi-short operators belonging to \(R_{[0,2,0]}([\frac{7}{8}, \frac{1}{8}])\):
\[
 \# R_{[0,2,0]}([\frac{7}{8}, \frac{1}{8}]) = \begin{cases} 
 \frac{1}{16}(n + 4)(3n + 16) & \text{for } n = 4m, \\
 \frac{3}{16}(n + 3)^2 & \text{for } n = 4m + 1, \\
 \frac{1}{16}(n + 4)(3n + 16) + \frac{3}{4} & \text{for } n = 4m + 2, \\
 \frac{3}{16}(n + 3)^2 - \frac{3}{4} & \text{for } n = 4m + 3.
\end{cases} \quad (3.1.36)
\]

**Operators in the [1,0,1] representation**

A single trace operator in the \(R_{[1,0,1]}([\frac{7}{8}, \frac{1}{8}])\) representation takes the general form
\[
 O = \sum_{q,r,s,t} a_{qrst} \varepsilon_{ij} tr (\partial^q Z^i \partial^r Z^j \partial^s \lambda \partial^t \bar{\lambda}) + \tilde{a}_{qrst} \varepsilon_{ij} tr (\partial^q Z^i \partial^r Z^j \partial^s \bar{\lambda} \partial^t \lambda) + \frac{i}{2} b_{qrst} \varepsilon_{ijkl} tr (\partial^q Z^i \partial^r Z^j \partial^k \partial^l Z^l) + i c_{qrst} tr (\partial^q \lambda \partial^r \bar{\lambda} \partial^s \partial^t \bar{\lambda}) + i \tilde{c}_{qrst} tr (\partial^q \bar{\lambda} \partial^r \lambda \partial^s \partial^t \bar{\lambda}), \quad (3.1.37)
\]
where we can only determine $b, c$ up to $b_{qrs} + b_{stq}, \hat{c}_{qrs} + \hat{c}_{stq}$, so may impose that they are symmetric with respect to these indices. By construction, $O$ is an $SU(2)$ highest weight state. Commutation with $S_1, S^2$ requires

$$
\begin{align*}
(t + 1)a_{r+1 qst} + (r + 1)a_{q r+1 st} & = 2(q + 1)c_{qrs}, \\
-(t + 1)a_{t+1 qst} + (r + 1)a_{q r+1 st} & = 2(q + 1)c_{srq}, \\
(t + 1)a_{t+1 qsr} - (r + 1)a_{q r+1 st} & = 2(q + 1)(\hat{c}_{qrs} + \hat{c}_{stq}), \\
(s + 1)a_{s+1 rqt} - (r + 1)a_{q r+1 st} & = 2(q + 1)c_{rtsq}, \\
-(s + 1)a_{s+1 qrt} - (r + 1)a_{r+1 qst} & = 2(q + 1)(\hat{c}_{qst} + \hat{c}_{rqt}), \\
(s + 1)a_{qst} + (r + 1)a_{qrs} - (s + 1)a_{qts} - (r + 1)a_{qsr} & = \frac{1}{2}(t + 1)b_{q t+1 rs}, \\
(r + 1)a_{qst} - (s + 1)a_{rst} & = (r + 1)a_{qts} + (s + 1)a_{qsr} - \frac{1}{2}(t + 1)b_{q t+1 rs}.
\end{align*}
$$

(3.1.38)

The $[1,0,1]$ double trace operator may be written

$$
O = \sum_{q,r,s,t} a_{qst} \epsilon_{ij} \text{tr} (\partial^i Z^j \partial^\lambda \lambda) \text{tr} (\partial^r Z^s \partial^\lambda \lambda) + a_{qst} \text{tr} (\partial^r Z \partial^s \partial^\lambda \lambda) + b_{qst} \text{tr} (\partial^r Z \partial^s \partial^\lambda \lambda) - i b_{qst} \text{tr} (\partial^r Z \partial^s \partial^\lambda \lambda) - i b_{qst} \text{tr} (\partial^r Z \partial^s \partial^\lambda \lambda) + i c_{qst} \text{tr} (\partial^r \partial^s \partial^\lambda \lambda) + i c_{qst} \text{tr} (\partial^r \partial^s \partial^\lambda \lambda) \text{tr} (\partial^r Z \partial^s \partial^\lambda \lambda),
$$

(3.1.39)

where we may impose $b_{qst} = b_{q(st)}, \hat{b}_{qst} = \hat{b}_{rqt}, c_{qst} = -c_{qsr} = -c_{qts} = c_{stq}, \hat{c}_{qst} = \hat{c}_{stq}$. With this convention, the $SU(2)$ condition gives $a_{qst} = -a_{rqt}$ and $2b_{qst} + \hat{b}_{qst} + \hat{b}_{rqt} = 0$, and the commutation relations require

$$
\begin{align*}
(r + 1)a_{r+1 qst} - (t + 1)a_{t+1 qst} & = 2(q + 1)\hat{c}_{qrs}, \\
(q + 1)a_{q+1 rst} + (s + 1)a_{r+1 sqt} & = 2(r + 1)\hat{c}_{qrs}, \\
(r + 1)a_{q r+1 st} - (t + 1)a_{q t+1 sr} & = 2(q + 1)c_{qst}, \\
(s + 1)a_{s+1 rqt} - (q + 1)a_{q+1 rst} & = 2(r + 1)c_{qst}, \\
-(t + 1)a_{s+1 qst} - (s + 1)a_{qts} - (t + 1)a_{qrs} + (s + 1)a_{qsr} & = \frac{1}{2}(r + 1)b_{q r+1 st}, \\
(s + 1)a_{qts} + (t + 1)a_{qsr} - (s + 1)a_{qts} & = \frac{1}{2}(r + 1)b_{q r+1 st}.
\end{align*}
$$

(3.1.40)

The number of independent solutions to (3.1.38), (3.1.40) are given in Table 3.2 along with the results (3.1.29), (3.1.35), (3.1.36) previously obtained for twist 4 operators. Corresponding generating functions are given in Table 3.3.

As at lower twists, we compare the figures given by these formulae for low $n$ with those in [13], Appendix C, now considering separately the single-trace and overall operator counts. The overall count agrees for both $SU(4)_R$ representations; however, in order to compare single-trace $R_{[1,0,1]}(\frac{3}{2}, \frac{3}{2} \frac{3}{2})$ operators we must first take account of the fact that the tables list only primary operators, whilst our count also includes descendant operators arising as a result of the decomposition of a long supermultiplet into semi-short contributions at the unitarity bound, (3.1.37).
Figure 3.1: Descendant $\mathcal{R}_{[1,0,1]}^{(\frac{3}{2}, \frac{3}{2})}$ operators

Figure 3.1 shows the ways in which $\mathcal{R}_{[1,0,1]}^{(\frac{3}{2}, \frac{3}{2})}$ operators may appear as descendants. To check the number of primary operators, we thus need the number of $\mathcal{R}_{[0,0,0]}^{(\frac{3}{2}, \frac{3}{2})}$ operators, given in (3.1.14), and also the number of $\mathcal{R}_{[0,0,1]}^{(\frac{3}{2}, \frac{3}{2})}$ operators and their conjugates, which may be computed as in the previous twist 3 case, giving

$$\#\left[\mathcal{R}_{[0,0,1]}^{(\frac{3}{2}, \frac{3}{2})}\right] = \#\left[\mathcal{R}_{[1,0,0]}^{(\frac{3}{2}, \frac{3}{2})}\right] = \begin{cases} \frac{1}{3}n & \text{for } n = 3m, \\ \frac{1}{3}(n+2) & \text{for } n = 3m+1, \\ \frac{1}{3}(n+4) & \text{for } n = 3m+2. \end{cases} \quad (3.1.41)$$

**Table 3.2:** Number of twist-4 $\left(\frac{1}{8}, \frac{1}{8}\right)$ operators

|        | $\mathcal{R}_{[0,0,2]}^{(\frac{1}{8}, \frac{1}{8})}$ | $\mathcal{R}_{[0,0,1]}^{(\frac{1}{8}, \frac{1}{8})}$ | Total |
|--------|-----------------------------------------------|-----------------------------------------------|-------|
| Single trace | $\frac{1}{3}(n+4)^2$ | $\frac{1}{3}(n+3)^2$ | $\frac{1}{3}(n+4)^2 + \frac{1}{3}(n+3)^2$ |
| Double trace | $\frac{1}{16}(n+6)^2 - \frac{1}{4}$ | $\frac{1}{16}(n+3)^2 - \frac{1}{4}$ | $\frac{1}{16}(n+6)^2 - \frac{1}{4} + \frac{1}{16}(n+3)^2 - \frac{1}{4}$ |
| Total | $\frac{1}{16}(3n^2+28n+64)$ | $\frac{1}{16}(9n^2+42n+65)$ | $\frac{1}{16}(3n^2+28n+64) + \frac{1}{16}(9n^2+42n+65)$ |

The four entries in each cell indicate the results for $n \equiv 0, 1, 2, 3 \pmod{4}$.

**Table 3.3:** Generating functions for number of twist-4 $\left(\frac{1}{8}, \frac{1}{8}\right)$ operators

|        | $\mathcal{R}_{[0,0,2]}^{(\frac{1}{8}, \frac{1}{8})}$ | $\mathcal{R}_{[0,0,1]}^{(\frac{1}{8}, \frac{1}{8})}$ | Total |
|--------|-----------------------------------------------|-----------------------------------------------|-------|
| Single trace | $\frac{3-2t+2t^2-2t^3+t^4}{(1-t)^2(1+t)^2(1+t^2)}$ | $\frac{3-2t+2t^2-2t^3+t^4}{(1-t)^2(1+t)^2(1+t^2)}$ | $\frac{3-2t+2t^2-2t^3+t^4}{(1-t)^2(1+t)^2(1+t^2)}$ |
| Double trace | $\frac{3-2t+2t^2-2t^3+t^4}{(1-t)^2(1+t)^2(1+t^2)}$ | $\frac{3-2t+2t^2-2t^3+t^4}{(1-t)^2(1+t)^2(1+t^2)}$ | $\frac{3-2t+2t^2-2t^3+t^4}{(1-t)^2(1+t)^2(1+t^2)}$ |
| Total | $\frac{3-2t+2t^2-2t^3+t^4}{(1-t)^2(1+t)^2(1+t^2)}$ | $\frac{3-2t+2t^2-2t^3+t^4}{(1-t)^2(1+t)^2(1+t^2)}$ | $\frac{3-2t+2t^2-2t^3+t^4}{(1-t)^2(1+t)^2(1+t^2)}$ |
Note that this figure itself includes both primary operators and those themselves descended from $R^{(n+1,n+1)}_{[0,0,0]}$. Next, we find the number of descendant operators in the $[1,0,1]$ representation,

$$\#_{\text{desc}}\left[R^{(n,n)}_{[1,0,1]}\right] = \#_{\text{prim}}\left[R^{(n+1,n+1)}_{[0,0,0]}\right] + \#_{\text{prim}}\left[R^{(n+1,n+1)}_{[0,0,1]}\right] + \#_{\text{prim}}\left[R^{(n+1,n+1)}_{[1,0,0]}\right]$$

$$= 2 \cdot \#\left[R^{(n+1,n+1)}_{[0,0,1]}\right] - \#\left[R^{(n+1,n+1)}_{[0,0,0]}\right]$$

Thus by subtraction, the number of primaries may be calculated, dependent on $n$ mod 12:

$$\#_{\text{prim}}\left[R^{(n,n)}_{[1,0,1]}\right] = \frac{1}{24} \times \begin{cases} 9n^2+20n+24 : n=12m, & 9n^2+20n+36 : n=12m+6, \\ 9n^2+26n+61 : n=12m+1, & 9n^2+26n+49 : \cdot \\ 9n^2+20n-28 : \cdot & 9n^2+20n-40 : \cdot \\ 9n^2+26n+81 : \cdot & 9n^2+26n+93 : \cdot \\ 9n^2+20n-8 : \cdot & 9n^2+20n+4 : \cdot \\ 9n^2+26n+29 : \cdot & 9n^2+26n+17 : n=12m+11. \end{cases} \quad (3.1.43)$$

This gives 1, 4, 2, 10, 9, …, as required to agree with [13]. The generating function for primary $[1,0,1]$ single-trace operators is then

$$g^{s.t.\text{prim}}_{[1,0,1]}(t) = \frac{1 + 4t + t^2 + 5t^3 + 2t^4 + t^5 + 4t^6}{(1-t^2)(1-t^3)(1-t^4)}. \quad (3.1.44)$$

### 3.2 Analysis of Partition Functions

Here we analyse partition functions for free $\mathcal{N} = 4$ super Yang Mills with gauge group $SU(N)$, large $N$, in terms of characters, as in [13], Section 7, in order to find generating functions for the number of $(1,\frac{1}{8})$ semi-short multiplets in the theory which belong to different representations. We start from the expansion

$$Z = \sum_{\mathcal{M}} N_{\mathcal{M}} \hat{\chi}_{\mathcal{M}}, \quad (3.2.1)$$

where $Z$ is a partition function, and the $N_{\mathcal{M}} = \#[\mathcal{M}]$ are integers counting the number of multiplets $\mathcal{M}$ in the relevant sector of the theory. When $\mathcal{M}$ corresponds to a $(\frac{1}{8},\frac{1}{8})$ semi-short multiplet with representation $R^{(j,\bar{j})}_{(m+2j+2,n,m+2j+2)}$, the character $\hat{\chi}_{\mathcal{M}}$ is given by $\hat{\chi}_{nm,jj}(z,y,-a,-b)$, where

$$\hat{\chi}_{nm,jj}(z,y,a,b) = \frac{(z+a)(z+b)(y+a)(y+b)}{1-\sigma} a^{2j+1} b^{2j+1} \chi_{(n+m,m)}(z,y). \quad (3.2.2)$$
with \( \sigma = \frac{a b}{z y} \) and
\[
\chi_{(n+m,m)}(z, y) = (z y)^m \frac{z^{n+1} - y^{n+1}}{z - y} = z^{m+n} y^m + \cdots + z^m y^{m+n}.
\] (3.2.3)

It follows from (3.2.2), (3.2.3) that
\[
\hat{\chi}_{nm,j}(z, y, a, b) = \sigma^{2j} \hat{\chi}_{nm+2j,j-j-j}(z, y, a, b), \quad J \leq j, j;
\] (3.2.4)

thus the character corresponding to \( \mathcal{M} \rightarrow \mathcal{R}_{[k,p,q]}^{(g f)} \) is
\[
\hat{\chi}^{(g)}_{[k,p,q]}(z, y, a, b) = \sigma^\ell \cdot \hat{\chi}_{p,q-2,0}^{(k-q)}(z, y, a, b), \quad k \geq q,
\] (3.2.5)

and for \( \mathcal{R}_{[k,p,q]}^{(q f)} \), \( k \geq q \),
\[
\hat{\chi}^{(j)}_{[k,p,q]}(z, y, a, b) = \sigma^\ell \cdot \hat{\chi}_{p,q-2,0}^{(k-q)}(z, y, a, b)
\] (3.2.6)

with \( \ell = 2j = 2j - k + q \). The corresponding result for \( k \leq q \) is obvious by symmetry. Thus the contribution to the right-hand side of (3.2.1) of all multiplets with \( SU(4) \) representation \([k, p, q]\) is given by
\[
\sum_\ell \# [\mathcal{R}_{[k,p,q]}^{(g f)}] \cdot \sigma^\ell \cdot \hat{\chi}_{p,q-2,0}^{(k-q)}(z, y, -a, -b)
\] (3.2.7)

for \( k \geq q \), and similarly for \( q \geq k \) with \( 0 \frac{1}{2} (k-q) \rightarrow \frac{1}{2} (q-k) \). By symmetry, \( g_{[q,p,k]}(\sigma) = g_{[k,p,q]}(\sigma) \). Summing (3.2.7) over all \( k, p, q \) recovers the full partition function,
\[
Z(z, y, a, b) = \sum_{p,q \geq 0} \left[ \hat{\chi}_{p,q-2,0}^{(k-q)}(z, y, -a, -b) \cdot g_{[q,p,q]}(\sigma)
\right.
\]
\[
\left. + \sum_{k > q} \left( \hat{\chi}_{p,q-2,0}^{(k-q)}(z, y, -a, -b)
\right.
\]
\[
\left. + \hat{\chi}_{p,q-2,0}^{(k-q)}(z, y, -a, -b) \right) g_{[k,p,q]}(\sigma) \right].
\] (3.2.8)

We may use (3.2.2) to write the terms in (3.2.8) as
\[
\hat{\chi}_{p,q-2,0j}(z, y, a, b) = \frac{\sigma}{1 - \sigma} \zeta(z, y, a, b) a^{2j} \chi_{(p+q,j)}(z, y),
\] (3.2.9)

and similarly for the conjugates, with \( a^{2j} \rightarrow b^{2j} \), where \( \zeta(z, y, a, b) \) is given by
\[
\zeta(z, y, a, b) = \frac{(z + a)(z + b)(y + a)(y + b)}{z y}
\] (3.2.10)

\[
= (1 + \sigma)^2 z y + \sigma(z^2 + y^2) + (1 + \sigma)(a + b)(z + y) + (a^2 + b^2).
\]
Thus (3.2.8) becomes
\[
Z(z, y, a, b) = \frac{\sigma}{1 - \sigma} \zeta(z, y, -a, -b) \\
\times \sum_{p,q \geq 0} \left[ g_{q,p,0}^r(\sigma) + \sum_{r > 0} (-1)^r (a^r + b^r) g_{[q+r,p,0]}^r(\sigma) \right] x_{p+q,q}(z, y). \tag{3.2.11}
\]

The function \( \zeta(z, y, a, b) \) is quadratic in \( z, y, a, b \); thus terms of order \( \tau \) in \( z, y, a, b \) correspond to the contributions from twist \( \tau = k + p + q + 2 \) multiplets. For the lowest few twists, the terms in the expansion are given by
\[
Z(z, y, a, b) = \frac{\sigma}{1 - \sigma} \zeta(z, y, -a, -b) \times \left( g_{[0,0,0]}(\sigma) + (z + y)g_{[0,1,0]}(\sigma) \\
- (a + b)g_{[1,0,0]}(\sigma) + (z^2 + zy + y^2)g_{[0,2,0]}(\sigma) - (a + b)(z + y)g_{[1,1,0]}(\sigma) \\
+ zy g_{[1,0,1]}(\sigma) + (a^2 + b^2)g_{[2,0,0]}(\sigma) + \cdots \right). \tag{3.2.12}
\]

Thus the generating functions at a given twist \( \tau \) may be extracted from a given partition function \( Z(z, y, a, b) \) by calculating all order \( \tau \) terms present in \( Z \) and matching coefficients on both sides. To allow for the restriction placed on \( z, y, a, b \) by the definition of \( \sigma \), and taking account of symmetry, it is sufficient to match only the sum of coefficients of terms of the form
\[
z^n y^v a^{\tau-u-v} = \frac{1}{\sigma} z^{u-1} y^{v-1} a^{\tau-u-v+1} b = \ldots = \frac{1}{\sigma^v} z^{u-v} a^{\tau-u} b^v. \tag{3.2.13}
\]
with \( v \leq \min(u, \tau - u) \).

### 3.2.1 Finding generating functions

For multi-trace operators, the partition function is given by
\[
Z_{m.t.}^{\frac{1}{m+1}}(z, y, a, b) - Z_{m.t.}^{\frac{1}{m+1}}(z, y, a, b), \tag{3.2.14}
\]
where
\[
Z_{m.t.}^{\frac{1}{m+1}}(z, y, a, b) = \prod_{m=1}^{\infty} \frac{1}{1 - \frac{1}{1 - \sigma^m}} \times \prod_{n=0}^{\infty} \frac{(1 - z \sigma^n)(1 - y \sigma^n)}{(1 - a \sigma^n)(1 - b \sigma^n)}, \tag{3.2.15}
\]
\[
Z_{m.t.}^{\frac{1}{m+1}}(z, y, a, b) = \frac{(z - a)(z - b)}{(1 - \sigma)(z - y)} \prod_{m=2}^{\infty} \frac{1}{1 - z^m} + z \leftrightarrow y. \tag{3.2.16}
\]

To match powers of \( z, y, a, b \), the first term in (3.2.15) may be expanded using \( \sum x^n = \frac{1}{1-x} \), and the second term by the use of
\[
\prod_{n=0}^{\infty} (1 - z \sigma^n) = \prod_{r=0}^{\infty} (-z)^r \left( \prod_{i=1}^{r} \frac{\sigma^{i-1}}{1 - \sigma^i} \right), \quad \prod_{m=0}^{\infty} \frac{1}{1 - a \sigma^m} = \sum_{s=0}^{\infty} a^s \left( \prod_{j=1}^{s} \frac{1}{1 - \sigma^j} \right). \tag{3.2.17}
\]
We may expand \((3.2.16)\) as

\[
Z_{\text{m.t.}}^{1/2}(z, y, a, b) = 1 + \frac{1}{1 - \sigma} \sum_{n=2}^{\infty} (p(n) - p(n - 1)) \left( \chi_{(n,0)}(z, y) - (a + b)\chi_{(n-1,0)}(z, y) + \sigma \chi_{(n-2,1)}(z, y) \right),
\]

where \(\chi_{(n+m,m)}(z, y)\) is as in \((3.2.23)\) and \(p(n)\) counts the number of integer partitions of \(n\). Putting this in \((3.2.12)\) we obtain, for \(SU(4)\) representations \(0, p, 0\) at twist 2, 3, 4,

\[
g_{[0,0,0]}^{\text{m.t.}}(\sigma) = \frac{1}{1 - \sigma^2}, \quad g_{[0,1,0]}^{\text{m.t.}}(\sigma) = \frac{1 + \sigma - \sigma^2}{(1 - \sigma)(1 - \sigma^2)(1 - \sigma^4)}, \quad g_{[0,2,0]}^{\text{m.t.}}(\sigma) = \frac{4 - \sigma + 2\sigma^2 - 2\sigma^3 - 2\sigma^4 + 2\sigma^5}{(1 - \sigma)(1 - \sigma^2)(1 - \sigma^4)},
\]

which agree with the results of Section 3.1. For the representation \(R_{[1,0,1]}^{(\frac{1}{2}, \frac{1}{2})}\) we obtain

\[
g_{[1,0,1]}^{\text{m.t.}}(\sigma) = \frac{2 - \sigma + 5\sigma^2 + \sigma^3 + 2\sigma^5}{\sigma(1 - \sigma)(1 - \sigma^2)(1 - \sigma^4)} = \frac{2}{\sigma} + \frac{1 + 7\sigma - \sigma^2 + 2\sigma^3 - 2\sigma^5 + 2\sigma^6}{(1 - \sigma)(1 - \sigma^2)(1 - \sigma^4)},
\]

which agrees with the result in Table 3.3 after subtracting the singular term \(2/\sigma\), which corresponds to the presence of \(\Delta = 4\) operators belonging to the \((\frac{1}{2}, \frac{1}{2})\) short multiplet \(R_{[2,0,2]}^{(0,0)}\). Similar singularities count other \((\frac{1}{2}, \frac{1}{2})\) and \((\frac{1}{4}, \frac{1}{4})\) operators, where following from \([13\ (7.34,38)]\) we have the prescription, analogous to \((0.3.6)\),

\[
R_{[k,p,q]}^{(\frac{1}{2}, \frac{1}{2})} \rightarrow R_{[k+1,p,q]}^{(0,0)}, \quad \Delta = \bar{\Delta} = \bar{\Delta} = k + p + q + 2 + 2,
\]

\[
R_{[k,p,q]}^{(\frac{1}{2}, \frac{1}{2})} \rightarrow R_{[k+1,p,q+1]}^{(0,0)}, \quad \Delta = p + 2q + 2.
\]

In the supergravity sector of the AdS dual theory the partition function is given by

\[
Z_{\text{sugra}}^{1/2}(z, y, a, b) = Z_{\text{m.t.}}^{1/2}(z, y, a, b),
\]

\[
Z_{\text{sugra}}^{1/2}(z, y, a, b) = \prod_{n=0}^{\infty} \prod_{k,l=0, k+l \geq 1} \frac{(1 - a z^k y^l \sigma^n)(1 - b z^k y^l \sigma^n)}{(1 - z^k y^l \sigma^n) \prod_{k,l=0}^{\infty} \prod_{k,l=0}^{\infty} (1 - a b z^k y^k \sigma^n)},
\]

which may be expanded in powers of \(z, y, a, b\) using \((3.2.17)\). We obtain at lowest twist

\[
g_{[0,0,0]}^{\text{sugra}}(\sigma) = g_{[0,1,0]}^{\text{sugra}}(\sigma) = 0, \quad g_{[0,2,0]}^{\text{sugra}}(\sigma) = \frac{1}{1 - \sigma^2},
\]

\[
g_{[1,0,1]}^{\text{sugra}}(\sigma) = \frac{1}{\sigma(1 - \sigma^2)} = \frac{1}{\sigma} + \frac{\sigma}{1 - \sigma^2}.
\]

For operators formed from products of symmetrised traces, we have partition functions for single and multi-trace operators

\[
Z_{\text{m.t., sym}}^{1/2}(z, y, a, b) = \prod_{n=0}^{\infty} \frac{(1 - a \sigma^n)(1 - b \sigma^n)}{(1 - z \sigma^n)(1 - y \sigma^n)} - \frac{z + y - a - b}{1 - \sigma} - 1,
\]

\[
Z_{\text{m.t., sym}}^{1/2}(z, y, a, b) = \exp \left( \sum_{n=1}^{\infty} \frac{1}{m} Z_{\text{m.t., sym}}^{1/2}(z^m, y^m, a^m, b^m) \right),
\]

\[81\]
These may be expanded in powers of $z,y,a,b$ using (3.2.17). In this case we obtain generating functions

$$
g_{[0,0,0]}^{\text{m.t.,sym}}(\sigma) = \frac{1}{1 - \sigma^2}, \quad g_{[0,1,0]}^{\text{m.t.,sym}}(\sigma) = \frac{1 + \sigma - \sigma^3}{(1 - \sigma^2)(1 - \sigma^3)},$$

$$g_{[0,2,0]}^{\text{m.t.,sym}}(\sigma) = \frac{3 + 2\sigma + 3\sigma^2 - 2\sigma^3 - 2\sigma^4 - 2\sigma^5 + 2\sigma^7}{(1 - \sigma^2)(1 - \sigma^3)(1 - \sigma^4)},$$

$$g_{[1,0,1]}^{\text{m.t.,sym}}(\sigma) = \frac{1}{\sigma} + \frac{4\sigma + 2\sigma^2 + 4\sigma^3 + \sigma^6 + \sigma^8}{(1 - \sigma^2)^2(1 - \sigma^3)}.$$  \hfill (3.2.27)

### Counting long multiplets

As previously, it is a crucial aspect of the theory that compatible semi-short multiplets may combine into long multiplets. These are free from the protection afforded by shortening conditions, and thus may acquire anomalous dimensions in the interacting theory. Identifying which semi-short multiplets may combine is therefore vital if we are to know where these anomalous dimensions may arise. It is established in [13] that all multiplets do combine except those coming from $Z_{\text{sugra}}^{1/8}$, and we have the further relation

$$Z_{\text{m.t.}}^{1/8}(z,y,a,b) - Z_{\text{sugra}}^{1/8}(z,y,a,b) = \left(1 - \frac{zy}{a}\right) \left(1 - \frac{zy}{b}\right) \sum_{\mathcal{M}} N_{\text{long},\mathcal{M}} \chi_{\mathcal{M}}, \hfill (3.2.28)$$

where the factor on the right-hand side may be written

$$\left(1 - \frac{zy}{a}\right) \left(1 - \frac{zy}{b}\right) = \frac{1}{\sigma}(\sigma - (a + b) + zy). \hfill (3.2.29)$$

Thus in an expansion of (3.2.28) in the manner of (3.2.12), generating functions of twist $\tau$ multiplets will contribute at orders $\tau$, $\tau + 1$ and $\tau + 2$ in $z,y,a,b$. Hence calculating all terms up to order $\tau$ yields a system of equations which may be solved to determine values for the generating functions of multiplets with twist $\leq \tau$. For twist 2, 3, 4 we obtain:

$$g_{[0,0,0]}^{\text{long}}(\sigma) = g_{[0,0,0]}^{\text{m.t.}}(\sigma), \quad g_{[0,1,0]}^{\text{long}}(\sigma) = g_{[0,1,0]}^{\text{m.t.}}(\sigma),$$

$$g_{[0,2,0]}^{\text{long}}(\sigma) = \frac{3 + 2\sigma^2 - 2\sigma^3 - \sigma^4 + \sigma^5}{(1 - \sigma)(1 - \sigma^2)(1 - \sigma^3)(1 - \sigma^4)},$$

$$g_{[1,0,1]}^{\text{long}}(\sigma) = \frac{1 + 6\sigma + 3\sigma^2 + 8\sigma^3 + 3\sigma^4 + 2\sigma^5 + 4\sigma^6}{(1 - \sigma^2)(1 - \sigma^3)(1 - \sigma^4)}. \hfill (3.2.30)$$

### 3.2.2 Behaviour in the $\sigma \to 1$ limit

We now consider the leading order behaviour of the generating functions in the limit as $\sigma \to 1$, i.e. for small values of $\epsilon = 1 - \sigma$. In this limit $\sigma \sim 1, 1 - \sigma^m \sim m \epsilon$; thus
from (3.2.9) we may write
\[
\zeta(z, y, a, b) = (z + y + a + b)^2 + O(\epsilon),
\] (3.2.31)
and the quantities in (3.2.17) become
\[
\prod_{i=1}^{r} \frac{1}{1 - \sigma_i} \sim \prod_{i=1}^{r} \frac{1}{1 - \sigma_i} \sim \frac{1}{r! e^r}.
\] (3.2.32)
We will also make use of the multinomial expansion,
\[
\sum_{u+v+s+t=n} z^u y^v (-a)^s (-b)^t \frac{u! v! s! t!}{n!} = (z + y - a - b)^n.
\] (3.2.33)
For the multi-trace partition function (3.2.15), we then find that
\[
\left. Z_{m.t.}^{1/8}(z, y, a, b) \right|_{\text{order } \tau \text{ term}} \sim \left( \sum_{n=0}^{\tau} \frac{(-1)^n}{n!} \right) \frac{(z + y - a - b)}{\epsilon} \tau.
\] (3.2.34)
Using (3.2.31) and matching terms in (3.2.11), (3.2.34) we find that at twist \( \tau = k + p + q + 2 \), the generating functions are to leading order given by
\[
g_{m.t.}^{k,p,q}(\sigma) \sim \frac{p + 1}{\tau - 1} \left( \begin{array}{c} \tau - 1 \\ k \end{array} \right) \left( \begin{array}{c} \tau - 1 \\ q \end{array} \right) \frac{e_{\tau}(-1)}{(1 - \sigma)^{\tau-1}}, \quad \sigma \to 1,
\] (3.2.35)
where \( e_{\tau}(x) \) is the partial exponential, defined by
\[
e_{\tau}(x) = \sum_{r=0}^{\tau} \frac{x^r}{r!}.
\] (3.2.36)
For comparison in Figure 3.2 we plot the first few coefficients (up to \( \ell = 60 \)) in the series expansions of the generating functions found in (3.2.19) alongside the corresponding results from their lowest-order approximations (3.2.35), the latter obtained using the power expansion of \( (1 - \sigma)^{-\kappa} \),
\[
\frac{1}{(1 - \sigma)^{\kappa}} = \sum_{\ell=0}^{\infty} \binom{\kappa + \ell - 1}{\ell} \sigma^{\ell} = \sum_{\ell=0}^{\infty} \binom{\kappa + \ell - 1}{\kappa - 1} \sigma^{\ell}.
\] (3.2.37)
In the supergravity sector in the \( \sigma \to 1 \) limit, (3.2.22) gives
\[
\left. Z_{\text{super}}^{1/8}(z, y, a, b) \right|_{\text{order } \tau \text{ term}} \sim \begin{cases} 
\frac{z + y}{\left( \frac{\tau}{2} \right)!} \left( \frac{z + y - a - b}{\epsilon} \right)^{\frac{\tau}{2}} & \tau \text{ even}, \\
\frac{z^2 + zy + y^2}{\left( \frac{\tau - 1}{2} \right)!} \left( \frac{z + y - a - b}{\epsilon} \right)^{\frac{\tau - 1}{2}} & \tau \text{ odd}.
\end{cases}
\] (3.2.38)
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Thus, matching terms, for \( k \geq q \) we have

\[
g_{\text{supra}}^{\text{sugra}}(\sigma) \sim \begin{cases} 
0 & \tau \leq 3, \\
\frac{F_{\text{even}}\left(\frac{\tau}{2} - 2, k - q, q\right) - F_{\text{even}}\left(\frac{\tau}{2} - 2, k - q, q - 1\right)}{\left(\frac{\tau}{2}\right)!(1 - \sigma)^{\frac{\tau}{2} - 1}} & \tau \geq 4, \text{ even}, \\
\frac{F_{\text{odd}}\left(\frac{\tau}{2} - 2, k - q, q\right) - F_{\text{odd}}\left(\frac{\tau}{2} - 2, k - q, q - 1\right)}{\left(\frac{\tau - 3}{2}\right)!(1 - \sigma)^{\frac{\tau - 3}{2} - 1}} & \tau \geq 5, \text{ odd}.
\end{cases}
\]  

(3.2.39)

where \( F_{\text{even}}, F_{\text{odd}} \) are given by

\[
F_{\text{even}}(n, r, u) = \binom{n}{r} \binom{n + 2}{u} _3F_2\left[-n, -(n - r), -u; r + 1, n + 3 - u; -1\right] 
\]

(3.2.40)

\[
F_{\text{odd}}(n, r, u) = \binom{n}{r} \binom{n + 2}{u - 1} _3F_2\left[-n, -(n - r), -(u - 1); r + 1, n + 4 - u; -1\right] + \binom{n + 1}{u} _3F_2\left[-n, -(n - r), -u; r + 1, n + 2 - u; -1\right] \right). 
\]

(3.2.41)

For the general result in (3.2.39), we replace \( k - q, q \) with \( |k - q|, \min(k, q) \). Note that \( F_{\text{even}}, F_{\text{odd}} \) are proportional to the binomial coefficient \( \binom{n}{r} \), meaning \( g_{\text{supra}}^{\text{sugra}} \) identically vanishes when \( |k - q| > \frac{\tau}{2} - 2 \). This holds for the exact result, as well as at leading order in the \( \sigma \to 1 \) limit. Comparison plots between the supergravity sector generating functions (3.2.24) and (3.2.39) appear in Figure 3.3.

In the case of long multiplets arising from combined semi-short contributions, since \( \frac{\tau}{2} < \tau \), we see from (3.2.28) that comparing (3.2.34), (3.2.38), the leading order contributions to \( g_{\text{long}}^{\text{sugra}} \) will come from \( Z_{\text{m.t., sym}}^{\frac{1}{2}, \frac{1}{2}} \) as \( \sigma \to 1 \); hence we deduce

\[
g_{\text{long}}^{\text{sugra}}(\sigma) \sim g_{\text{sym}}^{\text{m.t.}}(\sigma) \sim O((1 - \sigma)^{1 - \tau}), \quad \sigma \to 1. 
\]

(3.2.42)

For operators formed from symmetrised traces, (3.2.26) in the \( \sigma \to 1 \) limit gives us

\[
Z_{\text{m.t., sym}}^{\frac{1}{2}, \frac{1}{2}}(z, y, a, b) \bigg|_{\text{order } \tau \text{ term}} \sim \sum_{r_1, \ldots, r_m = 2} \frac{1}{m! \prod_{i=1}^{r_1} r_i!} \times \left(\frac{z + y - a - b}{\epsilon}\right)^{\tau}, 
\]

(3.2.43)

proportional to the corresponding term in (3.2.34) for \( Z_{\text{m.t.}}^{\frac{1}{2}, \frac{1}{2}} \). Thus in this limit \( g_{\text{sym}}^{\text{m.t., sym}}(\sigma) \) is proportional to \( g_{\text{sym}}^{\text{m.t.}}(\sigma) \), with

\[
g_{\text{sym}}^{\text{m.t., sym}}(\sigma) \sim \frac{p + 1}{\tau - 1} \binom{\tau - 1}{k} \binom{\tau - 1}{q} F_{\text{sym}}(\tau) \frac{1}{(1 - \sigma)^{\tau - 1}}, 
\]

(3.2.44)

where \( F_{\text{sym}}(\tau) \) is the sum over \( r_1, \ldots, r_m \) appearing in (3.2.43), which may alternatively
be expressed in terms of a sum of Bell numbers $B_n$ by

$$F_{\text{sym}}(n) = \frac{1}{n!} \sum_{r=0}^{n} (-1)^{n-r} \binom{n}{r} B_r = \frac{(-1)^n}{n!} \left(1 - \sum_{r=0}^{n-1} (-1)^r B_r\right), \quad (3.2.45)$$

where the $B_n$ count the number of ways a set of $n$ elements can be partitioned into nonempty subsets [15].

### 3.2.3 Large $\tau$ behaviour

We now examine the behaviour at large twists of the $\sigma \to 1$ limits for generating functions derived above, which for convenience we will denote $\hat{g}_{[k,p,q]}$, i.e.

$$g_{[k,p,q]}(\sigma) \sim \hat{g}_{[k,p,q]}(\sigma), \quad \sigma \to 1. \quad (3.2.46)$$

Considering first the multi-trace generating function limit $\hat{g}_{[k,p,q]}^{\text{m.t.}}$ given in (3.2.35), we note that for large $\tau$, $e_{\tau}(-1) \to e^{-1}$. The asymptotic behaviour of the binomial coefficients $\binom{\tau-1}{k} \binom{\tau-1}{q}$ may be derived for given $k, q$, using Stirling’s approximation

$$N! \sim \sqrt{2\pi N} N^{N+\frac{1}{2}} e^{-N} . \quad (3.2.47)$$
To find \( \hat{g}_{m.t.} \), we require the sum

\[
\sum_{k+p+q=\tau-2} g_{[k,p,q]}(\sigma) = g_\tau(\sigma) \sim \hat{g}_\tau(\sigma), \quad \sigma \rightarrow 1.
\] (3.2.48)

To find \( \hat{g}^\tau_{[k,p,q]} \), we require the sum

\[
\sum_{k+p+q=\tau-2} \frac{p+1}{\tau-1} \binom{\tau-1}{k} \binom{\tau-1}{q} = \binom{2\tau-3}{\tau-1} \sim \frac{4^\tau}{8\sqrt{\pi} \tau},
\] (3.2.49)
where the large-\(\tau\) behaviour of the right-hand side has been approximated using (3.2.47). Application to (3.2.35) gives the result
\[
\hat{g}_{\tau}^{\text{m.t.}}(\sigma) \sim \frac{4^\tau}{8e^{\sqrt{\pi}\tau}} (1 - \sigma)^{1 - \tau}, \quad \tau \to \infty.
\]
(3.2.49) may also be applied to (3.2.44) to find the number of operators formed from symmetric traces at large twists. Here we also need the asymptotic behaviour of \(F_{\text{sym}}(\tau)\); we derive this using (3.2.45), and an approximation for the Bell numbers \([15]\), \(B_n \sim n^{-\frac{1}{2}} (n/W(n))^{n+\frac{2}{3}} e^{n/W(n) - n - 1}\), where the Lambert \(W\)-function or product-log \(W(z)\) is the inverse of \(W \to z = W e^W\). We obtain
\[
\hat{g}_{\tau}^{\text{m.t.\,sym}}(\sigma) \sim \frac{(4/W(\tau))^{\tau - \frac{1}{2}}}{4\sqrt{2e\pi \tau^2}} e^{\tau/W(\tau)} (1 - \sigma)^{1 - \tau},
\]
(3.2.51)

The supergravity sector

In the supergravity sector, firstly for even \(\tau\), we note from (3.2.39) that the contribution in (3.2.39) to \(\hat{g}_{\tau}^{\text{sugra}}\) of all multiplets with fixed \(k - q = r > 0\) is proportional to
\[
\frac{1}{2} \sum_{q=0}^{n-|r|-1} \left( F_{\text{even}}(\frac{\tau}{2} - 2, r, q) - F_{\text{even}}(\frac{\tau}{2} - 2, r, q - 1) \right) = F_{\text{even}}(\frac{\tau}{2} - 2, r, \frac{\tau}{2} - |r| - 1),
\]
(3.2.52)

where \(|x|\) denotes the integer part of \(x\); we will drop this from here on, as its significance rapidly decreases at large \(\tau\). Letting \(N = \frac{\tau}{2} - 2\), we write \(F_{\text{even}}\) as a sum, expanding the hypergeometric function in (3.2.40) to obtain
\[
F_{\text{even}}(N, r, N - \frac{r}{2} + 1) = \sum_{i=0}^{N-r} \binom{N}{i} \binom{N}{r + i} \binom{N + 2}{r + i + 1}.
\]
(3.2.53)

Thus \(\hat{g}_{\tau}^{\text{sugra}}\), which contains exactly one contribution from a representation \([k, p, q]\), \(k - q = r\), for each \(r = -N, \ldots, N\), is proportional to
\[
\sum_{r=-N}^{N} F_{\text{even}}(N, |r|, N - \frac{r}{2} + 1) = \sum_{|r| \leq N, \left| s \right| \leq \frac{1}{2}(N - |r|)} f(r, s)
\]
(3.2.54)

where the summand
\[
f(r, s) = \binom{N}{N - \frac{r}{2} + s} \binom{N}{N + r \frac{s}{2} + s} \binom{N + 2}{N + s + 1}
\]
(3.2.55)

manifestly assumes its maximal value at \(r = s = 0\), which asymptotically obeys
\[
f(0, 0) = \left( \frac{N}{\pi} \right)^2 \left( \frac{N + 2}{N + 1} \right) \sim 8^N \sqrt{2 \left( \frac{4}{\pi N} \right)^3}.
\]
(3.2.56)
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The second derivatives of \( f \) at this point with respect to \( r, s \) are respectively

\[
\frac{\partial^2}{\partial r^2} f(r, s) = -f(0, 0) \psi^{(1)}(N/2 + 1) \sim -2f(0, 0) \frac{1}{N}, \\
\frac{\partial^2}{\partial s^2} f(r, s) = -2f(0, 0) \left(3\psi^{(1)}(N/2 + 1) - \frac{4}{(N + 2)^2}\right) \sim -2f(0, 0) \frac{6}{N},
\]

(3.2.57)

where \( \psi^{(i)} \) is the polygamma function, which has leading order behaviour

\[
\psi^{(0)}(N + 1) \sim \log N, \quad \psi^{(1)}(N + 1) \sim \frac{1}{N}.
\]

(3.2.58)

We then may approximate \( f(r, s) \) by a bell-shaped curve,

\[
f(r, s) \sim 8N \sqrt{\frac{2}{8\pi N^3}} e^{-(r^2 + 6s^2)/N}.
\]

(3.2.59)

Near the limits of our sum, \( r \) and \( s \) are of \( O(N) \), and so the summand is exponentially suppressed. Thus we may at large \( N \) replace the sums with integrals, and take the limits to infinity. The resulting double Gaussian integral gives the asymptotic behaviour of (3.2.54) as

\[
\sum_{r,s} f(r, s) \sim \int_{\mathbb{R}^2} f(r, s) \, dr \, ds \sim 8N \sqrt{\frac{128}{\pi^3 N^3}} \frac{\pi N}{\sqrt{6}} = \frac{8N+1}{\sqrt{3\pi N}}.
\]

(3.2.60)

We substitute \( N = \frac{\tau}{2} - 2 \) and divide by \( \left(\frac{\tau}{2}\right)!(1 - \sigma)\frac{\tau}{2} \) to obtain \( \hat{g}_{\text{sugra}}(\sigma) \) for \( \tau \) even. For the case of \( \tau \) odd, we obtain a similar sum to (3.2.54); however, from (3.2.39) we have \( N = \frac{\tau-1}{2} - 2 \), and from the definition of \( F_{\text{odd}} \) (3.2.41), the summand is now

\[
\left(\frac{N}{2} + s\right) \left(\frac{N}{2} + s + 1\right) \left[\left(\frac{N}{2} + s + 2\right) + \left(\frac{N}{2} + 1\right)\right]
\]

\[
= f(r, s) \times \left[\frac{N - s + 1}{N/2 + s + 2} + \frac{N/2 + s + 1}{N + 2}\right] \sim \frac{3}{2} f(r, s),
\]

(3.2.61)

where the approximation is made for \( s \ll N \), the source of the dominant contribution to the sum/integral at large \( N \). Thus the result for \( \tau \) odd is \( \frac{3}{2} \) times the even result (3.2.60), with the substitution \( N = \frac{\tau-1}{2} - 2 \); to obtain \( \hat{g}_{\text{sugra}}(\sigma) \), we then divide through by \( \left(\frac{\tau}{2}\right)! (1 - \sigma)\frac{\tau}{2} \). The full result is hence

\[
\hat{g}_{\text{sugra}}(\sigma) \sim \begin{cases} 
\frac{(16e/\tau)^{\frac{\tau}{2}}}{(4\pi\sqrt{6})\tau} (1 - \sigma)^{1-\frac{\tau}{2}} & \tau \geq 4, \text{ even}, \\
\frac{(16e/\tau)^{\frac{\tau}{2}}}{64\pi\sqrt{2/3\tau}} (1 - \sigma)^{\frac{3}{2}-\frac{\tau}{2}} & \tau \geq 5, \text{ odd}.
\end{cases}
\]

(3.2.62)
Contribution of symmetric SU(4)\(_R\) representations

We may be interested in counting shortened operators with symmetric SU(4)\(_R\) representations, i.e. Dynkin labels \([q, p, q]\). It is notably such representations, arising from the tensor product \((0.3.7)\), that appear in the operator product expansion of the chiral primary operators studied in Chapter 1. We proceed by replacing \((3.2.48)\) with

\[
\sum_{2q+p=r-2} g_{[q,p,q]}(\sigma) = g_{r,\text{sym}}(\sigma) \sim \hat{g}_{r,\text{sym}}(\sigma), \quad \sigma \to 1. \tag{3.2.63}
\]

In the multi-trace case, \((3.2.49)\) becomes

\[
\sum_{q=0}^{[\frac{r}{2}]-2} \frac{\tau - 2q - 1}{\tau - 1} \left( \frac{\tau - 1}{q} \right)^2 = \left( \frac{\tau - 2}{[\frac{r}{2}] - 1} \right)^2 \sim \frac{4\tau}{8\pi^2}; \tag{3.2.64}
\]

hence we divide \((3.2.50), (3.2.51)\) by \(\sqrt{\pi\tau}\) to obtain

\[
\hat{g}_{r,\text{sym}}^{\text{m.t.}}(\sigma) \sim \frac{4\tau}{8\pi^2} (1 - \sigma)^{1-\tau}, \tag{3.2.65}
\]

\[
\hat{g}_{r,\text{sym}}^{\text{m.t.,sym}}(\sigma) \sim \frac{(4/W(\tau))^{\frac{r-2}{2}}}{4e\sqrt{2\pi^3\tau^5}} e^{\tau/W(\tau)} (1 - \sigma)^{1-\tau}. \tag{3.2.66}
\]

To find the corresponding result for operators in the supergravity sector, we drop the summation over \(r\) in \((3.2.54)\), and evaluate \(\sum_s f(0, s)\) with \(r = 0\). In our approximation \((3.2.60)\) the double integral reduces to a single Gaussian; hence we divide \((3.2.62)\) by \(\sqrt{\pi N} \sim \sqrt{\pi\tau}/2\) to obtain

\[
\hat{g}_{\tau}^{\text{sugra}}(\sigma) \sim \begin{cases} 
(16\tau/\tau)^{\frac{3}{2}} (1 - \sigma)^{1-\frac{3}{2}} & \tau \geq 4, \text{ even}, \\
(16\tau/\tau)^{\frac{1}{2}} (1 - \sigma)^{\frac{3}{2}-\frac{1}{2}} & \tau \geq 5, \text{ odd}.
\end{cases} \tag{3.2.67}
\]

Plots of the leading order coefficients in \(\hat{g}_{\tau}(\sigma)\) alongside the approximations \((3.2.50), (3.2.51), (3.2.62)\) for \(\tau \leq 60\) are shown in Figure 3.4.
Figure 3.4: Large $\tau$ comparison plots
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Chapter 4

Results for Operator Product Expansions

4.1 Series Expansion of \( C(x, \partial_x) \), Spinless Case

We seek an alternative expression for the operator \( C(x, \partial_x) \) describing the operator product expansion (0.2.9) in a \( d \)-dimensional conformal field theory, which defines the conformal partial waves. Results in two and four dimensions were presented in [6], and for four and six dimensions in [7].

We start from the standard conformal algebra (0.2.1) and the operator product expansion for two scalar fields (0.2.9), which we write as

\[
\phi(x) \mathcal{O}(y) = \mathcal{C}(s, \partial_y) \mathcal{O}'(y),
\]

where \( s = x - y \). We deduce that for \( \phi(x) \) acting on a state \( |\mathcal{O}\rangle \equiv \mathcal{O}(0)|0\rangle \),

\[
\phi(x) |\mathcal{O}\rangle = \mathcal{C}(s, \partial_y) \mathcal{O}'(y) |0\rangle \big|_{y=0} = \mathcal{C}(x, -iP) |\mathcal{O}'\rangle.
\]

We consider the contribution in the case that the operator \( \mathcal{O}' \) is spinless, assuming \( \mathcal{C}(x, -iP) \) is then also a scalar, commuting with the rotation generator \( M_{\mu\nu} \). First we consider the action of \( \tilde{D} \), the generator of dilations in the conformal algebra, on both sides of (4.1.2), giving

\[
(x \cdot \partial + \Delta_\phi + \Delta_\mathcal{O}) \phi(x) |\mathcal{O}\rangle = P \cdot \partial_P \mathcal{C}(x, -iP) |\mathcal{O}'\rangle + \Delta' \mathcal{C}(x, -iP) |\mathcal{O}'\rangle,
\]

where operators \( \phi, \mathcal{O}, \mathcal{O}' \) have scale dimensions \( \Delta_\phi, \Delta_\mathcal{O}, \Delta' \) respectively. Inserting the OPE (4.1.2) on the left-hand side gives

\[
(x \cdot \partial + \Delta) \mathcal{C}(x, -iP) = P \cdot \partial_P \mathcal{C}(x, -iP),
\]

\footnote{We define \( \tilde{D} = -iD \) with respect to (0.2.1); thus \( [\tilde{D}, f(P)] = P \cdot \partial_P f(P) \) and \( \tilde{D} |\mathcal{O}\rangle = \Delta_\mathcal{O} |\mathcal{O}\rangle \).}
where $\Delta \equiv \Delta_\phi + \Delta_O - \Delta'$. If as in (4.2.9) we make the substitution $C = C_{\phi O'O'}(x^2)^{-\frac{1}{2}} \Delta C$, with $C$ a function of $x, P$ such that $C|_{x=P=0} = 1$, then (4.1.4) becomes

$$\left(x \cdot \frac{\partial}{\partial x} - P \cdot \frac{\partial}{\partial P}\right) C = 0 \implies \text{deg}_x(C) = \text{deg}_P(C).$$

(4.1.5)

Hence we deduce that $C$ is a function of $(-ix \cdot P)$ and $(x^2 P^2)$ only, which we posit may be expanded as a series

$$C(-ix \cdot P, x^2 P^2) = \sum_{n,m} C_{nm}(-ix \cdot P)^n (x^2 P^2)^m. \quad (4.1.6)$$

Next, by considering the action of $K_\mu$ on (4.1.2), and again substituting (4.1.1) for $\phi(x) \mid O'$, we obtain

$$[K_\mu, C] \mid O' = i(x^2 \partial_\mu - 2x_\mu x \cdot \partial - 2\Delta_\phi x_\mu) C \mid O'. \quad (4.1.7)$$

Remembering that

$$\partial_\mu C = \partial_\mu \left(C_{\phi O'O'}(x^2)^{-\frac{1}{2}} \Delta C\right) = C_{\phi O'O'}(x^2)^{-\frac{1}{2}} \left(\partial_\mu - \frac{\Delta}{2} x_\mu\right) C,$$

(4.1.7) becomes

$$[K_\mu, C] \mid O' = i(x^2 \partial_\mu - 2x_\mu x \cdot \partial - 2ax_\mu) C \mid O', \quad (4.1.9)$$

where we have defined $a \equiv \frac{1}{2} (\Delta_\phi - \Delta_O + \Delta')$. First we consider the right-hand side of (4.1.9), by looking at how a general term of the expansion (4.1.6) acts under $(x^2 \partial_\mu - 2x_\mu x \cdot \partial - 2ax_\mu)$, namely

$$\left(x^2 \partial_\mu - 2x_\mu x \cdot \partial - 2ax_\mu\right) \left((-ix \cdot P)^n (x^2 P^2)^m\right)$$

$$= -in x^2 P_\mu (-ix \cdot P)^{n-1} (x^2 P^2)^m - 2x_\mu (m + n + a) (-ix \cdot P)^n (x^2 P^2)^m; \quad (4.1.10)$$

and thus obtaining

$$i(x^2 \partial_\mu - 2x_\mu x \cdot \partial - 2ax_\mu) C \mid O'$$

$$= \sum_{n,m} \left( (n + 1) C_{n+1,m} x^2 P_\mu - 2i(n + m + a) C_{nm} x_\mu \right) (-ix \cdot P)^n (x^2 P^2)^m. \quad (4.1.11)$$

Now we consider the left-hand side of (4.1.9). In general, recalling the standard commutators for the conformal generators and their actions on $\mid O'$, we can write

$$[K_\mu, P_{\nu_1} \ldots P_{\nu_r}] \mid O' = 2((r - 1 + \Delta') \eta_{\mu(\nu_1} P_{\nu_2} \ldots P_{\nu_r)}$$

$$- \eta_{(\nu_1 \nu_2 P_{\nu_3} \ldots P_{\nu_r})} P_\mu) \mid O'. \quad (4.1.12)$$

The brackets $(\ldots)$ denote a summation over all non-equivalent permutations, recalling that the $P$'s commute and that the metric $\eta_{\mu\nu}$ is symmetric and Euclidean, $\text{tr} \, \eta = d$. 
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Thus there are \( \binom{r}{2} \) contributions from first term, and \( \binom{r}{2} = \frac{1}{2} r (r - 1) \) from the second. We may deduce the value of the commutator \( [K_\mu, (-ix \cdot P)^n (x^2 P^2)^m] \) acting on \( |O'\rangle \) by contracting (4.1.2) with

\[
(-i)^n (x^2)^m \eta_{\nu_1 \nu_2} \cdots \eta_{\nu_{2m-1} \nu_{2m}} x_{\nu_{2m+1}} \cdots x_{\nu_{2m+n}} \quad \text{(with } r = n + 2m), \tag{4.1.13}
\]

to obtain

\[
[K_\mu, (-ix \cdot P)^n (x^2 P^2)^m] |O'\rangle = 4m(m + \Delta' - \frac{d}{2}) x^2 P_\mu (-ix \cdot P)^n (x^2 P^2)^{m-1} |O'\rangle
\]
\[
- 2i(n + 2m - 1 + \Delta') x_\mu (-ix \cdot P)^{n-1} (x^2 P^2)^m |O'\rangle
\]
\[
+ n(n - 1) x^2 P_\mu (-ix \cdot P)^{n-2} (x^2 P^2)^m |O'\rangle, \tag{4.1.14}
\]

and thus finding

\[
[K_\mu, C (-ix \cdot P, x^2 P^2)] |O'\rangle
\]
\[
= \sum_{n,m} \left( (4m + 1)(m + 1 + \Delta' - \frac{d}{2})C_{nm+1} + (n + 1)(n + 2)C_{n+2m} \right) x^2 P_\mu
\]
\[
- 2i(n + 1)(n + 2m + \Delta') C_{n+1m} x_\mu ( -ix \cdot P)^n (x^2 P^2)^m |O'\rangle. \tag{4.1.15}
\]

By comparing coefficients in the series expansions (4.1.15) and (4.1.11), we find

\[
(n + 1)(n + 2m + \Delta') C_{n+1m} = (n + m + a)C_{nm},
\]
\[
4m(m + 1 + \Delta' - \frac{d}{2}) C_{nm+1} + (n + 1)(n + 2) C_{n+2m} = (n + 1) C_{n+1m}; \tag{4.1.16}
\]

thus

\[
C_{n+1m} = \frac{m + n + a}{2m + n + \Delta'} \frac{C_{nm}}{n + 1} \tag{4.1.17}
\]

and

\[
4m(m + 1 + \Delta' - \frac{d}{2}) C_{nm+1} = \frac{m + n + a}{2m + n + \Delta'} \left( 1 - \frac{m + n + 1 + a}{2m + n + 1 + \Delta'} \right) C_{nm}
\]
\[
= \frac{m + n + a}{2m + n + \Delta'} \frac{m + b}{2m + n + 1 + \Delta'} C_{nm}, \tag{4.1.18}
\]

where we define \( b \equiv \Delta' - a \). These relations commute sensibly, i.e. \( C_{nm} \to C_{n+1m} \to C_{n+1m+1} \) and \( C_{nm} \to C_{n+1m} \to C_{n+1m+1} \) are equivalent. Thus we deduce

\[
C_{nm} = \frac{(m + a)_n}{(2m + \Delta')_n n!} \frac{C_{0m}}{n!} = \frac{(n + a)_m (b)_m}{(n + \Delta')_m 2m (1 + \Delta' - \frac{d}{2})_m} C_{n0}, \tag{4.1.19}
\]

and hence for general \( n, m \in \{0, 1, 2, \ldots, \} \),

\[
C_{nm} = \frac{1}{4^m m! (\Delta')_m 2m (1 + \Delta' - \frac{d}{2})_m} C_{00}, \tag{4.1.20}
\]

where since we have defined \( C \) such that \( C(0, 0) = 1 \), we may substitute \( C_{00} = 1 \).
Hence we obtain
\[
\phi(x) \ket{\mathcal{O}} = \frac{C_{\phi \mathcal{O}'}}{(x^2)^{\frac{d}{2}}} \sum_{m,n \geq 0} \frac{1}{4^m n! m!} \left( \frac{(a)_{n+m} (b)_m}{(\Delta')_{n+2m}(1 + \Delta' - \frac{d}{2})_m} \right) \times (-ix \cdot P)^n (x^2 P^2)^m \ket{\mathcal{O}'}.
\] (4.1.21)

As an exercise, we compare (4.1.21) with the result found in [16], which for the spinless case gives
\[
C = \int_0^1 dw \, w^{\frac{d}{2}} (\Delta - 1) (1 - w)^\frac{d}{2} e^{wx \partial_0} F_1(\Delta - 1; -\frac{2}{d^2} w(1-w)\partial^2)
= \int_0^1 dw \, w^{a-1} (1-w)^{b-1} \left( \sum_n \frac{1}{n!} w^n (-ix \cdot P)^n \right) \left( \sum_m \frac{w^m (1-w)^m}{4^m n! (\Delta' - 1)_m} (x^2 P^2)^m \right).
\] (4.1.22)

If we extract from the series expansion the coefficient of \((-ix \cdot P)^n (x^2 P^2)^m\), we find
\[
C_{(ix \cdot P)^n (x^2 P^2)^m} = \int_0^1 dw \, w^{a-1} (1-w)^{b-1} \left( \sum_n \frac{1}{n!} w^n (1-w)^m \right) \left( \sum_m \frac{w^m (1-w)^m}{4^m n! (\Delta' - 1)_m} \right).
= \frac{1}{4^m n! m! (\Delta' - 1)_m} \int_0^1 dw \, w^{a+(n+m)-1} (1-w)^{b+m-1}.
\] (4.1.23)

The integral here is just the Beta function \( B(a+n+m, b+m) \); from standard identities of the Beta and Gamma functions, we have
\[
B(a+n+m, b+m) = \frac{\Gamma(a+m+n) \Gamma(b+m)}{\Gamma(a+b+n+2m)} = \frac{(a)_{n+m} (b)_m}{(\Delta')_{n+2m}} B(a, b)
\] (4.1.24)

\[
\Rightarrow C_{nm} = \frac{1}{4^m n! m! (\Delta' - 1)_m (\Delta')_{n+2m}},
\] (4.1.25)

from which we recover our result in (4.1.21) in the case that \( d = 4 \). In the \( x^2 \to 0 \) limit, (4.1.21) reduces to
\[
\phi(x) \ket{\mathcal{O}} = \frac{C_{\phi \mathcal{O}'}}{(x^2)^{\frac{d}{2}}} F_1(a; \Delta'; -ix \cdot P) \ket{\mathcal{O}'}.
\] (4.1.26)

which reproduces [16], again in the spinless case.

### 4.1.1 Differential Equation

As an alternative approach, we let
\[
\alpha \equiv -ix \cdot P, \quad \beta \equiv x^2 P^2,
\] (4.1.27)

and look to write a differential equation satisfied by \( C(\alpha, \beta) \) equivalent to the condition (4.1.9). Equating (4.1.11) and (4.1.15), and multiplying both sides by \( x_\mu P^\mu / 2i\beta \), such that \( x^2 P_\mu \to \frac{1}{2} \alpha \), \( x_\mu \to -\frac{i}{2} \), leads to the series equation
\[
\sum_{n,m} \left\{ 2C_{n+1}(m+1)(m+1+\Delta'-\frac{d}{2}) \\
+ \frac{1}{2}C_{n+2}(n+1)(n+2)-\frac{1}{2}C_{n+1}(n+1) \alpha \\
+ \left[C_{nm}(n+m+a)-C_{n+1m}(n+1)(n+2m+\Delta') \right] \alpha^n \beta^m = 0. \tag{4.1.28} \]

Bearing in mind the action of differentiation on a power series, (4.1.28) may be equivalently written

\[
\left\{ \frac{1}{2} \frac{\partial^2}{\partial \alpha^2} + 2\beta \frac{\partial^2}{\partial \alpha \partial \beta} - 2\alpha \beta \frac{\partial^2}{\partial \beta^2} + \left( \Delta' - \frac{1}{2} \alpha \right) \frac{\partial}{\partial \alpha} \\
- \left(2\alpha(1+\Delta'-\frac{d}{2}) + \beta \right) \frac{\partial}{\partial \beta} \right\} C(\alpha, \beta) = 0. \tag{4.1.29} \]

We check that this is satisfied by (4.1.22), namely

\[
C(\alpha, \beta) = \int_0^1 dw \ w^{a-1}(1-w)^{b-1} e^{\omega a} \sum_0 F_1 \left(1+\Delta'-\frac{d}{2}; \frac{1}{4} w(1-w) \beta \right); \tag{4.1.30} \]

substituting into (4.1.29) gives

\[
\int_0^1 dw \ w^{a-1}(1-w)^{b-1} e^{\omega a} \left[ \left( \frac{1}{2} \alpha w^2 + (\Delta' - \frac{d}{2}) w - a \right) \sum_0 F_1 \left(1+\Delta'-\frac{d}{2}; \frac{1}{4} w(1-w) \beta \right) \\
+ \left(2\beta w - \left(2\alpha(1+\Delta'-\frac{d}{2}) + \beta \right) \right) \frac{1}{4} w(1-w) \alpha \sum_0 F_1 \left(1+\Delta'-\frac{d}{2}; \frac{1}{4} w(1-w) \beta \right) \\
- 2\alpha \beta \frac{1}{16} w^2 \left(1-w \right)^2 \sum_0 F_1'' \left(1+\Delta'-\frac{d}{2}; \frac{1}{4} w(1-w) \beta \right) \right] \\
= \left[ \Delta' w - a - \alpha w(1-w) \right] \sum_0 F_1 + \frac{1}{4} w(1-w) (2w-1) \beta \sum_0 F_1' \\
- \frac{1}{2} \alpha w(1-w) \left\{ \frac{1}{4} w(1-w) \beta \sum_0 F_1'' + \left(1+\Delta'-\frac{d}{2} \right) \sum_0 F_1' - \sum_0 F_1 \right\}. \tag{4.1.31} \]

Here, \(_0F_1'\) denotes \(\frac{d}{dz} \sum_0 F_1(a; z)\), etc; thus the term \{\cdots\} vanishes, as this is the differential equation satisfied by the confluent hypergeometric limit function \(_0F_1\). Hence, expressing factors of \(\alpha\) and \(\beta\) in terms of derivatives with respect to \(w\), the above is equal to

\[
\int_0^1 dw \ w^{a-1}(1-w)^{b-1} \left[ \Delta' w - a - w(1-w) \frac{\partial}{\partial w} \right] e^{\omega a \sum_0 F_1}, \tag{4.1.32} \]

which we may integrate by parts; \(w^a(1-w)^b e^{\omega a \sum_0 F_1}\) vanishes on the boundary, and thus (4.1.32) is equal to

\[
\int_0^1 dw \ w^{a-1}(1-w)^{b-1} ((a+b)w - a) e^{\omega a \sum_0 F_1} \\
+ \int_0^1 dw \ w^{a-1}(1-w)^{b-1} (a(1-w) - bw) e^{\omega a \sum_0 F_1} = 0 \quad \Box. \tag{4.1.33} \]
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4.2.1 The Conformal Algebra in Two Dimensions

In two dimensions, we can define complex coordinates $x_\pm \equiv x_1 \pm ix_2$. We wish to choose momentum operators $P_+, P_-$ such that $[P_\pm, O] = i\partial_\pm O$. Observing that $\partial_\pm = \frac{1}{2} (\partial_1 \mp i\partial_2)$, we define $P_\pm \equiv \frac{1}{2} (P_1 \mp iP_2)$, and similarly, $K_\pm \equiv \frac{1}{2} (K_1 \mp iK_2)$. We then note, from our definitions of $x_\pm, P_\pm$, that

$$x^2 = x_+ x_-,$$
$$P^2 = 4P_+ P_-,$$
$$x \cdot P = x_+ P_+ + x_- P_-.$$  \hfill (4.2.1)

The angular momentum generator $M_{\mu\nu}$ has only one independent component, which we shall call $J$, defined such that its commutator with $P_\pm$ is given by $[J, P_\pm] = \mp P_\pm$.

The full set of non-vanishing commutators of conformal generators is:

$$[J, P_\pm] = \pm P_\pm,$$
$$[\tilde{D}, P_\pm] = P_\pm,$$
$$[J, K_\pm] = \pm K_\pm,$$
$$[\tilde{D}, K_\pm] = -K_\pm,$$
$$[K_\pm, P_\mp] = \mp J + \tilde{D}. \hfill (4.2.2)$$

Acting on a quasi-primary field $O(x_+, x_-)$ of scale dimension $\Delta_{\mathcal{O}}$, which we will no longer take to be spinless but to have spin $\ell_{\mathcal{O}}$,

$$[P_\pm, O] = i\partial_\pm O,$$
$$[J, O] = (x_+ \partial_+ - x_- \partial_- + \ell_{\mathcal{O}}) O,$$
$$[\tilde{D}, O] = (x_+ \partial_+ + x_- \partial_- + \Delta_{\mathcal{O}}) O,$$
$$[K_\pm, O] = i(x_+x_-\partial_\pm - x_+(x_+\partial_+ + x_-\partial_- + \Delta_{\mathcal{O}} + \ell_{\mathcal{O}})) O.$$  \hfill (4.2.3)

Thus the state $|O\rangle$ satisfies

$$J |O\rangle = \ell_{\mathcal{O}} |O\rangle , \quad \tilde{D} |O\rangle = \Delta_{\mathcal{O}} |O\rangle , \quad K_\pm |O\rangle = 0.$$ \hfill (4.2.4)

We define variables

$$\gamma \equiv -ix_+ P_+,$$
$$\bar{\gamma} \equiv -ix_- P_-; \hfill (4.2.5)$$

then by comparison with (4.2.1) we have that

$$\alpha = (-ix \cdot P) = \gamma + \bar{\gamma}, \quad \beta = (x^2 P^2) = -4\gamma \bar{\gamma}.$$ \hfill (4.2.6)

Noting that $\alpha^2 + \beta = (\gamma - \bar{\gamma})^2$, we then have

$$\frac{\partial}{\partial \alpha} = \frac{1}{\gamma - \bar{\gamma}} (\gamma \partial_\gamma - \bar{\gamma} \partial_{\bar{\gamma}}), \quad \frac{\partial}{\partial \beta} = \frac{1}{4\gamma - \bar{\gamma}} (\partial_\gamma - \partial_{\bar{\gamma}}),$$ \hfill (4.2.7)

where $\partial_\gamma \equiv \frac{\partial}{\partial \gamma}, \partial_{\bar{\gamma}} \equiv \frac{\partial}{\partial \bar{\gamma}}$. 
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We note that $\gamma, \bar{\gamma}$ are well-defined by (4.2.6) in any number of dimensions $d$; thus we may write $\hat{C}(\gamma, \bar{\gamma}) = C(\alpha(\gamma, \bar{\gamma}), \beta(\gamma, \bar{\gamma}))$, and the differential equation (4.1.29) for the OPE contribution of a spinless operator then becomes

$$\left\{ \gamma \partial^2_\gamma + \bar{\gamma} \partial^2_{\bar{\gamma}} + (\Delta' - \gamma) \partial_\gamma + (\Delta' - \bar{\gamma}) \partial_{\bar{\gamma}} ight\} \hat{C}(\gamma, \bar{\gamma}) = 0.$$  \hfill (4.2.8)

In the case that $d = 2$, the $1 - \frac{i}{2}$ term vanishes identically, and the $\gamma, \bar{\gamma}$ terms in (4.2.8) separate. If we factorise the solution, $\hat{C}(\gamma, \bar{\gamma}) = \chi_+^{\gamma}(\gamma) \chi_-^{\bar{\gamma}}$, we find

$$\left\{ \gamma \chi''_+ + (\Delta' - \gamma) \chi'_+ \right\} \chi_- + \chi_+ \left\{ \bar{\gamma} \chi''_+ + (\Delta' - \bar{\gamma}) \chi'_+ \right\} = -2a \chi_+ \chi_- = 0 \hfill (4.2.9)$$

$$\Rightarrow \chi_+^{-1} \left( \gamma \chi''_+ + (\Delta' - \gamma) \chi'_+ \right) - a = -\chi_-^{-1} \left( \bar{\gamma} \chi''_+ + (\Delta' + \bar{\gamma}) \chi'_+ \right) + a. \hfill (4.2.10)$$

The left-hand side of (4.2.10) depends on $\gamma$ only, the right-hand side on $\bar{\gamma}$. Thus they must both equal some quantity independent of $\gamma, \bar{\gamma}$, namely a constant, $\kappa$, giving

$$\gamma \chi''_+ + (\Delta' - \gamma) \chi'_+ - (a + \kappa) \chi_+ = 0,$$

$$\bar{\gamma} \chi''_+ + (\Delta' - \bar{\gamma}) \chi'_+ - (a - \kappa) \chi_- = 0. \hfill (4.2.11)$$

We recognise the confluent hypergeometric equation; we note also that $\hat{C}(\gamma, \bar{\gamma})$ must be symmetric in $\gamma$ and $\bar{\gamma}$, and hence necessarily $\kappa = 0$. Thus we obtain, in the spinless $d = 2$ case, the result

$$\hat{C}(\gamma, \bar{\gamma}) = _1F_1(a; \Delta'; \gamma) _1F_1(a; \Delta'; \bar{\gamma}).$$ \hfill (4.2.12)

4.2.3 With Spin

We repeat the analysis made in Section 4.1 of the product of two scalar operators $\phi$ and $\mathcal{O}$, where now we expand in terms of a spin-$\ell$ operator $\mathcal{O}'$, and work in $d = 2$. We begin with equation (4.1.2), $\phi(x) |\mathcal{O}\rangle = C(x, -iP) |\mathcal{O}'\rangle$.

Commutator with $\hat{D}$ and $J$

Firstly, we consider the action (4.2.1), (4.2.3), (4.2.4) of operators $\hat{D}$ and $J$, giving

$$\hat{D} : \left( x_+ \partial_+ + x_- \partial_- + \Delta \right) C |\mathcal{O}'\rangle = \left( P_+ \partial_+ + P_- \partial_- \right) C |\mathcal{O}'\rangle,$$

$$J : \left( x_+ \partial_+ - x_- \partial_- - \ell \right) C |\mathcal{O}'\rangle = \left( P_+ \partial_+ - P_- \partial_- \right) C |\mathcal{O}'\rangle,$$

where as previously, $\Delta \equiv \Delta_\phi + \Delta_{\mathcal{O}} - \Delta'$. We now write $C = C_{\phi\mathcal{O}'\mathcal{O}} x_+^{h_+} x_-^{h_-} \hat{C}$; then

$$\partial_{\pm} C = \partial_{\pm} \left( C_{\phi\mathcal{O}'\mathcal{O}} x_+^{h_+} x_-^{h_-} \hat{C} \right) = C_{\phi\mathcal{O}'\mathcal{O}} x_+^{h_+} x_-^{h_-} \left( \frac{h_+}{x_\pm} + \partial_{\pm} \right) \hat{C}. \hfill (4.2.14)$$
Considering the action of $K_{\gamma}$, it is straightforward to show by induction that

$$\gamma \equiv \gamma_{\pm}, \quad \gamma_{\pm} = (P_+ \partial P_+ + P_- \partial P_-) \widehat{\gamma} |O'\rangle,$$

(4.2.16)

Thus if we set $h_{\pm} = -\frac{1}{2} (\Delta \mp \ell) \implies h_+ + h_- = -\Delta, \ h_+ - h_- = \ell$, we deduce

$$\gamma_{\pm} = (P_+ \partial P_+ + P_- \partial P_-) \widehat{\gamma} |O'\rangle,$$

(4.2.17)

where $\gamma_{\pm}$ are defined as in (4.2.5). Relations for $x_{\pm}, \partial_{\pm}$ with $\gamma_{\pm}$ are given in Section 4.4.1

**Commutator with $K_{\pm}$**

Considering the action of $K_{\pm}$ on (4.1.2), we obtain

$$[K_{\pm}, \mathcal{C}] |O'\rangle = i (x_+ x_- \partial_\pm - x_\pm (x_+ \partial_+ + x_- \partial_- + \Delta_{\phi})) \mathcal{C} |O'\rangle.$$

(4.2.18)

Using (4.2.14), this gives us

$$[K_{\pm}, \widehat{\gamma}] |O'\rangle = i \left( h_\pm x_+ + x_- \partial_\pm - x_\pm (x_+ \partial_+ + x_- \partial_- + h_+ + h_- + \Delta_{\phi}) \right) \widehat{\gamma} |O'\rangle$$

$$= -ix_\pm \left( x_\pm \partial_\pm + a \mp \frac{1}{2} \ell \right) \widehat{\gamma} |O'\rangle$$

$$= -ix_\pm \left( x_\pm (-iP_\pm \partial_{\gamma}[\pm] + a \mp \frac{1}{2} \ell) \right) \widehat{\gamma} |O'\rangle$$

(4.2.19)

where we have used $\partial_{\pm} = (\partial_{\pm} \gamma) \partial_{\gamma} + (\partial_{\pm} \bar{\gamma}) \bar{\partial}_{\bar{\gamma}} = (-iP_\pm) \partial_{\gamma}[\pm]$, and $a$ is defined as in (4.1.9), namely $a \equiv \frac{1}{2} (\Delta' + \Delta_{\phi} - \Delta_{\phi})$. From the two-dimensional conformal algebra (4.2.2), it is straightforward to show by induction that

$$[K_{\pm}, P_{\pm}^{q_+} P_{\pm}^{q_-}] = q_\pm P_{\pm}^{q_+} P_{\pm}^{q_- - 1} (q_\pm - 1 + \hat{D} \mp J).$$

(4.2.20)

Details are given in Section 4.4.2. Multiplying (4.2.19) by $x_{\pm}^{q_+} x_-^{q_-}$ and acting on $|O'\rangle$ gives

$$[K_{\pm}, \gamma_{\pm} \bar{\gamma}_{\pm}] |O'\rangle = -ix_{\pm} q_\pm (q_\pm - 1 + \Delta' - \ell) \gamma_{\pm} \bar{\gamma}_{\pm} (q_\pm - 1) |O'\rangle,$$

(4.2.21)

By considering the commutator of $K_{\pm}$ with a function expanded as a polynomial in $\gamma, \bar{\gamma}$, $f(\gamma, \bar{\gamma}) = \sum_{q_+, q_-} \Gamma_{q_+, q_-} \gamma_{\pm} \bar{\gamma}_{\pm}$, we deduce that

$$[K_{\pm}, f(\gamma, \bar{\gamma})] = -ix_{\pm} \left( \gamma_{\pm} \bar{\gamma}_{\pm} \right) f(\gamma, \bar{\gamma}).$$

(4.2.22)
Substituting (4.2.21) into (4.2.18) (with $f = \widehat{C}$) gives

$$-ix_+ \left( \frac{\gamma \partial^2}{\gamma_\gamma_\gamma} + \Delta' \mp \ell \partial_{\gamma_\gamma} \right) = -ix_+ \left( \frac{\gamma \partial^2}{\gamma_\gamma_\gamma} + a \mp \frac{i}{2} \ell \right)$$

(4.2.22)

$$\Rightarrow \begin{cases} 
\gamma \partial^2 + (\Delta' + \ell - \gamma) \partial_\gamma - (a + \frac{i}{2} \ell) & \widehat{C}(\gamma, \gamma) = 0, \\
\frac{\gamma \partial^2}{\gamma_\gamma} + (\Delta' - \ell - \gamma) \partial_\gamma - (a - \frac{i}{2} \ell) & \widehat{C}(\gamma, \gamma) = 0.
\end{cases}$$

(4.2.23)

Substituting $\widehat{C}(\gamma, \gamma) = \chi_+(\gamma) \chi_-(\gamma)$ gives two confluent hypergeometric equations,

$$\gamma \chi''_+ + (\Delta' + \ell - \gamma) \chi'_+ - (a + \frac{i}{2} \ell) \chi_+ = 0,$$

$$\frac{\gamma}{\gamma} \chi''_+ + (\Delta' - \ell - \gamma) \chi'_- - (a - \frac{i}{2} \ell) \chi_- = 0.$$  

(4.2.24)

Thus the full solution in two dimensions is given by

$$\phi(x) |\mathcal{O}\rangle = C_{\phi \gamma} x_+ x_-^{\frac{i}{2}(\Delta + \ell)} x_-^{\frac{i}{2}(\Delta + \ell)} \chi_+(\gamma) \chi_-(\gamma) |\mathcal{O}'\rangle$$

(4.2.25)

$$= C_{\phi \gamma} x_+ x_-^{\frac{i}{2}(\Delta + \ell)} \Gamma(\frac{1}{2} + \ell; \Delta' + \ell; x_+ \partial_+ \Delta' - \ell; x_- \partial_-) |\mathcal{O}'\rangle.$$

### 4.3 The General Case

In the most general case, working in $d$ dimensions, we expand $\phi(x) |\mathcal{O}\rangle$ in terms of a spin-$\ell$ operator $\mathcal{O}_{\mu_1...\mu_\ell}$, writing

$$\phi(x) |\mathcal{O}\rangle = C_{\mu_1...\mu_\ell}(x, P) |\mathcal{O}'\rangle_{\mu_1...\mu_\ell}.$$  

(4.3.1)

The state $|\mathcal{O}'\rangle_{\mu_1...\mu_\ell}$ obeys the $SO(d)$ spin algebra,

$$M_{\mu_\nu} |\mathcal{O}'\rangle_{\mu_1...\mu_\ell} = i \ell (\eta_{\mu_1 \nu} |\mathcal{O}'\rangle_{\mu_2...\mu_\ell}) - \eta_{\nu_\mu} |\mathcal{O}'\rangle_{\mu_1...\mu_\ell}).$$

(4.3.2)

By considering the action of conformal generators $M_{\mu_\nu}$ and $K_\mu$ on (4.3.1), we obtain two equations satisfied by $C_{\mu_1...\mu_\ell}(x, P)$, namely

$$(x_\mu \partial_\nu - x_\nu \partial_\mu) C_{\mu_1...\mu_\ell} = (P_\mu \partial_{P_\nu} - P_\nu \partial_{P_\mu}) C_{\mu_1...\mu_\ell} - \ell (\eta_{\mu_1 \nu} C_{\mu_2...\mu_\ell}) - \eta_{\nu_\mu} C_{\mu_1...\mu_\ell})$$

(4.3.3)

and

$$i \left( x^2 \partial_\mu - 2x_\mu x \cdot \partial - \Delta_\phi x_\mu \right) C_{\mu_1...\mu_\ell} = 2(\Delta' + P \cdot \partial P) \partial_{P_\mu} C_{\mu_1...\mu_\ell} - P_\mu (\partial P)^2 C_{\mu_1...\mu_\ell}$$

$$- 2 \ell \partial_{P_\mu} \left( \eta_{\mu_1 \nu} C_{\mu_2...\mu_\ell}) - \eta_{\nu_\mu} C_{\mu_1...\mu_\ell}) \right).$$

(4.3.4)

We may combine (4.3.3), (4.3.4) to eliminate the terms involving symmetrisation over the indices of $\eta$, giving

$$i \left( x^2 \partial_\mu - 2x_\mu x \cdot \partial - \Delta_\phi x_\mu \right) C_{\mu_1...\mu_\ell}$$

$$= 2 \left( (\Delta' - d + 1) \partial_{P_\mu} + \frac{1}{2} P_\mu (\partial P)^2 + x_\mu (\partial P \cdot \partial) - (x \cdot \partial P) \right) C_{\mu_1...\mu_\ell}. $$

(4.3.5)
We write \( C_{\mu_1 \ldots \mu_\ell}(x, P) \) in a form that is manifestly \( M \)- and \( D \)-covariant,

\[
C_{\mu_1 \ldots \mu_\ell}(x, P) = \frac{1}{(x^2)^{\frac{\Delta + \ell}{2}}} \left( \sum_{m=0}^\ell (ix^2)^m \{ P^m x^{\ell-m} \} C_{m+1}(\alpha, \beta) \right), \tag{4.3.6}
\]

where we use \( \{ P^m x^{\ell-m} \} \) to denote \( P_{\mu_1} \ldots P_{\mu_m} x_{\mu_{m+1}} \ldots x_{\mu_\ell} \), with \( T_{\mu_1 \ldots \mu_\ell} \) the symmetrised, trace-free part of a rank-\( \ell \) \( SO(d) \) tensor \( T_{\mu_1 \ldots \mu_\ell} \). The definition \( (4.1.27) \) enables us to write the action of \( x \) and \( P \) derivatives on \( C_{m+1}(\alpha, \beta) \) in terms of \( \frac{\partial}{\partial \alpha}, \frac{\partial}{\partial \beta} \), thus substituting \( (4.3.6) \) for \( C_{\mu_1 \ldots \mu_\ell} \) in \( (4.3.5) \) gives on the left-hand side

\[
- 2i \{ P^m x^{\ell-m} \} x_\mu \left( \alpha \frac{\partial}{\partial \alpha} + \beta \frac{\partial}{\partial \beta} + a \right) + x^2 \{ P^m x^{\ell-m} \} P_\mu \frac{\partial}{\partial \alpha} + i(\ell - m)x^2 \{ P^m x^{\ell-m-1} \eta \}_\mu, \tag{4.3.7}
\]

and on the right

\[
- 2i \{ P^m x^{\ell-m} \} x_\mu \left( \alpha \frac{\partial^2}{\partial \alpha^2} + 2\beta \frac{\partial^2}{\partial \alpha \partial \beta} + \left( \Delta' - \ell \right) \frac{\partial}{\partial \alpha} \right) + x^2 \{ P^m x^{\ell-m} \} P_\mu \left( \frac{\partial^2}{\partial \alpha^2} + 4\beta \frac{\partial^2}{\partial \beta^2} + 4(\Delta' - \frac{d}{2} + m + 1) \frac{\partial}{\partial \beta} \right) + 4(\ell - m)x^2 \{ P^{m+1} x^{\ell-m-1} \} x_\mu \frac{\partial}{\partial \beta} + 2m(\Delta' - d - \ell + m) \{ P^{m-1} x^{\ell-m} \} \mu \times 2i(\ell - m)x^2 \{ P^m x^{\ell-m-1} \eta \}_\mu \left( \frac{\partial}{\partial \alpha} - 2a \frac{\partial}{\partial \beta} \right), \tag{4.3.8}
\]

where \( \{ P^m x^{\ell-m-1} \eta \}_\mu \) denotes \( P_{\mu_1} \ldots P_{\mu_m} x_{\mu_{m+1}} \ldots x_{\mu_{\ell-1}} \eta_{\mu_\ell} \), etc., and both expressions should be understood to be inserted into the sum

\[
\frac{1}{(x^2)^{\frac{\Delta + \ell}{2}}} \sum_{m=0}^\ell (ix^2)^m \left[ \cdots \right] C_{m+1}(\alpha, \beta). \tag{4.3.9}
\]

Combining the two, we obtain

\[
0 = \sum_{m=0}^\ell (ix^2)^m \left[ x^2 \{ P^m x^{\ell-m} \} P_\mu U_{m+1} - 2i \{ P^m x^{\ell-m} \} x_\mu \mathcal{V}^\ell + 4(\ell - m)x^2 \{ P^{m+1} x^{\ell-m-1} \} x_\mu \frac{\partial}{\partial \beta} - 2i(\ell - m)x^2 \{ P^{m-1} x^{\ell-m-1} \eta \} \mu O^+ + 2m(\Delta' - d - \ell + m + 1) \{ P^{m-1} x^{\ell-m} \eta \} \mu \right] C_{m+1}(\alpha, \beta), \tag{4.3.10}
\]
where, with $a = \frac{1}{2}(\Delta_\phi - \Delta_\Omega + \Delta' + \ell)$ — note we have taken $a \to a + \frac{1}{2}\ell$ with respect to the definition used in Section 4.2.3 — we define

\[
U_n = \frac{\partial^2}{\partial \alpha^2} + 4\beta \frac{\partial^2}{\partial \beta^2} - \frac{\partial}{\partial \alpha} + 4(\Delta' - \frac{d}{2} + n) \frac{\partial}{\partial \beta},
\]

\[
\mathcal{V}^\ell = \alpha \frac{\partial^2}{\partial \alpha^2} + 2\beta \frac{\partial^2}{\partial \alpha \partial \beta} - \alpha \frac{\partial}{\partial \alpha} - \beta \frac{\partial}{\partial \beta} + (\Delta' + \ell) \frac{\partial}{\partial \alpha} - a,
\]

\[
O^+ = 2\alpha \frac{\partial}{\partial \beta} - \frac{\partial}{\partial \alpha} + \frac{1}{2}.
\]

We therefore require the $C_m$ to satisfy

\[
U_n C_1 = \mathcal{V}^\ell C_1 = 0,
\]

and for $n = 2, \ldots, \ell + 1$,

\[
U_n C_n = 0;
\]

\[
\mathcal{V}^\ell C_n = -2k_n^\ell \frac{\partial}{\partial \beta} C_{n-1}, \quad k_n^\ell = \ell - n + 2;
\]

\[
O^+ C_n = K_n^\ell C_{n+1}, \quad K_n^\ell = \frac{1}{k_n^\ell} (n - 1)(\Delta' - d + n - \ell).
\]

If we take $C_1$ satisfying (4.3.12a) and define $C_2, \ldots, C_{\ell+1}$ by the action of $O^+$, (4.3.12d), we find that (4.3.12b), (4.3.12c) hold automatically (following from the commutators $[U_n, O^+] = -4O^+ \frac{\partial}{\partial \beta}$, $[\mathcal{V}^\ell, O^+] = U_n - 2(\Delta' - d + 2n - \ell) \frac{\partial}{\partial \beta}$, $[O^+, \frac{\partial}{\partial \beta}] = 0$, and the recurrence relation $U_n+1 = U_n + 4 \frac{\partial}{\partial \beta}$). In terms of $\gamma, \bar{\gamma}$ (recalling $\alpha = \gamma + \bar{\gamma}, \beta = -4\gamma \bar{\gamma}$),

\[
U_n = \frac{1}{\gamma - \bar{\gamma}} \left[ \gamma \partial^2 - \bar{\gamma} \bar{\partial}^2 - \gamma \partial \gamma + \bar{\gamma} \bar{\partial} \bar{\gamma} + (\Delta' - \varepsilon + n - 1) (\partial \gamma - \bar{\partial} \bar{\gamma}) \right],
\]

\[
\mathcal{V}^\ell = \frac{1}{\gamma - \bar{\gamma}} \left[ \gamma^2 \partial^2 - \bar{\gamma}^2 \bar{\partial}^2 - \gamma^2 \partial \gamma + \bar{\gamma}^2 \bar{\partial} \bar{\gamma} + (\Delta' + \ell) (\partial \gamma + \bar{\partial} \bar{\gamma}) - a (\gamma - \bar{\gamma}) \right],
\]

\[
O^+ = -\frac{1}{2} [\partial \gamma + \bar{\partial} \bar{\gamma} - 1], \quad -2\partial \frac{\partial}{\partial \beta} = -\frac{1}{2} \frac{1}{\gamma - \bar{\gamma}} [\partial \gamma - \bar{\partial} \bar{\gamma}],
\]

where we define $\varepsilon \equiv \frac{1}{2} d - 1$. By considering $\mathcal{V}^\ell - \bar{\gamma} U_1, \mathcal{V}^\ell - \gamma U_1$ on $C_1$, we obtain

\[
\begin{align*}
\left[ \gamma \partial^2 - \gamma \partial \gamma + (\Delta' - \varepsilon) \partial \gamma + \frac{\ell + \varepsilon}{\gamma - \bar{\gamma}} (\gamma \partial \gamma - \bar{\gamma} \bar{\partial} \bar{\gamma}) \right] C_1 &= a C_1, \\
\left[ \bar{\gamma} \bar{\partial}^2 - \bar{\gamma} \bar{\partial} \bar{\gamma} + (\Delta' - \varepsilon) \bar{\partial} \bar{\gamma} + \frac{\ell + \varepsilon}{\gamma - \bar{\gamma}} (\gamma \partial \gamma - \bar{\gamma} \bar{\partial} \bar{\gamma}) \right] C_1 &= a C_1.
\end{align*}
\]

### 4.3.1 Polynomial expansions

We look to expand the $C_n$ as polynomials for general values of $\varepsilon, \ell$. We may solve (4.3.12a) in terms of powers of $\alpha, \beta$, to find

\[
C_1 = \sum_{r,s} \frac{1}{4^r r! s! (\Delta' + \ell)_{2s+r} (\Delta' - \varepsilon)_s} \alpha^r \beta^s,
\]
with \( b = \Delta' + \ell - a \). A direct expansion in terms of powers of \( \gamma, \bar{\gamma} \) proves harder to obtain, but we are able to express \( C_1 \) using Jack polynomials \( P^{(\lambda)}_{mn}(\gamma, \bar{\gamma}) \), properties of which are given in [7]. In particular, they obey recurrence relations

\[
(\partial_{\gamma} + \bar{\partial}_{\bar{\gamma}})P^{(\lambda)}_{mn}(\gamma, \bar{\gamma}) = \frac{(m - \lambda)(m - n)}{m - n + \lambda} P^{(\lambda)}_{m-1n}(\gamma, \bar{\gamma}) + \frac{n(m - n + 2\lambda)}{m - n + \lambda} P^{(\lambda)}_{mn-1}(\gamma, \bar{\gamma}),
\]

\[ (\gamma \bar{\gamma})^r P^{(\lambda)}_{mn}(\gamma, \bar{\gamma}) = P^{(\lambda)}_{m+r,n+r}(\gamma, \bar{\gamma}), \tag{4.3.16} \]

and the eigenfunction equations

\[
(\gamma \partial_{\gamma} + \bar{\gamma} \bar{\partial}_{\bar{\gamma}})P^{(\lambda)}_{mn}(\gamma, \bar{\gamma}) = (m + n)P^{(\lambda)}_{mn}(\gamma, \bar{\gamma}), \tag{4.3.17} \]

\[
D^{(\lambda)}_{\lambda} P^{(\lambda)}_{mn}(\gamma, \bar{\gamma}) = (m(m + 2\lambda - 1) + n(n - 1))P^{(\lambda)}_{mn}(\gamma, \bar{\gamma}),
\]

where the differential operator \( D^{(\lambda)}_{\lambda} \) is given by

\[
D^{(\lambda)}_{\lambda} = (\gamma^2 \partial_{\gamma}^2 + \bar{\gamma}^2 \bar{\partial}_{\bar{\gamma}}^2) + \frac{2\lambda}{\gamma - \bar{\gamma}}(\gamma^2 \partial_{\gamma} - \bar{\gamma}^2 \bar{\partial}_{\bar{\gamma}}). \tag{4.3.18} \]

Making the general expansion \( C_1(\gamma, \bar{\gamma}) = \sum_{m,n} a_{mn} P^{(\ell + \varepsilon)}_{mn}(\gamma, \bar{\gamma}) \) and expressing \( V', U_n \) in terms of the operators appearing in (4.3.16) and (4.3.17), we find that (4.3.12a) has solution

\[
C_1 = \sum_{m,n \geq n \geq 2} \frac{\ell + \varepsilon + m - n}{(m - n)!n!} \frac{(2\ell + 2\varepsilon)^{m-n}}{(\ell + \varepsilon)^{m+1}} \frac{(a - \ell - \varepsilon)^{n}}{(\Delta' + \ell)^{m}(\Delta' - \ell - \varepsilon)^{n}} P^{(\ell + \varepsilon)}_{mn}(\gamma, \bar{\gamma}). \tag{4.3.19} \]

Explicit formulæ for the \( P^{(\lambda)}_{mn} \) at low \( \lambda \) may be used to write \( C_1 \) for certain \( \ell, \varepsilon \) as power expansions in \( \gamma, \bar{\gamma} \), which we may subsequently identify as combinations of hypergeometric functions, e.g. \( P^{(1)}_{mn}, P^{(2)}_{mn} \) respectively give

- The spinless, 4-dimensional case (\( \ell = 0, \varepsilon = 1 \)):
  \[
  C_1(\gamma, \bar{\gamma}) =  \frac{1}{\gamma - \bar{\gamma}} \left[ \Gamma(a; \Delta' - 1; \gamma) \Gamma(a - 1; \Delta' - 1; \bar{\gamma}) - \gamma \leftrightarrow \bar{\gamma} \right]; \tag{4.3.20} \]

- The spin-one case in 4 dimensions (\( \ell = \varepsilon = 1 \)):
  \[
  C_1 = \frac{\Delta'(\Delta' - 1)}{(\gamma - \bar{\gamma})^3} \left( E_{02} + E_{20} - \frac{2}{a - 1} E_{12} - \frac{2a - 2}{a - 1} E_{11} \right), \tag{4.3.21} \]
  \[
  E_{pq} = \gamma_1 F_1(a - p; \Delta' - 1; \gamma) F_1(a - q; \Delta' - 1; \bar{\gamma}) - \gamma \leftrightarrow \bar{\gamma}. \tag{4.3.22} \]

### 4.3.2 Equivalence in \( \varepsilon = 0 \) case with results of Section [4.2.3]

We will now check that, working in two dimensions, (4.3.12) and (4.3.13) imply that \( C(\gamma, \bar{\gamma}) \equiv C_1 - 2\gamma C_2 + 4\gamma^2 C_3 - \cdots + (-2\gamma)^\ell C_{\ell+1} \) may be identified with the operator
\(\hat{C}(\gamma, \bar{\gamma})\) appearing in Section 4.2 i.e. that \(C\) satisfies

\[
\begin{aligned}
\left[ \gamma \partial_{\gamma}^2 - \gamma \partial_{\gamma} + (\Delta' + \ell) \partial_{\gamma} - a \right] C &\equiv \mathcal{W}C = 0, \\
\left[ \bar{\gamma} \partial_{\bar{\gamma}}^2 - \bar{\gamma} \partial_{\bar{\gamma}} + (\Delta' - \ell) \partial_{\bar{\gamma}} - (a - \ell) \right] C &\equiv \overline{\mathcal{W}}C = 0. \\
\end{aligned}
\tag{4.3.23}
\]

To show this, we note firstly that

\[
\begin{aligned}
\mathcal{W} = \mathcal{V}^\ell - \bar{\gamma} U_{\ell+1}, \quad \overline{\mathcal{W}} = \mathcal{V}^\ell - \gamma U_{\ell+1} - \ell(\bar{\partial}_{\bar{\gamma}} - 1). \\
\end{aligned}
\tag{4.3.24}
\]

Also, we observe that from the definition (4.3.23) we have \([\mathcal{W}, \tilde{\gamma}^m] = 0\), and that for \(C_n\) satisfying (4.3.12), \(U_m C_n = \frac{a_n}{\gamma} (\partial_{\gamma} - \bar{\partial}_{\bar{\gamma}}) C_n\). Hence, with \(a_n = (-2)^{n-1}\), we have

\[
\begin{aligned}
\mathcal{W}C &= \sum_{n=1}^{\ell+1} a_n \mathcal{W} \left( \tilde{\gamma}^{n-1} C_n \right) = \sum_{n=1}^{\ell+1} a_n \tilde{\gamma}^{n-1} \left( \mathcal{V}^\ell - \bar{\gamma} U_{\ell+1} \right) C_n \\
&= \sum_{n=2}^{\ell+1} a_n \tilde{\gamma}^{n-1} \frac{(-1)^n \ell^n}{\gamma - \bar{\gamma}} (\partial_{\gamma} - \bar{\partial}_{\bar{\gamma}}) C_{n-1} - \sum_{n=1}^{\ell+1} a_n \tilde{\gamma}^{n-1} \frac{\ell - n + 1}{\gamma - \bar{\gamma}} (\partial_{\gamma} - \bar{\partial}_{\bar{\gamma}}) C_n \\
&= \sum_{n=1}^{\ell} \left( \frac{1}{2} a_{n+1} + a_n \right) \tilde{\gamma}^{n-1} \frac{\ell - n - 1}{\gamma - \bar{\gamma}} (\partial_{\gamma} - \bar{\partial}_{\bar{\gamma}}) C_n,
\end{aligned}
\tag{4.3.25}
\]

where in the last step we have used \(k_n = \ell - n + 2\). Thus \(\mathcal{W}C\) vanishes identically, since \(a_{n+1} = -2a_n\). To show that the same is true for \(\overline{\mathcal{W}}C\), we first find

\[
[\overline{\mathcal{W}}, \tilde{\gamma}^m] = m\tilde{\gamma}^{m-1}(\bar{\gamma}(2\bar{\partial}_{\bar{\gamma}} - 1) + (\Delta' - \ell + m - 1)).
\tag{4.3.26}
\]

Hence we find

\[
\begin{aligned}
\overline{\mathcal{W}}C &= \sum_{n=1}^{\ell+1} a_n \left( \tilde{\gamma}^{n-1} \overline{\mathcal{W}} + [\overline{\mathcal{W}}, \tilde{\gamma}^{n-1}] \right) C_n \\
&= \sum_{n=1}^{\ell+1} a_n \tilde{\gamma}^{n-1} \left[ \frac{(-1)^n \ell^n}{\gamma - \bar{\gamma}} (\partial_{\gamma} - \bar{\partial}_{\bar{\gamma}}) C_{n-1} - \frac{\ell - n + 1}{\gamma - \bar{\gamma}} (\partial_{\gamma} - \bar{\partial}_{\bar{\gamma}}) C_n - (\bar{\gamma}(2\bar{\partial}_{\bar{\gamma}} - 1) + (\Delta' - \ell + m - 1)) C_n \right] \\
&= -\sum_{n=2}^{\ell+1} a_n \tilde{\gamma}^{n-1} \frac{\ell - n + 2}{\gamma - \bar{\gamma}} (\partial_{\gamma} - \bar{\partial}_{\bar{\gamma}}) C_{n-1} - \sum_{n=1}^{\ell} a_n \tilde{\gamma}^{n-1} \frac{\ell - n + 1}{\gamma - \bar{\gamma}} (\partial_{\gamma} - \bar{\partial}_{\bar{\gamma}}) C_n \\
&\quad - \sum_{n=1}^{\ell} a_n \tilde{\gamma}^{n-1} (\ell - n + 1)(2\bar{\partial}_{\bar{\gamma}} - 1) C_n \\
&\quad + \sum_{n=2}^{\ell+1} a_n \tilde{\gamma}^{n-2} \frac{(n - 1)(\Delta' - \ell + n - 2)}{\gamma - \bar{\gamma}} = k_n^\ell K_n^\ell C_n \\
&= \sum_{n=1}^{\ell} \left( \frac{1}{2} a_{n+1} \tilde{\gamma}^{n-1} + a_n \tilde{\gamma}^{n-1} \right) \frac{\ell - n + 1}{\gamma - \bar{\gamma}} (\partial_{\gamma} - \bar{\partial}_{\bar{\gamma}}) C_n \\
&\quad - \sum_{n=1}^{\ell} a_n \tilde{\gamma}^{n-1} (\ell - n + 1)(2\bar{\partial}_{\bar{\gamma}} - 1) C_n + \sum_{n=1}^{\ell} a_{n+1} \tilde{\gamma}^{n-1} k_n^\ell K_n^\ell C_n + 1
\end{aligned}
\]
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\[
\sum_{n=1}^{\ell} -a_n \tilde{\gamma} n^{-1} (\ell - n + 1) \left( \partial_\gamma + \tilde{\partial}_\gamma - 1 \right) C_n + a_{n+1}(\ell - n + 1) K_{n+1}^{\ell} C_{n+1}^{\ell} = -2O^+ C_n
\]

\[
= \sum_{n=1}^{\ell} (2a_n + a_{n+1})(\ell - n + 1) \tilde{\gamma} n^{-1} O^+ C_n = 0. \tag{4.3.27}
\]

As shown in Section 4.2.3, we can write an explicit solution to (4.3.23) in terms of hypergeometric functions,

\[
C(\gamma, \bar{\gamma}) = C_1 - 2\tilde{\gamma} C_2 + \cdots = _1F_1(a; \Delta' + \ell; \gamma) _1F_1(a - \ell; \Delta' - \ell; \tilde{\gamma}). \tag{4.3.28}
\]

### 4.3.3 Generalising the \( \varepsilon = 0 \) case to higher dimensions

Let us define two new variables,

\[
\tilde{\Delta} = \Delta' + \ell \quad \text{and} \quad \lambda = \ell + \varepsilon. \tag{4.3.29}
\]

We note that the expansions on the right-hand sides of (4.3.15) and (4.3.19) may both be re-written in terms of \( \tilde{\Delta}, \lambda \) only, becoming respectively

\[
\sum_{r,s} \frac{1}{4^s r!} \frac{(a)_{r+s}}{(\Delta)_{2s+r}} \frac{(\tilde{\Delta} - a)_s}{(\Delta - \lambda)_s} \alpha^r \beta^s \tag{4.3.30}
\]

and

\[
\frac{(\lambda - 1)!}{(2\lambda - 1)!} \sum_{m \geq n \geq 0} \frac{m - n + \lambda}{(\lambda + m)!} \frac{(a)_m (a - \lambda)_n}{(\Delta)_{m}(\Delta - \lambda)_n} (m - n + 1)_{2\lambda - 1} F_{mn}^{(\lambda)}(\gamma, \tilde{\gamma}). \tag{4.3.31}
\]

We deduce that the value \( C_1 \) depends only on \( \lambda \), rather than independently on \( \ell, \varepsilon \), if we also characterise the field \( O' \) in terms of \( \tilde{\Delta} \), equal to the sum of its spin and its scaling dimension. Hence \( C_1 \) in the general \( \ell, \varepsilon \) case is identical to the \( C_1 \) obtained in the 2-dimensional, spin-\( \lambda \) case, for the contribution of an operator \( O' \) with the same value of \( \tilde{\Delta} \).

Furthermore, the operator \( O^+ \), which by its action on the \( C_n \) we may think of as a raising operator, is independent of \( \ell, \varepsilon \), and \( \Delta' \). Hence, if for fixed \( \tilde{\Delta} \) we write \( C_{n,\ell,\varepsilon} \) to denote \( C_n \) in the spin-\( \ell, 2(\varepsilon + 1) \)-dimensional expansion, using (4.3.12d) and \( C_1^{\ell,\varepsilon} = C_1^{\lambda,0} \) we deduce, for \( 0 \leq n \leq \lambda \),

\[
K_{n+1}^{\ell,\varepsilon} \cdots K_2^{\ell,\varepsilon} C_{n+1}^{\ell,\varepsilon} = [O^+]^n C_1^{\ell,\varepsilon} = [O^+]^n C_1^{\lambda,0} = K_{n+1}^{\lambda,0} \cdots K_2^{\lambda,0} C_2^{\lambda,0} \tag{4.3.32}
\]

where

\[
K_n^{\ell,\varepsilon} = \frac{n - 1}{\ell - n + 2} (\tilde{\Delta} - 2(\ell + \varepsilon + 1) + n) \tag{4.3.33}
\]
The above tells us that once we have found the \( C \) for the \( d = 2 \) case, we can find \( C \) for all higher-, even-dimensional cases where \( \ell + \varepsilon = \lambda \) and parameters \( a \) and \( \Delta \equiv \Delta' + \ell \) remain fixed. A pictorial representation of the process is given in Figure 4.1. We find explicit results in the cases \( \lambda = 2 \):

\[
\begin{array}{cccc}
 d = 2 & d = 4 & d = 2(\varepsilon + 1) & d = 2(\lambda + 1) \\
\text{spin-\( \lambda \)} & \text{spin-(\( \lambda - 1 \))} & \text{spin-\( \ell \)} & \text{spinless} \\
C_{\lambda,0} & C_{\lambda,0} & C_{\lambda,0} & C_{\lambda,0} \\
C_{\lambda,0} & C_{\lambda,0} & C_{\lambda,0} & C_{\lambda,0} \\
C_{\lambda,0} & C_{\lambda,0} & C_{\lambda,0} & C_{\lambda,0} \\
\vdots & \vdots & \vdots & \vdots \\
C_{\lambda,0} & C_{\lambda,0} & C_{\lambda,0} & C_{\lambda,0} \\
\end{array}
\]

and hence

\[
C_{n+1}^{\ell,\varepsilon} = \frac{K_{n+1}^{\lambda,0} \cdots K_{2}^{\lambda,0}}{K_{n+1}^{\ell,\varepsilon} \cdots K_{2}^{\ell,\varepsilon}} C_{n+1}^{\lambda,0} = \frac{(\ell - n + 1) \cdots (\ell - 1)\ell}{(\lambda - n + 1) \cdots (\lambda - 1)\lambda} C_{n+1}^{\lambda,0} = \frac{(-\ell)_{n}}{(-\lambda)_{n}} C_{n+1}^{\lambda,0}. \quad (4.3.34)
\]

The \( C_{\lambda,0} \) are the 2-dimensional, spin-\( \lambda \) expansions, which we recall from Section 4.3.2 satisfy

\[
C(\gamma, \bar{\gamma}) = C_{1}^{\lambda,0} - 2\bar{\gamma}C_{2}^{\lambda,0} + 4\bar{\gamma}^{2}C_{3}^{\lambda,0} - \cdots + (-2\bar{\gamma})^{\lambda}C_{\lambda+1}^{\lambda,0} \\
= _{1}F_{1}(a; \bar{\Delta}; \gamma)_{1}F_{1}(a - \lambda; \bar{\Delta} - 2\lambda; \gamma). \quad (4.3.35)
\]

Since the \( C_{n} \) were originally functions of \( \alpha, \beta \), we know them to be symmetric in \( \gamma, \bar{\gamma} \); hence we may also write

\[
\tilde{C}(\gamma, \bar{\gamma}) = C(\bar{\gamma}, \gamma) = C_{1}^{\lambda,0} - 2\gamma C_{2}^{\lambda,0} + 4\gamma^{2}C_{3}^{\lambda,0} - \cdots + (-2\gamma)^{\lambda}C_{\lambda+1}^{\lambda,0} \\
= _{1}F_{1}(a - \lambda; \bar{\Delta} - 2\lambda; \gamma)_{1}F_{1}(a; \bar{\Delta}; \bar{\gamma}). \quad (4.3.36)
\]

### 4.3.4 Calculation of some \( C_{n} \)

The above tells us that once we have found the \( C_{n} \) for the \( d = 2 \), spin-\( \lambda \) case, we can find \( C_{n} \) for all higher-, even-dimensional cases where \( \ell + \varepsilon = \lambda \) and parameters \( a \) and \( \Delta \equiv \Delta' + \ell \) remain fixed. A pictorial representation of the process is given in Figure 4.1. We find explicit results in the cases \( \lambda = 1, 2 \):

\( \lambda = 1 \) (Spinless, \( d = 4 \leftrightarrow \) Spin-1, \( d = 2 \)): \( C = C_{1} - 2\bar{\gamma}C_{2} \), and hence

\[
(\gamma - \bar{\gamma})C_{1} = \gamma C - \bar{\gamma}C \equiv \gamma_{1}F_{1}(a; \bar{\Delta}; \gamma)_{1}F_{1}(a - 1; \bar{\Delta} - 2\bar{\gamma} - \gamma) - \gamma \leftrightarrow \bar{\gamma}. \quad (4.3.37)
\]
Using standard identities for the confluent hypergeometric function \( _1F_1 \) (see Section 4.4.3), we hence find, for \( \varepsilon = 1, \ell = 0 \) (and thus \( \tilde{\Delta} = \Delta' + \ell = \Delta' \)),

\[
C_1(\gamma, \bar{\gamma}) = \frac{\Delta' - 1}{\gamma - \bar{\gamma}} \left( _1F_1(a; \Delta' - 1; \gamma) _1F_1(a - 1; \Delta' - 1; \bar{\gamma}) - \gamma \leftrightarrow \bar{\gamma} \right) \tag{4.3.38}
\]

and for \( \varepsilon = 0, \ell = 1 \implies \tilde{\Delta} = \Delta' + 1, \)

\[
C_1(\gamma, \bar{\gamma}) = \frac{\Delta' - 1}{\gamma - \bar{\gamma}} \left( _1F_1(a; \Delta'; \gamma) _1F_1(a - 1; \Delta'; \bar{\gamma}) - \gamma \leftrightarrow \bar{\gamma} \right),
\]

\[
C_2(\gamma, \bar{\gamma}) = \frac{1}{\gamma - \bar{\gamma}} \left( _1F_1(a; \Delta' + 1; \gamma) _1F_1(a - 1; \Delta' - 1; \bar{\gamma}) - \gamma \leftrightarrow \bar{\gamma} \right). \tag{4.3.39}
\]

**\( \lambda = 2 \) (Spin-1, \( d = 4 \) ↔ Spin-2, \( d = 2 \)):** For \( \lambda = 2 \), we have \( C = C_1 - 2\bar{\gamma}C_2 + 4\bar{\gamma}^2C_3 = _1F_1(a; \tilde{\Delta}; \gamma) _1F_1(a - 2; \tilde{\Delta} - 4; \bar{\gamma}) \), and similarly for \( \tilde{C} \). Elimination gives

\[
C - \tilde{C} = (\gamma - \bar{\gamma})(2C_2 - 4(\gamma + \bar{\gamma})C_3),
\]

\[
\gamma C - \gamma \tilde{C} = (\gamma - \bar{\gamma})(C_1 - 4\gamma \bar{\gamma} C_2),
\]

\[
\gamma^2 C - \gamma^2 \tilde{C} = (\gamma - \bar{\gamma})( (\gamma + \bar{\gamma})C_1 - 2\gamma \bar{\gamma} C_2). \tag{4.3.40}
\]

These three are not independent; however we may apply the raising operator \( O^+ \) to the last of them, giving

\[
O^+ \left( \frac{\gamma^2 C - \gamma^2 \tilde{C}}{\gamma - \bar{\gamma}} \right) = [O^+, \gamma + \bar{\gamma}]C_1 + (\gamma + \bar{\gamma})O^+ C_1 - 2[O^+, \gamma \bar{\gamma}]C_2 - 2\gamma \bar{\gamma} O^+ C_2
\]

\[
= -C_1 + \frac{1}{2}(\gamma + \bar{\gamma})(\tilde{\Delta} - 4)C_2 + (\gamma + \bar{\gamma})C_2 - 4\gamma \bar{\gamma}(\tilde{\Delta} - 3)C_3
\]

\[
= -C_1 + \frac{1}{2}(\tilde{\Delta} - 2)(\gamma + \bar{\gamma})C_2 - 4\gamma \bar{\gamma}(\tilde{\Delta} - 3)C_3 \equiv Q. \tag{4.3.41}
\]

We may use \( Q \) together with \( C, \tilde{C} \), to eliminate each of the components. In particular, we find (noting \([O^+, \gamma - \bar{\gamma}] = 0\))

\[
(\tilde{\Delta} - 2)(\gamma + \bar{\gamma}) \frac{\gamma^2 C - \gamma^2 \tilde{C}}{\gamma - \bar{\gamma}} - 4\gamma \bar{\gamma} \left( \frac{(\tilde{\Delta} - 3)\gamma C - \gamma \tilde{C}}{\gamma - \bar{\gamma}} - Q \right) = (\tilde{\Delta} - 2)(\gamma - \bar{\gamma})^2 C_1
\]

\[
\implies C_1 = \frac{1}{(\gamma - \bar{\gamma})^3} \left( (\gamma + \bar{\gamma}) + \frac{4\gamma \bar{\gamma}}{\tilde{\Delta} - 2} O^+ \right) (\gamma^2 C - \gamma^2 \tilde{C}) - 4\gamma \bar{\gamma} \frac{\tilde{\Delta} - 3}{\tilde{\Delta} - 2} (\gamma C - \gamma \tilde{C}) \tag{4.3.42}
\]

In terms of hypergeometric functions, if we denote \( F^{a}_\Delta \equiv _1F_1(a; \Delta; \gamma) \), \( F^a_\Delta \equiv _1F_1(a; \Delta; \bar{\gamma}) \), etc, then by substituting our explicit expression for \( O^+ \) from (4.3.43) into the above, we may obtain

\[
C_1 = \frac{1}{(\gamma - \bar{\gamma})^3} \left( \gamma^2(\gamma - 3\bar{\gamma}) F^{a}_\Delta F^{a-2}_\Delta - \frac{2\gamma^3}{\Delta} \left( \frac{a-\delta F^a_\Delta F^{a-2}_\Delta}{\Delta+1} F^{a-2}_\Delta + \frac{a-2}{\Delta-2} F^a_\Delta F^{a-1}_\Delta \right) - \gamma \leftrightarrow \bar{\gamma} \right). \tag{4.3.43}
\]
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We may subsequently apply \( O^+ \) again, leading to
\[
O^+ C_1 = \frac{1}{(\gamma - \tilde{\gamma})^3} \left( 3\gamma \tilde{\gamma} F_a \tilde{F}^a - \frac{(\Delta - 4)\gamma^3 \Delta^2}{\Delta - 2} \right) \left( \frac{a - \Delta}{\Delta} F_a \tilde{F}^a - \frac{a - 2}{\Delta - 4} F_a \tilde{F}^a \right)
\]
\[
+ \frac{5}{\Delta - 2} \gamma^3 \left( \frac{(a - \Delta)(a - \Delta - 1)}{\Delta(\Delta + 1)} F_a \tilde{F}^a - \frac{2(a - \Delta)(a - 2)}{\Delta(\Delta - 4)} F_a \tilde{F}^a - \frac{(a - 1)(a - 2)}{(\Delta - 3)(\Delta - 4)} F_a \tilde{F}^a \right)
\]
\[
- \gamma \leftrightarrow \tilde{\gamma} \right) \quad (4.3.44)
\]

In the spin-1, \( d = 4 \) case, \( C_2 \) is given by \((\Delta - 4)C_2 = O^+ C_1\), with \( \Delta = \Delta' + \ell = \Delta' + 1 \).

### 4.4 Useful Results

#### 4.4.1 Complex co-ordinates in two dimensions

From the definition of \( x_+, x_- \) in Section 4.2, we have the results
\[
x_+ = z = x_1 + ix_2, \quad x_1 = \frac{i}{2}(x_+ - x_-), \quad x_2 = \frac{i}{2}(x_+ - x_-);
\]
\[
x_- = \bar{z} = x_1 - ix_2, \quad \partial_+ = \partial_2 = \frac{i}{2}(\partial_1 - i\partial_2), \quad \partial_1 = \partial_+ + \partial_-
\]
\[
\partial_- = \partial_2 = \frac{i}{2}(\partial_1 + i\partial_2), \quad \partial_2 = i(\partial_+ - \partial_-);
\]
\[
x_+ \partial_+ = x_1 \partial_1 + x_2 \partial_2 = x_+ \partial_+ + x_- \partial_-,
\]
\[
x_1 \partial_2 - x_2 \partial_1 = i(x_+ \partial_+ - x_- \partial_-);
\]
\[
\gamma = x_+ \partial_+ = -ix_+ P_+, \quad \tilde{\gamma} = x_- \partial_- = -ix_- P_- \quad (4.4.3)
\]

#### 4.4.2 \([K, P_]\) in two dimensions

We here derive the identity [1.2.19], beginning by proving, by induction, \([K_+, P_-] = r P_-^{r-1}(r - 1 + \tilde{D} - J)\). The \( r = 1 \) case follows directly from the two dimensional conformal algebra (4.2.2), which gives
\[
[K_+, P_-] = -J + \tilde{D} = 1 \cdot P_-^{1-1}(1 - 1 + \tilde{D} - J). \quad (4.4.5)
\]

Then, assuming the hypothesis holds for \([K_+, P_-]\), we have
\[
[K_+, P_-^{r+1}] = [K_+, P_-^r]P_- + P_-^r[K_+, P_-]
\]
\[
= r P_-^{r-1}(r - 1 + \tilde{D} - J)P_- + P_-^r(-J + \tilde{D})
\]
\[
= r(r - 1)P_- + (r + 1)P_-^r(\tilde{D} - J) + rP_-^{r-1}\underbrace{[\tilde{D} - J, P_-]}_{=2P_-}
\]
\[
= (r + 1)P_-^r(r + \tilde{D} - J) \quad \Box.
\]
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A similar result follows for \([K_\pm, P_\mp^r]\); thus
\[
[K_\pm, P_\mp^r] = rP_\mp^{r-1}(r - 1 + \hat{D} \mp J).
\] (4.4.7)

The quoted result then follows, bearing in mind that \([K_\pm, P_\pm] = 0\).

### 4.4.3 Some useful results involving \(1F_1(a; \Delta'; \gamma)\)

The confluent hypergeometric function \(1F_1(a; \Delta'; \gamma)\) satisfies
\[
\left[\gamma \frac{\partial^2}{\partial \gamma^2} + (\Delta' - \gamma) \frac{\partial}{\partial \gamma} - a\right]1F_1(a; \Delta'; \gamma) = 0,
\] (4.4.8)

and has series expansion
\[
1F_1(a; \Delta'; \gamma) = \sum_{k=0}^{\infty} \frac{(a)_k \gamma^k}{(\Delta')_k k!}.
\] (4.4.9)

We have recurrence relations
\[
\frac{\partial}{\partial \gamma}1F_1(a; \Delta'; \gamma) = \frac{a}{\Delta}1F_1(a + 1; \Delta' + 1; \gamma); 
\] (4.4.10)
\[
1F_1(a; \Delta' - 1; \gamma) = 1F_1(a; \Delta'; \gamma) + \gamma \frac{a}{\Delta'(\Delta' - 1)}1F_1(a + 1; \Delta' + 1; \gamma); 
\] (4.4.11)
\[
\left(\frac{\partial}{\partial \gamma} - 1\right)1F_1(a; \Delta' - 1; \gamma) = \frac{a}{\Delta' - 1}1F_1(a + 1; \Delta'; \gamma) - 1F_1(a; \Delta' - 1; \gamma) 
= \frac{a - \Delta' + 1}{\Delta' - 1}1F_1(a; \Delta'; \gamma). 
\] (4.4.12)

Finally, writing \(F_\Delta^a \equiv 1F_1(a; \Delta; \gamma)\), we have
\[
\gamma^n F_\Delta^a = \frac{(\Delta - 1)^{(n+1)}}{(a-1)^{(n)}} \sum_{j=0}^{n} (-1)^{n-j} \binom{n}{j} (\Delta - j - 2)^{(n-1)} F_{\Delta-n-j}^{a-n} 
= (\Delta - 1)^{(n)} \sum_{j=0}^{n} (-1)^{j} \binom{n}{j} F_{\Delta-n}^{a-j},
\] (4.4.13)

where \(x^{(n)}\) denotes the falling factorial of \(x\), \(x^{(n)} = x(x-1)\ldots(x-n+1) = (-1)^n(-x)_n\).
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