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Abstract—Iterative learning control (ILC) is a control strategy for repetitive tasks wherein information from previous runs is leveraged to improve future performance. Optimization-based ILC (OB-ILC) is a powerful design framework for constrained ILC where measurements from the process are integrated into an optimization algorithm to provide robustness against noise and modelling error. This paper proposes a robust ILC controller for constrained linear processes based on the forward-backward splitting algorithm. It demonstrates how structured uncertainty information can be leveraged to ensure constraint satisfaction and provides a rigorous stability analysis in the iteration domain by combining concepts from monotone operator theory and robust control. Numerical simulations of a precision motion stage support the theoretical results.
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I. INTRODUCTION

Iterative learning control (ILC) is a feedforward control technique for repetitive tasks that seeks to iteratively improve performance by learning from previous trials. The primary objectives in ILC are rejection of repetitive disturbances and compensation for plant-model mismatch. ILC is performant, often converging adequately within just a few iterations, robust, and straightforward to implement [1]. As such, it has been successfully applied in a variety of areas, for example in robotics, manufacturing, and chemical processing [2].

There is an extensive body of literature on ILC of unconstrained systems. However, all real systems are subject to constraints e.g., actuator saturations, and ILC algorithms may fail if constraints are ignored [3]. ILC was originally formulated as an unconstrained tracking problem [4], [5], which poses challenges in handling constraints in a systematic manner. Optimization-based ILC (OB-ILC) provides a powerful and complimentary framework for the design and analysis of ILC policies [6]–[10], especially when constraints are present.

In typical OB-ILC, the ILC learning policy is defined via the solution of a data dependent optimization problem and ILC is implemented by alternating between obtaining data from the system and updating the input using the policy. The designer’s task is to construct this problem so that the policy has desirable transient behaviour e.g., monotonicity of the tracking error in a specific norm [11]–[13], and its fixed point coincides with the control objectives. A more systematic approach is to encode the control objectives in an optimization problem involving the unknown process and construct an ILC policy by incorporating data from the process into a suitable algorithm, similar to online/feedback optimization methods [14], [15].

An interior point based OB-ILC algorithm is presented in [8]. Methods based on the successive projection algorithm are presented in [12] and [16] for the input and input/output constrained cases respectively. Sequential quadratic programming and norm-optimal type algorithms are proposed in [17] and [15], respectively. However, the constrained convergence analyses provided in these works only cover the nominal case without process noise or model mismatch.

Sufficient conditions for robustness of unconstrained gradient descent based and norm-optimal ILC are derived in [18] and [11] respectively. Sufficient conditions for stability under structured uncertainty are derived in [19], [20] for the unconstrained case and in [21] for the input constrained case using robust control techniques. More recently, [9] provides results for constrained robust convergence under the assumption of inactive constraints and without non-repetitive noise. In [10] Chapter 12.3, constrained convergence results are presented for two cases where: 1) the constraints are met exactly, but system measurements are not leveraged, leading to a non-robust controller, 2) system measurements are utilized in the ILC update, but the constraints are only asymptotically met. A constrained nonlinear programming approach with 0-th order corrections is presented in [22] and includes convergence results with approximate sensitivities, providing difficult-to-verify sufficient conditions and without noise. In a separate non-ILC context, input constrained feedback optimization of power systems is presented in [23], but output constraints, nor noise are considered. Therefore, there is a gap in the existing literature for treating input/output constrained robust convergence with constraint satisfaction guarantees in the presence of active constraints, non-repeating process noise, and modeling error.

In this paper, we investigate OB-ILC of noisy and constrained linear processes using forward-backward splitting (FBS) methods. We combine ideas from robust constrained control and monotone operator theory to study the constraint satisfaction and convergence properties of our proposed policy. Our contributions are threefold:

i) We present a methodology for handling input and output constraints in the presence of noise and model mismatch.

ii) We illustrate how a process model can be interpreted as a preconditioner and explicitly analyze the effect of modelling error on the convergence rate of the ILC policy.
We derive computable sufficient conditions for input-to-state stability of the closed-loop in the iteration domain.

Notation: For $x, y \in \mathbb{R}^n, A \in \mathbb{R}^{n \times m}$, and a positive definite matrix $P = P^T > 0$, the weighted inner product is $\langle x, y \rangle_P = x^T P y$. The induced matrix norm is $\|A\|_P^2 = \langle A^T A \rangle_P$. In this example, the term is absent and $G$ and $w$ are known then one can address our problem by solving

$$
\min_{y \in \mathbb{R}^n, u \in \mathcal{U}} \left[ \frac{1}{2} \|y - \hat{r}\|_Q^2 + \frac{1}{2} \|u\|_R^2 \right]
\text{s.t. } y = Gu + w,
$$

where $Q = Q^T \geq 0$ and $R = R^T \succeq 0$ are weighting matrices. This formulation can be used to encode a variety of meaningful objectives as illustrated by the example in Section III.

The optimization problem (3) can be written compactly as

$$
\min_{u \in \mathcal{U}} \phi(u) = \frac{1}{2} u^T H u + f^T u
$$

where $H = G^T Q G + R, f = G^T Q (w - r)$ and $Z = \{ u \in \mathcal{U} \mid Gu + w \in \mathcal{Y} \}$. Under convexity assumptions on $\phi$ and $Z$, the following Variational Inequality (VI) is necessary and sufficient for optimality of (6)

$$
\nabla \phi(u) + N_Z(u) \ni 0
$$

where $N_Z : Z \rightrightarrows \mathbb{R}^n$ is the normal cone mapping of $Z$. This VI can be readily solved using a variety of methods, we focus on the forward-backwards splitting (FBS) algorithm

$$
\Pi_Z^W(u_k - \alpha W^{-1} \nabla \phi(u_k)), \quad (8)
$$

where $W = W^T \succ 0$ is a preconditioner, $\alpha > 0$ is a step-size, and

$$
\Pi_Z^W(x) = (I + \alpha W^{-1} N_Z)^{-1}(x) = \arg\min_{v \in \mathcal{Z}} \|v - x\|_W^2 \quad (9)
$$

is the $W$-weighted projection. Given exact knowledge of $G$ and $w$ the FBS converges to the unique minimizer of (6) for appropriately chosen $W$ and $\alpha$, see e.g., (25). Unfortunately, the FBS algorithm (8) is not directly implementable as it requires perfect knowledge of $G$ and $w$.

Next, we illustrate how to modify the FBS to design ILC policies for constrained systems. The idea is to integrate measurements from the system into an optimization algorithm to provide robustness against disturbances and modelling errors. Since the true $G$ and $w$ are not available, we make the following modifications to the FBS algorithm (8) to make it suitable for online use:

i) We select an approximate model $M \approx G$ satisfying $M \in \text{co} \{G_1, \ldots, G_N\}$ and replace $G^T$ with $M^T$ in the gradient $\nabla \phi(u) = G^T Q (Gu + w - r) + Ru$

ii) We incorporate the physical process into the algorithm by replacing the term $Gu + w$ in $\nabla \phi(u)$ with measurements $y$ from the system;

iii) We replace $Z$ with the tightened set

$$
\mathcal{X} = \{ u \in \mathcal{U} \mid Gu + w \in \mathcal{Y} \forall [G w] \in \Theta, d \in \mathcal{D} \},
$$

to ensure constraint satisfaction;

iv) We precondition the algorithm using the model by setting $W = M^T Q M + R$.

These modifications to the forward-backwards algorithm result in the following optimization-based ILC policy

$$
u_{k+1} = T(u_k, y_k) := \Pi_Z^W(u_k - \alpha W^{-1} F(u_k, y_k)), \quad (10)$$

These modifications to the forward-backwards algorithm result in the following optimization-based ILC policy
where $\bar{F}(y, u) = MTQ(y - r) + R u$. Under this precondition selection and in the absence of constraints, the algorithm (10) is identical to the norm-optimal ILC algorithms in the literature, e.g., (11), with the addition of the step-size parameter $\alpha$ and without an input variation penalty in the cost function.

The following assumptions ensure that the optimization problem (5) is well-posed and that the policy (10) is well-defined and implementable.

**Assumption 2.** The following hold: (i) $H = G^T QG + R > 0$; (ii) $\mathcal{X}$ is closed, convex, and non-empty; (iii) $\mathcal{D}$ is known, convex and compact; (iv) $W = M^T QM + R > 0$.

The condition (i) is uncheckable (it requires knowledge of the true system) but can be ensured by setting $R > 0$. To check (ii), note that due to Assumption $\mathcal{X}$ reduces to

$$\mathcal{X} = \{ u \in \mathcal{U} \mid G_i u + w_i \in (\mathcal{Y} \ominus \mathcal{D}), \ i \in \mathbb{Z}_{[1,N]} \}$$

which is closed and convex if $\mathcal{U}$ and $\mathcal{Y}$ are closed and convex. Non-emptiness can then be checked via a feasibility problem.

The remaining points involve only known problem data. The ILC policy (10) can re-expressed as a convex optimization problem and efficiently implemented using standard software. Using the projection equations (9), the ILC policy satisfies the following inclusions

$$u_{k+1} + \alpha W^{-1} N_X(u_{k+1}) \ni u_k - \alpha W^{-1} \bar{F}(u_k, y_k),$$

$$\Rightarrow W(u_{k+1} - u_k) + \alpha \bar{F}(u_k, y_k) + N_X(u_{k+1}) \ni 0. \quad (12a)$$

Let $u_{k+1} = T(u_k, y_k)$ as in (10), then the inclusion (12b) is necessary and sufficient for optimality of the convex program with parameters $u = u_k$ and $y = y_k$

$$T(u, y) = \arg \min_{v \in \mathcal{U}} \frac{1}{2} ||v - u||^2_W + \alpha v^T \bar{F}(u, y)$$

**Lemma 2.** Given Assumptions $\mathcal{X}$ we have that

$$u \in \mathcal{X} \implies u \in \mathcal{U} \text{ and } Gu + w \in \mathcal{Y} \forall w \in \mathcal{D}. \quad (13a)$$

**Proof.** Let $y = Gu + w$ and note that $u \in \mathcal{X} \implies y_i = G_i u + w_i \in (\mathcal{Y} \ominus \mathcal{D})$ and $u \in \mathcal{U}$. Moreover, Assumption $\mathcal{X}$ implies the existence of $\lambda_i \geq 0$ such that $\sum_{i=1}^{N} \lambda_i = 1$ and $[G \ w] = \sum_{i=1}^{N} \lambda_i [G_i \ w_i]$ which in turn implies that $y = \sum_{i=1}^{N} \lambda_i y_i \in (\mathcal{Y} \ominus \mathcal{D})$ by convexity of $(\mathcal{Y} \ominus \mathcal{D})$. Then by the definition of the Pontryagin set difference, $y \in \mathcal{Y} \ominus \mathcal{D} \implies y + d \in \mathcal{Y}$ for all $d \in \mathcal{D}$.

Implementing (13) requires solving potentially large scale convex optimization problems. If $G$ arises from a linear dynamical system or is derived from a spatial process as in then efficient solvers for model predictive control problems or Fourier transform based methods can be leveraged.

2The Pontryagin-difference of convex sets can be computed using well established tools e.g., the MPT3 toolbox.

**IV. ANALYSIS**

This section investigates the properties of the closed-loop system (5). Because of the disturbances, we mix monotone operator theory with the system theoretic input-to-state stability framework (28). To begin the analysis, we substitute (3a) into (3b) leading to the following noisy forward-backward splitting algorithm

$$u_{k+1} = \Pi_{\mathcal{X}}^{W} [u_k - \alpha W^{-1}(\bar{F}(u_k) + MTQd_k)] \quad (14)$$

where $\bar{F}(u) = \tilde{H} u + \tilde{f}$, $\tilde{H} = R + MTQG$, and $\tilde{f} = MTQ(w - r)$. We impose the following conditions on the mapping $\bar{F}$ and the step length $\alpha$.

**Assumption 3.** Define $\mu = \min_{i \in \mathbb{Z}_{[1,N]}} \mu_i$, $L = \max_{i \in \mathbb{Z}_{[1,N]}} L_i$ where $L_i$ and $\mu_i$ are the largest and smallest Eigenvalues of the matrix $\Xi_i = 0.5W^{-\frac{1}{2}}(H_i + H_i^T)W^{-\frac{1}{2}}$, respectively and $H_i = MTQG_i + R$. Then the following hold:

(i) $\mu > 0$; (ii) $\alpha \in (0, 2\mu/L^2)$.\n
If the original problem (5) is strongly convex then $\mu > 0$ is guaranteed to hold if the uncertainty set $\Theta$ is sufficiently small. As such, Assumption $\mathcal{X}$ states that we cannot expect convergence for an arbitrarily bad model drawn from an arbitrarily large uncertainty set. Since $\Theta$ is known, $\mu$ and $L$ can be computed numerically using an Eigenvalue solver and $\alpha$ can be chosen such that Assumption $\mathcal{X}$ holds.

We first show that Assumptions $\mathcal{X}$ are sufficient for constraint satisfaction and robust stability of (14) about

$$\tilde{u} = \{ u \mid \bar{F}(u) + N_X(u) \ni 0 \}, \quad (15)$$

before proceeding to derive bounds on the sequence of cost function values $\phi(u_k)$ generated by the algorithm.

We begin by showing that enforcing the tightened constraint set ensures state constraint satisfaction.

**Lemma 1.** Given Assumptions $\mathcal{X}$ we have that

$$u \in \mathcal{X} \implies u \in \mathcal{U} \text{ and } Gu + w + d \in \mathcal{Y} \forall d \in \mathcal{D}. \quad (13b)$$

**Proof.** Let $y = Gu + w$ and note that $u \in \mathcal{X} \implies y_i = G_i u + w_i \in (\mathcal{Y} \ominus \mathcal{D})$ and $u \in \mathcal{U}$. Moreover, Assumption $\mathcal{X}$ implies the existence of $\lambda_i \geq 0$ such that $\sum_{i=1}^{N} \lambda_i = 1$ and $[G \ w] = \sum_{i=1}^{N} \lambda_i [G_i \ w_i]$ which in turn implies that $y = \sum_{i=1}^{N} \lambda_i y_i \in (\mathcal{Y} \ominus \mathcal{D})$ by convexity of $(\mathcal{Y} \ominus \mathcal{D})$. Then by the definition of the Pontryagin set difference, $y \in \mathcal{Y} \ominus \mathcal{D} \implies y + d \in \mathcal{Y}$ for all $d \in \mathcal{D}$.

Next we focus on convergence and stability. The following preparatory lemma provides estimates of the monotonicity and Lipschitz constants of the mapping $W^{-1} \bar{F}$ in (14).

**Lemma 2.** Given Assumption $\mathcal{X}$ if for all $i \in \mathbb{Z}_{[1,N]}$

$$\mu_i ||x - y||_W^2 \leq \langle W^{-1} H_i (x, y), x - y \rangle_W \leq L_i ||x - y||_W^2,$$

where $H_i = R + MTQG_i$, then

$$\mu ||x - y||_W^2 \leq \langle W^{-1} \bar{F}(x), x - y \rangle_W \leq L ||x - y||_W^2.$$  

**Proof.** Under Assumption $\mathcal{X}$ we have that $\bar{H} \in \text{co} \{H_i, \ i \in \mathbb{Z}_{[1,N]} \}$. Moreover, $\bar{F}$ is affine and thus

$$\langle W^{-1} \bar{F}(x) - W^{-1} \bar{F}(y), x - y \rangle_W = \langle \bar{H}(x - y), x - y \rangle. \quad (16)$$

$$\langle W^{-1} \bar{F}(x) - W^{-1} \bar{F}(y), x - y \rangle_W = \langle \bar{H}(x - y), x - y \rangle. \quad (16)$$
Starting with the lower bound:
\[
\langle \hat{H}(x-y), x-y \rangle = \sum_{i=1}^{N} \lambda_i \langle W^{-1} H_i(x-y), x-y \rangle_W \\
\geq \sum_{i=1}^{N} \lambda_i \mu_i \|x-y\|_W^2 \\
\geq \sum_{i=1}^{N} \lambda_i \mu_i \|x-y\|_W^2 = \mu \|x-y\|_W^2
\]
The proof of the upper bound is analogous.

Next we show that the closed-loop (3) satisfies constraints, is input-to-state stable, and characterizes its convergence rate. The convergence rate depends on the smallest and largest Eigenvalues $\tilde{\mu} > 0$ and $\tilde{L} > 0$ of the matrix
\[
\tilde{\Xi} = 0.5W^{-\frac{1}{2}}(\hat{H} + \hat{H}^T)W^{-\frac{1}{2}}, \quad \hat{H} = MTQG + R. \tag{17}
\]

**Theorem 1.** Let Assumptions 1-3 hold. Then $u_k \in U$ and $y_k \in Y$ for all $k \geq 0$ and the closed-loop (3) satisfies
\[
\|u_k - \bar{u}\|_W \leq \eta_k \|u_0 - \bar{u}\|_W + \gamma \sup_{k \geq 0} \|d_k\|
\]
where $\eta_k = 1 - (\mu/\tilde{L})^2(1 - \epsilon^2)$, $\epsilon = 1 - \alpha \tilde{L}^2/\tilde{\mu}$, $\bar{u}$ is defined in (15), and $\gamma = \|W^{-\frac{1}{2}}MTQ\|/(1 - \eta)$. Moreover, $\epsilon \in (-1, 1)$ and $\eta \in (0, 1)$.

**Proof.** Constraint satisfaction follows immediately from the projection operation in (14) and Lemma 1.

Next we demonstrate ISS, define $A = I - \alpha W^{-1} \hat{F}$. The mapping $W^{-1} F$ is affine and thus satisfies $\tilde{\mu} \|x-y\|_W^2 \leq W^{-1} (\hat{F}(x) - \hat{F}(y)), x-y\|_W \leq \tilde{L} \|x-y\|_W^2$.

Further as $M \in \mathcal{C} \{G_i, i \in Z[1, N]\}$, by Lemma 2 we have that $[\mu, L] \subseteq [\mu, \tilde{L}]$ and thus $\tilde{\mu} > 0$ due to Assumption 3. Hence, by [29] Prop. 25.9, A satisfies $\|A(x) - A(y)\|_W \leq \eta \|x-y\|_W$, with $\eta_1 = 1 - 2\alpha \tilde{L}^2/\tilde{\mu}$, and $\eta < 1$ if $\alpha \in (0, 2\tilde{L}^2/\tilde{\mu}^2)$.

Combining $\eta_1 = 1 - 2\alpha \tilde{L}^2/\tilde{\mu}$ and simplifying yields that $\eta_1 = 1 - (\tilde{\mu}/L)^2(1 - \epsilon^2)$. Since $\alpha \in (0, 2\epsilon/L^2)$ and $[\mu, L] \subseteq [\mu, \tilde{L}]$ we have that $\epsilon \in (-1, 1)$ which in turn implies that $\eta \in (0, 1)$.

Next, recall that $\bar{u} = \Pi_X^W \circ A(\bar{u})$ and thus
\[
\|u_{k+1} - \bar{u}\|_W = \|\Pi_X^W [A(u_k) + MTQd_k] - \bar{u}\|_W \\
= \|\Pi_X^W [A(u_k) + MTQd_k] - \Pi_X^W [A(\bar{u})]\|_W \\
\leq \|A(u_k) - A(\bar{u})\|_W + \|MTQd_k\|_W \\
\leq \eta \|u_k - \bar{u}\|_W + \|W^{-\frac{1}{2}}MTQ\| \sup_{k \geq 0} \|d_k\| \tag{18}
\]
where we used non-expansiveness of the projection in the norm induced by the weighting matrix in [29] Theorem 6.42 in the first inequality. Iterating (18) yields that
\[
\|u_k - \bar{u}\|_W \leq \eta^k \|u_0 - \bar{u}\|_W + \sum_{j=0}^{k} \eta^{k-j} \|W^{-\frac{1}{2}}MTQ\| \sup_{k \geq 0} \|d_k\| \\
\leq \eta^k \|u_0 - \bar{u}\|_W + \|W^{-\frac{1}{2}}MTQ\| \sum_{k=0}^{\infty} \eta^k \sup_{k > 0} \|d_k\|.
\]
Since $\eta \in (0, 1)$, the geometric series converges and
\[
\|u_k - \bar{u}\|_W \leq \eta^k \|u_0 - \bar{u}\|_W + \gamma \sup_{k \geq 0} \|d_k\|
\]
where $\gamma = \|W^{-\frac{1}{2}}MTQ\|/(1 - \eta)$ as claimed.

**Remark 1.** The convergence rate $\eta$ in Theorem 7 depends on the conditioning of $\Xi = 0.5W^{-\frac{1}{2}}(H + H^T)W^{-\frac{1}{2}}$. Since $H = R + MTQG$ and $W = R + MTQM$ we see that $\eta$ decreases as the model improves and $M$ approaches $G$. Similarly, we see from Lemma 3 that the offset term $\delta$ also shrinks as the model improves. The choice of step length has an impact as well, picking $\alpha = \alpha^* = \tilde{\mu}/\tilde{L}^2$ minimizes $\eta$. However $\tilde{\mu}$ and $\tilde{L}$ are unknown and $\epsilon = \tilde{L}^2/\tilde{\mu}(\alpha - \alpha^*)$ quantifies the loss of performance due to suboptimal selection of $\alpha$.

V. NUMERICAL EXAMPLE

We illustrate the potential of our OB-ILC methodology with an application to feedforward control of a high-precision two-axis robotic motion stage. The control architecture for each axis is shown in Figure 1. The objective is to track a reference
trajectory \( \bar{p} \) by driving \( e \) to zero, while satisfying constraints on the speed \( v \) and voltage input \( V \).

The IO map can be expressed using the transfer functions

\[
e_i(s) = \frac{-P_i}{1 + P_iC_i} u_i(s) + \frac{1}{1 + P_iC_i} \bar{p}_i(s) \tag{21a}
\]

\[
v_i(s) = \frac{sP_i}{1 + P_iC_i} u_i(s) + \frac{1}{1 + P_iC_i} \bar{p}_i(s) \tag{21b}
\]

\[
V_i(s) = \frac{1}{1 + P_iC_i} u_i(s) + \frac{C_i}{1 + P_iC_i} \bar{p}_i(s) \tag{21c}
\]

for axes \( i \in \{x, y\} \) where \( P_i(s) \) and \( C_i(s) \) model a robotic deposition machine and are taken from [31] Equations (28)-(31)] which identifies them from experimental data. The system model (21) can be written in the compact form

\[
y(s) = G(s)u(s) + H(s)p(s), \tag{22}
\]

with \( y^T = [x_v x_e y_v y_e] \), \( u^T = [u_x u_y] \), \( \bar{p}^T = [\bar{x} \bar{y}] \).

We obtain a finite-dimensional IO mapping by taking \( N = 400 \) evenly spaced samples of the trajectories generated by (21) resulting in a sampling period of \( 2 \) ms, \( m = 2406 \), and \( n = 802 \). The matrix representation \( G \) of (21) is an exact first-order hold discretization of a continuous time state space realization of \( G(s) \). The constant term \( w \) is the sampled time-response of \( H(s) \) to the reference trajectory \( \bar{p} \) in Figure 2.

The convex hull uncertainty representation \( \Theta \) in Assumption 1] is generated by discretizing the four corners of

\[
G(s) = (1 \pm 0.1)G_x(s) + (1 \pm 0.15)G_y(s) \tag{23}
\]

where \( G_x(s) + G_y(s) = G(s) \) is a fast/slow decomposition of \( G(s) \) around 10 rad/s obtained using \texttt{freqsep} in MATLAB. The resulting uncertain \( G_{11}(s) \) is illustrated in Figure 2]. The same procedure applied to \( H(s) \) is used to produce \( w_i \).

The optimization problem is to minimize a weighted combination of the error and the control effort subject to constraints on the maximum velocity and input. The cost matrices are \( Q = I_{N+1} \otimes \begin{bmatrix} 100 & 0 \\ 0 & 0 \end{bmatrix} \) and \( R = I_{2(N+1)} \) where \( \otimes \) is the Kronecker product, the constraints are \( \mathcal{V} = \{(e, v, V) \mid \|v\|_\infty \leq 0.02 \text{ mm/s}, \|V\|_\infty \leq 0.1 \text{ V}\} \) and \( U = \mathbb{R}^n \). The disturbance set is \( \mathcal{D} = \{(e, v, V) \mid \|e\|_\infty \leq 10^{-3} \text{ mm}, \|v\|_\infty \leq 10^{-4} \text{ mm/s}\} \). The model \( M \) is chosen randomly from \( \Theta \) and in all cases the step length is \( \alpha = \mu/L^2 \). Our MATLAB 2020b implementation using \texttt{quadprog}’s active set algorithm running on a 2020 Macbook Pro (8-Core Apple M1) took 1.57 \pm 0.8 s, with a maximum of 2.93 s to execute.

We compare our proposed OB-ILC method with the norm-optimal ILC (NO-ILC) controller proposed in [11]. The NO-ILC controller uses the same weighting matrices as OB-ILC and coincides with our method if \( \alpha = 1 \) and the constraints are removed. Both methods are able to significantly reduce the tracking error as illustrated in Figure 3. Figure 4 illustrates that OB-ILC is able to enforce output constraints at the fixed point while NO-ILC cannot. This is fundamental for practical applications.
NO-ILC, but attains a lower asymptotic tracking error and satisfies the output constraints throughout. The lower cost attained by the OB-ILC is explained by the conservatism introduced through the constraint tightening, which forces the controller to be less aggressive and more robust in the presence of model mismatch especially when the constraints are active (see Fig. 4). The slower convergence is expected due to the step size restriction (Assumption 3(ii)) used to ensure robust stability rather than through the selection of the matrices Q and R as is common in the literature. A similar ILC approach with adaptive step-size was presented in [21] but constraints were not considered in that work.

Finally, we investigate the sensitivity of the algorithm to modelling error and disturbances by varying the quality of the model M for a fixed D (Figure 6, left) and by varying rad D for a fixed M (Figure 6, right).

Fig. 6. The algorithm converges more slowly as the modelling error increases (left) as predicted in Remark 1. The cost function decreases until it reaches a threshold which increases with the noise as predicted by Theorem 2 (right).

VI. CONCLUSIONS

This paper presented a robust ILC policy for state and input constrained systems in the presence of process noise and model mismatch along with a rigorous iteration domain stability analysis. It illustrates how monotone operator and robust control concepts can be combined to design and analyze ILC policies. Future work includes incorporating sensitivity and model learning to reduce conservatism and accelerate convergence.
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