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Abstract—Machine sound classification has been one of the fundamental tasks of music technology. A major branch of sound classification is the classification of music genres. However, though covering most genres of music, existing music genre datasets often do not contain fine-grained labels that indicate the detailed sub-genres of music. In consideration of the consistency of genres of songs in a mixtape or in a DJ (live) set, we have collected and annotated a dataset of house music that provide 4 sub-genre labels, namely future house, bass house, progressive house and melodic house. Experiments show that our annotations well exhibit the characteristics of different categories. Also, we have built baseline models that classify the sub-genre based on the mel-spectrograms of a track, achieving strongly competitive results. Besides, we have put forward a few application scenarios of our dataset and baseline model, with a simulated sci-fi tunnel as a short demo built and rendered in a 3D modeling software, with the colors of the lights automated by the output of our model.
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I. INTRODUCTION

One of the fundamental tasks of music information retrieval is the classification of music. For the task of audio classification, one of the most popular methods is to classify the spectrograms or mel-spectrograms of sounds using computer vision models like convolutional neural networks (CNN) [1] or vision transformers (ViT) [2]. Jaiswal et al. [3] has proposed the CNN-based approach that significantly improved the performance of sound classification. Researchers have delicately annotated datasets like the GTZAN [4]. Its audio data includes 10 genres, with 100 audio files each genre, all having a duration of 30 seconds. Besides, they have also provided the converted mel-spectrograms, together with the mean and variance of multiple acoustic features, including the spectral centroid and the root mean square (RMS). Defferrard et al. have built the FMA dataset [5] which includes 8 genres and is also annotated in the style of GTZAN. Other works like the MedleyDB dataset [7] contains classical, rock, world/folk, fusion, jazz, pop, musical Theatre and rap songs. Besides genre labels, it also provides processed stems for its 194 tracks.

B. Limitations

However, most music genre datasets, including the ones mentioned in the last paragraph, are annotated with general genres like pop, country, rock, etc. One shortcoming is that models trained on these datasets could hardly distinguish the differences among songs within a general genre. In one mixtape or one live set, the songs usually belong to one or few general genres. For example, all the tracks selected in our dataset would be classified as "Electronic" in datasets like the FMA dataset [5]. Therefore, using models trained on these datasets, the retrieval information would be extremely confined. In view of such limitation, our work is devoted to building datasets that feature electronic music belonging to the same general genre but differ in their sub-genres.
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III. APPROACHES

In this section, we discuss how we process the data, and the classification task in a rigorous, mathematical format. Also, we would present our deep learning approach, including the pipeline of setting up baseline models.

A. Data Annotation

After our evaluation on its wide usage on music festivals, we have chosen house music as the general genre of our dataset, naming it "HouseX". The dataset includes 4 sub-genres of house music, with 40 tracks each. These 160 tracks are all produced by the most popular DJ/producers around the world, including [8], [9].

Though having similar or even identical tempos, these four sub-genres of house music possess substantially different characteristics. Future house tracks include plenty of electronic sounds, and their groove can be very bouncy (note that a major sub-branch of future house is future bounce). Bass house music is also filled with synthesized electronic elements. However, the sounds in bass house are generally dirtier and more distorted. These tracks could be so aggressive that one can hardly discern a clear melody line. Though sometimes bass house could sound similar to future house, future house tracks usually have a bright lead sound while bass house would possess much more richness and saturation on the low end of the frequency spectrum. Progressive house is known to be uplifting and emotional. Beside the widely used supersaw lead sound, many progressive house producers would use real instruments like the piano, the guitar and strings to make the sounds more natural and organic. Melodic house tracks are characterized by the use of pluck sounds and pitch shifting techniques. These elements produce a happy and rhythmical atmosphere.

We have counted a few statistics of our dataset. The tempo of these 160 tracks range from 122 BPM to 130 BPM, and most of them equal 128. The total duration of them is around 9 hours and 8 minutes. Most house tracks have a time signature of 4/4. Therefore, suppose a track has a tempo of 128 bpm, then one bar in the track has a duration of 1.875 seconds. We set the length of the sound clip for each mel-spectrogram as 1.875 seconds, which are approximately 1 bars for every track. In total, we derive around 17480 mel-spectrograms for classification. Some detailed statistics are presented in Tab. 1.

Additionally, we have annotated the timestamps that indicate the start and the end of the drop of each track, using Label Studio [10]. Since the drop is the climax of a track, with respect to energy and emotion, it is the section where the characteristics of its sub-genre are best exhibited. For example, the metallic lead sound in the drop and heavily distorted bass would characterize a bass house track, while the supersaw lead layered with strings and piano would highlight an emotional melody line of a progressive house track. Therefore, we specifically annotated the start and the end of the drop of each track in our dataset, as shown in Fig. 1. These drops would form a subset of the original dataset. In order to make this subset balanced, we only choose one drop with a length of 16 bars, from each track. Normally, a track includes two drops. We choose the first one unless it is not long enough. Sometimes, especially for emotional progressive house tracks, the first drop only contains 8-bars while the length of the second one is doubled. In these cases, we annotate the start and the end of the second drop. Though fairly smaller than the whole set, this subset that only contains drops still yields a considerable amount of mel-spectrograms, as listed in Tab. 1. Another thing to note is that the split of the whole set should be done before the conversion from audio to mel-spectrograms. That is to say, we should split the set of tracks, rather than the set of pictures, into 3 parts, for training, validation and testing respectively. The reason is that electronic music usually contains many loops, and if we split the set of pictures, for a mel-spectrogram in the test set, similar mel-spectrograms would almost surely appear in the training set, which makes the validation and testing process meaningless.

B. Task Definition

Rigorously, the classification task is defined as follows. A track of house music is given as a wave file and the goal is to assign a proper sub-genre to slices of the track, from the 4 sub-genres mentioned in the data collection part. Since our wave files are stereo, for each track, we get an array of shape $(2, T)$ where $T$ is the total number of samples, and the sample rate of the waveform $sr = 22050$ (Hz). To get reasonable amount of mel-spectrograms, we set the number of bars per slice as $N_{\text{bar\_per\_slice}} = 1$. Then, since all tracks in our dataset have a tempo of 128 BPM (or close to 128 BPM) and a time signature
of 4/4, we have

\[ L = \left\lfloor \frac{4 \times 60 \times N_{\text{bar per slice}} \times sr}{128} \right\rfloor \approx 41343 \]

as the number of samples for each slice. Then, without overlapping, we cut the track into \( N = \left\lfloor \frac{L}{L_{\text{hop length}}} \right\rfloor \) slices, each as an array with shape \((2, L)\). Using functions implemented in Librosa [11], we convert these \( N \) Numpy arrays into \( N \) mel-spectrograms, each with a shape of

\[(n_{mels}, \left\lfloor \frac{L}{\text{hop length}} \right\rfloor)\]

where \( n_{mels} = 128 \) and \( \text{hop length} = 512 \) as default. After saving these mel-spectrograms rendered by the \texttt{specshow} function of Librosa, we can load them as JPEG files, transform them into PyTorch tensors [12] and proceed with the standard image classification workflow. A few saved mel-spectrograms are shown in Fig. 2 as examples.

**C. Pipeline**

As shown in the Fig. 3, the pipeline consists of two major components. The first step is the conversion from sliced sound waveforms to mel-spectrograms, and the second procedure is to feed mel-spectrograms through a neural network to get the output scores for these mel-spectrograms. Each output score is a \((4, \cdot)\) vector.

In the training phase, we iterate through the training set to minimize the negative log likelihood loss between the output logits and the label tensor. Denoting \( D \) as the dataset and \( C \) as the set of labels, mathematically, we need to minimize the objective

\[ J(\theta) = -\sum_{(x, y) \in D} \sum_{c \in C} \log(p_\theta(c|x)) I_{y=c} \]

where \( \theta \) represents the parameters of the model, each \((x, y)\) is an image-label pair, and \( p \) are the predicted probabilities and \( I \) is the indicator function.

In the inference phase, we apply \( \text{arg max} \) to the logits to get the sub-genre that is most probable for a slice of a track. Furthermore, if we need to predict the sub-genre of the entire track, the simplest method is to add a voting classifier on top of the predictions of slices. Other approaches include applying a weighted sum over the logits of slices of one track. The weights can even be set as trainable parameters, since some parts of a track like the intro can sometimes be less significant, while other parts like the drop would be crucial.

**D. Neural Architecture**

We have tried several architectures, including 3 traditional convolutional neural networks [14], [13], [15], 2 lightweight convolutional neural networks [16], [17] and a vanilla vision transformer [2] as backbones for the classification task. For these 5 CNN architectures, we put them before one dropout layer [18] and one linear layer from \( \mathbb{R}^{1000} \) to \( \mathbb{R}^{1024} \). The input dimension is 1000 since the ImageNet dataset [6] contains 1000 categories. Besides, we have also train a 6-layer vanilla vision transformer from scratch, which is built upon the attention mechanism instead of convolutional kernels. The details of our implementation can be viewed by the link provided in the introduction.
IV. EXPERIMENTS

We have conducted experiments using different types of neural networks as our backbone. As shown in Fig. 4 and 5, all these neural architectures achieve competitive results for both the whole set and the drops-only subset.

From Fig. 6, the first remark is that, it is challenging to distinguish future house tracks from melodic house tracks. Fortunately, even for human listeners, this dilemma can be tricky since some future house music possess a happy chord progression like those used in melody house tracks, while melody house tracks often have a synthesized lead which is bouncy and futuristic. Indeed, our classifiers have limited predictive power for these two sub-genres, but this is not necessarily bad. On the contrary, it is consistent with the fact that a single electronic track sometimes exhibit multiple styles.

Secondly, deeper and larger neural networks generally perform better than lightweight models. As listed in Tab. II, traditional deep architectures in our experiments, like ResNet [13] and VGG [14], show better performance. This observation corresponds to our expectation that the timbre of sounds is a relatively high-level feature, which, on the spectrograms, should also need functions with stronger expressiveness to represent. For neural networks, deep architectures usually outperform wide ones, as shown by prior work [19], [20].

Finally, comparing Fig. 6 and 7, we could verify that the drops-only subset indeed shows significance with respect to the characteristics of each sub-genre. Fig. 7 shows that future house (FH) and bass house (BH) could be almost perfectly distinguished from progressive house (PH) and melodic house (MH), if we only focus on the drops of tracks. Such results

### TABLE II

| Model            | Val (Drops Only)          | Test (Drops Only)        |
|------------------|----------------------------|--------------------------|
|                  | Acc. (%)                   | F1-score                  | Acc. (%)                   | F1-score                  |
| MobileNetV3      | 66.96 (0.61)               | 0.63 (0.64)              | 68.63 (0.63)               | 0.68 (0.68)              |
| ResNet18†        | 74.34 (0.68)               | 0.85 (0.68)              | 80.39 (0.74)               | 0.74 (0.74)              |
| VGG16            | 76.99 (0.74)               | 0.77 (0.77)              | 81.37 (0.83)               | 0.83 (0.83)              |
| DenseNet121      | 72.47 (0.72)               | 0.75 (0.75)              | 74.51 (0.74)               | 0.74 (0.74)              |
| ShuffleNetV2     | 70.5 (0.67)                | 0.78 (0.65)              | 75.84 (0.75)               | 0.75 (0.75)              |
| (Vanilla) ViT    | 54.57 (0.35)               | 0.42 (0.54)              | 57.84 (0.58)               | 0.61 (0.72)              |

* The accuracy scores are calculated on the entire validation/test set, over all categories.
† In the demo of the first proposed application, we choose ResNet18 [13] due to its high accuracy and relatively small number of parameters, which leads to comparatively fast inference speed.
are in line with the intrinsic features, or specifically, the use of sounds of these four sub-genres. A great common ground of future house and bass house is the massive use of synthesizer that makes a track sounds extremely electronic. On the contrary, acoustic (real) instruments are widely used in progressive house and melodic house tracks. For example, orchestral instruments like the violin are frequently used to create emotional atmosphere, while guitar strumming and piano chords often support the vocal, to give more emotions as well. Therefore, if we group future house and bass house as the “cool” category, and, group progressive house and melodic house as the “emotional” category, then models like VGG [14] could achieve around 95% accuracy on the classification of these two general categories. The classifiers perform better on the drops-only subset since this subset is “cleaner” in short. Beside the drop, other sections such as the intro of a track could exhibit variant peculiarities. For example, in the intro, future house tracks could include some bouncy piano chords, while melodic house tracks might contain some synthesized plucky sounds.
V. Application Scenarios

As mentioned in the introduction part, our work is specifically targeting at real-world application scenarios. In this section, we propose two cases where our dataset and models can be applied.

A. Automation in Music Visualization

A straightforward application is the automation of certain properties, such as the colors of lights, in the visualization of a mixtape. Normally, we want the real-time colors of the lights to reflect the atmosphere of the currently playing segment of the mixtape. Therefore, visual effects engineers would manually control the colors of lights throughout the whole mixtape. Using our model, the control of colors can be automated, which would bring more flexibility. For example, usually a DJ would fix the track list to be played before a show begins, to make sure the music matches up with the visual effects. Using our approach, the DJ performing onstage would be given more freedom to decide what to play next according to the reaction of the crowds, rather than the predetermined track list. We believe that such AI-assisted visualizer would bring much convenience for artists as a new paradigm.

As a result of our survey on the correspondence between music genres and colors, we have pre-defined a mapping from sub-genres of house music, to triple tuples of colors, which could be modified in practice. Note that the following mapping is not completely the same as the one determined by choosing the top-3 colors for each sub-genre according to the survey. We have made slight modification on the colors of progressive house and future house to make the visualization more contrastive. The link to the survey results are provided in the repository mentioned in the introduction section.

- Future House: blue, red, purple.
- Bass House: black, white, purple.
- Progressive House: orange, yellow, purple.
- Melodic House: green, blue, yellow.

Then, after building a basic sci-fi environment in Blender [21], we have rendered a demo for house music mixtape visualization, which can be viewed via this link provided in the repository as well. Note that this small set (mixtape) contains 4 songs, mixed together in FL Studio 20 [22]. These 4 songs are future house, bass house, progressive house and melodic house in chronological order. The screenshots of some rendered results are shown in Fig. 8.

B. Music Recommendation System

Besides, this model can be integrated in fine-grained music recommendation system. Currently, many popular music streaming services have deployed recommendation systems for users to easily look for music that matches their appetite. With our approaches that extract information on the sub-genre level, the accuracy, or precisely, the level of customization of recommendation service could be brought to the next level.

VI. Future Works

To sum up, we have annotated a house music dataset with sub-genre labels and built a baseline model for the classification task. Additionally, we have put forward a few real-world application scenarios where our work would be of great advantage. As shown in our demo videos, our approach could be considered as a new schema of music visualization. Still, there are several aspects that can be continued in the future.

Firstly, from the PCA analysis shown in Fig. 9, it seems that it is more challenging to distinguish future house from bass house, rather than melodic house. This does not perfectly match with our observation from the confusion matrices. Further investigation should be done to address this issue.

Secondly, there are other popular sub-genres of house music, like tropical house, to be included in our dataset. The reason why we have temporarily excluded it is that tropical house appear less frequently in music festivals compared to future house, progressive house, etc. Though less intense, tropical house tracks are so radio-friendly that they are also welcome by massive listeners. In view of such popularity, we might include dozens of tropical house tracks in our future work.

Lastly, many other visual effects could also be automated by the information outputted by the model, such as the strength of the displacement of some geometry objects in a 3D environment. Hopefully, we would collaborate with 3D modeling experts to create visual effects that are more impactful and immersive.
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